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Abstract

We prove optimal regularity estimates in Sobolev spaces in time and space for solutions to stochastic porous medium equations. The noise term considered here is multiplicative, white in time and coloured in space. The coefficients are assumed to be Hölder continuous and the cases of smooth coefficients of at most linear growth as well as $\sqrt{u}$ are covered by our assumptions. The regularity obtained is consistent with the optimal regularity derived for the deterministic porous medium equation in [15,18] and the presence of the temporal white noise. The proof relies on a significant adaptation of velocity averaging techniques from their usual $L^1$ context to the natural $L^2$ setting of the stochastic case. We introduce a new mixed kinetic/mild representation of solutions to quasilinear SPDE and use $L^2$ based a priori bounds to treat the stochastic term.
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1 Introduction

We establish optimal regularity estimates in time and space for solutions to the following stochastic porous medium equation (SPME):

\[
\begin{cases}
\partial_t u(t, x) = \Delta(|u|^{m-1}u)(t, x) + \sum_{k=1}^{\infty} g_k(x, u(t, x))\beta_k(t) & \text{in } (0, T) \times \mathbb{T}^d \\
u(0) = u_0 & \text{in } \mathbb{T}^d
\end{cases}
\]

where \(m > 1, T > 0\) denotes some time horizon, \(d \geq 1\), \(\mathbb{T}^d = (\mathbb{R}/\mathbb{Z})^d\) is the \(d\)-dimensional torus, and \(u_0 \in L^{2\alpha}(\mathbb{T}^d)\) for some \(\alpha \in \left[\frac{1}{2}, 1\right]\), \((\beta_k)_{k \geq 1}\) is a sequence of independent real-valued standard Wiener processes defined on some probability space \((\Omega, \mathcal{F}, \mathbb{P})\) and \((g_k)_{k \geq 1}\) is a sequence of Hölder continuous diffusion coefficients. For the exact conditions see Assumption 1.1 below.

Stochastic porous medium equations are well-studied models describing nonlinear diffusion dynamics perturbed by noise [5, 8, 24]. Although the regularity of their solutions has received considerable attention [6, 13, 14, 16, 20, 25], so far, all known regularity results for SPME are restricted to a degree of spatial differentiability of order less or equal to one. This is in contrast with the optimal spatial regularity of the deterministic version of (1) which has been derived recently by the second author and his coauthors [15, 18]. Namely, if \(g_k = 0\), \(u_0 \in L^1\) and \(m > 1\) then

\[u \in L^m(0, T; W^{2, m-\varepsilon, m}(\mathbb{T}^d)) := \bigcap_{\varepsilon > 0} L^m(0, T; W^{2, m-\varepsilon, m}(\mathbb{T}^d)).\]

We derive the same spatial regularity for (1). To the best of our knowledge, this is the first spatial regularity result which gives more than one derivative for any quasilinear degenerate stochastic PDE.

Our estimates depend on the interplay between the growth of the diffusion coefficient and the integrability of the initial data.

**Assumption 1.1.** Suppose that \(g_k \in C(\mathbb{T}^d \times \mathbb{R})\) and that there exists a sequence \((\lambda_k)_{k \geq 1}\) of non-negative numbers satisfying \(D := \sum_{k \geq 1} \lambda_k^2 < \infty\) such that for some \(\alpha \in \left[\frac{1}{2}, 1\right]\)

\[|g_k(x, v) + |\nabla_x g_k(x, v)| \leq \lambda_k \left(|v|^{1/2} \mathbb{1}_{|v| \leq 1} + |v|^{\alpha} \mathbb{1}_{|v| > 1}\right),\]
as well as

\[ |\partial_v g_k(x, v)| \leq \lambda_k \left( |v|^{-\frac{1}{2}} \mathbb{1}_{|v| \leq 1} + |v|^\alpha \mathbb{1}_{|v| \geq 1} \right), \]

for all \( x \in \mathbb{T}^d \) and \( v \in \mathbb{R} \).

This is the main result of this paper.

**Theorem 1.2.** Let \( \alpha \in \left[ \frac{1}{2}, 1 \right] \), \( m > 1 \), \( u_0 \in L^{2\alpha}(\mathbb{T}^d) \) and assume that \( g_k \) satisfies the Assumption 1.1 for this value of \( \alpha \). Let \( u \) be a solution to \( (1) \) in the sense of Definition 2.5 (Section 2.2) below. Then, for all

\[ \sigma_x \in \left( 0, \frac{2}{m} \right), \]

we have

\[ u \in L^m(\Omega; L^m(0, T; W^{\sigma_x, m}(\mathbb{T}^d))). \]

Moreover, the following estimate holds:

\[ \|u\|_{L^m(\Omega; L^m(0, T; W^{\sigma_x, m}(\mathbb{T}^d)))} \lesssim \|u_0\|_{L^{2\alpha}}^{2\alpha} + 1. \quad (2) \]

Here and in the proof \( \lesssim \) denotes a bound that holds up to a multiplicative constant that only depends on \( \alpha, m, d, D, \sigma_x \) and \( T \).

The optimal time regularity for the deterministic porous medium equation (PME) driven by an \( L^1 \) (in time and space) forcing term \( S \) has also been derived in [18]. If \( u_0 \in L^1 \) and the noise term \( \sum_{k=1}^{\infty} g_k(x, u(t, x)) \beta_k(t) \) in \( (1) \) is replaced by \( S \) then

\[ u \in W^{1-\frac{1}{2}}(0, T; L^1(\mathbb{T}^d)) := \bigcap_{\varepsilon > 0} W^{1-\varepsilon, 1}(0, T; L^1(\mathbb{T}^d)). \]

In the stochastic case, such strong regularity cannot be expected to hold. Due to the low temporal regularity of the noise, the time regularity of \( u \) cannot be more than \( \frac{1}{2} - \). In this case, however, we can get better temporal integrability.

**Theorem 1.3.** Let \( \alpha \in \left[ \frac{1}{2}, 1 \right] \), \( m > 1 \), \( u_0 \in L^{2\alpha}(\mathbb{T}^d) \) and assume that \( g_k \) satisfies the Assumption 1.1 for this value of \( \alpha \). Let \( u \) be a solution to \( (1) \) in the sense of Definition 2.5 (Section 2.2) below. Then, for all

\[ \sigma_t \in \left( 0, \frac{1}{2} \right), \]

we have

\[ u \in L^1(\Omega; W^{\sigma_t, 2}(0, T; L^1(\mathbb{T}^d))). \]

Furthermore, the following estimate holds:

\[ \|u\|_{L^1(\Omega; W^{\sigma_t, 2}(0, T; L^1(\mathbb{T}^d)))} \lesssim \|u_0\|_{L^{2\alpha}}^{2\alpha} + 1, \quad (3) \]

where \( \lesssim \) denotes a bound that holds up to a multiplicative constant that only depends on \( \alpha, m, d, D, \sigma_t \) and \( T \).
Remark 1.4. A scaling argument in Lemma C.1 (Appendix C) suggests that the time integrability in Theorem 1.3 is optimal for (1) when \( g_k = 0 \) and \( u_0 \in L^1(\mathbb{T}^d) \) (i.e. \( \alpha = \frac{1}{2} \)).

Remark 1.5. The results in Theorem 1.2 and Theorem 1.3 still hold for random initial datum under the stochastic integrability condition, \( u_0 \in L^{m-1+2\alpha}(\Omega; L^{2\alpha}(\mathbb{T}^d)) \) required by Lemma 4.4 below.

The following corollary follows from interpolating the results of Theorem 1.2 and Theorem 1.3.

**Corollary 1.6.** Under the assumptions of Theorem 1.2 and Theorem 1.3 we define, for all \( \theta \in (0, 1) \)

\[
\frac{1}{p} = \frac{1 - \theta}{m} + \theta, \quad \frac{1}{q} = \frac{1 - \theta}{m} + \frac{\theta}{2}.
\]

Let \( \sigma_t \in \left[0, \frac{1}{2}\right) \) and \( \sigma_x \in \left[0, \frac{2}{m}\right) \). Then, we have

\[
u \in L^p(\Omega; W^{\theta \sigma_t, q}(0, T; W^{(1-\theta)\sigma_x, p}(\mathbb{T}^d))),
\]

with estimate

\[
\|u\|_{L^p(\Omega; W^{\theta \sigma_t, q}(0, T; W^{(1-\theta)\sigma_x, p}(\mathbb{T}^d)))} \lesssim \|u_0\|_{L^{2\alpha}} + 1.
\]

Here and in the proof \( \lesssim \) denotes a bound that holds up to a multiplicative constant that only depends on \( \theta, \alpha, m, d, D, \sigma_t, \sigma_x \) and \( T \).

The estimates in Theorem 1.2 and Theorem 1.3 cover the case \( g_k(x, u) = \mu_k e_k(x) \sqrt{u} \) where \( (e_k)_{k \geq 1} \) are suitable basis functions (e.g. trigonometric polynomials) and \( \mu_k \geq 0 \) satisfy a decay condition, depending on the choice of \( e_k \). Stochastic equations with \( \sqrt{u} \) noise coefficients are known to play an important role in population dynamics. Most prominently, in the linear case \( m = 1 \) and for \( d = 1 \), the stochastic heat equation with \( \sqrt{u} \) coefficients driven by space-time white noise arises as the scaling limit of independent branching Brownian motions and describes the evolution in time and space of the density of the so-called super-Brownian motion or Dawson–Watanabe superprocess \([11, 23]\). At least formally, the nonlinear stochastic porous medium equation

\[
\partial_t u = \Delta (u^2) + b\sqrt{u} \xi,
\]

where \( b \) is a constant and \( \xi \) is space-time white noise, has also been derived as a scaling limit for mean-field interacting branching processes, see \([10, 22]\). The interpretation of \( u \) as the density of a population makes it natural to work with measure valued initial data. We emphasize that for \( \alpha = 1/2 \) the estimates derived in the present work depend only on the \( L^1 \) norm of the initial data and, therefore, hold uniformly over suitable approximations of measure valued initial data.

The proofs of Theorem 1.2 and Theorem 1.3 are based on the kinetic approach originally introduced by Lions, Perthame and Tadmor \([21]\) in the context of (deterministic)
scalar conservation laws. The main idea of this method is to introduce an auxiliary variable \( v \in \mathbb{R} \) and to study the so-called kinetic function \( \chi(t, x, v) := \mathbb{1}_{v < u(t, x)} - \mathbb{1}_{v < 0} \). This amounts to applying a nonlinear discontinuous function to the solution \( u \) which can be recovered by integrating \( \chi \) in \( v \). The kinetic form for the deterministic part of (1) (i.e. when \( g_k = 0 \)) is

\[
\partial_t \chi - m|v|^{m-1} \Delta_x \chi = \partial_v n, \quad (5)
\]

for some non-negative dissipation (or kinetic) measure \( n \). The main advantage of writing the kinetic form is that (5) can be treated as a linear equation in \( \chi \). The linearity of (5) allows to use Fourier analytic techniques and to derive regularity estimates on \( \int v \chi \, dv \) by means of suitable microlocal decompositions in Fourier space. This is the basis of the so-called averaging estimates \([21, 27]\) and the optimal regularity results in \([15,18]\) for the PME. With this approach, the analysis of the (spatial) regularity is limited by the presence of the kinetic measure. At least formally this measure corresponds to

\[
\bigl\| |v|^{-\gamma} n \bigr\|_{L^1_{t,x,v}} \quad (6)
\]

In \([15,17]\) it was shown that it is possible to improve the regularity for hyperbolic and parabolic conservation laws by exploiting the finiteness of singular moments of the kinetic measure. This control was essential to prove the optimal regularity results for the PME in \([15,18]\). In particular, the finiteness of these singular moments \( \bigl\| |v|^{-\gamma} n \bigr\|_{L^1_{t,x,v}} \) highlights the \( L^1 \) space as the natural framework for the derivation of the optimal regularity estimates for the PME. This is the setting chosen in \([18]\) and, therefore, the inclusion of a deterministic (time and space) \( L^1 \) forcing term in (5) does not complicate the analysis.

This is fundamentally different from the inclusion of a stochastic forcing term

\[
\sum_{k=1}^{\infty} g_k(x, u(t, x)) \dot{\beta}_k(t) \quad (7)
\]

in (5). In this case, the kinetic form of (1) can be written as follows:

\[
\partial_t \chi - m|v|^{m-1} \Delta_x \chi = \sum_{k=1}^{\infty} \delta_{u=v} g_k \dot{\beta}_k + \partial_v \left( -\frac{1}{2} G^2 \delta_{u=v} + n \right),
\]

where \( G^2 := G^2(x, v) = \sum_{k \geq 1} |g_k(x, v)|^2 \) comes from applying Itô’s formula to \( \chi \). Two fundamental problems appear in the stochastic case: Firstly, the gain of spatial regularity from the (scaled) heat semigroup in (7) is only expected to be of first order \([8]\), reflecting the \( L^2 \) nature of stochastic integrals and the irregularity of temporal white noise. Secondly, the natural \( L^2 \)-based estimates on stochastic integrals appear incompatible with the \( L^1 \) setting of the deterministic case. We next comment on both aspects in detail.

The obstacle of gaining only one order of spatial derivative by stochastic convolution has to be addressed by exploiting \emph{a priori} known regularity of the noise coefficients \( \delta_{u=v} g_k \) in (7). In the deterministic setting, related obstacles have been overcome
using bootstrapping techniques [21]. In order to implement such an argument in the stochastic setting, one could attempt to rewrite the noise coefficient using the following distributional equality

\[ \delta_{u=v} g_k = \chi \partial_v g_k - \partial_v (\chi g_k). \]  

(8)

Unfortunately, as \( \chi \) is an indicator function, it exhibits much better regularity when measured in \( L^1 \) than when measured in \( L^2 \), as required for stochastic integration. For instance, if we knew a priori that \( \nabla u \in L^2(\omega,t,x) \), then bootstrapping (8) would lead to expressions like \( \nabla x \chi = \delta_{u=v} \nabla u \in L^1(\omega,t,x) \). These are \( L^1 \)-based expressions (due to \( \delta_{u=v} \)) and thus incompatible with the \( L^2 \)-type nature of the stochastic integral. Indeed, \( \nabla x \chi = \delta_{u=v} \nabla u \notin L^2(\omega,t,x) \). This point is laid out in more detail in Appendix A below.

The first key idea of the present work is to resolve this issue by avoiding bootstrapping arguments and instead directly exploiting \textit{a priori} dissipation estimates of the type

\[ \nabla (|u|^{m+\eta-1} u) \in L^2(\Omega \times (0,T) \times \mathbb{T}^d), \quad \text{for } \eta > 0. \]  

(9)

This is an \( L^2 \)-type estimate and, therefore, suitable for the stochastic forcing term. In the linear Dawson–Watanabe case \( (m = 1) \), our argument corresponds to exploiting bounds on \( \nabla u^{1+\eta} \in L^2(\omega,t,x) \) for non-negative \( u \). It seems that this is a new idea even in the linear context.

The proof of averaging estimates and optimal regularity in the deterministic setting relies on the use of velocity parametrized multiplier estimates [15, 18]. These techniques are incompatible with using the \textit{a priori} estimate (9); see Appendix A below for a more detailed discussion. This is in contrast to the linear case of the stochastic heat equation \( (m = 1) \), where the mild formulation can be employed

\[ u(t, x) = e^{-t \Delta} u_0 + \sum_{k=1}^{\infty} \int_0^t e^{-(t-s) \Delta} g_k(x, u(s, x)) d\beta_k(s), \]

but in the quasilinear case \( (1) \) no mild formulation is known. The second main idea of the present work is the identification of a (partially) mild formulation for quasilinear stochastic PDEs through the kinetic formulation. More precisely, we use the kinetic form (7) to obtain the following mixed mild-Fourier representation

\[
\begin{align*}
    u(t, x) &= \int_v \chi(t, x, v) \, dv \\
    &= \int_v e^{-m|v|^{m-1} t \Delta} \chi(0, x, v) \, dv \\
    &\quad + \sum_{k=1}^{\infty} \int_0^t \left( e^{-m|v|^{m-1}(t-s) \Delta} g_k(x, u(s, x)) \right)_{v=u(s,x)} \, d\beta_k(s) \\
    &\quad \quad + \int_v \left( -\frac{1}{2} G^2 \delta_{v=u} + n \right) \, dv,
\end{align*}
\]

(10)

\footnote{In the derivation of this identity, we use the definition of the kinetic function and the condition that \( g_k(x, 0) = 0 \) from the Assumption [11].}
where $\mathcal{L}(\partial_t, \nabla_x, v)$ is the differential operator with symbol $\mathcal{L}(i\tau, \xi, v) = (2\pi)(i\tau + m|v|^{m-1}(2\pi)|\xi|^2)$. We emphasize that the velocity integration in the stochastic integral in (10) has already been performed to avoid the use of velocity parametrized estimates. In other words, this representation allows to write the stochastic forcing in terms of a heat kernel with diffusivity frozen at the value of the solution $u$ itself. We believe this to be an interesting and useful observation, since it allows to “freeze the coefficients” of the quasilinear drift without relying on any a priori continuity of the solution, which would lead to dimensional restrictions, nor on maximal regularity arguments. In a sense, this representation allows to consider a concept of “mild solutions” in the setting of quasilinear stochastic PDEs. This is the second main idea of the present work.

Starting from the mixed representation (10), we can then combine Fourier analytic methods to treat the deterministic parts of (10) with the real-analytic heat kernel estimates of the stochastic part in (10). The combination of these techniques into consistent and optimal estimates is technically delicate and constitutes the third main contribution of this work.

Remark 1.7. Assumption 1.1 implies in particular that $g(x, u)$ goes to zero as $u$ goes to zero. This is necessary to obtain the required control on singular moments of the kinetic measure. Indeed, at least formally, the estimate on these singular moments is obtained by applying Itô’s formula to the function

$$u \mapsto \int_{T^d} |u|^{1+\varepsilon} \, dx,$$ for $\varepsilon \in (0, 1)$.

With an integration by parts one obtains

$$\int_0^T \int_{T^d} |u|^{1+\varepsilon} \, dx \, dt$$
$$+ \frac{4m\varepsilon(1+\varepsilon)}{(m+\varepsilon)^2} \int_0^T \int_{T^d} |\nabla(|u|^{m/2-1}u)|^2 \, dx \, dt$$
$$= \int_{T^d} |u_0|^{1+\varepsilon} \, dx$$
$$+ (1+\varepsilon) \sum_{k=1}^{\infty} \int_0^T \int_{T^d} |u|^\varepsilon \operatorname{sgn}(u)g_k(x, u) \, dx \, d\beta_k(t)$$
$$+ \frac{\varepsilon(1+\varepsilon)}{2} \int_0^T \int_{T^d} |u|^{\varepsilon-1} \sum_{k=1}^{\infty} g_k^2(x, u) \, dx \, dt.$$

(11)

The singular moments of the kinetic measure correspond to the second term on the left-hand side of (11), i.e. $|\nabla(|u|^{m/2-1}u)|^2$ for $\varepsilon$ small. The decay of $g_k$ as the solution $u$ goes to zero in Assumption 1.1 is required to control the Itô’s correction term $\int_0^T \int_{T^d} |u|^{\varepsilon-1} \sum_{k=1}^{\infty} g_k^2(x, u) \, dx \, dt$ on the right-hand side of (11). This problem does not appear in the deterministic case [18], where the forcing term is a deterministic $L^1$ (time and space) function.
1.1 Structure of the paper

In Section 2 we introduce the spaces employed in this work and the notion of kinetic solution. Two averaging lemmata (Lemma 3.3 and Lemma 3.5) are derived in Section 3. The two main regularity results (Theorem 1.2 and Theorem 1.3) are then obtained by applying the two lemmata to (1) in Section 4.

2 Preliminaries

2.1 Notation and Spaces

We fix a filtered probability space \((\Omega, \mathcal{F}, (\mathcal{F}_t)_{t \in [0,T]}, \mathbb{P})\), carrying an infinite sequence of independent \((\mathcal{F}_t)_{t \in [0,T]}\)-Wiener processes \((\beta_k(t))_{k \in \mathbb{N}, t \in [0,T]}\). Let \(\mathcal{P}\) be the predictable \(\sigma\)-algebra on \(\Omega \times [0,T] \times \mathbb{R}\) associated to \((\mathcal{F}_t)_{t \in [0,T]}\).

The short-hand \(\int_{t,x,v}\) is used for the integration over \(\mathbb{R}^t \times T^d \times \mathbb{R}^v\), unless stated otherwise. The Fourier transform in time and space \(\mathcal{F}_{t,x}\) over \(\mathbb{R}^t \times T^d\) for \(f(t,x)\) is defined as follows

\[
\hat{f}(\tau, \xi) = \mathcal{F}_{t,x} f(\tau, \xi) = \int_{\mathbb{R}^t} \int_{T^d} f(t,x) e^{-2\pi i \xi \cdot x} e^{-2\pi i \tau t} \, dx \, dt, \quad \xi \in \mathbb{Z}^d, \tau \in \mathbb{R}.
\]

The Fourier transform in the space variable \(x\) over \(T^d\) (resp. time variable \(t\) over \(\mathbb{R}\)) is denoted by \(\mathcal{F}_x\) (resp. \(\mathcal{F}_t\)).

For \(u \in \mathbb{R}\) we set \(u^{[m]} := |u|^{m-1} u\). We denote by \(\mathcal{M}_{TV}\) the space of signed measures with finite total variation. For a Banach space \(X\) and \(q \in [1, \infty]\), we endow the Bochner–Lebesgue space \(L^q(\Omega; X)\) with the usual norm

\[
\|f\|_{L^q(\Omega; X)} := (\mathbb{E}^{|f(\omega)|^q}_X)^{\frac{1}{q}},
\]

with the usual interpretation as essential supremum for \(q = \infty\). We derive regularity results in an inhomogeneous Chemin–Lerner space and a vector-valued Besov space that are suitable to treat the space and time regularity with Fourier analytic methods. We briefly recall their definitions from [1, 18, 26]. Let \(\mu : \mathbb{R} \to \mathbb{R}\) be a function whose Fourier transform is smooth and compactly supported in the annulus \(\{\tau \in \mathbb{R} : 2^{-1} \leq |\tau| \leq 2\}\) with

\[
\sum_{l \in \mathbb{Z}} \hat{\mu}(\tau) := \sum_{l \in \mathbb{Z}} \hat{\mu}(2^{-l} \tau) = 1, \quad \forall \tau \in \mathbb{R} \setminus \{0\},
\]

and let \(\zeta : \mathbb{R}^d \to \mathbb{R}\) be a function whose Fourier transform is smooth and compactly supported in the annulus \(\{\xi \in \mathbb{R}^d : 2^{-1} \leq |\xi| \leq 2\}\) such that

\[
\sum_{j \in \mathbb{Z}} \hat{\zeta}(\xi) := \sum_{j \in \mathbb{Z}} \hat{\zeta}(2^{-j} \xi) = 1, \quad \forall \xi \in \mathbb{R}^d \setminus \{0\}.
\]
Let \( \hat{\eta}_l := \hat{\mu}_l \) for \( l \geq 1 \) and \( \hat{\eta}_0 := 1 - \sum_{l \geq 1} \hat{\eta}_l \). Similarly, let \( \hat{\phi}_j := \hat{\zeta}_j \) for \( j \geq 1 \) and \( \hat{\phi}_0 := 1 - \sum_{j \geq 1} \hat{\phi}_j \). We use the notation \( |\tau| \sim 2^l \) for \( 2^l \lesssim |\tau| \lesssim 2^l \).

**Definition 2.1.** Let \( \mathcal{S}' \) be the space of tempered distributions on \( \mathbb{R}_t \times \mathbb{T}_x^d \) and \( -\infty < \kappa_t, \kappa_x < \infty \) and \( 1 \leq p, q \leq \infty \).

1. The inhomogeneous Chemin–Lerner space \( \tilde{L}_t^p B^{\kappa_x}_{p,\infty} \) is defined by

\[
\tilde{L}_t^p B^{\kappa_x}_{p,\infty} := \tilde{L}_t^p B^{\kappa_x}_{p,\infty}(\mathbb{R}_t \times \mathbb{T}_x^d) := \left\{ f \in \mathcal{S}' \mid \|f\|_{\tilde{L}_t^p B^{\kappa_x}_{p,\infty}} < \infty \right\},
\]

with the norm

\[
\|f\|_{\tilde{L}_t^p B^{\kappa_x}_{p,\infty}} := \sup_{j \geq 0} 2^{\kappa_x j} \|\hat{\mathcal{F}}^{-1}_x \hat{\varphi}_j \hat{\mathcal{F}}_x f\|_{L^p(\mathbb{R}_t \times \mathbb{T}_x^d)},
\]

where

\[
\hat{\mathcal{F}}^{-1}_x \hat{f}(t, x) := \sum_{\xi \in \mathbb{Z}^d} \hat{f}(t, \xi) e^{2\pi i \xi \cdot x}.
\]

2. The vector-valued Besov space \( B^{\kappa_t}_{q,\infty}(\mathbb{R}_t; L^p(\mathbb{T}_x^d)) \) is defined by

\[
B^{\kappa_t}_{q,\infty}(L^p) := B^{\kappa_t}_{q,\infty}(\mathbb{R}_t; L^p(\mathbb{T}_x^d)) := \left\{ f \in \mathcal{S}' \mid \|f\|_{B^{\kappa_t}_{q,\infty}(L^p)} < \infty \right\},
\]

with the norm

\[
\|f\|_{B^{\kappa_t}_{q,\infty}(L^p)} := \sup_{l \geq 0} 2^{\kappa_t l} \|\hat{\mathcal{T}}^{-1}_t \hat{\eta}_l \hat{\mathcal{T}}_t f\|_{L^q(\mathbb{R}_t; L^p(\mathbb{T}_x^d))},
\]

where

\[
\hat{\mathcal{T}}^{-1}_t \hat{f}(t, x) := \int_{\mathbb{R}} \hat{f}(\tau, x) e^{2\pi i \tau t} d\tau.
\]

**Remark 2.2.** The spaces \( \tilde{L}_t^p B^{\kappa_x}_{p,\infty} \) and \( B^{\kappa_t}_{q,\infty}(L^p) \) are Banach spaces \([1][28]\).

The following embedding results are used to derive the two main results (Theorem 1.2 and Theorem 1.3) from the regularity estimates obtained in the averaging lemmata (Lemma 3.3 and Lemma 3.5) in Section 3.

**Lemma 2.3.** Let \( \kappa_x, \kappa_t > 0 \) and \( p, q \in [1, \infty] \). Then

\[
\tilde{L}_t^p B^{\kappa_x}_{p,\infty}(\mathbb{R}_t \times \mathbb{T}_x^d) \subset L^p(\mathbb{R}_t; W^{\sigma_x,p}(\mathbb{T}_x^d)),
\]

\[
B^{\kappa_t}_{q,\infty}(\mathbb{R}_t; L^p(\mathbb{T}_x^d)) \subset W^{\sigma_t,q}(\mathbb{R}_t; L^p(\mathbb{T}_x^d)),
\]

for all \( \sigma_x \in [0, \kappa_x] \) and \( \sigma_t \in [0, \kappa_t] \).

**Proof.** The first embedding follows from \([4]\) page 98. The second embedding is derived using \([3]\) Theorem 2.2.2 and \([1]\) Section 5. \(\square\)
2.2 Kinetic solution

Throughout this paper we work with the following definition of kinetic measure and kinetic solution.

**Definition 2.4 (Kinetic measure).** A mapping \( n : \Omega \rightarrow \mathcal{M}_+([0, T] \times \mathbb{T}^d \times \mathbb{R}) \), the set of nonnegative Radon measures over \([0, T] \times \mathbb{T}^d \times \mathbb{R}\), is said to be a kinetic measure provided that for all \( \varrho \in C_c([0, T] \times \mathbb{T}^d \times \mathbb{R}) \), the process
\[
\int_0^t \int_{\mathbb{T}^d} \int_{\mathbb{R}} \varrho(s, x, v) \, dn(s, x, v)
\]
is \( \mathcal{F}_t \)-predictable.

**Definition 2.5 (Kinetic solution).** A function \( u \in L^1(\Omega \times [0, T], \mathcal{P}, \mathcal{P} \otimes dt; L^1(\mathbb{T}^d)) \) is called a kinetic solution to (1) with initial datum \( u_0 \) if the following conditions are satisfied:

- \( \nabla u^{[m+1]/2} \in L^2(\Omega \times [0, T] \times \mathbb{T}^d) \).
- Let \( n_1 : \Omega \rightarrow \mathcal{M}_+([0, T] \times \mathbb{T}^d \times \mathbb{R}) \) be defined as follows: for all \( \phi \in C_c^\infty([0, T] \times \mathbb{T}^d \times \mathbb{R}) \),
\[
n_1(\phi) = \int_0^T \int_{\mathbb{T}^d} \int_{\mathbb{R}} \phi(t, x, v) \delta_{u(t, x) = v} \frac{4m}{(m + 1)^2} \left| \nabla u^{[m+1]/2}(t, x) \right|^2 \, dv \, dx \, dt.
\]

There exists a kinetic measure \( n \) such that, for all \( \phi \in C_c^\infty([0, T] \times \mathbb{T}^d \times \mathbb{R}) \), \( \phi \geq 0 \), it holds \( n(\phi) \geq n_1(\phi), \mathcal{P}\text{-a.s.} \). Let \( \chi = \chi(\omega, t, x, v) := 1_{v < u(\omega, t, x)} - 1_{v < 0} \).

Then the pair \((\chi, n)\) satisfies, for all \( \varphi \in C_c^\infty([0, T] \times \mathbb{T}^d \times \mathbb{R}), \mathcal{P}\text{-a.s.}, \) the following
\[
\int_0^T \int_{\mathbb{T}^d} \int_{\mathbb{R}} \chi(t, x, v) \partial_t \varphi(t, x, v) \, dv \, dx \, dt + \int_0^T \int_{\mathbb{T}^d} \chi(0, x, v) \varphi(0, x, v) \, dv \, dx + m \int_0^T \int_{\mathbb{T}^d} \int_{\mathbb{R}} \chi(t, x, v) |v|^{m-1} \Delta \varphi(t, x, v) \, dv \, dx \, dt
= - \sum_{k=1}^\infty \int_0^T \int_{\mathbb{T}^d} g_k(x, u(t, x)) \varphi(t, x, u(t, x)) \, dx \, d\beta_k(t)
+ \int_0^T \int_{\mathbb{T}^d} \partial_v \varphi(t, x, v) \, dn(t, x, v)
- \frac{1}{2} \int_0^T \int_{\mathbb{T}^d} G^2(x, u(t, x)) \partial_v \varphi(t, x, u(t, x)) \, dx \, dt.
\]
The definition of a kinetic solution given in Definition 2.5 includes only the conditions required to prove the regularity results in Theorem 1.2 and Theorem 1.3. Additional assumptions on the kinetic measure are needed in order to prove uniqueness of solutions [12, 16]. Under these additional assumptions, the well-posedness of non-negative kinetic solutions of (1) for the case $\alpha = \frac{1}{2}$ in Assumption 1.1 has been proven in [12] for locally $\frac{1}{2}$-Hölder continuous $g_k$. The existence and uniqueness for signed kinetic solutions of (1) with the same type of $g_k$ is still an open problem. For the case $\alpha > \frac{1}{2}$, the well-posedness for signed entropy/kinetic solutions of (1) with $(\frac{1}{2} + \delta)$-Hölder continuous $g_k$ for some $\delta \in (0, \frac{1}{2}]$ has been proven in [9].

3 Averaging Lemmata

In this section, we derive two averaging lemmata that we will use in Section 4 to prove our main results (Theorem 1.2 and Theorem 1.3). Here, we work with the following notion of solution.

Definition 3.1 (Quasi-solution). Let $\tilde{u}$ be a $\mathcal{F}_t$-predictable function defined on $\Omega \times [0, T] \times \mathbb{T}_x^d$ and let $\hat{g}_k$ be a function defined on $\mathbb{R}_t \times \mathbb{T}_x^d \times \mathbb{R}_v$ compactly supported in $(0, T)$ such that, for all $\varphi \in C^\infty_c(\mathbb{R}_t \times \mathbb{T}_x^d \times \mathbb{R}_v)$, the following holds

$$
P \left[ \int_0^T \sum_{k=1}^\infty \left( \int_{\mathbb{T}_x^d} \hat{g}_k(s, x, \tilde{u}) \varphi(s, x, \tilde{u}) \, dx \right)^2 \, ds < \infty \right] = 1.
$$

Let $h, \tilde{h}$ be Radon measures on $\Omega \times \mathbb{R}_t \times \mathbb{T}_x^d \times \mathbb{R}_v$. Let $\chi$ be a $\mathcal{F}_t$-predictable function defined on $\Omega \times \mathbb{R}_t \times \mathbb{T}_x^d \times \mathbb{R}_v$ compactly supported in $(0, T)$, a.s. locally integrable and solution, for all $\varphi \in C^\infty_c(\mathbb{R}_t \times \mathbb{T}_x^d \times \mathbb{R}_v)$, $\mathbb{P}$-a.s., to the following

$$
\begin{align*}
&\int_{\mathbb{R}_t} \int_{\mathbb{T}_x^d} \int_{\mathbb{R}_v} \chi(t, x, v) \partial_t \varphi(t, x, v) \, dv \, dx \, dt \\
&\quad + m \int_{\mathbb{R}_t} \int_{\mathbb{T}_x^d} \int_{\mathbb{R}_v} \chi(t, x, v)|v|^{m-1} \Delta \varphi(t, x, v) \, dv \, dx \, dt \\
&\quad = - \sum_{k=1}^\infty \int_{\mathbb{R}_t} \int_{\mathbb{T}_x^d} \hat{g}_k(t, x, \tilde{u}(t, x)) \varphi(t, x, \tilde{u}(t, x)) \, dx \, d\beta_k(t) \\
&\quad - \int_{\mathbb{R}_t} \int_{\mathbb{T}_x^d} \int_{\mathbb{R}_v} \varphi(t, x, v) \, d\tilde{h}(t, x, v) \\
&\quad + \int_{\mathbb{R}_t} \int_{\mathbb{T}_x^d} \int_{\mathbb{R}_v} \partial_v \varphi(t, x, v) \, d\tilde{h}(t, x, v)
\end{align*}
$$

(14)

Remark 3.2. We introduce two cut-off functions in the time and velocity variable in the kinetic formulation (13) to prove Theorem 1.2 and Theorem 1.3 in Section 4. The Definition 3.1 is a modification of Definition 2.5 to take into account the presence of these cut-off functions. We use the Definition 3.1 in Lemma 3.3 and Lemma 3.5 below.
The following averaging lemma is used to prove Theorem 1.2.

**Lemma 3.3.** Assume \( m \in (1, \infty), \beta > 1 \) and \( \rho = 1 - \frac{1}{\beta} \). Let \( \nu \in \left( \frac{1}{2}, \frac{m}{\beta} \right), \epsilon \in (0, 1), \gamma \in (0, \min(1 + \epsilon, m)), \varpi > 1 \) and \( \gamma^{-1} = 1 - \varpi^{-1} \) such that

\[
\gamma^* := \gamma(1 - \epsilon \varpi) + \epsilon \varpi(m + \frac{1}{2} - \nu) < \frac{m + 1}{2}.
\]

Let \( \chi \in L_{\omega,t,x,v}^\beta \), \( \tilde{u} \in L_{\omega,t,x}^\beta - m \gamma^* \rangle \), \( \tilde{g}_k(\tilde{u}) \in L_{\omega,t,x}^2 \), \( \tilde{g}_k(\tilde{u}) \in L_t^\infty L_{\omega,x}^2, \tilde{u}^{(2 \nu - 1)} \tilde{g}_k^2(\tilde{u}) \in L_{\omega,t,x}^1 \) and \( \bar{h}, \bar{h} \) satisfy the condition

\[
|h|/(\omega, t, x,v)\|v\|^{1-\gamma} + \|\bar{h}|/(\omega, t, x,v)\|v\|^{-\gamma} \in L_{\omega}^1 \mathcal{M}_{TV}(\mathbb{R}_t \times T^d_x \times \mathbb{R}_v).
\]

If \( \tilde{X} := \int_{\omega} \chi \, dv \in L_{\omega,t,x}^1 \), then \( \tilde{X} \in L_{\omega}^p \tilde{L}_t^\rho \mathcal{B}_{p,\infty}^{\kappa_x} \) where

\[
\kappa_x := \frac{2 \rho}{m - \gamma + \rho} - \epsilon,
\]

\[
p := \frac{m - \gamma + \rho}{\rho + (1 - \rho)(m - \gamma)} - \epsilon,
\]

with estimate

\[
\|\tilde{X}\|_{L_{\omega}^p \tilde{L}_t^\rho \mathcal{B}_{p,\infty}^{\kappa_x}} \lesssim \|\chi\|_{L_{\omega,t,x,v}}^\beta + \left( \sum_{k=1}^{\infty} \|\tilde{g}_k \tilde{u}^{\frac{m+1}{2} - \gamma^*} \|_{L_{\omega,t,x}^2}^2 \right)^{\frac{1}{2}} + \left( \sum_{k=1}^{\infty} \tilde{u}^{\frac{m+1}{2} - \gamma^*} \|\nabla \tilde{g}_k \|_{L_{\omega,t,x}^2}^2 \right)^{\frac{1}{2}} + \left( \sum_{k=1}^{\infty} \text{ess sup}_{t \in [0,T]} \|\tilde{g}_k^2(t, \cdot, \tilde{u})\|_{L_{\omega,x}^1}^{\frac{1}{2}} \|\tilde{u}^{(2 \nu - 1)} \tilde{g}_k^2\|_{L_{\omega,t,x}^1}^{\frac{1}{2}} \right)^{\frac{1}{2}} + \|v\|_{L_{\omega,t,x,v}}^{1-\gamma} h \|_{L_{\omega}^1 \mathcal{M}_{TV}} + \|v\|_{L_{\omega}^1 \mathcal{M}_{TV}}^{1-\gamma} \bar{h} \|_{L_{\omega}^1 \mathcal{M}_{TV}} + \|\tilde{X}\|_{L_{\omega,t,x}^1}.
\]

Here and in the proof \( \lesssim \) denotes a bound that holds up to a multiplicative constant that only depends on \( m, \rho, \nu, \epsilon, \gamma, \varpi \) and \( T \).

**Remark 3.4.** Note that if \( \rho, \gamma \) are chosen close to one and \( \epsilon \) chosen small enough, the order of the differentiability and the integrability exponents in (17) correspond to \( \kappa_x \), close to \( \frac{2}{m} \) and the stochastic, time and space integrability equal to \( m \) as in Theorem 1.2.

From now on, we omit the \( \omega \)-dependence in \( \chi \) and \( \tilde{u} \) for notational simplicity.

**Proof.** We first assume that \( \chi \) is compactly supported with respect to \( v \) and then remove this qualitative condition at the end of the proof.
Let $\mathcal{L}(\partial_t, \nabla_x, v)$ be the differential operator with symbol $\mathcal{L}(i\tau, \xi, v) := (2\pi)(i\tau + m|v|^{m-1}(2\pi)|\xi|^2)$. We decompose $\chi$ into Littlewood–Paley blocks with respect to the space variable. Let $\{\hat{\phi}_j\}_{j\geq 0}$ be defined as in Section 2.1. For $j \geq 0$, we define the Littlewood–Paley block of $\chi$ as follows:

$$\chi_j = \mathcal{F}^{-1}_x[\hat{\phi}_j \mathcal{F}_x \chi].$$

By definition $\mathcal{F}_x \chi_j(t, \xi, v)$ is supported on space frequency $|\xi| \sim 2^j$ for $j > 0$ and on $|\xi| \lesssim 1$ for $j = 0$. In the calculations below, we assume that $j > 0$ unless stated otherwise.

Then $\chi_j$ solves, in the sense of distributions,

$$\mathcal{L}(\partial_t, \nabla_x, v) \chi_j = e_j + h_j + \partial_v \tilde{h}_j,$$

where the block for the stochastic integral is defined as follows

$$e_j = \mathcal{F}^{-1}_x \left[ \hat{\phi}_j \mathcal{F}_x \left( \sum_{k=1}^{\infty} \delta_{\tilde{u} = v} \hat{g}_k \hat{\beta}_k \right) \right],$$

and the blocks for $h$ and $\tilde{h}$ are defined as follows

$$h_j = \mathcal{F}^{-1}_x[\hat{\phi}_j \mathcal{F}_x h], \quad \tilde{h}_j = \mathcal{F}^{-1}_x[\hat{\phi}_j \mathcal{F}_x \tilde{h}],$$

respectively.

Let $\psi_0$ be a smooth function with compact support in the ball $B_2(0)$ such that $\psi_0 = 1$ in $B_1(0)$ and $\psi_1 := 1 - \psi_0$. We consider a microlocal decomposition of $\chi_j$ with regard to the degeneracy of the operator $\mathcal{L}(\partial_t, \nabla_x, v)$ on the Fourier block $|\xi|^2 \sim 2^{2j}$. For $\delta > 0$ to be specified later, we write

$$\chi_j = \psi_0 \left( \frac{2^{2j}|v|}{\delta} \right) \chi_j + \psi_1 \left( \frac{2^{2j}|v|}{\delta} \right) \chi_j =: \chi_j^0 + \chi_j^1.$$

From (19), we have

$$\chi_j^1 = \mathcal{F}_{t,x}^{-1} \psi_1 \left( \frac{2^{2j}|v|}{\delta} \right) \mathcal{L}(i\tau, \xi, v) \mathcal{F}_{t,x} e_j + \mathcal{F}_{t,x}^{-1} \psi_1 \left( \frac{2^{2j}|v|}{\delta} \right) \mathcal{L}(i\tau, \xi, v) \mathcal{F}_{t,x} h_j$$

$$+ \mathcal{F}_{t,x}^{-1} \psi_1 \left( \frac{2^{2j}|v|}{\delta} \right) \mathcal{L}(i\tau, \xi, v) \mathcal{F}_{t,x} \partial_v \tilde{h}_j$$

$$=: \chi_j^{1,1} + \chi_j^{1,2} + \chi_j^{1,3}.$$

We have obtained the following decomposition

$$\bar{\chi}_j = \int v \chi_j \, dv = \int v \chi_j^0 \, dv + \int v \chi_j^1 \, dv = \int v \chi_j^0 \, dv + \int v \chi_j^{1,1} \, dv + \int v \chi_j^{1,2} \, dv + \int v \chi_j^{1,3} \, dv.$$
We proceed in dividing the proof into five steps. In the first four we estimate the velocity averages above and in the final step we interpolate all the estimates. The main novelty relative to [18, Proof of Lemma 4.2] is the estimate of \( \int_v \chi_j^{1,1} dv \) in Step 2 below which is based on the integral representation of the stochastic term and the control on (9) as outlined in the Introduction. Steps 1, 3 and 4 below are identical to [18, Proof of Lemma 4.2 Steps 1, 2 and 3], respectively with the difference that here the estimates are also \( \omega \)-dependent. By Definition 3.1 and (21), \( \chi_j^0 \) and \( \chi_j^1 \) are compactly supported in \((0,T)\). Therefore, we have

\[
\left\| \int_v \chi_j^0 dv \right\|_{L^\beta(\Omega \times R_t \times T^d)} = \left\| \int_v \chi_j^0 dv \right\|_{L^\beta(\Omega \times [0,T] \times T^d)},
\]

even though each \( \chi_j^{1,i} \) for \( i = 1, 2, 3 \) does not need to be compactly supported in \((0,T)\), we have

\[
\left\| \int_v \chi_j^1 dv \right\|_{L^1(\Omega \times R_t \times T^d)} = \left\| \int_v \chi_j^1 dv \right\|_{L^1(\Omega \times [0,T] \times T^d)} \\
\leq \sum_{i=1}^3 \left\| \int_v \chi_j^{1,i} dv \right\|_{L^1(\Omega \times [0,T] \times T^d)}.
\]

For this reason, the norms in Steps 1, 2, 3 and 4 will be evaluated in \( t \in [0,T] \).

**Step 1** Let \( j > 0 \) be arbitrary and fixed. We follow the same arguments as in [18, Proof of Lemma 4.2 Step 1]. Since \(|v| \leq \delta^{-2j}|v|\) on the support of \( \psi_0 \left( \frac{2^j |v|}{\delta} \right) \), we may use Minkowski’s and Hölder’s inequality to get

\[
\left\| \int_v \chi_j^0 dv \right\|_{L^\omega_{\omega,t,x}} = \left\| \int_v \psi_0 \left( \frac{2^j |v|}{\delta} \right) \chi_j dv \right\|_{L^\omega_{\omega,t,x}} \\
\leq \int_v \psi_0 \left( \frac{2^j |v|}{\delta} \right) \| \chi_j \|_{L^\omega_{\omega,t,x}} dv \\
\lesssim \| \chi \|_{L^\omega_{\omega,t,x,v}} \left( \int_v \psi_0 \left( \frac{2^j |v|}{\delta} \right) \frac{1}{v} dv \right)^{\frac{1}{p}} \\
\lesssim \frac{\delta^p}{2^j} \| \chi \|_{L^\omega_{\omega,t,x,v}}.
\]

**Step 2** Let \( j > 0 \) be arbitrary and fixed. We define

\[
a(v) = m|v|^{m-1},
\]
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and the periodic heat kernel

\[ \Phi(t, x) = \begin{cases} \frac{1}{(4\pi t)^d} \sum_{n \in \mathbb{Z}^d} \exp\left(-\frac{|x+n|^2}{4t}\right) & t > 0, \\ 0 & t < 0. \end{cases} \]

Note that \( \chi^{j,1}_j \) in (22) is given by

\[ \chi^{j,1}_j(t, x, v) = \sum_{k=1}^{\infty} \int_{s,z} \Phi(a(v)(t-s), x-z) \psi_1 \left( \frac{2^{2j}|v|}{\delta} \right) \times \int_y \delta_{\tilde{u}(s,y)=v} \hat{g}_k(s, y, v) \varphi_j(z-y) \, dy \, d\beta_k(s) \, dz. \]  

Let

\[ F_k(t, x) := \psi_1 \left( \frac{2^{2j}|	ilde{u}(t,x)|}{\delta} \right) \hat{g}_k(t, x, \tilde{u}(t, x)). \]  

Recall that \( \tilde{u} \) is defined on \([0, T]\). Using (27) and (28), we have for \( \eta > 0 \) to be determined later

\[ \int_v \chi^{j,1}_j(t, x, v) \, dv = \sum_{k=1}^{\infty} \int_{v,s,z} \Phi(a(v)(t-s), x-z) \psi_1 \left( \frac{2^{2j}|v|}{\delta} \right) \times \int_y \delta_{\tilde{u}(s,y)=v} \hat{g}_k(s, y, v) \varphi_j(z-y) \, dy \, d\beta_k(s) \, dz \, dv \]

\[ = \sum_{k=1}^{\infty} \int_z \varphi_j(x-z) \int_{s,y} \Phi(a(\tilde{u}(s, y))(t-s), z-y) F_k(s, y) \, dy \, d\beta_k(s) \, dz \]

\[ = B(0, t-\eta) + B(t-\eta, t), \]

where

\[ B(0, t-\eta) := \sum_{k=1}^{\infty} \int_z \varphi_j(x-z) \int_0^{t-\eta} \int_y \Phi(a(\tilde{u}(s, y))(t-s), z-y) F_k(s, y) \, dy \, d\beta_k(s) \, dz, \]

\[ B(t-\eta, t) := \sum_{k=1}^{\infty} \int_z \varphi_j(x-z) \int_{t-\eta}^{t} \int_y \Phi(a(\tilde{u}(s, y))(t-s), z-y) F_k(s, y) \, dy \, d\beta_k(s) \, dz. \]

In (29), we have splitted the \( s \)-integral into \( \int_{s \in [0, t-\eta]} \) and \( \int_{s \in [t-\eta, t]} \) to avoid dealing with the divergence in \( \int_0^t (t-s)^{-1} ds \) which will appear in the estimates (37), (38), (43) and (44) below.
We provide a bound on the first term on the right-hand side of (29). Suppose that \( \tilde{\psi}_1 \) is a smooth function such that \( \tilde{\psi}_1 = 1 \) on \( (B_1(0))^c \) and \( \tilde{\psi}_1 = 0 \) on \( B_2(0) \). We have using Bernstein’s lemma and Itô’s isometry

\[
\| B(0, t - \eta) \|_{L^2_{x,t}}^2 \leq \left\| \sum_{k=1}^\infty \int_z \varphi_j(x - z) \int_0^{t-\eta} \int_y \Phi(a(\tilde{u}(s, y))(t - s), z - y) F_k(s, y) \, dy \, d\beta_k(s) \, dz \right\|_{L^2_{x,t}}^2 \leq 2^{-kj} \int_{t,x} \sum_{k=1}^\infty \left| \int_0^{t-\eta} \Delta_x \int_y \Phi(a(\tilde{u}(s, y))(t - s), x - y) F_k(s, y) \, dy \, d\beta_k(s) \right|^2 \, dx \, dt
\]

\[
= 2^{-kj} \mathbb{E} \int_{t,x} \sum_{k=1}^\infty \left| \int_0^{t-\eta} \Delta_x \int_y \Phi(a(\tilde{u}(s, y))(t - s), x - y) F_k(s, y) \, dy \right|^2 \, ds \, dx \, dt \leq 2^{-kj} \left( \mathbb{E} \int_{t,x} \sum_{k=1}^\infty \int_0^{t-\eta} |\nabla_x \cdot I|^2 \, ds \, dx \, dt + \mathbb{E} \int_{t,x} \sum_{k=1}^\infty \int_0^{t-\eta} |\nabla_x \cdot II|^2 \, ds \, dx \, dt \right),
\]

where

\[
I := \int_y \nabla_x \Phi(a(\tilde{u}(s, x - y))(t - s), y) F_k(s, x - y) \, dy,
\]

\[
II := \int_y \Phi(a(\tilde{u}(s, x - y))(t - s), y) \tilde{\psi}_1 \left( \frac{2^{2j} |\tilde{u}(s, x - y)|}{\delta} \right) \nabla_x F_k(s, x - y) \, dy.
\]

In term II, we have used that \( \tilde{\psi}_1 = 1 \) on the support of \( \nabla F_k \).

We denote the first and second derivative with respect to the first argument of the periodic heat kernel \( \Phi \) by \( \Phi_1 \) and \( \Phi_{11} \), respectively. Let

\[
\tilde{\Phi}(t, x) := \Phi_1(t, x)t, \quad \tilde{\Phi}(t, x) := \Phi_{11}(t, x)t^2 + \tilde{\Phi}(t, x).
\]

Note that

\[
\| \tilde{\Phi}(t, \cdot) \|_{L^\infty_t} \lesssim 1, \quad \| \nabla_x \tilde{\Phi}(t, \cdot) \|_{L^\infty_t}, \| \nabla_x \tilde{\Phi}(t, \cdot) \|_{L^\infty_t} \lesssim t^{-\frac{1}{2}}.
\]

Let

\[
F_{k,a}(t, x) := |\tilde{u}(t, x)|^{-\gamma^*} \tilde{\psi}_1 \left( \frac{2^{2j} |\tilde{u}(t, x)|}{\delta} \right) \frac{\nabla_x a(\tilde{u}(t, x))}{a(\tilde{u}(t, x))} |\tilde{u}(t, x)|^{m+1-\gamma^*} \tilde{g}_k(t, x, \tilde{u}(t, x)).
\]

The proof on \( \mathbb{R}^d \) can be found e.g. in [4, Lemma 2.1]. The proof on \( T^d \) follows along the same lines.
We can use (33) to treat the term $\nabla_x \cdot I$ on the right-hand side of (30) as follows

$$
\nabla_x \cdot I = \nabla_x \cdot \int_y \nabla_x \Phi(a(\tilde{u}(s, x - y))(t - s), y) F_k(s, x - y) \, dy
$$

$$
= \nabla_x \cdot \int_y \tilde{\Phi}(a(\tilde{u}(s, x - y))(t - s), y) \psi_1 \left( \frac{2^{2j} |\tilde{u}(s, x - y)|}{\delta} \right) F_{k,a}(s, x - y) \, dy
$$

$$
= \nabla_x \cdot \int_y \int_0^{\tilde{r}(s,y)} \partial_v \left( \tilde{\Phi}(a(v)(t - s), x - y) \psi_1 \left( \frac{2^{2j} |v|}{\delta} \right) \right) \, dv \, F_{k,a}(s, y) \, dy
$$

$$
= \int_{v,y} |v|^{-\nu} \mathbb{1}_{[0, \tilde{r}(s,y)]}(v) \nabla_x \tilde{\Phi}(a(v)(t - s), x - y) \psi_1 \left( \frac{2^{2j} |v|}{\delta} \right) \frac{a'(v)}{a(v)} |v|^{\nu} \cdot F_{k,a}(s, y) \, dv \, dy
$$

$$
+ \int_{v,y} |v|^{-\nu} \mathbb{1}_{[0, \tilde{r}(s,y)]}(v) \nabla_x \tilde{\Phi}(a(v)(t - s), x - y) |v|^{-1+\nu}
$$

$$
\times \psi_1 \left( \frac{2^{2j} |v|}{\delta} \right) 2^{2j} |v| \text{sgn}(v) \cdot F_{k,a}(s, y) \, dv.
$$

(34)

Recall that $\nu \in \left( \frac{1}{2}, \frac{m}{2} \right)$. Using (26), we have

$$
\int_{\{|v| \geq 2^{-2j}\delta\}} \frac{(a'(v))^2}{(a(v))^3} |v|^{2\nu} \, dv \lesssim (2^{-2j}\delta)^{-m+2\nu}.
$$

(35)

Using (33), observe that

$$
\|F_{k,a}(t, \cdot)\|_{L_{2,x}^2} \lesssim (2^{-2j}\delta)^{-\left(\frac{m+1}{2} - \gamma\right)} \|\hat{g}_k(t, \cdot, \tilde{u}) \nabla \tilde{u}^{\frac{m+1}{2} - \gamma} \|_{L_{2,x}^2}.
$$

(36)

We estimate the first term on the right-hand side of (30) using the expression (34). For this derivation, we mainly rely on the heat kernel estimates (32) and the assumption that $\hat{g}_k(\tilde{u}) \nabla \tilde{u}^{\frac{m+1}{2} - \gamma} \in L_{2,t,x}^2$. We begin estimating the first term on the right-hand side of (34). Using Cauchy–Schwarz inequality, Young’s convolution inequality, estimates (32), (35) and (36), we have

$$
\mathbb{E} \int_{t,x} \sum_{k=1}^{\infty} \int_0^{t-\eta} \int_{v,y} |v|^{-\nu} \mathbb{1}_{[0, \tilde{r}(s,y)]}(v) \nabla_x \tilde{\Phi}(a(v)(t - s), x - y)
$$

$$
\times \psi_1 \left( \frac{2^{2j} |v|}{\delta} \right) \frac{a'(v)}{a(v)} |v|^{\nu} \cdot F_{k,a}(s, y) \, dv \, dy \, ds \, dx \, dt
$$

$$
\leq \mathbb{E} \int \sum_{k=1}^{\infty} \int_0^{t-\eta} \int_{\{|v| \geq 2^{-2j}\delta\}} |v|^{-2\nu} \, dv \int_{\{|v| \geq 2^{-2j}\delta\}} \left( \frac{a'(v)}{a(v)} \right)^2 |v|^{2\nu}
$$

$$
\times \int_x \int_y \nabla_x \tilde{\Phi}(a(v)(t - s), x - y) \cdot F_{k,a}(s, y) \, dy \, dx \, dv \, ds \, dt
$$
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\[ \lesssim (2^{-2j} \delta)^{-2\nu+1} \int \sum_{k=1}^{\infty} \int_{0}^{t-\eta} \int_{\{v\geq 2^{-2j} \delta\}} \left( \frac{a'(v)}{a(v)} \right)^2 |v|^{2\nu} \]
\[ \times \left\| \nabla_x \Phi(a(v)(t-s),\cdot) \right\|_{L^2}^2 \mathbb{E}\left[\|F_{k,a}(s,\cdot)\|_{L^2}^2 dv\right] ds dt \]
\[ \lesssim (2^{-2j} \delta)^{-2\nu+1} \int \sum_{k=1}^{\infty} \int_{0}^{t-\eta} \int_{\{v\geq 2^{-2j} \delta\}} \left( \frac{a'(v)}{a(v)} \right)^2 |v|^{2\nu} dv \int \sum_{k=1}^{\infty} \int_{0}^{t-s} \mathbb{E}\|F_{k,a}(s,\cdot)\|_{L^2}^2 ds dt \]
\[ \lesssim (2^{-2j} \delta)^{-2\nu+1} (2^{-2j} \delta)^{-m+2\nu} \int \sum_{k=1}^{\infty} \int_{0}^{t-\eta} \int_{0}^{t-s} \mathbb{E}\|F_{k,a}(s,\cdot)\|_{L^2}^2 ds dt \]
\[ \lesssim |\log(\eta)| (2^{-2j} \delta)^{1-m-2(m+1)\delta - \gamma^*} \sum_{k=1}^{\infty} \|\tilde{g}_k \nabla u^{m+1} - \gamma^*\|_{L^2_{\omega,t,x}}^2. \]

The second term on the right-hand side of (34) is estimated similarly since \( |v| \sim 2^{-2j} \delta \) on the support of \( \psi_1' \left( \frac{2^{2j}|v|}{\delta} \right) \). We have
\[ \mathbb{E} \int_{t,x} \sum_{k=1}^{\infty} \int_{0}^{t-\eta} \int_{v,y} |v|^{-\nu} \mathbb{I}_{[0,\tilde{\omega}(s,y)]}(v) \nabla_x \Phi(a(v)(t-s),x-y) |v|^{-1+\nu} \]
\[ \times \psi_1' \left( \frac{2^{2j}|v|}{\delta} \right) \frac{2^{2j}|v| \text{sgn}(v)}{\delta} \cdot F_{k,a}(s,y) dy dv \] \[ \lesssim |\log(\eta)| (2^{-2j} \delta)^{-(m-1)-2(m+1)\delta - \gamma^*} \sum_{k=1}^{\infty} \|\tilde{g}_k \nabla u^{m+1} - \gamma^*\|_{L^2_{\omega,t,x}}^2. \]

The first term on the right-hand side of (30) is estimated using (37) and (38)
\[ \mathbb{E} \int_{t,x} \sum_{k=1}^{\infty} \int_{0}^{t-\eta} \left| \nabla_x \cdot I \right|^2 ds dx dt \]
\[ \lesssim |\log(\eta)| (2^{-2j} \delta)^{-(m-1)-2(m+1)\delta - \gamma^*} \sum_{k=1}^{\infty} \|\tilde{g}_k \nabla u^{m+1} - \gamma^*\|_{L^2_{\omega,t,x}}^2. \]

The term \( \nabla_x \cdot II \) on the right-hand side of (30) is treated as follows
\( \nabla_x \cdot II \)
\[ = \nabla_x \cdot \int_{y} \Phi(a(\tilde{u}(s,x-y))(t-s),y) \psi_1' \left( \frac{2^{2j}|\tilde{u}(s,x-y)|}{\delta} \right) \nabla_x F_k(s,x-y) dy \]
\[ = \nabla_x \cdot \int_{y,v} \mathbb{I}_{[0,\tilde{\omega}(s,y)]}(v) \partial_{v} \left( \Phi(a(v)(t-s),x-y) \psi_1' \left( \frac{2^{2j}|v|}{\delta} \right) \right) dv \nabla_y F_k(s,y) dy \]
\[ = \int_{v,y} |v|^{-\nu} \mathbb{I}_{[0,\tilde{\omega}(s,y)]}(v) \nabla_x \Phi(a(v)(t-s),x-y) \frac{a'(v)}{a(v)} \right| \nu \psi_1' \left( \frac{2^{2j}|v|}{\delta} \right) \nabla_y F_k(s,y) dy dv \]
\[ + \int_{v,y} |v|^{-\nu} \mathbb{1}_{[0,\tilde{a}(s,y)]}(v) \nabla_x \Phi(a(v)(t-s), x-y) |v|^{-1+\nu} \times \frac{\tilde{\psi}'}{\delta} \left( \frac{2^j |v|}{\delta} \right) \frac{2^j |\tilde{u}|}{\delta} \nabla_y F_k(s,y) \, dy \, dv. \]

(40)

Recall that \( \gamma^* < \frac{m+1}{2} \). Using (28), we have

\[
\nabla_x F_k(t, x) = |\tilde{u}(t,x)|^{-\left(\frac{m+1}{2} - \gamma^*\right)} \frac{2^j |\tilde{u}|}{\delta} \psi_1'' \left( \frac{2^j |\tilde{u}|}{\delta} \right) \frac{2^j |\tilde{u}|}{\delta} \text{sgn}(\tilde{u}(t,x)) \times \nabla_x \tilde{u}(t,x) |\tilde{u}(t,x)|^{\frac{m+1}{2} - \gamma^*} \tilde{g}_k(t,x, \tilde{u}(t,x)) \]

(41)

Note that

\[
\| \nabla_x F_k(t, \cdot) \|_{L^2_{x,t}} \lesssim (2^{-j} \delta)^{-\left(\frac{m+1}{2} - \gamma^*\right)} \left( \| \tilde{g}_k(t, \cdot, \tilde{u}) \nabla \tilde{u}^{\frac{m+1}{2} - \gamma^*} \|_{L^2_{x,t}} + \| \tilde{u}^{\frac{m+1}{2} - \gamma^*} \nabla \tilde{g}_k(t, \cdot, \tilde{u}) \|_{L^2_{x,t}} \right).
\]

(42)

We estimate the second term on the right-hand side of (30) using the expression (40). For this derivation, we mainly rely on the heat kernel estimates (32) and the assumption that \( \tilde{g}_k(\tilde{u}) \nabla \tilde{u}^{\frac{m+1}{2} - \gamma^*}, \tilde{u}^{\frac{m+1}{2} - \gamma^*} \nabla \tilde{g}_k(\tilde{u}) \in L^2_{t,x} \). We begin estimating the first term on the right-hand side of (40). Using Cauchy–Schwarz inequality, Young’s convolution inequality, estimates (32), (33), and (42), we have

\[
\mathbb{E} \int_{t,x} \sum_{k=1}^{\infty} \int_0^{t-\eta} \left| \int_{v,y} |v|^{-\nu} \mathbb{1}_{[0,\tilde{a}(s,y)]}(v) \nabla_x \tilde{\Phi}(a(v)(t-s), x-y) \frac{a'(v)}{a(v)} |v|^{-\nu} \nabla_y F_k(s,y) \, dy \, dv \right|^2 \, ds \, dx \, dt \\
\times \frac{\tilde{\psi}'}{\delta} \left( \frac{2^j |v|}{\delta} \right) \nabla_y F_k(s,y) \, dy \, dv \left. \right| ds \, dx \, dt \\
\leq \mathbb{E} \int_{t} \sum_{k=1}^{\infty} \int_0^{t-\eta} \int_{\{v \geq 2^{-j} \delta\}} \int_{\{v \geq 2^{-j} \delta\}} \left| v \right|^{-2\nu} \frac{a'(v)}{a(v)} \left| v \right|^{2\nu} \nabla_x \tilde{\Phi}(a(v)(t-s), x-y) \cdot \nabla_y F_k(s,y) \right| \, dx \, dy \, ds \, dt \\
\leq (2^{-2j} \delta)^{-2\nu+1} \int_{\{v \geq 2^{-j} \delta\}} \left( \frac{a'(v)}{a(v)} \right)^2 \left| v \right|^{2\nu} \, dv \mathbb{E} \int_{t} \sum_{k=1}^{\infty} \int_0^{t-\eta} \frac{\| \nabla_x F_k(s, \cdot) \|_{L^2_{x,t}}^2} {t-s} \, ds \, dt \\
\lesssim |\log(\eta)| (2^{-2j} \delta)^{-m+2(\frac{m+1}{2} - \gamma^*)} \left( \sum_{k=1}^{\infty} \| \tilde{g}_k \nabla \tilde{u}^{\frac{m+1}{2} - \gamma^*} \|_{L^2_{t,x}}^2 + \sum_{k=1}^{\infty} \| \tilde{u}^{\frac{m+1}{2} - \gamma^*} \nabla \tilde{g}_k \|_{L^2_{t,x}}^2 \right).
\]

(43)
The second term on the right-hand side of (40) is estimated similarly since $|v| \sim 2^{-2j \delta}$ on the support of $\tilde{\psi}'_1 \left( \frac{2^{2j}|v|}{\delta} \right)$. We have

$$E \int \sum_{t,x} \int_0^{t-\eta} \left| \int \int_{v,y} |v|^{-\nu} \mathbb{1}_{[0,u(s,y)]}(v) \nabla_x \Phi(\alpha(v)(t - s), x - y)|v|^{-1+\nu}$$

$$\times \tilde{\psi}'_1 \left( \frac{2^{2j}|v|}{\delta} \right) \frac{2^{2j}|v| \text{sgn}(v)}{\delta} \nabla_y F_k(s, y) \, dy \, dv \right|^2 ds \, dx \, dt$$

$$\lesssim |\log(\eta)| (2^{-2j \delta})^{-1} \left( \sum_{k=1}^{\infty} \| \tilde{g}_k \nabla \tilde{u}^m \|_{L^2_{\omega,t,x}}^{\gamma} \right)^2$$

$$+ \sum_{k=1}^{\infty} \| \tilde{g}_k \nabla \tilde{u}^m \|_{L^2_{\omega,t,x}}^{\gamma}.$$

The second term on the right-hand side of (30) is estimated using (43) and (44)

$$E \int \sum_{t,x} \int_0^{t-\eta} |\nabla_x \cdot II|^2 ds \, dx \, dt$$

$$\lesssim |\log(\eta)| (2^{-2j \delta})^{-1} \left( \sum_{k=1}^{\infty} \| \tilde{g}_k \nabla \tilde{u}^m \|_{L^2_{\omega,t,x}}^{\gamma} \right)^2$$

$$+ \sum_{k=1}^{\infty} \| \tilde{g}_k \nabla \tilde{u}^m \|_{L^2_{\omega,t,x}}^{\gamma}.$$

Combining (39) and (45), we have obtained the following estimate for (30)

$$\| B(0, t - \eta) \|_{L^2_{\omega,t,x}}^{2} \lesssim |\log(\eta)| (2^{-4j}(2^{-2j \delta})^{-1} \left( \sum_{k=1}^{\infty} \| \tilde{g}_k \nabla \tilde{u}^m \|_{L^2_{\omega,t,x}}^{\gamma} \right)^2$$

$$+ \sum_{k=1}^{\infty} \| \tilde{g}_k \nabla \tilde{u}^m \|_{L^2_{\omega,t,x}}^{\gamma}$$

$$\lesssim \eta^e (2^{-4j}(2^{-2j \delta})^{-1} \left( \sum_{k=1}^{\infty} \| \tilde{g}_k \nabla \tilde{u}^m \|_{L^2_{\omega,t,x}}^{\gamma} \right)^2$$

$$+ \sum_{k=1}^{\infty} \| \tilde{g}_k \nabla \tilde{u}^m \|_{L^2_{\omega,t,x}}^{\gamma}.$$

We then provide a bound on the second term on the right-hand side of (29). Using Young’s convolution inequality and Itô’s isometry, we have
\[ \| B(t - \eta, t) \|_{L_{\omega,t,x}}^2 \]

\[ = \left\| \sum_{k=1}^{\infty} \int_{t-\eta}^{t} \int_{y} \Phi(a(\tilde{u}(s, y))(t - s), x - y) \times F_k(s, y) \, dy \, d\beta_k(s) \, dz \right\|_{L_{\omega,t,x}}^2 \]

\[ \lesssim \left\| \sum_{k=1}^{\infty} \int_{t-\eta}^{t} \int_{y} \Phi(a(\tilde{u}(s, y))(t - s), x - y)F_k(s, y) \, dy \, d\beta_k(s) \right\|_{L_{\omega,t,x}}^2 \]

\[ = \int_{t,x} E \int_{t-\eta}^{t} \sum_{k=1}^{\infty} \int_{y} \Phi(a(\tilde{u}(s, y))(t - s), x - y)F_k(s, y) \, dy \, ds \, dx \, dt \]

\[ = \int_{t,x} E \int_{t-\eta}^{t} \sum_{k=1}^{\infty} \int_{y,v} \mathbb{1}_{[t,\tilde{u}(s,y)]}(v) \partial_v \left( \Phi(a(v)(t - s), x - y)\psi_1 \left( \frac{2^{2j}|v|}{\delta} \right) \right) dv \times \hat{g}_k(s, y, \tilde{u}(s, y)) \, dy \, dv \]

\[ \lesssim \int_{t,x} E \int_{t-\eta}^{t} \sum_{k=1}^{\infty} |III|^2 \, ds \, dx \, dt + \int_{t,x} E \int_{t-\eta}^{t} \sum_{k=1}^{\infty} |IV|^2 \, ds \, dx \, dt, \]

(47)

where

\[ III := \int_{v,y} |v|^{-\nu} \psi_1 \left( \frac{2^{2j}|v|}{\delta} \right) \mathbb{1}_{[t,\tilde{u}(s,y)]}(v) \Phi(a(v)(t - s), x - y) \frac{a'(v)}{a(v)} |v|^{\nu} \times \hat{g}_k(s, y, \tilde{u}(s, y)) \, dy \, dv, \]

\[ IV := \int_{v,y} |v|^{-\nu} \mathbb{1}_{[t,\tilde{u}(s,y)]}(v) \Phi(a(v)(t - s), x - y) |v|^{-1+\nu} \psi_1 \left( \frac{2^{2j}|v|}{\delta} \right) \frac{2^{2j}|v|}{\delta} |\text{sgn}(v)| \times \hat{g}_k(s, y, \tilde{u}(s, y)) \, dy \, dv. \]

Recall that \( \omega^{-1} + \kappa^{-1} = 1 \). We estimate the first term on the right-hand side of (47) using Cauchy–Schwarz inequality, Young’s convolution inequality, estimate (31) and Hölder’s inequality

\[ \int_{t,x} E \int_{t-\eta}^{t} \sum_{k=1}^{\infty} |III|^2 \, ds \, dx \, dt \]

\[ = \int_{t,x} E \int_{t-\eta}^{t} \sum_{k=1}^{\infty} \int_{y} |v|^{-\nu} \psi_1 \left( \frac{2^{2j}|v|}{\delta} \right) \mathbb{1}_{[t,\tilde{u}(s,y)]}(v) \Phi(a(v)(t - s), x - y) \frac{a'(v)}{a(v)} |v|^{\nu} \]
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\begin{align*}
&\times \hat{g}_k(s, y, \tilde{u}(s, y)) \, dy \, dv \bigg|_t^t \, ds \, dx \, dt \\
&\lesssim \int_t^t \mathbb{E} \int_{t-\eta}^t \sum_{k=1}^{\infty} \int_{|v| \geq 2^{2j-\delta}} |v|^{-2\nu} \, dv \int_{y} |v|^{2(\nu-1)} \int_{x} \int_{y} \mathbb{1}_{[0, \tilde{u}(s, y)]}(v) \tilde{\Phi}(a(v)(t - s), x - y) \\
&\times \hat{g}_k(s, y, \tilde{u}(s, y)) \, dy \, dv \, dx \, ds \, dt \\
&\lesssim (2^{-2j} \delta)^{-2\nu+1} \int_t^t \mathbb{E} \int_{t-\eta}^t \sum_{k=1}^{\infty} \int_{x,y} |v|^{2(\nu-1)} \mathbb{1}_{[0, \tilde{u}(s, x)]}(v) |\hat{g}_k(s, x, \tilde{u}(s, x))|^2 \, dv \, dx \, ds \, dt \\
&= (2^{-2j} \delta)^{-2\nu+1} \int_t^t \mathbb{E} \int_{t-\eta}^t \sum_{k=1}^{\infty} \int_{x,y} |\tilde{u}(s, x)|^{2\nu-1} |\hat{g}_k(s, x, \tilde{u}(s, x))|^{2(\frac{1}{2} + \frac{1}{\nu})} \, dx \, dt \\
&\leq (2^{-2j} \delta)^{-2\nu+1} \int_t^t \mathbb{E} \int_{t-\eta}^t \sum_{k=1}^{\infty} \left( \int_{x} |\hat{g}_k(s, x, \tilde{u}(s, x))|^2 \, dx \right)^{\frac{1}{\nu}} \frac{1}{\nu} \, ds \, dt \\
&\lesssim (2^{-2j} \delta)^{-2\nu+1} \frac{1}{\nu} \sum_{k=1}^{\infty} \text{ess sup}_{s \in [t-\eta, t]} \left\| \hat{g}_k^2(s, \cdot, \tilde{u}) \right\|_{L_{w,x}^1}^{\frac{1}{\nu}} \left( \int_{t-\eta}^t \left\| \tilde{u}(s, \cdot) \right\|_{L_{w,x}^{2(\nu-1)}}^{2(\nu-1)} \hat{g}_k^2(s, \cdot, \tilde{u}) \right|_{L_{w,t,x}^1}^{2(\nu-1)} \, ds \right) \frac{1}{\nu} \, dt \\
&\lesssim (2^{-2j} \delta)^{-2\nu+1} \frac{1}{\nu} \sum_{k=1}^{\infty} \text{ess sup}_{s \in [0, T]} \left\| \hat{g}_k^2(s, \cdot, \tilde{u}) \right\|_{L_{w,x}^1}^{\frac{1}{\nu}} \left\| \tilde{u}^{2(\nu-1)} \hat{g}_k^2 \right\|_{L_{w,t,x}^1}^{\frac{1}{\nu}}.
\end{align*}

The second term on the right-hand side of (47) is estimated similarly since $|v| \sim 2^{-2j} \delta$ on the support of $\psi_1^j \left( \frac{2^j |v|}{\delta} \right)$. We have

\begin{align*}
&\int_t^t \mathbb{E} \int_{t-\eta}^t \sum_{k=1}^{\infty} |IV|^2 \, ds \, dx \, dt \\
&\lesssim (2^{-2j} \delta)^{-2\nu+1} \frac{1}{\nu} \sum_{k=1}^{\infty} \text{ess sup}_{s \in [0, T]} \left\| \hat{g}_k^2(s, \cdot, \tilde{u}) \right\|_{L_{w,x}^1}^{\frac{1}{\nu}} \left\| \tilde{u}^{2(\nu-1)} \hat{g}_k^2 \right\|_{L_{w,t,x}^1}^{\frac{1}{\nu}}.
\end{align*}

Combining (48) and (49), we have obtained the following estimate for (47)

$$
\|B(t - \eta, t)\|_{L_{w,t,x}^1}^2
$$
\begin{equation}
\lesssim (2^{-2j})^{-2^\nu+1} \eta \sum_{k=1}^{\infty} \text{ess sup}_{s \in [0,T]} \left\| \tilde{g}_k^2(s, \cdot, \tilde{u}) \right\|_{L^1_{\omega,t,x}} \frac{1}{\delta^2} \left\| \tilde{u}^{\nu(2\nu-1)} \right\|_{L^1_{\omega,t,x}}. \tag{50}
\end{equation}

We denote

\[ \mathcal{K}^1 = \left( \sum_{k=1}^{\infty} \left\| \tilde{g}_k \nabla \tilde{u} - \gamma^* \right\|^2_{L^2_{\omega,t,x}} \right)^{\frac{1}{2}} + \left( \sum_{k=1}^{\infty} \left\| \tilde{u} \nabla \tilde{g}_k \left( \frac{m+1}{2} - \gamma^* \right) \right\|^2_{L^2_{\omega,t,x}} \right)^{\frac{1}{2}} + \left( \sum_{k=1}^{\infty} \text{ess sup}_{t \in [0,T]} \left\| \tilde{g}_k(t, \cdot, \tilde{u}) \right\|_{L^1_{\omega,t,x}} \frac{1}{\delta^2} \left\| \tilde{u}^{\nu(2\nu-1)} \right\|_{L^1_{\omega,t,x}} \right)^{\frac{1}{2}}. \]

From (46) and (50), we have the estimate of (29)

\begin{equation}
\left\| \int_{v} \chi_j^{1,1} dv \right\|_{L^1_{\omega,t,x}} \leq \left\| B(0, t- \eta) \right\|_{L^1_{\omega,t,x}} + \left\| B(t- \eta, t) \right\|_{L^1_{\omega,t,x}} \leq \left( \eta \frac{2^{2j} 2^{-2j} \left(2^{-2j} \delta \right)^{\frac{\nu+1}{2} - \frac{m+1}{2} - 2} \left(2^{-2j} \delta \right)^{\frac{\nu}{2} - v} \right) \mathcal{K}^1. \tag{51}
\end{equation}

Equilibrating the terms on the right-hand side above

\[ \eta \frac{2^{2j} 2^{-2j} \left(2^{-2j} \delta \right)^{\frac{\nu+1}{2} - \frac{m+1}{2} - 2} \left(2^{-2j} \delta \right)^{\frac{\nu}{2} - v}}{\delta^{2j + \nu}} = \eta \frac{1}{\delta^2} \left(2^{-2j} \delta \right)^{\frac{\nu}{2} - v}, \]

we find the optimal value of \( \eta \) to be

\[ \eta = \left(2^{-2j} (\gamma^* + \nu + \frac{1}{2} - m) \delta^\gamma + \nu - \frac{1}{2} - m \right)^{-\frac{2m}{1+\epsilon+\nu}}. \]

Plugging this value of \( \eta \) into (51), we have

\begin{equation}
\left\| \int_{v} \chi_j^{1,1} dv \right\|_{L^1_{\omega,t,x}} \lesssim \frac{2^{2j} \left(2^{-2j} \delta \right)^{\frac{\nu+1}{2} - \frac{m+1}{2} - 2} \left(2^{-2j} \delta \right)^{\frac{\nu}{2} - v}}{\delta^{2j + \nu}} \mathcal{K}^1. \tag{52}
\end{equation}

**Step 3** Let \( j > 0 \) be arbitrary and fixed. Recall that \( \gamma \in (0, \min(1 + \epsilon, m)) \). Following the same arguments as in [18, Proof of Lemma 4.2 Step 2], we obtain

\begin{equation}
\left\| \int_{v} \chi_j^{1,2} dv \right\|_{L^1_{\omega,t,x}} = \left\| \int_{v} \mathcal{F}^{-1}_{t,x} \psi_1 \left( \frac{2^{2j} |v|}{\delta} \right) \frac{|v|^\gamma - 1}{\mathcal{L}(i\tau, \xi, v) \mathcal{F}_{t,x} |v|^{1-\gamma} h_j} dv \right\|_{L^1_{\omega,t,x}} \lesssim \frac{2^{2j} (m-1-\gamma)}{\delta^{m-\gamma}} \left\| |v|^{1-\gamma} h \right\|_{L^1_{\omega,t,x}}. \tag{53}
\end{equation}
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Step 4  Let \( j > 0 \) be arbitrary and fixed. We have
\[
\int_v \chi_j^{1.3} dv = - \int_v \mathcal{F}_{t,x}^{-1} \hat{\phi}_j \psi_1' \left( \frac{2\delta_j |v|}{\delta} \right) \frac{2\delta_j |v| \text{sgn}(v) |v|^{-\gamma - 1}}{\mathcal{L}(i\tau, \xi, v)} \mathcal{F}_{t,x} |v|^{-\gamma} \tilde{h} dv + m(m-1) \int_v \mathcal{F}_{t,x}^{-1} \hat{\phi}_j \psi_1' \left( \frac{2\delta_j |v|}{\delta} \right) \frac{4\pi^2 |v|^{m-2+\gamma} \text{sgn}(v) |\xi|^2}{\mathcal{L}(i\tau, \xi, v)^2} \mathcal{F}_{t,x} |v|^{-\gamma} \tilde{h} dv.
\]
(54)

Following the same arguments as in [18, Proof of Lemma 4.2 Step 3], we obtain
\[
\left\| \int_v \chi_j^{1.3} dv \right\|_{L^2_{\omega,t,x}} \lesssim \frac{2^{2j\gamma}(m-1)}{\delta^{m-\gamma}} \|v\|_\gamma \tilde{h}_{L^1_{\omega,t,x}}. \tag{55}
\]

Step 5  We denote
\[
\mathcal{K}^2 = \|v\|_\gamma \tilde{h}_{L^1_{\omega,t,x}} + \|v\|_\gamma \tilde{h}_{L^1_{\omega,t,x}}.
\]

We aim to conclude by real interpolation. For \( z > 0 \), let
\[
K(z, \bar{\chi}_j) := \inf \left\{ \left\| \int_v \chi_j^{1.3} dv \right\|_{L^1_{\omega,t,x}} + z \left\| \int_v \chi_j^{1.3} dv \right\|_{L^2_{\omega,t,x}} : \bar{\chi}_j = \int_v \chi_j^0 dv + \int_v \chi_j^{1.3} dv \right\}.
\]

By the estimates (25), (52), (53) and (55), we have
\[
K(z, \bar{\chi}_j) \lesssim \frac{2^{2j\gamma(m-1)}(m+1)^{1-\nu}}{\delta^{m-\gamma}} \mathcal{K}^1 + \frac{2^{2j\gamma(m-1)}(m+1)^{1-\nu}}{\delta^{m-\gamma}} \mathcal{K}^2 + z \frac{\delta^\rho}{2^{2j\rho}} \|v\|_{L^2_{\omega,t,x}}. \tag{56}
\]

We denote \( \mathcal{K} = \mathcal{K}^1 + \mathcal{K}^2 \) and recall that \( \gamma^* = \gamma(1 - \varepsilon \omega) + \varepsilon \omega (m + \frac{1}{2} - \nu) \). Since \( j > 0 \), we have for (56)
\[
K(z, \bar{\chi}_j) \lesssim \frac{2^{2j\gamma(m-1)\varepsilon \omega}}{\delta^{m-\gamma}} \mathcal{K}^1 + \frac{2^{2j\gamma(m-1)\varepsilon \omega}}{\delta^{m-\gamma}} \mathcal{K}^2 + z \frac{\delta^\rho}{2^{2j\rho}} \|v\|_{L^2_{\omega,t,x}}. \tag{57}
\]

We equilibrate the estimates on the right-hand side above as follows
\[
\delta^{-a} c^{-a+1} = z^{\delta^b} c^b,
\]
where \( a := m - \gamma, b := \rho \) and \( c := 2^{-2j} \). This allows us to derive the value of \( \delta \) from the expression above, namely \( \delta = z^{-\frac{1}{a+b}} c^b \) and plug this into the right-hand side of (57) that becomes
\[
z^{-\theta} K(z, \bar{\chi}_j) \lesssim 2^{-j\bar{\chi}_j} \left( \mathcal{K} + \|v\|_{L^2_{\omega,t,x}} \right), \tag{58}
\]
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where $\theta := \frac{a}{a+b} = \frac{m-\gamma}{m-\gamma+\rho}$ and

$$\tilde{\kappa}_x := \frac{2b}{a+b} = \frac{2\rho}{m-\gamma+\rho}.$$  

By [7, Theorem 5.2.1], we have

$$\left( L^1_{\omega,t,x}, L^\beta_{\omega,t,x} \right)_{\theta,\infty} = L^{\tilde{p},\infty}_{\omega,t,x},$$

with

$$\tilde{p} = \frac{1}{1-\theta \rho} = \frac{a+b}{a(1-\rho)+b} = \frac{m-\gamma+\rho}{\rho+(1-\rho)(m-\gamma)}.$$  

(59)

Taking the supremum over $z > 0$ on both sides of (58), we have

$$\| \bar{\chi}_j \|_{L^{\tilde{p},\infty}_{\omega,t,x}} \lesssim 2^{-j \tilde{\kappa}_x} \left( \mathcal{K} + \| \chi \|_{L^p_{\omega,t,x,v}} \right).$$  

(60)

Note that the integrands in the above norms are supported on $[0,T]$ due to (23) and (24).

Since $\Omega \times [0,T] \times \mathbb{T}^d$ has finite measure, we may use $L^{\tilde{p},\infty}_{\omega,t,x} \hookrightarrow L^p_{\omega,t,x}$ for $p = \tilde{p} - \epsilon$ (see [19, Exercise 1.1.11]) in (60)

$$\| \bar{\chi}_j \|_{L^p_{\omega,t,x}} \lesssim 2^{-j \tilde{\kappa}_x} \left( \mathcal{K} + \| \chi \|_{L^p_{\omega,t,x,v}} \right).$$

Multiplying the above expression by $2^j \tilde{\kappa}_x$ and taking the supremum over $j > 0$, we arrive at

$$\sup_{j>0} 2^j \tilde{\kappa}_x \| \bar{\chi}_j \|_{L^p_{\omega,t,x}} \lesssim \mathcal{K} + \| \chi \|_{L^p_{\omega,t,x,v}}.$$  

(61)

Losing a small $\epsilon$ in $\tilde{\kappa}_x$, we have

$$\left\| \sup_{j>0} 2^{j(\tilde{\kappa}_x-\epsilon)} \| \bar{\chi}_j \|_{L^p_{\omega,t,x}} \right\|_{L^p_{\omega}} \lesssim \left\| \sum_{j>0} 2^{j(\tilde{\kappa}_x-\epsilon)} \| \bar{\chi}_j \|_{L^p_{\omega,t,x}} \right\|_{L^p_{\omega}}$$

$$\leq \sum_{j>0} 2^{-j \epsilon} 2^{j \tilde{\kappa}_x} \| \bar{\chi}_j \|_{L^p_{\omega,t,x}} \lesssim \sup_{j>0} 2^{j \tilde{\kappa}_x} \| \bar{\chi}_j \|_{L^p_{\omega,t,x}},$$

(62)

where here $\lesssim$ denotes a bound that holds up to a multiplicative constant that only depends on $\epsilon$.

For $j = 0$, we can use Bernstein’s lemma to get

$$\| \bar{\chi}_j \|_{L^p_{\omega,t,x}} \lesssim \| \bar{\chi}_j \|_{L^1_{\omega,t,x}} \lesssim \| \bar{\chi} \|_{L^1_{\omega,t,x}}.$$  

(63)

Let $\kappa_x := \tilde{\kappa}_x - \epsilon$. From (61) and (63), we can arrive at (18) as follows
\[
\|\bar{X}\|_{L^p_t L^p_x B^s_{p,\infty}} = \left\| \sup_{j \geq 0} 2^{jn_0} \| \bar{X}_j \|_{L^p_t L^p_x} \right\|_{L^p_t} \\
\lesssim \left( \sum_{k=1}^{\infty} \| g_k \nabla \bar{u} \| \tilde{L}^2_{\omega,t,x} \right)^{\frac{1}{2}} + \left( \sum_{k=1}^{\infty} \| \bar{u} \| \tilde{L}^2_{\omega,t,x} \right)^{\frac{1}{2}} \\
+ \left( \sum_{k=1}^{\infty} \text{ess sup}_{t \in [0,T]} \| g_k^2(t, \cdot, \bar{u}) \| \tilde{L}^2_{\omega,t,x} \right)^{\frac{1}{2}} \\
+ \| |v|^{-\gamma} h \|_{L^1_{\omega,t,x,v}} + \| |v|^{-\gamma} \tilde{h} \|_{L^1_{\omega,t,x,v}} + \| \chi \|_{L^\beta_{\omega,t,x,v}} + \| \bar{X} \|_{L^1_{\omega,t,x,v}}. \tag{64}
\]

We remove the assumption that \( \chi \) is localized in \( v \) similarly as done in \([18] \) Proof of Lemma 4.2. Let \( Y \in C_c^\infty(\mathbb{R}_v) \) and \( \chi^Y(t, x, v) := \chi(t, x, v)Y(v) \). Then \( \chi^Y \) is a solution to

\[
\mathcal{L}(\partial_t, \nabla_x, v) \chi^Y(t, x, v) = \sum_{k=1}^{\infty} \delta_{\tilde{u}(t,x)=v} \tilde{g}_k^Y(s, x, v) \tilde{\beta}_k \\
+ h^Y(t, x, v) - \tilde{h}^Y(t, x, v) + \partial_v \tilde{h}^Y(t, x, v), \tag{65}
\]

where

\[
\tilde{g}_k^Y(t, x, v) := \tilde{g}_k(t, x, v)Y(v), \quad h^Y(t, x, v) := h(t, x, v)Y(v), \\
\tilde{h}^Y(t, x, v) := \tilde{h}(t, x, v)Y(v), \quad \tilde{h}^Y(t, x, v) := \tilde{h}(t, x, v)Y(v).
\]

Then the estimate (64) reads as follows:

\[
\|\tilde{X}^Y\|_{L^p_t L^p_x B^s_{p,\infty}} \lesssim \left( \sum_{k=1}^{\infty} \| g_k^Y \nabla \bar{u} \| \tilde{L}^2_{\omega,t,x} \right)^{\frac{1}{2}} + \left( \sum_{k=1}^{\infty} \| \bar{u} \| \tilde{L}^2_{\omega,t,x} \right)^{\frac{1}{2}} \\
+ \left( \sum_{k=1}^{\infty} \text{ess sup}_{t \in [0,T]} \| (\tilde{g}_k^Y)^2(t, \cdot, \bar{u}) \| \tilde{L}^2_{\omega,t,x} \right)^{\frac{1}{2}} \\
+ \| |v|^{-\gamma} (h^Y - \tilde{h}^Y) \|_{L^1_{\omega,t,x,v}} + \| |v|^{-\gamma} \tilde{h}^Y \|_{L^1_{\omega,t,x,v}} + \| \chi^Y \|_{L^\beta_{\omega,t,x,v}} \\
+ \| \bar{X} \|_{L^1_{\omega,t,x,v}}. \tag{66}
\]

Since \( |v|^{-\gamma} \tilde{h} \in L^1_{\omega,t,x,v} \) by assumption, there exists to \( \varepsilon_n \downarrow 0 \) a sequence \( i_n \uparrow \infty \) such that

\[
\mathbb{E} \left( \int_{I_{t,x,v}} 1_{i_n \leq |v|} |v|^{-\gamma} \tilde{h} \, dv \, dx \, dt \right) \leq \varepsilon_n, \quad \forall n \in \mathbb{N}.
\]
For $n \in \mathbb{Z}_+$ and a smooth cut-off function $\Upsilon \in C^\infty_c(\mathbb{R})$ with $\Upsilon = 1$ on the ball $B_1(0)$ and supp $\Upsilon \in B_2(0)$, we define $\Upsilon_n$ via $\Upsilon_n(v) := \Upsilon\left(\frac{v}{n}\right)$. Thus, $\Upsilon_n'$ is supported on $i_n \leq |v| \leq 2i_n$ and takes values in $[0, \frac{1}{i_n}]$, so that

$$||v|^{1-\gamma} \Upsilon_n||_{L^1_{t,v}} = E\left(\int_{t,x,v} |\Upsilon'_n(v)||v|(|v|^{-\gamma} \Upsilon) \, dv \, dx \, dt\right),$$

$$= E\left(\int_{t,x,v} 1_{i_n \leq |v| \leq 2i_n} |\Upsilon'_n(v)||v|(|v|^{-\gamma} \Upsilon) \, dv \, dx \, dt\right),$$

$$\lesssim E\left(\int_{t,x,v} 1_{i_n \leq |v| \leq 2i_n} |v|^{-\gamma} \Upsilon \, dv \, dx \, dt\right) \leq \varepsilon_n.$$

With the same choices of $\Upsilon$, $\Upsilon_n$ and $\Upsilon'_n$, we notice

$$\left(\sum_{k=1}^\infty \left|\nabla \Upsilon_n \cdot \tilde{u}\right|_2^2\right)^{\frac{1}{2}} \leq \left(\sum_{k=1}^\infty E\left(\int_{t,x} 1_{|\tilde{u}| \leq n} |\partial_k \Upsilon_n(\tilde{u}) \nabla \tilde{u}|^2 \, dx \, dt\right)\right)^{\frac{1}{2}} \leq \left(\sum_{k=1}^\infty E\left(\int_{t,x} 1_{|\tilde{u}| \leq n} \left|\sum_{k=1}^\infty \left|\nabla \Upsilon_n \cdot \tilde{u}\right|_2^2\right| \, dx \, dt\right)\right)^{\frac{1}{2}},$$

and

$$\left[\sum_{k=1}^\infty \text{ess sup}_{t \in [0,T]} \left( E\left(\int_x |\tilde{u}_k(t,x)|^2 \, dx\right)\right)^{\frac{1}{m}} \times \left( E\left(\int_{t,x} |\tilde{u}(t,x)|^{-2} \left|\sum_{k=1}^\infty |\tilde{u}|_2^2\right|^2 \, dx \, dt\right)\right)^{\frac{1}{2}} \right]^{\frac{1}{2}}.$$
\[
\begin{align*}
\chi & \lesssim \left[ \sum_{k=1}^{\infty} \text{ess sup}_{t \in [0,T]} \left( \mathbb{E} \int_{x} \mathbbm{1}_{|u| \leq \bar{u}} |\tilde{g}_k(t, x, \tilde{u}(t, x))|^2 \, dx \right) \right]^{\frac{1}{2}} \\
& \times \left( \mathbb{E} \int_{t, x} \mathbbm{1}_{|u| \leq \bar{u}} |\tilde{u}(t, x)|^{p(2\nu-1)} |\tilde{g}_k(t, x, \tilde{u}(t, x))|^2 \, dx \, dt \right)^{\frac{1}{2}}. 
\end{align*}
\]

With these choices of \( \Upsilon, \Upsilon_n \) and \( \Upsilon'_n \) in (66), we may take the limit \( n \to \infty \) and use Fatou’s lemma to obtain (64) also for general \( \chi \).

The following averaging lemma is used to prove Theorem 1.3.

**Lemma 3.5.** Let \( m, \beta, \rho, \epsilon, \chi, \bar{\chi} \) be as in Lemma 3.3 and assume \( \zeta \in (0, \frac{1}{2}) \). Let \( \varpi > 1 \) and \( \varpi^{-1} = 1 - \varpi^{-1} \) such that \( \varpi^{-1} > 2\zeta \). Assume that \( \tilde{g}^2_k(\tilde{u}) \in L^1_\varpi L^1_{\omega, x} \).

(i) Let \( \gamma \in (0, 1) \) such that
\[
\bar{p} := \frac{1 - \gamma + \rho}{\rho + (1 - \rho)(1 - \gamma)} < q := \frac{2(1 - \gamma + \rho)}{1 - \gamma + \rho + (1 - \gamma - \epsilon(1 - \gamma + \rho))(1 - 2\rho)},
\]
and let
\[
p := \frac{1 - \gamma + \rho}{1 - \gamma + \rho - (1 - \gamma - 2\epsilon(1 - \gamma + \rho))\rho}.
\]
Suppose that \( \tilde{u}^{1-\gamma} \tilde{g}_k(\tilde{u}) \in L^2_{\omega, t, x}, \tilde{u}^{2\epsilon(1-\gamma)} \tilde{g}^2_k(\tilde{u}) \in L^1_{\omega, t, x} \) and \( h, \tilde{h} \) satisfy the condition (16) for this value of \( \gamma \). If \( \bar{\chi} \in L^p_{\omega} L^q_{\rho} L^p_x \), then \( \bar{\chi} \in L^p_{\omega} B^\kappa_{q, \infty} L^p_x \) where
\[
\kappa_t := \frac{\zeta \rho}{1 - \gamma + \rho} - \epsilon,
\]
with estimate
\[
\|\bar{\chi}\| \lesssim \|\chi\|_L^\beta_{\omega, t, x} + \left( \sum_{k=1}^{\infty} \|\tilde{u}^{1-\gamma} \tilde{g}_k\|_L^2_{\omega, t, x} \right)^{\frac{1}{2}}
\]
\[
+ \left( \sum_{k=1}^{\infty} \text{ess sup}_{t \in [0,T]} \|\tilde{g}^2_k(\tilde{u}, \cdot, \tilde{u})\|_L^\frac{1}{2}_{\omega, t, x} \|\tilde{u}^{2\epsilon(1-\gamma)} \tilde{g}^2_k\|_L^2_{\omega, t, x} \right)^{\frac{1}{2}}
\]
\[
+ \|\nu|^{1-\gamma} h\|_{L^\varpi_{\omega, t, x}} + \|\nu|^{-\gamma} \tilde{h}\|_{L^\varpi_{\omega, t, x}} + \|\bar{\chi}\|_L^p_{\omega} L^q_{\rho} L^p_x.
\]
Here and in the proof \( \lesssim \) denotes a bound that holds up to a multiplicative constant that only depends on \( m, \rho, \epsilon, \zeta, \varpi, \gamma \) and \( T \).

(ii) Let \( \nu \in (\frac{1}{2}, \infty) \) and let \( \bar{\epsilon} \in (0, 1) \) such that \( \gamma \in (1, 1 + \bar{\epsilon}(m - 1)) \) and \( \zeta \in (0, \frac{1}{2} - \bar{\epsilon}) \). Suppose that \( \tilde{u}^{\nu-\frac{1}{2}} \tilde{g}_k(\tilde{u}) \in L^2_{\omega, t, x}, \tilde{u}^{\nu(2\nu-1)} \tilde{g}^2_k(\tilde{u}) \in L^1_{\omega, t, x} \) and \( h, \tilde{h} \) satisfy the condition
\[
|h|(\omega, t, x) + |\tilde{h}|(\omega, t, x)|\nu|^{1-\gamma} \in L^1_{\omega, TV}(\mathbb{R} \times T^d_x \times \mathbb{R}_v).
\]
If \( \chi \) is supported in \( v \in \mathbb{R} \setminus (-1, 1) \) and \( \bar{\chi} \in L^1_\omega L^2_t L^1_x \), then \( \bar{\chi} \in L^1_\omega B^\varepsilon_{-\infty} L^1_x \) with estimate

\[
\| \bar{\chi} \|_{L^1_\omega B^\varepsilon_{-\infty} L^1_x} \lesssim \left( \sum_{k=1}^{\infty} \| \tilde{u}^{v_{(2\nu-1)/2}} \tilde{g}_k \|_{L^2_\omega t x}^2 \right)^{1/2} + \left( \sum_{k=1}^{\infty} \text{ess sup}_{t \in [0,T]} \| \tilde{g}^{2}_k (t, \cdot, \tilde{u}) \|_{L^2_\omega t x} \right)^{1/2}
\times \left( \| \tilde{u}^{v_{(2\nu-1)/2}} \tilde{g}_k \|_{L^2_\omega t x}^2 \right)^{1/2} + \| h \|_{L^\omega_{-\infty} \mathbb{M} \mathbb{TV}} + \| |v|^{-7} h \|_{L^\omega_{-\infty} \mathbb{M} \mathbb{TV}}
+ \| \bar{\chi} \|_{L^1_\omega L^2_t L^1_x}.
\]

(71)

Here and in the proof \( \lesssim \) denotes a bound that holds up to a multiplicative constant that only depends on \( m, \rho, \epsilon, \zeta, \nu, \tilde{\gamma}, \tilde{\epsilon} \) and \( T \).

**Remark 3.6.** Note that if \( \rho, \gamma \) are chosen close to one, \( \zeta \) close to one half and \( \epsilon \) small enough, the orders of the differentiability and integrability exponents in Lemma 3.5 correspond to \( \sigma \) close to \( \frac{1}{2} \), the time integrability equal to 2, the stochastic and space integrability equal to 1 as in Theorem 1.3.

**Proof.** We introduce two main modifications from the proof of Lemma 3.3: the localization of \( \chi \) in Fourier space connected to the time variable \( t \) and a different microlocal decomposition of \( \chi \) based on the size of \( v \) only.

Let \( \mathcal{L}(\partial_t, \nabla_x, v) \) and \( \mathcal{L}(i\tau, \xi, v) \) be as in the proof of Lemma 3.3. Recall that

\[
a(v) = m|v|^{m-1},
\]

and the periodic heat kernel

\[
\Phi(t, x) = \begin{cases} 
\frac{1}{(4\pi t)^{d/2}} \sum_{n \in \mathbb{Z}^d} \exp \left( -\frac{|x+n|^2}{4t} \right) & t > 0, \\
0 & t < 0.
\end{cases}
\]

We prove Parts (i) and (ii) of the statement separately.

**Part (i)** As in the proof of Lemma 3.3, we first assume that \( \chi \) is compactly supported with respect to \( v \) and then remove this qualitative assumption at the end of the proof.

Let \( \psi_0 \) be a smooth function with compact support in the ball \( B_2(0) \) such that \( \psi_0 = 1 \) in \( B_1(0) \) and \( \psi_1 := 1 - \psi_0 \). For \( \delta > 0 \) to be specified later, we write

\[
\chi = \psi_0 \left( \frac{|v|}{\delta} \right) \chi + \psi_1 \left( \frac{|v|}{\delta} \right) \chi =: \chi^0 + \chi^1.
\]

Then \( \chi^1 \) solves, in the sense of (14),

\[
\mathcal{L}(\partial_t, \nabla_x, v) \chi^1 = \psi_1 \left( \frac{|v|}{\delta} \right) \left( \sum_{k=1}^{\infty} \delta_{\tilde{u}=v} \tilde{g}_k \tilde{h}_k + h + \partial_v h \right).
\]
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Thus,
\[
\chi^1(t, x, v) = \mathcal{F}_{t,x}^{-1} \psi_1 \left( \frac{|v|}{\delta} \right) \frac{1}{\mathcal{L}(i\tau, \xi, v)} \mathcal{F}_{t,x} \left( \sum_{k=1}^{\infty} \delta_{\tilde{u} = v} \hat{g}_k \hat{\beta}_k \right) \\
+ \mathcal{F}_{t,x}^{-1} \psi_1 \left( \frac{|v|}{\delta} \right) \frac{1}{\mathcal{L}(i\tau, \xi, v)} \mathcal{F}_{t,x} h(t, x, v) \\
+ \mathcal{F}_{t,x}^{-1} \psi_1 \left( \frac{|v|}{\delta} \right) \frac{1}{\mathcal{L}(i\tau, \xi, v)} \mathcal{F}_{t,x} \partial_v \tilde{h}(t, x, v) \\
=: \chi_1^{1,1}(t, x, v) + \chi_2^{1,2}(t, x, v) + \chi_3^{1,3}(t, x, v).
\]

(73)

Let \( \{\hat{\eta}_l\}_{l \geq 0} \) be defined as in Section 2.1. For \( l \geq 0 \), we define the Littlewood–Paley block of \( \chi^0 \) as follows
\[
\chi^0_l(t, x, v) = \mathcal{F}_t^{-1} [\hat{\eta}_l \mathcal{F}_t \chi^0(t, x, v)],
\]
where \( \mathcal{F}_t \chi^0_l(\tau, x, v) \) is supported on \( |\tau| \sim 2^l \) for \( l > 0 \) and on \( |\tau| \lesssim 1 \) for \( l = 0 \). In the calculations below, we assume that \( l > 0 \) unless stated otherwise.

The block for \( \chi^1 \) is defined as follows
\[
\chi^1_l(t, x, v) = \int_r \hat{\eta}_l(r) \chi^1(t - r, x, v) \, dr.
\]

(74)

The blocks for \( \chi_{1,1} \), \( \chi_{1,2} \) and \( \chi_{1,3} \) are defined using (73) as follows
\[
\chi_{1,1}^1(t, x, v) = \int_r \hat{\eta}_l(r) \chi_{1,1}^1(t - r, x, v) \, dr,
\]
\[
\chi_{1,2}^1(t, x, v) = \mathcal{F}_{t,x}^{-1} \hat{\eta}_l \psi_1 \left( \frac{|v|}{\delta} \right) \frac{1}{\mathcal{L}(i\tau, \xi, v)} \mathcal{F}_{t,x} h(t, x, v),
\]
\[
\chi_{1,3}^1(t, x, v) = \mathcal{F}_{t,x}^{-1} \hat{\eta}_l \psi_1 \left( \frac{|v|}{\delta} \right) \frac{1}{\mathcal{L}(i\tau, \xi, v)} \mathcal{F}_{t,x} \partial_v \tilde{h}(t, x, v),
\]
respectively.

We can decompose (74) as follows
\[
\chi^1_l(t, x, v) = \int_r \hat{\eta}_l(r) (\chi_{1,1}^1(t - r, x, v) - \chi_{1,1}^1(t, x, v)) \, dr \\
+ \chi_{1,2}^1(t, x, v) + \chi_{1,3}^1(t, x, v).
\]

We have obtained the following decomposition
\[
\bar{\chi}_l(t, x) = \int_v \chi_l(t, x, v) \, dv \\
= \int_v \chi^0_l(t, x, v) \, dv + \int_v \chi^1_l(t, x, v) \, dv \\
= \int_v \chi^0_l(t, x, v) \, dv + \int_{v, r} \hat{\eta}_l(r) (\chi_{1,1}^1(t - r, x, v) - \chi_{1,1}^1(t, x, v)) \, dr \, dv \\
+ \int_v \chi_{1,2}^1(t, x, v) \, dv + \int_v \chi_{1,3}^1(t, x, v) \, dv.
\]

(75)
We proceed in dividing this part of the proof into five steps. In the first four we estimate the velocity averages (75) and in the final step we combine all the estimates. The main novelty relative to [18, Proof of Lemma 4.4] is the estimate of the term containing the stochastic integral in Step 2(i) below which is based on the integral representation of the stochastic term as outlined in the Introduction. Steps 1(i), 3(i) and 4(i) below are identical to [18, Proof of Lemma 4.4 Steps 1, 2 and 3], respectively with the difference that here the estimates are also \( \omega \)-dependent and, the estimates of Steps 3(i) and 4(i) are evaluated in \( L^2 \) in time.

**Step 1(i)** Let \( l > 0 \) be arbitrary and fixed. We follow the same arguments as in [18, Proof of Lemma 4.4 Step 1]. Thus, we note that the estimate
\[
\left\| \mathcal{F}_t^{-1} \tilde{H}_t \mathcal{F}_t \chi \right\|_{L^\infty_{\omega,t,x}} \lesssim \left\| \chi \right\|_{L^\infty_{\omega,t,x}},
\]
holds for a constant independent of \( l \). Since \(|v| \leq \delta\) on the support of \( \psi_0 \left( \frac{|v|}{\delta} \right) \), we may use Minkowski’s and Hölder’s inequality to get
\[
\left\| \int_v \chi_{t}^0 dv \right\|_{L^\infty_{\omega,t,x}} = \left\| \int_v \psi_0 \left( \frac{|v|}{\delta} \right) \chi_t dv \right\|_{L^\infty_{\omega,t,x}} \\
\leq \int_v |\psi_0| \left( \frac{|v|}{\delta} \right) \left\| \chi_t \right\|_{L^\infty_{\omega,t,x}} dv \\
\lesssim \left\| \chi \right\|_{L^\infty_{\omega,t,x,v}} \left( \int_v |\psi_0| \left( \frac{|v|}{\delta} \right)^{\frac{3}{2}} dv \right)^{\frac{2}{3}} \\
\lesssim \delta^\rho \left\| \chi \right\|_{L^\infty_{\omega,t,x,v}}. \tag{76}
\]

**Step 2(i)** Let \( l > 0 \) be arbitrary and fixed. We estimate the second term on the right-hand side of (75). Observe that \( \chi^{1,1} \) in (75) is given by
\[
\chi^{1,1}(t, x, v) = \sum_{k=1}^{\infty} \int_0^t \int_{\mathbb{T}^d} \tilde{\Phi}(a(v)(t-s), x-y) \psi_1 \left( \frac{|v|}{\delta} \right) \delta_{\bar{u}(s,y)=v} \hat{g}_k(s, y, v) dy d\beta_k(s). \tag{77}
\]
As in the proof of Lemma 3.3, we denote the first derivative with respect to the first argument of \( \Phi \) by \( \Phi_1 \) and let
\[
\tilde{\Phi}(t, x) := \Phi_1(t, x)t.
\]
Note that
\[
\left\| \tilde{\Phi}(t, \cdot) \right\|_{L^1} \lesssim 1, \tag{78}
\]
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and

$$\| \partial_t \tilde{\Phi}(t, \cdot) \|_{L^2_y} \lesssim t^{-1}. \quad (79)$$

For fixed \( t, r \), let

$$\Phi_{\text{inc}}(a(v)s, x) := \Phi(a(v)(t - r - s), x) - \Phi(a(v)(t - s), x),$$

$$\tilde{\Phi}_{\text{inc}}(a(v)s, x) := \tilde{\Phi}(a(v)(t - r - s), x) - \tilde{\Phi}(a(v)(t - s), x).$$

Using (77), we have

$$\int_v \chi^{1,1}(t - r, x, v) - \chi^{1,1}(t, x, v) \, dv$$

\[
= \int_v \sum_{k=1}^{\infty} \int_0^{t-r} \int_y \Phi_{\text{inc}}(a(v)s, x - y) \delta_{\tilde{u}(s,y) = v} \psi_1 \left( \frac{|v|}{\delta} \right) g_k(s, y, v) \, dy \, d\beta_k(s) \, dv
\]

\[
- \int_v \sum_{k=1}^{\infty} \int_{t-r}^t \int_y \Phi(a(v)(t - s), x - y) \delta_{\tilde{u}(s,y) = v} \psi_1 \left( \frac{|v|}{\delta} \right) g_k(s, y, v) \, dy \, d\beta_k(s) \, dv
\]

\[
= \sum_{k=1}^{\infty} \int_0^{t-r} \int_{y,v} \mathbb{1}_{[0,\tilde{u}(s,y)]}(v) \partial_v \left( \Phi_{\text{inc}}(a(v)s, x - y) \psi_1 \left( \frac{|v|}{\delta} \right) \right) \, dv
\]

\[
\times \tilde{g}_k(s, y, \tilde{u}(s, y)) \, dy \, d\beta_k(s)
\]

\[
- \sum_{k=1}^{\infty} \int_{t-r}^t \int_{y,v} \mathbb{1}_{[0,\tilde{u}(s,y)]}(v) \partial_v \left( \Phi(a(v)(t - s), x - y) \psi_1 \left( \frac{|v|}{\delta} \right) \right) \, dv
\]

\[
\times \tilde{g}_k(s, y, \tilde{u}(s, y)) \, dy \, d\beta_k(s)
\]

\[
= I + II - III - IV, \quad (80)
\]

where

$$I := \sum_{k=1}^{\infty} \int_0^{t-r} \int_{v,y} |v|^{-\nu} \mathbb{1}_{[0,\tilde{u}(s,y)]}(v) \tilde{\Phi}_{\text{inc}}(a(v)s, x - y) a'(v) |v|^\nu \psi_1 \left( \frac{|v|}{\delta} \right)
\]

\[
\times \tilde{g}_k(s, y, \tilde{u}(s, y)) \, dy \, dv \, d\beta_k(s),
\]

$$II := \sum_{k=1}^{\infty} \int_0^{t-r} \int_{v,y} |v|^{-\nu} \mathbb{1}_{[0,\tilde{u}(s,y)]}(v) \Phi_{\text{inc}}(a(v)s, x - y) |v|^{-1+\nu} \psi'_1 \left( \frac{|v|}{\delta} \right) \frac{|v| \sgn(v)}{\delta}
\]

\[
\times \tilde{g}_k(s, y, \tilde{u}(s, y)) \, dy \, dv \, d\beta_k(s),
\]

$$III := \sum_{k=1}^{\infty} \int_{t-r}^t \int_{v,y} |v|^{-\nu} \mathbb{1}_{[0,\tilde{u}(s,y)]}(v) \Phi(a(v)(t - s), x - y) a'(v) |v|^\nu \psi_1 \left( \frac{|v|}{\delta} \right)
\]

\[
\times \tilde{g}_k(s, y, \tilde{u}(s, y)) \, dy \, dv \, d\beta_k(s),
\]

$$IV := \sum_{k=1}^{\infty} \int_{t-r}^t \int_{v,y} |v|^{-\nu} \mathbb{1}_{[0,\tilde{u}(s,y)]}(v) \Phi(a(v)(t - s), x - y) a'(v) |v|^\nu \psi_1 \left( \frac{|v|}{\delta} \right)
\]

\[
\times \tilde{g}_k(s, y, \tilde{u}(s, y)) \, dy \, dv \, d\beta_k(s),
\]
\[ IV := \sum_{k=1}^{\infty} \int_{t-r}^{t} \int_{v,y} |v|^{-\nu} \mathbb{1}_{[\nu, \bar{u}(s,y)]}(v) \Phi(a(v)(t-s), x-y) |v|^{-1+\nu} \psi_1 \left( \frac{|v|}{\delta} \right) \frac{|v| \text{sgn}(v)}{\delta} \times \hat{g}_k(s, y, \bar{u}(s, y)) \ dy \ dv \ d\beta_k(s). \]

Using (72), we have
\[ \frac{a'(v)}{a(v)} \lesssim |v|^{-1}. \] (81)

By the definition of \( \tilde{\Phi}_{\text{inc}} \) and (78), we have
\[ \| \tilde{\Phi}_{\text{inc}}(a(v)s, \cdot) \|_{L^2_x}^2 \leq 2(\| \tilde{\Phi}(a(v)(t-r-s), \cdot) \|_{L^2_x}^2 + \| \tilde{\Phi}(a(v)(t-s), \cdot) \|_{L^2_x}^2) \lesssim 1. \] (82)

Using (79), we have for \( s \leq t-r \)
\[ \| \tilde{\Phi}_{\text{inc}}(a(v)s, \cdot) \|_{L^2_x}^2 \lesssim \left( \int_{t-r}^{t} \left\| \frac{\partial_r \tilde{\Phi}(a(v)(\tau-s), \cdot)}{L^2_x} \right\| d\tau \right)^2 \lesssim \left( \int_{t-r}^{t} (\tau-s)^{-1} d\tau \right)^2 \lesssim r^2(t-r-s)^{-2}. \] (83)

Recall that \( \zeta \in (0, \frac{1}{2}) \). We deduce using (82) and (83) that
\[ \| \tilde{\Phi}_{\text{inc}}(a(v)s, \cdot) \|_{L^2_x}^2 \lesssim r^{2\zeta}(t-r-s)^{-2\zeta}. \] (84)

Let \( \nu \in (\frac{1}{2}, \infty) \). For fixed \( t, r \), we estimate the term \( I \) in (80) using Cauchy–Schwarz inequality, Itô’s isometry, estimate (81), Young’s convolution inequality and estimate (84).

\[
\mathbb{E} \| I \|_{L^2_x}^2 = \mathbb{E} \left( \int_x \left| \sum_{k=1}^{\infty} \int_{t-r}^{t} \int_{v,y} |v|^{-\nu} \mathbb{1}_{[\nu, \bar{u}(s,y)]}(v) \tilde{\Phi}_{\text{inc}}(a(v)s, x-y) \frac{a'(v)}{a(v)} |v|^{\nu} \psi_1 \left( \frac{|v|}{\delta} \right) \times \hat{g}_k(s, y, \bar{u}(s,y)) \ dy \ dv \ d\beta_k(s) \right|^2 \right) dx \\
\leq \int_x \mathbb{E} \left( \sum_{k=1}^{\infty} \int_{t-r}^{t} \int_{v,y} |v|^{-\nu} \mathbb{1}_{[\nu, \bar{u}(s,y)]}(v) \tilde{\Phi}_{\text{inc}}(a(v)s, x-y) \frac{a'(v)}{a(v)} |v|^{\nu} \psi_1 \left( \frac{|v|}{\delta} \right) \times \hat{g}_k(s, y, \bar{u}(s,y)) \ dy \ dv \ d\beta_k(s) \right|^2 \right) dx \\
= \int_x \mathbb{E} \sum_{k=1}^{\infty} \int_{t-r}^{t} \left( \int_{v} |v|^{-\nu} \psi_1 \left( \frac{|v|}{\delta} \right) \int_{y} \mathbb{1}_{[\nu, \bar{u}(s,y)]}(v) \tilde{\Phi}_{\text{inc}}(a(v)s, x-y) \frac{a'(v)}{a(v)} |v|^{\nu} \times \hat{g}_k(s, y, \bar{u}(s,y)) \ dy \right)^2 ds \ dx 
\]
\[
\lesssim \mathbb{E} \sum_{k=1}^{\infty} \int_{0}^{t-r} \int_{|v| \geq \delta} |v|^{-2\nu} dv \int_{v} |v|^{2\nu-2} \times \int_{x} \left| \int_{y} \tilde{\Phi}_{\text{inc}}(a(v)s, x - y) \tilde{g}_{k}(s, y, \tilde{u}(s, y)) \mathbb{1}_{[0, \tilde{u}(s, y)]}(v) dy \right|^{2} \ dx \ dv \ ds \\
\lesssim \delta^{1-2\nu} \mathbb{E} \sum_{k=1}^{\infty} \int_{0}^{t} \int_{v} |v|^{2\nu-2} \left| \tilde{\Phi}_{\text{inc}}(a(v)s, \cdot) \right|^{2}_{L_{x}^{1}} \int_{x} |\tilde{g}_{k}(s, x, \tilde{u}(s, x))|^{2} \mathbb{1}_{[0, \tilde{u}(s, x)]}(v) \ dv \ ds \ ds \\
\lesssim \delta^{1-2\nu} r^{2\zeta} \mathbb{E} \sum_{k=1}^{\infty} \int_{x} \int_{0}^{t-r} (t - r - s)^{-2\zeta} |\tilde{u}(s, x)|^{2\nu-1} |\tilde{g}_{k}(s, x, \tilde{u}(s, x))|^{2} \ ds \ dx.
\]

(85)

The term \( II \) in (80) is estimated similarly since \(|v| \sim \delta \) on the support of \( \psi' \left( \frac{|v|}{\delta} \right) \). For fixed \( t, r \), we have

\[
\mathbb{E} \left\| II \right\|_{L_{x}^{1}}^{2} \\
\lesssim \delta^{1-2\nu} r^{2\zeta} \mathbb{E} \sum_{k=1}^{\infty} \int_{x} \int_{0}^{t-r} (t - r - s)^{-2\zeta} |\tilde{u}(s, x)|^{2\nu-1} |\tilde{g}_{k}(s, x, \tilde{u}(s, x))|^{2} \ ds \ dx.
\]

(86)

Recall that \( \varpi^{-1} + \kappa^{-1} = 1 \). For fixed \( t, r \), we estimate the term \( III \) in (80) using Cauchy–Schwarz inequality, Itô’s isometry, estimate (81), Young’s convolution inequality, estimate (78) and Hölder’s inequality

\[
\mathbb{E} \left\| III \right\|_{L_{x}^{1}}^{2} = \mathbb{E} \left( \int_{x} \left| \sum_{k=1}^{\infty} \int_{t-r}^{t} \int_{v,y} |v|^{-\nu} \mathbb{1}_{[0, \tilde{u}(s, y)]}(v) \tilde{\Phi}(a(v)(t - s), x - y) \frac{a'(v)}{a(v)} |v|^{\nu} \times \psi_{1} \left( \frac{|v|}{\delta} \right) \tilde{g}_{k}(s, y, \tilde{u}(s, y)) dy \ dv \ d\beta_{k}(s) \ dx \right)^{2}.
\]

\[
\lesssim \int_{x} \left| \sum_{k=1}^{\infty} \int_{t-r}^{t} \int_{v,y} |v|^{-\nu} \mathbb{1}_{[0, \tilde{u}(s, y)]}(v) \tilde{\Phi}(a(v)(t - s), x - y) \frac{a'(v)}{a(v)} |v|^{\nu} \times \tilde{g}_{k}(s, y, \tilde{u}(s, y)) dy \ dv \ d\beta_{k}(s) \right|^{2} dx \\
= \int_{x} \left| \sum_{k=1}^{\infty} \int_{t-r}^{t} \left( \int_{v} |v|^{-\nu} \psi_{1} \left( \frac{|v|}{\delta} \right) \int_{y} \mathbb{1}_{[0, \tilde{u}(s, y)]}(v) \tilde{\Phi}(a(v)(t - s), x - y) \frac{a'(v)}{a(v)} |v|^{\nu} \times \tilde{g}_{k}(s, y, \tilde{u}(s, y)) dy \ dv \right)^{2} dx \\
\lesssim \delta^{1-2\nu} \sum_{k=1}^{\infty} \int_{t-r}^{t} \int_{v} |v|^{2\nu-2} \left| \int_{y} \mathbb{1}_{[0, \tilde{u}(s, y)]}(v) \tilde{\Phi}(a(v)(t - s), x - y) \right|^{2} ds \ dx
\]
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\[
\times \hat{g}_k(s, y, \bar{u}(s, y)) \, dy \bigg| \int_{t-r}^{t} \left( \int_{v}^{2v-2} \int_{x}^{1} 1_{[0, \bar{u}(s, x)]}(v) |\hat{g}_k(s, x, \bar{u}(s, x))|^2 \, dv \, dx \right) \, ds
\]
\[
\leq \delta^{1-2\nu} \sum_{k=1}^{\infty} \mathbb{E} \int_{t-r}^{t} \left( \int_{\mathbb{R}} |\hat{u}(s, x)|^{2\nu-1} |\hat{g}_k(s, x, \bar{u}(s, x))|^2 \frac{1}{\nu} \, ds \right)^{\frac{1}{\nu}} \, ds
\]
\[
\leq \delta^{1-2\nu} \sum_{k=1}^{\infty} \mathbb{E} \left( \int_{\mathbb{R}} |\hat{u}(s, x)|^{\nu(2\nu-1)} |\hat{g}_k(s, x, \bar{u}(s, x))|^2 \, ds \right)^{\frac{1}{\nu}} \, ds
\]
\[
\leq \delta^{1-2\nu} \sum_{k=1}^{\infty} \mathbb{E} \left( \int_{\mathbb{R}} |\hat{u}(s, x)|^{\nu(2\nu-1)} |\hat{g}_k(s, x, \bar{u}(s, x))|^2 \, ds \right)^{\frac{1}{\nu}} \, ds
\]
\[
\leq \delta^{1-2\nu} \sum_{k=1}^{\infty} \mathbb{E} \left( \int_{\mathbb{R}} |\hat{u}(s, x)|^{\nu(2\nu-1)} |\hat{g}_k(s, x, \bar{u}(s, x))|^2 \, ds \right)^{\frac{1}{\nu}} \, ds
\]
\[
\leq \delta^{1-2\nu} \sum_{k=1}^{\infty} \mathbb{E} \left( \int_{\mathbb{R}} |\hat{u}(s, x)|^{\nu(2\nu-1)} |\hat{g}_k(s, x, \bar{u}(s, x))|^2 \, ds \right)^{\frac{1}{\nu}} \, ds
\]

The term IV in (80) is estimated similarly since $|v| \sim \delta$ on the support of $\psi_1' \left( \frac{|v|}{\delta} \right)$.
Thus,
\[
\mathbb{E} \|IV\|^2_{L^2} \leq \delta^{1-2\nu} \frac{1}{\varpi} \sum_{k=1}^{\infty} \mathbb{E} \left( \int_{\mathbb{R}} |\hat{u}(s, x)|^{\nu(2\nu-1)} |\hat{g}_k(s, x, \bar{u}(s, x))|^2 \, ds \right)^{\frac{1}{\nu}} \, ds
\]
\[
\leq \delta^{1-2\nu} \sum_{k=1}^{\infty} \mathbb{E} \left( \int_{\mathbb{R}} |\hat{u}(s, x)|^{\nu(2\nu-1)} |\hat{g}_k(s, x, \bar{u}(s, x))|^2 \, ds \right)^{\frac{1}{\nu}} \, ds
\]

Recall that $\varpi^{-1} > 2\zeta$. The estimate for the second term on the right-hand side of (75) follows using Minkowski’s integral inequality and combining (80) with bounds (85), (86), (87), (88)

\[
\| \int v \eta(r)(\mathbb{1}^{1,1}(\cdot - r, \cdot, v) - \mathbb{1}^{1,1}(\cdot, \cdot, v)) \, dr \|_{L^2(\Omega; L^2([[-1,T+1]]; L^2(\mathbb{R}^d)))} \leq \left\{ \int_{-1}^{T+1} \left[ \int_{r}^{T+1} \left( \mathbb{E} \left[ \int_{v}^{2v} \left( \mathbb{1}^{1,1}(t-r, \cdot, v) - \mathbb{1}^{1,1}(t, \cdot, v) \right) \, dv \right] \right)^{\frac{1}{2}} \right]^{2} \right\}^{\frac{1}{2}}
\]
\[
\leq \left\{ \int_{-1}^{T+1} \left[ \int_{r}^{T+1} \left( \mathbb{E} \left[ \int_{v}^{2v} \left( \mathbb{1}^{1,1}(t-r, \cdot, v) - \mathbb{1}^{1,1}(t, \cdot, v) \right) \, dv \right] \right)^{2} \right]^{\frac{1}{2}} \right\}^{\frac{1}{2}}
\]
\[
\leq \left\{ \int_{-1}^{T+1} \left[ \int_{r}^{T+1} \left( \mathbb{E} \left[ I \right]^{2} + \mathbb{E} \left[ II \right]^{2} + \mathbb{E} \left[ III \right]^{2} + \mathbb{E} \left[ IV \right]^{2} \right) \right]^{\frac{1}{2}} \right\}^{\frac{1}{2}}
\]
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\begin{align*}
\zeta \lesssim \delta^{-\nu} \left\{ \int_{T}^{T+1} \left[ \int_{r} \left| \eta(t) \right| r^\zeta \right] \right\} \\
\times \left( \mathbb{E} \sum_{k=1}^{\infty} \int_{x} \int_{0}^{T-r} (t-r-s)^{-2\xi} \left| \tilde{u}(s,x) \right|^{2\nu-1} \left| \tilde{g}(s,x,\tilde{u}(s,x)) \right|^{2} ds \, dx \right) \left. \frac{1}{d} \right|^{2} \left. \frac{1}{d} \right|^{2} \\
+ \delta^{\frac{1}{2}} \left\{ \int_{-1}^{T+1} \left[ \int_{t} \left| \eta(t) \right| r^{\frac{1}{2\omega}} \sum_{k=1}^{\infty} \text{ess sup}_{s \in [0,T]} \left| \tilde{g}(s,\tilde{u}) \right|^{\frac{1}{2}} \left. L^{2}_{1,\omega,x} \right| \tilde{u}^{2(\nu-1)} \left. \tilde{g}^{2} \right| \left. L^{2}_{1,\omega,x} \right) \right] \right\} \\
\zeta \lesssim \delta^{-\nu} \left\{ \int_{-1}^{T+1} \left[ \int_{t} \left| \eta(t) \right| (t-t)^{\zeta} \right] \right\} \\
\times \left( \mathbb{E} \sum_{k=1}^{\infty} \int_{x} \int_{0}^{T} \left| \tilde{u}(s,x) \right|^{2\nu-1} \left| \tilde{g}(s,x,\tilde{u}(s,x)) \right|^{2} ds \, dx \right) \left. \frac{1}{d} \right|^{2} \left. \frac{1}{d} \right|^{2} \\
+ \delta^{\frac{1}{2}} \left\{ \int_{-1}^{T+1} \left[ \int_{t} \left| \eta(t) \right| r^{\frac{1}{2\omega}} \sum_{k=1}^{\infty} \text{ess sup}_{s \in [0,T]} \left| \tilde{g}(s,\tilde{u}) \right|^{\frac{1}{2}} \left. L^{2}_{1,\omega,x} \right| \tilde{u}^{2(\nu-1)} \left. \tilde{g}^{2} \right| \left. L^{2}_{1,\omega,x} \right) \right] \right\} \\
\zeta \lesssim \delta^{-\nu} \left\{ \int_{-1}^{T+1} \left[ \int_{t} \left| \eta(t) \right| (t-t)^{\zeta} \right] \right\} \\
\times \mathbb{E} \sum_{k=1}^{\infty} \int_{x} \int_{0}^{T} \left| \tilde{u}(s,x) \right|^{2\nu-1} \left| \tilde{g}(s,x,\tilde{u}(s,x)) \right|^{2} ds \, dx \\
+ \delta^{\frac{1}{2}} \left\{ \int_{-1}^{T+1} \left[ \int_{t} \left| \eta(t) \right| r^{\frac{1}{2\omega}} \sum_{k=1}^{\infty} \text{ess sup}_{s \in [0,T]} \left| \tilde{g}(s,\tilde{u}) \right|^{\frac{1}{2}} \left. L^{2}_{1,\omega,x} \right| \tilde{u}^{2(\nu-1)} \left. \tilde{g}^{2} \right| \left. L^{2}_{1,\omega,x} \right) \right] \right\} \\
\lesssim \delta^{-\nu} \left\{ \int_{-1}^{T+1} \left[ \int_{t} \left| \eta(t) \right| \frac{1}{2} \tilde{g}^{2} \right| \left. L^{2}_{1,\omega,t,x} \right] \left. \frac{1}{2} \right|^{2} \left. \frac{1}{2} \right|^{2} \right. \\
+ \sum_{k=1}^{\infty} \left( \sum_{k=1}^{\infty} \left| \tilde{u}^{2(\nu-1)} \left. \tilde{g}^{2} \right| \left. L^{2}_{1,\omega,t,x} \right) \right] \right\} \\
\right. \\
+ \delta^{\frac{1}{2}} \left\{ \int_{-1}^{T+1} \left[ \int_{t} \left| \eta(t) \right| \frac{1}{2} \tilde{g}^{2} \right| \left. L^{2}_{1,\omega,t,x} \right] \left. \frac{1}{2} \right|^{2} \left. \frac{1}{2} \right|^{2} \right. \\
+ \sum_{k=1}^{\infty} \left( \sum_{k=1}^{\infty} \left| \tilde{u}^{2(\nu-1)} \left. \tilde{g}^{2} \right| \left. L^{2}_{1,\omega,t,x} \right) \right] \right\} \\
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\right.

\textbf{Step 3(i)} \quad \text{Let } l > 0 \text{ be arbitrary and fixed. Following the same arguments of Lemma 4.4 Step 2, we obtain using Bernstein’s lemma}

\begin{align*}
&\left\| \int_{v} \chi_{v}^{1.2} \, dv \right\|_{L^{1}(\Omega ; L^{2}(\mathbb{R} ; L^{1}(\mathbb{T}^{d})))} \\
\lesssim &\ 2^{\frac{1}{2}} \left\| \int_{v} \chi_{v}^{1.2} \, dv \right\|_{L^{1}(\Omega \times \mathbb{R} \times \mathbb{T}^{d})} \\
= &\ 2^{\frac{1}{2}} \left\| \int_{v} \mathcal{F}_{v}^{-1} \hat{\eta} \psi_{1} \left( \frac{|v|}{\delta} \right) \mathcal{F} (i\tau, \xi, v) |v|^{1-\gamma} h \, dv \right\|_{L^{1}(\Omega \times \mathbb{R} \times \mathbb{T}^{d})}
\end{align*}
\[
\lesssim \delta^{-1} 2^{-\frac{p}{2}} \|v\|^{1-\gamma} h_{L^p_{\omega, t, x}}.
\]  

(90)

**Step 4(i)** Let \( l > 0 \) be arbitrary and fixed. We have

\[
\int_v \chi_l^{1,3} dv = - \int_v \mathcal{F}_{t, x}^{-1} \hat{q} \psi_1 \left( \frac{|v|}{\delta} \right) \frac{|v| \text{sgn}(v)|v|^{-1}}{\mathcal{L}(i\tau, \xi, v)} \mathcal{F}_{t, x}|v|^{-\gamma} h dv \\
+ m(m-1) \int_v \mathcal{F}_{t, x}^{-1} \hat{q} \psi_1 \left( \frac{|v|}{\delta} \right) \frac{4\pi^2 |v|^{m-2+\gamma} \text{sgn}(v)|\xi|^2}{\mathcal{L}(i\tau, \xi, v)^2} \mathcal{F}_{t, x}|v|^{-\gamma} h dv.
\]

(91)

Using Bernstein’s lemma, (91) and the same arguments of [18] Proof of Lemma 4.4 Step 3, we obtain

\[
\left\| \int_v \chi_l^{1,3} dv \right\|_{L^1(\Omega; L^2(\mathbb{R}; L^1(T^d)))} \lesssim 2^\frac{l}{2} \left\| \int_v \chi_l^{1,3} dv \right\|_{L^1(\Omega; L^2(\mathbb{R}; L^1(T^d)))}^2 \\
\lesssim \delta^{-1} 2^{-\frac{p}{2}} \|v\|^{1-\gamma} h_{L^p_{\omega, t, x}}.
\]

(92)

**Step 5(i)** We combine the estimates obtained in the previous steps by real interpolation. This argument relies on embeddings of \( L^p \) spaces in bounded domains; for this reason, we restrict the norms to the time interval \([-1, T + 1]\). The norms in the time interval \( \mathbb{R} \setminus [-1, T + 1] \) are bounded after the interpolation argument.

For \( z > 0 \), let

\[
K(z, \chi_l) := \inf \left\{ \left\| \int_v \chi_l^1 dv \right\|_{L^1(\Omega; L^2([-1, T+1]; L^1(T^d)))} + z \left\| \int_v \chi_l^0 dv \right\|_{L^3(\Omega; [-1, T+1] \times T^d)} \right\}.
\]

By the estimates (76), (89), (90) and (92), we have

\[
K(z, \chi_l) \lesssim \delta^2 z^{-2-\kappa} \left( \sum_{k=1}^{\infty} \left\| \tilde{u}^{\frac{1}{2}} \tilde{g}_k \right\|_{L^2_{\omega, t, x}} \right)^{\frac{1}{2}} \\
+ \left( \sum_{k=1}^{\infty} \text{ess sup}_{t \in [0, T]} \left\| \tilde{g}_k^2(t, \cdot, \tilde{u}) \right\|_{L^1_{\omega, t, x}}^2 \left\| \tilde{u}^{2(2\nu-1)} \tilde{g}_k \right\|_{L^1_{\omega, t, x}} \right)^{\frac{1}{2}} \\
+ \delta^{-1} 2^{-\frac{p}{2}} (\|v\|^{1-\gamma} h_{L^p_{\omega, t, x}} + \|v\|^{-\gamma} h_{L^p_{\omega, t, x}}) + z \delta^2 \|\chi\|_{L^0_{\omega, t, x, v}}.
\]

We choose \( \nu = \frac{3}{2} - \gamma \) so that the above estimate becomes

\[
K(z, \chi_l) \lesssim \delta^{-1} 2^{-\frac{p}{2}} \mathcal{H}(i) + z \delta^2 \|\chi\|_{L^0_{\omega, t, x, v}},
\]

(93)

where

\[
\mathcal{H}(i) = \left( \sum_{k=1}^{\infty} \left\| \tilde{u}^{1-\gamma} \tilde{g}_k \right\|_{L^2_{\omega, t, x}}^2 \right)^{\frac{1}{2}} \\
+ \left( \sum_{k=1}^{\infty} \text{ess sup}_{t \in [0, T]} \left\| \tilde{g}_k^2(t, \cdot, \tilde{u}) \right\|_{L^1_{\omega, t, x}} \left\| \tilde{u}^{2(1-\gamma)} \tilde{g}_k \right\|_{L^1_{\omega, t, x}} \right)^{\frac{1}{2}} \\
+ \|v\|^{1-\gamma} h_{L^p_{\omega, t, x}} + \|v\|^{-\gamma} h_{L^p_{\omega, t, x}}.
\]
We equilibrate the first and the second term on the right-hand side in (93) as follows
\[ \delta^{\gamma-1} z^{-\xi} = z^{\delta}. \]

This allows us to derive the value of \( \delta \) from the expression above, namely
\[ \delta = z^{-\frac{1}{1-\gamma+p}} 2^{\frac{\xi}{1-\gamma+p}} \]
and plug into the right-hand side of (93) that becomes
\[ z^{-\theta} K(z, \bar{\chi}, \gamma) \lesssim 2^{-l_t \kappa_t} \left( \mathcal{K}(i) + \| \chi \|_{L^\beta_{\omega,t,x,v}} \right), \quad \text{(94)} \]
where \( \theta := \frac{1-\gamma}{1-\gamma+p} \) and \( \kappa_t := \frac{\zeta p}{1-\gamma+p} \). We take the supremum over \( z > 0 \) on both sides in (94) to have
\[ \| \bar{\chi} \|_{L^1(\Omega, L^2([-1, T+1]; L^1(T^d))) \rightarrow L^\beta(\Omega \times [-1, T+1] \times T^d)} \lesssim 2^{-l_t \kappa_t} \left( \mathcal{K}(i) + \| \chi \|_{L^\beta_{\omega,t,x,v}} \right), \quad \text{(95)} \]
Let
\[ \bar{p} = \frac{1}{1 - \theta \rho} = \frac{1 - \gamma + \rho}{\rho + (1 - \rho)(1 - \gamma)}, \]
\[ q = \frac{2}{1 + (\theta - \epsilon)(1 - 2\rho)} = \frac{2(1 - \gamma + \rho)}{1 - \gamma + \rho + (1 - \gamma - \epsilon(1 - \gamma + \rho))(1 - 2\rho)}, \]
\[ p = \frac{1}{1 - (\theta - 2\epsilon) \rho} = \frac{1}{1 - \gamma + \rho - (1 - \gamma - 2\epsilon(1 - \gamma + \rho)) \rho}. \]
Recall that \( p < \bar{p} < q \). We apply a series of real interpolation arguments below. We use [7] Corollary 3.8.2 in the first and last embedding. [29] Theorem 1.18.4 in all the three equalities. [7] Theorem 3.4.1 (b)] in the second embedding to obtain
\[ (L^1(\Omega; L^2([-1, T+1]; L^1(T^d))), L^\beta(\Omega; L^\beta([-1, T+1]; L^\beta(T^d))))_{\theta, \infty} \]
\[ \hookrightarrow (L^1(\Omega; L^2([-1, T+1]; L^1(T^d))), L^\beta(\Omega; L^\beta([-1, T+1]; L^\beta(T^d))))_{\theta - \epsilon, \beta} \]
\[ = L^\bar{p} (\Omega; L^q([-1, T+1]; L^1(T^d)), L^\beta([-1, T+1]; L^\beta(T^d)))_{\theta - \epsilon, p} \]
\[ \hookrightarrow L^\bar{p} (\Omega; L^q([-1, T+1]; L^1(T^d), L^\beta([-1, T+1]; L^\beta(T^d))))_{\theta - \epsilon, q} \]
\[ = L^\bar{p} (\Omega; L^q([-1, T+1]; L^1(T^d), L^\beta([-1, T+1]; L^\beta(T^d))))_{\theta - \epsilon, p} \]
\[ \hookrightarrow L^\bar{p} (\Omega; L^q([-1, T+1]; L^1(T^d), L^\beta([-1, T+1]; L^\beta(T^d))))_{\theta - \epsilon, q} \]
\[ = L^\bar{p} (\Omega; L^q([-1, T+1]; L^1(T^d), L^\beta([-1, T+1]; L^\beta(T^d))))_{\theta - \epsilon, p} \]
\[ = L^\bar{p} (\Omega; L^q([-1, T+1]; L^\beta(T^d))))_{\theta - \epsilon, p}. \quad \text{(96)} \]

Using the embeddings (96) in (95), we have
\[ \| \bar{\chi} \|_{L^\bar{p}(\Omega; L^q([-1, T+1]; L^p(T^d)))} \lesssim 2^{-l_t \kappa_t} \left( \mathcal{K}(i) + \| \chi \|_{L^\beta_{\omega,t,x,v}} \right). \quad \text{(97)} \]

Using the fact that \( \bar{\chi} \) is compactly supported in \((0, T)\), Young’s convolution inequality and the fact that \( \eta \) is a Schwartz function, we have
Using (97) and (98), we have for \( l > 0 \)
\[
\| \tilde{x}_t \|_{L^p(\Omega; L^q(\mathbb{R}^3; L^p(T^d)))} \leq \| \tilde{x}_t \|_{L^p(\Omega; L^q(\mathbb{R}^3; L^p(T^d)))} + \| \tilde{x}_t \|_{L^p(\Omega; L^q(\mathbb{R}^3; L^p(T^d)))} \\
\leq 2^{-l \kappa_t} \left( |\mathcal{X}(i)| + \| x \|_{L^p_{\omega,t,x,v}} \right) + 2^{-l} \| \tilde{x} \|_{L^p_T \dot{L}^q_x L^p_x} \\
\leq 2^{-l \kappa_t} \left( |\mathcal{X}(i)| + \| x \|_{L^p_{\omega,t,x,v}} + \| \tilde{x} \|_{L^p_T \dot{L}^q_x L^p_x} \right).
\] (99)

We then continue along the same lines as in the proof of Lemma 3.3. Namely, we multiply the left-hand and right-hand side of (99) by \( 2^{l \kappa_t} \), take the supremum over \( l > 0 \) to arrive at
\[
\sup_{l>0} 2^{l \kappa_t} \| \tilde{x}_t \|_{L^p(\Omega; L^q(\mathbb{R}; L^p(T^d)))} \lesssim |\mathcal{X}(i)| + \| x \|_{L^p_{\omega,t,x,v}} + \| \tilde{x} \|_{L^p_T \dot{L}^q_x L^p_x}. \]

Let \( \kappa_t := \kappa_t - \epsilon \). Similarly as done in (62), we have
\[
\left\| \sup_{l>0} 2^{l \kappa_t} \| \tilde{x}_t \|_{L^q(\mathbb{R}; L^p(T^d))} \right\|_{L^p(\Omega)} \lesssim \left\| \sup_{l>0} 2^{l \kappa_t} \| \tilde{x}_t \|_{L^p(\Omega; L^q(\mathbb{R}; L^p(T^d)))} \right\|_{L^p(\Omega)} \\
\lesssim \| x \|_{L^p_{\omega,t,x,v}} + \| \tilde{x} \|_{L^p_T \dot{L}^q_x L^p_x}. \] (100)

For \( l = 0 \), we use
\[
\| \tilde{x}_t \|_{L^p(\Omega; L^q(\mathbb{R}; L^p(T^d)))} \lesssim \| \tilde{x} \|_{L^p(\Omega; L^q(\mathbb{R}; L^p(T^d)))}. \] (101)

Using (100) and (101), we have
\[
\| \tilde{x} \|_{L^p(\Omega; B^\alpha_{\omega,t,x,v}(\mathbb{R}; L^p(T^d)))} = \left\| \sup_{l \geq 0} 2^{l \kappa_t} \| \tilde{x}_t \|_{L^q(\mathbb{R}; L^p(T^d))} \right\|_{L^p(\Omega)} \\
\lesssim |\mathcal{X}(i)| + \| x \|_{L^p_{\omega,t,x,v}} + \| \tilde{x} \|_{L^p_T \dot{L}^q_x L^p_x}. \] (102)
We remove the assumption that \( \chi \) is localized in \( v \) similarly as done in [18, Proof of Lemma 4.2]. Let \( \Upsilon, \chi, \bar{g}_k^\Upsilon, h^\Upsilon, \tilde{h}^\Upsilon \) and \( \bar{h}^\Upsilon \) be as in the proof of Lemma 3.3. Then \( \chi^\Upsilon \) is a solution to (65) and the estimate (102) reads as follows:

\[
\| \bar{\chi}^\Upsilon \|_{L^\bar{p}(\Omega; \mathcal{B}_{q'(\infty)}(\mathbb{R}; L^p(T^d))))} \lesssim \left( \sum_{k=1}^{\infty} \| \bar{u}^{1-\gamma} \bar{g}_k^\Upsilon \|_{L^{2}_{\omega, t, x}}^2 \right)^{1/2} + \left( \sum_{k=1}^{\infty} \text{ess sup}_{t \in [0,T]} \| (\bar{g}_k^\Upsilon)^2(t, \cdot, \bar{u}) \|_{L^{1/2}_{\omega, x}} \| \bar{u}^{2(1-\gamma)} (\bar{g}_k^\Upsilon)^2 \|_{L^{1/2}_{\omega, t, x}} \right)^{1/2} + \| v \|_{L^{p}(\mathbb{R}; L^{q}(\mathbb{T}^d))}^{\infty} \sum_{k=1}^{\infty} \| \tilde{u}'_k \|_{L^{2}_{\omega, t, x}} + \| \chi^\Upsilon \|_{L^{1/2}_{\omega, t, x, v}} + \| \bar{\chi}^\Upsilon \|_{L^{1/2}_{\omega, t, x}}.
\]

(103)

Let \( \Upsilon_n \) and \( \Upsilon'_n \) be as in the proof of Lemma 3.3. For the first term in the right-hand side of (103), we have

\[
\left( \sum_{k=1}^{\infty} \mathbb{E} \int_{t,x} |\tilde{u}(t, x)|^{2(1-\gamma)} |\bar{g}_k^{\Upsilon_n}(t, x, \tilde{u}(t, x))|^2 \, dx \, dt \right)^{1/2} \lesssim \left( \sum_{k=1}^{\infty} \mathbb{E} \int_{t,x} \text{1}_{|\tilde{u}| \leq |\tilde{u}|} |\tilde{u}(t, x)|^{2(1-\gamma)} |\bar{g}_k(t, x, \tilde{u}(t, x))|^2 \, dx \, dt \right)^{1/2}.
\]

The remaining terms can be treated as in the proof of Lemma 3.3. We may then take the limit \( n \to \infty \) in (103) and use Fatou’s lemma to obtain (102) also for general \( \chi \).

**Part (ii)** The proof is similar to the one of Part (i). The main difference is that here we do not introduce a \( \delta \)-dependent cut-off in \( v \) since \( \chi \) is supported in \( |v| \geq 1 \).

As in the proof of Part (i), we first assume that \( \chi \) is compactly supported in \( v \) and then remove this qualitative assumption at the end of the proof.

Then \( \chi \) solves, in the sense of (14),

\[
\mathcal{L}(\partial_t, \nabla_x, v) \chi = \sum_{k=1}^{\infty} \delta_{\tilde{u}=v} \hat{g}_k \hat{\beta}_k + h + \partial_v \tilde{h}.
\]

Thus,

\[
\chi(t, x, v) = \mathcal{F}_{t, x}^{-1} \frac{1}{\mathcal{L}(i\tau, \xi, v)} \mathcal{F}_{t, x} \left( \sum_{k=1}^{\infty} \delta_{\tilde{u}=v} \hat{g}_k \hat{\beta}_k \right) + \mathcal{F}_{t, x}^{-1} \frac{1}{\mathcal{L}(i\tau, \xi, v)} \mathcal{F}_{t, x} h(t, x, v) + \mathcal{F}_{t, x}^{-1} \frac{1}{\mathcal{L}(i\tau, \xi, v)} \mathcal{F}_{t, x} \partial_v \tilde{h}(t, x, v)
\]

\[
=: \chi^1(t, x, v) + \chi^2(t, x, v) + \chi^3(t, x, v).
\]

(104)
Let η be as in Part (i). The Littlewood–Paley block for χ is defined as follows

\[ \chi_l(t, x, v) = \int_r \eta(r) \chi(t - r, x, v) \, dr. \]  \hspace{1cm} (105)

The blocks for χ₁, χ₂ and χ₃ are defined as follows

\begin{align*}
\chi^1_l(t, x, v) &= \int_r \eta(r) \chi^1(t - r, x, v) \, dr, \\
\chi^2_l(t, x, v) &= \mathcal{F}\mathcal{F}_t^- \hat{\eta} \frac{1}{\mathcal{L}(i\tau, \xi, v)} \mathcal{F}_t \hat{h}(t, x, v), \\
\chi^3_l(t, x, v) &= \mathcal{F}\mathcal{F}_t^- \hat{\eta} \frac{1}{\mathcal{L}(i\tau, \xi, v)} \mathcal{F}_t \partial_v \tilde{h}(t, x, v),
\end{align*}

respectively.

We can decompose (105) as follows

\[ \chi_l(t, x, v) = \int_r \eta(r) (\chi^1(t - r, x, v) - \chi^1(t, x, v)) \, dr \\
+ \chi^2_l(t, x, v) + \chi^3_l(t, x, v). \]

We have obtained the following decomposition

\[ \bar{\chi}_l(t, x) = \int_v \chi_l(t, x, v) \, dv \\
= \int_{v,r} \eta(r) (\chi^1(t - r, x, v) - \chi^1(t, x, v)) \, dr \, dv \]  \hspace{1cm} (106)

\[ + \int_v \chi^2_l(t, x, v) \, dv + \int_v \chi^3_l(t, x, v) \, dv. \]

We proceed in dividing this part of the proof into four steps. In the first three we estimate the velocity averages (106) and in the final step we combine all the estimates. We introduce two different arguments from Part (i). In Step 3(ii) below, we derive an estimate for the term containing \( \tilde{h} \) suitable for \( \tilde{\gamma} > 1 \). In Step 4(ii) below, we combine the estimates obtained in the previous steps without using the real interpolation method. The estimates in Step 1(ii) and 2(ii) are identical to those in Step 2(i) and 3(i) respectively, with the difference that here the estimates are not \( \delta \)-dependent.

**Step 1(ii)** Let \( l > 0 \) be arbitrary and fixed. Observe that \( \chi^1 \) in (104) is given by

\[ \chi^1(t, x, v) = \sum_{k=1}^{\infty} \int_0^t \int_{\mathbb{T}^d} \Phi(a(v)(t - s), x - y) \delta_{\tilde{u}(s,y)=v} g_k(s, y, v) \, dy \, d\beta_k(s). \]
Using the same arguments as in Step 2(i), we obtain

\[
\left\| \int_{v,r} \eta_r (r) \left( \chi^{1,1}(\cdot - r, \cdot, v) - \chi^{1,1}(\cdot, \cdot, v) \right) \, dr \, dv \right\|_{L^1(\Omega; L^2([0,T]; L^2([0,T])))} \\
\lesssim 2^{-\frac{1}{2}\zeta} \left[ \left( \sum_{k=1}^{\infty} \| \tilde{u}^{\tilde{\gamma} - \frac{1}{2} \frac{1}{2} g_k \|_{L^2_{v,t,x}}^2 \right)^{\frac{1}{2}} + \left( \sum_{k=1}^{\infty} \text{ess sup}_{t \in [0,T]} \| \tilde{g}_k(t, \cdot, \tilde{u}) \|_{L^1_{v,t,x}} \right) \| \tilde{u}^{(2\nu-1)} g_k \|_{L^2_{v,t,x}}^{\frac{1}{2}} \right] .
\]

(107)

**Step 2(ii)** Let \( l > 0 \) be arbitrary and fixed. Using the same arguments as in Step 3(i), we obtain

\[
\left\| \int_{v} \chi_i^{1,2} \, dv \right\|_{L^1(\Omega; L^2(\mathbb{R}; L^1([0,T])))} \lesssim 2^{\frac{1}{2}} \left\| \int_{v} \chi_i^{1} \, dv \right\|_{L^1(\Omega; L^2(\mathbb{R}; L^1([0,T])))} \\
= 2^{\frac{1}{2}} \left\| \int_{v} \mathcal{F}^{-1}_{t,x} \hat{\eta} \frac{1}{\mathcal{L}(i\tau, \xi, v)} \mathcal{F}_{t,x} h \, dv \right\|_{L^1(\Omega; L^2(\mathbb{R}; L^1([0,T])))} \\
\lesssim 2^{-\frac{1}{2}} \| h \|_{L^1_{\tilde{L}, \tilde{\eta}, TV}} .
\]

(108)

**Step 3(ii)** Let \( l > 0 \) be arbitrary and fixed. We assume without loss of generality that \( |\xi| \geq 1 \) (since \( x \in \mathbb{T}^d \)). We have

\[
\int_{v} \chi_i^{3} \, dv = m(m - 1) \int_{v} \mathcal{F}^{-1}_{t,x} \hat{\eta} \frac{4\pi^2 |v|^{m-2+\tilde{\gamma}} \text{sgn}(v) |\xi|^2}{\mathcal{L}(i\tau, \xi, v)^2} \mathcal{F}_{t,x} |v|^{-\tilde{\gamma} - 1} \, dv .
\]

(109)

Note that \( |\tau| \sim 2^l \) on the support of \( \hat{\eta}(\tau) \) and \( |v| \geq 1 \) by assumption. Recall that \( \tilde{\gamma} < 1 + \tilde{\epsilon}(m - 1) \). Then

\[
\frac{4\pi^2 |v|^{m-2+\tilde{\gamma}} |\xi|^2}{|\mathcal{L}(i\tau, \xi, v)|^2} \lesssim \frac{|v|^\tilde{\gamma} - 1}{|\tau|^{1-\tilde{\epsilon}} |v|^{\tilde{\epsilon}(m-1)} |\xi|^{2\tilde{\epsilon}}} \lesssim |v|^{-\tilde{\gamma} - 1 - \tilde{\epsilon}(m-1)} |\tau|^{-(1-\tilde{\epsilon})} \lesssim 2^{-l(1-\tilde{\epsilon})} .
\]

Using Bernstein’s lemma, (109) and the same arguments of \[18\] Proof of Lemma 4.4 Step 3, we obtain

\[
\left\| \int_{v} \chi_i^{3} \, dv \right\|_{L^1(\Omega; L^2(\mathbb{R}; L^1([0,T])))} \lesssim 2^{\frac{1}{2}} \left\| \int_{v} \chi_i^{3} \, dv \right\|_{L^1(\Omega; L^2(\mathbb{R}; L^1([0,T])))} \\
\lesssim 2^{\frac{1}{2}} 2^{-l(1-\tilde{\epsilon})} \| |v|^{-\tilde{\gamma} - 1} h \|_{L^1_{\tilde{L}, \tilde{\eta}, TV}} \\
= 2^{-l(\frac{1}{2} - \tilde{\epsilon})} \| |v|^{-\tilde{\gamma} - 1} h \|_{L^1_{\tilde{L}, \tilde{\eta}, TV}} .
\]

(110)
Step 4(ii) We combine the estimates derived in the previous steps. We denote

\[ \mathcal{X}^{(ii)} = \left( \sum_{k=1}^{\infty} \| \tilde{u}^{\nu} \tilde{g}_k \|_{L^2_{\omega,t,x}}^2 \right)^{1/2} + \left( \sum_{k=1}^{\infty} \text{ess sup}_{t \in [0,T]} \| \tilde{g}^2_k(t, \cdot, \tilde{u}) \|_{L_{\omega}^1, x} \| \tilde{u}^{\nu(2\nu-1)} \tilde{g}_k^2 \|_{L^2_{\omega,t,x}} \right)^{1/2} + \| h \|_{L^1_{\omega, \mathcal{M}} (\Omega)} + \| u \|^{-\frac{7}{2}} h \|_{L^1_{\omega, \mathcal{M}} (\Omega)}. \]

By the estimates (107), (108) and (110), we have

\[ \| \tilde{x} \|_{L^1(\Omega; L^2([1,T+1]; L^1(\mathbb{T}^d)))} \lesssim 2^{-l} \mathcal{X}^{(ii)}. \]  

(111)

Using the fact that \( \tilde{x} \) is compactly supported in \((0, T)\), Young’s convolution inequality and the fact that \( \eta \) is a Schwartz function, we have

\[ \| \tilde{x} \|_{L^1(\Omega; L^2([1,T+1]; L^1(\mathbb{T}^d)))} = \left\| \int_{\mathbb{R}} \eta(r) \tilde{x}(\cdot - r, \cdot) \, dr \right\|_{L^1(\Omega; L^2([1,T+1]; L^1(\mathbb{T}^d)))} \]
\[ = \left\| \int_{\mathbb{R}} \eta(r) \mathbb{1}_{(B_1(0))}(r) \tilde{x}(\cdot - r, \cdot) \, dr \right\|_{L^1(\Omega; L^2([1,T+1]; L^1(\mathbb{T}^d)))} \]
\[ \leq \left\| \eta \mathbb{1}_{(B_1(0))} \right\|_{L^1(\mathbb{R})} \| \tilde{x} \|_{L^1(\Omega; L^2([1,T+1]; L^1(\mathbb{T}^d)))} \]
\[ = \int_{\mathbb{R}} |\eta(t)| \mathbb{1}_{|t| \geq 2^l} \, dt \| \tilde{x} \|_{L^1(\Omega; L^1(\mathbb{T}^d)))} \]
\[ \lesssim 2^{-l} \| \tilde{x} \|_{L^1(\Omega; L^2([1,T+1]; L^1(\mathbb{T}^d)))}. \]  

(112)

Using (111) and (112), we have for \( l > 0 \)

\[ \| \tilde{x} \|_{L^1(\Omega; L^2([1,T+1]; L^1(\mathbb{T}^d)))} \lesssim \| \tilde{x} \|_{L^1(\Omega; L^2([1,T+1]; L^1(\mathbb{T}^d)))} + \| \tilde{x} \|_{L^1(\Omega; L^2([1,T+1]; L^1(\mathbb{T}^d)))}. \]
\[ \lesssim 2^{-l} \mathcal{X}^{(ii)} + 2^{-l} \| \tilde{x} \|_{L^1_{\omega,t,x}} L_{\omega} L_{\mathcal{M}} L_{\mathcal{M}} \]
\[ \lesssim 2^{-l} \left( \mathcal{X}^{(ii)} + \| \tilde{x} \|_{L^1_{\omega,t,x}} L_{\omega} L_{\mathcal{M}} L_{\mathcal{M}} \right). \]  

(113)

We then proceed as in Part (i). Namely, we multiply the left-and right-hand side of (113) by \( 2^{l} \mathcal{K} \) and take the supremum over \( l > 0 \)

\[ \left\| \sup_{\mathcal{K} \in (0, l)} \| \tilde{x} \|_{L^2(\mathbb{R}; L^1(\mathbb{T}^d))} \right\|_{L^1(\Omega)} \lesssim \sup_{l > 0} 2^{l} \| \tilde{x} \|_{L^1(\Omega; L^2([1,T+1]; L^1(\mathbb{T}^d)))} \lesssim \mathcal{X}^{(ii)} + \| \tilde{x} \|_{L^1_{\omega,t,x}} L_{\omega} L_{\mathcal{M}} L_{\mathcal{M}}. \]

For \( l = 0 \), we use

\[ \| \tilde{x} \|_{L^1(\Omega; L^2([1,T+1]; L^1(\mathbb{T}^d)))} \lesssim \| \tilde{x} \|_{L^1(\Omega; L^2([1,T+1]; L^1(\mathbb{T}^d)))}. \]
The two estimates above lead to
\[
\|\bar{\chi}\|_{L^1(\Omega, B^{2,-\epsilon}_2(\mathbb{R}; L^1(\mathbb{T}^d)))} = \left\| \sup_{t \geq 0} 2^{k(\zeta - \epsilon)} \| \bar{\chi}_t \|_{L^2(\mathbb{R}; L^1(\mathbb{T}^d))} \right\|_{L^1(\Omega)} \lesssim \mathcal{H}(ii) + \| \bar{\chi} \|_{L^2_\epsilon L^2_\lambda}.
\] (114)

The removal of the assumption that \( \chi \) has compact support in \( v \) follows along the same lines of Part (i).

\[ \Box \]

4 Application to Stochastic Porous Medium Equations

In this section, we provide the proofs of our main results (Theorem 1.2 and Theorem 1.3) by applying the averaging lemmata obtained in the previous section to kinetic solutions of (1). Before that, we establish an \textit{a priori} bound on \( u \), an \textit{a priori} bound on the singular moments of the kinetic measure and a version of the Poincaré inequality.

**Lemma 4.1.** Let \( p \in [1, \infty) \), \( \alpha \in [\frac{1}{2}, 1] \) and \( u \) be a solution to (1) in the sense of Definition 2.5 with \( u_0 \in L^{2\alpha}(\mathbb{T}^d) \). Then, there is a constant \( C = C(T, \alpha, D, p) > 0 \) such that
\[
\mathbb{E} \, \text{ess sup}_{t \in [0,T]} \| u(t) \|^{2\alpha p}_{L^{2\alpha}} \leq C(\| u_0 \|^{2\alpha p}_{L^{2\alpha}} + 1). \tag{115}
\]

**Proof.** For fixed \( \epsilon \in (0, 1] \), let
\[
\Theta'_\epsilon(u) = \epsilon^{-1} \mathbb{1}_{|u| \leq \epsilon} - \epsilon \mathbb{1}_{\frac{\epsilon}{2} \leq |u| \leq \frac{2\epsilon}{3}}, \quad \Theta_\epsilon(u) = \int_0^u \int_0^r \Theta''_\epsilon(s) \, ds \, dr.
\]

Let
\[
\psi_\epsilon(v) = \Theta'_\epsilon(v) |v|^{2\alpha - 1}, \quad \Psi_\epsilon(v) = \int_0^v \psi_\epsilon(\tilde{v}) \, d\tilde{v}.
\]

Fix \( \bar{\epsilon} < T \) and let \( \zeta_t \in C^\infty([0,T)) \) with compact support in \( [0, \bar{\epsilon}] \) such that \( \zeta_t = 1 \) in \( [0, \bar{\epsilon} - \frac{1}{4}] \). An approximation argument shows that \( \varphi(t, x, v) = \zeta_t(v) \psi_\epsilon(v) \) is an appropriate test function for the Definition 2.5, since it has compact support and bounded derivatives. With this choice of \( \varphi \) in (13), we have
\[
\begin{align*}
\int_0^T \int_{\mathbb{T}^d} \Psi_\epsilon(u(t, x)) \zeta_t(t) \, dx \, dt + \int_{\mathbb{T}^d} \Psi_\epsilon(u_0(x)) \, dx &= - \sum_{k=1}^{\infty} \int_0^T \int_{\mathbb{T}^d} g_k(x, u(t, x)) \zeta_t(t) \Theta'_\epsilon(u(t, x)) |u(t, x)|^{2\alpha - 1} \, dx \, d\beta_k(t) \\
&\quad + \int_0^T \int_{\mathbb{T}^d} \int_{\mathbb{R}} \zeta_t(t) (\epsilon^{-1} \mathbb{1}_{|v| \leq \epsilon} - \epsilon \mathbb{1}_{\frac{\epsilon}{2} \leq |v| \leq \frac{2\epsilon}{3}}) |v|^{2\alpha - 1} \, dn(t, x, v) \\
&\quad + (2\alpha - 1) \int_0^T \int_{\mathbb{T}^d} \int_{\mathbb{R}} \zeta_t(t) \Theta'_\epsilon(v) |v|^{2\alpha - 2} \text{sgn}(v) \, dn(t, x, v)
\end{align*}
\]
We may take \( \epsilon \to 0 \) in (116). We use the Lebesgue differentiation theorem for the first term on the left-hand side of (116). \( \epsilon \)-iseometry and boundedness of \( \Theta_{\epsilon}' \) for the first term on the right-hand side of (116) and dominated convergence theorem for the remaining terms. For almost every \( \omega \in \Omega \), there exists a set of full Lebesgue measure so that for all \( \tilde{t} \), the following is satisfied

\[
\int_{\mathbb{T}^d} \Psi_{\epsilon}(u(\tilde{t}, x)) \, dx + \int_{\mathbb{T}^d} \Psi_{\epsilon}(u_0(x)) \, dx \\
= -\sum_{k=1}^{\infty} \int_{0}^{\tilde{t}} \int_{\mathbb{T}^d} g_k(x, u(t, x)) \Theta_{\epsilon}'(u(t, x)) |u(t, x)|^{2\alpha - 1} \, dx \, d\beta_k(t) \\
+ \int_{0}^{\tilde{t}} \int_{\mathbb{T}^d} \int_{\mathbb{R}} (e^{-1}1_{|v| \leq \epsilon} - e^{-1}1_{\frac{1}{2} \leq |v| \leq \frac{3}{2}}) |v|^{2\alpha - 1} \, dn(t, x, v) \\
+ (\alpha - 1) \int_{0}^{\tilde{t}} \int_{\mathbb{T}^d} \int_{\mathbb{R}} \Theta_{\epsilon}'(v)|v|^{2\alpha - 2} \, d\gamma(v) \, dn(t, x, v) \\
- \frac{1}{2} \int_{0}^{\tilde{t}} \int_{\mathbb{T}^d} G^2(x, u(t, x))(e^{-1}1_{|u(t, x)| \leq \epsilon} - e^{-1}1_{\frac{1}{2} \leq |u(t, x)| \leq \frac{3}{2}}) |u(t, x)|^{2\alpha - 1} \, dx \, dt \\
- \frac{(\alpha - 1)}{2} \int_{0}^{\tilde{t}} \int_{\mathbb{T}^d} G^2(x, u(t, x)) \Theta_{\epsilon}'(u(t, x)) |u(t, x)|^{2\alpha - 2} \, d\gamma(u(t, x)) \, dx \, dt.
\]

We may take \( p \)-th power, the essential supremum over \( \tilde{t} \in [0, T] \) and the expectation in (117) to obtain, for \( \tilde{C} = \tilde{C}(p) > 0 \),

\[
\mathbb{E} \sup_{\tilde{t} \in [0, T]} \left( \int_{\mathbb{T}^d} \Psi_{\epsilon}(u(\tilde{t}, x)) \, dx \right)^p \\
+ \mathbb{E} \sup_{\tilde{t} \in [0, T]} \left( \int_{0}^{\tilde{t}} \int_{\mathbb{T}^d} \int_{\mathbb{R}} (e^{-1}1_{|v| \leq \epsilon} - e^{-1}1_{\frac{1}{2} \leq |v| \leq \frac{3}{2}}) |v|^{2\alpha - 1} \, dn(t, x, v) \right)^p \\
+ (\alpha - 1)^p \mathbb{E} \sup_{\tilde{t} \in [0, T]} \left( \int_{0}^{\tilde{t}} \int_{\mathbb{T}^d} \int_{\mathbb{R}} \Theta_{\epsilon}'(v)|v|^{2\alpha - 2} \, d\gamma(v) \, dn(t, x, v) \right)^p \\
\leq \tilde{C} \mathbb{E} \sup_{\tilde{t} \in [0, T]} \left| \sum_{k=1}^{\infty} \int_{0}^{\tilde{t}} \int_{\mathbb{T}^d} g_k(x, u(t, x)) \Theta_{\epsilon}'(u(t, x)) |u(t, x)|^{2\alpha - 1} \, dx \, d\beta_k(t) \right|^p \\
+ \frac{1}{2^p} \mathbb{E} \sup_{\tilde{t} \in [0, T]} \left| \int_{0}^{\tilde{t}} \int_{\mathbb{T}^d} G^2(x, u(t, x))(e^{-1}1_{|u| \leq \epsilon} - e^{-1}1_{\frac{1}{2} \leq |u| \leq \frac{3}{2}}) |u(t, x)|^{2\alpha - 1} \, dx \, dt \right|^p
\]
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\[ + \frac{(2\alpha - 1)^p}{2^p} \mathbb{E} \operatorname{ess sup}_{t \in [0,T]} \left| \int_0^T \int_{\mathbb{T}^d} G^2(x, u(t, x)) |\Theta'_k(u(t, x))| u(t, x)^{2\alpha - 2} \, dx \, dt \right|^p \]

\[ + \left( \int_{\mathbb{T}^d} \Psi_k(u_0(x)) \, dx \right)^p. \]

Using Assumption 1.1, we have

\[ \frac{1}{2^p} \mathbb{E} \operatorname{ess sup}_{t \in [0,T]} \left| \int_0^T \int_{\mathbb{T}^d} G^2(x, u(t, x)) (\epsilon^{-1} \mathbb{1}_{|u(t, x)| \leq \epsilon} - \epsilon \mathbb{1}_{\frac{1}{2} \leq |u(t, x)| \leq \frac{3}{2}}) u(t, x)^{2\alpha - 1} \, dx \, dt \right|^p \]

\[ \leq \frac{D^p}{2} \left( \mathbb{E} \left| \int_0^T \int_{\mathbb{T}^d} |u(t, x)|^{2\alpha - 1} \, dx \, dt \right|^p \right) \]

\[ + \mathbb{E} \left| \int_0^T \int_{\mathbb{T}^d} |u(t, x)|^{4\alpha - 1} \, dx \, dt \right|^p \]

\[ \leq \frac{D^p}{2} \left( e^{p(2\alpha - 1)} T^p + 2^p \epsilon^{2p(1-\alpha)} \mathbb{E} \left| \int_0^T \int_{\mathbb{T}^d} |u(t, x)|^{2\alpha} \, dx \, dt \right|^p \right) \]

\[ \leq \frac{D^p}{2} T^p \left( e^{p(2\alpha - 1)} + 2^p \epsilon^{2p(1-\alpha)} \mathbb{E} \operatorname{ess sup}_{t \in [0,T]} \|u(t)\|_{L^{2\alpha}}^{2\alpha} \right). \]

Since \( \Theta'_k(u(t, x)) \leq 1 \) and using again Assumption 1.1, we have

\[ \frac{(2\alpha - 1)^p}{2^p} \mathbb{E} \operatorname{ess sup}_{t \in [0,T]} \left| \int_0^T \int_{\mathbb{T}^d} G^2(x, u(t, x)) |\Theta'_k(u(t, x))| u(t, x)^{2\alpha - 2} \, dx \, dt \right|^p \]

\[ \leq \frac{D^p}{2} \left( \mathbb{E} \left| \int_0^T \int_{\mathbb{T}^d} |u(t, x)|^{2\alpha - 1} \, dx \, dt \right|^p \right) \]

\[ + \mathbb{E} \left| \int_0^T \int_{\mathbb{T}^d} |u(t, x)|^{4\alpha - 2} \, dx \, dt \right|^p \]

\[ \leq \frac{D^p}{2} \left( T^p + \mathbb{E} \left| \int_0^T \int_{\mathbb{T}^d} |u(t, x)|^{2\alpha} \, dx \, dt \right|^p \right) \]

\[ \leq \frac{D^p}{2} T^p \left( 1 + \mathbb{E} \operatorname{ess sup}_{t \in [0,T]} \|u(t)\|_{L^{2\alpha}}^{2\alpha} \right). \]

We may estimate the stochastic integral using the Burkholder–Davis–Gundy inequality and Assumption 1.1 as follows

\[ \mathbb{E} \operatorname{ess sup}_{t \in [0,T]} \left| \sum_{k=1}^\infty \int_0^T \int_{\mathbb{T}^d} g_k(x, u(t, x)) \Theta'_k(u(t, x)) u(t, x)^{2\alpha - 1} \, dx \, d\beta_k(t) \right|^p \]
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Iterating the argument, we arrive at

\[ \tilde{C} \mathbb{E} \left( \int_0^T \sum_{k=1}^{\infty} \left| \int_{\mathbb{T}^d} |g_k(x, u(t, x))| |u(t, x)|^{2\alpha - 1} \, dx \right|^2 \, dt \right)^{\frac{p}{2}} \]

\[ \leq \tilde{C} (2D)^{\frac{p}{2}} \mathbb{E} \left( \int_0^T \left( \left| \int_{\mathbb{T}^d} |u(t, x)|^{2\alpha - 1} \, dx \right| + \left| \int_{\mathbb{T}^d} |u(t, x)|^{3\alpha - 1} \, dx \right| \right) \, dt \right)^{\frac{p}{2}} \]

\[ \leq \tilde{C} (2D)^{\frac{p}{2}} \left( \mathbb{T}^{\frac{p}{2}} + \mathbb{E} \left( \int_0^T \left| \int_{\mathbb{T}^d} |u(t, x)|^{2\alpha} \, dx \right|^2 \, dt \right)^{\frac{p}{2}} \right) \]

\[ \leq \tilde{C} (2D)^{\frac{p}{2}} \left( \mathbb{T}^{\frac{p}{2}} + \mathbb{E} \left( \int_0^T \|u(t, \cdot)\|_{L^{2\alpha}}^2 \, dt \right)^{\frac{p}{2}} \right) \]

\[ \leq \tilde{C} (2D)^{\frac{p}{2}} \mathbb{T}^{\frac{p}{2}} \left( 1 + \mathbb{E} \operatorname{ess \sup}_{t \in [0,T]} \|u(t)\|_{L^{2\alpha}}^{2\alpha} \right). \]

We define

\[ \tilde{C} = \tilde{C} (2D)^{\frac{p}{2}} T^{\frac{p}{2}} + \frac{D^p}{2} \mathbb{I}_{\{\alpha = \frac{1}{2}\}} T^p + \frac{D^p (2\alpha - 1)^p}{2} T^p. \]

We let \( \epsilon \to 0 \) in (118) using Fatou’s lemma and obtain for \( C = C(\alpha) > 0 \)

\[ \mathbb{E} \operatorname{ess \sup}_{t \in [0,T]} \|u(t)\|_{L^{2\alpha}}^{2\alpha} \leq \tilde{C} + \tilde{C} (2D)^{\frac{p}{2}} T^{\frac{p}{2}} \mathbb{E} \operatorname{ess \sup}_{t \in [0,T]} \|u(t)\|_{L^{2\alpha}}^{2\alpha} \]

\[ \quad + \frac{D^p 2(p - 1)}{2} \mathbb{I}_{\{\alpha = 1\}} T^p \mathbb{E} \operatorname{ess \sup}_{t \in [0,T]} \|u(t)\|_{L^{2\alpha}}^{2\alpha} \]

\[ \quad + \frac{D^p (2\alpha - 1)^p}{2} T^p \mathbb{E} \operatorname{ess \sup}_{t \in [0,T]} \|u(t)\|_{L^{2\alpha}}^{2\alpha} + C \|u_0\|_{L^{2\alpha}}^{2\alpha}. \]

(119)

We choose \( T \) small enough such that

\[ \tilde{C} (2D)^{\frac{p}{2}} T^{\frac{p}{2}} + \frac{D^p}{2} 2^{p(2\alpha - 1)} \mathbb{I}_{\{\alpha = 1\}} T^p + \frac{D^p (2\alpha - 1)^p}{2} T^p \leq \frac{1}{2}. \]

(120)

We denote \( T^* \) such \( T \) satisfying (120). Then, (119) becomes

\[ \mathbb{E} \operatorname{ess \sup}_{t \in [0,T^*]} \|u(t)\|_{L^{2\alpha}}^{2\alpha} \leq C (1 + \|u_0\|_{L^{2\alpha}}^{2\alpha}). \]

Iterating the argument, we arrive at

\[ \mathbb{E} \operatorname{ess \sup}_{t \in [0,T]} \|u(t)\|_{L^{2\alpha}}^{2\alpha} \leq C^{\left( \frac{T}{T^*} \right)} (1 + \|u_0\|_{L^{2\alpha}}^{2\alpha}), \]

where \( \lceil \cdot \rceil \) denotes the ceiling function. This leads to (115).
Lemma 4.2. Let $\gamma \in (0, 1)$, $\bar{\gamma} \in (1, \infty)$ and $\alpha \in [\frac{1}{2}, 1]$. Assume that $g_k$ satisfies Assumption 1.1 for this value of $\alpha$. Let $u$ be a solution to (1) in the sense of Definition 2.5 with $u_0 \in L^{2\alpha}(\mathbb{T}^d)$. Then, there is a constant $C_1 = C_1(T, \gamma, D) > 0$ such that

$$
E \int_0^T \int_{\mathbb{T}^d} \int_{|v| \leq 2} |v|^{-\gamma} dn(t, x, v) \leq C_1(\|u_0\|_{L^1} + 1),
$$

(121)

and a constant $C_2 = C_2(T, \alpha, \bar{\gamma}, D) > 0$ such that

$$
E \int_0^T \int_{\mathbb{T}^d} \int_{|v| \geq 2} |v|^{2(\alpha - \bar{\gamma})} dn(t, x, v) \leq C_2(\|u_0\|_{L^{2\alpha}} + 1).
$$

(122)

Proof. All the test functions that we construct in this proof have compact support and bounded derivatives. A suitable approximation argument shows that they are appropriate test functions for the Definition 2.5.

We derive (121) in two steps.

**Step 1a** For fixed $0 < \epsilon \leq 3$, let $\zeta_\epsilon$ be defined as follows

$$
\Theta_\epsilon(u) = \frac{u^2}{2\epsilon} \mathbb{1}_{|u| \leq \epsilon} + \left(\frac{|u|}{2}\right) \mathbb{1}_{|u| > \epsilon}.
$$

Let $ζ_\epsilon \in C_c^\infty([0, T])$ such that $0 \leq ζ_\epsilon(t) \leq 1$, $ζ_\epsilon \equiv 1$ if $t \in [0, T - \frac{1}{\epsilon}]$, $ζ_\epsilon \equiv 0$ if $t > T - \frac{1}{\epsilon}$. Choosing $ϕ(t, x, v) = ζ_\epsilon(t)\Theta'_\epsilon(v)$ and taking the expectation in (13), we get

$$
E \int_0^T \int_{\mathbb{T}^d} ζ'_\epsilon(t)\Theta_\epsilon(u(t, x)) \ dx \ dt + \int_{\mathbb{T}^d} Θ_\epsilon(u_0(x)) \ dx
$$

$$
= \frac{1}{\epsilon} E \int_{A_\epsilon} ζ(t)dn(t, x, v) - \frac{1}{2} E \int_0^T \int_{\mathbb{T}^d} G^2(x, u(t, x))ζ_\epsilon(t)\Theta''_\epsilon(u(t, x)) \ dx \ dt,
$$

(123)

where $A_\epsilon = [0, T] \times \mathbb{T}^d \times [-\epsilon, \epsilon]$. Due to the Assumption 1.1

$$
\frac{1}{2} G^2(x, u)ζ_\epsilon(t)\Theta''_\epsilon(u) \leq \frac{3^{2\alpha-1}D}{2\epsilon} |u|\mathbb{1}_{|u| \leq \epsilon} \leq \frac{3^{2\alpha-1}D}{2}.
$$

We have

$$
\frac{1}{\epsilon} E|n([0, T] \times \mathbb{T}^d \times [-\epsilon, \epsilon])| \leq \int_{\mathbb{T}^d} |u_0(x)| \ dx + \frac{3^{2\alpha-1}DT}{2}.
$$

(124)

**Step 2a** Let $ζ_\epsilon$ be as in Step 1a, $0 < \epsilon < 2$ and

$$
η^\epsilon(v) = \frac{|v|}{\epsilon} \mathbb{1}_{|v| \leq \epsilon} + \mathbb{1}_{\epsilon < |v| \leq 2} + (3 - |v|) \mathbb{1}_{2 < |v| \leq 3}.
$$
Let \( \psi^\varepsilon(v) = \eta^\varepsilon(v)|v|^{1-\gamma} \text{sgn}(v) \),
and \( \Psi^\varepsilon(v) = \int_0^v \psi^\varepsilon(\tilde{v})d\tilde{v} \). We may choose \( \varphi(t, x, v) = \zeta(t)\psi^\varepsilon(v) \) and take the expectation in (13) to have

\[
\mathbb{E} \int_0^T \int_{\mathbb{T}^d} \zeta(t)\Psi^\varepsilon(u(t, x)) \, dx \, dt + \int_0^T \int_{\mathbb{R}} \chi(0, x, v)\psi^\varepsilon(v) \, dv \, dx
\]

\[
= \mathbb{E} \int_0^T \int_{\mathbb{T}^d} \int_{\mathbb{R}} \zeta(t)(\eta^\varepsilon)'(v)|v|^{1-\gamma} \text{sgn}(v) \, dn(t, x, v)
\]

\[
+ (1 - \gamma)\mathbb{E} \int_0^T \int_{\mathbb{T}^d} \int_{\mathbb{R}} \zeta(t)\eta^\varepsilon(v)|v|^{-\gamma} \, dn(t, x, v)
\]

\[
- \frac{1}{2}\mathbb{E} \int_0^T \int_{\mathbb{T}^d} G^2(x, u(t, x))\zeta(t)(\eta^\varepsilon)'(u(t, x))|u(t, x)|^{1-\gamma} \text{sgn}(u(t, x)) \, dx \, dt
\]

\[
- \frac{1}{2}(1 - \gamma)\mathbb{E} \int_0^T \int_{\mathbb{T}^d} G^2(x, u(t, x))\zeta(t)\eta^\varepsilon(u(t, x))|u(t, x)|^{-\gamma} \, dx \, dt.
\]

Since \( \eta^\varepsilon(v) \leq 1_{|v| \leq 3} \), we have

\[
\int_{\mathbb{T}^d} \int_{\mathbb{R}} \chi(0, x, v)\psi^\varepsilon(v) \, dv \, dx \leq \int_{\mathbb{T}^d} \int_{\mathbb{R}} |\chi(0, x, v)1_{|v| \leq 3}| |v|^{1-\gamma} \, dv \, dx \leq 2 \cdot 3^{2-\gamma}.
\]

Using the estimate (124) in Step 1a, we have

\[
\mathbb{E} \int_0^T \int_{\mathbb{T}^d} \int_{\mathbb{R}} \zeta(t)(\eta^\varepsilon)'(v)|v|^{1-\gamma} \text{sgn}(v) \, dn(t, x, v)
\]

\[
\leq \mathbb{E} \int_0^T \int_{\mathbb{T}^d} \int_{\mathbb{R}} 1_{|v| \leq \varepsilon} |v|^{1-\gamma} \, dn(t, x, v) + \mathbb{E} \int_0^T \int_{\mathbb{T}^d} \int_{\mathbb{R}} 1_{2|v| \leq 3} \, dn(t, x, v)
\]

\[
\leq \varepsilon^{1-\gamma} \left( \mathbb{E} n([0, T] \times \mathbb{T}^d \times [-\varepsilon, \varepsilon]) \right) + \mathbb{E} n([0, T] \times \mathbb{T}^d \times [-3, 3])
\]

\[
\leq (\varepsilon^{1-\gamma} + 3) \left( \|u_0\|_{L^1} + 3^{2\alpha-1} DT^2 \right).
\]

By Assumption 1.1 we have

\[
\frac{1}{2}\mathbb{E} \int_0^T \int_{\mathbb{T}^d} G^2(x, u(t, x))\zeta(t)(\eta^\varepsilon)'(u(t, x))|u(t, x)|^{1-\gamma} \text{sgn}(u(t, x)) \, dx \, dt
\]

\[
\leq \frac{3^{2\alpha-1}D}{2} \left( \mathbb{E} \int_0^T \int_{\mathbb{T}^d} (1_{|u(t, x)| \leq \varepsilon} |u(t, x)|^{2-\gamma} \frac{1}{\varepsilon} + |u(t, x)|^{2-\gamma} 1_{2|u(t, x)| \leq 3} \right) \, dx \, dt
\]

\[
\leq \frac{3^{2\alpha-1}D}{2} T(\varepsilon^{1-\gamma} + 3^{2-\gamma}).
\]
Since \( \eta^\varepsilon(u(t,x)) \leq \mathbb{1}_{|u(t,x)| \leq 3} \) and using Assumption 1.1, we have
\[
\frac{(1-\gamma)}{2} \mathbb{E} \int_0^T \int_{\mathbb{T}^d} G^2(x,u(t,x)) \zeta_t(t) \eta^\varepsilon(u(t,x)) |u(t,x)|^{-\gamma} \, dx \, dt \\
\leq \frac{(1-\gamma)3^{2\alpha-1}D}{2} \mathbb{E} \int_0^T \int_{\mathbb{T}^d} |u(t,x)|^{1-\gamma} \mathbb{1}_{|u(t,x)| \leq 3} \, dx \, dt \\
\leq \frac{(1-\gamma)3^{2\alpha-\gamma}D}{2} T.
\]

We have
\[
(1-\gamma) \mathbb{E} \int_0^T \int_{\mathbb{T}^d} \int_{\mathbb{R}} \eta^\varepsilon(v) |v|^{-\gamma} \, dn(t,x,v) \\
\leq 2 \cdot 3^{2-\gamma} + (\varepsilon^{1-\gamma} + 3) \left( \|u_0\|_{L^1} + 3^{2\alpha-1} DT \right) + \frac{3^{2\alpha-1}D}{2} T (\varepsilon^{1-\gamma} + 3^{2-\gamma}) \\
+ \frac{(1-\gamma)3^{2\alpha-\gamma}D}{2} T.
\]

Letting \( \varepsilon \to 0 \) and using Fatou’s lemma, we arrive at (121).

We derive (122) in two steps.

**Step 1b** Let \( \zeta_t \) be as in Step 1a. For fixed \( h \geq 1 \), let
\[
\Theta_h''(u) = \frac{1}{h} \mathbb{1}_{h \leq |u| \leq 2h}, \quad \Theta_h'(u) = \int_0^u \int_0^r \Theta_h''(s) \, ds \, dr.
\]

Choosing \( \varphi(t,x,v) = \zeta_t(t) \Theta_h'(v) \) and taking the expectation in (13), we get
\[
\mathbb{E} \int_0^T \int_{\mathbb{T}^d} \zeta_t(t) \Theta_h(u(t,x)) \, dx \, dt + \int_0^T \int_{\mathbb{T}^d} \chi(0,x,v) \Theta_h'(v) \, dv \, dx \\
= \frac{1}{h} \mathbb{E} \int_{A_h} \zeta_t(t) \, dn(t,x,v) - \frac{1}{2} \mathbb{E} \int_0^T \int_{\mathbb{T}^d} G^2(x,u(t,x)) \zeta_t(t) \Theta_h''(u(t,x)) \, dx \, dt,
\]

where \( A_h = [0,T] \times \mathbb{T}^d \times ((-2h,-h) \cup [h,2h]) \). Since \( \Theta_h'(v) \leq \mathbb{1}_{|v| \geq 1} \), we have
\[
\int_{\mathbb{T}^d} \chi(0,x,v) \Theta_h'(v) \, dv \, dx \leq \int_{\mathbb{T}^d} \int_{\mathbb{R}} |\chi|(0,x,v) \mathbb{1}_{|v| \geq 1} \, dv \, dx \leq \|u_0\|_{L^1}.
\]

Recall that \( \alpha \in [\frac{1}{2},1] \). Using Assumption 1.1 and Lemma 4.1, we have for \( C = C(T,\alpha,D) > 0 \)
\[
\frac{1}{2} \mathbb{E} \int_0^T \int_{\mathbb{T}^d} G^2(x,u(t,x)) \zeta_t(t) \Theta_h''(u(t,x)) \, dx \, dt \\
\leq \frac{D}{2} \mathbb{E} \int_0^T \int_{\mathbb{T}^d} \frac{|u(t,x)|^{2\alpha}}{h} \mathbb{1}_{h \leq |u(t,x)| \leq 2h} \, dx \, dt \\
\leq 2^{2\alpha-2} Dh^{2\alpha-2} \mathbb{E} \int_0^T \|u(t,\cdot)\|_{L^2_x}^2 \, dt \\
\leq C h^{2\alpha-2} (\|u_0\|_{L^1} + 1).
\]
We obtain
\[ \frac{1}{h} \mathbb{E} |n([0, T] \times \mathbb{T}^d \times (-2h, -h] \cup [h, 2h]))| \leq \|u_0\|_{L^1} + C h^{2\alpha - 2}(\|u_0\|_{L^1} + 1). \tag{127} \]

Furthermore, we may multiply (126) by \( h \) and observe that
\[ h \Theta_h(u_0) \leq h^{2-2\alpha} |u_0|^{2\alpha}. \]

In addition, using Assumption 1.1 and Lemma 4.1, we have
\[ \frac{1}{2} \mathbb{E} \int_0^T \int_{\mathbb{T}^d} h G^2(x, u(t, x)) \zeta(t) \Theta_h''(u(t, x)) \, dx \, dt \]
\[ \leq \frac{D}{2} \mathbb{E} \int_0^T \int_{\mathbb{T}^d} |u|^{2\alpha} \mathbb{1}_{h \leq u \leq 2h} \, dx \, dt \]
\[ \leq \frac{C}{2} (\|u_0\|_{L^{2\alpha}}^{2\alpha} + 1). \]

Similarly as done for the estimate (127), we arrive at
\[ \mathbb{E} |n([0, T] \times \mathbb{T}^d \times (-2h, -h] \cup [h, 2h]))| \leq h^{2-2\alpha} \|u_0\|_{L^{2\alpha}}^{2\alpha} + \frac{C}{2} (\|u_0\|_{L^{2\alpha}}^{2\alpha} + 1). \tag{128} \]

**Step 2b** Let \( \zeta \) be as in Step 1a, \( \kappa > 2 \) and
\[ \eta^\kappa(v) = (|v| - 1) \mathbb{1}_{1 \leq |v| \leq 2} + \mathbb{1}_{2 < |v| \leq \kappa} + \left(2 - \frac{|v|}{\kappa}\right) \mathbb{1}_{\kappa < |v| \leq 2\kappa}. \]

Let
\[ \psi^\kappa(v) = \eta^\kappa(v) |v|^{2(\alpha - \gamma) + 1} \text{sgn}(v), \]
and let \( \Psi^\kappa(v) = \int_0^v \psi^\kappa(\tilde{v}) d\tilde{v} \). We may choose \( \varphi(t, x, v) = \zeta(t) \psi^\kappa(v) \) and take the expectation in (13) to have
\[
\mathbb{E} \int_0^T \int_{\mathbb{T}^d} \zeta'(t) \Psi^\kappa(u(t, x)) \, dx \, dt + \int_{\mathbb{T}^d} \int_{\mathbb{R}} \chi(0, x, v) \eta^\kappa(v) |v|^{2(\alpha - \gamma) + 1} \text{sgn}(v) \, dv \, dx
\]
\[ = \mathbb{E} \int_0^T \int_{\mathbb{T}^d} \int_{\mathbb{R}} \zeta(t) (\eta^\kappa)'(v) |v|^{2(\alpha - \gamma) + 1} \text{sgn}(v) \, dn(t, x, v)
\]
\[ + (2(\alpha - \gamma) + 1) \mathbb{E} \int_0^T \int_{\mathbb{T}^d} \int_{\mathbb{R}} \zeta(t) \eta^\kappa(v) |v|^{2(\alpha - \gamma)} \, dn(t, x, v)
\]
\[ - \frac{1}{2} \mathbb{E} \int_0^T \int_{\mathbb{T}^d} G^2(x, u(t, x)) \zeta(t) (\eta^\kappa)'(u(t, x)) |u(t, x)|^{2(\alpha - \gamma) + 1} \text{sgn}(u(t, x)) \, dx \, dt
\]
\[ - \frac{2(\alpha - \gamma) + 1}{2} \mathbb{E} \int_0^T \int_{\mathbb{T}^d} G^2(x, u(t, x)) \zeta(t) \eta^\kappa(u(t, x)) |u(t, x)|^{2(\alpha - \gamma)} \, dx \, dt. \tag{129} \]
Since \( \eta^\nu(v) \leq \mathbb{1}_{|v| \geq 1} \), we have
\[
\int_{T^d} \int_{\mathbb{R}} \chi(0, x, v) \eta^\nu(v) |v|^{2(\alpha - \gamma) + 1} \text{sgn}(v) \, dv \, dx \leq \|u_0\|_{L^{2\alpha}}^2.
\]
Using estimates (127) and (128) in Step 1b, we have
\[
E \int_0^T \int_{T^d} \zeta(t)(\eta^\nu)'(v) |v|^{2(\alpha - \gamma) + 1} \text{sgn}(v) \, dn(t, x, v)
\]
\[
\leq E \int_0^T \int_{T^d} \int_{\mathbb{R}} \left( \mathbb{1}_{1 \leq |v| \leq 2} + \frac{\mathbb{1}_{|\nu| \leq 2\kappa}}{\kappa} \right) |v|^{2(\alpha - \gamma) + 1} \, dn(t, x, v)
\]
\[
\leq 2^{2(\alpha - \gamma) + 1} (E|\mu([0, T] \times \mathbb{R}^d \times \{\kappa, 1, 2\})| + \kappa^{2(\alpha - \gamma)}E|\mu([0, T] \times \mathbb{R}^d \times \{\kappa, 2\kappa\})|)
\]
\[
\leq 2^{2(\alpha - \gamma) + 1} [(1 + C)\|u_0\|_{L^1} + C] + \frac{\kappa^{2(\alpha - \gamma)}C}{2}(\|u_0\|_{L^{2\alpha}}^2 + 1).
\]
By Assumption 1.1 and Lemma 4.1, we have
\[
\frac{1}{2} E \int_0^T \int_{T^d} G^2(x, u(t, x)) \zeta(t)(\eta^\nu)'(u(t, x))|u(t, x)|^{2(\alpha - \gamma) + 1} \text{sgn}(u(t, x)) \, dx \, dt
\]
\[
\leq \frac{1}{2} E \int_0^T \int_{T^d} G^2(x, u(t, x)) \left( \mathbb{1}_{1 \leq |u(t, x)| \leq 2} + \frac{\mathbb{1}_{|\nu| \leq 2\kappa}}{\kappa} \right) |u(t, x)|^{2(\alpha - \gamma) + 1} \, dx \, dt
\]
\[
\leq D \left( E \int_0^T \int_{T^d} \mathbb{1}_{1 \leq |u(t, x)| \leq 2} |u(t, x)|^{2\alpha + 2(\alpha - \gamma) + 1} \, dx \, dt \right)
\]
\[
+ E \int_0^T \int_{T^d} \frac{\mathbb{1}_{|\nu| \leq 2\kappa}}{\kappa} |u(t, x)|^{2\alpha + 2(\alpha - \gamma) + 1} \, dx \, dt
\]
\[
\leq D \left( 2^{2\alpha + 2(\alpha - \gamma)}D + E \int_0^T \int_{T^d} \mathbb{1}_{|\nu| \leq 2\kappa} |u(t, x)|^{2\alpha + 2(\alpha - \gamma)} \, dx \, dt \right)
\]
\[
\leq D \left( 2^{2\alpha + 2(\alpha - \gamma)}D + E \int_0^T \|u(t, \cdot)|_{L^{2\alpha}}^2 \, dt \right)
\]
\[
\leq 2^{2\alpha + 2(\alpha - \gamma)}TD + C(\|u_0\|_{L^{2\alpha}}^2 + 1).
\]
Since \( \eta^\nu(u(t, x)) \leq \mathbb{1}_{|u(t, x)| \geq 1} \) and using Assumption 1.1, Lemma 4.1, we have
\[
\frac{2(\alpha - \gamma) + 1}{2} E \int_0^T \int_{T^d} G^2(x, u(t, x)) \zeta(t) \eta^\nu(u(t, x))|u(t, x)|^{2(\alpha - \gamma)} \, dx \, dt
\]
\[
\leq \frac{(2(\alpha - \gamma) + 1)D}{2} E \int_0^T \int_{T^d} \mathbb{1}_{|u(t, x)| \geq 1} |u(t, x)|^{2\alpha + 2(\alpha - \gamma)} \, dx \, dt
\]
\[
\leq \frac{(2(\alpha - \gamma) + 1)D}{2} E \int_0^T \|u(t, \cdot)|_{L^{2\alpha}}^2 \, dt
\]
\[
\leq C(2(\alpha - \gamma) + 1)(\|u_0\|_{L^{2\alpha}}^2 + 1).
\]
We have

\[
(2(\alpha - \gamma) + 1) \mathbb{E} \int_0^T \int_{\mathbb{T}^d} \int_{\mathbb{R}} r^\nu(v) |u|^{2(\alpha - \gamma)} \, dn(t, x, v) \\
\leq \|u_0\|_{L^{2\alpha}}^{2\alpha} + 2^{2(\alpha - \gamma) + 1} \left[ (1 + C) \|u_0\|_{L^1} + C \right] + \lambda^{2(1 - \gamma)} \|u_0\|_{L^{2\alpha}}^{2\alpha} \\
+ \frac{\lambda^{2(\alpha - \gamma)} C}{2} (\|u_0\|_{L^{2\alpha}}^{2\alpha} + 1) + 2^{2\alpha + 2(\alpha - \gamma)} TD + C(\|u_0\|_{L^{2\alpha}}^{2\alpha} + 1) \\
+ \frac{C(2(\alpha - \gamma) + 1)}{2} (\|u_0\|_{L^{2\alpha}}^{2\alpha} + 1).
\]

(130)

Letting \( \lambda \to \infty \) and using Fatou’s lemma in (130), we arrive at

\[
(2(\alpha - \gamma) + 1) \mathbb{E} \int_0^T \int_{\mathbb{T}^d} \int_{\mathbb{R}} |v|^{2(\alpha - \gamma)} \, dn(t, x, v) \\
\leq \|u_0\|_{L^{2\alpha}}^{2\alpha} + 2^{2(\alpha - \gamma) + 1} \left[ (1 + C) \|u_0\|_{L^1} + C \right] + 2^{2\alpha + 2(\alpha - \gamma)} TD \\
+ C(\|u_0\|_{L^{2\alpha}}^{2\alpha} + 1) + \frac{C(2(\alpha - \gamma) + 1)}{2} (\|u_0\|_{L^{2\alpha}}^{2\alpha} + 1) \\
\leq C_2(\|u_0\|_{L^{2\alpha}}^{2\alpha} + 1).
\]

Remark 4.3. It follows from Lemma 4.2 and the definition of \( n_1 \) in (12) that we can control \( \mathbb{1}_{|u| \leq 2} \nabla u^{\frac{m + 1}{2} + \alpha} \in L^2_{\omega, t, x} \) by \( u_0 \in L^1_x \) and \( \mathbb{1}_{|u| \geq 2} \nabla u^{\frac{m + 1}{2} + \alpha - \gamma} \in L^2_{\omega, t, x} \) by \( u_0 \in L^{2\alpha}_x \).

Lemma 4.4. Let \( m \in (1, \infty) \) and \( \alpha \in \left[ \frac{1}{2}, 1 \right] \). Let \( u : \Omega \times (0, T) \times \mathbb{T}^d \to \mathbb{R} \) be a measurable function. Then for any \( r \in \left[ \frac{1}{2}, \frac{m - 1}{2} + \alpha \right) \), there is a constant \( C = C(m, \alpha, T, d) > 0 \) such that

\[
\mathbb{E}\|u\|_{L^{2r}_{\omega, t, x}}^{2r} \leq C \left( \text{ess sup}_{t \in [0, T]} \mathbb{E}(u(t))^{2r}_L^{2r} + \mathbb{E}\int_0^T \int_{\mathbb{T}^d} |\nabla (u(t, x))|^r \, dx \, dt \right).
\]

(131)

Proof. We prove in Lemma B.1 (Appendix B) the following version of Poincaré inequality for fixed \( \omega \in \Omega, t \in [0, T] \) and any \( C = C(m, \alpha, d) > 0 \),

\[
\int_{\mathbb{T}^d} |u(t, x)|^{2r} \, dx \leq C \left[ \left( \int_{\mathbb{T}^d} |u(t, x)| \, dx \right)^{2r} + \int_{\mathbb{T}^d} (\nabla (u(t, x)))^r \, dx \right].
\]

(132)

Using (132) and Hölder’s inequality, we have

\[
\mathbb{E}\int_0^T \int_{\mathbb{T}^d} |u(t, x)|^{2r} \, dx \, dt
\]
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\begin{align*}
&\leq C \mathbb{E} \int_0^T \left[ \left( \int_{T_0} |u(t,x)| \, dx \right)^{2r} + \int_{T_0} (\nabla (u(t,x))^r)^2 \, dx \right] \, dt \\
&\leq CT \text{ess sup}_{t \in [0,T]} \mathbb{E} \left( \int_{T_0} |u(t,x)| \, dx \right)^{2r} + C \mathbb{E} \int_0^T \int_{T_0} (\nabla (u(t,x))^r)^2 \, dx \, dt.
\end{align*}
\hfill \Box

For the rest of the discussion, we write the kinetic form of (1) as follows:

\begin{equation}
\partial_t \chi - m |v|^{m-1} \Delta_x \chi = \sum_{k=1}^\infty \delta_{u=v} g_k \hat{\beta}_k + \partial_v q, \tag{133}
\end{equation}

where \( q := n - \frac{1}{2} G^2 \delta_{u=v}. \)

\textbf{Proof of Theorem 1.2.} Let \( \chi \) be the kinetic function corresponding to \( u \) and solving (133). Let \( \Psi_0 \in C^\infty_c(\mathbb{R}_v) \) supported in the ball \( B_2(0) \) such that \( \Psi_0 = 1 \) in \( B_1(0) \) and \( \Psi_1 := 1 - \Psi_0 \). We consider the following decompositions for small and large velocities

\[ \chi = \chi^{\Psi_0} + \chi^{\Psi_1} =: \chi^{<} + \chi^{>}, \quad \text{and} \quad q = q^{\Psi_0} + q^{\Psi_1} =: q^{<} + q^{>}. \tag{134} \]

Then, we can write

\[ u =: u^{<} + u^{>} = \int_v \chi^{<} \, dv + \int_v \chi^{>} \, dv. \tag{135} \]

In order to apply Lemma 3.3, we introduce a cut-off in time in the kinetic form (133). Let \( N > 0 \) and \( \phi \in C^\infty(\mathbb{R}_t) \) such that \( \phi = 1 \) for \( t \in \left( \frac{1}{N}, T - \frac{1}{N} \right) \) and \( \phi = 0 \) for \( t \notin (0,T) \). Multiplying (133) by \( \Psi_0, \Psi_1 \) and \( \phi \) we obtain two equations

\begin{align*}
\partial_t (\chi^{<} \phi) - m |v|^{m-1} \Delta (\chi^{<} \phi) &= \sum_{k=1}^\infty \delta_{u=v} g_k \Psi_0 \phi \hat{\beta}_k + \chi^{<} \partial_t \phi - q \phi \partial_v \Psi_0 + \partial_v (q^{<} \phi), \tag{136} \\
\partial_t (\chi^{>} \phi) - m |v|^{m-1} \Delta (\chi^{>} \phi) &= \sum_{k=1}^\infty \delta_{u=v} g_k \Psi_1 \phi \hat{\beta}_k + \chi^{>} \partial_t \phi + q \phi \partial_v \Psi_0 + \partial_v (q^{>} \phi). \tag{137}
\end{align*}

The proof is then divided into three steps, where in the first two we derive the estimates for \( u^{<} \) using (136) and \( u^{>} \) using (137). The estimates for \( u \) follow by combining those for \( u^{<} \) and \( u^{>} \) in the final step.
Step 1 \ We treat $u^<$. Let $\hat{g}_k = g_k \Psi_0 \phi$, $h := \chi^\nu \phi - \phi \partial_v \Psi_0$ and $\tilde{h} := q^\nu \phi$ in (136). We apply Lemma 3.3 to (136) choosing $\gamma, \rho \in (0,1)$ close to one, $\nu \in (\frac{1}{2}, \frac{m}{2})$, $\varepsilon \in (0,1)$ and $\omega = \frac{\kappa}{\nu-1} > 1$ small enough such that $\gamma^* < 1$ in (15) and $\kappa = \frac{2}{m} p = m$ in (17). Using the embedding contained in Lemma 2.3, the estimate (18) becomes

\begin{align*}
\|u^<\phi\|_{L^2_{\omega,t,x,v}} & \lesssim \|u^<\phi\|_{L^2_{\omega,t,x,v}} + \left(\sum_{k=1}^{\infty} \|g_k(u)\Psi_0(u)\phi \nabla u \frac{m+1}{2} - \gamma^* \|_{L^2_{\omega,t,x,v}}^2 \right)^{\frac{1}{2}} \\
& + \left(\sum_{k=1}^{\infty} \|u \frac{m+1}{2} - \gamma^* \nabla (g_k(u)\Psi_0(u))\|_{L^2_{\omega,t,x,v}}^2 \right)^{\frac{1}{2}} \\
& + \left(\sum_{k=1}^{\infty} \text{ess sup}_{t \in [0,T]} \|(g_k(u)\Psi_0(u)\phi(t))^2\|_{L^2_{\omega,t,x,v}}^{\frac{1}{2}} \right)^{\frac{1}{2}} \\
& + \|v^{-1}\gamma \hat{h}\|_{L^2_{\omega,t,x,v}} + \|v^{-1}\gamma \tilde{h}\|_{L^2_{\omega,t,x,v}} + \|u^<\phi\|_{L^1_{\omega,t,x,v}}.
\end{align*}

Since $\chi^\nu \phi \in L^2_{\omega,t,x,v}$ has norm bounded by 1 (for $\beta$ large) and $|u|$ can be estimated by a constant on the support of $\Psi_0$, we estimate the first and the last term on the right-hand side in (138) as follows

$$\|\chi^\nu \phi\|_{L^2_{\omega,t,x,v}} + \|u^<\phi\|_{L^1_{\omega,t,x,v}} \lesssim 1.$$ 

Using Assumption 1.1 and Lemma 4.2 for the second and third term on the right-hand side in (138) lead to

$$\left(\sum_{k=1}^{\infty} \|g_k(u)\Psi_0(u)\phi \nabla u \frac{m+1}{2} - \gamma^* \|_{L^2_{\omega,t,x,v}}^2 \right)^{\frac{1}{2}} + \left(\sum_{k=1}^{\infty} \|u \frac{m+1}{2} - \gamma^* \nabla (g_k(u)\Psi_0(u))\|_{L^2_{\omega,t,x,v}}^2 \right)^{\frac{1}{2}}$$

$$\lesssim \|\Psi_0(u)\phi \nabla u \frac{m+1}{2} - \gamma^* \|_{L^2_{\omega,t,x,v}} \lesssim \|u_0\|_{L^1_t}^\frac{1}{2} + 1.$$ 

The fourth term on the right-hand side in (138) is controlled using Assumption 1.1 estimating $|u|$ and $|u|^{(2\nu-1)+1}$ by a constant on the support of $\Psi_0$

$$\left(\sum_{k=1}^{\infty} \text{ess sup}_{t \in [0,T]} \|(g_k(u)\Psi_0(u)\phi(t))^2\|_{L^2_{\omega,t,x,v}}^{\frac{1}{2}} \right)^{\frac{1}{2}} \lesssim 1.$$ 

Next, we check that $|v|^{-1}\gamma \hat{h} \in L^1_{\omega,t,\#TV}$. Since $|v|^{-1}\gamma$ can be estimated by a constant on the support of $\Psi_0$ and $\partial_v \Psi_0$, we integrate with respect to the variable $v$ and apply Lemma 4.2 to obtain

$$\|v|^{-1}\gamma \hat{h}\|_{L^2_{\omega,t,\#TV}} = \|v|^{-1}\gamma (\chi^\nu \partial_v \phi - \phi q \partial_v \Psi_0)\|_{L^2_{\omega,t,\#TV}}$$

$$\lesssim \|\chi \partial_v \phi\|_{L^2_{\omega,t,x,v}} + \|\phi\|_{L^2_{\omega,t,x,v}} + \|\phi|^{-1}\gamma q \partial_v \Psi_0\|_{L^2_{\omega,t,\#TV}}$$

$$\lesssim \|\partial_v \phi\|_{L^1_{\omega,t,x,v}} + \|u_0\|_{L^1_t} + 1.$$ 
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Using Lemma 4.2, we have
\[ \|v\|^{-\gamma}h_{L_\omega^\rho,\mathcal{H}_{TV}} = \|v\|^{-\gamma}q^{<\phi}\|L_\omega^\rho,\mathcal{H}_{TV} \lesssim \|u_0\|_{L^1} + 1. \]

Then in view of the estimates above, (138) becomes
\[ \|u^{<\phi}\|_{L_{\omega,t,x}^{m,1},W^{\sigma,m}} \lesssim \|\partial_t^{\phi}|u|\|_{L_{\omega,t,x}^1} + \|u_0\|_{L^1} + 1. \]  (139)

**Step 2** We treat \( u^> \). Let \( \hat{g}_k = g_k\Psi_1\phi, \ h := \chi^>\partial_t^{\phi} + q\partial_t^{\Psi_0} \) and \( \tilde{h} := q^{>\phi} \) in (137). We apply Lemma 3.3 to (137) with \( \rho \in (0,1), \gamma > 1 \) chosen close to one, \( \nu \in \left(\frac{1}{2},\frac{m}{2}\right), \epsilon \in (0,1) \) and \( \omega = \frac{x}{x-1} > 1 \) small enough such that \( \gamma^* > 1 \) close to one in (15) and \( \kappa_\chi = \frac{a}{m}, p = m \) in (17). Using the embedding contained in Lemma 2.3 the estimate (138) becomes
\[ \|u^>\phi\|_{L_{\omega,t,x}^{m,1},W^{\sigma,m}} \]
\[ \lesssim \|\chi^>\phi\|_{L_{\omega,t,x,v}^{\beta}} + \left( \sum_{k=1}^{\infty} \|g_k(u)\Psi_1(u)\phi\nabla u^{m+1-\gamma*}\|_{L_{\omega,t,x}^2}^2 \right)^{\frac{1}{2}} \]
\[ + \left( \sum_{k=1}^{\infty} \|u^{m+1-\gamma*}\nabla(g_k(u)\Psi_1(u)\phi)\|_{L_{\omega,t,x}^2}^2 \right)^{\frac{1}{2}} \]
\[ + \left( \sum_{k=1}^{\infty} \text{ess sup}_{t\in[0,T]} \|g_k(u)\Psi_1(u)\phi^2\|_{H_{\omega,t,x}^1} \right)^{\frac{1}{2}} \]
\[ + ||v||^{\gamma^*}h_{L_\omega^\rho,\mathcal{H}_{TV}} + ||v||^{-\gamma^*}h_{L_\omega^\rho,\mathcal{H}_{TV}} + ||u^>\phi||_{L_{\omega,t,x}^1}. \]  (140)

Since \( \chi^>\phi \in L_{\omega,t,x,v}^{\beta} \) has norm bounded by 1 (for \( \beta \) large) and using Lemma 4.1 we estimate the first and the last term on the right-hand side in (140)
\[ \|\chi^>\phi\|_{L_{\omega,t,x,v}^{\beta}} + \|u^>\phi\|_{L_{\omega,t,x}^1} \lesssim 1 + \|u_0\|_{L^1}. \]

Recall that \( \alpha \in \left[\frac{1}{2},1\right] \). The second and third term on the right-hand side in (140) are estimated using Assumption 1.1 and Lemma 4.2
\[ \left( \sum_{k=1}^{\infty} \|g_k(u)\Psi_1(u)\phi\nabla u^{m+1-\gamma*}\|_{L_{\omega,t,x}^2}^2 \right)^{\frac{1}{2}} + \left( \sum_{k=1}^{\infty} \|u^{m+1-\gamma*}\nabla(g_k(u)\Psi_1(u)\phi)\|_{L_{\omega,t,x}^2}^2 \right)^{\frac{1}{2}} \]
\[ \lesssim \|\Psi_1(u)\phi\nabla u^{m+1-\gamma*+\alpha}\|_{L_{\omega,t,x}^2} \lesssim \|u_0\|_{L^{2\alpha}}^2 + 1. \]  (141)

By the assumptions above, \( \zeta \) is large and \( \nu \) is close to \( \frac{1}{2} \). Let \( r = \alpha + \zeta(\nu - \frac{1}{2}) < \frac{m-1}{2} + \alpha \). The fourth term on the right-hand side in (140) is estimated using Assumption
Next, we check that $|v|^{1-\gamma} h \in L^1_{\omega,M_{TV}}$. Since $|v|^{1-\gamma}$ can be estimated by a constant on the support of $\Psi_1$ and $\partial_v \Psi_0$, we apply Lemma 4.2 to

$$
\| |v|^{1-\gamma} h \|_{L^1_{\omega,M_{TV}}} = \| |v|^{1-\gamma} (\chi^r \partial_t \phi + \phi q \partial_v \Psi_0) \|_{L^1_{\omega,M_{TV}}}
\lesssim \| \partial_t \phi |u| \|_{L^1_{\omega,t,x}} + \| u_0 \|_{L^1} + 1.
$$

Using again Lemma 4.2, we have

$$
\| |v|^{-\gamma} h \|_{L^1_{\omega,M_{TV}}} = \| |v|^{-\gamma} \phi \|_{L^1_{\omega,M_{TV}}} \lesssim \| u_0 \|_{L^1}^{2\alpha} + 1.
$$

Then in view of the estimates above, (140) becomes

$$
\| u^\gamma \phi \|_{L^m_{\omega,t} W^{\gamma,\rho}_{x,m}} \lesssim \| \partial_t \phi |u| \|_{L^1_{\omega,t,x}} + \| u_0 \|_{L^1}^{2\alpha} + 1.
$$

**Conclusion** We may set $\phi_N(t) = \psi(NT) - \psi(NT - NT + T)$, where $\psi \in C^\infty(\mathbb{R})$ with $0 \leq \psi \leq 1$, supp $\psi \subset (0, \infty)$, $\psi(t) = 1$ for $t > T$ and $\| \partial_t \psi \|_{L^1} = 1$. For $N \to \infty$, $\phi_N u \to u \mathbb{1}_{[0,T]}$ in the sense of distributions, while $\partial_t \phi_N$ is a smooth approximation of $\delta_{t=0} - \delta_{t=T}$. Using (139) and (143), we have

$$
\sup_{N \in \mathbb{N}} \| u_N \|_{L^m_{\omega,t} W^{\rho}_{x,m}} \lesssim \sup_{N \in \mathbb{N}} \| u_N^\gamma \|_{L^m_{\omega,t} W^{\rho}_{x,m}} + \sup_{N \in \mathbb{N}} \| u_N^{-\gamma} \|_{L^m_{\omega,t} W^{\rho}_{x,m}}
\lesssim \sup_{N \in \mathbb{N}} \| \partial_t \phi_N \|_{L^1_{\omega,t,x}} + \| u_0 \|_{L^1}^{2\alpha} + 1
\lesssim \sup \esssup_{N \in \mathbb{N}} \sup_{t \in [0,T]} |\partial_t \phi_N| \, dt + \| u_0 \|_{L^1}^{2\alpha} + 1.
$$
Sending $N \to \infty$ and using the weak lower semicontinuity of the norm in $L^m(\Omega; L^m(0,T; W^{\sigma_x,\sigma_y}(\mathbb{T}^d)))$, we obtain (2).

Proof of Theorem 1.3. The proof is similar to the one of Theorem 1.2. Let $\chi$ be the kinetic function corresponding to $u$ and solving (133). Let $\Psi_0, \Psi_1, \phi, \chi^<, \chi^>, q^<, q^>$, $u^<$ and $u^>$ be as in the proof of Theorem 1.2. As above, we multiply (133) by $\Psi_0, \Psi_1$ and $\phi$ and we obtain (136) and (137). Again, we derive the estimates for $u^<$ using (136) and $u^>$ using (137) separately.

Step 1 We treat $u^<$. Let $\hat{g}_k := g_k \Psi_0 \phi$, $\hat{h} := \chi^< \partial_t \phi - q \phi \partial_x \Psi_0$ and $\tilde{h} := \phi q^<$. We apply Lemma 3.5 Part (i) to (136) choosing $\gamma, \rho \in (0, 1)$ close to one, $\varepsilon \in (0, 1)$ and $\varpi = \frac{\kappa}{\kappa - 1} > 1$ small enough such that $p = 1$ in (68), $q = 2$, $\bar{p} \in (p, q)$ in (67) and $\kappa_t = \frac{1}{2} - \bar{p}$ in (69). Using the embedding contained in Lemma 2.3 in the estimate (70), we arrive at

$$
\|u^< \phi\|_{L^1_t W^{\sigma_x,2}_{t,x}} \lesssim \|\chi^< \phi\|_{L^\beta_{t,x,v}} + \left( \sum_{k=1}^{\infty} \|u^{1-\gamma} g_k(u) \Psi_0(u) \phi\|^2_{L_{t,x}^2} \right)^{\frac{1}{2}}
+ \left( \sum_{k=1}^{\infty} \text{ess sup}_{t \in [0,T]} \|g_k(u) \Psi_0(u) \phi(t)\|^2_{L_{t,x}^2} \right)^{\frac{1}{2}}
+ \|v\|^{1-\gamma} \bar{h}\|_{L_{t,x}^\sigma} + \|v\|^{-\gamma} \bar{h}\|_{L_{t,x}^\sigma} + \|u^< \phi\|_{L^\bar{p}_{t,x} L^q_{t,x}}.
$$

(144)

The first, third, fourth and fifth term on the right-hand side above are estimated as in Step 1 in the proof of Theorem 1.2. The second term on the right-hand side in (144) is treated using Assumption 1.1 and estimating $|u|^{3-2\gamma}$ by a constant on the support of $\Psi_0$

$$
\left( \sum_{k=1}^{\infty} E \int_{t,x} |u(t,x)|^{2(1-\gamma)} |g_k(x, u(t,x)) \Psi_0(u(t,x)) \phi(t)|^2 \, dx \, dt \right)^{\frac{1}{2}} \lesssim 1.
$$

The sixth term on the right-hand side in (144) is treated estimating $|u|$ by a constant on the support of $\Psi_0$ as follows

$$
\|u^< \phi\|_{L^\bar{p}_{t,x} L^q_{t,x}} \lesssim 1.
$$

Then in view of the arguments above, (144) becomes

$$
\|u^< \phi\|_{L^1_t W^{\sigma_x,2}_{t,x}} \lesssim \|\partial_t \phi \|_{L^\sigma_{t,x}} + \|u_0\|_{L^1} + 1.
$$

(145)
Step 2 We treat $u^\gamma$. Let $g_k := g_k \Psi_1 \phi$, $h := \chi^\gamma \partial_t \phi + \psi \partial_x \Psi_0$ and $\bar{h} := q^\gamma \phi$. We apply Lemma [3.5] Part (ii) to (137) with $\epsilon, \bar{\epsilon} \in (0,1)$ small enough, $\rho \in (0,1)$, $\tilde{\gamma} \in (1, 1 + \bar{\epsilon}(m - 1))$ close to one, $\zeta \in (0, 1/2 - \bar{\epsilon})$, $\nu \in (1/2, \infty)$ close to one half and $\varpi = \frac{\nu}{\nu - 1} > 1$ small enough such that $\kappa_1 := \zeta - \epsilon = \frac{1}{2}$. Then using the embedding contained in Lemma [2.3] in the estimate (71), we arrive at

$$
\|u^\gamma \phi\|_{L^1_\omega W^{s_1,2}_{\mu_1}} \\
\lesssim \left( \sum_{k=1}^\infty \|u^{\nu-\frac{1}{2}} g_k(u) \Psi_1(u) \phi\|_{L^2_{\omega,t,x}}^2 \right) \frac{1}{2} \\
\leq \left( \sum_{k=1}^\infty \text{ess sup} \| (g_k(u) \Psi_1(u) \phi(t))^2 \|_{L^1_{\omega,t,x}} \|u^{\nu}(2\nu-1)(g_k(u) \Psi_1(u) \phi)^2\|_{L^1_{\omega,t,x}} \right) \frac{1}{2} \\
+ \|\bar{h}\|_{L^1_\omega \mathcal{M}_{TV}} + \|\nu^{-\frac{1}{2}} \bar{h}\|_{L^1_\omega \mathcal{M}_{TV}} + \|u^\gamma \phi\|_{L^1_\omega L^2_{\mu_1} L^1_\omega}.
$$

The second and fourth term on the right-hand side above are estimated as in Step 2 of proof of Theorem 1.2. Recall that $\alpha \in [\frac{1}{2}, 1]$. The first term on the right-hand side in (146) is treated using Assumption [1.1], Hölder’s inequality, Jensen’s inequality and estimate (142) in Step 2 of proof of Theorem 1.2.

$$
\left( \sum_{k=1}^\infty \mathbb{E} \int_{t,x} |u(t,x)|^{2\nu-1} |g_k(x,u(t,x)) \Psi_1(u(t,x)) \phi(t)|^2 \, dx \, dt \right) \frac{1}{2} \\
\lesssim \left( \mathbb{E} \int_0^T \int_x |u(t,x)|^{2\nu-1 + 2\alpha(\frac{1}{m} + \frac{1}{2})} \, dx \, dt \right) \frac{1}{2} \\
\leq \left( \int_0^T \mathbb{E} \left( \int_x |u(t,x)|^{2\alpha} \, dx \right)^{\frac{1}{2\nu}} \left( \int_x |u(t,x)|^{\nu(2\nu-1) + 2\alpha} \, dx \right)^{\frac{1}{2}} \, dt \right) \frac{1}{2} \\
\leq \left( \text{ess sup} \mathbb{E} \int_x |u(t,x)|^{2\alpha} \, dx \right)^{\frac{1}{2\nu}} \left( \mathbb{E} \int_0^T \int_x |u(t,x)|^{2\alpha + \nu(2\nu-1)} \, dx \, dt \right)^{\frac{1}{2\nu}} \\
\lesssim \|u_0\|_{L^{2\alpha}}^{2\alpha} + 1.
$$

Next, we check that $h \in L^1_\omega \mathcal{M}_{TV}$. We apply Lemma [4.2] to

$$
\|h\|_{L^1_\omega \mathcal{M}_{TV}} = \|\chi^\gamma \partial_t \phi + \psi \partial_x \Psi_0\|_{L^1_\omega \mathcal{M}_{TV}} \lesssim \|\partial_t \phi\|_{L^1_{\omega,t,x}} + \|u_0\|_{L^1} + 1.
$$

The fifth term on the right-hand side in (146) is treated using Lemma [4.1]

$$
\|u^\gamma \phi\|_{L^1_\omega L^2_{\mu_1} L^1_\omega} \lesssim \|u_0\|_{L^1} + 1.
$$

Then in view of the arguments above, (146) becomes

$$
\|u^\gamma \phi\|_{L^1_\omega W^{s_1,2}_{\mu_1}} \lesssim \|\partial_t \phi\|_{L^1_{\omega,t,x}} + \|u_0\|_{L^{2\alpha}}^{2\alpha} + 1.
$$

(147)
Conclusion  Let \( \phi_N \) and \( u_N \) be as in the proof of Theorem 1.2. Using (145) and (147), we have

\[
\sup_{N \in \mathbb{N}} \| u_N \|_{L^1_t W^{\sigma,2}_t L^2_x} \lesssim \sup_{N \in \mathbb{N}} \| u_N \|_{L^1_t W^{\sigma,2}_t L^2_x} + \sup_{N \in \mathbb{N}} \| u_N \|_{L^1_t W^{\sigma,2}_t L^2_x} \\
\lesssim \sup_{N \in \mathbb{N}} \| u \|_{L^1_t \partial \phi_N \| L^2_{\omega,t,x}} + \| u_0 \|_{L^2_\alpha} + 1 \\
\lesssim \sup_{N \in \mathbb{N}} \text{ess sup} \int_0^T | \partial_t \phi_N | dt + \| u_0 \|_{L^2_\alpha} + 1.
\]

Sending \( N \to \infty \) and using the weak lower semicontinuity of the norm in \( L^1 \left( \Omega; W^{\sigma,2}(0, T; L^1(\mathbb{T}^d)) \right) \), we obtain (3).

Proof of Corollary 1.6  Let \( \sigma_x, \tilde{\sigma}_x \in [0, \frac{1}{4}) \) be such that \( \sigma_x < \tilde{\sigma}_x \) and let \( \sigma_t \in [0, \frac{1}{2}) \). From Theorem 1.2 and Theorem 1.3, we know that

\[
u \in L^m(\Omega; L^m(0, T; W^{\tilde{\sigma}_x,m}(\mathbb{T}^d))) \cap L^1(\Omega; W^{\sigma,2}(0, T; L^1(\mathbb{T}^d)))
\]

Recall that \( \theta \in (0, 1), \frac{1}{p} = \frac{1-\theta}{m} + \theta \) and \( \frac{1}{p} = \frac{1-\theta}{m} + \frac{\theta}{2} \). We apply a series of real interpolation arguments below. We use [29, Theorem 1.3.3 (a)] in the first embedding, [29, Theorem 1.18.4] in the first equality, [29, Theorem 1.3.3 (d)] in the second embedding, [7, Theorem 3.1] in the second and last equality, [7, Theorem 3.4.1 (a), Corollary 3.8.2] in the last embedding to obtain for all \( \epsilon \in (0, 1 - \theta) \)

\[
L^m(\Omega; L^m(0, T; W^{\tilde{\sigma}_x,m}(\mathbb{T}^d))) \cap L^1(\Omega; W^{\sigma,2}(0, T; L^1(\mathbb{T}^d))) \\
\hookrightarrow (L^m(\Omega; L^m(0, T; W^{\tilde{\sigma}_x,m}(\mathbb{T}^d))), L^1(\Omega; W^{\sigma,2}(0, T; L^1(\mathbb{T}^d))))_{\theta,p} \\
= L^p(\Omega; (L^m(0, T; W^{\tilde{\sigma}_x,m}(\mathbb{T}^d))), W^{\sigma,2}(0, T; L^1(\mathbb{T}^d)))_{\theta,p} \\
\hookrightarrow L^p(\Omega; (L^m(0, T; W^{\tilde{\sigma}_x,m}(\mathbb{T}^d))), W^{\sigma,2}(0, T; L^1(\mathbb{T}^d)))_{\theta,q} \\
= L^p(\Omega; W^{\theta\sigma,q}(0, T; (W^{\tilde{\sigma}_x,m}(\mathbb{T}^d), L^1(\mathbb{T}^d)))_{\theta,q}) \\
\hookrightarrow L^p(\Omega; W^{\theta\sigma,q}(0, T; (L^1(\mathbb{T}^d), W^{\tilde{\sigma}_x,m}(\mathbb{T}^d)))_{1-\theta-\epsilon, p}) \\
= L^p(\Omega; W^{\theta\sigma,q}(0, T; (W^{(1-\theta-\epsilon)\tilde{\sigma}_x, p}(\mathbb{T}^d))))
\]

We choose \( \epsilon \) small enough such that \( (1 - \theta - \epsilon)\tilde{\sigma}_x = (1 - \theta)\sigma_x \). From the estimates (2) and (3) of Theorem 1.2 and Theorem 1.3 and the embeddings above, we have

\[
\| u \|_{L^p(\Omega; W^{\theta\sigma,q}(0, T; W^{(1-\theta)\sigma_x,p}(\mathbb{T}^d)))} \lesssim (\| u_0 \|_{L^2_\alpha} + 1)^\theta (\| u_0 \|_{L^2_\alpha} + 1)^{1-\theta} \\
\lesssim \| u_0 \|_{L^2_\alpha} + 1.
\]

\( \square \)
A \textit{L}^1\textit{-based averaging techniques and the stochastic integral}

In this section we show the incompatibility of the \textit{L}^1\textit{-based averaging techniques used in the deterministic setting (i.e. when } g_k = 0 \textit{ in (1)) with the presence of stochastic integral. In [16], the stochastic forcing was treated by means of an extension of the deterministic \textit{L}^1\textit{-based techniques using the distributional inequality (8) in the kinetic form (7) as follows

\[ L(\partial_t, \nabla_x, v) \chi := \partial_t \chi - m|v|^{m-1} \Delta_x \chi = \sum_{k=1}^{\infty} \chi \partial_v g_k \dot{\beta}_k - \sum_{k=1}^{\infty} \partial_v (\chi g_k) \dot{\beta}_k + \partial_v \left(- \frac{1}{2} G^2 \delta_{u=v} + n\right), \]

This implies a representation of the solution \( u \) in terms of

\[ u(t, x) = \int_v \chi(t, x, v) \ dv = \int_v e^{-tL(\nabla_x, v)} \chi(0, x, v) \ dv \]

\[ + \sum_{k=1}^{\infty} \int_v \int_0^t e^{-(t-s)L(\nabla_x, v)} \chi(s, x, v) \partial_v g_k(x, v) d\beta_k(s) \ dv \]

\[ + \sum_{k=1}^{\infty} \int_v \int_0^t e^{-(t-s)L(\nabla_x, v)} \partial_v (-\chi(s, x, v) g_k(x, v)) d\beta_k(s) \ dv \]

\[ + \int_v L(\partial_t, \nabla_x, v) \partial_v \left(- \frac{1}{2} G^2 \delta_{u=v} + n\right) \ dv, \]

where \( L(\nabla_x, v) \) is identified with the linear symbol \( L(\xi, v) := m|v|^{m-1} 4\pi^2 |\xi|^2 \). The deterministic analysis for the regularity results in [15, 18] rely on multiplier estimates parametrized in velocity, that is on estimates of the type for \( \tilde{\alpha} \in [0, 1) \) and all \( v \in \mathbb{R} \)

\[ \|(-\Delta_x)^{\frac{\tilde{\alpha}}{2}} L_v(\nabla_x, v)(t-s)L(\nabla_x, v)\|_{L^2 \rightarrow L^2} \leq C(t-s, v, m, \tilde{\alpha}), \quad (148) \]

where \( L_v(\nabla_x, v) \) denotes the \( v \)-derivative of \( L(\nabla_x, v) \).

We present an informal argument to show that the techniques used in the deterministic setting fail to produce optimal estimates in the case of a stochastic forcing term. Roughly speaking, the aim would be to derive an estimate on

\[ \mathbb{E}\|(-\Delta_x)^{\tilde{\alpha}} \sum_{k=1}^{\infty} \int_v \int_0^t e^{-(t-s)L(\nabla_x, v)} \partial_v (\chi(s, \cdot, v) g_k(\cdot, v)) d\beta_k(s) \ dv\|_{L^1_{t,x}}, \quad (149) \]

for \( \tilde{\alpha} \) as large as possible. As usual in the theory of stochastic PDEs [8], one may at best expect an improvement of spatial regularity of one order from the linear/nonlinear heat equation due to the non-vanishing quadratic variation of Brownian motion. Hence,
there would be no hope to get anywhere near optimal estimates without using a priori regularity of \( \chi \).

One might then be tempted to try arguing via bootstrapping, as it is often done in the context of averaging lemmata for scalar conservation laws [21]. However, this technique is again incompatible with the quadratic structure of a stochastic integral. We sketch an informal estimate which highlights this issue with the stochastic integral. In the following, we assume that \( \chi \) is compactly supported in \( v \). Informally, the term (149) can be treated using an integration by parts in \( v \), Burkholder–Davis–Gundy inequality, Jensen’s inequality and the multiplier estimate (148)

\[
\begin{aligned}
\mathbb{E} \| (-\Delta_x)^{\tilde{\alpha}} \sum_{k=1}^{\infty} \mathbb{E} \int_0^t \int_v e^{-(t-s)\mathcal{L}(\nabla_x,v)} \partial_v (\chi(s,\cdot,v)g_k(\cdot,v))d\beta_k(s) \, dv \|_{L^1_{t,x}} \\
\lesssim \int_0^T \int_v \left( \sum_{k=1}^{\infty} \mathbb{E} \int_0^t \right) \left| \int_v (-\Delta_x)^{\tilde{\alpha}} \mathcal{L}_v(\nabla_x,v)(t-s)e^{-(t-s)\mathcal{L}(\nabla_x,v)} \chi(s,\cdot,v)g_k(\cdot,v) \, dv \right|^2 \, ds \, dx \, dt \\
\times \chi(s, \cdot, v)g_k(\cdot, v) \, dv \right|^{1/2} \right)^2 dx \, dt \\
\leq \left( \int_0^T \sum_{k=1}^{\infty} \mathbb{E} \int_0^t \right) \left( \int_v \left| (-\Delta_x)^{\tilde{\alpha}} \mathcal{L}_v(\nabla_x,v)(t-s)e^{-(t-s)\mathcal{L}(\nabla_x,v)} \chi(s,\cdot,v)g_k(\cdot,v) \right|^2 \, dv \, ds \right)^{1/2} \\
\times \left( \int_0^T \sum_{k=1}^{\infty} \mathbb{E} \int_0^t \right) \left( \int_v \left| C(t-s, v, m, \tilde{\alpha}) \right| \left( -\Delta_x \right)^{\tilde{\alpha}/2} \chi(s,\cdot,v)g_k(\cdot,v) \right|^2 \, dv \, ds \, dt \right)^{1/2}.
\end{aligned}
\]

The incompatibility of the usual \( L^1_{t,x} \)-based arguments with the \( L^2_{t,x} \)-based nature of the stochastic integral becomes apparent, since the term \( (-\Delta_x)^{\tilde{\alpha}/2} \chi \) on the right-hand side of (150) is not in \( L^2_{x,v} \) when \( \tilde{\alpha} \geq 1/2 \). Therefore, one cannot obtain more than one derivative with these bootstrapping arguments. For this reason, this approach cannot be used to prove the optimal regularity result of Theorem 1.2.

**B Poincaré inequality**

**Lemma B.1.** Let \( x \in \mathbb{T}^d \) for \( d \geq 1 \). For any \( r \geq \frac{1}{2} \), there is a constant \( \tilde{C} = \tilde{C}(r,d) > 0 \) such that

\[
\int_{\mathbb{T}^d} |u(x)|^{2r} \, dx \leq \tilde{C} \left[ \left( \int_{\mathbb{T}^d} |u(x)| \, dx \right)^{2r} + \int_{\mathbb{T}^d} (\nabla(u(x))^r)^2 \, dx \right].
\]
Proof. We argue by contradiction. Assume that the estimate (151) is false. Then there exists an $r$ so that for all $\tilde{C}$, there is a function $u_{\tilde{C}}$ satisfying

$$\int_{T^d} |u_{\tilde{C}}(x)|^{2r} dx > \tilde{C} \left[ \left( \int_{T^d} |u_{\tilde{C}}(x)| \, dx \right)^{2r} + \int_{T^d} (\nabla u_{\tilde{C}}(x))^2 \, dx \right].$$

By homogeneity, we can assume $\int_{T^d} |u_{\tilde{C}}(x)|^{2r} dx = 1$. Then,

$$\frac{1}{\tilde{C}} > \left[ \left( \int_{T^d} |u_{\tilde{C}}(x)| \, dx \right)^{2r} + \int_{T^d} (\nabla u_{\tilde{C}}(x))^2 \, dx \right]. \quad (152)$$

Letting $\tilde{C} \to \infty$, we have

$$\int_{T^d} |u_{\tilde{C}}(x)|^2 dx = 1, \quad (153)$$

and

$$\int_{T^d} |\nabla u_{\tilde{C}}(x)|^2 dx \to 0.$$ 

Thus, the $u_{\tilde{C}}$ are uniformly bounded in $H^1$ and there is a convergent subsequence $u_{\tilde{C}} \to U$ in $L^2$. Taking limit in (153) we get $\int_{T^d} |U(x)|^2 dx = 1$ and taking limit in (152) and using the lower semicontinuity of the second term on right-hand side, we have

$$0 \geq \int_{T^d} (\nabla U(x))^2 \, dx.$$ 

Thus, $U$ is constant $U \equiv |T^d|^{-\frac{1}{2}}$. On the other hand, taking a subsequence, we have $u_{\tilde{C}} \to U$ almost everywhere and so $|u_{\tilde{C}}| \to |U|^{1/r}$. Using Fatou’s lemma, we have

$$\left( \int_{T^d} |U(x)|^{1/r} \, dx \right)^{2r} \leq \liminf_{C \to \infty} \left( \int_{T^d} |u_{\tilde{C}}(x)| \, dx \right)^{2r} \leq \liminf_{C \to \infty} \frac{1}{C} = 0.$$ 

Hence, $U = 0$, leading to a contradiction. \qed

C Optimal time integrability and scaling

In this section we present a scaling argument that suggests the optimal time integrability of solutions of porous medium equations. Consider

$$\partial_t u = \Delta (|u|^{m-1} u) \quad \text{on } (0, T) \times T_x^d,$$

$$u(0) = u_0 \quad \text{on } T_x^d, \quad (154)$$
with \( u_0 \in L^1(\mathbb{T}_d^2) \) and \( m > 1 \). For \( T > 0 \), \( 1 \leq p < \infty \), \( s \in (0, \infty) \setminus \mathbb{N} \), \( f \in W^{[s],1}_{\text{loc}}(\mathbb{R}; X) \) and \( \theta = s - \lfloor s \rfloor \in (0, 1) \), recall the definition of the homogeneous Slobodeckij seminorm
\[
\|f\|_{\dot{W}^{s,p}(0,T;X)} := \left( \int_{[0,T] \times [0,T]} \frac{\|D^{\lfloor s \rfloor} f(t) - D^{\lfloor s \rfloor} f(z)\|_X}{|t - z|^{\frac{p+1}{p}}} \, dz \, dt \right)^{\frac{1}{p}} < \infty, \tag{155}
\]
with the usual modification in the case of \( p = \infty \).

**Lemma C.1.** Let \( T > 0 \), \( m \in (1, \infty) \), \( p \geq 1 \) and \( \sigma_t \in (0, \frac{1}{2}) \). Assume that there is a constant \( C \geq 0 \) such that
\[
\|u\|_{\dot{W}^{\sigma_t,p}(0,T;L^1(\mathbb{T}_d^2))} \leq C\|u_0\|_{L^1(\mathbb{T}_d^2)}, \tag{156}
\]
for all solutions \( u \) to (154). Then necessarily \( p \leq \frac{1}{\sigma_t} \).

**Proof.** Given a solution \( u \) to (154), for every \( \eta \geq 1 \), also \( \tilde{u}(t, x) := \eta u(\eta^{m-1}t, x) \) is a solution to (154). Thus, \( \tilde{u} \) satisfies (156) i.e.
\[
\|\tilde{u}\|_{\dot{W}^{\sigma_t,p}(0,T;L^1(\mathbb{T}_d^2))} \leq C\|\tilde{u}_0\|_{L^1(\mathbb{T}_d^2)}. \tag{157}
\]
We observe
\[
\|\tilde{u}\|_{\dot{W}^{\sigma_t,p}(0,T;L^1(\mathbb{T}_d^2))} = \eta^{1+(m-1)(\sigma_t - \frac{1}{p})}\|u\|_{\dot{W}^{\sigma_t,p}(0,\eta^{m-1}T;L^1(\mathbb{T}_d^2))},
\]
and
\[
\|\tilde{u}_0\|_{L^1(\mathbb{T}_d^2)} = \eta\|u_0\|_{L^1(\mathbb{T}_d^2)}.
\]
It follows from (157) that
\[
\|u\|_{\dot{W}^{\sigma_t,p}(0,\eta^{m-1}T;L^1(\mathbb{T}_d^2))} \leq C\eta^{-(m-1)(\sigma_t - \frac{1}{p})}\|u_0\|_{L^1(\mathbb{T}_d^2)}.
\]
Letting \( \eta \to \infty \), this leads to a contradiction (for non-trivial \( u_0 \)) unless
\[
p \leq \frac{1}{\sigma_t}.
\]
\[\square\]
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