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Abstract—We consider the classical uncoded caching problem from an online learning point-of-view. A cache of limited storage capacity can hold $C$ files at a time from a large catalog. A user requests an arbitrary file from the catalog at each time slot. Before the file request from the user arrives, a caching policy populates the cache with any $C$ files of its choice. In the case of a cache-hit, the policy receives a unit reward and zero rewards otherwise. In addition to that, there is a cost associated with fetching files to the cache, which we refer to as the switching cost. The objective is to design a caching policy that incurs minimal regret while considering both the rewards due to cache-hits and the switching cost due to the file fetches. The main contribution of this paper is the switching regret analysis of a Follow the Perturbed Leader (FTPL)-based anytime caching policy, which is shown to have an order optimal switching regret. In this pursuit, we improve the best-known switching regret bound for this problem by a factor of $\Theta(\sqrt{C})$. We conclude the paper by comparing the performance of different popular caching policies using a publicly available trace from a commercial CDN server.

Index Terms—Online caching problem, Optimal regret, Switching cost.

I. INTRODUCTION

CACHING is a fundamental online optimization problem that has been extensively investigated in the literature by different research communities. Competitive Ratio, which quantifies the performance of any online policy by computing the ratio of the cost incurred by an online policy to the cost incurred by a clairvoyant offline optimal policy on the same input sequence, has been the classical performance metric for benchmarking different caching policies [1], [2], [3]. Policies, such as the Least Recently Used (LRU), Least Frequently Used (LFU), and First-in-First-Out (FIFO) are known to achieve the optimal competitive ratio when the known function is taken to be the number of cache-misses [4]. However, since the competitive ratio metric is multiplicative in nature, there could be a large gap in the absolute number of cache-misses between an online policy (even with an excellent competitive ratio) and the optimal offline policy. Consequently, in recent years, a considerable amount of research effort has been dedicated to designing caching policies with more robust (e.g., additive) performance guarantees. In particular, with the advances in the theory of online learning [5], several recent papers have investigated the caching problem from the regret-minimization standpoint. Using the framework of Online Convex Optimization (OCO), the papers [6], [7] take the first step in designing a regret-optimal caching policy without and with coding, respectively. The paper [8] considers the regret-optimal uncoded caching problem on a Bipartite network. It should be noted that, in a caching network, repeatedly fetching files to the local caches from remote servers costs considerable latency and bandwidth penalty. However, most of the previous works on caching ignore the switching cost in their cost function and focus only on the hit rates. On a parallel line of research, several papers from the online learning community have studied the problem of switching regret minimization in different settings. Examples include the Follow the Lazy Leader (FLL) algorithm proposed by Kalai and Vempala [2], the “Shrinking Dartboard” algorithm by Geulen et al. [10], and the Prediction by random-walk perturbations algorithm by Devroye et al. [11]. However, all of the above algorithms are known to suffer from sub-optimal regret $O(C^{3/2}\sqrt{T})$ in the caching problem (see Table I of [11]), where $C$ is the size of the cache, $T$ is the horizon-length, and the fetching cost per file is assumed to be unity.

Contributions: The Multiplicative Weight policy (also known as Hedge, or Exponential Weight) is a well-known prediction strategy in the classical experts setting [12], [13]. In a recent paper, Daniely et al. proposed a version of the multiplicative-weight policy (MW) for the caching problem. They showed that the regret of the MW policy, including the switching cost, is bounded by $O(C^{3/2}\sqrt{T})$ (Theorem 31 of [14]). The authors also proposed an efficient implementation of the MW policy in this context, which, otherwise, suffers from an exponential complexity in a naive implementation. However, the resulting caching policy is still computationally intensive as it involves repeated sampling from a recursively defined distribution. Consequently, a natural question in this context is whether there exists a simpler caching policy with a better performance guarantee. In this paper, we affirmatively resolve the above question. Using the Follow the Perturbed Leader (FTPL)-based caching policy proposed in [6], we show that, in addition to being trivial to implement, the FTPL-based caching policy enjoys a switching regret bound of $O(\sqrt{CT})$. Hence, it improves the regret guarantee of the MW policy by a factor of $\Theta(C)$. The lower bound established in [6] implies that our regret bound is optimal and can not be improved further.

Note that we do not assume any stochastic model for the file request sequence, which could be generated by an oblivious adversary. There is extensive literature on caching, which assumes some stationary stochastic model for the file request sequence, such as the Independent Reference Model (IRM) [15], [16]. However, these models may be a poor choice for
II. SYSTEM MODEL

In this section, we describe a simplified abstraction of a caching system. Assume that a set of $N$ unique files is available in a remote server. A local cache of limited storage capacity can hold up to $C$ files at a time where $C < N$. The system evolves in discrete time-steps, and at each time slot $t$, a user requests an arbitrary file from the file catalog. The request sequence could be chosen by an oblivious adversary [5]. An online caching policy $\pi$ determines a set of $C$ files to be cached before the file request for each slot arrives. At any slot $t$, if the requested file is present in the local cache (i.e., in the event of a cache-hit), the request is promptly served by the local cache. Otherwise, in the event of a cache-miss, the request is forwarded to the remote server, incurring a loss due to the additional routing delay and bandwidth consumption. The caching policy also incurs a switching cost while fetching files into the cache from the remote server. The objective is to design a caching policy that maximizes the cache-hit while incurring minimal switching costs. See Fig. 1 for a schematic.

Represent the cache configuration at time $t$ by the binary incidence vector $y_t \in \{0, 1\}^N$, whose $i^{th}$ component $y_{t,i}$ denotes whether the $i^{th}$ file is cached at time $t$ or not. The set of all admissible caching configurations $\mathcal{Y}$, which respects the capacity constraint, is given below:

$$\mathcal{Y} = \left\{ y \in \{0, 1\}^N : \sum_{i \in [N]} y_i \leq C \right\}. \quad (1)$$

Let the variable $f_t \in [N]$ denote the user-requested file at time $t$. Define an associated $N$-dimensional one-hot encoded request vector $x_t$ such that $x_{t,i} = 1$ if $f_t = i$.

**Reward/Cost structure:** We combine the reward accrued due to the cache-hits and the fetching cost incurred due to the downloading of files in the cache into a single metric. In particular, we assume that a cache-hit yields unit reward and a cache-miss yields zero reward. Furthermore, we assume that fetching a file into the cache from the remote server costs $D$ units ($D \geq 0$). Hence, changing the cache configuration from $y_{t-1}$ to $y_t$ at time slot $t$ incurs a total cost of $\frac{D}{2}||y_t - y_{t-1}||_1$. Putting everything together, the overall reward obtained at slot $t$ is given by $q_t = \langle y_t, x_t \rangle - \frac{D}{2}||y_t - y_{t-1}||_1$.

As standard in the online learning literature [5], our objective is to design an online caching policy which minimizes the regret against an offline static benchmark. Let the vector $X_t$ denote the cumulative file request count vector up to time $t$, i.e., $X_t = \sum_{\tau=1}^{t} x_\tau$. Taking into account the switching cost as defined above, the expected regret may be expressed as follows:

$$E(R_T) = \sup_{y \in \mathcal{Y}} \left\{ \langle y, X_T \rangle - \sum_{t=1}^{T} E(\langle y_t, x_t \rangle) \right\} + \frac{D}{2} \sum_{t=1}^{T} \mathbb{E}[||y_t - y_{t-1}||_1], \quad (2)$$

where the expectation is taken with respect to possible randomness introduced by the caching policy. Note that, the offline static policy does not incur any switching cost as it never changes the cache-configuration.

III. PERFORMANCE ANALYSIS

A. The FTPL Caching Policy

The Follow the Perturbed Leader (FTPL) caching policy, introduced in [6], is described in Algorithm 1. The policy first samples a set of $N$ i.i.d. standard Gaussian random variables $\gamma$. Then, at every slot $t$, it adds a scaled version of the sampled random variables to the current cumulative count vector $X_t$ to obtain a perturbed cumulative count vector $X_t + \eta_t \gamma$. Finally, the FTPL policy caches $C$ files having the highest perturbed cumulative count at slot $t$. The authors in [6] analyzed the expected regret of this policy without considering the switching cost (i.e., the case $D = 0$).

**Algorithm 1** The FTPL Caching Policy

1: Learning rate $\{\eta_t\}_{t \geq 1}$, switching cost $D \geq 0$, cache capacity $C$, initial cache-configuration $y_0$
2: $X_1 \leftarrow 0$
3: Sample: $\gamma \sim N(0, I)$.
4: for $t = 1$ to $T$ do
5: Cache the top $C$ files corresponding to the perturbed cumulative count vector $X_t + \eta_t \gamma$, i.e., $y_t \leftarrow \arg \max_{y \in \mathcal{Y}} \langle y, X_t + \eta_t \gamma \rangle$.
6: User requests a file corresponding to the request vector $x_t$.
7: The policy receives a reward $q_t = \langle y_t, x_t \rangle - \frac{D}{2} ||y_t - y_{t-1}||_1$.
8: Update $X_{t+1} \leftarrow X_t + x_t$.
9: end for

As standard in the online learning literature [5], our objective is to design an online caching policy which minimizes the regret against an offline static benchmark. Let the vector $X_t$ denote the cumulative file request count vector up to time $t$, i.e., $X_t = \sum_{\tau=1}^{t} x_\tau$. Taking into account the switching cost as defined above, the expected regret may be expressed as follows:

$$E(R_T) = \sup_{y \in \mathcal{Y}} \left\{ \langle y, X_T \rangle - \sum_{t=1}^{T} E(\langle y_t, x_t \rangle) \right\} + \frac{D}{2} \sum_{t=1}^{T} \mathbb{E}[||y_t - y_{t-1}||_1], \quad (2)$$

where the expectation is taken with respect to possible randomness introduced by the caching policy. Note that, the offline static policy does not incur any switching cost as it never changes the cache-configuration.

B. Analysis of the FTPL policy with Switching Cost

In Theorem 3.1, we state and prove the switching regret bound of the FTPL policy for a known time-horizon $T$, using a constant learning rate $\eta_t = \eta, \forall t \geq 1$. In this case, the analysis is simplified by exploiting a property of the FTPL policy, stated in Lemma [3.1]. However, this property no longer remains valid when the time-horizon is unknown.

Fig. 1: The online caching set up

non-stationary requests, which is typical for internet traffic with transient content popularity.
true when the learning rate is allowed to vary with time. Hence, the analysis of the anytime version of the FTPL policy, which uses time-varying learning rate due to not knowing the time-horizon $T$ a priori, is more subtle and is given in Theorem 3.1.

Theorem 3.1: By choosing the constant learning rate $\eta_t = \eta = \sqrt{T/(D+1)/C(4\pi \ln(N/C))^{1/4}}$, $\forall t$, the expected regret of the FTPL caching policy, including the switching cost, is bounded as follows:

$$E(R_T) \leq \frac{2}{\sqrt{\pi}} \sqrt{C(D+1)(\ln(N/C))^{1/4}} \sqrt{T},$$

where the expectation is taken w.r.t. the random perturbation $\gamma$ added by the policy.

Note that for the case of zero switching cost (i.e., $D = 0$), we recover the regret bound of [6].

Proof: We start with the following result for the FTPL policy.

$$\max_{y} \langle y, X_t \rangle - E[\sum_{t=1}^{T} \langle y_t, x_t \rangle] \leq C\eta \sqrt{2 \ln(N/C)} + \frac{T}{\eta \sqrt{2\pi}}. \quad (3)$$

Utilizing the above result, we see that the regret $R_T$ of the FTPL policy with switching cost, as defined in Eqn. (2), is bounded by adding the expected switching cost term:

$$E(R_T) \leq C\eta \sqrt{2 \ln(N/C)} + \frac{T}{\eta \sqrt{2\pi}} + \frac{D}{2} \sum_{t=2}^{T} E[\|y_t - y_{t-1}\|_1]. \quad (4)$$

Hence, it remains to find an upper bound of $E[\|y_t - y_{t-1}\|_1]$ to bound the regret with switching cost in Eqn. (4). In this direction, let $S_t$ be the support of the cache configuration vector $y_t$, i.e.,

$$S_t = \{i \in [N] : y_{t,i} = 1\}. \quad (5)$$

The following lemma shows that under the action of the FTPL policy, the support set $S_t$ can change by only one element at a slot.

Lemma 3.1: For any $t \geq 2$, $|S_t \setminus S_{t-1}| \leq 1$, i.e., at most one entry of the cache can be evicted per slot under the FTPL policy.

Discussion: Lemma 3.1 shows that similar to the classical paging policies, such as, LRU, LFU, and the Marker policy, the proposed FTPL policy also evicts at most one cache element at a time by admitting the currently requested file into the cache. The principal difference among these policies lies in their choice of the file to be evicted from the cache.

Proof: Let the file $f_t$ be requested at time $t$, i.e., $x_{t,f_t} = 1$. Thus, we have $X_{t+1,f_t} = X_{t+1,f_t^+} + X_{t+1,f_t^-}$, and $X_{t+1,f_t^-} = X_{t+1,f_t^-}^\prime$, i.e., $f_t \notin S_{t-1}$. Recall that the set $S_t$ corresponds to the largest $C$ entries of the perturbed cumulative count vector $X_t + \gamma f_t$. Clearly, if $f_t \in S_{t-1}$, then it must be that $S_t = S_{t-1}$. On the other hand, if $f_t \notin S_{t-1}$, $f_t$ may replace at most one file in $S_{t-1}$ to obtain $S_{t-1}$. Hence, it follows that $|S_t \setminus S_{t-1}| \leq 1$. \-

The previous lemma implies that either $\|y_t - y_{t-1}\|_1 = 0$, or $\|y_t - y_{t-1}\|_1 = 1$. Hence, we have

$$E[\|y_t - y_{t-1}\|_1] = 2P(y_t \neq y_{t-1}). \quad (6)$$

To get some insight into analyzing the above probability, let us first consider the simplest possible case - a catalog of size two (i.e., $N = 2$) and a cache of unit capacity (i.e., $C = 1$). Let $g_{t-1}$ denote the index of the only file cached at time $t-1$. Note that, in this case, we have $f_t, g_{t-1} \in \{1, 2\}$. Hence,

$$P(y_{t+1} \neq y_t) = P(f_t \neq g_{t-1}, X_{t,f_t} + \gamma f_t, + 1 > X_{t,g_{t-1}}, X_{t,f_t} + \gamma f_t \leq X_{t,g_{t-1}}, \gamma g_{t-1}) = P(t - 2X_{t,f_t} - 1 < \sqrt{2} \gamma f_t \leq t - 2X_{t,f_t}), \quad (7)$$

where in the last step, we have used the fact that for $f_t \neq g_{t-1}$, we have $X_{t,f_t} + X_{t,g_{t-1}} = t$. This is true because one file is requested per slot. Since $\gamma f_t$ is a standard Gaussian random variable, from Eqn. (7) we have

$$P(y_{t+1} \neq y_t) = \frac{1}{\sqrt{2\pi}} \int_{\gamma g_{t-1}}^{\gamma g_{t-1} + 1} e^{-u^2/2} du \leq \frac{1}{\sqrt{2\pi}} \int_{\gamma g_{t-1}}^{\gamma g_{t-1} + 1} e^{-u^2/2} du \leq \frac{1}{2\eta \sqrt{\pi}}. \quad (8)$$

We now generalize the above argument to an arbitrary catalog size $N$ and cache capacity $C$. Let $S_t$ be the set of cached files corresponding to the cache-configuration $y_t$. We say that a switching occurs at time $t$, if the event $y_{t+1} \neq y_t$ takes place, which in turn, is equivalent to the event $\{f_t \in S_{t-1}$, and $f_t \notin S_t\}$. To compute the probability of this event, let us denote the perturbed cumulative request vector at time $t$ by $X_t'$, i.e., $X_{t,f} = X_{t,f} + \gamma f$, $\forall f \in [N]$. Furthermore, let us denote the set of all files excepting the $j$th file by $N_j = [N] \setminus \{j\}, \forall j \in [N]$. Sort the components of the vector $X'$ in decreasing order and let $X'_N f_t$ denote the $f$th component of the sorted vector when we ignore the file $j$ altogether. See Fig. 2 for an illustration. With the above notations, the event $y_{t+1} \neq y_t$ occurs under the FTPL policy if and only if $X'_N f_t(C) \geq X'_{t,f_t} + 1 > X'_N f_t(C)$.

Hence,

$$P(y_{t+1} \neq y_t)$$
IV. ANALYSIS OF THE ANYTIME FTPL CACHING POLICY

For the anytime version, we use the FTPL policy with a non-decreasing learning rate schedule \( \{\eta_t\}_{t\geq 1} \). For pedagogical reasons, the analysis of the switching regret of the anytime FTPL caching policy is divided into several parts. In the following Proposition 4.1, we derive an upper bound on regret without the switching cost. This result will later be used for analyzing the regret of the FTPL policy with switching cost.

**Proposition 4.1:** The regret of the anytime FTPL policy without the switching cost (i.e., \( D = 0 \)) for any non-decreasing learning rate schedule \( \{\eta_t\}_{t\geq 1} \) is given as follows:

\[
\max_{y \in \mathcal{Y}} \mathbb{E}_t (y, x_t) - \sum_{i=1}^{T} \mathbb{E}_t [\langle y_t, x_t \rangle] \leq \eta_1 C \sqrt{2 \log (N/C)} + \eta_1 C \sqrt{2 \log (N/C)} + \frac{1}{\sqrt{2 \pi}} \sum_{i=1}^{T} \frac{1}{\eta_i}.
\]

The proof of Proposition 4.1 proceeds in the same way as in [6], where we additionally take into account the non-constant learning rate schedule \( \{\eta_t\}_{t\geq 1} \). See Appendix VII-A for the detailed proof.

As argued in the previous section, the overall regret of the FTPL policy, including the switching cost, is bounded by the sum of the regret without the switching cost and the expected switching cost (see Eqn. (4)). Hence, our remaining task is to upper bound the switching cost under the FTPL policy.

Towards this goal, we prove the following proposition:

**Proposition 4.2:** The expected switching cost of the FTPL policy with the learning rate schedule \( \eta_t = \alpha \sqrt{t} (\alpha > 0), t \geq 1 \) is bounded as follows:

\[
\sum_{t=2}^{T} \mathbb{E}_t \|y_{t+1} - y_t\|_1 \leq \frac{3 \sqrt{2}}{\sqrt{4 \pi (N/C)}} \left( \sqrt{T} - 1 \right)
+ \frac{(N - 1)^2 + \sqrt{2 \pi \ln (2N)}}{\sqrt{e}} \ln T
+ \frac{3(N - 1)(2 + \sqrt{2 \pi \ln (2N)})}{\sqrt{4 \pi c} \alpha T^{-1/2}}.
\]

**Proof outline:** As before, to gain some intuition for the analysis, we consider the simple case \( N = 2, C = 1 \). Then, we carefully bound the probability of new file download at a slot for (a) the requested file and (b) any other files. Note that the latter possibility arises due to the time-varying learning rate schedule. This case does not arise in the case of constant learning-rate considered before. By combining the above two bounds, we obtain the regret bound. See Appendix VIII for the complete proof.
By combining the Propositions 4.1 and 4.2 we arrive at the following upper bound on the expected regret of the anytime FTPL caching policy with switching cost:

**Theorem 4.1:** With the learning rate schedule \( \eta_t = \alpha \sqrt{t}, \alpha > 0, t \geq 1 \), the expected regret of the anytime FTPL policy, including the switching cost, is bounded as follows:

\[
\mathbb{E}(R_T) \leq c_1 \sqrt{T} + c_2 \ln T + c_3, \tag{11}
\]

where \( c_1 = O(\sqrt{\ln(N/C)}) \), and \( c_2, c_3 \) are small constants depending on \( N, C \) and \( \alpha \).

**Proof:** The proof follows directly from Eq. (2) using the expression for expected regret and using the upper bounds from Propositions 4.1 and 4.2 along with the simple bound \( \sum_{t=2}^{\infty} \frac{1}{\sqrt{t}} \leq 2\sqrt{T} - 2 \).

As a direct consequence of Proposition 4.2, it follows that the rate of cache refreshing goes to zero almost surely under the action of the FTPL policy. To see this, define the fetch rate \( FR_t \) at time \( t \) to be the total number of file fetches to the cache up to time \( t \) divided by \( t \). Since the number of switches at a slot is just twice the number of fetches, we have

\[
FR_t \triangleq \frac{\sum_{\tau=2}^{t} \| y_{\tau} - y_{\tau-1} \|_1}{t}. \tag{12}
\]

It directly follows from Proposition 4.2 that \( \limsup_t \mathbb{E}[FR_t] = 0 \). Now, note that for any \( t \geq 1 \), \( FR_0 \leq C \). Therefore, by the bounded convergence theorem (BCT), we have that \( \mathbb{E} \left[ \limsup_t FR_t \right] = \limsup_t \mathbb{E}[FR_t] = 0 \). Consequently, as \( FR_t \) is non-negative, it follows that \( \limsup_t FR_t = 0 \) a.s.

V. NUMERICAL EXPERIMENTS

In our numerical experiments, we use a publicly available anonymized trace from a large commercial CDN server [17], [18]. From the trace data, we consider the first 65K requests, which contain \( N = 1244 \) unique file indices. The cache capacity \( (C) \) is set to be 1% of the total catalog size \( (N) \). The plots in Fig. 3 compares the performance of the proposed FTPL policy with two other popular caching policies, namely LRU, and LFU. From the plot [3a] we see that the proposed FTPL policy out-performs the LRU and the LFU policies in terms of the hit-rate when we consider a relatively large time-horizon \((T \geq 5 \times 10^4)\). Furthermore, the next plot [3b] shows that the fetch rates of the LFU and the LRU policies are at least two orders of magnitude larger than that of the FTPL policy (for both fixed and time-varying learning rate versions). Finally, Fig. [3c] reveals that the normalized regret rate of the FTPL policy diminishes to zero, unlike that of the LRU and LFU policies, which change very little with time.

VI. CONCLUSION AND FUTURE RESEARCH

This paper showed that the FTPL-based caching policy has order-optimal switching regret. The proof involves analyzing the switching cost with Gaussian perturbations and combining the result with the regret bound without switching. Our work improves the best-known switching regret bound for the caching problem by a factor of \( O(\sqrt{C}) \). Numerical experiments with production-level trace confirm that the proposed caching policy out-performs the popular LRU and LFU policies in terms of both hit-rates and download costs. As future work, it will be interesting to extend the results to the case of multiple caches connected to the users in the form of a Bipartite network [6], [8]. It will also be interesting to obtain bounds on strongly adaptive regret [19] which compares the performance of the online algorithm against an offline policy that is allowed to change the cache configuration a fixed number of times.
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Consequently, arg max
shown to be upper bounded as
the definition of regret here). Consequently, we obtain,
obtain a lower bound of the first two terms in the RHS of the
To analyze this regret, we define (for each time instant t) a
time-varying potential function \( \Phi_t : \mathbb{R}^N \rightarrow \mathbb{R} \) as below:
\[
\Phi_t(x) = E_\gamma \left[ \max_{y \in Y} \langle y, x + \eta_t \gamma \rangle \right] 
\]  
(13)
Now, note that as \( Y \) is a finite set, for any \( x \in \mathbb{R}^N \),
arg max \( y \in Y \) \( E_\gamma \left[ \langle y, x + \eta_t \gamma \rangle \right] \) exists and is unique. Therefore,
\[
\nabla \Phi_t(X_t) = \nabla E_\gamma \left[ \langle y, x + \eta_t \gamma \rangle \right] |_{x = X_t} = E_\gamma [\eta_t].
\]  
(14)
Consequently,
\[
E_\gamma \left[ \langle y, x_t \rangle \right] = \langle \nabla \Phi_t(X_t), X_{t+1} - X_t \rangle
\]
\[
= \Phi_t(X_{t+1}) - \Phi_t(X_t) - \frac{1}{2} \langle x_t, \nabla^2 \Phi_t(\tilde{X}_t)x_t \rangle,
\]  
(15)
where \( \tilde{X}_t = X_t + \theta_t x_t \), for some \( \theta_t \in [0, 1] \). Therefore,
\[
\sum_{t=1}^T E_\gamma \left[ \langle y_t, x_t \rangle \right] = \sum_{t=1}^T \left( \Phi_t(X_{t+1}) - \Phi_t(X_t) - \frac{1}{2} \langle x_t, \nabla^2 \Phi_t(\tilde{X}_t)x_t \rangle \right)
\]
\[
= \Phi_T(X_{T+1}) - \Phi_1(X_1) + \sum_{t=2}^T \left( \Phi_{t-1}(X_t) - \Phi_t(X_t) \right)
\]
\[
- \frac{1}{2} \sum_{t=1}^T \langle x_t, \nabla^2 \Phi_t(\tilde{X}_t)x_t \rangle.
\]  
(16)
We can follow the same analysis to obtain Eq.(3) in [20], to
to obtain a lower bound of the first two terms in the RHS of the
equation (the signs will be flipped because of the change in
the definition of regret here). Consequently, we obtain,
\[
\max_{y \in Y} \langle y, X_t \rangle - \sum_{t=1}^T E_\gamma \left[ \langle y_t, x_t \rangle \right]
\]
\[
\leq \Phi_1(0) + \sum_{t=1}^{T-1} \left[ \Phi_{t+1}(X_{t+1}) - \Phi_t(X_{t+1}) \right]
\]
\[
+ \frac{1}{2} \sum_{t=1}^T \langle x_t, \nabla^2 \Phi_t(\tilde{X}_t)x_t \rangle.
\]  
(17)
The first term in the RHS is \( \Phi_1(0) = \eta_1 E_\gamma \left[ \max_{y \in Y} \langle y, \gamma \rangle \right] \).
Using the same analysis as in Theorem 1 of [20], this can be shown to be upper bounded as
\[
\Phi_1(0) \leq \eta_1 \sqrt{2C \log |Y|}
\]
where we have used the fact that \( |Y| = \binom{N}{C} \).
To analyze the second term in the RHS of the inequality (17), we observe that
\[
\Phi_{t+1}(X_{t+1}) - \Phi_t(X_{t+1})
\]
\[
= E_\gamma \left[ \max_{y \in Y} \langle y, X_{t+1} + \eta_t \gamma \rangle - \max_{y \in Y} \langle y, X_{t+1} + \eta_t \gamma \rangle \right]
\]
\[
\leq E_\gamma \left[ \max_{y \in Y} \langle y, (\eta_t + 1) \gamma \rangle \right] - |\eta_t - \eta_t+1| E_\gamma \left[ \max_{y \in Y} \langle y, \gamma \rangle \right]
\]
\[
= |\eta_t - \eta_t+1| |G(Y)|,
\]  
(19)
where in the second step we have used the inequality
\[
\max_{y \in Y} \langle f(y) + g(y) \rangle \leq \max_{y \in Y} \langle f(y) \rangle + \max_{y \in Y} \langle g(y) \rangle,
\]
for arbitrary functions \( f, g \), and in the last step we have used the definition of Gaussian width of a set.
Finally, the last term in the RHS of inequality (17) can be
upper bounded in exactly the same way as in Eq.(27) of [6]. Therefore,
\[
\sum_{t=1}^T \langle x_t, \nabla^2 \Phi_t(\tilde{X}_t)x_t \rangle \leq \frac{C}{4\pi} \sum_{t=1}^T \frac{1}{\eta_t}.
\]  
(20)
Putting everything together, and assuming a non-decreasing learning rate schedule \( \{\eta_t\}_{t \geq 1} \), we obtain from inequality (17).
\[
\max_{y \in Y} \langle y, X_t \rangle - \sum_{t=1}^T E_\gamma \left[ \langle y_t, x_t \rangle \right]
\]
\[
\leq \eta_1 C \sqrt{2 \log (N/C)} + \eta_T |G(Y)| + \frac{1}{\sqrt{2\pi}} \sum_{t=1}^T \frac{1}{\eta_t}
\]
\[
\Rightarrow R_T \leq \eta_1 C \sqrt{2 \log (N/C)} + \eta_T |G(Y)| + \frac{1}{\sqrt{2\pi}} \sum_{t=1}^T \frac{1}{\eta_t}
\]
\[
+ \frac{D}{2} \sum_{t=2}^T E_\gamma \left[ \|x_t - x_{t-1}\|_1 \right].
\]  
(21)

VIII. PROOF OF PROPOSITION 4.2
One of the main technical difficulties in extending the
switching cost analysis of Theorem 5.1 to the anytime case is that Lemma 3.1 does not hold here anymore. In fact, due to the
time-varying learning rate schedule \( \{\eta_t\}_{t \geq 1} \), more than one
file may be fetched at a slot. Therefore, a more careful analysis is
required for bounding the expected number of switches in
the anytime version of the FTPL policy. Throughout the
analysis, we will use the following notations.

Notations: Let \( E_{\gamma, j}(t) \) denote the event that at time \( t \), the
\( j^\text{th} \) file is fetched into the cache upon evicting the \( i^\text{th} \) file. As
before, let \( f_t \) be the file requested by the adversary at time \( t \) and
\( N_t = \{N \setminus \{j\} \} \) be the set of all files excluding the file
\( j \in [N] \).

To gain some insight into the analysis, let use again start
with the simplest case of \( N = 2, C = 1 \). In this case, the set
\( N_{f_t} \) is singleton. Hence, there can be at most one switching
at a time $t$. There is the familiar event $E_{N_{f_t}}, f_t$, which was analyzed for the fixed $\gamma$ case, but for the anytime FTPL, there is also a possibility of the event $E_{f_t, N_{f_t}}$. Therefore, the total switching probability is

$$P(y_{t+1} \neq y_t) = P(E_{N_{f_t}}, f_t) + P(E_{f_t, N_{f_t}}).$$

(22)

Hence, we have

$$P(E_{N_{f_t}}, f_t) = P(X_{t,f_t} + \eta_t \gamma_{f_t} \leq X_t, N_{f_t} + \eta_t \gamma_{N_{f_t}}, X_{t,f_t} + \eta_{t+1} \gamma_{f_t} + 1 > X_t, N_{f_t} + \eta_{t+1} \gamma_{N_{f_t}}).$$

(23)

Since the requested file $f_t$ is determined by the adversary before the noise $\gamma$ is sampled, the r.v.s $\gamma_{f_t}$ and $\gamma_{N_{f_t}}$ are independent. Consequently, we can write that $\gamma_{N_{f_t}} - \gamma_{f_t} = \sqrt{Z}$, where $Z \sim N(0, 1)$. Hence, defining, $A_{f_t} = X_{t,f_t} - X_t, N_{f_t}$, we obtain,

$$P(E_{N_{f_t}}, f_t) = P \left( \frac{A_{f_t} + 1}{\eta_{t+1} \eta_t} \leq Z < \frac{A_{f_t} + 1}{\sqrt{2} \eta_{t+1}} \right),$$

where $t \equiv \max(x, 0)$, $\forall x \in \mathbb{R}$. Choosing $\eta_t = \alpha \sqrt{t}$ for some $\alpha > 0$, we have:

$$\frac{A_{f_t} + 1}{\eta_{t+1}} - \frac{A_{f_t}}{\eta_t} = \frac{1}{\alpha} \left( \frac{A_{f_t} + 1}{\sqrt{t+1}} - \frac{A_{f_t}}{\sqrt{t}} \right).$$

Hence,

$$\alpha \left( \frac{A_{f_t} + 1}{\eta_{t+1}} - \frac{A_{f_t}}{\eta_t} \right) = A_{f_t} \left( \frac{1}{\sqrt{t+1}} - \frac{1}{\sqrt{t}} \right) + \frac{1}{\sqrt{t+1}} \geq -t \left( \frac{1}{\sqrt{t}} - \frac{1}{\sqrt{t+1}} \right) + \frac{1}{\sqrt{t+1}} = -\sqrt{t} + \sqrt{t+1} > 0.$$  

(25)

Also,

$$\alpha \left( \frac{A_{f_t} + 1}{\eta_{t+1}} - \frac{A_{f_t}}{\eta_t} \right) \leq t \left( \frac{1}{\sqrt{t}} - \frac{1}{\sqrt{t+1}} \right) + \frac{1}{\sqrt{t+1}} = \sqrt{t+1} \cdot \frac{1}{\sqrt{t}} + \frac{1}{\sqrt{t+1}} < \frac{3}{2\sqrt{t+1}}.$$  

(26)

Therefore, with $\eta_t = \alpha \sqrt{t}$, we have,

$$P(E_{N_{f_t}}, f_t) \leq \frac{3}{4\alpha \sqrt{\pi} \sqrt{t+1}}.$$  

(27)

On the other hand,

$$P(E_{f_t, N_{f_t}}) = P(X_{t,f_t} + \eta_t \gamma_{f_t} \geq X_t, N_{f_t} + \eta_t \gamma_{N_{f_t}}, X_{t,f_t} + \eta_{t+1} \gamma_{f_t} + 1 < X_t, N_{f_t} + \eta_{t+1} \gamma_{N_{f_t}})$$

$$= P \left( \frac{A_{f_t} + 1}{\sqrt{2} \eta_{t+1}} < Z \leq \frac{A_{f_t}}{\sqrt{2} \eta_t} \right) \leq \frac{1}{2\sqrt{\pi}} \left( \frac{A_{f_t}}{\eta_t} - \frac{A_{f_t} + 1}{\eta_{t+1}} \right) = 0,$$

(28)

which follows from the characterization in Eq. (25).

Therefore, for $N = 2, C = 1$, the expected switching cost until time $T$ is upper bounded by $D \sum_{t=1}^{T-1} \frac{3}{8\alpha \sqrt{\pi} \sqrt{t}} \leq \frac{3D}{8\alpha \sqrt{\pi}} \left( 1 + 2\sqrt{T} \right)$.

We will extend the above analysis of anytime FTPL to the general case with arbitrary $N, C$ ($N > C$). Note that, the number of switches is twice the number of fetches. Therefore, we can write,

$$E[\|y_{t+1} - y_t\|_1] = 2 \sum_{f=1}^{N} P(\text{The file index } f \text{ is fetched at time } t + 1).$$

(29)

Next, we find an upper bound on the probability that the file $f$, $1 \leq f \leq N$, is fetched at time $t + 1$.

First, let $f = f_t$. Then, we obtain,

$$P(f_t \text{ is fetched at time } t + 1) = P(f_t \notin S_t, f_t \in S_{t+1}).$$

(30)

Before proceeding further, let us define, as in Section [III-B] for any file $f \in [N]$, $X_{t,f_t} = X_t, f + \eta_t \gamma_f$. Also, for any $j \in [N]$, sort the components of $X_{t', f_t}$ in decreasing order for $f \in N_j$ to re-index them as $X'_{N_{j}, t', f_t} \geq \cdots \geq X'_{N_{j}, t', f_t(C)}$.

1) Finding an upper bound on $P(f_t \notin S_t, f_t \in S_{t+1})$:

Using the notation defined before, we have

$$P(f_t \in S_{t+1}, f_t \notin S_t) = P(X_t, f_t + \eta_t \gamma_{f_t} \leq X'_{N_{f_t}, \eta_t+1(C)})$$

$$= P \left( \frac{X'_{N_{f_t}, \eta_t+1(C)} - X_{t,f_t} - 1}{\eta_t} \leq \frac{X'_{N_{f_t}, \eta_t+1(C)} - X_{t,f_t}}{\eta_t} \right) \leq \frac{1}{2\sqrt{\pi}} \mathbb{E}_{\gamma_{f_t}} \left[ \left( \frac{1}{\eta_{t+1}} + X_{t,f_t} \left( \frac{1}{\eta_{t+1}} \right) + X'_{N_{f_t}, \eta_t+1(C)} \right) \right],$$

(31)

where we have used the fact that since $f_t$ is independent of the randomness in the algorithm, so that the random variable $\gamma_{f_t}$ is independent of $\gamma_{N_{f_t}}$. Now, note that, for any $f \in [N]$,

$$\frac{X'_{t,f_t, \eta_{t+1}}}{\eta_{t+1}} + \frac{1}{\eta_t} = \frac{X_{t,f_t} + 1}{\eta_t} \geq X_{t,f} \left( \frac{1}{\eta_{t+1}} \right) + \frac{1}{\eta_t},$$

(32)

Since, for any $f \in N_j$, $0 \leq X_{t,f} \leq t - X_{t,f}$, it follows from the last inequality that, for any $f \in N_j$,

$$0 \leq \frac{X_{t,f}}{\eta_t} - \frac{X_{t,f,t+1}}{\eta_{t+1}} \leq (t - X_{t,f}) \left( \frac{1}{\eta_{t+1}} - \frac{1}{\eta_t} \right).$$

(33)

We now claim the following:
Lemma 8.1: For any positive integer \( n \), if \( a_1, \ldots, a_n \) and \( b_1, \ldots, b_n \) are real numbers such that \( a_i \leq b_i, 1 \leq i \leq n \), then \( a_{(j)} \leq b_{(j)} \) for \( 1 \leq j \leq n \), where \( a_{(j)} \) and \( b_{(j)} \) are the ordered values of \( a_i(b_i) \) such that \( a_{(1)} \geq \cdots \geq a_{(n)} \) \( a_{(1)} \geq \cdots \geq a_{(n)} \).

Proof: To prove the result, we first observe that there exists a permutation \( \pi \) of the indices \([n]\) such that \( a_{(i)} = a_{\pi(i)} = a_{\pi(n)} = a_{(n)} \). Then, for any \( 1 \leq j \leq n \), note that \( a_{(j)} \leq b_{\pi(j)} \) for all \( 1 \leq j - 1 \), and that \( a_{(j)} \leq b_{(j)} \). Therefore, \( a_{(j)} \leq b_{(j)} \). This proves the claim.

Now, let us take \( a_i = \frac{X_{t, \eta_{t+1}}}{\eta_{t+1}} \), \( b_i = \frac{X_{t, \eta_{t}}}{\eta_{t}} \), \( i \in N_{\ell} \). Then from the left inequality of (33), it follows using Lemma 8.1 that

\[
\frac{X_{t, N_{\ell}, \eta_{t+1}+1}(C)}{\eta_{t+1}} \leq \frac{X_{t, N_{\ell}, \eta_{t}+1}(C)}{\eta_{t}}.
\]

Similarly, taking \( a_i = \frac{X_{t, \eta_{t}}}{\eta_{t}} \), and \( b_i = \frac{X_{t, \eta_{t}+1}}{\eta_{t}+1} + \left( t - X_{t, \eta_{t}} \right) \left( \frac{1}{\eta_{t}} - \frac{1}{\eta_{t}+1} \right) \), it follows from Lemma 8.1 that

\[
\frac{X_{t, N_{\ell}, \eta_{t}+1}(C)}{\eta_{t}} \leq \frac{X_{t, N_{\ell}, \eta_{t}+1}(C)}{\eta_{t}+1} + \left( t - X_{t, \eta_{t}} \right) \left( \frac{1}{\eta_{t}} - \frac{1}{\eta_{t}+1} \right).
\]

Therefore, the expression inside the first brackets in the RHS of inequality (31) is lower bounded by \( \frac{1}{\eta_{t}+1} + X_{t, \eta_{t}} \left( \frac{1}{\eta_{t}} - \frac{1}{\eta_{t}+1} \right) \). This quantity is lower bounded by \( \frac{1}{\eta_{t}+1} - \left( t - X_{t, \eta_{t}} \right) \left( \frac{1}{\eta_{t}} - \frac{1}{\eta_{t}+1} \right) \), which was previously shown to be non-negative. On the other hand, the RHS is upper bounded by

\[
\frac{1}{\eta_{t}+1} + \left( t - 2X_{t, \eta_{t}} \right) \left( \frac{1}{\eta_{t}} - \frac{1}{\eta_{t}+1} \right) \leq \frac{1}{\eta_{t}} + t \left( \frac{1}{\eta_{t}} - \frac{1}{\eta_{t}+1} \right) \leq \frac{3}{2\alpha \sqrt{t+1}}.
\]

Therefore, we obtain,

\[
P \left( f_i \in S_{t+1}, f_i \notin S_t \right) \leq \frac{3}{2\alpha \sqrt{2\pi (t+1)}}.
\]

2) Upper-bounding \( P \) (The file \( f \) is fetched at \( t+1 \)) for some \( f \neq f_t \): To upper-bound this probability, let \( \Omega_f(t) \) denote the event that the file \( f \) is fetched at time instant \( t \). Then, using the law of total probability, we can write:

\[
P \left( \Omega_f(t+1) \right) = P \left( \Omega_f(t+1) \cap \Omega_{f_t}(t+1) \right) + P \left( \Omega_f(t+1) \cap \Omega_{\overline{f_t}}(t+1) \right).
\]

Next, we separately upper-bound the above two probabilities. For any set \( S \subset [N] \), define the set \( N_S = [N] \setminus S \). Let \( F_t := \{ f, f_t \} \), and assume that \( N-2 \geq C \) in the rest of the analysis.

Upper-bounding \( P \) (The file \( f \) is fetched at \( t+1 \)): Recall that the event \( \Omega_f(t+1) \cap \Omega_{f_t}(t+1) \) is the event that the files \( f \) and \( f_t \) were not in the set \( S_t \) but are in \( S_{t+1} \). Therefore,

\[
P \left( \Omega_f(t+1) \cap \Omega_{f_t}(t+1) \right) = P \left( F_t \subset S_{t+1} \setminus S_t \right)
\]

\[
= \left[ \left( \max_{j \in F_t} X_{t, \eta_{t}, j} \right) \leq X_{t, N_{\ell}, \eta_{t}+1}(C) \right]
\]

\[
\leq \left[ \left( X_{t, \eta_{t}, f} \leq X_{t, N_{\ell}, \eta_{t}+1}(C), X_{t, \eta_{t}, f} \leq X_{t, N_{\ell}, \eta_{t}+1}(C) \right)
\]

\[
\cap \left( X_{t, \eta_{t}, f} \leq X_{t, N_{\ell}, \eta_{t}+1}(C), X_{t, \eta_{t}+1, f} + 1 \leq X_{t, N_{\ell}, \eta_{t}+1}(C) \right) \right)
\]

\[
\leq \left( X_{t, \eta_{t}, f} \leq X_{t, N_{\ell}, \eta_{t}+1}(C), X_{t, \eta_{t}, f} + 1 \leq X_{t, N_{\ell}, \eta_{t}+1}(C) \right) \right).
\]

(39)

Note that, by definition, the random variables \( X_{t, N_{\ell}, \eta_{t}+1}(C) \) and \( X_{t, N_{\ell}, \eta_{t}+1}(C) \) are almost surely determined by the random variables \( \gamma_{j}, j \in F_t \). Furthermore, \( F_t = \{ f, f_t \} \) is a fixed, non-random set of indices, where \( f \) is a fixed chosen index, and \( f_t \) is an index chosen by the adversary. Since the adversary is oblivious, \( f_t \) is independent of the random variables \( \gamma_1, \ldots, \gamma_{N_{\ell}} \). Consequently, because of the mutual independence of the random variables \( \gamma_{j}, j \in F_t \) and \( X_{t, N_{\ell}, \eta_{t}+1}(C) \), \( X_{t, N_{\ell}, \eta_{t}+1}(C) \) are mutually independent. Similar conclusion holds true for the set of random variables \( X_{t, \eta_{t}+1, j} \), \( j \in F_t \) and \( X_{t, N_{\ell}, \eta_{t}+1}(C) \).

Therefore, one can write,

\[
P \left( \Omega_f(t+1) \cap \Omega_{f_t}(t+1) \right) = \mathbb{E}_{N_{\ell}} \left[ \mathbb{P} \left( X_{t, \eta_{t}, f} \leq X_{t, N_{\ell}, \eta_{t}+1}(C), X_{t, \eta_{t}, f} \leq X_{t, N_{\ell}, \eta_{t}+1}(C) \right) \right].
\]

(40)

Now, given \( \gamma_{N_{\ell}}, \) we obtain, as in Section VIII-1

\[
P \left( X_{t, \eta_{t}, f} \leq X_{t, N_{\ell}, \eta_{t}+1}(C), X_{t, \eta_{t}, f} \leq X_{t, N_{\ell}, \eta_{t}+1}(C) \right) \]

\[
= \mathbb{P} \left( \frac{X_{t, N_{\ell}, \eta_{t}+1}(C) - X_{t, \eta_{t}, f}}{\eta_{t}} \leq \gamma_{f_t} \leq \frac{X_{t, N_{\ell}, \eta_{t}+1}(C) - X_{t, \eta_{t}, f}}{\eta_{t}} \right)
\]

\[
\leq 1 + \frac{2\alpha}{2\sqrt{2\pi \gamma_{f_t} + 1}}
\]

\[
\leq 1 + \frac{2\alpha}{2\sqrt{2\pi \gamma_{f_t} + 1}}
\]

\[
\leq 1 + \frac{2\alpha}{2\sqrt{2\pi \gamma_{f_t} + 1}}
\]

\[
< 1 + \frac{2\alpha}{2\sqrt{2\pi \gamma_{f_t} + 1}}
\]

(41)

Now, given \( \gamma_{N_{\ell}}, \) let us consider the event \( X_{t, \eta_{t}, f} \leq X_{t, N_{\ell}, \eta_{t}+1}(C), X_{t, \eta_{t}+1, f} > X_{t, N_{\ell}, \eta_{t}+1}(C) \), which in words, is equivalent to the event that \( X_{t, \eta_{t}, f} \) is smaller than the \( C \)th largest element of \( X_{t, \eta_{t}, j} \), \( j \in N_{\ell} \) while \( X_{t, \eta_{t}+1, f} \) is larger than the \( C \)th largest element of \( X_{t, \eta_{t}+1, j} \), \( j \in N_{\ell} \). Let us call the set of the top \( C \) elements of \( X_{t, \eta_{t}, j} \), \( j \in N_{\ell} \) as
\( \Lambda_t \). Evidently, this event implies that there must be an index \( i \in \Lambda_t \) such that \( X_{t,t+1} \leq X_{t,i}, \) and \( X_{t,t+1,f} > X_{t,i+1,t} \). To verify this, first observe that it follows from the event \( X_{t,t+1} \leq X_{t,i} \) that for all \( i \in \Lambda_t \), \( X_{t,t+1,f} \leq X_{t,i} \). Now, if \( X_{t,t+1} \leq X_{t,i} \) for all \( i \in \Lambda_t \), then obviously, one cannot have \( X_{t,t+1,f} > X_{t,i+1,t} \), as \( \Lambda_t \subseteq N_{F_t} \).

Now, consider sorting \( X_{t,t+1,i}, \) \( j \in N_{F_t} \) in decreasing order. Define

\[
i_t = \min \{ j \in \Lambda_t : X_{t,t+1+(i)} \geq X_{t,t+1+1} \},
\]

where we assume that the indices in \( \Lambda_t \) are sorted in increasing order, i.e., from smallest to largest. It follows from the pigeonhole principle that \( i_t \) exists. Consequently, we obtain that the event \( X_{t,t+1} \leq X_{t,t+1,i}, X_{t,t+1+1} > X_{t,i+1,t} \) implies \( X_{t,t+1} \leq X_{t,t+1,i} \) and \( X_{t,t+1+1} > X_{t,i+1,t} \). Note that the index \( i_t \) is entirely determined by \( \gamma_{N_{F_t}} \) and therefore is independent of \( \gamma_f \).

Therefore, one can write that, given \( \gamma_{N_{F_t}} \),

\[
\mathbb{P} \left( X_{t,t+1} \leq X_{t,t+1,i}, X_{t,t+1+1} > X_{t,i+1,t} \right)
\]

\[
\leq \mathbb{P} \left( X_{t,t+1} < X_{t,i}, X_{t,t+1+1} > X_{t,i+1,t} \right)
\]

\[
= \mathbb{P} \left( \frac{X_{t,i} - X_{t,t+1}}{\eta_{t+1}} < \gamma_f - \gamma_i \leq \frac{X_{t,i+1} - X_{t,t+1}}{\eta_{t}} \right).
\]

Note that the above probability can be non-zero only when \( X_{t,i} > X_{t,t+1} \), since otherwise, we have \( \frac{X_{t,i} - X_{t,t+1}}{\eta_{t+1}} < \frac{X_{t,i+1} - X_{t,t+1}}{\eta_{t}} \). Therefore, we obtain, given \( \gamma_{N_{F_t}} \),

\[
\mathbb{P} \left( \frac{X_{t,i} - X_{t,t+1}}{\eta_{t+1}} < \gamma_f - \gamma_i \leq \frac{X_{t,i+1} - X_{t,t+1}}{\eta_{t}} \right)
\]

\[
= \max \left\{ 0, \int_{\frac{X_{t,i} - X_{t,t+1}}{\eta_{t+1}}}^{\frac{X_{t,i+1} - X_{t,t+1}}{\eta_{t}}} e^{-\left(\gamma_f - \gamma_i\right)^2/2} d\gamma \right\}.
\]

Now, note that, for any \( 0 \leq a < b \),

\[
\int_a^b e^{-\left(\gamma_f - \gamma_i\right)^2/2} d\gamma
\]

\[
\leq (b - a) \left[ e^{-\left(a+\gamma_i\right)^2/2} \mathbb{I} \{ \gamma_f > a \} + e^{-\left(b+\gamma_i\right)^2/2} \mathbb{I} \{ \gamma_f < b \} \right]
\]

\[
+ \mathbb{I} \{ -b \leq \gamma_i \leq -a \}.
\]

The three terms in the right hand side above can be upper bounded as below:

\[
(b - a) e^{-\left(a+\gamma_i\right)^2/2}
\]

\[
= \left(\frac{b}{a} - 1\right) (a + \gamma_i) e^{-\left(a+\gamma_i\right)^2/2}
\]

\[
- \left(\frac{b}{a} - 1\right) \gamma_i e^{-\left(a+\gamma_i\right)^2/2}
\]

\[
\leq \left(\frac{b}{a} - 1\right) + \left(\frac{b}{a} - 1\right) |\gamma_i|,
\]

where we have used the inequality \( xe^{-x^2/2} \leq e^{-1/2}, \forall x \in \mathbb{R} \).

Similarly,

\[
(b - a) e^{-\left(b+\gamma_i\right)^2/2} \leq \left(\frac{1 - a/b}{\sqrt{e}}\right) + (1 - a/b) |\gamma_i|.
\]

Now, note that we can write

\[
(b - a) \mathbb{I} \{-b \leq \gamma_i \leq -a\}
\]

\[
\leq (b/a - 1)(\mathbb{I} \{-\gamma_i \leq -a\})
\]

\[
\leq (b/a - 1) \mathbb{I} \{ -b \leq \gamma_i \leq -a \}.
\]

Putting everything together, we obtain,

\[
\int_a^b e^{-\left(\gamma_f + \gamma_i\right)^2/2} dt
\]

\[
\leq \left(\frac{b}{a} - 1\right) (\mathbb{I} \{ \gamma_f > -a \})
\]

\[
+ \left(\frac{1 - a/b}{\sqrt{e}}\right) + (1 - a/b) (\mathbb{I} \{ \gamma_i < -b \})
\]

\[
+ \left(\frac{b - a}{\sqrt{e}}\right) (\mathbb{I} \{ \gamma_f > -a \}) + \mathbb{I} \{ \gamma_i < -b \}
\]

\[
\leq \left(\frac{b}{a} - 1\right) |\gamma_i| \mathbb{I} \{ -b \leq \gamma_i \leq -a \}.
\]

Therefore, we obtain,

\[
\mathbb{P} (\Omega_f (t+1) \cap \Omega_{f_{t+1}} (t+1))
\]

\[
\leq \mathbb{E}_{\gamma_f} \left[ \frac{3}{2 \alpha \sqrt{2 \pi (t+1)}} \cdot \left( \frac{\mathbb{E} \left[ |\gamma_i| \right]}{\sqrt{t+1}} \right) \right]
\]

\[
\leq \frac{3}{2 \alpha \sqrt{2 \pi t^3/2}} \left( \frac{1}{\sqrt{e}} + \mathbb{E} \left[ |\gamma_i| \right] \right)
\]

\[
\leq \sqrt{2 \ln(2N)},
\]

where the last step uses Massart’s Lemma for Gaussians. Therefore,

\[
\mathbb{P} (\Omega_f (t+1) \cap \Omega_{f_{t+1}} (t+1))
\]

\[
< \frac{3}{4 \alpha \sqrt{2 \pi t^3/2}} \left( 2 + \sqrt{2 \pi \ln(2N)} \right) = O(\sqrt{\ln N}) \text{ as } t \to \infty.
\]

Finding an upper bound of \( \mathbb{P} (\Omega_f (t+1) \cap \Omega_{f_{t+1}} (t+1)) \):

First note that the event \( \Omega_f (t+1) \cap \Omega_{f_{t+1}} (t+1) \) is equivalent to the event that \( f \) is fetched and \( f_t \) is not fetched. The event that \( f_t \) is not fetched is equivalent to either that \( f_t \) does not switch from \( t \) to \( t + 1 \), or due to the event that \( f_t \) was in the cache at time \( t \) and is evicted at time \( t + 1 \). Now, when \( f_t \) does not switch, it immediately implies that the switching of
Now, note that the probability of evicting $f_t$ can be evaluated as below:
\[
P(f_t \text{ is evicted from } S_t \text{ at instant } t + 1) = \mathbb{P}\left( X'_{t,\eta_t} \geq X'_{N_{F_t,\eta_t}(C)}, X'_{t,\eta_t+1,f_t} > X'_{N_{F_t,\eta_t+1}(C)} \right)
\]
\[
= \mathbb{P}\left( \frac{X'_{N_{F_t,\eta_t}(C)} - X_{t,f_t}}{\eta_t} \leq \frac{X'_{N_{F_t,\eta_t+1}(C)} - 1 - X_{t,f_t}}{\eta_{t+1}} \right)
\]
But note that
\[
\frac{X'_{N_{F_t,\eta_t}(C)} - X_{t,f_t}}{\eta_t} \geq X_{t,f_t} \left( \frac{1}{\eta_t} - \frac{1}{\eta_{t+1}} \right) + \frac{1}{\eta_{t+1}}
\]
\[
\geq -t \left( \frac{1}{\eta_t} - \frac{1}{\eta_{t+1}} \right) + \frac{1}{\eta_{t+1}}
\]
\[
= \frac{1}{\alpha} \left( -t \frac{1}{\sqrt{t^2 + 1}} + \frac{1}{\sqrt{t^2 + 1}} \right)
\]
\[
\geq \frac{1}{\alpha} \left( -\frac{t}{2\sqrt{t^2 + 1}} + \frac{1}{\sqrt{t^2 + 1}} \right) > 0.
\]
Therefore,
\[
P(f_t \text{ is evicted from } S_t \text{ at instant } t + 1) = 0.
\]
Consequently,
\[
P(\Omega_f(t + 1) \cap \Pi_f(t + 1))
\]
\[
\leq \mathbb{P}\left( X'_{t,\eta_t} \leq X'_{N_{F_t,\eta_t}(C)}, X'_{t,\eta_t+1,f_t} > X'_{N_{F_t,\eta_t+1}(C)} \right)
\]
\[
\leq \mathbb{E}_{N_{F_t}}\left[ \frac{1}{t} \left( \frac{1}{\sqrt{e}} + \frac{\lvert \gamma_t \rvert}{2} \right) \right]
\]
\[
\leq \frac{1}{t} \left( \frac{1}{\sqrt{e}} + \sqrt{\frac{\ln(2N)}{2}} \right),
\]
where, in the penultimate step, we have used the result in Eq. (50) and in the last step, we have used the Massart’s Lemma for Gaussians.

Therefore, taking together the inequalities. (53), (52) and using Eq. (38), we obtain,
\[
P(f_t \text{ is fetched at time } t + 1)
\]
\[
\leq \frac{1}{t} \left( \frac{1}{\sqrt{e}} + \sqrt{\frac{\ln(2N)}{2}} \right)
\]
\[
+ \frac{3}{4\alpha\sqrt{2\pi}\varepsilon^3/2} \left( 2 + \sqrt{2e\ln(2N)} \right)
\]
Taking everything together, we obtain,
\[
\sum_{t=2}^{T} \mathbb{E} [\lVert y_{t+1} - y_t \rVert_1] \leq 3 \frac{1}{\alpha\sqrt{2\pi}} \sum_{t=2}^{T} \frac{1}{\sqrt{t}}
\]
\[
+ \frac{\sqrt{2}(N-1)}{\sqrt{e}} \frac{\sqrt{3} + \sqrt{e\ln(2N)}}{\sqrt{e}} \left( \ln T + \frac{3}{\sqrt{2\pi}\alpha} \left( 1 - \frac{1}{\sqrt{T}} \right) \right).
\]