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Abstract: Nowadays, aircraft safety is based on different systems and four of them share the same data-link protocol: Secondary Surveillance Radar, Automatic Dependent Surveillance System, Traffic Collision Avoidance System, and Traffic Information System use the Mode S protocol to send and receive information. This protocol does not provide any kind of authentication, making some of these applications vulnerable to cyberattacks. In this paper, an intrusion detection mechanism based on transmitter Radio Frequency (RF) fingerprinting is proposed to distinguish between legitimate messages and fake ones. The proposed transmitter signature is described and an intrusion detection algorithm is developed and evaluated in case of different intrusion configurations, also with the use of real recorded data. The results show that it is possible to detect the presence of fake messages with a high probability of detection and very low probability of false alarm.
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1. Introduction

Nowadays, air traffic safety is based on different systems and four of them share the same data-link protocol derived from the original Secondary Surveillance Radar (SSR). SSRs are Air Traffic Control (ATC) systems used to obtain the identity and altitude of cooperative airplanes and, together with the Primary Radars, allow a safe air-traffic flow. The ground-based radar interrogates any aircraft in its antenna beam requiring identity and/or altitude (SSR Mode A and Mode C interrogations) and the aircraft, equipped with a transponder, replies with messages (called replies) containing the requested information. The SSR protocol evolution in the years has introduced some important modifications such as selective interrogation (called Mode S interrogation) and unique identification codes for each aircraft (called ICAO Address) [1,2].

This evolution also allowed the implementation of new services such as Automatic Dependent Surveillance System (ADS-B), Traffic Collision Avoidance System (TCAS), and Traffic Information System (TIS-B); all these systems use the Secondary Surveillance Radar (SSR) Mode S protocol to send and receive information [1–5].

ADS-B is used for air traffic surveillance and exploits the on-board derived positional data to transmit the aircraft position to close airplanes and ground stations; TCAS exploits the Mode S messages to exchange information between close aircraft to avoid collisions; and TIS-B is an ADS-B gap-filler that broadcasts aircraft information (usually radar derived) to other aircraft (see Figure 1).

ADS-B is considered one of the pillars of the Future Air Traffic Systems [4,5] and, nowadays, more than 80% of the commercial aircraft are equipped with ADS-B hardware [6].
In these surveillance systems, the airplanes periodically transmit their own information (identity, position, velocity, etc.) without any interrogation (the messages, similar to the SSR replies, are called Mode S squitters). Any ADS-B receiving station can receive the aircraft messages to produce a clear air traffic situation awareness of its coverage area without using expensive radar equipment. Typically with this approach, the station can use a low-cost L-band receiver equipped with an omnidirectional antenna reaching better performance than a classical radar system in terms of coverage, position accuracy, and renewal time. On the other hand, the ADS-B has also some weaknesses:

- It is a dependent system, the aircraft information (such as the aircraft position) are derived on board (from the navigation unit) and not independently computed by the surveillance system;
- The channel throughput is limited due to the channel congestion, and the random access to the channel produces a high rate of packet collision (called garbling) when the number of aircraft increases;
- The Mode S protocol was introduced in the 1980s, when security and cyberattacks were not as common as today, and it does not offer any encryption and authentication technique. Since the communication happens without any interrogation and with omnidirectional antenna, anyone can send false data (e.g., ghost aircraft in false positions) in any moment and from any direction;
- Last, but not least, the channel can be jammed: a high-power noise can be transmitted on the channel to reduce the capability of the receivers to decode legitimate messages (up to total denial of the service).

To mitigate the risk of being dependent on the on-board computed positional data, some mitigations were proposed; for example, using independent localization such as Multilateration [7,8], Location Verification [9], or station clock tracking [10]. Concerning the channel throughput and the jamming mitigation, the authors proposed many solutions in the past, exploiting frequency super-resolution or source separations techniques [11–14]. Many other security aspects were evaluated in other works [15–19], and some works propose the introduction of an authentication scheme in the Mode S protocol [20–22]. These latter proposals need a deep modification of the Mode S protocol that can have a big impact on the channel throughput for the transmission of authentication information. Moreover, in the case of spoofing, it can be used either to flood the channel or to inject fake data into the channel; for example, representing fake airplanes. In case of flooding, the attack could be
easily detected by the use of conformance checks (for example, a message rate conformance monitor) and then one of the previously mentioned source separation algorithm could be used to separate the legitimate messages from the ones coming from the spoofer. In case of a smart spoofer that injects a small quantity of well-formatted coherent data (such as fake aircraft following a fake trajectory), the detection of the attack can be very difficult.

This work will focus on this latter case, where the lack of authentication of the SSR Mode S messages could allow the following possible types of cyberattacks:

- **Intrusion-1**: The on-board navigation unit can be replaced with a fake one reporting false information;
- **Intrusion-2**: An intruder can transmit false information on the channel with an unauthorized transmitter, producing false information on the controller/pilot display.

In these two cases, the receiving stations can receive false information without any ability to detect the intrusion. We will focus on the possibility of taking a fingerprint of the aircraft transmitter and exploiting it to detect fake messages sent from an attacker that uses a different transmitter. This is possible because the signals generated from each transponder cannot be easily replicated, since they are produced with a specific hardware that is subjected to some tolerances (also related to randomness in the manufacturing process such as, for example, the presence of analog components in the transmission chain, clock stability, etc.), aging or different time versions of the transmitter Hardware (HW) and Software (SW) [23–26].

Signatures based on different Radio Frequency (RF) signal features can be found in the received signals and used to find out the origin of the messages. It follows that by creating a database of aircraft/transponders containing their transponder signatures, it is possible to check if the incoming signals belong to the expected aircraft or not.

In some previous works (for example in [27,28]), the possibility to classify the aircraft Mode S transponders with respect to the time series of the transmitted messages or by the use of phase transient and carrier frequency are investigated. Moreover, in [29,30], the carrier phase pattern along the message is used for transponder classification by the use of Neural Networks or K-NN classifiers. In the latter, different approaches to extract the signature are also compared: single-message fingerprint or group-message fingerprint.

Finally, the Cumulative Distribution Function (CDF) of the carrier frequencies measured on consecutive messages could also be considered peculiar for transponders, as shown in [31]. The main result of all these works was that they showed it is possible to distinguish between different transponder groups using RF fingerprinting, while using low-cost hardware.

Moreover, in [31], a set of these features (phase along the message, carrier frequency distribution, and time series) was proposed for the intrusion detection, exploiting a simple distance-based outlier detection algorithm.

Summarizing these mentioned works, the Mode S data link format is shown in Figure 2 and the Pulse Position Modulation (PPM) implies that, neglecting the preamble, the data-block is always composed of \( m = 112 \) pulses with different time positions to encode the information to be transmitted (i.e., Manchester coding) [2,3].

![ADS-B mode S Packet](image)

**Figure 2.** ADS-B/Mode S reply format.
It follows that the transmitted signal (considering only the data-block, to simplify the notation) \( s_t(t) \) can be represented as

\[
s_t(t) = C(t) \cdot \sin \left[ 2\pi (f_C + \delta f) t + \phi(t) \right],
\]

where

\[
C(t) = A(t) \cdot \left[ \sum_{m=1}^{112} g \left( t - 2mT + c_m T + T/2 \right) \right].
\]

In the previous equations, \( f_C \) is the carrier frequency equal to 1090 MHz, \( \delta f \) is the allowed jitter of the carrier frequency, \( \phi(t) \) is the phase of the carrier. \( C(t) \) represents the transmitted 112 pulses sequence, \( A(t) \) is the message amplitude, \( \{c_m\} \) is the bits sequence to be transmitted (composed of \( m = 112 \) bits), \( T \) is the pulse width, and \( g(t) \) is a function that represents the real shape of the transmitted pulse as generated from the transmitter and compliant with the recommendations. Assuming to have a 1090-MHz coherent receiver with a sampling period of \( T_s \), in the presence of Additive White Gaussian Noise (AWGN), the received signal can be expressed as follows:

\[
s_r(kT_s) = C'(kT_s) \sin \left[ 2\pi (\delta f + f_d) kT_s + \phi(kT_s) \right] + n(kT_s),
\]

and

\[
C'(t) = A'(t) \cdot \left[ \sum_{m=1}^{112} g' \left( t - 2mT + c_m T + T/2 \right) \right],
\]

where \( n(kT_s) \) represents the noise, \( T_s \) is the sampling time, and \( f_d \) is the Doppler frequency due to the aircraft/station relative velocity. \( A' \) represents the received amplitude behaviour and \( g' \) represents the shapes of the received pulses that can be corrupted by the propagation (the propagation delay has been assumed equal to zero to simplify the notation). Having the samples of the received signal, it is possible to estimate some of the message features:

- The residual carrier frequency \( f_d + \delta f \) (it can be estimated using any kind of frequency estimator, for example, finding the maximum value of the Discrete Fourier Transform of the received signal). Notice that the maximum Doppler frequency \( f_d \) (considering an aircraft flying at 250 m/s) is lower than 1 kHz and the maximum frequency resolution that can be obtained using the Mode S signals is inversely proportional to its duration, that is, \( f_{res} = 1/(120 \mu s) = 9 \text{ kHz} \). In this condition, we can expect that the Doppler shift can be neglected with respect to the transmitter frequency offset (\( \delta f \pm 1 \text{ MHz} \)).
- The carrier phase along the message. It can be estimated by estimating 112 different phase values \( \phi_m \), one for each pulse of the ADS-B message using a Maximum Likelihood Estimator, as shown in [29]. The second-grade best-fitting polynomial, \( y = ax^2 + bx + c \), of this sequence can be derived for each message.
- Time of Arrival of each message [27].

In [29], the authors have already done a measurement campaign to evaluate carrier phase along messages as a transmitter feature, discovering that at least seven different types of transmitter are commonly used.

Finally, a group of \( N \) consecutive messages coming from the same aircraft can be used to produce the transponder signature composed from the following:

- Carrier phase features: \( E(a), E(b), E(c), \text{std}(a), \text{std}(b), \text{std}(c) \), where \( a, b, c \) are defined as before and \( E(\cdot) \) and \( \text{std}(\cdot) \) represent the mean and the standard deviation;
- Carrier frequency features: \( E(f), f_{\text{min}}, f_{\text{max}}, \text{std}(f), \text{mode}(f) \);
- Time features: observing the Time Difference of Arrival (TDOA) histogram of the messages in the sample, the following parameters can be defined: \( n_{\text{bins}} \), number of bins composing the
distribution; $d_{bins}$ mean distance between consecutive bins; $n_0$, number of selected bins with zero/not zero occurrences [27].

In [31], a vector containing all these 14 parameters was considered as the transponder signature and an outlier detection algorithm based on the z-score was proposed. This preliminary solution gave promising results, showing that intruder detection is possible, but obtaining performance lower than expected.

In the author’s opinion, this happens because in that work some strong assumptions were done on statistical proprieties of the features, that are (a) the features were assumed to be stationary in time (short and long term); (b) the features distributions were overestimated using a Gaussian distribution.

The aims of this work are a better investigation of the features’ properties (and their selection) and the removal of these two strong hypotheses. A new intrusion detection algorithm, based on a Machine Learning approach, is then proposed and evaluated. Finally, a measurement campaign and trials with real data are presented.

The main improvement with respect to the previous works is that the combination of the new signature and the new detection algorithm is able to operate in the case of non-Gaussian features and nonstationary process, improving by one order of magnitude the overall performance in terms of probability of false alarm (fixing the probability of detection).

2. Features Analysis and Selection

To better investigate the previously proposed features and to verify their statistical properties, a measurement campaign was done on February 2018 using a simple Mode S receiver.

The receiver was based on an RTL-SDR HW [32,33] equipped with an omnidirectional antenna which was able to sample and store the I,Q signal samples of the received messages (with a sampling frequency of 2 Msps and 8-bit resolution). The recorder data were used to derive all the features previously mentioned, and messages coming from 1104 different transponders were recorded for 24 h.

First of all, a long-term observation of the features was done and some preliminary improvements were implemented. The frequency feature set was reconsidered to have less conservative conditions, and the minimum and maximum values of the frequency samples were replaced with the 20th and 80th percentiles of the frequency distribution, obtaining more stable features.

Moreover, observing the collected time features, it was found that they could be unstable since they are highly correlated with the receiver HW. For example, in the case of low-cost HW, the high rate of lost messages could strongly affect the TDOA distribution, reducing the features’ performance.

An improved signature, replacing the mentioned frequency features and discarding the time ones, was defined:

$$\mathbf{f} = [E(a), E(b), E(c), \text{std}(a), \text{std}(b), \text{std}(c), E(f), F_{20}(f), F_{80}(f), \text{std}(f), \text{mode}(f)]'. \quad (5)$$

These new features were extracted and tested using the Kolmogorov–Smirnov (KS), Anderson and Darling (A-D), and Lilliefors Gaussian Tests [34], fixing a significance level of $\alpha = 0.05$.

In Table 1, the percentage of Gaussian-distributed features (features that pass the test with respect to the total number of extracted features) is reported. It can be noted that most of the features cannot be considered Gaussian-distributed. It follows that, using a Gaussian shape to overlay these distributions (also in the case of overestimated parameters) could, in some cases, produce big errors, especially in the tails of the distributions. The same measurement campaign was also exploited to check the transponder’s stationarity and, also in this case, the assumption results were too restrictive. Many airplanes showed periodical changes in their signatures. An example is reported in Figure 3, where the phase patterns of consecutive messages are reported (the six phase features are extracted from these patterns). For this particular transponder, the phase pattern switches between three (almost interleaved) patterns: one quadratic and the other two broken-linear (as classified in [29]).
Table 1. Gaussian Test. Percentage of Gaussian distributed features.

| Feature | KS  | A-D | Lilliefors |
|---------|-----|-----|------------|
| E(a)    | 75.6% | 38.3% | 42.8% |
| E(b)    | 77.9% | 40.4% | 46.5% |
| E(c)    | 80.9% | 44.3% | 50.2% |
| std(a)  | 47.9% | 22.8% | 25.4% |
| std(b)  | 55.8% | 24.9% | 28.9% |
| std(c)  | 73.1% | 31.9% | 38.8% |
| E(f)    | 19.3% | 2.4%  | 3.2%  |
| F20(f)  | 17.9% | 1.7%  | 2.5%  |
| F80(f)  | 41.9% | 14.9% | 17.4% |
| std(f)  | 37.8% | 18%   | 20.8% |
| mode(f) | 11.8% | 0.4%  | 0.4%  |

Figure 3. Example of Nonstationary Transponder. Phase patterns of consecutive messages of the same transponder. Different colors represent different message phase patterns of the same transponder.

It follows that, for this particular aircraft, the distributions for some features will be nonstationary (for short time observation), changing time-by-time or (for long-term observation) multimodal. This effect was observed for several transponders with different rates of occurrence, and similar effects were also found in features related to the carrier frequency.

Finding the reasons of this effect is out of the scope of this work but, in the author’s opinion, they must be searched on the transponder/airplane peculiarities. For example, different HWs could be used by the aircraft to transmit their messages (using redundant HW is common in safety applications and, moreover, on the airplanes two ADS-B antenna must be installed and used in interleaved mode—one on the top and one on the bottom of the aircraft).

In the next section, a new detection algorithm is proposed, able to (a) work also in the case of no stationary signature (in particular with aircraft having different signatures in time), (b) work without any assumption on the feature distributions, and (c) work without any knowledge about the intruder and the intruder features.
3. Intrusion Attack Detection Algorithm

A block diagram of the proposed method is reported in Figure 4. The method uses the vector $\mathbf{f}$ containing all the described features obtained with a group of $N = 50$ consecutive messages of the airplane as signature of an aircraft transponder.

![Figure 4. ADS-B signal features extraction block diagram.](image)

Every $N$ messages from the same aircraft, a new signature can be extracted. The signatures of each aircraft are continuously derived from the stream of incoming messages. A sliding window can be used to collect the last $M$ signatures ($M$ could be fixed or can be dynamically changed to include all the hysterical data). $M$ should be large enough to have a representative sample of the aircraft signatures but also small enough to reduce the processing time, the memory load, and to account for the slow time variation of the signatures (due to the aging of the transponders). Its order of magnitude could be some days of data.

The last incoming signature (let's call it Signature Under Test—SUT) is also added to the set of signatures and a classical preprocessing (feature scaling, selection, and whitening) is applied. This processing structure is able to create a database of signatures for each aircraft.

In more detail, let us define the vector

$$ \mathbf{f}_i = [f_1(t_i), ..., f_n(t_i), ..., f_N(t_i)]' $$

as the signature of the aircraft for the time $t_i$, obtained by observing $N$ messages coming from the aircraft.

The time series $\{\mathbf{f}_i\}$ represents the signatures of the same airplane in time. Using a sliding window, this time series can collect the last $M - 1$ signatures representing the transponder, this sequence of vectors can be stacked in the matrix $\mathbf{F}_{M-1}$:

$$ \mathbf{F}_{M-1} = [\mathbf{f}_{i-M}, \ldots, \mathbf{f}_{i-1}] $$

Afterward, for the new incoming signature $\mathbf{f}_i$, it is possible to test if it is an outlier with respect to $\mathbf{F}_{M-1}$.

The incoming SUT is also stacked in $\mathbf{F}_{M-1}$, obtaining a new matrix $\mathbf{F}$ and, after a coarse data-scaling (mean-normalization), the Principal Component Analysis is applied to obtain a new sequence of orthogonal features $\mathbf{F}'$:

$$ [\mathbf{C}, \mathbf{F}'] = \text{PCA}(\mathbf{F}) $$

where $\mathbf{C}$ is the matrix containing the principal component coefficients, also known as loadings, for the data matrix $\mathbf{F}$, each column of $\mathbf{C}$ contains coefficients for one principal component, and the columns are
in descending order of component variance; $F'$ is the principal component score matrix. The latter is the representation of $F$ in the principal component space, the rows of $F'$ correspond to the observations, and the columns correspond to the components.

The number of features can be reduced dropping the ones having low loadings and a reduced dimension $F''$ is obtained.

Last, whitening (dividing each feature for the relative standard deviation) is applied, obtaining a new matrix, $F'''$.

In this new feature space, it is expected to have one or more clusters representing the aircraft and, if the last column of $F'''$ (the SUT) of the matrix is not part of these clusters, an alarm should be raised.

In other words, after this preprocessing, an outlier detection algorithm should be applied and, if the SUT is classified as outlier, an alarm shall be raised revealing the intrusion.

As stated before, the outlier detection algorithm shall be able to identify an outlier without knowing the number of clusters that represent the aircraft and without having any information about the features distribution in the clusters.

A two-stage approach is proposed here to identify the outliers. First of all, the SUT K-Nearest Neighbors [35] are extracted from the matrix $F''_{M-1}$, obtaining $K$ different signatures $f''_K$, again, stacked in a matrix $F''_K$.

In normal condition, it is possible to assume that the K-Nearest Neighbors will be all in the same cluster.

Having these $K$ signatures, the euclidean distances from the SUT signature can be computed, obtaining a vector of $K$ distances $d_1 = [d_{1,1}, \ldots, d_{1,K}]^T$, where

$$d_{1,i} = \lVert f''_{M,i} - F''_K,i \rVert \quad i = 1 \ldots K. \quad (9)$$

In the same way, the mutual distances between the $k$ columns of $F''_K$ can also be computed, obtaining a vector $d_2$ of dimension $K(K-1)/2$:

$$d_{2,i+j} = \lVert F''_{K,i} - F''_{K,j} \rVert \quad i = 1 \ldots K, j = i+1 \ldots K. \quad (10)$$

Using this approach, if the SUT is close to a cluster, the $d_1$ and $d_2$ vectors should have similar distributions; otherwise, it can be considered an outlier. It follows that the second stage of the outlier detection algorithm should be a test on the distribution of the two vectors of distances $d_1$ and $d_2$. The two-samples Kolmogorov–Smirnov test is proposed, avoiding the use of any a priori information about the signature distributions and any hypothesis on their type of distribution [34].

To perform the two-sample KS test, the two cumulative distribution functions $F_K(d_1)$ and $F_K(d_2)$ are computed and the p-value of the KS test is calculated and compared with a threshold [34].

If the obtained p-value is smaller than a given threshold, the under-test signature is considered an outlier; otherwise, it is considered as part of one of the clusters, or in general similar to the other signatures (see Algorithm 1 for a detailed description of the algorithm steps).

Similar approaches are used for radar target detection in unknown noise or clutter—for example in [36,37], exploiting the Ordered Statistic of the noise/clutter; or in [38], where the comparison of CDFs is proposed for outlier detection in nonstationary process.

In Figure 5, an example of the application of the proposed method is reported. In Figure 5a, the last 1000 signatures for a given aircraft are shown (only the first three principal components are shown). It is clear that this particular aircraft is represented by more clusters, also having different densities. The black bold “+” represents the under-test signature (in case of legitimate aircraft) and the red “+” represent the K-NN signatures. In Figure 5b, the CDF for the distances (d_1 and d_2) are reported. The other two parts of the figure, (c) and (d), show the same quantities but in the case of an intrusion. In this case, the incoming signature is relative to another aircraft.
It is clear that in the latter case the two CDF are totally different, returning totally different p-values. Fixing a threshold for this parameter, the former CDFs will pass the K-S test and the latter one will not pass it.

**Algorithm 1: Intruder Detection Algorithm**

**Data:**
- \( F_{M-1} \): matrix containing the last \( M - 1 \) signatures of the aircraft;
- \( f \): vector containing the under-test signature;
- \( \alpha_{th} \): Alarm threshold.

**Result:** Alarm.

1. \( F_{M-1} \) and \( f \) scaling;
2. \( F_{M-1} \) and \( f \) dimension reduction and whitening (PCA);
3. Find the K-Nearest Neighbors in \( F_{M-1} \), \( F_k = K\text{-}NN(f, F_{M-1}) \);
4. Compute the K distances between \( f \) and \( F_k \), \( d_1 = \| f - F_k \| \);
5. Compute the \( K(K-1)/2 \) distances between \( F_k \) vectors, \( d_2 = \| F_k - F'_k \| \);
6. Compute the \( \alpha \)-value of the Kolmogorov–Smirnov two samples test, \( \alpha = KS\text{-}test(d_1, d_2) \);
7. if \( \alpha < \alpha_{th} \) then
   8. set an alarm;
   9. end

**Figure 5.** Example of application of the proposed method. (a) \( H_0 \) hypothesis, intruder not present: clusters of signatures representing the aircraft, + is the incoming signature, bold points represent the K-NN signatures; (b) \( d_1 \) and \( d_2 \) Cumulative Distribution Function (CDF); (c) \( H_1 \) hypothesis, intruder present: clusters of signatures representing the aircraft, + is the incoming signature from intruder, bold points represent the K-NN signatures; (d) \( d_1 \) and \( d_2 \) CDF.
4. Performance Evaluation with Real Data

An evaluation of the performance of the proposed approach using real data was done and described hereafter.

The evaluation was based on a measurements campaign that was done between day 337 and day 345 of 2018, collecting about 45-million messages from 2942 aircraft.

A simple receiver composed of a Software Defined Receiver running over a Raspberry Pi equipped with a modified Digital Video Broadcasting-Terrestrial (DVB-T) dongle and an omnidirectional ADS-B antenna \[32,33,39\] was used. The HW allowed the reception of the ADS-B messages and the storing of the relative signal samples (I and Q samples, 8-bit resolution, 2 MSps).

Two scenarios were evaluated:

- (Scenario 1). An intruder in a coverage area where the legitimate aircraft is not present (intruder can be an aircraft with a fake or manipulated transponder or a nonauthorized ground transmitter);
- (Scenario 2). An intruder in a coverage area where the emulated aircraft is also present.

The second type of attack is more difficult to contrast since the extracted signatures are derived from both the legitimate and the fake messages.

The algorithm was evaluated, computing the Probability of False Alarm (the probability to have an alarm in case of legitimate signals) and the Probability of Detection (the probability to have an alarm in case of a real attack) and comparing the so-called Receiver Operating Characteristics (ROC) for different values of the threshold for the p-value of the KS-Test.

Different sliding window sizes (M) and different values of K (K-NN parameter) were also tested. Finally, the computed results were compared with the ones obtained using the approach proposed in \[31\].

To compute the Probability of False Alarm, the recorded messages were assumed to be legitimate and the number of alarms over the number of tests was computed. To compute the Probability of Detection, the presence of an intruder was emulated by randomly selecting a signature coming from another aircraft; the number of alarms over the number of tests was then computed.

In the first scenario, all the messages used to extract the SUT came from the randomly selected aircraft; in the second scenario, 50% of the messages came from the legitimated transmitter and the other 50% came from the randomly selected aircraft.

Results for the first scenario, varying M and K, are reported in Figure 6; all the signatures were computed using \(N = 50\) consecutive ADS-B messages.

![Figure 6. Performance of the proposed method (Scenario 1) varying the Alarm Threshold](image)

Each point of each ROC curve represents the \(P_{fa}/P_D\) couple obtained for a given threshold on the p-value of the KS test. Each curve was obtained for a different configuration of parameters M and K.
These curves show that it is possible to reach, at the same time, a very low probability of false alarm and a high probability of detecting the intruder. In general, the curves move to the left, increasing the size of the sliding windows \((M)\) or the values of \(K\), with a small down-sliding effect. This means that by increasing the history, the performance in term of Probability of False Alarm increase (the region of main interest of the curve is near the elbow, where it is possible to obtain low \(P_{fa}\) and high \(P_D\) at the same time).

In more detail, when increasing the value of \(K\), a more representative sample of the airplane signatures will be selected for the outlier test, thus improving the performance of the test—especially in terms of \(P_{fa}\), this can be seen in the figure, referring to the curve with the same history window size. On the other hand, it will also produce a small reduction in performance over the elbow of the curve, in term of \(P_D\).

Concerning the history window size \((M)\), as mentioned before, by increasing the size of this window, the performance of the algorithm improves but it also means an increase of the required computational capability. In fact, the major steps of the algorithm have different computational complexities that depend on the different algorithm parameters: the K-NN search has a complexity of \(O(M)\), the computation of distance vectors has a complexity that depends on the computation of all the possible combinations of distances in a sample of \(K\) points—that is, more or less, \(O(K(k-1))\)—and finally, the KS test complexity can be approximated with the complexity of the sorting algorithm used to estimate the distribution functions of the distances, \(O(K\log K)\). This means that, for \(M >> K\), the computational load of the algorithm linearly grows with \(M\), this is also confirmed by some trials done varying the history window size of the algorithm and measuring its execution time, see Figure 7.

In the author’s opinion, having \(M\) on the order of thousand could be more than enough. Finally, concerning the value of \(N\), the main constraint is the algorithm update time; the larger \(N\) is, the larger the algorithm update time is. In addition, in principle, choosing larger value for \(N\) improves the meaningfulness and the stability of the signatures, and only a small impact on the overall algorithm performance was found for higher values. In the author’s opinion, using \(N = 50\), that means about 25 s of renewal time, could be the right trade-off.

![Figure 7. Algorithm running time varying the size of the history window. This example is computed running the proposed algorithm implemented in Matlab on an Intel(R) Core(TM) i3-3220 CPU @3.30GHz.](image)

Moreover, for this particular time-limited data-set, increasing \(M\), the number of tests and the number of tested airplanes decreases due to the fixed size of the used recording (for example, for a window size of 500 signatures 362 aircraft were tested with a total number of tests equal to 400,677; on the other hand, for a size of 1000 signatures, the tests were 267,664 on 208 aircraft) reducing the
significance level of the results. For this reason $M = 1000$, $K = 60$, and $N = 50$ are finally selected for a good trade-off between performance evaluation and significance of the results.

The comparison of the performance obtained with the method proposed in [31] is reported in Figure 8, where an evaluation for the second scenario is also represented (with the same values of $M$ and $K$).

![Figure 8. Comparison of the proposed method performance with the performance obtained by the method proposed in [31].](image)

Finally, Table 2 reports examples of results fixing two possible values of the probability of detection ($P_D = 0.7$ and $P_D = 0.8$) and for different settings of $K$ and $M$. In the table, the symbol “<” in the $P_{fa}$ column is used when zero alarms are raised for all the tests; the reported values, in those cases, are the maximum resolution of the probability estimation process ($1/(\text{number of tests})$). In general, the way of choosing the best couple of $P_D$ and $P_{fa}$ on the ROC curve strictly depends on the application and, usually, when a security alarm shall be raised, it is preferred to fix the maximum value for the probability of false alarm accepting the corresponding probability of detection. This means, usually, staying below the elbow of the curves. For example, considering this particular dataset, a good solution could be working on the elbow of the curve for $M = 1000$ and $K = 60$ and fixing the maximum probability of false alarm to $10^{-3}$, obtaining a probability of detection of about 0.75.

| Method          | $P_D = 0.7$ | $P_D = 0.8$ |
|-----------------|-------------|-------------|
| **Scenario 1**  |             |             |
| KNN+KS $M = 500$, $K = 30$ | $<0.0028$   | 0.0032      |
| KNN+KS $M = 500$, $K = 60$ | $<0.0022$   | 0.0030      |
| KNN+KS $M = 500$, $K = 90$ | 0.0021      | 0.0035      |
| KNN+KS $M = 1000$, $K = 30$ | $<0.0011$   | 0.0016      |
| KNN+KS $M = 1000$, $K = 60$ | 0.0008      | 0.00167     |
| KNN+KS $M = 1000$, $K = 90$ | 0.0007      | 0.0020      |
| KNN+KS $M = \infty$, $K = 30$ | $<0.00051$ | 0.0014      |
| KNN+KS $M = \infty$, $K = 60$ | 0.0004      | 0.0014      |
| KNN+KS $M = \infty$, $K = 90$ | 0.0003      | 0.0014      |
| Phase and Frequency $M = 1000$ | 0.0167      | 0.04224     |
| **Scenario 2**  |             |             |
| KNN+KS $M = 1000$, $K = 60$ | 0.0008      | 0.00217     |
| Phase and Frequency $M = 1000$ | 0.1144      | $>0.5$      |
In general, the performance in terms of probability of false alarm are increased by at least an order of magnitude with respect to the method proposed in [31], namely, Phase and Frequency. Moreover, for the more-demanding second scenario, the performance is close to that obtained in the first one, with a negligible performance reduction. On the contrary, the results obtained with the method proposed in [31] suffer a big degradation.

5. Discussion

The proposed method (together with the new aircraft signature) is capable of detecting a change in the signature of an aircraft, reaching a low probability of false alarm and a high detection probability. It is also able to detect attacks in which the spoofer does not flood the channel with a big number of messages, but injects only small quantities of messages representing one (or a small number of) aircraft.

Moreover, the proposed method is fully adaptive and does not need any kind of knowledge about the intruder signature and about the legitimate aircraft signature distribution. It is also capable of working in the case of multiple signatures for the same aircraft and in the case of legitimate aircraft and intruders that are inside the coverage area of the sensor at the same time, if the historical data are enough.

Concerning the method’s weaknesses, the fact that it uses the historical data to estimate the signature of a legitimate aircraft and that it uses the incoming signal to improve the knowledge about the aircraft, its performance is reduced in detecting very slow changes in the aircraft signature.

The method detects abrupt changes in the signatures, and an attack can be seen when it pop-up or for some following time instants; when a new cluster representing the intruder is formed, the ability to detect it goes to zero. The sensitivity to this phenomenon depends on various parameters such as the size of the sliding window (M), the size of the sample to extract the signatures (N), and also the selected value for K. In general, this dependency from historical and recent data is useful to take into account the aging of the devices and cannot be discarded, but in this particular case, it could be also exploited from a smart attacker to design a specific attack that slowly changes the signatures of a given aircraft and then starts to send fake data.

However, in the author’s opinion, this weakness can be drastically reduced with different approaches. For example, sharing the aircraft database between different stations or increasing the size of the sample used to compute the signature that, in general, increases the algorithm’s performance and also the robustness to slowly changing attacks.

Moreover, a mechanism to inhibit the insertion of fake information inside the aircraft database can help. This can be done with any kind of antimasking algorithm that, if an intruder is detected, stops updating the signature database. This method is commonly used in Radar applications [37].

Finally, in the author’s opinion, the solution is the use of “qualified” messages for database updating. For example, using only the messages confirmed by a secondary radar interrogation/reply process to update the data-base of signatures totally solves this problem.

6. Conclusions

This work shows that it is possible to identify an intrusion on a Mode S channel by the use of signatures extracted from the aircraft transmitted signals, stationarity and/or multisignature aircraft and without any knowledge about their signature distributions.

Finally, it must be noted that the proposed method uses features that can be extracted from the signals with very simple and low-cost receivers, and it was implemented with a signal processing add-on on low-cost Mode S receivers (below of 100$ of total cost).
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Abbreviations

The following abbreviations are used in this manuscript:

- ADS-B: Automatic Dependent Surveillance—Broadcast
- ATC: Air Traffic Control
- AWGN: Additive White Gaussian Noise
- CRC: Cyclic Redundancy Check
- DB: Database
- DVB-T: Digital Video Broadcasting-Terrestrial
- ES: Extended Squitter
- GPS: Global Positioning System
- HW: Hardware
- ICAO: International Civil Aviation Organization
- IF: Intermediate Frequency
- IFF: Identification Friend or Foe
- NN: Neural Network
- PD: Detection Probability
- PFa: False Alarm Probability
- PPM: Pulse Position Modulation
- RF: Radio Frequency
- SDR: Software Defined Radio
- SSR: Secondary Surveillance Radar
- SW: Software
- TCAS: Traffic Collision Avoidance System
- TIS-B: Traffic Information Service - Broadcast
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