Combined Geometric Positioning and Performance Analysis of Multi-Resolution Optical Imagery from Satellite and Aerial Platforms Based on Weighted RFM Bundle Adjustment
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Abstract: Combined geometric positioning using images with different resolutions and imaging sensors is being increasingly widely utilized in practical engineering applications. In this work, we attempt to perform the combined geometric positioning and performance analysis of multi-resolution optical images from satellite and aerial platforms based on weighted rational function model (RFM) bundle adjustment without using ground control points (GCPs). Firstly, we introduced an integrated image matching method combining least squares and phase correlation. Next, for bundle adjustment, a combined model of the geometric positioning based on weighted RFM bundle adjustment was derived, and a method for weight determination was given to make the weights of all image points variable. Finally, we conducted experiments using a case study in Shanghai with ZiYuan-3 (ZY-3) satellite imagery, GeoEye-1 satellite imagery, and Digital Mapping Camera (DMC) aerial imagery to validate the effectiveness of the proposed weighted method, and to investigate the positioning accuracy by using different combination scenarios of multi-resolution heterogeneous images. The experimental results indicate that the proposed weighted method is effective, and the positioning accuracy of different combination scenarios can give a good reference for the combined geometric positioning of multi-sensor heterogeneous images in future practical engineering applications.
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1. Introduction

The rapid development of sensor technology has led to the rapid improvement of multi-source high-resolution remote sensing imagery, including satellite imagery and aerial imagery [1–5]. The demand for efficient and accurate geometric positioning has grown dramatically in recent decades in many specialized applications, such as shoreline extraction and coastal mapping [6–10], natural hazards [11,12], three-dimensional (3D) object reconstruction [13], and national topographic mapping [14–16].

Generally, high-precision geometric positioning depends highly on high-performance sensor structures and parameters to achieve the geometric transformation, or a large number of ground control points (GCPs) to construct the constraints between images [17–20]. Such geometric positioning methods, therefore, not only rely heavily on the strictly confidential platform position and attitude parameters and the availability of a sufficient number of GCPs, especially for satellite imagery, but are also time-consuming and expensive. To solve this problem, in recent years, much attention has been paid to geometric positioning without GCPs in applications involving
multi-source data acquisition platforms. For example, [21–28] used different digital elevation models (DEMs) as elevation constraints for the high geometric positioning. Additionally, laser altimetry data can be adopted to improve the geometric positioning accuracy, as shown in [29–33]. In [34,35], digital terrain models (DTMs) were integrated into bundle adjustment models. Among all these works, combined geometric positioning using images with different resolutions and different imaging sensors is increasingly widely utilized in practical engineering applications due to the increasing capability of acquiring heterogeneous images with different resolutions and imaging modes in the same area.

A large amount of research has been conducted in the field of combined geometric positioning using different types of images. For example, in [36], the rational function model (RFM) was selected for the integration of QuickBird and IKONOS satellite images in order to investigate the relationships between imagery combination scenarios with various convergent angles and the geometric positioning performance. [37] analyzed the geometric accuracy potential of QuickBird and IKONOS satellite imagery for 3D point positioning and the generation of digital surface models (DSMs), and found that QuickBird and IKONOS, to a lesser degree, could be an attractive alternative for DSM generation. Additionally, by integrating QuickBird and IKONOS satellite images using the vendor-provided rational polynomial coefficients (RPCs), [38] demonstrated that the integration can improve the 3D geometric positioning accuracy using an appropriate combination of images. Furthermore, [39] determined the geometric positioning accuracy that is achievable by integrating IKONOS and QuickBird satellite stereoscopic images with aerial images acquired in Tampa Bay, Florida. [40] demonstrated the feasibility of high-precision geometric positioning using a combination of Spot-5, QuickBird, and Kompsat-2 images based on a rigorous sensor model (RSM). [41] explored the geometric performance of the integration of aerial and QuickBird images in Shanghai, China. [42] proposed the intersection method to improve the accuracy of 3D positioning using heterogeneous satellite stereo images including two KOMPSAT-2 and QuickBird images covering the same area. Moreover, [43] further investigated the positioning accuracy by integrating IKONOS, QuickBird, and KOMPSAT-2 images covering the same area, which confirmed that multiple satellite images can replace or enhance typical stereo pairs with the full consideration of different image elements and resolutions. [44] proposed a geometric positioning method based on RFM with reference images, for which it is necessary to determine the weight for GCPs and reference points. However, all of these studies require different GCPs to correct the bias in the RPCs to allow the integration processing to work. [45] presented a combined bundle adjustment method for the combined positioning of multi-resolution satellite imagery without the use of GCPs, which only use the dominating RPCs (a1–a5, b1–b5, c1–c5, and d1–d5, 18 RPCs in total), and the weight related to the tie points was directly set as one third of a pixel. It may be necessary to conduct more than one test to estimate the appropriate weights. The results demonstrated that the integration can enhance the geometric positioning accuracy of satellite images. Relevant topics have also made some great progress. For example, [46] integrated both radio and image processing techniques to achieve enhanced Amateur Unmanned Aerial System (AUAS) detection capability; [47] proposed a novel algorithm to improve the capacity of beamforming on swarm UAV networking. [48] leveraged the lightweight block-chain to enhance the security of routing of swarm UAV networking, etc.

Generally, if we have one or more high-accuracy stereo image pairs, a method could be used, which can first generate GCPs by using the forward intersection of high-accuracy stereo image pairs, and then make corrections with these GCPs. However, if there is only one high-precision image, for example, only one high-precision image and one low-precision image in the same area, the aforementioned approach cannot work. Moreover, for the same low-resolution stereo image pairs, although the use of high-precision stereo image pairs will improve the accuracy, different numbers of
high-precision stereo image pairs will produce different combined geometric positioning results. Therefore, it is necessary to quantify how much a high-precision stereo image pair can make the combined geometric positioning results in the low-precision stereo images pairs believable.

In this work, aiming at providing a reference for the combined geometric positioning of multi-stereo heterogeneous images, we attempt to perform the combined geometric positioning and performance analysis of multi-resolution optical images from satellite and aerial platforms based on weighted RFM bundle adjustment, including four major processing steps: pre-processing, image matching, weighted bundle adjustment, and accuracy analysis. We conduct experiments using a case study in Shanghai with ZiYuan (ZY-3) satellite imagery, GeoEye-1 satellite imagery, and Digital Mapping Camera (DMC) aerial imagery to investigate the following issues, including the effectiveness of the proposed weighted method, quantitative evaluation of the constrained performance of using one stereo image as a reference for positioning, the adaptability of the weighted method to aerial imagery (single and stereo imagery) and some special cases (for example, there is only one high-precision image), and the combined positioning of multi-stereo heterogeneous images based on the weighted method. The remainder of this paper is structured as follows. Section 2 gives the detailed methodology. Section 3 describes the experimental design and the datasets. Section 4 presents the experimental results and a discussion. Finally, Section 5 presents some conclusions.

2. Methodology

The method can be decomposed into six key components: preprocessing, image matching and pre-evaluation, bundle adjustment model derivation, weight determination, the L-curve method for the convergence [49,50], and the accuracy evaluation. The preprocessing of the image data was intended to achieve consistency in the coordinate system and the applicable models so that the computation complexity could be lowered and the accuracy evaluation can be easier in the same datum. In image matching and pre-evaluation, we introduce an integrated image matching method, which combines least-squares and phase correlation [51], and the space intersections using the RPCs are adopted for the pre-evaluation to ensure the availability of the reference images and the reliability of the experimental results. The third key point is the derivation of the bundle adjustment model, which gives the detailed derivation and construction form of the coefficient matrix. In weight determination, the weights for image points were all variable, and we gave a detailed method for weight determination. The L-curve method is introduced into the bundle adjustment to improve the condition of the normal equation in this case study. Finally, the final results are quantitatively assessed in terms of 3D high-quality points measured by Global Positioning System (GPS), which can easily meet the accuracy requirement and do not affect the evaluation results.

2.1. Pre-Processing

In general, accurate attitude orbit parameters for satellite sensors are not easy to obtain for general customers, while they are much easier to obtain for aerial images. Hence, the universal RFM model [52-54] is the first consideration to be adopted for the geometric positioning. In this paper, the aerial imagery used were acquired from the DMC. Different from Unmanned Aerial Vehicle (UAV), the DMC is composed of eight CCD cameras, including four frame cameras, which are used to obtain panchromatic area array images, and four multi-spectral CCD cameras, which are utilized for multi-spectral image acquisition. The DMC is dedicated to aerial photogrammetry, and can provide high-precision exterior orientation (EO) parameters. Next, we designed a multi-level virtual grid of 500 virtual ground control points for undulating terrain in each image, in a
range from 0 m to 100 m [41]. The image coordinates of the virtual ground control points can be calculated according to the high-accuracy interior orientation (IO) and EO parameters. Finally, by using the virtual ground control points in each image, the RPCs were then estimated, and the direct forward intersections were used for the accuracy assessment of the generated RPCs. Generally, geographic coordinate systems, such as the WGS-84 coordinate system, are the most commonly used coordinate systems due to the large mapping range of single-view images for satellite imagery. The surveyed GPS points used for accuracy assessment are normally in the WGS-84 coordinate system. However, for aerial images, local coordinate systems, such as the Mercator projection, are usually used. Therefore, the coordinate system can be unified to the geographic coordinate system such as the WGS84 coordinate system or the same local coordinate system. For instance, the aerial imagery used in this study was acquired from the DMC sensors with the Mercator_1SP (stereographic projection) spatial reference coordinate system, which is a type of tangent cylindrical projection. We unified all the data into the WGS84 coordinate system.

2.2. Image Matching and Pre-Evaluation

The determination of the tie points is an important prerequisite for the subsequent pre-evaluation and comparison experiments. In this research, we introduce an integrated image matching method, which combines least-squares and phase correlation [51]. The main steps of this method are as follows: (1) The scale-invariant feature transform (SIFT) method is used to generate the initial tie points, which contain many mismatches in the overlapping area [54–56]; (2) for each pair tie point, search windows with the same size are created for the original stereo imagery; (3) least-squares and phase correlation matching are used for the correction of the tie points obtained in the first step using serial search windows with different sizes, and the correlation coefficients are calculated. The tie points with the largest correlation coefficients are selected as the final reliable matching results [51].

Any absolute accuracy assessment requires independent and accurate reference data, and the reference data should be at least three times more accurate than the evaluated data [56–59]. Thus, it is necessary to pre-evaluate all the multi-sensor multi-resolution imagery to ensure the reference image availability and the reliability of the experimental results. Space intersection using the RPCs is adopted for the pre-evaluation. The direct geometric positioning accuracy is used as the criterion for the selection of reference imagery.

2.3. Bundle Adjustment Model Derivation

Generally, the RFM is an alternative for physical sensor models. In the RFM, the image pixel coordinate values can be expressed as polynomial ratios of the ground coordinate values [60], as follows:

\[
\begin{align*}
\begin{cases}
    r'_i = \frac{P_i(t)}{P_0(t)} R'_i + R'_0 + \Delta R'_i \\
    c'_i = \frac{P_i(t)}{P_0(t)} C'_i + C'_0 + \Delta C'_i
\end{cases}
\end{align*}
\]

where \( t \) indicates the normalized coordinates of the m-th tie point or GCP in the ground space, which can be shown as Equation (2).

\[
\begin{align*}
t = (B'_n, L'_n, H'_n) = \left( \frac{B'_0 - B'_i}{B'_i}, \frac{L'_0 - L'_i}{L'_i}, \frac{H'_0 - H'_i}{H'_i} \right)
\end{align*}
\]

\((r'_i, c'_i)\) represent the i-th image coordinates on the j-th image, which are corresponding to the coordinates \((B'_n, L'_n, H'_n)\) of the m-th tie point or GCP in latitude, longitude, and height directions in the ground space, \((B'_i, L'_i, H'_i, R'_i, C'_i)\). \((B'_n, L'_n, H'_n, r'_i, c'_i)\) represent the
offsets and the scales of the j-th image in RPCs, and \((\Delta R^i, \Delta C^i)\) refers to corrections of geometric errors in the image space. High-performance attitude measurement systems exist; however, geometric errors remain due to inaccurate camera calibration and installation, platform perturbation, changes in sensor geometric parameters, sensor aging, etc. [61], and the geometric errors are propagated into RPCs [62,63] when generating RPCs from rigorous sensor models (RSMs). To compensate for these errors in RPCs, the translation model, drift model, and affine model are adopted in RFM to improve the accuracy [41,64].

The RFM Equation (1) can be Taylor expanded to obtain the matrix form of the observation equations of the combined adjustment model, which can be described as follows:

\[
V = AX + BX - L \quad \text{P}.
\]

The observation equation establishes the correspondence between the ground points and the image tie points, which are identified from the images. \(X\) represents the vector corrections of the bias compensation coefficients; \(X\) represents the vector corrections for the ground coordinate values of the tie points; \(V\) is the vector of residual errors; \(L\) represents the observation values for the tie points; \(P\) is the weight matrix of the tie points; and A and B are the partial derivatives for the bias compensation coefficients and the ground coordinate values of the tie points, respectively. It should be noted that the partial derivative A and the vector corrections of the bias compensation coefficients \(X\) exist differently in matrix form. Generally, for free network bundle adjustment, the partial derivatives for the bias compensation coefficients and the vector corrections of the bias compensation coefficients are common, which are shown in [60]. In our combined positioning model, all the RPCs in the high-accuracy images are set infinite weights. Therefore, the coefficient matrix forms are derived from Equation (3) according to the compensation models when the n-th image is selected as the reference image, as in the following Equations (4a) and (4b), where \((\Delta R^i, \Delta C^i)\) refers to corrections of geometric errors in the image space, and \(\Delta a_{i1}, \Delta b_{i1}\) represents the vector corrections of the bias compensation model parameters.

\[
A = \begin{bmatrix}
\frac{\partial \Delta R^i}{\partial a_{i1}} & \frac{\partial \Delta R^i}{\partial a_{i2}} & \frac{\partial \Delta R^i}{\partial a_{i3}} & \frac{\partial \Delta C^i}{\partial b_{i1}} & \frac{\partial \Delta C^i}{\partial b_{i2}} & \frac{\partial \Delta C^i}{\partial b_{i3}} & \cdots \\
\frac{\partial \Delta C^{i-1}}{\partial b_{(i+1)1}} & \frac{\partial \Delta C^{i-1}}{\partial b_{(i+1)2}} & \frac{\partial \Delta C^{i-1}}{\partial b_{(i+1)3}} & \cdots \\
\frac{\partial \Delta R^{i+1}}{\partial a_{(i+1)1}} & \frac{\partial \Delta R^{i+1}}{\partial a_{(i+1)2}} & \frac{\partial \Delta R^{i+1}}{\partial a_{(i+1)3}} & \cdots \\
\end{bmatrix}
\]  

\[
X = \begin{bmatrix}
\Delta a_{i1}, \Delta a_{i2}, \Delta a_{i3}, \Delta b_{i1}, \Delta b_{i2}, \Delta b_{i3}, \cdots \\
\Delta b_{(i+1)1}, \Delta b_{(i+1)2}, \Delta b_{(i+1)3}, \cdots \\
\Delta a_{(i+1)1}, \Delta a_{(i+1)2}, \Delta a_{(i+1)3}, \cdots \\
\end{bmatrix}
\]  

2.4. Weight Determination

In this step, weight determination can be divided into two types. (1) If there is at least one high-accuracy stereo image pair, firstly, forward intersections are performed to obtain the ground points for the high-accuracy stereo image pair and the low-accuracy stereo image pair, respectively. Next, the obtained ground points are back-projected to
the image space, and then the residuals $R_{UV}$ of the tie points in the image space are calculated. Finally, we determine $1/(R_{UV}^* \text{image resolution})$ as the weights of the tie points in the image space. (2) For some special cases, there is only one high-precision image. Taking the case: only one high-precision image and one low-precision image in the same area for example, the aforementioned weighted scheme cannot work. In this case, forward intersections for all images are performed to obtain the ground points, and the obtained ground points are back-projected to the image space, and then the residuals $R_{UV}$ of the tie points in the image space are calculated. Next, the means $R_{\text{mean}}$ for all image residuals $R_{UV}$ of the image points corresponding to the same ground points are calculated, and then $1/R_{\text{mean}}$ are regarded as the weights of the image points corresponding to the same ground points.

2.5. L-curve Method for the Convergence

As described in [65], the traditional least-squares cannot achieve a convergence solution without any GCPs due to the issue of ill-conditioned normal equations. There are two common methods for achieving convergence solutions for ill-conditioned equations: one is spectral decomposition and the other is ridge parameter estimation. The former is a theoretically unbiased estimation, which can solve the convergence problem of many general ill-conditioned equations. However, in extremely ill-conditioned situations, the spectral decomposition converges slowly to obtain higher accuracy. In some cases, the convergence results deviate significantly from the true values [66]. Meanwhile, ridge parameter estimation [67,68] is a biased estimation that can suppress the morbidity of the equation by introducing an appropriate value on the main diagonal of the normal equations so that a more realistic and reliable ridge estimation solution can be achieved. This estimation method can obtain high-precision solutions with fewer iterations. Therefore, in this case study, the ridge parameter estimation method is adopted to improve the condition of the normal equation. For the ridge parameter estimation method, the most important factor is to determine the introduced values. As shown in [66–68], the L-Curve method is the most reliable and valid for determining the ridge parameter. In terms of the derivation of the bundle adjustment model, the L-Curve method can be described as follows:

$$X = (B'PB + kI)^{-1}B'PL$$  \hspace{1cm} \text{(5)}

where $k$ is the ridge parameter and $I$ is the unit matrix. The L-Curve can be plotted by choosing different values of $k$; the x-axis is $2\log[\|X - L\|]$ and the y-axis is $2\log[\|Y\|]$. The corresponding $k$ at the maximum curvature of this curve is the desired ridge parameter.

2.6. Accuracy Analysis

As a very important evaluation criterion for geometric positioning accuracy, the outer accuracy is characterized by using external orientation elements or GCPs, which uses the reference values from outside as a comparison datum to reflect the deviation measured by the RMSEs [69–73]. In this study, the final results are quantitatively assessed in terms of 3D high-quality points with an accuracy of better than 5 cm, measured by GPS. As shown in Equation (6), the RMSEs in the latitude, longitude, and height directions (RMSE$_{\text{b}}$, RMSE$_{\text{l}}$, and RMSE$_{\text{h}}$, respectively) are calculated by the measured true coordinate values $(B_{\text{gps}}, L_{\text{gps}}, H_{\text{gps}})$ ($i = 1, 2, \ldots, n$) of GPS points and the adjustment values $(B^i, L^i, H^i)$ ($i = 1, 2, \ldots, n$) of the corresponding ground points. Meanwhile, the RMSEs in planar direction (RMSE$_{\text{pl}}$) are calculated using RMSE$_{\text{b}}$ and RMSE$_{\text{l}}$ as shown in Equation (7).
\[
RMSE_B = \frac{\sum_{i=1}^{n} (d_i' - b_i')^2}{n}
\]

\[
RMSE_T = \frac{\sum_{i=1}^{n} (d_i' - t_i')^2}{n}
\]

\[
RMSE_H = \frac{\sum_{i=1}^{n} (H_i' - H_i')^2}{n}
\]

\[
RMSE_{BL} = \sqrt{(RMSE_B)^2 + (RMSE_T)^2}
\]

Additionally, to perform a comprehensive evaluation, the geometric positioning results are evaluated from all ranges and the area outside the overlapping area for different imagery combination scenarios. The evaluation from all ranges is performed to evaluate the overall accuracy, and the evaluation from the range outside the overlapping area is performed to measure the enhancement in the positioning accuracy of the lower-resolution stereo images outside the overlapping area.

3. Experiments

3.1. Experiment Datasets

In this work, datasets from three different sensors including ZY-3, GeoEye-1, and DMC are used to evaluate the performance of the designed experiments. (1) The Chinese ZY-3 satellite was successfully launched on 09 January 2012. As the first civilian mapping satellite capable of stereo observation in China [19], it is equipped with two forward-looking and backward-looking panchromatic Time Delay Integration (TDI) Charge-Coupled Devices (CCDs; three sub-CCD arrays, each containing 8192 pixels) cameras whose Ground Sampling Distance (GSD) is better than 3.5 m and are tilted at \(\pm 22^\circ\) at a base-to-height ratio of 0.88 along the trajectory, with one nadir-looking panchromatic TDI CCD (four sub-CCD arrays, each containing 4096 pixels) camera whose resolution is better than 2.1 m, and one multi-spectral camera with a resolution better than 5.8 m GSD. (2) As one of the highest-resolution and most advanced commercial satellites in the world, the Geoeye-1 satellite can be used to map, monitor, and measure the Earth’s surface. It offers unprecedented spatial resolution by simultaneously acquiring 0.41 m panchromatic and 1.65 m multi-spectral imagery. The satellite has the ability to collect up to 700,000 km\(^2\) of panchromatic imagery (and up to 350,000 km\(^2\) of pan-sharpened multi-spectral imagery) per day [74]. (3) The DMC, with the geometric characteristics of central projection, is composed of eight CCD cameras, including four frame cameras, which are used to obtain panchromatic area array images, and four multi-spectral CCD cameras, which are utilized for multi-spectral image acquisition.

Therefore, multi-sensor multi-resolution images including four pairs of ZY-3 satellite stereo images, one pair of Geoeye-1 stereo imagery (tagged as Geoeye-1 imagery 725135 and 725142), and one pair of DMC aerial panchromatic stereo imagery (tagged as aerial imagery 119057 and 119058) of the Shanghai area were used for performance analysis and testing the applicability of the methodology. Each stereo ZY-3 satellite imagery with an average height of approximately 40 m has the view of forward-looking and backward-looking [75], which has the lowest resolution of the three different sensors used in this study, about 3.5 m/pixel, and covers the area between 121.052°E and 122.143°E longitude and between 30.797°N and 31.753°N latitude. The Geoeye-1 images, which have a better resolution of about 0.5 m/pixel, have a certain overlapping area with ZY-3 imagery and cover the area between 121.431°E and 121.543°E and 31.157°N and 31.244°N. The DMC aerial imagery has the highest resolution of 0.15 m/pixel and covers
the area between 121.488°E and 121.507°E and 31.294°N and 31.277°N, which is less than 1/3000 of the area covered by the ZY-3 satellite imagery. The detailed parameters of these three image sets are listed in Table 1. For the purpose of this geometric positioning evaluation, we use high-quality GPS points with an accuracy of better than 5 cm. A total of 135 distributed GPS points were measured, including 12 GPS points fully distributed in the Geoeye-1 stereo imagery, 21 GPS points within the DMC aerial stereo imagery, and all the points within the four ZY-3 stereoscopic imagery. Figure 1 shows the experimental datasets including the ZY-3, Geoeye-1, and DMC imagery, with checkpoints marked on the images.

Figure 1. The experimental datasets, with checkpoints denoted by red crosses. (a) The ZY-3 satellite imagery. The blue box and the green circle indicate the positions of the Geoeye-1 satellite imagery and the Digital Mapping Camera (DMC) aerial imagery, respectively. 1, 2, 3, and 4 refer to the four ZiYuan-3 (ZY-3) satellite stereoscopic imagery, respectively, each of which includes one forward-looking image and one backward-looking image. (b) The DMC aerial stereo imagery. (c) The Geoeye-1 stereo imagery.
Table 1. The detailed parameters of the image datasets used in this study.

| Specification       | ZY-3 Satellite Imagery | Geoeye-1 Imagery | DMC Aerial Imagery |
|---------------------|------------------------|------------------|--------------------|
| Image range         | 121.052–122.143°E      | 121.431–121.543°E| 121.488–121.507°E  |
|                     | 30.797–31.753°N       | 31.157–31.244°N  | 31.294–31.277°N    |
| Image size          | 16,306 × 16,384 pixels | 21,132 × 19,408 pixels | 7680 × 13,824 pixels |
| Ground sample distance | 3.5 m/pixel          | 0.5 m/pixel        | 0.15 m/pixel       |

3.2. Experimental Design

3.2.1. Comparative Test Using Weighted Schemes, Unweighted Schemes, and Free Network Bundle Adjustment

In this test, in order to compare the results of using weighted schemes, unweighted schemes, and free network bundle adjustment, six imagery combination scenarios are designed including (a) Geoeye-1 (S) + ZY-3 stereo imagery 1 (S); (b) Geoeye-1 (S) + ZY-3 stereo imagery 1 and 2 (S); (c) Geoeye-1 (S) + ZY-3 stereo imagery 1 and 3 (S); (d) Geoeye-1 (S) + ZY-3 stereo imagery 1 and 4 (S); (e) Geoeye-1 (S) + ZY-3 stereo imagery 1, 2, and 3 (S); and (f) Geoeye-1 (S) + ZY-3 stereo imagery 1, 2, 3, and 4 (S). Here, each imagery combination scenario includes the same one stereo Geoeye-1 imagery, and the difference is that pairs 1, 2, 3, and 4 of stereo imagery with the increasing coverage region are used for the experiments, respectively. To perform a quantitative comparison, the geometric positioning results are evaluated from planar, vertical, and overall directions, respectively.

3.2.2. Performance Test Using One Stereo Reference Imagery

Using the Geoeye-1 stereo imagery and the ZY-3 satellite stereoscopic imagery, the performance of using one stereo imagery for the combined geometric positioning is evaluated and verified. In the pre-processing, the consistency of the coordinate system and the adjustment model for the used test data are obtained. Then, five experimental imagery combination scenarios using one Geoeye-1 stereo imagery and multi-stereo ZY-3 satellite imagery are designed for comparison. Table 2 gives the specific imagery combinations of the five experiments for the evaluation and comparison of the geometric positioning results. In this step, the overlapping degree is guaranteed to be 100% (i.e., the Geoeye-1 stereo imagery are completely inside the range of the ZY-3 stereo imagery), which excludes the possible impact of the overlap degree on the geometric positioning results. Afterwards, in the bundle adjustment phase, the same stereo imagery is used as reference images for the ZY-3 stereo imagery in different ground ranges. It should be noted that the reference images we used are the stereo imagery, not a single image. Also, it is worth noting that the affine transformation model is selected for all five experimental combinations to ensure the consistency of the bias compensation model. Subsequently, a quantitative evaluation of the experimental results is carried out. The key step in this evaluation phase is to determine the smallest circumscribed circle of the area covered by the reference images and to estimate the radius $r$ and the center of the smallest circumscribed circle. Subsequently, a number of concentric circles with a radius of $n^*r$ ($n = 1,2,3,\ldots$) and the above determined circle center are constructed and the RMSEs of the GPS checkpoints within each circumscribed circle are calculated as the geometric positioning accuracy of the area within this concentric circle for qualitative assessment and comparison. Finally, the RMSEs of the GPS checkpoints within the $n^*r$ radius circumscribed circle and outside the $(n-1)^*r$ ($n = 1,2,3,\ldots$) radius circumscribed circle are calculated as the geometric positioning accuracy of the area within the $n^*r$ radius circumscribed circle and outside the $(n-1)^*r$ ($n = 1,2,3,\ldots$) radius based circumscribed circle for quantitative evaluation and experimental analysis.
Table 2. The specific imagery combinations of the five experiments used for the evaluation and comparison of the geometric positioning results.

| Combinations | Reference Images   | Images to Be Improved | Description               |
|--------------|--------------------|-----------------------|---------------------------|
| a            | Geoeye-1 stereo imagery | ZY-3 stereo imagery 1 and 2 | one stereo vs two stereo |
| b            | Geoeye-1 stereo imagery | ZY-3 stereo imagery 1 and 3 | one stereo vs two stereo |
| c            | Geoeye-1 stereo imagery | ZY-3 stereo imagery 1 and 4 | one stereo vs two stereo |
| d            | Geoeye-1 stereo imagery | ZY-3 stereo imagery 1, 2 and 3 | one stereo vs three stereo |
| e            | Geoeye-1 stereo imagery | ZY-3 stereo imagery 1, 2, 3, and 4 | one stereo vs four stereo |

3.2.3. Test Using Aerial Imagery (Single and Stereo) as Reference Imagery

Firstly, for the DMC aerial imagery, the Mercator_1SP coordinate system should be converted to the WGS-84 coordinate system for the consistency of the coordinate system. Following the transformation of the coordinate system, it is best to register the DMC aerial stereoscopic imagery with the other satellite imagery. Here, the automatic registration function in the ENVI software was used to achieve the geographic registration for the above-mentioned imagery [76,77]. The universal RFM model is the first to be adopted for the following geometric positioning. In this case study, the DMC aerial images were recorded in the frame perspective mode, with one PC for each image, and the ZY-3 stereo imagery were recorded in the push-broom line perspective mode, with multiple PCs for each scene. Therefore, the high-quality EO parameters of the DMC aerial imagery were used to estimate the RPCs by generating multi-level virtual grids, which account for the undulating terrain in the covering area with the elevation range of 0–100 meters. Subsequently, the estimated RPCs were ready for the bundle adjustment. As described in [34], the shift bias is more significant than the higher-order biases in a local area, and a considerably high accuracy was achieved using the shift bias compensation and other bias compensation schemes such as the shift&drift and the affine transformation, which contributed little to further accuracy enhancement when integrating aerial and QuickBird imagery for high-accuracy geometric positioning and mapping application. Thus, in this test, the shift bias compensation model was selected using aerial imagery. By analyzing the test results, the adaptability of the method in this paper to aerial imagery is verified.

3.2.4. Test Using Multi-Stereo Heterogeneous Imagery as Reference Imagery

In this test, four imagery combination scenarios are designed including (a) Aerial (Stereo (S)) + Geoeye-1 (S) + ZY-3 stereo imagery 1 (S); (b) Aerial (S) + Geoeye-1 (S) + ZY-3 stereo imagery 1 and 2 (S); (c) Aerial (S) + Geoeye-1 (S) + ZY-3 stereo imagery 1, 2, and 3 (S); and (d) Aerial (S) + Geoeye-1 (S) + ZY-3 stereo imagery 1, 2, 3, and 4 (S). Here, each imagery combination scenario includes the same one stereo DMC aerial imagery and the same one stereo Geoeye-1 imagery without overlapping area, and the difference is that pairs 1, 2, 3, and 4 of stereo imagery with the increasing coverage region are used for the experiments, respectively. For each imagery combination scenario, three types of reference imagery including stereo DMC aerial imagery, stereo Geoeye-1 imagery, and stereo DMC aerial imagery + stereo Geoeye-1 imagery are selected for the bundle adjustments. To perform a quantitative evaluation, the geometric positioning results are evaluated from all ranges and the area outside the overlapping area, respectively. The former is performed to evaluate the overall accuracy and the latter is performed to measure the enhancement in positioning accuracy of the ZY-3 stereo imagery outside the overlapping area.

4. Results and Discussion

4.1. Pre-Evaluation

In this case study, the Geoeye-1 satellite imagery, the DMC aerial imagery, and the ZY-3 satellite imagery were used for the combined geometric positioning. Therefore, it
was necessary to pre-evaluate all the multi-sensor multi-resolution imagery to ensure the reliability of the following experimental results. Furthermore, the direct forward intersections of the DMC aerial imagery were also used for the accuracy assessment of the generated RPCs.

The results of the direct positioning accuracy assessment using the vendor-provided RPCs (the RPCs of the DMC aerial stereo imagery were generated according to the high-quality attitude and position parameters) are summarized in Figure 2. The direct geometric positioning accuracies for each imagery combination fall into three directions: latitude, longitude, and vertical. As can be seen from Figure 2, these imagery combinations show different direct geometric positioning performances. The DMC aerial stereo imagery clearly exhibits the best geometric positioning performance, with a geometric positioning accuracy of 0.326 m in longitude, 0.304 m in latitude, and 0.252 m in elevation when using the RPCs generated from the accurate attitude and position parameters. After the DMC aerial imagery, the Geoeye-1 satellite imagery displays the second-best direct geometric positioning accuracy, which is 1.812 m in the latitude direction, 1.708 m in the longitude direction, and 0.890 m in elevation; this is consistent with the observation that satellite images with higher resolution normally have higher geometric positioning accuracy [38]. The ZY-3 stereo imagery achieved the worst direct geometric positioning accuracy due to the systematic errors contained in the initial RPCs. The DMC aerial imagery and the Geoeye-1 satellite imagery are all far more than three times more accurate than the ZY-3 satellite imagery, which indicates that the generated RPCs of the DMC aerial imagery have a high accuracy, and the DMC aerial imagery and the Geoeye-1 satellite imagery can be used for the combined geometric positioning.

![Figure 2](image)

**Figure 2.** The results of the assessment of the direct positioning accuracy for the multi-sensor multi-resolution imagery including the ZY-3, the Geoeye-1 satellite imagery, and the DMC aerial stereo imagery.

### 4.2. Results Comparison of Using Weighted Schemes, Unweighted Schemes, and Free Network Bundle Adjustment

According to the experimental design in Section 3.2.1, the comparative results of using weighted schemes, unweighted schemes, and free network bundle adjustment are summarized in Table 3. From Table 3, it is clear that, for all the imagery scenarios, the geometric positioning accuracy based on the network bundle adjustment exists the worst, no matter in planar direction, vertical direction, or overall directions. The geometric positioning accuracy experienced a dramatic increase when using weighted schemes and unweighted schemes. Specifically, the case using unweighted schemes achieved the second-best positioning accuracy in planimetry, height, and overall directions. When
using the weighted schemes, the geometric positioning accuracy in overall directions experience an increase compared with the case of using the unweighted schemes, that is, the case of using the weighted schemes achieved the best geometric positioning accuracy. Taking the imagery scenario d for example, the results of using the unweighted schemes were 4.516 m in planar direction, 2.085 m in vertical direction, and 4.974 m in overall directions, while the geometric positioning accuracy of using the weighted schemes were 3.913 m, 2.161 m, and 4.470 m in planar, vertical, and overall directions, respectively. Therefore, the following performance tests were all based on the weighted schemes.

Table 3. The comparative results of using weighted schemes, unweighted schemes, and free network bundle adjustment.

| Combination | Using Weighted Schemes/m | Using Unweighted Schemes/m | Free Network Bundle Adjustment/m |
|-------------|--------------------------|---------------------------|---------------------------------|
|             | Planar       | Vertical   | Overall | Planar       | Vertical   | Overall | Planar       | Vertical   | Overall |
| a           | 2.136        | 1.180      | 2.441   | 2.256        | 1.364      | 2.636   | 21.418       | 12.551     | 24.825  |
| b           | 4.351        | 1.240      | 4.524   | 4.567        | 1.260      | 4.740   | 23.921       | 13.771     | 27.602  |
| c           | 3.696        | 1.936      | 4.172   | 3.840        | 1.992      | 4.326   | 22.797       | 16.001     | 27.852  |
| d           | 3.913        | 2.161      | 4.470   | 4.516        | 2.085      | 4.974   | 18.862       | 12.059     | 22.387  |
| e           | 4.806        | 2.249      | 5.306   | 4.868        | 2.296      | 5.382   | 31.554       | 17.971     | 36.312  |
| f           | 6.889        | 2.255      | 7.250   | 6.830        | 2.912      | 7.425   | 28.231       | 16.623     | 32.761  |

4.3. Overall Accuracy Evaluation of Using One Stereo Imagery as Reference Imagery

As described in Section 3.2.2, the Geoeye-1 and ZY-3 satellite stereoscopic imagery are selected for the assessment. A number of concentric circles with a radius of $r_n = \frac{1}{n^2}$ (n = 1,2,3,....) and the circle center of the smallest circumscribed circle for the reference image area were constructed. Subsequently, the RMSEs of the GPS checkpoints within each circumscribed circle were calculated as the geometric positioning accuracy of the area within this concentric circle for assessment and comparison.

Table 4 gives the overall geometric positioning accuracies of the area within each concentric circle for the five different image combination scenarios, which all used the Geoeye-1 stereo imagery as the reference imagery, and the corresponding overall accuracies are illustrated in Figure 3. From Table 4, it can be seen that there are differences in the geometric positioning accuracy for the bundle adjustments using the five different image combination scenarios. As shown in Figure 3, for all ranges, the combination scenario using Geoeye-1 stereo imagery and ZY-3 stereo imagery 1 and 3 achieved the best overall geometric positioning accuracy of 4.172 m, which is basically equal to the results of the combination scenarios a and c (4.524 m and 4.470 m overall accuracy, respectively). With the increase of the statistical area covered by the lower-resolution stereo imagery, the results of bundle adjustments using the same Geoeye-1 stereo imagery as the reference imagery were decreased. The combination scenario using the Geoeye-1 stereo imagery and the ZY-3 stereo imagery 1, 2, 3, and 4 obtained the worst results, with an overall accuracy of 7.250 m. For each individual combination scheme, as shown in Figure 3, the overall geometric positioning error values show an upward trend with increasing statistical area, which means that the credibility of the determined ground points gradually decreases with increasing statistical area. This shows that the accuracy of the bundle adjustments can no longer meet the requirements for high-precision mapping applications when the lower-resolution image area increases to a certain level. Therefore, it is necessary to further quantitatively assess the geometric positioning performance of reference images for the accuracy enhancement of lower-resolution images.
Figure 3. Illustration of the overall geometric positioning accuracy within the concentric circle with a radius of $n^* r$ ($n = 1, 2, 3, \ldots$) and the circle center of the smallest circumscribed circle for the reference image area in 5 different image combination scenarios.

Table 4. The overall geometric positioning accuracy of the area within the concentric circle with a radius of $n^* r$ ($n = 1, 2, 3, \ldots$) and the circle center of the smallest circumscribed circle for the reference image area.

| Combination | Images to Be Improved | $<r$ | $[0, 2r]$ | $[0, 3r]$ | $[0, 4r]$ | $[0, 5r]$ | $[0, 6r]$ | All ranges |
|-------------|-----------------------|------|-----------|-----------|-----------|-----------|-----------|------------|
| a           | ZY-3 stereo imagery 1 and 2 | 2.580 | 2.365 | 2.292 | 2.482 | 2.860 | 3.409 | 4.524 |
| b           | ZY-3 stereo imagery 1 and 3 | 2.576 | 3.258 | 3.698 | 3.649 | 3.558 | 3.614 | 4.172 |
| c           | ZY-3 stereo imagery 1 and 4 | 3.539 | 3.545 | 3.611 | 3.678 | 3.752 | 4.237 | 4.470 |
| d           | ZY-3 stereo imagery 1, 2 and 3 | 2.564 | 3.013 | 2.883 | 2.952 | 3.383 | 4.016 | 5.306 |
| e           | ZY-3 stereo imagery 1, 2, 3 and 4 | 2.726 | 2.922 | 3.003 | 3.355 | 4.414 | 5.443 | 7.250 |

For further assessment, the RMSEs of the GPS checkpoints within the $n^* r$ radius circumscribed circle and outside the $(n-1)^* r$ $(n = 1, 2, 3, \ldots)$ radius circumscribed circle are calculated as the geometric positioning accuracy of the area within $n^* r$ radius circumscribed circle and outside $(n-1)^* r$ $(n = 1, 2, 3, \ldots)$ radius circumscribed circle for further evaluation and experimental analysis. As described in [39–41], the imagery data (which should be at least three times more accurate than the evaluated data) are used for evaluating the accuracy of the evaluated data. In Section 4.1, the Geoeye-1 stereo imagery achieved a considerable direct geometric positioning accuracy of 1.811 m, 1.708 m, 0.890 m, and 2.644 m in longitude, latitude, elevation, and overall directions, respectively. Therefore, in this case study, an accuracy of 7 m, which is more than three times more inaccurate than the Geoeye-1 stereo imagery, is used as the criterion for the evaluation: that is, the determined points in the area where the geometric positioning accuracy is greater than 7 m are considered to be untrustworthy.

The results of the overall absolute positioning accuracy of the area within the concentric circle with a radius of $n^* r$ $(n = 1, 2, 3, \ldots)$ and outside the $(n-1)^* r$ $(n = 1, 2, 3, \ldots)$ radius circumscribed circle in the five different image combination scenarios are summarized in Table 5, and the corresponding overall accuracies are illustrated in Figure 4. From the figure, it is clear that the five combination scenarios exhibit basically the same overall geometric positioning accuracy within the circular area with a radius of $4^* r$. The overall results fluctuate between 2.038 and 4.825 m, which are all far less than 7 m. When the area increases to an area with a radius of $5^* r$, the combination scenario using the Geoeye-1 stereo imagery and the ZY-3 stereo imagery 1, 2, 3, and 4 achieved the worst overall geometric positioning accuracy of 7.609 m. The determined points for the area with a radius of $4^* r$–$5^* r$ are considered to be untrustworthy. The remaining combination
scenarios also achieved an overall positioning accuracy of less than 7 m. As the area of the circle continues to increase, an increasing number of combination scenarios achieved an overall geometric positioning accuracy greater than 7 m. When the radius of the area is greater than 6*r, the results were pretty disastrous.

Therefore, in this case study, the area with the circular center of the smallest circumscribed circle of the Geoeye-1 stereo reference image area and a radius of 4*r is regarded as an effective area. If the low-resolution image area continues to increase, it is best to add other reference images outside the area greater than 4*r radius to achieve high-precision geometric positioning for the whole image area.

![Graph showing overall geometric positioning accuracy](image)

**Figure 4.** Illustration of the overall geometric positioning accuracy within the concentric circle with a radius of n*r (n = 1,2,3,....) and outside the (n-1)*r (n = 1,2,3,....) radius circumscribed circle for the five different image combination scenarios.

| Combination | Images to Be Improved | <r | [r, 2r] | [2r, 3r] | [3r, 4r] | [4r, 5r] | [5r, 6r] | >6r |
|-------------|-----------------------|----|--------|--------|--------|--------|--------|------|
| a           | ZY-3 stereo imagery 1 and 2 | 2.580 | 2.115 | 2.038 | 3.220 | 4.135 | 7.997 | 11.084 |
| b           | ZY-3 stereo imagery 1 and 3 | 2.576 | 3.736 | 4.670 | 3.311 | 3.059 | 5.913 | 12.397 |
| c           | ZY-3 stereo imagery 1 and 4 | 3.539 | 2.753 | 3.717 | 4.107 | 5.262 | 7.640 | 10.223 |
| d           | ZY-3 stereo imagery 1, 2 and 3 | 2.564 | 3.323 | 2.421 | 3.289 | 4.966 | 7.806 | 10.830 |
| e           | ZY-3 stereo imagery 1, 2, 3 and 4 | 2.726 | 3.070 | 3.248 | 4.825 | 7.609 | 11.198 | 14.774 |

**Table 5.** The overall geometric positioning accuracy of the area within the concentric circle with a radius of n*r (n = 1,2,3,....) and outside the (n-1)*r (n = 1,2,3,....) radius circumscribed circle in the five different image combination scenarios.

4.4. Geometric Positioning Using Aerial Imagery as Reference Imagery

To verify the adaptability of the method presented in this paper to the DMC aerial imagery, six imagery combination scenarios are adopted for analysis. The imagery combination scenarios and the corresponding accuracy results are summarized in Table 6, including accuracies for all ranges and accuracies outside the overlapping area. Figure 5 shows the planimetric and height accuracy level curves of the geometric integration using aerial imagery as reference imagery for the six imagery combination scenarios.

From Figure 5, it can be seen that the combined geometric positioning using aerial imagery as reference imagery for bundle adjustments is able to improve the geometric positioning accuracy for the entire lower-resolution imagery and shows a similar pattern. Specifically, for the combination scenarios using a single aerial imagery as the reference imagery, the geometric positioning values for all ranges and outside the overlapping region are generally similar, with values of around 5.0 m in the horizontal direction and
fluctuating between values of 1.52 and 2.24 m in the vertical direction. When one pair of aerial stereo images are used as the reference images, the horizontal accuracy increases dramatically, reaching 3.543 m for all regions and 4.100 m outside the overlapping area. Additionally, the height accuracy experiences a slight increase from 1.789 to approximately 1.475 m for all ranges, while the accuracy value outside the overlapping area suffers a slight decline. Afterwards, with the increase of the area covered by the lower-resolution ZY-3 stereo imagery, the planimetric and height accuracy exhibit almost the same downward tendency for all ranges and the range outside the overlapping area. For the imagery combination scenario using one stereo aerial imagery and two ZY-3 stereo imagery, there is a slight decline in accuracy for both all ranges and the area outside the overlapping area. Specifically, in the case of all ranges, the accuracy values experience a gentle decrease from less than 3.5 m to approximately 3.79 m in the planar direction and from 1.47 m to around 1.52 m in elevation compared with the combination scenario using one stereo aerial imagery and one ZY-3 stereo imagery. Furthermore, the accuracy outside the overlapping area displays a lesser downward tendency in the planimetric and height directions. It is noteworthy that all the accuracies suffer a dramatic decline when increasing the range covered by the lower-resolution stereo imagery. As shown in Table 6 and Figure 5, the combination scenario using one stereo aerial imagery and four ZY-3 stereo imageries achieved the worst results for all ranges, with values stable at around 4.8 m in planimetry and 2.3 m in elevation. The area outside the overlapping area exhibited worse geometric positioning accuracy, with values of about 5.24 m in the planimetric direction and 2.492 m in the height direction.

![Figure 5](image_url)  
*Figure 5. Illustration of the geometric positioning accuracy including planimetric accuracy and height accuracy by integrating the aerial imagery and the lower-resolution ZY-3 satellite imagery for the reference-imagery-based bundle adjustments. a, b, c, d, e, and f represent the six different imagery combination scenarios. a. Single aerial imagery 119057 + ZY-3 stereo imagery 1; b. single aerial imagery 119058 + ZY-3 stereo imagery 1; c. stereo aerial imagery + ZY-3 stereo imagery 1; d. stereo aerial imagery + ZY-3 stereo imagery 1 and 2; e. stereo aerial imagery + ZY-3 stereo imagery 1, 2, and 3; f. stereo aerial imagery + ZY-3 stereo imagery 1, 2, 3, and 4.*
Table 6. The geometric integration results using aerial imagery as reference imagery for the reference-imagery-based bundle adjustments in six image combination scenarios.

| Combination | All Ranges/m | outside the Overlapping Area/m |
|-------------|--------------|--------------------------------|
|             | Horizontal   | Vertical | Horizontal | Vertical |
| Single aerial imagery 119057 + ZY-3 stereo imagery 1 | 4.973 | 2.245 | 4.903 | 1.991 |
| Single aerial imagery 119058 + ZY-3 stereo imagery 1 | 5.084 | 1.789 | 5.195 | 1.527 |
| Stereo aerial imagery + ZY-3 stereo imagery 1 | 3.543 | 1.475 | 4.100 | 1.704 |
| Stereo aerial imagery + ZY-3 stereo imagery 1 and 2 | 3.799 | 1.526 | 4.156 | 1.655 |
| Stereo aerial imagery + ZY-3 stereo imagery 1, 2, and 3 | 4.115 | 2.021 | 4.491 | 2.198 |
| Stereo aerial imagery + ZY-3 stereo imagery 1, 2, 3, and 4 | 4.872 | 2.317 | 5.242 | 2.492 |

4.5. Combined Geometric Positioning Using Multi-Stereo Heterogeneous Imagery as Reference Imagery Based on Adaptive Weights

4.5.1. Performance Analysis for All Ranges

The results of the combined geometric positioning using multi-sensor multi-stereo heterogeneous imagery as the references are summarized in Table 7, and Figure 6 shows the overall geometric positioning level curves of the combined geometric positioning tests using the method.

From Table 7 and Figure 6, it is clear that the overall geometric positioning accuracy is high in the four imagery combination scenarios when using multi-sensor multi-stereo heterogeneous imagery as the reference imagery. However, there are still many big differences for different imagery combination scenarios and different stereo reference imagery selections. Specifically, the case using stereo aerial imagery as references achieved the worst positioning accuracy in planimetry and height, while it achieved the second-best planar and height accuracy when using the stereo Geoeye-1 imagery as reference imagery. When combining the stereo DMC aerial imagery and the stereo Geoeye-1 imagery as references, the planar accuracy for all ranges experiences a slight increase compared with the case of using the stereo Geoeye-1 imagery and suffers an apparent decline compared with the results generated from the stereo aerial reference-imagery-based bundle adjustments. However, even though the height accuracy values display a dramatic decrease compared with the case that uses the stereo DMC aerial imagery as references, they exhibit a slight decrease compared with the results based on the stereo Geoeye-1 imagery. One of the possible explanations for this difference in this case study is that the stereo aerial imagery achieves almost the same geometric positioning accuracy in height as the stereo Geoeye-1 imagery, so using a combination of these two heterogeneous stereo images as references can achieve a higher accuracy in the height direction. Nonetheless, the stereo aerial imagery has a far worse performance in planimetry than the stereo Geoeye-1 imagery due to the much smaller image format. The accuracy in the horizontal direction using the DMC aerial imagery and the stereo Geoeye-1 imagery as references is susceptible to the stereo Geoeye-1 imagery with a larger image format. Consequently, in such cases, the planar accuracy shows a slight decrease while the height accuracy exhibits a moderate enhancement compared with the case of using the stereo Geoeye-1 imagery as references.
The geometric positioning level curves in planimetry and the height of the geometric integration tests using the presented method with four imagery combination scenarios tested are shown in Figure 7. From the figure, it can be seen that the horizontal and height accuracy values exhibit an upward trend with the increase of the coverage area of the ZY-3 stereo imagery for three reference imagery selections; this is in agreement with the results of the processing of the stereo Geoeye-1 imagery and the stereo DMC aerial imagery in the previous section.
The geometric positioning level curves in planimetry and height of the geometric integration tests using the presented reference-imagery-based bundle adjustments with four imagery combination scenarios tested. a. Aerial (S) + Geoeye-1 (S) + ZY-3 imagery 1 (S); b. Aerial (S) + Geoeye-1 (S) + ZY-3 imagery 1 and 2 (S); c. Aerial (S) + Geoeye-1 (S) + ZY-3 imagery 1, 2, and 3 (S); and d. Aerial (S) + Geoeye-1 (S) + ZY-3 imagery 1, 2, 3, and 4 (S). Note: S—stereo.

4.5.2. Performance Analysis outside the Overlapping Area

To evaluate the performance of the positioning accuracy outside the overlapping area using multi-stereo heterogeneous imagery as reference imagery, the geometric positioning level curves outside the overlapping area with three different reference imagery selections in four imagery combination scenarios are provided in Figure 8.

The results in Figure 8 show that the positioning accuracy for the ZY-3 stereo imagery outside the overlapping area can be improved for three different reference imagery selections, even if the reference image only covers a small portion of the ZY-3 stereo imagery. However, it is different in the positioning enhancement, which uses different heterogeneous stereo imagery to improve the geometric positioning accuracy of the ZY-3 stereo imagery outside the overlapping area. For instance, as shown in the first imagery combination scenario in Figure 8, the DMC aerial stereo imagery can achieve a planar accuracy and height accuracy of 4.218 m and 1.504 m, respectively; meanwhile, for the Geoeye-1 stereo imagery, the corresponding values are 2.001 m and 1.375 m, respectively, which are all better than the results for the DMC aerial stereo imagery. From Figure 8 and Table 7, it can be seen that the positioning accuracy for the ZY-3 stereo imagery outside the overlapping area is generally similar to the overall geometric positioning accuracy. It is interesting that, in this case study, the DMC stereo imagery achieved a moderately worse planar and height accuracy than the accuracies for all ranges in the four imagery combination scenarios, and achieved a slightly better accuracy in the horizontal direction in the first three imagery combination scenarios and slightly worse accuracy in the horizontal direction in the fourth imagery combination scenario for the Geoeye-1 stereo imagery. When combining the stereo DMC aerial imagery and the stereo Geoeye-1 imagery as references, the planar accuracy values for the area outside the overlapping area experienced a moderate increase compared with the case of using the stereo Geoeye-1 imagery, and suffered a decline compared with the results generated from the stereo aerial reference-imagery-based bundle adjustments. For example, for the last imagery combination scenario, the accuracy values increase from 3.753 to 3.476 m and 2.772 to 2.646 m in the horizontal and height directions, respectively, compared with the case of using the stereo Geoeye-1 imagery.
Figure 8. The geometric positioning level curves outside the overlapping area with three different reference imagery selections in four imagery combination scenarios. (a, b) Aerial (S) + Geoeye-1 (S) + ZY-3 imagery 1 (S); (c, d) Aerial (S) + Geoeye-1 (S) + ZY-3 imagery 1 and 2 (S); (e, f) Aerial (S) + Geoeye-1 (S) + ZY-3 imagery 1, 2, and 3 (S); (g, h) Aerial (S) + Geoeye-1 (S) + ZY-3 imagery 1, 2, 3, and 4 (S). Note: SD—Standard Deviation; S—stereo.

Additionally, Figure 9 also gives the geometric positioning level curves outside the overlapping area using the presented bundle adjustments with the four tested imagery combination scenarios. From the figure, it can be seen that the horizontal and height accuracy values outside the overlapping area have a similar tendency with the increase of the coverage area of the ZY-3 stereo imagery for the three reference imagery selections. Thus, if the area of the ZY-3 stereo imagery continues to increase, the impact of the increasing area on the geometric positioning accuracy for all ranges and the area outside the overlapping area can be improved by adding more stereo imagery with an equal or higher positioning accuracy.

Figure 9. The geometric positioning level curves for the area outside the overlapping area using the presented bundle adjustments with the four tested imagery combination scenarios. a. Aerial (S) + Geoeye-1 (S) + ZY-3 imagery 1 (S); b Aerial (S) + Geoeye-1 (S) + ZY-3 imagery 1 and 2 (S); c. Aerial (S) + Geoeye-1 (S) + ZY-3 imagery 1, 2, and 3 (S); and d. Aerial (S) + Geoeye-1 (S) + ZY-3 imagery 1, 2, 3, and 4 (S). Note: S—stereo.
5. Conclusions

Combined geometric positioning using images with different resolutions and imaging sensors is being increasingly widely utilized in practical engineering applications. In this work, we attempt to perform the combined geometric positioning and performance analysis of multi-resolution optical images from satellite and aerial platforms based on weighted RFM bundle adjustment. We conduct experiments using a case study in Shanghai with ZY-3 satellite imagery, GeoEye-1 satellite imagery, and DMC aerial imagery to validate the following questions, including the effectiveness of the proposed weighted method, quantitative evaluation of the constrained performance of using one stereo image as a reference for positioning, the adaptability of the weighted method to aerial imagery (single and stereo imagery) and some special cases (for example, there is only one high-precision image), and the combined positioning of multi-sensor heterogeneous images based on the weighted method. In future work, we would explore the effect of the distribution of high-accuracy images on the combined positioning by using this weighted method. The following are some conclusions drawn from the experimental results.

(1) The alternative model of the combined geometric positioning of multi-sensor multi-resolution optical images from satellite and aerial platforms based on weighted RFM bundle adjustment can obtain better positioning accuracy compared with the unweighted schemes. It can not only determine the weights adaptively, but is also suitable for some special cases, for example, there is only one high-precision image, that is, the method is able to improve the geometric positioning accuracy without GCPs for the multiple heterogeneous images with lower positioning accuracy by using a single reference image, a pair of stereo reference images, or multiple pairs of stereo reference images.

(2) The effective area of using one stereo image as a reference for positioning is limited, and the constrained performance is quantitatively evaluated. In the case study in Shanghai, the area with the circular center of the smallest circumscribed circle of the Geoeye-1 stereo reference image area and a radius of 4*r is regarded as an effective area that the Geoeye-1 stereo reference image can work. If the low-resolution image area continues to increase, it is best to add other reference images outside the area of greater than 4*r radius to achieve high-precision geometric positioning for the whole image area.

(3) The adaptability of the method to aerial imagery is verified for the geometric combined positioning using single and stereo aerial imagery as reference imagery. In the case study, the case using a pair of stereo imagery as reference imagery displays a stronger capability to improve the overall positioning accuracy than the case using single imagery in both the planar and vertical directions. Additionally, all the accuracies for all ranges and the area outside the overlapping area suffer a dramatic decline when increasing the range covered by the lower-resolution stereo imagery.

(4) Multi-sensor heterogeneous imagery such as aerial stereo imagery and push-broom scanning imagery can be combined as reference imagery to further improve the geometric positioning accuracy for all ranges and the area outside the overlapping area.
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