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Abstract

Elemental analyses via calibration-free laser-induced breakdown spectroscopy (LIBS) usually suffer low sensitivity due to continuum emission generated by the plasma in local thermodynamic equilibrium. Here we propose a two-step measurement procedure that enables improved sensitivity of calibration-free LIBS. The method consists of recording two emission spectra with different delays between the laser pulse and the detector gate. The short delay is used to probe the plasma in conditions of full local thermodynamic equilibrium in order to measure major and minor element concentrations. To evaluate the concentrations of trace elements, a second measurement with improved limits of detection is performed with a larger gate delay. In that condition, the partial equilibrium state of the plasma enables the quantification of minor and trace elements. Demonstrated via analyses of lyophilized seafood samples, the presented method is suitable for all types of food, and more general for organic materials and all materials that include elements such as carbon, oxygen, nitrogen and hydrogen, for which the equilibrium state is hardly achieved.
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1. Introduction

Compositional measurements of food are among the most challenging tasks in the field of analytical chemistry. Environmental pollution of industrial, urban and agricultural origins and the increasing demand of healthy alimentation generated an exponentially growing interest for quality control of aliments [1, 2, 3]. The well-established commonly-used techniques for elemental analysis of food such as atomic absorption spectroscopy (AAS), inductively coupled plasma mass spectrometry (ICP-MS) or inductively coupled plasma atomic emission spectrometry (ICP-AES) being costly and time-expensive, their use for large-scale analyses in monitoring and quality control is limited.

Laser-induced breakdown spectroscopy (LIBS) stimulated strongly growing interest in the past years due to the capability of performing rapid multielemental analyses without or with minimized sample preparation [4, 5]. Thus, the analytical capabilities of LIBS were investigated for various types of food such as wheat [6, 7], cereals [8, 9], vegetables [10, 11], milk powder [12, 13], and oil [14]. The presented approaches that aim to quantify the elemental composition can be divided into three categories: (i) measurements based on calibration with standard samples; (ii) chemometric methods; (iii) calibration-free measurements. Due to the complex composition and the heterogeneity of the organic materials, measurements based on calibration are affected by large measurement errors. The difficulties of calibrated measurements are amplified by matrix effects that are particularly severe due to the high variability of the laser energy coupling towards the heterogeneous organic matter [3]. Chemometric methods have been successfully applied to classify food samples according to their elemental ratio [15, 16]. However, their use for quantitative measurements without any calibration with standards is not possible. Calibration-free approaches have been applied mostly to quantify mineral elements in food or food supplements [17, 18, 19].

Based on the assumption of local thermodynamic equilibrium (LTE), the main difficulty of these techniques comes from the requirement of model validity [20, 21]. Indeed, LTE is only established in plasmas of sufficiently large electron density [22], and continuum emission associated to free charges in the plasma limits the signal-to-noise ratio of the explored atomic or molecular emission [23, 24]. Consequently, calibration-free
laser-induced breakdown spectroscopy (CF-LIBS) was mostly applied to measure elements with sufficiently high concentration values. In addition, the application of CF-LIBS to organic materials encounters a supplementary difficulty that arises from matrix elements C, H, O and N. According to the atomic structures including large energy gaps between the electronic excitation levels, equilibrium Boltzmann distributions are hardly achieved for these elements [25, 26]. The matrix elements are therefore generally ignored and CF-LIBS measurements are limited to a partial analysis of the elemental composition of food [17, 12, 18, 11, 19]. In the present paper, we present a method that improves the sensitivity of CF-LIBS, enabling thus the quantification of the full elemental composition. The two-step procedure is based on the recording of two spectra with different delays after the exciting laser pulse. The early measurement, performed at a time when the plasma is in full LTE, serves to measure the major and minor element fractions. The late measurement is performed in conditions of partial LTE to quantify minor and trace elements. Here, due to the reduced electron density, the elements of the organic matrix are out of equilibrium whereas the other atoms still have Boltzmann equilibrium distributions. The continuum radiation being lowered as a consequence of the reduced collision rates of charged particles, the signal-to-noise ratio is improved. To further improve the signal-to-noise ratio, a large gate width is applied. The variation of plasma properties during the time of observation are taken into account by dividing the gate width into two time-intervals and by calculating the spectrum through the combination of two spectra, computed for the two successive thermodynamic states.

The demonstration is given for three types of most commonly consumed Mediterranean seafood species, sampled in the bay of Marseille. This bay is highly impacted by historical and present urban and industrial pollution [27, 28, 29, 30, 31].

2. Experiment

The experiments were carried out in experimental conditions that were previously found to enable accurate compositional analysis via calibration-free LIBS [32]. Thus, ultraviolet (266 nm) laser pulses of 4 ns duration and 6 mJ pulse energy were focused onto the lyophilized seafood samples with a lens of 150 mm focal length. The samples were placed on a motorized sample holder in a vacuum chamber that was filled with argon at $5 \times 10^4$ Pa pressure during the experiments (see Fig. 1).

The LIBS spectra were recorded by imaging the plasma with two lenses of 150 and 35 mm focal lengths onto the entrance of an optical fiber of 600 µm core diameter. According to the image magnification 1:5, the entire plasma volume was observed. The fiber was coupled to an echelle spectrometer of 0.4 m focal length (LTB, model Aryelle Butterfly) equipped with an intensified charge-coupled device (ICCD) matrix detector. The spectral resolution of the apparatus was measured as a function of wavelength using a low-pressure argon-mercury lamp. An intensity calibration of the spectroscopic apparatus was performed in the visible and UV spectral ranges using calibrated tungsten and deuterium lamps, respectively.

The present measurements being performed with an optical system of low efficiency, the spectra were recorded by averaging over a large number of ablation events. Thus, 3 laser pulses were applied on 400 different irradiation sites, separated by a distance of 150 µm. We stress that the recording time can be reduced by more than two orders of magnitude if an optical system of high efficiency is used.

The three considered samples, common cuttlefish (Sepia officinalis Linnaeus, 1758), common octopus (Octopus vulgaris Cuvier, 1797), and European pilchard (Sardina pilchardus (Walbaum, 1792)) are labelled sepia, octopus, and sardine, respectively. For each sample, the white muscle was extracted and kept frozen before being freeze-dried.
3. Description of measurement procedure

3.1. Two-step measurement procedure

The two-step LIBS measurements were performed by recording spectra with two different delays of the detector gate with respect to the laser pulse (see Fig. 2). The early recording is performed at a time when the electron density is large enough to ensure full LTE, enabling thus to measure the fractions of major and minor elements. For this measurement, the gate width $\Delta t_{\text{gate}}$ is set small enough so that the variations of temperature $T$ and electron density $n_e$ during the time of observation are small compared to their absolute values. We have shown in previous studies that a gate width $\Delta t_{\text{gate}} \leq t_{\text{gate}}/2$ is a reasonable compromise between model validity and signal-to-noise ratio [25, 26]. The late measurement is performed with a large gate width to reach highest signal-to-noise ratio required for trace element detection. At that time, the plasma in partial equilibrium enables the quantification of minor and trace elements. As the variations of $T$ and $n_e$ are not negligible during the observation time, they are taken into account in the calculation of the plasma emission spectrum (see Section 4.4). The attributes of both measurements are summarized in Table 1.

The values of gate delay and gate width applied in both measurements were chosen based on the knowledge acquired in previous investigations. These studies evidenced that accurate compositional measurements of oxygen-containing materials such as glass and sapphire are possible only for recording times $t < 1 \mu s$, when the electron density is large enough to ensure collisional equilibrium [25, 26]. For later recording times, the atom with the largest energy gap between excited states, namely oxygen, was shown to run out of equilibrium, leading to an overestimation of the oxygen fraction. We consequently expect for the here chosen early measurement time of 0.35 $\mu s$ Boltzmann equilibrium distributions for all elements of the organic samples. The choice of the late measurement delay is founded on calibration-free analysis under equal experimental conditions, showing that accurate compositional analyses of metals can be performed with measurement times as late as several microseconds [26].

We stress that, even when the equilibrium conditions are not fully satisfied, the resulting measurement errors of the minor and trace elements are expected to be small compared to statistical variations due to the heterogeneity of the samples [33]. For heterogeneous samples, the measured composition naturally depends on the probed volume. Weak fluctuations of element fractions with the probed volume are expected for major elements whereas much larger fluctuations are expected for minor and trace elements. The measured composition is thus representative of the volume probed during the acquisition of the late spectrum used for the trace element analysis.

3.2. Calculation algorithm

The LIBS measurement algorithm is presented schematically in Fig. 3. It consists of two iteration loops. In the principal loop (a), electron density, temperature, elemental fractions, and plasma diameter are successively measured. Each measurement is performed by executing the loop (b) in which the computed spectrum is compared to the measured one while the parameter to be measured is varied. The best agreement obtained from the $\chi^2$-test determines the measurement result. The LIBS measurement is successfully terminated when the changes of all measured parameters are small compared to their absolute values.

![Figure 2: Time scheme of two-step procedure: two spectra are recorded at different times. The early recording in conditions of full LTE serves to quantify major and minor elements. The late recording in conditions of partial LTE serves to measure minor and trace elements. The color scale from green to red indicates the degree of equilibrium.](image-url)
3.3. Calculation of spectral radiance

According to previous work [32], the plasma produced under the present experimental conditions appears spatially uniform. Assuming local thermodynamic equilibrium, the spectral radiance generated by the plasma can be computed using [34]
\[ B_\lambda = U_\lambda (1 - e^{-\alpha_\lambda L}), \]  
(1)
where \( U_\lambda \) is the blackbody spectral radiance, \( \alpha_\lambda \) the wavelength-dependent absorption coefficient, and \( L \) the plasma size along the line of sight. Neglecting the contributions of bremsstrahlung and recombination, only transitions between bound levels are considered and the absorption coefficient writes [22]
\[ \alpha_{\text{line}}(\lambda) = \pi r_0^2 f_{lu} n_l P(\lambda) \left(1 - e^{-hc/\lambda kT}\right). \]  
(2)
Here \( r_0 \) is the classical electron radius, \( h \) is the Planck constant, \( c \) is the vacuum light velocity, \( k \) is the Boltzmann constant, \( f_{lu} \) and \( n_l \) are the absorption oscillator strength and the lower level population number density of the transition, respectively. The normalized line profile \( P(\lambda) \) is calculated considering Doppler and Stark broadening that are the dominant mechanisms of spectral line broadening in strongly ionized laser-produced plasmas [35]. Depending on the relative values of Doppler and Stark widths, the line shapes are described by Gaussian, Lorentzian or Voigt profiles. The Doppler width is calculated according to plasma temperature and atomic mass. The Stark width of each spectral line is obtained using Stark broadening parameters \( w \) and assuming a linear dependence of the Stark width with the electron density [36, 37].

3.4. Calculation of plasma chemical composition

The chemical composition of the plasma in local thermodynamic equilibrium is computed using the calculation scheme presented in previous work [38, 25]. The calculations include the formation of diatomic species via chemical reactions. Here, we only consider diatomics of sufficiently large dissociation energy so that the corresponding number densities have an influence on the plasma chemical composition. For a plasma in LTE composed of \( N \) elements, the composition depends on \( N + 1 \) parameters: the temperature and the atomic number densities of the \( N \) elements. In the temperature range of interest the formation of polyatomic molecules can be neglected and the atomic number density of an element \( A \) is given by
\[ n_A = \sum_{z=0}^{z_{\text{max}}} n_A^z + 2 \sum_{z=0}^{z_{\text{max}}} n_A^z + \sum_{B=A}^{N} \sum_{z=0}^{z_{\text{max}}} n_{AB}^z, \]  
(3)
Here, \( n_A^z \) and \( n_{AB}^z \) are the number densities of atomic and homonuclear diatomic species of charge \( z \), respectively, \( n_{AB}^z \) are the number densities of heteronuclear diatomic species of charge \( z \) formed by chemical reactions with the element \( B \). The sum includes all species of significant abundance up to the maximum charge \( z_{\text{max}} \). The number densities of diatomic molecules formed by chemical reactions between the elements \( A \) and \( B \) were obtained from the Guldberg-Waage law of mass action for chemical equilibrium [39]
\[ \frac{n_A^0 n_B^0}{n_{AB}^0} = \left(2\pi k T\right)^{3/2} \frac{Q_A^0 Q_B^0}{Q_{AB}^0} e^{-D_0/kT}, \]  
(4)
where \( n_A^0 \) and \( n_B^0 \) are the number densities of neutral atoms of elements \( A \) and \( B \), respectively, \( n_{AB}^0 \) is the density of diatomic molecules formed by chemical reactions between both elements. \( Q_A^0 \), \( Q_B^0 \) and \( Q_{AB}^0 \) are the corresponding partition functions. \( D_0 \) is the dissociation energy of the diatomic molecule \( AB \) in the ground state, \( \mu = m_A m_B/(m_A + m_B) \) is the reduced mass, \( m_A \) and \( m_B \) are the atomic masses of elements \( A \) and \( B \). Thus, for given values of temperature and atomic number densities \( n_A \) of the \( N \) elements, the number densities of all plasma species can be calculated by numerically solving the equations that govern the LTE plasma [38]. Once the number densities of all species are calculated, the electron density is obtained from the equation of charge.
Figure 4: Number densities of plasma species versus temperature computed for a plasma in LTE at atmospheric pressure with the elemental composition of the sepia sample (see Table 3). For simplification, only elements with mass fractions $> 0.1\%$ are considered. The upper level population number densities of the most prominent molecular systems are also displayed.

The atmospheric pressure is here an arbitrary choice that corresponds to a time between the early and late measurements [40]. According to the strong dependence of the chemical equilibrium on temperature and the weaker dependence on pressure, the temperature-dependence of plasma species shown in Fig. 4 represents qualitatively both measurements. We stress that the assumption of atmospheric pressure is only applied here for illustration. In the analysis of the measured spectra, the appropriate total density or pressure is considered via the evaluation of electron density, temperature, and relative elemental fractions in the LIBS measurement algorithm (see Fig. 3).

In addition to the number densities of atomic and molecular species, the upper level population number densities of the most prominent molecular systems are displayed in Fig. 4. It is shown that diatomic species formed by chemical reactions present a large contribution to the plasma composition. In particular, most carbon and oxygen atoms recombine to CO radicals for $T < 7000$ K. Other diatomics have much lower number densities. Among them, CN and $C_2$ reach their maximum number densities for $T = 6500$ and $7500$ K, respectively. At lower temperature, most carbon atoms recombine with oxygen due to the large dissociation energy of CO [41]. Although the number density of CO radicals is orders of magnitude larger than the number
densities of C₂ and CN, the upper level number density of the CO \( B^1\Sigma^+ \) state is significantly lower than the number densities of the CN \( B^2\Sigma^+ \) and C₂ \( d^3\Pi_g \) states. Attributed to its high excitation energy, the low population number density of the CO \( B^1\Sigma^+ \) state illustrates why molecular bands from CN and C₂ have typically much larger emission intensity compared to CO emission [42].

For \( T < 7000 \) K, the plasma electrons mostly originate from metal atoms according to their low ionization energies. At larger temperatures, ionization of carbon, hydrogen and oxygen delivers most of the electrons. Doubly charged ions play a minor role in the temperature range of interest.

4. Results and discussion

4.1. Selection of analytical transitions

A spectrum recorded for sepia is displayed in Fig. 5. The scale of the radiance axis is adjusted to the most intense lines of phosphorus, sodium and potassium, causing the dominating C I 247.85 nm line to be cut. The large abundance of carbon is illustrated by the observation of other atomic transitions in the infrared spectral range and several vibrational sequences of the C₂ Swan system. Except nitrogen, all matrix elements are characterized by atomic transitions of significant emission intensity. For most mineral elements, several spectral lines are observable and the most valuable analytical lines are chosen according to the following criteria: (i) the signal-to-noise ratio is large enough; (ii) no interference with lines from other elements; (iii) self-absorption is small; (iv) reliable spectroscopic data are available.

4.2. Time-evolution of plasma properties

Based on the successive measurements with different recording delays, the two-step procedure requires the

---

Figure 5: Spectrum recorded for sepia with a delay of 2 \( \mu s \) between the laser pulse and the detector gate. The gate width was set to 5 \( \mu s \).
knowledge of the time-evolution of electron density and temperature. According to the task of each measurement step (see Table 1), the electron density has to be large enough to satisfy full and partial LTE conditions during the early and late measurements, respectively. In addition, the temperature has to be large enough to enable significant excitation of all analytical transitions.

The electron density was deduced from Stark broadening of the Hα transition using the temperature-independent Stark width expression $\Delta \lambda_{\text{Stark}} = f(n_e)$ proposed by Gigosos et al. [43]. Spectral line profiles of Hα are displayed in Fig. 6 for different recording times. The measured spectra are compared to the computed spectral radiance. We remind that the calculation of the spectral line profile includes all relevant sources of line broadening (see Section 3.3).

Accurate temperature measurements have been achieved using transitions of magnesium. Compared to the transition probabilities of other elements such as calcium or phosphorus, the $A_{ul}$-values tabulated in the NIST database [44] for magnesium have significantly higher accuracy. The measurements take benefit from the spatially uniform character of the plasma produced under the present experimental conditions. Thus, spectral line emission of atoms and ions originates from the same plasma volume and the temperature can be deduced from the simultaneous observation of neutral and ionic transitions. The temperature measurement is illustrated in Fig. 7 for different recording times. Following the criteria given in Section 4.1, the ensemble of spectral lines changes with the measurement time. For example, the Mg I 285.21 nm resonance transition is only considered in the earliest measurement, when magnesium is mostly ionized and self-absorption of the transition is moderate.

The values of electron density and temperature measured for $t = 350 \pm 50$ ns, $500 \pm 100$ ns, and $4.5 \pm 2.0$ µs are displayed in Fig. 8 on a double logarithmic scale. The temporal evolution was approximated by functions $f(t) = A t^B$ represented by the continuous lines. This approximation was shown to describe closely the variations $n_e(t)$ and $T(t)$ in plasmas produced by laser ablation of different materials under identical irradiation conditions [32, 40, 24].

Figure 6: Measured (black line) and computed (red line) line profile of the Hα transition for different observation times.

Figure 7: Saha-Boltzmann plot of Mg and Mg⁺ transitions for $t = 350$ ns (squares), 500 ns (circles), and 4500 ns (triangles).

Figure 8: Electron density (circles) and temperature (squares) versus time. The vertical error bars represent the measurement uncertainties, the horizontal error bars indicate the time interval of observation (gate width). The spectrum recorded with $t = 4.5 \pm 2.0$ µs was compared to a computed spectrum obtained by the superposition of two spectra calculated for different $n_e$- and $T$-values indicated by the filled symbols.
4.3. Measurement of major and minor elements

The spectral ranges displayed in Fig. 9 show atomic lines and molecular bands recorded during the early measurement for the determination of major and minor elements. Due to the moderate temperature \( T < 10,000 \) K, atomic transitions of nitrogen were observed with very low signal-to-noise ratio. The nitrogen content was therefore deduced from the intensity of the CN Violet emission bands. The amount of carbon was measurable via atomic transitions in the infrared spectral range and the prominent \( \text{C}_2 \) Swan molecular emission. The good agreement between measured and computed spectra for both emission features support the validity of the LTE calculations. Indeed, the intensity ratio of atomic and molecular carbon emission depends on the temperature, on the atomic number density of carbon [see Eq. (3)], and the amount of oxygen that will reduce the available amount of carbon due to oxidation. We stress that the pressure of the laser-produced plasma at \( t = 350 \) ns is significantly higher than atmospheric pressure. Consequently, the atomic number densities are larger than the values considered in the calculation of the plasma composition presented in Fig. 4, and the relative amount of molecules formed by chemical reactions overcomes the amount observed for atmospheric pressure.

4.4. Measurement of trace elements

Due to the large gate width of the late recording, electron density and temperature undergo substantial variations during the measurement time. The spectral line intensities having nonlinear dependence on \( n_e \) and \( T \), the comparison of the measured spectrum to the spectral radiance calculated for time-invariable plasma would lead to large errors in the deduced elemental composition. For example, elements observed via transitions of relatively high excitation energy, such as phosphorus (see Table 2), are mostly excited during the early time of ob-

---

Table 3: Electron density \( n_e \), temperature \( T \), and plasma size \( L \) used for the spectra simulation of early and late measurements. The late measurement is described by dividing it into two time-intervals, \( t_1 \) and \( t_2 \) denote the starting and ending of each interval, respectively. The mass fractions of elements deduced from both measurements are given for sepia.

|                | measurement | early \( t \) (µs) | late \( t \) (µs) | \( n_e \) (cm\(^{-3}\)) | \( T \) (K) | \( L \) (mm) | O (%) | C (%) | N (%) | H (%) | K (%) | P (%) | Na (%) | Mg (ppm) | Ca (ppm) | As (ppm) | Si (ppm) | Zn (ppm) | Cu (ppm) | Cd (ppm) | B (ppm) | Li (ppm) | Sr (ppm) |
|----------------|-------------|-------------------|-----------------|--------------------------|------------|-----------|-------|-------|-------|-------|-------|-------|--------|----------|---------|--------|--------|--------|---------|--------|--------|--------|--------|--------|--------|
|                |             | 0.35 ± 0.05       | 3.0 ± 1.0       | 5.5 ± 1.5                | 9,800      | 0.4       | 50.5  | 32.8  | 8.6   | 6.3   | 1.0   | 0.5   | 0.3    | 460      | 360     | 41     | 5.8    | 5.5    | 4.9     | 1.9     | 5.8    | 1.3    | 0.14    |
Figure 10: Transitions of minor and trace elements of spectra recorded for sepia (a), sardine (b), and octopus (c) with $t = 4.5 \pm 2.5$ µs. The measured spectra are compared to the spectral radiance computed for time-variable LTE plasma emission, considering two time-intervals of different thermodynamic state (see Table 3).

The spectral range displayed in Fig. 10 show the analytical lines of several minor and trace elements observed for three different seafood species. The presence of arsenic is clearly evidenced for all samples by the observation of two transitions in the ultraviolet spectral range. The most intense line of cadmium is interfered with the As I 228.81 nm transition. However, a small amount of cadmium could be evidenced via the emission intensity of the interfered transition. Indeed, using the As I 234.98 nm transition to measure arsenic concentration, the computed intensity of the As I 228.81 nm line was found smaller than the measured line intensity. Thus, the cadmium concentration was adjusted so that the computed intensity of the interfered transition equals the measured one due to the contribution of the Cd I 228.80 nm line.

Almost all detected minor and trace elements were found in the three investigated samples, except iron that was detected for sardine only (see Fe 302 nm doublet). According to the criteria of line selection given in Section 4.1, the K I 404 nm doublet is used to deduce the amount of potassium from the analysis of the late recording. The optical thickness of the K I 769.90 nm transition was too large for the fraction measurement of potassium.

The elemental compositions of the three species measured via the two-step calibration-free LIBS procedure are presented Table 4. For some minor and trace elements, mass fractions measured for sardine are reported in literature [45, 46, 47, 48]. Except the large amount of arsenic, attributed to the industrial pollution in bay of Marseille where the seafood was caught [27, 28, 29, 30], the measured mass fractions of elements lie in the ranges of the reported mass fraction.
values.

The measurement accuracy of the two-step procedure is expected to equal the accuracy obtained with the same algorithm applied to single spectrum analysis [25, 26] if the required hypotheses of full and partial equilibrium are satisfied for the early and late measurements, respectively. In that case, measurement errors of a few percent may be reached if accurate spectroscopic data are available and statistical errors due to signal-to-noise limitation are negligible. The precise evaluation of the analytical performance requires further investigations with homogeneous organic samples characterized by standard techniques such as ICP-MS and ICP-AES.

5. Conclusion

We present a two-step procedure that enables quantitative analysis of trace elements in seafood using calibration-free laser-induced breakdown spectroscopy. The method consists of two successive measurements performed with different delays of the detector gate with respect to the laser pulse. The early recording, performed when the electron density is large enough to ensure full local thermodynamic equilibrium, serves to measure major and minor element fractions. The late recording is used to quantify trace elements, exploring the partial LTE state in which Boltzmann equilibrium distributions are limited to metal atoms. To obtain highest signal-to-noise ratio, the late recording is performed with a large gate width. Thus, to consider the variations of electron density and temperature during the time of observation, the measured spectrum is compared to the spectral radiance that takes into account the \( n_e(t) \)- and \( T(t) \)- evolutions by dividing the measurement time into two intervals, characterized by different thermodynamic states. The presented method is validated by comparing the mass fractions of some elements measured for sardine to values reported in literature.

Beside sea food, the two-step calibration-free measurements are foreseen to be applicable to any kind of food, and more general to organic materials. Further improvements of the limits of detection and the reduction of the measurement time are achievable with a more sensitive spectroscopic apparatus.
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Table 4: Mass fractions of minor and trace elements deduced from the present LIBS analysis \( C_{LIBS} \) for the three seafood species. Values reported in literature for sardine [45, 46, 47, 48] lie in the reference ranges \( \Delta C_{ref} \).

| element | sephia | octopus | sardine |
|---------|--------|---------|---------|
| K (%)   | 1.0    | 1.7     | 1.5     |
| P (%)   | 0.62   | 0.32    | 0.57    |
| Na (%)  | 0.15   | 0.27    | 0.18    |
| Mg (ppm)| 460    | 300     | 300     |
| Ca (ppm)| 360    | 480     | 420     |
| As (ppm)| 41     | 14      | 15      |
| Fe (ppm)| -      | -       | 0.22    |
| Si (ppm)| 5.8    | 5.9     | 4.7     |
| Zn (ppm)| 5.5    | 4.3     | 29      |
| Cu (ppm)| 4.9    | 2.6     | 0.8     |
| Cd (ppm)| 1.9    | -       | -       |
| B (ppm) | 5.8    | 1.0     | 1.5     |
| Li (ppm)| 1.3    | 1.1     | 0.29    |
| Al (ppm)| -      | 2       | 1       |
| Sr (ppm)| 20     | 55      | 17      |

---
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