ON THE MOMENTS OF CERTAIN FAMILIES OF DIRICHLET
L-FUNCTIONS

J. C. ANDRADE AND K. SMITH

Abstract. In this paper we address the problem of computing asymptotic formulæ
for the expected values and second moments of central values of primitive Dirichlet L-
functions \( L(1/2, \chi_{\psi} \otimes \psi) \) when \( \psi \) is a fixed even primitive non-quadratic character of odd
modulus \( q \), \( \chi_{\psi}d \) is a primitive quadratic character, \( d \equiv h \) (mod \( q \)) is odd and squarefree
and \( r \equiv 0 \) (mod \( q \)) is even. Restricting to these arithmetic progressions ensures that the
resulting sets of \( L \)-functions each form a “family of primitive \( L \)-functions” in the specific
sense defined by Conrey, Farmer, Keating, Rubinstein and Snaith. Soundararajan had
previously computed these quantities without restricting them to arithmetic progressions.
It turns out that the restriction to arithmetic progressions introduces non-diagonal terms
that require significantly more detailed analysis which we carry on in this paper.

1. Introduction and statement of results

The moments of families of primitive \( L \)-functions are central objects of study in analytic
number theory due to their many applications and the rich conjectural structure that
relates them to the spectral theory of random matrices in the classical compact groups.
Associated with each primitive \( L \)-function

\[
L(s, f) = \sum_{n=1}^{\infty} \frac{f(n)}{n^s},
\]

the \( L \)-function

\[
L(s, f \otimes \chi_d) = \sum_{n=1}^{\infty} \frac{f(n)\chi_d(n)}{n^s}
\]

with \( \chi_d \) a primitive quadratic Dirichlet character (so \( d \) is a fundamental discriminant and
\( \chi_d(\cdot) = (d/\cdot) \) is the Kronecker symbol), is a quadratic twist of \( L(s, f) \). According to the
conjectural classification of Katz and Sarnak [3], sets of quadratic twists with \( |d| \leq X \)
and \( X \to \infty \) form unitary, orthogonal or symplectic families (depending on the coefficients
\( f(n) \) of the original \( L \)-function) and, by analogy with the distribution of eigenvalues of
large random matrices in the corresponding group, this classification is expected to govern
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the distribution of zeros in the family near the central point.

The values of $L$-functions at the central point are of special interest. In particular, it is conjectured that Dirichlet $L$-functions do not vanish at their central point $s = 1/2$. In this direction, for a fixed non-quadratic primitive Dirichlet character $\psi$ of odd modulus $q$ and $8d$ ranging over all positive fundamental discriminants divisible by 8 and coprime with $q$, Soundararajan [4] showed that at least one fifth of the family of Dirichlet $L$-functions $L(s, \psi \otimes \chi_{8d})$ are non-zero at $s = 1/2$. He achieved this by computing the mollified moments, which firstly require asymptotic formulae (with good uniformity in the parameter $l$) for the expected values

$$
(1.3) \quad \frac{1}{X} \sum_{(d,2q)=1 \text{ squarefree}} \chi_{8d}(l) L(1/2, \psi \otimes \chi_{8d}) \Phi \left( \frac{d}{X} \right)
$$

and the second moments

$$
(1.4) \quad \frac{1}{X} \sum_{(d,2q)=1 \text{ squarefree}} \chi_{8d}(l) |L(1/2, \psi \otimes \chi_{8d})|^2 \Phi \left( \frac{d}{X} \right),
$$

where $\Phi \leq 1$ is a fixed smooth positive compactly supported approximation to the characteristic function of the interval $(1, 2)$. Soundararajan found asymptotic formulae for the expected values (1.3) using the Polya-Vinogradov inequality, and for the second moments (1.4) using a version of the Poisson summation formula. A key step of his argument is the demonstration that the resulting non-diagonal terms are negligible, while he noted that this is not the case when $\psi$ is quadratic. In later work [5], Soundararajan succeeded to isolate and evaluate the non-diagonal contribution in the case $\psi = 1$, allowing him to compute asymptotic formulae for the first three moments and to show that at least $7/8$ of this family are non-zero at $s = 1/2$; a key step of the argument being a functional equation that facilitates the evaluation of a certain integral representation of the non-diagonal main terms.

Based on a conjectural “recipe” and a certain combinatorial mechanism ([1], Lemma 2.5.2) that casts the integral moments of sets of quadratic twists of primitive of $L$-functions with real coefficients into the same form as the moments of the characteristic polynomials for the orthogonal or symplectic groups, Conrey, Farmer, Keating, Rubinstein and Snaith have conjectured asymptotic formulae for all the integral moments of specific families of quadratic twists of primitive $L$-functions. These families are parametrised by those fundamental discriminants that lie in arithmetic progressions for which the parameters in the functional equations of the twisted $L$-functions are invariants of the conductor (i.e. the root numbers and the spectral parameters). The family of quadratic Dirichlet $L$-functions studied by Soundararajan in [5] is an example of the symplectic case (at least, he showed that the first three moments match the symplectic statistics). However, the families of $L$-functions studied by Soundararajan in [4] are not quite families in the specific sense of CFKRS because the parameters in the functional equations of the $L(s, \psi \chi_{8d})$ are not
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invariant as $8d$ ranges over positive fundamental discriminants coprime with $q$. Restricting to positive fundamental discriminants coprime with $q$ in a fixed residue class (mod $r$) with $r \equiv 0$ (mod $q$) remedies this. For example, the subsets

$$\mathcal{F}_{h,r}(\psi) = \{ L(s, \psi \otimes \chi_{8d}) : d \equiv h \text{ (mod } r) \text{ is odd and squarefree} \}$$

with $r \equiv 0$ (mod $q$) even and squarefree, $(h,r) = 1$, are families of primitive $L$-functions in the sense of CFKRS.

In this paper we compute asymptotic expansions for the analogues of (1.3) and (1.4) over the families $\mathcal{F}_{h,r}(\psi)$. With a view to introducing mollifiers later, we pay careful attention to obtaining good uniformity in the parameter $l$. Our main results are as follows.

**Theorem 1.1.** Firstly, if $\psi$ is a fixed even primitive non-quadratic character of odd modulus $q$, $r \equiv 0$ (mod $q$) is even and squarefree, $(h,r) = 1$ and $l r Y^2 \ll X^{1/2-\delta}$ for some fixed $\delta > 0$, then there is a fixed $C_{h,l,r,\psi,\Phi}$ such that

$$\frac{1}{X} \sum_{d \equiv h \text{ (mod } r)} \chi_{8d}(l) L(1/2, \psi \otimes \chi_{8d}) \Phi \left( \frac{d}{X} \right) = C_{h,l,r,\psi,\Phi} + E_{l,r,\Phi,X,Y} \tag{1.5}$$

where

$$E_{l,r,\Phi,X,Y} \ll_{\epsilon, \Phi} \frac{l^{3/2} r^2 Y^2}{X^{1/2-\epsilon}} + \frac{l^{1/2} r^{-\epsilon-1} Y}{X^{1/4-\epsilon}} + \frac{X^{\epsilon}}{Y^{1/2}} \tag{1.6}$$

for any fixed $\epsilon > 0$.

Secondly, if $\psi = 1$ is the trivial character, there is a polynomial $P_{h,l,r,\Phi}$ of degree 1 such that

$$\frac{1}{X} \sum_{d \equiv h \text{ (mod } r)} \chi_{8d}(l) L(1/2, \chi_{8d}) \Phi \left( \frac{d}{X} \right) = P_{h,l,r,\Phi}(\log X) + E_{l,r,\Phi,X,Y} \tag{1.7}$$

Moreover, if $(l,r) > 1$ then

$$C_{h,l,r,\psi,\Phi} = P_{h,l,r,\Phi} = 0. \tag{1.8}$$

**Theorem 1.2.** If $\psi$ is a fixed even primitive non-quadratic character of odd modulus $q$ then, under the same conditions on $h,l,r$ and $Y$ as in Theorem 1.1 there is a polynomial $P_{h,l,r,\psi,\Phi}$ of degree 1 such that

$$\frac{1}{X} \sum_{d \equiv h \text{ (mod } r)} \chi_{8d}(l) |L(1/2, \psi \otimes \chi_{8d})|^2 \Phi \left( \frac{d}{X} \right) = P_{h,l,r,\psi,\Phi}(\log X) + E_{l,r,\Phi,X,Y} \tag{1.9}$$

where

$$E_{l,r,\Phi,X,Y} \ll_{\epsilon, \Phi} \frac{l^{\epsilon-1/2} r^{-\epsilon-1} Y}{X^{1/2-\epsilon}} + \frac{l^{1+\epsilon} r^{2+\epsilon} Y^{1+\epsilon}}{X^{3/8-\epsilon}} + \frac{X^\epsilon}{Y} + \frac{l^{\epsilon-2} r^{-\epsilon} Y^{1-\epsilon}} \tag{1.10}$$
and \( P_{h,l,r,\psi,\Phi} = 0 \) if \((l,r) > 1\).

Theorems 1.1 and 1.2 are proved in sections 3 and 4 respectively. We broadly follow the methodology of Soundararajan’s later work [5], but we use a version of the Poisson summation formula that picks out the arithmetic progression that is also used by Radziwill and Soundararajan in [6] (actually we prove a more general version in Section 2.1). The non-diagonal terms arising from the Poisson summation formula involve certain trigonometric functions on the group \( \mathbb{Z}_r^\times \). Trivial bounds suffice to show that their contribution to the expected values is negligible, which is done in Section 3.1. To handle the second moments, in Section 4.1.1 we expand the trigonometric functions as linear combinations of Dirichlet characters (mod \( r \)) which reveals non-negligible non-diagonal contributions. Specifically, the non-diagonal terms contribute constant terms \( N_{h,l,r,\psi,\Phi} \ll r^{-2} \) to the polynomials \( P_{h,l,r,\psi,\Phi} \), and we note that the expected value of \( N_{h,l,r,\psi,\Phi} \) over the group \( h \in \mathbb{Z}_r^\times \) is always zero. For instance, when \( r = 2q \), this expected value recovers the second moments of the families studied by Soundararajan.

Lastly we mention that, according to the philosophy of Katz and Sarnak [3], the statistics of the low-lying zeros in the families \( F_{h,r}(\psi) \) follow a unitary law which lacks repulsion from \( s = 1/2 \) and the degree of the polynomial in the asymptotic formula for the \( 2k \)th moment is expected to be \( k^2 \) (in contrast to the symplectic case studied by Soundararajan in which the degree of the \( k \)th moment is expected to be \( k(k+1)/2 \)). Yet, the combinatorial mechanism ([1], Lemma 2.5.2) is inapplicable in this case because \( \psi \) is not a real character. It would be interesting to extend the CFKRS model to include these families. Another interesting question is whether or not the fourth moment can be computed unconditionally.
2. Auxiliary results

2.1. Poisson summation. In this work we must handle sums of the form

\[
S_{h,r,X,Y} \left( \left( \frac{8}{s} \right), F \right) = \sum_{d \equiv h \pmod{r}} \left( \frac{8d}{s} \right) F \left( \frac{d}{X} \right)
\]

where \( s \) is an odd natural number, \( (s, r) = 1, X, Y > 1 \),

\[
M_Y(d) = \sum_{k^2 \mid d \atop k \leq Y} \mu(k)
\]

and \( F \) is a real-valued smooth function supported in the interval \((1, 2)\). We now prove a version of the Poisson summation formula to cast (2.1) into a sum involving the Gauss-type sum

\[
G_k(s) = \left( \frac{1 - i}{2} + \left( \frac{-1}{s} \right) \frac{1 + i}{2} \right) \tau_k(s)
\]

where

\[
\tau_k(s) = \sum_{b \pmod{s}} \left( \frac{b}{s} \right) e \left( \frac{bk}{s} \right)
\]

and the Fourier transform is

\[
\hat{F}(x) = \int_{-\infty}^{\infty} F(y) e(-xy) dy,
\]

where \( e(x) = e^{2\pi ix} \) is the complex exponential.

**Lemma 2.1.** If \( s \) is an odd natural number, \( (r, s) = 1, X, Y > 1 \) and \( F \) is a real-valued smooth function supported in the interval \((1, 2)\), then

\[
S_{h,r,X,Y} \left( \left( \frac{8}{s} \right), F \right) = \frac{X}{rs} \sum_{\alpha \leq \min(\sqrt{2X}, Y) \atop (\alpha, s) = 1 \atop (\alpha^2, r) \mid h} \frac{(\alpha^2, r) \mu(\alpha)}{\alpha^2} \left( \frac{8r/(\alpha^2, r)}{s} \right) \\
\times \sum_k G_k(s) \Re \left( (1 + i) \hat{F} \left( \frac{(\alpha^2, r) kX}{\alpha^2 rs} \right) e \left( \frac{\alpha^2/(\alpha^2, r) kh\overline{s}}{r} \right) \right)
\]

where \( \overline{s} \) denotes the multiplicative inverse of \( s \) \( \pmod{r/(\alpha^2, r)} \).
Proof. Note that (2.1) equals

$$\left(\frac{8}{s}\right) \sum_{\alpha \leq \min(\sqrt{2X}, Y)} \mu(\alpha) \left(\frac{\alpha^2}{s}\right) \sum_{\alpha^2 d \equiv h \pmod{r}} \left(\frac{d}{s}\right) F\left(\frac{\alpha^2 d}{X}\right)$$

(2.6) $$\left(\frac{8}{s}\right) \sum_{\alpha \leq \min(\sqrt{2X}, Y)} \mu(\alpha) \sum_{d \equiv H \pmod{R}} \left(\frac{d}{s}\right) F\left(\frac{\alpha^2 d}{X}\right)$$

where

$$H = \frac{\alpha^2}{(\alpha^2, r)} \frac{h}{(\alpha^2, r)} \quad \text{and} \quad R = \frac{r}{(\alpha^2, r)}.$$  

Because $s$ is odd, the inner summation in (2.6) is

$$\sum_{b \pmod{s}} \left(\frac{b}{s}\right) \sum_{d \equiv H - b \pmod{R}} F\left(\frac{\alpha^2 (ds + b)}{X}\right).$$

Since $(r, s) = 1$, (2.7) is

$$\sum_{b \pmod{s}} \left(\frac{b}{s}\right) \sum_{d \equiv H - b \pmod{R}} F\left(\frac{\alpha^2 (ds + b)}{X}\right)$$

(2.8)

Applying the classical Poisson summation formula to the inner summation in (2.8), one obtains

$$\frac{X}{\alpha^2 Rs} \sum_k \hat{F}\left(\frac{kX}{\alpha^2 Rs}\right) e\left(\frac{kHs}{R}\right) \sum_{b \pmod{s}} \left(\frac{b}{s}\right) e\left(\frac{bk}{Rs} (1 - s\overline{s})\right).$$

(2.9)

Replacing $b$ with $bR$ and using (2.24), $G_k(s) = (\frac{1}{s}) G_k(s)$ and $\hat{F}(-u) = \overline{F(u)}$ (because $F$ is real), it follows that (2.9) is

$$\frac{X}{\alpha^2 Rs} \sum_k \hat{F}\left(\frac{kX}{\alpha^2 Rs}\right) e\left(\frac{kHs}{R}\right) \tau_k(s)$$

(2.10)

Substituting (2.10) in (2.6) we obtain the lemma. \qed
2.2. The Gauss-type sum. If \( n \) is squarefree then \( \left( \frac{\cdot}{n} \right) \) is a primitive character with conductor \( n \) in which case it is easy to see that \( G_k(n) = \left( \frac{k}{n} \right) \sqrt{n} \). For general odd \( n \), Soundararajan ([5], Lemma 2.3) has proved the following.

**Lemma 2.2.** If \( m \) and \( n \) are coprime odd integers then \( G_k(m)G_k(n) = G_k(mn) \). If \( p^\alpha \) is the largest power of \( p \) dividing \( k \) (if \( k = 0 \) then \( \alpha = \infty \)) then for \( \beta \geq 1 \)

\[
G_k(p^\beta) = \begin{cases} 
0 & \text{if } \beta \leq \alpha \text{ is odd}, \\
\phi(p^\beta) & \text{if } \beta \leq \alpha \text{ is even}, \\
-p^\alpha & \text{if } \beta = \alpha + 1 \text{ is even}, \\
\left( \frac{kp^{\frac{-\alpha}{p}}}{p} \right) p^\alpha \sqrt{p} & \text{if } \beta = \alpha + 1 \text{ is odd}, \\
0 & \text{if } \beta \geq \alpha + 2.
\end{cases}
\]

(2.11)

2.3. Approximate functional equations. In this section we recall the ‘approximate’ functional equations that we require for \( L \left( \frac{1}{2}, \psi \otimes \chi_{8d} \right) \) and \( |L \left( \frac{1}{2}, \psi \otimes \chi_{8d} \right)|^2 \). Firstly, we need the following definition.

**Definition 2.3.** For \( \eta, \xi > 0 \) and \( j = 1 \) or \( j = 2 \),

\[
\omega_j(\xi) = \frac{1}{2\pi i} \int_{(c > 0)} \left( \Gamma \left( \frac{s}{2} + \frac{1}{4} \right) / \Gamma \left( \frac{1}{4} \right) \right)^j \xi^{-s} \frac{ds}{s}
\]

and

\[
F_{j,\eta}(\xi) = \Phi(\xi) \omega_j \left( \eta \left( \frac{\pi}{8qX\xi} \right)^{j/2} \right).
\]

Then Soundararajan has proved the following.

**Lemma 2.4.** For any positive integer \( \nu \) we have

\[
\omega_{j}^{(\nu)}(\xi) \ll_{\nu,j} \xi^{2\nu+2} \exp \left( -j\xi^{2/j} \right) \ll_{\nu,j} \exp \left( -j\xi_{2/j}^{2/2} \right)
\]

as \( \xi \to \infty \). Moreover, for any fixed \( \nu > 0 \) there is a \( C > 0 \) such that

\[
\tilde{F}_{j,\eta}(\xi) \ll_{\nu,\Phi} \exp \left( -CN\xi_{2/j}^{2/j} \right) |\xi|^{-\nu}
\]

as \( \eta \to \infty \) or \( \xi \to \infty \).
We also denote by $\tau(\chi)$ the Gauss sum

$$\tau(\chi) = \sum_{a \pmod{N}} \chi(a)e\left(\frac{a}{N}\right).$$

(2.16)

The approximate functional equations that we require are as follows.

**Lemma 2.5.** Let $\psi = 1$ or $\psi$ be an even primitive non-quadratic character of odd modulus $q$ and let $\chi_{8d}$ be a primitive quadratic character. Also let $h$ be odd, $r$ even, $q|r$, $d \equiv h \pmod{r}$, $(h,r) = 1$, $S(r) = \{m \in \mathbb{N} : p|m \Rightarrow p|r\}$,

$$\mathcal{S}(r) = \{m \in \mathbb{N} : p|m \Rightarrow p|r\},$$

(2.17)

$$\epsilon(d) = \frac{\tau(\psi)}{q^{1/2}}\psi(8d)\chi_{8d}(q) = \epsilon(h),$$

(2.18)

and

$$d_\psi(n) = \sum_{d|n} \psi(d)\overline{\psi}\left(\frac{n}{d}\right).$$

(2.19)

Then we have

$$L\left(\frac{1}{2}, \psi \otimes \chi_{8d}\right) = \sum_{m \in \mathcal{S}(r)} \sum_{(n,r)=1} \frac{\chi_{8h}(m)\chi_{8d}(n)}{(mn)^{1/2}} \left(\psi(m)\psi(n) + \epsilon(h)\overline{\psi(m)}\overline{\psi(n)}\right)$$

$$\times \omega_1\left(mn\sqrt{\frac{\pi}{8dq}}\right)$$

(2.20)

and

$$\left|L\left(\frac{1}{2}, \psi \otimes \chi_{8d}\right)\right|^2 = 2 \sum_{m \in \mathcal{S}(r)} \frac{d_\psi(m)\chi_{8h}(m)}{m^{1/2}} \sum_{(n,r)=1} \frac{d_\psi(n)\chi_{8d}(n)}{n^{1/2}} \omega_2\left(\frac{mn\pi}{8dq}\right).$$

(2.21)

**Proof.** For an even primitive Dirichlet character $\chi \pmod{N}$, the completed Dirichlet $L$-function

$$\xi(s, \chi) = \left(\frac{\pi}{N}\right)^{s/2} \Gamma\left(\frac{s}{2}\right) L(s, \chi)$$

(2.22)

is an entire function and satisfies the functional equation

$$\xi(1 - s, \overline{\chi}) = \frac{N^{1/2}}{\tau(\chi)}\xi(s, \chi).$$

(2.23)

Due to the rapid decay of the $\Gamma$ function and (2.23), for $c > 0$ we have

$$\xi\left(\frac{1}{2}, \chi\right) = \frac{1}{2\pi i} \int_{(c)} \left(\xi\left(s + \frac{1}{2}, \chi\right) + \frac{\tau(\chi)}{N^{1/2}}\xi\left(s + \frac{1}{2}, \overline{\chi}\right)\right) \frac{ds}{s}$$

(2.24)
and

\[ |\xi\left(\frac{1}{2}, \chi\right)|^2 = \frac{1}{\pi i} \int_{(c)} \xi\left(s + \frac{1}{2}, \chi\right) \xi\left(s + \frac{1}{2}, \chi\right) \frac{ds}{s}. \]  

By (2.23), for \( c > 1/2 \) it follows that (2.24) and (2.25) are

\[ L\left(\frac{1}{2}, \chi\right) = \sum_{n=1}^{\infty} \frac{1}{n^{1/2}} \left(\chi(n) + \frac{\tau(\chi)}{N^{1/2}} \overline{\chi(n)}\right) \frac{1}{2\pi i} \int_{(c)} \left(\frac{\Gamma\left(\frac{s}{2} + \frac{1}{4}\right)}{\Gamma\left(\frac{1}{4}\right)}\right)^2 \left(\frac{n\sqrt{\pi}}{N}\right)^{-s} \frac{ds}{s}. \]  

(2.26)

and

\[ |L\left(\frac{1}{2}, \chi\right)|^2 = \sum_{n_1, n_2=1}^{\infty} \chi(n_1)\overline{\chi(n_2)} \frac{1}{n_1^{1/2}} \frac{1}{2\pi i} \int_{(c)} \left(\frac{\Gamma\left(\frac{s}{2} + \frac{1}{4}\right)}{\Gamma\left(\frac{1}{4}\right)}\right)^2 \left(\frac{n_1n_2\pi}{N}\right)^{-s} \frac{ds}{s}. \]  

(2.27)

Using Definition 2.3 in (2.26) and (2.27), we obtain

\[ L\left(\frac{1}{2}, \chi\right) = \sum_{n=1}^{\infty} \frac{1}{n^{1/2}} \left(\chi(n) + \frac{\tau(\chi)}{N^{1/2}} \overline{\chi(n)}\right) \omega_1 \left(n\sqrt{\pi}\right) \]  

and

\[ |L\left(\frac{1}{2}, \chi\right)|^2 = 2 \sum_{n=1}^{\infty} \frac{d\chi(n)}{n^{1/2}} \omega_2 \left(\frac{n_1n_2\pi}{N}\right). \]  

(2.28)

Now it is elementary that \( \tau(\chi_1\chi_2) = \tau(\chi_1)\tau(\chi_2)\chi_1(N_2)\chi_2(N_1) \) for primitive characters modulo \( N_1, N_2 \) if \((N_1,N_2)=1\). Thus, taking \( N_1 = q, N_2 = 8d \) and \( \chi = \psi\chi_8d \) in (2.28) and (2.29), we get

\[ L\left(\frac{1}{2}, \psi \otimes \chi_8d\right) = \sum_{n=1}^{\infty} \frac{\chi_8d(n)}{n^{1/2}} \left(\psi(n) + \epsilon(h)\overline{\psi(n)}\right) \omega_1 \left(n\sqrt{\pi}\right) \]  

and

\[ |L\left(\frac{1}{2}, \psi \otimes \chi_8d\right)|^2 = 2 \sum_{n=1}^{\infty} \frac{d\psi(n)\chi_8d(n)}{n^{1/2}} \omega_2 \left(\frac{n\pi}{8dq}\right). \]  

(3.1)

Since \( q|r \), for any \( m \in S(r) \) we have \( \chi_8d(m) = \chi_h(m) \). Thus (2.20) and (2.21) follow from (2.30) and (2.31).

3. Proof of Theorem 1.1

Following Soundarajan [5], we evaluate the expected value

\[ \mathcal{E} = \frac{1}{\chi} \sum_{d \equiv h \pmod{r}} \mu^2(d)\chi_8d(l) L(1/2, \psi \otimes \chi_8d) \Phi\left(\frac{d}{\chi}\right) \]  

(3.1)
by writing
\[
\mu^2(d) = M_Y(d) + R_Y(d)
\]
where \(M_Y(d)\) is defined in (2.2),
\[
R_Y(d) = \sum_{k^2 \mid d, k > Y} \mu(k)
\]
and clearly \(R_Y(d) \ll d^\varepsilon\). Then
\[
E - \frac{1}{X} \sum_{d \equiv h \pmod{r}} M_Y(d) \chi_{8d}(l) L(1/2, \psi \otimes \chi_{8d}) \Phi\left(\frac{d}{X}\right)
\]
\[
\leq \frac{1}{X} \sum_{d} \left| R_Y(d) L(1/2, \psi \otimes \chi_{8d}) \Phi\left(\frac{d}{X}\right) \right|
\]
\[
\leq X^{\varepsilon/2} \left( \frac{1}{X} \sum_{d} \left| R_Y(d) L^2(1/2, \psi \otimes \chi_{8d}) \Phi\left(\frac{d}{X}\right) \right| \right)^{1/2}
\]
by the Cauchy-Schwartz inequality, and Soundararajan ([4], Lemma 3.2) has shown that the right hand side of (3.3) is
\[
\ll \frac{X^\varepsilon}{Y^{1/2}}.\]
Inserting the approximate functional equation for \(L(1/2, \psi \otimes \chi_{8d})\) of Lemma 2.5 on the left hand side of (3.3), interchanging the order of summation we obtain
\[
E = \frac{1}{X} \sum_{m \in S(r)(n,r) = 1} \frac{\chi_{8h}(m) \chi_{8d}(n)}{(mn)^{1/2}} (\psi(m)\psi(n) + \epsilon(h)\overline{\psi}(m)\overline{\psi}(n))
\]
\[
\times S_{h,r,X,Y} \left( \left( \frac{8r}{ln} \right), F_{1,mn} \right) + O\left( \frac{X^\varepsilon}{Y^{1/2}} \right)
\]
and applying the Poisson summation formula of Lemma 2.1 in (3.5), we get
\[
E = D + N + O\left( \frac{X^\varepsilon}{Y^{1/2}} \right)
\]
where
\[
D = \frac{1}{r} \sum_{m \in S(r)(n,r) = 1} \frac{\chi_{8h}(m) \hat{F}_{1,mn}(0) G_0(ln)}{(mn)^{1/2} ln} \left( \frac{8r}{ln} \right)
\]
\[
\times \left( (\psi(m)\psi(n) + \epsilon(h)\overline{\psi}(m)\overline{\psi}(n)) \sum_{\alpha \leq Y} \frac{\mu(\alpha)}{\alpha^2} \right)
\]
\[
\sum_{\alpha \leq Y} \frac{\mu(\alpha)}{\alpha^2} \sum_{(\alpha,lnr) = 1}
\]
(3.7)
denotes the diagonal term and
\[
N = \frac{1}{r} \sum_{m \in S(r)} \sum_{(n,r)=1} \frac{\chi_{8h}(m)}{(mn)^{1/2}} \left( \frac{8r}{ln} \right) (\psi(m)\psi(n) + \epsilon(h)\overline{\psi}(m)\overline{\psi}(n))
\]
\[
(3.8)
\times \sum_{\alpha \leq Y \atop (\alpha,lnr)=1} \mu(\alpha) \alpha^2 \sum_{k \neq 0} G_k(ln) \Re \left( (1+i)\hat{F}_{1,mn} \left( \frac{kX}{\alpha^2lnr} \right) e \left( \frac{\alpha^2lnkh}{r} \right) \right)
\]
denotes the non-diagonal terms. Clearly if \((l,r) > 1\) then \(D = N = 0\), so we assume that \((l,r) = 1\) in what follows.

3.1. Bounds on the non-diagonal terms. Bounding everything trivially (using \(G_k(s) \ll s\)), the non-diagonal terms (3.8) are
\[
N \ll \frac{1}{r} \sum_{m \in S(r)} \sum_{(n,r)=1} \frac{1}{\alpha^2(mn)^{1/2}} \sum_{k \neq 0} \left| \hat{F}_{1,mn} \left( \frac{kX}{\alpha^2lnr} \right) \right|.
\]
(3.9)
By Lemma 2.4, the terms with \(n \gg X^{1/2+\epsilon}\) in (3.9) are exponentially decreasing in \(X\). For the remaining \(n\), we have \(|(kX/\alpha^2lnr)| \geq X^\epsilon\) provided that \(lrY^2 \leq X^{1/2-2\epsilon}\), so (3.9) is
\[
\ll \frac{r^{\nu-1}}{X^\nu} \sum_{m \leq r} \sum_{n \leq X^{1/2+\epsilon}} \sum_{\alpha \leq Y} \alpha^{-2\nu} k^{\nu} m^{1/2} n^{1/2-\nu}
\ll \frac{r^{\nu-1/2}Y^{2\nu-1}}{X^{\nu/2-1/4-\epsilon}}
\]
for any \(\nu > 1\). Taking \(\nu = 3/2\), we get
\[
(3.10)
N \ll \frac{r^{3/2}Y^2}{X^{1/2-\epsilon}}.
\]

3.2. The diagonal term. Since \(G_0(s) = 0\) if \(s \neq \square\) and \(G_0(s) = \phi(s)\) if \(s = \square\), we put \(l = l_1l_2^2\) where \(l_1\) is squarefree so that \(ln = \square\) is equivalent to having \(n \to l_1n^2\). Thus, the diagonal term (3.7) is
\[
D = \frac{1}{l_1^{1/2}} \sum_{m \in S(r)} \frac{\chi_{8h}(m)}{m^{1/2}} \sum_{(l_1,n,r)=1} \hat{F}_{1,l_1mn^2}(0) \prod_{p|ln}(1 - p^{-1})
\]
\[
\times \left( \psi(l_1)\psi(m)\psi^2(n) + \epsilon(h)\overline{\psi}(l_1)\overline{\psi}(m)\overline{\psi}(n) \right) \sum_{\alpha \leq Y \atop (\alpha,lnr)=1} \frac{\mu(\alpha)}{\alpha^2}.
\]
(3.11)
Since $\hat{F}_{1, l_1 m n^2}(0)$ is exponentially decreasing in $X$ when $n \gg X^{1/4+\epsilon}$, completing the sum over $\alpha$ in (3.11) introduces an error of
\[
\ll \frac{1}{l_1^{1/2} r^2 Y} \sum_{m \in S(r)} \frac{1}{m^{1/2}} \sum_{n \leq X^{1/4+\epsilon}} \frac{1}{n}.
\]
(3.12)

Since also
\[
\prod_{p|ln} (1 - p^{-1}) \sum_{(\alpha, lnr)=1} \frac{\mu(\alpha)}{\alpha^2} = \prod_{p|ln} (1 - p^{-1}) \prod_{p|lnr} (1 - p^{-2}) = \frac{1}{L(2, \varphi_0) \prod_{p|ln} (1 + p^{-1})}
\]
where $\varphi_0$ is the principal character to the modulus $r$, the diagonal term (3.7) is
\[
D = D_{h, l, r, X, \psi} + \epsilon(h) D_{h, l, r, X, \psi} + O \left( \frac{\log X}{(l_1 r)^{1/2} Y} \right)
\]
where
\[
D_{h, l, r, X, \psi} = \frac{\varphi_0(l_1) \psi(l_1)}{L(2, \varphi_0)^{1/2} r} \sum_{m \in S(r)} \left( \frac{8h}{m} \right) \frac{\psi(m)}{m^{1/2}} \sum_{n} \frac{\varphi_0(n) \psi^2(n) \hat{F}_{1, l_1 mn^2}(0)}{n \prod_{p|ln} (1 + p^{-1})}.
\]
(3.13)

To evaluate (3.14), for Dirichlet characters $\chi$ we define the following Euler products
\[
A_{\nu}(s, \chi) = \prod_{p|\nu} \left( 1 - \frac{\chi(p)}{p^s} \right),
\]
\[
B_{\nu}(s, \chi) = \prod_{p|\nu} \left( 1 - \frac{\chi(p)}{p^s(p + 1)} \right),
\]
\[
C_{\mu, \nu}(s, \chi) = \prod_{p|\mu \atop p|\nu} \left( 1 + \frac{1}{p} \right) \left( 1 - \frac{\chi(p)}{p^s(p + 1)} \right)
\]
and
\[
\hat{\Phi}(s) = \int_0^\infty \Phi(y) y^s dy \quad (s \in \mathbb{C}).
\]
(3.15)
Using Definition 2.3 to write \( \hat{F}_{1,1,mn^2}(0) \) as a double integral and using (3.15), we get

\[
D_{h,l,r,x,\psi} = \frac{\varphi_0(l_1)\psi(l_1)}{L(2, \varphi_0)} l_1^{1/2} r \frac{1}{2\pi i} \int_{(c>0)} \left( \sum_{n} \frac{\varphi_0(n)\psi^2(n)}{n^{2s+1} \prod_{p \mid l n (1+p^{-1})}} \right) \frac{\Gamma \left( \frac{s}{2} + \frac{1}{4} \right) \Phi \left( \frac{s}{2} \right) \left( \frac{8qX}{\pi} \right)^{s/2} ds}{A_{r/q} \left( s + \frac{1}{2}, \chi_8 h \psi \right) C_{r,l}(2s+1, \psi^2)} \tag{3.16}
\]

where

\[
\sum_{n} \frac{\varphi_0(n)\psi^2(n)}{n^{2s+1} \prod_{p \mid l n (1+p^{-1})}} = \frac{A_r(2s+1, \psi^2)B_r(2s+1, \psi^2)L(2s+1, \psi^2)}{C_{r,l}(2s+1, \psi^2)}.
\]

Since \( B(s, \chi) \) is bounded for fixed \( \sigma > 0 \) and \( L(s, \chi) \) is polynomially bounded for \( \sigma > 0 \) except for a pole at \( s = 1 \) when \( \chi \) is principal, the rapid decay of the \( \Gamma \) function and \( \Phi \) permit us to move the path of integration in (3.16) to the line \( \sigma = \epsilon - 1/2 \) \((0 < \epsilon < 1/2)\) so that the integral in (3.16) is equal to

\[
\text{Res} \left( \frac{A_r(2s+1, \psi^2)B_r(2s+1, \psi^2)L(2s+1, \psi^2)\Gamma \left( \frac{s}{2} + \frac{1}{4} \right) \Phi \left( \frac{s}{2} \right) \left( \frac{8qX}{\pi} \right)^{s/2}}{A_{r/q} \left( s + \frac{1}{2}, \chi_8 h \psi \right) C_{r,l}(2s+1, \psi^2)\Gamma \left( \frac{1}{4} \right) l_1^s}, s = 0 \right) + \frac{1}{2\pi i} \int_{(\epsilon-1/2)} \frac{A_r(2s+1, \psi^2)B_r(2s+1, \psi^2)L(2s+1, \psi^2)\Gamma \left( \frac{s}{2} + \frac{1}{4} \right) \Phi \left( \frac{s}{2} \right) \left( \frac{8qX}{\pi} \right)^{s/2} ds}{A_{r/q} \left( s + \frac{1}{2}, \chi_8 h \psi \right) C_{r,l}(2s+1, \psi^2)\Gamma \left( \frac{1}{4} \right) l_1^s}.
\tag{3.17}
\]

Since clearly \( A_r(\epsilon, \chi), C_{\mu,\nu}^{-1}(\epsilon, \chi) \) and \( A_{r-1}(\epsilon, \chi) \) are all \( \ll \epsilon \nu^\epsilon \), the integral in (3.17) is

\[
\ll \epsilon l_1^{1/2-\epsilon r^{-1}} X^{1-\epsilon/4}
\tag{3.18}
\]

and, combining the error terms (3.36), (3.10), (3.12) and (3.18), we obtain the error term (1.6) of Theorem 1.1. To get the main terms, we evaluate the residue in (3.17). If \( \psi \) is non-quadratic then \( L(2s+1, \psi^2) \) is analytic at \( s = 0 \) so the pole is simple and the residue is

\[
\hat{\Phi}(0) \frac{A_r(1, \psi^2)B_r(1, \psi^2)L(1, \psi^2)}{A_{r/q} \left( \frac{1}{2}, \chi_8 h \psi \right) C_{r,l}(1, \psi^2)},
\tag{3.19}
\]

which proves (1.5). On the other hand, if \( \psi = 1 \) is the trivial character, then \( L(s, \psi^2) = \zeta(s) \) and

\[
\frac{\zeta(2s+1)}{s} = \frac{1}{2s^2} + \frac{\gamma}{s} + O(1)
\]
as \( s \to \infty \), so the residue is

\[
\frac{\Phi(0) A_r(1, 1) B_r(1, 1) L(1, 1)}{A_{r/q}(1/2, \chi_{8h}) C_{r,l}(1, 1)} \left( \frac{\log X}{4} + \gamma \right) + \frac{1}{2} \sum_{s=0}^{\infty} \left. \frac{d}{ds} A_r(s + 1, 1) B_r(s + 1, 1) \Gamma \left( \frac{s}{2} + \frac{1}{4} \right) \Phi \left( \frac{s}{2} \right) \right|_{s=0},
\]

which completes our proof of Theorem 1.1.

4. Proof of Theorem 1.2

To handle the second moments

\[
\mathcal{M}_2 = \frac{1}{X} \sum_{d \equiv h \pmod{r}} \mu^2(d) \chi_{8d}(l) |L(1/2, \psi \otimes \chi_{8d})|^2 \Phi \left( \frac{d}{X} \right),
\]

we begin as we did in the proof of Theorem 1.1 in Section 3. Here the analogue of (3.3) is

\[
\mathcal{M}_2 - \frac{1}{X} \sum_{d \equiv h \pmod{r}} M_Y(d) \chi_{8d}(l) |L(1/2, \psi \otimes \chi_{8d})|^2 \Phi \left( \frac{d}{X} \right) \ll X^\epsilon.
\]

Using the approximate functional equation for \( |L(1/2, \psi \otimes \chi_{8d})|^2 \) from Lemma 2.5 in (4.2) and interchanging the order of summation, we have

\[
\mathcal{M}_2 = \frac{2}{X} \sum_{m \in S(r)} \frac{\chi_{8h}(m) d_{\psi}(m)}{m^{1/2}} \sum_{(n,r)=1} \frac{d_{\psi}(n)}{n^{1/2}} S_{h,r,X,Y} \left( \left( \frac{8r}{ln} \right), F_{2,mn} \right) + O \left( \frac{X^\epsilon}{Y} \right).
\]

Applying the Poisson summation formula (Lemma 2.1) in (4.3), we get

\[
\mathcal{M}_2 = \mathcal{P}_1 + \mathcal{R}_0 + O \left( \frac{X^\epsilon}{Y} \right)
\]

where

\[
\mathcal{P}_1 = \frac{2}{lr} \sum_{m \in S(r)} \frac{\chi_{8h}(m) d_{\psi}(m)}{m^{1/2}} \sum_{(n,r)=1} \frac{d_{\psi}(n)}{n^{1/2}} \hat{F}_{2,mn}(0) G_0(ln) \left( \frac{8r}{ln} \right) \sum_{\alpha \leq Y} \frac{\mu(\alpha)}{\alpha^2}.
\]

(4.5)

denotes the diagonal term, and

\[
\mathcal{R}_0 = \frac{2}{lr} \sum_{m \in S(r)} \frac{\chi_{8h}(m) d_{\psi}(m)}{m^{1/2}} \sum_{(n,r)=1} \frac{d_{\psi}(n)}{n^{1/2}} \sum_{\alpha \leq Y} \frac{\mu(\alpha)}{\alpha^2} \frac{r/2}{ln}
\]

\[
\times \sum_{k \neq 0} \frac{G_{4k}(ln)}{n} \Re \left( (1 + i) \hat{F}_{2,mn} \left( \frac{kX}{\alpha^2 ln r} \right) e \left( \frac{\alpha^2 ln kh}{r} \right) \right)
\]

(4.6)
denotes the non-diagonal terms. Clearly if \((l, r) > 1\) then \(P_1 = R_0 = 0\), so we assume that \((l, r) = 1\) in what follows. We evaluate \(P_1\) in Section 4.2 and \(R_0\) in Section 4.1.

4.1. The non-diagonal terms. The objective of this section is to show that \(R_0 = P_2 + R\) where \(P_2\) is a non-diagonal main term and \(R\) is an error term. We use the notation \(\text{cas}(x) = \cos(x) + \sin(x)\) and follow Soundararajan [5] in defining

\[
\tilde{F}(x) = \Re \hat{F}(x) - \Im \hat{F}(x) = \int_{-\infty}^{\infty} F(y) \text{cas}(2\pi xy) dy
\]

for real \(F\). As such,

\[
\Re \left( (1 + i) \hat{F}(x) e(z) \right) = \cos(2\pi z) \tilde{F}(x) + \sin(2\pi z) \tilde{F}(-x).
\]

Assuming that \(lrY^2 \ll X^{1/2-\delta}\) for some fixed \(\delta > 0\) and interchanging the order of the summations over \(k\) and \(n\) in (4.6) (this is justified by Lemma 2.4), we are lead to consider sums of the form

\[
\sum_{(n, \alpha r) = 1} \left( \frac{r/2}{\ln n} \frac{G_{4k}(\ln n)}{n^{1/2}} \right) \left( \cos \left( \frac{2\pi k\alpha^2 \ln n}{r} \right) \tilde{F}_{2, mn} \left( \frac{kX}{\alpha^2 lr} \right) + \sin \left( \frac{2\pi k\alpha^2 \ln n}{r} \right) \tilde{F}_{2, mn} \left( - \frac{kX}{\alpha^2 lr} \right) \right).
\]

(4.9)

In particular, the terms with \(n \gg X^{1+\epsilon}\) in (4.9) are exponentially decreasing in \(X\) so, by Mellin inversion, the sum \(\text{4.9}\) may be written as the integral

\[
\frac{1}{2\pi i} \int_{(c>1/2)} \left( C_\psi(s+1)f \left( \frac{kmX}{\alpha^2 lr}, s \right) + S_\psi(s+1)f \left( -\frac{kmX}{\alpha^2 lr}, s \right) \right) \frac{ds}{m^s}
\]

(4.10)

where

\[
C_\psi(s) = \sum_{(n, \alpha r) = 1} \left( \frac{r/2}{\ln n} \frac{G_{4k}(\ln n)}{n^{1/2}} \right) \cos \left( \frac{2\pi k\alpha^2 \ln n}{r} \right)
\]

(4.11)

and

\[
S_\psi(s) = \sum_{(n, \alpha r) = 1} \left( \frac{r/2}{\ln n} \frac{G_{4k}(\ln n)}{n^{1/2}} \right) \sin \left( \frac{2\pi k\alpha^2 \ln n}{r} \right)
\]

(4.12)

converge absolutely for \(\sigma > 3/2\) and

\[
f(\xi, s) = \int_0^\infty F_{2,t} \left( \frac{\xi}{t} \right) t^{s-1} dt
\]

(4.13)

converges absolutely for \(\sigma > 0\).
4.1.1. The non-diagonal main term. To understand the functions defined by the Dirichlet series (4.11) and (4.12), we expand the $r$-periodic trigonometric functions as linear combinations of Dirichlet characters (mod $r$), e.g.

$$\cos \left( \frac{2\pi kh}{r} \right) = \frac{1}{\phi(r)} \sum_{\varphi \pmod{r}} \left\langle \cos \left( \frac{2\pi k}{r} \right), \varphi \right\rangle \varphi(hx)$$

where

$$\left\langle f, g \right\rangle = \sum_{a \pmod{r}} f(a) \overline{g(a)}$$

is the inner product on the group $\mathbb{Z}/r\mathbb{Z}$, so that (4.11) is equal to

$$C_\psi(s) = \frac{1}{\phi(r)} \sum_{\varphi \pmod{r}} \left\langle \cos \left( \frac{2\pi k}{r} \right), \varphi \right\rangle \varphi(hx) D_{\psi,\varphi}(s; k, l, r, \alpha)$$

(4.16)

where $D_{\psi,\varphi}(s; k, l, r, \alpha)$ is the Dirichlet series/Euler product

$$D_{\psi,\varphi}(s; k, l, r, \alpha) = \sum_{(n, \alpha r) = 1} \left( \frac{r/2}{n} \right) \frac{d_{\psi}(n) \varphi(n) G_{4k}(ln)}{n^s}$$

(4.17)

in which $l = \prod p^\beta$. Now let $4k = k_1 k_2^2$ with $k_1$ a fundamental discriminant. A typical prime $p \nmid \alpha r$ neither divides $k$ or $l$ so, by Lemma 2.2, a typical Euler factor in (4.17) is

$$1 + \left( \frac{k_1 r/2}{p} \right) \frac{d_{\psi}(p) \varphi(p)}{p^s} = 1 - \left( \frac{k_1 r/2}{p} \right) \frac{\psi(p) \varphi(p)}{p^s} + O(p^{-2\sigma}).$$

As such, we write

$$G_{\psi,\varphi}(s; k, l, r, \alpha) = \prod_p G_{\psi,\varphi, p}(s; k)$$

(4.18)

where

$$G_{\psi,\varphi, p}(s; k) = \begin{cases} 1 - \left( \frac{k_1 r/2}{p} \right) \frac{\psi(p) \varphi(p)}{p^s} & p \mid \alpha r \\ 1 - \left( \frac{k_1 r/2}{p} \right) \frac{\psi(p) \varphi(p)}{p^s} & p \nmid \alpha r \\ \prod_{\beta=0}^\infty \left( \frac{l/2}{p^\beta} \right) \frac{d_{\psi}(p^\beta) \varphi(p^\beta) G_{4k}(p^{\beta+l})}{p^{s+\beta/2}} & p \mid \alpha r, \end{cases}$$

(4.19)
so that

\[(4.20) \quad G_{\psi,\varphi}(s; k, l, r, \alpha) = \frac{D_{\psi,\varphi}(s; k, l, r, \alpha)}{L\left(s, \psi\varphi\left(\frac{k_1r}{2}\right)\right) L\left(s, -\psi\varphi\left(\frac{k_1r}{2}\right)\right)}\]

is holomorphic in the half plane \(\sigma > 1/2\) and bounded in \(\sigma > 1/2 + \epsilon\) for any fixed \(k, l, \alpha\) and \(\epsilon > 0\). Specifically, we have the bound

\[(4.21) \quad |G_{\psi,\varphi}(s; k, l, r, \alpha)| \ll \alpha^\epsilon |k|^{1/2} (l, k_2^2)^{1/2}\]

due to Soundararajan ([5], Lemma 5.3).

The locations of the poles and the growth on vertical lines of \(C_\psi(s)\) and \(S_\psi(s)\) are determined by the Dirichlet \(L\)-functions in the denominator of (4.20). In particular, since \(\psi\) is a non-quadratic character, at most one of the characters

\[\psi(\cdot) \varphi(\cdot) \left(\frac{k_1r/2}{\cdot}\right) \quad \text{or} \quad -\psi(\cdot) \varphi(\cdot) \left(\frac{k_1r/2}{\cdot}\right)\]

can be principal, so \(D_{\psi,\varphi}(s; k, l, \alpha)\) is meromorphic in the half plane \(\sigma > 1/2\) with at most one pole of order 1 at \(s = 1\). Assuming that \(r\) is even and squarefree, we shall now show that such poles exist if and only if \(k_1 = 1\), i.e. that the character

\[(4.22) \quad \psi(\cdot) \left(\frac{k_1r/2}{\cdot}\right)\]

has modulus \(r\) if and only if \(k_1 = 1\). Since \(\psi\) is a character modulo \(q|r\), a solution exists when

\[(4.23) \quad \varphi_0(\cdot) \left(\frac{k_1r/2}{\cdot}\right)\]

is a character modulo \(r\). This is the case when \(k_1 = 1\) because then the Kronecker symbol is a primitive character modulo \(r/2\) since \(r\) is squarefree. On the other hand, for any integer \(k_1 \neq 1\) we have

\[(4.24) \quad \left(\frac{k_1r/2}{\cdot}\right) = \left(\frac{(k_1, r/2)}{\cdot}\right)^2 \left(\frac{k_1r/2}{(k_1, r/2)^2}\right)\]

so, if (4.23) is to be a character modulo \(r\), we certainly require that \((k_1r/2)/(k_1, r/2)^2\) divides \(r\). In other words, we require that \(k_1 = (k_1, r/2)^2\) or \(k_1 = 2(k_1, r/2)^2\), but neither of these are fundamental discriminants. This proves that the character in (4.22) is a character modulo \(r\) if and only if \(k = \Box\), and so \(D_{\psi,\varphi}(s; k^2, l, r, \alpha)\) has a simple pole at
\[ s = 1 \] precisely when \( \varphi = \varphi_0 \bar{\psi} \chi_{r/2} \) and \( \varphi = \varphi_0 \psi \chi_{r/2} \), thus

\[
D_{\psi, \varphi_0 \bar{\psi} \chi_{r/2}}(s; k^2, l, r, \alpha) = G_{\psi, \varphi_0 \bar{\psi} \chi_{r/2}}(s; k^2, l, r, \alpha) L(s, \varphi_0 \bar{\psi}^2) L(s, \varphi_0) = G_{\psi, \varphi_0 \bar{\psi} \chi_{r/2}}(s; k^2, l, r, \alpha) L\left( s, \varphi_0 \bar{\psi}^2 \right) \zeta(s) \prod_{p \mid r} \left( 1 - \frac{1}{p^s} \right),
\]

(4.25)

and similarly with \( \psi \) replaced with \( \bar{\psi} \). Also, from the definitions (2.19) and (4.17), we observe that \( D_{\psi, \varphi_0 \bar{\psi} \chi_{r/2}}(s; k^2, l, r, \alpha) \) and \( G_{\psi, \varphi_0 \bar{\psi} \chi_{r/2}}(s; k^2, l, r, \alpha) \) depend only on \( \psi^2 \) since

\[
\psi(n) d\psi(n) = \sum_{d \mid n} \psi^2(d),
\]

(4.26)

so from now on we suppress the double subscript notation and define

\[
G_{\psi^2}(s; k^2, l, r, \alpha) = G_{\psi, \varphi_0 \bar{\psi} \chi_{r/2}}(s; k^2, l, r, \alpha).
\]

Thus, in this notation, the equality (4.25) is

\[
D_{\psi^2}(s; k^2, l, r, \alpha) = G_{\psi^2}(s; k^2, l, r, \alpha) L\left( s, \varphi_0 \psi^2 \right) \zeta(s) \prod_{p \mid r} \left( 1 - \frac{1}{p^s} \right).
\]

(4.28)

Moving the path of integration to the line \( \epsilon - 1/2 \) for any fixed \( 0 < \epsilon < 1/2 \) (the bounds that we obtain in Section 4.1.2 justify this), by Cauchy’s theorem the integral (4.10) is equal to

\[
\text{Res} \left( C_{\psi}(s + 1) f\left( \frac{kmX}{\alpha^2 lr}, s \right) + S_{\psi}(s + 1) f\left( -\frac{kmX}{\alpha^2 lr}, s \right) : s = 0 \right) + \frac{1}{2\pi i} \int_{(\epsilon - 1/2)} \left( C_{\psi}(s + 1) f\left( \frac{kmX}{\alpha^2 lr}, s \right) + S_{\psi}(s + 1) f\left( -\frac{kmX}{\alpha^2 lr}, s \right) \right) ds \frac{m^s}{s^m}.
\]

(4.29)

The preceding analysis shows that the residue in (4.29) is non-zero precisely when \( k = \square \). Making the change of variables \( k \mapsto k^2 \) and using (4.14), the residue is

\[
\frac{2}{r} \Re \left( \cos \left( \frac{2\pi k^2}{r} \right) f\left( \frac{k^2mX}{\alpha^2 lr}, 0 \right) + \sin \left( \frac{2\pi k^2}{r} \right) f\left( -\frac{k^2mX}{\alpha^2 lr}, 0 \right), \varphi_0 \bar{\psi} \chi_{r/2} \right) \times \varphi_0 \psi \chi_{r/2} (h\alpha^2 l) G_{\psi^2}(1; k^2, l, r, \alpha) L\left( 1, \varphi_0 \psi^2 \right)
\]

(4.30)
and we note that \( \text{(4.30)} \) is independent of \( X \) because, using the definition \( \text{(2.13)} \), we have

\[
\begin{align*}
    f \left( \frac{k^2 m X}{\alpha^2 l r}, 0 \right) &= \int_0^\infty \int_1^2 \Phi(y) \omega_2 \left( \frac{t}{8qXy} \right) \text{cas} \left( \frac{2\pi k^2 m X}{\alpha^2 l r} \right) \frac{dy}{t} dt \\
    &= \tilde{\Phi}(0) \int_0^\infty \omega_2 \left( \frac{1}{t} \right) \text{cas} \left( \frac{2\pi k^2 m t}{8\alpha^2 l q r} \right) \frac{dt}{t}
\end{align*}
\]

(4.31)

by changing variables \( t \mapsto \frac{8qXy}{t} \), and similarly with the first argument of \( f \) negated. We now write

\[
\Omega(y) = \frac{1}{y} \tilde{\omega}_2 \left( \frac{1}{y} \right)
\]

(4.32)

so that

\[
f \left( \frac{k^2 m X}{\alpha^2 l r}, 0 \right) = \tilde{\Phi}(0) \tilde{\Omega} \left( \frac{k^2 m}{8\alpha^2 l q r} \right)
\]

and the residue in \( \text{(4.30)} \) is

\[
2 \tilde{\Phi}(0) \Re \left( \cos \left( \frac{2\pi k^2}{r} \right) \tilde{\Omega} \left( \frac{k^2 m X}{\alpha^2 l r} \right) + \sin \left( \frac{2\pi k^2}{r} \right) \tilde{\Omega} \left( -\frac{k^2 m X}{\alpha^2 l r} \right), \varphi_0 \bar{\psi}_r/2 \right) \\
\times \varphi_0 \bar{\psi}_{\alpha^2 l} \left( \frac{1}{2}; k, l, r, \alpha \right) L \left( 1, \varphi_0 \bar{\psi}^2 \right)
\]

(4.33)

From \( \text{(4.6)} \) and \( \text{(4.33)} \), we conclude that \( R_0 = \mathcal{P}_2 + \mathcal{R} \) where

\[
\mathcal{P}_2 = \frac{4 \tilde{\Phi}(0) \varphi_0(l)}{l r^2} \sum_{m \in S(r)} \frac{\chi_S(m) d_\psi(m)}{m^{1/2}} \sum_{\alpha \leq Y} \frac{\mu(\alpha)}{\alpha^2} \sum_{\substack{k \neq 0 \mod r \atop (\alpha, l r) = 1}} \Omega \left( \cos \left( \frac{2\pi k^2}{r} \right) \tilde{\Omega} \left( \frac{k^2 m}{8\alpha^2 l q r} \right) + \sin \left( \frac{2\pi k^2}{r} \right) \tilde{\Omega} \left( -\frac{k^2 m}{8\alpha^2 l q r} \right), \varphi_0 \bar{\psi}_r/2 \right) \\
\times \psi_{\alpha^2 l} \left( \frac{1}{2}; k, l, r, \alpha \right) L \left( 1, \varphi_0 \bar{\psi}^2 \right)
\]

(4.34)

is the non-diagonal main term and, for \( 0 < \epsilon < 1/2 \),

\[
\mathcal{R} = 2 \sum_{k \neq 0} \sum_{m \in S(r)} \sum_{\alpha \leq Y} \sum_{(\alpha, l r) = 1} \frac{\chi_S(m) d_\psi(m) \mu(\alpha) \varphi(\alpha^2 l)}{m^{1/2} \alpha^2 l r \phi(r) \pi i} \int_{\epsilon - 1/2} \mathcal{D}_{\psi, \varphi}(w + 1; k, l, r, \alpha) \\
\times \left( \cos \left( \frac{2\pi k h}{r} \right), \varphi \right) f \left( \frac{k m X}{\alpha^2 l r}, w \right) + \left( \sin \left( \frac{2\pi k h}{r} \right), \varphi \right) f \left( -\frac{k m X}{\alpha^2 l r}, w \right) \frac{dw}{m w}
\]

(4.35)
are the remaining non-diagonal terms, which we bound in Section 4.1.2 below.

We now give an integral representation of \( P_2 \).

**Lemma 4.1.** For any \( 0 < \epsilon < 1/2 \) there is a constant \( N_{h,l,r,\psi,\Phi} \) such that

\[
P_2 = N_{h,l,r,\psi,\Phi} + O_{\epsilon,\Phi}(t^{\epsilon-2Y^{\epsilon-1}})
\]
given by

\[
N_{h,l,r,\psi,\Phi} = \frac{4\hat{\Phi}(0)\varphi_0(l)}{l^2} \Re \left( \frac{L(1, \varphi_0) \tau(\psi \chi_{r/2}) \psi \chi_{r/2}(2hl)}{2\pi i} \right)
\]

\[
\times \int (e) \frac{\Gamma^2 \left( \frac{s}{2} + \frac{1}{4} \right) \Gamma_1(s) K_{\psi\chi}^\Phi(s;l,r)}{\Gamma^2 \left( \frac{s}{2} \right) A_{r/q} \left( s + \frac{1}{2}, \chi_{8h}\psi \right) A_{r/q} \left( s + \frac{1}{2}, \chi_{8h}\psi \right)} \left( \frac{8lqr}{\pi} \right)^s ds
\]

where we have defined

\[
\Gamma_1(s) = (2\pi)^{-s} \Gamma(s) \text{cas} \left( \frac{\pi s}{2} \right)
\]

and

\[
K_{\chi}(s;l,r) = \left( \frac{\chi(2)}{2^{2s-1}} - 1 \right) L(2s, \chi) L(2s + 1, \chi^3) A_{r/q} \left( 2s + 1, \chi^3 \right) E_{\chi}(s;l,r),
\]

where

\[
E_{\chi}(s;l,r) = \prod_{p \mid l, t_1} \chi^{(\delta-1)/2}(p) \left( 1 - \frac{1}{p} \right) \left( 1 - \frac{\chi(p)}{p} \right) \left( 1 + \frac{\chi^2(p)}{p^2} \right)
\]

\[
\times \prod_{p \mid l, t_2} \chi^{(\delta-1)/2}(p) \left( 1 - \frac{1}{p} \right) \left( 1 - \frac{\chi^2(p)}{p^2} \right)
\]

\[
\times \prod_{p \mid r} \left( 1 - \frac{1}{p} \right) \left( 1 - \frac{\chi(p)}{p} \right) \left( 1 + \frac{1 + \chi(p)}{p} \right) \left( 1 + \frac{\chi^2(p)}{p^2} \right) - \frac{\chi^2(p)}{p^2} \left( \frac{\chi^4(p)}{p^{2s}} + p^{2s} \right)
\]

(4.36)

is holomorphic and bounded for fixed \(-1/2 < \sigma < 1/2\).

**Proof.** Using the Chinese remainder theorem and the fact that \( \psi \chi_{r/2} \) is the even primitive character that induces the character \( \varphi_0 \psi \chi_{r/2} \), we begin by computing the inner product

\[
\left\langle e \left( \pm \frac{k^2}{r} \right), \varphi_0 \psi \chi_{r/2} \right\rangle = e \left( \frac{k^2}{2} \right) \sum_{a \mod \left( r/2 \right)} \psi \chi_{r/2}(2a) e \left( \frac{ak^2}{r/2} \right)
\]

(4.37)

\[
= (-1)^k \psi \chi_{r/2}(2k^2) \tau(\psi \chi_{r/2})
\]
where $\tau$ is the Gauss sum. By (4.37), the display in the second and third lines of (4.34) is the real part of

$$L \left( 1, \varphi \Omega^2 \right) \tau \left( \psi \chi \right) \left( 2h \alpha^2 k^2 l \right) (-1)^k \psi \left( 1; k^2, l, \alpha \right) \tilde{\Omega} \left( \frac{k^2 m}{8 \alpha^2 l qr} \right),$$

(4.38)

thus

$$\mathcal{P}_2 = \frac{4 \tilde{\Phi}(0) \varphi_0(l)}{l r^2} \Re \left( L \left( 1, \varphi \Omega^2 \right) \tau \left( \psi \chi \right) \left( 2h \right) \sum_{m \in \mathcal{S}(r)} \chi_{8h}(m) \psi(m) \right) \frac{1}{m^{1/2}}$$

$$\times \sum_{\alpha \leq Y} \frac{\mu(\alpha) \psi^2(\alpha)}{\alpha^2} \sum_{k=1}^{\infty} (-1)^k \psi \left( k^2 \right) \left( -1 \right)^k \gamma \left( 1; k^2, l, \alpha \right) \tilde{\Omega} \left( \frac{k^2 m}{8 \alpha^2 l qr} \right).$$

(4.39)

Definition 2.3 and (4.32) allow us to write $\tilde{\Omega}$ in terms of $\Gamma$ and $\Gamma_1$ by Mellin inversion (interchanging the order of summation and integration is justified due to the rapid decay of the $\Gamma$-function on vertical lines and Lemma 2.4) and, using (3.15) to express the sum over $m$ in terms of $A_{r/q}$, the triple sum in (4.39) is equal to

$$\sum_{\alpha \leq Y} \frac{\mu(\alpha) \psi^2(\alpha)}{\alpha^2} \sum_{k=1}^{\infty} (-1)^k \psi \left( k^2 \right) \left( -1 \right)^k \gamma \left( 1; k^2, l, \alpha \right) \tilde{\Omega} \left( \frac{k^2 m}{8 \alpha^2 l qr} \right).$$

(4.40)

where we have put

$$\mathcal{H}_\chi(s; l, r, \alpha) = \sum_{k=1}^{\infty} (-1)^k \chi(k) \gamma(k^2 s) \gamma \left( 1; k^2, l, \alpha \right),$$

which is absolutely convergent for $\sigma > 1/2$ by (4.21).

To complete the sum over $\alpha$ we move the path of integration so that $0 < c < 1/2$, which we now justify. By Lemma 2.2 note that

$$\mathcal{G}_{\chi, p}(s; k^2) = \mathcal{G}_{\chi, p}(s; p^{2\gamma})$$

where $k^2 = \prod p^{2\gamma}$, so

$$\mathcal{H}_\chi(s; l, r, \alpha) = \left( \frac{\chi(2)}{2s-1} - 1 \right) \mathcal{H}_\chi(s; l, r, \alpha)$$
where we have put
\[ \mathcal{H}_s^*(s; l, r, \alpha) = \prod_p \mathcal{H}_s^*(s) \]
in which
\[ (4.41) \quad \mathcal{H}_s^*(s) = \sum_{\gamma=0}^{\infty} \frac{\chi(p)}{p^{2\gamma s}} G_{\chi, p}(1; p^{2\gamma}). \]

The Euler factors \( \mathcal{H}_s^*(s) \) in (4.41) above are distinguished by the six mutually exclusive cases \( p | q, p \nmid \frac{q}{r}, p | \alpha, p \nmid \alpha r, p | l_1 \) and \( p | l \) but \( p \nmid l_1 \). These are

\[
\begin{align*}
&\begin{cases}
1 & \text{if } p | q, \\
\left(1 - \frac{\chi(p)}{p^{2s}}\right)^{-1} & \text{if } p \nmid \frac{q}{r}, \\
\left(1 - \frac{1}{p}\right) \left(1 - \frac{\chi(p)}{p}\right) \left(1 - \frac{\chi(p)}{p^{2s}}\right)^{-1} & \text{if } p | \alpha, \\
\left(1 - \frac{\chi(p)}{p^{2s}}\right)^{-1} \left(1 - \frac{\chi(p)}{p^{2s+1}}\right)^{-1} \left(1 - \frac{1}{p}\right) \left(1 - \frac{\chi(p)}{p}\right) \left(1 + \frac{\chi^3(p)}{p^{2s+2}}\right) & \text{if } p \nmid \alpha r, \\
p^{\beta-1/2} \frac{\chi((\delta-1)/2(p)}{p^{(\delta-1)s}} \left(1 - \frac{\chi(p)}{p^{2s}}\right)^{-1} \left(1 - \frac{\chi(p)}{p^{2s+1}}\right)^{-1} \left(1 - \frac{1}{p}\right) \left(1 - \frac{\chi(p)}{p}\right) \left(1 + \frac{\chi^2(p)}{p^{2s}}\right) & \text{if } p | l_1, \\
\frac{\chi^3(p)}{p^{(\delta-1)s}} \left(1 - \frac{\chi(p)}{p^{2s}}\right)^{-1} \left(1 - \frac{\chi(p)}{p^{2s+1}}\right)^{-1} \left(1 - \frac{1}{p}\right) \left(1 - \frac{\chi^2(p)}{p^2}\right) & \text{if } p | l, \text{ but } p \nmid l_1.
\end{cases}
\end{align*}
\]

(4.42)

To prove (4.42), note that the cases \( p | \alpha r \) are immediate from (4.19), (4.26) and (4.27). For the cases \( p | l \) and \( p \nmid \alpha r \) we use Lemma 2.2 and (4.26). In the latter case the factors are

\[
\begin{align*}
&\left(1 - \frac{1}{p}\right) \left(1 - \frac{\chi(p)}{p}\right) \sum_{\gamma=0}^{\infty} \frac{\chi^\gamma(p)}{p^{2\gamma s}} \sum_{\beta=0}^{\infty} \frac{1}{p^\beta} \sum_{\delta=0}^{\beta} \chi^\delta(p) \frac{G_{p^{2\gamma}}(p^\beta)}{p^{\beta/2}} \\
&= \left(1 - \frac{1}{p}\right) \left(1 - \frac{\chi(p)}{p}\right) \sum_{\gamma=0}^{\infty} \frac{\chi^\gamma(p)}{p^{2\gamma s}} \\
&\times \left(1 + \left(1 - \frac{1}{p}\right) \sum_{\beta=1}^{\infty} \frac{1}{p^{\beta}} \sum_{\delta=0}^{\beta} \chi^\delta(p) + \frac{1}{p^{\gamma+1}} \sum_{\beta=0}^{\infty} \chi^\beta(p)\right) \\
\end{align*}
\]

(4.43)
Using the identity

$$1 + (1 - y) \sum_{\beta=1}^{\gamma} y^\beta \sum_{\delta=0}^{2\beta} x^\delta + y^{\gamma+1} \sum_{\beta=0}^{2\gamma+1} x^\beta = y + \frac{1 + xy}{1 - x^2y} \left(1 - (x^2y)^{\gamma+1}\right)$$

the display in (4.43) is equal to

$$\left(1 - \frac{1}{p}\right) \left(1 - \frac{\chi(p)}{p}\right) \left(1 + \frac{1 + \chi(p)}{p}\right)$$

$$+ \sum_{\gamma=1}^{\infty} \frac{\chi(p)}{p^{2\gamma}} \left(\frac{1}{p} + \frac{1 + \chi(p)}{1 - \frac{\chi^2(p)}{p^2}} - 1\right) - \frac{\chi^2(p)}{p} \left(1 + \frac{\chi(p)}{p} - 1\right)$$

$$= \left(1 - \frac{1}{p}\right) \left(1 - \frac{\chi(p)}{p}\right) \left(1 + \frac{1 + \chi(p)}{p}\right)$$

$$+ \left(\frac{1}{p} + \frac{1 + \chi(p)}{1 - \frac{\chi^2(p)}{p^2}} - 1\right) - \frac{\chi^2(p)}{p} \left(1 + \frac{\chi(p)}{p} - 1\right)$$

$$= \left(1 - \frac{\chi(p)}{p^{2s}}\right)^{-1} \left(1 - \frac{\chi^3(p)}{p^{2s+1}}\right)^{-1} \left(1 - \frac{1}{p}\right) \left(1 - \frac{\chi(p)}{p}\right) \left(1 + \frac{1 + \chi(p)}{p} - \frac{\chi^3(p)}{p^{2s+2}}\right)$$

(4.44)

which proves the $p \nmid a \mid r$ case in (4.42). The $p \mid l$ cases may be proved in a similar manner.

It follows that the function

$$\mathcal{H}^\ast_{\nu}(s; l, r, \alpha)$$

is holomorphic and bounded for every fixed $\sigma > -1/2$ and so the rapid decay of the $\Gamma$ functions in the integrand in (4.40) permits us to move the path of integration to any vertical line with $-1/2 < c < 1$. Moving to the line $c = \epsilon$ for any $0 < \epsilon < 1/2$ we may complete the sum over $\alpha$ introducing an error that is $\ll l^{e-2}Y^\epsilon-1$. Thus

(4.45)

$$\mathcal{P}_2 = \mathcal{N}_{h,l,r,\psi,\Phi} + O \left(l^{e-2}Y^{\epsilon-1}\right)$$

where

$$\mathcal{N}_{h,l,r,\psi,\Phi} = \frac{4\tilde{F}(0)\varphi_0(l)}{l^{2}R} \Re \left(\frac{L\left(1, \varphi_0 \tilde{\psi}\right)}{2\pi i} \tau \left(\psi \chi_{r/2}\right) \psi \chi_{r/2} \left(2\ell l\right) \right)$$

$$\times \int_{(\epsilon)} \frac{\Gamma^2 \left(\frac{s}{2} + \frac{1}{4}\right) \Gamma_1(s) \mathcal{K}(s; l, r)}{\left(\frac{s}{4} + \frac{1}{2}, \chi_{8h} \psi\right) \left(\frac{s}{4} + \frac{1}{2}, \chi_{8h} \psi\right)} \left(\frac{8\ell q r}{\pi}\right) \frac{s}{s} ds,$$

(4.46)
so

\[ K_\chi(s; l, r) = \left( \frac{\chi(2)}{2^{2s-1}} - 1 \right) K_\chi^*(s; l, r) \]

where we have put

\[ K_\chi^*(s; l, r) = \sum_{\alpha \geq 1} \frac{\mu(\alpha)\chi(\alpha)}{\alpha^{2-2s}} H_\chi^*(s; l, r, \alpha). \]

To derive the factorisation of \( K_\chi(s; l, r) \) given in (4.36), we use (4.41) and (4.42) to write \( K_\chi^*(s; l, r) \) as an Euler product. Firstly, using (4.41), we observe that

\[ K_\chi^*(s; l, r) = \prod_{p \mid lr} H_{\chi, p}^*(s) \sum_{\alpha \geq 1} \frac{\mu(\alpha)\chi(\alpha)}{\alpha^{2-2s}} H_\chi^*(s; l, r, \alpha). \]

and, using (4.42), that the double product inside the summation on the right hand side of (4.48) is

\[ \prod_{p \not\mid lr} \left( 1 + \frac{1 + \chi(p)}{p} - \frac{\chi^2(p)}{p^{2s+2}} \right) \prod_{p \mid lr} \left( 1 + \frac{1 - \chi(p)}{p} - \frac{\chi^3(p)}{p^{2s+1}} \right). \]

Next, observe that the second line of (4.49) is equal to

\[ \prod_{p \mid lr} \left( 1 + \frac{1 + \chi(p)}{p} - \frac{\chi^3(p)}{p^{2s+2}} \right) \prod_{p \mid lr} \left( 1 + \frac{1 - \chi(p)}{p} - \frac{\chi^2(p)}{p^{2s+1}} \right). \]
so the right hand side of (4.48) is

\[
L(2s, \chi) L(2s + 1, \chi^3) \prod_{p \nmid q} H^*_{\chi, p}(s) \left( 1 - \frac{\chi(p)}{p^{2s}} \right) \left( 1 - \frac{\chi^3(p)}{p^{2s+1}} \right) \\
\times \prod_{p \mid q} \left( 1 - \frac{1}{p} \right) \left( 1 - \frac{\chi(p)}{p} \right) \left( 1 + \frac{1 + \chi(p)}{p} - \frac{\chi^3(p)}{p^{2s+2}} \right) \\
\times \sum_{\alpha \geq 1 \atop (\alpha, q) = 1} \frac{\mu(\alpha)\chi(\alpha)}{\alpha^{2-2s}} \prod_{p \mid \alpha} \frac{1 - \frac{\chi^2(p)}{p^{2s+1}}}{1 + \frac{1 + \chi(p)}{p} - \frac{\chi^3(p)}{p^{2s+2}}}.
\]

\[
= L(2s, \chi) L(2s + 1, \chi^3) A_{r/q} (2s + 1, \chi^3) \prod_{p \nmid q} H^*_{\chi, p}(s) \left( 1 - \frac{\chi(p)}{p^{2s}} \right) \left( 1 - \frac{\chi^3(p)}{p^{2s+1}} \right) \\
\times \prod_{p \mid q} \left( 1 - \frac{1}{p} \right) \left( 1 - \frac{\chi(p)}{p} \right) \left( 1 + \frac{1 + \chi(p)}{p} + \frac{\chi^2(p)}{p^2} - \frac{\chi(p)}{p^{2s}} \right) \left( \frac{\chi^3(p)}{p^{2s+2}} + p^{2s} \right)
\]

(4.50)

and we note that the Euler product in (4.50) is holomorphic and bounded for any fixed $-1/2 < \sigma < 1/2$. To complete the proof we use (4.42) to express the $p \mid l$ cases. \(\square\)

4.1.2. **Bounds on the remaining non-diagonal terms.** In this section we show that the sums and integral defining \(R\) in (4.35) are absolutely convergent and find a suitable bound for \(R\). Firstly, from the definition (4.6) and Lemma 2.4, we observe that the terms with \(n > X^{1+\epsilon}\) are exponentially decreasing in \(X\), so the \(k\)th term in (4.6) is

\[
\ll \left| \frac{Y^2 l r X^{\epsilon}}{k} \right|^{\nu}
\]

for any fixed \(\nu > 0\). Since we are also assuming that \(Y^2 l r \ll X^{1/2-\delta}\) for some fixed \(\delta > 0\), we may ignore the terms with \(|k| \geq X^{1/2-\delta}\) in (4.35) (with a new \(\delta\)), which introduces an error that is smaller than any fixed negative power of \(X\). Thus

\[
|R| \ll \sum_{0 < |k| < X^{1/2-\delta}} \sum_{m \in \mathcal{S}(r)} \sum_{\alpha \leq Y \atop (\alpha, q) = 1} \phi(r) \pi \sum_{\varphi \pmod{r}} \frac{2\chi_{bh}(m)d\psi(m)\mu(\alpha)\varphi(\alpha^2 l)}{m^{1/2}\alpha^2 l r \phi(r)} \int_{\epsilon-1/2} D_{\psi, \varphi}(w + 1; k, l, r, \alpha) \\
\times \left( \left\langle \cos \left( \frac{2\pi kh}{r} \right), \varphi \right\rangle f \left( \frac{kmX}{\alpha^2 l r}, w \right) + \left\langle \sin \left( \frac{2\pi kh}{r} \right), \varphi \right\rangle f \left( -\frac{kmX}{\alpha^2 l r}, w \right) \right) \frac{dw}{m w} \\
+ O(X^{-\nu})
\]

(4.51)
for any $\nu > 0$. Soundararajan (5, Lemma 5.2) has shown that $f(\xi, s)$, $\xi \neq 0$, is a holomorphic function of $s$ in $\Re s > -1$, and in the region $-1 < \Re s < 1$ satisfies the bound

$$(4.52) \quad |f(\xi, s)| \ll (1 + |s|)^{-\Re s - 1/2} \exp \left( -\frac{1}{10} \frac{\sqrt{|\xi|}}{X(1 + |s|)} \right) |\xi|^\Re s |\Phi(s)|.$$ 

Thus, by (4.19), (4.52), the Gauss sum bound $\langle \epsilon (kh \cdot j/r), \varphi \rangle \ll r^{1/2}$ and the fact that $\Phi(w) \ll |w|^{-\nu}$ for any $\nu > 0$ because $\Phi(w)$ is compactly supported, we have

$$(4.53) \quad |R| \ll \frac{r^{3/2 + \epsilon}}{12^2 X^{1/2 - \epsilon}} \sum_{0 < |k| < X^{1/2 - \delta}} \sum_{\alpha \leq Y} \frac{1}{|k|^{1/2 - \epsilon} \alpha} \max_{\varphi(\mod r)} \left| G_{\varphi, \varphi}(s; k, l, \alpha) \right|$$

$$\times \left| L \left( s, \psi \varphi \left( \frac{k_1 r/2}{l} \right) \right) L \left( s, \overline{\psi} \varphi \left( \frac{k_1 r/2}{l} \right) \right) \right| \exp \left( -\frac{1}{10|s|Y} \sqrt{\frac{|k|}{l^2}} \right) |ds|/|s|^\nu.$$ 

Using a convexity bound on the path of integration in (4.53) such as $|L(s, \chi)| \leq C(|q||s|)^{1/4}$ due to Kolesnik [2], for instance, and noting that the modulus of the characters in (4.53) is $< qk_1 r^2$, it follows that (4.53) is

$$\ll \frac{r^{3/2 + \epsilon}}{12^2 X^{1/2 - \epsilon}} \sum_{0 < |k| < X^{1/2 - \delta}} \sum_{\alpha \leq Y} \frac{1}{|k|^{1/2 - \epsilon} \alpha} \max_{\varphi(\mod r)} \left| G_{\varphi, \varphi}(s; k, l, \alpha) \right|$$

$$\times \left( \frac{1}{12^2} \right) \exp \left( -\frac{\sqrt{|k|}}{10|s|Y} \right) |ds|/|s|^\nu$$

and, by (4.21), this is

$$\ll \frac{r^{3/2 + \epsilon}}{12^2 X^{1/2 - \epsilon}} \sum_{0 < |k| < X^{1/2 - \delta}} \sum_{\alpha \leq Y} \frac{1}{|k|^{1/2 + 1/4 - \epsilon} \alpha^{1/2}}$$

for any $\nu > 1$. Taking $\nu = 1 + \epsilon$, we conclude that

$$(4.54) \quad |R| \ll \frac{r^{1 + \epsilon} + Y^{1 + \epsilon}}{X^{3/8 - \epsilon}}.$$ 

4.2. The diagonal term. One may begin the evaluation of the diagonal term $P_1$ of $M_2$ in the same way as the diagonal term $D$ in the expected value $E$ that we carried out in Section 3.2. Here the analogue of (3.13) is

$$(4.55) \quad P_1 = P_{h, l, r, X, \psi} + O \left( \frac{X^\epsilon}{l_1^{1/2} r^{1/2 - \epsilon} Y} \right)$$

where

$$P_{h, l, r, X, \psi} = \frac{2\varphi_0(l_1)}{L(2, \varphi_0) l_1^{1/2} r} \sum_{m \in S(r)} \left( \frac{8h}{m} \right) \frac{d_P(m)}{m^{1/2}} \sum_{l} \varphi_0(n) \frac{d_{\psi}(l_1 n^2) \hat{F}_{2, l, m n^2}(0)}{n \prod_{p | ln} (1 + p^{-1})}.$$
and the error term in (4.55) is easily seen because \( d_\psi(m) \ll m^\epsilon \). Using Definition 2.3 to write \( \hat{F}_{2, l_1, mn^2}(0) \) as a double integral and using (3.15), we get

\[
P_{h, l, r, X, \psi} = \frac{\varphi_0(l_1)}{L(2, \varphi_0) \frac{l_1}{2}} \times \frac{1}{2\pi i} \int_{(c > 0)} \Gamma^2 \left( \frac{s}{2} + \frac{1}{4} \right) \Phi(s) \mathcal{L}_\psi(2s + 1; l, r) \left( \frac{8qX}{\pi l_1} \right)^s ds
\]

(4.56)

where

\[
\mathcal{L}_\psi(s; l, r) = \sum_{n=1}^{\infty} \frac{\varphi_0(n) d_\psi(l_1 n^2)}{n^s \prod_{p | l_1} \left( 1 + p^{-1} \right)}
\]

is absolutely convergent for \( \sigma > 1 \).

Next, we note that Soundararajan ([5], Lemma 5.1) has computed the Euler product for \( \mathcal{L}_\psi(s; l, 2q) \); the difference in our case is just the omission of more Euler factors when \( 2q \) is a proper factor of \( r \), thus

\[
\mathcal{L}_\psi(s; l, r) = d_\psi(l_1) \zeta(s) L(s, \psi^2) L(s, \overline{\psi}^2) \eta_\psi(s; l, r)
\]

(4.57)

where

\[
\eta_\psi(s; l, r) = \prod_p \eta_{\psi, p}(s)
\]

is absolutely convergent for \( \sigma > 1/2 \) and the Euler factors are given by

\[
\eta_{\psi, p}(s) = \begin{cases} 
 1 - \frac{1}{p^s} & \text{if } p/q, \\
 1 - \frac{1}{p^s} \left( 1 - \frac{\psi(p^2)}{p^s} \right) \left( 1 - \frac{\overline{\psi}(p^2)}{p^s} \right) & \text{if } p | q, \\
 1 + \frac{1}{1 + p^{-s}} \left( 1 - \frac{1}{p^s} \right) & \text{if } p | l_1, \\
 1 + \frac{1}{1 + p^{-s}} \left( 1 - \frac{1}{p^s} \right) & \text{if } p | l \text{ but } p \nmid l_1, \\
 1 - \frac{\varphi_0(p)}{p^{s-1}} \left( 1 - \frac{1}{p^s} \right) + \frac{1}{p^{s-1} (p+1)} - \frac{1}{p^s} - \frac{1}{p^{2s} (p+1)} & \text{if } p | lr.
\end{cases}
\]

(4.58)

Due to the rapid decay of the \( \Gamma \) function and \( \Phi \) on vertical lines, we may move the path of integration in (4.56) to the line \( c = \epsilon - 1/4 \) for some fixed \( 0 < \epsilon < 1/4 \) so that (4.56) is
equal to

$$\frac{\varphi_0(l_1)d_\psi(l_1)}{L(2, \varphi_0)^{1/2}}$$

$$\times \text{Res} \left( \frac{\Gamma^2 \left( \frac{s}{2} + \frac{1}{4} \right) \Phi(s) \zeta(2s + 1)L(2s + 1, \psi^2)L(2s + 1, \overline{\psi}^2)\eta_\psi(2s + 1; l, r)}{\Gamma^2 \left( \frac{1}{4} \right) A_{r/q}(s + \frac{1}{2}, \chi_{sh\psi}) A_{r/q}(s + \frac{1}{2}, \overline{\chi_{sh\psi}}) s} \left( \frac{8qX}{\pi l_1} \right)^s : s = 0 \right)$$

$$+ O \left( \frac{t^{\varepsilon/2-1}}{X^{1/4-\varepsilon}} \right).$$

(4.59)

Combining the error terms \[1.2\], \[4.55\], \[4.54\], \[4.51\] and \[4.55\], we obtain the error term \[1.10\] of Theorem \[1.2\]. Finally, to get the diagonal main terms, we evaluate the residue in \[4.59\]. Since

$$\frac{\zeta(2s + 1)}{s} = \frac{1}{2s^2} + \frac{\gamma}{s} + O(1)$$

as \(s \to 1\), the residue is

$$\frac{\hat{\phi}(0) \left| L(1, \psi^2) \right|^2 \eta_\psi(1; l, r)}{\left| A_{r/q}(\frac{1}{4}, \chi_{sh\psi}) \right|^2} \left( \frac{\log X}{2} + \gamma \right)$$

$$+ \frac{1}{2} \frac{d}{ds} \left( \frac{\varphi_0(\psi^2) L(2s + 1, \psi^2)L(2s + 1, \overline{\psi}^2)\eta_\psi(2s + 1; l, r)}{\Gamma^2 \left( \frac{1}{4} \right) A_{r/q}(s + \frac{1}{2}, \chi_{sh\psi}) A_{r/q}(s + \frac{1}{2}, \overline{\chi_{sh\psi}}) s} \right) \bigg|_{s=0},$$

which completes our proof of Theorem \[1.2\].

4.3. The non-diagonal main term when \(\psi\) is quartic. For simplicity take \(l = 1\), \(r = 2q\) and let \(\psi\) be a fixed even primitive non-quadratic quartic character so \(\psi^4 = \psi_0\) and \(\psi^2 \neq \psi_0\). The integral representation in \[4.46\] reduces to

$$\frac{\hat{\phi}(0)}{q^2} \Re \left( \frac{L \left( 1, \varphi_0 \psi^2 \right) \tau(\psi) \psi(2h)}{2\pi i} \int \frac{\Gamma^2 \left( \frac{s}{2} + \frac{1}{4} \right) \Gamma_1(s)K_{\psi^2}(s; 1, 2)}{\Gamma^2 \left( \frac{1}{4} \right)} \left( \frac{16q}{\pi} \right)^s ds \right).$$

(4.60)

By \[4.36\], the fact that \(\psi^2 = \psi^6\) is real and \(\psi^4 = \psi^8 = \psi_0\), we have

$$K_{\psi^2}(s; 1, 2) = 2^{1-2s} \psi^2(2)L(2s, \psi^2)L(2s + 1, \psi^2) \left( 1 - \frac{\psi^2(2)}{2^{1-2s}} \right) \left( 1 + \frac{\psi^2(2)}{2^{1-2s}} \right) E_{\psi^2}(s; 1, 2q)$$

where

$$E_{\psi^2}(s; 1, 2q) = \prod_{p \text{ odd}} \left( 1 - \frac{1}{p} \right) \left( 1 - \frac{\psi(p^2)}{p} \right) \left( 1 + \frac{1 + \psi(p^2)}{p} + \frac{1}{p^3} - \frac{\psi(p^2)}{p^2} \left( \frac{1}{p^{2s}} + p^{2s} \right) \right).$$
so the integrand in (4.60) is
\[
\frac{J_{\psi^2}(s; 1, 2q)}{s} = \frac{2\psi^2(2)}{\Gamma^2\left(\frac{1}{2}\right)} s \left(1 - \frac{\psi^2(2)}{2^{1+2s}}\right) \left(1 - \frac{\psi^2(2)}{2^{1-2s}}\right) E_{\psi^2}(s; 1, 2q)
\]
(4.61)
\[
\times \left(\frac{4q}{\pi}\right)^s \Gamma^2\left(\frac{s}{2} + \frac{1}{4}\right) \Gamma_1(s)L(2s, \psi^2) L(2s + 1, \psi^2).
\]

In the case \(\psi = 1\), Soundararajan [5] noticed that the functional equation of \(\zeta(s)\) and the fact that \(E_1(s; l, 2q) = E_1(-s; l, 2q)\) imply that \(J_1(s; l, 2q)\) is an even function of \(s\), i.e. \(J_1(s; l, 2q) = J_1(-s; l, 2q)\), so Cauchy’s theorem implies that
\[
\frac{1}{2\pi i} \int_{(c)} J_1(s; l, 2q) \frac{ds}{s} = \frac{1}{2} \text{Res} \left( \frac{J_1(s; l, 2q)}{s} : s = 0 \right).
\]
For \(l = 1\) and a primitive character \(\chi\) the functional equation of the \(L\)-function \(L(s, \chi)\) implies that \(J_\chi(s; 1, 2q) = \tau^2(\chi)J_\chi(-s; 1, 2q)\). In our case \(\chi = \psi^2\) is real and non-principal so we have even symmetry, i.e.
\[
\frac{1}{2\pi i} \int_{(c)} J_{\psi^2}(s; 1, 2q) \frac{ds}{s} = \frac{1}{1 + \tau^2(\psi^2)} \text{Res} \left( \frac{J_{\psi^2}(s; 1, 2q)}{s} : s = 0 \right)
\]
and so (4.60) is the real part of
\[
\frac{\Phi(0)L\left(1, \varphi_0\psi^2\right)}{q^2(1 + \tau^2(\psi^2))} \tau(\psi) \psi(2h) \text{Res} \left( \frac{J_{\psi^2}(s; 1, 2q)}{s} : s = 0 \right)
\]
in which the pole at \(s = 0\) is of order 2 due to the factor \(\Gamma_1(s)/s\). Since
\[
\frac{\Gamma_1(s)}{s} = \frac{\Gamma(s + 1)}{(2\pi)s^2} + \frac{\pi\Gamma(s + 1)}{2(2\pi)s} + O(1)
\]
as \(s \to 0\), the residue is
\[
\frac{d}{ds} \left. \frac{\Gamma(s + 1)\Gamma^2\left(\frac{s}{2} + \frac{1}{4}\right)}{\Gamma^2\left(\frac{1}{4}\right)} \right|_{s=0} = \frac{\pi}{2} K_{\psi^2}(0; 1, 2)
\]
\[
= \frac{d}{ds} \left. K_{\psi^2}(0; 1, 2q) + \left(s + \frac{2\Gamma\left(\frac{1}{4}\right)}{\Gamma\left(\frac{1}{4}\right)} + \log\left(\frac{8q}{\pi^2}\right) + \frac{\pi}{2}\right) K_{\psi^2}(0; 1, 2q)\right).
\]

4.4. **The expected value of the non-diagonal terms.** We conclude by noting that the expected value of the non-diagonal terms \(\mathcal{P}_2\) over the group \(h \in \mathbb{Z}_r^{\times}\) is zero. From (4.34) for instance, the expected value introduces a factor
\[
(4.62) \sum_{\substack{h \pmod{r} \atop (h, r) = 1}} \overline{\psi}\chi_{r/2}(h) \left(\frac{h}{m}\right)
\]
for each odd \(m \in S(r)\), in which the Kronecker symbol \(\left(\frac{\cdot}{m}\right)\) is a character of modulus \(m\) induced by a character of modulus \(m_0|\cdot r\). Since \(\overline{\psi}\chi_{r/2}\) is non-principal, (4.62) is zero by character orthogonality, which proves our remark after the statement of Theorem 1.2.
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