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Abstract—Optimization of power distribution system topology is complicated by the requirement that the system be operated in a radial configuration. In this paper, we discuss existing methods for enforcing radiality constraints and introduce two new formulations that enable optimization over partially energized or islanded network topologies. The first builds on methods that use so-called parent-child constraints, but enforces those constraints on an abstracted network which enables an equivalent formulation with significantly less variables and constraints. The second formulation builds on existing approaches which directly generate constraints disallowing loops, and through an iterative approach seeks to limit the number of these constraints which must be enforced. These two new radiality constraint methods as well as two existing approaches are incorporated in otherwise identical OPF formulations which model an optimal power shut-off problem, where the utility of partially energized network configurations is harnessed to mitigate wildfire risk. Through tests on a medium-sized distribution feeder, we show that the two proposed approaches are significantly faster than existing methods and reliably obtain optimal solutions.
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I. INTRODUCTION

A. Motivation

Greater penetration of variable renewable energy resources and more frequent incidence of severe weather events due to global warming is increasing the need for flexible power distribution systems. Allowing changes in distribution network topology is one useful method for introducing such flexibility. Topology modification/optimization is typically used to restore power to customers following a fault [11], [12], [13], and has been proposed for load balancing and loss minimization [4], [5], [6], [7], [8], [9]. In contrast to transmission grids, which are typically operated as a meshed system (i.e. with loops), distribution grids are generally operated in radial configurations (i.e. with a tree-like topology) in order to simplify fault isolation and protection. While distribution grids contain switches to enable topology changes, any change must result in a radial configuration. When optimizing distribution system topology, it is therefore necessary to include radiality constraints to preclude the formation of any loops. Because of this, radiality constraints are a key ingredient in a wide variety of problems.

The use of switching to improve operations, improve fault isolation and reduce restoration times has received increased attention in recent years [1], [2], [10]. An emerging problem of interest is wildfire risk mitigation, where utilities implement public safety power shut-offs to prevent wildfire ignitions. When balancing risk minimization and load served in the context of wildfire prevention, flexible power distribution grids are preferable, as they allow for more targeted power shut-offs [11]. However, flexibility-enhancing grid features such as distributed generation and switching capabilities complicate the task of maintaining radial configurations. To address this problem, this paper proposes and benchmarks different formulations of radiality constraints, which are capable of ensuring radiality even in complex network configurations such as partially-energized states or islanded microgrids.

B. Relevant Literature on Radiality in Distribution Systems

Research on distribution system reconfiguration initially focused on heuristics, before eventually employing meta-heuristics and formal optimization techniques. An excellent description of important heuristic methods can be found in [6], summarized as follows: The method in [12] starts from a configuration where all switches are closed, then successively open switches based on a proxy for loss minimization until radiality is achieved. The method in [13] instead starts from a radial configuration and flips the statuses of a chosen sequence of switch pairs (one closed and one open) to minimize losses while maintaining radiality. Methods based on [13] made modifications to switching operation criteria such as the measure of network losses [7], [14], [15], [16], or switch locations [17].

While heuristic approaches are quite fast, methods based on mathematical optimization have the benefit of guaranteeing optimality of the solution. There are two main types of radiality constraint formulations in the literature, loop-based formulations and parent-child formulations. Loop-based formulations, which enforce radiality by explicitly requiring that each potential loop contain an open switch, have been used in [18], [19]. However, while loop-based formulations are conceptually simple, they introduce one constraint per loop and the process of producing and enforcing these constraints can represent a significant computational burden. Since the direction of power flow in distribution system cannot be determined a priori, the problem of enumerating all potential...
loops is equivalent to finding all simple cycles in an undirected graph. Efficient methods have been proposed for the enumeration of cycles in directed graphs [20] or restricted classes of cycles in undirected graphs [21], but the authors are not aware of any successful attempts to extend these to the enumeration of general simple cycles in undirected graphs. In [22], a clever method to solve this problem through the construction of a loop basis is proposed, but it remains unclear how this compares to immediately seeking to enumerate all cycles.

Another category of radiality constraint that should be acknowledged is those which exactly specify the number of active lines in the system, in general requiring that the number of active lines be equal to one less than the number of buses. Though this constraint alone was shown by [23] to be insufficient, methods such as that proposed in [24] have added additional constraints to fix this issue and enable consideration of multiple substations/islanded operation of DERs. Despite this, such methods require that decisions on whether or not to island a portion of the grid are made a priori. Additionally, there is no support for operating the grid in partially-energized configurations.

In contrast to loop-based formulations and approaches which constrain global properties like the number of active lines, so-called parent-child formulations prevent loops through local inter-nodal relationships. In [6], a radiality constraint formulation was introduced which made use of parent-child relationships between adjacent network nodes to shape the network into a spanning tree. The substation node, required to have no parent nodes, functioned as the root of the tree. While the constraints from [6] ensure radiality under many conditions, [23] showed that they no longer guarantee radiality if the network is split into several connected components. Such disconnected topologies are often infeasible with respect to the power flow equations and are discarded, somewhat masking this deficiency [25]. However, there are cases in which such split configurations are in fact power flow feasible due to distributed generation or back-feeding from another substation, and/or are necessary to model partly de-energized networks due to, e.g., fault isolation [2] or wildfire-related public safety power shut-offs [26]. In [11] the radiality constraints presented in [6] were extended to ensure the radiality of networks in such configurations by introducing the concept of a virtual source and virtual flow.

C. Contributions

A weakness of the parent-child approach to radiality constraints, as defined in [6], is that it is necessary to associate two binary variables with each line in order to track the parent-child relationship between its endpoint nodes. In also representing the relationship of each node with the virtual source, the formulation in [11] requires an even greater number of binary variables. Furthermore, the loop-based approach suffers from the lack of efficient loop enumeration algorithms, limiting the scalability of the method. Thus, the existing methods to represent radiality constraints have shown severe limits on scalability. This paper attempts to address this problem by proposing two new methods for enforcing radiality constraints, (i) an equivalent parent-child formulation based on an abstracted network representation and (ii) an iterative approach to identify only the most important loop constraints. We further introduce an optimization model to identify optimal power shut-offs in the context of wildfire risk into which the different radiality constraint formulations are integrated. This model allows us to test the efficacy of our formulations in the context of a problem that includes both de-energization and islanded operation. In our a case study, we compare the proposed radiality constraint formulations to existing approaches both in terms of the number of constraints and variables, and in terms of solution times. We find that the proposed formulations achieve speed-ups of more than 10-20 times on challenging instances.

II. OPTIMIZING ISLANDING AND DE-ENERGIZATION IN DISTRIBUTION GRID OPERATIONS

The focus of the distribution grid optimization problem discussed in this paper is to optimize the system topology to (i) isolate parts of the system that need to be de-energized and (ii) form islanded microgrids while maintaining a radial grid topology. While similar problems arise in the context of fault isolation and post-fault restoration, we consider the problem of implementing public safety power shut-offs where parts of the grid is de-energized to reduce the risk of wildfire ignitions. Specifically, we are interested in understanding how to best balance wildfire risk mitigation (through de-energization) and the wish to continue to serve power to as many customers as possible. A related version of this problem, which we refer to as the optimal power shut-off problem, was discussed for transmission grids in [26]. Here, we develop a similar, yet distinct version of this problem that allows us to investigate shut-offs in the distribution grid. This section first presents a proposed abstraction for distribution grids, before discussing the mathematical formulation of the optimal shut-off problem.

A. Distribution Grid Abstraction

We consider a power distribution network with with a set of nodes $\mathcal{N}$, a set of lines $\mathcal{L}$ and a set of lines with switches $\mathcal{S} \subset \mathcal{L}$. Nodes are indexed by single subscripts $n \in \mathcal{N}$, while lines are indexed by their number $l$, their from bus $i$ and their to bus $j$, i.e. $lij \in \mathcal{L}$. The indexing variable $l$ is employed to accommodate a situation where two nodes are connected by multiple switched lines.

1) Definition of Load Blocks: Because switches are not available at each line and each node, shutting down an individual line or node is typically not possible. As a result, if we want to de-energize a given line or node, we have to de-energize a larger part of the network. We refer to the parts that can be de-energized at the same time as load blocks, i.e. parts of the network that are internally connected by non-switchable lines and connected to other load blocks through switchable lines. The load blocks can be identified by opening all of the
switches in a power system and noting the islands that form, and each block has an internal topology that is immutable (i.e., cannot be changed). We denote the set of load blocks by $B$, the set of nodes $i$ belonging in load block $m$ as $i \in N_m$, and the mapping between nodes and load blocks through the vector $NB \in \mathbb{R}^{|N|}$ which contains the assigned load block $b$ for each node $n$, i.e., $NB_n = b$.

2) Network abstraction: In our proposed network abstraction, the load blocks $B$ make up the nodes, while switched lines $S$, which represent the connections between load blocks, make up the edges.

The abstracted network is helpful when discussing both partial de-energization of the grid and constraints that enforce radial topologies.

- **De-energization:** Since it is necessary to isolate energized and de-energized parts of the grid by a switch, the load blocks represent the smallest units for which we can make independent energization/de-energization decisions.

- **Radial operation:** For radial grid operation to be possible (regardless of switch status) each of these load blocks are internally radial, i.e., there are no loops within them. As a result, the radiality of the network as a whole can be assured by preventing loops in the abstracted network, i.e. loops made up of load blocks.

3) Switching and Energization Constraints in the Abstracted Network: For each load block $m \in B$ we define a binary energization variable $z_m$, where $z_m = 1$ and $z_m = 0$ indicates that the node is energized or de-energized, respectively. For the lines with switches, define the binary variable $s_{lmn}$, where $s_{lmn} = 1$ denotes a closed switch and $s_{lmn} = 0$ an open switch. These energization $z$ and switching $s$ govern the energization status and topology of our grid. A general requirement for the switching status is as follows: if two load blocks are connected by a closed switch, then they have the same energization status (i.e., they are either both energized or both de-energized), Stated mathematically, we have that any two load blocks $m$ and $n$ connected by a switched line $s_{lmn}$ must satisfy the following constraints,

$$z_m \geq s_{lmn} + z_n - 1 \quad (1a)$$

$$z_n \geq s_{lmn} + z_m - 1 \quad (1b)$$

If $s_{lmn} = 1$ (the switch is closed), then $z_m = z_n$. Otherwise if $s_{lmn} = 0$ (the switch is open), there is no constraint on the energization statuses of $m$ and $n$ ($z_m$ and $z_n$) with respect to each other. It can be verified that these constraints ensure that de-energized load blocks are properly separated from the energized parts of the network, but they do not preclude the possibility of an islanded load block that remains energized through distributed generation (despite being disconnected from the substations).

B. Optimal Islanding and De-Energization

In the following, we describe the mathematical formulation for a distribution grid problem with islanding and de-energization. To make the formulation concrete, we discuss optimal power shut-off problem to reduce wildfire risk, but the formulation could easily be adapted to consider other objectives or problem variants.

1) Objective Function: Our objective is to minimize total risk of the system, while maximizing the total load served to all customers. This is expressed as

$$\min \sum_{b \in B} R_b z_b (1 - \alpha) - \sum_{b \in B} D_b z_b \alpha \quad (2)$$

Here, the first term represent the wildfire risk of the load blocks. The wildfire risk associated with keeping load block $b$ energized is represented by $R_b$, which is the sum of the wildfire risk associated with all lines in load block $b$, i.e. $R_b = \sum_{l \in L_b} R_l$ where $L_b$ is the set of lines in load block $b$ and $R_l$ is their corresponding wildfire risk. Examples of how to define the risk values $R_l$ can be found in, e.g., [26], [27]. If the load block is de-energized $z_b = 0$, the wildfire risk is reduced to zero. The second term of the objective function tracks how much total load is being served, with $D_b$ representing the sum of the loads at all nodes in load block $b$, i.e. $D_b = \sum_{k \in N_b} p_{dk}$ where $p_{dk}$ is the active power demand on node $k$. If $z_b = 0$, no load is served. The $\alpha$ is a trade-off parameter which determines the relative importance of each part of the objective. Choosing different values for $\alpha$ allows for adjustment between the extremes of total focus on risk minimization ($\alpha = 0$) or on the maximization of load served ($\alpha = 1$).

2) Power Flow and Voltage Constraints: The power flow and voltage at each bus are calculated using a linearized and lossless version of the DistFlow equations, referred to as LinDistFlow [28], but adapted to include energization variables for nodes and lines. Eqs. (3a), (3b) represent the active and reactive power balance of each node $i \in N$, with $z_i$ accounting for the energization status of the corresponding load block and $w_i$ representing the voltage magnitude squared. The variables $p_{lij}$, $q_{lij}$ represent the active and reactive power flows on line $lij$. The sets $G_i$, $D_i$, and $H_i$ represent the generators, loads, and shunt elements, respectively, which are connected at node $i$. Sums are performed over individual elements $k$ within these sets, necessitating the variables $p_gk$ and $q_gk$ for active and reactive power generated by generator $k$, $p_{dk}$ and $q_{dk}$ for active and reactive power demanded by load $k$, and finally $g_{hk}$ and $b_{hk}$ for the shunt conductance and susceptance of shunt element $k$. The set $L_i^+$ refers to the lines $lij \in L$ for which node $i$ is the ‘from’ node, while $L_i^−$ refers to lines $lij \in L$ for which node $i$ is the ‘to’ node.

$$\sum_{l \in L_i^+} p_{lij} - \sum_{l \in L_i^-} p_{lij} = z_m \left( \sum_{k \in G_i} p_gk - \sum_{k \in D_i} p_{dk} - \sum_{k \in H_i} g_{hk} w_i \right) \quad \text{with } m = NB_i, \forall i \in N \quad (3a)$$

$$\sum_{l \in L_i^+} q_{lij} - \sum_{l \in L_i^-} q_{lij} = z_m \left( \sum_{k \in G_i} q_gk - \sum_{k \in D_i} q_{dk} - \sum_{k \in H_i} b_{hk} w_i \right) \quad \text{with } m = NB_i, \forall i \in N \quad (3b)$$
Eqs. (3c), (3d) represent the LinDistFlow voltage drop equations for switched lines [3c], [3d] and non-switched lines [3e], [3f]. While the standard LinDistFlow equations are linear equality constraints, we represent them equivalently as two linear inequality constraints to account for energizing and switching status of the lines.

\[
\begin{align*}
  w_i & \leq w_i - 2(r_ip_{lik} + x_ip_{lik}) + M(1 - z_m) \\
  w_i & \geq w_i - 2(r_ip_{lik} + x_ip_{lik}) - M(1 - z_m) \\
  \forall (ij) \in L, \text{ with } NB_i = NB_j = m \\
  w_j & \leq w_i - 2(r_ip_{lik} + x_ip_{lik}) + M(1 - s_{lmn}) \\
  w_j & \geq w_i - 2(r_ip_{lik} + x_ip_{lik}) - M(1 - s_{lmn}) \\
  \forall lmn \in S, \text{ with } NB_i = m, \text{ } NB_j = n
\end{align*}
\]

Eqs. (3c), (3d) represent the case where the two nodes \( i \) and \( j \) belong to the same load block with a common the energization variable \( z_m \). Eqs. (3e), (3f) represent the case where the two nodes \( i \) and \( j \) belong to different load blocks separated by a switched line with status variable \( s_{mn} \). If the load block is energized \( z_m = 1 \) or the switch is open \( s_{mn} = 0 \), the corresponding pair of constraints form an equality that represents the voltage drop. If the load block is de-energized \( z_m = 0 \) or the switch is open \( s_{mn} = 0 \), the relationship is relaxed using the Big-M method. In all of these equations, \( p_{lik} \) and \( q_{lik} \) refer to the 'sending side' power flows along line \( l \). Because we are assuming lossless lines, we have that \( p_{lik} = -p_{ki} \) and \( q_{lik} = -q_{ki} \). The voltage magnitudes are kept within bounds by enforcing the following constraint on the squared voltage magnitudes \( w_i \),

\[
(v_i^{\text{min}})^2 \leq w_i \leq (v_i^{\text{max}})^2.
\]

3) Limits on Power Sources and Power Flows: In our model, we assume that power can come either from a substation (i.e., supplied from the bulk grid) or from distributed generation. The amount of power from each source is enforced by the following equations,

\[
\begin{align*}
  & p_{gigo}^{\text{min}} \leq p_{gi} \leq p_{gigo}^{\text{max}} \quad \forall i \in N, \text{ with } m = NB_i, \quad (3h) \\
  & q_{gigo}^{\text{min}} \leq q_{gi} \leq q_{gigo}^{\text{max}} \quad \forall i \in N, \text{ with } m = NB_i, \quad (3i)
\end{align*}
\]

where \( z_m \) is the energization variable of the bus where the generator is connected and the limits on active and reactive power are given by \( p_{gigo}^{\text{min}}, p_{gigo}^{\text{max}} \) and \( q_{gigo}^{\text{min}}, q_{gigo}^{\text{max}} \), respectively. If a generator is a substation, we set \( p_{gigo}^{\text{min}} = q_{gigo}^{\text{min}} = -\infty \) and \( p_{gigo}^{\text{max}} = q_{gigo}^{\text{max}} = \infty \). Further, we limit the amount of power flowing from node \( i \) to node \( j \) by

\[
\begin{align*}
  -p_{i}^{\text{max}} \leq & \ p_{lmn} \leq p_{i}^{\text{max}} \\
  -q_{i}^{\text{max}} \leq & \ q_{lmn} \leq q_{i}^{\text{max}} \\
  \forall lmn \in L, \text{ with } NB_i = NB_j = b \\
  -p_{i}^{\text{max}} \leq & \ p_{l}^{\text{max}} \leq p_{i}^{\text{max}} \\
  -q_{i}^{\text{max}} \leq & \ q_{l}^{\text{max}} \leq q_{i}^{\text{max}} \\
  \forall lmn \in S
\end{align*}
\]

where the two first equations represent power flows on lines that are internal to a load block, while the two last represent power flows on switched lines that connect load blocks.

4) Switching Constraints: We include the switching constraints (1) to ensure that energized and de-energized parts of the network are appropriately isolated from one another.

5) Radiality Constraints: Finally, we need to include radiality constraints to ensure that the system operates in a radial topology. There are multiple ways of incorporating radiality constraints, as discussed in detail in the next section.

III. EFFICIENT REPRESENTATION OF RADIALITY CONSTRAINTS IN SYSTEMS WITH DE-ENERGIZATION

In this section, we review two existing methods to represent radiality constraints in distribution grid optimization and propose new versions for each of them.

A. Existing Parent-Child Representation

The parent-child radiality constraints [1], [6] form a (radial) tree structure by ensuring that each node in the grid has a single parent, except the substation node which acts as a root node. Parent-child relationships are then be associated with network topology, ensuring radiality. This method can be extended to ensure radiality in islanded networks or partially de-energized networks by use of a virtual source proposed in [1], which acts as a universal root node (and is a parent to the original substation node). We review the equations and variables needed for the representation of parent child relationships.

1) Virtual source: If a distribution system is split into multiple islands, it is necessary to introduce a virtual source node \( \mathcal{V} \) in order to ensure radiality in each island. This virtual source node \( \mathcal{V} \) is assumed to have connections (i.e., virtual lines) to all other nodes in the system. We denote the virtual line \( l \) connecting the virtual source \( \mathcal{V} \) to a given node \( n \) as \( \mathcal{V}n \).

2) Parent-child variables: Parent-child relationships are established between adjacent nodes \( m \) and \( n \) via binary \( \beta \) variables. \( \beta_{lmn} = 1 \) means that node \( m \) is the parent of node \( n \), while \( \beta_{nm} = 1 \) indicates that node \( n \) is the parent of node \( m \). If \( \beta_{lmn} = \beta_{nml} = 0 \), there is no connection between the two nodes.

3) Parent-child constraints: We can now define a set of constraints that describe the interconnections between nodes. First, we introduce equations for the virtual node,

\[
\begin{align*}
  \beta_{m\mathcal{V}} &= 0 \quad \forall m \in N, \quad (4a) \\
  \beta_{n\mathcal{V}} &= 1 \quad \forall n \in N_{\mathcal{V}}, \quad (4b)
\end{align*}
\]

where (4a) ensures that the virtual node is the root node (i.e., has no parents among the other \( m \) nodes in the grid) and (4b) ensures that the virtual node is the parent for all substation nodes in \( N_{\mathcal{V}} \). The remaining parent-child constraints are given by

\[
\sum_{l \in \mathcal{L} \cup \mathcal{V}n} \beta_{l\mathcal{V}} = z_n \quad \forall n \in N, \quad (4c)
\]

\[
\beta_{l\mathcal{V}} + \beta_{\mathcal{V}l} = 1 \quad \forall l \in \mathcal{L} \setminus \mathcal{S}, \quad (4d)
\]

\[
\beta_{l\mathcal{V}} + \beta_{l\mathcal{V}} = s_{l\mathcal{V}} \quad \forall l \in \mathcal{S}, \quad (4e)
\]
Here, \( 4c \) ensures that each node \( n \) has either a single parent (if energized), or no parents (if not). This is done through a sum over all real lines for which \( n \) is the ‘from’ node (represented by the set \( L_n^- \)), in addition to the virtual line connecting the virtual source to \( n \) (represented by \( Vn \)). For two nodes \( m \) and \( n \) connected by a non-switched line \( l \in L \setminus S \), \( 4d \) requires that the parent-child relationship is mutually exclusive, i.e. node \( m \) is the parent of node \( n \) or node \( n \) is the parent of node \( m \). For two nodes \( m \) and \( n \) connected by a switched line \( l \in S \), \( 4e \) requires that the parent-child relationship between nodes \( m \) and \( n \) is either mutually exclusive if the switch is closed \( s = 1 \), or there is no relationship if \( s = 0 \).

4) Virtual flow: In a system where all nodes are energized by a single substation, the need to transport power from the substation to individual nodes (in combination with the parent-child relationships) will ensure that there is a radial connection between the substation and each node in the network. However, when parts of the network are islanded (e.g., served through distributed generation), the power flow alone no longer serves this purpose. Instead, we introduce a virtual flow based on \( n \) which flows from a virtual source to all energized nodes in the network.

We denote the virtual flow on line \( l \) from node \( m \) to node \( n \) by \( f_{lmn} \) and assign each node \( n \) in the system a virtual demand of \( d_n \). The fictitious line \( Vn \) is introduced to represent virtual flow directly from the virtual source \( V \) to a node \( n \). We then enforce the following virtual flow constraints,

\[
\begin{align*}
\sum_{l \in L_n^-} f_{lmn} + \sum_{l \in L_n^+} f_{lmn} + f_{lVn} &= 1 & \forall n \in N, \quad (4f) \\
0 \leq f_{lVn} &\leq |N|\beta_{lVn} & \forall l \in L, \quad (4g) \\
-|N| &\leq f_{lmn} \leq |N| & \forall l \in L \setminus S. \quad (4h) \\
-|N|s_{lmn} &\leq f_{lmn} \leq |N|s_{lmn} & \forall l \in S. \quad (4i)
\end{align*}
\]

Conservation of virtual flow at each node is expressed by \( 4f \), where the sums over the lines connected to node \( n \) are split based on whether \( n \) is the ‘from’ node (for lines \( l \in L_n^- \)) or the ‘to’ node (for lines \( l \in L_n^+ \)). Eq. \( 4g \) establishes that virtual flow from \( V \) can only flow to nodes \( n \) that are children of \( V \). If \( \beta_{lVn} = 0 \) (i.e., node \( n \) is not a child of \( V \)), then \( f_{lVn} = 0 \). If \( \beta_{lVn} = 1 \), then the flow can take on any value up to the maximum possible flow, which is equal to the total virtual demand \( \sum_{n \in N} d_n = |N| \). Eq. \( 4h \) sets virtual flow limits to this same maximum on all non-switched lines. \( 4i \) does the same for switched lines, and also ensures that there is no virtual flow on lines with open switches \( (s_{lmn} = 0) \). Since each node can only have one parent and the virtual flow must both reach all nodes and respect borders between system islands, this set of constraint ensures that there is a connection (and corresponding parent-child relationship) between the virtual source and a single node within each islanded group of nodes which acts as the root node of that island. With these constraints, a radial structure is then guaranteed in all parts of the network.

B. Proposed Abstracted Parent-Child Formulation

The proposed, equivalent formulation of the radiality constraints rely on the use of the network abstraction defined in Section II-A. With this abstraction, we can formulate the radiality constraints with a simplified set of parent-child constraints

\[
\begin{align*}
\beta_{lVn} &= 0 & \forall m \in B, \quad (5a) \\
\beta_{lVn} &= 1 & \forall n \in B, \quad (5b) \\
\sum_{l \in L_n \cup lVn} \beta_{lVn} &= z_n & \forall n \in B, \quad (5c) \\
\beta_{lmn} + \beta_{lmn} &= s_{lmn} & \forall l \in S. \quad (5d)
\end{align*}
\]

and a simplified set of virtual flow constraints,

\[
\begin{align*}
f_{lVn} + \sum_{l \in L_n^-} f_{lmn} + \sum_{l \in L_n^+} f_{lmn} &= 1 & \forall n \in B, \quad (5e) \\
0 &\leq f_{lVn} \leq |B|\beta_{lVn} & \forall l \in L, \quad (5f) \\
-|B| s_{lmn} &\leq f_{lmn} \leq |B| s_{lmn} & \forall l \in S. \quad (5g)
\end{align*}
\]

Note that these constraints are similar to the constraints for the standard network, except that we consider load blocks \( B \) instead of individual nodes \( N \) and the abstracted network omits any consideration of non-switched lines \( L \setminus S \).

C. Existing Loop-Based Formulation

Another popular way of ensuring radiality is to identify the set of loops that exists in the network if all switches are closed, denoted by the set \( O \), and then implement constraints which ensure that at least one switch around the loop will be open. This algorithm proceeds in two steps.

First, we identify the set \( O \) containing all the loops in the system. This can be done by utilizing the loop-enumeration algorithm in [29], which was also applied in [18].

Second, we use the knowledge regarding the set of possible loops to implement constraints in our problem. Once we have identified the set of loops \( O \), we run a post-processing to identify the set of switches \( S \) associated with each loop \( i \) in \( O \).

Using this information, we enforce that

\[
\sum_{l \in S_i} s_{lmn} \leq |S_i| - 1 & \forall i \in O, \quad (6)
\]

which guarantees that at least one switch in each loop must be open, thus preventing the formation of actual loops.

D. Proposed Constraint Generation Algorithm for Loop-based Formulation

While the loop constraints themselves are conceptually very simple, the difficulty of the enumerating all possible loops grows extremely quickly with network size and number of switches. To mitigate this issue, we propose an iterative algorithm based on constraint generation for systems with a larger number of loops. This iterative algorithm adds a third
term to the objective function specified by (2) that acts as a penalty on closed switches, i.e.,
\[
\min \sum_{b \in B} R_b z_b (1 - \alpha) - \sum_{b \in B} D_b z_b \alpha + \gamma \sum_{l \in S} s_{lmn} \tag{7}
\]

By choosing a penalty value \( \gamma \) that is large enough to encourage switches to be open, yet small enough to allow switches to close when necessary to serve load, it is possible to discourage solutions with loops without interfering with the main aspects of the problem that is solved. It should be noted that \( \gamma \) must be empirically determined and may vary widely between different systems. We use this observation to devise an iterative algorithm for the loop-based radiality constraints.

**Step 0:** Initialize the algorithm with an iteration count \( k = 1 \) and an empty set of loops \( O^{(1)} = \{ \} \).

**Step 1:** Solve an adapted version of the optimization problem with objective (7) and relaxed radiality constraints
\[
\sum_{l \in \mathcal{S}_i} s_{lmn} \leq |\mathcal{S}_i| - 1 \quad \forall i \in O^{(k)} , \tag{8}
\]

**Step 2:** Given the switching status \( s^{(k)} \) obtained with the solution from Step 1, generate the system topology and run the loop-identification algorithm to identify the set of observed loops \( \hat{O}^{(k)} \). If there are no loops in the solution \( |\hat{O}^{(k)}| = 0 \), terminate the algorithm. If \( |\hat{O}^{(k)}| \geq 1 \), add the identified loops to the considered set of loops in the next iteration \( O^{(k+1)} = O^{(k)} \cup \hat{O}^{(k)} \), increase the iteration count to \( k = k+1 \) and return to Step 1.

### IV. Comparison of Problem Variations

In this section, we compare the different methods for representing radiality constraints. We implement the following optimization models:

**I)** **Original Parent-Child (Original P-C)** includes the objective (2), grid constraints (3) and switching constraints (1), as well as the original (non-abstracted) parent-child radiality constraints (4).

**II)** **Abstracted Parent-Child (Abstracted P-C)** includes (2), (3) and (1), as well as the abstracted parent-child radiality constraints (5).

**III)** **Naive Loop-Based (Naive L-B)** includes (2), (3) and (1), as well as the loop-based constraint (6) for all possible loops in the system.

**IV)** **Iterative Loop-Based (Iterative L-B)** includes the objective with a penalty on closed switches (2), (3) and (1), as well as a limited set of the loop-based constraints (8) that is built iteratively. We set the penalty parameter \( \gamma = 10^{-6} \).

All OPF formulations were written in Julia using the JuMP mathematical optimization package [34], and solved with the Gurobi solver [31]. All Gurobi settings were left at the default. The computing platform was a Macbook Pro containing a 3.1 GHz Dual-Core Intel Core i7 and 16GB of DDR3 RAM.

### A. Test Case

We create a test case based on the IEEE 123-bus case. The original documentation for the system, was used to add in switched lines missing from the standard case. Both the case and documentation are available at [32]. Some of these switches enable internal topology changes within the system, while other indicate connections to other feeders. In order to create a larger test system, these "external" switched lines were used to connect 16 copies of the 123 bus case to each other. Generators were placed at the endpoints of switched lines that were not connected to another copy of the network, in order to mimic an interconnection to an even larger system. We also created smaller versions with 2, 4, and 8 copies to enable a discussion of method scalability. The system topologies and associated data can be found in [33].

For simplicity, the risk values for the lines \( R_l \) are obtained by random sampling as described below. To generate synthetic wildfire risk data, we first sample risk values uniformly between 1 and 10 for each load block in the network. This is done to simulate the often-significant variability in risk between adjacent regions (e.g. zero risk for undergrounded lines in an urban area adjacent to overhead lines through a nearby wooded area). Risks for individual lines within load blocks are then sampled from normal distributions centered around the block risk value, with a variance of 0.25. Switches were considered to be short line segments with zero risk.

We note that although we choose to work with randomly generated risk values, those values could easily be replaced by more realistic data obtained from historical records of wildfire risk, as described in e.g. [27].

The OPF formulations were compared with trade-off values \( \alpha \) ranging between 0.0 and 1.0 in increments of 0.1. For each value of \( \alpha \), 10 seed values were varied to produce 10 different problem instances with varying network risk profiles.

A sample plot for a solution of the 16-copy case, created using the PowerPlots package for Julia [34], is shown below.

### B. Comparison of Radiality Constraint Formulations

We first compare important characteristics of the radiality constraints, including the problem size and number of loops.

1) **Problem size with abstracted and non-abstracted parent-child constraints:** The main motivation for applying parent-child constraints to the abstracted network was to increase efficiency through a reduction in the number of necessary binary variables. Thus the primary point of comparison between the abstracted and original parent-child formulations is the number of binary variables as a function of network size. The Original P-C formulation requires \((3|\mathcal{N}|+2|\mathcal{L}|+|\mathcal{S}|+|\mathcal{N}_S|)\) constraints, \((2|\mathcal{L}|+|\mathcal{N}|)\) binary variables, and \((2|\mathcal{L}|)\) continuous variables.

The Abstracted P-C requires \((3|\mathcal{B}|+3|\mathcal{S}|+|\mathcal{N}_S|)\) constraints, \((2|\mathcal{S}|+|\mathcal{B}|)\) binary variables and \((2|\mathcal{S}|)\) continuous variables.

To make the comparison concrete, we provide the above numbers for each formulation and for 1, 2, 4, 8 and 16 connected copies of the IEEE 123-bus case in Table I. We observe that the radiality constraints in the Original P-C requires between 6 and 10 times more constraints and variables.
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Fig. 1. Power shut-off solution for the 16 copy case with the second seed for \( \alpha = 0.5 \). The nodes and lines indicated in red are de-energized parts of the network, while the green nodes and lines are still operating. Substation nodes are indicated in blue (if connected) or yellow (if not).

### TABLE I

| VARIABLE COMPARISON BETWEEN ORIGINAL AND ABSTRACTED PARENT-CHILD METHODS |
|---------------------------------------------------------------|
| Case 1 | Case 2 | Case 4 | Case 8 | Case 16 |
| Buses | 3 | 71 | 94 | 110 | 126 |
| Lines \( L \) | 139 | 277 | 267 | 347 | 432 |
| Switches | 11 | 16 | 33 | 69 | 142 |
| Load Blocks | 9 | 11 | 24 | 48 | 96 |
| Original Parent-Child |
| Constraints | 253 | 476 | 427 | 347 | 278 |
| Binary | 215 | 413 | 822 | 1650 | 3308 |
| Continuous | 144 | 278 | 554 | 1114 | 2236 |
| Abtracted Parent-Child |
| Constraints | 253 | 476 | 427 | 347 | 278 |
| Binary | 31 | 43 | 90 | 186 | 380 |
| Continuous | 22 | 32 | 66 | 138 | 284 |

than the Abstract P-C. The absolute difference in number of variables and constraints is particularly striking for the largest 16 copy system. The difference arises because only a small fraction of the total lines \( L \) have switches \( S \) and the set of buses \( N \) is necessarily larger than the set of load blocks \( B \) for a given network.

2) Number of Loops: The Naive L-B formulation requires that all potential loops in the system are enumerated, and that constraints of the form (6) are enforced for each one. As the number of loops in a system relies on its topology, in addition to the number of nodes, edges and switches, a general formula for loop count is impractical. Instead, Table III lays out the number of loops found in the 1, 2, 4, 8 and 16 copy cases, as well as the computational time required to do the enumeration. For the original system, we only identify 3 loops and the total computation time is less than a second. For case 4, the numbers are 180 loops and 2.39 s, while case 8 identifies 151,632 loops and requires close to 11,000 s. Enumeration for case 16 could not be completed in a reasonable amount of time (designated to be 12 hours, or 43,200 seconds), but within this time, the enumeration algorithm identified close to 600,000 loops. These results indicate that the number of loops, and the time required to compute them, increased dramatically with the size of the network, which is not unexpected.

C. Numerical Comparison

We next solve the distribution grid optimization models making use of three different radiality constraint formulations, the original P-C, the abstracted P-C, and the iterative L-B, were solved for the 16-copy case. The naive L-B formulation is not included in this comparison due to the prohibitively long time required for the loop enumeration/constraint generation step. We solve the problem for 10 different seed values and the full range of alpha values from 0 to 1 in increments of 0.1, giving us a total of 100 problem instances. We compare only the solution times, as all methods converged to the same optimal solution in each instance. The results are summarized in figure 2 below, which plots OPF solution time against the risk-load trade-off value \( \alpha \). Table III gives median, minimum and maximum solve-time (across the 10 seed values tested) for each method and selected values of \( \alpha \).

![Fig. 2. Comparison of Solution Times for the Original P-C (dark blue), the Abstracted P-C (orange) and the Iterative L-B (light blue) for \( \alpha \) from 0 to 1. Plot shows the median solution times across 10 different risk profiles.](image-url)
The optimization model containing the abstracted P-C radiality constraints consistently shows significantly lower computational time compared with original P-C model, especially for $\alpha$ values between 0.5 and 0.9. In this range, the abstracted P-C were on average 20 times faster. For $\alpha = 0.9$, the computation times ranged from 4.98 to 19.18 s for the abstracted P-C, while the original P-C required from 145.91 to 4111.75 s.

The iterative L-B formulation also performed quite well, yielding solution times nearly as fast as those of the abstracted parent-child method. It should be noted that these times include both any necessary loop enumeration, and time taken by the solver after loop constraint generation is complete (across all iterations of the algorithm). Contrasting this performance with the 12+ hours necessary for the naive L-B formulation to enumerate all possible loops suggests that the iterative method must only enumerate a small fraction of these loops. While the number of enumerated loops vary between the different seed and $\alpha$ values, the algorithm only has to enumerate between 0 and 135 loops. We note that the iterative L-B formulation did require some careful tuning penalty factor $\gamma$. Setting $\gamma = 10^{-6}$ was enough to discourage excessively meshed intermediate solutions in the iteration process, while not causing changes to the optimal solution.

D. Analyzing Optimal Shut-Off Solutions

We finally analyze solution sensitivity to two main problem parameters, the trade-off value $\alpha$ and the risk profile.

First, we analyze how the solution changes for different values of $\alpha$. We solve the Abstract P-C model for case 16 with a seed value of 1. In Figure 3 the system risk profile is held constant and aggregate system risk and load served are plotted against values of $\alpha$ from 0 to 1. As $\alpha$ increases, more and more importance is placed on load served in place of risk minimization, explaining the general rise in both factors. Notably, the gap between load and risk increases from $\alpha = 0$ to $\alpha = 0.5$, before decreasing for $\alpha > 0.5$. This characteristic is explained by the fact that, while some increase in risk is necessary to serve more load, the prioritization of risk minimization can depress this behavior. Overall, Figure 3 provides confirmation that our models behave as expected.

Next, we vary the risk profile while keeping $\alpha$ constant at $\alpha = 0.5$ and varying the risk profile by varying the random seed value. Figure 4 shows how risk and load vary as the risk profile vary with the different seeds. We observe that the different risk profiles lead to very different solutions. Such sensitivity to risk profile highlights the necessity of up-to-date risk data and fast optimization to obtain the most effective power shut-off solutions.

V. CONCLUSIONS

This paper proposed two new methods to represent radiality constraints in distribution system optimization, and benchmarked them against existing approaches by solving an optimal power shut-off problem for wildfire risk mitigation on a medium-sized distribution test case. We find that the proposed methods achieve a speed-up of 10-20 times on challenging instances, while identifying the same optimal solutions as existing methods.

These promising results provide several opportunities for future work. In particular, we would like to test the methods on even larger systems and consider problems which require simultaneous consideration of multiple time steps. Further, we would like to investigate other problem variants and the inclusion of more complex power flow formulations, including three-phase unbalanced models and models which include a more realistic treatment of losses.
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