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A B S T R A C T

The spread of the COVID-19 pandemic is observed to follow the shape of “waves” (i.e., the rise and fall of population-adjusted daily new infection cases with time). Different geographic regions of the world have experienced different position and span of these waves over time. The presence and strength of these waves broadly characterize the dynamics of the pandemic spread in a given area, so their characterization is important to draw meaningful intervention and mitigation plans tailored for that area. In this paper, we propose a novel technique to represent the trend of COVID-19 spread as a sequence of a fixed-length text string defined on three symbols: R (rise), S (Steady), and F (fall). These strings, termed as trend strings, enabled us searching for specific patterns in them (such as for waves). After analyzing county-level infection data, we observe that, US counties—despite their wide variation in trend strings—can be grouped into a number of heterogeneous classes each of which might have a representative COVID spread pattern over time (in terms of presence and propensity of waves). To this end, we conduct a latent class analysis to cluster 3142 US counties into four distinct classes based on their wave characteristics for one year pandemic data (January 2020 to January 2021). We observe that counties in each class have distinct socio-demographics, location, and human mobility characteristics. In short summary, counties have differing number of waves (class 1 counties have only one wave and class 3 counties have three) and their positions also vary (class 1 had the wave later in the year whereas class 3 had waves throughout the year). We believe that this way of characterizing pandemic waves would provide better insights in understanding the complex dynamics of COVID-19 spread and its future evolution, and would, therefore, help in taking class-specific policy interventions.

© 2022 Elsevier B.V. All rights reserved.

1. Introduction

The United States is ravaged by the COVID-19 pandemic. Since the first case recorded on January 22, 2020, the country has reported over 86 millions confirmed cases with a death toll exceeding one million [1]. At the onset of more than two full years into the pandemic, it is important to understand the dynamics of the pandemic spread as it have evolved since January 2020. The literature in epidemiology reports that epidemics of infectious diseases are frequently characterized by the presence of one or more “waves” [2–4], where a “wave” represents the rise of the daily infection cases up until a high peak and then declining over time to reach a bottom peak (followed by rising again). The understanding of when and how these waves emerge is very critical to take effective intervention and control measures. Interestingly, different geographic areas of the world (e.g., countries, states, or counties) have experienced different positions and spans of these waves over time as so in the United States, which we study in this paper.

Related work: The rise and fall of cases have been well documented in pandemic history. The famous 1918 Spanish influenza pandemic (1918–1920) reportedly spread through several US and European cities in multiple waves with varying frequency and timing of individual epidemic peaks [5–7]. Mishra et al. [2] recollect pandemic waves in history (from Bubonic plague in 14th century, to Smallpox to present day COVID-19) and analyzed disease spread characteristics.

Various modeling efforts, both mathematical and empirical, have been reported in the literature that attempted to model and describe the dynamic evolution of pandemic spread in the US and other countries. Studies include agent-based simulations and a multiple wave model [8], data-driven model based on Susceptible-Infectious-Removed (SIR) model applied at US county-level and its
other variants such as deterministic SEIR (SIR plus Exposed compartment) model for US state-level infections [9,10], SIR simulations [11], stochastic transmission model [12], spatiotemporal “risk source” model [13], spatiotemporal multivariate time series model (US state-level) [14], Bayesian hierarchical spatiotemporal model (US county-level) [15], and detection and forecast of pandemic waves [16]. Articles [17,17] compared pandemic waves in 2020 and 2021 in different countries and regions and demonstrated that waves differ significantly across regions. Focused studies for specific regions are also available: Africa [18], South-East Asia [19], and Europe [20,21]. The effects of COVID-19 pandemic waves on different socio-economic sectors are also analyzed in the literature: mental health [22], transportation [23], and economy and government responses [24].

While these efforts attempted to model the progress and dynamics of COVID spread for a given geographical unit (country, state, or county), only a few prior works tried to group geographic regions based on their COVID spread patterns. A recent study [14] reported the heterogeneity of COVID-19 transmission patterns across US states in association with the weather or climate factors from March to September 2020. Based on the pandemic data from 18 countries, [8] suggested that the COVID-19 pandemic can be successfully modeled as a series of epidemic waves and identified the presence of three such waves in those countries. Rios et al. [25] applied hierarchical clustering on world countries based on the number of new cases and deaths and tracked the temporal transition of countries across clusters as the COVID-19 pandemic evolved. In contrast, we captured the temporal variation of infection cases across US counties as a pattern string (discussed later) and then clustered the counties based on those pattern string characteristics.

The definition of pandemic waves vary in literature. In addition to usual rise and fall of daily new cases as adopted by most articles [2,17,18,21], other formative definitions exist. Zhang et al. [26] defined waves in terms of a ratio $R$ (the average number of people infected by a single infectious individual) where $R > 1$ and $R < 1$ indicate up-trend and down-trend, respectively. Fisayo and Tsukagoshi [27] designates waves as eventual effect of on human life: direct effect leading to deaths and disability (first wave), effects due to measures taken to limit the spread (second wave), and social determinants of health, and its effects on the next generation (third wave).

Our contribution: In this paper, we analyze the heterogeneity of COVID-19 spread patterns across US counties and their association with particular socio-demographic, location, and human mobility characteristics of those counties over the one year of the pandemic from January 2020 to January 2021. One of the challenges to analyze these spread patterns is that these patterns vary widely across US counties. We postulate that US counties, despite the variations, can be grouped into a number of heterogeneous classes so that same class counties share similar spread patterns and socio-demographic, location, and human mobility characteristics but the characteristics across classes vary. Towards this end, we made two contributions. First, we propose a novel technique to represent the pandemic spread in a county as a text string of a fixed length of three symbols: R (rise), F (fall), and S (Steady), which indicates the year around increase and decline of daily new infection cases in that county. This representation enables us to locate the presence of pandemic waves and to determine their spans and heights in the respective counties. Second, we conduct a clustering analysis using LCA (Latent Class Analysis) to group counties into classes based on their pandemic spread patterns and the associated socio-demographic, location, and mobility factors. Unlike other popular clustering techniques, such as hierarchical clustering [25] and K-means clustering [28], LCA not only produces clusters, but also provides probabilistic support for cluster membership in terms of designated attributes [29], which is very important for analyzing and explaining clusters and their formations.

We conduct the clustering at the county level because counties are arguably the smallest administrative units in the US for coordinating COVID responses. We believe that this way of clustering would help to build different prediction models for different groups for better pandemic forecast and thus would help in taking effective county-level localized preventive measures and resource allocation (e.g., counties with similar trends can choose a similar set of actions).

2. Material and methods

2.1. Data sources and time frame

The datasets used for this study are drawn from heterogeneous sources as listed in Table 1. The sources include John Hopkins COVID-19 data repository [30], Maryland Transportation Institute (MTI) COVID-19 Impact Analysis Platform [31], Google COVID-19 Community Mobility reports [32], and US Census Bureau 2018 [33]. The John Hopkins US dataset contains the county-level daily infection data (daily cumulative confirmed, deaths, and recovered) since the first case in the US (Jan 22, 2020). For the MTI dataset, we extracted data from their publicly available web portal. Google COVID-19 Community Mobility reports contain the percentage change in visitor locations from a baseline in different geographic areas of the world including the US (5’week period from Jan 3 to Feb 6, 2020 was used as the baseline). The report categorizes activity places into a set of commonly referred types, such as retail and recreation, groceries and pharmacies, parks, transit stations, workplaces, and residential. Furthermore, the socio-economic and location attributes of counties are obtained from the US Census Bureau 2010. Multiple datasets are joined using county FIPS (Federal Information Processing Standard) codes.

| Variable                  | Source | Description                                                                 |
|---------------------------|--------|-----------------------------------------------------------------------------|
| COVID-19 Infection rate   | [30]   | Number of daily new cases per 1000 people                                   |
| COVID-19 status           | [31]   | Number of COVID-19 tests completed per 1000 people                        |
| Test completed            | [31]   | Number of daily external trips by infectious persons from out of county    |
| Imported cases            | [31]   | Number of daily external trips by infectious persons from out of county    |
| Social distancing index   | [31]   | Weighted sum of % of people staying home and reduction of human movement in different aspects, such as work trips, non-work trips, and distance traveled. ‘0’ indicates no social distancing; ‘100’ denotes all residents are staying at home and no visitors are entering the county. |
| (An integer from 0–100 measuring the extent of social distancing) |        | Percentage change in visits to non-workplace (retail, recreation, grocery and pharmacy) with respect to the baseline (Jan 3 - Feb 6, 2020) |
| Percentage change in non-workplace visits | [32]   | Percentage change in visits to non-workplace (retail, recreation, grocery and pharmacy) with respect to the baseline (Jan 3 - Feb 6, 2020) |
| Socio-demographic and Location Characteristics |        |                                                                             |
| Age above 60              | [33]   | % of people older than 60 years                                             |
| African-Americans         | [33]   | % of African-Americans                                                     |
| Population Density        | [33]   | Population density as total number of people/total land area (sqmile)       |
| Metro status              | [34]   | Metro status based on 2013 NCHS urban-rural classification; 1=metro, 0=mometro |

Table 1

US County-level Summary Statistics (Number of counties, N = 3142).
Figure 1a shows the daily new infection cases reported in the entire US for one full year from January 22, 2020 to January 21, 2021. As we can observe, there have been a series of ups and downs in the daily infection cases suggesting that the pandemic passed through a series of "waves" (also known as sub-epidemics [8]). Figure 1a clearly demonstrates the presence of three such waves during the one year timeline: the first wave appears between January and May (Jan 22, 2020–May 30, 2020), the second one appears somewhat over the summer (Jun 1, 2020–Sep 18, 2020), and the third one spans the last four months of the year: Sep 19, 2020–Jan 21, 2021). We denote these three time spans as early, mid, and late time window of pandemic waves (we also use the term Window 1, Window 2, and Window 3 interchangeably). Moreover, Fig. 1b shows the fraction of US counties that have exceeded a certain number of daily new cases over the span of the year. It turns out that this fraction also grew in wave-like fashion with occasional jumps here and there as time progressed.

Although the overall US trend line shows a distinct pandemic waves, the county-level infection data are more irregular and curvy and, therefore, do not necessarily resort to clearly visible wave-like pandemic spread trends. We need to process the infection data in a certain way to extract the hidden wave-like spread pattern in them (which we describe next).

3. Method

In this study, we first develop a technique to characterize the COVID-19 spread across US counties based on the presence of wave patterns of daily infection cases over one year time span. Then, we cluster the counties based on their wave patterns.

3.1. Formation of pandemic wave patterns

The pandemic wave of a given geographic area corresponds to the rise/increase of daily new infection cases followed by the fall/decline in daily new cases within a certain span of time. To identify the presence of waves in country-level infection time-series data, we split the entire timeline (Jan 22, 2020 to Jan 21, 2021) into 12 equal length intervals (each interval of length around 30 days). For each interval, we determine whether the daily new infection cases per 1000 population in that interval are growing (rise), or declining (fall), or remaining as steady, by denoting them by three distinct symbols, R, F, and S, respectively. In that, we obtain a 12-letter textual string for each county that represents the year-long pandemic progress in that county. These text strings are then processed to locate the presence of one or more pandemic waves (if any) in respective counties. The symbols used in this paper are shown in Table 2:

\[ I_m(t) = \frac{1}{\kappa} \sum_{\delta=-1}^{\ell} I_d(t + \delta) \]  

(1)

The moving average of the infection rates along days constitutes the trend line of COVID growth in a given county. We then split the entire timeline (366 days) into a set of consecutive intervals each of which has an equal length and analyze the individual time segments for a possible rise and fall trend. Let the length of this interval be D days. In that, we obtain a series of intervals as 1, 2, 3, ..., D, in the entire timeline where D is the total number of days in the time-series data, and \( D = \left \lceil \frac{366}{30} \right \rceil \). We denote an arbitrary interval by \( \ell \) and the associated range of days of the interval as \( T_{\ell} = (T_{\ell-1}, T_{\ell}] \), where \( T_\ell = \ell \times D \) and \( T_0 = 0 \). For one year of infections data at hand and with the consideration of 30-day interval (\( \Delta = 30 \)), we obtain 12 such intervals. In that, the infection time-series data constitutes a sequence of 12 such consecutive intervals.

We subsequently find a piece-wise linear approximation of the curvy trend line per interval for a given county. For that, we run a linear regression on each interval of the time-series data to compute the slope of the line segment that best fits the moving average of the daily news cases with respect to the respective days in that interval. For a given interval \( \ell \), we fit the following linear equation for a county \( i \):

\[ I_m(t) = \alpha_{\ell}^{(i)} + \beta_{\ell}^{(i)} \times t, \quad \text{for } T_{\ell-1} < t \leq T_{\ell} \]  

(2)

where \( \alpha_{\ell}^{(i)} \) and \( \beta_{\ell}^{(i)} \) are the intercept and slope of the estimated line, respectively, for interval \( \ell \) for county \( i \), which are estimated by the Ordinary Least Square (OLS) method.

3.1.2. String representation of trend lines

Once the slopes are obtained, we observe their values for the possible rise and fall trends in the infection rates. Ideally, a positive slope indicates a rise whereas a negative slope indicates a fall during the corresponding interval. The higher value of a positive slope (resp. lower value of a negative slope) means a higher degree

---

**Table 2**

Notations used in this paper.

| Notation | Description |
|----------|-------------|
| \( i \) | Index to denote a county |
| \( N \) | Number of counties |
| \( \ell \) | Time interval index |
| \( t \) | Daily infection rate at time \( t \) at county \( i \) |
| \( \bar{t}^{(i)} \) | Moving average of daily infections |
| \( \beta_{\ell}^{(i)} \) | The slope of the trend line |
| \( \tau \) | The cutoff threshold of slopes for RISE and FALL |
| \( \gamma_{\ell}^{(1)} \) | Pattern string defined on alphabet \( \{R, F, S\} \) |

**Latent Class Analysis**

- \( c \) Index to denote a class/group (total \( C \) classes)
- \( j \) Attribute of a county
- \( K_j \) Possible values of attribute \( j \)
- \( Y_{jk} \) Binary indicator if county \( i \) took value \( k \) for attribute \( j \)
- \( \chi_{ij} \) Covariates of county \( i \)
- \( \rho_{ij} \) Class probabilities or mixing probabilities
- \( \pi_{ck} \) Class-conditional probabilities
- \( \eta_{ck} \) Coefficients of covariates for class \( c \)
of rise (resp. higher degree of fall). We also check the goodness-of-fit measure of the regression by observing its R-squared value ($R^2$), which is a value between 0 and 1, and a higher value indicates higher fit.

To this effect, we set a threshold $\tau$, to designate a cutoff margin for positive and negative slopes to flag the trend as “rise” and “fall”. In particular, if the positive slope is above $\tau$ and the $R^2$ value is higher than 0.75, we flag the change as “rise”. In contrary, if the negative slope falls below $-\tau$ with $R^2 \geq 0.75$, we designate that as “fall”. Otherwise, we designate the trend as “steady” indicating no significant upward or downward changes in daily infection cases during that interval. We use three symbols: $R$, $F$, and $S$, to denote the rise, fall, and steady respectively. In that, the trend of COVID-19 infection cases of each county can be represented as a string of length $L$ defined on the alphabet $\{R, S, F\}$. We refer to this string as the pattern string and denote the pattern string as $\Gamma_i$ for county $i$. Each element of the pattern string, $\Gamma_i^{(\ell)}$, $\ell = \{1, 2, \ldots, L\}$ is calculated as:

$$\Gamma_i^{(\ell)} = \begin{cases} 
R, & \text{if } \beta_i^{(\ell)} > \tau \text{ and } R^2 \geq 0.75 \\
F, & \text{if } \beta_i^{(\ell)} < -\tau \text{ and } R^2 \geq 0.75 \\
S, & \text{otherwise} 
\end{cases} \quad (3)$$

The pattern string in a given county ultimately represents the time varying progress of COVID spread in that county. Figure 2 shows such a pattern string, SSRFSRRFRFR, for a sample US county, Worcester, Maryland.

### 3.1.3. Identification of pandemic waves from pattern strings

The construction of the pattern strings from numerical infection rates enables us to analyze the pandemic trend in a very significant way. For instance, we can search for one of more sub-strings of specific patterns of our interests. In particular, we search for the occurrences of a “wave pattern” expressed by the following regular expression: $R+(S^*)F+$. The pattern intends to match a substring in a given pattern string that contains a series of rises (Rs), followed by zero or more steady cases (S’s), and subsequently followed by one of more falls (F’s). Each occurrence of this wave pattern in the pattern string corresponds to the presence of one pandemic wave in the corresponding county and multiple occurrences indicate multiple waves.

Obviously, each wave should have a rise followed by a fall. But, there are counties where only rises are observed without any fall suggesting that the daily infection cases are monotonically rising. This is usually observed during the late pandemic window (Window 3). We refer to this kind of trend as pure RISE, which is denoted by this regular expression: $(R+(S^*)^+)$ (a series of rises followed by steady cases but NO falls till the end), for Worcester county, as in Fig. 2, we observe that the county experienced three pandemic waves with different degree of intensities (i.e., heights) and a RISE at the end.

We observe that out of 3142 US counties, 1389 counties have one pandemic wave, whereas 1275, 265, and 4 counties have 2, 3, and 4 waves respectively (209 counties have zero waves). For each county, we determine the position, span, and height (the peak infection cases during a wave) of those pandemic waves. We then use these information to cluster the counties into a number of groups that we describe next.

### 3.2. Clustering of pandemic wave patterns

We conducted a Latent Class Analysis (LCA) \[35,36\] to partition 3142 US counties into a small number of heterogeneous groups or classes so that the counties belonging to the same class show similar characteristics in their pandemic waves, while maximizing the heterogeneity across groups. LCA probabilistically assigns counties to different classes based a set of categorical “indicator” variables that are to measure the differences and similarities among counties based on their pandemic spread pattern characteristics. LCA also takes a set of “covariates” to characterize the membership of different counties into different classes so as to analyze what socio-demographic, location, and human mobility characteristics of a county makes the county to belong to a certain class versus the others. LCA constructs two sub-models for the above two tasks and jointly estimate the model parameters. In the following we describe the LCA method followed by the application of LCA for the classification of counties and the fit statistics.

#### 3.2.1. Latent class analysis

LCA is a mixture model that hypothesizes that there is an underlying unobserved categorical variable that divides a collection of entities (two cases, the US counties) into mutually exclusive and exhaustive latent classes \[36,37\]. Suppose each member of a population (here counties, indexed by $i$), contains $J$ indicator variables (indexed by $j$), each of which can take a value from a set of $K_j$ possible values. Let $Y_{i,j,k}$ a binary indicator, such as $Y_{i,j,k} = 1$ if county $i$ takes $k$th outcome for its $j$th categorical variable, and $Y_{i,j,k} = 0$ otherwise. For a given number of classes, say $C$, LCA attempts to simultaneously compute: (a) the probability that a respondent falls into a certain class, denoted by $\rho_c$, for $c = 1, 2, \ldots, C$, and (b) the class-conditional probability, denoted by $\pi_{c,j,k}$, that observation in class $c$ produces the $k$th outcome on the $j$th variable. The probability of observing a certain respondent is, therefore, given by:

$$Pr(Y_{i}|\pi, \rho) = \sum_{c=1}^{C} \rho_c \prod_{j=1}^{J} \prod_{k=1}^{K_j} (\pi_{c,j,k})^{Y_{i,j,k}} \quad (4)$$

The parameters that the LCA model estimates are: (a) the class membership probability vector, $[\rho_c]$ (size $C$), and (b) the class-conditional probability matrix, $[\pi_{c,j,k}]$ (size $C \times \sum_j(K_j - 1)$). The parameters are computed via the maximum log-likelihood estimation (MLE). More formally, MLE tries to estimate $\rho_c$ and $\pi_{c,j,k}$ so as to maximize the likelihood of obtaining the observed $Y_i$’s as they are, which is given by the following expression:

$$\mathcal{L} = \prod_{i=1}^{N} Pr(Y_{i}|\pi, \rho) \Rightarrow \ln\mathcal{L} = \sum_{i=1}^{N} \ln Pr(Y_{i}|\pi, \rho) \quad (5)$$

Putting Eq. (4) in the above, we obtain:

$$\ln\mathcal{L} = \sum_{i=1}^{N} \ln \left( \sum_{c=1}^{C} \rho_c \prod_{j=1}^{J} \prod_{k=1}^{K_j} (\pi_{c,j,k})^{Y_{i,j,k}} \right) \quad (6)$$
LCA attempts to estimate $\rho_c$ and $\pi_{cjk}$ as to maximize the above. The class probabilities, $\rho_c$’s, are however regressed from a set of “covariates” by applying the multinomial logistic (MNL) regression. In that, LCA finds a set of per class coefficient vectors, denoted as $\eta_c$ of size $V+1$ for class $c$, instead of scalar $\rho_c$’s. Therefore, the number of parameters that LCA jointly estimates is equal to $C \sum_j (K_j - 1) + (V + 1)(C - 1)$, the sizes of the matrices $[\pi]$ and $[\eta]$, respectively (for detail, refer to [37]).

3.2.2. Model indicators and covariates

The latent class model developed in this study include both indicator variables and covariates. Indicator variables are used to define latent classes by estimating a measurement model whereas covariates are used to predict the probability of an county belonging to a latent class through the estimation of a structural model. Fig. 3 shows the conceptual latent class model in the combination of measurement and structural components with the set of indicator variables and covariates selected for this analysis. To capture the heterogeneity in COVID-19 pandemic spread patterns across different counties, we used various wave related attributes, such as the presence of pandemic waves in Window 1, Window 2, and Window 3, the total number of waves, the height of the waves by three categories: low, mid, and high based on whether their values fall below 33-percentile, between 33- and 66-percentile, and above 66-percentile value, respectively, among all the wave height values in the respective windows (Fig. 4a shows the height density in three windows). If more than one wave fall into one window, we consider the highest height among them. Note that only rise exists in Window 3. We also consider the metropolitan status of a county as one of the binary indicators. To understand the class membership profile we consider several active and inactive covariates that consist of various socio-demographic, location, and human mobility characteristics. In particular, these covariates include fraction of people aged above 60 years and fraction of African-Americans living in a county, population density, number of COVID tests completed, social distance index, number of inter-regional trips by infectious persons (imported COVID cases), cumulative infection cases, and changes in work and non-work place visits from baseline period.

3.2.3. Model estimation and fit statistics

We used poLCA (Polytomous Variable Latent Class Analysis) package [37] in R to estimate the LCA model parameters for our study. The package provides a set of goodness of fit measures for a fitted model, such as $\chi^2$, AIC (Akaike Information Criterion) [38] and BIC (Bayesian Information Criterion) [37,39], which try to balance between over- and under-fitting of the model to the data by penalizing the log-likelihood value with respect to the estimated parameters. In all measures, a lower value means a better fit. We varied the number of classes from 2 to 5 and recorded the associated fit measures. We also empirically assessed the extent to which the resulting classes could be logically described and interpreted. Based on this, the four-class model did fit the best with the following membership proportions: 0.31, 0.28, 0.22, and 0.19.

4. Results and discussions

4.1. Four classes and their wave patterns

The class-conditional membership probabilities are shown in Table 3. The daily median infection rates for different classes are shown in Fig. 4a, where a county is assigned to the class that has the largest posterior probability (modal assignment). The corresponding spread patterns (the moving average of daily infections) for a randomly selected 100 counties from each given class are shown in Fig. 5.

The first class (Class 1, the largest class with 31 percent share) corresponds to the late-wave pattern that, as the name suggests,

![Fig. 3. Conceptual diagram of the Latent Class Analysis.](Image)

![Fig. 4. Median daily new cases per class and density plot of wave heights.](Image)

| Class 1 | Class 2 | Class 3 | Class 4 |
|---------|---------|---------|---------|
| Class size (out of 3142) | 972 | 891 | 701 | 578 |
| Class probabilities | 0.31 | 0.28 | 0.22 | 0.19 |
| Early wave? | Yes | 0.00 | 0.00 | 1.00 | 0.00 |
| No | 1.00 | 1.00 | 0.00 | 1.00 |
| Mid wave? | Yes | 0.00 | 1.00 | 0.47 | 1.00 |
| No | 1.00 | 0.00 | 0.53 | 0.00 |
| Late wave or rise? | Had wave (rise & fall) | 0.77 | 0.85 | 0.55 | 0.00 |
| Had only rise | 0.20 | 0.13 | 0.45 | 1.00 |
| No wave or rise | 0.03 | 0.00 | 0.00 | 1.00 |
| Height of early wave | Wave does not exist | 1.00 | 1.00 | 0.00 | 1.00 |
| Low | 0.00 | 0.00 | 0.33 | 0.00 |
| Medium | 0.00 | 0.00 | 0.33 | 0.00 |
| High | 0.00 | 0.00 | 0.34 | 0.00 |
| Height of mid wave | Wave does not exist | 0.00 | 0.00 | 0.53 | 0.00 |
| Low | 0.00 | 0.39 | 0.16 | 0.24 |
| Medium | 0.00 | 0.30 | 0.16 | 0.39 |
| High | 0.00 | 0.31 | 0.16 | 0.37 |
| Height of late wave | Neither wave nor rise | 0.03 | 0.00 | 0.00 | 1.00 |
| Low | 0.37 | 0.27 | 0.37 | 0.45 |
| Medium | 0.28 | 0.35 | 0.33 | 0.33 |
| High | 0.33 | 0.39 | 0.30 | 0.22 |
| Number of waves | Zero | 0.22 | 0.00 | 0.00 | 1.00 |
| One | 0.77 | 0.00 | 0.17 | 0.88 |
| Two | 0.01 | 0.92 | 0.54 | 0.11 |
| Three or more | 0.00 | 0.08 | 0.28 | 0.01 |
| Metropolitan status | Metro area | 0.31 | 0.27 | 0.44 | 0.55 |
| Non-metro area | 0.69 | 0.73 | 0.56 | 0.45 |
comprises a single wave only during the third pandemic window (77 percent, cf. Table 3). The counties belonging to this class experienced the pandemic hits comparatively later in the year and they do not contain any wave in the first and second windows (Fig. 5a). These counties also have varying heights of their late waves; a higher fraction of them (37 percent) had lower daily infection rates (low-height category). In terms of demographic characteristics, Class 1 counties mostly belong to non-metropolitan areas (69 percent). Prior studies also found that COVID spread was slow, at least at the beginning of the pandemic, in rural counties compared to the urban ones in the US [15,40].

The second class (Class 2) represents the mid and late-wave pattern containing counties that experienced two and more pandemic waves started from summer (mid-wave) to fall period (late-wave) (92 percent counties have two waves and the rest have three or more waves). We observe from Fig. 5b that, a higher fraction of counties of this class (39 percent) had low infection rates during the summer, but the rate subsequently got increased afterward and a higher fraction of counties (39 percent) fall into the higher range of infection rates in their late waves. Similar to Class 1, the majority of the counties (73 percent) of this class are from non-metropolitan areas.

The third class (Class 3) of counties (with a share of 22 percent out of 3142 counties) have a unique aspect that these counties have pandemic waves in all windows (early, mid, and late) in different proportions (cf. Table 3). This is also the only class that experienced a pandemic wave in the early phase of the pandemic (in the first window). Around 83 percent counties of this class had two or more number of waves throughout the year and 17 percent had only one wave (the one in the first window). The trend patterns shown in Fig. 5c reveal that Class 3 counties have higher infection rates in the early stage. The infection cases got flatten down a little bit in the middle of the year and then rose again the latter stage. The higher median values of new cases in the early window and the lower median values of cases in the mid window reveal this trend in Fig. 4b. Unlike Class 1 and Class 2, a considerable fraction of counties (above 44 percent) in this class are located in metropolitan areas.

Finally, the last class (Class 4) is the smallest class among the four classes (19 percent counties). The counties belonging to this
classes. That means counties with a higher cumulative infection rate have a higher chance to have African-American people in their counties than the counties with low rates. The positive association between the infection rate and this racial group is also observed in [15,42–45].

We observe from Table 5 that, during the early phase of the pandemic, counties belong to Class 3 and Class 4 got a considerably higher number of daily external trips from out of state/county (higher fraction of counties with high imported COVID cases). In addition, these two classes experienced higher reductions in work and non-work place visits than the baseline (Jan 3 - Feb 6, 2020) compared to Class 1 and Class 2. Notably, during summer (mid-wave), Class 1 and Class 2 counties experienced increased visits in various non-work places than the baseline (+ve percentage changes). On the other hand, Class 3 and Class 4 counties that are comparatively higher density counties posed restrictions on peoples mobility due to higher COVID spread, thus experienced lower non-work place visits than the baseline during that period (-ve percentage changes).

Higher social distance index in early phases of the pandemic posed a higher possibility of counties to be included in Class 1 than Class 2 (cf. Table 4). Although pandemic started late in Class 1 counties but those counties might follow the strict preventive measures in early phases than Class 2. On the other hand, a higher social distance index in the early phases increased the chance of counties to be included in Class 3 than Class 1. This might be due to the fact that the pandemic hit earlier in Class 3 counties than Class 1 that bound people to stay at home by imposing restrictions on the movement of people in order to contain the spread. Again, the higher social distance index during summer (the second window) increased the chances of counties to be included in Class 3 and Class 4 than Class 1. Furthermore, the higher tests done per population in the early window increases the propensity to belong to Class 2 and the higher testing during the later phase increases the chance of counties to belong to Class 4 compared to Class 1.

Figure 6 shows US county-level map by four identified classes and Table 6 lists the distribution of counties per class across four major US regions (the leading state per region is in parentheses). We observe that a higher number of Northeast counties experienced early pandemic hit (Class 3), whereas only a few West counties experienced the same. Most of the West counties had pandemic waves in the mid and late windows (Class 1 and 2). Most of the Midwest counties had a full wave only in the third window.

### Table 4

Coefficients of active covariates with respect to class 1 ($Δ$-table).

| Active covariates            | Class 2 | Class 3 | Class 4 |
|------------------------------|---------|---------|---------|
| Intercept                    | 3.016   | 2.316   | -0.681  |
| Frac. of people aged 60+     | -4.390***| -5.268***| -3.239**|
| Frac. of African-Americans   | 2.385***| 6.789***| 6.159***|
| Social distance index        |         |         |         |
| In early wave                | -0.039**| 0.037** | 0.022   |
| In mid wave                  | 0.003   | 0.045** | 0.164** |
| In late wave                 | 0.009   | -0.061**| -0.172***|
| Test done per 1K (in log)    |         |         |         |
| In early wave                | 1.923***| 1.087   | -0.244  |
| In mid wave                  | -1.571  | -1.990  | -7.231***|
| In late wave                 | -0.064  | 0.637   | 5.690***|
| Imported cases (in log)      |         |         |         |
| In early wave                | -0.733***| 1.133***| -0.437***|
| In mid wave                  | 2.933***| 0.828** | 7.339***|
| In late wave                 | -2.178***| -1.734***| -5.793***|

*☆*, **☆☆**, ***☆☆☆** mean 10%, 5% and 1% level of significance respectively.

### Table 5

Class-wise probability-weighted summary for covariates.

| Active covariates            | Class 1 | Class 2 | Class 3 | Class 4 |
|------------------------------|---------|---------|---------|---------|
| People aged 60+ (%)          | 27.0    | 25.0    | 24.0    | 24.0    |
| African-Americans (%)        | 3.0     | 6.0     | 13.0    | 19.0    |
| Social distance index        | 27.3    | 26.8    | 28.3    | 28.1    |
| Imported cases (early)       | 3151    | 2649    | 17649   | 4881    |

### 4.2 Prediction of latent class membership

The effects of active covariates on class membership are presented in Table 4. Here the coefficients ($Δ$'s) relative to Class 1 are displayed. The class-wise probability weighted mean values for both active and inactive covariates are shown in Table 5. This table shows that Class 1 and Class 2 counties have lower population densities compared to Class 3 and 4. Since Class 1 counties experienced only the late pandemic waves and they have considerably low infection rates in early and mid year, these counties had the smallest cumulative infection cases across all classes, whereas Class 3 counties had the largest cumulative cases because they observed pandemic waves in all three windows.

Table 4 reveals that counties with higher fraction of people aged over 60 years are more likely to belong to Class 1 compared to other three classes. It indicates that the presence of higher fraction of older adults does not make a county more vulnerable for pandemic spread. Findings from other studies support this observation with the claim that people in the older age group have a lower tendency to spread the disease than the younger population [41,42]. In contrast, counties with a higher share of African-American people are less likely to belong to Class 1 than other
Table 6

| Region (#counties) | Class 1 (972) | Class 2 (891) | Class 3 (701) | Class 4 (578) |
|-------------------|---------------|---------------|---------------|---------------|
| Northeast         | 109 (PA)      | 8 (PA)        | 94 (NY)       | 6 (NY)        |
| Midwest           | 445 (MO)      | 334 (KS)      | 255 (IN)      | 21 (IN)       |
| South             | 227 (KY)      | 407 (TX)      | 292 (CA)      | 496 (TX)      |
| West              | 191 (MT)      | 142 (CA)      | 60 (CO)       | 55 (CA)       |

(Class 1) whereas South counties experienced a rising trend in the same window (Class 4).

5. Conclusions

This paper analyzes the heterogeneity of COVID-19 spread patterns across US counties and their association with distinct socio-demographic, location, and human mobility characteristics of those counties during the one year of the pandemic from January 2020 to January 2021. In particular, we at first characterize the pandemic spread patterns of counties and then cluster the counties into a set of distinct classes based on the similarity of their spread patterns. Results suggest that 3142 US counties can be divided into four such classes where the counties in each identified class have particular age and racial distribution, metropolitan status, social distance index, external trips, and other characteristics. For example, Class 1 is composed of non-metropolitan counties with a higher fraction of older adults (age 60+) and a lower fraction of African-Americans. These counties experienced only the fall pandemic waves and had the lowest number of external trips and cumulative infection cases across all classes. The majority of Class 2 counties also belong to non-metropolitan areas but unlike Class 1, this class experienced two waves during summer and fall periods. In contrast, a higher fraction of Class 3 and Class 4 counties represent metropolitan areas with high population density. These two classes had a higher number of external trips from outside counties/states and had higher reductions in both work and non-workplace visits during the pandemic. Unlike other classes, Class 3 counties had pandemic waves in all three periods: spring, summer, and fall. Last, Class 4 counties experienced summer wave and fall rise.

This study provides important insights regarding the variations in COVID-19 spread patterns across US counties during the first year of the pandemic. We note that immediately after our study period (that is, after January 2021), vaccinations efforts have been extensively rolled out throughout the US that helped COVID-19 cases decline drastically in many counties. We next plan to study the effect of vaccinations and their aftermath on spread patterns across US counties. Furthermore, in the future, we plan to develop a county-level prediction model for each identified class that would forecast the progress and evolution of COVID-19 spread for that class. Unlike a single model for all areas or counties, we argue that the class-specific modeling will ensure a better fitting of data and consequently will deliver better precision for future prediction, both short-term forecast, and long-term prediction. In that, local policymakers can use the developed models to track the spread of COVID-19 in their respective communities and can take necessary action items, such as preventive measures and resource allocations, to curbe and contain the spread.
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