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Abstract: This paper investigates performance improvement via the incorporation of the support vector machine (SVM) into the vector tracking loop (VTL) for the Global Positioning System (GPS) in limited satellite visibility. Unlike the traditional scalar tracking loop (STL), the tracking and navigation modules in the VTL are not independent anymore since the user’s position can be determined by using the information from other satellites and can be predicted on the basis of the states of the user. The method proposed in this paper makes use of the SVM to bridge the GPS signal and prevent the error growth due to signal outage. Similar to the neural network, the SVM is motivated by its ability to approximate an unknown nonlinear input-output mapping through supervised training. The SVM is employed for predicting adequate numerical control oscillator (NCO) inputs, i.e., providing better prediction of residuals for the Doppler frequency and code phase in order to maintain regular operation of the navigation system. When the navigation processing is in good condition, the SVM is at the training stage, and the output information from the discriminator and navigation filter is adopted as the inputs. Other machine learning (ML) algorithms such as the radial basis function neural network (RBFNN) and the Adaptive Network-Based Fuzzy Inference System (ANFIS) are employed for comparison. Performance evaluation for the SVM assisted architecture as compared to the RBFNN- and ANFIS-assisted methods and the un-assisted VTL will be carried out and the performance evaluation during GPS signal outage will be presented. The proposed design is very useful for navigation during the environment of limited satellite visibility to effectively overcome the problem in the environment of GPS outage.
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1 Introduction

The Global Positioning System (GPS) is a satellite-based navigation system [1,2] that provides a user with the proper equipment access to useful and accurate positioning information anywhere on the globe. Generally, the GPS receiver accomplishes the following two major functions: the
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tracking of pseudo-range and the solution of navigation information. The signal tracking tries to adjust the local signal to have the same code phase with the received satellite signal. Traditional GPS receivers track signals from different satellites independently. Each tracking channel measures the pseudo-range and pseudo-range rate, respectively, and then sends the measurements to the navigation processor, which solves for the user’s position, velocity, clock bias and clock drift (PVT). Blockage and reflections from buildings and other large, solid objects can lead to GPS accuracy problems. Recently, several researchers have studied a vector tracking loop (VTL) [3–11], such as a vector delay lock loop (VDLL) and a vector frequency lock loop (VFLL), and the combination of both, called VDFLL, to obtain an improved tracking performance in the GPS receiver. Vector tracking loops integrate the tracking loops and navigation processor, such that each tracking loop update is also based on information from other tracking loops. For the vector tracking loop GPS, the tasks of signal tracking and navigation state estimation are no longer separate processes. The vector tracking loop architectures provide several important advantages as compared to the scalar tracking loops. One of the merits is that the tracking loop can be assisted positioning when satellite signal outage.

In the last years, the field of machine learning (ML) is expanding and many new technologies are growing using these principles. The first applications of ML have been related to data mining, text categorization, and pattern/facial recognition. This new learning algorithm can be seen as an alternative training technique for polynomial, radial basis function and multi-layer perceptron (MLP) classifiers. The neural networks (NNs) [11–14] have been studied since Rosenblatt first applied the single-layer perceptron to pattern classification learning in the late 1950s. They are trainable, dynamic systems that can estimate input-output functions and have been applied to a wide variety of problems since they are model-free estimators, i.e., without a mathematical model. An NN is a network structure consisting of a number of nodes connected through directional links. The importance of a NN includes the way a neuron is implemented and how their interconnection/topology is made.

Unlike the MLP networks, the radial basis function neural network (RBFNN) [11,15,16] has simple architecture of only three layers: input, hidden and output layers. In an RBFNN, only a single layer of nodes with radically symmetric basis activation functions is needed to achieve a smooth approximation to an arbitrary real nonlinear function. An adaptive neuro-fuzzy inference system or adaptive network-based fuzzy inference system (ANFIS) [15–20] is a kind of artificial neural network that is based on Takagi-Sugeno fuzzy inference system. As a combination of the Takagi-Sugeno fuzzy inference and neural network, the ANFIS can construct an input-output mapping based on both human knowledge (in the form of fuzzy if-then rules) and stipulated input-output data pairs. The purpose is to approximate unknown function or nonlinear input-output mapping through supervised training. They have been applied to wide variety of problems, for instance, approximate unknown function, the classification, the grade estimation, the design of the control system, since they are model-free estimator, i.e., without a mathematical model.

Since the 1990s there has been a significant activity in the theoretical development and applications of Support Vector Machine (SVM) [21–25], which is a supervised learning model that divides the data into regions separated by a linear boundary that divides the different features. Among the various existing algorithms, the so-called SVM is one of the most recognized for classification and regression that permit the creation of systems which, after training from a series of examples, can successfully predict the output at an unseen location performing an operation known as induction. The paper makes use of the SVM to bridge the GPS signal and prevent
the error growth due to signal outage and the results will be compared with the RBFNN- and ANFIS- based methods [11].

The remainder of this paper is organized as follows. In Section 2, preliminary background on GPS navigation filter with vector tracking architecture is reviewed. The machine learning algorithms is briefly reviewed in Section 3. The system model for GPS vector tracking loop assisted by machine learning module is introduced in Section 4. In Section 5, illustrative examples are presented to evaluation of the effectiveness and for performance comparison due to various ML algorithms. Conclusions are given in Section 6.

2 GPS Navigation Filter with Vector Tracking Architecture

The traditional scalar tracking loop (STL) processes signals from each satellite separately. Specifically, a delay lock loop (DLL) is used to track the code phase of the incoming pseudorandom code and a carrier tracking loop, such as a frequency lock loop (FLL) or a phase lock loop (PLL), is used to track the carrier frequency or phase. The tracking results from different channels are then combined to estimate the navigation solutions. The drawback of STL is that it neglects the inherent relationship between the navigation solutions and the tracking loop status. In that sense, a STL is more like an open loop system and provides poor performance when scintillation, interference, or signal outages occur.

The vector tracking loop (VTL) provides a deep level of integration between signal tracking and navigation solutions in a GNSS receiver and results in several important improvements over the traditional STL such as increased interference immunity, robust dynamic performance, and the ability to operate at low signal power and bridge short signal outages. The architecture of the vector tracking loop (VTL) can be different depending on its implementation. The tracking input is not directly connected to the tracking control input rather the discriminator output is used in estimating pseudoranges. The extended Kalman filter (EKF) [26] in turn predicts the code phases. In VTL all channels are processed together in one processor which is typically an EKF. Therefore, even if the signals from some satellites are very weak the receiver can track them from the navigation results of the other satellite. VTL is a very attractive technique as it can provide tracking capability in degraded signal environment. Fig. 1 shows the system architectures for scalar tracking loop and vector tracking loop.

The conventional VTL based on the discriminator consists of correlator, discriminator and NCO. The loop filter is removed in each channel. The VTL discriminator outputs of each channel are passed to the navigation filter. These are used as the measurement of the navigation filter. The Doppler frequency and the pseudoranges are calculated from the estimated user position and velocity of the navigation filter. In general, it is known that the VTL based on the discriminator gives users an accurate position and Doppler frequency than the scalar vector tracking loop. The VTL based on the discriminator cannot deal with several problems, such as a rejection of channel with a low quality signal, high dynamic situation and others. The system architecture of the VTL is shown as in Fig. 1. The integrity check algorithms are used to detect the possible error in each channel to prevent the spreading of the error.

The EKF is used for estimation of the navigation states in GPS receivers. The process model and measurement model for the EKF can be written as

\[
x_{k+1} = f(x_k) + w_k
\]

\[
z_k = h(x_k) + v_k
\]
where the state vector $x_k \in \mathbb{R}^n$, process noise vector $w_k \in \mathbb{R}^n$, measurement vector $z_k \in \mathbb{R}^m$, and measurement noise vector $v_k \in \mathbb{R}^m$. Both the vectors $w_k$ and $v_k$ are zero mean Gaussian white sequences having zero cross correlation with each other:

$$
E[w_kw_i^T] = \begin{cases} Q_k, & i = k \\ 0, & i \neq k \end{cases}; \\
E[v_kv_i^T] = \begin{cases} R_k, & i = k \\ 0, & i \neq k \end{cases}; \\
E[w_kv_i^T] = 0 \quad \text{for all } i \text{ and } k
$$

where $E[\cdot]$ represents expectation, and superscript “$T$” denotes matrix transpose, $Q_k$ is the process noise covariance matrix, $R_k$ is the measurement noise covariance matrix.

![Figure 1: The system architecture of a vector tracking loop](image)

The discrete-time extended Kalman filter algorithm is summarized as follow:

- Correction steps/measurement update equations:

  $$
  K_k = P_k^{-1}H_k^T[H_kP_k^{-1}H_k^T + R_k]^{-1} \\
  \hat{x}_k = \hat{x}_k^- + K_k[z_k - h_k(\hat{x}_k^-)] \\
  P_k = [I - K_kH_k]P_k^-
  $$

  (1) (2) (3)

- Prediction steps/time update equations:

  $$
  \hat{x}_{k+1}^- = f_k(\hat{x}_k) \\
  P_{k+1}^- = \Phi_kP_k\Phi_k^T + Q_k
  $$

  (4) (5)

The Kalman filter algorithm starts with an initial condition value, $\hat{x}_0^-$ and $P_0^-$. When new measurement $z_k$ becomes available with the progression of time, the estimation of states and the corresponding error covariance would follow recursively ad infinity. The linear approximation equations for system and measurement matrices are obtained through the relations

$$
\Phi_k \approx \frac{\partial f_k}{\partial x_k} \bigg|_{x_k = \hat{x}_k}; \\
H_k \approx \frac{\partial h_k}{\partial x_k} \bigg|_{x_k = \hat{x}_k}
$$

(6)

Further detailed discussion can be referred to Brown et al. [26].
3 Machine Learning Algorithms

In this section, three machine learning algorithms adopted in this paper are briefly reviewed, including the RBFNN, ANFIS and SVM. The RBFNN has simple architecture of only three layers: input, hidden and output layers. The ANFIS is a combination of the Sugeno fuzzy inference and neural network to approximate unknown function or nonlinear input-output mapping through supervised training. A SVM is a supervised learning model that divides the data into regions separated by a boundary that divides the different features.

3.1 The Radial Basis Function Neural Network

The RBFNN possesses an equivalent structure to the so-called optimal Bayesian equalization solution, and it can provide the conditional density function (CODF) of the transmitted symbols. Fig. 2 shows the architecture of a typical RBFNN. The overall response of the RBF network \( F(x) \) using Gaussian function \( \phi_j(x) \) can be formulated as

\[
F(x) = \sum_{j=1}^{J} w_j \phi_j(x) + b = \sum_{j=0}^{J} w_j \phi_j(x)
\]

and

\[
\phi_j(x) = \exp \left( -\frac{\|x - m_j\|^2}{2\sigma^2_j} \right)
\]

where \( x \) is the input pattern; \( m_j = 1, \ldots, N \) represents the centers of the RBF network, which have the same dimensionality as the input vector; \( \| \cdot \| \) denotes the Euclidean norm; \( \phi_j(\cdot) \) is the Gaussian (basis) function of the \( j \)-th neuron; \( \sigma \) is a positive constant representing the width of the RBF; \( w_j \) is the weight of the RBF network; and \( b \) is the bias; \( p \) is the number of inputs; \( J \) is the number of neurons in the hidden layer (also the number of centers for the RBF).

\[
\begin{bmatrix}
1 & \phi_1(x_1) & \cdots & \phi_J(x_1) \\
1 & \phi_1(x_2) & \vdots & \vdots \\
\vdots & \vdots & \ddots & \vdots \\
1 & \phi_1(x_N) & \cdots & \phi_J(x_N)
\end{bmatrix}_{N \times (J+1)}
\begin{bmatrix}
w_1 \\
\vdots \\
w_J
\end{bmatrix}_{(J+1) \times 1}
= \begin{bmatrix}
d_1 \\
\vdots \\
d_N
\end{bmatrix}_{N \times 1}
\]

where \( N \) is the number of training pattern. The above equation can be written in the simplified form

\[
\Phi W = d
\]

The weigh vector \( W \) is calculated by the pseudoinverse matrix method

\[
W = \left( \Phi^T \Phi \right)^{-1} \Phi^T d
\]
And the output of the RBF network is given by

\[ F(\mathbf{x}) = \sum_{j=1}^{J} W_j \cdot \varphi_j \]  \hspace{1cm} (12)

\[ \varphi_j(\mathbf{x}) = \prod_{i=1}^{p} \varphi_i(x_i) = 1 \]

**Figure 2:** Architecture of a radial basis function neural network (RBFNN)

### 3.2 The Adaptive Network-based Fuzzy Inference System

Proposed by Jang in 1993 [15], the adaptive network-based fuzzy inference system (ANFIS) is a multilayer feed-forward network where each node performs a particular node function on incoming signals, in which Takagi and Sugeno’s type fuzzy inference is employed. The ANFIS employed in the present work has the architecture as shown in **Fig. 3**, which is composed of five layers given as follows:

**Layer 1:** Calculate membership value for premise parameter

\[ O_{1i} = \mu_{A_i}(x) \quad \text{for } i = 1, 2; \quad O_{1i} = \mu_{B_{i-2}}(y) \quad \text{for } i = 3, 4; \]  \hspace{1cm} (13)

\[ \mu_{A_i}(x) \text{ and } \mu_{B_{i-2}}(y): \text{any appropriate parameterized membership functions}. \]

\[ O_{1i}: \text{the membership grade of a fuzzy set and it specifies the degree to which the given input } x(y) \text{ satisfies the quantifier } A. \]

**Layer 2:** Firing strength of rule

\[ O_{2i} = \mu_{A_i}(x) \cdot \mu_{B_{i-2}}(y) \quad i = 1, 2 \]  \hspace{1cm} (14)

Each node output represents the firing strength of a fuzzy control rule.

**Layer 3:** Normalize firing strength

\[ O_{3i} = \overline{w_i} = \frac{w_i}{w_1 + w_2} \quad \text{for } i = 1, 2 \]  \hspace{1cm} (15)

Outputs of this layer are called normalized firing strengths.
Layer 4: Consequent parameters

\[ O_{4i} = \overline{w}_i f_i = \overline{w}_i (p_i x + q_i y + r_i) \]  

Layer 5: Overall output

\[ O_{5i} = \sum_i \overline{w}_i f_i = \overline{w}_1 f_1 + \overline{w}_2 f_2 \]  

3.3 The Support Vector Machine

A support vector machine is a supervised learning model that divides the data into regions separated by a boundary. There are two approaches for the SVM optimization, the linear and the non-linear kernels, depending on the nature of the problem. The main idea behind the technique is to separate the classes with a surface that maximizes the margin between them. They map the input \( x \) into a high-dimensional feature space \( z = \phi (x) \) and construct an optimal decision boundary called the separating hyperplane. In general, SVMs find a classification function that separates data classes, with the largest margin, using a hyperplane. The principal difference between all machine learning algorithms regardless of the application, is the mathematical operation involved in calculating the optimal separating hyperplane. Fig. 4 shows a binary classification example of linear SVM. The linear boundary here divides the red triangles from the blue circles. If the training data is linearly separable, two parallel hyperplanes can be selected that separate the two classes of data, so that the distance between them is as large as possible. The region bounded by these two hyperplanes is called the margin, and the maximum-margin hyperplane is the hyperplane that lies halfway between them. The samples/data points on the margin are called support vectors.

A hyperplane can be written as the set of points \( x \) satisfying \( \mathbf{w}^T \mathbf{x} - b = 0 \), where \( \mathbf{w} \) is the (not necessarily normalized) normal vector to the hyperplane. The parameter \( b/\|\mathbf{w}\| \) determines the offset of the hyperplane from the origin along the normal vector \( \mathbf{w} \). With a normalized or standardized dataset, these hyperplanes can be described by the equations \( \mathbf{w}^T \mathbf{x} - b = 1 \) (anything on or above this boundary is of one class, with label 1) and \( \mathbf{w}^T \mathbf{x} - b = -1 \) (anything on or below
this boundary is of the other class, with label $-1$). Geometrically, the distance between these two hyperplanes is $2/\|w\|$ so to maximize the distance between the planes we want to minimize $\|w\|$.

For SVMs with L$_1$ soft-margin formulation, this is done by solving the primal problem:

$$
\min_{w, b, \xi} \frac{1}{2} \|w\|^2 + \frac{1}{2} C \sum_{i=1}^{N} \xi_i
$$

subject to

$$
y_i \left(w^T x_i - b\right) \geq 1 - \xi_i, \quad \text{for } \xi_i \geq 0, \; \forall i = 1, \ldots, N
$$

The parameter $C$ is a penalty factor to control the trade-off between training error and generalization ability and its value is chosen by means of a validation set. The problem of the Lagrange dual form is:

$$
\max \sum_{i=1}^{N} \alpha_i - \frac{1}{2} \sum_{i,j=1}^{N} \alpha_i \alpha_j y_i y_j k(x_i, x_j)
$$

with constraints

$$
0 \leq \alpha_i \leq C, \quad \text{for all } i, \quad \sum_{i=1}^{N} y_i \alpha_i = 0
$$

where $k(x_i, x_j) = \phi(x_i)$, in which $\phi(x_i)$ is a kernel function of the nonlinear mapping implementation. A number of commonly used kernel functions include: linear, Gaussian, polynomial, RBF, and sigmoid kernels. To obtain a good performance, some parameters in SVMs have to be chosen carefully. These parameters include the regularization parameter $C$, which determines the trade-off between minimizing the training error and minimizing model complexity and parameter $(d, \sigma$ or $\gamma)$ of the kernel function.

**Figure 4:** A binary classification example of linear support vector machine (SVM)
4 Vector Tracking Loop Assisted by Machine Learning Module

When selecting extended Kalman filtering as the navigation state estimator in the GPS receiver, using $b$ and $d$ to represent the GPS receiver clock bias and drift, the differential equation for the clock error is written as $\dot{b} = d + u_b$ and $\dot{d} = u_d$, where $u_b \sim N(0, S_f)$ and $u_d \sim N(0, S_g)$ are independent Gaussianly distributed white sequences. The dynamic process of the GPS receiver in lower dynamic environment can be represented by the PV (Position-Velocity) model. In such case, we consider the GPS navigation filter with three position states, three velocity states, and two clock states, so that the state to be estimated is a $8 \times 1$ vector. The process model is assumed to be linear given by

$$
\begin{bmatrix}
\dot{x}_1 \\
\dot{x}_2 \\
\dot{x}_3 \\
\dot{x}_4 \\
\dot{x}_5 \\
\dot{x}_6 \\
\dot{x}_7 \\
\dot{x}_8
\end{bmatrix}
= 
\begin{bmatrix}
0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0
\end{bmatrix}
\begin{bmatrix}
x_1 \\
x_2 \\
x_3 \\
x_4 \\
x_5 \\
x_6 \\
x_7 \\
x_8
\end{bmatrix}
+ 
\begin{bmatrix}
0 \\
u_2 \\
0 \\
u_4 \\
0 \\
u_6 \\
u_7 \\
u_8
\end{bmatrix}
$$

where $x_1$, $x_3$, $x_5$ represent the east, north, and vertical position; $x_2$, $x_4$, $x_6$ represent the east, north, and vertical velocity; $x_7$ and $x_8$ represent the receiver clock offset and drift errors, respectively. The process noise covariance matrix is as follows:

$$Q_k = 
\begin{bmatrix}
Q_e & Q_n \\
Q_n & Q_t
\end{bmatrix}
$$

where

$$Q_e = Q_n = Q_u = 
\begin{bmatrix}
S_p \Delta t^3 / 3 & S_p \Delta t^2 / 2 \\
S_p \Delta t^2 / 2 & S_p \Delta t
\end{bmatrix}
; 
Q_t = 
\begin{bmatrix}
S_f \Delta t + S_g \Delta t^3 / 3 & S_g \Delta t^2 / 2 \\
S_g \Delta t^2 / 2 & S_g \Delta t
\end{bmatrix}
$$
If only the pseudorange observables are available, the linearized measurement equation based on \( n \) observables can be written as

\[
\begin{bmatrix}
\rho_1 \\
\rho_2 \\
\vdots \\
\rho_n
\end{bmatrix}_k - \begin{bmatrix}
\hat{\rho}_1 \\
\hat{\rho}_2 \\
\vdots \\
\hat{\rho}_n
\end{bmatrix} = \begin{bmatrix}
0 & h_y^{(1)} & 0 & h_z^{(1)} & 0 & 1 & 0
\\
& h_x^{(1)} & 0 & h_y^{(1)} & 0 & 1 & 0
\\
& h_x^{(2)} & 0 & h_y^{(2)} & 0 & 1 & 0
\\
& & & & & & \\
& & & & & & \\
& & & & & & \\
& & & & & & \\
& & & & & &
\end{bmatrix}
\begin{bmatrix}
x_1 \\
x_2 \\
x_3 \\
x_4 \\
x_5 \\
x_6 \\
x_7 \\
x_8
\end{bmatrix} + \begin{bmatrix}
v_{\rho_1} \\
v_{\rho_2} \\
\vdots \\
v_{\rho_n}
\end{bmatrix}
\tag{21}
\]

where \((h_{x,i} \ h_{y,i} \ h_{z,i})\) is the line-of-sight unit vector, \((\hat{x}^u \ \hat{y}^u \ \hat{z}^u)\) represent the user position and \((\hat{x}^i \ \hat{y}^i \ \hat{z}^i)\) represent the satellite position. If the measurement equation for the navigation filter is composed of pseudorange and range-rate observables, the measurement matrix \(H_k\) is an \((n \times 8)\) matrix

\[
H_k = \begin{bmatrix}
h_{x,1} & 0 & h_{y,1} & 0 & h_{z,1} & 0 & 1 & 0 \\
\vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots \\
0 & h_{x,1} & 0 & h_{y,1} & 0 & h_{z,1} & 0 & 1 \\
\vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots \\
0 & h_{x,i} & 0 & h_{y,i} & 0 & h_{z,i} & 0 & 1
\end{bmatrix}
\]

In order to further improve the tracking performance in degraded signal environment, the machine learning mechanism is used to aid the Kalman filter in the application of tracking loop design. Fig. 5a provides the ML assisted vector tracking loop for the environment of signal outage. The innovation can be written as

\[
u_k = z_k - \hat{z}_k = z_k - h_k (\hat{x}_k^-)
\tag{22}
\]

The trace of innovation covariance matrix can be obtained through the relation: \(u_k^T u_k = tr\left(u_k u_k^T\right)\). When the signal is in good condition, the ML is in the training stage, where the input data employed for the training stage is \(\varepsilon\) given by

\[
\varepsilon_k = \sqrt{\frac{u_k^T u_k}{m}}
\tag{23}
\]

at the current and past 100 time epochs. The output is the \(u_k\) at the next time epoch. The training procedure for the ML is shown as in Fig. 5b.
5 Illustrative Examples

Simulation experiments had been carried out to evaluate the navigation performance for the proposed approach, i.e., with ML aiding for overcoming the problem of signal outage, in comparison with the standard VTL designs. The computer codes were developed by the authors using the Matlab® software. The commercial software Satellite Navigation (SatNav) toolbox for Matlab® by GPSsoft LLC. Reference [27] was employed for generating the satellite positions and pseudoranges. A simulated vehicle trajectory originating from the position of North 25.1492 degrees and East 121.7775 degrees at an altitude of 100 m. This is equivalent to $[-3042329.2 \ 4911080.2 \ 2694074.3]^\top$ m in the WGS-84 ECEF coordinate system. The location of the origin is defined as the (0, 0, 0) m location in the local tangent East-North-Up (ENU) frame.

The test trajectory is shown in Fig. 6. Shown in Fig. 7, the satellite constellation at the initial time of simulation involves 9 SV’s available in the open sky, where the satellites are numbered with a space vehicle identifier (SV ID). The skyplots for the three scenarios are indicated by three blocks. In Scenario 1, the GPS signals are available on the west where there are 4 satellites available. In this scenario, signal outage at two time intervals has been assumed, including 125–165 s and 245–285 s, respectively. In Scenario 2, the GPS signals are available on the south where there are 4 satellites available on the south, while in Scenario 3, one satellite signal (i.e., SV 6) was

Figure 5: (a) The vector tracking loop assisted by the machine learning (ML) module; and (b) the training procedure for the ML.
blocked out and the case where only 3 GPS signals available are involved. The measurement noise variances \( r_{\rho_i} \) are assumed \textit{a priori} known, which is set as \( 9 \, m^2 \). Let each of the white-noise spectral amplitudes that drive the random walk position states be \( S_p = 1.0 \, (m/\sec^2)/rad/\sec \). In addition, let the clock model spectral amplitudes be \( S_f = 0.4 \, (10^{-18}) \, \sec \) and \( S_g = 1.58 \, (10^{-18}) \, \sec^{-1} \). These spectral amplitudes were used to find the \( Q_k \) parameters in Eq. (20).

**Figure 6:** The vehicle trajectory for simulation

**Figure 7:** The satellite constellation at the initial time of simulation indicates that there are 9 SV’s available in the open sky; the visible satellites for the three scenarios involved are indicated by three blocks
The results for the three scenarios are discussed as follows.

1) Scenario 1: 4 GPS signals available on the west

In this case, there are 4 GPS signals available with the visible satellites inside the red block in Fig. 7. The cases that GPS signal outages occur on the east at the time interval 125–165 s and 245–285 s, respectively, are simulated. The results demonstrate the effectiveness for the performance enhancement. Fig. 8 provides the position errors for the standard VTL as compared to that assisted by the SVM at the time interval 125–165 s. In the case that GPS signal outage on the east at the time interval 245–285 s is simulated, the results are shown in Fig. 9. The results based on the VTL with the various ML algorithms, including RBFNN, ANFIS, and SVM are compared. Fig. 10 provides comparison of position RMS errors for the three approaches and the SVM outperforms the other two.

Figure 8: Position errors for the VTL without and with the SVM: Scenario 1 with signal outage at time interval 125–165 s
(2) Scenario 2: 4 GPS signals available on the south

In the second example, it is assumed that there are 4 GPS signals available on the south with visible satellites inside the blue block in Fig. 7. The GPS signal outage on the north is simulated. Fig. 11 provides the position errors for the standard VTL as compared to that assisted by SVM. Comparison of position RMS errors for the three ML approaches: RBFNN, ANFIS, and SVM, is shown in Fig. 12.
Figure 10: Comparison of position RMS errors based on the three ML approaches for Scenario 1 with signal outage at time intervals: (a) 125–165 s; (b) 245–285 s

Figure 11: Position errors for the VTL without and with the SVM for Scenario 2
Figure 12: Comparison of position RMS errors for the three approaches for Scenario 2

Figure 13: Position errors for the VTL without and with the SVM (3 GPS signals available)
(3) Scenario 3: 3 GPS signals available on the south

In the third example, a case that only 3 GPS signals are available is simulated. The visible satellites for this example are indicated inside the green block in Fig. 7. Fig. 13 provides the position errors for the standard VTL as compared to that assisted by SVM. The results based on the VTL with the three ML approaches are shown as in Fig. 14. The example has demonstrated remarkable performance improvement in such a case of relatively poor geometry. Comparison of position RMS errors for the various approaches is shown as in Fig. 15 which shows the SVM method is very promising.

**Figure 14:** Position errors for the VTL with the RBFNN, ANFIS, and SVM (3 GPS signals available)

In addition to positioning accuracy, the computational cost/convergent time is also studied. In the time intervals of GPS signal outages, which are set to be 40 s in the simulation. The total times for executing the navigation Kalman filter with ML module is about 18–19 s for RBFNN,
5-6 s for ANFIS, and 2–3 s for SVM, respectively. The SVM possesses better computational efficiency.

![Graph showing position RMS errors for the three approaches (3 GPS signals available)](image)

**Figure 15:** Comparison of position RMS errors for the three approaches (3 GPS signals available)

### 6 Conclusions

This paper investigates the incorporation of the SVM algorithm into the vector tracking loop for improving performance in limited visibility of GPS satellites. The method makes use of the SVM module to predict the code phase from the Kalman filter, and to bridge the GPS signal so as to prevent the error growth during signal outage. In addition to the SVM, two other types of ML algorithms involved are the RBFNN and the ANFIS. Several examples have been provided for illustration.

The ML assisted architecture exhibit remarkable benefit in the case where sufficient numbers of visible satellites are available. Some performance comparison for the three types of algorithms has been also provided. Based on the reports from the literatures for various applications, different results are revealed regarding the performance comparison for various ML algorithms according to different situations. In this preliminary study, we have concentrate on the feasibility of performance improvement based on the support of ML modules. The results show that the VTL based on the proposed design has demonstrated the capability of ensuring proper functioning of navigation system and provide improved performance, especially for the GPS signal outage environment. The SVM in the case of 3 GPS signals available has demonstrated very promising results, in terms of both accuracy and computational efficiency. Further work on the test and evaluation of the design can be carried out such that more advanced design for better applicability can be obtained based on the idea addressed in the paper.
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