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Abstract. In this article we prove the e-positivity of \( G_\nu[X; q + 1] \) when \( G_\nu[X; q] \) is a vertical strip LLT polynomial. This property has been conjectured in [AP18] and [GHQR19], and it implies several e-positivities conjectured in those references and in [Ber17].

We make use of a result of Carlsson and Mellit [CM18] that shows that a vertical strip LLT polynomial can be obtained by applying certain compositions of operators of the Dyck path algebra to the constant 1. Our proof gives in fact an algorithm to expand these symmetric functions in the elementary basis, and it shows, as a byproduct, that these compositions of operators are actually multiplication operators.
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Introduction

In [Ber17] Bergeron conjectured that several symmetric functions \( G[X; q] \) arising from the theory of Macdonald polynomials have the property that \( G[X; q + 1] \) is e-positive, i.e. the coefficients of the expansion of \( G[X; q + 1] \) in the elementary symmetric function basis are in \( \mathbb{N}[q, t] \). Later similar conjectures have been made in [GHQR19]. Many of these conjectures would follow easily if that same property were true for vertical strip LLT polynomials. This last property has been conjectured both in [AP18] and [GHQR19], and it was observed in [AP18] that it has an interesting parallel with a famous e-positivity conjecture about the chromatic symmetric functions introduced by Shareshian and Wachs in [SW12]. Notice also that in [AP18], [GHQR19] and [Ale19] some special cases have been proved.

The LLT polynomials were introduced by Lascoux, Leclerc and Thibon in [LLT97], and they can be seen as a \( q \)-deformation of products of skew Schur functions. These symmetric functions \( G_\nu[X; q] \) are associated to a tuple \( \nu \) of skew Young diagrams. It turns out that many of the symmetric functions arising in the study of modified Macdonald polynomials exhibit a natural expansion in
LLT polynomials with coefficients in \( \mathbb{N} [q, t] \). In fact, a lot of these expansions only involve vertical strip LLT polynomials.

When all the skew shapes in \( \nu \) are (continuous) vertical strips of cells, we say that \( G_\nu [X; q] \) is a vertical strip LLT polynomial. The main result of this article is the proof of the \( e \)-positivity of \( G_\nu [X; q + 1] \) when \( G_\nu [X; q] \) is a vertical strip LLT polynomial. In fact our proof gives an algorithm to compute the expansion of vertical strip LLT polynomials in the elementary symmetric function basis.

The main ingredient of our proof is a result of Carlsson and Mellit in \([CM18]\), which states that these symmetric functions can be computed by applying a certain composition of operators coming from their Dyck path algebra to the constant function 1. As a corollary of our proof, we get that these compositions of operators are actually multiplication operators. We notice here that this fact is probably related to the same property conjectured by Bergeron in \([Ber17]\) for the specialization at \( t = 1 \) of related symmetric functions, though we do not discuss this further in this article.

As a corollary of our main result, we get many of the \( e \)-positivities conjectured in \([Ber17]\), \([AP18]\), \([GHQR19]\) and \([Ale19]\). But we want to stress here that not all the \( e \)-positivities observed in \([Ber17]\), \([AP18]\) and \([GHQR19]\) follow from our results. Moreover, in \([Ale19]\) and \([GHQR19]\) the authors conjecture explicit formulas for the expansion in the elementary symmetric functions basis of \( G_\nu [X; q + 1] \) when \( G_\nu [X; q] \) is a vertical strip LLT polynomial. We do not say anything about these formulas, though it is conceivable that a deeper analysis of our algorithmic proof could yield new insights into these problems. We leave these considerations for future investigations.

The paper is organized in the following way. In Section 1 we introduce some notation from symmetric function theory, while in Section 2 we define vertical strip LLT polynomials and we associate to them certain Schröder paths. In Section 3 we introduce the operators of the Dyck path algebra, and we collect some identities that we are going to use in the sequel. In Section 4 we define the path operators corresponding to the Schröder paths defined in Section 2, and we state the theorem of Carlsson and Mellit. In Section 5 we prove our main results. Finally in Section 6 we discuss some consequences.

1. **Symmetric function notations**

In this section we limit ourselves to introduce the necessary notation to state our results. We refer to \([Sta99]\) and \([Hag08]\) for the basic symmetric function theory tools that we use freely in the sequel.

We denote by \( \Lambda \) the algebra of symmetric functions in the variables \( x_1, x_2, \ldots \) with coefficients in the field \( \mathbb{Q} (q, t) \). We denote by \( e_k \) the elementary symmetric function of degree \( k \), and given a partition \( \mu = (\mu_1, \mu_2, \ldots) \) we set \( e_\mu = e_{\mu_1} e_{\mu_2} \cdots \). We use similar notations for the power symmetric functions \( p_k \)’s.

It is well-known that both \( \{ p_\mu \}_\mu \) and \( \{ e_\mu \}_\mu \) are bases of \( \Lambda \).

**Definition 1.1.** We say that a symmetric function \( f \in \Lambda \) is \( e \)-positive if the coefficients of the expansion of \( f \) in the basis \( \{ e_\mu \}_\mu \) are all in \( \mathbb{N} [q, t] \).

We will make also use of the plethystic notation. With this notation we will be able to add and subtract alphabets, which will be represented as sums of monomials \( X = x_1 + x_2 + x_3 + \cdots \). Then, given a symmetric function \( f \), we denote by \( f [X] \) the expansion of \( f \) in the basis \( \{ p_\mu \}_\mu \) with \( p_k \) replaced by \( x_1^{k} + x_2^{k} + x_3^{k} + \cdots \), for all \( k \). More generally, given any expression \( Q(z_1, z_2, \ldots) \), we define the plethystic substitution \( f [Q(z_1, z_2, \ldots)] \) to be the expansion of \( f \) in the basis \( \{ p_\mu \}_\mu \) with \( p_k \) replaced by \( Q(z_1^{k}, z_2^{k}, \ldots) \).
2. Vertical strip LLT polynomials

In this section we define the main characters of this article, i.e. the vertical strip LLT polynomials.
We use standard definitions and French notations for Young (Ferrers) diagrams and partitions: e.g. see [Hag08].

2.1. Definition of LLT polynomials. We identify a partition \( \lambda = (\lambda_1, \lambda_2, \ldots, \lambda_k) \) with its Ferrers diagram, i.e. the set of unit squares in \( \mathbb{R}^2 \), called cells, with centers \( \{(i, j) \in \mathbb{Z}^2 \mid 1 \leq i \leq \lambda_j, 1 \leq j \leq k\} \) (we identify these with the corresponding cells). We will consider also skew diagrams \( \lambda/\mu \) with \( \mu \subseteq \lambda \), and semi-standard Young tableaux of shape \( \lambda/\mu \), i.e. fillings \( T : \lambda/\mu \rightarrow \mathbb{Z}_{>0} \) such that \( T((i,j)) < T((i+1,j)) \) whenever \((i,j), (i+1,j) \subseteq \lambda/\mu \), and \( T((i,j)) \leq T((i,j+1)) \) whenever \((i,j), (i,j+1) \subseteq \lambda/\mu \). We denote by \( \text{SSYT}(\lambda/\mu) \) the set of skew semi-standard Young tableaux of shape \( \lambda/\mu \). Given \( T \in \text{SSYT}(\lambda/\mu) \) we set \( x^T := \prod_{c \in \lambda/\mu} x^{T(c)} \).

We define the LLT polynomials as in [HHL05].

**Definition 2.1.** Given a \( k \)-tuple \( \nu = (\nu^1, \ldots, \nu^k) \) of skew Young diagrams, we let \( \text{SSYT}(\nu) = \text{SSYT}(\nu^1) \times \cdots \times \text{SSYT}(\nu^k) \). Given \( T = (T^1, \ldots, T^k) \in \text{SSYT}(\nu) \), let \( x^T \) denote the product \( x^{T^1} \cdots x^{T^k} \). We say that \( T^i(u) < T^j(v) \) form an inversion if either
- \( i < j \) and \( c(u) = c(v) \), or
- \( i > j \) and \( c(u) = c(v) + 1 \),
where \( c(u) \) is the content of \( u \): if \( u \) has (row, column) coordinates \((i,j)\), then \( c(u) := i - j \).

We call \( \text{inv}(T) \) the total number of inversions occurring in \( T \).

**Remark 2.2.** Notice that our convention differs from the one in [HHL05]: to go from one convention to the other it is enough to reverse the order of the components of the tuple \( \nu \).

We define the LLT polynomial

\[
G_\nu[X;q] := \sum_{T \in \text{SSYT}(\nu)} q^{\text{inv}(T)} x^T.
\]

It turns out that the \( G_\nu[X;q] \)'s are symmetric functions, i.e. elements of \( \Lambda \), though this is far from obvious from their definition: see [HHL05] for an elementary proof of this fact.

A vertical strip (or column) LLT polynomial is a \( G_\nu[X;q] \) where each skew diagram of \( \nu \) consists of a (continuous) vertical strip of cells in the same column.

To visualize a tuple of skew Young diagrams, it is custom to arrange them in the first quadrant, in such a way that cells with the same content appear on the same diagonal in a non-overlapping fashion: we will call this a LLT diagram associated to the tuple of skew Young diagrams, or skew Young tableaux.

As an example, the LLT diagram associated to a tuple of vertical strips is shown on the left of Figure[1] with letters inside the cells. Notice that, if this were the LLT diagram of a tuple of skew Young tableaux, then for example the pair \( b, c \) would give an inversion if \( b < c \), the pair \( c, d \) would give an inversion if \( d > c \), we must have \( b < d \), and there is no way in which \( d \) and \( b \) can create an inversion.

2.2. Schröder paths associated to vertical strip LLT diagrams. In order to state (later in this article) a result of Carlsson and Mellit, we describe now a procedure to associate a Schröder path to a vertical strip LLT diagram (i.e. the LLT diagram of a tuple of vertical strips).

We borrow the notation for the pictures from [GHQR19], in which more details can be found.

We start by labelling with \( a, b, c, d, \ldots \) the cells of the vertical strip LLT diagram in reading order, i.e. from left to right along the diagonals with constant content, starting from the lowest diagonal and moving upward: see Figure[1] on the left for an example. Then we place the letters \( a, b, c, d, \ldots \) in this order along the diagonal of a square grid: see Figure[1] on the right for an example.
Then for every pair of letters \((p, q)\) with \(p\) to the left of \(q\) we draw a blue dot in the cell at the intersection of the column containing the letter \(p\) with the row containing \(q\) if and only if \(p\) and \(q\) can potentially create an inversion in the vertical strip diagram. It is easy to see that these blue dots will always determine a Dyck path, like the red one in Figure 1. Moreover, for every pair of letters \((p, q)\) with \(p\) to the left of \(q\) we draw a blue cross if and only if \(q\) is in the cell right above the cell containing \(p\) in the LLT diagram (therefore we must have \(p < q\)). It is easy to see that these blue crosses always end up decorating a valley that is not on the main diagonal \(x = y\) of the aforementioned Dyck path, i.e. in the cells immediately east and immediately south of the cell containing the blue cross there are always blue dots: see Figure 1 on the right for an example.

Now replacing the valleys with the blue crosses (together with the two adjacent steps of the Dyck path) by diagonal edges we get a Schröder path that does not have diagonal steps along the diagonal \(x = y\): see Figure 2 for an example.

It is not hard to see that any such Schröder path comes from a vertical strip LLT diagram via this construction. For more details on all this, see \[GHQR19\] or \[AP18\].

We call \(\mathcal{P}\) the set of these paths. More precisely, we denote by \(\mathcal{P}\) the family of paths \(P\) going from \((0,0)\) to \((n,n)\) for some \(n \in \mathbb{N}\) which consist of vertical north steps, obtained by adding \((0,1)\), horizontal east steps, obtained by adding \((1,0)\), and diagonal northeast steps, obtained by adding \((1,1)\), with the property that \(P\) always stays weakly above the base diagonal \(y = x\), and no diagonal step can take place along that line.

Given a tuple \(\nu\) of vertical strips, we call \(P_{\nu}\) the element of \(\mathcal{P}\) associated to \(\nu\) via the construction that we explained in this subsection.
Remark 2.3. As we will only use this construction to state Theorem 4.2, we omit the discussion of
the classical combinatorial bijection (sending \((\operatorname{dinv}, \operatorname{area})\) into \((\operatorname{area}', \operatorname{bounce})\)) lying behind it: see
\cite{CM18} or \cite{GHQR19} for more on this.

3. Dyck path algebra operators

In this section we introduce the operators of the Dyck path algebra of Carlsson and Mellit, and
we collect some basic properties that we are going to use in the sequel.

We start by recalling some definitions from \cite[Section 4]{CM18}.

Given a polynomial \(P\) depending on variables \(u, v\), define the operator \(\Upsilon_{uv}\) as
\[
(\Upsilon_{uv}P)(u, v) := \frac{(q - 1)vP(u, v) + (v - qu)P(v, u)}{v - u},
\]
In \cite{CM18} these operators are called \(\Delta_{uv}\), but we changed the notation in order to avoid confusion
with the Delta operators \(\Delta_f\) defined on \(\Lambda\).

For \(k \in \mathbb{N}\), define \(V_k := \Lambda[y_1, \ldots, y_k] = \Lambda \otimes \mathbb{Q}[y_1, \ldots, y_k]\), so that \(V_0 = \Lambda\). For \(k \geq 2\) and
\(1 \leq i \leq k - 1\), let
\(T_i := \Upsilon_{y_i y_{i+1}} : V_k \rightarrow V_k\).
Notice that the \(T_i\) are invertible operators (see \cite[Section 4]{CM18} for an explicit formula of the
inverse).

For \(k \geq 0\), we define the operators \(d_+ : V_k \rightarrow V_{k+1}\) as
\[
(d_+ F)[X] := T_1 T_2 \cdots T_k (F[X + (q - 1)y_{k+1}]) \quad \text{for any } F[X] \in V_k,
\]
while for \(k \geq 1\) we define the operators \(d_- : V_k \rightarrow V_{k-1}\) as
\[
(d_- F)[X] := -F[X - (q - 1)y_k] \sum_{i \geq 0} (-1/y_k)^i e_i [X] |_{y_k = 1} \quad \text{for any } F[X] \in V_k.
\]
Finally, for \(k \geq 1\) we define the operators \(\varphi : V_k \rightarrow V_k\) as
\[
\varphi := \frac{1}{q - 1} (d_- d_+ - d_+ d_-).
\]

Notice that, following Carlsson and Mellit, in the notation of the operators \(T_i, d_-, d_+\) and \(\varphi\),
the \(k\) indicating the domain \(V_k\) does not appear. To keep track of this in our arguments, when the
domain of (compositions of) such operators is \(V_k\) we say that they have degree \(k\).

We record here a few identities satisfied by these operators that we are going to need. A proof
of these identities can be found in \cite[Lemma 5.3]{CM18} and \cite[Section 3.1]{CGM17}.

Proposition 3.1. In all the following identities, all sides have degree \(k\): we have
\[
\begin{align}
(T_i - 1)(T_i + q) &= 0 \\
\varphi T_i &= T_{i+1} \varphi \quad (i \leq k - 2) \\
\varphi^2 T_{k-1} &= T_1 \varphi^2 \\
d_- T_i &= T_i d_- \quad (1 \leq i \leq k - 2) \\
d_-^2 T_{k-1} &= d_-^2 \\
d_- \varphi T_{k-1} &= q \varphi d_- \\
T_1 \varphi d_+ &= q d_+ \varphi.
\end{align}
\]
From these we can deduce the following identities, which will be useful in the sequel.
Proposition 3.2. In degree $k \geq 2$ we have
\begin{align}
\varphi d_+ &= T_1d_+\varphi + (q-1)d_+\varphi \\
\varphi d_-T_{k-1} &= d_-\varphi - (q-1)\varphi d_-. \tag{3.9}
\end{align}

Proof. Observe that for any $i$
\[(T_i - 1)(T_i + q) = T_i^2 + (q-1)T_i - q\]
so that, multiplying by $T_i^{-1}$, we can rewrite (3.2) as
\[(3.11)\quad T_i = qT_i^{-1} - (q-1).\]
Now multiplying (3.8) by $T_i^{-1}$ we get
\[\varphi d_+ = qT_i^{-1}d_+\varphi \quad (\text{using (3.11)}) = T_i d_+\varphi + (q-1)d_+\varphi \]
giving (3.9).

On the other hand, using again (3.11) we get
\[\varphi d_-T_{k-1} = q\varphi d_-T_{k-1}^{-1} - (q-1)\varphi d_-\]
(\text{using (3.7)}) \[= d_-\varphi T_{k-1}^{-1} - (q-1)\varphi d_- \]
\[= d_-\varphi - (q-1)\varphi d_- \]
giving (3.10). \[\square\]

Moreover, by [CM18 Lemma 5.4], for $F \in V_k$
\[(3.12)\quad \varphi F = T_1T_2\cdots T_{k-1}(-y_k F).\]

4. Path operators

Consider the family $\mathcal{P}$ of paths defined in Section 2, i.e. Schröder paths with no diagonal steps on the main diagonal $x = y$.

As we will only use paths coming from $\mathcal{P}$, in the rest of this article the word “path” without further specifications will be used to mean “path in $\mathcal{P}$”.

It will be convenient to encode such paths with words in the alphabet $\{-,0,+\}$ where a north step corresponds to a ‘−’, a northeast step to a ‘0’, and an east step to a ‘+’. For example the path in Figure 2 gets encoded by $(-,-,0,0,-,+,−,−,+,+,0,0,−,+,+,+)$. The degree of a step of a path $P \in \mathcal{P}$ is the ordinate of the highest rightmost point of the step. Equivalently, it is the number of ‘−’ minus the number of ‘+’ occurring in the word encoding $P$ weakly to the left of the considered step. Observe that, by definition of $\mathcal{P}$, every ‘0’ has positive degree, while the highest rightmost step of a path has always degree 0.

A partial path is simply a prefix of a path $P \in \mathcal{P}$, i.e. it consists of the first few consecutive steps of a path in $\mathcal{P}$ (so that its highest rightmost step can possibly have positive degree). The degree of a partial path is defined to be the degree of its highest rightmost step.

A path is said to be non-touching if it touches the base line only at the beginning and at the end, equivalently if its only step of degree 0 is its rightmost one.

Observe that any path $P$ can be decomposed in a unique way as the concatenation $P = P_1P_2\cdots P_k$ of non-touching paths $P_i$. 
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**Definition 4.1.** We associate to each path $P \in \mathcal{P}$ a path operator $d_P$ on $V_0 = \Lambda$, by replacing each ‘$-$’ with a $d_-$, each ‘$0$’ with a $\varphi$, and each ‘$+$’ with a $d_+$. We define similarly partial path operators $d_P$ associated to partial paths $P$, where now $d_P : V_k \to V_0$, where $k$ is the degree of $P$.

For example, if $P$ is encoded by $(-,-,0,+,0,+)$, then we get $d_P = d_- d_- \varphi d_+ \varphi d_+$.

The main result that we are going to need about path operators is the following theorem of Carlsson and Mellit which is implicit in [CM18], and made explicit in [GHQR19].

**Theorem 4.2.** Let $\nu$ be a tuple of vertical strips. Then

$$G_{\nu}[X; q] = d_{P_{\nu}}(1),$$

where $P_{\nu}$ is defined in Section 2.2.

Thanks to this theorem, we can work with path operators in order to prove the main result of this article.

5. **e-positivity**

In this section we prove the main result of this article, i.e. the $e$-positivity of $G_{\nu}[X; q + 1]$ where $G_{\nu}[X; q]$ is a vertical strip LLT polynomial.

We start with a lemma.

**Lemma 5.1.** For $m \geq 0$, the path operator $d_- \varphi^m d_+$ equals the operator of multiplication by $e_{m+1}$.

**Proof.** Using (3.12) in degree 1, we get the equality in degree 0

$$d_- \varphi^m d_+ = (-1)^m d_- y_1^m d_+.$$

For any $F[X] \in \Lambda = V_0$ we compute

$$d_- \varphi^m d_+ F[X] = (-1)^m d_- y_1^m d_+ F[X]$$

$$= (-1)^m d_- y_1^m F[X + (q - 1)y_1]$$

$$= (-1)^{m+1} y_1^m F[X + (q - 1)y_1 - (q - 1)y_1] \sum_{i \geq 0} (-1)^i e_i[X] |_{y_1^{-1}}$$

$$= F[X] \sum_{i \geq 0} (-1)^{m+i+1} (y_1)^{m-i} e_i[X] |_{y_1^{-1}}$$

$$= e_{m+1} F[X].$$

The key ingredient of our main result is the following lemma.

**Lemma 5.2.** Consider a partial path operator $d_P$ of the form

$$d_P = d_- \varphi^{a_1} d_- \varphi^{a_2} d_- \cdots d_- \varphi^{a_{s-1}} d_- \varphi^{a_s} d_+$$

with $s \geq 2$, and $a_i \geq 0$ for all $i = 1, 2, \ldots, s$.

If $a_s = 0$ then

$$d_P = d_- \varphi^{a_1} d_- \cdots d_- \varphi^{a_{s-1}} d_+ d_- + (q - 1) d_- \varphi^{a_1} d_- \cdots d_- \varphi^{a_{s-1}} \varphi.$$  

If $a_s > 0$ then either

$$d_P = q d_- \varphi^{a_1} d_- \cdots d_- \varphi^{a_{s-1}} d_- \varphi^{a_s-1} d_+ \varphi,$$
or

\[ dp = q^i d_- \varphi^{a_1} d_- \cdots d_- \varphi^{a_{s-1}} d_- \varphi^{a_s} d_+ \varphi \]

\[ + (q^\epsilon - 1) d_- \varphi^{a_1} d_- \cdots d_- \varphi^{a_{s-1}} d_- \varphi^{a_s} d_+ \varphi, \]

with \( a_{s-1} > 0 \) and \( \epsilon \in \{0,1\} \), or

\[ dp = q^i d_- \varphi^{a_1} d_- \cdots d_- \varphi^{a_{i-1}} d_- \varphi^{a_i+1} d_- \cdots d_- \varphi^{a_{s-1}} d_- \varphi^{a_s} d_+ \varphi \]

\[ + (q^\epsilon - 1) d_- \varphi^{a_1} d_- \cdots d_- \varphi^{a_{i-1}} d_- \varphi^{a_i} d_+ \varphi \]

for some \( 1 \leq i \leq s - 2 \) for which \( a_i > 0 \), and \( \epsilon \in \{0,1\} \).

**Proof.** If \( a_s = 0 \), then we can use the definition \((3.1)\) of \( \varphi \) to get

\[ d_- \varphi^{a_1} d_- \cdots d_- \varphi^{a_{s-1}} d_- \varphi^{a_s} d_+ = \]

\[ = d_- \varphi^{a_1} d_- \cdots d_- \varphi^{a_{s-1}} d_+ d_+ \]

\[ = d_- \varphi^{a_1} d_- \cdots d_- \varphi^{a_{s-1}} (d_- d_+ - d_+ d_-) + d_- \varphi^{a_1} d_- \cdots d_- \varphi^{a_{s-1}} d_+ d_- \]

\[ = (q - 1) d_- \varphi^{a_1} d_- \cdots d_- \varphi^{a_{s-1}} \varphi + d_- \varphi^{a_1} d_- \cdots d_- \varphi^{a_{s-1}} d_+ d_- , \]

which gives \((5.1)\).

If \( a_s > 0 \), then we can use \((3.9)\) to get

\[ d_- \varphi^{a_1} d_- \cdots d_- \varphi^{a_{s-1}} d_- \varphi^{a_s} d_+ = \]

\[ = d_- \varphi^{a_1} d_- \cdots d_- \varphi^{a_{s-1}} d_- \varphi^{a_s} d_+ \varphi \]

\[ = d_- \varphi^{a_1} d_- \cdots d_- \varphi^{a_{s-1}} d_- \varphi^{a_s} - T_1 d_+ \varphi + (q - 1) d_- \varphi^{a_1} d_- \cdots d_- \varphi^{a_{s-1}} d_- \varphi^{a_s} d_+ \varphi. \]

Now, in order to get rid of \( T_1 \) in the first summand, we can use the commutation relations \((3.3)\), \((3.4)\) and \((3.5)\), i.e.

\[ \varphi T_i = T_{i+1} \varphi \quad (i \leq k - 2), \quad \varphi^2 T_{k-1} = T_1 \varphi^2, \quad d_- T_i = T_i d_- \quad (1 \leq i \leq k - 2) \]

to commute the \( T_1 \) to the left, possibly changing it into another \( T_1 \), until we reach one of the following situations:

(1) in degree \( k \geq 2 \), we reach \( \cdots d_-^2 T_{k-1} \): in this case the relation \((3.6)\), i.e. \( d_-^2 T_{k-1} = d_-^2 \), allows us to simply remove the \( T_{k-1} \);

(2) in degree \( k \geq 2 \), we reach \( \cdots d_- \varphi T_{k-1} \): in this case the relation \((3.7)\), i.e. \( d_- \varphi T_{k-1} = \varphi d_- \), allows us again to remove the \( T_{k-1} \), getting a factor \( q \);

(3) in degree \( k \geq 3 \), we reach \( \cdots d_- \varphi d_- T_{k-1} \): in this case the relation \((3.10)\), i.e.

\[ \varphi d_- T_{k-1} = d_- \varphi - (q - 1) \varphi d_- , \]

will give a summand that cancels the one that we left out before, leaving us again with a summand without \( T_{k-1} \).

In situation (1) we get \((5.2)\), while in situations (2) and (3) we get the remaining claimed possibilities, i.e. \((5.3)\) and \((5.4)\), with \( \epsilon = 1 \) and \( \epsilon = 0 \) respectively. \[\square\]
Example 5.3. Consider the path $P \in \mathcal{P}$ encoded by $(-, 0, -, -, 0, 0, 0, +, +, +)$. We compute

$$d_P = d_- \varphi d_+ \varphi^4 d_+^3$$

$$= d_- \varphi d_+^2 \varphi^3 d_+^2$$

(using (3.9))

$$= d_- \varphi d_+^2 \varphi^3 T_1 d_+ \varphi d_+^2 + (q - 1) d_- \varphi d_+^2 \varphi^3 d_+ \varphi d_+^2$$

$$= d_- \varphi d_+^2 \varphi^2 T_1 d_+ \varphi d_+^2 + (q - 1) d_- \varphi d_+^2 \varphi^3 d_+ \varphi d_+^2$$

(using (3.3))

$$= d_- \varphi d_+^2 \varphi^2 T_2 d_+ \varphi d_+^2 + (q - 1) d_- \varphi d_+^2 \varphi^3 d_+ \varphi d_+^2$$

$$= d_- \varphi d_+^2 T_2 d_+ \varphi d_+^2 + (q - 1) d_- \varphi d_+^2 \varphi^3 d_+ \varphi d_+^2$$

(using (3.4))

$$= d_- \varphi d_+^2 T_1 \varphi^2 d_+ \varphi d_+^2 + (q - 1) d_- \varphi d_+^2 \varphi^3 d_+ \varphi d_+^2$$

$$= d_- \varphi d_+^2 d_+ \varphi d_+^2 + (q - 1) d_- \varphi d_+^2 \varphi^3 d_+ \varphi d_+^2$$

(using (3.3))

$$= d_- \varphi d_+^2 d_+ \varphi d_+^2 + (q - 1) d_- \varphi d_+^2 \varphi^3 d_+ \varphi d_+^2$$

$$= d_- \varphi d_+^2 d_+ \varphi d_+^2 + (q - 1) d_- \varphi d_+^2 \varphi^3 d_+ \varphi d_+^2$$

(using (3.3))

$$= d_- \varphi d_+^2 d_+ \varphi d_+^2 + (q - 1) d_- \varphi d_+^2 \varphi^3 d_+ \varphi d_+^2$$

$$= d_- \varphi d_+^2 d_+ \varphi d_+^2 + (q - 1) d_- \varphi d_+^2 \varphi^3 d_+ \varphi d_+^2$$

(1) there is one $d_+$ less occurring, as it got replaced together with a $d_-$ by a $\varphi$;

(2) the $d_+$ occurs one place to the left of what it used to, in the same degree, as it passed by a $\varphi$;

(3) the $d_+$ occurs in a lower degree, as it passed by a $d_-$.

Notice that nothing before $d_P$ and nothing after our $d_+$ got modified in our new path operators.

Therefore, iterating this process on the new paths operators, in finitely many steps either our $d_+$’s disappear as in (1), or they reach degree 0, in which case they cut a prefix of the form $d_- \varphi^m d_+$ with $m \geq 0$.

Hence, among our path operators there are $d_+$’s of degree $\geq 1$, we can iterate this all process.

At the end, in finitely many steps, we will have reached a combination of path operators in which every $d_+$ has degree 0, i.e. these operators are compositions of operators of the form $d_- \varphi^m d_+$ with $m \geq 0$, with coefficients in $\mathbb{N}[q, q - 1] = \mathbb{N}[q - 1]$.

By Lemma 5.4.1 the operators of the form $d_- \varphi^m d_+$ with $m \geq 0$ are multiplications by $e_{m+1}$, so in the end, applying the resulting formula for $d_P$ to the constant 1 we ended up expanding the resulting symmetric function in the elementary symmetric function basis $\{e_\mu\}_\mu$ with coefficients in $\mathbb{N}[q - 1]$. The substitution $q \mapsto q + 1$ will therefore result in the $e$-positivity, as claimed. □
Remark 5.5. Observe that our proof gives actually an algorithm to expand \( d_P(1) \) (and hence \( d_P(1)_{q=q+1} \)) in the elementary symmetric function basis.

Example 5.6. Consider the path \( P \in \mathcal{P} \) encoded by \((- , 0 , - , 0 , + , +)\). We start with the leftmost \( d_+ \), which appears in degree 1: we compute

\[
d_P = d_+ \varphi d_+ d_+^2
\]

(using (3.9))

\[
d_+ - T_1 d_+ \varphi d_+ + (q-1) d_+ \varphi d_+ d_+^2
\]

(which is the case (5.3) with \( \varepsilon = 0 \)). We can iterate on the leftmost \( d_+ \), which is still in degree 1, to get

\[
d_P = d_+ d_+^2
\]

(using (3.10))

\[
d_+ - (q-1) d_+ \varphi d_+ d_+^2 + (q-1) d_+ \varphi d_+ d_+^3
\]

which is the case (5.2).

Iterating again on the leftmost \( d_+ \), which is in degree 1, we get

\[
d_P = q d_+^2 d_+^3
\]

which is the case (5.1).

Now all the \( d_+ \)'s appear in degree 0, so, applying Lemma 5.1, we finally get

\[
d_P(1) = q d_+ d_+^2 d_+^3(1) + q(q-1) d_+^3 d_+^4
\]

which is the case (5.3) with \( \varepsilon = 0 \).

Corollary 5.7. If \( G_\nu[X; q] \) is a vertical strip LLT polynomial, then \( G_\nu[X; q+1] \) is \( e \)-positive.

Proof. The statement follows by combining Theorem 4.2 and the previous theorem. \( \square \)

6. SOME CONSEQUENCES

As we already mentioned in the introduction, our result implies several \( e \)-positivity conjectured in [AP18], [Ber17] and [GHQR19]. For example, we have the following corollary.

Corollary 6.1. All the conjectured \( e \)-positivities left open in the introduction of [GHQR19] (the (7) conditioned to the validity of the Delta conjecture) are true.

Sketch of the proof. All the occurring symmetric functions are either (special cases of) vertical strip LLT polynomials or positive combinations (i.e. with coefficients in \( \mathbb{N}[q, t] \)) of them: see for example [Hag08] and [BGSLX16] for more informations on these decompositions. \( \square \)

In a different direction, the following corollary is an immediate consequence of the proof of Theorem 5.4.

Corollary 6.2. The path operator \( d_P \) is simply a multiplication operator by \( d_P(1) \).
Proof. In the proof of Theorem 5.4 we showed that $d_P$ is a linear combination of compositions of path operators of the form $d \cdot \varphi^m d_+$ with $m \geq 0$, which are multiplication operators by Lemma 5.1. Therefore $d_P$ is itself a multiplication operator, obviously by $d_P(1)$. □

Remark 6.3. This fact is probably related to the same property conjectured by Bergeron in [Ber17] for the specialization at $t = 1$ of related symmetric functions. We do not discuss this further in this article.

An interesting consequence of the last corollary, which is not at all clear from the definitions, is that the path operators actually commute with each others.
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