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ABSTRACT

POI recommendation is a key task in tourism information systems. However, in contrast to conventional point of interest (POI) recommender systems, the available data is extremely sparse; most tourist visit a few sightseeing spots once and most of these spots have no check-in data from new tourists. Most conventional systems rank sightseeing spots based on their popularity, reputations, and category-based similarities with users’ preferences. They do not clarify what users can experience in these spots, which makes it difficult to meet diverse tourism needs. To this end, in this work, we propose a mechanism to recommend POIs to tourists. Our mechanism include two components: one is a probabilistic model that reveals the user behaviors in tourism; the other is a pseudo rating mechanism to handle the cold-start issue in POIs recommendations. We carried out extensive experiments with two datasets collected from Flickr. The experimental results demonstrate that our methods are superior to the state-of-the-art methods in both the recommendation performances (precision, recall and F-measure) and fairness. The experimental results also validate the robustness of the proposed methods, i.e., our methods can handle well the issue of data sparsity.

Keywords  POI Recommendation, User Experience Modeling, Pseudo-rating, Cold-start, Fairness, Data Sparsity, Tourism

1 Introduction

Tourism is a major industry in the world economy and plays an important role in our lives. Automated discovery and recommendation of sightseeing spots are drawing more attention to meet the growing demands for personalized tours[1,2,3,4,5]. In recent years, social network services (SNS) have been spreading extensively, and the Internet is filled with various travel-related information. Massive amounts of data, such as geo-tagged images and videos, have been posted to SNSs such as Flickr and Instagram to share sightseeing experiences. These geo-tagged images are widely used in landmark recognition and tour recommendations[6].

Point-of-interest (POI) recommendation is a key challenge in location-based social networks (LSBNs)[7,8,9,10]. The information generated and shared by users on LSBNs is useful for understanding user preferences for POI recommendations. Generally, POI recommendations aim to predict or recommend the next set of POIs in which a user may be interested by learning from the check-in history and related information of that user. To this end, Markov chain-based approaches, matrix factorization (MF) methods, and deep learning-based methods have been proposed[11,12,13,14]

Similar to conventional POI recommendation tasks[15], tourists tastes must be captured from their behaviors for sightseeing recommendations. However, unlike daily activities, the movements of users when sightseeing are not regular and difficult to predict. We visit the same places many times in our daily lives, such as home, school, and workspaces, and often repeat the identical things every day. However, when acting as tourists, we rarely go to the same place many times or repeat the same activities as in our daily lives. When we travel, we are challenging, adventurous, and explore things that we rarely experience in our daily lives. This results in different behavior patterns. The existing MF-based methods (such as GeoMF++[13,12] and LGLMF[16]) and deep-learning-based methods (SAENAD[17],etc.) could not handle this problem well. Moreover, for a tourist, there is little or no check-in data at the destination city because it is likely their first visit the city. A key challenge in sightseeing recommendation is modeling tourists’ behaviors with extremely sparse data, which is more difficult than modeling daily life recommendations. In this sense, sightseeing spot recommendation is one of the hardest recommendation tasks. We define a new class of POI recommendation tasks,
namely sightseeing spot recommendations, which focuses on the challenges of little or no history data and different user behavior patterns (Section 3.1).

Recommender systems that analyze tourists’ travel behaviors are receiving significant attention. Most existing studies focused on spot popularity and the relationship between users and locations, which infer users’ preferences and opinions to recommend personalized tours and sightseeing spots. The popularity of a POI is based on the check-in numbers, stay duration, and so on. It is a reasonable factor in tourism because tourists are unfamiliar with the destination city and do not have historical check-in data. However, the popularity bias is the main disadvantage: popular locations are always being recommended while the majority of other locations do not get the deserved attention. It cannot recommend locations with sufficient consideration of what the user want and can do at the spots. On the other hand, fairness is an increasingly important area in recommender systems. The popularity based recommendation could not meet the diverse needs of tourists, especially the ones who want to enjoy deep and personalized tourism, which results in lack of fairness among tourists. To meet diverse tourists’ needs, some researchers proposed methods that reveal “what to see” for sightseeing spot recommendation, based on the estimation of tourist attractions and focusing on the scenery and landscape. In this work, we propose a novel user-experience-oriented sightseeing recommender mechanism that focuses on sightseeing activities other than “seeing”, such as “eating”, “playing”, and “shopping”, and makes user adaptive recommendations based on “what tourists want to do or enjoy there”.

We propose a Basic User Experience Model (B-UEM), which is a probabilistic generation model for analyzing tourist behaviors in sightseeing spots. Inspired by [9], the proposed user experience model involves four factors: Who (does it), What (the tourist does), Where (the tourist does it), and When (the tourist does it). With B-UEM, we reveal “what we can do/enjoy there” and recommend sightseeing resources based on user behaviors. A pseudo rating mechanism is also proposed to handle cold-start scenario, in which tourists are new to the city and have no historical data. Several keywords about Where and What are provided to new tourists to be rated as start-up information and recommendations are made based on B-UEM.

In short, we recommend sightseeing spots considering “what we can experience there” and “what we want to experience there” rather than just “where we can or should visit”. The major contributions of this work are summarized as follows.

- We propose a probabilistic model to analyze user experiences using geo-tagged images. We model the user experience by introducing a hidden factor (Section 3). Conventional models generate time, words, and location for each post (tweet, etc.) by a user. Such approaches require each user has enough records to learn the model. This fashion makes it not suitable for modeling tourist behaviors. In contrast, our user experience model generates users, locations, and words per each post (image, etc.) from the hidden user experiences. This feature makes our model suitable for mitigating the sparse data issue in tourism recommender systems. In addition, our experimental results also reveal the differences between modeling user behaviors for daily lives and for tourism (Section 4).

- We propose a novel approach to handle the cold-start problem, especially for new tourists without historical data (Section 3.4). In addition to the user behavior modeling, we propose a novel pseudo rating mechanism to recommend sightseeing spots to new tourists with considering their preferences.

- Extensive experiments with tourist data from two real-world datasets, YFCC100M Kyoto and User Visits, reveal that the proposed methods are superior to other state-of-the-art approaches (Section 4). The proposed methods not only achieve higher precision, recall and F-measure, but also avoid popularity bias to achieve satisfaction of more users and make recommendation more diversely at the same time.

2 Related Work

Generally, people only visit a small number of POIs, and the related check-in data is sparse. This feature makes POI recommendation harder than typical recommender systems, such as product recommendation in electronic commerce systems. In the field of POI mining and recommendation, it is important to model the user behaviors. Song et al. claimed that it was possible to predict user behaviors with up to 93% accuracy by measuring the amount of information in the trajectory of daily living behaviors. A general temporal pattern was developed for user location prediction from a user’s check-in behaviors. They also stated that behavior during travel is very different. Other researchers tackled the sparse data issue and proposed models that could handle in and out of town behavior. Similar to conventional POI recommendations, the check-in data in tourism is also sparse because that a tourist only visits a few spots (POIs). In addition, one of the challenges in predicting tourist behaviors is the absence of reproducibility, even for the same tourist. In tourism, people rarely go to the same place repeatedly. It is common for a traveler to go to a particular spot and never re-visit there again, making the relationships between a tourist and sightseeing spots extremely sparse. Therefore, more efficient approaches for tourism recommendations are necessary. In
addition to the problem of data sparsity, the concept of groups was introduced to address the cold start issue \cite{30,32,1}. In conventional research, groups are classified using only the features of users or items. In our work, users, locations, and behaviors are comprehensively analyzed and classified into hidden factors that represent user experiences in tourism.

There are also several methods that focus on user behavior mining \cite{33,34,21}. In these methods, the information on user behaviors and locations is used to predict the location. However, this is insufficient for capturing the user’s interests and preferences. Specifically, probabilistic models of $W^4$ and $LW^4$ to model users’ behaviors on Twitter have been proposed \cite{9,10}. Latent Dirichlet allocation was used to model locations and behaviors while ignoring the influences of time and users \cite{35}. Geographic topics from Twitter users were utilized to analyze the Who, Where, and What using a probabilistic model \cite{36}. A probabilistic model was also used for user behavior prediction \cite{37,38}. In contrast to our work, the target user’s behaviors in these methods are on daily activities rather than sightseeing. Users’ behaviors during sightseeing are different from those in daily lives, and thus a different model is necessary. Furthermore, historical user data in the destination city is extremely sparse when compared with conventional POI recommendations. To handle this challenge, our user experience model generates users, locations, and words from the hidden user experiences. This differs from conventional models that generate time, words, and location for each post (tweet, etc.) from a user.

Tweets were often utilized as user behavior data \cite{9,10}. In contrast, we use images from YFCC100M \cite{39} as the dataset to train our user-experience model. The main difference between Twitter and Flickr or Instagram is their dominant data types, text or images. Images have more information than freely written text data and contain information about the user’s tastes and behaviors. Text data are sometimes composed of emotional, subjective, and temporary elements. It is possible to obtain more accurate and objective information on user behavior by analyzing images rather than text data. Images reflect users’ tastes and preferences more accurately than check-in data, such as the data from Foursquare and Gowalla. Previous researchers have attempted to predict places from image datasets such as Flickr and Instagram \cite{40,41,42}. However, they did not consider the data sparseness and semantic meaning of images, and determined users’ preferences directly from the data.

3 User Experience Model

3.1 Preliminary

In this study, we denote the sets of tourists and sightseeing spots in a sightseeing city $c$ as $U$ and $L$, respectively. The tourist records of $U$ in city $c$ are denoted by $D$. Table 1 illustrates the primary notations used in this study.

**Sightseeing Spot** A sightseeing spot $l$ is geo-coded by a coordinate $(x_p, y_p)$, where $x_p$ and $y_p$ denote the latitude and longitude, respectively. In a sightseeing recommender system, the destination sightseeing spots $L = \{l_1,...,l_m\}$ are pre-defined by the system or automatically detected by using the historical tourist records $D$. Generally, a sightseeing spot is a specific coordinate that attracts tourists and is usually represented as a point or coordinate on a map.

**User Experience** A user experience $e$ is a tuple of $(u, l, t, W)$ and denotes the user $u$ (who is the tourist) engaging in behaviors $W$ (what did $u$ do) at time $t$ (when did $u$ visit there) in spot $l$ (where did $u$ visit). We use words that represent activities and scenes to express user behaviors in sightseeing spots.

**Tourist Records** The tourist records $D$ are collected in the given city $c$ from tourists $U$. Without losing generality, we use the geo-tagged images uploaded on social image sharing sites, such as Flickr and Instagram. Here, a geo-tagged image $d$ is denoted as $(u_d, l_d, t_d, W_d)$, which signifies that $u_d$ took a photo representing user behaviors $W_d$ at time $t_d$ in location $l_d$. A geo-tagged image (a tourist record) represents one or more user experiences. Therefore, $D$ is a set of $d$ from tourist $U$ who visited and took photos in sightseeing spots $L$ in $c$. Existing methods are applied to extract words describing user behaviors \cite{5}.

**Sightseeing Spot Recommendation** Sightseeing spot recommendation is a class of POI recommendation tasks that recommends sightseeing spots $L = \{l_1,...,l_m\}$ in city $c$ for a tourist $u'$, given tourist records $D$ in $c$ of tourists $U$. Note that in general, $u' \not\in U$, which differs from conventional POI recommendations.

3.2 Assumptions

This study focuses on recommending spots based on what tourists want to experience at that location. To this end, we first propose a novel user experience model to analyze tourist behaviors in the destination city $c$ by considering the following assumptions.

**Assumption 1**: Tourists may enjoy similar experiences and activities. In other words, we can group and generate users based on these activities and experiences. Conversely, an experience-based user group contains multiple tourists with similar preferences. Obviously, a tourist may enjoy different experiences.
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Table 1: Symbols

| Symbol | Description                      |
|--------|----------------------------------|
| $G$    | Set of User Experiences          |
| $U$    | Set of Tourists                  |
| $D$    | Set of Tourist Records           |
| $L$    | Set of Sightseeing Spots         |
| $W$    | Set of Words Describing Users’ Activities |
| $T$    | Set of Time Slots                |
| $N_w$  | Number of Words in Data $d \in D$ |

| $d$    | Tourist Record ($\in D$)         |
| $g_d$  | User Experience to which $d$ belongs |
| $u_d$  | User (tourist) who created $d$   |
| $l_d$  | Spot where $d$ was created       |
| $w_d$  | Words ($\in W$) appearing in $d$ |
| $t_d$  | Time when $d$ was created        |

$\theta$ Categorical Distribution over $G$

$\rho_{t_d}$ Categorical Distribution over $W$ Specific to $t_d$

$\mu_{l_d}$ Categorical Distribution over $W$ Specific to $l_d$

$\pi_{g_d}, \phi_{g_d}$ Categorical Distribution over $U$, $L$, $W$ and $T$ Specific to $g_d$

$\alpha, \beta, \gamma$, $\delta, \epsilon, \eta$, $\iota, \kappa$ Dirichlet Priors to Categorical Distributions

**Assumption 2:** Each spot serves more than one experience, and similar spots may provide similar sightseeing experiences. In other words, we can group and generate spots based on user experiences. An experience could be enjoyed in several spots.

**Assumption 3:** Tourists enjoy different experiences and engage in different activities at different spots. An experience represents a group of similar activities or actions performed by tourists at their visited spots. For example, taking pictures, eating sweetmeats, and doing Zen meditation are common actions in sightseeing spots. We may group actions and behaviors based on user experiences.

**Assumption 4:** User experiences are influenced by the time when the tourists visit spots. In other words, visiting time may be grouped based on user experiences.

### 3.3 User Experience Model

We construct a basic user experience model (B-UEM) to analyze tourists’ behaviors, considering Assumptions 1, 2, 3, and 4. Tourists, spots, times, and behaviors are treated as observed variables, and the user experience is considered as a latent variable. As previously mentioned, our user experience model generates tourists, spots, and behavior words using the hidden user experience to address the extreme sparsity of tourist data. The B-UEM graphical model is illustrated in Figure 1. The generative process in the B-UEM model is shown in Algorithm 1. User experience $g_d$ is drawn from a categorical distribution with parameter $\theta$. Then, using $g_d$, we generate tourist $u_d$, spot $l_d$, and a set of words $w_{d,i}$ ($i = 1, \ldots, N_w$) related to $g_d$. Note that $w_{d,i}$ in the graphical model indicates the $i$th word among the words indicating the behavior at a certain tourist record $d \in D$. The white circles in the graphical model represent the latent variables, and the circles with a gray background color represent the observed variables (see Algorithm 1).

One of the notable features of our model is that it generates tourists, spots, and behavior words from the user experience, a latent factor. As a result, the four factors, $u, l, t,$ and $w$, are conditionally independent. Each $w$ is influenced only by the user experience. This guarantees that they are independent and identically distributed without influencing one other.

Tourist record $d$ consists of tourist $u_d$, visited spot $l_d$, time $t_d$, and activities $w_d = \{w_{d,i}, \ldots, w_{d,N_w}\}$ performed there. These are generated from corresponding categorical distributions and represented using discrete distributions. Tourists, spots, words, and times are generated by the hidden user experience $g_d$. $g_d$ is generated from the categorical probability distribution with parameter $\theta$, denoted as

$$g_d \sim \text{Categorical}(\theta).$$ (1)
Algorithm 1 Generative Process of the B-UEM Model

1: \( \theta \sim \text{Dir}(\alpha) \) \hspace{8cm} \triangleright \text{draw priors to user experiences}
2: \text{for} \; g \; \text{in} \; |G| \; \text{do}
3: \quad \pi_g \sim \text{Dir}(\gamma) \hspace{8cm} \triangleright \text{draw priors to tourists}
4: \quad \phi_g \sim \text{Dir}(\beta) \hspace{8cm} \triangleright \text{draw priors to spots}
5: \quad \sigma_g \sim \text{Dir}(\delta) \hspace{8cm} \triangleright \text{draw priors to words describing behaviors}
6: \quad \tau_g \sim \text{Dir}(\kappa) \hspace{8cm} \triangleright \text{draw priors to time slots}
7: \text{end for}
8: \text{for} \; d \; \text{in} \; |D| \; \text{do}
9: \quad g_d \sim \text{Categorical}(\theta) \hspace{8cm} \triangleright \text{proceed in data}
10: \quad u_d \sim \text{Categorical}(\pi_{g_d}) \hspace{8cm} \triangleright \text{draw a user-experience}
11: \quad l_d \sim \text{Categorical}(\phi_{g_d}) \hspace{8cm} \triangleright \text{draw a tourist using user-experience}
12: \quad t_d \sim \text{Categorical}(\tau_{g_d}) \hspace{8cm} \triangleright \text{draw a time using user-experience}
13: \quad \text{for} \; i \; \text{in} \; N_w \; \text{do}
14: \quad w_{d,i} \sim \text{Categorical}(\sigma_{g_d}) \hspace{8cm} \triangleright \text{draw words using user-experience}
15: \quad \text{end for}
16: \text{end for}

From Assumption 1, a user could be generated by a user experience. Hence, the following equation applies.

\[ u_d \sim \text{Categorical}(\pi_{g_d}) \]  \hspace{8cm} (2)
\[ \pi_{g_d} \sim \text{Dirichlet}(\alpha) \]

Similarly, spots are generated based on Assumption 2 from the probability distribution \( \phi_{g_d} \) of spots for each user experience.

\[ l_d \sim \text{Categorical}(\phi_{g_d}) \]  \hspace{8cm} (3)
\[ \phi_{g_d} \sim \text{Dirichlet}(\beta) \]

Time slots are also generated from the probability distribution \( \tau_{g_d} \) by a user experience according to Assumption 4:

\[ t_d \sim \text{Categorical}(\tau_{g_d}) \]  \hspace{8cm} (4)
\[ \tau_{g_d} \sim \text{Dirichlet}(\kappa) \]

Finally, words describing behaviors are denoted by \( w_{d,i} \), and the fact that this variable stands alone indicates that there are multiple \( (N_w) \) actions for a tourist record whose tourist and spot are determined (Assumption 3). For each word, generation is performed as follows:

\[ w_{d,i} \sim \text{Categorical}(\sigma_{g_d}) \]  \hspace{8cm} (5)
\[ \sigma_{g_d} \sim \text{Dirichlet}(\delta) \]
3.4 Recommending Spots with Pseudo Rating Mechanism

The proposed B-UEM model involves four aspects of tourist behaviors: who, where, when, and what. Similar to previous user behavior models, missing information can be inferred in some of these aspects by using other given aspects. Here, without losing generality, to a tourist \( u \in U \) whose past records have been known, we demonstrate the spot recommendation with \( p(l|u) \). For location \( l_i \in L \), we have

\[
p(l_i|u) \propto \sum_{g_m} p(l_i|g_m, u)p(g_m|u)
\]

\[
= \sum_{g_m} p(l_i|g_m)p(g_m|u)
\]

\[
p(g_m|u) \propto p(u|g_m)p(g_m)
\]

Hence, \( p(l_i|u) \) is calculated as follows:

\[
p(l_i|u) = \sum_{g_m \in G} \phi_{g_m}(l_i)\pi_{g_m}(u)\theta(g_m)
\]

Similarly, we can recommend activities by estimating \( p(w_j|u) \) as follows:

\[
p(w_j|u) = \sum_{g_m \in G} \sigma_{g_m}(w_j)\pi_{g_m}(u)\theta(g_m)
\]

**Pseudo Rating Mechanism** In contrast to the conventional recommendation systems, the challenge here is that there is no data for a new tourist \( u' \). Therefore, our model cannot be directly applied to recommend sightseeing resources to \( u' \). To handle this challenge, we propose a pseudo rating mechanism. Suppose that \( n \) images from totally \( N (n << N) \) tourism records of other users are provided to a new user \( u' \), and \( u' \) rates the images. Under the assumption that a user’s rating scores of all images \( \{r_i\}_{i=1}^N \) follow a known distribution \( F_{\text{score}} \), the rating scores can be inferred and used to predict the spots and behaviors that \( u' \) may prefer.

We denote the rating information by \( R = \{(r_i, l_i, w_i, I_i)\}_{i=1}^n \), where \( l_i, w_i \) are the location and activity of the image \( I_i \), respectively. By law of total probability,

\[
p(l, w|R) = \sum_{g \in G} p(l, w|u' \in g, R)p(u' \in g|R)
\]

As we suppose that \( R \) is fully determined by \( u' \) while deciding the preference, \( P(l, w|u' \in g, R) = P(l, w|u' \in g) \), which means

\[
p(l, w|R) = \sum_{g \in G} p(l, w|u' \in g)p(u' \in g|R)
\]

Apply Bayes’ theorem,

\[
p(u' \in g|R) = \frac{P(R|u' \in g)p(u' \in g)}{P(R)}
\]

\[
\propto \prod_{i=1}^{n} p(\text{scores}(l_i, w_i, I_i) = r_i|u' \in g)p(u' \in g)
\]

\[
P(u' \in g) \text{ can be calculated easily with the posterior, and under our assumption of rating score distribution,}
\]

\[
p(\text{scores}(l_i, w_i, I_i) = r_i|u' \in g) = F_{\text{score}}(r_i|u' \in g)
\]

where, \( rank(l_i, w_i, I_i) \) is the rank of \( (l_i, w_i, I_i) \) in \( N \) images. However, the accurate calculation of the distribution of \( rank(l_i, w_i, I_i) \) has the same time complexity as matrix inversion, therefore we have to approximate the distribution by Monte Carlo sampling.

Now, we have two UEM-based methods to recommend location to deal with different situations.

- To users whose records have been known and used as train data, we could recommend location based on UEM without pseudo rating mechanism.
Table 2: Dataset Statistics

| City     | # of Users (Tourists) | # of Spots | # of Images (Tourist Records) |
|----------|-----------------------|------------|-----------------------------|
| Kyoto    | 783                   | 1496       | 55357                       |
| Budapest | 547                   | 38         | 15911                       |
| Delhi    | 119                   | 23         | 2460                        |
| Edinburgh| 751                   | 28         | 26658                       |
| Glasgow  | 291                   | 27         | 9031                        |
| Osaka    | 186                   | 27         | 6153                        |
| Perth    | 65                    | 22         | 2835                        |
| Toronto  | 650                   | 29         | 28087                       |
| Vienna   | 573                   | 28         | 27363                       |

- To new users whose records remain unknown, we could provide several images (or locations, words describing activities) to be rated, and make recommendation based on pseudo rating mechanism and UEM.

According to different type information provided to new users, we classify the second method into three sub-methods, namely, al(locations provided), wtol(words describing activities provided) and wl(both words and locations provided).

In addition, if we could receive a feedback of recommendation, \( p(u' \in g|R) \) could be used as prior probability for next recommendation, which hence forms a user-adaptive recommender system for new tourists.

4 Experimental Evaluation

In this section, first, we evaluated the performance of the proposed model for modeling tourist behaviors against its variations. Then, we compared the recommendation methods based on our model against three state-of-the-art methods, GeoMF++ [13], SAE-NAD [17] and LGLMF [16], for spot recommendation. The datasets and the source code can be found at https://github.com/Ma-Lab-Public/UX-SPR.

The model was trained with Stochastic Variational Inference [43] implemented using Pyro. Adam [44] was used as the optimization method, and its learning rate was set to 0.001.

4.1 Dataset

Two real-world datasets were used: YFCC100M Kyoto [23] and User Visits [4][18]. Both datasets were collected from Flickr. For YFCC100M Kyoto, we detected the spots by applying the city adaptive clustering method [23]. The User Visits dataset consists of geo-tagged images from eight cities. To filter noisy data for all datasets, we remove users who visited less than 2 POIs. We also discretized the time in months. The dataset statistics after preprocessing are shown in Table 2.

As previously mentioned, the words that indicate behaviors were extracted from images using two scene detection methods, place [5] and attribute [45], and for each image we used the top twelve words when using place [5] and the top four words when using attribute [45] based on the pre-experimental results.

4.2 Model Comparison

We compare the proposed B-UEM model with its variations. To define the comparative models, we introduce two more assumptions that are standardly applied for user behavior modeling.

**Assumption 5:** The behaviors at a spot are influenced by the location (spot), i.e., some behavior words are generated by the location context.

**Assumption 6:** The behaviors at a spot are influenced by the time, i.e., some words are generated by temporal context.

With these two additional assumptions (5 and 6), we have three variations of B-UEM: the spatio-temporal user experience model (ST-UEM), spatial user experience model (S-UEM), and temporal user experience model (T-UEM). The graphical model of the ST-UEM is shown in Figure 2. Graphical models of the T-UEM and S-UEM are shown in Figure 5.
**ST-UEM** The ST-UEM takes all the assumptions into account. Compared to the B-UEM, the behaviors and activities of tourists are spatio-temporally constrained. In other words, the generation of the word $w_{d,i}$ describing an activity is also influenced by $l_d$ and $t_d$. For example, the probability of eating pizza is increased by going to an Italian restaurant at 12:00 in the afternoon or 7:00 in the evening. This is a typical example where the influence of location is strongly reflected in the behavior. Simultaneously, there are spots where the influence of time is significant.

In this model, a variable $\lambda$ is used to model the factor, user experience, location, or time that has the greatest influence on the behavior. It is generated in a way that depends on the spot $l_d$ because $\lambda$ varies by spots. The variable $\lambda_{l_d}$ is used to generate $w_{d,i}$. Specifically, after $g_d$ and $l_d$ are generated, the variable $\lambda_{l_d}$ is generated for each location and treated as a weight to generate words describing activities.

$$\lambda_{l_d} \sim \text{Multinomial}(1, \eta_{l_d})$$

$$w_{d,i} \sim \lambda_{l_d}^1 \text{Categorical}(\mu_{l_d})$$

$$+ \lambda_{l_d}^2 \text{Categorical}(\rho_{l_d})$$

$$+ \lambda_{l_d}^3 \text{Categorical}(\sigma_{l_d})$$

$$\mu_{l_d} \sim \text{Dirichlet}(\epsilon)$$

$$\rho_{l_d} \sim \text{Dirichlet}(\iota)$$

$$\sigma_{l_d} \sim \text{Dirichlet}(\delta)$$

Figure 2: Graphical model of ST-UEM. Comparing with B-UEM, the word $w_{d,i}$ is influenced by spot $l_d$ and time $t_d$.

Figure 3: Graphical Models of the (a) S-UEM and (b) T-UEM. Compared to the B-UEM, the S-UEM does not have a variable of time slot $t_d$, and word $w_{d,i}$ is influenced by $g_d$ and $l_d$. In the T-UEM, word $w_{d,i}$ is influenced by time slot $t_d$. 
Note that $\lambda_{ld} = (\lambda_{ld}^1, \lambda_{ld}^2, \lambda_{ld}^3)$, and the first argument of the multinomial distribution is the number of times to generate.

**S-UEM** The S-UEM is based on Assumptions 1, 2, 3, 4, and 5. Its graphical model is shown in Fig. 3a. In contrast to the B-UEM, location can determine the behavior of the tourist. Similar to the ST-UEM, $\lambda$ is introduced as a weighting factor to determine which of the two factors influences the action.

**T-UEM** The T-UEM is based on Assumptions 1, 2, 3, 4, and 6. Its graphical model is shown in Fig. 3b. In contrast to the B-UEM, time can determine the behavior of a tourist. Compared to the ST-UEM, the influence of spot $l_d$ on word $w_d$ is removed.

### 4.2.1 Experimental Setting

YFCC100M Kyoto [23] and User Visits [4] [18] are used. The initial hyperparameters of the Dirichlet distribution were set to 1. $|G|$ was set to 10 as same as the similar hyperparameter of GeoMF++. The number of iterations was $5000 + 1500 * |G|$ to ensure sufficient training convergence. We split the data in two ways, **time-split** and **user-split**. The time-split way regards tourist records of each user as a sequence and set a part of the sequence as the train data while the remaining part as the test data, to simulate the situation that we know the past records of all users and recommend them new locations. In contrast, the user-split way selects a number of users as the train group and the others as the test group to simulate the cold-start situation that we know nothing about new tourists.

We respectively evaluate the perplexity [46] of locations and words describing activities. Perplexity is a measure of the accuracy of the topic model and indicates how much it can narrow down the candidates for recommendation. A higher value of perplexity indicates a larger number of choices, and a lower accuracy. The perplexity was calculated 10 times and averaged to eliminate the variation.

### 4.2.2 Results

Figure 4 and Figure 5 report the perplexity results of the comparative models using time-split data and user-split data, respectively. The perplexity scores show that our model performs better when using words extracted by the attribute method [45] than the place method [5]. Hereafter, we only use the words from the attribute method. The best location perplexity performances, in order, were achieved by the B-UEM, S-UEM, ST-UEM, and T-UEM. The best word perplexity performances, in order, were achieved by S-UEM, B-UEM, T-UEM, and ST-UEM.

The B-UEM and S-UEM achieved the best results in location and word perplexity, respectively. This confirmed our idea that different models are needed for POI recommendation in sightseeing than for daily living. Spatio-temporal constraints (Assumptions 5 and 6) are more useful in selecting POIs in user daily mobility than in tourism. Tourists may visit sightseeing spots with a few considerations of time and locations constraints because they are in the city. However, their behaviors may be affected by the location. For example, suppose we are visiting spot A. If the ice cream there is a specialty, we may eat it even if it is not mealtime, because we may not visit spot A again.

### 4.3 Evaluation of Spot Recommendations

In this section, we discuss the comparison experiment focusing on spot recommendation against three state-of-the-art methods, GeoMF++ [13], SAE-NAD [17] and LGLMF [16]. Precision, recall and F-value were used as the metrics. In addition, inspired by [47], we use the Gini index to compare the recommendation fairness. Gini index is a measure of statistical dispersion intended to represent the income inequality or the wealth inequality within a group [48]. We use F measure for each user as their “wealth” and apply Gini index to measure unfairness of recommendation among users. A higher value of Gini index indicates more unfairness.

#### 4.3.1 Parameter Setting

The dimension of $\alpha$ is $|G|$. The dimensions of the hyperparameters $\beta, \gamma, \delta$, and $\kappa$ are $|G| * |L|$, $|G| * |U|$, $|G| * |W|$, and $|G| * |T|$, respectively, and are affected by $G$. The parameters have an initial value of 1. The number of the latent user experience, $|G|$, is a hyperparameter. Based on the model comparison evaluation and the parameter (the latent space dimensions $K$) used in GeoMF++, we set $|G| = 10$. The number of steps depends on the size of the data and the time required for convergence. Therefore, we set the minimum and maximum number of steps to 5,000 and 150,000, respectively.

Considering that users’ rating scores are usually symmetric and extreme scores are not easily given, the distribution of users’ rating scores is assumed to be a 5-dimensional categorical distribution taking values $(-2, -1, 0, 1, 2)$ with
probability \( F_{\text{norm}}(-1.5), F_{\text{norm}}(-0.5), F_{\text{norm}}(0.5) \), where \( F_{\text{norm}}(\cdot) \) is the cdf of the standard normal distribution.

For the GeoMF++, the default value of the latent space dimensions \( K \) is 10. For its another hyperparameter \( \alpha \), we initially performed a grid search with \( \alpha = 5, 10, 20, 30 \) and then let \( \alpha = 20 \). The maximum number of iterations was set to 15. For the SAE-NAD, the latent dimension of model is set to 50. The dimension of the importance vector \( d_a \) and the geographical correlation level \( \gamma \) are selected by grid search, which are set to 20 and 60, respectively. The parameters of the weighting scheme \( \alpha \) and \( \epsilon \) are set to 2.0 and 1e-5, respectively. The gradient descent parameters, learning rate and regularization \( \lambda \), are set to 0.001 and 0.001 respectively. For the LGLMF, the parameters were initialized according to the report in the corresponding paper, which means that the model uses the validation data to find the best values of the parameters and uses them in the test data.

Similar to Section 4.2.1, we used two data-split ways, time-split and user-split, and three train ratios, 80\%, 50\% and 20\%. The time-split way is to simulate the situation that we know the past records of all users and recommend them new locations. We perform the compare of the proposed models and baselines with time-split data in Section 4.3.2. The user-split way is to simulate the cold-start situation that we know nothing about new tourists. We perform only the compare of the proposed models with user-split data in Section 4.3.3 because the existing methods cannot handle this scenario well.

### 4.3.2 Experimental Results of time-split data

Each model was trained respectively using time-split data, and top-\( k \) recommendations were made for each user for each city. In the comparison experiment, we mainly measured the precision, recall, F measure and Gini index. Their values changed each time they were computed because the proposed models are probability-generating. Therefore, we ran each model and parameter setting 10 times and averaged their results.

We select two models, B-UEM and S-UEM based on the model comparison results (4.2). Four recommendation methods,

- **base**: only UEM without pseudo-rating
Table 3: Experimental Results with time-split data (Average of all cities’ Precision, Recall and F-value (train ratio=0.8))

| Model          | pre@5  | rec@5  | F@5   | Gini@5 | pre@10 | rec@10 | F@10  | Gini@10 | pre@15 | rec@15 | F@15  | Gini@15 |
|----------------|--------|--------|-------|--------|--------|--------|-------|---------|--------|--------|-------|---------|
| GeoMF          | 0.056  | 0.089  | 0.068 | 0.628  | 0.052  | 0.169  | 0.079 | 0.483   | 0.046  | 0.246  | 0.077 | 0.426   |
| SAENAD         | 0.104  | 0.374  | 0.162 | 0.867  | 0.083  | 0.592  | 0.145 | 0.867   | 0.069  | 0.748  | 0.126 | 0.867   |
| LGLMF          | 0.055  | 0.160  | 0.082 | 0.575  | 0.046  | 0.255  | 0.078 | 0.467   | 0.042  | 0.322  | 0.074 | 0.426   |
| B-UEM-base     | 0.135  | 0.377  | 0.198 | 0.406  | 0.112  | 0.612  | 0.188 | 0.354   | 0.095  | 0.774  | 0.170 | 0.348   |
| B-UEM-al       | 0.137  | 0.386  | 0.201 | 0.431  | 0.115  | 0.635  | 0.194 | 0.359   | 0.096  | 0.788  | 0.172 | 0.351   |
| B-UEM-wtol     | 0.122  | 0.345  | 0.180 | 0.430  | 0.103  | 0.572  | 0.175 | 0.368   | 0.091  | 0.742  | 0.161 | 0.356   |
| B-UEM-wl       | 0.129  | 0.366  | 0.190 | 0.421  | 0.108  | 0.599  | 0.183 | 0.364   | 0.093  | 0.763  | 0.166 | 0.352   |
| S-UEM-base     | 0.136  | 0.381  | 0.199 | 0.407  | 0.111  | 0.612  | 0.188 | 0.354   | 0.095  | 0.771  | 0.169 | 0.347   |
| S-UEM-al       | 0.138  | 0.391  | 0.204 | 0.432  | 0.114  | 0.632  | 0.193 | 0.359   | 0.096  | 0.782  | 0.171 | 0.352   |
| S-UEM-wtol     | 0.130  | 0.366  | 0.191 | 0.433  | 0.109  | 0.597  | 0.184 | 0.366   | 0.094  | 0.759  | 0.166 | 0.356   |
| S-UEM-wl       | 0.136  | 0.385  | 0.200 | 0.427  | 0.112  | 0.618  | 0.189 | 0.362   | 0.095  | 0.773  | 0.169 | 0.354   |

- al: UEM and pseudo-rating with given locations
- wtol: UEM and pseudo-rating with given words
- wl: UEM and pseudo-rating with given both words and locations

are applied to conduct recommendation tasks (Section 3.4). Considering the time split data regard tourist records as sequences and all the users’ past records are known, we use the train data to estimate rating scores in al, wtol and wl methods. In al method, for any user, all the locations in the user’s past records(train data) are treated as preferred locations, i.e. we suppose that users will give high scores (1 or 2) to the locations they have visited otherwise the locations would not be in their records. The wtol and wl methods are conducted similarly with replacing locations by activities and images (including both locations and activities) respectively. It is worth noting that the wtol and wl method uses the information of activities to recommend locations, which is a novel approach that few existing methods could carry out. To evaluate the performance of methods comprehensively, we calculated the precision, recall, F measure and Gini index at top $k$ ($k = 5, 10, 15$) with these different train ratios. As shown in Table 3, our methods outperformed GeoMF++, SAE-NAD and LGLMF in precision, recall, F measure and Gini index, which means that our methods performed better POI recommendation in average and achieve more fairness among users. The B-UEM-al method and S-UEM-al are superior to the others in precision, recall and F measure, while B-UEM-base and S-UEM-base achieved fairer results denoted by Gini index.

We also test the significance of the difference of F measure between our models and the baselines, the results are shown in Fig. 6. The difference between any proposed method and any baseline is significant, which proved that our UEM based methods achieved significant improvements compared to the baselines. Different from the results shown in model comparison (Fig. 4, Fig. 5, Table 5 and Fig. 6) reveals that there is no significant difference between the B-UEM and S-UEM. One of the considerable reasons is that although the S-UEM will recommend the best place for a certain experience by considering the spatial context, a tourist may experience something in a convenient place and the B-UEM could handle this situation well. The compare of al, wtol, wl methods also illustrates this situation. In contrast to al...
method, the wtol method uses start-up information of words describing activities and the wl method uses both words describing activities and locations. However, the al method outperformed wtol and wl methods, which indicates that the relationship between activities and locations in tourism recommendation is not as close as daily life. In addition, the B-UEM is preferred to the S-UEM because it is simpler and easier to train and achieved better performance in the prediction of user behaviors.

For further validation, we experimented with different ratios of training data among total data, and the average of all cities’ precision, recall and F measure of the top 10 recommendations are shown in Figure 7. The proposed methods achieved similar results with any train ratio, which indicates that our model is robust even when the training data is sparse. On the other hand, the UEM based methods outperformed the baselines in terms of both precision, recall and F measure for any portion of the training data. This reveals that our model is more robust and can handle sparse data.

4.3.3 Experimental Results of user-split data

Similar to experiment using time-split data, each model was trained using user-split data and top-k recommendations were made for each user for each city. We mainly measured the precision, recall, F measure and Gini index. The user-split data simulate the situation that we have learned behavior patterns from some old users and know nothing about new users and no existing methods can handle this scenario well. Hence, we only performed the compare of the proposed models in this section. We compared B-UEM and S-UEM with three recommendation methods, al(UEM and pseudo-rating with given locations), wtol(UEM and pseudo-rating with given words), wl(UEM and pseudo-rating with given both words and locations). We ran each model and parameter setting 10 times and averaged their results.

For any user in test data, we pick five locations or activities, one location or activity that the user has experienced and four locations or activities that the user has not experienced, as start-up information because we could not learn anything about the user from training data. As previously mentioned, we use the start-up information to simulate that five locations or activities are provided to the user, and the user gives rating scores according to the actual tourism records. The location or activity that the user has experienced is treated as preferred location or activity, i.e. score 1 or 2, and the location or activity that the user has not experienced are treated as disfavored location or activity, i.e. score −2, −1 or 0. As shown in Table 4, the B-UEM-al and S-UEM-al outperform the other methods in average precision, recall and F measure, while B-UEM-wl and S-UEM-wl perform better than the other methods in the Gini index. Fig. 9 reveals that there is no significant difference between the B-UEM-al and S-UEM-al, while the differences between B-UEM-al or S-UEM-al and other methods are significant.
Fig. 8 shows that the proposed methods achieved similar results with different train ratios, which indicates that our model is robust and can handle sparse data. We also test the influence of the assumption about users’ rating.

![Figure 8: Average of all cities’ (a)Precision@10, (b) Recall@10 and (c)F@10 with different training ratios of user-split data.](image)

Figure 8: Average of all cities’ (a)Precision@10, (b) Recall@10 and (c)F@10 with different training ratios of user-split data.

To test the assumption about symmetry, we used another 5-dimensional categorical distribution taking values \((-2, -1, 0, 1, 2)\) with probability \(F_{\exp}(-1.5), F_{\exp}(-0.5) - F_{\exp}(-1.5), F_{\exp}(0.5) - F_{\exp}(-0.5), F_{\exp}(1.5) - F_{\exp}(0.5), 1 - F_{\exp}(1.5)\), where \(F_{\exp}(\cdot)\) is the cdf of the exponential distribution with shifting location \(-2.5\) and parameter \(1/\sigma\). To test the probabilities settings, we let the standard deviation \(\sigma\) varies from 0.01 to 2.

As shown in Fig. 10, the average \(F@10\) using symmetric distribution outperformed that using asymmetric distribution, which suggests that the assumption of symmetric is practical. On the other hand, the influence of standard deviation seems to be affected by the assumption of symmetric. There are no significant changes in symmetric case while a sharp decrease can be confirmed in asymmetric case, which suggests that setting smaller probabilities for extreme rates lead to better recommendation.

5 Conclusions

This study defined a new class of POI recommendations in tourism. We proposed a novel user-experience model to analyze tourist behavior with extremely sparse data. We also propose spots recommendation methods by revealing the activities tourists. In addition, a novel pseudo rating mechanism is proposed to handle the cold-start scenario, in which tourists are new to city and have no historical data. Extensive experiments on two real-data set have been carried out. The experimental results validate that our assumption that user behaviors in sightseeing differ from those in daily life and thus, different models to support tourism are needed. Our method outperformed the state-of-the-art baselines in both effectiveness and fairness and could make satisfactory recommendation to new tourists, even with extremely sparse data.
Figure 10: The F measure (k=10) using user-split data with different distribution assumption.
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