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ABSTRACT. In this study, a new prediction algorithm is proposed, based on the collaborative two-dimensional forecast model (CTFM) that combines the traditional method and similarity search technique. The main idea of the algorithm is that the prediction of the change trend of the slope and the accumulated slope of the cell resistance as well as the useful knowledge obtained using the similarity search technique are used as the main criteria to calculate anode effect (AE)-prediction reliability. The accumulated mass deviation value is used as an auxiliary criterion to adjust the AE-prediction reliability. Finally, the current AE-process is marked according to the current AE-prediction reliability. The prediction model based on CTFM is tested on a real situation, in which multiple samples are extracted from the production of a 400 kA aluminum electrolysis cell. We observe that when the time advance of AE-prediction is within 20 ∼ 40 min, the accuracy rate of the CTFM algorithm is greater than 95% and the applicability of the method is excellent, showing a high prediction accuracy for different aluminum electrolysis cells.

1. Introduction. The anode effect (AE) is a special phenomenon that occurs in an anode under a molten salt electrolysis process [1, 2]. It is conducive to cleaning the sediment of hearth bottom and the carbon residue of electrolyte [3]. But when an AE occurs, it reduces the cleaning efficiency and lowers the quality of aluminium products. In addition, AE is also accompanied by a high cell temperature, extensive material waste, high energy consumption, and harmful fluoride gas emission [4]. Thus, the frequency with which AE occurs must be controlled to an acceptable level. Therefore, predicting AE accurately, which is critical in aluminum electrolysis production, is essential. However, the aluminum electrolysis production is part of a time-varying nonlinear system with time delays, and it involves multiple variables that are coupled and strongly correlated. Thus, an accurate mathematical model
is difficult to be established. In addition, for aluminum electrolysis, this process is conducted in high-temperature, high-magnetic, and strongly corrosive conditions. Thus, estimating the values of system parameters accurately is difficult when done online. However, off-line measuring is discontinuous and unstable [5]. All of these undesirable factors have contributed to difficulties in AE-prediction accuracy.

Many studies have been conducted on AE-prediction of aluminium electrolysis in the past 20 years. Usually, an AE-prediction method based on the slope and the accumulated slope of cell resistance is a classical mechanism analytical method [6]. It is simple and fast. However, the accuracy of predicting values when using this module is only approximately 60 to 70% and its lead time is short. To improve the accuracy and lead time of AE-prediction, many prediction techniques have been proposed, including fuzzy recognition, wavelet packet transform, expert systems, neural networks, and data-driven methods [7, 8, 9, 10, 11, 12]. A AE-prediction system for aluminium electrolytic cells is designed using fuzzy recognition technology, which can predict AE in a period of 14 to 18 min with an accuracy rate is greater than 89% [7, 8]. The wavelet packet transform method was used in [9] to analyze anode guide rod equidistant pressure drop and cell resistance signals. In this method, the norm value of the wavelet coefficients was used to construct the characteristic vector, which can reveal different feature information between the AE and normal cell states. Then the feature information is used to predict AE. This method can obtain higher prediction accuracy, but it has poor anti-interference performance. In [10], a neural network was combined with an expert system to establish an identification model. This approach was proven effective in AE-prediction and the accuracy of the predicted values was 88.3%. In [11], the data-driven method was adopted to design and develop an aluminum electrolysis fault diagnosis system, which could effectively diagnose anode failure in addition to other types of failure.

In [8], an AE predictor was designed, in which a higher-order statistical function was applied in order to analyze cell impedance data and in turn produce a spectrum representation of cell behavior. The AE prediction can detect the changing spectrum patterns, which are then used to determine the oncoming AE. This method can increase the accuracy rate of AE-prediction. However, its lead time is shorter. In [12], a method was proposed based on the Holt-Winters forecasting algorithm. It was implemented on a process control computer, that is capable of inferring from electrical readings whenever the alumina concentration in a cell approaches the level at which an AE will occur. For this approach, the AE-prediction accuracy rate can be increased, but the method can only estimate a characteristic parameter.

However, the methods previously mentioned use only some characteristic parameters prior to AE, and do not cover all types of AE. In addition, neither is poor anti-interference ability nor small lead time of an AE covered. Clearly, much work remains in developing more effective AE-prediction techniques. However, achieving better effects from AE-prediction techniques based on the classical mechanism analysis, traditional numerical analysis method, and intelligent prediction algorithm is difficult. Thus, a similarity search technique is used to obtain useful information from a set containing extensive historical data related to cell resistance and alumina feeding. It is known that hundreds of electrolytic cells exist in every aluminium electrolytic plants and that every electrolytic cell will produce more than ten million pieces of data related to cell resistance and alumina feeding in a single year. The amount of data is much greater than what we can imagine. If the stored data cannot
be understood and analyzed by effective techniques, they cannot be fully utilized to predict AE.

To improve the lead time and accuracy of AE-prediction, the collaborative two-dimensional forecast model (CTFM) algorithm is proposed. The CTFM algorithm undergoes two concurrent prediction stages: (i) a historical data sequence that is similar to the current data sequence is searched from the historical database for cell resistance and alumina feeding using the similarity search algorithm based on dynamic pattern matching distance (DPMD). Then, the voting mechanism is used to calculate the AE-prediction reliability; (ii) the slope and accumulated slope of cell resistance are calculated and the change trend is predicted by the square-root cubature Kalman filter based on the Levenberg and Marquardt algorithm (LMSR-CKF). The AE-prediction reliability is then determined according to change trend of the slope and accumulated slope of cell resistance. The AE-prediction reliability results obtained from these two stages are combined using fuzzy rule evaluation, and the syncretic AE-prediction reliability is adjusted based on the value of the accumulated mass deviation. Finally, the current AE-process is marked as different classes according to the current AE-prediction reliability.

The paper aims to contribute to AE-prediction research and practice in two specific ways. First, an AE-prediction model based on the CTFM algorithm for AE-prediction is proposed, which can improve the lead time and accuracy of AE-prediction. This study proposes. Second, the effectiveness of the AE-prediction model is verified using a sufficiently large number of samples extracted from the production data of the Jinglian Aluminum Electrolytic Plant in Inner Mongolia.

The remainder of this paper is organized as follows. Section 2 describes the aluminum electrolysis process, AE process, and explains the difficulties involved in AE-prediction. Section 3 illustrates the basic principles of the CTFM algorithm. Section 4 presents the results of an experiment conducted using samples extracted from production data. Section 5 provides a conclusion to the study and offers suggestions for future research.

2. Electrolysis process and problem.

2.1. Aluminum electrolysis process. The Hall-Heroult process is used to produce aluminium ingots in the primary aluminum industry. Alumina \((\text{Al}_2\text{O}_3)\) is used as a raw material consisting of high currents passing through an electrolytic bath with cryolite \((\text{Na}_3\text{AlF}_6)\) as the main ingredient, and the process includes other chemical additives [13]. Electrolysis occurs in electrolytic reduction cells, (also known as pots), in which the alumina molecule is broken into aluminum \((\text{Al}^{3+})\) and carbon dioxide \((\text{CO}_2)\). These cells have two electrodes: the anode (positive pole) in its upper part; and the cathode (positive pole) on the bottom. They contain mainly carbonaceous materials [14]. The electrolytic voltage is approximately 4 V. A current of approximately 400 kA is conducted through these electrodes, whereby the electrolytic bath is heated to a temperature of approximately 950 °C [15]. The craft process of the cryolite-alumina molten salt electrolysis aluminum is shown in Figure 1.

2.2. The AE process and problem description. In the aluminum electrolysis process, the AE is a major operation fault. Mechanism analysis shows that AE is caused by very low levels of alumina concentration. In generally, when alumina concentration decreases to less than 2.0%, the AE will occur [15]. When the AE
occurs, the cell voltage will suddenly increase from the normal target value of 3.8 ∼ 4.5 V to 30.0 ∼ 50.0 V, or even higher [16]. In addition, the anode gas compositions have also obvious changes. For example, the amount of carbon monoxide can increase to approximately 60% or that of carbon dioxide can decrease to approximately 20%. Approximately 20% of carbon tetrafluoride (CF$_4$) exists [17]. Simultaneously, a bright arc discharge phenomenon occurs in surrounding areas of the anode. the temperature of the electrolyte rises sharply, causing the furnace wall to melt and the carbon-block of side wall to erode [18]. These changes caused by AE will reduce current efficiency and the quantity and quality of aluminum. They will also increase power consumption and pollute the environment. Therefore, the AE is not conducive to energy-saving, cost-reduction, and production safety. However, to some extent, it can also bring some benefits for the aluminum electrolytic cell, such as promoting the separation between carbon residues and electrolyte, cleaning the cell hearth, and accelerating the alumina dissolution. Therefore, the AE should be neither too little nor too much. The frequency with which AE occurs should be controlled to within a reasonable range.

To improve production efficiency of electrolytic aluminium, plants should ensure that normal AE occurs on time and should also prevent abnormal AE from appearing. However, the aluminum electrolysis production process is a system that is non-linear time-changing, multi-variable coupling, and has a large delay. Therefore, detecting alumina concentration on-line in real-time is difficult. Fortunately, in this study, we found that the real time measure value of cell resistance shows abnormal fluctuations before AE occurs. In addition, alumina feeding directly influences changes of cell resistance. To improve the lead time and accuracy of AE-prediction, the CTFM algorithm is proposed. The main idea of the algorithm that a search algorithm (developed based on the DPMD algorithm) is used to obtain useful knowledge from historical data related to cell resistance and alumina feeding. This useful knowledge is then used to predict AE by combining the change trend of the slope and
accumulated slope of cell resistance. Finally, to increase AE-prediction reliability, the reliability is adjusted based on the value of the accumulated mass deviation.

3. CTFM algorithm. The previous discussion shows that predicting AE accurately is difficult. To improve the lead time and accuracy of AE-prediction, the CTFM algorithm is proposed. Figure 2 gives an overview of the CTFM algorithm. The process is described as follows:

1) Data related to cell resistance and alumina feeding is pre-processed. Missing data is then filled in the database and incorrect data is eliminated.
2) The algorithm is divided into two concurrent prediction branches, A and B. In Branch A, sliding window is used to divide subsequences, and the historical data sequence that is similar to the current data sequence is searched for and obtained from the historical database related to cell resistance and alumina feeding using the similarity search algorithm developed based on DPMD algorithm.
3) Select the first five search results having the greatest similarity. Then, AE-prediction credibility is calculated using the voting mechanism based on the occurrence of the AE phenomenon in each selected historical data sequence.
4) Handle the AE-prediction credibility in Branch A using a fuzzy method.
5) In Branch B, the slope and accumulated slope of cell resistance are calculated and their change trends are predicted using the LMSRCKF algorithm.
6) Calculate the credibility of AE-prediction according to the change trends of the slope and accumulated slope and handle the AE-predicting credibility in Branch B using a fuzzy way.
7) The credibility results of two concurrent prediction branches is combined using fuzzy rule evaluation, and a fuzzy reasoning table of credibility is generated.
8) Adjust AE-prediction reliability based on value of the accumulated mass deviation and deal with the course flags for AE-prediction.

3.1. Data pre-processing. In industrial production, some data (including consecutive data) are missing or incorrect in the historical data set related to cell resistance and alumina feeding. This could be caused by many factors, including transport process failure, equipment failure and human faults [20]. The data pre-processing technologies can improve data quality, and help improve the results of the similarity search and the accuracy of AE-prediction [21]. Two main types of abnormal data related to cell resistance and alumina feeding exist: incorrect values and missing values.

The usual methods for removing incorrect values include: the criterion of $3\sigma$ [22], Chauvenel criteria [23], Grubbs criterion [24], and Dixon criterion [25]. All of the methods have been established by experts' subjective experience, and thus far, no unifying rules [26] exist. The premise of these methods is that the data should obey normal distribution. Therefore, when the data deviate from normal distribution, these methods are unreliable [27]. To improve the reliability of these methods, this study uses the criterion of $3\sigma$ in the Dixon criterion. Note that whether the doubtful value is abnormal can be determined from judging the results of both the criterion of $3\sigma$ and the Dixon criterion.

On the other hand, missing data will also severely affect the accuracy of AE-prediction. Therefore, handling missing data properly is major part of data pre-processing. This type of data mainly includes includes a value or continuous value [28]. If a value is lost, it can be replaced by the mean value obtained from several sets of adjacent data. If a continuous set of data is lost, the mean value of cell
resistance and alumina feeding in the same period of several adjacent cells can be used to replace it.

3.2. **Similarity search based on DPMD algorithm.** Similarity search has become increasingly important in large-scale and high-dimensional databases in which the contained objects do not possess any natural order [29]. The most common similarity search uses the mathematical notion of metric space, which enables efficient index structures to be built. Thus, similarity search is a crucial task in many multimedia and data mining applications, and extensive studies have been conducted in this area of research [30]. In general, a similarity search is performed based on a similarity measurement. However, the relationship between similarity and distance measurements can be described by the following equation.

\[ S(x, y) = \frac{1}{d(x, y) + 1}, \]  

(1)

where \( d(x, y) \) is distance measurement. \( x \) and \( y \) are coordinates data, respectively.

As equation (1) reveals, the key aspect of similarity measurement is whether the distance measurement can be calculated accurately. Currently, many distance calculation methods are used for similarity measurement. For example, the Minkowski distance was adopted in [31] to calculate similarity measurement in a similarity search of big data. However, when time series are affected by self-noise and fluctuation characteristics, multiple deformations will generate similar time series such as amplitude shift and scaling, linear drift, and discontinuity. In these cases, the
Minkowski distance between the times series is very big and is opposed to the shape similarity between two time series [42]. Therefore, it cannot accurately describe the similarity between two time series.

To address the aforementioned problem, the DPMD algorithm is used to calculate the similarity measurement. The pattern is described by a line segment and its two characteristics (length and slope) are extracted. It is known that the pattern length is irrelevant to the amplitude of time series and that the pattern slope can reflect the relative size of amplitude of the time series. Therefore, the DPMD algorithm can solve the problem when a time series is affected by self-noise and fluctuation characteristics.

Consider a time series \( X = (x_1, x_2, x_3, \ldots, x_m) \). Its pattern representation is: \( P(X) = (px_1, px_2, px_3, \ldots, px_v) \), where \( px_i = (lx_i, \kappa x_i) \), \( 1 \leq i \leq v \), \( lx_i \) is the length of the pattern and \( \kappa x_i \) is the slope of the pattern. Consider another time series \( Y = (y_1, y_2, y_3, \ldots, y_n) \). Its pattern representation is \( P(Y) = (py_1, py_2, py_3, \ldots, py_u) \), where \( py_i = (ly_i, \kappa y_i), 1 \leq j \leq u \), with \( ly_j \) and \( \kappa y_j \) being the length and the slope of the pattern, respectively. The calculating equation of the DPMD is given by [32]:

\[
D(X, Y) = d(px_1, py_1) + \min \left\{ \begin{array}{l}
D(P(X) - px_1, P(Y)) \\
D(P(X), P(Y) - py_1) \\
D(P(X) - px_1, P(Y) - py_1)
\end{array} \right.,
\]  

(2)

where \( P(X) - p(x_1) \) and \( P(Y) - p(y_1) \) are subsequence whose first element of the \( P(X) \) and \( P(Y) \) is removed, respectively. \( d(px_1, py_1) \) is the pattern distance between \( px_1 \) and \( py_1 \) and its calculating equation is [32]:

\[
d(px_1, py_1) = \frac{|lx_1 - ly_1|}{\min\{lx_1, ly_1\}} + \frac{|\kappa x_1 - \kappa y_1|}{\min\{\kappa x_1, \kappa y_1\}},
\]  

(3)

where \( lx_1 \) is the length of the pattern \( P(X) \); \( ly_1 \) is the length of the pattern \( P(Y) \). \( \kappa x_1 \) is the slope of the pattern \( P(X) \); \( \kappa y_1 \) is the slope of the pattern \( P(Y) \). The calculating equation of similarity is given by equation (1).

When the similarity between two time series is calculated, the corresponding elements in the times series must be aligned for comparison. The similarity can determine whether the two time series are similar. The similarity search not only can reveal the original characteristics, but also can obtain useful knowledge. During the searching process, the times series should be divided into many subsequences using sliding window in order to enhance the extracting pattern characteristics [33].

3.3. Calculate the AE-predicting credibility. After the historical data sequence that is similar to the current data sequence is searched for and obtained the historical database related to cell resistance and alumina feeding using the DPMD based similarity search algorithm, we select the first five search results having the greatest similarity. Then, the AE-prediction credibility is calculated using the voting mechanism based on the occurrence of the AE phenomenon in each selected historical data sequence. For example, if the AE phenomenon occurs in one of the five selected historical data sequences, the AE-prediction credibility \( T_r \) is 1, and the range of credibility \( T_a \) is \([0, 5] \). Similarly, the range of the AE-prediction credibility \( T_a \) obtained based on search results of the alumina feeding is also \([0, 5]) \). The total AE-prediction credibility obtained based on similarity search will be mapped to \([0, 1]\). It can be expressed as

\[
CB = \frac{T_r + T_a}{10},
\]  

(4)
where the range of $CB$ is $[0,1]$.

3.4. **Calculate the slope and the accumulated slope of cell resistance.** The slope of cell resistance is the average change rate of the filter resistance in the last 2 min. The accumulated slope of cell resistance is the cumulative increment of filter resistance in the last 8 min. The sample period of the filter resistance is 2 s. The slope and the accumulated slope of cell resistance can be obtained as [7]

$$S_R(k) = \frac{\left\{R_w(k-1) - R_w(k-3)\right\} + 2 \times [R_w(k) - R_w(k-4)]}{5}$$  \hspace{1cm} (5)

$$CS = \frac{(15/16) \times A_R(k-1) + S_R(k)}{2}, A_R(0) = S_R(0)$$ \hspace{1cm} (6)

where $R_w(k)$ is the filter resistance at time $k$, $S_R(k)$ is the slope of cell resistance, and $A_R(k)$ is the accumulated slope of cell resistance. $S_R(k)$ is the slope of cell resistance. $CS$ is the accumulated slope of cell resistance.

3.5. **LMSRCKF algorithm.** The slope and the accumulated slope of cell resistance will happen obvious change before AE occur. During AE-prediction, if we merely use the traditional method (the slope and accumulated slope of cell resistance) to predict AE, obtaining a longer AE-prediction lead time is difficult. In industrial production, if the AE-prediction lead time is too short, it will be of little use in guiding production. The LMSRCKF algorithm is used to the change trends of the slope and the accumulated slope of cell resistance, which can obtain earlier their the change situations. So LMSRCKF algorithm can obtain a longer lead time.

The state and measurement equations must be deduced correctly before running the LMSRCKF algorithm. The two equations are deduced by the auto-regressive and moving average model (ARMA) in [34, 35]. The LMSRCKF algorithm is an improvement on the square-root cubature Kalman filter (SRCKF) algorithm using the Levenberg and Marquardt (LM) algorithms. The specific procedure of the SRCKF algorithm is detailed in [36]. For real application in an actual engineering project, if uncertainties exist such as a simplified model state, inaccuracies, or mutation of the initial state, the performance of the SRCKF algorithm will be affected [37]. In addition, the SRCKF algorithm must obtain a priori statistical properties of both the system and measurement noise. If the statistical properties of the noises are unknown or time-varying, the updated value of state observation cannot ensure that the estimation error is decline. In fact, it will cause the estimated covariance value to be smaller than the real covariance value, which will affect the utilization efficiency of the observed information. These problems may also cause non-convergence of the SRCKF algorithm.

To improve robustness, convergence speed, and estimation accuracy of the SRCKF algorithm, it is essential that some optimal algorithms are used to improve it. The LM algorithm combines the steepest descent and Newton methods. Not only does it possess high learning efficiency and fast convergence speed but also has a high recognition rate [38]. The LM algorithm is used to adjust the predicted error covariance and state updating value of the SRCKF algorithm, which can enhance the robustness, and improve convergence speed of the algorithm. The LMSRCKF algorithm for estimating the state vectors $H_t$ in a nonlinear discrete-time dynamical system can be summarized as follows.

(a) Time updating
The cubature points are obtained by

\[ H_{a,t-1} = s_{t-1}^{\alpha} + \hat{H}_{t-1|t-1}, \alpha = 1, 2, \ldots, L, \]  

where \( L \) is the number of cubature points. If a third order cubature principle is adopted in the algorithm, then \( L = 2n_x \), where \( n_x \) is the state dimension. In addition, \( s_{t-1} \) is the triangular square-root matrix of the error covariance matrix and \( t \) is the number of iterations. \( \hat{H}_{t-1|t-1} \) is used to estimate the value of the \((t-1)\)th time. Finally, \( \xi_\alpha \) is a basic cubature point, which is be generated by the method in [36].

The propagated cubature points are obtained by

\[ H^*_{a,t|t-1} = f(H_{a,t-1}, U_{t-1}), \]  

where \( U_{t-1} \) is the known control input.

The Cholesky division factor of the state prediction vector is given by

\[ \hat{H}_{t|t-1} = \sum_{\alpha=1}^{L} \omega_\alpha H^*_{a,t|t-1}. \]  

The triangular square-root matrix of the predicted covariance is calculated as given below:

\[ \hat{W}_{t|t-1} = Tria([H^*_{a,t|t-1}, Q_{t-1}]), \]  

thus, \( Q_{t-1} = J_{Q,t-1}^{T}Q_{t-1}^{T} \), and \( Q_{t-1} \) is the covariance of the process noise at the \((t-1)\)th time. \( Tria() \) is the function through which the square matrices of the matrices are obtained using matrix diagonalization. \( H^*_{a,t|t-1} \) is defined as

\[ H^*_{t|t-1} = \frac{1}{L}[H_{1,t|t-1} - \hat{H}_{t|t-1}, H_{2,t|t-1} - \hat{H}_{t|t-1}, \ldots, H_{L,t|t-1} - \hat{H}_{t|t-1}]. \]  

(b) measurement-update based on LM algorithm

The Levenberg-Marquardt method is adopted to optimize predicted covariance

\[ \hat{R}_{t}^{(0)} = \hat{R}_{t|t-1}; \quad \hat{W}_{t}^{(0)} = \hat{W}_{t|t-1}, \]  

\[ \hat{W}_{k|t-1} = [I - \hat{W}_{k|t-1}^{(k)} \times (\hat{W}_{t|t-1}^{(k)} + \mu_1 I)^{-1}]\hat{W}_{t|t-1}^{(k)}, \]  

where \( k = 1, 2, \ldots, N \), \( N \) is maximum iterations. \( \mu_1 \) is weighting coefficient. When \( \mu_1 \) is large, LM is the steepest descent method; when \( \mu_1 \) is zero, LM is Newton method. \( \mu_1 \) is 0.5 to 0.8 according to experience.

The Cholesky decomposition can be replaced by the following equation:

\[ \hat{C}_{t|t-1}^{(k)} = chol(\hat{W}_{t|t-1}^{(k)}), \]  

where, the \( chol() \) is Cholesky decomposition.

The cubature point is obtained by

\[ H^{(k)}_{a,t|t-1} = \hat{C}_{t|t-1}^{(k)} \xi_\alpha + \hat{H}_{t|t-1}, \]  

The transmission cubature point is obtained by

\[ Z^{(k)}_{a,t|t-1} = f(H^{(k)}_{a,t|t-1}). \]
The factor of the measurement prediction, the covariance of the Cholesky division of the measurement prediction, and the new information variance are given by

\[
\tilde{Z}_{a,t|t-1}^{(k)} = \sum_{a=1}^{L} \omega_a Z_{a,t|t-1}^{(k)*},
\]

\[
\eta_{zz,t|t-1}^{(k)} = \sum_{a=1}^{L} \omega_a Z_{a,t|t-1}^{(k)*} (Z_{a,t|t-1}^{(k)*})^T - \tilde{Z}_{a,t|t-1}^{(k)} (\tilde{Z}_{a,t|t-1}^{(k)})^T,
\]

\[
S_{zz,t|t-1}^{(k)} = qr\{\eta_{zz,t|t-1}^{(k)} \sqrt{R_t} \},
\]

where \( R_t \) is the covariance of the measurement noise.

\[
\chi_{zz,t|t-1}^{(k)} = \sum_{a=1}^{L} \omega_a H_{a,t|t-1}^{(k)} (Z_{a,t|t-1}^{(k)*})^T - \tilde{H}_{t|t-1}^{(k)} (\tilde{Z}_{a,t|t-1}^{(k)})^T,
\]

\[
\beta_{zz,t|t-1}^{(k)} = \chi_{zz,t|t-1}^{(k)} (\eta_{zz,t|t-1}^{(k)})^T.
\]

To obtain a more accurate LMSRCKF state estimate, the LM algorithm is used again to optimize the filtering gain of the LMSRCKF. The LMSRCKF state estimate and its covariance can be calculated by the following equation.

\[
K_{t|t}^{(k)} = [(\beta_{zz,t|t-1}^{(k)}/S_{zz,t|t-1}^{(k)} T)/S_{zz,t|t-1}^{(k)}] \times \{ I - [(\beta_{zz,t|t-1}^{(k)}/S_{zz,t|t-1}^{(k)} T)/S_{zz,t|t-1}^{(k)} + \mu_2 I] \}^{-1},
\]

\[
H_{t|t}^{(k)} = \tilde{H}_{t|t-1} + K_{t|t}^{(k)} (Z_{a,t|t-1}^{(k)*} - \tilde{Z}_{a,t|t-1}^{(k)}),
\]

\[
W_{t|t}^{(k)} = \text{chol}([\tilde{C}_{t|t-1}^{(k)}, K_{t|t}^{(k)} S_{zz,t|t-1}^{(k)} - 1]),
\]

where \( \mu_2 \) is the weighting coefficient. When it is sufficiently large, LM behaves like the steepest descent method. When it approximates zero, LM behaves like the Newton method \([38]\). \( \mu_2 \) is a value from between 0.5 to 0.8 based on experience. Termination conditions for the iteration is

\[
H_{t|t}^{(k+1)} - H_{t|t}^{(k)} \leq \varepsilon \quad \text{or} \quad k \leq N_{max},
\]

where \( \varepsilon \) and \( N_{max} \) are pre-set threshold value.

3.6 Calculate the AE-predicting credibility according to the change trends of the slope and the accumulated slope. To calculate the credibility of AE-prediction using change trends of the slope and accumulated slope of cell resistance, two variables are mapped to the range \([0, 5]\). The process is similar to variable fuzzing. The algorithm selects trapezium distribution as a membership function. It can be expressed as

\[
u(b) = \begin{cases} 
0 & b \leq e_1 \\
\frac{5(b - e_1)}{(e_2 - e_1)} & e_1 < b \leq e_2 \\
5 & b > e_2
\end{cases}
\]

\[
u(\lambda) = \begin{cases} 
0 & \lambda \leq e_1 \\
\frac{5(\lambda - e_1)}{(e_2 - e_1)} & e_1 < \lambda \leq e_2 \\
5 & \lambda > e_2
\end{cases}
\]

where \( b \) and \( \lambda \) are change trends of the slope and accumulated slope, respectively. The slope and accumulated slope of cell resistance can be obtained by equation 5 and 6. The change trends of the slope and accumulated slope can be predicted by
the LMSRCKF algorithm. $u(b)$ and $u(\lambda)$ are values mapped to the range $[0, 5]$, $e_1$ is the lower limit of AE-occurrence, and $e_2$ is the upper limit of AE-occurrence. The AE-prediction credibility $CA$ can be expressed as

$$CA = (u(b) + u(\lambda))/10,$$

(28)

where the range of $CA$ is $[0,1]$.

### 3.7. Fuse AE-predicting credibility using fuzzy rule evaluation.

The ranges for both $CA$ and $CB$ are $[0, 1]$. $CA$ and $CB$ are divided into seven levels using the ideas of variable fuzzing. The seven levels are defined as $BT$ (positive big), $MT$ (middle big), $ST$ (small big), $Z$ (zero), $SF$ (negative small), $MF$ (negative middle), and $BF$ (negative big). To achieve more accurate credibility, the fuzzy rule-union operator is used to increase the AE-predicting credibility. The fuzzy rule-union operators [39] are as follows:

$$CAB = \vee(CA, CB) = \max(CA, CB),$$

(29)

where $CAB$ is the result for which AE-predicting credibility is fused. Its type is as shown in Figure 3.

| $\begin{array}{c|cccccc}
\text{result type} \\
\hline 
\text{CA} & \text{CB} & \text{BT} & \text{MT} & \text{ST} & \text{Z} & \text{SF} & \text{MF} & \text{BF} \\
\hline 
\text{BT} & \text{BT} & \text{BT} & \text{BT} & \text{BT} & \text{BT} & \text{BT} & \text{BT} & \text{BT} \\
\text{MT} & \text{BT} & \text{MT} & \text{MT} & \text{MT} & \text{MT} & \text{MT} & \text{MT} & \text{MT} \\
\text{ST} & \text{BT} & \text{MT} & \text{MT} & \text{MT} & \text{MT} & \text{MT} & \text{MT} & \text{MT} \\
\text{Z} & \text{BT} & \text{MT} & \text{ST} & \text{ST} & \text{ST} & \text{ST} & \text{ST} & \text{ST} \\
\text{SF} & \text{BT} & \text{MT} & \text{ST} & \text{Z} & \text{Z} & \text{Z} & \text{Z} & \text{Z} \\
\text{MF} & \text{BT} & \text{MT} & \text{ST} & \text{Z} & \text{SF} & \text{SF} & \text{SF} & \text{SF} \\
\text{BF} & \text{BT} & \text{MT} & \text{ST} & \text{Z} & \text{SF} & \text{MF} & \text{MF} & \text{BF} \\
\end{array}$

**Figure 3.** The overview of CTFM algorithm

### 3.8. Calculate material accumulation deviation.

Many researchers suggest that AE occurs because of low alumina concentration [17, 18, 40, 41]. Therefore, the material accumulation deviation, which is the difference between the addition of alumina in the electrolytic cell and theoretical consumption of alumina within the nearest two hours, is more important for AE-prediction. This information can be obtained using the material balance method. This can be calculated as [7, 40]

$$CW = E(k) = (119/200) \times E(k-1) + J(k) - c \times I(k),$$

(30)

where $E(k)$ and $E(k-1)$ are material accumulation deviations at the present and the previous periods, respectively; $J(k)$ is the addition of alumina at the present period; $I(k)$ is the average current within the current period; $c$ is the conversion coefficient (kg·kA$^{-1}$) between the consumption of alumina and the current. $CW$ is material accumulation deviation.
3.9. **Adjust reliability and obtain AE-predicting results.** In the industrial production process, many factors can cause the change of cell resistance. Moreover, the alumina concentration in electrolyte is a principal factor. Therefore, the curve of the alumina feeding is associated with the curve of cell resistance [42]. The high accuracy of AE-prediction that is based only on alumina feeding and cell resistance is difficult to obtain. To improve the accuracy of AE-prediction, the curve of the alumina feeding and cell resistance is used as the main criterion, and the material accumulation deviation is used as an auxiliary criterion. In other words, the credibility of AE-prediction is adjusted according to the material accumulation deviation after the AE-prediction result is obtained using the curve of the alumina feeding and cell resistance. The specific adjustment procedures are described as follows:

1) The material accumulation deviation ($CW$) is divided into seven levels by fuzzy language. The seven levels are defined as $BT$ (positive big), $MT$ (middle big), $ST$ (small big), $Z$ (zero), $SF$ (negative small), $MF$ (negative middle) and $BF$ (negative big).

2) A rule which is used to adjust reliability is established. For example, if $CW$ is $BF$, increase $CAB$. However, if $CW$ is $BT$, reduce $CAB$. The adjustment amount is also divided into seven levels by a fuzzy language.

3) A time of 1 min is used as a prediction period. If the reliability is greater than the setting value of 0.5, there will be a trend of AE occurrence. Otherwise, the AE will not occur.

4) The process of AE-prediction is marked and produces some conclusive predictions, such as “start,” “continue,” “fade away,” and “no occur.”

4. **Experimental results and analysis.** A set of experiments was conducted to verify the feasibility and high accuracy of the CTFM algorithm. Experimental data were obtained from an aluminium electrolytic plant. The sampling interval of data was 2s. The experimental environment was a Windows PC with AMD A10-6700 APU and radeon (tm) HD Graphics CPU 4G RAM. The MATLAB language was used to implement a similarity search and to execute the LMSRCKF algorithm.

To verify the feasibility of the DPMD algorithm, an experiment was designed to use the algorithm to search for a data segment that is similar to the sample date segment from the 46 GB data set. In the experimental process, the number of the sample data segment was 200. The sliding window was used to capture equal-length data segments from the historical data set related to cell resistance and alumina feeding. There are 200 numerical value in the sliding window. The sliding interval of the sliding window was 10. Figure 4 shows the results of cell resistance obtained by the searching algorithm at different times. In the actual search process, when the sliding window was moved, the similarity between the historical data and current data was calculated and displayed in the test window. Figure 4(a) and 4(b) show the results of cell resistance obtained by the search algorithm at the 990th and at the 3040th similarity calculations, respectively. The red, green, and blue curves represent historical data, current data, and similarity, respectively.

Figure 5 presents the five most similar curves of cell resistance with current data, which were obtained from the historical data set. They are the red, the green, the blue, the turquoise and the carmine curves in the first box. The green curve in the second box represents current data curve. Table 1 is the similarity corresponding to each curve shown in Figure 5. We can see from the experimental results that use the DPMD algorithm for searching data relate to cell resistance is feasible.
Figure 4. The results of the cell resistance at different times are obtained by the search algorithm.

Figure 5. The five most similar curves of the cell resistance with current data are obtained from historical data set

Table 1. The corresponding similarity to each curve in Figure 5.

| Curve types     | Similarity |
|-----------------|------------|
| Red curve       | 0.9419     |
| Green curve     | 0.9526     |
| Blue curve      | 0.9661     |
| Turquoise curve | 0.9628     |
| Carmine curve   | 0.9587     |
Figure 6 shows the results of the alumina feeding obtained by the search algorithm at different times. As previously mentioned, when the sliding window was moved, the similarity between the obtained historical and current data were calculated and displayed in the test window. The similarity calculation results are shown as a blue curve in Figure 6. Figure 6(a) and (b) show the results of the alumina feeding obtained by the search algorithm at the 215th and at the 780th similarity calculations, respectively. Likewise, the red, green, and blue curves represent historical data, current data, and similarity, respectively.

Figure 7 shows the five most similar curves of the alumina feeding with current data, which were obtained from the historical data set. They are the red, green, blue, turquoise, and carmine curves in the first box. The green curve in the second box is the current data curve. Table 2 presents the corresponding similarity to each curve shown in Figure 7. We can see from the experimental results that using DPMD algorithm for searching data related to alumina feeding is also feasible.

To verify the accuracy of the DPMD algorithm for AE-prediction during the similarity search, three similarity search algorithms (DPMD, Minkowski [43] and Euclidean [44]) were used to search the same data set related to cell resistance and alumina feeding. Each similarity search algorithm was used on the data of

![Figure 6](image1.png)  
(a) 215th similarity calculation  
(b) 780th similarity calculation

![Figure 7](image2.png)
Figure 7. The five most similar curves the alumina feeding with current are obtained from historical data set (the red curve, the green curve, the blue curve the turquoise curve and the carmine curve in the first box are five most similar curves, respectively. The green curve in the second box is current data curve)

Table 3. Mean accuracy and time advance of three similarity search methods

| Time advance (min) | DPMD Mean accuracy | Minkowski distance Mean accuracy | Euclidean distance Mean accuracy |
|-------------------|-------------------|---------------------------------|--------------------------------|
| 0 ~ 40            | 55.4%             | 47.9%                           | 45.9%                           |
| 5 ~ 40            | 51.1%             | 42.3%                           | 38.5%                           |
| 10 ~ 40           | 46.8%             | 38.3%                           | 35.6%                           |
| 15 ~ 40           | 43.9%             | 32.6%                           | 31.2%                           |
| 20 ~ 40           | 40.4%             | 26.1%                           | 25.6%                           |
| 25 ~ 40           | 38.4%             | 21.4%                           | 22.1%                           |
| 30 ~ 40           | 36.5%             | 15.2%                           | 18.3%                           |

10 electrolytic cells. 50 data segments related to the cell resistance and alumina feeding of each electrolytic cell were selected as sample data.

Mean accuracies of the three similarity search algorithms for AE-prediction at different time advances were calculated, see Table 3. Table 3 shows that the mean accuracy of AE-prediction decreases with each time advance. However, the mean accuracy of AE-prediction by the DPMD algorithm is the highest. The mean accuracy of the Minkowski distance algorithm is higher than that of the Euclidean distance algorithm, the latter thus being the worst of the three. Therefore, the DPMD algorithm achieves the best results for AE-prediction when compared with the other two algorithms.
To verify the validity and accuracy of the LMSRCKF algorithm for change trend, three prediction algorithms (extended Kalman filter (EKF), SRCKF and LMSRCKF) were used to predict change trend of the slope and accumulated slope of cell resistance and calculate AE-prediction accuracy based on the change trend. Each prediction algorithm was used with data of 10 electrolytic cells during the experiment. We considered 50 data segments of the slope and accumulated slope of cell resistance of each electrolytic cell as test data. In addition, each data segment contained 641 numerical values. To verify accuracy of the LMSRCKF algorithm, the errors (including absolute and relative) for prediction results and actual values were analyzed. The calculation of these absolute errors is:

\[ E_{\text{absolute error}} = Y_P - Y_T, \]  

where \( Y_P \) is prediction value and \( Y_T \) is actual value. The calculation formula of relative errors is:

\[ E_{\text{relative error}} = \left( \frac{E_{\text{absolute error}}}{Y_T} \right) \times 100\%, \]

where \( E_{\text{relative error}} \) is the relative error and \( E_{\text{absolute error}} \) is the absolute error.

Figure 8 shows the prediction results of the three algorithms for the slope of cell resistance. We can see that the predictive effect of the LMSRCKF algorithm is the best, the SRCKF algorithm ranks second, and the EKF algorithm is the worst.

---

**Figure 8.** The prediction results of the three algorithms for the slope of cell resistance. (Figure 8(a) presents prediction result of the EKF algorithm for the slope of cell resistance. Figure 8(b) shows prediction result of the SRCKF algorithm for the slope of cell resistance. Figure 8(c) gives Prediction result of the LMSRCKF algorithm for the slope of cell resistance.)

Figure 9 shows absolute errors between actual and prediction values for the slope of cell resistance by the three algorithms. We can see that the absolute error obtained by the LMSRCKF algorithm is the smallest, and that obtained by the EKF algorithm is the largest.

By contrast, Figure 10 shows relative errors between actual and prediction values for the slope of cell resistance as obtained by the three algorithms. The relative error obtained by the LMSRCKF algorithm is the smallest and the prediction result is the most stable. The relative error obtained by the EKF algorithm is the largest and its prediction result is the most unstable. In summary, not only are the absolute and
relative errors obtained by the LMSRCKF algorithm the smallest, but its prediction result is also the most stable. In addition, because of the influence of the noises, some abnormal jumping appear in the prediction results of the other two algorithms, which means that satisfying the requirements of AE-prediction is difficult.

Figure 11 shows prediction results of the three algorithms for the accumulated slope of cell resistance. We can see that the predictive effect of the LMSRCKF algorithm is the best. In addition, the predictive effect of the SRCKF algorithm is better than that of the EKF algorithm.

Figure 12 shows absolute errors between actual and prediction values obtained by the three algorithms for the accumulated slope of cell resistance. The same conclusion Figure 9 can be drawn for Figure 12.

Figure 13 shows relative errors between actual and prediction values obtained by the three algorithms for the accumulated slope of cell resistance. Here, the same conclusion as that of Figure 10 can be drawn. To verify the validity and accuracy of the LMSRCKF algorithm for AE-prediction, the obtained change trend of the slope and accumulated slope of cell resistance by three prediction algorithms (EKF,
Figure 11. The prediction results obtained by the three algorithms for the accumulated slope of cell resistance (Figure 11(a) is on prediction result obtained by the EKF algorithm for the accumulated slope of cell resistance. Figure 11(b) is on prediction result obtained by the SRCKF algorithm for the accumulated slope of cell resistance. Figure 11(c) is on prediction result obtained by the LMSRCKF algorithm for the accumulated slope of cell resistance.)

Figure 12. The absolute errors between actual value and prediction value obtained by the three algorithms for the accumulated slope of cell resistance.

SRCKF and LMSRCKF) is used to predict AE. Mean accuracies of the three prediction algorithms for AE-prediction at different time periods were calculated, as shown in Table 4. Table 4 shows that the mean accuracies of the three prediction algorithms for AE-prediction all decreased with each time advance. However, the mean accuracy of the LMSRCKF algorithm for AE-prediction was better than those of the EKF and SRCKF algorithm at different time advances. The mean accuracy of the SRCKF algorithm for AE-prediction was better than that of the EKF algorithm at different time advances. The mean accuracy of the EKF algorithm for AE-prediction was the worst. In summary, the results show that the LMSRCKF algorithm for AE-prediction was the best.

In experiment, the three input variables $CA$, $CB$ and $E(k)$ used the trapezoid membership function, as shown in Figure 14. Figure 14(a), (b), and (c) show the membership function of the input variables $CA$, $CB$, and $E(k)$, respectively.
Figure 13. The relative error between actual value and prediction value obtained by the three algorithms for the accumulated slope of cell resistance.

Table 4. Mean accuracy and time advance of three prediction algorithms

| Time advance (min) | LMSRCKF | SRCKF | EKF  |
|-------------------|---------|-------|------|
| 0 ~ 40            | 75.6%   | 57.1% | 51.6%|
| 5 ~ 40            | 72.3%   | 51.2% | 45.3%|
| 10 ~ 40           | 68.8%   | 44.7% | 40.2%|
| 15 ~ 40           | 62.9%   | 35.3% | 32.7%|
| 20 ~ 40           | 59.8%   | 31.2% | 28.6%|
| 25 ~ 40           | 55.4%   | 25.7% | 23.4%|
| 30 ~ 40           | 51.2%   | 19.3% | 17.6%|

Table 5. The result statistics of AE-predicting using the fused results of fuzzy variable CA and fuzzy variable CB.

| Results of AE-predicting of the fused CA and CB | Mean accuracy | Time advance (min) |
|------------------------------------------------|---------------|-------------------|
| 93.3%                                         | 0 ~ 40        |
| 91.5%                                         | 5 ~ 40        |
| 89.2%                                         | 10 ~ 40       |
| 88.6%                                         | 15 ~ 40       |
| 85.1%                                         | 20 ~ 40       |
| 83.9%                                         | 25 ~ 40       |
| 80.2%                                         | 30 ~ 40       |

In the CTFM algorithm, the input variables CA and CB were fused by the fuzzy rules previously mentioned. The results were transformed into the range [0, 1] using the defuzzification method of center of area (COA), as shown in Figure 15, and were used to predict the AE. Statistical results of AE-prediction are shown in Table 5. Table 5 shows that the results are apparently better than those shown in Tables 3 and 4.
To verify the feasibility and accuracy of the CTFM algorithm for AE-prediction, the data from industrial field was used to conduct prediction experiments. The combined results of fuzzy variables CA and CB were adjusted using material accumulation deviation. Then, the adjusted results were transformed into the range [0, 1] using the defuzzification method of COA, as shown in Figure 16, and were used to predict the AE. In industrial production, there is little use in guiding production if the response time is too short. The time advance of AE-prediction within the period
of 20 ∼ 40 min is more reasonable based on field operation experience. When big production data of the 400kA aluminum electrolysis cell is used to test the CTFM algorithm, the AE occurs in a period of 20 ∼ 40 min after AE-prediction. The AE-prediction is then considered a success. Otherwise, it is regarded as a failure. When the AE occurs within 20 min after AE-prediction, then AE-prediction is regarded as being under-reported. When the AE occurs after 40 min following AE-prediction, then AE-prediction is regarded as being mis-reported. Table 6 shows the experimental statistical results of AE-occurrence and AE-prediction. We can see that the prediction accuracies of the CTFM algorithm were all higher than 93% for every electrolytic cell. The mean accuracy was 95.3%. Compared to those shown in Table 5, the prediction results as shown in Table 6 were apparently better and thus satisfy the requirements of efficiency and energy saving.

5. Conclusions. In this study, a new prediction algorithm (CTFM) for the AE-prediction was proposed. The method contains three steps for prediction. First, the
method obtains useful knowledge from historical data sets related to cell resistance and alumina feeding using the similarity searching method developed based on the DPMD algorithm. Then, this knowledge is used to predict AE by combining with the change trend of the slope and accumulated slope of cell resistance. Finally, the AE-prediction reliability is adjusted according to the value of the accumulated mass deviation.

This study developed a new method to predict AE in real time by analyzing historical data in industrial production. The method goes beyond the typical data-driven system based on discretization and nonlinear process data and includes analysis of the dynamic process for the working conditions of the electrolysis, anode changes and alumina feeding. The method effectively realized a prediction method based on knowledge fusion. Our study showed that when the time advance of AE-prediction was within a period of 20 ~ 40 min, the mean accuracy of the CTFM algorithm for AE-prediction was greater than 95%. These prediction results satisfy the requirements of efficiency and energy saving.
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