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Abstract: The deviations with respect to the Standard Model that are currently observed in $b \rightarrow s \ell\ell$ transitions, or $B$ anomalies, can be interpreted in terms of different New Physics (NP) scenarios within a model-independent effective approach. We identify a set of internal tensions of the fit that require further attention and whose theoretical or experimental nature could be determined with more data. In this landscape of NP, we discuss possible ways to discriminate among favoured NP hypotheses in the short term thanks to current and forthcoming observables. While an update of $R_K$ should help to disentangle the type of NP we may be observing (Lepton-Flavour Universality Violating and/or Lepton Flavour Universal), additional observables, in particular $Q_5$, turn out to be central to determine which NP hypothesis should be preferred. We also analyse the preferences shown by the current global fit concerning various NP hypotheses, using two different tools: the behaviour of the pulls of individual observables under NP scenarios and the directions favoured by approximate quadratic parametrisations of the observables in terms of Wilson coefficients.
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1 Introduction and motivation

The LHCb [1] and Belle [2] collaborations have recently updated the measurements of the Lepton-Flavour Universality Violating (LFUV) ratios $R_K$ and $R_{K^*}$:

$$R_{K(*)} = \frac{B(B \to K^{(*)} \mu^+\mu^-)}{B(B \to K^{(*)} e^+e^-)}$$

(1.1)

for various bins in the dilepton invariant mass. The LHCb collaboration observed hints of deviations from the SM between 2 and $3\sigma$ in these observables, whereas the Belle measurements for $R_{K^*}$, affected by large uncertainties are compatible with the LHCb measurements as well as with SM. These deviations as well as others measured in $b \to s\mu\mu$ observables have triggered the combined analysis of LFUV and lepton-flavour dependent (LFD) observables performed in ref. [3]. The global analysis presented in the aforementioned reference shows that, using a model-independent approach, the Standard Model (SM) hypothesis is disfavoured compared to various hypotheses of New Physics (NP) contributions.
in $b \to s \ell \ell$ decays, with pulls w.r.t. the SM ranging from 5.3$\sigma$ to 5.9$\sigma$. Similar results were obtained by other groups using different treatments of hadronic uncertainties and sets of observables [4–11]. These model-independent analyses constrain NP scenarios expressed as contributions to the short-distance Wilson coefficients $C_{i\ell}$ in the effective Hamiltonian approach for $b \to s \ell \ell$ transitions.

The first point to address is obviously whether NP has been discovered, but once this is established, it will prove important to determine the specific pattern of NP discovered. Indeed, even if the amount of data obtained up to now for $b \to s \mu \mu$ makes sophisticated global fits to several Wilson coefficients possible [3–11], the outcome is still not conclusive enough to draw definite conclusions about the actual pattern of NP. Disentangling the realized pattern is an essential guide to build NP models in agreement with these observations. It is therefore usual to limit NP contributions to a few Wilson coefficients, that from now on we will refer as hypotheses, and to build NP models in agreement with these assumptions of the global fits.

Most scenarios discussed in the literature assumed that there is NP in muons only, i.e. the LFUV-NP contributions come from allowing the presence of NP in the muon channel and not in the electron one (or it is considered small). Three particularly interesting one-dimensional scenarios have emerged, namely NP in $C_{9\mu}$, in $C_{9\mu} = -C_{9\mu}$ and in $C_{9\mu} = -C_{10\mu}$, with a larger significance for the first two scenarios and a smaller one for the latter in ref. [3]. On the contrary, we also found that a fit restricted to a subset of mainly LFUV observables exhibits a marginal preference for the $C_{9\mu}^{NP} = -C_{10\mu}^{NP}$ scenario compared to the other scenarios. Moreover, we found several interesting two-dimensional scenarios, all involving $C_{9\mu}^{NP}$, noticing that the inclusion of small but non-vanishing right-handed currents helps in solving some of the observed deviations with respect to SM expectations.

Recently, several works allowed for NP also in the electron channel, but no particular structure was envisaged from these fits by simply taking some of the electronic Wilson coefficients different from zero [7, 8, 11–13]. However, in a recent article [14], we allowed the possibility of a specific structure, namely, that the $b \to s \ell \ell$ transitions get a common Lepton Flavour Universal (LFU) NP contribution for all charged leptons (electrons, muons and tau leptons). This permitted us to identify new favoured NP hypotheses. This idea was implemented by allowing two NP contributions inside the semileptonic Wilson coefficients:

$$C_{i\ell}^{NP} = C_{i\ell}^{V} + C_{i\ell}^{U}$$

with $\ell = e, \mu, \tau$ and where $C_{i\ell}^{V}$ stands for LFUV-NP and $C_{i\ell}^{U}$ for LFU-NP contributions. We distinguished the two contributions by imposing that $C_{ie}^{V} = 0$. It is important at this point to emphasize the difference between simply allowing the presence of NP also in electrons or allowing the existence of two different kinds of NP contributions (LFU and LFUV). The case of simply allowing NP in the electron channel has been discussed quite extensively in refs. [11, 13] (see also refs. [8, 12] for a smaller subset of scenarios with and without including low-recoil observables). However, our approach of distinguishing LFU- and LFUV-NP structures provides new ideas to model building and extends the possible interpretations of the current fits. Performing the fits with this new setting [3], we obtained our previous results in ref. [4] but also new scenarios different from refs. [8, 11–13]. This
can be seen by translating LFU and LFUV contributions into NP contributions to muons
and electrons (leaving \( \tau \) aside at this stage)

\[
C_{9\mu}^{\text{NP}} = C_{9\mu}^{V} + C_{9\mu}^{U}, \quad C_{10\mu}^{\text{NP}} = C_{10\mu}^{V} + C_{10\mu}^{U}, \quad C_{9e}^{\text{NP}} = C_{9e}^{U}, \quad C_{10e}^{\text{NP}} = C_{10e}^{U}.
\]

This seemingly innocuous redefinition yields interesting consequences, as discussed in
ref. [14]. It opens interesting perspectives to explain with different mechanisms the anom-
lies coming purely from the muon sector (like \( \langle P_{6}\rangle_{[4,6]} \)) and the ones describing the
violation of lepton flavour universality (like \( \langle R_{K}\rangle_{[1,1,6]} \)). These results were later updated in ref. [3].
Let us notice in particular that this approach is different from all the analyses including
NP in electrons [7, 8, 11–13] where the muonic NP contribution is not correlated in any
way with the electronic one.

When translated from one language to the other, the most interesting one- or two-
dimensional scenarios in refs. [3, 14] become, for the purely LFUV cases:

\[
\begin{align*}
\text{[Hyp. I]} & \quad \{C_{9\mu}^{V}\} \rightarrow \{C_{9\mu}^{\text{NP}}\} \\
\text{[Hyp. II]} & \quad \{C_{9\mu}^{V} = -C_{10\mu}^{V}\} \rightarrow \{C_{9\mu}^{\text{NP}} = -C_{10\mu}^{\text{NP}}\} \\
\text{[Hyp. III]} & \quad \{C_{9\mu}^{V} = -C_{9\mu}^{V}\} \rightarrow \{C_{9\mu}^{\text{NP}} = -C_{9\mu}^{\text{NP}}\} \\
\text{[Hyp. IV]} & \quad \{C_{9\mu}^{V}, C_{10\mu}^{V}\} \rightarrow \{C_{9\mu}^{\text{NP}}, C_{10\mu}^{\text{NP}}\} \\
\text{[Hyp. V]} & \quad \{C_{9\mu}^{V}, C_{9\mu}^{V}\} \rightarrow \{C_{9\mu}^{\text{NP}}, C_{9\mu}^{\text{NP}}\} \\
\text{[Hyp. VI]} & \quad \{C_{9\mu}^{V}, C_{10\mu}^{V}\} \rightarrow \{C_{9\mu}^{\text{NP}}, C_{10\mu}^{\text{NP}}\} \\
\text{[Hyp. VII]} & \quad \{C_{9\mu}^{V} = -C_{9\mu}^{V}, C_{10\mu}^{V} = C_{10\mu}^{V}\} \rightarrow \{C_{9\mu}^{\text{NP}} = -C_{9\mu}^{\text{NP}}, C_{10\mu}^{\text{NP}} = C_{10\mu}^{\text{NP}}\} \\
\text{[Hyp. VIII]} & \quad \{C_{9\mu}^{V}, C_{9\mu}^{V} = -C_{10\mu}^{V}\} \rightarrow \{C_{9\mu}^{\text{NP}}, C_{9\mu}^{\text{NP}} = -C_{10\mu}^{\text{NP}}\}
\end{align*}
\]

and the scenarios allowing both LFUV and LFU contributions

\[
\begin{align*}
\text{[Hyp.IX]} & \quad \{C_{9\mu}^{V} = -C_{10\mu}^{V}, C_{9}^{U} = C_{10}^{U}\} \rightarrow \{C_{9\mu}^{\text{NP}} = -C_{10\mu}^{\text{NP}} + 2C_{9e}^{\text{NP}}, C_{9e}^{\text{NP}} = C_{10e}^{\text{NP}}\} \\
\text{[Hyp.X]} & \quad \{C_{9\mu}^{V}, C_{9\mu}^{U}\} \rightarrow \{C_{9\mu}^{\text{NP}}, C_{9e}^{\text{NP}}\} \\
\text{[Hyp.XI]} & \quad \{C_{9\mu}^{V} = -C_{10\mu}^{V}, C_{9}^{V}\} \rightarrow \{C_{9\mu}^{\text{NP}} = -C_{9e}^{\text{NP}} + C_{10e}^{\text{NP}}, C_{9e}^{\text{NP}} = C_{10e}^{\text{NP}}\} \\
\text{[Hyp.XII]} & \quad \{C_{9\mu}^{V} = -C_{10\mu}^{V}, C_{10}^{U}\} \rightarrow \{C_{9\mu}^{\text{NP}} = -C_{9e}^{\text{NP}} + C_{10e}^{\text{NP}}, C_{10e}^{\text{NP}} = C_{10e}^{\text{NP}}\} \\
\text{[Hyp.XIII]} & \quad \{C_{9\mu}^{V}, C_{10\mu}^{V}\} \rightarrow \{C_{9\mu}^{\text{NP}}, C_{10\mu}^{\text{NP}} = C_{10\mu}^{\text{NP}}\} \\
\text{[Hyp.XIV]} & \quad \{C_{9\mu}^{V}, C_{10\mu}^{U}\} \rightarrow \{C_{9\mu}^{\text{NP}}, C_{10\mu}^{\text{NP}} = C_{10\mu}^{\text{NP}}\}
\end{align*}
\]

The hypotheses VII and VIII correspond to the hypotheses 1 and 5 in refs. [3, 4]. The
hypotheses IX to XIV correspond to the scenarios 6 to 11 in refs. [3, 14] (scenarios 5 and
13 are also interesting in terms of their ability to explain the deviations observed, but they
require three or four free parameters and will not be considered in the following).

In this situation, it becomes clear that new data will be instrumental to disentangle the
different hypotheses. The goal of the present article is to scrutinize the results of the fit from
a different perspective to prepare the next step, i.e. to discriminate the most relevant NP
scenario among the ones already favoured, complementing our previous works [3, 4, 14, 15].
Currently, the most significant patterns identified exhibit a pull w.r.t. the SM very close
to each other (within a range of half a $\sigma$). We explore strategies to disentangle different scenarios and to identify the impact of a more precise measurement of $R_K$. We then combine information on $R_K$ and $Q_5$ in order to illustrate that $R_K$ by itself will not be sufficient to disentangle clearly one or a small subset of scenarios, but that a combination of $R_K$ and $Q_5$ can be useful, depending on the (future) measured value.\footnote{Up to now only the Belle experiment has been able to perform a measurement of $Q_5$, leading to $\langle Q_5^{\text{Belle}} \rangle_{[1.6]} = +0.656 \pm 0.485 \pm 0.103$ \cite{16}.} 

In section 2 we discuss the inner tensions of the fit in order to point those observables where further experimental or theoretical work would be required. In section 3 we explore how a forthcoming precise measurement of $R_K$ can disentangle or disfavour scenarios assuming that the statistical error is reduced and the central value stays within $2\sigma$ of its present value. We analyse it considering two different fits, either with all observables or only the LFUV subset. We also discuss the impact of a measurement of $Q_5$ in relation with its possible measurement by Belle II and LHCb. We then discuss the structure of the current fits, looking more closely at the deviations of some observables in section 4, focusing on the change in their pulls depending on the NP scenario considered. In section 5 we discuss the structure of the observables in terms of their Wilson coefficients to determine their sensitivities and the directions preferred by each of the anomalies, before drawing our conclusions.

2 Inner tensions of the global fit

In refs. [3, 4], we saw that different NP scenarios involving $\mathcal{C}_{9\mu}^{\text{NP}}$ led to a much better description of the data than the SM, with fits reaching p-values around 60–80% (the SM being around 9%) and providing pulls with respect to the SM above 5$\sigma$. The overall agreement is thus already very good within these NP scenarios and from a purely statistical point of view, it should be expected that these fits exhibit slight tensions. It is however interesting to look at these remaining tensions in more detail in order to determine where statistical fluctuations may be reduced with more data or where improved measurements might help to lift the degeneracy among NP scenarios. We focus on three main tensions that we consider particularly relevant in the current global fit.

2.1 $R_{K^*}$ in the first bin

A first tension related to $R_{K^*}$ occurs in the global fit and it proves interesting to consider both $R_{K^*}$ and $\mathcal{B}(B \rightarrow K^*\mu^+\mu^-)$ as measured by LHCb in order to understand its nature (see figure 1).

Let us first consider the second bin (from 1 to 6 GeV$^2$) for $R_{K^*}$. Even though the deficit could be consistent with an excess in the electron channel with respect to the muon one, the study of the corresponding bins of $\mathcal{B}(B \rightarrow K^*\mu^+\mu^-)$ points towards a deficit of muons. The mechanism that explains the deviation with respect to the SM in the long second bin of $R_{K^*}$ is consistent with all the deviations that have been observed in other channels and different invariant di-lepton mass square regions.
The situation is different for the first bin of $R_{K^*}$, where $\mathcal{B}(B \to K^*\mu^+\mu^-)$ is clearly compatible with the SM (see figure 1). An excess in the electron channel would then be needed in order to explain the observed deficit in $\langle R_{K^*}\rangle_{[1,1.6]}$. This difference of mechanism between the first and the second bins of $R_{K^*}$ can be understood in two ways: i) a specific NP effect [17, 18] localised at very low $q^2$ and able to compete with the dominant Wilson coefficient $C_7$ (well determined to be in agreement with the SM expectations from $\mathcal{B}(B \to X_s\gamma)$) [3, 4, 19–22]; ii) some experimental issue in measuring di-electron pairs at very small invariant mass, close to the photon pole. It would be very interesting that LHCb keep on their efforts to understand the systematics in this bin. Interestingly the recent Belle measurement [2] indicates also a low central value in the same bin, even though the large uncertainty affecting the measurement prevents us from drawing any definite conclusion and makes it compatible also with the SM.

Another approach to slightly reduce the tension between data and SM in the first bin of $R_{K^*}$ through a NP explanation consists in including NP contributions to the $b \to see$ channel, in particular, considering right-handed currents affecting electrons, as discussed in ref. [7]. In the scenarios S8–S11 (using the notation of ref. [7]) the prediction of $\langle R_{K^*}\rangle_{[0.045,1.1]}$ is found to be within $\sim 1\sigma$ range of the current measurement. This could open a new window to explore the existence of right-handed currents and to explain some of the tensions found, even though more data is required in order to be conclusive.

2.2 $B_s \to \phi\mu^+\mu^-$ versus $B \to K^*\mu^+\mu^-$

Another tension in the fit concerns the branching ratio for $B_s \to \phi\mu^+\mu^-$, in particular when compared with the related decay $B \to K^*\mu^+\mu^-$. The prediction for the branching ratio $\mathcal{B}(B \to K^*\mu^+\mu^-)$ involves hadronic form factors to be determined using different theoretical approaches, depending on the di-lepton invariant mass region analysed: at large recoil, one can use light-cone sum-rules based on light-meson distribution amplitudes [25], while lattice form factors are available at low recoil. Due to the difficulty to assess precisely the uncertainties attached to light-cone sum rules, we perform our computation using more conservative results from light-cone sum.
rules based on $B$-meson distribution amplitudes [26] with conservative error estimates, exploiting QCD factorisation to restore correlations that were not available in ref. [26]. We checked that our results are compatible with those obtained in ref. [25] and that the two approaches yield very similar results for the fits [4, 6, 27, 28].

A recent update of these form factors is available in ref. [29] using the same approach as ref. [26], adding corrections from higher twists and providing correlations. We will update our results accordingly in a coming publication, but we do not expect very significant changes for the present article, based on our previous studies [15]. For instance, we checked that even if a large reduction of 50% is achieved on the error of the form factors, the resulting uncertainty of key optimized observables like $P_5^0$ is minor (it would imply a reduction from 10% to 8% for the anomalous bins of $P_5^0$). On the contrary, a large impact is observed in unprotected observables like branching ratios or $S_i$ observables. As our fit is driven by the optimized observables, we expect only minor changes in the outcome of the fits.

Contrary to the case of $\mathcal{B}(B \to K^* \mu^+ \mu^-)$, there are no computations available using the $B$-meson light-cone sum rules of refs. [26, 29] for $B_s \to \phi \mu^+ \mu^-$, and one must rely on the estimates given in ref. [25]. One can see in figure 2 that at low recoil, where lattice form factors are used, the prediction for $\mathcal{B}(B \to K^* \mu^+ \mu^-)$ is expected to be slightly larger than $\mathcal{B}(B_s \to \phi \mu^+ \mu^-)$ and indeed data (with large error bars) follows the same trend. On the contrary, in the large-recoil region where the light-cone sum rules results of ref. [25] are used, the SM predictions lead to a larger value for $\mathcal{B}(B_s \to \phi \mu^+ \mu^-)$ than for $\mathcal{B}(B \to K^* \mu^+ \mu^-)$. Surprisingly, data shows the opposite trend, which may come from a statistical fluctuation of the data leading to an inversion of the experimental measurements of both modes at large recoil. Alternatively, this issue may signal a problem in the theoretical prediction of the form factors of ref. [25]. Firstly, these predictions are obtained by combining results in different kinematic regions (light-cone sum rules and lattice QCD) which do not fully agree with each other when they are extrapolated: the fit to a common parametrisation over the whole kinematic space leads to a fit with uncertainties that may be artificially small due to these incompatibilities of the inputs. Moreover, the choice of the $z$-parametrisation [25, 26] used to describe the form factors over the whole kinematic range has interesting properties of convergence, but it may in some cases lead to potential unitarity violations [30].

Finally, another issue that specifically affects $\mathcal{B}(B_s \to \phi \mu^+ \mu^-)$ is the $B_s$-$\bar{B}_s$ mixing. As it is well known, $B_s$-$\bar{B}_s$ mixing implies that the time evolution of the $B_s$ meson before its decay involves two mass states with different widths that are linear combinations of the flavour states $B_s$ and $\bar{B}_s$. The current measurements performed at LHCb are integrated over time, and the neat effect of the evolution between the two mass states is a correction of $O(\Delta \Gamma_s/\Gamma_s)$ in the relation between the theoretical computation of the branching ratio and its measurement [31–34]. This effect is taken into account in the global fit [6] as an additional source of uncertainty for the theoretical estimate of the branching ratios.

The experimental efficiencies should also be corrected for this effect, which depend on the CP-asymmetry $A_{\Delta \Gamma}$ that can also be affected by NP contributions. It should thus be kept free within a large range in the absence of measurements. Neglecting this effect and assuming a SM value for this asymmetry may lead to an underestimation of some systematics on the efficiencies. For instance, ref. [35] showed that this issue can lead to
Figure 2. Theoretical predictions for $B(B_s \to \phi \mu^+ \mu^-)$ and $B(B \to K^* \mu^+ \mu^-)$ within the SM along with their corresponding experimental measurement. The results at large recoil are presented here only for illustrative purposes and are based on the form factors presented in ref. [25] (these results are not used in our global analyses). The results at low recoil are indeed used in ref. [6] and are based on available lattice QCD inputs for the form factors.

an additional systematic effect of 10% in the $B_s \to \mu^+ \mu^-$ systematics. The impact on efficiencies from NP effects was indeed considered in ref. [36] for $B_s \to \phi \mu^+ \mu^-$ by varying $C_{9\mu}$ in the underlying physics model used to compute signal efficiencies, leading to a much smaller effect in this case (of a few percent, in line with back-of-the-envelope estimates).

2.3 Tensions between large and low recoil in angular observables

We discuss for the first time here a rather different type of tension, concerning the $B \to K^* \mu^+ \mu^-$ angular observables at large and low recoil. On the one hand, we observe that branching ratios exhibit the same discrepancy pattern between theory and experiment at low and large recoil. On the other hand, the current deviations at LHCb in $P'_5$ require NP contributions with opposite sign in the two kinematic regions. Indeed, the pull between the SM value and the LHCb experimental measurement in $\langle P'_5 \rangle$[15,19] has the opposite sign (albeit the significance is only 1.2$\sigma$) w.r.t. its large-recoil bins, in particular $\langle P'_5 \rangle$[4,6] and $\langle P'_5 \rangle$[6,8]. This very slight tension is not there in the case of the Belle data where same-sign deviations are observed, even though the error bars are rather large in this case.

For the purposes of illustration, let us consider the NP scenario where there is no LFU contribution and NP occurs only in $C^V_{9\mu}$ and $C^V_{10\mu}$. This is illustrated in figure 3 where

\footnote{This is true for all $b \to s\ell\ell$ modes, apart from the decay $\Lambda^0 \to \Lambda \mu^+ \mu^-$, where the experimental errors at low recoil are very large and the normalisation chosen prevents further interpretation [37, 38].}
Figure 3. 68.3% (left) and 95% (right) CL solutions regions for the observables discussed in the main text in the \((C_{10u}^V, C_{10d}^V)\) plane. The yellow region corresponds to the overlap region. \(\langle P_2 \rangle_{[15,19]}\) is only shown in the left panel.

The constraints for these observables (as well as other relevant observables that will be listed below) are shown at 68.3% (left) and 95% (right) CL. One can notice their milder sensitivity to \(C_{10u}^V\). \(\langle P_2 \rangle_{[4,6]}\) (blue region) would prefer a negative \(C_{10u}^V\) while \(\langle P_2 \rangle_{[15,19]}\) (green region) would favour a positive \(C_{10u}^V\) at 68.3% CL.

Black dots indicate the particular solutions \((-1.02, 0)\) and \((-0.45, 0.45)\) corresponding to the best-fit points of the 1D favoured scenarios in ref. [3] (hypotheses I and II of the present article). We also indicate the constraints from \(\langle P_2 \rangle_{[4,6]}\), \(\langle P_2 \rangle_{[15,19]}\), \(\langle R_K \rangle_{[1,1.6]}\), \(\langle B(B^0 \to K^{*0} \mu^+ \mu^-)\rangle_{[15,19]}\) since we believe that they are representative of the set of observables driving our global fit.\(^3\) The former pair of observables \((\langle P_2 \rangle_{[4,6]}, \langle P_2 \rangle_{[15,19]}\) has a large overlap region compatible with the SM while the latter one \((\langle R_K \rangle_{[1,1.6]}\), \(\langle B(B^0 \to K^{*0} \mu^+ \mu^-)\rangle_{[15,19]}\) overlaps far from the SM point. While \(P_2\) and \(R_K\) strongly constrain NP solutions, the \(P_2\) bins are weakly constraining. Finally, the yellow region in the right panel in figure 3 is the overlap of the regions from the five observables obtained after considering the data regions at 95% CL.

In summary, an interesting tension between low- and large-recoil regions for \(P_5^\prime\) is observed at the 2-sigma level, favouring \(C_{9u}\) contributions of different signs in the two kinematic regions. Although not statistically significant, this inner tension seems to require either different sources of NP or a shift in the data once more statistics is added.

3 Potential of \(R_K\) (and \(Q_5\)) to disentangle NP hypotheses

In this section we discuss the potential impact of the prospective measurements of \(\langle R_K \rangle_{[1,1.6]}\) and \(\langle Q_5 \rangle_{[1,1.6]}\) on the global fits in order to distinguish NP hypotheses. We perform the following illustrative exercise: we vary the experimental values of \(\langle R_K \rangle_{[1,1.6]}\)

---

\(^3\)\(P_1\) and \(P_2^\prime\) observables are known to behave in a more SM-like way than the ones selected here, thus providing weaker constraints.
and $(Q_S)_{[1,6]}$ within suitable ranges, and we perform fits according to these values taken as actual measurements. First only $(R_K)_{[1,6]}$ is allowed to vary before we consider the combined impact of $(R_K)_{[1,6]}$ and $(Q_S)_{[1,6]}$. The ‘pseudo-data’ for $(R_K)_{[1,6]}$ takes into account the expected increase in statistics soon available for this observable. For this exercise we take as the prospective experimental error for $(R_K)_{[1,6]} + 0.044$: this corresponds to a reduction by $\sqrt{2}$ of the statistical uncertainty in ref. [1]. Indeed, according to the latter reference, this would amount to the inclusion of the data sets of 2017 and 2018 which are said to have the same statistical power as the combined data set of Run 1, 2015 and 2016.

For each fit (corresponding to a given hypothesis and set of data), both the pull of the hypothesis w.r.t. the SM (Pull$_{\text{SM}}$) and the best-fit-point (b.f.p) are computed, which we plot as functions of either $(R_K)_{[1,6]}$ or $(Q_S)_{[1,6]}$. Before discussing the results of our analysis, we first state our assumptions:

- We follow the same approach as in refs. [3–6, 14]. We consider a set of $b \to sll$ observables measured by different experiments, we determine the experimental and theoretical correlation matrices between these observables assuming Gaussian distributions. Under a given NP hypothesis (generally described by one or two parameters added to specific short-distance Wilson coefficients), we build a $\chi^2$ from these observables and their correlation matrices that is used to extract the best-fit points and the confidence intervals of the NP parameters, as well as the pull of the NP hypothesis with respect to the SM, within a frequentist framework.

- We consider two different kinds of fits with different subsets of observables [3]: on one side, the global fit (or Fit “All”, to all 178 available observables) and on the other one, the LFUV fit, where only the observables measuring LFUV are included (plus constraints coming from radiative decays, leading to 20 observables). When several experiments have measured the same observable, we do not average the results but we include all these measurements in the $\chi^2$ taking into account their (theoretical) correlations.

- Any variation of the experimental value of $(R_K)_{[1,6]}$ could manifest itself also in a change in the branching ratios $B(B^+ \to K^+\mu^+\mu^-)$ and/or $B(B^+ \to K^+e^+e^-)$. However, the update of $(R_K)_{[1,6]}$ in ref. [1] has not led to significant changes in these branching ratios, and we will assume that this will also occur in the forthcoming updates, so that we modify only the value of $(R_K)_{[1,6]}$.

- $(R_K)_{[1,6]}$ is freely varied within a $2\sigma$ range from its current experimental value. It represents a good compromise between a high coverage of the true value and a span compatible with our computational means. $(Q_S)_{[1,6]}$ is varied within the range $[-0.5, 1.0]$ in order to ensure that we scan over values corresponding to the most relevant NP scenarios (see figure 2 of ref. [14]).

- With the increased statistics available at Run 2, it will be possible for experiments to provide more precise determinations of key observables. Therefore, besides the reduction in the error of $(R_K)_{[1,6]}$, we assume a guesstimated uncertainty of order 0.1 for $(Q_S)_{[1,6]}$. 


The purpose of this analysis is not to provide precise determinations of the pull of the SM and the b.f.p.s for different values of \langle R_K \rangle_{[1.1,6]} and \langle Q_5 \rangle_{[1.1,6]} but rather to gain qualitative knowledge on how experimental measurements of these two observables will drive the analyses. This is particularly true for the b.f.p. plots that will provide only the central value but not the confidence intervals obtained for the NP contributions.

3.1 Global fits

Figure 4 displays the outcome of the global fit (or fit “All”, involving 178 observables) for the pulls with respect of the SM, assuming different experimental central values of \langle R_K \rangle_{[1.1,6]} and different NP hypotheses varied according to the procedure described above. In appendix A, figure 13 displays a similar result for the best-fit point of each NP hypothesis. The shaded vertical band in the plots of figures 4 and 13 highlights the current experimental 1σ confidence interval for the LHCb average of \langle R_K \rangle_{[1.1,6]}.

Figure 4. Global fit: impact of the central value of \langle R_K \rangle_{[1.1,6]} on the Pull_{SM} of the NP scenarios under consideration.
Figure 4 illustrates the relevance of $\langle R_K \rangle_{[1,1,6]}$ on the global fits. For all the NP scenarios considered, except for Hyp. III, $C_{Y \mu}^V = -C_{Y \mu}^V$, we observe that their corresponding Pull$_{SM}$ undergoes a $\sim 3 - 4 \sigma$ variation from one end of the range of variation of $\langle R_K \rangle_{[1,1,6]}$ to the other. If we restrict the variation of $\langle R_K \rangle_{[1,1,6]}$ to only $1 \sigma$, one can see differences of $\sim 2 \sigma$ between the two extremes, as expected from the linearity of Pull$_{SM}$ on $\langle R_K \rangle_{[1,1,6]}$ seen in the plots.

The flatness of the Pull$_{SM}$ under the hypothesis III, $C_{Y \mu}^V = -C_{Y \mu}^V$, can be easily understood. The theoretical prediction of $\langle R_K \rangle_{[1,1,6]}$ is insensitive to the value of $C_{Y \mu}^V = -C_{Y \mu}^V$, so that it remains constant and equal to 1 to a very high accuracy. Therefore the difference between the theoretical and experimental values of $\langle R_K \rangle_{[1,1,6]}$ does not play any role in the minimisation of the $\chi^2$ function. As a consequence, the b.f.p. is determined using the other observables of the fit, regardless of the experimental value for $\langle R_K \rangle_{[1,1,6]}$ (see figure 13), and the contribution of $\langle R_K \rangle_{[1,1,6]}$ cancels in the $\Delta \chi^2 = \chi_{SM}^2 - \chi_{min}^2$ statistic. This explains the observed flat curve for the Pull$_{SM}$, up to small variations linked to the numerical minimisation of the $\chi^2$ function.

The results in figure 4 show that, for most of the values of $\langle R_K \rangle_{[1,1,6]}$ scanned, it is not possible to fully disentangle all the NP scenarios, with the exception of Hyp III: $C_{Y \mu}^V = -C_{Y \mu}^V$. However, large values of $\langle R_K \rangle_{[1,1,6]}$ (around 0.90 or above) provide the potential to disentangle some of the NP LFUV scenarios. Many scenarios get their significances down to the range $\sim 3.8 \sigma - 4.8 \sigma$, apart from scenarios with right-handed currents like Hyps. V, VII, VIII. Indeed, if a new measurement of $\langle R_K \rangle_{[1,1,6]}$ is found in better agreement with its SM prediction, this favours right-handed currents for $C_{Y \mu}^V$, cancelling the contribution for $C_{Y \mu}^T$, but there is still an important number of other tensions (i.e. $R_{K^*}$, $P'_{5\mu}$ and $B(B_s \to \phi \mu^+ \mu^-)$) that require NP contributions in order to be explained. Large values of $\langle R_K \rangle_{[1,1,6]}$ would help also to distinguish among NP scenarios featuring both LFUV and LFU NP, separating Hyps. X and XI from the others).

We then study the combined influence of $\langle R_K \rangle_{[1,1,6]}$ and $\langle Q_5 \rangle_{[1,1,6]}$. The value of $\langle Q_5 \rangle_{[1,1,6]}$ is varied as explained above and we repeat the analysis for three different values of $\langle R_K \rangle_{[1,1,6]}$: its current experimental value and the ends of its $1 \sigma$ range. Figures 5 and 6 show how the Pull$_{SM}$ varies with different experimental values of $\langle Q_5 \rangle_{[1,1,6]}$ and $\langle R_K \rangle_{[1,1,6]}$. In appendix A figures 14, 15 and 16 show how b.f.p.s are affected, with a rather large variety of behaviours.

We observe that most of the hypotheses see their Pull$_{SM}$ increase for larger values of $\langle Q_5 \rangle_{[1,1,6]}$. One can separate the discussion according to the value of $\langle R_K \rangle_{[1,1,6]}$:

- $\langle R_K \rangle_{[1,1,6]} \simeq 0.8$: the pulls are larger than in the current case. The rather low value of $R_K$ disfavours in general scenarios with right-handed currents with respect to scenarios involving only SM vector operators. A large value of $\langle Q_5 \rangle_{[1,1,6]}$ (close to 1) favours $C_{9\mu}^{NP}$, whereas a low value supports NP in both $C_{9\mu}^{NP}$ and $C_{10\mu}^{NP}$ either from LFU NP only (Hyps. II, IV) or from a combination of LFU and LFUV NP (Hyp. XI).
- $\langle R_K \rangle_{[1,1,6]} \simeq 0.85$: the new determination of $\langle R_K \rangle_{[1,1,6]}$ is then nominally close to its current experimental value but with smaller errors. Therefore, the values for the
Figure 5. Global fit: impact of $\langle Q_3 \rangle_{[1,1.6]}$ on the PullSM of the NP scenarios under consideration for different values of $\langle R_K \rangle_{[1,1.6]}$. 
Global Fits $\langle R_K \rangle_{[1.1.6]} = 0.789 (-1\sigma)$

Global Fits $\langle R_K \rangle_{[1.1.6]} = 0.846 (0\sigma)$

Global Fits $\langle R_K \rangle_{[1.1.6]} = 0.908 (+1\sigma)$

Figure 6. Global fit: impact of $\langle Q_5 \rangle_{[1.1.6]}$ on the PullsSM of the NP scenarios under consideration for different values of $\langle R_K \rangle_{[1.1.6]}$.

b.f.p.s are numerically similar to the b.f.p.s reported in refs. [3, 4]. On one hand, low and large values of $\langle Q_5 \rangle_{[1.1.6]}$ provide both a rather clear separation between Hyps. II, IX, X, XI and Hyps. I, III, XIII, XIV. On the other hand, it does not help to separate a set of hypotheses with LFUV NP only (IV to VIII).

- $\langle R_K \rangle_{[1.1.6]} \simeq 0.9$: the pulls are lower with respect to their present values. Large values of $\langle Q_5 \rangle_{[1.1.6]}$ allow one to disfavour Hyp II, and low and large values of $\langle Q_5 \rangle_{[1.1.6]}$ provide still both a rather clear separation among hypotheses combining LFU and LFUV NP (Hyps. IX, X, XI and Hyps. XIII, XIV on the other). However, it does not help to separate a set of hypotheses with LFUV NP only (IV to VIII).
Figure 7. LFUV fit: impact of the central value of $\langle R_K \rangle_{[1.1,6]}$ on the Pull$_{SM}$ of the NP scenarios under consideration.

In summary, if the update of $\langle R_K \rangle_{[1.1,6]}$ is larger than its current value, it can help distinguishing among various NP hypotheses, with a preference for hypotheses involving right-handed currents in $c_{V9}$. A value of $\langle R_K \rangle_{[1.1,6]}$ similar or smaller than the current value would clearly disfavour the hypothesis $c_{V9} = -c_{V9}'$, but many other NP hypotheses (with LFUV only or with a combination of LFU and LFUV) cannot be separated. The observable $\langle Q_5 \rangle_{[1.1,6]}$ is an excellent candidate to separate among some of these possibilities. Depending on the situation, low and/or large values of this observables provide a good separation in terms of pulls.

3.2 LFUV fits

It is also interesting to address the impact of the observables $\langle R_K \rangle_{[1.1,6]}$ and $\langle Q_5 \rangle_{[1.1,6]}$ on the LFUV fits, which currently include all the $R_K$ and $R_{K^*}$ measurements, the measurements
of $Q_i \ (i = 4, 5)$ by the Belle collaboration, all the $b \to s \gamma$ observables available, as well as $\mathcal{B}(B \to X_s \mu^+ \mu^-)$ and $\mathcal{B}(B_s \to \mu^+ \mu^-)$ [39–41]. We follow the same guidelines as for the global fits.

We show in figures 7 the impact of an update of $\langle R_K \rangle_{[1,1,6]}$ on the pull with respect to the Standard Model, whereas the role played by $\langle Q_5 \rangle_{[1,1,6]}$ is indicated by figures 8 and 9. One can also plot the variation of the best-fit point as a function of $\langle R_K \rangle_{[1,1,6]}$ and $\langle Q_5 \rangle_{[1,1,6]}$, leading to plots similar to the case of the global fit, but the information gained this way is not very illuminating and we refrain from showing them.

Most of the features observed in the global fit are also observed in the LFUV fit, although with lower pulls. For different values of $\langle R_K \rangle_{[1,1,6]}$, the separation among hypotheses can be improved if one measures either low or large values of $\langle Q_5 \rangle_{[1,1,6]}$. One can in particular notice that the separation between the LFUV NP hypotheses (IV to VIII) seems easier for low values of $\langle Q_5 \rangle_{[1,1,6]}$ compared to the fit “All”. This means that the observables in the LFUV fit are more sensitive to details of this scenario, but this gets compensated by other observables in the fit “All” so that the sensitivity is reduced in the more complete fit.

LFUV fits lead us to draw similar conclusions to the ones extracted from the global fits. However they exhibit a stronger clustering of the pulls, especially if only $\langle R_K \rangle_{[1,1,6]}$ is used to discriminate them. Moreover, if we take a given hypothesis with LFUV-NP only, and consider hypotheses obtained by adding further LFU-NP contributions, we obtain very similar pulls. Therefore, the only way to distinguish among different LFU-NP hypotheses consists in performing the global fits and having access to both muonic and electronic branching ratios. The addition of $\langle Q_5 \rangle_{[1,1,6]}$ allows for strategies that enable the discrimination of various scenarios in a similar way to the case of the global fits.

4 Pulls of individual observables

Discerning among different NP hypotheses using the significance of the Pull$_{SM}$ proved difficult using the current set of data. In section 3 we have discussed how new data could possibly improve the situation and allow us to disentangle the different scenarios. We discuss here a complementary approach based on analysing the current picture for each hypothesis using the correlated pull of individual observables.

We consider the individual pull of an observable, which can be written for the $i$th observable as:

$$\text{pull}^{\text{obs}}_i = \sqrt{\chi^2_{\text{min}} - \chi^2_{\text{min w/o obs}}}, \quad (4.1)$$

where $\chi^2_{\text{min}}$ and $\chi^2_{\text{min w/o obs}}$ are the minimal values of the $\chi^2$ with and without the $i$th observable

$$\chi^2 = \sum_{ij} (O^{\text{th}} - O^{\text{exp}})_i V_{ij}^{-1} (O^{\text{th}} - O^{\text{exp}})_j, \quad (4.2)$$

$$\chi^2_{\text{w/o obs}} = \sum_{i \neq j} (O^{\text{th}} - O^{\text{exp}})_i V_{ij}^{-1} (O^{\text{th}} - O^{\text{exp}})_j.$$
Figure 8. LFUV fit: impact of $\langle Q_5⟩_{[1.1,6]}$ for different values of $\langle R_K⟩_{[1.1,6]}$ on the PullSM of the NP hypotheses under consideration.
Figure 9. LFUV fit: impact of $\langle Q_5 \rangle_{[1.1,6]}$ for different values of $\langle R_K \rangle_{[1.1,6]}$ on the $\text{Pull}_{\text{SM}}$ for the NP hypotheses under consideration.
The pull of an observable can be considered as the assessment of the impact of the additional external constraint to the fit given by this observable, which must be assessed using a pull involving the central values and the uncertainties with and without the constraint given by the observable. It can be easily shown that the definition of ref. [47] is equivalent to our definition. Moreover, this definition follows the same approach of pulls as for the comparison of hypotheses and it can be expected to follow a normal law with zero mean and unit width. We stress that it includes correlations, so that it might have a different value from the naive pull in the presence of large correlations among observables (from experimental or theoretical nature).

In the following, we will compare the pulls, as defined in eq. (4.1), under the SM hypothesis and under various NP hypotheses for all observables. However, we will focus mainly on the observables yielding pulls $^{\text{obs}}$ larger than 1.5. These pulls $^{\text{obs}}$ with respect to the SM are expected to be reduced under the various NP hypotheses, but some might remain (while the others disappear), providing interesting insights into the role of the various observables within a given NP hypothesis.

The observables under discussion are visualized in figures 10 and 11. Black squares represent the pull $^{\text{obs}}$ of the observable $i$ within the SM computed following eq. (4.1), while coloured and empty shapes represent the pull $^{\text{obs}}$ of the same observable under different NP hypotheses.

Figure 10. pull $^{\text{obs}}$ defined in eq. (4.1) for each selected observable within different NP hypotheses (from I to VIII) compared to the Standard Model (black squares).

where $O^{\text{th}}$ and $O^{\text{exp}}$ are the theoretical prediction and the experimental value for the observable respectively, and $V_{ij}^{-1}$ corresponds to the covariance matrix element $\{i,j\}$.

This definition, already used in refs. [42–45], differs from the definition often adopted e.g. in the context of electroweak precision observables [46]: this naive pull is defined as the difference between the experimental value and the theoretical value at the b.f.p., normalised by the uncertainty. As discussed in ref. [47], this definition should be refined. The pull of an observable can be considered as the assessment of the impact of the additional external constraint to the fit given by this observable, which must be assessed using a pull involving the central values and the uncertainties with and without the constraint given by the observable. It can be easily shown that the definition of ref. [47] is equivalent to our definition. Moreover, this definition follows the same approach of pulls as for the comparison of hypotheses and it can be expected to follow a normal law with zero mean and unit width. We stress that it includes correlations, so that it might have a different value from the naive pull in the presence of large correlations among observables (from experimental or theoretical nature).
4.1 Observables with a large pull\textsuperscript{obs} within the Standard Model

Looking at figures 10 and 11, the first observable considered is \langle R_K \rangle_{[1,1,6]}: it is very sensitive to LFUV NP, it has a large pull\textsuperscript{obs} with respect to the SM. It has also a small pull\textsuperscript{obs} in all the NP hypotheses considered except for Hyps. III and XI. Remarkably, it has almost no correlation with any other observable in the fit\textsuperscript{4} [48] and, as a consequence, the fit must satisfy both \langle R_K \rangle_{[1,1,6]} and the rest of the observables in parallel, leading to a potential tension unless the solution for both sectors of the fit is similar.

Another observable showing a tension with the SM is \langle P_2 \rangle_{[0,1,0.98]}. Remarkably, none of the hypotheses considered is able to reduce the tension of this observable (see figures 10 and 11) so it remains poorly explained either within the SM or under the NP hypotheses considered. A similar problem is seen in \langle P_{05} \rangle_{[0,1,0.98]} even though for this observable the pull\textsuperscript{obs} within the SM is smaller than for \langle P_2 \rangle_{[0,1,0.98]}. Including a NP contribution to \mathcal{C}_7 (which affects mainly the first bin) does not improve these two observables as they require contributions of opposite signs. Therefore, the small tensions observed in the first bin for these two observables will require more data to be understood.

The polarization fraction \langle F_L \rangle_{[2,5,4]} follows a similar trend as \langle P_{05} \rangle_{[0,1,0.98]}. Its current measurement shows little deviation with the SM prediction [6] in any of its bins due to the large theoretical errors, but its pull\textsuperscript{obs} is around \sim 2 under the SM hypothesis due to the correlations with the rest of the observables involved in the fit. Moreover, for all NP hypotheses considered its value for the pull\textsuperscript{obs} is larger than in the SM case.

In the case of the observables \langle P'_{56} \rangle_{[4,6]} and \langle P'_{58} \rangle_{[6,8]} the tension between the SM prediction and the experimental value is somewhat reduced if one introduces NP contributions. The less efficient hypothesis is Hyp. II, \mathcal{C}_{9\mu}^{NP} = -\mathcal{C}_{10\mu}^{NP}, and one of the best possibilities

\textsuperscript{4}There is little theoretical correlation between \(R_K\) and the rest of the observables as the hadronic form factors, which are the main source of correlated uncertainty among observables, cancel in \(R_K\). The experimental correlation between \(R_K\) and the \(B^+ \rightarrow K^+ \ell^+ \ell^-\) branching ratio is not public and therefore assumed to be zero here. We checked the lack of correlation between \(\langle R_K \rangle_{[1,1,6]}\) and the rest of the observables at the level of our covariance matrix.
is Hyp. I, i.e. a single contribution $c_{9\mu}^{\text{NP}}$. As shown in figure 12, the latter hypothesis (grey band) better accommodates at the same time both the deviations in $\langle P_5^{U}\rangle_{[4,6]}$ and $\langle R_K \rangle_{[1,1,6]}$ w.r.t. the solution with $c_{9\mu}^{\text{NP}} = -c_{10\mu}^{\text{NP}}$, although the updated experimental value of $\langle R_K \rangle_{[1,1,6]}$ makes the compatibility only partial, whereas the former hypothesis (red band) is unable to obtain the same agreement. If one favours this scenario $c_{9\mu}^{\text{NP}} = -c_{10\mu}^{\text{NP}}$, a compatibility level similar to that of $c_{9\mu}^{\text{NP}}$ can be obtained by adding a LFU contribution $c_9^{U} = c_{10}^{U}$ [14] (corresponding to Hyp. IX), since $\langle R_K \rangle_{[1,1,6]} = 1 + 0.49 c_9^{V}$ while $\langle P_5^{U}\rangle_{[4,6]} = -0.81 - 0.27 c_9^{V} - 0.14 c_{9\mu}^{V} + 0.07 (c_9^{U})^2 + 0.05 (c_{9\mu}^{U})^2 + 0.11 c_9^{U} c_{9\mu}^{U}$ [14]. This implies that a NP scenario with $c_{9\mu}^{V} = -c_{10\mu}^{V}$ would then need a LFU universal contribution $c_9^{U} = c_{10}^{U}$ to be viable. This is illustrated in figure 12 where Hyp. IX is displayed varying the LFU contribution within its 1σ confidence interval according to the global fit (blue, light blue and purple bands).

One of the tensions of the fits described in section 2.3 belongs to the low-recoil region. This corresponds mainly to two observables here: $\langle P_5^{U}\rangle_{[15,19]}$ and $\langle B(B^0 \rightarrow K^{*0}(\mu^+\mu^-))\rangle_{[15,19]}$. For $\langle P_5^{U}\rangle_{[15,19]}$, including NP contributions leads to an increase of pull$^{\text{obs}}$ in all cases, see figures 10 and 11. The reduction of this tension would require NP contributions of opposite sign to the ones favoured by the rest of the observables of the fit. On the other hand, the branching ratio $\langle B(B^0 \rightarrow K^{*0}(\mu^+\mu^-))\rangle_{[15,19]}$ has its pull$^{\text{obs}}$ significantly reduced under all NP hypotheses. This shows that the correlations between $\langle B(B^0 \rightarrow K^{*0}(\mu^+\mu^-))\rangle_{[15,19]}$ and the rest of the observables allow for the reduction of tensions under the different favoured NP hypotheses.
Deviations with respect to the SM are also found for the branching ratio of the $B_s \to \phi \mu^+ \mu^-$ channel. All NP hypotheses yield pulls$^{\text{obs}}$ smaller than their SM counterparts, specially for the low-recoil bin and parallel to its $B \to K^*$ counterpart. The preferred scenarios considering the three bins of the branching ratio in the $B_s \to \phi \mu^+ \mu^-$ channel from figures 10 and 11 are those with $C^V_{9\mu} = -C^V_{10\mu}$.

Finally, the tension for $\langle R_{K^*}\rangle_{[1,1,6]}$ is also alleviated by introducing a NP contribution. Whereas the large bin $\langle R_{K^*}\rangle_{[1,1,6]}$ gets a significant reduction in its pull$^{\text{obs}}$ under all NP hypotheses, the first bin $[0,1,0.98]$ is just slightly improved when compared to the SM. This could point towards an inconsistency between the first bin and the other bins of $R_{K^*}$ if one takes into account the issues discussed above regarding the first bin of $P_2$ and $P'_5$. We should comment here on ref. [7], where several NP scenarios are discussed in order to explain the low value of $\langle R_{K^*}\rangle_{[0,1,0.98]}$, including contributions to both $b \to s\mu\mu$ and $b \to s\ell\ell$ channels as well as considering the presence of right-handed currents. It is possible to connect some of the scenarios from [7] with the description of NP in terms of LFU and LFUV contributions proposed in ref. [14]. Remarkably, the Wilson coefficients obtained in scenario S10 of [7] (following their notation) are in excellent agreement with the results obtained in [14] for the 4D fit with $\{C^V_{9\mu}, C^V_{10\mu}, C^U_{9}, C^U_{10}\}$.

Hyp. II works better than Hyp. I in reducing the pull$^{\text{obs}}$ of the LFUV observables, as can be easily understood looking at the structure of the observables in terms of their Wilson coefficients provided in ref. [14]: $\langle R_{K^*}\rangle_{[1,6]} = 1 + 0.23C^V_{9\mu} - 0.26C^V_{10\mu}$ while $\langle R_{K^*}\rangle_{[1,1,6]} = 1 + 0.16C^V_{9\mu} - 0.29C^V_{10\mu}$. Then, the ratio $((\langle R_{K^*}\rangle_{[1,6]} - 1)/((\langle R_{K^*}\rangle_{[1,1,6]} - 1)$ turns out to be 1.4 in Hyp. I and 1.1 in Hyp. II.

4.2 Observables with no pull$^{\text{obs}}$ with respect to the Standard Model

The kind of analysis undertaken in the previous subsection can also be conducted starting from observables that currently have very small pulls$^{\text{obs}}$ with respect to the SM predictions and see how they are affected once a fit under a NP hypothesis is performed. It is to expect their pulls$^{\text{obs}}$ will grow under NP hypotheses unless they are observables insensitive to the NP hypotheses considered. For this purpose we consider a group of observables with pulls between 0 and 0.2 within the SM.

After a detailed analysis, we found very small pulls$^{\text{obs}}$ for all of them, except $\langle B(B^+ \to K^+ \mu^+ \mu^-)\rangle_{[0,1,0.98]}$, under all the NP hypotheses considered, i.e. they are basically NP insensitive. In other words, these observables could be removed from the fit and the rest of the observables would remain unaffected. It is remarkable that again an observable taken in the first bin, $\langle B(B^+ \to K^+ \mu^+ \mu^-)\rangle_{[0,1,0.98]}$, has a worse pull$^{\text{obs}}$ under all NP hypotheses than under the SM. This goes in the same direction as the issues observed in the first bin of observables of the $B \to K^* \mu^+ \mu^-$ channel such as $P_2$, $P'_5$ and $R_{K^*}$, which points out the need of a better understanding of the low-$q^2$ region.

5 Sensitivity of observables to different Wilson coefficients

A detailed scrutiny of the dependence in Wilson coefficients of $b \to s\ell\ell$ observables is useful in order to understand tensions in the global fit under various NP hypotheses.
The complexity of the calculation prevents such systematic study, but we will rely on an approximate parametrisation of the observables in order to identify the sensitivity of interesting observables to different Wilson coefficients/NP hypotheses.

5.1 Observables and parametrisations

We use our current programs [6] to generate predictions according to a grid in the space of Wilson parameters and fit the proposed parametrisations to this set of pseudo-data. We collect the coefficients in the vector

$$X = \{C_{9\mu}^{NP}, C_{10\mu}^{NP}, C_{9\tau}^{NP}, C_{10\tau}^{NP}, C_{9e}^{NP}, C_{10e}^{NP}, C_{g'\mu}, C_{g'\tau}, C_{g'\tau}, C_{g'e}, C_{g'\mu}, C_{g'\tau}, C_{g'e} \}$$

For simplicity, we consider only real NP contributions to the Wilson coefficients $C_{9,10,9',10'}$ for muon and for electron operators: we assume that we can neglect NP contributions to $C_7, C_7'$ (based on $b \rightarrow s\gamma$ observables in good agreement with the SM) as well as to scalar, pseudoscalar and tensor operators (based on the outcome of the general global fits performed on $b \rightarrow s\ell\ell$ observables which do not favour large contributions to these Wilson coefficients. We also neglect imaginary contributions for the Wilson coefficients (as there are no signals of NP sources of CP violation from the corresponding $b \rightarrow s\ell\ell$ observables). We consider only the set of LHCb observables present in the global fit of ref. [6] with the corresponding binning in $q^2$, as well as the Belle observables $Q_4$ and $Q_5$. We generate points along a grid for all $C_{\ell\ell}^{NP}$ ($\ell = \mu, e$) in the range $[-1,1]$ for $i = 10, 9', 10'$, but $[-2,0]$ for $i = 9$, computing both central values and theoretical uncertainties for all the observables of interest. We can divide the set of observables into three different groups: LFD observables, LFUV differences and LFUV ratios, with three different approximate quadratic parametrisations:

- **LFD observables**: this category includes branching ratios and (optimized and averaged) angular observables [49, 50] governed by a lepton-specific $b \rightarrow s\ell\ell$ transition. We use a general quadratic parametrisation in the NP contributions to the Wilson coefficients $(i,j = 9, 10, 9', 10')$:

$$O = \alpha + \sum_i \beta_i C_{i\ell}^{NP} + \sum_{i \geq j} \gamma_{ij} C_{i\ell}^{NP} C_{j\ell}^{NP}$$

- **LFUV differences**: $Q_{1,2,4,5}$ and $\delta S_{5,6s}$ observables that measure differences in angular observables between muonic and electronic channels [51],

$$Q_i = P_{i\mu}^{(')} - P_{i\ell}^{(')}, \quad \delta S_i = S_{i\mu} - S_{i\ell}$$

In this case we use the following parametrisation $(i,j = 9, 10, 9', 10')$

$$O_\mu - O_e = \alpha_\mu - \alpha_e + \sum_i \left( \beta_{i\mu} C_{i\ell}^{NP} - \beta_{i\ell} C_{i\ell}^{NP} \right)$$

$$+ \sum_{i \geq j} \left( \gamma_{ij\mu} C_{i\ell}^{NP} C_{j\ell}^{NP} - \gamma_{ij\ell} C_{i\ell}^{NP} C_{j\ell}^{NP} \right)$$
• LFUV ratios: these type of observables are defined as ratios of integrated branching fractions involving muonic (numerator) and electronic (denominator) final states and we use \((i,j) = (9, 10, 9', 10')\):

\[
\frac{\mathcal{O}_\mu}{\mathcal{O}_e} = \alpha_\mu + \sum_i \beta_{i\mu}^{\text{NP}} C_{i\mu}^{\text{NP}} + \sum_{i,j} \gamma_{ij\mu} C_{ij}^{\text{NP}} C_{ij}^{\text{NP}}
\]

Not all observables can be parametrised in a fully satisfying way over this grid through such a quadratic approximation. The difference is at most of 0.3 for all observables (central value and uncertainty) over the whole range of scan. \(P_l(B \to K^* \mu^+ \mu^-)\) observables turn out to be more difficult to fit with a purely quadratic parametrisation, with differences between the approximate parametrisation and the exact values above 0.15 in some parts of the scan range (this could be expected due to their normalisation, leading to rapidly varying functions when the Wilson coefficients are changed). However, even this approximate parametrisation is able to catch a few interesting aspects of the sensitivity to Wilson coefficients.

5.2 Observables as conics

Let us start the discussion with the \(b \to s \mu \mu\) observables, with a quadratic parametrisation that can be seen as a conic in the space of

\[
\mathcal{O} = a + (X - X_0)^T M (X - X_0)
\]

The symmetric matrix \(M\) can be diagonalised as \(M = R^T \Lambda R\) where \(R\) is an orthogonal (rotation) matrix, and \(\Lambda\) is a diagonal matrix with eigenvalues ordered in (absolute) size. We can define the (rotated) \(Y\)-basis

\[
Y = R (X - X_0) \quad \mathcal{O} = a + R^T \Lambda R
\]

The largest eigenvalues of \(\Lambda\) correspond to directions in the \(Y\)-basis that are able to change the value of \(\mathcal{O}\) in the most significant way. These directions correspond to linear combinations of Wilson coefficients to which the observable \(\mathcal{O}\) is the most sensitive.

We can consider the directions corresponding to the largest eigenvalues in absolute value (“dominant ones”) and we can determine whether some directions are similar for different observables. This will indicate that some observables share the same sensitivity to NP for their dominant directions. We perform this comparison considering only the dominant eigenvalue as well as the eigenvalues that are at most 80% of this eigenvalue,\(^5\) and we consider “parallel” directions that correspond to pairs of vectors with an angle with a cosine of 0.9 or more (in absolute value). We perform this comparison for all the bins of the different observables. Due to the large number of directions to consider, we give our conclusions in a compact way, where each observable mentioned means “some of the bins of this observable”. We can observe several classes of observables exhibiting dominant parallel directions:

\(^5\)Let us add that the comparison of eigenvalues can be performed only for a given observable (possibly in different bins). The rescaling of an observable by an arbitrary factor will affect the absolute values of the eigenvalues but not their relative importance.
• observables which are expected to exhibit similar directions due to flavour symmetries

\[
\mathcal{B}(B^0 \rightarrow K^{*0}), \mathcal{B}(B^+ \rightarrow K^{*+}), \mathcal{B}(B_s \rightarrow \phi) \quad \mathcal{B}(B^0 \rightarrow K^0), \mathcal{B}(B^+ \rightarrow K^+) \\
P_i(B^0 \rightarrow K^{*0}), P_i(B_s \rightarrow \phi) \quad (i = 1, 4, 6, F_L) \quad (5.8)
\]

• observables from the same process

\[
\mathcal{B}(B^0 \rightarrow K^{*0}), P_i(B^0 \rightarrow K^{*0}) \\
(i = 1, 3, 4, 5, 6, 8, F_L) \\
\mathcal{B}(B_s \rightarrow \phi), P_i(B_s \rightarrow \phi) \\
(i = 1, 4, 6, F_L) \\
P_i(B_s \rightarrow \phi), P_j(B_s \rightarrow \phi) \\
\quad (\{i, j\} = \{F_L, 1\}, \{F_L, 4\}, \{1, 4\}) \\
P_i(B^0 \rightarrow K^{*0}), P_j(B^0 \rightarrow K^{*0}) \\
\quad (\{i, j\} = \{F_L, 1\}, \{F_L, 2\}, \{F_L, 4\}, \{F_L, 8\}, \{1, 2\}, \{1, 3\}, \{1, 4\}, \{1, 5\}, \{1, 8\}, \{2, 4\}, \{2, 5\}, \{2, 6\}, \{2, 8\}, \{3, 4\}, \{3, 8\}, \{4, 8\}, \{6, 7\}) \quad (5.9)
\]

• observables with unexpected correlations

\[
\mathcal{B}(B^+ \rightarrow K^+), \mathcal{B}(B^0 \rightarrow K^0), P_i(B^0 \rightarrow K^{*0}), P_i(B_s \rightarrow \phi), P_j(B^0 \rightarrow K^{*0}) \quad (5.10)
\]

If we now restrict the analysis to observables that are currently deviating by more than 2\(\sigma\), we can easily consider a wider range of directions in each case (going down to eigenvalues that are 30\% of the maximal ones), we can provide a slightly more precise description of the correlations

• between observables as expected from flavour symmetries:

\[
\mathcal{B}(B^0 \rightarrow K^{*0})[15, 19], \mathcal{B}(B^+ \rightarrow K^{*+})[15, 19], \mathcal{B}(B_s \rightarrow \phi)[15, 18.8] \quad (5.11)
\]

• between different close bins of the same observable

\[
P_i'(B^0 \rightarrow K^{*0})[4, 6], P_j'(B^0 \rightarrow K^{*0})[6, 8] \\
\mathcal{B}(B_s \rightarrow \phi)[2, 5], \mathcal{B}(B_s \rightarrow \phi)[5, 8] \quad (5.12)
\]

• between observables that are not obviously correlated

\[
\mathcal{B}(B_s \rightarrow \phi)[2, 5], \mathcal{B}(B_s \rightarrow \phi)[5, 8], P_i'(B^0 \rightarrow K^{*0})[4, 6], \\
\mathcal{B}(B^0 \rightarrow K^{*0})[15, 19], \mathcal{B}(B^+ \rightarrow K^{*+})[15, 19] \quad (5.13)
\]
The same analysis carried out for LFUV quantities involves the same correlations, which is to be expected as they involve ratio or differences of the same observables considered in the muon and the electron cases.

Another comment is in order. We have performed our analysis of the directions in the general case where NP is allowed in $C_{9,10,9',10'}$ and we have studied the dominant directions for each observable. Scenarios where some of these NP contributions are assumed to be zero correspond to projections of this analysis on specific hyperplanes. Obviously, if directions are similar in the general $C_{9,10,9',10'}$ space, they remain similar after projection on a given hyperplane, but the projection can also lead to additional pairs of observables with (projected) dominant directions that are parallel (although they are not parallel when considered in the whole space).

5.3 Directions favoured by the anomalies

Up to now, we have considered only the leading directions (corresponding to the main axes of the conics) for the quadratic approximation of the theoretical expression of the $b \rightarrow s \mu \mu$ observables. This provides information on the sensitivity to specific directions and the fact that some of these directions are common to several observables. However, since we have not compared these predictions to the deviations observed currently, this does not provide information on the specific changes in the Wilson coefficients preferred by the global fit. One can perform a global analysis of the constraints [48], but one can also exploit the above parametrisation to gain some insights to understand better the outcome of the global fit.

This can be done in the following way. As indicated above, we can write a $b \rightarrow s \mu \mu$ observable in the $Y$-space as

$$O = a + Y^T \Delta Y$$

where the largest axis of the conic correspond to the 1st coordinate in the $Y$-space, with smaller and smaller axes correspond to the 2nd, 3rd... coordinates. Each observable tends to favour a shift in $Y$ in order to reduce $O - O_{\text{exp}}$ compared to $O_{\text{SM}} - O_{\text{exp}}$. One can represent this problem as the fact that the conic $O = O_{\text{exp}}$ does not pass through the SM point $Y_{SM} = -R X_0$. This distance corresponds to the NP shift to perform in some of the Wilson coefficients. In principle, one could chose any NP shift in the Wilson coefficients to go from the SM point to the conic section $O = O_{\text{exp}}$, but it turns out to be interesting to think in terms of the main axes of the conic section and first to determine the distance between the SM point and the conic section along a given axis $i$. This is obtained by

$$\delta Y^{(i)}_j = \pm \delta_{ij} \sqrt{\frac{O_{\text{exp}} - a - \sum_{k \neq i} Y_{SM,k}^2}{\Delta_i}}$$

which corresponds to a NP in the Wilson coefficients $\delta X^{(i)} = X_0 + R^T \delta Y^{(i)}$.

Let us emphasize that this equation does not necessarily have a solution, as it is not necessarily possible to reach the conic section from the SM in all directions (this is easily seen in the case of an ellipsoid, depending on the position of the SM point, inside, outside and close or outside and far away). The above equation illustrates two different aspects of the problem: on the one hand, a large shift in $O$ is achieved along the 1st coordinate through
a smaller shift in \( Y \) (and thus in the Wilson coefficients) than along higher coordinates, but on the other hand, the distance between the SM point and the conic section might be easier to bridge along higher coordinates than along the first coordinate. The shifts \( \delta Y^{(i)} \) are thus interesting tools to identify the directions preferred by each observable that deviate significantly from the SM.

If we perform this exercise for the observables deviating by more than \( 2\sigma \) and keeping only dominant directions (at least 30\% of the largest eigenvalue), we obtain the results in Table 1. We computed the distances \( \delta Y^{(i)} \) taking into account both experimental and theoretical uncertainties, as indicated in the corresponding table. We also indicate the corresponding directions in terms of \( X \)-coordinates. We show only directions which can accommodate the central value experimentally measured using the parametrisation that we used.

We see that

- \( P_2 \) is affected by large uncertainties that make it difficult to reach definite conclusions
- the 4 branching ratios prefer a single direction, which is essentially along \( \approx C_{10\mu} - C_{10'\mu} \)
- the two bins in \( P_5' \) have similar behaviours, with two directions favoured (\( C_{9\mu} \) with a small \( C_{10\mu} \) component, or along \( \approx C_{10\mu} - C_{9'\mu} + C_{10'\mu} \))

The opposite signs for \( C_{10'\mu} \) between the branching ratios and the two bins in \( P_5' \) make it difficult to use this specific parameter to improve the agreement of all observables with experiment. A better agreement between theory and data for these observables can thus be reached by performing shifts in \( C_{9\mu} \) and \( C_{10\mu} \). Naturally, this very qualitative argument

| Observable                | Direction \( i \) | \( \delta Y^{(i)} \)       | \( X_i \)                  |
|---------------------------|-------------------|-----------------------------|----------------------------|
| \( P_2(B^0 \rightarrow K^{*0}) \) [0.1,0.98] | 1                 | 11.82 ± 5.89                | (0.01, 0.05, 0.66, 0.75)   |
| \( P_2(B^0 \rightarrow K^{*0}) \) [0.1,0.98] | 2                 | 4.71 ± 3.62                 | (−0.47, −0.88, 0.02, 0.04) |
| \( P_2(B^0 \rightarrow K^{*0}) \) [0.1,0.98] | 4                 | 7.93 ± 6.30                 | (0.88, −0.47, 0.02, −0.00) |
| \( P_5(B^0 \rightarrow K^{*0}) \) [4.0,6.0]   | 1                 | 1.83 ± 0.24                 | (0.94, 0.22, −0.26, 0.02)  |
| \( P_5(B^0 \rightarrow K^{*0}) \) [4.0,6.0]   | 2                 | 1.96 ± 0.28                 | (−0.29, 0.49, −0.57, 0.59) |
| \( P_5(B^0 \rightarrow K^{*0}) \) [4.0,6.0]   | 4                 | 8.85 ± 1.82                 | (−0.05, −0.63, −0.74, −0.22)|
| \( P_5(B^0 \rightarrow K^{*0}) \) [6.0,8.0]   | 1                 | 1.95 ± 0.32                 | (0.87, 0.43, −0.22, −0.04) |
| \( P_5(B^0 \rightarrow K^{*0}) \) [6.0,8.0]   | 2                 | 1.84 ± 0.37                 | (−0.31, 0.40, −0.60, 0.62) |
| \( B(B^0 \rightarrow K^{*0}) \) [15.,19.]    | 2                 | 0.79 ± 0.15                 | (0.14, −0.69, −0.14, 0.70) |
| \( B(B^+ \rightarrow K^{*+}) \) [15.,19.]    | 2                 | 1.18 ± 0.17                 | (0.14, −0.69, −0.14, 0.70) |
| \( B(B_s \rightarrow \phi) \) [2.0,5.0]      | 2                 | 2.34 ± 0.63                 | (−0.03, −0.70, 0.02, 0.71) |
| \( B(B_s \rightarrow \phi) \) [15.,18.8]     | 2                 | 0.65 ± 0.16                 | (−0.36, 0.60, 0.36, −0.62) |

Table 1. Distance \( \delta Y^{(i)} \) from the SM to the LFD conic \( O - O_{\text{exp}} \) following the main axis \( i \) of the conic section. The last column indicates the vector corresponding to the main axis \( i \) in the basis \( X = (C_{9\mu}, C_{10\mu}, C_{9'\mu}, C_{10'\mu}) \).
does not take into account the remaining observables, which are in good agreement with the SM and constrain also the size of the NP shifts in $C_{9\mu}$ and $C_{10\mu}$. However it is interesting to see that this rough analysis in terms of favoured directions supports the outcome of the global fit.

A similar analysis can be performed in the case of $R_K$ and $R_{K^*}$, but almost all directions are equally favoured in both muon and electron directions, without shedding further light on the preferences for the global fit.

6 Conclusions

Over the last few years, the rare $b \to s\ell\ell$ decays have proved particularly interesting, with a large set of deviations from SM expectations. If a first explanation was provided by a large NP contribution to the Wilson coefficient $C_{9\mu}$, the current set of data allows for several different NP scenarios, which feature large NP contributions violating lepton-flavour universality (affecting $b \to s\mu\mu$ but not $b \to see$) in connection with the measurement of the LFUV ratios $R_K$ and $R_{K^*}$. This does not exhaust the possibilities, and for instance, it is also possible to add NP contributions satisfying lepton-flavour universality (affecting $b \to s\mu\mu$ and $b \to see$) in the same way. With this wealth of possibilities, it is important to understand how current and forthcoming data may favour one scenario over others, so that one can pin down the best NP explanation for the whole set of anomalies observed.

We have first considered some of the current inner tensions of the fits. We highlighted the situation of $R_{K^*}$ in the lowest bin, the tension between low and large recoils for $B_s \to \phi\mu^+\mu^-$, and a similar issue with $B \to K^*\mu^+\mu^-$ angular observables. We then discussed the impact of forthcoming measurements of $\langle R_K \rangle_{[1,1.6]}$ and $\langle Q_5 \rangle_{[1,1.6]}$ to disentangle NP hypotheses. We considered various central values for these two measurements and we assumed some reduction in the experimental uncertainties in order to study how pulls w.r.t. SM and best-fit points would evolve. $\langle R_K \rangle_{[1,1.6]}$ alone proves to have only a limited ability to separate the various NP hypotheses: $C_{y\mu} = -\overline{C}_{y\mu}$ is the only hypothesis strongly affected. On the other hand, the combination of $\langle R_K \rangle_{[1,1.6]}$ and $\langle Q_5 \rangle_{[1,1.6]}$ proves much more efficient to separate various favoured hypotheses, either with only LFUV NP contributions or with both LFUV and LFU contributions.

We then considered two different approaches to understand the current structure of the global fit. Firstly, we discussed the pulls associated with individual observables. Their value can be compared under the SM hypothesis and under various NP hypotheses, indicating whether they are easier to accommodate once NP contributions are added. As could be expected, no single hypothesis is clearly preferred: under each hypothesis, some of the observables get larger pulls and others smaller ones. Secondly, we looked at approximate quadratic parametrisations of the observables with large pulls in the SM. We could then identify directions in the space of Wilson coefficients to which the observables showed a large sensitivity to any shift. Interestingly, the same directions are often favoured by a large set of observables. We also analysed the shifts preferred by the observables showing large tensions with the SM using the same approach of directions.
The overall conclusion of our study is that the current measurements of $b \to s\ell\ell$ observables are not enough to disentangle various NP hypotheses: the tensions with the SM do not point towards an unambiguous NP scenario, and several compete at the same level, with only LFUV-NP contributions or combining LFUV and LFU contributions. An update of $\langle R_K \rangle_{[1,1,6]}$ could prove interesting in confirming (or not) the existence of LFUV NP contributions, but our study shows that in most cases, this update will not help in lifting the degeneracy among the various NP hypotheses. On the other hand, we have shown that the determination of $\langle Q_5 \rangle_{[1,1,6]}$ might bring interesting information that would be complementary to the existing observables and that could help significantly in disentangling the various scenarios (depending on the actual measured value). The use of extended data sets, the analyses in different experimental environments and the inclusion of additional observables will all prove particularly important in the coming months in order to cross-check and constrain the dynamics at work in $b \to s\ell\ell$ transitions. This will prove essential to identify models of New Physics that could ultimately resolve the anomalies currently observed in the $b$-quark sector.
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A Dependence of best-fit points on $\langle R_K \rangle_{[1,1,6]}$ and $\langle Q_5 \rangle_{[1,1,6]}$

In this appendix, we show how the best-fit point of each NP hypothesis considered varies assuming particular values of $\langle R_K \rangle_{[1,1,6]}$ and $\langle Q_5 \rangle_{[1,1,6]}$. For the two-dimensional hypothesis, we show in solid and dashed lines of the same colour the variations of the two parameters describing the NP contributions of the hypotheses.
Figure 13. Global fit: impact of the central value of $\langle R_K \rangle_{[1.1,6]}$ on the b.f.p.s of the NP scenarios under consideration.
Figure 14. Global fit: impact of $\langle Q_3 \rangle_{[1,1.6]}$ on the b.f.p.s of the NP hypotheses under consideration for different values of $\langle R_K \rangle_{[1,1.6]}$. 

\[ \text{Global Fits } \langle R_K \rangle_{[1,1.6]} = 0.789 \ (\pm 1\sigma) \]

\[ \text{Global Fits } \langle R_K \rangle_{[1,1.6]} = 0.846 \ (0\sigma) \]

\[ \text{Global Fits } \langle R_K \rangle_{[1,1.6]} = 0.908 \ (\pm 1\sigma) \]
Figure 15. Global fit: impact of $\langle Q_5 \rangle_{[1,1,6]}$ on the b.f.p.s of the NP hypotheses under consideration for different values of $\langle R_K \rangle_{[1,1,6]}$. 
Figure 16. Global fit: impact of \( \langle Q_5 \rangle_{[1.1.6]} \) on the b.f.p.s of the NP hypotheses under consideration for different values of \( \langle R_K \rangle_{[1.1.6]} \).
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