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Abstract. This paper reviews the formulation of the Feynman-Vernon model of linear dissipative systems for a standard Brownian particle moving in an external potential $V(x, t)$ and introduces the formulation of a generalized oscillator model of a Brownian particle coupled to a thermal environment moving with a given velocity $v_{env}(t)$. Diffusion processes in a moving environment are of interest e.g. in the study of the motion of vortices in superfluids. The starting point of the paper is the formulation of the oscillator model that takes into account space and time invariance of a thermal environment [M. Patriarca, Statistical correlations in the oscillator model of quantum Brownian motion, Il Nuovo Cimento B, 111(1), 61-72 (1996), doi: 10.1007/BF02726201, arXiv:1801.02429], which has the property of being finite and consistent with the classical limit. The Langevin equation and the influence functional for a Brownian particle in a moving environment are derived.

I. INTRODUCTION AND BACKGROUND

Among the various approaches to quantum Brownian motion explored so far, some are known to be unsuited [1], while others, such as the category of models based on the oscillator model of a thermal bath, have provided valuable descriptions of that range of physical phenomena, in which both quantum and statistical fluctuations play a relevant role [2, 3]. This category of models includes e.g. the quantum Langevin equation [4, 5] and the Feynman and Vernon model [6, 7], with its later developments by Caldeira and Leggett [8, 9]. The latter model is the subject of the present paper.

The possibility to describe dissipation in the quantum regime is due to the fact that the oscillator model can be defined in terms of a Hamiltonian function for the whole system $\{\text{central particle} + \text{environment}\}$, analogously to what is done for the quantization of a conservative system. In the following, for the sake of clarity, a one-dimensional linear dissipative environment is considered, in which an infinite set of harmonic oscillators with coordinates $\{q_i\} = \{q_1, q_2, \ldots \}$ is coupled linearly to the coordinate of the central system $x$, as schematized in Fig. 1. Dissipation appears in the system in the limit of a continuous distribution in the angular frequencies $\{\omega_i\}$ of the oscillators, with a suitable density $G(\omega)$, related to the response of the central degree of freedom.

Figure 1. In the basic scheme of the oscillator model, the central system $x$ is linearly coupled to the environment oscillators with coordinates $q = \{q_1, q_2, \ldots \}$. A linear coupling does not specify completely the form of total Lagrangian or the initial conditions of the oscillators — see text for details.

However, as discussed below, the prescription of a linear coupling between bath oscillators and central system does not specify completely the form of the Feynman-Vernon model. In fact, such ambiguities concern both the form of the Lagrangian and the initial conditions of the bath oscillators and have observable consequences on the classical and quantum dynamics of the central system.

The route to the application of the Feynman-Vernon model to quantum Brownian motion was explored by Caldeira and Leggett, who studied, in particular, the time-dependent problem of a quantum Brownian particle in Refs. [8, 9]. They showed that the white-noise limit of Brownian motion corresponds to an oscillator frequency distribution function

$$G_{WN}(\omega) \approx \frac{2\eta}{\pi m\omega^2},$$

where $m$ is the oscillator mass and $\eta$ is the friction coefficient appearing in the Langevin equation,

$$M\ddot{x}(t) - f(t) = -\eta\dot{x}(t) + R(t).$$

Here $f(t)$ an external forcing and $R(t)$ the environmental noise force, which is a Gaussian stochastic process defined by the first two moments

$$\langle R(t) \rangle = 0 , \quad \langle R(t)R(s) \rangle = 2\eta k_B T \delta(t - s),$$

where $T$ is the environment temperature. The explicit treatment of quantum Brownian motion given by Caldeira and Leggett [8] reveals the general ambiguities
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affecting the Feynman-Vernon model, signalled for example by the appearance of infinite potential terms related to the oscillator sector of the total Lagrangian. However, even after the removal of these divergences, the model remain affected by further internal inconsistencies when applied e.g. to the study of the motion of a wave packet. Such additional inconsistencies can arise from the choice of the initial conditions of the bath oscillators, as discussed in Ref. [10] and summarized here below.

The first goal of the present paper is to summarize and discuss the general procedure needed to obtain the central system dynamics avoiding the mentioned problems [10], which consists in
(a) properly formulating the Lagrangian of the total system \( \{ \text{central particle} \} + \{ \text{bath oscillators} \} \);
(b) formulating of the corresponding initial conditions of the bath oscillators;
(c) finally obtaining the (effective) dissipative dynamics of the central system by integrating the oscillator coordinates.

This procedure takes into account some symmetry properties of a standard dissipative environment, namely space translation and reflection invariance (coming from the hypothesis of homogeneity) and time reversal invariance for the initial conditions (following from the assumption of thermal equilibrium). The reformulation thus obtained provides an intuitive visualization of the environment oscillators and their initial conditions and easily lends itself to be generalized to other types of environments. For instance, it has been applied to study the motion of a Brownian particle in a constant magnetic field [11] and in thermal environments, which are inhomogeneous in space or time, which can be described through the most general coupling nonlinear in the central particle coordinate but still linear in the environment oscillator coordinates [12].

The second goal of the present paper is to illustrate the generality of the procedure by formulating the Feynman-Vernon model for describing a thermal environment moving with an arbitrary velocity \( v_{\text{env}}(t) \) with respect to the laboratory frame, illustrated in the scheme in Fig. 2. Such a type of environments are met in some condensed matter systems and the formalism presented here can be used as a starting point for studying e.g. the effective dynamics of vortices in superconductors, where the superfluid or the normal component of the fluid represents an environment with its characteristic velocity [13–15].

In Sec. II, the classical one-dimensional oscillator model of linear dissipative systems is considered and then its generalization to a moving thermal environment is formulated. The results of the classical problem are then used in Sec. III as an effective guiding line for formulating the quantum version, i.e., the corresponding generalized Feynman-Vernon model, summarized in Sec. IV.
suggests a physical interpretation (left), in which spurious attractive forces are present. More importantly, the non-separability of \( L_n(q_n, \dot{q}_n, x) \), according to a perturbative scheme, is to be noticed, being a natural consequence of the central particle coordinate representing its equilibrium position of the oscillator.

The general link between Lagrangian and initial conditions is in the fact that the form of the Lagrangian \( L_n(q_n, \dot{q}_n, x) \) of the \( n \)th oscillator can be used to determine the corresponding initial conditions. Starting from the total Lagrangian (4), one can obtain the total Hamiltonian of the system through the Legendre transformation,

\[
H(x, p, q) = \dot{x}p - L = H_0(x, p) + \sum_n H_n(q_n, p_n, x).
\]

This Lagrangian suggests a different mechanical picture of the total system, schematized in Fig. 3 (left), in which the central particle interacts with an infinite set of oscillators with their equilibrium position on the central particle itself [20]. This is to be contrasted with the picture corresponding to the Lagrangian in Eq. (7), see Fig. 3 (right), in which spurious attractive forces are present. More importantly, the non-separability of \( L_n(q_n, \dot{q}_n, x) \), according to a perturbative scheme, is to be noticed, being a natural consequence of the central particle coordinate representing its equilibrium position of the oscillator.

In order for the oscillator sector to have the required symmetry properties, one has first to assume that the oscillator and central particle coordinates transform in the same way, i.e. they all represent physical coordinates. This is not obvious a priori since no physical meaning for the oscillators is provided explicitly by the model. Translation invariance requires the coupling constants to be given by \( c_n = m\omega_n^2 \); while reflection invariance requires the addition of a suitable quadratic potential term to the Lagrangian of each oscillator, so that the final form of the Lagrangian of the \( n \)th oscillator reads [16-20]

\[
L_n(q_n, \dot{q}_n, x) = \frac{m}{2} \left[ \dot{q}_n^2 - \omega_n^2(q_n - x)^2 \right].
\]

This Lagrangian suggests a different mechanical picture of the total system, schematized in Fig. 3 (left), in which the central particle interacts with an infinite set of oscillators with their equilibrium position on the central particle itself [20]. This is to be contrasted with the picture corresponding to the Lagrangian in Eq. (7), see Fig. 3 (right), in which spurious attractive forces are present. More importantly, the non-separability of \( L_n(q_n, \dot{q}_n, x) \), according to a perturbative scheme, is to be noticed, being a natural consequence of the central particle coordinate representing its equilibrium position of the oscillator.

In order for the oscillator sector to have the required symmetry properties, one has first to assume that the oscillator and central particle coordinates transform in the same way, i.e. they all represent physical coordinates. This is not obvious a priori since no physical meaning for the oscillators is provided explicitly by the model. Translation invariance requires the coupling constants to be given by \( c_n = m\omega_n^2 \); while reflection invariance requires the addition of a suitable quadratic potential term to the Lagrangian of each oscillator, so that the final form of the Lagrangian of the \( n \)th oscillator reads [16-20]

\[
L_n(q_n, \dot{q}_n, x) = \frac{m}{2} \left[ \dot{q}_n^2 - \omega_n^2(q_n - x)^2 \right].
\]
adiabatic initial conditions are assumed, in which the environment oscillators are in thermal equilibrium, relaxing on a much shorter time scale than that characterizing the motion of the central particle, while no equilibrium is assumed for the central particle, which may be in principle in an arbitrary initial state. Correspondingly, the probability distribution \( P_0 \) of the central particle coordinates is arbitrary, while the corresponding distribution \( P_T^{(n)} \) of the generic \( n \)th oscillator can be written straightforwardly as the canonical Gibbs-Boltzmann distribution, in the hypothesis that Eq. (11) represents the Hamiltonian of the \( n \)th oscillator: 
\[
P_T^{(n)}(q_n, p_n) \propto \exp[-H_n(q_n, p_n, x)]/k_B T.
\]
Due to the mutual independence of the oscillators, the initial conditions for the total system at the initial time \( t = t_0 \), going back to configuration space for convenience, are given by the following probability distribution, 
\[
P(x_0, \dot{x}_0, q_0, \dot{q}_0) = P_0(x_0, \dot{x}_0) \prod_n P_T^{(n)}(q_{n0}, \dot{q}_{n0}),
\]
where \( x_0 = x(t_0), \dot{x}_0 = \dot{x}(t_0), q_{n0} = q_n(t_0), \) and \( \dot{q}_{n0} = \dot{q}_n(t_0) \), \( P_0(x_0, \dot{x}_0) \) is the initial probability density of the central system, and
\[
P_T^{(n)}(q, \dot{q}) = \frac{m \omega_n}{2 \pi k_B T} \exp \left\{ -\frac{m}{2k_B T} \left[ \dot{q}^2 + \omega_n^2 (q - x)^2 \right] \right\},
\]
is the canonical distribution of an oscillator of angular frequency \( \omega_n \). This normalized canonical distribution of the \( n \)th oscillator (with a parametric dependence on the central particle coordinate \( x \)) is unambiguously determined by the oscillator Lagrangian \( L_n(q_n, \dot{q}_n, x) \), once the adiabatic initial conditions are assumed.

As an example of initial distribution of the central particle,
\[
P_0(x_0, \dot{x}_0) = \delta(x_0 - \bar{x})\delta(\dot{x}_0 - \bar{v}),
\]
represents the case in which the initial state of the central particle is exactly known, with \( \bar{x} \) and \( \bar{v} \) representing the values of position and velocity, respectively. This is an approximation, since in general there will be some uncertainty — e.g. due to thermal fluctuations — influencing the measurement process and the initial conditions (14) should be correspondingly replaced by a distribution with finite \( x \)- and \( v \)-width.

Notice that even if the initial probability density in Eq. (12) factorizes into the product of initial probability distributions for each degree of freedom, it does not factorize into a product of functions of the corresponding coordinates — thus excluding the possibility of using the so-called “factorized initial conditions” frequently employed.

Once the Lagrangian of the total system is known and the initial conditions assigned, the effective equation of motion for the coordinate \( x \) can be easily derived as follows. The equations of motion for the central particle and the generic \( n \)th oscillator, obtained from the total Lagrangian defined by Eqs. (4) and (8), are
\[
M\ddot{x} - f(x, t) = \sum_n m\omega_n^2(q_n - x),
\]
\[
m\ddot{q}_n + \omega_n^2 q_n = \omega_n^2 x,
\]
respectively. The second equation for the oscillator coordinate \( q_n(t) \) can be solved exactly for an arbitrary \( x(t) \), with initial conditions \( q_n(t_0) = q_{n0} \) and \( \dot{q}_n(t_0) = \dot{q}_{n0} \) for the oscillator and \( x(t_0) = x_0 \) and \( \dot{x}(t_0) = \dot{x}_0 \) for the central particle. While the initial central particle coordinates are here assumed to be assigned, according to Eq. (14), the oscillator initial coordinates are random variables, consistently with the initial conditions defined by the distribution \( P_T^{(n)}(q_{n0}, \dot{q}_{n0}) \) given in Eq. (13). The solutions \( q_n(t) \) can then be replaced in the equation for the central particle, Eq. (15). If Eq. (15) equation is to be equivalent to the Langevin equation (2), one should be able to partition the total oscillator force on the right hand side into a systematic – dissipative – part depending on the velocity of the central particle and a fluctuating – random – force \( R(t) \). This can be done unambiguously by requiring that the average random force is zero, \( \langle R(t) \rangle = 0 \). The result assumes the form of the generalized Langevin equation [21–24],
\[
M\ddot{x}(t) - f(x, t) = -\int_{t_0}^t ds \ u(t-s)\dot{x}(s) + R(t),
\]
where the correlation function is given by
\[
\langle R(t) \rangle = 0, \quad \langle R(t) R(s) \rangle = k_B T u(t-s).
\]
This relation reduces to the white-noise limit of the fluctuation-dissipation theorem, Eq. (3), when \( G(\omega) \) is given by the white-noise density (1), while correspondingly the friction term in Eq. (17) reduces to the white-noise dissipative force term \( -\eta \dot{x} \) of the Langevin equation (2).

B. Generalized classical model

Here a generalized model is studied, described by the total Lagrangian in Eq. (4), where in place of Eq. (8) the following Lagrangian of the \( n \)th oscillator is used,
\[
L_n(q_n, \dot{q}_n, x) = \frac{m}{2} \left[ (\dot{q}_n - v_{\text{env}})^2 - \omega_n^2 (q_n - x)^2 \right],
\]
and the generic \( n \)th oscillator coordinate is set as a function of the central coordinate.

\[
\langle R(t) \rangle = 0, \quad \langle R(t) R(s) \rangle = k_B T u(t-s).
\]
obtained by shifting the oscillator velocities by a common function of time \( v_{\text{env}}(t) \). As shown below, \( v_{\text{env}}(t) \) represents the velocity of the thermal environment, as schematized in Fig. 2. Such a picture of a moving thermal environment is valid in the hypothesis that the motion of the environment does not perturb appreciably its state of thermal equilibrium at temperature \( T \) (to this aim the acceleration \( v_{\text{env}}(t) \) should be small enough). The study of the generalized model defined by Eqs. (4) and (21) proceeds in a very way similar to that of the standard model illustrated above.

The environment is assumed to be in thermal equilibrium – and now it is to be assumed also that it relaxes on a time scale much shorter than that defined by the function \( v_{\text{env}}(t) \). The main difference is in the conjugate momentum of the \( n \)th oscillator, which now reads \( p_n = \partial L_n / \partial \dot{q}_n = m \dot{q}_n - v_{\text{env}} \). Correspondingly, the canonical distribution for the \( n \)th oscillator, \( P_T^{(n)}(q_n, p_n) \propto \exp[-H_n(q_n, p_n)]/k_BT \), rewritten in configuration space, reads

\[
P_T^{(n)}(q_n, \dot{q}_n) = \frac{m \omega_n^2}{2\pi k_BT} \exp \left\{ -\frac{m[\dot{q}_n - v_{\text{env}}(t_0)]^2}{2k_BT} - \frac{m \omega_n^2 (q_n - x_n)^2}{2k_BT} \right\}.
\]

(22)

The Langevin equation for the central particle can be obtained by the same procedure used above for the basic model. While the Eq. (15) for the central particle is unchanged, the equation of motion for the \( n \)th oscillator (16) is now replaced by

\[
\ddot{q}_n + \omega_n^2 q_n = \omega_n^2 \dot{q}_{\text{env}}.
\]

(23)

Solving this equation and replacing it in the equation for the central particle now gives the following generalized Langevin equation,

\[
M \ddot{x}(t) - f(x, t) = -\int_{t_0}^{t} ds \ u(t-s) [\dot{x}(s) - v_{\text{env}}(s)] + R(t),
\]

(24)

where \( u(t) \) is the same correlation function in Eq. (18) while

\[
R(t) = \sum_n m \omega_n^2 \left[ (q_n - x_0) \cos(\omega_n t') + \frac{q_n - v_{\text{env}}(t_0)}{\omega_n} \sin(\omega_n t') \right],
\]

(25)

where \( t' = t-t_0 \). Notice that both the dissipative and the fluctuating forces now depend on the difference \( \hat{x} - v_{\text{env}} \), suggesting that \( v_{\text{env}} \) is the velocity of the thermal environment – in fact there is no dissipation only when \( \hat{x}(t) = v_{\text{env}} \). This ensures that, as in the standard oscillator model, the random force fulfills the fluctuation-dissipation theorem, Eq. (20), reducing to the white-noise limit (3) for a frequency density equal to the white-noise frequency density (1).

### III. Quantum Model

The classical model illustrated above can be used as a guiding line for the formulation of the quantum model, discussed in this section, apart from a relevant point concerning the initial conditions of the density matrices of the bath oscillators.

#### A. Standard quantum model

Here the quantum formulation of the model is summarized [6-8]. The total system can be described by a density matrix \( \rho(x, x', q, q', t) \), from which one obtains the reduced density matrix of the central particle by integrating out the environment degrees of freedom,

\[
\rho(x, x', t) = \int dq_1 \int dq_2 \ldots [\rho(x, x', q, q', t)]_{q=q'}. \quad (26)
\]

The time evolution of the reduced density matrix between two generic times \( t_a \) and \( t_b \) can be written as

\[
\rho(x_b, x'_b, t_b) = \int dx_a dx'_a J(x_b, x'_b, t_b|x_a, x'_a, t_a) \rho(x_a, x'_a, t_a), \quad (27)
\]

if the initial density matrix of the total system can be factorized analogously to the classical initial conditions (12), i.e.,

\[
\rho(x_a, x'_a, q_a, q'_a, t_a) = \rho_0(x_a, x'_a, t_a) \prod_n \rho_n(q_{na}, q'_{na}), \quad (28)
\]

where \( \rho_0(x_a, x'_a, t_a) \) and \( \rho_n(q_{na}, q'_{na}) \) represent the initial density matrix for the central particle and the generic \( n \)th oscillator, respectively. The effective propagator \( J(x_b, x'_b, t_b|x_a, x'_a, t_a) \) in Eq. (27) has the following path-integral expression,

\[
J(x_b, x'_b, t_b|x_a, x'_a, t_a) = \int_a^b Dx Dx' \exp \left\{ \frac{i}{\hbar} (S_0[x] - S_0[x']) \right\} F[x, x'], \quad (29)
\]

where \( a \) is a short notation for the boundary conditions at \( t = t_a \), i.e., \( x(t_a) = x_a \) and \( x'(t_a) = x'_a \); \( b \) represents the analogous conditions at \( t = t_b \); the functional \( S_0[x] = \int dt L_0(x, \dot{x}) \), with \( L_0 \) given in Eq. (6), is the action of the isolated central particle; and \( F[x, x'] \) is the influence functional containing the effects of the environment. It can be shown that the influence functional factorizes as

\[
F[x, x'] = \prod_n F_n[x, x'], \quad (30)
\]

into the product of the contributions \( F_n[x, x'] \) of the single oscillators. The explicitly form of the influence functional of the \( n \)th oscillator is given by

\[
F_n[x, x'] = \int dq_{nb} dq_{na} dq'_{nb} K_n(q_{nb}, t_b|q'_{na}, t_a; [x']) K_n(q_{na}, t_a; [x]) \rho_n(q_{na}, q'_{na}, t_a). \quad (31)
\]
Here $K_n(t_{na}, q_{na}, t_a)$ is the wave function propagator for the $n$th harmonic oscillator, with boundary constraint $q_n(t_a) = q_{na}$ and $q_n(t_s) = q_{ns}$, and a functional dependence on the trajectory $x(t)$ of the central system, associated to the Lagrangian $L_n(q, q', x)$ in Eq. (8). The wave function propagator $K$ of a harmonic oscillator can be calculated analytically for an arbitrary function $x(t)$, but to evaluate the corresponding influence functional (31) also the initial density matrix of the $n$th oscillator is needed. On the analogy with the classical initial conditions (13), the initial density matrix of the $n$th oscillator is here written as

$$\rho_n(q_{na}, q'_{na}, t_a) = \rho_{\beta}^n(q_{na} - X_n, q'_{na} - X_n), \quad (32)$$

where $X_n$ represents the position of the central particle (see below) and $\rho^n_{\beta}(q, q')$ is the density matrix of a quantum harmonic oscillator with angular frequency $\omega_n$ in thermal equilibrium at an inverse temperature $\beta = 1/k_BT$ [7],

$$\rho^n_{\beta}(q, q') = \kappa_n \exp\left\{-\frac{m\omega_n}{2h \sinh(\beta \hbar \omega_n/2)} \left\{(q^2 + q'^2) \cosh(\beta \hbar \omega_n) - 2qq'\right\}\right\}, \quad (33)$$

where the constant $\kappa_n = \sqrt{m\omega_n \tanh(\beta \hbar \omega_n/2)}/\pi \hbar$ is fixed by the normalization condition $\int dq \rho^n_{\beta}(q, q) = 1$. As for the coordinate $X_n$, it can only depend on the initial coordinates $x_n$ and $x'_n$ of the central particle. In general, the oscillator coordinates $q_{na}$ and $q'_{na}$ in Eq. (32) could have been shifted by different amounts $X_n$ and $X'_n$, writing the initial density matrix of the oscillator as $\rho_n(q_{na}, q'_{na}, t_a) = \rho^n_{\beta}(q_{na} - X_n, q'_{na} - X'_n)$. Since $\rho_n(q_{na}, q'_{na}, t_a)$ represents a state of thermal equilibrium, it has to be invariant under a Hamiltonian – equivalent to the exchange of $q_{na}$ and $q'_{na}$ in the oscillator density matrix, which implies that $X_n = X'_n$ and that, at the same time, $X_n$ is a symmetrical function of $x_n$ and $x'_n$. Also, in a homogeneous environment, the density matrix in Eq. (32) has to be invariant under a spatial translation, implying the same invariance for the expressions $q - X_n$ and $q' - X_n$. Therefore $X_n$ is a symmetrical linear functions of $x_n$ and $x'_n$,

$$X_n = \frac{x_n + x'_n}{2}. \quad (34)$$

It is to be noticed that the form (32) of the initial conditions for the generic oscillator contains the adiabatic approximation in the quantum problem, i.e. the assumption of thermal equilibrium for the environment degrees of freedom only. A more rigorous treatment of the initial conditions would take into account the fact that the central particle is influenced by the environment during the measurement which defines its initial state and all the degrees of freedom should be considered at the same time – for a discussion of this point and more general forms of initial conditions see Refs. [19, 20, 25]. To summarize, in the initial conditions it is assumed (as in the classical model) that a fast relaxation of the environment around the central particle has taken place and that the oscillator density matrix has a parametric dependence on the central particle coordinate.

Results can be conveniently re-expressed by introducing the coordinates

$$X = (x + x')/2, \quad \xi = x' - x, \quad (35)$$

which, according to the interpretation of Schmid [26], represent the observable value of position and a measure of the corresponding quantum uncertainty, respectively. Thus, Eq. (34) consistently represents the measured initial value of the central particle coordinate. Also the result for the influence functional can be expressed through the new coordinates $X$ and $\xi$,

$$F[X, \xi] = \exp\left(\frac{i}{\hbar} \Delta S[X, \xi]\right), \quad (36)$$

where

$$\Delta S[X, \xi] = \int_{t_{na}}^{t_{ns}} \int_{t_a}^{t_b} ds \xi(t) [u(t - s) X(s) + \alpha(t - s) \xi(s)], \quad (37)$$

with the same $u(t - s)$ defined by Eq. (18) and

$$\alpha(\tau) = \sum_n \frac{m \hbar \omega_n^3}{4} \coth(\hbar \omega_n/2k_BT) \cos(\omega_n \tau). \quad (38)$$

The term linear in $\dot{X}$ in $\Delta S[X, \xi]$ corresponds to the classical dissipative force, while the last term describes thermal fluctuations. In the high temperature limit, that is when $k_BT >> \hbar \Omega$, where $\Omega$ is a frequency cut-off of the frequency density $G(\omega)$, one recovers the classical fluctuation-dissipation theorem, $\alpha(\tau) \to k_BT u(\tau)$. Also the white-noise limit can be obtained, similarly to the classical case, when $\Omega^{-1}$ is much smaller than all the typical time scales of the system. However, some care has to be used in this case, since the requirement of a high $\Omega$ should be compatible with the independent condition $\Omega << k_BT/\hbar$, which defines the high-temperature limit.

**B. Generalized quantum model**

In order to generalize the procedure illustrated above to a thermal environment moving with a given velocity $v_{env}$, one needs:

(a) the generalized Lagrangian of the total system; this has been already discussed in Sec. II B;

(b) the quantum analogue of the classical equilibrium distribution Eq. (22).

It is easy to verify that the density matrix $\rho_n(q, q')$ of a system of mass $m$ moving with average velocity $v_{env}$ can be constructed from the corresponding density matrix $\rho_0(q, q')$ describing the system in its rest frame by multiplying it by the factor $\exp[imv_{env}(q - q')/\hbar]$,

$$\rho_n(q, q') = \rho_0(q, q') \exp[imv_{env}(q - q')/\hbar]. \quad (39)$$
This can be easily shown in the case of an isolated system with wave function \( \phi_0(q) \) with a zero average momentum, \( \bar{p} = 0 \), which has a density matrix \( \rho_0(q, q') = \phi_0(q)\phi_0^*(q') \) and probability density \( P(q) = |\phi_0(q)|^2 \). A system with wave function \( \phi(q) = \phi_0(q)\exp(\imath mv_{\text{env}} q / \hbar) \) has the same probability density \( P(q) \) but an average momentum \( \bar{p} = mv_{\text{env}} \) and a corresponding density matrix \( \rho(q, q') = \phi(q)\phi_0^*(q') \exp(\imath mv_{\text{env}} (q - q') / \hbar) \equiv \rho_0(q, q') \exp(\imath mv_{\text{env}} (q - q') / \hbar) \). This is just what is needed here, since the probability density of the oscillator should remain unchanged (otherwise it would not represent any more an equilibrium state) while only its average velocity is allowed to change. Therefore, the initial density matrix of the \( n \)th oscillator is
\[
\rho_n(q_{na}, q'_{na}, t_a) = \\
\rho_T^{(n)}(q_{na} - X_a, q'_{na} - X_a) \exp\left[\imath \frac{mv_{\text{env}}}{\hbar}(q_{na} - q'_{na})\right],
\]
where \( \rho_T^{(n)}(q_{a} - X_a, q'_{a} - X_a) \) is the same density matrix defined by Eqs. (32)-(34).

The calculation of the influence functional now proceeds similarly to the case of the basic model, but the new Lagrangian (21) and the new initial conditions (40) have to be used. For the calculation of the oscillator wave function propagator (which is defined by a quadratic action) one only needs to know the classical trajectory of the oscillators, defined by the equations of motion \( m\ddot{q}_n + \omega_n^2 q_n = \omega_n^2 (x + \dot{v}_{\text{env}}/\omega^2) \), in which the term \( \omega_n^2 x \) is replaced now by \( \omega_n^2 (x + \dot{v}_{\text{env}}/\omega^2) \). The same replacement can be done in the standard propagator, \( K_n(q_b, t_b| q_a, t_a; [x]) \), to compute the new propagator, \( K_n(q_b, t_b| q_a, t_a; [x + \dot{v}_{\text{env}}/\omega^2]) \). The result is again of the form (36), where the effective action is now given by
\[
\Delta S[X, \xi] = \\
\frac{\imath}{\hbar} \int_{t_a}^{t_b} dt \int_{t_a}^{t} ds \xi(t) \{ u(t - s)[\dot{X}(s) - v_{\text{env}}] + \imath \alpha(t - s)\xi(s) \},
\]
in which the relative velocity \( \dot{X}(s) - v_{\text{env}} \) has replaced the central particle velocity \( \dot{X}(s) \) in Eq. (37).

**IV. SUMMARY**

The present paper has discussed the formulation of the Feynman-Vernon model of Brownian motion and introduced its generalization for a thermal environment moving with an assigned velocity \( v_{\text{env}}(t) \). The formulation is summarized by Eq. (40), which gives the initial conditions for the bath oscillators, and by the influence phase \( \Delta S/\hbar \), defined by Eq. (41), describing the effective dynamics of the central particle. The environment velocity \( v_{\text{env}} \) can be in turn a function of time, as long as it varies slowly enough not to change the state of thermal equilibrium of the oscillators. The scheme presented above should be valid anyway for a constant environment velocity. The model considered is expected to be suited for the study of problems involving the motion of particles in moving environments, such as superfluids.
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