Spectroscopic Determination of Capella’s Photospheric Abundances: Possible Influence of Stellar Activity
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Abstract

Capella is a spectroscopic binary consisting of two G-type giants, where the primary (G8 III) is a normal red clump giant while the secondary (G0 III) is a chromospherically active fast rotator showing considerable overabundance of Li as Li-enhanced giants. Recently, Takeda & Tajitsu reported that abundance ratios of specific light elements (e.g., [C/Fe] or [O/Fe]) in Li-rich giants of high activity tend to be anomalously high, which they suspected to be nothing but superficial caused by unusual atmospheric structure due to high activity. Toward verifying this hypothesis, we determined the elemental abundances of the primary and the secondary of Capella based on the disentangled spectrum of each component, in order to see whether any apparent disagreement exists between the two, which should have been formed with the same chemical composition. We found that the primary is slightly supersolar (by ~+0.1 dex), while the secondary is subsolar (by several tenths of dex) for heavier elements such as Fe, resulting in a marked discrepancy between the primary and secondary, though such a trend is not seen for light elements (e.g., C or O). These observational facts suggest that anomalously large [X/Fe] ratios found in Li-rich giants were mainly due to an apparent decrease of Fe abundance, which we speculate is caused by the overionization effect due to chromospheric UV radiation. We thus conclude that conventional model-atmosphere analysis would fail to correctly determine the abundances of fast-rotating giants of high activity, for which proper treatment of the chromospheric effect is required for deriving true photospheric abundances.
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1. Introduction

Capella (= α Aur = HD 34029 = HR 1708 = HIP 24608) is a spectroscopic binary system (orbital period: 104 days) consisting of G8 III and G0 III giants, where the more evolved former/primary has a slightly larger mass and luminosity (2.6 $M_\odot$ and 79 $L_\odot$) than that of the latter/secondary (2.5 $M_\odot$ and 73 $L_\odot$). The primary is a typical late G giant presumably in the He-burning stage (red clump), which is Li deficient and a slow rotator as other normal giants. In contrast, the secondary is a fast rotator (projected rotational velocity $v_\sin i \sim 35$ km s$^{-1}$) with high stellar activity (characterized by conspicuous chromospheric emission lines in UV; see, e.g., Sanad 2013) and shows a remarkably strong Li line, which indicates that the initial Li content is almost retained without being diluted (the surface Li composition for the secondary is ~100 times higher than that for the primary). That is, the secondary star belongs to the unusual group of Li-rich giants.

Recently, Takeda & Tajitsu (2017, hereafter Paper I) conducted a spectroscopic study on 20 Li-rich giants, in order to clarify their observational characteristics in comparison with a large number of normal red giants. According to their study, a significant fraction of Li-rich giants rotate rapidly and show high chromospheric activity (though less active slow rotators similar to normal giants do exist). Curiously, they found that abundance ratios of specific light elements (e.g., [C/Fe] or [O/Fe] derived from high-excitation lines) in such Li-rich giants of high rotation/activity tend to be unusually high (typically by several tenths of dex) and do not follow the mean trend exhibited by normal red giants (see Figure 14 in Paper I). Since the initial compositions of these stars should not be so anomalous (most of the sample stars were of normal thin-disk population) and such overabundances of these elements are unlikely to be produced by dredge-up of nuclear-processed material, they suspected that this anomaly is possibly nothing but a superficial phenomenon (i.e., not the real abundance peculiarity) caused by unusual atmospheric structure due to high chromospheric activity.

It occurred to us that the Capella system is an adequate test bench to verify this hypothesis because the primary is a quite normal giant star while the secondary is an Li-rich giant of high rotation and high activity. That is, these two components should have been formed with the same initial composition, and the abundances of the normal primary are expected to be reliably determined. Then, if we could detect any apparent discrepancy between the abundances of the primary and the secondary, we may state that some problem exists in the abundances derived for the secondary star, for which the standard procedure of conventional model-atmosphere analysis would not be sufficient any more.

Unfortunately, despite that many papers have been published so far regarding the orbital elements and fundamental stellar quantities of the Capella system (see, e.g., Torres et al. 2009, 2015, and references therein), spectroscopic studies on the photospheric abundances are apparently insufficient. Admittedly, the surface Li abundances of both components have already been clarified by several useful articles (e.g., Pilachowski & Sowell 1992; Torres et al. 2015, and references...
approaches: the spectrum-components (abundance determinations for the primary and secondary lines as done in Paper I. In Section 5 we describe the procedure adopted in Paper I, in order to see whether any meaningful difference exists in the photospheric abundances between these two stars. For this aim, the genuine single-line spectra for both stars were recovered by using the spectrum-disentangle method based on a set of original double-line spectra obtained at various orbital phases. The purpose of this paper is to report the outcome of this investigation.

The remainder of this article is organized as follows: We first explain our observational data in Section 2 and then the derivation of the disentangled spectra in Section 3. Section 4 describes the spectroscopic determination of atmospheric parameters by using the equivalent widths of Fe I and Fe II lines as done in Paper I. In Section 5 we describe the abundance determinations for the primary and secondary components (along with the Sun) by using two different approaches: the spectrum-fitting method (as used in Paper I) and the traditional method using the equivalent widths. Section 6 is the discussion section, where the resulting abundances and their trends are reviewed and the implications from these observational facts are discussed. We also especially consider the recent similar abundance study of Capella by Torres et al. (2015), because they reported a conflicting consequence with ours. The conclusions are summarized in Section 7. In addition, a supplementary section is also prepared (Appendix A), where we check from various viewpoints whether our disentangled spectra have been correctly reproduced.

2. Observational Data

Most of the observational data of Capella used for this study were obtained by spectroscopic observations of 11 times over 4 months in the 2015–2016 season by using GAOES (Gunma Astronomical Observatory Echelle Spectrograph) installed at the Nasmyth Focus of the 1.5 m reflector of Gunma Astronomical Observatory, by which spectra with a resolving power of $R \sim 40,000$ (corresponding to a slit width of $2^\prime$) covering a wavelength range of 5000–6800 Å were obtained (33 echelle orders, each covering $\sim$70–90 Å). In addition, since these GAOES spectra do not cover the long-wavelength region, we also used the spectrum (5100–8800 Å; $R \sim 100,000$) obtained on 2010 April 29 by using the 1.88 m telescope with HIDES (High Dispersion Echelle Spectrograph) at Okayama Astrophysical Observatory, which was used only for the analysis of O I 7771–5 lines.

The data reduction of these data (bias subtraction, flat-fielding, aperture determination, scattered-light subtraction, spectrum extraction, wavelength calibration, and continuum normalization) was performed using the “echelle” package of IRAF. The signal-to-noise ratio of the resulting spectra turned out to be sufficiently high (on the order of several hundred) in all cases. The Julian dates, as well as the corresponding orbital phases of these spectra, are summarized in Table 1.

3. Spectrum Disentangling

For the purpose of obtaining the pure spectrum of each star to be used for our analysis, we made use of the public-domain software CRES written by S. Ilijić. This program extracts the pure single-line spectrum of each component based on a set of observed double-line spectra at various orbital phases by the spectrum-disentangling technique formulated in the wavelength domain, which is computationally more time-consuming but more flexible than the one formulated in the Fourier domain (see, e.g., Simon & Sturm 1994; Hadrava 1995; Ilijić 2004; Hensberge et al. 2008).

It is necessary to know the radial velocities (local topecentric radial velocity, $V_p^\text{loc}$) of both the primary and secondary components for each spectrum as the input data to CRES. While $V_p^\text{loc}$ for the sharp-lined primary can easily be determined, it is difficult to precisely establish $V_p^\text{hel}$ for the secondary by direct measurement in the complex double-line spectrum, because lines are broad and shallow. Therefore, we adopted the following procedure. We first converted $V_p^\text{hel}$ to $V_p^\text{hel}$ (heliocentric radial velocity) by applying the heliocentric correction ($\delta V_p^\text{hel}$) and plotted such derived $V_p^\text{hel}$ against the orbital phase ($\phi$). Here, $\phi$ for each spectrum was computed by using the ephemeris of HJD($\phi=0$) = 2,450,857.21 + 104.02173E ($E$: integer), where the origin and the orbital period were taken from Table 2 (CFA observation) and Table 9 of Torres et al. (2009). According to their best orbital solutions (where the velocity amplitudes are nearly the same and the eccentricity is almost zero), the $\phi$-dependences of $V_p^\text{hel}$ and $V_s^\text{hel}$ are expressed as

$$V_p^\text{hel} = +25.96(\pm0.04) \cos(\phi) + 29.66(\pm0.04) \text{ (km s}^{-1} \text{)}$$

(1)

and

$$V_s^\text{hel} = -26.27(\pm0.09) \cos(\phi) + 29.66(\pm0.04) \text{ (km s}^{-1} \text{)}.$$  

(2)

However, we found that our $V_p^\text{hel}$ values did not necessarily match Equation (1) (see the dashed line in Figure 1). Therefore, we decided to slightly adjust the system velocity (by

---

5. IRAF is distributed by the National Optical Astronomy Observatories, which is operated by the Association of Universities for Research in Astronomy, Inc., under cooperative agreement with the National Science Foundation.

6. http://sail.zpf.fer.hr/cres/
Table 1
Basic Information of Observed Data and Relevant Radial Velocities

| Obs. Date | HJD   | φ      | \( \delta V^\text{hel} \) | \( V^\text{local} \) | \( \delta V^\text{hel} \) | \( V^\text{hel} \) | \( V^\text{local} \) | Site/Instrument |
|-----------|-------|--------|-----------------|-----------------|-----------------|----------------|----------------|-----------------|
| 2015 Nov 30 | 2,455,315.931 | 0.8634 | −19.07          | +64.9           | −1.10           | +57.10         | +10.17         | +29.24           | Okayama/HIDES   |
| 2015 Dec 18 | 2,457,375.282 | 0.6607 | −2.54           | +17.4           | +14.86         | +41.14         | +43.68         | Gunma/GAOES     |
| 2016 Jan 14 | 2,457,402.165 | 0.9191 | −14.93          | +63.2           | +48.27         | +7.73          | +22.66         | Gunma/GAOES     |
| 2016 Feb 02 | 2,457,421.082 | 0.1010 | −21.80          | +69.1           | +47.30         | +8.70          | +30.50         | Gunma/GAOES     |
| 2016 Feb 15 | 2,457,434.002 | 0.2252 | −25.17          | +57.3           | +32.13         | +23.87         | +49.04         | Gunma/GAOES     |
| 2016 Mar 01 | 2,457,449.050 | 0.3698 | −27.32          | +36.0           | +8.68          | +47.32         | +74.64         | Gunma/GAOES     |
| 2016 Mar 15 | 2,457,463.010 | 0.5040 | −27.73          | +29.2           | +1.45          | +54.53         | +82.26         | Gunma/GAOES     |
| 2016 Mar 16 | 2,457,463.959 | 0.5132 | −27.75          | +29.2           | +1.45          | +54.55         | +82.30         | Gunma/GAOES     |
| 2016 Mar 22 | 2,457,469.995 | 0.5712 | −27.31          | +30.3           | +2.99          | +53.01         | +80.32         | Gunma/GAOES     |
| 2016 Mar 24 | 2,457,471.983 | 0.5903 | −27.13          | +32.7           | +5.57          | +50.43         | +77.56         | Gunma/GAOES     |
| 2016 Mar 25 | 2,457,472.978 | 0.5999 | −27.03          | +33.9           | +6.87          | +49.13         | +76.16         | Gunma/GAOES     |

Note: Column (1): observation date (yyyy mm dd; in UT). Column (2): Heliocentric Julian Date. Column (3): orbital phase, which was calculated with HJD (\( \phi = 0 \)) = 2,450,857.21 + 104.02173E (E: integer). Column (4): heliocentric correction (km s\(^{-1}\)) computed by the "rcorrect" task of IRAF. Column (5): actually observed local tocentric radial velocity (km s\(^{-1}\)) for the primary. Column (6): heliocentric radial velocity (km s\(^{-1}\)) for the primary evaluated from \( \delta V^\text{hel} \) and \( V^\text{hel} \). Column (7): heliocentric radial velocity (km s\(^{-1}\)) for the secondary evaluated as \( 56 − V^\text{hel}_p \) (km s\(^{-1}\)) based on Equations (3) and (4). Column (8): local tocentric radial velocity (km s\(^{-1}\)) for the secondary computed from \( \delta V^\text{hel} \) and \( V^\text{hel}_s \). Column (9): observing site and instrument used.

−1.7 km s\(^{-1}\) and adopt the relation (with rounded coefficients)

\[
V^\text{hel}_p = +26 \cos(\phi) + 28 \text{ (km s}^{-1}\text{)}
\]

(3)

for the primary and its reflectionally symmetric curve for the secondary

\[
V^\text{hel}_s = -26 \cos(\phi) + 28 \text{ (km s}^{-1}\text{)}
\]

(4)

(see the solid lines in Figure 1). Further, making use of these symmetric relations, we simply put \( V^\text{hel}_s \) as being equal to \( 56 − V^\text{hel}_p \) (km s\(^{-1}\)) at each phase \( \phi \), from which \( V^\text{hel}_p \) can be inversely evaluated by applying \( \delta V^\text{hel} \). We eventually confirmed that such evaluated \( V^\text{local} \) values in combination with the measured \( V^\text{local} \) values surely resulted in successful disentangling (see also Appendix A.2). These radial velocities corresponding to each spectrum are summarized in Table 1.

In addition, we need to specify the flux ratio (\( f_p/f_s \)), which is wavelength dependent. Consulting Figure 1 of Torres et al. (2015), we assume \( f_p/f_s = 0.84, 0.97 \), and 1.04 at 5000, 6000, and 7000 Å, respectively. The relevant \( f_p/f_s \) to be passed to CRES was evaluated at the middle wavelength of the spectrum for each of the 33 echelle orders by applying quadratic interpolation.

The basic data set is the 11 continuum-normalized GAOES spectra (\( \rho^\text{obs} \)) observed at various phases (Table 1), which are overplotted in Figure 2(a) (for the 5990–6080 Å region). Applying CRES to these spectra along with the relevant values of \( V^\text{local}_p \), \( V^\text{local}_s \), and \( f_p/f_s \), we could obtain the disentangled spectrum for the primary (\( r^\text{p, cres} \)) and secondary (\( r^\text{s, cres} \)). As to the sampling, we adopted 0.025 Å (almost equal to the original sampling) for the primary, while a somewhat larger 0.05 Å was adopted for the secondary. Note that the resulting \( r^\text{p, cres} \) and \( r^\text{s, cres} \) are not adequately normalized any more, as depicted in Figure 2(b). This is because what is guaranteed by CRES is that the relation

\[
r^\text{obs} = f_p r^\text{p, cres} (\text{shifted}) + f_s r^\text{s, cres} (\text{shifted})
\]

(5) \( (f_p + f_s = 1) \) holds, and thus ambiguities still exist in the absolute values of \( r^\text{p, cres} \) and \( r^\text{s, cres} \). Therefore, an appropriate offset correction has to be applied. For this purpose, we defined the apparent continuum (envelope) for \( r^\text{p, cres} \) and \( r^\text{s, cres} \), which we denote \( c_p \) and \( c_s \), respectively. Since this envelope level \( c \) should have been unity, we corrected\( r^\text{obs} \) to obtain the finally adopted disentangled spectrum (\( r^\text{p, adopt} \) and \( r^\text{s, adopt} \)) simply as

\[
r^\text{p, adopt} = (1 − c_p) + r^\text{p, cres}
\]

(6)

and

\[
r^\text{s, adopt} = (1 − c_s) + r^\text{s, cres},
\]

(7)

as depicted in Figures 2(c) and (d), respectively.

We also checked whether the resulting \( r^\text{p, adopt} \) and \( r^\text{s, adopt} \) adequately reproduce the original spectrum (\( r^\text{obs} \)) when added with the weights of \( f_p \) and \( f_s \) and shifted by \( V^\text{local}_p \) and \( V^\text{local}_s \). Such an example is demonstrated in Figure 2(e) (6015–6025 Å region; \( \phi = 0.919 \)), where we can see that a satisfactory match is accomplished. (See also Appendix A.1.)

Although we confirmed that such obtained disentangled spectra are sufficiently clean and satisfactory in most of the wavelength regions, this procedure does not work well in specific spectral regions where strong telluric lines exist. Therefore, regarding the 6290–6310 Å region comprising the important [O I] 6300 line, which is used for the spectrum-synthesis analysis, we specially removed the telluric line in the original \( \rho^\text{obs} \) by dividing by the spectrum of a rapid rotator before applying CRES, which turned out successfully. The complete set of finally adopted disentangled spectra (\( r^\text{p, adopt} \); 33 orders totally covering 4940–6790 Å, plus special telluric-removed spectrum in the 6290–6310 Å region) for the primary and secondary, which we used for this study, is available in the supplementary material section (Appendix B).

---

3 Note that \( c_p \) and \( c_s \) are symmetric to each other around the level of unity (see Figure 2(b)), which is explained as follows: because of the near equality \( f_p ≈ f_s \) in the present case, Equation (5) reduces to \( r^\text{obs} ≈ 0.5(c_p r^\text{p, cres} + c_s r^\text{s, cres}) \), which means that the relation \( 1 ≈ 0.5(c_p + c_s) \) holds for the continuum level.
### Table 2
Evaluated Equivalent Widths and Non-LTE Corrections for Important Lines

| Object | \( W_1 \) | \( A^L \) | \( A^N \) | \( \Delta^N \) | Remark |
|--------|----------|--------|--------|--------|--------|
| Primary | 16.8     | 8.501  | 8.480  | −0.021 | ...    |
| Secondary | 45.6     | 8.744  | 8.701  | −0.043 | ...    |
| Sun     | 19.9     | 8.680  | 8.672  | −0.008 | ...    |
| [C I 5380] | ...     | ...    | ...    | ...    | ...    |
| Primary | 20.9     | 3.338  | 3.393  | +0.055 | ...    |
| Sun     | 20.1     | 7.207  | 7.202  | −0.005 | ...    |
| [Na I 6161] | 124.5    | 6.878  | 6.720  | −0.158 | ...    |
| Primary | 48.6     | 6.161  | 6.090  | −0.071 | ...    |
| Sun     | 59.0     | 6.364  | 6.306  | −0.058 | ...    |
| [Zn I 6362] | 41.0     | 4.826  | 4.769  | −0.057 | ...    |
| Primary | 45.0     | 4.681  | 4.651  | −0.030 | ...    |
| Sun     | 19.4     | 4.500  | 4.495  | −0.005 | ...    |
| [Li I 6708] | 12.4     | 0.782  | 0.988  | +0.206 | ...    |
| Primary | 194.4    | 3.235  | 3.176  | −0.059 | ...    |
| Sun     | 3.1      | 1.029  | 1.096  | +0.067 | ...    |
| [S I 6757] | 22.3     | 7.268  | 7.240  | −0.028 | ...    |
| Primary | 48.0     | 7.274  | 7.232  | −0.042 | ...    |
| Sun     | 20.1     | 7.207  | 7.202  | −0.005 | ...    |
| [O I 7774] | 53.1     | 9.139  | 8.960  | −0.179 | double-line spectrum |
| Primary | 144.6    | 9.515  | 9.088  | −0.427 | double-line spectrum |
| Sun     | 64.4     | 8.982  | 8.879  | −0.103 | ...    |

Note. Column (1): object. Column (2): equivalent width (mÅ). See Table 3 of Paper I for the data of the relevant spectral lines. Column (3): LTE abundance. Column (4): non-LTE abundance. Column (5): non-LTE correction \((\Delta^N = A^N - A^L)\). Column (6): specific remark. Note that \(A^L\) and \(A^N\) (logarithmic number abundances) are expressed in the usual normalization of \(A(H) = 12.00\).

### 4. Atmospheric Parameters

Our determination of atmospheric parameters (effective temperature \(T_{\text{eff}}\), surface gravity \(\log g\), microturbulence \(v_t\), and metallicity \([\text{Fe/H}]\)) for the primary and the secondary was implemented by using the TGVIT program (Takeda et al. 2005a) in the same manner as described in Takeda et al. (2008; see Section 3.1 therein for the details) based on the equivalent widths \((W_1^A)\) of Fe I and Fe II lines measured on the disentangled spectrum of each star. See Table E1 of Takeda et al. (2005a) for the list of Fe lines and their atomic data.

Regarding the sharp-lined primary star, the strengths of these Fe lines were measured by the Gaussian-fitting method, which was rather easy and worked quite well. However, measuring the equivalent widths of the secondary star was a very difficult task, because almost all lines (considerably broadened owing to large rotational velocity) more or less suffer contamination with other lines, and thus very few blend-free lines are available. Therefore, special attention had to be paid as described below:

1. A specifically devised function was used for the fitting, which was constructed by convolving the rotational broadening function with the Gaussian function in an appropriately adjusted proportion.

2. In order to decide whether a line is to be measured or not, we compared the stellar spectrum with the solar spectrum, as well as with the theoretically computed strengths of the neighborhood lines, by using the line list of Kurucz & Bell (1995).

3. Judgment was done based on the following three criteria: (1) Does the wavelength at the flux minimum (i.e., line center) coincide with the line wavelength? (2) Is the line shape clearly defined as expected (whichever partial or total)? (3) Can we expect that the blending effect is not very serious (even though influence of contamination is more or less unavoidable)?

The actual examples of how we measured the equivalent widths are shown for the representative six lines in Figure 3, where we can see that rather tricky measurement had to be done in some cases of secondary stars (e.g., Figure 3(e), which is the case judged to be barely measurable). In applying TGVIT, we restricted to using lines weaker than 120 mÅ, and lines yielding abundances of large deviation from the mean \((>2.5\sigma)\) were rejected in the iteration cycle, as done in Takeda et al. (2008).

The resulting parameters \((T_{\text{eff}}, \log g, v_t)\) are 4943 ± 23 K, 2.52 ± 0.08 dex, 1.47 ± 0.13 km s\(^{-1}\) for the primary (from 147 Fe I and 16 Fe II lines) and 5694 ± 73 K, 2.88 ± 0.17 dex, 2.29 ± 0.38 km s\(^{-1}\) for the secondary (from 52 Fe I and 6 Fe II lines), where the quoted errors are internal statistical errors (see Section 5.2 in Takeda et al. 2002). The mean Fe abundance \((\langle A(\text{Fe})\rangle)\)\(^8\) derived as a by-product (from Fe I lines) is 7.60 ± 0.05 \((\text{[Fe/H]} = +0.10)\) for the primary and 7.42 ± 0.08 \((\text{[Fe/H]} = -0.08)\) for the secondary, where the error is the mean error \(\pm \sigma/\sqrt{N}\), where \(\sigma\) is the standard

---

\(^8\) We express the logarithmic number abundance of an element X by \(A(X)\), which is defined in the usual normalization of \(A(H) = 12.00\), i.e., \(A(X) = \log[N(X) / N(H)] + 12.00\).
Figure 2. (a) Overplotted are the original 11 GAOES spectra ($r_i^{obs}$; continuum-normalized residual flux in the 5900–6080 Å region) used for spectrum disentangling, where only the $\phi = 0.504$ spectrum is highlighted in light green. (b) Solid lines: disentangled spectra of the primary ($r_i^{\alpha\text{pri}}$) and the secondary ($r_i^{\alpha\text{sec}}$), which were obtained as the direct output of CRES program. Dashed lines: apparent continuum ($c_p$ and $c_s$), which was defined as the envelope of $r_i^{\alpha\text{pri}}$ and $r_i^{\alpha\text{sec}}$, respectively. (c) Finally adopted disentangled spectrum of the secondary ($r_i^{\alpha\text{diag}}$). (d) Finally adopted disentangled spectrum of the primary ($r_i^{\alpha\text{diag}}$). (e) Demonstration of how the adopted disentangle spectra of the primary ($r_i^{\alpha\text{diag}}$; top) and the secondary ($r_i^{\alpha\text{diag}}$; middle) reproduce the original spectrum ($r_i^{\alpha\text{obs}}$; open symbols; bottom) for the case of $\phi = 0.919$, when combined by applying the appropriate shifts corresponding to the relevant $V_i^{\text{local}}$ and $V_i^{\text{local}}$ along with the adopted flux ratio (the resulting spectrum is depicted by the solid line at the bottom). Each spectrum in the top, middle, and bottom is shifted by 0.5 relative to the adjacent one.

deviation and $N$ is the number of lines). Note that, since the $gf$ values of the adopted lines are “solar $gf$ values” obtained by assuming $A_{\text{Fe}}(\text{Fe}) = 7.50$ (Takeda et al. 2005a), we can obtain the metallicity (Fe abundance relative to the Sun) as $[\text{Fe}/\text{H}] = A_{\text{Fe}} - 7.50$.

The $A(\text{Fe})$ values corresponding to the final solutions are plotted against $W_1$ (equivalent width), $\chi_{\text{low}}$ (lower excitation potential), and $\lambda$ (wavelength) in Figure 4, where we can see that no systematic trend is observed in the terms of these quantities. We can thus confirm that the conditions required by the TGVIT program are reasonably fulfilled, which are the independence of $A(\text{Fe})$ from $W_1$ and $\chi_{\text{low}}$ and the equality of the mean Fe abundances derived from Fe I and Fe II lines. It is apparent from Figure 4 that the number of available lines is appreciably smaller ($\sim1/3$) and the dispersion of the abundances is evidently larger for the secondary star (right panels) compared to the case of the primary (left panels), which has caused the difference in the extent of parameter errors between two stars. This manifestly reflects the difficulty in measuring $W_1$, of the secondary.

The detailed $W_1$ and $A(\text{Fe})$ data for each line are given in the supplementary material section (Appendix B). The model atmospheres for the primary and secondary stars to be used in this study were generated by interpolating Kurucz’s (1993) ATLAS9 model grid in terms of $T_{\text{eff}}$, $\log g$, and [Fe/H]. Regarding the solar photospheric model used for determining the reference solar abundances (see Section 5), we also used Kurucz’s (1993) ATLAS9 model of the solar composition with $T_{\text{eff}} = 5780$ K, $\log g = 4.44$, and $v_t = 1.0$ km s$^{-1}$.

5. Abundance Determination

5.1. Synthetic Spectrum Fitting

Closely following Paper I, we determined the abundances of various elements for the primary and secondary stars (and the Sun, for which the Moon spectra taken from the Okayama spectral database were used; see Takeda et al. 2005c) by applying the spectrum-fitting technique and by carrying out a non-LTE analysis for several important elements (Li, C, O, Na, and Zn) based on the equivalent widths inversely determined from the best-fit abundance solutions. The selected wavelength regions are as follows: 5378.5–5382 Å (for C, Ti, Fe, Co), 6080–6089 Å (for Si, Ti, V, Fe, Co, Ni), 6101–6105 Å (for Li, Ca, Fe), 6157–6164 Å (for Na, Ca, Fe, Ni), 6297–6303 Å (for O, Si, Sc, Fe), 6361–6365 Å (for O, Cr, Fe, Ni, Zn), 6704–6711 Å (for Li, Fe), 6751–6760 Å (for S, Fe), and 7768–7786 Å (for O, Fe). See Paper I (Sections 7 and 9 therein) for more detailed explanations of the procedures and the atomic data, which we adopted in this study almost unchanged. Regarding the macroscopic broadening function to be convolved with the intrinsic line profile, we adopted the rotational broadening function for the secondary star, while the Gaussian function was used for the primary star and the Sun. The different points compared to the case of Paper I are as follows:

1. In the fitting involving the Si I 6757 line, the wavelength range was made wider (6751–6760 Å) to include the Fe I lines at 6752–6754 Å, while the 6754–6756 Å region (where observed features cannot be well reproduced by theoretical calculations) was masked.

2. In the fitting involving O I 7771–5 triplet lines, we had to use the double-line spectrum (at $\phi = 0.863$) observed by OAO/HIDES, because this triplet is outside of the wavelength range of the GAOES (i.e., disentangled) spectra. For this purpose, we modified our automatic solution-search program based on the algorithm described in Takeda (1995a), so that it may be applied to the combined spectra of primary and secondary components. Also, the wavelength range was

9 In this case, the problem becomes much more complicated and difficult since the total number of the parameters (elemental abundances, macro-broadening parameters, radial velocity, etc.) to be determined is almost doubled. Actually, we did not vary the whole set of the parameters ($\alpha_{1}, \alpha_{2}, \ldots, \alpha_{n}$ for the primary; $\beta_{1}, \beta_{2}, \ldots, \beta_{n}$ for the secondary) simultaneously. Instead, we first varied only $\alpha_{j}$’s for the primary and had them converged, while $\beta_{j}$’s for the secondary being fixed. Then $\alpha_{j}$’s for the secondary were varied and made converged, while $\beta_{j}$’s values for the primary were fixed. These two consecutive runs were repeated several times until satisfactory convergence for all parameters has been accomplished. We confirmed that this procedure worked well, although the starting parameters had to be carefully adjusted so as to be sufficiently close to the final solutions.
chosen to be wider (7768–7786 Å) in order to cover the two spectra of considerable radial velocity difference.

How the fitted theoretical spectrum matches the observed spectrum (for the secondary, the primary, and the Sun) is displayed for each region in Figure 5. The equivalent widths inversely derived from the abundance solutions and the non-LTE corrections for the important lines (C I 5380, Li I 6104, Na I 6161, Zn I 6362, S I 6757, and O I 7774) are given in Table 2. The finally obtained fitting-based abundances relative to the Sun for the primary ([X/H]p) and the secondary ([X/H]s) and the secondary–primary differential abundances ([Xs/Xp]) are presented in Table 3.

5.2. Abundances from Equivalent Widths

We also carried out differential analysis of the elemental abundances (other than Fe) of the primary and the secondary relative to the Sun, based on the equivalent widths of usable spectral lines, which were measured on the disentangled spectra as done in Section 4. The procedures of this analysis are detailed in Section 4.1 of Takeda et al. (2005b). Note that the solar equivalent widths used as the reference for this analysis were derived by Gaussian-fitting measurement on Kurucz et al.’s (1984) solar flux spectrum atlas. Regarding the primary, we measured the equivalent widths for 173 lines of 22 elements (C, O, Na, Al, Si, Ca, Sc, Ti, V, Cr, Mn, Co, Ni, Zn, Y, Zr, La,
Ce, Pr, Nd, Gd, and Hf), while those of the secondary could be evaluated only for 27 lines of nine elements (C, Al, Si, Ca, Sc, Ti, Cr, Ni, La), where the measurement was done in the same manner as the case of Fe lines described in Section 4. The resulting differential abundances relative to the Sun for each of the lines are separately available in the supplementary material section (Appendix B).

We are afraid, however, that the number of available lines for each element is generally not sufficiently large and the appreciable fluctuation is often seen in the abundances, which makes the mean abundance less credible. Given that our purpose is (not to determine the abundances of as many elements as possible but) to establish the abundance of any element as precisely as possible, we decided to confine our discussion to only those elements for which seven or more lines are available (i.e., Si, Ca, Sc, Ti, V, Cr, Co, and Ni for the primary, and only Ni for the secondary). The resulting mean differential abundances of these elements and those of Fe (already derived in Section 4) are also summarized in Table 3.

6. Discussion

6.1. Photospheric Abundances of Heavy Elements

The differential abundances relative to the Sun for the secondary ([X/H]s), those for the primary ([X/H]p), and the secondary−primary abundance differences ([X/H]s − [X/H]p), which were obtained in Sections 5.1 and 5.2 and summarized in Table 3, are plotted against the atomic number (Z) in

---

Figure 4. [Fe/H] vs. \( W_\lambda \) (equivalent width) relation (upper panels: (a), (d)), [Fe/H] vs. \( \chi_{\text{low}} \) (lower excitation potential) relation (middle panels: (b), (e)), and [Fe/H] vs. \( \lambda \) (wavelength) relation (bottom panels: (c), (f)) corresponding to the finally established atmospheric parameters of \( T_{\text{eff}} \), \( \log g \), and \( v_t \). Panels (a), (b), and (c) are for the primary, while panels (d), (e), and (f) are for the secondary. The filled and open symbols correspond to Fe I and Fe II lines, respectively. The positions of the mean [Fe/H] (+0.10 for the primary and −0.08 for the secondary) are indicated by the horizontal dashed lines.
Hereinafter, we distinguish the synthesis-based abundance and equivalent-width-based abundance by superscripts “S” and “W,” respectively, and the mean over available lines is denoted by angle brackets.

We first discuss the heavier elements such as those of the Fe group (Z \geq 20). Let us recall that we obtained \((\mathrm{Fe/H})_p^S = +0.10 \pm 0.05\) and \((\mathrm{Fe/H})_p^W = -0.08 \pm 0.08\) from determinations of atmospheric parameters based on Fe I and Fe II lines (see Section 4), that is, the primary/secondary is slightly metal-rich/metal-poor by \sim+0.1\,\text{dex}, which means that the metallicity of the secondary is less than that of the primary by \sim-0.2\,\text{dex}.

This trend is confirmed also by abundances for other Z \geq 20 elements shown in Figure 6. Regarding the primary, both \((\mathrm{X/H})_p^S\) and \((\mathrm{X/H})_p^W\) for each element are \sim+0.1–0.2\,\text{dex}, which almost agrees with the case of Fe (see Figure 6(a)). As for the secondary, while the W-based abundance (only for Ni) is \((\mathrm{Ni/H})_p^W = -0.10\) and consistent with \((\mathrm{Fe/H})_p^W\), the S-based abundances for each element are somewhat more metal-poor, \((\mathrm{X/H})_p^S \sim -0.2–0.4\) (see Figure 6(b)). In any event, we can conclude that, for heavier elements (Z \geq 20), the primary is slightly metal-rich \((\sim+0.1\,\text{to}+0.2)\) while the secondary is apparently metal-poor \((\sim-0.1\,\text{to}−0.4)\,\text{with the extent being appreciably line dependent})

We note that telluric lines in the 6297–6303 Å region (panel (e)) had been removed before the disentangling procedure was applied (see Section 3). Similarly, the broad Ca I autoionization feature in the 6361–6365 Å region (panel (f)) was smoothed out by redrawing the continuum level.

The Astrophysical Journal, 862:57 (19pp), 2018 July 20 Takeda, Hashimoto, & Honda
Regarding the primary star, its marginally metal-rich nature (by \( \sim 0.1 \)–\( 0.2 \) dex) is reasonably consistent with the fact that Capella belongs to the Hyades moving group (van Buren 1952; Eggen 1960, 1972), because the metallicity \((\text{Fe/H})\) of this moving group is known to be slightly supersolar,\(^{10}\) in agreement with that of the Hyades (\( \sim +0.1 \)–\( 0.2 \) dex; see, e.g., Takeda 2008; Takeda et al. 2013).

\(^{10}\) Exceptionally, Zhao et al. (2009) reported a slightly sub-solar mean metallicity of \( -0.09 \) dex (the standard deviation of \( \sigma = 0.17 \)) for the Hyades moving group. However, details are not described in their paper regarding how this metallicity value was derived, and the dispersion is apparently too large. Accordingly, their result seems to be less credible.

### 6.2. Behaviors of Light Elements

Interestingly, such a tendency as shown by heavier species is not observed for lighter elements, as can be confirmed in Figure 6. Before discussing this trend, however, we should keep in mind that the surface abundance of light elements may have suffered changes due to a dredge-up of nuclear-processed material caused by evolution-induced mixing in the stellar environments.
envelope. This possibility is relevant for Li, C, O, and Na in the present case. For reference, we depict in Figure 7 how the surface abundances of these elements (main isotopes) are theoretically expected to undergo changes during the course of stellar evolution, which were simulated by Lagarde et al. (2012) for the standard mixing model and the special mixing model including rotational+thermaleal mixing.

Regarding Li, we obtained \( A_p \simeq 1.0 \) (primary) and \( A_s \simeq 3.2 \) (secondary), which are almost consistent with the previous studies (see, e.g., Pilachowski & Sowell 1992; Torres et al. 2015, and references therein). This means that the former is within the expected range shown by normal giants while the latter is the typical abundance of Li-rich giants (see Figure 11 in Paper I). Let us postulate (as most previous studies argued) that the secondary is still on the way to ascending the red giant branch and preserves the original Li composition without being diluted. Then, the following characteristics can be read from Figure 7:

1. The secondary star should have rotated rather rapidly (presumably \( v_c \sim 100 \text{ km s}^{-1} \)) when it was on the main sequence, as expected from the current \( v_c \sin i \). This is almost the same initial rotation rate assumed by Lagarde et al. (2012; see Section 2.3 therein) for their rotational+thermaleal mixing model, which indicates a significant dilution of Li already just after evolving off the main-sequence stage (see solid line in Figure 7(a)). Then, if the secondary suffered no dilution, we may state that Lagarde et al.’s (2012) rotational +thermaleal mixing model is not realistic (which overestimates the extent of mixing) but the standard mixing may be more adequate.

2. Li is the most fragile species (which is destroyed by reaction with protons at a comparatively low temperature of \( T \sim 2.5 \times 10^6 \text{ K} \)) among all elements, and its surface abundance is quite vulnerable to mixing in the envelope (see Figure 7(a)). So, if Li is preserved in the surface of the secondary star, any other elements must retain their original composition at the time of star formation. We may thus state that the primordial abundances of C, O, and Na are kept unchanged in the photosphere of the secondary.

3. On the other hand, we can reasonably assume that the primary star is a normal red clump giant in the core He-burning stage, such as expected for many red giants studied by Takeda et al. (2015). According to their observational results (see Figure 10 therein), we may regard that C is moderately deficient by \(-0.2 \text{ dex} \), O is only slightly deficient by \(<0.1 \text{ dex} \), and Na is mildly overabundant by \(-0.2 \text{ dex} \), which are quite consistent with the predictions of theoretical simulations (see Figure 7).

Keeping this in mind, we can draw the following consequences by comparing the abundances of these light elements for the primary and the secondary stars:

1. Regarding carbon, the results of \([\text{C/H}]_p \sim -0.2\) and \([\text{C/H}]_s \sim 0.0\) are just consistent with the expectation mentioned above. This means that the correct photospheric C abundances could be derived from the C I 5380 line for both components.

2. As for the case of oxygen, only O I 7771–5 triplet lines are usable for comparing the O abundances of both components. The abundances derived from this triplet are \([\text{O/H}]_p = +0.08\) and \([\text{O/H}]_s = +0.21\) for the primary and the secondary, respectively, the latter being slightly larger (by \(-0.1 \text{ dex} \)) than the former. Considering that the surface O abundance for the primary may have suffered only a slight decrease (\(<0.1 \text{ dex} \)) due to envelope mixing while the secondary should retain the original composition, we can recognize a reasonable consistency between the oxygen abundances of the primary and the secondary; its original composition would have been slightly supersolar \((\text{O/H}) \sim 0.1–0.2\), as in the case of \([\text{Fe/H}]_p\) (indicating \([\text{O/Fe}] \sim 0\).

3. The sodium abundances derived from the Na I 6161 line are of particular interest, which turned out \([\text{Na/H}]_p = +0.41\) and \([\text{Na/H}]_s = -0.22\) for the primary and the secondary, respectively. Considering that the primary has experienced an enrichment of surface Na by \(+0.2 \text{ dex} \) due to dredge-up of the nuclear-processed product as mentioned above, we may state that its primordial Na abundance should have been slightly supersolar by \(+0.2 \text{ dex} \), which is consistent with other heavier elements such as Fe. On the other
hand, the mildly subsolar tendency for the secondary ([Na/H]s ∼ −0.2) is hard to reasonably explain. We have no other way than to consider that the sodium abundance for the secondary was erroneously underestimated by several tenths of dex, presumably because the conventional model-atmosphere analysis is not properly applicable any more to the secondary star.

6.3. Origin of Superficial Abundance Anomaly

Based on the observational results described in Sections 6.1 and 6.2, we can judge whether or not our adopted standard method of analysis using LTE model atmospheres can yield the correct abundances of both components, which are summarized as follows.

1. Regarding the primary (normal red giant of slow rotation and low activity), the conventional method of abundance determination turned out to be successfully applicable without any problem, by which the expected abundances could be reasonably derived.

2. As for the secondary (rotating giant star of high chromospheric activity), apparently low abundances (erroneously low by several tenths of dex) were derived for heavier elements (Z ≥ 20; such as those of Fe group) as well as for Na, though the extent of this apparent underabundance appears to appreciably depend on the used lines. That is, in order to obtain the correct photospheric abundances of the secondary star for these elements, some noncanonical method (e.g., by properly taking into account the chromospheric effect) has to be applied.

3. However, reasonably correct abundances could be obtained even for the secondary star regarding C (from C I 5380) and O (from O I 7771–5) by our conventional non-LTE analysis.

Turning back to the question raised in Paper I (i.e., regarding the anomalously large abundance ratios such as [C/Fe] or [O/Fe] observed in Li-rich giants of high rotation and high activity) that motivated this investigation, we have arrived at a satisfactory solution: it was not the increase of the numerator (C or O) but the decrease of the denominator (Fe) that caused the apparently peculiar abundance ratio. That is, Fe abundances of active Li-rich giants would have been erroneously underestimated.

Then, which mechanism is involved with this superficial abundance anomaly? How could the active chromosphere affect the line formation? In Paper I, we once speculated that the chromospheric temperature rise in the upper atmosphere might have strengthened the temperature-sensitive high-excitation lines of C or O, since such an intensification is actually expected for O I 7771–5 (e.g., Takeda 1995b). However, this should not be the case, because correct abundances were obtained for these light elements as mentioned above. We have to find the reason why unusually low abundances were obtained for Fe group elements as well as for Na under the condition of high chromospheric activity. In our opinion, the most promising mechanism may be the overionization caused by excessive UV radiation radiated back from the chromosphere. As explained in Takeda (2008), it is

Figure 7. Run of the logarithmic surface abundances relative to the initial compositions (log[X/Xi]) for selected light elements plotted against T_eff, which were theoretically simulated along the evolutionary sequence for the M = 2.5 M_\odot solar-metallicity model by Lagarde et al. (2012), where two different treatments of envelope mixing were adopted: (i) standard mixing model (dashed line) and (ii) noncanonical model including rotational+thermohaline mixing with the initial rotation rate of 0.45 x critical velocity (solid line). (a) 7Li, (b) 12C, (c) 16O, and (d) 23Na.
lines of minor-population species such as Fe I (while the parent ionization stage is the major population such as Fe II) that can be significantly weakened by overionization. From this point of view, those elements showing appreciable underabundances in the secondary star (Na and heavier $Z \gtrsim 20$ elements) are mostly derived from lines of neutral species of minor population with comparatively low ionization potential (this effect is irrelevant for C I 5380 and O I 7771–5 lines, because neutral state is the dominant population for C and O owing to their high ionization potential).

However, even if this scenario is relevant, it is not easy to evaluate how much correction is required to recover the true abundance, because it appears to considerably differ from line to line. While only the slightly subsolar value ([Fe/H]$_{\text{eff}} \approx -0.1$) was derived from equivalent widths of weak to mildly strong lines ($W_{\lambda} \lesssim 120$ mÅ; see Section 4), those derived from spectrum synthesis ([Fe/H]$_{\text{syn}}$) were more metal-poor (even down to $\sim -0.5$ or lower) and diversified, which may be attributed to the fact that various lines (including strong saturated lines that form high in the atmosphere) are involved in the spectrum-synthesis analysis. Besides, if an overionization effect by chromospheric radiation is important, it is expected to have an appreciable impact on Li lines (Li I 6708 and Li I 6104), because neutral Li is a minor-population species (i.e., mostly ionized) owing to its low ionization potential. If so, the true Li abundance of the secondary might be significantly higher than the value we derived (3.2 from Li I 6708), which makes us wonder whether it is consistent with the assumption that the primordial Li is retained in the secondary (i.e., some further Li-enhancement mechanism might be responsible?). In any event, many more things still remain to be clarified regarding spectroscopic abundance determination for giant stars of high chromospheric activity.

### 6.4. Adequacy Check of Our Analysis

#### 6.4.1. Conflict with Torres et al. (2015)

As mentioned in Section 1, only a small number of spectrocopic studies have been published for Capella so far, as briefly summarized in Table 4 (see also footnote 9 in Torres et al. 2009). Especially, to our knowledge, it is only the recent investigation of Torres et al. (2015), who carried out abundance determinations for a number of elements separately for the primary and secondary components, as done in this study. Therefore, it is worth discussing their results in detail in comparison with our conclusion.

Torres et al. (2015) determined the abundances for 22 elements for both components (and oxygen only for the primary) from the equivalent widths measured for many spectral lines (in 4600–6750 Å) on the disentangled spectra (which were processed in a manner similar to ours based on the 15 spectra taken from the ELODIE archive; see Moultaka et al. 2004). We recognize, however, a distinct discrepancy between their work and this study. They concluded that the abundances of most elements (except for Li) are nearly solar (within $\pm 0.1$ dex) for both components, which means that no meaningful compositional difference was observed between the primary and the secondary (see their Figure 3). Thus, their conclusion is in serious conflict with our consequence.

Unfortunately, since Torres et al. (2015) did not publish any detailed data (e.g., equivalent widths, $gf$ values, and abundances for individual lines they used), it is impossible for us to verify their results. We would here point out two concerns regarding their analysis:

1. First, the number of lines they used for abundance determination of each element is almost the same for the primary and the secondary (see their Table 2). This is hard to understand, because the number of measurable lines should be considerably smaller for the broad-lined secondary than for the sharp-lined primary (in our case, the number of lines usable for the secondary was $\sim 1/3$ of that for the primary).
2. Second, their way of deriving [X/H] (abundance relative to the Sun) was simply to subtract the reference solar abundance (taken from Asplund et al. 2009) from the absolute mean abundance (obtained by averaging the abundances from individual lines), i.e., their analysis is not a differential one and thus directly suffers errors involved in $gf$ values.

#### 6.4.2. Spectra and Equivalent Widths

In any event, given that such a conflicting result (near-solar abundances for both components) was once reported, we had better check whether something is different or wrong with our data and analysis, in comparison with that of Torres et al. (2015). Regarding the observational spectra of Capella, we...

| Component | $T_{\text{eff}}$ | log $g$ | $v_t$ | [Fe/H] | $\Delta$(Li) |
|-----------|--------------|--------|-------|-------|-------------|
| Combined  | 5270         |        |       | 3.05  | 0.37c       |
|           |               |        |       | 2.0d  |             |
|           |               |        |       | 0.8   |             |
| Primary   | 4800         | 2.6    | 2.0   | 0.08d | 0.8         |
| Secondary | 5550         | 2.8    | 1.0   | −0.08d| 3.0         |

**Notes.** Column (1): relevant component. Column (2): effective temperature (K). Column (3): logarithmic surface gravity (cm s$^{-2}$ dex$^{-1}$). Column (4): microturbulent velocity (km s$^{-1}$). Column (5): Fe abundance relative to the Sun (dex). Column (6): lithium abundance.

a Presumably, the apparent line strengths of the primary component were measured in the double-lined spectrum and simply used as they are.

b Assumed $v_t$.

c Reduced to $-0.20$ if the recent solar abundance of 7.50 is used (see Torres to 2009).

d [Ca/H] instead of [Fe/H].

e [Fe/H]$_{\text{syn}}$ is assumed.

f Result from Fe I lines.

\* Result from the equivalent widths of Fe I lines as a by-product of atmospheric parameter determination.

\# Non-LTE result from the Li I 6708 line.
Figure 8. (a) Selected 5130–5190 Å portion of ELODIE spectrum of Capella (observed on 2003 March 25 corresponding to φ = 0.949; elodie_20030325_0023.fits) compared with that of our GAOES spectrum (observed on 2016 January 14 corresponding to φ = 0.919). (b) Our disentangled spectra for the primary and the secondary in the 5130–5190 Å region, which are to be compared with Torres et al.’s (2015) Figure 2.

cannot see any significant difference between theirs and ours, not only for the original spectra (ELODIE vs. GAOES; see Figure 8(a)) but also for the disentangled spectra (Figure 8(b), which appears almost consistent with Figure 211 of Torres et al. 2015).

There is a good reason to believe that our abundances for the sharp-lined primary are reliable because equivalent width measurements are easy (see also Appendix A.3). However, considerable difficulties are involved for the broad-lined secondary as mentioned in Section 4. Is it possible that our $W_\lambda$ values (and thus the abundances) for the secondary might have been significantly underestimated (e.g., by incorrect placement of the continuum level)? We checked this point by a simple test. If the continuum level is shifted by $\epsilon$ ($\ll 1$) as $f_c \rightarrow f_c (1 + \epsilon)$, the line depth $R_\lambda(=1 - f_c/f_\lambda)$ is changed as $R_\lambda \rightarrow R_\lambda [1 + \epsilon (1 - R_\lambda)/R_\lambda]$. If we presume that the equivalent width of a line ($W_\lambda$) is proportional to its line-center depth ($R_\lambda$), the expected change of $W_\lambda$ may be expressed as $W_\lambda \rightarrow W_\lambda [1 + \epsilon (1 - R_\lambda)/R_\lambda]$. Assuming $\epsilon = 0.01$ (i.e., raising the continuum by 1%), we examined how much abundance change ($\Delta A$) would result for each line by this slight increase of the continuum, which are depicted in Figure 9(a). We can see from this figure that only a slight change of the continuum level by 1% leads to a significant abundance variation by $\sim 0.2$–0.3 dex for the secondary, while the abundance changes for the primary are insignificant (only a few hundredths of dex for most cases) except for very weak lines. Therefore, we should keep in mind a possibility of appreciable systematic errors for the abundances of the secondary star if our continuum placement was not adequate, as far as abundances based on equivalent widths are concerned (i.e., those described in Sections 4 and 5.2). Yet, we consider such a case rather unlikely, because the secondary’s abundances derived by using

11 Note that the disentangled spectra depicted in Figure 2 of Torres et al. (2015) appear to be normalized with respect to the composite (primary + secondary) continuum flux (not to the continuum of either the primary or secondary as done by us), because the line depths of very strong lines do not exceed $\sim 40$%–50%.
6.4.3. Microturbulence

Regarding the atmospheric parameters, Torres et al.’s (2015) \( T_{\text{eff}} \) and \( v_t \) values were determined spectroscopically by using iron lines in a similar manner to ours, while they seem to have adopted the directly evaluated values for \( \log g \). While we can see a reasonable consistency for \( T_{\text{eff}} \) and \( \log g \) (see Table 4), an appreciable difference is observed for \( v_t \) of the secondary (though \( v_t \) for the primary is in agreement), that is, \( 1.55 \pm 0.11 \text{ km s}^{-1} \) (theirs) and \( 2.29 \pm 0.38 \text{ km s}^{-1} \) (ours). Actually, this difference of \( \sim 0.7 \text{ km s}^{-1} \) is so large as to result in significant abundance changes, especially for strong saturated lines. In order to demonstrate this fact, we calculated the abundance differences for the secondary star (\( \delta A \)) caused by using Torres et al.’s (2015) \( v_t = 1.55 \text{ km s}^{-1} \) instead of our \( 2.29 \text{ km s}^{-1} \), which are plotted against \( W_\lambda \) (Figure 9(b)) and \( Z \) (Figure 9(c)). We can see from Figure 9(b) that significant \( W_\lambda \)-dependent abundance variations (typically several tenths of dex, even up to \( \sim 0.6 \text{ dex} \)) are caused by this decrease in \( v_t \). Moreover, according to Figure 9(c), appreciably large increases of the abundances are typically seen for comparatively heavier elements (\( Z > 20 \) species such as the Fe group), while lighter elements (\( Z < 20 \)) are not much affected because lines are not so strong. Combining Figure 6(b) with Figure 9(c), we can see that the use of \( v_t = 1.55 \text{ km s}^{-1} \) would bring the secondary’s abundances nearer to the solar composition for most elements, except for the oxygen abundance derived from the OI 7774 line, which would become anomalously supersolar. Accordingly, it is likely that the difference in the adopted \( v_t \) is the main cause for the discrepancy in the secondary’s chemical composition between Torres et al. (2015) and this study.

Then, which of \( 2.29 \) and \( 1.55 \text{ km s}^{-1} \) is the correct \( v_t \) solution for the secondary? Considering the appreciably large abundance change (~0.4 dex at \( W_\lambda = 100 \text{ m}\AA \)), the latter (low-scale) solution is definitely unlikely as far as our \( W_\lambda \) data are concerned, because \( W_\lambda \)-independence of Fe abundances is successfully accomplished with the former (high-scale) solution (see Figure 4(d)).

From a different perspective, it is worthwhile to pay attention to the relative comparison of \( v_t \) (primary), \( v_t \) (secondary): our analysis yielded markedly different values [\( 1.47 \text{ km s}^{-1}, 2.29 \text{ km s}^{-1} \)], while Torres et al. (2015) derived almost the same results [\( 1.48 \text{ km s}^{-1}, 1.55 \text{ km s}^{-1} \)]. Regarding evolved FGK giants, the behavior of microturbulence \( (v_t) \) across the H-R diagram (especially its \( T_{\text{eff}} \) dependence) was historically somewhat controversial. Gray (1978) suggested a tendency of increasing \( v_t \) with \( T_{\text{eff}} \) for giants and supergiants (see Figure 11 therein) based on the results of several studies published mainly in the 1970s. Meanwhile, Gray (1982; see Figure 11 therein) reported, based on his line-profile analysis, that \( v_t \) values of four late-type giants are almost \( T_{\text{eff}} \)-independent at \( \sim 1.5 \text{ km s}^{-1} \). See also Figure 3-8 in the lecture book of Gray (1988). However, considering that the behavior of “macro” turbulence in FGK giants has been almost established to show an increasing tendency not only toward higher luminosity class but also toward earlier spectral types (see Figure 17.10 of Gray 2005), we may expect a similar trend to hold also for “micro” turbulence. Actually, Takeda et al. (2008) showed that \( v_t \) values of GK giants (which were determined with the same procedure and line list as used in this study) tend to increase with \( T_{\text{eff}} \) at \( T_{\text{eff}} \gtrsim 5000 \text{ K} \) (see Figure 11(d) therein). Besides, this trend naturally links to the distribution of \( v_t \) for evolved A-, F-, and G-type stars recently determined by Takeda et al. (2018) from OI 7771–5 lines. This situation is illustrated in Figure 10, where our \( v_t \) results for the primary and secondary are also plotted by plus signs. This figure reveals that these plus signs reasonably follow the general trend, and thus \( v_t \) being larger for the secondary is quite natural. Consequently, our choice of high-scale \( v_t \) (2.29 km s\(^{-1}\)) for the secondary is considered to be justified, which may lend support to our conclusion.

7. Conclusion

Capella is a spectroscopic binary, which consists of two G-type giants with similar mass and luminosity. An interesting feature of this system is that while the slightly more evolved primary (G8 III) is a slowly rotating normal red clump giant, the secondary (G0 III) is a chromospherically active fast rotator ascending the giant branch and shows a marked overabundance of Li (i.e., Li-rich giant).

Recently, it was reported in Paper I that abundance ratios of specific light elements (e.g., [C/Fe] or [O/Fe]) in Li-rich giants of high activity tend to be anomalously high as compared to normal giants, which they suspected to be nothing but a superficial phenomenon (i.e., not real) caused by unusual atmospheric structure due to high chromospheric activity. The Capella system is a suitable test bench to verify this hypothesis, that is, if we could detect any apparent difference between the abundances of two stars, it may lend support for this interpretation, since we may postulate that both were originally born with the same chemical composition.

Toward this aim of searching for any apparent disagreement between the abundances of Capella’s two components, we carried out a spectroscopic analysis to determine the elemental abundances of the primary and the secondary of Capella. Since it is difficult to accomplish this task by working on the complex
double-line spectra, we first recovered the genuine spectrum of the primary and that of the secondary by applying the spectrum-disentangle method to a set of original spectra obtained at various orbital phases.

The atmospheric parameters ($T_{\text{eff}}$, $\log g$, and $v_1$) of both stars were spectroscopically determined from the equivalent widths of FeI and FeII lines as done in Paper I. Based on these parameters, we constructed the model atmospheres to be used for further abundance determination. The abundances of various elements were derived in two ways: (i) a spectrum-fitting technique (as used in Paper I) applied to nine wavelength regions, and (ii) analysis of equivalent widths as done by Takeda et al. (2005b).

We could clarify several significant observational facts and implications from the resulting abundances as itemized below, while postulating that (1) the primordial composition of the Capella system is the same for both components, (2) the primary star is a normal giant having suffered surface abundance changes due to envelope mixing in several specific light elements (Li, C, O, Na), and (3) the secondary star retains the original composition in its surface unchanged for all elements:

1. We confirmed that the surface Li abundances are substantially different, $A_p \sim 1.0$ (primary) and $A_s \sim 3.2$ (secondary), as already reported by several previous studies, indicating that the former experienced a significant depletion while the latter retains the original Li composition.

2. Regarding the heavier elements ($Z \gtrsim 20$) such as those of the Fe group, the abundances of the primary star turned out somewhat supersolar ([X/H] $\sim +0.1$–0.2), which is consistent with the expectation because Capella belongs to the Hyades moving group. On the contrary, we found that the [X/H] values of the secondary are appreciably subsolar by several tenths of dex (from $\sim 0.1$ down to $\sim 0.5$ or even lower) and diversified, which indicates that an apparent disagreement exists between the abundances of the primary and the secondary.

3. However, as for the light elements, such a tendency is not seen. For example, we can state that reasonably correct abundances of C (from C1 5380) or O (from O1 7771–5) could be obtained for both the primary and the secondary star by our conventional non-LTE analysis. Nevertheless, the exceptional case was Na (from NaI 6161), for which we found an unusual deficiency by several tenths of dex for the secondary, despite that a reasonable abundance was obtained for the primary.

4. Taking these observational facts into consideration, we think we could trace down the reason why anomalously large abundance ratios (such as [C/Fe] or [O/Fe]) were observed in Paper I for Li-rich giants of high rotation/activity. That is, it was not the increase of the numerator (C or O) but the decrease of the denominator (Fe) that caused the apparently peculiar abundance ratios. In other words, Fe abundances of active Li-rich giants would have been erroneously underestimated.

5. We note that lines yielding appreciable underabundances for the secondary star are mostly of minor-population species (e.g., neutral species such as NaI, FeI, etc.) with comparatively low ionization potential. Accordingly, we suspect that the overionization caused by excessive UV radiation radiated back from the active chromosphere is responsible for the weakening of these lines, eventually resulting in an apparent underabundance.

6. To conclude, the conventional model-atmosphere analysis presumably fails to correctly determine the abundances of fast-rotating giants of high activity. A proper treatment of chromospheric effect would be required if true photospheric abundances are to be derived for such stars.

7. To be fair, our consequence is in marked conflict with the similar abundance study on Capella recently carried out by Torres et al. (2015), who came to the conclusion that the photospheric abundances for the primary and the secondary are observed to be practically the same at the solar composition. Although we cannot clarify the cause of this discrepancy because Torres et al. (2015) did not publish any details of their analysis, appreciably different values of adopted microturbulence for the secondary may be an important factor. Having examined this problem, however, we confirmed that our choice is reasonably justified, which may substantiate our conclusion.

This study partly made use of the spectral data retrieved from the ELODIE archive at Observatoire de Haute-Provence (OHP). Data reduction was in part carried out by using the common-use data analysis computer system at the Astronomy Data Center (ADC) of the National Astronomical Observatory of Japan.

Appendix A
Validity Check for the Disentangled Spectra

Since our abundance determination carried out in this paper is mostly based on the resolved spectra of the primary and secondary, which were disentangled with the help of the CRES program from a set of 11 actually observed spectra, it is important to ensure that this decomposition was correctly done. In this appendix we present some additional information indicating that the spectra have been properly processed, where we pay attention to (i) consistency between the reconstructed and original spectra, (ii) compatibility of the line widths ($v_i \sin i$) for the secondary, and (iii) comparison of the equivalent widths of the primary with those of Hyades giants with similar parameters.

A.1. Matching Test of Reconstructed and Original Spectra

A simple and reasonable test to check whether this decomposition process has been adequately done is to compare the original double-line spectrum (at any phase) with the inversely reconstructed composite spectrum defined by the following relation (linear combination of the disentangled primary and secondary spectra):

$$ r_{\text{rec}} = f_p r_{p}^{\text{adopt}}(v = v_{\text{local}}) + f_s r_{s}^{\text{adopt}}(v = v_{\text{local}}), $$

(8)

Although this check was briefly mentioned in Section 3 for a restricted narrow wavelength range of 6015–6025 Å (see Figure 2(e)), we here show this comparison for further six echelle orders from shorter to longer wavelength ranges in Figures 11(a), (a′)–(g), (g′), where the runs of $r_{\text{rec}}$, $r_{\text{obs}}$, and their difference ($r_{\text{obs}} − r_{\text{rec}}$) with wavelength are depicted. We can see from these panels that the agreement between $r_{\text{rec}}$ and
$r_{\text{obs}}$ is satisfactory in most cases, especially for longer-wavelength regions (differences are $\lesssim 1\%$).

While we notice an appreciably undulated difference (up to $\lesssim 10\%$) in shorter-wavelength regions (see Figures 11(a) and (b)), this is not due to the disentangling procedure, but only a superficial phenomenon caused by the different nature of continuum normalization. That is, in preparing $r_{\text{obs}}$, we normalized the raw spectrum ($f_{\text{obs}}$) by dividing it by the continuum (envelope) determined in the same manner as done for $c_p$ or $c_s$ (see Section 3), for which we tried to express the global line-free envelope by spline functions using the IRAF task “continuum.” Unfortunately, since the “true” continuum level cannot exactly be represented in this way, this kind of normalization is more or less imperfect. Especially in shorter-wavelength regions where lines are crowded,
the specified tentative continuum tends to be lower than the true continuum, making the normalized flux \( r \) somewhat too large. Further, the situation is comparatively worse for the case of \( r^{\text{obs}} \rightarrow r^{\text{obs}} \) (than for \( r^{\text{res}} \rightarrow r^{\text{dop}} \); see Section 3), because the echelle blaze function affecting \( r^{\text{res}} \) is generally more complex than the gradual undulation shown by \( r^{\text{res}} \) (see Figure 2(b)). This is the reason for the trend of \( r^{\text{obs}} > r^{\text{res}} \) observed in Figures 11(a) and 11(b), though the extent of difference varies from region to region. In any event, since this discrepancy between \( r^{\text{obs}} \) and \( r^{\text{res}} \) is only gradual and can be regarded as almost constant within a line profile (covering \( \lesssim 1-2 \) Å), we can make them match locally well by applying an appropriate offset.\(^{12}\)

There are, however, some cases where the spectrum disentangling did not turn out successful. A typical example is seen in the ~ 6280–6320 Å region (see Figure 11(d)), where prominently sharp spike-like discrepancies are observed between \( r^{\text{obs}} \) and \( r^{\text{res}} \). Such features are also recognized (though less significantly) in the neighborhood of H\( \alpha \) (see Figure 11(f)). This is due to a number of conspicuous telluric lines, the wavelengths of which remain unchanged irrespective of orbital phases unlike stellar lines. Figure 11(d’) indicates that our \( r^{\text{res}} \) fails to reproduce not only the telluric lines but also the stellar line profiles. Accordingly, we can learn that the decomposed spectra processed from the data including many strong lines of telluric origin should not be used. This is the reason why we prepared the special disentangled spectra of the 6290–6310 Å region (for the analysis of the [O I] 6300 line) by removing the telluric line in advance from the original \( r^{\text{obs}} \) (see Section 3). Figure 11(e’) shows that the disentangling in the relevant region has been made successful by this preprocessing.

### A.2. Line-width Check for the Secondary

It is important for successful spectrum disentangling to assign sufficiently accurate radial velocities for both the primary and secondary components at each phase \( v^\text{local}_p(\phi), v^\text{local}_s(\phi) \). While there must be no problem for the primary star because we could directly measure \( v^\text{local}_p(\phi) \) on each spectrum, there may be some concern for the secondary, for which we calculated \( v^\text{local}_s(\phi) \) with the help of Equations (3) and (4). Although we confirmed from theoretical simulations carried out for the analysis of the O1 7771–5 triplet (see Section 5.1) that \( v^\text{local}_s \) and \( v^\text{local}_s \) resulting from Equations (3) and (4) yielded quite satisfactory consistency between the theoretical and observed primary + secondary composite spectra, an additional check would be desirable.

If inadequate \( v^\text{local}_s(\phi) \) values were chosen that do not correspond to the actual shifts of spectral lines, the lines profiles in the resulting disentangled spectra of the secondary would unnaturally show excessive broadening. Then, we can make use of the results of \( v_s \) (projected rotational velocity) derived as a by-product of the spectral fitting analysis (see Section 5.1), where the disentangled spectra were employed in most cases, while the composite double-line spectrum was exceptionally used only for the analysis of the O1 7771–5 triplet. That is, if a consistency of \( v_s \) could be confirmed between the former and the latter, we may state that our choice of \( v^\text{local}_s(\phi) \) is justified.

The \( v_s \) solutions based on the disentangled secondary spectra turned out to be 31.8, 32.3, 32.3, 33.2, 34.1, 33.7, 34.1, and 33.6 km s\(^{-1} \) from the 5378.5–5382 Å, 6080–6089 Å, 6101–6105 Å, 6157–6164 Å, 6297–6303 Å, 6361–6365 Å, 6704–6711 Å, and 6751–6760 Å regions, respectively, which yield 33.1 km s\(^{-1} \) as the mean (standard deviation is 0.9 km s\(^{-1} \)). Meanwhile, the \( v_s \) observed in Figures 11(a)–11(f) of the region analysis of the composite primary + secondary spectrum was 33.7 km s\(^{-1} \), which reasonably matches the mean value mentioned above. Accordingly, the agreement between these two \( v_s \) values derived from the spectra of different natures may be counted as another evidence for the adequacy of spectrum disentangling.

### A.3. Comparison of the Primary with four Hyades Giants

Although the most desirable and straightforward way to verify the validity of the disentangled spectrum is to compare it with the “true” spectrum obtained directly by spatially resolved observations, such a genuine spectrum of each of Capella’s components is unfortunately not available to us. However, we know that Capella (belonging to the Hyades moving group) and Hyades stars are considered to be siblings, and the Hyades contains four evolved red giants: HD 27371 (\( \gamma \) Tau), HD 27697 (\( \delta \) Tau), HD 28305 (\( \epsilon \) Tau), and HD 28307 (\( \theta^1 \) Tau). These four Hyades giants (G8 III–K0 III) and the primary of Capella (G8 III) are quite similar to each other, which are considered to be red clump giants in the core He-burning stage as seen from the luminosities of these four Hyades stars (log \( L/L_\odot \approx 1.9 \sim 2.0 \); see Takeda et al. 2008) and that of the primary (log \( L/L_\odot = 1.90 \)). Accordingly, we may use these four stars as a “proxy” for the primary component of Capella. That is, if the equivalent widths measured on the decomposed spectrum of Capella’s primary and those of Hyades giants are confirmed to be consistent with each other, this may be regarded as an indirect proof that our disentangling procedure was adequately done (or at least without any serious problem).

The atmospheric parameters (\( T_{\text{eff}}, \log g, v_t, \) and [Fe/H]) of these Hyades giants, which were spectroscopically determined by Takeda et al. (2008) in the same manner as adopted in this study, are graphically compared with those of the primary (see Section 4) in Figures 12(a)–(d), where we can see that they are mostly in accord with each other. Especially, the fact that almost the same metallicity results ([Fe/H] \( \approx +0.1 \)) were derived for all five stars is meaningful, since the metallicity is expected to be practically equal in this case (unlike other parameters for which small star-to-star differences may be possible). Considering that these parameters were determined from equivalent widths (\( W_\lambda \)) of Fe I and Fe II lines, we can imagine the similarity of \( W_\lambda \) for all these stars. Actually, this consistency can be corroborated as demonstrated in Figures 12(e)–(h), where our \( W_\lambda \) values of Fe lines for the primary star measured on the disentangled spectrum (see “felines.dat” of the supplementary materials) are compared with those of HD 23371, HD 27697, HD 28305, and HD 28307 (which were taken from Table E2 of Takeda et al. 2008). Consequently, we may conclude also in this respect that the

\(^{12}\) Yet, we must note that this local discrepancy seen in specific parts of the short-wavelength region causes an ambiguity of zero-point level in the residual intensity, just like the case of scattered light. Therefore, some uncertainty would result when equivalent widths are measured there, especially for strong deep lines (though insignificant for weak shallow lines). However, this problem is essentially irrelevant to the entire results of our analysis, because we barely measured equivalent widths in such regions of short wavelength (actually, our measurements are practically confined to lines of \( \lambda \gtrsim 5200 \) Å; see Figures 4(c) and (f)), because they are crowded with strong spectral lines (note that the locations of large discrepancy are mostly accompanied by strong-line absorptions; see Figure 11(a)).
true spectrum has been adequately reproduced by our decomposed spectrum to a practically sufficient precision.

Appendix B
Supplementary Materials

Five tables are provided in the supplementary data.tar.gz package. This package contains the disentangled spectra of the primary and secondary that were used in this analysis, the detailed $W_\lambda$ and $A(\text{Fe})$ data for each Fe I and Fe II line, and the abundances of other elements in both the primary and secondary.
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Figure 12. Panels (a)–(d) on the left illustrate the mutual comparison of the atmospheric parameters ($T_{\text{eff}}$, log $g$, $v_t$, and [Fe/H]) of four Hyades giants (HD 27371, HD 27697, HD 28305, and HD 28307; filled circles) and the primary of Capella (open circles). As in Section 4, the attached error bars in panels (a)–(c) indicate the statistical errors, while those in panel (d) are the mean errors. Panels (e)–(h) on the right show graphical comparisons of the equivalent widths of Fe I and Fe II lines for the primary of Capella (which we measured in this study based on the disentangled spectra) with those of four Hyades giants (taken from Takeda et al. 2008) having similar atmospheric parameters to the primary: (e) HD 27371, (f) HD 27697, (g) HD 28305, and (h) HD 28307.
