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Abstract
This paper discusses the problems of short-term forecasting of cryptocurrency time series using a supervised machine learning (ML) approach. For this goal, we applied two of the most powerful ensemble methods including Random Forests (RF) and Stochastic Gradient Boosting Machine (SGBM). As the dataset was collected from daily close prices of three of the most capitalized coins: Bitcoin (BTC), Ethereum (ETH) and Ripple (XRP), and as features we used past price information and technical indicators (moving average). To check the effectiveness of these models we made an out-of-sample forecast for selected time series by using the one-step ahead technique. The accuracy rate of the forecasted prices by using RF and GBM were calculated. The results verify the applicability of the ML ensembles approach for the forecasting of cryptocurrency prices. The out of sample accuracy of short-term prediction daily close prices obtained by the SGBM and RF in terms of Mean Absolute Percentage Error (MAPE) for the three most capitalized cryptocurrencies (BTC, ETH, and XRP) were within 0.92-2.61%.
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1. INTRODUCTION
Cryptocurrencies are one of the popular modern financial assets. Despite the fact that in the last decade, since the appearance of the first cryptocurrency namely Bitcoin, their exchange rates and market capitalization have undergone several dramatic ups and downs. The total market capitalization of cryptocurrencies amounted to $ 15.6 billion at the beginning of 2017; at the beginning of 2020 it was about $ 230 billion, and the maximum market cap had reached almost a trillion dollars ($ 860 billion) in the middle of 2018 [1].

The role and position of cryptocurrencies in the global financial market is a controversial and debatable topic [2-4]. Significant fluctuations in their prices and legal uncertainty of the transactions performed with them in most countries causes significant uncertainty and, as a result, high investment risk of these assets. A vast majority of economists and researchers inclined to believe that cryptocurrencies are speculative financial assets, intended primarily for short-term investments horizon (see, for example [2-6]). That’s why for decision-making in the cryptocurrency market it would be necessary to develop adequate forecasting tools.

It should be noted, that cryptocurrency time series are characterized by high volatility, non-Gaussian distributions, heavy tails and the presence of abnormal and extreme events [7-8]. At the same time, the key drivers which determine the price of crypto-coins are still poorly understood and identified [4-6].
Therefore classical approaches based on statistical frameworks, time-series and econometric models, which were efficiently used for modeling and forecasting traditional assets (fiat currencies, commodity prices, securities value, etc.), in the case of cryptocurrencies have proven to be ineffective.

Thus, the main purpose of our research is exploring and comparing the efficiency of Machine Learning (ML) ensembles-based approaches, such as Random Forest (RF) and Gradient Boosting Machine (GBM) on the problem of short-term forecasting of cryptocurrency prices.

2. LITERATURE REVIEW

Recently, ML methods and algorithms, which have shown significant effectiveness in many areas of complex systems research (biomedicine, neurorobotics, image and voice analysis, pattern recognition, machine translation, etc.) [9-12], have been applied to financial time series analysis [13-16].

The most common ML algorithms in financial forecasting are Artificial Neural Networks (ANNs) of various architectures [16-20], and Support Vector Machines (SVM) [20-23].

These approaches have proven to be effective for the forecasting of financial assets [19-24] and cryptocurrencies [18, 23, 25-28].

Several studies [18, 26, 28] presented the results of predicting cryptocurrency exchange rates by using ARIMA (as baseline) and different ML approaches. Summarizing their results allows us to conclude that ML algorithms outperform time series models in predicting both cryptocurrency prices (or returns) and their volatility.

There is a number of research papers (see, for example, Makridakis et al., [13]; Bontempi et al., [14]; Persio and Honchar, [15]), which presented results stating that ANN outperformed other ML methods at forecasting cryptocurrencies prices.

However, Hitam and Ismail [27] compared forecasting performance of different ML algorithms by using cryptocurrency time series (prices). They tested ANNs, SVM and Boosted NN for top-six cryptocurrencies and concluded that SVM has better predictive accuracy (in terms of Mean Absolute Percentage Error, MAPE) than others.

Mallqui and Fernandes [28] examined Bitcoin price direction and daily exchange rate predictions using ANN and SVM. Regarding obtained results, the SVM presented the best performance for both price trend change (classification problem, accuracy 59.45%) and exchange rate predictions (regression problem, MAPE within 1.52-1.58%).

During the last few years the main attention of researchers has been focused on the application of Deep Learning (DL) approaches in the field of financial forecasting, including cryptocurrencies [18, 29-33].

Sezer et al. [29] recently prepared a detailed overview devoted to applying DL techniques for forecasting financial time series.

McNally [18] focused on predicting Bitcoin trends (classification problem) by using Recurrent Neural Network (RNN) and Long Short Term Memory (LSTM). He used only past prices and several technical indicators such as the simple moving average for prediction. The accuracy that he obtained for predicting changes in the direction of the Bitcoin trend was within 51-52% for both of the methods.

Kumar and Rath [22] compared the forecasting ability of LSTM and Multi-Layer perceptron (MLP) for predicting the direction of price changes in Etherium. They used daily, hourly, and minute data and concluded that LSTM requires significantly more training time; despite this it did not significantly outperform MLP.

In the study of Yao et al. [31], devoted DL forecasting cryptocurrency prices, was used extended dataset, which included lagged prices value, market cap, trading volume, circulating and maximum supply. According to their results the prediction accuracy has been significantly increased when a wider dataset is used.

Chen et al. [32] developed two stage forecasting strategy. On the first stage they used ANN and RF for feature selection of several economic and technological factors, and on the second stage they made predictions on the Bitcoin exchange rate by using LSTM. As to their results, LSTM had better forecasting performance than ARIMA and SVM. Moreover, incorporating economic and technological factors as additional predictors increases prediction accuracy.

It should be noted that if we are solving the complex problem of regression (forecasting) or classification, it often happens that none of the models provides the desired quality and accuracy. In this cases, we can build an ensemble of individual models (algorithms) in which the errors of each other are mutually compensated.

This idea is based on another powerful class of ML approaches of designing ensembles C&R: Random Forest (RF) [34-35] and Gradient Boosting Machine (GBM) [36-37], which used bagging (RF) and boosting (GBM) technique. Both RF and GBM are powerful methods that can efficiently capture complex nonlinear patterns in data.

But much less attention has been paid to these algorithms in the field of financial time series analysis. Thus, Varghade and Patel [21] tested RF and SVM to forecast stock market index S&P CNX NIFTY. They noted that the Decision Trees model outperforms the SVR, although RF at times is found to overfit the data.

Kumar and Thenmozhi [22] explored set of classification models for predicting direction of index
S&P CNX NIFTY. Their empirical results suggest that both the SVM and RF outperform the other classification methods (NN, Linear Discriminant Analysis, Logit), in terms of predicting the direction of the stock market movement, but at the same time SVM it turned out to be more accurate.

Recently appeared several papers devoted to applying ensembles approaches for forecasting cryptocurrency prices [38-40]. Borges and Neves [38] tested four ML algorithms for price trend predicting: LR, RF, SVM and GBM. All learning algorithms outperform the Buy and Hold investment strategy in cryptomarket. The best result was obtained by ensembles voting (accuracy 59.3%).

Chenet et al. [39] applied a set of learning models including RF, XGBoost, Quadratic Discriminant Analysis, SVM and LSTM for Bitcoin 5-minute interval and daily prices. The authors used a large dataset including technological, market and trading, socio-media and fundamental factors. A somewhat unexpected result was that for daily prices, better results were obtained by using statistical methods (average accuracy 65%) as compared to ML methods (average accuracy 55.3%). Among ML models the SVM was the best performing, with an accuracy of 65.3%.

Sun et al. [40] developed a novel method of the price prediction trend of cryptocurrency market (42 coins) by using modification of GBM (LightGBM). The authors, besides past prices, also included several macroeconomic factors: Dow Jones index, S&P 500 index, WTI crude oil price index and others which affect the price fluctuation of cryptocurrency market. They tested different time period (2-days, 2-weeks, 2-month) and the best performance has been received for two week forecasting time horizon: accuracy whiting 0.52 (RF) to 0.61 (SVM, LightGBM).

For instance of rewired papers [38-40], which examined the prediction of price trend changes (classification problem), we focused on forecasting exchange rates (prices) by using RF and GBM (regression problem). Moreover, we used the stochastic GBM (SGBM), which has some advantages such as less learning time, less used memory and higher accuracy.

3. METHODOLOGY

3.1. Supervised Machine Learning Approach

In our study we will apply supervised machine learning technique to forecast cryptocurrency time series. Consider a sample of pairs of features

\[ x = (x_1, x_2, ..., x_p, ..., x_M) \]

(lagged daily prices \( y_{i-1}, y_{i-2}, ..., y_{i-p} \), \( i > p \) and several technical indicators \( x_{p+1}, ..., x_M \)), and the target variable (price on the next day) \( y : (x_i, y_i)_{i=1,2,...,n} \) length \( n \).

We believe that between the target and features there is an unknown functional dependence \( f \), which can be parameterized by an approximation function:

\[ y = f(x) = f(x, \theta). \]  \hfill (1)

Let \( L(y, f) \) be the loss function, which characterizes the deviations between the actual and predicted values of target variable. Thus, our task is to minimize the loss function in the sense of mathematical expectation on the available dataset:

\[ \hat{f}(x) = \arg \min_{f(x)} L(y, f(x)) = \arg \min_{f(x)} \mathbb{E}_{y} L(y, f(x, \theta)) = f(x, \theta) \] \hfill (2)

For solving (2) we have to optimize \( L(\cdot) \) using parameters \( \theta \)

\[ \hat{\theta} = \arg \min_{\theta} \mathbb{E}_{x} L(y, f(x, \theta)) = \mathbb{E}_{x} \left[ L(y, f(x, \theta)) \right] \] \hfill (3)

In this context we can approximate the empirical loss function for \( N \) steps using:

\[ L_\theta(\theta) = \sum_{i=1}^{N} L(y_i, f(x_i, \theta)) \]

\[ \hat{\theta} = \frac{1}{N} \sum_{i=1}^{N} \hat{\theta}_i \] \hfill (5)

There are a lot of numerical technics to minimize loss function \( L_\theta(\theta) \). The efficient approach is the gradient descent method, according to which we need to calculate gradient of loss function on each step \( t = 1,2, ..., N \):

\[ \nabla L_\theta(\theta) = \left[ \frac{\partial L(y, f(x, \theta))}{\partial \theta} \right]_{y, \theta} \] \hfill (6)

It should be mentioned that when we employ an ML method it is necessary to solve the problem of Bias-Variance trade-off.

This is the problem of simultaneously minimizing two sources of error that prevent supervised learning algorithms from generalizing beyond their training set [9]:

- **The bias** is an error from erroneous assumptions in the learning algorithm, high bias can cause an algorithm to miss the relevant relations between features and target outputs (underfitting);
- **The variance** is an error from sensitivity to small fluctuations in the training set, high variance can cause overfitting, i.e., modeling the random noise in the training data, rather than the intended outputs.
Therefore, when adjusting the model parameters, we have to find a compromise between the forecast error caused by its bias and the unstable parameter values (high variance).

Consider the quadratic loss function:

\[ L(y, f(x, \theta)) = \frac{1}{2} \sum_{i=1}^{N} (y_i - f(x_i, \theta))^2. \]  

(7)

Then the mean square forecast error PE can be represented in the form of sum of three terms:

\[ PE = \mathbb{E}_y \left[ (y_i - f(x_i, \theta))^2 \right] = \text{Bias}^2(f) + \text{Var}(f) + \sigma^2. \]  

(8)

The first component characterizes the bias of the training method, that is, the deviation of the average response of the trained algorithm from the response of the ideal algorithm. The second component characterizes variance, i.e., the scatter of the responses of trained algorithms compared to the average response.

The third component characterizes the noise in the data and is equal to the error of the ideal algorithm; therefore, it is impossible to construct an algorithm having a lower standard error.

Our main goal is to make a one-step-ahead forecast cryptocurrencies price based on available data set, their past values and compare predictive ability of different ML algorithms for solving this task. Thereby we investigat the ML methods including Random Forest (RF) and Gradient Boosting Machine (GBM). These ensemble ar methods based on using a set of “weak learning” algorithms, in general Decision Trees (C&R&RT). Despite the fact that each of them has low accuracy (both for classification and regression), we can get enough strength by combining the base week learners into ensembles model, which allows to achieve a better forecasting performance. This is because an ensemble technique helps reduce bias and / or variance described above (8).

3. 2. Random Forest

RF proposed by Leo Breiman and colleagues [34, 35] is one of the most powerful ML approach. It is based on bagging technique that uses compositions of basic algorithms. Training data set is divided into many random subsets with replacement (bootstrap samples) and each of base classifier is trained on its own sub-set. The final classifier \( a_n(x, \theta) \) is built as the average of the basic algorithms \( h(x) \) (for regression):

\[ a_n(x, \theta) = \frac{1}{N} \sum_{i=1}^{N} h(x, \theta). \]  

(9)

where \( N \) represents the number observations (samples) in training set \( \{(x_i, y_i)_{i=1,2,...,N}\} \).

Unlike boosting, which will be described in the next section, all elementary classifiers used in bagging are trained independently. The idea is that the classifiers do not correct each other's mistakes, but compensate them by voting. Basic classifiers must be independent (uncorrelated), so they can be classifiers based on different groups of methods (for example, linear regression, decision trees, neural networks and so on) or trained on independent data sets. In the second case, we can use the same basis algorithm.

Thus bagging efficiency is achieved by training the basic algorithms in different sub-sets obtained by bootstrap. Also in RF the feature used for branching in the certain node is not selected from all possible features set, but only from their random subset of size \( m \). Moreover they are selected randomly, typically with replacement, that’s why the same feature can appear several times, even in one branch. The number of features for training each tree is recommended to choose as \( m \approx \frac{M}{3} \) (for regression task), where \( M \) is the total number of features.

The base models alone are not very accurate, but their ensemble allows significantly improves the quality of the prediction.

RF uses fully grown decision trees. It tackles the error reduction task by reducing variance. The trees are made uncorrelated to maximize the reduction in variance, but the algorithm cannot reduce bias (which is slightly higher than the bias of an individual tree in the forest).

It should be noted that RF are used in deep trees because basic algorithms require low bias; the spread is eliminated by averaging the responses of various trees.

3. 3. Gradient Boosting Machine

Over the past two decades boosting has remained one of the most popular ML methods along with NN and SVM. Boosting, in contrast to bagging, does not use simple voting but a weighted one. The major attractions of boosting are that it is easy to design computationally efficient weak learners. A very popular type of weak learner is a shallow decision tree: a decision tree with a small depth limit.

In following, Friedman [36, 37] will cover the basic steps of GBM. By analogy with RF (see expression (9)) we will build a weighted sum of \( N \) basic algorithms

\[ a_n(x) = \frac{1}{N} \sum_{i=1}^{N} h(x, \theta) \]  

(10)

and the initial algorithm \( h(x, \theta) \) can be defined, for example, in the following form:

\[ h_0(x, \theta) = \frac{1}{l} \sum_{i=1}^{l} y_i. \]  

(11)

where \( l \) is the number of samples in training set \( l < n \), as a rule \( l \approx 0.7 	imes 0.8 n \).
Assume we have already built ensemble \( a_{N,i}(x, \theta) \) of \( N-1 \) classifiers on the \( N-1 \) step. Then we select the next basic algorithm \( h_i(x) \) in such a way that the error given by (13) can be reduced as much as possible:

\[
\sum_{i=1}^{N} [L(y_i, a_{N,i}(x, \theta) + \gamma_N h_i(x, \theta))] \rightarrow \min. \tag{12}
\]

If we choose \( h_i(x, \theta) \) in the following form

\[
h_i(x, \theta) = \arg \min_{\hat{h}(x, \theta)} \sum_{i}^N (b(x, \theta) - y_i)^2,
\]

and put the deviation \( s_i \) equal to the anti-gradient of the loss function \( L(\cdot) \)

\[
s_i = \frac{\partial L(\cdot)}{\partial z} \mid_{z=a_{N,i}(x)}
\]

we will take one step of the gradient descent, which is being implemented by moving towards the largest reduction of the loss function. Thus, we perform gradient descent in the 1-dimensional space of algorithm predictions on the objects of the training set.

As soon as a new basic algorithm is found, it is possible to select its coefficient \( \gamma_N \) by analogy with the gradient descent:

\[
\gamma_N = \arg \min_{\gamma} \sum_{i=1}^{N} L(y_i, a_{N,i}(x, \theta) + \gamma h_i(x, \theta))
\]

Note that unlike the RF, GBM is prone to retraining, which leads to increase errors on the test sample and on out of sample data. Because of this, as a rule, shallow decision trees are used in boosting. These trees have a large bias, but are not inclined to overfitting.

One more of the effective ways to solve this problem is to reduce the step: instead of moving to the optimal point in the direction of the anti-gradient, a shortened step is taken by

\[
a_{N,i}(x, \theta) = a_{N,i}(x, \theta) + \lambda (\gamma_N h_i(x)), \tag{16}
\]

where \( \lambda \in [0,1] \) is the learning rate.

It should be noted that both of the above described ensembles approaches (RF and GBM) have their own advantages and disadvantages. Boosting works better on large training samples. It can properly reproduce the boundaries of classes with complex shape. Bagging is preferable for short training sets, it also allows efficient parallelization of calculations, while boosting is performed strictly sequentially.

GBM is based on weak learners (high bias, low variance). In terms of decision trees, weak learners are shallow trees, sometimes even as small as decision stumps (trees with two leaves).

The main advantage of boosting is that it reduces both variance and bias in forecasting, nonetheless the reduction of the forecast error is still carried out mainly due to the reduction in bias. That’s why the bias correction leads to a greater risk of overfitting. It can be argued that in financial applications, RF based on bagging is usually preferable to boosting. Bagging solves the overfitting problem, while boosting solves the underfitting one.

4. DATASET

To limit our analysis to the most popular cryptocurrencies, we use the daily close prices and trading volumes of the three most capitalized coins: Bitcoin (BTC), Ethereum (ETH) and Ripple (XRP). Our initial dataset covers the period from 01/01/2015 to 31/12/2019 for BTC and XRP (1826 observations), and from 07/08/2015 to 31/12/2019 for ETH (1608 observations) according to the Yahoo Finance [41]. Figure 1 shows the daily closing prices for the selected coins.

For training the models, fitting and tuning their parameters, the dataset was divided into training and test subsets in ratio of 80 and 20%. Moreover, the last 92 observations (from 01/10/2019 to 31/12/2019) were reserved for validation which was performed by out-of-sample one-step ahead forecast BTC, ETH, and XRP prices.

5. EMPIRICAL RESULTS

5.1. Feature Selection

Since we focus on ML approach of forecasting cryptocurrencies data, the main purpose of our paper is to get the most accurate one-step ahead forecast of daily prices, based on their past values and several other factors.

According to some empirical studies devoted forecasting cryptocurrencies prices [9, 42, 43], there is a...
seasonal lag which is a multiple of 7 if we use daily observations. In our opinion, this is due to the fact that cryptocurrencies (unlike traditional financial assets, for which a lag of 5 is often observed) are traded 24/7. The results of our correlation analysis also showed the existence of statistically significant lags, multiples of 7, for selected coins.

Therefore, we used the previous values of daily prices for the last four weeks as predictors (lagged daily prices \( y_{t-1}, y_{t-2}, \ldots, y_{t-28} \)). To take into account the changing trends, we used moving average prices of different orders: “fast” – 3, 5, 7 days, and “slow” – 21, 28, and 35 days.

In addition, we also included in the dataset two exogenous variables: daily trading volumes and the growth rates of daily trading volume with a lag of one day. Thus, the final dataset contains 36 features.

### 5.2. Hyper-parameters Tuning

It should be noted that hyper-parameters tuning is an important and sophisticated step of the model design. First of all, it is necessary to choose the functional form of the loss function given by Equation (5). To cover the main purpose of our study, the quadratic loss (8) was selected, which generally used for solving the regression problem.

For both of the methods (RF, and GBM), the data is randomly partitioned into training and testing sets. A GBM modification that uses such a partition is called Stochastic GBM (SGBM) [37], which we applied in this study. The training sample is used to fit the models by adding simple trees to ensembles. Testing set is used to validate their performance. For regression tasks, validation is usually measured as the average error. We selected 30\% of the dataset as test cases for both the approaches.

Since the RF is not inclined to overfitting, one can choose a large number of trees for the ensemble. We designed RF model with 500 trees. At the same time, in order for the model to be able to describe complex nonlinear patterns in data, it is necessary to use complex trees. So we have chosen a maximum of 15 levels.

Other important parameter for RF is the number of features to consider at each split. As noted in Section 3.2 for regression task it is recommended to choose this value as \( m = \frac{M}{3} \), where \( M \) is the total number of features. We tested different RF models with value \( m \) between 8 and 12.

As a stop condition for the number of trees in SGBM (boosting steps) we took the number of trees at which the error on the test stops decreasing. This is necessary in order to avoid the overfitting. For boosting, unlike the RF, the simple trees are usually used. That’s why we fitted maximum number of levels in trees and number of terminal nodes by the criteria of lowest average squared error on both training and test samples.

The final values of hyper-parameters setting are reported in Table 1.

An important parameter for GBM is the learning rate (shrinkage). Regularization by shrinkage consists of modifying the update rule (16) by tuning \( \lambda \). We selected this value on the grid search according to minimum prediction error on the test set.

The natural logarithm is derived from all features for stabilizing the variance. This is special case of Box-Cox transform.

### 5.3. Forecasting Performance

The short-term forecasts were made for the selected coins using the absolute values of prices. The target variable is the prediction value of close prices for each cryptocurrencies in the next time period (day) although we used daily observation. Both SGBM and RF models were trained with the same set of features.

For testing efficiency of both approaches, we carried out prediction prices of the selected coins on the hold out last 91 observations by using one-step ahead forecasting technique. The final results are shown in Figures 2-4.

Analysis of the graphs allows us to conclude that both of the ensemble approaches generally well approximate cryptocurrencies time series dynamics, but one can see a certain delay in the model graphs in comparison to the real data.

For comparing prediction performance of different ensembles (SGBM, and RF) we applied Mean Absolute Percentage Error (MAPE) and Root Mean Square Error (RMSE). Table 2 shows summary of the estimation accuracy for our models using these metrics.

Thus, we can conclude that both methods have the same order of accuracy for the out-of-sample dataset prediction, although boosting is somewhat more

| Parameters                          | RF   | GBM  |
|-------------------------------------|------|------|
| Loss-function                       | quadratic | quadratic |
| Training / test subsamples proportion, % | 70/30 | 70/30 |
| Random subsample rate               | 0.7  | 0.7  |
| Number of trees in ensemble         | 500  | 250  |
| Maximum number of levels in trees   | 15   | 4    |
| Maximum number of features to consider at each split | 12 | - |
| Maximum number of terminal nodes in trees | 150 | 15 |
| Minimum samples in child nodes      | 5    | -    |
| Learning rate (shrinkage)           | 0.1  |      |
accurate. The best prediction performance is produced by SGBM for XRP– 0.92 %, and the best obtained result by RF is 1.84% for XRP.

Our results are comparable in MAPE accuracy metrics with the other research. In [28], the authors obtained prediction error for Bitcion close prices (MAPE) within 1-2% by using SVM and ANN.

| TABLE 2. Out-of-sample accuracy forecasting performance results |
|---------------------------------------------------------------|
|                  | SGBM | RF |
|------------------|------|----|
| MAPE, %          |      |    |
| BTC              | 2.31 | 2.61 |
| RMSE             | 263.34 | 305.95 |
| ETH              | 3.02 | 2.26 |
| RMSE             | 5.02 | 6.72 |
| XRP              | 0.92 | 1.84 |
| MAPE, %          | 0.0029 | 0.0057 |

6. CONCLUSION AND DISCUSSION

Our research has shown the efficiency of using ML ensemble-based approaches for predicting cryptocurrency time series. According to our results, the out of sample accuracy of short-term forecasting daily prices obtained by SGBM and RF in terms of MAPE for three of the most capitalized cryptocurrencies (BTC, ETH, and XRP) was within 0.92-2.61 %.

By designing models, we explored different sets of features. Our base dataset contained only past values of the target variable with 14, 21 and 28 lag depth. In this case a larger dataset provided better training of the SGBM and RF, and gave more efficient results. The inclusion of additional features into the model, in particular technical indicators (moving averages), and trading volumes, led to an increased accuracy (MAPE) both on in- and out of samples on average from 1 to 3%.

In our opinion, forecasting accuracy can be improved by including additional features, for example, open, max, min and average prices, fundamental variables, different indicators and oscillators, such as Price rate-of-change, Relative strength index, and so on.

Future research should extend by investigating the predictive power of both features described above and others additional features. In the conclusion, we note that the proposed methodology by the development of combined ensemble of C&RT with other powerful ML models, such as NN and SVM is a promising approach to forecasting not only time series of cryptocurrencies, but also other financial time series. Moreover, it seems promising to us to use DL approaches for feature selection.
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چکیده

در این مقاله مشکلات پیش بینی کوتاه مدت سری زمانی ارز رمزنگاری شده با استفاده از یک رویکرد یادگیری ماشین تحت نظارت ML به شده است. برای این منظور، مقاله مقدماتی را پیش بینی کردیم که به شیوه یادگیری ماشین بهترین مجموعه از اطلاعاتی را ارائه می‌دهد که می‌تواند با استفاده از روش‌های یادگیری ماشین بهترین مجموعه از اطلاعاتی را ارائه دهد. برای این منظور، یک هشدار دادیم که با استفاده از روش‌های یادگیری ماشین بهترین مجموعه از اطلاعاتی را ارائه می‌دهد. برای این منظور، یک روش دیگری را پیشنهاد دادیم که با استفاده از روش‌های یادگیری ماشین بهترین مجموعه از اطلاعاتی را ارائه می‌دهد.
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