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We base our treatment largely on a series of papers formulating the cross section for molecular excitations following neutron scattering [3–5, 23, 24]. We rederive investigations of the Migdal effect), and there is an active program to try to measure the ionizing Migdal effect experimentally using Standard Model probes [18–20].

In this paper, we present for the first time two distinct directional Migdal-like effects in excitation of molecules that we call collectively the molecular Migdal effect. This can be seen as the low-energy complement of the ionizing Migdal effect of core electron shells of atoms bound in molecules (see e.g. Ref. [20]), which is isotropic and does not depend significantly on the molecular nature of the nuclear or electronic states. We focus specifically on diatomic molecules, treating them as toy examples useful in order to derive analytic expressions for the matrix elements, identify the origin of anisotropy and directionality for the molecular Migdal effect, and determine parametric scalings which can generalize to larger molecules. Due to the anisotropy inherent in the molecular states, we predict order-1 daily modulation of the Migdal signal for DM masses of 10 MeV to 1 GeV. Our qualitative results should generalize to well-oriented molecules with weak intermolecular interactions, such as aromatic organic compounds that can form molecular crystals and which already serve as excellent anisotropic targets for DM-electron scattering which could conceivably be deployed at the kilogram scale. Therefore, we will discuss the path to extending our formalism to larger molecules and how we may use existing molecular data to identify potential targets with large molecular Migdal rates.

I. INTRODUCTION

The Migdal effect, in which nuclear scattering leads to a visible electron recoil, is a promising avenue to detect sub-GeV dark matter (DM) scattering with nuclei. Such light DM is kinematically mismatched with nuclei and thus leads to very small elastic scattering energies, often below detection thresholds. However, because electrons and nuclei are coupled in all atomic, molecular, and solid-state systems, perturbations to the nuclei can induce electronic transitions. The probability of this transition is small, but since electronic transition energies are at the eV scale which is above the thresholds of existing detectors, even a small rate is favorable compared to an unobservable elastic scattering signal. The Migdal effect in atoms, in which recoiling nuclei lead to atomic excitation or ionization, has a long and interesting history, first proposed nearly a century ago in the context of alpha and beta decay [1] and subsequently rediscovered by the WIMP DM community [2]. Independently, the neutron scattering community invoked nucleus-electron correlations similar to the atomic Migdal effect to explain anomalous cross sections in compounds containing hydrogen [3–5]. The Migdal effect in the context of DM has been calculated for isolated atoms [6, 7] and semiconductors [8–10] (see also [11–17] for additional theoretical elements, identify the origin of anisotropy and directionality for the molecular Migdal effect, and determine parametric scalings which can generalize to larger molecules.
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and adapt for sub-GeV DM scattering the following results:

- Migdal excitation has a component proportional to an electronic dipole matrix element, \( \langle \psi_f | i \hat{p} | \psi_i \rangle \), where \( |\psi_i\rangle \) and \( |\psi_f\rangle \) are the initial and final electronic states, respectively. In previous work this was understood as arising from a semiclassical approximation for the struck nucleus for a contact interaction, but here we show that it arises simply from the mismatch between the center of mass (COM) of the nuclei and the COM of the entire molecule including the electrons. This component of the Migdal effect, which we refer to as the center-of-mass recoil (CMR), thus requires no restrictions on the size of the momentum transfer and holds equally well for scattering through a long-range force.

- There is a second component of the Migdal excitation probability, arising from corrections to the Born-Oppenheimer (BO) approximation. Such an effect does not exist for atoms with a single nucleus, but instead describes the behavior of molecular systems where electronic and nuclear motion may be parametrically separated because of the small ratio \( m_e/M \), where \( M \) is the nuclear mass. The many-body ground state of the molecule contains admixtures of excited electronic states with coefficients of order \( m_e/M \), referred to in the literature as a non-adiabatic coupling (NAC), a nomenclature we adopt. The NAC gives the ground state a nonzero overlap with excited electronic states, yielding a Migdal matrix element proportional to \( \langle \psi_f | \nabla \rho \psi_i \rangle \) where \( \nabla \rho \) is the gradient with respect to the nuclear separation \( \vec{\rho} \).

We show that both CMR and NAC probabilities have identical parametric scalings, and compute the relevant electronic matrix elements for some simple diatomic molecules (\( \text{H}_2^+ \), \( \text{N}_2 \), and \( \text{CO} \), selected due to their computational feasibility) to show the interplay of these two effects. Interestingly, the CMR and NAC Migdal effects have orthogonal selection rules: the dipole matrix element connects electronic states of opposite parity, while the NAC matrix element connects states of like parity.\(^1\) This allows for the two molecular Migdal components to be distinguished experimentally, since these transitions typically have well-separated energies.

In addition, we point out the following new result concerning the directional dependence of the scattering.

Consider a situation where the internuclear axis is fixed along a particular direction \( \hat{\rho}_0 \). This is perhaps unrealistic for diatomic molecules, but accurately describes a molecular crystal where molecules have a fixed orientation within a unit cell because the crystal spontaneously breaks rotational invariance. Defining an anisotropy parameter

\[ \eta = \hat{q} \cdot \hat{\rho}_0, \]

where \( \hat{q} \) is the momentum transfer of the interaction, there are now two sources of anisotropy in the Migdal excitation probability:

- Both CMR and NAC matrix elements inherit the anisotropy of the electronic wavefunctions, since the dipole matrix element and the NAC gradient matrix element both point along the direction of the molecular axis \( \hat{\rho}_0 \). In both cases the Migdal probability carries a factor of \( \eta^2 \).

- Both CMR and NAC contain nuclear matrix elements schematically of the form \( \langle \chi_f | e^{i \vec{q} \cdot \vec{\rho}} | \chi_i \rangle \) where \( |\chi_i\rangle \) and \( |\chi_f\rangle \) are nuclear states. Squaring and evaluating this matrix element yields additional anisotropy of the form \( \eta^{2n} \exp \left( -\frac{q^2}{2 \mu \omega^2} \eta^2 \right) \), where \( \mu \) is the reduced mass of the nuclei, \( \omega \) is a characteristic vibrational frequency, and \( n \) depends on the vibrational final state with the largest overlap with the initial state. The factor \( q^2/(2\mu \omega) \) in the exponential can be order-1 for sub-GeV DM and thus the directionality of the scattering rate depends strongly on the DM mass.

The anisotropy of the Migdal excitation probability leads to the appealing possibility of directional detection, which (as in the case of DM-electron scattering) does not depend on observing the direction of any final states, but rather yields a sidereal daily modulation in the rate of e.g. photons emitted from the de-excitation of the excited molecular state. While diatomic molecules have already been proposed as possible targets for DM-nuclear scattering \(^{25,26}\), in a typical experimental situation with gas detectors, the molecules will be in their rotational ground state, which is isotropic. Thus, the directional dependence we have identified will average out and disappear. However, in larger molecules with fixed orientation, for example organic scintillator crystals, the large daily modulation should persist. As we will show, the daily modulation from the molecular Migdal effect is not a threshold effect, and persists at the \( \mathcal{O}(1) \) level even for DM masses well above the kinematic threshold for electronic excitation.

This paper is organized as follows. In Sec. II we review the non-adiabatic corrections to the BO approximation in diatomic molecules, compute the electronic transition probability following a nuclear scattering event to leading order in \( m_e/M \), and identify the CMR and NAC components of the molecular Migdal effect. In Sec. III we

\(^1\) Despite the nomenclature, the CMR effect exists even if the COM is fixed and does not actually recoil.

\(^2\) We will focus exclusively on molecular orbitals consisting of valence electrons, but since molecular spectroscopic notation is possibly unfamiliar to some physicists, the like-parity transitions are analogous to 1s \( \rightarrow \) 2s in atomic hydrogen, and those of opposite parity are analogous to 1s \( \rightarrow \) 2p.
functions. This factorization only holds in the strict limit when
\[ \sum_{n} \langle n | V_{NN} | n \rangle = 0, \]

where \( m_e = 1 \) and \( M_i \) are the nuclear masses.

To see this, we start from the Schrödinger equation for a diatomic molecule with
\[ i \hbar \frac{\partial \Psi}{\partial \tau} = \hat{H} \Psi, \]

where \( \hat{H} = H_{\mathrm{ele}} + H_{\mathrm{NN}} \) and \( H_{\mathrm{ele}} \) is the electronic Hamiltonian.

II. THE MOLECULAR MIGDAL EFFECT

A diatomic molecule has a many-body wavefunction
\[ \Psi(R_1, R_2, r_{e,i}) \]

where \( R_1, R_2 \) are the nuclear positions, and \( r_{e,i} \) are the electron positions. In the BO approximation, the electrons are treated as responding instantaneously to changes in the nuclear positions, and the wavefunction factorizes into a product of nuclear and electronic wavefunctions.

This factorization only holds in the strict limit \( m_e/M_i \rightarrow 0 \), though, where \( M_i \) are the nuclear masses. To see this, we start from the Schrödinger equation for the molecule:

\[ \frac{1}{m_e} \sum_{i} \nabla_i^2 \Psi + \left( \frac{\nabla_{R_1}^2}{M_1} + \frac{\nabla_{R_2}^2}{M_2} \right) \Psi + 2(E - V) \Psi = 0 \]

where \( E \) is the energy of the state \( \Psi \), and \( V = V_{ee} + V_{eN} + V_{NN} \) is the potential which contains electron-electron, electron-nucleus, and nucleus-nucleus interactions, respectively. The BO ansatz is

\[ \Psi(R_1, R_2, r_{e,i}) \approx \theta(R_{CM}) \chi^{(\alpha)}(R_1, R_2) \psi_\alpha(r_e; \rho_\alpha). \]

Here, \( \theta \) is the overall COM motion, \( \chi^{(\alpha)} \) depends only on the nuclear positions, and \( \psi_\alpha \) is an electronic wavefunction which depends parametrically on the equilibrium separation between the two nuclei, \( \rho_\alpha \), and for which the electronic coordinate \( r_e \) is taken with respect to the COM of the molecule, \( r_e = r_{e,i} - R_{CM} \).

Neglecting the COM motion which always factors out, the Schrödinger equation approximately separates as

\[ \frac{1}{m_e} \sum_{i} \nabla_i^2 \psi_\alpha + 2(e_\alpha - V_{ee} - V_{eN}) \psi_\alpha = 0, \]

\[ \left( \frac{\nabla_{R_1}^2}{M_1} + \frac{\nabla_{R_2}^2}{M_2} \right) \chi^{(\alpha)} + 2(E - e_\alpha - V_{NN}) \chi^{(\alpha)} = 0. \]

The first equation determines the electronic state \( \psi_\alpha \) and its energy eigenvalue \( e_\alpha \) for fixed nuclear positions, and the second determines the nuclear state given \( e_\alpha \), as illustrated in Fig. 1. Likewise, vibrational excitations above this equilibrium state depend on \( \alpha \), which we emphasize with our notation \( \chi^{(\alpha)} \).

The terms neglected in the separation of the Schrödinger equation are of the form \( \frac{1}{M_1} \nabla_{1,2}^2 \chi^{(\alpha)} \nabla_{1,2} \psi_\alpha \) and \( \frac{2}{M_{1,2}} (\nabla_{1,2} \psi_\alpha)(\nabla_{1,2} \chi^{(\alpha)}) \). As anticipated, these vanish as \( M_{1,2} \rightarrow \infty \), but treated as a perturbation to \( V_{NN} \) in time-independent perturbation theory, they will correct the electronic wavefunctions, leading to the NAC Migdal effect\(^3\) as we describe further in Sec. III below.

The relevant squared matrix element for a Migdal transition to a particular electronic state \( \psi_\alpha \) in a diatomic molecule, through a momentum deposit \( q \) from the DM, is

\[ P^{(\alpha)} = \sum_{\gamma} \langle \Psi_\gamma | a_1 e^{iq\cdot R_1} + a_2 e^{iq\cdot R_2} | \Psi_0 \rangle^2 \]

where \( \Psi_0 \) is the molecular ground state and the sum over \( \Psi_\gamma \) contains all final nuclear states \( \chi^{(\alpha)} \) associated with \( \psi_\alpha \)\(^\dagger\). We have allowed for the possibility that DM may couple differently to nuclei 1 and 2 by including arbitrary (real) coefficients \( a_1 \) and \( a_2 \) (the analogues of different neutron scattering lengths in the case of neutron-molecule scattering). For sub-GeV DM, the momentum

\[ 3 \text{ Strictly speaking, Eq. (6) should contain an energy-conserving delta function } \delta(E' - E_0) \text{ inside the sum, but since the nuclear energies are much smaller than the electronic energies } e_\alpha, E' \approx e_\alpha \text{ for all terms in the sum and the delta function can be approximately factored out. We will restore the delta function in Sec. III below.} \]
transfer is always smaller than the inverse nuclear radius, so the interaction is always coherent over the nucleus and the nuclear form factor is unity. A long-range DM interaction may be accommodated by adding a factor of $1/q^2$ in the matrix element, as well as screening effects by e.g. multiplying $a_{1,2}$ by atomic form factors.

Because we have in mind the application of the Migdal effect to solid-state systems, in particular scintillation transitions in molecular crystals, we will narrow our focus from the general expression (6) in two ways:

1. We will only consider bound final states, both for the electrons and the nuclei, as shown in Fig. 1. The total Migdal rate, which includes both ionized electron states and dissociated nuclear states, will necessarily be larger, but the signals are expected to be experimentally distinct. The signature of a single electronic excitation is a narrow spectral line. In contrast, ionization of inner shell electrons leads to broad, energetic spectra that must be distinguished from the ionization accompanying the elastic nuclear recoil [20].

2. We will neglect both COM motion of the molecule and rotational excitations, since these will be highly suppressed in a crystal compared to vibrational modes. In particular, we do not take the nuclear ground state to be the isotropic rotational ground state where the direction of the molecular axis is undetermined, but rather fix $\hat{\rho}_0 = \hat{z}$, and likewise for the excited nuclear states. In this setup, the nuclear wavefunctions $\chi^{(n)}_\alpha(\rho)$ are then a function only of the nuclear separation,

$$\rho = |\vec{R}_2 - \vec{R}_1|, \quad (7)$$

and may be labeled by a single integer $n$ characterizing the vibrational level. Furthermore, all dot products of the form $\vec{q} \cdot \vec{\rho}$ can then be written as $q \rho \eta$, where $\eta$ is the anisotropy parameter defined in Eq. (1).

In what follows, we will compute Eq. (6) to leading order in $m_e/M_{1,2}$, and find schematically

$$P^{(\alpha)} = P^{(\alpha)}_{\text{CMR}} + P^{(\alpha)}_{\text{NAC}} \quad (8)$$

$$= P^{(\alpha)}_N \times \left( P^{(\alpha)}_{e,\text{CMR}} + P^{(\alpha)}_{e,\text{NAC}} \right) \quad (9)$$

$$\sim O(1) \times \left( \frac{m_e}{M} \right)^2 (qa_0)^2 \quad (10)$$

where $a_0$ is the Bohr radius, $M = M_1 + M_2$, and $P^{(\alpha)}_N$ and $P^{(\alpha)}_e$ are squared nuclear and electronic matrix elements, respectively. In particular we will find that the nuclear matrix elements for both CMR and NAC are order-1 for states $\alpha$ with large nuclear wavefunction overlaps with the ground state, and that the CMR and NAC electronic matrix elements have identical parametric scalings as shown in Eq. (10).

### A. CMR Migdal Effect

In a diatomic molecule, the individual nuclear coordinates $\vec{R}_{1,2}$ are related to the COM and relative coordinates as follows:

$$\vec{R}_1 = \vec{R}_{CM} - \frac{\mu}{M_1} \vec{\rho} - \frac{m_e}{M} \sum_i \vec{r}_i \quad (11)$$

$$\vec{R}_2 = \vec{R}_{CM} + \frac{\mu}{M_2} \vec{\rho} - \frac{m_e}{M} \sum_i \vec{r}_i \quad (12)$$

where $\mu = M_1 M_2/M$ is the reduced nuclear mass and $\vec{\rho} = \vec{R}_2 - \vec{R}_1$ is the nuclear separation vector.

Note that because the COM of the molecule includes contributions from the electronic coordinates, the nuclear coordinates contain admixtures of the relative electron coordinates with coefficients $m_e/M$. As a result, the CMR contribution to $P^{(\alpha)}$ is

$$P^{(\alpha)}_{\text{CMR}} = \left| \langle \psi_\alpha | e^{-i \frac{4\pi}{a_0} \vec{q} \cdot \vec{\rho} \sum_i \vec{r}_i} | \psi_0 \rangle \right|^2 \times P^{(\alpha)}_{N,\text{CMR}} \quad (13)$$

where $P^{(\alpha)}_{N,\text{CMR}}$ is the squared nuclear matrix element

$$P^{(\alpha)}_{N,\text{CMR}} = \sum_n \left| \langle \chi^{(n)}_\alpha | a_1 e^{-i \frac{4\pi}{a_0} \vec{q} \cdot \vec{\rho} \eta} + a_2 e^{i \frac{4\pi}{a_0} \vec{q} \cdot \vec{\rho} \eta} | \chi^{(0)}_\alpha \rangle \right|^2 \quad (14)$$

summed over vibrational states $\chi^{(n)}_\alpha$ associated with the electronic state $\alpha$. In the particular case of a homonuclear diatomic molecule, where $a_1 = a_2 = a$ and $\mu/M_1 = \mu/M_2 = 1/2$, we have

$$P^{(\alpha)}_{N,\text{CMR}} \rightarrow 4a^2 \sum_n \left| \langle \chi^{(n)}/2 | \cos(q \eta^{\alpha}) \rangle \right|^2 \quad (\text{hom.}) \quad (15)$$

In the electronic matrix element, the typical kinematics of sub-GeV DM are such that $(m_e/M)q \ll a_0$ and thus the exponential may be Taylor-expanded to yield an electronic excitation probability

$$P^{(\alpha)}_{e,\text{CMR}} \approx \left( \frac{m_e}{M} \right)^2 \left| \vec{q} \cdot \left< \psi_\alpha | \sum_i \vec{r}_i | \psi_0 \right> \right|^2 \quad (16)$$

analogous to similar results for atomic systems which have been obtained under various sets of assumptions [13, 14, 27]. For diatomic molecules, the dipole matrix element will always point along the molecular axis, and therefore for fixed orientation $\vec{\rho}_0$, we can write

$$\left< \psi_\alpha | \sum_i \vec{r}_i | \psi_0 \right> \equiv D_{\alpha 0} \vec{\rho}_0 \quad (17)$$
and
\[ P_{\text{e,CMR}}^{(\alpha)} = \left( \frac{m_e}{M} \right)^2 q^2 \eta^2 |D_{\alpha 0}|^2. \]  

We note that this result was also derived earlier in the context of neutron scattering in Ref. [3]. Furthermore, \( D_{\alpha 0} \) can be experimentally determined using spectroscopy since it is essentially the oscillator strength of the transition, allowing a data-driven prediction of the CMR Migdal rate [7]. Since \( P_{\text{e,CMR}}^{(\alpha)} \) is already proportional to \((m_e/M)^2\), we do not need to include the non-adiabatic corrections to \( \Psi_0 \) or \( \Psi_{\alpha}^{(\alpha)} \) at this order.

**B. NAC Migdal Effect**

The NAC component of the molecular Migdal effect arises from corrections to the wavefunctions rather than the coordinates, so we may ignore the electronic coordinates in Eqs. (11)–(12) to leading order in \( m_e^2/M^2 \). We then compute the matrix element in Eq. (6) as follows, setting \( R_{\text{CM}} = 0 \) as we are ignoring COM motion:

\[ M^{(\alpha)}_{\text{NAC}} = \langle \Psi_0 | \frac{1}{\mu} \nabla_\alpha \cdot \nabla_\rho | \Psi_\alpha^{(\alpha)} \rangle. \]  

We now include non-adiabatic corrections to the wavefunctions. Consider a total wavefunction \( \Psi_\alpha \) which can be expressed as \( \chi^{(\alpha)}(\psi + \delta \psi_\alpha) \), where \( \psi_\alpha \) is the unperturbed electronic wavefunction in the BO approximation. As we show in Appendix A, the effective perturbing potential in the electronic Schrödinger equation is given by

\[ \delta V = -\frac{1}{\mu} \nabla \chi \cdot \nabla_\rho. \]  

Note that when the orientation of the molecular axis is fixed, \( \nabla_\rho \equiv d/d\rho \) is an ordinary derivative. We can thus apply first-order perturbation theory to the electronic wavefunctions only,

\[ \delta \psi_\alpha = \sum_{\alpha' \neq \alpha} \frac{\langle \psi_{\alpha'} | \delta V | \psi_\alpha \rangle}{\epsilon_\alpha - \epsilon_{\alpha'}} \psi_{\alpha'}, \]

which shows as long as the perturbation matrix element does not vanish, the ground state with \( \alpha = 0 \) contains admixtures of the excited electronic states, and vice versa.

Multiplying by the nuclear wavefunction \( \chi^{(\alpha)} \), we identify the first non-adiabatic correction to the molecular wavefunction,

\[ \delta \Psi_\alpha = \frac{1}{\mu} (\nabla_\rho \chi^{(\alpha)}) \cdot \sum_{\alpha' \neq \alpha} \frac{\vec{G}_{\alpha'\alpha}}{\epsilon_{\alpha'} - \epsilon_\alpha} \psi_{\alpha'}(\vec{r}_i; \rho_\alpha'), \]

where \( \epsilon_\alpha \) are the energies of the electronic states \( \alpha \) (the eigenvalues of the electronic equation [4]), and the non-adiabatic coupling vectors \( \vec{G}_{\alpha'\alpha} \) are defined as

\[ \vec{G}_{\alpha'\alpha} = \int \prod_i d^3 \vec{r}_i \psi_{\alpha'}^*(\vec{r}_i; \rho_\alpha) \left( \frac{\partial}{\partial \rho} \psi_{\alpha}(\vec{r}_i; \rho) \right)_{\rho = \rho_\alpha}. \]

Note that the gradient is evaluated at the equilibrium position \( \rho_\alpha \) for the state \( \alpha \). Furthermore, only wavefunctions \( \psi_{\alpha'} \) with the same symmetry as the ground state contribute to the sum since only those can experience avoided crossings, as opposed to real crossings between states with distinct symmetry. With fixed molecular orientation, the non-adiabatic coupling vectors always point along the molecular axis, so we can write

\[ \vec{G}_{\alpha'\alpha} \equiv G_{\alpha'\alpha} \hat{\rho}_\alpha. \]

The wavefunction corrections \( \delta \Psi_\alpha \) yield nonzero matrix elements in Eq. (19), despite the fact that the operator in Eq. (19) only contains nuclear coordinates, because (for example) \( \langle \Psi_\alpha | \delta \Psi_0 \rangle \propto G_{\alpha 0} \psi_\alpha^*(\psi_\alpha) = G_{\alpha 0} \) by orthonormality of the BO wavefunctions. As we show in Appendix A the NAC matrix element for a final state at vibrational level \( n \) is given by

\[ M_{\text{NAC},n}^{(\alpha)} = \frac{i g \eta G_{\alpha 0}}{\epsilon_\alpha - \epsilon_0} \times \left( \frac{\langle \chi_n^{(\alpha)} | a_1 e^{-i \frac{\eta}{M_1} q \rho \eta} | \chi_0 \rangle - \langle \chi_n^{(\alpha)} | a_2 e^{+i \frac{\eta}{M_2} q \rho \eta} | \chi_0 \rangle}{M_1 - M_2} \right), \]

where \( \epsilon_0 \) is the ground-state electronic energy.

To facilitate comparison to the CMR matrix elements, we can write the NAC probability as

\[ P_{\text{e,NAC}}^{(\alpha)} = \sum_n \left| M_{\text{NAC},n}^{(\alpha)} \right|^2 \equiv P_{\text{e,NAC}}^{(\alpha)} \times P_{\text{N,NAC}}^{(\alpha)} \]

where

\[ P_{\text{e,NAC}}^{(\alpha)} = \frac{q^2 \eta^2 |G_{\alpha 0}|^2}{M^2 (\epsilon_\alpha - \epsilon_0)^2} \]

and

\[ P_{\text{N,NAC}}^{(\alpha)} = \frac{1}{\mu} \sum_n \left( \left| \langle \chi_n^{(\alpha)} | a_1 \frac{M_2}{\mu} e^{-i \frac{\eta}{M_1} q \rho \eta} - a_2 \frac{M_1}{\mu} e^{+i \frac{\eta}{M_2} q \rho \eta} | \chi_0 \rangle \right|^2 \right). \]

In the homonuclear case \( (M_1 = M_2 \text{ and } a_1 = a_2 = a) \),

\[ P_{\text{N,NAC}}^{(\alpha)} \rightarrow 16 a^2 \sum_n \left| \langle \chi_n^{(\alpha)} | \sin(q \rho \eta/2) | \chi_0 \rangle \right|^2 \text{ (hom.)}. \]

The prefactor is larger by a factor of \( 2^2 = 4 \) compared to Eq. (14), which originates from the fact that the NAC matrix elements scale inversely with the individual nuclear masses rather than the total mass of the molecule. In the case of a larger homonuclear molecule with \( N \) identical atoms, this factor scales as \( (M_1 \sum N_i (M_i)^{-1})^2 = N_0^2 \) from reduced mass considerations. Therefore, we might expect that the NAC Migdal effect becomes significantly more dominant for larger molecules.
C. Parametric scaling of CMR and NAC

The nuclear matrix elements for CMR and NAC are parametrically identical for diatomic molecules, as can be seen directly from Eqs. [14] and [28], up to the factor of 4 mentioned above. Therefore, the parametric scaling of the CMR and NAC components of the Migdal probability \( P^{(n)} \) will be determined primarily by the electronic matrix elements. For generic states \( \psi_i \) which do not violate selection rules, the dipole matrix element \( D_{i0} \) which governs the CMR rate is proportional to \( a_0 \), so from Eq. (18) we have (dropping factors of the anisotropy parameter \( \eta \) for the purposes of this parametric estimate)

\[
P_{e,\text{CMR}} \sim \left( \frac{m_e}{M} \right)^2 (q a_0)^2,
\]

as was previously derived for atomic systems [13, 14]. For NAC, \( \nabla \rho \sim 1/a_0 \) and hence \( G_{i0} \sim 1/a_0 \), so we have from Eq. (27)

\[
P_{e,\text{NAC}} \sim \frac{N_n^2 q^2}{M^2 a_0^2 (\Delta E)^2},
\]

where we have attached the factor of \( N_n^2 \) from the nuclear matrix element to emphasize its role for larger molecules. In molecular systems, \( \Delta E \) is of order the Rydberg constant \( \alpha_{\text{EM}} m_e \), and \( a_0 = (\alpha_{\text{EM}} m_e)^{-1} \), where \( \alpha_{\text{EM}} \approx 1/137 \) is the fine-structure constant. Substituting and rearranging terms yields

\[
P_{e,\text{NAC}} \sim \frac{N_n^2 q^2 \alpha_{\text{EM}} m_e}{M^2 a_0^2 (\Delta E)^2} = N_n^2 \frac{m_e}{M} \left( \frac{q^2}{\alpha_{\text{EM}} m_e} \right) \frac{m_e}{M}
\]

\[
= N_n^2 \left( \frac{m_e}{M} \right)^2 (q a_0)^2,
\]

which is parametrically identical to \( P_{e,\text{CMR}} \) up to the factor of \( N_n^2 \).

As we have noted, though, CMR and NAC obey orthogonal selection rules (and thus their scattering amplitudes do not interfere), since the dipole operator \( \hat{r}_i \) only connects states of opposite electronic parity while the nuclear gradient \( \nabla \rho \) preserves electronic parity. That said, in molecules where states of both parities have similar energies, we generically expect the CMR and NAC probabilities to be equal within an order of magnitude or so. Note that without including NAC, one might have expected that Migdal transitions which are dipole-forbidden would be suppressed by an additional power of \( \left( \frac{q a_0}{\alpha_{\text{EM}} m_e} \right)^2 \ll 1 \) from expanding the exponential to the next order. In fact, though, the probabilities are much larger; as we will see, NAC typically dominates over CMR in diatomic molecules, due in part to the factor of \( N_n^2 \).

D. Examples: \( \text{H}_2^+ \), \( \text{N}_2 \), \( \text{CO} \)

We calculated the electronic matrix elements relevant for the NAC Migdal effect in \( \text{N}_2 \) and \( \text{CO} \) using the multi-reference-configuration-interaction (MRCI) method available in MOLPRO 2019.2 [28]. The derivative operator

\[
\left\langle \psi_\alpha \left( \vec{r}_i ; \rho_\alpha \right) \left| \frac{\partial}{\partial \rho} \right| \psi_0 \left( \vec{r}_i ; \rho_0 \right) \right\rangle,
\]

is numerically implemented as the average of a forward and backward difference scheme using a step size of 0.05a_0 around the equilibrium separation \( \rho_0 \) of the ground electronic state (2.07a_0 for \( \text{N}_2 \) [29] and 2.13a_0 for \( \text{CO} \)). For each of the geometries, we employ a Multi-Configuration Self-Consistent Field (MCSCF) calculation with a full valence active space with two frozen orbitals to obtain a set of natural orbitals necessary for the MRCI calculation, in which two states of the same symmetry as the ground state are included. The calculations are carried out by employing the AVQZ basis set [31] for each atom. As a result, we obtain the matrix elements between the ground electronic state (\( X^1\Sigma \)) and the first excited state with the same symmetry as

\[
|G_{i0}|, (\epsilon_\alpha - \epsilon_0) = \begin{cases} 0.64a_0^{-1}, & (12.4 \text{ eV}), \quad \text{N}_2, \\ 1.50a_0^{-1}, & (10.8 \text{ eV}), \quad \text{CO}. \end{cases}
\]

where we have also given the electronic energies of the relevant states with respect to the ground state.

At the same level of theory and basis set, we have also computed the transition dipole moment \( D_{i0} \) between the ground state and the first dipole-allowed electronic state at the equilibrium distance, and find

\[
|D_{i0}|, (\epsilon_\alpha - \epsilon_0) = \begin{cases} 0.70a_0, & (12.6 \text{ eV}), \quad \text{N}_2, \\ 0.62a_0, & (8.1 \text{ eV}), \quad \text{CO}. \end{cases}
\]

In the case of \( \text{N}_2 \), the electronic states \( ^1\Sigma_g^+ \) and \( ^1\Pi_g \) are strongly mixed [32, 33]; however in our case, using two \( ^1\Sigma_g^+ \) states and two \( ^1\Pi_g \) states in the MCSCF calculation, we find a transition dipole moment which agrees with the expected range of values due to the strong mixing. In the case of \( \text{CO} \), we proceed in the same way. However, since the point group shows \( C_2 \) symmetry, we include two states of symmetry \( A_1 \) and two states of symmetries \( B_1 \) and \( B_2 \) in the MCSCF calculation, yielding a transition dipole moment which agrees with previous calculations [34, 37].

In the spirit of treating diatomic molecules as simple toy examples, we also investigated the simplest diatomic molecule, \( \text{H}_2^+ \), which contains a single electron. Indeed, this molecule was studied in the first neutron scattering paper on the Migdal effect [23]. Because the 3-body Schrödinger equation is separable in the BO approximation, the electronic wavefunctions can be determined by direct numerical integration without needing to approximate them by a basis set of atomic orbitals. We determined the electronic wavefunctions following Ref. [35], using a step size of 0.02a_0 to calculate the NAC gradients. We find

\[
|G_{i0}|, (\epsilon_\alpha - \epsilon_0) = 0.14a_0^{-1} (11.6 \text{ eV}), \quad \text{H}_2^+.
\]
However, as we will see in Sec. III, the large change in equilibrium separation, from $\rho_0 = 2.04a_0$ for the ground state to $\rho_0 = 8.83a_0$ for the first NAC state, as well as the large change in the vibrational energies, gives exponentially small overlaps for the nuclear states and hence an atypically small Migdal rate compared to generic diatomic molecules.\footnote{At small $q$, which corresponds to small DM masses, this is equivalent to the statement that the Franck-Condon factor for the transition is very small.} Furthermore, the possible CMR states are so weakly bound that they have only been studied theoretically, and they have the same issues with large mismatches in the nuclear wavefunctions. As a result, we will focus the subsequent discussion on CO and N$_2$ rather than H$_2^+$.  

E. Comparison to inclusive Migdal rates

In Refs. [5, 23], it was noted that for NAC, an approximate sum rule can be used to estimate the inclusive probability $1 - P^{(0)}$ for a transition to any electronic state above the ground state (including the contributions from ionization, rotational nuclear states, and dissociated molecular states):

$$1 - P^{(0)} \approx \frac{\bar{q}^2}{M^2 \xi^2} \langle \nabla_\rho \psi_0 \nabla_\rho \psi_0 \rangle,$$

where $\bar{q}$ is an “average” electronic energy above the ground state, which strictly speaking is ill-defined for an inclusive probability. Unfortunately, $1 - P^{(0)}$ can not be calculated with standard quantum chemistry methods since it requires at least two electronic states with the same symmetry. In other words, at least two states are needed to see an avoided crossing associated with the NAC effect. However, we estimate an upper bound on $1 - P^{(0)}$ by considering the inner product of the orbital parts of $\psi_0$ alone. This yields $\langle \nabla_\rho \psi_0 \nabla_\rho \psi_0 \rangle \approx 600a_0^{-2}$ for N$_2$ and $\approx 700a_0^{-2}$ for CO. Taking $\bar{q}$ to be the first ionization potential of the molecule (15.6 eV for N$_2$ and 14.0 eV for CO) as a representative average between bound and continuum states, we can estimate

$$P^{(\alpha)} \geq \frac{1 - P^{(0)}}{1} \geq \begin{cases} 1 \times 10^{-3}, & \text{N}_2, \\ 5 \times 10^{-3}, & \text{CO}. \end{cases}$$

Ref. [23] already calculated $1 - P^{(0)}$ for H$_2^+$, finding that it was $10^3$ larger than the transition probability $P^{(\alpha)}$ to the first available electronic state, assuming the nuclear wavefunction remains in the $n = 0$ state of the new electronic potential. However, we can understand this large hierarchy between the exclusive and inclusive probabilities as being due to the significant mismatch between the equilibrium separations for the two states. This is to be contrasted with the cases of CO and N$_2$, where the large nuclear overlaps and large values of $G_{5,0}$ result in the transition to the first NAC state giving a contribution to the inclusive rate which is an order of magnitude larger than in H$_2^+$.  

While the above estimates suggest that all of our projected sensitivities in these molecules may be further improved by 2–3 orders of magnitude by using the inclusive excitation rate, as we have alluded to in the Introduction, excitation to continuum states may be more difficult to detect than bound states. Furthermore, the inclusive matrix element is isotropic due to a sum over all possible rotational states, so in order to identify the daily modulation signal, we focus on the exclusive Migdal probabilities as we discuss in the following Sec. III.

III. DAILY MODULATION FROM THE MIGDAL EFFECT

A. Anisotropies from electronic and nuclear matrix elements

As we have seen in the previous section, there are two sources of anisotropy in the Migdal probability $P^{(\alpha)}$. The first comes from the dot product of the momentum transfer $\bar{q}$ with either the molecular dipole (for CMR) or the nuclear gradient (for NAC), both of which point along the molecular axis and yield $P^{(\alpha)} \propto q^2$. The second comes from the nuclear matrix elements, Eqs. [14] and [28], which contain factors of $q$ in the exponent.

To gain some intuition for the anisotropy from the nuclear matrix elements, consider the case where the states $|\chi_n^{(\alpha)}\rangle$ are governed by the same 1-dimensional harmonic oscillator potential as the ground state $|\chi_0\rangle$, with the same oscillator frequency $\omega$ and the same equilibrium separation. This is true at the percent level for the NAC transitions in N$_2$ and CO (see Fig. 2) due to the fact that these molecules are highly covalent, though not for H$_2^+$ or for the CMR states for N$_2$ and CO. In this case, the matrix elements are [20]:

$$\langle \chi_n^{(\alpha)} | e^{i\tilde{q}_i \cdot \vec{r}} | \chi_0 \rangle \propto \eta^n \left( \frac{q_{1,2}}{\sqrt{\omega}} \right)^n \exp \left( -\frac{\tilde{q}_{1,2}^2 \eta^2}{4\mu \omega} \right),$$

where $q_{1,2}$ stands for $(\mu/M_1)q$ or $(\mu/M_2)q$ as appropriate and we have dropped normalization constants. Squaring this directly yields a Poisson distribution, but in our case we have to sum over two terms with different $\tilde{q}$ weighted by $a_{1,2}$. Regardless, it is clear that there is strong dependence on $\eta$ governed by the typical value of the momentum transfer, which is in turn determined by the DM mass. We therefore expect large modulation with amplitude and phase both depending on the DM mass. We derive the general expression for the matrix element, with different oscillator frequencies and equilibrium separations for the initial and final states, in terms of Hermite polynomials in Appendix B.
For simplicity, consider a model of DM-nuclear scattering where DM couples equally to protons and neutrons. The molecular Migdal rate per unit mass is

$$R^{(\alpha)}(t) = \frac{N_A}{m_{molar}} \frac{\rho_\chi}{m_\chi} \tilde{\sigma}_n \int \frac{d^3\vec{q}}{4\pi} g_0(\vec{q}, t) F_{DM}^2(\vec{q}) P^{(\alpha)}(\vec{q}),$$

(40)

where $m_{molar}$ is the mass of the target molecule, $m_{molar}$ is its molar mass, $N_A$ is Avogadro’s number, $\tilde{\sigma}_n$ is a fiducial DM-nucleon cross section, $\mu_\chi$ is the DM-nucleon reduced mass, $F_{DM}(\vec{q})$ is the DM form factor which is equal to 1 for a heavy mediator and is proportional to $1/\vec{q}^2$ for a light mediator. Note that for homonuclear molecules, $P^{(\alpha)} \propto A^2$ where $A$ is the mass number, and we have emphasized that $P^{(\alpha)}$ is a function of the momentum transfer $\vec{q}$ (both magnitude and direction, through the anisotropy parameter $\eta$).

The time dependence of the rate arises from the DM velocity distribution (which we take to be the Standard Halo Model for ease of comparison with the literature) via

$$g_0(\vec{q}, t) = \frac{\pi^{3/2} v_0^3}{q N_0} \left( e^{-v_0^2/3 q^2} - e^{-v_{esc}^2/3 q^2} \right).$$

(41)

Here

$$N_0 = \pi^{3/2} v_0^3 \left[ \text{erf} \left( \frac{v_{esc}}{v_0} \right) - \frac{2}{\sqrt{\pi}} \frac{v_{esc}}{v_0} \exp \left( -\frac{v_{esc}^2}{v_0^2} \right) \right]$$

(42)

is a normalization constant depending on the dispersion $v_0 = 220$ km/s and the escape velocity $v_{esc} = 544$ km/s, and

$$v_-(\vec{q}, t) = \min \left( v_{esc}, \frac{\Delta E}{q} + \frac{q}{2m_\chi} + \vec{v}_\parallel(t) \cdot \vec{q} \right)$$

(43)

is the minimum velocity consistent with energy-momentum conservation, taking $\Delta E$ to be the total energy transfer to the molecule (electronic plus nuclear energies), as shown in Fig. [1]. Since $v_-$ arises from integrating the energy-conserving delta function implicit in $P^{(\alpha)}$, as noted in Sec. [II] above, it is often sufficient to approximate $\Delta E$ by just the electronic energy, but strictly speaking each term in the sum over the final nuclear states should be weighted by its own $g_0$ with the appropriate value of $\Delta E$ in $v_-$. We adopt conventions consistent with Refs. [22, 41] where the molecular axis $\hat{z}$ points in the direction of the DM wind at $t = 0$, and the Earth velocity is described by

$$\vec{v}_\parallel(t) = |\vec{v}_\parallel| \begin{pmatrix} \sin \theta_e \sin \vartheta \\ \sin \theta_e \cos \vartheta (\cos \vartheta - 1) \\ \cos^2 \theta_e + \sin^2 \theta_e \cos \vartheta \end{pmatrix},$$

(44)

where $\vartheta(t) = 2\pi \times \frac{(t - t_0)}{24 h}$ has the period of a sidereal day, $\theta_e \approx 42^\circ$, and we take $|\vec{v}_\parallel| = 234$ km/s.

C. Daily modulation and sensitivity

Using Eq. [40] along with the previously computed $P^{(\alpha)}_{CMR}$ and $P^{(\alpha)}_{NAC}$, we can compute the daily modulation amplitudes $R^{(\alpha)}(t)/\langle R^{(\alpha)} \rangle$ where $\langle R^{(\alpha)} \rangle$ is the time-averaged rate, as well as exclusion limits on $\tilde{\sigma}_n$ for our toy examples. Since $P^{(\alpha)} \propto q^2$, the integrand peaks at large $q$ and heavy-mediator models with $F_{DM} = 1$ will maximize the rate. For H$_2^+$, we numerically determined the complete spectrum of bound nuclear states corresponding to the excited electronic state; however, as alluded to previously, the large difference in equilibrium separations for the two relevant electronic states leads to exponentially small nuclear wavefunction overlaps, and thus we do not consider H$_2^+$ further because it is not a particularly representative example.

For CO and N$_2$, we modeled the effective potential for the nuclei with a Morse potential. The number of bound nuclear states varies according to the electronic energy and effective potential of the CMR or NAC state: for N$_2$ there are 14 (52) for CMR (NAC), and for CO there are 39 (69) for CMR (NAC). The rapid oscillations of highly-excited nuclear states lead to an oscillatory nuclear matrix element, especially at large $q$, so it is convenient to have a closed-form expression for the matrix element to enable rapid evaluation of the rate. We therefore fit the Morse wavefunctions at level $n$ to harmonic oscillator wavefunctions at the same level $n$ (in order to match the number of nodes) with floating normalization, frequency, and equilibrium separation, and summed up to $n = 10$ using the analytic matrix element

\begin{align*}
\text{FIG. 2. Lowest-energy nuclear wavefunctions } &\chi_{0}^{(\alpha)}(\rho) \text{ for the} \\
&\text{electronic ground state (blue), first NAC state (orange), and} \\
&\text{first CMR state (green) in N}_2. \text{ The similarity of the NAC} \\
&\text{state to the electronic ground state in both the equilibrium} \\
&\text{separation and the wavefunction spread leads to large nuclear} \\
&\text{overlaps and a larger rate compared to CMR.}
\end{align*}
FIG. 3. Daily modulation patterns for CMR (left) and NAC (right) in N$_2$. Both components of the molecular Migdal effect exhibit similar behavior, featuring modulation patterns that vary considerably for different DM masses with an inflection point around 200 MeV. The peak-to-trough modulation amplitude saturates to $\simeq 20\%$ at large masses.

FIG. 4. Same as Fig. 3 but for CO. The modulation curves at small and large DM masses are nearly identical to those for N$_2$.

derived in Appendix B but using the exact Morse potential energy eigenvalues. We validated this calculation by instead approximating the nuclear states as harmonic oscillator states with fixed oscillator frequencies given by the curvature of the Morse potential at the equilibrium separation, finding agreement up to $O(1)$ factors. As the goal of our calculation is to provide an illustration of the phenomenology of the Migdal effect in molecules, rather than predict a precise sensitivity for a particular experimental implementation, this level of accuracy suffices for our purposes. However, cutting off the sum at $n = 10$ likely underestimates the rate at large DM masses, where highly-excited states dominate; we discuss the modeling uncertainty from nuclear states in Appendix C. Accurate modeling of the nuclear states will be important for generalizing our work to larger molecules.

Figs. 3 and 4 illustrate the daily modulation patterns for N$_2$ and CO with $F_{DM} = 1$, for both CMR and NAC. As anticipated, there is a strong dependence on the DM mass, with the rate peaking at $t = 0$ hr for light masses but $t = 12$ hr for heavy masses. The crossover occurs at a mass of about 200–300 MeV independent of the molecular target or the CMR/NAC matrix element; for this DM mass, the argument of the exponent in Eq. (39), $q^2/(4\mu\omega)$, is order-1 for $\omega \sim 0.2$ eV, $\mu \sim 10$ GeV, and $q \sim m_\chi v \sim 200 - 300$ keV. The large peak-to-trough modulation amplitude – exceeding a factor of 2 even for DM masses well above the electronic excitation threshold and saturating to $\simeq 20\%$ at large masses – is comparable to the daily modulation signals in electronic [22, 41, 50, 51] and phonon [52, 53] excitation, as well as defect formation [54–57].

Fig. 5 shows the projected 3-event background-free exclusion limits on the DM-nucleon cross section $\bar{\sigma}_n$ for N$_2$ and CO, assuming a massive mediator ($F_{DM} = 1$) which couples equally to all nucleons, and a 1 kg-yr exposure.
The observable signal would be the photon resulting from the de-excitation of the CMR or NAC state, which from Eqs. (34)–(35) has energy $O(10 \text{ eV})$, and we assume 100% photon detection efficiency. For both molecules, the NAC rate (solid) is larger than the CMR rate (dashed), by an order of magnitude for $\text{N}_2$ and two orders of magnitude for CO. This is not inconsistent with our arguments in Sec. II C about the parametric scaling of CMR and NAC, but is simply due to an accumulation of several order-1 factors which all happen to push the rate in the same direction. In particular, the NAC states feature larger nuclear overlaps, or equivalently large Franck-Condon factors, compared to CMR for both molecules, as demonstrated in Fig. 2. The fact that NAC dominates is also consistent with previous calculations [34] which found that NAC was larger than CMR by a factor of $\sim 4$ in neutral $\text{H}_2$. Indeed, as discussed in Sec. II C the factor of 4 in the nuclear matrix element prefactor suggests that all else being equal, the NAC rate will typically exceed the CMR rate in diatomic molecules, and likely also for larger molecules. The sensitivity begins to decrease around 200 MeV for the same reason the daily modulation crossover occurs at that mass: the exponential suppression in the nuclear matrix elements can only be compensated with highly excited states, which we neglect in the sum because they correspond to molecular dissociation.

We also show for comparison the existing limits from Migdal searches and direct nuclear recoil searches in noble liquids and solid-state calorimeters, as well as projections for a larger xenon experiment and the Migdal effect in silicon. The sensitivity of diatomic molecules is within a factor of 2 from semiconductors in the mass range 10–100 MeV for the same target mass, which motivates further consideration of more realistic solid-state molecular targets in light of the large daily modulation signal which can further improve the sensitivity in the presence of backgrounds.

IV. GENERALIZING THE MOLECULAR MIGDAL EFFECT TO LARGER MOLECULES

While the present analysis applies specifically to diatomic molecules, the case of larger molecules is also covered by the general formalism that describes both the CMR and NAC Migdal effects. We relegate the precise generalization to larger molecules and computation of $P^{(\alpha)}$ for experimentally viable molecules to future work, but here we outline the necessary steps.

The nuclear wavefunctions may be approximated by assuming harmonic oscillator states localized to the equilibrium atomic locations for the relevant electronic states. This captures the essential features of the transition from large molecules to semiconductors, where the Migdal effect may be understood to be mediated by (off-shell) phonons [10], which are quantized normal mode vibrations. Additionally, rotational excitations are energetically inaccessible in molecular crystals which simplifies the calculation as in the diatomic case. The electronic amplitudes, however, must be treated more carefully.

The CMR calculation follows from the separation of COM motion from the relative motion of the atoms. In general, the coordinate systems used for larger molecules are more complicated but can be reduced to a COM coordinate and a set of relative coordinates which are relative to either the COM or to the atoms themselves (so-called internal coordinates). Therefore, the computation of the CMR amplitude should proceed identically. The electronic matrix element in Eq. (16) is related to the oscillator strengths of the electronic transitions, which have been experimentally measured through spectroscopy for most molecular scintillators.

Computing the non-adiabatic coupling vectors $\tilde{G}_{\alpha'\alpha}$ is more difficult as the nuclear gradients become non-trivial with larger and more complicated molecules, which have many more degrees of freedom. In practice this is done through a finite difference method which involves recalculating the electronic molecular orbitals at least six times per atom (three spatial directions for the gradient, evaluated twice for a difference approximation to the gradient). However, the computation simplifies if the nuclear gradients can be computed analytically, for example when the electronic wavefunctions are expressed as linear combinations of atomic orbitals (LCAO) [38]. Such an LCAO approach to molecular orbitals has been shown to be effective in calculating DM-electron scattering rates in organic molecules [21, 22].
A. Properties of an optimal target

Using the intuition gained from our simple toy examples, we now turn to an analysis of the physical and chemical properties relevant for maximizing the molecular Migdal effect. We note first that the masses of the atoms in the molecule are not expected to significantly affect the excitation probability, at least for DM coupling equally to all nucleons: \( P^\alpha \) has a factor of \( A^2 \) in the numerator from coherent scattering from the nucleus, but a factor of \( M^2 \propto A^2 \) in the denominator, so any coherent enhancement cancels. For the de-excitation photon to be observable, we also need a material which is transparent to its own scintillation light, which could be accomplished by e.g. vibrational broadening or lattice effects.

From Eqs. \( \{14\}, \{16\}, \{27\}, \) and \( \{28\} \), we find that there are experimental observables that might indicate that a certain molecule would have a particularly large molecular Migdal amplitude. As mentioned in Sec. \( \text{II}, \) the matrix element in \( P^\alpha_{\text{CMR}} \), Eq. \( \{16\} \), is proportional to the oscillator strength of the electronic transition which can be measured through simple UV-visible absorption experiments. Furthermore, at small \( q \), the matrix element in \( P^\alpha_{\text{NAC}} \) \( \{14\} \) is equivalent to the Frank-Condon factor for the CMR transition to the state \( \alpha \), which can be inferred from the 0-0 substructure of the UV-visible absorption band for this transition. Therefore, in order to determine promising candidates with large CMR molecular Migdal rates, one might look for molecules whose UV spectra show significant, low-lying, dipole-allowed absorption bands while their IR spectra show significant 0-1 transitions.

We can extend this reasoning to larger molecules, particularly aromatic organic compounds such as benzene and t-stilbene. The vibrational states of these molecules, whose electronic transitions involve delocalized \( \pi \)-electrons, should not change significantly between electronic states. This is because delocalized \( \pi \)-electrons involved in the carbon-carbon double bond are not the dominant orbitals which generate the molecular structure, but rather the \( \sigma \)-electrons on the carbon-carbon single bonds. This chemical structure will generically lead to large Franck-Condon factors and thus large nuclear overlaps, and hence large NAC amplitudes as long as the non-adiabatic couplings are not parametrically small.

V. CONCLUSIONS

In this paper we have identified two Migdal effects in molecules wherein DM-nucleus scattering can generate observable electronic transitions. We focus on molecules, rather than isolated atoms or semiconductors, in part because recent work has shown that molecular crystals composed of aromatic molecules feature large anisotropies in their electron-excitation probabilities, leading to \( \mathcal{O}(1) \) daily modulation amplitudes in the scintillation signal expected from sub-GeV DM-electron scattering. The results presented in this paper suggest that these same anisotropies, and therefore the daily modulation, may also be expected in the case of DM-nucleus scattering with an accompanying electronic excitation. We have argued that the sources of anisotropy and the separation of CMR and NAC in diatomic molecules should be qualitatively similar to the case of larger molecules, but with the latter exhibiting a more complex daily modulation pattern due to the richer spectrum of normal modes. We leave the dedicated analysis of larger molecules to future work.

The existence of the NAC and CMR components of the molecular Migdal effect could mean that existing organic scintillators may be used to great effect in constraining the DM-nucleon cross section for masses below \( \sim 1 \) GeV. Furthermore, we find that CMR is equivalent to the semi-classical Migdal effect, long known for atoms and recently calculated for semiconductors. Our results suggest that the equivalent NAC effect may be present in semiconductors as well, since deviations from the BO approximation are captured by the electron-phonon coupling, though such a calculation (and in particular the relation between CMR and NAC in semiconductors) is beyond the scope of this paper. As discussed above, the NAC Migdal effect in a simple diatomic molecule, carbon monoxide, shows comparable reach per unit mass compared to the projected sensitivity of silicon below about 200 MeV and would outperform xenon in this mass range. Given that diatomic molecules are also poor scintillators
with high excitation thresholds, we expect the sensitivities presented here to be a conservative underestimate of the true sensitivities of generic molecular scintillators.

The molecular Migdal effect may also be a promising, though challenging, channel to search for coherent neutrino scattering. The largest flux of solar neutrinos is through challenging, channel to search for coherent neutrino scattering. The largest flux of solar neutrinos is through the molecular Migdal effect. The coherent neutrino-nucleus scattering rate on carbon is about 1 event/(kg-yr), and the NAC Migdal probability (setting $a = 1$, since the coupling to nucleons is already accounted for in the coherent scattering rate, and $q = 400$ keV) in CO is about $5 \times 10^{-3}$. In organic crystal detectors, accounting for smaller $\Delta E$ and potentially larger $G_{ao}$ as well as the ionization and dissociation signals we have neglected, one might optimistically hope to observe a few Migdal events with a 10–100 kg-yr exposure, with some background discrimination possible due to the strong directionality of the signal coming from the Sun. The directionality may also be a useful background discrimination tool for detection of coherent scattering of the much larger flux of keV–MeV reactor neutrinos.

While this study is only a first analysis of a new potential detection channel with molecular detectors, a successful generalization to larger molecules could allow for the reanalysis of existing data (for example, from Ref. [21]) in order to constrain the DM-nucleus cross section. Furthermore, it opens the possibility for organic scintillator crystals to be used as directional detectors for both DM-electron scattering and DM-nuclear scattering over the entire MeV–GeV mass range. The rich structure of non-adiabatic couplings in molecules is a fruitful area for collaborations between particle physicists, chemists, and materials scientists, and we look forward to a dedicated exploration of these materials for the next generation of DM detectors.
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Appendix A: Non-Adiabatic Effects

1. Perturbing Hamiltonian

In this Appendix we derive the effective perturbation, $\delta V$ in Eq. (20) which induces non-adiabatic mixing of electronic states from Eq. (21). Our derivation follows closely that found in the appendix of Ref. [23] and further in Ref. [32]. Starting with the Schrödinger equation for the molecular energy eigenstates, Eq. (2), we plug in the BO ansatz $\Psi = \chi^{(R)}(\bar{\rho})$. The nuclear kinetic terms contain

$$\sum_{k=1}^{2} \frac{1}{M_k} \nabla^2_{R_k} \Psi \supset \sum_{k=1}^{2} \frac{2}{M_k} \langle \nabla_{R_k} \chi^{(R)} \rangle \cdot \langle \nabla_{R_k} \psi_{\alpha} \rangle$$

$$\ll \frac{1}{m_e} \chi^{(R)} \nabla^2_{\bar{\rho}} \psi_{\alpha},$$

where the inequality follows because $m_e \ll M_k$. Dividing by $\chi^{(R)}$, the cross-term is now small compared to the electronic kinetic energy $\frac{1}{m_e} \nabla^2_{\bar{\rho}} \psi_{\alpha}$ and can therefore be included as a perturbation to the electronic Schrödinger equation (4). Identifying the operator coefficient of $\psi_{\alpha}$ as $-2 \delta V_1$, we have

$$-2 \delta V_1 = \frac{1}{\chi^{(R)}} \sum_{k=1}^{2} \frac{2}{M_k} \langle \nabla_{R_k} \chi^{(R)}(\bar{R}_1, \bar{R}_2) \cdot \nabla_{R_k} \rangle$$

$$= \frac{1}{\mu \chi^{(R)}} \frac{2}{\mu} \nabla_{\bar{\rho}} \chi^{(R)}(\bar{\rho}) \cdot \nabla_{\bar{\rho}}$$

where in the second line we have switched to relative coordinates and used $\nabla_{R_k} = -\nabla_{R_k} = \nabla_{\bar{\rho}}$ when the COM is fixed and electronic coordinates are neglected; note that the relative minus sign disappears because the gradient is applied twice. We thus identify the perturbing Hamiltonian as

$$\delta V_1 = -\frac{1}{\mu \chi^{(R)}} \nabla_{\bar{\rho}} \chi^{(R)} \cdot \nabla_{\bar{\rho}},$$

which we call $\delta V$ in the main text.

It should be noted that there exists another cross-term in Eq. (2A) which is neglected in the BO approximation given by the following,

$$\sum_{k=1}^{2} \frac{1}{M_k} \chi^{(R)} \nabla^2_{R_k} \psi_{\alpha} \ll \frac{1}{m_e} \chi^{(R)} \nabla^2_{\bar{\rho}} \psi_{\alpha},$$

which by similar logic leads to the following electronic perturbing Hamiltonian,

$$\delta V_2 = -\frac{1}{2 \mu} \nabla^2_{\bar{\rho}}.$$
2. Non-Adiabatic Matrix Elements

The non-adiabatic coupling comes from the perturbing Hamiltonian $\delta V_1$ in Eq. (A5). Here we derive the matrix elements resulting from this coupling. We begin by defining convenient rescaled momenta as follows,

\[ \vec{k}_1 = -\frac{\mu}{M_1} \vec{q}, \quad \vec{k}_2 = \frac{\mu}{M_2} \vec{q}. \]  

(A8)

Setting aside the scattering lengths $a_i$ for now, we can write the scattering form factors that appear in $\mathcal{M}$,

\[ \langle \Psi'_\alpha | e^{i \vec{k}_1 \cdot \vec{p}_1} | \Psi_0 \rangle = \langle \Psi^{(1)}_\alpha | e^{i \vec{k}_1 \cdot \vec{p}_1} | \Psi^{(0)}_\alpha \rangle + \langle \Psi^{(0)}_\alpha | e^{i \vec{k}_1 \cdot \vec{p}_1} | \Psi^{(1)}_\alpha \rangle, \]  

(A9)

where

\[ | \Psi^{(0)}_\alpha \rangle = | \lambda_n(\alpha) \rangle | \psi_0 \rangle, \]  

\[ | \Psi^{(1)}_\alpha \rangle = \sum_{\alpha'} \frac{\tilde{G}_{\alpha'\alpha} | \psi_\alpha' \rangle | \nabla_\rho \lambda_n(\alpha) \rangle}{\mu (\epsilon_{\alpha'} - \epsilon_\alpha)}. \]

(A10, A11)

The inner products are given by the following,

\[ \langle \Psi'_\alpha | e^{i \vec{k}_1 \cdot \vec{p}_1} | \Psi_0 \rangle = \sum_{\alpha'} \frac{\langle \nabla_\rho \lambda_n(\alpha) | \tilde{G}_{\alpha'\alpha} | \psi_\alpha' \rangle | \nabla_\rho \lambda_n(\alpha) \rangle}{\mu (\epsilon_{\alpha'} - \epsilon_\alpha)} + \frac{\langle \lambda_n(\alpha) | \tilde{G}_{\alpha'\alpha} | \psi_\alpha' \rangle e^{i \vec{k}_1 \cdot \vec{p}_1} | \nabla_\rho \lambda_n \rangle}{\mu (\epsilon_{\alpha'} - \epsilon_\alpha)}, \]

(A12)

where we used the orthogonality of $\langle \psi_\alpha | \psi_\alpha' \rangle = \delta_{\alpha\alpha'}$ as well as the antisymmetry of the coupling vectors, $\tilde{G}_{\alpha'\alpha} = -\tilde{G}_{\alpha\alpha'}$.

The inner product becomes

\[ \langle \Psi'_\alpha | e^{i \vec{k}_1 \cdot \vec{p}_1} | \Psi_0 \rangle = \frac{1}{\mu (\epsilon_{\alpha} - \epsilon_0)} \left( \langle \nabla_\rho \lambda_n(\alpha) | \tilde{G}_{\alpha\alpha} e^{i \vec{k}_1 \cdot \vec{p}_1} | \lambda_n \rangle + \langle \lambda_n(\alpha) | \tilde{G}_{\alpha\alpha} e^{i \vec{k}_1 \cdot \vec{p}_1} | \nabla_\rho \lambda_n \rangle \right) \]

\[ = -\frac{1}{\mu (\epsilon_{\alpha} - \epsilon_0)} \tilde{G}_{\alpha\alpha} \cdot \langle \lambda_n(\alpha) | e^{i \vec{k}_1 \cdot \vec{p}_1} | \lambda_n \rangle, \]  

(A13)

with the original expressions in terms of $M_i$ and $\vec{q}$:

\[ \mathcal{M} = \frac{i}{M_1 (\epsilon_\alpha - \epsilon_0)} \tilde{G}_{\alpha\alpha} \cdot \langle \lambda_n(\alpha) | e^{-i \frac{\vec{q} \cdot \vec{k}_1}{\mu} \vec{p}_1} | \lambda_0 \rangle \]

\[ - \frac{i}{M_2 (\epsilon_\alpha - \epsilon_0)} \tilde{G}_{\alpha\alpha} \cdot \langle \lambda_n(\alpha) | e^{i \frac{\vec{q} \cdot \vec{k}_1}{\mu} \vec{p}_1} | \lambda_0 \rangle \]

\[ = \frac{i \tilde{G}_{\alpha\alpha} \cdot \vec{q}}{\epsilon_\alpha - \epsilon_0} \times \left( \frac{\langle \lambda_n(\alpha) | a_1 e^{-i \frac{\vec{q} \cdot \vec{k}_1}{\mu} \vec{p}_1} | \lambda_0 \rangle}{M_1} - \frac{\langle \lambda_n(\alpha) | a_2 e^{i \frac{\vec{q} \cdot \vec{k}_1}{\mu} \vec{p}_1} | \lambda_0 \rangle}{M_2} \right), \]  

(A14)

which matches the results of Ref. [23] in the case of homonuclear molecules.

Finally, recall that the other neglected cross term proportional to $\chi \nabla^2 \tilde{G} \psi$ generated a perturbing Hamiltonian $\delta V_2 = -\nabla^2 / (2\mu)$. Following a similar derivation as above, one can show that this Hamiltonian leads to a matrix element which is proportional to the following factor,

\[ \mathcal{M} \sim \langle \lambda_n(\alpha) | a_1 e^{i \vec{k}_1 \cdot \vec{p}_1} | \nabla_\rho \cdot \tilde{G}_{\alpha\alpha} \rangle | \lambda_0 \rangle. \]  

(A15)

However, since $\tilde{G}_{\alpha\alpha}$ is independent of $\vec{p}$ to first order, this matrix element is a subleading non-adiabatic coupling which we can take to be zero at this order in the expansion.

Appendix B: Harmonic Oscillator Matrix Elements

In this Appendix we derive a closed-form analytic expression for the matrix element $\langle \chi_n^{(\alpha)} | e^{i \beta \vec{p}} | \chi_0 \rangle$, which appears in the CMR and NAC nuclear matrix elements. Here $\beta$ is an arbitrary real parameter, and the initial and final states are 1-dimensional harmonic oscillator states:

\[ \chi_0(\rho) = \frac{1}{\pi^{1/4}} e^{-\frac{\mu \omega_0 (\rho - \rho_\alpha)^2}{2}}, \]  

(B1)

\[ \chi_n^{(\alpha)}(\rho) = \frac{1}{\sqrt{2^n n!}} \frac{1}{\pi^{1/4}} e^{-\frac{\mu \omega_0 (\rho - \rho_\alpha)^2}{2}} \times H_n(\sqrt{\mu \omega_0} (\rho - \rho_\alpha)), \]  

(B2)

with $\mu$ the reduced nuclear mass, $\rho_\alpha$ and $\omega_\alpha$ the equilibrium separation and oscillator frequency for the ground state (likewise for $\rho_\alpha$ and $\omega_\alpha$ for the excited electronic state) and $H_n$ the Hermite polynomials.

It is most convenient to work with momentum-space wavefunctions,

\[ \hat{\chi}_0(k) = \frac{e^{-ik \rho_0}}{(\mu \omega_0 \pi)^{1/4}} \exp \left( -\frac{1}{2} \frac{k^2}{\mu \omega_0} \right), \]  

(B3)

\[ \hat{\chi}_n^{(\alpha)}(k) = \frac{e^{-ik \rho_\alpha}}{\sqrt{2^n n!} (\mu \omega_\alpha \pi)^{1/4}} (-i)^n \exp \left( -\frac{1}{2} \frac{k^2}{\mu \omega_\alpha} \right) \times H_n(k/\sqrt{\mu \omega_\alpha}), \]  

(B4)
which also offer the advantage that the translations in $\rho$ appear as overall phase factors. The normalization is chosen so that factors of $1/\sqrt{2\pi}$ appear in both the Fourier transform and its inverse:

$$\tilde{\chi}(k) = \int \frac{dp}{\sqrt{2\pi}} e^{-ik\rho} \chi(\rho), \quad \chi(\rho) = \int \frac{dk}{\sqrt{2\pi}} e^{ik\rho} \tilde{\chi}(k).$$

(B5)

Computing the matrix element in Fourier space yields

$$\langle \chi^p_{n} | e^{i\delta \rho} | \chi_0 \rangle = \frac{
}{\sqrt{2\pi}} \frac{d\rho}{d\rho} e^{-ik\rho} \langle \chi^p_{n} | (k_1) \rangle $$

$$= \int dk_1dk_2 \delta(k_1 - \delta \rho - k_2) \langle \chi^p_{n} | (k_1) \rangle \tilde{\chi}_0(k_2)$$

$$= \int dk \langle \chi^p_{n} | (k + \delta \rho) \rangle \tilde{\chi}_0(k)$$

$$= \int dk \left( \frac{ik}{\sqrt{\mu \omega \alpha}} \right)^2 \chi_0(k)$$

One rearranges the integrand to obtain the Hermite generating function:

$$x^{\frac{\kappa}{2} - 2} = \sum_{j=0}^{\infty} \frac{x^j}{j!} H_j(x).$$

(B11)

Taking $x = k/k_0$ and

$$u = k_0 \sqrt{\frac{2\omega_0}{\mu \omega_0}}$$

(B12)

the desired integral is

$$I = \int dx e^{-x^2 + 2x \beta - \beta^2 \frac{x}{\sqrt{\mu \omega_0}}} H_n(uk)$$

$$= \sum_{k=0}^{\infty} \frac{t_k}{k!} \int_0^\infty dx e^{-x^2} H_k(x) H_n(uk).$$

(B13)

Combining the series definition of the Hermite polynomials and its inverse,

$$H_n(ax) = n! \sum_{m=0}^{[n/2]} \frac{(-1)^m (2ax)^{n-2m}}{m!(n-m)!},$$

(B14)

$$2^x x^s = s! \sum_{j=0}^{[s/2]} \frac{H_{-2j}(x)}{j!(s-2j)!},$$

(B15)

yields a series expansion for $H_n(ax)$ in terms of $H_n(x)$:

$$H_n(ax) = n! \sum_{m=0}^{[n/2]} \frac{(-1)^m a^{n-2m}}{m!} \frac{H_{n-2m-2j}(x)}{j!(n-2m-2j)!}$$

$$= \sum_{j=0}^{[n/2]} a^{n-2j} (a^2 - 1)^j \frac{n!}{(n-2j)! j!} H_{n-2j}(x).$$

(B16)

This permits Eq. (B13) to be integrated term by term using the orthogonality relation

$$\int dx \ e^{-x^2} H_n(x) = \sqrt{\frac{\pi}{2}} 2^n n! \delta_{nm},$$

(B17)

which gives

$$I = \sqrt{\frac{\pi}{2}} 2^n n! \sum_{j=0}^{[n/2]} \frac{(-1)^j (2u^{1/2} - 1)^j n!}{(n-2j)! j!}$$

$$= \sqrt{\pi} \sum_{j=0}^{[n/2]} \frac{(-1)^j n! (2u^{1/2})^{n-2j}}{(n-2j)! j!}.$$

(B18)

The argument of the sum can now be manipulated to yield the Hermite series definition, Eq. (B14). In fact,

$$I = \sqrt{\frac{\pi}{2}} \left( \frac{1-u^2}{2} \right)^n \sum_{j=0}^{[n/2]} \frac{(-1)^j n! (2u^{1/2})^{n-2j}}{(n-2j)! j!}$$

$$= \sqrt{\pi} \left( 1-u^2 \right)^{n/2} \frac{ut^{1/2}}{\sqrt{1-u^2}}.$$

(B19)

The argument of $H_n$ is generically complex if $\delta \rho \neq 0$ because $t_\beta$ is complex, so the Hermite polynomials are to be understood in their analytic continuation. Restoring the prefactor, we have finally

$$\langle \chi^p_{n} | e^{i\delta \rho} | \chi_0 \rangle = \frac{\sqrt{\frac{\pi}{2\sqrt{\mu \omega_0}}}}{\sqrt{\mu \omega_0}} \sum_{j=0}^{[n/2]} \frac{(-1)^j n! (2u^{1/2})^{n-2j}}{(n-2j)! j!}$$

$$\times \left( 1-u^2 \right)^{n/2} \frac{ut^{1/2}}{\sqrt{1-u^2}}.$$

(B20)

This closed-form expression permits rapid evaluation of the required nuclear matrix elements even up to large values of $n$. 
FIG. 6. Fits to Morse wavefunctions with harmonic oscillator wavefunctions at the same level \( n \). The fit is excellent for the ground state but becomes progressively worse for higher excited states which probe the anharmonicity of the Morse potential.

FIG. 7. Effect of changing the nuclear wavefunction sum on the daily modulation curves for \( m_\chi = 300 \text{ MeV} \) (left) and the 3-event sensitivity (right). The choice of wavefunction has a relatively small effect compared to the much larger effect of the cutoff level for the nuclear states. The difference in the phase of the modulation is especially pronounced near the crossover mass of 300 MeV, while the sensitivity is primarily affected at masses above this crossover.

Appendix C: Modeling the Nuclear Wavefunctions

In the main body, we fit the Morse potential wavefunctions to harmonic oscillator wavefunctions at the same level \( n \) in order to exploit the analytic formula \( (B20) \). Fig. 6 shows the results of such fits for the CO NAC states; the \( n = 0 \) ground state (left) is extremely well approximated by the harmonic oscillator ground state, but a highly excited state (\( n = 10 \), right) has a poorer fit at both large and small \( \rho \) where the anharmonicity is most pronounced.

As shown in Fig. 7, the choice of wavefunction matters only at the percent level for NAC, while the choice of where to cut off the sum in Eqs. \( (14) \) and \( (28) \) is a much larger effect. In Fig. 7, the black curves labeled “Harmonic, all states” extend the sum to the largest value of \( n \) such that the nuclear energy \( (n + \frac{1}{2})\omega_\alpha - \frac{1}{2}\omega_0 \) does not exceed the depth of the Morse potential \( (8.96 \text{ eV} \text{ for the first NAC state in CO}) \), yielding \( n = 34 \). At the crossover mass of 300 MeV where \( q^2/(4\mu\omega_\alpha) \) is \( O(1) \), the extra states in the sum cause the daily modulation to switch phases, from a maximum at \( t = 0 \text{ hr} \) to a maximum at \( t = 12 \text{ hr} \). Likewise, for masses above the crossover mass where many highly-excited states contribute to \( P_N^{(\alpha)} \), the sensitivity improves by almost a factor of 10. We conclude that our sensitivity estimates using the Morse spectrum cut off at \( n = 10 \) are robust at the order of magnitude level, but a precise prediction for the molecular Migdal rate will require accurate modeling of the highly-excited nuclear states of the molecular target.
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