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Abstract: Personalized content retrieval service has become a major information service that consumes a large portion of mobile Internet traffic. Joint content recommendation and delivery is a promising design philosophy that could effectively improve the overall user experience with personalized content retrieval services. Existing research mostly focused on a push-type design paradigm called proactive caching, which, however, has multiple inherent drawbacks such as high device cost and low energy efficiency. This paper proposes a novel, interactive joint content recommendation and delivery system as an alternative to overcome the drawbacks of proactive caching systems. We present several optimal and heuristic algorithms for the proposed system and analyze the system performance in terms of user interest and transmission outage probability. Some theoretical performance bounds of the system are also derived. The effectiveness of the proposed system and algorithms is validated by simulation results.
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1. Introduction

Due to the rapid proliferation of content-centric applications (e.g., social media websites) and broadband mobile communication networks, content-retrieval service has become a major service that consumes a large portion of traffic on the mobile Internet. Personalized content-retrieval service is a novel type of content-retrieval service that can use recommender technologies [1] to recommend content to users. As an effective means for users to acquire the most relevant information from a massive pool of content, personalized content-retrieval service has quickly gained popularity in recent years.

The personalized content retrieval service consists of two basic tasks: content recommendation and content delivery. The former task is in charge of predicting each user’s interest in a piece of content based on contextual information such as users’ historical preference, social relationships, mood, time, location, etc. [1–5]. The latter task is in charge of delivering the requested contents to users with quality-of-service (QoS) guarantee, which is further translated to throughput and delay requirements on the underlying communication links. From the users’ perspective, the quality-of-experience (QoE) of a personalized content retrieval service is related to both tasks: at the semantic level, recommended content should first appear attractive to the user; at the data communication level, the process of content download/access should be smooth enough to avoid user frustrations.

Traditionally, content recommendation and content delivery are considered as separate tasks carried out by different commercial entities. The former task is performed by content providers (CP) or over-the-top players (OTTs), while the latter by content delivery networks (CDNs) or Internet service providers (ISPs). Recent studies suggested that adapting a joint CP-CDN design can greatly help to
improve the system performance and user experience. For example, in the context of the fixed Internet, it has been shown that CP-level intelligence can be used to improve the performance of traditional CDN networks [6]. In mobile networks, a content-format adaptive system was proposed in [7], which can adapt content formats according to wireless channel conditions. Among the various proposals, joint content recommendation and delivery has emerged as an important class of design that has attracted significant research interest.

The underlying philosophy of joint content recommendation and delivery is to exploit the domain of the content file size as a new design space. This is based on the fact that different contents with roughly the same level of user interest may vary dramatically in file size. Such diversity in content file sizes can be exploited to shape the traffic volume, thereby giving content delivery another degree of freedom for performance optimization. For example, a user may have a relatively lower interest in a web page that is ten-times smaller in size than a video clip. When the channel is congested, it is desirable to recommend the web page to avoid causing excessive delays. On the contrary, when the channel is clear, recommendation of the video clip is preferred. In this way, content recommendation can serve as a new mechanism of congestion avoidance in the communication network. This is particularly useful for mobile communication networks, whose capacity is severely limited by the available radio and infrastructure resources.

In the literature, most studies on joint content recommendation and delivery in mobile communication networks fall into a category of technologies called proactive caching [8–10], which can recommend, push and cache contents of interest to the user devices according to the status of communications links. Multiple issues such as energy efficiency [11,12], multicast support [13,14], heterogeneous networks [14] and adaptive traffic pricing [15,16] had been investigated. Although proactive caching technology can help to improve network performance via load balancing and enhance user QoE by reducing content access delay, it also has some inherent drawbacks. First, large caching space is required at the user device, which is not always available in practice. Second, even using the state-of-the-art content recommendation technologies, a significant portion of pushed content will not be viewed by the users due to user behavior uncertainties [17]. This will result in significant waste of network resource and energy consumption. Third, because a portion of pushed contents is unavoidably “invalid”, traffic pricing also becomes a problematic issue.

Apart from the push-type protocols, a few novel “pull-type” content retrieval protocols were recently reported in the literature [18–22]. These studies mainly focused on how to use traffic pricing as an incentive to influence user behavior and achieve better performance in terms of load balancing [18–20] or load offloading [21,22]. These pull-type protocols proposed in [18–22], however, do not involve the procedure of content recommendation. Thus, we classify them as the “conventional pull-type protocols”. The typical signaling procedure of conventional pull-type protocols is illustrated in Figure 1b.

To overcome the drawbacks of proactive caching, this paper introduces a novel pull-type joint content recommendation and delivery design for personalized content-retrieval services. The contributions of our paper are as follows. First, an interactive, cross-layer-based joint content recommendation and delivery protocol is proposed. Second, based on the proposed protocol, optimal and low-complexity heuristic algorithms are given to jointly optimize content recommendation and radio resource allocation. Third, several theoretical bounds are derived to characterize the performance of the proposed system in a simple scenario. Fourth, the performance of the proposed algorithms is thoroughly compared via simulation in complex scenarios with realistic parameters. Simulation results show that the proposed system can achieve a good balance between maximizing user interest and minimizing transmission outage probability.

The remainder of this article is organized as follows. Section 2 introduces the system model and formulates the problem of joint content recommendation and delivery. The optimal and heuristic algorithms to solve the problem are proposed in Sections 3 and 4, respectively. A novel performance evaluation framework is introduced in Section 5, followed by derivations of several theoretical
performance bounds in Section 6. Section 7 presents simulation results. Finally, conclusions are drawn in Section 8.
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Figure 1. Illustration of the proactive caching protocol, the conventional pull-type protocol and the proposed content retrieval protocol.

2. System Model

2.1. Interactive Content Retrieval Protocol

In this paper, we propose a novel interactive content retrieval protocol for personalized multi-user content retrieval in mobile communication networks. As illustrated in Figure 1, the proposed protocol includes the following four steps: (1) The BS monitors the channel state information (CSI) of each active user and sends the CSI information to the content server; (2) The content server continuously runs a recommender algorithm and maintains a user interest matrix $R$ (users are arranged in a column and contents in a row). Each element of $R$ is a real number indicating a user’s interest in a piece of content. Based on $R$ and the CSI information feedback, the server generates a list of recommended content for each user and sends the lists to users. The list is a small file that includes the title or short abstract of the contents; (3) Each user browses the recommended list and chooses interesting files from the list to download and view; (4) The chosen files are transmitted to users via a shared wireless channel. The basic idea of our protocol is to jointly consider user interest, channel condition and content file size in the content retrieval process, so that only files that are likely to be delivered in time will be recommended to users.

The proposed protocol is different from existing protocols. Compared with the “push-type” proactive caching protocols (e.g., [8,9]), our protocol will not start transmitting a file before an actual user request occurs. Therefore, it is a “pull-type” protocol and does not have the inherent drawbacks of proactive caching. Compared with conventional “pull-type” protocols (e.g., the hypertext transport
protocol), our protocol is more advance in that it jointly considers the physical layer constraint (i.e., channel information) and application layer semantics (e.g., user interests) to manage the overall system performance. In this way, our protocol can not only give users better experiences in content retrieval, but also avoid network congestion and ensure better coexistence with other applications. The typical signaling procedures of the push-type protocol, conventional pull-type protocol and the proposed protocol are illustrated in Figure 1a–c, respectively. Moreover, the advantages and disadvantages of these three types of protocols are summarized in Table 1.

Table 1. Pros and cons of the three types of protocols.

| Pros                                      | Cons                                      |
|-------------------------------------------|-------------------------------------------|
| Proactive caching protocol                | 1. Require large cache space;             |
|                                           | 2. Low resource efficiency (due to invalid |
|                                           |   transmission);                          |
|                                           | 3. Difficult traffic pricing.             |
| Conventional pull-type protocol           | 1. Uncontrollable content access delay;    |
|                                           | 2. Uncontrollable congestion probability. |
| Proposed content retrieval protocol       | 1. User interest may be compromised.      |
|                                           | 2. High resource efficiency;              |
|                                           | 3. Small cache space and easy traffic     |
|                                           |   pricing;                                |
|                                           | 4. Controllable congestion probability.   |

2.2. Scenario Description

The performance of the proposed protocol will be analyzed in a scenario described below. Without loss of generality, we consider a single cell with one base station (BS) and multiple users. The BS is connected to a content server, which stores a large set of contents. The number of users in the cell is denoted as $U$; the number of content files stored in the server is denoted as $F$. Let $f (f = 1, 2, \ldots, F)$ and $u (u = 1, 2, \ldots, U)$ be the indexes of the content file and user, respectively. The interest of the $u$-th user in the $f$-th file is represented by a real value parameter $r_{uf} (0 \leq r_{uf})$. The user interest matrix $R$ is a $U \times F$ matrix, whose entries are taken from $r_{uf}$. We assume that by applying existing recommendation technologies [23–26], the user interest matrix $R$ is known by the server in advance. The goal of the content retrieval system is to maximize the aggregated interests of recommended content files that can be delivered to users in time.

To proceed with our analysis, the following assumptions are made. (1) We assume that the size of a recommendation list file is much smaller than the size of the content files, so that transmission of the recommendation list (in Step 2 of the protocol) costs negligible time. (2) It is assumed that after browsing the recommended list, each user will click one and only one content file to view at a time instance. (3) We assume that the (slow fading) channel gains remain consistent in a recommendation cycle, i.e., the channel gains do not change during a single round of the four steps of the proposed protocol. (4) We consider an extreme case where user behaviors are synchronous, so that all users request a piece of content at the same time. This extreme case represents the worst case scenario because it is the most demanding for system capacity. Our subsequent analysis will focus on such a worst case scenario.

2.3. Wireless Transmission Model

An orthogonal frequency division multiplexing (OFDM)-based multi-user wireless transmission system is assumed. The number of OFDM subcarriers is denoted as $K$. Let us denote $\alpha_{uk}^2$ as the instantaneous channel gain between the BS and the $u$-th user on subcarrier $k$ ($k = 1, 2, \ldots, K$), $c_{uk}$ as the number of bits allocated to user $u$ on subcarrier $k$ and $p_{uk}$ as the transmit energy assigned to user $u$ on subcarrier $k$. We have $p_{uk} = f(c_{uk})/\alpha_{uk}^2$, where $f(c)$ represents the transmit energy required for
the subcarrier to reliably receive $c$ bits per symbol when the channel gain is one. It is assumed that the channel gains follow an exponential distribution \([27–29]\). The total transmit power of the BS is denoted as $P_T$.

We consider a $M$ quadrature amplitude modulation ($M$-QAM) system. It follows that $M = 2^c$, where $c$ is the number of bits carried by a QAM symbol. In this case, the bit error rate (BER) of the system is given by \([30]\):

$$P_e \approx 4Q\left(\sqrt{\frac{d^2}{2N_0}}\right),$$

(1)

where $d$ is the minimum distance between two points in the signal constellation, $N_0$ is the additive white Gaussian noise (AWGN) power spectral density and $Q(\cdot)$ is the Q-function \([31]\). The average carrying energy of an $M$-QAM signal is \([30]\):

$$f(c) = (2^c - 1)d^2/6.$$

(2)

Substituting Equation (1) into (2), we get \([30]\):

$$f(c) = \frac{N_0}{3} \left[ Q^{-1}\left(\frac{P_e}{4}\right) \right]^2 (2^c - 1).$$

(3)

This equation establishes the required received power $f(c)$ as a function of bits per symbol $c$ at a target BER $P_e$. Let us further define a binary variable $\rho_{uk} \in \{0, 1\}$ to denote whether channel $k$ is assigned to user $u$. When the channel is assigned, we have $\rho_{uk} = 1$. The energy assigned to user $u$ is:

$$P_u = \sum_{k=1}^{K} p_{uk} \rho_{uk} = \sum_{k=1}^{K} \frac{f(c_{uk})}{a_{uk}^2} \rho_{uk}$$

(4)

where $P_u$ is the energy required for user $u$ to transmit $\sum_{k=1}^{K} c_{uk} \rho_{uk}$ bits per symbol. Therefore, the total power allocated to user $u$ is:

$$P_{u_{\text{total}}} = B \sum_{k=1}^{K} p_{uk} \rho_{uk}$$

(5)

where $B$ is the system bandwidth. Because the total power of the BS is constrained by $P_T$, we have:

$$B \sum_{u=1}^{U} \sum_{k=1}^{K} p_{uk} \rho_{uk} \leq P_T.$$

(6)

Let us define $S_u$ as the transmit data rate assigned to user $u$, which is the sum of the number of bits in all subcarriers allocated to the user. It follows that:

$$S_u = \sum_{k=1}^{K} c_{uk} \rho_{uk} \text{ (bit/symbol)}.$$

(7)

Given the system bandwidth $B$, the bit rate of user $u$ is approximately:

$$R_u = S_u \times B = \sum_{k=1}^{K} c_{uk} \rho_{uk} \times B \text{ (bit/s)}.$$

(8)

2.4. Problem Formulation

We consider the decision problem of joint content recommendation and delivery at the content server. Apart from tracking the users’ interests on content files, the content server also periodically monitors the user and channel dynamics reported from the BS. Based on such information, a decision
should be made to recommend to each user a list of $N$ contents. To manage the user QoE, the recommendation algorithm should guarantee that in the worst case (when all users each request a piece of content from their lists at the same time), the system capacity is able to satisfy the user requests within a time constraint $T_s$.

At the system level, the service QoE is evaluated by two matrices. One is the sum user interests over recommended contents and the other is the outage probability in the worst case scenario. There is a tradeoff between these two matrices. As a result, the basic idea underpinning our problem formation is to maximize the sum user interests, under the condition that the outage probability is constrained by a predefined parameter. However, in practice, the exact outage probability is difficult to calculate. Therefore, as an indirect approach to outage management, we propose two alternative methods to constrain the sizes of recommended files according to the available channel capacity. The first approach constrains the maximum file size to give:

$$\max_{f=1,...,F} \{x_{uf}l_f\} \leq \delta \cdot B \cdot \sum_{k=1}^{K} c_{uk} \cdot \rho_{uk} \cdot T_s \quad \forall u$$

(9)

where $x_{uf} \in \{0, 1\}$ is the decision variable that takes binary values. When $x_{uf}$ is one, it means that content $f$ is recommended to user $u$, otherwise $x_{uf}$ is zero. Here, parameter $\delta (1 \leq \delta)$ is a parameter used to control the outage probability. When $\delta = 1$, this means that the recommendation is conservative in the sense that the maximum size of all $N$ recommended files will not be greater than the estimated channel capacity allocated to the user. When $\delta$ is larger than one, this means that a certain outage is allowed in the system. The maximum file size constraint in (9) is intuitive, but nonlinear. To simplify the problem, it is desirable to have a linear constraint. To this end, we propose another constraint as follows:

$$\frac{1}{N} \sum_{f=1}^{F} x_{uf}l_f \leq \delta \cdot B \cdot \sum_{k=1}^{K} c_{uk} \cdot \rho_{uk} \cdot T_s \quad \forall u.$$  

(10)

This constraint limits the average file size in the recommendation list instead of the maximum file size.

Applying the above constraints, the problem of joint content recommendation and delivery is formulated as:

maximize $\sum_{u=1}^{U} \sum_{f=1}^{F} r_{uf}x_{uf}$

subject to Equation (9) or (10)

$$B \cdot \sum_{u=1}^{U} \sum_{k=1}^{K} \frac{f(c_{uk})}{a_{uk}^2} \cdot \rho_{uk} \leq P_T$$

(11)

$$\sum_{f=1}^{F} x_{uf} = N$$

$$\sum_{u=1}^{U} \rho_{uk} \leq 1$$

$$x_{uf} \in \{0, 1\}, \rho_{uk} \in \{0, 1\}.$$  

In this problem formulation, the objective is to maximize the total user interest. The first constraint corresponds to the capacity outage control; the second constraint reflects the total BS transmit power limit $P_T$; the third constraint limits the number of recommended files to be $N$; the fourth constraint implies orthogonal subcarrier allocation. The decision variables in our problem are $x_{uf}$, $\rho_{uk}$ and $c_{uk}$. This means that the optimization is jointly performed over content recommendation and content delivery (i.e., channel/power/bit allocations in OFDM-based wireless communications systems).
If we do not consider the aspects of content delivery, the above problem reduces to the traditional recommendation problem given by:

\[
\begin{align*}
\text{maximize} & \quad \sum_{u=1}^{U} \sum_{f=1}^{F} r_{uf} x_{uf} \\
\text{subject to} & \quad \sum_{f=1}^{F} x_{uf} = N \\
& \quad x_{uf} \in \{0, 1\}. 
\end{align*}
\] (12)

The traditional recommendation is able to recommend the most interested contents to users, but often at the cost of high capacity outage probability and hence degraded user experience. The solution of the traditional recommendation problem will be used as a performance benchmark in this paper.

3. Optimal Algorithm for Joint Content Recommendation and Delivery

The problem of joint content recommendation and delivery formulated in (11) is a nonlinear mixed integer programming problem, which is NP-hard. The optimal solution to this problem can be found by using the branch and bound algorithm [32–34], which is a general method for global optimization in nonconvex problems. If the feasible space is continuous, this algorithm can give a provable upper and lower bound on the (globally) optimal objective value and terminate with a certificate proving that the suboptimal point found is \( \epsilon \)-suboptimal. For integer programming problems, the branch and bound algorithm can essentially search the entire feasible space to obtain the optimal solution. However, the complexity (or convergent rate) of the algorithm depends on the problem structure. In the worst case, the branch and bound method has an exponential complexity [35,36].

To improve the convergent rate of the branch and bound algorithm, a useful method is to linearize the problem and constraints. To this end, a linearization process is proposed as follows. First, let us define \( C \) as the maximum number of bits that can be transmitted in a QAM symbol. It follows that the feasible space of bit allocation is integer, i.e., \( c_{uk} \in \{0, 1, 2, \ldots, C\} \). Given \( c_{uk} \), the required received power \( f_{u}(c_{uk}) \) can be calculated as constants according to (3), i.e.,

\[
f_{u}(c_{uk}) \in \{0, f_{u}(1), f_{u}(2), \ldots, f_{u}(C)\}. \] (13)

Now, define a new variable [37]:

\[
\gamma_{ukc} = \begin{cases} 
1 & \text{if } \rho_{uk} = 1 \text{ and } c_{uk} = c \\
0 & \text{otherwise}
\end{cases} \] (14)

It follows that we can rewrite \( f_{u}(c_{uk}) \) and \( \rho_{uk} \) as [37]:

\[
f_{u}(c_{uk}) = \sum_{c=0}^{C} \gamma_{ukc} f_{u}(c) \] (15)

and:

\[
\rho_{uk} = \sum_{c=0}^{C} \gamma_{ukc}. \] (16)

Substituting (15) and (16) into (9) and (10), we get:

\[
\max_{f=1 \cdots F} \{ x_{uf} l_{f} \} \leq \delta * B * \sum_{k=1}^{K} \sum_{c=0}^{C} \gamma_{ukc} * T_{s} \quad \forall u
\] (17)
and:
\[
\frac{1}{N} \sum_{f=1}^{F} x_{uf} f \leq \delta \ast B \ast \sum_{k=1}^{K} \sum_{c=0}^{C} c \gamma_{uke} \ast T_s \quad \forall u
\]
for the maximum file size constraint and average file size constraint, respectively. Substituting Equations (15)–(18) into (11), we can transform the original optimization problem into:

\[
\begin{align*}
\text{maximize} & \quad \sum_{u=1}^{U} \sum_{f=1}^{F} r_{uf} x_{uf} \\
\text{subject to} & \quad \text{Equation (17) or (18)} \\
& \quad B \ast \sum_{u=1}^{U} \sum_{k=1}^{K} \sum_{c=0}^{C} \frac{f(c)}{\alpha_{uk}} \ast \gamma_{uke} \leq P_T \\
& \quad \sum_{f=1}^{F} x_{uf} = N \\
& \quad \sum_{u=1}^{U} \sum_{c=0}^{C} \gamma_{uke} \leq 1 \\
& \quad x_{uf} \in \{0, 1\}, \gamma_{uke} \in \{0, 1\}.
\end{align*}
\]

In this new problem, the decision variables are \(x_{uf}\) and \(\gamma_{uke}\). Simulations show that the linearization can significantly improve the convergence rate of the branch and bound algorithm. However, in the worst case, the algorithm complexity is still exponential (i.e., \(O(2^{UFKC})\)). Therefore, we will subsequently propose several heuristic algorithms to reduce the algorithm complexity.

### 4. Heuristic Algorithms for Joint Content Recommendation and Delivery

In this section, we propose several heuristic algorithms that divide the task of joint content recommendation and delivery into two steps. The first step is resource allocation, which aims to optimize multi-user radio resource allocation based on certain heuristics, for example to maximize the sum capacity or user fairness. After this step, each user will have a pre-allocated transmission capacity. The second step is content recommendation, which aims to maximize user interests based on the pre-allocated user capacity. We note that the above heuristic algorithms still try to jointly optimize content recommendation and delivery. The difference with the optimal algorithm is that in the optimal algorithm, content recommendation and radio resource allocation are jointly optimized, so that the radio resource allocated to a user is directly related to the user’s interest profile. In the proposed heuristic algorithms, radio resource allocation is based on other chosen criteria and is hence not directly related to the users’ interest profiles. In what follows, we will introduce the heuristic algorithms in detail and analyze their performance.

#### 4.1. Radio Resource Allocation

Two different heuristic algorithms are proposed for radio resource allocation: the sum rate maximization algorithm and minimum rate maximization algorithm.

##### 4.1.1. Sum Rate Maximization

A straight-forward heuristic is to maximize the sum data rate of multi-user OFDM systems. In this case, the problem becomes a classic multi-user OFDM system rate adaptive optimization problem. The optimization problem is formulated as:
where decision variables are bit allocation variables $c_{uk}$ and channel allocation variables $\rho_{uk}$. This problem is itself an NP-hard integer programming problem. To solve this problem effectively, an improved subcarrier and power adaptive allocation algorithm is proposed. The pseudo code of the algorithm is shown in Algorithm 1. The algorithm is a low complexity suboptimal algorithm, which includes two steps: subcarrier allocation and bit/power allocation. First, let us define a new variable:

$$\Delta p_{uk}(c) = \frac{f(c+1) - f(c)}{\alpha_{uk}^2}$$

(21)

which indicates the extra power required when one more bit is allocated to user $u$ on subcarrier $k$. This variable is used for our algorithm to allocate the channel and bits in a greedy fashion. To prevent the case where some users are not assigned with any bit, the algorithm initiates by allocating a carrier to each user. Once the bit allocation is completed, we can get the available transmission data rate of each user.

Algorithm 1 Sum rate maximization algorithm.

**Input:** $U, K, P_T, \alpha_{uk}^2$

**Output:** $c_u, P_u$

1: (1) **Initialization:**

   Let $A = \{1, 2, \ldots, K\}$ denote unassigned subcarrier sets; $P_u = 0$ is the power allocated to user $u$; $c_{uk} = 0$ represents the number of bits allocated on the subcarrier $k$ allocated to the user $u$; $c_u = 0$ indicates the total number of bits allocated to the user $u$; $A_u = \emptyset$ denotes the set of subcarriers assigned to the user $u$;

2: (2) **Carrier allocation:**

   for $u = 1, 2, \ldots, U$ do
   4: find subcarrier $k$ that minimizes $\Delta p_{uk}(0)$, and assign the subcarrier to the user $u$; meanwhile, $A_u = A_u \cup \{k\}$, $A = A - \{k\}$
   5: if $A = \emptyset$ then break;
6: while $A \neq \emptyset$ do
7: find the subcarrier $k$ with the smallest $\Delta p_{uk}(0)$ in the set $A$, and assign them to the corresponding user $u$; meanwhile $A_u = A_u \cup \{k\}$, $A = A - \{k\}$

8: (3) **Bit and power allocation:**

9: while $\sum_{u=1}^{U} P_u \leq P_T$ do
10: Traverse the subcarriers corresponding to all the users; find the subcarrier $k$ and the corresponding user $u$ with the smallest $\Delta p_{uk}(c_{uk})$, and allocate 1 bit of data to the subcarrier; meanwhile $c_{uk} = c_{uk} + 1$, $P_u = P_u + \Delta p_{uk}(c)$, $c_u = c_u + 1$
11: return $c_u, P_u$
We note that Algorithm 1 tends to allocate more bits and power to users with good channel conditions. Although this will maximize the sum capacity, it results in unfairness among users and does not necessarily give high total interest. For example, a user with poor channel condition may be allocated with a very low capacity and hence cannot support the transmission of large, but highly interested files. To overcome such a drawback and improve user fairness, the following algorithm is proposed as an alternative to Algorithm 1.

4.1.2. Minimum Rate Maximization

Another useful heuristic is to maximize the minimum data rate among multiple users. This means that users with poorer channel conditions will have higher priorities in resource allocation and that the capacity allocated to users tends to be equal and fair. The optimization problem is a max-min problem formulated as:

\[
\max \min_{u=1 \ldots U} \sum_{k=1}^{K} c_{uk} \rho_{uk}
\]

subject to

\[
B \sum_{u=1}^{U} \sum_{k=1}^{K} \frac{f(c_{uk})}{\alpha_{uk}^{2}} \leq P_T
\]

\[
\sum_{u=1}^{U} \rho_{uk} \leq 1.
\]

(22)

This problem can be effectively solved by a heuristic algorithm proposed as Algorithm 2.

**Algorithm 2** Minimum rate maximization algorithm.

**Input:** \( U, K, P_T, \alpha_{uk}^{2} \)

**Output:** \( c_{u}, P_{u} \)

1: (1) Initialization:

Let \( A = \{1, 2, \ldots, K\} \) denote unassigned subcarrier sets; \( P_{u} = 0 \) is the power allocated to user \( u \); \( c_{uk} = 0 \) represents the number of bits allocated on the subcarrier \( k \) allocated to the user \( u \); \( c_{u} = 0 \) indicates the total number of bits allocated to the user \( u \); \( A_u = \emptyset \) denotes the set of subcarriers assigned to the user \( u \);

2: (2) Carrier allocation:

3: while \( A \neq \emptyset \) do

4: \hspace{1em} for \( u = 1, 2, \ldots, U \) do

5: \hspace{2em} find the subcarrier \( k \) with the smallest \( \Delta p_{uk}(0) \) in the set \( A \), and assign them to the corresponding user \( u \); meanwhile \( A_u = A_u \cup \{k\} \), \( A = A - \{k\} \)

6: \hspace{1em} if \( A = \emptyset \) then break;

7: (3) Bit and power allocation:

8: \hspace{1em} while \( \sum_{u=1}^{U} P_{u} \leq P_T \) do

9: \hspace{2em} for \( u = 1, 2, \ldots, U \) do

10: \hspace{3em} Traverse the subcarriers corresponding to the user \( u \); find the subcarrier \( k \) with the smallest \( \Delta p_{uk}(c_{uk}) \), and allocate 1 bit of data to the subcarrier; meanwhile \( c_{uk} = c_{uk} + 1, P_{u} = P_{u} + \Delta p_{uk}(c), c_{u} = c_{u} + 1 \)

11: \hspace{2em} if \( \sum_{u=1}^{U} P_{u} > P_T \) then break;

12: return \( c_{u}, P_{u} \)
Once the pre-allocation of radio resource is completed, the data rate of user \( u \) can be calculated as:

\[
c_u = \sum_{k=1}^{K} c_{uk} \rho_{uk} \quad \text{(bit/symbol).} \tag{23}
\]

The bit rate assigned to the \( u \)-th user is approximately:

\[
R_u = c_u * B = \sum_{k=1}^{K} c_{uk} \rho_{uk} * B \quad \text{(bit/s).} \tag{24}
\]

### 4.2. Content Recommendation

Based on the pre-allocated user capacity, we can formulate two content recommendation problems as follows.

#### 4.2.1. Maximum File Size Constraint

\[
\begin{align*}
\text{maximize} & \quad \sum_{u=1}^{U} \sum_{f=1}^{F} r_{uf} x_{uf} \\
\text{subject to} & \quad \max_{f=1}^{F} \{ x_{uf} l_f \} \leq \delta \ast R_u \ast T_s \quad \forall u \\
 & \quad \sum_{f=1}^{F} x_{uf} = N. \tag{25}
\end{align*}
\]

In this problem, maximizing the sum interest is equivalent to maximizing each user’s interest because the capacities of users are already fixed and decoupled. The optimal algorithm that solves this problem runs as follows: For each user, we exclude contents whose size exceeds the data rate \( R_u \) and then recommend the top \( N \) contents with the highest interests in the remaining content. The minimum heap algorithm (time complexity \( O(F \log N) \)) or partial sorting algorithm (time complexity \( O(FN) \)) can be used here.

#### 4.2.2. Average File Size Constraint

\[
\begin{align*}
\text{maximize} & \quad \sum_{u=1}^{U} \sum_{f=1}^{F} r_{uf} x_{uf} \\
\text{subject to} & \quad \frac{1}{N} \sum_{f=1}^{F} x_{uf} l_f \leq \delta \ast R_u \ast T_s \quad \forall u \\
 & \quad \sum_{f=1}^{F} x_{uf} = N. \tag{26}
\end{align*}
\]

Similarly, this problem can be decoupled and solved with respect to each user. For each user, the problem becomes a two-dimensional cost knapsack problem [38], which could be solved by dynamic programming. Define \( g(f, l, j) \) to be the maximum interest that can be attained with the file size less than or equal to \( l \) and the number of contents less than or equal to \( j \) using contents up to \( f \) (first \( f \) contents). Then, the state transition equation is:

\[
g(f, l, j) = \max \{ g(f-1, l, j), g(f-1, l-l_f, j-j_f) + r_{uf} \} \tag{27}
\]

where \( l_f \) represents the size of content \( f \) and \( j_f \) always equals one, which means that one content is recommended. That is, when it is decided whether or not to put the \( f \)-th content, we need to compare the interest in putting the \( f \)-th content and the interest in not putting the \( f \)-th content.
4.3. Complexity of Heuristic Algorithms

Let us first consider the time complexity of the two algorithms in resource allocation. Recall that $K$ is the number of OFDM subcarriers and $U$ is the number of users. For the sum rate maximization algorithm (i.e., Algorithm 1), the complexity is $O(UK)$ in the carrier allocation step and $O(PTK)$ at the bit allocation step. For the minimum rate maximization algorithm (i.e., Algorithm 2), the time complexity is $O(K^2)$ in the carrier allocation step and $O(PTKU)$ in the bit allocation step. In practice, $K$ is typically much greater than $U$, so that Algorithm 1 tends to have a lower complexity compared with Algorithm 2.

Let us now consider the time complexity of the content recommendation algorithms. For the average file size constraint, the time complexity of the two-dimensional cost knapsack algorithm is $O(\delta FRN^2)$, where $R$ is the data rate assigned to the user. Here, $R$ is related to power $P_T$, channel number $K$ and user number $U$. Considering a total of $U$ users, the total time complexity is $O(\delta UFRN^2)$. For the problem with maximum file size constraint, the complexity of the algorithm is $O(UFN)$.

We can see that the proposed heuristic algorithms can reduce the exponential complexity of the optimal algorithm to polynomial complexities as the problem size scales. However, the reduced complexity comes at a cost of degraded performance. For example, in a special case where a user with good condition is only interested in small files, the heuristic algorithm may assign a large amount of radio resource to this user to maximize the overall capacity. However, much of the capacity allocated to this user is unnecessary and wasted. In what follows, an analytical framework will be introduced to evaluate the performance of the proposed algorithms.

5. Performance Evaluation Framework

To evaluate the performance of joint content recommendation and delivery algorithms, we consider two major metrics: total user interest and transmission outage probability. The first metric is related to the effectiveness of content recommendation, while the second metric is related to the reliability of content delivery. The total user interest is given by:

$$I_{\text{total}} = \sum_{u=1}^{U} \sum_{f=1}^{F} r_{uf}x_{uf}. \quad (28)$$

The transmission outage is defined as the probability that when each user randomly requests content from the recommended list (with $N$ contents), the BS cannot deliver the request contents within a time constraint $T_s$. An outage event can be defined with respect to the following mathematical problem:

\[
\begin{align*}
\text{Find} \quad & c_{uk}, \rho_{uk} \\
\text{subject to} \quad & l_i^u \leq B \star \sum_{k=1}^{K} c_{uk} \star \rho_{uk} \star T_s \quad \forall u \\
& B \star \sum_{u=1}^{U} \sum_{k=1}^{K} \frac{f(c_{uk})}{\alpha^2_{uk}} \star \rho_{uk} \leq P_T \\
& \sum_{u=1}^{U} \rho_{uk} \leq 1 \\
& x_{uf} \in \{0,1\}, \rho_{uk} \in \{0,1\}
\end{align*}
\]

where $l_i^u$ represents the size of the file $i$ requested by user $u$. Because the file should be delivered within a time constraint $T_s$, it is directly related to the instantaneous data rate requirement of user $u$. The problem is whether there exist any feasible channel and power allocation policy (i.e., $c_{uk}$ and $\rho_{uk}$) that can satisfy the instantaneous data rate requirements of all users. If the above problem is solvable, this means that content delivery is successful; otherwise, a transmission outage occurs. We note that the above outage metric is defined at the system level by considering multiple users.
Approximation of Outage Probability

Unfortunately, evaluating the system outage according to its real definition in Equation (29) is not only mathematically intractable, but also computationally challenging. To facilitate our performance evaluation, we propose a method that can approximately estimate the transmission outage according to the following equation:

\[
\eta = P\left(\sum_{u=1}^{U} l_u^m > C_{sys} * T_s \approx \sum_{u=1}^{U} R_u * T_s\right).
\] (30)

Here, the outage probability \(\eta\) is defined as the probability that the overall requested file size is greater than the instantaneous system capacity \(C_{sys}\). This approximation essentially neglects the channel diversity of multiple users and uses a lump-sum capacity \(C_{sys}\) to capture the resource limitation of the system. There exist many methods to calculate the lump-sum capacity \(C_{sys}\). Without loss of generality, we propose to calculate \(C_{sys}\) as the sum capacity of a system that adopts the same radio resource allocation strategy introduced in Section 4.1. In other words, the sum capacity obtained in the capacity estimation phase will be used as the lump-sum system capacity for outage estimation.

Now, we proceed to investigate fast algorithms to evaluate the system outage according to the definition in Equation (30). Once the user channels are known, \(C_{sys}\) can be calculated. The challenge is to consider all possibilities of the sum sizes of requested content files. Let us consider \(U\) users each selecting a file from a list of \(N\) items; the feasible space of the users’ request vector has an exponential size of \(N^U\). Although we could use the backtracking algorithm to enumerate all the possibilities [39], the computational complexity is too high. To this end, we further propose a fast method for outage estimation, as explained in Algorithm 3.

**Algorithm 3** The algorithm for outage estimation.

1: Run the model \(n\) times, and get \(n * N * U\) recommended contents;
2: Calculate the frequency of the file size of the above contents, then the PDF of file size in each user’s recommended list could be obtained;
3: Assume that all users are independent of each other. Then, the joint PDF of sum file size of \(U\) users is the \(U-1\) convolution of the above PDF;
4: With the joint PDF of the sum file size of \(U\) users, the joint CDF could be obtained. Then, the outage is \(1 - CDF(C_{sys})\).

In Algorithm 3, we assume that all users are independent of each other. Hence, the outage can be evaluated using statistical methods.

The accuracy of our outage approximation method is evaluated via Monte Carlo simulations. In each simulation, a user request profile and user channel gains are randomly generated. The exact value of outage probability is obtained by solving a large incident of the problem defined in (29) and calculating the empirical probability. The approximated outage is obtained according to Algorithm 3. Figure 2 compares the exact and approximated outage in different settings. We can see that the estimated outage makes a fairly good approximation to the exact outage curve.
6. Theoretical Performance Bounds with Simple Models

This section aims to characterize some theoretical performance bounds of the joint content recommendation and delivery system. For tractability, we assume a simple scenario with simplified models. More specifically, it is assumed that the user interests in different contents follow a uniform distribution in \([a, a + h]\) (e.g., rating scores uniformly distributed from 1–10), and all users’ interest profiles are independent. In addition, it is assumed that content file sizes also follow a uniform distribution in \([b, b + g]\).

6.1. Upper Limit of Mean User Interests

We first evaluate the upper limit of mean user interests. Given that the users’ interest is uniformly distributed, the total interest in the highest \(N\) content scores for each user is:

\[
S = X_{(F+1-N)} + X_{(F+2-N)} + \ldots + X_{(F)}
\]

where \(X_{(i)}\) represents the \(i\)-th order statistics. According to [40–42], the PDF of the \(i\)-th order statistics of the standard uniform distribution is:

\[
f_i(x) = \frac{F!}{(i-1)!(F-i)!} x^{i-1}(1-x)^{F-i}, 0 \leq x \leq 1.
\]

That is, \(X_{(i)}\) obeys the beta distribution with parameters \(i\) and \(F + 1 - i\), where \(F\) is the total number of contents.

Given that \(X = (X_1, X_2, \ldots, X_F)\) is a uniform distribution in \([a, a + h]\), where \(a \in \mathbb{R}, h \in (0, \infty)\), then for \(i \in \{1, 2, \ldots, F\}, X_{(i)}\) obeys a beta distribution with left parameter \(i\), right parameter \(F - i + 1\), position parameter \(a\) and scale parameter \(h\). In particular, we have [42]:

\[
\mathbb{E}(X_{(i)}) = a + h \frac{i}{F+1}
\]
\[
\text{var}(X(i)) = h^2 \frac{i(F - i + 1)}{(F + 1)^2(F + 2)}.
\] (34)

It follows that the mean of \( S \) is given by:
\[
E(S; F; N) = E(X_{(F+1-N)} + X_{(F+2-N)} + \ldots + X_{(F)})
= E(X_{(F+1-N)}) + E(X_{(F+2-N)}) + \ldots + E(X_{(F)})
= (a + h \frac{F + 1 - N}{F + 1}) + \ldots + (a + h \frac{F}{F + 1})
= Na + \frac{h}{F + 1} (F + 1 - N + F)F
= Na + \frac{Nh(2F + 1 - N)}{2(F + 1)}.
\] (35)

Here, \( E(S; F; N) \) is the total interest shown on the recommended list of an individual user. If there are \( U \) users, the total interest becomes:
\[
l_{\text{total}} = U \cdot E(S; F; N).
\] (36)

6.2. Upper Limit of Mean Outage

Let us assume that the number of files is \( F \), and the file size is subject to a uniform distribution on \([b, b + g]\). We further assume that user’s interest is independent of the file size. In this case, each user’s recommended list is an independent sample on the content set \( L \).

According to \([43,44]\), we can see that if \( X_i \) is uniformly distributed on \([0, g_i]\), the PDF of \( S_X = X_1 + X_2 + \ldots + X_U \) is:
\[
f_{S_X}(x; U; g_i) = \frac{1}{A_U(U - 1)!} \left\{ x^{U-1} + \sum_{k=1}^{U} (-1)^k \binom{U}{k} [(x - \sum_{i=1}^{k} g_i)^+]^{U-1} \right\}
\] (37)

where \( A_U = \prod_{i=1}^{U} g_i \), \( x_+ = \max(0, x) \). If \( Y_i \) follows a uniform distribution on \([b_i, b_i + g_i]\), \( S_Y = \sum_{i=1}^{U} Y_i = \sum_{i=1}^{U} X_i + \sum_{i=1}^{U} b_i \), and the PDF of \( S_Y \) is given by:
\[
f_{S_Y}(s; U; b_i; g_i) = f_{S_X}(s; U; b_i; g_i).
\] (38)

Correspondingly, the CDF of \( S_Y \) is:
\[
F_{S_Y}(s; U; b_i; g_i) = \int_{-\infty}^{s} f_{S_Y}(t; U; b_i; g_i) \, dt.
\] (39)

When the system capacity \( C_{\text{sys}} \) is given, the outage is estimated as:
\[
\hat{\eta} = 1 - F_{S_Y}(C_{\text{sys}} - T_s; U; b_i; g_i).
\] (40)

In Figure 3, we compare the numerical CDF calculated by Equation (40) with the empirical CDF obtained via Monte Carlo simulations. The numbers of contents and users are set to be 500 and 10, respectively, and the length of the recommendation list is set to be 50. It can be observed that the numerical and empirical CDFs agree well in all cases with different file size distributions. This validates the correctness of Equation (40).
6.3. Upper Limit of Interest at Zero Outage

We assume that the file distribution follows a uniform distribution in $[b, b + g]$. Then, if the system capacity is $C_{sys}$ and the outage is required to be zero, the file size in each user’s recommended list should be limited to the range $[b, \frac{C_{sys}}{U}]$, which accounts for the ratio of the original interval $[b, b + g]$ to:

$$\phi = \frac{C_{sys} - b}{g} = \frac{C_{sys} - Ub}{Ug}.$$  (41)

Because the file size is uniformly distributed, in the case where the system capacity is $C_{sys}$ and the outage is zero, the number of optional contents is approximately:

$$\tilde{F} = F \times \phi.$$  (42)

Given the number of contents $\tilde{F}$, we can obtain the total interest when the outage is zero according to (36):

$$I_{total}^0 = U \cdot \mathbb{E}(S; \tilde{F}; N).$$  (43)

6.4. Validation of the Theoretical Bounds

In this subsection, simulations are performed to validate the theoretical bounds derived above. The parameters are set as follows: the user interest follows a uniform distribution in $[1, 10]$; the file size follows a uniform distribution in $[1, 50]$; the number of users $U = 10$; the number of contents $F = 500$; the length of the recommended list for each user $N = 50$; and the system capacity is 188.

Figure 4 shows the total user interest as a function of system outage when different algorithms proposed in Section 4 are applied. The performance tradeoff curves are obtained by adjusting the value of parameter $\sigma$ in the algorithms. The theoretical bounds are also calculated and shown. The upper limit of interest is shown to be 4771 according to Equation (36); the upper limit of outage is shown to be 0.9306 according to Equation (40); and the upper limit of interest at zero outage is 4373. The point at $(0.9306, 4771)$ shows the performance benchmark of traditional recommendation algorithm, in which both the user interest and transmission outage reach the maximum. We can see that the three theoretical
bounds derived above form a square area, which well characterizes the performance tradeoff region of the proposed algorithms.

![Graph showing performance comparison and theoretical bounds](image)

**Figure 4.** Performance comparison of different algorithms and theoretical performance bounds (simple model). Opt, optimal; Heu, heuristic.

7. Performance Evaluation with Realistic Models

This section aims to thoroughly evaluate the performance of the proposed algorithms in realistic scenarios. Some realistic models are first introduced, followed by performance comparisons and discussions.

7.1. Realistic Models

In reality, the content file size and user interest do not follow simple uniform distributions. Measurements showed that the file size is generally subject to a power law distribution [45] or a lognormal distribution [46–50]. In this paper, we assume that the file size follows a lognormal distribution. As for the distribution of aggregated/sum user interests on different contents, existing literature suggest that it generally follows a power law distribution [51] or Zipf distribution [52]. We adapt the widely-accepted Zipf distribution in this paper. Moreover, multiple users have different interest in a particular piece of content. The interest distribution among multiple users can be modeled by a normal distribution [53], U-shaped (or J-shaped) distribution [54,55], Beta distribution [56] or Levy alpha-stable distribution [57]. In this paper, the normal distribution is adopted as the multiuser interest model by default. Parameter values adopted for our simulation in this section are summarized in Table 2.
Table 2. Simulation parameters.

| Simulation Parameter                  | Parameter Value                             |
|--------------------------------------|---------------------------------------------|
| Number of users \( U \)             | 10                                          |
| Number of contents \( F \)           | 500                                         |
| Number of channels \( K \)           | 256                                         |
| Recommended form length \( N \)      | 50                                          |
| Time slot \( T \) s                  | 1 s                                         |
| System bandwidth \( B \)             | 10 MHz                                      |
| Noise power spectral density \( N_0 \) | \(-174 \text{ dBm/Hz} \) [58]               |
| Bit error rate BER                   | \( 1 \times 10^{-4} \) [37]                 |
| Macrocell path loss model            | \( 128.1 + 37.6 \log_{10} d \) (\( d \) in km) [58] |
| Inter-site distance \( d \)          | 330 m                                       |
| Channel gain \( a_{uk}^2 \)          | Exponential distribution of parameter 1     |
| File distribution \( L \)            | Logarithmic normal distribution with location parameter of 9.357 and scale parameter of 1.318 [47] |
| Interest matrix \( R \)              | Zipf distribution with parameter 1 [52]; Truncated Gaussian distribution between 1 and 5 with a mean of 3 and a variance of 2 [53]. |

7.2. Simulation Results and Discussions

According to our discussions in Sections 3 and 4, the performance of the following seven different algorithms will be evaluated: (1) the optimal algorithm with maximum file size constraint (Opt-Max); (2) the optimal algorithm with average file size constraint (Opt-Ave); (3) the heuristic algorithm with maximum file size constraint and sum rate maximization (Heu-Max-Sum); (4) the heuristic algorithm with maximum file size constraint and minimum rate maximization (Heu-Max-Min); (5) the heuristic algorithm with average file size constraint and sum rate maximization (Heu-Ave-Sum); (6) the heuristic algorithm with average file size constraint and minimum rate maximization (Heu-Ave-Min), and (7) the traditional “pull-type” content retrieval algorithm without outage management (traditional). The tradeoff between total user interest and outage probability will be used as the performance evaluation framework.

Figure 5 compares the performance of all seven algorithms. The performance of the traditional “pull-type” content retrieval algorithm is characterized by a single point (marked by the star sign). This single point represents an extreme case where the system yields the highest user interest at the cost of the largest outage probability. We note that the traditional algorithm does not offer the flexibility to adjust the user interest or outage probability. In contrast, the performance of our algorithm is characterized by a smooth curve, in which user interest can be flexibly traded for outage probability. It is interesting to see that a small reduction in the user interest (e.g., a 25 percent reduction) can greatly reduce the outage probability by almost 90 percent. Such a capability to flexibly manage the outage probability is a major advantage of our algorithm compared with the traditional pull-type algorithm. The flexibility offered by our protocol essentially comes from exploiting the content diversity as a new degree of freedom.

Figure 5 also shows the performance comparison of different algorithms. Let us first compare the two optimal algorithms. It is observed that the Opt-Ave algorithm outperforms the Opt-Max algorithm. Moreover, the Opt-Ave algorithm tends to have a lower computational complexity than the Opt-Max algorithm because it solves a strictly linear programming problem. As a result, we conclude that the Opt-Ave algorithm has a better performance. As for the heuristic algorithms, it can be seen that the two algorithms adapting minimum rate maximization yield better performance than the two
algorithms adapting sum rate maximization. This suggests that it is beneficial to allocate capacity evenly among users. It is shown that the best heuristic algorithms can achieve 80 percent of the optimal performance in the worst case. The performance loss is acceptable and is traded for much lower computational complexity.

Figure 5. Performance comparison of different algorithms (file size distribution is subject to $\text{Lognorm}(9.357, 1.318)$, $P_T = 0.5$ W).

Figure 6 investigates the impact of time constraint $T_s$ on the system performance. The time constraint represents the maximum allowable delay for a user to pull a content file from a BS. It can be observed in Figure 6 that a decreased $T_s$ leads to a reduced user interest. This indicates the conflicting objectives of maximizing the user interest and minimizing the content access delay, where both objectives are desirable for enhancing user experience. In practice, a proper balance should be sought by setting a proper value for $T_s$. We note that in conventional pull-type protocols, the access delay is generally random and out of control. Therefore, the ability to manage access delay by adjusting $T_s$ is also a major advantage of our protocol compared with conventional pull-type protocols.

Figure 6. The effect of time constraint $T_s$ on the performance (the file size distribution is subject to $\text{Lognorm}(9.357, 1.318)$, $P_T = 0.5$ W).
In Figure 7, we demonstrate the impact of the total power constraint on the interest-outage tradeoff performance. The two optimal algorithms and the two heuristic algorithms adapting minimum rate maximization are simulated. It is observed that the overall user interest increases with increasing power and outage until it reaches the theoretical upper bound, which is 4586 in this particular case. Moreover, when the power increases, the performance gaps between optimal and heuristic algorithms reduce. It is interesting to see that at relatively high power values, a fairly good performance can be achieved even when the outage is very small. For example, at $P_T = 2$ W, nearly 90 percent of the optimal performance can be achieved at an outage of 0.05. This implies that sufficient power supply (relative to the file size characteristics) can ensure that the system operates in a desirable state with high performance and low outage.

![Figure 7](image1.png)

**Figure 7.** Performance comparison of different algorithms with varying power constraint $P_T$ (file size distribution is subject to $\text{Lognorm}(9.357, 1.318)$).

Figure 8 illustrates the impact of file size distribution on the system performance. It can be seen that the impact of reducing the average file size is very similar to the impact of increasing the power constraint. When the file size is small, the performance quickly approaches the optimal even at a low outage probability. This observation reinforces our previous remarks that power constraint and file size are two sides of the same coin and should be jointly considered when designing a system.

![Figure 8](image2.png)

**Figure 8.** Performance comparison of different algorithms with varying file size distributions ($P_T = 2$ W).
Finally, Figure 9 compares the system performance when the distribution of individual user’s interest in a piece of content across multiple users has different forms. We simulate all four types of distributions reported in the literature. We can see that the normal, U-shaped and Beta distributions yield similar performance. However, the Levy distribution yields a much better performance in terms of the total user interest. This is because the former three distributions are balanced and the interest in a content file tends to spread across many users. On the contrary, the Levy distribution is a heavy-tailed distribution, so that the interest in a content file tends to concentrate with a few users. In this case, higher total user interest can be obtained by satisfying a few users that have very high interest.

![Figure 9. Performance comparison with different distributions of individual user’s interest in a piece of content across multiple users (file size distribution is subject to Lognorm(9.357, 1.318), $P_T = 1$ W).](image)

8. Conclusions

In this paper, we have proposed a novel design for personal content retrieval systems to jointly optimize content recommendation and content delivery. Optimal algorithms with exponential complexities have been introduced to solve the joint optimization problem. A linearization technique has been proposed to reduce the computational complexity of the optimal algorithms. Moreover, several heuristic algorithms have been presented to tackle the joint optimization problem with polynomial complexity. The fundamental performance of the proposed system has been characterized by theoretical bounds and evaluated via simulations. Theoretical and simulation results have shown that the proposed system has the potential to achieve both high user interest and low transmission outage probability. Moreover, it has been demonstrated that the best performing heuristic algorithm can well approximate the optimal performance of the system. We conclude that the proposed system can effectively balance the conflicting goals of maximizing user interest and minimizing transmission outage; hence, it is a promising design paradigm for personalized content retrieval systems.

Acknowledgments: The authors acknowledge the support from the Natural Science Foundation of China (Grant Nos. 61571378 and 61601388).

Author Contributions: Y.L., X.H. and J.S. conceived and designed the experiments; Y.L., L.C. and H.S. performed the experiments; Y.L. and L.C. analyzed the data; Y.L. and X.H. wrote the paper. All authors have read and approved the final manuscript.

Conflicts of Interest: The authors declare no conflict of interest.
References

1. Verbert, K.; Manouselis, N.; Ochoa, X. Context-aware recommender systems for learning: A survey and future challenges. *IEEE Trans. Learn. Technol.* 2012, 5, 318–335.

2. Cheng, Z.; Shen, J. Just-for-me: An adaptive personalization system for location-aware social music recommendation. In Proceedings of the International Conference on Multimedia Retrieval, Glasgow, UK, 1–4 April 2014; p. 185.

3. Cheng, Z.; Shen, J. On effective location-aware music recommendation. *ACM Trans. Inf. Syst.* 2016, 34, 13.

4. Yao, L.; Sheng, Q.Z.; Wang, X.; Zhang, E.W.; Qin, Y. Collaborative Location Recommendation by Integrating Multi-dimensional Contextual Information. *ACM Trans. Internet Technol.* 2017, in press.

5. Wang, X.; Zhao, Y.L.; Nie, L.; Gao, Y.; Nie, W.; Zha, Z.J.; Chua, T.S. Semantic-based location recommendation with multimodal venue semantics. *IEEE Trans. Multimedia* 2015, 17, 409–419.

6. Wang, Z.; Zhu, W.; Chen, M. CPCDN: Content delivery powered by context and user intelligence. *IEEE Trans. Multimedia* 2015, 17, 92–103.

7. Lum, W.Y.; Lau, F.C.M. A context-aware decision engine for content adaptation. *IEEE Pervasive Comput.* 2002, 1, 41–49.

8. Shoukry, O.; ElMohsen, M.A.; Tadrous, J. Proactive scheduling for content pre-fetching in mobile networks. In Proceedings of the 2014 IEEE International Conference on Communications, Sydney, Australia, 10–14 June 2014; pp. 2848–2854.

9. Shoukry, O.K.; Fayek, M.B. Evolutionary scheduler for content pre-fetching in mobile networks. In Proceedings of the 2013 AAAI Fall Symposium Series, Arlington, VA, USA, 15–17 November 2013; pp. 386–391.

10. Tadrous, J.; Eryilmaz, A.; Gamal, H.E. Proactive content download and user demand shaping for data networks. *IEEE/ACM Trans. Netw.* 2015, 23, 1917–1930.

11. Yin, L.; Cao, G. Adaptive power-aware prefetch in wireless networks. *IEEE Trans. Wirel. Commun.* 2004, 3, 1648–1658.

12. Gunogor, A.C.; Gunduz, D. Proactive wireless caching at mobile user devices for energy efficiency. In Proceedings of the 2015 International Symposium on Wireless Communication Systems, Brussels, Belgium, 25–28 August 2015; pp. 186–190.

13. Weng, X.; Baras, J.S. Joint optimization for social content delivery in wireless networks. In Proceedings of the 2016 IEEE International Conference on Communications, Kuala Lumpur, Malaysia, 23–27 May 2016; pp. 1–7.

14. Weng, X.; Baras, J.S. Joint optimization for social content delivery in heterogeneous wireless networks. In Proceedings of the 2016 14th International Symposium on Modeling and Optimization in Mobile, Ad Hoc, and Wireless Networks, Tempe, AZ, USA, 9–13 May 2016; pp. 1–8.

15. Tadrous, J.; Eryilmaz, A.; El Gamal, H. Joint smart pricing and proactive content caching for mobile services. *IEEE/ACM Trans. Netw.* 2016, 24, 2357–2371.

16. Tadrous, J.; Eryilmaz, A.; El Gamal, H. Pricing for demand shaping and proactive download in smart data networks. In Proceedings of the 2013 IEEE Conference on Computer Communications Workshops, Turin, Italy, 14–19 April 2013; pp. 321–326.

17. Tadrous, J.; Eryilmaz, A. On optimal proactive caching for mobile networks with demand uncertainties. *IEEE/ACM Trans. Netw.* 2016, 24, 2715–2727.

18. Paschalidis, I.C.; Tsitsiklis, J.N. Congestion-dependent pricing of network services. *IEEE/ACM Trans. Netw.* 2000, 8, 171–184.

19. Ha, S.; Sen, S.; Joe-Wong, C.; Im, Y.; Chiang, M. TUBE: Time-dependent pricing for mobile data. *ACM SIGCOMM Comput. Rev.* 2012, 42, 247–258.

20. Niyato, D.; Hossain, E. Competitive pricing for spectrum sharing in cognitive radio networks: Dynamic game, inefficiency of nash equilibrium, and collusion. *IEEE J. Sel. Areas Commun.* 2008, 26, 192–202.

21. Lee, J.; Yi, Y.; Chong, S.; Jin, Y. Economics of WiFi offloading: Trading delay for cellular capacity. *IEEE Trans. Wirel. Commun.* 2014, 13, 1540–1554.

22. Lu, X.; Pan, H.U.I.; Lio, P. Offloading mobile data from cellular networks through peer-to-peer WiFi communication: A subscribe-and-send architecture. *China Commun.* 2013, 10, 35–46.

23. Bobadilla, J.; Ortega, F.; Hernando, A. Recommender systems survey. *Knowl.-Based Syst.* 2013, 46, 109–132.

24. Yang, X.; Guo, Y.; Liu, Y. A survey of collaborative filtering based social recommender systems. *Comput. Commun.* 2014, 41, 1–10.
25. Adomavicius, G.; Tuzhilin, A. Context-Aware Recommender Systems. In *Recommender Systems Handbook*; Springer: New York, NY, USA, 2015; pp. 191–226.

26. Koren, Y.; Bell, R.; Volinsky, C. Matrix factorization techniques for recommender systems. *Computer* **2009**, *42*, 30–37.

27. Goldsmith, A. *Wireless Communications*; Cambridge University Press: Cambridge, UK, 2005.

28. Hasna, M.O.; Alouini, M.S. End-to-end performance of transmission systems with relays over Rayleigh-fading channels. *IEEE Trans. Wirel. Commun.* **2003**, *2*, 1126–1131.

29. Wang, Z.; Giannakis, G.B. A simple and general parameterization quantifying performance in fading channels. *IEEE Trans. Commun.* **2003**, *51*, 1389–1398.

30. John, M.C. Signal Processing and Detection. Available online: [http://web.stanford.edu/group/cioffi/ee379a/course_reader/chap1.pdf](http://web.stanford.edu/group/cioffi/ee379a/course_reader/chap1.pdf) (accessed on 5 November 2017).

31. Kay, S.M. *Fundamentals of Statistical Signal Processing, Vol. II: Detection Theory*; Prentice Hall: Englewood Cliffs, NJ, USA, 1998.

32. Lawler, E.L.; Wood, D.E. Branch-and-bound methods: A survey. *Oper. Res.* **1966**, *14*, 699–719.

33. Mitten, L.G. Branch-and-bound methods: General formulation and properties. *Oper. Res.* **1970**, *18*, 24–34.

34. Gupta, O.K.; Ravindran, A. Branch and bound experiments in convex nonlinear integer programming. *Manag. Sci.* **1985**, *31*, 1533–1546.

35. Wilf, H.S. *Algorithms and Complexity*; Prentice Hall: Englewood Cliffs, NJ, USA, 1986.

36. Thakoor, N.; Devarajan, V.; Gao, J. Computation complexity of branch-and-bound model selection. In *Proceedings of the 2009 IEEE 12th International Conference on Computer Vision*, Kyoto, Japan, 27 September–4 October 2009; pp. 1895–1900.

37. Kim, I.; Park, I.S.; Lee, Y.H. Use of linear programming for dynamic subcarrier and bit allocation in multiuser OFDM. *IEEE Trans. Veh. Technol.* **2006**, *55*, 1195–1207.

38. Freville, A. The multidimensional 0-1 knapsack problem: An overview. *Eur. J. Oper. Res.* **2004**, *155*, 1–21.

39. Donald, E.K. The art of computer programming. *Sort. Search.* **1999**, *3*, 426–458.

40. Kyle, S. Random. Available online: [http://www.math.uah.edu/stat/sample/OrderStatistics.html](http://www.math.uah.edu/stat/sample/OrderStatistics.html) (accessed on 5 November 2017).

41. Kamps, U. A concept of generalized order statistics. *J. Stat. Plan. Inference* **1995**, *48*, 1–23.

42. Moghadam, S.A.; Pazira, H. The relations among the order statistics of Uniform distribution. *Trends Appl. Sci. Res.* **2011**, *6*, 719–723.

43. Sadooghialvandi, S.M.; Nematollahi, A.R.; Habibi, R. On the distribution of the sum of independent uniform random variables. *Stat. Pap.* **2009**, *50*, 171–175.

44. Johnson, N.L.; Kotz, S.; Balakrishnan, N. *Distributions in Statistics: Continuous Univariate Distributions*; John Wiley and Sons: New York, NY, USA, 1970.

45. Arlitt, M.F.; Williamson, C.L. Internet web servers: Workload characterization and performance implications. *IEEE/ACM Trans. Netw.* **1997**, *5*, 631–645.

46. Evans, K.M.; Kuenning, G.H. A study of irregularities in file-size distributions. In *Proceedings of the 2002 International Symposium on Performance Evaluation of Computer and Telecommunication Systems*, San Diego, CA, USA, 14–18 July 2002.

47. Barford, P.; Crovella, M. Generating representative web workloads for network and server performance evaluation. *ACM Sigmetrics Perform. Eval. Rev.* **1998**, *26*, 151–160.

48. Chlebus, E.; Divgi, G. A versatile probability distribution for light and heavy tails of web file sizes. In *Proceedings of the 2009 Wireless Communications and Networking Conference*, Budapest, Hungary, 5–8 April 2009; pp. 1–7.

49. Douceur, J.R.; Bolosky, W.J. A large-scale study of file-system contents. *ACM Sigmetrics Perform. Eval. Rev.* **1999**, *27*, 59–70.

50. Gros, C.; Kaczor, G.; Markovi, D. Neuropsychological constraints to human data production on a global scale. *Eur. Phys. J. B Condens. Matter Complex Syst.* **2012**, *85*, 1–5.

51. Adamic, L.A. Zipf, Power-Laws, and Pareto—A Ranking Tutorial. Available online: [http://www.labs.hp.com/research/idl/papers/ranking/ranking.html](http://www.labs.hp.com/research/idl/papers/ranking/ranking.html) (accessed on 5 November 2017).

52. Cha, M.; Kwak, H.; Rodriguez, P. I tube, you tube, everybody tubes: Analyzing the world’s largest user generated content video system. In *Proceedings of the 7th ACM SIGCOMM Conference on Internet Measurement*, San Diego, CA, USA, 24–26 October 2007; pp. 1–14.
53. Hu, N.; Zhang, J.; Pavlou, P.A. Overcoming the J-shaped distribution of product reviews. *Commun. ACM* **2009**, *52*, 144–147.

54. Hu, N.; Pavlou, P.A.; Zhang, J. Can online reviews reveal a product’s true quality? Empirical findings and analytical modeling of Online word-of-mouth communication. In Proceedings of the 7th ACM Conference on Electronic Commerce, Ann Arbor, MI, USA, 11–15 June 2006; pp. 324–330.

55. Cai, T.; Cai, H.J.; Zhang, Y. Polarized score distributions in music ratings and the emergence of popular artists. In Proceedings of the Science and Information Conference, London, UK, 7–9 October 2013; pp. 472–476.

56. Del Rio, M.B.; Cocho, G.; Naumis, G.G. Universality in the tail of musical note rank distribution. *Phys. A Stat. Mech. Appl.* **2008**, *387*, 5552–5560.

57. Lorenz, J. Universality in movie rating distributions. *Eur. Phys. J. B Condens. Matter Complex Syst.* **2009**, *71*, 251–258.

58. ETSI TR 136 931 v9.0.0. LTE; Evolved Universal Terrestrial Radio Access (E-UTRA); Radio Frequency (RF). Requirements for LTE Pico Node B. Available online: [http://www.etsi.org/deliver/etsi_ts/136100_136199/136104/09.04.00_60/ts_136104v090400p.pdf](http://www.etsi.org/deliver/etsi_ts/136100_136199/136104/09.04.00_60/ts_136104v090400p.pdf) (accessed on 5 November 2017).

© 2018 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access article distributed under the terms and conditions of the Creative Commons Attribution (CC BY) license (http://creativecommons.org/licenses/by/4.0/).