An efficient ICKM approach for similarity measurement and distance estimation based on k-means
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Abstract
An iterative centroid initialization k-means (ICKM) based clustering has been proposed in this paper. In this approach first the dataset selection has been performed along with the option of choosing and selection as per the data use or the user can access partial data also based on the iterative centroid. Then the data preprocessing steps are followed for the data arrangement and analysis. There are four different distance algorithms have been considered with the k-means. These algorithms provide the complete variability for the distance estimation and production. The proposed method found to be useful along with different distance estimation and measures.
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1. Introduction
The need of clustering and classification techniques has been increased due to the arising need in several areas [1, 2].

Depend on the need and demand in genera two or three groupings has been performed [3]. The major use of clustering techniques includes different domains like health, information processing and pattern discovery [4, 5]. The usability and the aspects are clear from the approach that can be considered in different domain and the aspectual views can be considered for the different scenario.

The main aim of any data mining approaches is to process and analyses the data in the way to scale the data in the algometric way for data clustering and data arrangement to find the refined clusters [6, 7]. The data is arranged according to the content or the attributes values [8]. The arrangement in such a way that the data normalization has been performed to utilize the data in a meaningful and computational process [9].

This computational process is then applied to the next process and then the clustering process is started. This step is capable in providing the data in such manner that it can be processed and the algometric calculations have been performed systematically and easily [10, 11].

The main aspect of knowledge discovery is to analyse the knowledge in such a way to summarize the approaches in the similar way based on the data attributes, similarity behaviour and attribute properties [12].

The other computational aspects also cover the behaviour, recognition and attribute filtering for the accurate similarity measurement [13–17]. So it is needed to initialize and check the object distance with different variability. For this different distance measures have been considered in our paper. It also provides the analytical view for future research in the direction of distance measures.

Table 1 show the analysis based on current trends.
| S.No | Reference | Method | Results achieved |
|------|-----------|--------|------------------|
| 1    | [18]      | Parallel heuristic for a k-medoids clustering | They have proposed a hybrid heuristic algorithm for the modified k-medoids problem. It is based on the shared memory parallel implementation. They have suggested that the dual bound for the objective value is the main advantage of their algorithm. |
| 2    | [19]      | Computer vision approach to spatial identification | They have proposed an efficient technique based on computer vision and machine learning for the k-clusters identification. They have applied their approach on the unsupervised data clustering. Their results show correct identification of k clusters. It also shows no loss of information. It also eliminates data overlap. They have used Silhouette and Precision matrix for the methodology testing. The results support the approach. |
| 3    | [20]      | Electricity consumption analysis through k-means | They have applied k-means algorithm for the analysis of the electricity consumption at home. It is based on the electricity data points. For the optimal number findings they have used davis boulden index and Silhouette_score in the k-means algorithm. They have discussed about label propagation algorithm (LPA). They have suggested that it is one of the classical community detection algorithms. They have suggested the disadvantages like poor stability. They have proposed an improved approach that is adjustable parameter for the stability of label propagation algorithm. Their experimental results show better in comparison to DBSCAN in terms of accuracy and found lower run time. |
| 4    | [21]      | Evolutionary algorithm for graph clustering problem | Authors' approach has been inspired by algorithms like krill herd (KH) and genetic algorithm (GA). They have proposed a new graph clustering algorithm. They have suggested that KH is an effective algorithm. It is capable in solving continuous space optimization problems. Their approach main benefit is it can cluster image as well as text with different extensive experiments using the bag of visual words model. Their results show the accuracy and efficiency of the approach. |
| 5    | [22]      | Label propagation algorithms | They have discussed and analyzed for the algorithm for the purpose of scaling as well as suitable with big data sets. They have proposed a fast density-grid clustering algorithm. The working mechanism is based on dividing the information space into a lattice structure and afterward doing out a thickness estimation to every framework cell. Their approach main benefit is it can cluster image as well as text with different extensive experiments using the bag of visual words model. Their results show the accuracy and efficiency of the approach. |
| 6    | [23]      | Density-grid based clustering method | They have discussed and analyzed for the algorithm for the purpose of scaling as well as suitable with big data sets. They have proposed a fast density-grid clustering algorithm. The working mechanism is based on dividing the information space into a lattice structure and afterward doing out a thickness estimation to every framework cell. Their experimental results show better in comparison to DBSCAN in terms of accuracy and found lower run time. |
| 7    | [24]      | Hierarchical clustering for categorical data | They have proposed a hierarchical clustering framework. It has been used for the purpose of clustering categorical data based on Multinomial and Bernoulli mixture models. Their approach main benefit is it can cluster image as well as text with different extensive experiments using the bag of visual words model. Their results show the accuracy and efficiency of the approach. |
| 8    | [25]      | Association rules algorithm | They have proposed a new data mining algorithm based on association rule algorithm. They have used k-means algorithm. Their results show the accuracy and efficiency of the approach. |
| 9    | [26]      | Block-diagonal subspace clustering | They have proposed a directly pursuing block-diagonal affinity matrix method. They called it block-diagonal subspace clustering with Laplacian rank constraint (BDLRC). It has been used for the subspace clustering. The results support the approach. |
2. Proposed work

This paper shows the mechanism of k-means with iterative centroid selection and random initialization of centroid that is ICKM. For exploring our approach in detail we have divided it into five different parts:

1. Dataset discussion
2. Pre-processing and data arrangement
3. ICKM
4. Similarity score calculation
5. Distance estimation

For the experimentation diabetes database have been considered. Data pre-processing has been performed and analysed. Then k-means approach has been applied along with the distance measures Euclidean (ED), Pearson Coefficient (PC), Chebyshev (Ch) and Canberra (Ca).

The flowchart is shown in Figure 1. It depicts and explores the procedure along with the clustering procedures. It shows the complete procedure along with the constraint satisfaction mechanism with the minimization and maximization procedure. The procedure starts with the input set selection.

Algorithm: K-means algorithm

Step 1: Input set has been selected from the preprocessed set.
Step 2: Initialized the cluster centers iteratively.
Step 3: Randomly determine the weight in each iterations.
Step 4: similarity score calculation for the minimum and maximum differences in each clusters

\[ X(c) = \sum_{j=1}^{k} \sum_{i=1}^{n} ||d_{ij} - c_{j}||^2 \]

\( d_{ij} \) is the Euclidean distance.
\( k \) is the number of cluster.
\( n \) shows the cases numbers.
Step 3: The cluster center is iteratively calculated until the similar conditions not match with the subsequent cases in finding minimum variance

\[ c_{i} = \left( \frac{1}{n_{i}} \right) \sum_{j=1}^{n_{i}} d_{ij} \]

Step 4: Minimum variance based splitting has been assigned for each cluster.
Step 6: data point assignments have been accumulated.

Figure 1 Flowchart of the proposed approach
3. Results and discussion

Three random sets have been selected from the complete data set for the time comparison. 

Figure 2 shows the result analysis based on computational time in case of partial dataset 1. Figure 3 shows the result analysis based on computational time in case of partial dataset 2. Figure 4 shows the result analysis based on computational time in case of partial dataset 3. Figure 5 shows the result analysis based on computational time in case of partial dataset 3.
4. Conclusion
In this paper different distance algorithm with the k-means algorithms for finding the centroid distance for improving the similarity matrix. An efficient iterative centroid k-means (ICKM) have been proposed with the experimental analysis. Finally different aspects have been considered for the analysis of the centroid distance impact and there initialization for the data clustering.
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