NORM INFLECTION FOR THE ZAKHAROV SYSTEM
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Abstract. We prove norm inflation in new regions of Sobolev regularities for the scalar Zakharov system in the spatial domain $\mathbb{R}^d$ for arbitrary $d \in \mathbb{N}$. To this end, we apply abstract considerations of Bejenaru and Tao from [1] and modify arguments of Iwabuchi and Ogawa [16]. This proves several results on well-posedness, which includes existence of solutions, uniqueness and continuous dependence on the initial data, to be sharp up to endpoints.

1. Introduction

We consider the scalar Zakharov system

\[
\begin{aligned}
    i\partial_t u + \Delta u &= v u \\
    \partial_t^2 v - \Delta v &= \Delta |u|^2
\end{aligned}
\]

with initial data $(u, v)|_{t=0} = (u_0, v_0, v_1) \in H^s(\mathbb{R}^d) \times H^1(\mathbb{R}^d) \times H^{l-1}(\mathbb{R}^d)$.

Zakharov introduced this model 1972 in his work [23] to describe Langmuir waves in weakly inducting plasma. In the notation above the real valued function $v : \mathbb{R} \times \mathbb{R}^d \to \mathbb{R}$ models the ion density fluctuation and $u : \mathbb{R} \times \mathbb{R}^d \to \mathbb{C}$ the complex envelope of the electric field.

The aim of this paper is to prove norm inflation for (1) in some product Sobolev spaces to complement the past results to the currently best local well-posedness results available. For dimensions $d = 1, 2, 3$, Sanwal proved in [22] that the Zakharov system is locally well-posed for initial data in $H^s(\mathbb{R}^d) \times H^1(\mathbb{R}^d) \times H^{l-1}(\mathbb{R}^d)$ for

\[
l > -\frac{1}{2}, \quad \max\{l - 1, \frac{l}{2} + \frac{1}{2}\} < s < l + 2
\]

by modifying Fourier restriction spaces $X^{s,b}$, introducing new temporal weights and applying a contraction mapping principle. Partial endpoint cases were established in dimension $d = 1$ by Ginibre, Tsutsumi and Velo in [15], showing that the lines $l = -\frac{1}{2}$ for $0 \leq s < \frac{1}{2}$ and $2s = l + \frac{1}{2}$ for $0 \leq s < 1$ are locally well-posed. By modifying the Fourier restriction spaces from [15], Bejenaru, Herr, Holmer and Tataru proved in [2] that the Zakharov system in two dimensions is locally well-posed in $L^2 \times H^{-1/2} \times H^{-3/2}$ and the time of existence depends only on the norm of the initial data. This stands in contrast to the focusing, cubic Schrödinger equation, which arises as a subsonic limit from the Zakharov system, where this regularity is critical and the maximal time of existence depends directly on the initial data. Chen and Wu added the boundary line $l = s + 1$ for $s \geq 2$ and $d = 2, 3$ to the locally well-posed regime in their work [10]. In [5] Candy, Herr and Nakanishi gave a complete answer to the question of local well-posedness in the energy critical and super critical dimensions.
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d ≥ 4. They proved local well-posedness of the Zakharov system with initial data in $H^s × H^l × H^{l-1}$ where $(s, l) ∈ ℝ^2$ satisfies
\[ l ≥ \frac{s}{2} - 2, \quad \text{max}(l - 1, \frac{l}{2} + \frac{d-2}{2}) ≤ s ≤ l + 2, \quad (s, l) \neq \left(\frac{s}{2}, \frac{s}{2} - 2\right), \left(\frac{s}{2}, \frac{s}{2} + 1\right). \]

1.2. Known ill-posedness results. For spatial dimension $d = 1$ norm inflation was proven by Holmer in [13, Theorem 1.2] in the region $0 < s < 1$ and $l > 2s - \frac{s}{2}$ or $s ≤ 0$ and $l > -\frac{1}{2}$ showing that the boundary line of the well-posed regime $l ≤ 2s - \frac{s}{2}$ is sharp.

Biagioni and Linares proved in [3, Proposition 2.2] that the Zakharov system is ill-posed in $d = 1$ and for $s < 0$ and $l ≤ -\frac{1}{2}$ in the sense that the initial data to solution map is not uniformly continuous. In the aforementioned work [13, Theorem 1.3] Holmer extended this result to $s = 0$ and $l < -\frac{3}{2}$. For spatial dimension $d = 3$ Ginibre, Tsutsumi and Velo showed in [13, Proposition 3.2] that the solution map is not Lipschitz for $(s, l) = \left(\frac{s}{2}, -\frac{1}{2}\right)$.

There are also multiple works proving $C^2$-ill-posedness of the Zakharov system in the sense that the second order Fréchet derivative is not continuous in the origin. Holmer proved $C^2$-ill-posedness for $s ∈ ℝ$ and $l < -\frac{1}{2}$ and $d = 1$ in [13, Theorem 1.4]. For $d = 2$ Bejenaru, Herr, Holmer and Tataru showed $C^2$-ill-posedness of the Zakharov system in [2, Theorem 1.3] for the regime $l + \frac{1}{2} > 2s$ or $l < -\frac{1}{2}$. Additionally, the Zakharov system exhibits $C^2$-ill-posedness in arbitrary dimension $d ∈ ℕ$ for
\[ l < \frac{s}{2} - 2, \quad s - l > 2, \quad 2s - l < \frac{d-2}{2}, \quad \text{or} \quad (s, l) = \left(\frac{s}{2}, \frac{s}{2} - 2\right), \left(\frac{s}{2}, \frac{s}{2} + 1\right). \]

This was proven by Candy, Herr and Nakaniishi in [8, Section 9, Theorem 1.1], which complements the aforementioned local well-posedness result with real-analytic flow map for $d ≥ 4$.

Using a mismatch of regularities between the Schrödinger and wave coordinate in normal form, Bejenaru, Guo, Herr and Nakaniishi showed in [3, Theorem 1.3] that there exists initial data in $H^2(R^4) × H^3(R^4) × H^2(R^4)$ such that for any $T > 0$ there is no distributional solution to the Zakharov system in $L^2((0, T); H^1(R^4) × H^2(R^4))$.

1.3. New result. Since the system (1) is an interaction of a nonlinear Schrödinger and wave equation, we abuse discrepancies of Sobolev regularities and the structure of the equation to show norm inflation. Thus, our result is naturally divided into Schrödinger- and wave norm inflation. Our result reads as follows.

Theorem 1.1 (Norm inflation). The Zakharov system exhibits norm inflation in the wave part in dimension $d ∈ ℕ$ for regularities $(s, l) ∈ ℝ^2$ if
\[ (2s < l + \frac{d-2}{2} \text{ and } s < l + \frac{1}{2}) \text{ or } (2s < l + \frac{1}{2} \text{ and } s < l + \frac{1}{2}) \text{ or } s + 1 < l \text{ or } (l ≤ -1 \text{ and } s < -1). \]

The Zakharov system exhibits norm inflation in the Schrödinger part in dimension $d ∈ ℕ$ if
\[ (l < s - 2 \text{ and } s > 0) \text{ or } (l < \frac{d-2}{2} - 2, l + \frac{1}{2} ≤ s < \frac{d-2}{2} \text{ but } s ≠ 0) \text{ or } (l + s < -2, l + \frac{1}{2} ≤ s \text{ and } s < -\frac{d}{2}). \]

Remark 1.2. In sight of the aforementioned local well-posedness theory, [Theorem 1.1] complements the well-posed Sobolev regularities except for some boundary lines, those $(s, l) ∈ ℝ^2$ with $s = 0$ and $l < -\frac{1}{2}$ as well as a bounded region for $d = 1, 2$ below $l < -\frac{1}{2}$.

In the following [Figure 1] we denote on the $l$-axis the wave Sobolev regularities and the $s$-axis are the Schrödinger Sobolev regularities. The light gray shaded areas excluding the dashed boundary lines are those regularity tuple for which the Zakharov system exhibits norm inflation. To classify our result, the previously mentioned local well-posedness results are illustrated in the dark gray shaded area including solid boundary lines and black dots. The black circles with white interior represent Sobolev indices for which there are no published well-posedness nor ill-posedness results in sense of Hadamard [14]. We want to emphasize that, in contrast to the above mentioned results on $C^2$-ill-posedness and non Lipschitz continuity of the initial data to solution map, we understand in the following plot well-posedness as the existence, uniqueness of solutions for given initial data in $H^s × H^l × H^{l-1}$ and continuity of the solution map. Thus, we call the system for given Sobolev regularities $(s, l) ∈ ℝ^2$ ill-posed whenever at least one of these conditions is not met. Lastly, the black star represents the non existence of a distributional solution in $H^2(R^4) × H^3(R^4)$ proven in [8, Theorem 1.3] for dimension $d = 4$ and for $d > 4$ it shall have the same meaning as a black circle with white interior.
1.4. Outline. In Section 2 we introduce notations used throughout this work. A typical reduction of the Zakharov system to a first order problem will be done in Section 2.1 as well as the introduction of Duhamel’s formula and a Picard iteration for the reduced equation. We begin Section 3 by establishing the class of initial data we later use to show norm inflation. Thereafter, we prove upper Sobolev estimates on all terms of the Picard iteration, show a solution to our initial data exists in certain Sobolev spaces up to a time $T > 0$ depending on the size of initial data in $H^s \times H^l$. The last ingredient for norm inflation, a lower bound on the Sobolev norm of the quadratic term in the Picard iteration, will be derived before proving Theorem 1.1 in Section 3.1.
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2. Notation and preliminaries

Throughout this work we use the following notation. We say that $A \lesssim B$ if there exists a constant $C > 0$ such that $A \leq CB$ and $A \simeq B$ if $A \lesssim B$ and $B \lesssim A$. $\Re z$ is the real part and $\bar{z}$ the complex conjugate of a complex number $z \in \mathbb{C}$. Additionally, $a \wedge b := \min\{a, b\}$ and $a \vee b := \max\{a, b\}$ for real numbers $a, b$. We write $\#A$ the number of elements in a finite set $A$. The spatial Fourier transformation of a function $f : \mathbb{R}^d \to \mathbb{C}$ will be written as $\mathcal{F}_x f$ or $\hat{f}$ and the inverse Fourier transformation as $\mathcal{F}_x^{-1} f$ or $\check{f}$. We denote by $\langle \nabla \rangle^s$ the Bessel potential operator for Schwartz functions, which is defined by $\mathcal{F}_x (\nabla)^s f(\xi) = (1 + |\xi|^2)^{s/2} \hat{f}(\xi)$, and as usual the Bessel potential space $H^s(\mathbb{R}^d)$ as the closure of Schwartz functions with respect to the norm

$$\|f\|_{H^s} = \left\| (1 + |\cdot|^2)^{s/2} \hat{f} \right\|_{L^2}.$$  

We define for short $e^{it\Delta} u_0 = \mathcal{F}_x^{-1} e^{-it|\xi|^2} \hat{u}_0$ the Schrödinger propagator and $e^{-it\nabla} n_0 = \mathcal{F}_x^{-1} e^{-it|\xi|^2} \hat{n}_0$ the reduced wave propagator.
2.1. Duhamel formula and Picard iteration. We start by introducing a standard reduction of the wave part to a first order equation. Suppose \((u, v)\) is a solution to the Zakharov system with initial data
\[
(u, v, \partial_t v)|_{t=0} = (u_0, v_0, v_1) \in H^s(\mathbb{R}^d; \mathbb{C}) \times H^l(\mathbb{R}^d; \mathbb{R}) \times H^l(\mathbb{R}^d; \mathbb{R}).
\]
Then \((u, n)\), where \(n := v + i|\nabla|^{-1}\partial_t v\), solves the first order system
\[
\begin{align*}
\dot{i}u &+ \Delta u = \mathcal{R}(n)u \\
\dot{i}n - |\nabla| n &= |\nabla| |u|^2 = |\nabla| u\overline{u}
\end{align*}
\]
for initial data \((u, n)|_{t=0} = (u_0, v_0 + iv_1) \in H^s(\mathbb{R}^d; \mathbb{C}) \times H^l(\mathbb{R}^d; \mathbb{C}), n_0 = v_0 + iv_1\). We will define the solution to the corresponding homogeneous problem which is the mild formulation of the reduced Zakharov system (2). In alignment with the abstract ideas in [4], we will prove norm inflation for the reduced system (2) with frequency localized initial data in some cube such that the wave initial part is real valued. This implies norm inflation for the original system.

As in [18], we will use the power series expansion of the solution to prove norm inflation. This amounts to considering the two dimensional integral equation obtained by Duhamel’s trick
\[
\left(\begin{array}{c} u(t) \\ n(t) \end{array}\right) = \left(\begin{array}{c} e^{it\Delta}u_0 \\ e^{-it|\nabla|}n_0 \end{array}\right) - i \int_0^t \left( e^{i(t-s)\Delta} \mathcal{R}(n)(s)u(s) \\ e^{-i(t-s)|\nabla|} |\nabla| u(s)\overline{u(s)} \right) ds =: \Phi\left(\left(\begin{array}{c} u_0 \\ n_0 \end{array}\right)\right)(t),
\]
which is the mild formulation of the reduced Zakharov system [2]. In alignment with the abstract ideas in [4], we will define the solution to the corresponding homogeneous problem
\[
L\left(\begin{array}{c} u_0 \\ n_0 \end{array}\right)(t) := \left(\begin{array}{cc} e^{it\Delta} & 0 \\ 0 & e^{-it|\nabla|} \end{array}\right)\left(\begin{array}{c} u_0 \\ n_0 \end{array}\right)
\]
and the real 2-linear Operator
\[
N\left(\begin{array}{c} u_1 \\ n_1 \end{array}\right), \left(\begin{array}{c} u_2 \\ n_2 \end{array}\right)\right)(t) := -i \int_0^t \left( \begin{array}{cc} e^{i(s-t)\Delta} & 0 \\ 0 & e^{-i(s-t)|\nabla|} \end{array}\right) \left(\begin{array}{c} \mathcal{R}(n)(s)u_1(s) \\ |\nabla| u_1(s)\overline{u_2(s)} \end{array}\right) ds
\]
for sufficiently regular measurable functions \(u_0, u_1, u_2, n_0, n_1, n_2 : \mathbb{R}^d \to \mathbb{C}\). Now we will construct a formal solution to the first order Zakharov system given by Picard iteration \(\sum_{n=1}^{\infty} A_n(\left(\begin{array}{c} n_0 \\ n_0 \end{array}\right))\), where the \(n\)-linear maps \(A_n(\left(\begin{array}{c} u_0 \\ n_0 \end{array}\right))\) are defined recursively via
\[
A_1(\left(\begin{array}{c} u_0 \\ n_0 \end{array}\right)) := L(\left(\begin{array}{c} u_0 \\ n_0 \end{array}\right)), \quad A_n(\left(\begin{array}{c} u_0 \\ n_0 \end{array}\right)) := \sum_{n_1, n_2 \geq n, n_1 + n_2 = n} N(A_{n_1}(\left(\begin{array}{c} u_0 \\ n_0 \end{array}\right)), A_{n_2}(\left(\begin{array}{c} u_0 \\ n_0 \end{array}\right))).
\]
By superscripts \(A_n^{(1)}\) and \(A_n^{(2)}\) we refer to the projections onto the first and respectively second image coordinate.

3. Norm inflation

We take initial data localized in frequency dependent on a big \(N \in \mathbb{N}\) for fixed \(s, l \in \mathbb{R}\)
\[
\left(\begin{array}{c} \hat{u}_0 \\ \hat{n}_0 \end{array}\right) = \left(\begin{array}{c} \sum_{\eta_1 \in \Sigma_1^{(1)}} r |Q|^{-\frac{1}{2}} \langle \cdot \rangle^{-s} \mathbb{1}_{\eta + Q} \\ \sum_{\eta_2 \in \Sigma_2^{(2)}} r |Q|^{-\frac{1}{2}} \langle \cdot \rangle^{-l} \mathbb{1}_{\eta + Q} \right),
\]
where \(\Sigma_1^{(1)} \subset \{0, \eta_1, \eta_2\}\) and \(\Sigma_1^{(2)} \subset \{0, \pm \eta_3\}\) with \(\eta_1, \eta_2, \eta_3 \in e_1\mathbb{Z} \cup Ne_1\mathbb{Z} \setminus \{0\}, e_1 = (1, 0, \ldots, 0) \in \mathbb{R}^d\) and either
\[
Q := (-\frac{1}{2}, \frac{3}{2})^d \quad \text{(typ I)}
\]
or
\[
Q := (-\frac{1}{2}, \frac{3}{2}) \times (-1, 1)^{d-1} \quad \text{(typ II)}
\]
are \(d\)-dimensional open cuboids centered in zero, \(A\) a positive real number with \(0 < A \leq N\). We assume that all translations are at most of size \(|\eta_1| \leq N\) and there is at least one translation that is of order \(N\). Notice that \(\|u_0\|_{H^s} \leq r\). We choose \(r := (\log^2 N)^{-1}\) such that the initial data slowly decay to zero. Further, we define their Fourier support for short as
\[
\Omega_1^{(1)} := \bigcup_{\eta \in \Sigma_1^{(1)}} (\eta + Q), \quad \Omega_1^{(2)} := \bigcup_{\eta \in \Sigma_1^{(2)}} (\eta + Q).
\]
Additionally, we assume \(-\Omega_1^{(2)} = \Omega_1^{(2)}\) such that the spatial Fourier transformed wave initial data \(n_0\) is invariant under the transform \((\cdot) \mapsto (-\cdot)\) and thus the wave initial data is real valued.
Lemma 3.1. For any 

\[
\mathcal{A}_n^{(2)}(t) = \sum_{\eta \in \Sigma_n^{(2)}} r |Q|^{-\frac{1}{2}} \langle \xi \rangle^{-s} e^{-i \xi t} \mathbb{1}_{\eta + Q} \langle \xi \rangle^{- \frac{1}{2}} e^{-i \xi t} \mathbb{1}_{\eta + Q} \langle \xi \rangle = \cos(t \langle \xi \rangle) \tilde{n}_0(\xi)
\]

and with the consideration that the wave initial data is real valued

\[
\mathcal{D}_n^{(2)}(t) = \sum_{\eta \in \Sigma_n^{(2)}} r |Q|^{-\frac{1}{2}} \langle \xi \rangle^{-s} e^{-i \xi t} \mathbb{1}_{\eta + Q} \langle \xi \rangle^{- \frac{1}{2}} e^{-i \xi t} \mathbb{1}_{\eta + Q} \langle \xi \rangle = \cos(t \langle \xi \rangle) \tilde{n}_0(\xi)
\]

for all \( \xi \in \mathbb{R}^d \) and \( t \geq 0 \). We define the mixed phase functions

\[
\phi^{(1)}(\xi, \eta) := |\xi|^2 - |\eta|^2 \pm |\xi - \eta|, \quad \phi^{(2)}(\xi, \eta) := |\xi| - |\eta|^2 + |\eta - \xi|^2
\]

for any frequencies \( \xi, \eta \in \mathbb{R}^d \).

We will now analyze the spatial frequency support of the Fourier transformed terms \( A_n^{(u_0)} \).

Lemma 3.1. For any \( n \in \mathbb{N} \) and all times \( t \geq 0 \)

\[
supp \mathcal{F}_{\mathcal{D}_n^{(1)}}(t) \subset \Omega_n^{(1)} := \bigcup_{\eta \in \Sigma_n^{(1)}} (\eta + nQ), \quad \text{supp} \mathcal{F}_{\mathcal{D}_n^{(2)}}(t) \subset \Omega_n^{(2)} := \bigcup_{\eta \in \Sigma_n^{(2)}} (\eta + nQ),
\]

where

\[
\Sigma_n^{(1)} := \bigcup_{n_1, n_2 \geq 1, n_1 + n_2 = n, 0 \leq n_1 < n_2} K_{n_1, n_2}, \quad \Sigma_n^{(2)} := \bigcup_{n_1, n_2 \geq 1, n_1 + n_2 = n, 0 \leq n_1 \leq n_2} K_{n_1, n_2}, \quad K_{n_1, n_2} = \{ \eta \in \mathbb{R}^d \mid \eta = \eta_1 + \sum_{j=1}^{n_2} \eta_j, \eta_j \in \Sigma_{n_1}, \tilde{\eta}_j \in \Sigma_n \}
\]

and \( K_{n_1, n_2} = \{ \eta \in \mathbb{R}^d \mid \eta = \sum_{j=1}^{n_1} \eta_j + \sum_{j=n_1+1}^{n_2} \eta_j, \eta_j \in \Sigma_{n_2} \cup -\Sigma_{n_1}, \tilde{\eta}_j \in \Sigma_n \} \) for \( n_1 \neq 1 \).

Additionally, \#\sigma^{(1)} \leq 3^4 n^5 \) and the Lebesgue measure of the supports are bounded by

\[
|\Omega_n^{(1)}|, |\Omega_n^{(2)}| \leq 3^4 n^d + 5 |Q|.
\]
Proof. The proof follows easily by induction using the observations

\[
\supp \mathcal{F}_x A_n^{(1)}(t) \subset \bigcup_{n_1 + n_2 = n} \supp \mathcal{F}_x A_{n_1}^{(1)}(t) + \supp \mathcal{F}_x A_{n_2}^{(2)}(t)
\]

\[
\supp \mathcal{F}_x A_n^{(2)}(t) \subset \bigcup_{n_1 + n_2 = n} \supp \mathcal{F}_x A_{n_1}^{(1)}(t) - \supp \mathcal{F}_x A_{n_2}^{(1)}(t)
\]

and for the induction start

\[
\supp \tilde{A}_1^{(1)}(t) \subset \bigcup_{\eta \in \Sigma_1} (\eta + Q) = \Omega_1^{(1)},
\]

\[
\supp \tilde{A}_2^{(1)}(t) \subset \bigcup_{\eta_1, \eta_2 \in \Sigma_1} (\eta_1 + \eta_2 + 2Q),
\]

\[
\supp \tilde{A}_2^{(2)}(t) \subset \bigcup_{\eta_1, \eta_2 \in \Sigma_2} (\eta_1 - \eta_2 + 2Q).
\]

With the restrictions \#\Sigma_1^{(1)} \leq 3, \#\Sigma_2^{(1)} \leq 3 and \(-\Sigma_1^{(2)} = \Sigma_2^{(2)}\), the number of possible combinations in \(K_{n_1, n_2}\) for \(n \in \mathbb{N}\) and nonnegative \(n_1, n_2\) with \(n_1 + n_2 = n\) is at most

\[
\#K_{n_1, n_2} \leq (2n_1 + 1)^3(2n_2 + 1) \leq (2n + 1)^4 \leq (3n)^4.
\]

Thus \#\Sigma_1^{(1)}, \#\Sigma_2^{(2)} \leq 3^4 n^9 and the claimed Lebesgue measure bounds of those support estimates follow by an easy calculation.

The fact that the following sequence grows at most exponentially will be helpful while proving \(L^2\)-bounds for both coordinates of each term of \(\sum_{n=1}^{\infty} A_n(u_n, v_n)\).

Lemma 3.2. Define iteratively \(b_1^{(1)} = b_1^{(2)} := 1\) and

\[
b_n^{(1)} := \frac{1}{n - 1} \sum_{n_1 + n_2 = n} (n_1 \wedge n_2)^{d + 5} \cdot b_n^{(1)} b_n^{(2)}, \quad b_n^{(2)} := \frac{n}{n - 1} \sum_{n_1 + n_2 = n} (n_1 \wedge n_2)^{d + 5} \cdot b_n^{(1)} b_n^{(2)}.
\]

There exists a constant \(C_0 > 0\) such that \(b_n^{(1)}, b_n^{(2)} \leq C_0^n\).

Proof. By Proposition A.1 in the appendix with \(c_1 = c_2 = 1\), \(\alpha := \frac{d + 5}{2}\) and starting values \(b_1^{(1)} = b_1^{(2)} = 1\),

\[
b_n^{(1)}, b_n^{(2)} \leq n^{-\frac{d + 5}{2} - 2} \left(2^{\frac{d + 5}{2} + 5}\right)^{n - 1} \leq \left(2^{\frac{d + 1}{2} + 7}\right)^{n - 1}.
\]

Now we establish \(L^2\) bounds on each term \(A_n\). We handle the cases \(nQ\) and \(\Omega_1^{(1)} \setminus nQ, \Omega_1^{(2)} \setminus nQ\) and the Schrödinger and wave coordinate separately.

Lemma 3.3 \((L^2\)-bounds\). Fix \(d \in \mathbb{N}, s, l \in \mathbb{R}, n \in \mathbb{N}, T > 0\). At any time \(0 \leq t \leq T\) the following bounds on the coordinates of the \(n\)-th addend \(A_n\) hold. There exists a constant \(C > 0\), which depends on \(d\) but not on \(s, l, t, Q, N\) and \(n\), such that for any \(0 < t < T\)

\[
\|\mathcal{F}_x A_n^{(1)}(t)\|_{L^2(nQ)} \leq C^n |Q|^{\frac{-d}{2}} T^{-n - 1} \max_{1 \leq k \leq n} \left\{ N \frac{k}{2} (\|\hat{u}_0\|_{L^2})^k (\|\hat{v}_0\|_{L^2})^{n - k} \right\},
\]

\[
\|\mathcal{F}_x A_n^{(1)}(t)\|_{L^2((nQ)^c)} \leq C^n |Q|^{\frac{-d}{2}} T^{-n - 1} \max_{1 \leq k \leq n} \left\{ N \frac{k}{2} (\|\hat{u}_0\|_{L^2})^k (\|\hat{v}_0\|_{L^2})^{n - k} \right\},
\]

\[
\|\mathcal{F}_x A_n^{(2)}(t)\|_{L^2(nQ)} \leq C^n |Q|^{\frac{-d}{2}} T^{-n - 1} \max_{2 \leq k \leq n} \left\{ N \frac{k}{2} (\|\hat{u}_0\|_{L^2})^k (\|\hat{v}_0\|_{L^2})^{n - k} \right\},
\]

\[
\|\mathcal{F}_x A_n^{(2)}(t)\|_{L^2((nQ)^c)} \leq C^n |Q|^{\frac{-d}{2}} T^{-n - 1} \max_{2 \leq k \leq n} \left\{ N \frac{k}{2} (\|\hat{u}_0\|_{L^2})^k (\|\hat{v}_0\|_{L^2})^{n - k} \right\}
\]

with obvious modifications for \(n = 1\).

Proof. Instead of proving the above inequalities directly, we show the statement with \(C^n\) replaced by \(c^{n-1} b_n^{(1)}\) for the first coordinate and \(c^{n-1} b_n^{(2)}\) for the second coordinate from Lemma 3.2 and \(c = 3^{3d+1}\). We proceed
inductively. The case $n = 1$ is trivial. To allow for a better overview we define for short $a_{1}^{(1)} := \|\hat{u}_0\|_{L^2}$, $a_{1,c}^{(1)} := \|\hat{u}_0\|_{L^2(Q^c)}$, $a_{1}^{(2)} := \|\hat{u}_0\|_{L^2}$ and $a_{1,c}^{(2)} := \|\hat{u}_0\|_{L^2(Q^c)}$ for $n \geq 2$
\[a_{n}^{(1)} := \max_{1 \leq k < n} \left\{ \frac{k - 1}{2k} \left( \|\hat{u}_0\|_{L^2} \right)^k \left( \|\hat{u}_0\|_{L^2} \right)^{n-k} \right\}, \quad a_{n}^{(2)} := \max_{2 \leq k < n} \left\{ \frac{k}{2k} \left( \|\hat{u}_0\|_{L^2} \right)^k \left( \|\hat{u}_0\|_{L^2} \right)^{n-k} \right\},\]
\[a_{n,c}^{(1)} := \max_{1 \leq k < n} \left\{ \frac{k}{n^2} \left( \|\hat{u}_0\|_{L^2} \right)^k \left( \|\hat{u}_0\|_{L^2} \right)^{n-k} \right\}, \quad a_{n,c}^{(2)} := \max_{2 \leq k < n} \left\{ \frac{k}{n^2} \left( \|\hat{u}_0\|_{L^2} \right)^k \left( \|\hat{u}_0\|_{L^2} \right)^{n-k} \right\}.
\]

We begin by making two observations. Firstly, $a_{n,c}^{(1)} \leq a_{n}^{(1)}$ and $a_{n,c}^{(2)} \leq a_{n}^{(2)}$ for any $n \in \mathbb{N}$ and we notice by simple case distinction that for natural numbers $n_1, n_2, n$ with $n_1 + n_2 = n$
\[a_{n_1,n_2}^{(1)} \leq a_{n}^{(1)}, \quad a_{n_1,n_2}^{(2)} \leq a_{n}^{(2)}, \quad Na_{n_1,n_2}^{(1)} \leq a_{n}^{(1)}, \quad Na_{n_1,n_2}^{(2)} \leq a_{n}^{(2)}.
\]

Now suppose the claim is true for $n - 1 \in \mathbb{N}$. Thereby,
\[\left\| \mathcal{F}_x A_n^{(1)}(t) \right\|_{L^2(nQ)} \leq \sum_{n_1,n_2 \geq 1} \int_0^T \left\| \overline{A_{n_1}^{(1)}(t) \ast \mathcal{R} A_{n_2}^{(2)}(t)} \right\|_{L^2(nQ)} \, d\tilde{t}.
\]

Now we apply Young inequality with the smaller index $n_1, n_2$ in $L^1$ and Hölder inequality.
\[\leq \sum_{n_1,n_2 \geq 1} \mid \Omega_{\min\{n_1,n_2\}} \mid^{1/2} \int_0^T \left\| \overline{A_{n_1}^{(1)}(t)} \right\|_{L^2} \left\| \overline{A_{n_2}^{(2)}(t)} \right\|_{L^2} d\tilde{t}.
\]

Further, Lemma 3.1 and the induction assumption yield
\[\left\| \mathcal{F}_x A_n^{(2)}(t) \right\|_{L^2(nQ)} \leq \sum_{n_1,n_2 \geq 1} 3^2(\min\{n_1,n_2\})^{d/2} \frac{d+5}{2} a_{n_1}^{(1)} a_{n_2}^{(2)} \left| Q \right| \frac{\left| \Omega^{(2)} \right|}{2} \int_0^T \tilde{t}^{-n-2} d\tilde{t}.
\]

For $\left\| \mathcal{F}_x A_n^{(1)}(t) \right\|_{L^2(nQ)}$ we proceed similarly. The only difference is an additional distinction in the application of Young inequality into $nQ$ and $nQ^c$. We demonstrate this in the wave coordinate.
\[\left\| \mathcal{F}_x A_n^{(2)}(t) \right\|_{L^2(nQ^c)} \leq \sum_{n_1,n_2 \geq 1} \int_0^T \left\| \overline{A_{n_1}^{(1)}(t) \ast \mathcal{R} A_{n_2}^{(2)}(t)} \right\|_{L^2(nQ^c)} d\tilde{t}.
\]

We continue by estimating $\mid \cdot \mid$ by its maximum in $\Omega_{n}^{(2)}$. Thereafter, we apply Young with the smaller index in $L^1$ as done above. Notice for the convolution to be in $\Omega_{n}^{(2)} \setminus nQ$ it is necessary that at least one term contributes high frequencies from $nQ^c$. Thus, after Hölder inequality we receive the following upper bound.
\[\left\| \mathcal{F}_x A_n^{(2)}(t) \right\|_{L^2(nQ^c)} \leq \sum_{n_1,n_2 \geq 1} \mid \Omega_{\min\{n_1,n_2\}} \mid^{1/2} (d+1)nN \int_0^T \left( \left\| \overline{A_{n_1}^{(1)}(t)} \right\|_{L^2(nQ^c)} \right)^{1/2} \left\| \overline{A_{n_2}^{(2)}(t)} \right\|_{L^2(nQ)} + \left\| \overline{A_{n_2}^{(2)}(t)} \right\|_{L^2(nQ^c)} \left\| \overline{A_{n_1}^{(1)}(t)} \right\|_{L^2(nQ)} \right) d\tilde{t}.
\]

Lemma 3.1 and the induction assumption yield
\[\left\| \mathcal{F}_x A_n^{(2)}(t) \right\|_{L^2(nQ^c)} \leq \sum_{n_1,n_2 \geq 1} 3^2(\min\{n_1,n_2\})^{d/2} (d+1)nN \left( a_{n_1}^{(1)} a_{n_2}^{(2)} + a_{n_1}^{(1)} a_{n_2}^{(2)} + a_{n_1}^{(1)} a_{n_2}^{(2)} \right) \left| Q \right| \frac{\left| \Omega^{(2)} \right|}{2} \int_0^T \tilde{t}^{-n-2} d\tilde{t} \leq c^{n-1} b_{n}^{(2)} \left| Q \right| \frac{n-1}{2} T^{n-1} a_{n}^{(2)}.
\]
Again the estimate on \( \| F_xA_n^{(1)}(t) \|_{L^2(Q_n)} \) is quite similar except that the case distinction before applying Young’s inequality is not needed. Thus by \( \text{Lemma 3.2} \), the statement is proven.

Now we use these \( L^2 \) bounds to derive Sobolev bounds of each term of the series expansion.

**Lemma 3.4** (Sobolev bounds). Fix any \( d \in \mathbb{N}, s, l \in \mathbb{R}, n \geq 2, T > 0 \). At any time \( 0 \leq t \leq T \) the following bounds on the coordinates of the \( n \)-th addend \( A_n \) hold. There exists a constant \( C > 0 \), which depends only on \( d \) but not on \( s, l, t, T, Q, N \) and \( n \), such that

\[
\left\| A_n^{(1)}(t) \right\|_{H^s} \leq C^n |Q| \frac{n}{2} - 1 \ T^{n-1} \ \max_{1 \leq k \leq n} \left\{ N \frac{k}{2} \left( \left\| \hat{u}_0 \right\|_{L^2} \right)^2 \left( \left\| \hat{u}_0 \right\|_{L^2} \right)^{n-k} \right\} \cdot \left( \left\| \langle \cdot \rangle^s \right\|_{L^2(\Omega_n^{(1)} \cap Q_n)} + \left\| \langle \cdot \rangle^s \right\|_{L^2(\Omega_n^{(1)} \cap Q_n)} \right) \left( \max \left\{ N \frac{k}{2} \left( \left\| \hat{u}_0 \right\|_{L^2(\Omega_n^{(2)} \cap Q_n)} \right)^2 \left( \left\| \hat{u}_0 \right\|_{L^2(\Omega_n^{(2)} \cap Q_n)} \right)^{n-k} \right\} \right),
\]

\[
\left\| A_n^{(2)}(t) \right\|_{H^s} \leq C^n |Q| \frac{n}{2} - 1 \ T^{n-1} \ \max_{1 \leq k \leq n} \left\{ N \frac{k}{2} \left( \left\| \hat{u}_0 \right\|_{L^2(\Omega_n^{(1)} \cap Q_n)} \right)^2 \left( \left\| \hat{u}_0 \right\|_{L^2(\Omega_n^{(2)} \cap Q_n)} \right)^{n-k} \right\} \cdot \left( \left\| \langle \cdot \rangle^s \right\|_{L^2(\Omega_n^{(1)} \cap Q_n)} + \left\| \langle \cdot \rangle^s \right\|_{L^2(\Omega_n^{(1)} \cap Q_n)} \right) \left( \max \left\{ N \frac{k}{2} \left( \left\| \hat{u}_0 \right\|_{L^2(\Omega_n^{(2)} \cap Q_n)} \right)^2 \left( \left\| \hat{u}_0 \right\|_{L^2(\Omega_n^{(2)} \cap Q_n)} \right)^{n-k} \right\} \right).
\]

Proof. Since \( e^{it\Delta} \) and \( e^{-it|\nabla|} \) are unitary in \( L^2 \), we calculate employing Hölder and Young inequality

\[
\left\| A_n^{(1)}(t) \right\|_{H^s} \leq \sqrt{2} \left\| \langle \cdot \rangle^s \right\|_{L^2(Q_n)} \left\| F_xA_n^{(1)}(t) \right\|_{L^\infty(Q_n)} + \sqrt{2} \left\| \langle \cdot \rangle^s \right\|_{L^2(Q_n)} \left\| F_xA_n^{(1)}(t) \right\|_{L^\infty(Q_n)}
\]

\[
\leq \sqrt{2} \left\| \langle \cdot \rangle^s \right\|_{L^2(Q_n)} T \sum_{n_1 + n_2 = n} \left\| F_xA_n^{(1)}(t) \right\|_{L^2(Q_n)} \left\| F_xA_n^{(2)}(t) \right\|_{L^2(Q_n)}
\]

\[
\leq \sqrt{2} \left\| \langle \cdot \rangle^s \right\|_{L^2(Q_n)} \left( \sum_{n_1 + n_2 = n} \left\| F_xA_n^{(1)}(t) \right\|_{L^2(Q_n)} \left\| F_xA_n^{(2)}(t) \right\|_{L^2(Q_n)} \right).
\]

By \( \text{Lemma 3.3} \) we receive the desired bound with an additional factor \( \sqrt{2} \frac{2N}{n} \) which we estimate by \( (3e)^n \) and absorb it into \( C^n \). The proof of the second inequality works exactly the same and we omit it.

**Lemma 3.5** (Bessel potential \( L^2 \)-estimates). Let \( \Omega_n^{(1)}, \Omega_n^{(2)} \) be the supersets of the supports of the Schrödinger coordinate and resp. wave coordinate of the \( n \)-th term as given by \( \text{Lemma 3.3} \). For any \( (s, l) \in \mathbb{R}^2 \)

\[
\left\| \langle \cdot \rangle^s \right\|_{L^2(\Omega_n^{(1)})} \leq 3^2 \left( \frac{2 \frac{d+5}{2} + |s|}{2} \right)^n \left\| \langle \cdot \rangle^l \right\|_{L^2(Q^{(1)}_n)}
\]

\[
\left\| \langle \cdot \rangle^l \right\|_{L^2(\Omega_n^{(1)})} \leq 3^2 \left( \frac{2 \frac{d+5}{2} + |l| + 1}{2} \right)^n \left\| \langle \cdot \rangle^s \right\|_{L^2(Q^{(1)}_n)}
\]

Proof. Firstly, notice that for any \( n \in \mathbb{N} \) and any \( (s, l) \in \mathbb{R}^2 \)

\[
\left\| \langle \cdot \rangle^s \right\|^2_{L^2(\Omega_n^{(1)})} \leq \sum_{\eta \in \Sigma^{(1)}_{n^{(1)}} \cap \eta + nQ} \int (1 + |\xi|^2)^s \ d\xi \leq \sum_{\eta \in \Sigma^{(1)}_{n^{(1)}} \cap \eta + nQ} n^{d+2 |s|} \int (1 + |\xi|^2)^s \ d\xi.
\]

The translations \( \eta \in \Sigma^{(1)}_{n^{(1)}} \) are at most \( |\eta| \leq nN \). By the monotonicity of \( r \mapsto (1 + r^2)^s \) and \( \# \Sigma^{(1)}_{n^{(1)}} \leq 3^4 n^5 \), see \( \text{Lemma 3.1} \) we estimate further

\[
\left\| \langle \cdot \rangle^s \right\|_{L^2(\Omega_n^{(1)})} \leq 3^2 \left( \frac{2 \frac{d+5}{2} + |s|}{2} \right)^n \left\| \langle \cdot \rangle^s \right\|_{L^2(Q^{(1)}_n)} \leq 3^2 \left( \frac{2 \frac{d+5}{2} + |s|}{2} \right)^n \left\| \langle \cdot \rangle^s \right\|_{L^2(Q^{(1)}_n)}
\]

In a similar fashion, we receive

\[
\left\| \langle \cdot \rangle^l \right\|_{L^2(\Omega_n^{(1)})} \leq 3^2 \left( \frac{2 \frac{d+5}{2} + |l| + 1}{2} \right)^n \left\| \langle \cdot \rangle^l \right\|_{L^2(Q^{(1)}_n)}.
\]

□
Lemma 3.6 (Existence of the solution). Let \( s, l \in \mathbb{R}, d \in \mathbb{N} \) and suppose the initial data \( u_0 \) and \( n_0 \) are as in (1) w.r.t. \( s \) and \( l \). Then for any time \( T > 0 \) such that

\[
\rho := C 2^{\frac{d+7}{2} + |l| + s} |Q|^\frac{1}{2} \max \{ N^\frac{1}{2} \| \tilde{n}_0 \|_{L^2}, \| \tilde{n}_0 \|_{L^2} \} T < 1,
\]

where \( C \) is the constant from Lemma 3.4 and

\[
s_\ast := \max \left\{ \frac{d+1}{2}, \frac{d}{2} + \frac{d}{4} + 1, |s| \right\},
\]

the series \( \sum_{n=1}^{\infty} A_n (u_{n_0}) \) converges absolutely in \( C([0,T]; H^{s_\ast}) \) and is a solution to the reduced Zakharov system in mild formulation.

Proof. Fix \( s, l \in \mathbb{R}, u_0 \) and \( n_0 \) as in (1) w.r.t. \( s \) and \( l \) and a time \( T > 0 \) such that \( \rho < 1 \). Firstly, notice that for any \( n \in \mathbb{N} \) and any \( (s', l') \in \{(s, l), (|s|, |l|), (s_\ast, |s|)\} \) by Lemma 3.5

\[
\left\| \langle \cdot \rangle^{s'} \right\|_{L^2(Q; (\mathbb{R}^3 + Q))} \leq 3^2 \left( \frac{2^{\frac{d+5}{2}} + |s'|}{2} \right) n \left\| \langle \cdot \rangle^l \right\|_{L^2(Q; (\mathbb{R}^3 + Q))},
\]

\[
\left\| \langle \cdot \rangle^{l'} \right\|_{L^2(Q; (\mathbb{R}^3 + Q))} \leq 3^2 \left( \frac{2^{\frac{d+5}{2}} + |l'|}{2} \right) n \left\| \langle \cdot \rangle^l \right\|_{L^2(Q; (\mathbb{R}^3 + Q))}.
\]

By the above calculations and Lemma 3.4, there exists a constant \( C_{s,l,d,q,n,u_0,n_0} > 0 \), which may depend on \( s, l, d, Q, N \) as well as \( u_0, n_0 \), \( \left\| \langle \cdot \rangle^{s'} \right\|_{L^2(Q; (\mathbb{R}^3 + Q))} \) and \( \left\| \langle \cdot \rangle^{l'} \right\|_{L^2(Q; (\mathbb{R}^3 + Q))} \) for all choices of \( (s', l') \) but not on \( n \), such that

\[
\| A_n (u_{n_0}) \|_{C([0,T]; H^{s_\ast} \times H^{l_\ast})} \leq C_{s,l,d,q,n,u_0,n_0} \rho^{n-1}
\]

(7) holds for all three choices of \( (s', l') \). Since we chose \( T > 0 \) such that \( \rho < 1 \), the series \( \sum_{n=1}^{\infty} A_n (u_{n_0}) \) converges absolutely in \( C([0,T]; H^{s_\ast} \times H^{l_\ast}) \) for all choices of \( (s', l') \). Now pick

\[
\delta' := 2 C_{s,l,d,q,n,u_0,n_0} \frac{1}{1 - \rho},
\]

which is chosen such that \( \| \sum_{n=1}^{\infty} A_n (u_{n_0}) \|_{H^{s_\ast} \times H^{l_\ast}} < \delta' \). With this choice and by noticing that the initial data are sufficiently regular \( u_0, n_0 \in H^\infty \), the operator \( \Phi (u_{n_0}) \) is a continuous map between the ball of radius \( \delta' \) centered in zero in \( C([0,T]; H^{s_\ast} \times H^{l_\ast}) \) and the space \( C([0,T]; H^{s_\ast} \times H^{l_\ast}) \) by Lemma A.3. We define for short \( u_m := \sum_{n=1}^{m} A_n (u_{n_0}) \) and calculate

\[
u_m - \Phi (u_{n_0}) u_m = u_m - A_1 (u_{n_0}) - N(u_m, u_m) = u_m - A_1 (u_{n_0}) - \sum_{n_1, n_2=1}^{m} N(A_{n_1} (u_{n_0}), A_{n_2} (u_{n_0})) \]

\[
= u_m - A_1 (u_{n_0}) - \sum_{n=2}^{m} A_n (u_{n_0}) - \sum_{n_1, n_2=1}^{m} N(A_{n_1} (u_{n_0}), A_{n_2} (u_{n_0})) \]

\[
= - \sum_{n_1, n_2=1}^{m} N(A_{n_1} (u_{n_0}), A_{n_2} (u_{n_0})).
\]

Applying similar calculations as done to retrieve (7), this converges to zero in \( C([0,T]; H^{s_\ast} \times H^{l_\ast}) \) by

\[
\left\| u_m - \Phi (u_{n_0}) u_m \right\|_{C([0,T]; H^{s_\ast} \times H^{l_\ast})} \leq C_{s,l,d,q,n,u_0,n_0} \sum_{n=m+1}^{\infty} \rho^{n-1} \to 0 \text{ as } m \to \infty.
\]

Now we use the continuity of \( \Phi (u_{n_0}) \) to conclude that \( \sum_{n=1}^{\infty} A_n (u_{n_0}) \) solves the reduced Zakharov system in mild formulation. \(\square\)

A crucial step in proving norm inflation is a proper lower Sobolev bound on the solution. To achieve this, we prove lower bounds on the quadratic terms \( A_2 (u_{n_0}) \) and later show that they dominate the solution. In the following lemma we will also specify different sub types of initial data.

Lemma 3.7. Let \( d \in \mathbb{N} \) and \( s, l \in \mathbb{R} \). Consider initial data \( u_0 \) and \( n_0 \) as in (1). For sufficiently big \( N \in \mathbb{N} \) the following lower bound on the second term in the series expansion are true.

(a) For initial data of type (i) with \( A = \frac{N}{\log(N)}, \Sigma_1 = \{N \vee 1\}, \Sigma_2 = \emptyset \) and times \( 0 < T \ll N^{-2} \log(N) \)

\[
\left\| A_2 (T) \right\|_{H^s} \geq r^2 T N_{l^2+1} A^{\frac{d}{2}}.
\]
(b) For initial data of type II with \( A = \frac{1}{N}, \Sigma_1^{(1)} = \{(N + 1)e_1, -Ne_1\}, \Sigma_1^{(2)} = \emptyset \) and times \( 0 < T \ll 1 \)

\[ \left\| A_2^{(2)}(T) \right\|_{H^s} \gtrsim r^2 T N^{l-2+s + \frac{1}{2}}. \]

(c) For initial data with \( A = 1, \Sigma_1^{(1)} = \{0, Ne_1\}, \Sigma_1^{(2)} = \emptyset \) and times \( 0 < T \ll N^{-2} \)

\[ \left\| A_2^{(2)}(T) \right\|_{H^s} \gtrsim r^2 T N^{l-2+s+1}. \]

(c') And for times \( 0 < T \ll N^{-1} \)

\[ \left\| A_2^{(2)}(T) \right\|_{H^s} \gtrsim r^2 T N^{-2s}. \]

(d) For initial data with \( A = 1, \Sigma_1^{(1)} = \{0\}, \Sigma_1^{(2)} = \{\pm Ne_1\} \) e initial data with \( A \in \Sigma_1^{(1)} \) and times \( 0 < T \ll N^{-2} \)

\[ \left\| A_2^{(1)}(T) \right\|_{H^s} \gtrsim r^2 T N^{s-l}. \]

(e) For initial data of type I with \( A = \frac{N}{\log(N)}, \Sigma_1^{(1)} = \{\pm Ne_1\}, \Sigma_1^{(2)} = \{\pm Ne_1\} \) and times \( 0 < T \ll N^{-2} \)

\[ \left\| A_2^{(1)}(T) \right\|_{H^s} \gtrsim r^2 T N^{-l-s}. \]

\[ \begin{cases} A_2^{d+s}, & d + s > 0 \\ \ln(A), & d + s = 0 \\ 1, & d + s < 0 \end{cases}, \]

\[ d \in s \quad | \phi(T, \xi) | \quad | \xi| - |\eta| + |\eta - \xi| \quad \frac{N A}{\log(N)}. \]

Therefore, for times \( 0 < T \ll N^{-2} \log(N) \) the real part of the time integral is bounded from below, i.e.

\[ \Re \left\{ \frac{T}{\xi} e^{\text{integral}}(\xi, \eta) \right\} \geq T. \]

Because \( \xi \in 2Ne_1 + \frac{1}{2}Q \) and \( \eta \in Ne_1 + Q \), we estimate

\[ \left\| A_2^{(2)}(T, \xi) \right\| \gtrsim r^2 |Q|^{-1} \Re \int_{Ne_1 + \frac{1}{2}Q} \frac{\langle \xi \rangle^{l} \langle \xi \rangle}{(\eta)^s (\eta - \xi)^s} \frac{T}{\eta} e^{\text{integral}(\xi, \eta)} \, d\eta \geq r^2 T \int_{Ne_1 + \frac{1}{2}Q} \frac{\langle \xi \rangle^{l} \langle \xi \rangle}{(\eta)^s (\eta - \xi)^s} \, d\eta \gtrsim r^2 T N^{-s} \langle \xi \rangle^l. \]

We integrating this over \( 2Ne_1 + \frac{1}{2}Q \). This yields the desired bound.

\[ \left\| A_2^{(2)}(T) \right\|_{H^s} \gtrsim r^2 T N^{-2s} \left\| \langle \xi \rangle^{l} \right\|_{L^2(2Ne_1 + \frac{1}{2}Q)} \gtrsim r^2 T N^{-2s+1} A_2^{\frac{d}{2}}. \]

(b) For \( \xi \in (2N + 1)e_1 + \frac{1}{2}Q, \eta \in (N + 1)e_1 + Q \) and \( -\xi + \eta \in -Ne_1 + Q \) the wave phase of the second term is bounded \( |\phi(2)(\xi, \eta)| \lesssim 1 \). Thus, for times \( 0 < T \ll 1 \) again the real part of the time integral satisfies

\[ \Re \left\{ \frac{T}{\xi} e^{\text{integral}(\xi, \eta)} \right\} \geq T. \]

Thus, for \( \xi \in (2N + 1)e_1 + \frac{1}{2}Q \) and \( \eta \in (N + 1)e_1 + \frac{1}{2}Q \) implies \( -\xi + \eta \in -Ne_1 + Q \), we estimate

\[ \left\| A_2^{(2)}(T, \xi) \right\| \gtrsim r^2 T \int_{Ne_1 + \frac{1}{2}Q} \frac{\langle \xi \rangle^{l} \langle \xi \rangle}{(\eta)^s (\eta - \xi)^s} \, d\eta \gtrsim r^2 T N^{-2s} \langle \xi \rangle^l. \]

Integrating this over \( (2N + 1)e_1 + \frac{1}{2}Q \) yields the desired bound.
For $\xi \in -N\epsilon + \frac{1}{2}Q$, $\eta \in Q$ and $-\epsilon + \eta \in N\epsilon + Q$ the wave phase of the second term is of order $\phi^{(2)}(\xi, \eta) \approx N^2$. Again $\Re \int_0^T e^{i\phi^{(2)}(\xi, \eta)} \, ds \gtrsim T$ for times $0 < T \ll N^{-2}$. Since $\xi - N\epsilon + \frac{1}{2}Q$ and $\eta \in \frac{1}{2}Q$ implies $-\xi + \eta \in N\epsilon + Q$, we estimate

$$\left| \langle \xi \rangle^{A_2^{(2)}}(T, \xi) \right| \gtrsim r^2T \int \frac{|\xi|}{|\eta|^s(\eta - \xi)^s} \, d\eta \gtrsim r^2TN^{-s}(\xi)^s|\xi| .$$

Integrating over $-N\epsilon + \frac{1}{2}Q$ yields the desired bound.

For the second bound notice that $|\phi^{(2)}(\xi, \eta)| \lesssim N$ for $\xi \in \frac{1}{2}Q$, $\eta \in N\epsilon + Q$ and $-\epsilon + \eta \in N\epsilon + Q$. Thus, for times $0 < T \ll N^{-1}$ and $\xi \in \frac{1}{2}Q$ we calculate

$$\left| \langle \xi \rangle^{A_2^{(2)}}(T, \xi) \right| \gtrsim r^2T \int \frac{|\xi|}{|\eta|^s(\eta - \xi)^s} \, d\eta \gtrsim r^2TN^{-2s}(\xi)^s|\xi| .$$

We conclude the second bound by integrating this over $\frac{1}{2}Q$.

For $\xi \in N\epsilon + \frac{1}{2}Q$, $\eta \in Q$ and $\xi - \eta \in N\epsilon + Q$ the Schrödinger phases of the second term are bounded by

$$\left| \phi^{(1)}_{\pm} \right| = \left| \xi^2 - |\eta|^2 \pm |\xi - \eta| \right| \lesssim N^{-2} .$$

Therefore, for times $0 < T \ll N^{-2}$ the real part of the time integral is bounded by

$$\Re \int_0^T e^{i\phi^{(2)}(\xi, \eta)} \, ds \gtrsim T .$$

Notice that $\xi - \eta \in N\epsilon + Q$ for $\xi \in N\epsilon + \frac{1}{2}Q$, $\eta \in \frac{1}{2}Q$. Thus, we estimate

$$\left| \langle \xi \rangle^{A_2^{(2)}}(T, \xi) \right| \gtrsim r^2 |Q|^{-1} \Re \int \frac{\langle \xi \rangle}{|\eta|^s(\eta - \xi)^s} \int_0^T e^{i\phi^{(2)}(\xi, \eta)} \, ds \, d\eta \gtrsim r^2T \int \frac{\langle \xi \rangle}{|\eta|^s(\eta - \xi)^s} \, d\eta \gtrsim r^2TN^{-s} .$$

Integrating over $N\epsilon + \frac{1}{2}Q$ yields $\left\| A_2^{(1)} \right\|_{H^s} \gtrsim r^2TN^{-s}$. If $\xi \in \frac{1}{2}Q$, $\eta \in N\epsilon + Q$ and $\xi - \eta \in -N\epsilon + Q$, then $\left| \phi^{(1)}_{\pm} \right| \lesssim N^{-2}$. Thus, for times $0 < T \ll N^{-2}$ we have $\Re \int_0^T e^{i\phi^{(2)}(\xi, \eta)} \, ds \gtrsim T$. If we further restrict $\xi \in \frac{1}{2}Q$, $\eta \in N\epsilon + \frac{1}{2}Q$, then $\xi - \eta \in -N\epsilon + Q$. Therefore,

$$\left| \langle \xi \rangle^{A_2^{(2)}}(T, \xi) \right| \gtrsim r^2T \int \frac{\langle \xi \rangle}{|\eta|^s(\eta - \xi)^s} \, d\eta \gtrsim r^2TN^{-s} .$$

Thereby, integrating over $\frac{1}{2}Q$ yields

$$\left\| A_2^{(1)} \right\|_{H^s} \gtrsim r^2TN^{-s} .$$

For $\xi \in N\epsilon + \frac{1}{2}Q$, $\eta \in Q$ and $\xi - \eta \in N\epsilon + Q$ the Schrödinger phases of the second term are bounded by

$$\left| \phi^{(1)}_{\pm} \right| = \left| \xi^2 - |\eta|^2 \pm |\xi - \eta| \right| \lesssim N^{-2} .$$

Thus, for times $0 < T \ll N^{-2}$

$$\Re \int_0^T e^{i\phi^{(2)}(\xi, \eta)} \, ds \gtrsim T .$$
If \( \xi \in N_{c_1} + \frac{1}{2}Q, \eta \in \frac{1}{2}Q \), then \( \xi - \eta \in N_{c_1} + Q \). Therefore,

\[
\left| \langle \xi \rangle^s A_2^{(2)}(T, \xi) \right| \geq r^2 |Q|^{-1} \mathbb{R}_{\frac{1}{2}Q} \left( \frac{\langle \xi \rangle^s}{\langle \eta \rangle^s} \right) \int_0^T \int_{\frac{1}{2}Q} \frac{\langle \xi \rangle^s}{\langle \eta \rangle^s} \eta^s d\eta d\eta \simeq r^2 T \int_{\frac{1}{2}Q} \frac{\langle \xi \rangle^s}{\langle \eta \rangle^s} \eta^s d\eta 
\]

Integrating over \( N_{c_1} + \frac{1}{2}Q \) yields the claim. \( \square \)

Combining all results proven in this section on the series expansion for certain initial data enables us to prove Theorem 1.1.

3.1. Proof of Theorem 1.1. Let \( d \in \mathbb{N} \) and \( (s, l) \in \mathbb{R}^2 \). We split the proof of Theorem 1.1 into several parts according to the cases of initial data established in Lemma 3.7. Recall that all calculations are based on a big \( N \in \mathbb{N} \), which we send to \( \infty \) later. By the choice of initial data from \( Q \), we have in any case \( \|u_0\|_H, \|v_0\|_H \simeq r = (\log^2 N)^{-1} \to 0 \) as \( N \to \infty \). For the remaining proof we define \( \rho \) as in Lemma 3.6 and the constant \( C_{s,l,d} := C \sqrt{2^{\frac{d+7}{2}+l|l|+2s}} \), where \( C > 0 \) is the constant from Lemma 3.4 and \( s, \) as defined in Lemma 3.6. In the end these constant will play no role for the proof of norm inflation, because they don’t scale with \( N \).

(a) For initial data as in Lemma 3.7(a) the Zakharov system exhibits norm inflation in the wave coordinate for any Sobolev regularities satisfying \( 2s - l < \frac{d+2}{2}, \) \( s - l < \frac{1}{2} \) and \( l \geq \frac{d+2}{2} \). Set

\[
T := r^{-3} (\log N)^{d} N^{2s-l-1-\frac{d}{2}}. 
\]

Since \( 2s - l - \frac{d+2}{2} < 0 \), we conclude by this choice of \( T > 0 \) that \( T \ll N^{-2} (\log N) \). Thus by Lemma 3.7 the wave coordinate of the second term in \( H^1 \)-norm is bounded from below

\[
\|A_2^{(2)}(T)\|_{H^1} \simeq r^2 TN^{2s-l-1}N^{\frac{d}{2}} = r^{-1} = \log^2 N \to \infty \text{ as } N \to \infty.
\]

Next, we want to ensure that the series \( \sum_{n=1}^{\infty} A_n \left( l^n_0 \right) \) converges, is a mild solution of the reduced Zakharov system and that its wave coordinate enjoys the same lower bound as that of the second term. To achieve this, we begin by calculating the \( L^2 \)-norm of the initial data. We have \( \|u_0\|_{L^2} = 0 \) and

\[
\|u_0\|_{L^2} = r |Q|^\frac{1}{2} \|\langle \rangle^s \|_{L^2(\pm N_{c_1} + Q)} \simeq rN^{-s}.
\]

Therefore, the series converges absolutely and is a solution by Lemma 3.6 since we assume \( s - l < \frac{1}{2} \) and thus

\[
\rho = C_{s,l,d} |Q|^{\frac{1}{2}} N^{\frac{d}{2}} \|u_0\|_{L^2} T \simeq r^{-2} N^{-s-l} \frac{1}{2} \ll 1.
\]

By Lemma 3.5

\[
\|\langle \rangle^l |\|_{L^2(\Omega^{(2)})} \leq 3^2 \left( \frac{d+5}{2} + |l| + 1 \right)^n \|\langle \rangle^l |\|_{L^2(\Omega^{(2)})} \simeq 3^2 \left( \frac{d+5}{2} + |l| + 1 \right)^n N^{l+1} \|u_0\|_{L^2} |Q|^\frac{1}{2}
\]

For \( l + 1 \geq 0 \) this can be simply bounded by

\[
\|\langle \rangle^l |\|_{L^2(\Omega^{(2)})} \leq 3^2 \left( \frac{d+5}{2} + |l| + 1 \right)^n \|\langle \rangle^l |\|_{L^2(\Omega^{(2)})} \simeq 3^2 \left( \frac{d+5}{2} + |l| + 1 \right)^n N^{l+1} \|u_0\|_{L^2} |Q|^\frac{1}{2}
\]

and for \( l + 1 < 0 \) we have

\[
\|\langle \rangle^l |\|_{L^2(\Omega^{(2)})} \leq 3^2 \left( \frac{d+5}{2} + |l| + 1 \right)^n \|\langle \rangle^l |\|_{L^2(\Omega^{(2)})} \leq \left( \frac{d+5}{2} + |l| + 1 \right)^n \|u_0\|_{L^2} \left( \frac{d+5}{2} + l \right) > 0
\]

The wave coordinate \( A_2^{(2)} \) is zero if \( n \geq 2 \) is uneven since the wave initial data is zero. We use Lemma 3.4 and the above calculations on the Bessel potential to estimate the wave coordinate of the solution without the first
two terms \( \sum_{n=3}^{\infty} A_n^{(2)} \) by

\[
\sum_{n=3}^{\infty} \left\| A_n^{(2)}(T) \right\|_{H^l} \lesssim |Q|^{-\frac{1}{2}} N^{-\frac{1}{2}} \left\| \tilde{u}_0 \right\|_{L^2} \rho^3 \begin{cases} N^{l+1} A_{\frac{d}{2}}^d, & l + 1 \geq 0 \\ A_{\frac{d}{2} + l}^d, & l + 1 < 0, \frac{d+l}{2} + l > 0 \\ \log(A), & \frac{d+l}{2} + l = 0 \end{cases}.
\]

Therefore, we found a sequence (in \( N \in \mathbb{N} \)) of times \( T \) and initial data \( (u_0, 0) \in H^{\infty, \infty} \) such that the corresponding solutions to the reduced Zakharov system \( \sum_{n=1}^{\infty} A_n \left( u_0 \right) \) exist at least up to time \( T \), the initial data as well as the time \( T \) converge to zero and the solution diverges

\[
\left\| \sum_{n=1}^{\infty} A_n^{(2)}(T) \right\|_{H^l} \gtrsim \left\| A_2^{(2)}(T) \right\|_{H^l} - \sum_{n=3}^{\infty} \left\| A_n^{(2)}(T) \right\|_{H^l} \gtrsim \log^2 N \rightarrow \infty \text{ as } N \rightarrow \infty.
\]

(b) For initial data as in Lemma 3.7, the Zakharov system exhibits norm inflation in the wave coordinate for any Sobolev regularities satisfying \( 2s - l < \frac{3}{2} \), \( s - l < \frac{3}{2} \) and \( l \geq -1 \). We pick

\[
T := r^{-3} N^{2s-l-\frac{1}{2}}.
\]

Because \( 2s - l < \frac{3}{2} \), we have \( T \ll 1 \) and thus by Lemma 3.7

\[
\left\| A_2^{(2)}(T) \right\|_{H^l} \gtrsim \log^2 N \rightarrow \infty \text{ as } N \rightarrow \infty.
\]

Additionally, \( \|u_0\|_{L^2} = 0 \) and \( \|u_0\|_{L^2} \simeq r N^{-s} \). By Lemma 3.6, the assumption \( s - l < \frac{3}{2} \) and

\[
\rho = C_{s, l, d} \|Q\| N^{\frac{d}{2}} \|u_0\|_{L^2} \|Q\| \ll r^{-2} N^{s-l-\frac{1}{2}} \ll 1
\]

the series \( \sum_{n=1}^{\infty} A_n \left( u_0 \right) \) converges in \( H^{s,l} \) and is a solution to the reduced Zakharov system. By Lemma 3.5 we know for \( l + 1 \geq 0 \)

\[
\left\| \left( \phi \right)^l \left| \right\|_{L^2(\Omega_2)} \lesssim 2^{3d} \left( 2 \left( \frac{d+l}{2} + 1 \right) \right)^n \left\| \left( \phi \right)^l \left| \right\|_{L^2(\Omega \cup (\Omega + Q))} \lesssim \left( \frac{C_{s, l, d}}{C} \right)^n N^{l+1}.
\]

Together with Lemma 3.4 we estimate

\[
\sum_{n=3}^{\infty} \left\| A_n^{(2)}(T) \right\|_{H^l} \lesssim |Q|^{-\frac{1}{2}} N^{-\frac{1}{2}} \left\| \tilde{u}_0 \right\|_{L^2} \rho^3 N^{l+\frac{1}{2}} \lesssim \left( \log^2 N \right)^3 N^{2s-2l-1} \ll \log^2 N \lesssim \left\| A_2^{(2)}(T) \right\|_{H^l}.
\]

By the same reasoning as in (a), we conclude norm inflation.

(c) For initial data as in Lemma 3.7, the Zakharov system exhibits norm inflation in the wave coordinate for Sobolev regularities satisfying \( s - l < -1 \) and \( s \geq 0 \). We set

\[
T := r^{-3} N^{s-l-1}
\]

and, thus, \( T \ll N^{-2} \), because we assumed \( s - l < -1 \). By Lemma 3.7

\[
\left\| A_2^{(2)}(T) \right\|_{H^l} \gtrsim \log^2 N \rightarrow \infty \text{ as } N \rightarrow \infty.
\]

Our initial data in \( L^2 \) are of size \( \|u_0\|_{L^2} = 0 \), \( \|u_0\|_{L^2(\Omega)} \simeq r \) and \( \|u_0\|_{L^2(Q^c)} \simeq r N^{-s} \). Thus, \( \|u_0\|_{L^2} \simeq r \) by \( s \geq 0 \).

\[
\rho = C_{s, l, d} \|Q\| N^{\frac{d}{2}} \|u_0\|_{L^2} T \ll r^{-2} N^{s-l-\frac{1}{2}} \ll 1
\]

implies via Lemma 3.6, the convergence \( \sum_{n=1}^{\infty} A_n \) and it solves the reduced Zakharov system. Since we assumed \( l + 1 \geq 0 \), we estimate using Lemma 3.5

\[
\left\| \left( \phi \right)^l \left| \right\|_{L^2(\Omega^2 \cup Q)} \lesssim 2^{3d} \left( 2 \left( \frac{d+l}{2} + 1 \right) \right)^n \left\| \left( \phi \right)^l \left| \right\|_{L^2(\Omega \cup (\Omega + Q))} \lesssim \left( \frac{C_{s, l, d}}{C} \right)^n N^{l+1}
\]

and in a similar manner

\[
\left\| \left( \phi \right)^l \left| \right\|_{L^2(\Omega Q)} \lesssim \left( \frac{C_{s, l, d}}{C} \right)^n.
\]
An application of Lemma 3.4 together with the assumption $s - l < -1$ yields
\[
\sum_{n=3}^{\infty} \left\| A_n^{(2)}(T) \right\|_{H^l} \lesssim \sum_{n=2}^{\infty} C^{2n} |Q|^{n-1} T^{2n-1} N^{-n-1} \| \hat{u}_0 \|_{L^2}^2 \left( \| \langle \cdot \rangle^l \|_{L^2(\Omega_{nQ})} + \| \langle \cdot \rangle^l \|_{L^2(\Omega_{nQ})} \right) \| \hat{u}_0 \|_{L^2(nQ)}^2
\]
\[
\lesssim N^{-l} \| \hat{u}_0 \|_{L^2} \rho^2 (1 + N^{l-s+1}) \approx (2 \rho^2 N^3 |Q|^{3s-3l-2} (1 + N^{l-s+1}) \ll \log^2 N \lesssim \left\| A_2^{(2)}(T) \right\|_{H^l}.
\]
Again the same reason as in (a) implies norm inflation.

(c’) We use the initial data from Lemma 3.7 (C’) just as in case (c). The Zakharov system exhibits norm inflation in the wave coordinate for $(s, l) \in \mathbb{R}^2$ such that $l \leq -1$ and $s < -1$. We choose
\[
T = r^{-3} N^{l-s}.
\]
The assumption $T \ll N^{-1}$ and Lemma 3.7 (C’) yield
\[
\left\| A_2^{(2)}(T) \right\|_{H^l} \gtrsim \log^2 N \to \infty \text{ as } N \to \infty.
\]
In $L^2$ the initial data are of size $\| u_0 \|_{L^2(Q)} \approx r$, $\| u_0 \|_{L^2(Q')} \approx r N^{-s}$ and, therefore, $\| u_0 \|_{L^2} \approx r N^{-s}$ by $s < 0$.
\[
\rho = C_s l d \left| Q \right|^\frac{1}{2} N^{\frac{3}{2}} \| u_0 \|_{L^2} T \approx r^{-2} N^{-s} \ll 1
\]
implies the convergence of the solution by Lemma 3.6. Since we assumed $l + 1 \leq 0$,
\[
\| \langle \cdot \rangle^l \|_{L^2(\Omega_{lQ})} \lesssim \left( \frac{C_s l d}{C} \right)^n.
\]
The same Sobolev bounds on the terms $A_n^{(1)} (T)$ as in (c) hold, because $l + 1 \leq 0$. Thereby,
\[
\sum_{n=3}^{\infty} \left\| A_n^{(2)}(T) \right\|_{H^l} \lesssim N^{-l} \| \hat{u}_0 \|_{L^2} \rho^3 \approx (\log^2 N)^2 N^{2s-2} \ll \log^2 N \lesssim \left\| A_2^{(2)}(T) \right\|_{H^l}.
\]
This again implies norm inflation.

(d) We consider initial data as in Lemma 3.7 (D). The Zakharov system exhibits norm inflation in the Schrödinger coordinate for regularities satisfying $l - s < -2$ and $s > 0$. We pick
\[
T = r^{-3} N^{l-s}.
\]
Thus, the assumption $T \ll N^{-2}$ and Lemma 3.7 yield
\[
\left\| A_2^{(1)}(T) \right\|_{H^l} \gtrsim \log^2 N \to \infty \text{ as } N \to \infty.
\]
The initial data satisfy $\| u_0 \|_{L^2} \approx r$ and $\| n_0 \|_{L^2} \approx r N^{-l}$. Thereby, Lemma 3.6 with
\[
\rho = C_{s l d} \left| Q \right|^{\frac{1}{2}} \max \left\{ N^{\frac{1}{2}} \| \hat{u}_0 \|_{L^2}, \| \hat{n}_0 \|_{L^2} \right\} T \approx r^{-2} N^{-l} N^s \approx r^{-2} \left\{ N^{l-s}, l \geq -\frac{1}{2}, l > -\frac{1}{2} \approx 1
\]
implies the convergence of the solution by Lemma 3.5. Similar arguments as in Lemma 3.3 yield
\[
\| \langle \cdot \rangle^s \|_{L^2(\Omega_{sQ})} \lesssim (2 \rho^2 N^{-s})^n \| \langle \cdot \rangle^s \|_{L^2(\Omega_{sQ})} \lesssim \left( \frac{C_s l d}{C} \right)^n.
\]
and
\[
\| \langle \cdot \rangle^s \|_{L^2(\Omega_{sQ})} \lesssim \left( \frac{C_s l d}{C} \right)^n \| \langle \cdot \rangle^s \|_{L^2(Q)} \lesssim \left( \frac{C_s l d}{C} \right)^n.
\]
Since max $\{ N \| \hat{u}_0 \|_{L^2}, \| \hat{n}_0 \|_{L^2} \} = r N^\frac{1}{2} N^{-l}$, we apply Lemma 3.4 to receive for $l \geq -\frac{1}{2}$
\[
\left\| A_n^{(1)}(T) \right\|_{H^l} \lesssim C^n |Q|^{\frac{1}{2}} T^{-n-1} \max_{1 \leq k \leq n} \left\{ N^{-\frac{k-1}{2}} \| \hat{u}_0 \|_{L^2} \right\} \left\{ \| \langle \cdot \rangle^s \|_{L^2(\Omega_{sQ})} + \| \langle \cdot \rangle^s \|_{L^2(\Omega_{sQ})} \right\} \lesssim (n-\frac{1}{2})^2 .
\]
Thus, we conclude norm inflation in case \( l \geq -\frac{1}{2} \) by
\[
\sum_{n=3}^{\infty} \left\| A_n^{(1)}(T) \right\|_{L^s} \lesssim r \rho^2 \left( 1 + N^{s-\frac{1}{2}} \right) + r N^{l-\frac{3}{2}} \rho^3 \left( 1 + N^{s-\frac{1}{2}} \right)
\]
\[
\lesssim r^{-3} N^{2l-2s+1} + r^{-3} N^{l-s+\frac{1}{2}} + r^{-5} N^{2l-3s+1} + r^{-5} N^{l-2s+\frac{1}{2}} \ll \log^2 N \lesssim \left\| A_1^{(1)}(T) \right\|_{H^s}.
\]
The last line is true, because we assumed \( l - s < -2 \) and \( s > 0 \). Thus, norm inflation in case \( l \geq -\frac{1}{2} \) follows. For \( l < -\frac{1}{2} \)
\[
\left\| A_n^{(1)}(T) \right\|_{H^s} \lesssim C^n |Q|^{\frac{5}{2}-1} T^{n-1} \left\| \tilde{u}_0 \right\|_{L^2} \left( \left\| \tilde{u}_0 \right\|_{L^2} \right)^{n-1} \left( \left\| \langle \cdot \rangle^s \right\|_{L^2(\Omega_1^\infty \setminus \Omega_2)} + \left\| \left\{ \langle \cdot \rangle^s \right\|_{L^2(\Omega_1^\infty \setminus \Omega_2)} \right\| \right) \lesssim r N^{s} \rho^{n-1}.
\]
Therefore, we conclude norm inflation by
\[
\sum_{n=3}^{\infty} \left\| A_n^{(1)}(T) \right\|_{L^s} \lesssim r N^s \rho^2 \lesssim (\log^2 N)^3 N^{-s} \ll \log^2 N \lesssim \left\| A_1^{(1)}(T) \right\|_{H^s}.
\]

(e) We pick initial data as in Lemma 3.7. The Zakharov system exhibits norm inflation for regularities \( s < 0, l - s \leq -\frac{1}{2} \) and \( l < \frac{d}{2} - 2 \) for \( s \geq -\frac{d}{2} \) and \( l + s < -2 \) for \( s < -\frac{d}{2} \). We choose
\[
T := r^{-3} \begin{cases} 
N^{-\frac{d}{2}} (\log N)^{\frac{d}{2}+s}, & \frac{d}{2} + s > 0 \\
N^{s+l} (\log A)^{-1}, & \frac{d}{2} + s = 0 \\
N^{s+l}, & \frac{d}{2} + s < 0
\end{cases}
\]
By the above assumptions on \((s, l), T \ll N^{-2}\). Thus, by Lemma 3.7
\[
\left\| A_2^{(1)}(T) \right\|_{H^s} \gtrsim \log^2 (N) \to \infty \text{ as } N \to \infty.
\]
Now we calculate the \( L^2 \)-norm of the initial data. \( \| \tilde{u}_0 \|_{L^2} \simeq r N^{-s} \) and \( \| \tilde{u}_0 \|_{L^2} \simeq r N^{-l} \). Therefore,
\[
\max \{ N^{\frac{1}{2}} \| \tilde{u}_0 \|_{L^2}, \| \tilde{u}_0 \|_{L^2} \} \simeq r N^{-l}
\]
for \( l - s \leq -\frac{1}{2} \). Additionally,
\[
\rho = C^2 \frac{d+7}{2} \left\| \tilde{u}_0 \right\|_{L^2}^{\frac{d}{2}+s} \max \{ N^{\frac{1}{2}} \| \tilde{u}_0 \|_{L^2}, \| \tilde{u}_0 \|_{L^2} \} T \simeq r^{-2} \begin{cases} 
(\log N)^{\frac{s}{2} + s}, & \frac{d}{2} + s > 0 \\
(\log N)^{-\frac{d}{2}+s}, & \frac{d}{2} + s = 0 \\
N^{s+s} (\log N)^{\frac{d}{2}}, & \frac{d}{2} + s < 0
\end{cases}
\]
An application of Lemma 3.6 yields the existence of the solution \( \sum_{n=1}^{\infty} A_n \). Because we assumed \( s < 0 \) and by Lemma 3.5
\[
\left\| \langle \cdot \rangle^s \right\|_{L^2(\Omega_1^\infty)} \lesssim \left( \frac{C_{s,l,d}}{C} \right)^n \begin{cases} 
A^\frac{s}{2} + s, & \frac{d}{2} + s > 0 \\
A^{-\frac{s}{2}} \log A, & \frac{d}{2} + s = 0 \\
A^{-\frac{s}{2}}, & \frac{d}{2} + s < 0
\end{cases}
\]
Additionally, Lemma 3.3 yields
\[
\left\| A_n^{(1)}(T) \right\|_{H^s} \lesssim \left\| \langle \cdot \rangle^s \right\|_{L^2(\Omega_1^\infty)} C^n \left| Q \right|^{\frac{5}{2}-1} T^{n-1} \max_{1 \leq k \leq n} \frac{1}{2^{k}} \left\{ N^{\frac{k-1}{2}} \left( \| \tilde{u}_0 \|_{L^2} \right)^{k} \left( \| \tilde{u}_0 \|_{L^2} \right)^{n-k} \right\}
\]
\[
\lesssim \left\| \tilde{u}_0 \right\|_{L^2} \rho^{n-1} \begin{cases} 
A^\frac{s}{2} + s, & \frac{d}{2} + s > 0 \\
A^{-\frac{s}{2}} \log A, & \frac{d}{2} + s = 0 \\
A^{-\frac{s}{2}}, & \frac{d}{2} + s < 0
\end{cases}
\]
Therefore,
\[
\sum_{n=3}^{\infty} \left\| A_n^{(1)}(T) \right\|_{H^s} \lesssim \left\| \tilde{u}_0 \right\|_{L^2} \rho^2 \begin{cases} 
A^\frac{s}{2} + s, & \frac{d}{2} + s > 0 \\
A^{-\frac{s}{2}} \log A, & \frac{d}{2} + s = 0 \simeq (\log^2 N)^3 \begin{cases} 
(\log N)^{\frac{s}{2} + s}, & \frac{d}{2} + s > 0 \\
(\log A)^{-\frac{d}{2}+s}, & \frac{d}{2} + s = 0 \\
N^{\frac{d}{2}+s} (\log N)^{\frac{d}{2}}, & \frac{d}{2} + s < 0
\end{cases}
\end{cases}
\]
implies norm inflation.
(f) Consider initial data as in Lemma 3.7 (f). The Zakharov system experiences norm inflation for Sobolev regularities $l < \frac{d}{2} - 2$, $0 < s < \frac{d}{2}$ and $l - s \leq -\frac{d}{2}$. We pick

$$T = r^{-3} (\log N)^{-s} + \frac{d}{2} N^{l - \frac{d}{2}}$$

and notice $T \ll N^{-2}$ by the assumptions $l < \frac{d}{2} - 2$. This yields $\|A^{(1)}_{j}(T)\|_{H^s} \gtrsim \log^2 N \to \infty$ as $N \to \infty$ by Lemma 3.7. The initial data satisfy $\|u_0\|_{L^2} \approx rN^{-l}$ and by $\frac{d}{2} > s$

$$\|u_0\|_{L^2} \approx rN^{-s}(\log N)^s.$$ 

Since we assumed $l \leq \frac{d}{2} - 2$ and $l - s \leq -\frac{d}{2}$, $\max\{N^{\frac{1}{2}} \|u_0\|_{L^2}, \|u_0\|_{L^2}\} = rN^{-l}$. We calculate

$$\rho = C_2 \frac{d+7}{2} - \frac{1}{2} ||+s, Q || \max\{N^{\frac{1}{2}} \|\hat{u}_0\|_{L^2}, \|\hat{n}_0\|_{L^2}\} T \approx r^{-2}(\log N)^{-s} \ll 1.$$ 

Therefore, the series $\sum_{n=0}^{\infty} A_n$ converges and is a mild solution of the Zakharov system by Lemma 3.6. Because we assumed $s > 0$ and by Lemma 3.5

$$\|(\cdot)^s\|_{L^2(\Omega, T)} \lesssim \left(\frac{C_{s,l,d}}{C}\right)^{n} A^{d} N^{s}.$$ 

Now by Lemma 3.4

$$\sum_{n=0}^{\infty} \|A^{(2)}_{n}(T)\|_{H^s} \lesssim \|u_0\|_{L^2} N^{s} \rho^2 \approx (\log^2 N)^{3}(\log N)^{-s} \ll \log^2 N \approx \|A^{(2)}_{j}(T)\|_{H^s}$$

and we conclude norm inflation. □

**Appendix A.**

The following proposition is a technical estimate on the sequence used in Lemma 3.2.

**Proposition A.1.** Define two sequences recursively for fixed starting values $b^{1}_{1}, b^{2}_{1} \in [0,1]$

$$b^{1}_{n} := C_1 \frac{1}{n-1} \sum_{n_1 + n_2 = n} m^{1\frac{a}{n_1} b^{2}_{1}}, \quad b^{2}_{n} := C_2 \frac{n}{n-1} \sum_{n_1 + n_2 = n} m^{1\frac{a}{n_1} b^{2}_{1}},$$

where $m := \min\{n_1, n_2\}$ depends on the summation indices and $a > 0$, $C_1, C_2 > 0$ are constants. There exists $\gamma > 1$ such that

$$b^{1}_{n} \leq n^{-a_2 n^{-1}}, \quad b^{2}_{n} \leq n^{-a_2 \gamma n^{-1}}. \quad (8)$$

**Proof.** We define $C_{\max} := \max\{C_1, C_2\}$ and choose $\gamma := 2^{a+5} C_{\max}$. Trivially the induction start is true. Furthermore,

$$b^{1}_{1} = C_1 b^{1}_{1}, b^{2}_{1} \leq C_{\max} \leq 2^{-a_2 \gamma}, \quad b^{2}_{1} = C_2 b^{1}_{1} \leq C_{\max} \leq 2^{-a_2 \gamma}.$$

Let’s assume the estimates (8) for all $k < 2n$ with our choice of $\gamma$ for a fixed $n$. This yields by changing the summation order

$$b^{1}_{2n} \leq C_1 \frac{2}{2n-1} \sum_{k=1}^{n} k^{\alpha} k^{-a_2 (2n-k)} \gamma^{-2 n^{-2}} \gamma^{-2 n^{-2}} \leq C_{\max} \frac{2^{a+3}}{2n-1} (2n)^{-a_2 \gamma n^{-2}} \sum_{k=1}^{n} k^{-2}.$$ 

The second inequality in the previous line follows from $\frac{2n}{2n-k} \leq 2$ for $k \in \{1, \ldots, n\}$. Therefore,

$$b^{1}_{2n} \leq C_{\max} \frac{\pi^{2}}{6(2n-1)} 2^{a+3} (2n)^{-a_2 \gamma n^{-2}} \leq C_{\max} \frac{2^{a+4}}{\gamma} (2n)^{-a_2 \gamma n^{-1}}.$$ 

In a similar manner, we prove the estimate for the sequence $\{b^{2}_{n}\}$.

$$b^{2}_{2n} \leq C_2 \frac{2n}{2n-1} \sum_{k=1}^{n} k^{\alpha} k^{-a_2 (2n-k)} \gamma^{-2 n^{-2}} \gamma^{-2 n^{-2}} \leq C_{\max} \frac{\pi^{2}}{6(2n-1)} 2^{a+3} (2n)^{-a_2 \gamma n^{-2}} \gamma^{-2 n^{-2}} \leq C_{\max} \frac{2^{a+5}}{\gamma} (2n)^{-a_2 \gamma n^{-1}}.$$
Now we prove the estimate (3) for the next uneven index. We proceed just as above.

\[
b_{2n+1}^1 \leq C_1 \frac{n}{2n} \sum_{k=1}^{\infty} k^\alpha k^{-\alpha - 2}(2n + 1 - k)^{-\alpha - 2} \gamma^{2n-1} \leq C_{\max} \frac{2^{\alpha+3}}{2n} (2n + 1)^{-\alpha - 2} \gamma^{2n-1} \sum_{k=1}^{\infty} k^{-2} \\
\leq C_{\max} \frac{\pi^2}{12n} \frac{2^{\alpha+3}(2n)^{-\alpha - 2} \gamma^{2n-1}}{\gamma} \leq \frac{C_{\max} 2^{\alpha+3}}{12n} (2n + 1)^{-\alpha - 2} \gamma^{2n}, \\
b_{2n+1}^2 \leq C_2 \frac{n + 1}{2n} \sum_{k=1}^{\infty} k^\alpha k^{-\alpha - 2}(2n + 1 - k)^{-\alpha - 2} \gamma^{2n-1} \leq C_{\max} \frac{\pi^2(2n + 1)}{12n} \gamma^{2n} (2n + 1)^{-\alpha - 2} \gamma^{2n}.
\]

\[\square\]

We recall a classical result on point wise products of Sobolev function introduced in [24]. We will use this lemma to prove Lemma A.3.

**Lemma A.2** (Sobolev product estimate [24, [1, Theorem 5.1]]) Let \( s_1, s_2 \geq s \geq 0 \) and \( s_1 + s_2 > s + \frac{d}{2} \) with dimension \( d \geq 1 \). For any \( u \in H^{s_1}(\mathbb{R}^d) \) and \( n \in H^{s_2}(\mathbb{R}^d) \)

\[
\|un\|_{H^s} \lesssim \|u\|_{H^{s_1}} \|n\|_{H^{s_2}}.
\]

The following lemma is used in Lemma 3.6 to legitimize that the power series expansion, \( \sum_{n=1}^{\infty} A_n \left( \frac{n_0}{n_0} \right) \), is a mild solution.

**Lemma A.3** (Continuity of \( \Phi \) above \((0, -1)\)). Let \( s_1, l_2 + 1 \geq 0, d \in \mathbb{N} \) and \( l_1 := s_2, s_1 \) such that

\[
s_1 > \max \left\{ \frac{d}{2}, \frac{l_2}{2} + \frac{d + l_2}{2} \right\} \quad \text{and} \quad s_1 \geq \max \{s_2, l_2 + 1\}
\]

holds. For arbitrary initial data \((u_0, n_0) \in H^{s_2, l_2}\) and any \( T, \delta' > 0 \) the operator defined in (3)

\[
\Phi \left( \frac{n_0}{n_0} \right) : B_{C^0([0,T]:H^{s_1,l_1})}(0) \to C([0,T];H^{s_2,l_2})
\]

is a continuous map.

We will choose \( \delta' > 0 \) dependent on the size of our constructed solution in the respective Sobolev norms.}

**Proof.** We fix initial data \((u_0, n_0) \in H^{s_2,l_2}\) and \( \delta' > 0 \). Let \((u, n) \in B_{C^0([0,T]:H^{s_1,l_1})}(0)\). Surely,

\[
\left\| \Phi \left( \frac{n_0}{n_0} \right)(u, n) \right\|_{L^\infty([0,T];H^{s_2,l_2})} \leq \left\| \left( e^{-i(t-s)\nabla} u \right) \right\|_{L^\infty([0,T];H^{s_2,l_2})} + \|N(u, n), (u, n)\|_{L^\infty([0,T];H^{s_2,l_2})}.
\]

We consider the two terms on the right side of the inequality (9) separately. Recall that both propagators are unitary. This yields

\[
\left\| \left( e^{-i(t-s)\nabla} u \right) \right\|_{L^\infty([0,T];H^{s_2,l_2})} = \left\| \left( \frac{n_0}{n_0} \right) \right\|_{H^{s_2,l_2}}.
\]

Now we split the second term on the right-hand side of (9), i.e. \( \|N(u, n), (u, n)\|_{L^\infty([0,T];H^{s_2,l_2})} \), into

\[
\left\| -i \int_0^t e^{i(t-s)\nabla} u(s) \nabla \| \nabla \right\|_{L^\infty([0,T];H^{s_2,l_2})} + \left\| -i \int_0^t e^{-i(t-s)\nabla} \nabla \| \nabla \right\|_{L^\infty([0,T];H^{s_2,l_2})}.
\]

To clarify the prerequisites of Lemma A.2 for both (I) and (II) beforehand, notice \( s_1, l_1 \geq s_2, s_1 + l_1 = s_1 + s_2 > \frac{d}{2} + s_2, s_1 \geq l_2 + 1 \) and \( s_1 > l_2 + 1 + \frac{d}{2} \). Triangle inequality and an application of Lemma A.2 yield

\[
(I) \leq \sup_{t \in [0,T]} \|u(t)\|_{H^{s_2}} \lesssim \sup_{t \in [0,T]} \|u(t)\|_{H^{s_1}} \|\nabla (n(t))\|_{H^{l_1}} \leq T \|u\|_{C([0,T];H^{s_1})} \|n\|_{C([0,T];H^{l_1})}.
\]

Similar arguments using Lemma A.2 with \( \|\nabla u(t)\|_{H^{s_2}} \leq \sup_{t \in [0,T]} \|u(t)\|_{H^{s_1}} \|\nabla n(t)\|_{H^{l_1}} \leq T \|u\|_{C([0,T];H^{s_1})} \|n\|_{C([0,T];H^{l_1})} \)

yield the following bound for the second term (II).

\[
(II) \leq \sup_{t \in [0,T]} \|\nabla n(t)\|_{H^{s_1}} \|u(t)\|_{H^{s_2}} \leq \sup_{t \in [0,T]} \|u(t)\|_{H^{s_1}} \|\nabla u(t)\|_{H^{l_1}} \leq T \|u\|_{C([0,T];H^{s_1})} \|u\|_{C([0,T];H^{s_1})} \leq T \|u\|_{C([0,T];H^{s_1})}.
\]

The continuous time dependence is obvious. Fix a small \( \epsilon > 0 \) and \( 0 < \delta \leq \frac{\epsilon}{3\delta'} \). Let \((u_1, n_1), (u_2, n_2) \in B_{C^0([0,T]:H^{s_1,l_1})}(0)\) with \( \|((u_1, n_1) - (u_2, n_2))\|_{C([0,T];H^{s_1,l_1})} < \delta \). We estimate the difference of the images under
the map $\Phi_{\{u_0\}}$ in $C([0,T]; H^{s_2,1_2})$, which we transform with a dimensional constant
\[
\left\| \Phi_{\{u_0\}}(u_1, n_1) - \Phi_{\{u_0\}}(u_2, n_2) \right\|_{C([0,T]; H^{s_2,1_2} x H^{s_2,1_2})} \\
\leq \left\| \int_0^t e^{i(t-s)\Delta}(u_1(s)\Re(n_1(s)) - u_2(s)\Re(n_2(s))) \, ds \right\|_{C([0,T]; H^{s_2,1_2})}
\]
\[
+ \left\| \int_0^t e^{-i(t-s)|\nabla|} (|u_1(s)|^2 - |u_2(s)|^2) \, ds \right\|_{C([0,T]; H^{s_2,1_2})}.
\]

We estimate both terms separately.

\[(III) \leq T \sup_{t \in [0,T]} \left\| u_1 \Re(n_1) - u_2 \Re(n_2) \right\|_{H^{s_2}}
\]
\[
\leq T \sup_{t \in [0,T]} \left\| u_1(t)(\Re(n_1(t)) - \Re(n_2(t))) \right\|_{H^{s_2}} + T \sup_{t \in [0,T]} \left\| (u_1(t) - u_2(t))\Re(n_2(t)) \right\|_{H^{s_2}}.
\]

Furthermore, the Sobolev product estimates [Lemma A.2] yield
\[(III) \leq T \sup_{t \in [0,T]} \left\| u_1(t) \right\|_{H^{s_1}} \left\| \Re(n_1) - \Re(n_2) \right\|_{H^{s_2}} + T \sup_{t \in [0,T]} \left\| u_1 - u_2 \right\|_{H^{s_1}} \left\| \Re(n_2) \right\|_{H^{s_2}}
\]
\[
\leq T \delta' \left\| n_1 - n_2 \right\|_{C([0,T], H^{s_1})} + T \delta' \left\| u_1 - u_2 \right\|_{C([0,T], H^{s_1})} \leq 2T \delta' \delta < \epsilon.
\]

Similarly, we estimate
\[(IV) \leq T \sup_{t \in [0,T]} \left\| |\nabla| \left( |u_1(t)|^2 - |u_2(t)|^2 \right) \right\|_{H^{s_2}} \leq T \sup_{t \in [0,T]} \left\| u_1(t) - u_2(t) \right\|_{H^{s_1}} \left\| (u_1(t)) + |u_2(t)| \right\|_{H^{s_2+1}}.
\]

The second inequality in the previous line follows from $\langle \xi \rangle^2 |\xi| \leq \langle \xi \rangle^{s+1} \leq \langle \xi \rangle^s$ for $\xi \in \mathbb{R}^d$. We use Lemma A.2 to estimate (IV) further.
\[(IV) \leq T \sup_{t \in [0,T]} \left\| u_1(t) - u_2(t) \right\|_{H^{s_1}} \left\| u_1(t) \right\|_{H^{s_1}} + \left\| u_2(t) \right\|_{H^{s_1}} \leq 2T \delta' \left\| u_1(t) - u_2(t) \right\|_{C([0,T], H^{s_1})} \leq 2T \delta' \epsilon < \epsilon.
\]

Therefore, we conclude the continuity by
\[
\left\| \Phi_{\{u_0\}}(u_1, n_1) - \Phi_{\{u_0\}}(u_2, n_2) \right\|_{L^\infty([0,T], H^{s_2,1_2})} \leq 4\delta' \delta T \leq \epsilon.
\]

\[\Box\]
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