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Abstract

We introduce and make publicly available an entity linking dataset from Reddit that contains 17,316 linked entities, each annotated by three human annotators and then grouped into Gold, Silver, and Bronze to indicate inter-annotator agreement. We analyze the different errors and disagreements made by annotators and suggest three types of corrections to the raw data. Finally, we tested existing entity linking models that are trained and tuned on text from non-social media datasets. We find that, although these existing entity linking models perform very well on their original datasets, they perform poorly on this social media dataset. We also show that the majority of these errors can be attributed to poor performance on the mention detection subtask. These results indicate the need for better entity linking models that can be applied to the enormous amount of social media text.
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1 Introduction

Entity Linking is the problem of mapping free text with the appropriate entities in a structured knowledge base (KB), such as Wikipedia. Linking natural language text to large knowledge graphs enables applications to make use of rich semantic relationships that may be implied in the natural language, but are explicitly expressed in the knowledge graph. Entity linking is therefore a core task in natural language processing with applications in recommender systems \cite{1}, chatbots \cite{2}, relation extraction \cite{3}, and knowledge base completion \cite{4,5} among many others.

The entity linking task is generally broken down into subtasks: (1) mention detection and (2) entity disambiguation. Similar to named entity recognition (NER), the mention detection subtask finds substrings from text that represent some entity. Mention detection is itself a wide area of research encompassing semantic role labelling \cite{6}, anaphora resolution \cite{7}, and others in order to consider the various ways that humans express entities in natural language. The entity disambiguation task takes the word or phrase identified from the mention detection task and then identifies an entry in a knowledge base that matches the entity.

For example, the illustration in Fig. 1 shows the phrase “Booth killed Lincoln at Ford’s Theater.”, which has three entity mentions highlighted in yellow: ‘Booth’, ‘Lincoln’, and ‘Ford’s Theater’. These mentions alone are useful for many downstream tasks, but entity disambiguation goes one step further and reconciles the entities with their specific Wikipedia entries (or some other knowledge base) such that the surface text is linked to JOHN\_WILKES\_BOOTH, ABRAHAM\_LINCOLN, and FORD\’S\_THEATRE respectively. Having linked the surface text with their entities, any number of additional steps can be taken to refine or reason about the data \cite{8}.

Because of its wide applicability, entity linking has been heavily explored, and many datasets are available for model training and testing. However, most of these entity linking datasets are
Booth killed Lincoln at Ford’s Theater.

Figure 1: Example entity linking task. Highlights indicate three entity mentions from the surface text, blue boxes denote the linked entity corresponding to each mention.

Figure 2: The annotation interface used by human annotators. The interface allowed them to highlight arbitrary spans of text and link them with valid Wikipedia pages.

extracted from well written news articles, websites, or otherwise professionally curated corpora. Although useful for many tasks, the lexical and linguistic styles of commonly available datasets do not match what is commonly expressed on social media platforms. As a result, recent work has found that many entity linking models do not perform well on social media text [9].

Besides the lack of training data, entity linking from social media is particularly challenging because of the presence of jargon, poor grammar usage, inconsistent lexical formatting and variation, the wide usage of anaphora, and frequent use of idioms, euphemisms, and other creative (or lazy) use of language. In addition, the use of threading systems in many social discourse platforms adds another layer of complexity into natural language processing systems.

Some efforts have been made to reconcile this disparity. Typically these systems perform either the mention detection task [10] or the entity disambiguation task [11, 12, 13, 14], but rarely both. More recently, the rise of deep neural architectures has enabled end-to-end models that learn both tasks jointly [15, 16]. When considering social media data, most related work use Ritter et al’s entity linking dataset from Twitter [17], which contains hand annotated entity matches for 2,400 Tweets as well as the non-social media datasets Figer [18] and OntoNotes [19] from NIST TAC’s entity discovery and linking tasks. Additional hand annotated datasets have been collected from Twitter using various methodologies [20, 21].

Although these datasets and algorithms have greatly progressed entity linking, it is important to admit that most social and digital text is not created in Tweet-form. Rather, the vast amount of online communication appears in modern bulletin boards, comment threads, and other user-generated discussion formats.
In the present work we consider the social media site Reddit. Reddit is an archetypal example of a socio-technical discussion board with hundreds of millions of posts and billions of individual comments. On Reddit each post is submitted to a specific subreddit and a discussion is attached to each post. User-provided upvotes and downvotes govern the visibility and ranking of posts and comments on the site. Comments are threaded, meaning that each comment must have a single parent-comment; top-level (i.e., root) comments are considered children of the post text and link, which usually sets the topic of discussion.

Reddit consists of thousands of distinct communities called subreddits. Each subreddit is associated with a specific topic, such as r/news or r/pokemon, and a volunteer team of moderators that create and enforce guidelines for each subreddit. Posts made within each subreddit must adhere to these guidelines or offending users may be banned from future posting or commenting in the subreddit. Due to the more relaxed moderation rules on the platform, especially surrounding controversial topics, Reddit threads commonly contain toxic, harassing, or explicit commentary [22]. A distinct difference that separates Reddit from Twitter or Facebook is how communities form. On Reddit, users seek out and find subreddits that interest them, whereas on Twitter, Facebook and other social networks, users build friendship networks and then share posts within this network [23].

Because of its breadth and wide availability, researchers have begun to use Reddit and similar socio-technical discussion boards like HackerNews, Slack, Discord, Disqus for a variety of tasks. The tasks generally tackle specific subreddits and the community dynamics that arise within them. A significant portion of this research has analyzed subreddits and user behaviors surrounding mental health disorders, which has taken the approach of extracting text and performing clustering to find different themes within these subreddits [24, 25]. In another study, the subreddit r/SuicideWatch was analyzed to help determine whether a user may be at risk of committing suicide [26]. The resulting data from this allowed researchers to create models to identify users that are at risk in the future.

Reddit has also proven to be a good source for the collection of datasets. One work in particular utilizes posts from ten subreddits and then has them annotated using Mechanical Turk to determine whether the poster’s behavior exhibits stress or not [27]. In some cases, the representative labels for a task are built right into Reddit. For example, the common occurrence of sarcasm labels on Reddit can be used to create a large corpus for sarcasm classification [28].

Furthermore the threaded nature of Reddit posts has allowed researchers to explore how persuasive arguments are carried out [29]. By analyzing the arguments of the r/Changemyview subreddit researchers were able to capture the argumentative sentences and identify important persuasive discourse markers.

Generally speaking, social media analysts are beginning to develop and employ text analysis tools to understand a wide variety of social and interpersonal issues such as gender differences [30], weight loss trends [31], and the spread of technological innovations [32].

However, the lexical and linguistic style used in online discussion boards is not only different from professional journalistic styles used to curate large natural language processing models and datasets. Some datasets have recently become available for microblogs like Twitter [33, 34], but style of microblogs are vastly different from discussion boards. Despite the large amount of social data contributed to these platforms there exists no large, labeled dataset from these types of threaded discussion boards.

1.1 Related Works

Within the scope of natural language processing, the problem of entity linking has been quite extensively studied and a vast amount of papers exist discussing the subject; Shen et al. [35] and
Sevgili et al. [36] present good surveys of the field. We also highlight two other works that have previously performed crowd sourced entity linking, [9, 49] and compare our method against theirs in Section 3. One of the issues for researchers working in this domain is the lack of training and testing data for social media, as well as focus on only narrow portions of the overall problem, e.g., news articles and Wikipedia. In the present work, we review some of the recent entity linking techniques and recommend that researchers focus future work on social discussion boards like Reddit and produce holistic end-to-end models rather than piecemeal approaches to entity linking.

Existing models have major problems with not being able to label entities if they were not included in the initial training set. The concept of “zero-shot” learning was developed to help solve this problem [37, 5]. One major benefit of zero-shot learning is that the model can correctly map entities without having trained on any mentions for it. Others have sought to exploit the type systems of Wikipedia to improve the disambiguation of models by understanding the different contexts for a given mention [38, 39]. By using the categories of Wikipedia as entity-types, the models can disambiguate the word correctly by using the context of surrounding words. Another successful approach uses reinforcement learning and a global sequence perspective to select entities for disambiguation [10, 41]. These models are able to move beyond the local context of the type models and use all of the previously predicted entities to improve performance.

Previous works have attempted to tackle the problem on Twitter. Early work on social entity linking has focused on the entity disambiguation task for tweets by utilizing a graph based framework that captures user’s topics of interest [12]. Other models have been developed to perform end-to-end entity linking on Twitter. Guo et al. [43] approach the problem by using a structural SVM that jointly optimizes the mention detection and entity disambiguation task together. Similarly, Fang and Chang [44] create an end-to-end spatiotemporal model to extract information from tweets. Unfortunately, the data used in these three papers is not made publicly available.

Finally, researchers have been able to employ deep language models, like BERT, for entity linking [15]. In one study, BERT was able to achieve good performance on the end-to-end entity linking task with only small changes [16]. In another study, Yamada et al. [17] trained BERT on a new masked entity prediction task. By using a new pre-training task they are able to embed contextualized entities within BERT allowing for superior performance on a variety of entity based tasks.

Yet, these benchmark datasets are almost entirely based on journalistic quality news text, which are vastly different than the enormous amount of text that is posted to social bulletin boards.

1.2 Research Questions

To help alleviate the deficit of training data from social bulletin boards, we introduce and make available a dataset of 17,316 hand-annotated entities from 619 Reddit posts and a sample of comments from each of their comment threads. For each post we asked three annotators from Amazon’s Mechanical Turk to: (1) hand-label any and all entity mentions and (2) link each mention to its representative entry on Wikipedia.

Specifically, we ask the following research questions:

RQ1 : How well do human annotators agree on entity labels?

RQ2 : Do existing state of the art entity linking models perform well on the social discussion dataset?

RQ3 : Which parts of end-to-end entity linking models are most responsible for errors in entity linking on social text?
Table 1: Subreddits from which post and comments were selected for annotation.

| Subreddit           | Posts | Comments |
|---------------------|-------|----------|
| r/movies            | 67    | 143      |
| r/worldnews         | 158   | 315      |
| r/gaming            | 30    | 63       |
| r/news              | 84    | 163      |
| r/politics          | 71    | 145      |
| r/explainlikeimfive | 49    | 90       |
| r/sports            | 72    | 148      |
| r/science           | 47    | 91       |
| r/Economics         | 41    | 85       |
| **Total**           | **619** | **1,243** |

We evaluate the agreement rate of different entities and annotators and make simple corrections within the raw data. Next, we evaluate several popular entity linking models and algorithms on this new dataset. Despite our various attempts, we observed that existing models did not outperform simple baselines on this new data. These results indicate that much work remains in the entity linking task. It is our goal that this dataset spurs further development of entity linking systems especially on the vast amount of non-Tweet styled social discussion data.

2 Collection Methodology

The dataset introduced in this paper was collected from a variety of posts from various subreddits. Table 1 shows the subreddits from which posts were collected as well as the number of comments. The subreddits were selected based on two criteria, the first being the popularity of the subreddit. The second criteria was subreddits that were likely to include a broad variety of entities. For each post we selected the top-scoring comment (upvotes minus downvotes) and, when available, the top-scoring child and grand-child comment. Due to the nature of choosing popular subreddits and using high scoring posts our dataset has an emphasize on high quality content selected for annotation. Collection was limited to only those posts submitted to Reddit between Jan. 2018 and Aug. 2019.

On average, the mean length of a post in our dataset is 20 tokens and the mean length of a comment is 34 tokens. The shortest post was 4 tokens and the longest was 66 tokens. The shortest comment was one token with the longest comment being 207 tokens. Because we are providing this data to human annotators, we also removed a small number of posts that had explicit content. In total we collected 619 posts and 1,243 comments from 9 subreddits.

2.1 Human Annotation

To collect entity mentions and their matches from Reddit posts and comments, we created a straightforward web annotation framework and provided it as a human intelligence task (HIT) to annotators from Mechanical Turk. We limited the HIT to include only American annotators because the posts and comments were English and primarily focused on American current events and culture. This task was reviewed and approved by the University of Notre Dame’s Internal Review Board (#20-01-5751). Only after informed consent confirmation was obtained, the annotator was given the following instructions:
1. Highlight each portion of text that you believe matches with a Wikipedia article and left click to open a text box.

2. Determine the correct Wikipedia page for the text based on the context of the discussion thread and copy the Wikipedia link into the Wikipedia URL section. Verify the link entered is a valid Wikipedia URL by clicking the “Verify Wikipedia Link” button.

3. A green checkmark will appear to the right if the URL is valid. You may close the box with the “Done” button after.

4. Once you have highlighted and linked all pieces of text that you feel match with a Wikipedia article please advance to the next page.

Next, the annotation system asked the annotator to complete a short (and obvious) practice case. Any incorrect or missing annotations were provided to the annotator as feedback. Because the instructions did not explicitly or rigorously define “entity”, individual interpretations of what is and is not an entity is an important element in our dataset. It has been shown in prior work that the consensus of what constitutes an entity is not concrete, even for researchers within the field [48]. However, the practice task certainly framed our goal. The practice post was “Iran fires missile. United States airbase struck.”, where the four highlighted entities here indicate the expected entity matches.

After the practice task was complete the annotators were asked to annotate 10 posts and their related comments one at a time. A screen capture of the annotation system is illustrated in Fig. 2. To make an annotation, an annotator selected a substring of text from the post title or comment. Immediately after text is selected a popup-style box would appear with the highlighted text and a prompt to enter the Wikipedia link. Presumably, the annotator would search Wikipedia for a proper entity link and provide it to the system. To ensure consistency, the link had to be verified to resolve with a valid HTTP response from Wikipedia before the annotation could be submitted.

Each post and comment thread was annotated by three different annotators as was done in two other crowd sourcing studies [9, 49]. By asking the same user to detect entity mentions and perform the linking we expect annotations to vary among the annotators. This task is different from other crowd sourcing entity linking methodologies, which pre-selected the entity mentions [9] or only asked for entity-links from mentions previously found by other users [49]. Our methodology also differs in that we use no expert annotators to adjudicate disagreements in the annotations.

Each annotator was paid $4.00 USD for their effort. Upon completion we briefly inspected each annotators’ submissions to ensure that a reasonable effort was made. Overall we received 17,316 annotations from 202 annotators not including the submissions of 28 annotators that were rejected. In all but the most egregious cases, rejected annotators were still paid. In a small number of instances, annotators did not complete the full set of 10 annotations. We have records of their annotations, but because we cannot verify the quality of these incomplete tasks, we do not include them in our analysis or the released dataset. In total we spent $908.00 USD for 227 annotators.

2.2 Annotation Results

The collected results were aggregated to determine the agreement among the three annotators. Gold annotations are those entities identified and linked by all three annotators. For now, Gold annotations must agree on the exact text selection (including punctuation, whitespace, etc) and link to the same Wikipedia page (without considering redirection-pages, disambiguation-pages, etc). Because gold annotations demonstrate unanimous agreement, we consider them to be high
Table 2: Number of annotated entities from posts and comments. Inter-annotator agreement produces groups of Gold, Silver, and Bronze annotation levels.

| Group | Raw Entities | Unique Entities | Unique Mentions |
|-------|--------------|-----------------|-----------------|
| Posts |              |                 |                 |
| Gold  | 704          | 527             | 582             |
| Silver| 1,159        | 900             | 989             |
| Bronze| 2,557        | 1,877           | 1,938           |
| Counts|              |                 |                 |
| Gold  | 638          | 487             | 527             |
| Silver| 1,564        | 1,126           | 1,244           |
| Bronze| 4,481        | 2,788           | 3,3013          |

Similarly, silver annotations are those entities selected by two of the three annotators. Although these annotations do not show unanimous agreement, they generally remain high quality and are useful for evaluation and training purposes.

Finally, bronze annotations are those entities indicated by a single annotator. Due to the lack of inter-annotator agreement, bronze annotations are the lowest quality, but still contain interesting occurrences. For example, in the post title beginning with “Box Office Week: Black Panther smashes at #1 with $201M...”, all three annotators agreed that the text “Black Panther” was an entity mention, but they linked the mention to three different Wikipedia pages: the film, the comic book, and the animal.

Raw results of annotation for both posts and comments are displayed in Table 2. Note that the number of gold entities is not exactly the same as the number of unique entities and unique mentions. This is because the exact same entity (i.e., Wikipedia page) and mention is sometimes found in two different post titles. Likewise, different surface forms often link to the same entity (c.f., entity resolution), and the same surface form sometimes links to the different entities (c.f., entity disambiguation).

2.3 Cleaning

Because it is important to consider how small annotation disagreements and different interpretations permeate this dataset, we performed a critical analysis of annotator disagreement and applied simple procedures to clean certain differences from the dataset.

2.3.1 Redirection Cleaning

Our first cleaning step was to reconcile Wikipedia redirection pages. For example, the entity mention “Donald Trump” is frequently linked to the Wikipedia page entitled TRUMP_(PRESIDENT), but this Wiki page automatically redirects to DONALD_TRUMP. From the annotator’s point of view, these two Wiki pages are identical in all ways except for the link. Yet these two different links are considered disagreements in our raw dataset. So, we found all redirection links provided by the annotators and reconciled them to the same Wiki page. This simple cleaning task resulted in an additional 59 gold annotations and an additional 66 silver annotations.
After this simple cleaning, we performed a more-in-depth analysis. We observed two types of errors: link disagreement and mention disagreement.

### 2.3.2 Link Disagreement

Link disagreement occurs when two or more annotators highlight the exact same surface text, but link the text to different entities. We sought to understand this disagreement more thoroughly. Specifically, we asked: When annotators disagree on an entity, are their choices close to one another? That is, do they link to two entities which are similar? Or do their ideas over what the surface form represents diverge significantly?

To answer this question we used the Wikipedia Link Measure (WLM) to measure the similarity between two different entity annotations that have identical surface forms. The WLM score uses the internal link structure of Wikipedia to measure the similarity between two Wiki pages based on how many incoming links the pages share. Formally, given two entity pages $a$ and $b$ as well as their links within the Wikipedia graph $W$, WLM is defined as:

$$\text{WLM}(a, b) = 1 - \frac{\log(\max(|A|, |B|)) - \log(|A \cap B|)}{\log(|A|) - \log(\min(|A|, |B|))},$$

where $A$ and $B$ are the sets of incoming links to $a$ and $b$ respectively. Simply put, WLM uses the Wikipedia network to measure the semantic similarity of two entities. We compare the mismatched annotations against a null model consisting of random pairings of entities with the same number of incoming links. Figure 3 illustrates the WLM distribution of mismatched entities against the null model. A Mann-Whitney Test of two distributions determined that the mismatched annotations are significantly more similar than the null model ($\rho = 0.16, p < 0.001$). These results indicate that, although annotators may not explicitly agree on the linked entity, their annotations are much more similar than if they chose a random entity.

Although we observe that these disagreements link to similar Wikipedia entities, we have no way of reconciling these differences. Therefore we cannot apply any changes to the raw data that correct link disagreements.
Table 3: Top 10 entities from the gold and silver annotations of the dataset. For each entity a list of the mention texts that they were annotated with are shown.

| Entity                         | #  | Unique Mentions                                                                 |
|--------------------------------|----|--------------------------------------------------------------------------------|
| Donald_Trump                   | 88 | President Trump, Trump, trump, President, trumipian, Donald Trump, Tump, US President Donald Trump, Trump’s, 45, his |
| United_States                  | 53 | U.S., US, American, USA, U.S, America’s, United States, America                |
| Film                           | 36 | Films, films, Movie, movie, FILMS, mocie, movies, Movies, Film, film           |
| China                          | 30 | china, Chinese, China                                                           |
| Russia                         | 26 | Russia, Russian, Russians                                                      |
| Human                          | 18 | human race, Humans, human being, human, Humanity, humans                       |
| Republican_Party_ (United_States) | 16 | Republicans, GOP, red, Republican Party, Republican                           |
| Germany                        | 15 | Germany, germany                                                              |
| Research                       | 14 | Researchers, research, researcher, Research, researchers                       |
| Scientist                      | 14 | scientists, Scientists, scientist                                              |

2.3.3 Mention Disagreement

Mention Disagreement occurs when two or more annotators agree on the entity link but disagree on the surface form of the entity mention. Usually, these disagreements differ by only a character or two. In other instances, mentions disagree on whether to include the plural or possessive endings of an entity name. We reconcile these differences by expanding all annotations to end at word boundaries, e.g., white space or punctuation.

Redirection cleaning and mention disagreement correction were applied to each set of annotations. The results displayed in Table 4 show how the numbers for each annotation level change as Redirection Cleaning (Redir.), and Mention Disagreement correction (Men.) were performed individually. The final column (All) displays the final results with all corrections applied collectively.

2.3.4 Other Disagreements

Another interesting aspect of this dataset are the details of how annotators selected certain mentions and entities. Consider, for example, an actual disagreement among three annotators illustrated in Fig. 4. In this instance, the four bronze annotations (two from annotator 1, and one each from annotators 2 and 3) show a mix of link disagreement and mention disagreement. Despite their similarity, none of these annotations can be reconciled using the above corrections in part or in aggregate. In annotator 1’s case there is no reference to the year 2010 in the text, showing that some annotators may have selected an entity that is somewhat similar. This example shows how difficult finding annotation agreement among human annotators can be. Despite this difficulty, this dataset shows a surprising amount of agreement, and might prove useful to better understanding annotator perception and biases.
Table 4: Redirection correction (Redir.), mention correction (Men.), and both corrections (All) made to the raw annotation data increase the annotator agreement.

|       | Raw | Redir. | Men. | All  |
|-------|-----|--------|------|------|
| Posts |     |        |      |      |
| Gold  | 662 | 696    | 670  | 704  |
| Silver| 1,152|1,154|1,159|1,159|
| Bronze| 2,699|2,594|2,661|2,557|
| Comnts|     |        |      |      |
| Gold  | 591 | 616    | 613  | 638  |
| Silver| 1,544|1,552|1,559|1,564|
| Bronze| 4,662|4,573|4,566|4,481|

Annotator 1

...finance chair who paid 1M to a playboy playmate wasn’t for...

Annotator 2

...finance chair who paid 1M to a playboy playmate wasn’t for...

Annotator 3

...finance chair who paid 1M to a playboy playmate wasn’t for...

Figure 4: Instance where three annotators provided different mention-entity annotations. Annotations, in this case, are extremely close but are not in agreement. Highlights indicate entity mention, blue boxes denote the linked entity from the example text.

2.3.5 Top Entities and their Mentions

Another way to view this data, as well as the difficulty of the entity linking task in general, is by considering the different mentions that link to the same entities. The entries in Table 3 show the top 10 most frequent entities linked in our dataset as well as some of the mentions that are found to link to them. Many entities, like United_States, have multiple variations in how they are mentioned in text, especially in social text. Other entities, like Film, are represented by many synonymous terms, as well as different capitalization, misspellings, and other variations in their surface forms.

Although not the objective of the current work, the entity mentions and their links may be a valuable resource for social discourse analysis and other linguistic studies.

2.4 Data Availability

The dataset containing the cleaned annotations presented in Table 4 is available at https://doi.org/10.5281/zenodo.3970806.

The dataset contains the data of posts and comments gathered from Reddit. Metadata for each post contains the post id, the subreddit to which it was posted and the post’s title. Metadata
Table 5: Results on the five other non-social media datasets for entity disambiguation (ED) and End-to-End Methods (E2E EL). Results are reported for Precision (P), Recall (R), and F1 score.

| Model               | MSN P | MSN R | MSN F1 | AQNT P | AQNT R | AQNT F1 | ClueW P | ClueW R | ClueW F1 | WIKI P | WIKI R | WIKI F1 | ACE P | ACE R | ACE F1 |
|---------------------|-------|-------|--------|--------|--------|--------|--------|--------|--------|--------|--------|--------|--------|--------|--------|
| Prior               | 0.76  | 0.76  | 0.76   | 0.86   | 0.83   | 0.84   | 0.67   | 0.67   | 0.67   | 0.64   | 0.64   | 0.64   | 0.90   | 0.84   | 0.87   |
| Query               | 0.64  | 0.64  | 0.64   | 0.82   | 0.82   | 0.82   | 0.56   | 0.56   | 0.56   | 0.57   | 0.57   | 0.57   | 0.70   | 0.70   | 0.70   |
| deep-ed             | 0.92  | 0.92  | 0.92   | 0.90   | 0.87   | 0.89   | 0.76   | 0.76   | 0.76   | 0.74   | 0.74   | 0.74   | 0.90   | 0.84   | 0.87   |
| End-to-End          | 0.94  | 0.90  | 0.92   | 0.92   | 0.87   | 0.90   | 0.83   | 0.72   | 0.77   | 0.78   | 0.71   | 0.74   | 0.93   | 0.84   | 0.88   |
| mulrel-nel          | 0.93  | 0.93  | 0.93   | 0.88   | 0.85   | 0.87   | 0.77   | 0.77   | 0.77   | 0.77   | 0.77   | 0.77   | 0.91   | 0.85   | 0.88   |
| wnel                | 0.93  | 0.92  | 0.92   | 0.92   | 0.89   | 0.91   | 0.77   | 0.77   | 0.77   | 0.75   | 0.75   | 0.75   | 0.90   | 0.84   | 0.87   |

for each comment contains the post id, comment id, subreddit, the parent id (which is itself a comment or post in the dataset), and the comment text. Post and comment ids can be used to gather additional data from Reddit directly.

Annotations are stored for post and comments according to their agreement: Gold, Silver, or Bronze for a total of 6 annotation files.

In addition to post or comment ids, annotations contains the mention text, the linked Wikipedia entity (after applying redirection correction), the start and end position of the mention from the mention text, and the corrected mention text.

3 Experiments

Our second goal is to evaluate the performance of entity linking models on our new dataset. Because the bronze annotations fail to show any annotator agreement, we do not perform an evaluation on this part of the dataset. Instead, we limit our evaluation to the gold and silver annotations, which we consider to be of high quality due to their inter-annotator agreement.

As discussed earlier, the entity linking task can be viewed as two separate consecutive tasks: (1) mention detection and (2) entity disambiguation. The first task is widely recognized as named entity recognition (NER) which is not considered individually in this paper. The second task itself has received much attention in recent years, with the introduction of deep neural network-based entity disambiguation models [11, 12, 13, 14, 51, 40]. However, only a handful of end-to-end models have been developed to perform both tasks jointly [16, 52].

Overall, we evaluate six different entity disambiguation models and four end-to-end models.

3.1 Entity Disambiguation Models

We formally define the entity disambiguation task as follows. Given a document \( D = \{w_1, w_2, \ldots w_n\} \) containing \( n \) tokens, a set of entity mentions from the document \( M = \{m_1, \ldots, m_x\} \), and a knowledge base of entities \( E = \{e_1, e_2, \ldots e_m\} \), the goal of entity disambiguation is to find a mapping \( \mu : M \mapsto E \) for each mention \( m \in M \) to the appropriate entity \( e \in E \) in the knowledge base.

We used six methods: two high-quality baselines and four popular entity disambiguation models.
Table 6: Results on the AIDA-CoNNL datasets for entity disambiguation (ED) and end-to-end entity linking (E2E EL). Results are reported for Precision (P), Recall (R), and F1 score.

| Model       | AIDA-Train |          |          |          | AIDA-A |          |          |          | AIDA-B |          |          |          |
|-------------|------------|----------|----------|----------|--------|----------|----------|----------|--------|----------|----------|----------|
|             | P          | R        | F1       | P          | R        | F1       | P          | R        | F1       | P          | R        | F1       |
| Prior       | 0.75       | 0.75     | 0.75     | 0.71       | 0.71     | 0.71     | 0.69       | 0.69     | 0.69     |            |          |          |
| Query       | 0.63       | 0.63     | 0.63     | 0.61       | 0.61     | 0.61     | 0.60       | 0.60     | 0.60     |            |          |          |
| deep-ed     | 0.87       | 0.87     | 0.87     | 0.87       | 0.87     | 0.87     | 0.87       | 0.87     | 0.87     |            |          |          |
| End-to-End  | 0.97       | 0.96     | 0.97     | 0.95       | 0.93     | 0.94     | 0.89       | 0.85     | 0.87     |            |          |          |
| mulrel-nel  | 0.95       | 0.95     | 0.95     | 0.92       | 0.92     | 0.92     | 0.93       | 0.93     | 0.93     |            |          |          |
| wnel        | 0.86       | 0.86     | 0.86     | 0.81       | 0.81     | 0.81     | 0.81       | 0.81     | 0.81     |            |          |          |

| ED          |            |          |          |            |          |          |            |          |          |            |          |          |
|-------------|------------|----------|----------|------------|----------|----------|------------|----------|----------|------------|----------|----------|
| NER + Prior | 0.42       | 0.74     | 0.53     | 0.41       | 0.71     | 0.52     | 0.40       | 0.69     | 0.51     |            |          |          |
| NER + Query | 0.27       | 0.48     | 0.34     | 0.27       | 0.46     | 0.34     | 0.25       | 0.44     | 0.33     |            |          |          |
| End-to-End  | 0.96       | 0.96     | 0.96     | 0.90       | 0.89     | 0.90     | 0.84       | 0.81     | 0.82     |            |          |          |
| REL         | 0.84       | 0.73     | 0.78     | 0.80       | 0.71     | 0.75     | 0.80       | 0.71     | 0.75     |            |          |          |

Table 7: Results on our Reddit datasets for entity disambiguation (ED) and end-to-end entity linking (E2E EL). Results are reported for Precision (P), Recall (R), and F1 score.

| Model       | Gold |          |          | Silver |          |          | Comb.     |          |          |          |          |          |          |
|-------------|------|----------|----------|--------|----------|----------|----------|----------|----------|----------|----------|----------|----------|
|             | P    | R        | F1       | P      | R        | F1       | P        | R        | F1       | P        | R        | F1       |
| Prior       | 0.81 | 0.78     | 0.79     | 0.69   | 0.66     | 0.68     | 0.73     | 0.70     | 0.72     |            |          |          |
| Query       | 0.89 | 0.89     | 0.89     | 0.77   | 0.77     | 0.77     | 0.81     | 0.81     | 0.81     |            |          |          |
| deep-ed     | 0.81 | 0.78     | 0.80     | 0.73   | 0.70     | 0.71     | 0.76     | 0.73     | 0.74     |            |          |          |
| End-2-End   | 0.93 | 0.51     | 0.66     | 0.89   | 0.40     | 0.55     | 0.90     | 0.47     | 0.62     |            |          |          |
| mulrel-nel  | 0.72 | 0.70     | 0.71     | 0.63   | 0.61     | 0.62     | 0.67     | 0.65     | 0.66     |            |          |          |
| wnel        | 0.87 | 0.83     | 0.85     | 0.79   | 0.74     | 0.77     | 0.83     | 0.78     | 0.80     |            |          |          |

| E2E EL      |            |          |          |            |          |          |            |          |          |            |          |          |
|-------------|------------|----------|----------|------------|----------|----------|------------|----------|----------|------------|----------|----------|
| NER + Prior | 0.13       | 0.29     | 0.18     | 0.14     | 0.15     | 0.15     | 0.28       | 0.19     | 0.23     |            |          |          |
| NER + Query | 0.14       | 0.30     | 0.19     | 0.14     | 0.15     | 0.15     | 0.28       | 0.22     | 0.24     |            |          |          |
| End-to-End  | 0.22       | 0.21     | 0.22     | 0.27     | 0.12     | 0.17     | 0.49       | 0.15     | 0.23     |            |          |          |
| REL         | 0.20       | 0.35     | 0.25     | 0.24     | 0.20     | 0.22     | 0.44       | 0.25     | 0.32     |            |          |          |
First, we evaluated entity disambiguation on existing non-social media datasets from AIDA-CoNLL (AIDA-train, AIDA-A, AIDA-B), MSNBC (MSN), AQUAINT (AQNT), ACE2004 (ACE), WNED-WIKI (WIKI), and ClueWeb (ClueW) datasets; as well as the All-corrected Gold, Silver, and Gold + Silver (Comb.) of the Reddit entity linking datasets after corrections were made (i.e., the All-column from Table 4).

Simply put, given a dataset containing text and annotated mentions, the models try to predict the correct Wikipedia entities for each mention. The details of each model are as follows:

• Query: In this baseline method we use Wikipedia’s search API 1 to query each mention. We used the top ranked result as the predicted Wikipedia entity.

• Prior: Another common baseline used in entity disambiguation models is the entity-mention prior dictionary $p(e|m)$ obtained from Wikipedia. For this baseline, we simply pick the entity that occurs most frequently for each mention.

• deep-ed $^{[11]}$: Uses a combination of entity embeddings, entity-mention prior dictionary, and a contextual attention mechanism to create the local model. Entity embeddings are obtained by considering word-entity co-occurrence. The final global model considers the disambiguation task as a sequential decision problem solved using loopy belief propagation (LBP) with linear conditional random field (CRF). Following the instructions of the model’s authors, we retrained deep-ed by adding the mentions of our Reddit dataset into the training set.

• mulrel-nel $^{[13]}$: Encodes pairwise relations between mentions as latent variables. It also adds dummy mentions to reduce noisy relations.

• wnel $^{[14]}$: Previous entity disambiguation models rely heavily on the AIDA-train dataset for training. Here the authors introduce a linker model trained on AIDA-train and another unlabeled dataset with generated pseudo labels.

• End-2-End $^{[16]}$: Similar to deep-ed, the End-2-End model generates an entity embedding by considering word-entity co-occurrence in Wikipedia. It first applies an LSTM to build word embeddings by combining word2vec and character embeddings. Then, a global voting algorithm is used by combining word-entity correlation, entity-entity pairwise correlation and a mention-entity prior dictionary. Although the end-to-end model can be used to perform both the mention detection and entity disambiguation tasks, in these first experiments we use only the entity disambiguation portion of the model.

All of the non-baseline models, mulrel-nel, wnel, deep-ed, End-2-End, were trained on the training set (AI-Trn) of AIDA-CoNLL dataset $^{[53]}$. AIDA-CoNLL also contains validation (AI-A), and test (AI-B) sets.

Following the advice of the authors, we retrained the deep-ed and End-2-End models and expanded the entity sets using the mentions of our dataset. If we did not do this then the unseen mentions and entities from our Reddit dataset would not be available to deep-ed and End-2-End to disambiguate. Unfortunately, this entity expansion results in a slight performance decrease on the original, non-social media, datasets.

We measure the micro-precision, micro-recall, and micro-$F_1$ scores on the predicted entities compared to the ground truth. For the ED task, precision is simply the number of correct predictions out of all predictions made. Recall is measured as the number of correct predictions out of

\footnote{1https://pypi.org/project/wikipedia/}
the total number of ground truth entities. It is important to note that most models will not make a prediction for a mention if the model can not find corresponding entity in the knowledge base.

We report the results of the models trained non-social datasets in Table 5; the results of the AIDA-CONLL dataset are reported in Table 6; and results of the various models trained on the new Reddit dataset is reported in Table 7. Results on the Reddit dataset specifically describe the performance of the models on the All-corrected Gold and Silver annotations presented in the current work, as well as the union of these two groups (Comb.).

Two important conclusions can be reached from these results. First, the simple Query baseline model works surprisingly well on the Reddit annotation dataset, but this performance decreases as Silver annotations are included in the dataset. Second, the deep neural network models do not substantially outperform the baseline models on our Reddit dataset. The Query baseline we used achieves the highest $F_1$ score of all methods on our combined dataset – even higher than the best neural model. An interesting effect can also be seen in the precision of the neural End-2-End model: it achieves the highest precision of all methods but also the lowest recall. This indicates that the model is likely missing many of the entities that are used in our Reddit dataset. In sum, these results show that existing models trained and tuned with typical entity annotations simply do not transfer to Reddit data.

### 3.2 End-to-end Entity Linking Models

Our next goal is to evaluate existing end-to-end models on the overall entity linking task, which is a combination of the mention detection and entity disambiguation tasks. There has been much less work on the end-to-end task compared to the entity disambiguation task, and there are very few systems with available source code. Despite the dearth of models, the end-to-end task is the more realistic scenario because entity mentions are difficult and costly to annotate in text data. In addition, the end to end task is typically more difficult because errors can accumulate through the end-to-end pipeline [54].

We formally define the end-to-end task as follows. Given a document $D = \langle w_1, w_2, ..., w_n \rangle$ containing a sequence of $n$ tokens, and a knowledge base of entities $E = \{ e_1, e_2, ..., e_m \}$. The goal of end-to-end entity linking is to find a list of mention entity pairs $L = (m_1, e_1), ..., (m_k, e_k)$ where each mention $m_k = \langle w_a, ..., w_b \rangle \subseteq D$ is correctly mapped to its representative entity $e_k \in E$.

For the end-to-end task we identified two high-quality baselines and two popular deep neural network models that uses the same dataset from the entity disambiguation task. Given text without any annotated mentions each model returns a list of entity mentions and an associated Wikipedia entity. The details of each model are as follows:

- **NER + Query**: In this baseline method we use Stanford’s Named Entity Recognition package [55] to first perform entity mention detection, and then provide each discovered entity to Wikipedia’s search API to query each mention. We use the top ranked result as the predicted Wikipedia entity.

- **NER + Prior**: We use Stanford’s NER for entity mention detection and then pick the most frequently appearing Wikipedia entity.

- **End-2-End [16]**: We retrain the end-to-end model by adding Reddit dataset into test datasets.

- **REL [52]**: We use REL, which combines a state-of-the-art NER method flair [56] with the entity disambiguation approach of Le and Titov [13] to create an end-to-end technique.
Table 8: Analysis of the two different error types, entity errors (E) and mention errors (M), for end-to-end models on the Reddit dataset.

| Model       | Gold       | Silver     | Comb.      |
|-------------|------------|------------|------------|
|             | E  | M  | E  | M  | E  | M  |            |
| NER + Prior | 75 | 881| 135| 2179| 210| 3060|            |
| NER + Query | 61 | 881| 156| 2179| 217| 3060|            |
| End-2-End   | 17 | 1048| 19 | 2369| 36 | 3418|            |
| REL         | 70 | 803| 143| 2027| 213| 2830|            |

As before, we again measure the micro-precision, micro-recall, and micro-$F_1$ of predicted entities. Following the evaluation methodology used in Kolistas et al. we utilized strong matching, i.e., the mention and entity must match exactly to count as a correct prediction [16]. Strong matching also requires that the detected mentions are not allowed to overlap. One important difference between the end-to-end precision and the disambiguation precision is how missed predictions are counted. In the entity linking task, any prediction not in the ground truth counts as a miss, even though it may actually be a correct, albeit missing, prediction. Therefore, when we evaluate on the gold and silver Reddit datasets separately they have a lower precision than on the combined dataset. The recall value for end-to-end evaluation is simply the number of correct matches out of the total number of ground truth mention-entity pairs.

We report the results of the end-to-end experiments at the bottom portion of Tables 5, 6, and 7 for the non-social, AIDA, and Reddit datasets respectively. We observe that existing models, even the deep neural network models, generally exhibit poor performance on the Reddit annotation dataset. We also observe that both of our baseline models perform remarkably worse in precision compared to the neural methods, but the recall measurements are comparable.

We prefer to focus our attention on the recall measurements of these experiments because of the issues with precision previously discussed. However, it is clear that the neural models exhibit fairly high precision and fairly low recall rates on the combined dataset. These results indicate that the advanced neural models are rather conservative in their predictions. Comparing recall rates of social and non-social datasets, it appears that the existing models are unable to find the non-standard and non-popular entities that are a common occurrence in social data.

Because of this poor performance of existing models, we were curious to investigate the primary cause of error. In general, we find two possible causes: mention detection error and disambiguation error. Mention detection errors occur when the model fails to detect an appropriate mention from the text. Disambiguation errors occur when a mention is correctly identified, but the wrong entity is linked. We report these two types of errors on the Reddit dataset in Table 8. These results indicate that the majority of the errors occur when the model fails to identify a mention. Although this is unsurprising given that these models were trained on traditional entity linking datasets, these results clearly indicate a need for better social media entity linking models.

4 Discussion and Implications

To summarize, we return to the three research questions raised in the present work.

First (RQ1), despite the open-ended nature of this task, we found a surprising agreement in the annotations. We showed that human annotators largely agree on entity labels in social media
discourse. Human annotations on 619 posts found that all three users agreed on an average of one entity per post title, and two of the three annotators agreed on an additional two entities per post. We also provided some simple corrections to the raw annotations to further boost this agreement.

We expect that the dataset constructed from this task, which is extracted from hundreds of social media threads and hand-annotated with hundreds of human annotators, will be useful for studying social commentary and discussion. The primary differences between the Reddit Entity Linking dataset and existing datasets are that (i) this Reddit dataset has many updated pop culture references, idioms, and memes that are not present in existing data sources; and (ii) compared to news sources, Wikipedia and other more-professional data sources used to create existing models, this Reddit dataset has significantly more noise, typos, unorthodox spellings, and abbreviations. These unique qualities make this new dataset a possible source for computational social scientists and computational linguists in their development of robust entity linking tools and in their study of social commentary.

Second (RQ2), we show that standard datasets commonly used to train entity linking models are not able to translate to social media data. The primary problem with the existing models is that they are typically trained on journalistic-quality datasets. However, social media data is far less polished and only sometimes conforms to traditional sentence structure and grammar. In addition, existing datasets do not contain the type of thread-structure that is common in social media discussions. Discussion threads (and the threading system in general) is a relatively new rhetorical mechanism with many undiscovered and poorly understood implications in natural language discourse. It is clear that an entity linking dataset annotated from social media data is needed so that automatic entity linking models can be developed and adapted to this large and growing corpus of human discourse.

Third (RQ3), by performing an unbiased comparison of various entity linking models, we are able to discern which parts of the models are most responsible for errors in entity linking. Interestingly, we show that baseline models (i.e., simply querying the mention text) performs surprisingly well on the dataset. With that in mind, current works on mention detection and entity disambiguation tasks have been recently combined into end-to-end tasks are mostly based on the prior probability. The utility of a model tends to exist in the addition of local and global context information. However, for social media data, this technique is difficult because priors on social media data requires significant human annotation and can quickly become out of date.

Comparing the results of the end-2-end model against the NER baselines and entity disambiguation baselines, we find that the majority of the error can be attributed to the mention detection sub-task. That is, identifying which word or words represent an entity mention in social media text appears to be very challenging. But once these mentions are identified, linking them to their proper entity is less challenging.

Having identified these limitations with the state of the art and armed with the Reddit Entity Linking dataset, the goal of our future work will be to create better end-to-end entity linking models that operate on social media discourse.

5 Acknowledgements

We thank Trenton Ford for helping to prepare this manuscript. This work is funded by the US Army Research Office (W911NF-17-1-0448) and the US Defense Advanced Research Projects Agency (DARPA W911NF-17-C-0094).
References Cited

[1] M. De Gemmis, P. Lops, C. Musto, F. Narducci, G. Semeraro, Semantics-aware content-based recommender systems, in: Recommender Systems Handbook, Springer, 2015, pp. 119–159.

[2] M. Ghazvininejad, C. Brockett, M.-W. Chang, B. Dolan, J. Gao, W.-t. Yih, M. Galley, A knowledge-grounded neural conversation model, in: AAAI, 2018.

[3] X. Ren, M. Jiang, J. Shang, J. Han, Constructing structured information networks from massive text corpora, in: TheWebConf, 2017, pp. 951–954.

[4] M. Dredze, P. McNamee, D. Rao, A. Gerber, T. Finin, Entity disambiguation for knowledge base population, in: ACL, 2010, pp. 277–285.

[5] B. Shi, T. Weninger, Open-world knowledge graph completion, in: AAAI, 2018.

[6] E. Strubell, P. Verga, D. Andor, D. Weiss, A. McCallum, Linguistically-informed self-attention for semantic role labeling, in: EMNLP, 2018, pp. 5027–5038.

[7] B. Aktas, T. Scheffler, M. Stede, Anaphora resolution for twitter conversations: An exploratory study, NAACL-HLT (2018) 1.

[8] Y. Chen, L. Wu, M. J. Zaki, GraphFlow: Exploiting conversation flow with graph neural networks for conversational machine comprehension, in: ICJAI, pp. 1230–1236. doi:10.24963/ijcai.2020/171.

[9] L. Derczynski, D. Maynard, G. Rizzo, M. Van Erp, G. Gorrell, R. Troncy, J. Petrak, K. Bontcheva, Analysis of named entity recognition and linking for tweets, Information Processing & Management 51 (2) (2015) 32–49.

[10] V. Yadav, S. Bethard, A survey on recent advances in named entity recognition from deep learning models, in: COLING, 2018, pp. 2145–2158. URL https://www.aclweb.org/anthology/C18-1182.

[11] O.-E. Ganea, T. Hofmann, Deep joint entity disambiguation with local neural attention, in: EMNLP, Copenhagen, Denmark, 2017, pp. 2619–2629. doi:10.18653/v1/D17-1277. URL https://www.aclweb.org/anthology/D17-1277.

[12] C. Ran, W. Shen, J. Wang, An Attention Factor Graph Model for Tweet Entity Linking, in: TheWebConf, pp. 1135–1144. doi:10.1145/3178876.3186012. URL https://doi.org/10.1145/3178876.3186012.

[13] P. Le, I. Titov, Improving Entity Linking by Modeling Latent Relations between Mentions, in: ACL, Melbourne, Australia, 2018, pp. 1595–1604. doi:10.18653/v1/P18-1148. URL http://aclweb.org/anthology/P18-1148.

[14] P. Le, I. Titov, Boosting entity linking performance by leveraging unlabeled documents, in: ACL, pp. 1935–1945. doi:10.18653/v1/P19-1187. URL https://www.aclweb.org/anthology/P19-1187.

[15] S. Shimaoka, P. Stenetorp, K. Inui, S. Riedel, Neural architectures for fine-grained entity type classification, in: ACL, pp. 1271–1280. URL https://www.aclweb.org/anthology/E17-1119.
[16] N. Kolitsas, O.-E. Ganea, T. Hofmann, End-to-end neural entity linking, in: CoNLL, 2018, pp. 519–529.

[17] A. Ritter, S. Clark, O. Etzioni, et al., Named entity recognition in tweets: an experimental study, in: EMNLP, 2011, pp. 1524–1534.

[18] X. Ling, D. S. Weld, Fine-grained entity recognition, in: AAAI, 2012.

[19] D. Gillick, N. Lazic, K. Ganchev, J. Kirchner, D. Huynh, Context-dependent fine-grained entity type tagging, arXiv preprint arXiv:1412.1820.

[20] M. Dredze, N. Andrews, J. DeYoung, Twitter at the grammys: A social media corpus for entity linking and disambiguation, in: Proceedings of The Fourth International Workshop on Natural Language Processing for Social Media, 2016, pp. 20–25.

[21] E. Meij, W. Weerkamp, M. De Rijke, Adding semantics to microblog posts, in: WSDM, 2012, pp. 563–572.

[22] A. Mittos, S. Zannettou, J. Blackburn, E. D. Cristofaro, Analyzing genetic testing discourse on the web through the lens of twitter, reddit, and 4chan, ACM Transactions on the Web 14 (4) (2020) 1–38.

[23] J. Choi, J. Yoon, J. Chung, B.-Y. Coh, J.-M. Lee, Social media analytics and business intelligence research: A systematic review, Information Processing & Management 57 (6) (2020) 102279.

[24] A. Park, M. Conway, A. T. Chen, Examining thematic similarity, difference, and membership in three online mental health communities from reddit: a text mining and visualization approach, Computers in human behavior 78 (2018) 98–112.

[25] M. Yoo, S. Lee, T. Ha, Semantic network analysis for understanding user experiences of bipolar and depressive disorders on reddit, Information Processing & Management 56 (4) (2019) 1565–1575.

[26] A. Zirikly, P. Resnik, O. Uzuner, K. Hollingshead, Clpsych 2019 shared task: Predicting the degree of suicide risk in reddit posts, in: Proceedings of the Sixth Workshop on Computational Linguistics and Clinical Psychology, 2019, pp. 24–33.

[27] E. Turcan, K. McKeown, Dreaddit: A reddit dataset for stress analysis in social media in: Proceedings of the Tenth International Workshop on Health Text Mining and Information Analysis (LOUHI 2019), Association for Computational Linguistics, pp. 97–107. doi:10.18653/v1/D19-6213

[28] M. Khodak, N. Saunshi, K. Vodrahalli, A large self-annotated corpus for sarcasm in: Proceedings of the Eleventh International Conference on Language Resources and Evaluation (LREC 2018), European Language Resources Association (ELRA).

[29] S. Dutta, D. Das, T. Chakraborty, Changing views: Persuasion modeling and argument extraction from online discussions, Information Processing & Management 57 (2) (2020) 102085.

[30] M. Thelwall, E. Stuart, She's reddit: A source of statistically significant gendered interest information?, Information processing & management 56 (4) (2019) 1543–1558.
[31] K. B. Enes, P. P. V. Brum, T. O. Cunha, F. Murai, A. P. C. da Silva, G. L. Pappa, Reddit weight loss communities: do they have what it takes for effective health interventions?, in: 2018 IEEE/WIC/ACM International Conference on Web Intelligence, IEEE, 2018, pp. 508–513.

[32] M. Glenski, E. Saldanha, S. Volkova, Characterizing speed and scale of cryptocurrency discussion spread on reddit, in: TheWebConf, 2019, pp. 560–570.

[33] L. Manikonda, G. Beigi, H. Liu, S. Kambhampati, Twitter for Sparking a Movement, Reddit for Sharing the Moment: #metoo through the Lens of Social Media, in: SBP-BRiMS.

[34] S. Priya, R. Sequeira, J. Chandra, S. K. Dandapat, Where should one get news updates: Twitter or Reddit? DOI 10.1016/j.osnem.2018.11.001 URL http://www.sciencedirect.com/science/article/pii/S2468696418300338

[35] W. Shen, J. Wang, J. Han, Entity linking with a knowledge base: Issues, techniques, and solutions, IEEE Transactions on Knowledge and Data Engineering 27 (2) (2014) 443–460.

[36] O. Sevgili, A. Shelnmanov, M. Arkhipov, A. Panchenko, C. Biemann, Neural entity linking: A survey of models based on deep learning, arXiv preprint arXiv:2006.00575.

[37] L. Logeswaran, M.-W. Chang, K. Lee, K. Toutanova, J. Devlin, H. Lee, Zero-shot entity linking by reading entity descriptions in: ACL, Association for Computational Linguistics, pp. 3449–3460. DOI 10.18653/v1/P19-1335 URL https://www.aclweb.org/anthology/P19-1335

[38] Y. Onoe, G. Durrett, Fine-grained entity typing for domain independent entity linking., in: AAAI, 2020, pp. 8576–8583.

[39] J. Raiman, O. Raiman, Deeptype: Multilingual entity linking by neural type system evolution, in: AAAI, 2018.

[40] Z. Fang, Y. Cao, Q. Li, D. Zhang, Z. Zhang, Y. Liu, Joint entity linking with deep reinforcement learning, in: TheWebConf, 2019, pp. 438–447.

[41] X. Yang, X. Gu, S. Lin, S. Tang, Y. Zhuang, F. Wu, Z. Chen, G. Hu, X. Ren, Learning dynamic context augmentation for global entity linking, in: EMNLP, 2019, pp. 271–281.

[42] W. Shen, J. Wang, P. Luo, M. Wang, Linking named entities in tweets with knowledge base via user interest modeling, in: SIGKDD, 2013, pp. 68–76.

[43] S. Guo, M.-W. Chang, E. Kiciman, To link or not to link? a study on end-to-end tweet entity linking, in: NAACL-HLT, 2013, pp. 1020–1030.

[44] Y. Fang, M.-W. Chang, Entity linking on microblogs with spatial and temporal signals, Transactions of the Association for Computational Linguistics 2 (2014) 259–272.

[45] J. Devlin, M.-W. Chang, K. Lee, K. Toutanova, Bert pre-training of deep bidirectional transformers for language understanding, in: NAACL-HLT (1), 2019.

[46] S. Broscheit, Investigating entity knowledge in bert with simple neural end-to-end entity linking, in: CoNLL, 2019, pp. 677–685.
[47] I. Yamada, A. Asai, H. Shindo, H. Takeda, Y. Matsumoto, LUKE: Deep contextualized entity representations with entity-aware self-attention, in: EMNLP, 2020, pp. 6442–6454. URL https://www.aclweb.org/anthology/2020.emnlp-main.523

[48] H. Rosales-Méndez, A. Hogan, B. Poblete, Fine-Grained Evaluation for Entity Linking, in: EMNLP, Association for Computational Linguistics, pp. 718–727. doi:10.18653/v1/D19-1066. URL https://www.aclweb.org/anthology/D19-1066

[49] K. Bontcheva, L. Derczynski, I. Roberts, Crowdsourcing Named Entity Recognition and Entity Linking Corpora, in: N. Ide, J. Pustejovsky (Eds.), Handbook of Linguistic Annotation, Springer Netherlands, Dordrecht, 2017, pp. 875–892. doi:10.1007/978-94-024-0881-2_32. URL http://link.springer.com/10.1007/978-94-024-0881-2_32

[50] I. H. Witten, D. N. Milne, An effective, low-cost measure of semantic relatedness obtained from wikipedia links.

[51] I. Yamada, H. Shindo, H. Takeda, Y. Takefuji, Joint learning of the embedding of words and entities for named entity disambiguation, in: CoNLL, 2016, pp. 250–259.

[52] J. M. van Hulst, F. Hasibi, K. Dercksen, K. Balog, A. P. de Vries, Rel: An entity linker standing on the shoulders of giants, in: SIGIR, New York, NY, USA, 2020, p. 2197–2200. doi:10.1145/3397271.3401416. URL https://doi.org/10.1145/3397271.3401416

[53] J. Hoffart, M. A. Yosef, I. Bordino, H. Fürstenau, M. Pinkal, M. Spaniol, B. Taneva, S. Thater, G. Weikum, Robust disambiguation of named entities in text, in: EMNLP, 2011, pp. 782–792.

[54] G. Luo, X. Huang, C.-Y. Lin, Z. Nie, Joint entity recognition and disambiguation, in: EMNLP, 2015, pp. 879–888.

[55] P. Qi, Y. Zhang, Y. Zhang, J. Bolton, C. D. Manning, Stanza: A python natural language processing toolkit for many human languages, in: ACL, Online, 2020, pp. 101–108. doi:10.18653/v1/2020.acl-demos.14. URL https://www.aclweb.org/anthology/2020.acl-demos.14

[56] A. Akbik, D. Blythe, R. Vollgraf, Contextual string embeddings for sequence labeling, in: ACL, 2018, pp. 1638–1649.