Numerical Modeling of Multiple Inclined Dense Jets Discharged from Moderately Spaced Ports
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Abstract: Wastewaters are often discharged into water bodies from multiport diffusers in the form of inclined dense jets, and it is important to predict their mixing characteristics for a sound sustainable design for seawater desalination. Compared with single jets and multiple horizontal or vertical jets, the mixing processes of multiple inclined dense jets are more complicated, and thus the existing theoretical, analytical, or simplified numerical methods cannot effectively predict their dilution properties. Recent advances in numerical modeling techniques have provided a new avenue of simulating wastewater jets as three-dimensional phenomena, but their application to multiple inclined dense jets has rarely been reported. In this study, a fully three-dimensional numerical model is employed to simulate multiple inclined brine discharges from diffusers with moderately spaced ports, with the standard and re-normalization group (RNG) k-ε turbulence closures being tested. The simulated characteristic variables are compared to experimental data, and the results show that the simulations match very well with the experiments, demonstrating that the numerical model is a promising tool for simulating inclined dense jets discharged from multiport diffusers. The study also found that the RNG k-ε model performs better than the standard k-ε model without significantly increasing the computational costs.
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1. Introduction

Wastewater effluents from seawater desalination activities are often discharged into the receiving water bodies through outfall diffusers as brine discharges [1–5]. Inadequate discharge processes may significantly impact the environment and ecology of the receiving water bodies [6,7], and the dilution properties of the discharges are very sensitive to the features of the outfall diffusers. Therefore, it is important to predict the mixing characteristics of the discharges from different types of diffusers for an optimal sustainable design for seawater desalination.

Theoretically, a single-port diffuser is preferred from the viewpoint of sustainable design, because the effluent can be effectively diluted by the ambient water. However, providing sufficient port spacing for the discharge ports to freely mix with the ambient water without jet interactions is often impossible in practice due to the large amount of wastewater, limitation of project budgets, and restriction of land usage [8,9], and thus multiport diffusers are frequently utilized nowadays. Compared with single jets, the mixing processes of multiple jets are more difficult to predict due to the complex mechanisms, and thus the subject requires further investigation.

Most of the previous studies on multiple jets were conducted using experimental methods. These studies can be classified into three categories depending on the angle at which the jets were discharged into the receiving water bodies: Horizontal [9–12], vertical [8,13], and inclined [2–4,14–16]. These studies are very important for advancing the understanding of multiple jets, but it is widely accepted
that experimental tests are expensive and time-consuming, and thus developing supplementary tools is meaningful. A few theoretical or analytical models have been developed for multiple horizontal [9,10,17] and vertical jets [13,18]. Compared with multiple horizontal and vertical jets, the mixing processes of multiple inclined jets are much more complicated and less understood, and thus studying multiple inclined dense jets using the existing theoretical, analytical, or simplified numerical approaches is very challenging. Recently, Yan and Mohammadian have successfully applied artificial intelligence (AI) approaches to develop explicit models for capturing the mixing properties of laterally confined buoyant jets [19] and multiple inclined dense jets [20], but the authors acknowledged that the evolved models may require more training data for improvement and extension.

The recent advances in numerical and computing techniques provide a new approach for simulating wastewater jets as a three-dimensional phenomenon, and the three-dimensional numerical modeling method has become popular in the past several years. Most of the previous numerical simulations were performed for single jets that freely mixed with the ambient water [21–25]. A few studies simulated jets with bottom impact [26–28], and Yan and Mohammadian [29] modeled vertical buoyant jets subjected to lateral confinement. Research on numerical modeling of multiple jets is limited in number. Recently, Lou et al. [30] have successfully simulated two coalescing turbulent forced plumes in linearly stratified fluids, using the commercial software ANSYS Fluent. The mixing processes of multiple inclined dense jets are quite different from those of single or multiple vertical jets, so the performance of a numerical model in simulating them must be evaluated. To the best of the authors’ knowledge, numerical modeling of multiple inclined dense jets has not been reported.

Therefore, the primary objective of this study is to evaluate if a fully three-dimensional numerical model based on the Reynolds-averaged Navier–Stokes equations could be utilized to investigate the mixing characteristics of multiple inclined dense jets. It is well known that multiple jets can be approximately estimated using the well-established single jet theory if the ports are widely spaced, and by the slot jet theory if the ports are closely spaced [2]. However, the well-established single and slot jet theories cannot be applied to jets discharged from moderately spaced ports, and thus the present study focuses on jets emanating from moderately spaced ports. This study also aims to evaluate the performances of the standard re-normalization group (RNG) k-ε turbulence closures. The standard k-ε model is currently the most widely accepted turbulence model, and the objective of the performance evaluations is to determine if the RNG k-ε is better, i.e., can produce more accurate results without substantially increasing the computational costs. Those turbulence models that are inherently less suitable for the present phenomenon than the standard k-ε model were not considered in this study.

The rest of the paper is organized as follows. The methodologies, including the dimensional analysis, governing equations, and model setup are introduced in Section 2. The results, including those for the general observations, the terminal rise height, the return distance, and the return dilution, are presented in Section 3. Section 4 discusses the results and the contributions of the present study, and Section 5 concludes the present paper.

2. Materials and Methods

2.1. Dimensional Analysis

A schematic plot of multiple inclined dense jets is presented in Figure 1. The jets are ejected into the ambient water with an initial velocity of $U_i$ from multiple ports with a spacing of $s$. The jets leave the nozzle at an angle of $\theta$, reach the highest location, and fall back to the horizontal bed. The highest height is hereafter referred to as the terminal right height ($y_t$), the length between the diffuser nozzle and the return point is referred to as the impact distance ($x_i$), and the dilution at the return point is referred to as the impact dilution ($S_i$).
The dilution characteristics of a single dense jet are primarily governed by the discharge volume flux $Q$, kinematic momentum flux $M$, and buoyancy flux $B$, which are defined as [2–4,31]

$$Q = \frac{\pi}{4} d^2 U_j; M = U_j Q; B = g' Q$$ (1)

where $d$ is the port diameter; $U_j$ is the initial jet velocity; $g'$ is the reduced gravitational acceleration, which is equal to gravitational acceleration times initial density difference divided by the ambient water density. These variables can also be utilized to determine the jet’s Reynolds number, $R = U_j d/\nu$, where $\nu$ is the kinematic viscosity.

Following a dimensional analysis, $y_t$ can be expressed as

$$\frac{y_t}{d \cdot F} = f\left(\frac{L_M}{L_Q}, \theta \right)$$ (2)

where $L_M$ and $L_Q$ are two length scales, which can be expressed as

$$L_M = \frac{M^{3/4}}{B^{1/2}}, L_Q = \frac{Q}{M^{1/2}}$$ (3)

This is equivalent to

$$\frac{y_t}{d \cdot F} = f(F, \theta)$$ (4)
where $F$ is the densimetric Froude number, defined as

$$F = \frac{U_j}{\sqrt{g'd}} \quad (5)$$

Similarly, $x_i$ and $S_i$ can be expressed as

$$\frac{x_i}{d \cdot F} = f(F, \theta) \quad (6)$$

$$\frac{S_i}{F} = f(F, \theta) \quad (7)$$

This study only investigates jets discharged at the angle of $60^\circ$, because this angle is widely recognized as the optimal angle [2,3], and thus the effects of the jet angle are not considered here. For multiple jets, the port spacing $s$ should be considered. Therefore, $y_i$, $x_i$, and $S_i$ could be expressed as

$$\frac{y_i}{d \cdot F} = f(F, \frac{s}{dF}) \quad (8)$$

$$\frac{x_i}{d \cdot F} = f(F, \frac{s}{dF}) \quad (9)$$

$$\frac{S_i}{F} = f(F, \frac{s}{dF}) \quad (10)$$

2.2. Governing Equations

The present study assumes that the multiple fluids are incompressible and Newtonian. The viscosity and density of the fluids were assumed to be constant, and those of the mixed fluid depend on the fraction of the fluids. These assumptions were considered valid for the present cases. The three-dimensional Navier–Stokes equations for multiphase fluids can be written as [32,33]:

$$\nabla \cdot \mathbf{U} = 0 \quad (11)$$

$$\frac{\partial \rho \mathbf{U}}{\partial t} + \nabla \cdot (\rho \mathbf{U} \mathbf{U}) = -\nabla \cdot (p_{rgh}) - gh\nabla \rho + \nabla \cdot (\rho \mathbf{T}) \quad (12)$$

with:

$$\rho = \alpha_1 \rho_1 + \alpha_2 \rho_2 = \alpha_1 \rho_1 + (1 - \alpha_1) \rho_2 \quad (13)$$

$$\mathbf{T} = \frac{2}{3} \overline{\mu}_{eff} \nabla \cdot \mathbf{U} \mathbf{I} + \overline{\mu}_{eff} \mathbf{U} + \overline{\mu}_{eff}(\nabla \mathbf{U})^T \quad (14)$$

$$\overline{\mu}_{eff} = \alpha_1 (\mu_{eff})_1 + \alpha_2 (\mu_{eff})_2 \quad (15)$$

$$\left(\mu_{eff}\right)_i = (\mu - \mu_t)_i \quad (16)$$

where $t$ is time, $\mathbf{U}$ is velocity, $\rho$ is density, $p_{rgh}$ is static pressure minus hydraulic pressure, $h$ is height of fluid column, $g$ is gravitational acceleration, $\alpha$ is volume fraction, $\mu$ is dynamic viscosity, $\mu_t$ is turbulent viscosity, and subscript $i$ denotes either fluid 1 or 2. In the current model, Fluids 1 and 2 represent the jet and ambient water, respectively.

The volume fraction of a fluid is represented by the variable $\alpha$, and the diffusion equation can be expressed as:

$$\frac{\partial \alpha_1}{\partial t} + \nabla \cdot (\mathbf{U} \alpha_1) = \nabla \cdot \left( D_{ab} + \frac{v_t}{Sc} \right) \nabla \alpha_1 \quad (17)$$

where $D_{ab}$ is the molecular diffusivity, $v_t$ is the turbulent eddy viscosity, and $Sc$ is the turbulent Schmidt number.
2.3. Turbulence Modeling

The present paper focuses on two turbulence models: the standard $k$-$\varepsilon$ and RNG $k$-$\varepsilon$. The standard $k$-$\varepsilon$ turbulence closure is given by:

\[
\frac{\partial k}{\partial t} + \frac{\partial k u_i}{\partial x_i} - \frac{\partial}{\partial x_i} \left( D_{keff} \frac{\partial k}{\partial x_i} \right) = G - \varepsilon
\]  

(18)

\[
\frac{\partial \varepsilon}{\partial t} + \frac{\partial \varepsilon u_i}{\partial x_i} - \frac{\partial}{\partial x_i} \left( D_{eff} \frac{\partial \varepsilon}{\partial x_i} \right) = c_{1\varepsilon} \frac{\varepsilon}{k} G - c_{2\varepsilon} \frac{\varepsilon^2}{k}
\]  

(19)

with

\[
D_{keff} = v_t + \nu
\]  

(20)

\[
D_{eff} = \frac{v_t}{\sigma_\varepsilon} + \nu
\]  

(21)

\[
v_t = \frac{c_\mu k^2}{\varepsilon}
\]  

(22)

\[
G = 2v_t S_{ij} S_{ij}
\]  

(23)

\[
S_{ij} = \frac{1}{2} \left( \frac{\partial u_j}{\partial x_i} + \frac{\partial u_i}{\partial x_j} \right)
\]  

(24)

where $k$ is the turbulent kinetic energy, $\varepsilon$ is the turbulent energy dissipation rate, $G$ is the production of turbulence due to shear, $c_{1\varepsilon}$, $c_{1\varepsilon}$, $c_{2\varepsilon}$, $c_{\mu}$ are model constants equal to 1.3, 1.44, 1.92, and 0.09, respectively.

The RNG $k$-$\varepsilon$ turbulence closure is similar to the standard closure, but an additional term is included in the $\varepsilon$-equation:

\[
\frac{\partial \varepsilon}{\partial t} + \frac{\partial \varepsilon u_i}{\partial x_i} - \frac{\partial}{\partial x_i} \left( D_{eff} \frac{\partial \varepsilon}{\partial x_i} \right) = (c_{1\varepsilon} - R_\varepsilon) \frac{\varepsilon}{k} G - c_{2\varepsilon} \frac{\varepsilon^2}{k}
\]  

(25)

with

\[
R_\varepsilon = \frac{\eta(1 - \eta/\eta_0)}{1 + \beta \eta^3}
\]  

(26)

\[
\eta = \sqrt{S_{ij}^2 k \varepsilon}
\]  

(27)

where $\sigma_k$, $\sigma_\varepsilon$, $c_{1\varepsilon}$, $c_{2\varepsilon}$, $c_{\mu}$, $\eta_0$, and $\beta$ are model constants equal to 0.71942, 0.71942, 1.42, 1.68, 0.0845, and 0.012, respectively.

2.4. Model Setup

The governing equations were solved using the solver named “twoLiquidMixingFoam” in OpenFOAM, which is a transient solver for multiphase fluids. It has been proven to be accurate for predicting the mixing behaviors of wastewater jets [24,34], but has rarely been validated for multiple inclined dense jets. The temporal term was discretized using the Euler scheme. The gradient term and Laplacian terms were discretized using the Gauss linear scheme. The divergence terms were discretized using the Gauss linear, Gauss vanLeer, and Gauss upwind schemes. The linear method was used for interpolation schemes. An iterative solver for symmetric and asymmetric matrices, which uses a run-time selected smoother to converge the solution to the required tolerance, was used for the velocity field; to reduce the mesh dependency of the numbers of iterations, the Gauss Seidel technique was utilized, which is an improved version of the Jacobi method. Further information regarding these algorithms can be found in [3]. The tolerances for the fraction of fluids, pressure, and velocity fields were $1 \times 10^{-9}$, $1 \times 10^{-7}$, $1 \times 10^{-7}$, respectively.
There are two sets of planes of symmetry in the present cases: One set goes through the centers of the jets, and the other goes through the midpoints between two adjacent jets. Therefore, in all simulations, the computational domains extended from $z = 0$ to $z = s/2$ in the $z$ direction (Figure 1), and the symmetric boundary function available in OpenFOAM was assigned to the boundary patches corresponding to the planes of symmetry. A preliminary study showed that the results obtained by a model with four complete jets simulated were almost identical to the current one, but the computational costs were more than ten times higher. The "Reflect" function in ParaView was utilized to mirror the data across the planes of symmetry, and thus the final numerical datasets contained three complete jets. Preliminary tests found that the results in the area of interest were insensitive to the types of wall boundary conditions (slip or no-slip) for the bottom wall, so the slip boundary condition was used to speed up the simulations. The standard wall function “nutkWallFunction” in OpenFOAM was utilized for the wall boundaries. The velocity inlet boundary condition was assigned to the port surfaces. The top patch and the patch located farthest in the $x$ direction from nozzle were set as “inlet-outlet”, which is a boundary type available in OpenFOAM that automatically assigns the zero-gradient open boundary condition to the boundary patch when there is no backward flow and assigns the fixed-value boundary condition when there is backward flow, and the fixed value was set to be zero.

A refined mesh with hexahedral cells was utilized to discretize the computational area. The cell sizes ranged from 0.001 m near the jet inlet to 0.005 m far from the inlet. The number of computational cells for the cases with port spacing of 0.114 m was 194,400, and that for the cases with port spacing of 0.057 m was 113,400. The mesh resolution was determined based on grid independence studies, following the procedures described by Yan and Mohammadian [27]. For example, the difference between the results obtained by the current mesh (with 194,400 cells) and a much coarser mesh (with 155,520 cells) was less than 3%, and thus the current mesh resolution was considered satisfactory. The grids were very similar to those described in previous studies [26,27], so they are not presented here for the sake of brevity. The default time step was set as 0.005 s, but the “adjustTimeStep” function in OpenFOAM was turned on, which can automatically adjust the time step during the simulation according to the maximum Courant number. To ensure a small time step, the maximum Courant number was set as 0.5. The results were insensitive to the default time step. The present solver is a transient instead of a steady-state solver, so the simulations terminated according to the user-defined end time instead of the convergence criteria. The simulated fields became almost stable at around 60 s; to be conservative, all the simulations were run up to 210 s, and the results at the last 90 s were averaged to get the averaged outputs. Each simulation was performed using 16 parallel computations. The parameters of the simulated cases are summarized in Table 1.

### Table 1. Parameters of the simulated cases.

| Cases | $d$ (mm) | $s$ (mm) | $F$ (—) | $s/(d \cdot F)$ (—) |
|-------|---------|---------|--------|---------------------|
| C1    | 1.93    | 114     | 62.9   | 0.94                |
| C2    | 1.93    | 114     | 56.8   | 1.04                |
| C3    | 1.93    | 114     | 77.3   | 0.76                |
| C4    | 1.93    | 114     | 81.1   | 0.73                |
| C5    | 1.93    | 57      | 17.3   | 1.71                |
| C6    | 1.93    | 57      | 34.7   | 0.85                |
| C7    | 1.93    | 57      | 63.1   | 0.47                |
| C8    | 1.93    | 57      | 56.8   | 0.52                |

Note: $d$ = port diameter; $s$ = port spacing; $F$ = densimetric Froude number.
3. Results

3.1. General Observations

Figure 2 shows the normalized concentration field at the central plane for the case C1 (F = 62.9, and \( s/(d\cdot F) = 0.94 \)) obtained by the RNG k-\( \varepsilon \) model. In the figure, \( C \) denotes the concentration, and \( C_0 \) denotes the initial concentration of the jets. The flow streamlines were also plotted in the figure to better visualize the jet. As can be seen in Figure 2, the jets were ejected into the ambient water at an angle of \( 60^\circ \), and the ambient water was entrained into the jets because of the shear stress. The jets were continuously diluted along their trajectories because of the jet spread and water entrainment. At the early stage when the jets were rising, the vertical component of the jet velocities decreased, because the jets were denser than the receiving water, and the jets transferred their momentum to the ambient flow. After the jets reached the terminal rise height, the vertical component of the jet velocities became negative, and thus the jets started falling back towards the bed. The horizontal component of the jet velocities continuously decreased because of the shear stress between the jets and the ambient water. Therefore, the jets roughly moved along a parabolic curve. After the jets reached the bed, they moved as bottom density currents. The overall pattern of flow and mixing processes of multiple inclined dense jets at the central plane in the streamwise and vertical directions was similar to those of single jets, and was qualitatively in accordance with the general observations from the experiments reported by Abessi and Roberts [2].

![Figure 2](image-url)  
**Figure 2.** Concentration fields at the central plane; Case C1, \( F = 62.9 \), and \( s/(d\cdot F) = 0.94 \).

Figure 3 presents the concentration fields at various sample downstream locations for the case C1 (\( F = 62.9 \), and \( s/(d\cdot F) = 0.94 \)) obtained by the RNG k-\( \varepsilon \) model. The streamwise locations of these sections have been shown in Figure 2. As can be seen in the figure, at the cross sections close to the nozzles (such as \( x = 0.02 \) m), the jets behaved like individual single jets, and the concentration values...
suddenly dropped from the jet centerlines to the ambient locations. The jets were continuously diluted by the ambient water, and thus the centerline concentrations gradually decreased as the jets moved further. The jets also spread in the lateral direction, and thus the jets gradually interacted with each other. At moderate downstream locations (such as \( x = 0.10 \) m), the jets were still identifiable, but they were obviously interacting with each other, and the differences in concentration between the peaks and ambient locations became less significant. At farther cross sections (such as \( x = 0.22 \) m), the jets were completely mixed in the lateral direction and the individual jets were not identifiable, acting like a slot jet. These general observations from the numerical simulations were in accordance with the experimental observations [2], demonstrating that the numerical model can capture the overall flow and mixing properties of multiple inclined dense jets very well.

![Figure 3. Concentration fields at various downstream locations; Case C1, \( F = 62.9 \), and \( s/(d \cdot F) = 0.94 \).](image)

In addition to the model accuracy, computational efficiency is also an important factor for evaluating a model’s performance. The averaged computational costs of the simulations with the standard and RNG k-\( \varepsilon \) models were 36.57 and 36.68 hours, so the RNG k-\( \varepsilon \) model did not significantly increase the computational costs for the present cases. Therefore, the computational efficiency of
the two models for the present cases can be regarded to be very close, and is thus not considered in subsequent sections.

3.2. Terminal Rise Height

Figure 4 compares the results of $y_t/(d \cdot F)$ for the eight cases considered in this paper obtained from the experiments and numerical simulations. In the figure, the results of $y_t/(d \cdot F)$ are plotted against the values of $s/(d \cdot F)$ for the convenience of showing the effects of the port spacing. The results for single discharges calculated from the empirical equations proposed by Roberts et al. [35] were also plotted in the same figure. As can be seen, the values of $y_t/(d \cdot F)$ generally increased with increasing values of $s/(d \cdot F)$, which is in agreement with the experimental observations for multiple inclined dense jets discharged from moderately spaced ports [2]. The phenomenon that the values of $y_t/(d \cdot F)$ increased with increasing values of $s/(d \cdot F)$ can be explained by the Coanda effect; namely, the entrainment of ambient water into the jets is less restricted for the multiple jets with greater port spacing, and thus the dilution is higher, resulting in greater values of $y_t/(d \cdot F)$.

The numerical models predicted the values of $y_t/(d \cdot F)$ very well, except for case C5, in which the normalized port spacing is quite large. Theoretically, the mixing behaviors of multiple jets with infinitely large port spacing should be identical to those of single jets, and the values of $y_t/(d \cdot F)$ generally increase with increasing port spacing, so the solutions of $y_t/(d \cdot F)$ for single jets should be the largest possible values. The markers corresponding to the numerical results for case C5 were lower than the line for the empirical solutions for the single jet case, implying that the present numerical results are consistent with the experiments reported by Roberts et al. [35]. Overall, the markers corresponding to the RNG k-ε model are quite close to those corresponding to the experimental data, showing the good prediction ability of the RNG k-ε closure. The symbols for the standard k-ε model were roughly close to those for the RNG k-ε model, because most of the terms in the two closures were the same. However, the results obtained by the standard k-ε model departed farther from the data.

To quantitatively evaluate the two numerical closures, various fit measurements, including the mean bias error (MBE), mean absolute error (MAE), mean absolute percentage error (MAPE), root-mean-squared error (RMSE), normalized root-mean-squared error (NRMSE), and coefficient of determination ($R^2$), were calculated (Table 2). It should be noted that the size of each data sample was relatively small, so the relative measure of fit, $R^2$, may not be able to provide very meaningful conclusions. Both Figure 4 and Table 2 show that the RNG k-ε model predicted better results than the
standard k-ε model. Based on the value of MAPE, the errors for the numerical results were well below 15%, so the model accuracy was acceptable for practical purposes.

### Table 2. Error indices of the numerical models for $y_i/(d-F)$.

| Model        | MBE  | MAE  | MAPE (%) | RMSE | NRMSE (%) | $R^2$ |
|--------------|------|------|----------|------|-----------|-------|
| Standard k-ε | −0.24| 0.24 | 12.10    | 0.29 | 0.16      | 0.88  |
| RNG k-ε      | −0.22| 0.22 | 11.81    | 0.26 | 0.14      | 0.91  |

#### 3.3. Impact Distance

The results of $x_i/(d-F)$ for the cases considered in this study obtained from the experiments and numerical simulations are shown in Figure 5, and the solutions for point discharges are also plotted in the same figure. As can be seen, the values of $x_i/(d-F)$ generally increased with increasing values of $s/(d-F)$, which can also be explained by the Coanda effect mentioned earlier.

The numerical results of $x_i/(d-F)$ showed a good match with the experimental results [2]. Similar to the comparisons for $y_i/(d-F)$, the match for case C5 was relatively poor. However, the numerical results were smaller than the empirical solutions for the single jet, which were expected to be the upper limit of possible values, so the current numerical results were in accordance with those of Roberts et al. [35]. Generally, the results obtained by the RNG k-ε model were quite close to measurements, demonstrating the prediction capability of the RNG k-ε model for multiple inclined dense jets discharged from moderately spaced ports. The results obtained by the standard k-ε model were similar to those obtained by the RNG k-ε model, but showed larger differences from the experimental measurements. Table 3 lists the results for error analyses. Both Figure 5 and Table 3 show that the RNG k-ε model predicted better results than the standard k-ε model. According to the values of MAPE, the errors for the results obtained by the standard k-ε model exceeded 15%, whereas those by the RNG k-ε model were within 15%.

### Table 3. Error indices of the numerical models for $x_i/(d-F)$.

| Model        | MBE  | MAE  | MAPE (%) | RMSE | NRMSE (%) | $R^2$ |
|--------------|------|------|----------|------|-----------|-------|
| Standard k-ε | −0.37| 0.37 | 18.56    | 0.38 | 0.19      | 0.98  |
| RNG k-ε      | −0.27| 0.27 | 13.26    | 0.30 | 0.15      | 0.84  |
3.4. Impact Dilution

The results of $S_i/(d \cdot F)$ obtained from the experiments and numerical simulations for the eight cases were plotted against the normalized port spacing in Figure 6. Similar to the geometrical features ($y_i$ and $x_i$), the impact dilution also increased when the port spacing increased. The agreements between the experimental and numerical results were satisfactory, demonstrating that the numerical model can satisfactorily predict the impact dilution for multiple inclined dense jets. The various fit measures were calculated and summarized in Table 4. The plots shown in Figure 6 and error indices summarized in Table 4 show that the RNG k-ε model predicted better results than the standard k-ε model, and both models provided predictions with errors smaller than 15%.

![Figure 6. Experimental and numerical results of $S_i/(d \cdot F)$.

| Model       | MBE  | MAE   | MAPE (%) | RMSE | NRMSE (%) | $R^2$ |
|-------------|------|-------|----------|------|-----------|-------|
| Standard k-ε | -0.13| 0.13  | 13.82    | 0.18 | 0.22      | 0.99  |
| RNG k-ε     | -0.04| 0.08  | 10.76    | 0.09 | 0.11      | 0.96  |

4. Discussion

The main contribution of the present study is the validation of the three-dimensional numerical model, based on the Reynolds-averaged Navier–Stokes equations, in predicting the mixing features of inclined dense jets discharged from moderately spaced ports. As shown in the results section, both the standard and RNG k-ε models provided satisfactory results. Therefore, the models can be further utilized to carry out additional computations for both academic and practical purposes. To the authors’ knowledge, this is the first time that multiple inclined dense jets have been successfully modeled using a three-dimensional numerical model.

It is acknowledged that there are several other popular and advantageous approaches for studying the mixing properties of wastewater effluents, such as the jet integral [36], entrainment restriction, and superposition approaches [13]. Such methods are very beneficial, if applicable, because they are typically simpler and less time-consuming. However, these methods have not been proven to be effective for multiple inclined dense jets, partially because the mechanics of such jets are very complicated, and are thus difficult to be conceptualized by simplified approaches. Yan and Mohammadian [19,20] successfully predicted the mixing properties of multiple inclined dense jets utilizing the multi-gene genetic programming approach, but models based on artificial intelligence...
or regression-based approaches still require more experimental or physical-based numerical data for improvement or extension, otherwise their predictions for the cases with parameters out of the training range might be unreliable. Therefore, demonstrating the performance of a numerical model for multiple inclined dense jets, which is a major contribution of the present study, is quite meaningful.

The major disadvantage of a three-dimensional model compared with the other approaches is the high computational cost. However, the present study proved that this is not a concern for the cases considered here, because the computational time was just about 36.5 hours, which is acceptable for practical design of outfall systems or environmental impact assessments. The computational time of the simulations based on OpenFOAM is not a concern, because it can be dramatically reduced if needed. First, the simulations can be performed using parallel computations, and the computational costs can be further reduced with more computing resources. Second, despite the fact that the phenomenon and simulations are three-dimensional, appropriate simplifications can be utilized; for example, the present simulations only covered the region between two adjacent planes of symmetry rather than the whole domain, and so the computational domain became much smaller. Third, refined mesh can be utilized, with finer mesh being utilized for the area of interest, and coarser mesh for other areas.

The present study demonstrated that the RNG k-ε turbulence closure is generally more accurate than the standard one. Both the standard and RNG k-ε models are two-transport-equation models. One transport equation was the k equation, and the other is the ε equation. These two equations both relate the Reynolds stresses to the mean velocity gradients and ν_t using the gradient diffusion hypothesis. The RNG k-ε turbulence closure outperformed the standard one in modeling multiple inclined dense jets, probably due to three reasons: 1) the RNG k-ε turbulence closure calculates ν_t using the scale elimination procedure, which takes into account the modification of effective turbulent transport due to the Reynolds number; 2) the RNG k-ε turbulence closure calculates the inverse effective Prandtl numbers using a RNG-based formula, which is of a lower level of simplification; and 3) the RNG k-ε turbulence closure improved the ε equation by adding an additional term, which can more accurately calculate ν_t.

It is acknowledged that there are a large number of different turbulence closures, and some closures may perform even better, such as DNS and LES. However, the most suitable model should be determined by considering accuracy and efficiency simultaneously, which are normally conflicting. The standard k-ε turbulence model has been widely accepted to have a good balance between accuracy and efficiency, and is therefore very popular. A more accurate model is typically more complicated, whereas a simpler model is typically less accurate than the standard k-ε turbulence model. The present study found that the RNG k-ε turbulence model can outperform the standard model in performance without sacrificing the efficiency, as it does not obviously increase the computational costs, and is thus a better option.

5. Conclusions

Numerical simulations for multiple inclined dense jets discharged from moderately spaced ports were performed, and the numerical results provided by the standard and RNG k-ε models were compared to experimental data. The results showed that the three-dimensional numerical model can reproduce satisfactory results for multiple inclined dense jets. Both the standard and RNG k-ε models can provide results of terminal rise height and impact dilution with errors smaller than 15%. The modeled results of the impact distance from the standard k-ε model departed more than 18% from the measurements, but those from the RNG k-ε model were within the 15% range. The averaged computational costs of the simulations with the standard and RNG k-ε models were 36.57 and 36.68 hours, so the RNG k-ε model did not significantly increase the computational costs for the present cases. Therefore, and RNG k-ε model is more accurate than the standard model without sacrificing the efficiency, and is thus recommended as a better option for modeling multiple inclined dense jets. The present study aims to validate the performance of the numerical model in simulating multiple inclined dense jets. In subsequent studies, the validated model will be utilized to carry out additional
computations to investigate the effects of the jet inclination, flowing currents, and stratification on the mixing behaviors.
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