Abstract

Instant Search is a paradigm where a search system retrieves answers on the fly while typing. The naïve implementation of an Instant Search system would hit the search back-end for results each time a user types a key, imposing a very high load on the underlying search system. In this paper, we propose to address the load issue by identifying tokens that are semantically more salient towards retrieving relevant documents and utilize this knowledge to trigger an instant search selectively. We train a reinforcement agent that interacts directly with the search engine and learns to predict the word’s importance. Our proposed method treats the underlying search system as a black box and is more universally applicable to a diverse set of architectures. Furthermore, a novel evaluation framework is presented to study the trade-off between the number of triggered searches and the system’s performance. We utilize the framework to evaluate and compare the proposed reinforcement method with other intuitive baselines. Experimental results demonstrate the efficacy of the proposed method towards achieving a superior trade-off.

1 Introduction

Interactivity in search engines has substantially grown in popularity in recent years. To further enrich the user experience, most modern search engines such as Google and Bing provide instant search capabilities (Venkataraman et al., 2016b). Instant search retrieves results on the fly at every keystroke compared to conventional search engines that trigger search at the end of the query. Analyses of query-logs performed by (Cetindil et al., 2012) have shown that the instant search improves user experience by reducing the overall time and effort to retrieve the relevant results and helps users find information when they are not sure of the exact query. This feature is very relevant to mobile applications. Recently, these systems have also become extremely popular in Social Networking websites such as LinkedIn (Venkataraman et al., 2016a). Instant Answers is another variation of this paradigm, which is very common in search engines these days. Instant answers allows users to view answers instantly while typing questions such as “how is weather today?” This feature is also handy in open-domain question answering where user needs are ambiguous.

The implementation of instant search systems faces a significant challenge in the form of immense load on the back-end search engine. The instant search leads to an increase of tens or up to hundreds of more queries for a single search session. This becomes more severe in the case of longer natural language queries. Managing such load becomes problematic for several reasons: the software or the hardware might not be able to cope with high query throughput during spikes of requests, or it might cause high energy consumption by the servers, or just consume computational resources needed by other processes like indexing.

Several approaches have been proposed to improve the performance and scalability of instant search. Many of these studies are based on designing more efficient index data structures for faster retrieval of results (Bast and Weber, 2006; Fafalios and Tzitzikas, 2011; Li et al., 2012; Ji et al., 2009; Li et al., 2011; Wang et al., 2010). These data structures are examined together with the techniques such as caching (Fafalios et al., 2012) for their ability to improve the search engine query throughput. Caching has been further extensively applied for large-scale traditional search systems in various studies such as (Markatos, 2001; Saraiva et al., 2001; Dean, 2009; Gan and Suel, 2009; Fagni et al., 2006; Long and Suel, 2006). New index data-structures and file system formats for boosting the overall speed of search engines have also been explored (Brin and Page, 1998; Dean, 2009).
In this paper, we propose a new method to solve the instant search paradigm’s scalability challenges. Our approach stems from the idea that a subset of tokens heavily influences the retrieval of the most relevant results. This subset generally includes keywords that are either topical or tokens that can alter the semantic meaning of the query. We have applied this idea towards training a reinforcement agent that predicts if a typed token is salient and selectively triggers search only for such tokens. This is illustrated in Figure 1. Searches are triggered at tokens marked green. A traditional search system would wait till the last token before issuing the search; an instant search system, on the other hand, queries at every new token. Our proposed approach, in addition to common stopwords, decides to skip the search at word New as it is very common and needs more context (York in this case) to retrieve the correct answer. Also, since there is only one Barcelona city present in Spain, the word Spain does not influence the results returned and hence is skipped. The new approach treats the underlying retrieval engine as a black box and is decoupled from the internal implementation. During the training, the agent updates weights based on the feedback received during its interaction with the search system. This methodology has the following advantages: a) More universal application to a diverse set of modern architectures; b) No need to scale up individual components of complicated search and QA pipelines such as (Yang et al., 2019); c) Easy integration with the existing techniques such as caching.

Reinforcement learning provides the framework to integrate and experiment with different reward functions. Furthermore, there can be a lot of different states based on the decision taken by the algorithm and it is not easy to calculate exact true labels for a pure supervised setting. Recently, reinforcement learning has been successfully applied to an identical problem in the field of Simultaneous Machine Translation (SMT) (Grissom II et al., 2014; Satija and Pineau, 2016; Gu et al., 2016). SMT is defined as the task of producing a real-time translation of a sentence while typing. The goal here is to achieve a good trade-off between the quality and delay of the translation.

We further evaluate the loss in the quality of instant search due to introducing the proposed reinforcement agent. Instant search quality is measured based on the studies that have compared the instant search system with a traditional one (Cetindil et al., 2012; Chandar et al., 2019). Instant search query logs have been analyzed by (Cetindil et al., 2012) to understand the properties of instant search that lead to a better user experience. Recently (Chandar et al., 2019) combined user-query interaction logs with user interviews and proposed new metrics that can evaluate user satisfaction for an instant search system. Both the studies have proposed results-quality and user-effort as the two primary metrics to measure user experience improvement. Quality measures how relevant the search system results are to the user query, whereas Effort captures how quickly the relevant results are retrievable using a search engine. We use these metrics to estimate how well the proposed methods can reduce the overall system load while preserving the performance. Experiments are performed on three different combinations of datasets with two retrieval systems. Our experiments show that the proposed model achieves a superior trade-off by achieving near-optimal performance while reducing the number of triggered searches by 50%.

2 Baselines

This section introduces the baselines that are evaluated and compared with the proposed model.

Search at Last Token: SET issues search for every new token. This method represents the true
instant search paradigm.

**Search at Last Token**: SLT waits for the entire query and triggers a single search request at the end. This baseline mimics the behavior of a regular retrieval engine.

**Skip Stop-words**: Skip Stop-words simply issues a search at every token except the stop-words.

**Similarity Matching pre-trained model**: Similarity Matching pre-trained model issues a query only when the query’s semantic meaning has changed by more than a certain threshold. We utilize the pre-trained Universal Sentence Encoder model (Cer et al., 2018) to generate an embedding for the query at every new token and compare the similarity with the embedding of the previously searched sub-query. We use CosineDistance between sentence embedding vector pairs to measure the similarity. A sentence in more detail.

**Algorithm 1**: Inference using Similarity Matching pre-trained model Method

```
Q ← Query;
N ← Number of tokens in query Q;
D ← Set of Retrieved Documents;
q searched ← Sequence of tokens previously searched;
V searched ← Embedding Vector of q searched;
q current ← Current sequence of tokens;
V current ← Embedding Vector of q current;
for i ← 1 to N do
    q current ← Q[1, i];
    V current ← GetEmbedding(q current);
    if CosineDistance(V searched, V current) ≥ threshold then
        q searched ← q current;
        V searched ← V current;
        D ← RetrieveDocuments(q current);
    end
end
```

3 Reinforcement Agent

**Deep Q Networks**: In Q-learning (Watkins and Dayan, 1992), the environment is formulated as a sequence of state transitions \((s_t, a_t, r_t, s_{t+1})\) of a Markov Decision Process (MDP). At a given timestep \(t\) for state \(s_t\), the agent takes an action \(a_t\) and in response receives the reward \(r_t\). As a result, the environment transitions into state \(s_{t+1}\). The agent chooses action \(a_t\) for the state \(s_t\) by referring a state-action value function \(Q(s_t, a_t)\), which measures the action’s expected long-term reward. The algorithm updates the Q-function by interacting with the environment and obtaining rewards. In large environments, it is impractical to maintain a \(Q\) function for a substantially large number of states. DQN (Mnih et al., 2013) solves this problem by approximating \(Q(s, a)\) using a deep neural network, which takes state \(s\) as input and calculates value for every state/action pair.

**Environment**: The environment yields new words for the agent and also interacts with the underlying search engine. For a given query, the agent receives a new word \(x_t\) from the environment at every time-step \(t\) and, in response, takes action \(a_t\). Based on the action, the environment requests the underlying retrieval engine, and the agent is provided feedback in the form of reward \(r_t\). An episode terminates at the last token \(x_T\) of the query.

**State**: The state represents the portion of the query that is already observed by the Agent. For a given query \(q\), let us assume that the agent has received tokens \(x_1, \ldots, x_t\) denoted by partial query \(q'\). The environment maintains two sequences of tokens for every \(q'\):

- \(q'_1\): the list of tokens \(x_1, \ldots, x_T\) used in the last search query submitted to the system.
- \(q'_2\): the list of tokens \(x_{t'+1} \ldots, x_t\) the system has seen since it last submitted a search query.

This state formulation allows the agent to learn the overall importance of \(q'\) conditioned on already searched sequence \(q'_1\). At every time-step \(t\), the agent receives a new token \(x_t\) which is then appended to the unsearched sub-sequence \(q'_2\): \(q'_2 = q'_2 \cup x_t\). After a search is triggered, \(q'_2\) is appended to the searched sub-sequence \(q'_1\) and \(q'_2\) is cleared back to empty.

**Actions**: For every new token \(x_t\), the agent chooses one of the following actions:
- **WAIT**: Instant search is not triggered, and the agent waits for the next token.

- **SEARCH**: Typed query $q'$ is issued to the underlying search system, and new results are retrieved. SEARCH action results in following state transition: $q'_1 = q'_1 \cup q'_2; q'_2 = \emptyset$

**Reward**: During training, at every time-step $t$, the agent receives reward $r_t$ based on $(s_t, a_t)$. The reward function is designed to encourage the agent to improve the search result’s quality while keeping the number of searches issued to the underlying retrieval engine low. The agent receives a positive reward if a SEARCH (S) action leads to an improvement in Mean Average Precision (MAP) by more than a fixed threshold $R_{th}$. Otherwise, a constant penalty of -1 is imposed. The positive reward is directly proportional to the improvement in MAP: $\Delta_{MAP}$. We treat the threshold $R_{th}$ as a hyper-parameter and the actual value is later stated in Section 4. Since the WAIT (W) action does not affect the Quality and Total Searches, the reward is set as 0. The following equation summarizes the reward function:

$$R = \begin{cases} 
0, & \text{action = W} \\
1 + \Delta_{MAP}, & \text{action = S and } \Delta_{MAP} \geq R_{th} \\
-1, & \text{action = S and } \Delta_{MAP} < R_{th}
\end{cases}$$

**Bi-LSTM Deep Q Network**: This section describes the base network architecture, as shown in Figure 2 that calculates rewards for a given state. Input to the model is the state, formulated as a pair of sub-queries $(q_1, q_2)$. Input tokens for each sub-query are represented using pre-trained GloVe (Pennington et al., 2014) word-embeddings, that are then passed to a Bi-Directional Long Short-Term Memory (LSTM) (Hochreiter and Schmidhuber, 1997) Siamese Encoder. Since both the sequences have originated from the same query, it is intuitive to apply a Siamese Network that allows the sharing of Bi-LSTM weights. The output vectors for both the sub-queries are concatenated, and the final single feature vector is fed to a fully-connected layer that generates a two-dimensional vector representing the rewards for both the actions. The whole network can be summarized using the below equation:

$$u_1 = f_{Bi-LSTM}(q_1); u_2 = f_{Bi-LSTM}(q_2)$$
$$v_1 = \text{relu}(W_1 \cdot u_1 + b_1); v_2 = \text{relu}(W_1 \cdot u_2 + b_1)$$
$$H = [v_1 \oplus v_2]; R = W_2 \cdot H + b_2$$

![Figure 2: The Bi-LSTM Siamese DQN network for calculating rewards for both WAIT and SEARCH actions. The numbers represent the dimension of outputs generated by each layer.](image)

**Inference**: For every typed token during an instant search session, a state is prepared as a pair of sub-queries: prefix of the already searched query and suffix that still needs to be searched. The state is passed as an input to the trained model described in Figure 2. The base model generates rewards for both WAIT and SEARCH actions. The agent picks the action with the best reward, and based on that, the search to the underlying system is either skipped or triggered using the query entered so far. The state for the agent is updated accordingly, and the agent waits for the next token. An episode terminates at the end of the query session.

### 4 Metrics and Experimental Setup

**Metrics**: We utilize the following metrics to evaluate the performance of the proposed methods.

- **Average Number of Triggered Searches - System Load**: This metric represents the load on the search system and is measured as the average number of requests made to the search system during an instant search session.

- **Average Effort**: Studies (Cetindil et al., 2012; Chandar et al., 2019) have found the Effort to be a very crucial factor that differentiates an instant search user-experience from a traditional search system. Effort is defined as the minimum number of tokens that a user would have to type to retrieve the best
possible ranking of results. Ranking quality is measured using Mean Average Precision (MAP) and the best ranking achieves the maximum MAP. Let \( N_q \) be the number of tokens in a given query \( q \). \( n_q \) is the minimum number of tokens needed to retrieve the best possible ranking for query \( q \). Metric effort is the average effort across all queries in the dataset and is computed as follows:

\[
effort = \frac{\sum n_q \leq N_q \forall q \in Q}{|Q|}
\]

Quality: We use MAP to capture the quality of the results. MAP is calculated using the open source PyTREC-Eval (Van Gysel and de Rijke, 2018) library.

Evaluation Procedure: To measure the TS vs. Effort trade-off, we simulate an action function in a real instant search session for every query and keep track of both the metrics. The action function returns an action (WAIT and SEARCH) at every new token based on the decision taken by the method being evaluated. For instance, the TSm (subsection 2) method would return SEARCH for every token in the query. TS is incremented, and results get updated at every search. For every query, we invoke the action function until the retrieval has achieved the best possible MAP or has reached the last token. The total number of tokens used to achieve the best MAP is added to the Effort at the end of the query session. For Quality, we keep track of the MAP achieved at every token position for all the queries.

Datasets: We have evaluated the methods on three IR datasets: MS Marco passage ranking (Nguyen et al., 2016), Wiki IR (Frej et al., 2019) 59k version and InsuranceQA (Feng et al., 2015). InsuranceQA is adapted to a pure Document Retrieval task using (Tran and Niedereée, 2018). InsuranceQA is used in order to test how well methods generalize to different domains. To ensure that the underlying search engine can retrieve relevant documents in top 1000 for enough queries, we have reduced the total number of documents to 400k and 500k for MS Marco and Wiki IR, respectively by random sampling. For InsuranceQA, we use the full set of 27,413 documents. The evaluation sets of size 1000 queries are kept unseen for all three datasets.

Retrievers: We conduct experiments using both the BM25 (Robertson and Zaragoza, 2009) and semantic-based matching retrieval systems. For semantic retrieval, we use a transformer-based pre-trained sentence encoding model known as Universal Sentence Encoder (USE) (Cer et al., 2018) for representing the queries and documents with embeddings and further use cosine similarity to rank results.

Hyper-parameters: For TSm, we set a threshold of 0.1. For the proposed TSDqn agent, we trained the model with following settings: future reward \( \gamma = 0.05 \), \( \epsilon = 1 \), \( \epsilon_{\text{decay}} = 0.995 \), learning rate \( \alpha = 0.01 \) and \( \epsilon_{\text{min}} = 0.7 \). Furthermore, weights are learned using Adam optimizer (Kingma and Ba, 2014) with a batch size of 32. Reward threshold \( R_{\text{th}} \) mentioned in the reward section for determining the action is set to 0 for MS Marco and Wiki IR and 0.0001 for Insurance QA.

5 Results

TS vs. Effort: Table 1 shows the drop in Average Number of Triggered Searches achieved by different methods and compares it with extra Average Effort introduced in the system. The top two rows highlight the absolute values achieved by two basic search systems: SLT, which mimics a traditional search engine, and SET, representing a true instant search system. These systems set the upper and lower bounds respectively on Effort and TS. The bottom three rows list down the percentage change in the metrics introduced by the proposed methods with respect to a true instant search system (SET).

Skip Stop-words method manages to achieve optimum Effort. This can be attributed to the fact that generally, stop-words are not deemed salient in common language usage, allowing SS not to miss a search for any salient words. On the other hand, since SS influences only a limited and fixed set of tokens, the achieved TS is not up to the optimal. Also, the overall performance of SM is quite comparable to SS. Results also show that that the pre-trained model is unable to transfer its knowledge to this new task.

While all the methods are able to retain the Effort within 5% of the SET, the proposed DQN method manages to reduce the overall TS on average by more than 20% across all the datasets compared to other baselines. Compared to a pure instant search system, DQN reduces the overall load by more than 50%. The performance of DQN agent is directly proportional to the training size of the dataset and hence is highest for MS Marco.

Impact on Quality: We have captured the loss of quality in results at every token position by plotting the average MAP over all the queries at every
| Methods            | MS Marco - BM25 Effort | TS | Wiki IR - BM25 Effort | TS | Insurance QA - USE Effort | TS |
|--------------------|-------------------------|----|-----------------------|----|---------------------------|----|
| SLT (Regular Search) | 10.76                   | 1  | 5.83                  | 1  | 8.25                      | 1  |
| SET (Instant Search) | 8.24                    | 8.24 | 4.74                  | 4.74 | 7.70                      | 7.70 |

Percentage change in metrics with respect to SET (Pure Instant Search)

| Methods            | ∆Effort(%) | ∆TS(%) | ∆Effort(%) | ∆TS(%) | ∆Effort(%) | ∆TS(%) |
|--------------------|------------|--------|------------|--------|------------|--------|
| SS (Baseline)      | 0          | -49.75 | 0          | -22.62 | 0.59       | -39.25 |
| SM (Baseline)      | 4.00       | -45.43 | 3.24       | -26.88 | 1.50       | -40.42 |
| DQN (Proposed)     | 4.00       | -74.15 | 3.94       | -44.88 | 1.37       | -55.47 |

Table 1: Metrics achieved by different methods. Effort and TS metrics are averaged over all the queries. The top two rows are the absolute values achieved by two base search systems. The bottom three rows list down the % change in the metrics introduced by methods with respect to a true instant search system. *Statistical significance is tested using a two-tailed paired t-test. We mark significant improvements when p < 0.01

Figure 3: Average MAP achieved by DQN vs. SET at every token position. X-axis is token index and Y-axis is MAP averaged over all the queries.

token position for the proposed DQN method and further comparing it with the ideal SET instant search. Figure 3 plots the average MAP(y-axis) at every time-step t(x-axis) for both SET and DQN. The plot shows that the MAP achieved by DQN is very close to that of SET at all the token positions, and hence the loss in quality introduced is minimal.

**Subjective Analysis:** Lastly, we subjectively analyzed the predictions made on the unseen queries by the learned model. Figure 4 lists queries with tokens at which the search triggered is marked green. We also report the incremental difference in MAP introduced by the triggered search(highlighted as blue) to capture the search action quality.

For MS Marco, besides stop-words, the agent waits for the words “cost”, “install” and “purpose”. MS Marco is a large QA dataset with verbose passages. It is difficult for a basic BM25 algorithm to retrieve a good ranking without additional context early in the query; thus the model decides to wait. For the first InsuranceQA query, the agent decides to execute the search for the token “a” as in insurance jargon, “vest a retirement plan” is a common phrase, and a semantic model such as Universal Sentence Encoder does not ignore this as a stop-word. The same is not true for the second sentence where the search is skipped for the same token. For WikiIR’s first query, the phrase “chief justice” is often present as a whole in documents, and any improvement in ranking contributed by the phrase itself is already captured by the first word “chief”. In the second example, the name “juan carlos” is unique enough to retrieve relevant documents; therefore, the token “i” is skipped.

6 Conclusion

This paper has introduced a Reinforcement Agent that relieves the load on the back-end search system in an instant search paradigm. Proposed agent achieves the goal by learning word importance based on the search system behavior and utilizes this knowledge towards judiciously issuing searches to the underlying retrieval system. We further evaluated the trade-off between system load and performance. Experiments demonstrate the ability of the proposed agent to achieve near-optimal trade-off.
Figure 4: Predictions of DQN Network on unseen queries.
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