A Deep Learning Approach for Generating Soft Range Information from RF Data

Yuxiao Li†, Santiago Mazuelas‡, and Yuan Shen∗

∗ Department of Electronic Engineering, Tsinghua University, Beijing, China
† BCAM-Basque Center for Applied Mathematics, and IKERBASQUE-Basque Foundation for Science, Bilbao, Spain
Email: li-yx18@mails.tsinghua.edu.cn, smazuelas@bcamath.org, shenyuan_e@tsinghua.edu.cn

Abstract—Radio frequency (RF)-based techniques are widely adopted for indoor localization despite the challenges in extracting sufficient information from measurements. Soft range information (SRI) offers a promising alternative for highly accurate localization that gives all probable range values rather than a single estimate of distance. We propose a deep learning approach to generate accurate SRI from RF measurements. In particular, the proposed approach is implemented by a network with two neural modules and conducts the generation directly from raw data. Extensive experiments on a case study with two public datasets are conducted to quantify the efficiency of such modules can directly generate SRI from raw signal instances with generalization over different propagation conditions. In the testing phase, a unified network composed of such modules can directly generate SRI from raw signal instances with generalization over different propagation conditions. In addition, The proposed method can conduct NLOS detection and ranging error mitigation in a single network. Experiments are conducted on two public datasets with Ultra-wideband (UWB) data. The results show that the proposed approach can efficiently generate SRI, and outperforms conventional techniques in terms of both non-line-of-sight (NLOS) detection and ranging error mitigation.

Index Terms—Indoor localization, soft range information, deep learning, ranging error mitigation, NLOS detection

I. INTRODUCTION

Positional information is a key enabler for the fifth generation (5G) of mobile communications and beyond, wherein the Radio frequency (RF)-based techniques have continued to attract most of the research interest for providing high accuracy indoor localization [1]. However, its practical performance for range measurements is greatly degraded in harsh environments due to multipath effects [2], [3], and non-line-of-sight (NLOS) conditions [4]. A further improvement can be achieved with the employment of Soft range information (SRI) [5], [6]. Conventional range-based approaches typically obtain distance estimates (DEs) from measurements, which tend to generate insufficient information for localization. SRI-based approaches rely on the statistical characterization of the relationship between the inter-node measurements and ranges, which exploit more position-related information and in turns provide more accurate localization.

Machine learning (ML) methods are recently introduced to the RF-based localization systems for their ability to accumulate knowledge from data [7]. Such superiority is essential to ill-posed problems where closed-form solutions are complicated or hardly possible to analytically derive, which is often the case in harsh indoor environments. Many recent localization systems have employed ML to improve DEs and subsequently the localization accuracy, such as [8]. These methods mostly rely on hand-crafted features. Deep learning (DL) methods take one step further to directly process raw data with high dimensionality. These methods, including [9]–[11], exploit inherent information and are potential to generate more accurate estimations. However, the aforementioned approaches obtain DEs rather than SRI, which offers less information in measurements for localization-related tasks. As a result, integrating the efficiency of DL techniques to SRI generation is promising to fully exploiting the range information in RF signals and in turns providing high accuracy localization.

We propose a deep learning approach to generate accurate SRI directly from received RF signals. In the training phase, we train two deep neural modules on a fully labeled database with received signals, propagation conditions, and actual distances. In the testing phase, a unified network composed of such modules can directly generate SRI from raw signal instances with generalization over different propagation conditions. In addition, The proposed method can conduct NLOS detection and ranging error mitigation in a single network. Experiments are conducted on two public datasets with Ultra-wideband (UWB) data. The results show that the proposed approach can efficiently generate SRI, and outperforms conventional techniques in terms of both NLOS detection and range error mitigation.

The remaining sections are organized as follows. Section II describes SRI and the proposed method. Section III introduces the according network structure and learning scheme for the proposed method. Performances of the method in different tasks are evaluated with a case study on Ultra-wideband (UWB) data in Section V. Finally, Section VI concludes the paper.

II. MODEL FORMULATION

In this section, we first describe SRI and then present a three-step learning procedure for SRI estimation.

A. SRI-Based Localization System

Let \( f(r|d) \) be the distribution of waveform measurements \( r \) conditioned on the distance \( d \) between a pair of nodes. Following the definition in [5], the SRI of a measurements set \( r \), denoted \( L_r(d) \), is thus any function of distance \( d \) proportional to \( f(r|d) \), i.e., \( L_r(d) \propto f(r|d) \). In addition, \( L_r(d) \propto f(d|r) \) in absence of prior information on the distance, or using a constant reference prior.

Consider a range-based localization system with each measurements set a collection of a waveform measurement \( r \) and
a distance measurement $\tilde{d}$. The distance measurement $\tilde{d}$ is an instantiation of

$$\tilde{d} = d + n$$  \hspace{1cm} (1)

where $d$ is the distance between a pair of nodes and $n$ is the measurement noise with PDF given by

$$f_n(n) = \begin{cases} \mathcal{N}(n; 0, \sigma^2_{\text{LOS}}) & \text{for LOS cases} \\ \mathcal{N}(n; b, \sigma^2_{\text{NLOS}}) & \text{for NLOS cases} \end{cases}$$  \hspace{1cm} (2)

where $b$ is the positive bias due to propagation condition, i.e., $b_{\text{NLOS}} \geq 0$.

In the following, the propagation conditions are denoted by $\delta$, with $\delta = 0$ and 1 corresponding to line-of-sight (LOS) and NLOS conditions, respectively. And the conditional distribution of $\delta$ given $r$ is $\mathbb{P}(\delta = 0 | r)$ and $\mathbb{P}(\delta = 1 | r)$.

The SRI corresponding to a measurement $r$ described above is

$$\mathcal{L}_r(d) = \mathbb{P}(\delta = 0 | r)\mathcal{L}_{\text{LOS},r}(d) + \mathbb{P}(\delta = 1 | r)\mathcal{L}_{\text{NLOS},r}(d)$$  \hspace{1cm} (3)

with $\mathcal{L}_{\text{LOS},r}(d) = \mathcal{N}(d; \bar{d}, \sigma^2_{\text{LOS}})$ and $\mathcal{L}_{\text{NLOS},r}(d) = \mathcal{N}(d; \bar{d} - b, \sigma^2_{\text{NLOS}})$.

Such SRI can generate accurate DE from measurements by means of the minimum mean square error (MMSE) estimator, by modeling the distance as a random variable (RV). In particular, the DE corresponding to measurement $r$ is

$$\hat{d} = \mathbb{E}(d | r, \delta) = \bar{d} - \mathbb{P}(\delta = 1 | r)b$$  \hspace{1cm} (4)

B. Learning Procedure

Given a measurement set of $r$, the motivation of the presented method is based on two observations: 1) The characteristics of received signals are very different in different propagation conditions, i.e., $f(d | r, \delta = 0)$ and $f(d | r, \delta = 1)$ are significantly different in characteristics; 2) The estimation of SRI $\mathcal{L}_r(d)$ is much harder than the individual estimation of $\mathcal{L}_{\text{LOS},r}(d)$ and $\mathcal{L}_{\text{NLOS},r}(d)$. Therefore, we break the estimation of accurate SRI from measurement $r$ in three sequential steps:

1) The identification step: estimate the propagation condition $\mathbb{P}(\delta = 0 | r)$ and $\mathbb{P}(\delta = 1 | r)$;
2) The estimation step: estimate the SRI under different propagation conditions, i.e., $\mathcal{L}_{\text{LOS},r}(d)$ and $\mathcal{L}_{\text{NLOS},r}(d)$;
3) Generate SRI from the estimated distributions via equation(3).

To conduct the estimations in these steps, expressions for $\mathbb{P}(\delta | r)$, $\mathcal{L}_{\text{LOS},r}(d)$ and $\mathcal{L}_{\text{NLOS},r}(d)$ are required. We adopt deep learning techniques using a fully labeled dataset to approximate these distributions from data.

This paper focuses on propagation conditions, where $\delta \in \{0, 1\}$ refers to the LOS or NLOS conditions. However, the indicator here can safely scale to more complicated scenarios where $\delta$ denotes more various environmental conditions with a larger set for values, e.g., rooms of different geometries, or different materials of blocking obstacles. Similarly as described in [5], [6], the methodology introduced w.r.t range-based measurements can also be used for general measurements related to other positional features such as angle, velocity and acceleration.

III. NETWORK IMPLEMENTATION

In this section, we construct neural modules to learn the estimations of target distributions in the aforementioned procedure.

A. Identifier Module

Suppose we are given a fully labeled dataset $\mathcal{D} = \{\mathbf{r}^{(i)}, \delta^{(i)}, d^{(i)}\}_{i=1}^N$ with $N$ i.i.d. sample pairs, where $\delta^{(i)} \in \{0, 1\}$ denotes the GT propagation condition, and $d^{(i)}$ denotes the GT distance, both w.r.t. the $i$th measurement $\mathbf{r}^{(i)}$.

We first construct a neural module, referred to as Identifier, to conduct the identification step and learn the distribution $\mathbb{P}(\delta | \mathbf{r}^{(i)})$, as illustrated in Fig. 1. Specifically, the module learns the mapping $h_{\varphi}()$ from $\mathbf{r}$ to $\mathbb{P}(\delta | \mathbf{r})$, taking $\mathbf{r}^{(i)}$ as input and outputting a two-dimensional vector for the estimation of indicator distribution, denoted as $\mathbb{P}(\delta = 0 | \mathbf{r}^{(i)})$ and $\mathbb{P}(\delta = 1 | \mathbf{r}^{(i)})$. The learning of such mapping is guided by a cross-entropy loss of the estimated distribution for the dataset, expressed as:

$$\mathcal{L}_I(\varphi; \mathcal{D}) = \mathcal{L}_I(\varphi; \{\mathbf{r}^{(i)}, \delta^{(i)}\}_{i=1}^N) = - \sum_{i=1}^N \mathbf{1}_{\delta^{(i)}=0} \log \hat{\mathbb{P}}(\delta = 0 | \mathbf{r}^{(i)})$$  \hspace{1cm} (5)  

+ $\mathbf{1}_{\delta^{(i)}=1} \log \hat{\mathbb{P}}(\delta = 1 | \mathbf{r}^{(i)})$

B. Estimator Module

We then construct the neural module for estimation step, referred to as Estimator, to learn the SRI for each indicator, as illustrated in Fig. 2. Specifically, the module learns the mapping $g_{\theta}(\cdot)$ from $\delta, \mathbf{r}$ to $\mathcal{L}_r(d)$, generating $\mathcal{L}_{\text{LOS}}(\mathbf{r}^{(i)})$ if $\delta^{(i)} = 0$ and $\mathcal{L}_{\text{NLOS}}(\mathbf{r}^{(i)})$ if $\delta^{(i)} = 1$. According to the Gaussian assumption on SRI, the output of $g_{\theta}(\delta^{(i)}, \mathbf{r}^{(i)})$ is

![Fig. 1. The neural module Identifier to infer propagation indicator parameterized by $\varphi$. The module takes measurement as input, and outputs the estimated distribution of propagation indicator, guided by the GT labels from dataset.](image1)

![Fig. 2. The neural module Estimator to infer distance parameterized by $\theta$. The module takes measurements and indicator as inputs, and outputs the estimated distribution of distance, guided by the GT distance from dataset.](image2)
the estimated parameters $\mu^{(i)}, \sigma^2(i)$ for the associated SRI. The learning of such mapping is guided by a loss term of the estimated distribution for the dataset, expressed as:

$$L_E(\theta; \mathcal{D}) = \mathcal{L}_E(\theta; \{r^{(i)}, \delta^{(i)}, d^{(i)}\}_{i=1}^{N})$$

$$= \text{D}_{\text{KL}}(\mathcal{N}(\mu; \mu(i), \sigma^2(i)) || \mathcal{N}(\mu; \mu(i), \sigma^2(i)))$$

$$= \sum_{i=1}^N \frac{\sigma^2(i) + (\mu(i) - d^{(i)})^2}{2\epsilon_0} + \log \epsilon_0 - 1/2$$

where $d^{(i)}$ is the GT distance associated with measurement $r^{(i)}$, $\epsilon_0$ is a small value arbitrarily given by measurement noise in practice.

C. Algorithms

The network learning conduct DG-based optimization w.r.t. parameters $\varphi$ and $\theta$. During the training phase, network parameters $\varphi$ and $\theta$ are learned separately on dataset $\mathcal{D} = \{r^{(i)}, \delta^{(i)}, d^{(i)}\}_{i=1}^{N}$, with the guidance of loss functions in equations (5)-(6).

During the testing phase, the two neural networks work together to generate SRI from the given measurement. In particular, suppose an instance of measurement $r$ is given and targeted to generate SRI from. Such instance is first fed into Identifier to get the estimation of $P(\delta|r)$, e.g., a vector $[\hat{P}(\delta = 0|r), \hat{P}(\delta = 1|r)]$. Then the instance is together with different propagation indicators $\delta = 0$ and $\delta = 1$ are fed into Estimator to obtain the estimations of $L_{LOS}(d)$ and $L_{LOS}(d)$, respectively. In particular, instance $r$ together with $\delta = 0$ fed into Estimator and generate parameters $\mu_0, \sigma_0^2$, while with $\delta = 1$ generate parameters $\mu_1, \sigma_1^2$. According to equation (3), SRI for instance $r$ is given by

$$L_r(d) \propto \hat{P}(\delta = 0|r), \mathcal{N}(d; \mu_0, \sigma_0^2) + \hat{P}(\delta = 1|r), \mathcal{N}(d; \mu_1, \sigma_1^2)$$

(7)

Algorithms 1-2 describe the training and testing phases for the proposed algorithm.

D. Evaluation Metrics

We adopt evaluation metrics from two aspects for performance evaluation: the accuracy of NLOS detection, and the accuracy of ranging error estimation.

After the learning iterations converge, the NLOS condition can be estimated by maximum-likelihood estimation (MLE) as follows:

$$\hat{\delta} = \arg \max_{\delta} \hat{P}(\delta|r)$$

(8)

$$\hat{\Delta}_d = \|\hat{d} - d\| - \|(d - \hat{d})\|$$

(9)

Given the GT distance $d$ and the measured distance $\hat{d}$ by devices, the estimated ranging error can be achieved by $\hat{d} = d - d$, and the residual ranging error (remaining error after mitigation) can be $\Delta d = \|\hat{d} - d\| - \|\hat{d} - d\|$. Figure 1 presents a case study in which ultra-wideband (UWB) signals capable of providing range-related measurements. This section utilizes two public UWB datasets utilized for evaluation, and describes the implementation details of our algorithm. The code for our proposed method will be opened to public in the final version.

The methodology presented for SRI generation is technology-agnostic since it is applicable to any technology capable of providing range-related measurements. This section presents a case study in which ultra-wideband (UWB) signals are employed.

A. Datasets

We compare the performance of our models with other methods on two public datasets. Both datasets include instances of received UWB measurements, fully labeled with LOS or NLOS conditions and the actual ranging errors.

1) Dataset 1: We use a public dataset from [10] created using SNP-UWB board with DecaWave DWM1000 UWB pulse radio module. The dataset was generated in two different measurement campaigns in office environments. The first one was recorded in two adjacent office rooms with connecting hallway, including 4800 measurements in the first room and 5100 measurements in the second. The second campaign was in a different office environment with multiple rooms,
including 25100 measurements in total. The waveform is represented as the absolute value of CIR, with the length of 152.

2) Dataset 2: We use a more general public dataset from [12], created by a campaign with the EVB1000 devices. The dataset consists of 49233 data samples in total. Each sample includes a CIR waveform of 157 length, an actual range error, and two environmental labels for the room setting and blocking materials. In particular, measurements are taken in five different room scenarios, including outdoor, big room, medium sized room, small room, and a cross-wall environment. Obstacles of ten different materials that blocking the LOS path are also taken into account.

For both datasets, We utilize 80% of the data samples for training and the rest 20% for testing, as a commonly used strategy for data assignment in deep learning methods.

B. Architecture

Our framework consists of two sub neural modules for Identifier and Estimator, as described in Section II. The Identifier keeps a simple structure of a initial linear layer, 3 down-sampling blocks, and a linear output layer. The initial layer concatenate the range feature and received waveform as inputs, and form fused features for the following structures. Each down-sampling block is composed of a down-sampling layer, a ReLU layer, and a dropout layer. They extract environment code with high semantics with low dimensionality, which serves for the predicted condition as well as the side information for Estimator. The Estimator, on he other hand, inherits a more delicate structure, with an additional residual block before the output layer.

C. Hyper-Parameters

We use the Adam [13] optimizer with 200 epochs for both datasets. The learning rate is set as 0.0002, with the decays of first and second momentum of gradients set as \( \beta_1 = 0.9 \) and \( \beta_2 = 0.999 \) by default, respectively. Other implementation details will be released by the code after final version.

The overall model is built in Pytorch [14], and trained on a GTX 1080 GPU with a memory of 12 GB and the accelerator powered by the NVIDIA Pascal architecture.

V. EXPERIMENTS

In this section, we evaluate the proposed method in terms of the performances of NLOS detection and ranging error mitigation, as described in Sec.III-D. Both the root mean square error (RMSE) and mean absolute error (MAE) are utilized for the accuracy of ranging error estimation. Quantitative experiments are conducted on the aforementioned datasets, and compared to benchmark methods.

A. Baselines

Since these methods could not conduct NLOS detection and error mitigation in a single model, we train separated models for the two tasks. In particular, two different SVMs are trained for either NLOS classification and ranging error mitigation, referred to as SVM-C and SVM-R respectively, similarly for MLP-C and MLP-R. The proposed network for SRI is referred to as SRIN for both the NLOS classification task and ranging error mitigation, since it can conduct both tasks within a unified model. The comparison of these learning methods on range error mitigation is in Table I, and the comparison on NLOS detection is illustrated in Table II. Note that both RMSE and MAE are in meters (m), inference time per sample is in milliseconds (ms), and accuracy is in percentage (%).

B. Performance of Ranging Error Mitigation

Fig. 3. The CDFs of the residual errors (remaining errors in range measurements after mitigation) after different mitigation methods on (a) dataset 1, and (b) dataset 2. It can be seen that the proposed method outperforms SVM by a large margin in ranging error mitigation.

We evaluate the range error mitigation performance in terms of RMSE, MAE, and inference time per sample. Quantitative results on both datasets are presented in Table I. The CDFs of the methods on both datasets are shown in Fig.3. It can be seen that both the proposed method and SVM conduct effective error mitigation. Note that MLP-R, with performance removed from the table, results in large estimated values and fails to conduct effective mitigation task. By comparison, the proposed approach achieves better results in both datasets, implying both
effective and generality. Specifically, the proposed method can realize a centimeter-level accuracy, with improvements to SVR of over above 60% for RMSE and 75% for MAE. In addition, the proposed method has the fastest inference speed per sample, indicating the efficiency in practical use.

C. Performance of NLOS detection

We evaluate the NLOS detection performance in terms of classification accuracy of LOS and NLOS conditions, shown in Table II. It can be seen that all the compared methods can conduct effective NLOS detection with a good performance over above 55%. The proposed approach shows the best results in both datasets, outperforming SVM and MLP by a large margin. The proposed method also has the faster speed of inference. It is worth noting that the proposed method conduct both error mitigation and NLOS detection tasks in a unified model, where the compared methods use separately trained models. This further prove the efficiency of the proposed method in practical use.

| TABLE I |
| --- |
| **QUANTITATIVE COMPARISON IN TERMS OF RANGING ERROR MITIGATION ON TWO DATASETS: AVERAGE MAE, RMSE, AND INFERENCE TIME.** |

| Dataset Scenarios | Unmitigated | SVM-R | SRIN |
| --- | --- | --- | --- |
| | MAE | RMSE | MAE | RMSE | Time | MAE | RMSE | Time |
| Dataset 1 | 0.29 | 0.44 | 0.17 | 0.29 | 1.91 | 0.04 | 0.06 | 0.06 |
| Dataset 2 | 0.12 | 0.17 | 0.09 | 0.13 | 0.46 | 0.02 | 0.05 | 0.20 |

| TABLE II |
| --- |
| **QUANTITATIVE COMPARISON IN TERMS OF NLOS DETECTION ON TWO DATASETS: ACCURACY AND INFERENCE TIME.** |

| Environment Scenarios | SVM-C | MLP-C | SRIN |
| --- | --- | --- | --- |
| | Accuracy | Time | Accuracy | Time | Accuracy | Time |
| Dataset 1 | 0.820 | 1.850 | 0.699 | 0.550 | 0.999 | 0.062 |
| Dataset 2 | 0.665 | 0.654 | 0.557 | 0.321 | 0.966 | 0.201 |

VI. CONCLUSION

We proposed a DL approach for SRI generation in RF-based localization systems, and evaluated its performance in terms of NLOS detection and ranging error mitigation tasks. The proposed approach is implemented by two neural networks, aiming to estimate the distributions of NLOS condition and range error respectively. The estimated distributions are then combined by a Bayes rule to generate SRI. Experiments on different datasets prove that the proposed method outperforms conventional ML methods by a large margin.
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