POSITIVE SOLUTIONS OF SOME NONLOCAL IMPULSIVE BOUNDARY VALUE PROBLEM
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ABSTRACT. We prove new results on the existence of positive solutions for some impulsive differential equation subject to nonlocal boundary conditions. Our boundary conditions involve an affine functional given by a Stieltjes integral. These cover the well known multi-point boundary conditions that are studied by various authors.

1. INTRODUCTION

Differential equations with impulses arise quite often in the study of different problems, in particular are used as a model for evolutionary processes subject to a sudden rapid change of their state at certain moments. The theory of impulsive differential equations has become recently a quite active area of research. For an introduction to this theory we refer to the books [4, 5, 19, 32], which also contain a variety of interesting examples and applications.

More recently, boundary value problems (BVPs) for impulsive second-order differential equations have been studied by several authors, see for example [1, 2, 7, 8, 12, 13, 23, 24, 25, 26, 27, 31, 36] and the references therein. In particular, the existence of positive solutions under the so-called m-point boundary conditions has been investigated, in the context of impulsive differential equations, in [9, 10, 18]. Various techniques are utilized in the above papers: the Leggett-Williams theorem, the Schauder fixed point theorem, the method of upper and lower solutions, the fixed point index on cones and, of course, the well-known Guo-Krasnosel’skiĭ theorem on cone-compression and cone-expansion.

In this paper, we establish new results for the existence of positive solutions for the second order impulsive differential equation

\begin{equation}
 u''(t) + g(t)f(t, u(t)) = 0, \quad t \in (0, 1), \quad t \neq \tau,
\end{equation}

\begin{equation}
 \Delta u|_{t=\tau} = I(u(\tau)), \quad \Delta u'|_{t=\tau} = \frac{I(u(\tau))}{\tau - 1},
\end{equation}

subject to the nonlocal boundary conditions (BCs)

\begin{equation}
 u(0) = \alpha[u], \quad u(1) = 0.
\end{equation}
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Here \( \tau \in (0, 1) \), \( \Delta v|_{t=\tau} \) denotes the “jump” of \( v(t) \) in \( t = \tau \), that is
\[
\Delta v|_{t=\tau} = v(\tau^+) - v(\tau^-),
\]
where \( v(\tau^-) \), \( v(\tau^+) \) are the left and right limits of \( v(t) \) in \( t = \tau \), and \( \alpha[u] \) is a positive functional given by
\[
\alpha[u] = A_0 + \int_0^1 u(s) dA(s),
\]
invalling a Lebesgue-Stieltjes integral. The impulsive differential equation (1.1)-(1.2), under different BCs has been studied in [13]. The type of BC we study here is quite general and includes as special cases
\[
\alpha[u] = \sum_{i=1}^{m} \alpha_i u(\xi_i) \quad \text{and} \quad \alpha[u] = \int_0^1 \alpha(s) u(s) \, ds,
\]
that is, multi-point and integral BCs, that are widely studied objects. In the case of ordinary differential equations, this has been done in several papers, see for example [14, 17, 22, 28, 33, 34, 35] and the references therein.

The methodology here is to write the boundary value problem (1.1)-(1.3) as a perturbed integral equation and we look for fixed points of an operator \( T \) in a suitable cone of positive functions in the space \( PC[0, 1] \). One advantage of this approach is that we avoid lengthy calculations to determine the Green’s function associated to the impulsive BVP.

For simplicity, we restrict our attention to the case of one impulse. In Remark 2.6 we suggest how this approach can be modified to work with a finite number of impulses.

Our main ingredient is the classical fixed point index theory and in the last Section we provide an example to illustrate our theory.

2. Existence of positive solutions of some integral equations

We study the existence of positive solutions of the integral equation
\[
(2.1) \quad u(t) = \gamma(t)\alpha[u] + \int_0^1 k(t, s)g(s)f(s, u(s)) \, ds + \gamma(t)\chi(\tau, 1) \frac{I(u(\tau))}{1 - \tau},
\]
where \( t \in [0, 1] \), and \( \tau \in (0, 1) \) is fixed. We work in the Banach space
\[
PC[0, 1] := \{ u : [0, 1] \to \mathbb{R} : u \text{ is continuous in } t \in [0, 1] \setminus \{\tau\}, \text{there exist } u(\tau^-) = u(\tau) \text{ and } u(\tau^+) < \infty \},
\]
edowed with the supremum norm \( \|u\| = \sup\{ |u(t)| : t \in [0, 1] \} \).

We make use of the classical fixed point index for compact maps (see for example [3] or [11]) on the cone
\[
(2.2) \quad K = \{ u \in PC[0, 1] : u(t) \geq 0 \ \forall \ t \in [0, 1] \ \text{and} \ \min_{t \in [a, b]} u(t) \geq c\|u\| \},
\]
where \([a, b]\) is some subset of \((\tau, 1)\) and \( c \) is a positive constant.

From now on, we assume that \( f, g, \alpha, \gamma, I \) and the kernel \( k \) have the following properties:
(C₁) $f : [0, 1] \times [0, \infty) \to [0, \infty)$ satisfies Carathéodory conditions, that is, for each $u$, $t \mapsto f(t, u)$ is measurable and for almost every $t$, $u \mapsto f(t, u)$ is continuous, and for every $r > 0$ there exists a $L^\infty$-function $\phi_r : [0, 1] \to [0, \infty)$ such that

$$f(t, u) \leq \phi_r(t) \quad \text{for almost all } t \in [0, 1] \text{ and all } u \in [0, r].$$

(C₂) $k : [0, 1] \times [0, 1] \to [0, \infty)$ is measurable, and for every $t_1 \in [0, 1]$ we have

$$\lim_{t \to t_1} \int_0^1 |k(t, s) - k(t_1, s)| \phi_r(s) \, ds = 0.$$

(C₃) There exist $[a, b] \subset (\tau, 1)$, a $L^\infty$-function $\Phi : [0, 1] \to [0, \infty)$ and a constant $c_1 \in (0, 1]$ such that

$$k(t, s) \leq \Phi(s) \text{ for } t \in [0, 1] \text{ and almost every } s \in [0, 1]$$

$$k(t, s) \geq c_1 \Phi(s) \text{ for } t \in [a, b] \text{ and almost every } s \in [0, 1].$$

(C₄) $\gamma : [0, 1] \to [0, \infty)$ is continuous and there exists a constant $c_2 \in (0, 1]$ such that

$$\gamma(t) \geq c_2 \|\gamma\| \text{ for } t \in [a, b].$$

(C₅) $\alpha : K \to [0, \infty)$ is a continuous functional with

$$\alpha[u] = A_0 + \int_0^1 u(s) \, dA(s),$$

where $dA$ is a positive Lebesgue-Stieltjes measure, $A$ is continuous in $\tau$ and $\int_0^1 dA(s) < \infty$.

(C₆) $g \in L^1[0, 1]$, $g \geq 0$ a.e. and $\int_a^b \Phi(s)g(s) \, ds > 0$.

(C₇) $I : [0, \infty) \to [0, \infty)$ is a continuous function and there exist $\delta_1, \delta_2 \geq 0$ such that

$$\delta_1 x \leq I(x) \leq \delta_2 x \text{ for } x \in [0, \infty).$$

Under these hypotheses we can work in the cone $(2, 2)$, where $c = \min\{c_1, c_2\}$ and $[a, b]$ as in (C₃).

If $\Omega$ is a bounded open subset of $K$ (in the relative topology) we denote by $\overline{\Omega}$ and $\partial\Omega$ the closure and the boundary relative to $K$. We write

$$K_r = \{u \in K : \|u\| < r\} \text{ and } \overline{K}_r = \{u \in K : \|u\| \leq r\}.$$

We consider now the map $T : K \to PC[0, 1]$ defined, for $u \in K$, by

$$Tu(t) := \gamma(t)\alpha[u] + \int_0^1 k(t, s)g(s)f(s, u(s)) \, ds + \gamma(t)\chi_{(\tau, 1]} \frac{I(u(\tau))}{1 - \tau}.$$

In order to prove that $T$ is compact, we make use of the following compactness criterion, which can be found in [11, 12] and is an extension of the classical Ascoli-Arzelà Theorem. A key ingredient here is that the interval is compact. For a compactness criterion on unbounded intervals and its applications to impulsive differential equations see [6, 29, 30].
We recall that a set \( S \subseteq PC[0,1] \) is said to be quasi-equicontinuous if for every \( u \in S \) and for every \( \varepsilon > 0 \) there exists \( \delta > 0 \) such that \( t_1, t_2 \in [0,\tau] \) (or \( t_1, t_2 \in (\tau,1] \)) and \( |t_1 - t_2| < \delta \) implies \( |u(t_1) - u(t_2)| < \varepsilon \).

**Lemma 2.1.** A set \( S \subseteq PC[0,1] \) is relatively compact in \( PC[0,1] \) if and only if \( S \) is bounded and quasi-equicontinuous.

**Theorem 2.2.** If the hypotheses \((C_1)-(C_7)\) hold for some \( r > 0 \), then \( T \) maps \( \overline{K}_r \) into \( K \). When these hypotheses hold for each \( r > 0 \), \( T \) maps \( K \) into \( K \). Moreover, \( T \) is a compact map.

**Proof.** Let \( u \in \overline{K}_r \). Then we have, for \( t \in [0,1] \),

\[
Tu(t) = \gamma(t) \left( \alpha[u] + \chi(\tau,\frac{I(u(\tau))}{1-\tau}) \right) + \int_0^1 k(t,s)g(s)f(s,u(s)) \, ds \geq 0,
\]

furthermore

\[
Tu(t) \leq \gamma(t) \left( \alpha[u] + \frac{I(u(\tau))}{1-\tau} \right) + \int_0^1 \Phi(s)g(s)f(s,u(s)) \, ds,
\]

and therefore we obtain

\[
(2.3) \quad \|Tu\| \leq \|\gamma\| \left( \alpha[u] + \frac{I(u(\tau))}{1-\tau} \right) + \int_0^1 \Phi(s)g(s)f(s,u(s)) \, ds.
\]

Then we have

\[
\min_{t \in [a,b]} Tu(t) \geq c_2 \|\gamma\| \left( \alpha[u] + \frac{I(u(\tau))}{1-\tau} \right) + c_1 \int_0^1 \Phi(s)g(s)f(s,u(s)) \, ds
\]

\[
\geq c \left[ \|\gamma\| \left( \alpha[u] + \frac{I(u(\tau))}{1-\tau} \right) + \int_0^1 \Phi(s)g(s)f(s,u(s)) \, ds \right] \geq c\|Tu\|.
\]

Hence \( Tu \in K \) for every \( u \in \overline{K}_r \). Now, we show that the map \( T \) is compact. Firstly, we show that \( T \) sends bounded sets into bounded sets. It is enough to see that \( T(\overline{K}_r) \) is bounded. Let \( u \in \overline{K}_r \). Then, for all \( t \in [0,1] \), from (2.3) we have

\[
\|Tu\| \leq \|\gamma\| \left( \alpha[u] + \frac{\delta_2 r}{1-\tau} \right) + \int_0^1 \Phi(s)g(s)\phi_r(s) \, ds
\]

\[
\leq \|\gamma\| \left( A_0 + r \int_0^1 dA(s) + \frac{\delta_2 r}{1-\tau} \right) + M_r,
\]

for some \( 0 \leq M_r < \infty \).

We prove now that \( T \) sends bounded sets into quasi-equicontinuous sets. It is sufficient to prove this for \( t_1, t_2 \in (\tau,1], t_1 < t_2 \) and \( u \in \overline{K}_r \). We have

\[
|Tu(t_1) - Tu(t_2)| \leq \left[ \gamma(t_1) - \gamma(t_2) \right] \left( \alpha[u] + \frac{I(u(\tau))}{1-\tau} \right)
\]

\[
+ \int_0^1 |k(t_1,s) - k(t_2,s)|g(s)\phi_r(s) \, ds.
\]

Then \( |Tu(t_1) - Tu(t_2)| \to 0 \) when \( t_1 \to t_2 \). From Lemma 2.1 we can conclude that \( T \) is a compact map. \( \square \)
Lemma 2.3. Suppose \( \lambda > 1 \) and let \( dB_1 \) be the Dirac measure of weight \( \delta_1/(1 - \tau) \) in \( \tau \) and let \( dB_2 \) be the Dirac measure of weight \( \delta_2/(1 - \tau) \) in \( \tau \). We make use of the two functionals

\[
\alpha_1[u] := A_0 + \int_0^1 u(s) dA(s) + \int_0^1 u(s) dB_1(s) := A_0 + \int_0^1 u(s) dA_1(s),
\]

\[
\alpha_2[u] := A_0 + \int_0^1 u(s) dA(s) + \int_0^1 u(s) dB_2(s) := A_0 + \int_0^1 u(s) dA_2(s)
\]

and of the following numbers

\[
f_{0, \rho} := \sup_{0 \leq u \leq \rho, 0 \leq t \leq 1} \frac{f(t, u)}{\rho}, \quad f_{\rho, \rho/c} := \inf_{\rho \leq u \leq \rho/c, a \leq t \leq b} \frac{f(t, u)}{\rho},
\]

\[
(2.4) \quad \frac{1}{m} := \sup_{t \in [0, 1]} \int_0^1 k(t, s) g(s) ds, \quad \frac{1}{M(a, b)} := \inf_{t \in [a, b]} \int_a^b k(t, s) g(s) ds.
\]

We assume that

\((C_8)\) The function \( t \mapsto k(t, s) \) is integrable with respect to the measure \( dA_2 \), that is

\[
K(s) := \int_0^1 k(t, s) dA_2(t)
\]

is well defined.

Firstly, we prove that the index is 1 on the set \( K_\rho \).

Lemma 2.3. Suppose \( \Gamma := \int_0^1 \gamma(t) dA_2(t) < 1 \) and assume that there exists \( \rho > 0 \) such that \( u \neq Tu \) for all \( u \in \partial K_\rho \) and

\((I_1)\) the following inequality holds:

\[
(2.5) \quad \frac{A_0 \|\gamma\|}{(1 - \Gamma)\rho} + f_{0, \rho} \left( \frac{\|\gamma\|}{(1 - \Gamma)} \int_0^1 K(s) g(s) ds + \frac{1}{m} \right) \leq 1.
\]

Then the fixed point index, \( i_K(T, K_\rho) \), is 1.

Proof. We show that \( \lambda u \neq Tu \) for every \( u \in \partial K_\rho \) and for every \( \lambda > 1 \). In fact, if there exists \( \lambda > 1 \) and \( u \in \partial K_\rho \) such that \( \lambda u = Tu \) then

\[
\lambda u(t) = \gamma(t) \left( \alpha_1[u] + \chi_{[\tau, 1]} \frac{I(u(\tau))}{1 - \tau} \right) + \int_0^1 k(t, s) g(s) f(s, u(s)) ds
\]

\[
\leq \gamma(t) \left( \alpha_1[u] + \frac{\delta_2(u(\tau))}{1 - \tau} \right) + \int_0^1 k(t, s) g(s) f(s, u(s)) ds.
\]

Then we have

\[
(2.6) \quad \lambda u(t) \leq \gamma(t) \alpha_2[u] + \int_0^1 k(t, s) g(s) f(s, u(s)) ds
\]

and

\[
\lambda \int_0^1 u(t) dA_2(t) \leq \alpha_2[u] \Gamma + \int_0^1 K(s) g(s) f(s, u(s)) ds.
\]
Hence we obtain
\[ (\lambda - \Gamma)\alpha_2[u] \leq \lambda A_0 + \int_0^1 K(s)g(s)f(s, u(s)) \, ds. \]

Substituting into (2.6) gives
\[ \lambda u(t) \leq \lambda A_0 + \gamma(t) \int_0^1 K(s)g(s)f(s, u(s)) \, ds + \int_0^1 k(t, s)g(s)f(s, u(s)) \, ds. \]

Taking the supremum for \( t \in [0, 1] \) gives
\[ \lambda \rho \leq \lambda A_0 + \sum_{t \in [0, 1]} k(t, s)g(s)\rho f_0, \rho ds + \int_0^1 k(t, s)g(s)\rho f_0, \rho ds. \]

Thus we have,
\[ \lambda < \frac{A_0\|\gamma\|}{1 - \Gamma} + f_0, \rho \left( \sum_{t \in [0, 1]} k(t, s)g(s)\rho f_0, \rho ds + \frac{1}{m} \right) \leq 1. \]

This contradicts the fact that \( \lambda > 1 \) and proves the result. \( \square \)

We make use of the open set
\[ V_\rho = \{ u \in K : \min_{t \in [a, b]} u(t) < \rho \}. \]

\( V_\rho \) is similar to the set called \( \Omega_{\rho/c} \) in [21]. Note that \( K_\rho \subset V_\rho \subset K_{\rho/c} \).

We now prove that the index is 0 on the set \( V_\rho \).

**Lemma 2.4.** Assume that there exists \( \rho > 0 \) such that \( u \neq Tu \) for \( u \in \partial V_\rho \) and

(1) \( \rho \)

the following inequalities hold:

(2.7) \[ \alpha_1[u] \geq \alpha_0 \rho \text{ for } u \in \partial V_\rho, \]

where \( \alpha_0 \geq 0 \), and

(2.8) \[ c_2\|\gamma\|\alpha_0 + \frac{1}{M(a, b)} f_{\rho, \rho/c} \geq 1. \]

Then we have \( i_K(T, V_\rho) = 0 \).

**Proof.** Let \( e(t) \equiv 1 \) for \( t \in [0, 1] \). Then \( e \in K \). We prove that

\[ u \neq T(u) + \lambda e \text{ for all } u \in \partial V_\rho \text{ and } \lambda > 0. \]
In fact, if this does not happen, there exist \( u \in \partial V_\rho \) and \( \lambda > 0 \) such that \( u = Tu + \lambda e \). We have, for all \( t \in [a, b] \)

\[
  u(t) = \gamma(t)\alpha[u] + \int_0^1 k(t, s)g(s)f(s, u(s)) \, ds + \gamma(t)\chi_{(\tau, 1]} \frac{I(u(\tau))}{1 - \tau} + \lambda
\]

\[
  = \gamma(t)\left(\alpha[u] + \frac{I(u(\tau))}{1 - \tau}\right) + \int_0^1 k(t, s)g(s)f(s, u(s)) \, ds + \lambda
\]

\[
  \geq \gamma(t)\left(\alpha[u] + \frac{\delta_1 u(\tau)}{1 - \tau}\right) + \int_0^1 k(t, s)g(s)f(s, u(s)) \, ds + \lambda
\]

\[
  = \gamma(t)\alpha_1[u] + \int_0^1 k(t, s)g(s)f(s, u(s)) \, ds + \lambda
\]

\[
  \geq c_2\|\gamma\|\alpha_0 + \rho \int_a^b k(t, s)g(s)f_{\rho, \rho/c} \, ds + \lambda
\]

\[
  \geq \rho \left( c_2\|\gamma\|\alpha_0 + \frac{1}{M(a, b)} f_{\rho, \rho/c} \right) + \lambda.
\]

By \( (I^0_\rho) \), this implies that

\[
  \min_{t \in [a, b]} u(t) \geq \rho \left( c_2\|\gamma\|\alpha_0 + \frac{1}{M(a, b)} f_{\rho, \rho/c} \right) + \lambda \geq \rho + \lambda > \rho,
\]

contradicting the fact that \( u \in \partial V_\rho \).

Note that, by means of the two Lemmas above, one may also provide a result on the existence of multiple positive solutions. In fact, if the nonlinearity \( f \) has a suitable oscillatory behavior, by nesting in an appropriate way several \( V_\rho \)'s and \( K_\rho \)'s, one may establish the existence of multiple positive solutions (we refer the reader to [16, 21] to see the type of results that may be stated). Here, for brevity, we state a result for the case of one positive solution for Eq. (2.1).

**Theorem 2.5.** Eq. (2.1) has a positive solution in \( K \) if either of the following conditions hold.

(H1) There exist \( \rho_1, \rho_2 \in (0, \infty) \) with \( \rho_1 < \rho_2 \) such that \( (I^1_{\rho_1}), (I^0_{\rho_2}) \) hold.

(H2) There exist \( \rho_1, \rho_2 \in (0, \infty) \) with \( \rho_1 < c \rho_2 \) such that \( (I^0_{\rho_1}), (I^1_{\rho_2}) \) hold.

We omit the proof which follows simply from properties of fixed point index, for details of similar proofs see [15, 20].

**Remark 2.6.** So far we have discussed the case of having the impulse in just one point \( \tau \in (0, 1) \). Similar arguments work in the case of a finite number of impulses.

For example, in the case of two impulses, say

\[
  \Delta u|_{t=\tau_1} = I_1(u(\tau_1)), \quad \Delta u|_{t=\tau_2} = I_2(u(\tau_2)),
\]

\[
  \Delta u'|_{t=\tau_1} = \frac{I_1(u(\tau_1))}{\tau_1 - 1}, \quad \Delta u'|_{t=\tau_2} = \frac{I_2(u(\tau_2))}{\tau_2 - 1},
\]
where \( 0 < \tau_1 < \tau_2 < 1 \), one may work in the space (with an abuse of notation)

\[
PC[0, 1] := \{ u : [0, 1] \to \mathbb{R} : \text{\( u \) is continuous in } t \in [0, 1] \setminus \{ \tau_1, \tau_2 \}, \\
\text{there exist } u(\tau_i^-) = u(\tau_i) \text{ and } u(\tau_i^+) < \infty, \ i = 1, 2 \},
\]

and seek for fixed points of the operator

\[
\tilde{T}u(t) := \gamma(t) \left( \alpha[u] + \chi(\tau_{2,1}) \frac{I_1(u(\tau_1))}{1 - \tau_1} + \chi(\tau_{2,2}) \frac{I_2(u(\tau_2))}{1 - \tau_2} \right) + \int_0^1 k(t, s)g(s)f(s, u(s)) \, ds.
\]

in the cone (2.2), where \([a, b]\) this time is a subset of \((\tau_2, 1)\).

Thus, if there exist positive constants \(\delta_{1,i}, \delta_{2,1}, \delta_{2,2}\) such that

\[
\delta_{1,i} x \leq I_i(x) \leq \delta_{2,i} x \text{ for } x \in [0, \infty) \text{ and } i = 1, 2,
\]

one may consider the measures \(d\tilde{B}_1\) and \(d\tilde{B}_2\), where \(d\tilde{B}_1\) is the Dirac measure of weight \(\delta_{1,1}/(1 - \tau_1)\) in \(\tau_1\) and of weight \(\delta_{1,2}/(1 - \tau_2)\), and \(d\tilde{B}_2\) is the Dirac measure of weight \(\delta_{2,1}/(1 - \tau_1)\) in \(\tau_1\) and of weight \(\delta_{2,2}/(1 - \tau_2)\) in \(\tau_2\).

The above can be used to provide a modified version of Lemmas (2.3)-(2.4) in this new context.

3. Positive solutions of the impulsive BVP.

We now consider the BVP

\[
\begin{align*}
(3.1) & \quad u''(t) + g(t)f(t, u(t)) = 0, \ t \in (0, 1), \ t \neq \tau, \\
(3.2) & \quad \Delta u|_{t=\tau} = I(u(\tau)), \ \Delta u'|_{t=\tau} = \frac{I(u(\tau))}{\tau - 1}, \\
(3.3) & \quad u(0) = \alpha[u], \ u(1) = 0,
\end{align*}
\]

and we associate to this BVP the integral equation

\[
(3.4) \quad u(t) = \gamma(t) \alpha[u] + \int_0^1 k(t, s)g(s)f(s, u(s)) \, ds + \gamma(t)\chi(\tau_{1,1}) \frac{I(u(\tau))}{1 - \tau},
\]

where

\[
\gamma(t) = 1 - t \text{ for all } t \in [0, 1], \text{ and } k(t, s) = \begin{cases} 
\frac{1}{2} s(1-t), & s \leq t \\
\frac{1}{2} t(1-s), & s > t.
\end{cases}
\]

By a solution of the BVP (3.1)-(3.3) we mean a solution \(u \in PC[0, 1]\) of the corresponding integral equation (3.4).

Here may choose

\[
\Phi(s) = s(1 - s).
\]

Therefore, we can take \([a, b] \subset (\tau, 1)\) and

\[
(3.5) \quad c := \min\{a, 1 - b\}.
\]
Now \((C_2), (C_3), (C_4)\) are satisfied, \((2.8)\) reads more simply
\[
\alpha_0 + \frac{1}{M(a, b)} \geq 1,
\]
and \((2.5)\) reads
\[
\frac{A_0}{\rho(1 - \Gamma)} + \left( \frac{1}{1 - \Gamma} \int_0^1 \mathcal{K}(s) g(s) \, ds + \frac{1}{m} \right) f^{0, \rho} \leq 1.
\]

Example 3.1. We now assume that \(g \equiv 1, \alpha[u] = \alpha u(\xi)\), with \(\alpha > 0\) and \(\xi \in (\tau, 1)\). In this case we have
\[
\alpha_1[u] = \alpha u(\xi) + \frac{\delta_1}{1 - \tau} u(\tau), \quad \alpha_2[u] = \alpha u(\xi) + \frac{\delta_2}{1 - \tau} u(\tau).
\]
We may take \(A_0 = 0\) and \(dA_2\) the Dirac measure of weight \(\alpha\) in \(\xi\) and of weight \(\delta_2/(1 - \tau)\) in \(\tau\). Thus
\[
\Gamma := \int_0^1 \gamma(t) \, dA_2(t) = \alpha(1 - \xi) + \delta_2
\]
and
\[
\int_0^1 \mathcal{K}(s) \, d(s) = \frac{\alpha}{2} (1 - \xi) + \frac{\delta_2}{2} \tau.
\]
We can take \([a, b]\) such that \(\xi \in [a, b]\). Then we can set \(\alpha_0 = \alpha\), since \(\alpha_1[u] \geq \alpha u(\xi) \geq \alpha \rho\) for \(u \in \partial V_\rho\). In this case \((3.6)\) reads
\[
(1 - b)\alpha + \frac{1}{M(a, b)} \geq 1,
\]
and \((3.7)\) reads
\[
\left( \frac{\alpha \xi (1 - \xi) + \delta_2 \tau}{2 - 2(\alpha(1 - \xi) + \delta_2)} + \frac{1}{m} \right) f^{0, \rho} \leq 1.
\]

We now show that all the constants that appear in \((3.8)\) and \((3.9)\) can be computed. If we take \(\tau = 1/5, \xi = 1/2, \alpha = 4/5, \delta_2 = 1/2\), we can choose \([a, b] = [1/4, 3/4]\). This gives \(m = 8\), \(M(a, b) = 16\) and \(c = 1/4\). Therefore our requirements are \(f^{0, \rho} \geq \frac{64}{5}\) and \(f^{0, \rho} \leq \frac{8}{13}\).

References

[1] R. P. Agarwal, D. Franco and D. O’Regan, Singular boundary value problems for first and second order impulsive differential equations, *Aequationes Math.*, 69 (2005), 83–96.
[2] R. P. Agarwal and D. O’Regan, A multiplicity result for second order impulsive differential equations via the Leggett-Williams fixed point theorem, *Appl. Math. Comput.*, 161 (2005), 433–439.
[3] H. Amann, Fixed point equations and nonlinear eigenvalue problems in ordered Banach spaces, *SIAM. Rev.*, 18 (1976), 620–709.
[4] D. Bainov and P. Simeonov, *Impulsive differential equations: periodic solutions and applications*, Longman Scientific & Technical, New York, 1993.
[5] M. Benchohra, J. Henderson and S. Ntouyas, *Impulsive Differential Equations and Inclusions*, Contemporary Mathematics and Its Applications, 2, Hindawi Publishing Corporation, New York, 2006.
[6] E. De Pascale, G. Lewicki and G. Marino, Some conditions for compactness in \(BC(Q)\) and their application to boundary value problems, *Analysis (Munich)*, 22 (2002), 21–32.
L. Erbe and X. Liu, Existence results for boundary value problems of second order impulsive differential equations, *J. Math. Anal. Appl.*, **149** (1990), 56–69.

L. Erbe and W. Krawcewicz, Existence of solutions to boundary value problems for impulsive second order differential inclusions, *Rocky Mountain J. Math.*, **22** (1992), 519–539.

M. Feng and H. Pang, A class of three-point boundary-value problems for second-order impulsive integro-differential equations in Banach spaces, *Nonlinear Anal.*, **70** (2009), 64–82.

M. Feng and D. Xie, Multiple positive solutions of multi-point boundary value problem for second-order impulsive differential equations, *J. Comput. Appl. Math.*, **223** (2009), 438–448.

D. Guo and V. Lakshmikantham, *Nonlinear Problems in Abstract Cones*, Academic Press, Boston 1988.

D. Guo, Existence of solutions of boundary value problems for nonlinear second order impulsive differential equations in Banach spaces, *J. Math. Anal. Appl.*, **181** (1994), 407–421.

D. Guo and X. Liu, Multiple positive solutions of boundary-value problems for impulsive differential equations, *Nonlinear Anal.*, **25** (1995), 327–337.

Ch. P. Gupta, S. K. Ntouyas and P. Ch. Tsamatos, Existence results for multi-point boundary value problems for second order ordinary differential equations, *Bull. Greek Math. Soc.*, **43** (2000), 105–123.

G. Infante and J. R. L. Webb, Nonzero solutions of Hammerstein Integral Equations with Discontinuous kernels, *J. Math. Anal. Appl.*, **272**, (2002), 30–42.

G. Infante and J. R. L. Webb, Nonlinear nonlocal boundary value problems and perturbed Hammerstein integral equations, *Proc. Edinb. Math. Soc.*, **49** (2006), 637–656.

G. L. Karakostas and P. Ch. Tsamatos, Existence of multiple positive solutions for a nonlocal boundary value problem, *Topol. Methods Nonlinear Anal.*, **19** (2002), 109–121.

T. Jankowski, Positive solutions to second order four-point boundary value problems for impulsive differential equations, *Appl. Math. Comput.*, **202** (2008), 550–561.

V. Lakshmikantham, D. D. Bainov and P. S. Simeonov, *Theory of Impulsive Differential Equations*, World Scientific Publishing Co., Inc., Teaneck, NJ, 1989.

K. Q. Lan, Multiple positive solutions of Hammerstein integral equations with singularities, *Differential Equations Dynam. Systems*, **8** (2000), 175–195.

K. Q. Lan, Multiple positive solutions of semilinear differential equations with singularities, *J. London Math. Soc.*, **63** (2001), 690–704.

K. Q. Lan, Properties of kernels and multiple positive solutions for three-point boundary value problems, *Appl. Math. Lett.*, **20** (2007), 352–357.

E. K. Lee and Y. Lee, Multiple positive solutions of singular two point boundary value problems for second order impulsive differential equations, *Appl. Math. Comput.*, **158** (2004), 745–759.

Y. Lee and X. Liu, Study of singular boundary value problems for second order impulsive differential equations, *J. Math. Anal. Appl.*, **331** (2007), 159–176.

X. Lin and D. Jiang, Multiple positive solutions of Dirichlet boundary value problems for second order impulsive differential equations, *J. Math. Anal. Appl.*, **321** (2006), 501–514.

X. Liu and D. Guo, Periodic boundary value problems for a class of second-order impulsive integro-differential equations in Banach spaces, *J. Math. Anal. Appl.*, **216** (1997), 284–302.

Y. Liu and X. Liu, On structure of positive solutions of singular boundary value problems for impulsive differential equations, *Dyn. Contin. Discrete Impuls. Syst. Ser. A Math. Anal.*, **13** (2006), 769–786.
[28] R. Ma and N. Castaneda, Existence of solutions of nonlinear $m$-point boundary value problems, *J. Math. Anal. Appl.*, 256 (2001), 556–567.

[29] G. Marino, P. Pietramala and L. Muglia, Impulsive neutral semilinear equations on unbounded intervals, *Nonlinear Funct. Anal. Appl.*, 9 (2004), 527–543.

[30] G. Marino, P. Pietramala and L. Muglia, Impulsive neutral integrodifferential equations on unbounded intervals, *Mediterr. J. Math.*, 1 (2004), 93–108.

[31] I. Rachunková and J. Tomeček, Impulsive BVPs with nonlinear boundary conditions for the second order differential equations without growth restrictions, *J. Math. Anal. Appl.*, 292 (2004), 525–539.

[32] A. M. Samoilenko and N. A. Perestyuk, *Impulsive differential equations*, World Scientific Publishing Co., Inc., River Edge, NJ, 1995.

[33] J. R. L. Webb, Fixed point index and its application to positive solutions of nonlocal boundary value problems, *Seminar of Mathematical Analysis, Univ. Sevilla Secr. Publ.*, Seville, (2006), 181–205.

[34] Z. Yang, Existence and nonexistence results for positive solutions of an integral boundary value problem, *Nonlinear Anal.*, 65 (2006), 1489–1511.

[35] M. Zima, Fixed point theorem of Leggett-Williams type and its application, *J. Math. Anal. Appl.*, 299 (2004), 254–260.

[36] L. Zu, D. Jiang and D. O’Regan, Existence theory for multiple solutions to semipositone Dirichlet boundary value problems with singular dependent nonlinearities for second-order impulsive differential equations, *Appl. Math. Comput.*, 195 (2008), 240–255.

Gennaro Infante, Dipartimento di Matematica ed Informatica, Università della Calabria, 87036 Arcavacata di Rende, Cosenza, Italy

E-mail address: gennaro.infante@unical.it

Paolamaria Pietramala, Dipartimento di Matematica ed Informatica, Università della Calabria, 87036 Arcavacata di Rende, Cosenza, Italy

E-mail address: pietramala@unical.it