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Abstract—Signature-based botnet detection methods identify botnets by recognizing Command and Control (C&C) traffic and can be ineffective for botnets that use new and sophisticated mechanisms for such communications. To address these limitations, we propose a novel botnet detection method that analyzes the social relationships among nodes. The method consists of two stages: (i) anomaly detection in an “interaction” graph among nodes using large deviations results on the degree distribution, and (ii) community detection in a social “correlation” graph whose edges connect nodes with highly correlated communications. The latter stage uses a refined modularity measure and formulates the problem as a non-convex optimization problem for which appropriate relaxation strategies are developed. We apply our method to real-world botnet traffic and compare its performance with other community detection methods. The results show that our approach works effectively and the refined modularity measure improves the detection accuracy.
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I. INTRODUCTION

A botnet is a network of compromised nodes (bots) controlled by a “botmaster.” The most common type is a botnet of network computers, which is usually used for Distributed Denial-of-Service (DDoS) attacks, click fraud and spamming, etc. DDoS attacks comprise packet streams from disparate bots, aiming to consume some critical resource at the target and to deny the service of the target to legitimate clients. In a recent survey, 300 out of 1000 surveyed businesses have suffered from DDoS attacks and 65% of the attacks cause up to $10,000 loss per hour [1]. Both click fraud and spamming are harmful to web economy. Click fraud exhausts the advertisement budgets of businesses in pay-per-click services [2], and spamming is popular for malicious advertisements as well as manipulation of search results [3].

Because of the huge loss caused by botnets, detecting them in time is very important. Most of the existing botnet detection approaches focus on Command and Control (C&C) channels required by botmasters to command their bots [4], [5]. One mechanism is to filter specific types of C&C traffic (e.g., IRC traffic) [6], [7], [8]. Recently, botnets have evolved to bypass these detection methods by using more sophisticated C&C channels, such as HTTP and P2P protocols [9], [2]. P2P botnets like Nugache [10] and Storm worm [9] are much harder to detect and mitigate because they are decentralized. In addition, more types of C&C channels are emerging: recent research shows that botnets start to use Twitter as the C&C channel [11]. It is very challenging to identify and monitor these sophisticated C&C channels. Furthermore, the switching cost of C&C channels is much lower than the monitoring cost, thus botnet can bypass detection by changing C&C channels frequently.

In addition to C&C channels, botnets have some behavioral characteristics. First, bots activities are more correlated with each other than normal nodes [12], [8]. Second, bots have more interactions with a set of pivotal nodes, including targets and botmasters. Compared with C&C traffic, these behavioral characteristics are harder to hide.

In this paper, we propose a novel botnet detection framework based on these behavioral characteristics. Instead of focusing on C&C channels, we detect botnets by analyzing the social relationships, modeled as graphs of nodes. Two types of social graphs are considered: (i) Social Interaction Graphs (SIGs) in which two nodes are connected if there is interaction between them, and (ii) Social Correlation Graphs (SCGs) in which two nodes are connected if their behaviors are correlated. We apply our method to real-world botnet traffic, and the results show that it has high detection accuracy.

II. METHOD OVERVIEW

We assume the data to be a sequence of interaction records; each record \( r = (timestamp, id_1, id_2) \) contains a timestamp and the IDs of the two participants. For botnets of network computers, a interaction record corresponds to a network packet.

We group interaction records into windows based on their timestamps. For all \( k \)‘s, we denote by \( W_k \) the collection of interaction records in window \( k \) and present the definition of the Social Interaction Graph (SIG) for window \( k \) as follows.

**Definition 1**

(Social Interaction Graph). Let \( E_k \) be an edge set such that \( (i, j) \in E_k \) if there exists at least one interaction record \( r \in W_k \) whose participant IDs are \( i \) and \( j \). Then, the SIG \( G_k = (V, E_k) \) corresponding to \( W_k \) is an undirected graph whose vertex set \( V \) is the set of all nodes in the network and whose edge set is \( E_k \).

On a notational remark, throughout the paper we will use \( n \) to denote the number of nodes in the network (cardinality of \( V \)).

Our method consists of a network anomaly detection stage and a botnet discovery stage (see Fig. 1). In the
network anomaly detection stage, each SIG is evaluated with a reference model and abnormal SIGs are stored into a pool \( \mathcal{A} \). The botnet discovery stage is triggered whenever the size of the pool \( \mathcal{A} \) is greater than a threshold \( p \). A set of highly interactive nodes, referred to as pivotal nodes, are identified. Both botmaster and targets are very likely to be pivotal nodes because they need to interact with bots frequently. These interactions correspond to C&C traffic for botmasters and to attacking traffic for targets. In either case, the interactions between each bot and pivotal nodes should be correlated. To characterize this correlation, we construct a Social Correlation Graph (SCG), whose formal definition is in Section [IV-B.3]. We can detect bots by detecting the degree of any particular vertex equals \( k \) is \( p_{\beta,k} = \frac{\beta^k}{k!} \), which is independent of the node label. Let \( \mathbf{p}_\beta = (p_{\beta,0}, \ldots, p_{\beta,\infty}) \) be the Poisson distribution viewed as a vector whose parameter is \( \beta \).

Let \( \mathbb{P}(N_0) \) be the space of all probability measures defined on \( N_0 \). We view any probability measure \( \mu \in \mathbb{P}(N_0) \) as an infinite vector \( \mu = (\mu_0, \ldots, \mu_\infty) \). Let \( \mathcal{S} = \{ \mu \in \mathbb{P}(N_0) : \mu := \sum_{i=0}^{\infty} \mu_i < \infty \} \) be the set of all probability measures on \( N_0 \) with finite mean. It is easy to verify that \( \mathbf{p}_\beta \in \mathcal{S} \). Let \( \mathbb{P}_n \) denote the Erdős-Rényi distribution on the space \( \mathcal{G}_n \) with parameter \( \beta/n \).

The so-called rate function \( I : \mathcal{S} \rightarrow [-\infty, \infty] \) can be used to quantify the deviations of \( \mu^{(n)} \) with respect to a random graph model ([13], [14]). For the ER model, [13] proposes the following rate function.

**Definition 2**

For the ER model with parameter \( \beta \) for its degree distribution, we could define the rate function \( I_{ER} : \mathcal{S} \rightarrow [-\infty, \infty] \) as

\[
I_{ER}(\mu;\beta) = D(\mu \parallel \mathbf{p}_\beta) + \frac{1}{2} (\bar{\mu} - \beta) + \frac{\bar{\mu}}{2} \log \beta - \frac{\bar{\mu}}{2} \log \bar{\mu},
\]

where \( D(\mu \parallel \mathbf{p}_\beta) = \sum_i \mu_i \log (\frac{\mu_i}{\mathbf{p}_\beta[i]}) \) is the Kullback–Leibler (KL) divergence of \( \mu \) with respect to \( \mathbf{p}_\beta \).

[13] further establishes an LDP for \( \mu^{(n)} \) with this rate function. In the interest of space, we will not provide a formal statement of the LDP. Intuitively, when \( n \) is large enough, the empirical degree distribution behaves as \( \mathbb{P}_n(\mu^{(n)} \approx \mu) \approx e^{-nI_{ER}(\mu;\beta)} \).

**B. A Formal Anomaly Detection Test**

In this section, we consider the problem of evaluating whether a graph \( \mathcal{G} \) is normal, i.e., comes from the ER model with a certain set of parameters (\( \mathcal{H}_0 \)). Let \( \mu_\mathcal{G} \) be the empirical degree distribution of the graph \( \mathcal{G} \) and let \( I_{ER}(\mu_\mathcal{G};\beta) \) (cf. Def. 2) be the corresponding rate function. We present the following statement of the generalized Hoeffding test for this anomaly detection problem.

**Definition 3**

The Hoeffding test [15] is to reject \( \mathcal{H}_0 \) when \( \mathcal{G} \) is in the set:

\[
S^*_\mathcal{P} = \{ \mathcal{G} \mid I_{ER}(\mu_\mathcal{G};\beta) \geq \lambda \},
\]
where $\lambda$ is a detection threshold.

It can be shown that the Hoeffding test [1] satisfies the Generalized Neyman-Pearson (GNP) criterion [14].

### IV. Botnet Discovery

The network anomaly detection technique in the previous section can only report an alarm when a botnet exists. In order to learn more about the botnet, we develop the botnet discovery technique described in this section. The first challenge for botnet discovery is that a single abnormal SIG is usually insufficient to infer complete information about a botnet, including the botmasters and the bots in the botnet. As a result, we monitor windows continuously and store all abnormal SIGs in a pool $\mathcal{A}$. The botnet discovery stage is triggered only when $|\mathcal{A}| > p$.

#### A. Identification of Pivotal Nodes

We assume a sequence of abnormal SIGs $\mathcal{A} = \{G_1, \ldots, G_{|\mathcal{A}|}\}$. Detecting bots directly is non-trivial. Instead, detecting the leaders (botmasters) or targets is much simpler because they are more interactive than normal nodes. Botmasters need to “command and control” their bots in order to maintain the botnet, and bots actively interact with victims in typical DDoS attacks. Both leaders and targets, henceforth referred to as pivotal nodes, are highly interactive.

Let $G^i_k$ be an indicator of edge existence between node $i$ and $j$ in $G_k$. Then, for $i = 1, \ldots, n$,

$$e_i = \frac{1}{|\mathcal{A}|} \sum_{k=1}^{|\mathcal{A}|} \sum_{j=1}^n G^i_j$$

represents the amount of interaction of node $i$ with all other nodes in $\mathcal{A}$. Henceforth, $e_i$ is referred to as the total interaction measure of node $i$. We present the following definition of pivotal nodes.

**Definition 4**

(Pivotal nodes). We define the set of pivotal nodes $\mathcal{N} = \{i : e_i > \tau\}$, where $\tau$ is a threshold.

After identifying pivotal nodes, the problem is equivalent to detecting the community associated with pivotal nodes.

#### B. Botnet Discovery

1) Construction of the Social Correlation Graph: Compared to similar approaches in community detection, e.g., the leader-follower algorithm [16], our method takes advantage of not only temporal features (SIG) but also correlation relationships. These relationships are characterized using a graph, whose definition is presented next.

For $i = 1, \ldots, n$, let variable $X_i$ represent the number of pivotal nodes in $\mathcal{N}$ that node $i$ has interacted with. Let $\rho(X_i, X_j)$ be the sample Pearson correlation coefficient between two random variables $X_i$ and $X_j$. In addition, if the sample standard deviation of either $X_i$ or $X_j$ equals zero, we let $\rho(X_i, X_j) = 0$ to avoid division by zero.

#### IV. B.OTNET DISCOVERY

The problem of community detection in a graph amounts to dividing the vertices of a given graph into non-overlapping groups such that connections within groups are relatively dense while those between groups are sparse [18].

The modularity for a given subgraph is defined to be the fraction of edges within the subgraph minus the expected fraction of such edges in a randomized null model. Although it was proposed as the stopping criterion of a method, this measure later inspired a broad range of community detection methods named modularity-maximization methods.

We consider the simple case when there is only one botnet in the network. As a result, we want to divide the nodes into two groups, one for bots and one for normal nodes. Suppose that $s_i$ is variable such that $s_i = 1$ if node $i$ is a bot and $s_i = -1$ otherwise. Let $d^c_i$ be the degree of node $i$ in SCG $\mathcal{G} = (\mathcal{V}, \mathcal{E}_c)$ for $i = 1, \ldots, n$ and let $m^c = \frac{1}{2} \sum_i d^c_i$ be the edge number of $\mathcal{G}$. For a partition specified by $s = (s_1, \ldots, s_n)$, its modularity is defined as in [18]

$$Q(s) = \frac{1}{2m^c} \sum_{i,j=1}^n (A_{ij} - N_{ij}) \delta(s_i, s_j),$$

where $\delta(s_i, s_j) = \frac{1}{2} (s_i s_j + 1)$ is an indicator of whether node $i$ and node $j$ are of the same type. $A_{ij} = 1 (|\rho(X_i, X_j)| > \tau_p)$ is an indicator of the adjacency of node $i$ with node $j$. $N_{ij}$ is the expected number of edges between node $i$ and node $j$ in a null model. The selection of the null model is empirical, but the most common choice by far is the configuration model [20] in which $N_{ij} = \frac{d^c_id^c_j}{m^c}$. The optimal division of vertices should maximize the modularity measure $Q$.

3) Refined Modularity: We introduce two refinements to the modularity measure to make it suitable for botnet detection. First, intuitively, bots should have strong interactions with pivotal nodes and normal nodes should have weak interactions. We want to maximize the difference. As a result, our objective considers nodes’ interaction to the pivotal nodes. Let

$$r_{ij} = \frac{1}{|\mathcal{A}|} \sum_{k=1}^{|\mathcal{A}|} \sum_{j \in \mathcal{N}} e_i G^i_j$$

denote the amount of interaction between node $i$ and pivotal nodes. We refer to $r_{ij}$ as pivotal interaction measure of node $i$. Then, $\sum_i r_{ij} s_i$ quantifies the difference between the pivotal...
interaction measure of bots and that of normal nodes. A natural extension for the modularity measure is to include an additional term to maximize \( \sum_i r_is_i \).

Second, the modularity measure is criticized to suffer from low resolution, namely it favors large communities and ignores small ones [21], [22]. The botnet, however, could possibly be small. To address this issue, we introduce a regularization term for the size of botnets. It is easy to obtain that \( \sum_i 1(s_i = 1) = \sum_i s_i^2 - 1 \) is the number of detected bots. Thus, our refined modularity measure is

\[
Q_d(s) = \frac{1}{2m^2} \sum_{i,j \in V} \left( A_{ij} - \frac{d_i^2d_j^2}{2m^2} \right) s_is_j + w_1 \sum_i r_is_i - w_2 \sum_i s_i^2 + 1 \frac{1}{2}
\]

(5)

where \( w_1 \) and \( w_2 \) are appropriate weights.

The two modifications also influence the results of isolated nodes with degree 0, which possibly exist in SCGs. By Def. [5] a node is isolated if its sample deviation is zero or its correlations with other nodes are small enough. The placement of isolated nodes, however, does not influence the traditional modularity measure, resulting in arbitrary community detection results [18]. This limitation is addressed by the two additional terms. If node \( i \) is isolated and \( r_i = 0 \), then \( s_i = -1 \) in the solution because of the regularization term \( w_2 \sum_i s_i^2 - \frac{1}{2} \). On the contrary, if \( r_i \) is large enough, \( s_i = 1 \) in the solution because of the term \( w_1 \sum_i r_is_i \).

C. Relaxation of the Optimization Problem

The modularity-maximization problem has been shown as being NP-complete [23], [24]. The existing algorithms for this problem can be broadly categorized into two types: (i) heuristic methods that solve this problem directly [25], and (ii) mathematical programming methods that relax it into an easier problem first [23], [26]. We follow the second route because it is more rigorous.

We define the modularity matrix \( M = \{M_{ij}\}_{i,j=1}^n \) where \( M_{ij} = \frac{A_{ij}}{2m} - \frac{d_i^2d_j^2}{2m^2} \) Let \( s = (s_1, \ldots, s_n) \) and \( r = (r_1, \ldots, r_n) \), then the modularity-maximization problem becomes

\[
\max \quad s^tMs + \left( w_1r - \frac{w_2}{2} \right) s
\]

s.t. \( s_i^2 = 1, \quad \forall i \).

(6)

To make the objective function concave, we introduce a negative multiple of \( s^tIs \) [26], leading to:

\[
\max \quad s^t(M - \sigma I)s + \left( w_1r - \frac{w_2}{2} \right) s
\]

s.t. \( s_i^2 = 1, \quad \forall i \),

(7)

where \( \sigma \) is a positive scalar. Notice that the objective of (7) is equivalent to that of (6) because \( s^tIs = ns_i^2 = n \) is ensured by the constraint. We can choose \( \sigma \) large enough so that \( M - \sigma I \) is negative definite. This modification induces no extra computational cost. Although the feasible domain of the revised problem is still non-convex, the objective is concave now. (7) is a typical non-convex Quadratically Constrained Quadratic Programming (QCQP) [27]. Let \( S = ss^t \), \( P_0 = M - \sigma I \), and \( q_0 = w_1r - \frac{w_2}{2} \). We can relax problem (7) to

\[
\max \quad \text{Tr}(SP_0) + q_0^ts
\]

s.t. \( \begin{bmatrix} S & s \\ s & 1 \end{bmatrix} \succeq 0 \), \( S_{ii} = 1, \quad \forall i \).

(8)

The problem above is a Semidefinite Programming problem (SDP) and produces an upper bound on the optimal value of the original problem [27]. It is well known that SDP is polynomially solvable and many solvers (CSDP [28], SDPA [29]) are available.

1) Randomization: The SDP relaxation (8) provides an optimal solution together with an upper bound on the optimal value of problem (7). However, the solution of the SDP relaxation (8) may not be feasible for the original problem (7). To generate feasible solutions we use a randomization technique.

If \( S^* = ss^t \) is the optimal solution of the relaxed problem, then \( S^* - s^{t}s^t \) can be interpreted as a covariance matrix. If we pick \( x = (x_1, \ldots, x_n) \) as a Gaussian random vector with \( x \sim N(s^*, S^* - s^{t} s^t) \), then \( x \) “solves” the non-convex QCQP in (7) “on average” over this distribution. As a result, we can draw samples \( x \) from this normal distribution and simply obtain feasible solutions by taking \( \hat{x} = \text{sgn}(x) \). We sample 10,000 points and pick the point that maximizes \( f(x) = x^t(M - \sigma I)x + (w_1r - \frac{w_2}{2}1)^t \).

V. EXPERIMENTAL RESULTS

In this section, we apply our network anomaly detection approach to real-world traffic. Meanwhile, we also compare the performance of our botnet discovery approach, a modularity-based community detection technique, with existing community detection techniques.

A. Description of Dataset

In this paper, we mix some real-world botnet traffic with some real-world background traffic. For the real-world botnet traffic, we use the “DDoS Attack 2007” dataset by the Cooperative Association for Internet Data Analysis (CAIDA) [30]. It includes traces from a Distributed Denial-of-Service (DDoS) attack on August 4, 2007. The DDoS attack attempts to block access to the targeted server by consuming computing resources on the server and by consuming all of the bandwidth of the network connecting the server to the Internet.

The total size of the dataset is 21 GB and the dataset covers about one hour (20:50:08 UTC to 21:56:16 UTC). These dataset only contains attacking traffic to the victim; all other traffic, including the C&C traffic, has been removed by the creator of the dataset. The dataset consists of two parts. The first part is the traffic when the botnet initiates the attack (between 20:50 UTC and 21:13 UTC). In the initiating stage, the bots probe whether they can reach the victim in order to determine the set of nodes that should participate in the attack. The traffic of the botnet during this period is small,
thus, it is very challenging to detect it using only network load. The second part is the attack traffic which starts around 21:13 UTC when the network load increases rapidly (within a few minutes) from about 200 Kbps to about 80 Mbps. With this significant change of transmission rate, it is trivial to detect botnets when the attack starts (after 21:13 UTC). In this paper, we select a 5-minute segment from the first part, i.e., during the time when the botnet initiates the attack. The total number of bot IP addresses in the selected traffic is 136.

For the background traffic, we use trace 6 in the University of Twente traffic traces data repository (simpleweb) [31]. This trace was measured in a 100 Mbps Ethernet link connecting an educational organization to the Internet. This is a relatively small organization with around 35 employees and a little over 100 students working and studying at this site (the headquarters of this organization). There are 100 workstations at this location which all have 100 Mbps LAN connection. The core network consists of a 1 Gbps connection. The recordings took place between the external optical fiber modem and the first firewall. The measured link was only mildly loaded during this period. The background traffic we choose lasts for 3,600 seconds. The botnet traffic is mixed with background traffic between 2,000 and 2,300 seconds.

B. Results of Network Anomaly Detection

We divide the mixed traffic into 10-second windows and create a sequence of 360 SIGs. Fig. 2A shows the detection results. The blue “+” markers indicate the value of $I_{ER}(\mu_i; \hat{\beta})$ for each window $i$, $i = 1, \ldots, 360$, where $\mu_i$ is the empirical degree distribution of SIG $i$ and $\hat{\beta}$ is estimated from the SIGs created using only background traffic. The red dash line shows the threshold $\lambda = 0.18$, which can be set to constrain the false alarm rate below a desirable value. According to rule 1, there are 36 abnormal SIGs, namely $|\mathcal{A}| = 36$. There are 30 SIGs that have botnet traffic and 29 SIGs are correctly identified. SIG no. 20 corresponding to the time range [2000s, 2010s] is missed. Being the start of the botnet traffic, this range has very low botnet activity, which may explain the miss-detection. In addition, there are two groups of false alarms—3 false alarms around 3,000s and 4 false alarms around 3,500s. Fig. 2B shows the Receiver Operating Characteristic (ROC) curve of the detection rule 1.

C. Results of Botnet Discovery

The botnet discovery stage aims to identify bots based on the information in $\mathcal{A}$. The first step is to identify a set of pivotal nodes. Recall that the total interaction measure $e_i$ in (2) quantifies the amount of interaction in $\mathcal{A}$ of node $i$ with other nodes. The set of pivotal nodes is $\mathcal{N} = \{i : e_i > \tau\}$, where $\tau$ is a prescribed threshold. Let $e_{\text{max}}$ be the maximum total interaction measure of all nodes and $S_{\text{Norm}} = \{e_i / e_{\text{max}} : i = 1, \ldots, n\}$ be the normalized set of total interaction measures. Fig. 3 plots $S_{\text{Norm}}$ in descending order and in log-scale for the $y$-axis. Each blue “+” marker represents one node. The blue curve in Fig. 2 being quite steep, clearly indicates the existence of influential pivotal nodes. The red dash line in Fig. 2 plots the selected threshold $\tau$, which results in 3 pivotal nodes. Only one pivotal node belongs to the botnet. The other two pivotal nodes are active normal nodes. These two falsely detected pivotal nodes correspond to the two false-alarm groups described in Section V-B.

Our dataset has 396 nodes, including 136 bots and 260 normal nodes. Among the 396 nodes, only 213 nodes have positive sample standard deviations. Let $V_p$ be the set of all nodes with positive sample standard deviations, Fig. 4 plots the correlation matrix of these nodes. We can easily observe two groups from Fig. 4.

We calculate the SCG $\mathcal{C}$ using Def. 5 and threshold $\tau_p = 0.3$. In the SCG $\mathcal{C}$, there are 191 isolated nodes with degree zero. The subgraph formed by the remaining 205 nodes has two connected components (Fig. 5A). Fig. 5A plots normal nodes as blue circles and bots as red squares. Although the bots and the normal nodes clearly belong to different communities, the two communities are not separated in the narrowest part of the graph. Instead, the separating line is
Fig. 5. Comparison of different community detection techniques on SCG. Fig. A shows the ground-truth communities of bots and normal nodes. Fig. B is the result of our botnet discovery approach. Fig. C is the result of the vector programming method proposed by Agarwal et al. [23]. Fig. D is the result of the walktrap method [32] with three communities. Fig. E is the result of Newman’s leading eigenvector method [19] with 3 communities. Fig. F is the result of the leading eigenvector method with 5 communities. In figure A-C, red squares are bots and blue circles are normal nodes. In figure D-F, red squares indicate the group with highest average pivotal interaction measure, while blue circles indicate the group with the lowest one.

Fig. 4. The correlation matrix $\rho(X_i, X_j)_{i,j \in V_p}$.

We apply our botnet discovery method to C. The result (Fig. 5B) is very close to the ground truth (Fig. 5A). As comparison, we also apply other community-detection methods to the 205-node subgraph.

The first method is the vector programming method proposed by Agarwal et al. [23], which is a special case of our method in which $w_1 = 0$ and $w_2 = 0$. This approach, however, misses a number of bots (5C).

The second method is the walktrap method by Pascal et al. [32], [33], which defines a distance measure for vertices based on a random walk and applies hierarchical clustering [34]. When the desirable number of communities, a required parameter, equals to two, the method outputs the two connected components, a reasonable yet useless result for botnet discovery. To make the results more meaningful, we use walktrap to find three communities and ignore the smallest one that corresponds to the smaller connected components (right triangles in Fig. 5D). The community with a higher mean of pivotal interaction measure is detected as botnet, and the rest of the nodes are labeled as normal. The walktrap method separates bots and normal nodes in the narrowest part of the graph, a reasonable result from the perspective of community detection (Fig. 5D). However, a comparison with the ground-truth reveals that a lot of normal nodes are falsely reported as bots.

The third method is the Newman’s leading eigenvector method [19], [33], a classical modularity-based community detection method. This method calculates the eigenvector corresponding to the second-largest eigenvalue of the modularity matrix $M$, namely the leading eigenvector, and lets solution $s$ be the sign of the leading eigenvector. The method can be generalized for detecting multi-communities [19]. Similar to the walktrap method, the leading eigenvector method reports two connected components as results when the desirable community number is two. We also use this method to find three communities and ignore the smallest one. Again, the community with higher mean of pivotal interaction measure is detected as the botnet.

Different from previous methods, the eigenvector method makes completely wrong prediction of the botnet. The community whose majority are bots (blue circles in Fig. 5E) is wrongly detected as the normal part and the community formed by the rest of the nodes is wrongly detected as the botnet. Despite being part of the real botnet, the community of blue circles in Fig. 5E actually has lower mean of pivotal interaction measure, i.e., less overall communication with pivotal nodes.

After dividing the SCG C into five communities using the leading eigenvector approach for multi-communities [19], we observe that the botnet itself is heterogeneous and divided into three groups. Both the group with the highest mean of pivotal interaction measure (Group II in Fig. 5F) and the group with the lowest mean (Group I in Fig. 5F) are part
of the botnet.

Because of the heterogeneity, some groups of the botnet may be misclassified. On the one hand, the leading eigenvector method wrongly separates Group I from the rest as a single community, and merges Group II & IV with the normal part (Group III). Because Group I has the lowest pivotal interaction measure, it is wrongly detected as normal, causing Group II, III, IV to be detected as the botnet. On the other hand, the vector programming method wrongly detects a lot of nodes in Group II, which should be bots, as normal nodes.

By taking the pivotal interaction measure into consideration, the misclassification can be avoided. In our formulation of refined modularity $\delta$, the term $w_i \sum_i r_i s_i$ maximizes the difference of the pivotal interaction measure of the botnet and that of the normal part. Owing to this term, our method makes little mistake for nodes in Group II since they have high pivotal interaction measures.

VI. CONCLUSION

In this paper, we propose a novel method of botnet detection that analyzes the social relationships, modeled as Social Interaction Graphs (SIGs) and Social Correlation Graphs (SCGs), of nodes in the network. Compared to previous methods, our method has following novelties. First, our method applies social network analysis to botnet detection and can detect botnets with sophisticated C&C channels. Second, our method can be generalized to more types of networks, such as email networks and biological networks [35], [36]. Third, we propose a refined modularity measure that is suitable for botnet detection. The refined modularity also addresses some limitations of modularity.
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