Discovery and modelling of broad-scale plasma lensing in black-widow pulsar J2051 – 0827
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ABSTRACT
We report on an unusually bright observation of PSR J2051 – 0827 recorded during a regular monitoring campaign of black-widow pulsar systems with the Effelsberg 100-m telescope. Through fortunate coincidence, a particularly bright scintillation maximum is simultaneous with the eclipse by the companion, enabling precise measurements of variations in the flux density, dispersion measure (DM), and scattering strength throughout the eclipse. The flux density is highly variable throughout the eclipse, with a peak 1.7 times the average away from the eclipse, and yet does not significantly decrease on average. We recover the flux density variations from the measured DM variations using geometric optics, with a relative velocity as the only free parameter. We measure an effective velocity of $(470 \pm 10)$ km s$^{-1}$, consistent with the relative orbital motion of the companion, suggesting that the outflow velocity of the lensing material is low, or is directly along the line of sight. The two percent uncertainty on the effective velocity is a formal error; systematics related to our current model are likely to dominate, and we detail several extensions to the model to be considered in a full treatment of lensing. This is a demonstration of the causal link between DM and lensing; the flux density variations can be predicted directly through the derivatives of DM. Going forward, this approach can be applied to investigate the dynamics of other eclipsing systems, and to investigate the physical nature of scintillation and lensing in the ionized interstellar medium.
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1 INTRODUCTION

Despite decades of studies, neutron stars are still providing researchers with unique opportunities to study a broad spectrum of physics. This is partially due to a plethora of ways in which neutron stars manifest themselves observationally and the variety of environments in which we find them (see Kaspi 2010, for an overview). With about 2800 neutron stars currently detectable in radio (Manchester et al. 2005), we can probe populations of rarely occurring neutron stars in exotic stellar systems. An example of such a class are the so-called “spiders”, pulsars in tight, often eclipsing, binaries in which the low-mass companion star is ablated by the emission from the neutron star (first discovered by Fruchter et al. 1988). In this work we focus on PSR J2051 – 0827 (discovered by Stappers et al. 1996), a member of the so-called ‘black widows’.

Spiders are an important laboratory for interesting physics; although many eclipse mechanisms have been proposed (see Thompson et al. 1994 for a detailed review), there is no seeming consensus on the correct eclipse mechanism, and some systems needing to invoke multiple mechanisms across frequency to agree with observations (Fruchter & Goss 1992; Polzin et al. 2020). Importantly, black widows may explain the origin of isolated millisecond pulsars (MSPs, first discovered by Backer et al. 1982). Such pulsars are expected to be formed via accretion of matter from a stellar companion, and the ablation of a companion after accretion is possibly a viable way to create such a pulsar in isolation (e.g. Ruderman et al. 1989). Long term observations of PSR J2051 – 0827 reveal significant orbital variability of the system (Shaifullah et al. 2016), and inferred mass-loss rates suggest it may evaporate within a Hubble time (Stappers et al. 1996; Stappers et al. 1998a; Polzin et al. 2019).

Recently, extreme plasma lensing has been seen surrounding eclipses in two eclipsing pulsars, the original Black Widow pulsar B1957 + 20 (Main et al. 2018; Li et al. 2019), and Redback system B1744 – 24A (Bilous et al. 2019). The effects of lensing were seen through highly magnified pulses, amplified by factors of $\gtrsim 10$ over tens of ms. The lensing appears to resolve the pulse emission, constraining emission sizes, and separations, and can be used to infer the velocity of the eclipsing outflow; however, it is difficult to measure these physical properties quantitatively, as it is very difficult to
measure the dispersion measure (DM) precisely on such small time-scales, depending on the pulse structure and its single pulse S/N. As such, constraints were obtained with a simplistic approach, using the measured magnifications, time, and frequency scales of lensing to infer lens sizes and velocities. In a region of higher column density, Main et al. (2018) presented evidence of less extreme lensing, with \( \geq 100 \text{ ms} \) time-scales and magnifications of \( \sim 2 \), but could not draw any quantitative constraints from this region.

In this publication, we present an analysis of a single epoch observation of PSR J2051 – 0827 that covers two eclipses and shows the first clear evidence of plasma lensing in this system. During the first of these eclipses a scintillation maximum occurred partly overlapping with the eclipse, allowing us to study the eclipse in unprecedented detail. The paper is organized as follows: In Section 2, we report on the observations and data processing. In Section 3, we present our methods as well as the derived quantities of flux density, DM, scattering, and polarization throughout the eclipse. In Section 4, we present our geometric optics modelling of the flux density throughout the eclipse and argue that the flux density variations are caused by plasma lensing. In Section 5, we discuss the physical constraints and properties of the eclipsing material. In Section 6, we discuss some simplifying assumptions and limitations of our model, and we conclude and summarize our findings in Section 7.

2 OBSERVATIONS

Observations of PSR J2051 – 0827 analysed in this work were recorded on 2012 September 16 using the 100-m Effelsberg radio telescope and the central beam of a seven-beam receiver ‘P217mm’ \(^2\). The data from two circularly polarized dipoles were digitized to 8-bit values using the Field-programmable gate array (FPGA)- and off-the-shelf server-based coherent de-dispersion frequency-multiplexing software backend psrcx (Lazarus et al. 2016). Full polarization detection was followed by folding of the observations into 1024 phase bins spanning the topocentric rotational period of the pulsar. We performed coherent de-dispersion using a convolving polyphase filter bank implemented in psrcx (van Straten & Bailes 2011) with \( DM = 20.7449 \text{ pc cm}^{-3} \) and after full-Stokes (as defined in van Straten et al. 2010) detection, the mean phase-resolved light curve of the pulsar, referred to as the pulse profile, was output every 10 seconds throughout the 3.34 h of observation. The duration of the observation was chosen to cover more than one orbit of the pulsar.

We sum both orthogonal polarizations to form total intensity \( I \), and we determine an off-gate as bins 500–600 corresponding to roughly pulse phase of 0.99–1.09 in Fig. 1, away from the visible emission and scattering tail. We divide \( I \) by the time average of the off-pulse region across the full observation, and subtract the mean of the off-pulse region in each sub-integration to roughly correct for gain variations. Sub-integrations with an off-pulse standard deviation \( > 5 \times \) the mean were masked, while sub-band edges and corrupted time bins were additionally masked by hand.

3 MEASUREMENTS

In this section, we discuss the 2D template matching method used to measure the DM, scattering time-scales, and flux density. Note that the DM we refer to throughout the rest of this paper is relative to the nominal \( DM = 20.7449 \text{ pc cm}^{-3} \) that the pulse profiles are de-dispersed to. We further discuss disentangling the interstellar scintillation (ISS) from the flux density variations due to the eclipsing material, measuring the magnification curve and spectrum throughout the eclipse.

3.1 2D template matching – variable dispersion measure and scattering

In addition to the flux density varying significantly over the eclipse, many 10’s subintegrations also appear to be dispersed and scattered. We employ a phase-frequency domain template matching method to simultaneously measure dispersion, scattering, and flux density. Our implementation \(^3\) is independent, but similar, to that introduced by Pennucci et al. (2014), which is an extension of the classical Fourier domain template matching method from Taylor (1992) to allow for a frequency-resolved template.

As noted by Pennucci et al. (2014), there is a large amount of freedom in choosing the time–frequency template profile \( p(\varphi, \nu) \). Since there appears to be little profile evolution across our band outside the eclipse, we take the time- and frequency-averaged profile in the time window 15–35 min, where the signal is brightest (see Fig. 1) as our template, so that \( p(\varphi, \nu) \) is frequency independent. In this section, we briefly describe the phase-frequency template matching algorithm, and defer the extra details of the implementation to Pennucci et al. (2014) or our publicly available code.

Suppose the pulsar has some intrinsic phase-frequency profile \( p(\varphi, \nu) \). The observed data \( d(\varphi, \nu) \) can be described as

\[
d(\varphi, \nu) = I(\nu) \{ p(\varphi - \Delta \varphi(\nu), \nu) + g(\varphi, \nu, \tau) \} + b(\nu) + n(\varphi, \nu)
\]

where \( I(\nu) \) describes the amplitude of the frequency channels, describing e.g. the scintillation; \( g(\varphi, \nu, \tau) \) a normalized exponential scattering tail with scattering time-scale \( \tau \); \( b(\nu) \) a frequency-dependent offset term, essentially describing the shape of the bandpass; \( n(\varphi, \nu) \) a additive noise term, typically assumed to be Gaussian with zero mean; and \( \Delta \varphi(\nu) \) a frequency-dependent shift term. We assume the extra scattering to scales in frequency as \( \nu^{-4} \), but note that the exponent can be an additional parameter of the fit. The frequency-dependent shift \( \Delta \varphi_k \) will be due to dispersion, \( k \) indexing the frequency channels. Thus, following Pennucci et al. (2014), we can write

\[
\Delta \varphi_k = \frac{k_{\text{DM}} \cdot DM}{P_{\text{psr}} \cdot v_k^2}
\]

where we set the reference phase to 0, so that the DM is measured relative to the out-of-eclipse region, and take

\[
k_{\text{DM}} \equiv c \pi / 2 = 4.148 \times 10^8 \text{ ms cm}^{-3} \text{ pc}^{-1}
\]

with \( c \) the speed of light and \( r_e \) the classical electron radius (see e.g. Kulkarni 2020). Parameters \( I(\nu) \), DM, and \( \tau \) can then be estimated by standard \( \chi^2 \) minimization, and their associated errors from inverting the Hessian of \( \chi^2 / 2 \) at the minima.

The DM and \( \tau \) throughout our observations give the DMs \( DM(t) \), the scattering time-scales \( \tau(t) \), and the amplitudes \( I(t, \nu) \) as functions of time. We use \( I(t, \nu) \) as the dynamic spectrum throughout; it represents the measured intensity, accounting for the scattered flux density. When both DM and \( \tau \) are close to 0 (i.e. outside the eclipse), they are highly contravariant since increasing one and decreasing the other nearly cancels each other out in the resulting frequency-dependent time delay. The minimizer attempts to correct for the minor shape

---

\(^2\) https://eff100mwiki.mpifr-bonn.mpg.de/

\(^3\) https://github.com/quantumfx/dmfitter
Figure 1. Measurements of variable DM, scattering, and flux density in two subsequent eclipses. Top panel: Pulse profile across 3.34 h of observations. The dropout near 10 min from the start of the observations is due to instrumental effects, and the subsequent drops at ~60 and ~115 min are from calibrator scans. Bottom panels: Zoomed-in profiles near the two eclipses. First row: zoom of pulse profile. Second row: DM difference to outside the eclipse. Third row: scattering time-scale \( \tau_{\text{scat}} \) at central frequency 1345.5 MHz. Bottom row: pulse-averaged flux density in arbitrary units. The error bars are present in the first eclipse, but are too small to see on the figure. They can be seen in the \( \Delta DM \) and \( \tau_{\text{scat}} \) of the second eclipse.
any intrinsic spectral index and frequency variation in as an additional error in the magnification measurements. Moreover, any intrinsic spectral index and frequency variation in $i_{\text{int}}(t)$ are absorbed into the magnification terms. Outside the eclipse, the intrinsic variations, even averaged over 10 s ($\approx 2218$ pulse rotations), result in 2 per cent RMS variations, much larger than the measurement errors of the frequency-averaged intensity $I(t)$. We add this in quadrature to the error on $\mu(t)$.

The time-scale for ISS is much larger than the flux density variations during eclipse, making them separable (which can be seen in the top panel of Fig. 1). We Wiener filter and inpaint $I_{\text{obs}}(t, v)$ with the eclipse region masked to get an estimate for $\mu_{\text{ISS}}$, as described in the appendix. We then divide the Wiener filtered $I_{\text{obs}}(t, v)$ by $\mu_{\text{ISS}}$ without the eclipse region masked to get the full frequency-resolved magnification $\mu_{\text{cl}}(t, v)$. Short time-scale RMS variations of order 2 per cent still exist in the Wiener-inpainted spectrum, as seen in the top right-hand panel of Fig. A1, which may bias the estimation of $\mu_{\text{cl}}(t, v)$. While it is beyond the scope of this paper, future studies of this type can generate ensembles of constrained realizations of $\mu_{\text{ISS}}$ to study the effect of such bias.

4 MODELLING LENSING FROM DISPERSION MEASURE

4.1 Geometrical optics of plasma lenses

As a pulsar moves behind a variable electron column, we measure the DM variations along the axis of motion (See Fig. 2(a) for the lensing system). Since we have little to no information about the direction transverse to the source motion, we proceed by assuming the DM is a 1D, thin lens (see e.g. Clegg et al. 1998; Cordes et al. 2017), and discuss the effects of this assumption in Section 6.2. A ray passing through a region of excess DM will have its phase changed by an amount

$$\phi_{\text{disp}}(x, \lambda) = -\lambda r_c DM(x) \quad (5)$$

where $\lambda$ is the wavelength of the ray, $r_c$ the classical electron radius, and $x$ the position on the image plane. Since additional DM advances phase, the local maxima of DM are divergent, and the local minima convergent. This can qualitatively be seen in Fig. 1; the brightest times in the eclipse correspond to minima in the DM curve, and vice-versa. In this section, we formalize this relationship.

Rays of light will travel by paths of extremal phase, which in the absence of a lens is the direct line of sight. Off the line of sight, the geometric contribution to the phase for a ray is

$$\phi_{\text{geo}}(x, x_{\text{psr}}, x_{\text{obs}}, \lambda) = \frac{\pi}{R_F^2} \left( \frac{d_{\text{lens}}}{d_{\text{psr}}} (x - x_{\text{psr}})^2 + \frac{d_{\text{psr}} - d_{\text{lens}}}{d_{\text{psr}}} (x - x_{\text{obs}})^2 - \frac{d_{\text{psr}} - d_{\text{lens}}}{d_{\text{psr}}^2} (x_{\text{obs}} - x_{\text{psr}})^2 \right)$$

where $R_F = \sqrt{\lambda (d_{\text{psr}} - d_{\text{lens}}) d_{\text{lens}}/d_{\text{psr}}}$ is the Fresnel scale. Since we are in the limit $d_{\text{pl}} \equiv d_{\text{psr}} - d_{\text{lens}} \ll d_{\text{psr}}$, the Fresnel scale reduces to $R_F = \sqrt{\lambda d_{\text{pl}}}$, and the geometric phase reduces to

$$\phi_{\text{geo}}(x, x_{\text{psr}}, \lambda) \approx \frac{\pi}{R_F^2} (x - x_{\text{psr}})^2 \quad (7)$$

independent of the observer position. The total phase of the ray is then the total of the geometric and dispersive contributions

$$\phi_{\text{tot}}(x, x_{\text{psr}}, \lambda) = \frac{\pi}{R_F^2} (x - x_{\text{psr}})^2 - \lambda r_c DM(x) \quad (8)$$

where the negative sign comes from the phase velocity being faster.
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Figure 3. Fits of our one-parameter model to the dynamic spectra. The left-hand and right-hand panels show the first and second eclipses, respectively. Top row: Measured Wiener-filtered dynamic spectra. Middle row: Product of the interstellar scintillation spectra and the computed magnification spectra. Bottom row: Measured (the blue, solid curves) and model magnifications (the orange, dashed curves). The effective velocity \( v_{\text{eff}} = 470 \text{ km s}^{-1} \) is fit for the first eclipse, then applied for the second eclipse in our model.

Figure 4. \( \chi^2 \) versus effective velocity for the first eclipse using 90 data points from the frequency-averaged magnification between orbital phase 0.187 and 0.293. The high variability below \( v_{\text{eff}} \leq 300 \text{ km s}^{-1} \) is due to the appearance of caustics in our band in the model (see Fig. 5).

than \( c \). Images occur at extrema of phase \( \partial_x \phi_{\text{tot}}(x, x_{\text{psr}}) = 0 \), which is the lens equation. A more conventional way of writing it, relating the source and image positions, is

\[
x_{\text{psr}} = x - \frac{\lambda r_2}{2\pi} \partial_x DM(x).
\]

In the absence of \( \phi_{\text{disp}} \), \( \phi_{\text{tot}} \) has one minimum at \( x = x_{\text{psr}} \) from \( \phi_{\text{geo}} \). Adding a smooth \( \phi_{\text{disp}} \) can create extrema in pairs of maxima and minima \( \phi_{\text{tot}} \). This is an example of the odd-image theorem. For any given source position \( x_{\text{psr}} \), there are thus an odd number of real solutions \( x_i, i = 1, 2, \ldots, n \) to the lens equation (9), which are the locations of the images on the lens plane.

Since the images \( x_i \) are generally off the line of sight, they each have an associated group delay from the combined contribution of the geometric and dispersive delays

\[
\tau_{\text{group}, i} = \frac{\lambda}{2\pi c} \left( \frac{\pi}{R_F^2} (x - x_{\text{psr}})^2 + \lambda r_2 DM(x) x_{\text{psr}} \right)_{x = x_i}.
\]

The variations in \( \text{DM} \) can focus and defocus rays, leading to different images \( x_i \) having different magnifications \( \mu_i \). Since lensing is surface brightness conserving, magnification is given by the (differential) ratio of the lensed image size to the unlensed image size

\[
\mu_i = \frac{\partial x}{\partial x_{\text{psr}}} \bigg|_{x = x_i}
\]

Thus, the magnification \( \mu_i \) of an image \( x_i \) at a particular source position \( x_{\text{psr}} \) is related to the second derivative of the DM, evaluated at that image. When pairs of images are created, \( \mu_i \) diverge at the image locations for a point source. These diverging features are known as caustics. Fig. 5 shows where caustics occur in our model of the first eclipse in time and frequency. The divergences of magnification at caustics are usually tempered by finite source-size effects, or in our case, more likely by the scattered images. We discuss caustics further in Sections 6.1 and 6.3.
In our model, we explicitly use classical geometrical optics, so the total magnification is an incoherent sum of all the images

$$\mu_{\text{tot}} = \sum_i |\mu_i|.$$  \hspace{1cm} (12)

At lower frequencies, away from the caustics, multiple imaging can lead to fine scale interference in time and frequency between images. On average, the interference patterns are well approximated by the magnification predicted by geometric optics. We do not observe such patterns in the data, and if they did exist in our observations, they are likely to have been averaged out by the coarse data resolution. As such, geometric optics is good enough for the purposes of this paper, which is to show a correlation between DM and light curve of the pulsar across the eclipse.

**4.2 Magnifications from DM measurements**

To compute magnification from the measured DM, a spatial model of the lens is required. This would be the physical column density of electrons. However, we can only measure DM, which is a priori affected by lensing effects such as multipath propagations. In other words, we require DM as a function of lens coordinate $x$, but we only measure DM as a function of the source coordinate $x_{\text{psr}}$, related to each other by the lens equation (9). Undoing propagation in the measured DM is a difficult problem beyond the scope of this paper. To compute magnification from the measured DM, a spatial model related to each other by the lens equation (9). In our modelling, we take measured DM to be the physical column, i.e. approximate $x_{\text{psr}}(t) \approx x$ for the computation of the derivatives of the DM. This introduces a bias in regions with DM gradients due to the line of sight being shifted. To account for this, consider

$$DM(x_{\text{psr}}) = DM \left( x = \frac{\lambda e R^2}{2 \pi} \partial_x DM(x) \right)$$

$$\approx DM(x) - \frac{\lambda e R^2}{2 \pi} \left( \partial_{x_{\text{psr}}} DM(x_{\text{psr}}) \right)^2$$  \hspace{1cm} (13)

where we used the lens equation (9), and use that $x_{\text{psr}} \approx x$ twice in the second line for the Taylor expansion and the change of variables. We take the second term on the right-hand side as the model error on the DM, which is propagated to the magnifications as described later in this section.

We first convert $DM(t)$ to a spatial function of the lens plane $x$, taking the lens plane to be at the distance of the companion. This is done using an effective velocity, the only parameter of the lens:

$$\frac{x}{R_F} = \frac{t \nu_{\text{rel}}}{R_F \sqrt{d_{\text{pl}}/a_p \sin i}} = \frac{t \nu_{\text{eff}}}{R_F}$$  \hspace{1cm} (14)

where $\nu_{\text{rel}} = \nu_{\text{psr}} - \nu_{\text{lens}}$ is the binary relative velocity, $R_F = \sqrt{\lambda a_p \sin i}$ is a fiducial Fresnel scale, and $x$ is along the direction of $\nu_{\text{rel}}$ (See Fig. 2(b)). In this section, we set $\sqrt{d_{\text{pl}}/a_p \sin i} = 1$, i.e. assume that lensing happens at binary separation projected on to the line of sight, and discuss the effect of changing $d_{\text{pl}}$ in Section 5. From $DM(x)$, we use the lens equation (9), giving an explicit mapping from the lens plane to the source plane $x_{\text{psr}}(x)$. We are, however, interested in the inverse map; for each source position $x_{\text{psr}}$, we want to know where the images $x_i$ are on the lens plane.

Because the pulse profile is integrated to 10 s, the magnification in each time bin is the actual magnification averaged over the length of the time bin. The DM values are also limited to a 10 s resolution, but it is actually necessary to compute magnifications on a finer resolution, followed by averaging, to simulate the effect of 10 s subintegrations. Therefore, we have to interpolate $x_{\text{psr}}(x)$ below this scale to compute image locations and their associated magnifications. While there are

\begin{figure}
\centering
\includegraphics[width=\textwidth]{figure5.png}
\caption{Figures 5. Images show predicted magnifications for range of frequencies from 200 to 4000 MHz for three different effective velocities, our best-fitting velocity of 470 km s$^{-1}$ (top), and with 235 km s$^{-1}$ (middle), and 940 km s$^{-1}$ (bottom) for reference. The white-dashed lines show the extent of our band. Bottom panel shows the average magnification for each of the three velocities in our band. At lower velocities, significantly more caustics are formed, and there is predicted power below the 10 s integrations of our data.}
\end{figure}
a number of ways to do this, cubic splines are well suited for our data, since our measurement errors are small (≈ 1 per cent) and solutions, i.e. images $x_i$, can be efficiently found due to the polynomial nature of the interpolation. This interpolation effectively makes the lens smooth below the 10 s time-scale.

In addition to the ‘artificial’ smoothing from our interpolation, the DM also appears to be physically smoothed. Interpreting the scattered images to be distributed in an extended disc effectively creates a frequency-dependent spatial filter on the observed DM since the DM must be sampled from all the scattered images (e.g. Cordes et al. 2016). The largest scattering times in our observation $\tau_{\text{scat}} \approx 350 \mu s$ corresponds to a physical size of $\approx 10 000 \text{ km}$, corresponding to $\approx 20 \text{s}$ at our best-fitting $v_{\text{eff}}$, larger than our data resolution. This is a fundamental smoothness that cannot be overcome by sampling at finer time resolutions. On the other hand, this justifies our artificial smoothing from interpolation. The combination of the relative closeness of these two smoothing scale is likely what makes our modelling so successful, despite the many shortcomings described in Section 6.

Once we have an interpolated function $x_{\text{psr}}(x)$, we can solve the lens equation (9) for a grid of $x_{\text{psr},j}$, finding images $x_i(x_{\text{psr},j})$, and associated image magnifications $\mu_i(x_{\text{psr},j})$ and total magnification from Equations (11) and (12), respectively. The total magnification, rebinned to the resolution of the data, can be used to directly fit for $v_{\text{eff}}$ using a standard chi-square minimization routine. We use 90 data points from the frequency-averaged magnification between roughly orbital phase 0.187 and 0.293 for the fit.

The measured magnification, along with the best-fitting model, with $v_{\text{eff}} = (470 \pm 10) \text{ km s}^{-1}$, is shown in the bottom left-hand panel of Fig. 3, while the plot of $\chi^2$ versus $v_{\text{eff}}$ is shown in Fig. 4. The error bars on the model are from the standard deviations of the magnification curve computed from 1000 Monte Carlo realizations of DM with 1σ error added, where the error on DM is taken as the measurement error and bias term from equation (13) added in quadrature. Note that the bias term equation (13) depends on $v_{\text{eff}}$, so we employ a two-step fitting: first, we minimize without the bias to get an approximate $v_{\text{eff}}$, then we use the approximate $v_{\text{eff}}$ to compute the bias term and fit a second time to get the proper errors. We also evaluate the magnification using the best-fitting model at all frequencies, and multiply the result with the $\mu_{\text{ISS}}$ to directly compare to the observed dynamic spectrum $\nu_{\text{obs}}(t, \nu)$, in the middle and top panels of Fig. 3, respectively.

Qualitatively, the locations of the ‘peaks and troughs’ from the model closely match the data. The amplitude of variations in the model matches the data well, but are not a perfect one-to-one correlation, as evinced by the large $\chi^2$ value. We emphasize again that this is a one-parameter fit, and we discuss some limitations of our models in Section 6.

As a cross-check, we use our best-fitting velocity $v_{\text{eff}} = 470 \text{ km s}^{-1}$ to compute the magnifications in the second eclipse, where the ISS is at a minimum, shown on the right-hand panel of Fig. 3. Though the DM is measured much less precisely in the second eclipse, the locations of the peaks and troughs in the simulated magnification curves, and the overall amplitude of fluctuation, also match the data well.

By changing $\lambda$, or equivalently $\nu$ for a given $v_{\text{eff}}$, the model gives a prediction of lensing for any frequency. We show the magnification spectrum for our best-fitting $v_{\text{eff}} = 470 \text{ km s}^{-1}$, and at half and twice that value in the top panels, respectively, across over a decade of frequency: 200–4000 MHz, with the white-dashed lines showing our observational bandwidth. As the effective velocity is lowered, caustics, shown as the bright cusp-like features, become more prevalent at higher frequencies. Our model predicts the formation of many caustics at lower frequencies, and well-behaved weak-lensing modulations at high frequencies. We briefly discuss future possibilities of wide-band observations in our conclusions.

5 INTERPRETATION OF MODEL VELOCITY

While we can only measure the DM as a function of time $DM(t)$, our geometric model depends on the column density as a function of distance in the lens plane $DM(x)$, in units of the Fresnel scale. We can convert $DM(t)$ into a spatial gradient using an effective velocity $v_{\text{eff}}$ and the distance of the lens, as in equation (14). The model fits explicitly constrain $v_{\text{eff}}$. Interpreting this effective velocity is not so straightforward, as it is dependent on the orbital properties of the system, the lens distance, and a flow velocity of the lensing material.

From timing (Stappers et al. 1998a), the projected semimajor axis $X = a_p \sin i = 0.045\,076(1)\text{ lt-s}$ (denoted here with $X$ to avoid confusion with the $x$-axis), and the radial velocity amplitude $K_p = 2\pi a_p \sin i / P_b = 9.9156(2) \text{ km s}^{-1}$ are measured. We express the following equations in terms of these observables. The orbital separation is

$$a_{\text{orb}} = \frac{X}{\sin i} \frac{m_p + m_c}{m_c},$$

and the relative orbital velocity is

$$v_{\text{rel}} = \frac{2\pi a_{\text{orb}}}{P_b} = \frac{K_p}{\sin i} \frac{m_p + m_c}{m_c},$$

where $m_p$ and $m_c$ are the masses of the pulsar and the companions, respectively.

The parameter $v_{\text{eff}}$ is constrained by our geometric model to be

$$v_{\text{eff}} = \frac{1}{\sqrt{d_{\text{pl}}/X}} \left(v_{\text{rel}} - v_{\text{flow, L}}\right),$$

with the remaining unknowns being the flow velocity $v_{\text{flow}}$ projected onto the axis of motion and the ratio of lens distance to the orbital separation $d_{\text{pl}}/X$ projected onto the line of sight. In PSR J2051 – 0827, there are too many unknowns to achieve a meaningful constraint, as the mass ratio and $i$ are poorly constrained. We can however, test with plausible values. Using $i \approx 40$ deg from Stappers et al. (1998b), assuming $m_p/m_c \approx 36$ as Lazaridis et al. (2011) and setting $d_{\text{pl}} = X$ gives $v_{\text{eff}} \approx 570 \text{ km s}^{-1}$.

Our best-fitting value for $v_{\text{eff}} = (470 \pm 10) \text{ km s}^{-1}$ differs from the above estimate by 100 km s$^{-1}$, and could be easily explained by a higher inclination of $i \approx 51$ deg, a lower mass ratio of $m_p/m_c \approx 30$, or the lensing occurring at a distance of $d_{\text{pl}} = 1.5X$. Our constraint is then consistent with the lensing material co-moving with the companion; the plasma contributing to the excess DM surrounding eclipse does not have a transverse flow velocity greater than 100s of km s$^{-1}$. Polzin et al. (2019) estimates an outflow velocity of order 5000 km s$^{-1}$ from momentum flux balance of the ablated material from the companion and the pulsar wind at orbital separation. If such a large outflow velocity is present, then it is predominantly along the line of sight, i.e. away from the pulsar.

We have presently modelled the effective velocity as a constant, and changes of velocity and distances over the eclipse are not captured by the model. For example, using the geometry in Fig. 5, modelling the orbit as circular and the eclipsing plasma as a spherical cloud, the distance can vary by over 5 per cent over the eclipse. This will induce a difference in lensing which is symmetric about the orbital phase of 0.25. The change in velocity, on the other hand, will induce an antisymmetric difference. A combination of these changes may
explain the biases seen in Fig. 6. These effects introduce additional freedom in the model, and were not explored in this paper.

6 LIMITATIONS / EXTENSIONS OF OUR MODEL

As shown in Fig. 3, the model fits observed magnification well for 1D, single parameter model. However, our model is known to be incomplete, as can be seen by some unmodelled effects in our data. For example, Fig. 6 shows a broad-scale feature in the magnification throughout both eclipses at the 10 per cent level, which is not captured in our model.

In this section, we discuss some simplifying assumptions in the preceding discussion and list some potential limitations of our incomplete model. These limitations are a non-exhaustive list of effects to consider in future work, whether for eclipse lensing, or for lensing in the interstellar medium (ISM).

6.1 Single image versus scattered Images

Our best-fitting $v_{\text{eff}}$ puts our observational band in the one-image regime. Interestingly, the single image regime also seems to be at odds with the measured excess scattering in the eclipse. Scattering implies that the screen produces many images, which are explicitly invoked in our model. The fact that the model works at all is thus rather surprising. However, the DM is well constrained, with only about 1 per cent relative error during the eclipse. If there are many images produced due to smaller scale fluctuations in the DM at the 1 per cent level, it may be that the magnification of those images average out to the one-image value.

As noted in equation (10), the pulsar emission refracted by DM throughout the eclipse also has a group delay from the combined geometric and dispersive delays. We can do a simple estimate of the contributions from the maximal observed gradient of DM to check whether it is consistent with the scattering time. The dispersive term’s contribution is on the order of

$$\tau_{\text{group, disp}, i} \approx 41 \mu s \left( \frac{\lambda}{21 \text{ cm}} \right)^2 \left( \frac{DM(x)|_{x=0}}{0.02 \text{ pc cm}^{-3}} \right).$$

For the geometric delay, substituting equation (9) into the geometric term of equation (10), we get

$$\tau_{\text{group, geom}, i} \approx 6 \mu s \left( \frac{\lambda}{21 \text{ cm}} \right)^4 \left( \frac{\Delta DM}{\Delta x} \right)^2,$$

where we used the best-fitting value of $v_{\text{eff}} = 470 \text{ km s}^{-1}$ over 10 s to estimate the gradient, and assumed that lensing happens at the binary separation for $R_F$. Note that, in general, the wavelength scaling of the geometric delay does not scale as $\lambda^4$, but depends on how exactly images move in the model in time and frequency. However, in our case, it is $\sim 1 - 2$ order of magnitudes smaller than the observed scattering time, thus the variable scattering observed in the eclipse cannot be due to the geometric delay of the refracted image.

A related effect is that, as discussed in Section 4.2, the scattering disc size is $\sim 10,000 \text{ km}$ at binary separation, which corresponds to $\sim 20 \text{ s}$ at our best-fitting velocity. This means that if the measured DM comes from the combination of all the images in the scattering disc, we are effectively measuring the physical column density smoothed by a spatial Gaussian filter. We might, in fact, be measuring the magnification of a disc of scattered images which is being refracted by the observed large scale DM fluctuations. Conversely, assuming the scattering occurs at the same distance as lensing, the scattering disc size lets us infer a resolution of the lens. We discuss the implication of this in Section 6.3.

Random phases of the scattered micro-images essentially broadens the image, thus tempering any caustic divergences. However, caustics have been seen to occur in PSR B1957 +20 in a region where the fluctuations in dispersive phase closely match that of the geometric phase (Main et al. 2018). If caustics exist in PSR J2051 −0827, they would only be visible in the edge of the eclipse, where there is still excess DM, but scattering is minimal.

6.2 Screen geometry

The physical column density can vary in both dimensions transverse to the line of sight, but the pulsar’s motion only samples the column density along a single line in the plane. In our model, we assumed that the lens is 1D, and all lensing happens along the direction of the source motion. Although a perfect 1D lens seems unrealistic, it is not a simple task to measure or model the screen in the transverse dimension. In a 1D lens, light can only be bent in the said dimension, and thus, by flux conservation, magnification averages to 1 over a length-scale comparable to the lens size. However, fluctuations of the lens in the transverse dimension can focus or defocus light into or out of the line of source motion, causing a bias in modelled magnification. We can estimate the contribution of the transverse direction, assuming that the unmodelled magnification is due to it. Indeed, if the physical column density represented by the measured DM depended on both dimensions $(x, y)$, the resulting magnification would be

$$\mu_{2D} = \left( 1 - \frac{\lambda r R_F^2}{2\pi} (\partial_x^2 DM + \partial_y^2 DM) + \left( \frac{\lambda r R_F^2}{2\pi} \right)^2 \left( \partial_x^2 DM \partial_y^2 DM - (\partial_x \partial_y DM)^2 \right) \right)^{-1}.$$  

Combining this with the 1D magnification from equation (11), we get, in the single image regime,

$$1 - \frac{\mu_{1D}}{\mu_{2D}} = \frac{\lambda r R_F^2}{2\pi} \partial_x^2 DM + \mu_{1D} \left( \frac{\lambda r R_F^2}{2\pi} \partial_x \partial_y DM \right)^2.$$
where the RHS is due to deflection in the transverse direction. Taking
\( \mu_{1D} = \mu_{\text{model}} \) and \( \mu_{2D} = \mu_{\text{ecl}} \) the measured magnification and interpreting the unmodelled magnification as solely coming from the transverse direction gives the contribution of the transverse direction to magnification. If we further assume that the cross derivative term is small, i.e. that the lenses are roughly isotropic, we can estimate curvature in the column density in the transverse direction. Fig. 7 shows the dimensionless ‘curvature’ in equation (21) compared to the the 1D contribution \( 1 - 1/\mu_{1D} = \frac{\tau_{s} R_{\text{psr}}}{2 c d_{\text{pl}}^{2}} \lambda_{\text{DM}} \), which appear to be of similar order, suggesting that the differences between our model and the observed magnifications can be explained through variations of geometry between the lenses.

In addition to the effect of eclipse geometry discussed in the end of Section 5, a transverse dimension may also contribute to the systematic deviations of order \( \sim 0.1 \) from magnification of unity in 3-min rolling-averaged magnification curves of both eclipses in Fig. 6. An overdensity of electrons in the transverse dimension in orbital phase \( \leq 0.25 \) followed by an underdensity in orbital phase \( \geq 0.25 \) can lead to the observed bias.

In principle, there can be an extra angle in the effective velocity, describing the relative angle between the orientation of the 1D lenses and the motion of the pulsar on the sky, similar to the angle \( \alpha \) in pulsar scintillation (e.g. Brisken et al. 2010). However, unlike in the context of pulsar scintillation, a constant angle is physically unlikely. The orientation of the lenses would more likely either follow the contours of Fig. 2(b), and thus slowly change over the orbit, or be a statistical average over many angles from the many anisotropic lensing plasma ‘blobs’. Modelling such lenses requires a full 2D simulation, beyond the scope of this paper.

### 6.3 Effects of screen resolution

We have analysed the effects of flux density variations from lensing assuming a point source. However, the large scattering times from the eclipsing wind result in extremely fine resolution at the pulsar. Similarly, the flux density variations we observe are the result of a two-screen interaction, where we have treated the lensing from the eclipsing material as uncoupled from scintillation in the ISM. For a screen, the angular size relates to the time delay as

\[
\tau = \frac{\theta^2}{2c} \frac{d_{\text{psr}}}{d_{\text{lens}}},
\]

where \( d_{\text{psr}} \), \( d_{\text{lens}} \), and \( c \) are the distances to the pulsar, to the lens, and the speed of light, respectively. The screen resolution given by the diffractive limit of the screen is then

\[
\theta_{\text{res}} = \frac{\lambda}{2\sqrt{\pi \tau_{\text{scat}} d_{\text{psr}}/d_{\text{lens}}}}
\]

In the first eclipse, the measured scattering times in the eclipsing region is as large as \( \tau_{\text{scat}} \approx 350 \mu s \). So the physical resolution is \( \theta_{\text{res}} = d_{\text{psr}}/\theta_{\text{res}} \approx 10 \text{ m} \), much smaller than the neutron star radius of \( R_{\text{NS}} \approx 10 \text{ km} \), and far smaller still than the light cylinder radius, \( R_{\text{LC}} \approx 215 \text{ km} \). Therefore, it is quite plausible that the emission region is resolved. An extended source generally has the effect of smoothing out magnification curves over the source size (e.g. Clegg et al. 1998). However, we are modelling magnification on 10 s time bins, or equivalently, over 4700 km at our best-fitting \( v_{\text{eff}} \), much larger than potential source-size effects, and any smoothing effects by an extended source will therefore be unlikely to influence the current model. The apparent lack of caustics may be also explained by the scattered images, as discussed in Section 6.1.

For the ISM and eclipse-screen interaction, if the pulsar’s emission is sufficiently broadened before it reaches the ISM, it will no longer appear ‘point-like’ to the interstellar screen, and will no longer scintillate. Equivalently, emission from the many scattered images will be out of phase with each other, and it will appear as an incoherent source. This argument has been invoked in FRBs (Masui et al. 2015), where scattering occurs both in the host and in our galaxy, and in the Crab Pulsar (Vandenberg 1976; Rudnitskii et al. 2017; Main & van Kerckwijk 2017), where scattering in the Nebula dominates the temporal broadening while the angular broadening is in the ISM.

While we do not know the angular scale or distance to the scattering screen, we can approximate it as halfway, and use the scintillation bandwidth to approximate the screen’s resolution. Although there is a wide-band scintle covering our entire bandwidth, there is clear variation from scintillation from channel to channel, with channel sizes of 1.56 MHz. This channel to channel variation comes from the furthest separated images on the sky, and hence have the highest resolution. This implies scattered power to \( \tau_{\text{ISS}} \approx 1/(2 \times 1.56 \text{ MHz}) \approx 320 \text{ ns} \).

The condition for the ISM screen to resolve the eclipsing scattering screen is then roughly

\[
\sqrt{\frac{\tau_{\text{scat}} d_{\text{psr}}}{d_{\text{pl}}/2}} \lesssim \lambda \sqrt{\frac{\lambda_{\text{ISS}}}{d_{\text{psr}} c}}.
\]

From the estimated values, the size of scattering at the eclipse is \( \theta_{\text{ecl}} \approx 90 \text{ nas} \), while the resolution of the ISM scattering screen is \( \theta_{\text{res}} \approx 900 \text{ nas} \), an order of magnitude larger than the scattering in the eclipse. It is then unlikely that this will affect our observation, although the largest time delays (finest scintles) of the ISM screen may be at the limit of resolving the largest time delays of the eclipsing screen.

While this is unlikely to affect our observation, it is very likely to matter at lower frequencies; using \( \tau \propto \lambda^{4} \), the angular size and resolution scale as \( \theta_{\text{ecl}}/\theta_{\text{res}} \propto \lambda^{3} \). In that case, during the eclipse, the maxima and minima of the scintles in the dynamic spectrum will tend to be more ‘washed out’.

### 7 CONCLUSIONS AND FURTHER WORK

In this paper, we discovered clear evidence of lensing associated with the eclipsing material of PSR J2051 – 0827, and demonstrated a direct, predictive correspondence between DM and flux density variations in the pulsar, using a simple 1D lensing model. This provided a measure of the effective velocity of the lensing material, constraining...
the flow velocity to be small, and thus co-moving with the companion; or predominantly along the line of sight, away from the pulsar. A single measurement of an effective velocity is difficult to interpret due to the unknown orbital parameters and degeneracies. Differential measurements are far more precise – if $v_{\text{eff}}$ surrounding the eclipse changes over time, then this can only arise from variations in the companion’s outflow, as the proper motion and orbital dynamics are essentially constant. The more that is known about the system (e.g. mass ratio, inclination, precise pulsar distance), the better this constraint can be used to probe the outflow, and possibly eclipse dynamics. The approach taken in this paper may be even better applied to other spider systems, with better understood mass ratios and orbits, if measurements are sufficiently precise to allow for it.

Our predictive framework may be useful when applied to the ISM, i.e. if scattering and flux density variations caused by variable DM in scattering screens can be predicted. This will be especially the case in systems with solved scattering screen geometry, either through VLBI or multistation time delays (Brisken et al. 2010; Fadeev et al. 2018; Simard et al. 2019), or through annual variations of scintillation time-scales and bandwidths (Rickett et al. 2014; Reardon et al. 2019) or scintillation arc curvatures (Main et al. 2020; Reardon et al. 2020).

In addition to predicting the flux density variations, the model also predicts the associated scattering times of many images. Unfortunately, as shown in Section 6.3, predicting scattering times was unsuccessful in our present model; scattering is highly dependent on the smallest scales of fluctuations in DM, which are most difficult to measure precisely. However, with increasingly precise measures of DM, it may be possible to use DM variations to predict or estimate the effects of variable scattering in the ISM to improve timing. This type of analysis may already be possible using existing high-cadence DM monitoring campaigns, including Pulsar Timing Arrays (Hobbs 2013, Desvignes et al. 2016, Verbist et al. 2016, Arzoumanian et al. 2018), and high-precision DM monitoring at low frequencies (e.g. Donner et al. 2019; Bondonneau et al. 2020). As the CHIME Pulsar Project operates for longer (Ng 2017), there will be daily DM measurements for most pulsars in the northern sky, a perfect test-bed for the causal connection between the variations of DM, flux density, and scattering.

One of the limitations of this paper comes from the 10 s time binning, as there is clearly lensing occurring on shorter time-scales, and perhaps caustics as seen in PSR B1957 + 20 (Main et al. 2018) and Ter5A (Bilous et al. 2019). In PSR J2051 – 0827, Polzin et al. (2019) find depolarization over 13 min bins throughout the eclipsing region, indicating rapid RM changes. Further studies able to resolve single pulses will be useful to detect caustics, and are much more likely to provide instantaneous measures of the RM of the eclipsing material (Li et al. 2019), and potentially resolve the pulsar magnetosphere (e.g. Main et al. 2018). On the other hand, it may be difficult to accurately measure DM at much shorter time-scales. In addition, DM measurements at lower frequencies are biased by larger bending angles as well as the presence of multiple images, and if there is significant scattering, the DM is effectively smoothed by the scattering discs (Cordes et al. 2016). Therefore, higher frequency measurements, which are less affected by various propagation effects, may be more suitable for the present type of predictive modelling. Further studies using sensitive, wide-band observations (such as those afforded by e.g. MeerKAT, LOFAR, FAST, Parkes UWL), will be necessary to further unravel the mystery of eclipses.
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APPENDIX A: INPAINTING DYNAMIC SPECTRA USING A WIENER-FILTER

Wiener filter is a linear filter often used in signal processing and image analyses, such as analyses of the Cosmic Microwave Background, to improve the SNR of data (see e.g. Planck Collaboration 2020). Suppose we have a true signal vector \( s \), e.g. a dynamic spectrum, or a time series. The measurement of \( s \) may be corrupted, and the measured signal can be described by

\[
d = Hs + n
\]

for some known matrix \( H \) and additive noise vector \( n \). \( H \) can describe, for example, a boolean mask of the data, or a blurring process. The Wiener filter \( W \) is the ‘optimal’ filter that gives the estimated signal

\[
WF = Wd.
\]

The Wiener filter is optimal in the least-squares sense: it minimizes the expected squared error

\[
e^2 = \langle |WF - s|^2 \rangle.
\]

Minimizing \( e^2 \) with respect to \( W \), and assuming that \( s \) and \( n \) are uncorrelated so that \( \langle ns^\dagger \rangle = \langle sn^\dagger \rangle = 0 \), the Wiener filter is

\[
W = \Sigma_s H^\dagger (H\Sigma_n H^\dagger + \Sigma_n)^{-1}
\]

where \( \dagger \) indicates the conjugate transpose, and \( \Sigma_s = \langle ss^\dagger \rangle \) and \( \Sigma_n = \langle nn^\dagger \rangle \) are the autocovariance matrices of the signal and noise, respectively. The diagonal of \( \Sigma_s \) is the power in each pixel, and the off-diagonal term represents the covariance between pixels. Similarly, the diagonal of \( \Sigma_n \) represents the noise power in each pixel. In a typical measurement with e.g. Gaussian error, \( \Sigma_n \) is diagonal since errors do not correlate between pixels. The Wiener filter, as ‘(signal) over (noise plus signal)’, effectively de-weights high noise or masked pixels inversely proportional to its signal-to-noise ratio (SNR; zero for masked pixels) and uses the correlation between pixels to ‘in-paint’ the data.

Ideally, \( \Sigma_s \) and \( \Sigma_n \) are computed from many repeated measurements. In practice, however, we often only have a single measurement of the observed quantities, and have to estimate \( \Sigma_s \) and \( \Sigma_n \). As long as the estimates for \( \Sigma_s \) and \( \Sigma_n \) are sensible, the resulting \( W \) will be a fairly accurate approximation of the true optimal \( W \) (Press et al. 2007, Ch. 13.3). We present a few typical ways to estimate \( \Sigma_s \) and \( \Sigma_n \).

For \( \Sigma_n \), if measurement uncertainties are available, those can be taken as a reasonable estimate for the former. Alternatively, if the error is known to be white, one can take a Fourier transform of the data vector \( d \) and estimate the noise power from averaging high-frequency terms where the signal is far below the noise floor, and noise dominates.

For \( \Sigma_s \), if the process that generate \( s \) is known, that can be used to calculate \( \Sigma_s \). Another way is to simply subtract \( \Sigma_n \) from the data covariance \( \Sigma_d = \langle dd^\dagger \rangle \) since

\[
\langle dd^\dagger \rangle = \langle (Hs + n)(Hs + n)^\dagger \rangle = H\Sigma_s H^\dagger + \langle nn^\dagger \rangle\n\]

so that

\[
\Sigma_s = H^{-1}(\Sigma_d - \Sigma_n)(H^{-1})^\dagger. \tag{A6}
\]

Substituting equation (A6) into equation (A4),

\[
W = H^{-1}(\Sigma_d - \Sigma_n)(\Sigma_d)^{-1}. \tag{A7}
\]

This can be difficult to computationally evaluate if \( H \) is not the identity matrix, or not well defined if \( H \) is singular. Finally, since the covariance matrix and the power spectrum are related by a Fourier transform, we can compute the power spectrum of \( d \) by taking the square modulus of its Fourier transform, model it as a power-law \( \propto f^{-\alpha} \), then inverse Fourier transform the fitted power-law curve to get an estimate of the covariance matrix.

We show our in-painted dynamic spectrum of the first eclipse, with the eclipse masked, in Fig. A1, with \( \Sigma_s \) estimated from averaging the power spectra of the full observation according to Welch’s method, and inverse Fourier transformed to obtain the covariance matrix, and \( \Sigma_n \) taken to be the error on \( a(t, \nu) \) from the template matching procedure. We note that fitting an anisotropic power-law of the form \( f^{-\alpha} \cdot f^\beta \) to the power spectrum as an estimate for \( \Sigma_s \) also works relatively well. Using a power-law not mean that the underlying signal comes from a power-law process, only that a power-law process is a reasonable estimate of the signal power spectrum. The ‘raw’ dynamic spectrum is shown in the top left-hand panel, with clear sub-band edges, instrumental dropout around time bin ~ 80, and various pixels masked from the RFI detection. The top right-hand panel shows the Wiener-filtered dynamic spectrum. Our boolean mask \( H \) is shown in the bottom left-hand panel, with RFI pixels, sub-band edges, bad channels, and bad time bins masked. The bottom right-hand panel shows the difference between the raw dynamic spectrum and the in-painted dynamic spectrum. The masked pixels show the largest differences since the SNR is 0 in those pixels, and the filter takes no
information from the pixels themselves. Small changes can also be seen in the unmasked region.

One thing to note is that, naively, the Wiener filter $W$ involves the evaluation of inverses of the covariance matrices which scale as $(\text{number of pixels})^2$, which is computationally inefficient for even moderately sized images. However, since the inverse is not explicitly needed, a simple, but substantial speed and memory improvement can be obtained by using iterative conjugate gradient solvers, such as the ones implemented in scipy. That is, instead of computing $(H\Sigma_s H^T + \Sigma_n)^{-1}$ explicitly, iteratively solving for $(H\Sigma_s H^T + \Sigma_n)x = \delta$, and then $s_{WF} = \Sigma_s H^T x$. 

Figure A1. Wiener filter of the dynamic spectrum in the first eclipse. Top left: raw measured dynamic spectrum; top right: Wiener-filtered dynamic spectrum; bottom left: applied mask; bottom right: difference of raw and Wiener-filtered dynamic spectra.