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Abstract

Hydrodynamic instabilities in disks around young stars depend on the thermodynamic stratification of the disk and on the local rate of thermal relaxation. Here, we map the spatial extent of unstable regions for the Vertical Shear Instability (VSI), the Convective Overstability (COS), and the amplification of vortices via the Subcritical Baroclinic Instability (SBI). We use steady-state accretion disk models, including stellar irradiation, accretion heating, and radiative transfer. We determine the local radial and vertical stratification and thermal relaxation rate in the disk, which depends on the stellar mass, disk mass, and mass accretion rate. We find that passive regions of disks—that is, the midplane temperature dominated by irradiation—are COS unstable about one pressure scale height above the midplane and VSI unstable at radii >10 au. Vortex amplification via SBI should operate in most parts of active and passive disks. For active parts of disks (midplane temperature determined by accretion power), COS can become active down to the midplane. The same is true for the VSI because of the vertically adiabatic stratification of an internally heated disk. If hydrodynamic instabilities or other nonideal MHD processes are able to create α-stresses (>10⁻⁵) and released accretion energy leads to internal heating of the disk, hydrodynamic instabilities are likely to operate in significant parts of the planet-forming zones in disks around young stars, driving gas accretion and flow structure formation. Thus, hydrodynamic instabilities are viable candidates to explain the rings and vortices observed with the Atacama Large Millimeter/submillimeter Array and Very Large Telescope.
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1. Introduction

Angular momentum transport and the associated accretion process in protoplanetary disks are driven by either winds (Wardle 1997; Pudritz et al. 2007; Königl et al. 2010; Bai & Stone 2013) or magnetic and hydrodynamic turbulence (Luest 1952; Shakura & Sunyaev 1973; Balbus & Hawley 1991). One of the considerable physical processes causing outward transport of angular momentum is the Magnetorotational Instability (MRI), which requires a sufficiently ionized shear flow in addition to weak magnetic fields. This linear instability works well in accretion disks of high temperature around black holes or neutron stars. Large parts of protoplanetary disks, however, have low ionization rates and gas densities outside ~0.3 au; thus, nonideal MHD effects, namely resistivity and ambipolar diffusion (Lesur et al. 2014; Gressel et al. 2015), largely hamper the MRI and thereby open a venue for hydrodynamic instabilities, as explored by Lyra & Klahr (2011).

These hydrodynamic mechanisms include the Subcritical Baroclinic Instability (SBI) (Klahr & Bodenheimer 2003; Petersen et al. 2007a, 2007b; Lesur & Papaloizou 2010), the Convective Overstability (COS) (Klahr & Hubbard 2014), which can be interpreted to be the linear phase of the SBI mechanism (Lyra 2014), and the Vertical Shear Instability (VSI) (Urpin & Brandenburg 1998; Urpin 2003; Nelson et al. 2012; Lin & Youdin 2015), which is the protoplanetary disk equivalent of the Goldreich–Schubert–Fricke Instability (Goldreich & Schubert 1967; Fricke 1968) in stars.

The radial and vertical stratification of the disk in temperature and density and the thermal relaxation timescale determine whether these instabilities can exist. For infinite cooling times, the stability constraints are given by the standard Solberg–Høiland criteria (Rüdiger et al. 2002). Malygin et al. (2017) have investigated detailed models of the radiative properties of a simple, nonaccreting power-law disk profile, identifying necessary conditions for the onset of instability by mapping where the infinite cooling time condition is sufficiently violated.

In this article, we replace the power-law disk models with a self-consistent 1+1D accretion disk model that allows us to determine the nontrivial temperature and density stratification of the gas as a result of gas accretion (Meyer & Meyer-Hofmeister 1982; Bell et al. 1997) and stellar irradiation (D’Alessio et al. 1998). Although the surface temperature of a disk can usually be nicely approximated by a power law, the midplane temperature can have a more complicated structure with varying gradients, reflecting the local optical depth and the rate of viscous heating (Bell et al. 1997; D’Alessio et al. 1998).

Gas accretion and the associated heating are assumed to be the result of an unspecified angular momentum transport mechanism, which could be turbulent viscosity or winds, described by the α-parameter (Shakura & Sunyaev 1973), which for our model determines the amount of thermal energy that is released inside of the disk.

A passive disk as defined here has a temperature structure in the planet-forming regions dominated by stellar irradiation (which is in our models the case for α ≲ 10⁻⁵), and an active disk is dominated by accretion heating in the planet-forming zone (in our models for α > 10⁻⁵).

The goal of this article is to learn, first, whether a passive disk is able to develop hydrodynamic instabilities and, second, whether the energy release from resulting mass accretion triggered by the instabilities will support or suppress the instabilities.

On the other hand, the mass accretion rate can also be thought to be the result of either another instability associated...
with nonideal MHD effects, like a strongly suppressed MRI (which would otherwise quench the instabilities we are aiming to investigate), or can be produced by magnetically driven disk winds or Hall MHD, also leading to some heating of the disk. Also, for that case, it would be interesting to know whether conditions for additional hydrodynamic instabilities could be given.

A prediction of the physical conditions inside of a protoplanetary disk makes it possible to determine where the necessary criteria for an instability are met and how fast the corresponding linear perturbations should grow with time. This is crucial to study the nature of angular momentum transport in circumstellar disks and to set up simulations of hydrodynamic instabilities under realistically modeled physical conditions (i.e., radial and vertical stratification).

The weak hydrodynamic instabilities are also of special interest for planet formation theory, because even if their contribution to angular momentum transport might be small, they drive the formation of nonlaminar flow features, such as zonal flows and vortices. Such pressure maxima are able to accumulate the inward-drifting dust particles and could, therefore, be the birthplaces of planetesimals and planets (Barge & Sommeria 1995; Klahr & Bodenheimer 2006). Such structures are observed lately in circumstellar disks by the Atacama Large Millimeter/submillimeter Array (ALMA) and the Very Large Telescope (VLT; van der Marel et al. 2013; Carrasco-González et al. 2016). For a recent review on the role of nonlaminar flow features on planetesimal formation, we refer to Klahr et al. 2018. Hartmann & Bae (2018) revisited the physics of the accretion process itself and found that even a relatively low \( \alpha \gtrsim 10^{-2} \) is enough to explain the observed accretion rates onto T-Tauri stars. They conclude that the hydrodynamic contribution to angular momentum transport might have been underestimated in the past and that, in some cases, hydrodynamic turbulence might even be more important to the accretion than magnetic contributions originating from the MRI.

In the following section, we give an overview of the basic physics of the investigated instabilities, their analytical growth rates, and the concepts of thermal relaxation used in the scope of this work. The 1+1D disk model and the used opacity model are described in Section 3. The general influence of the disk structure on stability, as well as the spatial distributions and growth rates of the introduced mechanisms, are presented in Section 4. Our stability maps, shown in Section 4.6, sum up the gained knowledge of the distribution of the susceptible regions for the investigated instabilities and parameter sets. One example of such a map is shown in Figure 1, for a disk model with input parameters \( M_{\text{disk}} = 0.1 M_\odot \), a moderate local viscous heating of \( \alpha = 10^{-3} \), and a central star of \( M_\star = 1 M_\odot \). We finally summarize and conclude in Section 5.

### 2. Instabilities

The hydrodynamic instabilities discussed here arise either from vertical shear or from the radial buoyancy in the disk. Both are linked to the radial gradient of temperature.

The VSI is a special case for the violation of the Rayleigh criterion—that is, by moving upward, gas can move also outward under conservation of the specific angular momentum, which leads to a release of kinetic energy. The COS and its weakly nonlinear extension the SBI are both special cases of thermal convection in the radial direction of the disk (i.e., of a radial superadiabatic stratification).

Another hydrodynamic effect creating vortices in disks is the so-called Zombie Vortex Instability (ZVI; Marcus et al. 2015; Umurhan et al. 2016b), but we will not include it in this investigation, because it is a nonlinear instability, making predictions on its occurrence more complicated than those for the linear instabilities we study here. A study by Lesur & Latter (2016) suggests that the instability may occur in the inner optically thick regions of disks (\( R < 0.3 \) au), where thermal relaxation takes long enough to allow for the necessary vertical internal gravity waves for the ZVI to operate. In contrast, Barranco et al. (2018) argue that, at larger distances from the star (\( R > 2 \) au or \( R > 16 \) au, depending on the assumptions of dust growth and settling) at sufficient height above the midplane (\( z > 1.5 \) \( R \)), dust might thermally decouple from the gas, allowing the ZVI to operate, provided gas opacities are small (see the discussion in Malygin et al. 2017). Barranco et al. (2018) also find in numerical experiments that even in cases where ZVI operates only above \( z > 1.5 \) \( R \), some turbulence still reaches the midplane. In summary, the conditions for ZVI are currently more a problem of the proper dust size and gas opacity model, rather than the influence of accretion onto the temperature gradients in the disk, which is the actual topic of our article. We therefore abstain from mapping out likely ZVI regions, while noting that the dust size distributions for protoplanetary disks constrained by observations combined with numerical models of the growth processes (e.g., Birnstiel et al. 2012; Estrada et al. 2016) will hopefully bring light to these outstanding issues.

---

**Figure 1.** Stability map for a solar nebula-like disk around a solar mass star with \( M_{\text{disk}} = 0.1 M_\odot \) and a moderate local viscous heating of \( \alpha = 10^{-3} \). The black lines indicate one, two, and three pressure scale heights, respectively. Vertical Shear Instability (VSI—green lines slanted to the right) can occur at larger radii, where cooling is efficient, or alternatively in the inner more optical thick parts of the nebula, which is vertically adiabatic, indicated by the possible occurrence of Vertical Convective Instability (VCI—vertical red lines). Convective Overstability (COS—horizontal blue lines) will occur in the irradiation-dominated outer parts only at a height of one pressure scale height and above, because the entropy gradient flips sign only some height above the midplane. In the inner parts of the nebula, where viscous heating is important and especially in the opacity transition zones (ice line 3 au–6 au and silicates evaporation zones 0.4 au–1.5 au), the entropy gradient is negative down to the midplane, forming a sweet spot for COS. The Convective Amplification of large-scale vortices (SBI—Gray Shaded region) can occur throughout most of the disk (0.3 au–50 au), because the surface density structure is shallower than the midplane density; thus, radial buoyancy (negative gradient of vertical integrated entropy) can much more easily be established.

---
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The following sections briefly review the mechanisms for which we have predictions of linear growth rates. We want to point out that the growth rates presented in the following sections are derived for disk models with either vertical or adiabatic temperature stratification, whereas radiation transport will lead to stratifications that are somewhere between those ideal cases. The influences of disk structure and viscosity on the instabilities are further discussed in the following sections, whereas the treatment of radial flows was not incorporated in this study.

Our models do not include the effects of magnetic fields, and we are thus not able to treat their impacts on the evolution of the hydrodynamic instabilities beyond providing some heating of the disk as incorporated by $\alpha$. We explicitly assume that the nonideal MHD terms do allow for sufficient diffusion of magnetic fields; thus, hydrodynamic instabilities will not be suppressed (Lyra & Klahr 2011; Latter & Papaloizou 2018).

2.1. COS

Klahr & Hubbard (2014) considered finite thermal relaxation times ($\tau_{\text{relax}}$) in their linear, inelastic stability analysis of protoplanetary disks and found a new, thermally driven instability that can be described as radial convection on epicycles. The mechanisms can be explained as follows. An outward perturbation of a fluid element brings it into contact with a cooler surrounding because of the radial temperature gradient of the disk. While the gas parcel undergoes half an epicycle, it changes its temperature owing to heat exchange with its surrounding on a timescale $\tau_{\text{relax}}$. When it arrives at the initial radial distance to the star, its entropy is lower than the initial value, which leads to an inward acceleration due to buoyancy. On its extended half epicycle through the inner and hotter region of the disk, it undergoes an increase of temperature and entropy. When it finally arrives at the initial radius, it experiences an outward buoyancy force. This positive feedback caused by a radially buoyant stratification is called COS. The linear phase of the COS drives motions in the disk’s $R$–$z$ plane with a growth rate of

$$\Gamma_{\text{COS}} = \frac{-\gamma \tau_{\text{relax}} N_R^2}{2 \left( 1 + \gamma^2 \tau_{\text{relax}}^2 \left( \kappa_R^2 + N_R^2 \right) \right)}$$  

(Klahr & Hubbard 2014), where $\gamma$ is the heat capacity ratio of the gas, $\kappa_R$ is the radial epicyclic frequency, and $N_R^2$ refers to the square of the radial Brunt–Väisälä-frequency, which is indicating stability when positive and buoyancy-driven instability when negative. The necessary condition for COS to develop is, thus, given by a radially buoyant stratification ($N_R^2 < 0$), which is expected to be present in the optically thick regions of the disk. The growth rate’s dependency on perturbation wavenumber, therefore, enters Equation (1) via the thermal relaxation time $\tau_{\text{relax}} = \tau_{\text{diff}} \propto k^{-2}$ (see Section 2.5). The assumption of $\tau_{\text{relax}} = \tau_{\text{diff}}$ is justified in this case, because the necessary condition $N_R^2 < 0$ requires the disk to be optically thick.

The wavenumbers leading to significant growth of perturbations have to fulfill $k \gg k_R$, which implies radially elongated and vertically unextended motions ($k \approx k_c$) (Klahr & Hubbard 2014; Lyra 2014), and, thus, we estimate the influence of vertical stratification onto the growth rates as unimportant. Therefore, it is justified to use the Klahr & Hubbard (2014) growth rate, which was derived in a radially but not vertically stratified disk setup. The sign of $N_R^2$ directly depends on the radial (cylindrical) density and temperature structure of the disks in terms of

$$\beta_T = \frac{d \log (T)}{d \log (R)}$$  

$$\beta_p = \frac{d \log (\rho)}{d \log (R)},$$  

from which we derive the radial slope in pressure $\beta_p = \beta_T + \beta_T$ and specific entropy $\beta_s = \beta_T + (1 - \gamma)\beta_p$, resulting in the expression

$$N_R^2 = -\frac{1}{\gamma} \left( \frac{H}{R} \right)^2 \beta_k \beta_p \Omega^2,$$

(Raettig et al. 2013) where $H/R$ represents the disk’s aspect ratio with respect to the local pressure scale height $H$ (i.e., an expression for the temperature of the disk and $\Omega$ is the local Keplerian angular frequency). Because this overstability relies on entropy differences between perturbed fluid parcels and their surroundings, relaxation times have to be neither too small nor too large. In the first case, a fluid element would always adopt the temperature of its surroundings. Its movement would be isothermal and no buoyant force would act on it, which means that Rayleigh’s stability criterion applies to it. The latter case describes an adiabatic perturbation, where the fluid’s entropy stays constant during its epicyclic motion. This means that it follows a stable, buoyancy-adjusted epicycle (Latter 2016). The relaxation time for maximum growth of the linear phase was also calculated by Klahr & Hubbard (2014) to be

$$\tau_{\max,\text{COS}} = \frac{1}{\gamma \Omega}$$

This condition can be used to derive the instability’s maximum growing wavenumber $k_{\max,\text{COS}} = 1/\sqrt{D_E \tau_{\max,\text{COS}}}$ (see Section 2.5 Equation (23) for more detail). In this study, we are interested in the modes that fulfill this condition and thus grow fastest with a rate derived by Klahr & Hubbard (2014)

$$\Gamma_{\max,\text{COS}} = -\frac{N_R^2}{4\Omega}.$$  

Viscosity was shown to hinder the growth of COS, especially for small-scale perturbations, by Klahr & Hubbard (2014) and Latter (2016), yet realistic molecular viscosity is too low to provide an obstacle to the COS; thus, these considerations are not incorporated into our studies. The finite amplitude perturbations created by the COS can trigger its nonlinear phase, the SBI (Klahr & Bodenheimer 2003; Petersen et al. 2007a, 2007b; Lyra 2014), which amplifies existing vortices in the disk’s $R$–$\phi$ plane (see Section 2.2). These vortices are of interest for the growth of dust to planetesimals, because they are able to accumulate dust particles (Barge & Sommeria 1995).
Large anticyclonic vortices are quasi-2D structures in the $R$–$\phi$ plane of the disk. They have vertically little variation over more than a pressure scale height above the midplane (Meheut et al. 2012; Manger & Klahr 2018). Thus, to study their possible amplification in the SBI mechanism, which relies on the radial buoyancy, one has to consider their vertically integrated entropy and pressure structure. We, therefore, use the definition of a vertically integrated density $\Sigma$ and entropy $\tilde{S}$, also used in Klahr (2004) and Klahr et al. (2013)

$$\Sigma = \int_0^{\xi_{\text{max}}} \rho(R, z) dz$$

(7)

$$\tilde{S} = C_v \log(\tilde{K})$$

(8)

where we assume a polytropic equation of state for a 2D pressure $\tilde{P} = \tilde{K}\Sigma^{\gamma}$ with an entropylike potential temperature $\tilde{K}$. The heat capacity ratio has to be adjusted to a fi

$$\Sigma = \int_0^{\xi_{\text{max}}} \rho(R, z) dz$$

(7)

$$\tilde{S} = C_v \log(\tilde{K})$$

(8)

where we assume a polytropic equation of state for a 2D pressure $\tilde{P} = \tilde{K}\Sigma^{\gamma}$ with an entropylike potential temperature $\tilde{K}$. The heat capacity ratio has to be adjusted to a vertically integrated value $\gamma$, defined by Goldreich et al. (1986) as $\gamma = (3\gamma - 1)/(\gamma + 1) = 1.354$ for a typical mixture of hydrogen and helium gas ($\gamma = 1.43$). The investigation of the vertically integrated disk structure has also proven to be a useful tool in the study of planet disk interactions, where the radial entropy structure impacts the so-called horseshoe drag exerted on a planet (Baruteau et al. 2014). This work already showed that the radial entropy structure of the disk can be a nonmonotonic function with varying and sign changing gradients. We now adopt the definitions of the logarithmic gradients in column density $\beta_{\Sigma}$, vertically integrated pressure $\beta_p$, and entropy $\beta_{\tilde{S}}$ from Klahr (2004), given by

$$\beta_{\Sigma} = \frac{d \log(\Sigma)}{d \log(R)}$$

(9)

$$\beta_p = \frac{d \log(\tilde{P}\Sigma^{\gamma})}{d \log(R)}$$

(10)

$$\beta_{\tilde{S}} = \frac{d \log(\tilde{P}\Sigma^{\gamma})}{d \log(R)} = \beta_p - \gamma \beta_{\Sigma}.$$  

(11)

Using this, we find a vertically integrated, radial Brunt–Väisälä-frequency

$$\tilde{N}_R^2 = -\frac{1}{\tilde{\gamma}} \left( \frac{H}{R} \right)^2 \beta_{\tilde{S}} \beta_p \Omega^2,$$

which is formally similar to Equation (4), but can obtain significantly different values for the same radial stratification.

The growth rate for the SBI initially suggested by Lesur & Papaloizou (2010) and modified by Beutel (2012) using a COS-like stability analysis but Goodman et al. (1987) (GNG) like vortices instead of plane waves is approximately

$$\Gamma_{\text{SBI}} \approx -\frac{4\tilde{N}_R^2}{\omega(1 + \chi^2)} \left( \frac{\tilde{\gamma}}{1 + (\tilde{\gamma}/\omega_{\text{relax}})^2} \right)\frac{\omega_{\text{relax}}}{\omega(1 + \chi^2)}.$$  

(13)

To get an estimate for a vortex’ maximum growth rate, we set $\omega_{\text{relax}} = 1$ and determine the internal vortex angular frequency $\omega$ with the relation by GNG

$$\omega = \Omega \sqrt{\frac{3}{\chi^2 - 1}}.$$  

(14)

We choose the aspect ratio of the vortex (azimuthal versus radial extent) to be $\chi = 4$, which is a reasonable value for vortices that are not too affected by epicyclic instability (Lesur & Papaloizou 2009) and is typical for large-scale 3D $R$–$\phi$ vortices found in numerical simulations (Manger & Klahr 2018). Combining these assumptions with Equation (13), leads to an approximate growth rate of

$$\Gamma_{\text{SBI}} \approx -\frac{\tilde{N}_R^2}{4\Omega^2},$$

which is formally the same maximum growth rate as for the COS Equation (6), but note that the vertically “integrated” $\tilde{N}_R^2$ can significantly differ from the height-dependent $N_R^2$. This means that the local appearance of COS in a disk, which depends on $N_R^2 < 0$, is less widespread than SBI. However, if COS occurs, it can trigger the SBI when $\tilde{N}_R^2 < 0$ is additionally fulfilled. Raettig et al. (2013) confirmed the $\Gamma_{\text{SBI}} \approx -\tilde{N}_R^2$ dependency in numerical experiments.

Andrews et al. (2010) find a mean value for the radial slope of surface density in disks around young stars of $\beta_\Sigma = -0.9$. At the same time, they estimate a temperature profile of $\beta_T = -0.6$, which leads to a radially buoyant (unstable) situation with $\tilde{S} \propto R^{-0.25}$, whereas for the same radial stratification, the midplane density slope is $\beta_\Sigma = -2.1$, leading to a radial entropy slope of $S(z = 0) \propto R^{-0.3}$, which is stable. However, note that the radial density profile $\beta_\Sigma$ is a function of height $\beta_\Sigma(z) = \beta_\Sigma(z = 0) + (3 + \beta_\Sigma(z)) z^2$; thus, in the given example, starting from a height of $z = H$ and assuming a vertically constant radial temperature gradient (which is typical for the regions at large distance to the central star), one finds $\beta_\Sigma(z = H) = -0.9$. This leads to a radially declining entropy profile at one pressure scale height above the midplane with $S(z = H) \propto R^{-0.21}$ which is again unstable, a behavior that we will discuss in a later section, when we come to our models (see also the discussion in Lyra & Umurhan (2018)).

2.3. VSI

The VSI is the analog of the well studied Goldreich–Schubert–Fricke Instability (Goldreich & Schubert 1967; Fricke 1968) for protoplanetary disks. The VSI can develop if the disk has a vertical gradient in angular frequency, as well as the ability to cool sufficiently fast, to allow for vertical perturbations to develop, albeit counteracting buoyancy. The vertical shear is thus a necessary condition for the onset of VSI. It can be derived from radial hydrostatic equilibrium and depends on the vertical and radial stratification of the disk

$$\Omega(R, z) = \frac{GM_s}{(R^2 + z^2)^{3/2}} + \frac{1}{R\rho} \frac{\partial P(R, z)}{\partial R}$$

(16)

$$\frac{\partial \Omega(R)}{\partial z} = \frac{\partial \nu_\phi}{\partial z} = \frac{1}{2\Omega\rho^2} \left( \frac{\partial P}{\partial \rho} \frac{\partial \rho}{\partial z} - \frac{\partial P}{\partial \rho} \frac{\partial \rho}{\partial z} \right),$$

(17)

where $\nu_\phi$ is the azimuthal flow velocity of the gas, $P$ is the pressure and, $\rho$ gives the density. Vertically perturbed fluid parcels, which move along the curved isosurfaces of angular momentum, gain kinetic energy and circumvent Rayleigh’s stability criterion (Urpin & Brandenburg 1998). This instability therefore drives modes that are vertically elongated ($k_R/k_z \gg 1$).
(Arlt & Urpin 2004). Nelson et al. (2012), who were the first to show that the VSI can operate in protoplanetary disks, calculated the corresponding growth rate for a locally isothermal, compressible gas as under the shearing sheet approximation

$$\Gamma_{\text{VSI}}^{2} = \frac{-\kappa_{\rho}^{2}(\epsilon_{z} k_{z}^{2} + N_{z}^{2}) + 2\Omega\kappa_{R} k_{R} \frac{\partial \rho}{\partial z}}{c_{s}^{2}(k_{z}^{2} + k_{R}^{2}) + \kappa_{\rho}^{2} + N_{z}^{2}},$$  \hspace{1cm} (18)

where $N_{z}$ is the vertical buoyancy frequency, $c_{s}$ is the local sound speed, and $\Omega$ is the Keplerian angular frequency. They performed numerical simulation of the instability and found narrow, almost vertical motions, which caused $\alpha \sim 10^{-3}$. Other authors, such as Stoll & Kley (2014) and Manger & Klahr (2018), find turbulence associated with relatively low $\alpha$ values in the order of $10^{-4}$.

In this work, we are interested in the maximal growing perturbation of a certain radial wavenumber. Therefore, we use the following condition by Arlt & Urpin (2004) to get the corresponding fastest growing vertical wavenumber (see also Umurhan et al. 2016a)

$$k_{z} = \frac{k_{R} \partial_{z} j^{2}(R, z)}{2 \partial_{R} j^{2}(R, z)},$$ \hspace{1cm} (19)

where $j(R, z)$ represents the specific angular momentum. The vertically perturbed fluid parcels, which are prone to be unstable to the VSI, experience buoyant forces in the case of a stable stratification, which impede the instability’s growth. Fast thermal relaxation can overcome this obstacle, because it adjusts the fluid parcel’s temperature to the background temperature and therefore diminishes buoyancy-generating entropy differences. Lin & Youdin (2015) considered this effect and derived a critically slow relaxation timescale of $\tau_{\text{crit}} = |\partial_{z} v_{\phi}| / N_{z}^{2}$ for which the VSI can grow in a convectively stable disk. In contrast, a convectively unstable or neutral vertical stratification does not impede vertical perturbations and, thus, allows for VSI in the presence of sufficiently fast cooling. The behavior of VSI in such a polytropically stratified disk was also studied in numerical experiments by Nelson et al. (2012), who found a critical relaxation time of $\tau_{\text{relax}} \Omega \sim 10$. This leads to a necessary criterion for the onset of VSI in the convectively stable ($N_{z}^{2} > 0$) and unstable/neutral ($N_{z}^{2} < 0$) case.

$$\tau_{\text{crit}} = \begin{cases} \frac{|\partial_{z} v_{\phi}|}{N_{z}^{2}} & \text{for } N_{z}^{2} > 0 \\ 10 / \Omega & \text{for } N_{z}^{2} \leq 0 \end{cases}$$ \hspace{1cm} (20)

It is, therefore, necessary to investigate whether the vertical stratification is buoyantly neutral or unstable to convection, because the resulting change in the vertical disk structure might allow for VSI, even if cooling becomes less efficient.

It has to be noted that Equation (18) does not include the effects of viscosity, which cannot be treated extensively in this work. Lin & Youdin (2015) found that significant growth in setups including viscosity only occurs for modes with $k_{R} H \sim O(10)$. We are therefore limiting our study to a radial wavenumber in this order of magnitude to minimize potential shortcomings of the linear theory due to viscous damping in our disk models. For a full treatment of viscosity in a linear analysis, we refer to Latter & Papaloizou (2018).

### 2.4. Vertical Convective Instability (VCI)

Vertical convection is not a primary instability mechanism we study for this article. However, our 1+1D models do contain internal heating from viscosity, which in combination with the radiation transport, can generate vertical temperature stratification that becomes superadiabatic for sufficient optical depth.

Vertical buoyancy (VCI) is the consequence of such a temperature profile. Cameron (1978) first considered this to be a possible source of turbulent viscosity in protoplanetary accretion disks. Further study revealed that convection does not significantly influence the angular momentum transport but might be able to establish a vertically adiabatic stratification (Cabot et al. 1987; Klahr 2007). This makes vertical buoyancy an important aspect of the disk stability, even if it might not be able to drive turbulence in the disk, because it allows for the growth of VSI even if relaxation times exceed the value for the vertically isothermal stratification (Equation (20)).

More recent studies, such as that by Lesur & Ogilvie (2010), have revisited the possibility of vertical convection as a source of angular momentum transport in disks. They indeed found positive $\alpha$ stresses but pointed out that a continuous level of turbulence requires a steady maintenance of the unstable vertical temperature gradient, which in their work was superimposed by the input disk structure. Held & Latter (2018) point out that a secondary mechanism, such as spiral density waves due to an orbiting planet (Lyra et al. 2016; Boley & Durisen 2018) or dissipation of strong magnetic fields created by Hall MHD (Lesur et al. 2014), might be able to render the vertical entropy gradients unstable. For such a sustained unstable stratification, they also find substructures such as vortices and zonal flows emerging from convective instability. Whether the supporting mechanisms are able to provide the necessary thermal energy at the right places inside the disk is nonetheless uncertain. The main problem of vertical convection as a source of angular momentum transport, thus, remains to be the missing ability of the convective instability to self-consistently render the temperature gradient steeper than adiabatic.

The corresponding condition on the vertical stratification is given by the Schwarzschild criterion and can also be phrased in terms of a negative vertical entropy gradient (e.g., Pringle & King 2007)

$$\frac{\partial}{\partial z} C_{V} \log \left( \frac{P}{\rho^{\gamma}} \right) = \frac{\partial S}{\partial z} < 0 \quad \Rightarrow \quad \text{Instability},$$ \hspace{1cm} (21)

where $C_{V}$ represents the heat capacity at constant volume, $\gamma$ is the heat capacity ratio, and $S$ gives the specific entropy. The growth rate of the VCI can be determined via the vertical Brunt–Väisälä-frequency $N_{z}$ (Rüdiger et al. 2002)

$$\Gamma_{\text{VCI}} = \sqrt{-N_{z}^{2}} = \frac{1}{\sqrt{\gamma \rho}} \frac{\partial P}{\partial z} \log \left( \frac{P}{\rho^{\gamma}} \right).$$ \hspace{1cm} (22)

The violation of the criterion may lead to vertical convective motion, which could be treated in a mixing length model (Bell et al. 1997), or simply used to limit the the vertical temperature gradient to be adiabatic. We do not apply any of these
assumptions here for our disk modeling in the following section, because in the interplay with the other instabilities, it is unclear how vertical entropy transport will actually be established as long as the relevant numerical simulations have not been performed.

2.5. Thermal Relaxation

The thermal relaxation times of the disks’ material determine how fast a temperature perturbation decays or, in other words, how fast a spatially perturbed fluid parcel adopts the temperature of its new surroundings. This makes \( \tau_{\text{rel}} \) an important parameter for the COS (see Equation (1)), the SBI (see Equation (13)), and the VSI (see Equation (20)), because the growth of these instabilities relies on temperature differences between the perturbed flow and the background. Malygin et al. (2017) derived a detailed formalism for the calculation of the thermal relaxation times for the optically thin and for the optically thick regime in protoplanetary disks. Our model provides the necessary information to compute these timescales and, therefore, allows us to make statements about the linear growth phase of the instabilities considered here. The radiative transfer in the optically thick regime is limited by the diffusion of photons, which happens on a timescale

\[
\tau_{\text{diff}} = \frac{1}{\tilde{D}_E k^2},
\]

where \( k^2 = k_r^2 + k_z^2 \) is the wavenumber of the perturbation and

\[
\tilde{D}_E = D_E \cdot f = \frac{\zeta c}{\kappa_{\text{op}} \rho} \frac{4\eta}{1 + 3\eta}
\]

represents the effective energy diffusion coefficient, where \( \kappa_{\text{op}} \) refers to the opacity, \( \zeta \) represents the flux limiter to treat the transition from optical thick to thin properly (Levermore & Pomraning 1981), \( c \) is the speed of light, and \( \eta = E_R / (E_R + E_{\text{int}}) \) is the ratio between radiation energy density \( E_R = a T^4 \) and combined radiation and internal energy density \( E_{\text{int}} = \rho C_V T \), with the radiation constant \( a \) (see Malygin et al. 2017, Appendix A, for more detail).

For the optically thin case, most photons are able to directly leave the material (i.e., optical thin cooling). In that case, not only the radiation emitted by the dust grains but also the coupling between dust and gas will determine the loss rate of thermal energy.

The majority of thermal energy is stored in hydrogen molecules and helium atoms, which are the most abundant species in the disk. Those particles have no electric dipole moment, which makes them extremely inefficient coolants. They, therefore, have to transfer their energy to the emitting species, which are most importantly dust and ice particles. Their inner structure allows for the direct emission of infrared radiation via crystal lattice vibrations. The second timescale is therefore set by the collisional timescale for gas molecules to collide with dusty and icy grains

\[
\tau_{\text{coll}} = \frac{1}{n \sigma_c v_{\text{coll}}},
\]

where \( n \) refers to the number density of the grains, with the collisional cross section \( \sigma_c \). For this work, we adopted the estimates from Malygin et al. (2017), who estimated \( \sigma_c \approx 1.5 \times 10^{-9} \text{cm}^2 \). The thermal energy of gas particles, defined via kinetic gas theory, determines the most likely velocity for a molecule (or atom) at gas temperature \( T \)

\[
v_{\text{coll}} = v_g = \sqrt{\frac{3 k_B T}{\mu m_p}},
\]

with the Boltzmann constant \( k_B \) and mean molecular mass \( \mu m_p \). The target number density \( n \) is calculated for a constant dust-to-gas ratio of \( \epsilon_{d/g} = 0.02 \). The considered dust grains are micrometer sized, implying efficient coupling between dust and gas, which justifies the assumption of a constant \( \epsilon_{d/g} \) due to efficient mixing.

If the dust receives the kinetic energy of the gas via these collisions, its emission timescale is mainly defined by the blackbody emission rate

\[
\tau_{\text{emit}} = \frac{C_V}{16 \kappa_{\text{op}} \sigma T^3},
\]

where \( \sigma \) gives the Stefan–Boltzmann constant. Finally, the total thermal relaxation timescale of the disk’s material is determined by the slowest channel of energy transfer

\[
\tau_{\text{rel}} = \max(\tau_{\text{coll}}, \tau_{\text{diff}}, \tau_{\text{emit}}).
\]

This means that the thermal relaxation in the dense inner regions is dominated by the diffusion timescale and the regions farther away from the central star cool mostly via direct irradiation. Because temperatures decline with distance, optically thin cooling becomes less efficient as well, because the blackbody emission rate scales with \( T^{-3} \). Far above the midplane, where densities nearly reach those of typical molecular clouds, collisions become so unlikely that the energy transfer between hydrogen molecules and the emitting species becomes limited by the collisional timescale, which is completely in line with the arguments in Barranco et al. (2018), where this effect is even enhanced by dust growth and sedimentation.

3. Model

3.1. Structure Model

To calculate the physical conditions in the \( R-z \) plane of a protoplanetary disk, a 1+1D steady-state accretion disk model was used (Meyer & Meyer-Hofmeister 1982; D’Alessio et al. 1998). Comparable setups were also implemented by Bell & Lin (1994) and Bell et al. (1997) in their studies of the structure of equilibrium disks and the evolution and origins of FU-Orionis events. The model used consists of a radial series of vertical integrations, executed via finite differences in a cylindrical grid. Input parameters are the disk mass \( M_{\text{disk}} \), the \( \alpha \)-parameter, and the stellar mass \( M_\star \).

Classically, these models used the accretion rate \( \dot{M} \) as the input parameter, because this is the observable that was to be modeled, but in planet formation, we are more interested in the disk mass; thus, in a work-around, we define the desired disk mass and iteratively search for an accretion rate that is consistent with this disk mass for the given \( \alpha \) and \( M_\star \), similar to the method undertaken in Andrews et al. (2010), with the difference that they applied a 1D radial model, whereas we reconstruct the vertical structure as well. To determine the mass
of our disk model, we use an inner cutoff at 0.1 au and create an exponential truncation radius of \( R_e = 100 \text{ au} \) for all disk models, for the sake of a finite disk mass, by setting \( M(R) = e^{-R/100} \text{M}_\odot \) for the integration of the structure models, which leads to a truncation in \( \Sigma \) as a result. This means the accretion rate decreases by \( \sim 50\% \) at 60 au, thus mimicking the results of Lynden-Bell & Pringle (1974) for viscous ring spreading, implying a radial decline of accretion rates toward the truncation radius and negative accretion rates at larger radii and, thus, outside the regions we are investigating. The outward movement of material at large radii is a necessary consequence of angular momentum conservation in accretion disks and does not imply an unstable disk (where an accretion disk is always just quasi-steady by nature, which means that the viscous timescale is much larger than the dynamical timescale). Here we ignore for the time being that the disk truncation radius might also vary as function of stellar and disk masses. Thus, we define

\[
M_{\text{disk}} = 2\pi \int_{0.1 \text{ au}}^{100 \text{ au}} \Sigma(R)R \, dR,
\]

using the \( \Sigma(R) \) values as determined in our model.

When a star is on the main sequence, its stellar mass also defines its radius \( (R_\ast) \), effective temperature \( (T_{\text{eff}}) \), and luminosity \( (L_\ast) \) via standard mass–radius and mass–luminosity relations (Duric 2003; Salaris & Cassisi 2005; Weigert et al. 2009) (see Table 1). For pre-main-sequence stars that are the ones around which we find disks, the luminosity can be up to 50% larger (Baraffe et al. 1998), an effect that we neglect for the present article because it will only slightly increase the temperature of the disk, thus further increasing the likelihood of thermal-driven instabilities.

For each vertical disk column, we solve locally for the condition of vertical hydrostatic equilibrium

\[
\frac{dP}{dz} = \rho g_z = \frac{\rho G M_a z}{(R^2 + z^2)^{3/2}},\]

where \( G \) gives the gravitational constant. The dissipation of kinetic energy, caused by the \( \alpha \)-viscosity (Shakura & Sunyaev 1973), in a slightly modified way to include the vertical stratification of the disk is given by

\[
\nu = \alpha c_s \min(H, l_P),
\]

where \( H = c_s/\Omega \) is the standard pressure scale height in the midplane and \( l_P = P/(\partial_\nu P) \) is the local pressure scale height, to limit dissipation far above the midplane. Viscous heating is then equated with the gradient of radiative flux

\[
\frac{dF}{dz} = Q^+ = \frac{9}{4} \nu \Omega^2,
\]

in order to obtain vertical thermal balance. The resulting energy flux is furthermore associated with a temperature gradient via the flux-limited diffusion equation by Levermore & Pomraning (1981), which is used to obtain the disk’s temperature profile

\[
\frac{dT}{dz} = \frac{F}{D_T} = \frac{\rho \nu \Sigma}{4 c_s \xi T^3} F.
\]

The gas density is calculated with the ideal equation of state \( P = \rho T/\mu \), with gas constant \( R \) and mean molecular weight \( \mu = 2.33 \). Equations (30), (32), and (33) are integrated vertically top-down toward the midplane by use of finite differences (Bell et al. 1997). This kind of model does not allow for the modeling of radial energy transport, which is an appropriate approximation as long as the disk remains geometrically thin (Pringle 1981). In contrast to the model by Bell & Lin (1994), our calculations start at the highest grid-cell of the simulation domain, arbitrarily chosen, and not at a cell that fulfills \( \tau = \frac{2}{3} \). Therefore, the initial temperature is assumed to be equal to the temperature caused by stellar irradiation alone

\[
T_{\text{init}} = T_{\text{eff}} \frac{R_e}{R} \sin(\theta)\frac{1}{\tau^2} \]

where \( \theta \) corresponds to the approximate angle between the disk’s surface and the line of sight. In Bell et al. (1997), we still had to do two independent integration to cover the optical thick and thin parts of the disk: one going down from the \( \tau = \frac{2}{3} \) photosphere and one going up. This is now combined in one integration sweep.

The initial vertical energy flux is defined via the equilibrium condition for actively accreting disks (Pringle 1981)

\[
F_{\text{init}} = \frac{3 G M_a M}{8 \pi R^3} \left( 1 - \frac{R_e}{R} \right).
\]

This equation links the initial guess of the disk’s mass accretion rate \( M \) with the surface energy flux of a disk annulus. A vertical integration series is finished when the initial density guess \( \rho_{\text{init}} \) leads to a vanishing flux in the disk midplane. Otherwise, \( \rho_{\text{init}} \) is varied and the vertical integration is rerun. This procedure is repeated at every radial position, to obtain the whole \( R-z \) plane structure. The radial series is complete when the resulting disk mass fulfills \( |M_{\text{disk}} - M_{\text{d,init}}|/M_{\text{disk}} < 10^{-4} \), where \( M_{\text{disk}} \) is the input parameter of the model and \( M_{\text{d,init}} \) is the resulting disk mass of a radial integration series.

If this condition is not fulfilled, \( M \) is varied and the whole radial process is repeated until the disk mass fits the demanded value. The resulting disk structure is then used to calculate the analytical growth rates and instability criteria introduced in Section 2 for the whole \( R-z \) plane.

### 3.2. Opacity Model

The assumption of vertical thermal balance requires radiative transfer in the \( z \)-direction, which is realized via the flux-limited diffusion approach by Levermore & Pomraning (1981). The underlying temperature diffusion coefficient depends on the

### Table 1

| Stellar Parameters | Mass, Luminosity, Effective Temperature, and Radius Used for the Models Presented in This Work |
|--------------------|------------------------------------------------------------------------------------------|
| \( M_\ast (M_\odot) \) | \( L_\ast (L_\odot) \) | \( T_{\text{eff}} (T_\odot) \) | \( R_\ast (R_\odot) \) |
| 0.4                | 0.028                                      | 0.647                                      | 0.4                  |
| 0.6                | 0.13                                       | 0.775                                      | 0.6                  |
| 1.0                | 1.0                                        | 1.0                                        | 1.0                  |
| 1.5                | 5.063                                       | 1.328                                      | 1.275                |
opacity structure $\kappa_{\text{op}}(R, z)$ via

$$D_T = \frac{4c\varepsilon\alpha T^3}{\rho \kappa_{\text{op}}}. \quad (36)$$

The applied opacity model is, therefore, of great importance for the disk structure and its hydrodynamic stability, because it determines the magnitude of temperature gradients. For the calculations done in the scope of this work, the opacity model by Bell & Lin (1994) was used, which relies on the analytical expressions by Lin & Papaloizou (1980), who assumed grain sizes in the micrometer range. It provides frequency-independent mean opacities for eight different regions of protoplanetary disks, defined and ordered by their temperature. In each region, opacities are calculated by a specific power law in temperature and density

$$\kappa_{\text{op},i} = \kappa_{\text{op},i}(\rho)^{\alpha_i} T^{b_i}. \quad (37)$$

Region 1 contains ice grains and metal grains, and the opacity in region 2 is determined by the evaporation of the ice grains and the still-existing metal grains. Regions 3 and 4 are defined by the abundance of metal grains and their evaporation. At higher temperatures, molecular hydrogen dominates region 5 until hydrogen scattering determines opacities in region 6. When the gas is ionized, electron scattering and Kramer’s law take over in regions 7 and 8. In our model, temperatures do not exceed $\sim$1800 K, which means that only the opacities of region 1–5 matter for our considerations. Metal and water ice grains, therefore, determine the opacity in our model, which leads to two major drops in Figure 2 at the typical evaporation temperatures (water ice at $\sim$160 K; metal/silicate grains at $\sim$1000 K). We will see that the transition zones of opacity are the prime locations for radial buoyancy-driven instabilities, because the temperature-dependent opacities generate major fluctuations in the radial midplane temperature profile (see Figure 3), while leaving the average profile unchanged.

### 3.3. Radial Transport of Heat

Our 1+1D model consists of independent vertical slices of the disk. Thus, radial transport of heat via radiation transport is neglected, as is radial transport of entropy via local mass advection. Both could have an influence on the radial temperature structure and, thus, on the entropy profile, which is so important for the onset of the convective instabilities. Bitsch et al. (2015) created a model for an evolving disk around a solar mass star for an $\alpha = 5.4 \times 10^{-3}$, which used a full 3D radiation hydrodynamic simulation in axis symmetry. Despite their proper treatment of radial diffusion of radiation, they find the same peak values of the temperature gradient in the evaporation zone of the ice particles, which they fit with $\beta_T = -\frac{8}{7}$, which is the same value that we find in our much simpler simulations (see Figure 3(b)).

### 4. Results

To probe the parameter space of star-protoplanetary disk systems, we calculated a series of structure models for different values of each parameter ($M_{\text{disk}}, M_*, \alpha$). See Table 2 for an overview of our simulation parameters, including the mass accretion rate for each model. We do not change the assumed metallicity from the solar value assumed in Bell & Lin (1994), which would reflect in higher or lower opacities. In that sense, choosing a lower disk mass (compensated by slightly larger $\alpha$ to achieve the same accretion rate) would have a similar effect on the disk structure as decreasing the opacity. Nevertheless, investigations of the effect of metallicity should eventually be done in the context of better dust opacities, including the evolution of the dust population as in Birnstiel et al. (2012). Estrada et al. (2016) have put forward a model in which disk and dust are evolving and opacities are calculated from the local dust properties, yet their model does not determine the detailed vertical structure of disks and, thus, does not derive the local radial and vertical stratification of their disk as functions of $R$ and $z$.

#### 4.1. Disk Structure and Stability

Far away from the central object ($R \gtrsim 10$ au), densities are low and stellar irradiation dominates the thermal structure, which leads to a radial trend in temperature that scales with $R^{-0.5}$ (horizontal line in Figure 3(b)). The temperature profile closer to the star, which is strongly influenced by the disk’s

| $M_*$ ($M_\odot$) | $M_{\text{disk}}$ ($M_\odot$) | $\alpha$ | $M$ ($M_\odot$ yr$^{-1}$) |
|-----------------|-----------------|--------|-----------------|
| 0.4             | 0.1             | 0.001  | 7.7282 \times 10^{-9} |
| 0.6             | 0.1             | 0.001  | 8.4444 \times 10^{-9} |
| 1.0             | 0.1             | 0.001  | 1.0513 \times 10^{-8} |
| 1.5             | 0.1             | 0.001  | 1.27555 \times 10^{-8} |

Note. Stellar mass, disk mass, and $\alpha$ are the input parameters of the model. The mass accretion rate is determined iteratively in order to fit the input parameters.
varying optical depth structure, has a major impact on thermally driven instabilities. It can be seen in Figure 3(c) that entropy gradients drop below zero for the most opaque zones, which renders the disk radially buoyant (the pressure gradient is negative here) in the sense of the classical Schwarzschild criterion ($\partial_P \rho \partial_T > 0$) (e.g., Pringle & King 2007), which is the necessary condition for the onset of COS. Two-dimensional density and temperature structures are shown in Figure 4. As mentioned before, variations in the opacity (mostly with temperature) lead to complex behavior of the density and temperature gradients. Notably, one finds the steepest temperature gradient and the most shallow density gradient at the grain and ice evaporation lines (indicated by vertical lines) at which opacity and, thus, optical depth reaches a local extremum. The anticorrelation of temperature and density gradients is typical for viscous accretion disks, because they have a roughly constant pressure profile of about $R^{-2}$, which is a result of the $\alpha$-model for viscosity and the assumption of a constant accretion rate. Temperature is then also relatively high at these locations, because thermal energy transport needs stronger gradients with increasing optical depth. Therefore, the disk appears to be puffed up in the regions of maximal opacity, which can be seen as the kinks in the scale height profiles in Figure 4. The 2D temperature profile also shows strong vertical gradients in the viscously heated parts of the disk and a vertically isothermal structure in the regions dominated by stellar irradiation. The vertical gradients are of interest for the investigation of VSI.

The outer, vertically isothermal regions are prone to be unstable as a result of the VSI, because cooling times are low enough to allow for the growth of vertical perturbations. Figure 4(c) displays the thermal relaxation times for a fixed perturbation wavenumber of $k = 50/H$ (which was used as the radial wavenumber for the study of the VSI). It can be seen that relaxation times are low at distances $\gtrsim 10\,a_u$, which is a necessary condition for VSI growth. Additionally, the criterion $\tau_{\text{relax}} \Omega < 10$ (Nelson et al. 2012) for a polytropic stratification is fulfilled in those regions that are prone to be convective. This means that the VSI can also exist in the dense interior regions if the disk becomes buoyant there and a polytropic structure is established.

The disk’s vertical gradient in angular velocity is shown in Figure 4(d), where it can be seen that the vertical shear increases with height above the midplane. Its origin is the vertical variation of the radial pressure gradient. Radial hydrostatic equilibrium (i.e., the balance of gravitational force versus radial pressure gradient and centrifugal force) thus requires the rotation velocity to change, too. This vertical shear is the necessary condition for the VSI.

The disks’ stability in the context of self-gravity was checked by use of the Toomre criterion $Q = \kappa \rho C_s / (\pi G \Sigma) < 1$ (Toomre 1964), where $C_s = \partial P/\partial \Sigma$ represents a 2D speed of sound (Pringle & King 2007). Gravitational stability holds for...
The COS requires negative radial entropy gradients. Sufficient optical depth is needed for a disk to develop superadiabatic radial temperature gradients. This means that two COS-active regions are located in the regions of maximal opacity. An additional unstable zone arises at a certain height above the midplane ($z \sim 1 H$) and covers the whole radial extent of the disk. The reason for this is the change of sign in the radial entropy and pressure gradients in the disk, because there is always a region where the gradients are parallel. This unstable branch, therefore, also exists in disks without internal heating, as long as radial gradients in temperature exist. As was pointed out in Section 2.1, growth rates reach their maximum for relaxation times that fulfil Equation (5). This also defines the wavenumbers, which are growing with a maximal rate because of the dependency of cooling time to wavenumber and local opacity (Equation (23)). In regions where the optical depth is high, only spatially small perturbations (large $k$) can relax on a timescale suitably short for COS. Where the optical depth is small, only larger perturbations, which cool slower than small perturbations, are relaxing on a timescale that is ideal for COS. This means that the maximum growing perturbations need to be spatially small (large $k$) close to the midplane and become larger (smaller $k$) in the optically thinner upper and outer parts of the disk (see Figure 12 in the Appendix). For the maximal growing perturbations, we find growth rates of $\sim 10^{-5} \Omega$–$10^{-6} \Omega$.

Viscosity and its impact on small perturbations, as discussed in Klahr & Hubbard (2014) and Latter (2016), was not taken into account for our study.

As can be seen in Figure 5(a), a higher stellar mass (and luminosity) leads to a thermal structure in which the influence of accretion heating becomes less dominant. Therefore, entropy gradients are negative in large regions for low-mass stars with massive disks and smaller for high-mass stars with a disk of low mass compared to the stellar mass. Another important effect of an increased solar luminosity is the overall temperature increase of the disk. Ice sublimes at $\sim 160$ K, and, therefore, the second COS-active zone vanishes for high-mass stars (lower right panel in Figure 5(a)), because temperatures are too high to allow for the existence of opacity enlarging ice grains.

The opposite effect is visible for a larger disk mass (Figure 5(b)). Because of the increase of accretion heating and optical depth with this parameter, temperature and entropy gradients are both stronger. This also leads to the outward shift of the susceptible regions with increasing disk mass, which is the direct consequence of the movement of the dust and ice sublimation lines. For a disk of $0.01 M_\odot$, the ice sublimation line is so close to the star that no second unstable zone exists (upper left panel in Figure 5(b)). Because of the increasing densities, wavenumbers need to be small to allow for more-efficient cooling. (see Figure 12(b) in the Appendix)

An increase of the disk’s $\alpha$-parameter leads to enhanced viscous heating of the dense interior parts. Therefore, radial temperature gradients are also building up and growth rates for the COS become larger when viscous heating dominates the interior temperature profile.

Because the density profile is only slightly altered by the $\alpha$-parameter, thermal relaxation stays relatively constant in the outer regions, where the opacity is provided by ice and metal grains. In the zones closer to the star, temperatures increase...
because of the increased accretion heating and sublimation lines move outward with increasing $\alpha$. For an extremely low $\alpha = 10^{-5}$, we notice that midplane temperatures are low enough to allow for the existence of metal grains even at radii of $\sim 0.1$ au. Densities in these regions are high, thus leading to high opacities and, therefore, to an optically thick structure. At these locations, perturbation wavenumbers need to be very high to allow for efficient enough cooling (see Figure 12 in the Appendix).

4.3. SBI

Figure 6 displays the quantities introduced in Section 2.2. It can be seen that the vertically integrated pressure profile (b) scales with $R^{-2}$. The reason for this is the spatially constant mass accretion rate, which means that $\dot{M} \propto \nu \Sigma = \alpha c_{s}^{2} \Sigma \Omega^{-1} = \alpha \dot{P} \Omega^{-1} = \text{const.}$ (Lynden-Bell & Pringle 1974). Figure 6(c) shows a single large buoyancy unstable region in contrast to the two smaller zones found in the 3D profiles in Section 4.2. This means that vertically extended $R-\phi$ vortices, which can be treated as 2D structures, might survive in even larger regions than the linear $R-z$ modes of the COS. Migrating vortices could, therefore, be formed in the COS-active regions and move to the regions unaccessible for small-scale COS turbulence.

A parameter study reveals that the SBI’s growth rate has very similar dependency on the disk and stellar parameters as the COS. Figure 7 provides an overview of the SBI’s behavior for different parameters. The growth rates shown in Figure 7(a) shrink with increasing stellar mass. The reason for this lies in the decline of radial temperature and entropy gradients in the regions of high opacity as a result of outward movement of dust evaporation lines, which shifts the optically thick regions into zones of lower density and pressure. The opposite effect results from an increase of disk mass (Figure 7(b)) and $\alpha$-parameter (Figure 7(c)), which lead to an increase in accretion heating and, hence, enlarge the radial temperature gradients and vortex growth rates. As mentioned before, SBI growth occurs over almost the whole radial extent of the disk, but the highest growth rates are reached at the location of the ice line, where opacities are maximal. At this location, $\Gamma_{\text{SBI}}$ is in the order of $\sim 10^{-4}\Omega-10^{-3}\Omega$, which corresponds to a growth timescale of $\sim 10^{2}T_{\text{orb}}-10^{3}T_{\text{orb}}$ (local orbital timescales).
Figure 8. Squared vertical Brunt–Väisälä frequencies in units of $\Omega^2$. Blue color indicates a convectively unstable stratification. One parameter is varied per panel, and the other two are held constant at $M_*=1.0 M_\odot$, $\alpha=10^{-3}$, or $M_{\text{disk}}=0.1 M_\odot$.

Figure 9. Growth rates of the VSI in units of the local dynamical timescale $(\Gamma \Omega)^{-1}$. One parameter is varied per panel, and the other two are held constant at $M_*=1.0 M_\odot$, $\alpha=10^{-3}$, or $M_{\text{disk}}=0.1 M_\odot$. No growth occurs in white areas and in the midplane.
4.4. VCI

The onset of VCI in a protoplanetary disk requires the existence of sufficiently steep vertical temperature gradients. As soon as these gradients are at least adiabatic, the VSI can operate despite long cooling times, which drives our interest in the onset of VCI.

To steepen the vertical temperature gradients, radiative transfer needs to be inefficient enough to force the temperature to increase close to the midplane. In other words, densities and opacities need to be large and the accretion rate needs to be strong to ensure strong viscous heat production and corresponding temperature gradients. A temperature profile dominated by stellar irradiation is vertically isothermal and, thus, contradictory to the conditions for convection. Higher temperatures due to stellar irradiation lead to the evaporation of dust grains at larger radii and to an outward shift of convection zones. These effects are strongly visible in Figure 8(a). For these models, disk mass and $\alpha$-parameter are set to constant values of $M_{\text{disk}} = 0.1 M_\odot$ and $\alpha = 10^{-3}$. Two separate convection zones appear for stellar masses $\lesssim 2 M_\odot$ because of the decrease in opacity at $T \sim 160$ K. When the convection zones are shifted to larger radii, densities and rotation frequencies are no longer high enough to sustain the existence of the outer convection zone. An increase of stellar luminosity, therefore, leads to a disk that is less susceptible to convective instability. In the case of a solar mass star with a disk of $M_{\text{disk}} = 0.1 M_\odot$ and $\alpha = 10^{-3}$, convection zones span from $\sim 0.3$ to $1.1$ au and from $\sim 3$ to $3.2$ au close to the midplane.

An increase of the disk mass has the exact opposite effect on convectively unstable regions, as can be seen in Figure 8(b). As the mass increases, densities and, therefore, opacities increase, which heats up the disk at small radii. Again, the combination of stellar and accretion heating shifts the unstable zones to larger radii for larger disk masses, but because of the increase of densities at all radii, convection zones grow nonetheless. We conclude that disks with higher total mass are more prone to be unstable because of convection.

As can be seen in Figure 8(c), our disk model behaves quite similarly when the disk’s $\alpha$-parameter is increased. In that case, the efficiency of accretion heating becomes higher. Hence, temperature gradients increase and convection zones grow. As $\alpha$ becomes larger, the innermost parts of the disk become hotter and the sublimation lines move outward. Convection zones grow as the disk is heated and temperature gradients become larger. For an intermediate $\alpha$-value of $10^{-3}$, two spatially separated convection zones exist, which span from $\sim 0.35$ to $1.1$ au and from $\sim 3$ to $4$ au close to the midplane. It can be said that the more effective viscous heating becomes, the more susceptible a disk is to convective instability and, thus, indirectly to VSI. The growth rates of the instability have been calculated by use of Equation (22) and increase with height. They are generally in the order of $\sim 10^{-4} \Omega$.

4.5. VSI

For a disk to be unstable as a result of VSI, a vertical gradient in angular velocity is required. The stratification has to be neutral in the sense of buoyancy, or at least allow for sufficiently fast thermal relaxation to overcome restoring buoyancy forces. A vertically buoyant structure also allows for the growth of VSI if $\tau_{\text{relax}} \lesssim 10$ is fulfilled (Nelson et al. 2012). To calculate the
growth rates for the VSI with Equation (18), a certain radial wavenumber was chosen. We then used Equation (19) to determine which corresponding vertical wavenumber leads to maximum growth of a perturbation. The results of Lin & Youdin (2015) suggest that modes with large wavenumber decay in viscous disks because their growth time becomes similar to that of the viscous timescale. Therefore, we draw the conclusion that only perturbations with wavenumbers in the order of $k_{\text{g}}H \sim O(10)$ will grow significantly, where $H$ refers to the disk’s local pressure scale height. We chose $k_{\text{g}}H = 50$ for our investigation, because this value is $\sim O(10)$ but also sufficiently large to allow for efficient cooling at larger radii (see Equation (23)). Higher wavenumbers allow, in principle, for VSI in even larger areas beyond the adiabatic regions. A determination of the fastest growing wavenumbers, including the effects of realistic thermal relaxation models, requires a numerical study, as was was done by Lin & Youdin (2015), and goes beyond the scope of this work. Our investigation of the VSI, therefore, relies on the arbitrary choice of a $k_{\text{g}}$ in the order of magnitude that was suggested by Lin & Youdin (2015).

At larger distances to the star, the disk becomes optically thinner and stable to buoyancy, which renders it unstable to the VSI. As can be seen in Figure 9, growth rates increase with vertical distance to the midplane. Close to the midplane, they reach values of $\sim 10^{-4} \Omega - 10^{-3} \Omega$ and growth rates of up to $\sim 10^{-2} \Omega - 10^{-3} \Omega$ at heights larger than $z/R \sim 0.05$. For very faint, low-mass stars, temperatures far away from the star are quite low ($T \lesssim 20$ K). It can be seen in Equation (27) that optically thin relaxation times are strongly temperature dependent ($\tau_{\text{relax}} \propto T^{-3}$). Therefore, optically thin cooling dominates the outer regions of the disk for low-mass stars. This timescale can become so large that criterion (20) for VSI growth is no longer obeyed and no outer VSI-susceptible zone exists. Temperatures increase when the solar mass is increased and the outer regions become susceptible for VSI, as can be seen in Figure 9(a). Therefore, we find that the mass of the central star has different effects on the susceptibility to the VSI in the inner and in the outer parts of the disk. A low stellar mass (compared to the disk mass) leads to large convectively unstable zones, which are also VSI susceptible, but to slow thermal relaxation in the outer regions, which inhibits the growth there (Figure 9(a) upper panels). Larger stellar masses lead to smaller convection zones but to fast thermal relaxation far away from the star, which has the opposite effect on the VSI. A generally hotter disk due to a more massive star, therefore, becomes susceptible to VSI at larger radii but less VSI active at smaller radii.

An increase of the disk’s mass has the opposite effect on the inner VSI active regions. As described in the previous sections, low disk masses lead to a disk that is stable against buoyancy. This means that the inner VSI-susceptible regions are small for small disk masses and larger for large disk masses (see Figure 9(b)). The outer susceptible region shows a different behavior. When the disk mass is very small ($M_{\text{disk}} \sim 0.01 M_*$), densities also become small at larger radii. Consequently, collisions between molecules and dust particles become rare, and thermal relaxation slows down. This is why the outer VSI-susceptible region is smaller for smaller disk masses.

The $\alpha$-parameter defines the efficiency of viscous heating in the disk. Increasing this parameter, therefore, leads to enlarged convectively unstable zones, with the same effect on VSI active zones (see Figure 9(c)). The shape and size of the outer susceptible region depends mostly on thermal relaxation and, therefore, remains mostly unaffected by a variation of $\alpha$.

All in all, VSI active regions close to the star coincide with vertical convection zones and have the same dependency on the system parameters as convection. The extent of the outer susceptible zone depends on cooling times and is, therefore, favored in systems with high stellar mass, disk mass, and $\alpha$-parameter.

### 4.6. Stability Maps

The spatial distributions of the four discussed instabilities and the investigated parameter sets are summarized in Figure 10. It can be seen that the COS and the VCI share large parts of their susceptible regions, because both of them rely on the opacity structure of the disk in similar ways. The VSI operates also in the convectively unstable region, because vertical perturbations are enhanced there, as well as at radii larger than $\sim 10$ au where the disk becomes optically thinner. All hydrodynamic instabilities are favored in setups with small $M_*$ and large $\alpha$ and $M_{\text{disk}}$. These are the disks in which the temperature gradients are dominated by viscous heating instead of stellar irradiation. A disk that is viscously heated, thus, becomes susceptible to hydrodynamic turbulence in large parts. Disks with very low $\alpha \lesssim 10^{-4}$ or $M_{\text{disk}}$ are nonetheless unstable to VSI at larger radii and can develop COS in a thin region at $z \gtrsim 1 H$. If these instabilities are able to produce finite amplitude perturbations, they might be able to develop into large-scale SBI vortices, which are amplified in large parts of the disk.

### 5. Summary and Conclusions

In this article, we investigate the stability of active protoplanetary disks (where the temperature profile is set by accretion) and passive disks (in which the temperature profile is dominated by irradiation) by use of 1+1D steady-state accretion disk models including stellar irradiation. This allows for the treatment of flux-limited radiative transfer caused by viscous heating and makes it possible to apply detailed models of the local rate of thermal relaxation, thus making it possible for the first time to the authors’ knowledge to spatially map the growth rates of the COS, the SBI, and the VSI to the radial-vertical plane of a realistically stratified circumstellar disk.

We found that we can reproduce the radial temperature profile in full time-dependent 3D axis symmetric radiation hydrodynamic simulations as performed by Bitsch et al. (2015) for their model parameters, but can cover a much wider parameter space.

It is shown that even an almost quiescent disk, with an extremely low viscosity parameter of $\alpha = 10^{-5}$, becomes unstable to COS and VSI at radii $\gtrsim 10$ au and for the COS even closer to the star at heights of $\sim 1 H$ above the midplane. The turbulent structures resulting from such instabilities were shown to grow to large-scale vortices by various authors (Meheut et al. 2012; Lyra 2014; Manger & Klahr 2018).

A closer look was, therefore, also taken upon the growth rates and susceptible regions of these structures by consideration of the SBI mechanism. Our results show that the vertically integrated, radial stratification of the disk allows for positive growth rates over almost the whole radial extent of the disk,
between ~0.3 and 50 au at timescales of ~1000 \( T_\text{orb} \), even if \( \alpha \) has low values of \( 10^{-2} - 10^{-4} \). Vortices that evolve at large radii because of the perturbations caused by COS and VSI might thus be able to migrate toward the central star while being constantly forced by the SBI contributing to their longevity (Lesur & Papaloizou 2010; Paardekooper et al. 2010). These findings also indicate that the SBI mechanism could be a controlling mechanism for the frequently observed vortices in protoplanetary disks (van der Marel et al. 2013; Carrasco-González et al. 2016).

Inner regions of disks, which reach \( \alpha \)-values of \( 10^{-4} \), are already subject to strong enough viscous heating and evolve into a radially and vertically buoyant structure, as was shown in Sections 2.1 and 2.4. We have shown that these buoyantly unstable zones arise wherever the disk becomes optically thick enough to allow for the existence of strong vertical temperature gradients, which means that they are larger in disks with a high mass (\( \gtrsim 0.01 M_\odot \) for a 1 \( M_\odot \) star).

The resulting radial buoyancy, in combination with thermal relaxation, is able to drive COS at maximal growth rates of \( \sim 10^{-2} \Omega \). COS is generally favored by massive disks around low-mass stars and high \( \alpha \)-viscosity. The opacity structure and, thus, the relaxation time criterion determine the fastest growing modes, which means that short-wavelength perturbations (large \( k \)) grow best in optically thick regions and long-wavelength perturbations grow better in optically thinner regions.

VSI depends even more on radiative cooling and, thus, requires the optically thick parts of the disk to be at least buoyantly neutral, which impedes repelling forces on vertical perturbations. The internal heat production, caused by \( \alpha \)-values of \( 10^{-4} \), is sufficient to provide such a disk structure in the denser interior zones and, therefore, makes it possible for the VSI to arise, even if the necessary criterion for cooling by Lin & Youdin (2015) is not fulfilled. The finding that VSI can produce an \( \alpha = 10^{-4} - 10^{-3} \) (Nelson et al. 2012; Stoll & Kley 2014; Manger & Klahr 2018) enables the possibility that the VSI can maintain the thermal structure of the disk that it needs to operate. What needs to be shown is at what height in the disk the thermal energy will actually be released.

Two distinct regions of VSI growth exist at small radii between ~0.3–1.1 au and ~3–3.2 au (for model parameters of \( M_\text{gas} = 1 M_\odot \), \( M_\text{disk} = 0.1 M_\odot \), and \( \alpha = 10^{-3} \))

determined by the vertically polytropic structure and, therefore, is favored by small \( M_\text{gas} \), large \( \alpha \), and \( M_\text{disk} \). The growth rate of the instability increases vertically from \( \sim 10^{-5} \Omega \)–\( 10^{-2} \Omega \).

Future work should deal with more recent opacity models, including the evolution of the dust component of the disk and a variable chemical composition of the disk having influence on the adiabatic coefficient \( \gamma \). The latter in particular probably has an important influence on the strength of buoyancy-driven instabilities. Then it also should be possible to map out possible Zombie Vortex regions, as discussed by Barranco et al. (2018).

Passive disks with an assumed surface density profile inspired by the so-called minimum mass solar nebula (Chiang & Goldreich 1997) (i.e., \( \beta_\Sigma = -1.5 \) and radial temperature gradient determined only by irradiation) will have a radial increasing entropy structure and, therefore, will not be the subject of SBI. However, note that this steep density profile was extrapolated from the “solid” mass distribution in our solar system and not from the gas distribution around the young Sun, which should be completely different in the course of dust growth and pebble drift (Birnstiel et al. 2012). Modeling of an actively accreting disk, whether it is as simple as that in our model or a more elaborate 1+1D irradiation model as in D’Alessio et al. (2006) or even in a full 2D hydrodynamic model, gives a much shallower surface density profile than does \( \beta_\Sigma = -1.5 \), in range of the values derived from observations (Andrews et al. 2010) of \( \beta_\Sigma = -1.1 \) to –0.4. These values predict a wide region in a disk to have a negative, buoyantly unstable gradient in vertically integrated entropy (i.e., the condition for convective amplification of vortices (SBI)).

Our model is in general agreement with the more complicated models of disk structure (D’Alessio et al. 2006; Bitsch et al. 2015) if one considers the first two pressure scale heights above the midplane. Our predictions for stability/instability above that region are less reliable. Here we suggest additional work to investigate cooling rates and entropy structures in these dilute regions, but remember that those regions might also be influenced by magnetic fields because of their sufficient ionization state (Dzyurkevich et al. 2013) and yet be hampered by ambipolar diffusion. Typically, those would be the regions where a wind is being launched from the disk in an interplay of photoevaporation and magnetic fields (Pudritz et al. 2007; Königl et al. 2010).

We conclude that hydrodynamic instabilities can exist in large portions of protoplanetary disks and that they benefit from the release of accretion power if at least a fraction of the released heat gets deposited within one or two pressure scale heights above the midplane. However, note that even disks with very low accretion rates have a radial temperature stratification, which renders them unstable to SBI and partially unstable to VSI and COS, especially at radii \( \gtrsim 10 \) au. Observed disk profiles by Andrews et al. (2010) are indeed unstable to the SBI.

If the resulting \( \alpha \)-values from either these hydrodynamic instabilities or nonideal MHD effects are low to moderate (\( \alpha = 10^{-4} - 10^{-3} \)), as suggested by Raettig et al. (2013), and the heat is deposited around the midplane, then regions closer to the star also become vertically and radially buoyant and, therefore, susceptible to COS and VSI.

Thus, the largest caveat in our work is that, even if sufficient \( \alpha \)-values are measured in simulations of SBI and
it is currently not known where the kinetic energy resulting from the release of potential energy in the accretion disk is deposited. If at least a part of this energy is deposited close to the midplane of the disk, then hydrodynamic turbulence has a good chance to operate in large parts of the planet-forming regions of protoplanetary disks, even in the midplane, where nonideal MHD effects dampen otherwise dominant magnetic effects sufficiently (Lyra & Klahr 2011). With its well-known properties of forming vortices (Raettig et al. 2013; Manger & Klahr 2018) and zonal flows, hydrodynamic instability can be a major agent in forming planetesimals and, thus, determine the properties of planetary systems (Klahr et al. 2018).
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Appendix

Here, we provide information, which we deem valuable for numerical experiments on the presented instabilities.

In Figure 11, we present the radial surface density and temperature profiles for our chosen stellar and disk parameters, including $\alpha$. A numerical simulation, using these values in combination with the Bell & Lin opacity table (provided no $\alpha$ is used in the dynamic simulation) should then display a linear stability/instability as predicted in this article. Figure 12 gives the expected COS wavenumbers for maximum growth rates, which indicates the resolution in grid cells per pressure scale height needed in the numerical simulation to resolve them properly. Finally, Figure 13 displays the local radial stratification for three different heights ($z = 0, H, 2H$) in density, temperature, entropy, and relaxation time to be used in local linear analysis as well as local multidimensional nonlinear simulations. For completeness we also added local pressures scale heights, Richardson Number, maximum growth wavelength of the COS, and VSI growth rates. This should be useful for checking numerically our predictions as well as for an a posteriori investigation of whether the instabilities can provide their own viscous stresses and dissipation of energy, as we assumed a priori in constructing the stratification.
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Figure 11. Toomre $Q$ (top row), column density $\Sigma$ (middle row), midplane temperature $T_{\text{mid}}$ and surface temperature $T_{\text{surf}}$ (bottom row) as a function of radius for the presented disk models for the different stellar parameters in column (a), disk masses in column (b), and $\alpha$-parameters in column (c). It can be seen that every model is stable in the sense of $Q > 1$. Increasing disk temperatures lead to higher $Q$ values for higher stellar mass or $\alpha$-parameter. Larger disk masses and, thus, column densities reduce $Q$. We also added the irradiation temperature $T$ to the bottom plots. This enables us to identify the transition radius from irradiation-dominated disks (passive) to accretion heating dominated disks (active), which is a function of disk mass, accretion rate ($\dot{M} \propto \alpha M_{\text{disk}}$), and opacities.
Figure 12. Maximally growing wavenumbers of the linear COS, corresponding to Figure 5. One parameter is varied per panel, and the other two are held constant at $M_*=1\ M_\odot$, $\alpha = 10^{-5}$, or $M_{\text{disk}} = 0.1\ M_\odot$. No growth occurs in the white areas.
Figure 13. Several disk properties of a model calculated with a disk mass of \(M_{\text{disk}} = 0.1 \, M_\odot\), stellar mass of \(M_\star = 1 \, M_\odot\), and \(\alpha = 10^{-3}\) for the midplane and at \(z = H\). Panel (a) shows the logarithmic radial density gradient, panel (b) displays the radial logarithmic temperature gradient, and panel (c) shows the radial entropy gradient. This means that entropy gradients are completely negative at \(z = 2H\) above the midplane. However, pressure gradients become radially positive, which means that the disk is radially stable against convection at \(z = 2H\), in the sense of the Schwarzschild criterion. At a height of \(z \approx 1H\) and in the midplane, pressure and entropy gradients are partially parallel (shown as the dashed section in the green line). This means that these regions are unstable in the sense of the Schwarzschild criterion, which can give rise to COS. Panel (d) shows the local scale height profile. In panel (e), cooling times for \(k = 1/H\) are shown. It can be seen that thermal relaxation becomes faster with height above the midplane, because densities decrease. The regime of collisionally limited relaxation due to extremely low densities is not covered at these heights and becomes dominant at \(z \sim 3H\). Panel (f) shows the radial Richardson number of the disk. The convectively unstable zone at \(z = 1H\) is visible, because negative Richardson numbers indicate instability in the sense of the classical Schwarzschild criterion without rotation taken into account. A Richardson number larger than \(-\frac{3}{2}\) indicates radial stability in the sense of the standard Solberg–Holland criteria. Panel (g) shows the perturbation wavelength for which the COS' growth rate becomes maximal: \(\gamma_{\text{relax}} \Omega = 1 \Rightarrow \lambda_{\text{max, COS}}/H = 4\pi^2\Omega^2/\gamma(\Omega H^2)\) with \(\tau_{\text{relax}} = 1/(k^2\Omega^2)\). In panel (h), VSI growth rates are displayed. The dotted parts indicate that growth is inhibited by cooling times \(>\tau_{\text{relax}}\) (Lin & Youdin 2015).
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