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Abstract

Combined Compromise Solution (COCOSO) method is a combination of different aggregation strategies that aim to find final scores of the alternatives with respect to determined criteria based on decision makers judgements. This method is extension of simple additive weighting and exponentially weighted product model. In this paper, we extended COCOSO method to its interval-valued neutrosophic version to increase its applicability to the real world problems by using the advantages of neutrosophic sets. The proposed method has been applied to an illustrative example which has multi-criteria and multi-expert decision making problem. The results and the simulations that is applied for the different cases of the problem indicated that the proposed model is a useful decision making tool for the researchers, experts and decision makers who are working at uncertain and indeterminate systems.
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1 Introduction

In ordinary set theory, an element can belong to a set or not; in optimization, a solution can be feasible or in-feasible; in Boolean logic, a statement can be true or false but nothing in between [14]. If we consider the real life situations, humankind has uncertainty and indeterminacy almost their every decision. When we try to define this system component of it is generally not precise and cannot define as a single value. Thus, to increase the applicability of mathematical models, many researchers introduced solution spaces. In order to represent the uncertainty, fuzzy sets were introduced by Zadeh by using the degree of membership of an element to its set [11]. This representation is extended in many forms to increase of its applicability to different cases. Type-n fuzzy set was developed by Zadeh for handling the uncertainty of the membership function in the fuzzy set theory [12]. After that, interval-valued fuzzy sets (IVFSs) were introduced independently by [12, 2, 3]. In 1986, intuitionistic fuzzy sets (IFSs) introduced by Atanassov to represent not only membership degree of an element but also its non-membership degree [1]. This provides decision makers to represent their judgments with a new perspective which has a larger domain than ordinary fuzzy sets. In 2010, Hesitant fuzzy sets (HFSs) is introduced by Torra which are the extensions of regular fuzzy sets where a set of values are possible for the membership of a single element [8]. In 2013, Yager introduced Pythagorean fuzzy sets (PFSs) which are extension of IFSs to increase the applicability of IFSs [9]. All of this extensions postulated that decision maker has no indeterminacy and his/her decision is absolute. Smarandache introduced neutrosophic sets in 1995 to represent not only uncertainty of the data but also in-determinacy of the decision makers [7]. Neutrosophic sets are defined as the sets where each element of the universe has a degree of truth, indeterminacy and falsity which are between 0 and 1 and these degrees are subsets of neutrosophic sets which are independent from each other [6]. In the neutrosophic sets, uncertainty is represented as truth and falsity values where degrees of belongingness, non-belongingness and indeterminacy value where the factor incorporated as the percent of hesitancy. By using this notation, neutrosophic sets provide to present both uncertainty and indeterminacy All of these properties of neutrosophic sets are the answers to why we use neutrosophic sets in this study. Combined compromise solution (COCOSO) method was introduced to calculate the scores of the alternatives by combining the grey relational generation approach [10]. The method uses a comparability sequence and then the weights are aggregated.
through two manners. One of them is obtained by the usual multiplication rule and the second one is calculated by the weighted power of the distance from comparability sequence. To validate the ranking index, three aggregation strategy was applied for each alternative. At ultimate, a cumulative equation reports a ranking. This method is introduced for the crisp values. In this paper, we extend the COCOSO method with interval valued neutrosophic numbers and then applied to an illustrative example to validate its applicability for the real case problems. Rest of the paper is organized as follows: Section 2 introduced the preliminaries for neutrosophic sets. In Section 3, extended method is presented. In Section 4, an illustrative example is given with its calculations step by step. The paper end with conclusions and further suggestions.

2 Preliminaries

Definition 1. [7] Let $E$ be a universe. A neutrosophic set $A$ in $E$ is characterized by a truth-membership function $T_A$, an indeterminacy-membership function $I_A$, and a falsity-membership function $F_A$. $T_A(x)$, $I_A(x)$, and $F_A(x)$ are real standard elements of $[0,1]$. It can be written as:

$$A = \langle (x, (T_A(x), I_A(x), F_A(x))) : x \in E, (T_A(x), I_A(x), F_A(x)) \in [0,1] \rangle$$

The sum of $T_A(x)$, $I_A(x)$, and $F_A(x)$ can be represented as $0 \leq T_A(x) + I_A(x) + F_A(x) \leq 3$.

Definition 2. [6] $X$ be a universe of discourse. An interval-valued neutrosophic set $N$ in $X$ is independently defined by a truth-membership function $T_N(x)$, an indeterminacy-membership function $I_N(x)$, and a falsity-membership function $F_N(x)$ for each $x \in X$, where $T_N(x) = [T^L_N(x), T^U_N(x)] \subseteq [0,1]$, $I_N(x) = [I^L_N(x), I^U_N(x)] \subseteq [0,1]$, and $F_N(x) = [F^L_N(x), F^U_N(x)] \subseteq [0,1]$. Also, they meet the condition $0 \leq T^U_N(x) + I^U_N(x) + F^U_N(x) \leq 3$. So, the interval-valued neutrosophic set $N$ can be shown as:

$$N = \langle [x, [T^L_N(x), T^U_N(x)], [I^L_N(x), I^U_N(x)], [F^L_N(x), F^U_N(x)]] : x \in X \rangle$$

where $L$ and $U$ represent the lower bound and upper bound of the neutrosophic values, respectively.

Definition 3. Deneutrosophication formula is given in Eq. 3 [4]:

$$S(x) = \frac{T^L(x) + T^U(x)}{2} + \frac{(1 - I^L(x) + I^U(x))}{2}$$

$$I^U(x) - \frac{F^L(x) + F^U(x)}{2} (1 - F^U(x))$$

(3)

Definition 4. [6] Let

$$a = \langle [T^L_a, T^U_a], [I^L_a, I^U_a], [F^L_a, F^U_a] \rangle$$

and

$$b = \langle [T^L_b, T^U_b], [I^L_b, I^U_b], [F^L_b, F^U_b] \rangle$$

be two interval-valued neutrosophic numbers and the relations of them are given below:

$$a \oplus b = \langle [T^L_a + T^L_b - T^L_a T^L_b, T^U_a + T^U_b - T^U_a T^U_b],$$

$$[I^L_a I^L_b + I^L_a I^U_b + T^U_a I^U_b],$$

$$[F^L_a F^L_b + F^L_a F^U_b + F^U_a F^U_b] \rangle$$

(4)

$$a \otimes b = \langle [T^L_a T^L_b],$$

$$T^U_a I^L_b, I^L_a I^U_b, I^L_a I^U_b],$$

$$[F^L_a F^L_b, F^U_a F^U_b] \rangle$$

(5)

$$a^k = \langle [(T^L_a)^k, (T^U_a)^k],$$

$$[1 - (1 - I^L_a)^k, 1 - (1 - I^U_a)^k],$$

$$[1 - (1 - F^L_a)^k, 1 - (1 - F^U_a)^k] \rangle$$

(6)

$$a \times k = \langle [1 - (1 - T^L_a)^k, 1 - (1 - T^U_a)^k],$$

$$[(I^L_a)^k, (I^U_a)^k], [(F^L_a)^k, (F^U_a)^k] \rangle$$

(7)

Definition 5. The weighted aggregation operation for interval-valued neutrosophic numbers (INNWAO) is given in Eq. 8 [13]:

$$\text{INNWAO}_w(A_1, A_2, \ldots, A_n) =$$

$$\langle [1 - \prod_{i=1}^{n}(1 - \inf T_{A_i})^{w_i}, 1 - \prod_{i=1}^{n}(1 - \sup T_{A_i})^{w_i}],$$

$$\prod_{i=1}^{n}(\inf I_{A_i})^{w_i}, \prod_{i=1}^{n}(\sup I_{A_i})^{w_i}],$$

$$\prod_{i=1}^{n}(\inf F_{A_i})^{w_i}, \prod_{i=1}^{n}(\sup F_{A_i})^{w_i}] \rangle$$

(8)
where $W = (w_1, w_2, \cdots, w_i)$ is the weight vector of $A_i (i = 1, 2, \cdots, n)$ and $w_i \in [0, 1]$ and $\sum_{i=1}^{n} w_i = 1$.

### 3 Proposed Method

#### Step 1. Construct the neutrosophic decision-making matrix $X_i$ of each decision maker as in Eq. 9:

$$X_i[xij]_{n \times m} = \begin{bmatrix} x_{11i} & \cdots & x_{1mi} \\ \vdots & \ddots & \vdots \\ x_{n1i} & \cdots & x_{nmi} \end{bmatrix}$$

where $x_{ij}$ denotes the interval valued neutrosophic evaluation score of $i$th ($i \in \{1, 2, \cdots, n\}$) alternative with respect to $j$th ($j \in \{1, 2, \cdots, m\}$) and $l$th ($l \in \{1, 2, \cdots, q\}$) decision maker.

In here, we recommend to use the scale which is constructed by using interval valued neutrosophic sets given in Table 1 as follows:

| Linguistic Terms | \(\langle T, I, F \rangle\) |
|------------------|--------------------------|
| CL | Certainly Low | \([0.05, 0.25], [0.1, 0.3], [0.75, 0.95]\) |
| VL | Very Low | \([0.15, 0.35], [0.2, 0.4], [0.65, 0.85]\) |
| L | Low | \([0.25, 0.45], [0.3, 0.5], [0.55, 0.75]\) |
| BA | Below Average | \([0.35, 0.55], [0.4, 0.6], [0.45, 0.65]\) |
| A | Average | \([0.45, 0.65], [0.5, 0.5], [0.5, 0.5]\) |
| AA | Above Average | \([0.55, 0.75], [0.4, 0.6], [0.45, 0.6]\) |
| H | High | \([0.65, 0.85], [0.3, 0.5], [0.55, 0.75]\) |
| VH | Very High | \([0.75, 0.95], [0.2, 0.4], [0.65, 0.85]\) |
| CH | Certainly High | \([0.05, 0.25], [0.1, 0.3], [0.05, 0.25]\) |

Table 1: Scale for decision matrix

#### Step 2. Compute the aggregated neutrosophic decision matrix ($X$) by using Definition 5 as in Eq. 10:

$$X[xij]_{n \times m} = \begin{bmatrix} x_{11} & \cdots & x_{1m} \\ \vdots & \ddots & \vdots \\ x_{n1} & \cdots & x_{nm} \end{bmatrix}$$

where $x_{ij}$ represents the aggregated neutrosophic score of $i$th alternative with respect to $j$th criterion.

Before the weighted comparability sequence, we recommend to use the scale which is constructed by using interval valued neutrosophic sets given as in Table 2.

| Linguistic Terms | \(\langle T, I, F \rangle\) |
|------------------|--------------------------|
| CL | Certainly Low | \([0.05, 0.25], [0.1, 0.3], [0.75, 0.95]\) |
| VL | Very Low | \([0.15, 0.35], [0.2, 0.4], [0.65, 0.85]\) |
| L | Low | \([0.25, 0.45], [0.3, 0.5], [0.55, 0.75]\) |
| BA | Below Average | \([0.35, 0.55], [0.4, 0.6], [0.45, 0.65]\) |
| A | Average | \([0.45, 0.65], [0.5, 0.5], [0.4, 0.6]\) |
| AA | Above Average | \([0.55, 0.75], [0.4, 0.6], [0.5, 0.5]\) |
| H | High | \([0.65, 0.85], [0.3, 0.5], [0.55, 0.75]\) |
| VH | Very High | \([0.75, 0.95], [0.2, 0.4], [0.65, 0.85]\) |
| CH | Certainly High | \([0.05, 0.25], [0.1, 0.3], [0.05, 0.25]\) |

Table 2: Scale for weighting the criteria

#### Step 3. Compute the total of the weighted comparability sequence ($S_i$) and the whole of the power weight of comparability sequence ($P_i$) for each alternative by using Eqs. 11 and 12 as follows:

$$S_i = \sum_{j=1}^{n} w_j x_{ij}$$

$$P_i = \sum_{j=1}^{n} x_{ij}^w$$

#### Step 4. Obtain the relative weights through the three appraisal score strategies by using Eqs. 13, 14 and 15.

In here, we denutrosophicated the $S_i$ and $P_i$ values for the applicability of the method.

$$k_{ia} = \frac{P_i + S_i}{\sum_{i=1}^{m}(P_i + S_i)}$$

$$k_{ib} = \frac{S_i \ominus S_i}{\min_i S_i + \max_i P_i}$$

$$k_{ic} = \frac{\lambda S_i + (1 - \lambda) P_i}{\max_i S_i + (1 - \lambda) \max_i P_i}$$

where $0 \leq \lambda \leq 1$. 
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Step 5. Calculate the final ranking of the alternatives based on $k_i$ values by using Eq. 16 - the greatest is the best one - as follows:

$$k_i = (k_{ia}k_{ib}k_{ic})^\frac{1}{3} + \frac{1}{3}(k_{ia} + k_{ib} + k_{ic})$$  \hspace{1cm} (16)

4 Application

We applied our proposed model for the selection of the most appropriate waste disposal site in the city of Istanbul. Figure 1 presents the locations of the alternatives as follows:

![Figure 1: Location of the alternatives](image)

The following criteria are used for the assessment process [5]:

- C1 - Environmental effect
- C2 - Social effect
- C3 - Economics
- C4 - Operational activities

The process is evaluated based on 3 decision maker judgments as in Tables 3, 4, and 5 by using the given scales, respectively.

| DM1 Weight = 0.35 | DM2 Weight = 0.4 | DM3 Weight = 0.25 |
|-------------------|------------------|------------------|
|                   | AL1 | AL2 | AL3 | AL4 | AL5 |
| C1 Benefit        | AA  | H   | VH  | AA  | CH  |
| C2 Benefit        | H   | H   | H   | H   | CH  |
| C3 Cost           | AA  | L   | CL  | L   | L   |
| C4 Cost           | L   | L   | VL  | L   | L   |

Table 3: Evaluations of Decision Maker 1

|                   | AL1 | AL2 | AL3 | AL4 | AL5 |
|-------------------|-----|-----|-----|-----|-----|
| C1 Benefit        | BA  | BA  | CL  | CH  | VH  |
| C2 Benefit        | A   | A   | CL  | CH  | H   |
| C3 Cost           | CL  | H   | BA  | L   | VL  |
| C4 Cost           | BA  | BA  | H   | H   | L   |

Table 4: Evaluations of Decision Maker 2

|                   | AL1 | AL2 | AL3 | AL4 | AL5 |
|-------------------|-----|-----|-----|-----|-----|
| C1 Benefit        | BAI | LI  | VLI |     |     |
| C2 Benefit        | CHI | AI  | AI  |     |     |
| C3 Cost           | BAI | LI  | VLI |     |     |
| C4 Cost           | AI  | BAI | HI  |     |     |

Table 5: Evaluations of Decision Maker 3

The evaluation of the criteria weights is given in Table 6 as follows:

|               | DM1 | DM2 | DM3 |
|---------------|-----|-----|-----|
| C1            | HI  | HI  | AAI |
| C2            | CHI | AI  | AI  |
| C3            | BAI | LI  | VLI |
| C4            | AI  | BAI | HI  |

Table 6: Evaluations of decision makers

The aggregated decision matrix is given in Table 7 as follows:
Table 7: Aggregated decision matrix

|   | AL1       | AL2       | AL3       | AL4       | AL5       |
|---|-----------|-----------|-----------|-----------|-----------|
| C1| <[0.47, 0.62], [0.44, 0.56], [0.43, 0.59]> | <[0.48, 0.64], [0.36, 0.56], [0.42, 0.58]> | <[0.56, 0.74], [0.32, 0.47], [0.27, 0.47]> | <[0.69, 0.93], [0.05, 0.27], [0.08, 0.35]> | <[0.76, 0.9], [0.18, 0.4], [0.13, 0.29]> |
| C2| <[0.5, 0.66], [0.38, 0.54], [0.4, 0.55]> | <[0.53, 0.69], [0.42, 0.5], [0.37, 0.52]> | <[0.29, 0.44], [0.34, 0.54], [0.61, 0.76]> | <[0.993, 0.994], [0, 0.009], [0.001, 0.024]> | <[0.71, 0.94], [0.07, 0.31], [0.07, 0.33]> |
| C3| <[0.33, 0.49], [0.25, 0.47], [0.56, 0.71]> | <[0.54, 0.71], [0.3, 0.5], [0.35, 0.51]> | <[0.26, 0.47], [0.3, 0.5], [0.53, 0.74]> | <[0.996, 0.997], [0, 0.009], [0, 0.015]> | <[0.29, 0.48], [0.3, 0.5], [0.53, 0.74]> |
| C4| <[0.47, 0.63], [0.32, 0.52], [0.43, 0.59]> | <[0.47, 0.63], [0.32, 0.52], [0.43, 0.59]> | <[0.35, 0.52], [0.26, 0.46], [0.54, 0.7]> | <[0.996, 0.998], [0, 0.004], [0, 0.012]> | <[0.35, 0.63], [0.26, 0.46], [0.55, 0.64]> |

The aggregated weights of the criteria are given in Table 8 as follows:

|   | C1       | C2       | C3       | C4       |
|---|----------|----------|----------|----------|
|   | <[0.53, 0.73], [0.32, 0.52], [0.27, 0.47]> | <[0.56, 0.81], [0.28, 0.42], [0.19, 0.44]> | <[0.26, 0.47], [0.3, 0.5], [0.53, 0.74]> | <[0.42, 0.63], [0.4, 0.54], [0.37, 0.58]> |

Table 8: Aggregated criteria weights

The appraisal score strategies which are introduced in Step 4 are calculated by using Eqs. 13, 14 and 15 as in Table 10.

Table 10: Appraisal score strategies of the alternatives

|   | AL1 | AL2 | AL3 | AL4 | AL5 |
|---|-----|-----|-----|-----|-----|
| \( k_a \) | 1   | 1   | 0.99| 1   | 1   |
| \( k_b \) | 2.08| 2.13| 2.22| 2.16|     |
| \( k_c \) | 0.94| 0.96| 0.91| 1   | 0.98|

Table 11: Final ranks of the alternatives and their scores

|   | AL1 | AL2 | AL3 | AL4 | AL5 |
|---|-----|-----|-----|-----|-----|
| Rank | 4   | 3   | 5   | 1   | 2   |

The final ranks of the alternatives and their scores are calculated by using Eq. 16 as in Table 11.

Through our application AL4 is determined as the most appropriate location for the waste disposal site. A comparative analysis is also conducted to check the validity of our proposed method. Neutrosophic CODAS method is applied the same decision matrices [4]. Table 12 presents the distances to negative solution of the neutrosophic CODAS as follows:
As in Table 12, the results of the CODAS method are obtained by combining two distances, Euclidean distance and Hamming distance of alternative to the negative ideal solution. In here, we calculated each alternative distance to the negative ideal solution with respect to each criterion.

Results of the neutrosophic CODAS method are given in Table 13 as follows:

|       | AL1  | AL2  | AL3  | AL4  | AL5  |
|-------|------|------|------|------|------|
| Score | -7.9 | -7.7 | -2.1 | 5.79 | 11.9 |
| Rank  | 5    | 4    | 3    | 2    | 1    |

Table 13: Results of the neutrosophic CODAS

When we examined the results, first and second orders are swapped. The main reason of this result is the deneutrosification of the values that is applied in Step 4. Therefore, the neutrosophic division operation for the Step 4 can be developed for more liable results for further researches.

5 Conclusions

Neutrosophic logic presents an excellent tool to capture not only the vagueness of the data but also the indeterminacy of the decision makers in the assessment processes. In this paper, we have extended COCOSO method with interval-valued neutrosophic fuzzy numbers in order to select the most appropriate location for the waste disposal site under fuzziness. Neutrosophic COCOSO method produces meaningful results and can be used as an alternative MCDM method for the applications that have uncertainty.

We believe the applied approach is an appraisal framework which can be used as a decision-making tool by the managers or researchers to make useful inferences, judgments, and decisions. Since our considers both quantitative and qualitative data, it is very practical to use for the areas that have uncertainty and vagueness.

For further research, the data can be extended by using the experts judgments and opinions that are from the environmental sciences. Also, an integrated decision making process consists of fuzzy MCDM method and fuzzy inference system can be used and the obtained results can be compared.
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