On local times of Martin-Löf random Brownian motion
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Abstract

In this paper we study the local times of Brownian motion from the point of view of algorithmic randomness. We introduce the notion of effective local time and show that any path which is Martin-Löf random with respect to the Wiener measure has continuous effective local times at every computable point. Finally we obtain a new simple representation of classical Brownian local times, computationally expressed.
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1 Introduction

A Brownian motion on the unit interval is a real-valued function \( X : (t, \omega) \mapsto X(t, \omega) \) defined on \([0, 1] \times \Omega\), where \( \Omega \) is the underlying space of some probability space, such that \( X(0, \omega) = 0 \), the function \( t \mapsto X(t, \omega) \) is continuous for any \( \omega \), and for any finite sequence \( 0 < t_1 < \ldots < t_n \leq 1 \), the functions \( \omega \mapsto X(t_1, \omega), X(t_2, \omega) - X(t_1, \omega), \ldots, X(t_n, \omega) - X(t_{n-1}, \omega) \) are random variables statistically independent and normally distributed with means 0 and variances \( t_1, t_2 - t_1, \ldots, t_n - t_{n-1} \), respectively. In this paper, we shall consider the canonical Brownian motion \( X \) defined by \( X(t, \omega) = \omega(t) \) where \( \Omega = \mathbb{C}[0, 1] \) is the set of continuous real functions defined on \([0, 1]\) and vanishing at the origin, with its uniform norm topology and endowed with the Wiener measure \( \mathbb{P} \). The random variable \( \omega \mapsto X(t, \omega) \) will be denoted \( X(t) \). The Wiener measure \( \mathbb{P} \) is the unique Borel probability measure on \( \mathbb{C}[0, 1] \) such that for any \( 0 < t_1 < \ldots < t_n \leq 1 \) and any Borel subset \( A \) of \( \mathbb{R}^n \),

\[
\mathbb{P} [ \omega \in \mathbb{C}[0, 1] : (\omega(t_1), \ldots, \omega(t_n)) \in A] = \int_A \frac{e^{-\frac{1}{2} (Q^{-1})x^TQ^{-1}x}}{(2\pi)^{n/2} |\det(Q)|^{1/2}} dx
\] (1)

where \( Q = (q_{ij}) \) is the \( n \times n \) matrix defined by \( q_{ij} = t_i \), for \( i \leq j \).

If \( Y \) is another Brownian motion on a probability space \((\Omega', \mathcal{G}, \mathbb{P}')\), then for any Borel subset \( A \) of \( \mathbb{C}[0, 1] \)

\[
\mathbb{P}'(\{\omega : Y(\omega) \in A\}) = \mathbb{P}(A)
\] (2)

where \( Y(\omega) \) is the function \([0, 1] \rightarrow \mathbb{R}, t \rightarrow Y(t, \omega) \). Discussions on the construction of Brownian motion can be found in [13, 27].

The occupation measure of the Brownian motion \( X \) up to time \( t \) is the random Borel measure defined by

\[
\mu(t, \omega, A) = \lambda\{s \in [0, t] : X(s, \omega) \in A\}, \ A \text{ Borel in } \mathbb{R}, \ \omega \in \Omega.
\]

Here \( \lambda \) is the Lebesgue measure.

Lévy [23] proved that for almost all \( \omega \in \Omega \), the occupation measure \( \mu(t, \omega, \cdot) \) is absolutely continuous, that is, there exists a function

\[
\mathcal{L}(t, \omega, \cdot) : \mathbb{R} \rightarrow \mathbb{R}, \ x \mapsto \mathcal{L}(t, \omega, x)
\]
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such that
\[ \mu(t, \omega, A) = \int_A \mathcal{L}(t, \omega, x)dx, \quad (A \text{ Borel in } \mathbb{R}). \]
The number \( \mathcal{L}(t, \omega, x) \) is called the “local time of \( \omega \) at \( x \) up to time \( t \)”. Lévy called it the “mesure du voisinage” and it represents the “time that the Brownian path \( \omega \) spends at the point \( x \) during the time interval \([0, t]\)”. It is clear, by the Lebesgue density theorem that, for almost every \( x \in \mathbb{R} \) (with respect to the Lebesgue measure),
\[ \mathcal{L}(t, \omega, x) = \lim_{\epsilon \to 0^+} \frac{1}{2\epsilon} \lambda\{s \leq t : |X(s, \omega) - x| \leq \epsilon\}. \quad (3) \]

Trotter [32] proved later that the occupation measure \( \mu(t, \omega, \cdot) \) has continuous density for almost all \( \omega \), that is, \( \mathcal{L}(\cdot, \omega, x) : [0, 1] \times \mathbb{R}, (t, x) \to \mathcal{L}(t, \omega, x) \) is continuous. (See also [27, Theorem 6.19].) This has the implication that, for every \( x \in \mathbb{R} \), almost surely, for all \( t \in [0, 1] \),
\[ \mathcal{L}(t, \omega, x) = \lim_{\epsilon \to 0^+} \frac{1}{2\epsilon} \lambda\{s \leq t : |X(s, \omega) - x| \leq \epsilon\}. \quad (4) \]

We shall consider the local time at 0 and it will be denoted \( \mathcal{L}(t, \omega) \) instead of \( \mathcal{L}(t, \omega, 0) \). That is,
\[ \mathcal{L}(t, \omega) = \lim_{\epsilon \to 0^+} \frac{1}{2\epsilon} \lambda\{s \leq t : |X(s, \omega)| \leq \epsilon\}. \quad (5) \]

The notion of local time has been extended to many stochastic processes. It is an important key concept in the study of fine properties of stochastic processes, for example fractal dimensions of level sets, regularity of sample paths. We refer to Geman and Horowitz [15], Xiao [33] and references therein for further background. The interplay between roughness of a function and the continuity of its local times is summarized in Table 1 in [15]. For example, in the case of Gaussian processes, the smoothness of local times implies an ”irregularity ”of its sample paths (Berman [3]).

We can, of course, associate with any real-valued function on the unit interval, an occupation density, and ask whether it is absolutely continuous with respect to Lebesgue measure. In this case the Radon-Nykodym derivative will be its local time. As indicated by Geman and Horowitz [15], it is an interesting open problem to investigate the existence of local times of particular classical functions such as the Weierstrass nowhere differentiable function and to determine which functions representable as Fourier series are such that the occupation measure is absolutely continuous and to compute the local times in terms of the Fourier coefficients.

One aim of this project, of which this paper is the first of two, is to show that, relative to the halting problem, we can compute a continuous function on the unit interval, that does have local time, in the sense that the occupation density of this function is absolutely continuous with respect to Lebesgue measure. It will turn out we can find such a function which is the complex oscillation \( \Phi(\Omega) \) associated with a Chaitin real \( \Omega \) with \( \Phi \) as constructed in Fouche [11].

Using the notion of Kolmogorov-Chaitin complexity, Asarin and Prokovskii [2] defined a subset of \( C[0, 1] \) of full Wiener measure independently of any specific property of Brownian motion. They considered the set of functions on \([0, 1]\) that can be uniformly approximated by sequences of piece-linear functions encoded by finite binary strings of high Kolmogorov-Chaitin complexity and observed that such a class turns out to be, in later language, exactly the class of Martin-Löf random elements in the computable probability space \( (C[0, 1], \mathbb{P}) \). Such functions are now referred to as Martin-Löf random Brownian paths (ML Brownian paths) or complex oscillations.

It has been observed in the past two decades that each Martin-Löf random Brownian path or complex oscillation has many important properties of classical Brownian motion. For example, each complex oscillation satisfies the law of iterated logarithms [12], the modulus of continuity of classical Brownian motion [10], the doubling property of Hausdorff and Fourier dimension [14] and Itô’s lemma [28].

Complex oscillations satisfy various other computable properties [10, 13, 20, 21].

It should be noted that in [14], the authors together with George Davie proved that for each complex oscillation \( \omega \), the occupation measure \( \mu(t, \omega, \cdot) \) of \( \omega \) up to time \( t \) is such that its Fourier transform
\[ \hat{\mu}(t, \omega, u) = \int_0^t \exp(iu\omega(s))ds, \quad u \in \mathbb{R} \]
computable metric space of the metric space $\Omega$. (See for instance Hostrup and Rojas [16].) 

The number $d$ almost every complex oscillation itself. Given a complex oscillation $\omega$ one can approximate the effective local times of a complex oscillation using an approximation of the $\omega$ of all the elements of $S$ of a complex oscillation $\omega$. We shall prove that for any complex oscillation $\omega$ as a pointwise stochastic integral with respect to $\omega$ as defined in real analysis. 

In the sequel of this paper, which will be written in collaboration with George Davie, we shall obtain effective versions of some classical results on local times of Brownian motion. It will turn out that $L$ is indeed the local time of $\omega$ as defined in real analysis. 

It is shown in [11] that each complex oscillation is uniquely determined by a Kolmogorov-Chaitin complex infinite binary string (also a KC-string). We prove that one can uniformly approximate the effective local times of a complex oscillation using an approximation of the complex oscillation itself. Given a complex oscillation $\omega$ defined by a KC-string $\alpha$, one can use a sequence of finite substrings of $\alpha$ to uniformly approximate both $\omega$ and its effective local time at the origin, denoted $L(t, \omega)$, is the maximum function of another complex oscillation $\tilde{\omega}$ obtained as a pointwise stochastic integral with respect to $\omega$. This solves an open question in [11]. The fact that the association $\omega \rightarrow \tilde{\omega}$ is in fact "layerwise computable " will be seriously discussed.

It is shown in [11] that each complex oscillation is uniquely determined by a Kolmogorov-Chaitin complex infinite binary string (also a KC-string). We prove that one can uniformly approximate the effective local times of a complex oscillation using an approximation of the complex oscillation itself. Given a complex oscillation $\omega$ defined by a KC-string $\alpha$, one can use a sequence of finite substrings of $\alpha$ to uniformly approximate both $\omega$ and its effective local time at the origin. Finally we show the effective local time of a complex oscillation $\omega$ can be approximated by the sum of absolute values of $\omega$ at dyadic rationals where $\omega$ changes its sign. As far as we know, this is a new result even in classical probability theory.

Let $S$ be the set of functions $x \in \Omega$ that are piecewise linear with rational coordinates for the points of non-differentiability (or corner points), that is, if $t$ is a point of non-differentiability of the function $x$, then both $t$ and $x(t)$ are rational numbers. Clearly, $S$ is a countable dense subset of $\Omega$. We shall consider a computable enumeration

$x_1, x_2, \ldots, x_n \ldots$

of all the elements of $S$ and assume it fixed throughout. The distance mapping

$$d:S \times S \rightarrow \mathbb{Q}, \quad (x_i, x_j) \mapsto d(x_i, x_j) = \|x_i - x_j\|,$$

is obviously computable in the sense that there exists an algorithm that on input $(i, j)$ yields the number $d(x_i, x_j)$.

In the language of computability analysis, this means that the pair $(S, d)$ defines a computable metric space of the metric space $\Omega$. (See for instance Hoyrup and Rojas [10].)

For each $x \in S$ and $r \in \mathbb{Q}$, let $B(x, r)$ be the ball in $\Omega$ with centre $x$ and radius $r$:

$$B(x, r) = \{y \in \Omega : \|x - y\| < r\}.$$
Such balls are called ideal balls. The class of all ideal balls is obviously a countable set and it is dense in $\Omega$. We shall fix an effective listing of all the ideal balls:

$$B_1, B_2, \ldots, B_n, \ldots$$

Any open subset of $\Omega$ is a countable union of ideal balls. A subset $U \subset \Omega$ is an effectively open set if there is an algorithm that yields a sequence of integers $i_1, i_2, \ldots, i_n, \ldots$ such that

$$U = B_{i_1} \cup B_{i_2} \cup \ldots$$

An effectively open set is in fact a $\Sigma^0_1$ set.

A sequence $U_1, U_2, \ldots$ of open subsets of $\Omega$ is called a uniformly effective sequence if there is an algorithm that, on input $i \in \mathbb{N}$ yields a sequence $i_1, i_2, \ldots, i_n, \ldots$ such that

$$U_i = B_{i_1} \cup B_{i_2} \cup \ldots$$

(where $B_1, B_2, \ldots$ is the fixed sequence of ideal balls).

Examples

(1) In general, for fixed rationals $\alpha_1, \ldots, \alpha_n, t_1, t_2, \ldots, t_n, a$, the subset

$$U = \{x \in \Omega : \alpha_1 x(t_1) + \ldots + \alpha_n x(t_n) < a\}$$

is effectively open as it can be seen from the following algorithm that expresses $U$ as a union of ideal balls. Start with $L = \emptyset$ and $i = 1$ and consider the ideal ball $B_i$ (with centre $x_i$ and radius $r_i$). If $\alpha_1 x(t_1) + \ldots + \alpha_n x(t_n) < a$ and $r_i < |a - \alpha_1 x(t_1) + \ldots + \alpha_n x(t_n)|$, then update $L \leftarrow L \cup \{i\}$. Repeat for $i \leftarrow i + 1$. Then clearly $U = \cup_{i \in L} B_i$.

(2) Let

$$U_n = \{x \in \Omega : \max_{1 \leq k \leq n} |x(k/n)| < 1\}, \quad n = 1, 2, \ldots$$

Then $(U_n)$ is a uniformly effective sequence of open sets. Indeed, consider the following algorithm: Consider a list $A$ of all the elements of $\mathbb{N} \times \mathbb{N}$, for instance, $A = \{(1, 1), (1, 2), (2, 1), (1, 3), (2, 2), (3, 1), \ldots\}$. Starting with $i = 1$, consider the $i$th element of $A$, say $(j, n)$ and the ideal ball $B_{j^*}$ (assume that its centre is $x_j$ and its radius is $r_j$). If $\max_{1 \leq k \leq n} |x_j(k/n)| < 1$ and $r_j < |1 - \max_{1 \leq k \leq n} |x_j(k/n)||$ then include $B_{j^*}$ on the list of ideal balls for $U_n$. Update $i \leftarrow i + 1$. This algorithm yields a list of ideal balls contained in $U_n$ for all $n = 1, 2, \ldots$.

A Martin-Löf test on $\Omega$ with respect to the Wiener measure $\mathbb{P}$ (or simply a Martin-Löf test) is a sequence of uniformly open sets $(U_n)$ of $\Omega$ such that $\mathbb{P}(U_n) \leq 2^{-n}$ for all $n$. A path $x \in \Omega$ passes the test $(U_n)$ if $x \notin \cap_n U_n$. A path $x \in \Omega$ is called a Martin-Löf random Brownian path (MLB path) if it passes all Martin-Löf tests.

The set of finite words or strings over the alphabet $\{0, 1\}$ is denoted by $\{0, 1\}^*$. Given a finite word or string $a$ over the alphabet $\{0, 1\}$, that is, $a \in \{0, 1\}^*$, $|a|$ denotes the length of $a$. For $\alpha = \alpha_0 \alpha_1 \ldots$ an infinite word over the alphabet $\{0, 1\}$, we denote by $\alpha(n)$ the word $\alpha_0 \alpha_1 \ldots \alpha_{n-1}$. The Cantor space $\{0, 1\}^\mathbb{N}$ is denoted by $\mathcal{N}$. For any word $s \in \{0, 1\}^*$, $[s]$ is the interval $\{\alpha \in \mathcal{N} : \alpha(n) = s\}$. The Lebesgue measure on $\mathcal{N}$ is denoted by $\lambda$ and $\lambda([s]) = 2^{-|s|}$ where $|s|$ denotes the length of the word $s$.

Definition 1 A function $\nu : \{0, 1\}^* \to [0, 1]$ is called a recursively enumerable semi-measure if

$$\sum_{a \in \{0, 1\}^*} \nu(a) \leq 1$$

and for $q \geq 0$, with $q$ rational, and $a \in \{0, 1\}^*$, the relation $\nu(a) > q$ is recursively enumerable in $a$ and $q$ in the sense that there exists an algorithm that, on input $a$, $q$ yields “yes” if indeed $\nu(a) > q$.

Theorem 1 There exists a function $K : \{0, 1\}^* \to \mathbb{N}$ such that the function $\{0, 1\}^* \to [0, 1] : s \mapsto 2^{-K(s)}$ is a recursively enumerable semi-measure and for any other recursively enumerable semi-measure $\nu$, there is a constant $D$ such that

$$K(a) \leq -\log_2 \nu(a) + D,$$

for all $a \in \{0, 1\}^*$. 

4
We shall fix one such function $K$ and for $a \in \{0, 1\}$, we shall $K(a)$ is called the Kolmogorov complexity of the word $a$. For any other such function $K_1$, $K_1(a) = K(a) + O(1)$ for all $a \in \{0, 1\}^*$ (see [10] and references therein for more discussions). An infinite binary string $\alpha$ is Kolmogorov-Chaitin complex if there exists $d$ such that for all $n$, $K(\alpha(n)) \geq n - d$. We call $d$ an incompressibility coefficient of $\alpha$. We will denote the set of Kolmogorov-Chaitin complex infinite binary strings by $KC$ and refer to its elements as $KC$-strings. It is well-known that $KC$ has Lebesgue measure 1. We recall that $KC$-strings are exactly the Martin-Löf random elements of the Cantor space. More background on Kolmogorov complexity can be found in [23, 25, 26, 27].

For $n \geq 1$, we write $\mathcal{C}_n$ for the class of continuous functions on the unit interval that vanish at 0 and are linear with slopes $\pm n^{-1/2}$ on the intervals $I_j = [(j - 1)n^{-1}, jn^{-1}]$, $j = 1, 2, \ldots, n$. For every $\omega \in \mathcal{C}_n$, one can uniquely associate a binary string $a = a_1 \cdots a_n$ by setting $a_j = 1$ or $a_j = 0$ according to whether $\omega$ increases or decreases on the interval $I_j$. The string $a$ is called the code of $\omega$. Conversely any binary string $a \in \{0, 1\}^*$ uniquely determines an element of $\mathcal{C}_n$, denoted $\psi(a)$.

**Definition 2** A sequence $(\omega_n)$ in $C[0, 1]$ is called a complex sequence if $\omega_n \in \mathcal{C}_n$ for each $n$ and there is a constant $d > 0$ such that $K(\omega_n) \geq n - d$ for all $n$, where $\omega_n$ is the code of $\omega_n$. A function $\omega \in C[0, 1]$ is a complex oscillation if there is a complex sequence $(\omega_n)$ such that $\|\omega - \omega_n\| = \sup_{t \in [0, 1]} |\omega(t) - \omega_n(t)|$ converges effectively to 0 as $n \to \infty$ in the sense that there exists an algorithm that on input $m \in \mathbb{N}$ yields a natural number $m_0$ such that $\|\omega - \omega_n\| \leq (m + 1)^{-1}$ for all $m \in \mathbb{N}$ and $n > m_0$.

We will denote the set of complex oscillations by $\mathcal{C}$. Asarin and Prokovskii [2] proved that $\mathcal{C}$ is exactly the class of Martin-Löf random elements of the computable probability space $(C[0, 1], \mathbb{P})$ where $\mathbb{P}$ is the Wiener measure. Consequently, $\mathcal{C}$ has full Wiener measure, that is, $\mathbb{P}(\mathcal{C}) = 1$.

Fouché [11] proved that any complex oscillation is completely determined by a single infinite binary $KC$-string and conversely each such string determines a complex oscillation.

In order to explore local properties of complex oscillations, Fouché [11] introduced the notion of effective generating sequence of subsets of $C[0, 1]$. We shall consider the following notations. For a subset $F$ of $C[0, 1]$ and $\epsilon > 0$, $\bar{F}$ is the topological closure of $F$ and $O_\epsilon(F)$ is the $\epsilon$-neighbourhood of $F$,

$$O_\epsilon(F) = \{f \in C[0, 1] : (\exists g \in F)(\|f - g\| < \epsilon)\}.$$ 

Conventionally we shall write $F^1 = F$ and $F^0$ the complement of $F$ in $C[0, 1]$. Throughout $\Sigma$ denotes the $\sigma$-algebra of $C[0, 1]$.

**Definition 3** A sequence $\mathcal{F}_0 = \{F_1, F_2, \ldots, F_n, \ldots\}$ in $\Sigma$ is an effective generating sequence if the following conditions are satisfied:

1. For each $F \in \mathcal{F}_0$ and $\epsilon > 0$, if $G \in \{F, F^1, O_\epsilon(F), O_\epsilon(F^0)\}$, then $\mathbb{P}(G) = \mathbb{P}(G)$.

2. There is an algorithm that yields, for each finite sequence of integers $1 \leq i_1 < i_2 < \ldots < i_n$, the $\mathbb{P}(F_{i_1} \cap \ldots \cap F_{i_n})$ with arbitrary accuracy, that is, for $k \in \mathbb{N}$, the algorithm yields a dyadic rational number $\beta_k$ such that

$$\mathbb{P}(F_{i_1} \cap \ldots \cap F_{i_n}) - \beta_k | \leq 2^{-k}.$$

3. For $n, i \in \mathbb{N}$, a rational number $\epsilon > 0$ and $x \in \mathcal{C}_n$, both the relations $x \in O_\epsilon(F_i)$ and $x \in O_\epsilon(F_i^0)$ are recursive in $x, \epsilon, i$ and $n$, that is, there is an algorithm that on input $x, \epsilon, i, n$ yields “yes” if indeed $x \in O_\epsilon(F_i)$ and “no” if $x \notin O_\epsilon(F_i)$ and similarly for $x \in O_\epsilon(F_i^0)$.

Let $\mathcal{F}_0$ be an effective generating sequence and $\mathcal{F}$ the algebra generated by $\mathcal{F}_0$, that is, the class of finite unions of sets of the form

$$F_{i_1}^{\delta_1} \cap F_{i_2}^{\delta_2} \cap \ldots \cap F_{i_n}^{\delta_n},$$

with $1 \leq i_1 < \ldots < i_n$ in $\mathbb{N}$ and $\delta_i \in \{0, 1\}$. Then one can enumerate the elements of $\mathcal{F}$ in a sequence $T_1, T_2, \ldots, T_n, \ldots$ such that there is an algorithm that on input $i$ yields a description of $T_i$ as a finite union of sets of the form (7). In that case, $T_1, T_2, \ldots, T_n, \ldots$ is called a recursive enumeration of $\mathcal{F}$ and we say that $\mathcal{F}$ is effectively generated by $\mathcal{F}_0$. If $(T_i : i = 1, 2, \ldots)$ is a recursive enumeration of $\mathcal{F}$ effectively generated by the sequence $\mathcal{F}$, then there is an algorithm that yields, for each $i$, the quantity $\mathbb{P}(T_i)$ with arbitrary accuracy ([10] Lemma 4.1]). The following notion is defined in [10].
**Definition 4** A set $A \subseteq C[0,1]$ is of constructive measure 0, if there exist an effectively generated algebra $\mathcal{F}$, a corresponding recursive enumeration $(T_i : i = 1, 2, \ldots)$ of $\mathcal{F}$ and a recursive function $\phi : \mathbb{N} \times \mathbb{N} \rightarrow \mathbb{N}$ such that

$$A \subseteq \bigcap_n \bigcup_m T_{\phi(n,m)}$$

and $\mathbb{P} \left( \bigcup_n T_{\phi(n,m)} \right)$ converges effectively to 0 for $n \to \infty$.

The following result is an important property of complex oscillations [10, Theorem 4.1].

**Theorem 2** If $x$ is complex oscillation and if $A$ is a set of constructive measure 0, then $x \notin A$.

In some cases condition (3) of Definition 4 “for $x \in \mathcal{C}_n$, $x \in O_\epsilon(F_i)$ is effective in $(x,n,\epsilon,i)$” is not easy to verify as generally it may require to explicitly find $f \in F_i$ such that $\|x - f\| < \epsilon$.

We shall replace condition (3) with the following condition: Condition (3’): for each $i$, both $F_i$ and its complement $F_i^0$ in $C[0,1]$ have no isolated point and for $n, i \in \mathbb{N}$ and $x \in \mathcal{C}_n$, both the relations $x \in F_i$ and $x \in F_i^0$ are recursive in $x, i$ and $n$. This has the implication that if $x \in F_i^\delta$ with $\delta \in \{0,1\}$ and if $x_n$ is a sequence in $C[0,1]$ that converges to $x$ then $x_n \in F_i^\delta$ for all large $n$. Then if

$$A = F_{i_1}^{\delta_1} \cap F_{i_2}^{\delta_2} \ldots \cap F_{i_n}^{\delta_n}, \delta_i \in \{0,1\},$$

$x \in A$ and $x_n$ is a sequence in $C[0,1]$ that converges to $x$, then $x_nA$ for all large $n$. This also implies that for $n, i \in \mathbb{N}$, a rational number $\epsilon > 0$ and $x \in \mathcal{C}_n$, both the relations $x \in O_\epsilon(F_i \cap \mathcal{C}_n)$ and $x \in O_\epsilon(F_i \cap \mathcal{C}_n)$ are recursive in $x, \epsilon, i$ and $n$. Indeed, it is enough to enumerate all the elements of $\mathcal{C}_n$ (which is finite) that are in $F_i$ (this can done effectively by Condition (3’)) and test whether $\|x - y\| < \epsilon$ for each $y \in F_i \cap \mathcal{C}_n$. To show that it can be done we prove

**Theorem 3** Let $\mathcal{F}_0 = \{F_1, F_2, \ldots, F_n, \ldots\}$ be a sequence of subsets of $C[0,1]$ satisfying the following conditions:

(a) for each $F \in \mathcal{F}_0$ and $\epsilon > 0$, if $G \in \{F, F^0, O_\epsilon(F), O_\epsilon(F^0)\}$, then $\mathbb{P}(G) = \mathbb{P}(G)$.

(b) there is an algorithm that yields, for each finite sequence of integers $1 \leq i_1 < \ldots < i_n$, the quantity $\mathbb{P}(F_{i_1} \cap \ldots \cap F_{i_n})$ with arbitrary accuracy,

(c) for each $F \in \mathcal{F}_0$, both $F$ and its complement $F^0$ in $C[0,1]$ have no isolated point,

(d) for $n, i \in \mathbb{N}$ and $x \in \mathcal{C}_n$, both the relations $x \in F_i$ and $x \in F_i^0$ are recursive in $x, i$ and $n$.

Let $T_1, T_2, \ldots, T_n, \ldots$ be a recursive enumeration of the algebra $\mathcal{F}$ generated by $\mathcal{F}_0$. If $\phi : \mathbb{N} \times \mathbb{N} \rightarrow \mathbb{N}$ is recursive function such that

$$\mathbb{P} \left( \bigcup_n T_{\phi(n,m)} \right)$$

converges effectively to 0 for $n \to \infty$, then the set

$$\bigcap_n \bigcup_m T_{\phi(n,m)}$$

does not contain a complex oscillation.

**Proof** The proof is very similar to the proof of Theorem 2 given in [10]. As indicated before, there is an algorithm that yields, for each $i$, the quantity $\mathbb{P}(T_i)$ with arbitrary accuracy.

For a string $a \in \{0,1\}^*$ the function $\psi(a)$ defined by $a$ shall also be denoted $a$. Assume that there is a complex oscillation $x \in \bigcap_n \bigcup_m T_{\phi(n,m)}$. Set $A_{n,m} = T_{\phi(n,m)}$. Since $x$ is a complex oscillation, then there is a complex sequence $(x_n)$ in $C[0,1]$ and a recursive function $f : \mathbb{N} \rightarrow Q^+$ such that $f(n)$ converges effectively to 0 as $n \to \infty$ with $\|x_n - x\| < f(n)$ for all $n$. We shall assume, without loss of generality, that $f$ is decreasing. Further we can assume without loss of generality that

$$\mathbb{P}(\bigcup_m T_{\phi(n,m)}) \leq 2^{-n},$$

and that for each fixed $n$, the sets $A_{n,m}$, $m = 1, 2, \ldots$ are pairwise disjoint. This can be realised by replacing $A_{n,m}$ by $A_{n,m} \setminus \cup_{\ell < m} A_{n,\ell}$. Then we have

$$\sum_m \mathbb{P}(A_{n,m}) \leq 2^{-n}.$$
We shall construct a recursively enumerable semi-measure \( \nu \) so that for given \( d > 0 \), there exists some \( n \in \mathbb{N} \) such that \( \nu(a) \geq 2^{-n+d} \) for all \( a \in \mathcal{C}_n \cap \mathcal{O}_f(A_{N,M} \cap \mathcal{C}_n) \) for some set \( A_{N,M} \) containing \( x \), \( \nu(x_n) = 2^{-n+d} \). Since \( x \in A_{N,M} \) and \( (x_n) \) converges to \( x \), then \( x_n \in A_{N,M} \) for all large \( n \) (from condition (c) of Theorem 3 which is condition (3’)). Then for all large \( n \), \( x_n \in \mathcal{C}_n \cap \mathcal{O}_f(A_{N,M} \cap \mathcal{C}_n) \) and hence \( \nu(x_n) = 2^{-n+d} \) for all large \( n \). Then

\[
K(x_n) \leq - \log_2 \nu(x_n) + D \leq n - d + D
\]

for some constant \( D \). This contradicts the assumption that \( x \) is a complex oscillation for \( d \) large.

To construct \( \nu \) we proceed as follows: We consider any standard enumeration of \( \mathbb{N} \times \mathbb{N} \). Let \( (1,1) \) be the first pair. Set \( A = A_{2,1} \) and \( \eta = 2^{-2-1} = 2^{-3} \). Since \( A \in \{T_1, T_2, \ldots\} \), we can effectively write \( A \) as a finite union of sets \( B_m \) where each \( B_m \) is a finite intersection

\[
\bigcap \{D_{\ell,m} : \ell = 1, \ldots, M \}
\]

where each \( D_{\ell,m} \) or its complement belong to \( \mathcal{F}_0 \).

For a given \( \epsilon > 0 \) and \( n \in \mathbb{N} \), it is the case that

\[
\mathcal{C}_n \cap \mathcal{O}_f(A \cap \mathcal{C}_n) \subset \mathcal{C}_n \cap \mathcal{O}_f(A) = \mathcal{C}_n \cap \mathcal{O}_f(\mathbb{U}_m B_m) = \mathcal{C}_n \cap \mathcal{U}_m \mathcal{O}_f(B_m) = \mathcal{C}_n \cap \bigcup_m \mathcal{O}_f(D_{\ell,m}) \subset \mathcal{C}_n \cap \bigcup_m \mathcal{O}_f(D_{\ell,m}).
\]

Let

\[
V_1(n, \epsilon) = \bigcup_m \mathcal{O}_f(D_{\ell,m}).
\]

Then it is well-known that

\[
\lim_{n \to \infty} 2^{-n}|V_1(n, \epsilon)| = \mathbb{P}(\bigcup_m \mathcal{O}_f(D_{\ell,m})).
\]

(Here \(|V_1(n, \epsilon)|\) denotes the number of elements in the set \( V_1(n, \epsilon) \). Moreover,

\[
\lim_{\epsilon \to 0} \mathbb{P}(\bigcup_m \mathcal{O}_f(D_{\ell,m})) = \mathbb{P}(\bigcup_m \mathcal{O}_f(D_{\ell,m})) = \mathbb{P}(A).
\]

### 3 Main results

The first main result is related to the pathwise stochastic integral of the sign function with respect to a complex oscillation. The existence of the integral is proven in Mukeru [28].

**Theorem 4** For any complex oscillation \( \omega \),

(i) the sequence of functions \( f_n(\cdot, \omega) : [0,1] \to \mathbb{R}, \; n = 1, 2, \ldots \), defined by

\[
f_n(t, \omega) = (2\epsilon_n)^{-1}\Lambda \{s \leq t : |\omega(s)| \leq \epsilon_n\}, \quad \epsilon_n = 2^{-n}
\]

converges uniformly on \([0,1]\). The limit

\[
L(t, \omega) = \lim_{n \to \infty} (2\epsilon_n)^{-1}\Lambda \{s \leq t : |\omega(s)| \leq \epsilon_n\}
\]

is the (effective) local time of the complex oscillation \( \omega \) at the origin on the interval \([0, t]\).

(ii) Any complex oscillation \( \omega \) satisfies Tanaka’s formula:

\[
L(t, \omega) = |\omega(t)| - \int_0^t \text{sign}(\omega(s))d\omega(s).
\]

The limit

\[
L(t, \omega) = \lim_{n \to \infty} (2\epsilon_n)^{-1}\Lambda \{s \leq t : |\omega(s)| \leq \epsilon_n\}
\]

is in fact the local time at the origin of the continuous function \( \omega \) as defined in real analysis.

The proofs of the theorem and its corollary are given in section 5.

The following result shows that we can approximate the effective local times of a complex oscillation \( \omega \) by the sum of absolute values of \( \omega \) at dyadic points.
Theorem 5 For any complex oscillation $\omega$, 
\[ L(t, \omega) = 2 \lim_{m \to \infty} \sum_{k \in S_m} |\omega(k/2^m)| \]
where $S_m$ is the subset of $\{1, 2, \ldots, \ell\}$, $\ell = \lfloor t 2^m \rfloor$, defined by 
\[ k \in S_m \iff \text{sign}(\omega(k/2^m)) \neq \text{sign}(\omega((k - 1)/2^m)). \]

This implies directly the following result in the classical context.

Corollary 1 The local times of Brownian motion at the origin satisfy the following property: Almost surely, for all $t \in [0, 1]$, 
\[ \mathcal{L}(t, X) = 2 \lim_{m \to \infty} \sum_{k \in S_m} |X(k/2^m)| \]
where $S_m$ is the subset of $\{1, 2, \ldots, \ell\}$, $\ell = \lfloor t 2^m \rfloor$, defined by 
\[ k \in S_m \iff \text{sign}(\omega(k/2^m)) \neq \text{sign}(\omega((k - 1)/2^m)). \]

The proof of Theorem 5 is given in section 6.

4 Pathwise stochastic integral with respect to complex oscillations

Local times of Brownian motion have been obtained as stochastic integrals with respect to Brownian motion. Pathwise stochastic integral with respect to Martin-Löf random Brownian motion or complex oscillation was introduced in [28].

Denote by $X : [0, 1] \times C[0, 1] \to \mathbb{R}$ the standard one-dimensional Brownian motion on $[0, 1]$. For any $t \in [0, 1]$ and $\omega \in C[0, 1]$, $X(t, \omega) = \omega(t)$.

We will consider real functions $f : [0, 1] \times C[0, 1] \to \mathbb{R}$, $(t, \omega) \mapsto f(t, \omega) = \varphi(\omega(t))$ where $\varphi : \mathbb{R} \to \mathbb{R}$ is a Borel function. We investigate such functions $f$ satisfying the following three conditions:

- \[ P \left[ \omega \in \Omega : \int_0^1 f^2(t, \omega) dt < \infty \right] = 1. \] (9)

- The sequence of simple functions $f_n : [0, 1] \times C[0, 1]$, $n = 1, 2, \ldots$ defined by 
  \[ f_n(t, \omega) = f(k/2^n, \omega) \text{ for } k/2^n \leq t \leq (k + 1)/2^n, \quad k = 0, 1, 2, \ldots, 2^n - 1 \]
  converges to $f$ in the sense that for all large $n \geq 1$, 
  \[ P \left[ \omega : \int_0^1 (f(s, \omega) - f_n(s, \omega))^2 ds > 2^{-n} \right] \leq 2^{-n} \] (10)

- The function $f$ is computable in the sense that there exists an algorithm that on input $(t_i, x_i)$ with $t_i$ rational and $x_i \in \mathcal{F}$ yields an approximation of $f(t_i, x_i)$ with arbitrary accuracy. (We recall that $\mathcal{F}$ is the class of piecewise linear functions in $C[0, 1]$ with rational coordinates for its points of non-differentiability.)

Condition (10) implies that 
\[ P \left[ \omega : \int_0^1 (f_n(s, \omega) - f_{n-1}(s, \omega))^2 ds > 2^{-n+4} \right] \leq 3 \times 2^{-n}. \] (11)
Indeed, using the $L^2$-norm,
\[
\left( \int_0^1 |f_n(s) - f_{n-1}(s)|^2 ds \right)^{1/2} = \left( \int_0^1 |f_n(s) - f(s) + f(s) - f_{n-1}(s)|^2 ds \right)^{1/2} \\
\leq \left( \int_0^1 (f_n(s) - f(s))^2 ds \right)^{1/2} + \left( \int_0^1 (f(s) - f_{n-1}(s))^2 ds \right)^{1/2}.
\]

Set
\[ T_n = \int_0^1 (f_n(s) - f(s))^2 ds. \]
The the immediate implication \((a + b \geq c) \rightarrow (a \geq c/2 \text{ or } b \geq c/2)\) yields
\[
P \left[ \int_0^1 |f_n(t) - f_{n-1}(t)|^2 dt > 2^{-n+4} \right] = P \left[ \left( \int_0^1 |f_n(t) - f_{n-1}(t)|^2 dt \right)^{1/2} > 2^{(-n+4)/2} \right] \\
\leq P[T_n^{1/2} + T_{n-1}^{1/2} \geq 2^{(-n+4)/2}] \\
\leq P[T_n^{1/2} > 2^{(-n+2)/2} \text{ or } T_{n-1}^{1/2} > 2^{(-n+2)/2}] \\
\leq P[T_n^{1/2} > 2^{(-n+2)/2}] + P[T_{n-1}^{1/2} > 2^{(-n+2)/2}] \\
\leq P[T_n > 2^{-N}] + P[T_{n-1} > 2^{-n+1}] \\
\leq 2^{-n} + 2^{-n-1} \\
\leq 3 \times 2^{-n}.
\]

For each integer \(n \geq 1\) and \(\omega \in C[0,1]\), the function \(I(f_n, \omega) : [0,1] \rightarrow \mathbb{R}\) defined by
\[
I(f_n, t, \omega) = \sum_{k=1}^\ell f((k-1)2^{-n}, \omega)(\omega(k2^{-n}) - \omega((k-1)2^{-n})) + f(\ell 2^{-n}, \omega)(\omega(t) - \omega(\ell 2^{-n})), \ell = \lfloor 2^n t \rfloor.
\]
is called the pathwise stochastic integral of \(f_n\) with respect to the path \(\omega\). The quantity \(I(f_n, t, \omega)\) is denoted \(\int_0^t f_n(s, \omega)d\omega(s)\).

It is shown in [28] Theorem 2 that if a function \(f : [0,1] \times C[0,1]\) satisfies all the three conditions as stated above, then for any complex oscillation \(\omega\), the sequence of functions \(I(f_n, \omega)\) converges uniformly on \([0,1]\). The limit function is called the pathwise stochastic integral of \(f\) with respect to \(\omega\). It is denoted
\[
I(f, t, \omega) := \int_0^t f(s, \omega)d\omega(s) := \lim_{n \rightarrow \infty} \int_0^t f_n(s, \omega)d\omega(s).
\]

Moreover the pathwise stochastic integral of \(f\) does not depend on the particular approximation sequence of simple functions \((f_n)\) in the sense that if \((g_n)\) is any other sequence of simple functions satisfying these conditions, then for any complex oscillation \(\omega\),
\[
\lim_{n \rightarrow \infty} \int_0^t f_n(s, \omega)d\omega(s) = \lim_{n \rightarrow \infty} \int_0^t g_n(s, \omega)d\omega(s)
\]
uniformly in \(t \in [0,1]\). It is shown in the proof of Theorem 2 in [28] that condition (11) implies that there exists a constant \(K\) such that for any complex oscillation \(\omega\) there exists an integer \(n_0\) such that for all \(m, n \geq 0\) and for any \(t \in [0,1]\),
\[
\left| \int_0^t (f_m(s, \omega) - f_n(s, \omega))d\omega(s) \right| \leq n2^{-n/2}K.
\]

We will make use of the following property of pathwise stochastic integration.

**Theorem 6** Let \(f_N : [0,1] \times C[0,1] \rightarrow \mathbb{R}, N = 1,2,\ldots\) be a sequence of functions such that there exists a sequence of functions \(\varphi_N : \mathbb{R} \rightarrow \mathbb{R}, N = 1,2,\ldots\) satisfying \(f(t, \omega) = \varphi(\omega(t))\) for all \(t \in [0,1]\) and \(\omega \in C[0,1]\). Assume that the following conditions are satisfied:
(1) each function \( f_N \) satisfies condition \([2]\).
(2) for each \( f_n \), the sequence \( (f_{N,n}) \), \( n=1,2,\ldots \) defined by
\[
f_{N,n}(t,\omega) = f_N(k/2^n,\omega) \quad \text{for} \quad k/2^n \leq t < (k+1)/2^n, \; k=0,1,2,\ldots,2^n-1
\]
converges to \( f_N \) in the sense that for all large \( n \geq 1 \),
\[
P\left[ \omega : \int_0^1 (f_{N,n}(s,\omega) - f_N(s,\omega))^2 \, ds > 2^{-n} \right] \leq 2^{-n}, \tag{13}
\]
(3) the sequence \( (f_N) \) is uniformly computable in the sense that there exists an algorithm that, on input \( N \geq 1 \), \( t_i \) rational in \([0,1]\) and \( x_i \in \mathcal{F} \), yields \( f_N(t_i, x_i) \) with arbitrary accuracy,
(4) the sequence \( (f_N) \) converges to a function \( f \) in the sense that
\[
P\left[ \omega : \int_0^1 |f_N(t,\omega) - f(t,\omega)|^2 \, dt > 2^{-N} \right] \leq 2^{-N}, \quad \forall N. \tag{14}
\]
Then for any complex oscillation \( \omega \), the pathwise stochastic integral of \( f \) with respect to \( \omega \) exists and
\[
\lim_{N \to \infty} \int_0^t f_N(s,\omega(s)) \, dw(s) = \int_0^t f(s,\omega(s)) \, dw(s)
\]
uniformly in \( t \in [0,1] \).

**Proof** Denote, for fixed \( N, \, n \),
\[
A = \int_0^1 |f_N(s) - f(s)|^2 \, ds,
B_n = \int_0^1 |f_{N,n}(s) - f_N(s)|^2 \, ds,
C = \int_0^1 |f_{N,n}(s) - f(s)|^2 \, ds,
\]
Then \( P(A > 2^{-N}) \leq 2^{-N}, \; P(B_n > 2^{-n}) \leq 2^{-n} \) and \( P(C > 2^{-N+4}) \leq 2^{-N+1} \). Then as discussed before, Theorem 2 in \([28]\) implies, for any complex oscillation \( \omega \), both the existence of the pathwise stochastic integral of \( f \) with respect to \( \omega \) and the identity
\[
\int_0^t f(s,\omega(s)) \, dw(s) = \lim_{N \to \infty} \int_0^t f_{N,N}(s,\omega(s)) \, dw(s) \tag{15}
\]
uniformly in \( t \in [0,1] \).
Similarly,
\[
P\left[ \int_0^1 (f_{N,N}(s) - f_{N,N-1}(s))^2 \, ds > 2^{-N+4} \right] \leq 2^{-N} + 2^{-N+1} = 3 \times 2^{-N}.
\]
Then, again Theorem 2 in \([28]\) implies that, there exists a constant \( K > 0 \) such that for any complex oscillation \( \omega \), there exists an integer \( n_0 > 0 \) such that for all \( m, N > n_0 \) and for all \( t \in [0,1] \),
\[
\left| \int_0^t (f_{N,m}(s,\omega) - f_{N,N}(s,\omega)) \, dw(s) \right| \leq N2^{-N/2}K.
\]
Now taking the limit for \( m \to \infty \) and \( N \) fixed yields,
\[
\left| \int_0^t (f_N(s,\omega) - f_{N,N}(s,\omega)) \, dw(s) \right| \leq N2^{-N/2}K
\]
since
\[
\lim_{m \to \infty} \int_0^t f_{N,m}(s,\omega) \, dw(s) = \int_0^t f_N(s,\omega) \, dw(s)
\]
uniformly in \( t \in [0,1] \). It follows that
\[
\lim_{N \to \infty} \int_0^t f_{N,N}(s,\omega) \, dw(s) = \lim_{N \to \infty} \int_0^t f_N(s,\omega) \, dw(s) \tag{16}
\]
uniformly in \( t \in [0,1] \). Relations \([15]\) and \([16]\) conclude the proof.
5 Effective local times of complex oscillations

5.1 Itô’s lemma for complex oscillations

In the next section, we will make use of the following effective version of Itô’s lemma [25].

**Theorem 7** Let $f : [0, 1] \times \mathbb{R} \rightarrow \mathbb{R}$, $(t, x) \rightarrow f(t, x)$ be a $C^2$-function such that

$$
\sup_{t \leq 1} \left( \mathbb{E} \left[ \frac{\partial^2 f}{\partial x^2}(t, X(t)) \right] \right) < \infty. \tag{17}
$$

Further assume that $\frac{\partial^2 f}{\partial x^2}$ is computable on $[0, 1] \times \mathbb{R}$. Then for any complex oscillation $\omega$ and any $0 \leq t \leq 1$, Itô’s formula holds:

$$
f(t, \omega(t)) = f(0, 0) + \int_0^t \frac{\partial f}{\partial t}(s, \omega(s))ds + \int_0^t \frac{\partial f}{\partial x}(s, \omega(s))d\omega(s) + \int_0^t \frac{\partial^2 f}{\partial x^2}(s, \omega(s))ds.
$$

5.2 Proof of Theorem 4

For the existence of effective local times and Tanaka’s formula, we use effective versions of some constructions given in [27] pp 127-142. For a given rational number $\epsilon > 0$, consider the function $f_\epsilon : \mathbb{R} \rightarrow \mathbb{R}$ given by:

$$
f_\epsilon(x) = \begin{cases} 
0 & \text{if } x \leq -\epsilon \\
(x + \epsilon)^2 / 4\epsilon & \text{if } |x| < \epsilon \\
x & \text{otherwise.}
\end{cases}
$$

Then

$$
f'_\epsilon(x) = \begin{cases} 
0 & \text{if } x \leq -\epsilon \\
(x + \epsilon) / 2\epsilon & \text{if } |x| < \epsilon \\
1 & \text{otherwise}
\end{cases}
$$

and

$$
f''_\epsilon(x) = \begin{cases} 
1 / 2\epsilon & \text{if } |x| < \epsilon \\
0 & \text{if } |x| > \epsilon.
\end{cases}
$$

Set $f''(x) = 0$ for $x = \pm \epsilon$. Since $f''$ is not continuous, Itô’s formula is not applicable here. To overcome this, we first approximate $f_\epsilon$ by a sequence of convolution products

$$
g_n(x) = \phi_n * f_\epsilon(x) = \int_{-\infty}^{\infty} \phi_n(z)f_\epsilon(x-z)dz, \forall n \geq 1
$$

where $(\phi_n)$ is a uniformly computable sequence of $C^\infty$-functions with support in $[-2^{-n}, 2^{-n}]$ and such that $\int_{-\infty}^{\infty} \phi_n(x)dx = 1$ for all $n$. We have that

$$
g'_n(x) = \int_{-\infty}^{x} f'_\epsilon(x-z)\phi_n(z)dz, \quad g''_n(x) = \int_{-\infty}^{x} f''_\epsilon(x-z)\phi_n(z)dz, \quad x \in \mathbb{R}.
$$

Moreover, the sequences $(g_n)$, $(g'_n)$ and $(g''_n)$ are uniformly computable in $n$. Also Itô’s formula is applicable to each function $g_n$ ($g_n$ satisfies condition (17) of Theorem 7). Then for any complex oscillation $\omega$,

$$
g_n(\omega(t)) - g_n(0) = \int_0^t g'_n(\omega(s))d\omega(s) + \int_0^t \frac{1}{2}g''_n(\omega(s))ds.
$$

For $n \rightarrow \infty$, $g_n(x) \rightarrow f_\epsilon(x)$ and $g'_n(x) \rightarrow f'_\epsilon(x)$ for any $x$ and $g''_n(x) \rightarrow f''_\epsilon(x)$ for $x \neq \pm \epsilon$. Clearly, for any $\omega \in C[0, 1],$

$$
\int_0^1 \left( g'_n(\omega(s)) - f'_\epsilon(\omega(s)) \right)^2 ds \leq (1/4\epsilon^2) \cdot 2^{-2n}
$$

from which it follows, by Theorem 5 that for any complex oscillation, uniformly on $[0, 1],$

$$
\lim_{n \rightarrow \infty} \int_0^t g'_n(\omega(s))d\omega(s) = \int_0^t f'_\epsilon(\omega(s))d\omega(s). \tag{18}
$$
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We also have that, for any complex oscillation $\omega$,

$$\lim_{n \to \infty} \int_0^t g''_n(\omega(s))ds = \int_0^t f''(\omega(s))ds$$

(19)

uniformly in $t \in [0, 1]$. Indeed, for $\epsilon > 0$ fixed, since $g''_n(\omega(t)) \to f''(\omega(t))$ as $n \to \infty$ for $\omega(t) \neq \pm \epsilon$, and $|g''_n| \leq 1/2\epsilon$, the result follows from the bounded convergence theorem and the that the level set

$$Z_a = \{ t \in [0, 1] : \omega(t) = a \}$$

of any complex oscillation $\omega$ has Lebesgue measure 0 for any computable real number $a$. (It is shown in [13] that the zero set $Z_0$ of a complex oscillation has dimension $\leq 1/2$ and in particular $\lambda(Z_0) = 0$. The proof extends easily to all computable real numbers $a$.)

Then for any complex oscillation $\omega$ and any $t \leq 1$, (18) and (19) gives

$$\lim_{n \to \infty} \int_0^t g'_n(\omega(s))d\omega(s) + \frac{1}{2} \int_0^t g''_n(\omega(s))ds = \int_0^t f'_\omega(\omega(s))d\omega(s) + \frac{1}{2} \int_0^t f''(\omega(s))ds.$$

Therefore $\lim_{n \to \infty} g_n(x) = f(x)$, it follows using Itô’s formula on $g_n$ that

$$f_\epsilon(\omega(t)) - f_\epsilon(0) = \int_0^t f'_\epsilon(\omega(s))d\omega(s) + \frac{1}{2} \int_0^t f''(\omega(s))ds.$$

(20)

for any complex oscillation $\omega$. This is Itô’s formula for the function $f_\epsilon$. We can now consider the limit as $\epsilon \to 0$ in (20).

1) First, we have that for $\epsilon \to 0$, $f_\epsilon(x) \to x^+ = \max\{x, 0\}$ and then

$$f_\epsilon(\omega(t)) \to \omega^+(t) = 1_{[0, +\infty)}(\omega(t)).$$

2) For the first derivative,

$$\lim_{\epsilon \to 0} f'_\epsilon(x) = \begin{cases} 
0 & \text{if } x < 0 \\
1 & \text{if } x > 0 \\
1/2 & \text{if } x = 0.
\end{cases}$$

We now take $\epsilon_n = 2^{-n}$, $n \geq 1$ and show that

$$\mathbb{P} \left[ \int_0^t \left( f'_{\epsilon_n}(\omega(t)) - 1_{[0, +\infty)}(\omega(t)) \right)^2 dt > \epsilon_n^{1/2} \right] \leq \frac{\epsilon_n^{1/2}}{3\sqrt{2\pi}} \forall n \geq 1.$$ 

(21)

This relation together with Theorem [5] yield

$$\lim_{n \to \infty} \int_0^t f'_{\epsilon_n}(\omega(s))d\omega(s) = \int_0^t 1_{[0, +\infty)}(\omega(s))d\omega(s)$$

for any complex oscillation $\omega$ uniformly in $t$.

To obtain (21),

$$\mathbb{E} \left[ \int_0^t \left( f'_{\epsilon_n} - 1_{[0, +\infty)}(X(t)) \right)^2 dt \right] = \int_0^1 \mathbb{E} \left( f'_{\epsilon_n} - 1_{[0, +\infty)}(X(t)) \right)^2 dt$$

and since $X(t)$ is normally distributed with mean 0 and variance $t$,

$$\mathbb{E} \left( (f'_{\epsilon_n} - 1_{[0, +\infty)}(X(t)) \right)^2 = \int_{-\infty}^{+\infty} (f'_{\epsilon_n}(x) - 1_{[0, +\infty)}(x))^2 e^{-x^2/2t}/\sqrt{2\pi} dx$$

$$\leq \frac{1}{(2\epsilon_n)^2\sqrt{2\pi t}} \left( \int_{-\epsilon_n}^{0} (x + \epsilon_n)^2 dx + \int_{-\epsilon_n}^{\epsilon_n} (x - \epsilon_n)^2 dx \right)$$

$$= \frac{\epsilon_n}{(6\sqrt{2\pi t})}.$$ 

Therefore

$$\mathbb{E} \left[ \int_0^t \left( f'_{\epsilon_n} - 1_{[0, +\infty)}(X(t)) \right)^2 dt \right] \leq \frac{\epsilon_n}{(3\sqrt{2\pi})}.$$
This implies (21) by Chebyshev’s inequality.

3) Since

\[ f''_\omega(s) = \begin{cases} 
1/2\epsilon & \text{if } |\omega(s)| < \epsilon \\
0 & \text{if } |\omega(s)| > \epsilon 
\end{cases} \]

and \( \lambda\{t \leq 1 : \omega(t) = \epsilon\} = 0 \) for any complex oscillation \( \omega \), it follows that

\[ \int_0^t f''_\omega(s)ds = \frac{1}{2\epsilon} \int_0^t 1_{\{s;|\omega(s)|<\epsilon\}}(s)ds. \]

Therefore, taking \( \epsilon = \epsilon_n = 2^{-n} \), relation (20) yields,

\[ L(t, \omega) = \lim_{n \to +\infty} \frac{1}{2\epsilon_n} \int_0^t 1_{\{s;|\omega(s)|<\epsilon_n\}}(s)ds = 2 \left[ \omega^+(t) - \int_0^t 1_{[0,\infty)}(\omega(s))d\omega(s) \right] \tag{22} \]

for any complex oscillation \( \omega \) uniformly in \( t \in [0,1] \). The existence of the limit follows from the existence of the pathwise stochastic integral of \( \int_0^t 1_{(0,\infty)}(\omega(s))d\omega(s) \).

If we replace function \( f_\epsilon \) by

\[ h_\epsilon(x) = \begin{cases} 
x & \text{if } x \leq -\epsilon 
(-x + \epsilon)^2/4\epsilon & \text{if } |x| < \epsilon 
0 & \text{otherwise.} 
\end{cases} \]

we obtain that, by the same calculations,

\[ L(t, \omega) = 2 \left[ \omega^-(t) + \int_0^t 1_{(-\infty,0)}(\omega(s))d\omega(s) \right] \tag{23} \]

where \( x^- = \max\{0,-x\} \). Adding (22) and (23) yields Tanaka’s formula

\[ L(t, \omega) = |\omega(t)| - \int_0^t \text{sign}(\omega(s))d\omega(s) \tag{24} \]

for every complex oscillation \( \omega \). Note that for any complex oscillation,\n
\[ \int_0^t 1_{[0,\infty)}(\omega(s))d\omega(s) = \int_0^t 1_{(0,\infty)}(\omega(s))d\omega(s) \]

since \( \omega(k/2^n) \neq 0 \) for all integers \( n,k \neq 0 \). This concludes the proof.

\[ \square \]

6 Discrete approximations of local times

In this section, we obtain a very simple approximation of local times of a complex oscillation \( \omega \) depending only on a finite number of values of \( \omega \) at dyadic points (Theorem 5). This is probably the simplest representation of local times known to the authors.

**Proof of Theorem 5** Consider the Haar system in \( L^2[0,1] \):

\[ \epsilon_0 = 1, \epsilon_1 = \chi([0,1/2)) - \chi([1/2,1)) \]

and

\[ \epsilon_{jn} = 2^{j/2} \left( \chi[n2^{-j},n2^{-j} + 2^{-j+1}) - \chi[n2^{-j} + 2^{-j+1},(n+1)2^{-j}] \right) \]

where \( n,j \) are integers such that \( j \geq 1 \) and \( 0 \leq n < 2^j \). Here \( \chi(I) \) is the indicator function of interval \( I \). Let \( \Delta_0(t), \Delta_1(t), \Delta_{jn}(t) \) be the Schauder functions on \( [0,1] \) obtained by integrating \( \epsilon_0, \epsilon_1, \epsilon_{jn} \) from 0 to \( t \):

\[ \Delta_h(t) = \int_0^t e_h(s)ds, \quad h = 0,1,jn : n < 2^j \text{ in } \mathbb{N}. \]
Any path $\omega \in C[0,1]$ can be approximated by a finite linear combination of Schauder functions on $[0,1]$ as follows:

$$\omega_m(t) = \xi_0 \Delta_0(t) + \xi_1 \Delta_1(t) + \sum_{1 \leq j \leq m} \sum_{n < 2^j} \xi_{jn} \Delta_{jn}(t)$$

where the coefficients $\xi_0, \xi_1, \xi_{jn}$ are given by

$$\xi_0 = \omega(1), \quad \xi_1 = 2\omega(1/2) - \omega(1), \quad \xi_{jn} = 2^{j/2}(2\omega(t_{jn}) - \omega(t_{jn} + \delta_j) - \omega(t_{jn} - \delta_j)),$$

where

$$t_{jn} = (2n+1)2^{-(j+1)}, \quad \delta_j = 2^{-(j+1)}.$$

It is shown in [11] that for any complex oscillation $\omega$, there exists $m_0 \in \mathbb{N}$ (depending on $\omega$) such that for all $m < m_0$,

$$\|\omega - \omega_m\| \leq C\sqrt{m}/2^{m/2}. \quad (25)$$

Clearly,

$$\omega_m(t) = \omega(t) \text{ for } t = 2^{-m}, \quad k = 1, 2, \ldots, 2^m,$$

(that is, $\omega_m$ is an exact approximation of $\omega$ by dyadic rationals $2^{-m}$, for $k = 1, 2, \ldots, 2^m$).

We can now prove Theorem 5.

Let $f : [0, 1] \times C[0,1] : (t, \omega) \mapsto f(t, \omega) = \text{sign}(\omega(t))$. Consider the sequence $f_n : [0, 1] \times C[0,1], n = 1, 2, \ldots,$ defined by

$$f_n(t, \omega) = \text{sign}(\omega((k-1)2^{-n})), \quad \text{for } k2^{-n} \leq t < k2^{-n}, \quad k = 1, 2, \ldots, 2^n.$$

It is proven in [25](proof of Theorem 3) that

$$\mathbb{P} \left[ \omega : \int_0^1 (f_n(s, \omega) - f_{n-1}(s, \omega))^2 ds > 2^{-n/4} \right] \leq 8 \times 2^{-n/4}.$$

which, as discussed in section 4 (see relation (12)), implies that for any complex oscillation $\omega$, there exists $n_0 \in \mathbb{N}$ such that for all $M, m \geq n_0$,

$$\sup_{0 \leq t \leq 1} \left| \int_0^t f_M(s, \omega) d\omega(s) - \int_0^t f_m(s, \omega) d\omega(s) \right| \leq K2^{-m/2}m. \quad (26)$$

In particular,

$$\sup_{0 \leq t \leq 1} \left| \int_0^t f(s, \omega) d\omega(s) - \int_0^t f_m(s, \omega) d\omega(s) \right| \leq K2^{-m/2}m, \forall m \geq n_0. \quad (27)$$

By definition,

$$\int_0^t f_m(s, \omega) d\omega(s) = \sum_{k=1}^{\ell} \text{sign}(\omega((k-1)/2^m)) \left[ \omega(k/2^m) - \omega((k-1)/2^m) \right]$$

$$+ \text{sign}(\omega(\ell/2^m)) \left[ \omega(\ell - \omega(\ell/2^m) \right], \quad \ell = \lfloor t2^m \rfloor. \quad (28)$$

For each $0 \leq t \leq 1$, define $\int_0^t f_m(s, \omega_m) d\omega_m(s)$ by

$$\int_0^t f_m(s, \omega_m) d\omega_m(s) = \sum_{k=1}^{\ell} \text{sign}(\omega_m((k-1)/2^m)) \left[ \omega_m(k/2^m) - \omega_m((k-1)/2^m) \right]$$

$$+ \text{sign}(\omega_m(\ell/2^m)) \left[ \omega_m(\ell - \omega_m(\ell/2^m) \right], \quad \ell = \lfloor t2^m \rfloor. \quad (29)$$

Since $\omega_m(k/2^m) = \omega(k/2^m)$ for all $k = 1, 2, \ldots, 2^m$, then (28) and (29) yield

$$\left| \int_0^t f_m(s, \omega) d\omega(s) - \int_0^t f_m(s, \omega_m) d\omega_m(s) \right| = |\omega(t) - \omega_m(t)| \leq C\sqrt{m}/2^{m/2} \quad (30)$$

for all large numbers $m > m_0$ (by (25)). Then relations (27) and (30) imply that for all $m \geq \max\{m_0, n_0\}$,

$$\sup_{0 \leq t \leq 1} \left| \int_0^t f(s, \omega) d\omega(s) - \int_0^t f_m(s, \omega_m) d\omega_m(s) \right| \leq K2^{-m/2}m + C\sqrt{m}/2^{m/2}. \quad (30)$$
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Then Tanaka’s formula (8) yields

\[ \sup_{0 \leq t \leq 1} \left| L(t, \omega) - \left( |\omega_m(t)| - \int_0^t f_m(s, \omega_m) \, d\omega_m(s) \right) \right| \leq K2^{-m/2}m + 2C\sqrt{m/2}^{m/2} \]

since \( |\omega(t) - \omega_m(t)| \leq C\sqrt{m/2}^{m/2} \). It follows that uniformly in \( t \),

\[ L(t, \omega) = \lim_{m \to \infty} \left( |\omega_m(t)| - \int_0^t f_m(s, \omega_m) \, d\omega_m(s) \right) = |\omega(t)| - \lim_{m \to \infty} \int_0^t f_m(s, \omega_m) \, d\omega_m(s). \quad (31) \]

Denote for simplification purpose

\[ x_k = \omega(k/2^m), k = 1, 2, \ldots, 2^m. \]

By the continuity of \( \omega \),

\[ \omega(t) = \lim_{m \to \infty} \omega(\ell/2^m), \; \ell = \lfloor t2^m \rfloor \]

Clearly, from (31),

\[ L(t, \omega, a) = \lim_{m \to \infty} \left( |\omega(\ell/2^m) - a| - |a| - \sum_{k=1}^{\ell} (\text{sign}(x_k - a))(x_k - x_{k-1}) \right) = \lim_{m \to \infty} \left( |x_{\ell} - a| - |a| - \sum_{k=1}^{\ell} (\text{sign}(x_{k-1} - a))(x_k - x_{k-1}) \right). \]

For any sequence of real numbers \( t_0, t_1, \ldots, t_n \),

\[ |t_n| - \sum_{k=1}^{n} \text{sign}(t_{k-1})(t_k - t_{k-1}) = t_0 + \sum_{k \in S} |2t_k| \]

where

\[ S = \{ k \in \{1, 2, \ldots, n\} : \text{sign}(t_k) \neq \text{sign}(t_{k-1}) \}. \]

It follows that

\[ L(t, \omega) = \lim_{m \to \infty} 2 \sum_{k \in S_k} |\omega(k2^{-m})| \]

where

\[ S_k = \{ k \in \{1, 2, \ldots, \ell\} : \text{sign}(\omega(k/2^m)) \neq \text{sign}(\omega((k-1)/2^m)) \}. \]
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