A novel image feature descriptor for SLM spattering pattern classification using a consumable camera
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Abstract
In selective laser melting (SLM), spattering is an important phenomenon that is highly related to the quality of the manufactured parts. Characterisation and monitoring of spattering behaviours are highly valuable in understanding the manufacturing process and improving the manufacturing quality of SLM. This paper introduces a method of automatic visual classification to distinguish spattering characteristics of SLM processes in different manufacturing conditions. A compact feature descriptor is proposed to represent spattering patterns and its effectiveness is evaluated using real images captured in different conditions. The feature descriptor of this work combines information of spatter trajectory morphology, spatial distributions, and temporal information. The classification is performed using support vector machine (SVM) and random forests for testing and shows highly promising classification accuracy of about 97%. The advantages of this work include compactness for representation and semantic interpretability with the feature description. In addition, the qualities of manufacturing parts are mapped with spattering characteristics under different laser energy densities. Such a map table can be then used to define the desired spatter features, providing a non-contact monitoring solution for online anomaly detection. This work will lead to a further integration of real-time vision monitoring system for an online closed-loop prognostic system for SLM systems, in order to improve the performance in terms of manufacturing quality, power consumption, and fault detection.
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1 Introduction
Additive manufacturing (AM) technologies, such as selective laser melting (SLM), adopt a layer-by-layer manufacturing principle to fabricate metallic components in a broad range of sectors [17, 18, 20, 45]. Despite the increasing attention from both academia and industrial fields, several challenges have represented a barrier for the breakthrough of SLM technology; one of the most significant challenges is the quality control of the laser-material interaction [13, 2, 32, 35]. Job failures and defects such as porosity and cracks could take place and can be only detected after the manufacturing process. All control parameters, such as laser power or scan patterns, are pre-determined empirically. The work will need to be repeated with different control parameters in order to find the most optimal combination, and such a process is very costly and time consuming. In situ process monitoring and in situ metrology hold the potential to overcome the technological barrier related to lack of assurance of quality in SLM.

Laser melting is generally associated with spatters in the material-laser interaction; the produced spatters exhibit different characteristics when the process parameters vary. It has been shown that spatters are able to produce inclusions and discontinuities in the built parts, which degrade the mechanical properties by decreasing the structural integrity [3, 4, 31, 37, 41]. This implies that the characteristics of the spatters under the optimum condition could be systematically analysed and treated as a significant factor to evaluate the manufacture quality during the SLM process.
Spattering is an important phenomenon that is highly related to the quality of the manufactured parts [3, 4, 37, 41, 42]. Characterisation and monitoring of spattering behaviours are highly valuable in understanding the manufacturing process and improving the manufacturing quality of SLM. Most of the camera systems mentioned above are based on either special imaging techniques, such as X-ray, or costly vision/optical systems, such as high-speed or thermal cameras.

Compared with costly high-speed cameras, standard cameras will capture spattering motions that appear as long-tailed trajectories due to the high speeds of spatters, where the trajectory lengths are related to the camera exposure time. The appearance of captured spatter trajectories provides rich information in terms of the spattering distributions and motion dynamics that can be understood as the effect of optical flow. As indicated in [3, 4, 42], the spattering appearance can be considered as the manufacturing process signatures that can be associated with the quality of the build. Limited research has been carried out in investigating in situ automatic identification of spattering characteristics, as well as the correlation between spattering characteristics and the part quality.

Inspired by this, this paper introduces a method for automatic visual monitoring to distinguish spattering characteristics of SLM processes in different manufacturing conditions. The aim of this work is threefold, namely (1) to develop a novel algorithm that can classify spatters by their visual characteristics in multiple laser melting conditions using a consumable video recording device; (2) to develop a feature descriptor that is compact, interpretable, and robust to represent SLM spatter trajectories; and (3) to investigate in the feasibility of identifying the correlation between the quality of manufactured parts and the classification results of spatters.

The remainder of this paper is organised as follows. Section 2 introduces the related works. Section 3 introduces the details of the proposed method, followed by the experimental details in Section 4. The last section concludes the work.

2 Background

This section reviews related works with respect to three subjects: general SLM visual monitoring, spattering monitoring, and visual classification.

2.1 In situ visual monitoring for SLM/AM

The state-of-the-art AM processes have not yet incorporated in situ monitoring technologies for closed-loop control, such as real-time discontinuities detection. Many AM manufacturers offer additional monitoring modules added onto the basic AM machines for in situ process monitoring and data collection. However, in most cases, the data generated are stored but not analysed in real-time for closed-loop control feedback.

Comprehensive summaries of the in situ monitoring and closed-loop feedback modules currently available from prominent AM machine manufacturers can be found from [10, 13]. In-process monitoring research is at its infancy. Vision, with the obvious advantage of simple hardware modification required, is a very popular method for non-contact process monitoring. For instance, Bertoli et al. [34] used an high frame rate video recording of SLM of stainless steel to investigate the laser-powder interaction and melt pool evolution. Preliminary work for closed-loop control of melt pool temperature has been carried out, by in situ monitoring using high-speed cameras in combination with photodiodes [6]. Most in-process monitoring systems are for offline study and thus have not been integrated in the AM machines. Thermal cameras, such as Pyrometric or IR cameras, have been proved effective in producing clear visual features of melt pools [13, 14]. Along with melt pool monitoring, detection of material discontinuities, such as pores, imperfections in the powder bed, and over-processing causing part curing, are also proved to be feasible. Such previous works are all based on offline processing, rather than integrated on the AM machines [10, 13].

There are also other imaging techniques, such as X-ray imaging. Leung et al. [25] employed an in situ X-ray imaging technique to investigate the physical phenomena during the deposition of the first and second layers. It can be observed that the laser induced gas/vapour jet promotes the formation of metal tracks and denuded zone via spattering. A mechanism map for predicting the evolution of melt features, changes in melt track morphology was developed in their study. Zhao et al. [47] used high-speed X-ray imaging to study the formation, evolution and collapse of a keyhole instability leading to porosity formation. One recent work proposes a compressive sensing based method, named photography based compressive sensing (PBCS), for real-time temperature monitoring [28] of additive manufacturing with sparse measurement to construct three-dimensional temperature field. The aforementioned in situ imaging technique, however, is fairly costly and the melt pool behaviour is difficult to be captured due to the very high cooling rate.

2.2 Spattering monitoring

Spattering is highly related to the quality of the manufactured parts. Quantitative characterisation of spattering behaviours is valuable in understanding the physical process of manufacturing. There are a number of recent studies on spattering and how it relates to the quality of manufacturing.
Spattering is caused by three main sources, namely recoil pressure, Marangoni effect and heat effect in molten pool, and the different sources result in different spattering morphologies correspondingly. Figure 1 shows the three types of spatters: type I metallic jet, type II droplet, and type III powder spatter, presenting different morphologies. The spattering particles are embedded into the surface and interior of the SLM-fabricated parts. These results are helpful in controlling the intensity of spattering, improving stability and repeatability of the SLM fabrication process.

The influence of laser energy on spattering is studied in [37], which analysed the formation principle, appearance and compositions of spattering. The results indicate that as the laser energy input increases, the intensity and the quantity of spattering increases correspondingly. The authors of [37] also studied how spattering particles will degrade the quality of the manufactured parts. Figure 2 illustrates the introduced pores and impurity, caused by spatters, which are considerably larger (∼162 μm) than the original powder (∼32 μm) [37].
Another relevant work is to study the role of recoil pressure in the process of SLM using multi-laser technology [3] in order to optimise process parameters to enhance the mechanical properties of SLM products through. The formation mechanism and the behaviour of spatter particles during SLM fabrication is monitored using high-speed photography. Some image processing techniques are applied in the work to characterise the spatters, and the influence on the fabrication is studied. A further study suggests that changing the laser scan velocity has more influences on spatter formation in comparison with the energy input [4]. Microscopic examination and density analysis of SLM parts were performed in the work to interpret the relationship among the numbers of created spatter particles, induced unmelted regions and density variability. The analysis helps enhancing the current manufacturing process parameters optimization methods in SLM processes.

The correlation between the ex situ melt track properties and the in situ high-speed, high-resolution characterisation is studied [42]. The work attempts to correlate the protrusion at the starting position of the melt track with the droplet ejection behaviour and backward surging melt. The inclination angles of the depression walls are found consistent with the ejection angles of the backward-ejected spatter. As well, the vapour recoil pressure is quantified by in situ characterisation of the deflection of the typical forward-ejected spatter.

Porosity, cracks, and delamination are common in SLM manufacturing. A near-infrared (NIR) camera is used to capture images for the SLM process monitoring to study plume and spatter signatures [41], that are closely related to the melted states and laser energy density. An adapted deep belief network (DBN) framework was deployed for recognising the melted state using the NIR images and obtained the classification rate 83.40 for five melted states.

In [31], statistical descriptors of the spattering behaviours along the laser scan path are introduced by analysing high-speed camera images with image segmentation and feature extraction. To classify energy density conditions corresponding to different quality states, a logistic regression model is introduced and the results show a significant increase in successful detection of under-melting and over-melting conditions.

In addition, stereovision is also used for measuring and characterising spatters’ behaviours in terms of size, speed, direction, and age of spatters ejected from the laser melt pool [5]. A pair of low-cost, high-speed cameras are integrated and synchronised together to provide stereovision for monitoring and understanding the spattering in 3D. The work introduced their preliminary study to investigate in the monitoring of the health of the laser process with the aim to ensure spatter not contaminating the build.

2.3 Preliminary background on visual classification

Classification can be broadly categorised in two main families: conventional machine learning and the latest deep learning based methods. Conventional machine learning based methods generally involve two key steps, including feature extraction and selection, which are usually manually defined, and classification using algorithms, such as neural networks (NN) and support vector machines (SVM). Feature selection tries to find a subset of the original variables or attributes, and feature extraction tries to transform the measured data to more informative and non-redundant values, known as features, facilitating the subsequent learning and generalisation steps. Such features sometimes are more suitable for human interpretations.

In recent years, deep learning based methods have been shown to be the most promising solution that outperforms previous state-of-the-art machine learning techniques in many areas. The key principle is primarily the same as standard neural networks, but with more sophisticated and computationally intensive neural network architectures of more layers. Since 2012, the introduction of deep convolutional neural network (DCNN) [23], named AlexNet, is considered one important milestone for the first time that DCNN outperformed traditional and hand-crafted feature learning on the ImageNet. One of the latest works in DCNN is the ResNet, introduced by He et al. [19], who empirically show that there is a maximum threshold for depth with the traditional CNN model, by comparing the training and test error of a 20-layer CNN versus a 56-layer CNN. However, deep learning is extremely demanding high quality labelled data, making it impractical in several domains [29]. Also, since a neural network works in a manner as a black box, it is very difficult or impossible to interpret the data inside of the neural network, making it less attractive to some applications that require detailed fault diagnosis of failures [29].

In the area of metal additive manufacturing, machine learning has been used in several aspects, such as quality inspection. For example, [46] proposes to use a convolutional neural network (CNN) for online quality inspection by recognising the ‘beautiful-weld’ category from material CoCrMo top surface images with promising result of recognition accuracy. Zhu et al. [49] used machine learning to address the modelling of shape deviations in AM by statistical learning from multiple shapes data. [33] employed machine learning to identify in situ melt pool signatures in AM. In their studies, a scale-invariant description of melt pool morphology was constructed using computer vision techniques and the unsupervised machine learning was used to distinguish the observed melt pools. [21] used a random forest network machine learning model to optimise process parameters in AM of IN718. They
demonstrated the procedural steps between input features and output parameters using a general machine learning framework.

With SLM, the spatters produced by the interaction between laser and melt pools appear to be very similar (see Fig. 3). Compared with typical image recognition applications, such as face or car registration recognition, the images of spatters are not very informative. However, it is still clear to observe subtle differences in spattering trajectories, spark sizes, and temporal dynamic changes, which are very human interpretable. As the first attempt in this area, we aim to use the conventional methods with feature extraction and construct feature vectors, considering the advantages of less data required, interpretability, lower computational demand and so on.

Popular feature descriptors for object detection and recognition include HOG [11], local binary pattern (LBP) [2], scale-invariant feature transformation (SIFT), and SURF [22]. LBP features are usually found robust for face recognition [2]. HOG features represent occurrences of gradient orientation in localised portions of an image or region of interest (ROI) and are often useful for representing the contour of an object [11]. SIFT and SURF features are designed to be invariant to the scale changes, and are widely used in tracking and recognition of general objects with textures. Usually, additional dimensionality reduction algorithms, such as principal component analysis (PCA) and non-negative matrix factorisation (NMF) will be used to reduce the dimensions and computational complexity of the raw features [22].

Automatic fire detection, with many applications in safety and surveillance, has attracted rising attention in the community of computer vision, as an alternative method to conventional technologies such as smoke detection, temperature monitoring, and ion sensing, due to their limits of impracticality for large space and installation cost [36]. Here, considering the similarities to our problem, we will review some techniques used for object detection with the focus on the case of fire detection and its related areas. Various methods for automatic fire detection using computer vision have been investigated. Detection using a pre-built colour model is the most commonly used method. An early stage work adopts an RGB (red, green, blue) model based chromatic and disorder measurement for extracting fire pixels and smoke pixels [36], and the intensity of the red component plays a key role in the decision of fire pixels. A rule-based generic colour model for flame pixel classification [8] uses the YCrCb colour space to separate
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**Fig. 3** Typical spattering images with various laser exposure times. a 45 µs. b 55 µs. c 80 µs. d 110 µs. e 190 µs
the luminance from the chrominance more effectively than colour spaces such as RGB. Conventional image processing techniques, such as region segmentation, is also applied to fire area detection [30, 39]. Similarly, YUV colour space is also used to detect flames [26].

In addition to basic colour-based segmentation, local primitive features are also used to discriminate fire from background. The BoF (bag-of-features) method is employed [26] in the YUV colour space. Advanced feature descriptors are also developed to eliminate the effect caused by the variety of shapes [43, 44] in smoke detection. In [40], CNN (convolutional neural network) is combined with SVM for fire detection, while Haar feature detector and AdaBoost cascade classifier are implemented with OpenCV [1] first to extract regions of interest (ROI) and CNN with SVM are then deployed to filter results to reduce false positives.

Temporal characteristics by extracting features from sequential video frames are incorporated in fire detection as well. Liu and Ahuja [9] introduced a method of fusing spectral (colour probability density), spatial (spatial structure of fire pixels), and temporal (autoregressive model of temporal changes) models of fire regions in image sequences. In [48], a specific flame pattern is defined for forest, with three types of fire colours labelled. A SVM based classifier is deployed with the feature space of 11 static attributes including colour distribution, texture parameters, and shape roundness, as well as 27 additional features computed with Fourier analysis to represent the temporal variations of colour, texture, roundness, area, and contour. Similarly, flame colour and motion dispersion and similarity in consecutive frames are also studied for fire detection [12, 38].

3 Proposed method for spattering classification

This work is initially inspired by the phenomenon of the varying visual patterns of spatters with different process parameters, such as laser power, hatch spacing, and exposure time. The focus of this work lies on studying the effect of laser energy density in producing different spattering characteristics. Figure 3 shows five typical images of spatters with laser power of 200 W using different laser exposure times of 45 μs, 55 μs, 80 μs, 110 μs, and 190 μs respectively.

Despite a considerable level of similarity, subtle differences are observable to identify the characteristics, mainly lying in the spattering sizes and their flying trajectories. It should be also noted that these images are just selected static snapshots of the scene. The scene is very dynamic, and the patterns of the same control parameter vary greatly. Figure 4 illustrates 9 consecutive frames, with each frame captured with laser exposure time of 190 μs.

One key principle in this work is to construct feature descriptors that mainly rely on information of morphology or shapes of spatters, such as their trajectory segment lengths and orientations, and their spatial information, such as locations relative to the melting pools. Such information needs to be structured into a robust and compact feature vector before applying classification algorithms. We here first introduce the feature descriptor for single frames, and then integrate temporal information by incorporating multiple consecutive frames.

3.1 Data processing pipeline

As mentioned, the inspiration of this work is that spatter sizes, particle trajectory orientations, particle trajectory lengths, and spatter distributions in different regions of the images vary, mainly due to the difference of laser power. It should be also noted that the camera used in the work is a consumable camera, rather than a high-speed camera. It is not possible to capture the exact particles, but only the trajectories. In effect, such trajectories can be understood as the effect of the optical flow algorithm, comprising rich information of particle dynamics. One advantage of the optical flow information is that it allows us to extract particle dynamics directly in one image only. That is the motivation of extracting orientations and lengths of the spark trajectories.

The data pipeline used in this work is illustrated in Fig. 5. The top of the figure shows the four main steps in processing the data:

Data pre-processing: The first step is image acquisition and pre-processing. With an image captured, sparks need to be identified and localised automatically in each image. One important requirement of the features is the invariance of spark locations. The centre of the spark blob needs to be aligned for all images to eliminate biased false detection caused by the difference of spatial locations. A full image is then cropped to a sub-image in order to reduce the data processing burden and also noises from background.

Feature construction: This step is to construct feature descriptions that encode discriminative information of objects of interest. A feature vector, acting as a numerical fingerprint, can be constructed from an image using the feature descriptor and hence used to differentiate one feature from another. As depicted in Fig. 5, the feature construction step in our work comprises three main steps: line segment detection, image decomposition, and feature construction with information of spark trajectories in different regions of the image.
Fig. 4 Varying spattering images with the same laser exposure time of 190 μs

Fig. 5 Data pipeline
Data training and parameter tuning: This work is a typical supervised classification problem. This step is to train the model for classification with labelled data, and fine tune the parameters to identify optimal parameters, using techniques of grid search and cross-validation.

Classification result display and analysis: The last step is to test the model with the data and evaluate the performance.

The following sub-sections explain the details of the above four steps.

### 3.2 Data pre-processing

One requirement of a robust feature descriptor for this application is location invariance. Since the laser beam does not focus on a fixed location in the melting process, it is essential for the laser heated zones (LHZ) in all images to be aligned and a region of interest around the LHZ will be cropped out of the whole image. Our work extracts spatial information of spatters relative to the location of LHZ, rather than using the global image coordinate frame. Estimation of the LHZ in each frame would allow automatic alignment of images with reference to the LHZs.

It is obvious that the interaction point on the sample surface with the laser beam always shows the largest and brightest blob. However, this area is highly saturated and the exact location of the laser beam is not visible to the camera. In this work, we assume the centroid of the blob is the likely place of the current LHZ.

To estimate the centroid of the brightest blob, several steps of morphological image processing are carried out, namely binarisation, erosion, and distance transform. First, the image is transformed to a binary format by using the Otsu’s binary threshold, segmenting the bright sparks from the background as local regions or contours. Erosion of a binary image shrinks the sizes of local regions, also disconnect connected regions, e.g. the central blob and its connected spark trajectories. Last, we use the distance transform to locate the centroid of the central blob. A grey-scale image can be obtained from the distance transform where the grey-scale intensity of each pixel inside the foreground region is the distance to the closest boundary from each point. The working principle is similar to the process of erosion, except that this updates the pixel values by counting the iteration while shrinking the foreground regions. The centroid would be the last pixel to be shrunk and the iteration will be the largest. Therefore, we can simply locate the highest intensity from the distance transformed image as the centroid. If multiple maximum values are detected, we simply take the centre location of these. With the images of SLM sparks, this method is shown to be very reliable. Figure 6 shows an example of the result of the above process, where the 1st figure is the cropped image around the detected centroid and the 4th figure shows the distance transform output with the centroid highlighted.

### 3.3 Feature extraction and description

It can be seen that both spatial and temporal information, such as locations of splashed particles and motions of particle trajectories, serve as distinguishable visual cues for human operators to classify sparks of different settings.
The feature descriptor proposed here encodes information of these visual cues of spatial distribution of sparks, motions of particle splashes (lengths and orientations), and size of the main centre spark.

To extract particle splashing motion features, morphology of spattering trajectories from the image pixel space needs to be transformed to representations using elementary shapes in the format of vector graphics, such as lines or curves. We extract line segments directly, as most of the spattering curves in such images appear relatively straight and also a curved line can be approximated as a series of line segments. Considering the simplicity of line representation, the feature descriptor in this work is thus constructed from the attributes of these local line segments. Figure 7 illustrates the feature composition and the process of feature construction.

First, the image is decomposed into local regions in the polar coordinate frame, with the centroid detected above as the origin, and study the spatter distribution in each of the polar regions. The motivation of using polar regions, rather than grid regions as used by methods, such as HoG, is because of the nature of spark distributions. Sparks move to all directions and will start to fall off or fade off after a while of splashing. Spatters become sparser in further regions, and this part of information plays an important role in discriminating spattering characteristics. As the polar regions become wider proportionally at longer distances, the probability of a particle remains in the same polar section or neighbouring polar sections will be higher and more consistent, in contrast to pixel-wise matching or grid regions. Figure 8 illustrates the local regions decomposed from an example of spark images. With the centre \([cx, cy]\) detected, the image is sliced into \(n \times m\) sections, where \(n\) is the number of angular sections, and \(m\) denotes the number of range sections. Angular and range resolutions need to be specified too.

To estimate line segments from the curves, the non-parametric LSD (line segment detector) algorithm [15, 16] is deployed. LSD is a linear-time line segment detector, designed to be parameter free for tuning and give subpixel accurate results. Local regions are detected first, known as line support regions, and such regions are candidates for line segments. The principal inertial axis of the line support region is used to determine the region’s direction. It controls its own number of false detections by combining gradient orientations and a validation procedure based on the Helmholtz principle. Iteratively, regions approximated as rectangles will be taken as line candidates when the termination condition is met. Actually, in the algorithm, there are still 6 internal parameters predefined that may
be application dependent. In our case, the lines are quite bright from the background in general, making it easy to detect. The LSD is proved to be very effective to extract line segments, after testing with a large number of images. Each segment is further segmented at the intersection points between the lines and the region boundaries. Figure 9 shows an example of line segments extracted.

Technically, it is also possible to merge colinear neighbouring lines [24]. However, we consider parallel lines also contain extra information of the width of each spattering trajectory, and it is therefore considered not worth the extra computation.

In a local cell, the following attributes are computed, namely:

Total length of line segments: This is defined as:

\[ L_{r,a} = \sum_{i=1}^{N} \sqrt{\left(x_{i,r,a}^{\text{start}} - x_{i,r,a}^{\text{end}}\right)^2 + \left(y_{i,r,a}^{\text{start}} - y_{i,r,a}^{\text{end}}\right)^2} \]  

(1)

where \( N \) is the number of line segments in the corresponding cell with the angular index of \( a \) and range index \( r \) for cell decomposition. \( x_{i,r,a}^{\text{start}}, x_{i,r,a}^{\text{end}}, y_{i,r,a}^{\text{start}} \) and \( y_{i,r,a}^{\text{end}} \) represent the coordinates of the start and end points of the \( i \)th line segment in the cell.

Principal inertia axis of line segments: This is to estimate the principal orientation of line segments in each cell. We calculate the angle difference between the principal inertia axis of each line segment and the orientation of the cell relative to the centre first, and compute the weighted expectation of the above, formulated below:

\[ \bar{\delta\theta} = \frac{1}{\sum_{i=1}^{N} w_i} \sum_{i=1}^{N} w_i \left( \theta_i - \theta_{cell} \right) \]  

(2)

where \( \theta_{cell} \) represents the orientation of the cell relative to the centre, and \( \theta_i \) represents the principal inertia axis orientation of the \( i \)th line segment in the cell. \( w_i \) denotes the weight for the \( i \)th line segment, defined as the length of the line segment; in other words, a longer line segment will have larger impact on the result.

Size of the central spark: This is obtained from the result of distance transform, which gives a value approximately equal to the LHZ radius.

Standard deviation of line lengths: This is to calculate the standard deviation of the lengths of line segments in the \( i \)th cell, defined as:

\[ \sigma_l = \sqrt{\frac{\sum_{i=1}^{N} (l_i - \bar{l})^2}{N - 1}} \]  

(3)

where \( l_i \) is the length of the \( i \)th line segment and \( \bar{l} \) is the average length of the line segments.

Standard deviation of line orientations: Similarly, this is the standard deviation of the orientations of all line segments in the \( i \)th cell:

\[ \sigma_o = \sqrt{\frac{\sum_{i=1}^{N} w_i (\delta\theta_i - \bar{\delta\theta})^2}{\sum_{i=1}^{N} w_i}} \]  

(4)
where $\delta\theta$ is the difference between the principal inertia axis and the orientation of the cell.

An elementary feature vector of an individual cell is thus formed as:

$$f_{r,a} = [L_{r,a}, \delta\theta_{r,a}, N_{r,a}, \sigma_l, \sigma_a, \sigma_o, \sigma_{l,r,a}, \sigma_{o,r,a}]^{-1}$$

where $r$ and $a$ represent the indices of the local cell in range and angle respectively. For simplicity, the indices $r$ and $a$ are not included in some of the equations above. A final feature vector can be constructed by concatenating all local features, as below:

$$f = [f_{1,1}, f_{1,2}, \ldots, f_{m,n}]$$

where $m$ and $n$ are the number of range and angular cells respectively. In the case of $m = 4$ and $n = 4$, the dimension of the feature vector will be $16 \times 5 = 80$.

When considering temporal information from consecutive frames, a new feature vector can be constructed from the individual frames by stacking all line segments together after line segmentation from the pre-processing stage. Thus, the feature construction step will be the same as above, except with a larger number of line segments. It is believed that statistically using temporal information from consecutive frames will be more robust and tolerant to outliers.

### 3.4 Classification

There are a large range of methods for classification. Two popular methods are evaluated, namely random forests and support vector machine (SVM), and both can be used for multiple-class classification and one-class classification.

SVM is generally known to be better for binary classification, and multi-class classification is achieved by executing multiple binary classifications. With a set of training data, each sample is labelled as one of the two classes, denoted as $(-1, 1)$, and SVM builds a model that separates the two or more sets of data by constructing a hyperplane or a set of hyperplanes in a high dimensional space. The hyperplanes divide two classes with a wide channel. Data in the high dimensional space that fall in one side of the channel belong to one class, while the other side is the other class. The gap between two classes is determined by maximising the distance or margin between several selected data samples from each class, known as support vectors. When data are highly non-linear, SVMs are usually incorporated with functions that transform the data from the original space into another space that is linearly separable, and this is called the kernel trick. Typical kernels include RBF (radial basis function) and polynomial etc. To formulate the problem, the labelled data are represented by a set of pairs of data $x_i$ and their corresponding classes, denoted as $y_i \in -1, 1$. A hyperplane can be represented as:

$$w \cdot x - b = 0$$

where $\cdot$ denotes the dot product and $w$ is the normal vector to the hyperplane. The margin that separates the two classes is given by $2/||w||$ and $b/w$ determines the offset of the hyperplane. As said, the distance between two classes needs to be maximised under the constraint, expressed by Eq. 8 below:

$$y_i(w \cdot x - b) \geq 1$$

Compared with SVM, the random forests algorithm [7, 27] belongs to the family of ensemble methods that combine the predictions of several base estimators for better generalisability and robustness of a single estimator. Similarly, random forests have to be fitted with a set of pairs of data, where each pair is comprised of the data samples, denoted as $x_i$, and its corresponding class is the label $y_i$. The principle is to build several independent estimators and their predictions of the ensemble will be averaged. The combination of multiple estimators built in isolation will outperform most individual estimators due to the reduced variance. Random forest has almost identical hyperparameters as a decision tree or a bagging classifier, but only takes a random subset of features into consideration in the process of splitting a node.

### 4 Experiments

#### 4.1 Experiment preparation and data acquisition

The images were captured using a standard consumable optical camera. Due to some practicality constraints, such as limited space inside the chamber of the SLM machine, the camera was located outside of the SLM machine to capture video frames through a transparent window. Figure 10 illustrates the hardware setup that comprises a camera placed on a tripod placed outside of the SLM machine, monitoring the SLM process through the window.

The SLM machine used in this work is the Renishaw AM250 metal additive manufacturing system (Fig. 10). The window is transparent enough to allow the camera to see the details of the spatters. The window and camera were covered, disallowing ambient lights coming through. Over 7000 images were collected for each class (each laser energy setting), and the total number of images is 35k for 5 classes. For efficiency, we chose about 1000 images from each class for training and also about 1000 images from each class for testing, captured at different times.

The camera model used in this work is Panasonic Lumix DMC-LX100. The camera is set with a fixed set...
of parameters, particularly the exposure time and aperture, in order to avoid ambiguities with the lengths of spatter trajectories and brightness caused by the camera automatic exposure configurations. To select the exposure time, we need to make sure that the spatter trajectories appear as line segments. However, a long exposure time will result in trajectories with long tails, while short exposure time will result in less line-like shapes. In the former case, very long lines tend to be mixed and intersecting with each other, hence not ideal for extracting line segments. On the contrary, less line-like features are also not desirable. In this work, we found between $1/500s$ and $1/125s$ would be most suitable based on our observations. The aperture is set to $F/4$ to ensure good brightness. The camera only allows two stops between the two settings ($1/500s$, $1/125s$). Figure 11 illustrates the difference with the spatter patterns due to different exposure times of $1/125s$ and $1/500s$ respectively. It is obvious that the lengths of spatter trajectories are different, where the longer exposure time $1/125s$ could produce longer tails with the spatters. Using the same exposure parameters ensure that the visual patterns are not affected by the camera settings. It is also worth mentioning that, in principle, there should not be significant performance difference between $1/500s$ or $1/125s$, as long as the trajectories can be extracted as line segments and transformed into the feature space proposed in this work. In the work, we empirically chose $1/125s$ as the exposure time, and detailed camera settings are listed in Table 1.

In this work, a set of 316 L stainless steel cubic samples ($10 \times 10 \times 10 \text{ mm}^3$) were fabricated under 15 different laser energy density conditions varying from 26 J/mm$^3$ to 166.7 J/mm$^3$ (Fig. 10). The laser energy density may be expressed as $e = \frac{P}{h \cdot v \cdot t}$, where $P$ and $h$ denote the laser power and hatch spacing, respectively; while $v$ and $t$ represent the scanning speed and powder layer thickness, respectively. The relative density of the fabricated cubic samples was measured using Archimedes’ principle to investigate the correlation of part’s quality with laser

| Exposure time | Frame rate | Aperture | Focal length | Resolution |
|---------------|------------|----------|--------------|------------|
| 1/125s        | 50 fps     | F4       | 75 mm        | 1920 $\times$ 1080 |
energy density, which is closely related to the spatter characteristics. The microstructure of the fabricated parts was also examined under each case to link the spatter characteristics with the part quality.

There are $3 \times 5 = 15$ samples as shown in Fig. 10. For visual classification, 5 representative laser energy densities from row 1 were chosen. More details can be seen in Section 4.3.3. The other samples were not considered here because they were placed closer to the camera and appeared larger and out of the focus of the camera.

4.2 Data pre-processing and feature construction

The first step is to locate the spatters in order to compute spatial features relative to the centroid of the spatters, the LHZ. As mentioned, we use the distance transform for computing the LHZ in each frame. It should be noted that, since the LHZ is dynamic, the relative perspectives from the camera to the spatters are not consistently stationary. In this study, we simplify the configurations at this stage, by minimising the melting area of each sample to $1 \text{ cm}^2$. The effect of inconsistent perspectives between the camera and spatters is considered negligible due to the small area of the part.

Next, feature vectors are constructed at this stage. Each image is first cropped to a small region of interest with resolution of $1052 \times 640$, which is then decomposed into sub-regions or cells in the polar coordinate frame, and line segments extracted from the images are allocated into corresponding local cells, as shown in Figs. 12 and 13 for two laser energy densities as examples. Some randomly selected feature vectors are plotted in Figs. 14 and 15 with two different parameters for cell decomposition and different laser energy densities. It is clear that higher energy densities are more likely to produce higher peaks across the feature vectors. Also, it can be seen that the feature values are more spread with $n_a = 8$ and $n_r = 8$ for cell decomposition than with $n_a = 4$ and $n_r = 4$, providing higher spatial resolution. It should be noted that the features shown here are randomly selected, and they clearly show the high complexity and dynamics of the spatters’ visual characteristics.

The values for different dimensions range quite largely, because these feature vectors are not normalised for visualisation purpose here, and apparently the values of trajectory segment lengths would be much larger than orientations, which range from 0 to $2\pi$. High energy density features tend to contain more spikes in the feature vectors, especially for those cells with larger distances from the centre. This is the desired phenomenon as our initial motivation of extracting spatial information of spatters with respect to the LHZ. In other words, our rationale is that these features with longer trajectory segments in these
Fig. 13 Varying spattering and their extracted line segments in different sub-sections in the polar coordinate frame with the laser energy density of 55.6 J/mm³ far cells are good indicators of higher laser power. Apart from this obvious discriminative characteristic, differences in other regions are also observable. Orientations of spattering trajectories are less distinctive than the segment lengths. However, statistically, they appear to be distinctive too in different regions, as higher laser power tends to produce more up-right particle splash trajectories, while lower laser power produces spatter splashes that tend to fall off more quickly. Such phenomena projected to the 2D images produce the differences in their trajectory orientations.

4.3 Classification results and analysis

To evaluate the performance of the proposed method, we need to study the effects of different parameters and their combinations, including the number of cells for decomposition, number of consecutive frames for temporal feature construction, and classification algorithms.

We first study the effect of the parameters used for cell decomposition. This is followed by comparing with other popular feature construction methods. We then discuss the performance improvement by integrating temporal information into the features. We perform a thorough evaluation using two classification algorithms: the SVM and random forest methods, where SVM is tested using both the linear and RBF (radial basis function) kernel for non-linear classification.

4.3.1 Number of cells

There are two parameters used to decompose the image into sub-regions, namely number of angular sections \( n_a \) and number of range sections \( n_r \), where \( n_a = \frac{\pi}{\alpha} \), \( n_r = \frac{r}{\gamma} \), \( r \) is the maximum range from the centre, and \( \alpha \) and \( \gamma \) represent the angular resolution and range resolution for the cells. Several different combinations of the parameters are tested, as shown in Table 2. For demonstration purpose, the features with \( n_a = 4, n_r = 4 \) and \( n_a = 8, n_r = 8 \) are displayed in Figs. 14 and 15 respectively.

In summary, the proposed method could achieve on average accuracy of 86% in classifying the five laser power settings. The optimal configuration for cell decomposition is the \( 36 \times 8 \) setting using the random forest algorithm, and the performance with higher resolution settings will start to decline or maintain at this level. This is possibly due to the nature of the features that are generally very sparse, because a single continuous strike is considered as one unit. Increasing the resolution for cell decomposition will produce very spatially sparse features, and may not be representative enough for classification, especially when data are not sufficient.
Fig. 14  Typical features with cell decomposition parameters of $m_x = 4$, $n_r = 4$, with different laser energy densities.  

(a) Energy density $166.7 \, J/mm^3$  
(b) Energy density $55.6 \, J/mm^3$  
(c) Energy density $72.7 \, J/mm^3$  
(d) Energy density $33 \, J/mm^3$  
(e) Energy density $40.8 \, J/mm^3$  

The figures illustrate the impact of varying laser energy densities on the typical features of a material with specific cell decomposition parameters. Each panel represents a different energy density, showcasing how the features evolve with changes in laser parameters.
Fig. 15 Typical features with cell decomposition parameters of $n_r = 8$, $n_c = 8$, with different laser energy densities. 

(a) Energy density $166.7 \, J/mm^3$
(b) Energy density $55.6 \, J/mm^3$
(c) Energy density $72.7 \, J/mm^3$
(d) Energy density $33 \, J/mm^3$
(e) Energy density $40.8 \, J/mm^3$
4.3.2 Temporal features

To further enhance the performance, temporal information is also encoded as part of the features. A list of consecutive frames are concatenated together forming a whole set of data for constructing feature vectors. The method is to keep the same feature descriptor as used before, but stack all line segments in the list of images together after line segmentation at the pre-processing stage. The only difference is to use line segments from multiple images, rather than a single frame. It is worth noting that the new feature vector will not introduce more dimensions in the feature description, maintaining the feature compactness as used for a single frame.

Here, we test the effect of the number of frames in constructing temporal features. Tables 3, 4, 5 and 6 show the results of using different frame numbers of 4, 7, 10, and 13 respectively for classification with the four cell decomposition parameters as used in Section 4.3.1. The improvement of classification is considerably improved. For example, in the case of the lowest resolution for cell decomposition, \( (n_a = 4, n_r = 4) \), the accuracy is improved from 76.8% with a single frame consistently to a plateau of 93.6%, when the frame number becomes 13. For higher cell decomposition resolution of \( (n_a = 36, n_r = 8) \), the classification accuracy reaches about 96.7% from 85.9% using the frame number of 13. Even with only four frames, the result is also improved considerably to more than 94%. Cell decomposition with \( (n_a = 8, n_r = 8) \) perform similar to \( (n_a = 4, n_r = 4) \) with no significant improvement. Similarly, \( (n_a = 36, n_r = 20) \) has not shown obvious advantage than \( (n_a = 36, n_r = 8) \), and even performs poorer with SVM (RBF).

In the above experiments, parameters for the classifiers were chosen by performing a grid search. To avoid overfitting with the trained model, cross-validation of 10 fold with the data is used. In addition, as multiple experiments have been performed, to ensure fair and realistic performance evaluation, test data and training data are from different sets of data, rather shuffling the same set of data randomly, as typically used.

The processing time varies depending on various factors, including the number of frames, the dimension of feature vectors, and the number of lines. This work is carried out on a workstation with an Intel Core i7-6700 3.40 GHz CPU. The time required for feature extraction of one single image ranges from about 180 ms \( (n_a = 4, n_r = 4) \) to about 210 ms \( (n_a = 36, n_r = 20) \), with slight fluctuations due to the varying number of lines in each image. For temporal features, we use parallel processing of Python to allow multiple images to be processed simultaneously (in this work, 4 images). On average, the estimated time required for processing multiple images ranges from about 200 ms for 4 frames to about 1000 ms for 13 frames. The effect of different feature dimensions is negligible for classification that can mostly be completed in about 1.5 ms. With the example of using four frames with \( n_a = 36, n_r = 8 \), it will then take about 201.5 ms for data processing and about 80 ms for image acquisition of 4 frames at 50 fps. Similarly, if \( n_a = 4, n_r = 4 \) using 13 frames, it will require about 1001.5 ms for data processing and about 260 ms for image acquisition of 13 frames. Although it will not be possible to process every single image at high frame rates in real time, we consider the proposed method is still efficient enough and applicable for analysing and characterising spattering behaviours for...
Table 5  Classification results with $n_x = 36$, $n_r = 8$ for cell decomposition and 4, 7, 10, and 13 frames for temporal feature construction

| Number of frames | SVM (linear) | SVM (RBF) | Random forest |
|------------------|--------------|-----------|---------------|
| 4                | 92.9%        | 91.6%     | 94.1%         |
| 7                | 94.4%        | 91.7%     | 95.7%         |
| 10               | 96.1%        | 92.4%     | 96.4%         |
| 13               | 96.0%        | 92.4%     | 96.7%         |

Table 6  Classification results with $n_x = 36$, $n_r = 20$ for cell decomposition and 4, 7, 10, and 13 frames for temporal feature construction

| Number of frames | SVM (linear) | SVM (RBF) | Random forest |
|------------------|--------------|-----------|---------------|
| 4                | 91.9%        | 86.6%     | 94.4%         |
| 7                | 94.5%        | 86.3%     | 95.0%         |
| 10               | 95.3%        | 86.4%     | 96.3%         |
| 13               | 95.7%        | 86.2%     | 97.0%         |

Fig. 16  Relative density and microstructure. (a) relative density versus laser energy density; (b)-(d) molten pools of three laser energy densities (cases 1, 4, and 5).
Table 7  SLM process parameters, where the selected parameters are highlighted (italic font)

| No | Hatch spacing (μm) | Scanning speed (mm/s) | Energy density (J/mm³) | Relative density (%) |
|----|----------------------|-----------------------|------------------------|----------------------|
| 1  | 80                   | 300                   | 166.7                  | 98.89%               |
| 2  | 80                   | 500                   | 100                    | 98.43%               |
| 3  | 80                   | 700                   | 71.4                   | 98.05%               |
| 4  | 80                   | 900                   | 55.6                   | 97%                  |
| 5  | 80                   | 1100                  | 45.5                   | 93.33%               |
| 6  | 110                  | 300                   | 121.2                  | 99.01%               |
| 7  | 110                  | 500                   | 72.7                   | 98.68%               |
| 8  | 110                  | 700                   | 51.9                   | 98.17%               |
| 9  | 110                  | 900                   | 40.4                   | 92.95%               |
| 10 | 110                  | 1100                  | 33                     | 88.67%               |
| 11 | 140                  | 300                   | 95.2                   | 99.1%                |
| 12 | 140                  | 500                   | 57.1                   | 97.1%                |
| 13 | 140                  | 700                   | 40.8                   | 93.4%                |
| 14 | 140                  | 900                   | 31.7                   | 89.3%                |
| 15 | 140                  | 1100                  | 26                     | 86.1%                |

real-time applications as usually not all frames are required. On the other hand, the algorithm is developed using Python with libraries of OpenCV and Scikit-Learn with only offline processing. The implementation can be further improved using C/C++ for real-time processing in our future research.

4.3.3 Part post-processing and discussions

Figure 16a shows the measured relative density with respect to laser energy density, where the spatters of the five typical cases (named cases 1 to 5) were analysed using the proposed novel machine learning algorithm. Specifically, the five typical cases indicate the range of laser energy densities employed in this study, where case 1 = 33 J/mm³, case 2 = 40.8 J/mm³, case 3 = 55.6 J/mm³, case 4 = 72.7 J/mm³, case 5 = 166.7 J/mm³.

The laser energy density was determined using the formula \( e = \frac{P}{h \cdot v} \), as defined in Section 4.1. The SLM process parameters used in this study are shown in Table 7, with the corresponding densities for different settings. The thickness of each powder layer is 50 μm.

Five typical laser energy density values were selected because they relate to the actual process conditions. More specifically, a 72.7 J/mm³ energy density links to the normal melt condition; 33 J/mm³, 40.8 J/mm³ and 55.6 J/mm³ represent an insufficient melt condition although the energy

Fig. 17 Typical spatters with energy densities of a 33 J/m³ and b 166.7 J/m³

(a) 33 J/m³

(b) 166.7 J/m³
density covered a wide range, while a 166.7 J/mm³ reflects 
an over-melt condition which is also known as keyhole 
melting mode.

It can be seen that the relative density increased with 
an increase in the laser energy density until an optimum 
value about 96 J/mm³, where a 99.1% relative density 
obtained; after that, the relative density decreased with 
进一步 increasing the energy density. Figure 16b–d show 
the microstructure of the samples from cases 1, 4 and 5, 
respectively. When a fairly low energy density (33 J/mm³, 
case 1) was used, irregular pores formed due to the partial 
melting of stainless steel powders. This may be confirmed 
by the captured spatters, as shown in Fig. 17a, which 
appear to produce very few spatters, compared with higher 
energy densities. With an increase in the energy density to 
72 J/mm³ (case 4), a large number of regular hemispherical 
molten pools formed. When the energy density reached to 
166.7 J/mm³, the formed molten pools exhibited deeper 
depth and were associated with a few spherical pores. This 
is because with further increasing the energy density, the 
much higher energy input resulted in the evaporation of the 
molten material and the recoil pressure generated the pores 
with a size of about 50 μm. This kind of keyhole melting led 
to the formation of porosity and reduced the relative density 
of the fabricated parts. This can be linked to the observed 
spatters in Fig. 17b for the case of 166.7 J/mm³, where large 
spatters are clearly seen.

In this study, the particle size distribution, layer 
thickness, scanning strategy parameters were fixed, while 
the effects of scanning speed and hatch spacing were 
studied. The two variables were thus integrated forming the 
unified term laser energy density. The five cases used in 
this work represent five different conditions with different 
process parameter combinations. Future study needs to be 
conducted to examine the effects of scanning strategy on 
the spattering trajectories and re-examine the spattering 
behaviours, by combining information of spatter trajecto-

5 Conclusion

Characterisation and monitoring of spattering behaviours 
are valuable in understanding the physical process of man-
facturing. This paper introduces a method for automatic 
classification of spattering characteristics using a consum-
able camera. The study shows the effectiveness of the work 
for distinguishing spattering characteristics of laser melt-
ing processes in different manufacturing conditions using 
machine vision algorithms. This work introduces a new 
compact and robust feature descriptor designed for spatter 
behaviours, by combining information of spatter trajecto-

tory morphology, spatial distributions in a polar coordinate 
frame, and temporal features. Spatters are extracted as line 
segments represented in the vector format. Statistics of the 
line segments in various sub-regions, known as cells in the 
polar image decomposition, show highly distinguishable 
features in this context and are used to construct the feature 
descriptor. Various parameters associated with the feature 
descriptor are also studied.

The classification is performed using the SVM as well 
as random forests for testing. The result is highly promising 
in distinguishing spattering behaviours with an accuracy 
of about 97%. In addition, the qualities of manufacturing 
parts are also studied demonstrating that the quality is 
highly related to the laser power density that would produce 
distinguishable spattering patterns. It shows the feasibility 
of closed-loop SLM control by classifying spattering 
characteristics under different SLM control parameters that 
are mapped to the part quality. Such a map table can then 
define the desired spatter features, providing a non-contact 
monitoring solution for online anomaly detection. This 
work will lead to a further integration of real-time vision 
monitoring system for an online closed-loop prognostic 
system for SLM systems. It is believed that the full 
integration will considerably improve the performance of 
the current SLM technologies in terms of manufacturing 
quality, power consumption, and fault detection.
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