Landauer bound for erasure using non-ideal gas
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Landauer principle states that erasure of \( N \) bit information requires an entropic cost of \( Nk_B \ln 2 \). This fact can easily be demonstrated by relaxation of an ideal gas consisting of \( N \) particles inside a fixed volume. In this paper we discuss the modification of Landauer bound when we use non-ideal gas with inter-particle interactions for erasure procedure. We have found that the bound on the entropy production can be lowered when the interaction between particles is square-well potential.
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I. INTRODUCTION

Maxwell's demon \[1,2\], along with Szilard engine\[3\], had put forward a new fundamental concept in the field of information processing - which being a physical quantity should obey the laws of thermodynamics. Information processing involves measurement, information storage and erasure. It was initially thought by researchers that measurement and information writing costs some energy which makes the cyclic process in Szilard engine compatible with Second law of thermodynamics. Later in 1961, Landauer proposed that it is not information writing rather information erasure which is accompanied by an unavoidable cost in thermodynamic entropy. Landauer principle \[4-6\] states that the thermodynamic entropy of our surroundings must increase by at least \( k_B \ln 2 \) for each bit of information erased, i.e., while erasing a single bit of information \( k_B T \ln 2 \) amount of heat is required.

II. MODEL

We consider a system described by time dependent Hamiltonian \( H(t) \) and is in contact with a heat bath at temperature \( T \). The phase space of the system is denoted as \( \Gamma \). The state of the system is described by its probability distribution at any time \( \rho(\Gamma, t) \). The average internal energy at any instant of time is given by

\[
E(t) = \int \rho(\Gamma, t) H(t)d\Gamma.
\]

The non-equilibrium system entropy is defined by the von Neumann entropy\[7,8\]

\[
S(t) = -\int \rho(\Gamma, t) \ln \rho(\Gamma, t)d\Gamma,
\]

and the corresponding non-equilibrium free energy is given by \[8\]

\[
F(t) = E(t) - TS(t).
\]

Now the system undergoes a certain process due to changes in system parameters using some specified protocol. Let \( W(t) \) and \( Q(t) \) be the work done on the system and the heat transferred from the bath to the system at any time \( t \). According to the first law of thermodynamics \[9\]

\[
\Delta E = W(t) + Q(t).
\]

The equilibrium values of internal energy \( E^\text{eq}(t) \), entropy \( S^\text{eq}(t) \) and free energy \( F^\text{eq}(t) \) at any time \( t \) can be calculated by considering equilibrium distribution \( \rho(\Gamma, t) = \rho^\text{eq}(\Gamma, t) = \exp[-\beta \{H(t) - F^\text{eq}(t)\}] \) and using Eq.\[1,2\]and \[3\]. The free energy of a nonequilibrium state is higher than that of the corresponding equilibrium state by an amount equal to the temperature times the information \( I(t) \) needed to specify the nonequilibrium state:

\[
F(t) - F^\text{eq}(t) = E(t) + T \int \rho(\Gamma, t) \ln \rho(\Gamma, t)d\Gamma - F^\text{eq}(t)
\]

\[
= E(t) + T \int \rho(\Gamma, t) \ln \rho^\text{eq}(\Gamma, t)d\Gamma
\]

\[
- T \int \rho(\Gamma, t) \ln \rho^\text{eq}(\Gamma, t)d\Gamma
\]

\[
= E(t) + T \int \rho(\Gamma, t) \ln \left[ \frac{\rho(\Gamma, t)}{\rho^\text{eq}(\Gamma, t)} \right] d\Gamma - F^\text{eq}(t)
\]

\[
+ \int \rho(\Gamma, t) [-\beta \{H(t) - F^\text{eq}(t)\}]d\Gamma.
\]

\[
= TD[\rho(t)]||p^\text{eq}(t)|| = TI(t).
\]

The change in non-equilibrium system entropy \( \Delta S \) consists of two contributions namely a reversible part due to heat flow which is called entropy flow \( \Delta_eS \) and the other part is irreversible and non-negative, which is termed as entropy production \( \Delta_iS \)

\[
\Delta S = \Delta_eS + \Delta_iS,
\]

\[
\Delta_iS = \frac{Q(t)}{T}; \quad \Delta_iS \geq 0.
\]

One can combine the above expressions with first law Eq.\[4\] to obtain an equivalent form of non-equilibrium
second law of thermodynamics
\[ \Delta E = W(t) + Q(t) = W(t) + T\Delta S \]
\[ = W(t) + T(\Delta S - \Delta S) \]
\[ \Rightarrow T\Delta S = W(t) - (\Delta E - T\Delta S) \]
\[ = W(t) - \Delta F(t) \geq 0. \] (7)

Combination of the above results allows to rewrite the second law under the form of the non-equilibrium Landauer principle
\[ W_{irr}(t) \equiv W(t) - \Delta F^{eq}(t) \]
\[ = T\Delta S(t) + \Delta F(t) - \Delta F^{eq}(t) \]
\[ = T\Delta S(t) + T\Delta I(t). \] (8)

Here \( \Delta I(t) = I(t) - I(0) \). \( I \) can be indentified with the amount of information that is required to be processed to switch from known equilibrium distribution \( \rho^{eq}(t) \) to the distribution \( \rho(t) \). For a relaxation process \( W_{irr}(t) = 0 \) and \( I(t) = 0 \) as the system ends up in an equilibrium state. Hence, from Eq(8) it can be easily shown that the information gained at the starting of the process i.e., \( I(0) \) is completely lost into entropy production \( \Delta I(t) \).

A non-ideal gas consisting of \( N \) particles is confined in one half of a box of length \( L \), surface area \( A \) and hence volume \( V = AL \). The system is in contact with a heat bath at inverse temperature \( \beta \) and it is at equilibrium. This is the initial condition of the system. Now at time \( t = 0 \), we instantly remove the partition that was dividing the box into two halves and allow the gas to relax within the whole box. No work will be done by the gas. The information \( I \) stored in the system will convert into irreversible entropy production. We want to calculate \( I \).

If \( \Gamma \) represents the phase space co-ordinates of \( N \) particles and \( H \) is the Hamiltonian of the \( N \) particle system, then the probability density of the system at \( t = 0^+ \) is given by
\[ \rho(\Gamma) = \frac{e^{-\beta H(\Gamma)}}{Z(V/2)} \]
\[ = 0 \quad \text{for} \quad L/2 \leq \{x_i\}_{i=1}^N \leq L, \] (9)

where \( x_i \) is the position co-ordinate of the \( i \)-th particle. After relaxation, the system will settle to an equilibrium state corresponding to the entire box and its state will be given by
\[ \rho^{eq}(\Gamma) = \frac{e^{-\beta H(\Gamma)}}{Z(V)}, \] (10)

where \( Z(V) \) is the partition function of \( N \)-particle non-ideal gas given by [10]
\[ Z(V) = \frac{cL^N}{N!} \left[ 1 - \frac{N^2}{V}B_2(\beta) \right]. \] (11)

Here \( c = (1/N!)V/3^N \) and \( B_2(\beta) \) is the second virial co-efficient which depends on the interaction between the particles of the gas. Eq[11] has been derived with low density approximation. Now the information stored in the system is given by
\[ I = \int \rho(\Gamma) \ln \left[ \frac{\rho(\Gamma)}{\rho^{eq}(\Gamma)} \right] d\Gamma, \]
\[ = \int \rho(\Gamma) \ln \left[ \frac{Z(V)}{Z(V/2)} \right] d\Gamma, \]
\[ = \ln \left[ \frac{Z(V)}{Z(V/2)} \right], \]
\[ = N \ln 2 + \ln \left[ \frac{1 - (N^2/V)B_2(\beta)}{1 - (2N^2/V)B_2(\beta)} \right]. \] (12)

FIG. 1. Hard core potential as a function of interatomic distance \( r \). \( \sigma \) is the hard core radius.

In case of hard-core interactions between particles, \( B_2(\beta) = (2/3)\pi\sigma^3 \), where \( \sigma \) is the hard core radius and the information is given by
\[ I_{hc} = N \ln 2 + \ln \left[ \frac{1 - \alpha N^2}{1 - 2\alpha N^2} \right], \] (13)

where \( \alpha = (2/3V)\pi\sigma^3 \). Since \( \alpha N^2 \) is always greater than 0, \( I_{hc} > N \ln 2 \).
FIG. 2. Entropy production as a function $\alpha$ for hard core potential with $N = 5$. For five particles the Landauer bound is 3.465 which is clearly below the values shown in the plot.

In Fig. 2, the amount of entropy produced due to information erasure is plotted as a function of $\alpha$ for hard core potential. Entropy production increases with $\alpha$ and the plot clearly confirms the Landauer principle that erasure of each bit of information is accompanied by releasing of at least $k_B T \ln 2$ amount of heat.

In case of square well interaction between particles, $B_2(\beta) = C_1 - C_2 e^{\beta \varepsilon}$ with $C_1 = (2/3)\pi \sigma^3 R^3$ and $C_2 = (2/3)\pi \sigma^3 (R^3 - 1)$. The stored information is given by

$$I_{sw} = N \ln 2 + \ln \left[ \frac{1 - \delta N^2}{1 - 2\delta N^2} \right], \quad (14)$$

where $\delta = (1/V)B_2(\beta) = \alpha R^3 - \alpha (R^3 - 1)e^{\beta \varepsilon}$. $\delta$ can be positive or negative depending on different parameters. If $\delta < 0$, $I_{sw} < N \ln 2$ and vice-versa. In fact, $\delta < 0$ if $R > 1$ and consequently the entropy production due to information erasure goes below Landauer bound. This fact is depicted both in Fig. 4 and 5. In Fig. 4, entropy production is plotted as a function of $\alpha$. When the well width is larger than 1 the entropy production decreases with increasing $\alpha$. On the other hand for $R \leq 1$, it increases along with $\alpha$.

FIG. 3. Square well interaction as function interatomic distance $r$. $\sigma$ is the hard core radius. It is followed by an attractive well of depth $\varepsilon$ and has a width of $R$ times the hard core radius.

In Fig. 5, entropy production per particle is plotted as a function number of particles. When $R \leq 1$, entropy production increases with $N$. For $R > 1$, the entropy production is below Landauer bound and it decreases with $N$ up to a certain value and then again increases.

FIG. 4. Entropy production as a function $\alpha$ for square well potential with $N = 5$. The well depth $\varepsilon$ and the temperature is taken to be unity.

In Fig. 5, entropy production per particle is plotted as a function number of particles for square well potential with different well width $R$. The well depth $\varepsilon$ and the temperature is taken to be unity. $\alpha$ is taken to be 0.0001.

Entropy production finally settles to the Landauer bound at large values of $N$ as shown in Fig. 6. In case of the last plot we have taken the value of $\alpha$ to be very small to stick with the low density approximation.
III. CONCLUSIONS

In conclusion, we have investigated the Landauer bound with relaxation of non-ideal gas with inter-particle interactions namely hard core and square well potentials. We have found that the bound on the entropy production and hence the heat dissipation can be lowered when the interaction between particles is square-well potential.
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