A Fourier-Bessel method with a regularization strategy for the boundary value problems of the Helmholtz equation
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Abstract

This paper is concerned with the Fourier-Bessel method for the boundary value problems of the Helmholtz equation in a smooth simply connected domain. Based on the denseness of Fourier-Bessel functions, the problem can be approximated by determining the unknown coefficients in the linear combination. By the boundary conditions, an operator equation can be obtained. We derive a lower bound for the smallest singular value of the operator, and obtain a stability and convergence result for the regularized solution with a suitable choice of the regularization parameter. Numerical experiments are also presented to show the effectiveness of the proposed method.

1 Introduction

The boundary value problems (BVP) of the Helmholtz equation appear in many scientific fields and engineering applications, such as wave propagation, vibration, electromagnetic scattering and so on. The properties of the solution to the BVP have been studied widely, and many numerical methods have been proposed to solve the BVP, such as the finite element method [1, 5, 10], the finite difference method [9, 11], the boundary integral equation method [3, 4, 7], and etc.

This paper concerns with the BVP of the Helmholtz equation in a smooth simply connected domain, and a Fourier-Bessel method (FBM) is considered to solve the problems. The FBM was the first to be presented in [12, 8] to solve the Cauchy problems for the Helmholtz equation. The main idea is to approximate the exact solution by a linear combination of the Fourier-Bessel functions. Here, we make use of the idea to solve the BVP of the Helmholtz equation. And the problems are approximated by determining the unknown
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coefficients in the linear combination. By using the boundary conditions, an operator equation is easily obtained, which can be solved by a regularization method since the operator is compact and injective.

The main purpose of this paper is to provide a stability analysis of the FBM for solving the BVP. In this paper, we propose an approach to derive a lower bound for the smallest singular value of the operator, and obtain a stability and convergence result for the regularized solution with a suitable choice of the regularization parameter. We emphasize that our idea does work for arbitrary domains with smooth boundaries, and the idea can be generalized to other equations.

This paper is organized as follows. In Section 2, we present the Fourier-Bessel approximation of the solution to the BVP, and an operator equation for the coefficients. In Section 3, we derive a lower bound for the smallest singular value of the operator, and solve the equation by the Tikhonov regularization method. A convergence and stability result is obtained with a suitable choice of the regularization parameter. Finally, several numerical examples are included to show the effectiveness of our method.

2 The harmonic polynomial method

Let \( D \subset \mathbb{R}^2 \) be an open, bounded and simply connected domain with a \( C^\infty \) boundary \( \Gamma \) (see [6]).

Consider the following BVP: Given \( f \in L^2(\Gamma) \), find \( u \) such that \( u \) satisfies

\[
\begin{align*}
\Delta u + k^2 u &= 0, \quad \text{in } D \\
\frac{\partial u}{\partial \nu} + ik u &= f, \quad \text{on } \Gamma
\end{align*}
\]

where \( k > 0 \) is the wavenumber and \( \nu \) is the unit normal to the boundary \( \Gamma \) directed into the exterior of \( D \).

Now, we review the FBM. Recall that for \( n \in \mathbb{Z} \) the Fourier-Bessel functions are

\[
\varphi_n(x) := \frac{2^{|n|}|n|!}{k|n|M^n} J_n(kr)e^{in\theta},
\]

where \( J_n(t) \) is the Bessel function of the first kind of order \( n \), under the polar coordinates \( (r, \theta) : x = (r \cos \theta, r \sin \theta) \), and the constant \( M > r_D = \max_{x \in \overline{D}} |x| \).

Then, based on the idea of the FBP, an approximate solution \( u_N \) for the BVP (1)-(2) can be expressed by the following linear combination

\[
u_N(x) = \sum_{n=-N}^{N} c_n \varphi_n(x),
\]

where \( c_n \) (\( n \in \mathbb{Z} \)) are constants.
To determine the parameters $c_n$, by using the boundary conditions, we derive and solve the following equations

$$A_N c_N = f, \quad \text{on } \Gamma,$$

where $c_N \in \mathbb{C}^{2N+1}$, and the trace operator $A_N : \mathbb{C}^{2N+1} \to L^2(\Gamma)$ is defined by

$$(A_N c_N)(x) := ik \sum_{n=-N}^{N} c_n \varphi_n(x) + \frac{\partial}{\partial \nu} \sum_{n=-N}^{N} c_n \varphi_n(x), \quad x \in \Gamma. \quad (6)$$

In the following, we present the approximation result of Fourier-Bessel functions and the property of the operator $A_N$.

In the paper [12], we have proved the following two lemmas.

**Lemma 1.** Let $u \in H^{3/2}(D)$ satisfy the Helmholtz equation. Let $B$ be a bounded and simply connected domain with $\partial B \subset C^2$ such that $D \subset \subset B$. Then for every $\varepsilon > 0$, there exists a single-layer potential $v_\psi$ of the form

$$v_\psi(x) := \int_{\partial B} \Phi(x,y) \psi(y) ds(y), \quad x \in B \quad (7)$$

for some $\psi \in L^2(\partial B)$, where $\Phi(x,y)$ is the fundamental solution to the Helmholtz equation, such that

$$\|v_\psi - u\|_{H^{3/2}(D)} \leq \varepsilon,$$

and especially

$$\|v_\psi - u\|_{L^2(\Gamma)} + \left\| \frac{\partial v_\psi}{\partial \nu} - \frac{\partial u}{\partial \nu} \right\|_{L^2(\Gamma)} \leq \varepsilon.$$

**Lemma 2.** Assume that $v$ is the solution of the Helmholtz equation in $B_\rho := \{x \in \mathbb{R}^2 : |x| < \rho\}$, then there exists a sequence $\{u^*_N\}_{N=0}^\infty$ of Fourier-Bessel functions of the form (4), such that

$$\|v - u^*_N\|_{L^\infty(B_r)} \leq C_1 k \tau^{-N},$$

$$\|\nabla(v - u^*_N)\|_{L^\infty(B_r)} \leq C_2 k \tau^{-N},$$

where $r < R < \rho, \tau = R/r > 1$, and the constants $C_1$ and $C_2$ are independent of $N$ and $k$.

From Lemma 1 and Lemma 2, we obtain the following approximation result.

**Theorem 1.** Let $u \in H^{3/2}(D)$ satisfy the Helmholtz equation. Then for every $\varepsilon > 0$, there exists a sequence $\{u^*_N\}_{N=0}^\infty$ of Fourier-Bessel functions of the form (4), and a constant $C_0$ independent of $N$ and $k$, such that

$$\|u^*_N - u\|_{H^{3/2}(D)} \leq C_0 k^2 \tau^{-N} + \varepsilon, \quad (8)$$

and

$$\left\| \frac{\partial (u^*_N - u)}{\partial \nu} + ik(u^*_N - u) \right\|_{L^2(\Gamma)} \leq C_0 k^2 \tau^{-N} + \varepsilon. \quad (9)$$
Proof. Choose \( B_r, B_R, B_\rho (r < R < \rho) \) and \( B \) such that \( \overline{D} \subset B \) and \( \overline{B_\rho} \subset \subset B \), where \( B \) is a bounded and simply connected domain with \( \partial B \in C^2 \).

From Lemma 1, it can be seen that for every \( \varepsilon > 0 \), there exists a single-layer potential \( v_\psi \) of the form (7) for some \( \psi \in L^2(\partial B) \), such that

\[
\| v_\psi - u \|_{H^{3/2}(D)} \leq \varepsilon.
\]

(10)

By using Lemma 2 for \( v_\psi \) in \( B_\rho \), we know that there exists a sequence \( \{u^*_N\}_{N=0}^\infty \) of Fourier-Bessel functions, such that

\[
\| u^*_N - v_\psi \|_{L^\infty(B_r)} \leq C_1 k\tau^{-N},
\]

\[
\| \nabla (u^*_N - v_\psi) \|_{L^\infty(B_r)} \leq C_2 k\tau^{-N},
\]

which yield

\[
\| u^*_N - v_\psi \|_{L^2(\Gamma)} \leq C_3 k\tau^{-N},
\]

\[
\left\| \frac{\partial (u^*_N - v_\psi)}{\partial \nu} \right\|_{L^2(\Gamma)} \leq C_4 k\tau^{-N}.
\]

By using the triangle inequality, we obtain the estimate (9).

Let \( w = u^*_N - v_\psi \). Then, we have \( \Delta w + k^2 w = 0 \) in \( D \), and thus,

\[
k^2 \| w \|_{L^2(D)}^2 = k^2 \int_D |w|^2 \, dx
\]

\[
= \int_D |\nabla w|^2 \, dx - \int_{\Gamma} \frac{\partial w}{\partial \nu} w \, ds
\]

\[
\leq \| \nabla w \|_{L^2(D)}^2 + \| w \|_{L^2(\Gamma)} \left\| \frac{\partial w}{\partial \nu} \right\|_{L^2(\Gamma)} .
\]

Further, from \( w \in H^{3/2}(D) \) (see [3, Theorem 7.8.3]), and the interior regularity results of the Laplace equation (see [3, Theorem 6.7.3]), it follows that

\[
\| w \|_{H^{3/2}(D)} \leq C_5 k^2 \| w \|_{L^2(D)} + C_6 \left\| \frac{\partial w}{\partial \nu} \right\|_{L^2(\partial D)}
\]

\[
\leq C_5 k \left( \| \nabla w \|_{L^2(D)} + \| w \|_{L^2(\Gamma)}^{1/2} \right) \left\| \frac{\partial w}{\partial \nu} \right\|_{L^2(\Gamma)}^{1/2} + C_7 k\tau^{-N}
\]

\[
\leq C_0 k^2 \tau^{-N},
\]

which, together with the triangle inequality, leads to (8) \( \square \).

For convenience, we denote

\[
u N(x) = \sum_{n=-N}^{N} c_n^* \varphi_n(x),
\]

(11)
and \( c_N = (c_0^*, c_1^*, c_{-1}^*, \ldots, c_N^*, c_{-N}^*)^T \in \mathbb{C}^{2N+1} \). And from Theorem \[1\] we have

\[
A_N c_N^* = f_N^*, \quad \text{on } \Gamma,
\]

where \( \|f_N^* - f\|_{L^2(\Gamma)} \leq C_0 k^2 r^{-N} + \varepsilon \).

**Lemma 3.** The operator \( A_N : \mathbb{C}^{2N+1} \to L^2(\Gamma) \) defined by \[6\] is compact and injective.

**Proof.** It is sufficient to prove that \( A_N : \mathbb{C}^{2N+1} \to L^2(\Gamma) \) is compact. From Theorem 2.19 in \[7\] we know that the identity operator \( I : \mathbb{C}^{2N+1} \to \mathbb{C}^{2N+1} \) is compact since \( \mathbb{C}^{2N+1} \) has finite dimension. Let \( \{c_i^j\}_{i=1}^\infty \) be a bounded sequence in \( \mathbb{C}^{2N+1} \). By using Theorem 2.12 in \[7\] for the operator \( I \), we have that the sequence \( \{c_i^j\}_{i=1}^\infty \) contains a convergent subsequence \( \{c_i^j\}_{j=1}^\infty \), i.e., there exists a \( \hat{c} \in \mathbb{C}^{2N+1} \) such that \( \lim_{j \to \infty} |c_i^j - \hat{c}| = 0 \). Further, by using

\[
J_n(z) = \frac{2 \left( \frac{1}{2} \right)^n}{\sqrt{\pi}} \Gamma(n + \frac{1}{2}) \int_0^1 (1 - t^2)^{n-\frac{1}{2}} \cos(zt) \, dt
\]

\[
= \frac{z^n}{2^n n! (2n-1)!} \frac{2}{\sqrt{\pi}} \int_0^1 (1 - t^2)^{n-\frac{1}{2}} \cos(zt) \, dt
\]

and the formula \( J'_n(t) = nJ_n(t)/t - J_{n+1}(t) \) \((n \geq 0)\), we have for \( x \in \overline{\mathcal{D}} \) and \( n \geq 0 \),

\[
|J_n(kr)| \leq \frac{k^n r_n}{2^n n! (2n-1)!} \frac{2}{\sqrt{\pi}} \int_0^1 (1 - t^2)^{-\frac{1}{2}} \, dt = K_1 n \frac{k^n r_n}{2^n n!},
\]

and

\[
|\nabla J_n(kr)| \leq K_2 (1 + k^2 r^2) n^2 \frac{k^n r_n^{n-1}}{2^n n!},
\]

where the constants \( K_1 \) and \( K_2 \) are independent of \( N \) and \( k \). Therefore, we have

\[
\|\varphi_n\|^2_{L^2(\Gamma)} + \left\| \frac{\partial \varphi_n}{\partial \nu} \right\|_{L^2(\Gamma)}^2 \leq K_3 (1 + k^4) n^4 q^{2n},
\]

where \( q = r_D/M < 1 \), \( n \geq 0 \), and the constant \( K_3 \) is independent of \( N \) and \( k \). Now, with the help of the Cauchy inequality and \( J_n(t) = (-1)^n J_{-n}(t) \), we obtain that

\[
\|A_N c^j - A_N \hat{c}\|_{L^2(\Gamma)}^2 \leq |c^j - \hat{c}|^2 (1 + k^2) \sum_{n=-N}^N \left( \|\varphi_n\|^2_{L^2(\Gamma)} + \left\| \frac{\partial \varphi_n}{\partial \nu} \right\|_{L^2(\Gamma)}^2 \right)
\]

\[
\leq |c^j - \hat{c}|^2 K(1 + k^2)(1 + k^4) \sum_{n=0}^\infty n^4 q^{2n},
\]

\[
5
\]
where the constant $K$ is independent of $N$ and $k$, and thus

$$\lim_{j \to \infty} \| A_N e_j^i - A_N \bar{e} \|_{L^2(\Gamma)} = 0$$

which means that the sequence \( \{A_N e_j^i\}_{j=1}^\infty \) contains a convergent subsequence \( \{A_N e_j^i\}_{j=1}^\infty \). Therefore, the operator $A_N$ is compact by Theorem 2.12 in [7].

Next, let $A_N c_N = 0$. This means that there exists a function $g_N = \sum_{n=-N}^{N} c_n \phi_n(x)$ satisfying the Helmholtz equation in $D$ and the boundary condition $\frac{\partial g_N}{\partial \nu} + ik g_N = 0$ on $\Gamma$. From the uniqueness of solution to the BVP and the analyticity of the Fourier-Bessel functions, it can be seen that $g_N = 0$ in $\mathbb{R}^2$ and then $c_N = 0$. Therefore the operator $A_N$ is injective.

\textbf{Remark 1.} In general, equation (5) is an operator equation of the first kind which cannot be solved directly, since from Lemma 3, the trace operator $A_N$ is compact, and we don’t know if the function $f$ is in the range $A_N(\mathbb{C}^{2N+1})$ of $A_N$. Therefore, we will solve the ill-posed operator equation (5) by a regularization method in the next section, and then give an error estimate.

### 3 A regularization method for solving the equations

Due to the ill-posedness, we consider the perturbed equations

$$A_N e_N^\delta = f^\delta,$$

where $f^\delta \in L^2(\Gamma)$ are measured noisy data satisfying $\| f - f^\delta \|_{L^2(\Gamma)} \leq \delta \| f \|_{L^2(\Gamma)}$ with $0 < \delta < 1$.

A regularized solution to (13) is a linear combination of harmonic polynomials

$$u_N^{\alpha,\delta}(x) := \sum_{n=-N}^{N} c_n^{\alpha,\delta} \phi_n(x),$$

where the coefficients $c_n^{\alpha,\delta}$ are determined by solving the following equation:

$$\alpha c_n^{\alpha,\delta} + A_N^* A_N e_n^{\alpha,\delta} = A_N^* f^\delta.$$

Before considering the error estimate, we try to find a lower bound for the smallest singular value of the operator $A_N$. Let the singular system of $A_N$ be $(\mu_j, d_j, \phi_j), j = 1, \cdots, 2N+1$, and $\mu_{\min} = \min\{\mu_1, \cdots, \mu_{2N+1}\}$. Let the origin $O$ be located inside $D$, $r_{\max}^{\text{in}} = \max_{B_1 \subseteq D} t$ and $r_{\min}^{\text{ex}} = \min_{D \subseteq B_2} t$. Take $r_{\min} = \min\{r_{\min}^\delta, k^{-1}\}$ and $r_{\max}^\delta > r_{\min}^\delta$ such that

$$B_{r_{\min}} \subseteq D, \quad D \subseteq B_{r_{\max}}.$$

Then, the following estimate holds.
Lemma 4. For $r_{\text{in}} = \min\{r_{\text{in}}^{\max}, k^{-1}\}$, we have

\[ |J_n(kr_{\text{in}})| \geq \frac{3}{4} \frac{k^n r_{\text{in}}^n}{2^n n!}, \quad n = 0, 1, \ldots \]  \tag{17}

Proof. From $r_{\text{in}} = \min\{r_{\text{in}}^{\max}, k^{-1}\}$ and the definition of the Bessel functions of the first kind, we have $0 < kr_{\text{in}}/2 \leq 1/2$, and

\[
J_n(kr_{\text{in}}) = \sum_{p=0}^{\infty} \frac{(-1)^p}{p!(n+p)!} \left( \frac{kr_{\text{in}}}{2} \right)^{n+2p} 
\]

\[
= \frac{k^n r_{\text{in}}^n}{2^n n!} \left( 1 - \frac{kr_{\text{in}}^2}{n+1} + \sum_{p=2}^{\infty} (-1)^p \frac{\left( \frac{kr_{\text{in}}}{2} \right)^{2p}}{p!(n+1) \cdots (n+p)} \right) 
\]

\[
\geq \frac{k^n r_{\text{in}}^n}{2^n n!} \left( 1 - \frac{kr_{\text{in}}^2}{n+1} \right) 
\]

\[
\geq \frac{k^n r_{\text{in}}^n}{2^n n!} \frac{3}{4}, \quad n = 0, 1, \ldots ,
\]

which completes the proof. \qed

Take $M = r_{\text{ex}}$. Then, from Lemma 4 we derive the following result.

Theorem 2. There exists a positive constant $c$ independent of $N$ and $k$, such that

\[ \mu_{\text{min}} \geq c \min\{1, k\} \left( \frac{r_{\text{in}}}{r_{\text{ex}}} \right)^N. \]  \tag{18}

Proof. It is clear that $\forall e_N \in C^{2N+1}$,

\[ \Delta u_N + k^2 u_N = 0, \quad \| A_N e_N \|_{L^2(\Gamma)} = \left\| \frac{\partial u_N}{\partial n} + ik u_N \right\|_{L^2(\Gamma)}. \]

From the trace theorem and the interior regularity results of the Helmholtz equations ([2, Theorem 1.8]), it follows that

\[ \| A_N e_N \|_{L^2(\Gamma)} \geq C'_1 \min\{1, k\} \| u_N \|_{H^1(D)} \geq C'_2 \min\{1, k\} \| u_N \|_{L^2(\partial B_{\text{in}})}, \]  \tag{19}

where the constants $C'_1$ and $C'_2$ are independent of $N$ and $k$.

In the following, we compute $\| u_N \|_{L^2(\partial B_{\text{in}})}$. It can be readily seen that

\[ u_N(x) = \sum_{n=-N}^{N} c_n \frac{2^n |n|!}{k^n |n| r_{\text{ex}}^n} J_n(kr_{\text{in}}) e^{in\theta}, \quad \text{for } x \in \partial B_{\text{in}}. \]

And thus

\[ \| u_N \|_{L^2(\partial B_{\text{in}})}^2 = 2\pi r_{\text{in}} \sum_{n=-N}^{N} \left( \frac{2^n |n|!}{k^n |n| r_{\text{ex}}^n} \right)^2 J_n^2(kr_{\text{in}}) c_n^2. \]
By using Lemma 4 and $J_n(t) = (-1)^n J_n(t)$, we deduce that
\[
\|u_N\|_{L^2(\partial B_{r_{\text{in}}})} \geq \frac{3}{4} \sqrt{2\pi r_{\text{in}}} \left( \frac{r_{\text{in}}}{r_{\text{ex}}} \right)^N |c_N|.
\] (20)

From $r_{\text{in}} = \min\{r_{\text{in}}^{\text{max}}, k^{-1}\}$, we see that $r_{\text{in}} \geq \frac{r_{\text{in}}^{\text{max}}}{k^{e_{\text{in}}+1}}$, which, together with [19] and [20], leads to the estimate (18).

Now, we can achieve an error estimate presented in the following theorem.

**Theorem 3.** There exists a positive constant $C$ independent of $N$ and $k$, such that
\[
\left\| u_N^{\alpha,\delta} - u \right\|_{H^1(D)} \leq C \left( \left( \frac{1 + k^3}{\min\{1, k\}} \frac{\delta}{\sqrt{\alpha}} + \frac{1 + k^4}{\min\{1, k^2\}} \sqrt{\alpha} \right)^2 \|f\|_{L^2(\Gamma)} \right.
+ \left. \frac{1 + k^7/2}{\min\{1, k^2\}} r_0 \left( c_0 k^2 \tau^{-N} + \epsilon \right) \right),
\] (21)

where $\tau_0 = r_{\text{ex}}/r_{\text{in}}$. Furthermore, let $\eta > 1$, $\tau = \tau_0^2$, and $\tau_{\text{min}} = r_{\text{ex}}/r_{\text{in}}^{\text{max}}$. Then

(a) For $0 < k \leq 1$, take $N = \eta \ln |\ln \delta|$ and choose the regularization parameter $\alpha = k^2 \delta_0^{-2N}$, then the following result holds
\[
\left\| u_N^{\alpha,\delta} - u \right\|_{H^1(D)} \leq C \left( k^{-2} \delta^{1/2} |\ln \delta|^\lambda \|f\|_{L^2(\Gamma)} + c_0 |\ln \delta|^{-\lambda} + k^{-2} |\ln \delta|^{\lambda} \epsilon \right),
\] (22)

where $\lambda = \eta \ln \tau_0$.

(b) For $k > 1$, take $N = \frac{11 \ln k}{2 \ln \tau_{\text{min}}} + \eta \ln |\ln \delta|$ and choose the regularization parameter $\alpha = k^{-1} \delta_0^{-2N}$, then we have
\[
\left\| u_N^{\alpha,\delta} - u \right\|_{H^1(D)} \leq C \left( k^\sigma \delta^{\frac{\beta}{2}} |\ln \delta|^{\lambda} \|f\|_{L^2(\Gamma)} + c_0 |\ln \delta|^{-\lambda} + k^{\sigma} |\ln \delta|^\lambda \epsilon \right),
\] (23)

where
\[
\sigma = \frac{7}{2} + \frac{11 \ln \tau_0}{2 \ln \tau_{\text{min}}}
\]

**Proof.** Similar to [19] and the proof of Lemma 3, we have
\[
\|u_N^{\alpha,\delta} - u_N^*\|_{H^1(D)}^2 \leq \frac{C'}{\min\{1, k^2\}} \left| \frac{\partial (u_N^{\alpha,\delta} - u_N^*)}{\partial \nu} \right|^2_{L^2(\Gamma)} + i k (u_N^{\alpha,\delta} - u_N^*) \|\phi_N\|_{L^2(\Gamma)}^2
\]
\[
\leq \left| c_N^{\alpha,\delta} - c_N^* \right|^2 \frac{C'(1 + k^2)}{\min\{1, k^2\}} \sum_{n = -N}^N \left( \| \phi_n \|^2_{L^2(\Gamma)} + \right. \left| \frac{\partial \phi_n}{\partial r} \right|_{L^2(\Gamma)}^2 \right)
\]
\[
\leq \frac{C''(1 + k^2)(1 + k^4)}{\min\{1, k^2\}} \left| c_N^{\alpha,\delta} - c_N^* \right|^2,
\] (24)
where constants $C', C''$ are independent of $N$ and $k$. This means that we need to estimate $|c_{N}^{\alpha,\delta} - c_{N}^{*}|$.

Based on the singular value decomposition of $A_{N}$, the solution $c_{N}^{*}$ to (12) can be written as

$$c_{N}^{*} = \sum_{j=1}^{2N+1} \frac{1}{\mu_{j}} (f_{N}^{\delta}, \phi_{j}) \text{d}_{j},$$

and the solution to (15) is

$$c_{N}^{\alpha,\delta} = \sum_{j=1}^{2N+1} \frac{\mu_{j}}{\alpha + \mu_{j}^{2}} (f_{N}^{\delta}, \phi_{j}) \text{d}_{j},$$

where $(\cdot, \cdot)$ stands for the inner product on $L^{2}(\Gamma)$. Then, we have

$$c_{N}^{\alpha,\delta} - c_{N}^{*} = \sum_{j=1}^{2N+1} \frac{\mu_{j}}{\alpha + \mu_{j}^{2}} (f_{N}^{\delta} - f, \phi_{j}) \text{d}_{j} + \sum_{j=1}^{2N+1} \left( \frac{\mu_{j}^{2}}{\alpha + \mu_{j}^{2}} - 1 \right) (f, \phi_{j}) \text{d}_{j}$$

$$=: I_{1} + I_{2} + I_{3}.$$ 

Since $\alpha + \mu_{j}^{2} \geq 2\sqrt{\alpha} \mu_{j}$, we obtain that

$$|I_{1}|^{2} \leq \frac{1}{4\alpha} \sum_{j=1}^{2N+1} (f_{N}^{\delta} - f, \phi_{j})^{2} \leq \frac{1}{4\alpha} \|f_{N}^{\delta} - f\|_{L^{2}(\Gamma)}^{2} \leq \frac{\delta^{2}}{4\alpha} \|f\|_{L^{2}(\Gamma)}^{2},$$

$$|I_{2}|^{2} \leq \sum_{j=1}^{2N+1} \left( \frac{\alpha}{\alpha + \mu_{j}^{2}} \right)^{2} \frac{(f, \phi_{j})^{2}}{\mu_{j}^{2}} \leq \frac{\alpha}{4} \sum_{j=1}^{2N+1} \frac{1}{\mu_{j}^{4}} (f, \phi_{j})^{2} \leq \frac{\alpha}{4\mu_{\min}^{4}} \|f\|_{L^{2}(\Gamma)}^{2},$$

and

$$|I_{3}|^{2} \leq \sum_{j=1}^{2N+1} \frac{1}{\mu_{j}^{2}} (f - f_{N}^{\delta}, \phi_{j})^{2} \leq \frac{1}{\mu_{\min}^{2}} \|f - f_{N}^{\delta}\|_{L^{2}(\Gamma)}^{2} \leq \frac{(C_{0}k^{2}r^{-N} + \varepsilon)^{2}}{\mu_{\min}^{2}}.$$ 

Therefore,

$$|c_{N}^{\alpha,\delta} - c_{N}^{*}| \leq \left( \frac{\delta}{2\sqrt{\alpha}} + \frac{\sqrt{\alpha}}{2\mu_{\min}^{2}} \right) \|f\|_{L^{2}(\Gamma)} + \frac{C_{0}k^{2}r^{-N} + \varepsilon}{\mu_{\min}},$$

which, together with (18), (24), the triangle inequality and Theorem 1, leads to the estimate (21).

(a) $0 < k \leq 1$. Let $\tau_{0}^{N} = |\ln \delta|^{\eta \ln \tau_{0}}$, then we see

$$N = N(\delta) = \eta \ln |\ln \delta|. $$
Substituting \( N = \eta \ln |\ln \delta| \) and the regularization parameter \( \alpha = k^2 \delta \tau_0^{-2N} \) into (21), we derive the estimate (22).

(b) \( k > 1 \). Let \( \tau_0^N = k^{\tau_{\text{min}}} |\ln \delta|^{-1} \), then we see

\[
N = N(\delta) = \frac{11 \ln k}{2 \ln \tau_{\text{min}}} + \eta \ln |\ln \delta|,
\]

which, together with \( \alpha = k^{-1} \delta \tau_0^{-2N} \), leads to the estimates (23).

Remark 2. To make \( \tau^{-N} \) small in Theorem 3, we choose a positive constant \( \eta \) such that \( N \) increases faster, since \( \ln |\ln \delta| \) increases very slowly as \( \delta \) tends to zero.

4 Numerical example

In this section, we report an example to demonstrate the competitiveness of our algorithm. The implementation of the algorithm is based on the MATLAB software. We take \( \eta = 5 \) and make the assumption \( \varepsilon \leq 10^{-16} \) which makes \( \varepsilon \) negligible compared with the discretization errors.

Since \( r_{\text{in}} = \min\{r_{\text{max}}^\text{in}, k^{-1}\} \) and \( r_{\text{ex}} > r_{\text{ex}}^\text{min} \), we have

\[
\tau_0 > \tau_{\text{min}} = \frac{r_{\text{ex}}^\text{min}}{r_{\text{max}}}. \tag{25}
\]

Now, we describe our algorithm as the following:

- Compute \( r_{\text{max}}^\text{in} \) and \( r_{\text{ex}}^\text{min} \), and take \( \tau_0 \) as in (25);
- Take \( N \) and \( \alpha \) as in Theorem 3;
- Solve equation \( \alpha c_N^\alpha,\delta N + A_N A_N c_N^\alpha,\delta = A_N \delta \).

Example 1. To test our code, consider the case in which the exact solution to the BVP is \( u(x) = e^{ikx \cdot d} \), where \( d = \left( \frac{1}{2}, \frac{\sqrt{3}}{2} \right) \). Let \( D \) be a non-convex kite-shaped domain with boundary \( \Gamma \) described by the parametric representation

\[
(x_1(t), x_2(t)) = (\cos t + 0.65 \cos 2t - 0.65, 1.5 \sin t), \quad 0 \leq t \leq 2\pi.
\]

By simple calculations, it can be seen that \( \max t = 0.923 \) and \( \min t = 1.985 \). Then, we take \( \tau_0 = 2.2 \).

Table 1 presents the relative errors between the numerical solution and the exact solution in domain \( D \) with different noise levels. Table 2 shows the relative errors for the approximation of \( u \) and \( \partial u/\partial v \) on boundary \( \Gamma \) with different noise levels. Visually, Figure 1 shows the numerical solution for wave number \( k = 7 \) with different noise levels. In Table 1 and 2, the notation \( e - n \) denotes the scale \( \times 10^{-n} \). From these tables and figures it can be seen that the numerical solution is a stable approximation to the exact one, and that the numerical solution converges to the exact solution as the level of noise decreases.
Figure 1: The real parts of $u$ and $u_N$ on $\Gamma$ for wave number $k = 7$ with different noise levels for Example 1.
Table 1: Errors in domain $D$ with different noise levels for Example 1.

| Noise level | $\|u^{\alpha,\delta}_n - u\|_{L^2(D)}$ | $\|\nabla u^{\alpha,\delta}_n - \nabla u\|_{L^2(D)}$ |
|-------------|--------------------------------------|--------------------------------------|
| (N.L.)      |                                      |                                      |
| $10^{-16}$  | $6.5e - 11$                         | $3.8e - 10$                          |
| $1\%$       | $3.4e - 4$                          | $1.4e - 3$                           |
| $5\%$       | $1.9e - 3$                          | $5.3e - 3$                           |

Table 2: Errors on boundary $\Gamma$ with different noise levels for Example 1.

| Noise level | $\|u^{\alpha,\delta}_n - u\|_{L^2(\Gamma)}$ | $\|\partial_\nu u^{\alpha,\delta}_n - \partial_\nu u\|_{L^2(\Gamma)}$ |
|-------------|--------------------------------------|--------------------------------------|
| (N.L.)      |                                      |                                      |
| $10^{-16}$  | $1.0e - 10$                          | $7.8e - 10$                          |
| $1\%$       | $1.5e - 3$                          | $1.5e - 3$                           |
| $5\%$       | $5.2e - 3$                          | $7.5e - 3$                           |

5 Conclusions

In this paper, we study the numerical analysis for the Fourier-Bessel method to solve the BVP connected with the Helmholtz equation. Convergence and stability are analyzed with suitable choices of a regularization method. The method does not require interior or surface meshing which makes it extremely attractive for solving problems under complicated boundary. We conducted some numerical experiments to show that the proposed method is stable and effective. We believe that our method should also work for high dimensional cases, and this extension is our future work.
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