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ABSTRACT

ImageNet Large Scale Visual Recognition Challenge (ILSVRC)[1] is one of the most authoritative academic competitions in the field of Computer Vision (CV) in recent years, but it cannot achieve good results by directly migrating the champions of the annual competition, such as [2], [3], [4], to fine-grained visual categorization (FGVC) tasks. The small interclass variations and the large intraclass variations caused by the fine-grained nature make it a challenging problem. The proposed method can be effectively localize object and useful part regions without the need of bounding-box and part annotations by attention object location module (AOLM) and attention part proposal module (APPM). The obtained object images contain both the whole structure and more details, the part images have many different scales and have more fine-grained features, and the raw images contain the complete object. The three kinds of training images are supervised by our three-branch network structure. The model has good classification ability, good generalization and robustness for different scale object images. Our approach is end-to-end training, through the comprehensive experiments demonstrate that our approach achieves state-of-the-art results on CUB-200-2011[5], Stanford Cars[6] and FGVC-Aircraft[7] datasets. Our code can be available at https://github.com/ZF1044404254/TBMSL-Net
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1. INTRODUCTION

Is the dog a Husky or an Alaska? This is often an argument for people who have similar general characteristics. The FGVC direction of CV research focuses on such issues, and FGVC is also called Sub-Category Recognition. In recent years, it is a very popular research topic in CV, pattern recognition and other fields. Its purpose is to make a more detailed subclass division for coarse-grained large categories (e.g., bird species).

In the past few years, the accuracy of benchmark on open datasets has been improved based on deep learning and fine-grained classification methods, which can be classified as follows: 1) By end-to-end feature encoding; 2) By localization-classification subnetworks. The first kind of method directly learns a more discriminative feature representation by developing powerful deep models for fine-grained recognition. The most representative method among them is [8], propose bilinear models, a recognition architecture, that consists of two feature extractors whose outputs are multiplied using outer product at each location of the image and pooled to obtain an image descriptor. It achieves clear performance improvement on a wide range of visual tasks. However, bilinear feature dimensions are high, usually orders of magnitude in the hundreds of thousands to millions, which limits its further generalization. [9], [10] are improvements. The second kind of method, localization subnetwork, locates key part regions that are beneficial to classification through supervised or weakly supervised methods, and then the classification subnetwork uses the information of fine-grained regions captured by the localization subnetwork to further enhance the learning capability of the classification subnetwork. This method sig-
significant boosts the final recognition accuracy. [11], [12], [13], etc. are used for full-supervision methods in addition to image-level annotation. [13] trained a region proposal network to proposal multiple pieces of information with the help of part annotation Image parts, and then fuse all the proper part region features for fine-grained recognition. However, maintaining such dense part annotations is labor-intensive, which limits both scalability and practicality of real-world fine-grained applications. Therefore, [14], [15], [16], and [17] only use image-level annotation to avoid these problems.

An overview of the proposed TBMSL-Net is shown in Fig. 1. Our method has three branch in training phase, model through raw branch mainly study the overall characteristics of the object, and AOLM needs to obtain the object’s bounding box information with the help of the feature maps of the raw image output by this branch. As the input of object branch, the scale of object image is very helpful for classification, because it contains the structural features of the target as well as the fine-grained features. Then, APPM finds out the location information of several part regions with the most discrimancy and less redundancy with each other according to the feature maps of object image. Part branch sends these part images of the finer scale down from the crop of object image to the network training, allows the network to learn an object’s different parts region fine-grained feature of different scales. Unlike [15], the parameters of CNN and FC in our three branches are shared. Therefore, through the common learning process of the three branches, the trained model has a good classification ability for different scales and parts of object. In the testing phase, unlike [16] and [15] need to compute multiple part region images feature vector and concat later after all connections to classify. After our repeated experiments, the best input for classification is the object image obtained through AOLM. Our method only needs the model to predict the object image, which can reduce some calculations while achieving good accuracy.

Our main contributions can be summarized as follows: 1. Our three-branch network framework can be trained end-to-end and can learn object’s discriminative regions for recognition efficiently. 2. Our AOLM does not increase the number of network parameters, so we do not need to train a proposal network like [15]. The accuracy of object location is achieved by only using category labels under the training method of weak supervision. 3. We present an APPM method without part annotations, selecting multiple ordered discriminative part images, so that the model can efficiently learn the different scales of the target and the fine-grained features of the parts. 4. State-of-the-art performances are reported on three standard benchmark datasets, where our method stable outperforms existing methods.

2. OUR APPROACH

Attention Object Location Module (AOLM). This method was inspired by SCDA[18], and then we improve it’s positioning performance as much as possible through a series of measures. At the first, we describe the process of generating object location coordinates by processing the CNNs feature map as the Fig. 2 illustrated. We use $F \in R^{K \times H \times W}$ to represent feature maps with $K$ channels and spatial size $H \times W$ output from the last convolutional layer of an input image $X$. As shown in Equ 1,

$$A = \sum_{k=0}^{K-1} f_k$$  (1)

activation map $A$ can be obtained by aggregating the feature maps $F$. It visualizes where the deep neural networks focus on for recognition validly and locates the object regions accurately. $\pi$, the mean value of $A$, is used as the threshold to determine whether the element at that position in $A$ is a part of object, and $(x, y)$ is a particular position in a $H \times W$ activation map. As represented in Equ 2,

$$\tilde{M}_{(x, y)} = \begin{cases} 1 & \text{if } A_{(x, y)} > \pi \\ 0 & \text{otherwise} \end{cases}$$  (2)

Thus, we initially obtained a coarse mask map $\tilde{M}_{conv.5c}$ from the last convolutional layer $Conv.5c$ of Resnet-50[4]. According to the experimental results, we find that the object is often in the largest connected component of $M_{conv.5c}$, so the smallest bounding box containing the connected area is used as the result of our object location. Only using a pre-trained VGG16[3] in SCDA[18] achieved better position accuracy, but our pre-trained Resnet-50[4] does not reach a similar accuracy rate and dropped significantly. So we use the training set to train Resnet-50[4] for improving object location accuracy. Then, inspired by [19] and SCDA[18], the performance of their methods all benefit from the ensemble of multiple layers. So we get the activation map of the output of $Conv.5b$ according to Equ 1, which is one block in front of $Conv.5c$. Then we can get $M_{conv.5b}$ according to Equ 2, and finally we can get a more accurate mask $M$ after taking the intersection of $M_{conv.5c}$ and $M_{conv.5b}$. After that, $M$ is resized to the size of the input image $X$ and then overlay it onto the input image $X$. Visual images (as shown in Fig. 4) and experimental results prove the effectiveness of these methods to improve object location accuracy. Our weakly supervised object location method can achieve higher location accuracy than ACOL[20] and ADL[21], etc. without adding trainable parameters, we will demonstrate it’s performance in the next section.

Attention Part Proposal Module (APPM). By observing the activation map $A$, we can find that the higher the activation value of the activation map (shown in Fig. 3), the more often the area where the discerning part is located, such as
the head area in the example. Using the idea of sliding window in object detection to find the window with information as part image, and like Overfeat[22]. We implemented the traditional sliding window approach with a full convolutional network, only a raw image is input into CNN calculation to reduce the amount of calculation. Then the activation mean value $\pi_w$ of the activation map $A_w$ obtained by aggregating in the channel dimension according to the feature map of each corresponding window. As shown in Equ 3, 

$$
\pi_w = \frac{\sum_{x=0}^{W-1} \sum_{y=0}^{H-1} A_w(x, y)}{H \times W}
$$

$H$, $W$ are the height and width of the feature map output by the part image after network calculation. We sort by the $\pi_w$ value of all windows. The larger the $\pi_w$ is, the larger the informativeness of this part region is. However, we cannot directly select the first few windows, because they are often adjacent to the largest windows and contain the same part, and we hope to select as many different parts as possible with a fixed number of windows selected. In order to reduce region redundancy, we adopt non-maximum suppression (NMS) to select a fixed number of windows as part image for different scale and ratio windows. By visualizing the output of this module in Fig. 4, it can be seen that this method proposed some ordered, different importance degree part regions.

**Fig. 2.** Pipeline of the AOLM.

Architecture of TBMSL-Net. In order to make the model fully and efficiently learn the images obtained through AOLM and APPM. During the training phase, we construct a three-branch network structure consisting of Raw branch, object branch, and part branch, as shown in fig. 1. The three branches share a CNN for feature extraction and a FC layer for classification. Our three branches all use cross entropy loss as the classification loss. As shown in Equ 4, 5, and 6, respectively.

$$
L_{raw} = - \log(P_r(c))
$$

$$
L_{object} = - \log(P_o(c))
$$

$$
L_{parts} = - \sum_{n=0}^{N-1} \log(P_{p,n}(c))
$$

Where $c$ is the ground-truth label of the input image, $P_r$, $P_o$ are the category probabilities of the last softmax layer output of the raw branch and object branch, respectively, $P_{p,n}$ is the output of the softmax layer of the part branch corresponding to the nth part image, $N$ is the number of part images. The total loss is defined as:

$$
L_{total} = \alpha L_{raw} + \beta L_{object} + \gamma L_{parts}
$$

where $\alpha$, $\beta$ and $\gamma$ are hyper-parameters. The total loss is the sum of the losses of the three branches, which work together to optimize the performance of the model during backpropagation. It enables the final convergent model to make classification predictions based on the overall structural characteristics of the object or the fine-grained characteristics of a part. The model has good object scale adaptability, which improves the robustness in the case of inaccurate AOLM location. During the testing phase, we removed the part branch so as to reduce a large amount of calculations, so our method will not take too long to predict in practical applications. Due to our reasonable and efficient framework, our method achieves the best performance so far.

3. EXPERIMENTS

Datasets. These three datasets are widely used as benchmarks for fine-grained classification(shown in Table 1). We only use the image classification labels provided by these datasets.

| Datasets          | Class | Train | Test |
|-------------------|-------|-------|------|
| CUB-200-2011(CUB) | 200   | 5994  | 5794 |
| Stanford Cars(CAR)| 196   | 8144  | 8041 |
| FGVC-Aircraft(AIR)| 190   | 6667  | 3333 |

Implementation Details. In all our experiments, we first preprocess images to size $448 \times 448$ to get input image for raw images, object branch. The object image is also scaled into $448 \times 448$, but all part images are resized to $224 \times 224$. $\alpha$, $\beta$ and $\gamma$ are all 1. We construct windows to have three broad categories of scales of $\{[128 \times 128, 96 \times 160], [192 \times 192, 160 \times 224], [256 \times 256, 192 \times 320, 224 \times 288, 224 \times 320]\}$, the number of a raw image’s part images is $N = 7$, among them $N_1 = 2$, $N_2 = 3$, $N_3 = 2$. Resnet-50[4] pre-trained on ImageNet is used as the backbone of our network structure. During training and testing, we do not use any other annotations other than image-level labels. Our optimizer is SGD with the momentum of 0.9 and the weight decay of 0.0001,
and a mini-batch size of 6 on a Tesla V100 GPU. The initial learning rate is 0.001 and multiplied by 0.1 after 60 epoch. We use Pytorch as our code-base.

Performance Comparison. We compared the baseline methods mentioned above on three commonly used fine-grained classification datasets. The experimental results are shown in the Table 2. By comparison, we can see that our method achieves the best accuracy currently available on these three datasets.

| Methods             | Accuracy(%) |
|---------------------|-------------|
|                     | CUB | AIR | CAR |
| Bilinear-CNN[8]     | 84.1 | 84.1 | 91.3 |
| KP[8]               | 86.2 | 86.9 | 92.4 |
| RA-CNN[8]           | 85.3 | -   | 92.5 |
| MA-CNN[14]          | 86.5 | 89.9 | 92.8 |
| OSME+MAMC[23]       | 86.5 | -   | 93.0 |
| PC[24]              | 86.9 | 89.2 | 92.9 |
| DFL-CNN[25]         | 87.4 | 92.0 | 93.8 |
| HNet[14]            | 87.5 | -   | -   |
| NTS-Net[14]         | 87.5 | 91.4 | 93.9 |
| DCL[26]             | 87.8 | 92.2 | 94.5 |
| TASN[17]            | 87.9 | -   | 93.8 |
| Ours                | 89.6 | 94.5 | 94.7 |

Ablation Studies. The ablation study is performed on the CUB dataset. Without adding any of our proposed methods, the ResNet-50[4] obtained an accuracy of 84.5% under the condition that the input image resolution is 448 × 448. In order to verify the rationality of the training structure of our three branches, we remove the object branch and part branch respectively. After removing the object branch, β = 0, and the best accuracy of the remainder branches is from the raw branch is 85.0%, a drop of 4.6%. After removing the part branch, γ = 0, the best accuracy of the rest of branches is from the object branch is 87.3%, down 2.3% significantly. Through the above experiments, it is shown that the three branches of our method all have a significant contribution to the final accuracy.

Object Localization performance. Percentage of Correctly Localized Parts (PCP) metric is the images whose bounding boxes have more than 50% IoU with the ground truth. On the CUB dataset, the best result available in terms of the PCP metric for object localization is 85.1%. AOLM clearly exceeds the recent weakly supervised object location methods ACOLs 46.0% and ADLs 62.3%. As shown in Table 3, the ensemble of multiple layers significantly improves object location accuracy. Through the experiment, we found that the object location accuracy of the direct use of the pre-training model was 65.0%, while that after one iteration of training was 85.1%, and as the training progressed, CNN paid more and more attention to the most discerning regions to improve classification accuracy which leads to localization accuracy decayed by 71.1%. However, because the model has good scale adaptability to object’s scale, it still achieved excellent classification results.

Visualization of Object and Part Regions. In order to visually analyze our AOLM and APPM’s areas of interest, we draw the object’s bounding boxes and part regions by APLM and APPM in Fig. 4. In the first column, we use red and green rectangles to denote the Ground Truth and predicted bounding box in raw image by AOLM. It can be clearly seen from the raw images that the positioned target area can often cover an almost complete target, which is very helpful for classification. In columns two through four, we use red, orange, yellow, green rectangles to denote the top number informative regions in different scales proposed by APPM. It can be seen that the proposed area does contain more fine-grained information and the order is more reasonable on the same scale, which are very helpful for model’s robustness to scale. We can see that the most discriminative regions of birds are head firstly, then is body, which is similar to human cognition.

| epoch | layer | conv_5c | conv_5b & conv_5c |
|-------|-------|---------|-------------------|
| 0     |       | 59.9%   | 65.0%             |
| 1     |       | 82.2%   | 85.1%             |
| final |       | 68.0%   | 71.1%             |

4. CONCLUSION

In this paper, we propose a powerful method for fine-grained classification without the need of bounding box/part annotations. The three-branch structure can make full use of the images obtained by AOLM and APPM to train the classification model with excellent performance. Our algorithm is end-to-end trainable and achieves state-of-the-art results in CUB-200-2001, FGVC Aircraft and Stanford Cars datasets. The future work is Setting the number and size of windows adaptively to further improve the classification accuracy.
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