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Abstract

Deep learning models have recently been applied successfully in natural language processing, especially sentiment analysis. Each deep learning model has a particular advantage, but it is difficult to combine these advantages into one model, especially in the area of sentiment analysis. In our approach, Convolutional Neural Network (CNN) and Long Short Term Memory (LSTM) were utilized to learn sentiment-specific features in a freezing scheme. This scenario provides a novel and efficient way for integrating advantages of deep learning models. In addition, we also grouped documents into clusters by their similarity and applied the prediction score of Naive Bayes SVM (NB-SVM) method to boost the classification accuracy of each group. The experiments show that our method achieves the state-of-the-art performance on two well-known datasets: IMDB large movie reviews for document level and Pang & Lee movie reviews for sentence level.

1 Introduction

The emergence of web 2.0, which allows users to generate content, is causing the rapid increase in the amount of data. This platform, which enables millions of users to share information and comments, has a high demand for extracting knowledge from user-generated content. An important information to be analyzed from those comments is opinions/sentiments, which express subjective opinions of particular users. Sentiment analysis is a fundamental task and has attracted a huge amount of research in recent years (Pang and Lee, 2008; Liu, 2012). The task calls for identifying the sentiment polarity (positive, negative) of a comment or review.

Wang (2012) used a Support Vector Machine variant with Naive Bayes feature (NBSVM). Presenting a document or a sentence with Bag of bi-gram features, NBSVM consistently performs well across datasets of long and short reviews. Recently, the success of deep learning in natural language processing has led to many efficient methods for sentiment analysis such as Paragraph Vector (Le and Mikolov, 2014), CNN (Kalchbrenner et al., 2014; Kim, 2014; Zhang and Wallace, 2015), LSTM (Wang et al., 2015; Liu et al., 2015). In Paragraph Vector, Le and Mikolov employed the technique of Word embedding representation using neural networks (Bengio et al., 2003; Collobert and Weston, 2008; Mnih and Hinton, 2009; Turian et al., 2010; Mikolov et al., 2013) to represent a document or paragraph as a vector. This document modeling outperformed the Bag of Words model in sentiment analysis and information retrieval. Li (2015) has enhanced the architecture of Paragraph Vector by allowing the model to predict not only words but also n-gram features (DVngram). CNN is capable of capturing local relationships between neighbor words in a sentence but fails for long-distance dependencies. LSTM can handle CNN’s limitation because it is able to memorize information for a long period of time. Our motivation is to build a combination approach taking the advantages of these methods.

In this paper, we separately designed CNN and LSTM models to encode sentiment information into feature vectors. To apply for sentiment classification, these sentiment-specific vectors and the semantic-specific DVngram vector were passed into the 3-layer neural network. In sentiment analysis, two sentences with a slight difference could provide opposite sentiments. Generative models, however, have a tendency to encode
similar sentences/documents into similar vectors. For that reason, we designed an autoencoder model to learn representation vectors for sentences/documents and used these vectors for clustering. The prediction score of NBSVM method is provided to enhance the sentiment prediction of each cluster. Figure 1 shows the architecture of our framework.

We compared our method with NBSVM, CNN, LSTM, Paragraph Vector, LinearEnsemble (Mesnil et al., 2014), DSCNN (Zhang et al., 2016) on three well-known datasets: IMDB large movie reviews (Maas et al., 2011) for document level, Pang & Lee (2005) movie reviews and Stanford Sentiment Treebank (Socher et al., 2013) for sentence level. The experimental results show that our method consistently performs well on both document and sentence level data. The main contributions of this work are as follows:

- We applied a freezing scheme to CNN and LSTM models for encoding sentiment information into vectors. These vectors provide a simple and efficient way to integrate the strong abilities of deep learning models.
- We proposed a scenario to divide data into groups of similar sentences/documents.

Then, each sentence/document in each group is represented by the prediction score of NBSVM method and the prediction score of the proposed 3-layer neural network. We proposed an ensemble method to employ these scores.

2 Sentiment representation learning

In this section, we describe the freezing scheme to generate sentiment vectors from two models: (i) CNN, (ii) LSTM; and a method to employ these vectors. To feed into LSTM/CNN model, each word of a sentence/document is transformed into a word embedding vector using Word2Vec1.

Le and Mikolov (2014) extended the word embedding learning model by incorporating paragraph information. Given a paragraph, Le’s method captures and encodes semantics into a representation vector or a semantic feature.

This work inspired us to develop a document representation learning model to capture sentiment information. In our work, we proposed an approach to generating sentiment representation from CNN and LSTM models. Our idea is to train CNN and LSTM models under the sentiment classification task. In a deep learning network, we

1https://code.google.com/p/word2vec/
Figure 2: Illustration of our CNN framework to generate sentiment features. Given a sequence of $d$-dimension word embeddings ($d = 4$), the model applies 4 filters: 2 filters for region size $h = 2$ and 2 filters for region size $h = 3$ to generate 4 feature maps. During the training process, the parameters of the last neural network layer (blue one) are frozen (untrained).

could separate the model into two parts: (i) **Building target feature** - from input samples, the first part encodes target information into vectors, (ii) **Classifying layer** - the second part tries to learn a layer (or a boundary) for classifying these vectors into target labels. Sentiment vectors generated by a model, however, are much fitting to the classifying layer of this model. It is not efficient to combine two sentiment vectors generated from two models because each sentiment vector is fitting to its particular classifying layer. To address this problem, we proposed a freezing scheme. According to this scheme, the parameters of the classifying layer are initialized from the uniform distribution and in the training phase, these parameters are kept unchanged. This technique makes sentiment vectors not too fit to a particular classifying layer.

### 2.1 LSTM for sentiment feature engineering - LSTM feature

The LSTM architecture was introduced by Hochreiter (1997). By designing a memory cell preserving its state over a long period of time and non-linear gating units regulating information flow into and out of the cell, Hochreiter made LSTM able to capture efficiently long distance dependencies of sequential data without suffering the exploding or vanishing gradient problem of Recurrent neural network (Goller and Kuchler, 1996).

Figure 3 explains how to employ the LSTM architecture for memorizing sentiment information.
over sequential data. The model contains two parts: (i) **Building sentiment feature** - the LSTM layer encodes sentiment information of input into a fixed-length vector; (ii) **Classifying layer** - this sentiment-specific representation vector will be classified by the last neural network (NN) layer (the blue layer in Figure 3). As applying the freezing scheme, this NN layer’s parameters are unchanged during the training process.

### 2.2 CNN for sentiment feature engineering - CNN feature

We present a sentence of length $s$ as a matrix $d \times s$, where each row is a $d$-dimension word embedding vector of each word. Given a sentence matrix $S$, CNN performs convolution on this input via linear filters. A filter is denoted as a weight matrix $W$ of length $d$ and region size $h$. $W$ will have $d \times h$ parameters to be estimated. For an input matrix $S \in \mathbb{R}^{d \times s}$, a feature map vector $O = [o_0, o_1, \ldots, o_{s-h}] \in \mathbb{R}^{s-h+1}$ of the convolution operator with a filter $W$ is obtained by applying repeatedly $W$ to sub-matrices of $S$:

$$o_i = W \cdot S_{i+i+h-1}$$  \hspace{1cm} (1)

where $i = 0, 1, 2, \ldots, s - h$, $(\cdot)$ is dot product and $S_{i:j}$ is the sub-matrix of $S$ from row $i$ to $j$.

Each feature map $O$ is fed to a pooling layer to generate potential features. The common strategy is 1-max pooling (Boureau et al., 2010). The idea of 1-max pooling is to capture the most important feature $v$ corresponding to the particular feature map by selecting the highest value of that feature map:

$$v = \max_{0 \leq i \leq s-h} \{o_i\}$$  \hspace{1cm} (2)

We have described in detail the process of one filter. Figure 2 shows an illustration of applying multiple filters with variant region sizes to obtain multiple 1-max pooling values. After pooling, these 1-max pooling values from feature maps are concatenated into a CNN feature carrying sentiment information. Intuitively, the CNN feature is a collection of maximum values from the feature maps. To make a connection to these values, we provide an NN layer to synthesize a high-level feature from the CNN feature. Finally, this high-level feature is passed to an NN layer with sigmoid activation to generate the probability distribution over sentiment labels.

In the training phase, similar to the strategy in our LSTM model, the last NN layer’s parameters are kept untrained to make the sentiment vectors not too fit to a particular classifying layer.

### 2.3 Classifying with sentiment vectors

Figure 4 visualizes the results of encoding sentiments into vectors using our CNN model. As we can see in the development set, there are some ambiguous cases. Therefore, we add more information to CNN sentiment vectors by concatenating them with LSTM sentiment vectors or DVn-gram semantic vectors.

As CNN and LSTM sentiment vectors are, however, generated from models of sentiment classification, these vectors are easily separated in terms of sentimental categories by machine learning methods. In other words, a multi-layer NN sentiment classifier using both of these vectors as input reaches the state of perfect classification on the training set after a few epochs. In this case, the classifier’s parameters are not efficiently optimized and the classifier’s performance has no improvement on the testing set, compared with using LSTM or CNN for classification (or we call the model overfitting).

To address this problem, we employ a 3-layer NN with Dropout regularization (Hinton et al., 2012) on the first and second layers. By randomly dropping out each hidden unit with a probability $p$ on each presentation of each training case, Dropout prevents overfitting and provides a way to combine many variant NN architectures efficiently. By applying Dropout, our model has an ability to examine efficiently variant combination ways from feature vectors.

### 3 Ensemble with clustering support

As we discussed in Section 1, a slight difference between two sentences could lead to two opposite sentiments. However, similar sentences/documents have a tendency to be encoded into similar vectors by generative models. Therefore, it causes some difficulties in sentiment classification. To address this problem, we divided data into groups of similar sentences/documents and then provided an additional feature to boost the performance of classification in each group.

For dividing data, we applied autoencoder models to encode word embedding representations of sentences/documents into fix-length vectors. These vectors then were used for clustering sentences/documents. For each sentence/document in
Given a sentence/document, we will have two prediction scores: one from the proposed method in section 2 and one from NBSVM. To employ these scores, we used a voting method. This scheme allows each classifier $f_i$ to give a vote with a confident ratio $r_i$ to the final probability score over classes distribution as follows:

$$p(c_i|x) = \frac{1}{N} \sum_{k=1}^{N} p_k(c_i|x)r_k \quad (3)$$

where $c_i$ is the $i$th sentiment class, $N$ is the number of classifiers, $p_k(c_i|x)$ is the prediction score of the classifier $k$ on the $i$th class for a sentence/document $x$.

The objective of this ensemble method is to select a suitable confident ratio for each classifier to optimize the performance of classification. In our approach, a 2-layer NN is employed to define a voting architecture. We consider a feedforward process in NN as a scheme of voting and the NN’s weights as confident ratios. Adamax algorithm (Kingma and Ba, 2014) is applied to optimize the weights of the model.

| Dataset | $l$ | train | test | $|V|$ |
|---------|-----|-------|------|------|
| MR-L    | 300 | 25000 | 25000| 169940 |
| MR-S    | 20  | 10662 | $cv$ | 18765 |
| SST     | 19  | 9613  | 1821 | 16185 |

Table 1: Summary statistic of datasets. $l$ denotes the average length of reviews, train and test are sizes of the training set and the test set respectively, $cv$ is 10-fold cross validation, and $|V|$ is vocabulary size.

4 Dataset and Experiment setup

4.1 Dataset

We evaluated our models on three well-known datasets. Table 1 shows the statistic summary of datasets.

- For document level, IMDB large movie review dataset MR-L is used. Each review contains numerous sentences (Maas et al., 2011).
- For sentence level, Pang & Lee (2005) provided MR-S dataset having one sentence per
movie review. In addition, we also did experiment on Stanford Sentiment Treebank SST (Socher et al., 2013) - an extension of MR-S with two labels (positive and negative). In SST, all sentences and phrases of the training set are used for training.

4.2 Experimental setup
To tune hyper-parameters of our models, we do a grid search on 30% of each dataset.

- For MR-L:
  - LSTM model has dimension \( d = 32 \).
  - CNN model: using 3 region sizes of 3, 4, 5; the number of each region size is 300 and the dimension of penultimate NN layer is 100.
  - 3-layer NN model for classification with sentiment vectors: the first NN layer has the same dimension as the input feature, and the dropout ratio \( p = 0.9 \); the second NN layer has the dimension of 64 and the dropout ratio \( p = 0.5 \).
  - Autoencoder models: we examined two autoencoder models - CNN and BiLSTM. The details are in Figure 5.
  - Clustering: k-mean is applied. The number of clusters is \( k = 2 \).
  - Ensemble model: the first NN layer has the dimension of \( 3 \times \) the input’s dimension or the number of classifiers.

- For MR-S and SST: the same configuration as MR-L, except the number of each region size is 100.

For word vectors, we obtained pre-trained word vectors Word2Vec. Its vectors have the dimension of 300. In our LSTM and CNN models, these pre-trained word vectors are optimized during the training process.

5 Results and Discussion
We compared our models against the other methods showed in table 2 on the binary sentiment classification task. In SST dataset, we could not reproduce the result 88.1% of CNN (Kim, 2014). According to the empirical results, our method of combining feature vectors 3-layer NN outperforms the individual methods: LSTM, CNN, and DVngram. That proves the efficiency of the feature combination strategy. In addition, our ensemble method with clustering support outperforms the current state of the art method on MR-L and MR-S datasets. As we mentioned in Section 3, NBSVM uses a different way to present sentences/documents and a different approach to learning (a discriminative model), so it gives a significant support in our ensemble method. On document level, LSTM method produced a much lower performance than DVngram method. As a result, the feature vectors generated from LSTM model does not support as well as DVngram’s vectors when combining with CNN feature vectors.

5.1 Freezing vs Unfreezing in the last NN layer of feature engineering phase
In the engineering phase, we freeze (untrain) the last NN layer’s parameters to create efficient sentiment vectors. To evaluate the efficiency of this technique, we compared our vector’s performance against the sentiment-specific vector from the unfreezing scheme. We passed these vectors to our 3-layer NN model to achieve the results (details in table 3). One interesting observation is that the performance of a feature vector in freezing mode is better than one in unfreezing mode for most of the cases. In addition, we combined a sentiment-specific vector with the semantic-specific vector - DVngram for evaluating the performance. In general, our freezing scheme provided a higher performance than the unfreezing scheme. The experimental results show that our freezing scheme works more efficiently on CNN model than LSTM model, especially in a case of combining a sentiment-specific vector and a semantic-specific vector.

5.2 Evaluation on combining features
In this section, we compared in performance our approach to combining features from variant models against Merging scheme which horizontally merges variant models (details in figure 6).

From the result showed in table 4, we found that our approach for feature vectors combination is applied more efficiently to CNN model than LSTM model. In the scheme of combining feature vectors, CNN feature vector provides a robust performance, while LSTM feature vector provides inconsistent results: better when combining with CNN feature vector, worse when combining with DVngram vector (compared with Merg-
Table 2: Accuracy results on the binary sentiment classification task. **3-layer NN** \((F_1 + F_2)\) denotes using feature vector \(F_1\) and \(F_2\) as input; **CNN-f, LSTM-f** denote sentiment-specific feature vectors generated from the proposed CNN, LSTM respectively; **Ensemble** \((p_1 + p_2)\) denotes applying the proposed Ensemble for the prediction scores of \(p_1\) and \(p_2\).

| Method | MR-S | MR-L | SST |
|--------|------|------|-----|
| LSTM   | 80.17| 86.23| 87.81 |
| CNN (Kim, 2014) | 81.31| 91.18| 86.33 |
| DVngram (2015) | 73.51| 92.14| 74.2 |
| NBSVM (2012) | 79.26| 91.87| 80.39 |
| DV-Ensemble (2015) | - | 93.05| - |
| DAN (2015) | 80.3| 89.4| 86.3 |
| SA-LSTM (2015) | 80.7| 92.8| - |
| DSCNN-Pretrain (2016) | 82.2| 90.7| 88.7 |

**Proposed methods**

| Method | MR-S | MR-L | SST |
|--------|------|------|-----|
| 3-layer NN (CNN-f+LSTM-f) (1) | 81.59| 91.16| 88.41 |
| 3-layer NN (CNN-f+DVngram) (2) | 81.11| 92.98| 86.66 |
| Without clustering Ensemble (m1 + NBSVM) | 82.18| 92.50| 88.36 |
| Ensamble (p1 + NBSVM) | 81.1| 93.25| 87.31 |
| CNN autoencoder Ensemble ((1) + NBSVM) | 82.2| 92.55| 88.46 |
| Ensemble ((2) + NBSVM) | 81.74| 93.29| 86.87 |
| BiLSTM autoencoder Ensemble ((1) + NBSVM) | 82.22| 92.54| 88.58 |
| Ensemble ((2) + NBSVM) | 81.8| 93.32| 87.09 |

Table 3: Accuracy results of 3-layer NN method on different features. **CNNorg, LSTMorg** denote sentiment-specific features engineering from the proposed CNN, LSTM without freezing the last NN layer respectively.

| Feature | MR-S | MR-L | SST |
|---------|------|------|-----|
| CNNorg | 80.61| 91.22| 86.05 |
| CNN-f | 80.89| 91.38| 86.27 |
| LSTMorg | 78.97| 85.5| 86.99 |
| LSTM-f | 79.11| 85.14| 87.64 |
| CNNorg + LSTMorg | 80.95| 90.34| 87.31 |
| CNN-f + LSTM-f | 81.59| 91.16| 88.41 |
| CNNorg + DVngram | 80.6| 92.66| 85.34 |
| CNN-f + DVngram | 81.11| 92.98| 86.66 |
| LSTMorg + DVngram | 79.38| 90.41| 87.2 |
| LSTM-f + DVngram | 79.59| 88.04| 88.14 |

Table 4: Accuracy results of features combining scheme and Merging scheme.

| Method | MR-S | MR-L | SST |
|--------|------|------|-----|
| 3-layer NN (CNN-f + LSTM-f) | 81.59| 91.16| 88.41 |
| CNN-LSTM | 81.07| 91.07| 86.49 |
| 3-layer NN (CNN-f + DVngram) | 81.11| 92.98| 86.66 |
| CNN-DVngram | 80.79| 92.12| 85.39 |
| LSTM-DVngram | 79.59| 88.04| 88.14 |

Table 5: Accuracy results of features combining scheme. In most of the cases in Merging scheme, a composition model (i.e. CNN-LSTM) try to reproduce the result of its child models (e.g. CNN, LSTM) and does not provide a significant improvement.

Figure 6: The architecture of merging models.

5.3 Error analysis

To get a better sense of the limitation of the proposed model, we manually inspect some cases of the wrong prediction, which are showed in table 5. These sentences are good examples of the proposed model’s weakness.

The first source of false hits is the lack of syntactic information. The model tried to identify sentiment words in a sentence (i.e. not, bad, at all) but it failed to interpret the whole sentence.
The second reason of the wrong prediction comes from missing context information. A word (i.g. foul, freaky) carries a positive or negative sentiment depend on context or domains. We believe that the promising direction in future work will be to improve the model for capturing syntactic and context information.

| id | Sentence                                             | L |
|----|------------------------------------------------------|---|
| 1  | Not a bad journey at all.                            | 1 |
| 2  | The best way to hope for any chance of enjoying this film is by lowering your expectations. | 0 |
| 3  | You’ve seen them a million times.                    | 0 |
| 4  | A whole lot foul, freaky and funny.                  | 1 |

Table 5: Examples of the wrong prediction. L denotes the true label with 0,1 for negative, positive sentiment labels respectively.

6 Related work

Sentiment analysis is a study of determining people’s opinions, emotions toward to entities. Taboada (2011) assigned sentiment labels to text by extracting sentiment words. Liu (2012) formulated the sentiment analysis as a classification task and applied machine learning techniques for this problem. In this approach, dominant research concentrated on designing effective features such as word ngram (Wang and Manning, 2012), emoticon (Zhao et al., 2012), sentiment words (Kiritchenko et al., 2014). However, designing handcraft features requires an intensive effort.

Recently, the emergence of deep learning models has provided an efficient way to learn continuous representation vectors for sentiment classification. Bengio (2003) and Mikolov (2013) introduced learning techniques for semantic word representation. By using a neural network in the context of a word prediction task, the authors generated word embedding vectors carrying semantic meanings. Embedding vectors of words which share similar meanings are close to each other. Semantic information maybe provides opposite opinions in different contexts. Therefore, some research (Socher et al., 2011; Tang et al., 2014) worked on learning sentiment-specific word representation by employing sentiment text. For sentence and document level, composition approach attracted many studies. Yessenalina and Cardie (2011) modeled each word as a matrix and used iterated matrix multiplication to present a phrase. Deep recursive neural networks (DRNN) over tree structures were employed to learn sentence representation for sentiment classification such as DRNN with binary parse trees (Irsoy and Cardie, 2014), Recursive tensor neural network with sentiment treebank (Socher et al., 2013). CNN has recently been applied efficiently for semantic composition (Kim, 2014; Zhang and Wallace, 2015). This technique uses convolutional filters to capture local dependencies in term of context windows and applies a pooling layer to extract global features. Le and Mikolov (2014) applied paragraph information into the word embedding technique to learn semantic representation. Tang et al. (2015) used CNN or LSTM to learn sentence representation and encoded these semantic vectors in document representation by Gated recurrent neural network. Zhang (2016) proposed Dependency Sensitive CNN to build hierarchically textual representations by processing pretrained word embeddings. Wang (2016) used a regional CNN-LSTM to predict the valence arousal ratings of texts.

In our work, we designed a freezing approach for learning efficiently sentiment document representation from two variant deep-learning models: CNN and LSTM. Afterward, these sentiment-specific vectors and the semantic DVngram vector were employed for sentiment classification. This strategy captures the advantages of variant models by using vectors, which each model generated. We also used NBSVM in clustering mode to boost the performance of classification.

7 Conclusion

In this work, we introduced a novel approach to synthesize feature vectors for sentiment analysis from CNN, LSTM. These vectors provide a simple and efficient way to integrate the strong abilities of these models. For sentiment classification with CNN, LSTM vectors, we proposed a 3-layer neural network which efficiently takes advantages of these vectors. In addition, we proposed a strategy to cluster documents/sentences by their similarity. In each cluster, we applied an ensemble method of the 3-layer neural network and NBSVM. It achieves the state of the art results in the datasets: Mr-S and Mr-L. In the current work, we just focused on individual models. Research on applying combination models for feature engineering maybe provides interesting results.
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