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Abstract
The explicit formula for the superconformal singular vectors in the Neveu–Schwarz sector has been obtained recently, via its symmetric polynomial representation, as a sum of Jack superpolynomials. Here we present the analogous, but slightly more complicated, closed-form expression for the Ramond singular vectors.
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1. Introduction

The remarkable correspondence between the singular vector in the Virasoro \((r, s)\)–Kac module and the Jack polynomial indexed by the rectangular diagram with partition \((rs)\) \cite{1, 12, 13} has been extended to the superconformal case in \cite{7}. In that context, singular vectors are represented by sums of Jack superpolynomials (sJack). The main difference between the two cases is thus that the one-to-one correspondence of the former situation is lost in the latter one\textsuperscript{4}.

3 Author to whom any correspondence should be addressed.

4 In that regard, we should point out the amazing observation made in \cite{2} which is that a superconformal singular vector can be represented by a single (rank 2) Uglov polynomial \cite{14}. These polynomials are the specialization of the Macdonald polynomials \cite{11} at \(q = t = -1\). Notice that these do not involve any anticommuting variables. As it will be reviewed below, the polynomial representation of states is obtained via a free-field representation. In the superconformal case, the algebra generators are expressed in terms of a free fermion and a free boson. The Uglov-polynomial representation follows once the free fermion is bosonized \cite{8}. Note that in this construction, the differential-operator representation of the super-Virasoro generators, as well as the one-to-one correspondence between states and symmetric superpolynomials, are both lost. Understanding the connection between the Uglov polynomials and the sJacks is a puzzling issue.
However, the rectangle rule still holds in disguise: the contributing terms are indexed by superpartitions which are self-complementary (in a sense which differs slightly between the Neveu–Schwarz (NS) and the Ramond (R) sectors) and such that the superpartition glued to its $\pi$-rotated version (and slightly modified in the NS sector) fills a rectangle with $r$ columns and $s$ rows. This is a severe constraint on the allowed terms. The example presented in [7] illustrating the strength of this restriction is the NS singular vector at level 33/2 which has 11 terms, while there are 1687 states at that level (and thus, the same number of superpolynomials in a state representation expanded in a generic basis).

For the NS sector, a closed-form expression in terms of $s$-Jacks has been displayed in [7]. However, we failed to obtain a similar result in the R case. Indeed, the latter is much more difficult to cope with. To illustrate the additional level of complexity, we simply note that the highest-level R singular vector that we have generated is for $(r, s) = (5, 6)$, hence at level 15 (thus a level lower than the previous NS example), and it contains 86 contributing terms (out of a total of 1472 possible states). This signals a radical increase in complexity. It can be traced back to the R version of the rectangle condition, which is weaker that in the NS case and allows thus for more terms.

But, somewhat surprisingly, a closed-form expression has actually been found. Its exposition is the aim of this work\(^5\). It is presented in section 3. The formula has been tested up to level $rs/2 = 15$, inclusively. The next section is a review of relevant results from [7]. The required background on superpartitions and $s$-Jacks is collected in appendix A.

2. Fundamental correspondences

2.1. Representation of Ramond states as symmetric superpolynomials

Let us first review the connection between symmetric superpolynomials and states in R highest-weight modules. Recall that in the R sector of the super-Virasoro algebra [4, 9, 10]

$$[L_k, L_l] = (k - l) L_{k+l} + \frac{c}{12} k(k^2 - 1) \delta_{k+l,0}$$

$$[L_k, G_l] = \left( \frac{k}{2} - l \right) G_{k+l}$$

$$\{G_k, G_l\} = 2L_{k+l} + \left( k^2 - \frac{1}{4} \right) \frac{c}{3} \delta_{k+l,0},$$

(1)

$G$ indices—like the $L$ ones—are integers: $k, l \in \mathbb{Z}$. We denote by $|h\rangle$ the positive-chirality\(^6\) highest-weight vector of conformal dimension $h$, i.e.,

$$L_n|h\rangle = 0 = G_n|h\rangle \quad \forall n > 0 \quad \text{and} \quad L_0|h\rangle = h|h\rangle.$$  

(2)

The highest-weight module $\mathcal{M}$ is generated by all states of the form

$$G_{-\Lambda_1} \cdots G_{-\Lambda_m} L_{-\Lambda_{m+1}} \cdots L_{-\Lambda_{\ell}} |h\rangle$$

(3)

with the conditions

$$\Lambda_1 > \cdots > \Lambda_m \geq 0, \quad \Lambda_{m+1} \geq \cdots \geq \Lambda_{\ell} > 0, \quad \text{with} \quad m \geq 0, \quad \ell \geq 0.$$  

(4)

We recall that until the publication of [2, 7], the only singular vectors with known closed-form expressions were those with either $r = 1$ or $s = 2$ (see [3] and [15] for the NS and R sectors, respectively).

\(^5\) We recall that until the publication of [2, 7], the only singular vectors with known closed-form expressions were those with either $r = 1$ or $s = 2$ (see [3] and [15] for the NS and R sectors, respectively).

\(^6\) In other words, $|h\rangle = |h\rangle^+$ and the negative chirality-sector is built from the highest-weight state $|h\rangle^- = G_0|h\rangle^+$.  
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this sense: the number of parts in $\Lambda^n$, or equivalently, the number of fermionic modes in the state (3).

The state $|\chi\rangle$ is a singular vector if $G_n|\chi\rangle = 0$ and $L_n|\chi\rangle = 0$ for all $n > 0$. All these constraints are consequences of the following two conditions:

$$G_1|\chi\rangle = 0 \quad \text{and} \quad L_1|\chi\rangle = 0.$$  

To explore singular vectors, it is sufficient to focus on Kac modules (e.g., see [9]). Recall that a $R$ highest-weight module is a Kac module whenever the central charge $c$ and the conformal dimension $h$ are related via the parametrization:

$$c = \frac{15}{2} - 3\left(t + \frac{1}{t}\right) \quad \text{and} \quad h_{rs} = \frac{r}{8}(r^2 - 1) + \frac{1}{8t}(s^2 - 1) - \frac{1}{4}(rs - 1) + \frac{1}{16},$$

where $r$ and $s$ are positive integers such that $r - s$ is odd, while $t$ is a complex number. In such a module, there is a singular vector at level $rs/2$.

The relation between singular vectors and symmetric polynomials goes through the free-field representation. In the $R$ sector, it is described in terms of the free-field modes $a_n$ and $b_n$, with $n \in \mathbb{Z}$, together with the vacuum charge operator $\pi_0$:

$$[a_k, a_l] = k\delta_{k+l, 0}, \quad [a_0, \pi_0] = 1, \quad \{b_k, b_l\} = \delta_{k+l, 0}.$$  

We define a one-parameter family of highest-weight states as $|\eta\rangle \equiv e^{n\pi_0}|0\rangle$ satisfying

$$a_n|\eta\rangle = \eta|\eta\rangle, \quad a_0|\eta\rangle = 0 \quad \text{and} \quad b_n|\eta\rangle = 0, \quad \forall \ n > 0.$$  

This allows us to introduce the Fock space $\mathcal{F}$ with highest weight $|\eta\rangle$ over the superalgebra (7): it is generated by all states off the form

$$b_{-\Lambda_1} \cdots b_{-\Lambda_n} a_{-\Lambda_{n+1}} \cdots a_{-\Lambda_1}|\eta\rangle$$

where the labelling of the states satisfies (4). The following expressions yield a representation of the $R$ sector on $\mathcal{F}$:

$$L_n = -\gamma(n + 1)a_n + \frac{1}{2} \sum_{k \in \mathbb{Z}} a_k a_{n-k} : + \frac{1}{4} \sum_{k \in \mathbb{Z}} \left(n - 2k + \frac{1}{2}\right) : b_k b_{n-k} :$$

$$G_n = -2\gamma\left(n + \frac{1}{2}\right)b_n + \sum_{k \in \mathbb{Z}} a_k b_{n-k},$$

where $\gamma$ is related to the central charge via $c = \frac{3}{2} - 12\gamma^2$.

We are now in position to formulate the correspondence between the free-field modes and the differential operators acting on the space of symmetric superpolynomials (cf section A.2), which space will be denoted by $\mathcal{B}$'. It reads:

$$a_n \leftrightarrow \begin{cases} (-1)^{n-1}\sqrt{\alpha}p_{-n} & n < 0 \\ \eta & n = 0 \\ (-1)^{n-1}n\sqrt{\alpha}\partial_n & n > 0 \end{cases} \quad \text{and} \quad b_n \leftrightarrow \begin{cases} (-1)^n\sqrt{2}\tilde{p}_{-n} & n < 0 \\ \frac{1}{\sqrt{2}}(\tilde{p}_0 + \tilde{\eta}_0) & n = 0 \\ (-1)^n\sqrt{2}\partial_n & n > 0 \end{cases}$$

where

$$\partial_n \equiv \frac{\partial}{\partial p_n} \quad \text{and} \quad \tilde{\partial}_n \equiv \frac{\partial}{\partial \tilde{p}_n}.$$  

As indicated in (4), the last part of $\Lambda^n$ is allowed to be 0. We stress that, if present, this zero part is included in the count of the number of parts of $\Lambda^n$. 

---

7 As indicated in (4), the last part of $\Lambda^n$ is allowed to be 0. We stress that, if present, this zero part is included in the count of the number of parts of $\Lambda^n$. 

---
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Two points are noteworthy: the absence of $\alpha$ factors in the representation of the $b$ modes and the presence of the zero mode $b_0$ which is represented by a combination of the fermionic polynomial $\tilde{p}_0$ and its derivative. Equation (12) together with the identification $|\eta\rangle \leftrightarrow 1$ induce the following correspondence between $F$ and $R$:

$$b_{-\Lambda_1} \cdots b_{-\Lambda_m} a_{-\Lambda_{m+1}} \cdots a_{\Lambda_1} |\eta\rangle \leftrightarrow \zeta_\Lambda p_\Lambda,$$

where

$$\zeta_\Lambda = \frac{(-1)^{|\Lambda|-(-m)}}{2m/2\alpha (t-m)/2}.$$

We stress that the level in the Fock space is equal to the bosonic degree of the superpolynomials (namely, the sum of all parts of $\Lambda$).

The free-field representation (10) and the correspondence (12) yield a representation of the super-Virasoro generators in the $R$ sector as differential operators acting on the space $R$ of symmetric superpolynomials. The two relevant expressions for our present purpose are

$$G_1 = \sqrt{2}(3\gamma - \eta)\tilde{\partial}_1 + \sqrt{\frac{\alpha}{2}} \left( \sum_{n \geq 1} n\tilde{p}_n \tilde{\partial}_{n+1} + \sqrt{\frac{\alpha}{2}} \sum_{n \geq 1} p_n \tilde{\partial}_{n+1} \right),$$

$$L_1 = \sqrt{\alpha} (\eta - 2\gamma) \tilde{\partial}_1 - \sqrt{\frac{\alpha}{2}} \left( \sum_{n \geq 1} n\tilde{p}_n \tilde{\partial}_{n+1} - \frac{1}{2} \sum_{n \geq 1} (2n+1)\tilde{p}_n \tilde{\partial}_{n+1} \right).$$

We end up with the following correspondence between states of the module $M$ with highest-weight state $|h\rangle$ and symmetric superpolynomials:

$$\sum_\Lambda c_\Lambda G_{-\Lambda} L_{-\Lambda} |h\rangle \leftrightarrow \sum_\Lambda c_\Lambda G_{-\Lambda} L_{-\Lambda} (1)$$

where

$$h = \frac{1}{2} \eta (\eta - 2\gamma) + \frac{1}{16}.$$

### 2.2. Singular vector as superpolynomials

In order to apply the correspondence (17) to the $(r,s)$-type Kac module, we must set [7]

$$t = \alpha, \quad \gamma = \frac{1}{2\sqrt{\alpha}} (\alpha - 1) \quad \text{and} \quad \eta \equiv \eta_{r,s} = \frac{1}{2\sqrt{\alpha}} ((r+1)\alpha - (s+1)).$$

In what follows, $P_\Lambda = P_\Lambda^{(\alpha)}$ denotes the Jack with parameter $\alpha$ and indexed by the superpartition $\Lambda$, while $v_\Lambda = v_\Lambda^{(\alpha)}$ stands for some coefficient depending rationally on $\alpha$. With the above parametrization, the positive-chirality R singular vector $|\chi_{r,s}\rangle$ can be represented as a superpolynomial\(^8\)

$$F_{r,s} = \sum_{\Lambda, \text{mod 2}} v_\Lambda P_\Lambda,$$

if and only if

$$G_1(F_{r,s}) = 0 \quad \text{and} \quad L_1(F_{r,s}) = 0.$$

\(^8\) Recall that $m$—which is constrained to be even in the sum—stands for the fermionic degree, the number of parts in $\Lambda^\alpha$.  
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In this context, the first coefficient of $G_1$ and $L_1$ in (16) can be made explicit:

$$G_1 = -\frac{1}{\sqrt{2\alpha}}((r - 2)\alpha - (s - 2))\partial_1 + \cdots \quad \text{and} \quad L_1 = \frac{1}{2}((r - 1)\alpha - (s - 1))\partial_1 + \cdots.$$  

(22)

The objective is to first characterize more precisely those $\Lambda$ for which $v_\Lambda \neq 0$ and then to find the explicit expression of $v_\Lambda$. The formula to be presented below applies to the case $r$ odd. Recall that in the R sector, $r + s$ is odd. Therefore, in order to cover all situations, we need to be able to recover $F_{r,s}$ from $F_{s,r}$. This point is discussed in the following section.

3. General formula for the coefficients of the sJacks-form of the Ramond singular vectors

In this section, we present a conjecture for the explicit form of the coefficient $v_\Lambda$ in the representation of $|\chi_{r,s}\rangle \leftrightarrow \sum_{\Lambda \in A_{r,s}} v_\Lambda P_{\Lambda}$.  

(23)

$A_{r,s}$ is the set of all allowed superpartitions of type $(r, s)$ defined below.

For convenience, we will work with singular vectors for which $r$ is odd and $s$ even. The case $r$ even and $s$ odd is recovered by a duality transformation that exchanges $r \leftrightarrow s$, as detailed in section 4.

3.1. Allowed superpartitions

As previously observed in [7], those $\Lambda$ that contribute to the R singular vector at level $rs/2$ belong to the set of $(r, s)$-self-complementary superpartitions of the R sector, which we denote by $\squareR_{r,s}$ (cf section B.4 in [7]). A superpartition $\Lambda$ belongs to $\squareR_{r,s}$ if and only if the complement of the diagram $\Lambda^*$, in the rectangle with $r$ columns and $s$ rows, corresponds to $\Lambda^*$ rotated by $180^\circ$. Note that

$$\Lambda \in \squareR_{r,s} \implies |\Lambda| = \frac{rs}{2}. \quad (24)$$

Consider for instance the case with $(r, s) = (3, 4)$. Suppose moreover that the fermionic degree is even. Then, there are 40 superpartitions of appropriate degree. However, as illustrated below, only 14 superpartitions amongst them are $(3, 4)$-self-complementary:

$$\begin{align*}
(3, 3) & \quad \quad (3, 0; 3) \\
(3, 2; 1) & \quad (1, 0; 1, 1) \\
(2, 0; 3, 1) & \quad (2, 1; 2, 1) \\
(2, 1; 3) & \quad (3, 2; 1) \\
(3, 0; 2, 1) & \quad (2, 0; 1, 1) \\
(3, 1; 2) & \quad (1, 0; 2, 1) \\
(3, 2; 1) & \quad (3, 2, 1, 0) \\
\end{align*}$$

(25)

where the boxes marked with thick frames correspond to the boxes of the rotated copy of $\Lambda^*$.

9 To be clear, the leftmost upper corner of the rectangle is adjusted with the external boundaries of the $(1, 1)$ box of $\Lambda^*$.

10 This example was considered in section B.4 of [7] but the formulation of the rule for allowed superpartitions misses a condition that was tacitly assumed in the example (B.25) (namely, the third condition in equation (26) below). We thus rework this example properly.
The set of allowed superpartitions of type \((r, s)\) for \(r\) odd, denoted \(\mathcal{A}_{r,s}\), is the set of all superpartition \(\Lambda\) satisfying the following selection rules:

\[
m = 0 \mod 2,
\]

\[
\Lambda \in \square^R_{r,s},
\]

\[
\ell(\Lambda) \leq s.
\]

In other words, \(\Lambda\) is an allowed superpartition of type \((r, s)\) if and only if \(\Lambda\) contains an even number of circles, the complement of \(\Lambda^*\) in the rectangle of width \(r\) and height \(s\) is a copy of \(\Lambda^*\), and the only cell of \(\Lambda\) that can be out of the latter region is a circle in the first row\(^{11}\). This, as we said, defines the set \(\mathcal{A}_{r,s}\):

\[
r \text{ odd: } \mathcal{A}_{r,s} = \{ \Lambda | \Lambda \in \square^R_{r,s}, m \text{ even}, \ell(\Lambda) \leq s \}.
\]

Returning to the example for which \((r, s) = (3, 4)\) we see that the superpartitions \((2, 0; 2, 1, 1)\) and \((1, 0; 2, 2, 1)\) are not allowed since they contradict the third selection rule; there are thus 12 allowed superpartitions of type \((3, 4)\).

### 3.2. The recursive structure of the allowed diagrams

Since the allowed superpartitions must be self-complementary—disregarding the circles—and fit within the \(r \times s\) rectangle, we can view any diagram at a given level as being built up from a lower level one, by the addition of either a column or a row. For instance, \((r, s)\)-type diagrams are allowed to be wider than the \((r - 2, s)\) ones. But the self-complementary requirement constrains their horizontal extension: every \((r - 2, s)\) diagram can be transformed into a \((r, s)\) diagram by simply adding a column of length \(s\) on the left side of the diagrams. However, not all the allowed \((r, s)\)-level diagrams are generated by a column adjunction. Another generating source comes from the vertical extension of the \((r - 2, s)\)-level ones. The ‘rectangle-fitting’ rule and self-complementarity imply that this vertical extension must be done in a very specific way, namely by adding a row of length \(r\) atop the diagram.

Let the core of \(\mathcal{A}_{r,s}\), denoted \(\mathcal{A}_{r,s}^c\), be the set of \(\Lambda \in \mathcal{A}_{r,s}\) such that \(\Lambda = \Lambda^*\) (i.e., those diagrams without circles). Summarizing what has been said so far, the whole set \(\mathcal{A}_{r,s}^c\) can be obtained by adding a column of length \(s\) to every element of \(\mathcal{A}_{r,s-2}^c\) and adding a row of length \(r\) to those of \(\mathcal{A}_{r-2,s}^c\). The full set \(\mathcal{A}_{r,s}\) is recovered by adding pairs of circles to elements of \(\mathcal{A}_{r,s}^c\) in all the allowed way (including no circle addition).

A simple illustration of this recursive process is presented in the following example:

\[
\begin{align*}
\begin{array}{ccc}
(1, 4) & \rightarrow & (3, 4) \\
\end{array} & \quad \begin{array}{ccc}
(3, 2) & \rightarrow & (3, 4) \\
\end{array} & \quad \begin{array}{ccc}
(3, 2) & \rightarrow & (3, 4) \\
\end{array}
\end{align*}
\]

In this example, we obtain \(\mathcal{A}^c_{3,4}\) by adding one column of length \(s = 4\) to the unique element of \(\mathcal{A}^c_{1,4}\) displayed at the left in (28), and adding a row of width \(r = 3\) atop the two elements of \(\mathcal{A}^c_{3,2}\). The result is \(\mathcal{A}^c_{3,4} = \{ (2^2, 1^2), (3^2), (3, 2, 1) \}\). In order to generate the full set \(\mathcal{A}_{3,4}\), we decorate these core diagrams with pairs of circles in all allowed ways, obtain thus

\[
\begin{align*}
\mathcal{A}_{3,4} = \{ & (3, 3), (2, 2, 1, 1), (3, 2, 1), (3, 0; 3), (2, 1; 2, 1), (1, 0; 3, 2), (2, 0; 3, 1), \\
& (3, 0; 2, 1), (2, 1; 3), (3, 1; 2), (3, 2; 1), (3, 2, 1, 0) \}.
\end{align*}
\]

\(^{11}\) For \(r\) even, the only cell of \(\Lambda\) that can be out of the \(r \times s\) rectangle is a circle in the first column.
The completeness of this recursive construction of the $\mathcal{A}_{rs}^\ast$ set is based on the simple observation that a self-complementary diagram necessarily has a column of length $s$ or a row of length $r$ (but not both). This, in turn, implies that any self-complementary diagram can be deconstructed uniquely down to a simple self-complementary diagram—a single row diagram corresponding to $(r, s) = (2k + 1, 2)$ for some $k \geq 0$—by successively deleting a column (of length $s$) or a row (of length $r$)—with the understanding that one of the values of $r$ and $s$ is changing at every step. This is illustrated in figures 1 and 2. The first of these figures shows the transformation of the core partition $(33, 23)$ for $(r, s) = (5, 6)$ down to the partition $(13)$ for $(r, s) = (1, 6)$ by removing twice a column of length 6. Observe that at each step, the resulting core diagram is self-complementary. This is easily seen to be a consequence of the deconstruction mechanism. Indeed, the figure also displays the defining $r \times s$ rectangle in dashed lines. Now, in the column reduction process, two columns are removed from this rectangle, one at each extremity (at the exterior of the grey lines). But that shows clearly that the partition and its complement in the $r \times s$ rectangle are reduced in exactly the same way, ensuring the preservation of self-complementarity. That two columns are removed from the defining rectangle is the reason for which $r$ decreases by 2 at each step. Notice that the last resulting diagram can be further reduced by removing twice a row of length 1, ending up with the partition (1) for $(r, s) = (1, 2)$. Figure 2 illustrates the similar process of removing rows of length $r$. Notice again that the last diagram can be further reduced to a single box by two column-removing steps. It is clear that the choice of either a column or a row removal at a given step is determined by the partition under consideration and it is unambiguous. For instance, with a staircase diagram, these operations alternate.

This recursive pattern allows us to identify every box of a diagram as belonging to a row or a column which has been inserted at a certain $(r, s)$ level. As we just argued, the increment in $r$
results from the addition of columns, while that of \( s \) is due to the addition of rows. Therefore, within an allowed \((r, s)\) diagram, we write \((\tilde{r}_j, \tilde{s}_i)\) in the box with coordinate \((i, j)\), where

\[
\tilde{r}_j \equiv r - 2(j - 1),
\]

\[
\tilde{s}_i \equiv s - 2(i - 1).
\]

From these data, we now introduce two sets:

\[
S_{\Lambda, r} = \{(i, j) \in \Lambda^* | \ell \Lambda^*(i, j) + 1 = \tilde{s}_i\},
\]

\[
R_{\Lambda, r} = \{(i, j) \in \Lambda^* | a \Lambda^*(i, j) + 1 = \tilde{r}_j\}.
\]

It will also be convenient to denote by \( O_{\Lambda} \) the set of indices \((i, j)\) of every circle in the diagram \( \Lambda \), or equivalently, the boxes of \( \Lambda^* \) that are not in \( \Lambda^* \):

\[
O_{\Lambda} = \{(i, j) \in \Lambda^* / \Lambda^* \}.
\]

Figure 3 illustrates these definitions. It displays a diagram in which we have identified boxes with their \((\tilde{r}_j, \tilde{s}_i)\) coordinates. For those boxes that belong to the set \( R_{\Lambda, r} \), the \( \tilde{r} \) coordinate is bold, while for those which are elements of the set \( S_{\Lambda, r} \), the \( \tilde{s} \) coordinate is bold. We then see that \( R_{5,4.2.0.3.1,5} = \{(1, 1), (2, 2), (3, 3)\} \), \( S_{5,4.2.0.3.1,6} = \{(2, 1), (3, 2)\} \). Finally, the set \( O_{5,4.2.0.3.1,1} \) is clearly \( \{(1, 6), (2, 5), (4, 3), (6, 1)\} \).

3.3. The explicit formula for the singular-vector expansion coefficients

We are now in position to present the explicit conjectural expression for the coefficients \( v_{\Lambda} \) in \((20)\):

\[
v_{\Lambda}(r, s) = \epsilon(\Lambda, r, s)B(\Lambda, r, s)C(\Lambda, r, s),
\]

where \( B(\Lambda, r, s) \) is a function that captures the part of the coefficient that depends solely on box structure of the diagram, while \( C(\Lambda, r, s) \) depends upon the diagram’s circle pattern. Finally, the factor \( \epsilon(\Lambda, r, s) \), which is explained latter in section 3.4.3, is a sign that also depends upon the circles arrangement.

In the following expressions, in order to shorten the notation, we denote a box by \( t \) when the specification of its coordinates are not necessary. For \( t = (i, j) \), \( \tilde{r}_t = \tilde{r}_j \) and \( \tilde{s}_t = \tilde{s}_i \). The coefficient \( B \) reads

\[
B(\Lambda, r, s) = \prod_{t \in S_{\Lambda, r}} k(t) f(\tilde{r}_t, \tilde{s}_t),
\]
where
\[
k(t) = \prod_{n=0}^{l_c(t)} H_{\Lambda}^{t+1}(i+n, j),
\]
(36)
\[
h_{\Lambda}^{t+1}(t) = \frac{h_{\Lambda}^{t+1}(t)}{h_{\Lambda}^{t}(t)},
\]
(37)
\[
h_{\Lambda}^{t}(t) = I_{\Lambda, t}(t) + 1 + \alpha a_{\Lambda, t}(t),
\]
(38)
\[
h_{\Lambda}^{t}(t) = I_{\Lambda, t}(t) + \alpha (a_{\Lambda, t}(t) + 1),
\]
(39)
and
\[
f(r, s) = \frac{(r - 1)\alpha + 1}{(r - 1)\alpha + s} \prod_{s_{o d d}}^{\alpha + i} \frac{r\alpha + i}{(r - 2)\alpha + i}.
\]
(40)

The \(C(\Lambda, r, s)\) coefficient is
\[
C(\Lambda, r, s) = \prod_{t=(i, j) \in \mathcal{R}_{\Lambda, r}} \left\{ \prod_{(i', j') \in \mathcal{O}_d} \frac{||((i, j + \tilde{r}), (i' - 1, j'))||^{(1 - d_{\alpha, t} + 1)}}{||((i, j + \tilde{r}), (i', j'))||} \right\},
\]
(41)

where \(\tilde{a} = a_{\Lambda, t}\) and \(\tilde{t} = I_{\Lambda, t}\). Here, \(\|t_1, t_2\|\) refers to the \(\alpha\)-distance between \(t_1\) and \(t_2\): for \(t_1 = (i_1, j_1)\) and \(t_2 = (i_2, j_2)\), this distance is defined as\(^{12}\)
\[
\|t_1, t_2\| = |i_1 - i_2 + \alpha (j_2 - j_1)|.
\]
(42)

### 3.4. Illustration of the combinatorics underlying the general formula

Since the explicit formula has a complicated looking form, we will illustrate it by considering separately its three components, the two functions \(B(\Lambda, r, s)\) and \(C(\Lambda, r, s)\), and finally, the sign \(\epsilon(\Lambda, r, s)\).

#### 3.4.1. The \(B(\Lambda, r, s)\) function

The \(B(\Lambda, r, s)\) function is built up from the elements of the set \(\mathcal{S}_{\Lambda, r}\). For each box \(t = (i, j)\) such that \(\tilde{s}_t - 1\) is equal to the number of boxes below it, there is a contributing factor \(f(\tilde{r}_t, \tilde{s}_t)\) multiplied by the function \(k(t)\). The latter is given by the product of \(h^t(t')/h^t(t')\) for \(t' = t\) and every box below \(t\):
\[
t' = \{(i', j) | i \leq i' \leq i + I_{\Lambda, t}(t)\}.
\]
(43)

If the set \(\mathcal{S}_{\Lambda, r}\) is empty, it is understood that \(B(\Lambda, r, s) = 1\).

Consider the superpartition \(\Lambda = (7, 1; 6, 6, 5, 5, 2, 2, 2, 1)\) whose diagram is displayed in figure 4. This is easily checked to be an element of \(\mathcal{A}_{7, 12}\). We first label the boxes by their indices \((\tilde{r}_t, \tilde{s}_t)\). A partial label-filling is illustrated in the figure. Those boxes that are elements of \(\mathcal{S}_{\Lambda, 12}\) have their labels underlined. So here \(\mathcal{S}_{\Lambda, 12} = \{(2, 1), (4, 2)\}\). There are thus two

\(^{12}\)The introduction of this notion of \(\alpha\)-distance does not simplify tremendously the writing of the different factors in \(C(\Lambda, r, s)\) but it captures the spirit of the underlying graphical method to be exposed in section 3.4.2.
contribution factors \( f(\tilde{r}_j, \tilde{s}_i) \), namely \( f(7, 10) \) and \( f(5, 6) \). This is multiplied by the ratios \( h^+(i, j)/h^+(i, j) \) of those underlined-label boxes and each one underneath, which corresponds to the hatched boxes in the figure. Multiplying all these factors yields \( B(\Lambda, 7, 12) \):

\[
B((7, 1; 6, 6, 5, 5, 2, 2, 2, 1), 7, 12) = f(7, 10)h^+(2, 1)h^+(3, 1) \ldots h^+(11, 1) \times f(5, 6)h^+(4, 2)h^+(5, 2) \ldots h^+(9, 2)
= \frac{(7\alpha + 9)(\alpha + 2)^3(4\alpha + 7)(\alpha + 5)(\alpha + 4)}{5(3\alpha + 1)(3\alpha + 5)(5\alpha + 7)^2} \times \frac{15(7\alpha + 5)(7\alpha + 3)(7\alpha + 1)(7\alpha + 1)}{2(2\alpha + 3)^3(5\alpha + 6)(\alpha + 1)^3(4\alpha + 5)}.
\]

(44)

3.4.2. The \( C(\Lambda, r, s) \) function. To calculate the part of the coefficient associated with \( C(\Lambda, r, s) \), we first identify the boxes for which the number \( \tilde{r}_j \) correspond to the arm of the box plus 1. Corresponding to each of those boxes, we add two triangles (one up, one down), each equipped with two labels: \( \triangle_{\tilde{r}_j, \tilde{s}_i} \) in position \((i, j + \tilde{r}_j)\) and \( \triangle_{\tilde{r}_j, \tilde{s}_i} \) in position \((i - 1 + \tilde{s}_i, j)\). The function \( C(\Lambda, r, s) \) is built from the various (shifted) \( \alpha \)-distance between these triangles and the circles in the diagram of \( \Lambda \), as we now detail.

Note that by construction, there is a triangle (of either type) at the end of each row (but not necessarily at the end of each column) and every circle becomes filled with a triangle. Let us first argue that there is a triangle at the end of each row of a core diagram. Since any diagram of \( A_{r, s} \) is obtained by adding circles to elements of \( A^*_{r, s} \), the second statement (that circles are filled by triangles) will follow. The argument relies on the recursive structure of self-complementary diagrams. The starting point is a row diagram with \( 2k + 1 \) boxes, corresponding to \((r, s) = (2k + 1, 2)\). We add a triangle at position \((1, 2k + 2)\) and a reversed one at position \((2, 1)\). Keeping adding rows amounts to add a triangle at the end of each
new row and pile reversed triangles at positions (4, 1), (6, 1), . . . , (s, 1). See for instance the first three steps in (45) below, where the beginning of the recursive reconstruction of \( \Lambda^* = (7, 6, 6, 5, 5, 5, 2, 2, 2, 1, 1) \in \mathcal{A}^*_{12} \) is displayed. Adding a column of length \( s' \) shift this pile of down triangles to the end of length-one rows, as in the last step in the following example:

Adding more columns of length \( s' \) just push these triangles further right. Since the addition of rows and columns are the two basic operations for building up self-complementary core diagrams, this shows that each row of such a core diagram ends with a triangle, up or down.

The numerator of each product is the ‘upper-shifted’ \( \alpha \)-distance between every triangle and every circle. The upper-shifting means that the \( \alpha \)-distance is calculated not directly with a circle but rather with the box just above it (and the case where there is no box above the circle is treated below). The first numerator captures the contributions of the distances between \( \Delta r_{j,i} \) and the circles. At first, the exponent \( (1 - \delta_{(j,i)+1}) \) indicates that if \( \forall r_{j,i} \) is circled, this whole numerator factor reduces to 1. Otherwise, the constraint \( 0 < (j + \tilde{r}_j) - j' < \tilde{r}_j \) means that only those circles that are south-west of \( \Delta r_{j,i} \) and not horizontally further apart than \( \tilde{r}_j \) from \( \Delta r_{j,i} \) do contribute. (Recall that \( \Delta r_{j,i} \) lies in the column \( j + \tilde{r}_j \).) The second numerator factor keeps track of the shifted \( \alpha \)-distances between the reversed triangles \( \forall \tilde{r}_{j,i} \) and the circles. Again, if \( \Delta r_{j,i} \) is circled, this whole factor reduces to one. (This condition takes cares of the situation where there is no box above a circle, that is, the first row ends with a circle.) The condition \( 0 \leq j' - j < \tilde{r}_j \) states that only those circles above or north-east of \( \forall \tilde{r}_{j,i} \) contribute, as long as their horizontal separation is strictly smaller than \( \tilde{r}_j \). The denominator factors are similar except that the upper-shifted \( \alpha \)-distance is replaced by the unshifted \( \alpha \)-distance and if \( \alpha \) or \( \forall \) is circled, the corresponding factor is 1, i.e., the \( \alpha \)-distances from \( \forall \) or \( \forall \) do not contribute.

We illustrate these rules by considering again the case \( \Lambda = (7, 1; 6, 6, 5, 5, 5, 2, 2, 2, 1) \) whose diagram, augmented with the \( \forall \), \( \Delta \)-factors inserted, is presented in figure 5. The solid lines link the \( \forall \), \( \Delta \)-pairs (\( \forall \), box-above-a-circle) or (\( \Delta \), box-above-a-circle) that contribute to the numerator and the dashed lines similarly related pairs (\( \forall \), circle) or (\( \Delta \), circle) that contribute to the denominator. Consider first \( \Delta_{7,12} \): there is one solid line linking it to the box atop the circle \((10, 2)\); its contribution is \( 6(\alpha + 8) \). There is no dashed line originating from \( \Delta_{7,12} \) because it is circled. From \( \Delta_{5,10} \) originates one line of each type for a factor \((5(\alpha + 7))/((5\alpha + 8)) \). The circle in position \((10, 2)\) is separated from \( \Delta_{3,\alpha} \) for \( n = 2, 4, 6 \) by an horizontal distance \( 4 \); since this is larger than \( \tilde{r}_j = 3 \), these terms do not contribute. A similar conclusion holds for the three terms \( \forall_{3,\alpha} \). A solid line starts from \( \forall_{5,\alpha} \) and ends on the box just above, for a contribution of 1. A line of each type originates from \( \forall_{5,10} \) for a factor \( 2/1 \). Finally, for \( \forall_{7,12} \) there is no numerator term (no solid line) since \( \Delta_{7,12} \) is circled. The dashed line that starts from there only goes to the \((10, 2) \) circle since the \((1, 8) \) circle is at an horizontal distance of \( \tilde{r}_j = 7 \). This yields \( 1/(\alpha + 2) \). Collecting these factors yields:

\[
C((7, 1; 6, 6, 5, 5, 5, 2, 2, 2, 1), 7, 12) = \frac{2(6(\alpha + 8)5(\alpha + 7))}{(5\alpha + 8)(5\alpha + 7)(\alpha + 2)}.
\]

(46)

It is clear from the above rules that for a given core diagram \( (\Lambda^*) \), the more circles there are in \( \Lambda \), the least number of factors contribute to \( C(\Lambda, r, s) \). We illustrate this in figure 6.
Figure 5. Dressing of the diagram of figure 4 with the $\triangle$, $\triangledown$-terms, together with the indication of the factors contributing to the numerator (solid lines) and the denominator (dashed lines) of the $C(\Lambda_1, r, s)$ coefficient.

Figure 6. Another illustration of the triangles insertion and the arrow-contribution indicators, this time for a diagram with four circles.

which displays a diagram with six rows but four of them ending with a circle. Let us detail the contributing terms. Both the (5, 6)-indexed triangles are circled, so they do not contribute. $\triangle_{3,4}$ being circled cancels the solid lines of $\triangledown_{3,4}$ and its own dashed lines. Only the solid line linking it to the box in position $(3, 3)$ contributes and this for a factor $(2\alpha + 1)$. Finally we
only need to consider the two dashed lines ending on \( \nabla_{1,2} \); these contribute to \( 1/(\alpha + 1)^2 \).

The corresponding \( C(\Lambda, r, s) \) factor for this diagram is thus:

\[
C((5, 4, 2, 0; 3, 1), 5, 6) = \frac{(2\alpha + 1)}{(\alpha + 1)^2}.
\] (47)

3.4.3. The \( \epsilon \) function. As already indicated, each circle is filled by a triangle, either up or down. It turns out that the sign associated to a given diagram is fixed by the triangle-data in the circles. Let us associate a degree to a triangle, up or down, given by the product of its labels divided by 2 and indicate the degree as \( |\nabla| \) and \( |\triangle| \).

We now introduce two quantities:

\[
\begin{align*}
\ n_0 &= \text{number of circled } \triangle, \\
\ p_0 &= \text{number of circled pairs } (\triangle, \nabla) \text{ such that } |\triangle| < |\nabla|.
\end{align*}
\] (48)

Then, the sign of a diagram with \( m \) circles reads

\[
\epsilon(\Lambda, r, s) = (-1)^{(|\nabla|+|\triangle|)+p_0},
\] (49)

where it is understood that \( \binom{1}{0} = 0 \). For the example of figure 5, \( m = 2 \), \( n_\triangle = 1 \), and because \( |\nabla| < |\triangle| \), \( p_0 = 0 \), so that \( \epsilon = 1 \). For the diagram in figure 6, we have \( m = 4 \), \( n_\triangle = 2 \) and \( p_0 = 1 \), which yields \( \epsilon = +1 \).

3.4.4. The formula for \(|\chi_{1,\alpha}\rangle\). As a simple application of this general formula, we can readily obtain the superpolynomial representation of \(|\chi_{1,\alpha}\rangle\). Given that \( \mathcal{A}_{1,1} = \{1^{1/2}, 1, 0; 1^{1/2-1}\} \), the set \( S_{1,1} = \emptyset \), so that \( B(1, 1, s) = 1 \). Similarly, it is a simple exercise to prove that the coefficient \( C(\Lambda, 1, s) = 1 \). Hence, only the sign term does contribute for \((1, 0; 1^{1/2-1})\): since \( n_\triangle = p_0 = 0 \), we get \( \epsilon = -1 \). The result is

\[
|\chi_{1,\alpha}\rangle \longleftrightarrow P_{(1^{1/2-1})}^{\alpha} - P_{(1,0;1^{1/2-1})}^{\alpha}
\] (50)

which does correspond to the formula given in [7, equation (B.22)].

4. Duality transformation

Let \( F_{r,s}(\alpha) \) be the superpolynomial representing the singular vector \(|\chi_{r,s}\rangle\) in the R sector. Here we show that there is a simple duality formula involving \( F_{r,s}(\alpha) \) which allows to go from the superpolynomial representation of \(|\chi_{r,s}\rangle\) to that of \(|\chi_{s,r}\rangle\). This duality is slightly more complicated than in the NS sector [7] and it will thus be worked out in detail.

The guiding observation in view of establishing the formula implementing the interchange of the Kac labels is the following relation

\[
\eta_{r,s}(\alpha) = -n_{r,s}(1/\alpha)
\] (51)

that follows from the parametrization given in (19). This indicates that the label swapping is accompanied by the interchange of \( \alpha \leftrightarrow 1/\alpha \). The operation that implements this interchange at the level of the \( \mathcal{S} \)Jacks is the following homomorphism naturally defined on power-sums (and whose action on \( \mathcal{S} \)Jacks is given below):

\[
\tilde{\alpha}_n(p_n) = (-1)^{n-1}\alpha p_n, \quad \tilde{\alpha}_n(\tilde{p}_n) = (-1)^n\tilde{p}_n.
\] (52)

The last equation, combined with the preservation of the commutation relations \( \tilde{\alpha}_n, p_k = n\delta_{n,k} \) and \( \tilde{\alpha}_n, \tilde{p}_k = \delta_{n,k} \) imply that

\[
\tilde{\alpha}_n(\tilde{\alpha}_h) = (-1)^{n-1}\alpha^{-1}\delta_n, \quad \tilde{\alpha}_n(\tilde{\alpha}_h) = (-1)^n\tilde{\alpha}_h.
\] (53)
Let us denote by \( G_1(\alpha, r, s) \) the expression for \( G_1 \) in (16) evaluated with \( y \) and \( \eta \) replaced by their expressions in (19), and similarly for \( L_1 \). Consider the action of \( \delta_0 \) on the first equation of (21):
\[
\tilde{\alpha}_0 \circ G_1(\alpha, r, s)(F_{x,r}(\alpha)) = \tilde{\alpha}_0 \circ G_1(\alpha, r, s) \circ \tilde{\alpha}_0^{-1} \tilde{\alpha}_0(F_{x,r}(\alpha)) = 0, \tag{54}
\]
and a similar equation with \( G \) replaced by \( L \). We then determine by a direct calculation how the two fundamental differential operators \( G_1 \) and \( L_1 \)—given in (16)—do transform under a similarity transformation with \( \tilde{\alpha}_0 \). Using \( y(\alpha) = -\gamma(1/\alpha) \), we obtain
\[
\tilde{\alpha}_0 \circ G_1(\alpha, r, s) \circ \tilde{\alpha}_0^{-1} = G_1(1/\alpha, s, r), \quad \tilde{\alpha}_0 \circ L_1(\alpha, r, s) \circ \tilde{\alpha}_0^{-1} = -L_1(1/\alpha, s, r). \tag{55}
\]
Therefore, the transformation of \( G_1(\alpha, r, s) \) still reproduce \( G_1 \) but with \( \alpha \) changed into \( 1/\alpha \) and the Kac labels \( r \) and \( s \) interchanged. A similar result holds for \( L_1 \), up to an overall sign which is irrelevant for the determination of singular vectors. The transformed singular-vector relations should read
\[
G_1(1/\alpha, s, r)(F_{x,r}(1/\alpha)) = 0, \quad L_1(1/\alpha, s, r)(F_{x,r}(1/\alpha)) = 0. \tag{56}
\]
Therefore, we have the identification
\[
\tilde{\alpha}_0(F_{x,r}(\alpha)) = F_{x,r}(1/\alpha) \tag{57}
\]
or equivalently,
\[
\tilde{\alpha}_0(\alpha, r, s) = F_{x,r}(\alpha) \tag{58}
\]
which is the desired result.

We have thus shown that, still assuming the parametrization given in (19),
\[
|\chi_{x,r}\rangle \iff F_{x,r}(\alpha) = \sum_{\Lambda \in \mathcal{A}_i} v_{\Lambda}^{(1/\alpha)}(r, s) P_{\Lambda}^{(1/\alpha)} \tag{59}
\]
if and only if
\[
|\chi_{x,r}\rangle \iff \tilde{\alpha}_0(\alpha, r, s) = \sum_{\Lambda \in \mathcal{A}_i} v_{\Lambda}(r, s) \tilde{\alpha}_0(\alpha, r, s) P_{\Lambda}^{(1/\alpha)}. \tag{60}
\]
This last expression can be made more explicit since
\[
\tilde{\alpha}_0(P_{\Lambda}^{(\alpha)}) = (-1)^{C} \alpha^m \tilde{\alpha}_0(P_{\Lambda}^{(\alpha)}), \tag{61}
\]
where \( \tilde{\alpha}_0 \) is the homomorphism such that (cf [7, equation (4.30)])
\[
\tilde{\alpha}_0(P_{\Lambda}^{(\alpha)}) = j_{\Lambda}(\alpha) P_{\Lambda}^{(1/\alpha)}. \tag{62}
\]
The coefficient \( j_{\Lambda}(\Lambda) \) is the norm (up to a sign) of \( P_{\Lambda}^{(\alpha)} \) given by
\[
\alpha^m \prod_{\Gamma \in \mathcal{A}_i} \frac{h_{\Lambda}^{(1)}(t)}{h_{\Gamma}^{(1)}(t)}, \tag{63}
\]
where \( h_{\Lambda}^{(1)}(t) \) and \( h_{\Gamma}^{(1)}(t) \) are defined in (38) and (39). Therefore, we end up with the following expression representing \( |\chi_{x,r}\rangle \):
\[
|\chi_{x,r}\rangle \iff \sum_{\Lambda \in \mathcal{A}_i} (-1)^{C} v_{\Lambda}(r, s) \alpha^m j_{\Lambda}(1/\alpha) P_{\Lambda}^{(\alpha)}. \tag{64}
\]

Let us consider as an example, the construction of \( |\chi_{2,5}\rangle \) out of \( |\chi_{5,2}\rangle \), whose expression is
\[
|\chi_{5,2}\rangle \iff P^{(\alpha)}(5) + 2 \frac{(2 + 3\alpha)(5\alpha + 1) P_{(4,1)}^{(\alpha)}}{(4\alpha + 1)(3\alpha + 1)(1 + 2\alpha)} + 2 \frac{(5\alpha + 1)(\alpha + 2) P_{(3,2)}^{(\alpha)}}{(3\alpha + 1)(1 + 2\alpha)} \nonumber \] 
\[
- \frac{(\alpha + 1)(5\alpha + 1) P_{(4,1)}^{(\alpha)}}{(4\alpha + 1)(3\alpha + 1)} - 2 \frac{(2 + 3\alpha)(5\alpha + 1) P_{(3,2)}^{(\alpha)}}{(3\alpha + 1)(1 + 2\alpha)} - P_{(5,0)}^{(\alpha)}, \tag{65}
\]
According to (64), the singular vector $|\chi_{2,5}\rangle$ is given by

$$
\left| j(5) P^{(1)\alpha}_{(3,2)} + j(4,1) \frac{2 (2 + 3\alpha) (5\alpha + 1) P_{(4,1)}^{(1)\alpha}}{(4\alpha + 1) (3\alpha + 1) (1 + 2\alpha)} + j(3,2) \frac{2 (5\alpha + 1) (\alpha + 2) P_{(3,2)}^{(1)\alpha}}{(3\alpha + 1) (1 + 2\alpha)^2} \right.
\left. + \frac{(-1)^j}{\alpha^2} \left( -j(4,1) \frac{4 (\alpha + 1) (5\alpha + 1) P_{(4,1)}^{(1)\alpha}}{(4\alpha + 1) (3\alpha + 1)} - j(3,2) \frac{2 (2 + 3\alpha) (5\alpha + 1) P_{(3,2)}^{(1)\alpha}}{(3\alpha + 1) (1 + 2\alpha)} \right) \right|_{\alpha\to \alpha^{-1}}.
$$

(66)

The different $j_A$ are given by

$$
\begin{align*}
\hat{j}(5) &= \frac{120\alpha^5}{(4\alpha + 1) (3\alpha + 1) (1 + 2\alpha) (\alpha + 1)}, & j(4,1) &= \frac{6 (4\alpha + 1) \alpha^4}{(2 + 3\alpha) (1 + 2\alpha) (\alpha + 1)} \\
\hat{j}(3,2) &= \frac{(3\alpha + 1) (1 + 2\alpha) \alpha^3}{(\alpha + 1)^2 (\alpha + 2) \alpha^5 (4\alpha + 1)}, & \hat{j}(5,0) &= \frac{24\alpha^6}{(4\alpha + 1) (3\alpha + 1) (1 + 2\alpha) (\alpha + 1)} \\
j(4,1) &= \frac{1}{(1 + 2\alpha)^2 (\alpha + 1)^2}, & j(3,2) &= \frac{\alpha^4 (3\alpha + 1)}{(\alpha + 1)^2 (2 + 3\alpha)}.
\end{align*}
$$

(67)

Substituting these expressions into (66), and removing an overall factor in order to set the coefficient of $P^{(a)}_{(2,2,1)}$ equal to 1 yield

$$
P^{(a)}_{(2,2,1)} + 6 \frac{(\alpha + 1) \alpha P^{(a)}_{(2,1,1,1)}}{(\alpha + 3)(\alpha + 2)} + 60 \frac{(\alpha + 1) \alpha P^{(a)}_{(1,1,1,1,1)}}{(\alpha + 5)(\alpha + 4)(\alpha + 3)(\alpha + 2)} + \alpha P^{(a)}_{(1,0,2,2)} + 2 \frac{(\alpha + 1) \alpha P^{(a)}_{(1,0,2,1,1)}}{(\alpha + 3)(\alpha + 2)(\alpha + 5)(\alpha + 4)(\alpha + 3)}.
$$

(68)

This agrees with the case $s = 5$ of the general expression for the $|\chi_{2,5}\rangle$ singular vectors given in [7, equation (B.23)]

More generally, we can recover the general expression for $|\chi_{2,s}\rangle$ (that is, [7, equation (B.23)]) by applying the duality transformation to the closed-form expression for $|\chi_{2,2}\rangle$, but the analysis is somewhat technical and does not involve essential novelties.
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**Appendix. Superpartitions, superpolynomials and sJacks: a brief review**

**A.1. Superpartitions**

A superpartition $\Lambda$ is a pair of partitions

$$
\Lambda = (\Lambda^f; \Lambda^s) = (\Lambda_1, \ldots, \Lambda_m; \Lambda_{m+1}, \ldots, \Lambda_\ell),
$$

(A.1)

such that

$$
\Lambda_1 > \cdots > \Lambda_m \geq 0 \quad \text{and} \quad \Lambda_{m+1} \geq \Lambda_{m+2} \geq \cdots \geq \Lambda_\ell > 0.
$$

(A.2)

The number $m$ is the fermionic degree of $\Lambda$ and $\ell$ is its length. The bosonic degree is $|\Lambda| = \sum \Lambda_i$. By removing the semi-coma and reordering the parts, we obtain an ordinary partition that we denote $\Lambda^*$. The diagram of $\Lambda$ is that of $\Lambda^*$ with circles added to the rows corresponding to the parts of $\Lambda^*$ and ordered in length as if a circle was a half-box.
Finally, we will denote by $\Lambda^{\circ}$ the partition obtained from the diagram of $\Lambda$ by replacing circles by boxes. Here is an example, for which $\Lambda = (4, 3, 0; 4)$:

$$\Lambda = \begin{array}{cccc}
\circ & \circ & \circ & \circ \\
\end{array} \quad \iff \quad \Lambda^\circ = \begin{array}{cccc}
\square & \square & \square & \square \\
\end{array} \quad \Lambda^* = \begin{array}{cccc}
\square & \square & \square & \square \\
\end{array} \quad (A.3)$$

Given a partition $\lambda$ (in our case, it is either $\Lambda^*$ or $\Lambda^\circ$), its conjugate $\lambda'$ is the diagram obtained by reflecting $\lambda$ about the main diagonal. In the main text, we make use of the following data: for a cell $t = (i, j)$ in $\lambda$, we define the arm and the leg of the box $t$ as

$$a_\lambda(t) = \lambda_i - j, \quad l_\lambda(t) = \lambda_j' - i. \quad (A.4)$$

Note that conjugation is defined for superpartitions in the same way as for partitions: rows of $\Lambda^*$ become columns of $\Lambda^\circ$. For instance

$$\begin{array}{c}
\begin{array}{ccc}
\circ & \circ & \circ \\
\end{array} \\
\end{array} \quad \iff \quad \begin{array}{c}
\begin{array}{c}
\circ \\
\end{array} \\
\end{array} \quad (A.5)$$

### A.2. Superpolynomials

Superpolynomials are polynomials in the usual commuting $N$ variables $x_1, \ldots, x_N$ and the $N$ anticommuting variables $\theta_1, \ldots, \theta_N$. Symmetric superpolynomials are invariant with respect to the interchange of $(x_i, \theta_i) \leftrightarrow (x_j, \theta_j)$ for any $i, j$ [5]. They are labelled by superpartitions.

The simplest example of a symmetric superpolynomial is the super-version of the monomial polynomials:

$$m_\Lambda(x, \theta) = \theta_1 \cdots \theta_m x_1^{\Lambda_1} \cdots x_N^{\Lambda_N} + \text{distinct permutations} \quad (A.6)$$

with the understanding that $\Lambda_{i+1} = \cdots = \Lambda_N = 0$. An explicit example, for $N = 4$ is

$$m_{(1,0,1,1)}(x; \theta) = \theta_1 \theta_2 (x_1 - x_2)x_3x_4 + \theta_1 \theta_3 (x_1 - x_3)x_2x_4 + \theta_2 \theta_3 (x_2 - x_3)x_1x_4 + \theta_2 \theta_4 (x_2 - x_4)x_1x_3 + \theta_3 \theta_4 (x_3 - x_4)x_1x_2. \quad (A.7)$$

Another example is the super-power-sums

$$p_\Lambda = \tilde{p}_{\Lambda_1} \cdots \tilde{p}_{\Lambda_n} p_{\Lambda_{n+1}} \cdots p_{\Lambda_t}, \quad \text{where} \quad \tilde{p}_n = \sum_i \theta_i x_i^{\theta} \quad \text{and} \quad p_n = \sum_i x_i^\theta. \quad (A.8)$$

Both $\{m_\Lambda\}$ and $\{p_\Lambda\}$ provide bases for the space of symmetric superpolynomials.

### A.3. Jack superpolynomials

The Jack superpolynomials (sJacks) $P_\Lambda^{(\alpha)}$ can be characterized by the following two conditions (e.g., see [6]): The first is **triangularity in the monomial basis:**

$$P_\Lambda^{(\alpha)} = m_\Lambda + \sum_{\Omega < \Lambda} c_{\Lambda\Omega}(\alpha)m_\Omega. \quad (A.9)$$

where $<$ refers to the dominance order on superpartitions [6]:

$$\Omega \preceq \Lambda \iff \Omega^* \preceq \Lambda^* \quad \text{and} \quad \Omega^{\circ} \preceq \Lambda^{\circ}. \quad (A.10)$$

We recall that the order on partitions is the usual dominance ordering:

$$\lambda \succeq \mu \iff \sum_i \lambda_i = \sum_i \mu_i \quad \text{and} \quad \lambda_1 + \cdots + \lambda_k \geq \mu_1 + \cdots + \mu_k \quad \forall k. \quad (A.11)$$
Pictorially, \( \Omega < \Lambda \) if \( \Omega \) can be obtained from \( \Lambda \) successively by moving down a box or a circle, which can be viewed as a sort of super-squeezing rule. For example,

\[
\begin{array}{cccc}
\square & \square & \square & \circ \\
\end{array}
> 
\begin{array}{ccc}
\square & \square & \circ \\
\end{array}
> 
\begin{array}{c}
\circ \\
\end{array}.
\] (A.12)

The second condition is orthogonality in the power-sum basis:

\[
\langle p_\Lambda | p_\Omega \rangle_a = 0 \quad \text{if} \quad \Lambda \neq \Omega.
\] (A.13)

The scalar product is defined as follows:

\[
\langle p_\Lambda | p_\Omega \rangle_a = (-1)^{(\frac{1}{2})(\ell(\Lambda) - \ell(\Omega))} z_{\Lambda^v} \delta_{\Lambda,\Omega},
\] (A.14)

where \( z_{\Lambda^v} \) is given by

\[
z_{\Lambda^v} = \prod_{i \geq 1} p_{\Lambda^v(i)}! n_{\Lambda^v}(i)!,
\] (A.15)

with \( n_{\Lambda^v}(i) \) the number of parts in \( \Lambda^v \) equal to \( i \).
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