Electronic structure and multi-scale behaviour for the dislocation–doping complex in the gamma phase of nickel-base superalloys
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By using the lattice Green-function multiscale method, the equilibrium geometry of the edge dislocation in the $\gamma$ matrix was obtained and the electronic structure changes due to the addition of refractory elements Re, W and Ta were analysed. The results indicate that the orbital hybridization takes place during the interaction between dislocation and doping atoms, among which the hybridization between dislocation and Re is the most complicated. On the macroscopic level, the critical resolved shear stress of the $\gamma$ matrix containing dislocation–doping complex was predicted at $T = 0$ and 78 K from first-principles calculations. Considering the distribution of the doping elements between two phases, the remarkable strengthening effect of Re in Ni-base superalloys can be ascribed to a combination of the strong partitioning to the $\gamma$ phase and the strong chemical interactions with dislocation.

1. Introduction

The nature of the dislocation–doping interaction is one of the important questions in the physics of the solid solution strengthening. An accurate configuration of the dislocation core structure is the key for understanding the mechanism of interaction between dislocation and the doping atoms in alloys. Atomic level studies by density functional theory (DFT) can precisely deal with a system containing hundreds of atoms, but are unable to address larger scale many-body problems. Continuum elasticity theory can deal with the long range stress field problem of material containing a dislocation–doping complex, but neglects the dislocation core structure. Therefore, the multi-scale modelling algorithm and bridging model are necessary and presented in this work. We hope that the multi-scale research for gaining the insight into the materials will promote the development of material science especially with the study of Materials Genomic Initiative (MGI).

In the last twenty years, the multi-scale methods have been developed rapidly for probing the physical problems and exploring the intrinsic properties of material over multiple spacing and time scales in material science.

To achieve seamless coupling between different length scales, various algorithms have been developed such as macroscopic atomistic $ab$ initio dynamics, n-layered integrated molecular orbital and molecular mechanics, learn on the fly, quantum mechanics (QM)-coupled atomic discrete dislocation, constrained density functional theory and lattice Green-function (LGF). Among these methods, the LGF, which can bridge the gap in length scales between the DFT calculations on the atomic scale and the larger-scale continuum medium elasticity theory by an analytical formula, has been successfully applied to metallic systems to predict the dislocation core structure. Nickel-base superalloys possess outstanding high-temperature strength, low crack-growth rates and oxidation resistance and they have important applications in aircraft industry. Analysing the mechanical property of the material from the electronic structure with the multi-scale method has vast importance to the progress of nickel-base superalloys. In Ni-base single-crystal superalloys most of dislocations are present in the $\gamma$ matrix, as indicated by experiments using scanning electron microscopy (SEM). Huang et al. found by using energy dispersive X-ray spectroscopy (EDS) that refractory elements co-segregated at the dislocation core region, moreover other 3D atom probe tomography experiments also showed the partitioning of the solid solution strengtheners to the $\gamma$ phase. In this regard, we will perform our study in the $\gamma$ matrix containing dislocation–doping complex, where the doping atoms are refractory elements Ta, W and Re, respectively.

The paper is organized as follows: Section 2 presents the Phonon Green-function with lattice dynamics and bridging mode in multi-scale science; Section 3 outlines Electronic mechanism of dislocation–doping interaction in the $\gamma$ matrix: Section 3.1 and 3.2 show computational model and methods respectively; the interaction energies between dislocation and doping atoms are to be presented in Section 3.3.1; in Section 3.3.2, we analyse the electronic structure of dislocation and dislocation–doping complex; Section 4 outlines the prediction...
of critical resolved shear stress on the dependence of temperature and concentration, including the corresponding first-principles calculations to obtain the parameters to carry out the prediction; Section 5 summarizes our work.

2. Phonon Green-function with lattice dynamics and bridging mode in multi-scale science

2.1 Theoretical background

The Hamiltonian of the lattice vibration system under the harmonic approximation is

\[ H = T + \Delta \phi = \frac{1}{2} \sum_{l,a} M \dot{u}_a^2 + \frac{1}{2} \sum_{l,\alpha} \sum_{r,\beta} \Phi_{\alpha \beta} \left( l, l' \right) u^*_\alpha u_\beta \]  

(2-1)

where \( \Phi_{\alpha \beta}(l, l') \) expresses force constant

\[ \Phi_{\alpha \beta} = \Phi_{\alpha \beta}(l, l') = \frac{\delta^2 \phi}{\delta u_\alpha \delta u_\beta} \]  

(2-2)

and \( \Delta \phi = \phi - \phi_0 \), \( \phi \) is the total potential of the lattice system with the atom displacements, while \( \phi_0 \) corresponds to the potential energy when the displacements are zero.

From canonical equation of classical mechanics, the equation of motion of the lattice vibration system\(^2\) can be written as

\[ M \ddot{u}_a = -\frac{\partial \phi}{\partial u_a} = -\sum_{r,\beta} \Phi_{\alpha \beta}(l, l') u^*_\beta = f^a \]  

(2-3)

This is a linear coupling equation with 3N freedom.

2.2 Phonon Green-function\(^9\)

The Green-function is defined as the solution of the operator \( L(\vec{r}) \) equation and \( L(\vec{r}) \) is a linear Hermitian and time independent differential operator. The equation is expressed as below

\[ \left[ Z - L(\vec{r}) \right] G(\vec{r}, \vec{r'}, Z) = \delta(\vec{r} - \vec{r'}) \]  

(2-4)

In the \( \vec{r} \)-representation, it can be written as

\[ \left[ Z - L \right] G = 1 \text{ or } G(\omega^2) = (\omega^2 I - L)^{-1} \]  

(2-5)

Considering the phonon Green-function, one can have the expression as follows

\[ G(\omega^2) = \left\langle \frac{1}{I} \left[ \omega^2 I - L \left( \vec{r} \right) \right] ^{-1} \right\rangle \]  

(2-6)

2.3 Green-function method for lattice statics\(^10\)

The method is based on the Born–Von Kármán model\(^10\) of the lattice and take the zero frequency\(^2\) limit in the Born–Von Kármán equation for lattice dynamics. We can use the static Green-function for the imperfect lattice.

Based on our design for computational model and the changing trend of structural energy \( E_0 \), the defect complex are only contained in the quantum mechanics area, which will result in the bridging area between the QM region and continuum medium region. Therefore we can use the static lattice Green-function treating the “bridging” problems of multi-scale spanning level.

Introducing 3N dimension column vectors \( u \) (displacement) and \( f \) (force acting on atoms), and the 3N x 3N square matrices \( \Phi \) (force constant) and \( L \) (operator). Operator \( L \) is defined as

\[ L = M \ddot{u} + \Phi \]  

(2-7)

Correspondingly, the equation of motion for the lattice can be written in a matrix rotation as

\[ Lu = 0 \]  

(2-8)

If the displacement is time dependent, \( \omega \) is phonon frequency,

\[ u = \exp(i \omega t) \]  

(2-9)

Therefore we have

\[ L = -M \omega^2 \]  

(2-10)

If we take zero frequency limit, then the important expression is given as follows

\[ L = \Phi \]  

(2-11)

From the eqn (2-5) and (2-11) we obtain

\[ G(\omega^2) = (\omega^2 I - L)^{-1} = -(L)^{-1} = -(\Phi)^{-1} \]  

(2-12)

2.4 Constructing the bridging mode for multi-scale science\(^14\)

From the equation of lattice motion

\[ M \ddot{u}_a = -\sum_{r,\beta} \Phi_{\alpha \beta}(l, l') u^*_\beta = -\frac{\partial \phi}{\partial u_a} = f^a \]  

(2-13)

with phonon Green function characteristic:

\[ G(\omega^2) = -[\Phi_{\alpha \beta}(l, l')]^{-1} \]  

(2-14)

We can obtain

\[ \sum_{r,\beta} (G^{-1}) u^*_\beta = f^a \]  

(2-15)

Utilizing operator performance, the expression is written as below:

\[ \sum_{r,\beta} GG^{-1} u^*_\beta = \sum_{r,\beta} G f_i^a \]  

(2-16)

Based on the physics of force constant as well the translation symmetry of lattice, the equation of the bridging mode in the multi-scale science can be converted as
\[ u_i^\text{a} = \sum_{f=\text{d}} G f_i^\text{a} \]  

(2-17)

3. Electronic mechanism of dislocation–doping complex in the gamma phase

3.1 Computational model

An accurate atomic configuration of dislocation core is the key for understanding the electronic effect of the dislocation–doping complex in alloys. Generally, dislocations in a crystal are characterized by slip systems which consist of slip plane and direction. In a face-centred cubic (FCC) crystal, dislocations slip preferentially occurs on closed-packed (111) planes along [110] direction. In Ni matrix, an initial edge dislocation in the most observed slip system was constructed from the displacement field induced by dislocation in the crystal.\(^22\)

The model of the edge dislocation was along the \(x[110], y[111]\) and \(z[112]\) directions, with the size of 50 Å \(\times\) 50 Å \(\times\) 4.311 Å containing 495 atoms. The dislocation line direction which consists of six non-equivalent (112) planes was in the \(z\) direction and periodic boundary condition was applied, while in the \(x\) and \(y\) directions vacuum boundary was introduced to separate the dislocation from its periodic images. The calculated model was divided into three regions, comprising a quantum mechanics (QM; region I) region containing 80 atoms near the core; a GF region (region II; 223 atoms) that can be treated as the bridging region between the two length scales and final continuum mechanics (CM; region III) region. The outermost layers of the model were contained in region III as if they were part of the infinite bulk.

3.2 Computational methods

The DFT calculations were implemented by using the Vienna Ab initio Simulation Package (VASP),\(^31,34\) projector augmented wave method\(^35,36\) and the generalized gradient approximation (GGA) in the parameterization introduced by J. P. Perdew, K. Burke and M. Ernzerhof (PBE).\(^37\) The Fermi surface was smeared out using the Methfessel–Paxton smearing scheme\(^38\) taking \(\sigma = 0.2\) eV. Plane waves have been included up to a cutoff energy of 300 eV. The convergence precision of the total energy was chosen as 10–5 eV in the relaxation of the electronic degrees of freedom, and a \(1 \times 1 \times 4\) Monkhorst–Pack \(k\)-mesh\(^39\) was used.

The relaxation of the edge dislocation was carried out by combining first-principles calculation and the LGF multi-scale method. All atomic positions were optimized using the Hellmann–Feynman forces with the LGF method, which has been described previously.\(^35\) The LGF was applied to relax atoms throughout the entire region to minimize forces in the LGF region. Regarding the force-constant matrix used to obtain the LGF is derived from the perfect crystal, iterations between the VASP relaxation and the LGF optimization of the atomic positions are required. The maximum forces in the transition region in each iteration are shown in Fig. 1, where we can see that the maximum forces decrease with each iteration.

3.3 Results and discussion

3.3.1 Solute–dislocation interaction energies in dislocation core region. In FCC materials, it is energetically favourable for glide dislocations to dissociate into two Shockley partial dislocations bounding a ribbon of stacking faults in (111) planes:

\[ \frac{1}{2}[110] \rightarrow \frac{1}{6}[211] + (\text{SF}) + \frac{1}{6}[T2T] \]

Fig. 2 presents the equilibrium dislocation core structure obtained in our calculation. The final equilibrium dislocation geometry has a core dissociated into two Shockley partials separated by approximately 15.4 Å, which is slightly larger than the value of 14.9 Å reported in ref. 41. We made dislocation analysis by Ovito software\(^42\) and the fragment of the central part of the dislocation core (atoms in red in Fig. 2) is shown in Fig. 3, in which atoms are coloured based on their local coordination structure. The stacking fault between two partial dislocations has HCP structure, and it is denoted by magenta atoms. Grey atoms represent the two Shockley partial dislocations and blue atoms represent FCC structure. The equilibrium dislocation core structure is the essential basis for the electronic structure calculations.

The interaction energy at site \((x_i, y_j)\) was defined as the difference between the energy of the cell with a solute atom in dislocation core and the reference energy when the doping atom is located at infinity

\[ E_{\text{inter}}(x_i, y_j) = E_{\text{dis-doping}}(x_i, y_j) - E_{\text{ref}} \]  

(3-1)

They were calculated when doping atoms occupy specific substitution positions in \((110)\) (111) edge dislocation core in the \(\gamma\) phase. Doping atoms substitute for Ni atoms in different positions labelled 1–22 in Fig. 3, in both the compressed and the dilated regions of the dislocation. In the calculation only the central 80 atoms were relaxed with the surrounding atoms kept fixed.

In Fig. 4, the dislocation–doping interaction energies computed by DFT on both sides are shown for Re, W and Ta,
respectively. As displayed in the plots, in dilated region the interaction energies are negative while in compressed region the energies turn out positive. We know that Ta, W and Re are bigger than the host Ni atoms, with atomic radii of 1.47, 1.39, 1.38 Å respectively. According to the continuum medium theory, the interaction energies are negative in the dilated region, which implies that our DFT calculations are in agreement with classical elastic theory. The negative interaction energies indicate that solute atoms prefer segregation in the dilated region; on the other hand, it can be characterized as friction forces when dislocation glide and therefore promote the strength of the alloy. For positions in compressed region, the interaction energies are positive which means the substitution positions in this region are energetically less favourable compared with positions in dilated region. Besides, simple symmetry can be seen in interaction energies from Fig. 4, which demonstrates the same symmetry in dislocation structure.

It is noted that the magnitude of interaction energies caused by doping atoms in the dilated region obey the order: Ta > W > Re. To confirm this energy trend, the discrete variational method (DVM) was employed to calculate the interatomic energy (IE), which is an excellent quantity to represent the bonding strength between atoms and has been used successfully to study the electronic structure of metals and alloys. In the DVM frame, the molecular orbitals were expressed by a linear combination of atomic orbitals, and we used a single-site basis set with the frozen core mode in the atomic orbitals. The IE between atoms \( l \) and \( l' \) is expressed as

\[
E_{df} = \sum_n N_n \sum_{\alpha \alpha'} a^*_n \alpha \alpha' \alpha'_{n l} l H_{\alpha' \alpha'_{l l'}}
\]

where \( N_n \) is the occupation number for the molecular orbital \( \Psi_m \), and \( H_{\alpha' \alpha'_{l l'}} \) is the Hamiltonian matrix element between the atomic orbital \( \alpha' \) of atom \( l' \) and the atomic orbital \( \alpha \) of atom \( l \). More details can be found in the literature.

Based on the dislocation–doping interaction energies computed by VASP, we calculated the IE between impurity atom \( X (X = Ta, W \text{ or Re}) \) (for W and Re locating at the Ni6 lattice site and for Ta at the Ni2 site) and its three first nearest-neighbour (FNN) Ni atoms and found that the absolute value of IE is in the same order such that Ta > W > Re. The obtained IE are shown in Fig. 5, together with the corresponding Ni–Ni atom pairs for comparison. This is in accordance with the trend of dislocation–doping interaction energies we computed by DFT and agrees well with the result obtained by Shinoda.

As regards the most attractive positions, for W and Re they are located in the stacking fault region at the Ni6 site, while for
Fig. 5 Magnitude of the interatomic energy between atom X (X = Ta, W, Re and Ni) and its three NN Ni atom pairs atoms by DVM calculations.

Fig. 6 The contribution of strain and chemical energies to the total interaction energies for Ta, W and Re.

Ta the binding is found to reach a maximum in the vicinity of the partial dislocation and the corresponding position locates at Ni2 site. Size misfit maybe the main factor for this discrepancy. Ta is more deformed relative to W and Re at the same position in stacking fault region, which will lead to a smaller probability of segregation and limited solubility in the γ phase.

From the calculated interaction energies, it is straightforward to see that when substituting for a host Ni atom, a larger solute atom will induce larger strain. Table 1 presents the dopant atomic radius values and their average NN distances in dislocation core. It is evident to show that Re introduces the smallest amount of relaxation among the three elements, from which we conclude that the larger size misfit between doping and bulk atoms, the larger magnitude of the dislocation–doping interaction energies are. To estimate the importance of the strain relaxation, we propose that the interaction energies for the dislocation–doping complex are the sum of strain energy and chemical energy, given as

$$E_{\text{interaction}} = E_{\text{strain}} + E_{\text{chem}}$$

(3-3)

and the strain energy caused by the volume difference between the doping and bulk atoms can be written as

$$E_{\text{strain}} = E_{\text{relaxed}} - E_{\text{clean}}$$

(3-4)

where $E_{\text{relaxed}}$ is energy of the clean system with the atomic configuration when doping atoms are in the dislocation core, and $E_{\text{clean}}$ is energy of the clean system with its own relaxed configuration. The calculated results and the contribution portion of the two kinds of energy are shown in Fig. 6. From the plot in Fig. 6 we can see that with the decrease of the strain caused by the volume difference, the chemical interaction plays an increasingly larger role. For the Re-doped system, the chemical contribution accounts for nearly 95% of the whole interaction energy, which is the largest such contribution among the three doped systems. This signifies that Re is more chemically active than W and Ta. Therefore, we conclude that the chemical interaction should play a non-negligible function in Re-doped solid solution strengthening.

3.3.2 Electronic structure analysis. Generally speaking, the dislocation–doping interaction is a combination of factors including size misfit, modulus misfit and stacking fault energy change. On the other hand, from the point of view of physics, the electronic effect of doping atoms plays a more significant role in affecting the mechanics properties of the alloy. When doping atoms enter into the alloy, the electronic structure of the system and the bonding characteristics will be seriously affected from which we can understand the physical origin of the interaction between doping atoms and dislocation.

To further understand the electronic mechanism of interaction of dislocation–doping complex, we consider the charge density difference (CDD), the local density of states (LDOS) and partial DOS (PDOS) for atoms in the dislocation core. We take the most stable structures which correspond to the minimum energy configurations to calculate the electronic structure for (i) pure Ni matrix, (ii) system containing dislocation only, and (iii) system containing dislocation–doping complex, to illustrate the electronic effect of dislocation–doping interaction.

| Element | Difference of radius between doping atom and Ni $\Delta r$ (Å) | Average FNN distance in perfect lattice (Å) | Average 1st NN distance in dislocation core structure (Å) |
|---------|------------------------------------------------------------|---------------------------------------------|---------------------------------------------------|
| Re      | 0.134                                                      | 2.504                                       | 2.520                                             |
| W       | 0.144                                                      | 2.511                                       | 2.533                                             |
| Ta      | 0.224                                                      | 2.537                                       | 2.587                                             |
3.3.2.1 Density of states in dislocation core. To clarify the change of the electronic structure due to the presence of dislocation, we first consider the system containing dislocation only. In Fig. 7 the DOS for atoms (solid lines in Fig. 7) in the dissociated dislocation core are presented, along with the DOS for atoms in perfect crystal (dashed lines) given for comparison. The Fermi level of the clean dislocation system is \(-1.598\) eV, and was shifted to zero in the DOS plots.

Comparison of the DOS with the perfect crystal establishes four points. First, dissociated dislocation does not bring significant changes at the Fermi level, except the decreased DOS of Ni1 atom which located around partial dislocation. Second, the DOS for atoms (Ni21 and Ni27 in Fig. 7) far from dislocation core are almost the same as that of perfect crystal. This implies that the electronic effect of dislocation is rather local in material. Third, little split can be found on DOS curves around \(-1.8\) eV for atoms near the stacking fault region, and the electronic states become more extended and disperse. Fourth, PDOS analysis shows that s-states and p-states are almost unchanged with dislocation defect, only the d-states are influenced strongly below the Fermi level.

The analysis revealed that the electronic structure are sensitive to surrounding environment, even though the DOS didn’t change significantly in dissociated dislocation.

3.3.2.2 Electronic structure of dislocation–doping complex system. As mentioned above, the most stable structures containing dislocation–doping complex correspond to configurations when Re (W) substitute Ni6 site while Ta substituting Ni2 site respectively. These most stable configurations were taken to calculate the electronic structure of the dislocation–doping effect.

Fig. 8 shows CDD contour maps on the (111) slip plane of dislocation doped with Re, W and Ta, respectively. In the plots, the red areas correspond to an increase in electron density. As shown in the CDD, the accumulation of charge has an order of Re–Ni > W–Ni > Ta–Ni. The orbital overlap is mainly contributed by doping atom localized 5d and Ni 3d orbitals in the interaction of dislocation and doping, therefore we deduce that it is small distance that facilitate orbital overlap and charge accumulation will be affected by the distance between atoms. Hence the charge accumulation is less pronounced between Ta–Ni, because of the larger atomic radii and less d electrons of Ta. To examine the range of the effect of doping atoms, we plot the LDOS of Re, W and Ta and their respective NN atoms (from 1st NN to 3rd NN, the interatomic distance are shown in Table 2) in dislocation core system in Fig. 9. The Fermi level of Re, W and Ta doped systems are \(-1.283\) eV, \(-1.281\) eV, and \(-1.284\) eV respectively and they are all shifted to zero in the plots. It is found that, compared with the DOS of the 2nd NN and 3rd NN atoms, the LDOS of the 1st NN atoms at \(E_f\) are significantly affected, wherein the DOS decrease at \(E_f\) and peaks near \(E_f\) are shifted downward to lower energies. In the middle of the valence band, electronic states of 2nd NN and 3rd NN atoms can be found to contribute to hybridization in the three doped systems. However, in Re (W) doped dislocation, only the 1st NN atoms participate in hybrid with doping atoms at the lower edge of valence band, while in Ta doped dislocation, hybrid peaks can even be found on the 3rd NN Ni atom. This indicates that the electronic states of Re and W are more localized than that of Ta. Evident localized states are also be found for Ni5 atom in Re (W) doped dislocation, which can form strong hybrid states with doping atoms.

It has been testified that for 3d transition elements, the itinerant electrons are essentially 3d electrons with very few 4s electrons at the Fermi surface. Therefore, the reduction of states at the \(E_f\) and the shift of the main peaks to lower energies suggest that itinerant electrons on Fermi surface have been
transferred to a deeper valence band, which result in less chemical activity and a low excitation transition probability to ensure the increased stability of the system. Hence, conclusions are obtained that the interaction between dislocation and doping atoms can stabilize the dislocation structure.

To further investigate the chemical interaction between dislocation and doping atoms, detailed analysis on the PDOS is necessary. We plot the PDOS of Re, W and Ta and their respective 1st NN atoms (Ni5 for Re and W, Ni3 for Ta) in dislocation core (in solid lines) in Fig. 10–12, along with the corresponding PDOS in bulk Ni (in dashed lines) for comparison. The DOS curves of atoms in dislocation core are shown in solid lines, while in perfect crystal they are shown in dashed lines. It is noted that s and p states exhibit extended character while d electronic states are more localized. Taking into consideration of the local effect of doping defect, there are no significant changes on the s and p states of Ni atom and changes mainly take place on d electronic states. Although Re, W and Ta have similar electronic configuration only with one valance electron difference on d-orbitals, the d-DOS of their surrounding 1st NN Ni atoms are influenced to varying degrees, among which the effect of Re is the most dramatic. Due to the delocalized nature of s and p states, their contribution to hybrid is minor. Therefore, focus will be put on d-orbitals analysis.

In Fig. 10, d-DOS of Re atom in dislocation from $E = -6$ to $-4.6$ eV remain nearly unaffected and minor differences mainly occur in the energy range from $-4.6$ eV to Fermi level. Whereas, d-DOS of FNN Ni5 atom are significantly changed both near the Fermi level and in the lower bound of the valence band. It’s notable that the chemical interaction between dislocation and Re results in an increase of 0.18 states for Ni5 atom and a decrease of 0.18 states for Re atom in the same energy range $E = -6$ to $-4.0$ eV. Moreover the valley appears on Ni5 d-DOS between $E = -1.56$ eV and Fermi level with a decrease of 0.13 states, which means the electrons in the upper part of the valence band are transferred to the deeper energy levels and make the structure more stable. From the fivelfold d-orbital PDOS (not shown), it is indicated that the additional

| Table 2 | Interatomic distance between doping atoms and their NN Ni atoms (Å) |
|--------|------------------|
|        | Re   | W    | Ta   |
| 1st NN | d(Re–Ni17) = 2.441 | d(W–Ni17) = 2.456 | d(Ta–Ni13) = 2.462 |
|        | d(Re–Ni5) = 2.518 | d(W–Ni5) = 2.534 | d(Ta–Ni3) = 2.545 |
| 2nd NN | d(Re–Ni19) = 3.370 | d(W–Ni19) = 3.368 | d(Ta–Ni15) = 3.628 |
| 3rd NN | d(Re–Ni3) = 4.475 | d(W–Ni3) = 4.485 | d(Ta–Ni5) = 4.489 |

Fig. 8 Charge density difference (in units of e per (a.u.))$^3$ of Re (upper), W (middle) and Ta (lower) doped in γ phase dislocation core.
electronic states of Ni5 between the energy $E = -6$ and $-4.0$ eV have $t_{2g}$ ($d_{xy}$, $d_{yz}$, and $d_{xz}$) character, on the other hand $t_{2g}$ states decrease in the energy range from $-3.9$ to $-2.2$ eV. This implies that, the interaction between Re and dislocation made $t_{2g}$ states move from the energy between $E = -3.9$ and $-2.2$ eV to deeper energies, forming the hybrid peaks at around $-4.6$ eV and resulting in a lowering of the energy. Therefore, the bonding states around $-4.6$ eV can be further assigned to the dd ($Re$ 5d $t_{2g}$ – Ni 3d $t_{2g}$) states. Moreover, dd ($Re$ 5d $t_{2g}$–Ni 3d $t_{2g}$) and dd ($Re$ 5d $e_{g}$–Ni 3d $e_{g}$) hybrid states can also be found at $-2.0$ eV and $-1.5$ eV, respectively. From $-1.5$ eV to the Fermi level, it is indicated that there are nonbonding states between Re and Ni5. Besides, detailed analysis indicates that compared with the PDOS in doped bulk Ni (shown in dashed lines), there is an increase of 0.16 states occupying Ni5 d-$t_{2g}$, this suggests that charge transfer into Ni $t_{2g}$ orbitals along [011] and [101] directions in which the atom pairs Re–Ni5 and Re–Ni7 are aligned respectively. It should be noticeable that the interatomic distance of Re–Ni5 and Re–Ni7 are relatively smaller among Re and its FNN atoms, thus the decreased bond length will facilitate the orbitals overlap. Meanwhile, the increase of 0.16 states for Re 5d-$e_{g}$ states implies that charge also accumulate along [110] directions. Therefore, electrons will redistribute to increase interatomic bond strength with the effect of interaction between dislocation and doping Re atom. In summary, on the microscopic level, we attribute the strengthening effect to the chemical interaction of dislocation–Re, forming hybrid peaks at lower energy levels and making charge redistribute.

The PDOS of W and its FNN Ni5 atoms are shown in Fig. 11. Compared with Re doped system, Ni5 d-DOS is relatively little changed only with hybrid peaks shifting to higher energies in both the upper bound and lower bound of the valence band. The intensity of hybrid peak of 0.90 eV$^{-1}$ at $E = -4.43$ eV in W doped dislocation is smaller than the corresponding peak with maximum 0.92 eV$^{-1}$ at $E = -4.6$ eV in Re doped dislocation.

Therefore, the hybrid between W–Ni5 is weaker compared to Re–Ni5 interaction due to the hybridization peaks shifting to higher energy levels and the decreased intensity. However, in W doped dislocation, s and p states are found to participate in hybrid with Ni5 3d states. This will decrease the directivity of covalent-like bonding of atom pairs between Ni and W.

Fig. 12 shows the PDOS of Ta and its FNN Ni atoms. It is found that d-DOS of Ni3 in Ta doped dislocation core is markedly different from that in Re or W doped conditions. As shown in Fig. 12, Ni3 d-DOS peaks at around $-4.5$ eV and $-1.5$ eV almost disappear, suggesting that the hybrid between Ta 5d–Ni 3d is the weakest among the three doped systems. However, several small hybrid peaks appeared, forming ss (Ta 6s–Ni 4s) bond below the energy $-5.6$ eV, which are absent in Re and W doped systems. Moreover, contribution of p states of Ta to hybrid at around $-2$ eV should not be neglected. All these reveal that the s and p states of Ta are more extended than that of Re and W due to the weak attraction between Ta ion core and
valence electrons. Therefore, there will be more s and p states participating in bonding when Ta interact with its NN Ni atoms in dislocation core, and the directivity of covalent-like bonding between FNN Ni and Ta is the weakest among the three doped system.

Overall, based on the above analysis of electronic structure, orbital hybridization was found in the interaction between dislocation and doping atom. This was the major contributor to the increase of bond strength by optimizing the direction and overlap of the atomic orbitals. Thus charge transfer corresponding to the changes of \( t_{2g} \) and \( e_g \) states in d-DOS, will be along the optimized direction for which the distance between Ni and doping atoms is smallest as shown in CDD map in Fig. 8. The orbital hybridization and charge transfer can be taken as electronic effect of dislocation–doping complex and be attributed to the increased bond strength and structure stabilization on microscopic level. Among the three refractory elements, Re has half-filled 5d valence electrons while with the smallest radii, therefore, the local Re 5d–Ni 3d interaction will predominate in the hybrid and make the hybrid the most complicated. This is in accordance with our calculation that found, in Re-doped system the chemical contribution accounts for the vast majority of the interaction energy. In Ta doped system, more s-states participate in hybrid, which are absent in Re and W doped systems. Therefore, the directivity of covalent-like bonding between FNN Ni and Ta is the weakest.

4. Prediction of resolved shear stress from first-principles calculation

In Section 3, we have analysed the electronic structure of dislocation–doping complex and explained the stabilization mechanism on microscopic level. It is generally accepted that the macroscopic physical properties are affected by atomic-level electronic interactions. The yield strength is a critical parameter in the mechanics performance. Therefore, prediction of the yield strength from electronic level will be necessary to explore the effect of the alloying elements. In this section, we adopt the method proposed by Leyson\textsuperscript{22} to calculate the resolved shear stress (CRSS) of \( \gamma \) phase containing dislocation–doping complex. More details about the method can be found in ref. 52 and 53.

The method covers the interaction energy across multiple length scales by combining first-principles calculations

\[
E_{\text{inter}}(x, y) = E_{\text{dis-doping}(x, y)} - E_{\text{ref}}
\]  

with elasticity calculations

\[
U_{\text{elastic}} = -p \Delta V
\]

where \( p \) is the stress field of the dislocation and \( \Delta V \) is misfit volume, which can be obtained from first-principles calculations.

With the introduce of statistical model, total energy change \( \Delta E_{\text{tot}}(\xi, \omega) \) due to the spatial fluctuations of doping concentration can be written as

\[
\Delta E_{\text{tot}}(\xi, \omega) = \left[ \left( \frac{1}{2} \frac{w^2}{\omega^2} \right) + \Delta E_p(\xi, \omega) \right] \left( \frac{L_0}{2\pi} \right)
\]  

with \( L_0, \omega \) and \( \xi \) are dislocation length, dislocation bowing segment length and the bow-out distance, respectively. \( \Gamma_0 \) is the line tension of the dislocation

\[
\Gamma = \frac{\mu b^2}{8\pi(1-v)} (2 - \nu + 3\nu \cos 2\theta)
\]

here, \( b \) is the Burgers vector, \( \theta \) is the angle between \( b \) and dislocation line, \( \mu \) is the shear modulus and \( \nu \) is Poisson’s ratio.

Minimizing the total energy change, the energy barrier can be expressed

\[
\Delta E_b = \left( \frac{4 \sqrt{2} - 1}{3} \right) \left( \frac{\omega c^2 \Gamma \bar{E}_p^2(w_c)}{b} \right) \frac{1}{3}
\]

The zero-temperature yield strength \( \tau_{0} \) corresponds to the stress at which the dislocation escapes from the energy barrier, and it can be predicted as

\[
\tau_{0} = 1.01 \left( \frac{c^2 \bar{E}_p^2(w_c)}{b^3 w_c^3} \right) \frac{1}{7}
\]
4.1 First-principles calculations of the parameters for the elasticity computation

In this portion, the elastic parameters and misfit volume are obtained from DFT calculations, they are necessary mechanics parameters for the doping systems and will be essential in the continuum elasticity theory calculations.

The models adopted are $2 \times 2 \times 2$ supercells with one doping atom substituting one bulk Ni atom. A $11 \times 11 \times 11$ Monkhorst-Pack $k$-mesh and a kinetic energy cutoff of 500 eV were used in the elastic moduli calculations. The bulk modulus was obtained by fitting the Murnaghan equation of state and elastic constants were obtained by using the energy-strain approach. The shear modulus $\mu$ and Poisson’s ratio $\nu$ were calculated according to the equations of linear elasticity for isotropic materials, given as

$$\mu = \frac{3c_{44} + c_{11} - c_{12}}{5} \quad (4-7)$$

$$\nu = \frac{3B - 2\mu}{2(3B + \mu)} \quad (4-8)$$

Good agreement is obtained between our DFT calculations and the available data from other calculations. The values of the bulk and shear moduli and Poisson’s ratio obtained are given in Table 3.

With the calculated elastic parameters, the line tension of the dislocation in expression (4-4) can be obtained as $0.19 \text{ eV Å}^{-1}$.

The misfit volume $\Delta V$, which is the volume difference between doping and bulk atoms, is another parameter obtained from the DFT calculation. The calculation is based on the definition of the bulk modulus $B$, given as

$$B = \frac{\partial P}{\partial V}(-dV/V_0) \quad (4-9)$$

Eqn (4-9) expresses that the system is under a pressure $P_0$ with its volume $V_0$, and if the pressure increases by the amount $dP$ ($P_0 \rightarrow P_0 + dP$) then the corresponding volume will decrease by an amount $dV$ ($V_0 \rightarrow V_0 - dV$). From eqn (4-9), the volume change can be derived by $dV = -(\partial P/B)V_0$. To ensure precision, we used the method described in ref. 7 and 57 to compute the misfit volume $\Delta V$

$$\frac{\Delta V}{V_0} = -\left(\frac{1}{B} \frac{\partial P}{\partial \varepsilon}\right) c_{\text{sol}} \quad (4-10)$$

where $c_{\text{sol}}$ is the solute concentration with only one solute atom in the cell. Separate geometry optimizations were made in the fixed volume supercells with one, two and three solute atoms. We employed two different supercells sizes containing 27 and 64 atoms, and calculated for the solute atoms of Ta, W and Re with the misfit volume values of $\Delta V = 6.62, 4.71$ and $4.06 \text{ Å}^3$, respectively.

4.2 Resolved shear stress at 0 K and finite temperatures

By using the elastic parameters and misfit volume from DFT calculations, together with the interaction energies from two length scales as input to the strengthening model, the critical resolved shear stress (CRSS) of Ni-Ta, Ni-W and Ni-Re at $T = 0 \text{ K}$ and $T = 78 \text{ K}$ can be predicted. In general, the single-phase solid-solution model yield stress is a combination of lattice frictional stress and the additional strengthening contributed by doping atoms. The lattice frictional stress is intrinsic resistance to dislocation movement and can be taken as Peierls stress, given as

$$\tau_p = \frac{2\mu}{1-\nu} \exp\left(-\frac{2\pi d_s}{b}\right) \quad (4-11)$$

with $d_s$ the dislocation width. In body-centred cubic crystal this stress can’t be ignored, while in FCC crystal it may be neglected due to the small value of just 0.77 MPa. Therefore, in γ-FCC Ni, the expression for the yield stress can be written as

$$\tau = \tau_p + \Delta \tau_{ss} = \Delta \tau_{ss} \quad (4-12)$$

where $\Delta \tau_{ss}$ is the increased stress owing to the presence of the doping atoms.

In the fragment of Labush’s theory, the CRSS is proportional to solute concentration to the power of 2/3 for dislocation-mediated plasticity, and to a certain degree it also depends on the temperature and strain rate. Fig. 13 shows the theoretically predicted $\tau_s$ values vs. the solute concentration (at%) at $T = 0$ and 78 K under the strain rate of $\dot{\varepsilon} = 6.67 \times 10^{-5}$ s$^{-1}$. As illustrated in Fig. 13, among the three refractory elements, Ta increases $\tau_s$ of the γ phase most significantly.

Considering that in Ni-base single superalloys, Ta is a strong γ$'$-forming element that preferentially partitions into the γ$'$ phase and exhibits limited solubility in γ-FCC Ni (only 0.6 wt% (ref. 61)), the data will be considered up to a maximum concentration of 2 at%. Compared with the results from solid solution strengthening experiments, our calculation obtains the same trends and order of magnitude for different solutes strengthening effect. Re mainly partitions to the γ phase, therefore it may be one reason for the remarkable strengthening effect of Re in Ni-base superalloys.

The temperature and strain rate dependence of the CRSS when solute concentration is 1 at% are shown in Fig. 14, where it is obvious to see that the CRSS increase with the strain rate. In addition, the CRSS is sensitive to temperature under different strain rates, just as shown in the plot, at low temperature there is a period of slow increase for the CRSS with the increased strain rate, but this increase accelerates at higher temperature. Campbell classified the $\tau$ vs. temperature curve into four temperature regimes. Based on the classification, high stress will be needed to aid the dislocation to pass through an array of
solute atoms under the non-thermal activated regime; but the dislocation can be more easily thermally activated over the energy barrier resulting in a decreasing CRSS with increasing temperature.

On the basis of our calculated results, Ta exhibits a high solid solution strengthening ability. However, the influence of Ta on the CRSS of γ-FCC Ni is restricted because of its limited solubility in the Ni matrix. On the other hand, Re exhibits remarkable strengthening effect in real Ni-base superalloys with respect to W and Ta, which maybe the results of the complex chemical interaction between Re and dislocation and the strong partitioning of Re to γ phase.

5. Conclusions

Based on the lattice Green-function and first principles, we performed the continuum mechanics (CM)/quantum mechanics (QM) multi-scale simulation of dislocation in the γ phase of Ni-base superalloys and analysed the electronic effect of interaction between dislocation and doping atoms. The calculations indicated that the chemical contribution accounts for nearly the whole interaction energy in dislocation–Re complex. This signifies that Re is more chemically active than W and Ta. Furthermore, electronic structure analysis demonstrated that hybrid take place during the interaction between dislocation and doping atoms (Ta, W and Re) in the γ phase, among which the hybridization between dislocation and Re is the most complicated. This also implies that the chemical interaction plays an important role in the bonding states. On the macroscopic level, we predicted the critical resolved shear stress of dislocation–doping complex at $T = 0$ and 78 K respectively and found that Ta is the most potent element for strengthening. However, Ta mainly partials to γ’ phase and the solubility is quite limited in the γ matrix, hence the strengthening of γ phase is restricted. Based on the distribution of solute elements between two phases in Ni-base superalloys, we conclude that the remarkable strengthening effect of Re in Ni-base superalloys may be ascribed to a combination of the strong partitioning of Re to the γ phase and the strong chemical interactions when Re interacts with defects in the dislocation core.
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