Counterexamples to the maximal $p$-norm multiplicativity conjecture for all $p > 1$
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For all $p > 1$, we demonstrate the existence of quantum channels with non-multiplicative maximal output $p$-norms. Equivalently, for all $p > 1$, the minimum output Rényi entropy of order $p$ of a quantum channel is not additive. The violations found are large; in all cases, the minimum output Rényi entropy of order $p$ for a product channel need not be significantly greater than the minimum output entropy of its individual factors. Since $p = 1$ corresponds to the von Neumann entropy, these counterexamples demonstrate that if the additivity conjecture of quantum information theory is true, it cannot be proved as a consequence of any channel-independent guarantee of maximal $p$-norm multiplicativity. We also show that a class of channels previously studied in the context of approximate encryption lead to counterexamples for all $p > 2$.

I. INTRODUCTION

The oldest problem of quantum information theory is arguably to determine the capacity of a quantum-mechanical communications channel for carrying information, specifically classical bits of information. (Until the 1990’s it would have been unnecessary to add that additional qualification, but today the field is equally concerned with other forms of information like qubits and ebits that are fundamentally quantum-mechanical.) The classical capacity problem long predates the invention of quantum source coding [1, 2] and was of concern to the founders of information theory themselves [3]. The first major result on the problem came with the resolution of a conjecture of Gordon’s [4] by Alexander Holevo in 1973, when he published the first proof [5] that the maximum amount of information that can be extracted from an ensemble of states $\sigma_i$ occurring with probabilities $p_i$ is bounded above by

$$\chi(\{p_i, \sigma_i\}) = H\left(\sum_i p_i \sigma_i\right) - \sum_i p_i H(\sigma_i),$$

where $H(\sigma) = -\text{Tr} \sigma \ln \sigma$ is the von Neumann entropy of the density operator $\sigma$. For a quantum channel $\mathcal{N}$, one can then define the Holevo capacity

$$\chi(\mathcal{N}) = \max_{\{p_i, \rho_i\}} \chi(\{p_i, \mathcal{N}(\rho_i)\}),$$

where the maximization is over all ensembles of input states. Writing $C(\mathcal{N})$ for the classical capacity of the channel $\mathcal{N}$, this leads easily to an upper bound of

$$C(\mathcal{N}) \leq \lim_{n \to \infty} \frac{1}{n} \chi(\mathcal{N}^\otimes n).$$
It then took more than two decades for further substantial progress to be made on the problem, but in 1996, building on recent advances [6], Holevo [7] and Schumacher-Westmoreland [8] managed
to show that the upper bound in Eq. (3) is actually achieved. This was a resolution of sorts to the
capacity problem, but the limit in the equation makes it in practice extremely difficult to evaluate.
If the codewords used for data transmission are restricted such that they are not entangled across
multiple uses of the channel, however, the resulting product state capacity $C_{1\infty}(\mathcal{N})$ has the simpler
expression

$$C_{1\infty}(\mathcal{N}) = \chi(\mathcal{N}).$$

(4)

The additivity conjecture for the Holevo capacity asserts that for all channels $\mathcal{N}_1$ and $\mathcal{N}_2$,

$$\chi(\mathcal{N}_1 \otimes \mathcal{N}_2) = \chi(\mathcal{N}_1) + \chi(\mathcal{N}_2).$$

(5)

This would imply, in particular, that $C_{1\infty}(\mathcal{N}) = C(\mathcal{N})$, or that entangled codewords do not in-
crease the classical capacity of a quantum channel.

In 2003, Peter Shor [9], building on several previously established connections [10, 11, 12],
demonstrated that the additivity of the Holevo capacity, the additivity of the entanglement of
formation [13, 14, 15, 16] and the superadditivity of the entanglement of formation [17] are all
equivalent to another conjecture of Shor’s which is particularly simple to express mathematically,
known as the minimum output entropy conjecture [18]. For a channel $\mathcal{N}$, define

$$H_{\min}(\mathcal{N}) = \min_{|\phi\rangle} H(\mathcal{N}(\varphi)),$$

(6)

where the minimization is over all pure input states $|\phi\rangle$. The minimum output entropy conjecture
asserts that for all channels $\mathcal{N}_1$ and $\mathcal{N}_2$,

$$H_{\min}(\mathcal{N}_1 \otimes \mathcal{N}_2) = H_{\min}(\mathcal{N}_1) + H_{\min}(\mathcal{N}_2).$$

(7)

There has been a great deal of previous work on these conjectures, particularly inconclusive
numerical searches for counterexamples, necessarily in low dimension, at Caltech, IBM, in Braun-
schweig (IMaPh) and Tokyo (ERATO) [19], as well as proofs of many special cases. For example,
the minimum output entropy conjecture has been shown to hold if one of the channels is the
identity channel [20, 21], a unital qubit channel [22], a generalized depolarizing channel [23, 24]
or an entanglement-breaking channel [25, 26, 27]. In addition, the weak additivity conjecture was
confirmed for generalized dephasing channels [28], the conjugates of all these channels [29] and
some other special classes of channels [16, 30, 31, 32]. Further evidence for qubit channels was
 supplied in [18]. This list is by no means exhaustive. The reader is directed to Holevo’s reviews
for a detailed account of the history of the additivity problem [33, 34].

For the past several years, the most commonly used strategy for proving these partial results
has been to demonstrate the multiplicativity of maximal $p$-norms of quantum channels for $p$ ap-
proaching 1 [20]. For a quantum channel $\mathcal{N}$ and $p > 1$, define the maximal $p$-norm of $\mathcal{N}$ to be

$$\nu_p(\mathcal{N}) = \sup \left\{ ||\mathcal{N}(\rho)||_p : \rho \geq 0, \text{Tr} \rho = 1 \right\}.$$

(8)

In the equation, $||\sigma||_p = \left( \text{Tr} |\sigma|^p \right)^{1/p}$. The maximal $p$-norm multiplicativity conjecture [20] asserts that for all quantum channels $\mathcal{N}_1$ and $\mathcal{N}_2$,

$$\nu_p(\mathcal{N}_1 \otimes \mathcal{N}_2) = \nu_p(\mathcal{N}_1) \nu_p(\mathcal{N}_2).$$

(9)
This can be re-expressed in an equivalent form more convenient to us using Rényi entropies. Define the Rényi entropy of order $p$ to be

$$H_p(\rho) = \frac{1}{1-p} \ln \text{Tr} \rho^p$$

(10)

for $p > 0$, $p \neq 1$. Since $\lim_{p \downarrow 1} H_p(\rho) = H(\rho)$, we will also define $H_1(\rho)$ to be $H(\rho)$. All these entropies have the property that they are 0 for pure states and achieve their maximum value of the logarithm of the dimension on maximally mixed states. Define the minimum output Rényi entropy $H_p^{\text{min}}$ by substituting $H_p$ for $H$ in Eq. (6). Since $H_p^{\text{min}}(\mathcal{N}) = \frac{p}{1-p} \ln \nu_p(\mathcal{N})$, Eq. (9) can then be written equivalently as

$$H_p^{\text{min}}(\mathcal{N}_1 \otimes \mathcal{N}_2) = H_p^{\text{min}}(\mathcal{N}_1) + H_p^{\text{min}}(\mathcal{N}_2),$$

(11)

in which form it is clear that the maximal $p$-norm multiplicativity conjecture is a natural strengthening of the original minimum output entropy conjecture (7).

This conjecture spawned a significant literature of its own which we will not attempt to summarize. Holevo’s reviews are again an excellent source [33, 34]. Some more recent important references include [35, 36, 37, 38, 39, 40]. Unlike the von Neumann entropy case, however, some counterexamples had already been found prior to this paper. Namely, Werner and Holevo found a counterexample to Eq. (11) for $p > 4.79$ [41] that nonetheless doesn’t violate the $p$-norm multiplicativity conjecture for $1 < p < 2$ [42, 43, 44].

Moreover, in 2007, Winter showed that a class of channels that had previously been studied in the context of approximate encryption provide counterexamples to the conjecture for all $p > 2$ [45]. In light of these developments, the standing conjecture was that the maximal $p$-norm multiplicativity held for $1 \leq p \leq 2$, corresponding to the region in which the map $X \mapsto X^p$ is operator convex [35]. More conservatively, it was conjectured to hold at least in an open interval $(1, 1 + \epsilon)$, which would be sufficient to imply the minimum output entropy conjecture. On the contrary, shortly after Winter’s discovery, Hayden showed that the conjecture is false for all $1 < p < 2$ [46].

The current paper merges and slightly strengthens [45] and [46]. We begin in Section II by presenting Winter’s counterexamples from [45], which share some important features with [46] but are simpler to analyze. Section III then presents Hayden’s counterexamples from [46] with an improved analysis showing that they work for all $p > 1$, not just $1 < p < 2$.

In particular, given $p > 1$, we show that there exist channels $\mathcal{N}_1$ and $\mathcal{N}_2$ with output dimension $d$ such that both $H_p^{\text{min}}(\mathcal{N}_1)$ and $H_p^{\text{min}}(\mathcal{N}_2)$ are equal to $\ln d - O(1)$ but $H_p^{\text{min}}(\mathcal{N}_1 \otimes \mathcal{N}_2) = \ln d + O(1)$, so

$$H_p^{\text{min}}(\mathcal{N}_1) + H_p^{\text{min}}(\mathcal{N}_2) - H_p^{\text{min}}(\mathcal{N}_1 \otimes \mathcal{N}_2) = \ln d - O(1).$$

(12)

Thus, one finds that the minimum output entropy of the product channel need not be significantly larger than the minimum output entropy of the individual factors. Since [20, 24]

$$H_p^{\text{min}}(\mathcal{N}_1 \otimes \mathcal{N}_2) \geq H_p^{\text{min}}(\mathcal{N}_1) = \ln d - O(1),$$

(13)

these counterexamples are essentially the strongest possible for all $p > 1$, up to a constant additive term. (Note that the dependence of $H_p^{\text{min}}$ on $p$ is absorbed here in the asymptotic notation.)

At $p = 1$ itself, however, we see no evidence of a violation of the additivity conjecture for the channels we study. Thus, the conjecture stands and it is still an open question whether entangled codewords can increase the classical capacity of a quantum channel.
Notation: If $A$ and $B$ are finite dimensional Hilbert spaces, we write $AB \equiv A \otimes B$ for their tensor product and $|A|$ for dim $A$. The Hilbert spaces on which linear operators act will be denoted by a superscript. For instance, we write $\varphi^{AB}$ for a density operator on $AB$. Partial traces will be abbreviated by omitting superscripts, such as $\varphi^A \equiv \text{Tr}_B \varphi^{AB}$. We use a similar notation for pure states, e.g., $|\psi^{AB}\rangle \in AB$, while abbreviating $\psi^{AB} \equiv |\psi\rangle|\psi\rangle_{AB}$. We associate to any two isomorphic Hilbert spaces $A \simeq A'$ a unique maximally entangled state which we denote $|\Phi\rangle^{AA'}$. Given any orthonormal basis $\{|i\rangle^A\}$ for $A$, if we define $|i\rangle^{A'} = V|i\rangle^A$ where $V$ is the associated isomorphism, we can write this state as $|\Phi\rangle^{AA'} = |A\rangle^{-1/2} \sum_{i=1}^{|A|} |i\rangle^A |i\rangle^{A'}$. We will also make use of the asymptotic notation $f(n) = \mathcal{O}(g(n))$ if there exists $C > 0$ such that for sufficiently large $n$, $|f(n)| \leq Cg(n)$. $f(n) = \Omega(g(n))$ is defined similarly but with the reverse inequality $|f(n)| \geq Cg(n)$. Finally, $f(n) = \Theta(g(n))$ if $f(n) = \mathcal{O}(g(n))$ and $f(n) = \Omega(g(n))$.

II. RANDOM UNITARY CHANNELS: $p > 2$

This class of counterexamples, while only working for $p > 2$, has the advantage of being a straightforward application of well-known results. Later in the paper we will present stronger counterexamples that reuse the same basic strategy, albeit with some additional technical complications. A random unitary channel is a map of the form

$$\mathcal{N} : \rho \mapsto \frac{1}{n} \sum_{i=1}^{n} V_i \rho V_i^\dagger,$$

with the $V_i$ unitary transformations of an underlying (finite dimensional) Hilbert space. Let $d$ be the dimension of this space. Following [47], we call $\mathcal{N}$ $\epsilon$-randomizing if for all $\rho$,

$$\left\| \mathcal{N}(\rho) - \frac{1}{d} I \right\|_\infty \leq \frac{\epsilon}{d}. \quad (15)$$

In that paper, it was shown that for $0 < \epsilon < 1$, $\epsilon$-randomizing channels exist in all dimensions $d > \frac{10}{\epsilon}$, with $n = \frac{13d}{\epsilon} d \ln d$. In fact, randomly picking the $V_i$ from the Haar measure on the unitary group will, with high probability, yield such a channel.

Recently, it was shown by Aubrun [48] that $n$ can in fact be taken to be $\mathcal{O}(d/\epsilon^2)$ for Haar distributed $V_i$, and $\mathcal{O}(d(\ln d)^4/\epsilon^2)$ for $V_i$ drawn from any ensemble of exactly randomizing unitaries.

Lemma II.1 For a random unitary channel $\mathcal{N}$ and its complex conjugate, $\overline{\mathcal{N}} : \rho \mapsto \frac{1}{n} \sum V_i \rho V_i^\dagger$, one has $\nu_p(\mathcal{N} \otimes \overline{\mathcal{N}}) \geq \frac{1}{n}$.

Proof We use the maximally entangled state $|\Phi\rangle = d^{-1/2} \sum_i |i\rangle|i\rangle$ as test state, abbreviating $\Phi = |\Phi\rangle|\Phi\rangle$:

$$\nu_p(\mathcal{N} \otimes \overline{\mathcal{N}}) \geq \left\| (\mathcal{N} \otimes \overline{\mathcal{N}})|\Phi\rangle \right\|_p$$

$$\geq \left\| \frac{1}{n^2} \sum_{i,j=1}^{n} (V_i \otimes V_j) |\Phi\rangle \Phi(V_i \otimes V_j)^\dagger \right\|_p$$

$$\geq \frac{1}{n} \left\| |\Phi\rangle + \frac{1}{n^2} \sum_{i \neq j} (V_i \otimes V_j) |\Phi\rangle \Phi(V_i \otimes V_j)^\dagger \right\|_p \geq \frac{1}{n},$$
where in the third line we have invoked the $U \otimes U$-invariance of $\Phi$ for the $n$ terms when $i = j$. For the final inequality, observe that the largest eigenvalue $\lambda_1$ of $(N \otimes N)\Phi$ is at least $\frac{1}{n}$. Denoting the other eigenvalues $\lambda_\alpha$, $\| (N \otimes N)\Phi \|_p = (\sum_\alpha \lambda_\alpha^p)^{1/p} \geq \lambda_1$, and we are done. 

**Lemma II.2** If the channel $N$ is $\epsilon$-randomizing, then when $p > 1$,

$$\nu_p(N) = \nu_p(N') \leq \left( 1 + \frac{\epsilon}{d} \right)^{1 - 1/p}.$$ 

**Proof** Clearly, $N$ and $N'$ have the same maximum output $p$-norm. For the former, observe that the $\epsilon$-randomizing condition implies that for an arbitrary input state $\rho$, $\| N(\rho) \|_\infty \leq 1 + \frac{\epsilon}{d}$. In other words, all the eigenvalues $\lambda_\alpha$ of the output state $N(\rho)$ are bounded between $0$ and $1 + \frac{\epsilon}{d}$. In addition, because $N(\rho)$ is a density operator, the eigenvalues sum to $1$. Subject to these constraints, however, the convexity of the function $x \mapsto x^p$ ensures that the $p$-norm $\| N(\rho) \|_p = \left( \sum_\alpha \lambda_\alpha^p \right)^{1/p}$ is maximized when the largest eigenvalue is $1 + \frac{\epsilon}{d}$ and it occurs with multiplicity $\lfloor 1 + \frac{\epsilon}{d} \rfloor$, and all but possibly one remaining eigenvalue is $0$. Thus, $\| N(\rho) \|_p = \left( \sum_\alpha \lambda_\alpha^p \right)^{1/p} \leq \left( \frac{d}{1 + \epsilon} \left( 1 + \frac{\epsilon}{d} \right)^p \right)^{1/p} = \left( \frac{1 + \epsilon}{d} \right)^{1 - 1/p}$. (16) 

**Theorem II.3** Fix any $0 < \epsilon < 1$ and a family of $\epsilon$-randomizing maps $N$ as in Eq. (14) with $n > 134 d \ln d/\epsilon^2$. Then, for any $p > 2$ and sufficiently large $d$,

$$\nu_p(N) \nu_p(N') \leq \left( \frac{1 + \epsilon}{d} \right)^{2 - 2/p} \ll \frac{1}{n} \leq \nu_p(N \otimes N),$$

(17)

In other words, for this family of channels, the maximum output $p$-norm is strictly supermultiplicative for sufficiently large $d$ when $p > 2$.

**Proof** Follows from Lemmas I.1 and II.2 since $2 - 2/p > 1$. 

These counterexamples to the multiplicativity of the output $p$-norm for $p > 2$ are interesting in that they are random unitary channels, which are among the simplest truly quantum maps. In fact, the first proofs of multiplicativity for unital qubit channels [22] and depolarizing channels [24] exploited this type of structure. Indeed, unital qubit channels are always random unitary channels (with $d = 2$) [18]. Despite the fact that King showed multiplicativity for such channels at all $p > 1$ [22], there is no conflict with the result here, as the bound on $n$ becomes better than $d^2$ only for rather large dimension $d$.

We observe, furthermore, that $p = 2$ is indeed the limit of validity of this class of counterexamples, since $n \geq d$ for any $\epsilon$-randomizing map.

**III. GENERIC QUANTUM CHANNELS: ALL $p > 1$**

Let $E$, $F$ and $G$ be finite dimensional quantum systems, then define $R = E$, $S = FG$, $A = EF$ and $B = G$, so that $RS = AB = EFG$. Our second and stronger class of counterexamples will be channels from $S$ to $A$ of the form

$$N(\rho) = \text{Tr}_B \left[ U(|0\rangle\langle 0|^R \otimes \rho) U^\dagger \right]$$

(18)
for $U$ unitary and $|0\rangle$ some fixed state on $R$. Another, slightly more flexible way of writing this is in the language of isometric Stinespring dilations: namely, the Hilbert space isometry $V: S \to AB$ defined by $V|\varphi\rangle = U(|0\rangle^R|\varphi\rangle^S)$. In this notation, to which we will adhere from now, $\mathcal{N}(\rho) = \text{Tr}_B V\rho V^\dagger$.

Our method will be to fix the dimensions of the systems involved, select $U$ (i.e., the isometry $V$) at random, and show that the resulting channel is likely to violate additivity. The rough intuition motivating our examples is the same as in the previous section: we will exploit the fact that there are channels that appear to be highly depolarizing for product state inputs despite the fact that they are not close to the depolarizing channel in, for example, the norm of complete boundedness [49].

Consider a single copy of $\mathcal{N}$ and the associated map $V: |\varphi\rangle^S \to U(|0\rangle^R|\varphi\rangle^S)$. This map takes $S$ to a subspace of $A \otimes B$, and if $U$ is selected according to the Haar measure, then the image of $S$ is itself a random subspace, distributed according to the unitarily invariant measure. In [50], it was shown that if $|S|$ is chosen appropriately, then the image is likely to contain only almost maximally entangled states, as measured by the entropy of entanglement. After tracing over $B$, this entropy of entanglement becomes the entropy of the output state. Thus, for $S$ of suitable size, all input states get mapped to high entropy output states. We will repeat the analysis below, finding that the maximum allowable size of $S$ will depend on $p$ as described by the following two lemmas.

**Lemma III.1** The maps $f_p(|\varphi\rangle) = H_p(\varphi^A)$ on unit vectors (states) $|\varphi\rangle \in A \otimes B$, $2 \leq |A| \leq |B|$, have expectation

$$
\mathbb{E}f_p \geq \mathbb{E}f_\infty \geq \ln|A| - \gamma \sqrt{|A||B|},
$$

(19)

for a uniformly random state $\varphi$, with a universal constant $\gamma$ which may be chosen arbitrarily close to 3 for sufficiently large $|A|$.

Furthermore, for $p > 1$, the functions $f_p$ are all Lipschitz continuous, with the Lipschitz constant $\Lambda_p$ bounded above by

$$
\Lambda_p^2 \leq \frac{4p^2}{(1-p)^2}|A|^{1-\frac{1}{p}}.
$$

(20)

**Proof** The first inequality in Eq. (19) is by the monotonicity of the Rényi entropies in $p$. For the second, observe $f_\infty(|\varphi\rangle) = -\ln\|\varphi^A\|_\infty$, so

$$
\mathbb{E}f_\infty(|\varphi\rangle) = \mathbb{E}(-\ln\|\varphi^A\|_\infty) \geq -\ln\mathbb{E}\|\varphi^A\|_\infty.
$$

The expectation of the largest eigenvalue of $\varphi^A$ has been widely studied in random matrix theory. Just note that $|\varphi\rangle$ is well-approximated by a Gaussian unit vector $|\Gamma\rangle$, that is, a random vector all of whose real and imaginary components (in any basis) are i.i.d. normal with expectation 0 and variance $1/2|A||B|$. (See [51, Appendix].) Indeed, by the triangle inequality,

$$
\mathbb{E}_\varphi\|\varphi^A\|_\infty \leq \mathbb{E}_\Gamma\|\Gamma^A\|_\infty,
$$

and the right hand side, for large $A$ and $B$, is known [52, 53] to be asymptotically

$$
\left(\frac{\sqrt{|A|} + \sqrt{|B|}}{|A||B|}\right)^2 = \frac{1}{|A|} + \frac{2}{\sqrt{|A||B|}} + \frac{1}{|B|} \leq \frac{1}{|A|} \left(1 + 3\sqrt{\frac{|A|}{|B|}}\right).
$$
The explicit upper bound of \(\frac{(\sqrt{|A|} + \sqrt{|B|})^2}{|A||B|}\) has been obtained for matrices with real Gaussian entries [54], but the analogous statement for complex Gaussian entries seems to be unknown.

Now, for the Lipschitz bound: we proceed as in [50], inferring the general bound from a Lipschitz bound for the Rényi entropy of a dephased version on \(\varphi^A\). Fix bases \(|\{j\}\rangle\) and \(|\{k\}\rangle\) of \(A\) and \(B\), respectively, so that we can write \(|\varphi\rangle = \sum_{jk} \varphi_{jk} |j\rangle |k\rangle\), where the coefficients are to be decomposed into real and imaginary parts: \(\varphi_{jk} = t_{jk0} + it_{jk1}\).

We actually show that

\[
g_p(|\varphi\rangle) = \frac{1}{1-p} \ln \mathbf{Tr} \left[ \left( \sum_j |j\rangle \langle j| \varphi^A |j\rangle \langle j| \right]^p \right] = \frac{1}{1-p} \ln \sum_j \langle j| \varphi^A |j\rangle^p = \frac{1}{1-p} \ln \sum_j \left( \sum_{kz} t_{jkz}^2 \right)^p
\]

is \(\frac{2p}{p-1} |A|^{1/2 - 1/2p}\)-Lipschitz. This implies the result for \(f_p\) as follows. Note first that \(g_p(|\varphi\rangle) \geq f_p(|\varphi\rangle)\), with equality if \(|\{j\}\rangle\) is an eigenbasis of \(\varphi^A\). Now, for two vectors \(|\varphi\rangle, |\psi\rangle\), we may without loss of generality assume that \(f_p(|\psi\rangle) \geq f_p(|\varphi\rangle)\), and that \(|\{j\}\rangle\) is the eigenbasis of \(\varphi^A\). Thus, by assumption,

\[
f_p(|\psi\rangle) - f_p(|\varphi\rangle) \leq g_p(|\psi\rangle) - g_p(|\varphi\rangle) \leq \frac{2p}{p-1} |A|^{1/2 - 1/2p} ||\psi\rangle - |\varphi\rangle||_2.
\]

To bound the Lipschitz constant of \(g_p\), it is sufficient to find an upper bound on its gradient. It is straightforward to see that

\[
\frac{\partial g_p}{\partial t_{jkz}} = \frac{1}{1-p} \frac{1}{\sum_j \left( \sum_{k'z'} t_{jk'z'}^2 \right)^p} \cdot 2p t_{jkz} \left( \sum_{k'z'} t_{jk'z'}^2 \right)^{p-1},
\]

so introducing the notation \(x_j = \sum_{kz} t_{jkz}^2\), we have

\[
||\nabla g_p||^2 = \frac{4p^2}{(1-p)^2} \sum_j x_j^{2p-1} = \frac{4p^2}{(1-p)^2} \left( \sum_j x_j^p \right)^{(2p-1)/p},
\]

which we need to maximize subject to the constraint \(\sum_j x_j = 1\). Since \((2p-1)/p \geq 1\), the function \(y^{(2p-1)/p}\) is convex. Therefore, for fixed \(s = \sum_j x_j^p \geq |A|^{1-p}\), the right hand side is maximal when all the \(x_j^p\) except for one are 0. Thus,

\[
||\nabla g_p||^2 \leq \max_{|A|^{1-p} \leq s \leq 1} \frac{4p^2}{(1-p)^2} s^{((2p-1)/p) - 2} = \frac{4p^2}{(1-p)^2} |A|^{1-1/p},
\]

and we are done. \(\Box\)

**Lemma III.2** Let \(A\) and \(B\) be quantum systems with \(2 \leq |A| \leq |B|\) and \(1 < p \leq \infty\). Then there exists a subspace \(S \subset A \otimes B\) of dimension

\[
|S| = \left[ \frac{c}{4} \left( 1 - \frac{1}{p} \right)^2 \frac{\alpha^2}{\ln(5/\delta)} |A|^{1/p} |B| \right]
\]

(with a universal constant \(c\), that contains only states \(|\varphi\rangle \in S\) with high entanglement, in the sense that

\[
H_p(\varphi^A) \geq \ln |A| - \alpha - \beta + \ln(1 - \delta),
\]

where \(\alpha, \beta\) are constants depending on the property of the state. \(\Box\)
where \( \beta = \gamma \sqrt{|A|/|B|} \) is as in Lemma III.1. The probability that a subspace of dimension \(|S|\) chosen at random according to the unitarily invariant measure will not have this property is bounded above by

\[
2 \left( \frac{5}{\delta} \right)^{2|S|} \exp \left( -c \left( 1 - \frac{1}{p} \right)^2 \alpha^2 |A|^{1/p} |B| \right).
\] (23)

The universal constant \( c \) may be chosen to be \( 1/72 \pi^3 \).

**Proof** The argument is nearly identical to the proof of Theorem IV.1 in [50], but with an improvement, possible due to the fact we are looking at a function defined via a norm. (See [55] and [48].)

First of all, by Levy’s Lemma, for a function \( f \) on pure states of \( A \otimes B \) with Lipschitz constant \( \Lambda \), the random variable \( f(|\varphi\rangle) \) for a uniformly distributed \( |\varphi\rangle \) on the unit sphere in \( A \otimes B \) obeys

\[
\Pr \{ f < \mathbb{E} f - \alpha \} \leq 2 \exp \left( -\frac{2}{9 \pi^3} \frac{\alpha^2}{\Lambda^2} |A||B| \right).
\]

(See [50, Lemma III.1] for an exposition.) We apply this to \( f_p \), for which we have a Lipschitz bound by Lemma III.1. Furthermore, we can find a \( \delta \)-net \( \mathcal{M} \) of cardinality \(|\mathcal{M}| \leq (5/\delta)^{2|S|}\) on the unit vectors in \( S \) [50, Lemma III.6]. In other words, for each unit vector \( |\varphi\rangle \in S \) there exists a \( |\tilde{\varphi}\rangle \in \mathcal{M} \) such that \( |||\varphi\rangle - |\tilde{\varphi}\rangle||_2 \leq \delta \). Combining the net, the Lipschitz constant and the union bound, we get

\[
\Pr_S \left\{ \exists |\varphi\rangle \in \mathcal{M} \mid f_p(|\varphi\rangle) < \ln |A| - \alpha/2 - \beta \right\} \leq \left( \frac{5}{\delta} \right)^{2|S|} 2 \exp \left( -\frac{2}{9 \pi^3} \frac{\alpha^2 (1 - 1/p)^2}{16 |A|^{1-1/p}} |A||B| \right),
\]

which is the probability inequality claimed in the theorem. Moreover, the right hand side is less than 1 if \(|S|\) is chosen as stated in the theorem.

Now, assume we have a subspace \( S \) with a \( \delta \)-net \( \mathcal{M} \) such that

\[
(\forall |\varphi\rangle \in \mathcal{M}) (f_p(|\varphi\rangle) \geq \ln |A| - \alpha - \beta), \text{ i.e. } r := \max_{|\varphi\rangle \in \mathcal{M}} \| \varphi^A \|_p \leq e^{-(1-1/p)(\ln |A| - \alpha - \beta)}. \] (24)

Denote

\[
R := \max_{|\varphi\rangle \in S \text{ unit vector}} \| \varphi^A \|_p = \max_p \text{ d.o. supported on } S \| \rho^A \|_p,
\]

where the latter equality is due to the convexity of the norm. Hence, for each unit vector \( |\varphi\rangle \in S \) and corresponding \( |\tilde{\varphi}\rangle \in \mathcal{M} \) such that \( |||\varphi\rangle - |\tilde{\varphi}\rangle||_1 \leq \delta \),

\[
\| \varphi^A \|_p \leq \| \tilde{\varphi}^A \|_p + \| \varphi^A - \tilde{\varphi}^A \|_p \leq r + \delta R,
\]

where we have used triangle inequality and the trace norm bound on \( \varphi - \tilde{\varphi} \). Consequently, \( R \leq r/(1 - \delta) \), and inserting that into Eq. (24) finishes the proof. \[ \square \]

Consider now the product channel \( N \otimes \tilde{N} \), where \( \tilde{N}(\rho) = \text{Tr}_B \tilde{V} \rho V^T \) is the complex conjugate of \( N \). We will exploit an approximate version of the symmetry used in the random unitary channel counterexamples. Fix orthonormal bases of \( S, A \) and \( B \) to be used in the definition of maximally entangled states involving these systems. (These have to be the same product bases with respect to which we define the complex conjugate.)

In the trivial case where \(|S| = |A \otimes B|\), the isometry \( V \) is unitary and the identity \( V \otimes \tilde{V} |\Phi\rangle = (V \tilde{V} \otimes I) |\Phi\rangle = |\Phi\rangle \) for the maximally entangled state \( |\Phi\rangle \) implies that

\[
(N \otimes \tilde{N})(|\Phi\rangle |\Phi\rangle_{S_1 S_2}) = \text{Tr}_{B_1 B_2} \left[ |\Phi\rangle |\Phi\rangle_{A_1 A_2} \otimes |\Phi\rangle |\Phi\rangle_{B_1 B_2} \right] = |\Phi\rangle |\Phi\rangle_{A_1 A_2}.
\] (25)
The output of $\mathcal{N} \otimes \mathcal{N}$ will thus be a pure state. In the general case, we will choose $|S|/|A \otimes B|$ to be large but not trivial, in which case useful bounds can still be placed on the largest eigenvalue of the output state for an input state maximally entangled between $S_1$ and $S_2$.

**Lemma III.3** Let $|\Phi\rangle_{S_1S_2}$ be a state maximally entangled between $S_1$ and $S_2$ as in the previous paragraph. Then $(\mathcal{N} \otimes \mathcal{N})(|\Phi\rangle_{S_1S_2})$ has an eigenvalue of at least $|S|/|A||B|.$

**Proof** This is an easy calculation again exploiting the $U \otimes U$ invariance of the maximally entangled state. Note that whereas $V$ is an isometric embedding, $V^\dagger$ is a partial isometry. More precisely, it can be understood as a unitary $U^\dagger$ on $A \otimes B$ followed by a fixed projection $P$, say onto the first $|S|$ coordinates of $A \otimes B$. Now,

$$
\|(\mathcal{N} \otimes \mathcal{N})|\Phi\rangle_{S_1S_2}\|_\infty \geq \text{Tr} \left( \left[(\mathcal{N} \otimes \mathcal{N})|\Phi\rangle_{S_1S_2}\right]|\Phi\rangle A_1A_2 \right)
\geq \text{Tr} \left( (V \otimes V)|\Phi\rangle_{S_1S_2} (V \otimes V)^\dagger (|\Phi\rangle_{S_1S_2} A_1A_2 \otimes |\Phi\rangle_{S_1S_2} B_1B_2) \right)
= \text{Tr} \left( (P \otimes P)|\Phi\rangle_{S_1S_2} (P \otimes P) (U \otimes U)^\dagger (|\Phi\rangle_{S_1S_2} A_1A_2 \otimes |\Phi\rangle_{S_1S_2} B_1B_2) \right)
= \text{Tr} \left( (P \otimes P)|\Phi\rangle_{S_1S_2} (P \otimes P) (|\Phi\rangle_{A_1A_2} \otimes |\Phi\rangle_{B_1B_2}) \right) = \frac{|S|}{|A||B|},
$$

and we are done. \qed

In order to demonstrate violations of additivity, the first step is to bound the minimum output entropy from below for a single copy of the channel. Fix $1 < p \leq \infty$, let $|B| = |A|$ so that $\beta = \gamma$, set $\alpha = \delta = 1/2$, and then choose $|S|$ according to Lemma III.2. With probability approaching 1 as $|A| \to \infty$,

$$
H_p^{\min}(\mathcal{N}) \geq \ln |A| - \gamma - 1/2 - \ln 2,
$$

(26)
when the subspace $S$ defining the channel is chosen according to the unitary invariant measure. (Since we’re interested in $|A| \to \infty$, we may choose any $\gamma > 3$.) The same obviously holds for $H_p^{\min}(\mathcal{N})$. Recall that the entropy of the uniform distribution is $\ln |A|$ so the minimum entropy is near the maximum possible. Fix a channel such that these lower bounds on $H_p^{\min}(\mathcal{N})$ and $H_p^{\min}(\mathcal{N})$ are satisfied.

By Lemma III.3

$$
H_p((\mathcal{N} \otimes \mathcal{N})|\Phi\rangle) = \frac{1}{1-p} \ln \left( \sum_{\alpha} \lambda_{\alpha}^p \right) \leq \frac{1}{1-p} \ln \left( \frac{|S|}{|A||B|} \right)^p = \frac{p}{1-p} \ln \left( \frac{|S|}{|A||B|} \right),
$$

(27)
where the $\lambda_{\alpha}$ are the eigenvalues of $(\mathcal{N} \otimes \mathcal{N})|\Phi\rangle$. Substituting the value of $|S|$ from Lemma III.2 into this inequality yields

$$
H_p((\mathcal{N} \otimes \mathcal{N})|\Phi\rangle) \leq \ln |A| + \mathcal{O} \left( 1 + \frac{p}{p-1} \ln \frac{p}{p-1} \right) \leq \ln |A| + \mathcal{O} \left( (1-1/p)^{-2} \right),
$$

(28)
where the $\mathcal{O}$ notation hides only an absolute constant, independent of $|A|$ and $p > 1$. Thus, the Rényi entropy of $(\mathcal{N} \otimes \mathcal{N})|\Phi\rangle$ is strictly less than $H_p^{\min}(\mathcal{N}) + H_p^{\min}(\mathcal{N}) \geq 2 \ln |A| - \mathcal{O}(1).$ This is a violation of conjecture (11), with the size of the gap approaching $\ln |A| - \mathcal{O}(1)$ for large $|A|$.

**Theorem III.4** For all $1 < p \leq \infty$, there exists a quantum channel for which the inequalities (26) and (28) both hold. The inequalities are inconsistent with the maximal $p$-norm multiplicativity conjecture. \qed
Note, however, that changing $p$ also requires changing $|S|$ according Lemma III.2 so we have a sequence of channels violating additivity of the minimal output Rényi entropy as $p$ decreases to 1, as opposed to a single channel doing so for every $p$. This prevents us from drawing conclusions about the von Neumann entropy by taking the limit $p \to 1$. Likewise, an examination of Eq. (28) reveals that we also lose control over the two-copy minimum output entropy of a fixed channel as $p \to 1$.

Another observation comes from the fact that our examples violate additivity by so much: namely that, due to Lemma III.3, the dimension of the subspace $S$ in Lemma III.2 is essentially optimal up to constant factors (depending on $p$). Any stronger violations of additivity would contradict Eq. (13), the inequality $H_p^{\min}(\mathcal{N} \otimes \tilde{\mathcal{N}}) \geq H_p^{\min}(\mathcal{N})$.

As an aside, it is interesting to observe that violating maximal $p$-norm multiplicativity has structural consequences for the channels themselves. For example, because entanglement-breaking channels do not violate multiplicativity [56], there must be states $|\psi\rangle_{S_1S_2}$ such that $(\mathcal{N} \otimes I_{S_2})(\psi)$ is entangled, despite the fact that $\mathcal{N}$ will be a rather noisy channel. (The same conclusions apply to the maps of section II, where the conclusion takes the form that $\epsilon$-randomizing random unitary channels need not be entanglement-breaking.)

**IV. THE VON NEUMANN ENTROPY CASE**

Despite the large violations found for $p$ close to 1, the class of examples presented here do not appear to contradict the minimum output entropy conjecture for the von Neumann entropy. The reason is that the upper bound demonstrated for $H_p((\mathcal{N} \otimes \tilde{\mathcal{N}})(\Phi))$ in the previous section rested entirely on the existence of one large eigenvalue for $(\mathcal{N} \otimes \tilde{\mathcal{N}})(\Phi)$. The von Neumann entropy is not as sensitive to the value of a single eigenvalue as are the Rényi entropies for $p > 1$ and, consequently, does not appear to exhibit additivity violations. With a bit of work, it is possible to make these observations more rigorous.

**Lemma IV.1** Let $|\Phi\rangle_{S_1S_2}$ be a maximally entangled state between $S_1$ and $S_2$. Assuming that $|A| \leq |B| \leq |S|$,\[ \int \text{Tr} \left[ ((\mathcal{N} \otimes \tilde{\mathcal{N}})(|\Phi\rangle\langle\Phi|))^2 \right] dU = \frac{|S|^2}{|A|^2|B|^2} + O\left(\frac{1}{|A|^2}\right),\] (29)

where “$dU$” is the normalized Haar measure on $R \otimes S \cong A \otimes B$.

A description of the calculation can be found in Appendix A. Let the eigenvalues of $(\mathcal{N} \otimes \tilde{\mathcal{N}})(\Phi)$ be equal to $\lambda_1 \geq \lambda_2 \geq \cdots \geq \lambda_{|A|^2}$. For a typical $U$, Lemmas III.3 and IV.1 together imply that\[ \sum_{j>1} \lambda_j^2 = O\left(\frac{1}{|A|^2}\right).\] (30)

Thus, aside from $\lambda_1$, the eigenvalues $\lambda_j$ must be quite small. A typical eigenvalue distribution is plotted in Figure 1. If we define $\tilde{\lambda}_j = \lambda_j/(1 - \lambda_1)$, then $\sum_{j>1} \tilde{\lambda}_j = 1$ and \[ H_1(\tilde{\lambda}) \geq H_2(\tilde{\lambda}) = -\ln \sum_{j>1} \tilde{\lambda}_j^2 = 2 \ln |A| - O(1).\] (31)

An application of the grouping property then gives us a good lower bound on the von Neumann entropy: \[ H_1((\mathcal{N} \otimes \tilde{\mathcal{N}})(\Phi)) = H_1(\lambda) = h(\lambda_1) + (1 - \lambda_1)H_1(\tilde{\lambda}) = 2 \ln |A| - O(1),\] (32)
FIG. 1: Typical eigenvalue spectrum of \((\mathcal{N} \otimes \mathcal{\overline{N}})(\Phi)\) when \(|R| = 3\) and \(|A| = |B| = 24\). The eigenvalues are plotted in increasing order from left to right. The green dashed line corresponds to \(|S|/(|A||B|) = 1/3\), which is essentially equal to the largest eigenvalue. The red solid line represents the value \((1 - |S|/|A||B|)/|A|^2 = 1/864\).

If the density operator were maximally mixed aside from its largest eigenvalue, all but that one eigenvalue would fall on this line. While that is not the case here or in general, the remaining eigenvalues are nonetheless sufficiently small to ensure that the density operator has high von Neumann entropy.

where \(h\) is the binary entropy function. This entropy is nearly as large as it can be and, in particular, as large as \(H_{\text{min}}(\mathcal{N}) + H_{\text{min}}(\mathcal{\overline{N}})\) according to Theorem IV.1 of [50], the von Neumann entropy version of Lemma III.2.

V. DISCUSSION

The counterexamples presented here demonstrate that the maximal \(p\)-norm multiplicativity conjecture and, equivalently, the minimum output \(p\)-Rényi entropy conjecture are false for all \(1 < p \leq \infty\). The primary motivation for studying this conjecture was that it is a natural strengthening of the minimum (von Neumann) output entropy conjecture, which is of fundamental importance in quantum information theory. In particular, since the multiplicativity conjecture was formulated, most attempts to prove the minimum output entropy conjecture for special cases actually proved maximal \(p\)-norm multiplicativity and then took the limit as \(p\) decreases to 1. This strategy, we now know, cannot be used to prove the conjecture in general.

From that perspective, it would seem that the results in this paper cast doubt on the validity of the minimum output entropy conjecture itself. However, as we have shown, the examples explored here appear to be completely consistent with the conjecture, precisely because the von Neumann entropy is more difficult to perturb than the Rényi entropies of order \(p > 1\). It is therefore still possible that the \(p = 1\) conjecture could be demonstrated using subtle variants of \(p\)-norm multiplicativity such as exact or approximate multiplicativity in a channel-dependent
interval $(1, 1 + \delta)$.

Another strategy that is still open would be to approach the von Neumann minimum output entropy via Rényi entropies for $p < 1$. It is possible that additivity holds there even as it fails for $p > 1$. That is not, unfortunately, a very well-informed speculation. With few exceptions [57], there has been very little research on the additivity question in the regime $p < 1$, even though many arguments can be easily adapted to this parameter region. (Eq. (13), for example, holds for all $0 < p$.) Unfortunately, since the time the examples presented here were first circulated, counterexamples for $p$ close to 0 were also discovered [58], casting doubt on the conjecture for the whole set of Rényi entropies with $p < 1$. Indeed, as in the current paper, those examples are based on influencing a single eigenvalue of the output state of the tensor product channel; while here we increase the largest one, there the smallest is suppressed.

Thus, while it seems doubtful that the examples of channels presented here will have direct implications for the additivity of the minimum von Neumann entropy, we think that they are still very useful as a new class of test cases. Indeed, as we remarked earlier, our examples eliminate what had been the previously favoured route to the conjecture via the output $p$-norms.

As a final comment, while this paper has demonstrated that the maximal $p$-norm additivity conjecture fails for $p > 1$, all the counterexamples presented here have been nonconstructive. For the examples based on $\epsilon$-randomizing maps, all the known explicit constructions (by Ambainis and Smith [59] or via iterated quantum expander maps [61]) only give bounds in the 2-norm, which do imply bounds on the output $p$-norm but those are too weak to yield counterexamples to multiplicativity. Likewise, the counterexamples based on generic quantum channels rely on the existence of large subspaces containing only highly entangled states. Even when the entanglement is quantified using von Neumann entropy, in which case the existence of these subspaces was demonstrated in 2003 [50], not a single explicit construction is known. The culprit, as in many other related contexts [62], is our use of the probabilistic method. Since we don’t have any explicit counterexamples, only a proof that counterexamples exist, it remains an open problem to “derandomize” our argument.
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APPENDIX A: PROOF OF LEMMA IV.1

We will estimate the integral, in what is perhaps the most illuminating way, by expressing it in terms of the matrix entries of $U$. Let $U_{s,ab} = \langle 0 | S | sU|a\rangle^A |b\rangle^B$. Expanding gives

$$\int \text{Tr} \left[ (\mathcal{N} \otimes \mathcal{N})(|\Phi\rangle\langle \Phi|) \right]^2 dU = \frac{1}{|S|^2} \sum_{a_1, a_2, b_1, b_2, a_1^{'}, a_2^{'}, b_1^{'}, b_2^{'}} \sum_{s_1, s_1^{'}, s_2, s_2^{'}} \int \tilde{U}_{s_1, a_2 b_2} \tilde{U}_{s_2, a_1 b_1} \tilde{U}_{s_1^{'}, a_2^{'} b_2^{'}} \tilde{U}_{s_2^{'}, a_1^{'} b_1^{'}} U_{s_1, a_1 b_1} U_{s_2, a_2 b_2} U_{s_1^{'}, a_1^{'} b_1^{'}} U_{s_2^{'}, a_2^{'} b_2^{'}} dU. \tag{A1}$$

Following [63, 64], the non-zero terms in the sum can be represented using a simple graphical notation. Make two parallel columns of four dots, then label the left-hand dots by the indices $(s_1, s_2, s_1^{'}, s_2^{'})$ and the right-hand dots by the indices $\bar{w} = (a_2 b_2, a_1^{'} b_1, a_2^{'}, a_1 b_1)$. Join dots with a solid line if the corresponding $\tilde{U}$ matrix entry appears in Eq. (A1). Since terms integrate to a non-zero value only if the vector of $U$ indices $\bar{w} = (a_1 b_1, a_2 b_2, a_1^{'} b_1, a_2^{'})$ is a permutation of the vector of $\tilde{U}$ indices, a non-zero integral can be represented by using a dotted line to connect left-hand and right-hand dots whenever the corresponding $U$ matrix entry appears in the integral.

Assuming for the moment that the vertex labels in the left column are all distinct and likewise for the right column, the integral evaluates to the Weingarten function $W_g(\pi)$, where $\pi$ is the permutation such that $w_i = v_{\pi(i)}$. For the rough estimate required here, it is sufficient to know that $W_g(\pi) = \Theta(|A|^{-4} - |\pi|)$, where $|\pi|$ is the minimal number of factors required to write $\pi$ as a product of transpositions, and that $W_g(\pi) = \Theta(|A|^{-4} - 1 + O(|A|^{-2} |B|^{-2}))$ [65].

The dominant contribution to Eq. (A1) comes from the “stack” diagram

$$s_1 \longrightarrow a_2 b_2 = a_1 b_1$$
$$s_2 \longrightarrow a_1^{'} b_1 = a_2^{'} b_2$$
$$s_1^{'}, \longrightarrow a_2^{'} b_2 = a_1^{'} b_1$$
$$s_2^{'}, \longrightarrow a_1^{'} b_1 = a_2^{'},$$

in which the solid and dashed lines are parallel and for which the contribution is positive and approximately equal to

$$\frac{1}{|S|^2} \sum_{a_1, a_2, b_1, b_2, a_1^{'}, a_2^{'}, b_1^{'}, b_2^{'}} \delta_{a_1 a_2} \delta_{b_1 b_2} \delta_{a_1^{'} a_2^{'}} \delta_{b_1^{'} b_2^{'}} W_g(\text{id}) = \frac{|S|^2}{|A|^2 |B|^2} \left(1 + O(|A|^{-2} |B|^{-2})\right). \tag{A2}$$

(The expression on the left-hand side would be exact but for the terms in which vertex labels are not distinct.) To obtain an estimate of Eq. (A1), it is then sufficient to examine the other terms and confirm that they are all of smaller asymptotic order than this. There are six diagrams representing transpositions, and their associated (negative) contributions are

- $s_1 \longrightarrow a_2 b_2 = a_1 b_1$
- $s_2 \longrightarrow a_1^{'} b_1 = a_2^{'} b_2$
- $s_1^{'}, \longrightarrow a_2^{'} b_2 = a_1^{'} b_1$
- $s_2^{'}, \longrightarrow a_1^{'} b_1 = a_2^{'},$
For permutations \( \pi \) such that \(|\pi| > 1 \), the Weingarten function is significantly suppressed: \( \text{Wg}(\pi) = O(|A|^{-6}|B|^{-6}) \). Moreover, for a given diagram type, the requirement that \( w_i = v_{\pi(i)} \) can only hold if at least two pairs of the indices \( a_1, a_2, a_1', a_2', b_1, b_2, b_1', b_2' \) are identical. The contribution from such diagrams is therefore \( O(|S|^2|A|^{-4}|B|^{-2}) \).

To finish the proof, it is necessary to consider integrals in which the vertex labels on the left- or the right-hand side of a diagram are not all distinct. In this more general case, choosing a set \( C \) of representatives for the conjugacy classes of the permutation group on four elements, the value of the integral can be written

\[
\sum_{c \in C} N(c) \text{Wg}(c),
\]

where

\[
N(c) = \sum_{\sigma \in S_4} \sum_{\tau \in S_4} \delta(\tau \pi \sigma \in c).
\]

These formulas have a simple interpretation. Symmetry in the vertex labels introduces ambiguities in the diagrammatic notation; the formula states that every one of the diagrams consistent with a given vertex label set must be counted, and with a defined dimension-independent multiplicity. Conveniently, our crude estimates have already done exactly that, ignoring the multiplicities. The only case for which we need to know the multiplicities, moreover, is for contributions to the dominant term, which we want to know exactly and not just up to a constant multiple.

We claim that in the sum (A1) there are at most \( O(|S|^4|A||B|^3) \) terms with vertex label symmetry. The total contribution for terms with vertex label symmetries \( \tau \) and \( \sigma \) in which \(|\tau \pi \sigma| \geq 1 \) is therefore of size \( O(|S|^2|A|^{-4}|B|^{-2}) \) and does not affect the dominant term. To see why the claim holds, fix a diagram type and recall that the requirement \( w_i = v_{\pi(i)} \) for a permutation \( \pi \) can only hold if at least two pairs of the indices \( a_1, a_2, a_1', a_2', b_1, b_2, b_1', b_2' \) are identical. Equality is achieved only when all the \( A \) indices or all the \( B \) indices are aligned, corresponding to the following two diagrams:

\[
\begin{align*}
\Theta(|S|^2|A|^{-2}|B|^{-4}) & \quad \Theta(|S|^2|A|^{-4}|B|^{-4}) \quad \Theta(|S|^2|A|^{-4}|B|^{-2}).
\end{align*}
\]

For the first diagram, using the fact that \(|A| \leq |B| \leq |S|\), it is easy to check that imposing the extra constraint that either the top or bottom two \( S \) or \( AB \) vertex labels match singles at most \( O(|S|^4|A||B|^3) \) terms from Eq. (A1). Similar reasoning applies to the second diagram, but imposing the constraint instead on rows one and four, or two and three. For all other diagram types, at least four pairs of the indices \( a_1, a_2, a_1', a_2', b_1, b_2, b_1', b_2' \) are identical. (The number of matching \( A \)
and $B$ indices is necessarily even.) In a term for which the vertex labels are not all distinct, either a pair of $S$ indices or a further pair of $A$ or $B$ indices must be identical. In the latter case, there must exist an identical $A$ pair and an identical $B$ pair among all the pairs. Again using $|A| \leq |B| \leq |S|$, there can be at most $O(|S|^4|B|^2)$ such terms per diagram type, which demonstrates the claim.

We are thus left to consider integrals with vertex label symmetry and $N(e) \neq 0$ in Eq. (A3). If $N(e) = 1$, then our counting was correct and there is no problem. It is therefore sufficient to bound the number of integrals in which $N(e) > 1$. This can occur only in terms with at least 2 vertex label symmetries. Running the argument of the previous paragraph again, for the two diagrams with $A$ or $B$ indices all aligned, this occurs in at most $O(|S|^4|B|^2)$ terms. For the rest of the cases, it is necessary to impose equality on yet another pair of indices, leading again to at most $O(|S|^4|B|^2)$ terms. Since $W_g(e) = O(|A|^{-4}|B|^{-4})$, these contributions are collectively $O(|S|^2|A|^{-4}|B|^{-2})$.

The bound on the error term in Eq. (29) arises by substituting the inequalities $|S| \leq |A||B|$ and $|A| \leq |B|$ into each of the estimates calculated above.
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