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Abstract—Automatic surveillance and monitoring using Unmanned Aerial Systems (UAS) require the development of perception systems that robustly work under different illumination conditions. Event cameras are neuromorphic sensors that capture the illumination changes in the scene with very low latency and high dynamic range. Although recent advances in event-based vision have explored the use of event cameras onboard UAS, most techniques group events in frames and, therefore, do not fully exploit the sequential and asynchronous nature of the event stream. This paper proposes a fully asynchronous scheme for intruder monitoring using UAS. It employs efficient event clustering and feature tracking modules and includes a sampling mechanism to cope with the computational cost of event-by-event processing adapting to on-board hardware computational constraints. The proposed scheme was tested on a real multirotor in challenging scenarios showing significant accuracy and robustness to lighting conditions.
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I. INTRODUCTION

Unmanned Aerial Systems (UAS) have been proposed as ideal tools for surveillance and monitoring of large areas in applications such as border surveillance [1] or intruder detection [2], among others. Automatic surveillance and intruder detection in large, complex and unstructured scenarios face relevant problems. Lighting conditions are a severe problem in automatic visual-based systems. Besides, different cameras are usually required for operating day and night, involving higher UAS payload, energy consumption or on-board computational needs and, hence, reducing the flight time. Motion blur is also a significant constraint in many UAS vision-based systems, e.g. in highly dynamic scenarios [3], new-generation aerial platforms, such as ornithopters [4] [5] [6], or simply in applications where poorly-maintained UAS originate strong mechanical vibrations.

In this paper, we apply event cameras for intruder monitoring. Event cameras provide high dynamic range and temporal resolution. They are insensitive to motion blur, lightweight and have low power consumption. A good number of successful techniques have been proposed in the last years evidencing the capabilities of event cameras [7]. The current trend in robotics is to group the received events in frames, i.e. event images. Processing of event images enables designing complex and elaborated techniques for computer vision in robotics. However, this approach does not always fully exploit the sequential and asynchronous capabilities of the data stream provided by event cameras. In fact, event images can create motion blur in some cases and some techniques, e.g. [8], include specific mechanisms to reduce it. Asynchronous event-by-event processing usually has higher computational needs and is mainly adopted for low-level processing techniques, e.g. feature detection [9] or tracking [10]. Some schemes combine asynchronous methods for low-level processing with others based on event images for high-level processing [11], but they do not always fully exploit either the advantages of event cameras.

This paper presents an asynchronous event-based scheme for intrusion monitoring with UAS. It integrates efficient feature tracking and event clustering methods, among others. All of them perform event-by-event processing, resulting in a fully asynchronous processing. The scheme includes mechanisms to differentiate events generated from the scene background from those corresponding to moving objects. This is a common problem of using event cameras onboard robotic platforms, especially on UAS. Special attention has been devoted to its design in order to enable on-line on-board execution. The proposed scheme has been implemented in ROS and validated in UAS-based experiments performed in complex and unstructured scenarios during the day and night with one and several intruders, see Figure 1.

Fig. 1: Intrusion monitoring example of the proposed scheme in UAS-based experiments.
The contribution of this paper is three-fold. First, a fully asynchronous scheme for intruder monitoring using UAS is presented. It can be tuned to run in real time adapting to the hardware computational constraints. Second, two asynchronous methods for feature tracking and event clustering are presented. Third, code and datasets will be released in order to contribute to the development of event-based vision community (https://grvc.us.es/davis-dataset-for-intrusion-monitoring/).

The rest of the paper is organized as follows. Section II briefly summarizes the main works in the topics addressed in the paper. The proposed asynchronous event-based scheme for UAS surveillance is presented in Section III, along with its main components. Section IV presents the experimental validation and robustness analysis of the proposed scheme. Section V concludes the paper and highlights future research.

II. STATE OF THE ART

The advent of event cameras has recently attracted significant research interest in the robotics and computer vision communities [7]. Some works have explored the use of event-based vision for surveillance tasks, mainly for pedestrian detection [12] [13]. The work in [12] proposed a method for face detection and high-speed video reconstruction. A Bayesian inference approach was proposed in [13] to fuse the output of two YOLO classifiers fed with frames and event images. Both works assumed static cameras which severely constrains their use in robotics applications.

The use of event-based vision systems on real robots requires methods capable of coping with the camera motion. The work in [14] proposed a contrast maximization process to estimate the rotational motion of the camera using event images formed through polarity addition. The optical flow of the events was used in [15] to segment the scene by clustering motion-compensated images into objects according to their velocity. Motion compensation was also used in [16] to provide a cluster association for each event while estimating the motion parameters of the objects through an optimization process. Recently, the work in [17] developed the first approach for event-based independent motion detection using Neural Networks to estimate the camera egomotion and segment both depth and pixel motion. However, the performance of these methods onboard real robots was not evaluated.

A method to detect and track a moving circle (i.e. a ball) using a Hough transform approach and optical flow information from windows of a fixed number of events was implemented in an iCub robot [18]. Their method was later extended in [19] to enhance the tracking robustness using a particle filter. Another work using an iCub robot was presented in [11]. It detected and grouped corner features in order to predict the expected camera motion distribution as a function of the robot joint velocities using a \( \nu \)-SVM. Their method performed asynchronously for corner detection and tracking while the independent motion detection was performed in a synchronous manner, i.e. the robot joint velocities were updated every 10 ms. A model of the affine transformation between two consecutive event images was used in [20] to compensate for the global motion of a Micro Aerial Vehicle (MAV) and, the resulting events were assumed to represent the moving objects. In [21], an autonomous MAV landing approach based on the optical flow of event frames obtained from a downwards-pointing DVS sensor was presented. Recently, the work in [8] proposed a high-speed dodging system for UAS. A Deep Learning solution used event images to detect independent moving objects, estimate their 3D motion, and avoid collisions.

Although the output of event cameras are asynchronous event streams, all the above techniques group the temporally-close received events in frames called event images. Hence, they do not fully exploit the advantages of event cameras and, in fact, some of them (e.g. [8]) include motion blur cancellation mechanisms. Various asynchronous event-by-event processing methods have been proposed for feature detection [9] [22] [23] [24], feature tracking [10] [25], clustering [26], pose tracking [27], and visual inertial odometry [28]. Particularly relevant for this paper is the asynchronous localization approach developed in [27] onboard a multirotor. The authors were capable of tracking the 6-DoF pose of the drone during high-speed maneuvers by looking at a previously known planar shape on a wall. Although these works provide reliable solutions, their application on real robots navigating in realistic, complex and unstructured scenarios is still an under-researched area. This paper presents an asynchronous event-by-event processing scheme designed for and validated onboard a UAS in a realistic unstructured scenario.

III. THE PROPOSED METHOD

We are interested in monitoring intruders in complex and unstructured scenarios using UAS equipped with event cameras. The scenarios are assumed static but intruders move in the scenario. That is the case in many applications, e.g. night surveillance in factories or perimeter monitoring. The event cameras on moving UAS generate events from static objects in the scenario but the events generated by the intruders can be distinguished due to their different spatio-temporal properties. We assume that intruders originate nearby corners in the event stream, e.g. caused by limbs in human and animal intruders, or by ground-aerial robots. Hence, intruders create groups of events close to corners with globally consistent motion in the scenario.

The diagram of the proposed scheme is shown in Figure 2-a. All the modules in the scheme perform event-by-event processing, resulting in a fully asynchronous scheme, which can fully exploit the sequential nature of events. The events from the Dynamic Vision Sensor (DVS) of a DAVIS 346 camera onboard the UAS are received asynchronously. Event cameras use Address Event Representation (AER) to return information based on pixel intensity variation with a resolution of \( \mu \) seconds. Each event is defined by \( e = (t, u, v, p) \), where \( t \) is the time in which the event was triggered, \((u, v)\) are the pixel coordinates and \( p \) is the polarity of the brightness change, i.e. either 1 or 0.
The first module in the scheme performs corner detection. Among the corner detection methods available online we adopted *eFast [24], a modified version of the method described in [29] due to its compromise between accuracy, false positive rate, and computational efficiency [9]. Then, the corners detected are separated by polarity and tracked to remove inconsistent and noisy corners. An example of the corner tracking output is shown in Figure 2-b. Although some asynchronous corner tracker methods have been proposed [10] [30], we preferred to develop a new method –described in Section III-A, adapted to our problem and more efficient.

On the other hand, the events should be grouped in nearby regions. We use the asynchronous event clustering method described in Section III-B. It includes accuracy-efficiency trade-off mechanisms that enable easy adaptation to a given problem providing higher flexibility than existing asynchronous clustering methods. If the event camera was static, the event clustering module would suffice for detecting intruders. However, the event camera is not static and many events are originated by the static objects in the scenario. We adopt the term of Attention Priority Map (APM) from neuroscience research [31] for a module that captures the regions of the previous features. Thus, only features with continuous occurrence are tracked. Non-noisy candidates are appended to the list of tracked features. Further, features from noisy events are removed from the list of tracked features. Noise rejection is performed by discarding candidates with a number of previous features around the candidate f lower than a threshold ν using S, a spatio-temporal distribution of the previous features. Therefore, features with continuous occurrence are tracked. Non-noisy candidates are assumed to have ν ≥ 2 previous features in its boundary.

The candidate evaluation consists of analyzing the occurrence of previous tracks f_i in a neighborhood area A around the candidate f. Previously tracked features within the neighbourhood area s.t. f_i ∈ A are appended to the list of feature matches M. The candidate is categorized as track_update when M ̸= Ø. In this case, the tracked feature f_i in M with the smallest index i (i.e the oldest track) is updated by the candidate f in the list of tracked features F. Otherwise, the candidate is categorized as new_track by adding f to F. Further, features from noisy events are categorized as no_track. Noise rejection is performed by discarding candidates with a number of previous features around f lower than a threshold ν using S, a spatio-temporal distribution of the previous features. Thus, only features with continuous occurrence are tracked. Non-noisy candidates are assumed to have ν ≥ 2 previous features in its boundary.

Previously tracked features are removed from F in two cases. First, when a candidate f matches more than one

Fig. 2: (a) Scheme of the proposed asynchronous scheme. Results from each developed module: b) corner tracking, c) APM, d) event clustering and, e) intruder monitoring.

Algorithm 1: Asynchronous event-based feature tracking

\[\text{Parameters: } \nu \]
\[\text{Input: } f \]
\[\text{Output: } \hat{F} \]
\[\tau \leftarrow \text{UpdateFeatureBuffer}(f, B_1, S) \]
\[\text{if } \text{ActiveFeatures}(f, S) > \nu \text{ then} \]
\[M \leftarrow \text{SearchCandidates}((\hat{F}, A, f)) \quad \text{Find matches in } \hat{F}. \]
\[\text{if } M \neq \emptyset \text{ then} \]
\[\hat{F} \leftarrow \text{TrackUpdate}(f) \quad \text{Update } \hat{F} \text{ by } f. \]
\[\text{else} \]
\[\hat{F} \leftarrow \text{NewTrack}(f) \quad \text{Add a new feature to } \hat{F} \]
\[\text{end} \]
\[\hat{F} \leftarrow \text{CleanTracker}(M, \tau) \quad \text{Remove old features} \]

A. Asynchronous Event-based Feature Tracking

The aim of this module is to follow active features on the scene for intruder monitoring. The corner tracking method described in [10] uses tree graphs to save information of the previous corners followed by a track. It reports remarkable accuracy. However, performing data association using all the vertices in a sub-tree and refining the tracking position is too computationally costly in our scheme with several asynchronous event processing modules. We designed a tracking method that reduces the computational needs at the cost of a slight reduction in pixel location accuracy, which is not critical in our case. Algorithm 1 shows the proposed event-based asynchronous feature tracker. Each feature \( f = \{t, u, v\} \) is defined by a timestamp \( t \) of the event that generated the feature and its coordinates \( (u, v) \). The tracker categorizes new features \( f \) as: (i) track_update, candidates that match with at least one of the previous tracked features; (ii) new_track, candidates considered as a new feature to track, and; (iii) no_track, discarded features. Tracking features are stored in the list \( \hat{F} = [\hat{f}_1, \ldots, \hat{f}_n] \), where \( \hat{f}_i \) is the \( i \)-th feature tracked and \( n \) is the number of tracked features.
element of \( \hat{F} \), only the oldest tracked feature \( \hat{f}_i \) in \( M \) is updated and the remaining elements on the list are deleted from \( \hat{F} \). Second, tracked features \( \hat{f}_i \) with a timestamp lower than the dynamic time reference \( \tau \) are removed from \( \hat{F} \). Hence, the algorithm cancels the tracks that are not updated according to the dynamics of the scene. The dynamic time reference \( \tau \) is obtained by retrieving the oldest timestamp from a fixed size buffer \( B_1 \) containing the last \( m \) features. This time-based forgetting horizon is preferred instead of a fixed value since a fixed temporal interval is affected by the velocity of the camera, as reported in [32]. \( S \) is the 2D representation of the locations of the features in \( B_1 \). Hence, an under-estimation of \( \tau \) would entail an incomplete representation while, an over-estimation, would originate motion blur in \( S \), as reported in [33].

B. Event Asynchronous Clustering for Scene Segmentation

The main role of this method within the proposed scheme is to perform object segmentation in an event-cluttered scenario. To exploit the sequential nature of AER data, a method capable of grouping the events in an asynchronous manner is required. Events are generally triggered at the contour of the objects and, therefore, they are often distant from the cluster centroid. The method described in [26] is an asynchronous adaptation of mean-shift clustering that uses a Gaussian kernel centered at the cluster centroid to decide if events are assigned to the cluster. This approach works well with clearly isolated objects but it is not designed for event-cluttered unstructured scenarios such as in our problem. Our method finds clusters of events with spatial continuity within a dynamic time frame by analyzing the proximity of each new event to a random sample of the events already assigned to the cluster. The method shows high robustness in event-cluttered scenarios, it does not require a-priori knowledge and adapts to an arbitrary number of objects in the scene.

In a nutshell, our method evaluates the spatio-temporal proximity of each new event to the existing clusters. If the event is close to only one cluster, it is assigned to it and the cluster is updated. If the event is close to more than one cluster, the clusters are merged into one and the new cluster is updated. If the event is not close to any existing cluster, a new cluster is created. The method is shown in Alg. 2. Similarly to the tracker in Section III-A, the method keeps a buffer \( B_2 \) with the \( m \) more recent events. The buffer is updated with each new event. \( \tau \) is the timestamp of the oldest event in the buffer. \( \tau \) is used as a time horizon that adapts to the camera motion and scene dynamics.

A cluster \( c \) is defined by: its centroid \( \mu_c \), a weighted average \( \hat{\mu}_c \), and a list \( \Theta_c \) of the events with a timestamp greater than \( \tau \) that were assigned to the cluster. The list \( \Theta_c \) is kept updated by removing the events with timestamp lower than \( \tau \), so that each cluster can keep an updated representation of a moving object. A cluster is removed when all its assigned events are older than \( \tau \). When a cluster \( c \) is updated with event \( e \), its running weighted average \( \hat{\mu}_c \) is computed as:

\[
\hat{\mu}_c = (\alpha \mu + (1 - \alpha)\hat{\mu}_c)/2, \quad (1)
\]

where \( \alpha \in [0,1] \) is the weight parameter. We empirically found that weighting the average towards the new event (i.e. \( \alpha \gg 0.5 \)) improves the clustering performance since the events of an object are consistently triggered at specific parts of its contour during short period of time. We used \( \alpha = 0.9 \) in the performed experiments.

The Manhattan distance between coordinates of the new event \( e \) and \( \hat{\mu}_c \) is used to evaluate event-cluster proximity. Additionally, we evaluate the proximity between the event and \( \kappa \) random samples drew from \( \Theta_c \), i.e. the list of events assigned to that cluster. Event \( e \) is assigned to cluster \( c \) if any of these distances is below a given threshold \( r \) (typically \( r = 10 \)). All clusters are evaluated and the clusters assigned to \( e \) are included in list \( L \). If \( L \) contains one only element, the cluster is updated adding \( e \) to \( \Theta_c \) and using Eq. (1). If \( L \) contains more than one element, all clusters in \( L \) are merged into one and the resulting cluster is updated with \( e \). An event with \( L = \emptyset \) creates a new cluster.

The value of \( \kappa \), number of samples in the cluster contour used to evaluate event-cluster proximity, entails a trade-off between computational cost and clustering accuracy. In our experiments, \( \kappa = 100 \) provided a good accuracy with low computational cost, suitable for online execution.

C. Event-based Attention Priority Map

Existing event-based surveillance methods rely on static cameras [12] [13]. Their implementation in moving robots is limited: when the event camera moves, many events are originated by static objects in the scenario, hampering the detection of actual moving intruders. The proposed approach relies on spatio-temporal information to differentiate the events generated as a consequence of the robot motion from those corresponding to a moving object. We assume that the regions corresponding to moving objects trigger significantly more events than static ones. We use the APM to capture those regions within a time frame by defining \( \Omega \in \mathbb{R}^2 \) with a similar resolution than the event camera. The APM, \( \Omega \), is updated asynchronously with each event \( e \) by increasing the values in \( \Omega \) in a \( l \)-sized window centered at coordinate \( x = (u,v) \) of event \( e \) as follows:

\[
\Omega_{ij} = \Omega_{ij} + l - D(x,y) + 1, \quad (2)
\]
where $D(\cdot)$ is the Manhattan distance, $y = (i, j)$, $i \in [u - l/2, u + l/2]$, and $j \in [v - l/2, v + l/2]$. Similarly, events older than $\tau$ are forgotten, i.e. their values are removed from $\Omega$. Hence, the values of $\Omega$ represent the number of events triggered within a region during a dynamic time frame. The values in $\Omega$ are normalized in the range $[0, 1]$. An event at coordinate $x$ is considered to attract attention when $\Omega_{x,y}$ is greater or equal than a threshold $\omega \in [0, 1]$. Thus, only events with high attention priority are considered for clustering.

In order to improve the computational cost, the scheme includes a mechanism to reduce the number of events that are processed by APM. The event stream input to APM is randomly sampled and only a percentage $\gamma \in [0, 1]$ of events were processed. Although an accuracy/computational cost trade-off exists, event cameras onboard UAS generate so many events that processing only a faction of them in APM is a good choice to reduce the computational cost with no significant influence on performance. This mechanism is experimentally validated Section IV-B.

IV. EXPERIMENTAL RESULTS

The proposed scheme has been validated in sets of experiments in highly complex and unstructured scenarios for different conditions including day/night operation and with one/several intruders. The UAS used was a DJI Flamewheel F550 Drone shown in Figure 2-top. The UAS was equipped with a DAVIS 346 pointing at a pitch angle of $-45$ degrees and an INTEL® NUC6i7KYK2 for logging and online computation. The total weight of the platform was 3.49 Kg. The described event-based scheme was implemented in ROS Kinetic. The following parameters were selected for all the experiments performed: $m = 100$, $\kappa = 100$ and $\omega = 0.5$.

The proposed feature tracking and event clustering methods were also validated in laboratory experiments in which several laser light sources were projected on a canvas generating a continuous source of events. The events were taken as input of the clustering method and also of the tracker preventing potential feature detection failures. Different sets of experiments were performed with different number of lasers, different motion patterns and speeds. Their validation was performed manually checking the consistency of their results with the input events. In all experiments, the feature tracker followed every laser light correctly, without any tracking loss. When two or more laser lights crossed in the scene, the tracker kept the older track and assigned a new identifier to the rest of the features, as described in Section III-A. The clustering method also successfully grouped all the events generated by each laser light.

A total of 36 UAS-based outdoor experiments of the full scheme were performed. In each experiment, an intruder person moved in the surveillance area and tried to hide from the drone to simulate escape or intrusion situations. We first analyse performance in experiments performed during the day under different lighting conditions. Figure 3-left shows some intrusion monitoring results in day experiments in which the intruder tracked is marked within a green window. Our scheme processes only the DVS output of the DAVIS camera for intruder monitoring. We used the images from the DAVIS APS combined with the events from the DVS as ground truth for the method evaluation. The evaluation was performed counting the number of false positives, false negatives, true positives and true negatives on each of the ground truth images. With these, we computed the Accuracy, Precision and Recall metrics as defined in [34] to evaluate the scheme detection success rate and noise rejection. The average results obtained in all the Daylight experiments were $\text{Accuracy}=0.98$, $\text{Precision}=0.99$ and $\text{Recall}=0.97$, see Table I. These values demonstrate the expected good performance of the scheme.

A. Robustness Analysis

The proposed scheme has to be robust to the different conditions that can be found in typical surveillance applications. We evaluated its performance in sets of experiments with increasing degree of difficulty: a) experiments performed during the night –where many intrusion events might happen, b) multi-track experiments performed during the night with several intruders in the scene –human intruder and a drone intruder, and c) dynamic lighting experiments performed in the night with strong temporal lighting changes caused by either moving or flashing lights in the scene.

Figure 3 shows the results obtained in different sets of experiments performed under these conditions: daylight, night, multi-track and dynamic lighting. The average performance

| Experiment       | Precision | Recall | Accuracy |
|------------------|-----------|--------|----------|
| Daylight         | 0.99      | 0.97   | 0.98     |
| Night            | 0.97      | 0.96   | 0.97     |
| Multi-track      | 0.96      | 0.96   | 0.95     |
| Dynamic lighting | 0.97      | 0.88   | 0.91     |
metrics in Accuracy, Precision and Recall are shown in Table I. The best performance was obtained in daylight experiments. In night experiments, the lower signal-to-noise ratio produced by the low illumination conditions originated a slight performance degradation w.r.t. daylight of 1-2%.

In the multi-track experiments, having several intruders moving in the scene could impact on the APM module when one of them moves significantly faster than the rest. Although we used two different types of intruders, their speed difference was not enough and the APM performed as expected. The very low difference in Accuracy and Precision was caused by false positives originated from noise. The dynamic lighting experiments were the most challenging. They were performed during the night, and the pointing of some light sources was moved in the scenario. Lighting changes originate noisy events all around the scene that hampered intruder monitoring as it is shown by the Recall value. Despite these effects, the performance results were still good and show the robustness of the proposed scheme under rather challenging lighting conditions.

B. Real-time Feasibility

Asynchronous processing schemes fully exploit the sequential nature of the event stream but are more computationally demanding since they require processing event-by-event. The proposed scheme was carefully designed to enable its on-line on-board execution even in cases of using hardware with low computational capabilities. One relevant mechanism adopted to reduce the computational cost is the sampling of input events to the APM module. Parameter $\gamma \in [0, 1]$ is the percentage of the input events that are processed in APM and hence, also in event clustering. $\gamma$ should be set to adjust the computational cost of the scheme for running on real time adapting to the scenario particularities and the hardware onboard the UAS. The results reported in Table I were obtained with $\gamma = 1.0$.

Figure 4 shows the values obtained for Accuracy, Precision and Recall using different values of $\gamma$ for each type of experiments. In order to cancel the randomness of the $\gamma$ sampling, each experiment was repeated 10 times and the results were averaged. Figure 4 shows the average metrics obtained with all the experiments of each type. All performance metrics tend to degrade due to the reduction in the number of events processed by the event clustering module. However, the performance decay is low and smooth in all types of experiments for $\gamma \geq 0.2$. These results validate the use of $\gamma$ to largely reduce the computational cost without significant degradation. When $\gamma = 0$ the event clustering module is only fed with the tracked corners from both moving and static objects, which increases the number of false positives, degrading the performance.

In all above experiments using $\gamma = 0.2$ the proposed scheme processed each event in an average of 5.72\,µs in the UAS onboard hardware. In average the camera generated 115,000 events per second, i.e. all the events generated in one second were processed in 0.66s. Each daylight, night and multi-track experiment was executed in real time along the full experiment: the scheme was capable of processing the event stream using 20% of the events for event clustering while discarding the rest without significant performance degradation. The same happened during the greater part of the dynamic changes experiments, except the few occasions in which a light source pointed directly to the event camera. In these cases, the camera produced $>$175,000 events in one second and the overloading events were discarded without significant overall performance degradation.

V. Conclusions and Future Work

This paper proposes a scheme for intrusion monitoring using UAS equipped with event cameras. As event cameras provide high dynamic range, our scheme is robust against challenging illumination conditions. While previous works either relied on event images or traditional cameras, this paper presents an asynchronous event-based method for intrusion monitoring that is resilient to motion blur by performing event-by-event processing. The proposed method was evaluated onboard a UAS equipped with a DAVIS346 sensor. The results showed significant robustness at monitoring intrusions in real-time with high accuracy for a number of challenging scenarios.

This work has been developed in the context of the ERC Advanced Grant GRIFFIN project, which aims to develop flapping-wing aerial robots capable of navigating, perching and manipulating objects. The fast response of event cameras provide the necessary capabilities for flapping-wing robots (i.e. ornithopters), which perform faster than multicopters and suffer from higher levels of mechanical vibration. Our future work is to adapt and extend the proposed scheme to be used onboard an ornithopter robot.
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