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Abstract

Controller Area Network (CAN) technology is nowadays ubiquitous in vehicular applications and is also gaining popularity in other contexts, for instance, embedded and industrial automation systems. The recent standardization of CAN with flexible data rate (CAN FD), as well as other academic proposals, have highlighted the usefulness of enhancing the CAN physical and data link layers to attain better performance and other features. This paper describes a portable software-defined CAN controller called SDCC. Besides being handy as a research tool for experimenting with novel protocol concepts at the data link layer, SDCC is also fully capable of real-time execution. Hence, it can interact with real-world CAN devices through a physical bus interface.
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1. Introduction and Related Work

Since shortly after its conception in 1986 [1] and its first ISO standardization [2], Controller Area Network (CAN) has enjoyed an ever increasing popularity, not only within its intended application scenario—in-vehicle communication—but also elsewhere, for instance, in Cyber Physical Systems (CPS) such as real-time distributed industrial control systems [3]. After its initial evolution, culminating in 1995 with the introduction of CAN version 2.0B (supporting 29-bit extended identifiers) the CAN data link layer remained unchanged for years. One notable exception is time-triggered CAN (TTCAN) [4] that, as its name suggests, incorporates the time-triggered paradigm into CAN communication, although it did not enjoy widespread adoption.

Much more recently, the standardization of CAN with flexible data rate (CAN FD) [5] at the end of 2015, as well as other academic proposals, like CAN+ [6] and CAN with extensible in-frame reply (CAN XR) [7], have revamped the CAN protocol by improving its data transfer rate, maximum frame length, and flexibility, while also enabling it to support new services. At the same time, the latter research has shown the usefulness of working at the CAN data link layer to experiment with novel, advanced protocol features. However, experimental work on the data link layer of CAN (as for virtually any other protocol stack) has customarily been confined to the hardware domain, because the high performance required ruled out a software implementation.

An FPGA-based implementation approach is feasible in many cases, but requires specialized programming tools and a thorough knowledge of hardware description languages, such as VHDL [8], which CAN protocol designers and practitioners may or may not possess. Moreover, any prototype design can be deployed only on systems equipped with an on-board FPGA. Due to the relatively high cost of an FPGA with respect to a typical embedded microcontroller, this may severely limit the extent and complexity of the experimental test bed—for instance, in terms of the number of nodes.

Therefore, this paper presents a completely software-defined CAN controller called sccc. Its design and implementation was inspired by the concept of software-defined radio (SDR) [9], in which software modules take the place of radio communication components traditionally realized in hardware. SDRs are nowadays popular both in literature and in practical applications for exactly the same reasons just mentioned. sccc has been completely implemented in the C programming language [10], which most programmers are likely proficient with. Although it can be used in simulation mode and operate on a virtual CAN bus, unlike other software simulators formerly presented in literature [11], sccc is also fully capable of real-time execution and can be connected to a real CAN bus. In this way, sccc combines the flexibility and ease of use of a simulator with the ability to interact with other off-the-shelf or custom CAN devices through a physical bus, typical of the hardware-based approach. Since exactly the same software runs in both cases (with the exception of a thin and easy to check hardware adaptation layer), there is no validation gap between the two scenarios.

The sccc approach also differs radically from other software products, like the Vehicle Network Toolbox (VNT) of MATLAB/Simulink [12]. In fact, VNT provides an extensive set of primitives to send, receive, log, and analyze CAN messages, but still relies on a standard, hardware CAN controller for bus communication. As a consequence, its users cannot deviate from the
ISO-standardized data link layer protocol in any way. Similarly, but at a lower level of abstraction, SocketCAN [13] adds a user-accessible, socket-based CAN communication API to the Linux kernel. However, it does not support any simulation modes and, as VNT, relies on a hardware CAN controller for bus communication.

The viability of the sdcc concept has been confirmed by using it to evaluate enhancements to the CAN data link layer [7]. At the application layer, sdcc has been employed to implement existing proposals [14] and explore novel ways of supporting security protocols on CAN-based networks [15]. Besides research purposes, sdcc may prove to be advantageous also for deployment in real environments. For instance, the Local Interconnect Network (LIN), standardized as ISO 17987 [16], is customarily employed for in-vehicle body electronics at a maximum communication bit rate of 20 kbps, due to its lower cost with respect to CAN. This is mainly due to the slower, simpler 2-wire connection and the software protocol implementation. If LIN and CAN protocol overheads are considered to be comparable, coupling sdcc with, for instance, SAE J2411 single-wire CAN (SWCAN) [17] at the same bit rate would probably lead to similar performance and saving as LIN, but with the remarkable advantage of being fully compliant to the CAN paradigm.

Industrial Internet of Things (IoT) [18] is another scenario where sdcc could likely provide tangible benefits. As sketched in [19], it is possible to adopt CAN as the underlying transmission technology for wired sensor networks, which ensures industrial applications uninterruptible operation because of the external power supply. Moreover, several techniques already exist that map the Internet Protocol (IP) atop CAN [20, 21]. This means that most existing embedded devices (including those lacking an internal CAN controller) can be potentially turned into wired IoT nodes easily and inexpensively, thanks to sdcc.

The paper is organized as follows: After a short introduction to the CAN protocol, given in Section 2, the paper describes the general principles behind the sdcc design in Section 3. Then, Section 4 provides more information on its implementation and the optimization techniques needed to achieve good real-time performance, even within the typical computing resource constraints of embedded systems. Section 5 focuses on sdcc real-time execution mode, that is, how its core supports a physical CAN bus interface. A different, simulation-oriented operating mode using mostly the same code base is presented in Section 6, while Section 7 is centered on sdcc experimental evaluation. Section 8 concludes the paper and hints at future work.

2. CAN Protocol Overview

The CAN protocol is specified by the ISO 11898 standard [5]. Its physical-layer medium is a broadcast bus that can assume two possible levels, recessive (the idle level, usually denoted as 1) and dominant (denoted as 0). Simultaneous transmission by multiple nodes is allowed. In this case the dominant level prevails on recessive, thus implementing a distributed wired-and among all transmitted values. The standard defines four possible frame formats at the data link layer. Two of them (FBFF and FEFF formats) pertain to CAN FD and will not be described further for conciseness. The other two (CBFF and CEFF) are also called classical formats and are summarized in Figure 1. A classical frame consists of:

- The start of frame (SOF) dominant bit that delimits the beginning of the frame.
- The arbitration and control fields, their most important components being the message identifier ID and the data length code DLC.
- The data field, whose length is determined by the DLC value and can be between 0 and 8 bytes.
- The cyclic redundancy check (CRC) field, whose coverage spans from the SOF bit to the end of the data field and helps to assess frame integrity.
- The acknowledgment (ACK) bit, surrounded by two recessive delimiter bits, which is driven to dominant by receivers to confirm they successfully received the frame.
- The end of frame (EOF), a sequence of recessive bits that marks the end of the frame.

It must also be noted that the arbitration and control fields also include a remote transmission request (RTR) bit and a couple of reserved (res) bits, which are unimportant for this brief overview. The only differences between the two frame formats are the length of the message ID, 11 bits for the CBFF and 29 bits for the CEFF format, as well as the number and placement of reserved bits.

Although CAN nodes must confirm the bus is idle before attempting a transmission, it is still possible that multiple nodes start transmitting a frame simultaneously. In this case, the bus access conflict is resolved by means of a content-based distributed arbitration algorithm involving the arbitration field. This algorithm, leveraging the intrinsic bit-by-bit wired-and operation performed by the bus, ensures that the node with the lowest ID keeps transmitting, whereas all the others are informed they lost the conflict, are still able to receive the current frame, and will retry their transmission at a later time.

Since the bus does not have any dedicated clock line, CAN nodes have to recover the clock autonomously in order to receive individual bits correctly. They do so by means of a free-running local clock with a period $q = t/n$ called quantum, where $t$ is the bit time and $n$ is an integer that represents the number of quanta per bit. A quantum counter $c \in [0, n - 1]$ is incremented according to the local clock and indicates the
current position within a bit. CAN nodes synchronize their notion of bit boundary by looking at the edges of the incoming bit stream and adjusting $c$ as needed. Due to the electrical characteristics of the bus, recessive $\rightarrow$ dominant edges are sharper than dominant $\rightarrow$ recessive edges, and hence, only the former are considered for synchronization.

As illustrated in Figure 1, the leading edge of the SOF bit marks the beginning of the CAN frame and is considered a **hard** synchronization point, that is, it unconditionally aligns $c$ to the bit boundary. Instead, all the other edges are **re-synchronization** points. In a re-synchronization, a configuration parameter called synchronization jump width (SJW), expressed in quanta, caps the maximum adjustment to $c$ to prevent wayward synchronizations due to noise spikes.

To ensure that the edges suitable for synchronization indeed occur frequently enough in the bit stream, the whole CAN frame except the part that follows the CRC field is subject to **bit stuffing**. According to this encoding technique, CAN nodes must append one extra stuff bit whenever they transmit 5 consecutive bits at the same level on the bus. Its level must be the complement of the preceding bits, thus enforcing the presence of (at least) one edge in the bit stream. Symmetrically, CAN nodes must also transparently remove stuff bits from the incoming bit stream while decoding the frame, a process known as **de-stuffing**.

Besides bit-level synchronization, CAN nodes also need to achieve proper frame-level synchronization. This cannot be done by looking at the SOF bit alone because, as outlined above, it is an ordinary dominant bit and cannot be distinguished from other dominant bits that appear elsewhere in the frame. For this reason, CAN nodes must in some cases wait until they detect a stream of at least 11 consecutive recessive bits, going through a process known as **bus integration**, before they start looking for SOF bits and start receiving/transmitting frames. One of those cases is initial startup, while others are related to error recovery. The value 11 corresponds to the recessive delimiter bit that follows the ACK, plus 7 recessive EOF bits, plus 3 recessive bits of intermission that separate CAN frames, not shown in Figure 1. This is also the minimum number of bits the bus must stay at the recessive level between consecutive frames according to the CAN standard, except when signaling an overload condition.

The CAN standard [5] specifies five different error detection measures for classical frames. More specifically, transmitters compare the value they are transmitting with the actual bus level, a mechanism known as bit monitoring. Any discrepancy leads to a bit error. They also detect an ACK error if the frame they transmitted has not been acknowledged properly by any receiver. Receivers check the incoming CRC and flag a CRC error if they find it incorrect. They also verify that the bit stuffing rules are fulfilled, with any violations leading to a stuff error. Finally, they confirm that the frame is well-formed, that is, some specific bits within the frame, like the delimiters, have the intended value. If this is not the case, a form error occurs. After detecting an error, CAN nodes are expected to globalize it, that is, make all the other nodes on the bus aware that an error occurred by transmitting an error flag. Then, transmitters should also re-transmit the frame. Further discussion of these mechanisms is however beyond the scope of this overview and readers are referred to [5] for further details.
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**Figure 2:** SDCC layers and their general structure.

### 3. General Design

As shown in Figure 2, sdcc has been designed according to the well-known layered approach. The internal structure of each layer, as well as their relationships, closely reproduce what is specified in the CAN standard [5]. More specifically, sdcc consists of three layers. Proceeding in a a top-down fashion, we find:

1. The medium access control (MAC) layer, which is responsible of frame-level synchronization and serializes/deserializes CAN frames according to Figure 1. Moreover, it implements the arbitration algorithm, takes care of bit stuffing and de-stuffing, and is in charge of error detection, globalization, and recovery.
2. The physical coding sub-layer (PCS), which implements bit-level synchronization and aligns transmitted bits with respect to the locally reconstructed bus clock.
3. The physical medium attachment (PMA), which connects sdcc to the physical or virtual CAN bus hardware and interfaces it with the local clock.

#### 3.1. Medium Access Control (MAC)

The MAC layer is the most complex of the three and contains 1185 lines of C code. It implements two pairs of nested finite state machines (FMSM), or automata, one pair for the receive path, and the other pair for the transmit path.
The lower-level receive FSM is activated whenever the physical coding sub-layer (PCS) receives a bit from the bus, by means of the \texttt{PCS.Data.Ind} indication. It implements bus integration, outlined in Section 2, to ensure that the synchronization at the CAN frame level is correct and performs start-of-frame (SOF) detection when bus integration is complete. In addition, it performs bus monitoring (while the controller itself is transmitting) and detects stuff and bit errors according to the definition given in Section 2. Most importantly, it also carries out bit de-stuffing. The higher-level receive FSM takes as input the bit stream coming from the first. Its main purpose is to deserialize the incoming frame, then reconstruct and analyze its structure while detecting CRC and form errors. Upon the successful reception of a whole frame, this FSM is also responsible for acknowledging it, by transmitting an ACK bit, and forwarding the frame to the upper layers by triggering a \texttt{MA.Data.Ind} indication.

The two transmit FSMs are also clocked by \texttt{PCS.Data.Ind} indications, the sole timing reference of the MAC layer. The higher-level FSM serializes the frame to be transmitted, passed to the MAC layer by means of a \texttt{MA.Data.Req} request. Cooperating with the higher-level receive FSM, it also implements the CAN arbitration algorithm and stops transmitting when it detects an arbitration loss. Towards the end of frame transmission, it collaborates with the high-level receive FSM again to calculate the CRC to be transmitted and subsequently confirm that an ACK has been received correctly. If this is not the case, it flags an ACK error. If any error occurs during transmission, it applies the CAN automatic frame retransmission rules. Finally, it generates a \texttt{MA.Data.Conf} confirmation after any frame transmission. The lower-level transmit FSM coordinates with the lower-level receive FSM to determine when frame transmission can start, according to CAN rules. Moreover, it performs bit stuffing on the serialized data stream coming from the higher-level transmit FSM. As described in Section 2, bit stuffing is crucial to ensure that PCS bit-level bus synchronization, to be discussed in Section 3.2, can operate correctly.

### 3.2. Physical Coding Sub-layer (PCS)

The PCS consists of 441 lines of C code. Along the receive path, its main role is to keep the MAC synchronized with the incoming CAN bus bit stream, by means of edge detection. The full details of the mechanism are specified in the CAN standard [5], but the general idea resembles a digital phase-locked loop. In summary:

- The PMA activates the PCS every quantum period $q$, by means of the \texttt{MA.Node.Clock.Ind} indication, providing the sampled bus level.
- The PCS performs edge detection on the incoming stream, by comparing adjacent samples. Barring noise spikes, these edges shall nominally occur on bit boundaries and serve as the base for synchronization. As explained in Section 2, only recessive $\rightarrow$ dominant edges are considered to this purpose.

- Various edge rejection techniques are applied to enhance robustness against noise. For instance, after detecting an edge, subsequent ones are neglected until a recessive bit is received, in order to avoid multiple synchronizations very close in time, which would likely be due to noise spikes.
- If an edge passes all rejection checks, the PCS determines the phase error $e$, defined as the number of quanta between the actual edge arrival and the nominal position of the bit boundary according to prior PCS knowledge.
- Last, the PCS adjusts its notion of bit boundary according to $e$. As recalled in Section 2, the SJW may cap the maximum adjustment depending on whether it is a hard synchronization or a re-synchronization.

Based on the knowledge of bit boundary position (derived from synchronization) and configuration information, the PCS is also responsible for sampling the bit value at the appropriate sampling point (SP) and forwarding it to the MAC by means of the \texttt{PCS.Data.Ind} indication. Being invoked once per bit, the same indication also provides a periodic timing reference to the MAC.

For the transmit path, the PCS handles bit transmission requests, submitted asynchronously by the MAC by means of the \texttt{PCS.Data.Req} request. Using again the synchronization information described previously, it ensures that bit transmission is properly aligned with respect to bus bit boundaries, by buffering the \texttt{PCS.Data.Req} requests and issuing \texttt{MA.Data.Req} requests at the appropriate time. It is worth noting that, although all sub-layers depend on a common timing reference that originates in the PMA, \texttt{PCS.Data.Req} requests must still be considered asynchronous because the MAC invokes this primitive immediately after ascertaining what should be transmitted as the next bus bit. This typically happens shortly after the sampling point (SP) of the previous bit, with a variable delay that depends on the internal MAC processing time.

### 3.3. Physical Medium Attachment (PMA)

The PMA is the layer closest to the CAN bus hardware, either real or simulated, and its implementation is therefore target-specific for the most part. The only portable PM module consists of 93 lines of C code. It exports the target-independent layer application programming interface (API) and acts as an interface towards the other modules. The main PMA functions are:

1. Propagate the PCS layer data output, as indicated by means of the \texttt{MA.Data.Req} primitive, through a bus transceiver and onto the CAN bus.
2. Sample the CAN bus every quantum period $q$ and provide its state to the PCS layer by means of the \texttt{MA.Node.Clock.Ind} primitive. Being strictly periodic, this primitive also furnishes a timing reference to the other sub-layers.

In order to realize the second function, the PMA must also be connected to a suitable timing reference, which could be
a free-running hardware timer on a real-time target, or a periodic event source in an event-driven simulator. Further details about PMA implementation on a real-time target are given in Section 5, while Section 6 describes the role of the PMA in a simulation context.

4. Implementation Technique and Optimization

As stated in Section 1, sdcc has been implemented in C rather than in another, higher-level programming language to improve performance and reduce memory footprint. Both are especially important features when a piece of code is intended for real-time execution on an embedded platform. However, object-oriented (OO) design concepts have been used to preserve modularity, as well as ease of code reuse and enhancement, bearing in mind that one of the main sdcc purposes is to encourage experimentation with the CAN data link layer. Figure 3 provides more details about the internal structure of individual sdcc layers, which have been introduced and summarized in Figure 2. The centerpiece of each layer is a data structure called layer descriptor, which contains all the basic state variables the corresponding layer needs.

Table 1 describes the contents of the layer descriptors of the portable sdcc layers and is meant to complement the discussion of the same layers given in Section 3. Adjacent layer descriptors are bound together by a pair of pointers, to form a double-linked list (these pointers are shown at the top left of the descriptor in the figure). The layer descriptor contains a vector of pointers to methods, or functions, accessible from adjacent layers (sometimes called public methods). They are shown at the bottom right of the descriptor in Figure 3. These methods are responsible for implementing all requests and responses directed to the layer.

Moreover, other methods handle indications and confirmations originated by the lower layer. Methods of this kind are made known to the lower layer during protocol stack initialization through a registration procedure that establishes further links among adjacent layers. According to the OO programming paradigm, both kinds of method receive a pointer to the descriptor of the layer they belong to as first argument upon invocation. The number and type of the next arguments are method-specific instead. More specifically, the registration procedure fills a vector of methods, which is part of the descriptor of layer $x$, to point to the methods of layer $x + 1$ that are responsible for handling indications and confirmations originated by, and coming from, layer $x$ (this vector is shown at the bottom left of the descriptor in Figure 3). It is worth remarking that this implementation technique directly relates to the well-known upcall mechanism specified by the ISO Open Systems Interconnection (OSI) model [22].

The use of a vector of pointers to refer to methods indirectly, instead of using hardwired names, enhances layer modularity at a negligible performance penalty because, in this way, the public interface of a layer stays the same regardless of how its internal implementation may evolve with time. A further pointer within the layer descriptor (at the top right of the descriptor in the figure) leads to a data structure that contains (often constant) layer configuration parameters. Examples of parameters of the PCS layer, discussed in Section 3.2, are the SJW and the SP position.

Another advantage of using pointers to link together information pertaining to a certain layer instead of using a monolithic data structure is that, in this way, it becomes possible to mark part of the data as read-only, rather than read-write. Marking can be accomplished easily and without breaking compatibility with the C language standard [10] by using the `const` keyword sensibly. First of all, this enhances compiler optimizations, by improving its chance of correctly identifying immutable data. Secondly, when marking is combined with appropriate directives to the linker—usually embedded in a linker script [23]—it becomes possible to place code and the read-only part of these data structures in non-volatile (Flash) memory rather than RAM. This is especially important on embedded systems, in which RAM is often a precious resource.

On the other hand, it is worth remarking that, at the cost of a modest RAM footprint overhead, inter-layer pointers have been kept in RAM. In this way, sdcc supports the dynamic configuration of the protocol stack, allowing users not only to statically build the chain of layers of their choice, but also to change it at runtime.

Optimizations have been performed exclusively at the C language level, building on past experience with other performance-critical software [24] and prior knowledge of how compilers work internally. One of the goals was to show that it is possible to achieve good optimization results even across different processor architectures by working at this level, without sacrificing portability and conformance to language standards, and without using handwritten assembly code.
Concerning the electrical interface to the CAN bus, on the other hand, the transceiver takes care of all the details. These connections are shown on the left of Figure 4. The role of the GPIO port is to convert the numeric bus level generated along the socc transmit path into an electrical signal that is then brought off chip, and vice versa along the receive path. On the other hand, the transceiver takes care of all the details concerning the electrical interface to the CAN bus.

Connecting the GPIO port to the transceiver is generally easy. The connection between the PMA and the physical CAN bus is portable because it is responsible for interfacing real or simulated hardware components. In this section, we describe a PMA that enables socc to operate in real-time on a CAN-enabled microcontroller because, as shown in the figure, most of them are capable of routing multiple sets of internal signals to the same input and output pins. For instance, the NXP LPC17xx family of microcontrollers [25] embeds a pin connect block (PINSEL) to this purpose. As shown in Figure 4, the pins to which the transceiver is electrically connected are ordinarily routed to the hardware CAN controller but, by re-programming the PINSEL logic, it is possible to route the same pins to the GPIO port.

The other important component the PMA must interact with is a free-running timer, shown on the right of the figure. It is used to periodically sample the bus level and generate the node clock, that is, the stream of |NodeClock.Ind| that indicates when a frame is waiting to be transmitted or not.

| Layer/Item                  | Description                                                                 |
|-----------------------------|-----------------------------------------------------------------------------|
| MAC                         | Describe a PMA that enables socc to operate in real-time on a CAN-enabled microcontroller because, as shown in the figure, most of them are capable of routing multiple sets of internal signals to the same input and output pins. For instance, the NXP LPC17xx family of microcontrollers [25] embeds a pin connect block (PINSEL) to this purpose. As shown in Figure 4, the pins to which the transceiver is electrically connected are ordinarily routed to the hardware CAN controller but, by re-programming the PINSEL logic, it is possible to route the same pins to the GPIO port. |
| rx_fsm_state                | Receive automata state                                                      |
| bus_integration_counter     | Bit counter to measure the bus integration interval (11 consecutive recessive bits) |
| nc_bits, nc_pol             | Number of consecutive bits at the same polarity, and their polarity, for bit (de)stuffing |
| crc                         | Cyclic Redundancy Check of the frame being received or transmitted          |
| field_bits                  | Bit counter used to determine the end of multi-bit fields being received     |
| bus_bits, de_stuffed_bits   | Number of bits received from the bus and number of de-stuffed bits (for statistics and diagnostics) |
| rx_identifier               | Identifier of the incoming frame                                           |
| rx_rtr                      | Remote Transmission Request bit of the incoming frame                       |
| rx_ide                      | Identifier Extension bit, discriminates between classical CAN base (CBFF) and extended (CEFF) frames |
| rx_dfdf                      | CAN FD Format indicator of the incoming frame (currently, socc does not handle FD frames) |
| rx_dlc                      | Incoming Data Length Code, used to determine the length of the data field and de-serialize accordingly |
| rx_byte                     | Temporary buffer to hold each data field byte as it is being de-serialized  |
| rx_byte_index               | Index of the current byte (held in rx_byte) within the data field          |
| rx_data                     | Data field of the incoming frame                                           |
| tx_fsm_state                | Transmit automata state                                                    |
| data_req_pending            | Indicates whether a frame is waiting to be transmitted or not              |
| tx_identifier               | Identifier of the frame to be transmitted                                   |
| tx_format                   | Format of the frame to be transmitted (CBFF or CEFF)                       |
| tx_dlc                      | Data Length Code of the frame to be transmitted                            |
| tx_data                     | Data field of the frame to be transmitted                                   |
| tx_byte_index               | Index of the byte in tx_data currently being serialized                     |
| tx_bit_count                | Bit counter used while transmitting multi-bit fields                        |
| tx_shift_reg                | Shift register to serialize multi-bit fields while transmitting             |
| PCS                         | Node clock timestamp counter for debugging and data logging                |
| nodelock_tsk                | Counter for the node clock prescaler                                        |
| prescaler_m_cnt             | Quantum counter c within a bit, subject to hard synchronization and re-synchronization |
| quanta_per_bit              | Total number of quanta per bit n, derived from configuration parameters     |
| prev_bus_level              | Bus value sampled at the previous quantum, for edge detection              |
| prev_sample                 | Bit value at the previous sampling point, for dominant → recessive edge rejection |
| sending_level               | Level currently being sent on the bus, for positive→ edge rejection while sending recessive |
| sync_inhibit                | Synchronization inhibit flag, to avoid multiple synchronizations until sampling a recessive bus |
| hard_sync_allowed           | Flag to allow or forbid hard synchronization, set by MAC based on the current position within the frame |
| output_unit_buf             | Buffer to store the value to be transmitted while aligning it with bit boundaries |

5. Real-Time, Physical Bus Interface

As discussed in Section 3, only a small part of the PMA layer is portable because it is responsible for interfacing socc with real or simulated hardware components. In this section, we describe a PMA that enables socc to operate in real-time on a physical CAN bus. A different PMA, which supports the socc simulation mode instead, will be presented in Section 6.

The connection between the CAN and the physical CAN bus typically takes place through a general-purpose I/O (GPIO) port connected to a CAN transceiver external to the microcontroller chip. These connections are shown on the left of Figure 4. The role of the GPIO port is to convert the numeric bus level generated along the socc transmit path into an electrical signal that is then brought off chip, and vice versa along the receive path. On the other hand, the transceiver takes care of all the details concerning the electrical interface to the CAN bus.
x = read_ts();
while(1) {
    /* Synchronize with TIMER0, the node clock */
    while(x == read_ts());
    /* Sample bus level, generate a node clock ind. */
    if(pma->primitives.nodeclock_ind)
        pma->primitives.nodeclock_ind(pma->pcs,
                                  gpio_rx_pin());
    /* Prepare to wait for next quantum */
    x++;
    /* Simple cycle overflow check */
    if(x == read_ts())
        LED_ON(GREEN);
    else
        LED_OFF(GREEN);
}

Figure 4: sdcf real-time interface towards a physical CAN bus.

Figure 5: Core of the PMA towards a hardware CAN transceiver and timer.

As explained in Section 4, the method receives a pointer to its own layer descriptor (the PCS in this case) as first argument, and the bus level as second argument. The PCS layer descriptor can be conveniently and efficiently accessed from the PMA layer descriptor by following the upward pointer shown in Figure 3, that is, pma->pcs. After the method returns, the PMA prepares for the next timer synchronization by incrementing x, which represents its own notion of node clock number. The availability of this information provides a handy opportunity to detect a schedule overflow, that is, a method invocation that takes more than one node clock period to return.

Any overflow is a critical error and must be flagged because it implies that sdcf was unable to meet its real-time execution constraints. In this case, the code compares x with the timer’s notion of current node clock number, provided by a fresh invocation of read_ts. If these two values are the same, the PMA is “in time,” that is, the method returned before the beginning of the next node clock period, otherwise an overflow just occurred. The result of the comparison is used to drive another GPIO output by means of the functions LED_ON and LED_OFF, so called because the output is physically connected to a LED on the evaluation board used as a test bed. This output can then be checked visually or, more effectively, with an oscilloscope: Any spike implies that the PMA lost synchronization with the hardware timer for at least one node clock period.

6. Simulation Mode

Besides being executed in real-time mode on an embedded system, as described in Section 5, the same sdcf portable lay-
The characteristics of sdcc have been experimentally evaluated in three different areas: memory footprint, real-time execution performance, and compatibility with commercial CAN controllers.

7.1. Memory Footprint

In order to determine its memory footprint, sdcc has been compiled for two dissimilar architectures.

1. On the LPC1768 microcontroller, with the real-time PMA described in Section 5, using gcc version 4.9.3 as cross-compiler.

2. On an Intel T9400 processor, with the simulated PMA presented in Section 6 and simulation mode enabled, using the native Apple C compiler clang version 900.0.39.2.

The first scenario is deemed to be representative of a typical embedded system, while the second constitutes a common example of personal computing environment. The main results

Figure 7 shows an example of observation of some sdcc state variables taken from the PCS and PMA layers and pertaining to the synchronization process discussed in Section 3.2. The state variables being observed are the quantum counter \( c \) (denoted as quantum_m_cnt in the figure) and sync_inhibit (also discussed in Table 1) from the PCS, and rx_level from the simulated PMA. The latter simply represents the current CAN bus level received from the transceiver.

For this experiment, the PCS has been configured with quanta_per_bit=8, that is, it considers that a bit period is nominally made of 8 quanta, numbered from 0 to 7. Accordingly, quantum_m_cnt also counts from 0 to 7, included, the SP has been set between the 5th and the 6th quantum of a bit, and the nominal edge position is considered to be at the transition between the 0th and the 1st quantum.

The upper part of the figure (Figure 7a) shows the PCS behavior when the incoming edge is “late” with respect to the nominal position, that is, it has a positive phase error \( e = 2 \). More specifically, it shows how quantum_m_cnt is decremented by 2 upon edge detection, thus updating the PCS notion of where bit boundaries are with respect to the incoming bit stream. Instead, the lower part of the figure (Figure 7b) shows how the PCS adjusts quantum_m_cnt when the incoming edge is “early,” that is, it has a negative phase error \( e = -2 \). In this case, at edge arrival, the PCS assumes a new bit has begun and, to compensate the phase error, unconditionally sets quantum_m_cnt to the value 1. In both examples, we assume that the SJW has been set to a value \( \geq 2 \), so that it does not cap the quantum_m_cnt adjustment in any way.

The same figure also demonstrates that the PCS correctly sets sync_inhibit when it performs a synchronization and, as required by the CAN specification, resets it only when it samples a recessive bit. In both examples, this happens at the SP of the next bit. As a consequence, further synchronizations, possibly due to noise spikes, are inhibited in the meantime.
are shown in Table 2. For the LPC1768, the memory footprint has been divided into three categories:

- text section, containing code and other read-only data,
- layer configuration data, typically read-only, and
- read-write, uninitialized data, traditionally called BSS.

This distinction is important because, as explained in Section 4, items belonging to the first two categories can be allocated in Flash memory instead of RAM. On the other hand, only RAM memory is accessible on the T9400 system, given that the processor is managed by a general-purpose operating system. Therefore, only total sizes have been shown.

In both cases, memory footprint has been determined by means of the size command, executed on individual object modules, plus manual inspection of the linker map files to achieve a finer level of granularity and determine the size of layer configuration parameters. The first observation that can be drawn from the experimental data shown in the table is the significant difference between the footprint of scc on the two targets, amounting to a factor of about 5. There are several main reasons for this:

- When compiled in simulation mode, as is the case for the T9400, scc layers contain extra code to support the sniffers mentioned in Section 6, as well as other debugging aids, for instance, a facility to trace main scc activities and generate a log file.
- The LPC1768 embeds an ARM Cortex-M3 processor core, with a 32-bit architecture, whereas the T9400 belongs to the Intel Core 2 Duo family and implements the Intel 64 64-bit architecture. As a consequence, several commonly-used data types (for instance, pointers) are twice as big on the T9400, with respect to the LPC1768.
- Cortex-M3 instructions are either 16 or 32 bits in size, whereas Intel 64 instructions vary in length from 1 to 15 bytes. Moreover, the two compilers have different optimization goals on the two architectures, that is, they tend to optimize code size on the Cortex-M3 and execution speed on the T9400.

On the other hand, footprint measurements confirm the relatively small size of scc when cross-compiled in real-time execution mode (less than 3 KB of memory in total, most of it read-only), and hence, its suitability even for low-cost embedded systems with limited memory resources.

### 7.2. Real-time Execution Performance

Real-time performance assessment has been performed on the LPC1768 microcontroller, configuring the processor to run at the maximum clock speed, that is, 100 MHz. As a first approximation, the code shown in Figure 5 has been used to detect schedule overflows while scc was running at several standard bit rates. The check was done with scc connected to a physical bus, which other CAN nodes saturated by issuing back-to-back frame transmission requests. In this way it has been determined that scc starts exhibiting sporadic schedule overflows when the bit rate is brought from 50 to 100 kb/s. Then, to double-check and refine the evaluation, the total number of clock cycles that scc requires to handle a PMA\_Node\_Clock. Ind indication has been measured, by means of cycle-accurate timestamps. As described in Section 3, this entails the execution of the whole PCS layer and all the four FSMs within the MAC layer.

Experimental results indicate that, in the worst case, scc can completely process a PMA\_Node\_Clock. Ind in 130 clock cycles, fast enough to sustain communication on a CAN bus running at 62.5 kb/s when allocating 100% of the core cycles to this task. This is a remarkable result, above all if we consider that, by present-day standards, the LPC1768 is placed at the low end of the spectrum of microcontrollers used in typical embedded applications. On the other hand, it also reveals that core utilization is the main limiting factor of scc in actual applications, given that the microcontroller has to execute other tasks as well, because it grows linearly with the bit rate.

Instead, as shown in Section 7.1, memory footprint is modest and does not depend on it. When higher bit rates are required, the only ways out of this limitation are to further optimize scc code, or use a microcontroller with a higher clock frequency and a more powerful instruction set. On the contrary, if scc is seen as a replacement of LIN, as proposed in Section 1, we can assume it would also operate at the maximum LIN bit rate, that is, 20 kb/s. In this case, even on a low-end LPC1768, scc is going to consume only about 32% of core cycles, thus leaving a significant share of computing power to other tasks.

### 7.3. Compatibility with Commercial Controllers

While working on CAN protocol enhancements, both at the data link and application layers [7, 15], scc has been experimentally confirmed to be compatible with several commercial CAN controllers dissimilar from each other, that is, the ones embedded in the NXP LPC1768, LPC2468 and LPC4357, as well as the Freescale MCF5282 (now also acquired by NXP). Namely, more than 10 million frames have been successfully exchanged among multiple instances of scc and the abovementioned commercial controllers without detecting any problems. Although a thorough evaluation of conformance to the CAN specification, by means of the relevant ISO standard [27], would be necessary to prove the interoperability between scc and other CAN implementations, those results still provide some evidence that no major issues are likely to exist.
8. Conclusion

This paper described sdcc, a software-defined CAN controller that operates in real time and can be connected to a physical CAN bus. When executed on a Cortex-M3 processor running at a clock speed of 100 MHz, it supports bus bit rates of up to 62.5 kbps. The same code base can also work in simulation mode on an ordinary PC for initial protocol development, testing, and debugging. In this way, it provides a valuable, flexible, and inexpensive tool to experiment with novel ideas concerning the CAN data link layer protocol. As an example, the prototype implementation of a CAN-based security protocol [15] on top of sdcc required only about 280 additional lines of C code, thus shortening protocol development time and freeing valuable resources within the research team.
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