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Abstract

The random batch method provides an efficient algorithm for computing statistical properties of a canonical ensemble of interacting particles. In this work, we study the error estimates of the fully discrete random batch method, especially in terms of approximating the invariant distribution. The triangle inequality framework proposed in this paper is a convenient approach to estimate the long-time sampling error of the numerical methods. Using the triangle inequality framework, we show that the long-time error of the discrete random batch method is \( O(\sqrt{\tau} + e^{-\lambda t}) \), where \( \tau \) is the time step and \( \lambda \) is the convergence rate which does not depend on the time step \( \tau \) or the number of particles \( N \). Our results also apply to the McKean–Vlasov process, which is the mean-field limit of the interacting particle system as the number of particles \( N \to \infty \).
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1 Introduction

Simulation of large interacting particle systems (IPS) has always been an appealing research topic in computational physics [1, 2] and computational chemistry [3, 4]. It is not only because the IPS itself is an important model in molecular dynamics and quantum mechanics, but also because the IPS has a mathematically well-defined mean-field limit [5–8] as the number of particles tends to infinity. The mean-field dynamics of the IPS is a distribution-dependent SDE, also known as the McKean-Vlasov process (MVP), has been frequently used in statistical physics to describe the ensemble behavior of a system of particles [9, 10]. In this paper we focus on a simple IPS model, which is evolved by the overdamped Langevin dynamics with only pairwise interactions.
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Consider the system of $N$ particles in $\mathbb{R}^{Nd}$ represented by a collection of position variables $X_t = \{X_t^i\}_{i=1}^N$, where the subscript $t \geq 0$ denotes the evolution time and each particle $X_t^i \in \mathbb{R}^d$ is evolved by the overdamped Langevin dynamics

$$dX_t^i = \left(b(X_t^i) + \frac{1}{N-1} \sum_{j \neq i} K(X_t^i - X_t^j)\right)dt + \sigma dW_t^i. \tag{1.1}$$

Here, $b : \mathbb{R}^d \to \mathbb{R}^d$ is the drift force, $K : \mathbb{R}^d \to \mathbb{R}^d$ is the interaction force, $\sigma > 0$ is the diffusion coefficient, and $\{W_t^i\}_{t \geq 1}$ are $N$ independent Wiener processes in $\mathbb{R}^d$. Formally, the mean-field limit of (1.1) as $N \to \infty$ is the MVP represented by a single position variable $\bar{X}_t \in \mathbb{R}^d$

$$d\bar{X}_t = \left(b(\bar{X}_t) + \int_{\mathbb{R}^d} K(\bar{X}_t - z)\nu_t(dz)\right)dt + \sigma dW_t, \tag{1.2}$$

$$\nu_t = \text{Law}(\bar{X}_t).$$

Here, Law$(\cdot)$ denotes the distribution law of a random variable, and $W_t$ is the Wiener process in $\mathbb{R}^d$. The convergence mechanism of the IPS (1.1) towards the MVP (1.2) as $N \to \infty$ has been systemically studied in the theory of the propagation of chaos [11, 12].

The goal of this paper is to study the sampling accuracy of the numerical methods for the IPS (1.1) and the MVP (1.2). To characterize the sampling accuracy of a numerical method at different time scales, it is reasonable to ask the following two questions:

1. In the finite-time level, does the method produce accurate trajectories?
2. In the long-time level, does the method sample the correct invariant distribution?

To be specific, suppose the numerical method for the IPS (1.1) with the time step $\tau$ produces a discrete-time trajectory $\{\tilde{X}_n\}_{n \geq 0}$ in $\mathbb{R}^{Nd}$, where the subscript $n$ is a nonnegative integer representing the number of iterations. Then we expect $\{\tilde{X}_n\}_{n \geq 0}$ is a good approximation the discrete-time IPS trajectory $\{X_{n\tau}\}_{n \geq 0}$; and for sufficiently large $n$, the numerical distribution law $\text{Law}(\tilde{X}_n)$ is close to the invariant distribution of the IPS (1.1).

In this paper we shall consider the Euler–Maruyama scheme, which provides a simple numerical method for the IPS (1.1). Fix the time step $\tau$ and define $t_n := n\tau$, then the IPS (1.1) is approximated by a system of particles $\tilde{X}_n = \{\tilde{X}_n^i\}_{i=1}^N$, where each particle $\tilde{X}_n^i \in \mathbb{R}^d$ in the time interval $[t_n, t_{n+1})$ is updated by the following stochastic equation

$$\tilde{X}_{n+1}^i = \tilde{X}_n^i + \left(b(\tilde{X}_n^i) + \frac{1}{N-1} \sum_{j \neq i} K(\tilde{X}_n^i - \tilde{X}_n^j)\right)\tau + \sigma(W_{n+1}^i - W_n^i), \tag{1.3}$$

which we shall refer to as the discrete IPS thereafter. We note that the discrete IPS (1.3) is also known as the stochastic particle method [13, 14], which can be applied in a wide class of MVPs, and the associated error analysis can be found in [15, 18]. To update the discrete IPS (1.3) in a single time step, we need to compute all the pairwise interactions $K(\tilde{X}_n^i - \tilde{X}_n^j)$, hence the computational cost per time step is $O(N^2)$. Such huge complexity brings great burden when $N$ is large.

The Random Batch Method (RBM) proposed in [19] resolves the complexity burden in the discrete IPS (1.3) with a simple idea: for each time step, compute the interaction forces within small random batches. For each $n \geq 0$, let the index set $\{1, \cdots, N\}$ be randomly divided into $q$ batches $D = \{C_1, \cdots, C_q\}$, where each batch $C \in D$ has the equal size $p = N/q$ where the integer
We compute the interaction force between two particles only when their indices $i, j$ belong to the same batch. The discrete IPS (1.3) is then approximated by the discrete random batch interacting particle system (discrete RB–IPS), represented by a system of particles $\tilde{Y}_n = \{\tilde{Y}^i_n\}_{i=1}^N$ in $\mathbb{R}^{Nd}$, where each particle $\tilde{Y}^i_n \in \mathbb{R}^d$ is updated by

$$\tilde{Y}^i_{n+1} = \tilde{Y}^i_n + \left( b(\tilde{Y}^i_n) + \frac{1}{p-1} \sum_{j \neq i, j \in C} K(\tilde{Y}^j_n - \tilde{Y}^i_n) \right) \tau + \sigma(W^i_{t_{n+1}} - W^i_{t_n}), \quad i \in C. \quad (1.4)$$

Here, $C \in \mathcal{D}$ is the unique batch containing $i$. For the next time interval, the previous division $\mathcal{D}$ is discarded and another random division is employed. The discrete RB–IPS (1.4) requires only $O(Np)$ rather than $O(N^2)$ complexity to compute the interaction forces in a time step, which is a significant advance in simulation efficiency.

Nowadays the RBM has become a prominent simulation tool for large particle systems. It is not only a highly efficient numerical method for complex chemical systems [20–23], but also accelerates the particle ensemble methods [24–26] for optimization or solving PDEs. There have been some theoretical results on the error analysis of the RBM, but they mainly focus on the continuous-time random batch interacting particle system (RB–IPS, defined in (3.1)). In the finite-time level, it was proved in [27] that the strong and weak error are $O(\sqrt{\tau})$ and $O(\tau)$ respectively; while in the long-time level, the authors of [28] applied the reflection coupling [29, 30] to show that the RB–IPS has uniform geometric ergodicity, and the Wasserstein-1 distance between the invariant distributions of the IPS and the RB–IPS is bounded by $O(\sqrt{\tau})$. However, the error analysis of the discrete RB–IPS (1.4) is not a direct consequence of the results for the RB–IPS. Moreover, the long-time behavior of the discrete RB–IPS (1.4) poses additional challenges because it is fairly non-trivial to obtain an explicit convergence rate towards the invariant distribution. Therefore, it is necessary to perform the error analysis for the discrete RB–IPS (1.4), which is the main task of this paper.

The triangle inequality framework proposed in this paper is our main technique to study the long-time sampling error. This framework is inspired from Mattingly [31,32] and Durmus [33], and can be conveniently applied in a wide class of numerical methods. For a given stochastic process and the corresponding numerical method, the triangle inequality framework is able to utilize the ergodicity of the original process and the finite-time error analysis to estimate the long-time error. Furthermore, with the triangle inequality framework, it is easy to produce an explicit convergence rate, which is independent of the time step $\tau$ or other parameters. In particular, for the IPS (1.1) and its corresponding numerical method—the discrete RB–IPS (1.4), the convergence rate is independent of the number of particles $N$.

Before we elaborate the principle of the triangle inequality framework in Section 2, we state the main results of this paper. These results are proved by combining the triangle inequality framework and the error analysis results for the RB–IPS in [27,28].

1. (Theorem 3.3) The finite-time strong error is $O(\sqrt{\tau})$.

When the IPS (1.1) and the discrete RB–IPS (1.4) are driven by the same initial value and Wiener processes, there exists a positive constant $C = C(T)$ such that

$$\sup_{0 \leq n \leq T/\tau} \frac{1}{N} \sum_{i=1}^N \mathbb{E}|X^i_{n\tau} - \tilde{Y}^i_n|^2 \leq C\tau. \quad (1.5)$$

The constant $C$ does not on $N, \tau$ or $p.$
2. (Theorem 3.6) The long-time sampling error is $O(\sqrt{\tau} + e^{-\lambda t})$.

When the interaction force $K$ is moderately large, there exist constants $C, \lambda > 0$ such that

$$W_1(\pi, \text{Law}(\tilde{Y}_n)) \leq C\sqrt{\tau} + Ce^{-\lambda n\tau}, \quad \forall n \geq 0,$$  \hspace{1cm} (1.6)

where $\pi \in \mathcal{P}(\mathbb{R}^d)$ is the invariant distribution of the IPS (1.1) and $W_1$ is the normalized Wasserstein-1 distance defined in (3.23). The constants $C, \lambda$ do not depend on $N, \tau$ or $p$.

In the long-time sampling error (1.6), the order of accuracy in the time step $\tau$ may not be optimal. This is because we have used the strong error estimate (1.5) in the triangle inequality framework to prove (1.6) (see Section 2.3). Nevertheless, the convergence rate $\lambda$ does not depend on the number of particles $N$, the time step $\tau$ or the batch size $p$.

Using the results in the propagation of chaos [12, 34], we show that the discrete RB–IPS (1.4) is also a reliable numerical method for the MVP (1.2). In particular, the invariant distribution of the MVP (1.2) can be approximated by the empirical distribution of the discrete RB–IPS (1.4) by choosing the number of particles $N$ sufficiently large.

1. (Corollary 4.2) The finite-time strong error is $O(\sqrt{\tau} + \frac{1}{\sqrt{N}})$.

When $N$ duplicates of the MVP (1.2) and the discrete RB–IPS (1.4) are driven by the same initial value and Wiener processes, there exists a positive constant $C = C(T)$ such that

$$\sup_{0 \leq n \leq T/\tau} \frac{1}{N} \sum_{i=1}^{N} \mathbb{E}|\bar{X}_t^{i} - \bar{Y}_t^{i}|^2 \leq C\tau + \frac{C}{N},$$  \hspace{1cm} (1.7)

where $\{\bar{X}_t^i\}_{t \geq 0}$ is the $i$-th duplicate of the MVP (1.2). The constant $C$ does not depend on $N, \tau$ or $p$.

2. (Corollary 4.6) The long-time sampling error is $O(\sqrt{\tau} + e^{-\lambda t} + \frac{1}{\sqrt{N}})$.

When the interaction force $K$ is moderately large, there exist constants $C, \lambda > 0$ such that

$$\mathbb{E}[W_1(\tilde{\pi}, \tilde{\mu}_{n\tau}^{RB})] \leq C\sqrt{\tau} + Ce^{-\lambda n\tau} + \frac{C}{\sqrt{N}}, \quad \forall n \geq 0,$$ \hspace{1cm} (1.8)

where $\tilde{\pi} \in \mathcal{P}(\mathbb{R}^d)$ is the invariant distribution of the MVP (1.2), and $\tilde{\mu}_{n\tau}^{RB}$ is the empirical measure of the $N$-particle system $\{\tilde{Y}_n^{i} \}_{i=1}^{N}$, i.e.,

$$\tilde{\mu}_{n\tau}^{RB}(x) = \frac{1}{N} \sum_{i=1}^{N} \delta(x - \tilde{Y}_n^{i}) \in \mathcal{P}(\mathbb{R}^d).$$  \hspace{1cm} (1.9)

The constants $C, \lambda$ do not depend on $N, \tau$ or $p$.

The paper is organized as follows. In Section 2 we introduce the triangle inequality framework for estimating the long-time sampling error. In Section 3 we prove (1.5)(1.6) for the IPS (1.1). In Section 4 we prove (1.7)(1.8) for the MVP (1.2).
2 Triangle inequality for long-time error analysis

In general, the long-time error analysis of a numerical method is much more difficult than the finite-time error analysis, whose proof is standard and can be found in textbooks, e.g., Chapter 7.5 of [35]. Nevertheless, Mattingly [31, 32] and Durmus [33] proposed a special strategy—which we refer to as the triangle inequality framework in this paper—to address the problem of the long-time error analysis. The idea of this framework is simple. In addition to the known results in the finite-time error analysis, one only needs the geometric ergodicity of the stochastic dynamics to perform the long-time analysis. In short words, the geometric ergodicity with the finite-time error yields the long-time error.

In the rest part of this section, we first review the original approaches employed in [31–33] for the long-time error analysis. Motivated by their results, we propose a general lemma on the long-time error analysis. Finally, we demonstrate why the triangle inequality framework can be applied in a wide class of stochastic dynamics, including the discrete RB–IPS (1.4).

2.1 A historical review

The geometric ergodicity is the key property to describe the long-time behavior of a stochastic process, and is essential to build up the triangle inequality framework. For simplicity, consider the continuous-time stochastic process \( \{X_t\}_{t \geq 0} \), whose transition probability is \((p_t)_{t \geq 0}\). Let \( \mathcal{P}(\mathbb{R}^d) \) be the space of all probability distributions on \( \mathbb{R}^d \), then for any \( \nu \in \mathcal{P}(\mathbb{R}^d) \), \( \nu_p \in \mathcal{P}(\mathbb{R}^d) \) is the distribution law of \( X_t \) provided \( X_0 \sim \nu \). Given the metric \( d(\cdot, \cdot) \) on \( \mathcal{P}(\mathbb{R}^d) \), the stochastic process \( \{X_t\}_{t \geq 0} \) is said to have geometric ergodicity, if it has an invariant distribution \( \pi \in \mathcal{P}(\mathbb{R}^d) \), and there exist positive constants \( C, \beta \) such that

\[
d(\nu_p, \pi) \leq Ce^{-\beta t}d(\nu, \pi), \quad \forall \nu \in \mathcal{P}(\mathbb{R}^d). \tag{2.1}\]

In other words, the distribution law \( \nu_p \) converges to the invariant distribution \( \pi \) exponentially, and \( \beta \) is the convergence rate.

Now consider another stochastic process \( \{\tilde{X}_t\}_{t \geq 0} \) with transition probability \((\tilde{p}_t)_{t \geq 0}\), which can be viewed as an approximation to the original process \( \{X_t\}_{t \geq 0} \). For example, \( \{X_t\}_{t \geq 0} \) is the solution to an SDE, while \( \{\tilde{X}_t\}_{t \geq 0} \) is given by the Euler–Maruyama scheme. To characterize the long-time error of \( \{\tilde{X}_t\}_{t \geq 0} \), the following two questions are proposed in [32]:

1. Does \( \{\tilde{X}_t\}_{t \geq 0} \) have a unique invariant distribution \( \tilde{\pi} \in \mathcal{P}(\mathbb{R}^d) \)?
2. If so, what is the difference between \( \pi \) and \( \tilde{\pi} \)?

The first question can be directly addressed by the Harris ergodic theorem [31, 36, 38]. For the second question, a special triangle inequality was adopted in [32] to estimate the difference between \( \pi \) and \( \tilde{\pi} \). Under the same metric \( d(\cdot, \cdot) \), assume the finite-time difference relation between the distribution laws \( \nu_p, \nu_{\tilde{p}} \) is known, that is, for any \( T > 0 \) there exists a constant \( \varepsilon(T) \) such that

\[
\sup_{0 \leq t \leq T} d(\nu_p, \nu_{\tilde{p}}) \leq \varepsilon(T), \quad \forall \nu \in \mathcal{P}(\mathbb{R}^d). \tag{2.2}\]

Here, \( T \) is a reference evolution time of the processes \( \{X_t\}_{t \geq 0}, \{\tilde{X}_t\}_{t \geq 0}, \) and \((p_t)_{t \geq 0}, (\tilde{p}_t)_{t \geq 0}\) are the corresponding transition probabilities. If we choose the the metric \( d(\cdot, \cdot) \) to be the Wasserstein-1...
distance, and derive the finite-time difference relation (2.2) from the standard strong error estimate, then the error bound \( \varepsilon(T) \) is approximately

\[
\varepsilon(T) \approx O(e^{CT\sqrt{T}}),
\]

where \( \tau > 0 \) is the time step used in time discretization. (2.3) implies that \( \varepsilon(T) \) grows exponentially with the evolution time \( T \), and \( \varepsilon(T) \) is bounded by \( O(\sqrt{T}) \) with a fixed \( T \).

Provided the geometric ergodicity (2.1) and the finite-time difference relation (2.2), we can now use the triangle inequality to estimate \( d(\pi, \tilde{\pi}) \). In fact, for any \( T > 0 \), we have

\[
d(\pi, \tilde{\pi}) = d(\pi_{\tau T}, \tilde{\pi}_{\tau T}) \\
\leq d(\pi_{\tau T}, \tilde{\pi}p_T) + d(\tilde{\pi}p_T, \tilde{\pi}_{\tau T}) \\
\leq Ce^{-\beta T}d(\pi, \tilde{\pi}) + \varepsilon(T).
\]

(2.4)

Hence if we choose \( T = T_0 \) in (2.4) to satisfy \( Ce^{-\beta T_0} = 1/2 \), then

\[
d(\pi, \tilde{\pi}) \leq 2\varepsilon(T_0),
\]

(2.5)

which measures the difference between the invariant distributions \( \pi \) and \( \tilde{\pi} \). Since \( T_0 \) is a fixed value, we have \( \varepsilon(T_0) \approx O(\sqrt{T}) \), hence approximately \( d(\pi, \tilde{\pi}) \leq O(\sqrt{T}) \).

The triangle inequality used in (2.4) is essentially the same with Remark 6.3 of [32], and also previously appeared in [31, 39]. The benefit of the triangle inequality (2.4) is obvious: it does not require the ergodicity of the approximation \( \{\tilde{X}_t\}_{t \geq 0} \) to estimate the difference between \( \pi \) and \( \tilde{\pi} \). It only requires the geometric ergodicity of the original process \( \{X_t\}_{t \geq 0} \), and the finite-time difference relation (2.2). The drawback of the triangle inequality (2.4) is that it does not tell how fast the distribution law of \( \{\tilde{X}_t\}_{t \geq 0} \) converges to the invariant distribution \( \tilde{\pi} \in \mathcal{P}(\mathbb{R}^d) \). Although the Harris ergodic theorem ensures that \( \nu\tilde{\pi}_t \) converges to \( \tilde{\pi} \) exponentially [31, 32], it is usually difficult to make the convergence rate independent of the time step \( \tau \) (see Theorem 7.3 of [31] for example).

In a recent paper [33], the authors have utilized the geometric ergodicity and the triangle inequality to estimate the long-time sampling error of a given numerical method. Instead of calculating the difference between invariant distributions \( d(\pi, \tilde{\pi}) \) directly, one turns to estimate \( d(\nu\tilde{\pi}_t, \pi) \) for large \( t \), that is, the difference between the numerical distribution law \( \nu\tilde{\pi}_t \) and the true invariant distribution \( \pi \). For large \( t \), \( d(\nu\tilde{\pi}_t, \pi) \) can be interpreted as the long-time sampling error of the approximation \( \{\tilde{X}_t\}_{t \geq 0} \). Also, one avoids computing the numerical invariant distribution \( \tilde{\pi} \) directly. Although the proof strategies used in [32, 33] are quite different, it is clear that the triangle inequality plays an important role in estimating the long-time sampling error.

Based on the original triangle inequality adopted in [32], and the idea of using \( d(\nu\tilde{\pi}_t, \pi) \) instead of \( d(\pi, \tilde{\pi}) \) in [33], we propose the triangle inequality framework in the next subsection. By choosing the metric \( d(\cdot, \cdot) \) to be the Wasserstein-1 distance, we expect the long-time sampling error \( d(\nu\tilde{\pi}_t, \pi) \) is bounded by

\[
d(\nu\tilde{\pi}_t, \pi) \leq O(\sqrt{T} + e^{-\lambda t}), \quad \forall t > 0,
\]

(2.6)

where the constant \( \lambda > 0 \) does not depend on the time step \( \tau \). Clearly, \( d(\nu\tilde{\pi}_t, \pi) \) consists of two parts: the finite-time strong error \( O(\sqrt{T}) \) and the exponential convergence part \( O(e^{-\lambda t}) \). Although \( \lambda \) does not indicate the geometric ergodicity of the approximation \( \{\tilde{X}_t\}_{t \geq 0} \) itself, it does reveal the fact that the sampling efficiency of \( \{\tilde{X}_t\}_{t \geq 0} \) can be uniform in the time step \( \tau \).

We summarize the major differences between our work and the results in [31, 33]. First, our work considers the numerical methods for the IPS (1.1), which is a multi-particle system rather
than a single particle. The geometric ergodicity of the IPS \cite[11]{12} is guaranteed by the reflection coupling \cite[29,30]{30}, while their results mainly rely on the Harris ergodic theorem. This also leads to a difference in the choice of the metric \(d(\cdot, \cdot)\): we shall always employ the normalized Wasserstein-1 distance, while their results mainly involve the weighted total variation \cite[36]{30}. Second, the numerical method in our work involves the random batch approximations, which is more complicated than the standard Euler-Maruyama scheme. Finally, the triangle inequality used in this work is a variant of \cite[2.4]{28} in \cite[32]{32} rather than the one used in \cite[33]{33}.

2.2 Main lemma for the long-time error estimate

We state the main lemma for the long-time error estimate, which is the key conclusion of the triangle inequality framework.

**Lemma 2.1** Let \( \{X_t\}_{t \geq 0}, \{\tilde{X}_t\}_{t \geq 0} \) be stochastic processes in \( \mathbb{R}^d \) with transition probabilities \((p_t)_{t \geq 0}, (\tilde{p}_t)_{t \geq 0}\). Given the metric \(d(\cdot, \cdot)\) on \(\mathcal{P}(\mathbb{R}^d)\), assume \((p_t)_{t \geq 0}\) has an invariant distribution \(\pi \in \mathcal{P}(\mathbb{R}^d)\) and there exist constants \(C, \beta > 0\) such that
\[
d(\nu p_t, \pi) \leq Ce^{-\beta t}d(\nu, \pi), \quad \forall \nu \in \mathcal{P}(\mathbb{R}^d),
\]
and for any \(T > 0\), there exists a constant \(\varepsilon(T)\) such that
\[
\sup_{0 \leq t \leq T} d(\nu \tilde{p}_t, \nu p_t) \leq \varepsilon(T), \quad \forall \nu \in \mathcal{P}(\mathbb{R}^d).
\]
Then there exist constants \(T_0, \lambda > 0\) such that
\[
d(\nu \tilde{p}_t, \pi) \leq 2\varepsilon(T_0) + 2M_0e^{-\lambda t}, \quad \forall t \geq 0,
\]
where \(M_0 := \sup_{s \in [0, T_0]} d(\nu \tilde{p}_s, \pi)\).

**Proof** We still estimate \(d(\nu \tilde{p}_t, \pi)\) using the triangle inequality. For any \(T > 0\) and \(t \geq T\),
\[
d(\nu \tilde{p}_t, \pi) \leq d(\nu \tilde{p}_t, \nu \tilde{p}_{t-T}p_T) + d(\nu \tilde{p}_{t-T}, p_Tp_T)
\leq \varepsilon(T) + Ce^{-\beta T}d(\nu \tilde{p}_{t-T}, \pi).
\]
By choosing \(T = T_0\) such that \(Ce^{-\beta T_0} = 1/2\), we have
\[
d(\nu \tilde{p}_t, \pi) \leq \varepsilon(T_0) + \frac{1}{2}d(\nu \tilde{p}_{T_0}, \pi), \quad \forall t \geq T_0.
\]
By induction on the integer \(n \geq 0\), we obtain
\[
d(\nu \tilde{p}_t, \pi) \leq 2\left(1 - \frac{1}{2^n}\right)\varepsilon(T_0) + \frac{1}{2^n}d(\nu \tilde{p}_{nT_0}, \pi), \quad \forall t \geq nT_0.
\]
For any \(t \in [0, +\infty)\), there exists a unique integer \(n \geq 0\) such that \(t \in [nT_0, (n+1)T_0)\). Then
\[
d(\nu \tilde{p}_t, \pi) \leq 2\varepsilon(T_0) + 2^{1-t/T_0}\sup_{s \in [0, T_0]} d(\nu \tilde{p}_s, \pi),
\]
which implies the long-time error estimate \cite[2.7]{28} with \(\lambda = \ln 2/T_0\). \(\square\)
The conditions in Lemma 2.1 are exactly the geometric ergodicity (2.1) and the finite-time difference relation (2.2), and the result (2.7) characterizes the long-time sampling error of the stochastic process \( \{ \tilde{X}_t \}_{t \geq 0} \). The triangle inequality used in (2.8) is essential in the proof of Lemma 2.1, which is the reason that Lemma 2.1 is referred to as the triangle inequality framework. In particular, when \( d(\cdot, \cdot) \) is the Wasserstein-1 distance, \( \varepsilon(T_0) \) is of order \( O(\sqrt{T}) \), and thus we recover the result in (2.6). Now we briefly summarize the pros and cons of the triangle inequality framework.

1. It requires only the geometric ergodicity of the original dynamics \( \{ X_t \}_{t \geq 0} \). The existence of the invariant distribution for \( \{ \tilde{X}_t \}_{t \geq 0} \) is not required. This allows us to study a wide class of numerical methods, including the IPS and the methods with stochastic gradient or random batch approximations.

2. It produces an explicit convergence rate \( \lambda > 0 \), which can be easily made independent of the time step \( \tau \) and other parameters. In fact, \( \lambda \) is uniquely determined by the parameters \( C, \beta \) in the geometric ergodicity condition (2.1). In the discrete IPS (1.3) and the discrete RB–IPS (1.4), \( \lambda \) is independent of the number of particles \( N \).

3. The geometric ergodicity condition (2.1) is very restrictive in the choice of the metric \( d(\cdot, \cdot) \). Here, the metric \( d(\cdot, \cdot) \) must be symmetric in its two arguments and satisfy the triangle inequality. As a consequence, the convergence in entropy

\[
H(\nu_{pT} | \pi) \leq Ce^{-\beta T} H(\nu | \pi), \quad \forall \nu \in \mathcal{P}(\mathbb{R}^d) \tag{2.11}
\]

cannot be used to prove the geometric ergodicity condition (2.1) because the relative entropy \( H(\cdot | \pi) \) is not symmetric, despite the fact that it is stronger than the Wasserstein distance (Talagrand’s inequality [40]) and the total variation (Pinsker’s inequality).

4. The finite-time difference relation (2.2) must be derived with a metric at least stronger than \( d \), which might make the order of accuracy not optimal. For example, when \( d \) is the Wasserstein-1 distance, (2.2) can be naturally derived from the strong error estimate, but the order of accuracy is only \( O(\sqrt{T}) \). It is still challenging for the triangle inequality framework to yield better accuracy in the time step.

In short words, as long as the original dynamics \( \{ X_t \}_{t \geq 0} \) satisfies the geometric ergodicity condition (2.1) in a specific metric \( d(\cdot, \cdot) \), and the finite-time error analysis is valid in the metric \( d(\cdot, \cdot) \), then we can use the triangle inequality to estimate the long-time sampling error. For example, \( \{ X_t \}_{t \geq 0} \) can be the IPS (1.1), the MVP (1.2) or the Hamiltonian Monte Carlo, where the geometric ergodicity of \( \{ X_t \}_{t \geq 0} \) is guaranteed by the reflection coupling [30, 37, 41].

Finally, we remark that the triangle inequality framework is remotely reminiscent of the well-known Lax equivalence theorem in numerical analysis. Here, the geometric ergodicity serves as the stability and it helps translate the finite-time error estimate to the long-time error estimate without sacrificing the accuracy order.

### 2.3 Application in the interacting particle system

A significant advantage of the triangle inequality framework is that it naturally applies to the IPS (not necessarily in the form of (1.1)). When sampling an IPS, we naturally expect the error bound to be independent of the number of particles \( N \). This is in general a difficult problem in stochastic analysis, and even more in the case of the long-time sampling error. Nevertheless, the requirement of the uniform-in-\( N \) error bound can be explicitly interpreted in the triangle inequality framework.
In order to make the long-time sampling error \(2.7\) independent of the number of particles \(N\), we need to satisfy the following two conditions.

1. The finite-time error bound \(\varepsilon(T_0)\) is independent of \(N\) (for fixed \(T_0\));
2. The exponential convergence rate \(\beta\) is independent of \(N\).

The first condition is relatively easy to obtain because \(\varepsilon(T_0)\) only relates to the finite-time error analysis. If the multi-particle system has a mean-field limit as \(N \to \infty\), the theory of propagation of chaos usually provides a convenient tool to study \(\varepsilon(T_0)\), see \([16, 17, 42]\) for example.

The second condition is more demanding because it requires the IPS to have uniform geometric ergodicity in a specific metric \(d(\cdot, \cdot)\). The Harris ergodic theorem is not suitable to prove the uniform ergodicity because it is difficult to quantify the the minorization condition in high dimensions \([37]\). The uniform log-Sobolev inequality proved in \([43]\) has a uniform-in-\(N\) convergence rate, but the relative entropy used to quantify the convergence is not a metric. Therefore, the most natural choice for the metric \(d(\cdot, \cdot)\) in the IPS is the Wasserstein distance, and the uniform geometric ergodicity can be verified by the reflection coupling \([29, 30]\).

When both conditions are satisfied, we can use the triangle inequality framework to estimate the long-time sampling error of a large variety of numerical methods, although the order of accuracy is not optimal. In particular, for the first time we show that the discrete RB–IPS \((1.4)\), as a time-discretization of the Random Batch Method, possesses a long-time error bound independent of the number of particles \(N\) and the time step \(\tau\).

### 3 Error analysis of discrete RB–IPS for IPS

In this section we analyze the error of the discrete RB–IPS \((1.4)\), as an approximation to the IPS \((1.1)\). In Section 3.1, we derive the strong error in the finite time. In Section 3.2, we prove the uniform-in-time moment estimates for the discrete RB–IPS \((1.4)\), which is necessary for the long-time error estimate. In Section 3.3, we briefly review the geometric ergodicity of the IPS \((1.1)\) derived by the reflection coupling. In Section 3.4, we combine the results above with the triangle inequality framework to derive the long-time error in the normalized Wasserstein-1 distance.

For the convenience of analysis, we also introduce the continuous-time random batch interacting particle system (RB–IPS), which is represented by a system of particles \(Y_t = \{Y_i(t)\}_{i=1}^N\) in \(\mathbb{R}^{Nd}\), where each particle \(Y_i(t) \in \mathbb{R}^{Nd}\) in the time interval \([t_n, t_{n+1})\) is evolved by the following SDE

\[
dY_i(t) = \left( b(Y_i(t)) + \frac{1}{p-1} \sum_{j \neq i, j \in C} K(Y_i(t) - Y_j(t)) \right) dt + \sigma dW_i(t), \quad t \in [t_n, t_{n+1}).
\]

(3.1)

Here, \(\mathcal{D} = \{C_1, \cdots, C_q\}\) is the batch division used in the time interval \([t_n, t_{n+1})\); and for each \(i \in \{1, \cdots, N\}\), \(C \in \mathcal{D}\) is the unique batch that contains \(i\). The error analysis for the RB–IPS \((3.1)\) can be found in \([27, 28]\).

We also list in Table 1 the notations of all dynamics involved in this paper and their corresponding transition probabilities, invariant distributions and equation numbers.
Here, ‘−’ in the invariant distribution column means that the existence of such distribution is not required in our analysis.

### 3.1 Strong error in finite time

The discrete RB–IPS (1.4) deviates from the IPS (1.1) for two reasons: time discretization and random batch divisions at each time step. Therefore, it is natural to analyze the impact of these two factors separately. Among the four dynamics: IPS (1.1), discrete IPS (1.3), RB–IPS (3.1) and discrete RB–IPS (1.4), we focus on the following two types of strong error estimates.

1. **Time discretization.**

   \[
   \text{discrete RB–IPS vs RB–IPS: } \sup_{0 \leq n \leq T/\tau} \left( \frac{1}{N} \sum_{i=1}^{N} \mathbb{E}|Y_{n\tau}^{i} - \tilde{Y}_{n\tau}^{i}|^2 \right), \tag{3.2}
   \]

2. **Random batch divisions.**

   \[
   \text{RB–IPS vs IPS: } \sup_{0 \leq n \leq T/\tau} \left( \frac{1}{N} \sum_{i=1}^{N} \mathbb{E}|X_{n\tau}^{i} - Y_{n\tau}^{i}|^2 \right). \tag{3.3}
   \]

Here, we assume the four dynamics (1.1) (1.3) (3.1) (1.4) are in the synchronous coupling, i.e., they are driven by the same Wiener processes \( \{W_i\}_{i=1}^{N} \), the same random batch divisions (if required) at each time step, and the same initial value \( X_0 \), where \( X_0 \) is a random variable on \( \mathbb{R}^{Nd} \) with Law(\( X_0 \)) = \( \nu \). Note that the discrete RB–IPS (1.4) deviates from the RB–IPS (3.1) only due to time-discretization because we impose the same random batch divisions for these two dynamics.

Once we obtain the strong error estimates (3.2) (3.3), the strong error between the discrete RB–IPS (1.4) and the IPS (1.1) defined by

\[
\text{discrete RB–IPS vs IPS: } \sup_{0 \leq n \leq T/\tau} \left( \frac{1}{N} \sum_{i=1}^{N} \mathbb{E}|X_{n\tau}^{i} - \tilde{Y}_{n\tau}^{i}|^2 \right). \tag{3.4}
\]

directly follows from the triangle inequality. In the following we estimate (3.2) (3.3) respectively.

### Strong error due to time discretization

Before we begin to estimate (3.2), it is convenient to introduce the strong error below

\[
\text{discrete IPS vs IPS: } \sup_{0 \leq n \leq T/\tau} \left( \frac{1}{N} \sum_{i=1}^{N} \mathbb{E}|X_{n\tau}^{i} - \tilde{X}_{n\tau}^{i}|^2 \right). \tag{3.5}
\]
Since the both (3.2), (3.5) origin from time discretization, we may apply similar methods to estimate (3.2), (3.5). As in the standard routine in the strong error analysis, we impose the global Lipschitz and boundedness condition on the drift force \( b \) and the interaction force \( K \) as follows.

**Assumption 3.1** For the drift force \( b : \mathbb{R}^d \to \mathbb{R}^d \), there exists a constant \( L_0 \) such that

\[
|b(x)| \leq L_0(|x| + 1), \quad |\nabla b(x)| \leq L_0, \quad \forall x \in \mathbb{R}^d.
\]  

(3.6)

For the interaction force \( K : \mathbb{R}^d \to \mathbb{R}^d \), there exists a constant \( L_1 \) such that

\[
\max\{|K(x)|, |\nabla K(x)|, |\nabla^2 K(x)|\} \leq L_1, \quad \forall x \in \mathbb{R}^d.
\]  

(3.7)

In the IPS (1.1), define the perturbation force of the \( i \)-th particle by

\[
\gamma^i(x) := \frac{1}{N-1} \sum_{j \neq i} K(x^i - x^j), \quad \forall x \in \mathbb{R}^{Nd},
\]  

(3.8)

and the total force applied to the \( i \)-th particle by \( b^i(x) = b(x^i) + \gamma^i(x) \). Then the IPS (1.1) and the discrete IPS (1.3) can be simply written as

\[
dX_t^i = b^i(X_t)dt + \sigma dW_t^i, \quad \tilde{X}_{n+1}^i = \tilde{X}_n^i + b^i(\tilde{X}_n^i)\tau + \sigma(W_{t_{n+1}}^i - W_{t_n}^i), \quad i = 1, \cdots, N.
\]  

(3.9)

According to (3.7), it is easy to verify \( \gamma^i(x) \) is uniformly bounded by \( L_1 \), and

\[
|\gamma^i(x) - \gamma^i(y)| \leq L_1|x^i - y^i| + \frac{L_1}{N-1} \sum_{j \neq i} |x^j - y^j|.
\]  

(3.10)

Summation over \( i \) yields the global Lipschitz condition for the perturbation force

\[
\sum_{i=1}^N |\gamma^i(x) - \gamma^i(y)| \leq 2L_1 \sum_{i=1}^N |x^i - y^i|, \quad \forall x, y \in \mathbb{R}^{Nd}.
\]  

(3.11)

In the RB–IPS (3.1), suppose the index set \( \{1, \cdots, N\} \) is divided to \( D = \{C_1, \cdots, C_q\} \) to form the random batch dynamics in the time interval \([t_n, t_{n+1}]\). In this case we slightly abuse the notation and again define the perturbation force by

\[
\gamma^i(x) = \frac{1}{p-1} \sum_{j \neq i, j \in C} K(x^i - x^j), \quad \forall x \in \mathbb{R}^{Nd},
\]  

(3.12)

then with the new total force \( b^i(x) = b(x^i) + \gamma^i(x) \), the RB–IPS (3.1) and the discrete RB–IPS (1.4) are simply given by

\[
dY_t^i = b^i(Y_t)dt + \sigma dW_t^i, \quad \tilde{Y}_{n+1}^i = \tilde{Y}_n^i + b^i(\tilde{Y}_n^i)\tau + \sigma(W_{t_{n+1}}^i - W_{t_n}^i), \quad i = 1, \cdots, N.
\]  

(3.13)

Although (3.13) is very similar to (3.9), we stress that (3.13) is valid only in the time step \([t_n, t_{n+1}]\) due to the random batch divisions, and the formulation of \( \gamma^i(x) \) varies in different time steps. Nevertheless, \( \gamma^i(x) \) is uniformly bounded by \( L_1 \) regardless of the batch division \( D \). Also, we have

\[
|\gamma^i(x) - \gamma^i(y)| \leq L_1|x^i - y^i| + \frac{L_1}{p-1} \sum_{j \neq i, j \in C} |x^j - y^j|.
\]  

(3.14)
Summation over $i \in C$ gives
\[
\sum_{i \in C} |\gamma^i(x) - \gamma^i(y)| \leq 2L_1 \sum_{i \in C} |x^i - y^i|,
\]
and summation over $C \in D$ gives
\[
\sum_{i=1}^N |\gamma^i(x) - \gamma^i(y)| \leq 2L_1 \sum_{i=1}^N |x^i - y^i|.
\]
(3.15)

Therefore, the global Lipschitz condition still holds true for the random batch dynamics.

Based on the observation of $\gamma^i(x)$ above, we can prove the following results.

**Lemma 3.1** Under Assumption 3.1, if there exists a constant $M_2$ such that
\[
\max_{1 \leq i \leq N} E|X^i_0|^2 \leq M_2,
\]
then there exists a constant $C = C(L_0, L_1, M_2, T, \sigma)$ such that
\[
\sup_{0 \leq t \leq T} E|X^i_t|^2 \leq C, \quad \sup_{t \in [t_n, t_{n+1} \wedge T]} E|X^i_t - X^i_{t_n}|^2 \leq C\tau,
\]
and
\[
\sup_{0 \leq t \leq T} E|Y^i_t|^2 \leq C, \quad \sup_{t \in [t_n, t_{n+1} \wedge T]} E|Y^i_t - Y^i_{t_n}|^2 \leq C\tau.
\]
(3.17)

The proof of Lemma 3.1 is in Appendix. The proof only requires the fact that $|\gamma^i(x)| \leq L_1$.

**Theorem 3.1** Under Assumption 3.1, if there exists a constant $M_2$ such that
\[
\max_{1 \leq i \leq N} E|X^i_0|^2 \leq M_2,
\]
then there exists a constant $C = C(L_0, L_1, M_2, T, \sigma)$ such that
\[
\sup_{0 \leq n \leq T/\tau} \left( \frac{1}{N} \sum_{i=1}^N E|X^i_{n\tau} - \tilde{X}^i_{n\tau}|^2 \right) \leq C\tau
\]
(3.19)
and
\[
\sup_{0 \leq n \leq T/\tau} \left( \frac{1}{N} \sum_{i=1}^N E|Y^i_{n\tau} - \tilde{Y}^i_{n\tau}|^2 \right) \leq C\tau.
\]
(3.20)

The proof of Theorem 3.1 is in Appendix. The proof uses the fact that $\gamma^i(x)$ is global Lipschitz.

**Remark** We have some remarks on Theorem 3.1.

1. If one employs a constant time step $\tau$, the global Lipschitz condition on the drift force $b$ is necessary to ensure the stability of the numerical method. Even for an ergodic SDE, the Euler–Maruyama scheme can be unstable when $b$ is not globally Lipschitz, see the example in Section 6.3 of [31]. If there is only local Lipschitz condition on $b$, the readers may refer to [15, 17] for the discussion of other types of Euler–Maruyama schemes.

2. The constant $C$ depends on the second moments of the initial distribution $\nu \in \mathcal{P}(\mathbb{R}^{N_d})$, which is characterized by the constant $M_2$ in Theorem 3.1.
Strong error due to random batch divisions

We compare the trajectory difference between the IPS (1.1) and the RB–IPS (3.1), which are both exactly integrated in the time interval \([t_n, t_{n+1})\). Recall that the strong error in this case is

\[
\sup_{0 \leq n \leq T/\tau} \left( \frac{1}{N} \sum_{i=1}^{N} \mathbb{E}|X_{n\tau}^i - Y_{n\tau}^i|^2 \right),
\]

where (1.1) 3.1 are driven by the same Wiener processes \(\{W_t^i\}_{i=1}^{N}\) and the same initial random variable \(X_0 \sim \nu\). The estimate of the strong error above directly follows Theorem 3.1 in [27], and we restate their result here.

**Theorem 3.2** Under Assumption 3.1, if there exists a constant \(M_4\) such that

\[
\max_{1 \leq i \leq N} \mathbb{E}|X_0^i|^4 \leq M_4,
\]

then there exists a constant \(C = C(L_0, L_1, M_4, T, \sigma)\) such that

\[
\sup_{0 \leq t \leq T} \left( \frac{1}{N} \sum_{i=1}^{N} \mathbb{E}|X_t^i - Y_t^i|^2 \right) \leq C \left( \frac{T}{p-1} + \tau^2 \right).
\]  

(3.21)

**Remark** We have some remarks on Theorem 3.2:

1. Compared to Theorem 3.1, Theorem 3.2 requires the initial distribution \(\nu\) has finite fourth-order moments rather than second-order moments. This is because in the original proof in [27], the authors used the second-order Taylor expansion to estimate the \(L^2\) norm of

\[
K(Y_t^i - Y_t^j) - K(Y_{n\tau}^i - Y_{n\tau}^j),
\]

which naturally produces the fourth order moments.

2. If the linear growth condition of \(b(x)\) in (5.6) is replaced by \(|b(x)| \leq L_0(|x| + 1)^q\) for some \(q \geq 2\), then the initial distribution \(\nu\) should have finite \(2q\)-th order moments. In this paper we only consider the case of \(q = 2\).

Using Theorems 3.1 and 3.2, we can now estimate the strong error (3.4) between the discrete RB–IPS (1.4) and the IPS (1.1).

**Theorem 3.3** Under Assumption 3.1, if there exists a constant \(M_4\) such that

\[
\max_{1 \leq i \leq N} \mathbb{E}|X_0^i|^4 \leq M_4,
\]

then there exists a constant \(C = C(L_0, L_1, M_4, T, \sigma)\) such that

\[
\sup_{0 \leq n \leq T/\tau} \left( \frac{1}{N} \sum_{i=1}^{N} \mathbb{E}|X_{n\tau}^i - \tilde{Y}_{n\tau}^i|^2 \right) \leq C \tau.
\]  

(3.22)
Lemma 3.2

Under Assumptions 3.1 and 3.2, let

$$W_p^p(\mu, \nu) = \inf_{\gamma \in \Pi(\mu, \nu)} \int_{\mathbb{R}^{Nd} \times \mathbb{R}^{Nd}} \left( \frac{1}{N} \sum_{i=1}^{N} |x^i - y^i|^p \right) \gamma(dx, dy),$$  \quad (3.23)

where $\Pi(\mu, \nu)$ is the transport plans between $\mu$ and $\nu$. The readers may also refer to [12] for a thorough introduction to the normalized Wasserstein distance.

Let $(p_t)_{t \geq 0}, (\tilde{p}_n)_{n \geq 0}, (q_n)_{n \geq 0}, (\tilde{q}_n)_{n \geq 0}$ be the transition probabilities of the four dynamics (1.1) (1.3) (3.1) (3.4) respectively. Then for given initial distribution $\nu \in \mathcal{P}(\mathbb{R}^d)$, the distribution laws of $X^n_t, T/\tau$, $Y^n_t, T/\tau$ are $\nu p_{nt}, \nu \tilde{p}_{nt}, \nu q_{nt}, \nu \tilde{q}_{nt}$ respectively (see the notations in Table 1). Here we note that $(p_t)_{t \geq 0}$ defines a Markov process, while $(\tilde{p}_n)_{n \geq 0}, (q_n)_{n \geq 0}, (\tilde{q}_n)_{n \geq 0}$ only define discrete-time Markov chains because of the random batch divisions at each time step. Although formally the transition probability $(q_t)_{t \geq 0}$ for the RB–IPS (3.1) can be defined for any $t \geq 0$, $(q_t)_{t \geq 0}$ does not form a Markov semigroup.

Now we have the $W_2$ error estimate for the discrete IPS (1.3) and the discrete RB–IPS (1.4).

**Corollary 3.1** Under Assumption 3.1, if there exists a constant $M_4$ such that

$$\max_{1 \leq i \leq N} \int_{\mathbb{R}^d} |x^i|^4 \nu(dx) \leq M_4,$$

then there exists a constant $C = C(L_0, L_1, M_4, T, \sigma)$ such that

$$\max \left\{ \sup_{0 \leq n \leq T/\tau} W_2(\nu p_{nt}, \nu \tilde{p}_{nt}), \sup_{0 \leq n \leq T/\tau} W_2(\nu q_{nt}, \nu \tilde{q}_{nt}) \right\} \leq C \sqrt{T}. \quad (3.24)$$

Note that the LHS of (3.24) only involves the transition probabilities $\tilde{p}_{nt}, \tilde{q}_{nt}$, and does not require the dynamics (1.1) (1.3) (3.1) (3.4) to be coupled. This is because the Wasserstein distance compares the distribution laws rather than trajectories.

### 3.2 Uniform-in-time moment estimate

To investigate the long-time behavior of the numerical methods, we need some preliminary results on the moment estimates. Under appropriate dissipation conditions, it can be proved that the discrete IPS (1.3) and the discrete RB–IPS (1.4) have uniform-in-time moment estimates.

**Assumption 3.2** For the drift force $b : \mathbb{R}^d \to \mathbb{R}^d$, there exist constants $\alpha, \theta > 0$ such that

$$-x \cdot b(x) \geq \alpha |x|^2 - \theta, \quad \forall x \in \mathbb{R}^d.$$  \quad (3.25)

The following result is crucial to establish the recurrence relations of both $\mathbb{E}|X_n^i|^4$ and $\mathbb{E}|Y_n^i|^4$.

**Lemma 3.2** Under Assumptions 3.1 and 3.2 let $f(x, \tau) := x + b(x)\tau$ and $\tau_0 := \min\{\alpha/(2L_0^2), 1/(2\alpha)\}$.

1. There exists a constant $C = C(\alpha, \theta)$ such that if $\tau < \tau_0$,

$$|f(x, \tau)|^4 \leq (1 - \alpha \tau)|x|^4 + C \tau. \quad (3.26)$$
For any $\gamma \in \mathbb{R}^d$ with $|\gamma| \leq L_1$, there exists a constant $C = C(\alpha, \theta, L_1)$ such that if $\tau < \tau_0$,

$$|f(x, \tau) + \gamma \tau|^4 \leq \left(1 - \frac{\alpha \tau}{2}\right)|x|^4 + C \tau. \quad (3.27)$$

The proof of Lemma 3.2 is elementary and is in Appendix. In Lemma 3.2, $f(x, \tau) = x + b(x)\tau$ can be viewed as a simplified Euler–Maruyama scheme, where the time step $\tau$ is restricted to be smaller than $\tau_0$ to ensure the stability. In the following, we shall always adopt $\tau_0 := \min\{\alpha/(2L_0^2), 1/(2\alpha)\}$ as the upper bound of the time step $\tau$. Note that $\tau_0$ is uniquely determined from Assumptions 3.1 and 3.2 and does not depend on $N$.

Using Lemma 3.2 we have the following uniform-in-time moments estimates for the discrete IPS (1.3) and the discrete RB–IPS (1.4).

**Theorem 3.4** Under Assumptions 3.1 and 3.2, if there exists a constant $M_4$ such that

$$\max_{1 \leq i \leq N} \mathbb{E}|X_{i0}|^4 \leq M_4,$$

and if the time step $\tau$ satisfies

$$\tau < \min \left\{ \frac{\alpha}{2L_0^2}, \frac{1}{2\alpha} \right\},$$

then there exists a constant $C = C(\alpha, \theta, L_1, \sigma)$ such that

$$\max \left\{ \sup_{n \geq 0} \mathbb{E}|\tilde{X}_n|^4, \sup_{n \geq 0} \mathbb{E}|\tilde{Y}_n|^4 \right\} \leq \max\{M_4, C\}, \quad i = 1, \cdots, N. \quad (3.28)$$

The proof of Theorem 3.4 in Appendix.

Theorem 3.4 tells that when the time step $\tau < \tau_0$, the fourth-order moments of the discrete IPS and the discrete RB–IPS can be bounded uniformly in time.

**Remark** We have some remarks on Theorem 3.4.

1. We estimate the fourth-order moments of $\tilde{X}_n$ and $\tilde{Y}_n$ rather than the second-order moments because applying Theorem 3.3 requires the initial distribution to have finite fourth-order moments.

2. Utilization of the dissipation condition (3.25) is essential in the proof of Theorem 3.4. From the geometric perspective, the drift force $b(x)$ pulls the particle $x \in \mathbb{R}^d$ back when $x$ is far from the origin, hence the particle system shall stay in a bounded region for most of the time, and the moments are bounded uniformly in time. It can also be proved that, if the initial distribution $\nu$ has finite moments of order $2m$ for positive some integer $m \in \mathbb{N}$, then $\mathbb{E}|X_{i0}|^{2m}$ and $\mathbb{E}|Y_{i0}|^{2m}$ are bounded uniformly in time.

3. The constant $C = C(\alpha, \beta, L_1)$ in Theorem 3.4 does not depend on $L_0$, which is related to the boundedness of the drift force $b$. In other words, the moment upper bound is completely controlled by the dissipation condition (3.25).
3.3 Geometric ergodicity of IPS

In order to investigate the long-time behavior of the IPS (1.1) and its mean-field limit, the MVP (1.2), it is important that the distribution law of the IPS (1.1) converges to the equilibrium with a convergence rate $\beta$ independent of the number of particles $N$. If the independence of $\beta$ on $N$ holds true, hopefully the distribution law of the MVP (1.2) also converges with the convergence rate $\beta$, which allows us to prove the geometric ergodicity of the nonlinear MVP (1.2). Therefore, a natural question in studying the ergodicity is to find the conditions ensuring the IPS (1.1) have a convergence rate independent of $N$.

On the one hand, the interaction force $K$ needs to be moderately large to ensure the uniform-in-$N$ convergence rate. If the drift force $b$ is not the gradient of a strongly convex function, it is well-known that the MVP (1.2) can have multiple invariant distributions when the interaction force $K$ is too large, see [44] for example. In this case the IPS (1.1) must not have a convergence rate independent of $N$.

On the other hand, it is sufficient for the interaction force $K$ to be moderately large to ensure the uniform-in-$N$ convergence rate. To our knowledge, two major approaches to derive the uniform geometric ergodicity of the IPS (1.1) are the log-Sobolev inequality [45] and the reflection coupling technique [30, 37]. Under appropriate dissipation conditions, [45] proves the ergodicity in the sense of relative entropy, while [30, 37] proves the ergodicity in the $W_1$ distance. Although the relative entropy is stronger than the $W_1$ distance, in this paper we shall use the $W_1$ distance because it is compatible with the triangle inequality framework.

In the following, we restate the result of geometric ergodicity of the IPS (1.1) in the $W_1$ distance in [30]. The dissipation of the drift force $b$ is characterized by a function $\kappa: (0, +\infty) \to \mathbb{R}$ satisfying

$$\kappa(r) \leq \left\{ -\frac{2\sigma^2 (x - y) \cdot (b(x) - b(y))}{|x - y|^2} : x, y \in \mathbb{R}^d, |x - y| = r \right\}. \quad (3.29)$$

Assumption 3.2 is now replaced by the asymptotic positivity of $\kappa(r)$.

**Assumption 3.3** The function $\kappa(r)$ defined in (3.29) satisfies

1. $\kappa(r)$ is continuous for $r \in (0, +\infty)$;
2. $\kappa(r)$ has a lower bound for $r \in (0, +\infty)$;
3. $\lim_{r \to \infty} \kappa(r) > 0$.

We note that Assumption 3.3 is stronger than Assumption 3.2. In fact, the asymptotic positivity of $\kappa(r)$ implies that there exist positive constants $\alpha, \beta > 0$ such that

$$r^2 \kappa(r) \geq \alpha r^2 - \beta, \quad \forall r > 0. \quad (3.30)$$

Then we easily obtain

$$-(x - y) \cdot (b(x) - b(y)) \leq \frac{\sigma^2}{2} (\alpha |x - y|^2 - \beta), \quad (3.31)$$

and thus (3.25) holds. Under Assumption 3.3, we can construct a concave function $f: [0, +\infty) \to [0, +\infty)$ satisfying the following.

**Lemma 3.3** Under Assumption 3.3, there exists a function $f: [0, +\infty) \to [0, +\infty)$ satisfying
1. \( f(0) = 0 \), and \( f(r) \) is concave and strictly increasing in \( r \in [0, +\infty) \);

2. \( f \in C^2(0, +\infty) \) and there exists a constant \( c_0 > 0 \) such that
   \[ f''(r) - \frac{1}{4} r \kappa(r) f'(r) \leq -\frac{c_0}{2} f(r), \quad \forall r \geq 0. \tag{3.32} \]

3. There exists a constant \( \varphi_0 > 0 \) such that
   \[ \frac{\varphi_0}{4} r \leq f(r) \leq r. \tag{3.33} \]

The proof of Lemma 3.3 can be seen in Theorem 1 of [30] or Lemma 2.1 in [28]. Although Lemma 3.3 serves as part of the proof of the geometric ergodicity for the IPS (1.1) and is not directly related to the topic of this paper, it does provide an explicit upper bound of the constant \( L_1 \) in (3.7), which is used in the statement of the main theorem.

Define the space of probability distributions with finite first-order moments by
\[ \mathcal{P}_1(\mathbb{R}^N) = \left\{ \nu \in \mathcal{P}(\mathbb{R}^N) : \max_{1 \leq i \leq N} \int_{\mathbb{R}^N} |x_i| \nu(dx) < +\infty \right\}. \tag{3.34} \]

Equipped with the normalized Wasserstein-1 distance, \((\mathcal{P}_1(\mathbb{R}^N), W_1)\) is a complete metric space. Now we have the following result of geometric ergodicity for the IPS (1.1).

**Theorem 3.5** Under Assumptions 3.1 and 3.3, if the constant \( L_1 \) in (3.7) satisfies
\[ L_1 < \frac{c_0 \varphi_0 \sigma^2}{16}, \] then for \( \beta := \frac{c_0 \sigma^2}{2} \) there exists a positive constant \( C = C(\kappa, \sigma) \) such that
\[ W_1(\mu p_t, \nu p_t) \leq C e^{-\beta t} W_1(\mu, \nu), \quad \forall t \geq 0 \tag{3.35} \]
for any probability distributions \( \mu, \nu \in \mathcal{P}_1(\mathbb{R}^N) \).

The proof of Theorem 3.5 can be seen at Corollary 2 in [30] or Theorem 2.2 in [28].

**Remark** We have some remarks on Theorem 3.5.

1. Using the reflection coupling technique, we can actually prove that the IPS (1.1) is contractive in the Wasserstein-f distance:
   \[ W_f(\mu p_t, \nu p_t) \leq e^{-\beta t} W_f(\mu, \nu), \tag{3.36} \]
   where \( W_f(\cdot, \cdot) \) is the normalized Wasserstein-1 distance induced by the function \( f \),
   \[ W_f(\mu, \nu) = \inf_{\gamma \in \Pi(\mu, \nu)} \int_{\mathbb{R}^N \times \mathbb{R}^N} \left( \frac{1}{N} \sum_{i=1}^{N} f(|x^i - y^i|) \right) \gamma(dx dy). \tag{3.37} \]
Since \( f(r) \) is equivalent to the usual Euclidean norm, (3.35) is a direct consequence of (3.37).
2. The explicit convergence rate \( \beta = c_0 \sigma^2 / 2 \) and the upper bound \( c_0 \varphi_0 \sigma^2 / 16 \) only depend on \( \kappa(r) \) and \( \sigma \). In particular, these parameters do not depend on the number of particles \( N \). Hence the IPS (1.1) has an exponential convergence rate independent of \( N \).

3. The positivity of the diffusion constant \( \sigma \) is essential in the proof by reflection coupling. In fact, for given interaction force \( K \), the MVP (1.2) can be non-ergodic if \( \sigma \) is too small [46].

Using Theorem 3.5, the existence and uniqueness of the invariant distribution \( \pi \in \mathcal{P}(\mathbb{R}^{Nd}) \) can be derived using the Banach fixed point theorem.

**Corollary 3.2** Under Assumptions 3.1 and 3.3, if the constant \( L_1 \) in (3.7) satisfies

\[
L_1 < \frac{c_0 \varphi_0 \sigma^2}{16},
\]

then the IPS (1.1) has a unique invariant distribution \( \pi \in \mathcal{P}_1(\mathbb{R}^{Nd}) \), and for \( \beta := c_0 \sigma^2 / 2 \) there exist a positive constant \( C = C(\kappa, \sigma) \) such that

\[
W_1(\nu_{\pi t}, \pi) \leq Ce^{-\beta t}W_1(\nu, \pi), \quad \forall t \geq 0
\]

for any probability distributions \( \nu \in \mathcal{P}(\mathbb{R}^{Nd}) \).

The proof of Corollary 3.2 can be seen at Corollary 3 in [30] or Theorem 3.1 in [28].

### 3.4 Wasserstein-1 error in long time

We estimate the long-time sampling error of the discrete IPS (1.3) and the discrete RB–IPS (1.4) in the \( W_1 \) distance using the triangle inequality and results in previous subsections. We begin with the following induction lemma, which can be viewed as a discrete version of Lemma 2.1.

**Lemma 3.4** Given \( m \in \mathbb{N}, \varepsilon > 0 \) and \( q \in (0, 1) \). If a nonnegative sequence \( \{a_n\}_{n \geq 0} \) satisfies

\[
a_n \leq \varepsilon + qa_{n-m}, \quad \forall n \geq m,
\]

then

\[
a_n \leq \frac{\varepsilon}{1-q} + Mq^{n-m}, \quad \forall n \geq 0,
\]

where \( M = \max_{0 \leq k \leq m-1} a_k \).

The proof of Lemma 3.4 is in Appendix. Lemma 3.4 implies that if \( q < 1 \) in the recurrence relation \(3.39\), then the asymptotic form of \( a_n \) is \( O(\varepsilon) \) plus an exponential tail.

Combining the finite-time difference relation (3.24) in Corollary 3.1 and the geometric ergodicity in Theorem 3.5, we employ the triangle inequality to estimate the long-time sampling error of the numerical methods (1.3) (1.4). Recall that the transition probabilities of the dynamics (1.3) (1.4) are \( \tilde{p}_{\alpha \tau}, \tilde{q}_{\alpha \tau} \) respectively.

**Theorem 3.6** Under Assumptions 3.1 and 3.3, if there exists a constant \( M_4 \) such that

\[
\max_{1 \leq i \leq N} \int_{\mathbb{R}^{Nd}} |x_i|^4 \nu(dx) \leq M_4,
\]

then
and the constant \( L_1 \) in (3.41) and the time step \( \tau \) satisfy
\[
L_1 < \frac{c_0 \nu_0 \sigma^2}{16}, \quad \tau < \min \left\{ \frac{\alpha}{2L_0^2}, \frac{1}{2\alpha} \right\},
\]
then there exist positive constants \( \lambda = \lambda(\kappa, L_0, \sigma) \) and \( C = C(\kappa, L_0, M, \sigma) \) such that

1. The transition probability \((\tilde{p}_{m\tau})_{n \geq 0}\) of discrete IPS (1.3) satisfies
\[
\mathcal{W}_1(\nu \tilde{p}_{m\tau}, \pi) \leq C \sqrt{\tau} + Ce^{-\lambda n\tau}, \quad \forall n \geq 0.
\]

2. The transition probability \((\tilde{q}_{m\tau})_{n \geq 0}\) of discrete RB–IPS (1.4) satisfies
\[
\mathcal{W}_1(\nu \tilde{q}_{m\tau}, \pi) \leq C \sqrt{\tau} + Ce^{-\lambda n\tau}, \quad \forall n \geq 0.
\]

**Proof** For any given integers \( n \geq m \), we have the following triangle inequality
\[
\mathcal{W}_1(\nu \tilde{p}_{m\tau}, \pi) \leq \mathcal{W}_1(\nu \tilde{p}_{(n-m)\tau} \tilde{p}_{m\tau}, \nu \tilde{p}_{(n-m)\tau} p_{m\tau}) + \mathcal{W}_1(\nu \tilde{p}_{(n-m)\tau} p_{m\tau}, \pi p_{m\tau}).
\]
By Theorem 3.4 \( \nu \tilde{p}_{(n-m)\tau} \) has uniform-in-time fourth order moment estimates, i.e., there exists a constant \( M'_4 = M'_4(\kappa, M, \sigma) \) such that
\[
\max_{1 \leq i \leq N} \left\{ \sup_{n \geq m} \int_{\mathbb{R}^d} |x|^4 (\nu \tilde{p}_{(n-m)\tau})(dx) \right\} \leq M'_4.
\]
Hence by Corollary 3.1 there exists a constant \( C_1 = C_1(\kappa, L_0, M, \tau, \sigma) \) such that
\[
\mathcal{W}_1(\nu \tilde{p}_{(n-m)\tau} \tilde{p}_{m\tau}, \nu \tilde{p}_{(n-m)\tau} p_{m\tau}) \leq C_1 \sqrt{\tau}, \quad \forall n \geq m.
\]
The constant \( C_1 \) depends on the upper bound of \( m\tau \), which is the evolution time of the IPS (1.1) and the discrete IPS (1.3). By Theorem 3.5 there exists a constant \( C_0 = C_0(\kappa, \sigma) \) such that
\[
\mathcal{W}_1(\nu \tilde{p}_{(n-m)\tau} p_{m\tau}, \pi p_{m\tau}) \leq C_0 e^{-\beta m\tau} \mathcal{W}_1(\nu \tilde{p}_{(n-m)\tau}, \pi), \quad \forall n \geq m.
\]
From (3.43) (3.44) (3.45) we obtain
\[
\mathcal{W}_1(\nu \tilde{p}_{m\tau}, \pi) \leq C_1 \sqrt{\tau} + C_0 e^{-\beta m\tau} \mathcal{W}_1(\nu \tilde{p}_{(n-m)\tau}, \pi), \quad \forall n \geq m.
\]
For given time step \( \tau > 0 \), we wish to choose \( m \) to satisfy \( C_0 e^{-\beta m\tau} = 1/e \), so that Lemma 3.4 can be applied. However, \( m \) is restricted to be an integer, thus our choice is
\[
m = \left\lceil \frac{\log C_0 + 1}{\beta \tau} \right\rceil.
\]
It is easy to check \( m\tau \) has an upper bound independent of \( \tau \),
\[
m\tau \leq \left( \frac{\log C_0 + 1}{\beta \tau} + 1 \right) \tau \leq \frac{\log C_0 + 1}{\beta} + \frac{1}{2\alpha}.
\]
hence the constant \( C_1 \) in (3.45) can be made independent of \( \tau \), i.e., \( C_1 = C_1(\kappa, L_0, M_4, \sigma) \). Note that for this choice of \( m \) we have \( C_0 e^{-\beta m \tau} \lesssim 1/e \), and (3.47) implies
\[
W_1(\nu \tilde{p}_{n \tau}, \pi) \leq C_1 \sqrt{\tau} + M_0 e^{1 - \frac{M^2}{2}}, \quad \forall n \geq m.
\] (3.50)
Applying Lemma 3.4 with \( a_n := W_1(\nu \tilde{p}_{n \tau}, \pi) \), we have
\[
W_1(\nu \tilde{p}_{n \tau}, \pi) \leq C_1 \sqrt{\tau} + M_0 e^{1 - \frac{M^2}{2}}, \quad \forall n \geq 0,
\] (3.51)
where the constant
\[
M_0 := \sup_{0 \leq k \leq m-1} W_1(\nu \tilde{p}_{k \tau}, \pi) \leq \sup_{k \geq 0} W_1(\nu \tilde{p}_{k \tau}, \pi).
\] (3.52)
Introduce the normalized moment for \( \nu \in \mathcal{P}_1(\mathbb{R}^N) \) by
\[
M_1(\nu) = \int_{\mathbb{R}^N} \left( \frac{1}{N} \sum_{i=1}^{N} |x^i| \right) \nu(dx),
\] (3.53)
then the \( W_1 \) distance is bounded by
\[
W_1(\nu \tilde{p}_{k \tau}, \pi) \leq M_1(\nu \tilde{p}_{k \tau}) + M_1(\pi).
\] (3.54)
On the one hand, \( \nu \tilde{p}_{k \tau} \) has uniform-in-time fourth-order moments, hence there exists a constant \( C_2 = C_2(\kappa, L_0, M_4, \sigma) \) such that
\[
\sup_{k \geq 0} M_1(\nu \tilde{p}_{k \tau}) \leq C_2.
\] (3.55)
On the other hand, by Lemma 3.1 in [28], for the invariant distribution \( \pi \) of the IPS (1.1), there exists a constant \( C_2 = C_2(\kappa, L_0, M_4, \sigma) \) such that
\[
M_1(\pi) \leq C_2.
\] (3.56)
Combining (3.51)–(3.56), we obtain
\[
W_1(\nu \tilde{p}_{n \tau}, \pi) \leq C_1 \sqrt{\tau} + C_2 e^{-\frac{M^2}{2}}, \quad \forall n \geq 0,
\] (3.57)
where both constants \( C_1, C_2 \) only depend on \( \kappa, L_0, M_4, \sigma \). Note that by the choice of \( m \)
\[
\frac{n}{m} \geq \frac{n}{\log C_0 + \beta/(2\alpha) + 1},
\] (3.58)
hence by defining
\[
\lambda := \frac{\beta}{\log C_0 + \beta/(2\alpha) + 1},
\] (3.59)
there holds \( e^{-\frac{n}{m}} \leq e^{-\lambda n \tau} \). Hence (3.57) implies
\[
W_1(\nu \tilde{p}_{n \tau}, \pi) \leq C \sqrt{\tau} + C e^{-\lambda n \tau}, \quad \forall n \geq 0,
\] (3.60)
which is exactly the long-time sampling error. The proof for the discrete RB–IPS is the same. \(\square\)
Theorem 3.6 produces the long-time sampling error of the two numerical methods, the discrete IPS (1.3) and the discrete RB–IPS (1.4), in the $W_1$ distance. The error in (3.41) consists of two parts: $C \sqrt{\tau}$ represents the bias between the invariant distribution $\pi$ and the asymptotic limit of $\nu_{\tilde{p}_n}$ or $\nu_{\tilde{q}_n}$, while $Ce^{-\lambda nt}$ represents the exponential convergence of the numerical methods. Here the convergence rate $\lambda = \lambda(\kappa, L_0, \sigma)$ can be different from the convergence rate $\beta := c_0 \sigma^2/2$ of the IPS (1.1). Still, $\lambda$ is independent of the number of particles $N$, the time step $\tau$, the batch size $p$ and the choice of the initial distribution $\nu$.

**Remark** We have some remarks on Theorem 3.6.

1. Assumption 3.2 is a corollary of Assumption 3.3, and the constants $\alpha, \theta$ in (3.25) can be directly derived from Assumption 3.3.

2. The constant $C$ in (3.42) depends on $M_4$, the fourth-order moments of initial distribution $\nu$. However, the convergence rate $\lambda$ does not depend on $M_4$. In practical simulation, one may choose the initial distribution as the Dirac distribution centered at origin to sample the invariant distribution $\pi$, and in this case the dependence of $C$ on $M_4$ can be ignored.

3. Since we are studying the long-time behavior of the numerical methods, it is natural to ask: do the numerical methods (1.3) (1.4) have invariant distributions? If so, does the convergence rate depends on $N$? The existence of the invariant distributions can be proved by the Harris ergodic theorem under appropriate Lyapunov conditions, see [31, 36, 47]. However, the convergence rate derived from the Harris ergodic theorem is very implicit. Still, there are a few results which proved that the convergence rate of the numerical method can be independent of $N$, under global boundedness condition of the drift force $b$ [48], which are too strong for practical use. In this paper we follow the idea in [33] and avoid discussing the geometric ergodicity of the numerical methods themselves.

## 4 Error analysis of discrete RB–IPS for MVP

In this section we analyze the error of the discrete RB–IPS (3.1), as a numerical approximation to the MVP (1.2). Thanks to the theory of propagation of chaos, we can easily extend our results in Section 3 for the IPS (1.1) to the case of the MVP (1.2). Nevertheless, we should be careful that the major difference between the IPS (1.1) and the MVP (1.2) is the linearity of the transition probability, as we illustrate follows.

The transition probability $(p_t)_{t \geq 0}$ of the IPS (1.1) forms a linear semigroup, that is,

1. For any $\nu \in \mathcal{P}(\mathbb{R}^d)$, $(\nu p_t)_{t \geq 0} = \nu p_{t+s}$;
2. For any $t > 0$, the mapping $\nu \mapsto \nu p_t$ is linear in $\nu \in \mathcal{P}(\mathbb{R}^d)$.

Denote the transition probability of the MVP (1.2) by $(\tilde{p}_t)_{t \geq 0}$, then for any $\nu \in \mathcal{P}(\mathbb{R}^d)$, $\nu \tilde{p}_t$ is the distribution law of $\tilde{X}_t$ in the MVP (1.2). Although $(\tilde{p}_t)_{t \geq 0}$ still satisfies the semigroup property $(\nu \tilde{p}_t)_{t \geq 0} = \nu \tilde{p}_{t+s}$, $(\tilde{p}_t)_{t \geq 0}$ does not form a linear semigroup, because the MVP (1.2) is a distribution dependent SDE and thus the mapping $\nu \mapsto \nu \tilde{p}_t$ is nonlinear. The readers may also refer to [49] for a complete guide to distribution-dependent SDEs and nonlinear semigroups.
4.1 Strong error in finite time

To estimate the strong error between the IPS (1.1) in \( \mathbb{R}^d \) and the MVP (1.2) in \( \mathbb{R}^d \), we need to define the synchronous coupling between (1.1) and (1.2). Given the initial distribution \( \nu \in \mathcal{P}(\mathbb{R}^d) \) and \( N \) independent Wiener processes \( \{W_i\}_{i=1}^N \), the strong solution to the IPS (1.1) is

\[
X_i^t = X_i^0 + \int_0^t \left( b(X_i^s) + \frac{1}{N - 1} \sum_{j \neq i} K(X_i^s - X_j^s) \right) ds + \sigma W_i^t, \quad i = 1, \ldots, N, \tag{4.1}
\]

where the initial value \( \{X_i^0\}_{i=1}^N \) are sampled from \( \nu \) independently. Introduce \( N \) duplicates of the MVP (1.2) represented by \( \{\bar{X}_i^t\}_{i=1}^N \), where each \( \bar{X}_i^t \) is the strong solution to the SDE

\[
\bar{X}_i^t = X_i^0 + \int_0^t \left( b(\bar{X}_i^s) + (K \ast \text{Law}(\bar{X}_i^s))(\bar{X}_i^s) \right) ds + \sigma dW_i^t, \quad i = 1, \ldots, N. \tag{4.2}
\]

Here, ‘\( \ast \)’ denotes the convolution of a density kernel with a probability distribution,

\[
(K \ast \mu)(x) = \int_{\mathbb{R}^d} K(x-z)\mu(dz). \tag{4.3}
\]

It can be observed from (4.1) and (4.2) that each \( \bar{X}_i^t \) uses the same initial value \( X_i^0 \sim \nu \) and the same Wiener process \( W_i^t \) with \( X_i^t \). The major difference between (4.1) and (4.2) is that the particles in \( \{X_i^t\}_{i=1}^N \) are interacting with each other, while the particles in \( \{\bar{X}_i^t\}_{i=1}^N \) are fully decoupled, i.e., the evolution of the \( N \) particles in \( \{X_i^t\}_{i=1}^N \) is mutually independent.

The estimate of the strong error between (4.1) and (4.2) is a classical topic in the theory of propagation of chaos. The first known result was derived by McKean [50] and is stated as follows.

**Theorem 4.1** Under Assumption 3.1, there exists a constant \( C = C(L_0, L_1, T, \sigma) \) such that

\[
\frac{1}{N} \sum_{i=1}^N \mathbb{E} \left[ \sup_{t \leq T} |X_i^t - \bar{X}_i^t|^2 \right] \leq C \frac{N}{N}. \tag{4.4}
\]

As in the synchronous coupling, the expectation is taken over the Wiener processes \( \{W_i^t\}_{i=1}^N \) in the time interval \([0, T]\) and the random variables \( \{X_i^0\}_{i=1}^N \). We note that the IPS (1.1) in this paper is slightly different from the original setting in [50], where the perturbation force \( \gamma^i(x) \) is given by

\[
\gamma^i(x) = \frac{1}{N} \sum_{j=1}^N K(x^i - x^j) \tag{4.5}
\]

rather than

\[
\gamma^i(x) = \frac{1}{N-1} \sum_{j \neq i} K(x^i - x^j). \tag{4.6}
\]

This minor difference in the choice of \( \gamma^i \) does not impact the final result of propagation of chaos. The proof of Theorem 4.1 under the settings (4.5)-(4.6) can be found in Theorem 3.1 of [12] and Proposition 4.2 in [51] respectively.

Combining Theorems 3.1 and 4.1 we directly obtain the strong error of the discrete IPS (1.3).
Corollary 4.1 Under Assumption [3.1], if there exists a constant \( M_2 \) such that 
\[
\int_{\mathbb{R}^d} |x|^2 \nu(dx) \leq M_2, 
\]
then there exist constants \( C_1 = C_1(L_0, L_1, M_2, T, \sigma) \) and \( C_2 = C_2(L_0, L_1, T, \sigma) \) such that
\[
\sup_{0 \leq n \leq T/\tau} \left( \frac{1}{N} \sum_{i=1}^{N} E|\tilde{X}_{nt}^i - \tilde{X}_n^i|^2 \right) \leq C_1 \tau + \frac{C_2}{N}. \tag{4.7}
\]
Combining Theorems 3.3 and 4.1, we obtain the strong error of the discrete RB–IPS (1.4).

Corollary 4.2 Under Assumption [3.1], if there exists a constant \( M_4 \) such that 
\[
\int_{\mathbb{R}^d} |x|^4 \nu(dx) \leq M_4, 
\]
then there exist constants \( C_1 = C_1(L_0, L_1, M_4, T, \sigma) \) and \( C_2 = C_2(L_0, L_1, T, \sigma) \) such that
\[
\sup_{0 \leq n \leq T/\tau} \left( \frac{1}{N} \sum_{i=1}^{N} E|\tilde{Y}_{nt}^i - \tilde{Y}_n^i|^2 \right) \leq C_1 \tau + \frac{C_2}{N}. \tag{4.8}
\]
In the \( W_2 \) distance, the finite-time error of the discrete IPS (1.3) and the discrete RB–IPS (1.4) is estimated as follows.

Corollary 4.3 Under Assumption [3.1], if there exists a constant \( M_4 \) such that 
\[
\int_{\mathbb{R}^d} |x|^4 \nu(dx) \leq M_4, 
\]
then there exists constant \( C_1 = C_1(L_0, L_1, M_4, T, \sigma) \) and \( C_2 = C_2(L_0, L_1, T, \sigma) \) such that
\[
\max \left\{ \sup_{0 \leq n \leq T/\tau} \mathcal{W}_2(\nu^{\otimes N} \tilde{p}_{nt}, \nu^{\otimes N} \tilde{p}_{nt}), \sup_{0 \leq n \leq T/\tau} \mathcal{W}_2(\nu^{\otimes N} \tilde{P}_{nt}, \nu^{\otimes N} \tilde{q}_{nt}) \right\} \leq C_1 \sqrt{\tau} + \frac{C_2}{\sqrt{N}}. \tag{4.9}
\]
Here, \( \nu^{\otimes N} \in \mathcal{P}(\mathbb{R}^{Nd}) \) denotes the tensor product of the distribution \( \nu \in \mathcal{P}(\mathbb{R}^d) \), and \( \tilde{p}_{nt}^{\otimes N} \) denotes the product of \( \tilde{p}_n \) in \( \mathbb{R}^{Nd} \). Recall that the \( N \) duplicates \( \{\tilde{X}_t^i\}_{i=1}^N \) of the MVP (1.2) are mutually independent, hence \( \nu^{\otimes N} \tilde{p}_{nt}^{\otimes N} = (\nu \tilde{p}_{nt})^{\otimes N} \).

Let \( [\mu] \in \mathcal{P}(\mathbb{R}^d) \) denote the marginal distribution of a symmetric distribution \( \mu \in \mathcal{P}(\mathbb{R}^{Nd}) \) (see Definition 2.1 in [12]). Note that (4.7), (4.8) can be written as
\[
\max \left\{ \sup_{0 \leq n \leq T/\tau} E|\tilde{X}_{nt}^1 - \tilde{X}_n^1|^2, \sup_{0 \leq n \leq T/\tau} E|\tilde{Y}_{nt}^1 - \tilde{Y}_n^1|^2 \right\} \leq C_1 \tau + \frac{C_2}{N}, \tag{4.10}
\]
hence in the sense of marginal distributions we have the following.

Corollary 4.4 Under Assumption [3.1], if there exists a constant \( M_4 \) such that 
\[
\int_{\mathbb{R}^d} |x|^4 \nu(dx) \leq M_4, 
\]
then there exist constants \( C_1 = C_1(L_0, L_1, M_4, T, \sigma) \) and \( C_2 = C_2(L_0, L_1, T, \sigma) \) such that
\[
\max \left\{ \sup_{0 \leq n \leq T/\tau} \mathcal{W}_2(\nu \tilde{p}_{nt}, [\nu^{\otimes N} \tilde{p}_{nt}], \nu \tilde{p}_{nt}), \sup_{0 \leq n \leq T/\tau} \mathcal{W}_2(\nu \tilde{p}_{nt}, [\nu^{\otimes N} \tilde{q}_{nt}], \nu \tilde{p}_{nt}) \right\} \leq C_1 \sqrt{\tau} + \frac{C_2}{\sqrt{N}}. \tag{4.11}
\]
In Corollary 4.4, \( \nu \bar{p}_{n\tau} \) is the distribution law of the MVP (1.2) and does not depend on \( N \). Hence Corollary 4.4 implies that we can obtain the correct distribution law \( \nu \bar{p}_{n\tau} = \text{Law}(\bar{X}_{n\tau}) \) by choosing \( N \) sufficiently large and \( \tau \) sufficiently small.

### 4.2 Geometric ergodicity of MVP

It has been proved that when the interaction force \( K \) is moderately large, the IPS (1.1) has a convergence rate \( \beta \) uniform in the number of particles \( N \). Since the MVP (1.2) is the mean-field limit of the IPS (1.1), it is natural to expect that the MVP (1.2) also has the convergence rate \( \beta \).

In fact, the geometric ergodicity of the MVP (1.2) can be directly from Theorem 3.5.

**Theorem 4.2** Under Assumptions 3.1 and 3.3, if the constant \( L_1 \) in (3.7) satisfies

\[
L_1 < \frac{c_0 \phi_0 \sigma^2}{16},
\]

then for \( \beta := \frac{c_0 \sigma^2}{2} \) there exist a positive constant \( C = C(\kappa, \sigma) \) such that

\[
W_1(\mu \bar{p}_{t}, \nu \bar{p}_{t}) \leq Ce^{-\beta t}W_1(\mu, \nu), \quad \forall t \geq 0
\]

(4.12)

for any probability distributions \( \mu, \nu \in \mathcal{P}_1(\mathbb{R}^d) \).

The proof of Theorem 4.2 is Appendix. As a consequence, we deduce that the MVP (1.2) has a unique invariant distribution \( \bar{\pi} \in \mathcal{P}_1(\mathbb{R}^d) \). Also, the \( W_1 \) distance between \( \pi \) and \( \bar{\pi} \) can be controlled.

**Corollary 4.5** Under Assumptions 3.1 and 3.3, if the constant \( L_1 \) in (3.7) satisfies

\[
L_1 < \frac{c_0 \phi_0 \sigma^2}{16},
\]

then the invariant distribution \( \bar{\pi} \in \mathcal{P}_1(\mathbb{R}^d) \) of the MVP (1.2) is unique, and for \( \beta := \frac{c_0 \sigma^2}{2} \) there exists a positive constant \( C = C(\kappa, \sigma) \) such that

\[
W_1(\nu \bar{p}_{t}, \bar{\pi}) \leq Ce^{-\beta t}W_1(\nu, \bar{\pi}), \quad \forall t \geq 0.
\]

(4.13)

for any \( \nu \in \mathcal{P}_1(\mathbb{R}^d) \). Furthermore, there exists a constant \( C = C(\kappa, L_0, \sigma) \) such that

\[
W_1(\bar{\pi} \otimes N, \pi) \leq \frac{C}{\sqrt{N}}.
\]

(4.14)

The proof of Corollary 4.5 is in Appendix. We note that (4.14) can also viewed as the corollary of the uniform-in-time propagation of chaos, see Theorem 2 in [52] for example.

### 4.3 Wasserstein-1 error in long time

Combining Theorem 3.6 and Corollary 4.5, we immediately obtain the following result of long-time sampling error of the discrete IPS (1.3) and the discrete RB–IPS (1.4).
Theorem 4.3 Under Assumptions 3.1 and 3.3, if there exists a constant $M_4$ such that
\[
\max_{1 \leq i \leq N} \int_{\mathbb{R}^d} |x^i|^4 \nu(dx) \leq M_4,
\]
and the constant $L_1$ in (3.7) and the time step $\tau$ satisfy
\[
L_1 < \frac{c_0 \varphi \sigma^2}{16}, \quad \tau < \min \left\{ \frac{\alpha}{2L_0^2}, \frac{1}{2\alpha} \right\},
\]
then there exist positive constants $\lambda = \lambda(\kappa, L_0, \sigma)$, $C_1 = C_1(\kappa, L_0, M_4, \sigma)$ and $C_2 = C_2(\kappa, L_0, \sigma)$

1. The transition probability $(\tilde{\mu}_{n\tau})_{n \geq 0}$ of discrete IPS (1.3) satisfies
\[
\mathcal{W}_1(\nu \tilde{\mu}_{n\tau}, \tilde{\pi}^{\otimes N}) \leq C_1 \sqrt{\tau} + C_2 e^{-\lambda n\tau} + \frac{C_2}{\sqrt{N}}, \quad \forall n \geq 0.
\] (4.15)

2. The transition probability $(\tilde{\nu}_{n\tau})_{n \geq 0}$ of discrete RB–IPS (1.4) satisfies
\[
\mathcal{W}_1(\nu \tilde{\nu}_{n\tau}, \tilde{\pi}^{\otimes N}) \leq C_1 \sqrt{\tau} + C_2 e^{-\lambda n\tau} + \frac{C_2}{\sqrt{N}}, \quad \forall n \geq 0.
\] (4.16)

Using the theory of the propagation of chaos, we may translate the normalized Wasserstein-1 distance in $\mathcal{P}(\mathbb{R}^d)$ to the Wasserstein-1 distance in $\mathcal{P}(\mathcal{P}(\mathbb{R}^d))$. Denote the empirical distributions of the discrete IPS (1.3) and the discrete RB–IPS (1.4) by $\mu_{n\tau} \in \mathcal{P}(\mathbb{R}^d)$ and $\mu_{n\tau}^{RB} \in \mathcal{P}(\mathbb{R}^d)$, i.e.,
\[
\tilde{\mu}_{n\tau}(x) = \frac{1}{N} \sum_{i=1}^{N} \delta(x - \tilde{X}^i_{n\tau}) \in \mathcal{P}(\mathbb{R}^d), \quad \tilde{\mu}_{n\tau}^{RB}(x) = \frac{1}{N} \sum_{i=1}^{N} \delta(x - \tilde{Y}^i_{n\tau}) \in \mathcal{P}(\mathbb{R}^d).
\] (4.17)

Since $\tilde{X}_{n\tau}, \tilde{Y}_{n\tau}$ are random variables with distribution laws $\nu \tilde{\mu}_{n\tau}, \nu \tilde{\nu}_{n\tau}$, the empirical distributions $\tilde{\mu}_{n\tau}, \tilde{\mu}_{n\tau}^{RB}$ are actually random measures on $\mathbb{R}^d$, and thus their distribution laws $\text{Law}(\tilde{\mu}_{n\tau}), \text{Law}(\tilde{\mu}_{n\tau}^{RB})$ can be identified as elements of $\mathcal{P}(\mathcal{P}(\mathbb{R}^d))$. By Proposition 2.14 of [34], we have
\[
\mathcal{W}_1(\nu \tilde{\mu}_{n\tau}, \tilde{\pi}^{\otimes N}) = \mathcal{W}_1(\text{Law}(\tilde{\mu}_{n\tau}), \delta_\pi), \quad \mathcal{W}_1(\nu \tilde{\nu}_{n\tau}, \tilde{\pi}^{\otimes N}) = \mathcal{W}_1(\text{Law}(\tilde{\mu}_{n\tau}^{RB}), \delta_\pi).
\] (4.18)

Here, $\mathcal{W}_1$ on the LHS is the normalized Wasserstein-1 distance in $\mathcal{P}(\mathbb{R}^d)$ defined in (4.19), and $\mathcal{W}_1$ on the RHS is the Wasserstein-1 distance in $\mathcal{P}(\mathcal{P}(\mathbb{R}^d))$ defined in Definition 3.5 of [12]. Since $\delta_\pi$ is the Dirac measure in $\mathcal{P}(\mathcal{P}(\mathbb{R}^d))$, we have
\[
\mathcal{W}_1(\text{Law}(\tilde{\mu}_{n\tau}), \delta_\pi) = \mathbb{E}\left[ \mathcal{W}_1(\tilde{\mu}_{n\tau}, \tilde{\pi}) \right], \quad \mathcal{W}_1(\text{Law}(\tilde{\mu}_{n\tau}^{RB}), \delta_\pi) = \mathbb{E}\left[ \mathcal{W}_1(\tilde{\mu}_{n\tau}^{RB}, \tilde{\pi}) \right].
\] (4.19)

Concluding the discussion above, we have the following equivalent form of Theorem 4.3

Corollary 4.6 Under Assumptions 3.1 and 3.3, if there exists a constant $M_4$ such that
\[
\max_{1 \leq i \leq N} \int_{\mathbb{R}^d} |x^i|^4 \nu(dx) \leq M_4,
\]
and the constant $L_1$ in (3.7) and the time step $\tau$ satisfy
\[
L_1 < \frac{c_0 \varphi \sigma^2}{16}, \quad \tau < \min \left\{ \frac{\alpha}{2L_0^2}, \frac{1}{2\alpha} \right\},
\]
then there exist positive constants \( \lambda = \lambda(\kappa, L_0, \sigma), C_1 = C_1(\kappa, L_0, M_4, \sigma) \) and \( C_2 = C_2(\kappa, L_0, \sigma) \)

\[
\max \left\{ \mathbb{E}[W_1(\tilde{\mu}_{n\tau}, \tilde{\pi})], \mathbb{E}[W_1(\tilde{\mu}_{n\tau}^{RB}, \tilde{\pi})] \right\} \leq C_1 \sqrt{\tau} + C_1 e^{-\lambda n\tau} + \frac{C_2}{\sqrt{N}}, \quad \forall n \geq 0. \tag{4.20}
\]

Corollary 4.6 characterizes the long-time sampling error of the numerical methods (1.3)-(1.4) for the MVP (1.2). The error terms in the RHS of (4.20) consist of three parts:

1. \( C_1 \sqrt{\tau} \): time discretization and random batch divisions;
2. \( C_1 e^{-\lambda n\tau} \): exponential convergence of the numerical method;
3. \( C_2/\sqrt{N} \): uniform-in-time propagation of chaos.

If we aim to achieve \( O(\varepsilon) \) error in the \( W_1 \) distance, then the parameters of the numerical methods should be chosen as

\[
N = O(\varepsilon^{-2}), \quad \tau = O(\varepsilon^2), \quad n\tau = O(\log \varepsilon^{-1}),
\]

then the complexity of the discrete IPS (1.3) and the discrete RB–IPS (1.4) is \( O(\varepsilon^{-6} \log \varepsilon^{-1}) \) and \( O(\varepsilon^{-4} \log \varepsilon^{-1}) \) respectively. In this way, the discrete RB–IPS (1.4) consumes less complexity to achieve the desired error tolerance.

5 Conclusion

In this paper we have employed the triangle inequality framework to study the long-time error of the discrete RB–IPS (1.4), and showed that the discrete RB–IPS (1.4) is a reliable numerical approximation to the IPS (1.1) and the MVP (1.2). The triangle inequality framework is a flexible approach to estimate the long-time error using the geometric ergodicity and the finite-time error analysis. It is expected that such an error analysis framework can be used to estimate the long-time error of a wide class of stochastic processes.
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Appendix A Additional proofs for Sections 3 and 4

Proof of Lemma 3.1 Let us consider the IPS (1.1) first. By Ito’s formula,

\[
d|X_t^i|^2 = 2X_t^i \cdot (b(X_t^i) + \sigma dW_t^i) + d\sigma^2 dt.
\]

Hence

\[
\mathbb{E}|X_t^i|^2 = \mathbb{E}|X_0^i|^2 + 2 \int_0^t X_s^i \cdot b(X_s) ds + d\sigma^2 t
\]

\[
= \mathbb{E}|X_0^i|^2 + 2 \int_0^t X_s^i \cdot (b(X_s) + \gamma_s(X_s)) ds + d\sigma^2 t.
\]
On the one hand, $\gamma^i$ is uniformly bounded by $L_1$, hence
\[
2 \int_0^t X_s^i \cdot \gamma^i(X_s) \, ds \leq 2L_1 \int_0^t |X_s^i| \, ds \leq L_1 \int_0^t |X_s^i|^2 \, ds + L_1 t. \tag{A.2}
\]
On the other hand, using the linear growth condition on $b$ one has
\[
2 \int_0^t X_s^i \cdot b(X_s^i) \, ds \leq 2L_0 \int_0^t (|X_s^i|^2 + |X_s^i|) \, ds \\
\leq L_0 \int_0^t (3|X_s^i|^2 + 1) \, ds \\
\leq 3L_0 \int_0^t |X_s^i|^2 + L_0 t. \tag{A.3}
\]
Using these inequalities, one obtains
\[
2 \int_0^t X_s^i \cdot (b(X_s^i) + \gamma^i(X_s)) \, ds \leq (3L_0 + L_1) \int_0^t |X_s^i|^2 \, ds + (L_0 + L_1)t. \tag{A.4}
\]
Let $L := 3L_0 + L_1 + d\sigma^2$, then for any $t \in [0, T]$,
\[
\mathbb{E} |X_t^i|^2 \leq \mathbb{E} |X_0^i|^2 + L \int_0^t |X_s^i|^2 \, ds + Lt \\
\leq M + LT + L \int_0^t |X_s^i|^2 \, ds.
\]
Using Gronwall’s inequality,
\[
\mathbb{E} |X_t^i|^2 \leq (M + LT) \exp(LT), \quad t \in [0, T], \tag{A.5}
\]
which yields the first inequality of (3.17). For the second inequality of (3.17), use the SDE
\[
X^i_t - X^i_{t_n} = \int_{t_n}^t b^i(X_s) \, ds + \sigma(W^i_s - W^i_{t_n}). \tag{A.6}
\]
Hence
\[
\mathbb{E} |X^i_t - X^i_{t_n}|^2 \leq 2\mathbb{E} \left| \int_{t_n}^t b^i(X_s) \, ds \right|^2 + 2d\sigma^2 \tau \\
\leq 2\tau \mathbb{E} |b^i(X_s)|^2 \, ds + 2d\sigma^2 \tau. \tag{A.7}
\]
Using the linear growth condition
\[
|b^i(x)| \leq |b(x^i)| + |\gamma^i(x)| \leq L_0(|x^i| + 1) + L_1 \leq L(|x^i| + 1), \tag{A.8}
\]
one has $|b^i(x)| \leq 2L^2(|x^i|^2 + 1)$ and thus
\[
\mathbb{E} |X^i_t - X^i_{t_n}|^2 \leq 4L^2 \tau \int_{t_n}^t (\mathbb{E} |X_s^i|^2 + 1) \, ds + 2d\sigma^2 \tau \\
\leq 4L^2 C \tau + 4L^2 \tau + 2d\sigma^2 \tau = C\tau,
\]
which is exactly the desired result. The proof above also holds true for the RB–IPS (3.1) because we only need to use $|\gamma^i(x)| \leq L_1$ in each time step $[t_n, t_{n+1})$. □
Proof of Theorem 3.1 WLOG assume the time step $\tau \leq T$. Define the trajectory difference $e_n^i = X^i_{t_n} - \hat{X}^i_{t_n}$. The IPS (1.1) and the discrete IPS (1.3) are given by

$$X^i_{t_{n+1}} = X^i_{t_n} + \int_{t_n}^{t_{n+1}} b'(X_t)dt + \sigma W^i_t, \quad \hat{X}^i_{t_{n+1}} = \hat{X}^i_{t_n} + \int_{t_n}^{t_{n+1}} b'(\hat{X}_t)dt + \sigma W^i_t,$$  \hspace{1cm} (A.9)

where $W^i_t := W^i_{t_{n+1}} - W^i_{t_n} \sim \mathcal{N}(0, \tau)$. Then $e_n^i$ satisfies the recurrence relation

$$e_{n+1}^i = e_n^i + \int_{t_n}^{t_{n+1}} (b'(X_t) - b'(\hat{X}_t))dt.$$  \hspace{1cm} (A.10)

Recall $b'(x) = b'(x') + \gamma^i(x)$. Squaring both sides of (A.10) we obtain

$$|e_{n+1}^i|^2 \leq (1 + \tau)|e_n^i|^2 + (1 + \frac{1}{\tau})\left(\int_{t_n}^{t_{n+1}} (b'(X_t) - b'(\hat{X}_t))dt\right)^2 \leq (1 + \tau)|e_n^i|^2 + (1 + \tau)\int_{t_n}^{t_{n+1}} |b'(X_t) - b'(\hat{X}_t)|^2dt \leq (1 + \tau)|e_n^i|^2 + 2(1 + \tau)\int_{t_n}^{t_{n+1}} |b(X_t) - b(\hat{X}_t)|^2dt + (1 + \tau)\int_{t_n}^{t_{n+1}} |\gamma^i(X_t) - \gamma^i(\hat{X}_t)|^2dt.$$

On the one hand, the global Lipschitz condition of $b$ implies

$$|b(X_t) - b(\hat{X}_t)| \leq L_0|X_t - \hat{X}_t| \Rightarrow \int_{t_n}^{t_{n+1}} |b(X_t) - b(\hat{X}_t)|^2 \leq L_0^2 \int_{t_n}^{t_{n+1}} |X_t - \hat{X}_t|^2dt.$$  \hspace{1cm} (A.11)

On the other hand, the boundedness of $\gamma^i$ implies

$$|\gamma^i(X_t) - \gamma^i(\hat{X}_t)| \leq L_1|X_t - \hat{X}_t| + \frac{L_1}{N - 1}\sum_{j \neq i} |X_t^j - \hat{X}_t^j| \Rightarrow$$

$$|\gamma^i(X_t) - \gamma^i(\hat{X}_t)|^2 \leq 2L_1^2|X_t^i - \hat{X}_t^i|^2 + 2\frac{L_1^2}{N - 1}\left(\sum_{j \neq i} |X_t^j - \hat{X}_t^j|\right)^2 \leq 2L_1^2|X_t^i - \hat{X}_t^i|^2 + 2\frac{L_1^2}{N - 1}\sum_{j \neq i} |X_t^j - \hat{X}_t^j|^2 \Rightarrow$$

$$\int_{t_n}^{t_{n+1}} |\gamma^i(X_t) - \gamma^i(\hat{X}_t)|^2dt \leq 2L_1^2 \int_{t_n}^{t_{n+1}} |X_t^i - \hat{X}_t^i|^2dt + 2\frac{L_1^2}{N - 1}\sum_{j \neq i} \int_{t_n}^{t_{n+1}} |X_t^j - \hat{X}_t^j|^2dt.$$  \hspace{1cm} (A.12)

Combining (A.11) (A.12), $e_{n+1}^i$ has the estimate

$$|e_{n+1}^i|^2 \leq (1 + \tau)|e_n^i|^2 + (1 + \tau)(2L_0^2 + 4L_1^2)\int_{t_n}^{t_{n+1}} |X_t^i - \hat{X}_t^i|^2dt + (1 + \tau)\frac{4L_1^2}{N - 1}\sum_{j \neq i} \int_{t_n}^{t_{n+1}} |X_t^j - \hat{X}_t^j|^2dt.$$
Summation over $i$ gives
\[
\sum_{i=1}^{N} |e_{n+1}^i|^2 \leq (1 + \tau) \sum_{i=1}^{N} |e_n^i|^2 + (1 + \tau)(2L_0^2 + 8L_1^2) \sum_{i=1}^{N} \int_{t_n}^{t_{n+1}} |X_t^i - \tilde{X}_n^i|^2 \, dt. \tag{A.13}
\]

Note that
\[
|X_t^i - \tilde{X}_n^i|^2 \leq 2|X_t^i - X_{t_n}^i|^2 + 2|X_{t_n}^i - \tilde{X}_n^i|^2, \tag{A.14}
\]
from Lemma 3.1 we have
\[
E|X_t^i - \tilde{X}_n^i|^2 \leq C\tau + 2E|e_n^i|^2. \tag{A.15}
\]
Integrating (A.15) in the time interval $[t_n, t_{n+1}]$ gives
\[
\int_{t_n}^{t_{n+1}} E|X_t^i - \tilde{X}_n^i|^2 \leq C\tau^2 + 2\tau E|e_n^i|^2. \tag{A.16}
\]
Taking the expectation in (A.13) gives
\[
\sum_{i=1}^{N} E|e_{n+1}^i|^2 \leq (1 + \tau) \sum_{i=1}^{N} E|e_n^i|^2 + C(1 + \tau) \left( N\tau^2 + \tau \sum_{i=1}^{N} E|e_n^i|^2 \right)
\leq (1 + C\tau) \sum_{i=1}^{N} E|e_n^i|^2 + C\tau^2. \tag{A.17}
\]
Note that $e_0^i \equiv 0$, the discrete Gronwall’s inequality thus gives
\[
\frac{1}{N} \sum_{i=1}^{N} E|e_n^i|^2 \leq \tau \left( 1 + C\tau \right)^n - 1 \leq e^{C\tau} \tau = C\tau, \tag{A.18}
\]
which implies the strong error is bounded by $C\tau$ for $0 \leq n \leq T/\tau$.

Now we turn to the random batch case. Let $e_n^i = Y_t^i - \tilde{Y}_n^i$, then $e_n^i$ satisfies
\[
|e_{n+1}^i|^2 \leq (1 + \tau)|e_n^i|^2 + 2(1 + \tau) \int_{t_n}^{t_{n+1}} |b(Y_t^i) - b(\tilde{Y}_n^i)|^2 \, dt + 2(1 + \tau) \int_{t_n}^{t_{n+1}} |\gamma^i(Y_t) - \gamma^i(\tilde{Y}_n)|^2 \, dt. \tag{A.19}
\]
Again we stress that the perturbation force $\gamma^i(x)$ depends on the batch division $D = \{C_1, \cdots, C_q\}$. Regardless of the batch division in the time interval $[t_n, t_{n+1}]$, we have the inequalities
\[
\int_{t_n}^{t_{n+1}} |b(Y_t^i) - b(\tilde{Y}_n^i)|^2 \leq L_0^2 \int_{t_n}^{t_{n+1}} |Y_t^i - \tilde{Y}_n^i|^2 \, dt \tag{A.20}
\]
and
\[
|\gamma^i(Y_t) - \gamma^i(\tilde{Y}_n)|^2 \leq 2L_0^2 \int_{t_n}^{t_{n+1}} |Y_t^i - \tilde{Y}_n^i|^2 \, dt + \frac{2L_0^2}{p - 1} \sum_{j \neq i, j \in \mathcal{C}} \int_{t_n}^{t_{n+1}} |Y_t^j - \tilde{Y}_n^j|^2 \, dt. \tag{A.21}
\]
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Combining \[ A.20 \] (A.21), \( e_{n+1}^i \) has the estimate
\[
|e_{n+1}^i|^2 \leq (1 + \tau)|e_n^i|^2 + (1 + \tau)(2L_0^2 + 4L_1^2) \int_{t_n}^{t_{n+1}} |Y_n^i - \hat{Y}_n^i|^2 dt + (1 + \tau) \frac{4L_0^2}{p - 1} \sum_{j \neq i, j \in C} \int_{t_n}^{t_{n+1}} |Y_n^j - \hat{Y}_n^j|^2 dt.
\]

Summation over \( i \in C \) and \( C \in D \) recovers
\[
\sum_{i=1}^{N} |e_{n+1}^i|^2 \leq (1 + \tau) \sum_{i=1}^{N} |e_n^i|^2 + (1 + \tau)(2L_0^2 + 8L_1^2) \sum_{i=1}^{N} \int_{t_n}^{t_{n+1}} |Y_n^i - \hat{Y}_n^i|^2 dt.
\]
Using the same strategy with Theorem 3.1, we have
\[
E|Y_n^i - \hat{Y}_n^i|^2 \leq C \tau + 2E|e_n^i|^2.
\]
Taking the expectation in \[ A.22 \] the gives
\[
\sum_{i=1}^{N} E|e_{n+1}^i|^2 \leq (1 + \tau) \sum_{i=1}^{N} E|e_n^i|^2 + C(1 + \tau) \left( N \tau^2 + \tau \sum_{i=1}^{N} E|e_n^i|^2 \right)
\]
\[
\leq (1 + C \tau) \sum_{i=1}^{N} E|e_n^i|^2 + CN \tau^2,
\]
which is exactly the same with \[ A.17 \] in the proof of Theorem 3.1. The rest part of the proof is completely the same with Theorem 3.1. \[ \square \]

**Proof of Lemma 3.2** (1) First we estimate \(|f(x, \tau)|^2\). Using Assumptions 3.1 and 3.2 we have
\[
|f(x, \tau)|^2 = |x + b(x)\tau|^2
= |x|^2 + 2x \cdot b(x)\tau + |b(x)|^2 \tau^2
\leq |x|^2 + 2(\theta - \alpha|x|^2)\tau + 2L_0^2(|x|^2 + 1)\tau^2
= (1 + 2L_0^2\tau^2 - 2\alpha \tau)|x|^2 + 2\theta \tau + 2L_0^2 \tau^2.
\]
Since \( \tau < \alpha/(2L_0^2) \), \[ A.26 \] implies
\[
|f(x, \tau)|^2 \leq (1 - \alpha\tau)|x|^2 + (\alpha + 2\theta)\tau,
\]
To estimate \(|f(x, \tau)|^4\), square both sides of \[ A.27 \] and utilize \( \tau < 1/(2\alpha) \), then
\[
|f(x, \tau)|^4 \leq (1 - \alpha\tau)^2|x|^4 + 2(\alpha + 2\theta)|x|^2\tau + (\alpha + 2\theta)^2 \tau^2
\leq (1 - \alpha\tau)^2|x|^4 + \left(k\tau|x|^4 + \frac{(\alpha + 2\theta)^2}{k}\tau \right) + (\alpha + 2\theta)^2 \tau^2
\leq (1 - 2\alpha \tau + \alpha^2 \tau^2 + k\tau)|x|^4 + \frac{(\alpha + 2\theta)^2}{k}\tau + (\alpha + 2\theta)^2 \tau^2
= \left(1 - \frac{3\alpha \tau}{2} + k\tau \right)|x|^4 + O(\tau),
\]
(2) First we estimate completely the same with Theorem 3.1.
where \( k > 0 \) is an \( O(1) \) parameter to be determined. Choose \( k = \alpha/2 \) in (A.28), then
\[
|f(x, \tau)|^4 \leq (1 - \alpha \tau)|x|^4 + O(\tau),
\]
(A.29)
hence (3.26) holds.

(2) By direct calculation,
\[
|f(x, \tau) + \gamma \tau|^2 \leq |f(x, \tau)|^2 + 2|f(x, \tau)L_1 \tau + L_2^2 \gamma^2 \\
\leq |f(x, \tau)|^2 + \left( |f(x, \tau)|^2(k \tau + \frac{L_2^2}{k} \gamma^2) + L_2^2 \gamma^2 \\
= (1 + k \tau)|f(x, \tau)|^2 + O(\tau),
\]
where \( k > 0 \) is an \( O(1) \) parameter to be determined. By (3.26), choose \( k = \alpha/2 \) and
\[
|f(x, \tau) + \gamma \tau|^2 \leq \left( 1 + \frac{\alpha \tau}{2} \right)|f(x, \tau)|^2 + O(\tau) \\
\leq \left( 1 + \frac{\alpha \tau}{2} \right)\left( (1 - \alpha \tau)|x|^2 + O(\tau) \right) + O(\tau) \\
\leq \left( 1 - \frac{\alpha \tau}{2} \right)|x|^2 + O(\tau).
\]
(A.30)

Squaring both sides of (A.30), one obtains
\[
|f(x, \tau) + \gamma \tau|^4 \leq \left( \left( 1 - \frac{\alpha \tau}{2} \right)|x|^2 + C \tau \right)^2 \\
= \left( 1 - \alpha \tau + \frac{\alpha^2 \tau^2}{4} \right)|x|^4 + 2C|x|^2 \tau + O(\tau^2) \\
\leq \left( 1 - \frac{3\alpha \tau}{4} \right)|x|^4 + \left( k \tau |x|^4 + \frac{C^2 \tau}{k} \right) + O(\tau^2) \\
= \left( 1 - \frac{3\alpha \tau}{4} + k \tau \right)|x|^4 + O(\tau),
\]
where \( k > 0 \) is a \( O(1) \) parameter. By choosing \( k = \alpha/4 \), (3.27) holds true. □

**Proof of Theorem 3.4** The update scheme of the discrete IPS trajectory \( \hat{X}_n^i \) is given by
\[
\hat{X}_{n+1}^i = \hat{X}_n^i + b(\hat{X}_n^i)\tau + \gamma^i(\hat{X}_n^i)\tau + \sigma W_n^i,
\]
(A.31)
where \( W_n^i \sim \mathcal{N}(0, \tau) \), and \( \gamma^i \) is defined in (3.8). With \( f(x, \tau) = x + b(x)\tau \), we can write (A.31) as
\[
\hat{X}_{n+1}^i = f(\hat{X}_n^i, \tau) + \gamma^i(\hat{X}_n^i)\tau + \sigma W_n^i.
\]
(A.32)

Note that the random variable \( W_n^i \) is independent of \( \hat{X}_n^i \), we have
\[
\mathbb{E}[\hat{X}_{n+1}^i] = \mathbb{E}[f(\hat{X}_n^i, \tau) + \gamma^i(\hat{X}_n^i)\tau] + \mathbb{E}[\gamma^i(\hat{X}_n^i)\tau^2 \mathbb{E}[\sigma W_n^i]^2 + \mathbb{E}[\sigma W_n^i] | \mathbb{E}[\sigma W_n^i] |^4 \\
= \mathbb{E}[f(\hat{X}_n^i, \tau) + \gamma^i(\hat{X}_n^i)\tau] + \mathbb{E}[\gamma^i(\hat{X}_n^i)\tau^2 \mathbb{E}[\sigma W_n^i]^2 + \mathbb{E}[\sigma W_n^i] | \mathbb{E}[\sigma W_n^i] |^4 \\
\leq \mathbb{E}[f(\hat{X}_n^i, \tau) + \gamma^i(\hat{X}_n^i)\tau] + \mathbb{E}[\gamma^i(\hat{X}_n^i)\tau^4 + \left( k \tau \mathbb{E}[f(\hat{X}_n^i, \tau) + \gamma^i(\hat{X}_n^i)\tau]^4 + \frac{9d^2 \sigma^4 \tau^2}{k} \right) + 3d^2 \sigma^4 \tau^2 \\
= (1 + k \tau)\mathbb{E}[f(\hat{X}_n^i, \tau) + \gamma^i(\hat{X}_n^i)\tau] + O(\tau^2),
\]
(A.33)
where \( k > 0 \) is an \( O(1) \) parameter to be determined. Since \( \gamma^i(\hat{X}_n) \) is uniformly bounded by \( L_1 \), by Lemma 3.2 we have
\[
\mathbb{E}|f(\hat{X}_n) + \gamma^i(\hat{X}_n)\tau|^4 \leq \left( 1 - \frac{\alpha \tau}{2} \right) \mathbb{E}|\hat{X}_n|^4 + C\tau.
\] (A.34)

Hence (A.33) implies
\[
\mathbb{E}|\hat{X}_{n+1}^i|^4 \leq (1 + k\tau) \left( 1 - \frac{\alpha \tau}{2} \right) \mathbb{E}|\hat{X}_n|^4 + O(\tau^2) + O(\tau^2)
\]
\[
\leq \left( 1 - \left( \frac{\alpha}{2} - k \right) \tau \right) \mathbb{E}|\hat{X}_n|^4 + O(\tau).
\] (A.35)

Now we can choose \( k = \alpha/4 \) in (A.35) to obtain
\[
\mathbb{E}|\hat{X}_{n+1}^i|^4 \leq \left( 1 - \frac{\alpha \tau}{4} \right) \mathbb{E}|\hat{X}_n|^4 + C\tau,
\] (A.36)
and thus by Gronwall’s inequality,
\[
\sup_{n \geq 0} \mathbb{E}|\hat{X}_n|^4 \leq \max \left\{ M_4, \frac{4C}{\alpha} \right\}.
\] (A.37)

For the discrete RB–IPS (1.4), the proof is completely the same because we still have \(|\gamma^i(x)| \leq L_1\) and thus the recurrence relation
\[
\mathbb{E}|\hat{Y}_{n+1}^i|^4 \leq \left( 1 - \frac{\alpha \tau}{4} \right) \mathbb{E}|\hat{Y}_n|^4 + C\tau.
\] (A.38)
holds true. \( \square \)

**Proof of Lemma 3.4** By induction on the integer \( s \geq 1 \), it is easy to verify if \( n \geq sm \), then
\[
a_n \leq \varepsilon \frac{1 - q^s}{1 - q} + q^s a_{n - sm}.
\] (A.39)
For any integer \( n \geq 0 \), let \( n = sm + r \) for some integer \( s \geq 0 \) and \( r \in \{0, 1, \cdots, m - 1\} \). Then
\[
a_n \leq \varepsilon \frac{1 - q^s}{1 - q} + Mq^s \leq \varepsilon \frac{1 - q^s}{1 - q} + Mq^{m - 1},
\] (A.40)
yielding (3.40). \( \square \)

**Proof of Theorem 4.2** Given the probability distributions \( \mu, \nu \in \mathcal{P}(\mathbb{R}^d) \), by Theorem 3.5 we have
\[
\mathcal{W}_1(\mu^\otimes N p_t, \nu^\otimes N p_t) \leq C e^{-\beta t} \mathcal{W}_1(\mu^\otimes N, \nu^\otimes N) = C e^{-\beta t} \mathcal{W}_1(\mu, \nu).
\] (A.41)

Here, \((p_t)_{t \geq 0}\) is the semigroup of the IPS (1.1) in \( \mathbb{R}^{Nd} \). Using the triangle inequality, we have
\[
\mathcal{W}_1(\mu \hat{p}_t, \nu \hat{p}_t) = \mathcal{W}_1(\mu^\otimes N \hat{p}_t, \nu^\otimes N \hat{p}_t) \\
\leq \mathcal{W}_1(\mu^\otimes N \hat{p}_t, \mu^\otimes N p_t) + \mathcal{W}_1(\nu^\otimes N \hat{p}_t, \nu^\otimes N p_t) + \mathcal{W}_1(\mu^\otimes N p_t, \nu^\otimes N p_t) \\
\leq \mathcal{W}_1(\mu^\otimes N \hat{p}_t, \mu^\otimes N p_t) + \mathcal{W}_1(\nu^\otimes N \hat{p}_t, \nu^\otimes N p_t) + C e^{-\beta t} \mathcal{W}_1(\mu, \nu).
\]
By Theorem 4.1 for given \( t > 0 \) there exists a constant \( C_0 = C_0(\kappa, L_0, \sigma, t) \) such that

\[
W_1(\mu \otimes^N \bar{p}_t \otimes^N, \mu \otimes^N p_t) \leq \frac{C_0}{N}.
\] (A.42)

Hence we obtain

\[
W_1(\mu \bar{p}_t, \nu \bar{p}_t) \leq \frac{2C_0}{\sqrt{N}} + C e^{-\beta t} W_1(\mu, \nu).
\] (A.43)

Fix \( t > 0 \) and let \( N \to \infty \), we obtain the desired result

\[
W_1(\mu \bar{p}_t, \nu \bar{p}_t) \leq C e^{-\beta t} W_1(\mu, \nu).
\] (A.44)

\[\square\]

**Proof of Corollary 4.5** First we prove the existence of the invariant distribution \( \bar{\pi} \in \mathcal{P}_1(\mathbb{R}^d) \) of the MVP (1.2). Since \( (\bar{p}_t)_{t \geq 0} \) is a nonlinear semigroup, we cannot use the same technique as in the linear case. Our proof below is partially inspired from Theorem 5.1 of [38]. Choose the constant \( T \) which satisfies

\[
Ce^{-\beta T} = \frac{1}{2},
\]

then we have

\[
W_1(\mu \bar{p}_T, \nu \bar{p}_T) \leq \frac{1}{2} W_1(\mu, \nu)
\] (A.45)

for any probability distributions \( \mu, \nu \in \mathcal{P}_1(\mathbb{R}^d) \). Hence the mapping \( \mu \mapsto \mu \bar{p}_T \) is contractive in the complete metric space \( (\mathcal{P}_1(\mathbb{R}^d), W_1(\cdot, \cdot)) \). Using the Banach fixed point theorem, there exists a unique fixed point \( \bar{\pi} \in \mathcal{P}_1(\mathbb{R}^d) \) such that

\[
\bar{\pi} \bar{p}_T = \bar{\pi}.
\] (A.46)

Since \( (\bar{p}_t)_{t \geq 0} \) forms a semigroup, for any \( t \geq 0 \) we have

\[
(\bar{\pi} \bar{p}_t) \bar{p}_T = \bar{\pi} \bar{p}_t
\]

which implies \( \bar{\pi} \bar{p}_t \in \mathcal{P}_1(\mathbb{R}^d) \) is the invariant distribution of the operator \( \bar{p}_T \). Due to the uniqueness of the invariant distribution \( \bar{\pi} \) for the operator \( \bar{p}_T \), we obtain

\[
\bar{\pi} \bar{p}_t = \bar{\pi}, \quad \forall t \geq 0,
\] (A.48)

hence \( \bar{\pi} \in \mathcal{P}_1(\mathbb{R}^d) \) is the invariant distribution of the semigroup \( (\bar{p}_t)_{t \geq 0} \).

Next we estimate the difference between the invariant distributions \( \pi, \bar{\pi} \in \mathcal{P}_1(\mathbb{R}^d) \). We still choose the constant \( T \) according to \( Ce^{-\beta T} = 1/2 \). Using the triangle inequality, there exists a constant \( C = C(\kappa, L_0, \sigma) \) such that

\[
W_1(\bar{\pi} \otimes^N, \pi) = W_1(\bar{\pi} \otimes^N \bar{p}_T \otimes^N, \pi \bar{p}_T)
\]

\[
\leq W_1(\bar{\pi} \otimes^N \bar{p}_T \otimes^N, \bar{\pi} \otimes^N p_T) + W_1(\bar{\pi} \otimes^N p_T, \pi p_T)
\]

\[
\leq \frac{C}{\sqrt{N}} + C e^{-\beta T} W_1(\bar{\pi} \otimes^N, \pi)
\]

\[
= \frac{C}{\sqrt{N}} + \frac{1}{2} W_1(\bar{\pi} \otimes^N, \pi)
\]

Then \( W_1(\bar{\pi} \otimes^N, \pi) \leq C/\sqrt{N} \). \[\square\]
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