A HUKUHARA APPROACH TO THE STUDY OF HYBRID FUZZY SYSTEMS ON TIME SCALES
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We introduce a new approach to study the practical stability of hybrid fuzzy systems on time scales in the Lyapunov sense. Our method is based on the delta-Hukuhara derivative for fuzzy valued functions and allow us to obtain new interesting stability criteria. We also show the validity of the results of M. Sambandham: Hybrid fuzzy systems on time scales, Dynam. Systems Appl. 12 (2003), no. 1-2, 217–227, by embedding the space of all fuzzy subsets into a suitable Banach space.

1. INTRODUCTION

In natural systems engineering, the lowest level in the hierarchical structure is usually characterized by the dynamics of a continuous variable while the highest level is described by a logical decision making mechanism [8]. The interaction of these different levels, with their different types of information, leads to a hybrid system. Examples of real world hybrid systems include systems with relays, switches, hysteresis, disk drivers, transmissions, step motors, constrained robots, automated transportation systems, modern manufacturing and flight control systems [22].

The mathematical modeling of dynamic processes is often discussed in the literature via difference or differential equations. In spite of this tendency of independence between discrete and continuous dynamic systems, there is a striking similarity between both theories. From a modeling point of view, it is perhaps more realistic to model a phenomenon by a dynamic system, which incorporates both discrete and continuous times simultaneously, namely by considering time as an arbitrary closed set of reals, called a time scale. The theory of time scales was
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introduced in 1988 by Stefan Hilger and is now a well-developed subject [6, 7]. Here we use dynamic systems on time scales as a model to hybrid systems. Motivation comes from the fact that hybrid systems refer to the construction of models combining both continuous and discrete dynamics. They are useful for describing the interaction between physical and computational processes, such as in digital feedback control systems [16].

In the study of stability of dynamical systems, Lyapunov functions play a central role in the proof of stability of equilibrium points on the state space [3]. Moreover, since practical stability only requires to stabilize a system into a region of the phase space, Lyapunov functions have been widely used in applications. More precisely, when one intends to analyze a real world phenomenon, it is also necessary to deal with uncertain factors. In this case, the theory of fuzzy sets is one of the best non-statistical or non-probabilistic approach, which leads us to investigate stability of fuzzy dynamical models. In recent years, the use of hybrid fuzzy systems has increased drastically. For instance, Kim and Sakthivel [12] studied the predictor-corrector method for hybrid fuzzy differential equations, Nieto et al. [17] and Allahviranloo and Salahshour [2] investigated the numerical solution of (hybrid) fuzzy differential equations using a generalized Euler approximation method, and Ahmadian et al. [1] employed a numerical algorithm to solve a first-order hybrid fuzzy differential equation based on the high-order Runge–Kutta method. Particularly for hybrid fuzzy systems on time scales, the theory of practical stability has developed rather intensively in the last few years – see [11, 15, 19, 21, 23] and references therein.

In [15], Lakshmikantham and Vatsala investigated practical stability of hybrid systems on time scales. The results of [15] were then extended by Sambandham for hybrid fuzzy systems on time scales [19]. In [21], Lyapunov-like functions for hybrid dynamic equations on time scales with the state space $\mathbb{R}^n$ are studied using Dini derivatives and comparison principles. Related studies are found in [23], for incremental stability of stochastic hybrid systems, in [11] for practical stability of discrete hybrid systems with different initial times, and in [20] for stability analysis of abstract Takagi–Sugeno fuzzy impulsive systems.

In this paper, we propose a new approach to investigate practical stability of hybrid fuzzy systems on time scales. Our method is more general, being based on the use of the delta-Hukuhara derivative, which has recently been defined for fuzzy valued functions [10]. After a short review of this calculus of fuzzy functions on time scales in Section 2, we prove new stability criteria in Section 3. We proceed with Section 3.2, where an inconsistency in [19] is noted and fixed, ending with Section 3.2 of conclusions.

2. PRELIMINARIES

In this section, we present some basic concepts and results on the calculus of fuzzy functions on time scales. We assume, however, the reader to be familiar with the standard calculus on time scales [6, 7].
Definition 2.1 (Upper \(\Delta\)-Dini derivative \([15]\)). Let \(T\) be a time scale with forward jump operator \(\sigma\), \(f : T \rightarrow \mathbb{R}\) be a real valued function, and \(U_T\) be a neighborhood of \(t \in T\). We call \(D^+_\Delta f(t) \subseteq \mathbb{R}\) the upper \(\Delta\)-Dini derivative (or upper \(\Delta\)-generalized derivative) of \(f\) at \(t\), provided that for any \(\varepsilon > 0\) there exists a right neighborhood \(U_\varepsilon \subseteq U_T\) of \(t\) (i.e., \(U_\varepsilon = (t, t + \varepsilon) \cap T\)) such that
\[
\frac{f(\sigma(t)) - f(s)}{\mu^*(t, s)} < D^+_\Delta f(t) + \varepsilon
\]
for \(s \in U_\varepsilon\) and \(s > t\), where \(\mu^*(t, s) = \sigma(t) - s\).

Proposition 2.2 (See \([15]\)). Let \(T\) be a time scale with forward jump operator \(\sigma\) and graininess function \(\mu\). If \(f : T \rightarrow \mathbb{R}\) is a continuous function at \(t \in T\) and \(t\) is right-scattered, then the upper \(\Delta\)-Dini derivative of \(f\) coincides with the standard delta-derivative:
\[
D^+_\Delta f(t) = f^\Delta(t) = \frac{f(\sigma(t)) - f(t)}{\mu(t)}.
\]

Definition 2.3 (Fuzzy set \([5]\)). Let \(X\) be a nonempty set. A fuzzy set \(u\) in \(X\) is characterized by its membership function \(u : X \rightarrow [0, 1]\). Then, for each \(x \in X\) we interpret \(u(x)\) as the degree of membership of the element \(x\) in the fuzzy set \(u\): \(u(x) = 0\) corresponded to non membership; \(0 < u(x) < 1\) to partial membership; and \(u(x) = 1\) to full membership.

Definition 2.4 (The space of fuzzy numbers \(\mathbb{R}_F\) – see, e.g., \([19]\)). We denote by \(\mathbb{R}_F\) the class of fuzzy subsets of the real axis \(u : \mathbb{R} \rightarrow [0, 1]\) satisfying the following properties:
(i) \(u\) is normal, i.e., there exists \(x_0 \in \mathbb{R}\) with \(u(x_0) = 1\);
(ii) \(u\) is a convex fuzzy set, i.e., \(u(kx + (1-k)y) \geq \min\{u(x), u(y)\}\) for all \(k \in [0, 1]\) and \(x, y \in \mathbb{R}\);
(iii) \(u\) is upper semicontinuous on \(\mathbb{R}\);
(iv) \(\overline{\{x \in \mathbb{R} : u(x) > 0\}}\) is compact, where \(\overline{A}\) denotes the closure of a set \(A\).
We call \(\mathbb{R}_F\) the space of fuzzy numbers.

Clearly, \(\mathbb{R} \subset \mathbb{R}_F\) (because \(\mathbb{R}\) is understood as \(\mathbb{R} = \{\chi_x : x \text{ is a real number}\}\)). For later purposes, we define \(\hat{0} = \chi_{\{0\}}\), that is, \(\hat{0}\) is the fuzzy set defined by \(\hat{0}(x) = 1\) if \(x = 0\) and \(\hat{0}(x) = 0\) if \(x \neq 0\).

Definition 2.5 (The \(\alpha\)-level set \([5]\)). For \(0 < \alpha \leq 1\), the \(\alpha\)-level set \(u^\alpha\) of a fuzzy set \(u\) on \(\mathbb{R}\) is defined as
\[
[u]^\alpha = \{x \in \mathbb{R} : u(x) \geq \alpha\},
\]
while its support \([u]^0\) is the closure of the union of all the level sets, that is,
\[
[u]^0 = \bigcup_{\alpha \in (0, 1]} [u]^\alpha = \overline{\{x \in \mathbb{R} : u(x) > 0\}}.
\]
Remark 2.6. For any $\alpha \in [0, 1]$, $[u]^{\alpha}$ is a bounded closed interval in $\mathbb{R}$, presented by $[u]^{\alpha} = [\underline{u}^{\alpha}, \overline{u}^{\alpha}]$, where $\underline{u}^{\alpha}, \overline{u}^{\alpha} \in \mathbb{R}$.

For $u, v \in \mathbb{R}_F$ and $\lambda \in \mathbb{R}$, the sum of two fuzzy numbers and the multiplication between a real and a fuzzy number are defined respectively by

$$[u \oplus v]^{\alpha} = [u]^{\alpha} + [v]^{\alpha} = \{x + y : x \in [u]^{\alpha}, y \in [v]^{\alpha}\}$$

and

$$[\lambda \cdot u]^{\alpha} = \lambda [u]^{\alpha} = \{\lambda x : x \in [u]^{\alpha}\}$$

for all $\alpha \in [0, 1]$, where $[u]^{\alpha} + [v]^{\alpha}$ is the usual addition of two intervals of $\mathbb{R}$ and $\lambda [u]^{\alpha}$ is the usual product of a number and a subset of $\mathbb{R}$.

Definition 2.7 (The $gH$-difference [10]). Given $u, v \in \mathbb{R}_F$, the $gH$-difference is the fuzzy number $w$, if it exists, such that

$$u \ominus_{gH} v = w \iff u = v \oplus w \text{ or } v = u \oplus (-1) \cdot w.$$ 

Remark 2.8. If $u \ominus_{gH} v$ exists, then its $\alpha$-level set is given by

$$[u \ominus_{gH} v]^{\alpha} = \min \{[u]^{\alpha} - [v]^{\alpha}, [v]^{\alpha} - [-v]^{\alpha}\}.$$ 

Let $A$ and $B$ be two nonempty bounded subsets of a metric space $(X, d)$. The Hausdorff distance between $A$ and $B$ is given by

$$(1) \quad d_H(A, B) = \max \left(\sup_{a \in A} \inf_{b \in B} d(a, b), \sup_{b \in B} \inf_{a \in A} d(b, a)\right).$$

Definition 2.9 (Hausdorff distance between two fuzzy numbers). The Hausdorff distance between two fuzzy numbers is the function $d_\infty : \mathbb{R}_F \times \mathbb{R}_F \to \mathbb{R}_+ \cup \{0\}$ defined in terms of the Hausdorff distance between their level sets, that is,

$$d_\infty(u, v) = \sup \{d_H([u]^{\alpha}, [v]^{\alpha}) : \alpha \in [0, 1]\}.$$ 

Proposition 2.10 (See [9]). The pair $(\mathbb{R}_F, d_\infty)$ is a complete metric space and the following properties hold:

(i) $d_\infty(u \oplus w, v \oplus w) = d_\infty(u, v)$ for all $u, v, w \in \mathbb{R}_F$;

(ii) $d_\infty(k \cdot u, k \cdot v) = |k|d_\infty(u, v)$ for all $u, v \in \mathbb{R}_F$ and for all $k \in \mathbb{R}$;

(iii) $d_\infty(u \oplus v, w \oplus e) \leq d_\infty(u, w) + d_\infty(v, e)$ for all $u, v, w, e \in \mathbb{R}_F$.

Definition 2.11 (The set of rd-continuous functions from $T$ to $\mathbb{R}_F$ [10]). A mapping $f : T \to \mathbb{R}_F$ is rd-continuous if it is continuous at each right-dense point and its left-side limits exist (finite) at left-dense points in $T$. We denote the set of rd-continuous functions from $T$ to $\mathbb{R}_F$ by $C_{\text{rd}}[T, \mathbb{R}_F]$. 

Definition 2.12 (The \(\Delta\)-Hukuhara derivative of \(f\) at \(t\) \([10]\)). Assume \(f : T \to \mathbb{R}_F\) is a fuzzy function and let \(t \in T^\kappa\). Let \(\Delta f(t)\) be an element of \(\mathbb{R}_F\) (provided it exists) with the property that given any \(\varepsilon > 0\), there exists a neighborhood \(U_T\) of \(t\) (i.e., \(U_T = (t - \delta, t + \delta) \cap T\) for some \(\delta > 0\)) such that

\[
\inf \limits_{f(t+h) \ominus gH f(\sigma(t)), \Delta f(t)(h - \mu(t))} \leq \varepsilon (h - \mu(t))
\]

and

\[
\inf \limits_{f(\sigma(t)) \ominus gH f(t-h), \Delta f(t)(\mu(t) + h)} \leq \varepsilon (\mu(t) + h)
\]

for all \(t - h, t + h \in U_T\) with \(0 < h < \delta\). We call \(\Delta f(t)\) the \(\Delta\)-Hukuhara derivative of \(f\) at \(t\). We say that \(f\) is \(\Delta\)-differentiable at \(t\) if its \(\Delta\)-derivative exists at \(t\).

Moreover, we say that \(f\) is \(\Delta\)-differentiable on \(T^\kappa\) if its \(\Delta\)-derivative exists at each \(t \in T^\kappa\). The fuzzy function \(\Delta f : T^\kappa \to \mathbb{R}_F\) is then called the \(\Delta\)-derivative of \(f\) on \(T^\kappa\).

The next result shows that the \(\Delta\)-derivative is well defined.

Proposition 2.13 (See \([10]\)). If the \(\Delta\)-derivative of \(f\) at \(t \in T^\kappa\) exists, then it is unique.

Theorem 2.14 (See \([10]\)). Let \(T\) be an arbitrary time scale and consider a function \(f : T \to \mathbb{R}_F\). Then, the following holds for all \(t \in T^\kappa\):

(i) If \(f\) is continuous at \(t\) and \(t\) is right-scattered, then \(f\) is \(\Delta\)-differentiable at \(t\) with

\[
\Delta f(t) = \frac{f(\sigma(t)) \ominus gH f(t)}{\mu(t)}.
\]

(ii) If \(t\) is right-dense, then \(f\) is \(\Delta\)-differentiable at \(t\) if and only if both limits

\[
\lim \limits_{h \to 0^+} \frac{f(t+h) \ominus gH f(t)}{h} \quad \text{and} \quad \lim \limits_{h \to 0^+} \frac{f(t) \ominus gH f(t-h)}{h}
\]

exist and satisfy the equalities

\[
\lim \limits_{h \to 0^+} \frac{f(t+h) \ominus gH f(t)}{h} = \lim \limits_{h \to 0^+} \frac{f(t) \ominus gH f(t-h)}{h} = \Delta f(t).
\]

Let us denote by \(\mathbb{R}_F^n\) the space of all fuzzy subsets \(u\) of \(\mathbb{R}_F^n\) that satisfy the assumptions

(i) \(u\) maps \(\mathbb{R}_F^n\) onto \(I = [0, 1]\);

(ii) \(u\) is fuzzy convex;

(iii) \(u\) is upper semicontinuous;

(iv) \(|u|^0\) is a compact subset of \(\mathbb{R}_F^n\).
The most commonly used metric on \(\mathbb{R}^n_{\mathbb{F}}\) involves the Hausdorff metric distance between the level sets of the fuzzy sets, which is defined for any \(u, v \in \mathbb{R}^n_{\mathbb{F}}\) as

\[
D_\infty(u, v) = \sup \{d_H([u]^\alpha, [v]^\alpha) : \alpha \in [0, 1]\},
\]

where \(d_H\) is the Hausdorff distance defined by \(1\). The pair \((\mathbb{R}^n_{\mathbb{F}}, D_\infty)\) is a complete metric space. Proposition 2.10 can be extended to \((\mathbb{R}^n_{\mathbb{F}}, D_\infty)\) \(13\).

**Definition 2.15.** Assume that \(u : T \rightarrow \mathbb{R}^n_{\mathbb{F}}\) is a fuzzy vector valued function and \(t \in T^n\). We say that \(u\) is \(\Delta_H\)-differentiable at \(t\), if all its components are \(\Delta_H\)-differentiable at \(t\).

**Definition 2.16.** The function \(f : T \times \mathbb{R}^n_{\mathbb{F}} \rightarrow \mathbb{R}^n_{\mathbb{F}}\) is rd-continuous if

(i) it is continuous at each \((t, x)\) with \(t\) right-dense, and

(ii) the limits \(\lim_{(s, y) \to (t, x)} f(s, y) = f(t, x)\) (i.e., for all \(\varepsilon > 0\) there exists \(\delta > 0\) such that \(D_\infty(y, x) < \delta \Rightarrow D_\infty(f(s, y), f(t, x)) < \varepsilon\)) and \(\lim_{y \to x} f(t, y) = f(t, x)\) (i.e., for all \(\varepsilon > 0\) there exists \(\delta > 0\) such that \(D_\infty(y, x) < \delta \Rightarrow D_\infty(f(t, y), f(t, x)) < \varepsilon\)) exist at each \((t, x)\) with \(t\) left-dense.

We denote by \(C_{rd}[T \times \mathbb{R}^n_{\mathbb{F}}, \mathbb{R}^n_{\mathbb{F}}]\) the set of all rd-continuous functions \(f : T \times \mathbb{R}^n_{\mathbb{F}} \rightarrow \mathbb{R}^n_{\mathbb{F}}\). The spaces \(C_{rd}[T \times \mathbb{R}^n_{\mathbb{F}}, \mathbb{R}^n_{\mathbb{F}}]\) and \(C_{rd}[\mathbb{T} \times \mathbb{R}^n_{\mathbb{F}}, \mathbb{R}^n_{\mathbb{F}}]\) are defined similarly.

3. MAIN RESULTS

We investigate the practical stability of hybrid fuzzy systems on time scales, defined through delta-Hukuhara derivatives. Consider the fuzzy dynamic system

\[
\Delta_H u(t) = f(t, u(t)), \quad u(t_0) = u_0,
\]

where \(f \in C_{rd}[T \times \mathbb{R}^n_{\mathbb{F}}, \mathbb{R}^n_{\mathbb{F}}]\) and \(\Delta_H u(t)\) denotes the \(\Delta_H\)-derivative of \(u\) at \(t \in T\).

**Definition 3.17.** Let \(V \in C_{rd}[T \times \mathbb{R}^n_{\mathbb{F}}, \mathbb{R}^n_{\mathbb{F}}]\). We say that \(D^\Delta_H V(t, u(t)) \in \mathbb{R}\) is the upper \(\Delta\)-Dini derivative of \(V(t, u(t))\) with respect to \((2)\), if for any given \(\varepsilon > 0\) there exists a right neighborhood \(U_\varepsilon\) of \(t \in T\) such that

\[
\frac{1}{\mu^\ast(t, s)} [V(\sigma(t), u(\sigma(t))) - V(s, u(\sigma(t)) \ominus g_H \mu^\ast(t, s)f(t, u(t)))] < D^\Delta_H V(t, u(t)) + \varepsilon
\]

for each \(s \in U_\varepsilon\) and \(s > t\), where \(u(t)\) is solution of the dynamic system \((2)\).

**Theorem 3.18.** Assume that \(V \in C_{rd}[T \times \mathbb{R}^n_{\mathbb{F}}, \mathbb{R}^n_{\mathbb{F}}]\). If \(t \in T\) is right-scattered and \(V(t, u(t))\) is continuous at \(t\), then

\[
D^\Delta_H V(t, u(t)) = \frac{V(\sigma(t), u(\sigma(t))) - V(t, u(t))}{\mu(t)}.
\]
Proof. Because of continuity of $V$ at $t$,
\[
\lim_{s \to t^+} \frac{V(\sigma(t), u(\sigma(t))) - V(s, u(\sigma(t)) \ominus_{gH} \mu^*(t, s)f(t, u(t)))}{\sigma(t) - s} = \frac{V(\sigma(t), u(\sigma(t))) - V(t, u(\sigma(t)) \ominus_{gH} \mu(t)\Delta_H u(t))}{\mu(t)}.
\]
Since $u$ is continuous at $t$ and $t$ is right-scattered, it follows from item (i) of Theorem 2.1.14 that
\[
\lim_{s \to t^+} \frac{V(\sigma(t), u(\sigma(t))) - V(s, u(\sigma(t)) \ominus_{gH} \mu^*(t, s)f(t, u(t)))}{\sigma(t) - s} = \frac{V(\sigma(t), u(\sigma(t))) - V(t, u(t))}{\mu(t)}.
\]
From this last equality, we get that for a given $\varepsilon > 0$ there exists a right neighborhood $U_\varepsilon \subseteq T$ of $t$ such that
\[
\frac{1}{\mu^*(t, s)} \left[ V(\sigma(t), u(\sigma(t))) - V(s, u(\sigma(t)) \ominus_{gH} f(t, u(t))) \right] - \frac{V(\sigma(t), u(\sigma(t))) - V(t, u(t))}{\mu(t)} < \varepsilon.
\]
Consequently,
\[
\frac{1}{\mu^*(t, s)} \left[ V(\sigma(t), u(\sigma(t))) - V(s, u(\sigma(t)) \ominus_{gH} f(t, u(t))) \right] < \frac{V(\sigma(t), u(\sigma(t))) - V(t, u(t))}{\mu(t)} + \varepsilon.
\]
This means that $(V(\sigma(t), u(\sigma(t))) - V(t, u(t))) / \mu(t)$ is the upper $\Delta$-Dini derivative of $V(t, u(t))$. 

**Theorem 3.19.** Assume that

(i) $V \in C_{rd}[\mathbb{T} \times \mathbb{R}^n, \mathbb{R}]$, $V(t, u)$ is locally Lipschitzian in $u$ for each right-dense $t \in \mathbb{T}$ (i.e., $\exists L > 0$ such that $|V(t, u_1) - V(t, u_2)| < L D_{\infty}(u_1, u_2)$ for all $u_1, u_2 \in \mathbb{R}^n$);

(ii) $D^\Delta_{a} V(t, u(t)) \leq g(t, V(t, u(t)))$, where $g \in C_{rd}[\mathbb{T} \times \mathbb{R}, \mathbb{R}]$ and $g(t, r)\mu(t) + r$ is nondecreasing in $r$ for each $t \in \mathbb{T}$;

(iii) $r(t) = r(t, t_0, r_0)$ is the maximal solution of $r^\Delta(t) = g(t, r(t))$, $r(t_0) = r_0 \geq 0$, existing on $\mathbb{T}$.

Then, $V(t_0, u_0) \leq r_0$ implies that $V(t, u(t)) \leq r(t, t_0, r_0)$ for all $t \in \mathbb{T}$, $t \geq t_0$.

**Proof.** The proof is similar to the one of Theorem 3.1.1. \qed
3.1 A comparison theorem

We now establish a comparison result (Theorem 3.20), which is useful to prove practical stability (Theorem 3.23). Because of the local nature of the solution \( u(t) \), stability properties are proved with respect to one condition on the Lyapunov-like function \( V(t, u(t)) \) that is defined only on \( T \times S(\rho) \).

\[
S(\rho) = \left\{ u \in \mathbb{R}^n_+: D_\infty(u, 0) < \rho \right\}.
\]

Let \( T \) be a nonnegative unbounded time scale with \( t_k \in T, k \in \mathbb{N}_0 \), satisfying \( 0 \leq t_0 < t_1 < t_2 < \cdots < t_k < \cdots \) and \( t_k \to \infty \) as \( k \to \infty \). We consider the following hybrid fuzzy dynamic system:

\[
\Delta_H u(t) = f(t, u(t), \lambda(t, u(t))), \quad t \geq t_0, \quad t \in T,
\]

\[
u(t_0) = u_0 \in S(\rho),
\]

where \( f \in C_{rd}[T \times S(\rho) \times \mathbb{R}_+^n, \mathbb{R}_+^n], S(\rho) \) is given by \( 3 \), and \( \lambda : T \times \mathbb{R}_+^n \to \mathbb{R}_+^n \) is a piecewise constant function defined by \( \lambda(t, u(t)) = \lambda_k(t_k, u(t_k)) \) for \( t \in [t_k, t_{k+1}] \), \( k = 0, 1, 2, \ldots \). If a solution \( u(t) \) to system \( 4 \) exists, then it can be written as a piecewise function:

\[
u(t) = u(t, t_0, u_0) = u_k(t), \quad t_k \leq t \leq t_{k+1}, \quad k = 0, 1, 2, \ldots,
\]

with \( u_k(t) = u_k(t_k, u_k) \) being the solution of \( \Delta_H u(t) = f(t, u(t), \lambda_k(t_k, u_k)) \), \( u_k = u(t_k) \in S(\rho), t_k \leq t \leq t_{k+1}, k \in \mathbb{N}_0 \). We also consider the scalar comparison delta hybrid dynamic system

\[
r^\Delta(t) = g(t, r(t), \psi(r(t))), \quad t \geq t_0, \quad t \in T,
\]

\[
r(t_0) = r_0 \in \mathbb{R}_+.
\]

where \( g \in C_{rd}[T \times \mathbb{R}_+ \times \mathbb{R}_+ \times \mathbb{R}] \) and \( \psi : \mathbb{R}_+ \to \mathbb{R}_+ \) is a piecewise constant function: \( \psi(r(t)) = \psi_k(r(t_k)), t \in [t_k, t_{k+1}], k = 0, 1, 2, \ldots \). Note that a piecewise function

\[
r(t) = r(t, t_0, r_0) = r_k(t), \quad t_k \leq t \leq t_{k+1}, \quad k = 0, 1, 2, \ldots
\]

is a maximal solution of \( 6 \) if and only if \( r_k(t) = r(t, t_k, r_k) \) is maximal solution of

\[
r^\Delta(t) = g(t, r(t), \psi_k(r_k)), \quad r_k = r_k(t_k), \quad t_k \leq t \leq t_{k+1}, \quad k = 0, 1, 2, \ldots.
\]

Now, we state and prove a comparison theorem with respect to a Lyapunov-like function \( V \). Here, the Lyapunov-like function \( V \) serves as a vehicle to transform the \( \Delta \)-Hukuhara hybrid fuzzy dynamic system \( 4 \) into a scalar comparison delta hybrid dynamic system \( 6 \), being enough to consider the stability properties of the simpler comparison system \( 0 \).
Theorem 3.20. Let \( V \in C_{rd}[\mathbb{T} \times S(\rho), \mathbb{R}_+] \) be such that:

1. \( V(t,u) \) is locally Lipshitzian in \( u \) for each right-dense \( t \in \mathbb{T}, t_k \leq t \leq t_{k+1}, \)

2. \( D_{\Delta}^k V(t, u(t)) \leq g(t, V(t,u(t)), \psi_k(V(t_k, u_k))), \) where \( g \in C_{rd}[\mathbb{T} \times \mathbb{R}_+ \times \mathbb{R}_+, \mathbb{R}], \)

\( \psi_k : \mathbb{R}_+ \rightarrow \mathbb{R}_+ \), \( g(t, r, v) \mu(t) + r \) is nondecreasing in \( r \) for each \( (t, v) \), and \( \psi_k(v) \) and \( g(t, r, v) \) are nondecreasing in \( v \).

Moreover, let

3. \( r(t) \) given by \( (12) \) be the maximal solution of the scalar comparison hybrid dynamic system \( (10) \), which we assume to exist for each \( t \geq t_0, \) \( t \in \mathbb{T} \).

If \( u(t) \) given by \( (3) \) is a solution of the hybrid fuzzy dynamic system \( (4) \) with \( V(t_0, u_0) \leq r_0, \) then

\[
V(t, u(t)) \leq r(t) \quad \text{for all} \quad t \geq t_0, \quad t \in \mathbb{T}.
\]

Remark 3.21. Note that by \( (3) \), inequality \( (8) \) implies that \( V(t, u_k(t)) \leq r_k(t), \)

\[ t_k \leq t \leq t_{k+1}, \text{ for all } k \in \mathbb{N}_0. \]

Proof. Let \( u(t) \) be a solution of \( (4) \) on \( [t_0, \infty) \cap \mathbb{T}. \) Set \( m(t) = V(t,u(t)). \) Then,

\[
\frac{m(\sigma(t)) - m(t)}{\mu(t)} = \frac{V(\sigma(t), u(\sigma(t))) - V(t, u(t))}{\mu(t)}.
\]

Moreover, by condition (iii), the inequality

\[
D_{\Delta}^k m(t) \leq g(t, V(t,u(t)), \psi_k(V(t_k, u_k))) = g(t, m(t), \psi_k(m_k))
\]

is obtained for \( t_k \leq t \leq t_{k+1}, \) where \( m_k = V(t_k, u_k) \). First, consider \( t \in [t_0, t_1] \cap \mathbb{T}. \) Since \( m(t_0) = V(t_0, u_0) \leq r_0, \) by Theorem 3.19 we conclude that

\[
V(t, u_0(t)) \leq r_0(t_0, r_0), \quad t_0 \leq t \leq t_1,
\]

where \( u_0(t) = u_0(t_0, u_0) \) is the solution of

\[
\Delta_{\mu} u_0(t) = f(t, u_0(t), \lambda_0(t_0, u_0)), \quad u_0(t_0) = u_0, \quad t_0 \leq t \leq t_1,
\]

and \( r_0(t_0, r_0) \) is the maximal solution of

\[
r_{\Delta}^0(t) = g(t, r_0(t), \psi_0(r_0)), \quad r_0(t_0) = r_0, \quad t_0 \leq t \leq t_1.
\]

Now, choose \( u_1 = u_0(t_1) \). Then,

\[
D_{\Delta}^1 m(t) \leq g(t, m(t), \psi_1(m_1)) \quad \text{for} \quad t_1 \leq t \leq t_2,
\]

where \( m_1 = m(t_1) = V(t_1, u_0(t_1)). \) On the other hand, the inequality \( (9) \) gives us

\[
V(t_1, u_0(t_1)) \leq r_0(t_1, t_0, r_0).
\]
Set \( r_0(t_1, t_0, r_0) = r_1 \). Due to the monotone property of \( \psi_1 \) and \( g(t, r, v) \) in \( v \),
\[
D^+ \Delta m(t) \leq g(t, m(t), \psi_1(r_1))
\]
and
\[
m(t) \leq r_1, \quad t \in [t_1, t_2].
\]
Similarly,
\[
V(t, u_1(t)) \leq r_1(t, t_1, r_1), \quad t \in [t_1, t_2],
\]
is established, where \( u_1(t) = u_1(t, t_1, u_1) \) is the solution of
\[
\Delta_H u_1(t) = f(t, u_1(t), \lambda_1(t_1, u_1)), \quad u_1(t_1) = u_1, \quad t_1 \leq t \leq t_2,
\]
and \( r_1(t) = r_1(t, t_1, r_1) \) is the maximal solution of
\[
r^+_1(t) = g(t, r_1(t), \psi_1(r_1)), \quad r_1(t_1) = r_1, \quad t_1 \leq t \leq t_2.
\]
By repeating the process and using the special choice
\[
u_k = u_{k-1}(t_k), \quad k = 1, 2, \ldots,
\]
we have
\[
V(t, u_k(t)) \leq r_k(t, t_k, r_k), \quad t_k \leq t \leq t_{k+1},
\]
where \( u_k(t) = u_k(t, t_k, u_k) \) is the solution of
\[
\Delta_H u_k(t) = f(t, u_k(t), \lambda_k(t_k, u_k)), \quad u_k(t_k) = u_k, \quad t_k \leq t \leq t_{k+1},
\]
and \( r_k(t) = r_k(t, t_k, r_k) \) is the maximal solution of
\[
r^+_k(t) = g(t, r_k(t), \psi_k(r_k)), \quad r_k(t_k) = r_k, \quad t_k \leq t \leq t_{k+1},
\]
with \( r_{k-1}(t_k) = r_{k-1}(t_k, t_{k-1}, r_{k-1}) = r_k \) for each \( k = 2, 3, \ldots \) By means of these inequalities, we end with the desired result.

### 3.2 A criterion for practical stability

Now, we provide a sufficient condition for practical stability of the \( \Delta \)-Hukuhara hybrid fuzzy dynamic system \((4)\). The definitions of practical stability for \((4)\) are similar to the corresponding notions of practical stability for the scalar comparison delta hybrid dynamic system \((6)\) \([15]\).

**Definition 3.22.** The hybrid fuzzy dynamic system \((4)\) is

- **practically stable** if, for given \( \lambda, A \in \mathbb{R}_+ \) with \( 0 < \lambda < A \),

\[
D_\infty(u_0, \bar{0}) < \lambda \Rightarrow D_\infty(u(t), \bar{0}) < A \forall t \geq t_0,
\]

\( t \in T \), where \( u(t) \) is any solution \((5)\) of \((4)\);
• **practically quasi-stable** if, for given \((\lambda, B, T_0) > 0\) such that \(t_0 + T_0 \in \mathbb{T}\),

\[
D_\infty(u_0, \bar{0}) < \lambda \Rightarrow D_\infty(u(t), \bar{0}) < B \forall \ t \geq t_0 + T_0,
\]

\(t \in \mathbb{T}\), where \(u(t)\) is any solution \((5)\) of \((4)\);

• **strongly practically stable** if both \((10)\) and \((11)\) hold;

• **practically asymptotically stable** if \((10)\) holds and for any \(\varepsilon > 0\) there exists \(T_0 > 0\) such that \(t_0 + T_0 \in \mathbb{T}\) and \(D_\infty(u_0, \bar{0}) < \lambda\) implies \(D_\infty(u(t), \bar{0}) < A\) for all \(t \geq t_0 + T_0\) in the time scale \(\mathbb{T}\), where \(u(t)\) is any solution \((5)\) of \((4)\).

Theorem 3.23. Assume that \(0 < \lambda < A\). Let

(i) \(V \in C_{rd}[\mathbb{T} \times S(\mathbb{A})], V(t, u) \) be locally Lipshitzian in \(u\) for each right-dense \(t \in \mathbb{T},\ t_k \leq t \leq t_{k+1}, k = 0, 1, 2, \ldots\);

(ii) \(D^+_\mathbb{T}V(t, u(t)) \leq g(t, V(t, u(t))), \psi_k(V(t_k, u_k)), \) where \(g \in C_{rd}[\mathbb{T} \times \mathbb{R}^+ \times \mathbb{R}^+ \times \mathbb{R}], \psi_k: \mathbb{R}^+ \to \mathbb{R}^+, g(t, r, v)\mu(t) + r\) is nondecreasing in \(r\) for each \((t, v), \) and \(\psi_k(v)\) and \(g(t, r, v)\) are nondecreasing in \(v\);

(iii) \(V(t, u)\) satisfies

\[
b(D_\infty(u, \bar{0})) \leq V(t, u) \leq a(D_\infty(u, \bar{0})), \quad (t, u) \in \mathbb{T} \times S(\mathbb{A}),
\]

where \(a, b \in K := \{f \in C[\mathbb{R}^+, \mathbb{R}^+] : f(x) \) is increasing and \(f(0) = 0\}\), and \(a(\lambda) < b(A)\).

Then, any practical stability property (practically stable, practically quasi-stable, strongly practically stable or practically asymptotically stable) of the scalar comparison delta hybrid dynamic system \((4)\), imply the corresponding practical stability property of the \(\Delta\)-Hukuhara hybrid fuzzy dynamic system \((1)\) (see Definition 3.22).

Proof. First, suppose that the scalar comparison hybrid dynamic system \((6)\) is practically stable. It follows that for given \(a(\lambda), b(A) \in \mathbb{R}^+\) we have

\[
0 \leq r_0 < a(\lambda) \Rightarrow r(t, t_0, r_0) < b(A), \quad t \geq t_0, \quad t \in \mathbb{T},
\]

where \(r(t) = r(t, t_0, r_0)\) is a solution of \((6)\). Consider \(D_\infty(u_0, \bar{0}) < \lambda\). Now, we assert that \(D_\infty(u(t), \bar{0}) < A, \ t \geq t_0, \ t \in \mathbb{T},\) where \(u(t) = u(t, t_0, u_0)\) is a solution of \((4)\). Assume, to the contrary, that there exists \(t_1 \geq t_0\) and a solution \(u(t) = u(t, t_0, u_0)\) with \(D_\infty(u_0, \bar{0}) < \lambda\) such that

\[
D_\infty(u(t_1), \bar{0}) \geq A \quad \text{and} \quad D_\infty(u(t), \bar{0}) < A, \quad t_0 \leq t < t_1.
\]

This implies that \(V(t_1, u(t_1)) \geq b(D_\infty(u_0, \bar{0})) \geq b(A)\). Choose \(V(t_0, u_0) = r_0\) and make the special choice of \(u_k\) and \(r_k\) as in the proof of Theorem 3.20 to arrive at

\[
V(t, u(t)) \leq r(t, t_0, V(t_0, u_0)), \quad t_0 \leq t < t_1.
\]
Thus,
\[
\begin{align*}
b(A) &\leq b(D_\infty(u_0, \bar{0})) \leq V(t_1, u(t_1)) \leq r(t_1, t_0, V(t_0, u_0)) \\
&\leq r(t_1, t_0, a(D_\infty(u_0, \bar{0}))) \leq r(t_1, t_0, a(\lambda)) < b(A).
\end{align*}
\]

This contradiction proves that the hybrid fuzzy dynamic system (4) is practically quasi-stable. Note that the last inequality arises from relation (12). Secondly, we prove that the hybrid fuzzy dynamic system (4) is practically quasi-stable, if the scalar comparison hybrid dynamic system (3) is practically quasi-stable. Due to quasi-stability of (3), we deduce that
\[
0 \leq r_0 < a(\lambda) \implies r(t, t_0, r_0) < b(B), \quad t \geq t_0 + T_0, \quad t, t_0 + T_0 \in \mathbb{T},
\]

where \(r(t) = r(t, t_0, r_0)\) is a solution of (3). Suppose that \(D_\infty(u_0, \bar{0}) < \lambda\). From Theorem 3.20, \(V(t, u(t)) \leq r(t, t_0, V(t_0, u_0)), t \geq t_0\). Set \(V(t_0, u_0) = r_0\). Then,
\[
b(D_\infty(u(t), \bar{0})) \leq V(t, u(t)) \leq r(t, t_0, V(t_0, u_0)) \leq r(t, t_0, a(D_\infty(u_0, \bar{0}))) \leq r(t, t_0, a(\lambda)) < b(B)
\]

for all \(t \geq t_0 + T_0\). Because \(b\) is an increasing function, \(D_\infty(u(t), \bar{0}) < B\) and, therefore, we have practical quasi-stability of (4). The strongly practically stability of (4) is obvious; practical asymptotic stability of (4) is proved similarly.

We illustrate the applicability of Theorem 3.23 with an example. Recall that a function \(p: \mathbb{T} \to \mathbb{R}\) is called regressive provided \(1 + \mu(t)p(t) \neq 0\) for all \(t \in \mathbb{T}\). For given regressive functions \(p\) and \(q\), the “circle plus” and “circle minus” operations are defined, respectively, by \(p \oplus_r q = p + q + \mu pq\), \(p \ominus_r q = \frac{p - q}{1 + \mu pq}\), and \(\ominus_r p = 0 \oplus_r p\) (see, e.g., [6]). It is easy to check that \(p \oplus_r (q \ominus_r q) = p \ominus_r q\), \(\ominus_r (\ominus_r p) = p\), \(p \ominus_r q = \ominus_r (q \ominus_r p)\), and \(p \ominus_r p = 0\). Note that \(\ominus_r 1 = 0 \oplus_r 1 = \frac{-1}{1 + \mu}\). For convenience, we denote \(\ominus_r 1\) by \(\ominus_r\).

Now we are ready to illustrate our approach with a simple example of a hybrid fuzzy dynamic system on time scales.

Example 3.1. Let us consider the following hybrid fuzzy dynamic system on the time scale \(\mathbb{T} = \mathbb{N}_0\):

\[
\Delta_H u(t) = \ominus_r u(t) \oplus \eta(t) \lambda_k(u_k), \quad t \in [\tau_k, \tau_k+1],
\]

\[
u(\tau_k) = u_k \in S(\rho), \quad k = 0, 1, 2, \ldots,
\]

where \(\eta(t) = \frac{1}{1 + \mu(t)}\) and

\[
\lambda_k(\tau) = \begin{cases} 
0 & \text{if } k = 0, \\
\tau & \text{if } k \in \{1, 2, \ldots\}.
\end{cases}
\]
Furthermore, the embedding such that (Embedding theorem [4.24])

It follows from Theorem 3.23 that any practical stability property of the solution of the system (6) with \( R \) is not a normed space \( \rightarrow T \).

Note that all points \( t \) of the time scale \( \mathbb{T} \) are right-scattered. Let us choose \( V(t, u(t)) = D_\infty \left( u(t), \tilde{0} \right) \) for all \( t \in \mathbb{T} \). If \( u(t) = u(t, t_0, u_0) \) is a solution of (13) corresponding to the initial value \( u(t_0) = u(t_0) = u_0 \), then we have

\[
D_+^t V(t, u(t)) = \frac{V(\sigma(t), u(\sigma(t))) - V(t, u(t))}{\mu(t)} = \frac{D_\infty \left( u(\sigma(t)), \tilde{0} \right) - D_\infty \left( u(t), \tilde{0} \right)}{\mu(t)}.
\]

Now, let us take \( g(t, w, \psi(w)) = \frac{w + w_k}{1 + \mu(t)} \). Since \( t \) is right-scattered, then

\[
D_+^t V(t, u(t)) = \frac{D_\infty \left( u(\sigma(t)), \tilde{0} \right) - D_\infty \left( u(t), \tilde{0} \right)}{\mu(t)} \\
\leq \frac{D_\infty \left( u(\sigma(t)) \quad \# \quad \psi \left( \Delta H \quad u(t), \tilde{0} \right) \right)}{\mu(t)} \\
= D_\infty \left( \psi \left( \Delta H \quad u(t), \tilde{0} \right) \right) = D_\infty \left( u_{\tilde{0}} \quad \# \quad \mu(t) \right) \\
\leq g \left( t, D_\infty \left( u(t), \tilde{0} \right), \psi \left( D_\infty \left( u(t), \tilde{0} \right) \right) \right).
\]

It follows from Theorem 3.23 that any practical stability property of the solution of the system (6) with \( g(t, w, \psi(w)) = \frac{1}{1 + \mu(t)} (w + w_k) \) and \( r(t_0) = D_\infty (u_0, 0) \) implies the corresponding stability property of the solution to (13).

4. A REMARK ON SOME PREVIOUS RESULTS

In [19], Sambandham considers the delta-derivative \( f^\Delta \) for a function \( f : \mathbb{T} \rightarrow X \), where \( X \) is a Banach space. He investigates the following hybrid fuzzy system on time scales:

\[
\begin{align*}
\mathbf{u}^\Delta &= f(t, \mathbf{u}, \lambda_k(t_k, \mathbf{u}_k)), \quad t \in [t_k, t_{k+1}], \\
\mathbf{u}(t_k) &= \mathbf{u}_k \in S(\rho), \quad k = 0, 1, 2, \ldots,
\end{align*}
\]

where \( S(\rho) = \left\{ \mathbf{u} \in \mathbb{R}_1^n : D_\infty (\mathbf{u}, 0) < \rho \right\} \). Unfortunately, in [19] it is mistakenly assumed that the space of all fuzzy subsets in \( \mathbb{R}_1^n \), \( \mathbb{R}_1^n \), is a Banach space. However, \( \mathbb{R}_1^n \) is just a complete metric space and not a Banach space due to the fact that \( \mathbb{R}_1^n \) is not a normed space [4]. Here we note that such inconsistency in [19] is easily overcome. For that we make use of the well-known embedding theorem (see, e.g., [4, 5, 18], to embed the space \( \mathbb{R}_1^n \) into a Banach space.

Theorem 4.24 (Embedding theorem [18]). There exists a real Banach space \( X \) such that \( \mathbb{R}_1^n \) can be embedded as a closed convex cone \( C \) with vertex 0 in \( X \). Furthermore, the embedding \( j \) is an isometry (i.e., \( j \) preserves distance).
Let us denote by \( \| \cdot \| \) the function \( \| u \| = D_\infty(u, \tilde{0}) \) defined for \( u \in \mathbb{R}_T^n \). The next lemma asserts that \( \| \cdot \| \) has properties similar to the properties of a norm in the usual crisp sense, without being a norm. It is not a norm because \( \mathbb{R}_T^n \) is not a linear space and, consequently, \((\mathbb{R}_T^n, \| \cdot \|)\) is not a normed space.

**Lemma 4.25.** Function \( \| \cdot \| \) has the following properties:

(i) \( \| u \| = 0 \) if and only if \( u = \tilde{0} \);

(ii) \( \| \lambda \cdot u \| = \| u \| \) for all \( u \in \mathbb{R}_T^n \) and \( \lambda \in \mathbb{R} \);

(iii) \( \| u \oplus v \| \leq \| u \| + \| v \| \) for all \( u, v \in \mathbb{R}_T^n \).

**Proof.**

(i) By definition of \( \| \cdot \| \), we have that \( \| u \| = 0 \) if and only if \( D_\infty(u, \tilde{0}) = 0 \). Since \((\mathbb{R}_T^n, D_\infty)\) is a metric space, \( u = \tilde{0} \).

(ii) For each \( u \in \mathbb{R}_T^n \) and \( \lambda \in \mathbb{R} \) we have that

\[
\| \lambda \cdot u \| = D_\infty(\lambda \cdot u, \tilde{0}) = D_\infty(\lambda \cdot u, \lambda \cdot \tilde{0}) = |\lambda| D_\infty(u, \tilde{0}) = |\lambda| \| u \|
\]

because of item (ii) of Proposition 2.10.

(iii) The intended inequality follows from item (iii) of Proposition 2.10

\[
\| u \oplus v \| = D_\infty(u \oplus v, \tilde{0}) = D_\infty(u \oplus v, \tilde{0} \oplus \tilde{0}) \\
\leq D_\infty(u, \tilde{0}) + D_\infty(v, \tilde{0}) = \| u \| + \| v \| .
\]

The proof is complete.

From Lemma 4.25 we deduce that all sufficient conditions presented in [19] hold true in the Banach space \( X \) asserted by Theorem 4.24. Indeed, it is enough to replace \( \mathbb{R}_T^n \) by \( j(\mathbb{R}_T^n) \) in [19] to conclude with the validity of the sufficient conditions of [19] for the practical stability of the hybrid fuzzy system on time scales [14] in \( j(\mathbb{R}_T^n) \). Because \( j \) is invertible, one can then extend the results to \( \mathbb{R}_T^n \).

5. CONCLUSION

We investigated hybrid fuzzy systems on time scales with two outstanding purposes: to establish practical stability of hybrid fuzzy systems on time scales in the Lyapunov sense, based on the delta-Hukuhara derivative; to improve and state a clarification of the results of [19]. Furthermore, a comparison theorem was discussed, which is useful to prove the practical stability criterion. A smart example of a hybrid fuzzy dynamic system on time scales was also stated and discussed, illustrating the main results of the paper.
Acknowledgements. This work is part of last author’s PhD project. It was partially supported by Damghan University, Iran; and CIDMA–FCT, Portugal, within project UID/MAT/04106/2013. The authors are grateful to Professor Dr. Milan Merkle and three anonymous reviewers for comments and suggestions.

REFERENCES

1. A. Ahmadian, S. Salahshour, C. S. Chan: A RungeKutta method with reduced number of function evaluations to solve hybrid fuzzy differential equations. Soft Computing, 19 (2014), no. 4, 1051–1062.

2. T. Allahviranloo, S. Salahshour: Euler method for solving hybrid fuzzy differential equation. Soft Computing, 15 (2011), no. 7, 1247–1253.

3. Z. Bartosiewicz, E. Piotrowska: Lyapunov functions in stability of nonlinear systems on time scales. J. Difference Equ. Appl., 17 (2011), no. 3, 309–325.

4. B. Bede: Mathematics of Fuzzy Sets and Fuzzy Logic. Studies in Fuzziness and Soft Computing, 295, Springer, Heidelberg, 2013.

5. B. Bede, S. G. Gal: Generalizations of the differentiability of fuzzy-number-valued functions with applications to fuzzy differential equations. Fuzzy Sets and Systems, 151 (2005), no. 3, 581–599.

6. M. Bohner, A. Peterson: Dynamic Equations on Time Scales. Birkhäuser Boston, Boston, MA, 2001.

7. M. Bohner, A. Peterson: Advances in Dynamic Equations on Time Scales. Birkhäuser Boston, Boston, MA, 2003.

8. M. S. Branicky: Behavioral programming: enabling a “middle-out” approach to learning and intelligent systems. Proc. IFAC Intl. Symp. on AI in Real-Time Control, Grand Canyon Natl. Park, AZ, 5–8 October 1998, 6 pp.

9. P. Diamond, P. Kloeden: Metric topology of fuzzy numbers and fuzzy analysis. In Fundamentals of Fuzzy Sets, 583–641, Handb. Fuzzy Sets Ser., 7, Kluwer Acad. Publ., Boston, MA, 2000.

10. O. S. Fard, T. A. Bidgoli: Calculus of fuzzy functions on time scales (I). Soft Computing, 19 (2015), no. 2, 293–305.

11. Z. Han, W. Chen, S. Sun, G. Zhang: Practical stability for discrete hybrid system with initial time difference. Bull. Malays. Math. Sci. Soc. (2), 37 (2014), no. 1, 49–58.

12. H. Kim, R. Sakthivel: Numerical solution of hybrid fuzzy differential equations using improved predictor-corrector method. Commun. Nonlinear Sci. Numer. Simul., 17 (2012), no. 10, 3788–3794.

13. V. Lakshmikantham, R. N. Mohapatra: Theory of Fuzzy Differential Equations and Inclusions. Series in Mathematical Analysis and Applications, 6, Taylor & Francis, London, 2003.

14. V. Lakshmikantham, S. Sivasundaram, B. Kaymakcalan: Dynamic Systems on Measure Chains. Mathematics and its Applications, 370, Kluwer Acad. Publ., Dordrecht, 1996.

15. V. Lakshmikantham, A. S. Vatsala: Hybrid systems on time scales. J. Comput. Appl. Math., 141 (2002), no. 1-2, 227–235.
16. S. Neuendorffer: *Modeling real-world control systems: beyond hybrid systems.* Proceedings of the 2004 Winter Simulation Conference, IEEE, Vol. 1 (2004), pp. 248.

17. J. J. Nieto, A. Khastan, K. Ivaz: *Numerical solution of fuzzy differential equations under generalized differentiability.* Nonlinear Anal. Hybrid Syst., 3 (2009), no. 4, 700–707.

18. M. L. Puri, D. A. Ralescu: *Differentials of fuzzy functions.* J. Math. Anal. Appl., 91 (1983), no. 2, 552–558.

19. M. Samadhanam: *Hybrid fuzzy systems on time scales.* Dynam. Systems Appl., 12 (2003), no. 1-2, 217–227.

20. V. I. Slyn’ko, V. S. Denysenko: *The stability analysis of abstract Takagi-Sugeno fuzzy impulsive system.* Fuzzy Sets and Systems, 254 (2014), 67–82.

21. S. Sun, Z. Han, E. Akin-Bohner, P. Zhao: *Practical stability in terms of two measures for hybrid dynamic systems.* Bull. Pol. Acad. Sci. Math. 58 (2010), no. 3, 221–237.

22. A. van der Schaft, H. Schumacher: *An Introduction to Hybrid Dynamical Systems.* Lecture Notes in Control and Information Sciences, 251, Springer, London, 2000.

23. B. Zhang, L. Chen, K. Aihara: *Incremental stability analysis of stochastic hybrid systems.* Nonlinear Anal. Real World Appl., 14 (2013), no. 2, 1225–1234.

Omid Solaymani Fard (Received July 22, 2015)
School of Mathematics and Computer Science (Revised February 10, 2016)
Damghan University, Damghan, Iran
E-mails: osfard@du.ac.ir, omidsfard@gmail.com

Delfim F. M. Torres
Center for Research and Development in Mathematics and Applications (CIDMA)
Department of Mathematics, University of Aveiro, 3810–193 Aveiro, Portugal
E-mail: delfim@ua.pt

Mohadeseh Ramezan Zadeh
Department of Mathematics, Damghan University, Damghan, Iran
E-mail: ramezanzadeh2@gmail.com