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Abstract

Improving understanding of current seismic risk is often dependent on developing a more complete characterization of earthquakes that have occurred in the past, and in particular before the development of modern sensing equipment in the middle of the twentieth century. However, accounts of such events are typically anecdotal in nature, limiting efforts to model them to more heuristic approaches. To address this shortfall, we develop a framework based in Bayesian inference to provide a more rigorous methodology for estimating pre-instrumental earthquakes. By directly modeling accounts of resultant tsunamis via probability distributions, the framework allows practitioners to make principled estimates of key characteristics (e.g., magnitude and location) of historical earthquakes. To illustrate this idea, we apply the methodology to the estimation of an earthquake in Eastern Indonesia in the mid 19th century, the source of which is currently the subject of considerable debate in the geological community.

The approach taken here gives evidence that even “small data” that is limited in scope and extremely uncertain can still be used to yield information on past seismic events. Moreover, sensitivity bounds indicate that the results obtained here are robust despite the inherent uncertainty in the observations.
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1 Introduction

The geologically recent mega-thrust earthquakes and giant tsunamis in Indonesia (2004) and Japan (2011) as well as the seismic catastrophes in Haiti (2010) and China (2008) each occurred in regions previously mapped as having “low” seismic hazard. One reason for this is because hazard assessments relied largely on instrumental data only available since the mid-1900s [58]. Historical records and geological evidence of seismic events exist in each of these regions, but they were not adequately accounted for due to the uncertainty that is inherent to such data sources [42]. For example, tsunami deposits were documented on the Sendai Plain before the 2011 Japan mega-thrust earthquake [39], but were not considered in risk assessments, such as the retrofitting of the nuclear power plant. These recent seismic and tsunami disasters motivate us to push beyond the geologically limited time window of instrumentally recorded earthquakes to find new ways of quantifying unconventional data sources for earthquake locations and magnitudes.

Resilience to tsunamis and other seismic hazards requires learning from what has happened in the past – incorporating all available data and records (even from uncertain sources) – and thereby reducing the negative impact of future events through more comprehensive hazards education and preparedness strategies [64]. While evidence of previous earthquake and tsunami events can be found in the geological record, such as deposits left by previous tsunami events [60], damage to coral reefs [38, 16], and sediment cores of turbidites [21], much information on past events is available in the form of textual accounts in historical records such as the recently translated Wichmann catalog [68, 69, 26] and other sources [51, 4, 41, 49] for Indonesia, North and South America (see [56, 11, 32] for example), and many other locations in Asia and throughout the world. Issues and concerns about the accuracy and validity of historical records illustrate a shift from the question “can we quantify what happened?” to “can we make a principled estimate of the uncertainties around what happened?”.

While developing rigorous and reproducible estimates of historical events from textual and anecdotal accounts presents a number of obvious challenges, recent efforts to do so illustrate both the promise of these data sources as well as the imperative of incorporating all available historical data into the modern understanding of seismic risk. For example the western Sunda Arc experienced the great Sumatran earthquake and Indian Ocean tsunami of 2004, which claimed more lives than any other tsunami in recorded history [2]. Most of the world was surprised by the event because it had been forty years since an earthquake or tsunami of that magnitude had occurred anywhere on Earth, and much longer since one had happened in a densely populated area like Indonesia. However, several studies prior to the event used historical and geological records to identify the seismic risk in this region [43, 19, 25, 70, 24]. (Several studies since have also identified evidence of large tsunamis in the region – see, for example, [38, 47, 54].) Unfortunately, due to the uncertain nature of historical accounts, these studies did not quantify or provide uncertainties for their predictions and hence their results were not actively incorporated into hazard assessments for the region. In addition, this scientific research did not move “downstream” very far, and did nothing to increase resiliency to tsunami hazards in the Indian Ocean region as most of those in harm’s way did not know what a tsunami was, let alone that they were at extreme risk for one [31].

In effect, in a field awash with “big” data – modern automated instrumentation – reconstructions of seismic and tsunami events from historical accounts failed to have a direct impact on forecasting and mitigation efforts because they relied on data that was “small,” i.e., sparse, highly uncertain, centuries old, and in some cases textual or anecdotal in nature. In addition, the methods used to infer the causative event were largely ad-hoc, so the resulting inference to characterize previous events and hence the prediction of future events was necessarily qualitative. This is useful to indicate the potential for a seismic hazard, but is of little quantitative use for policy decisions relevant to hazard assessment. It is therefore desirable to develop a more rigorous and reproducible methodology that can both leverage the promise of these historical data to provide new insights about seismic history, informing understanding of the current status of elastic strain accumulation of the relevant faults, while also being honest about what it cannot tell us due to the inherently uncertain nature of the data.

In this paper, we apply the Bayesian approach to inverse problems [30, 59, 17] to address this issue. A Bayesian framework is a natural fit because the chief problem we face is uncertainty in the data; the resulting posterior distribution will therefore provide estimates of the most likely values of, but also the uncertainties that surround, the seismic parameters we would like to estimate, e.g., the magnitude and location of the historical earthquake in question. Here the numerical resolution of partial differential equations (PDEs)
describing tsunami wave propagation provides a “forward map” which can be “inverted” starting from our historical data to develop the posterior distribution. While the Bayesian framework has been used in the past to address problems in seismicity (see [7, 36, 20] for a few examples), our study is the first that we know of to apply the approach to inference of pre-instrumental events. Our focus here is on an initial case study concerning the reconstruction of the 1852 Banda arc earthquake and tsunami in Indonesia detailed in the recently translated Wichmann catalog of earthquakes [26, 69] and from contemporary newspaper accounts [61]. We refer the reader to [52], which describes the approach to estimating the 1852 event from a more geological perspective, as well as to the graduate thesis [53].

The rest of the article is organized as follows: Section 2 describes the dataset that we will use, its limitations, and the associated challenges of drawing conclusions from it. In Section 3, we detail how we adapt the Bayesian framework to the problem. In Section 4, we outline how we apply the approach to the 1852 Banda Arc earthquake and tsunami. Section 5 describes the results of the inference for the 1852 event and bounds on the sensitivity and uncertainty of our analysis. Section 6 outlines conclusions of geological relevance for the 1852 event, how the methodology can be applied to other problems, and related paths for future research.

2 The Data: Historical Accounts of Tsunamis

In this section, we describe the kinds of data that will be used to infer characteristics of historical earthquakes and some of the challenges associated with doing so. We focus on textual accounts, although analogous (if perhaps less severe) interpretation issues arise with geological data such as disrupted turbidites, coral uplifts, and tsunami deposits. In particular, geological evidence of past seismic events is less uncertain, but the monetary cost of obtaining such data is prohibitive. As an example for the textual accounts, the two volumes of Arthur Wichmann’s *The Earthquakes of the Indian Archipelago* [68, 69] document nearly 350 years of observations of earthquakes and tsunamis for the entire Indonesian region. The observations were mostly compiled from Dutch records kept by the Dutch East India Company of Indonesia. Seismic events are included that reach west to east from the Cocos Islands to New Guinea, and north to south from Bangladesh to Timor. Although the catalogue is cited in some tsunami and earthquake literature [57, 44], it remained largely unknown to the scientific community until its translation to English and interpretation of what faults may have produced these events [26].

The Wichmann catalog documents 61 earthquakes and 36 tsunamis in the Indonesian region between 1538 and 1877. Most of these events caused damage over a broad region, and are associated with years of temporal and spatial clustering of earthquakes. However, there has not been a major shallow earthquake ($M_w \geq 8$) in Java and eastern Indonesia for the past 160 years. During this time of relative quiescence, enough tectonic strain energy has accumulated across several active faults to cause major earthquake and tsunami events reminiscent of those documented in the Wichmann catalog. The disaster potential of these events is much greater now than in the past due to an exponential growth in population and urbanization in coastal regions destroyed by past events.

2.1 The 1852 Tsunami and Historical Observations

The gigantic earthquake and tsunami of 1852 is perhaps the largest recorded historic seismic event of its kind in eastern Indonesia [15]. The main shock of the earthquake took place between 7 a.m. and 8 a.m. on November 26, 1852. Later that day, 9 aftershocks were felt. Aftershocks happened daily for the next 8 days and occasionally in the following months and years. For context, a map of the region is shown in Figure 2.

Figure 1 shows an excerpt from the Wichmann catalog entry for the 1852 tsunami with observations in Banda Neira, a small island in the Banda Sea west of Papua New Guinea. The account provides clear descriptors, such as locations, arrival times, wave heights, and inundation lengths that can be used to characterize the tsunami and infer the earthquake that might have caused it. Moreover, because

---

**Figure 1:** An excerpt from the Wichmann catalog for the 1852 tsunami and earthquake.

1852, November 26, 7:40. At Banda Neira, barely had the ground been calm for a quarter of an hour when the flood wave crashed in ... The water rose to the roofs of the storehouses ... and reached the base of the hill on which Fort Belgica is built on.
historical observations of the tsunamis were observed in multiple, often geographically-dispersed locations (Banda Neira being just one of several for the 1852 event), even uncertain observations can be “triangulated” to provide more certain estimates of earthquake size and location.

At the same time, the excerpt also demonstrates some of the challenges associated with doing such an inference in a rigorous way: Given that these measurements were taken well before the modern era of automated and sophisticated sensing, how accurate are they? What does water rising to rooftops tell us about the event? In the next section, we describe past attempts in the natural hazards community to use observations like those above to estimate historical earthquakes.

Figure 2: The seismic and geologic setting for the 1852 event. Convergent/transvergent plate boundaries are in red/black. The green rectangle indicates the region that is depicted in Figure 6. The yellow rectangle is where the posterior distribution concentrates. Locations where observations of the tsunami are used in the inversion process are labeled and indicated by a red dot.

2.2 Past Approaches to Historical Inference

Previous efforts to reconstruct pre-instrumental earthquakes have varied from a focus on the use of geological evidence (see [40, 55, 29, 38] for example) to the use of historically recorded (but not instrumental) accounts [46, 6, 35, 26, 50, 15, 23, 9, 48] as well as some combination of the two types of uncertain data (see [37] for one example). Most of these efforts, particularly those directed toward using historical records, have relied on a combination of physical intuition and a restricted number of forward simulations to match the observational data. Qualitative comparisons are then made to the historical (or geological) record, and a heuristic choice is made as to the “best” forward simulation that fits the data.

Past attempts have been made to reconstruct the earthquake that produced the 1852 tsunami using observations from the Wichmann catalog in particular. In [15], for example, the Wichmann observations
were converted into estimates of wave heights, arrival times, and onshore wave runups. Nine “reasonable”
candidate earthquakes were then constructed and simulated using a numerical model of tsunami propagation.
The numerical results and Wichmann text were then qualitatively compared to determine which candidate
event provided the “best” match, which then was declared the most likely source. This analysis indicated
that the source of the 1852 event was an earthquake on the Tanimbar trough exceeding 8.4 Mw.

This approach, however, is laced with subjective judgments, particularly in terms of (i) how such uncertain
observations are converted into numerical estimates (ii) which candidate earthquake sources are chosen and
(iii) what constitutes the best match. Taken together, these concerns make the results difficult to justify
or reproduce. Meanwhile, interpreting observations like those in Figure 1 as a single number representing
arrival time or wave height is clearly too simplistic. So while such investigations have significantly improved
our understanding of the historical seismicity of different regions, with modern computational resources and
recent advances in algorithmic techniques, we propose a more principled approach to model observational
error and incorporate it into the inversion process.

3 Bayesian Inference and Likelihood Modeling

Our approach to leveraging the data described in Section 2 in a more principled and systematic fashion
involves introducing a Bayesian framework [17, 30, 10, 63], which provides a rigorous, statistical methodology
for converting uncertain outputs into probabilistic estimates of model parameters. We note that while we use
the earthquake example described above as a motivating example, the framework described in this section is
applicable to any problem where the “data” is “small” and/or highly uncertain. In what follows, we denote
the model parameters characterizing the seismic event of interest by $u$, the “data” by $y$, the prior measure
by $p_0$, the forward model $\mathcal{G}$ from model parameters (e.g., earthquake magnitude and location) to observables
(e.g., tsunami wave height), the likelihood by $L(u; y) \propto p(y|u)$, and the posterior measure by $p_{post}$. See the
references above for definitions of these quantities. Bayes’ Theorem provides an explicit expression for $p_{post}$
as

$$p_{post}(u) \propto L(u; y)p_0(u). \quad (1)$$

Most critically, the Bayesian approach incorporates uncertainty at all levels of the inverse problem, an
essential feature given that the data in this case clearly does not provide enough information to fully specify
the model parameters – we hope that it will tell us something about the parameters, but expect that it will
necessarily not tell us everything.

3.1 Likelihood Modeling

In this section, we outline our procedure for modeling noisy or anecdotal data via the likelihood. While
the tsunami observations described in Section 2 provide a motivating example, the approach described here
could be applied to any problem where the data has similar issues of being so ill-defined as to be anecdotal.
Application to the tsunami problem is described in detail in Section 3.2 and Section 4.3.

To model the data $y$ from anecdotal observations like those described in Section 2, we adopt a data aug-
mentation approach (see, e.g., [62, 1, 65, 28]) and introduce an auxiliary variable $w$ representing additional,
unobserved data. Then the likelihood is given by

$$L(u; y) \propto p(y|u) = \int p(y|w, u)p(w|u) \, dw. \quad (2)$$

Here, for our augmentation variable $w$ we use the true value of the output (e.g., $w_i$ might be the true wave
height while $y_i$ is the observed value of the wave height) and assume that uncertainty in the true value is
independent of $u$ so that $p(y|w, u) = p(y|w)$. In this context, we incorporate information from the anecdotal
data by directly modeling $p(y|w)$ as a function of $w$ via a fixed probability density function $p_l(w)$ and assume

$$p_l(w) \propto p(y|w). \quad (3)$$
From a practical standpoint, this strategy leverages the fact that the unexpressed integration constant in (3) does not feature in the posterior distribution (1):

\[
p_{\text{post}}(u) = \frac{\int p(y|w)p(w|u) \, dw \, p_0(u)}{\int \int p(y|w)p(w|u) \, dw \, p_0(u) \, du} = \frac{\int p_1(w)p(w|u) \, dw \, p_0(u)}{\int \int p_1(w)p(w|u) \, dw \, p_0(u) \, du}.
\]

From a philosophical standpoint, this strategy represents an application of the likelihood principle [14, 8], insofar as it allocates higher values of \( p_l(\cdot) \) for \( w \) that better ‘match’ the data as quantified by the function \( p(y|w) \). Section 4.3 discusses the specification of \( p_l(\cdot) \) for tsunami characteristics.

Meanwhile, we require that true observations \( w \) match the forward map \( G(u) \), so we define

\[
p(w|u) = \delta(w - G(u)),
\]

where \( \delta \) is the Dirac distribution centered at zero. Then plugging (3) and (4) into (2) yields

\[
L(u; y) \propto \int p_l(w) \delta(w - G(u)) \, dw = p_l(G(u)).
\]

**Remark 3.1.** If we assume the data model \( y = w + \eta \) for additive observational noise \( \eta \perp u \) and \( w = G(u) \) for some \( u \), then, denoting the probability density of \( \eta \) by \( p_\eta \), \( w \) has density \( p_l(w) := p_\eta(y - w) \) and we have via (5)

\[
L(u; y) = p_\eta(y - G(u)),
\]

which is a popular likelihood used in Bayesian inverse problems; see, e.g., [30, Section 3.2.1] or [10, Section 1.1]. Thus, (3) is a generalization where the structure of the observational noise is left in a more implicit form.

Of course, the choice of the observation distribution \( p_l \) in (3) is subjective, as any interpretation of the historical records described in Section 2 must be. However, the approach outlined above represents a clear improvement over the modeling of the historical data outlined in Section 2.2 in at least two ways:

- By using probability distributions rather than single values, the methodology more clearly encapsulates the uncertainty associated with the observations.
- Modeling assumptions are explicitly specified and incorporated into the methodology so that the results are rigorous and reproducible.

One might interpret the direct modeling of the likelihood distribution as repeating the approach from Section 2.2 a large number of times, with the observation distribution \( p_l(w) \) representing the probability that a given modeler might interpret the observation as representing the true value \( w \).

In any case this represents a fruitful paradigm shift from the usual Bayesian inversion framework by allowing more direct application to problems where observational signals and noise are inextricably intertwined. A practitioner can simply model what the observations tell them via \( p_l(w) \) and then proceed with the usual Bayesian inference using the likelihood in (5). A direct extension of the current work would be to implement this approach for other types of geological evidence such as coral uplift, sediment cores, and disrupted turbidites, but the overall framework can be leveraged by problems outside of seismic inversion as well.

### 3.2 Example: Application to Banda Neira

In this section, we walk through our approach to modeling the historical account described in Figure 1 for the 1852 tsunami in Banda Neira. The record includes observations of arrival time (the time interval between shaking and the arrival of the first tsunami wave), wave height (the vertical height of the wave above sea level), and inundation length (the distance that the wave reached onshore). We identify observation distributions for each observation type as follows:
• **Arrival time.** The text in this case states “barely had the ground been calm for a quarter of an hour when the flood wave crashed in.” This clearly implies using 15 minutes as the anticipated arrival time of the wave at Banda Neira. However, it is noted in other locations that the shaking lasted for at least 5 minutes, while the computational model used in the forward model here assumes an instantaneous rupture. Hence we build into the observation distribution a skew toward longer times with a mean of 15 minutes. This is done with a skew-normal distribution with a mean of 15 minutes, standard deviation of 5 minutes, and skew parameter 2.

• **Wave height.** As noted above, the historical account says “the water rose to the roofs of the storehouses.” Assuming standard construction for the time period for the homes (and storehouses), we can assume the water rose at least 4 meters above standard flood levels, as most buildings of the time were built on stilts and had steep, vaulted roofs. Based on the regular storm activity in the region we can expect that with high tide, and normal seasonal storm surge, the standard flood level was also approximately 2 meters in this region. This leads us to select a normally distributed observation distribution for wave height with a mean of 6.5m and standard deviation of 1.5m, allowing for reasonable probability of wave heights in the range from 3m to 9m.

• **Inundation length.** Here the account states that the water “reached the base of the hill on which Fort Belgica is built.” To quantify the wave reaching the base of the hill, we measured the distance from 20 randomly selected points along the beach to the edge of said hill in arcGIS (https://www.arcgis.com/). The mean of these measurements was 185 meters, with a standard deviation of roughly 65 meters. Thus we choose a normal distribution with those parameters. Without more detailed information about the coastline, and a direct idea of the direction of the traveling wave, we could not be more precise with regard to the inundation.

The observation distributions for other accounts of the 1852 tsunami and assembly of these individual distributions into a full observation distribution and likelihood are described in Section 4.3.

4 Application to the 1852 Banda Sea Earthquake and Tsunami

As noted in Section 3, Bayesian inference requires two inputs: (i) the prior distribution and (ii) the likelihood distribution, which in our application consists of a forward model composed with an observation distribution. In addition, we need a numerical method to estimate key quantities from the posterior measure. In this section, we describe how each of these components was developed for the problem of estimating the earthquake that caused the 1852 Banda Sea tsunami.

4.1 Earthquake Parameterization and Prior Distribution

To conduct Bayesian inference, we need to define a set of model parameters to estimate. The canonical parameterization of an earthquake is the nine-parameter Okada model [45], which describes the earthquake rupture as a sliding rectangular prism describing the location (latitude, longitude, depth), orientation (strike, rake, dip), and size/magnitude (length, width, slip) of the rupture. However, in practice these parameters are often highly correlated – for example, the rectangle typically has a certain range of aspect ratios, rake is near 90° for most subduction zone events (like that considered in this setting), and depth, strike, and dip can mostly be determined from latitude and longitude for major subduction zones via available instrumental data. Also, while a justifiable prior on the size parameters would be complicated to assemble, they can be estimated from earthquake magnitude, which famously follows the Gutenberg-Richter (exponential) distribution. With all of these considerations in mind, we settled on a reparameterization of the Okada model consisting of the following six parameters: (1) latitude, (2) longitude, (3) depth offset (the difference in depth from the expected depth of the subduction interface given the latitude-longitude location), (4) magnitude, and (5-6) Δ log length and Δ log width (a logarithmically scaled difference in length and width from the expected values for the given magnitude).

The prior distributions on latitude, longitude, and depth offsets were determined from the Slab2 dataset [27] which incorporates modern instrumental data to map out major subduction zones globally. The prior
distribution on magnitude was taken from the Gutenberg-Richter distribution, truncated to reasonable maximum (9.5) and minimum (6.5) values. The priors on $\Delta \log$ length and $\Delta \log$ width were taken to be normal distributions with mean zero and standard deviation computed from historical earthquake data cataloged in [66] and from recent major events from the global USGS dataset. For further details on development of the prior distributions including geophysical considerations, we refer the reader to [52] (see also [53]). The resulting prior distributions are summarized in Table 1. The prior on latitude and longitude is shown in the left-hand plot on Figure 6 while the priors for the remaining four parameters are shown in green in Figure 5. We note that the prior distributions on the magnitude, $\Delta \log$ length and $\Delta \log$ width are universally applicable to other earthquakes, whereas the prior distributions on the latitude, longitude and depth offset, while derived from the Slab2 dataset, are specific to the subduction zone in question.

| Parameter name(s)       | Kind                          | Distribution Parameters                                                                 |
|-------------------------|-------------------------------|-----------------------------------------------------------------------------------------|
| Latitude & longitude    | Pre-image of truncated normal via depth | $\mu = 30 \text{km}, \sigma = 5 \text{km}, (a, b) = (2.5 \text{km}, 50 \text{km})$ |
| Depth offset            | Normal                        | $\mu = 0, \sigma = 5 \text{km}$                                                          |
| Magnitude               | Truncated exponential         | $\lambda = .5, (a, b) = (6.5, 9.5)$                                                     |
| $\Delta \log L$         | Normal                        | $\mu = 0, \sigma = .188$                                                                |
| $\Delta \log W$         | Normal                        | $\mu = 0, \sigma = .172$                                                                |

### 4.2 Forward Model

In Bayesian estimation, the forward model $\mathcal{G}$ takes in model parameters and outputs observables. For the earthquake estimation problem the forward model maps the earthquake parameters described in Section 4.1, modeling the resulting seafloor deformation via the Okada model [45], and then simulating tsunami generation and propagation to produce wave arrival times, wave heights, and inundation lengths. This is accomplished using the GeoClaw software package [33, 34, 22, 3]. GeoClaw computes the seafloor deformation and then simulates the tsunami via a finite-volume solver for the nonlinear shallow water partial differential equations. Approximating the posterior distribution required running the forward model thousands of times, so that implementing GeoClaw for this problem required developing a software package to automate setting it up and running it as well as several steps to carefully optimize its performance. In addition, because the events under consideration were large and the faults in the region are not rectangular (see Figure 2), approximation via a single rectangle (the default Okada model) was not physically accurate. To compensate an algorithm was developed to split the event into multiple rectangles oriented along the fault lines. Accurate tsunami simulation also required substantial effort to find and integrate data from several sources to develop more refined bathymetric data (i.e., seafloor topography) for the study region. Additional details on the many geophysical considerations in each of these steps can be found in [52, 53].

### 4.3 Observation Distributions and Likelihood

In Section 3.2, we provided a detailed description of our process in developing the observation distribution for historical accounts of the 1852 tsunami for observations in Banda Neira. We had usable accounts for this tsunami in eight other locations; at one (as in Banda Neira) we could estimate first wave arrival time, maximum shoreline wave height, and maximum inundation length, while at the other seven locations we could estimate only maximum wave height. This resulted in 13 total observations; the resulting observation distributions $p_l^{(j)}, j = 1, \ldots, 13$ are shown in Figure 3. Each was constructed in a very similar manner to that described above for Banda Neira. We note that the current investigation has assigned each observation to a single latitude-longitude location based on the historical record. Such a specific assignment is reasonable only if the likelihood distributions are sufficiently wide to account for bathymetric and model dependent resolution differences along the coastline which is a reasonable assumption, although certainly not one that is guaranteed. In future studies we will address this issue by weighting the wave heights and arrival times from a collection of nearby locations.

The total observation distribution $p_l$ used to define the likelihood in (5) is computed as the product of
Figure 3: 1852 Banda arc tsunami observation densities $p_l^{(j)}$ for the 13 observations at 9 locations. Each observation density represents an interpretation of the Wichmann catalog description. The same color scheme is used for all 3 types of observations, but only Banda Neira and Saparua included wave arrival time and inundation length.

these individual observational distributions, i.e.,

$$p_l(\tilde{y}) = \Pi_{j=1}^{13} p_l^{(j)}(\tilde{y}).$$

under the assumption that the error in each observation is independent of the others. Critically, this does not assume that the observations themselves are independent of one another, as the observations are connected via the forward model – if the wave height is high in one location, for example, it is likely to be high at all locations as the earthquake is likely larger than average. We only assume that the mistakes made by individual observers, or equivalently our (mis)interpretation of the written record for each observation, are independent. This is still somewhat questionable if, for example, observers tend to systematically over- or underestimate the size of a wave. In an attempt to mitigate these concerns, we rely only on observations with some quantifiable measurements. Moreover a more complicated construction of the total likelihood is not justifiable from the lack of detailed observations we have to work with, so we have chosen to take the most simplified approach without making additional assumptions about the structure of the likelihood.

4.4 Posterior Sampling via Markov Chain Monte Carlo

As noted in Section 3, the outcome of Bayesian inference is the posterior probability distribution. Computing this distribution in practice requires computing the normalization constant $Z$ in (1), an integral that can be difficult to evaluate in practice. We therefore seek to draw samples from the posterior distribution using
Markov Chain Monte Carlo (MCMC) methods. Because we did not have an adjoint solver for this PDE-based forward map, gradient-based methods like Hamiltonian Monte Carlo were not available. We therefore employed random walk-style Metropolis-Hastings MCMC; a diagonal covariance structure was used for the proposal kernel with the step size in each of the six parameters tuned to approximate the optimal acceptance rate of roughly 0.23 [17, Section 12.2]. The final standard deviations for the random walk proposal kernel are given in the GitHub repository (see Section 6). Chains, particularly when initialized in different regions of the parameter space, sometimes got stuck in places with low posterior probability. We therefore conducted periodic importance-style resampling according to posterior probability (see [12]); this resampling does not maintain invariance with respect to the posterior measure, but provides a mechanism to “jump” trapped samples from poorly-performing regions of the parameter space to regions given more weight by the posterior distribution. To minimize any bias from the resampling steps, the approximate posterior was ultimately assembled from samples collected after a suitable burn in period following the last resampling step (see Section 5.1). The resulting algorithm is summarized in Algorithm 4.1.

Algorithm 4.1 (MCMC as Applied to the 1852 Banda Sea Tsunami Problem)

1: Choose number of chains $M$, resampling rate $N$, proposal covariance $C$, and initial parameters $\mathbf{u}^{(i)}_0$, $i = 1, \ldots, M$.
2: for $k \geq 0$ do
3:     for $i = 1, \ldots, M$ do
4:         Propose $\tilde{\mathbf{u}}^{(i)} = \mathbf{u}^{(i)} + \eta, \eta \sim N(0, C)$
5:         Run Geoclaw to compute likelihood $L(\tilde{\mathbf{u}}^{(i)}; \mathbf{y})$ according to (5) and (7).
6:         Compute un-normalized posterior $p_{\text{post}}(\tilde{\mathbf{u}}^{(i)})$ from (1).
7:         Set $\mathbf{u}^{(i)}_{k+1} := \tilde{\mathbf{u}}^{(i)}$ with probability $\min\{1, p_{\text{post}}(\tilde{\mathbf{u}}^{(i)})/p_{\text{post}}(\mathbf{u}^{(i)}_{k})\}$.
8:     Otherwise take $\mathbf{u}^{(i)}_{k+1} := \mathbf{u}^{(i)}_{k}$.
9:     If $k \mod N = 0$, resample $\mathbf{u}^{(i)}_{k} \sim \frac{\sum_{j} p_{\text{post}}(\mathbf{u}^{(j)}_{k}) \delta(\mathbf{u}^{(j)}_{k})}{\sum_{l} p_{\text{post}}(\mathbf{u}^{(l)}_{k})}, i = 1, \ldots, M$.
10: $k \rightarrow k + 1$.

5 Results for the 1852 event

In this section, we describe the results of the Bayesian inference of the 1852 Banda Arc earthquake and tsunami using the approach described in Section 4. We first outline behavior of the MCMC chains (Section 5.1), then in Section 5.2 we describe the structure of the computed posterior distribution and some conclusions of geological significance that can be drawn from it. Finally, we provide some results on the sensitivity of the posterior distribution to the choice of likelihood function in Section 5.3.

5.1 Sampling and Convergence

To ensure that all viable seismic events were considered, we initialized 14 MCMC chains at locations around the Banda arc with initial magnitudes of either 8.5 or 9.0 Mw. Additional chains were initialized at 8.0 Mw; however, these were quickly discarded as they consistently failed to generate a sufficiently large wave to reach all of the observation points (Figure 2) and therefore produced likelihoods of zero probability. Each chain was initialized with the other sample parameters (depth offset etc.) set to zero. Each of the 14 chains was run for 24,000 samples, for a total of 336,000 samples. These samples were computed using the computational resources available through BYU’s Office of Research Computing, consuming a total of nearly 200,000 core-hours in all.

About two thirds of the chains converged from their disparate initial conditions to a similar region in the parameter space that ultimately represented the bulk of the posterior distribution. However, the remaining third of the chains became trapped by geographic barriers in a region of parameter space with much lower posterior probability (roughly $\exp(-5)$ to $\exp(-10)$ times the probability of the samples in the first region). For this reason, as noted in Section 4.4, after 6,000 samples we resampled the chains using importance sampling to give each a chance to jump to regions of higher probability. Resampling was conducted twice.
more at samples 12,000 and 18,000. However, the range of posterior values was much smaller at the second two resampling steps and so resampling had a less pronounced impact. Since the resampling adds a small amount of bias to the posterior once the samples are in equilibrium, these latter two resampling steps were in retrospect probably not warranted. To minimize their effect, we therefore use only the last 5,000 steps from each chain (assuming a 1,000 sample “burn in” after the last resampling), making a dataset of 70,000 samples from which we approximate the posterior distribution. The results of the sampling are shown in Figure 9; the figure shows 100-sample rolling averages across all chains (blue) plus or minus their standard deviations (black) for each parameter as well as the points at which resampling was done (red) and the samples included in the final approximate posterior (green). The figure shows the large jumps associated with the first resampling, smaller jumps at the second resampling, and almost no effect in the third resampling; the chains appear to have reached approximate equilibrium by about midway through the sampling so that the final 5,000 samples should provide a good representation of the posterior measure as a whole. To check this, we compute the Gelman-Rubin diagnostic $\hat{R}$ from $[18, 5, 17]$ for each of the six parameters; to ensure that the resampling does not unduly bias the results, we compute the diagnostic using the 6,000 samples from after the last resampling step. Each of the six parameters have $\hat{R} < 1.2$ (all but one is below 1.1), a common criterion indicating convergence, see, e.g. $[5]$. A plot of $\hat{R}$ is shown in Appendix A.

![Figure 4: MCMC sampling by parameter. 100-sample rolling averages across all chains are shown in blue. Black lines show the rolling averages ± their standard deviations. Resampling points are marked with red lines. The green box shows samples used in the final computed posterior.](image)

### 5.2 Posterior Structure

The resulting approximate posterior structure shows that, even though the individual observations were highly uncertain, taken together they provide strong evidence for several conclusions of geophysical signif-
icance. First, as shown in Figure 5, the 1852 earthquake was likely very large, with magnitude greater than 8.5 Mw. This is because the tsunami modeling consistently – over hundreds of thousands of trials – indicated that an earthquake would need to be at least this large to generate observable waves at each of the nine observation locations. This is an important conclusion because no earthquake of this magnitude has been recorded in the Banda Sea during the period of instrumental data (since approximately 1950).

Second, as shown in Figure 6, while the prior distribution considered events all along the Banda Arc, the observations imply that the centroid for the 1852 earthquake likely occurred in a narrow region near 4.5°S, 131.5°E, which is situated in a shallow part of the subduction interface. This is the “triangulation effect” – because the observations were in different locations, the different wave heights and arrival times allowed the model to constrain the location of the event even though each observation was highly uncertain if considered individually.

Figure 5: Magnitude, depth offset, Δ log L, and Δ log W posterior histograms and associated prior distribution densities (green).

Figure 6: Centroid latitude/longitude for the prior (left) and posterior (right) distributions, showing concentration in a narrow region of the Banda arc. Observation locations in red.
Insight into the behavior of the model can be gleaned from the posterior predictive distributions shown in Figure 7. These distributions are the histograms of the observables associated with the posterior distribution. Overlaid on the plots are the observation distributions as well as the observables associated with the approximate maximum a posteriori (MAP) and maximum likelihood estimator (MLE) points of the distribution (the maxima among the posterior samples). The match or mismatch between the histograms and the observation distributions show where the model was able to match the observations well, and where it was not. The histograms can also be interpreted as predictions of what communities in these locations might be expected to experience – the wave heights, arrival times, and inundations – should a similar event happen in the future. For instance, if an event of this magnitude occurred in the same location on the Banda arc, we anticipate a wave of approximately 2.5m to reach the populous city of Ambon (approximately 300,000 people). For those living in the bay of Ambon, this is a potentially powerful tool for probabilistic hazard assessment.

### 5.3 Error Bounds and Sensitivity

Given the necessarily uncertain process of interpreting textual records as probability distributions, it would be natural to question how sensitive the results are to different choices of the observation distribution. To allay some of these concerns, in this section we estimate upper and lower bounds on the potential error in the posterior distribution due to the choice of likelihood. That is, whereas Section 5.2 presents estimates of and uncertainty in the earthquake parameters as a result of the uncertain data (historical accounts), here we investigate the sensitivity of those estimates with respect to changes in our likelihood model in particular changes in the observational probability distributions.

To do so, we use three theoretical results from [13], which provides various bounds on estimates derived from probability distributions as those distributions are perturbed. First, we use a second order estimate for the relative entropy (Kullback–Leibler divergence) \( R \) between a distribution \( P^\theta \) and its perturbation \( P^{\theta+v} \) (see [13, Equation 2.35]):

\[
R(P^{\theta+v}\|P^\theta) = \frac{1}{2} v^T \mathcal{I}(P^\theta) v + O(|v|^3),
\]

where \( \mathcal{I} \) is the Fisher information matrix (FIM). From [13] we also use upper and lower bounds for the difference in expected value of an observable between the original and perturbed distributions; these bounds are shown below in (9). Finally, from [13] we use bounds on the sensitivity of estimates of observables due to perturbations in a distribution; this relationship is shown in (10). Throughout, expected values are approximated using Monte Carlo integration on the posterior samples described in Section 5.

To define the perturbations that we consider, we begin by parameterizing the observation distributions \( p_i \) shown in Figure 3. To do so, we fix the structure of the choice of \( p_i \) – e.g., if the distribution is normal in Figure 3 we continue to use a normal distribution – and let the parameters, denoted by \( \theta \), be the parameters characterizing that distribution, e.g., the mean and variance for a normal distribution. A full parameterization of the posterior measure in this way requires 29 parameters; a full list is shown in Table 2.

Table 2 also shows our first set of sensitivity estimates. First, for each \( \theta \) parameter we list the associated Fisher information (the diagonal element of the FIM). The definition of the FIM and a derivation for the posterior (1) are given in Appendix B. Because the differences in Fisher information for absolute changes in parameter values are largely driven by units (e.g., meters for wave height vs. minutes for arrival time), the Fisher information values presented in the table are computed for the relative change in each parameter value. Second, we present the relative entropy (Kullback–Leibler divergence) \( \mathcal{R} \) associated with a 10% shift in each parameter computed from (8). That is, for \( P^\theta \) we use the original posterior distribution shown in Section 5.2; for the perturbation \( v \) for the \( i^{th} \) row in the table we set \( v_i = 0.1 \theta_i \) and \( v_j = 0, j \neq i \). Finally, the last column in Table 2 lists the first singular vector of the FIM, which is the combination of perturbations of the observation parameters that produce the largest relative entropy – effectively the “worst-case” perturbation. The results show that the most sensitive parameters of the observation distributions are the means of the arrival times at Saparua and Banda Neira. These two parameters seem to be the most sensitive because they are the only two arrival time measurements, so their values seem to provide the most “triangulation” information about earthquake location and magnitude.
Table 2: Observation distribution parameters, associated Fisher Information values, relative entropy according to (8) associated with a 10% relative perturbation, and the first (most sensitive) singular vector of the Fisher information matrix.

| Name        | Observation | Distribution | Parameter (θ) | Value | FI  | R 10% | Sing. Vec. |
|-------------|-------------|--------------|---------------|-------|-----|------|------------|
| Pulu Ai     | height      | normal       | mean          | 3     | 5.934 | 0.030 | -0.151     |
| Pulu Ai     | height      | normal       | std           | 0.8   | 2.505 | 0.013 | 0.087      |
| Ambon       | height      | normal       | mean          | 1.8   | 12.370| 0.062 | 0.364      |
| Ambon       | height      | normal       | std           | 0.4   | 5.220 | 0.026 | 0.216      |
| Banda Neira | arrival     | skewnorm     | mean          | 15    | 14.082| 0.070 | 0.447      |
| Banda Neira | arrival     | skewnorm     | std           | 5     | 1.950 | 0.010 | -0.148     |
| Banda Neira | arrival     | skewnorm     | a             | 2     | 1.339 | 0.007 | 0.132      |
| Banda Neira | height      | normal       | mean          | 6.5   | 7.525 | 0.038 | -0.014     |
| Banda Neira | height      | normal       | std           | 1.5   | 0.884 | 0.004 | -0.006     |
| Banda Neira | inundation  | normal       | mean          | 185   | 2.663 | 0.013 | -0.010     |
| Banda Neira | inundation  | normal       | std           | 65    | 0.272 | 0.001 | -0.006     |
| Buru        | height      | chi          | mu            | 0.5   | 0.006 | 0.000 | 0.009      |
| Buru        | height      | chi          | sigma         | 1.5   | 0.122 | 0.001 | 0.035      |
| Buru        | height      | chi          | dof           | 1.01  | 0.142 | 0.001 | 0.040      |
| Halaliu     | height      | chi          | mu            | 0.5   | 0.001 | 0.000 | 0.000      |
| Halaliu     | height      | chi          | sigma         | 2     | 0.003 | 0.000 | -0.000     |
| Halaliu     | height      | chi          | dof           | 1.01  | 0.185 | 0.001 | 0.002      |
| Saparua     | arrival     | normal       | mean          | 45    | 19.264| 0.096 | 0.716      |
| Saparua     | arrival     | normal       | std           | 5     | 1.280 | 0.006 | -0.163     |
| Saparua     | height      | normal       | mean          | 5     | 9.085 | 0.045 | 0.009      |
| Saparua     | height      | normal       | std           | 1     | 0.869 | 0.004 | -0.005     |
| Saparua     | inundation  | normal       | mean          | 125   | 2.905 | 0.015 | 0.005      |
| Saparua     | inundation  | normal       | std           | 40    | 0.178 | 0.001 | -0.003     |
| Kulu        | height      | normal       | mean          | 3     | 0.199 | 0.001 | 0.038      |
| Kulu        | height      | normal       | std           | 1     | 0.362 | 0.002 | -0.050     |
| Ameth       | height      | normal       | mean          | 3     | 0.351 | 0.002 | 0.043      |
| Ameth       | height      | normal       | std           | 1     | 0.409 | 0.002 | -0.046     |
| Amahai      | height      | normal       | mean          | 3.5   | 4.107 | 0.021 | 0.014      |
| Amahai      | height      | normal       | std           | 1     | 0.784 | 0.004 | -0.001     |

To gauge the effect of such perturbations on estimates of earthquake characteristics, we use the following bound on the expected value of an observable $f$ with respect to model $Q$ in terms of the values of $f$ according to model $P$ from [13, Equation 2.11]:

$$\sup_{c>0} \left( -\frac{1}{c} \log \mathbb{E}_P \left[ e^{-c(f - \mathbb{E}_P[f])} \right] - \frac{1}{c} \mathcal{R}(Q||P) \right) \leq \mathbb{E}_Q[f] - \mathbb{E}_P[f] \leq \inf_{c>0} \left( \frac{1}{c} \log \mathbb{E}_P \left[ e^{c(f - \mathbb{E}_P[f])} \right] + \frac{1}{c} \mathcal{R}(Q||P) \right).$$

(9)

Here $\mathbb{E}_P$ and $\mathbb{E}_Q$ are the expected values according to $P$ and $Q$, respectively, and $Q$ is assumed to be absolutely continuous with respect to $P$ (that is, $P(A) = 0 \implies Q(A) = 0$ for any event $A$). By letting $P$ be the posterior measure, we can estimate the uncertainty in observables with respect to other similar measures/models $Q$.

The expressions inside the sup and inf in (9) can be differentiated to find the value of $c$ that provides the optimal bound for a given value of $\mathcal{R}(Q||P)$. When $f$ is bounded, the equations also give a global upper and lower bound $\mathbb{E}_Q[f]$. Details of these derivations and a plot of the resulting bounds in terms of $\mathcal{R}(Q||P)$ are reserved for Appendix C.

By combining these bounds with (8) (by setting $Q = P^{θ+}$), we can estimate bounds on our estimates of earthquake parameters for perturbations of observation distributions. To model the worst-case scenario, we assume a perturbation in the direction of the first singular vector of $\mathcal{I}$ (the last column in Table 2); this perturbation, which is primarily made up of changes to the arrival times in Banda Neira and Saparua, will produce the largest sensitivity for a given norm $\|v\|_2$. The resulting bounds are shown in Figure 8.

We see that even for relatively large perturbations, we get relatively narrow bounds on posterior estimates. For example, even with a 25% perturbation in the most sensitive direction, the expected value of magnitude according to the perturbed posterior distribution would be between 8.7 and 9.0 – a very large earthquake.
in any case. These narrow bounds are an encouraging sign that the posterior measure is robust to small changes in the choice of observation distributions – i.e., that our Bayesian approach is quite robust to the way that we formulated our likelihood function. (One caveat: As the size of the perturbation grows, the approximation in (8) may break down. In this case, we refer the reader to Figure 10, where the x-axis is in terms of relative entropy taken directly from (9).)

Finally, [13, Equation 2.39] gives bounds on the sensitivity of estimates of observables due to changes in the likelihood (perturbations in θ):

\[
|S_{f,v}(P^θ)| \leq \sqrt{\mathbb{V}_{P^θ}(f)} \sqrt{v^T \mathcal{I}(P^θ) v}.
\] (10)

Here \( f \) is an observable, which we will consider to be our six earthquake parameters, \( \mathbb{V} \) denotes variance, and the sensitivity bound \( S_{f,v} \) is the approximate derivative of \( \mathbb{E}_{P^θ}[f] \) with respect to perturbation of \( θ \) in the direction of \( v \). Equation (10) shows that the greatest sensitivity will occur when the perturbation \( v \) heavily weights likelihood parameters \( θ \) that most affect the posterior (the second term) and when earthquake parameters \( f \) have the most uncertainty in the posterior (the first term). To estimate the worst-case scenario, we again assume here that the perturbation \( v \) is along the first singular vector of \( \mathcal{I} \). The sensitivity bounds associated with a 10% relative perturbation in this direction are presented in Table 3. Among earthquake parameters, the greatest sensitivities were associated with depth offset because, as shown in Figure 5, it had the widest distribution according to the posterior measure. This also indicates that depth offset is the least certain inferred parameter for this earthquake, as opposed to the small sensitivity for the magnitude and \( Δ \log L \) and \( Δ \log W \) which indicate that the inferred values of these three parameters representing the size of the earthquake are quite certain.

Table 3: Posterior variance and sensitivity bound according to (10) by earthquake parameter. Sensitivity bound is for relative perturbation of 10% in the direction of the first (worst-case) singular vector of the Fisher Information matrix.

| Parameter      | Variance | Sensitivity Bound |
|----------------|----------|-------------------|
| Latitude       | 0.066    | 0.135             |
| Longitude      | 0.040    | 0.105             |
| Magnitude      | 0.008    | 0.046             |
| Δ log L        | 0.011    | 0.054             |
| Δ log W        | 0.006    | 0.041             |
| Depth Offset   | 14.483   | 1.997             |

6 Discussion

Methodology. The results for the 1852 Banda Arc earthquake and tsunami show the promise of the described methodology: even though the historical accounts of the tsunami are textual in nature and therefore individually prone to much uncertainty, it nevertheless appears that taken together they can be used to determine key characteristics of the causal earthquake. The approach is similar to the “ad hoc” approach described in Section 2.2, but with a more reproducible and rigorous set of assumptions, a more comprehensive coverage of possible events via automation, and a more clear characterization of uncertainty on the results. The strategy outlined in Section 3.1 can readily be applied to any number of historical seismic events, but also any other problem of inverting from textual accounts similar in nature to those described in Section 2 or any other historical or other data that is similarly “small” – sparse and riddled with uncertainty, so long as a reasonably believable forward model is available with parameters on which we can formulate a suitable prior distribution.

Software Package. To fully document the methodology and ease application to additional historical seismic events, the approach described in this paper has been packaged into a Python library called tsunamibayes. The package is open-source and available on GitHub: https://github.com/jpw37/tsunamibayes. Since each historical scenario may have a unique interpretation as a Bayesian inference problem – e.g., different parameters/priors, modified/generalized forward model, additional types of observations – the core code of the module does not assume particular features, but rather provides a suite of tools that can be re-
combined or modified to suit the needs of the user. A further description of the software package is available in [53, Chapter 7]. Datasets for this research are available in these in-text data citation references: [67].

**Future Work.** Any reconstruction of historical events is going to beg the question “How do we know if the result is right?” In particular, for the Bayesian approach described here, there is inherent uncertainty in the likelihood distributions stemming from the historical record. One avenue of future research will therefore be to supplement the theoretical results presented in Section 5.3 with a numerical study of the robustness of the posterior to changing interpretations of the likelihood. A second effort will validate the approach by using it to “reconstruct” a modern event for which the truth is known from instrumental data and plentiful newspaper and historical accounts are available. Finally, there are a number of methodological refinements, e.g., to the sampling approach, that might yield faster or better resolved results, and there are dozens of other historical earthquakes of interest in the Wichmann catalog ready for reconstruction that will improve modern understanding of seismic risk.

**A  Plot of Gelman-Rubin Diagnostic**

In this appendix we show a plot of the Gelman-Rubin diagnostic $\hat{R}$ for MCMC convergence; see the discussion in Section 5.1.

**B  Derivation of the Fisher Information Matrix**

In this appendix we derive the Fisher Information Matrix (FIM) $\mathcal{I}$ associated with a parameterization of the posterior measure given in (1). The FIM associated with parameter $\theta$ is given by

$$\mathcal{I}(P(\theta)) = \int \nabla_\theta \log p^{(\theta)}(x) \left( \nabla_\theta \log p^{(\theta)}(x) \right)^T P^{(\theta)}(dx)$$

(11)

where $P^{(\theta)}$ is the posterior measure and $p^{(\theta)}$ its associated density given by (see (1) and (5))

$$p^{(\theta)}_{\text{post}}(x)dx = \frac{1}{Z(\theta)} p^{(\theta)}_{0}(x)p^{(\theta)}_{l}(G(x)) dx.$$

Since the focus of this paper is on modeling of historical observations via observation distributions, we will focus on the case where $\theta$ describes the observation distributions. In this case, we have

$$\mathcal{I}_{ij}(P^{(\theta)}) = \text{Cov}_{P^{(\theta)}} \left[ \frac{\partial}{\partial \theta_i} \Phi^{(\theta)}, \frac{\partial}{\partial \theta_j} \Phi^{(\theta)} \right]$$

where $\text{Cov}_{P^{(\theta)}}$ is the covariance according to the posterior and $\Phi^{(\theta)}$ is the negative log-likelihood given by

$$\Phi^{(\theta)}(x) := -\log p^{(\theta)}_{l}(G(x)).$$

Thus, to compute the FIM, we compute the derivative of $\Phi^{(\theta)}$ with respect to each observation parameter (the “score”) and then compute the covariance of each pair of scores, which we approximate using the observations associated with the approximate posterior samples generated as described in Section 5. Since the individual distributions making up $p_l$ are assumed to be independent as described in Section 4.3, the derivatives can be computed separately for each observation distribution. We now consider each type of observation distribution listed in Table 2.

**Normal Distribution**

For a normal distribution with mean $\mu$ and standard deviation $\sigma$, we have

$$\Phi^{(\theta)}(x) = \frac{1}{2\sigma^2} |G(x) - \mu|^2 + \ln \sigma + \frac{1}{2} \ln(2\pi)$$
Then the derivatives with respect to parameters $\mu$ and $\sigma$ are given by:

\[
\frac{\partial}{\partial \mu} \Phi^{(\theta)}(x) = -\frac{1}{\sigma^2} [G(x) - \mu]
\]
\[
\frac{\partial}{\partial \sigma} \Phi^{(\theta)}(x) = -\frac{1}{\sigma^3} [G(x) - \mu]^2 + \frac{1}{\sigma}.
\]

**Skew-Norm Distribution**

For a skew-normal distribution with location $\mu$, scale $\sigma$, and skew $a$, we have

\[
\Phi(x) = \frac{1}{2} \tilde{x}(x)^2 + \ln \sigma + \frac{1}{2} \ln(2\pi) - \ln [1 + \text{erf}(z(x))]
\]

where erf is the error function and $\tilde{x}, z$ are given by

\[
\tilde{x}(x) := \frac{G(x) - \mu}{\sigma} \quad \text{and} \quad z(x) := \frac{a \tilde{x}(x)}{\sqrt{2}}.
\]

Then the derivative with respect to $z$ and $\tilde{x}$ are given by

\[
\frac{\partial}{\partial z} \Phi(x) = -\frac{2}{\sqrt{\pi}} \frac{e^{-z(x)^2}}{1 + \text{erf}(z(x))}
\]
\[
\frac{\partial}{\partial \tilde{x}} \Phi(x) = \frac{\partial}{\partial \tilde{x}} \Phi(x) + \frac{\partial}{\partial \tilde{x}} \frac{\partial}{\partial z} \Phi(x) = \tilde{x}(x) - \frac{\sqrt{2}}{\pi} \frac{e^{-z(x)^2}}{1 + \text{erf}(z(x))},
\]

so that the derivatives with respect to parameters $a, \mu, \sigma$ are

\[
\frac{\partial}{\partial a} \Phi(x) = \frac{\partial}{\partial z} \Phi(x) \frac{\partial}{\partial a} (z(x)) = -\frac{\sqrt{2}}{\pi} \tilde{x}(x) \frac{e^{-z(x)^2}}{1 + \text{erf}(z(x))}
\]
\[
\frac{\partial}{\partial \mu} \Phi(x) = \frac{\partial}{\partial \tilde{x}} \Phi(x) \frac{\partial}{\partial \mu} (z(x)) = -\frac{1}{\sigma} \left[ \tilde{x}(x) - \sqrt{2} \frac{a}{\pi} \frac{e^{-z(x)^2}}{1 + \text{erf}(z(x))} \right]
\]
\[
\frac{\partial}{\partial \sigma} \Phi(x) = \frac{\partial}{\partial \sigma} \Phi(x) + \frac{\partial}{\partial \tilde{x}} \frac{\partial}{\partial \sigma} (z(x)) = \frac{1}{\sigma} \left[ 1 - \tilde{x}(x)^2 + \frac{2z(x)}{\sqrt{\pi}} \frac{e^{-z(x)^2}}{1 + \text{erf}(z(x))} \right].
\]

**Chi Distribution**

For the Chi distribution with location $\mu$, scale $\sigma$, and degrees of freedom $k$, we have

\[
\Phi(x) = \frac{1}{2} \tilde{x}(x)^2 + \ln \sigma + \left( \frac{k}{2} - 1 \right) \ln 2 + \ln \Gamma \left( \frac{k}{2} \right) - (k - 1) \ln \tilde{x}(x),
\]

where $\Gamma$ is the gamma function and $\tilde{x}$ is given by

\[
\tilde{x}(x) := \frac{G(x) - \mu}{\sigma}.
\]

The derivative with respect to $\tilde{x}$ is given by

\[
\frac{\partial \Phi}{\partial \tilde{x}}(x) = \tilde{x}(x) - (k - 1)\tilde{x}(x)^{-1}.
\]

Then the derivatives with respect to parameters $\mu, \sigma$, and $k$ are given by

\[
\frac{\partial \Phi}{\partial \mu}(x) = \frac{\partial \Phi}{\partial \tilde{x}} \frac{\partial \tilde{x}}{\partial \mu} = -\frac{1}{\sigma^2} \left( \tilde{x}(x) - (k - 1)\tilde{x}(x)^{-1} \right)
\]
\[
\frac{\partial \Phi}{\partial \sigma}(x) = \frac{\partial \Phi}{\partial \sigma} + \frac{\partial \Phi}{\partial \tilde{x}} \frac{\partial \tilde{x}}{\partial \sigma} = -\frac{1}{\sigma} \left( \tilde{x}(x)^2 - k \right),
\]
\[
\frac{\partial \Phi}{\partial k}(x) = \frac{1}{2} \ln 2 + \frac{1}{2} \psi \left( \frac{k}{2} \right) - \ln \tilde{x}(x)
\]

where $\psi$ is the digamma function.
C Derivation of Bounds in Terms of Relative Entropy

In this section, we derive from (9) more explicit bounds on $E_Q[f]$ – first in terms of $\mathcal{R}(Q||P)$ and then independent of $\mathcal{R}(Q||P)$. These bounds were used to generate Figure 10, below, which shows the bounds on estimates of parameters of the 1852 Banda Arc earthquake in terms of $\mathcal{R}(Q||P)$. These bounds were then combined with the estimate from (8) to produce the plots in terms of relative parameter value changes shown in Figure 8.

C.1 Optimal Bound for a Given $\mathcal{R}(Q||P)$

Here we derive a relationship between the relative entropy $\mathcal{R}(Q||P)$ and the $c < \infty$ for which the bounds given by (9) are achieved. Here, we assume that such a $c$ exists; the case where the supremum/infimum are achieved as $c \to \infty$ is discussed in the next subsection. Denoting $\bar{f} = f - E_P[f]$ and differentiating the right hand side of (9) with respect to $c$ and setting equal to zero yields that the infimum of the upper bound is achieved when $c$ satisfies

$$\mathcal{R}(Q||P) = c \mathbb{E}_P \left[ \bar{f} e^{c\bar{f}} \right] - \log \mathbb{E}_P \left[ e^{c\bar{f}} \right] = c \frac{E_2(f,c)}{E_1(f,c)} - \log E_1(f,c)$$

(12)

and similarly for the lower bound $c$ must satisfy

$$\mathcal{R}(Q||P) = -c \mathbb{E}_P \left[ \bar{f} e^{-c\bar{f}} \right] - \log \mathbb{E}_P \left[ e^{-c\bar{f}} \right] = -c \frac{E_2(f,-c)}{E_1(f,-c)} - \log E_1(f,-c)$$

(13)

where to simplify notation we have defined

$$E_1(f,c) = \mathbb{E}_P \left[ e^{c\bar{f}} \right] \quad \text{and} \quad E_2(f,c) = \mathbb{E}_P \left[ \bar{f} e^{c\bar{f}} \right].$$

Denoting the $c$ achieving these upper and lower bounds by $c_+$ and $c_-$, respectively, and plugging these values back into (9) yields the bounds

$$\frac{E_2(f,-c_-)}{E_1(f,-c_-)} \leq E_Q[f] - E_P[f] \leq \frac{E_2(f,c_+)}{E_1(f,c_+)}.$$ (14)

It is not clear how to invert (12) and (13) to find the optimal $c$ for a given $\mathcal{R}(Q||P)$, so to generate Figure 10 (and, by extension, Figure 8) we generate a list of $c$ values, plug them into (12) to find the $\mathcal{R}(Q||P)$ for which they achieve the optimal upper bound and into (14) to compute the associated upper bounds (analogously for the lower bounds), and plot those values against each other.

C.2 Bounds Independent of $\mathcal{R}(Q||P)$

In this section, we consider the case where the bounds in (9) are achieved as $c \to \infty$, i.e., are independent of $\mathcal{R}(Q||P)$. From (9), we have for any $Q \ll P$

$$E_Q[f] - E_P[f] \leq \sup_{c > 0} \frac{1}{c} \log \mathbb{E}_P \left[ e^{c(f - E_P[f])} \right] + \frac{1}{c} \mathcal{R}(Q||P).$$

Then clearly if

$$U := \lim_{c \to \infty} \frac{1}{c} \log \mathbb{E}_P \left[ e^{c(f - E_P[f])} \right] < \infty,$$ (15)

then for any $Q \ll P$ we have

$$E_Q[f] - E_P[f] \leq \lim_{c \to \infty} \left\{ \frac{1}{c} \log \mathbb{E}_P \left[ e^{c(f - E_P[f])} \right] + \frac{1}{c} \mathcal{R}(Q||P) \right\} = U.$$
Finally, we note that since the logarithm and exponential are continuous, we have

$$U = \lim_{c \to \infty} \frac{1}{c} \log \mathbb{E}_P \left[ e^{c(f - \mathbb{E}_P[f])} \right] = \lim_{c \to \infty} \log \left( \mathbb{E}_P \left[ e^{c(f - \mathbb{E}_P[f])} \right] \right)^{1/c}$$

$$= \log \lim_{c \to \infty} \left( \mathbb{E}_P \left[ e^{c(f - \mathbb{E}_P[f])} \right] \right)^{1/c} = \log \left\| e^{f - \mathbb{E}_P[f]} \right\|_{\infty} = \sup \text{ess } \mathbb{P}[f] - \mathbb{E}[f]$$

An analogous relationship will hold for the lower bound. Thus if $f$ is an essentially bounded random variable according to $P$, we have the following bound for any $Q \ll P$:

$$\inf \text{ess } \mathbb{P}[f] \leq \mathbb{E}_Q[f] \leq \sup \text{ess } \mathbb{P}[f].$$
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Figure 7: Model output compared to observation distributions. The blue histograms represent the forward model outputs corresponding to the posterior distribution. The black curves are the observation densities assigned to each observation. The model outputs corresponding to the estimated maximum a posteriori (MAP) point and maximum likelihood estimate (MLE) are marked with red and orange lines, respectively.
Figure 8: Bounds on mean parameter values in terms of relative perturbation in the first singular vector of the Fisher information matrix (see the last column of Table 2). Upper and lower bounds are in green and red, respectively. The posterior mean is in blue.

Figure 9: The Gelman-Rubin diagnostic \( \hat{R} \) for each of the six sampling parameters.
Figure 10: Bounds on mean parameter values by relative entropy from computed posterior. Upper and lower bounds are in green and red, respectively. The posterior mean is in blue and the estimated uniform upper and lower bounds are in purple and yellow, respectively.