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Abstract

In the present review we discuss different aspects of the two-photon exchange (TPE) physics in elastic ep scattering, at high $Q^2$ as well as at low $Q^2$.

The imaginary part of the TPE amplitude gives rise to beam and target single-spin asymmetries. Different theoretical approaches to calculation of these observables are considered. The real part of the TPE amplitude influence unpolarized cross section and double-spin observables and is, most likely, responsible for discrepancy between two methods of proton form factors measurements.

We review different methods of calculations of the TPE amplitudes the framework of “hadron” and “quark-gluon” approaches. We discuss the dispersion approach suitable for low and intermediate $Q^2$, which includes elastic and inelastic intermediate hadronic states, as well as connection of TPE to proton radius puzzle.

The present situation with direct experimental searches for the TPE amplitude in $e^+ p$/$e^- p$ charge asymmetry is also discussed, as well as attempts to extract the TPE amplitudes from existing experimental data obtained by the Rosenbluth and double polarization techniques.

The TPE physics in other processes, such as elastic $\mu p$, $e$-nucleus and $e\pi$ scattering is also reviewed.
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1 Introduction

Understanding of the internal structure of the proton, neutron, and other strongly interacting systems was for a long time one of the fundamental problems of particle physics. Experiments on elastic and inelastic scattering of ultra-relativistic electrons off nucleons and nuclei provide unique tool for such a study.

Early experiments with relativistic electron beams scattering off hadron systems were done under the leadership of Robert Hofstadter in 1950’s at High Energy Physics Laboratory (HEPL) at Stanford [1] and gave information on the radii of wide spectrum of nuclei, as well as the distribution of electric charge in them.

Later on, the same method was used to measure the proton size. The proton radius of 0.77 fm, extracted in 1955 from the cross sections of elastic electron-proton scattering with the electron beams of energy up to 550 MeV [2], testified irrefutably that the proton is not “elementary” particle and has internal structure. A lot of interesting information on this stage of experiments at HEPL is contained in the review paper by Hofstadter [3].

After that, a lot of experiments were done to measure the proton size more accurately. The present measurements give for the proton radius 0.8775(51) fm from the electron-proton scattering [4] and 0.84087(39) fm from atomic transitions in the muonic hydrogen [5, 6]. The reason of difference between these data is not yet clear and is discussed intensively in literature (very recently, the results of PRad experiment were published, where the value of 0.831(7)(12) fm was obtained from $ep$ scattering at very low $Q^2$ [7]).

The first information on the internal magnetic structure of the neutron was reported in 1958 [8]. Subsequent studies of electron scattering, which were carried out in various world facilities in next decades, provide further detailed information on internal structure of various strongly interacting systems, such as nucleons, pions, and nuclei.

Because of smallness of the fine structure constant $\alpha$, theoretical interpretation of experimental data was mainly done in the lowest order in $\alpha$, or one-photon exchange (OPE) approximation (meaning the exchange of only one virtual photon between the scattered electron and the target). A fundamental ingredient of such a model is hadron electromagnetic (e.m.) current. In turn, the hadron current involves e.m. form factors (FFs), the main objects containing information on the e.m. structure of a hadron system.

Due to 1/2 spin of the nucleon, its e.m. current is described by two FFs $F_1$ and $F_2$, called Dirac and Pauli FFs, or linear combinations of $F_1$ and $F_2$, the electric and magnetic FFs, $G_E$ and $G_M$. To separate the FFs, two different techniques are used, the Rosenbluth separation method [9], which is based on the cross section data, and double polarization technique elaborated at the Thomas Jefferson National Accelerator Facility (JLab for short) [10, 11, 12, 13].

Up to late 1990s only the unpolarized $ep$ cross sections were measured. The Rosenbluth separation of this data had suggested that the nucleon FFs fulfill the approximate scaling

$$G_{Ep} \approx G_{Mp}/\mu_p \approx G_{Mn}/\mu_n,$$

(1)

where $\mu_p$ and $\mu_n$ are the proton and neutron magnetic moments. Double polarization experiments carried out at JLab since 1998 has changed the situation drastically, the ratio $\mu_p G_{Ep}/G_{Mp}$ measured by this method was shown to decrease linearly with $Q^2$. Because radiative corrections for the Rosenbluth and polarization techniques are different, the discrepancy of $\mu_p G_{Ep}/G_{Mp}$ can be naturally explained as effect of radiative corrections. Theoretical analysis has shown that the two-photon exchange (TPE), contribution which was ignored in the previous calculations, may be responsible for the discrepancy [14, 15].
The review is organized as follows. Sections 2, 3, and 4 have introductory purpose: we discuss methods of proton FF measurements, OPE and TPE approximations and general structure of the TPE amplitude for elastic \( e p \) scattering. Section 5 deals with calculations of the imaginary part of TPE amplitude and applications to single spin asymmetries. Section 6 reviews different approaches to calculation of the real part of the TPE amplitude at both hadronic and QCD levels. Sections 7 and 8 are devoted to discussion of the status of experimental searches for the direct TPE effects and extraction of the TPE amplitude from experimental data on the \( e p \) scattering. TPE in other processes (\( \mu p \) scattering, electron scattering off the lightest nuclei, and the \( e \pi \) scattering) is shortly reviewed in Sec. 9. The Appendix contains a collection of formulae for TPE contributions to various observables.

## 2 Born approximation and proton form factors

The main process of our interest will be the elastic electron-proton scattering:

\[
e^- + p \rightarrow e^- + p.
\]

(2)

Though in some sections we will consider other processes, such as electron-neutron, electron-deuteron and muon-proton scattering, by default we will mean electron-proton case, unless explicitly noted otherwise.

For the convenience, here we write down the definitions of all kinematical quantities, which are related to this process and will be used throughout the paper.

4-momenta of the initial and final particles will be denoted \( k, k' \) for the electron and \( p, p' \) for the proton (the final ones are marked with the dash). The momentum transfer is

\[
q = p' - p = k - k',
\]

(3)

and its square \( q^2 = t = -Q^2 < 0 \). Electron and proton masses will be denoted \( m \) and \( M \), respectively. It is convenient to introduce vectors

\[
K = \frac{1}{2}(k + k'), \quad P = \frac{1}{2}(p + p'),
\]

(4)

for which

\[
Kq = Pq = 0, \quad K^2 = m^2 - t/4, \quad P^2 = M^2 - t/4.
\]

(5)

Also denote

\[
s = (k + p)^2, \quad u = (k' - p)^2, \quad \nu = s - u = 4PK.
\]

(6)

In the first order of perturbation theory (Born or OPE approximation) electron-proton scattering is described by the only Feynman diagram (Fig. 1). In this and all following diagrams thin line depicts electron, thick line proton, and wavy line photon. Since the proton is not a point particle, the vertex, corresponding to its

![Figure 1: First-order diagram.](image)

\footnotetext{NB: in papers of other authors \( \nu \) sometimes denotes four times smaller quantity, \( \nu = PK \).}
interaction with the virtual photon (depicted as a gray circle in Fig. 1) should be written is the most general form

$$\Gamma_{\mu}(q) = F_1(q^2) \gamma_{\mu} - \frac{1}{4M} F_2(q^2) [\gamma_{\mu}, q],$$  \hspace{1cm} (7)

where $F_1(q^2)$ and $F_2(q^2)$ are some functions, which characterize electromagnetic interaction of the proton — form factors (FFs). $F_1$ and is called Dirac FF and $F_2$ is called Pauli FF. Instead of $F_1$ and $F_2$ one often uses the linear combinations

$$G_E = F_1 + \frac{q^2}{4M^2} F_2 \quad \text{and} \quad G_M = F_1 + F_2,$$  \hspace{1cm} (8)

— electric and magnetic FF, respectively. The advantage of such a choice of FFs will become evident below.

The amplitude corresponding to the diagram Fig. 1, has the form

$$\mathcal{M}_1 = -\frac{4\pi\alpha}{q^2} \bar{u}' \gamma_{\mu} u \cdot \bar{U}' \Gamma_{\mu}^0(q) U,$$  \hspace{1cm} (9)

where $u'$, $U'$ and $u$, $U$ and bispinors of the final and initial particles, and $\Gamma_{\mu}$ is determined by Eq. (7). The cross-section of the unpolarized scattering, calculated from the amplitude (9), equals

$$d\sigma = \frac{2\pi\alpha^2 dt}{E^2 t} \frac{1}{1 - \varepsilon} \left( \varepsilon G_E^2 + \tau G_M^2 \right),$$  \hspace{1cm} (10)

where $\tau = -t/4M^2$, $E$ is the energy of the initial electron in the lab. frame, and

$$\varepsilon = \left[ 1 + 2(1 + \tau) \tan^2 \frac{E}{2} \right]^{-1} = \frac{\nu^2 - Q^2(4M^2 + Q^2)}{\nu^2 + Q^2(4M^2 + Q^2)},$$  \hspace{1cm} (11)

where $\theta$ is the scattering angle in that frame. The quantities $E$, $\theta$ and $\tau$ are related by

$$E(E - 2M\tau) = \frac{M^2\tau}{\sin^2 \theta/2}$$  \hspace{1cm} (12)

The quantity $\varepsilon$, which varies from 0 to 1, characterizes relative contribution of the longitudinal and transverse photons to the cross-section: the contribution of the transverse photons in independent of $\varepsilon$, and that of the longitudinal ones is proportional to it.

Eq. (10), which was first derived (in somewhat different form) in the work [11], is called Rosenbluth formula. From this equation we see rationale behind the FF choice in the form (8): it contains only squares of the FFs and no interference terms.

Since FFs depend on $t$, but not on $\varepsilon$, the expression

$$\sigma_R = \varepsilon G_E^2 + \tau G_M^2,$$  \hspace{1cm} (13)

which is called reduced cross-section, is a linear function of $\varepsilon$ regardless of the actual FFs.

This is the basis of the Rosenbluth method for the extraction of FFs from the experimentally measured cross-sections. The method requires the measurements to be performed at fixed $t$ and several different values of $\varepsilon$. The resulting values of $\sigma_R$ are plotted against $\varepsilon$, and should form the straight line. Then the line slope gives us the electric FF, and the intercept gives the magnetic FF. The linearity of the plot was, until recently, considered as a sign of the Born approximation validity.

The Rosenbluth method is very simple and was widely used for the determination of FFs of nucleons and light nuclei (such as $^3$He) from 1960s till today. But unfortunately, it has the following drawback: the error in the electric FF rapidly increases with the momentum transfer. Indeed, since the coefficient in front of $G_M^2$ in Eq. (8) becomes large, whereas $0 \leq \varepsilon \leq 1$, the main contribution in $\sigma_R$ comes from the second term. Thus the relative error $\Delta G_E/G_E$, which, in the order of magnitude, equals $\Delta \sigma_R/\sigma_R \cdot \sigma_R/G_E^2 = \Delta \sigma/\sigma \cdot \sigma_R/G_E^2$, will be much larger than the relative error of the cross-section $\Delta \sigma/\sigma$.

Thus, at large momentum transfers it is more convenient to use other method, the polarization transfer method. It was proposed in 1970s [17, 18] and first used in an experiment in 1998 [19].

This method is based on the fact that if the beam electrons are longitudinally polarized, the recoil protons become polarized as well. Their spin orientation depends on the FF ratio $G_E/G_M$, which allows to measure
This ratio directly. Namely, if the initial electrons have the helicity $\lambda$, then the polarization 4-vector of the final protons is

$$ S = S_\parallel \xi_\parallel + S_\perp \xi_\perp = \frac{-\lambda \sqrt{1 - \epsilon^2}}{\epsilon G_E + \tau G_M} \left( \tau G_M^2 \xi_\parallel + \sqrt{\frac{2\pi}{1 + \epsilon}} G_M G_E \xi_\perp \right), $$

where $\xi_\parallel$ and $\xi_\perp$ are unit vectors

$$ \xi_\parallel = \frac{2M}{\sqrt{-q^2 p'^2}} \left( P^2 - P \right), \quad \xi_\perp = \frac{\mu P - 4P^2 K}{\sqrt{P^2 (\nu P^2 + 4q^2 P^2)}}, $$

such that $\xi_\parallel^2 = \xi_\perp^2 = -1$, $\xi_\parallel P' = \xi_\perp P' = \xi_\parallel \xi_\perp = 0$. Thus the FF ratio is expressed via the ratio of longitudinal and transverse polarization components:

$$ \frac{G_E}{G_M} = \sqrt{\frac{\tau (1 + \epsilon)}{2\epsilon}} \frac{S_\perp}{S_\parallel}, $$

Note that, contrary to Rosenbluth method, the polarization transfer method does not allow to determine $G_E$ and $G_M$ separately. It is also more complicated technically, since it requires a polarized electron beam and a measurement of the proton polarization. On the other hand, since only the ratio of the polarization components is measured, there is no need to know beam polarization of analyzing power of the detector exactly. The main advantage of the method is that the ratio $G_E/G_M$ is determined with higher accuracy, especially at large momentum transfers.

From the theoretical point of view, the equivalent to polarization transfer method is **beam-target asymmetry method** [20], though the experimental setup is quite different. Longitudinally polarized electrons are scattered off the polarized protons, and one observes the asymmetry $A = \frac{\sigma_+ - \sigma_-}{\sigma_+ + \sigma_-}$, where $\sigma_\pm$ is the cross-section for the scattering of electrons with the helicity $\pm^1/2$.

In Born approximation, $A$ is also expressed via the FF ratio. Using time reversal symmetry one can show that the results obtained with this method should be identical to the results of polarization transfer method, even beyond the Born approximation. Thus further, for brevity, we will speak of the polarization transfer method, implying the beam-target asymmetry method as its special case.

Proton FFs, obtained by the Rosenbluth method, approximately obey the relation $\mu G_E/G_M \approx 1$, where $\mu$ is the proton magnetic moment. First polarization transfer measurements were performed at small $Q^2$ and confirmed this relation [19]. But when the momentum transfer values were increased up to $Q^2 \gtrsim 1$ GeV$^2$, results become unexpected: the ratio $G_E/G_M$ decreased monotonically as $Q^2$ increased and obviously disagreed with values obtained by Rosenbluth method. Since then, several other experiments were performed by both methods, in which the accuracy was improved and higher momentum transfers reached ($Q^2$ up to 8.5 GeV$^2$, Fig. 2). The values of $G_E/G_M$, obtained by different authors by the same method, agree with each other well, whereas the values obtained by different methods, significantly disagree. In particular, the ratio $G_E/G_M$, measured by the polarization transfer method, at not very high $Q^2$ was well-described by a linear function [28]

$$ \mu G_E/G_M = 1 - 0.135 (Q^2 - 0.24) $$

(solid line in Fig. 2).

One should note that such an asymptotic behaviour of the FFs contradict the results obtained in the framework of QCD. Perturbative QCD calculations yield the dependence $F_1 \sim Q^2 F_2$ at large $Q^2$, which is equivalent to $G_E/G_M \sim \text{const}$ [29] [30].

More accurate statistical analysis confirmed the above-mentioned statements. In particular, it was shown in Ref. [28] that

- the cross-sections, measured in Rosenbluth method, do not contain rough errors
- the cross-section, measured in different experiments, are consistent with each other
- there is no statistically sound parameterization of FFs, compatible with the results obtained by both methods

This led to the suggestion that, if we exclude a possibility of the rough error in the polarization transfer measurements, the discrepancy is likely caused by the terms of the next (second) order of the perturbation theory, which were neglected when deriving Eqs. (13) and (16).
Figure 2: Experimentally measured proton FF ratio. Squares — Rosenbluth method \[21, 22, 23, 24\], circles — polarization transfer method \[11, 13, 25, 26\]. Blue line — Eq. (17), dashed — parameterization from \[27\].

3 Second order perturbation theory

In the second order of the perturbation theory, several Feynman diagrams exist (Fig. 3): vacuum polarization \(3a\), electron-photon and proton-photon vertex corrections \(3b\) and \(3c\), respectively) and TPE diagram \(3d\).

We do not draw a diagram, analogous to \(3d\), with crossed photon lines, since we treat its lower part as already symmetrized with respect to photon interchange.

These diagrams have some new properties, which were absent in the Born approximation.

First, there is so-called infra-red (IR) divergence. The integrals, corresponding to diagrams Fig. 3b, c, d, are logarithmically divergent when virtual photon momenta go to zero. Thus, taking into account these diagrams, the elastic scattering cross-section becomes infinite. It is well-known that this stems from the incorrect formulation of the problem. Since any detector has finite energy resolution, it is impossible for the experiment to separate the elastic process from the process with additional emission of any number of soft photons with a total energy less than some threshold.

Thus the true observable is only \(\sigma(\Delta E)\) — the cross-section of such a process in which the sum of final electron and proton energies differs from the initial energy by not more than some \(\Delta E > 0\).

Figure 3: Second order diagrams.
This cross-section is convenient to calculate in the following way. Suppose that the photon has small but non-zero mass \( \lambda \). Then all IR-divergent integrals become finite, but instead contain terms, proportional to \( \ln \lambda \). The cross-section \( \sigma(\Delta E) \) is a sum of two quantities: the elastic scattering cross-section \( \sigma_{el} \) and the soft photon emission cross-section \( \sigma_{\gamma}(\Delta E) \). Either of these quantities is divergent at \( \lambda \to 0 \), but in sum the divergent terms exactly cancel, and the quantity \( \sigma(\Delta E) \) appears well-defined at \( \lambda \to 0 \).

The form of the IR-divergent terms can be determined without calculation of the scattering amplitude and even without the expansion in \( \alpha \) \(^{31}\). Indeed, if the quantity \( \Delta E \) is small, then the photon emission follows classical electrodynamics, and the photons are emitted independently of each other. The number of these photons will be Poisson-distributed random quantity; the probability of the scattering with emitting exactly \( n \) photons equals

\[
w_n = \frac{1}{n!} w^n \exp(-w),
\]

where \( w \) is the probability of a photon emission:

\[
w = \frac{\alpha}{\pi} \left( B_1 \ln \frac{\Delta E}{\lambda} + B_2 \right),
\]

where \( B_1 \) and \( B_2 \) are some functions of the particle momenta, which are known explicitly. So, we have a relation between the cross-section of the scattering with the emission of arbitrary number of photons \( \sigma(\Delta E) \) and the cross-section of the “elastic” scattering, i.e. without any emission \( \sigma_{el} \):

\[
\sigma_{el} = w_0 \sigma(\Delta E) = \exp(-w) \sigma(\Delta E),
\]

or

\[
\sigma(\Delta E) = \sigma_{el} \exp \left( \frac{\alpha}{\pi} \left( B_1 \ln \frac{\Delta E}{\lambda} + B_2 \right) \right)
\]

We see that for the IR-divergencies to cancel, the quantity \( \sigma_{el} \) must have the form

\[
\sigma_{el} = \sigma_0 \exp \left[ \frac{\alpha}{\pi} \left( B_1 \ln \frac{\lambda}{E} + B_3 \right) \right]
\]

where \( \sigma_0 \) is independent of \( \lambda \). Then

\[
\sigma(\Delta E) = \sigma_0 \exp \left[ \frac{\alpha}{\pi} \left( B_1 \ln \frac{\Delta E}{E} + B_2 + B_3 \right) \right]
\]

The auxilliary quantity \( \lambda \) disappears from the formulae, but instead the cross-section becomes dependent on \( \Delta E \). The cross-section of exactly elastic scattering, i.e. \( \lim_{\Delta E \to 0} \sigma(\Delta E) \), is zero. This is clear from the physical grounds: every collision of charged particles is accompanied by the emission of the electromagnetic waves, that is, soft photons.

Expanding \(^{(21)}\) in series in \( \alpha \), one can find the IR-divergent terms in \( \sigma_{el} \) in every order of the perturbation theory. They cancel with similar terms in the soft photon emission cross-section \( \sigma_{\gamma}(\Delta E) = \sigma(\Delta E) - \sigma_{el} \).

Then, what quantity is really measured in the experiments on elastic scattering? Aside from minor details, which can differ between experiments, the elastic cross-section measurement is performed in the following way. For every scattering event the energy \( E \) of the final particles (the electron and the proton) is determined. The typical histogram of \( E \) is shown in Fig.\(^{31}\) \( E_0 \) is the initial energy. (\( E \) can be greater then \( E_0 \) because of the beam non-monochromaticity, finite detector resolution and so on. The ideal experiment would yield the dashed curve; the solid curve, obtained in the real experiment is a convolution with a sort of “instrument function”). Then one chooses some \( \Delta E \) and all events with \( E > E_0 - \Delta E \) are formally counted as elastic. The corresponding cross-section \( \sigma(\Delta E) \) is proportional to the hatched area in Fig.\(^{31}\) and is called “uncorrected” or “measured” cross-section. Then the experimenters, starting from the measured quantity \( \sigma(\Delta E) \), try to calculate the elastic scattering cross-section in Born approximation, which is finally published as “the elastic cross-section with radiative corrections” (“corrected cross-section”) \( \sigma_{cor} \). The quantity \( \sigma(\Delta E) - \sigma_{cor} \) is called radiative correction and includes both the cross-section of the soft photon emission and the higher-order corrections to the elastic cross-section \( \sigma_{el} \). It can reach 20-30% (see, e.g. \(^{21}\)).
Figure 4: Number of the events $N$ depending on the final particles energy $E$ in the elastic scattering experiment.

It is clear that the radiative corrections are to be calculated theoretically. The standard procedure for this calculation was published in Ref. [32] and is based on the results of Ref. [33]. Most of the experimental works, especially older ones, used this procedure. Let us consider it in some detail.

For the vacuum polarization and electron-photon vertex correction (3a i 3b) one uses the exact expressions, obtained in QED [31]:

$$M_{2a} = f_a(q^2)M_1, \quad M_{2b} = f_b(q^2)M_1,$$

(23)

where

$$f_a(q^2) = \frac{\alpha}{3\pi} \ln \frac{-q^2}{m^2}$$

(24)

for the diagram 3a and

$$f_b(q^2) = -\frac{\alpha}{2\pi} \left( \frac{1}{2} \ln^2 \frac{-q^2}{m^2} + 2 \ln \frac{m}{\lambda} \ln \frac{-q^2}{m^2} \right)$$

(25)

for the diagram 3b (supposing that $-q^2 \gg m^2$). Due to presence of the large logarithm $\ln \frac{-q^2}{m^2}$ in the expressions (24, 25), these corrections may be quite large; in some high-energy experiments [21] muon and hadron vacuum polarization and higher order corrections to the electron-photon vertex were also taken into account.

The diagrams 3c and 3d in Refs. [32, 33] were calculated in so-called soft photon approximation (or Mo-Tsai approximation), that is, supposing that the momentum of one of the virtual photons is close to zero. This way one can exactly determine IR-divergent contribution, which must cancel the same term in the inelastic cross-section.

However, even if we forget the above, the diagrams 3a-3c cannot cause the discrepancy between Rosenbluth and polarization transfer methods in the measurements of the FFs. The point is that they all has the structure analogous to the Born amplitude, namely

$$M = -\frac{4\pi\alpha}{q^2} \bar{u}' \gamma_\mu u \cdot \bar{U} \delta\Gamma^\mu(q)U,$$

(26)

where

$$\delta\Gamma_\mu(q) = \delta F_1(q^2)\gamma_\mu - \frac{1}{4M} \delta F_2(q^2)\gamma_\mu \gamma\hat{q}. $$

(27)

Thus inclusion of these diagrams does not break the formulae obtained in the Born approximation, but leads only to the effective change $F_i \rightarrow F_i + \delta F_i$. Thus, though the results, obtained by both methods, may change, the change will be the same and the discrepancy cannot arise.

So we end up with the conclusion, the the only non-trivial diagram, which can be responsible for the discrepancy, is TPE diagram (Fig. 3d). The effect of TPE in three-way:

- first, now the amplitude has non-zero imaginary part, which gives rise to such effects as single-spin asymmetries (absent in OPE)
• second, there is a correction to the real part of the amplitude, which now has different tensor structure than in OPE, consequently breaking Rosenbluth formula.

• the TPE correction has opposite signs for $e^- p$ and $e^+ p$ scattering, leading to the charge asymmetry: the cross-section for electron and positron scattering are now different.

Note however, that in soft-photon approximation of Mo-Tsai the diagram Fig. 3d has the same factorization property as other three: it is proportional to the OPE amplitude:

$$\mathcal{M}_{2d}^{(\text{Mo-Tsai})} = f_d(\nu, q^2) \mathcal{M}_1$$  \hspace{1cm} (28)

Thus, non-trivial TPE effects come not just from TPE diagram, but from its IR-finite, hard-photon part $\mathcal{M}_{2d} - \mathcal{M}_{2d}^{(\text{Mo-Tsai})}$.

Another component that could contribute to the discrepancy between Rosenbluth and polarization transfer methods, is higher order (in $\Delta E$) corrections to bremsstrahlung cross-section $\sigma_{\gamma}(\Delta E)$, which, in the leading order in $\alpha$, is described by the diagrams Fig. 5. This was addressed in Refs. [34, 35], where the radiation by the electron (Fig. 5a,b) was thoroughly studied in a model-independent way; and in Ref. [36], where the radiation by the proton was studied in next-to-leading order in $\Delta E$, and it was shown that, at least at high $Q^2$, these corrections are smaller than TPE and do not influence the experimental results noticeably. Thus further we will concentrate on TPE corrections only.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{diagram.png}
\caption{Photon emission (bremsstrahlung) diagrams.}
\end{figure}

4 Structure of the TPE amplitude

In general case, the elastic scattering of the two non-identical particles with spin 1/2, such as electron and proton, is described by six scalar functions — invariant amplitudes, which may be taken as, for example, helicity amplitudes [31]. However, the typical energies involved in the electron-proton scattering experiments are several order of magnitude greater than the electron mass, thus the latter can be safely neglected. Then the electron helicity is conserved, and the number of amplitudes decreases to three, which can be chosen as [15]:

$$\mathcal{M} = \frac{4\pi\alpha}{q^2} \bar{u} \gamma_\mu u \cdot \vec{U} \left( \gamma^\mu \hat{F}_1 - \frac{1}{4M} [\gamma^\mu, \vec{q}] \hat{F}_2 + \frac{P^\mu}{M^2} \vec{K} \hat{F}_3 \right) U.$$  \hspace{1cm} (29)

The invariant amplitudes, or generalized FFs, $\hat{F}_i$ are functions of the two kinematical variables, $\nu = 4PK$ and $t = q^2$. In the Born (OPE) approximation, the dependence on $\nu$ disappears, and the amplitudes reduce to the usual FFs:

$$\hat{F}_1^{(\text{Born})}(\nu, t) = F_1(t),$$
$$\hat{F}_2^{(\text{Born})}(\nu, t) = F_2(t),$$
$$\hat{F}_3^{(\text{Born})}(\nu, t) = 0$$

(compare (29) with (7) and (9)). The TPE diagram gives a contribution of order $O(\alpha)$ to each of these amplitudes. It is clear that one can choose any three independent linear combinations of $\hat{F}_i$ as invariant amplitudes. Some authors introduce, in analogy with the electric and magnetic FFs, the quantities

$$\hat{G}_M = \hat{F}_1 + \hat{F}_2 \quad \text{and} \quad \hat{G}_E = \hat{F}_1 - \tau \hat{F}_2.$$
However the most convenient choice of the amplitudes is, to our opinion, the following:

\[
\begin{align*}
G_E &= \tilde{F}_1 - \tau \tilde{F}_2 + \nu \tilde{F}_3 / 4M^2 \\
G_M &= \tilde{F}_1 + \tilde{F}_2 + \varepsilon \nu \tilde{F}_3 / 4M^2 \\
G_3 &= \nu \tilde{F}_3 / 4M^2
\end{align*}
\]

Then, if the scattering amplitude has the general form (20), the unpolarized cross-section becomes

\[
d\sigma = \frac{2\pi\alpha^2 dt}{E^2 t} \frac{1}{1 - \varepsilon} \left( \varepsilon |G_E|^2 + \tau |G_M|^2 + \tau \varepsilon^2 \frac{1 - \varepsilon}{1 + \varepsilon} |G_3|^2 \right)
\]

This formula is exact and do not rely on the expansion in \(\alpha\). We see that, in analogy with the Rosenbluth formula, there is no interference terms. Eq. (14) for the final proton polarization in the polarization transfer method turns to

\[
S = \frac{-\lambda \sqrt{1 - \varepsilon^2}}{\varepsilon |G_E|^2 + \tau |G_M|^2} \text{Re}\tilde{G}_M^* \left[ (\tilde{G}_M + \varepsilon (1 - \varepsilon) \tilde{G}_3) \tau \xi_\parallel + \sqrt{2\varepsilon \tau \varepsilon M \tilde{G}_E \xi_\perp} \right]
\]

Contrary to the Born approximation, in general case the amplitudes \(G\) are complex-valued. Their imaginary part is proportional to \(\alpha\) and comes exclusively from the TPE diagram. On the other hand, the equations (31), neglecting terms of order \(O(\alpha^2)\), contain only their real parts. This follows from the fact that the Born amplitudes are real; e.g.,

\[
|G_E|^2 = (G_E + \text{Re} \delta G_E)^2 + (\text{Im} \delta G_E)^2 = G_E^2 + 2G_E \text{Re} \delta G_E + O(\alpha^2),
\]

where \(\delta G_E\) is the TPE amplitude. The imaginary part of the amplitudes gives rise to the new type of observables — single-spin asymmetries.

In the first order of the perturbation theory, for the unpolarized scattering the final particles are unpolarized as well. If only one of the initial particles is polarized, the scattering cross-section is independent of its spin and still follows Eq. (10). With taking into account TPE, such dependence arises. The situation where the spin of polarized particle is perpendicular to the reaction plane, is of special interest. Since in this case it has only two possible directions (say, up and down) then, denoting corresponding cross-sections as \(\sigma_\uparrow\) and \(\sigma_\downarrow\), we define the asymmetry as

\[
A_n, B_n = \frac{\sigma_\uparrow - \sigma_\downarrow}{\sigma_\uparrow + \sigma_\downarrow}.
\]

When the polarized particle is proton (the target) this quantity is called “target normal spin asymmetry” (TNSA), and denoted \(A_n\), and when it is electron it will be denoted \(B_n\) and called “beam normal spin asymmetry” (BNSA).

The interesting properties of these quantities are:

- as it was stated above, both asymmetries are strictly zero in the OPE approximation, thus the leading contribution to the asymmetry is given by TPE.
- they are expressed via the imaginary part of the scattering amplitude, which significantly simplifies theoretical calculations.
- the asymmetry does not contain IR divergencies. This can be inferred immediately from the definition (33): both cross-sections, \(\sigma_\uparrow\) and \(\sigma_\downarrow\), contain the same IR-divergent factor (the exponent from Eq. (21)), which thus cancels. Therefore, there is no need for radiative corrections in the measurements of the asymmetry.

TNSA can be expressed via the amplitudes \(G\), introduced above, as

\[
A_n = \frac{\sqrt{2\varepsilon \tau (1 + \varepsilon)}}{\tau G_M^2 + \varepsilon G_E^2} \left[ G_E \text{Im} \left( G_M + \frac{\varepsilon (1 - \varepsilon)}{1 + \varepsilon} G_3 \right) - G_M \text{Im} G_E \right] + O(\alpha^2).
\]

BNSA cannot be expressed via these amplitudes, since it vanishes for the zero electron mass. Thus it also depends on the other three amplitudes, which were neglected in Eq. (29).

Single-spin asymmetries are considered in detail in Sec. 5.

Calculation of the whole TPE amplitude (and not just its imaginary part) is a difficult task. Early works, considering TPE for the electron-proton scattering [37, 38], has the following common drawbacks:
• usually the proton is considered as a source of constant external field (static approximation, $M \rightarrow \infty$).
• only cross-section correction is calculated but not the scattering amplitude, which has three independent components $29$.

The main difficulties with the rigorous calculation of the TPE amplitudes are the need to take into account large number of the intermediate states and the FFs in the $\gamma^* p$ vertices.

5 Imaginary part effects

Let us demonstrate that the single-spin asymmetry (say, TNSA) is proportional to the imaginary part of the TPE amplitude $39$. Recall that TNSA is defined as

$$A_n = \frac{\sigma_\uparrow - \sigma_\downarrow}{\sigma_\uparrow + \sigma_\downarrow}$$

(35)

where $\sigma_\uparrow$ and $\sigma_\downarrow$ are cross-sections for the unpolarized electron scattering off the polarized proton with the spin perpendicular to the scattering plane, directed either up ($\sigma_\uparrow$) or down ($\sigma_\downarrow$). Denote the initial state $|i\rangle$, and the final state $|f\rangle$; the same states with the spins reversed are marked by a hat: $|\hat{i}\rangle$ and $|\hat{f}\rangle$. Then the cross-sections of our interest are, up to a constant factor

$$\sigma_\uparrow = \sum |T_{f\hat{i}}|^2, \quad \sigma_\downarrow = \sum |T_{\hat{f}i}|^2 = \sum |T_{\hat{f}\hat{i}}|^2,$$

(36)

where $\sum$ mean summation over the spins of the initial and final electron and the final proton. Acting on the states $|i\rangle$ and $|f\rangle$ by time reversal ($\Theta_T$) and rotation around the normal to the scattering plane by $180^\circ$ ($\Theta_R$), see Fig. 6 we have

$$\Theta_R\Theta_T|i\rangle = \eta_i|\hat{i}\rangle, \quad \Theta_R\Theta_T|f\rangle = \eta_f|\hat{f}\rangle,$$

(37)

where $\eta_i, \eta_f$ are some phases, $|\eta_i, \eta_f|^2 = 1$. From $T$-invariance of the electromagnetic interaction it follows that

$$T_{\hat{f}\hat{i}} = \eta_i \eta_f^* T_{fi}.$$

(38)

With the help of Eq. (38) the cross-section difference can be written as

$$\sigma_\uparrow - \sigma_\downarrow = \sum \left[ |T_{f\hat{i}}|^2 - |T_{\hat{f}i}|^2 \right] =$$

$$= \frac{1}{2} \sum \left[ (T_{f\hat{i}}^* + T_{\hat{f}i})(T_{f\hat{i}} - T_{\hat{f}i}^*) - (T_{f\hat{i}}^* + T_{\hat{f}i}^*)(T_{f\hat{i}} - T_{\hat{f}i}) \right] =$$

$$= \frac{1}{2} \sum \left[ (T_{f\hat{i}}^* + T_{\hat{f}i})(T_{f\hat{i}} - T_{\hat{f}i}^*) - (T_{f\hat{i}}^* + T_{\hat{f}i})^*(T_{f\hat{i}} - T_{\hat{f}i}) \right].$$

(39)

The unitarity condition says

$$T_{f\hat{i}} - T_{\hat{f}i}^* = i \sum_n T_{fn} T_{in}^*,$$

(40)

where the summation goes over the complete set of intermediate states $n$. In the case of electromagnetic interaction $T$-matrix elements are proportional to the small quantity $\alpha$. This means that in the first order in $\alpha$ $T$-matrix is hermitian:

$$T_{f\hat{i}}^{(1)} = T_{f\hat{i}}^{(1)*},$$

(41)

Figure 6: To the derivation of formula for TNSA
and the antihermitian part (which is usually somewhat inaccurately called “imaginary”) arises only in the second order:

\[ T_{ji} - T_{ij}^* = i \sum_n T_{fn}^{(1)} T_{im}^{(1)} + O(\alpha^3). \] (42)

Inserting (42) in (39), we see that in the first non-vanishing order in \( \alpha \) the asymmetry has the form

\[ A_n \approx i \sum_n \frac{\sum T_{fn}^{(1)} \left( T_{ni}^{(1)} T_{if}^{(1)} - T_{ni}^{(1)} T_{if}^{(1)} \right)}{\sum \left( |T_{fi}^{(1)}|^2 + |T_{ij}^{(1)}|^2 \right)} \] (43)

Of course, similar equation holds for the BNSA (when the polarized particle is electron).

The outer summation in Eq. (43) goes over all states \( n \) that can be produced in the interaction of the electron with the proton. In the first order in \( \alpha \) they must consist of the electron and some hadronic state with baryon number 1, charge +1, and invariant mass \( W \leq \sqrt{s} \). This hadronic state can be bare proton, proton plus some number of mesons (\( \pi p, \pi\pi p, \eta p \ldots \)) or proton-antiproton pairs (\( pp\bar{p} \)) etc. The contribution of the bare proton as the intermediate hadronic state is called the elastic contribution (as the production of this state would be the elastic process); other contributions are called inelastic.

The main problem in calculations of the asymmetry comes from the inelastic contribution, since at not-so-small energies the number of allowed intermediate states can be large, therefore one has to use some model for these states.

### 5.1 TNSA

The TNSA was first considered in Refs. [39, 40]. The elastic part was calculated directly and the inelastic part was constrained using a sort of Cauchy inequality:

\[ |T_{fi} - T_{ij}^*| = \left| \sum_n T_{fn}^{*} T_{in}^{(1)} \right| \leq \sqrt{\sum_n |T_{fn}^{*}|^2 \sum_n |T_{in}^{(1)}|^2} \sim \sqrt{\bar{\sigma}_f \bar{\sigma}_i} \] (44)

where \( \bar{\sigma}_i (\bar{\sigma}_f) \) is total inelastic cross-section from the state \( i (f) \).

The advantage of such an approach is that the above expression includes only experimentally measurable quantities, thus the constraint is model-independent. However, as it was already noted by the authors, while for the near-forward scattering the bound given by the Eq. (44) is likely a good approximation to the imaginary part of the amplitude, for the large-angle scattering it probably far overestimates its true value. Thus we need to do more accurate estimate of the inelastic contribution to the TNSA.

Such calculations were performed in Refs. [41, 42]. In Ref. [41] the intermediate states included in the unitarity relation were \( \pi N \) states. These are lowest inelastic states possible (other inelastic states include \( \pi\pi p N, \pi\pi\pi N, \eta p N \) and so on, and their contribution was neglected). The amplitudes of the pion electroproduction \( \gamma^* N \rightarrow \pi N \) which enter unitarity condition in this case, are reasonably well-known and were taken from the MAID model [43].

In Ref. [42] the lowest resonances were used instead, namely, \( P_{33}(1232), D_{13}(1520), S_{11}(1535), F_{15}(1680) \) and \( P_{11}(1440) \), with transition amplitudes fitted from the experimental data. Compared to Ref. [41], on one hand, we include some states other than \( \pi N \), since the resonances are not 100% composed of \( \pi N \), but on the other hand we leave out nonresonant pion production.

It was found that the contributions of the resonances tend to cancel each other, and that for the larger energies the asymmetry (and the imaginary part of the TPE amplitude as well) is dominated by the elastic part. Since the real and imaginary parts of the amplitude are connected via dispersion relations, it was suggested that the elastic contribution is a good approximation for the real part of the TPE amplitude as well.

### 5.2 BNSA

The BNSA is proportional to the lepton mass and vanishes in the \( m \rightarrow 0 \) limit. Indeed, a state with the electron spin perpendicular to the scattering plane is the superposition of the states with positive and negative helicity, with the coefficients differing only in phase. But the helicity of a massless particle is conserved, thus there is no interference between different helicities and the cross-sections \( \sigma_\| \) and \( \sigma_\perp \) are equal.
However, numerically the asymmetry is not as small as one may expect, since it contains logarithmic \((\ln Q^2/m^2)\) and double-logarithmic \((\ln^2 Q^2/m^2)\) enhancements, as it was shown in Refs. [44, 45, 46]. The interplay between these terms is such that \(\ln Q^2/m^2\) term dominates at forward angles and the \(\ln^2 Q^2/m^2\) term at backward ones, because of different powers of \(Q^2\) in front of the logarithms.

The following representation of BNSA can be easily derived from Eq. (43):

\[
B_n = \frac{i \alpha q^2 m}{2\pi^2 D} \int \frac{d^3 k''}{2\epsilon'' q_1 q_2} Y(W, q_1^2, q_2^2) + o(m),
\]

where function \(Y(W, q_1^2, q_2^2)\) is a contraction of leptonic and hadronic tensors describing virtual Compton scattering, whose exact form is not needed here, \(W = (p + k - k'')^2\) is the invariant mass of the hadronic intermediate state, and \(D = \frac{4(2s + q^2 - 2M^2)^2}{4M^2 - q^2}(4M^2G_E^2 - q^2G_M^2) + 4q^2(4M^2G_E^2 + q^2G_M^2)\). The double-logarithmic terms, found in Ref. [46], arise from the approximate formula

\[
\int \frac{d^3 k''}{2\epsilon'' q_1 q_2} Y(W, q_1^2, q_2^2) \approx \frac{\pi}{4Q^2} Y(\sqrt{s}, 0, 0) \ln^2 \frac{Q^2}{m^2},
\]

which yields

\[
B_n \approx B_n^\text{(lin^2)} = -\frac{i \alpha m}{8\pi D} Y(\sqrt{s}, 0, 0) \ln^2 \frac{Q^2}{m^2}.
\]

The following properties of these double-logarithmic contributions are notable: it is produced by the intermediate states with the maximal kinematically possible invariant mass, \(W = \sqrt{s}\). Therefore the elastic contribution does not take part here, and energy dependence of asymmetry has resonance form with maxima at the positions of prominent resonances.

The double-logarithmic contribution has the following asymptotic at small \(Q^2\):

\[
B_n^\text{(lin^2)} \sim Q^3 \ln^2 \frac{Q^2}{m^2}.
\]

in agreement with the results of Ref. [45].

Another approach was used in Ref. [44]. While in Ref. [46] we searched for the terms with the highest power of the large logarithm, the authors of Ref. [44] seek for the slowest-decreasing terms at \(Q \to 0\). The result was the following:

\[
B_n \approx B_n^\text{lin} = -\frac{2m(s - M^2)^2}{\pi^2 D} \left( G_E^2 + \frac{q^2}{M^2} G_M^2 \right) Q \ln \frac{Q^2}{m^2} \sigma_{\text{tot}},
\]

where \(\sigma_{\text{tot}}\) is total photoabsorption cross-section on the proton, i.e. the cross-section of the reaction \(\gamma p \to X\).

Note that Eqs. (49) and (48) are distinct contributions and should in general be added together. The approximation of Eq. (49) is valid for very small scattering angles,

\[
\sin^2 \frac{\theta}{2} \ln \frac{Q^2}{m^2} \ll 1,
\]

while the double-logarithmic approximation of Eq. (48) is valid upon the reverse condition

\[
\sin^2 \frac{\theta}{2} \ln \frac{Q^2}{m^2} \gg 1.
\]

6 Calculation of the TPE amplitude

The calculation of real part of the TPE amplitude is more complicated task, since the intermediate hadronic state is here virtual and, regardless of the total energy, states of all masses can contribute. There are two main ways of such calculation: “hadronic” approach (Sec. 6.1) and “parton-quark” one, suitable for high \(Q^2\) (Sec. 6.2).
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First, the \(\gamma\) elastic contribution is to be considered for in the amplitude come exclusively from the elastic contribution; the inelastic one is always IR-finite. Only the contribution is easier to calculate, and in many situations it is the dominant one. Also, the IR-divergent terms enter the vertex, is virtual, it should differ from the usual

It is well-known that any product of \(\gamma\) the proton propagator is the same as that of point Dirac particle and the \(\gamma\) FF s, which are not known experimentally.

The expression, corresponding to the box diagram in Fig. 7, is

\[
\Gamma(\mu) = \frac{1}{4M} F_2(q^2)[\gamma_i, q]\quad\text{or}\quad \Gamma(\mu) = \frac{1}{2M} (p + p')\mu,
\]

This expression was chosen because it preserves gauge invariance, while other common one, equivalent in the case of on-shell proton,

\[
\Gamma(\mu) = (F_1 + F_2)\gamma_\mu - F_2 \frac{(p + p')\mu}{2M}
\]

does not. This approximation is schematically depicted in Fig. the full TPE contribution is approximated by the sum of two diagrams, called “box” and “crossed-box” diagrams. They are related by crossing symmetry, thus the scattering amplitude is

\[
\mathcal{M} = \mathcal{M}^{(\text{box})} + \mathcal{M}^{(\text{xbox})} = \mathcal{M}^{(\text{box})}(\nu, t) - \mathcal{M}^{(\text{box})}(-\nu, t)
\]

Some technical details of the calculation are given below.

### 6.1 Hadronic approach

The “hadronic” approach implies that the intermediate states in the lower part of diagram Fig. 3 are sets of hadrons. Certainly, unlimited number of variants is possible here, and just lowest-mass states are usually taken into account.

As with calculation of imaginary part, we distinguish “elastic contribution”, which arises when the intermediate state is the proton itself, and inelastic one, coming from all other intermediate states. The elastic contribution is easier to calculate, and in many situations it is the dominant one. Also, the IR-divergent terms mediate state is the proton itself, and inelastic one, coming from all other intermediate states. The elastic contribution is to be considered for \(e\mu\) (instead of \(ep\)) scattering, which was done in Ref. [14].

The difference of the \(ep\) scattering from the \(e\mu\) case is that the proton has internal structure, and thus the question arises, what is its propagator and \(pp\) vertex function? It was argued that, since one of the protons entering the vertex, is virtual, it should differ from the usual \(pp\) e.m. vertex and contain so-called off-shell FFs, which are not known experimentally.

Nevertheless, as an approximation, the TPE diagram was calculated in Ref. [14, 48] under assumption that the proton propagator is the same as that of point Dirac particle and the \(pp\) vertex coincide with the usual on-shell one:

\[
\Gamma(\mu) = \frac{1}{4M} F_2(q^2)[\gamma_i, q], \quad \text{or} \quad \Gamma(\mu) = \frac{1}{2M} (p + p')\mu.
\]

First, the \(\gamma\)-matrix structure of the formula must be reduced to that of Eq. (29). This can be done in two stages.

\[
\frac{1}{2q^2} \overline{u'} \gamma_\nu \gamma_\mu u = -\frac{1}{4} (q_\mu u') K^{\nu} K^{\nu} u', \quad \text{or} \quad \frac{1}{4} q^2 \overline{u'} \gamma_\nu q^{\nu} u = -\frac{1}{4} (q_\mu u') K^{\nu} K^{\nu} u + m(q_\mu u' - q^{\nu} u, u)(K_\mu q_\nu - K_{\nu} q_\mu).
\]

(and similarly for the proton spinors, with the replacement \(K\rightarrow P\), \(q\rightarrow -q\)). Using these identities, \(\mathcal{M}\) can be represented as a linear combination of the four structures, of the form

\[
\overline{u'} \gamma_\mu U, \quad \overline{u'} \gamma_\nu U, \quad \overline{u'} \gamma_\mu u, \quad \overline{u'} \gamma_\mu U, \quad \text{and} \quad \overline{u'} \gamma_\nu U.
\]
The 2nd and 3rd combinations would violate $T$-invariance and thus do not actually appear; and the last combination does not appear due to negligibly small electron mass.

Now the task is to calculate the coefficients in front of these structures and compare the resulting amplitude with Eq. (29) to obtain generalized FFs. The combinations that would violate $T$-invariance automatically receive zero coefficients after the integration.

At this stage, we obtain for the generalized FFs expressions like

$$
\delta G = \sum_{i,j=1}^{2} \int d^4 k'' \frac{F_i(t_1)F_j(t_2)}{t_1t_2} \left[ \frac{A_{ij}(t_1,t_2,\nu,t)}{(k'^2 - m^2)(p'^2 - M^2)} + \frac{A_{k,ij}(t_1,t_2,\nu,t)}{k'^2 - m^2} + \frac{A_{p,ij}(t_1,t_2,\nu,t)}{p'^2 - M^2} + A_{1,ij}(t_1,t_2,\nu,t) \right]
$$

which contain elastic proton FFs $F_i$. The functions $A_{ij}$ are polynomials in $t_1$, $t_2$ and rational functions in $\nu$. To proceed further, the FFs are parameterized as a sum of fixed poles:

$$
\frac{F_i(t)}{t} = \sum_a \frac{c_{ia}}{t - m_a^2}.
$$

The integral (59) is then represented as a linear combination

$$
\delta G = \sum_{i,j=a,b} c_{ia}c_{jb} \int \frac{d^4 k''}{(t_1 - m_a^2)(t_2 - m_b^2)} \times
$$

$$
\times \left\{ \frac{A_{ij}(m_a^2, m_b^2, \nu, t)}{(k'^2 - m^2)(p'^2 - M^2)} + \frac{A_{k,ij}(m_a^2, m_b^2, \nu, t)}{k'^2 - m^2} + \frac{A_{p,ij}(m_a^2, m_b^2, \nu, t)}{p'^2 - M^2} + A_{1,ij}(m_a^2, m_b^2, \nu, t) \right\}
$$

The integrals of the form

$$
\int \frac{d^4 k''}{(t_1 - m_a^2)(t_2 - m_b^2)(k'^2 - m^2)(p'^2 - M^2)},
$$

$$
\int \frac{d^4 k''}{(t_1 - m_a^2)(t_2 - m_b^2)(k'^2 - m^2)},
$$

$$
\int \frac{d^4 k''}{(t_1 - m_a^2)(t_2 - m_b^2)},
$$

entering Eq. (61) are known as 4-point, 3-point and 2-point functions, respectively [49], and can be calculated either analytically or numerically.

Finally the IR-divergent contribution should be subtracted (see also discussion in Sec. 3), which is equal

$$
\delta G_E^{(IR)} = f^{(IR)} G_E, \quad \delta G_M^{(IR)} = f^{(IR)} G_M, \quad \delta G_3^{(IR)} = 0
$$

where the factor $f^{(IR)}$ depends on the particular method of radiative corrections calculation. In the prescription of Mo-Tsai [32], which was widely used in experiments, it is equal

$$
f^{(Mo-Tsai)} = \frac{\alpha}{\pi} \left\{ \ln \frac{4M^2\lambda^2}{\nu^2 - t^2} \ln \frac{\nu - t}{\nu + t} - \text{Li}_2 \left( 1 - \frac{\nu - t}{2M^2} \right) - \text{Li}_2 \left( 1 - \frac{\nu + t}{2M^2} \right) \right\}
$$

In some recent experiments the so-called Maximon-Tjon prescription [50] is used instead of Mo-Tsai, which (naturally) has the same divergent part, but differs from the latter in finite terms:

$$
f^{(MT)} = \frac{\alpha}{\pi} \ln \left( \frac{\nu - t}{\nu + t} \right)
$$

6.1.2 Time-like region problem

However, there is a problem with this approach, which was pointed out in Ref. [51]. The procedure, described above, involves FF fitting. But the FFs are measured experimentally only in the space-like region ($Q^2 > 0$), and...
naturally the fit is done over that region only. In the time-like region \((Q^2 < 0)\) the difference between the actual FFs and the fit can be significant. But the integration in Eqs.\((55, 59)\) goes over both space-like and time-like regions, and therefore the results of calculations using such fit are doubtful.

To overcome this problem, in Ref.\([51]\) another method of integration was used. Using the analytic properties of FFs, Eq.\((59)\) was transformed via Wick rotation, resulting in the other integral, containing FFs for space-like \(Q^2\) only:

\[
\delta G = 2 \sum_{i,j=1}^{2} \int_{t_1, t_2 \leq 0} K_{ij}(t_1, t_2) F_i(t_1) F_j(t_2) dt_1 dt_2, \tag{69}
\]

where \(K_{ij}(t_1, t_2)\) are certain known functions.

This result implies that fitting FF in the space-like region only is fine, as long as the analytic structure of FFs is preserved by the fit, i.e. all singularities lie on the negative real axis. In this case the integral effectively depends on FFs at \(Q^2 > 0\) only.

Trying calculation with different FF parameterizations, it was found that results are almost insensitive to it.

6.1.3 Dispersion approach

However, the problem of the off-shell FFs remained unsolved. To resolve this problem, the dispersion method was proposed\([52]\).

The idea is that at first, the imaginary part of the TPE amplitude is calculated. This is done with the help of the unitarity condition \([42]\), where the intermediate states are on-shell, therefore one can employ usual FFs, measured experimentally.

Then the real part of the amplitude is reconstructed via the dispersion relations, and it appears that (in the case of single-particle intermediate state, either elastic or inelastic) such reconstruction can be done analytically and independently of particular FFs.

Calculations with this method were first done for the elastic intermediate state\([52]\). It was found that the elastic contribution, calculated in Ref.\([52]\) with dispersion approach, differs from the results of Refs.\([48, 51]\), but the difference is very small numerically.

6.1.4 Inelastic contribution

Later on, calculations like\([48]\) were performed for the inelastic contribution: namely, \(\Delta(1232)\)\([53]\) and higher resonances\([51]\) as intermediate states. The width of resonances was neglected: they were considered as zero-width particles with proper spin-parity and on-shell transition FFs. For their propagators, usual propagators of spin-1/2 and spin-3/2 particles were used.

The results were that contributions of the resonances are smaller than the elastic one, the largest of them is the \(\Delta(1232)\) contribution, and the contributions of different resonances have different signs, partly cancelling each other.

The approach of Ref.\([51]\) can also be applied in this case, showing that it is still sufficient to fit the transition amplitudes at \(Q^2 > 0\) only \([55]\).

However, it is clear that neglecting the resonance width completely is not good idea, as the width may be even comparable to mass (as in Röper resonance \(N^*(1440)\)); also the problem of proper choice of propagator and transition FFs remains unsolved. Thus, the dispersion approach of Ref.\([52]\) was applied to the calculation of the inelastic contribution. In Ref.\([50]\), the contribution of zero-width \(\Delta\) resonance was calculated within this approach and in Ref.\([57]\) the full \(P_{33}\) channel of the \(\pi N\) system was included, effectively taking into account \(\Delta\) resonance with realistic width and shape (as \(\Delta\) almost 100% consists of \(\pi N\)). In Ref.\([58]\) the same approach was used to include all \(\pi N\) states with spin 1/2 and 3/2 (namely, \(S_{11}, S_{31}, P_{11}, P_{31}, P_{13}, P_{33}, D_{13}\) and \(D_{33}\) channels). Here the \(\pi N\) system with c.m. energy \(W\) was treated as a single particle with proper spin-parity, mass \(W\) and transition FFs derived from the pion photoproduction amplitudes, which, in turn, were taken from the MAID model\([43]\).

The results were the following. At small \(Q^2\) the inelastic contribution to TPE amplitudes is very small (negligible compared to the elastic one); at intermediate energies it has resonance shape with maxima near the positions of prominent resonances, which are sharp if we neglect resonance width (Ref.\([50]\)) and become smooth if we properly account it (Refs.\([57, 58]\)); and at high \(Q^2\) it is gradually growing with \(Q^2\).
The main contribution among all inelastic channels comes from the $P_{33}$ channel where $\Delta(1232)$ lives, and overall, larger contributions come from the channels with quantum number of lightest resonances. Though the TPE corrections to the cross-section and to the magnetic FF are dominated by the elastic contribution, it was found that the agreement with experimental data improves after taking into account the inelastic contribution. It was also found that the correction to the $G_E$ FF due to inelastic states is relatively large, growing almost linearly with $Q^2$ at $Q^2 \gtrsim 2 \text{ GeV}^2$, and soon exceeds the elastic one.

6.2 High $Q^2$

At high $Q^2$, the hadronic approach becomes doubtful, because of large number of intermediate states involved. On the other hand, at high $Q^2$ proton-virtual photon interaction can be treated with the help of special technics, developed for that case: generalized parton distributions (GPDs) and perturbative quantum chromodynamics (pQCD).

The GPD is a generalization of parton distribution functions, which are used in describing deep inelastic scattering [59]. In the GPD model of Ref. [60], both virtual photons interact with the same quark (on contrary, in pQCD such diagrams are suppressed by a factor $\alpha_s$, since they need extra gluon to be exchanged between quarks, see below). The TPE amplitude is obtained as a convolution of the TPE amplitude of the elastic electron-quark process with the distribution of quarks in proton — GPD. Authors of Ref. [60] claim that the diagrams, in which two photons interact with different quarks, are “subleading in $Q^2$ because of the momentum mismatches in the wavefunctions”.

The pQCD can be used, in particular, to describe high-$Q^2$, high-energy exclusive reactions with hadrons, such as elastic lepton scattering [29]. Though straightforward application of pQCD yields results, which are not very consistent with the experiments (in particular, magnetic FF of the proton becomes zero and that of the neutron turns positive), it was shown that introducing phenomenological quark distribution amplitude allows to obtain reasonable agreement at currently accessible experimental energies. In pQCD approach, the scattering amplitude is split into hard “core”, which describes scattering on a set of (asymptotically free) quarks, and calculated according to QCD perturbation theory, and quark distribution amplitudes, which connect physical hadron with multi-quark states and are determined empirically with the help of various sum rules.

PQCD representation of TPE has an important feature: comparing pQCD diagrams for OPE (Fig. 8a) and TPE (Fig. 8b), one can see that the former includes 1 photon and 2 gluon exchanges, producing a factor of $\alpha^2\alpha_s$, whereas for the TPE we have 2 photons and 1 gluon, which gives a factor of $\alpha^2\alpha_s$. This way in pQCD the ratio TPE/OPE is of order $\alpha/\alpha_s$, which is much larger than naive $\alpha$, and raises with $Q^2$, as $\alpha_s$ decreases.

In Ref. [61] the TPE corrections to the elastic $eN$ scattering were calculated in leading-order pQCD. In this approximation, only non-spin-flipping amplitudes exist — $\delta G_M$ and $\delta G_3$, whereas $\delta G_E$ (as $G_E$ itself) cannot be assessed: they are subleading-order effects. It is convenient to use normalized TPE amplitudes: $\delta G_M/G_M$ and $\delta G_3/G_M$, where both numerator and denominator are calculated according to pQCD. This way we also avoid uncertainty coming with the absolute normalization of the quark distribution amplitudes.

The results are:

$$\left( \frac{\delta G_M}{G_M}, \frac{\delta G_3}{G_M} \right) = \frac{3\alpha}{\alpha_s} \frac{\langle \phi(y_1) | T_{\delta G_M} T_{\delta G_3} | \phi(x_1) \rangle}{\langle \phi(y_1) | T_{G_M} | \phi(x_1) \rangle} \quad (70)$$
Figure 9: TPE amplitude $\delta G_M$ vs. $Q^2$ at $\varepsilon = 0.5$ (left) and $\varepsilon = 0.1$ (right). Dashed curves show “hadronic approach” calculations, with two different FF parameterizations.

with

$$T_{G_M} = (1 + h_1 h_3) \left\{ \frac{2e_1}{x_1 y_3 (1-x_1)^2 (1-y_3)} + \frac{2e_1}{x_2 y_2 (1-x_1)^2 (1-y_1)} \right\}$$

$$T_{\delta G_M} = \frac{e_1 e_2 (1-h_1 h_3)}{x_2 y_2 x_3 y_3 (1-x_2) (1-y_2)} \left\{ \frac{\nu (x_2 - y_2) - q^2 (x_2 + y_2 - 2 x_2 y_2) + i0}{2 \nu} \right\}$$

$$T_{\delta G_3} = \frac{e_1 e_2 (1-h_1 h_3)}{x_2 y_2 x_3 y_3 (1-x_2) (1-y_2)} \left\{ \frac{\nu (x_2 - y_2) - q^2 (x_2 + y_2 - 2 x_2 y_2) + i0}{2 \nu} \right\}$$

where $\phi(x_i) \equiv \phi(x_1, x_2, x_3)$ are quark distribution amplitudes, $e_i$ are quark charges, and $h_i$ are doubled helicities.

Soon afterwards the same results were obtained in Ref. [62].

Main features of this result are:

• the TPE amplitude is proportional to $\alpha/\alpha_s$, which means approximately logarithmic growing with $Q^2$,

• it has identical $\varepsilon$-dependence at any fixed $Q^2$,

• absence of IR divergence — it is easy to see that IR-divergent terms are subleading in $\alpha_s$,

• the main contribution in pQCD regime comes from the area where both virtual photons are hard, $Q_1^2 \sim Q_2^2 \sim Q^2$.

It was also shown that the results of “hadronic” and pQCD approaches are compatible with each other at lower $Q^2$, and rather smooth transition from “hadronic” to pQCD regime seems to occur at $Q^2 \gtrsim 3$ GeV$^2$, Fig. 9.

In Ref. [63] authors argued that, though pQCD approach gives good approximation of “hard contribution”, i.e. contribution where both virtual photons are hard, the “soft” contribution like one considered in Ref. [60] is not negligible at actual experiments kinematics, and should be added. This idea was tried in Ref. [63], where the soft contribution was calculated in so-called soft collinear exchange (SCET) approach.

6.3 Low $Q^2$ and proton radius

The behaviour of TPE amplitudes at low $Q^2$ and energies is of special interest not only by itself, but also because this may affect proton radius extraction.
The proton electric radius $r_E$ is defined by

$$r_E^2 = \left. \frac{1}{6} \frac{dG_E}{dQ^2} \right|_{Q^2=0}$$ \hspace{1cm} (74)

and equals, in the nonrelativistic approximation, to the r.m.s. radius of the electric change distribution inside the proton. This important quantity not only shows the proton “size”, but influence other observables such as sizes of light nuclei, Lamb shift and hyperfine splitting in hydrogen, etc. Similarly defined magnetic radius $r_M$ gives r.m.s. radius of the magnetic moment distribution

$$r_M^2 = \left. \frac{1}{6} \frac{dG_M}{dQ^2} \right|_{Q^2=0}$$ \hspace{1cm} (75)

The value of $r_E$ is usually determined from low-energy $ep$ scattering, by measuring $G_E$ form factor at reasonably small $Q^2$ and extrapolating to $Q^2 = 0$ to find the derivative. This approach was however criticized in [64], since on the one hand, at larger $Q^2$ the result is influenced by higher-order (in $Q^2$) terms, but on the other hand, too low-$Q^2$ measurements are more prone to systematic errors.

If $Q^2 \to 0$ and $E \to 0$, the proton can be considered as a point particle and the TPE reduces to second Born approximation for the scattering in Coulomb potential, which was studied long ago in Refs. [65, 66]. The corresponding contribution to the cross-section is sometimes called “Coulomb correction”:

$$\frac{\delta \sigma}{\sigma} = \frac{\alpha \pi}{1 + \sin^2 \theta}$$ \hspace{1cm} (76)

It was shown to affect proton radius extraction [67]: after including Coulomb corrections, $r_E$ increased by (0.008 – 0.013) fm depending on the fit strategy.

In a somewhat more precise approach, the proton is considered as a fixed source of external electric field with the profile corresponding to its electric FF, thus the problem reduces to the relativistic electron scattering in the external potential. The second Born approximation for this process was studied in Ref. [68], where the cross-section for general case and for some common potentials was obtained in analytical form.

From numerical results discussed in Sec. 6.1.1 the TPE amplitude changes its sign at $Q^2 \sim 0.3$ GeV$^2$ and rather sharply grows at $Q^2 \to 0$. Note however, to prevent misunderstanding, that speaking of $Q^2 \to 0$ we mean $Q^2 \ll M^2$ but still $Q^2 \gg m^2$, otherwise our main approximation (ultrarelativistic electron) would not work. For $Q^2 \ll m^2$ the results would be quite different and this is not discussed here.

In Ref. [69] the low-$Q^2$ limit for the real part of the TPE amplitudes was obtained from the general relativistic formulae via limiting procedure. The results for $G_E$ at $Q^2 \to 0$ are consistent with [65] (as at small energies electric FF dominates the cross-section), whereas for $G_M$ and $G_A$ they were new.

In Ref. [70] the TPE amplitudes were calculated via the nonrelativistic approach (of course, nonrelativistic refers to proton and not electron), which for the amplitude $G_E$ is equivalent to the results of [68]; it was found that at moderate $Q^2$ the real part of the amplitudes is described reasonably well, but interestingly, the imaginary part strongly differs from the relativistic result, coinciding with it at $Q^2 \to 0$ only.

The full TPE correction (not just the Coulomb one) was applied during extraction of proton radius in [71] and [72]. Ref. [71] concludes that numerically, the difference between full TPE and just Coulomb correction is small (+0.0015 fm to $r_E$). In Ref. [72] it was found that both electric and magnetic radii increase after taking TPE into account, $r_E$ by $\sim 0.01$ fm and $r_M$ by $\sim 0.03$ fm.

In the meantime, the proton electric radius was determined with the entirely different method: measuring Lamb shift in muonic hydrogen [6]. Surprisingly, the obtained value of 0.841 fm was in striking disagreement with the previous results from the $ep$ scattering, 0.8768(69) fm [73]. This so-called “proton radius puzzle” gave rise to speculations whether there is some peculiarity in the muon electromagnetic interaction, or the discrepancy is just the result of poor consistency of scattering approach. To explore the former possibility, a muon-proton scattering experiments were proposed [74], which, in turn, called for estimate of TPE effects in muon-proton scattering, discussed in Sec. 11.1.

On the other hand, large experiment on low-energy $ep$ scattering was performed at Mainz Microtron [75]. Its results were, in general, consistent with previous electron scattering experiments and still in disagreement with new muon hydrogen data. In particular, the electric radius was found to be 0.879(8) fm. Also, the authors found, that to achieve consistency with the polarization experiments some extra non-standard correction is required, which they cautiously interpret as “TPE or other physics” [76].
Experiments

A number of experiments were performed to see the TPE effects caused by the real part of the amplitude directly.

The GEp-2\(\gamma\) experiment\(^2\) was aimed at observing \(\varepsilon\) dependence of proton FF ratio\(^2\) \(R = G_E/G_M\), measured via polarization transfer method. Such a dependence should constitute clear sign of TPE. In terms of invariant amplitudes \(G\), the TPE correction to this ratio is

\[
\frac{\delta R_{\text{exp}}}{R_{\text{exp}}} = \text{Re} \left\{ \frac{\delta G_E}{G_E} - \frac{\delta G_M}{G_M} - \frac{\varepsilon(1 - \varepsilon) \delta G_3}{1 + \varepsilon G_M} \right\}
\] (77)

The data were taken at fixed \(Q^2 = 2.5\) GeV\(^2\) and three different values of \(\varepsilon\). Also \(S_{\parallel}\), the longitudinal polarization component of the final proton\(^3\) was measured, where TPE correction is equal [cf. Eq. (32)]:

\[
\frac{\delta S_{\parallel}}{S_{\parallel}} = -2\varepsilon \text{Re} \left\{ \frac{R^2}{\varepsilon R^2 + \tau} \left( \frac{\delta G_E}{G_E} - \frac{\delta G_M}{G_M} \right) + \frac{\varepsilon}{1 + \varepsilon G_M} \right\}
\] (78)

Somewhat surprisingly, no \(\varepsilon\) dependence of \(R\) was seen in the experiment: the three measured values are almost the same (within 1.5% bounds). One possible cause for such outcome is that near this kinematical point the variation of total (elastic + inelastic) TPE correction to \(G_E/G_M\) is minimal (Fig. 10). An experiment at higher \(Q^2\) value (for instance \(Q^2 = 3.5\) GeV\(^2\)) with the same accuracy would clearly reveal \(\varepsilon\) dependence caused by TPE.

For \(S_{\parallel}\), some rise (about 2.3%) at higher \(\varepsilon\) was observed, but it should be noted that the point with the smallest \(\varepsilon\) was used for normalization here, and essentially we remain with only two points, so it is hard to make any conclusions about the trend.

Several experiments were dedicated to measuring charge asymmetry, i.e. \(e^+p/e^-p\) scattering cross-section ratio. Since the TPE correction has opposite signs for \(e^+p\) and \(e^-p\), the deviation of the ratio from unity is a direct TPE effect, and equal twice the cross-section correction:

\[
1 - R_\pm = 2\frac{\delta\sigma}{\sigma} = \frac{4}{\varepsilon R^2 + \tau} \text{Re} \left\{ \varepsilon R^2 \frac{\delta G_E}{G_E} + \frac{\tau \delta G_M}{G_M} \right\}
\] (79)

In VEPP-3 experiment\(^7\), the ratio \(R_\pm\) was measured at beam energy \(E = 1.0\) and 1.6 GeV, and several different angles, which correspond to \(Q^2\) from 0.8 to 1.5 GeV\(^2\) and \(\varepsilon\) from 0.27 to 0.45. The measured ratio \(R_\pm\) was clearly larger than unity and agree well with theoretical calculations\(^7\).

---

\(^2\)Throughout the paper we denote \(R = G_E/G_M\), but in the literature another definition is frequently used: \(R = \mu G_E/G_M\), such that \(R_{Q^2\to0} = 1\).

\(^3\)Denoted \(P_1\) in original papers.
In CLAS experiment [79], two series of measurements were performed: at fixed $Q^2 = 1.45$ GeV$^2$ and $\varepsilon$ from 0.4 to 0.9 and at fixed $\varepsilon = 0.88$ and $Q^2$ from 0.2 to 1.4 GeV$^2$. Though the results are rather close to 1 within errors, they show $2.5\sigma$ preference to TPE over “no TPE” [79]; in Ref. [58] it was shown that full TPE contribution (elastic+inelastic) is best consistent with data (has least $\chi^2$), the elastic only is slightly worse and the worst is absence of TPE.

In the OLYMPUS experiment [80], the ratio was measured with $E = 2$ GeV electrons and positrons at $Q^2$ from 0.6 to 2.2 GeV$^2$ ($\varepsilon$ from 0.4 to 0.9). It is interesting that preliminary results in the region $\varepsilon \approx 0.8 - 0.9$ are below unity and thus contradict theoretical predictions from Refs. [48, 52, 58].

### 8 Extraction of TPE amplitudes

When checking for TPE effects, another approach is possible: assuming that the scattering amplitude is a sum of OPE and TPE, and the discrepancy between the Rosenbluth and polarization methods is entirely due to TPE, one may try to extract the TPE amplitude directly from the experimental data. Thus extracted value will be model-independent and can be easily compared to the theoretical calculations.

The first attempts to do this were carried out in Refs.[15, 81]. However, authors of that works arbitrarily assumed that only one of three TPE amplitudes, $Y_{2\gamma}$, ($\delta G_3 / G_M$ in our notation) is responsible for the discrepancy. The rigorous application of such an approach was done in [82]. Using the generalized FFs, introduced in Eq. (81), one can see that at high and even at moderate $Q^2$ the TPE correction to the cross-section comes almost entirely from the magnetic FF:

$$\sigma_R = \varepsilon |G_E|^2 + \tau |G_M|^2 = \varepsilon G_E^2 + 2\varepsilon G_E \Re \delta G_E + \tau \left[ G_M^2 + 2G_M \Re \delta G_M \right]$$

but the term with $\delta G_E$ is the smallest one, since not only $\tau \equiv \frac{Q^2}{4M^2} \gg \varepsilon$, but also $G_E / G_M \approx 1/\mu_p \approx 1/2.79$, thus

$$\sigma_R \approx \varepsilon G_E^2(Q^2) + \frac{Q^2}{4M^2} \left[ G_M^2(Q^2) + 2G_M(Q^2) \Re \delta G_M(Q^2, \varepsilon) \right]$$

Given the experimental fact that the Rosenbluth plots are linear (i.e. reduced cross-section is linear function of $\varepsilon$), one may conclude that $\delta G_M$ should be approximately linear function of $\varepsilon$. Additionally recalling that the the dispersion relations require $\delta G_M|_{\varepsilon=1} = 0$, we arrive at

$$\delta G_M(Q^2, \varepsilon) = a(Q^2)(1 - \varepsilon)$$

As a result, $R_{LT}$, the FF ratio, measured with Rosenbluth method, become equal

$$R_{LT}^2 = \frac{R^2 - 2a\tau}{\tau(1 + 2a)}$$

where $R = G_E / G_M$ is true FF ratio, and we can determine the coefficient $a$ and the whole $\delta G_M$ amplitude directly from the combination of Rosenbluth and polarization transfer data (the last point was missed in Refs. [82], but corrected in Ref. [83]).

After the GEp-$2\gamma$ experiment [20], new precise data at $Q^2 = 2.5$ GeV$^2$ became available, and a new analysis was carried out in Refs. [83] and [84].

In Ref. [83] the slope of $\delta G_M$ was determined from new data and again turned out to be in agreement with theoretical calculations. Another quantity, measured in the experiment (longitudinal component of the final proton polarization, $S_\parallel$), gave an opportunity to determine $\delta G_3$, though the precision was much worse here. In fact, the experimental value is compatible with zero. The third amplitude $\delta G_E$ could not be determined accurately, but basing on the fact that experimental $R$ varies very little with $\varepsilon$ one can conclude that $\delta G_E / G_E \approx \delta G_M / G_M$.

Similar program was tried by the authors of Ref. [84]; to extract TPE amplitudes they assumed a custom $\varepsilon$ dependence of the final proton polarization $S_\parallel$. Nevertheless, their conclusion was that only one of three TPE amplitudes could be extracted reliably.
9 TPE in other processes

The previous sections were devoted mainly to elastic electron-proton scattering (or, possibly, electron-nucleon scattering, since the neutron differs from the proton only in FFs). In this section, we will consider TPE in other processes. First, electron can be replaced with muon to see effects, related to lepton mass, and then we consider electron scattering off different targets, in particular pions and light nuclei (deuteron, $^3$He, $^3$H). Other processes, for which TPE effects were studied, but will not be discussed here, include electroproduction of pions [85] and $\Delta$ resonance [86], parity-violating $e\nu$ scattering [87] and deep inelastic scattering [88].

9.1 Muon-proton scattering

After discovery of the proton radius puzzle, one of the possible explanations was that the e.m. interaction of the muon is in some way different from that of the electron. To test this possibility, it was proposed to measure proton e.m. radius in the scattering approach, but with the muon beam [74].

In order to handle the results of such experiment, one should be able to calculate TPE corrections to $\mu p$ scattering. They were studied in Refs. [89] and [90, 91]. The main difference between $e\nu$ and $\mu p$ scattering is that the muon mass is not negligible. Therefore, there are six, not three, invariant amplitudes now:

$$
\mathcal{M} = -\frac{4\pi\alpha}{q^2} \left\{ \bar{u}'\gamma_\nu u \bar{U}'\gamma_\nu U \left[ (F_1 + F_2)g_{\mu\nu} - F_2 \frac{\not{P}_\mu \not{P}_\nu}{M^2} + F_3 \frac{K_\mu K_\nu}{M^2} + F_4 \frac{K_\mu P_\nu}{m^2} - F_5 \frac{K_\mu K_\nu}{m^2} \right] - F_6 \bar{u}'\gamma_5 u \bar{U}'\gamma_5 U \right\},
$$

(84)

The properties of the parameter $\varepsilon$ in the Rosenbluth formula also change: instead of (11) it now has the form

$$
\varepsilon = \frac{\nu^2 - Q^2(4M^2 + Q^2)}{\nu^2 + (Q^2 - 4m^2)(4M^2 + Q^2)}
$$

(85)

and, for fixed $Q^2$, varies not from 0 to 1, but between $2m^2/Q^2$ and 1; near-forward scattering, as before, corresponds to $\varepsilon \to 1$.

The elastic contribution to the TPE in $\mu p$ scattering for low momentum transfer was calculated in Ref. [89]. The same method as described in Sec. 6.1.1 was used. It was found that TPE correction to the cross-section is about 0.5% and several times smaller than for $e\nu$ scattering with similar kinematics, because the contribution of the lepton-spin-flipping amplitudes ($F_4$ and $F_5$; the amplitude $F_6$ does not contribute to the unpolarized cross-section) has different sign and partially cancel spin-nonflipping amplitudes.

Later, the same authors developed a dispersion formalism to calculate TPE amplitudes for $\mu p$ scattering [92, 93]. It is interesting to note that the calculation of amplitude $F_4$ requires a subtracted dispersion relation.

9.1.1 Triangle diagram

In Refs. [90, 91], completely new type of TPE contribution (first mentioned in Ref. [94]) was considered: the triangle diagram, Fig. 12. It arises from the exchange of a single $C$-even meson, which then decays in two virtual
photons. Certainly, it exists for the $ep$ scattering as well, but is negligible there, because its contribution is proportional to the lepton mass. On the other hand, for the $\mu p$ scattering it cannot be left out, since the muon mass is three orders of magnitude larger.

It it natural to expect that larger contributions would come from the lightest mesons, as the expression for the diagram contains the factor $1/(Q^2 + \mu^2)$, originating from the meson propagator (where $\mu$ is meson mass). The lightest candidate is $\pi$ meson, but it was shown in Ref. [90] that the contribution of a pseudoscalar meson does not interfere with the OPE amplitude and thus has no effect in unpolarized scattering. The next lightest meson is scalar $\sigma(500)$. Its contribution was estimated to be about 0.1% in kinematics of MUSE experiment [74]. It was also found that the contribution of the triangle diagram strongly grows at $Q^2 \to 0$.

In Ref. [91] low-$Q^2$ behaviour of the triangle diagram and its the possible effect of proton radius puzzle was studied. It was shown that the corresponding amplitude follows approximately $a + b\sqrt{Q^2}$ formula, and the shift of the muon hydrogen energy levels, induced by the diagram, is about 30 times smaller than needed to resolve the discrepancy between different measurements of the proton radius.

9.2 TPE on nuclei

The TPE in the elastic electron scattering off the light nuclei ($d$, $^3$He, $^3$H) was studied in Refs. [95, 96, 97, 98, 99].

The important point here is that the nuclear elastic FFs decline with $Q^2$ rather rapidly (exponentially) and therefore the significance of TPE may be enhanced. If we consider elastic contribution only, then the nucleus is viewed as a single particle. However, nuclear excited states are usually much closer to the ground state than for the proton, thus the inelastic contributions are probably important.

If we want go further and consider inelastic contributions as well, we must take into account the internal structure of the nucleus. At moderate energies it is quite natural to view the nucleus as composed of nucleons and neglect quark degrees of freedom. Thus, similarly to pQCD picture for proton, there are two types of Feynman diagrams here: where both virtual photons interact with the same nucleon (type I) and where photons interact with different nucleons (type II). In such calculations, the motion of the nucleons inside the nucleus is usually described in the nonrelativistic or semirelativistic approximation.

9.2.1 Spin-1/2 ($^3$He and $^3$H)

The $^3$He and $^3$H nuclei consist of three nucleons and have spin $1/2$, similarly to the proton. Thus the general formula for the TPE amplitude (29) holds here as well: the are three independent TPE amplitudes.

The elastic contribution (i.e. ignoring excitation of the nucleus) to the TPE for electron scattering off $^3$He target was calculated in Refs. [48] and [70] using the same methods which were developed for the electron-proton scattering.

More thoroughly TPE amplitudes for the elastic electron-trinucleon scattering were studied in Ref. [99] using semirelativistic nuclear wavefunction, corresponding to popular Paris and CD-Bonn nucleon-nucleon interaction potentials. It was found that the TPE corrections are several times larger than in electron-proton scattering, and the diagrams of type II are dominant, except the correction to the magnetic FF at large $Q^2$. 
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9.2.2 Deuteron

The deuteron has spin 1 and thus the structure of the scattering amplitude is different from the previous (spin-1/2) case. For the electron-deuteron scattering, in OPE approximation there are three FFs: electric $G_C$, quadrupole $G_Q$ and magnetic $G_M$; and in general case there are six.

It was shown [97] that TPE can give large contributions (up to 10-20% at $Q^2 > 2.5$ GeV$^2$ [98]) to the elastic ed scattering cross-section, but it largely depends on the deuteron wave function at short distances, which is poorly known. It was also shown that tensor analyzing power component $T_{22}$ is mainly determined by TPE at $Q^2 > 0.5$ GeV$^2$ [98].

TPE in elastic ed scattering was also studied in the framework of effective Lagrangian approach [95, 96]. The results were somewhat different, in particular, it was found that the largest effect of TPE is seen in the polarization observable $T_{10}$ at small scattering angles.

9.3 TPE on pion

TPE in elastic electron-pion scattering is significantly simpler to study than in the electron-proton case. Since the pion is spin-0 particle, for both OPE and TPE there is only one invariant amplitude, or FF, $F(q^2)$:

$$M = -\frac{4\pi\alpha}{q^2} \bar{u} \gamma_{\mu} u (p + p')_{\mu} F(q^2)$$  \hspace{1cm} (86)

Thus the only effect of TPE is a correction to this FF (and its dependence on $\varepsilon$). The first calculations of this correction was done in Refs. [100, 101]. In both papers only the elastic contribution was considered; authors of Ref. [101] additionally assume that each of the virtual photos carries about a half of the transferred momentum, while authors of Ref. [100] perform the full calculation of box and crossed-box diagrams via n-point functions (the approach, similar to Ref. [48]). Numerically, the correction was found to be about 1%, smaller at small $Q^2$ and increasing at $Q^2 \gtrsim 1$ GeV$^2$, especially sharply at extreme backward angles.

It was argued in Ref. [102], that the virtual Compton scattering tensor, implicitly used in these works, breaks gauge invariance, and the so-called contact term should be added to it. Numerically, however, the change turned out to be small.

In Ref. [78] TPE correction to the pion FF was calculated using appropriately modified dispersion approach of Ref. [52] with elastic and inelastic ($\rho$ and $b_1$ mesons) intermediate states. The results for the elastic contribution were in agreement with previous works. The inelastic contribution was found to be negligible with respect to the elastic one for small $Q^2$, similarly to the $ep$ case, and becoming comparable to it at $Q^2 \gtrsim 2$ GeV$^2$, though being still smaller. It was also shown that the sharp growth of the high-$Q^2$ TPE amplitude at backward angles is due to the $u$-channel threshold singularity, which at $Q^2 \gg M^2$ is close to the boundary of the physical region.

10 Summary and outlook

Since the discrepancy in proton FF measurements was revealed in mid-2000s, our understanding of TPE and its role in elastic $ep$ scattering has advanced significantly. The methods were proposed to calculate TPE amplitudes at low and intermediate $Q^2$, including elastic and simplest inelastic intermediate hadronic states. The discrepancy is most likely explained by TPE; TPE amplitudes, extracted from the combination of Rosenbluth and polarization transfer data, agree with theoretical calculations.

At low $Q^2$ the TPE corrections influence proton radius measurements, both by $ep$ scattering and by Lamb shift in muonic hydrogen, and should be taken into account in such experiments. For high-$Q^2$ kinematics, QCD-based methods of TPE calculations are available.

Several dedicated experiments on $e^+/e^-$ charge asymmetry in elastic scattering show clear preference to “TPE” over “no TPE” hypothesis, but further, more precise, measurements would be in order.

The failure to observe the expected TPE effect in GEp-2$\gamma$ experiment is likely explained by the unfortunate choice of kinematics. We suggest conducting similar experiment at higher $Q^2$ (for instance, 3.5 GeV$^2$), which should be sufficient to see clear $\varepsilon$ dependence of polarization ratio.

In recent years, theoretical understanding of TPE in elastic muon-proton and electron-nucleus scattering was actively developing and some work is still to be done in these fields.
Appendix: TPE corrections to observables

In this section, the formulae for the TPE contributions to various observables of elastic electron-proton scattering are gathered. The electron mass is neglected. The amplitudes $\delta G_E$, $\delta G_M$ and $\delta G_3$ are defined according to Eqs. (30, 29). In the following equations, $R = G_E/G_M$ and $\tau = Q^2/4M^2$.

The unpolarized cross-section and electron-positron cross-section ratio:

$$\frac{\delta \sigma}{\sigma} = \frac{1 - R_\pm}{2} = \frac{2}{\varepsilon R^2 + \tau} \text{Re} \left\{ \varepsilon R^2 \frac{\delta G_E}{G_E} + \tau \frac{\delta G_M}{G_M} \right\}$$  \hspace{1cm} (87)

The FF ratio $R_{\text{exp}}$, as measured in polarization transfer method:

$$\frac{\delta R_{\text{exp}}}{R_{\text{exp}}} = \text{Re} \left\{ \frac{\delta G_E}{G_E} - \frac{\delta G_M}{G_M} - \frac{\varepsilon(1 - \varepsilon)}{1 + \varepsilon} \frac{\delta G_3}{G_M} \right\}$$  \hspace{1cm} (88)

The longitudinal component of final proton polarization:

$$\frac{\delta S_{\parallel}}{S_{\parallel}} = -2\varepsilon \text{Re} \left\{ \frac{R^2}{\varepsilon R^2 + \tau} \left( \frac{\delta G_E}{G_E} - \frac{\delta G_M}{G_M} \right) + \frac{\varepsilon}{1 + \varepsilon} \frac{\delta G_3}{G_M} \right\}$$  \hspace{1cm} (89)

Target normal spin asymmetry:

$$A_n = -\sqrt{2\varepsilon(1 + \varepsilon)} \frac{R\sqrt{\tau}}{\varepsilon R^2 + \tau} \text{Im} \left\{ \frac{\delta G_E}{G_E} - \frac{\delta G_M}{G_M} - \frac{\varepsilon(1 - \varepsilon)}{1 + \varepsilon} \frac{\delta G_3}{G_M} \right\}$$  \hspace{1cm} (90)
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