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Abstract

Background In nuclear fuel plates of low-enriched U-10Mo (LEU) clad with aluminum by hot isostatic pressing (HIP), post-irradiation stresses arising during reactor shutdown are a major concern for safe reactor operations. Measurement of those residual stresses has not previously been possible because the high radioactivity of the plates requires handling only by remote manipulation in a hot cell.

Objective The incremental slitting method for measuring through-thickness stress profiles was modified, and a system for automated, remote operation was built and tested.

Methods Experimental modifications consisted of replacing electric-discharge machining (EDM) with a small end mill and strain-gauge measurements with cantilever displacement measurements. The inverse method used to calculate stresses was the pulse-regularization method modified to allow discontinuities across material interfaces. The new system was validated by comparing with conventional slitting on a depleted U-10Mo (DU) fuel plate.

Results The new system was applied to two measurements each on six as-fabricated (pre-irradiation) LEU miniature fuel plates. Variations between the measurements at two locations in the same plate were strongly correlated with measured geometrical heterogeneity in the plate—a tilt in the fuel foil. Compressive stresses in the U-10Mo were shown to increase from 20 to 250 MPa as the ratio of aluminum thickness to U-10Mo thickness increased causing increased constraint during cooling. Faster cooling rates during processing also increased stress magnitudes.

Conclusions The measurements trends agreed with data in the literature from similar plates made with DU, which further validates the method. Because other methods are impractical in a hot cell, the modified slitting method is now poised for the first measurements of post-irradiation stresses.
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Introduction

Motivation

The U.S. High Performance Research Reactor Project is pursuing development and qualification of a new high-density monolithic fuel to facilitate conversions of high performance nuclear reactors from the use of high-enriched uranium (HEU) to low-enriched U-10Mo (LEU) in order to meet U.S. non-proliferation policy objectives. Four higher-power test reactors (the Advanced Test Reactor, National Institute of Standards and Technology Research Reactor, Massachusetts Institute of Technology Reactor, and the Missouri University Research Reactor) and one critical facility (the Advanced Test Reactor-Critical) are targeted for conversion to a monolithic plate-type fuel system. The fuel system consists of a U-10Mo alloy LEU fuel foil that has thin Zr diffusion-barrier interlayers co-rolled to the top and bottom surfaces of the foil and clad in aluminum alloy (AA) 6061 by hot isostatic pressing (HIP) [1]. To support fabrication development and fuel-performance evaluations, new testing and analysis capabilities are being developed to evaluate the properties of fuel specimens, both in their as-fabricated and irradiated conditions.
Monolithic plate-type fuel is a layered metallic composite of metals with different mechanical and thermal properties and constrained interfaces created during the HIP-bonding process. Residual stresses develop in the layers during cooling from the HIP-processing temperature and again during cooling after reactor shutdown [2, 3]. The stresses can contribute to fuel cracking, plate breaching, blistering, or delamination. Among several primary requirements for fuel qualification is to demonstrate the fuel plate’s ability to resist delamination to prevent the release of fission products and maintain high thermal conductivity for heat transfer. Fuel-performance modeling results, taking into account irradiation-induced fuel creep, suggest pre-irradiation residual stresses in the U-10Mo fuel material do not significantly influence irradiation performance as these stresses are relaxed very quickly during initial irradiation [4]. However, post-irradiation residual stresses developed during reactor shutdown are believed to play an important role in possible fuel failures at high burnup [3]. Pillowing, also known as blistering, was observed in mini-plates tested in the Advanced Test Reactor to very high fission densities. Several of these plates pillowed at a plate-average fission density of approximately $8 \times 10^{21}$ fissions/cm$^3$ with a peak fission density approaching $1.2 \times 10^{22}$ fissions/cm$^3$ [5]. Note the pillowing in the tested HEU plates is not directly representative of the LEU fuel application because the LEU fuel is unable to reach the same fission density levels as HEU. Nonetheless, the knowledge of the residual stresses is key for defining operational limits for the LEU fuel.

Residual stress measurements are challenging even under ideal conditions with non-hazardous samples [8, 9]. Residual stresses have been mapped in as-manufactured plates with depleted U-10Mo (DU) foil surrogates with high spatial resolution techniques like synchrotron X-ray diffraction [10], as well as with lower spatial resolution techniques such as neutron diffraction [11, 12]. However, measurements in LEU fuel, especially after irradiation, is currently not permitted in such facilities. In this project, residual-stress measurement techniques appropriate for remote handling operations with both fresh and irradiated LEU fuel plates were developed and evaluated for use. To prove the technique prior to application to irradiated plates, this work presents two measurements each on six as-fabricated (pre-irradiation) LEU miniature fuel plates.

Measurement Constraints and Method Selection

Measuring residual stress can be challenging [9, 13], but the application in this work presents an unusual set of constraints that limits the measurement possibilities. The first constraint comes from the monolithic fuel mini-plate geometry, shown as a schematic in Fig. 1, and the location of interest. Because of the debonding concern, the stresses to be measured are the subsurface stresses in both the U-10Mo and aluminum local to the interface. Therefore, surface measurement techniques like X-ray diffraction are not appropriate. With some U-10Mo foils only 0.25 mm thick, the typical $\sim 0.5$-mm resolution of neutron diffraction [14] would be insufficient to resolve the relevant stress gradients near the interface. Other less common measurement techniques are similarly limited in their ability to measure the local, subsurface stresses [9].

The more restrictive and less common constraints come from the high radiological hazards of handling specimens after use in a reactor. Such specimens can only be measured in a hot cell using remote manipulation, as shown in Fig. 2.
This currently precludes measurement in a neutron or synchrotron diffraction facility or any other specialty facility. A laboratory X-ray diffraction system, which could fit in a hot cell, can sometimes be used to measure a high-resolution depth profile of stresses subsurface if incremental electropolishing is used to remove surface layers and expose deeper material [15]. However, the use of an acid and creation of liquid radioactive waste in a hot cell is problematic and would only be considered as a last resort.

Additional constraints in a hot cell include several issues relevant to the fuel plate measurement system. All handling and operations must be compatible with model-J manual master/slave manipulators [16]. A tabletop design is required for operation on a standard worktable. Modularity is required for planned maintenance or component replacement. Equipment should remain operational with an accumulated gamma dose of $10^7$ rad, although component replacement is possible with the modular design if it can be accomplished with the manipulators.

Considering all the constraints, the incremental slitting method [17, 18] and the incremental hole-drilling method [19] were the best candidates for measuring the subsurface stresses in the fuel plates. However, the remote manipulation constraint in a hot cell precludes mounting strain gauges, which is the conventional instrumentation used for both methods. With parts-per-million sensitivity, strain gauges are difficult to match with other technology. Also, wire electric discharge machining, the preferred machining method for slitting [20], was not feasible in the hot cell.

Alternative hot-cell appropriate approaches for both methods were tested on surrogate fuel plates [21, 22]. For the slitting method, a small end mill was used to make a slit at one end of the plate, where the plate was clamped. Instead of strains, displacement was measured at the far end of the beam. These changes are described in more detail later. The hole-drilling measurements used non-contact electronic speckle pattern interferometry (ESPI) to replace a strain gauge and measure deformations around the hole [23, 24]. Both methods performed adequately in surrogate testing.

Slitting was chosen over ESPI hole drilling for largely practical considerations. Because it measures stresses local to the hole, the hole-drilling method is capable of better spatial resolution by potentially using multiple holes to measure $\sigma_x(z)$, $\sigma_y(z)$, and $\tau_{xy}(z)$ at different $(x, y)$ locations (coordinates are defined in Fig. 1). The slitting method can only measure $\sigma_{i}(z)$ at different $x$ locations. Unfortunately, ESPI would require significantly more engineering to feedthrough the laser optics. The detectors would not survive the radiation environment for long and would either have to be replaced periodically (which is expensive) or used through a viewing port (loss of sensitivity). Hole drilling also has less sensitivity as the hole depth increases, which includes the region of interest near the cladding-foil interface. Therefore, slitting was chosen as the simpler option with less technical risk. At least in more ideal conditions, slitting gives very high spatial resolution stress profiles [25–31] with excellent repeatability [32].

### Methods and Design

Figure 3 shows the cantilever slitting configuration that was developed to satisfy the operational constraints and to mitigate the loss of sensitivity because of the inability to use strain gauges. The slit is cut close to the fixed cantilever end using a small end mill. Non-contact sensors measure the displacement at the free end of the cantilever. From simple geometry of the cantilever deflection, the displacement for a given stress scales linearly with the distance from the slit to the measurement. Therefore, using this long cantilever arrangement effectively amplifies the measurement signal and improves sensitivity. Note because strains from hole drilling are local to the hole and cause no significant deformations farther away, such an arrangement for hole drilling is not feasible. It is the full width (y-direction) slit that allows the hinge deformation mode illustrated in Fig. 3 and the resulting large deformations. Although Fig. 3 shows the plate oriented with the bottom face down, the actual plates
are oriented with the long edge down and the slit aligned vertically so that gravity does not artificially add to the deformations.

The rest of this section details the implementation of this configuration for testing in a hot cell. First, we discuss the two main functional elements: making the slit and measuring the deflection. Next, we discuss the full system to permit remote handling operation in a hot cell. The hot-cell design attempts to achieve the same goals as standard slitting procedure [33], but the details are different.

**Machining and Measurement Hardware**

**Displacement Measurement**

Measurement of the fuel plate’s deflection is performed by Micro Epsilon eddyNCDT 3300 eddy-current system with the ES2 sensors. These sensors are relatively simple, precise, non-contact, and can function reliably in the radiation environment. The sensors have a measurement range of 0–2 mm and a resolution of 1.0 µm. Scoping calculations indicated that 1.0 µm allowed for overall measurement uncertainty similar to using strain gauges. It is possible the deflections could exceed the 2 mm measurement range during an experiment. The sensors are positioned using motion-control axes and can be moved between cuts to accommodate large deflections. Because the sensor is measuring during such re-positioning, correcting the data for the motion is simple and accurate. Two sensors are used on opposite faces of the specimen for redundancy of the measurement.

**End Mill Slitting**

An end mill was chosen for the cutting because they were widely used for the slitting method prior to the advent of wire EDM [34, 35]. Our slitting end mill is powered by a Nakanishi E3000 high-speed motor that can be operated without cooling air up to 25,000 rpm. The difference in material properties between the HIP-softened aluminum, which has properties more like the -O temper “soft anneal” than the precipitation hardened -T651 [36], and the much harder U-10Mo complicated the choice of end-mill design, cutting speed (controlled by the spindle RPM), feed rate, and depth of cut. Also, the ideal depth of cut of an end mill, about 1/5 of the tool diameter, would give much too coarse depth resolution of the stress profile [37]. Therefore, the cut depth was well below optimal for the end mill. Multiple tests were performed to evaluate different cutting parameters. Because the interface locations are not known precisely enough nor are they necessarily coincident with the cut path, it was considered impractical to change parameters during the test to optimize for each material. Therefore, the final parameters were a compromise between the ideal cutting parameters for the aluminum and for the U-10Mo.

Early testing revealed an issue that required a design change. Initial test cutting had been performed dry because the preferred design for hot-cell operations would not generate any liquid waste. Dry machining of the soft aluminum resulted in end displacement vs. depth data that showed oscillations with periodicity of about 100 µm or less, see Fig. 4. Macrostress oscillations at that length scale are not plausible in these samples, and this setup will not resolve microstress effects because the slit, at 25-mm long in the y-direction, averages over thousands of grains. Therefore, the oscillations must have been caused by cutting artifacts. Figure 4 shows that adding a water drip onto the cutting region helped minimize the oscillations. In the final hot-cell implementation, a water-soluble cutting fluid was used, and increasing the cut depth from 25 µm to 50 µm also helped reduce oscillations. However, the oscillations were not always completely eliminated. For the final tests in this study, we used a 0.79 mm diameter, 4-flute end mill with 0.1 mm radius on the cutters at 18,000 RPM with a 2 mm/sec feed rate. This setup, although the best compromise, still had difficulties cutting the U-10Mo deeply, so reliable data was not possible after about halfway through the thickness of the U-10Mo. The resulting cut width in both materials was not noticeably larger than the 0.79 mm mill diameter.

**System**

Figure 5 shows the general tabletop layout for the measurement system. The machining hardware consists of six
motion-control axes which position the milling motor and displacement sensors. Each of these axes can be controlled independently by the operator but are programmed to work in a coordinated manner with minimal operator interaction. Two axes are used to position the milling motor, and four control the position of the displacement sensors. The other major components are the clamping mechanism, displacement sensors, and mill motor. The in-cell components are mounted on an aluminum baseplate measuring $0.6 \times 0.6$ m. The baseplate and components are easily moved during idle periods to storage in low-level radiation areas to prevent unnecessary degradation of the system.

Linear ball-screw slides driven by stepper motors provide the axis motion control. Each axis can be positioned with 50 µm accuracy and 1 µm repeatability and is controlled remotely. Additionally, because the horizontal machine tool axis is critical to ensure the accurate cutting depth, it is equipped with a magnetic encoder to increase its positioning accuracy to 5 µm.

**Measurement Operations**

There are five main steps that need to be performed by the operator to control the system. During normal operation, the steps are preformed sequentially, and the system will prevent the operator from performing a step out of sequence. These steps are homing, surface mapping, sensor positioning, sensor calibration, and machining. Homing is done initially during the system start to position the linear axes to a known position indicated by Hall Effect home switches embedded in the axes.

The next step is not standard for slitting but is necessary to account for the curved surfaces of the plate. At the cut location, the surface height of the plate is mapped relative to the end mill. This mapping is accomplished by imposing a 5-V signal onto the end mill bit and grounding the fuel plate to the clamping system. The end mill tool is touched to the fuel plate incrementally along the vertical surface of the plate. As the tool touches the surface of the plate, a signal is detected and that position is recorded. A thin oxide layer, which can prevent electrical contact, may be on the surface of the plate, so the end mill is spinning during the operation to penetrate the oxide layer into the conductive metal below. Care is taken by the controller software to limit the force of the contact to avoid marring of the fuel plate surface. Later, during slit machining for the stress measurement, the surface contour is followed by the end mill axes to get a uniform cut depth.

After surface mapping, the displacement sensors are moved into position at the end of the plate, so they are ready to measure the plate deflection during slitting. Typically, the sensors are positioned vertically at the center of the plate at an operator-defined distance from the clamp. They are positioned as close as possible to the end of the fuel plate to maximize the measured deflection of the plate. Based on experience on surrogate plates, in this study they were positioned 0.5 mm from the surface of the plate on the drill side and 1.5 mm from the surface on the far side, which usually allowed the test to be completed without needing to reposition the sensors. Figure 6 shows a close-up photograph of the sensors in place.

The eddy-current sensors are calibrated at the factory for nonferrous metals, but variations in materials can still cause errors on the displacement reading. Therefore, the sensors go through a three-point calibration by the operator to maximize accuracy of the reading. The sensor calibration step starts with positioning the sensor 0.2 mm from the surface based on the factory calibration. The translation stages then position the sensors at 1.2 mm and then 2.2 mm from the
surface. The relative displacements measured by the sensors are used by the sensor controllers to calibrate the sensors. A calibration-verification step is then performed to verify the calibration of the sensors.

After starting the machining operation, the system will run automatically without any input from the operator. The system will machine a slit to the programmed depth following the surface height map generated during the surface mapping, then measure the deflection of the plate. During the deflection measurement, the end mill is retracted and shut off to prevent it from causing any vibration of the fuel plate. The system records the eddy-current sensor data, then automatically proceeds to the next machining pass.

As-Built Geometry Via Ultrasound

To analyze the residual stress data, it is necessary to know the thicknesses of each layer and the locations of the interfaces. That information is available prior to residual stress measurements from minimum cladding (min-clad) ultrasonic thickness testing done to ensure that the thickness safety criterion is met to decrease the likelihood of a cladding breach in reactor operation [38]. A min-clad scan uses a pulse-echo technique employing high-frequency transducers, not only to detect different interfaces within the plate, but also to determine the thickness of that interface. Taking into consideration the speed of sound in a given material, gates are set up on the ultrasonic scan that allow the slicing of material into images representing 25 μm of depth for each image. By examining the images, the location of layer interfaces can be determined along the plate to within 25 μm resolution.

This ultrasonic testing showed that the fuel foil is generally not perfectly in plane with the outer cladding surface of the mini-plate. Rather, it is tilted. Effectively, the cladding thickness is not uniform along the length of the plate. This will be illustrated later.

Analysis Methods

Because the residual stresses rearrange after each increment of slit depth, one must solve an elastic inverse problem in order to determine the original residual stress versus depth profile [17]. Many methods have been used for solving the inverse problem. In selecting a method, the key consideration for the application in this work was the possibility for a discontinuity in the stress profile as the interfaces between materials are crossed. Typical methods for solving the inverse problem enforce some smoothing to handle noise in the strain data, but here the discontinuity should not be smoothed. Various inverse methods have been used to allow for discontinuities across layers with this type of inverse problem [39–43]. We chose the pulse-regularization method [44], which handles noisy data robustly and can handle a discontinuity with a simple adaptation.

It is not possible to resolve the stress in the zirconium. The interface locations in the fuel plates are determined by ultrasound measurements to a precision of about 25 μm [45]. Since the Zr layers are nominally just 25 μm thick, the location uncertainty encompasses the full layer thickness. Furthermore, since the cut increments are 50 μm, there is no cut increment that only releases stresses in the Zr. So even if we knew exactly where the layer was, we would not resolve the stresses in the Zr. Neutron-diffraction measurement of average stresses in the Zr indicate the stresses are quite similar to those in the U-10Mo [11, 12].

Pulse-regularization with Allowance for Discontinuities

The pulse-regularization methodology for layers from [41, 46] is reviewed, starting with the traditional pulse-regularization method [44] before moving onto the formulation that allows for discontinuities. Before adding regularization, the pulse method is equivalent to the “integral method,” historically used for hole drilling [47]. Prior to inverting the equation to solve for stress, the pulse method is given in equation form by

\[
G \sigma = d
\]  

(1)

where \( d \) is a column vector of the strains or displacements measured at each slit depth, and \( \sigma \) is a column vector of the (unknown) average stresses originally present over each increment of slit depth. \( G \) is a lower triangular matrix of the coefficients relating those stresses, as illustrated in Fig. 7, to the measured strains.
To maximize spatial resolution, the number of stresses is taken as equal to the number of measured strains (i.e., the number of cut depths). Solving for the stresses directly from eq. (1) is possible but generally results in a noisy solution. Tikhonov regularization smooths the stress solution by applying a penalty function to some measure of noise in the calculated stress profile [44]. It reduces the adverse effect of noise without significantly altering the part of the stress solution corresponding to the “true stresses.” To implement Tikhonov regularization, eq. (1) is pre-multiplied by $G^T$ and augmented by the penalty term. The result is:

$$ (G^T G + \beta C^T S^T H S C) \sigma = G^T d \quad (2) $$

where the regularization comes from the matrix $C$ which numerically approximates the second derivative of the stress profile. For uniformly spaced data, the matrix product $H S C$ has the following structure (for simplicity, illustrated for four cut increments):

$$ H S C = \begin{bmatrix} (h_1 - h_0)/W \\
(h_2 - h_1)/W \\
(h_3 - h_2)/W \\
(h_4 - h_3)/W \\ 
\end{bmatrix} \begin{bmatrix} s_1 \\
 s_2 \\
 s_3 \\
 s_4 \\ 
\end{bmatrix} \begin{bmatrix} 0 & 0 & 0 & 0 \\
-1 & 2 & -1 & 0 \\
0 & -1 & 2 & -1 \\
0 & 0 & 0 & -1 \\
\end{bmatrix} \begin{bmatrix} \sigma_A^1 \\
\sigma_A^2 \\
\sigma_A^3 \\
\sigma_A^4 \\
\end{bmatrix} \quad (3) $$

where $\sigma_A^i$, refers to the stress over depth increment $i$ where that increment is in material A as compared to material B. For visual illustration, lines are shown in eq. (4) to indicate the material interface where a stress discontinuity is allowed. Observe none of the (-1 2 -1) patterns in $C$ cross the interface to avoid any smoothing of the discontinuity.

Further pairs of rows can be removed for additional interfaces. If a material interface is within a cut increment, discontinuities should be allowed on either side of the stress for that increment by zeroing three rows of $C$. If the location of an interface is not known with sufficient precision, more rows may need to be removed to ensure the discontinuity is resolved.

Selecting the amount of regularization and calculating uncertainties is challenging for data analysis that uses an inverse solution and has been studied recently [48–51]. Because the work here uses displacements instead of strains and allows for stress discontinuities, none of the previous methods were precisely applicable. After trial and error, an adaptation of the Olson method for incremental hole drilling [50] proved to be the most robust approach. The amount of regularization was chosen by varying the regularization parameter $\beta$ over more than 10 orders of magnitude. As $\beta$ increases, the root-mean-square misfit between the measured displacements and those given by inverse solution increases

In eq. (2), $\beta$ is the regularization parameter. $\beta = 0$ gives no regularization, and $\beta > 0$ increases the amount of regularization. Equation (2) can be solved for stress using simple matrix algebra.

Adapting the regularization approach to allow for discontinuities at known locations simply requires removing select rows in the $C$ matrix. For a discontinuity that is exactly at the interface between two depth increments, there are two rows in $C$ that act to smooth across the interface that should be removed. An example of such a modified matrix for an example with eight cut increments and the material interface between the 4th and 5th slit depth is given by:

$$ C = \begin{bmatrix}
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
-1 & 2 & -1 & 0 & 0 & 0 & 0 & 0 \\
0 & -1 & 2 & -1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & -1 & 2 & -1 & 0 \\
0 & 0 & 0 & 0 & 0 & -1 & 2 & -1 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
\end{bmatrix} \begin{bmatrix}
\sigma_A^1 \\
\sigma_A^2 \\
\sigma_A^3 \\
\sigma_A^4 \\
\sigma_A^5 \\
\sigma_A^6 \\
\sigma_A^7 \\
\sigma_A^8 \\
\end{bmatrix} \quad (4) $$
and eventually plateaus. The $\beta$ value that gives a misfit of 80% of the plateau value is chosen.

Uncertainties in the stresses are then calculated based on both uncertainty in the measured displacements and in $\beta$ [49]. Displacement errors were assumed to be 2 $\mu$m, larger than the sensor resolution, because of the data oscillations like those in the water drip trial in Fig. 4. Those errors are propagated through the inverse solution to get stress uncertainties [48]. Uncertainty in $\beta$, regularization uncertainty, is a “model error” associated with the inverse solution and is a significant source of uncertainty [48]. The regularization uncertainty was calculated by varying $\beta$ plus and minus two orders of magnitude from the chosen value and calculating the standard deviation in the stresses at every point [50]. The two uncertainty sources are combined in quadrature at every point in the stress profile to give the total uncertainty.

FEM for Coefficients

As is standard with the slitting method [52, 53], the coefficients in $G$ are calculated using a series of elastic finite-element method (FEM) analyses equivalent to Fig. 7. The Zr layers are not included in the elastic finite-element calculations of the calibration coefficients and are lumped in with the Al cladding. This approximation is partly motivated by the imprecise knowledge of the location of the layers. However, the approximation causes no significant uncertainty or error. The cantilever deformations in the mini-plate, like any composite beam, are largely controlled by the elastic properties of the outermost layers. In an extreme example to check the effect, calculations for a composite Al-LEU-Al beam were compared with calculations where the entire LEU layer was replaced with Al, making a monolithic beam. The differences were small. Further calculations adding in Zr layers to the composite beam resulted in only insignificant differences.

The 2D plane-strain model that represents an x–z cross section (see Fig. 1) along the mid-width of a fuel plate is shown in Fig. 8. This analysis assumes the residual stresses at the x location of the slot vary only in the z direction and are constant across the width (y) direction, that is $\sigma_x$ at this x location $= \sigma_x(z)$. A correction for variations in stress and material in the y-direction will be discussed next. For the 2D FEM calculations, using plane strain is accurate because these specimens are so much wider than they are thick [54]. The calculations use isotropic elastic moduli of 69 GPa and 90 GPa and Poisson’s ratios of 0.33 and 0.35 for the Al and U-10Mo, respectively. Some elastic anisotropy in the U-10Mo could be expected because of texture from the rolling, but neutron diffraction studies showed isotropy in the rolling plane [55], which is the relevant stiffness for slitting. We used values consistent with the neutron diffraction analysis and also modeling [10].

The analysis must model all $n$ slit depths, and at the $i$th slit depth must calculate a coefficient for $i$ pulse loads making for $n*(n-1)/2$ calculations. In this work, the Abaqus software [56] was used along with the Python scripting interface, which allows for automation of the multiple calculations.

3D Correction

The 2D model assumes the geometry and the stresses are uniform in the out-of-plane y-direction. Yet, stress variations across the width of the specimen can have a significant effect on the stresses measured by slitting [57]. Figure 1 shows that in the actual 25.4-mm wide mini-plate, the U-10Mo fuel is surrounded by 3.2 mm of aluminum on either side, making the width 3/4 U-10Mo and 1/4 aluminum. After cooling from the HIP-bonding temperature, the difference in thermal expansion is expected to leave the U-10Mo mostly in compression and the aluminum in tension. So at a given cut depth that reaches the U-10Mo, the analysis would assume a uniform stress in the out-of-plane direction but only 3/4 would actually be in compression while the other 1/4 might be in tension. The data analysis cannot solve for a non-uniform stress in the y-direction and will instead give an average stress. Although some attempts have been made to measure such variations [58] with slitting, the results are limited by a non-unique inversion.

Measurement of an average stress is not suitable for the intended uses of the measurement results, which include comparing with a process model or using stress magnitudes to help assess the propensity for debonding. Therefore, we consider any result other than the local stresses in the U-10Mo to be an error. In this section, the error from this 3D effect was estimated using a 3D finite-element model that has the full geometry but omits the Zr layers for simplicity. A realistic residual stress field that includes the 3D effects was introduced by making some reasonable assumptions.
which are detailed below. The 3D model can then simulate the incremental slitting and generate pseudo data. The pseudo data was analyzed using standard data analysis with all simplifying assumptions. The difference between the calculated stresses and known stresses then showed the error.

Figure 9 shows the 3D finite-element model of a mini-plate initialized with a realistic, known residual stress. The stresses were initialized by cooling the initially stress-free assembly by 400 °C and allowing the differential thermal contraction to generate the stress elastically. The temperature magnitude was chosen to produce stress magnitudes similar to those measured in this study. However, it must be emphasized that this is in no way a predictive model for residual stresses in a mini-plate. The real process involves substantial plastic deformation in the aluminum cladding. Rather, this model is just a plausible residual stress state that has the desired 3D effects. As the cross section at the clamped edge of the plate in Fig. 9 shows, the central U-10Mo core is in a nearly uniform compressive-stress state. The aluminum is in tension over the entire cross section with some modest spatial variations. A comparison with neutron-diffraction measurements, see Fig. 12 in [11], indicates that the overall stress distribution is realistic for post-HIP stresses. The inset plot in Fig. 9 is a lineout of the residual stress at the center of the plate, which is the stress profile we desire to measure in the experiment. The profile shows the expected tension-compression-tension variation through the thickness. The small linear slope in the profile occurs because aluminum layers above and below the U-10Mo have different thicknesses, as is typical in mini-plates, and results in a bending stress component of the profile to satisfy moment equilibrium.

Starting from the initial residual stress state, incremental slitting was simulated by removing appropriate elements as shown in Fig. 3, which also indicates where the displacement pseudo data was extracted to mimic the experiment.

The pseudo data was analyzed using the standard 2D data analysis. To aid in interpretation, uncertainties were also calculated as if there were 1 μm uncertainty in the displacements. Figure 10 compares the analysis results with the stresses from the 3D model as shown in Fig. 9. First, compare the results of the 2-D analysis to the known stresses at the mid-width of the plate. The stresses in both aluminum cladding layers match the known stresses to within uncertainty. Each of the two data points that effectively straddle a material interface return a stress that is some average of the nearby stresses in each material. The calculated compressive stresses in the U-10Mo fuel layer, however, are significantly lower in magnitude than the known stress. The reduced magnitude is plausible considering that a slit-depth increment in the U-10Mo also releases some tensile stress in aluminum laterally outside the U-10Mo.

We hypothesize that the stresses given by the 2D analysis represent a weighted average of the stresses across the entire width of the plate. For the purpose of correcting the 2D analysis and getting a more accurate measure of local stresses in the U-10Mo, this hypothesis was investigated quantitatively. Figure 11 shows the stresses from Fig. 9 with the scale zoomed in to show the details of the stresses in the aluminum. In the aluminum regions above and below the U-10Mo, the stresses are quite uniform in the lateral (y) direction. In the region outside of the U-10Mo (-y in the figure), the stresses are also mostly uniform laterally once they transition to a value lower than that in the central region. A careful analysis of the stresses in Fig. 11 shows that value, for the z-values where there is aluminum across the whole specimen, to consistently be 60% of the corresponding value in the aluminum in the central region. The
lower stress magnitude makes sense because the thermal mismatch with the U-10Mo drives the stresses, and the U-10Mo is not as close.

Considering the stresses are nearly uniform (y-direction) in the central and lateral regions, a simple weighted average was constructed and adjusted to match the 2D analysis results. Figure 10 shows that a weighted average taken from the FEM of

\[
\text{Weighted average stresses} = 0.8(\text{Central stresses}) + 0.2(\text{Lateral stresses})
\]  

matches the results of the 2D analysis very well. If the average were purely based on cross-section area, the ratio would be 3:1 instead of 4:1, which indicates that stresses in the central region have slightly more effect on the measured displacements. Carrying an additional significant figure in the constants in eq. (5) would slightly improve the agreement, but is not warranted by the empirical nature of this correction and would imply unrealistic accuracy. Equation (5) is a purely empirical result limited to the geometry of the mini-plate specimens in this study.

We would like to correct the 2D analysis to better approximate the local stresses in the U-10Mo. The agreement of the 2D analysis with the weighted-average stresses suggests a correction, which is also shown in Fig. 10. Basically, eq. (5)
is solved for the central stresses from the weighted average stresses given by the 2D analysis. Since Fig. 10 shows that the weighted average is not significantly different than actual stresses in the aluminum layers, the correction is only applied in the U-10Mo. In an actual measurement, the stresses in the aluminum lateral to the U-10Mo, used in eq. (5), are unknown. As a reasonable approximation, the average of the stresses measured in the all-aluminum layers is used and then multiplied by 60% per the results in Fig. 11. That makes the correction

\[
\text{Central stresses} = \left[ \frac{2D \text{ analysis results}}{0.8} - (0.6) \times (0.2) \times \text{Al avg. stress} \right]/0.8, \tag{6}
\]

which is applied to each value in the U-10Mo. With this correction to scale up the stresses, the agreement with the known stresses in the U-10Mo is then excellent as shown in Fig. 10. One could imagine using other approximations for the stresses in the aluminum lateral to the U-10Mo, such as the stresses measured nearest to the U-10Mo rather than the average or ignoring the 60% factor. When applied to the measurement results shown later in this work, such variations in the correction changed the final results by 5 MPa or less, which is not significant compared to other uncertainties.

To account for this uncertainty, an additional error source of 5 MPa was added to the uncertainties for all corrected stresses in the U-10Mo. The correction also assumes that the stresses within the U-10Mo are uniform across the width. The symmetry inherent in the thermal environments, both during fabrication and during use in a reactor, suggest this assumption is reasonable. In any case, the correction adds additional uncertainty to the results and they should be interpreted accordingly.

### Experimental Validation and Application

Experimental testing reported here includes two sets of tests. First, two measurements on a single fuel plate with DU were used to validate the novel aspects of the proposed measurements. One measurement represented the newly proposed method, and the cut was made with an end mill and displacements were measured. A second cut represented conventional practice and used wire EDM for making the slit and used a strain gauge in addition to the displacement measurement. Figure 12 shows that the two cuts were made at opposite ends of the plate and also defines tilt in the U-10Mo fuel.

The second set of tests applied the new method on six unirradiated fuel plates with LEU. Two cuts at opposite ends of each plate were again made in each specimen, this time to assess measurement repeatability. The six plates had different thicknesses for the U-10Mo foil to study the effect of foil thickness on the initial residual stress state. Fuel foil thicknesses were chosen to represent the fuel geometry and irradiation conditions (power density and surface heat flux) of the reactors being targeted for conversion. Table 1 lists the geometrical details of all the tested specimens.

![Fig. 12](image)

Table 1 Six specimens with LEU foils and one with a DU foil were tested in this study. The LEU specimens are sorted by foil thickness

| Specimen | Al + Zr thickness, top, avg (μm) | Fuel foil thickness (μm) | Al + Zr thickness, bot., avg (μm) | Blister annealed | Tilt (μm) |
|----------|---------------------------------|-------------------------|---------------------------------|-----------------|-----------|
| 98–1     | 624                             | 250 DU                  | 516                             | No              | 37        |
| A1B106   | 565                             | 245 LEU                 | 457                             | Yes             | 44        |
| A1C1103  | 470                             | 301 LEU                 | 470                             | No              | -25       |
| A1C177   | 445                             | 315 LEU                 | 483                             | No              | 0         |
| A2C178   | 279                             | 657 LEU                 | 279                             | No              | 0         |
| A2C150   | 279                             | 690 LEU                 | 248                             | No              | 6         |
| A2B104   | 286                             | 692 LEU                 | 279                             | Yes             | 32        |
The testing of plates with LEU was performed in a mockup facility suitable for testing pre-irradiation LEU fuel and used the standard remote manipulators. Testing of the plates with DU was performed in laboratory facilities. All testing to date has qualified the system for upcoming use in a hot cell on irradiated fuel.

**Specimen Fabrication**

The mini-plates used for residual stress testing were fabricated based on the process developed during lab-scale fuel system development [1, 59]. The fabrication process of the LEU U–Mo monolithic fuel system involves four steps: 1) casting of the U-10Mo alloy; 2) foil rolling; 3) bonding of the cladding by HIP, and 4) finishing and inspection. Casting involves vacuum induction melting of the constituent U-10Mo and molybdenum source materials to form an ingot with the nominal 19.75% 235U enrichment. The ingots are then finished into coupons. During foil fabrication, the coupons are stacked with Zr foils on top and bottom surfaces of each foil and sealed in a carbon steel can where they are then hot co-rolled to produce the fuel core (U-10Mo with bonded Zr interlayer). The Zr diffusion barrier is nominally 25 μm thick after rolling. The fuel core is removed from the can and cold rolled to final thickness and sized to final dimension prior to being clad in AA 6061 during HIP bonding. To fix the position of the fuel core, a pocket is machined into one of two AA 6061 sheets that comprise the fuel cladding. The sheets are then chemically cleaned, and the fuel foil is placed in the pocket with the second AA 6061 sheet placed on top to form the alternating layers of the fuel plate stack ups. Several of these stack ups are assembled with stainless steel “strong backs” separating them, and the entire assembly is placed into a HIP can and hermetically sealed. The HIP can is then processed at elevated pressure and temperature (nominally 560 °C and 103 MPa for 90 min) to bond the AA 6061 cladding to itself and to the fuel core, thus forming the fuel plate. After processing, the HIP undergoes a controlled cooling rate. Following removal from the HIP can, individual plates are sized to final dimension by combination of shearing and machining to produce the final fuel plate. In the case of mini-plates used for residual stress measurements, the nominal dimensions are 25.4 mm × 101.6 mm × 1.27 mm. For quality control, plates can receive a blister anneal treatment and inspection to confirm adequate clad bonding [60]. Two of the plates in this study received a blister anneal, see Table 1. The blister anneal involves heating to 485 °C ± 20 °C for 30 min, followed promptly by air cooling. The annealing temperature of AA 6061 is 410 °C and that of U-10 Mo is 650 °C. Additional information about the characterization of these fuel plates is available [61–63].

**Testing and Data**

Figure 13 shows the data from specimen 98–1 with a DU foil, which was cut once with the end mill and once with wire EDM. The strain scale is adjusted for qualitatively comparing strain data to displacements. The approximate location on the Zr interlayers are shown at the location of the EDM cut. They were not measured near the end mill
cut. For the EDM test, the strain data trends compare well with the displacement data. Quantitative comparisons can only be discussed once stresses are calculated. For comparing the EDM to the end mill tests, the displacements follow approximately the same trends while cutting through the Al. After the slit enters the foil, the displacement trends diverge, which will be interpreted after we calculate stresses. In the Al, displacements from the end mill cut are about 50% greater than for the EDM cut. This difference occurs because the end mill slit, at 0.79 mm, is about 2.5 times as wide as the EDM slit, which was about 0.31 mm. Figure 3 shows that the cantilever deforms like a hinge with the largest deformations occurring under the slit. A wider slit allows more rotation under the slit and gives larger displacements at the end. The FEM coefficients used in the data analysis include this geometry difference and should account for this effect.

In all cases, the results from the two displacement sensors on opposite faces of the plate gave virtually identical results, so the average is used. Such agreement illustrates the repeatability of the eddy-current sensor and indicates that the dual sensor setup gives redundancy in case one sensor fails.

Figure 14 shows the data from three of the six LEU plates tested, which were chosen to represent the range of results. The plot indicates the approximate location of the Zr layers. In the cases with tilt in the fuel foil, the location is not at the same depth for the two cuts. The extent of the x-axis in each plot corresponds to the full thickness of the specimen. It can be observed that the thicknesses of the two aluminum layers can be quite different.

Comparing the data between the two cuts on a given plate suggests that the testing is more repeatable than the specimens are uniform. Figure 14(a) shows repeatable data between the two cuts on a thin foil specimen that had no measurable tilt in the fuel. Figure 14(b) shows a noticeable difference between the two cuts. That plate had a tilt of about 44 μm along the length of the specimen, about 18% of the fuel thickness. Figure 14(b) also shows that the specimen with the thinnest foil had larger magnitude displacements. Figure 14(c) shows the data from cuts on a thick foil specimen that had no measurable tilt. The data is repeatable between the two cuts, with some divergence as the cut penetrates past halfway through the fuel. Data on the other specimens not plotted here show a similar correlation between a tilt in the foil and differences between data on the two cuts. The correlation is not perfect, however, presumably because other non-uniformities in the specimen are not captured by the tilt measurement.

Results

One measure of the quality of an inverse solution is its ability to reproduce the data. Figures 13 and 14 also include the displacements or strains given by the inverse solution. The inverse solutions modestly smooth through the noisy data but fit the features in the data quite well. The level of regularization qualitatively seems appropriate.

Validation Testing on Plate with DU Foil

Figure 15 shows the stresses from the validation test, calculated from the data in Fig. 13. For all stress plots in the results, each stress point is plotted at the midpoint of a cut depth increment. If the cut depth increment overlaps more than one material, the data point represents an unknown average in stresses in those materials, and is therefore not connected by a line to the rest of the stress profile.

Generally, the agreement between the three results in Fig. 15 is good. First, we will compare the strain and displacement results for the EDM cut. The stresses in the aluminum test agree nearly perfectly between the displacement and strain data, which gives good confidence for the use of displacement instead of strain. In the DU foil, the displacement-based stresses are more compressive by approximately 25% on average. Further analysis of the FEM study of the 3D correction showed that the strain gauge does not average the stresses across the specimen width as well as displacements because the strain gauge measures deformations more locally and over only a small portion of the width. Therefore, the 3D correction is more accurate for the displacement data. Overall, replacing strain data with displacements appears reasonable.

Now we compare the EDM cut results with those from the end mill cut. In the aluminum, the stresses agree well in sign and general distribution. There are some differences at the level of the uncertainties, some of which can likely be attributed to the 37 μm tilt in the foil. Deeper into the foil, the end mill results are compressive like the EDM results and have a similar gradient. The end mill stresses in the DU foil are 12% and 30% less compressive than the strain-based and displacement-based stresses from the EDM cut, respectively. It will become apparent when we discuss the results from specimens with LEU that this discrepancy is likely caused by heterogeneity in the specimen more than errors in the measurements.

Plates with LEU Foils

The stress results for the specimens containing LEU are plotted in Fig. 16 and show good repeatability. For each plate, the stresses from the two cuts agree within uncertainty over much of the depth. The stress magnitudes in the LEU foil decrease significantly as the foil thickness increases, varying by as much as a factor of 10. The stress magnitudes in the thick foil specimen are smaller, yet the displacements were still more than sufficient magnitude for a well-resolved measurement.
Fig. 14  (a) Specimen A1C177 with a well-aligned thin foil gave very repeatable data on the two cuts. (b) Specimen A1C1103 with a tilted foil gave small differences in the data. (c) Specimen A2C178 with a well-aligned thick foil gave fairly repeatable data. The plots also show the displacements given by the inverse solution discussed in the “Results” section.
The largest difference between the two cuts is shown in Fig. 16(b). The stresses in the LEU foil for cut 1 appear about 20% more compressive than for cut 2 when they are compared at the same location. However, the locations of the Zr layers are shifted by about 390 μm because of the tilt. Comparing the stresses at the same location relative to the Zr is likely more appropriate. Figure 17 shows that shifting the cut 2 stresses in the LEU foil by that 390 μm makes the stresses agree with the cut 1 stresses, within uncertainty. In that same specimen, the stresses in the LEU foil vary more strongly with position than in the other plates in Fig. 16. The Zr layer locations in Fig. 16(b) show that the Al layer thicknesses are much more asymmetric, which helps explain the asymmetric stress profile (i.e., the large gradient in the LEU foil stresses).

**Discussion**

The results on the as-fabricated (pre-irradiation) plates follow some trends dictated by the processing and material properties. The stresses generated by cooling down from treatment temperatures are generally tensile in the aluminum and compressive in the U-10Mo. The peak temperatures during the HIP and blister anneal are sufficient to reduce any pre-existing stresses on both materials to insignificant levels by yielding and creep [4]. As a plate cools, the greater thermal expansion coefficient for the aluminum causes it to contract more than the U-10Mo and pull the U-10Mo into compression with balancing tension in the aluminum.

The magnitudes of the residual stresses are primarily controlled by the constraint provided by the aluminum layers. As-received 6061 aluminum in the T651 temper has a yield strength of about 300 MPa. After going through the HIP cycle, the measured yield strength of the aluminum is about 50–75 MPa [64, 65], more similar to the 6061-O annealed temper. The 50–75 MPa yield strength is similar to the peak aluminum stresses observed in this study and neutron-diffraction measurements of similar plates [11]. Residual stresses at yield magnitude indicate that the aluminum stress is saturating and is limiting the residual stress in the U-10Mo foil. Because residual stresses must be in force balance, the ability of the aluminum to constrain the U-10Mo foil is limited by both the aluminum yield strength and its thickness. For a given yield strength, a larger aluminum thickness relative to U-10Mo thickness will allow the aluminum to support higher magnitude stresses in the U-10Mo. To test this hypothesis, the stresses measured in this study at approximately the mid-thickness of the U-10Mo are plotted in Fig. 18 against the total aluminum thickness in the plate divided by the U-10Mo thickness, a simple measure of constraint. Increasing the constraint from about 0.8 to just over 4 increase the stresses in the U-10Mo by a factor of at least five.
A second factor is also affecting the residual stress magnitudes. A linear fit to the stress vs. constraint data is justified by the force balance argument and is shown in Fig. 18 for the data from this study. Plates that had the blister anneal follow a trendline with about a 67% steeper slope than the results from plates that only had the HIP treatment. One difference in the processes is the 560 °C HIP temperature compared to 485 °C for the blister anneal. From a purely thermal mismatch perspective, the lower blister-anneal temperature would not explain those plates having increased stresses. However, the blister anneal temperature is below the solvus for AA 6061, unlike the HIP temperature, and might allow some age hardening, which could increase the strength and therefore the residual stresses. The blister anneal is well above typical maximum age hardening temperature of 260 °C [66], and this hypothesis does not seem to have any literature data to support it. A future measurement of yield strength of the AA 6061 after a blister anneal treatment could test the hypothesis. A more plausible explanation for the higher stress magnitudes after blister annealing appears to be the higher cooling rate. The slower cooling rates after HIP could be allowing the stresses to relieve further by viscoplasticity (i.e., creep) during cooling, so the final magnitudes are lower. Neutron diffraction studies of plates cooled at different rates from HIP, but without a subsequent blister anneal to confound the issue, showed that slower cooling reduced the residual stresses, supporting this argument [11].

Figure 18 also shows measurements taken from the literature on related plates, all with DU U-10Mo foils with Zr diffusion barriers HIP-clad with aluminum. When possible, the stresses were taken from the publications at locations similar to the slitting measurements. The correlation
between the stress level and constraint persists throughout the various measurements. Extrapolations of the linear fits to the data from LEU foils almost bound all of the literature data. Therefore, at least to some extent, the literature independently validates the results in this study. There are no apparent differences in stresses between LEU and DU foils, as expected since isotopic differences have minimal effect on mechanical properties. Taken as a whole, the results support the contention that the stresses are primarily caused by thermal mismatch stresses upon cooling from the HIP or from the blister anneal rather than from earlier processing steps. Modeling [4] and measurements [12] both show that stresses prior to the HIP are relieved and have minimal effect on the final stresses. The neutron diffraction results plotted as diamonds in Fig. 18 [11] are from the same plate measured before (constraint = 5.4) and after (constraint = 4.6) thinning the aluminum cladding by machining. The decrease in stress magnitude after thinning follows the trend well and further supports the simple constraint argument. This study is the first to measure fuel plates with relatively thick U-10Mo layers and reveal the very low stresses when there is little aluminum to constrain the U-10Mo during cooling.

The literature results are also consistent with the cooling rate trends from our study. The neutron-diffraction measurement on a plate that was cooled at roughly 1/10th of the normal rate [11] is slightly outside the bounds from this study. The plates in [12] saw a cooling rate 30% lower than the faster-cooled plates in [11] and also have lower magnitude residual stresses.

The x-axis variable in Fig. 18 ignores any constraint from the aluminum laterally outside of the U-10Mo. A similar plot based on total cross section areas for the constraint gives somewhat poorer correlation, indicating the aluminum above and below the U-10Mo is providing the primary constraint.

As with all mechanical relaxation methods that assume elasticity when analyzing the data, the possibility of plasticity near the cut tip must be considered [67–69]. Although the stresses rise to about 200 MPa in the U-10Mo in Fig. 17, the yield strength of U-10Mo is about 800 MPa [61], so plasticity in the U-10Mo is not a concern. The reduced yield strength of the AA 6061 does, however, give cause for concern. A quantitative estimate of possible errors from plasticity in slitting measurements is available [70]. That methodology requires strain gauge data, not displacements, so we apply it to data from Fig. 13, with that test reasonably representative of the study as a whole. The samples in [65] that best represent the samples here give a strength of 70 MPa, which is used in the analysis. The maximum values of the normalized stress intensity factor is 0.6. Our tests satisfy the plain strain conditions, and that factor of 0.6 indicates an average error in the calculated residual stresses of up to 8% [70], which is acceptable. Furthermore, that analysis is conservative, notably in the assumption of no strain hardening. The AA 6061 after the HIP cycle shows significant strain hardening, [64], which would significantly reduce the errors [70, 71].

**Conclusions**

To measure residual stresses in nuclear reactor fuel plates with a U-10Mo fuel foil clad in AA 6061 by hot isostatic pressing, the incremental slitting method was successfully
modified to work in the remote manipulation setting of a radiological hot cell. Two major changes were made to standard practice. First, replacing strain gauges with displacement sensors gave comparable residual stress results and accuracy. The cantilever displacements, unlike strains, scale with the length of the cantilever, which makes the applicability dependent upon specimen size. For smaller specimens, the loss of sensitivity would reduce the sensitivity of using displacements. Second, replacing wire EDM with a small end mill was acceptable but resulted in noisier data and some cutting difficulties. Future work to improve the cutting process could improve the hot cell system. Nonetheless, a comparison of modified measurements with traditional measurements on DU U-10Mo plate validated the modified method.

The stresses were measured for the first time in LEU U-10Mo fuel plates after the HIP bonding and the blister anneal thermal treatment but prior to irradiation. Variations between repeat measurements were strongly correlated with measured geometrical heterogeneity in the plate – a tilt in the fuel U-10Mo foil. Overall, differential thermal contraction during cooling from the HIP temperature caused compressive stresses in the foil balanced by tension in the aluminum cladding. The tensile stresses in the aluminum were limited by the low aluminum strength after slow cooling from the HIP. The foil stresses were in turn limited by the stresses and the amount of constraint provided by the aluminum. A simple measure of constraint, the total aluminum thickness divided by the U-10Mo thickness, was strongly correlated with the compressive-stress magnitude in the U-10Mo. Measurements in the literature on DU U-10Mo plates relative to the same constraint measure fit the same trend well, but the results here extended the trend further into low constraint and therefore low-stress regions. Because the measured stresses in the U-10Mo were higher when a plate was cooled more quickly from high temperature, our results also indicated creep in the aluminum plays a role. The ability to measure the stresses in unirradiated plates validates the new method but is not the important application. It is the shutdown-induced post-irradiation stresses that are the true concern for evaluating potential failure modes and assessing fuel failure limits. Because other methods are impractical in a hot cell, the modified slitting method is now poised to measure those stresses for the first time.
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