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Abstract

In this paper, we study the game of cops and robber on the class of graphs with no even hole (induced cycle of even length) and claw (a star with three leaves). The cop number of a graph $G$ is defined as the minimum number of cops needed to capture the robber. Here, we prove that the cop number of all claw-free even-hole-free graphs is at most two and, in addition, the capture time is at most $2n$ rounds, where $n$ is the number of vertices of the graph. Moreover, our results can be viewed as a first step towards studying the structure of claw-free even-hole-free graphs.

1 Introduction

The game of cops and robber is a two-player turn-based game between the first player who controls a fixed number of cops and the second player who controls a robber. The game is played on a given connected graph $G = (V, E)$ on which the cops pursue the robber to capture him, and the robber tries to escape. Each round of the game consists of a cops’ turn followed by a robber’s turn. In the first round, the first player locates the cops on some vertices of $G$ and then the second player locates the robber on a vertex. Afterward, the cops and the robber move consecutively; at each cops’ turn (resp. robber’s turn), every single cop (resp. the robber) can stay in his position or move to an adjacent vertex. Once a cop is in the robber’s position, the game is over, and the first player wins. The cop number of a connected graph $G$, denoted by $c(G)$, is the minimum number of cops which are sufficient to capture the robber on $G$, i.e., the minimum number $k$ such that $k$ cops have a winning strategy on $G$. We follow [BI93, JKT08] to define the cop number of a disconnected graph as the maximum of the cop numbers of its connected components. Also, $G$ is called to be $k$-cop-win, if $c(G) = k$ and is called cop-win, if $c(G) = 1$. For instance, Petersen graph is the smallest 3-cop-win graph [BCM+11] and a 4-cop-win graph has at least 19 vertices [TY21]. For other variants of the game, see e.g. [FKL12, Luc18, Gav16, FT08]. For a $k$-cop-win graph $G$, the capture time of $G$ is the minimum number $t$ such that $k$ cops can always capture a robber on $G$ within $t$ rounds, regardless of how the robber plays. It can be easily seen that for every positive integer $k$, the capture time of an $n$-vertex $k$-cop-win graph is at most $O(n^{k+1})$. Bonato et al. [BGHK09] showed that this bound is not tight for $k = 1$, proving that the capture time of all cop-win graphs on $n$ vertices is at most $n - 3$. However, surprisingly, the upper bound happens to be asymptotically tight for all integers $k \geq 2$, i.e. there are $k$-cop-win graphs with the capture time in $\Theta(n^{k+1})$ for every integer $k \geq 2$ [Kin18, BEUW20].
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Meanwhile, the structure of odd-hole-free and even-hole-free graphs have been studied widely in the literature, mostly motivated by the study and generalization of perfect graphs (for instance, see [SS16,CCV04,CRST10,dV13]). This gives rise to the following natural question that whether the classes of odd-hole-free and even-hole-free graphs are cop-bounded. At first glance, one may easily check that odd-hole-free graphs are not cop-bounded. In particular, if $G$ is $P_4$-free, then $t - 2$ cops can capture the robber in at most $t - 1$ moves [Siv19].

For a class of graphs $\mathcal{H}$, it is proved in [MS20] that if every connected component of the graphs in $\mathcal{H}$ has a bounded diameter, then the class of $\mathcal{H}$-free graphs is cop-bounded if and only if $\mathcal{H}$ contains either a forest of paths or two graphs $F_1$, $F_2$, each having at least one vertex of degree three such that every connected component of $F_1$ is a path or a generalized claw, and every connected component of $F_2$ is a path or a generalized net. However, the problem of characterization of all classes $\mathcal{H}$ for which $\mathcal{H}$-free graphs are cop-bounded is still open. One interesting case is when $\mathcal{H}$ is a class of some holes with unbounded diameters. By a hole, we mean a cycle of length at least 4 without any chord. For instance, it is proved in [Siv20] that if $\mathcal{H}$ is the class of all holes of length at least $k$, $(k \geq 4)$, then the cop-number of every $\mathcal{H}$-free graph is at most $k - 3$. It is also known that any class of graphs with bounded treewidth is cop-bounded. In fact, Joret et al. [JKT08] proved that for every graph $G$, $c(G) \leq 1/2 \operatorname{tw}(G) + 1$, where $\operatorname{tw}(G)$ is the treewidth of the graph $G$.

Meanwhile, the structure of odd-hole-free and even-hole-free graphs have been studied widely in the literature, mostly motivated by the study and generalization of perfect graphs (for instance, see [SS16,CCV04,CRST10,dV13]). This gives rise to the following natural question that whether the classes of odd-hole-free and even-hole-free graphs are cop-bounded. At first glance, one may easily check that odd-hole-free graphs are not cop-bounded since subdividing all edges of a graph does not decrease its cop number [JKT08,BI93]. How about when we also exclude claws? One may see that (claw, odd-hole)-free graphs are also cop-unbounded. To see this, we need a notion called clique substitution defined in [JKT08]. Given a graph $G$, its clique substitution is the graph $H$ obtained from $G$ by replacing each vertex $v$ of $G$ by a clique $C_v$ of the size $\deg(v)$ such that, if $u$ is adjacent to $v$ in $G$, then a vertex in $C_v$ is adjacent to a vertex in $C_u$ in a way that every vertex in a clique $C_u$ has exactly one neighbor outside $C_v$. Joret et al. [JKT08] proved that if $H$ is the clique substitution of $G$, then $c(G) \leq c(H)$. Also, it is clear that whatever $G$ is, $H$ is always odd-hole-free and claw-free as well. Hence, if $\mathcal{H}$ is a cop-unbounded class, then the class of clique substitutions of the graphs in $\mathcal{H}$ is also cop-unbounded, and they are evidently
(claw, odd-hole)-free. So, we have

**Corollary 1.** The class of all (claw, odd-hole)-free graphs is cop-unbounded.

It is not so straightforward to answer the same question for even-hole-free graphs. It is proved that the treewidth of (triangle, even-hole)-free graphs is at most 5 [CdHV18], so the cop number of (triangle, even-hole)-free graphs is at most 3. On the other hand, (claw, even-hole)-free graphs contain all cliques, so the class has unbounded treewidth. In this paper, we prove, in contrast, that the class of (claw, even-hole)-free graphs is cop-bounded.

**Theorem 2.** If $G$ is a (claw, even-hole)-free graph with $n$ vertices, then $c(G) \leq 2$ and the capture time of $G$ is at most $2n$.

Our proof also gives an insight into the structure of such graphs. It remains open to answer the following question in general.

**Question 3.** Is it true that the class of even-hole-free graphs is cop-bounded?

Recently, there have been many pieces of work on the study of even-hole-free graphs. Here, we survey some most important results in this area. A decomposition theorem for even-hole-free graphs is provided in [dV13] strengthening a previously known decomposition result in [CCKV02]. For a survey on the structural results, see [Vus10]. Chudnovsky and Seymour in [CS19] settled a conjecture by Reed and proved that every even-hole-free graph has a bisimplicial vertex. A bisimplicial vertex is a vertex whose neighborhood can be partitioned into two cliques. Also, Chudnovsky et al. [CSSS21] motivated by an application in condensed matter physics and quantum information theory, proved that every non-null (claw, even-hole)-free graph has a simplicial clique. By a simplicial clique, we mean a clique $C$ such that for every vertex $v$ in $C$, the neighbors of $v$ outside $C$ form a clique.

The treewidth of even-hole-free graphs has also been studied extensively. In particular, Cameron et al. [CdHV18] providing a structure theorem for (cap, even-hole)-free graphs proved that they are $\chi$-bounded, i.e., their chromatic number is bounded by their clique number. This raises the question of whether the treewidth of an even-hole-free graph can be bounded by its clique number? This question was answered negatively by Sintiari and Trotignon [ST19] by constructing a family of $(K_4$, even-hole)-free called layered wheels, whose treewidth is unbounded. Moreover, it is proved in [AAK20] that every class of even-hole-free graphs that excluding a fixed graph as a minor has bounded treewidth and Abrishami et al. [ACV20], resolving a conjecture given in [AAK20], proved that even-hole-free graphs of bounded degree have bounded treewidth.

The structure of forthcoming sections is as follows. In Section 2, we investigate the structure of (claw, even-hole)-free graphs inside and between its distance levels. In Section 3, we study the structure of holes in (claw, even-hole)-free graphs and their setting with respect to the distance levels. In Section 4, we give an algorithm for the game of cops and robber on (claw, even-hole)-free graphs which guarantees that the cop number of these graphs is at most three. Finally, in Section 5, we improve the algorithm to prove Theorem 2.

### 1.1 Notations and Conventions

Given a graph $G = (V, E)$ and a vertex $v \in V$, the set of neighbors of $v$ in $G$ is denoted by $N_G(v)$ and, whenever there is no ambiguity, we drop the subscript. For a subset of vertices $A \subseteq V$, the set of neighbors of $v$ in $A$ is denoted by $N_A(v)$, i.e. $N_A(v) = A \cap N_G(v)$. The induced subgraph of $G$ on $A$ is denoted by $G[A]$ which is a graph with vertex set $A$ and all connections as in the graph $G$. The graph obtained from $G$ by removing all vertices in $A$ is denoted by $G - A$. Also, for a pair of non-adjacent vertices $x, y \in V$, the graph $G + xy$ is obtained from $G$ by adding the
edge \( xy \) to \( G \). For two disjoint subsets of vertices \( A, B \subset V \), we say that \( A \) is complete (resp. incomplete) to \( B \) if every vertex in \( A \) is adjacent (resp. non-adjacent) to every vertex in \( B \). Also, we say that \( A \) is connected to \( B \) if \( A \) is not incomplete to \( B \).

A sequence of distinct vertices \( P_k : u_1 - u_2 - \cdots - u_k \) is called a path of length \( k - 1 \) if for every \( i \in \{1, \ldots, k-1\} \), \( u_i \) is adjacent to \( u_{i+1} \). Sometimes we consider a direction on \( P \) and say that \( P \) is a path from \( u_1 \) to \( u_k \). So, the vertices \( u_{i-1} \) and \( u_{i+1} \) are defined as the last vertex before and the first vertex after \( u_i \), respectively. Also, for some indices \( i, j, i < j \), the subpath \( u_i - u_{i+1} - \cdots - u_j \) is denoted by \( u_i - P - u_j \).

Let \( u_0 \) and \( u_1 \) be two arbitrary adjacent vertices in \( V \). Also, let \( B_0 = N(u_0) \setminus \{u_1\} \). Now, we define \( G_0 = G_0(G, u_0, u_1) \) to be the connected component of \( G \) containing \( u_0 \). For each positive integer \( j \), define the level \( L_j \) as the set of vertices of distance \( j \) from \( u_0 \) in the graph \( G_0 \), i.e., \( L_j = \{ v \in V(G_0) : d_{G_0}(u, u_0) = j \} \). For simplicity, we use the notations \( L_{\geq i} = \bigcup_{j \geq i} L_j \) and \( L_{> i} = \bigcup_{j > i} L_j \). For every vertex \( v \in L_i \), the set of neighbors of \( v \) in \( L_{i+1} \) is denoted by \( N^+(v) = N_{L_{i+1}}(v) \) and the set of neighbors of \( v \) in \( L_{i-1} \) is denoted by \( N^-(v) = N_{L_i}(v) \). Every connected component of the induced subgraph of \( G_0 \) on \( L_i \), i.e., \( G_0[L_i] \), is called a level component in \( L_i \).

### 2 The Structure of Level Components

In this section, we study the structure of a (claw, even-hole)-free graph. Let \( G \) be a (claw, even-hole)-free graph and \( G_0 \) and the levels \( L_j \)'s be defined as in Subsection 1.1. Here, we investigate the form of the level components in each level and how they are connected to other levels of the graph \( G_0 \).

Since \( G \) is claw-free, it is an easy observation that, for every vertex \( u \in L_i \), \( i \in \mathbb{Z}^+ \), the set of neighbors of \( u \) in the next level \( L_{i+1} \), \( N^+(u) \), is a clique. It is because \( u \) has a neighbor in \( L_{i-1} \) and if it has two non-adjacent neighbors in \( L_{i+1} \), then there is a claw with the center \( u \). Thus,

**Lemma 4.** For every vertex \( u \in L_i \), \( N^+(u) \) is a clique.

Now, we define a kind of path which is forbidden in \( G_0 \).

**Definition 5.** Let \( P = x_1 - x_2 - \cdots - x_k \) be a path of odd length such that \( x_1, x_k \in L_i \), for some \( i \), and \( x_2, x_{k-1} \in L_{i+1} \), and all other vertices are in \( L_{\geq i} \). We say that \( P \) is a forbidden path, if either \( P \) is an induced path or \( P + x_1 x_k \) is a hole.

In the following lemma, we prove that there is no forbidden path in \( G_0 \).

**Lemma 6.** There is no forbidden path in the graph \( G_0 \).

**Proof.** Suppose that \( P = x_1 - x_2 - \cdots - x_k \) is a forbidden path such that \( x_1, x_k \in L_i \), for some \( i \), and \( x_2, x_{k-1} \in L_{i+1} \), and all other vertices are in \( L_{\geq i} \). Let \( P^{x_1}, P^{x_k} \) be two shortest paths from \( x_1 \) to \( u_1 \) and from \( x_k \) to \( u_1 \), respectively. Then, there is an edge with one endpoint in \( V(P^{x_1}) \) and another in \( V(P^{x_k}) \), because if the vertex \( u \in L_j \) is the first common vertex of \( P^{x_1} \) and \( P^{x_k} \), then, by Lemma 4, the neighbors of \( u \) in \( L_j \) form a clique and thus, the neighbors of \( u \) in \( P^{x_1} \) and \( P^{x_k} \) are adjacent. Now, let \( x'_1 x'_k \) be the first edge between \( P^{x_1} \) and \( P^{x_k} \) in the sense that \( x'_1 \) is the first vertex in \( P^{x_1} \) (by passing from \( x_1 \) to \( u_1 \)) which has a neighbor in \( P^{x_k} \) and \( x'_k \in V(P^{x_k}) \) is the closest neighbor of \( x'_1 \) to \( x_k \). Both vertices \( x'_1 \) and \( x'_k \) are located in the same level, since otherwise, by Lemma 4, there is another edge between \( P^{x_1} \) and \( P^{x_k} \) which is a contradiction with the choice of \( x'_1 \) and \( x'_k \). Note that if \( x_1 \) is adjacent to \( x_k \), then \( x_1 = x'_1 \) and \( x_k = x'_k \).

But now, \( x'_1 - P^{x_1} - x_1 - P - x_k - P^{x_k} - x'_k - x'_1 \) is an even hole. To see this, suppose that \( x \in P^{x_1} \) be adjacent to a vertex \( y \in P \setminus \{x_1\} \). Then, \( x \in L_{i-1} \) and, by Lemma 4, \( x_1 \) is adjacent to \( y \), contradicting the fact that \( P \setminus \{x_k\} \) is an induced path. ■
Corollary 7. For every edge $xy$ in $L_i$, either $N^-(x) \subset N^-(y)$ or $N^-(y) \subset N^-(x)$.

Proof. Suppose that there are two vertices $x', y' \in L_{i-1}$ such that $x' \in N^-(x) \setminus N^-(y)$ and $y' \in N^-(y) \setminus N^-(x)$. Now, $x' - x = y - y'$ is a forbidden path, contradicting Lemma 6. ■

In the next result, we determine the structure of $G_0$ inside each level $L_i$. First, we need the following lemma from [Wol65]. Let $u$ be a vertex in a graph $G$ and $C$ be the connected component of $G$ containing $u$. The vertex $u$ is called a king vertex in $G$, if $u$ is complete to $V(C) \setminus \{u\}$.

Lemma 8. [Wol65] Every connected $(P_4,C_4)$-free graph has a king vertex.

By a 2-clique, we mean a connected graph $G = G(A,B,K)$ whose vertex set is partitioned into three nonempty sets $A,B,K$ such that $A \cup K$ and $B \cup K$ are cliques and $A$ is incomplete to $B$.

In the following lemma, we determine the structure of $G_0$ in each level.

Lemma 9. For every integer $i \in \mathbb{Z}^+$, every level component in $L_i$ is either a clique or a 2-clique.

Proof. First, we claim that the graph $G_0[L_i]$ is $P_3$-free. To see this, suppose that there is an induced path $x - y - z - w$ in $L_i$. Since $x$ is non-adjacent to $z$, by Lemma 4, $N^-(x) \cap N^-(z) = \emptyset$. Now, since $y$ is adjacent to both $x$ and $z$, by Corollary 7, $N^-(y) \supseteq N^-(x) \cup N^-(z)$. But since $y$ is non-adjacent to $w$, $N^-(y) \cap N^-(w) = \emptyset$, which means $N^-(w) \cap N^-(z) = \emptyset$, contradicting Corollary 7. Therefore, $G_0[L_i]$ is $(P_4,C_4)$-free, and thus, by Lemma 8, each of its level components has a king vertex.

Let $C$ be a level component of $G_0[L_i]$ and $K \subseteq V(C)$ be the set of king vertices of $C$. If $K = V(C)$, then $C$ is a clique, and we are done. So, suppose that $K \neq V(C)$, which means there are at least two non-adjacent vertices $a_0,b_0 \in V(C) \setminus K$ that are adjacent to a vertex $k \in K$.

By Corollary 7, there is a vertex $u \in N^-(k) \cap N^-(b_0)$. By Lemma 4, $u$ is non-adjacent to $a_0$. Define $A = \{x \in V(C) \mid x$ is non-adjacent to $u\}$ and $B = V(C) \setminus (A \cup K)$. Since $u$ is complete to $B$, by Lemma 4, $B$ is a clique. Also, $A$ is a clique, since otherwise, there must be two non-adjacent vertices $a,a' \in A$ and $\{k,a,a',u\}$ would induce a claw, a contradiction.

Also, $A$ is incomplete to $B$. To see this, suppose that $a \in A$ is adjacent to $b \in B$. Since $a,b \notin K$, there are vertices $c \in A$ and $d \in B$ such that $b$ is non-adjacent to $c$ and $d$ is non-adjacent to $a$. Then $G_0$ induces a $P_4$ or a $C_4$ on $\{d,b,a,c\}$ which is in contradiction with the fact that $G_0[L_i]$ is $(P_4,C_4)$-free. This proves that $C = C(A,B,K)$ is a 2-clique. ■

The next lemma determines the connections between two consecutive levels $L_{i-1}$ and $L_i$.

Lemma 10. Let $C$ be a level component in $L_i$. Also, let $U \subseteq L_{i-1}$ be the set of all vertices in $L_{i-1}$ which has a neighbor in $C$.

(i) If $C = C(A,B,K)$ is a 2-clique, then for every $u \in U$, we have either $N^+(u) = A \cup K$, or $N^+(u) = B \cup K$.

(ii) If $C$ is a clique, then there is an ordering on the vertices in $U$, say $u_1,u_2,\ldots,u_\ell$, such that $N^+(u_1) \subseteq N^+(u_2) \subseteq \cdots \subseteq N^+(u_\ell) = C$.

Proof. First, note that, by Lemma 4, every $u \in U$ has no neighbor in other level components in $L_i$, i.e. $N^+(u) \subset C$. 

\[5\]
(i) Suppose that $C = C(A, B, K)$ is a 2-clique. Note that $u$ has a neighbor in $A \cup B$, since if $u$ is incomplete to $A \cup B$, then $u$ has a neighbor $k \in K$, and for every $a \in A$ and $b \in B$, $G_0$ induces a claw on $\{k, u, a, b\}$. So, without loss of generality, suppose that $u$ is adjacent to some vertex $a \in A$. Also, let $b$ be a vertex in $B$. Now, we prove that $K \subset N^+(u)$. To see this, suppose that $u$ is non-adjacent to a vertex $k' \in K$. Then, by Corollary 7, $k'$ and $b$ has a common neighbor $v$ in $L_{i-1}$. Since $a$ is non-adjacent to $b$, by Lemma 4, $a$ is also non-adjacent to $v$. Thus, $u - a - k' - v$ would be a forbidden path, contradicting Lemma 6. This proves that $u$ is complete to $K$.

Now, we prove that $u$ is complete to $A$ and incomplete to $B$. To see this, note that since $A$ is incomplete to $B$ and $u$ is adjacent to $a \in A$, by Lemma 4, $u$ is incomplete to $B$. On the other hand, if $u$ is non-adjacent to some vertex $a' \in A$, then $\{k, a', b, u\}$ would be a claw. This completes the proof of (i).

(ii) Suppose that $C$ is a clique. We prove that for every $u, v \in U$, we have either $N^+(u) \subseteq N^+(v)$, or $N^+(v) \subseteq N^+(u)$. For the contrary, assume that there are two vertices $a, b \in C$ such that $a \in N^+(u) \setminus N^+(v)$ and $b \in N^+(v) \setminus N^+(u)$. Therefore, $u - a - b - v$ would be a forbidden path, contradicting Lemma 6. This proves that the inclusion induces a total ordering on $\{N^+(u), u \in U\}$.

Now, let $u_\ell \in U$ be the vertex with the largest number of neighbors in $L_i$ among all vertices in $U$. If $N^+(u_\ell) \neq C$, then $u_\ell$ is non-adjacent to a vertex $x \in C$. The vertex $x$ has a neighbor $u \in U$, so $N^+(u_\ell) \subseteq N^+(u)$, which is in contradiction with the choice of $u_\ell$.

\[\Box\]

3 Holes in (Claw, Even-hole)-free Graphs

In this section, we study the structure of holes in the graph $G_0$. Let $H$ be a hole in $G_0$. The first and last levels $L_{i_0}$ and $L_{j_0}$ which intersect $V(H)$ is called the first and last level of $H$, i.e. $i_0 = \min\{i : L_i \cap V(H) \neq \emptyset\}$ and $j_0 = \max\{i : L_i \cap V(H) \neq \emptyset\}$. Also, all levels $L_i$, $i_0 < i < j_0$, are called inner levels of $H$. For every level $L_j$, $i_0 \leq j \leq j_0$, a level component in $L_j$ that contains some vertices of $H$ is called a component of $H$ in $L_j$. Also, define

$$\tau(H) = \{C : C \text{ is a component of } H \text{ in } L_j \text{ for some } i_0 + 1 \leq j \leq j_0\}.$$

Note that, in the definition of $\tau(H)$, we have excluded the components of $H$ in its first level. In the next two lemmas, we prove that every hole $H$ in $G_0$ has a specific structure with respect to the levels $L_i$’s (see Figure 1).

**Lemma 11.** Let $H$ be a hole in the graph $G_0$. The hole $H$,

(i) has no edge with both endpoints in a level $L_j$, for some $j \geq i_0 + 1$, and

(ii) has exactly one edge with both endpoints in its first level.

**Proof.** (i) Let $i$ be the largest integer such that $L_i$ contains an edge of $H$, say $xy$, and suppose that $L_i$ is not the first level of $H$. Orient the cycle $H$ in a direction such that the edge $xy$ is directed from $x$ to $y$. Let $S = V(H) \cap L_{\geq i}$ and consider $H[S]$ the induced subgraph of $H$ on $S$. Now, define $P$ as the connected component of $H[S]$ containing the edge $xy$ (note that $P$ is a subpath of $H$ which lies in $L_{\geq i}$).

First, suppose that there is no edge in $H$ adjacent to $xy$ with both endpoints in $L_i$. Now, if $P$ does not start from $x$, then let $x'$ be the last vertex of $P$ in $L_i$ that is before $x$ and
let $x''$ be an arbitrary neighbor of $x'$ in $L_{i-1}$ and if $P$ starts from $x$, then define $x' = x$ and $x''$ be the neighbor of $x'$ in $L_{i-1} \cap V(H)$. Similarly define $y'$ as the first vertex of $P$ in $L_i$ after $y$ and $y''$ as an arbitrary neighbor of $y'$ in $L_{i-1}$ (if $P$ ends in $y$, then define $y' = y$ and $y''$ as the neighbor of $y'$ in $L_{i-1} \cap V(H)$). Now, $P' = x'' - x' - P - y' - y''$ is a forbidden path, contradicting Lemma 6. To see this, note that $x''$ is incomplete to $V(P') \setminus \{x', y''\}$, because if $x' = x$, then $x'' \in V(H)$ and if $x' \neq x$ and $x''$ is adjacent to a vertex in $u \in V(P') \setminus \{x', y''\}$, then $u$ is adjacent to $x'$ which is in contradiction with the fact that $H$ is a hole. With a similar discussion, $y''$ is incomplete to $V(P') \setminus \{x'', y'\}$.

Finally, suppose that there is another edge of $H$ adjacent to the edge $xy$ in $L_i$ and, without loss of generality, name this edge as $yz$. Define $x'$ and $x''$ exactly as above and let $y' = y$ and $y''$ be a common neighbor of $y$ and $z$ in $L_{i-1}$ which exists by Corollary 7. Hence, again $P' = x'' - x' - P - y' - y''$ is a forbidden path, a contradiction.

(ii) By (i), $H$ has an odd number of edges in its first level $L_{i_0}$. Suppose that $H$ has more than one edge in its first level. Therefore, $H$ has at least 3 edges in $L_{i_0}$. So, $H$ has a subpath of the form

$$x' - x - P^x - y' - y - P^y - z' - z,$$

where $V(P^x), V(P^y) \subset L_{>i_0}$ and $x', x, y', y, z', z \in L_{i_0}$.

The vertices $z'$ and $z$ have a common neighbor $z''$ in $L_{i_0-1}$ and, the vertices $x$ and $x'$ have a common neighbor $x''$ in $L_{i_0-1}$. Now, the path $P = x'' - x - P^x - y' - y - P^y - z' - z''$ is a forbidden path, because $P \setminus \{x'', z''\}$ is a subpath of $H$ and so is induced. Also, due to Lemma 4, $x''$ and $z''$ are both non-adjacent to inner vertices of $P \setminus \{x'', z''\}$.

\[ \square \]

**Lemma 12.** The hole $H$ has exactly one vertex in its last level and exactly two vertices in its other levels.

**Proof.** First, we prove a claim.

**Claim 12.1.** Let $xyz$ be a subpath of the hole $H$ such that $y \in L_i$, for some $i$, and $z \in L_{i+1}$. Then, if $i$ is not the first level of $H$, then $x \in L_{i-1}$ and otherwise $x \in L_i$.

To prove the claim, note that if $x \in L_{i+1}$, then by Lemma 4, $x$ and $z$ are adjacent, which is a contradiction with the fact that $H$ is a hole. Also, if $i$ is not the first level, $x$ cannot be in $L_i$ due to Lemma 11-(i). This proves the claim.
Now, we prove the lemma. Let $x_0$ be a vertex of $H$ in its last level $L_{j_0}$. Then, by Lemma 11-(i), the two neighbors $x_1, x_1'$ of $x_0$ in $H$ are in $L_{j_0-1}$. Now, by Claim 12.1 and Lemma 11-(ii), the neighbors of $x_1$ and $x_1'$ in $V(H) \setminus \{x_0\}$ are in $L_{j_0-2}$. Finally, we have two distinct vertices $x_j, x_j'$ of $H$ in its first level $L_0$. We claim that $x_j$ and $x_j'$ are adjacent, which completes the proof. If $x_j$ and $x_j'$ are not adjacent, then $x_j$ and $x_j'$ have neighbors $x_{j+1}, x_{j+1}'$, respectively, in $V(H) \setminus \{x_0, x_1, \ldots, x_{j-1}\} \cup \{x_{j+1}, \ldots, x_{j+1-1}\}$ (that might be the same). By Claim 12.1, $x_{j+1}$ and $x_{j+1}'$ are in first level of $H$. So, $H$ contains at least two edges $x_jx_{j+1}$ and $x_j'x_{j+1}'$ in its first level which is a contradiction with Lemma 11-(iii). This completes the proof. ■

Lemma 12 reveals the structure of the hole $H$ with respect to the levels $L_i$’s. So, $H$ has a configuration as Figure 1.

A hole $H$ is called dominated if there is a vertex $v$ in $V \setminus V(H)$ such that $v$ is complete to $V(H)$. It is clear that in every claw-free graph, the only dominated hole is a cycle $C_5$ which is the induced subgraph of a wheel $W_5$. The next lemma states that every non-dominated hole $H$ has exactly one component in its first and last level and exactly two components in other levels. So, if $H$ is not dominated, then $|\tau(H)| = \ell - 2$, where $\ell$ is the length of $H$, and if $H$ is dominated, then $|\tau(H)| = 2$.

**Lemma 13.** Let $H$ be a hole in $G_0$. If there is a component $C \in \tau(H)$ in an inner level $L_i$ such that $V(H) \cap L_i \subset C$, then $H$ is a $C_5$ which is dominated by a king vertex $k$ of $C$.

**Proof.** Let $H$ be a hole in $G_0$ with a component $C \in \tau(H)$ in an inner level $L_i$ such that $V(H) \cap L_i \subset C$. Let $h_0, h_0', h_1, h_1', h_2, h_2'$ be vertices of $H$ such that $h_0, h_0' \in V(H) \cap L_{i-1}$, $h_1, h_1' \in V(H) \cap L_i$ and $h_2, h_2' \in V(H) \cap L_{i+1}$ such that $h_0 - h_1 - h_2$ and $h_0' - h_1' - h_2'$ are subpaths of $H$. Note that if $i + 1$ is the last level of $H$, then $h_2 = h_2'$. Since $C$ is a 2-clique, by Lemma 10-(i), there is a king vertex $k \in V(C)$ such that $k$ is adjacent to all vertices $h_0, h_0', h_1, h_1'$. Also, let $h_2 - P - h_2'$ be the induced subpath of $H$ in $L_{i+1}$.

Now if $h_2 \neq h_2'$, then to prevent the hole $h_1 - h_2 - P - h_2' - h_1' - k - h_1$ to be an even hole, $k$ must be adjacent to only one of $h_2$ or $h_2'$. Without loss of generality, suppose that $k$ is adjacent to $h_2$. Now $\{k, h_0, h_0', h_2\}$ forms a claw, a contradiction. So, $h_2 = h_2'$ and $L_{i+1}$ is the last level of $H$. Also, to prevent $h_1 - h_2 - h_1' - k - h_1$ to be an even hole, $k$ is adjacent to $h_2$.

Now, if $h_0$ and $h_0'$ are non-adjacent, then $\{k, h_0, h_0', h_2\}$ forms a claw, which is a contradiction. Hence, $h_0$ is adjacent to $h_0'$ and thus, $L_{i-1}$ is the first level of $H$ and $H$ is a dominated $C_5$. This completes the proof. ■

In the following lemma, we prove that every non-dominated hole $H$ in $G_0$ passes through king vertices of the components of $H$.

**Lemma 14.** Let $H$ be a hole of $G_0$. If $H$ is not a dominated $C_5$, then every vertex of $H$ in a component $C \in \tau(H)$ is a king vertex of $C$. Also, if $H$ is a dominated $C_5$, then the vertex in the last level of $H$ is a king vertex.

**Proof.** Let $H$ be an arbitrary hole in $G_0$. Suppose that $h_1 \in V(H) \cap L_i$ is a non-king vertex of a component $C \in \tau(H)$. Thus, $C$ is a 2-clique. First, suppose that $L_i$ is the last level of $H$ (Here, $H$ could be either dominated or not). So, there are non-adjacent vertices $h_0, h_2 \in V(H) \cap L_{i-1}$ which are both adjacent to $h_1$. By Lemma 10, there is a king vertex $k$ of $C$ such that $k$ is adjacent to $h_0, h_1, h_2$ and a non-king vertex $v$ of $C$ such that $v$ is adjacent to $k$ but non-adjacent to $h_0, h_1, h_2$. Now, $\{k, h_0, h_2, v\}$ is a claw, a contradiction.

Now, suppose that $L_i$ is not the last level of $H$. Also, suppose that $H$ is not a dominated $C_5$. Since $h_1$ is not a king vertex of $C$, there is a king vertex $k$ of $C$ and a non-king vertex $v$ of $C$ such that $h_1$ is non-adjacent to $v$. Also, let $u$ be a common neighbor of $v$ and $k$ in $L_{i-1}$. Let
Note that the subgraph \( h_0 - h_1 - h_2 - P - h'_2 - h'_1 - h'_0 \) be the subpath of \( H \) in \( L_{i-1} \) such that \( h_0, h'_0 \in L_{i-1}, h_1, h'_1 \in L_i, \) and \( h_2, h'_2 \in L_{i+1} \) (if \( L_{i+1} \) is the last level of \( H \), then \( h_2 = h'_2 \)).

First, suppose that \( k \) is non-adjacent to both \( h_2 \) and \( h'_2 \). In this case, we claim that \( Q = u - k - h_1 - h_2 - P - h'_2 - h'_1 - h'_0 \) is a forbidden path. To see this, first note that since \( H \) is not a dominated \( C_5 \), by Lemma 13, \( h_1 \) and \( h'_1 \) are in two distinct components of \( H \) in \( L_i \) and thus, \( k \) is non-adjacent to \( h'_1 \). Therefore, by Lemma 4, \( k \) is non-adjacent to \( h'_0 \) and \( u \) is non-adjacent to \( h'_1 \). This proves that \( Q \) is a forbidden path, a contradiction with Lemma 6.

Now, suppose that \( k \) is adjacent to either \( h_2 \) or \( h'_2 \). Without loss of generality, suppose that \( k \) is adjacent to \( h_2 \). Since \( \{k, v, h_0, h_2\} \) does not induce a claw, we have \( h_2 \) is adjacent to \( v \). Now, if \( h_2 = h'_2 \), then \( \{h_2, v, h_1, h'_1\} \) would induce a claw, and if \( h_2 \neq h'_2 \), then \( \{h_2, v, h_1, h_3\} \) would induce a claw, where \( h_3 \in L_{i+2} \) is the first vertex in \( P \) after \( h_2 \). This completes the proof. ■

The following theorem, which is the main result of this section, illustrates the connection of two holes in \( G_0 \).

**Theorem 15.** Let \( H_1 \) and \( H_2 \) be two holes in \( G_0 \). Then either \( \tau(H_1) \cap \tau(H_2) = \emptyset \), or \( \tau(H_1) = \tau(H_2) \). In the latter case, \( H_1 \) and \( H_2 \) share the same component in their first level.

**Proof.** Let \( C \in \tau(H_1) \cap \tau(H_2) \) be the common component of \( H_1, H_2 \) in the highest possible level \( L_i \). So, the components of \( H_1 \) and \( H_2 \) in \( L_{\geq i} \) are disjoint. Let \( h_{10} - h_{11} \) and \( h_{20} - h_{21} \) be the subpaths of \( H_1 \) and \( H_2 \), respectively, such that \( h_{11}, h_{21} \in C \) and \( h_{10}, h_{20} \in L_{i-1} \) (they exist since \( L_i \) is not the first level of \( H_1 \) and \( H_2 ) \). Also, for \( j \in \{1,2\} \), let \( h_{j2} \) be the unique neighbor of \( h_{j1} \) in \( V(H_j) \setminus \{h_{j0}\} \). One of the following two cases may occur.

**Case 1.** The vertices \( h_{11} \) and \( h_{21} \) are distinct and non-adjacent.

Then, \( h_{11} \) and \( h_{21} \) are not king vertices of \( C \). Therefore, by Lemma 14, \( H_1 \) and \( H_2 \) are both dominated \( C_5 \) and \( L_i \) is not the last level of both \( H_1, H_2 \). Let \( h'_{j1}, j \in \{1,2\} \), be the unique vertex in \( V(H_j) \cap L_i \setminus \{h_{j1}\} \). Since \( h_{11} \) and \( h_{21} \) are non-adjacent vertices in the unique component \( C \) of \( H_1 \) and \( H_2 \) in \( L_i \), the set \( \{h_{21}, h'_{11}\} \) is incomplete to the set \( \{h_{11}, h'_{21}\} \) and \( G_0 \) induces on both sets a \( K_2 \). Also, since the components of \( H_1 \) and \( H_2 \) in \( L_{i+1} \) are disjoint, \( h_{12} \) is non-adjacent to \( h_{22} \). So, by Lemma 4, \( h_{12} \) is incomplete to \( \{h_{21}, h'_{21}\} \) and \( h_{22} \) is incomplete to \( \{h_{11}, h'_{11}\} \). This implies that \( h_{11} - h_{12} - h'_{11} - h_{21} - h_{22} - h'_{21} - h_{11} \) would be a hole \( C_6 \), a contradiction.

**Case 2.** The vertex \( h_{11} \) is adjacent to \( h_{21} \), or \( h_{11} = h_{21} \).

**Subcase 2.1.** \( h_{12}, h_{22} \in L_{i+1} \).

First, note that if \( h_{11} = h_{21} \), then by Lemma 4, \( h_{12} \) is adjacent to \( h_{22} \), which is a contradiction with the choice of \( i \). So, assume that \( h_{11} \) and \( h_{21} \) are distinct and adjacent.

For \( j \in \{1,2\} \), let \( h'_{j0}, h'_{j1}, h'_{j2} \) be the unique vertices in \( V(H_j) \cap L_{i-1} \setminus \{h_{j0}\} \), \( V(H_j) \cap L_i \setminus \{h_{j1}\} \), and \( V(H_j) \cap L_{i+1} \setminus \{h_{j2}\} \), respectively. Also, let \( P^j \) be the subpath of \( H_j \) from \( h_{j2} \) to \( h'_{j2} \) in \( L_{\geq i} \).

Note that, it is possible that \( h_{j2} = h'_{j2} \) whenever \( L_{i+1} \) is the last level of \( H_j \) (see Figure 2a). We show that the path

\[
Q = h'_{11} - h'_{12} - P^1 - h_{12} - h_{11} - h_{22} - P^2 - h'_{22} - h'_{21}
\]

is a forbidden path. To prove this, we need the following claim.

**Claim 15.1.** The subgraph \( P^1 \cup P^2 \) is an induced subgraph of \( G \).

Note that \( P^1 \) and \( P^2 \) are induced paths since they are subpaths of \( H_1 \) and \( H_2 \), respectively. To prove the claim, suppose that there are adjacent vertices \( x \in V(P^1) \) and \( y \in V(P^2) \). Without loss of generality, suppose that \( x \in L_j \), for some \( j \), and \( y \in L_j \cup L_{j+1} \). If \( y \in L_j \), then it
would be an even hole. So, by Lemma 14, $h$ is non-adjacent to $h_{21}$. Also, $h_{22}$ is non-adjacent to $h_{11}$.

To see this, first note that $h$ is non-adjacent to $h_{21}$, since otherwise, by Lemma 4, $h_{21}$ and $h_{22}$ would be a claw. This proves the claim.

Note that every $h \in \{h_{11}, h'_{11}, h_{21}, h'_{21}\}$ has only one neighbor in $\{h_{12}, h'_{12}, h_{22}, h'_{22}\}$, since otherwise, by Lemma 4, $P^1 \cup P^2$ is not an induced subgraph, contradicting Claim 15.1. Also, $h'_{11}$ is non-adjacent to $h_{21}$, since otherwise, $h_{21} - h_{11} - h_{12} - P^1 - h'_{12} - h'_{21} - h_{21}$ is an even hole. Similarly, $h_{11}$ is non-adjacent to $h'_{21}$. Hence, $Q$ is a forbidden path, contradicting Lemma 6.

**Subcase 2.2.** $h_{12} \in L_{i-1}, h_{22} \in L_{i+1}$.
First, note that if $h_{11} = h_{21}$, then we have a claw on the set of vertices $\{h_{11}, h_{22}, h_{10}, h_{12}\}$. So, assume that $h_{11}$ and $h_{21}$ are distinct and adjacent. Let $h'_{20}, h'_{21}, h'_{22}$ and the path $P^2$ be as defined in Subcase 2.1 (see Figure 2b). In this case, $h_{21}$ is non-adjacent to either $h_{10}$ or $h_{12}$, since otherwise $\{h_{21}, h_{10}, h_{12}, h_{22}\}$ would be a claw. Without loss of generality, suppose that $h_{21}$ is non-adjacent to $h_{10}$. We claim that $Q = h_{10} - h_{11} - h_{21} - h_{22} - P^2 - h'_{22} - h_{21} - h'_{20}$ is a forbidden path. To see this, first note that $h_{11}$ has no neighbor $v$ in $L_{>i}$, since otherwise, $\{h_{11}, v, h_{10}, h_{12}\}$ would be a claw. Also, $h_{11}$ is non-adjacent to $h'_{21}$, since otherwise, $h_{11} - h_{21} - h_{22} - P^2 - h'_{22} - h'_{21} - h_{11}$ would be an even hole. So, by Lemma 4, $h_{10}$ is non-adjacent to $h'_{21}$ and $h'_{20}$ is non-adjacent to $h_{11}$. Hence, $Q$ is a forbidden path, contradicting Lemma 6.

**Subcase 2.3.** $h_{12}, h_{22} \in L_{i-1}$.
In this subcase, $i$ is the last level of $H_1$ and $H_2$. Suppose that $\tau(H_1) \neq \tau(H_2)$ and let $L_j$ be the level with the largest index such that there exists a component $C \in \tau(H_1)$ in the level $L_j$ where
\( V(C) \cap V(H_2) = \emptyset \). If \( j = i - 1 \), then either \( h_{10} \) or \( h_{12} \), say \( h_{10} \), is in \( C \). Thus, \( h_{10} \) is non-adjacent to \( h_{20} \) and \( h_{22} \) (Figure 3). So, in case \( h_{11} = h_{21} \), we have a claw on the set \( \{h_{21}, h_{20}, h_{22}, h_{10}\} \), and, in case \( h_{11} \) is adjacent to \( h_{21} \), by Corollary 7, either \( h_{11} \) is adjacent to both \( h_{20} \) and \( h_{22} \), or \( h_{21} \) is adjacent to \( h_{10} \) which yields that there is a claw with leaves \( h_{10}, h_{20}, h_{22} \) and the center \( h_{11} \) or \( h_{21} \).

So, suppose that \( j \leq i - 2 \) and thus \( H_1 \neq C_5 \). Take a vertex \( u_j \in V(H_1) \cap V(C) \) and let \( u_j - u_{j+1} - u_{j+2} \) be the subpath of \( H_1 \) in \( L_j \cup L_{j+1} \cup L_{j+2} \). By the choice of \( j \), there is a vertex \( v_{j+1} \in V(H_2) \cap L_{j+1} \) which is in the same component with \( u_{j+1} \). Let \( v_j - v_{j+1} - v_{j+2} \) be the subpath of \( H_2 \) where \( v_{j+2} \in L_{j+2} \). Then we have \( v_j \in L_j \), since otherwise \( L_{j+1} \) is the first component of \( H_2 \) and \( H_1 \) has two components in \( L_{j+1} \), this is in contradiction with the choice of \( j \). Thus, \( v_j \in L_j \) and also \( v_j \notin C \) (by the definition of \( C \)). Now, if \( u_{j+1} = v_{j+1} \), then we have a claw on \( \{u_{j+1}, u_j, v_j, u_{j+2}\} \). So, \( u_{j+1} \) and \( v_{j+1} \) are distinct. Also, since \( H_1 \) is not \( C_5 \), by Lemma 14, \( u_{j+1} \) is adjacent to \( v_{j+1} \). Now, by Corollary 7, either \( u_{j+1} \) is adjacent to \( v_j \), or \( v_{j+1} \) is adjacent to \( u_j \) and we would have a claw on \( \{u_{j+1}, u_j, v_j, u_{j+2}\} \) or \( \{v_{j+1}, u_j, u_{j+1}, v_j\} \).

This proves that \( \tau(H_1) = \tau(H_2) \). Now, we prove that, in this case, the first components of \( H_1 \) and \( H_2 \) are the same. Let \( L_{i_0} \) be the first level of \( H_1 \) and \( H_2 \). Also, suppose that \( h_{11}, h'_{11} \in V(H_1) \cap L_{i_0} \) and \( h_{21}, h'_{21} \in V(H_2) \cap L_{i_0} \) are the vertices of \( H_1 \) and \( H_2 \) in their first level, respectively, which, by contrary, are located in different level components. For \( j \in \{1, 2, \ldots, i\} \), let \( h_{j_1} - h_{j_2} - h_{j_3} \) and \( h'_{j_1} - h'_{j_2} - h'_{j_3} \) be the subpaths of \( H_j \) in \( L_{i_0} \cup L_{i_0+1} \cup L_{i_0+2} \). (Note that we might have \( h_{j_3} = h'_{j_3} \) if \( H_j \) is a cycle \( C_5 \)). Since \( \tau(H_1) = \tau(H_2) \), without loss of generality, suppose that \( h_{12}, h_{22} \) and \( h'_{12}, h'_{22} \) are located in the level components \( C_1 \) and \( C_2 \) in \( L_{i_0+1} \), respectively. Note that \( h_{12} \) is non-adjacent to \( h_{21} \), since otherwise, \( \{h_{12}, h_{11}, h_{21}, h_{13}\} \) would be a claw. Similarly, \( h'_{12} \) is non-adjacent to \( h'_{21} \). (This implies that \( h_{12} \neq h_{22} \) and \( h'_{12} \neq h'_{22} \).)

If \( H_1 \) and \( H_2 \) are not dominated \( C_5 \), then by Lemma 14, \( h_{12} \) is adjacent to \( h_{22} \) and \( h'_{12} \) is adjacent to \( h'_{22} \). Also, if \( H_1 \) and \( H_2 \) are dominated \( C_5 \), then \( C_1 = C_2 \) and so again, \( h_{12} \) is adjacent to \( h_{22} \) and \( h'_{12} \) is adjacent to \( h'_{22} \) and the set \( \{h_{12}, h_{22}\} \) is incomplete to the set \( \{h'_{12}, h'_{22}\} \). Therefore, in

![Figure 3: An schema of Subcase 2.3 in the proof of Lemma 15.](image-url)
both cases, \( h_{11} - h_{12} - h_{22} - h_{21} - h'_{22} - h'_{12} - h'_{11} \) is an induced cycle \( C_8 \), a contradiction. ■

4 Winning Strategy with Three Cops

In this section, we prove that the cop number of every (claw, even-hole)-free graph is at most 3. In the next section, we refine the algorithm to find a winning strategy that needs at most two cops. First, we have to employ the results of the previous sections to prove a couple of lemmas. We start by showing how paths connect the level components.

Lemma 16. Let \( C \) be a level component in \( L_i \).

(i) We have two possibilities:

(a) There is a unique level component \( C' \neq C \) in \( L_i \) for which there is a path from \( C \) to \( C' \) whose vertices are in \( L_{\geq i} \). In this case, we say that \( C \) is non-singular.

(b) There is no path from \( C \) to any other level component of \( L_i \) whose vertices are in \( L_{\geq i} \). In this case, we say that \( C \) is singular.

When \( C \) is non-singular, we say that \( C' \) is the mate of \( C \) and we denote \( C' \) by \( \eta(C) \). Also, when \( C \) is singular, we define \( \eta(C) = C \).

(ii) If \( C \) is connected to a level component \( \hat{C} \) in \( L_{i+1} \), then the set of neighbors of \( \hat{C} \) in \( L_i \) is a subset of \( V(C) \cup V(\eta(C)) \) and in case \( C \) and \( \hat{C} \) are both non-singular, \( \hat{C} \) has no neighbor in \( \eta(C) \).

For instance, for every hole \( H \) in \( G_0 \), the component of \( H \) in its last level is singular. Also, if \( H \) is not a dominated \( C_5 \), all of its components in its inner levels are non-singular and are singular otherwise.

Proof. In order to prove (i), for the contrary, suppose that there are two distinct level components \( C_1, C_2 \) in \( L_i \) such that two induced paths \( P^1 \) and \( P^2 \) exist from \( C \) to \( C_1 \) and \( C_2 \), respectively, whose all vertices are in \( L_{\geq i} \). Using the method given in the proof of Lemma 6, one can extend \( P^1 \) and \( P^2 \) into the holes \( H_1 \) and \( H_2 \) such that \( C \in \tau(H_1) \cap \tau(H_2) \), but \( C_1 \in \tau(H_1) \setminus \tau(H_2) \), a contradiction with Theorem 15. This proves (i).

In order to prove (ii), suppose that \( \hat{C} \) is connected to a level component \( C' \) in \( L_i \). Then, there is a path from \( C \) to \( C' \) whose vertices are in \( L_{\geq i} \). Therefore, either \( C' = C \), or \( C' = \eta(C) \). This implies that the neighbors of \( \hat{C} \) in \( L_i \) are in \( V(C) \cup V(\eta(C)) \). Now, suppose that both \( C \) and \( \hat{C} \) are non-singular and \( \hat{C} \) is connected to both \( C \) and \( \eta(C) \). So, there is an induced path \( \hat{P} \) from \( \hat{C} \) to \( \eta(\hat{C}) \) with vertices in \( L_{\geq i+1} \) and there is an induced path \( P \) which starts in \( C \), passes \( \hat{C} \) and ends in \( \eta(C) \). Again, \( P \) and \( \hat{P} \) can be extended to the holes \( H \) and \( \hat{H} \) such that \( \hat{C} \in \tau(H) \cap \tau(\hat{H}) \), but \( \eta(\hat{C}) \in \tau(\hat{H}) \setminus \tau(H) \), a contradiction with Theorem 15. This proves (ii).

4.1 The Algorithm

By a simple path, we mean a path that has at most one vertex in each level \( L_i \). Let \( G \) be a connected (claw, even-hole)-free graph. We describe our algorithm for the game of cops and robber in the graph \( G \). In the beginning, we put three cops \( c_0, c_1, c_2 \) on an arbitrary vertex \( u_0 \). If the robber is located at a vertex \( v \), then let \( P^0 \) be a shortest path from \( u_0 \) to \( v \) and let \( u_1 \) be the neighbor of \( u_0 \) in \( P^0 \). Also, define \( B_0 \) and \( G_0 \) as in Subsection 1.1. We always keep the cop \( c_0 \) on \( u_0 \), so the robber will be captured once it enters the box \( B_0 \). So, we may assume that
the game is played in the graph $G_0$. Now, we move two cops $c_1$ and $c_2$ to $u_1$ and during the algorithm, we guarantee that for every simple path $P$ from the robber’s location to $u_1$ in $G_0$, $P$ passes through a level component containing $c_1$ or $c_2$ (see Lemma 17). For $i \in \{1, 2\}$, let $C_i$ be the level component containing $c_i$, where $C_1$ and $C_2$ are both in the level $L_j$, for some $j \geq 1$. If there is a simple path from $u_1$ to the robber’s location passing through a vertex $v \in C_i$, for some $i \in \{1, 2\}$, we take one of these paths arbitrarily, say $P$, and define $C_i^+$ as the level component in $L_{j+1}$ containing the vertex $v^+$ which is the next vertex after $v$ in $P$. Now, we define the cops’ next steps as follows.

- **Progressing:** If $C_{i+1}$ is connected to $\eta(C_i^+)$, then we move $c_i$ from $C_i$ to a king vertex of $C_i^+$ and $c_{i+1}$ from $C_{i+1}$ to a king vertex of $\eta(C_i^+)$ (subscripts are read modulo $2$). This can be safely done in at most two rounds (see Lemma 18). Note that if both $C_1^+$ and $C_2^+$ are defined, then by the definition, $C_2^+ = \eta(C_1^+)$.  

- **Synchronizing:** If $C_{i+1}$ is incomplete to $\eta(C_i^+)$, then we keep $c_i$ in its position and during a number of rounds, we move $c_{i+1}$ from $C_{i+1}$ to a king vertex of $C_i$ using a path with vertices in $L_{\geq j}$ (subscripts are read modulo $2$).

Note that after a progressing step, the level components containing $c_1, c_2$ are mate and after a synchronizing step, $c_1, c_2$ are in the same level component. Finally, the algorithm for the cops to chase the robber can be summarized as follows.

**Algorithm 1** The algorithm

1. **Initialization.** Locate the cops $c_0, c_1, c_2$ on an arbitrary vertex $u_0$ and let $P^0 = u_0 - u_1 - \cdots$ be a path from $u_0$ to the robber’s position. Then, move $c_1$ and $c_2$ to $u_1$.

2. In each round, if the robber is adjacent to some cop, then he is captured and the game is over. Otherwise,

3. Suppose that the cops $c_1, c_2$ are located on the vertices $k_1, k_2$ in the level components $C_1, C_2$, respectively. Let $P$ be a simple path from the robber’s location to $u_1$ which passes through $C_i$, for some $i \in \{1, 2\}$. Then,

   - If $C_{i+1}$ is connected to $\eta(C_i^+)$, then do the progressing step as follows: Let $k_1', k_2'$ be king vertices of $C_i^+$ and $\eta(C_i^+)$, respectively. Then, for each $j \in \{1, 2\}$, if $k_j$ is adjacent to $k_j'$, then move $c_j$ from $k_j$ to $k_j'$. Otherwise, find a vertex $v_j$ in $C_j$ which is adjacent to $k_j'$ and move $c_j$ from $k_j$ to $v_j$ and then, in the next round, from $v_j$ to $k_j'$.

   - If $C_{i+1}$ is incomplete to $\eta(C_i^+)$, then do the synchronizing step.

**4.2 Correctness**

Here, we are going to prove that by applying Algorithm 1, the cops capture the robber in a finite number of rounds. First, we need a couple of lemmas.

**Lemma 17.** During the execution of Algorithm 1, every simple path from the robber’s location to $u_1$ passes through a level component containing $c_1$ or $c_2$.

**Proof.** Suppose that $c_i$ is in the level component $C_i$, $i \in \{1, 2\}$, both in the level $L_j$. We use induction on $j$. If $j = 1$, then $c_1$ and $c_2$ are both on $u_1$ and we are done. Now, we are going to prove that after (and during) a progressing or synchronizing step, every simple path from the
robbers’ location to \( u_1 \) passes through a level component containing \( c_1 \) or \( c_2 \). Without loss of generality, assume that \( C_1^+ \) is defined. So, there is a path \( P \) from the robbers’ location to \( u_1 \) which passes through \( C_1 \) in \( L_j \) and \( C_1^+ \) in \( L_{j+1} \).

First, assume that we are going to perform a progressing step. So, \( C_2 \) is connected to \( \eta(C_1^+) \) and we move \( c_1 \) from \( C_1 \) to \( C_1^+ \) and \( c_2 \) from \( C_2 \) to \( \eta(C_1^+) \). On the other hand, if \( P' \) is a simple path from the robbers’ new location to \( u_1 \), then \( P' \) passes through \( C_1^+ \) or \( \eta(C_1^+) \) in \( L_{j+1} \). To see this, note that if \( P' \) passes through a level component \( C' \) in \( L_{j+1} \), then there is a path from \( C_1^+ \) to \( C' \) and so by, Lemma 16-(i), either \( C' = C_1^+ \), or \( C' = \eta(C_1^+) \). This shows that \( P' \) passes through a level component containing \( c_1 \) or \( c_2 \) in \( L_{j+1} \).

Now, suppose that we are going to perform a synchronizing step. So, \( C_2 = \eta(C_1) \) is incomplete to \( \eta(C_1^+) \); we keep \( c_1 \) in \( C_1 \) and move \( c_2 \) to \( C_1 \). During these rounds, suppose that \( P' \) is a simple path from the robbers’ new location to \( u_1 \) which passes through level components \( C \) in \( L_j \) and \( C' \) in \( L_{j+1} \). We claim that \( C_1 = C \). To see this, note that there is a path from \( C_1^+ \) to \( C' \) in \( L_{j+1} \), so \( C' \in \{C_1^+, \eta(C_1^+)\} \) and \( C \in \{C_1, C_2\} \). For the contrary, suppose that \( C = C_2 \neq C_1 \). The case \( C' = \eta(C_1^+) \) is in contradiction with the fact that \( C_2 \) is incomplete to \( \eta(C_1^+) \) and the case \( C' = C_1^+ \neq \eta(C_1^+) \) is in contradiction with Lemma 16-(ii) since \( C_1^+ \) is connected to both \( C_2 \) and \( \eta(C_2) = C_1 \). This proves that \( C = C_1 \) and \( P' \) passes through the level component containing \( c_1 \).

The next lemma guarantees that the progressing step can be done safely; the robber cannot run off to the lower levels during this step.

**Lemma 18.** Suppose that we are in a progressing step and for each \( i \in \{1, 2\} \), the cop \( c_i \) is in the king vertex of the level component \( C_i \) in \( L_j \). Then, \( c_1, c_2 \) can move safely to a king vertex of \( C_1^+ \) and \( \eta(C_1^+) \) in at most two rounds, in the sense that during the movement, the robber cannot move to the level \( L_j \) unless he is captured.

**Proof.** Let \( c_1, c_2 \) be the cops on the king vertices \( k_1, k_2 \) in the level components \( C_1, C_2 \) in \( L_j \) and the goal is to move \( c_1, c_2 \) to king vertices \( k_1', k_2' \) of the level component \( C_1^+ \) and \( \eta(C_1^+) \) in \( L_{j+1} \), respectively.

Since there is an edge between \( C_1 \) (resp. \( C_2 \)) and \( C_1^+ \) (resp. \( \eta(C_1^+) \)), by Lemma 10, \( k_1' \) (resp. \( k_2' \)) is adjacent to a vertex \( v_1 \) (resp. \( v_2 \)) in \( C_1 \) (resp. \( C_2 \)). So, for each \( i \in \{1, 2\} \), if \( k_i \) is adjacent to \( k_i' \), then simply move \( c_i \) from \( k_i \) to \( k_i' \); and otherwise, move \( c_i \) from \( k_i \) to \( v_i \) and then, in the next round, from \( v_i \) to \( k_i' \). Now, we show that, during the process, the robber cannot move to the level \( L_j \) unless he is captured.

If the robber reaches the level \( L_j \), then by Lemma 17, the robber moves to either \( C_1 \) or \( C_2 \). Also, by Lemma 16-(ii), the robber moves either from \( C_1^+ \) to \( C_1 \), or \( \eta(C_1^+) \) to \( C_2 \). Without loss of generality, we assume that the robber moves from the vertex \( r' \) in \( C_1^+ \) to the vertex \( r \) in \( C_1 \). First, suppose that \( k_1 \) is non-adjacent to \( k_1' \). At the time of arrival of the robber to \( r \), if \( c_1 \) is located on vertex \( v_1 \) then \( v_1 \) should be non-adjacent to \( r \) since otherwise, the robber would be captured. Additionally, \( k_1' \) is non-adjacent to \( r \) since otherwise \( v_1 - k_1' - r - k_1 - v_1 \) would be an induced \( C_4 \). By the same reason, \( r' \) is non-adjacent to \( v_1 \). So, \( k_1' \) and \( r' \) are distinct. But now, \( v_1 - k_1' - r' - r \) is a forbidden path, a contradiction. If \( c_1 \) is located in the vertex \( k_1' \) at the time of arrival of the robber to \( r \), then to prevent \( c_1 \) to capture the robber in the next round, \( k_1' \) is non-adjacent to \( r \) and so \( r' \) and \( k_1' \) are distinct. Also, \( v_1 \) is non-adjacent to \( r' \) since otherwise the robber must have been captured by \( c_1 \) in its last move. But, again, \( v_1 - k_1' - r' - r \) is a forbidden path. Finally, if \( k_1 \) is adjacent to \( k_1' \), then \( c_1 \) moves directly from \( k_1 \) to \( k_1' \). If, after this move, the robber moves from \( r' \) to \( r \), then again \( k_1 - k_1' - r' - r \) would be a forbidden path. This completes the proof.

Now, we are ready to prove the correctness of the algorithm.
Theorem 19. By executing Algorithm 1, the cops can capture the robber in at most \( n \) rounds.

Proof. Suppose that, at a moment, the cops are in the level \( L_j \), for some \( j \geq 1 \). By Lemma 17, the robber can reach to the level \( L_j \) only by entering to the level components containing \( c_1 \) or \( c_2 \). So, if the cops are on the king vertices of their level components, then they can capture him. Otherwise, the cops are performing a progressing step, and again they can capture him by Lemma 18. Hence, it is remained to prove that, at each round, we always have a progressing step after a finite number of rounds. To see this, note that the first step is a progressing step which moves \( c_1, c_2 \) from \( u_1 \) to the level \( L_2 \). Suppose that after a progressing step, we have a synchronizing step. We claim that the next step is surely a progressing step. Assume that after the progressing step, \( c_1, c_2 \) are in the level component \( C_1 \) and \( C_2 = \eta(C_1) \), respectively and \( C_2 \) is incomplete to \( \eta(C_1) \). So, we perform a synchronizing step and move \( c_2 \) to \( C_1 \). Now, \( c_1, c_2 \) are both in \( C_1 \). We claim that \( C_1 \) is connected to \( \eta(C_1) \), and so the next step is a progressing step. To see this, note that the level component \( \eta(C_1) \) is connected to a level component \( C \) in \( L_j \). Since there is a path from \( C_1 \) to \( C \) in \( L_{\geq j} \), we have either \( C = C_1 \) or \( C = \eta(C_1) = C_2 \). Now, since \( C_2 \) is incomplete to \( \eta(C_1) \), we have \( C = C_1 \) and so \( C_1 \) is connected to \( \eta(C_1) \) and the next step is a progressing step. This shows that the algorithm ends in a finite number of rounds, and the cops eventually capture the robber.

Now, we prove that the capture time is at most \( n \). To do this, we prove that at each round, \( c_1 \) or \( c_2 \) visits a new vertex which has not been visited before. First, we claim that the vertices visited through a synchronizing step will never be seen afterward. To see this, suppose that \( c_1 \) and \( c_2 \) are respectively in the level components \( C_1 \) and \( C_2 \) in the level \( L_j \) and we start a synchronizing step by moving \( c_2 \) from \( C_2 \) to \( C_1 \) through the path \( P \) in \( L_{\geq j} \). Also, suppose that \( c_1 \) or \( c_2 \) will visit an inner vertex of \( P \) say \( v \) in a forthcoming round. Also, let \( C \) be the level component in \( L_{j+1} \) which intersects \( P \) and is connected to \( C_2 \). So, there is a path from \( C_1 \) or \( \eta(C_1) \) to \( C \) in \( L_{\geq j+1} \). On the other hand, since we are in a synchronizing step, \( C \neq \eta(C_1) \). Also, by Lemma 16-(ii), \( C \neq C_1 \). This is a contradiction with Lemma 16-(i). This proves the claim.

Now, note that in every progressing step, we move the cops to vertices in the next level, which, by the claim, are not visited before in previous synchronizing steps. Also, in a synchronizing step, the cop moves on a path with unvisited vertices. This proves that, in each round, at least one cop moves to an unvisited vertex and thus, the capture time is at most \( n \). Note that, in the last round of a synchronizing step, when \( c_2 \) enters the level component containing \( c_1 \), we might see an already visited vertex. However, this loss has already been compensated since the previous step was a progressing step in which we have seen two unvisited vertices in a single round. \( \blacksquare \)

5 The Refinement

In this section, we are going to improve Algorithm 1 to prove that two cops are enough to capture the robber in (claw, even-hole)-free graphs. In fact, in Algorithm 1, we always keep a cop on \( u_0 \) to deter the robber from accessing to \( V(G) \setminus V(G_0) \). Here, we prove that it is unnecessary to keep a cop on \( u_0 \), and thus two cops are sufficient. To do this, first, we need a couple of lemmas. The following lemma shows how the connections are between the vertices in \( B_0 \) and \( V(G_0) \) (for the definition of \( B_0 \) and \( G_0 \), see Subsection 1.1).

Lemma 20. For every vertex \( b \in B_0 \),

(i) the set of neighbors of \( b \) in \( V(G_0) \setminus \{u_0, u_1\} \) is a subset of two consecutive levels of \( G_0 \) and, forms a clique.

(ii) Let \( b \) be adjacent to a vertex \( v \in V(G_0) \setminus \{u_0, u_1\} \). Then \( b \) is either complete or incomplete to \( N^-(v) \) and, is complete to either \( N^+(v) \) or \( N^-(v) \).
Proof. To prove (i), if \( b \) has two non-adjacent neighbors \( v_1, v_2 \) in \( V(G_0) \setminus \{u_0, u_1\} \), then \( G \) induces a claw on \( \{b, u_0, v_1, v_2\} \) which is a contradiction. So, the set of neighbors of \( b \) in \( V(G_0) \setminus \{u_0, u_1\} \) is a clique and consequently is a subset of two consecutive levels.

To prove (ii), suppose that \( b \) is adjacent to a vertex \( v_1 \) in \( N^−(v) \) and is non-adjacent to a vertex \( v_2 \) in \( N^+(v) \). Also, let \( P^1 \) and \( P^2 \) be two simple paths from \( v_1 \) and \( v_2 \), respectively, to \( u_1 \). Also, let \( P^0 \) be an induced path of length at most two from \( u_1 \) to \( b \) (i.e. either \( P^0 = u_1 - b \) or \( P^0 = u_1 - u_0 - b \)).

Then, \( G \) has two induced cycles \( b - v_1 - P^1 - P^0 - b \) and \( b - v - v_2 - P^2 - P^0 - b \) which are of different parities, a contradiction (note that by (i), \( b \) is non-adjacent to inner vertices of \( P^1 \) and \( P^2 \)). This proves that \( b \) is complete or incomplete to \( N^−(v) \).

Now, if \( b \) is non-adjacent to vertices \( v_1 \in N^−(v) \) and \( v_2 \in N^+(v) \). Then, \( G \) induces a claw on \( \{b, v_1, v_2\} \), a contradiction. This proves (ii).

\section*{Lemma 21.} Let \( v \) be a vertex in \( G_0 \). If there exists a simple path from \( v \) to \( u_1 \) in \( G_0 \) which passes through a non-singular component \( C \), then \( v \) is incomplete to \( B_0 \).

Proof. For the contrary, suppose that \( v \) is adjacent to a vertex \( b \in B_0 \) and there is a simple path \( P \) from \( v \) to \( u_1 \) which passes through a non-singular level component \( C \) in \( L_i \), for some \( i \geq 3 \). Let \( P^0 \) be an induced path of length at most two from \( u_1 \) to \( b \) (i.e. either \( P^0 = u_1 - b \) or \( P^0 = u_1 - u_0 - b \)). We consider two possibilities:

\section*{Case 1.} \( v \in V(C) \). Since \( C \) is non-singular, there is an induced path from \( C \) to \( \eta(C) \) whose inner vertices are in \( L_{≥i} \). First, suppose that there is such a path \( P' \) which starts from \( v \) and ends in a vertex \( w \) in \( \eta(C) \). Let \( P'' \) be a simple path from \( w \) to \( u_1 \). Let \( v' \in L_{i+1} \) and \( v'' \in L_{i-1} \) be the second vertices in \( P' \) and \( P'' \) respectively. By Lemma 20, \( b \) is adjacent to either \( v' \) or \( v'' \) and not both. In the former case, the holes \( b - v' - P' - w - P'' - u_1 - P^0 - b \) and \( b - v - P - u_1 - P^0 - b \) have different parities, a contradiction. In the latter case, the holes \( b - v'' - P - u_1 - P^0 - b \) and \( b - P - w - P'' - u_1 - P^0 - b \) have different parities, a contradiction.

Now, suppose that there is no such path \( P' \) from \( v \) to \( \eta(C) \). By the definition, there is a path \( P' \) from a vertex \( u \neq v \) in \( V(C) \) to a vertex \( w \) in \( \eta(C) \) whose inner vertices lie in \( L_{≥i} \). Also, let \( v', v'' \) and \( P'' \) are defined as above and let \( w'' \in L_{i-1} \) be the second vertex in \( P'' \). By the assumption, \( v \) is non-adjacent to \( v' \). Also, \( b \) is non-adjacent to \( u \) (otherwise, we can replace the role of \( v \) with \( u \) and the above argument yields a contradiction). Also, by Lemma 14, \( u \) is a king vertex of \( C \) and so \( u \) is adjacent to \( v \). Note that \( v'' \) is adjacent to \( u \), since otherwise the path \( v'' - v - u - P' - w - w'' \) is a forbidden path, a contradiction with Lemma 6. Now, we prove that \( b \) is non-adjacent to \( v'' \). To see this, suppose that \( b \) is adjacent to \( v'' \). Then, if \( v'' \in L_{≥3} \), then by Lemma 20, \( b \) is adjacent to \( u \), a contradiction and if \( v'' \in L_2 \), then \( G \) induces a claw on \( \{v'', u, b\} \) (since \( L_2 \) is a clique). This shows that \( b \) is non-adjacent to \( v'' \). Now, the holes \( b - v - P - u_1 - P^0 - b \) and \( b - v - P - u_1 - P^0 - b \) have different parities, a contradiction. This yields that Case 1 cannot happen.

\section*{Case 2.} \( v \notin V(C) \). Without loss of generality, we can assume that \( b \) is non-adjacent to inner vertices of \( P \). Also, we can assume that \( C \) is the first non-singular level component that \( P \) visits. Let \( u \) be the vertex in \( V(P) \cap V(C) \). First, assume that there is an induced path \( P' \) from \( u \) to a vertex \( w \) in \( \eta(C) \) whose inner vertices are in \( L_{≥i} \). Also, let \( u' \) be the vertex before \( u \) in the path \( P \) and \( w' \) be the vertex after \( u \) in the path \( P' \). Then, \( u', w' \) are in the same level component \( C' \) which is singular (note that non-singularity of \( C' \) is in contradiction with the choice of \( C \)). Thus, \( P' = u - w' - w \). By Case 1, \( b \) is non-adjacent to \( w \) and \( u \). If \( u' \neq v \), define \( u'' \) be the vertex before \( u' \) in \( P \) and if \( u' = v \), define \( u'' = b \). Thus, \( u' \) is non-adjacent to \( w \), since otherwise \( G \) induces a claw on \( \{u', u, w, u''\} \). This implies that \( u' \) and \( w' \) are distinct. Also, \( w' \) is
Now, we slightly modify Algorithm 1 to prove that two cops are sufficient to capture the robber in all (claw, even-hole)-free graphs. To do this, in the initialization round, we locate the cops $c_1$ and $c_2$ on an arbitrary vertex $u_0$ and if $P^0 = u_0 - u_1 - \cdots$ is a path from $u_0$ to the robber’s position, then we move $c_1$ to $u_1$. Now, if $c_1$ is in a level component $C_1$, as long as $C_1^+$ is singular, we move $c_1$ to a king vertex of $C_1^+$. Once $C_1^+$ is non-singular, $c_2$ will be free and we perform the synchronizing step, i.e. we move $c_2$ to the level component $C_1$. Then, we act exactly the same as Algorithm 1. By the argument in Subsection 4.2, during the execution of the algorithm, if the cop $c_1$ is in a level $L_i$, then the robber cannot move to a lower level than $L_i$ using the vertices of $G_0$. We just need to show that the robber cannot move to the vertices in $B_0$. To see this, note that as long as $C_1^+$ is singular, there is a cop on $u_0$, so the robber cannot move to $B_0$ unless he is captured. Suppose that, for the first time, $C_1^+$ is non-singular. Afterwards, if the robber is in a vertex $v \in V(G_0)$, then by Lemma 17, every simple path from $v$ to $u_1$ passes through the level components $C_1^+$ or $\eta(C_1^+)$ which are non-singular. So, by Lemma 21, $v$ is incomplete to $B_0$ and so the robber cannot reach $B_0$. This proves that the robber is trapped in $G_0$ and will be captured by $c_1$ or $c_2$. Finally, note that in the first synchronizing step, $c_1$ might move on the already visited vertices, so the capture time cannot be bounded by $n$; however, it is still a most $2n$.

6 Concluding Remarks

In this paper, we proved that the cop number of all (claw, even-hole)-free graphs is at most two. This can be considered as a first step towards answering Question 3 asking that if all even-hole-free graphs are cop bounded. Since the cop number is bounded by treewidth and it is shown that (triangle, even-hole)-free graphs have bounded treewidth [CdHV18], they are another subclasses of even-hole-free graphs which are cop-bounded.

As Sintiari et al. [ST19] proved that $(K_4$, even-hole)-free graphs have unbounded treewidth, a second approach to answering Question 3 could be investigating the cop number of $(K_4$, even-hole)-free graphs. It is noteworthy that a subclass of $(K_4$, even-hole)-free graphs with unbounded treewidth introduced in [ST19], called “layered wheels”, happens to be cop-bounded. Moreover, Cameron et al. [CCH18] studied the structure of the class of (pan, even-hole)-free graphs, which is a superclass of (claw, even-hole)-free graphs. So, it is natural to ask how one can generalize our results to (pan, even-hole)-free graphs.
References

[AAK+20] Pierre Aboulker, Isolde Adler, Eun Jung Kim, Ni Luh Dewi Sintiari, and Nicolas Trotignon. On the treewidth of even-hole-free graphs. 08 2020. https://arxiv.org/pdf/2008.05504.pdf

[ACV20] Tara Abrishami, Maria Chudnovsky, and Kristina Vušković. Even-hole-free graphs with bounded degree have bounded treewidth. 09 2020. https://arxiv.org/pdf/2009.01297.pdf

[AF84] M. Aigner and M. Fromme. A game of cops and robbers. *Discrete Applied Mathematics*, 8(1):1–12, 1984.

[And84] Thomas Andreae. Note on a pursuit game played on graphs. *Discrete Applied Mathematics*, 9(2):111–115, 1984.

[And86] Thomas Andreae. On a pursuit game played on graphs for which a minor is excluded. *Journal of Combinatorial Theory, Series B*, 41(1):37–47, 1986.

[BCM+11] Andrew Beveridge, Paolo Codenotti, Aaron Maurer, John McCauley, and Silviya Valeva. The Petersen graph is the smallest 3-cop-win graph. 10 2011. https://arxiv.org/pdf/1110.0768.pdf

[BELP21] Nathan Bowler, Joshua Erde, Florian Lehner, and Max Pitz. Bounding the cop number of a graph by its genus. *SIAM Journal on Discrete Mathematics*, 35(4):2459–2489, 2021.

[BEUW20] Sebastian Brandt, Yuval Emek, Jara Uitto, and Roger Wattenhofer. A tight lower bound for the capture time of the cops and robbers game. *Theoretical Computer Science*, 830:143–163, 2020.

[BGHK09] A. Bonato, P. Golovach, G. Hahn, and J. Kratochvíl. The capture time of a graph. *Discrete Mathematics*, 309(18):5588–5595, 2009. Combinatorics 2006, A Meeting in Celebration of Pavol Hell’s 60th Birthday (May 1–5, 2006).

[BHMS20] Peter Bradshaw, Seyyed Aliasghar Hosseini, Bojan Mohar, and Ladislav Stacho. On the cop number of graphs of high girth. 05 2020. https://arxiv.org/pdf/2005.10849.pdf

[BI93] A. Berarducci and B. Intrigila. On the cop number of a graph. *Advances in Applied Mathematics*, 14(4):389–403, 1993.

[CCH18] Kathie Cameron, Steven Chaplick, and Chinh T. Hoang. On the structure of (pan, even hole)-free graphs. *Journal of Graph Theory*, 87(1):108–129, 2018.

[CCKV02] Michele Conforti, Gérard Cornuéljols, Ajai Kapoor, and Kristina Vušković. Even-hole-free graphs part I: Decomposition theorem. *Journal of Graph Theory*, 39(1):6–49, 2002.

[CCV04] Michele Conforti, Gérard Cornuéljols, and Kristina Vušković. Decomposition of odd-hole-free graphs by double star cutsets and 2-joins. *Discrete Applied Mathematics*, 141(1):41–91, 2004. Brazilian Symposium on Graphs, Algorithms and Combinatorics.
[CdHV18] Kathie Cameron, Murilo V.G. da Silva, Shenwei Huang, and Kristina Vušković. Structure and algorithms for (cap, even hole)-free graphs. *Discrete Mathematics*, 341(2):463–473, 2018.

[CRST10] Maria Chudnovsky, Neil Robertson, Paul Seymour, and Robin Thomas. K4-free graphs with no odd holes. *Journal of Combinatorial Theory, Series B*, 100(3):313–331, 2010.

[CS19] Maria Chudnovsky and Paul Seymour. Even-hole-free graphs still have bisimplicial vertices. 09 2019. https://arxiv.org/pdf/1909.10967.pdf

[CSSS21] Maria Chudnovsky, Alex Scott, Paul Seymour, and Sophie Spirkl. A note on simplicial cliques. *Discrete Mathematics*, 344(9):112470, 2021.

[dV13] Murilo V.G. da Silva and Kristina Vušković. Decomposition of even-hole-free graphs with star cutsets and 2-joins. *Journal of Combinatorial Theory, Series B*, 103(1):144–183, 2013.

[FKL12] Alan Frieze, Michael Krivelevich, and Po-Shen Loh. Variations on cops and robbers. *Journal of Graph Theory*, 69(4):383–402, 2012.

[FT08] Fedor V. Fomin and Dimitrios M. Thilikos. An annotated bibliography on guaranteed graph searching. *Theoretical Computer Science*, 399(3):236–245, 2008. Graph Searching.

[Gav16] Tomáš Gavenčiak. Structural and complexity questions of graph theory. PhD Thesis, 2016. https://dspace.cuni.cz/handle/20.500.11956/79301?locale-attribute=en

[JKT08] Gwenaël Joret, Marcin Kamiński, and Dirk Oliver Theis. The cops and robber game on graphs with forbidden (induced) subgraphs. *Contributions to Discrete Mathematics*, vol. 5/2, pp. 40–51, 2010, 04 2008.

[Kin18] William B. Kinnersley. Bounds on the length of a game of cops and robbers. *Discrete Mathematics*, 341(9):2508–2518, 2018.

[Luc18] Shravan Luckraz. A survey on the relationship between the game of cops and robbers and other game representations. *Dynamic Games and Applications*, 9(2):506–520, jul 2018.

[MS20] Masood Masjoody and Ladislav Stacho. Cops and robbers on graphs with a set of forbidden induced subgraphs. *Theoretical Computer Science*, 839:186–194, 2020.

[Siv19] Vaidy Sivaraman. An application of the gyárfás path argument. *Discrete Mathematic*, 324(8):2306–2307, 2019.

[Siv20] Vaidy Sivaraman. Cop number of graphs without long holes. 01 2020. https://arxiv.org/pdf/2001.00477.pdf

[SS16] Alex Scott and Paul Seymour. Induced subgraphs of graphs with large chromatic number. i. odd holes. *Journal of Combinatorial Theory, Series B*, 121:68–84, 2016. Fifty years of The Journal of Combinatorial Theory.

[ST19] Ni Luh Dewi Sintiari and Nicolas Trotignon. (theta, triangle)-free and (even hole, k4)-free graphs. part 1 : Layered wheels. 06 2019. https://arxiv.org/pdf/1906.10998.pdf
[TY21] Jérémie Turcotte and Samuel Yvon. 4-cop-win graphs have at least 19 vertices. Discrete Applied Mathematics, 301:74–98, 2021.

[Vuš10] Kristina Vušković. Even-hole-free graphs: a survey. Applicable Analysis and Discrete Mathematics, pages 219–240, 2010.

[Wol65] Elliot S Wolk. A note on” the comparability graph of a tree”. Proceedings of the American Mathematical Society, 16(1):17–20, 1965.