Towards Neutron Capture on Exotic Nuclei: Demonstrating \((d,p\gamma)\) as a Surrogate Reaction for \((n,\gamma)\)
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The neutron-capture reaction plays a critical role in the synthesis of the elements in stars and is important for societal applications including nuclear power generation and stockpile-stewardship science. However, it is difficult — if not impossible — to directly measure neutron capture cross sections for the exotic, short-lived nuclei that participate in these processes. In this Letter we demonstrate a new technique which can be used to indirectly determine neutron-capture cross sections for exotic systems. This technique makes use of the \((d,p)\) transfer reaction, which has long been used as a tool to study the structure of nuclei. Recent advances in reaction theory, together with data collected using this reaction, enable the determination of neutron-capture cross sections for short-lived nuclei. A benchmark study of the \(^{95}\text{Mo}(d,p)\) reaction is presented, which illustrates the approach and provides guidance for future applications of the method with short-lived isotopes produced at rare isotope accelerators.

Essentially all of the heavy elements are synthesized in astrophysical environments by processes that involve neutron capture. The slow neutron-capture process (the \(s\) process) occurs predominantly in the low neutron flux in AGB stars, yielding a nucleosynthesis path that typically deviates only one or two neutrons from \(\beta\)-stability. In contrast, the rapid neutron-capture process (the \(r\) process) involves exotic neutron-rich nuclei and requires explosive stellar scenarios with high neutron fluences. The \(r\) process is responsible for the creation of roughly half of the elements between iron and bismuth and synthesizes heavy nuclei through the rapid production of neutron-rich nuclei via neutron capture and subsequent \(\beta\) decay.

The recent observation of the gravitational waves associated with a neutron-star merger [1], and the subsequent kilonova understood to be powered by the decay of lanthanides [2–8], demonstrated that neutron-star mergers are an important \(r\)-process site, especially for the heaviest elements. However, \(r\)-process abundance patterns are sensitive to astrophysical conditions (cf. [4]). In a “cold” \(r\) process (which could occur in a neutron star merger or with the highly accelerated neutrino-driven winds following a core-collapse supernova), equilibrium between neutron capture \((n,\gamma)\) and photo-dissociation \((\gamma,n)\) rapidly breaks down, so the rate at which neutron capture proceeds will affect the final \(r\)-process abundance pattern. The timescales of the cold \(r\) process are such that competition between neutron capture and \(\beta\) decay occurs during the bulk of the \(r\)-process nucleosynthesis. Neutron-capture rates on unstable nuclei affect the final observed abundance patterns even in the traditional “hot” \(r\) process (thought to occur in the neutrino-driven winds in a proto-neutron star resulting from a core-collapse supernova) during the eventual freeze-out, when \((n,\gamma) \rightleftharpoons (\gamma,n)\) equilibrium no longer occurs. Accordingly, neutron capture is influential in determining the final \(r\)-process abundance pattern, especially beyond \((n,\gamma) \rightleftharpoons (\gamma,n)\) equilibrium. Therefore, measuring \((n,\gamma)\) rates on key neutron-rich nuclei continues to be an important component in understanding \(r\)-process abundance patterns and constraining the astrophysical sites for \(r\)-process nucleosynthesis as a function of mass [5].

Cross sections for neutron capture on the nuclei that participate in the \(r\) process have proven to be difficult to determine because neither the heavy nucleus nor the neutron can serve as a target due (in part) to their short lifetimes. Of the nuclear data used to predict the final abundance pattern produced by \(r\)-process nucleosynthesis, the \((n,\gamma)\) rates are the most poorly constrained. Experimental constraints on these rates are necessary, as the final abundance pattern calculated by global nucleosynthesis models is sensitive to them [4–7].
tainties in \((n, \gamma)\) cross sections on unstable nuclei also impact applications in nuclear energy, nuclear forensics, and stockpile-stewardship science (cf. \[8\]). A number of indirect methods for extracting or constraining these critically-important cross sections have been developed in recent years, among them the “Beta-Oslo” method [9] and the \(\gamma\)-ray strength function method [10].

In this Letter, we demonstrate that the **Surrogate Reactions Method (SRM)** [11], which was first introduced to infer cross sections for neutron-induced fission [12], can be used to determine \((n, \gamma)\) cross sections using experimentally-accessible charged-particle reactions. The method uses the fact that the neutron-induced reaction of interest proceeds through the formation of an intermediate compound nucleus (CN), which subsequently decays. In a surrogate-reaction experiment, a target-projectile pair is chosen to form a CN that has the same excitation energy and neutron and proton numbers as the one produced in the desired (neutron-induced) reaction.

The \((d, p)\) reaction has long been used as a probe of single-particle nuclear structure. Most of these measurements were conducted in normal kinematics; a deuteron beam was used to interrogate a stable or long-lived target. However, the outlook for \((d, p)\) reaction measurements with exotic nuclei in inverse kinematics, in which a radioactive beam is impinged on a deuterated target, is bright. Radioactive ion accelerators are beginning to get. However, the outlook for \((n, \gamma)\) cross sections is critical for a wide variety of impact applications in nuclear energy, nuclear forensics, and stockpile-stewardship science (cf. \[8\]). A number of indirect methods for extracting or constraining these cross sections have been developed in recent years, among them the “Beta-Oslo” method [9] and the \(\gamma\)-ray strength function method [10].

Early applications of the surrogate approach employed the “Weisskopf-Ewing” (WE) approximation, in which the decay of a CN is considered to be independent of its spin and parity, i.e. it is assumed that the decay of the CN is identical in both cases. This approximation has been successfully used to indirectly determine \((n, f)\) cross sections (see, e.g. \[17–25\]). However, attempts to extract an \((n, \gamma)\) cross section from surrogate-reaction data through the WE approximation resulted in large disagreements between the extracted and known cross sections [22, 26, 27]. This has been attributed to differences in the angular momentum (spin and parity) distributions with which compound nuclei are formed in the desired \((n, \gamma)\) and surrogate reactions (see, e.g. \[11, 13, 28\]). Such differences would strongly influence the decay of the CN, which invalidates the premise of the WE approximation.

In the present Letter, we move beyond the WE approximation by utilizing a recently-developed \((d, p)\) reaction description to account for the spin-parity mismatch and its effects on the observed CN decay. This new description of the \((d, p)\) reaction [13] allows the reaction channel forming the desired CN to be selected and the formation of the CN, including the spins and parities of the states populated, to be calculated as a function of excitation energy. Therefore, the predicted formation and subsequent decay can be used to connect the experimentally-measured surrogate decay to the cross-section calculations that need to be constrained. In this Letter we demonstrate that an accurate neutron-capture cross section can be obtained from surrogate-reaction data using this method.

The largest source of uncertainty in neutron-capture calculations arises from insufficient knowledge of the nuclear-structure properties that enter the description of the CN decay. Specifically, nuclear level densities (NLD) and \(\gamma\)-ray strength functions (\(\gamma\)SF) determine whether the CN decays primarily by neutron or \(\gamma\)-ray emission. A newly-developed method by Escher and colleagues [30, 31] constrains the parameters in the decay models via Bayesian fits to the experimentally-measured surrogate coincidence probabilities. The constrained parameters are subsequently used to calculate the cross section for the \((n, \gamma)\) reaction.

The neutron-capture reaction cross section can be expressed in the Hauser-Feshbach formalism as [11, 50]:

\[
\sigma_{\alpha \chi} (E_n) = \sum_{J, \pi} \sigma_{\alpha}^{CN} (E_{\text{ex}}, J, \pi) G_{\chi}^{CN} (E_{\text{ex}}, J, \pi).
\]

Here, \(\sigma_{\alpha}^{CN} (E_{\text{ex}}, J, \pi)\) is the cross section for forming a CN with some excitation energy \(E_{\text{ex}}\) and spin-parity \(J^\pi\)
FIG. 1. (Color online). Calculations of the $^{95}$Mo$(d, p)$ cross section as a function of excitation energy decomposed into total elastic breakup (EB, red line) and nonelastic breakup (NEB, dashed lines) components. The NEB component is further decomposed into contributions with different orbital angular momenta of the captured neutron. The vertical dotted line corresponds to the $S_N$ in the $^{95}$Mo CN. These calculations are integrated over the experimental center-of-mass angular range of $29^\circ$–$59^\circ$.

FIG. 2. (Color online). (A) Calculations of the cumulative probability of forming the CN through $^{95}$Mo$(d, p)$ ($\sum F_{CN}^{95\text{Mo}(d, p)}$). The shaded region, from $E_0 = 8.55$ MeV to $E_1 = 10.65$ MeV, indicates the excitation energies over which the surrogate data are fit. The states are plotted from largest contribution over the fitting range (3°) to least ($\geq 5^\circ$). The vertical dotted line represents $S_N$. (B) Histogram of the total contribution to CN formation over the shaded range in (A) as a function of angular momentum, decomposed into positive and negative parities, and normalized to one over the integration region. Negative-parity, low-J states dominate near $S_N$.

through the entrance channel $\alpha = n + A Z$. The individual $\sigma_{CN}^{n}(E_{ex}, J, \pi)$ can be calculated with an appropriate neutron-nucleus optical potential, such as that described in [32]. However, the branching ratios $G_{CN}^\gamma(E_{ex}, J, \pi)$ for the decay of the CN through the exit channel $\chi$ (here $\gamma$-ray emission), depend on uncertain structural properties of the nucleus, in particular upon the NLD and $\gamma$SF, and thus need to be constrained. This is done with the aid of surrogate reaction data. The probability of forming the CN ($A+1 / A$) through a surrogate reaction through the entrance channel $\delta = d + A Z$ and subsequently decaying through the exit channel of interest, $\chi = p + A+1 Z$, is given by:

$$P_{\delta \chi}(E_{ex}, \theta_p) = \sum_{J, \pi} F_{\delta}^{CN}(E_{ex}, J, \pi, \theta_p) G_{\chi}^{CN}(E_{ex}, J, \pi).$$

(2)

$\theta_p$ represents the angle between the outgoing proton and the beam axis. $F_{\delta}^{CN}(E_{ex}, J, \pi, \theta_p)$ is the probability of forming the CN in the surrogate reaction and is determined by treating the deuteron-induced reaction as a two-step process [13][14]: in the first step the deuteron breaks up, releasing the neutron. The second step describes the interaction of the neutron with the target nucleus. The reaction cross section can then be decomposed into components due to EB and NEB (which includes neutron capture). The fusion of the $d + A$ system and subsequent evaporation of a proton is not included in these calculations. In the energy region of interest (near $S_N$) contributions from this process are expected to be very small, based on the analysis in [14]. The NEB component is then further decomposed by the transfer of angular momentum (see Fig. 1), which gives the CN entry spin-parity distribution $F_{\delta}^{CN}(E_{ex}, J, \pi)$. The single-particle structure of the CN strongly affects its spin-parity distribution, as shown in [33]. This dependence is included in the description of the neutron-target interaction. For the $^{95}$Mo$(d, p\gamma)$ reaction the $F_{\delta}^{CN}(E_{ex}, J, \pi)$ are shown in Fig. 2 as a function of the excitation energy in the $^{96}$Mo CN.

In the case of a $(d, p\gamma)$ reaction, the coincidence probability (Eq. 2) can be measured as:

$$P_{p\gamma}(E_{ex}) = N_{p\gamma}(E_{ex})/(N_p(E_{ex})\epsilon_\gamma).$$

(3)

Here, $N_p$ is the number of detected $(d, p)$ protons, $\epsilon_\gamma$ is the $\gamma$-ray photopeak detection efficiency, and $N_{p\gamma}$ is the number of coincidences between a proton and a $\gamma$ ray from the decay of the CN (Fig. 3). Escher's approach uses Bayesian fits to the experimentally-extracted $P_{p\gamma}(E_{ex})$ (Eq. 3) to constrain standard expressions for the NLD and $\gamma$SF, which, with $F_{CN}^{CN}$, are used to determine $G_{CN}^{\gamma}(E_{ex}, J, \pi)$. The experimentally-constrained parameters are used as inputs for an HF model which is subsequently used to calculate the $(n, \gamma)$ cross section (Eq. 1) [for details see [33][31]]. The SRM is thus unique among indirect techniques for determining $(n, \gamma)$ cross
sections in that it provides an experimentally-constrained cross section without relying on auxiliary data such as the average radiative width \((\langle \Gamma_\gamma \rangle)\) or average s-wave neutron spacing \((D_0)\), which are unavailable for exotic nuclei \([30, 31]\).

The \((d, p\gamma)\) reaction was measured in regular kinematics using enriched (98.6%) \(^{95}\text{Mo}\) targets and a 12.4-MeV deuteron beam produced by the Cyclotron Institute on the College Station campus of Texas A&M University. The beam had an average intensity of \(\sim 0.3\) nA and impinged on a 0.96-ng/cm\(^2\) \(^{95}\text{Mo}\) target. The reaction protons and coincident \(\gamma\) rays were measured with the Silicon Telescope Array for Reactions with Livermore, Texas A&M, Richmond (STARLiTeR) apparatus \([25, 34]\). The energies of the light-ion ejectiles were measured by a silicon detector telescope located 2.1 cm downstream of the target. The telescope was composed of a thin detector \((\Delta E, 140 \mu\text{m thick})\) for measuring energy loss and a thick detector \((E, 1000 \mu\text{m thick})\) to stop protons with energies up to \(\sim 18\) MeV. Each detector was electronically segmented; the angular resolution was \(\sim 1^\circ\). The target chamber was surrounded by four Compton-suppressed high-purity germanium (HPGe) “clover” detectors. The trigger condition for data acquisition required that both the \(\Delta E\) and \(E\) detectors detect a signal above a \(\sim 400\)-keV threshold. When this trigger condition was satisfied, particle detectors and any coincident HPGe detectors were read out. The intrinsic energy resolution of the silicon detectors was determined to be \(\sim 20\) keV through calibration with an \(^{226}\text{Ra}\) source and the in-beam energy resolution was measured as \(\sim 60\) keV.

The probability \((P_{p\gamma})\) that a CN formed in a state with energy \(E_{ex}\) in the \(^{95}\text{Mo}(d, p\gamma)\) reaction subsequently decays via \(\gamma\)-ray emission was determined via Eq. 3. At 12.4 MeV this reaction populates states above and below \(S_N = 9.15432(5)\) MeV \([16]\) \((\gamma\) rays in \(^{96}\text{Mo}\)) and above \(S_N \) \((\gamma\) rays in \(^{96}\text{Mo}\) and in \(^{95}\text{Mo}\) above the 204-keV threshold). Emission probabilities for discrete \(\gamma\) rays emitted from the decay of the CN \((^{96}\text{Mo})\) were extracted as a function of excitation energy by analyzing particle-\(\gamma\) coincidences in 100-keV increments of \(E_{ex}\). Gamma-ray yields were obtained from these spectra (Fig. 3) by Gaussian fits to the photopeaks. Probabilities for several transitions in \(^{96}\text{Mo}\) are shown in Fig. 4 as a function of the \(E_{ex}\) of the CN. The \(2^+_1 \rightarrow 0^+_g, s\) transition is indeed a strongly collecting transition representing, almost unit probability. In cases where there is not a strong collecting transition, more detailed modeling of the \(\gamma\) cascade would be required. This could lead to additional uncertainty, which could, however, be reduced by fitting simultaneously to multiple \(\gamma\) transitions (as we have done in this work), measuring the total \(\gamma\)-ray emission spectrum, or obtaining more structure information.

Several experimentally-measured \(\gamma\)-ray emission probabilities \((P_{p\gamma})\) were fit simultaneously to constrain the decay of the CN. The decay model contained a Gilbert-Cameron level density and a \(\gamma\)-ray strength function with an energy- and temperature-dependent Lorentzian for the E1 component and an M1 contribution of the Lorentzian shape \([35]\). The parameters in these functions were adjusted via a Bayesian fit to the data, whose prior encompasses the literature results for this mass region \([35]\). The fitting results are shown in Fig. 4 with the measured surrogate coincidence probabilities \(P_{p\gamma}\) displayed with statistical uncertainties. The agreement between the data and the fits is excellent over the fitting range used, both above and below \(S_N\). These constrained HF-model parameters were then used with Eq. 1 to deduce the cross section for \(^{95}\text{Mo}(n, \gamma)\), shown in Fig. 6. The \(\sigma^{CN}\) values were calculated using the

![Fig. 3](image-url) (Color online). Gamma rays in coincidence with protons corresponding to excitation energies in 100-keV bins below \(S_N\) (blue, decays in \(^{96}\text{Mo}\)) and above \(S_N\) (red, decays in \(^{95,96}\text{Mo}\)). \(^{96}\text{Mo}\) transitions used to determine \(P_{p\gamma}\) are labeled. The single transition which significantly bypasses the \(2^+_1\) state is indicated in parentheses. The persistence of \(^{96}\text{Mo}\) transitions at \(E_{ex} \sim 1\) MeV above \(S_N\) highlights the competition between \(\gamma\)-ray and neutron emission in the CN.

![Fig. 4](image-url) (Color online). Gamma-ray emission probabilities as a function of excitation energy \((P_{p\gamma}(E_{ex}))\) for \(\gamma\) rays emitted in the decay of excited states in \(^{96}\text{Mo}\). The vertical dashed line corresponds to \(S_N\). Data points are experimentally-determined \(P_{p\gamma}\). Solid lines represent Bayesian fits to the emission probabilities (same color as the data for each transition). The agreement between data and fits extends well beyond the fitting range.
neutron-nucleus optical potential parameters from [32]. The resulting cross section is shown with an uncertainty band that arises from the experimental uncertainties and the error in the Bayesian fit. Uncertainties arising from the choice of the deuteron and neutron optical potentials are expected to be negligible for this case, as they have been found to have little impact on the entry spin distribution. For applications away from stability, where the optical potentials are less well known, this has to be revisited. However, the simultaneous measurement of the angular distributions of reaction protons and elastic scattering from a \((d, p)\) measurement in inverse kinematics could constrain the optical potentials. Overall, the present result is in excellent agreement with previous direct measurements of the \(^{95}\text{Mo}(n, \gamma)\) cross section \([15, 30]\) and to the cross section reported in the ENDF/B-VIII.0 evaluation \([37]\).

To demonstrate the importance of the proper treatment of the spin-parity distribution produced in the surrogate reaction (shown in Fig. 1), we also show (Fig. 5) the cross section obtained when the WE approximation is employed. Obviously it is not appropriate to employ the WE approximation when determining \((n, \gamma)\) cross sections from the \((d, p)\) data. This over-estimation of the \((n, \gamma)\) cross section was also observed in previous studies employing the WE approximation \([22, 26, 27]\).

The current work confirms previous suggestions (cf. \([11, 13, 22, 26, 29]\)) that a proper treatment of such differences is critical to accurately constrain the \((n, \gamma)\) reaction cross section through the SRM.

In summary, we have demonstrated that a measurement of the \((d, p)\) reaction, when combined with the proper theoretical treatment, can be used to indirectly determine \((n, \gamma)\) cross sections. The \(^{95}\text{Mo}(d, p\gamma)\) reaction was measured to validate the \((d, p\gamma)\) reaction as a surrogate for neutron capture, a reaction important for the synthesis of almost all of the elements heavier than iron and for applications in nuclear energy and security. This Letter shows the power of the SRM developed in Refs. \([11, 30, 31]\) with the proper treatment of the spin-parity distribution \([13, 14]\) of the CN created in \((d, p)\). This approach moves beyond the WE approximation which has been previously shown, and here confirmed, to be inadequate for neutron capture \([22, 26, 27]\). We show that a robust model of the formation of the CN \([13, 14]\) and proper treatment of its decay \([30, 31]\) within the framework of the SRM \([11, 30, 31]\) is necessary to extract from \((d, p\gamma)\) data a capture cross section that agrees with the directly-measured \((n, \gamma)\) cross section. We note that the kinematics of the \((d, p)\) reaction are ideal for measurements with short-lived beams in inverse kinematics. Therefore, the \((d, p\gamma)\) surrogate reaction is a promising tool to extract \((n, \gamma)\) reaction cross sections for exotic, \(r\)-process nuclei and for nuclei created in other high-neutron-fluence environments. The benchmarking of the Surrogate Reactions Method for \((n, \gamma)\) with measurements of the \((d, p\gamma)\) reaction presented here opens the door to important measurements in an exciting area of the nuclear chart which is becoming increasingly accessible at modern accelerator facilities.
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