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Abstract—Quantum metrology is a promising practical use case for quantum technologies, where physical quantities can be measured with unprecedented precision. In lieu of quantum error correction procedures, near term quantum devices are expected to be noisy, and we have to make do with noisy probe states. We prove that, for a set of carefully chosen symmetric probe states that lie within certain quantum error correction codes, quantum metrology exhibits an advantage over classical metrology even after the probe states are corrupted by a constant number of erasure and dephasing errors. These probe states prove useful for robust metrology not only in the NISQ regime, but also in the asymptotic setting where they achieve Heisenberg scaling. This brings us closer towards making robust quantum metrology a technological reality.

I. INTRODUCTION

To harness the full powers of quantum technologies, quantum error correction is necessary to mitigate the inevitable decoherence of quantum information. However, in lieu of the era of quantum error correction, it would nonetheless be great to be able to unlock some of the potential of quantum technologies in near term quantum devices. We are approaching the Noisy Intermediate-Scale Quantum (NISQ) era [1], where quantum devices, albeit noisy, will have between 50 to 100 qubits in the near future. An important question is what quantum advantage such NISQ devices might offer us in the near-term. Given that quantum metrology appears to be less demanding of the level of precision that is required to manipulate quantum data as compared to a fully fledged quantum computing device, one might wonder if quantum metrology could provide a quantum advantage using these NISQ devices.

The main idea behind quantum metrology is to allow high-resolution and highly sensitive measurements of physical parameters by consuming a quantum resource state, often called the probe state. We expect that the probe state utilized will be highly entangled, which might still have some entanglement even when noisy and thereby still have some use. If quantum metrology does provide a quantum advantage in practice, it would allow the development of new sensor chips that utilize quantum entanglement to achieve unprecedented precision and sensitivity in their measurements. This has implications across all fields where sensors are important, such as in detecting gravitational waves [2], enhancing radar technologies [3], and increased sensitivity in medical measurements [4], optical interferometry [5], field sensing [6], Hamiltonian tomography [7, 8] and deformation sensing [9, 10].

While quantum noise degrades the quality of entanglement within a probe state consumed in quantum metrology, it is nonetheless possible to yield a quantum advantage in sensing if (1) the highly entangled probe state is carefully chosen, and (2) if the noise is not too severe. The scenario of interest is that of robust quantum metrology, which we define to be the following. A chosen probe state is passively exposed to noise, with no application of quantum error correction. This is in contrast to other schemes for noisy quantum metrology where quantum error correction is performed multiple times on the probe state before the end of signal accumulation to mitigate the impact of noise accumulation [11, 12, 13, 14, 6, 15, 16, 17, 18, 19]. The corrupted probe state is then directly used for the purpose of quantum metrology. If the quantum Fisher information (QFI) of the resultant optimal measurement exceeds that of optimal classical Fisher information (CFI), we say that the chosen probe state allows for robust quantum metrology. We emphasize that in contrast to metrology schemes that employ quantum error correction that often consider a number of errors that grows with the system size, we consider here a constant number of errors while the system size grows.

To illustrate our findings, we consider the canonical problem in quantum metrology where the observable to be measured is the spin of a single qubit. For the interested reader, we suggest a recent review on the field of quantum metrology [9], which has been extensively studied by a broad community. By using multiple measurements, classically, the signal quantified by the CFI can be enhanced by a factor of $N$, where $N$ denotes the number of measurements. It is well-known that if one prepares an $N$-qubit GHZ state and then measures each qubit identically, the corresponding QFI can reach $N^2$, and thereby greatly surpass the best possible classical strategy. Indeed, in the noiseless case, the GHZ state is the optimal probe state. This quantum advantage becomes especially prominent when $N$ is very large. This $N^2$ scaling, known as the Heisenberg scaling, however vanishes when there is a single erasure or phase error, as the GHZ state becomes a classical mixture of the all 0s and all 1s state.

It has been shown that for i.i.d. noise, the Heisenberg scaling of quantum metrology is lost, and shot noise behavior reflecting classical scaling is recovered [20]. We thereby lose the asymptotic quantum advantage of quantum metrology in this setting. However, there might still be hope for robust metrology in an intermediate noise regime, where the ratio of the number of errors to the number of qubits vanishes asymptotically. Recently, Oszmaniec et al. looked into the use of random states of distinguishable particles for quantum metrology when a constant number of particles are erased [21]. This corresponds to a scenario
where a known subset of qubits are damaged. Quantum metrology can then be performed on the remaining undamaged qubits. They found that even if these states are pure and hence typically highly entangled, they are almost surely useless for metrology. Remarkably, random symmetric states are almost surely useful under finite particle loss. This suggests that it would be fruitful to consider using explicit symmetric states for robust quantum metrology. However this problem is also non-trivial because, as mentioned, the most obvious symmetric state, the GHZ state, is known to be bad for robust quantum metrology, because a single $Z$ error can totally dephase it. Aside from the GHZ states, other symmetric states such as spin-squeezed states [22] and symmetrized GHZ states [23] have also been considered for quantum metrology.

Quantum states that comprise quantum error correcting codes are known to be highly entangled, and intuitively, one expects that it is their underlying entanglement that imparts some of their error correction capabilities. While one might expect that quantum states that are good for quantum error correction ought to be also good for robust quantum metrology, this intuition is false, because while random quantum codes are almost surely good quantum error correction codes [24], [25], [26], [27], [28], random quantum states are almost surely useless for robust quantum metrology [21].

In this paper, we study the performance of quantum states that arise from some of these symmetric quantum codes in Ref. [29] for use in quantum metrology. Permutation-invariant quantum codes are quantum codes that lie entirely within the symmetric space [30], [31], [29], [32], [33], [34], and are invariant under any permutation of their underlying particles. Research in permutation-invariant codes has not solely been just of theoretical interest, as the preparation of such codes in physically realistic scenarios has been studied [35], and have also been considered to use for quantum storage [36].

Our first result for robust metrology, addresses the scenario of erasure errors. Here, we provide analytical lower bounds of the QFI for explicitly chosen symmetric probe states. Asymptotically, we show that the QFI can attain the Heisenberg scaling with a single or two erasures.

Our second result is an analytical lower bound on the QFI for our probe state when dephasing errors occur on our qubits. By being able to consider dephasing errors, we go beyond the paradigm of Oszmaniec et al. [21], where the only type of errors considered for robust metrology are erasure errors. We consider a noisy channel that comprises of convex combinations of unitary processes where either zero or one phase error occurs uniformly on any of the underlying qubits. For such a noise model, when the probability of zero phase errors is equal to the probability of one phase error, a GHZ state becomes a convex combination of the all zeros state and the all ones state, and has zero QFI. In contrast our probe state can have a positive QFI in this scenario (see Theorem [7]). We also discuss how our analysis applies to the scenario of i.i.d. dephasing noise on all qubits, in the limit where the probability of dephasing per qubit approaches zero faster than the reciprocal of the number of qubits.

Interestingly, our lower bounds on the QFI can be expressed in terms of the summation of binomial coefficients $\binom{n}{k}$ multiplied by polynomials in the variable $k$. Moreover these polynomials are closely related to Krawtchouk polynomials that commonly arise in classical coding theory.

We believe that our results pave the way forward towards realizing robust metrology in the NISQ era. This is because as one can see from Figure [1] and Figure [2] a quantum advantage can in principle already be attained using our proposed noisy probe states for either a single erasure error or a single dephasing error.

## II. EXPLICIT SYMMETRIC PROBE STATES

In the problem of phase sensing, an unknown parameter $\chi$ of a Hamiltonian $\chi H$ is to be measured. In this paper, we take $H$ to be a sum of phase-flip Pauli operators, so that

$$H = \sum_{j=1}^{N} Z_j,$$

(II.1)

where $Z_j$ denotes the Pauli operator that applies a $Z$ on qubit $j$ and applies the identity operator on all other qubits. The QFI can be used to quantify the performance of a quantum state $\rho$ for quantum metrology with respect to the generator $H$. It is well known that a lower bound for the QFI can be obtained with the trace norm of commutator of $\rho$ and $H$ [4]. Namely, the QFI is at least

$$\|\rho, H\|_1^2 \geq \|\rho, H\|_2^2,$$

(II.2)

where $[\rho, H] = \rho H - H \rho$ and $\|A\|_p$ denotes the $p$-norm of the vector of singular values of $A$. Using Eq. (A.1) we find that

$$\|\rho, H\|_2^2 = 2 \text{Tr}(\rho H^2) - 2 \text{Tr}(\rho H \rho H),$$

(II.3)

and it is (II.3) that we use to evaluate a generator-type lower bound on the QFI [4].

For reasons explained earlier, we wish to explore metrology on symmetric states. While certain symmetric states are known to exhibit a large amount of entanglement [37], there is no guarantee that they are useful for robust quantum metrology. The state that we propose to use for robust metrology is some well chosen state on symmetric states. While certain symmetric states are known to be highly entangled, they are almost surely useless for metrology. The intuition needs to be quantified, and we achieve this here.

While many families of permutation-invariant codes have been studied [30], [31], [29], [32], [33], [34], we focus our attention on a code family supplied in [29] which is completely described by three parameters, given by $g, n$ and $u$. Intuitively, $g$ and $n$ are parameters that control the number of correctible bit-flip and phase-flip errors respectively, and $u$ is a scaling parameter that is at least 1 and $(u - 1)$ is the proportion of extra qubits used. Different choices of $u$ do not decrease the number of errors the symmetric code can correct [29]. The total number of qubits comprising of these codes is $N = gnu$, and such codes are known as gnu codes. For technical reasons, we choose $u = 1$ to provide robustness against erasure errors, and we choose $u = 2$ to provide

\footnote{One can refer to [21] for example.}

\footnote{See the appendix for details.}
robustness against dephasing errors. The corresponding logical codewords are
\[
|0_L\rangle = \sqrt{2^{-(n-1)}} \sum_{0 \leq j \leq n \text{ even}} \sqrt{\binom{n}{j}} |D^{gnu}_{gj}\rangle,
\]
\[
|1_L\rangle = \sqrt{2^{-(n-1)}} \sum_{0 \leq j \leq n \text{ odd}} \sqrt{\binom{n}{j}} |D^{gnu}_{gj}\rangle.
\] (II.4)

Here \(|D^{gnu}_{gj}\rangle\) are Dicke states on \(N = gnu\) qubits with \(gj\) 1’s. To be precise, for every \(w = 0, \ldots, N\), we have
\[
|D^N_w\rangle = \frac{1}{\sqrt{\binom{N}{w}}} \sum_{x_1, \ldots, x_N \in \{0,1\}} |x_1 \cdots x_N\rangle.
\] (II.5)

Moreover, the quantum code corrects \(t\) arbitrary errors whenever \(g, n \geq 2t + 1\). For example, to correct 1 error, we have \(t = 1\), we can have \(g = n = 3, u = 1\) and \(N = 9\). It has also been noted that this code shares many mathematical similarities with the binomial codes recently studied in the context of quantum error correction on a single bosonic mode [33].

For our application to metrology, we do not require the full power of quantum error correction. We restrict our attention to a single symmetric probe state that lies within the codespace, which is given by
\[
|\varphi_u\rangle = \frac{|0_L\rangle + |1_L\rangle}{\sqrt{2}} = \sqrt{2^{-n}} \sum_{j=0}^{n} \sqrt{\binom{n}{j}} |D^{gnu}_{gj}\rangle.
\] (II.6)

This symmetric probe state can be interpreted as the logical plus operator a permutation-invariant quantum code with parameters \(g, n\) and \(u\), and we call this a gnu probe state. To summarize, we believe that studying this family of probe states is advantageous because of their symmetry, their quantum error correction properties, and their simple structure in the Dicke basis.

Our first result is that explicitly constructed states, namely our gnu probe states, can serve as good probe states for robust quantum metrology in the case of erasure errors. When the number of erasures is not too many, we show that the QFI on the unerased qubits approaches the Heisenberg scaling, and exhibits a quantum advantage in the NISQ regime. More precisely, to protect against \(t\) erasure errors, we choose \(u = 1\) and set \(n = 2, 3, 4, 5\) and \(6\), and increase the values of \(g\). In this scenario, the QFI is asymptotically lower bounded by a quadratic function in \(N\), which reproduces the Heisenberg scaling up to a constant. We present this result formally in Theorem 2 and illustrate our lower bound on the QFI for a number of qubits compatible with the NISQ regime in Figure 2.

In our second result, we use a gnu probe state with \(u = 2\) and \(N = 2gn\) qubits. We consider first the problem of a noisy process that introduces either no phase error or a single phase error randomly on the underlying qubits. We calculate an analytical lower bound for the QFI using our probe state in this scenario, and this is given explicitly in Theorem 2. We also take the asymptotic limit of large \(g\) and constant \(n\), with \(n \geq 2\). In this scenario, we can see from Corollary 2 that we do recover the Heisenberg scaling. We can also consider the effect of our probe state against i.i.d type dephasing errors where the probability of dephasing per qubit is \(t/(2gn)\). By only considering the leading order phase errors from this i.i.d dephasing model, we obtain lower bounds for the QFI of our corrupted probe state in this scenario, illustrate our lower bound on the QFI numerically in Figure 2.

III. ERASURE ERRORS

In this section, we prove that quantum metrology performed on an explicitly chosen symmetric probe state can recover Heisenberg scaling when very few erasure errors have occurred. For example, when \(t\) qubits are known to have been erased, we can perform metrology on the \(N - t\) qubits where no erasures have occurred. Here, because of the symmetry of the probe state \(|\varphi_1\rangle\), we may assume without loss of any generality that the erasures always occur on the first \(t\) qubits.

To understand what exactly happens when \(t\) qubits have been erased from our symmetric probe state \(|\varphi_1\rangle\), we leverage on our ability to explicitly calculate what its corresponding density matrix is when \(t\) qubits have been erased. This enables us to obtain an analytical lower bound on the QFI when \(t\) qubits are lost.

We denote the density matrix for these \(N - t\) qubits as \(\rho = \operatorname{Tr}_t(|\varphi_1\rangle\langle\varphi_1|)\), where \(\operatorname{Tr}_t(\cdot)\) denote the partial tracing of the first \(t\) qubits. We start with a representation of \(\operatorname{Tr}_t(|\varphi_1\rangle\langle\varphi_1|)\) in terms of the vectors \(|\theta_0\rangle, \ldots, |\theta_t\rangle\), where
\[
|\theta_u\rangle = \sum_{j=1}^{n-1} \sqrt{\binom{n}{j}} |H^{N-t}_{gj-u}\rangle / \sqrt{\binom{N}{gj}}.
\] (III.1)

and \(|H^N_{gj}\rangle = \sqrt{\binom{N}{gj}} |D^N_{gj}\rangle\) denotes a rescaling of the Dicke states such that each of its computational basis vector has unit amplitude. For example, the vectors \(|\theta_0\rangle, \ldots, |\theta_t\rangle\) are pairwise orthogonal, but not orthonormal as seen from the following orthogonality relationship for \(u, v = 0, \ldots, t\).
\[
\langle \theta_u | \theta_v \rangle = \delta_{u,v} \sum_{j=1}^{n-1} a_{j,u},
\] (III.2)

where
\[
a_{j,u} = \binom{n}{j} \frac{(N-t)_{gj-u}}{(gj)_{gj}}.
\] (III.3)

Then we have the following lemma.

**Lemma 1 (Representation of the partial trace of our symmetric probe state).** Let \(g\) and \(n\) be positive integers and let \(N = gn\). With these parameters, let \(|\varphi_1\rangle\) denote our \(N\)-qubit symmetric probe state as defined in (II.6), and \(\operatorname{Tr}_t(|\varphi_1\rangle\langle\varphi_1|)\) denote the corresponding density matrix obtained. Then for all \(t < g, n\), we have
\[
\operatorname{Tr}_t(|\varphi_1\rangle\langle\varphi_1|) = \frac{1}{2^n t^{\frac{t^2}{2}}} \left( |H^N_{gj-t}\rangle \langle H^N_{gj-t}| + |H^N_{t}\rangle \langle H^N_{t}| + |H^N_{gj-t}\rangle \langle H^N_{gj-t}| + |H^N_{t}\rangle \langle H^N_{t}| \right) + \sum_{u=0}^{t} \left( \binom{t}{u} |\theta_u\rangle \langle \theta_u | + \frac{1}{2^n} \left( |H^N_{gj-t}\rangle \langle H^N_{gj-t}| + |H^N_{t}\rangle \langle H^N_{t}| \right) \right).
\]
Proof. First note that
\[ |\varphi_1\rangle\langle \varphi_1| = \sum_{j,k=0}^{n} \frac{\sqrt{n}}{2^n} |D_{jg}^N\rangle\langle D_{kg}^N| \]
\[ = \sum_{j,k=0}^{n} \frac{\sqrt{n}}{2^n} \sqrt{n_{jg}^N} |H_{gj}^N\rangle\langle H_{kg}^N|. \]

When \(1 \leq j, k \leq n - 1\),
\[ |H_{gj}^N\rangle\langle H_{kg}^N| = \sum_{u,v=0}^{t} \left( |H_{u}^N\rangle \otimes |H_{gj-u}^N\rangle \right) \left( |H_{v}^N\rangle \otimes |H_{kg-v}^N\rangle \right). \]

By performing the partial trace in the Dicke basis and using the orthogonality condition \( \langle D_u^N|H_v^N \rangle = \delta_{u,v} \), we get for \(1 \leq j, k \leq n - 1\) that
\[ \text{Tr}_t \left( |H_{gj}^N\rangle\langle H_{kg}^N| \right) = \sum_{u=0}^{t} \left( \frac{t}{u} \right) |H_{gj-u}^N\rangle\langle H_{kg-u}^N| \].

Also note that for \(j = 1, \ldots, n - 1\), we have
\[ \text{Tr}_t \left( |H_0^N\rangle\langle H_{gn}^N| \right) = \text{Tr}_t \left( |H_0^N\rangle\langle H_0^N| \right) = 0 \]
\[ \text{Tr}_t \left( |H_0^N\rangle\langle H_{gn}^N| \right) = \text{Tr}_t \left( |H_{gn}^N\rangle\langle H_0^N| \right) = 0 \]
\[ \text{Tr}_t \left( |H_{gj}^N\rangle\langle H_{gj}^N| \right) = \text{Tr}_t \left( |H_{gj}^N\rangle\langle H_{0}^N| \right) = 0 \]
\[ \text{Tr}_t \left( |H_{gj}^N\rangle\langle H_{gj}^N| \right) = \text{Tr}_t \left( |H_{0}^N\rangle\langle H_{gj}^N| \right) = 0 \]
\[ \text{Tr}_t \left( |H_{gj}^N\rangle\langle H_{gj}^N| \right) = |H_{gj}^N-t\rangle\langle H_{gj}^N-t| \]
\[ \text{Tr}_t \left( |H_{gj}^N\rangle\langle H_{gj}^N| \right) = |H_{gj}^N-t\rangle\langle H_{gj}^N-t| \]
\[ \text{Tr}_t \left( |H_{gj}^N\rangle\langle H_{gj}^N| \right) = |H_{gj}^N-t\rangle\langle H_{gj}^N-t| \]
\[ \text{Tr}_t \left( |H_{gj}^N\rangle\langle H_{gj}^N| \right) = |H_{gj}^N-t\rangle\langle H_{gj}^N-t| \]

Hence
\[ \text{Tr}_t (|\varphi_1\rangle\langle \varphi_1|) \]
\[ = \frac{1}{2^n} \sum_{j=1}^{n-1} \frac{n}{N_g^N} \left( |H_{0}^N-t\rangle\langle H_{gj}^N-t| + |H_{gj}^N-t\rangle\langle H_{0}^N-t| \right) \]
\[ + |H_{gj}^N-t\rangle\langle H_{gj}^N-t| \]
\[ + \frac{1}{2^n} \sum_{j=1}^{n-1} \frac{n}{N_g^N} \left( \frac{t}{u} \right) |H_{gj-u}^N\rangle\langle H_{gj-u}^N| \]
\[ + \frac{1}{2^n} \left( |H_{0}^N-t\rangle\langle H_{0}^N-t| + |H_{gj}^N-t\rangle\langle H_{gj}^N-t| \right), \]
from which the result follows. \( \square \)

Now we are in a position to calculate an analytical lower bound on the QFI given by \( \| [\rho, H]\|_2^2 \). The uncorrupted probe state is the pure state \( |\varphi_1\rangle\langle \varphi_1| \), and when \( t \) qubits are erased, the resultant probe state is the density matrix \( \rho = \text{Tr}_t (|\varphi_1\rangle\langle \varphi_1|) \). The generator corresponds only to the unerased qubits, and is given by \( H = \sum_{i=1}^{N-t} Z_i \).

Now let
\[ A_u = \sum_{j=1}^{n-1} a_{j,u} \]
\[ B_u = \sum_{j=1}^{n-1} a_{j,u} b_{j,u} \]
\[ C_u = \sum_{j=1}^{n-1} a_{j,u} c_{j,u}, \]
\[ a_{j,u} = \frac{4(gj-u)(N-t-gj+u)}{(N-t)(N-t-1)} \]
\[ b_{j,u} = \frac{2(gj-u)}{N-t} \]
\[ c_{j,u} = \frac{2(N-t)}{2^n} \left( 4A_t - B_t - 2C_t \right) \]
\[ + \frac{2(N-t)}{2^n} (B_0 + B_t) + 2(N-t)^2 \sum_{u=0}^{t} \frac{t}{u} \]
\[ K_u = \left( 2A_u C_u - \left( 1 - \frac{1}{N-t} \right) A_u B_u - C_u^2 \right). \]

The proof of this while straightforward, is a very tedious calculation. We supply the full details in Appendix A. Theorem 2 gives a lower bound on the quantum Fisher information when some erasures have occurred on our symmetric probe state, and this lower bound is easy to evaluate.

Armed with an expression which yields a lower bound for the quantum Fisher information under erasures in Theorem 2 we can find an asymptotical lower bound for the quantum Fisher information, in the limit when the number of qubits \( N = gn \) that
make up our permutation-invariant probe state becomes arbitrarily large.

In order for our asymptotic analysis to work, the number of erasures $t$ and the number of levels $n$ is constant, while $g$ is taken to be arbitrarily large.

We begin with calculations of the asymptotics of the parameters $a_{j,u}, b_{j,u}$ and $c_{j,u}$ in the limit of large $g$.

**Lemma 3.** Let $t$ be a positive integer. Then for all $u = 0, \ldots, t$ and $j = 1, \ldots, n - 1$ we have

$$a_{j,u} = \lim_{g \to \infty} a_{j,u} = \binom{n}{j} 2^{-n} \left(1 - \frac{j}{n}\right)^{t-u} \left(\frac{j}{n}\right)^u$$

$$b_{j,u} = \lim_{g \to \infty} b_{j,u} = \frac{4j}{n} \left(1 - \frac{j}{n}\right)$$

$$c_{j,u} = \lim_{g \to \infty} c_{j,u} = \frac{2j}{n}$$

**Proof.** Now recall that $a_{j,u} = \binom{n}{j} 2^{-n} \binom{N-j}{u}/\binom{N}{g_j}$. Since $0 \leq u \leq t$ and $u \leq g$, we have

$$\left(\frac{N-t}{g_j} - u\right)/\binom{N}{g_j} = \frac{(N-g_j)_{t-u}}{(N)_{t}}(g_j)_{u},$$

where $(N)_i = N(N-1)\ldots(N-t+1)$ denotes the falling factorial. It then follows that

$$\lim_{n \to \infty} \left(\frac{N-t}{g_j} - u\right)/\binom{N}{g_j} = \frac{(N-g_j)_{t-u}}{(N)_{t}}(g_j)_{u}$$

$$= \left(1 - \frac{j}{n}\right)^{t-u} \left(\frac{j}{n}\right)^u,$$

from which (III.9) follows.

Now recall that $c_{j,u} = \frac{2(g_j-u)}{N-t}$. Taking the limit of large $n$, we get $\lim_{n \to \infty} c_{j,u} = \frac{2(g_j)}{N} = \frac{2j}{n}$. We similarly get the result for $b_{j,u}$.

From the above lemma, we obtain the asymptotic lower bounds on the quantum Fisher information when the number of erasures is small. We present results for a single erasure and two erasures explicitly in Theorem 4 and it can be readily seen that for any constant number of erasures, we can similarly obtain lower bounds for the QFI.

**Theorem 4 (Asymptotics for one and two erasures).** Let $t$ denote the number of erasures. Let $g$ be arbitrarily large, $n$ be constant. Define our metrological probe state to be based on the parameters $g$ and $n$ as defined in (II.6). Then whenever $n > t$, the QFI with $t = 1, 2$ erasures is at least

$$\left\{ \begin{array}{ll} \frac{n-1}{n^2} (N^2 + (n-2)N - (n-1)) \frac{1}{N(2n-1)(N^2-3n^2-4n^2+3n-18)} & , t = 1 \\ \frac{8n^3}{(N-2)(n-1)}(N(3n^2-n+6)+3n^2-4n^2+3n-18) & , t = 2 \end{array} \right.$$

**Proof.** Evaluating the limits of $A_j, B_j, C_j$ for $j = 0, 1, 2$, we get using Lemma 3 that

$$\lim_{g \to \infty} A_0 = \sum_{j=1}^{n-1} \binom{n}{j} 2^{-n} (1 - j/n) = \frac{1}{2} - 2^{-n}$$

$$\lim_{g \to \infty} A_1 = \sum_{j=1}^{n-1} \binom{n}{j} 2^{-n} j/n = \frac{1}{2} + \frac{1}{2n}$$

$$\lim_{g \to \infty} B_0 = \sum_{j=1}^{n-1} \binom{n}{j} 2^{-n} (1 - j/n)(4j/n)(1-j/n) = \frac{1}{2} - \frac{1}{2n}$$

$$\lim_{g \to \infty} B_1 = \sum_{j=1}^{n-1} \binom{n}{j} 2^{-n} (j/n)(4j/n)(1-j/n) = \frac{1}{2} - \frac{1}{2n}$$

$$\lim_{g \to \infty} C_0 = \sum_{j=1}^{n-1} \binom{n}{j} 2^{-n} (1 - j/n)(2j/n) = \frac{1}{2} + \frac{1}{2n} - \frac{1}{2n-1}$$

$$\lim_{g \to \infty} C_1 = \sum_{j=1}^{n-1} \binom{n}{j} 2^{-n} (2j/n) = \frac{1}{2} + \frac{1}{2n} - \frac{1}{2n-1} - \frac{1}{2n-2}$$

and

$$\lim_{g \to \infty} A_2 = \sum_{j=1}^{n-1} \binom{n}{j} 2^{-n} j^2/n^2 = \frac{1}{4} + \frac{1}{4n} - 2^{-n}$$

$$\lim_{g \to \infty} B_2 = \sum_{j=1}^{n-1} \binom{n}{j} 2^{-n} (j/n)^2(4j/n)(1-j/n)$$

$$\lim_{g \to \infty} C_2 = \sum_{j=1}^{n-1} \binom{n}{j} 2^{-n} j^2/n^2 = \frac{3}{4} + \frac{3}{4n} - 2^{-(n-1)} - \frac{1}{2n-1}$$

Hence it follows using Theorem 2 that for $t = 1$, we have

$$\lim_{g \to \infty} \left( \text{Tr}(\rho^2 H^2) - \text{Tr}(\rho H \rho H) \right) \geq \frac{(N-1)(n-1)(N+n-1)}{2n^2}.$$
We evaluate this numerically with $t = 1, 2, 3$, for constant $n$ and increasing $g$ in Figure. The probe state utilizes a maximum of 200 qubits in the plots. When the number of qubits is greater than 25, there is a quantum advantage for metrology robust against 2 erasure errors.

IV. Dicke Inner Products, Krawtchouk Polynomials, and Binomial Summations

The purpose of this section is to evaluate in advance quantities that will help us to bound analytical lower bounds on the QFI of our probe state with dephasing errors. This is because to evaluate a lower bound based on (II.3), it suffices to understand the structure of various Dicke inner products. To this end, we present the main result in this section, which gives an analytical form for the quantities

$$
\begin{align*}
v_1 &= \langle \varphi_2 | Z_1 | \varphi_2 \rangle, \\
v_2 &= \langle \varphi_2 | Z_1 Z_2 | \varphi_2 \rangle, \\
v_3 &= \langle \varphi_2 | Z_1 Z_2 Z_3 | \varphi_2 \rangle, \\
v_4 &= \langle \varphi_2 | Z_1 Z_2 Z_3 Z_4 | \varphi_2 \rangle,
\end{align*}
$$

(IV.1)

where $| \varphi_2 \rangle$ is the probe state as given in (II.6) with $u = 2$ and positive integer parameters $g$ and $n$. Our result is the following.

**Lemma 5.** Let $v_1, \ldots, v_4$ be as defined in (IV.1). Then

$$
\begin{align*}
v_1 &= \frac{1}{2}, \\
v_2 &= \frac{g(n+1) - 2}{4gn - 2} = \frac{1}{4} + \frac{g - 3/2}{4gn - 2}, \\
v_3 &= \frac{g^2n(n+3) - 6gn + 2}{4(2gn - 1)(2gn - 3)}, \\
v_4 &= \frac{v_4,3 - v_4,2g^2 + v_4,1g - 12}{4(2gn - 1)(2gn - 3)},
\end{align*}
$$

(IV.2)

where $v_{4,3} = n^3 + 6n^2 + 3n - 2$, $v_{4,2} = 12n(n + 1)$, and $v_{4,1} = 4(5n + 2)$. Furthermore, in the limit of large $g$, for $j = 1, 2, 3, 4$, we have

$$
\lim_{g \to \infty} v_j = \frac{1}{2} \gamma_j + 1/4n, 
$$

(IV.3)

where $\gamma_2 = 1/(4n), \gamma_3 = 3/(8n)\text{ and } \gamma_4 = (6n^2 + 3n - 2)/(16n^2).$

Lemma 5 can be shown once one understands how Dicke inner products when evaluated on Pauli operators can be expressed in terms of Krawtchouk polynomials. We denote a binary Krawtchouk polynomial by

$$K_k^N(z) = \sum_{j=0}^z \binom{N-z}{j} \binom{N-z}{k-j} (-1)^j.
$$

(IV.4)

In the language of generating functions,

$$K_k^N(z) = [x^k](1-x)^{N-z}(1+x)^z,
$$

(IV.5)

where $[x^k] f(x)$ denotes the coefficient of $x^k$ of a polynomial $f(x)$. Recall that a Dicke state is a normalized superposition on $m$ qubits of all permutations of computation basis vectors with $w$ 1s and $m - w$ 0s, by $|D_w^N\rangle$, which we have defined in (II.5). Then, it can be seen that Dicke inner products of Pauli can be evaluated with the following lemma.

**Lemma 6.** Let $N$ be a positive integer, and $w, a$ be non-negative integers such that $w + a \leq N$. Let $x, y, z$ be non-negative integers such that $x + y + z \leq N$. Let $P$ be any Pauli operator with $x$ $Y$’s, $y$ $Z$’s and $z$ $Z$’s. Then if $x + y - a$ is odd, $\langle D_w^N | P | D_w^N \rangle = 0$. If $x + y - a$ is even, then

$$
\langle D_w^N | P | D_w^N \rangle = \frac{i^y}{\sqrt{\binom{N}{w}}(w+a)} K_{x+y}\frac{N-x-y}{2} K_{x-y}\frac{N-x-y}{2} (z).
$$

Proof. Let $| \theta_i \rangle$ be a computation basis vector on $N$ qubits with $w$ $| 1 \rangle$'s and $N - w$ $| 0 \rangle$'s. Let $n_x, n_y, n_z$ denote the number of $| 1 \rangle$'s $| \theta_i \rangle$ has on the support of the $X$, $Y$ and $Z$ part of $P$ respectively. Clearly $0 \leq n_x \leq x$, $0 \leq n_y \leq y$, $0 \leq n_z \leq z$. Moreover we are interested in $n_x + n_y + n_z \leq w$. Clearly $P| \theta_i \rangle$ is up to a phase also a computation basis vector $| \phi \rangle$, and this phase is equal to $i^y(1)^{n_y+n_z}$.

We now proceed to count the number of $| 1 \rangle$'s in the computation basis vector $| \phi \rangle$. Let this number be $n$. Then we have

$$
\begin{align*}
n &= (x - n_x) + (y - n_y) + n_z + (w - n_x - n_y - n_z) \\
&= w + x + y - 2(n_x + n_y),
\end{align*}
$$

(IV.6)

If $n = w + a$, then we must have

$$
\begin{align*}
w + a &= w + x + y - 2(n_x + n_y) \\
2(n_x + n_y) &= x + y - a,
\end{align*}
$$

(IV.7)

and this implies that $x + y - a$ must be even. This implies that if $x + y - a$ is odd, $\langle D_w^N | P | D_w^N \rangle$ must be zero.

Now we can evaluate $\langle D_w^N | P | D_w^N \rangle$ when $x + y - a$ is even. Then we need only take into account all the ways of picking $| \theta_i \rangle$ for $P$ to act on, and for each of these instances, sum the appropriate phase. Now notice that $n_x = \frac{x+y-a}{2} - n_y$. Thus,

$$
\begin{align*}
\langle D_w^N | P | D_w^N \rangle &= \frac{1}{\sqrt{\binom{N}{w}}(w+a)} \sum_{n_x,n_y \geq 0, n_z \leq w} i^y(1)^{n_y+n_z} \times (-1)^{n_z} \sum_{n_y \leq n_z} \binom{n_y}{y} \binom{x+y-a}{z} (w-x-y-n_z) \\
&= \frac{i^y}{\sqrt{\binom{N}{w}}(w+a)} K_{x+y-a}^{N-2} \frac{N-x-y}{2} K_{x+y-a}^{N-2} (z).
\end{align*}
$$

(IV.8)

Expressing this in terms of binomial coefficients, and adopting the convention that $\binom{n}{k} = 0$ for negative $k$, we have

$$
\begin{align*}
\langle D_w^N | P | D_w^N \rangle &= \frac{i^y}{\sqrt{\binom{N}{w}}(w+a)} \sum_{n_y \geq 0} \binom{n_y}{y} \binom{x+y-a}{z} \binom{N-x-y-n_z}{n_x} \\
&= \frac{i^y}{\sqrt{\binom{N}{w}}(w+a)} K_{x+y-a}^{N-2} \frac{N-x-y}{2} K_{x+y-a}^{N-2} (z).
\end{align*}
$$

(IV.9)

Substituting $n_x + n_y = \frac{x+y-a}{2}$ then yields the result.  

For the purpose of proving Lemma 5 it suffices to consider only Krawtchouk polynomials $K_k^N(z)$ for $z = 0, 1, 2, 3, 4$. Using Lemma 5, it is easy to see that

$$
\langle D_w^N | Z_1 \ldots Z_4 | D_w^N \rangle = K^N_{4}(z)/\binom{N}{w}.
$$

(IV.10)
When $z \geq w$ in the expression $K_w^N(z)$ and $w \leq m - z$, we use (IV.4) to express $\binom{m}{w}^{-1} K_w^N(z)$ as polynomials in $w$. From this, we find that

$$
\langle D_w | Z_1 | D_w^N \rangle = 1 - \frac{2w}{N}, \quad (IV.11)
$$

$$
\langle D_w | Z_1 Z_2 | D_w^N \rangle = 1 + \frac{4w}{N - 1} - \frac{4w^2}{N(N - 1)}. \quad (IV.12)
$$

Similarly, we find

$$
\langle D_w^N | Z_1 Z_2 Z_3 | D_w^N \rangle = 1 + w \frac{-6N^2 + 6N - 4}{N(N^2 - 3N + 2)} + \frac{12w^2}{N^2 - 3N + 2} - \frac{8w^3}{N(N^2 - 3N + 2)}, \quad (IV.13)
$$

and denoting $(N - 1)_3 = (N - 1)(N - 2)(N - 3)$, $(N)_4 = N(N - 1)(N - 2)(N - 3)$ as falling factorials we get

$$
\langle D_w^N | Z_1 Z_2 Z_3 | D_w^N \rangle = 1 - \frac{8w}{(N - 1)_3} + \frac{8w^2}{(N - 1)_3} \frac{3N^2 - 3N + 4}{(N)_4} - \frac{32w^3}{(N - 1)_3} + \frac{16w^4}{(N)_4}. \quad (IV.14)
$$

Given the identities [IV.11], [IV.12], [IV.13] and [IV.14], we are in a position to prove Lemma [5].

**Proof of Lemma [5]** It is clear that

$$
v_1 = \sum_{j=0}^{n} 2^{-n} \binom{n}{j} \langle D_j^N | Z_1 | D_j^N \rangle. \quad (IV.15)
$$

By substituting (IV.11) into (IV.15), we find that

$$
v_1 = \sum_{j=0}^{n} 2^{-n} \binom{n}{j} (1 - 2g(j)/N). \quad (IV.16)
$$

By using the binomial identities $\sum_{j=0}^{n} \binom{n}{j} = 2^n$ and $\sum_{j=0}^{n} \binom{n}{j} j = 2^n - n$, and $N = 2gn$, we get

$$
v_1 = 1 - gn/(2gn) = 1/2, \quad (IV.17)
$$

which completes the proof that $v_1 = 1/2$. The proof of the remaining results can be found using a similar methodology, and using more binomial identities for evaluating $\sum_{j=0}^{n} \binom{n}{j} x^j$ for $x = 0, 1, 2, 3, 4$. The asymptotic results for large $g$ can be found directly by taking limits of the analytical expressions we find for $v_1, v_2, v_3$ and $v_4$.

V. DEPHASING ERRORS

An archetypal scenario of dephasing on multiple qubits is one where every qubit dephases with probability $p$, which means that independently on every qubit, no error or a Pauli Z error applies on each qubit with probability $1 - p$ and $p$ respectively. To allow robust metrology on using probe states that are allowed to accumulate a limited amount of dephasing errors, we propose to use an initial probe state $|\varphi_2\rangle$ given in (V.6) where $u = 2$ so that the total number of qubits used is $N = 2gn$. This proposed probe state uses twice as many as that used for erasure errors for fixed $g$ and $n$. Explicitly, the dephased $N$-qubit probe state is

$$
\sigma = \sum_{j=0}^{N} p^j (1 - p)^{N-j} \sum_{x \in B_j} Z_x |\varphi_2\rangle \langle \varphi_2 | Z_x, \quad (V.1)
$$

where $p$ denotes the probability that each qubit is dephased, $B_j$ denotes the set of all $N$-bit binary vectors with $j$ 1s, and $Z_x = Z_x^{z_1} \otimes \cdots \otimes Z_{xN}$ for every binary vector $x = (x_1, \ldots, x_N)$. We consider the case where there are on average $t = pN$ phase errors, and consider the limit of large $N$ where the average number of phase errors is held constant. In this asymptotic limit, $p$ vanishes, and this allows us to side-step the impossibility of achieving a quantum advantage using robust quantum metrology when $p$ is constant and $N$ becomes large [20].

We turn our attention to a different dephasing channel $D_{\lambda}$, where no phase error occurs with probability $\lambda$ and one phase error occurs on each qubit with probability $(1 - \lambda)/N$. Here, $Z_t$ denotes a multi-qubit Pauli that applies $Z$ on the $t$th qubit and acts trivially on the remaining qubits. Here, the dephased probe state is

$$
D_{\lambda}(|\varphi_2\rangle \langle \varphi_2 |) = \lambda |\varphi_2\rangle \langle \varphi_2 | + \frac{1 - \lambda}{N} \sum_{j=1}^{N} Z_j |\varphi_2\rangle \langle \varphi_2 | Z_j. \quad (V.2)
$$

Our first result pertains a lower bound on the QFI of $D_{\lambda}(|\varphi_2\rangle \langle \varphi_2 |)$, and we present it in the following theorem.

**Theorem 7.** Let $g$ and $n$ be positive integers, and $N = 2gn$. Then the QFI of $D_{\lambda}(|\varphi_2\rangle \langle \varphi_2 |)$ is at least

$$
2g^2n\lambda^2 + 2\lambda(1 - \lambda) \frac{g^2(n - 1)}{2} + (1 - \lambda)^2 \frac{g^2}{2},
$$

where $g_2 = 2(z_{0,2,2} - z_{1,1,2})$ and

$$
z_{0,2,2} = N(N - 1) v_2 ((N - 2)(N - 3)v_4 + (5N - 8)v_2 + 2) + N^2 + N^2(N - 1)v_2,
$$

$$
z_{1,1,2} = N(N - 1)(N - 2)^2 v_3 + N(N - 1) + 2N(N - 1)(N - 2)v_3 + N^3/4,
$$

and $v_3$ are as given in Lemma [5].

**Proof.** Now for every tuple of integers $i = (i_1, \ldots, i_u)$ let $\tilde{Z}_i = Z_{i_1} \ldots Z_{i_u}$. Now for every positive integer $u, v$, and $w$, let

$$
A_{0,v,u} = \sum_{i \in \{1, \ldots, N\}^v} \langle \varphi_2 | \tilde{Z}_i | \varphi_2 \rangle,
$$

$$
A_{u,v,w} = \sum_{i \in \{1, \ldots, N\}^v} \sum_{j \in \{1, \ldots, N\}^w} \langle \varphi_2 | \tilde{Z}_i \tilde{Z}_j | \varphi_2 \rangle,
$$

$$
A_{u,v,w} = \sum_{i \in \{1, \ldots, N\}^v} \langle \varphi_2 | \tilde{Z}_i \tilde{Z}_j | \varphi_2 \rangle \langle \varphi_2 | \tilde{Z}_j \tilde{Z}_i | \varphi_2 \rangle. \quad (V.4)
$$

Let $\omega = D_{\lambda}(|\varphi_2\rangle \langle \varphi_2 |)$. The lower bound that we use on the QFI is given by $2 \text{Tr}(\omega^2 H^2) - 2 \text{Tr}(\omega H \omega H)$. Since $Z_u$ and $Z_v$ commute, and the trace has a cyclic property, we can easily determine that $\text{Tr}(\omega^2 H^2) = \text{Tr}(\sum_{u,v=1}^{N} \omega^2 Z_u Z_v)$. From this, we can ascertain that

$$
\text{Tr}(\omega^2 H^2) = \lambda^2 A_{0,2,0} + \frac{2(1 - \lambda)}{N} A_{0,2,1} + \frac{(1 - \lambda)^2}{N^2} A_{0,2,2}. \quad (V.5)
$$
We can similarly find that
\[
\text{Tr}(\omega H \omega H) = \lambda^2 A_{1,1,0} + \frac{2\lambda(1 - \lambda)}{N} A_{1,1,1} + \frac{(1 - \lambda)^2}{N^2} A_{1,1,2}.
\]

(V.6)

It remains to show that \(A_{i,j,k} = z_{i,j,k}\), where
\[
z_{0,2,0} = N + N(N - 1)v_2,
\]
\[
z_{1,1,0} = N^2/4,
\]
\[
z_{0,2,1} = \frac{N + 3N(N - 1)}{4} + \frac{N(N - 1)(N - 2)}{2} v_3,
\]
\[
z_{1,1,1} = N + 2N(N - 1)v_2 + N(N - 1)^2 v_2^2.
\]

(V.7)

We show this first using permutation-invariance of the probe state to reorder the Pauli Z operators to only act non-trivially on the first few qubits. We then count the number of instances in which the result follows.

We now compare the performance of our probe state with \(D\), taking the limit of large \(n\) as the number of qubits goes to infinity.

Corollary 8. When \(g\) becomes large, the QFI of \(D(\varphi_2)\) divided by \(N^2\) is at least
\[
\frac{\lambda^2}{2n} + \lambda(1 - \lambda) \frac{n - 1}{4n^2} + (1 - \lambda)^2 \frac{(n^3 + n - 2)}{32n^4}.
\]

When \(\lambda = \frac{1}{2}\), the QFI divided by \(N^2\) is at least
\[
\frac{25}{128n} - \frac{1}{16n^2} + \frac{1}{128n^3} - \frac{1}{64n^4}.
\]

(V.8)

We now compare the performance of our probe state with the GHZ state, after acted upon by \(D\). The worst thing that could happen to a GHZ state when acted on by \(D\) is when \(\lambda = (1 - \lambda) = \frac{1}{2}\), which reduces the GHZ state to a state with zero QFI. However, Figure 2 which illustrates the results in Theorem 4 numerically shows that when \(\lambda = 1/2\), our symmetric probe state can still exhibit a quantum advantage.

From our lower bound on the QFI of \(D(\varphi_2)\), we can now derive a lower bound on the QFI of \(\sigma\), where \(\sigma\) in (V.1) is the state after encountering an i.i.d. dephasing channel. We do so by approximating the i.i.d. dephasing channel with the artificial dephasing channel \(D\) that introduces only zero or one phase error. This approximation is accurate when i.i.d. dephasing probability is small, so that with overwhelming probability, only zero or one phase errors occur.

Corollary 9. Using the notation of Theorem 4, with the definition of the dephased probe state \(\sigma\) defined in (V.1), the QFI of \(\sigma\) is at least
\[
(1 - p)^{2N - 2} \left(2(1 - p)^2g^2n + p(1 - p)g^2(n - 1) + p^2 \frac{g_2}{N^2}\right) - 4N^2t^2 \epsilon.
\]

where \(t = pN\) is the expected number of dephasing errors and is held constant.

Proof. Recall that \(t = pN\). When \(t\) is small, the dephased state \(\sigma\) in (V.1) is well approximated by its leading order terms in \(j\). To perform a perturbative analysis, we work with an approximant to \(\sigma\) given by
\[
\sigma_k = \sum_{j = 0}^{k} (1 - p)^{N - j} \sum_{x \in B_j} Z_k|\varphi_2\rangle \langle \varphi_2| Z_x.
\]

(V.9)

Note that \(\sigma_N = \sigma\). The approximation error of \(\sigma_k\) to \(\sigma\) is given by the trace norm of \(\epsilon_k\) where \(\epsilon_k = \sigma - \sigma_k\). Using the linearity of the commutator and the triangle inequality of norms, we have
\[
\|[\sigma, H]\|_1 = \|[\sigma_k, H] + [\epsilon_k, H]\|_1 \geq \|[\sigma_k, H]\|_1 - \|[\epsilon_k, H]\|_1.
\]

(V.10)

It follows that
\[
\|[\sigma, H]\|_1^2 = \|[\sigma_k, H] + [\epsilon_k, H]\|_1 \geq \|[\sigma_k, H]\|_1^2 - 2\|\epsilon_k, H\|_1 \geq 2\|[\sigma_k, H]\|_1^2 - 2\|[\sigma, H]\|_1^2.
\]

(V.11)

Now note that \(\|H\|_\infty = N\), and from the triangle inequality, we have \(\|\epsilon_k\|_1 \leq \tau_k\), where
\[
\tau_k = \sum_{j = k+1}^{N} \binom{N}{j} p^j (1 - p)^{N-j}.
\]

(V.12)

From the H"older inequality, we have \(\|\sigma_k H\|_1 \leq \|[\sigma_k, H]\|_1 \leq N\) and \(\|\epsilon_k H\|_1 \leq \|[\epsilon_k, H]\|_\infty \leq N\tau_k\). Similarly, \(\|H\|_\infty \leq N\) and \(\|H\epsilon_k\|_1 \leq \|[\epsilon_k, H]\|_\infty \leq N\tau_k\). Hence from the triangle inequality for norms, we have \(\|\sigma_k, H\|_1 \leq 2N\) and \(\|[\epsilon_k, H]\|_1 \leq 2N\tau_k\).

Hence we have
\[
\|[\sigma, H]\|_1^2 \geq \|[\sigma_k, H]\|_1^2 - 8N^2\tau_k.
\]

(V.13)

Now note the upper bound \(\tau_k \leq \sum_{j = k+1}^{N} \binom{N}{j} p^j\). From this, we can see that \(\tau_k\) is at most the approximation error of using an order \(k\) polynomial to approximate the function \((1 + p)^N\). Using the Lagrange form for the remainder term comprising of monomials...
in $p$ of order at least $k + 1$ in the Taylor series expansion of $(1 + p)^N$, we know $\tau_k \leq \frac{t^{k+1}}{(k+1)!} \frac{(1 + N)^{N-k-1}}{e^t}$. Substituting $t = p/N$, we get

$$\tau_k \leq \frac{t^{k+1}}{(k+1)!} (1 + t/N)^{N-k-1} \leq \frac{t^{k+1}}{(k+1)!} (1 + t/N)^N.$$  \hspace{1cm} (V.14)

For positive $t$, $(1 + t/N)^N \leq \sum_{j=0}^{N} \frac{t^j}{j!} \leq e^t$. Hence

$$\tau_k \leq \frac{t^{k+1}}{(k+1)!} e^t.$$  \hspace{1cm} (V.15)

For $n$, we get $\tau_1 \leq t^2 e/2$.

Now note that

$$\sigma_1 = (1 - p)^{N-1} \mathcal{D}_{1-p}(\vert \varphi_2 \rangle \langle \varphi_2 \vert).$$  \hspace{1cm} (V.16)

Hence it follows that

$$\|\sigma_1, H\|_1 = (1 - p)^{N-1} \|\mathcal{D}_{1-p}(\vert \varphi_2 \rangle \langle \varphi_2 \vert), H\|_1,$$ \hspace{1cm} (V.17)

and using Theorem 7 with (V.13) with (V.15), the lower bound on the QFI for the dephased state $\sigma$ follows.

From this we can obtain an asymptotic result on the QFI of $\sigma$ in the limit of large $N$, and where the expected number of dephasing errors is held constant.

**Corollary 10.** Using the notation of Theorem 7 with the definition of the dephased probe state $\sigma$ defined in (V.1), in the limit of large $g$, the QFI of $\sigma$ divided by $N^2$ is at least

$$\frac{e^{-2t}}{2n} - 4t^2 e,$$

where $t$ is the expected number of dephasing errors and is held constant.

Corollary 10 implies that our probe state can reproduce the Heisenberg scaling for small number of dephasing errors. Note that for large enough $t$, the lower bound to the QFI of glu probe states for i.i.d. dephasing errors in Corollary 9 and Corollary 10 for the non-asymptotic and asymptotic cases respectively can be negative. In this scenario the lower bounds convey no information, because the QFI must always be at least zero. Since the function $q(t) = \frac{e^{-2t}}{2n} - 4t^2 e$ is monotone decreasing for positive $t$, $q(t^*) = 0$ for positive $t^*$ only when $\frac{1}{8ne} = (t^*)^2 e^{2t^*}$, which is when

$$t^* = W\left(\frac{1}{2\sqrt{2}ne}\right),$$ \hspace{1cm} (V.18)

where $W$ denotes the principal branch of the Lambert $W$ function. When $n = 1, 2, 3, 4, 5$, we have $t^* = 0.17925, 0.13277, 0.11082, 0.0972812, 0.0878367$ respectively. Then for all $t \in [0, t^*]$, the lower bound on the QFI in Corollary 10 will be non-trivial.

We can compare the asymptotic performance of glu states with respect to i.i.d. dephasing channels using Corollary 10 with noisy GHZ states. When i.i.d. dephasing noise afflicts GHZ states $(|0\rangle^N + |1\rangle^N)/\sqrt{2}$ where the probability of phase flip per qubit is $p$, the probability of the state remaining a GHZ state is $p_0 = \frac{(1-p)^N + (1-p^p)^N}{2}$ and the probability of the GHZ state acquiring a phase flip is $p_1 = \frac{-(1-p)^N + (1-p^p)^N}{2}$. The QFI of the noisy GHZ state is $(p_0 - p_1)^N = N^2(1 - 2p)^N$. When $t$ is constant and $p = t/N$, we have $N^2(1 - 2p)^N \approx N^2 e^{-2t}$. Hence the lower bound of the QFI for glu states under i.i.d. dephasing noise is lower than the exact QFI of noisy GHZ states under i.i.d. dephasing noise.

**VI. DISCUSSIONS**

In this paper, we study the potential of using explicit symmetric probe states for the purpose of robust metrology. In using the terminology robust metrology, we consider a metrological protocol where carefully chosen probe states are allowed to naturally decohere and are subsequently measured. Our considered noise processes include erasure errors and dephasing errors. We show that if the probe states lie within the codespace of certain permutation-invariant quantum codes [29] which allow for the detection of at least 1 error, such probe states are useful for robust metrology in the NISQ regime (see Figures 1 and 2). We also demonstrate that in the asymptotic regime, our probe states can recover Heisenberg scaling for quantum metrology when the number of erasure errors is very few, and also when the dephasing error becomes increasingly negligible.

To arrive at our lower bounds on the QFI, we rely on explicit structural properties of (1) Dicke states under action of the partial trace, and (2) the connection between Dicke inner products and Krawtchouk polynomials. The first and second structural properties correspond to erasure and dephasing errors respectively. In both cases, we reduce the problem to that of performing binomial-type summations of the form $\sum_{j=0}^{n} \binom{n}{j} j^2$ in the asymptotic limit, when $n$ becomes very large and $x < n$. Leveraging on this, we obtain compact analytical lower bounds for the QFI in the case of robust metrology.

For erasure errors, from Theorem 2, we can see that the QFI decreases exponentially with $n$ when $g, n > t$. For the dephasing channel $D_{\lambda}$, since $2gn = N$ is constant, the lower bound in the QFI in Theorem 7 decreases linearly with $n$. For the i.i.d. dephasing channel in Corollary 10, we also see that the lower bound on the QFI decreases linearly with $n$.

From Figures 1 and 2 when there are at least 50 qubits, there is a discernable quantum advantage in using our proposed probe state for robust metrology. For example, if only 1 out of 50 qubits is erased, the corrupted probe state $|\hat{\varphi}_1\rangle$ can nonetheless attain a QFI of at least $N^{1.4}$ which is about 5 times larger than the baseline CFI of $N$.

Our results complement the literature on robust quantum metrology [21] and quantum metrology with error correction [11, 12, 13, 14, 15, 17, 18, 19] by considering symmetric probe states that support quantum error correction. Because our probe states inherit the quantum error correction (QEC) capability of the permutation-invariant quantum codes illustrated in Ref. [29], we know that active quantum error correction can always be employed on our probe states to further amplify the QFI. We expect that the QFI can be further enhanced with full blown QEC, and this remains to be explored.

Analyzing the performance of these symmetric probe states from glu codes with respect to a number of errors that grows with the system size is an important problem. However this is beyond the scope of current manuscript, and we leave this interesting question for future work. Deriving a fully fleshed out practical proposal based on our scheme for robust metrology remains an open challenge. While our probe states can be prepared in the ultrastable coupling regime of superconducting charge qubits [35] or using geometric phase gates [39], questions of state preparation, decoding [40] and state readout in a broad range of other architectures remain to be fully addressed.

In summary, we prove that explicit symmetric probe states can give rise to a quantum advantage in the NISQ regime spite of
being mildly corrupted. Moreover, in the asymptotic limit, we show that it is possible for our proposed symmetric probe states to attain a Heisenberg scaling even if they suffer a non-trivial amount of noise. This paves the way towards exploring the effectiveness of our symmetric probe states against different types of noise processes, such as amplitude damping noise and depolarizing noise. It is also interesting to further study the extent in which our symmetric probe states can remain effective when multiple parameters are to be simultaneously estimated [41]. More fundamentally, it is interesting to unravel the necessary and sufficient conditions for robust metrology, at least in the case of symmetric qubit states. We believe that the strength of our symmetric probe states in robust metrology is that the noise processes considered do not take the probes state to orthogonal states. Our probe states, arising from permutation-invariant quantum codes, exhibit a highly non-additive behavior, and it might be possible that this leads to their utility in quantum metrology. Indeed, we are tempted to conjecture that any permutation-invariant code that can detect at least one error is good for quantum metrology with respect to erasure errors.

A. Verification of quantum metrology

In a cryptographic setting, we want to be sure that the probe state that we intend to use for quantum metrology is what it is supposed to be. If the probe state has maliciously tampered with, the final value of the estimated signal need not reflect the true value of the signal.

To mitigate this type of malicious attack, we can employ verification techniques prior to performing the quantum metrology task. Verification of quantum states is done by performing quantum tomography on additional quantum states [42], [43], [44] and is generally done to add a measure of cryptographic security if quantum states are provided from an untrusted party [44], or simply to ensure that the quantum state preparation is being done correctly [45].

The efficiency of a verification protocol is based on a cryptographic quantity known as soundness, which quantifies the ability of a malicious adversary tampering to tamper with the quantum states and remain undetected. Therefore, an ideal verification protocol requires very few additional resources to achieve a low soundness value. Most verification protocols are designed for a specific class of quantum states, as they take advantage of specific constraints or symmetries unique to said class, for example graph states [46], [47] and Dicke states [48]. There are general protocols to verify arbitrary quantum states [42], however for most quantum states (including the symmetric probe states), these protocols would require exponentially more resources to achieve the same level of soundness achieved by the graph state or Dicke state verification protocols.

Unfortunately, we do not know of any efficient verification protocols that use local measurements and operate with a polynomial number of resources. In lieu of considering verification protocols that use non-local measurements, we could consider verifying a symmetric state which well approximates our gnu probe state that furthermore is also known to admit an efficient verification procedure. In this scenario, we note that for \( u = 1 \), the gnu probe state gets closer to the half-Dicke state \( |D_{N/2}^{N} \rangle \) as \( n \) increases. Thus, in practice one can utilize the Dicke state verification protocol [48] for the symmetric probe state as a proxy for verifying the gnu probe state. This can be done with fewer additional resources than a more general protocol, however it comes with the caveats of i) not truly verifying the quantum state, and ii) possible failure of the verification protocol.

We hope that in future work, further research can be done on the verification of symmetric probe states for the robust quantum metrology.
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\[ \text{Tr}((A, B)^\dagger [A, B]) = \text{Tr}((AB - BA)^4(AB - BA)) = \text{Tr}((BA - AB)(AB - BA)) = \text{Tr}((BA - AB)(CB - BC)) = \text{Tr}((BC - BA)(BC - BC)) = \text{Tr}((AC + CA)B^2 - 2\text{Tr}(ABC)). \]
Next, we use (IV.12) to get

\[
\langle \theta_u | Z_1 Z_2 | \theta_u \rangle = \sum_{j,k=1}^{n-1} \frac{\binom{n}{j}}{\binom{n}{g_j} 2^n} (H_{g_j-u}^N - t | Z_1 Z_2 | H_{g_j-u}^{N-t})
\]

\[
= \sum_{j=1}^{n-1} \frac{\binom{n}{j}}{\binom{n}{g_j} 2^n} (H_{g_j-u}^N - t | Z_1 Z_2 | H_{g_j-u}^{N-t})
\]

\[
= \sum_{j=1}^{n-1} a_{j,u} (1 - b_{j,u}). \tag{A.8}
\]

Using \( \text{Tr}(\rho^2 H^2) = \sum_{j=1}^{N-t} \text{Tr}(\rho^2) + \sum_{j \neq k} \text{Tr}(\rho^2 Z_j Z_j) \), we use (A.3), (A.6) and (A.8) to get

\[
\text{Tr}(\rho^2 H^2)
\]

\[
= \frac{(N - t)^2}{2^{2n-1}} + \frac{(N - t)^2}{2^n} \sum_{j=1}^{n-1} (a_{j,0} (2 - b_{j,0}) + a_{j,t} (2 - b_{j,t}))
\]

\[
+ \frac{N - t}{2^n} \sum_{j=1}^{n-1} (a_{j,0} b_{j,0} + a_{j,t} b_{j,t})
\]

\[
+ (N - t)^2 \sum_{u=0}^{t} \frac{t}{u} \sum_{j=1}^{n-1} a_{j,u} a_{k,u} \left( 1 - b_{k,u} + \frac{b_{k,u}}{N - t} \right).
\]

\[
\text{Hence we have}
\]

\[
\text{Tr}(\rho H \rho H)
\]

\[
= \frac{t}{u} \sum_{j=1}^{n-1} (a_{j,0} a_{k,0} + a_{j,t} a_{k,t})
\]

\[
+ \frac{1}{2^n} \sum_{j=1}^{n-1} (a_{j,0} b_{j,0} + a_{j,t} b_{j,t})
\]

\[
+ \sum_{u=0}^{t} \frac{t}{u} \sum_{j=1}^{n-1} a_{j,u} a_{k,u} \left( c_{j,u} + c_{k,u} - b_{k,u} \right)
\]

\[
+ \frac{b_{k,u}}{N - t} - c_{j,u} c_{k,u}. \tag{A.14}
\]

Rearranging the terms gives the result. \( \square \)

Now we proceed to evaluate \( \text{Tr}(\rho H \rho H) \). Orthogonality and permutation-invariance of the states \(| \theta_u \rangle \) implies that

\[
\frac{\rho H \rho}{N - t}
\]

\[
= \sum_{u=0}^{t} \frac{t}{u} \langle \theta_u | Z_1 | \theta_u \rangle
\]

\[
+ \frac{1}{2^n} \left( (H_{0}^{N-t} | \theta_0 | Z_1 | \theta_0 \rangle + | H_{0}^{N-t} | \theta_0 | Z_1 | \theta_0 \rangle + | H_{N-1}^{N-t} | \theta_0 | Z_1 | \theta_0 \rangle + | \theta_0 \rangle | \theta_0 \rangle - | \theta_t \rangle | \theta_t \rangle \right)
\]

\[
+ \frac{1}{2^{3n/2}} \left( (| \theta_0 \rangle | H_{0}^{N-t} | \theta_0 \rangle + | \theta_0 \rangle | H_{0}^{N-t} | \theta_0 \rangle + | H_{0}^{N-t} | \theta_0 \rangle - | H_{N-1}^{N-t} | \theta_0 \rangle \right)
\]

\[
+ \frac{1}{2^{n/2}} \left( (| \theta_0 \rangle | Z_1 | \theta_0 \rangle | H_{0}^{N-t} | \theta_0 \rangle + | \theta_0 \rangle | H_{0}^{N-t} | \theta_0 \rangle + | \theta_1 \rangle | Z_1 | \theta_1 \rangle | H_{0}^{N-t} | \theta_1 \rangle + | \theta_1 \rangle | H_{0}^{N-t} | \theta_1 \rangle \right). \tag{A.10}
\]

Then we get

\[
\text{Tr}(\rho H \rho H)
\]

\[
= \sum_{u=0}^{t} \frac{t}{u} \langle \theta_u | Z_1 | \theta_u \rangle \langle \theta_u | Z_1 | \theta_u \rangle + \frac{2}{2^n} (| \theta_0 \rangle | Z_1 | \theta_0 \rangle - | \theta_1 \rangle | Z_1 | \theta_1 \rangle) + \frac{2}{2^n}.
\]

\[
\text{Hence we have}
\]

\[
\frac{\text{Tr}(\rho H \rho H)}{(N - t)^2}
\]

\[
= \sum_{u=0}^{t} \frac{t}{u} \sum_{j=1}^{n-1} a_{j,u} a_{k,u} (1 - c_{j,u})(1 - c_{k,u})
\]

\[
+ \frac{1}{2^n} \sum_{j=1}^{n-1} (a_{j,0} (1 - c_{j,0}) - a_{j,t} (1 - c_{j,t})) + \frac{2}{2^{2n}}. \tag{A.13}
\]

From (A.9) and (A.13) we get

\[
\frac{\text{Tr}(\rho H \rho H)}{(N - t)^2}
\]

\[
= \sum_{u=0}^{t} \frac{t}{u} \sum_{j=1}^{n-1} a_{j,u} a_{k,u} (1 - c_{j,u})(1 - c_{k,u})
\]

\[
+ \frac{1}{2^n} \sum_{j=1}^{n-1} (a_{j,0} b_{j,0} + a_{j,t} b_{j,t})
\]

\[
+ \sum_{u=0}^{t} \frac{t}{u} \sum_{j=1}^{n-1} a_{j,u} a_{k,u} (c_{j,u} + c_{k,u} - b_{k,u})
\]

\[
+ \frac{b_{k,u}}{N - t} - c_{j,u} c_{k,u}. \tag{A.14}
\]