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Abstract—We consider a secondary user (SU) with energy harvesting capability. We design access schemes for the SU which incorporate random spectrum sensing and random access, and which make use of the primary automatic repeat request (ARQ) feedback. We study two problem-formulations. In the first problem-formulation, we characterize the stability region of the proposed schemes. The sensing and access probabilities are obtained such that the secondary throughput is maximized under the constraints that both the primary and secondary queues are stable. Whereas in the second problem-formulation, the sensing and access probabilities are obtained such that the secondary throughput is maximized under the stability of the primary queue and that the primary queuing delay is kept lower than a specified value needed to guarantee a certain quality of service (QoS) for the primary user (PU). We consider spectrum sensing errors and assume multipacket reception (MPR) capabilities. Numerical results show the enhanced performance of our proposed systems.

Index Terms—Cognitive radio, energy harvesting, queueing delay.

I. INTRODUCTION

Cognitive radio technology provides an efficient means of utilizing the radio spectrum [2]. The basic idea is to allow secondary users to access the spectrum while providing certain guaranteed quality of service (QoS) performance measures for the primary users (PUs). The secondary user (SU) is a battery-powered device in many practical situations and its operation, which involves spectrum sensing and access, is accompanied by energy consumption. Consequently an energy-constrained SU must optimize its sensing and access decisions to efficiently utilize the energy at its disposal. An emerging technology for energy-constrained terminals is energy harvesting which allows the terminal to gather energy from its environment. An overview of the different energy harvesting technologies is provided in [3] and the references therein.

Data transmission by an energy harvester with a rechargeable battery has got a lot of attention recently [4]–[9]. The optimal online policy for controlling admissions into the data buffer is derived in [4] using a dynamic programming framework. In [5], energy management policies which stabilize the data queue are proposed for single-user communication and some delay-optimal properties are derived. Throughput optimal energy allocation is investigated in [6] for energy harvesting systems in a time-constrained slotted setting. In [7], [8], minimization of the transmission completion time is considered in an energy harvesting system and the optimal solution is obtained using a geometric framework. In [9], energy harvesting transmitters with batteries of finite energy storage capacity are considered and the problem of throughput maximization by a deadline is solved for a static channel.

The authors of [10] consider the scenario in which a set of nodes shares a common channel. The PU has a rechargeable battery and the SU is plugged to a reliable power supply. They obtain the maximum stable throughput region which describes the maximum arrival rates that maintain the stability of the network queues. In [11], the authors investigate the effects of network layer cooperation in a wireless three-node network with energy harvesting nodes and bursty traffic. In [12], Sultan investigated the optimal cognitive sensing and access policies for an SU with an energy queue. The analysis is based on Markov-decision process (MDP). In [13], the authors investigated the maximum stable throughput of a backlogged secondary terminal with energy harvesting capability. The SU randomly accesses the channel at the beginning of the time slot without employing any channel sensing. The secondary terminal can leverage the availability of primary feedback and exploit the multipacket reception (MPR) capability of the receivers to enhance its throughput.

In this paper, we develop spectrum sensing and transmission methods for an energy harvesting SU. We leverage the primary automatic repeat request (ARQ) feedback for secondary access. Due to the broadcast nature of the wireless channel, this feedback can be overheard and utilized by the secondary node assuming that it is unencrypted. The proposed protocols can alleviate the negative impact of channel sensing because the secondary access is on basis of the sensed primary state as well as the overheard primary feedback. The problem with depending on spectrum sensing only is that sensing does not inform the secondary terminal about its impact on the primary receiver. This issue has induced interest in utilizing the feedback from the primary receiver to the primary transmitter to optimize the secondary transmission strategies. For instance, in [14], the SU observes the ARQ feedback from the primary receiver as it reflects the PU’s achieved packet rate. The SU’s objective is to maximize its throughput while guaranteeing a certain packet rate for the PU. In [15], the authors use a partially observable Markov decision process (POMDP)
to optimize the secondary action on the basis of the spectrum sensing outcome and primary ARQ feedback. Secondary power control based on primary feedback is investigated in [16]. In [17] and [18], the optimal transmission policy for the SU when the PU adopts a retransmission based error control scheme is investigated. The policy of the SU determines how often it transmits according to the retransmission state of the packet being served by the PU.

The contributions of this paper can be summarized as follows.

- We investigate the case of an SU equipped with an energy harvesting mechanism and a rechargeable battery.
- We propose a novel access and sensing schemes where the SU possibly senses the channel for a certain fraction of the time slot duration and accesses the channel with some access probability that depends on the sensing outcome. The SU may access the channel probabilistically without sensing in order to utilize the whole slot duration for transmission. Furthermore, it leverages the primary feedback signals.
- Instead of the collision channel model, we assume a generalized channel model in which the receiving nodes have MPR capability.
- We propose two problem-formulations. In the first problem-formulation, we characterize the stability region of the proposed schemes. The sensing and access probabilities are obtained such that the secondary throughput is maximized under the constraints that both the primary and secondary queues are stable. Whereas in the second problem-formulation, we include a constraint on the primary queueing delay to the optimization problem for delay-aware PUs. The sensing and access probabilities are obtained such that the secondary throughput is maximized under the stability of the primary queue and that the primary queueing delay is kept lower than a specified value needed to guarantee a certain QoS for the PU.
- We compare our systems with the conventional access system in which the SU senses the channel and accesses unconditionally if the PU is sensed to be inactive. The numerical results show the gains of our proposed systems in terms of the secondary throughput.

The rest of the paper is organized as follows. In the next section, we discuss the system model adopted in this paper. The secondary access without incorporating the primary feedback is investigated in Section III. In Section IV, we discuss the feedback-based scheme. The case of delay-aware PUs is investigated in Section V. We provide numerical results and conclusions in Section VI.

II. SYSTEM MODEL

We consider the system model shown in Fig. 1. The model consists of one PU and one SU. The channel is slotted in time and a slot duration equals the packet transmission time. The PU and the SU have infinite buffer queues, \( Q_p \) and \( Q_s \), respectively, to store fixed-length data packets. If a terminal transmits during a time slot, it sends exactly one packet to its receiver. The arrivals at \( Q_p \) and \( Q_s \) are independent and identically distributed (i.i.d.) Bernoulli random variables from slot to slot with means \( \lambda_p \) and \( \lambda_s \), respectively.

The SU has an additional energy queue, \( Q_e \), to store harvested energy from the environment. The arrival at the energy queue is also Bernoulli with mean \( \lambda_e \) and is independent from arrivals at the other queues. The Bernoulli model is simple, but it captures the random availability of ambient energy sources. More importantly, in the analysis of discrete-time queues, Bernoulli arrivals see time averages (BASTA). This is the BASTA property equivalent to the Poisson arrivals see time averages (PASTA) property in continuous-time systems [19]. It is assumed that the transmission of one data packet consumes one packet of energy.

We adopt a late arrival model as in [10], [11], [13], [20] where an arrived packet at a certain time slot cannot be served at the arriving slot even if the queue is empty. Denote by \( \lambda^t \) the number of arrivals to queue \( Q \) at time slot \( t \), and \( Z^t \) the number of departures from queue \( Q \) at time slot \( t \). The queue length evolves according to the following form:

\[
Q^{t+1} = (Q^t - Z^t)^+ + \lambda^t
\]

where \((z)^+ = \max(z, 0)\).

Adequate system operation requires that all the queues are stable. We employ the standard definition of stability for queue as in [20], [21], that is, a queue is stable if and only if its probability of being empty does not vanish as time progresses. Precisely, \( \lim_{t \to \infty} \Pr\{Q^t = 0\} > 0 \). If the arrival and service processes are strictly stationary, then we can apply Loynes theorem to check for stability conditions [22]. This theorem states that if the arrival process and the service process of a queue are strictly stationary processes, and the average service rate is greater than the average arrival rate of the queue, then the queue is stable. If the average service rate is lower than the average arrival rate, the queue is unstable [20].
Instead of the collision channel model where simultaneous transmission by different terminals leads to sure packet loss, we assume that the receivers have MPR capability as in [23]–[25]. This means that transmitted data packets can survive the interference caused by concurrent transmissions if the received signal to interference and noise ratio (SINR) exceeds the threshold required for successful decoding at the receiver. With MPR capability, the SU may use the channel simultaneously with the PU.

III. SECONDARY ACCESS WITHOUT EMPLOYING PRIMARY FEEDBACK

The first proposed system is denoted by $\Phi_{NF}$. Under this protocol, the PU accesses the channel whenever it has a packet to send. The secondary transmitter, given that it has energy, senses the channel or possibly transmits the packet at the head of its queue immediately at the beginning of the time slot without sensing the channel. We explain below why direct transmission can be beneficial for system performance.

The SU operation can be summarized as follows.

- If the secondary terminal’s energy and data queues are not empty, it senses the channel with probability $p_s$ from the beginning of the time slot for a duration of $\tau$ seconds to detect the possible activity of the PU. If the slot duration is $T$, $\tau < T$.
- If the channel is sensed to be free, the secondary transmitter accesses the channel with probability $p_f$. If the PU is detected to be active, it accesses the channel with probability $p_b$.
- If at the beginning of the time slot the SU decides not to sense the spectrum (which happens with probability $1 - p_s$), it immediately decides whether to transmit with probability $p_t$ or to remain idle for the rest of the time slot with probability $p_b = 1 - p_t$. This means that the transmission duration is $T$ seconds if the SU accesses the channel without spectrum sensing and $T - \tau$ seconds if transmission is preceded by a sensing phase. We assume that the energy consumed in spectrum sensing is negligible, whereas data transmission dissipates exactly one unit of energy from $Q_e$.

We study now secondary access in detail to obtain the mean service rates of queues $Q_s$, $Q_e$ and $Q_p$. The meaning of the various relevant symbols are provided in Table I. For the secondary terminal to be served, its energy queue must be nonempty. If the SU does not sense the channel, which happens with probability $1 - p_s$, it transmits with probability $p_t$. If the PU’s queue is empty and, hence, the PU is inactive, secondary transmission is successful with probability $P_{0s}$, whose expression as a function of the secondary link parameters, transmission time $T$, and the data packet size is provided in Appendix A. If $Q_p \neq 0$, secondary transmission is successful with probability $P_{0s}$ (see Appendix A). If the SU decides to sense the channel, there are four possibilities depending on the sensing outcome and the state of the primary queue. If the PU is sensed to be free, secondary transmission takes place with probability $p_f$. This takes place with probability $1 - P_{FA}$ if the PU is actually silent. In this case, the probability of successful secondary transmission is $\overline{P}_{1s}$, which is lower than $\overline{P}_{0s}$ (for proof, see [1]). On the other hand, if the PU is on, the probability of detecting the channel to be free is $P_{MD}$ and the probability of successful secondary transmission is $P_{1s}^{(c)}$. If the channel is sensed to be busy, the secondary terminal transmits with probability $p_b$. Sensing the PU to be active occurs with probability $P_{FA}$ if the PU is actually inactive, or with probability $1 - P_{MD}$ if the PU is actively transmitting. The probability of successful secondary transmission is $\overline{P}_{1s}$ when the PU is silent and $\overline{P}_{1s}^{(c)}$ when the PU is active. Given these possibilities, we can write the

| $\tau$ | Sensing duration |
| $T$ | Slot duration |
| $p_s$ | Probability of sensing the channel |
| $P_{MD}$ | Misdetection probability |
| $P_{FA}$ | False alarm probability |
| $p_t$ | Probability of direct channel access if the channel is not sensed |
| $p_f$ | Probability of channel access if the channel is sensed to be free |
| $p_b$ | Probability of channel access if the channel is sensed to be busy |
| $\overline{P}_{p}$ | Probability of successful primary transmission to the primary receiver if the secondary terminal is silent |
| $\overline{P}_{p}^{(c)}$ | Probability of successful primary transmission to the primary receiver with concurrent secondary transmission |
| $\overline{P}_{0s}$ | Probability of successful secondary transmission if the PU is silent and transmission occurs over $T$ seconds |
| $\overline{P}_{1s}$ | Probability of successful secondary transmission if the PU is silent and transmission occurs over $T - \tau$ seconds |
| $\overline{P}_{0s}^{(c)}$ | Probability of successful secondary transmission if the PU is active and transmission occurs over $T$ seconds |
| $\overline{P}_{1s}^{(c)}$ | Probability of successful secondary transmission if the PU is active and transmission occurs over $T - \tau$ seconds |

TABLE I

LIST OF SYMBOLS INVOLVED IN THE QUEUES’ MEAN SERVICE RATES.

1Throughout the paper $\overline{X} = 1 - X$. 


following expression for the mean secondary service rate.

\[
\mu_s = (1 - p_s) p_F \Pr\{Q_p = 0, Q_e = 0\} \overline{P}_{0s} + (1 - p_s) p_F \Pr\{Q_p = 0, Q_e = 0\} P_{0s}^{(c)} + p_s p_f \Pr\{Q_p = 0, Q_e = 0\} (1 - P_{FA}) \overline{P}_{1s} + p_s p_f \Pr\{Q_p = 0, Q_e = 0\} P_{MD} P_{1s}^{(c)} + p_s p_b \Pr\{Q_p = 0, Q_e = 0\} P_{FA} \overline{P}_{1s} + p_s p_b \Pr\{Q_p = 0, Q_e = 0\} (1 - P_{MD}) P_{1s}^{(c)}
\]  

(2)

Based on the above analysis, it can be shown that the mean service rate of the energy queue is

\[
\mu_e = (1 - p_s) p_t \Pr\{Q_s = 0\} + p_s p_f \left( P_{MD} \Pr\{Q_s = 0, Q_p = 0\} + (1 - P_{FA}) \Pr\{Q_s = 0, Q_p = 0\} \right) + p_s p_b \left( P_{FA} \Pr\{Q_s = 0, Q_p = 0\} + (1 - P_{MD}) \Pr\{Q_s = 0, Q_p = 0\} \right)
\]  

(3)

A packet from the primary queue can be served in either one of the following events. If the SU is silent because either of its data queue or energy queue is empty, the primary transmission is successful with probability \(P_{p}\). If both secondary queues are nonempty, secondary operation proceeds as explained above.

In all cases, if the SU does not access the channel, the probability of successful primary transmission is \(P_{p}^{(c)}\). Therefore,

\[
\mu_p = \frac{1 - \Pr\{Q_s = 0, Q_e = 0\}}{P_{p}} + \Pr\{Q_s = 0, Q_e = 0\} \left[ (1 - p_s) \left( p_t \overline{P}_{p}^{(c)} + (1 - p_t) \overline{P}_p \right) + p_s P_{MD} \left( p_f \overline{P}_{p}^{(c)} + (1 - p_f) \overline{P}_p \right) + p_s (1 - P_{MD}) \left( p_b \overline{P}_{p}^{(c)} + (1 - p_b) \overline{P}_p \right) \right]
\]  

(4)

The maximum primary throughput is \(\overline{P}_p\), i.e., \(\mu_p \leq \overline{P}_p\), which occurs when the PU operates alone, i.e., when the SU is always inactive.

Following are some important remarks on the proposed access and sensing scheme. Firstly, the proposed access and sensing scheme can mitigate the negative impact of sensing errors. Specifically, the SU under the proposed protocol randomly accesses the channel if the PU is either sensed to be active or inactive. Hence, the false alarm probability and the misdetection probability are controllable using the spectrum access probabilities. These access probabilities can take any value between zero and one. Hence, the SU can mitigate the impact of the sensing errors via adjusting the values of the access probabilities. Accordingly, this would enhance the secondary throughput and prevent the violation of the PU’s QoS.

Secondly, when the MPR capabilities of the receivers are strong (which means \(P_{p}^{(c)} \approx \overline{P}_p\) and \(P_{i}^{(c)} \approx \overline{P}_i\) for \(i = 0, 1\)), the SU does not need to sense the channel at all, i.e., \(p_s = 0\). This is due to the fact that the SU does not need to employ channel sensing as it can transmit each time slot simultaneously with the PU without violating the primary QoS because the receivers can decode packets under interference with a probability almost equal to the decoding probability when nodes transmit alone.

As in [10, 13, 15], we assume that the energy queue is modeled as M/D/1 queue with mean service rate \(\mu_e = 1\) and \(\lambda_e\), respectively. Hence, the probability that the secondary energy queue being nonempty is \(\lambda_e / \mu_e = \lambda_e [20]\). Based on this assumption, the energy queue in the approximated system empties faster than in the actual system, thereby lowering the probability that the queue is nonempty. This reduces the secondary throughput by increasing the probability that the secondary node does not have energy. Therefore, our approximation result in a lower bound on the secondary service rate or throughput [1, 13]. We denote the system under the approximation of one packet consumption from the energy queue each time slot as \(S\).

Since the queues in the approximated system, \(S\), are interacting with each other, we resort to the concept of the dominant system to obtain the stability region of system \(S\). The dominant system approach is first introduced in [27]. The basic idea is that we construct an appropriate dominant system, which is a modification of system \(S\) with the queues decoupled, hence we can compute the departure processes of all queues. The modified system ensures that the queue sizes in the dominant system are, at all times, at least as large as those of system \(S\) provided that the queues in both systems have the same initial sizes. Thus, the stability region of the new system is an inner bound of system \(S\). At the boundary points of the stability region, both the dominant system and system \(S\) coincide. This is the essence of the indistinguishability argument presented in many papers such as [10, 20, 25, 27]. Next, we construct two dominant systems and the stability region of approximated system \(S\) is the union of the stability region of the dominant systems. We would like to emphasize here that system \(S\) is an inner bound on the original system, \(\Phi_{NF}\).

A. First Dominant System

In the first dominant system queue, denoted by \(S_1\), \(Q_s\) transmits dummy packets when it is empty and the PU behaves as it would in the original system. Under this dominant system, we have \(\Pr\{Q_s = 0\} = 0\). Substituting by \(\Pr\{Q_s = 0\} = 0\) into (4), the average primary service rate after some simplifications can be given by

\[
\mu_p = \overline{P}_p - \lambda_e \Delta_p \left( p_t p_f P_{MD} p_{fa} + p_s p_b P_{MD} p_{fb} \right)
\]  

(5)

We assume that the access delay of the SU does not affect the primary outage probability. This is valid as far as \((1 - \frac{1}{T}) \epsilon \approx \epsilon\), which is true here as \(\tau \ll T\). For details, see Appendix A.
where $\Delta_p = \overline{P}_p - \overline{P}_p^{(c)} \geq 0$. The Markov chain modeling the primary queue under this dominant system is provided in Fig. 2. Solving the state balance equations, it is straightforward to show that the probability that the primary queue has $k$ packets is

$$
\nu_k = \frac{1}{\mu_p} \left[ \frac{\lambda_p \overline{P}_p}{\lambda_p \overline{P}_p} \right]^k
$$

(6)

where $\overline{\lambda}_p = 1 - \lambda_p$ and $\overline{\mu}_p = 1 - \mu_p$. Using the condition $\sum_{k=0}^{\infty} \nu_k = 1$,

$$
\nu_0 = 1 - \frac{\overline{\lambda}_p}{\mu_p}
$$

(7)

For the sum $\sum_{k=0}^{\infty} \nu_k$ to exist, we should have $\lambda_p < \mu_p$. This is equivalent to Loynes’ theorem. Since $\Pr\{Q_p = 0\} = 1 - \frac{\lambda_p}{\mu_p}$,

$$
\mu_s = \lambda_s \left( 1 - \frac{\lambda_p}{\mu_p} \right) \left( p_s p_l \overline{P}_{0s} + p_s p_f \overline{P}_{MD} \overline{P}_{1s} + p_s p_f \overline{P}_{FA} \overline{P}_{1s} \right)
$$

$$
+ \frac{\lambda_p}{\mu_p} \left( p_s p_k \overline{P}_{0s}^{(c)} + p_s p_f \overline{P}_{MD} \overline{P}_{1s}^{(c)} + p_s p_f \overline{P}_{FA} \overline{P}_{1s}^{(c)} \right)
$$

(8)

The stability conditions of the dominant system are thus both necessary and sufficient for the stability of system $S$. Now if $Q_s$ saturates in the dominant system, the SU will not transmit dummy packets as it always has its own packets to send. For $\lambda_p < \mu_p$, this makes the behavior of the dominant system identical to that of systems $S$ and both systems are indistinguishable at the boundary points. The stability conditions of the dominant system are thus both sufficient and necessary for the stability of system $S$ given that $\lambda_p < \mu_p$.

For a fixed $p_s$, the optimization problem (12) can be shown to be a quasiconcave program over $P$. We need to show that the objective function is quasiconcave over convex set and under convex constraints. From (9), $\mu_p$ is affine and hence convex over $P$ for a fixed $p_s$. The Hessian of the numerator of $\mu_s$ is given by $H = AD^\dagger + DA^\dagger$. Let $y$ be an arbitrary $3 \times 1$ vector. The matrix $H$ is negative semidefinite if $y^\dagger H y \leq 0$. Since the matrices $AD^\dagger$ and $DA^\dagger$ are generated using a linear combination of a single vector, the rank of each is 1 and therefore each of them has at least two zero eigenvalues. The trace of each is negative and equal to $\Lambda = -\Delta_p \lambda_s \left( p_s \overline{P}_{0s} + p_s p_f \overline{P}_{MD} \overline{P}_{1s} + p_s p_f \overline{P}_{FA} \overline{P}_{1s} \right)$.

(12)

(10)

The portion of the stability region based on the first dominant system is characterized by the closure of the rate pairs $(\lambda_p, \lambda_s)$. One method to obtain this closure is to solve a constrained optimization problem such that $\lambda_s$ is maximized for each $\lambda_p$ under the stability of the primary and the secondary queues. The optimization problem is given by

$$
\max_{p_s, P=\{p_l, p_k, p_f\}^\dagger} \mu_s,
$$

s.t. $0 \leq p_l, p_k, p_f, p_0 \leq 1$, $\lambda_p \leq \mu_p$

(11)

The problem of maximizing a quasiconcave function over a convex set under convex constraints can be efficiently and reliably solved by using the bisection method [28].

Based on the construction of the dominant system $S_1$ of system $S$, it can be noted that the queues of the dominant system are never less than those of system $S$, provided that they are both initialized identically. This is because the SU transmits dummy packets even if it does not have any packets of its own, and therefore it always interferes with PU even if it is empty. The mean service rate of primary queue is thus reduced in the dominant system and $Q_p$ is emptied less frequently, thereby reducing also the mean service rate of the secondary queue. Given this, if the queues are stable in the dominant system, then they are stable in system $S$. That is, the stability conditions of the dominant system are sufficient for the stability of system $S$. Now if $Q_s$ saturates in the dominant system, the SU will not transmit dummy packets as it always has its own packets to send. For $\lambda_p < \mu_p$, this makes the behavior of the dominant system identical to that of system $S$ and both systems are indistinguishable at the boundary points. The stability conditions of the dominant system are thus both sufficient and necessary for the stability of system $S$ given that $\lambda_p < \mu_p$.

To get some insights for this system under the first dominant system, we consider the problem when $\lambda_p/\overline{P}_p$ is close to

\[3\] The non-negativity of the numerator and the denominator of $\mu_s$ follow from the definition of the service rate.
unity and with significant MPR capabilities, which means that the primary queue is nonempty most of the time and therefore the optimal sensing decision is \( p_s^* = 0 \). Note that, in general, this case provides a lower bound performance on what can be obtained in \( S_1 \). When \( p_s = 0 \), the maximum secondary stable throughput is given by solving the following optimization problem:

\[
\max_{0 \leq p_t \leq 1} \lambda_p p_t \left( \frac{1 - \frac{\lambda_s}{\mu_s}}{\mu_p} + P_s^{(c)} \frac{\lambda_p}{\mu_p} \right), \quad \text{s.t.} \quad \lambda_p \leq \mu_p
\]  

(13)

The problem is convex and can be solved using the Lagrangian formulation. The access probability \( p_t \) is upperbounded by

\[
F = \min \left\{ 1, \frac{\mathcal{P}_p - \lambda_p}{\lambda_c \Delta_p} \right\}
\]  

(14)

The second term in \( F \) must be nonnegative for the problem to be feasible. The optimal access probability is thus given by

\[
p_t^* = \min \left\{ F, \max \left\{ \frac{\mathcal{P}_p - \sqrt{\mathcal{P}_p \lambda_p (1 - P_s^{(c)} \mathcal{P}_0^{(c)})}}{\lambda_c \Delta_p}, 0 \right\} \right\}
\]  

(15)

with \( 0 \leq \lambda_p \leq \mu_p \). From the optimal solution, we notice the following remarks. As \( \lambda_p \) increases, the secondary access probability, \( p_t \), decreases as well. This is because the possibility of collisions increases with increasing the access probability (or increasing the secondary access to the channel) and since the PU is busy most of the time, the possibility of collisions and packet loss increase as well. In addition, by observing the optimal solution in (15), we notice that as the secondary energy arrival, \( \lambda_s \), increases, the access probability decreases. This is because accessing the channel most of the time with the availability of energy may cause high average packet loss for the PU. We note that as the capability of MPR of the primary receiver, i.e., \( \mathcal{P}_0^{(c)} \), increases, the access probability of the secondary queue increases. This occurs because the possibility of decoding the primary packet under interference is almost equal to the probability of decoding without interference when the MPR capability of the primary receiver is high. Therefore, the secondary throughput increases. In addition, as the ability of the secondary receiver of decoding the secondary packets under interference, which is represented by \( \frac{P_0^{(c)}}{\mathcal{P}_0^{(c)}} \), increases, the access probability of the secondary terminal increases as far as the primary queue stability condition is satisfied.

### B. Second Dominant System

In the second dominant system, denoted by \( S_2 \), queue \( Q_p \) transmits dummy packets when it is empty and the SU behaves as it would in system \( S \). By substituting with \( \Pr\{Q_p = 0\} = 0 \) into (2), the average secondary service rate is given by

\[
\mu_s = \left[ \mathcal{P}_s p_t \frac{P_s^{(c)}}{P_0^{(c)}} + p_s p_f \frac{P_s P_M D^{(c)}}{1_s} + p_s d_p \frac{P_s P_M D^{(c)}}{1_s} \right] \Pr\{Q_e \neq 0\}
\]  

(16)

where \( \Pr\{Q_e \neq 0\} = \lambda_e \). Under this dominant system, the SU optimal sensing decision is \( p_s^* = 0 \). This is because the PU is always nonempty. Hence, \( Q_s \) mean service rate in (16) is rewritten as

\[
\mu_s = p_t \lambda_c \frac{P_s^{(c)}}{P_0^{(c)}}
\]  

(17)

The probability of \( Q_s \) being nonempty is \( \lambda_s / \mu_s \). Hence, the primary queue mean service rate is given by

\[
\mu_p = \left( \frac{1 - \lambda_s}{\mu_s} \frac{\lambda_s}{\mu_s} \right) \mathcal{P}_p + \lambda_s \lambda_e \left( p_t \frac{P_s^{(c)}}{P_0^{(c)}} + (1 - p_t) \mathcal{P}_p \right)
\]  

(18)

After some simplifications, the primary mean service rate is given by

\[
\mu_p = \mathcal{P}_p - \frac{\lambda_s}{\mu_s} \frac{P_s^{(c)}}{P_0^{(c)}} \Delta_p
\]  

(19)

Note that \( \mu_p \) is independent of \( p_t \). The portion of the stability region of \( S \) based on \( S_2 \) is obtained by solving a constrained optimization problem in which \( \mu_p \) is maximized under the stability of the primary and the secondary queues. Since the primary mean service rate is independent of \( p_t \), the stability region of the second dominant system is given by solving the following optimization feasibility problem

\[
\max_{0 \leq p_t \leq 1} \mathcal{P}_p - \frac{\lambda_s}{\mu_s} \frac{P_s^{(c)}}{P_0^{(c)}} \Delta_p,
\]  

(20)

s.t. \( \lambda_s \leq p_t \lambda_c P_s^{(c)} \)

(21)

Hence, the optimal access probability is

\[
p_t \geq \frac{\lambda_s}{\lambda_c P_s^{(c)}}
\]  

(22)

with \( \lambda_s \leq \lambda_c P_s^{(c)} \). Based on (22), the solution of the problem is a set of values which satisfies the secondary queue stability constraint. We note that as the secondary mean arrival rate, \( \lambda_s \), increases, the lower limit of \( p_t \) increases as well. This is because the SU must increase its service rate, which increases with the increasing of the access probability, to maintain its queue stability. We also note that one of the feasible points is \( \lambda_s = \mu_s \), which means a saturated SU (since the arrival rate is equal to the service rate, \( \Pr\{Q_s \neq 0\} = \lambda_s / \mu_s = 1 \)). This system is equivalent to a system with random access without employing any channel sensing with backlogged (saturated) primary and secondary transmitters.

Since the stability region of system \( S \) is the union of both dominant systems, the stability region of the proposed protocol always contains that of the random access without employing any spectrum sensing. Based on this observation, we can say that at high primary arrival rate, or at high probability of nonempty primary queue, the random access without employing any sensing scheme is optimal, i.e., the SU should not employ channel sensing in such case. This is because the PU is always active and therefore there is no need to sense the channel and waste transmission time.
IV. FEEDBACK-BASED ACCESS

In this section, we analyze the use of the primary feedback messages by the cognitive terminal. This system is denoted by $\Phi_F$. In the feedback-based access scheme, the SU utilizes the available primary feedback information for accessing the channel in addition to spectrum sensing. Leveraging the primary feedback is valid when it is available and unencrypted.

In the proposed scheme, the SU monitors the PU feedback channel. It may overhear an acknowledgment (ACK) if the primary receiver correctly decodes the primary transmission, a negative acknowledgment (NACK) if decoding fails, or nothing if there is no primary transmission. We introduce the following modification to the protocol introduced earlier in the paper. If a NACK is overheard by the SU, it assumes that the PU will retransmit the lost packet during the next time slot [29]. Being sure that the PU will be active, the secondary terminal does not need to sense the channel to ascertain the state of primary activity. Therefore, it just accesses the channel with some probability $p_r$. If an ACK is observed on the feedback channel or no primary feedback is overheard, the SU proceeds to operate as explained earlier in Section [11]. We assume the feedback packets are very short compared to $T$ and are always received correctly by both the primary and secondary terminals due to the use of strong channel codes.

It is important to emphasize here the benefit of employing primary feedback. By avoiding spectrum sensing, the secondary terminal does not have to waste $\tau$ seconds for channel sensing. It can use the whole slot duration for data transmission. As proven in [11, 30], this reduces the outage probability of the secondary link. Therefore, by differentiating between the primary states of transmission, i.e., whether they are following the reception of an ACK or not, the SU can potentially enhance its throughput by eliminating the need for spectrum sensing when the PU is about to retransmit a previously lost packet. Note that we denote the system operating exactly as system $S$ with primary feedback leveraging as $S_f$.

A. First dominant system

As in the previous section, under the first dominant system, denoted by $S_f$, $Q_c$ transmits dummy packets when it is empty and the PU behaves as it would in system $S_f$.

The PU's queue evolution Markov chain under the first dominant system of this protocol is shown in Fig. 3. The probability of the queue having $k$ packets and transmitting for the first time is $\pi_k$, where $F$ in Fig. 4 denotes first transmission. The probability of the queue having $k$ packets and retransmitting is $\epsilon_k$, where $R$ in Fig. 3 denotes retransmission. Define $\alpha_p$ as the probability of successful transmission and $\Gamma_p$ is the probability of successful transmission of the PU's packet in case of retransmission. It can be shown that both probabilities are given by:

$$\alpha_p = \Gamma_p - \lambda_c \Delta_p$$

$$\Gamma_p = \Gamma_p - \lambda_c \Delta_P P_F$$

Solving the state balance equations, we can obtain the state probabilities which are provided in Table II. The probability $\pi_0$ is obtained using the normalization condition $\sum_{k=0}^{\infty} (\pi_k + \epsilon_k) = 1$.

It should be noticed that $\lambda_p < \eta$, where $\eta$ is defined in Table II is a condition for the sum $\sum_{k=0}^{\infty} (\pi_k + \epsilon_k)$ to exist. This condition ensures the existence of a stationary distribution for the Markov chain and guarantees the stability of the primary queue. The service rate of the SU is given by:
\[
\mu_s = \lambda_c \left[ \pi_0 \left( \frac{p_s p_{f_1} \Psi \Gamma_{0s}}{p_s p_{f_1} \Psi \Gamma_{1s} + p_s p_{f_1} \Psi \Gamma_{1s}} \right) + \left( \sum_{k=1}^{\infty} \pi_k \right) \left( \frac{p_s p_{f_1} \Psi \Gamma_{0s}^{(c)}}{p_s p_{f_1} \Psi \Gamma_{1s}^{(c)}} + \sum_{k=1}^{\infty} \epsilon_k \right) \right]
\]

Let \( I = [0, 0.5, 0.1] \), \( H = -\lambda_p \Delta_0 I \), \( J = [D^\dagger, 0] \), \( \hat{U} = -\lambda_p J + \frac{\alpha_p}{p_s} H \), \( \eta = \hat{P}_p + \hat{\mathcal{P}} \hat{U} \), \( \hat{P} = [p_s p_{f_1} p_o p_r] \), \( \Gamma_p = \frac{p_s p_{f_1} \Psi \Gamma_{0s}}{p_s p_{f_1} \Psi \Gamma_{1s}} + \sum_{k=1}^{\infty} \epsilon_k \right) \). After some algebra, and substituting by the state probabilities in Table I, the secondary data queue mean service rate in \( F \) can be rewritten as

\[
\mu_s = \frac{\left( \hat{P}_p - \lambda_p \right) K^\dagger + \delta \hat{P}_p J^\dagger + \lambda_p \hat{P}_p C^\dagger \hat{P} + \hat{P} \hat{\mathcal{P}} \hat{P}}{\hat{P}_p + H \hat{\mathcal{P}}} \]  

where \( K = \left[ p_s p_{f_1} \Psi \Gamma_{0s}, p_s p_{f_1} \Psi \Gamma_{1s} \right] \), \( \Psi = (\hat{U} K^\dagger - \lambda_p C H^\dagger - \delta J^\dagger) \), \( C = \left[ \frac{p_s p_{f_1} \Psi \Gamma_{0s}^{(c)}}{p_s p_{f_1} \Psi \Gamma_{1s}^{(c)}}, p_s p_{f_1} \Psi \Gamma_{1s}^{(c)}, \right] \), and \( \delta = \lambda_p \frac{p_s \Psi}{p_{f_1}} \). It is straightforward to show that the Hessian matrix of the numerator of \( (25) \) is \( \nabla^2 \mu \) which is a negative semidefinite matrix and therefore the numerator is concave. The denominator is affine over \( \hat{P} \). Since for a given \( p_s \), the denominator is affine and the numerator is concave over \( \hat{P} \), \( (25) \) is quasiconcave over \( \hat{P} \) for each \( p_s \).

For a fixed \( \lambda_p \), the maximum mean service rate for the SU is given by solving the following optimization problem using expression \( (24) \) for \( \mu_s \)

\[
\max_{p_s, p_f, p_t, p_o, p_r} \mu_s \quad \text{s.t.} \quad 0 \leq p_s, p_f, p_t, p_o, p_r \leq 1 \quad (26)
\]

\[
\lambda_p \leq \eta
\]

The optimization problem is a quasiconcave optimization problem given \( p_s \), which can be solved efficiently using the bisection method \( (28) \). For proof of quasiconcavity of the objective function, the reader is referred to Appendix B. The constraint \( \lambda_p \leq \eta \) is affine over \( \hat{P} \) for a fixed \( p_s \). Since the objective function is quasiconcave given \( p_s \) and the constraint is convex given \( p_s \), \( (26) \) is quasiconcave program for a fixed \( p_s \).

Based on the construction of the dominant system \( S^f \), the queues of the dominant system are never less than those of system \( S_f \), provided that they are both initialized identically. This is because the SU transmits dummy packets even if it does not have any packets of its own, and therefore it always interferes with PU even if it is empty. The mean service rate of primary queue is thus reduced in the dominant system and \( Q_{p_s} \) is emptied less frequently, thereby reducing also the mean service rate of the secondary queue. Given this, if the queues are stable in the dominant system, then they are stable in system \( S_f \). That is, the stability conditions of the dominant system are sufficient for the stability of system \( S_f \). Now if \( Q_s \) saturates in the dominant system, the SU will not transmit dummy packets as it always has its own packets to send. For \( \lambda_p < \eta \), this makes the behavior of the dominant system identical to that of system \( S_f \) and both systems are indistinguishable at the boundary points. The stability conditions of the dominant system are thus both sufficient and necessary for the stability of system \( S_f \) given that \( \lambda_p < \eta \).

B. Second dominant system

The second dominant system of \( S^f \) is denoted by \( S^f_2 \). Under \( S^f_2 \), the PU sends dummy packets when it is empty. This system reduces to a random access scheme without employing any spectrum sensing and without leveraging the primary feedback. This is because the PU is always nonempty and the optimal sensing decision is not to sense the channel at all. Moreover, the access probability of the SU is fixed over all primary states. Hence, \( p_s^* = 0 \) and \( p_r^* = p_r^* \). Accordingly, the second dominant system of \( S^f \) is exactly the second dominant system of \( S \). The stability region of system \( S_f \) is the union of both dominant systems.

Following are some important notes. First, the stability region of the first dominant system of \( S \) or \( S^f \) always contains that of the second dominant system. This can be easily shown by comparing the mean service rate of nodes in each dominant system. Second, the stability region of systems \( S \) and \( S^f \) are inner bounds for the original systems \( S_{NF} \) and \( S_F \), respectively, where the energy queue is operating normally without the assumption of one packet consumption per time slot. Third, when the SU is plugged to a reliable power source, the average arrival rate is \( \lambda_c = 1 \) packets per time slot. Under this case, the stability region of systems \( S \) and \( S^f \) coincide with their corresponding original systems \( S_{NF} \) and \( S_F \), respectively. This is because the energy queue in this case is always backlogged and never being empty regardless of the value of \( \mu_c \). Hence, in general, the case of \( \lambda_c = 1 \) energy packets per time slot is an outer bound for the proposed systems, \( S_{NF} \) and \( S_F \), as the SU can always send data whenever its data queue is nonempty.

Next, we analyze the case of spectrum access without employing any sensing scheme to give some insights for system \( S^f \). Note that the results obtained for this case are tight when \( \lambda_p / \eta \) is close to unity and the MPR capabilities are strong. This is because, under this condition, the probability of the primary queue being empty at a given time slot is almost zero and therefore the optimal sensing decision which avoids wasting \( \tau \) seconds of the transmission time is \( p_s^* = 0 \).

C. The case of \( p_s = 0 \)

Under this case, the mean service rate of the SU is given by

\[
\mu_s = \lambda_c \left[ \pi_0 p_t \Psi \Gamma_{0s} + \left( \sum_{k=1}^{\infty} \pi_k \right) \frac{p_t \Psi \Gamma_{0s}^{(c)}}{p_t \Psi \Gamma_{1s}^{(c)}} + \sum_{k=1}^{\infty} \epsilon_k \right] \]  

(27)
Substituting with probability of summations in Table II the secondary mean service rate is given by
\[ \mu_s = \lambda_e \left[ \pi_0 p_t P_{0s} + \lambda_p p_t P_{0s}(c) + \frac{\Gamma_p - \alpha_p}{\Gamma_p} p_t P_{0s}(c) \right] \] (28)

For a fixed \( \lambda_p \), the maximum service rate for the SU is given by solving the following optimization problem:
\[ \max_{\mu_s} \mu_s \quad \text{s.t.} \quad 0 \leq \mu_s, \lambda_p \leq \eta \] (29)
The optimization problem is quasiconcave (quasiconcave objective with a linear constraint) and can be solved using bisection method \[28\]. Fixing \( p_r \) makes the optimization problem a convex program parameterized by \( p_r \). The optimal \( p_r \) is taken as that which yields the highest value of the objective function. Let \( \ell = \lambda_e \Delta_p \). We obtain the following optimization problem for a given \( p_r \):
\[ \max_{0 \leq \mu_s \leq 1} \left( \frac{\tilde{P}_r - \lambda_\ell p_r - \lambda_p + \lambda_\ell p_r P_{0s}(c)}{\Gamma_p} p_t - \frac{\lambda_\ell p_t}{\Gamma_p} \right) \] (30)

The objective function of (30) is concave over convex set under linear constraints and therefore a concave program. It can be solved using the Lagrangian formulation. Setting the first derivative of the objective function to zero, the root of the first derivative is given by
\[ p_t = \frac{\tilde{P}_r - \lambda_\ell p_r - \lambda_p + \lambda_\ell \frac{\mu_s}{\mu_s + \lambda_\ell} P_{0s}}{2 \lambda_\ell} \] (31)

Since \( \lambda_p \leq \eta = \lambda_p \alpha_p + \lambda_\ell \Gamma_p \) and using (22), the access probability is upperbounded as
\[ p_t \leq \frac{\tilde{P}_r - \lambda_\ell p_r - \lambda_p}{\lambda_\ell} \] (32)
The optimal solution is then given by
\[ p_t^* \left\{ \left( \frac{\tilde{P}_r - \lambda_\ell p_r - \lambda_p}{\lambda_\ell}, \frac{\tilde{P}_r - \lambda_\ell p_r - \lambda_p + \lambda_\ell \frac{\mu_s}{\mu_s + \lambda_\ell} P_{0s}}{2 \lambda_\ell} \right) \right\} \] (33)

V. DELAY-AWARE PRIMARY USERS

In this section, we investigate the primary queueing delay and plug a constraint on the primary queueing delay to the optimization problems. That is, we maximize \( \mu_s \) under the constraints that the primary queue is stable and that the primary packet delay is smaller than or equal to a specified value \( D \). The value of \( D \geq 1 \) is application-dependent and is related to the required QoS for the PU. Delay analysis for interacting queues is notoriously hard problem \[20\]. To bypass this difficulty, we consider the special case where the secondary data queue is always backlogged (or saturated)6 while the primary queue behaves exactly as it would in the original systems \( \Phi_N \) and \( \Phi_F \). This represents a lower bound (or worst-case scenario) on performance for the PU compared with the original systems in which the secondary data queue is not backlogged all the time. Next, we compute the primary queueing delay under each system.

A. Primary Queueing Delay for System \( S \) with Saturated SU

Let \( D_p \) be the average delay of the primary queue. Using Little’s law and (6),
\[ D_p = \frac{1}{\lambda_p} \sum_{k=1}^{\infty} k \nu_k = \frac{1 - \lambda_p}{\mu_p - \lambda_p} \] (34)

For the optimal random access and sensing, we solve the following constrained optimization problem. We maximize the mean secondary service rate under the constraints that the primary queue is stable and that the primary packet delay is smaller than or equal to a specified value \( D \). The optimization problem with \( \mu_p \) given in (5) and \( \mu_s \) in (8) can be written as
\[ \max_{0 \leq \mu_s \leq 1} \mu_s \quad \text{s.t.} \quad 0 \leq \mu_s, \lambda_p, p_s, p_t \leq 1 \] (35)
\[ \lambda_p \leq \mu_p \] \[ D_p \leq D \]
The delay constraint in case of system \( S \) with backlogged SU can be converted to a constraint on the primary mean service rate. That is, \( D_p = \frac{1 - \lambda_p}{\mu_p - \lambda_p} \leq D \) can be rewritten as \( \mu_p \leq \lambda_p + \frac{1 - \lambda_p}{D} \). The intersection of the stability constraint and the delay constraint is the delay constraint. That is, the set of \( \lambda_p \) which satisfies the delay constraint is \( \{ \lambda_p : \lambda_p \leq \mu_p \} \) which satisfies the stability constraint is \( \{ \lambda_p : \mu_s \leq \mu_p \} \). The intersection of both sets is given by \( \{ \lambda_p : \lambda_p \leq \mu_s / (1 - 1/D) \} \) \( \cap \{ \lambda_p : \lambda_p \leq \mu_s / (1 - 1/D) \} \), both sets are equal when the delay constraint approaches \( \infty \), i.e., \( D \to \infty \). Hence, the delay constraint subsumes the stability constraint.

The optimization problem is quasiconcave given \( \mu_s \), because \( \mu_s \) is quasiconcave (the proof is in Appendix B) and the delay constraint is linear on the optimization parameters.

At high \( \lambda_p / \tilde{P}_r \) and strong MPR capabilities, the probability of the primary queue being empty at a given time slot is almost zero and therefore the optimal sensing decision is \( p_t^* = 0 \). In this case, we can get the optimal solution of the optimization problem. The optimization problem can be stated as
\[ \max_{0 \leq \mu_s \leq 1} \mu_s \left[ \left( \frac{1 - \lambda_p}{\mu_p} \right) \tilde{P}_{0s} + \frac{1 - \lambda_p}{\mu_p} \right], \text{s.t.} \quad \lambda_p \leq \mu_p, \quad D_p \leq D \] (36)
where
\[ \mu_p = \frac{\tilde{P}_r - \lambda_e \Delta_p}{\mu_p} \] (37)
The optimization problem (36) is convex and can be solved using the Lagrangian formulation. The delay constraint subsumes the stability constraint, \( \lambda_p < \mu_p \), and \( p_t \) is upperbounded by
\[
U = \min \left\{ 1, \frac{\mathcal{P}_p - \left(1 - \lambda_s + \lambda_r\right)}{\lambda_c \Delta_p} \right\}
\]  

The second term in \( U \) must be nonnegative for the problem to be feasible. The optimal access probability is thus given by

\[
p_t^* = \min \left\{ U, \max \left\{ \frac{\mathcal{P}_p - \sqrt{\mathcal{P}_p \lambda_p \left(1 - \frac{1}{\mathcal{P}_0(s)} / \mathcal{P}_0(s)\right)} - \lambda_c \Delta_p}{} \right\} \right\}
\]  

From the optimal solution, we can establish here a similar argument about the impact of each parameter on the secondary access probability as the one beneath. However, the difference here is that we have the impact of the delay constraint which has the following affect on the secondary access probability. As the delay constraint, \( D \), increases, the access probability of the SU decreases to avoid increasing collisions with the PU which causes primary throughput loss. If the amount of collisions is high, the delay constraint may be violated if the SU accesses with an access probability higher than \( p_t^* \).

**B. Primary Queuing Delay for System \( S_f^j \) with Saturated SU**

Applying Little’s law, the primary queueing delay is given by

\[
D_p = \frac{1}{\lambda_p} \sum_{k=1}^{\infty} k (\pi_k + \epsilon_k)
\]  

Using the state probabilities provided in Table 11

\[
D_p = \frac{(\alpha_p - \eta)(\eta - \lambda_p)^2 + (1 - \lambda_p)^2 (1 - \alpha_p) \eta}{(\eta - \lambda_p) (1 - \lambda_p) (1 - \eta) \Gamma_p}
\]  

For a fixed \( \lambda_p \), the maximum mean service rate for the SU is given by solving the following optimization problem using expression (24) for \( \mu_s \)

\[
\begin{align*}
\max_{\mu_s, \mu_f, \mu_p, \mu_b, \mu_r} & \quad \mu_s \\
\text{s.t.} & \quad 0 \leq \mu_s, \mu_f, \mu_p, \mu_b, \mu_r \leq 1 \\
& \quad \lambda_p \leq \eta \\
& \quad D_p \leq D
\end{align*}
\]  

Note that \( \mu_s \) is given in Eqn. (25). The optimization problem can be shown to be a concave program for a given \( \mu_s \) and \( \mu_r \). More specifically, for a fixed \( \mu_r \), the denominator in (25) becomes a constant. Since the numerator is concave for a given \( \mu_s \) as shown above (25), the objective function of (42) is concave. The delay constraint can be rewritten as

\[
\mathcal{E} = \frac{(\eta - \Gamma_p)(\eta - \lambda_p)^2}{\eta} + \lambda_p (W - \eta) + D(\eta - \lambda_p)(\eta - 1) \Gamma_p \lambda_p \leq 0
\]  

where \( W = \lambda_p + \lambda_p \Gamma_p \) and \( D \geq 1 \). The second derivative of \( \mathcal{E} \) for a given \( \mu_r \) with respect to \( \eta \) is given by

\[
\nabla^2 \eta \mathcal{E} = 2 \frac{(\Gamma_p(D - 1) \lambda_p^2 + \eta^3)}{\eta^3} \geq 0
\]  

\( \nabla^2 \eta \mathcal{E} \) is always nonnegative. Hence, \( \mathcal{E} \) is convex over \( \eta \) for a fixed \( \mu_r \). Since \( \eta \) is affine over \( \mathcal{P} \) for a fixed \( \mu_s \), \( \mathcal{E} \) is then convex over \( \mathcal{P} \). This completes the proof of concavity of the optimization problem (42) for a given \( \mu_s \) and \( \mu_r \). Note that we solve a family of concave programs parameterized by \( \mu_s \) and \( \mu_r \). The optimal pair \( (\mu_r, \mu_s) \) is taken as the pair which yields the highest objective function in (42).

**VI. NUMERICAL RESULTS AND CONCLUSIONS**

In this section, we provide some numerical results for the optimization problems presented in this paper. A random access without employing spectrum sensing is simply obtained from system \( S \) by setting \( \mu_s \) to zero. Let \( S_R \) and \( S_f^R \) denote the random access system without employing any spectrum sensing without and with feedback leveraging, respectively. We also introduce the conventional scheme of spectrum access, denoted by \( S_c \). In this system, the SU senses the channel each time slot for \( \tau \) seconds. If the PU is sensed to be inactive, the SU accesses with probability 1. If the PU is sensed to be active, the SU remains silent. The mean service rates for this case are obtained from Section III with \( p_t = 0, \mu_s = 1, \mu_f = 1 \) and \( \mu_c = 0 \). We define here two variables \( \delta_{0s} = \frac{\mu_s(\mu_f + \mu_p)}{\mu_s} \) and \( \delta_{1s} = \frac{\mu_p}{\mu_s} \), both of them are less than 1 as shown in Appendix A. Fig. 4 shows the stability region of the proposed protocols. Systems \( S_R \) and \( S_f^R \) are also plotted. The parameters used to generate the figure are: \( \lambda_e = 1 \) energy packets/slot, \( \mathcal{P}_p = 0.7 \), \( \mathcal{P}_0(e) = 0.1, \mathcal{P}_0(s) = 0.8, \mathcal{P}_0(c) = 0.1, \mathcal{P}_1(s) = 0.6, \mathcal{P}_1(c) = 0.3, \mathcal{P}_FA = 0.01, \) and \( \mathcal{P}_MD = 0.02 \). We can note that primary feedback leveraging expands the stability region. It is also noted that randomly accessing the channel without channel sensing and with primary feedback leveraging can outperform system \( S \) for some \( \lambda_p \). This is because in system \( S_f^R \) the SU does not sense the channel at the following time slot to primary packet decoding failure at the primary destination. Therefore, the SU does not waste \( \tau \) seconds in channel sensing and it is sure of the activity of the PU.

Fig. 5 provides a comparison between the maximum secondary stable throughput for the proposed systems and the conventional system. The parameters used to generate the figure are: \( \lambda_e = 0.4 \) energy packets/slot, \( \mathcal{P}_p = 0.7, \mathcal{P}_0(e) = 0.1, \mathcal{P}_0(s) = 0.8, \mathcal{P}_0(c) = 0.1, \mathcal{P}_1(s) = 0.6, \mathcal{P}_1(c) = 0.075, \mathcal{P}_FA = 0.05, \) and \( \mathcal{P}_MD = 0.01 \). For the investigated parameters, over \( \lambda_e < 0.475 \) packets/slot, the proposed protocols outperform the conventional system. Whereas over \( \lambda_e > 0.475 \) packets/slot, all systems provide the same performance. This is because at high primary arrival rate, the probability of the primary queue being empty is very low and the PU will be active most of the time slots. Hence, the SU senses the channel each time slot and avoids accessing the channel when the PU is sensed to be active and at retransmission states. That is, \( p_t = 0, \mu_s = 1, \mu_f = 0, \mu_b = 0 \) and \( \mu_r = 1 \). We note that feedback leveraging always enhances the secondary throughput.
Figs. 4 and 5 show the impact of the MPR capability at the receiving nodes on the stable throughput region. Without MPR capability, collisions are assumed to lead to sure packet loss. Therefore, a collision model without MPR corresponds to the case of the probabilities of correct reception being zero when there are simultaneous transmissions. As shown in Fig. 4 the secondary service rate is reduced when there is no MPR capability. As the strength of MPR capability increases, the stability regions expand significantly. It can be noted that the performance of $S$ and $S^I$ are equal when the MPR capability is high. This is due to the fact that the SU does not need to employ channel sensing or feedback leveraging as it can transmit each time slot simultaneously with the PU because the secondary receiver can decode packets under interference with a probability almost equal to the probability when it transmits alone. The figure is plotted for different MPR strength of the secondary receiver, namely, for $P_1 = \delta_{0s} = \delta_{1s} = 0, P_2 = \delta_{0s} = \delta_{1s} = 1/8, P_3 = \delta_{0s} = \delta_{1s} = 1/4$ and $P_4 = \delta_{0s} = \delta_{1s} = 1/2$. The parameters used to generate the figure are: $\lambda_e = 0.4$ energy packets/slot, $P_p = 0.7, P^{(c)}_p = 0.1, P_{0s} = 0.8, P_{1s} = 0.6, P_{FA} = 0.05$, and $P_{MD} = 0.01$. Fig. 6 demonstrates the impact of the MRR capability of the primary receiver on the stability region of system $S$. As can be seen, the increases of $P_{p}^{(c)}$ increases the secondary stable throughput for each $\lambda_p$. The parameters used to generate the figure are: $\lambda_e = 0.8$ energy packets/slot, $P_p = 0.7, P_{0s} = 0.8, P_{1s} = 0.6, P_{FA} = 0.05$, and $P_{MD} = 0.01$ and for different values of $P_{p}^{(c)}$.

Fig. 5 shows the impact of the energy arrival rate on the secondary stable throughput for the considered systems. The parameters used to generate the figure are: $\lambda_p = 0.4$ packets/slot, $P_p = 0.7, P^{(c)}_p = 0.1, P_{0s} = 0.8, P_{1s}^{(c)} = 0.1, P_{FA} = 0.05$, and $P_{MD} = 0.01$. As expected, the secondary service rate increasing with increasing $\lambda_e$. We note that there are some constant parts in systems $S_R$ and $S^I_R$ at high $\lambda_e$. This is due to the fact that increasing the energy arrivals at the energy queue may not boost the secondary throughput because the SU even if it has a lot of energy packets it cannot violate the primary QoS. The violation of the primary QoS may occur due to the presence of sensing errors. We also note that at low energy arrival rate, all systems have the same performance. This is because the secondary access probabilities and the rate in each system are limited by the mean arrival rate of the secondary energy arrival rate. Fig. 5 demonstrates the impact of varying the primary queueing delay constraint, $D$, on the secondary service rate. The parameters used to generate the figure are: $\lambda_e = 0.4$ energy packets/slot, $P_p = 0.7, P^{(c)}_p = 0.1, P_{0s} = 0.8, P_{1s}^{(c)} = 0.1, P_{FA} = 0.05$, and $P_{MD} = 0.01$ and two different values of the primary queueing delay constraint. As is clear from the figure, the secondary service rate is reduced when the primary queueing delay constraint is more strict.
time of node \( j \) for different values of the primary receiver MPR capability.

We adopt a flat fading channel model and assume that the channel gains remain constant over the duration of the time slot. We do not assume the availability of transmit channel state information (CSI) at the transmitters. Each receiver is modeled as zero mean additive white Gaussian noise (AWGN).

We derive here a generic expression for the outage probability where the superscript \( c \) denotes concurrent transmission, \( \Pr\{\cdot\} \) denotes the probability of the argument, \( \beta_{jk} \) is the channel gain of link \( j \rightarrow k \), \( N_k \) is the noise variance at receiver \( k \) in Watts, \( \gamma_{jk,i} = p_j^{(i)} / N_k \) Watts is the transmit power employed by node \( j \) when it starts transmission at \( t = i \tau \), \( \gamma_{vk,n} = p_{v}^{(n)} / N_k \), and \( p_{v}^{(n)} \) is the used transmit power by node \( v \) when it starts transmission at \( t = n \tau \). The outage probability can be written as

\[
P_{jk, in}^{(c)} = \Pr\left\{ \frac{\gamma_{jk,i} \beta_{jk}}{\gamma_{vk,n} \beta_{vk} + 1} < 2 R_j^{(i)} - 1 \right\} 
\]  
(46)

Since \( \beta_{jk} \) and \( \beta_{vk} \) are independent and exponentially distributed (Rayleigh fading channel gains) with means \( \sigma_{jk} \) and \( \sigma_{vk} \), respectively, we can use the probability density functions of these two random variables to obtain the outage probability of link \( j \rightarrow k \) as

\[
P_{jk, in}^{(c)} = 1 - \frac{1}{1 + \frac{\gamma_{jk,i} \beta_{jk}}{\gamma_{vk,n} \beta_{vk} + 1}} \exp\left( - \frac{2 R_j^{(i)} - 1}{\gamma_{jk,i} \sigma_{jk}} \right) 
\]  
(47)

We note that from the outage probability (47), the numerator is increasing function of \( R_j^{(i)} \) and the denominator is a decreasing function of \( R_j^{(i)} \). Hence, the outage probability \( P_{jk, in}^{(c)} \) increases with \( R_j^{(i)} \). The probability of correct reception \( P_{jk, in}^{(c)} = 1 - P_{jk, in}^{(c)} \) is thus given by

\[
P_{jk, in}^{(c)} = \frac{T^{(c)}_{jk,i}}{1 + \frac{T^{(c)}_{jk,i}}{2 R_j^{(i)} - 1} \gamma_{jk,i} \sigma_{jk}} \leq T_{jk,i}^{(c)}
\]  
(48)

where \( T_{jk,i}^{(c)} = \exp\left( - \frac{2 R_j^{(i)} - 1}{\gamma_{jk,i} \sigma_{jk}} \right) \) is the probability of packet correct decoding at receiver \( k \) when node \( j \) transmits alone (without interference). As is obvious, the probability of correct reception is lowered in the case of interference.

Following are some important notes. Firstly, note that if the

**APPENDIX A**

Fig. 7. Stability region of system \( S \) for different values of the primary queueing delay.

Fig. 8. Maximum secondary throughput versus energy arrival rate.

Fig. 9. Maximum secondary throughput versus \( \lambda_p \) for specific primary
The denominator of (49) is proportional to $i\tau$ where $n$ is an integer, belongs to the compact set $\mathcal{M}$ is a positive integer, belongs to the compact set $\{0, 1\}^\mathcal{M}$, which is a convex set. Let $S_\zeta$ to be the $\zeta$-superlevel set of $V(\rho)$ which is given by $S_\zeta = \{\rho \in \text{dom} V(\rho) | V(\rho) \geq \zeta\}$. The quasi-concavity of $V(\rho)$ is proved as follows. Since $\theta(\rho) \geq 0$ and $w(\rho) > 0$, it suffices to show that $S_\zeta$ are convex sets for all $\zeta \in \mathbb{R}$, $\mathbb{R}$ is the set of real numbers.

If $\zeta < 0$, then by the non-negativity of $V(\rho)$, we have $S_\zeta = \{\rho \in \text{dom} V(\rho) | V(\rho) \geq \zeta\} = \text{dom} V(\rho)$ which is a convex set. If $\zeta \geq 0$, then $\theta(\rho) - \zeta w(\rho)$ is a concave function and hence, $S_\zeta = \{\rho \in \text{dom} V(\rho) | V(\rho) \geq \zeta\} = \{\rho \in \text{dom} V(\rho) | \theta(\rho) - \zeta w(\rho) \geq 0\}$ is a convex set since the superlevel sets of concave functions are convex.
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