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Abstract

Robust regression tools are commonly used to develop regression-type ratio estimators with traditional measures of location whenever data are contaminated with outliers. Recently, the researchers extended this idea and developed regression-type ratio estimators through robust minimum covariance determinant (MCD) estimation. In this study, the quantile regression with MCD-based measures of location is utilized and a class of quantile regression-type mean estimators is proposed. The mean squared errors (MSEs) of the proposed estimators are also obtained. The proposed estimators are compared with the reviewed class of estimators through a simulation study. We also incorporated two real-life applications. To assess the presence of outliers in these real-life applications, the Dixon chi-squared test is used. It is found that the quantile regression estimators are performing better as compared to some existing estimators.

1. Introduction

The use of auxiliary information in survey sampling is as ancient as survey sampling itself (Bulut and Zaman [1]). Neyman’s work [2] mentioned the early works in which auxiliary information was used. The problem of improving the efficiency of parameter estimation by the use of auxiliary information has received a lot of attention in sampling theory and practice. The common examples of such methods are ratio, product, and regression estimators. Under the simple random sampling scheme, ratio and product estimation techniques are widely used. For more details about these two estimation techniques, studies by Cochran [3], Murthy [4], Singh [5], and Shahab and Tsai [6] can be referred. Furthermore, there is a wealth of literature on ratio estimators for population mean. Studies by Koyuncu [7], Abid et al. [8, 9], Irfan et al. [10], Shahzad et al. [11], Ali et al. [12], and Yadav and Zaman [13] are examples of such works.

Both ratio and product techniques have benefits and drawbacks. For instance, a ratio estimator is appropriate when the study and the auxiliary variables have a positive linear relationship/correlation, whereas a product estimator is appropriate when they have a negative linear relationship. This problem is solved by using the regression estimation technique, which yields significantly improved results for both positive and negative correlations. It should be noted that the typical regression estimator is based on the linear least square regression coefficient. For regression estimation, interested readers may refer to Ijaz et al. [14] and Tanış et al. [15].

The linear least squares or ordinary least squares (OLS) regression is the most conventional statistical method commonly used for parameter estimation due to its easy implementation. This method aims to reduce the sum of the squares of the differences or residuals ($s_j$) between the observed dependent variable and the predictions made by
the independent variable’s linear function. The OLS strategy produces the best estimation results for straight-line regression under the ideal circumstances revealed by OLS. On the other hand, the parameter estimates based on OLS is influenced by outliers or extreme values and, therefore, do not produce significantly productive results. The OLS-fitting threshold point is \( n^{-1} \) (\( n \), sample size) or 0%, indicating that a single outlier can have a significant impact (Rousseeuw and Leroy [16]). As a result, in the presence of outliers, the mean estimation based on OLS is also affected (Zaman and Bulut [17]). To overcome this issue in sense of mean estimation, the authors used robust regression tools, robust quantile regression tools, and robust covariance matrices (see, among others, recent works of Zaman and Toksoy [18], Zaman [19], and Zaman and Bulut [17, 20] who developed robust regression techniques to monitor the effect of extreme values). In this study, we have attempted to utilize the quantile regression with minimum covariance determinant estimator-based measures of location and propose a class of quantile regression-type mean estimators.

The main parts of this study are organized as follows. First, a review of robust regression tools and the MCD-based ratio is provided. The proposed class of quantile regression-ratio type mean estimators is then introduced, as are its MSE. In addition, numerical illustrations of the existing and proposed class of estimators are included. Finally, the conclusion is provided.

2. Review of MCD-Based Ratio Estimators

In attempts to find estimators for the location parameter that are efficient across a wide range of datasets, the robust approach as the main approach has been developed (Hogg [21]). The purpose of the robust technique is to discover a single estimator that is efficient across a wide range of datasets, even if it is not exactly ideal for any population. For this article’s purposes, the following lines give a precise description of some of the robust regression tools and MCD estimator utilized by authors to overcome the issue of extreme values in mean estimation.

As robust regression tools, we considered the following:

LAD: the least absolute deviation estimator is based on minimizing the sum of absolute squared errors (SE).

LMS: the least median of squares estimator is based on minimizing the SE median.

LTS: the least trimmed squares estimator is based on applying OLS to specified initial observations of sorted SE that is; hence, their computations are not affected by extreme values.

M-estimation: the M-estimation, M stands for maximum likelihood type, is based upon the minimization of the objective function \( \varnothing(\cdot) \). Some of the designed formulae for the objective function of residuals (\( s_i \)) are as follows:

Huber M-estimator: Huber [22] investigated the objective function \( \varnothing(s_i) \) with \( a = 4.685 \), or 6 as

\[
\varnothing(s_i) = \begin{cases} 
\frac{1}{2} s_i^2, & |s_i| \leq a, \\
\frac{1}{a} (|s_i| - \frac{1}{2} a), & |s_i| > a.
\end{cases}
\]

Hampel M-estimator: Hampel [23] investigated the objective function \( \varnothing(s_i) \) with \( k = 1.7, g = 3.4, \) and \( a = 8.5 \) as

\[
\varnothing(s_i) = \begin{cases} 
\frac{1}{2} s_i^2, & 0 < |s_i| \leq k, \\
k |s_i| - \frac{1}{2} s_i^2, & k < |s_i| \leq g, \\
g - k g^2 (a - s_i)^2 + k (g + a - k), & g < |s_i| \leq a, \\
k (g + a - k), & a \leq |s_i|.
\end{cases}
\]

Tukey M-estimator: Tukey [24] investigated the objective function \( \varnothing(s_i) \) with \( a = 4.685 \), or 6 as

\[
\varnothing(s_i) = \begin{cases} 
\frac{a^2}{6} \left( 1 - \left( 1 - \frac{s_i}{a} \right)^3 \right), & |s_i| \leq a, \\
\frac{a^2}{6}, & |s_i| > a.
\end{cases}
\]

MM-estimator: the MM-estimator, MM stands for modified M-estimator, is another type of a robust regression tool that is also developed in the presence of outliers. It is proposed based on combining the high resistance to outliers of S-estimators with the high efficiency of M-estimators. The MM-estimator is a regression M-estimator with a redescending function, with the initial values of the regression coefficients and the scale estimate coming from the S-estimator, which is based on a robust scale M-estimator minimization. For details, Yohai [25] may be viewed.

MCD: the minimum covariance determinant estimator is one of the earliest and most robust estimators of multivariate location and spread. Although MCD was first introduced in 1984 (Rousseeuw [26, 27]), the development of the computationally efficient fast MCD algorithm in 1999 (Rousseeuw and Van Driessen [28]) marked the beginning of its principal application. The MCD location estimate is the mean of the \( r \)th observations, \( (n/2) \leq r \leq n \) and \( r = n \ast (1 - \text{trimming ratio}) \), for which the sample covariance matrix determinant is as small as possible. For more details, refer studies by Al-Noor and Mohammad [29], Hubert et al. [30], Bulut and Zaman [1], and Zaman and Bulut [17, 20].
Zaman and Bulut [17] incorporated traditional measures of location such as coefficient of variation $\psi$, coefficient of kurtosis $\psi_k(x)$, and arithmetic mean $\bar{X}$. They calculated these characteristics through MCD estimation which is highly sensitive in the absence of normality and in presence of outliers. They defined the following family of MCD-based ratio-type estimators
\[
\bar{y}_{bic} = \frac{\bar{Y}_M + \hat{\beta}_{(rob)}(\bar{X}_M - \bar{X}_M)}{(A_1\bar{X}_M + A_2)} (A_1\bar{X}_M + A_2), \quad i = 1, 2, \ldots, 35,
\]
where $u_i = (A_1\bar{Y}_M/A_1\bar{X}_M + A_2)$ and $\theta = ((1 - f)/n)$ for $i = 1, 2, \ldots, 9$. Furthermore, $S_x^2$ and $S_y^2$ are the unbiased variances, and $S_{xy}$ be the covariance of $Y$ and $X$. All these quantities are calculated through MCD estimation as Bulut and Zaman [1].

3. Proposed Class of Quantile Regression-Ratio-Type Estimators
Quantile regression is a variant of standard linear regression that calculates the conditional median of the result variable and can be used when the assumptions of linear regression are not fulfilled. Quantiles are points in a distribution that corresponds to the rank order of the distribution’s values. The median is the value in the sorted sample that falls in the middle (middle quantile, $q_{50} = 0.50$). Interested readers may refer to studies by Koenker and Bassett [31], Koenker and Hallock [32], Koenker [33], Hao et al. [34], and Korkmaz and Chesneau [35].

So, with the presence of outliers and based on equation (4), $A_1$ and $A_2$ are $(0, 1)$, and we propose a class of quantile regression-ratio-type estimators as
\[
\bar{y}_p = \bar{Y}_M + \hat{\beta}_{(q)}(\bar{X}_M - \bar{X}_M), \quad i = 1, 2, \ldots, 5,
\]
with
\[
\hat{\beta}_{(q)} = \arg\min_{\beta \in R^p} \rho_{q}(v) \sum_{i=1}^{n} \left(y_i - <x_i, \beta>\right),
\]
where $\bar{Y}_M, \bar{X}_M, \bar{X}_M$ are based on MCD, $\hat{\beta}_{(q)}$ is the quantile regression, and $\rho_{q}(v)$ is a continuous piecewise linear function (or asymmetric absolute loss function), for quantile $q \in (0, 1)$, but nondifferentiable at $v = 0$. Note that $\hat{\beta}_{(q)}$ is the quantile regression coefficient for $p = 2$ variables. The MSE of the proposed family of estimators is
\[
\text{MSE}(\bar{y}_p) = \left(1 - \frac{f}{n}\right)\left[\bar{Y}_M^2\psi_y^2 - 2B_1\bar{X}_M\bar{Y}_M\psi_x\psi_y + B_2^2\bar{X}_M^2\psi_\gamma^2\right], \quad i = 1, 2, \ldots, 5.
\]

For the purposes of the current study, it is worth mentioning that we are using $q_{14} = 0.14, q_{24} = 0.24, q_{34} = 0.34, q_{44} = 0.44$, and $q_{54} = 0.54$ quantiles. We see from the consequences of the numerical study conducted in next section that utilizing the quantile regression coefficients, based on these referenced quantiles, incredibly enhance the efficiencies of proposed estimators. Note that investigation of these five referenced quantiles leads to
propose a class containing five members. For sake of readability, let us provide five members of the proposed class with their MSE in a compact form, as follows:

\[
\begin{align*}
\bar{y}_{p1} &= \bar{y}_M + \bar{\beta}_{(0.14)}(\bar{x}_M - \bar{x}_M); \quad (q) = (0.14), \\
\bar{y}_{p2} &= \bar{y}_M + \bar{\beta}_{(0.24)}(\bar{x}_M - \bar{x}_M); \quad (q) = (0.24), \\
\bar{y}_{p3} &= \bar{y}_M + \bar{\beta}_{(0.34)}(\bar{x}_M - \bar{x}_M); \quad (q) = (0.34), \\
\bar{y}_{p4} &= \bar{y}_M + \bar{\beta}_{(0.44)}(\bar{x}_M - \bar{x}_M); \quad (q) = (0.44), \\
\bar{y}_{p5} &= \bar{y}_M + \bar{\beta}_{(0.54)}(\bar{x}_M - \bar{x}_M); \quad (q) = (0.54),
\end{align*}
\]

\[
MSE(\bar{y}_{pi}) = \left(1 - \frac{f}{n}\right) \left[ \frac{\sum (y^2 - 2B_{(0.14)} x M P_{xy} \psi_y + B_{(0.14)} x M \psi_x^2)^2}{\psi_y} \right]; \quad (q) = (0.14),
\]
\[
\left(1 - \frac{f}{n}\right) \left[ \frac{\sum (y^2 - 2B_{(0.24)} x M P_{xy} \psi_y + B_{(0.24)} x M \psi_x^2)^2}{\psi_y} \right]; \quad (q) = (0.24),
\]
\[
\left(1 - \frac{f}{n}\right) \left[ \frac{\sum (y^2 - 2B_{(0.34)} x M P_{xy} \psi_y + B_{(0.34)} x M \psi_x^2)^2}{\psi_y} \right]; \quad (q) = (0.34),
\]
\[
\left(1 - \frac{f}{n}\right) \left[ \frac{\sum (y^2 - 2B_{(0.44)} x M P_{xy} \psi_y + B_{(0.44)} x M \psi_x^2)^2}{\psi_y} \right]; \quad (q) = (0.44),
\]
\[
\left(1 - \frac{f}{n}\right) \left[ \frac{\sum (y^2 - 2B_{(0.54)} x M P_{xy} \psi_y + B_{(0.54)} x M \psi_x^2)^2}{\psi_y} \right]; \quad (q) = (0.54).
\]

\section{4. Numerical Illustration}

In this section, the performance of proposed and existing estimators through two real-life applications and simulation study is presented.

\subsection{4.1. Real-Life Applications}

\textbf{Population 1.} In this dataset, “amount of nonreal estate farm loans during 1977” is taken as auxiliary variable \((X)\), while “amount of real estate farm loans during 1977” is taken as study variable \((Y)\). Furthermore, \(n = 20\) is selected for \(N = 65\). For remaining characteristics of the population, interested readers may refer to Singh [36].

\textbf{Population 2.} We use “UScereals” dataset, which describes 65 widely available breakfast cereals in the USA, depending on the information available on the mandatory food label on the packet. The measurements are normalized here to a serving size of one American cup. The data come from ASA Statistical Graphics Exposition and are used by Venables and Ripley [37]. The dataset contains a number of variables. So, “grams of sodium in one portion” is taken as auxiliary variable \((X)\), while “Number of calories” is taken as study variable \((Y)\). Furthermore, \(n = 20\) is selected for \(N = 65\). For remaining characteristics of the population, interested readers may refer to Venables and Ripley [37].

For diagnostic checking, we should apply robust regression techniques on the referenced dataset; let us check the presence of outliers in \((X, Y)\) individually through the Dixon chi-squared test for outliers presented by the Dixon [38, 39] test. An \(R\) package “outliers” is used for this purpose. The results are provided in Table 2.

Table 2 provides significant results in terms of \(p\) values, hence providing clear indication of the presence of outliers in our considered datasets. In light of DT, we can say that traditional OLS is not suitable for our dataset. So, there is a need to incorporate some sort of techniques, which can provide us better results in the presence of outliers. Therefore, we apply robust and quantile regression with MCD estimation. The results associated with Populations 1 and 2 are available, respectively, in Tables 3 and 4.

\section{5. Simulation Study}

In the current subsection, an assessment of proposed and some existing estimators through Monte Carlo simulation is
considered. The simulation design is organized as follows. A random variable $X_i \sim G(2.7, 3.9)$ and random variable $Y_j$ is defined as $Y_j = h + RX_i + \varepsilon X_j$. Here, it is assumed that $p = 1.7, h = 6, R = 2.2,$ and $\varepsilon$ has standard normal distribution with population of size $N = 1000$. The simple random sampling (SRS) is considered for $n = 200$. The SRS sampling has been replicated 1000 times. We examine empirical MSEs of $\bar{y}_{bz}$, $\bar{y}_{reg}$, and $\bar{y}_{Ni}$ as $MSE = (\sum_{i=1}^{k} (z_i - \bar{y})^2 / k')$. The results are available in Table 5.

### 6. Discussion

As we see, the MSE results real-life examples and simulation study for each existing estimator based on $\beta_{(rob)}$, while their corresponding proposed estimators are based on $\beta_{(q)}$ in Tables 3–5. Each row of these tables structured as given follows:

$$\hat{\theta}_1 = \bar{y}_{bz1}, \bar{y}_{bz6}, \bar{y}_{bz11}, \bar{y}_{bz16}, \bar{y}_{bz21}, \bar{y}_{bz26}, \bar{y}_{bz31}, \bar{y}_{p1},$$

$$\hat{\theta}_2 = \bar{y}_{bz2}, \bar{y}_{bz7}, \bar{y}_{bz12}, \bar{y}_{bz17}, \bar{y}_{bz22}, \bar{y}_{bz27}, \bar{y}_{bz32}, \bar{y}_{p2},$$

$$\hat{\theta}_3 = \bar{y}_{bz3}, \bar{y}_{bz8}, \bar{y}_{bz13}, \bar{y}_{bz18}, \bar{y}_{bz23}, \bar{y}_{bz28}, \bar{y}_{bz33}, \bar{y}_{p3},$$

$$\hat{\theta}_4 = \bar{y}_{bz4}, \bar{y}_{bz9}, \bar{y}_{bz14}, \bar{y}_{bz19}, \bar{y}_{bz24}, \bar{y}_{bz29}, \bar{y}_{bz34}, \bar{y}_{p4},$$

$$\hat{\theta}_5 = \bar{y}_{bz5}, \bar{y}_{bz10}, \bar{y}_{bz15}, \bar{y}_{bz20}, \bar{y}_{bz25}, \bar{y}_{bz30}, \bar{y}_{bz35}, \bar{y}_{p5}.$$

The determination of best estimators is related to minimum values of MSE associated with each estimator. Regarding Table 3, the MSE of proposed and existing estimators for Pop-1 associated to $\hat{\theta}_1 - \hat{\theta}_5$ can be ordered as follows:

\begin{align*}
\text{MSE}_{\hat{\theta}_1} &< \text{LAD} < \text{LMS} < \text{MM} < \text{LTS} < \text{Tukey} < \text{Huber}, \\
\text{MSE}_{\hat{\theta}_2} &< \text{LAD} < \text{LMS} < \text{MM} < \text{LTS} < \text{Tukey} < \text{Huber}, \\
\text{MSE}_{\hat{\theta}_3} &< \text{LAD} < \text{LMS} < \text{MM} < \text{LTS} < \text{Tukey} < \text{Huber}. \\
\end{align*}

On the other hand, within five values of $\theta$, quantile estimators perform best with $\hat{\theta}_1$, LAD performs best with $\hat{\theta}_3$, and all other estimators perform best with $\hat{\theta}_4$.

\begin{align*}
\text{MSE}_{\hat{\theta}_4} &< \text{LAD} < \text{LMS} < \text{MM} < \text{LTS} < \text{Tukey} < \text{Huber}, \\
\text{MSE}_{\hat{\theta}_5} &< \text{LAD} < \text{LMS} < \text{MM} < \text{LTS} < \text{Tukey} < \text{Huber}. \\
\end{align*}

Also, within five values of $\theta$, quantile estimators perform best with $\hat{\theta}_1$, LAD and LMS estimators perform best with $\hat{\theta}_2$, and all other estimators perform best with $\hat{\theta}_4$.

\begin{align*}
\text{MSE}_{\hat{\theta}_6} &< \text{LAD} < \text{LMS} < \text{MM} < \text{LTS} < \text{Tukey} < \text{Huber}, \\
\text{MSE}_{\hat{\theta}_7} &< \text{LAD} < \text{LMS} < \text{MM} < \text{LTS} < \text{Tukey} < \text{Huber}, \\
\text{MSE}_{\hat{\theta}_8} &< \text{LAD} < \text{LMS} < \text{MM} < \text{LTS} < \text{Tukey}, \\
\text{MSE}_{\hat{\theta}_9} &< \text{LAD} < \text{LMS} < \text{MM} < \text{LTS} < \text{Tukey}, \\
\text{MSE}_{\hat{\theta}_{10}} &< \text{LAD} < \text{LMS} < \text{MM} < \text{LTS} < \text{Tukey}. \\
\end{align*}

Furthermore, within five values of $\theta$, all estimators appear the best performance with $\hat{\theta}_5$.

Based on Table 5, again the proposed estimators record the best performance among all compared estimators in this simulation study, where the MSE of proposed and existing estimators associated to $\hat{\theta}_1 - \hat{\theta}_5$ can be ordered as follows:

\begin{align*}
\text{MSE}_{\hat{\theta}_1} &< \text{LAD} < \text{LMS} < \text{MM} < \text{LTS} < \text{Tukey} < \text{Huber} < \text{MM} < \text{Hampel}, \\
\text{MSE}_{\hat{\theta}_2} &< \text{LAD} < \text{LMS} < \text{MM} < \text{LTS} < \text{Tukey} < \text{Huber} < \text{MM} < \text{Hampel}, \\
\text{MSE}_{\hat{\theta}_3} &< \text{LAD} < \text{LMS} < \text{MM} < \text{LTS} < \text{Tukey} < \text{Huber} < \text{MM} < \text{Hampel}, \\
\text{MSE}_{\hat{\theta}_4} &< \text{LAD} < \text{LMS} < \text{MM} < \text{LTS} < \text{Tukey} < \text{Huber} < \text{MM} < \text{Hampel}. \\
\end{align*}

Overall, with real data and simulation, the proposed estimators record the best or near-best performance.
Table 1: Reviewed robust ratio type estimators.

| Estimator | \( b_{(i)} \) | \( a \) | \( b \) |
|-----------|---------------|-----|-----|
| \( \bar{Y}_{b1} \) | \( b_{(lad)} \) | 1 | 0 |
| \( \bar{Y}_{b2} \) | \( b_{(lad)} \) | 1 | \( \psi_x \) |
| \( \bar{Y}_{b3} \) | \( b_{(lad)} \) | 1 | \( \psi_2(x) \) |
| \( \bar{Y}_{b4} \) | \( b_{(lad)} \) | \( \psi_2(x) \) | \( \psi_x \) |
| \( \bar{Y}_{b5} \) | \( b_{(lad)} \) | \( \psi_x \) | \( \psi_2(x) \) |
| \( \bar{Y}_{b6} \) | \( b_{(lad)} \) | 1 | 0 |
| \( \bar{Y}_{b7} \) | \( b_{(lad)} \) | 1 | \( \psi_x \) |
| \( \bar{Y}_{b8} \) | \( b_{(lad)} \) | 1 | \( \psi_2(x) \) |
| \( \bar{Y}_{b9} \) | \( b_{(lad)} \) | \( \psi_x \) | \( \psi_2(x) \) |
| \( \bar{Y}_{b10} \) | \( b_{(lad)} \) | \( \psi_x \) | \( \psi_2(x) \) |
| \( \bar{Y}_{b11} \) | \( b_{(lad)} \) | 1 | 0 |
| \( \bar{Y}_{b12} \) | \( b_{(lad)} \) | 1 | \( \psi_x \) |
| \( \bar{Y}_{b13} \) | \( b_{(lad)} \) | 1 | \( \psi_2(x) \) |
| \( \bar{Y}_{b14} \) | \( b_{(lad)} \) | \( \psi_x \) | \( \psi_2(x) \) |
| \( \bar{Y}_{b15} \) | \( b_{(lad)} \) | \( \psi_x \) | \( \psi_2(x) \) |
| \( \bar{Y}_{b16} \) | \( b_{(lad)} \) | 1 | 0 |
| \( \bar{Y}_{b17} \) | \( b_{(lad)} \) | 1 | \( \psi_x \) |
| \( \bar{Y}_{b18} \) | \( b_{(lad)} \) | 1 | \( \psi_2(x) \) |
| \( \bar{Y}_{b19} \) | \( b_{(lad)} \) | \( \psi_x \) | \( \psi_2(x) \) |
| \( \bar{Y}_{b20} \) | \( b_{(lad)} \) | \( \psi_x \) | \( \psi_2(x) \) |
| \( \bar{Y}_{b21} \) | \( b_{(lad)} \) | 1 | 0 |
| \( \bar{Y}_{b22} \) | \( b_{(lad)} \) | 1 | \( \psi_x \) |
| \( \bar{Y}_{b23} \) | \( b_{(lad)} \) | 1 | \( \psi_2(x) \) |
| \( \bar{Y}_{b24} \) | \( b_{(lad)} \) | \( \psi_x \) | \( \psi_2(x) \) |
| \( \bar{Y}_{b25} \) | \( b_{(lad)} \) | \( \psi_x \) | \( \psi_2(x) \) |
| \( \bar{Y}_{b26} \) | \( b_{(lad)} \) | 1 | 0 |
| \( \bar{Y}_{b27} \) | \( b_{(lad)} \) | 1 | \( \psi_x \) |
| \( \bar{Y}_{b28} \) | \( b_{(lad)} \) | 1 | \( \psi_2(x) \) |
| \( \bar{Y}_{b29} \) | \( b_{(lad)} \) | \( \psi_x \) | \( \psi_2(x) \) |
| \( \bar{Y}_{b30} \) | \( b_{(lad)} \) | \( \psi_x \) | \( \psi_2(x) \) |
| \( \bar{Y}_{b31} \) | \( b_{(lad)} \) | 1 | 0 |
| \( \bar{Y}_{b32} \) | \( b_{(lad)} \) | 1 | \( \psi_x \) |
| \( \bar{Y}_{b33} \) | \( b_{(lad)} \) | 1 | \( \psi_2(x) \) |
| \( \bar{Y}_{b34} \) | \( b_{(lad)} \) | \( \psi_x \) | \( \psi_2(x) \) |
| \( \bar{Y}_{b35} \) | \( b_{(lad)} \) | \( \psi_x \) | \( \psi_2(x) \) |

Table 2: Results of the Dixon test (DT).

| Pop-1 | For X | DT = 7.9097 | P value = 0.004917 |
|-------|------|-------------|------------------|
| For Y | DT = 9.1764 | P value = 0.002452 |

| Pop-2 | For X | DT = 17.73 | P value = 2.546e-05 |
|-------|------|-------------|------------------|
| For Y | DT = 21.679 | P value = 3.224e-06 |

Table 3: MSE of the proposed and existing estimators for Pop-1.

| \( \theta \) | LAD | LMS | LTS | Huber | Hampel | Tukey | MM | Quantile |
|-----------|-----|-----|-----|-------|--------|-------|----|---------|
| \( \theta_1 \) | 2319.381 | 4321.468 | 4391.462 | 4929.630 | 5058.167 | 4986.624 | 4388.699 | 1698.552 |
| \( \theta_2 \) | 2312.594 | 4307.505 | 4377.314 | 4914.131 | 5042.362 | 4970.989 | 4374.559 | 1700.399 |
| \( \theta_3 \) | 1714.319 | 2619.321 | 2600.991 | 2992.650 | 3074.471 | 3028.818 | 2659.339 | 1701.123 |
| \( \theta_4 \) | 2354.633 | 1698.216 | 1699.574 | 1737.322 | 1752.655 | 1743.848 | 1699.504 | 1703.688 |
| \( \theta_5 \) | 1724.877 | 2689.750 | 2732.966 | 3075.895 | 3160.265 | 3113.199 | 2731.253 | 1931.589 |
compared to other robust regression estimators. In view of both these results, the proposed estimators can be considered as very robust and reasonable estimators.

7. Conclusion

Bulut and Zaman used robust minimum covariance determinant (MCD) estimation to create a new class of robust regression-type ratio estimators. In this article, drawing inspiration from Bulut and Zaman’s work, we propose to use quantile regression with MCD estimator-based location measures under a simple sampling scheme to introduce a class of quantile regression-type mean estimators to the assessment of the population mean with the appearance of outliers. The MSEs of the proposed estimators are also obtained. The performance of the proposed and some existing robust regression estimators are assessing through simulation and two real-life applications, where the Dixon chi-squared test is considered to assess the existence of outliers in the real-life datasets. Based on numerical comparisons, it is obvious that proposed estimators outperform or near outperform existing robust estimators across the considered variety of datasets. As a result, the proposed estimators may be of interest, and they will almost certainly considered as very robust and reasonable estimators.

Table 4: MSE of the proposed and existing estimators for Pop-2.

| θ | LAD  | LMS  | LTS  | Huber | Hampel | Tukey | MM  | Quantile |
|---|------|------|------|-------|--------|-------|-----|----------|
| 1 | 62.87724 | 62.81852 | 98.56723 | 107.89060 | 106.55715 | 98.36911 | 98.24331 | 30.71491 |
| 2 | 62.70337 | 62.64480 | 98.31496 | 107.62158 | 106.29046 | 98.11721 | 97.99164 | 31.24573 |
| 3 | 49.18216 | 49.13758 | 77.86217 | 85.68823 | 84.56317 | 77.69694 | 77.59206 | 31.70550 |
| 4 | 42.15273 | 42.18798 | 33.24866 | 32.61970 | 33.67139 | 34.26920 | 34.28240 | 31.18453 |
| 5 | 38.19166 | 38.16310 | 58.92870 | 65.05818 | 64.16924 | 58.80075 | 58.71956 | 31.91410 |

Table 5: MSE of proposed and existing estimators for the simulation study.

| θ | LAD  | LMS  | LTS  | Huber | Hampel | Tukey | MM  | Quantile |
|---|------|------|------|-------|--------|-------|-----|----------|
| 1 | 0.4013 | 0.3930 | 0.3986 | 0.4029 | 0.4061 | 0.4050 | 0.4052 | 0.0080 |
| 2 | 0.0993 | 0.09531 | 0.0980 | 0.1001 | 0.1017 | 0.1011 | 0.1013 | 0.0054 |
| 3 | 0.0036 | 0.0037 | 0.0035 | 0.0039 | 0.0033 | 0.0032 | 0.0030 | 0.0022 |
| 4 | 0.0046 | 0.0044 | 0.0048 | 0.0041 | 0.0043 | 0.0049 | 0.0045 | 0.0027 |
| 5 | 0.0055 | 0.0059 | 0.0053 | 0.0058 | 0.0050 | 0.0052 | 0.0057 | 0.0032 |
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