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A computationally efficient thermal model for selective laser melting

Y. Yang\textsuperscript{a}, F. van Keulen\textsuperscript{b}, C. Ayas\textsuperscript{b,\textasteriskcentered}  
\textsuperscript{a} School of Materials Science and Engineering, Sun Yat-Sen University, Guangzhou, China  
\textsuperscript{b} Structural Optimization and Mechanics Group, Department of Precision and Microsystems Engineering, Faculty of Mechanical, Maritime and Material Engineering, Delft University of Technology, Mekelweg 2, 2628 CD Delft, The Netherlands  

1. Introduction

Selective laser melting (SLM) is an additive manufacturing (AM) method, where metal powder is consolidated into a solid part in a layer-by-layer fashion. In SLM, first, a layer of powder is dispensed uniformly across the built area, enclosed within an atmosphere controlled build chamber. Subsequently, a high energy laser beam is scanned over the powder bed in order to melt and fuse the powder particles in a selective manner. The 2D cross-sectional layout of each layer is attained by slicing the CAD drawing of the 3D part. Each layer hence requires a laser scanning pattern in accordance with the corresponding 2D cross-sectional layout. Finally, the build platform is lowered by a distance equal to the thickness of the powder layer so that the build area is levelled with the powder dispensing system. These three steps are repeated until all the layers are deposited to fabricate a 3D part.

When the part has down-facing or overhanging surfaces, with respect to the building direction, sacrificial support structures are usually included. After the completion of the laser processing, a stress relieving heat treatment is often applied to reduce the residual stresses before the part is detached from the base-plate and support structures are removed. A final finishing process may be performed to reduce the surface roughness and/or induce compressive surface stresses\cite{2} to improve the fatigue resistance.

The thickness of the powder layer in SLM ranges between 20–100 μm\cite{3}, whereas the laser spot radius is typically tens of micrometres. The implication of these two characteristic length scales are two-fold: (i) SLM is suitable for manufacturing a small batch of relatively small parts with dimensions ideally no larger than few centimetres since approximately 150 layers are needed for every cm of the part in the build direction, and (ii) geometrically complex, intricate parts can be built with a spatial resolution of one tenth of a mm. Moreover, because of the layer-by-layer realisation of the net shape, building time and manufacturing cost of a part are insensitive to the degree of geometrical complexity the part entails. In addition, almost
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ABSTRACT

Selective laser melting (SLM) is a widely used additive manufacturing method for building metal parts in a layer-by-layer manner thereby imposing almost no limitations on the geometrical layout of the part. The SLM process has a crucial impact on the microstructure, strength, surface quality and even the shape of the part, all of which depend on the thermal history of material points within the part. In this paper, we present a computationally tractable thermal model for the SLM process which accounts for individual laser scanning vectors. First, a closed form solution of a line heat source is calculated to represent the laser scanning vectors in a semi-infinite space. The thermal boundary conditions are accounted for by a complimentary correction field, which is computed numerically. The total temperature field is obtained by the superposition of the two. The proposed semi-analytical model can be used to simulate manufacturing geometrically complex parts and allows spatial discretisation to be much coarser than the characteristic length scale of the process: laser spot size, except in the vicinity of boundaries. The underlying assumption of linearity of the heat equation in the proposed model is justified by comparisons with a fully non-linear model and experiments. The accuracy of the proposed boundary correction scheme is demonstrated by a dedicated numerical example on a simple cubic part. The influence of the part design and scanning strategy on the temperature transients are subsequently analysed on a geometrically complex part. The results show that overhanging features of a part obstruct the heat flow towards the base-plate thereby creating local overheating which in turn decrease local cooling rate. Finally, a real SLM process for a part with an overhanging feature is modelled for validation of the proposed model. Reasonable agreement between the model predictions and the experimentally measured values can be observed.
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In this context, Solberg et al. [11] developed a general purpose implicit, time integration which makes the model computationally prohibitive. Moreover, the transient nature of the heat transfer phenomena is further complicated by the mismatch of length and time scales that are associated with the spot radius of the scanning laser beam and the part dimensions. The latter is typically on the order of centimetres which implies a total manufacturing time of hours. The implication of the separation of scales is that a very fine spatial/temporal discretisation is required leading to high quality parts.

The physics of the SLM process manifests coupling of a variety of phenomena such as heat transfer, fluid dynamics and solid mechanics. Moreover, the transient nature of the heat transfer phenomena is further complicated by the mismatch of length and time scales that are associated with the spot radius of the scanning laser beam and the part dimensions. The latter is typically on the order of centimetres which implies a total manufacturing time of hours. The implication of the separation of scales is that a very fine spatial/temporal discretisation is required when standard numerical methods are employed to solve for temperature transients. This in turn results in a high number of degrees of freedom and a very small step size for time integration which make the model computationally prohibitive.

In so-called continuum models, for the sake of simplicity, the powder is commonly assumed as a continuous medium with a constant laser absorption ratio. Furthermore, the effect of laser induced heating is simplified by a moving point, surface or volumetric heat source [10]. The latter is typically on the order of centimetres which implies a total manufacturing time of hours. The implication of the separation of scales is that a very fine spatial/temporal discretisation is required when standard numerical methods are employed to solve for temperature transients. This in turn results in a high number of degrees of freedom and a very small step size for time integration which make the model computationally prohibitive.

In this context, Solberg et al. [11] developed a general purpose implicit, nonlinear FE code which is able to utilise commodity parallel-processing platforms to model additive manufacturing. Hodge et al. [12] performed thermo-mechanical SLM process FE simulations for a 1 mm³ cubic part with a layer thickness of 50 μm. In the latter since the layer thickness is representative of the actual SLM process, more accurate insight regarding the thermo-mechanical behaviour is obtained, compared to models where tens of real SLM layers are lumped into one simulation layer for the sake of computational efficiency [13]. However, the computational costs associated with high accuracy is unfortunately prohibitive.

In our previous paper [16], we developed an immensely computationally efficient thermal process model for SLM which describes the moving laser spot with a set of point heat sources introduced along the laser scanning vectors. The closed form analytical solution for a point heat source in a semi-infinite medium is utilised to capture the steep temperature gradients analytically in the vicinity of the laser spot in a transient manner. Correct boundary conditions of the problem are then enforced utilising the superposition principle, i.e. with the combination of image point heat sources situated outside the domain and a complementary smooth correction field. The former are also described analytically, while the latter is solved numerically. Since the steep temperature gradients in the vicinity of the laser spot are accounted for with an analytical description, a coarse spatial discretisation for the complementary numerical correction field becomes acceptable. Consequently, computational costs of the thermal process simulations were significantly reduced, enabling simulations of multiple layers for parts with dimensions in the cm length scale. However, image fields can be applied to bodies having convex surfaces only. Moreover, finding the necessary number of image sources and their locations becomes cumbersome even for relatively simple geometric layouts. Since SLM is intended for manufacturing parts having complex geometries, in this paper we will no longer use image fields to enforce the boundary conditions. In contrast, we investigate how to improve the accuracy of the numerical correction field by means of mesh refinement only in the close proximity of part surfaces. Moreover, in order to further improve both the computational efficiency and the accuracy, laser scanning vectors will be described by means of a line source description instead of an array of point sources. The line source solution will be derived analytically based on the point heat source equation that we used in [16] previously.

The outline of the paper is as follows. Section 2 details the proposed novel thermal model for SLM process. In Section 3, the assumed linearity of the heat equation and the accuracy of the proposed line source equation are first examined by comparisons with a fully non-linear model and experiments. Then two numerical examples are presented to investigate the required degree of mesh refinement near the boundaries and to demonstrate our ability to model the building process of relatively complex geometries. Finally, a real SLM process for a part with an overhanging feature is modelled to further validate the accuracy of the proposed model. The article concludes with a reiteration of the most salient points of the study.

2. Model description

Consider a three dimensional solid part \( V \) with an arbitrary shape that is perfectly bonded onto a base-plate \( B \) and being built in an ongoing SLM process as illustrated in Fig. 1. At time \( t = 0 \), the part is submerged into the powder bed and a thin layer of powder has been dispensed on its top surface \( \partial V_{\text{top}} \) (see Fig. 1a). The lateral surface of the part \( \partial V_{\text{lat}} \) and the top surface of the base-plate which is not bonded to the part \( V \), subsequently denoted with \( \partial B_{\text{top}} \) are also covered by metal powder. At time \( t = 0 \), the laser starts to scan over the uppermost powder layer with a laser scanning vector that makes an angle \( \theta \) with the \( x_1 \)-axis. In response, the temperature of the body \( V \) and the base-plate \( B \) increase as governed by the heat equation

\[
\rho c_p \frac{\partial T}{\partial t} = \nabla \cdot (k \nabla T) + Q_v, \quad (1)
\]

where \( T \) is the temperature, \( Q_v \) is the rate of volumetric heat generation, i.e. the heat source term, \( \rho \), \( c_p \) and \( k \) are the density, the constant-
can be interpreted as a time which is in-the boundary of semi-infinite surface coincides with the top surface $\partial_B$, i.e. is represented by $v$ is.

$$v = \frac{Q_i}{p_c p}$$

where $\alpha = k/p_c$, is the thermal diffusivity at a temperature remains to be determined.

2.1. Laser scanning vectors

It remains to account for the effect of laser scanning vectors, i.e. the $Q_i$ term in Eq. (2). A scanning vector such as the one depicted in Fig. 1 can be discretised into an array of instantaneous point heat sources, as shown in Fig. 1b. These point sources are activated sequentially, in accordance with the direction of the laser scanning vector and the scanning speed $v$. The analytical closed-form solution of Eq. (2) that exists for a point source in a semi-infinite space is represented by $I^{(i)}$, which reads

$$I^{(i)}(x_i, t) = \frac{Q_i A}{4 \pi \rho c_p (r_i^2 + (t - t_i^{(0)} + t_j)^2)^{3/2}} \exp \left( \frac{-r_i^2}{4 \pi (r_i^2 + (t - t_i^{(0)} + t_j))} \right),$$

where $t$ is the time instance of interest and the index $I$ denotes the $ith$ point heat source [23]. The parameter $A$ in Eq. (3) is the fractional absorptivity of the powder for laser energy and is determined as described in [17]. Time $t_i^{(0)}$ marks the activation instance of the source $I$ and the parameter $r_i = r_i^{2/3}$ can be interpreted as a time which is introduced to account for the finite size of the laser spot when $t = t_i^{(0)}$, i.e. the time shift for the point source to diffuse to a radius equal to the laser spot radius $r_i$. The distance between the material point of interest $x_i$ and the point source position $x_i^{(0)}$ is represented by $R$. The energy $Q_i$ associated with an individual heat source can be determined as $P_c \Delta t$ where $P_c = 2 I^{(0)} [12]$ is the effective laser power and $\Delta t$ is the time step equal to the duration between the activation of two consecutive sources, i.e.

$$\Delta t = \frac{L}{v N}$$

with $L$ being the length of the scanning vector, $v$ the laser scanning speed and $N$ the total number of point sources for the scanning vector of interest.

Since Eq. (2) is linear, the temperature field due to a scanning vector in the semi-infinite space can be computed by the superposition of individual temperature fields due to point sources, i.e.

$$T(x_i, t) = \sum_{i=1}^{M} I^{(i)}(x_i, t),$$

where $I = 1, \ldots, M$ and $M$ is the number of point sources that are active at a given time $t$ and $M \leq N$.

The accuracy of the temperature prediction via Eq. (5) undoubtedly depends on temporal resolution, i.e. the value of $\Delta t$. For instance,
increasing the total number of sources $N$ or, equivalently, decreasing the value of $\Delta t$ for a fixed value of $v$ increases the accuracy of Eq. (5). However, from a computational point of view, increasing $N$ adds up to the memory requirements and increases the number of floating point operations. If the time step $\Delta t \rightarrow 0$, the array of discretised point sources converges to a single continuous line source. Consequently, the summation in Eq. (5) can be converted into an integral as

$$ T(x, t) = \frac{RA}{4\pi v^2} \exp \left( -\frac{v^2}{4\Delta x^2 - \Delta t + \Delta t^2} \right) \int_0^t dt' \exp \left( -\frac{\Delta x^2 v^2}{\Delta t + \Delta t^2} \right) d\phi $$

(6)

The line source starts at time instance $t_0$ and terminates at $t_f$. If $t \leq t_f$, the upper bound of the integral $t_0 = t$, otherwise, $t_0 = t_f$. Recall that the discrete line source is represented by a set of discrete point sources where individual activation instances of point sources are given by $\zeta^{(i)}$. In contrast, the variable $t_f^{(i)}$ is the local activation instance of the continuous line source given as $t_f^{(i)} = t_0 + \zeta^{(i)}$, where $\zeta^{(i)}$ is the local coordinate of a line source as illustrated in Fig. 1a. It is important to note that Eq. (6) can also be cast into a closed form

$$ T(x, t) = \frac{RA}{4\pi v^2} \exp \left( -\frac{v^2}{4\Delta x^2 - \Delta t + \Delta t^2} \right) \left[ \text{erfc}(z_0) - z_0 \text{erfc}(z_0) - \text{erfc}(z_f) + z_f \text{erfc}(z_f) \right] $$

(7a)

where

$$ Y = \frac{(x - x_f^{(i)}) v^* \cos \theta - 2(x - x_f^{(i)}) v^* \sin \theta + v^* t^{*2}}{2\Delta x^2 v^2 + \Delta t + \Delta t^2}, $$

$$ C = \frac{(x - x_f^{(i)}) \cos \theta + (x - x_f^{(i)}) \sin \theta - v^*}{2\Delta x^2 v^2 + \Delta t + \Delta t^2}, $$

$$ z_0 = \frac{v}{2\sqrt{2} \Delta x^2 v^2 + \Delta t + \Delta t^2}, $$

$$ z_1 = \frac{\sqrt{2} \Delta x^2 v^2 + \Delta t + \Delta t^2}{2\Delta x^2 v^2 + \Delta t + \Delta t^2}, $$

$$ z_2 = \frac{v}{2\sqrt{2} \Delta x^2 v^2 + \Delta t + \Delta t^2}, $$

$$ z_3 = \frac{\sqrt{2} \Delta x^2 v^2 + \Delta t + \Delta t^2}{2\Delta x^2 v^2 + \Delta t + \Delta t^2}, $$

$$ z_4 = \frac{\sqrt{2} \Delta x^2 v^2 + \Delta t + \Delta t^2}{2\Delta x^2 v^2 + \Delta t + \Delta t^2}, $$

$$ z_5 = \exp \left( \frac{\Delta x^2 v^2}{\Delta t} \right), $$

$$ L = \frac{(t^* + \zeta^{(i)})^{1/2}}{\alpha}, $$

$$ U = (t - t_f^{(i)} + \zeta^{(i)})^{1/2}, $$

(7b)

as detailed in Appendix A. In Eq. (7b), $t^* = t_f - t_0$ and $R_s$ is the distance between the point of interest to the origin of the scanning vector $x_f^{(i)}$. The error function $\text{erfc}(\phi)$ is defined as

$$ \text{erfc}(\phi) = 1 - \frac{2}{\sqrt{\pi}} \int_0^\phi \exp(-t^2) dt. $$

(7c)

For a total number of $\Theta$ laser scans, the corresponding $T$ is expressed as

$$ \tilde{T}(x, t) = \sum_{j=1}^{\Theta} T_L^{(j)}(x_j, t), $$

(8)

where the subscript $L$ denotes it is the expression for a continuous line source, and the superscript $j$ represents the $j$th scan vector, where $j = 1, 2, \ldots, \Theta$.

The remarkable advantage of using Eq. (7a) instead of Eq. (5) is two-fold. Firstly, the solution of the linear heat equation is now temporally exact, since Eq. (7a) is valid in the limit of infinitesimal time step. Secondly, since the effect of a complete scanning vector is cast into a closed form as a function of $t$, the temperature due to a line source in a semi-infinite space can be obtained directly using Eq. (7). Using a continuous line source is also computationally more efficient compared to the discrete line heat source comprising an array of point sources that requires the summation of closed form solutions through Eq. (5).

In order to demonstrate the advantages of the line source solution, a 1 mm long single laser scanning vector with the scanning velocity of $v = 0.2$ m/s applied on a very large and thick base-plate as shown in Fig. 2 is considered. Since the dimensions of the base-plate are much larger than that of the laser scanning vector, it is safe to assume the base-plate to be a semi-infinite medium and the temperature evolution therein can be calculated as described above. Now consider the Point G, located at the end of the laser track (see Fig. 2). In order to compute temperature $T$ at point G estimated with point sources, one can consider an array of point sources as in Eq. (5) each of which has a contribution to the resulting temperature field given through Eq. (3), and the total number of the point sources $N$ depends on $\Delta t$ c.f. Eq. (4). Alternatively, we can directly use the line source solution derived above, given in Eq. (7). We denote the results attained with the point source solution given in Eq. (5) by $T_p$ and the line source solution given in Eq. (7) by $T_L$.

The ratio of $T_p/T_L$ as a function of $\Delta t$ plotted in Fig. 3. Recall that $T_L$ is insensitive to the chosen value of $\Delta t$. The value of $T_p/T_L$ thus indicates the amount of error introduced into the solution of $T_p$ due to the finite value of the time step $\Delta t$. When the value of $T_p/T_L = 1$, the $T_p$ solution is well-approximated. For instance, for a $\Delta t = 10^{-4}$ s which

![Fig. 2. A single scanning laser vector of $L = 1$ mm is applied on a very large and thick base-plate. The boundary effects can be neglected and the scanning vector is assumed to be applied to a semi-infinite medium.](image-url)

![Fig. 3. The ratio of temperature $T_p$ to $T_L$ at Point G (illustrated in Fig. 2) as a function of the time step size $\Delta t$, where $T_p$ represents the temperature calculated by a set of discrete point sources using Eq. (5) and $T_L$ denotes the temperature calculated by the line source from Eq. (6). The horizontal axis is scaled logarithmically. The number of the discrete point sources $N$ used in Eq. (5) is equal to $L/\Delta t$, where $L$ is the length of laser scanning vector given in Fig. 2 as 1 mm, and $v$ is the scanning velocity.](image-url)
corresponds to $N = 50$, the temperature at point $G$ estimated with point sources is approximately 11 times of that of the exact line source solution taken as the reference. This is clearly not a meaningful representation of the scanning vector.

The total CPU time for computing $T_P$ and $T_L$ are represented by $t_P$ and $t_L$ respectively, and the ratio $t_P/t_L$ as a function of the step size $\Delta t$ is depicted in Fig. 4. Recall that, as the value of $\Delta t$ decreases or equivalently $N$ increases, the accuracy of the solution $T_P$ is improved. Conversely, the CPU time required increases, manifesting a compromise between accuracy and computational efficiency. For instance, in order to improve the accuracy of $T_P$ from the $t_P/t_L$ value from 1.744 (at $\Delta t = 10^{-5}$ s) to 1.001 (at $\Delta t = 10^{-8}$ s), the ratio $t_P/t_L$ shown in Fig. 4 increases from 1 to 307.7, which means the computational time $t_P$ increases more than 300 fold. The computational time $t_L$ associated with the line source is not only independent from the temporal discretisation of the problem, but also computationally inexpensive with $t_L = 0.0013$ s in this example. For a regular SLM product, which is typically finished with hundreds of thousands of laser scanning tracks, the difference in computational tractability between line and point source solutions will be immense. Therefore, in the remainder of the paper, the laser scanning will be accounted for by the line source approach exclusively.

### 2.2. Boundary correction fields

In Section 2.1, the temperature prediction for a laser scanning vector on a semi-infinite domain mimicking a very large base-plate is performed using Eq. (2), i.e. the solution of the linear heat equation. However, in order to model the SLM process of a finite size part, a set of boundary conditions should be prescribed. For that purpose, we once again rely on the superposition principle and thus the linearity of the heat equation. The total temperature field $T(x, t)$ is decomposed into $\hat{T}$, comprising the total contribution of all line source solutions in a semi-infinite space and a complimentary field $\tilde{T}$ to account for the actual boundary conditions as illustrated in Fig. 5. Therefore the total temperature field reads

$$T = \hat{T} + \tilde{T}. \quad (9)$$

Since the source term $Q_i$ due to laser energy has been accounted for in $\hat{T}$, the complimentary field $\tilde{T}$ can be obtained by solving

$$\frac{\partial \tilde{T}}{\partial t} = \alpha \nabla^2 \tilde{T}, \quad (10a)$$

with the boundary/initial conditions detailed below. The insulating boundary conditions for the total temperature field $\hat{T}$, prescribed on $\partial B_{\text{top}} \cup \partial B_{\text{lat}}$ are enforced as follows

$$\frac{\partial \hat{T}}{\partial x_i} m_i = -\frac{\partial \hat{T}}{\partial x_i} l_i, \quad \text{on } \partial B_{\text{lat}}, \quad (10b)$$

$$\frac{\partial \hat{T}}{\partial x_i} l_i = -\frac{\partial \hat{T}}{\partial x_i} l_i, \quad \text{on } \partial B_{\text{top}}, \quad (10c)$$

where $m_i$ and $l_i$, illustrated in Fig. 1b, are the outward facing unit normals to $\partial B_{\text{lat}}$ and $\partial B_{\text{top}}$ respectively. Recall that the solution $\hat{T}$ in Eq. (7) accounts for the insulating boundary conditions on $\partial B_{\text{top}}$. Consequently, no boundary correction is necessary on $\partial B_{\text{top}}$. The gradient of $\hat{T}$ in a semi-infinite domain appearing in Eq. (10b) and (10c) can also be cast in a closed form, by means of directly differentiating Eq. (7a) with respect to $x_i$, which is given in Appendix B. For the lateral and bottom surfaces of the base-plate, the temperature needs to be fixed to $T_c$, hence $\hat{T}$ is expressed as

$$\hat{T} = T_c - \hat{T} \quad \text{on } \partial B_{\text{lat}} \cup \partial B_{\text{bot}}. \quad (10d)$$

Finally, the initial condition at $t = t_0$ is given as

$$\hat{T}(x, t_0) = T_c, \quad (10e)$$

where the initial temperature $T_c$ is set to the room temperature.

Note that the temperature field $\hat{T}$ acts as a correction field when superimposed onto $\tilde{T}$ and prescribe the desired initial/boundary conditions of the problem at hand. Provided $\hat{T}$ and $\nabla \hat{T}$ are finite, Eq. (9) describes a smooth $\hat{T}$ field that can be solved by any standard numerical method such as FE analysis. However, when the laser scanning vectors approach to the lateral boundary $\partial B_{\text{lat}}$, the steep gradients of the analytical field $\hat{T}$ in the vicinity of the line source causes $\hat{T}$ to be less smooth and hence a fine discretisation of $\hat{T}$ is necessary. In our previous work [16], in order to circumvent this problem, image sources too were introduced to account for the boundary correction in the vicinity of a boundary. The temperature field associated with the image sources is denoted by $\tilde{T}$, and the superposition scheme is then modified as

$$\hat{T} = \hat{T} + \tilde{T}, \quad (11)$$

However, the image sources can be used for convex boundaries only [16].

In order to extend the capabilities of our semi-analytical method, here we will adopt the decomposition of $T$ as in Eq. (9) without introducing any image source. Instead a mesh refinement is employed in the vicinity of the boundaries so that the complimentary $\tilde{T}$ field can be resolved numerically by conventional FE analysis. Meanwhile, a coarse spatial discretisation is still used for the rest of the part. As a result, the thermal modelling of building geometrically complex SLM products can be described while achieving considerable computational efficiency.

### 3. Numerical examples and validation of results

Four numerical examples are presented in this section. The aim of the first example is to justify the use of linear heat equation upon arriving to the closed form solution of Eq. (7a) for a line source on a semi-infinite space. For that purpose, once again a single laser scanning line on a very large base-plate is analysed, where the effect of boundary conditions can be neglected. Consequently, the temperature due to a single laser scan line can be well-approximated by the temperature field $\hat{T}$ alone. The melt-pool width estimated by Eq. (7a) can also be cast in a closed form, by means of directly differentiating Eq. (7a) with respect to $x_i$, which is given in Appendix B. For the lateral and bottom surfaces of the base-plate, the temperature needs to be fixed to $T_c$, hence $\hat{T}$ is expressed as

$$\hat{T} = T_c - \hat{T} \quad \text{on } \partial B_{\text{lat}} \cup \partial B_{\text{bot}}. \quad (10d)$$

Finally, the initial condition at $t = t_0$ is given as

$$\hat{T}(x, t_0) = T_c, \quad (10e)$$

where the initial temperature $T_c$ is set to the room temperature.

Note that the temperature field $\hat{T}$ acts as a correction field when superimposed onto $\tilde{T}$ and prescribe the desired initial/boundary conditions of the problem at hand. Provided $\hat{T}$ and $\nabla \hat{T}$ are finite, Eq. (9) describes a smooth $\hat{T}$ field that can be solved by any standard numerical method such as FE analysis. However, when the laser scanning vectors approach to the lateral boundary $\partial B_{\text{lat}}$, the steep gradients of the analytical field $\hat{T}$ in the vicinity of the line source causes $\hat{T}$ to be less smooth and hence a fine discretisation of $\hat{T}$ is necessary. In our previous work [16], in order to circumvent this problem, image sources too were introduced to account for the boundary correction in the vicinity of a boundary. The temperature field associated with the image sources is denoted by $\tilde{T}$, and the superposition scheme is then modified as

$$\hat{T} = \hat{T} + \tilde{T}, \quad (11)$$

However, the image sources can be used for convex boundaries only [16].

In order to extend the capabilities of our semi-analytical method, here we will adopt the decomposition of $T$ as in Eq. (9) without introducing any image source. Instead a mesh refinement is employed in the vicinity of the boundaries so that the complimentary $\tilde{T}$ field can be resolved numerically by conventional FE analysis. Meanwhile, a coarse spatial discretisation is still used for the rest of the part. As a result, the thermal modelling of building geometrically complex SLM products can be described while achieving considerable computational efficiency.
rigorous but impractical superposition scheme given in Eq. (11) including image sources. For that purpose a laser scanning vector applied near the edge of a cubic part will be investigated with both superposition schemes. Subsequently, thermal process modelling of a more intricate part having overhanging surfaces and a cylindrical hole and thereby concave surfaces are studied. Finally, a real SLM process of a part with overhanging features reported in [25] is simulated to evaluate the overall accuracy of the proposed model.

Two materials are considered in the subsequent numerical examples. Stainless steel (SS) 316L is selected for the first numerical example and discussed in Section 3.1. Ti-6Al-4V is used for the remaining three examples. The thermal properties of SS 316L and Ti-6Al-4V are given in Table 1. The values quoted therein are representative for a temperature close to the melting point of SS 316L and Ti-6Al-4V respectively. In our previous study [16] it has been shown that the linear heat equation Eq. (2) can accurately predict the melt-pool dimensions for Ti-6Al-4V when the thermal properties are chosen at a temperature approximately equal to the melting point [16].

For all the results presented except for Figs. 10 and 11, the temperature field \( \hat{T} \) is calculated using our in-house MATLAB code and the temperature field \( \hat{T} \) is solved using the commercial FE software ABAQUS. The user subroutines dflux and disp are used to apply the Neumann (Eqs. (10b) and (10c)) and Dirichlet (Eq. (10d)) boundary conditions, respectively. The user subroutine uexternaldb is used to input the laser scanning information comprising the start and the end locations and the scanning directions of every laser scanning vector. For ease of plotting, the contour plots in Figs. 10 and 11 make use of ABAQUS subroutine umatht including image sources. For that purpose a laser scanning vector applied near the edge of a cubic part will be investigated with both superposition schemes. Subsequently, thermal process modelling of a more intricate part having overhanging surfaces and a cylindrical hole and thereby concave surfaces are studied. Finally, a real SLM process of a part with overhanging features reported in [25] is simulated to evaluate the overall accuracy of the proposed model.

| Material properties Ti-6Al-4V and stainless steel 316L. |
|---------------------------------|-----------------|-----------------|
|                                  | \( T_m \) (°C) | \( k \) (W/m K) | \( \rho c_p \) (MJ/Km³) |
| Ti-6Al-4V [16]                  | 1655            | 42              | 4.38            |
| SS 316L [26]                    | 1437            | 18.97           | 3.8             |

3.1. A line heat source in semi-infinite medium

A single laser scanning vector is applied in a very large base-plate, which can be considered as a semi-infinite medium and thus, in the absence of any boundary conditions, the temperature field is predicted by calculating \( \hat{T} \) only. Melt-pool widths are predicted by monitoring the temperature field and are subsequently compared with the predictions of the non-linear powder scale model and experimental findings reported in [24]. The laser spot radius is taken 27 μm and an absorptivity of 0.35 is used in [24]. As stated in Section 2, an effective power of \( P_e = 2P/3 \) is employed in the proposed model to compensate for the evaporation, convection and radiation associated heat losses. To make a fair comparison, an absorptivity of \( A = 0.525 \) (as \( 2A/3 = 0.35 \)) is used in the proposed model. The simulation and the corresponding experimental results are tabulated in Table 2.

Table 2 shows that the proposed model leads to slightly wider melt-pools than both the powder scale non-linear model and the experiments [24]. We expect the discrepancy is due to the lack of 3D volumetric description of the laser source, which leads to higher predicted temperatures. Therefore, by utilising a set of thermal properties valid for a temperature around the melting point, melt-pool widths predicted by the linear heat equation are reasonably well with those of the non-linear model and the experiments. The biggest error between the proposed model and the experiments occurs at a power of 300 W with a laser speed of 1.8 m/s. For these findings, the error is 13% with respect to the experiments. For the other two sets of process parameters, the errors are both less than 3%.

3.2. Simple cubic part

It remains to investigate the accuracy of the superposition scheme of Eq. (9) and study what degree of mesh refinement is needed in the vicinity of \( \partial V \) in order to achieve an acceptable accuracy. For this purpose consider a simple cubic component with an edge length of 2 mm, as illustrated in Fig. 6. Now consider the scanning vector depicted in Fig. 6 that runs parallel to one of the edges of the lateral boundary. An effective laser power of \( P_e = 82.5 \) W is used and the laser speed is 0.5 m/s while the laser spot radius is 20 μm. The absorptivity is chosen to be 0.77. The scanning vector is separated from the edge of the boundary with a distance of 100 μm only. Since the lateral surfaces of the cube are in contact with powder and hence assumed to be insulated, the total heat flux on \( \delta V_{lb} \) is prescribed to be zero. The bottom surface which is bonded to the base-plate is fixed to a constant temperature of \( T_e = 200^\circ \text{C} \) for simplicity. Since the scanning vector is situated very close to the lateral boundary, the smoothness of the field \( \hat{T} \) is questionable. In order to capture the anticipated non-smooth behaviour of \( \hat{T} \) numerically, mesh refinement is performed near the boundary. A FE mesh comprising 8-node hexahedral linear elements is employed and the mesh is refined in the proximity of the boundary as shown in Fig. 7. Four different mesh densities with the minimum mesh size \( \delta \) ranging from 0.0125 mm to 0.1 mm are considered. We introduce the dimensionless parameters \( \eta = \delta/e \) to quantify the degree of mesh refinement, where \( e \) is the laser spot radius which dictates the wavelength of the temperature field \( \hat{T} \) for heat sources close to the boundary. Since a single scanning vector is applied to the top surface of the cube, the element size is also gradually increased along the negative \( x_3 \) direction. The nodes that are located at the interface between the outer rim with refined mesh and the inner core with coarse mesh are constrained to have the same temperature by applying the \( t_e \) constraints in ABAQUS.
Table 2  
The melt-pool width (μm) at different power $P$ (W) and speed $v$ (m/s).  

|                | $P = 150$ $v = 0.8$ | $P = 200$ $v = 1.2$ | $P = 300$ $v = 1.8$ |
|----------------|---------------------|---------------------|---------------------|
| The proposed model | 112                 | 106                 | 106                 |
| Experiment [24]     | 109                 | 104                 | 94                  |
| Non-linear model [24]| 89 ± 4              | 94 ± 12             | 96 ± 8              |

Fig. 6. Finite element mesh for the simple cubic part. The laser scanning vector, which is applied in the vicinity of the lateral boundary, is represented by the red arrow. Points C1–C5 are located on the edge with coordinates (0.2, 2.0, 2.0), (0.6, 2.0, 2.0), (1.0, 2.0, 2.0), (1.4, 2.0, 2.0), (1.8, 2.0, 2.0) given in mm. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)

The temperature field $T$ of the cube is calculated using the two different superposition schemes Eqs. (9) and (11). The temperature history for points C1–C5, which are located on the boundary edge (see Fig. 6), are used to compare the prediction of the two superposition schemes. To have a fair comparison, $T$ fields for both superposition schemes are calculated using the line source description derived in Section 2.1. In our previous paper [16] it was demonstrated that for the simple cubic geometry shown in Fig. 6, the image source method is convenient to apply and the superposition scheme given in Eq. (11) was shown to be extremely accurate for predicting the temperature even with coarse spatial discretisation. Hence, the temperature calculated by the superposition scheme of Eq. (11) is taken as the reference. A single line image source, 0.1 mm away from the lateral boundary as the mirror image of the scanning vector is present for this reference calculation. For both superposition schemes, the $T$ field is solved using FE analysis. For the reference calculation a fixed mesh size of $Δx = 0.5$ mm, i.e. $η = 25$ is used. The laser scanning duration is 0.0036 s. The black solid lines denote the area underneath the temperature histories, i.e. the difference between the entire temperature histories, i.e. the difference between the $T$ field to be attained with mesh refinement in the proximity of boundaries.

The temperature for the points C1–C5 is plotted as a function of time in Fig. 8a with a time step of $Δt = 10^{-5}$ s. The black solid lines denote results calculated by the superposition scheme of Eq. (11) and constitute the reference, while the purple and yellow dashed lines present results calculated by Eq. (9) with the lowest ($η = 5$) and highest ($η = 0.625$) level of mesh refinement, respectively. The blue lines in Fig. 8a on the other hand corresponds to the temperature prediction of Eq. (9) with a uniform mesh size of $η = 25$ (see the inset in Fig. 8a). The blue curves in Fig. 8a clearly demonstrate the need for mesh refinement to attain accurate results. For $η = 5$ (purple dashed lines), the degree of mesh refinement is insufficient to capture the boundary effect very accurately; the corresponding temperature histories of points C1–C5 still deviate from the reference black curves. For the finest mesh with $η = 0.625$, the corresponding results (yellow dashed lines) have a perfect agreement with the reference (black solid lines). The results obtained by $η = 2.5$ and $η = 1.25$ are not shown in Fig. 8a, since they are visually indistinguishable from the yellow dashed curves obtained for $η = 0.625$. These results thereby indicate that a mesh size of $η = 2.5$ is suitable for the desired level of accuracy.

Recall that the calculation of $\tilde{T}$ is independent of the time step. However, the accuracy of the solution of the complementary field $\tilde{T}$ is sensitive to the temporal discretisation. The time integration scheme employed makes use of the quantities $\tilde{T}(x_i, t)$ and $\text{Grad}(\tilde{T}(x_i, t))$ and $\tilde{T}(x_i, t)$ in order to calculate $T(x_i, t + \Delta t)$. Therefore finite size of the $Δt$ still introduces an error to the prediction of $T(x_i, t + Δt)$. In order to assess the degree of this error due to temporal discretisation we evaluate the dimensionless parameter

$$φ = \frac{\int_{t_{\text{total}}}^{t_{\text{total}}}(T - T_{\text{ref}})/T_{\text{ref}} \, dt}{t_{\text{total}}}$$

for points C1–C5 where $t_{\text{total}} = 0.01$ s is the total duration for the scanning vector to be applied. In essence, $φ$ indicates integral difference between the entire temperature histories, i.e. the difference between the area underneath the $T$ versus $t$ prediction of given mesh size and a time step with that of the reference calculation (illustrated in Fig. 8a by black curves). Recall that the reference calculation is performed with the superposition scheme Eq. (11) using a time step of $Δt = 10^{-5}$ s.

When the time step is chosen as $10^{-5}$ s, the value of error $φ$ for points C1–C5 is plotted in Fig. 8b. The error $φ$ for all the points C1–C5 is less than 5% when $η = 2.5$. This demonstrates $η = 2.5$ is sufficient for the desired level of accuracy. Then, for $η = 2.5$, the effect of the time step is depicted in Fig. 8c. When the time step is $Δt = 10^{-3}$ s, the error becomes as large as 30%, while when the time step is $10^{-4}$ s, the error rapidly reduces to less than 5%.

The calculations of $\tilde{T}$ are performed by the parallel computing capability of ABAQUS with 32 CPUs. The total CPU time and the wall clock time of the four mesh densities considered for the time step value of $Δt = 10^{-5}$ s are tabulated in Table 3. It can be seen that with the increasing mesh density, both the wall clock time and the total CPU time increases rapidly. According to Fig. 8, as considerable accuracy is achieved with the mesh density $η = 2.5$ and $Δt = 10^{-4}$ s. These two values are hence used for the remaining numerical examples.

3.3. Process modelling of a wedge-shaped part

We proceed with examining the SLM process of a wedge-shaped part with two overhanging lateral surfaces and a cylindrical hole as shown in Fig. 9a. The overhanging lateral surfaces both have an inclination of 45° with respect to the $x_1$-axis. In this example we aim to demonstrate the process modelling capability of our semi-analytical model on a relatively complex geometry and investigate the effect of laser scanning strategy on the temperature transients during manufacturing. Note that the cylindrical hole introduces concave surfaces that rules out the possibility of using image sources for imposing boundary conditions. Therefore the superposition scheme given in Eq. (9) is used together with mesh refinement in the proximity of boundaries.

An effective laser power of $P_L = 40$ W is applied and the laser speed is 0.5 m/s with the laser spot radius of 20 μm. The absorptivity is also chosen to be 0.77. The layer thickness is 50 μm. Recoating a new layer of powder usually takes around 10 s [27]. In this numerical example, the recoating time between each layer is assumed to be long enough so that the temperature of the part with high conductivity returns to the initial temperature before scanning each new layer for simplicity. Hence the thermal history for scanning each layer is independent. We note in passing that residual heat may build up in the part due to the processing of previous layers. This build up of heat can be easily accounted for by the proposed model, by choosing the initial $T$ field to be equal to the total temperature field before scanning a new layer instead of using Eq. (10e).

The part illustrated in Fig. 9a is also divided into two regions as the outer rim and the inner core. The outer rim of the part is discretised with a fine FE mesh while the inner core and the base-plate are
discretised with a much coarser mesh. The 8-node hexahedral elements with linear interpolation functions are used for the entire part and base-plate. The inner core of the part comprises elements with \( \eta \approx 25 \), i.e., average element size is around 25 times of the laser spot radius \( r_l \). In Section 3.2 it was found that an element size of \( \delta = 0.05 \text{ mm} \) (\( \eta = 2.5 \)) was sufficient for the desired level of accuracy of the numerical solution of the temperature field \( \hat{T} \) when time integration is performed with a time step of \( \Delta t = 10^{-4} \text{ s} \). Numerical parameters identical to those in Section 3.2 are adopted here. The temperature values of nodes meeting along the interface between the outer rim and the inner core of the part are constrained to be equal using the tie constraint in ABAQUS. Consecutive scanning vectors having opposite directions (see Fig. 9b), which is a common practice in SLM [28], is utilised to build the part. The orientation of scanning vectors are kept constant for all layers but two different scanning orientations with \( \theta = 0^\circ \) and \( \theta = 45^\circ \) are investigated. The border offset in Fig. 9b is \( \lambda = 50 \mu\text{m} \) and the hatch spacing is \( h = 100 \mu\text{m} \).

The temperature distributions attained while building the 6th and 14th layers are shown in Figs. 10 and 11 at the instance when the depicted laser track is finished. In Fig. 10, \( \theta = 0^\circ \) while in Fig. 11, \( \theta = 45^\circ \). Figs. 10a and 11a give the snapshots of temperature distribution while scanning the 6th layer, whereas Figs. 10b and 11b show the snapshots of temperature distribution while scanning the 14th layer. In Fig. 10c, \( \hat{T} \) (the temperature field due to line sources in a semi-infinite domain only) is also illustrated while scanning the 14th layer with a scanning orientation of \( \theta = 0^\circ \), in order to emphasise the contribution of boundary effects through \( \hat{T} \) field to the resulting total temperature field. The contour levels above the melting point are designated with grey colour in order to illustrate the size of the melt-pool at the given instance.

As shown in Figs. 10a and 10b, the surface of the cylindrical hole during the SLM process, initially constitutes an up-facing surface (see for example layer 6) which gradually becomes a down-facing (overhanging) surface as the build continues (see for example layer 14). It is well-known that [29] heat generated by the laser can be quickly transferred from up-facing surfaces towards the base-plate which acts as a heat sink, whereas the heat transfer from down-facing (overhanging) surfaces are obstructed by the poorly conducting powder hindering the path towards the base-plate. This effect is naturally captured in our semi-analytical model as observed in Figs. 10 and 11. When the laser is near the up-facing surface of the circular hole (Figs. 10a and 11b) less heat accumulation is observed compared to that of when the laser is near the down-facing surface of the circular hole (Figs. 10b and 11b). It is also observed that local overheating in the vicinity of overhangs is present irrespective of the scanning orientation \( \theta \). The effect of insulating boundaries on the rise of local temperature can also be seen by comparing the temperature distributions in Fig. 10b and c. In Fig. 10c since boundary effects are not accounted for, the size of the overheated zone is smaller compared to that of in Fig. 10b.

The influence of scanning orientation on the temperature distributions can also be observed from Figs. 10 and 11. The scanning orientation \( \theta = 45^\circ \) is able to heat up the part more effectively compared
The temperature histories of selected points are also investigated. Fig. 12 schematically shows the left half of the top-view of the uppermost layer whilst building the 6th and 14th layer. Fig. 12a and c represent the 6th layer with the scanning orientation of $\theta = 45^\circ$ and $\theta = 0^\circ$, respectively. Fig. 12b and d represent the 14th layer with the scanning orientation of $\theta = 45^\circ$ and $\theta = 0^\circ$, respectively. Point F1 is located at the boundary edge of the cylindrical hole, while point F2 is located at the lateral overhanging edges.

In Fig. 13 temperature is plotted against time for point F1 while building the 6th and 14th layers with the scanning orientation of $\theta = 0^\circ$. The blue dotted lines are the corresponding $T$, which assumes the laser scanning is performed in a semi-infinite medium. The solid lines are the temperature predictions, i.e. $T = T_\text{avg} + T_\text{local}$ where boundary effects are accounted for through $T_\text{local}$.

The peak $T_\text{avg}$ value, for layer 6 is slightly lower than the temperature $T$, which is around 1300°C. This is due to the fact that boundary effects associated with the up-facing surface (see for instance Fig. 10a) whilst depositing the 6th layer is not a major impediment for heat flow towards the base-plate. In contrast, the boundary effects of an overhanging surface appearing in the case of the 14th layer significantly obstruct heat flow and, thus, in turn induce a higher temperature. Consequently, the peak value of the total temperature $T$ at F1 for layer 14 is much higher than the associated $T$ and also the peak temperature $T$ whilst building the 6th layer.

It can also be observed from Fig. 13 that the average cooling rate for point F1 from its peak temperature is higher for the 6th layer in comparison to 14th layer which is a direct consequence of the presence of an overhanging feature in the part geometry which reduces the cooling rate locally. SLM imposed cooling rate is essential for the morphology and fraction of $\alpha$ and $\beta$ phases of Ti-6Al-4V alloy [30]. Fig. 13 also indicates the boundary effects are essential to accurately calculate the cooling rate experienced by the part, especially for designs having overhanging features. It is thus demonstrated that the proposed model is able to pick up the variance of cooling rates with different overhanging angles.

Fig. 14 shows the temperature history of point F1 upon depositing the 6th and 14th layer with the scanning orientation of $\theta = 45^\circ$ and thereby demonstrating a strong dependence of temperature evolution to the scanning orientation c.f. Fig. 13. The peak temperature values depicted in Fig. 14 when $\theta = 45^\circ$ are lower when compared to the peak values in Fig. 13. Moreover, the shape of the curves for layer 14 differ extensively between Figs. 13 and 14. The discrepancy between the peak temperatures can be explained by means of measuring the smallest distance between the nearest scanning vectors and the point F1. When the scanning orientation is chosen to be $\theta = 45^\circ$, the average distances between the point F1 and two nearest scanning vectors responsible for the peaks are shown to be larger in Fig. 12, both for layer 6 and 14. Moreover, for layer 14, when the scanning orientation is $\theta = 45^\circ$, the first one of the two nearest scanning vectors to the point F1 moves away from point F1 whereas the second one moves towards the point F1 and vice versa when $\theta = 0^\circ$ (see Fig. 12). The former results with an increase in the temperature just after the global peak as can be seen in Fig. 14. It is therefore important to note that scanning orientation alone can modify the temperature transients which in turn have an impact on the resulting microstructure.

In Fig. 15, the temperature histories of point F2 while building the 14th layer with two different scanning orientations are plotted. Different temperature evolution for point F2 can be clearly observed. As

---

**Table 3**

| Mesh Size ($\eta$) | Total CPU time (s) | Wall clock time (s) |
|-------------------|-------------------|-------------------|
| $\eta = 5$        | $6.91 \times 10^3$| $6.09 \times 10^3$|
| $\eta = 2.5$     | $2.18 \times 10^4$| $1.61 \times 10^4$|
| $\eta = 1.25$    | $1.10 \times 10^5$| $7.56 \times 10^4$|
| $\eta = 0.625$   | $4.64 \times 10^5$| $3.02 \times 10^4$|

The computational time for the simple cubic part as function of mesh density.

---

Fig. 8. (a) Temperature histories plotted for points C1–C5 (see Fig. 6 for the location of points) calculated by the model reported by Yang et al. [16] and the proposed model in the present paper with different mesh sizes. (b) The error $\phi$ calculated as a function of mesh density $\eta$ for a time step of $\Delta t = 10^{-5}$ s. (c) The error $\phi$ given as a function of time step $\Delta t$ for a mesh density of $\eta = 2.5$. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)

to $\theta = 0^\circ$. For instance, in Fig. 10a, it can be observed at the left side of the part away from the cylindrical hole, temperature can be as low as 300°C, while in Fig. 11a, higher temperatures are observed. This implies that scanning with $\theta = 45^\circ$ would induce a smaller thermal gradient which in turn result in lower residual stresses.
illustrated in Fig. 12b and d, before the peak temperature is obtained with $\theta = 45^\circ$, a total of four laser scanning vectors has been applied whereas with $\theta = 0^\circ$ this number is six. Moreover, the individual laser scanning vectors are longer in the case of $\theta = 0^\circ$. Consequently, the part has been exposed to a higher energy level with $\theta = 0^\circ$ resulting with a higher peak temperature compared to the scanning orientation of $\theta = 45^\circ$. Another factor that contributes to the difference between the peak temperatures is that point F2 is 0.0707 mm apart from the two nearest scanning vectors when $\theta = 0^\circ$ while the distance between point F2 and the associated nearest scanning vectors becomes 0.0866 mm when $\theta = 45^\circ$. Finally one can also compare the peak temperature attained at point F1 (see Fig. 13) and F2 (see Fig. 15) at layer 14 with $\theta = 0^\circ$. The higher peak temperature attained at point F1 implies the overheating of the cylindrical hole is more problematic in terms of overheating compared to the cylindrical hole on the lateral surface.

The complimentary numerical field $\hat{T}$ is calculated using the parallel computing capability of ABAQUS with 32 CPUs. The wall clock time for a single layer ranges from 7 to 15 minutes. The wall clock time increases with layer number as the number of DOFs also increases. Normally the computational time for a comprehensive fully non-linear model is very long and it may take hundreds of hours to compute a 3D model with several layers of real-time SLM process, see for example [10]. In comparison, the proposed model shows a great advantage in computational efficiency.

3.4. Validation of results with a real 3D part

In this section we compare our model predictions with the measurements performed during SLM of a real 3D part, as reported by Hopper [25]. The front view of the part is shown in Fig. 16a. The smallest angle of the overhang made with the $x_2$-axis is $26.7^\circ$. The layer thickness is 30 $\mu$m and the laser speed is 1.25 m/s. The scanning angle is $16.6^\circ$ with respect to the $x_1$-axis and the hatch spacing is 65 $\mu$m. The laser powers for scanning the high power region and low power region are 170 W and 155 W, respectively (see Fig. 16b). The corresponding effective power $P_e = 2P/3$ is considered in the simulation as suggested in [12]. The absorptivity is 0.77 and the initial temperature is 20°C. Tetrahedral elements are used to mesh the part and the average size of the elements are specified as 0.5 mm and 0.05 mm for coarse and fine mesh regions, respectively. The time step is $10^{-4}$ s. In our simulation, the recoating time between each layer is again assumed to be long enough so that the temperature of the part cools down to the initial value before scanning each new layer. Since the thermal history for scanning each layer is independent, only scanning the last layer is simulated to make the comparison.

Fig. 17 shows the temperature history of point G (see Fig. 16b). Time $t'$ is defined such that $t' = 0$ when the laser is exposed at point G. Some oscillations in the experimental curve can be observed. The oscillations are mainly caused by the noise of the signals. As mentioned in
The exposure time of the sensor cannot be too long to capture the rapid change of the temperature. On the other hand, shortening the sensor exposure time induces noise in the temperature measurement. Moreover, the melt pool plume and ejected particles during the laser scanning can also cause some errors in the temperature measurement. It can be observed that the oscillations mainly occur when the laser approaches point G, when $t' < 0$. When $t' > 0$ and without the interference of the laser scanning, the experimental curve becomes smoother and agrees well with the predictions of simulation.

There are several reasons for the discrepancy observed between the simulated and measured temperature. The proposed model uses the reduced effective power to implicitly account for any form of energy loss. However, neglecting the latent heat and the 3D volumetric nature of the laser source both lead to an overestimation of temperature. Besides, the simplification of neglecting the powder conductivity may also contribute to the overestimation of the temperature [31]. On the other hand, as mentioned in [25], saturation of the image sensor can cause underestimation of experimentally measured values. Moreover, since the measurement device can only work in a certain temperature range, the temperature below 1000°C cannot be measured. Consequently, the simulated curve agrees reasonably well with the experiment.

4. Conclusions

A semi-analytical thermal model for predicting the complete thermal history during SLM process for a part with arbitrary shape is presented. We have derived a closed form temperature solution for a continuous line heat source in a semi-infinite space which has been shown to be a computationally efficient and accurate representation of scanning vectors applied during the SLM process. The line source solution is easy to implement for arbitrary scanning orientations. In order to predict temperature evolution in finite bodies, the superposition principle is used. A complementary temperature field to impose the physically relevant boundary conditions is solved numerically. This complementary field is smooth away from the boundaries but requires a relatively fine discretisation in the vicinity of boundaries. Consequently, an mesh refinement near the surfaces becomes a pragmatic approach to address the multi-scale nature of the problem that limits the computational costs without compromising the accuracy. The accuracy of the line source equation and the superposition scheme is validated by a non-linear model and the experiments from the literature.

The proposed semi-analytical model has been demonstrated to successfully analyse complex geometries. Numerical examples also showed that it is essential to take into account the boundary effect for
Fig. 12. Schematic illustration of the top view of the left half part (a) the 6th layer with a scanning orientation of $\theta = 0^\circ$, (b) the 14th layer with a scanning orientation of $\theta = 45^\circ$, (c) the 6th layer with a scanning orientation of $\theta = 0^\circ$ and (d) the 14th layer with a scanning orientation of $\theta = 0^\circ$.

Fig. 13. The temperature plotted against time at point F1 while building the 6th and 14th layer with a scanning angle of $\theta = 0^\circ$. The blue dashed lines are the corresponding $\tilde{T}$ at point F1. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)

Fig. 14. The temperature plotted against time at point F1 while building the 6th and 14th layer with a scanning orientation of $\theta = 45^\circ$.

Fig. 15. The temperature plotted against time at point F2 while building the 14th layer with two different scanning orientations $\theta = 0^\circ$ and $\theta = 45^\circ$. 
predicting the temperature distribution of a SLM part. This is especially important to assess part designs containing overhanging features. With the predicted temperature, one may further develop a model which relates the temperature and lack of fusion between laser tracks, and thus the proposed model is potentially helpful to predict and avoid the lack of fusion behaviour by optimizing the laser power, speed and hatching distance. According to the simulation results, overhanging surfaces are prone to overheating and more so around a hole and thereby experience slower cooling rates. Moreover, different scanning orientations also affect the predicted temperature distribution and history henceforth both scanning strategy and part topology can be independently designed to control the microstructure.
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Appendix A

Considering a laser source located at \((x_1', x_2', x_3')\) at \(t_0\). For \(t_0' > 0\) the source is moving at a constant speed \(v\) with an angle \(\theta\) with respect to \(x_1\)-axis (see Fig. 1a) and its location at time \(t_0'\) is given by

\[
x_1' = x_1' + \frac{v(t_0' - t_0 - t)}{\cos \theta},
\]

\[
x_2' = x_2' + \frac{v(t_0' - t_0 - t)}{\sin \theta},
\]

\[
x_3' = x_3'.
\]  

Then \(R\), which denotes the distance between the laser source and the point of interest, can be written as

\[
R^2 = (x_1 - x_1')^2 + (x_2 - x_2')^2 + (x_3 - x_3')^2.
\]  

With Eq. (A.2) and substituting \(t = (t_0' + t_0) \gamma^{1/2}\) into Eq. (6), we find

\[
\dot{T}(x_i, t) = \frac{R_i A}{2\rho c_y (\pi \alpha)^{3/2}} \exp\left(-\frac{CV}{2\alpha}\right) \int_0^U \exp\left(-\frac{Yr^2 - \gamma r^4}{4\alpha}\right) dr,
\]  

where \(L\) and \(U\) are the corresponding lower and upper bound of the integration, respectively. Since the laser scan is assumed to be terminated at \(t_0\), the upper bound \(U\) would be \(t_0' + t_0\) when \(t \leq t_f\) while \(U = (t_f - t_f') \gamma^{1/2}\) if \(t > t_f\). The parameters of \(Y, C\) and \(L\) are defined in Eq. (7b) with \(R_i^2 = (x_i - x_i')^2 + (x_j - x_j')^2 + (x_k - x_k')^2\).
Solving the integral in Eq. (A.3) gives
\[
\int_L \exp\left(-\frac{Yr^2}{4\alpha} - \frac{v^2z^2}{2}\right) dr = \frac{2\sqrt{\alpha}}{2\sqrt{Y}} \exp\left(-\frac{\sqrt{Y}v}{2\alpha}\right) \left[\text{erfc}(z_\text{r}) - z_\text{r}\text{erfc}(z_\text{r})\right]
\]
(A.4)

where
\[
z_\text{r} = \frac{v}{\sqrt{2\alpha}} - \frac{\sqrt{Y}L}{2\sqrt{\alpha}}
\]
\[
z^\text{r} = \frac{v}{\sqrt{2\alpha}} + \frac{\sqrt{Y}L}{2\sqrt{\alpha}}
\]
(A.5)

Therefore, substituting Eq. (A.4) into Eq. (A.3), the temperature at a given location and time due to the line source can be finally written as
\[
\tilde{T}(x_i, t) = \frac{P_A}{4\kappa\pi\sqrt{Y}} \exp\left(-\frac{(\sqrt{Y} + C)v}{2\alpha}\right) \left[\text{erfc}(z_l) - z_l\text{erfc}(z_l) - \text{erfc}(z_r) + z_r\text{erfc}(z_r)\right]
\]
(A.6)

Appendix B

The temperature gradients of the analytical temperature field \(\tilde{T}\) in Eqa. (10b) and (10c) are expressed as
\[
\frac{\partial \tilde{T}}{\partial x_i} = D_i (\tilde{T}D_i(D_i + \frac{v_i}{2\alpha}) + D_iD_i\tilde{T}D_i) + \tilde{T} \left(-\frac{v_i \cos\beta}{2\alpha}\right),
\]
(B.1)
\[
\frac{\partial \tilde{T}}{\partial x_i} = D_i (\tilde{T}D_i(D_i + \frac{v_i}{2\alpha}) + D_iD_i\tilde{T}D_i) + \tilde{T} \left(-\frac{v_i \sin\beta}{2\alpha}\right),
\]
(B.2)
\[
\frac{\partial \tilde{T}}{\partial x_i} = D_i (\tilde{T}D_i(D_i + \frac{v_i}{2\alpha}) + D_iD_i\tilde{T}D_i),
\]
(B.3)

where
\[
D_1 = x_1 - x_1^0 - v_1t^*\cos(\beta),
\]
\[
D_2 = x_2 - x_2^0 - v_2t^*\sin(\beta),
\]
\[
D_3 = x_3 - x_3^0,
\]
\[
D_4 = \frac{PA}{4\kappa\pi},
\]
\[
D_5 = \frac{1}{\sqrt{Y}},
\]
\[
D_6 = \exp\left(-\frac{(\sqrt{Y} + C)v}{2\alpha}\right),
\]
\[
D_7 = \frac{U}{\sqrt{\alpha}} \left[\exp(-z^2_{\text{r}}) + \exp\left(\frac{\sqrt{Y}v}{\alpha} - z^2_{\text{r}}\right)\right]
\]
\[
- \frac{U}{\sqrt{\alpha}} \left[\exp(z^2_{\text{r}}) + \exp\left(\frac{\sqrt{Y}v}{\alpha} - z^2_{\text{r}}\right)\right]
\]
\[
+ z_l\text{erfc}(z_l) - z_l\text{erfc}(z_l)\right]
\]
(B.4)
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