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Abstract
Many efficient algorithms have been designed to recover Nash equilibria of various classes of finite games. Special classes of continuous games with infinite strategy spaces, such as polynomial games, can be solved by semidefinite programming. In general, however, continuous games are not directly amenable to computational procedures. In this contribution, we develop an iterative strategy generation technique for finding a Nash equilibrium in a whole class of continuous two-person zero-sum games with compact strategy sets. The procedure, which is called the double oracle algorithm, has been successfully applied to large finite games in the past. We prove the convergence of the double oracle algorithm to a Nash equilibrium. Moreover, the algorithm is guaranteed to recover an approximate equilibrium in finitely-many steps. Our numerical experiments show that it outperforms fictitious play on several examples of games appearing in the literature. In particular, we provide a detailed analysis of experiments with a version of the continuous Colonel Blotto game.

1 Introduction
Action spaces of games appearing in AI applications are often prohibitively large. Consequently, one has to strive for efficiently computable approximations of equilibria, possibly with provable bounds on convergence rates (Gilpin et al. 2012). A number of algorithms applied in AI like fictitious play (Brown 1951), the double oracle algorithm (McMahan, Gordon, and Blum 2003) or the policy-space response oracle (Lanctot et al. 2017; Muller et al. 2019) overcome the problem with the cardinality by selecting ‘good’ strategies iteratively. The selection process is usually based on an approximation of the best response. In a nutshell, the recent advances in algorithmic game theory has led to the development of algorithms for (approximately) solving extremely large finite games, such as variants of poker (Moravčík et al. 2017; Brown and Sandholm 2019) or multidimensional resource allocation problems (Behnezhad et al. 2017).

Completely new problems arise from considering games with infinite strategy spaces, in which the strategies are vectors of real numbers corresponding to physical parameters (Archibald and Shoham 2009) or to the setting of classifiers (Yasodharan and Loiseau 2019). The first theoretical obstacle is that the existence of mixed strategy equilibria is guaranteed only for infinite games whose utility functions satisfy additional conditions (Glicksberg 1952; Fan 1952). On top of that, some well understood classes of infinite games possess only optimal strategies whose supports are uncountable; see (Roberson 2006) for an in-depth discussion of infinite Colonel Blotto games.

Computational procedures for finding (approximate) equilibria of infinite games exist for rather special kinds of utility functions. Two-person zero-sum polynomial games are solvable by semidefinite programming; see (Parrilo 2006; Laraki and Lasserre 2012). Approximate equilibria of separable games can be computed under additional assumptions (Stein, Ozdaglar, and Parrilo 2008). However, games appearing in applications are rarely of the form above and a detailed analysis of their properties is inevitable; see (Yasodharan and Loiseau 2019) for an application in adversarial machine learning. Some authors develop approximations of best response by neural nets (Kamra et al. 2018; 2019). One of the important iterative procedures for finite games, Brown-Robinson learning process known as fictitious play (Brown 1951; Robinson 1951), has been recently applied to infinite games (Ganzfried 2020). However, the dynamics of best response strategies generated by fictitious play was analyzed only in special cases; cf. (Hofbauer and Sorin 2006; Perkins and Leslie 2014). To the best of our knowledge, not much is known about the convergence of fictitious play for general zero-sum continuous games as defined below.

This paper deals with continuous games, which we define as two-person zero-sum games with continuous utility functions over compact strategy sets. We extend the double oracle algorithm (McMahan, Gordon, and Blum 2003) to such games. This algorithm is an iterative strategy generation technique based on (i) the solution of subgames by LP solvers and (ii) the expansion of subgames’ strategy sets using the best response strategies obtained thus far. Our main result is the convergence of this algorithm for any continuous game (Theorem 3.1). The numerical experiments in Section 4 show that the double oracle algorithm converges faster than fictitious play on several examples (polynomial game, Townsend function, and a version of the Colonel Blotto game). The repository with our experiments’ codes is https://github.com/sadda/Double_Oracle.
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2 Basic Notions

This section summarizes basic notions and results related to continuous zero-sum games and their equilibria; see [Karlin 1959] or [Stein, Ozdaglar, and Parrilo 2008] for details.

Continuous Games

Player 1 and Player 2 select strategies from nonempty compact sets \(X \subseteq \mathbb{R}^m\) and \(Y \subseteq \mathbb{R}^n\), respectively. The utility function of Player 1 is a continuous function \(u : X \times Y \to \mathbb{R}\). The utility function of Player 2 is \(-u\). The triple \(G = (X, Y, u)\) is called a continuous game. Note that some authors use the term ‘continuous game’ in a somewhat different sense allowing utility functions to be discontinuous functions over metric spaces of strategies.

A continuous game \(G = (X, Y, u)\) is (i) finite if both \(X\) and \(Y\) are finite, and (ii) infinite if \(X\) or \(Y\) is infinite. We will need the notion of subgame. When \(X' \subseteq X\) and \(Y' \subseteq Y\) are nonempty compact sets, we define the subgame \(G' = (X', Y', u)\) of \(G\) by the restriction of \(u\) to \(X' \times Y'\), which is denoted by the same letter.

The concept of mixed strategy in continuous games should allow every player to randomize with respect to any probability measure on the corresponding strategy set. We will spell out the definitions related to mixed strategies only for Player 1. Their counterparts for Player 2 are completely analogous. A mixed strategy of Player 1 is a Borel probability measure \(p\) over \(X\). The set of all mixed strategies of Player 1 is denoted by \(\Delta_X\). The support of a mixed strategy \(p \in \Delta_X\) is the set

\[
\text{spt} \, p := \{K \subseteq X | K \text{ compact, } p(K) = 1\}.
\]

Every mixed strategy \(p \in \Delta_X\) can be classified as one of the following types depending on the size of its support.

1. Pure strategy \(p\). This means that \(\text{spt} \, p = \{x\}\) for some \(x \in X\). Equivalently, \(p\) is equal to Dirac measure \(\delta_x\).
2. Finitely-supported mixed strategy \(p\). The support \(\text{spt} \, p\) is finite. Hence, \(p\) can be written as a convex combination

\[
p = \sum_{x \in \text{spt} \, p} p(x) \cdot \delta_x.
\]
3. Mixed strategy \(p\) with infinite support \(\text{spt} \, p\).

Put \(\Delta := \Delta_X \times \Delta_Y\). If players implement a mixed strategy profile \((p, q) \in \Delta\), the expected utility of Player 1 is

\[
U(p, q) := \int_{X \times Y} u(x, y) \, d(p \times q).
\]

This yields a function \(U : \Delta \to \mathbb{R}\), which can be effectively evaluated in important special cases. For example, when both \(\text{spt} \, p\) and \(\text{spt} \, q\) are finite,

\[
U(p, q) = \sum_{x \in \text{spt} \, p} \sum_{y \in \text{spt} \, q} p(x) \cdot q(x) \cdot u(x, y).
\]

If Player 1 employs a pure strategy given by \(x \in X\) and Player 2 uses a mixed strategy \(q \in \Delta_Y\), we will use the short notation \(U(x, q) := U(\delta_x, q)\).

Equilibria in Continuous Games

A mixed strategy profile \((p^*, q^*) \in \Delta\) is an equilibrium in a continuous game \(G\) if

\[
U(p, q^*) \leq U(p^*, q^*) \leq U(p^*, q)
\]

for all \((p, q) \in \Delta\). By Glicksberg’s theorem [Glicksberg 1952], every continuous game has an equilibrium. Define the lower/upper value of \(G\) by

\[
\underline{v}(G) := \max_{p \in \Delta_X} \min_{q \in \Delta_Y} U(p, q) \quad \text{and} \quad \overline{v}(G) := \min_{q \in \Delta_Y} \max_{p \in \Delta_X} U(p, q).
\]

Proposition 2.1 gives several conditions for equilibrium, which will be used throughout the paper without further references. Its proof is omitted since it is completely analogous to the case of finite games.

Proposition 2.1. Let \(G = (X, Y, u)\) be a continuous game and \((p^*, q^*) \in \Delta\). The following assertions are equivalent.

1. The strategy profile \((p^*, q^*)\) is an equilibrium.
2. \(U(x, q^*) \leq U(p^*, q^*) \leq U(p^*, q)\) for all \((x, y) \in X \times Y\).
3. \(\min_{y \in Y} U(p^*, y) = \underline{v}(G)\) and \(\max_{x \in X} U(x, q^*) = \overline{v}(G)\).
4. \(U(p^*, q^*) = \overline{v}(G)\).

Hence, the equality \(\underline{v}(G) = \overline{v}(G)\) holds for every continuous game \(G\), and \(v(G) := \overline{v}(G)\) is called the value of \(G\).

Bounds on the size of supports of equilibrium strategies are known only for particular classes of continuous games, such as the class of separable games [Stein, Ozdaglar, and Parrilo 2008]. There are examples of games whose equilibria are almost any sets of finitely-supported mixed strategies [Rehbeck 2018]. Moreover, some continuous games possess only equilibria with uncountable supports [Roberson 2006].

In many applications it is enough to find an \(\epsilon\)-equilibrium \((p^*, q^*)\) for some \(\epsilon > 0\), that is,

\[
U(p, q^*) - \epsilon \leq U(p^*, q^*) \leq U(p^*, q) + \epsilon
\]

for all \((p, q) \in \Delta\). Note that this is a natural extension of (2).

According to Proposition 2.2, whose proof is in Appendix B, we can always recover an approximate equilibrium \((p^*, q^*)\) with finite supports and such that \(U(p^*, q^*)\) is arbitrarily close to the value of game \(v(G)\).

Proposition 2.2. Let \(G\) be an arbitrary continuous game. Then for every \(\epsilon > 0\):

- There exists an \(\epsilon\)-equilibrium \((p^*, q^*)\) of \(G\) such that both \(\text{spt} \, p^*\) and \(\text{spt} \, q^*\) are finite.
- Every \(\epsilon\)-equilibrium \((p^*, q^*)\) of \(G\) satisfies the inequality \(|U(p^*, q^*) - v(G)| \leq \epsilon\).

3 Double Oracle Algorithm

The double oracle algorithm uses the notion of best response strategies. For every mixed strategy \(q \in \Delta_Y\) of Player 2, the best response set of Player 1 is

\[
\beta_1(q) := \{x \in X | U(x, q) = \max_{x' \in X} U(x', q)\}.
\]
In every iteration, finite strategy sets applied to a continuous game always nonempty compact sets.

Note that best response strategies are defined to be pure, without any loss of generality; see Proposition A.2. Moreover, by compactness and continuity, $\beta_1(q)$ and $\beta_2(p)$ are always nonempty compact sets.

The idea of the double oracle algorithm (Algorithm 3.1) applied to a continuous game $G = (X, Y, u)$ is simple. In every iteration, finite strategy sets $X_i$ and $Y_i$ are determined and some equilibrium $(p^*_i, q^*_i)$ of the finite subgame $(X_i, Y_i, u)$ is found by the standard linear programming methods. The best responses $x_{i+1}$ and $y_{i+1}$ to $q^*_i$ and $p^*_i$, respectively, are recovered, and added to the strategy sets. This is repeated until a terminating condition is satisfied. The resulting strategy profile is guaranteed to be an $\epsilon$-equilibrium.

**Algorithm 3.1 Double Oracle Algorithm**

**Input:** Continuous game $G = (X, Y, u)$, nonempty finite subsets $X_1 \subseteq X$, $Y_1 \subseteq Y$, and $\epsilon \geq 0$

1. Let $i := 0$
2. repeat
3. Increase $i$ by one
4. Find an equilibrium $(p^*_i, q^*_i)$ of subgame $(X_i, Y_i, u)$
5. Find some $x_{i+1} \in \beta_1(q^*_i)$ and $y_{i+1} \in \beta_2(p^*_i)$
6. Let $X_{i+1} := X_i \cup \{x_{i+1}\}$ and $Y_{i+1} := Y_i \cup \{y_{i+1}\}$
7. Let $v_i := U(p^*_i, y_{i+1})$ and $\tau_i := U(x_{i+1}, q^*_i)$
8. until $\tau_i - v_i \leq \epsilon$

**Output:** $\epsilon$-equilibrium $(p^*_i, q^*_i)$ of game $G$

We now perform a simple analysis of the algorithm. Since $U(p^*_i, q^*_i) = \max_{x \in X_i} U(x, q^*_i) \leq \max_{x \in X} U(x, q^*_i) = \tau_i$ and similarly for the lower bound, we have

$$u_i \leq U(p^*_i, q^*_i) \leq \tau_i. \tag{4}$$

Lemma B.2 states that the same bounds hold even for the value of game $G$:

$$u_i \leq v(G) \leq \tau_i.$$ 

The usual stopping condition of the double oracle algorithm for finite games is $X_{i+1} = X_i$ and $Y_{i+1} = Y_i$. Herein we chose the terminating condition $\tau_i - u_i \leq \epsilon$ for two reasons:

- It is more general. Indeed, Lemma B.1 states that if $X_{i+1} = X_i$ and $Y_{i+1} = Y_i$, then $\tau_i - u_i = 0$.
- It provides an estimate for the quality of approximate equilibrium. Formula (4) implies $\tau_i - u_i \geq 0$ and Theorem 3.1 states that $(p^*_i, q^*_i)$ is an $(\tau_i - u_i)$-equilibrium. Then Proposition 2.2 guarantees that $v(G)$ is known precisely up to $(\tau_i - u_i)$.

The main result of this manuscript is the convergence of the double oracle algorithm. In fact our result generalizes the result about convergence of the double oracle algorithm for finite games; see [McMahan, Gordon, and Blum 2003]. For finite games, we neglect the case of $\epsilon > 0$ since the algorithm is known to converge to an equilibrium for $\epsilon = 0$ in finitely many steps.

**Theorem 3.1.** Let $G = (X, Y, u)$ be a continuous game.

1. If $G$ is a finite game and $\epsilon = 0$, Algorithm 3.1 converges to an equilibrium in a finite number of iterations.
2. If $G$ is an infinite game and $\epsilon = 0$, every weakly convergent subsequence of Algorithm 3.1 converges to an equilibrium in a possibly infinite number of iterations. Moreover, such a weakly convergent subsequence always exist.
3. If $G$ is an infinite game and $\epsilon > 0$, Algorithm 3.1 converges to a finitely supported $\epsilon$-equilibrium in a finite number of iterations.

**Proof.** We first realize that the terminating condition

$$U(x_{i+1}, q^*_i) - U(p^*_i, y_{i+1}) \leq \epsilon$$

implies

$$U(p^*_i, q^*_i) \leq U(x_{i+1}, q^*_i) \leq U(p^*_i, y_{i+1}) + \epsilon = \min_{y' \in Y} U(p^*_i, y') + \epsilon = \min_{q \in \Delta_Y} U(p^*_i, q) + \epsilon.$$ 

The first and the third relation above follow from the definition of the best response, the second from the terminating condition and the last from Proposition A.2. Similarly, we can show that

$$U(p^*_i, q^*_i) \geq U(p^*_i, y_{i+1}) \geq U(x_{i+1}, q^*_i) - \epsilon = \max_{x' \in X} U(x', q^*_i) - \epsilon = \max_{p \in \Delta_X} U(p, q^*_i) - \epsilon.$$ 

Combining these two inequalities implies that $(p^*_i, q^*_i)$ is an $\epsilon$-equilibrium. Note that for $\epsilon = 0$, this means that $(p^*_i, q^*_i)$ is an equilibrium.

**Item 1.** If $G$ is finite, then after a finite number of iterations it must happen that $X_{i+1} = X_i$ and $Y_{i+1} = Y_i$. Lemma B.1 implies that the terminating condition of Algorithm 3.1 is satisfied with $\epsilon = 0$ and the first paragraph of this proof implies that $(p^*_i, q^*_i)$ is an equilibrium of $G$.

**Item 2.** Consider now the case of an infinite game and $\epsilon = 0$. If the double oracle algorithm terminates in a finite number of iterations, then the first paragraph implies that $(p^*_i, q^*_i)$ is an equilibrium. In the opposite case, the algorithm produces an infinite number of iterations. Due to Proposition A.1, there is a weakly convergent subsequence which, for simplicity, will be denoted by the same indices. Therefore, $p^*_i \Rightarrow p^*$ for some $p^*$ and $q^*_i \Rightarrow q^*$ for some $q^*$, where the symbol $\Rightarrow$ denotes the weak convergence (Appendix A).

Consider any $y$ such that $y \in Y_i$ for some $i_0$. Take an arbitrary $i \geq i_0$, which implies $y \in Y_i$. Since $(p^*_i, q^*_i)$ is an equilibrium of the subgame $(X_i, Y_i, u)$, we get

$$U(p^*_i, q^*_i) \leq U(p^*_i, y) \to U(p^*, y),$$

where the convergence follows from (11). Since $U(p^*_i, q^*_i) \to U(p^*, q^*)$ due to (10), this implies

$$U(p^*, q^*) \leq U(p^*, y) \tag{5}$$

for all $y \in \cup Y_i$. Since $U$ is continuous, the previous inequality holds for all $y \in cl(Y_i)$.

Fix now an arbitrary $y \in Y$. Because $y_{i+1}$ is the best response, we get

$$U(p^*_i, y_{i+1}) \leq U(p^*_i, y) \to U(p^*, y), \tag{6}$$

for all $i \geq i_0$. Since $(p^*_i, q^*_i)$ is an equilibrium, for any $y \in \Delta_Y$, we have

$$U(y_{i+1}, q^*_i) \leq U(y_{i+1}, q^*_i),$$

and therefore,

$$U(p^*_i, y_{i+1}) \leq U(p^*_i, y_{i+1}) \to U(p^*, y_{i+1}) \leq U(p^*, y_{i+1}).$$

The same holds for $y = y_{i+1}$. Therefore, $y_{i+1} \Rightarrow y$ for some $y \in \Delta_Y$. This implies $y \Rightarrow y$ for some $y \in \Delta_Y$. Since $G$ is continuous, the previous inequality holds for all $y \in cl(Y_i)$.
where the limit holds due to (11). Since \( y_{i+1} \in Y_i \) and by compactness of \( Y \), we can select a convergent subsequence \( y_i \to \hat{y} \), again without any relabelling, where \( \hat{y} \in \text{cl}(\cup Y_i) \). This allows us to use (5) to obtain

\[
U(p_i^*, y_{i+1}) \to U(p^*, \hat{y}) \geq U(p^*, q^*).
\]  

Combining (6) and (7) yields

\[
U(p^*, q^*) \leq U(p^*, y)
\]

for all \( y \in Y \). Repeating the analogous arguments in the other variable yields

\[
U(x, q^*) \leq U(p^*, q^*) \leq U(p^*, y)
\]

for all \( x \in X \) and \( y \in Y \). Then Proposition 2.1 says that \( (p^*, q^*) \) is an equilibrium of \( G \).

**Item 3.** Consider now the case of an infinite game with \( \epsilon > 0 \) and realize that (6) and (7) also imply

\[
U(p^*, q^*) \leq U(p^*, y) \Rightarrow U(p_i^*, y_{i+1}) \leq U(p_i^*, q_i^*) \Rightarrow U(p^*, q^*),
\]

which means \( U(p_i^*, y_{i+1}) \to U(p^*, q^*) \). Similarly, \( U(x_{i+1}, q_i^*) \to U(p^*, q^*) \) and therefore

\[
\tau_i - \nu_i = U(x_{i+1}, q_i^*) - U(p_i^*, y_{i+1}) \to 0.
\]

This states that the terminating condition will be satisfied after a finite number of iterations and the first paragraph of this proof states that \( (p_i^*, q_i^*) \) is an \( \epsilon \)-equilibrium. Since only a finite number of iterations was performed and since \( X_1 \) and \( X_2 \) are finite, this implies that the supports of \( p_i^* \) and \( q_i^* \) are finite as well.

Since best response strategies are not unique, in general, the sequence generated by Algorithm 3.1 may fail to converge for some continuous games. Hence, it is necessary to consider a convergent subsequence of iterates in Theorem 3.1 and Theorem 3.4. Such a continuous game is shown in Example B.4.

Another feature of the double oracle algorithm is that the sequence \( \tau_i - \nu_i \) has nonnegative terms and converges to zero, but it is not necessarily monotone. This behavior can be demonstrated even for some finite games.

### 4 Numerical Experiments

We present two classes of games. The first class contains one-dimensional strategy spaces and the second class consists of certain Colonel Blotto games. The equilibrium of each finite subgame is found by solving a linear program. The best responses were computed by selecting the best point of a uniform discretization for the one-dimensional problems and by using a mixed-integer linear programming reformulation for the Colonel Blotto games. The examples were implemented in Python with solvers `scipy.optimize` and `mip`. All computations were performed on a laptop with Intel Core i5 CPU and 8GB RAM and no GPU was involved. Randomness is present only in the initialization of one-dimensional examples when a random pair of pure strategies is found.

We compare the double oracle algorithm with fictitious play. Its extension from finite to infinite games was recently formulated in (Ganzfried 2020).

### One-dimensional Examples

We consider a polynomial game \( G_1 \) from (Parrilo 2006) with the strategy spaces \( X = Y = [-1, 1] \) and the utility function

\[
u_1(x, y) = 5xy - 2x^2 - 2xy^2 - y.\]

In the equilibrium, Player 1 has the pure strategy \( x^* = 0.2 \) and Player 2 has the mixed strategy \( q^* = 0.785\delta_1 + 0.225\delta_{-1} \).

The value of game is \(-0.48\). Figure 1 shows the convergence of upper/lower estimates of the value of game. Note that the fictitious play is much slower to converge than the double oracle algorithm.

![Figure 1: Convergence to the value of game \( G_1 \)](image)

The utility function \( u_2 \) in our second example (game \( G_2 \)) is based on (Townsend 2014). Specifically,

\[
u_2(x, y) = -\cos^2((x - 0.1)y) - x \sin(3x + y)
\]

is defined on \( X = [-2.25, 2.5] \) and \( Y = [-2.5, 1.75] \); see Figure 2. The convergence to the value is depicted on Figure 3. Once again the double oracle algorithm converges fast, while fictitious play is rather slow to converge. In Figure 4 we show the optimal strategies of Player 1. The double oracle algorithm converged to a mixed strategy supported by four points, the fictitious play seems to reach in limit a continuous distribution whose peaks are those points. Note that the vertical axis is rescaled to account for the difference between discrete and continuous distributions.

![Figure 2: Townsend function \( u_2 \)](image)
sures the performance of the first army on a battlefield. The result on a battlefield is a weight of battlefield.

Colonel Blotto Game

We consider a continuous variant of the Colonel Blotto game. Two players simultaneously allocate forces across \( n \) battlefields. Both strategy spaces \( X \) and \( Y \) equal to

\[
\{ \mathbf{x} := (x^1, \ldots, x^n) \in \mathbb{R}^n \mid x^j \geq 0, \sum_{j=1}^n x^j = 1 \}.
\]

The utility function of Player 1,

\[
u(\mathbf{x}, \mathbf{y}) := \sum_{j=1}^n a^j \cdot l(x^j - y^j),
\]

captures the total excess of the first army over the second army. The result on a battlefield \( j \) is \( a^j \cdot l(x^j - y^j) \), where \( a^j > 0 \) is a weight of battlefield \( j \) and \( l(x^j - y^j) \) measures the performance of the first army on a battlefield \( j \).

The standard choice is the signum function \( l(z) = \text{sgn}(z) \); see (Gross and Wagner 1950) or (Roberson 2006). In this paper we assume that each player must allocate a sufficiently higher proportion of forces than the opponent to win the battle on a single battlefield. Namely, we consider

\[
l(z) = \begin{cases} 
-1 & \text{if } z \leq -c, \\
\frac{1}{c} & \text{if } z \in [-c, c], \\
1 & \text{if } z \geq c,
\end{cases}
\]

for some \( c > 0 \). (8)

When \( c \to 0 \), we recover the classical infinite colonel Blotto game since \( \text{sgn}(z) \) approaches \( \text{sgn}(z) \) in the limit.

We will show how to compute best response strategies in case of (8). Assume that Player 2 employs strategies \((y^1, \ldots, y^n)\) with probabilities \((q_1, \ldots, q_n)\), where \( y^i := (y^{i1}, \ldots, y^{in}) \in Y \). Then any best response strategy of Player 1 is a solution to

\[
\max_{\mathbf{x} \in X} \sum_{i=1}^k q_i \sum_{j=1}^n a^j \cdot l(x^j - y^j).
\]

Since \( l \) is a piecewise affine function, this nonlinear optimization problem can be reformulated as a mixed-integer linear problem. In Appendix C we derive its equivalent form

\[
\max_{\mathbf{x} \in X, s \in \mathbb{R}^n, t \in \mathbb{R}^n} \sum_{i=1}^k q_i \sum_{j=1}^n a^j \cdot (s_{ij} - t_{ij} - 1)
\]

s.t. \( \mathbf{x} \in X, \)

\[
s_{ij} \geq 0, s_{ij} \geq \frac{1}{c}(x^j - y^j + c),
\]

\[
s_{ij} \leq \frac{1}{c}(x^j - y^j + c) + M_t^1(1 - z_{ij}),
\]

\[
s_{ij} \leq M^s_{x_{ij}},
\]

\[
t_{ij} \geq 0, t_{ij} \geq \frac{1}{c}(x^j - y^j - c),
\]

\[
t_{ij} \leq \frac{1}{c}(x^j - y^j - c) + M_t^1(1 - w_{ij}),
\]

\[
t_{ij} \leq M^s_{w_{ij}},
\]

\[
s_{ij} \in \mathbb{R}, t_{ij} \in \mathbb{R}, z_{ij} \in \{0, 1\}, w_{ij} \in \{0, 1\},
\]

where \( M^s_{x_{ij}} = M^s_{w_{ij}} = \frac{1}{c} - 1 \) and \( M^1_t = M^s_z = \frac{1}{c} + 1 \). The best response of Player 2 is obtained by solving an analogous MILP. Note that the MILP defined above is necessarily different from the one formulated in (Ganzfried 2020).

For the numerical results we consider three battlefields \((n = 3)\) with equal weights \((a = (1, 1, 1))\). We observed that the choice of initial strategy sets \( X_1 \) and \( Y_1 \) is crucial. Indeed, setting

\[
X_1 = Y_1 = \{(1, 0, 0), (0, 1, 0), (0, 0, 1)\}
\]

provides much faster convergence than starting from a random point. The reason lies in the left-hand side of Figure 3 which shows the optimal solution produced by the double oracle algorithm for \( c = \frac{1}{10} \). The optimal strategies are equidistant on the grid with distance \( c \). This is a sensible result as the best response of Player 1 to the strategy \((y_1, y_2, y_3)\) of Player 2 is \((y_1 + c, y_2 + c, y_3 - 2c)\). Since \( X_1 \) and \( Y_1 \) already belong to the grid, all the iterates stay in it. However, they may not converge within this set when initial strategies are chosen at random.

The previous observation inspired us to start with both \( X_1 \) and \( Y_1 \) as the whole grid. It turned out that the double oracle converged in one iteration (the initial point was already an equilibrium) to the strategies depicted in Figure 4. The left-hand side shows the results for \( c = \frac{1}{10} \), while the right-hand side corresponds to \( c = \frac{1}{12} \). These results are close to the hexagonal solutions obtained in (Gross and Wagner 1950) and (Roberson 2006).
Figure 5: The optimal strategy for $c = \frac{1}{32}$ when started from three corner points (left). The convergence of the double oracle algorithm for $n = 3$ and $n = 10$ (scaled by $\frac{1}{50}$ for demonstration purposes) battlefields (right).

Figure 6: The optimal strategies for $c = \frac{1}{16}$ (left) and $c = \frac{1}{32}$ (right) produced by the double oracle algorithm when started from the grid. Both solutions are symmetric.

The right-hand side of Figure 5 shows the convergence of the double oracle algorithm for $n = 3$ with $\alpha = (1, 1, 1)$ and for $n = 10$ with $\alpha = (3, 4, \ldots, 12)$. In both cases we put $c = \frac{1}{16}$. It appears that the convergence is influenced by $c$ more than by the number of battlefields $n$.

5 Conclusions

We extended the double oracle algorithm from finite to continuous games. We proved that the algorithm recovers a finitely-supported $\epsilon$-equilibrium in finitely many iterations and converges to an equilibrium in a possibly infinite number of iterations. We showed that the double oracle algorithm performs better than fictitious play on selected examples. It is evident that the convergence of this algorithm depends on the size of constructed subgames and the best response calculation in each iteration. One of the open problems for future research is to analyze the speed of convergence of the double oracle algorithm.
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A Weak Convergence of Measures

We will summarize a necessary background in weak topology on the space of probability measures ([Billingsley 1968]). A sequence of mixed strategies \((p_i)\) in \(\Delta_X\) weakly converges to \(p \in \Delta_X\) if

\[
\lim_{i \to \infty} \int_X f(x) \, dp_i = \int_X f(x) \, dp
\]

for every continuous function \(f : X \to \mathbb{R}\), and we denote this by \(p_i \Rightarrow p\). Endowed with the topology corresponding to weak convergence, the convex set of mixed strategies \(\Delta_X\) is a compact space. Analogously, \(\Delta_Y\) becomes a compact set and so is the set \(\Delta = \Delta_X \times \Delta_Y\). Then the definition (1) warrants that \(U\) is a continuous function on \(\Delta\). Note that compactness of \(\Delta\) and continuity of \(U\) imply the existence of all maximizers/minimizers throughout the paper.

**Proposition A.1.** The space \(\Delta\) is weakly sequentially compact, that is, every sequence in \(\Delta\) contains a weakly convergent subsequence.

Since \(U\) is continuous, the definition of weak convergence immediately implies the following two statements:

- If \(p_i \Rightarrow p\) in \(\Delta_X\) and \(q_i \Rightarrow q\) in \(\Delta_Y\), then
  \[U(p_i, q_i) \to U(p, q)\].
- If \(p_i \Rightarrow p\) in \(\Delta_X\) and \(q_i \Rightarrow q\) in \(\Delta_Y\), then
  \[U(p_i, q_i) \to U(p, q)\].

Finally, it can be shown that the optimal value of utility function in response to the opponent’s mixed strategy is attained for some pure strategy.

**Proposition A.2.** For any \(p \in \Delta_X\) we have

\[
\min_{y \in \mathcal{Y}} U(p, y) = \min_{q \in \Delta_Y} U(p, q).
\]

B Proofs and Additional Results

**Proof of Proposition 2.** The existence of an \(\epsilon\)-equilibrium follows from Theorem 3.1. To prove the second part, assume that \((p^*, q^*)\) is an \(\epsilon\)-equilibrium. Then (3) implies

\[
\max_{p \in \Delta_X} U(p, q^*) - \epsilon \leq U(p^*, q^*) \leq \min_{q \in \Delta_Y} U(p^*, q) + \epsilon.
\]

Let \((\hat{p}, \hat{q})\) be an equilibrium of \(\mathcal{G}\). Then

\[
U(\hat{p}, \hat{q}) \leq U(\hat{p}, q^*) \leq \max_{p \in \Delta_X} U(p, q^*) \leq U(p^*, q^*) + \epsilon,
\]

where the first inequality follows from (3) and the third from (12). In a similar way, we can show

\[
U(\hat{p}, \hat{q}) \leq U(p^*, \hat{q}) \geq \min_{q \in \Delta_Y} U(p^*, q) \geq U(p^*, q^*) - \epsilon.
\]

Combining these two relations with \(U(\hat{p}, \hat{q}) = v(\mathcal{G})\) imply the second statement of Proposition 2.2.

**Lemma B.1.** Assume \(X_{i+1} = X_i\) and \(Y_{i+1} = Y_i\) in some step \(i\) of Algorithm 3.1. Then \(U(p_i^*, y_{i+1}) = U(x_{i+1}, q_i^*)\).

**Proof.** The condition \(X_{i+1} = X_i\) implies \(x_{i+1} = X_i\). Then

\[
U(p_i^*, q_i^*) = \max_{x \in X_i} U(x, q_i^*) = \max_{x \in X} U(x, q_i^*) = U(x_{i+1}, q_i^*),
\]

where the first equality follows from Proposition 2.1 applied to the subgame \((X_i, Y_i, u)\), the second from \(x_{i+1} = X_i\), and the third from the definition of iterate \(x_{i+1}\).

Similarly, we can show \(U(p_i^*, y_{i+1}) = U(p_i^*, y_{i+1})\), which means \(U(p_i^*, y_{i+1}) = U(x_{i+1}, q_i^*)\).

**Lemma B.2.** The inequality

\[
\nu_i \leq v(\mathcal{G}) \leq \tau_i
\]

holds in every step \(i\) of Algorithm 3.1.

**Proof.** Let \((p_i^*, q_i^*)\) be an equilibrium of \(\mathcal{G}\). Then

\[
\nu_i = U(p_i^*, y_{i+1}) = \min_{y \in \mathcal{Y}} U(p_i^*, y) = \min_{q \in \Delta_Y} U(p_i^*, q)
\]

\[
\leq U(p_i^*, q^*) \leq U(p_i^*, q^*) = v(\mathcal{G})
\]

The second inequality can be obtained analogously.

**Example B.1.** Define \(X := [0, 1], Y := [0, 1]\), and consider an arbitrary continuous function \(u : X \times Y \to \mathbb{R}\) for which the double oracle algorithm produces an infinite number of iterates \((x_1, y_1), (x_2, y_2), \ldots\) for \(\epsilon = 0\). Further, put \(\tilde{X} := [0, 1] \cup [2, 3]\) and let \(\tilde{u} : \tilde{X} \times Y \to \mathbb{R}\) be given by

\[
\tilde{u}(x, y) = \begin{cases} u(x, y) & \text{if } x \in [0, 1], \\ u(x - 2, y) & \text{if } x \in [2, 3]. \end{cases}
\]

Since \(u\) is continuous, \((\tilde{X}, Y, \tilde{u})\) is a continuous game. Since \(\tilde{u}(x, y) = \tilde{u}(x + 2, y)\), the extrema of marginal functions are not unique. Considering \(\tilde{y}_i = y_i\), the double oracle algorithm may produce the sequence of iterations

\[
\tilde{x}_i = \begin{cases} x_i & \text{if } i \text{ is odd}, \\ x_i + 2 & \text{if } i \text{ is even}. \end{cases}
\]

This sequence is obviously not convergent. However, there exists a convergent subsequence and its limit is an equilibrium by Theorem 5.1.

C Best Response for Colonel Blotto Game

Function \(l(z)\) from (8) can be written as

\[
l(z) = \max \left\{ \frac{1}{c}(z + c), 0 \right\} - \max \left\{ \frac{1}{c}(z - c), 0 \right\} - 1.
\]

With each \(i, j\) in (9) we associate auxiliary variables \(s_{ij}\) and \(t_{ij}\) and the constraints ensuring \(l(x - y) = s_{ij} - t_{ij} - 1\). The constraints on \(s_{ij}\) and \(t_{ij}\) follow from Lemma C.1.

**Lemma C.1.** Let \(a > 0, b \in \mathbb{R}, M_1 > 0, M_a > 0\) and \(f(x) := \max \{a(x - b), 0\}\). For every \(z\) such that \(a(x - b) \in [-M_1, M_a]\) there are a unique \(s \in \mathbb{R}\) and a possibly non-unique \(z \in \{0, 1\}\) solving the system

\[
\begin{align*}
s & \geq 0, \\
s - a(x - b) + M_1(1 - z) & \leq 0, \\
s - a(x - b) & \leq M_a z.
\end{align*}
\]

Moreover, it holds \(f(x) = s\).
Proof. The proof is based on the well-known big-M method for the deactivation of constraints. The claim follows from the following implications,

\[ a(x - b) < 0 \implies z = 0 \implies s = 0, \]
\[ a(x - b) > 0 \implies z = 1 \implies s = a(x - b). \]

If \( a(x - b) = 0 \), then \( s = 0 \) is unique, whereas \( z \) may have either value. \( \Box \)

Since \( x^j, y^j \in [0, 1] \), we have

\[ \frac{1}{c}(x^j - y^j + c) \in [-\frac{1}{c} + 1, \frac{1}{c} + 1], \]
\[ \frac{1}{c}(x^j - y^j - c) \in [-\frac{1}{c} - 1, \frac{1}{c} - 1], \]

which gives the bounds in Lemma C.1.
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