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ABSTRACT. We study the spectral and orbital stability of elliptic function solutions for the focusing modified Korteweg-de Vries (mKdV) equation and construct the corresponding breather solutions to exhibit the stable or unstable dynamic behavior. The elliptic function solutions of the mKdV equation and related fundamental solutions of the Lax pair are exactly represented by theta functions. Based on the ‘modified squared wavefunction’ (MSW) method, we construct all linear independent solutions of the linearized mKdV equation and then provide a necessary and sufficient condition of the spectral stability for elliptic function solutions with respect to subharmonic perturbations. In the case of spectrum stability, the orbital stability of elliptic function solutions is established in a suitable Hilbert space. Using Darboux-Bäcklund transformation, we construct breather solutions to exhibit unstable or stable dynamic behavior. Through analyzing the asymptotic behavior, we find that the breather solution under the cn-type solution background is equivalent to the elliptic function solution adding a small perturbation as \( t \to \pm \infty \).
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1 Introduction

In this work, we mainly study the stability of the elliptic function solutions of the focusing modified Korteweg-de Vries (mKdV) equation

\[
(u_t + 6u^2u_x + uu_{xxx} = 0),
\]

where \( u = u(x, t) \) is a real-valued function with \( (x, t) \in \mathbb{R}^2 \). The mKdV equation has applications in diverse physical contexts, such as water waves and plasma physics [2, 18, 62]. We know that the mKdV equation is related to the Korteweg-de Vries (KdV) equation by the Miura transform [55], and it can be regarded as the generalization of the KdV equation. It is a well-known completely integrable model admitting the Lax pair formulation [50], the bi-Hamiltonian structure [54], and infinite conserved quantities [55]. In finite-dimensional mechanics, if the system has sufficiently many (half the dimension of the phase space) Poisson commuting and functionally independent conserved quantities, then it is completely integrable. Actually, the mKdV equation admits infinite many independent conserved quantities \( H_i, i = 0, 1, 2, \cdots, 34 \), in which the first three conservation laws are given in the main text (Eq. (111)). For the infinite-dimensional integrable system, the Lax representation is a crucial and useful feature. The Lax pair for the mKdV equation admits the following linear system:

\[
\Phi_x(x, t; \lambda) = U(\lambda; u)\Phi(x, t; \lambda), \quad \Phi_t(x, t; \lambda) = V(\lambda; u)\Phi(x, t; \lambda),
\]

where the spectral parameter \( \lambda \in \mathbb{C} \cup \{ \infty \} \),

\[
U(\lambda; u) = -i\lambda\sigma_3 + Q, \quad V(\lambda; u) = 4\lambda^2U(\lambda; u) + 2i\lambda\sigma_3(Q_x - Q^2) - (Q_{xx} - 2Q^3), \quad Q = \begin{bmatrix} 0 & u \\ -u & 0 \end{bmatrix},
\]

and the matrix \( \sigma_3 := \text{diag}(1, -1) \) is the third Pauli matrix. The Lax pair can be derived from the \( 2 \times 2 \) AKNS system by the reductions [11]. The compatibility condition of the linear system \( \Phi_t(x, t; \lambda) = \Phi_{xx}(x, t; \lambda) \) is equivalent to the zero-curvature equation \( U_t(x; \lambda) - V_x(x; \lambda) + [U(\lambda; u), V(\lambda; u)] = 0 \) with the commutator defined by \( [A, B] = AB - BA \), which yields the mKdV equation. Due to the Lax integrability, the mKdV equation can be solved by the inverse scattering transform, which is widely used to solve a large...
number of equations [1, 11, 39, 69]. The infinite many conservation laws can also be derived by the Lax representation [1]. In addition, the well-posedness of the mKdV equation has been studied by many scholars [26, 48].

1.1 Review on the stability analysis of the mKdV equation

The stability analysis for the solitary or periodic waves is a classic and crucial problem in the study of nonlinear partial differential equations. As early as the 20th century, many scholars were engaged in studying spectral stability [27, 52, 61]. This research has continued to the present. Deconinck and Kutz computed the spectrum of the maximal extension of linear operators using the Floquet-Fourier-Hill method (FFHM) [30]. The spectral stability analysis for the nonlinear wave equations was given by Yang in the monograph [68]. The number of negative directions of the second variation of the energy is one of the methods to help us study the spectral stability of nonlinear waves, which had been proved by Kapitula, Kevrekidis, and Sandstede via the Krein signature [46]. Some propositions among the operator \( L, JL \) and the eigenvalue \( \Omega \) had been proposed by Hárághus and Kapitula [42], using the Floquet-Bloch decomposition. The aforementioned spectrum analysis method had been utilized to study the nonlinear Schrödinger (NLS) equation [28, 32, 46]. Furthermore, there are also a large number of spectral stability studies on other equations, such as the coupled NLS equation [57, 59], the KdV equation [14, 58], and so on.

An extensive development of the orbital stability theory for the solitary wave solutions has been obtained in the past years by Benjamin, Bona, Grillakis, Shatah, Strauss, and Weinstein [10, 12, 13, 40, 41, 66, 67]. Alejo and Muñoz [3] analyzed the stability of breather solutions by utilizing a new Lyapunov functional to describe the dynamics of small perturbations. Semenov [63] studied the orbital stability of the multisoliton/breather solutions of the mKdV equation by modifying the Lyapunov functional. In the aforementioned literatures, the scholars mainly considered the nonlinear waves with the condition \( u(x) \to 0 \) as \( x \to \pm \infty \). Recently, a successful application of this theory has been obtained on the periodic boundary condition in the KdV equation [6], the critical KdV equation [7], the NLS equation [5], the Hirota-Satsuma system [4], and so on. Based on the integrable structures of equations, a great deal of work has been performed on the study of the spectral or orbital stability of periodic wave solutions for the NLS equation [24, 32, 37, 38], the KdV equation [6, 16], the mKdV equation [29, 63], and so on.

Then we briefly review the stability analysis for periodic solutions of the mKdV equation, which are closely related to this work. The periodic traveling wave solutions of the defocusing mKdV equation are spectrally stable, which was studied by Deconinck and Nivala [31]. The NLS equation also has similar results that elliptic function solutions of the defocusing NLS equation are spectrally stable, which was studied by Bottman, Deconinck, and Nivala [15]. Moreover, we know that the cn-type solutions of the KdV equation are spectrally stable in [29]. Using the Weierstrass \( \wp \) function, the \( \zeta \) function and the spectral parameter \( \lambda \) of the Lax pair to obtain squared eigenfunctions, Deconinck and Segal [32] proved that dn-type solutions of the focusing NLS equation are spectrally stable with respect to co-periodic perturbations. Furthermore, the spectral stability of cn-type solutions has also been studied by dividing the modulus \( k \) into two different conditions [32, 33]. However, there is no systematic work on the spectral stability analysis of the focusing mKdV equation. Therefore, one of the aims of this work is to study the spectral stability of the focusing mKdV equation.

For the studies of the orbital stability, there are many relevant results about the NLS equation. In [15], authors studied the orbital stability of elliptic function solutions of the defocusing NLS equation. Based on spectrally stable conditions, Deconincky and Upsal studied that the orbital stability of elliptic function solutions of the focusing NLS equation with respect to subharmonic perturbations obtained in [33] by constructing a new Lyapunov function under higher-order conserved quantities. In [3], Pava obtained that dn-type solutions were orbitally stable both for the focusing NLS equation and the focusing mKdV equation in the space \( H^1([-T, T]) \). For the mKdV equation, all periodic traveling wave solutions in the defocusing case were orbitally stable with respect to subharmonic perturbations in the space \( H^2([-PT, PT]), P \in \mathbb{N} \), which was established by Deconinck and Nivala [31]. Then, it is natural to consider whether there exists a suitable function space such that the elliptic function solutions of the focusing mKdV equation are orbitally stable.

2
1.2 Main results

The (mKdV) equation has the elliptic function solutions

\[ u(x, t) = k\cncn(a(x - 2s_2t), k) \quad \text{and} \quad u(x, t) = a\dn(a(x - 2s_2t), k), \]

where \( \cncn(\cdot, k) \) and \( \dn(\cdot, k) \) denote the Jacobi elliptic functions with elliptic modulus \( k = \sqrt{m_1m_2/m_3}; \) \(-2s_2 = -(u_1 + u_2 + u_3) \) is the velocity between time \( t \) and space \( x; \) \( a = \sqrt{u_3 - u_1}; \) and \( u_1, u_2, u_3 \) are defined in (31). The details of the above solutions can be found in Proposition 1. For convenience, we often omit the modulus \( k \) in this work. To examine the traveling wave solutions, we introduce a moving coordinate form

\[ (x, t) \xrightarrow{t = t} (\xi, t) \]

to convert the non-zero velocity \(-2s_2\) into a stationary one in (38). Then, the (mKdV) equation turns into

\[ u_t - 2s_2u_x + u_x^2 + 6u^2u_x = 0. \]

To study the stability of elliptic function solutions of the (mKdV) equation, we need to solve the linearized mKdV equation. The squared eigenfunctions can be utilized to construct solutions of the linearized mKdV equation. Thus, combining the algebraic-geometry method with the effective integration method, we obtain elliptic function solutions (3) of the (mKdV) equation and the corresponding fundamental matrix solution of the Lax pair simultaneously. By Lax pair (36) and the eigenvalue \( \lambda \) of the matrix \( L(\xi, t; \lambda) \) in (34), the solution \( \Phi(\xi, t; \lambda) \) of Lax pair (36) could be derived as (44). We introduce a uniform parameter \( z \) in a rectangular region instead of spectral parameter \( \lambda \in \mathbb{C} \), which was established in Appendix B regarding the conformal mapping between \( \lambda \) and \( z \). Therefore, we could avoid the multi-valued function \( \sqrt{\lambda} \) (refer to equation (45)) so that the study of the dn-type and cn-type periodic problem becomes simultaneous. Then, we obtain the solution \( \Phi(x, t; \lambda) \) in terms of theta functions with respect to the parameter \( z \).

**Theorem 1.** The fundamental solution \( \Phi(x, t; \lambda) \) of Lax pair (1) can be represented as the theta functions form:

\[ \Phi(x, t; \lambda) = \frac{a\theta_2\theta_4}{\theta_3\theta_4(\frac{\pi}{2K})} \left[ \begin{array}{c} \frac{\theta_1\left(\frac{\pi}{2K}\right) + \alpha}{\theta_1\left(\frac{\pi}{2K}\right)} E_1 - \frac{\theta_1\left(\frac{\pi}{2K}\right) + \alpha}{\theta_1\left(\frac{\pi}{2K}\right)} E_2 \\ \frac{\theta_2\left(\frac{\pi}{2K}\right) - \alpha}{\theta_2\left(\frac{\pi}{2K}\right)} Z(2i\lambda + K) E_1 - \frac{\theta_2\left(\frac{\pi}{2K}\right) - \alpha}{\theta_2\left(\frac{\pi}{2K}\right)} Z(2i\lambda + K) E_2 \end{array} \right], \]

where \( l = 0 \) or \( K', \) \( \xi = x - 2s_2t, \) theta functions \( \theta_4(z)s \) and functions \( E_1 = E_1(\xi, t; z), E_2 = E_2(\xi, t; z) \) are defined in (A.5) and (A.5) respectively, and \( K = K(k), K' = K(k') \) are the complete elliptic integrals in (A.1).

The eigenvalue of the linearized mKdV equation (45) shows that cn-type solutions of the focusing mKdV equation are not spectrally stable with respect to any perturbations. In such a case, we want to consider whether suitable perturbations exist such that the cn-type solutions under these perturbations are spectrally stable. To study the spectral stability of elliptic function solutions, we introduce perturbations of the stationary solution

\[ v(\xi, t) = u(\xi) + \epsilon w(\xi, t) + O(\epsilon^2), \]

where \( \epsilon \) is a small parameter and \( w(\xi, t) \) is a real-valued function of \( (\xi, t) \in \mathbb{R}^2 \). Plugging (7) into (5) and considering the first-order term of \( \epsilon \), we obtain the linearized equation

\[ \partial_t w = -\partial^3 w + 2s_2\partial_x w - 6u^2\partial_x w - 12u^2\partial_\xi w, \]

where \( u \equiv u(\xi) \) denotes the elliptic function solution (3) and \( w \equiv w(\xi, t) \). Since equation (8) is autonomous in time, we can decompose \( w(\xi, t) \) into the following form

\[ w(\xi, t) = W(\xi) \exp(\Omega t) + W^*(\xi) \exp(-\Omega^* t), \]

by separating variables. Then, we obtain the linearized spectral problem of equation (8):

\[ \partial_\xi(-\partial^2 + 2s_2 - 6u^2)W = \mathcal{J} \mathcal{L} W = \Omega W, \quad W(\xi) \in C^1_0(\mathbb{R}), \]
Theorem 3. The spectral stability of the cnoidal wave solutions for the mKdV equation could be divided into the following two categories:

- If $\frac{2E(k)}{K(k)} \geq 1$, i.e., $k \leq \tilde{k} \approx 0.9089$, the cn-type solutions are spectrally stable with respect to perturbations of period $2PT$, where $P \leq \frac{\pi}{\pi + \text{M}(z_c)}$ and $z_c$ satisfies the condition in Proposition 5.
- If $\frac{2E(k)}{K(k)} < 1$, the cn-type solutions are co-periodic subharmonic stable and have no other subharmonic perturbations.

Based on the results of spectral stability, we further study the orbital stability of the above elliptic function solutions in a suitable function space.

\[ J = \partial_x, \mathcal{L} = -\partial_x^2 + 2s_2 - 6u^2, \Omega \in \mathbb{C}, \text{ and } C^0_b(\mathbb{R}) \text{ denotes the space of bounded continuous functions on the real line. The spectrum is defined as} \]
\[ (11) \quad \sigma(\mathcal{J}\mathcal{L}) := \{ \Omega \in \mathbb{C} | W(\xi) \in C^0_b(\mathbb{R}) \}. \]

Due to the Hamiltonian structure of the spectrum \[12\], an elliptic function solution $u$ is spectrally stable with respect to perturbations in $C^0_b(\mathbb{R})$ if $\sigma(\mathcal{J}\mathcal{L}) \subset i\mathbb{R}$. Then, the definition of spectral stability is given as follows:

**Definition 1.** An elliptic function solution $u(\xi)$ is spectrally stable to perturbations $w(\xi,t)$ in $C^0_b(\mathbb{R})$, where $w(\xi,t) = W(\xi) \exp(i\Omega t) + W^*(\xi) \exp(i\Omega^* t)$, if $\Omega \in i\mathbb{R}$. In brief, the stability spectrum is defined as $\sigma(\mathcal{J}\mathcal{L}) \subset i\mathbb{R}$, where $\sigma(\mathcal{J}\mathcal{L})$ is defined in \(11\).

Based on the MSW method, we get the squared eigenfunction $W(\xi)$, which could be used to gain all solutions of equation \(10\) in Lemma 3. As Deconinck and Kapitula pointed out in \[29\], the spectrum of the focusing mKdV equation is no longer confined to the real axis, which makes the detailed analysis of the bounded eigenfunctions more difficult. To overcome this difficulty, we use theta functions to express the squared eigenfunction $W(\xi)$, which converts the problem of analyzing bounded functions into studying the Zeta function. For the stability analysis, we just consider the bounded function $W(\xi)$ which implies that the real part of the exponent of the function $W(\xi)$ is zero, i.e., $z$ must satisfy \(74\). Combining \(75\) with \(6\), this relationship on $z$ is equivalent to

\[ (12) \quad Q := \{ z \in \mathbb{C} | \Re(I(z)) = 0, z \in S \}, \]

where $S$ is defined by \(30\) and $I(z)$ is given by \(76\). Then, we get the consequence for the spectral stability.

**Theorem 2.** The dn-type solutions of the mKdV equation \(5\) are spectrally stable.

Since the relationship between spectral parameter $\lambda$ of the Lax pair and eigenvalue $\Omega$ in the linearized spectral problem \(10\) is different from the one in the focusing NLS equation, we get the following distinct stability criterion. For the dn-type solutions of the mKdV equation, the square of the eigenvalue could be represented by a cubic polynomial of the variable $\lambda^2$:

\[ (13) \quad \Omega^2 = -64\lambda^2(\lambda^2 - \lambda_1^2)(\lambda^2 - \lambda_2^2). \]

Thus, when $0 < \Re(\lambda_1) < \Re(\lambda) < \Re(\lambda_2)$ with $\lambda \in i\mathbb{R}$, it follows $\Omega \in i\mathbb{R}$. For the NLS equation, in view of \[31\], the relationship between $\Omega$ and $\lambda$ is

\[ (14) \quad \Omega^2 = -(\lambda^2 - \lambda_1^2)(\lambda^2 - \lambda_2^2), \]

with $\lambda_1, \lambda_2 \in i\mathbb{R}$ and $0 < \Re(\lambda_1) < \Re(\lambda_2)$, which implies $\Omega \in \mathbb{R}$, $\Re(\lambda_1) < \Re(\lambda) < \Re(\lambda_2), \lambda \in i\mathbb{R}$. Therefore, we can conclude that the dn-type solutions of the mKdV equation are spectrally stable but unstable for the NLS equation.

For the cn-type solutions, we mainly consider the spectral stability with respect to the subharmonic perturbations. The value of modulus $k$ divides the spectral problem into two different types, proved in Proposition 5. One is that the spectral curve of $z$ intersects with the real axis, and the other is that the spectral curve of $z$ intersects with the imaginary axis. Especially, we use Figure 3 and Figure 4 to illustrate the above two conditions. Based on the different requirements of the spectral curve, we get the following theorem of the spectral stability.

**Theorem 3.** The spectral stability of the cnoidal wave solutions for the mKdV equation could be divided into the following two categories:

- If $\frac{2E(k)}{K(k)} \geq 1$, i.e., $k \leq \tilde{k} \approx 0.9089$, the cn-type solutions are spectrally stable with respect to perturbations of period $2PT$, where $P \leq \frac{\pi}{\pi + \text{M}(z_c)}$ and $z_c$ satisfies the condition in Proposition 5.
- If $\frac{2E(k)}{K(k)} < 1$, the cn-type solutions are co-periodic subharmonic stable and have no other subharmonic perturbations.

Based on the results of spectral stability, we further study the orbital stability of the above elliptic function solutions in a suitable function space.
The elliptic function solution \( u(\xi) \) of the mKdV equation is orbitally stable with respect to perturbations in a Hilbert space \( X \) if for any solution \( v(\xi,t) \) of the mKdV equation and any given \( \epsilon > 0 \), there exists \( \delta > 0 \) satisfying
\[
\| v(\xi,0) - T(\gamma(0))u(\xi) \|_X \leq \delta,
\]
such that
\[
\max_{t \in \mathbb{R}} \inf_{\gamma \in \mathbb{R}} \| v(\xi,t) - T(\gamma(t))u(\xi,t) \|_X \leq \epsilon,
\]
where \( \| \cdot \| \) denotes the norm obtained through \( \langle \cdot , \cdot \rangle \) in the space \( X \) and the operator \( T(\gamma(t)) \) is defined here as
\[
T(\gamma(t))u(\xi) \equiv u(\xi + \gamma(t)).
\]

In this paper, we mainly consider two Hilbert spaces \( H^1([-PT,PT]) \) and \( H^2([-PT,PT]) \). For any conserved quantities \( H_i \) in the mKdV hierarchy, the corresponding operator \( L_i \) and Krein signature \( K_i(z) \) are defined in Definition 5. Then, we obtain Lemma 9 and Lemma 10 which will help us to establish the proof of the orbital stability. With the aid of methods in \([40,41,47]\), we provide an orbital stability analysis and come to the following theorems.

**Theorem 4.** If the cn-type solutions \( u(\xi) \) are spectrally stable with respect to perturbations of period \( 2PT, P \in \mathbb{Z}_+ \) and \( P < \frac{\pi}{\pi + M(z^2)} \), then they are orbitally stable in the space \( H^2_{per}([-PT,PT]) \).

**Theorem 5.** The dn-type solutions \( u(\xi) \) are orbitally stable in the space \( H^2_{per}([-PT,PT]), P \in \mathbb{Z}_+ \).

For the integrable equations, a particular feature is that there exist abundant exact solutions with diverse dynamics. We will provide some exact solutions to describe the stable and unstable dynamics. Based on the Darboux-Bäcklund transformation, we construct breather solutions \( u^{[1]}(\xi,t) \) and \( u^{[2]}(\xi,t) \) corresponding to the parameter \( \lambda \). For the dn-type solutions, we study the linearly unstable dynamics for the cn-type solutions as \( t \to \pm \infty \), the function \( u^{[2]}(\xi,t) \) could be regarded as a translation of \( u(\xi) \) in \([3]\).

\[
(15) \quad \| v(\xi,0) - T(\gamma(0))u(\xi) \|_X \leq \delta,
\]

\[
(16) \quad \max_{t \in \mathbb{R}} \inf_{\gamma \in \mathbb{R}} \| v(\xi,t) - T(\gamma(t))u(\xi,t) \|_X \leq \epsilon,
\]

where \( \| \cdot \| \) denotes the norm obtained through \( \langle \cdot , \cdot \rangle \) in the space \( X \) and the operator \( T(\gamma(t)) \) is defined here as
\[
T(\gamma(t))u(\xi) \equiv u(\xi + \gamma(t)).
\]
1.3 Outline for this work

The organization of this work is as follows. In Section 2, using the effective integration method \[43\,\,44\,\,64\], we obtain the elliptic function solutions of the mKdV equation and the fundamental solutions for the corresponding Lax pair. With the aid of the theory of theta functions, the Jacobi elliptic solutions can be rewritten by theta functions. In Section 3 we study the linearized spectral problem of the focusing mKdV equation by using the squared eigenfunctions and analyze the spectral stability of the periodic waves with respect to subharmonic perturbations. In Section 4 based on the spectrally stable condition, we further prove the orbital stability of periodic waves in a proper functional space. In Section 5 based on the Darboux-B"acklund transformation, we construct breather solutions to exhibit the stable or unstable dynamics of the mKdV equation.

2 Elliptic function solutions of the mKdV equation and its Lax pair

In this section, we aim to get the elliptic function solutions of the mKdV equation and the fundamental solutions of the corresponding Lax pair by using the algebraic geometry method \[9\] and effective integration method \[43\,\,44\,\,64\]. More basic theories and methods are mentioned in the references \[35\,\,65\]. Under the condition of the genus-1 case, we obtain the elliptic function solutions of the focusing mKdV equation by the effective integration technique. And then, the solutions of the Lax pair are represented by theta functions for the uniform parameter $z$.

Matrices $U(\lambda; u)$ and $V(\lambda; u)$ defined in Lax pair (1) satisfy the following symmetric properties:

\begin{equation}
\Phi^\dagger(\lambda^*; u) = -\Phi(\lambda; u), \quad \Phi^\dagger(-\lambda; u) = -\Phi(\lambda; u), \quad \Phi^\dagger(-\lambda; u) = -\Phi(\lambda; u),
\end{equation}

by which we deduce that if $\Phi(x, t; \lambda)$ is a solution of (1), matrices $\Phi^\dagger(x, t; \lambda^*)$ and $\sigma_2 \Phi(x, t; \lambda)^\dagger \sigma_2^\dagger$ are both the solutions of the adjoint Lax pair:

\begin{equation}
\Psi_x(x, t; \lambda) = -\Psi(x, t; \lambda) U(\lambda; u), \quad \Psi_t(x, t; \lambda) = \Psi(x, t; \lambda) V(\lambda; u).
\end{equation}

Combining Lax pair (1) with its adjoint form (21), we can verify that the matrix function

\begin{equation}
L(x, t; \lambda) := \frac{1}{2} \Phi(x, t; \lambda) \sigma_3 \sigma_2 \Phi(x, t; \lambda)^\dagger \sigma_2^\dagger,
\end{equation}

satisfies the stationary zero curvature equations

\begin{equation}
L_x(x, t; \lambda) = [U(\lambda; u), L(x, t; \lambda)], \quad L_t(x, t; \lambda) = [V(\lambda; u), L(x, t; \lambda)].
\end{equation}

The compatibility condition of the above equations (23), $L_{xt}(x, t; \lambda) = L_{tx}(x, t; \lambda)$, also yields the mKdV equation.

Suppose the function matrices

\begin{equation}
\Phi(x, t; \lambda) := \begin{bmatrix} \phi_1(x, t; \lambda) & \phi_2(x, t; \lambda) \\ \psi_1(x, t; \lambda) & \psi_2(x, t; \lambda) \end{bmatrix}, \quad \text{and} \quad L(x, t; \lambda) := \begin{bmatrix} -f(x, t; \lambda) & g(x, t; \lambda) \\ h(x, t; \lambda) & f(x, t; \lambda) \end{bmatrix},
\end{equation}

satisfy the Lax pair (1) and the stationary zero curvature equation (23), respectively. We aim to calculate the exact expression of matrix function $L(x, t; \lambda)$. For the genes-1 case, we assume that $L(x, t; \lambda)$ is a quadratic polynomial of $\lambda$: $L(x, t; \lambda) = L_0(x, t) \lambda^2 + L_1(x, t) \lambda + L_2(x, t)$. Inserting this ansatz into equation (23) and comparing the coefficients of $\lambda$, we obtain

\begin{equation}
L(x, t; \lambda) = -i (a_0 \lambda + a_1) U(\lambda; u) - \frac{a_0}{2} \sigma_3 \left(Q^2 - Q_x\right) - a_2 \sigma_3,
\end{equation}

where $a_i \in \mathbb{R}, i = 0, 1, 2$, and matrices $Q$ and $U(\lambda; u)$ are defined in equation (2). Furthermore, we get $a_1 = 0$ and

\begin{equation}
a_0 u_t + 4a_2 u_x = 0.
\end{equation}

Without loss of generality, we can set $a_0 = 1$. The determinant of $L(x, t; \lambda)$ is given by

\begin{equation}
\det(L(x, t; \lambda)) = -f(x, t; \lambda)^2 - g(x, t; \lambda) h(x, t; \lambda) = -\lambda^4 - s_1 \lambda^3 - s_2 \lambda^2 - s_3 \lambda - s_4 \equiv P(\lambda).
\end{equation}
Comparing the coefficients of the det(L(x,t;λ)), we obtain

\[ s_1 = 0, \quad a_2 = \frac{1}{2}s_2, \quad \frac{s_3}{\mu^2} = \mu - \mu = 0, \quad \mu^2 = \frac{R(u)}{4u^2}, \]

where \( \mu := -\frac{i}{2}(\ln u)_x \) and \( R(u) = (u^2 - s_2)^2 - 4s_4 \). From equation (27) and the definition of \( \mu \), it follows

\[ u_t = -4a_2u_x = -2s_2u_x = -2s_2\sqrt{-R(u)}. \]

Under the transformation (4), equation (28) can be reduced to

\[ u_x = \sqrt{-R(u)}. \]

Then we have the following proposition:

**Proposition 1.** The modulus square of elliptic function solutions of equation (5) could be represented as

\[ u^2(\xi) = k^2\alpha^2(sn^2(K + 2il) - sn^2(\alpha\xi)), \quad l = 0 \text{ or } \frac{K'}{2}, \]

where the modulus \( k = \sqrt{\frac{u_1 - u_2}{u_3 - u_1}}, \) \( \alpha^2 = u_3 - u_1, \) and \( u_{1,2,3} \) can be parameterized by

\[ u_1 = -\alpha^2dn^2(K + 2il), \quad u_2 = -k^2\alpha^2cn^2(K + 2il), \quad u_3 = k^2\alpha^2sn^2(K + 2il). \]

**Proof.** Squaring equation (29) and multiplying both sides by \( u^2 \), we obtain

\[ \left( (u^2)_x \right)^2 = -4(u^2)^3 + 8s_2(u^2)^2 + 4(4s_4 - s_3^2)u^2 = -4(u^2 - u_1)(u^2 - u_2)(u^2 - u_3), \]

where \( u_1, u_2, \) and \( u_3 \) are given by (31). When \( \alpha > 0, l \in [0, \frac{K'}{2}], k \in (0,1), \) the range of parameters (31) is \( u_1 \leq 0 < u_2 < u_3 \). Furthermore, we show the equivalence between the triple tuples \((u_1, u_2, u_3)\) and the one \((\alpha, k, l)\) in Remark 1. Comparing the coefficients of equation (32) with respect to \( u^2 \), we get \( s_2 = \frac{1}{2}(u_1 + u_2 + u_3), u_1 = 0 \) or \( u_2 = 0 \), i.e., \( l = \frac{K'}{2} \) or \( l = 0 \). Thus, by the Jacobi elliptic function theory, the solution for equation (32) is given by function \( k^2\alpha^2(sn^2(K + 2il) - sn^2(\alpha\xi)) \). Thus, by the elliptic function theory, the solution for equation (32) is given by (30). \( \square \)

**Remark 1.** There is a one-to-one correspondence between the triple tuples \((u_1, u_2, u_3)\) and \((\alpha, k, l)\), where \( u_1 \leq 0 \leq u_2 < u_3 \) and \((\alpha, k, l)\) is in the region \( \{ (\alpha, k, l)| \alpha > 0, 0 < k < 1, 0 \leq l \leq \frac{K'}{2} \} \). Based on the inverse function theorem, we only need to verify the non-degenerate for the Jacobian matrix of \((\alpha, k, l)\). Actually, by derivative formulas of the Jacobi elliptic functions with respect to variable \( z \), the Jacobian matrix between the triple tuples \((u_1, u_2, u_3)\) and \((\alpha, k, l)\) is

\[ \frac{\partial(u_1, u_2, u_3)}{\partial(\alpha, k, l)} = 16i\alpha^6k^3scd(K + 2il), \quad scd(\cdots) := sn(\cdots)cn(\cdots)dn(\cdots), \]

which is non-degenerate for any \( \alpha > 0, k \in (0,1) \) and \( l \in (0, \frac{K'}{2}) \).

Under the coordinate transformation \( \xi \), the solution matrix \( F(x,t;\lambda) \) and the matrix \( L(x,t;\lambda) \) turn to:

\[ \Phi(\xi, t; \lambda) = \begin{bmatrix} \phi_1(\xi, t; \lambda) & \phi_2(\xi, t; \lambda) \\ \phi_1(\xi, t; \lambda) & \phi_2(\xi, t; \lambda) \end{bmatrix}, \quad L(\xi, t; \lambda) = \begin{bmatrix} -f(\xi, t; \lambda) & \phi(\xi, t; \lambda) \\ h(\xi, t; \lambda) & f(\xi, t; \lambda) \end{bmatrix}, \]

where

\[ f(\xi, t; \lambda) = \lambda^2 + \frac{s_2}{2} - \frac{1}{2}u^2, \quad \phi(\xi, t; \lambda) = -iu(\lambda - \mu), \quad h(\xi, t; \lambda) = iu(\lambda + \mu), \quad \mu = -\frac{i}{2}(\ln u)\xi. \]

The Lax pair with respect to parameters \( \xi \) and \( t \) are

\[ \Phi(\xi, t; \lambda) = U(\lambda; u)\Phi(\xi, t; \lambda), \quad \Phi_\xi(\xi, t; \lambda) = V(\lambda; u)\Phi(\xi, t; \lambda), \quad V(\lambda; u) := V(\lambda; u) + 2s_2U(\lambda; u). \]

Now, we proceed to obtain the solutions of the Lax pair (36). Firstly, we consider the eigenvalue of \( L(\xi, t; \lambda) \). Set the determinant of \( L(\xi, t; \lambda) \) to be \( -y^2 \), i.e., \( y^2 = f^2(\xi, t; \lambda) + \phi(\xi, t; \lambda)h(\xi, t; \lambda), \) and then \( \pm y \) are the eigenvalues of the matrix function \( L(\xi, t; \lambda) \). Considering the eigenvector of \( L(\xi, t; \lambda) \), we get the following lemma:
Lemma 1. The linear spaces span \( \{(1, r_1(\xi, t; \lambda))^\top\} \) and span \( \{(1, r_2(\xi, t; \lambda))^\top\} \) are the kernels of matrices \( L(\xi, t; \lambda) - yI \) and \( L(\xi, t; \lambda) + yI \), respectively, where

\[
(37) \quad r_1(\xi, t; \lambda) = \frac{f(\xi, t; \lambda) + y}{g(\xi, t; \lambda)} = \frac{h(\xi, t; \lambda)}{y - f(\xi, t; \lambda)}, \quad r_2(\xi, t; \lambda) = \frac{f(\xi, t; \lambda) - y}{g(\xi, t; \lambda)} = \frac{-h(\xi, t; \lambda)}{y + f(\xi, t; \lambda)}.
\]

In addition, the linear spaces span \( \{\Phi_1(\xi, t; \lambda)\} \) and span \( \{\Phi_2(\xi, t; \lambda)\} \) are also the kernels of matrices \( L(\xi, t; \lambda) - yI \) and \( L(\xi, t; \lambda) + yI \) respectively, where

\[
(38) \quad \begin{bmatrix}
\Phi_1(\xi, t; \lambda) & \Phi_2(\xi, t; \lambda)
\end{bmatrix} := \Phi(\xi, t; \lambda)
\begin{bmatrix}
1 & 1 \\
r_1(0, 0; \lambda) & r_2(0, 0; \lambda)
\end{bmatrix},
\]

and the matrix function \( \Phi(\xi, t; \lambda) \) is the fundamental solution of Lax pair \((36)\) with \( \Phi(0, 0; \lambda) = I \).

Proof. By the definition of function \( r_1(\xi, t; \lambda) \) in \((37)\), it is easy to verify that span \( \{(1, r_1(\xi, t; \lambda))^\top\} \) is the kernel of matrix \( L(\xi, t; \lambda) - yI \) and span \( \{(1, r_2(\xi, t; \lambda))^\top\} \) is the kernel of matrix \( L(\xi, t; \lambda) + yI \). If \( \Phi(\xi, t; \lambda) \) is a solution of Lax pair \((36)\), then the matrix \( L(\xi, t; \lambda)\Phi(\xi, t; \lambda) \) is a solution of Lax pair \((36)\). On the other hand, the matrix function \( \Phi(\xi, t; \lambda)L(0, 0; \lambda) \) is also the solution of Lax pair \((36)\). The solutions \( \Phi(\xi, t; \lambda)L(0, 0; \lambda) \) and \( L(\xi, t; \lambda)\Phi(\xi, t; \lambda) \) share the same initial condition at \( (\xi, t) = (0, 0) \), since \( \Phi(0, 0; \lambda) = I \). By the uniqueness and existence theorem of the ordinary differential equation, we get \( \Phi(\xi, t; \lambda)L(0, 0; \lambda) = L(\xi, t; \lambda)\Phi(\xi, t; \lambda) \). Then, the vector \( \Phi(\xi, t; \lambda)
\begin{bmatrix}
1 \\
r_1(0, 0; \lambda)
\end{bmatrix} \)
the kernel of \( L(\xi, t; \lambda) - yI \), and the vector \( \Phi(\xi, t; \lambda)
\begin{bmatrix}
1 \\
r_2(0, 0; \lambda)
\end{bmatrix} \)
the kernel of \( L(\xi, t; \lambda) + yI \). We could refer to \([35, 53]\) for the detailed calculation.

Since both vectors \( \{(1, r_1(\xi, t; \lambda))^\top\} \) and \( \{\Phi_1(\xi, t; \lambda)\} \) are the kernels of matrices \( L(\xi, t; \lambda) - yI \) in Lemma \([1]\) we obtain

\[
(39) \quad r_i(\xi, t; \lambda) = \frac{\psi_i(\xi, t; \lambda)}{\Phi_1(\xi, t; \lambda)}, \quad i = 1, 2.
\]

So \( \phi_i = \Phi_i(\xi, t; \lambda) \), \( i = 1, 2 \), can be derived from the equations:

\[
(40) \quad \phi_{i, \xi} = -i\lambda \phi_i + ur_i \phi_i, \quad \phi_{i, t} = (2i\lambda u^2 - 4i\lambda^3 - 2i\lambda \xi) \phi_i + (2s_2u - 2u^3 - u\xi^2 + 4\lambda^2 u + 2\lambda u \xi) r_i \phi_i,
\]

Combining the first equation of functions \( r_{1,2}(\xi, t; \lambda) \) in \((37)\) with the equation \((40)\), we obtain functions \( \phi_{1,2} \):

\[
(41) \quad \phi_1(\xi, t) = \sqrt{\frac{u^2(\xi) - \beta_1}{u^2(0) - \beta_1}} \exp(\theta_1), \quad \phi_2(\xi, t) = \sqrt{\frac{u^2(\xi) - \beta_2}{u^2(0) - \beta_2}} \exp(\theta_2),
\]

where \( \phi_{1,2}(0, 0) = 1 \) and

\[
(42) \quad \beta_{1,2} = 2\lambda^2 + s_2 + 2y, \quad \theta_{1,2} = \int_0^\xi \frac{2i\lambda \beta_i}{u^2(s) - \beta_i} ds + i\lambda \xi \pm 4i\lambda yt.
\]

Considering the second equation of function \( r_{1,2}(\xi, t; \lambda) \) in \((37)\) and equation \((40)\), we obtain

\[
(43) \quad \psi_1(\xi, t) = \psi_1(0, 0) \sqrt{\frac{u^2(\xi) - \beta_2}{u^2(0) - \beta_2}} \exp(-\theta_2), \quad \psi_2(\xi, t) = \psi_2(0, 0) \sqrt{\frac{u^2(\xi) - \beta_1}{u^2(0) - \beta_1}} \exp(-\theta_1),
\]

where \( \psi_1(0, 0) = -\sqrt{\frac{u^2(0) - \beta_2}{u^2(0) - \beta_1}} \) and \( \psi_2(0, 0) = -\sqrt{\frac{u^2(0) - \beta_1}{u^2(0) - \beta_2}} \). We get the following theorem by ignoring the constant factors of vector solutions.

Theorem 6. A fundamental solution of Lax pair \((1)\) is given by

\[
(44) \quad \Phi(x, t; \lambda) = \begin{bmatrix}
\sqrt{\frac{u^2(\xi) - \beta_1}{u^2(0) - \beta_1}} \exp(\theta_1) & \sqrt{u^2(\xi) - \beta_2} \exp(\theta_2) \\
-\sqrt{u^2(\xi) - \beta_1} \exp(-\theta_2) & -\sqrt{\frac{u^2(0) - \beta_1}{u^2(0) - \beta_2}} \exp(-\theta_1)
\end{bmatrix},
\]

where \( \xi = x - 2s_2t, \beta_{1,2} \) and \( \theta_{1,2} \) are defined in equation \((42)\).
In what follows, we aim to use theta functions to represent solutions \( u, \phi_i, \psi_i, \ i = 1, 2 \). Taking the derivative of the second equation of (35) with respect to \( \xi \) yields \( g_x = -iu_2(\lambda - \mu) + iu_\mu \). Setting \( \lambda = \mu \), we obtain \( g_x = iu\mu \) and \( g_x^2 = -2i\lambda^2 + 2uf \) by utilizing the stationary zero curvature equation of the matrix \( L(\xi, t; \lambda) \), which implies \( \mu = -2i\lambda \). It follows from (26) that

\[
(\mu^2_x)^2 = -4f^2 = 4P(\mu), \quad \text{and} \quad -y^2 = P(\lambda) = -\prod_{i=1}^{4}(\lambda - \lambda_i),
\]

which means that the algebraic curve with genus one can be parameterized by the uniformization variable \( z \):

\[
y(z) = \frac{a}{2} \frac{d}{dz} \mu \left( \frac{i(z - l)}{\alpha} \right), \quad \text{and} \quad \lambda(z) = \mu \left( \frac{i(z - l)}{\alpha} \right),
\]

where \( l = 0 \) or \( l = \frac{K'}{2} \). Then, we establish the conformal map (in Appendix B) between \( \lambda \)-plane and \( z \)-plane by the following proposition.

**Proposition 2.** The function \( \lambda(z) \):

- (47a) \( \lambda(z) = \frac{iak^2}{2} \text{sn}(i(z - l)) \text{cd}(i(z - l)), \quad l = 0 \),
- (47b) \( \lambda(z) = \frac{iak^2}{2} \text{sn}(i(z - l)) \text{cd}(i(z - l)), \quad l = \frac{K'}{2} \),

constructs the conformal mapping, which maps the rectangle in \( z \)-plane onto a whole \( \lambda \)-plane with two cuts.

**Proof.** By the definition of \( \mu := -\frac{1}{2}(\ln u)_{\xi} \) and solution (3), we get

\[
(48) \quad \mu(\xi) = \frac{\text{idn}(a\xi)\text{tn}(a\xi)}{2}, \quad \text{and} \quad \mu(\xi) = \frac{\text{idn}(a\xi)\text{cd}(a\xi)}{2},
\]

with solutions \( u = \frac{\alpha k}{2}(z - l) \) and \( u = \frac{\alpha k}{2}(z - l) \), respectively. Moreover, by (45) and (46), we get (47) and the elliptic integral

\[
(49) \quad z(\lambda) - l = \frac{a}{2} \int_{0}^{\lambda} \frac{d\xi}{\sqrt{(s^2 - \lambda_1^2)(s^2 - \lambda_2^2)}}, \quad l = 0, \quad z(\lambda) - l = \frac{a}{2} \int_{0}^{\lambda} \frac{d\xi}{\sqrt{(s^2 - \lambda_1^2)(s^2 - \lambda_3^2)}}, \quad l = \frac{K'}{2},
\]

where \( \lambda_1 = \frac{ik}{2}(k - iK'), \lambda_2 = \frac{ik^2}{2(1 + K')}, \lambda_3 = \frac{ia(1 + K')}{2} \). Lemma B.2 shows that \( z(\lambda) \) is a conformal mapping that maps the upper half plane onto the rectangle \([-\frac{ik}{2}, \frac{ik}{2}] \times [0, K']\) (refer to Figure 10 in Appendix B). Since \( \lambda(z) \) is the inverse function of \( z(\lambda) \), we can prove that \( \lambda(z) \) is a conformal mapping that maps the rectangle \([-\frac{ik}{2}, \frac{ik}{2}] \times [0, K']\) onto a whole plane with cuts connecting the points \( \lambda_i \).

Therefore, by the above analysis, we need to consider the \( z \)-region:

\[
(50) \quad S := \left\{ z \in \mathbb{C} \bigg| -K' + l \leq \Re(z) \leq K' + l, -\frac{K}{2} \leq \Im(z) \leq \frac{K}{2} \right\}.
\]

**Remark 2.** For \( l = 0 \) or \( \frac{K}{2} \), the function \( \lambda^2(z) \) could be written in a uniform form

\[
(51) \quad \lambda^2(z) = \frac{\alpha^2}{4} \left( \text{dn}^2(K + 2i\lambda) + 2 + \text{dn}^2(i(z - l)) + \text{dn}^2(i(z + l) + K + iK') \right).
\]

**Lemma 2.** For \( l = 0 \) or \( \frac{K}{2} \), we can get the following representation:

\[
u^2 - \beta_1 = \frac{\alpha^2 \eta^2 \phi^2 \psi (i(z - l) - a^2)}{2K} \phi_1 (i(z - l) + a^2) \psi_1 (i(z + l) - a^2) \psi_3 (i(z + l) + a^2), \quad u^2 - \beta_2 = \frac{\alpha^2 \eta^2 \phi^2 \psi (i(z + l) - a^2)}{2K} \phi_1 (i(z + l) + a^2) \psi_1 (i(z + l) + a^2) \psi_3 (i(z + l) + a^2).
\]

**Proof.** It is easy to verify \( 4i\lambda \beta_1^2 = -4(\beta_1 - u_1)(\beta_1 - u_2)(\beta_1 - u_3) \) by (26), (32), and (45). Combining (26), (27), (45) together with (46), we obtain \( 2\lambda \beta_1 = 2\lambda(2\lambda^2 + s_2 - 2\gamma) = 2\gamma (\frac{d\psi}{dz} - 2\lambda) = \alpha \frac{d\psi}{dz} (y(z) - \lambda^2(z)). \)

Furthermore, we have \(-4\lambda \beta_1 = -\alpha \beta_1 z \) and then \( -i\alpha \beta_1 z = -4(\beta_1 - u_1)(\beta_1 - u_2)(\beta_1 - u_3) \) holds. By (32),...
we know $\beta_1 = a^2 k^2 (sn^2(K + 2il) - sn^2(i(z - c)))$, where $c \in \mathbb{C}$ is an undetermined constant. Combining (46) with (51), we substitute $z = 0$ into them and obtain $\beta_1 = 2\lambda^2 + s_2 = 2y = a^2 k^2 (sn^2(K + 2il) - sn^2(iil))$, which implies $c = l$. From the existence and uniqueness theorem of the ordinary differential equation, we get $\beta_1 = a^2 k^2 (sn^2(K + 2il) - sn^2(i(z - l)))$. Based on $-4\lambda \beta_1 = a \beta_{1,z}$, we have $2\lambda \beta_1 = \frac{4}{\alpha} \beta_{1,z} = ia^3 k^2scd(i(z - l))$, where $scd(z)$ is defined in (53). By solution (30), the following equation holds:

$$u^2 - \beta_1 = a^2 k^2 \left( sn^2(i(z - l)) - sn^2(\alpha z) \right).$$

Similarly, we obtain $\beta_2 = a^2 k^2 (sn^2(K + 2il) - sn^2(i(z + l) + K + ik'))$, $2\lambda \beta_2 = -ia^3 k^2scd(i(z + l) + K + ik')$ and

$$u^2 - \beta_2 = a^2 k^2 \left( sn^2(i(z + l) + K + ik') - sn^2(\alpha z) \right).$$

Then, we use theta functions to represent functions (52) and (53), which are double periodic meromorphic functions with respect to variable $\xi$ having the period $\frac{2k}{a}, \frac{1}{a}$. So we merely analyze functions in the periodic area $\xi \in [-\frac{K}{a}, \frac{K}{a}] \times [0, \frac{K}{a}]$. We first consider function (52). Rewriting it as $(sn(i(z - l)) - sn(\alpha z))(sn(i(z + l)) + sn(\alpha z))$, we get that $\xi = \frac{i(z - l)}{a}$ are the simple zeros. And the point $\xi = -iK'$ is the double pole. Then we have $sn^2(i(z - l)) - sn^2(\alpha z) = C_1 \phi_1 \phi_2$, where $C_1$ is an undetermined constant. Plugging $\xi = 0$ in the above equation, we get $C_1 = \frac{\phi_2^2}{\phi_1^2}$. Similarly, we could express the function $u^2 - \beta_2$ in terms of theta functions. Then, Lemma 2 holds.

By (52) and (53), the shift formula of Jacobi theta functions [8] p.86, the translation formulas between Jacobi elliptic and theta functions [8] p.83, and Lemma A.1, we obtain the exact expressions of solutions $\phi_{1,2}, \psi_{1,2}$ in (44)

$$\phi_1 = \alpha \frac{\partial_2 \partial_4 \partial_1 \left( (i(z - l) - a\xi) \right)}{\partial_3 \partial_5 \partial_4 \left( \frac{2K}{a} \right)} E_1(\xi, t; z), \quad \phi_2 = \alpha \frac{\partial_2 \partial_4 \partial_3 \left( (i(z - l) + a\xi) \right)}{\partial_3 \partial_5 \partial_4 \left( \frac{2K}{a} \right)} E_2(\xi, t; z),$$

where

$$E_1(\xi, t; z) = e^{(aZ(i(z - l)) + \mu)\xi + iy_\lambda t}, \quad E_2(\xi, t; z) = e^{-(aZ(i(z - l)) + \mu)\xi - iy_\lambda t}.$$
calculations by replacing the conversion formulas and the additional formulas of theta functions with the Jacobi elliptic function theory by analyzing poles and zeros.

### 3 Spectral stability analysis

In this section, we mainly focus on the linear stability analysis of the mKdV equation. We rewrite Lax pair (56) as the spectral problem

\[(59)\]

\[
\begin{bmatrix}
i\partial_{\xi} & -iu, \\
-iu & -i\partial_{\xi}
\end{bmatrix} \Phi = \lambda \Phi.
\]

We define the set of all \(\lambda\) such that Lax pair (56) has bounded solutions as the Lax spectrum \(\sigma(L)\) in \([32, 33]\). Since the problem is not self-adjoint, therefore \(\lambda\) is not confined to the real axis (i.e., \(\sigma(L) \notin \mathbb{R}\)), which is a main stumbling block to examining the stability of the focusing mKdV equation [31]. To overcome it, we turn to study the uniform variable \(z\) such that the perturbation \(w(\xi; t)\) is a bounded function. We define the set satisfying the above conditions as \(Q\) in (12). Based on the conformal mapping between the spectral parameter \(\lambda\) and the uniform variable \(z\), we obtain the region of the spectral parameter \(\lambda\). By the infinite-dimensional Hamiltonian structure of the spectrum [42], we know that an elliptic function solution is spectrally stable with respect to perturbations \(W(\xi) \in C^2_0(\mathbb{R})\) if \(\Omega \subset \mathbb{i}\mathbb{R}\), which is provided in Definition 1. We gain the exact expression of the function \(W(\xi)\) based on the squared-eigenfunction method. After studying the properties of the function \(W(\xi)\), we get some fundamental lemmas, which are helpful in studying the spectral stability.

**Lemma 3.** All solutions of equation (10) could be constructed from the function

\[(60)\]

\[
W(\xi) \equiv W(\xi; \Omega) = \left(\phi_1^2(\xi, t) - \psi_1^2(\xi, t)\right) \exp(-\Omega t), \quad \Omega = 8i\lambda y,
\]

where \(\phi_1\) and \(\psi_1\) are given in (34) and (44).

**Proof.** By the stationary zero curvature equation of the matrix \(L(\xi; t; \lambda)\), we get

\[g_t(\xi, t) = \left(-\partial_{\xi\xi\xi\xi} + (2s_2 - 6u^2)\partial_{\xi} - 6u_{\xi}\right) g(\xi, t) - 6u_{\xi\xi} h(\xi, t),\]

\[h_t(\xi, t) = \left(-\partial_{\xi\xi\xi\xi} + (2s_2 - 6u^2)\partial_{\xi} - 6u_{\xi}\right) h(\xi, t) - 6u_{\xi\xi} g(\xi, t),\]

where \(g(\xi, t) = \phi_1^2(\xi, t)\) and \(h(\xi, t) = -\psi_1^2(\xi, t)\), which implies that \(g(\xi, t) + h(\xi, t)\) is a solution of linearized mKdV equation (8). Combining \(g(\xi, t), h(\xi, t)\) with \(\phi_1(\xi, t), \psi_1(\xi, t)\), we could get that the function \(g(\xi, t) + h(\xi, t)\) can be decomposed by separation of variables, which implies (60). Corresponding to the dn-type and cn-type solutions, expressions \(y\) are given by

\[(62)\]

\[
\sqrt{(\lambda^2 - \lambda_1^2)(\lambda^2 - \lambda_2^2)} \quad \text{and} \quad \sqrt{(\lambda^2 - \lambda_1^2)(\lambda^2 - \lambda_3^2)},
\]

respectively, where \(\lambda_i, i = 1, 2, 3\) are given in (19).

We first consider the case of cn-type solutions. The square of \(\Omega\) could be written as

\[(63)\]

\[
\Omega^2 = (8i\lambda y)^2 = -64\lambda^2(\lambda^2 - \lambda_1^2)(\lambda^2 - \lambda_1^2).
\]

Let \(F(\lambda) = -64\lambda^2(\lambda^2 - \lambda_1^2)(\lambda^2 - \lambda_2^2) - \Omega^2\). By the resultant of the function \(F(\lambda)\) and its derivative \(F'(\lambda)\), \(R(F(\lambda), F'(\lambda)) = 0\), we obtain five different zeros of \(\Omega\): 0, ±Ω0, ±Ω̂0. And then, we prove the claims by the following three cases.

1. When \(\Omega\) satisfies \(R(F(\lambda), F'(\lambda)) \neq 0\), we get six different solutions ±\(\lambda_i, i = 1, 2, 3\) of (63). Since \(\Omega(-\lambda_i) = -8i\lambda y(\lambda_i) = -\Omega(\lambda_i), i = 1, 2, 3\), without loss of generality, we assume \(\Omega(\lambda_1) = \Omega(\lambda_2) = \Omega(\lambda_3)\) with \(\lambda_i \neq \lambda_j, i \neq j, i, j = 1, 2, 3\). Combining the equation \(\phi_1 = r_i\phi_1\) in (39) together with the function \(\phi_1\) in (44), we get that the function \(W(\xi; \Omega)\) could be written as

\[(64)\]

\[
W(\xi; \Omega) = \phi_1^2(\xi, t; \lambda)(1 - r_i^2(\xi, t; \lambda))e^{-\Omega t} = -\frac{\mu(\xi)(2\mu^2(\xi) - \beta_1 - \beta_2) + \lambda(\beta_1 - \beta_2)}{\lambda - \mu(\xi)} e^{2\phi_1 - \Omega t}.
\]
Thus, for different values of $\lambda$, the function $\lambda - \mu(\zeta)$ has different zero points in the complex $\zeta$ plane, which implies that functions $W_i(\zeta; \Omega(\hat{\lambda}_i))$, $(i = 1, 2, 3)$ have different singularity points in the complex $\zeta$ plane. So, we obtain that functions $W_i(\zeta; \Omega(\hat{\lambda}_i))$, $(i = 1, 2, 3)$ are linearly independent.

2. When $\Omega = 0$, the solutions of (63) are $0, \pm \lambda_1, \pm \lambda_1^*$. Plugging them into $W(\zeta; \Omega)$ in (60), we get five solutions with different values of $\lambda$. If $\lambda = 0 (z = 0, z \in \mathbb{S})$, we get

$$W_1(\zeta; 0) = \frac{a^2}{\bar{\theta}^2 \theta^2 \left( \frac{\alpha_2^2}{2K} \right)^2} \left( \frac{\alpha_2^2}{2K} \theta^2 \right) \left( \frac{\alpha_2^2}{2K} \theta^2 \right).$$

When $\lambda = \pm \lambda_1, \pm \lambda_1^*$, we set the corresponding function as $W_i(\zeta; 0), i = 2, 3, 4, 5$ respectively. And we can prove that $W_2(\zeta; 0)$ and $W_4(\zeta; 0)$ are linearly independent, in Lemma B.3. Moreover, we know that $\frac{\alpha_2}{K}$ is not the period of functions $W_2(\zeta; 0)$ and $W_4(\zeta; 0)$, but it is the period of function $W_1(\zeta; 0)$, which infers that functions $W_1(\zeta; 0), W_2(\zeta; 0),$ and $W_4(\zeta; 0)$ are linearly independent.

3. When $\Omega = \pm \Omega_0, \pm \Omega_0^*$, we only consider $\Omega = \Omega_0$, since the other cases can be analyzed similarly. We could set the roots of $\Omega_0 = \pm i \lambda y$ are $\hat{\lambda}_1 = \hat{\lambda}_2 \neq \hat{\lambda}_3$. The spectral problem (10) could be rewritten as

$$\begin{bmatrix} W \\ W_{\hat{\lambda}_1} \\ W_{\hat{\lambda}_2} \\ W_{\hat{\lambda}_3} \end{bmatrix} = \begin{bmatrix} 0 & 1 & 0 & 0 \\ -12u_{l_{i_{\hat\lambda}}} - \Omega & 2s_{l_{i_{\hat\lambda}}} - 6u_{l_{i_{\hat\lambda}}} & 0 & 0 \\ W_{\hat{\lambda}_1} & 0 & 1 & 0 \\ W_{\hat{\lambda}_2} & W_{\hat{\lambda}_3} & 0 & 1 \end{bmatrix} \begin{bmatrix} W \\ W_{\hat{\lambda}_1} \\ W_{\hat{\lambda}_2} \\ W_{\hat{\lambda}_3} \end{bmatrix},$$

where $W = W(\zeta; \Omega)$. Then, the fundamental solution matrix of the above differential equation is

$$W[i] = \begin{bmatrix} W_{\hat{\lambda}_1} & W_{\hat{\lambda}_2} & W_{\hat{\lambda}_3} \\ W_{1,\hat{\lambda}_1} & W_{2,\hat{\lambda}_2} & W_{3,\hat{\lambda}_3} \\ W_{1,\hat{\lambda}_2} & W_{2,\hat{\lambda}_3} & W_{3,\hat{\lambda}_1} \\
W_{1,\hat{\lambda}_3} & W_{2,\hat{\lambda}_1} & W_{3,\hat{\lambda}_2} \end{bmatrix}.$$ 

with $W[i](0; \Omega) = I$. By the Abel theorem, we get that $\det(W[i](\zeta; \Omega)) = 1$. Thus, three linearly independent solutions of (10) can be obtained by taking the limits $\Omega \to \Omega_0$: $W[i](\zeta; \Omega_0), W[i_1](\zeta; \Omega_0), W[i_2](\zeta; \Omega_0), W[i_3](\zeta; \Omega_0)$, where $W[i](\zeta; \Omega_0)$ denotes the $(i, j)$ element of $W[i](\zeta; \Omega_0)$.

Similar to the cn-type solutions, we could also find three linearly independent solutions for the dn-type solutions. Based on the above analysis, all linearly independent solutions to (10) could be constructed by $W(\zeta; \Omega)$ in (60), so all eigenfunctions of spectral problem (10) could be obtained.

In (46), (51), and (63), the function $\Omega(z)$ could be rewritten as the Jacobi elliptic function form:

$$\Omega(z) = 2i\lambda \frac{d\lambda^2(z)}{dz} = \alpha^2 \left( i^{l_{i_{\hat\lambda}}} \right) + \frac{k^2 \text{scd}(i(z - l))}{\text{cn}^4(i(z + l))},$$

where scd(z) is defined in (33).

In the reference [20, 31], the cn-type solutions of the focusing mKdV equation are not spectrally stable with respect to arbitrary perturbations (amplitude). In the following, we aim to analyze the stability property of subharmonic perturbations, which is a particular perturbation with integer times of the period for solutions.

### 3.1 Subharmonic stability analysis of the mKdV equation

The goal of this subsection is to discuss the subharmonic stability analysis of the function $W(\zeta; \Omega)$ associated with the values of functions $\Omega(z), I(z)$ and $M(z)$ defined in (68), (76), and (73), respectively. In particular, we should pay attention to the boundedness of $W(\zeta; \Omega)$.

**Definition 3.** For the elliptic function solutions $u(\zeta)$ with period $2T$, if the perturbation of this solution is $2PT$ periodic function, it is called a P-subharmonic perturbation of solution $u(\zeta)$. If the period of perturbations is the same as the solution $u(\zeta)$, we call it co-periodic perturbation.

Combining Definition 1 with Definition 3, we obtain the definition of subharmonic perturbations.
Definition 4. If the perturbation \( W(\zeta; \Omega) \) is 2PT periodic function and \( \Omega \in i\mathbb{R} \), i.e., the spectrum \( \sigma(\mathcal{L}) \) satisfies
\[
\sigma_p(\mathcal{L}) := \{ \Omega \in C | W(\zeta; \Omega) \in C_0^0(\mathbb{R}) \cap L^2([-PT, PT]) \} \subset i\mathbb{R},
\]
then the solution \( u(\zeta) \) is P-subharmonic perturbation spectrally stable.

Based on the Floquet theorem (Theorem in [30, 36]), we know that the solution \( W(\zeta; \Omega) \) in the linear homogeneous differential equation (66) are of the form \( W(\zeta; \Omega) = e^{i\eta \xi} \hat{W}(\zeta; \Omega), \hat{W}(\zeta + 2T; \Omega) = \hat{W}(\zeta; \Omega), \eta \in \mathbb{C} \), where 2\(T\) is the period of the function \( \hat{W}(\zeta; \Omega) \). Since the spectral problem (10) is equivalent to (66), every bounded solution of spectral problem (10) is of the form
\[
W(\zeta; \Omega) = e^{i\eta \xi} \hat{W}(\zeta; \Omega), \quad \hat{W}(\zeta + 2T; \Omega) = \hat{W}(\zeta; \Omega), \quad \eta \in \left[ -\frac{\pi}{2T}, \frac{\pi}{2T} \right].
\]

Based on Definition 3, for the 2PT-subharmonic perturbation problems, \( \eta \) can be defined in any interval of length \( \frac{2\pi}{2T} \), i.e.,
\[
\eta = \frac{m\pi}{2PT} + \frac{(2n + 1)}{2T} \pi, \quad m = -P, -P + 1, \cdots, P - 1, \quad \text{and} \quad n \in \mathbb{Z}.
\]
By (6), (60), and (70), we get
\[
\exp(2i\eta T) = \frac{W(\zeta + 2T; \Omega)}{W(\zeta; \Omega)} = \exp(4aZ(i(z - l))T + 4i\lambda T).
\]
And then, we define the function \( M(z) \) as
\[
M(z) := 2\eta T = -4aZ(i(z - l))T + 4i\lambda(z)T.
\]
Together with (71), the 2PT-subharmonic perturbation problems must satisfy \( M(z) = \frac{m\pi}{PT}, n \in \mathbb{Z} \).

From Lemma 3 and the spectral problem (10), we know that only when the real part of the exponent is zero, i.e.,
\[
\Re(aZ(i(z - l)) + i\lambda) = 0, \quad \text{and} \quad \Re(-aZ(i(z + l) + K + iK') + i\lambda) = 0,
\]
the solution \( W(\zeta; \Omega) \) is bounded. We find the relationship between eigenfunctions of the spectral problem and solutions of the Lax pair in Lemma 3. The linear combinations of equations in (74):
\[
\Re(aZ(i(z - l)) - aZ(i(z + l) + K + iK') + 2i\lambda) = 0 \quad \text{and} \quad \Re(aZ(i(z - l)) + aZ(i(z + l) + K + iK')) = 0,
\]
are equivalent to (74). By (44), we get that the determinant of matrix \( \Phi(\zeta, t; \lambda) \) is a constant. Together with (6), the first one of equation (75) holds. Therefore, for \( \alpha \in \mathbb{R} \), we just need to analyze \( \Re(I(z)) = 0 \), where
\[
I(z) := Z(i(z - l)) + Z(i(z + l) + K + iK').
\]
Similar to the literature [32], differentiating with respect to \( z_R, z_I \) on the curve \( \Re(I(z)) = C \), we could get the tangent vector
\[
\left( -\frac{\text{d}\Re(I)}{\text{d}z_I}, \frac{\text{d}\Re(I)}{\text{d}z_R} \right) = \left( 3(I'(z)), \Re(I'(z)) \right), \quad I'(z) := \frac{\text{d}I(z)}{\text{d}z}
\]
where \( C \) is a constant and \( z_R, z_I \) denote the real and imaginary part of \( z \) respectively. Once we find a point \( z \) satisfying \( \Re(I(z)) = 0 \), we could get a curve, in which all the points \( z \) satisfy \( \Re(I(z)) = 0 \) by the tangent vector (77). The derivative of \( I(z) \) is
\[
I'(z) = i \left( \text{dn}^2(i(z - l)) + \text{dn}^2(i(z + l) + K + iK') - \frac{2E(k)}{K(k)} \right).
\]
By (47) and the definition of \( M(z) \) in (73), we obtain \( M'(z) := \frac{\text{d}M(z)}{\text{d}z} = -2iaTI'(z) \), which implies \( M(z) = -2iaTI(z) + C, C \in \mathbb{R} \). Substituting \( z = 0 \) into the above equations, we get
\[
M(z) = -2iaTI(z) + \pi, \quad l = 0, \quad \text{and} \quad M(z) = -2iaTI(z) + 2\pi, \quad l = \frac{K'}{2}.
\]
And we consider the value \( z \) in the rectangular area \( S \), where the set \( S \) is defined in (50). Using the formulas of the Zeta function [17, p.33], we obtain that when \( l = 0 \), the periods of function \( \Re(I(z)) \) are \( 2K' \) and \( K' + iK \); when \( l = \frac{K'}{2} \), the periods of function \( \Re(I(z)) \) are \( 2K' \) and \( iK \). Thus, for any \( \tilde{z} \in \mathbb{C} \), we can find a
point \( z \in S \), such that \( \Re(I(\zeta)) = \Re(I(z)) \). For the boundedness of the function \( W(\zeta; \Omega) \), we merely need to consider the set \( Q \) defined in (12). By the expression of \( I(z) \) in (76), we get the feature about it:

**Proposition 3.** For the set \( Q \), we get the following propositions:

1. If \( Q_r = \{ z | z \in \mathbb{R}, z \in S \} \), we get \( Q \subseteq \mathbb{Q} \) and \( \Omega(z) = i \mathbb{R}, z \in Q_r \).
2. The set \( Q \) is symmetric about the line \( z = l \) and the line \( \Im(z) = 0 \).

**Proof.** (1): By the function \( I(z) \) in (76) and formulas of the Zeta function [17] p.34, for any \( z \in Q_r \), we get

\[
I^+(z) = \Re(Z(-i(z - l)) + Z(-i(z + l) + K - iK')) - Z(i(z - l)) - Z(i(z + l) + K + iK') = -I(z),
\]

which implies \( I(z) \in i \mathbb{R} \), so we get \( Q_r \subseteq \mathbb{Q} \). By (68), we obtain \( \Omega^+(z) = -\Omega(z) \), i.e., \( \Omega(z) \in i \mathbb{R} \).

(2): We set two points \( z_{1,2} = \pm \zeta + 1 \) that are symmetric about the line \( z = l \). The values of \( I(z_{1,2}) \) are

\[
I(z_1) = I(\zeta + l) = Z(i\zeta) + Z(i\zeta + K + iK' + 2il) = Z(i\zeta) + Z(i\zeta + K - iK' + 2il) + \frac{i\pi}{K},
\]

\[
I(z_2) = I(-\zeta + l) = Z(-i\zeta) + Z(-i\zeta + K + iK' + 2il) = Z(-i\zeta) - Z(i\zeta + K - iK' - 2il).
\]

Letting \( I(\zeta) \in i \mathbb{R} \), we know \( I(z_2) = -I(\zeta) + \frac{\pi}{K} \in i \mathbb{R}, I = 0 \) and \( I(z_2) = -I(\zeta) \in i \mathbb{R}, I = \frac{K}{2} \). So, we get that \( Q \) is symmetric about the line \( z = l \). By the equation

\[
I(z^*) = Z(i(z^* - l)) + Z(i(z^* + l) + K + iK') = -Z^*(i(z - l)) - Z^*(i(z + l) - K + iK') = -I^*(z),
\]

we obtain that the set \( Q \) is symmetric about the line \( \Im(z) = 0 \). \( \square \)

**Lemma 4.** Along the curve \( \Re(I(z)) = 0 \), the value of \( M(z) \) increases (decreases) in the upper half-plane, and it decreases (increases) in the lower half-plane.

**Proof.** By (79), the directional derivative of \( M(z) \) along the curve \( \Re(I(z)) = 0 \) is given by:

\[
\frac{dM(z)}{dz} \cdot (\Im(I'(z)), \Re(I'(z))) = 2\pi T \left( \frac{d\Im(I)}{dz}, \frac{d\Re(I)}{dz} \right) \cdot (\Im(I'(z)), \Re(I'(z)))
\]

\[
= 2\pi T \left( (\Im(I'(z)))^2 + (\Re(I'(z)))^2 \right),
\]

where \( z = z_R + iz_I, z_I, z_R \in \mathbb{R} \) and \( z \in Q \) in (12). Since the directional derivative of \( M(z) \) with respect to \( z \) is nonzero along the curve \( \Re(I(z)) = 0 \), the value of \( M(z) \) is increasing or decreasing. By the symmetry of the curve \( \Re(I(z)) = 0 \) in Proposition 3, we get that if the value of \( M(z) \) increases (decreases) in the upper half-plane, it decreases (increases) in the lower half-plane. \( \square \)

For the different solutions of the mKdV equation, we divide their spectral stability analysis into two subsections.

### 3.2 Spectral stability of \( dn \)-type solutions

In this subsection, we analyze the condition for the spectral stability of the \( dn \)-type solutions, i.e., \( I = \frac{K}{2} \).

**Lemma 5.** If \( z = (2m - 1)\frac{K}{2} + iz_I \in S, z_I \in \mathbb{R}, m = 0, 1, 2, \) with \( z_I \neq \frac{nK}{2}, n = 0, \pm 1, \) then \( I(z) \notin i \mathbb{R} \).

**Proof.** Plugging \( z = (2m-1)\frac{K}{2} + iz_I \) into (76) and utilizing formulas of the Zeta function [17] p.33, we get

\[
I(z) + I^*(z) = Z(-z_I + i(m - 1)K) + Z(-z_I + i(m + 1)K) + \frac{i\pi m}{K} + Z(-z_I + i(m + 1)K + K)
\]

\[
= 2Z(-z_I - i(m + 1)K) + 2Z(-z_I + i(m + 1)K) + \frac{i\pi(m + 1)}{K}.
\]

Since \( Z(u) \) is an odd function, we get that if \( -z_I - i(m + 1)K = -(-z_I + i(m + 1)K + K) + 2nK, n \in \mathbb{Z} \), the equation \( I^*(z) + I(z) = 0 \) holds. By \( z = (2m-1)\frac{K}{2} + iz_I \in S, \) we get \( z_I = 0, \pm \frac{K}{2} \). \( \square \)
Lemma 6. If \( l = K'/2 \), the set \( Q \) \(^{[12]} \) could be rewritten as

\[
Q = Q_0 := \left\{ z \mid z = z_R + \frac{i}{2} nK \in S, \ n \in \mathbb{Z}, \ z_R \in \mathbb{R} \right\}.
\]

Moreover, for any \( z \in Q \), \( \Omega(z) \in i\mathbb{R} \).

\textbf{Proof.} From the definition of the \( \zeta \) function and \( I(a) \): From the definition of \( \zeta \) function, we know that \( I(z) \) only has first-order poles, which implies that only one curve satisfying \( \Re(I(z)) = 0 \) goes through the poles. Because the pole point is in the set \( Q_0 \) and for any \( z \in Q_0 \) the inequality \( I'(z) \neq 0 \) holds, and the curve \( l_1 \) does not intersect with the set \( Q_0 \). By Lemma \(^{[5]}\) we find that on the boundary of the set \( S \), if \( \Re(I(z)) = 0 \), the point \( z \) must satisfy \( z \in Q_0 \). So, the curve does not intersect with the boundary. Thus the curve \( l_1 \) is a closed one. In the interior of a closed curve, by the maximum principle of harmonic function, we know that all the points \( z \) satisfy \( \Re(I(z)) = 0 \), so \( I'(z) = 0 \) in this closed region. However, there are only two points such that \( l'(z) = 0, z \in Q \), so we get the contradiction. Therefore, \( Q \subseteq Q_0 \).

Finally, plugging \( z = z_R + \frac{iK}{2} \) into \(^{[6]}\) and using the shift formulas of the Jacobi elliptic functions \(^{[17]}\) p.20, we get

\[
\Omega'(z) = \alpha^3 \left( k^2 \scd \left( iz_R - \frac{iK'}{2} \pm \frac{K}{2} \right) + \frac{k^2 \scd \left( iz_R + \frac{iK'}{2} \pm \frac{K}{2} \right)}{\cn^4 \left( iz_R + \frac{iK'}{2} \pm \frac{K}{2} \right)} \right)
\]

Theorem 2. \( \Omega(z) \in i\mathbb{R} \), \( z \in Q \). \( \square \)

\textbf{Proof of Theorem} \(^{[2]}\) \textbf{Lemma} \(^{[3]}\) claims that the set corresponding to all bounded spectral functions of the mKdV equation with the dn-type solutions is \( Q_0 \), and all elements of \( Q_0 \) satisfy \( \Omega(z) \in i\mathbb{R} \). By Definition \(^{[1]}\) the dn-type solutions of the mKdV equation \(^{[5]}\) are spectrally stable.

By choosing parameters \( k = 0.9975 \), \( \alpha = \frac{1}{16} \), we exhibit the set \( Q \), functions \( \lambda(z) \) and \( \Omega(z), z \in Q \), in Figure \(^{[4]}\)

3.3 Spectral stability of cn-type solutions

In this subsection, we mainly study the spectral stability of the cn-type solutions, i.e., \( l = 0 \), with respect to the subharmonic perturbations.

Proposition 4. Setting \( z_{1,2} = K'/2 \pm iK/2, z_{3,4} = -K'/2 \pm iK/2 \), we obtain \( \lambda(z) \in Q; \) \( \Omega(z) = 0; \) and \( \lambda(M(z_i)) = \pi \mod 2\pi, i = 1, 2, 3, 4 \).

\textbf{Proof.} (a): From the definition of \( I(z) \) in \(^{[7]}\), we get

\[
I(z_3) = Z \left( \frac{K}{2} - \frac{iK'}{2} \right) + Z \left( \frac{K}{2} + \frac{iK'}{2} \right) = 0, \quad I(z_4) = Z \left( \frac{K}{2} - \frac{iK'}{2} \right) + Z \left( \frac{3K}{2} + \frac{iK'}{2} \right) = 0.
\]
By (76) and formulas of the Zeta function [17, p.34], we obtain

\begin{equation}
I(-z) = -Z(iz) - Z(iz + K + iK') = -Z(iz) - Z(iz + K + iK') - \frac{i\pi}{K} = -I(z) - \frac{i\pi}{K}.
\end{equation}

Combining (88) with (89), we get

\begin{equation}
I(z_1) = I(z_4) - \frac{i\pi}{K} = -\frac{i\pi}{K}, \quad I(z_2) = -I(z_3) - \frac{i\pi}{K} = -\frac{i\pi}{K}.
\end{equation}

Thus, \(I(z_i) \in \mathbb{R}, i = 1, 2, 3, 4\), which implies \(z_i \in \mathbb{Q}, i = 1, 2, 3, 4\).

(b): Since \(\text{cn}(z_{1,2}) = \text{cn}(z_{3,4}) = (1 \mp i)\sqrt{\frac{K'}{K}}\) in [17, p.21], we get \(k^2\text{cn}^4(iz_i) + k'^2 = 0, i = 1, 2, 3, 4\). By (88), we obtain

\begin{equation}
-\Omega(z_i) = \alpha^3 \left( k^2 \text{scd}(iz_i) + \frac{k'^2 \text{scd}(iz_i)}{\text{cn}^4(iz_i)} \right) = \alpha^3 \left( k^2 \text{cn}^4(iz_i) + k'^2 \right) \frac{\text{scd}(iz_i)}{\text{cn}^4(iz_i)} = 0.
\end{equation}

(c): By (79), (88), and (90), it is easy to obtain \(M(z_1) = M(z_2) = -\pi\) and \(M(z_3) = M(z_4) = \pi\).

Remark 3. The curve \(\Re(\Omega(z)) = 0\) is also symmetric about the origin point, lines \(\Im(z) = 0\) and \(\Re(z) = 0\). Since \(\text{sn}(z)\) is an odd function and \(\text{cn}(z)\) and \(\text{dn}(z)\) are even functions, together with (88), we obtain

\[ \Omega(-z) = -\alpha^3 \left( k^2 \text{scd}(iz) + \frac{k'^2 \text{scd}(iz)}{\text{cn}^4(iz)} \right) = \Omega(z), \quad \Omega(z^*) = \alpha^3 \left( -k^2 \text{scd}(iz) - \frac{k'^2 \text{scd}(iz)}{\text{cn}^4(iz)} \right) = \Omega^*(z), \]

where \(\text{scd}(z)\) is defined in (33). Thus, if \(z_0\) satisfies \(\Re(\Omega(z_0)) = 0\), points \(z_0^*, -z_0, -z_0^*\) also satisfy \(\Re(\Omega(-z_0^*)) = \Re(\Omega(z_0)) = 0\).

Lemma 7. On the boundary of the set \(S\), the values of the function \(I(z)\) have the following properties:

(a) On the lines \(z = z_R \pm i\frac{K}{2}, z \in S\), only four points \(z_1, z_2, z_3, z_4\) satisfy \(\Re(I(z)) = 0\), i.e., \(\{z|z = z_R \pm i\frac{K}{2}\} \cap Q = \{z_1, z_2, z_3, z_4\}\).

(b) If \(z = \pm K' \pm iz_j, z_j \neq 0, z \in S\), we have \(\Re(I(z)) \neq 0\).

Proof. We first consider the first quadrant of the set \(S\), called \(S_1\). By the symmetry of the set \(Q\) proved in Proposition 1, the computations of values \(z \in S\) in the second, third, and fourth quadrants are the same as \(z \in S_1\).

(a): Utilizing the derivative formulas [17, p.25] and the half arguments formulas [17, p.24] of Jacobi elliptic functions in turn, we could rewrite the function (78) as

\begin{equation}
I'(z) = i \left( \frac{\text{dn}^2(iz) + \text{dn}^2(iz + K + iK') - \frac{2E}{K}}{1 + \text{cn}(2iz) - \frac{2E}{K}} \right).
\end{equation}
Thus, for all \( z \in [0, K'] \), \( \Re(I'(z + i \frac{K}{2})) < 0 \), which implies that on the line \( z = z_R + i \frac{K}{2} \), the value of \( \Re(I(z)) \) is decreasing. Since \( \Re(I(\frac{K}{2} + i \frac{K}{2})) = 0 \), we get \( \Re(I(z)) = 0 \), when \( z = z_R + i \frac{K}{2} \in S_1 \), \( z_R \neq \frac{K}{2} \).

(b): Substituting \( z = K' + iz_I, z_I \neq 0 \) into (92), the derivative of \( I(z) \) with respect to \( z \) is

\[
I'(K' + iz_I) = i \left( \frac{2\text{cn}(−2z_I + 2iK')}{1 + \text{cn}(−2z_I + 2iK')} - \frac{2E}{K} \right) - \frac{2\text{sn}(2z_R, K')}{K} \text{dn}(2z_R, K') .
\]

Since \( \text{cn}(2z_I) \in [0, 1], z \in (0, \frac{K}{2}] \), we get that for all \( z_I \in (0, \frac{K}{2}], \Re(I'(K' + iz_I)) < 0 \), which implies that on the line \( z_R = K', z_I \neq 0 \) the value of \( \Re(I(z)) \) is monotonous. By (96), we get \( I(0) = Z(0) + Z(K + iK') = 0 \), \( z = z_R + i z_I \in S \), we have \( \Re(I(z)) \neq 0 \). □

**Proposition 5.** By (74) and (78), the following properties hold:

(a) \( I'(z)|_{z=z_I} \notin i\mathbb{R}, i = 1, 2, 3, 4, \) where \( z_{1,2} = \frac{K}{2} \pm i \frac{K}{2}, z_{3,4} = -\frac{K}{2} \pm i \frac{K}{2} \).

(b) If \( \frac{2\text{E}(k)}{K(k)} > 1 \), then the set \( Q \) intersects with the real axis at point \( z_c \in \mathbb{R} \); if \( \frac{2\text{E}(k)}{K(k)} \leq 1 \), then the set \( Q \) intersects with the imaginary axis at \( z_c \in i\mathbb{R} \). The set \( Q \) consists of the real line and two curves.

**Proof.** (a): Plugging \( z = z_i \) \((i = 1, 2, 3, 4)\) into (78), we obtain

\[
I'(z)|_{z=z_i} = i \left( \frac{2\text{cn}(2iz_i) - 1 + 1 - \frac{2E}{K}}{\text{cn}(2iz_i) + 1} \right) \notin i\mathbb{R}.
\]

(b): By imaginary argument formulas of the Jacobi elliptic functions [17, p.24], we rewrite (92) as

\[
I'(z) = i \left( \frac{\text{cn}(2iz_i) - 1 + 1 - \frac{2E}{K}}{\text{cn}(2iz_i) + 1} \right) = i \left( \frac{1 - \text{cn}(2iz_i)}{\text{cn}(2iz_i) + 1} + 1 - \frac{2E}{K} \right).
\]

On the real axis, the function \( 1 - \text{cn}(2iz_i) \in [0, 2] \) is monotonically increasing for \( z \in [0, K'] \) and the function \( 1 + \text{cn}(2iz_i) \in [0, 2] \) is monotonically decreasing for \( z \in [0, K'] \). Thus, the function \( \Re(I'(z)) \) is monotonically increasing for \( z \in [0, K'] \). By (96) and the second equation of (A.2), we know \( \Re(I'(0)) = 1 - \frac{2\text{E}(k)}{K(k)} \), and \( \Re(I'\left(\frac{K}{2}\right)) = 2 - \frac{2\text{E}(k)}{K(k)} > 0 \). Combined with the monotonicity of function \( \Re(I'(z)) \), if \( 1 - \frac{2\text{E}(k)}{K(k)} \leq 0 \), there exists a unique point \( 0 \leq \Re(z_c) < \frac{K}{2}, z_c \in \mathbb{R} \) such that \( I'(z_c) = 0 \) by the zero point theorem. If \( 1 - \frac{2\text{E}(k)}{K(k)} > 0 \), the function \( I'(z) \) has no zero in the real axis. By \( \frac{\text{d}\Re(I(z))}{\text{d}z}|_{z=0} = -\Re(I'(0)) = \frac{2E}{K} - 1 < 0 \) and \( \frac{\text{d}\Re(I(z))}{\text{d}z}|_{z=\frac{K}{2}} = \frac{2E}{K} > 0 \), there exists a unique point \( z = z_0 \) such that \( \frac{\text{d}\Re(I(z))}{\text{d}z}|_{z=z_0} = 0 \) due to the monotonicity of \( \Re(I'(z)) \) with respect to the imaginary axis. Thus we know that for \( \Im(z) \in (0, z_0) \), the function \( \Re(I(z)) \) is a decreasing function with respect to \( \Im(z) \) along the imaginary axis which implies that \( \Re(I(z_0)) < 0 \) since \( \Re(I(0)) = 0 \). Since \( \Re(I(\frac{K}{2})) = K' > 0 \), we get that there exists a unique point \( z_c \in i\mathbb{R}, z_0 < \Im(z_c) < \frac{K}{2} \) such that \( \Re(I(z_c)) = 0 \) by the zero point theorem and the monotonicity of the function \( \Re(I(z)) \) with respect to the imaginary axis.

We proceed to examine all possibilities for the components of the set \( Q \). The curve \( l_1 \in Q \) ends at \( z \) satisfying \( I'(z) = \infty \) or the boundary of the set \( S \) and crosses to another component at \( z \) with \( I'(z) = 0 \). If the spectrum contains a closed curve, the cross point satisfies \( \Re(I(z)) = 0 \). In the interior of a closed curve, by the maximum value principle of the harmonic function, we have \( \Re(I(z)) = 0 \). Then \( I(z) \) is a constant in this closed region. However, this is impossible. Thus there is no closed curve with \( \Re(I(z)) = 0 \). Furthermore, by (88) and (92), we know \( \Re(I(z_i)) = 0, i = 1, 2, 3, 4 \). By the implicit function theorem, we know that there exist four curves with \( \Re(I(z)) = 0 \) to the harmonic function \( \Re(I(z)) \) departing from the points \( z_i, i = 1, 2, 3, 4 \) due to (95).
We consider the case: $z_c \in \mathbb{R}$. Since $z \in \mathbb{R}$, we have $\Re(I(z)) = 0$. Especially, we have $\Re(I(\pm z_c)) = 0$. Furthermore, by $I'(z)|_{z=\pm z_c} = 0$ and $I''(z)|_{z=\pm z_c} \neq 0$, then in the neighborhood of $z = z_c$, we have Taylor expansions $I(z) = I(\pm z_c) + I''(\pm z_c)(z - z_c)^2 + O((z - z_c)^3)$. By the localized analysis and implicit function theorem, we find two curves $\Re(I(z)) = 0$ departing from the point $z = \pm z_c$. In the boundary of $S$, we get six points $z = \pm K'$ and $z = z_i$, $i = 1,2,3,4$, which can emit the curves with $\Re(I(z)) = 0$. Similarly, by the localized analysis, on the point $z = \pm K'$, we find that only one curve emitting from it exists. And we know that the real axis goes through them. Thus the curve is the real axis. Therefore, we conclude that the curve departing from the point $z = z_1$ goes across $z = z_c$ and ends with $z_2$, and another curve departing from the point $z = z_3$ goes across $z = -z_c$ and ends with $z_4$.

Then, we consider the case: $z_c \in i\mathbb{R}$. Similar to the above analysis, we conclude that there are two curves emitting from $z = z_{1,3}$ that go across the imaginary axis at $\pm z_c \in i\mathbb{R}$ and end with $z = z_{2,4}$, respectively. Together with the first property of Proposition 3, we obtain that the set $Q$ consists of a real line and two curves.

Remark 4. When $1 - \frac{2E(k)}{K(k)} \leq 0$, by $I'(z_c) = 0$, we get

\begin{equation}
0 = dn^2(iz_c) + dn^2(iz_c + K + K'K') - \frac{2E(k)}{K(k)} = \frac{2cn(2iz_c)}{1 + cn(2iz_c)} - \frac{2E(k)}{K(k)},
\end{equation}

which implies $cn(2iz_c) = \frac{E}{K-K}$. Then $z_c = -\frac{i}{2} F \left( \sin^{-1} \left( \sqrt{\frac{K(K-2E)}{(K-E)^2}}, k \right), \right).$ When $\frac{2E(k)}{K(k)} \geq 1$, we get $\sqrt{\frac{K(K-2E)}{(K-E)^2}} \in i\mathbb{R}$, which means that $F \left( \sin^{-1} \left( \sqrt{\frac{K(K-2E)}{(K-E)^2}}, k \right), \right) \in i\mathbb{R}$, so we have $z_c \in \mathbb{R}$.

Define the function $\Lambda(z)$ as

\begin{equation}
\Lambda(z) := \frac{4}{\kappa^2} \lambda^2(z) = dn^2(iz) + dn^2(iz + K + K') - 1,
\end{equation}

where $\lambda^2(z)$ is defined in (51). By Proposition 2, Lemma 5, functions (47) and (51), the function $\Lambda(z)$ (98) maps the rectangular region $S_1$ onto a whole upper half plane, i.e., $\Lambda = \Lambda_R + i\Lambda_I$. When $z = z_c = \frac{K'}{2} + K$ and $z = z_c$ into (98), we get $\Lambda(z_1) = a + ib$, $a = 1 - 2k^2, b = 2k\sqrt{1 - k^2}$, and $\Lambda(z_c) = \frac{2E}{K} - 1$.

Remark 5. By Lemma 7, we know that if $z = z_R + i\frac{K'}{2}, z_R \neq \frac{K'}{2}$ or $z = K' + iz_I, z_I \neq 0, \frac{K}{2}, \Re(I(z)) \neq 0$. Based on the function $\Lambda(z)$ and the inverse function $z(\Lambda)$, we know that the inequality $\Re(I(z(\Lambda))) \neq 0$ holds for all $\Lambda_R, \Lambda_I$ satisfying $\Lambda_R^2 + \Lambda_I^2 = 1$ ($\Lambda_R \neq a, \Lambda_I \neq b$).

Lemma 8. For any $z \in Q \setminus (\mathbb{R} \cup \{ z_i \mid i = 1,2,3,4 \})$, we have $\Omega(z) \notin i\mathbb{R}$. 

---

**Figure 2.** (a): $\{ z | z \in S_1 \};$ (b): $\{ \Lambda(z) | z \in S_1 \}$. $S_1$ is a subset of set $S$ in the first quadrant.
Proof. Without loss of generality, we consider \( z \in S_1 \) (the first quadrant of \( S \)). By the symmetry of the curve \( \Re(\Omega(z)) = 0 \) and the set \( Q \), shown in Remark \[3\] and Proposition \[4\] respectively, the computations of values \( z \in S_2 \) in the second, third and fourth quadrants are the same as \( z \in S_1 \).

We mainly prove that curves \( \Re(I(z(\Lambda))) = 0 \) and \( \Re(\Omega(z(\Lambda))) = 0 \) in the \( \Lambda \)-plane do not intersect. By \[63\] and \[98\], the real and imaginary parts of the function \( \Omega^2 \) are

\[
\begin{align*}
\Re(\Omega^2) &= -a^6 \Lambda I \left( 3 \Lambda_R^2 - 4a \Lambda_R - \Lambda_I^2 + 1 \right), \\
\Im(\Omega^2) &= -a^6 \left( \Lambda_R (\Lambda_R^2 - 2a \Lambda_R - 3 \Lambda_I^2 + 1) + 2a \Lambda_I^2 \right).
\end{align*}
\]

The necessary and sufficient conditions of \( \Re(\Omega) = 0 \) on \( \Lambda \)-plane are \( \Im(\Omega^2) = 0 \) and \( \Re(\Omega^2) \leq 0 \). Combined with \[99\], in the \( \Lambda \)-plane, the curve \( \Re(\Omega) = 0 \) satisfying \( \lambda(z) \notin \Re \) is equivalent to \( \Lambda_I^2 = 3 \Lambda_R^2 - 4a \Lambda_R + 1, \Lambda_R \leq a \). By \[68\] and \[98\], the function \( \Omega(z) \) could be written by the derivative of \( \Lambda(z) \) as \( \Omega(z) = \frac{ia^3}{2} \Lambda'(z) = -\frac{a^3}{2} \Im(\Lambda'(z)) + \frac{ia^3}{2} \Re(\Lambda'(z)), \Lambda'(z) := \frac{d\Lambda(z)}{dz} \), which leads to

\[
\Omega^2(z) = -i\frac{a^6}{4} \left[ \Im^2(\Lambda'(z)) - \Re^2(\Lambda'(z)) - 2i \Re(\Lambda'(z)) \Im(\Lambda'(z)) \right].
\]

Considering the curve \( \Re(I(z(\Lambda))) = 0 \) in the \( \Lambda \)-plane, we aim to prove that the curve \( \Re(I(z(\Lambda))) = 0 \) is in the region \( \Lambda < a, I \) is on the right side of the blue dashed line in Figure \[7\]. By Proposition \[5\], we know that the curve \( \Re(I(z)) = 0 \) in \( z \)-plane has a continuous curve on the region \( z \in S_1 \) with two end points \( z = z_2, z = \frac{E}{K} + i \frac{\Lambda}{2} \). By the conformal mapping between \( \Lambda \) and \( z \), there is a curve in the \( \Lambda \)-plane with two end points \( \Lambda(z_2) = \frac{2E}{K} - 1 \) and \( \Lambda(z_1) = a + ib \). Furthermore, by \[\Lambda, 2a\], we know that the point \( \left( \frac{2E}{K} - 1, 0 \right) \) is on the right side of the line \( \Lambda_R = a \).

In other words, we aim to prove that for any point \( \left( \Lambda_R, \Lambda_I \right), \Lambda_R < a, \Lambda_I > 0 \), the inequality \( \Re(I(z(\Lambda))) \neq 0 \) holds. Firstly, we introduce some formulas that are useful in the following analysis. Secondly, we study the derivative of the point \( \left( \Lambda_R, \Lambda_I \right) = (a, b) \) to obtain the variation of the curve \( \Re(I(z(\Lambda))) = 0 \). At last, we prove the statement by contradiction. By \[78\] and \[98\], along the curve \( \Re(I(z(\Lambda))) = 0 \), the tangent vector could be written as

\[
\begin{align*}
\left( -\frac{d\Re(I)}{d\Lambda_R}, \frac{d\Im(I)}{d\Lambda_R} \right) &= \left( \Im(\frac{dI}{d\Lambda}), \Re(\frac{dI}{d\Lambda}) \right),
\end{align*}
\]

where

\[
\frac{dI}{d\Lambda} = \frac{dz}{d\Lambda} = \frac{dz}{d\Lambda} \cdot \frac{d\Lambda}{d\Lambda} = i \left( \Lambda(z) + 1 - \frac{2E}{K} \right) \frac{dz}{d\Lambda}.
\]

Since \( z(\Lambda) \) is the inverse function of \( \Lambda(z) \), the derivative of \( z(\Lambda) \) could be obtained by function \( \Lambda(z) \) as

\[
\frac{dz}{d\Lambda} = \frac{1}{\Lambda'(z)} = \frac{\Re(\Lambda'(z)) - i \Im(\Lambda'(z))}{|\Lambda'(z)|^2}.
\]

Then, we study the derivative of \( I(z(\Lambda)) \) with respect to \( \Lambda \) on the line \( \Lambda_R = a \). Plugging \( \Lambda_R = a \) into \[99\] and \[100\], we can get

\[
\begin{align*}
&-\frac{\Im(\Lambda'(z))}{2 \Re(\Lambda'(z)) \Im(\Lambda'(z))} = \frac{\Re(\Omega^2)}{\Im(\Omega^2)} = -\frac{a^6 b (b^2 - \Lambda_I^2)}{-a^6 \Lambda_I (b^2 - \Lambda_I^2)} = \frac{a}{\Lambda_I}.
\end{align*}
\]

When \( \Lambda_I \in (0, b) \), \( \Im(\Omega^2) = -a^6 \Lambda_I (b^2 - \Lambda_I^2) < 0 \). By \[104\], we can get \( \Im(\Lambda'(z)) \Re(\Lambda'(z)) > 0 \). Furthermore, solving the quadratic equation formulated by the first and the last equality in \[104\] with respect to \( \frac{\Im(\Lambda'(z))}{\Re(\Lambda'(z))} \) and combining with \[103\], we get

\[
\begin{align*}
-\frac{\Im(\Lambda'(z))}{\Re(\Lambda'(z))} = \frac{a}{\Lambda_I} + \sqrt{\left( \frac{a}{\Lambda_I} \right)^2 + 1}.
\end{align*}
\]
Plugging (105) into (102), elements of tangent vector (101) are

\[ \Re \left( \frac{dI}{d\Lambda} \right) = -\frac{1}{\Lambda_I} \Re \left( \frac{dz}{d\Lambda} \right) \left( \Lambda_I^2 + \frac{2E}{K} - 1 - a \right) \left(-a + \sqrt{a^2 + \Lambda_I^2} \right), \]

and

\[ \Im \left( \frac{dI}{d\Lambda} \right) = \Re \left( \frac{dz}{d\Lambda} \right) \left( \sqrt{a^2 + \Lambda_I^2} + 1 - \frac{2E}{K} \right). \]

By (102), (107) and (A.2), we get

\[ \lim_{\Lambda_I \to b} \frac{\Re \left( \frac{dI}{d\Lambda} \right)}{\Im \left( \frac{dI}{d\Lambda} \right)} = \frac{-2E}{b} (1 - a) < 0. \]

Combined with the variation of the curve \( \Re(I(z)) = 0 \) in the \( z \)-plane in Proposition 5, the variation of curve \( \Re(I(z(\Lambda))) = 0 \) at the point \((\Lambda_R, \Lambda_I) = (a, b)\) is that \( \Lambda_R \) increases and \( \Lambda_I \) decreases, which satisfies \( \Lambda_R^2 + \Lambda_I^2 < 1 \).

By Remark 5 we know that the curve \( \Re(I(z(\Lambda))) = 0 \) does not cross the circle \( \Lambda_R^2 + \Lambda_I^2 = 1 \), excepting point \((\Lambda_R, \Lambda_I) = (a, b)\). Thus, if there exists a point \( \Lambda \) satisfying \( \Lambda_R < a \) on the curve \( \Re(I(z(\Lambda_R, \Lambda_I))) = 0 \), as shown in the green curve in Figure 2, there are at least three points in line \( \Lambda_R = a, \Lambda_I \in (0, b) \) such that \( \Re(I(z(\Lambda))) = 0 \), i.e., the equation \( \Re(I(z(a, \Lambda_I))) = 0, \Lambda_I \in (0, b) \) has at least three different solutions. Thus, by Lagrange's mean value theorem, the function \( \Re(I(z(\Lambda(a, \Lambda_I)))) \) has at least two extreme points on the line \( \Lambda_R = a \) and \( \Lambda_I \in (0, b) \), i.e.,

\[ \frac{d\Re(I(z(\Lambda(a, \Lambda_I))))}{d\Lambda_I} = -\Im \left( \frac{dI}{d\Lambda} \right) \bigg|_{\Lambda = a + i\Lambda_I} \]

has at least two zeros. However, by (103) and \( a^2 + b^2 = 1 \), we get \( \Im(\Omega^2) = -2\Re(\alpha'(z)) \Im(\alpha'(z)) = -a^2 \Lambda_I(b^2 - \Lambda_I^2) \neq 0 \) for \( \Lambda_R = a \) and \( \Lambda_I \in (0, b) \). So we know \( \Re(\Lambda'(z)) \neq 0 \) for \( \Lambda_R = a \) and \( \Lambda_I \in (0, b) \), which further implies \( \Re \left( \frac{dI}{d\Lambda} \right) \neq 0 \) by (107). By (107), we find that the function \( \sqrt{a^2 + \Lambda_I^2} + 1 - \frac{2E}{K} \) at most has one zero as \( \Lambda_I \in (0, b) \).

Thus, \( \frac{d\Re(I(z(\Lambda(a, \Lambda_I))))}{d\Lambda_I} = -\Im \left( \frac{dI}{d\Lambda} \right) \bigg|_{\Lambda = a + i\Lambda_I} \) has at most one zero for \( \Lambda_R = a, \Lambda_I \in (0, b) \). So, we get the contradiction. Therefore, we prove that the curve \( \Re(I(z(\Lambda))) = 0 \) on the \( \Lambda \)-plane satisfies the condition \( \Lambda_R \geq a \).

Since the value of \( \Lambda \) must satisfy \( \Lambda_R \leq a \) for \( \Re(I(z(\Lambda))) = 0 \), and on the line \( \Lambda_R = a \), we can verify that there only exists one point \((a, b)\) such that \( \Re(\Omega(z(\Lambda))) = 0 \). Thus two curves \( \Re(\Omega(z(\Lambda))) = 0 \) and \( \Re(I(z(\Lambda))) = 0 \) only have one intersecting point \((a, b)\) on the \( \Lambda \)-plane with \( \Lambda_I > 0 \). Therefore, in the \( z \)-plane, excepting \( z = \frac{K}{2} + i \frac{L_2}{2} \in S_1 \), there does not exist any other intersecting points satisfies \( \Re(\Omega(z(\Lambda))) = 0 \) and \( \Re(I(z(\Lambda))) = 0 \) by the conformal transformation.

Similar conclusions can be obtained in the second, third and fourth quadrants. Thus, for any \( z \in Q \setminus (R \cup \{z_i \mid i = 1, 2, 3, 4\}) \), we have \( \Omega(z) \notin iR \).

The spectral stability with respect to the subharmonic perturbations of period 2PT is that all eigenvalues of 2PT periodic function \( W(\zeta; \Omega) \) satisfying (10) are imaginary, i.e., \( \Omega(z) \in iR \). Combining (79) with (71), we set

\[ Q_p := \{z \in Q \mid M(z) = \frac{\pi}{P} m + (2n + 1) \pi, \quad m = -P, \ldots, P - 1, \quad n \in \mathbb{Z} \}; \]

which contains the conditions of \( z \) deriving all 2PT periodic functions. When for any \( z \in Q_p \), the value \( \Omega(z) \in iR \), the corresponding solution is spectrally stable with respect to perturbations of period 2PT. The set \( Q_p \) could also be divided into two subsets \( Q_{p,R} \cup Q_{p,C} \), where

\[ Q_{p,R} := \{z \in R, z \in Q_p\}, \quad Q_{p,C} = \{z \notin R, z \in Q_p\}. \]

**Proof of Theorem 3** By Definition 4 to prove the spectral stability of the cn-type solutions with the P-subharmonic perturbation, we should get the value of \( P \) for all \( z \in Q_p, \Omega(z) \in iR \). By Proposition 3 we get \( \Omega(z) \in iR \) for any \( z \in Q_{p,R} \). From Lemma 8 we know that for \( z \in Q \setminus R, \Omega(z) \in iR \) only if \( z = z_i, i = 1, 2, 3, 4 \). Thus, the spectral stability is converted into prove \( Q_{p,C} = \{z_1, z_2, z_3, z_4\} \). We divided the proof into the following two categories for different conditions of the set \( Q \) in Proposition 5.
When $\frac{2E}{k} \geq 1$ (denotes this case as type-I), by the symmetry of the set $Q$ and the function $\Omega(z)$, we need to study the case of $z \in S_1$. Since along the curve $\Re(I(z)) = 0$ from $z = z_c$ to $z = z_1$, the value of $M(z)$ is decreasing by Lemma 4. From Proposition 4, we get that $M(z_1) = -\pi$. We must ensure that no other point in $Q_p$ intersects with the curve $\Re(I(z)) = 0$ between $z = z_c$ and $z = z_1$. In other words, only if $M(z_c) \leq \frac{-\pi}{\pi + M(z_1)}$, for any $z \in Q_p$, we get $\Omega(z) \in i\mathbb{R}$. The cn-type solutions are spectrally stable with respect to perturbations of period $2PT, P \in \mathbb{N}$.

When $\frac{2E}{k} < 1$ (denotes this case as type-II), we could analyze the upper half-plane since the lower half-plane can be obtained similarly. From Proposition 5, we know that there exists a curve connecting $z_1$ to $z_3$, satisfying $\Re(I) = 0$. Since $M(z_3) = \pi, M(z_1) = -\pi$ (see Proposition 4) and $M(z)$ is continuous and monotonous, only when $P = 1$, the set $Q_{p,c} = \{z_1, z_2, z_3, z_4\}$ holds. So if $\frac{2E(k)}{(k(k)} < 1$, the cn-type solutions are spectrally stable with respect to co-periodic perturbations but no other subharmonic perturbation. □

The above theorem shows that two types of the cn-type solutions have different stability properties. Now, we illustrate this fact by plotting the corresponding figures of the spectrum. For the type-I, choosing $k = \frac{1}{4}, \alpha = 1$, it is shown that $u(\xi) = \frac{1}{2} \text{cn}(\xi)$ is spectrally stable with respect to 3-subharmonic perturbations (Figure 3). For the type-II, choosing $k = \frac{19}{20}, \alpha = \sqrt{2}$, we can plot the corresponding spectrum of the linearized spectral problem, in which there is no multi-subharmonic perturbation (See Figure 4).
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**Figure 3.** (a): $\{z \in Q\}$, (b): $\{\lambda(z) \in Q\}$, (c): $\{\Omega(z) \in Q\}$, (d): $\{(M(z), \Re(\Omega(z))) \in Q\}$. The red crosses in the figures denote the corresponding points of $W(\xi, \Omega)$ under the periodic perturbation of $4T$. The yellow points denote the corresponding points of $W(\xi, \Omega)$ under the periodic perturbation of $3T$. The black points denote the corresponding spectral parameters of the breather solutions constructed by the Darboux-Bäcklund transformation.
Combining (76) with (79), we get that the function \( M(z) = \pi - 2iK \left( Z(iz) + Z(iz + K + iK') \right) \) is only related to the modulus \( k \) and variable \( z \). Since the value \( z_c = -\frac{1}{2}F \left( \sin^{-1} \left( \frac{K(K-2E)}{(K-E)^2} \right), k \right) \) is only dependent on the modulus \( k \) from Remark 4, \( M(z_c) \) is only dependent on the modulus \( k \). Thus, the region of value \( P \leq \frac{\pi}{\pi + M(z_c)} \) is only dependent on \( k \). The value \( \max(P) \) with respect to \( k \) is plotted in Figure 5. The black point in Figure 5 shows that the cn-type solutions are 3-subharmonic perturbations, not 4-subharmonic perturbations, which is consistent with the results in Figure 3.

Figure 4. (a): \( \{ z | z \in Q \} \), (b): \( \{ \lambda(z) | z \in Q \} \), (c): \( \{ \Omega(z) | z \in Q \} \), (d): \( \{(M(z), \Re(\Omega(z))) | z \in Q \} \).

Figure 5. The maximum of value \( P \in Z \), where \( P \leq \frac{\pi}{\pi + M(z_c)} \). The red point denotes that when \( k = 0.25 \), the maximum of value \( P \) is 3.
4 Orbital stability analysis

The previous section provides the conditions for the spectral stability of elliptic function solutions with respect to P-subharmonic perturbations. Based on them, we study the orbital stability of the cn-type and dn-type solutions in this section.

The orbital stability is characterized in terms of the spectrum of the second variation. Since the Krein signature can evaluate the second variation, we convert it to consider the Krein signature, which was used to establish the orbital stability of the periodic solutions in the defocusing mKdV equation \[31\] and the cnoidal waves of the KdV equation \[29\]. To study the orbital stability, we elaborate some helpful information, including the higher-order conservation laws in Appendix C, the infinite number of the Hamiltonian functional in \((111)\), the framework \[13, 40, 47\], and so on.

The mKdV equation possesses an infinite number of conserved quantities (in Appendix C)

\[
\begin{aligned}
\mathcal{H}_0 &= \frac{1}{2} \int_{-\infty}^{\infty} u'^2 dx, \\
\mathcal{H}_1 &= \frac{1}{2} \int_{-\infty}^{\infty} \left( u'^2 - u^4 \right) dx, \\
\mathcal{H}_2 &= \frac{1}{2} \int_{-\infty}^{\infty} \left( u'^2 - 10u^2u'^2 + 2u^6 \right) dx, \ldots
\end{aligned}
\]

where the period of function \(u\) is \(2\pi\). The conserved quantities \(\mathcal{H}_0\) and \(\mathcal{H}_1\) are known as moment and energy conservation, respectively. The Hamiltonian flows in the mKdV hierarchy are given by \(u_{n \theta} = \partial_x \mathcal{H}_n(u)\), where the prime denotes the gradient of the Hamiltonian \(\mathcal{H}_n\) with respect to \(u\). The equation \(u_{n \theta} = \partial_x \mathcal{H}_n(u), n = 0, 1, 2\), is shown in \((111)\). A linear combination of the above Hamiltonian to define the \(n\)-th mKdV equation with time variables \(t_n\) under the moving coordinate form \((\xi, t_n)\) as

\[
(112) \quad u_{t_n} = \mathcal{J}\hat{\mathcal{H}}_n(u), \quad \hat{\mathcal{H}}_n := \mathcal{H}_n + \sum_{i=0}^{n-1} c_{n,i} H_i, \quad \mathcal{H}_0 := \mathcal{H}_0,
\]

where \(c_{n,i} \in \mathbb{R}, i = 0, 1, \ldots, n - 1\). The stationary solution of the \(n\)-th mKdV equation satisfies the ordinary differential equation \(\mathcal{J}\hat{\mathcal{H}}''_n(u) = 0\) in \((112)\).

**Remark 6.** If \(u\) is the stationary solution of equation \(\mathcal{J}\hat{\mathcal{H}}'_n(u) = 0\), then \(u\) satisfies the equation \(u_{xxxx} + 6u^2u_x - 2s_2u = 0\). Differentiating both sides of the above equation, we get \(u_{xxxx} + 12u^3 + 36uu_x u_{xx} + 6u^2u_{xxx} - 2s_2u = 0\). And integrating both sides of this equation, we obtain \(u_{xx} + 2u^3 - 2s_2u = \tilde{c}_2\) and \(\frac{1}{2}u_x^2 + \frac{1}{2}u^4 - s_2u^2 = \tilde{c}_2\xi + \tilde{c}_1\), where \(\tilde{c}_1 = (4s_4 - s_2^2)/2, \tilde{c}_2 = 0\). By the above equations, we find that the function \(u\) with

\[
(113) \quad c_{2,0} = -4s_2^2 + 2c_{2,1}s_2 + 4\tilde{c}_1, \quad c_{2,1} \in \mathbb{R},
\]

satisfies the stationary equation \(\mathcal{J}\hat{\mathcal{H}}_2''(u) = 0\). Similarly, the function \(u\) also satisfies the higher-order stationary equations \(\mathcal{J}\hat{\mathcal{H}}''_n(u) = 0, n = 2, 3, \ldots\)

Based on the stationary solution \(u\), we linearize the equations \(u_{t_i} = \mathcal{J}\hat{\mathcal{H}}'_i(u), i = 1, 2, \cdots, n\) about \(u\) with

\[
v(\xi, t) = u(\xi, t) + \epsilon w(\xi, t) + \mathcal{O}(\epsilon^2), \quad t = (t_1, t_2, \cdots, t_n),
\]

and result in the linear system: \(w_{t_i} = \mathcal{J}\mathcal{L}w, i = 1, 2, \cdots, n\), where \(\mathcal{L}_i\) is the variational derivative \(\hat{\mathcal{H}}''_i\) evaluated at the stationary solution. Then, we obtain

\[
(114) \quad \Omega_n W = \mathcal{J}\mathcal{L}_n W, \quad \Omega_n^* W^* = \mathcal{J}\mathcal{L}_n^* W^*,
\]

where \(W = W(\xi; \Omega_n)\).

**Definition 5.** Krein signature is the sign of

\[
(115) \quad \mathcal{K}_n(z) := \langle W_n, \mathcal{L}_n W_n \rangle, \quad \langle W_n, \mathcal{L}_n W_n \rangle = \int_{-\infty}^{\infty} W_n^* \mathcal{L}_n W_n d\xi,
\]

where \(W_n = W(\xi; \Omega_n)\) is an eigenfunction of \(n\)-th mKdV equation \((114)\). The inner product is defined in the \(L^2([-\infty, \infty], d\xi)\) inner product space.

When \(W_1(\xi; \Omega_1)\) satisfies \(\Omega_1 W_1(\xi; \Omega_1) = \mathcal{J}\mathcal{L}_1 W_1(\xi; \Omega_1)\) with \(\Omega_1 \in i\mathbb{R}\), we consider the Krein signature \(\mathcal{K}_1(z)\). We first study a special case that \(\Omega_1 = 0\), i.e., \(\lambda = 0, \pm \lambda_1, \pm \lambda_1^*\). It is easy to know that when \(\lambda = 0\), the eigenfunction could be written as \(W(\xi; 0) = \partial_x u\), and the Krein signature is \(\mathcal{K}_1 = (\partial_x u, \mathcal{L}_1 \partial_x u) = 0\). When \(\lambda = \pm \lambda_1, \pm \lambda_1^*\), by analyzing the exponent part of functions \(\phi_i, \psi_i, i = 1, 2\), we know that the period
of function $W(\zeta; \Omega_1)$ is infinity. Now, we consider the value of $K_1(z)$ when $\lambda \in \mathbb{R}$ and $\Omega_1 \in i\mathbb{R}$. By Lemma 3, we know that $W(\zeta; \Omega_1) = 2\lambda (\phi_1^2 - \psi_1^2) \exp(-\Omega t), \lambda \in \mathbb{R} \setminus \{0\}$ is the eigenfunction of the linearized spectral problem [114] with the eigenvalue $\Omega$. By the matrix $\Phi(\zeta, t; \lambda) = [\Phi_1, \Phi_2]$ in [34] and its Lax pair (36), we get $\Phi_1^t \Phi_1 = \Phi_1^t U \Phi_1$, which implies $2\lambda (\phi_1^2 - \psi_1^2) = i\partial_\xi (\phi_1^2 + \psi_1^2)$. Thus, by $\Omega = 8\lambda y \in i\mathbb{R}$, we get

$$W^*(\zeta; \Omega_1) L_1 W(\zeta; \Omega_1) = \Omega_1 W^*(\zeta; \Omega_1) J^{-1} W(\zeta; \Omega_1) = 2i\lambda \Omega_1 (\phi_1^2 + \psi_1^2) (\phi_1^2 - \psi_1^2).$$

By (34), (74), and (76), if and only if $\Re(I(z)) = 0$ and $\Re(\Omega(z)) = 0$, the exponential part of functions $\phi_1(\zeta, t), \psi_1(\zeta, t)$ is pure imaginary for all real variables $\zeta, t \in \mathbb{R}$. Since $\lambda \in \mathbb{R}$ and $\Omega_1 = 8\lambda y \in i\mathbb{R}$, we get $y \in \mathbb{R}$ and $\beta_{1,2} \in \mathbb{R}$. By (42), we obtain $\exp(\theta_1 + \theta_1^*) = 1$. Combining (35), (44) with $y^2 = f^2(\xi, t; \lambda) + g(\xi, t; \lambda) h(\xi, t; \lambda)$, we get

$$\phi_1^2 + \psi_1^2 (\phi_1^2 - \psi_1^2)^* = 4y \left(2u^2(\xi) - \beta_1 - \beta_2\right) + \frac{4\lambda \mu (u^2(\xi) - \beta_1) (u^2(\xi) - \beta_2)}{(\lambda + \mu)(\lambda - \mu)}$$

$$= 4y \left(2u^2(\xi) - \beta_1 - \beta_2\right) + 8i\lambda uu_\xi.$$

By (52), (53), (116), (117) and integrals formulas of Jacobi elliptic functions [17, p.191], we obtain

$$K_1(z) = \int_{-\pi^*}^{\pi^*} W^*(\zeta; \Omega_1) L_1 W(\zeta; \Omega_1) d\zeta$$

$$= 2i\lambda \Omega_1 \int_{-\pi^*}^{\pi^*} 4y \left(2u^2(\xi) - \beta_1 - \beta_2\right) d\zeta$$

$$= -\Omega_1^2 \int_{-\pi^*}^{\pi^*} \left[2 \left(\frac{d^2}{dz^2} (i(z - l)) + \frac{d^2}{dz^2} (i(z + l) + K + iK') - 2\right) + 2K^2 \alpha^2 \sin^2(a\xi) \right] d\xi$$

$$= -4\Omega_1^2 \alpha PK(k) \left[2 \left(\frac{d^2}{dz^2} (i(z - l)) + \frac{d^2}{dz^2} (i(z + l) + K + iK') - \frac{2E(k)}{K(k)} \right) \right]$$

$$= -4\Omega_1^2 \alpha PK(k) \Im \left(I'(z)\right).$$

From Proposition 5 and Lemma 8, when $l = 0$, the value of $K_1(z)$ could be classified into the following two cases:

- When $\frac{2E(k)}{K(k)} < 1$, i.e., $k > \hat{k} \approx 0.9089$ and $\Im \left(I'(z)\right) > 0$ in (96), we get $K_1(z) > 0$, when $\Omega_1 \neq 0$, $\Omega_1 \in i\mathbb{R}$.
- When $\frac{2E(k)}{K(k)} \geq 1$, i.e., $k \leq \hat{k} \approx 0.9089$, from (96), there exists a point $z_c$, such that $I'(z_c) = 0$, which implies $K_1(z_c) = 0$. By (96), the function $\Im \left(I'(z)\right)$ is monotonic increasing as $z \in [0, k']$ and monotonic decreasing as $z \in [-K', 0]$. Because $\Im \left(I'(\pm K')\right) = +\infty$ and $\Im \left(I'(0)\right) = 1 - \frac{2E(k)}{K(k)} < 0$, we get $\Im \left(I'(z)\right) > 0$, as $z \in (-K', -z_c) \cup (z_c, K')$ and $\Im \left(I'(z)\right) < 0$, as $z \in (-z_c, z_c)$. Combining (118) with $\Omega_1 \in i\mathbb{R}$, we obtain $K_1(z) > 0$ as $z \in (-K', -z_c) \cup (z_c, K')$ and $K_1(z) < 0$ as $z \in (-z_c, 0) \cup (0, z_c)$. Since $\Omega(0) = 0$ and $I'(z_c) = 0$, we get $K_1(0) = K_1(z_c) = 0$.

Thus, when $k > \hat{k}$, then $K_1(z) > 0$ for $z \in (-K', 0) \cup (0, K')$ and $K_1(0) = 0$ with $\Omega_1(0) = 0$. While $k \leq \hat{k}$, the function $K_1(z)$ does not have a consistent sign for $z \in (-K', K')$.

We invoke to calculate the value of $K_2(z)$. By (114), we get

$$K_2(z) = \langle W, \hat{H}_n''(u) W \rangle = \left\langle W, \Omega_n J^{-1} W \right\rangle = \frac{\Omega_n}{\Omega_1} \langle W, L W \rangle = \frac{\Omega_n}{\Omega_1} K_1(z).$$

The relationship between $c_{2,1}$ and $c_{2,0}$ is obtained in (113). By the $n$-th mKdV hierarchy in (112), we get the Lax pair $\Phi_{t_{n}} = \hat{V}_n \Phi_{t_{n}} = 0, t_{1}, \cdots$ where $t_{0} = \xi, t_{1} = t$ and $\hat{V}_0 = U, \hat{V}_1 = V, \hat{V}_n = V_n + \sum_{j=0}^{n-1} c_{n,j} V_{ij}$ are given in (1) and (C.19). From Lemma 4 and the function (60), we know that the eigenvalue $\Omega$ is determined by the solution $\check{\Phi}(\zeta, t; \lambda)$ of Lax pair (36). Furthermore, we could obtain $\hat{V}_1 - \frac{\Omega}{2\pi} I = 0$. Thus, we consider the Lax pair $\Phi_{t_2} = U \Phi, \Phi_{t_2} = \hat{V}_2 \Phi$ and obtain $\det(\hat{V}_2 - \frac{\Omega}{2\pi} I) = 0$. By the linear algebra, the
eigenvalue $\Omega_2$ of the second-order mKdV equation demonstrates

$$\Omega_2 = \left(2s_2 + 4\lambda^2 - c_{21}\right) \Omega_1 = a^2 \left(\tan^2((z - l)) + \tan^2((z + l) + K + ik') - 2\tan^2(K + 2il) - \frac{c_{21}}{\alpha^2}\right) \Omega_1.$$  

Therefore, the Krein signature $K_2(z)$ is linearly related to the function $K_1(z)$ via the equation

$$K_2(z) = a^2 \left(\tan^2((z - l)) + \tan^2((z + l) + K + ik') - 2\tan^2(K + 2il) - \frac{c_{21}}{\alpha^2}\right) K_1(z).$$

Just letting $c_{21} = -2a^2 \left(\tan^2(K + 2il) - \frac{E(k)}{K(k)}\right)$, the value of $K_2(z)$ could be rewritten as

$$K_2(z) = -4\Omega_1^2 a^3 K(k) \left(\tan^2((z - l)) + \tan^2((z + l) + K + ik') - \frac{2E(k)}{K(k)}\right).$$

When $l = 0$, we have $K_2(z) \geq 0$. For all $z \in \mathbb{Q} \cap \mathbb{R}$, the equality is valid only if $z = 0$ or $z = \pm z_c$.

**Lemma 9.** If the cn-type solutions of the mKdV equation are spectrally stable with respect to perturbations of the period $2PT$, $P \in \mathbb{N}$, we could get the following cases:

(a) If $\frac{2E}{K} \geq 1$ and $M(z_c) < -\frac{\pi((P-1)}{P},$ all $2PT$ periodic eigenfunctions except $\partial_\xi u(\xi)$ satisfy

$$\langle L_2 W, W \rangle \geq a_0 \|W\|^2_{H^2_{\text{per}}([-PT, PT])},$$

(b) If $\frac{2E}{K} \geq 1$ with $M(z_c) = -\frac{\pi((P-1)}{P},$ all $2PT$ periodic eigenfunctions except $\partial_\xi u$ and $W(\xi; \Omega(\pm z_c))$ satisfy

$$\langle L_1 W, W \rangle \geq a_0 \|W\|^2_{H^2_{\text{per}}([-T,T])}.$$  

Proof. (a): By [121], we know $K_2(z) > 0, z \in \mathbb{Q} \cap \mathbb{R} \setminus \{0, \pm z_c\}$. When $M(z_c) < -\frac{\pi((P-1)}{P},$ the period of $W(\xi; \Omega(\pm z_c))$ is not $2PT$, which is not in the scope of our consideration. Now, we want to prove that there exists $M_1 > 0$ such that $|K_2(z)| > M_1$. If not, we could find a sequence $\{z_k\}$ satisfying $\lim_{k \to \infty} K_2(z_k) = 0$ and $W(\xi; \Omega(z_k)) \in H^2_{\text{per}}([-PT, PT])$. Since $K_2(z)$ is continuous with respect to $z$ and $K_2(0) = 0$, we get that there exists a sub-sequence $\{z_{k_i}\}$, such that $\lim_{k \to \infty} z_{k_i} = 0$. Without loss of generality, we assume that there exists a sequence such that the sequence $\lim_{n \to \infty} z_{n_i} = 0$ satisfies $\lim_{n \to \infty} K_2(z_{n_i}) = 0$. For $W(\xi; \Omega(z_k)) \in H^2_{\text{per}}([-PT, PT])$, with $z_k \in \mathbb{Q} \cap \mathbb{R}$, we can see $z_k \in \mathbb{Q}$, i.e., $M(z_k) = \frac{\pi}{2} n, n \in \mathbb{Z}$. By the continuity of the function $M(z)$, there exists $\delta > 0$ such that for any $z_k \in \mathbb{Q}, |z_k - 0| < \delta, M(z_k) \neq \frac{\pi}{2} n, n \in \mathbb{Z}$. Since $\lim_{n \to \infty} z_{n_i} = 0$, must exist $N$ such that $n_i > N, |z_{n_i} - 0| < \delta$. Choosing $n = N + 2$, we get $z_n \in \{z_{n_i}\}$ and $M(z_n) \neq \frac{\pi}{2} n, n \in \mathbb{Z}$, i.e., $W(\xi; \Omega(z_n)) \notin H^2_{\text{per}}([-PT, PT]),$ which contradicts with $W(\xi; \Omega(z_k)) \in H^2_{\text{per}}([-PT, PT]), z_k \in \{z_n\}$. Moreover, for $W(\xi; \Omega_2) \in H^2_{\text{per}}([-PT, PT])$, there exists a positive constant $M$ such that $\|W(\xi; \Omega_2)\|_{H^2_{\text{per}}([-PT, PT])} \leq M$. Thus, we obtain

$$a_0 = \inf_{W \in \mathcal{A}_0} \left\{\frac{\langle L_2 W, W \rangle}{\langle W, W \rangle}\right\} \geq \frac{M_1}{M} > 0,$$

where $\mathcal{A}_0 = \{W \mid L_2 W = \Omega_2 W \} \setminus \{W \mid \langle L_2 W, W \rangle = 0\}$ and $W = W(\xi; \Omega_2)$.

(b): If $M(z_c) = -\frac{\pi((P-1)}{P},$ then $W(\xi; \Omega(-z_c))$ and $W(\xi; \Omega(z_c))$ are $2PT$ periodic functions, where $z_c$ satisfies $K_2(\pm z_c) = 0$. Thus, when $M(z_c) = -\frac{\pi((P-1)}{P},$ all $2PT$ periodic eigenfunctions except $\partial_\xi u$ and $W(\xi; \Omega(\pm z_c))$ satisfy [122].

(c): When $\frac{2E(k)}{K(k)} < 1$, i.e., $k > \tilde{k} \approx 0.9089$, since for all $z \in \mathbb{R}, z \in \mathbb{Q}$, the function $\Im((1')(z)) > 0$ in [96], we get $K_1(z) > 0$, when $\Omega_1 \neq 0$. Thus, by a similar procedure as above, we obtain all $2T$ periodic eigenfunctions except $\partial_\xi u$ satisfying [123].

**Lemma 10.** $\hat{H}_2$ is continuous in $H^2_{\text{per}}([-PT, PT])$ on the bounded sets; in other words, for any $c > 0$, there exist constants $M_1, \delta > 0, \text{if} \|u - v\|_{H^2} \leq \delta, \|u\|_{H^2}, \|v\|_{H^2} \leq M_1$, we have

$$\|\hat{H}_2(u) - \hat{H}_2(v)\| < c.$$
Furthermore, we get
\[ |\mathcal{H}_0(u) - \mathcal{H}_0(v)| \leq 2M\|u - v\|_{H^2}. \]

Similarly, we obtain
\[ |\mathcal{H}_1(u) - \mathcal{H}_1(v)| \leq \left(\|u\|_4 + \|v\|_4\right)\left(\int_{-PT}^{PT} (u^2 - v^2)d\xi\right) + 2M\|u - v\|_{H^2} \leq (4M^3 + 2M)\|u - v\|_{H^2}. \]

Furthermore, we get
\[ |\mathcal{H}_2(u) - \mathcal{H}_2(v)| \leq M\|u - v\|_{H^2} + 6M^5\|u - v\|_{H^2} + 5M^2\int_{-PT}^{PT} (v_\xi - u_\xi)(v + u) + (v_\xi + u_\xi)(v - u)d\xi \]
[128] \[ \leq M\|u - v\|_{H^2} + 20M^3\|u - v\|_{H^2} + 6M^5\|u - v\|_{H^2}. \]

By the above equations, we have
\[ |\hat{\mathcal{H}}_2(u) - \hat{\mathcal{H}}_2(v)| = |\mathcal{H}_2(u) - \mathcal{H}_2(v) + c_{2,1}(\mathcal{H}_1(u) - \mathcal{H}_1(v)) + c_{2,0}(\mathcal{H}_0(u) - \mathcal{H}_0(v))| \]
[129] \[ \leq \left(M + 20M^3 + 6M^5\right)\|u - v\|_{H^2} + |c_{2,1}|(4M^3 + 2M)\|u - v\|_{H^2} + 2|c_{2,0}|M\|u - v\|_{H^2} \]
\[ \leq C\|u - v\|_{H^2}, \]
where \( C = M + 20M^3 + 6M^5 + |c_{2,1}|(4M^3 + 2M) + 2|c_{2,0}| \), which follows that for any \( \epsilon > 0 \), let \( \delta = \frac{\epsilon}{C + 1} > 0 \), we have
\[ |\hat{\mathcal{H}}_2(u) - \hat{\mathcal{H}}_2(v)| \leq C\|u - v\|_{H^2} = C\delta < \epsilon. \]

\[ \square \]

Proof of Theorem[2] Colliander et al. [26] studied that the Cauchy problem for the mKdV equation with the periodic boundary condition is globally well-posedness for the initial data \( u(\xi, 0) \in H^s(\mathbb{T}), s > \frac{1}{2} \), so it is also global well-posedness for the initial data \( u(\xi, 0) \in H^2([-PT, PT]). \)

At this point, we consider the disturbance
\[ h(\xi, t) := v(\xi, t) - T(\gamma(t))u, \quad h(\xi, t) \in H^2([-PT, PT]), \]
[131] in Definition[2] Set \( f(\gamma) := \langle v(\xi, t) - T(\gamma(t))u, v(\xi, t) - T(\gamma(t))u \rangle \). Consider inf_{\gamma \in \mathbb{R}} \| v(\xi, t) - T(\gamma(t))u(\xi) \|, at the minimum point
\[ f'(\gamma) = -2\langle v(\xi, t) - T(\gamma(t))u, T'(\gamma)u \rangle = -2\langle h(\xi, t), T(\gamma)\partial_\xi u \rangle = 0. \]

Without loss of generality, we suppose \( \gamma(t) = 0 \), then we get \( T(\gamma(t))u = u \) by [17]. And, the perturbation \( h(\xi, t) \) belongs to the nonlinear set \( \mathcal{A} := \left\{ h \in H^2([-PT, PT]) | \mathcal{H}_0(h(\xi, t) + u) = \mathcal{H}_0(u), \langle h(\xi, t), \partial_\xi u \rangle = 0 \right\} \).

The functional of \( \hat{\mathcal{H}}_2(u + h) - \hat{\mathcal{H}}_2(u) \) in powers of \( h \) yields the expansion
\[ \hat{\mathcal{H}}_2(u + h) - \hat{\mathcal{H}}_2(u) = \left\langle \frac{\delta \hat{\mathcal{H}}_2}{\delta u}(u), h \right\rangle + \frac{1}{2} \left\langle \frac{\delta^2 \hat{\mathcal{H}}_2}{\delta u^2}(u)h, h \right\rangle + \mathcal{O}(\|h\|_{H^2}^3) \]
[132] \[ = -\frac{1}{2}\langle L_2(u)h, h \rangle + \mathcal{O}(\|h\|_{H^2}^3), \]
where \( h(\xi, t) \) is in the nonlinear set \( \mathcal{A} \). Then, we consider a tangent plane at \( h(\xi, t) = 0 \) to get a linear space.

Now, we want to prove that there exists a constant \( \delta_0 \), such that
\[ \langle L_2(u)h, h \rangle \geq \delta_0\|h\|_{H^2}^2, \quad h \in \mathcal{A}. \]
For the small $h(\xi, t)$, it is sufficient to convert (133) for $h(\xi, t)$ in the tangent plane to the admissible space at $h(\xi, t) = 0$. Taylor expanding $\mathcal{H}_0$ yields

$$\mathcal{H}_0(u + h) - \mathcal{H}_0(u) = \langle u, h \rangle + \frac{1}{2} \|h\|_{\mathcal{H}^2}^2.$$  

So, the linearized version of the nonlinear constraint in $\mathcal{A}$ is the condition $\langle u, h \rangle = 0$. And then, we define the linear admissible space

$$\mathcal{A}_1 := \{ h_1 \in H^2([-PT, PT]) | \langle h_1(\xi, t), \partial_t u \rangle = \langle u, h_1(\xi, t) \rangle = 0 \}.$$  

We claim that for any $h(\xi, t) \in \mathcal{A}$ with $\|h\|_{\mathcal{H}^2}$ sufficiently small, $h(\xi, t)$ could be decomposed into $h(\xi, t) = h_1(\xi, t) + \nu \hat{u}(\xi)$, where $\nu = \hat{\nu}(h)$ and $h_1 \in \mathcal{A}_1$. Setting $g(h(\xi, t), \check{\nu}) := (h(\xi, t) - \check{\nu} \hat{u}(\xi), u(\xi))$, we get $g(0, 0) = 0$ and $g_0(0, 0) = -\langle u, u \rangle \neq 0$. Consequently, by the implicit function theorem, there exists a neighborhood of $(0, 0)$ and a unique functional $\mathcal{L}(h)$ such that $g(h(\xi, t), \check{\nu}) = (h(\xi, t) - \check{\nu} \hat{u}(\xi), u(\xi)) \equiv 0$. Letting $h_1(\xi, t) = h(\xi, t) - \check{\nu} \hat{u}(\xi)$, we obtain $\langle h_1(\xi, t), u(\xi) \rangle = (h(\xi, t) - \check{\nu} \hat{u}(\xi), u(\xi)) = 0$, which means $h_1(\xi, t) \in \mathcal{A}_1$. Therefore, we gain the above decomposition. Since $\mathcal{H}_0(u) = \langle u, u \rangle$ and $\mathcal{H}_0(u + h) = \mathcal{H}_0(u), h \in \mathcal{A}$, we get

$$\langle u + h, u + h \rangle - \langle u, u \rangle = 2 \langle u, h_1 + \nu \hat{u} \rangle + \|h\|_{\mathcal{H}^2}^2 = 2\check{\nu}\|u\|_2^2 + \|h\|_{\mathcal{H}^2}^2 = 0,$$

which implies $\check{\nu} = -\frac{\|h\|_{\mathcal{H}^2}^2}{2\|u\|_2^2}$. Combined with Lemma 9, $(\mathcal{L}_2 h_1, h_1) \geq a_0 \|h_1\|_{\mathcal{H}^2}^2$ for $k \leq k \approx 0.9089$ and $P < \frac{7}{3+3k(\xi)}$. Thus,

$$\langle \mathcal{L}_2(u) h, h \rangle = \langle \mathcal{L}_2(u) (h_1 + \nu \hat{u}), (h_1 + \nu \hat{u}) \rangle$$

$$\geq \langle \mathcal{L}_2(u) h_1, h_1 \rangle + 2\check{\nu} \langle \mathcal{L}_2(u) u, h_1 \rangle + \check{\nu}^2 \langle \mathcal{L}_2(u) u, u \rangle$$

$$\geq a_0 \|h_1\|_{\mathcal{H}^2}^2,$$

where $\mathcal{L}_2(u) u = 0$. Using Minkowski inequality, we could get $\|h_1\|_{\mathcal{H}^2}^2 \geq \|h\|_{\mathcal{H}^2}^2 - \check{\nu}^2 \|u\|_{\mathcal{H}^2}^2 \geq \|h\|_{\mathcal{H}^2}^2 - c\|u\|_{\mathcal{H}^2}^2$, $c = \|u\|_{\mathcal{H}^2}^2 / (4\|u\|_2^2)$. For $\|h\|_{\mathcal{H}^2}^2 < \frac{1}{2}$ sufficient small, we could get $\|h_1\|_{\mathcal{H}^2}^2 \geq \frac{a_0}{2} \|h\|_{\mathcal{H}^2}^2$. Thus,

$$\langle \mathcal{L}_2(u) h, h \rangle \geq \frac{a_0}{2} \|h\|_{\mathcal{H}^2}^2.$$

By (132), we get

$$|\hat{\mathcal{H}}_2(u + h) - \hat{\mathcal{H}}_2(u)| \geq \frac{a_0}{4} \|h\|_{\mathcal{H}^2}^2 - \beta \|h\|_{\mathcal{H}^2}^2,$$

with $\beta > 0$.

Then we want to prove that for any $\frac{1}{2\beta} > \epsilon > 0$, there exists $\check{\delta}(\epsilon) > 0$, when $\Delta := |\hat{\mathcal{H}}_2(u + h) - \hat{\mathcal{H}}_2(u)| < \check{\delta}(\epsilon)$, such that $\|h\|_{\mathcal{H}^2} < \epsilon$. To analyze the property of (138) conveniently, we introduce the cubic function $q(v) := \beta v^3 - \frac{a_0}{4} v^2 + \Delta$, where $v = \|h\|_{\mathcal{H}^2}$. It is easy to see that the equation $q(v) = 0$ has three real roots $v_1(\Delta) < v_2(\Delta) < v_3(\Delta)$ for $\Delta > 0$. The set of $\{v | q(v) \geq 0\}$ is equivalent to $v \in [v_1(\Delta), v_2(\Delta)] \cup [v_3(\Delta), +\infty)$. Then, we want to show that if $\|h(\xi, 0)\|_{\mathcal{H}^2} \leq v_2(\Delta)$, then $\|h(\xi, t)\|_{\mathcal{H}^2} \leq v_2(\Delta)$ also holds. Actually, if the claim is not valid, there must exist a point $t_0 \in \mathbb{R}_+$ such that $\|h(\xi, t_0)\|_{\mathcal{H}^2} > v_2(\Delta)$, we find $\|h(\xi, t_0)\|_{\mathcal{H}^2} \geq v_3(\Delta)$ since $\|h(\xi, t_0)\|_{\mathcal{H}^2}$ satisfies inequality (138). By the continuity of functions $\|h(\xi, t)\|_{\mathcal{H}^2}$ and $\|h(\xi, 0)\|_{\mathcal{H}^2} \leq v_2(\Delta)$, $\|h(\xi, t_0)\|_{\mathcal{H}^2} \geq v_3(\Delta)$, there must exist $t_1 \in (0, t_0)$ such that $v_2(\Delta) < \|h(\xi, t_1)\|_{\mathcal{H}^2} < v_3(\Delta)$, which does not satisfy (138). Therefore, we get the contradiction. Then, we obtain that if $\|h(\xi, 0)\|_{\mathcal{H}^2} \leq v_2(\Delta)$, $\|h(\xi, t)\|_{\mathcal{H}^2} \leq v_2(\Delta)$. Thus, for any $\epsilon > 0$, by choosing $\check{\delta}(\epsilon) = -\beta \epsilon^3 + \frac{a_0}{4} \epsilon^2$ we get $\|h(\xi, 0)\|_{\mathcal{H}^2} < \epsilon$, which further implies $\|h(\xi, t)\|_{\mathcal{H}^2} \leq v_2(\Delta) < \epsilon$. Moreover, from Lemma 10 we know that for the above fixed $\check{\delta}(\epsilon) > 0$, there exists $\check{\delta}(\check{\delta}) (\min\{\epsilon, \frac{1}{\sqrt{\check{\delta}}}\} > \check{\delta}(\check{\delta}) > 0)$, $\|u(\xi, 0) + h(\xi, 0)\|_{\mathcal{H}^2} \leq \check{\delta}(\check{\delta})$, such that

$$|\hat{\mathcal{H}}_2(u + h) - \hat{\mathcal{H}}_2(u)| \leq \check{\delta}(\check{\delta}),$$

which further implies

$$|\hat{\mathcal{H}}_2(u + h) - \hat{\mathcal{H}}_2(u)| = |\hat{\mathcal{H}}_2(u(\xi, 0) + h(\xi, 0)) - \hat{\mathcal{H}}_2(u(\xi, 0))| \leq \check{\delta}(\check{\delta}).$$
Therefore, by (131), we could obtain that for any \( e > 0 \), there exists \( \delta(e) > 0 \), if \( \|v(\xi,0) - T(\gamma)u(\xi,0)\|_{H^2} \leq \delta(e) \) and \( \gamma \in \mathbb{R} \), the inequality \( \inf_{\gamma \in \mathbb{R}} \|v(\xi,t) - T(\gamma)u(\xi,t)\|_{H^2} < \epsilon \) holds, which implies

\[
(141) \quad \sup_{t \in \mathbb{R}} \inf_{\gamma \in \mathbb{R}} \|v(\xi,t) - T(\gamma)u(\xi,t)\|_{H^2} < \epsilon.
\]

From Definition 2 we get that solution \( u(\xi) = \alpha \mathrm{cn}(\alpha \xi, k), k \leq \hat{k} \approx 0.9089 \) is orbitally stable in the space \( H^2([-PT, PT]) \), where \( P < \frac{\tau}{\pi + M(\xi)} \).

The above proof is in the case of \( k \leq \hat{k} \approx 0.9089 \). When \( k > \hat{k} \), by (96), we know that for any \( z \in \mathbb{R} \cap Q \), the inequality \( I'(z) \neq 0 \) holds. By (118), we know \( K_1(z) \geq 0 \), and only when \( \Omega_1 = 0 \), the value \( K_1(z) = 0 \). Based on Lemma 9, we use a similar proof as the condition \( k \leq \hat{k} \approx 0.9089 \) and obtain that the cn-type solutions are orbitally stable in the space \( H^2([-T, T]) \) when \( k > \hat{k} \).

In the same procedure as above, the dn-type solutions on the periodic space \( H^2([-PT, PT]) \) are also orbitally stable.

**Remark 7.** When \( l = \frac{k'}{2} \), for all \( z \in Q \) satisfying \( \Omega_1(z) \in i\mathbb{R} \), the inequality \( K_1(z) \geq 0 \) does not hold uniformly. Combined with the half arguments formulas [17, p.24] of Jacobi elliptic functions, the function \( K_1(z) \) in (118) could be written as

\[
K_1(z) = -4\Omega_1^2(z)\alpha PK(k) \left( \frac{dn^2(i(z-l)) + dn^2(i(z-l) + K)}{K(k)} \right) = -4\Omega_1^2(z)\alpha PK(k) \left( \frac{-2k^2}{1 + dn(2i(z-l))} + 2 - \frac{2E(k)}{K(k)} \right).
\]

If \( z \in Q \cap \mathbb{R} = \left[ -\frac{K'}{2}, \frac{3K'}{2} \right] \), then \( i(z-l) \in [0, iK'] \), the function satisfies \( dn(2i(z-l)) \in [1, +\infty) \), which implies \( \frac{-2k^2}{1 + dn(2i(z-l))} \in [-k^2, 0] \). As \( 2i(z-l) \in (0, iK'] \), the function satisfies \( dn(2i(z-l)) \in (-\infty, -1) \), which means \( \frac{-2k^2}{1 + dn(2i(z-l))} \in (0, +\infty) \). By the even function \( dn(z) \) and the inequality (A.2d), we get that for all \( 2i(z-l) \in [-2Ik', 2iK'] \),

\[
K_1(z) \geq -4\Omega_1^2(z)\alpha PK(k) \left( \frac{-k^2 + 2 - \frac{2E(k)}{K(k)}}{K(k)} \right) = -4\Omega_1^2(z)\alpha PK(k) \left( k^2 + 2k^2 - \frac{2E(k)}{K(k)} \right) \geq 0,
\]

only when \( \Omega_1(z) = 0 \), \( K_1(z) = 0 \).

When \( z \in Q \setminus \mathbb{R} \), considering \( z = z_R + i\frac{k'}{2} \) and using shift formulas of the Jacobi elliptic functions [17, p.20], we know \( dn(2i(z-l)) = dn(2i(z_R-l) - K) = k'nd(2i(z_R-l)) \) as \( i(z_R-l) \in [-iK', iK'] \), \( dn(2i(z-R-l)) \in (-\infty, -1) \cup [1, \infty) \), which means \( dn(2i(z-l)) = k'nd(2i(z_R-l)) \in [-k', k'] \). Thus, by inequality (A.2c), we obtain

\[
K_1(z) \leq -4\Omega_1^2(z)\alpha PK(k) \left( \frac{-2k^2}{1 + k'} + 2 - \frac{2E(k)}{K(k)} \right) = -4\Omega_1^2(z)\alpha PK(k) \left( k' - \frac{2E(k)}{K(k)} \right) \leq 0,
\]

and only if \( \Omega_1(z) = 0 \), equation \( K_1(z) = 0 \) holds.

**Proof of Theorem 5.** As shown in Remark 7 we find that for all \( z \in Q \) satisfying \( \Omega_1(z) \in i\mathbb{R} \), the statement \( K_1(z) \geq 0 \) does not always hold. Similarly, we consider the value \( K_2(z) \) in (121),

\[
K_2(z) = -4\Omega_2^2(z)\alpha PK(k) \left( \frac{dn^2(i(z-l)) + dn^2(i(z-l) + K)}{K(k)} \right)^2.
\]

Combining (143) with (144), we obtain \( K_2(z) > 0, z \in Q \) if \( \Omega_1(z) \neq 0 \). In the same way as Lemma 9 excepting function \( \delta_t u \), there exists \( \alpha_1 \) such that \( (L_2 \mathcal{W}, W) \geq \alpha_1 \|W\|_{H^2([-PT, PT])}^2 \), \( P \in \mathbb{Z}_+ \). Similar to the proof of Theorem 4 we obtain that the solution \( u = \alpha \mathrm{dn}(\alpha \xi, k) \) is orbitally stable in the space \( H^2([-PT, PT]) \), \( P \in \mathbb{Z}_+ \).
5 Breather solutions on the elliptic function background

In the above sections, we study the linear and orbital stability of elliptic function solutions for the mKdV equation. In this section, we would like to utilize the Darboux-Bäcklund transformation to construct breather solutions \( u^{[1]}(\xi, t) \) and \( u^{[2]}(\xi, t) \), which can be used to describe the stable or unstable dynamics of elliptic function solutions. Very recently, rogue waves on the elliptic function background are constructed by the Darboux transformation and the nonlinearization in [19, 20, 21, 22, 23, 24].

**Theorem 7.** Suppose \( u(\xi) \) is an elliptic function solution of the mKdV equation (5) and \( \Phi(\xi, t; \lambda_1) \) is the corresponding fundamental solution of Lax pair (36) with the parameter \( \lambda_1 \), we could construct a new solution \( u^{[1]}(\xi, t) \) of the mKdV equation (5) with the parameter \( \lambda_1 \) as follows:

\[
u^{[1]}(\xi, t) = u(\xi) - 2i \left[ \psi_1 \Phi_1^* \right] M^{-1} \left[ \Phi_1 \right]^\top, \quad M = \begin{bmatrix} \Phi_1^* \Phi_1 & \Phi_1^* \Phi_1^* \\ \Phi_1 \Phi_1 & \Phi_1 \Phi_1 \end{bmatrix}, \quad \lambda_1 \in \mathbb{C} \setminus (i\mathbb{R} \cup \mathbb{R}),
\]

where \( \Phi_1 = \Phi(\xi, t; \lambda_1) c \equiv [\Phi_1, \psi_1]^\top \) and \( c = [1, c_1]^\top, c_1 \in \mathbb{C} \).

The proof of Theorem 7 is given in Appendix C.

**Remark 8.** Based on the linear algebra, we rewrite formula (147) in a compact form:

\[
u^{[2]}(\xi, t) = \frac{\det(u(\xi)M - 2iN)}{u(\xi) \det(M)}, \quad N = \begin{bmatrix} \Phi_1 \psi_1^* \\ \Phi_1 \psi_1 \end{bmatrix}.
\]

Beforehand, we introduce the following notations: (1) \( \lambda_1 = \lambda(z_1) \); (2) equations \( E_1(z), E_2(z) \) represent \( E_1(\xi, t; z), E_2(\xi, t; z) \) in (55) respectively.

5.1 Explicit stable solutions on the dn-type solution background

Before constructing an exact solution to describe the stability property of the dn-type solutions, we analyze the constraint in formula (146) in detail. In this subsection, we choose the case \( l = \frac{K}{2} \), corresponding to the dn-type solution background.

**Lemma 11.** For the formula (146), a sufficient condition to the constraint \( \Phi_1 \psi_1^* - \Phi_1^* \psi_1 = 0 \) is \( u(\xi) = a \text{dn}(a \xi) \) and \( |c_1| = 1 \).

**Proof.** Since \( \lambda_1 \in i\mathbb{R} \) in (47), we could obtain \( z_1 = z_R \pm i z_1, z_1 \in S \), based on Proposition 2 and Lemma B.2. We first consider \( z_1 = z_R \pm i \frac{K}{2} \). By the shift formula of Jacobi theta functions [8, p.86], it is easy to get

\[
-\frac{\partial_1}{\partial_4} \left( \frac{i(z_R - i) \pm a \xi}{2K} \right) = \frac{\partial_2}{\partial_3} \left( \frac{i(z_R + i) \pm a \xi}{2K} \right) \exp \left( \pm i \frac{a \xi}{2K} \pi \right) = \frac{\partial_2}{\partial_3} \left( \frac{i(z_R - i) \pm a \xi}{2K} \right).
\]

Combining the solution \( \Phi(\xi, t; \lambda) \) in (5) with (149), we obtain

\[
\phi_1 \psi_1^* = D^2 E(z_1) \begin{bmatrix} \phi_2 \left( \frac{i(z_R + i) \pm a \xi}{2K} \right) \phi_2 \left( \frac{i(z_R - i) \pm a \xi}{2K} \right) \\ \phi_2 \left( \frac{i(z_R + i) \pm a \xi}{2K} \right) \phi_2 \left( \frac{i(z_R - i) \pm a \xi}{2K} \right) \\ \phi_2 \left( \frac{i(z_R + i) \pm a \xi}{2K} \right) \phi_2 \left( \frac{i(z_R - i) \pm a \xi}{2K} \right) \end{bmatrix} \end{bmatrix} \]

\[
\begin{bmatrix} \phi_3 \left( \frac{i(z_R + i) \pm a \xi}{2K} \right) \phi_3 \left( \frac{i(z_R - i) \pm a \xi}{2K} \right) \\ \phi_3 \left( \frac{i(z_R + i) \pm a \xi}{2K} \right) \phi_3 \left( \frac{i(z_R - i) \pm a \xi}{2K} \right) \end{bmatrix} \]

Where \( E(z_1) \) is a constant matrix. The proof follows.
where \( Z(2l + K) = Z(iK' + K) = -\frac{i\pi}{2K}, D = \frac{\alpha \theta_3 \theta_4}{\theta_3(2K)} \) and \( E(z) = [E_1(z) \quad c_1E_2(z)] \). Taking the conjugate transpose to the right side of (150), we get

\[
(151) \quad \phi_1 \psi_1^* - \phi_1^* \psi_1 = D^2 \frac{\theta_1 \left( \frac{i(z_1 + z_1 + 2l)}{2K} \right)}{\theta_2 \left( \frac{i(z_1 + z_1)}{2K} \right)} \frac{\theta_2 \left( \frac{i(z_1 + z_1 + 2l)}{2K} \right)}{\theta_2 \left( \frac{i(z_1 + z_1)}{2K} \right)} \left( |E_1(z_1)|^2 - |c_1|^2 |E_2(z_1)|^2 \right).
\]

Since \( |E_1(z_1)| = |E_2(z_1)| = 1 \) and \( \phi_1 \psi_1^* - \phi_1^* \psi_1 \neq 0, \xi \in \mathbb{R} \), we know that when \( \phi_1 \psi_1^* - \phi_1^* \psi_1 = 0 \) the value of \( c_1 \) must satisfy \( |c_1| = 1 \). Similarly, we could get a similar result for \( z_1 = z_R - i\xi, z_1 \in S \) satisfying \( \lambda(z_1) \in i\mathbb{R} \).

When \( |c_1| = 1 \) and \( \lambda_1 \in i\mathbb{R} \), we consider how to reduce formula (146) with \( u(\xi) = a\vartheta(na\xi) \) and \( \lambda \). Using addition formulas of theta functions in [49, p.25], we get

\[
(152) \quad \frac{|\phi_1|^2 + |\psi_1|^2}{\lambda_1 - \lambda_1^*} = -2iDE(z_1)
\]

where \( |c_1| = 1 \) in \( E(z_1), \lambda_1 \in i\mathbb{R}, z_1 \in S \) and

\[
(153) \quad \lambda_1 - \lambda_1^* = \frac{\pi \theta_3^2 \theta_4 \theta_1 \left( \frac{i(z_1 + z_1)}{2K} \right) \theta_3 \left( \frac{i(z_1 + z_1)}{2K} \right)}{2 \theta_3 \theta_2 \left( \frac{i(z_1 + l)}{2K} \right) \theta_4 \left( \frac{i(z_1 - l)}{2K} \right) \theta_2 \left( \frac{i(z_1 + z_1 + 2l)}{2K} \right) \theta_4 \left( \frac{i(z_1 + z_1 + 2l)}{2K} \right)}.
\]

Combining (4) with functions (132) and (153), we reduce the function \( u^{[1]}(\xi, t) \) in (146) to a common denominator and obtain a new periodic solution:

\[
(154) \quad u^{[1]}(\xi, t) = \frac{K_1(\xi, t)}{H_1(\xi, t)},
\]

in which functions \( K_1(\xi, t) \) and \( H_1(\xi, t) \) are given by

\[
(155) \quad K_1(\xi, t) = F_1(z_1),
\]

and

\[
(156) \quad H_1(\xi, t) = \frac{\theta_3}{\alpha \theta_4}E(z_1),
\]

respectively, and \( |c_1| = 1, \)

\[
(157) \quad F_1(z_1) = \begin{bmatrix} \frac{\theta_1(i(z_1 + l))}{\theta_1(i(z_1 + 2l))}E_1(z_1) & \frac{\theta_2(i(z_1 + l))}{\theta_2(i(z_1 + 2l))}c_1E_2(z_1) \end{bmatrix}, \quad F_2(z_1) = \begin{bmatrix} \frac{\theta_1(i(z_1 + l))}{\theta_1(i(z_1 + 2l))}E_1(z_1) & \frac{\theta_2(i(z_1 + l))}{\theta_2(i(z_1 + 2l))}c_1E_2(z_1) \end{bmatrix}.
\]

To construct the breather solution to describe the stable dynamics of the \( \text{dn} \)-type solutions of the mKdV equation, we must choose a small enough parameter \( \lambda_1 \). Based on the elliptic function solution \( u = \)
\[ \text{adn}(a \xi, k) \text{ with } k = 0.9975, a = \frac{1}{10}, \text{ the solution } u^{[1]}(\xi, t) \text{ of } (5), \text{ constructed by equation (154), is shown in Figure 6 by choosing parameters } l = \frac{K}{2}, z_i \approx 0.5726 + 2.0199i, c_1 = 1, \lambda_1 \approx -0.0292i, \Omega_1 \approx -1.2513 \times 10^{-5}i. \text{ And the period of the function } u(\xi) \text{ is } T = \frac{2K}{a} = 32K. \text{ By } E_1(z_1) \approx \exp\left(0.0242i\xi + 6.2567 \times 10^{-6}it\right) \text{ and } E_2(z_1) \approx \exp\left(0.0219i\xi - 6.2567 \times 10^{-6}it\right), \text{ the periods on the } \xi \text{-axis and } t \text{-axis are } T_\xi = 10T = 320K \text{ and } T_t \approx 5.0211 \times 10^5, \text{ respectively.} \]

Furthermore, the solution \[ u^{[1]}(\xi, t) \text{ with } z_1 \approx 0.5726 + 2.0199i \text{ shows the stable dynamics for the dn-type solution under perturbations. To compare the dynamics between the dn-type solutions and the corresponding solution } u^{[1]}(\xi, t), \text{ we shift the traveling wave solution } u(\xi) \text{ to be } T(\gamma)u := u(\xi - a^{-1}(z_1 - z_1^*)), \text{ adn}(a \xi - i(z_1 - z_1^*), k), \text{ and plot the corresponding curves } T(\gamma)u \text{ in red in Figure 6(b). Choosing the time points } t_0 = 4 \times 10^5, 0, -2 \times 10^5, \text{ we obtain the figure of } u^{[1]}(\xi, t_0) \text{ by blue curves. Compared functions } T(\gamma)u \text{ and } u^{[1]}(\xi, t_0) \text{ in graphs (i), (ii), and (iii) of Figure 6(b) } u^{[1]}(\xi, t_0) \text{ could be considered as the dn-type solutions adding a small perturbation on } T(\gamma)u. \text{ Figure 6(c) shows the 3-d figure of the function } u^{[1]}(\xi, t). \text{ By numerical calculations, we obtain the norm } \| u^{[1]}(\xi, t_0) - T(\gamma)u\|_{H^2([-T_\xi/2, T_\xi/2])} \text{ with } t_0 = 4 \times 10^5, 0, -2 \times 10^5 \text{ are } 0.7065, 0.7043, \text{ and } 0.7112, \text{ respectively. When } \| u^{[1]}(\xi, 0) - T(\gamma)u\|_{H^2([-T_\xi/2, T_\xi/2])} = 0.7065 < \delta = 0.8, \text{ we get } \inf_{t_0 \in \mathbb{R}} \| u^{[1]}(\xi, t) - T(\gamma)u\|_{H^2([-T_\xi/2, T_\xi/2])} \leq \| u^{[1]}(\xi, t) - T(\gamma)u\|_{H^2([-T_\xi/2, T_\xi/2])} < \epsilon = 1, \text{ which verifies the stable property. It should be pointed out that the above explicit solution only shows a stable dynamic behavior of the elliptic function solution } u(\xi) \text{ under a perturbation, which can be regarded as a piece of evidence that the dn-type solutions are stable.} \]

### 5.2 Explicit unstable solutions on the cn-type solution background

In what follows, we consider the breather solutions constructed by the cn-type solutions, in which the procedure is similar to the dn-type solutions. Based on the expressions of functions in [9], [47] and addition formulas of theta functions in [49] p.25, the matrix \( M \) defined in [147] could be written as

\[
(158) \quad M = \begin{bmatrix} \Phi_1^* \Phi_1 & \Phi_2^* \Phi_1 \\ \Phi_1^* \Phi_2 & \Phi_2^* \Phi_2 \\ \end{bmatrix} = \begin{bmatrix} M(-z_1^*, z_1) & M(-z_1^*, -z_1^*) \\ M(z_1, z_1) & M(z_1, -z_1^*) \\ \end{bmatrix}
\]

where

\[
(159) \quad M(a, b) := -2iDE(a) \begin{bmatrix} \frac{\theta_1(\frac{i(a+b)-a}{2k})}{\theta_1(\frac{a+b}{2k})} & \frac{\theta_1(\frac{i(a-b)+a}{2k})}{\theta_1(\frac{a-b}{2k})} \\ \frac{\theta_2(\frac{i(a+b)-a}{2k})}{\theta_2(\frac{a+b}{2k})} & \frac{\theta_2(\frac{i(a-b)+a}{2k})}{\theta_2(\frac{a-b}{2k})} \\ \frac{\theta_3(\frac{i(a+b)-a}{2k})}{\theta_3(\frac{a+b}{2k})} & \frac{\theta_3(\frac{i(a-b)+a}{2k})}{\theta_3(\frac{a-b}{2k})} \\ \frac{\theta_4(\frac{i(a+b)-a}{2k})}{\theta_4(\frac{a+b}{2k})} & \frac{\theta_4(\frac{i(a-b)+a}{2k})}{\theta_4(\frac{a-b}{2k})} \\ \end{bmatrix} E^T(b).
\]

Utilizing addition formulas of theta functions in [49] p.25 and conversion formulas between Jacobi elliptic functions and theta functions [8] p.83, we get the expression of the matrix \( K \):

\[
(160) \quad K = \frac{2N_{1,1}}{a} \begin{bmatrix} \Phi_1^* \Phi_1 & \Phi_2^* \Phi_1 \\ \Phi_1^* \Phi_2 & \Phi_2^* \Phi_2 \\ \end{bmatrix} + \frac{2N_{1,2}}{a} \begin{bmatrix} \Phi_1^* \Phi_1 & \Phi_2^* \Phi_1 \\ \Phi_1^* \Phi_2 & \Phi_2^* \Phi_2 \\ \end{bmatrix} = \begin{bmatrix} K(-z_1^*, z_1) & K(-z_1^*, -z_1^*) \\ K(z_1, z_1) & K(z_1, -z_1^*) \\ \end{bmatrix},
\]

where \( N_{i,j} \) represents the \((i, j)\)-elements of the matrix \( N \) in (148),

\[
(161) \quad K(a, b) = -2iD \frac{\partial \Phi_4}{\partial \Phi_3} F_3(a) \begin{bmatrix} \frac{\theta_1(\frac{(a+b)-a}{2k})}{\theta_1(\frac{a+b}{2k})} & \frac{\theta_1(\frac{(a-b)+a}{2k})}{\theta_1(\frac{a-b}{2k})} \\ \frac{\theta_2(\frac{(a+b)-a}{2k})}{\theta_2(\frac{a+b}{2k})} & \frac{\theta_2(\frac{(a-b)+a}{2k})}{\theta_2(\frac{a-b}{2k})} \\ \frac{\theta_3(\frac{(a+b)-a}{2k})}{\theta_3(\frac{a+b}{2k})} & \frac{\theta_3(\frac{(a-b)+a}{2k})}{\theta_3(\frac{a-b}{2k})} \\ \frac{\theta_4(\frac{(a+b)-a}{2k})}{\theta_4(\frac{a+b}{2k})} & \frac{\theta_4(\frac{(a-b)+a}{2k})}{\theta_4(\frac{a-b}{2k})} \\ \end{bmatrix} F_4(b),
\]

and

\[
(162) \quad F_3(a) = \begin{bmatrix} \frac{\theta_1(\frac{a}{2k})}{\theta_1(\frac{a}{2k})} E_1(a) & \frac{\theta_2(\frac{a}{2k})}{\theta_2(\frac{a}{2k})} c_1 E_2(a) \\ \end{bmatrix}, \quad F_4(b) = \begin{bmatrix} \frac{\theta_1(\frac{b}{2k})}{\theta_1(\frac{b}{2k})} E_1(b) & \frac{\theta_2(\frac{b}{2k})}{\theta_2(\frac{b}{2k})} c_1 E_2(b) \\ \end{bmatrix}.
\]
(a) The density plot of the function $u[1](\xi, t)$. The 3-d figure of (I) is shown in Figure 6(c) and the sectional view (i), (ii) and (iii) are shown in Figure 6(b).

(b) The blue curves in figures (i), (ii) and (iii) are the solution $u[1](\xi, t_0)$ with $t_0 = 4 \times 10^5, 0, -2 \times 10^5$, respectively. The red curves show the function $u(\xi + i(z_1 - z_1^*)\alpha^{-1}) = \alpha \text{dn}(\alpha \xi + i(z_1 - z_1^*), k)$.

(c) The 3-d figure of the function $u[1](\xi, t)$, which reflects the small disturbance of above functions.

**FIGURE 6.** The solution $u[1]$ is given by (154) with the parameters setting $k = 0.9975, \alpha = \frac{1}{16}, l = \frac{k'}{\sqrt{2}}, z_1 \approx 0.5726 + 2.0199i, c_1 = 1$.

Based on Remark 8 and the formula $u[2](\xi, t)$ in (148), we get the breather solution on the cn-type solution background:

\[ u[2](\xi, t) = \frac{\det(K)}{\det(M)} \]
where matrices $\mathbf{K}$ and $\mathbf{M}$ are defined in (158) and (160), respectively. The parameter $z_1 \in S$ in the above solutions (163) satisfies $\lambda(z_1) \notin \mathbb{R}$.

We study the asymptotic analysis of formula (163) for all $z \in \mathbb{Q}$. For convenience, we introduce notations $E_1(z_1) := \Im(\mathcal{A}(z_1)) + l_1$ and $E_R(z_1) := \Re(\mathcal{A}(z_1)) + l_1$. By (60), we rewrite the function $E_1(\xi, t; z_1)$ defined in (18) as $E_1(\xi, t; z_1) = \exp\left(iE_1(z_1)(\xi - \frac{z_1}{2})\right)$. By the relationship between function $E_1(\xi, t; z_1)$ and $E_2(\xi, t; z_1)$, we get $E_2(\xi, t; z_1) = \exp\left(-iE_1(z_1)(\xi - \frac{z_1}{2})\right)$. Without loss of generality, we set $\Re(\Omega(z_1)) > 0$. As $t \to \pm \infty$, the breather solution $u^{[2]}(\xi, t)$ (163) will tend to the stationary solution $u^{[0]}(\xi)$ with a shift:

$$u^{[2]}(\xi) = \lim_{t \to \pm \infty} u^{[2]}(\xi, t) = a\frac{\theta_2 \theta_4}{\theta_3^2} \left(\frac{a \xi \pm i(2z_1^+ - z_1)}{2k}\right) = akcn(a \xi \pm 2i(z_1^+ - z_1)).$$

Based on the addition formulas of theta functions in [19], p.25 and exact expressions of the solution $u^{[2]}(\xi, t)$ in (163), as $t \to \pm \infty$, the asymptotic expansion of solution (163) is given by

$$u^{[2]}(\xi, t) = u^{[2]}(\xi) + (e^{i\Omega(t)} - 1) A_\pm(\xi; z_1) + e^{i\Omega(t)} A^\pm(\xi; z_1) + O\left(e^{2\Omega(t)}\right),$$

where

$$A_\pm(\xi; z_1) = B_\pm \frac{a^2 \theta_2^2 \theta_4^2 - 2iE_1(a \xi \pm i(2z_1^+ - z_1))}{\theta_3^2 (a \xi \pm i(2z_1^+ - z_1))^2},$$

$$B_\pm = c_1^\pm \frac{\theta_1(2z_1^+ + 1)}{\theta_3(2z_1^+ + 1)} \frac{\theta_3(2z_1^+ + 1)}{\theta_3(2z_1^+ + 1)}.$$

Then, we consider the coefficients of $e^{2\Omega(t)}$ as $t \to \pm \infty$. Comparing the expressions between function $A_\pm(\xi, z_1)$ in (166) and $W(\xi, \Omega)$ in (6) and (60), we get

$$A_\pm(\xi; z_1) = B_\pm W_1(\xi \pm 2a^{-1}(z_1^+ - z_1)), \quad A_\pm(\xi; z_1) = B_\pm W_1(\xi \pm 2a^{-1}(z_1^+ - z_1)),$$

$$W_1(\xi) = (\phi_1^2(\xi, t) - \psi_1^2(\xi, t)) \exp(-\Omega(t)) \quad \text{and} \quad W_2(\xi) = (\phi_2^2(\xi, t) - \psi_2^2(\xi, t)) \exp(\Omega(t)).$$

By (165), we could define

$$w_\pm(\xi, t) = w(\xi \pm 2a^{-1}(z_1^+ - z_1), t) = A_\pm(\xi, z_1) e^{\mp \Omega t} + A^\pm(\xi, z_1) e^{\mp \Omega t}.$$

Therefore, it is easy to verify that (19) holds.

By the proper translation, we can see that the perturbation $w(\xi, t)$ of the solution (7) in the linear stability analysis corresponds precisely to the asymptotic form $w_\pm(\xi, t)$ of the solution (166). In other words, as $t \to \pm \infty$, the asymptotic analysis (165) is consistent with solutions $w(\xi \pm 2a^{-1}(z_1^+ - z_1), t)$. Furthermore, the perturbation condition (7) is completely consistent with the asymptotic behavior (165). When $t \to \pm \infty$, $e^{\mp \Omega(t)} \to 0$. Then, the function $w(\xi \pm 2a^{-1}(z_1^+ - z_1), t)$ could be seen as a small perturbation on function $u^{[2]}(\xi, t)$. At time $t$ changes, functions $w(\xi \pm 2a^{-1}(z_1^+ - z_1), t)$ are not always small enough. Therefore, the above phenomena explain that the solution is linearly unstable if $\Re(\Omega) = 2E_R \neq 0$.

We exhibit a breather solution that can be utilized to describe the unstable dynamics for the cn-type solutions of the mKdV equation. We consider the function $u^{[2]}(\xi, t)$ with parameters $\alpha = 1, k = \frac{1}{2}, l = 0, z_1 \approx 0, z_1 \approx 1.358 + 0.433i$, or $\lambda_1 \approx 0.484 - 0.094i$, $\Omega(\lambda_1) \approx -0.090 - 0.307i$. In Figure 2, the plotting of function $u^{[2]}(\xi, t)$ is shown by the density plot and 3-d figure. Since $\Omega(\lambda_1) \notin \mathbb{R}$, $u^{[2]}(\xi, t)$ is a localized function in the $x$-axis and as $t \to \pm \infty$, $u^{[2]}(\xi, t)$ tends to a 4K-periodic function that could be seen as a translation of the function $u^{[2]}(\xi, t)$ in (18). On the $x$-axis, considering the exponential part of $u^{[2]}(\xi, t)$, we get $E_1 \approx \exp(0.410i\xi - (0.045 + 0.154i)t)$ and $E_2 \approx \exp(-0.410i\xi + (0.045 + 0.154i)t)$. It is easy to obtain that the period of $u^{[2]}(\xi, t)$ is $T = 12(k) \approx 19.155$.
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Appendix A. The definitions and properties of elliptic functions

In this Appendix, we enumerate the definition of special functions obtained in [8, 17, 49] and provide relevant results, which will be utilized in this paper.

Complete elliptic integrals

Functions $K$ and $E$ are called the first and second complete elliptic integrals defined as

\begin{equation}
K \equiv K(k) = \int_0^{\pi/2} \frac{d\theta}{\sqrt{1 - k^2 \sin^2 \theta}}, \quad \text{and} \quad E \equiv E(k) = \int_0^{\pi/2} \sqrt{1 - k^2 \sin^2 \theta} d\theta.
\end{equation}

In addition to the above two integrals, we usually use an associated complete elliptic integral $K' = K(k'), k' = \sqrt{1 - k'}$. Meanwhile, we provide some inequalities showing the relationship between the complete elliptic integrals and the modulus $k$.

**Proposition A.1.** For any $k \in (0, 1)$, the following four inequalities hold:

\begin{align*}
(A.2a) & \quad E(k) - k^2 K(k) > \lim_{k \to 0} E(k) - (k^2)K(k) = 0, \\
(A.2b) & \quad K(k) - E(k) > \lim_{k \to 0} K(k) - E(k) = 0, \\
(A.2c) & \quad E(k) - k'K(k) > \lim_{k \to 0} E(k) - k'K(k) = 0, \\
(A.2d) & \quad (1 + k^2)K(k) - 2E(k) > \lim_{k \to 0} (1 + k^2)K(k) - 2E(k) = 0.
\end{align*}

**Proof.** According to the derivatives of the elliptic integrals with respect to the modulus [17, p.282], we obtain

\begin{align*}
(A.3) & \quad \frac{d(E(k) - k^2 K(k))}{dk} = k K(k) > 0, \quad \text{and} \quad \frac{d(K(k) - E(k))}{dk} = \frac{k E(k)}{k^2} > 0,
\end{align*}

**Figure 7.** (a): The density plot of $u^{[2]}(\xi, t)$; (b): The 3-d figure of the black rectangle in figure (a). The parameters: $l = 0, \alpha = 1, k = \frac{1}{4}, z_1 \approx -1.358 + 0.433i, c_1 = 1.$
where \( K(k), E(k) > 0 \) and \( k \in (0, 1) \). By the definition of \( K(k) \) and \( E(k) \), it is easy to get that \( \lim_{k \to 0} E(k) - K(k) = 0 \). Then, the inequalities (A.2a) and (A.2b) holds. Furthermore, combining the derivatives of the elliptic integrals [17, p.282] with inequalities (A.2a) and (A.3), we get

\[
\frac{d}{dk} (E(k) - kK(k)) = \frac{(K(k) - E(k))(1 - k')}{kk'} > 0,
\]

(A.4)

\[
\frac{d}{dk} ((1 + k'^2)K(k) - 2E(k)) = \frac{(E(k) - k'^2K(k))k}{k'} > 0.
\]

Therefore, we obtain the inequalities (A.2c) and (A.2d). \( \square \)

**Jacobi Theta function**

**Definition A.1.** The theta functions are defined as the summation:

\[
\theta_1(z) = i \sum_{n=-\infty}^{\infty} (-1)^n q^{(n-\frac{1}{2})^2} e^{(2n-1)iz},
\]

\[
\theta_3(z) = \sum_{n=-\infty}^{\infty} q^{n^2} e^{2ni\zeta},
\]

\[
\theta_2(z) = \sum_{n=-\infty}^{\infty} q^{n(n-\frac{1}{2})} e^{(2n-1)iz},
\]

\[
\theta_4(z) = \sum_{n=-\infty}^{\infty} (-1)^n q^{n^2} e^{2ni\zeta},
\]

(A.5)

where \( q = e^{i\pi \delta k^2} \).

**Weierstrassian Zeta function**

**Definition A.2.** The Weierstrass Zeta function \( \zeta(z) \) is defined by

\[
\zeta(z) = \frac{1}{z} + \sum_{\omega \neq 0} \left( \frac{1}{z - \omega} + \frac{1}{\omega} + \frac{z}{\omega^2} \right),
\]

where \( \omega = 2m\omega_1 + 2n\omega_3, n, m \in \mathbb{Z} \) and \( 2\omega_1, 2\omega_3 \) are two periods of the derivative function of \( \zeta(z) \).

The shift formulas are given by

\[
\zeta(z + 2\omega_1) = \zeta(z) + \eta_1, \quad \zeta(z + 2\omega_3) = \zeta(z) + \eta_3,
\]

where \( \eta_1 = \zeta(\omega_1) \) and \( \eta_3 = \zeta(\omega_3) \). Furthermore, the \( \zeta(z) \) function could be written as

\[
\zeta(z) = \frac{\sigma'(z)}{\sigma(z)}, \quad \sigma(z) = \frac{2\omega}{\theta_1} \exp \left( \frac{\eta_1}{2\omega} \right) \theta_1 \left( \frac{z}{2\omega} \right), \quad \eta = \eta_1, \quad \sigma' = \sigma'(0).
\]

(A.8)

**Jacobi Zeta function**

**Definition A.3.** The Jacobi Zeta function is defined by

\[
Z(z) \equiv \int_0^z \left( \frac{dn^2(u) - E}{K} \right) du,
\]

where \( E \equiv E(k), K \equiv K(k) \) are the complete elliptic integrals defined in (A.1).

With the help of [8], we get some formulas on elliptic functions.

**Proposition A.2.** If \( f(z) \) is an elliptic function with simple poles \( \beta_r, r = 1, 2 \cdots m \), in a periodic region \( (2\omega_1, 2\omega_3) \), we get the integration

\[
\int_{z_0}^z f(s)ds = Cz + \sum_{r=1}^{m} B_r \ln \frac{\theta_1 \left( \frac{\beta_r - z}{2\omega_1} \right)}{\theta_1 \left( \frac{\beta_r}{2\omega_1} \right)},
\]

(A.10)

where \( B_r \) is the residue of the pole \( \beta_r \) and \( C \) is a constant which will be determined during the calculation.
Proof. Set $\varphi(z) = \sum_{r=1}^{m} B_r \zeta(z - \beta_r)$. Based on the residue theorem, equation $\sum_{r=1}^{m} B_r = 0$ holds, since $B_r, r = 1, 2, \ldots$ are the residues of all poles $\beta_r$. By [A.7], we could verify that $\omega_1$ and $\omega_3$ are the periods of the function $\varphi(z)$ by equations

$$\varphi(z + 2\omega_1) = \sum_{r=1}^{m} B_r \zeta(z - \beta_r) + 2\eta_1 = \varphi(z) + 2\eta_1 \sum_{r=1}^{m} B_r = \varphi(z),$$
(A.11)

$$\varphi(z + 2\omega_3) = \sum_{r=1}^{m} B_r \zeta(z - \beta_r) + 2\eta_3 = \varphi(z) + 2\eta_3 \sum_{r=1}^{m} B_r = \varphi(z).$$

Thus, functions $f(z)$ and $\varphi(z)$ share the same poles and periods. By the Liouville theorem, we get $f(z) = \varphi(z) + C$, where $C = f(0) - \varphi(0)$ is a constant. By [A.8], we get

$$\int_{0}^{\zeta} f(s)ds = \int_{0}^{\zeta}(C + \varphi(s))ds$$

$$= Cz + \int_{0}^{z} \sum_{r=1}^{m} B_r \left( \ln (s - \beta_r) \right)_{s} ds$$

$$= Cz + \sum_{r=1}^{m} \int_{0}^{z} B_r \frac{\eta_s}{\omega_1} + B_r \left( \ln \theta_1 \left( \frac{s - \beta_r}{2\omega_1} \right) \right) ds$$

$$= Cz + \sum_{r=1}^{m} B_r \ln \theta_1 \left( \frac{\beta_r - s}{2\omega_1} \right).$$

(A.12)

Thus, (A.10) holds. \qed

Based on Proposition [A.2], we gain the following results on the elliptic integration:

**Lemma A.1.**

$$\int_{0}^{\xi} \frac{2i\lambda \beta_1}{u^2(s) - \beta_1}ds = \frac{1}{2} \ln \frac{\theta_1 \left( \frac{i(z-l) - a_1}{2k} \right)}{\theta_1 \left( \frac{i(z-l) + a_1}{2k} \right)} + aZ(i(z - l))\zeta,$$  \hspace{1cm} (A.13)

$$\int_{0}^{\xi} \frac{2i\lambda \beta_2}{u^2(s) - \beta_2}ds = -\frac{1}{2} \ln \frac{\theta_1 \left( \frac{i(z+l) + k + iK' - a_2}{2k} \right)}{\theta_1 \left( \frac{i(z+l) + K + iK' + a_2}{2k} \right)} - aZ(i(z + l) + K + iK')\zeta,$$

where the expressions of functions $2i\lambda \beta_1, 2i\lambda \beta_2, u^2(\xi) - \beta_1$ and $u^2(\xi) - \beta_2$ are shown in Lemma 2.
where \( \tau_1 = \frac{1}{k} + i \), \( \tau_2 = \frac{1}{k} + i \), \( \tau_3 = k + ik' \). By the Christoffel-Schwarz integral formula, we know that \( z(\tau_1) \) is a conformal mapping, which maps the upper half plane onto a rectangle \([-\frac{k}{2}, \frac{k}{2}] \times [0, iK'] \) (see Figure 8). Furthermore, we can extend the map \( z(\tau_1) \) from the whole complex plane with cuts on the real line onto the rectangle \([-\frac{k}{2}, \frac{k}{2}] \times [-iK', iK'] \).

![Figure 8](image.png)

Figure 8. (a): \( \{ \tau_1(z) | z \in [-\frac{k}{2}, \frac{k}{2}] \times [0, iK'] \} \); (b): \( \{ z | z \in [-\frac{k}{2}, \frac{k}{2}] \times [0, iK'] \} \). The same symbols represent the corresponding points in different planes, such as the point (a) in \( \tau_1 \)-plane is mapping into the point (a) in \( z \)-plane by function \( \tau_1(0) = 0 \).

Then we analyze the conformal map \( z(\tau_2) \). By equations \( \tau_1(z) \) and \( \tau_2(z) \) in (B.14), we get

\[
\begin{align*}
    k \left( k \tau_1 + \frac{1}{k \tau_1} \right) &= \frac{\text{cn}^2(z) + \text{dn}^2(z) - \text{cn}^2(z) \text{dn}^2(z)}{\text{dn}(z) \text{cn}(z) \text{sn}(z)}, \\
    \tau_2 + \frac{1}{\tau_2} &= \frac{\text{cn}^2(z) + \text{dn}^2(z) - \text{cn}^2(z) \text{dn}^2(z)}{\text{dn}(z) \text{cn}(z) \text{sn}(z)}.
\end{align*}
\]

(B.16)

Comparing the right side of the above equation, we set

\[
\begin{align*}
    s &= \frac{k}{2} \left( k \tau_1 + \frac{1}{k \tau_1} \right), \\
    s &= \frac{1}{2} \left( \tau_2 + \frac{1}{\tau_2} \right).
\end{align*}
\]

(B.17)

Based on the Zhukovskii function [60, p.77], we consider the first equation of (B.17). For the convenience of analyzing, we could set the upper half plane of \( \tau_1 \)-plane as \( \tau_1 = r_1(\cos(\theta_1) + i \sin(\theta_1)) \) with \( r_1 \in [0, +\infty) \) and \( \theta_1 \in [0, \pi] \) in Figure 9 (a). Thus, we get \( R(s) = \frac{k}{2} \left( r_1 + \frac{1}{r_1} \right) \cos(\theta_1) \) and \( \Im(s) = \frac{k}{2} \left( r_1 - \frac{1}{r_1} \right) \sin(\theta_1) \).

When \( r_1 \in (0, \frac{1}{k}) \), the first equation of (B.17) maps the semicircle in the upper half \( \tau_1 \)-plane with radius \( r_1 \) into a half ellipse in the lower half \( s \)-plane with the major axis \( \frac{k}{2} \left( r_1 + \frac{1}{r_1} \right) \) and minor axis \( \frac{k}{2} \left( \frac{1}{r_1} - r_1 \right) \). (See the orange curve in Figure 9 (a) and Figure 9 (b)). As the green curve is shown in Figure 9 (a) and Figure 9 (b), when \( r_1 \in (\frac{1}{k}, +\infty) \), it maps the semicircle in the upper half \( \tau_1 \)-plane with radius \( r_1 \) into a half ellipse in the upper half \( s \)-plane with the major axis \( \frac{k}{2} \left( r_1 + \frac{1}{r_1} \right) \) and minor axis \( \frac{k}{2} \left( r_1 - \frac{1}{r_1} \right) \). In particular, the semicircle with a radius \( \frac{1}{k} \) is mapped into the line \([-k, k]\). Furthermore, the first equation of (B.17) maps the interval \([0, \frac{1}{k}]\) in \( \tau_1 \)-plane into the ray \([k, +\infty)\) in \( s \)-plane and maps the ray \([\frac{1}{k}, +\infty)\) into the ray \([k, +\infty)\). So, we get a conformal map between the upper half plane of the \( \tau_1 \)-plane and the \( s \)-plane with cuts \((-\infty, -k) \cup (k, +\infty)\) (See Figure 9 (a) and Figure 9 (b)).

Similarly, we consider the second equation in (B.17). We obtain that the upper half plane of the \( s \)-plane is mapped onto the exterior of the unit circle in \( \tau_2 \)-plane, and the lower half plane is mapped onto the interior of the unit circle (See Figure 9 (b) and Figure 9 (c)). And the cuts in the real axis of the \( s \)-plane can map onto.
the whole real axis, \((e) - (f)\) and \((c) - (b)\) in the \(\tau_2\)-plane. Thus, we establish the conformal map between the \(s\)-plane and the upper half the \(\tau_2\)-plane. Then, the \(\tau_2\)-plane can be related to the \(\tau_1\)-plane. By the above two maps, we know that there exists a conformal map from the \(\tau_2\)-plane onto the \(\tau_1\)-plane, with the cut from the real axis and two curves \((f) - (e)\) and \((c) - (b)\) onto the whole real axis, successfully.

In summary, we find the functions \(\tau_1(z)\) and \(\tau_2(z)\) map \([-\frac{K}{2}, \frac{K}{2}] \times [-iK', iK']\) onto the whole complex plane.

\[
\text{Figure 9.} \quad \{\tau_1|\Im(\tau_1) > 0\}; \{s|s = \frac{k}{2}\left(k\tau_1 + \frac{1}{K1}\right), \Im(\tau_1) > 0\}; \{\tau_2|\Im(\tau_2) > 0\}. 
\]
The Figure (b) could also be seen as \(\{s|s = \frac{1}{2}\left(\tau_2 + \frac{1}{k}\right), \Im(\tau_2) > 0\}\).

**Remark 9.** By Lemma B.2, we obtain that the function \(\tau_1(z)\) maps the region \([-\frac{K}{2}, \frac{K}{2}] \times [-iK', iK']\) in the \(z\)-plane onto the whole \(\tau_1\)-plane. Combining \(\tau_1(z)\) in \(B.14\) with \(\lambda(z)\) in \(47b\), we get that the function \(\lambda(z)\) maps the region \((z - \lambda) \in [-K' + l, K' + l] \times [-\frac{iK}{2}, \frac{iK}{2}]\) onto the whole \(\lambda\)-plane with the cuts \((b) - (b')\) and \((c) - (c')\) in Figure 10 (a) and Figure 10 (c). Similarly, by the conformal map \(\tau_2(z)\) studied in Lemma B.2 and \(\lambda(z)\) in \(47a\), we obtain that \(\lambda(z)\) is also a conformal map, which maps \([-K' + l, K' + l] \times [-\frac{iK}{2}, \frac{iK}{2}]\) onto the whole \(\lambda\)-plane with cuts \((f) - (c)\) and \((h) - (g)\), shown in Figure 10 (a) and Figure 10 (b).

\[
\text{Figure 10.} \quad \{z - \lambda|z \in S, l = 0 \text{ or } \frac{K}{2}\}; \{\lambda(z)|z \in S, l = 0\}, \text{ where the function } \lambda(z) \text{ is defined in } 47a; \{\lambda(z)|z \in S, l = \frac{K}{2}\}, \text{ where the function } \lambda(z) \text{ is defined in } 47b. \text{ The symbols (such as points (a), (b), (c), and so on) in different planes represent the corresponding points by the conformal map.} 
\]
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A lemma of squared eigenfunctions

**Lemma B.3.** There are two linearly independent squared eigenfunctions with parameters \( \lambda = \pm \lambda_1, \pm \lambda_1^* \) with the period: \( \frac{4K}{\Delta} \).

**Proof.** Combining (44) with (60), we set four functions \( W_2(\xi), W_3(\xi), W_4(\xi), W_5(\xi) \) with four different values \( \lambda_1, -\lambda_1, \lambda_1^*, -\lambda_1^* \), respectively. When \( \lambda \) is equal to the above four values, we get \( \beta_1 = \beta_2, \theta_1 = \theta_2 \) in (42) and \( \Omega_1 = 0 \) in (60), since \( y = 0 \) in (43). Therefore,

\[
\begin{align*}
W_2(\xi) &= \phi_1^2(\xi, t; \lambda_1) - \psi_1^2(\xi, t; \lambda_1) = (u^2(\xi) - \beta_1)(\exp(2\theta_1) - \exp(-2\theta_1)), \\
W_3(\xi) &= \phi_1^2(\xi, t; -\lambda_1) - \psi_1^2(\xi, t; -\lambda_1) = (u^2(\xi) - \beta_1)(\exp(-2\theta_1) - \exp(2\theta_1)), \\
W_4(\xi) &= \phi_1^2(\xi, t; \lambda_1^*) - \psi_1^2(\xi, t; \lambda_1^*) = (u^2(\xi) - \beta_1^*)(\exp(2\theta_1^*) - \exp(-2\theta_1^*)), \\
W_5(\xi) &= \phi_1^2(\xi, t; -\lambda_1^*) - \psi_1^2(\xi, t; -\lambda_1^*) = (u^2(\xi) - \beta_1^*)(\exp(-2\theta_1^*) - \exp(2\theta_1^*)).
\end{align*}
\]

(B.18)

By the above four functions, we get \( W_2(\xi) = -W_3(\xi) = W_4(\xi) = -W_5(\xi) \in \mathbb{C} \). Thus, functions \( W_2(\xi) \) and \( W_3(\xi) \) are linearly dependent, and functions \( W_4(\xi) \) and \( W_5(\xi) \) are also linearly dependent. Since functions \( u^2(\xi) - \beta_1 \) and \( u^2(\xi) - \beta_1^* \) have different poles in the \( \xi \)-complex plane, we get that functions \( W_2(\xi) \) and \( W_4(\xi) \) are linearly independent with different poles. Furthermore, by the exact expression of the function

\[
W_2(\xi) = \frac{\alpha^2 \lambda_1^2}{2 \lambda_1^2} \left( \phi_1^2 \left( \frac{K + iK' + 2a \xi}{4K} \right) - \phi_2^2 \left( \frac{K + iK'}{4K} \right) \right) \exp \left( \frac{\alpha \xi}{2K} \pi \right),
\]

(B.19)

it is easy to verify that \( W_2(\xi + \frac{2K}{\Delta}) = -W_2(\xi) \) and \( W_2(\xi + \frac{4K}{\Delta}) = W_2(\xi) \), i.e., \( \frac{4K}{\Delta} \) is the period of function \( W_2(\xi) \).

\[\square\]

**Appendix C. The integrability structure of the mKdV equation**

In this section, we mainly introduce the integrability structure of the mKdV equation: the mKdV hierarchy, the Hamiltonian conserved quantity, the Darboux matrix and the Lax pair of the higher-order mKdV hierarchy.

The mKdV hierarchy can be derived by the AKNS scheme\(^1\). For the \( x \)-part of Lax pair \( \Phi \), we could set the \( t \)-part as

\[
\Phi_t(x, t; \lambda) = \begin{bmatrix} A & B \\ C & -A \end{bmatrix} \Phi(x, t; \lambda),
\]

where \( A \equiv A(x, t; \lambda), B \equiv B(x, t; \lambda), C \equiv C(x, t; \lambda) \). By the zero curvature equation or the compatibility condition \( \Phi_{xt} = \Phi_{tx} \), we obtain equations \( -A_x + u(C + B) = 0, u_t - B_x - 2iAB - 2uA = 0, \) and \( -u_t - C_x + 2i\lambda C - 2uA = 0 \), which implies

\[
A = \partial_x^{-1} \begin{bmatrix} -u & u \end{bmatrix} \begin{bmatrix} -B \\ C \end{bmatrix} + A_0, \quad A_0 \equiv A_0(\lambda).
\]

(C.2)

To keep the compatibility of the mKdV hierarchy, we suppose \( A_0 = -\frac{i}{2}(2\lambda)^{2n+1}, B = \sum_{j=1}^{2n+1} b_j(x, t) \lambda^{2n+1-j} \) and \( C = \sum_{j=1}^{2n+1} c_j(x, t) \lambda^{2n+1-j} \). Comparing the coefficients of the parameter \( \lambda \), we obtain the following equations:

\[
\begin{align*}
\begin{bmatrix} u \\ -u \end{bmatrix} = \begin{bmatrix} -b_{2n+1} \\ c_{2n+1} \end{bmatrix} L_t, \\
2i \begin{bmatrix} -b_{j+1} \\ c_{j+1} \end{bmatrix} = \begin{bmatrix} -b_j \\ c_j \end{bmatrix} L, \\
\begin{bmatrix} b_1 \\ c_1 \end{bmatrix} = 2^{2n} \begin{bmatrix} u \\ -u \end{bmatrix}, \\
L = -\sigma_3 \partial_x + 2 \begin{bmatrix} u \\ -u \end{bmatrix} \partial_x^{-1} \begin{bmatrix} -u & u \end{bmatrix}.
\end{align*}
\]

Thus the mKdV hierarchy can be defined as

\[
\begin{bmatrix} u \\ -u \end{bmatrix} = (-1)^{n+1} L^{2n+1} \begin{bmatrix} u \\ u \end{bmatrix},
\]

(C.3)
which could be expressed as follows:

\( (C.4) \quad u_{i0} = \partial_x F^a u = \partial_x H'_n(u), \quad n = 0, 1, 2, \cdots, \)

with the recursion formula \( (C.5) \quad H'_n = F H'_{n-1}. \) The prime \( ' \) of \( H'_n \) is defined as the gradient of functional \( H_n \) for the scalar product. Based on the functional matrix \( L \) in \( (C.3) \), the recursion operator \( F \) is defined as

\( (C.5) \quad F := - (\partial_x^2 + 4u^2 - 4u \partial_x u_x), \quad \partial_x^{-1} u = \frac{1}{2} \left( \int_x^{\xi} u(y)dy - \int_x^{\xi} u(y)dy \right), \)

and the Hamiltonian functional could be expressed as

\( (C.6) \quad H_n = \int_0^1 (F^n(\rho u), u) \, d\rho = \int_{-PT}^{PT} \int_0^1 F^n(\rho u) \, d\rho \, dx, \quad n = 0, 1, 2, \cdots. \)

Letting \( n = 0, 1, 2 \), we obtain the first three Hamiltonian functionals in \( (C.11) \). The corresponding equations are expressed as follows:

\( (C.7) \quad u_{i0} = \partial_x H'_0 = \partial_x u, \quad u_{i1} = \partial_x H'_1 = -\partial_x^3 u - 6u_x \partial_x u, \quad u_{i2} = \partial_x H'_2 = \partial_x^5 u + 10u_x \partial_x u + 40u_x^2 \partial_x^2 u + 10u_x^2 \partial_x^2 u + 30u_x^4 \partial_x u. \)

When \( n = 1 \), the mKdV equation is a Hamiltonian system of the form \( u_t = \partial_x H'_1(u) \), which could be expressed in the recursion formula readily as \( u_t = \partial_x F H'_0(u) \).

If the derivative of the Hamiltonian functional \( H_i, i = 0, 1, 2, \cdots \) with respect to time \( t \) is zero, i.e., \( \frac{dH_i}{dt} = 0 \), the Hamiltonian functional \( H_i \) is the Hamiltonian conserved quantity. The Definition of the Poisson bracket \( (C.11) \) for the class of \( C^\infty([-PT, PT]) \) functionals \( H_i, H_j \) of the smooth periodic functions \( u \) with \( 2PT \) period is \( \{H_i, H_j\} = \left( H'_i, \partial_x H'_j \right) \), where the \( (\cdot, \cdot \) denotes the \( L^2([-PT, PT]) \) scalar product. Combining definitions of the gradient and the Poisson bracket with equation \( (C.7) \), we get

\( (C.8) \quad \frac{dH_i}{dt} = \left( H'_i, u_t \right) = \left( H'_i, \partial_x H'_1 \right) = \{H_i, H_1\}. \)

It follows that the Hamiltonian functionals \( H_i \) are conserved if and only if \( \{H_i, H_1\} = 0, i = 0, 1, 2, \cdots \).

Then, we introduce the Darboux transformation of the mKdV equation \( (C.11) \). Under the \( (\xi, t) \) moving coordinate frame \( (3) \), the Darboux matrix \( T_i(\lambda; \xi, t), i = 1, 2 \) could convert the old Lax pair into a new Lax pair

\[ \Phi^i(\xi, t; \lambda) = U^i(\lambda; u^i) \Phi^i(\xi, t; \lambda), \quad \Phi^i(\xi, t; \lambda) = \Psi^i(\lambda; u^i) \Phi^i(\xi, t; \lambda), \]

where \( \Phi^i(\xi, t; \lambda) := T_i(\lambda; \xi, t) \Phi^i(\xi, t; \lambda), \) \( U^i(\lambda; u^i) = U(\lambda; u^i), \) \( \Psi^i(\lambda; u^i) = \Psi^i(\lambda; u^i), \) \( i = 1, 2. \) Based on the symmetric properties of matrices \( U(\lambda; u) \) and \( \Psi(\lambda; u) \) in equation \( (C.10) \), we could obtain that the Darboux matrix \( T_i(\lambda; x, t) \) satisfies

\( (C.9) \quad T_i^{-1}(\lambda; \xi, t) = T_i^T(\lambda^*; \xi, t), \quad T_i^{-1}(\lambda; \xi, t) = T_i^T(-\lambda; \xi, t). \)

**Lemma C.4. The Darboux matrix**

\( (C.10) \quad T_i(\lambda; \xi, t) = I - \frac{\lambda_1 - \lambda_i}{\lambda - \lambda_1} P_i(\xi, t), \quad P_1(\xi, t) = \frac{\Phi_1 \Phi_1^T}{\Phi_1^T \Phi_1}, \quad \Phi_1 = \Phi(\xi, t; \lambda_1) \epsilon \equiv [\phi_1, \psi_1]^T, \)

keeps the first symmetric relation of \( (C.10) \), and the corresponding Bäcklund transformation between old and new potential functions is given in \( (140) \).

**Proof.** Suppose the Lax pair has the following analytic matrix solutions

\( (C.11) \quad \Phi(\xi, t; \lambda) = m(\lambda; \xi, t) e^{-\lambda \xi^2 (2\xi t + \xi^2 t)} m^{-1}(\lambda; 0, 0) \)

where the meromorphic function matrix \( m(\lambda; \xi, t) \) can be expanded at the neighborhood of \( \infty \):

\( (C.12) \quad m(\lambda; \xi, t) = I + m_1(\xi, t) \lambda^{-1} + O(\lambda^{-2}). \)

Define

\( (C.13) \quad A(\lambda; \xi, t) \equiv i m(\lambda; \xi, t) \sigma_3 m^{-1}(\lambda; \xi, t) = i \sigma_3 + \sum_{i=1}^{\infty} A_i(\xi, t) \lambda^{-i}. \)
We can verify
\[ \frac{\partial}{\partial \xi} A(\lambda; \xi, t) = [U(\lambda; u), A(\lambda; \xi, t)], \quad A^2(\lambda; \xi, t) = -I. \]

Then \( A_1(\xi, t) \) can be determined recursively by (C.14). The first three of them are
\[ A_1(\xi, t) = -Q = -i [\sigma_3, m_1(\xi, t)], \]
\[ A_2(\xi, t) = -\frac{i}{2} \sigma_3 (Q_\xi - Q^2), \]
\[ A_3(\xi, t) = \frac{1}{4} (Q_{\xi\xi} - 2Q^3 - Q_\xi Q + QQ_\xi). \]

It follows that
\[ \Phi(\xi, t; \xi, \lambda) = m(\lambda; \xi, t) m^{-1}(\lambda; \xi, t) - i \lambda m(\lambda; \xi, t) \sigma_3 m^{-1}(\lambda; \xi, t) = U(\lambda; u), \]
\[ \Phi_1(\xi, t; \lambda) \Phi^{-1}(\xi, t; \lambda) = m_1(\lambda; \xi, t) m^{-1}(\lambda; \xi, t) - i(4 \lambda^3 + 2s_2 \lambda) m(\lambda; \xi, t) \sigma_3 m^{-1}(\lambda; \xi, t) = \hat{V}(\lambda; u). \]

Applying the Darboux transformation to the wave function \( \Phi(\xi, t; \lambda) \), we obtain a new wave function \( \Phi^{[1]}(\xi, t; \lambda) = T_1(\lambda; \xi, t) \Phi(\xi, t; \lambda) T_1^{-1}(\lambda; 0, 0) \) that is analytic in the whole complex plane \( \mathbb{C} \). For the new wave function \( \Phi^{[1]}(\xi, t; \lambda) \), the function \( m(\lambda; \xi, t) \) will be replaced by \( m^{[1]}(\lambda; \xi, t) = T_1(\lambda; \xi, t) m(\lambda; \xi, t) \) that also can be expanded in the neighborhood of \( \infty \):
\[ m^{[1]}(\lambda; \xi, t) = \mathbb{I} + m^{[1]}(\xi, t) \lambda^{-1} + O(\lambda^{-2}), \quad m_1^{[1]}(\xi, t) = m_1(\xi, t) - (\lambda_1 - \lambda_1^* \lambda^* - \lambda^* \lambda_1) P_1(\xi, t). \]

Furthermore, we have
\[ Q^{[1]} = Q - i(\lambda_1 - \lambda_1^*) \sigma_3 P_1(\xi, t), \quad U^{[1]}(\lambda; u^{[1]}), = U(Q \rightarrow Q^{[1]}), \quad \hat{V}^{[1]}(\lambda; u^{[1]}) = \hat{V}(Q \rightarrow Q^{[1]}). \]

As for the symmetric property, through \( \Phi(\xi, t; \lambda) \Phi^+(\xi, t; \lambda^*) = \mathbb{I} \) and \( T_1(\lambda; \xi, t) T_1^*(\lambda^*; \xi, t) = \mathbb{I} \), we obtain \( \Phi^{[1]}(\xi, t; \lambda) \Phi^{[1]^*}(\xi, t; \lambda^*) = \mathbb{I} \), which implies \( U^{[1]^*}(\lambda^*; u^{[1]}), = -U^{[1]}(\lambda; u^{[1]}), \) and \( \hat{V}^{[1]^*}(\lambda^*; u^{[1]}), = -\hat{V}(\lambda; u^{[1]}). \)

\[ \text{Proof of Theorem 7} \]

If the Darboux transformation in Lemma C.4 also satisfies the second equation of (C.9), i.e., \( \lambda_1^* + \lambda_1 = 0 \) and \( P_1^*(\xi, t) = P_1(\xi, t) \), then the Darboux transformation will keep the second symmetric property (20) of matrix \( U(\lambda; u) \). The corresponding Bäcklund transformation could be expressed as (146).

As for the case \( \lambda_1 + \lambda_1^* \neq 0 \), we need to consider the two-fold Darboux transformation
\[ T_2(\lambda; \xi, t) = \mathbb{I} - [\Phi_1 \quad \Phi_1^*] M^{-1} D^{-1} \left[ \begin{array}{c} \Phi_1^+ \\ \Phi_1 \end{array} \right], \quad D = \text{diag} (\lambda - \lambda_1^*, \lambda + \lambda_1), \]
which also satisfies symmetric properties: \( T_2^{-1}(\lambda; \xi, t) = T_2^*(\lambda; \xi, t) \), and the corresponding Bäcklund transformation is given by (147).

Using a similar method as Lemma C.4, we obtain the polynomial form of the third members of the mKdV hierarchy
\[ V_2(\lambda; u) = 4\lambda^2 V(\lambda; u) - 2i \lambda c_3 \left( Q_{xxx} - 6Q^3 Q_x + Q^4 - 2QQ_{xx} + Q^2 \right) \]
\[ -10Q^2 Q_{xx} - 10Q^2 Q + 6Q^5 + Q_{xxxx}, \]
which admits the evolution part of Lax pair: \( \Phi_{t2} = V_2(\lambda; u) \Phi \), which also can be derived directly by the above-mentioned AKNS scheme (C.1).
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