GENERATING FUNCTIONS FROM THE VIEWPOINT OF
ROTA-BAXTER ALGEBRAS
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Abstract. We study generating functions in the context of Rota-Baxter algebras. We show that exponential generating functions can be naturally viewed in a very special case of complete free commutative Rota-Baxter algebras. This allows us to use free Rota-Baxter algebras to give a broad class of algebraic structures in which generalizations of generating functions can be studied. We generalize the product formula and composition formula for exponential power series. We also give generating functions both for known number families such as Stirling numbers of the second kind and partition numbers, and for new number families such as those from not necessarily disjoint partitions and partitions of multisets.
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1. Introduction

The importance of generating functions is well-known [30, 31]. We view generating functions in the framework of Rota-Baxter algebra whose importance in combinatorics was already noted by Rota [27, 29]. This viewpoint leads to a broad generalization of exponential generating functions.

There are many types of generating functions, such as the power series (or ordinary) generating functions $f(z) = \sum_{n\geq 0} a_n z^n$, exponential generating functions $f(z) = \sum_{n\geq 0} a_n \frac{z^n}{n!}$ and multi-variable generating functions. For some number sequences $(a_n)_{n\geq 0}$, their exponential generating functions have good expressions that are not available if power series generating
functions are used. Such examples include the Bernoulli numbers and Bell numbers. Further, multi-variable generating functions encode multi-indexed number families that cannot be represented by one variable generating functions.

One way to view the power series generating functions and exponential generating functions in the same framework is that they each give a way to encode a number sequence \(a_n, n \geq 0\) as the coefficients of a linear combination with respect to a basis of the power series algebra \(\mathbb{R}[[z]]\). The basis is \(z^n, n \geq 0\) for power series generating functions and is the divided powers \(z^n/n!, n \geq 0\) for exponential generating functions. The distinction is the two different bases for the same power series ring. But it is also beneficial to view the difference externally: \(v_k = z^k, k \geq 0\) is the standard basis of the algebra

\[
A := \prod_{k \geq 0} \mathbb{R} v_k, \text{ with componentwise product } v_m v_n = v_{m+n},
\]

while \(w_k = z^k/k!\) is the standard basis of the divided power algebra

\[
B := \prod_{k \geq 0} \mathbb{R} w_k, \text{ with componentwise product } w_m w_n = \binom{m+n}{m} w_{m+n}.
\]

We can take this point of view further and consider the following general framework for generating functions: A complete filtered \(\mathbb{R}\)-algebra is a \(\mathbb{R}\)-algebra \(A\) with ideals \(A_n, n \geq 0\), such that \(A_m A_n \subseteq A_{m+n}\) and \(A\) is complete with respect to the metric on \(A\) induced by \(A_n\). In other words, the natural map

\[
A \to \lim_{\leftarrow} A/A_n
\]

is bijective. Let \(U := \{u_j, j \in J\}\), be a basis of \(A\) that is compatible with its filtration in the sense that \(U \cap A_k\) is a basis of \(A_k, k \geq 0\). Then a \(U\)-generating function of a family of numbers \(a_j \in \mathbb{R}, j \in J\), is the element \(\sum_{j \in J} a_j u_j\) in \(A\). In this context, a power series generating function is a \(U\)-generating function when \(U\) is taken to be the basis \(v_k = \{z^k, k \geq 0\}\) in the complete filtered algebra

\[
\mathbb{R}[[z]] = \prod_{k \geq 0} \mathbb{R} z^k \cong \prod_{k \geq 0} \mathbb{R} v_k = A
\]

and an exponential generating function is a \(U\)-generating function when \(U\) is taken to be the basis \(\{w_k = z^k/k!, k \geq 0\}\) in the complete filtered algebra

\[
\mathbb{R}[[z]] = \prod_{k \geq 0} \mathbb{R} z^k/k! \cong \prod_{k \geq 0} \mathbb{R} w_k = B.
\]

In both cases, the complete filtration on \(\mathbb{R}[[z]]\) is given by the ideals \(z^n \mathbb{R}[[z]]\) which is also \(u_k A\) (resp. \(v_k B\)).

Of course such a formal definition in such generality is of little use unless

1. it can be naturally related to the ordinary generating functions or exponential generating functions;
2. it is useful in the study of number sequences and number families.

We will show that free Rota-Baxter algebras do give a generalization that satisfies these conditions. In Section 3 we review the construction of free commutative Rota-Baxter algebras and show that their completions give a large class of complete filtered algebras. In
Section 3 we show that the simplest case of such complete free Rota-Baxter algebras gives the exponential generating functions. We then focus on a “twisted” variation of this case, namely on the $\lambda$-exponential generating functions. We generalize the classical Product Formula and Composition Formula for exponential generating functions to the twisted case. As applications, we give generating functions for Stirling numbers and for enumerations of not necessarily disjoint partitions. We consider another instance of complete free Rota-Baxter algebras in Section 4. By using $q$-series and applying the stuffle technique from the study of multiple zeta values in number theory, we show that elements of these algebras provide interesting generating functions for both number sequences such as factorials of square numbers, triangular numbers, pentagonal numbers, and multi-indexed families of numbers such as those from partitions of multisets.

2. **Free commutative complete Rota-Baxter algebras**

In this section, we provide the algebraic framework for our extension of exponential generating functions. Let $\lambda \in \mathbb{R}$ be a constant. A **Rota–Baxter algebra** of weight $\lambda$ is a pair $(R, P)$ where $R$ is a unitary $k$-algebra and $P : R \to R$ is a linear operator such that

$$ P(x)P(y) = P(xP(y)) + P(P(x)y) + \lambda P(xy), $$

for any $x, y \in R$. Often $\theta = -\lambda$ is used, especially in the physics literature. Let $(R, P)$ and $(R', P')$ be Rota-Baxter algebras of weight $\lambda$. A **Rota-Baxter algebra homomorphism** $f$ from $(R, P)$ to $(R', P')$ is an algebra homomorphism $f : R \to R'$ such that $f \circ P = P' \circ f$.

The study of Rota-Baxter algebras was started by G. Baxter in 1960 and was popularized largely by Rota and his school in the 1960s and 70s and again in 1990s. In the recently years, there have been several interesting developments of Rota–Baxter algebras in theoretical physics and mathematics, including quantum field theory, Yang-Baxter equations, shuffle products, operads, Hopf algebras, combinatorics and number theory. See [17] for further details.

2.1. **Free commutative Rota-Baxter algebras.** We recall the construction of free commutative Rota-Baxter algebras in terms of mixable shuffles. See [18, 19, 16] for details.

Given a commutative algebra $k$ which will often be taken as $\mathbb{R}$, $\lambda \in k$, and a $k$-algebra $A$, the free commutative Rota-Baxter $k$-algebra on $A$ is defined to be a Rota-Baxter $k$-algebra $(\mathbb{R}_{k,\lambda}(A), P_A)$ together with a $k$-algebra homomorphism $j_A : A \to \mathbb{R}_{k,\lambda}(A)$ with the property that, for any Rota-Baxter $k$-algebra $(R, P)$ and any $k$-algebra homomorphism $f : A \to R$, there is a unique Rota-Baxter $k$-algebra homomorphism $\tilde{f} : (\mathbb{R}_{k,\lambda}(A), P_A) \to (R, P)$ such that $j_A \circ \tilde{f} = f$ as $k$-algebra homomorphisms.

One realization of this free commutative Rota-Baxter algebra is given by the mixable shuffle Rota-Baxter algebra. The mixable shuffle Rota-Baxter algebra is a pair $(\mathbb{R}_{k,\lambda}(A), P_A)$, where $\mathbb{R}_{k,\lambda}(A)$ is a $k$-algebra in which

- the $k$-module structure is given by the direct sum

$$ \bigoplus_{n=1}^{\infty} A^{\otimes n}, \quad \text{where } A^{\otimes n} = A \otimes_k \ldots \otimes_k A; $$
• the multiplication is given by the augmented mixable shuffle product \( \diamond \), recursively defined on \( A^{\otimes m} \otimes A^{\otimes n} \) by
  \[
  a_0 \diamond (b_0 \otimes b_1 \otimes \ldots \otimes b_n) = a_0 b_0 \otimes b_1 \otimes \ldots \otimes b_n,
  \\
  (a_0 \otimes a_1 \otimes \ldots \otimes a_m) \diamond b_0 = a_0 b_0 \otimes a_1 \otimes \ldots \otimes a_m, \quad a_i, b_j \in A^{\otimes 1} = A,
  \]
and
  \[
  (a_0 \otimes a_1 \otimes \ldots \otimes a_m) \diamond (b_0 \otimes b_1 \otimes \ldots \otimes b_n) = (a_0 b_0) \otimes ((a_1 \otimes \ldots \otimes a_m) \diamond (1 \otimes b_1 \otimes \ldots \otimes b_n))
  + (a_0 b_0) \otimes ((1 \otimes a_1 \otimes \ldots \otimes a_m) \diamond (b_1 \otimes \ldots \otimes b_n))
  + \lambda a_0 b_0 \otimes ((a_1 \otimes \ldots \otimes a_m) \diamond (b_1 \otimes \ldots \otimes b_n)), \quad a_i, \; b_j \in A
  \]
with the convention that
  \[
  a \diamond (1 \otimes b) = a \otimes b, \quad (1 \otimes a) \diamond b = b \otimes a, \quad a \diamond b = ab, \quad \text{for } a, b \in A.
  \]

The Baxter operator \( P_A \) is defined by
  \[
  P_A(a_1 \otimes \ldots \otimes a_m) = 1 \otimes a_1 \otimes \ldots \otimes a_m, \quad a_1 \otimes \ldots \otimes a_m \in A^{\otimes m}, \quad m \geq 1.
  \]
Since the mixable shuffle product is compatible with the product on \( A \), we will often suppress the notation \( \diamond \). We will also suppress \( k \) and \( \lambda \) from \( \Pi_{k,\lambda}(A) \) when there is not danger of confusion.

Note that assuming \( P_A \) is a Rota-Baxter operator and thus satisfies Eq. (1), then Eq. (2) follows. For example, we have
  \[
  (a_0 \otimes a_1 \otimes a_2)(b_0 \otimes b_1)
  = a_0 b_0 \otimes ((a_1 \otimes a_2)(1 \otimes b_1) + b_1(1 \otimes a_1 \otimes a_2) + \lambda (a_1 \otimes a_2)b_1)
  = a_0 b_0 \otimes (a_1 \otimes (a_2(1 \otimes b_1) + (b_1(1 \otimes a_2)) + \lambda a_2 b_1) + b_1 \otimes a_1 \otimes a_2 + \lambda a_1 b_1 \otimes a_2)
  = a_0 b_0 \otimes (a_1 \otimes a_2 \otimes b_1 + a_1 \otimes b_1 \otimes a_2 + \lambda a_1 \otimes a_2 b_1 + b_1 \otimes a_1 \otimes a_2 + \lambda a_1 b_1 \otimes a_2).
  \]

**Theorem 2.1.** ([13, Theorem 4.1]) For any \( k \)-algebra \( A \), \( (\Pi(A), P_A) \), together with the natural embedding \( j_A : A \rightarrow \Pi(A) \), is a free Baxter \( k \)-algebra on \( A \) (of weight \( \lambda \)) in the sense that the triple \( (\Pi(A), P_A, j_A) \) satisfies the following universal property: For any Baxter \( k \)-algebra \( (R, P) \) and any \( k \)-algebra map \( \varphi : A \rightarrow R \), there exists a unique Baxter \( k \)-algebra homomorphism \( \tilde{\varphi} : (\Pi(A), P_A) \rightarrow (R, P) \) such that the diagram

\[
\begin{array}{ccc}
A & \xrightarrow{j_A} & \Pi(A) \\
\downarrow{\varphi} & & \downarrow{\tilde{\varphi}} \\
R & & 
\end{array}
\]

commutes.

Alternatively, \( \Pi(A) \) can defined to be the tensor product algebra \( A \otimes \Pi^+(A) \) where the multiplication on \( \Pi^+(A) = \bigoplus_{k \geq 1} A^{\otimes k} \) is given in the explicit form by the mixable shuffle product [13] and in the recursive form by a generalization [1, 20] of the quasi-shuffle algebra defined by Hoffman [25] in the study of multiple zeta values. It is also shown that \( \Pi^+(A) \) is the free commutative tridendriform algebra [25].
Quasi-shuffle product is also known as harmonic product [22] and coincides with the stuffle product [5, 6] in the study of multiple zeta values. Variations of the stuffle product have also appeared in [7, 11]. It is shown [9] to be the same as the mixable shuffle product [18, 19] which is also called overlapping shuffles [21] and generalized shuffles [14], and can be interpreted in terms of Delannoy paths [1, 12, 26].

2.2. Complete free Rota-Baxter algebras. For a given commutative algebra $A$, it is easy to see that the submodules

$$\text{Fil}^k \mathbb{III}(A) := \bigoplus_{i \geq k} A^\otimes i, \ i \geq 0$$

of $\mathbb{III}(A)$ are ideals of $\mathbb{III}(A)$. They are in fact Rota-Baxter ideals of $\mathbb{III}(A)$ in the sense that $P_A(\text{Fil}^k \mathbb{III}(A)) \subseteq \text{Fil}^k \mathbb{III}(A)$. Further, $\cap_{k \geq 0} \text{Fil}^k \mathbb{III}(A) = 0$. Thus

$$\widehat{\mathbb{III}}(A) := \lim_{\leftarrow} \mathbb{III}(A)/\text{Fil}^k \mathbb{III}(A) \cong \prod_{k \geq 0} A^\otimes k$$

is a complete filtered algebra and contains $\mathbb{III}(A)$ as a subalgebra. It coincides with the complete free commutative Rota-Baxter algebra defined in [19].

3. Generating functions from Rota-Baxter algebras

We first interpret exponential generating functions in terms of the special case of free commutative Rota-Baxter algebra when the ring $A$ is the base field $\mathbb{R}$ and when the weight $\lambda \in \mathbb{R}$ is zero. We then consider the nonzero weight case (still taking $A = \mathbb{R}$) and generalize to this case the Product Formula and Composition Formula for exponential generating functions. Applications of these formulas are provided. Other instances of free Rota-Baxter algebras will be investigated in the next section.

3.1. Connection with exponential power series. Let $A = \mathbb{R}$. Then

$$(3) \quad \mathbb{III}_\lambda(A) = \mathbb{III}_\lambda(\mathbb{R}) = \bigoplus_{k \geq 1} \mathbb{R}^\otimes k = \bigoplus_{k \geq 1} \mathbb{R} \mathbf{1}_k,$$

where $\mathbf{1}_k = 1 \otimes \cdots \otimes 1$. The augmented shuffle product in this special case is

$$(4) \quad \mathbf{1}_m \triangleright \mathbf{1}_n = \sum_{k=0}^{\min(m,n)} \lambda^k \binom{m+n-k}{m} \binom{m}{k} \mathbf{1}_{m+n-k}.$$
with multiplication given by $x_m x_n = \binom{m+n}{m} x_{m+n}$. This extends to an isomorphism

$$\mathbb{R}[[x]] \rightarrow \hat{\Pi}(\mathbb{R}) = \prod_{k \geq 0} \mathbb{R} 1_k, \quad x_k \mapsto 1_k, \quad k \geq 0.$$ 

Through this isomorphism the theory of exponential generating function is translated to a theory of generating functions in $\hat{\Pi}(\mathbb{R})$, and can be generalized to $\hat{\Pi}_\lambda(A)$ for other algebras $A$ and other weight $\lambda$. We will next set up the foundation of our approach by proving the product formula and composition formula for $\lambda$-exponential generating functions.

### 3.2. Product formula for $\lambda$-exponential generating functions

We first consider free Rota-Baxter algebra $\mathfrak{III}(\mathbb{R})$ on $\mathbb{R}$ of weight $1$. It is given by Eq. (3) with product given by Eq. (4) with $\lambda = 1$.

We quote from [30] the following simple yet fundamental property of exponential generating functions which underlies the prominent role played by these generating functions. See [30] for details. For any function $f : \mathbb{N} \rightarrow \mathbb{R}$, let

$$E_f(x) = \sum_{k \geq 0} f(n) \frac{x^n}{n!}$$

be the exponential generating function of $f$.

**Proposition 3.1.** (Stanley [31, Proposition 5.1.1]) Let $\#Y$ be the cardinality of a finite set $Y$. Given functions $f, g : \mathbb{N} \rightarrow \mathbb{R}$, define a new function $h : \mathbb{N} \rightarrow \mathbb{R}$ by the rule

$$h(\#X) = \sum_{(S,T)} f(\#S)g(\#T),$$

where $X$ is a finite set, and where $(S,T)$ ranges over all weak ordered partitions of $X$ into two blocks, i.e., $S \cap T = \emptyset$ and $S \cup T = X$. Then

$$E_h(x) = E_f(x)E_g(x).$$

**Definition 3.2.** For $f : \mathbb{N} \rightarrow \mathbb{R}$, we call

$$E_{\lambda,f} := \sum_{k \geq 0} f(k) 1_k \in \hat{\Pi}_\lambda(\mathbb{R})$$

the $\lambda$-exponential generating function (or $\lambda$-EGF in short) of $f$. When there is no danger of confusion, we will suppress $\lambda$ from the notation.

When $\lambda = 0$, this recovers the exponential generating function. We prove the following generalization of Proposition 3.1.

**Proposition 3.3.** Given functions $f, g : \mathbb{N} \rightarrow \mathbb{R}$, define a new function $h : \mathbb{N} \rightarrow \mathbb{R}$ by the rule

$$h(\#X) = \sum_{(S,T) \in \mathcal{P}(X)^2, S \cup T = X} \lambda^{\#(S \cap T)} f(\#S)g(\#T),$$

where $\mathcal{P}(X)$ denotes the power set of $X$. 

where $X$ is a finite set and $\mathcal{P}(X)$ is the power set of $X$. Thus in the sum $(S, T)$ ranges over all ordered pairs of subsets of $X$ such that $S \cup T = X$ (but not necessarily $S \cap T = \emptyset$). Then
\begin{equation}
E_{\lambda, h} = E_{\lambda, f} E_{\lambda, g} \in \widehat{\Pi}_\lambda(\mathbb{R}).
\end{equation}

**Proof.** We have
\[
E_{\lambda, f} E_{\lambda, g} = \left( \sum_{m \geq 0} f(m) 1_m \right) \left( \sum_{n \geq 0} g(n) 1_n \right)
= \sum_{m, n \geq 0} f(m) g(n) 1_m 1_n
= \sum_{m, n \geq 0} f(m) g(n) \sum_{i=0}^{\min(m,n)} \lambda^i \binom{m+n-i}{m} \binom{m}{i} 1_{m+n-i}
\]
by Eq. (1). Note that $\binom{m+n-i}{m} \binom{m}{i} = \binom{m+n-i}{i, m-i, n-i}$. So setting $u = m + n - i$, $u_1 = i$, $u_2 = m - i$, $u_3 = n - i$, we have $u = u_1 + u_2 + u_3$ and
\[
E_{\lambda, f} E_{\lambda, g} = \sum_{u=0}^\infty \left( \sum_{(u_1, u_2, u_3) \in \mathbb{N}^3} \lambda^{u_1} \binom{u}{u_1, u_2, u_3} f(u_1 + u_2) g(u_1 + u_3) 1_u \right).
\]
Now the theorem follows since, for given $(u_1, u_2, u_3) \in \mathbb{N}^3$, $\binom{u}{u_1, u_2, u_3}$ is the number of ways of partitioning a size $u$ set into three subsets of size $u_1$, $u_2$, and $u_3$. It is also the number of ways of taking subsets $S$ of size $u_1 + u_2$ and $T$ of size $u_1 + u_3$ of a set $X$ of size $u_1 + u_2 + u_3$ such that $S \cup T = X$ and $\#(S \cap T) = u_1$.

From the proof of Proposition 3.3 we have the following explicit formula for $h(\#X)$ in Eq. (8).

**Corollary 3.4.** The numbers in Eq. (8) is given by
\begin{equation}
h(u) = \sum_{(u_1, u_2, u_3) \in \mathbb{N}^3} \lambda^{u_1} \binom{u}{u_1, u_2, u_3} f(u_1 + u_2) g(u_1 + u_3), u \geq 0.
\end{equation}

In analogy to [8], we have the following combinatorial significance of Proposition 3.3. Suppose we have two types of structures, say $\alpha$ and $\beta$, which can be put on a finite set $X$. We assume that the allowed structures depend only on the cardinality of $X$. A new “combined” type of structure, denoted $\alpha \cup \lambda \beta$, can be put on $X$ by placing structures of type $\alpha$ and $\beta$ on subsets $S$ and $T$, respectively, of $X$ such that $S \cup T = X$ (but not necessarily $S \cap T = \emptyset$). If $f(k)$ and $g(k)$ denote the sums of allowed structures on a $k$-set of type $\alpha$ and $\beta$, respectively, then the right-hand side of Eq. (8) counts the sum of the allowed structures.
of type $\alpha \cup \beta$ with a “correction factor” $\lambda^{#(S \cap T)}$ that measures the overlap of $S$ and $T$. In particular, when $\lambda = 0$, then we recover the classical case in [30].

**Example 3.5.** As an application, suppose a group $X$ of $n$ children participates in an event where they can play two games $\alpha$ and $\beta$. Of course a child can play either one or both or none of the games. Let the group of children who play game $\alpha$ and $\beta$ be $S$ and $T$, respectively. Suppose game $\alpha$ is a simple hit-or-missing game (such as shorting a ball). So there are $2^{#S}$ possible outcomes. Suppose game $\beta$ is a competition that results a linear order of the participants. So there are $(#T)!$ possible outcomes. Let $h(n) = h(#X)$ be the possible outcomes of the event. Let $E_{\lambda,f} = \sum_{k \geq 0} f(k) 1_k$ and $E_{\lambda,g} = \sum_{k \geq 0} g(k) 1_k$ be the $\lambda$-EGF for the outcomes of game $\alpha$ and $\beta$, respectively. Then the $\lambda$-EGF for the whole event is

$$E_{\lambda,h} = E_{\lambda,f} E_{\lambda,g}.$$ 

Using an inductive argument, we obtain the following generalization of Proposition 5.1.3 in [30].

**Theorem 3.6.** (Generalized Product Formula) Fix $k \in \mathbb{P}$ with $k \geq 2$ and functions $f_1, \ldots, f_k : \mathbb{N} \to \mathbb{R}$. Define a new function $h : \mathbb{N} \to \mathbb{R}$ by

$$h(#T) = \sum_{(T_1, \ldots, T_k)} \lambda^{#(T_1 + \cdots + #T_k - \#(T_1 \cup \cdots \cup T_k)} f_1(#T_1) \cdots f_k(#T_k),$$

or

$$h(#T) = \sum_{(T_1, \ldots, T_k)} \lambda^{\eta(T_1, \ldots, T_k)} f_1(#T_1) \cdots f_k(#T_k),$$

where $(T_1, \ldots, T_k)$ ranges over all weakly ordered (not necessarily disjoint) subsets $T_1, \ldots, T_k$ of $S$ such that $T_1 \cup \cdots \cup T_k = T$ and

$$\eta(T_1, \ldots, T_k) = \frac{1}{#I \geq 2} \sum_{I \subseteq [k]} (-1)^{#I} \#(\bigcap_{i \in I} T_i).$$

Then

$$E_{\lambda,h} = \prod_{i=1}^{k} E_{\lambda,f_i}$$

in $\widehat{\Pi}_\lambda(\mathbb{R})$.

**Proof.** We first use induction on $k \geq 2$ to prove that the function $h : \mathbb{N} \to \mathbb{R}$ defined by Eq. (11) satisfies Eq. (13). Since $#(T_1 \cap T_2) = #T_1 + #T_2 - #T_1 \cup T_2$, the case of $k = 2$ is proved in Proposition 2.3. Assume that the claim has been proved for $k = n \geq 2$ and consider the case of $k = n + 1$. Let $f_1, \ldots, f_{n+1} : \mathbb{N} \to \mathbb{R}$ be given. Let $f_{1n} : \mathbb{N} \to \mathbb{R}$ be defined such that

$$E_{\lambda,f_{1n}} = E_{\lambda,f_1} \cdots E_{\lambda,f_{n}}.$$ 

Then by the induction hypothesis,

$$f_{1n}(#T) = \sum_{(T_1, \ldots, T_n)} \lambda^{#T_1 + \cdots + #T_n - \#(T_1 \cup \cdots \cup T_n)} f_1(#T_1) \cdots f_n(#T_n).$$
Since $E_{\lambda,f} = E_{\lambda,f_1} E_{\lambda,f_{n+1}}$ by definition, by Proposition 3.3 (that is, the case when $k = 2$) we have

\[ f(\#X) = \sum_{(X_1,X_2) \in \mathcal{P}(X)^2} \lambda^{\#X_1 + \#X_2 - \#(X_1 \cup X_2)} f_1(\#X_1) f_{n+1}(\#X_2). \] (15)

Combining Eq. (14) and Eq. (13) we have

\[ f(\#X) = \sum_{(X_1,X_2) \in \mathcal{P}(X)^2} \lambda^{\#X_1 + \#X_2 - \#(X_1 \cup X_2)} \left( \sum_{(X_{1,1}, \ldots, X_{1,n}) \in \mathcal{P}(X)^n} \lambda^{\sum_{i=1}^n \#X_{1,i} - \#(\cup_{i=1}^n X_{1,i})} \prod_{i=1}^n f_i(\#X_{1,i}) \right) f_{n+1}(\#X_2), \]

\[ = \sum_{(X_1, \ldots, X_{1,n}, X_2) \in \mathcal{P}(X)^{n+1}} \lambda^{\#X_1 + \#X_2 - \#(X_1 \cup X_2) + \sum_{i=1}^n \#X_{1,i} - \#(\cup_{i=1}^n X_{1,i})} f_1(\#X_{1,1}) \cdots f_n(\#X_{1,n}) f_{n+1}(\#X_2) \]

since any $(X_{1,1}, \ldots, X_{1,n}, X_2) \in \mathcal{P}(X)^{n+1}$ such that $X_{1,1} \cup \cdots \cup X_{1,n} \cup X_{n+1} = X$ corresponds uniquely to a $(X_1, X_2) \in \mathcal{P}(X)^2$ with $X_1 \cup X_2 = X$ together with a $(X_{1,1}, \ldots, X_{1,n}) \in \mathcal{P}(X_1)^n$ with $X_{1,1} \cup \cdots \cup X_{1,n} = X_1$. Thus to complete the induction we only need to show

\[ \#X_1 + \#X_2 - \#(X_1 \cup X_2) + \sum_{i=1}^n \#X_{1,i} - \#(\cup_{i=1}^n X_{1,i}) \]

\[ = \#X_{1,1} + \cdots + \#X_{1,n} + \#X_2 - \#(X_{1,1} \cup \cdots \cup X_{1,n} \cup X_2) \]

which is clear since $X_1 = X_{1,1} \cup \cdots \cup X_{1,n}$.

Now to finish proving the theorem, we just need to show that Eq. (13) agrees with Eq. (12), that is,

\[ \#T_1 + \cdots + \#T_k - \#(T_1 \cup \cdots \cup T_k) = \eta(T_1, \cdots, T_k). \]

This follows from the well-known Euler characteristic for the subsets $T_1, \ldots, T_k$:

\[ \# \bigcup_{j=1}^k T_i = \sum_{\emptyset \neq I \subseteq [k]} (-1)^{#I-1} \#(\cap_{i \in I} T_i) = \#T_1 + \cdots + \#T_k - \eta(T_1, \cdots, T_k). \]

For the differential operator $d_A$, we have $d_A(1_n) = 1_{n-1}$, $d_A(1) = 0$, and the following result.

\[ d_A(E_{\lambda,f}) = d_A(\sum_{n \geq 0} f(n) 1_n) = \sum_{n \geq 0} f(n+1) 1_n. \]

As the applications of Theorem 3.6, we have the following results.

**Corollary 3.7.** Let $S$ be a finite set. Given functions $f,g : \mathbb{N} \to \mathbb{R}$, define new functions $h_1, h_2, h_3$, and $h_4$ on $\mathbb{N}$ as follows:

\[ h_1(\#S) = f(\#S) + g(\#S) \]

\[ h_2(\#S) = (\#S) f(\#T) + \lambda (\#S) f(\#S), \quad \text{where } \#T = \#S - 1 \]

\[ h_3(\#S) = f(\#T), \quad \text{where } \#T = \#S + 1 \]
\[ h_4(#S) = (#S)f(#S) + \lambda(#S)f(#T), \quad \text{where } #T = #S + 1. \]

Then
\[
\begin{align*}
E_{\lambda,h_1} &= E_{\lambda,f} + E_{\lambda,g} \\
E_{\lambda,h_2} &= 1_1 \odot E_{\lambda,f} \\
E_{\lambda,h_3} &= d_A(E_{\lambda,f}) \\
E_{\lambda,h_4} &= 1_1 \odot d_A(E_{\lambda,f}).
\end{align*}
\]

The proof is easy and will be omitted.

**Corollary 3.8.** ([16]) For \( \lambda \in \mathbb{R} \), we have the generating function
\[
\frac{1}{1 - (1 \otimes 1)u} = \sum_{n=0}^{\infty} \sum_{k=0}^{n} k! S(n,k) \lambda^{n-k} u^n 1_k = \sum_{n=0}^{\infty} \sum_{k=0}^{\infty} n! S(n+k,n) \lambda^k u^{n+k} 1_n,
\]
where \( S(n,k), n,k \geq 0 \), are the Stirling numbers of the second kind.

**Proof.** Since \( \frac{1}{1 - (1 \otimes 1)u} = \sum_{n=0}^{\infty} (1 \otimes 1)^n u^n \), we set \( E_{\lambda,h} = \sum_{k=0}^{\infty} h(k) 1_k = (1 \otimes 1)^n \) and \( E_{\lambda,f} = \sum_{m=0}^{\infty} f(m) 1_m = 1 \otimes 1. \) Hence, we have
\[
E_{\lambda,h} = E_{\lambda,f} \otimes E_{\lambda,f} \otimes \cdots \otimes E_{\lambda,f}.
\]
For \( E_{\lambda,f} = 1 \otimes 1 \), we have
\[
f(m) = \begin{cases} 1, & m = 1, \\ 0, & m \neq 1. \end{cases}
\]
According to Theorem 3.6, we get
\[
h(#T) = \sum_{(T_1, \ldots, T_n)} \lambda^{#T_1 + \cdots + #T_n - #\left(T_1 \cup \cdots \cup T_n\right)} f(#T_1) \cdots f(#T_n),
\]
where \((T_1, \ldots, T_n)\) ranges over all weak ordered (not necessarily disjoint) subsets \(T_1, \ldots, T_n\) of \(T\) such that \(T_1 \cup \cdots \cup T_n = T\).

Notice that the nonzero terms in the right hand side of (16) are those which satisfy the condition \(#T_1 = \ldots = #T_n = 1\). Therefore, we can reformulate (16) as follows.
\[
h(k) = \sum_{S_1, \ldots, S_k} \lambda^{n-k},
\]
where \((S_1, \ldots, S_k)\) ranges over all the ordered partitions of \([n]\) such that \(S_i \cap S_j = \emptyset\) for \(1 \leq i, j \leq k\) and \(S_1 \cup \cdots \cup S_k = [n]\). That is to say,
\[
h(k) = k! S(n,k) \lambda^{n-k}.
\]
Hence, we get
\[
(1 \otimes 1)^n = \sum_{k=0}^{n} k! S(n,k) \lambda^{n-k} 1_k.
\]
Then the corollary follows. \(\square\)

From the above proof, we have the following generation function.
Corollary 3.9. For $\lambda \in \mathbb{R}$, we have the generating function
\[
e^{(1\otimes 1)u} = \sum_{n=0}^{\infty} \sum_{k=0}^{n} k! S(n, k) \lambda^{n-k} u^n 1_k/n! = \sum_{n=0}^{\infty} \sum_{k=0}^{\infty} n! S(n+k, n) \lambda^k u^{n+k} 1_n/(n+k)! .
\]

Setting
\[
E_{\lambda, l} := \sum_{n=0}^{\infty} 1_n ,
\]
we consider the expression for $E_{\lambda, l}^k$.

Corollary 3.10. For $\lambda = 1$, we have
\[
E_{1, l}^k = \sum_{n=0}^{\infty} (2^k - 1)^n 1_n .
\]

Proof. By Theorem 3.4, we have
\[
(18) \quad E_{1, l}^k = \left( \sum_{n=0}^{\infty} 1_n \right)^k = \sum_{n=0}^{\infty} \sum_{(T_1, \ldots, T_k)} 1_n ,
\]
where $(T_1, \ldots, T_k)$ ranges over all weakly ordered (not necessarily disjoint) subsets $T_1, \ldots, T_k$ of $[n]$ such that $T_1 \cup \cdots \cup T_k = [n]$. Let
\[
f_i : [n] \to \{0, 1\}, \quad f_i(j) = \begin{cases} 
1, & j \in T_i, \\
0, & j \not\in T_i,
\end{cases} \quad 1 \leq i \leq k,
\]
be the characteristic function of $T_i, 1 \leq i \leq k$. Then
\[
S_j := \{i \in [k] \mid f_i(j) \neq 0\}, 1 \leq j \leq n,
\]
are nonempty subsets of $[k]$. Conversely, given nonempty subsets $S_j, 1 \leq j \leq n$, define
\[
g_j : [k] \to \{0, 1\}, \quad g_j(i) = \begin{cases} 
1, & i \in S_j, \\
0, & i \not\in S_j
\end{cases} \quad 1 \leq j \leq n.
\]
Then
\[
T_i := \{j \in [n] \mid g_j(i) \neq 0\}, \quad 1 \leq i \leq k,
\]
form a weakly ordered (not necessarily disjoint) subsets of $[n]$ such that $T_1 \cup \cdots \cup T_k = [n]$. Thus the set of such weakly ordered subsets $\{T_1, \ldots, T_k\}$ is in bijection with the set of nonempty subsets $\{S_1, \ldots, S_n\}$ of $[k]$. Therefore in Eq. (18), we have
\[
\sum_{(T_1, \ldots, T_k)} 1 = (2^k - 1)^n ,
\]
hence the corollary.

Now we give a notation that will be used in the next corollary.

Definition 3.11. For $k, \ell \geq 1$ and $\ell \leq n \leq k\ell$, let $B(n, k, \ell)$ denote the number of $k$-tuples $(T_1, \ldots, T_k)$ of (not necessarily disjoint) subsets $T_1, \ldots, T_k$ of $[n]$ such that $T_1 \cup \cdots \cup T_k = [n]$ and $\#T_i = \ell$ for $1 \leq i \leq k$. For other values of $n, k, \ell$, we set $B(n, k, \ell) = 0$. 

Corollary 3.12. For \( \ell \geq 1 \), we have the generating function
\[
\frac{1}{1 - \ell} = \sum_{k=1}^{\infty} (1_{\ell})^k = \sum_{k=1}^{\infty} \sum_{n=1}^{k\ell} \lambda^{k\ell-n} B(n, k, \ell) 1_n.
\]

Proof. Set
\[
E_{\lambda, f} := 1_{\ell} = \sum_{m=0}^{\infty} f(m) 1_m, \quad \text{where} \quad f(m) = \delta_{\ell, m}.
\]
Then by Theorem 3.6, we have
\[
(1_{\ell})^k = \sum_{n=0}^{\ell k} \lambda^\#T_1 + \cdots + \#T_k - \#(T_1 \cup \cdots \cup T_k) f(\#T_1) \cdots f(\#T_k) 1_n
\]
(19)
\[
= \sum_{n=0}^{\ell k} \lambda^{k\ell-n} B(n, k, \ell) 1_n,
\]
giving the corollary.

In Eq. (19), when \( \ell = 1 \), we get Eq. (17); when \( \lambda = 0 \), since \( B(k\ell, k, \ell) = \frac{(k\ell)!}{(\ell)!^k} \), we obtain
\[
(1 \otimes 1^{\otimes \ell})^k = \frac{(k\ell)!}{(\ell)!^k} (1 \otimes 1^{\otimes k\ell}).
\]

So we get the following result.
\[
\frac{1}{1 - \ell} = \sum_{k=0}^{\infty} (1_{\ell})^k = \sum_{k=0}^{\infty} \frac{(k\ell)!}{(\ell)!^k} 1_{k\ell}.
\]

3.3. Composition formula for \( \lambda \)-exponential generating functions. We now give a generalization of the Composition Formula [30].

**Theorem 3.13.** (Composition Formula) [30, Theorem 5.1.4] Given functions \( f : \mathbb{P} \to \mathbb{R} \) and \( g : \mathbb{N} \to \mathbb{R} \) with \( g(0) = 1 \), define a new function \( h : \mathbb{N} \to \mathbb{R} \) by
\[
h(\#S) = \sum_{\pi = \{B_1, \ldots, B_k\} \in \Pi(S)} f(\#B_1) \cdots f(\#B_k) g(k), \quad \#S > 0,
\]
(21)
\[
h(0) = 1,
\]
(22)
where the sum ranges over all partitions \( \pi = \{B_1, \ldots, B_k\} \) of the finite set \( S \). Then
\[
E_h(x) = E_g(E_f(x)).
\]
(23)

Now we give some definitions before we prove the main theorem for the composition rule in \( \Pi_{\lambda}(\mathbb{R}) \).

**Definition 3.14.** A collection \( \{ B_1, \ldots, B_k \} \) of \( [n] \) is called a generalized partition (with distinct max) of \( [n] \) if
\[
(1) \ B_i \neq \emptyset, \ 1 \leq i \leq k;
\]
(2) \( B_1 \cup B_2 \cup \cdots \cup B_k = [n] \);
(3) \( \max B_1 < \max B_2 < \cdots < \max B_k \).
Let \( \Pi([n]) \) denote the set of generalized partitions of \([n]\). Let \( \overline{S}(n, k) \) denote the number of the generalized partitions of \([n]\) with \(k\) blocks. By convention, we put

\[
\overline{S}(0, 0) = 1, \overline{S}(n, 0) = 0 \text{ for } n \geq 1, \text{ and } \overline{S}(n, k) = 0 \text{ for } k > n \geq 1.
\]

Let \( \overline{B}(n) \) denote the number of the generalized partitions of \([n]\). That means \( \overline{B}(n) = \sum_{k=1}^n \overline{S}(n, k) \).

For example, \( \overline{S}(3, 2) = 8 \). All the generalized partitions of \([3]\) with 2 blocks are listed below.

\[
\begin{align*}
\{\{1\}, \{2, 3\}\}, & \quad \{\{1\}, \{1, 2, 3\}\}, \quad \{\{1, 2\}, \{3\}\}, \quad \{\{1, 2\}, \{2, 3\}\}, \\
\{\{2\}, \{1, 3\}\}, & \quad \{\{2\}, \{1, 2, 3\}\}, \quad \{\{1, 2\}, \{1, 3\}\}, \quad \{\{1, 2\}, \{1, 2, 3\}\}.
\end{align*}
\]

But \(\{\{1, 3\}, \{2, 3\}\}\) and \(\{\{1, 3\}, \{1, 2, 3\}\}\) are not generalized partitions of \([3]\).

With the extra restriction that \(B_i \cap B_j = \emptyset\) for \(i \neq j\), \(\{B_1, B_2, \ldots, B_k\}\) is a partition of \(S \ [n]\) p. 33\]. Recall that the number of such partitions is \(S(n, k)\), the Stirling number of the second kind, and the number of all partitions equals to \(B(n)\), the \(n\)th Bell number. For this reason, we also call \(\overline{S}(n, k)\) and \(\overline{B}(n)\) the generalized Stirling numbers of the second kind and the generalized Bell numbers, respectively.

Similar to the recursive formula for Stirling numbers of the second kind, we have the following formula for \(\overline{S}(n, k)\).

**Proposition 3.15.** For \(n, k \geq 1\), we have

\[
\overline{S}(n, k) = \sum_{i=0}^{n-1} \binom{n-1}{i} 2^i \overline{S}(i, k-1).
\]

\(\overline{S}(n, 1) = 1, \overline{S}(n, n) = 2^\binom{n}{2}.\)

**Proof.** We first prove the recurrence.

Every generalized partition of \([n]\) with \(k\) blocks is determined uniquely in the following three independent steps:

1. choose a subset \(X\) of \([n-1]\) with \(i\) elements, \(0 \leq i \leq n-1\);
2. choose a generalized partition \(\{B_1, \ldots, B_{k-1}\}\) of \(X\);
3. choose a subset \(B_k\) of \([n]\) that contains \((n-1)\setminus X \cup \{n\}\) and contains a subset of \(X\).

The number of choices of the three steps are \(\binom{n-1}{i}\), \(\overline{S}(i, k-1)\) and \(2^i\), respectively, hence the recursion.

Since there is only one way to put \([n]\) in one block, we have \(\overline{S}(n, 1) = 1\).

If \(\{B_1, \ldots, B_n\}\) is a generalized partition of \([n]\) into \(n\) blocks, then we must have \(\max B_i = i, 1 \leq i \leq n\). Then \(B_i = \{i\} \cup B'_i\) for a subset \(B'_i\) of \([i-1]\) (with the convention that \([0]\) = \(\emptyset\)). Thus there are \(2^{i-1}\) choices for \(B_i, 1 \leq i \leq n\). Therefore, we have

\[
\overline{S}(n, n) = 2^0 2^1 \cdots 2^{n-1} = 2^\binom{n}{2}.
\]

It also follows from the recursion. \(\Box\)
Proposition 3.16. For $n \geq k \geq 1$, we have

$$S(n, k) = 2^k \sum_{m_1, m_2, \ldots, m_{n-k}} \prod_{i=1}^{n-k} (2^{k-m_i} - 1).$$

Proof. For a generalized partition $\{B_1, \ldots, B_k\}$ of $[n]$ with $k$ blocks. We have $\max B_1 < \cdots < \max B_k$. For the convenience of the proof, we use the notation $B'_{\max B_i} := B_i$, $1 \leq i \leq k$. In order words, $B'_j$ denotes the block whose largest element is $j$. Such $j$'s form a subset $N$ of $[n]$ with $k$ elements. Denote

$$[n]\setminus N = \{1 \leq m_1 < m_2 < \cdots < m_{n-k} \leq n-1\}.$$

With these notations, there are three steps in constructing a generalized partition of $[n]$ with $k$ blocks.

Step 1. Choose a subset $N$ of $[n]$ of cardinality $k$ to be the largest elements of the blocks. Equivalently, choose a subset $\{1 \leq m_1 < \cdots, m_{n-k} \leq n-1\}$ to be the complement of $N$.

Step 2. Determine the contribution of $N$ in the generalized partition with $k$ blocks.

Step 3. Determine the contribution of $[n]\setminus N$ in the generalized partition with $k$ blocks.

We next derive formulas for Step 2 and Step 3.

**Step 2.** We construct a generalized partition of $N$ with $k$ blocks. We know that all the $k$ elements in $N$ are the largest elements of the blocks $B'_j$, $j \in N$. We can also view $N$ as the result after removing the $n-k$ elements of $[n]\setminus N$ from $[n]$. Viewing each elements of $[n]\setminus N$ as a cutting point, the elements of $N \subseteq [n]$ are cut into $n-k+1$ segments even though some of the segments might be empty. For example, taking $n = 9$ and $N = \{2, 3, 7, 8, 9\}$. Then $[9]\setminus N = \{m_1 = 1, m_2 = 4, m_3 = 5, m_4 = 6\}$, cutting $[9]$ into five groups some of which might be empty:

- $\{\}$;
- $\{2, 3\}$;
- $\{\}$;
- $\{7, 8, 9\}$.

By collecting the segments together this way, we can put the $N$ elements and their corresponding $B'_j$'s into groups as follows.

$$B'_1, \quad B'_2, \quad \cdots, \quad B'_{m_1-1};$$
$$B'_{m_1+1}, \quad B'_{m_1+2}, \quad \cdots, \quad B'_{m_2-1};$$
$$B'_{m_2+1}, \quad B'_{m_2+2}, \quad \cdots, \quad B'_{m_3-1};$$
$$\vdots$$
$$B'_{m_{n-k}+1}, \quad B'_{m_{n-k}+1}, \quad \cdots, \quad B'_{m_{n-k}-1};$$
$$B'_{m_{n-k}+1}, \quad B'_{m_{n-k}+2}, \quad \cdots, \quad B'_{n}.$$

We note that $B'_{m_1}, B'_{m_2}, \ldots, B'_{m_{n-k}}$ are not defined and don’t appear among the above groups. Consider $B'_j$ with $1 \leq j \leq m_1 - 1$, namely the $B'_j$ in the first line. Since $B'_j$ can
contain \(j\) and any subset of the \(j-1\) elements in \(N\) that are less than \(j\), there are \(2^{j-1}\) choices for \(B'_j\). Therefore, the total choices of all the blocks in the first line are \(2^{0}2^{1} \cdots 2^{m_1-2}\). Next consider \(B'_j\) with \(m_1 + 1 \leq j \leq m_2 - 1\). Then \(B'_j\) contains \(j\) and any subset of the elements of \(N\) that are less than \(j\). There are \(j - 2\) such elements \(\{1, \ldots, m_1 - 1, m_1 + 1, \ldots, j - 1\}\) since \(m_1\) is not in \(N\). Thus there are \(2^{j-2}\) choices for \(B'_j\). In general, each \(B'_j\) on the \(i\)-th line has \(j - i\) choices, where \(1 \leq i \leq n - k + 1\). Therefore, the number of generalized partitions of \(N\) with \(k\) blocks is:

\[
\mathcal{S}(N, k) = (2^{0}2^{1} \cdots 2^{m_1-2}) \times (2^{m_1-1}2^{m_1} \cdots 2^{m_2-3}) \times \cdots \times (2^{m_{n-k}-n+k}2^{m_{n-k}-n+k+1} \cdots 2^{k-1})
\]

\[
= 2^{\binom{n}{2}}.
\]

**Step 3:** Let a generalized partition of \(N\) with \(k\) blocks be given. We next determine the number of ways to put the elements \(m_1, m_2, \ldots, m_{n-k}\) into the blocks to form a generalized partition of \([n]\) with \(k\) blocks.

By the definition of \(B'_j\), we see that \(m_i, 1 \leq i \leq n - k\) can not be put in any \(B'_j\) with \(j < m_i\) and hence can only be put in the \(B'_j\)s after the \(i\)-th line in the above table. Since the \(B'_j\) have union \([n]\) and can have overlaps, every \(m_i, 1 \leq i \leq n - k\) can appear in any nonzero number of the blocks after the \(i\)-th line in the above table. Hence there are \(2^{k-(m_i-i)} - 1\) possible ways to add \(m_i\) to the existing blocks. Therefore, the total number of choices of adding \([n]\setminus N\) to any given generalized partition of \(N\) with \(k\) blocks is

\[
(2^{k-(m_1-1)} - 1) \times (2^{k-(m_2-2)} - 1) \times \cdots \times (2^{k-(m_{n-k}-(n-k))} - 1) = \prod_{i=1}^{n-k}(2^{k-m_i+i} - 1).
\]

Putting the three steps together, we have

\[
\mathcal{S}(n, k) = \sum_{m_1, m_2, \ldots, m_{n-k}} 2^{\binom{n}{2}} \prod_{i=1}^{n-k}(2^{k-m_i+i} - 1).
\]

We complete the proof. \(\square\)

We have the following special cases of Proposition 3.10.

**Corollary 3.17.** For \(n \geq 1\), we have

\[
\mathcal{S}(n, 2) = 3^{n-1} - 1, \quad \mathcal{S}(n, n-1) = 2^{(n-1)}(2^n - n - 1).
\]

**Proof.** We give a direct proof of the first equation it can also be obtained from Proposition 3.17 and Proposition 3.10 by setting \(k = 2\).

Let \(\{B_1, B_2\}\) be a generalized partitions of \([n]\) with 2 blocks. Then \(1 \leq \max B_1 \leq n - 1\) and \(\max B_2 = n\). If \(\max B_1 = t, 1 \leq t \leq n - 1\) and \(\#B_1 = j, 1 \leq j \leq t\), then there are \(\binom{j}{t-1}\) choices of \(B_1\). For each such a choice of \(B_1\), there are \(2^j\) choices of \(B_2\) since \(B_2\) must contain \(\{t + 1, \ldots, n\} \cup ([t]\setminus B_1)\) but can contain any subset of \(B_1\). Thus for given \(1 \leq t \leq n - 1\,
there are \( \sum_{j=1}^{t} \binom{t-1}{j-1} 2^j = 2(3^{t-1}) \) choices. Summing over \( t \), we have
\[
\overline{S}(n, 2) = \sum_{t=1}^{n-1} 2 \cdot 3^{t-1} = 3^{n-1} - 1.
\]

For \( \overline{S}(n, n-1) \), setting \( k = n - 1 \) in Proposition 3.16, we have
\[
\overline{S}(n, n-1) = 2^{\binom{n-1}{2}} \sum_{m_1=1}^{n-1} (2^{n-1-m_1+1} - 1) = 2^{\binom{n-1}{2}} \sum_{m_1=1}^{n-1} (2^{n-m_1} - 1) = 2^{\binom{n-1}{2}} (2^n - n - 1).
\]

\( \square \)

To obtain the generalization of the Composition Formula, we first need to give a proper definition for the composition of two elements in \( \hat{\mathfrak{M}}_\lambda(\mathbb{R}) \). We do this by a suitable generalization of the construction in [25] which treated the case of \( \lambda = 0 \). Set
\[
E_{\lambda, f} = \sum_{n=0}^{\infty} f(n) \mathbf{1}_n.
\]

For the differential operator \( d_A \), we have \( d_A(1_n) = 1_{n-1} \), and \( d_A(1) = 0 \). Then, we have
\[
d_A(E_{\lambda, f}) = \sum_{n=0}^{\infty} f(n + 1) 1_n.
\]

Next, for the Rota-Baxter operator \( P_A \), we have \( P_A(1_n) = 1_{n+1} \). Then we have
\[
P_A(E_{\lambda, f}) = \sum_{n=1}^{\infty} f(n - 1) 1_n.
\]

Therefore, we have
\[
d_A(P_A(E_{\lambda, f})) = E_{\lambda, f}.
\]

**Definition 3.18.** We define the \( n \)-th divided power \( E_{\lambda, f[n]} \) of \( E_{\lambda, f} \) recursively by \( E_{\lambda, f[0]} = 1 \) and
\[
E_{\lambda, f[n]} = P_A \left( E_{\lambda, f[n-1]} \diamond d_A(E_{\lambda, f}) \right), \quad n \geq 1.
\]

Thus for any \( n \geq 1 \), we have \( d_A(E_{\lambda, f[n-1]}) = E_{\lambda, f[n-1]} \diamond d_A(E_{\lambda, f}) \).

**Definition 3.19.** Given functions \( f : \mathbb{P} \to \mathbb{R} \) and \( g : \mathbb{N} \to \mathbb{R} \), we define the composition of \( E_{\lambda, g} \) and \( E_{\lambda, f} \) by \( E_{\lambda, g}(E_{\lambda, f}) = \sum_{k=0}^{\infty} g(k) E_{\lambda, f[k]} \).

First, we give a formula related to \( E_{\lambda, f[k]} \).

**Lemma 3.20.** Given a function \( f : \mathbb{P} \to \mathbb{R} \), for \( k \geq 1 \), we have
\[
E_{\lambda, f[k]} = \sum_{n=k}^{\infty} \sum_{\{B_1, \ldots, B_k\} \in \Pi'([n])} \lambda^{\#B_1 + \cdots + \#B_k - \#(B_1 \cup \cdots \cup B_k)} f(\#B_1) \cdots f(\#B_k) \mathbf{1}_n,
\]
where \( \{B_1, B_2, \ldots, B_k\} \) ranges over all the generalized partitions of \([n]\).

**Proof.** When \( k = 1 \), according to the definition of \( E_{\lambda,f^{[k]}} \), we have

\[
E_{\lambda,f^{[1]}} = P_A \left( E_{\lambda,f^{[0]}} \circ d_A(E_{\lambda,f}) \right) = P_A \left( 1 \circ \sum_{n=1}^{\infty} f(n)1_{n-1} \right) = P_A \left( \sum_{n=1}^{\infty} f(n)1_{n-1} \right) = \sum_{n=1}^{\infty} f(n)1_n.
\]

Setting \( k = 1 \) in the right hand side of Eq. (23), we have

\[
\sum_{n=1}^{\infty} \sum_{\{B_1, \ldots, B_k\} \in \Pi'(\{n\})} \lambda^{\#B_1 - \#B_1} f(\#B_1)1_n = \sum_{n=1}^{\infty} f(n)1_n.
\]

Therefore, Eq. (23) holds for \( k = 1 \). Assume that Eq. (23) holds for \( k \). Then for \( k + 1 \), we have

\[
E_{\lambda,f^{[k+1]}} = P_A \left( E_{\lambda,f^{[k]}} \circ d_A(E_{\lambda,f}) \right)
= P_A \left( \sum_{n=k}^{\infty} \sum_{\{B_1, \ldots, B_k\} \in \Pi'(\{n\})} \lambda^{\#B_1 + \cdots + \#B_k - \#(B_1 \cup \cdots \cup B_k)} f(\#B_1) \cdots f(\#B_k)1_n \right.
\]
\[
\left. \circ \left( \sum_{m=1}^{\infty} f(m)1_{m-1} \right) \right)
= P_A \left( \sum_{n=0}^{\infty} \sum_{m=1}^{\infty} \sum_{\{B_1, \ldots, B_k\} \in \Pi'(\{n\})} \lambda^{\#B_1 + \cdots + \#B_k - \#(B_1 \cup \cdots \cup B_k)} f(\#B_1) \cdots f(\#B_k) f(m)1_n \circ 1_{m-1} \right)
= P_A \left( \sum_{n=0}^{\infty} \sum_{m=1}^{\infty} \sum_{\{B_1, \ldots, B_k\} \in \Pi'(\{n\})} \lambda^{\#B_1 + \cdots + \#B_k - \#(B_1 \cup \cdots \cup B_k)} f(\#B_1) \cdots f(\#B_k) f(m)
\right.
\]
\[
\left. \cdot \sum_{i=0}^{\min(n,m-1)} \lambda^i \binom{m+n-i-1}{n} \binom{n}{i} 1_{m+n-i-1} \right)
= P_A \left( \sum_{u=0}^{\infty} \sum_{(u_1, u_2, u_3) \in \mathbb{N}^3} \lambda^{u_1} \binom{u}{u_1, u_2, u_3}
\right.
\]
\[
\left. \cdot \sum_{\{B_1, \ldots, B_k\} \in \Pi'(\{u_1+u_2\})} \lambda^{\#B_1 + \cdots + \#B_k - \#(B_1 \cup \cdots \cup B_k)} f(\#B_1) \cdots f(\#B_k) f(u_1+u_3+1)1_u \right)
= \sum_{n=1}^{\infty} \sum_{(u_1, u_2, u_3) \in \mathbb{N}^3} \lambda^{u_1} \binom{u-1}{u_1, u_2, u_3}
\]
\[
\cdot \sum_{\{B_1, \ldots, B_k\} \in \Pi'(\{u_1+u_2\})} \lambda^{\#B_1 + \cdots + \#B_k - \#(B_1 \cup \cdots \cup B_k)} f(\#B_1) \cdots f(\#B_k) f(u_1+u_3+1)1_u.
\]
As shown at the end of the proof of Proposition 3.3, we have
\[
\sum_{(u_1, u_2, u_3) \in \mathbb{N}^3} \lambda^{u_1} \binom{u-1}{u_1, u_2, u_3} = \sum_{\{B, B'_{k+1}\} \in \mathcal{P}([u-1])^2 \atop B \cup B'_{k+1} = [u-1]} \lambda^{\#B + \#B'_{k+1} - \#(B \cup B'_{k+1})}.
\]
Thus we get
\[
E_{\lambda, f[k+1]} = \sum_{u=1}^{\infty} \sum_{\{B, B'_{k+1}\} \in \mathcal{P}([u-1])^2 \atop B \cup B'_{k+1} = [u-1]} \lambda^{\#B + \#B'_{k+1} - \#(B \cup B'_{k+1})} \cdot \left( \sum_{\{B_1, \ldots, B_k\} \in \Pi'([u])} \lambda^{\#B_1 + \cdots + \#B_k - \#(B_1 \cup \cdots \cup B_k)} f(\#B_1) \cdots f(\#B_k) f(\#B'_{k+1} + 1) \right) 1_u.
\]
Denote \(B_{k+1} := B'_{k+1} \cup \{u\}\). Then \(\{B, B_{k+1}\}\) forms a generalized partition of the set \([u]\). Further, if \(\{B, B_{k+1}\}\) is a generalized partition of \([u]\) and \(\{B_1, \ldots, B_k\}\) is a generalized partition of \(B\), then \(\{B_1, \ldots, B_{k+1}\}\) is a generalized partition of \([u]\). Therefore we have
\[
E_{\lambda, f[k+1]} = \sum_{u=1}^{\infty} \sum_{\{B, B_{k+1}\} \in \Pi'([u])} \sum_{\{B_1, \ldots, B_k\} \in \Pi'([u])} \lambda^{\#B + \#B_{k+1} - \#(B_1 \cup \cdots \cup B_k)} f(\#B_1) \cdots f(\#B_{k+1}) 1_u
\]
This completes the induction. \(\square\)

**Theorem 3.21.** (Generalized Composition Formula) Given functions \(f : \mathbb{P} \to \mathbb{R}\) and \(g : \mathbb{N} \to \mathbb{R}\) with \(g(0) = 1\), define a new function \(h : \mathbb{N} \to \mathbb{R}\) by
\[
h(n) = \sum_{\{B_1, \ldots, B_k\} \in \Pi'([n])} \lambda^{\#B_1 + \cdots + \#B_k - \#(B_1 \cup \cdots \cup B_k)} f(\#B_1) \cdots f(\#B_k) g(k), \quad n > 0,
\]
\[
h(0) = 1,
\]
where the sum ranges over all generalized partitions \(\{B_1, \ldots, B_k\}\) of \([n]\). Then
\[
E_{\lambda, h} = E_{\lambda, g}(E_{\lambda, f}).
\]
(Here \(E_{\lambda, f} = \sum_{n=1}^{\infty} f(n) 1_n\), since \(f\) is only defined on positive integers.)

Notice that Theorem 3.21 reduces to Theorem 3.13 when \(\lambda = 0\).

**Proof.** By Definition 3.11 and Lemma 3.20 we have
\[
E_{\lambda, g}(E_{\lambda, f})
\]
\[
\sum_{k=0}^{\infty} g(k)E_{\lambda,f^{[k]}} = g(0)E_{\lambda,f^{[0]}} + \sum_{k=1}^{\infty} g(k)E_{\lambda,f^{[k]}} = 1 + \sum_{k=1}^{\infty} g(k) \sum_{n=k}^{\infty} \sum_{\{B_1, \ldots, B_k\} \in \Pi'([n])} \lambda^{\#B_1 + \cdots + \#B_k - \#(B_1 \cup \cdots \cup B_k)} f(\#B_1) \cdots f(\#B_k) 1_n
\]

as needed.

As applications of Theorem 3.21, we give the following corollaries, providing further justification for the notations \(S(n,k)\) and \(B(n)\). Recall that \(E_{\lambda,I} = \sum_{n=0}^{\infty} 1_n\).

**Corollary 3.22.** Let \(k \geq 0\), \(E_{\lambda,f} = E_{\lambda,I} - 1\) and \(E_{\lambda,g} = 1_k\). Then we have

\[
E_{\lambda,g}(E_{\lambda,f}) = \begin{cases} 
\sum_{n=0}^{\infty} S(n,k) 1_n, & \lambda = 0, \\
\sum_{n=0}^{\infty} B(n) 1_n, & \lambda = 1, 
\end{cases}
\]

Especially, when \(\lambda = 1\) and \(k = 2\), we have

\[E_{1,g}(E_{1,f}) = 1 + \sum_{n=1}^{\infty} (3^{n-1} - 1) 1_n.\]

When \(\lambda = 1\) and \(k = n - 1\), we have

\[E_{1,g}(E_{1,f}) = 1 + \sum_{n=1}^{\infty} 2^{(n-1)}(2^n - n - 1) 1_n.\]

**Proof.** The first equation follows from Theorem 3.21 since, for our choices, \(f(0) = 0, f(i) = 1, i \geq 1\) and \(g(i) = \delta_{k,i}, i \geq 0\).

We then get Eqs. (26) and (27) by Corollary 3.17.

By a similar argument, we obtain

**Corollary 3.23.** Let \(E_{\lambda,f} = E_{\lambda,I} - 1 = \sum_{n=1}^{\infty} 1_n\) and \(E_{\lambda,g} = E_{\lambda,I} = \sum_{n=0}^{\infty} 1_n\). Then we have

\[
E_{\lambda,g}(E_{\lambda,f}) = \begin{cases} 
1 + \sum_{n=1}^{\infty} B(n) 1_n, & \lambda = 0, \\
1 + \sum_{n=1}^{\infty} B(n) 1_n, & \lambda = 1, 
\end{cases}
\]
where $B(n)$ is the $n$-th Bell number, and $\overline{B}(n)$ is defined in Definition 3.11.

Before proving the next result, we give a definition similar to Definition 3.11.

**Definition 3.24.** For $k, \ell \geq 1$ and $k + \ell - 1 \leq n \leq k\ell$, let $B'(n, k, \ell)$ denote the number of $k$-tuples $(T_1, \ldots, T_k)$ of (not necessarily disjoint) subsets $T_1, \ldots, T_k$ of $[n]$ such that $T_1 \cup \cdots \cup T_k = [n]$, $#T_i = \ell$ for $1 \leq i \leq k$, and all the largest elements of the subsets are different from each other. For the other values of $n, k, \ell$, we set $B'(n, k, \ell) = 0$.

Then by the same proof as for Corollary 3.22, we have

**Corollary 3.25.** If $E_{\lambda,f} = 1_\ell$ and $E_{\lambda,g} = 1_k$ for $k, \ell \geq 1$, then we have

$$E_{\lambda,g}(E_{\lambda,f}) = 1 + \sum_{n=1}^{\infty} B'(n, k, \ell) 1_n.$$ 

4. Generating functions in free commutative Rota-Baxter algebras

In this section, we will study generating functions in $\widehat{\Pi}_\lambda(x)$, the complete free commutative Rota-Baxter algebra on one generator $x$. In Section 4.1 and 4.2, we will discuss the weight zero case and the general weight case, respectively. We first recall the notations:

$$\Pi_\lambda(x) := \Pi_\lambda(\mathbb{R}[x]) = \bigoplus_{k=1}^{\infty} \mathbb{R}[x]^{\otimes k} = \mathbb{R}\{x^{n_0} \otimes x^{n_1} \otimes \cdots \otimes x^{n_k} \mid n_0, \ldots, n_k \geq 0, k \geq 0\}.$$ 

Recall that the product in $\Pi_\lambda(x)$ and hence in $\widehat{\Pi}_\lambda(x)$ is given by the mixable shuffle product $\circ$ which will be suppressed.

We state some definitions and notations which are used in this section. A composition of $n$ is an expression of $n$ as an ordered sum of positive integers. If exactly $k$ summands appear in a composition $\sigma$, we say that $\sigma$ has $k$ parts, and we call $\sigma$ a $k$-composition. Let $I = (i_1, \ldots, i_s) \in \mathbb{N}^s$. Define the norm of $I$ to be $|I| = \sum_{s=1}^{t} i_s$ and its length to be $\ell(I) = t$. Also denote $\binom{n}{r} = \binom{n}{i_1, \ldots, i_s}$.

4.1. The weight zero case. We consider the case when $\lambda = 0$. Then for $x^{n_0} \otimes \cdots \otimes x^{n_k}$ and $x^{m_0} \otimes \cdots \otimes x^{m_\ell}$ we have

$$(x^{n_0} \otimes \cdots \otimes x^{n_k})(x^{m_0} \otimes \cdots \otimes x^{m_\ell}) = x^{n_0 + m_0} \otimes (x^{n_1} \otimes \cdots \otimes x^{n_k}\circ (x^{m_1} \otimes \cdots \otimes x^{m_\ell})), $$

where $\circ$ is the shuffle product. In particular,

$$(1 \otimes x^{\otimes n})(1 \otimes x^{\otimes m}) = \binom{n + m}{n} 1 \otimes x^{\otimes (n + m)}$$

and more generally,

$$\prod_{i=1}^{k} (1 \otimes x^{\otimes n_i}) = \binom{n_1 + \cdots + n_k}{n_1, \ldots, n_k} (1 \otimes x^{\otimes (n_1 + \cdots + n_k)}).$$

Also,

$$\prod_{i=1}^{k} (1 \otimes x^i) = \sum_{\sigma \in S_k} 1 \otimes x^{\sigma(1)} \otimes \cdots \otimes x^{\sigma(k)},$$
where \( S_k \) is the set of permutations on \([k]\).

Then we easily obtain

**Proposition 4.1.** For \( n, k \geq 1 \), we have the following relations in \( \mathcal{III}_0(x) \).

\[
(1 \otimes x^{\otimes k})^n = \frac{(kn)!}{(k!)^n}(1 \otimes x^{\otimes kn}),
\]

\[
\prod_{k=1}^n (1 \otimes x^{\otimes k}) = \binom{n+1}{2} 1, 2, 3, \ldots, n (1 \otimes x^{\otimes n+1}).
\]

Further,

\[
\prod_{n=1}^\infty (1 + (1 \otimes x^n)) = \sum_{n=0}^\infty \sum_{|J|=n} (1 \otimes x^{\otimes J}),
\]

where \( J \) denotes all the compositions of \( n \) with distinct parts.

**Proof.** The first two equations follow from Eq. (28). The third equation follows from Eq. (29). \( \Box \)

By treating \( 1 \otimes x^{\otimes k} \in \widehat{\mathcal{M}}_0(X) \) as the base \( q \) in basic hypergeometric series, we next apply \( q \)-series identities to derive generating functions for some special sequences.

Recall the \( q \)-shifted factorial

\[
(a;q)_\infty = \prod_{n=1}^\infty (1 - aq^n) \quad \text{and} \quad (a;q)_n = \frac{(a;q)_\infty}{(aq^n;q)_\infty}, \quad \text{for } n \in \mathbb{Z}.
\]

Then we have the following identities in \( \mathbb{Q}[[q]] \).

\[
\varphi(q) := \sum_{n=-\infty}^\infty q^{n^2} = (-q;q^2)_\infty^2(q^2;q^2)_\infty,
\]

\[
\psi(q) := \sum_{n=0}^\infty q^{n+1 \choose 2} = \frac{(q^2;q^2)_\infty}{(q;q^2)_\infty},
\]

\[
(33) \quad f(-q) := \sum_{n=-\infty}^\infty (-1)^n q^{n(3n-1)/2} = (q;q)_\infty.
\]

We have the following generating functions for the sequences of the factorial of square numbers, triangular numbers, and pentagonal numbers.

**Theorem 4.2.** We have

\[
\sum_{n=-\infty}^\infty (n^2)! (1 \otimes x^{\otimes n^2}) = \prod_{n=1}^\infty (1 + (2n - 1)!(1 \otimes x^{\otimes (2n-1)})^2(1 - (2n)!(1 \otimes x^{\otimes 2n})),
\]

\[
\sum_{n=0}^\infty \binom{n+1}{2}!(1 \otimes x^{\otimes \binom{n+1}{2}}) = \prod_{n=1}^\infty \frac{(1 - (2n)!(1 \otimes x^{\otimes (2n)}))}{(1 - (2n - 1)!(1 \otimes x^{\otimes (2n-1)})},
\]

\[
\sum_{n=-\infty}^\infty (-1)^n \binom{n(3n-1)}{2}! (1 \otimes x^{\otimes \binom{n(3n-1)}{2}}) = \prod_{n=1}^\infty (1 - n!(1 \otimes x^{\otimes n})).
\]
Proof. Note that \( \mathbb{R}[[q]] \) is the free completed commutative \( \mathbb{R} \)-algebra on \( q \) in the sense that for any complete \( \mathbb{R} \)-algebra \( A \) and nonunit \( a \in A \), there is unique algebra homomorphism \( g : \mathbb{R}[[q]] \to A \) such that \( g(q) = a \). Thus about identities in \( \mathbb{R}[[q]] \) induce similar identities in \( A \). Take \( A = \mathbb{R}[[x]] \), \( a = 1 \otimes x \) and let \( g_x : \mathbb{R}[[q]] \to \mathbb{R}[[x]] \) be the algebra homomorphism such that \( g_x(q) = 1 \otimes x \). Applying \( g_x \) to the above three \( q \)-series identities in \( \mathbb{R}[[q]] \), we obtain identities for \( x \in \mathbb{R}[[x]] \).

For example, applying \( g_x \) to Eq. (30), we have

\[
\sum_{n=-\infty}^{\infty} (1 \otimes x)^n = \left( \prod_{n=1}^{\infty} (1 + (1 \otimes x)^{(2n-1)}) \right)^2 \left( \prod_{n=1}^{\infty} (1 - (1 \otimes x)^{2n}) \right).
\]

Then using the following special case of (30)

\[(1 \otimes x)^n = n!(1 \otimes x^{\otimes n}),\]

we obtain the first equation. The proofs of the other two equations are similar. \( \square \)

4.2. The general weight case. Before giving the main theorem in this section, we first need some definitions and notations.

Let \( \pi(kn) \) denote the set of compositions of \( kn \) with each part less or equal to \( n \). For a composition \( I = (i_1, i_2, \cdots, i_t) \in \pi(kn) \), we define a restricted partition of type \( I \) of the multiset \( \{b\}^n \) \( S := S_{n,k} := \{1^k, 2^k, \cdots, n^k\} \) to be a partition \( \{B_1, \cdots, B_t\} \) of \( S \) such that

1. \( \#B_j = i_j, 1 \leq j \leq t; \)
2. each \( B_j \) is a subset of \([n]\). In other words, \( \#(B_j \cap \{j^k\}) \leq 1; \)

Let \( C_I := C_{n,k,I} \) denote the number of the restricted partitions of \( S \) of type \( I \). We will use the convention that, for \( I = \emptyset \), take \( I \in \pi(0) \), \( C_I = 1 \), \( \ell(I) = kn \), and \( 1 \otimes x^{\otimes I} = 1 \).

Proposition 4.3. For \( n, k \geq 1 \), we have

\[
C_{\underbrace{1,1,\cdots,1}}_{kn} = \frac{(kn)!}{(k!)^n} \quad \text{and} \quad C_{\underbrace{n,n,\cdots,n}}_{k} = 1.
\]

Proof. For \( I \in \pi(kn) \), if \( I = (1,1,\cdots,1) \), and the multiset \( S = \{1^k, 2^k, \cdots, n^k\} \), Then \( C_I \) denotes the number of ways to put the \( kn \) elements in \( S \) into \( kn \) different subsets, where each subset contains 1 element. Therefore, we have

\[
C_{\underbrace{1,1,\cdots,1}}_{kn} = \frac{(kn)!}{(k!)^n}.
\]

If \( I = (n,n,\cdots,n) \) and \( S = \{1^k, 2^k, \cdots, n^k\} \), then \( C_I \) denotes the number of ways to put the \( kn \) elements in \( S \) into \( k \) different subsets, where each subset contains \( n \) different elements. There is only one way to do this, hence the second equation. \( \square \)

Proposition 4.4. For \( n, k \geq 1 \), we have

\[
\sum_{I \in \pi(kn)} C_I = C(n,k),
\]
where \( C(n, k) \) denotes the number of ways to partition \( kn \) elements in a multiset \( S = \{1^k, 2^k, \ldots, n^k\} \) into several nonempty subsets of \([n]\).

**Proof.** For all the compositions in \( \pi(kn) \), according to the definition of \( C_l \), we don’t need to limit the number of elements in each subset of \([n]\). \( \square \)

Tracing back to Cartier’s work \([7]\) forty years ago, we also recall the description of the mixable shuffle product in terms of order preserving maps \([\text{[5], } \S \ 3.1.4]\) that are called **stuffles** in the study of multiple zeta values \([4, 5, 22]\). We will use this interpretation in the proof of Theorem 3.1.4.

For \( 0 \leq r \leq \min(m, n) \), define

\[
J_{m, n, r} = \{ (\varphi, \psi) \mid \varphi : [m] \to [m + n - r], \psi : [n] \to [m + n - r] \text{ are order preserving injective maps and } \text{im}(\varphi) \cup \text{im}(\psi) = [m + n - r] \}
\]

Let \( a \in A^\otimes m, b \in A^\otimes n \) and \( (\varphi, \psi) \in J_{m, n, r} \). Define \( a_{\varphi \psi} b \) to be the pure tensor of length \( m + n - r \) whose \( i \)-th factor is

\[
(a_{\varphi \psi} b)_i = \begin{cases} 
    a_j, & \text{if } i = \varphi(j), \ i \notin \text{im}\psi, \\
    b_j, & \text{if } i = \psi(j), \ i \notin \text{im}\varphi, \\
    a_j b_j', & \text{if } i = \varphi(j), \ i = \psi(j').
\end{cases}
\]

In short,

\[
a_{\varphi \psi} b = a_{\varphi^{-1}(1)} b_{\psi^{-1}(1)} \otimes \cdots \otimes a_{\varphi^{-1}(m+n-r)} b_{\psi^{-1}(m+n-r)},
\]

with the convention that \( a_\emptyset = b_\emptyset = 1 \). Then \( a_{\varphi \psi} b \) is called a **stuffle of** \( a \) **and** \( b \). The stuffle product of \( a \) and \( b \) is defined by

\[
a_{\varphi \psi} a_{\varphi \psi} = \sum_{r=0}^{\min(m, n)} \lambda^r \left( \sum_{(\varphi, \psi) \in J_{m, n, r}} a_{\varphi \psi} b \right)
\]

which coincides with the mixable shuffle product.

**Theorem 4.5.** We have the generating function

\[
\frac{1}{1 - 1 \otimes x^\otimes k} = \sum_{n=0}^{\infty} (1 \otimes x^\otimes k)^n = \sum_{n=0}^{\infty} \sum_{I \in \pi(kn)} C_I \lambda^{kn-I(I)} (1 \otimes x^\otimes I) \in \widehat{\Pi}_\lambda(x).
\]

**Proof.** According to the description of the mixable shuffle product in terms of stuffles stated at the beginning of this section, for \((1 \otimes x^\otimes k)^n\), we define an **n-fold stuffle** to be

\[
\mathcal{L}_{k, n, t} = \left\{ (f_1, f_2, \ldots, f_n) \mid f_i : [k] \to [t] \text{ for } 1 \leq i \leq n \text{ are order preserving injective maps and } \bigcup_{i=1}^n \text{im } f_i = [t] \right\}
\]

Set

\[
\mathcal{L}_{k, n, t} = \bigcup_{t=1}^{kn} \mathcal{L}_{k, n, t}.
\]

Then for each \((f_1, f_2, \ldots, f_n) \in \mathcal{L}_{k, n, t}\), we get a term in the expansion of \((1 \otimes x^\otimes k)^n\) as

\[1 \otimes x^{i_1} \otimes x^{i_2} \otimes \cdots \otimes x^{i_t},\]

where

\[i_j = \#(\bigcup_{i=1}^n f^{-1}(j)) \text{ for } 1 \leq j \leq t.\]
Further the following relations hold.

\[1 \leq i_j \leq n \text{ for } 1 \leq j \leq t \text{ and } \sum_{j=1}^{t} i_j = kn.\]

Therefore, each term of \((1 \otimes x^{\otimes k})^n\) has the form \(1 \otimes x^{\otimes I}\), where \(I\) is a composition of \(kn\) with each part less or equal to \(n\).

Given \(I = (i_1, \ldots, i_t) \in \pi(kn)\), we also define an \textit{n-fold stuffle of type} \(I\) to be

\[
\left\{ \begin{array}{l}
(f_1, f_2, \ldots, f_n) \mid f_i : [k] \to [t] \text{ for } 1 \leq i \leq n\text{ are order preserving injective maps, such that } \bigcup_{i=1}^{n} \text{im} f_i = [t] \text{ and } \#(\bigcup_{i=1}^{n} f^{-1}(j)) = i_j; 1 \leq j \leq t.
\end{array} \right\}
\]

Let \(S_I\) denote the number of \(n\)-fold stuffles of type \(I\). Then we have

\[
\sum_{n=0}^{\infty} (1 \otimes x^{\otimes k})^n = \sum_{n=0}^{\infty} \sum_{I \in \pi(kn)} S_I \lambda^{kn-\ell(I)}(1 \otimes x^{\otimes I}).
\]

Thus we just need to prove \(C_I = S_I\).

Let \(\{f_i : [k] \to [t]\}_{1 \leq i \leq n}\) be a stuffle of type \(I\). We can derive from \(f_i\) a

\[
g : [n] \times [k] \to [t], \quad g(i, j) = g_i(j), (i, j) \in [n] \times [k].
\]

Identifying \([n] \times [k]\) with the multiset \(S = \{1^k, 2^k, \ldots, n^k\}\), we obtain a restricted partition of \(S\) of type \(I\) by defining

\[
B_j := g^{-1}(j), 1 \leq j \leq t.
\]

Conversely, given a restricted partition \(\{B_j\}_{1 \leq j \leq t}\) of \(S\) of type \(I\) and identifying it with an ordered partition of \([n] \times [k]\). Then define

\[
g := g_B : [n] \times [k] \to [t], \quad g(i, j) = \ell \text{ if } (i, j) \in B_t.
\]

Then it is easy to check that the maps

\[
f_i : [k] \to [t], f_i(j) := g(i, j), 1 \leq i \leq n,
\]

is a stuffle of type \(I\). This gives the desired bijection that gives \(C_I = S_I\).

Based on the definition of \(C_I\) and the proof of Theorem 4.3, we have the following result.

**Corollary 4.6.** For \(n, k \geq 1\), we have

\[
\sum_{t=k}^{kn} B(t, n, k) = C(n, k).
\]

**Proof.** Given a \(I \in \pi(kn)\), in the proof of Theorem 4.3, we know that \(C_I = S_I\), where \(S_I\) denotes the number of \(n\)-fold stuffles of type \(I\). Therefore, we have a equivalent illustration for \(C_I\). For any composition \(I = (i_1, i_2, \ldots, i_t) \in \pi(kn)\), \(C_I\) denotes the number of \(n\)-tuples \((T_1, T_2, \ldots, T_n)\) of subsets \(T_1, T_2, \ldots, T_n\) of \([t]\) such that \(#T_i = k\) and all the elements in \(T_1, T_2, \ldots, T_n\) are composed by \(i_j\) \(j\)'s, for \(1 \leq j \leq t\). If we take all the \(t\)-compositions in \(\pi(kn)\), then we don’t need to consider the number of appearances of \(j\) for \(1 \leq j \leq t\). Therefore, we have

\[
\sum_{I \in \pi(kn)} \frac{C_I}{\ell(I) = t} = B(t, n, k).
\]
where \( B(t, n, k) \) is explained in Definition 3.11. According to Proposition 4.3, we complete the proof. \( \square \)

Now we consider some special cases of Theorem 4.5 for \( \lambda = 0, 1 \). For \( \lambda = 0 \), we have the following generating function.

**Corollary 4.7.** We have
\[
\frac{1}{1 - 1 \otimes x^{\otimes k}} = \sum_{n=0}^{\infty} (1 \otimes x^{\otimes k})^n = \sum_{n=0}^{\infty} \frac{(kn)!}{(k!)^n} (1 \otimes x^{\otimes (kn)}) \in \widehat{\Pi}_0(x).
\]

**Proof.** When \( \lambda = 0 \), Theorem 4.5 reduces to
\[
\frac{1}{1 - 1 \otimes x^{\otimes k}} = \sum_{n=0}^{\infty} \sum_{I \in \pi(kn)} \frac{C_I(1 \otimes x^{\otimes I})}{\ell(I) = kn} = \sum_{n=0}^{\infty} C(1, 1, \ldots, 1)(1 \otimes x^{\otimes (kn)})
\]
which gives what we need by Proposition 4.3. \( \square \)

Setting \( x = 1 \) in Corollary 4.7, we obtain Eq. (20).

By taking the special case when \( \lambda = 1 \) and \( k = 1 \) in Theorem 4.5, we obtain the following result in [16].

**Corollary 4.8.** We have the generating function
\[
\frac{1}{1 - (1 \otimes x)} = \sum_{n=0}^{\infty} (1 \otimes x)^n = \sum_{n=0}^{\infty} \sum_{|I| = n} \binom{n}{I} (1 \otimes x^{\otimes I}) \in \widehat{\Pi}_1(x),
\]
where for \( I = \emptyset \), take \( |I| = 0 \), \( \binom{|I|}{I} = 1 \), \( (1 \otimes x)^I = 1 \otimes x^{\otimes I} = 1 \).

**Proof.** Setting \( \lambda = 1 \) and \( k = 1 \) in Theorem 4.5, we have
\[
\frac{1}{1 - 1 \otimes x} = \sum_{n=0}^{\infty} (1 \otimes x)^n = \sum_{n=0}^{\infty} \sum_{I \in \pi(n)} C_I(1 \otimes x^{\otimes I}),
\]
where \( \pi(n) \) is the set of all the compositions of \( n \). For a composition \( I = (i_1, \ldots, i_\ell) \in \pi(n) \), the coefficient \( C_I \) is the number of ways to divide the \( n \) elements in \([n]\) into \( k \) disjoint nonempty subsets, where the \( j \)-th subset contains \( i_j \) elements, \( 1 \leq j \leq k \). So we get \( C_I = \binom{n}{I} \), as needed. \( \square \)
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