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Abstract

Current biological writing is afflicted by the use of ambiguous names, convoluted sentences, vague statements and narrative-fitted storylines. This represents a challenge for biological research in general and in particular for fields such as biological database curation and text mining, which have been tasked to cope with exponentially growing content. Improving the quality of biological writing by encouraging unambiguity and precision would foster expository discipline and machine reasoning. More specifically, the routine inclusion of formal languages in biological writing would improve our ability to describe, compile and model biology.

Second, text mining is not, at the moment, a sufficient solution for the extraction of structured data from text. Arguably, taking off in the late 1990s with the release of PubMed (23), text mining went through a period of stagnation in performance benchmarks until recent advances in natural language processing (NLP). While new NLP algorithms have been able to master general linguistic tasks with greater ability than non-specialist college-educated humans, they are not yet able to extract complex biological relations (24–27) with acceptable performance, according to past community challenges (28), and with the exception of certain niche relation types. Crucially, complex relations, and associated contextual information, play a large role in the description of biological processes (29, 30).

Moreover, NLP algorithms have also lagged in tasks for which a certain level of factual knowledge is necessary, such as open-domain question-answering (31, 32). Knowledge graphs, which compile and organize knowledge of the world (33, 34), have been used to enrich NLP algorithms, powering them to state-of-the-art performance in both linguistic and factual applications (35–39).

Knowledge graphs can be partially created automatically but, in order to increase and maintain their quality, they need manually curated data (40), which can also be introduced through semi-automatic curation workflows based on artificial intelligence (AI) algorithms (41, 42). The increased use of knowledge graphs, including by companies such as Google and Meta, shows that improvements in NLP have not led to a decrease in, and one could say it has fed, the need for duly compiled, manually extracted knowledge. Thus, and perhaps counterintuitively, a golden era for NLP, and for AI in general, has been paralleled by growth in the use of knowledge graphs.

Improving biological writing has been recognized as one way to address the bottlenecks in the extraction of biological
data from text. Recently, tips for scientific authors to make their articles more ‘text-mining ready’ have been proposed (43), and there has been yet another call for the use of standard names in biological texts, in this case for gene products (44). There is, however, a need to improve biological writing that is beyond the still-insufficient adoption of standard terminologies and text-mining-ready writing tips. Specifically, with the adoption of formal languages, such as Biological Expression Language (BEL) (2, 45), as part of regular writing practice.

Content written in a formal language, such as that related to protein interactions, phylogenies, drug–disease interactions or post-translational modifications, could be embedded inline within documents or in tables, metadata, equations or supplementary files or directly submitted to databases. Chemistry provides examples of how this could look in practice (46). A realization of the limitations of natural language and alchemical symbols (47) led to multiple successful initiatives in the 19th and early 20th centuries on the subject of standard nomenclatures, formulae and equations. Because of this, the text mining of chemical names is easier than the text mining of, for instance, gene names (48). Incidentally, these efforts were originally inspired by Linnaeus’s work in biology (49).

Within biology, the field of systems biology has also had a strong interest in the use of formal languages (50), such as SBGN (51) or BioPAX (52). The latter particularly describes signalling pathways and, unlike BEL, represents direct biological mechanisms with a higher degree of granularity and complexity. Signalling pathways represented in a formal language offer a stark contrast with the unsystematic way in which they are described in biological writings (53).

Imagine, for instance, if the phrase ‘TNF activates SYK’ (54) were written as ‘TNF activates SYK (p(HGNC:TNF)) -> act(p(HGNC:SYK))’, using, in this case, the BEL language inside parentheses. This type of content could easily be extractable and would provide a source of readily available knowledge that would help improve the yield of database curation and the performance of AI/NLP algorithms. The ultimate goal would not be to improve AI/NLP algorithms or curation for their own sake but to improve our ability to describe, compile and model biology. For authors, this could also increase the visibility and impact of their work (55).

Formal languages should not be seen as computational biology any more than chemistry formulae are computational chemistry. Biology students can get acquainted (56) with ways to apply standard nomenclatures, write clearer factual statements and integrate formal languages in their writing. In the end, better biological writing would help both biologists and algorithms.
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