Computational Prediction of Aging-Related Proteins Using Machine Learning Algorithm
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Human aging is the main social and medicinal challenge as it is among the important factor lead to many diseases. Exploring the underneath of the aging process will give advantages for human. As the network of protein-protein interaction (PPI) in this study is dynamic, we are able to observe topological changes of network over time and make prediction of the key players of aging. The dynamic networks consist of thirteen elderly ages, they are within 80 – 99 years. Integration of static protein-protein interaction network data with microarray human brain gene expression is an approach to construct the dynamic network. The network topological features are then will be used to carry out prediction using Support Vector Machine (SVM), artificial neural network (ANN) and K-Nearest Neighbour (KNN) models. This paper aims to provide a computational approach within the aging related proteins prediction by network topological features. SVM outperform the two others method in predicting aging-related proteins by reaching Area Under ROC Curve (AUC) value of 74.6%.
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I. INTRODUCTION

Aging is a phenomenon in all living things and a fundamental biological process across a life span. Aging process is continuing from younger to older people as many factors contribute to accelerate or decelerate the process. However, this biological process is poorly understood and therefore, aging-related genes gain more attraction from academicians and medicinal field. Studies on aging in recent years are highly increasing as the awareness of relation of disease and aging are connected and therefore will be advantageous in the drugs and medicinal fields. Aging is a process where organs and tissues in our body physiologically lose its integrity where our body starts to lose coordination between parts and the systems begin to malfunction over time (Soltow et al., 2010). Understanding of aging process is very challenging, therefore, with the extensively increasing of biological data nowadays, aging becomes a needed field to study using the existed data by computational approach (Fabris et al., 2017).

Study by Kenyon (2010) shows that aging has a strong genetic components (Kenyon, 2010). Therefore, the identification of genes that are related to aging process is very helpful to reveal the underneath of the process. Distinguished feature of aging-related proteins are called non-aging-related proteins will also help us in understanding the mechanisms of aging process (Kenyon, 2010). In protein function, there will be no protein functions or working alone as it is working together with others. It is shown that topological features in network representation of PPI helps a lot in identifying characteristics of aging-related proteins (Li et al., 2010). The aging-related proteins have i) higher degree centrality ii) higher number of aging-related proteins neighbours iii) centralized in PPI network iv) higher correlation coefficients
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with other genes (Li et al., 2010). However, to our knowledge, most of study deals with static representation of PPI network, there are no study on computational prediction of dynamical network representation of PPI network in investigating aging-related proteins.

In this study, we apply the computational approach in predicting human aging-related proteins from dynamical network of aging. The static PPI network downloaded from DIP, we integrate the network with genes expression profiles to get the dynamical network of PPI. From the dynamical network, the network measurements are calculated and then used as features in prediction of aging-related protein using Support Vector Machine (SVM), Radial Basis Function Neural Network (RBFNN) and K-Nearest Neighbour (KNN).

II. MATERIALS AND METHODS

A. Data Sources

• Aging-related gene expression data. We use a microarray human brain expression data set containing 173 samples from 55 individuals, with 13 different ages between 80 until 99 years (Berchtold et al., 2008).

• PPI data set. Human PPI data set is obtained from Database of Interacting Protein (DIP) consist of 7794 PPI with self-interactions as downloaded on 31/7/2016 (Salwinski et al., 2004). However, after considering the unique protein with no self-interactions, the number of PPI reduced to 7285. The id used in this study is uniprot kb.

• Dynamic age-specific network (Fig. 1). Static PPI data was integrated with gene expressions data to form dynamic age-specific networks.

B. Development of Dynamic Network

Microarray human brain gene expression data is obtained via Affymetrix Hg-U133plus 2.0 microarray experiments using 54675 probes in each individual sample. The probe is then converted into protein id using uniprot mapping ids for mapping the probes into PPI network.

Detection of p-value < 0.04 is used to determine whether the probe is expressed (Lu et al., 2004) via Presence-Absence calls with Negative Probesets (PANP) in R software package that outperform MAS-P/A in gene detection method (Waren et al., 2007). Based on majority vote rule, gene m will be considered as expressed at age n if more than 50% of $x\times y$ probes are found to be expressed at age n (or at least $\frac{x\times y}{2} + 1$ probes) (Faisal & Milenković, 2014). Figure 1 illustrate the integration of static PPI with gene expression data. Dynamic network in this study consist of 13 subnetworks. Size of each network is within range of 913 – 1156 interactions with 883 – 1027 proteins.

\[
\text{Dynamic PPI network} \quad G_T = (V_T, E_T) \\
\text{Static PPI network data, } G = (V, E) \\
\text{Aging related gene expressions data, } t = (80, 82, 83, \ldots, 99)
\]

Figure 1. Integration of gene expression data with static PPI network data

C. Network Feature Computation

The computation of network topological features is Degree Centrality (DC), Closeness Centrality (CC), Betweenness Centrality (BC), Local Clustering Coefficient (LCC), Eigenvector centrality (Newman, 2010) and Local Assortativity (LA) (Piraveenan et al., 2012). Table 1 shows the details of the features.

| Table 1. Network Measurements |
D. Support Vector Machine (SVM)

Binary classification of SVM with Radial Basis Function (Jiang & Ching, 2011) was chosen as underlying kernel function in this study. A radial basis function is a kernel that maps data from single dimension vector to higher dimension vector space to classify aging related proteins or non-aging related proteins. SVM perform classification in prediction of aging-related proteins by constructing hyperplanes in multidimensional space that splits the aging-related or non-aging related protein. The software MATLAB is employed in this study for all methods.

E. Radial Basis Function Neural Network (RBFNN)

Neural network or artificial neural network is a non-linear computing system that inspired by biological neural network (Rajan & Kaur, 2016). In this study, radial basis function is used as activation function in neural network with combination of linear function. RBFNN consist of three layers, they are input, hidden layer and output. Each layer consists of nodes and each of the nodes are connected to previous layer.
\[ d_{st} = \sqrt{\sum_{i=1}^{n} (X_i - Y_i)^2} \]  

is used to determine a protein’s \( K \) nearest neighbour.

**G. Cross Validation**

In this study, 10-fold cross validation (Feng et al., 2012) is adopted in each method for assessing performance. The data is divided into 10 equal subsets and in each iteration, a single subset retained as test set while the remaining subsets are used as training set. AUC value in prediction by SVM for all involved ages are above 70% while the AUC value of other two methods are lower than 62%.

Prediction accuracy is measured regarding to AUC (Area Under ROC Curve) value by 10-fold cross validation (Jiang & Ching, 2011). After the prediction is done, the number of true positive (TP), false positive (FP), true negative (TN) and false negative (FN) are counted to plot ROC curve. ROC curve is a plot of true positive rate (TPR) against false positive rate (FPR)(Sonego et al., 2008). TPR also known as sensitivity and calculated as

\[ TPR(sensitivity) = \frac{TP}{TP + FN} \]  

while FPR is calculated as

\[ FPR = 1 - specificity = \frac{FP}{FP + TN} \]  

ROC curve is plotted at various thresholds and the higher value of AUC indicate the better predictive ability of the methods.

**III. RESULTS AND DISCUSSION**

**A. Prediction Methods of Aging-Related Proteins**

Based on the six features of network measurements, the aging-related proteins are predicted using three methods through the dynamic network mentioned above. Figure 2 shows the performance of SVM, RBFN and KNN in each of the network. The prediction performance of AUC value in the three methods in the ages are slightly different within range 70.1% - 74.6% for SVM, 55.6% - 61.7% for RBFNN and 51.4% - 53.5% for KNN. The AUC value for all methods in each age close to each other indicate the methods are stable in predicting aging-related proteins using the group of six network measurements. A method of learning algorithm is said to be stable if the prediction is consistent when we change the training set (Ji et al., 2014; Nogueira et al., 2018). Hence, as the features used in this study gives a stable prediction methods, then the features are suitable in predicting aging-related proteins.

![Figure 2. AUC values in respective ages](image-url)
Figure 2 shows the values of AUC in each of the respective ages for SVM, KNN and RBFNN. In each age, SVM outperform the two other methods with above 70% of AUC value. For all of the methods, with the same standard of 10-fold cross validation utilized for training and testing, RBFNN and KNN are able to attain below 61.7% and 55% of AUC value. The highest accuracy for SVM reach up to 74.6%. Even the lowest AUC value for SVM is around 70.1% which much higher than the other two methods that can only reach highest AUC value on 55.6% and 51.4% for RBFNN and KNN, respectively. It is a significant improvement in SVM that reach AUC value much higher than both of the other methods. Higher AUC value shows the better predictive ability of the method (Jiang & Ching, 2011).

Instead of studying of aging in static network, this study considering aging process through thirteen ages of human as the process is continuing with age. Therefore, from the results of prediction performance methods in Figure 2, it shows that SVM are suitable methods for each age because the accuracy prediction in each age is highest among the three methods. The highest accuracy for SVM among the ages is 74.6% in age 99, for RBFNN the highest accuracy is 61.7% in age 97 while KNN can only reach highest at 53.5% in age 95. Therefore, SVM show a significant increase in prediction performance of AUC value. On the other hand, network features used in this study bring an important impact on aging field as it is showing a stable prediction performance not only in SVM but in RBFNN and KNN.

Previous study on aging prediction with the same method, SVM by using topological features are listed in Table 2. Based on the studies, by comparing methods used in prediction, they also found that SVM outperform any other methods used. For example, study by Li et al. (2010) on prediction of aging-related genes in Caenorhabditis elegans found out that SVM with RBF as kernel function outperform KNN, decision tree, and SVM as linear and polynomial as kernel function (Li et al., 2010). Study by Feng et al. (2012) was successfully predicts 110 new candidates of aging genes of Mus musculus using SVM(Feng et al., 2012) while with the same method, Song et al. (2012) predicted 51 new candidates of aging genes in Drosophila melanogaster.

| Topological Feature Used | Species |
|-------------------------|---------|
| Li et al. (2010)         | Degree, betweenness, neighbour ratio, shortest distance, clustering coefficient, K-core | Caenorhabditis elegans |
| Feng et al. (2012)       | Degree, betweenness, neighbour ratio, cluster coefficient | Mus musculus |
| Song et al. (2012)       | Degree, betweenness, K-core, shortest distance and clustering coefficient | Drosophila melanogaster |
| This study               | Degree, closeness, betweenness, local clustering coefficient, local assortativity and Eigenvector | Human |

In this study, we added new feature such as LA and Eigenvector in our prediction. Other study listed in Table 2 mostly shares common network topological features. We also found out that LA helps in increase the performance of prediction as LA is one of the important features in analysing network topology. Eigenvector refers to the neighbours of important character in network (Newman, 2010), therefore,
added in as one of the features for prediction helps in predicting the aging-related proteins.

**B. New Prediction of Aging-Related Proteins**

Aging genes from GenAge databases is selected based on their presence in each age. For example, in age 83, total number of proteins are 866. From that number, 71 proteins are known to be aging-related proteins. Therefore, 783 proteins are not known to be aging-related proteins. From the prediction of binary in SVM as chosen method in this study, there are 144 new candidates for aging-related proteins. For these predictions, some of the proteins are supported by previous study. For example, Q92945 is one of the differentially expressed proteins in association with the aging follicle (McReynolds et al., 2012). Previous study showed that O14773 are involved in aging of human brain (Zucca et al., 2018).

---

**IV. CONCLUSION**

In this study, we successfully build a dynamic network of aging-related proteins. By using network topological features calculated from the network, we use them as features in prediction of aging-related proteins by employing SVM, RBFNN, and KNN. We successfully predict 144 new candidates of aging-related proteins and some of them have been validated in previous study.
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