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We study the distributions of the continuous-time quantum walk on a one-dimensional lattice. In particular we will consider walks on unbounded lattices, walks with one and two boundaries and Dirichlet boundary conditions, and walks with periodic boundary conditions. We will prove that all continuous-time quantum walks can be written as a series of Bessel functions of the first kind and show how to approximate these series.
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I. QUANTUM WALKS

Quantum walks have been introduced as an algorithmic idea for quantum algorithms in an attempt to speed up classical random walk algorithms, see e.g. [3, 11]. Two different proposals were made: the discrete-time quantum walk [2, 13] and the continuous-time quantum walk [5, 6]. While the behavior of the discrete-time quantum walk is well understood by now, the continuous-time quantum walk has not been studied as extensively, but see [3, 8, 12, 16].

In this paper we consider the one dimensional continuous-time quantum random walk on a line. We write the state of the random walk system after time $t$ as

$$\psi(t) = \sum_{x=L}^{R} \psi(x,t) |x\rangle,$$

where $L, R \in \mathbb{Z} \cup \{\pm \infty\}$, $L < R$, are the left and right boundaries of our walk. Our goal is to determine $\psi(x,t)$ in an analytic form. A continuous-time quantum random walk is now defined by the difference/differential equation

$$i \frac{\partial}{\partial t} \psi(x,t) = -\psi(x-1,t) + q\psi(x,t) - \psi(x+1,t) \quad (1)$$

and boundary conditions on $\psi(L,t), \psi(R,t)$.

In this paper we study four kind of boundary conditions: the unbounded walk ($L = -\infty$ and $R = +\infty$), walks with one boundary ($L$ finite, $R = +\infty$, and $\psi(L,t) = 0$), walks with two boundaries ($L, R$ finite, $\psi(L,t) = \psi(R,t) = 0$), and periodic boundary conditions ($L, R$ finite, $\psi(L,t) = \psi(R,t)$).

If both $L$ and $R$ are finite we define $N := R - L$ as the “length” of the interval in which the walk takes place. In this case the continuous-time quantum walk from (1) can also be written as

$$i \frac{\partial}{\partial t} |\psi(t)\rangle = -H_q |\psi(t)\rangle. \quad (2)$$

Here $H_q$ is a $(N-2) \times (N-2)$ matrix, when we use the $\psi(L,t) = \psi(R,t) = 0$ boundary conditions, or a $(N-1) \times (N-1)$ matrix for periodic boundary conditions, which is defined as

$$H_q = \begin{bmatrix} -q & 1 & 1 \\ 1 & -q & 1 \\ \vdots & \ddots & \ddots \\ 1 & -q & 1 \\ 1 & 1 & -q \end{bmatrix} \quad (3)$$

on the vector space span $\{|L+1\rangle, |L+2\rangle, \ldots, |R-1\rangle\}$ for $\psi(L,t) = \psi(R,t) = 0$, and

$$H_{q,p} = \begin{bmatrix} -q & 1 & 1 \\ 1 & -q & 1 \\ \vdots & \ddots & \ddots \\ 1 & -q & 1 \\ 1 & 1 & -q \end{bmatrix} \quad (4)$$

on the vector space span $\{|L\rangle, |L+1\rangle, \ldots, |R-1\rangle\}$ for periodic boundary conditions.

The solution $|\psi(t)\rangle$ of (2) for a given starting state $|\psi(0)\rangle$ is given by

$$|\psi(t)\rangle = e^{iH_q t} |\psi(0)\rangle. \quad (5)$$

which gives yet another definition of the continuous-time quantum random walk.

In this paper we will prove the following theorem:

**Theorem 1.** Let $J_n(t)$ denote the $n$-th Bessel function of the first kind, see e.g. [4]. Define $\tilde{J}_n(z) = i^n J_n(z)$. The continuous-time quantum random walk defined by equation (7) with starting distribution $|\psi(0)\rangle = |x_0\rangle$ has the following coefficients $\psi(x,t)$ at time $t$:

1. For an unbounded walk, i.e. $L = -\infty, R = +\infty$,

$$\psi(x,t) = e^{-|x-x_0| t} \tilde{J}_N(x-x_0)(2t). \quad (6)$$

---
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2. For a left boundary $L \in \mathbb{Z}$ and $R = +\infty$ and boundary conditions $\psi(L, t) = 0$,
\[
\psi(x, t) = e^{-itq} \left[ \tilde{J}_{x-x_0}(2t) - \tilde{J}_{x+x_0-2L}(2t) \right].
\]

3. For two boundaries $L, R \in \mathbb{Z}$, $L < R$ and boundary conditions $\psi(L, t) = \psi(R, t) = 0$,
\[
\psi(x, t) = e^{-itq} \sum_{n=-\infty}^{\infty} (-1)^n \tilde{J}_{x-x_n}(2t),
\]
with
\[
x_n := \begin{cases} 
L - (x_{n-1} - L) & n < 0 \\
R + (x_{n+1} - x) & n > 0
\end{cases}
\]

4. For two boundaries $L, R \in \mathbb{Z}$, $L < R$ with periodic boundary conditions $\psi(L, t) = \psi(R, t)$,
\[
\psi(x, t) = e^{-itq} \sum_{n=-\infty}^{\infty} \tilde{J}_{x-y_n}(2t),
\]
with
\[
y_n := nN + x_0.
\]

The unbounded case was known before for $q = 0, 2$, see [6, 12]. For $q = 0$ equations (7) and (8) were derived by Apolloni and de Falco in their treatment of the clock of a quantum computer [4]. The walk with periodic boundary conditions was studied approximatively in [8, 10]. We will provide a unified proof of all these results in this paper.

The infinite series (8) and (10) are of course unwieldy for practical applications. We can truncate (8) and (10) after a certain number of terms and still get a very good approximation.

**Theorem 2.** For two-sided and periodic boundary conditions the series (8) and (10), truncated after
\[
k = \frac{t + N}{2} \left( 2 \ln t + \frac{\ln(e^{-1.1})}{N} + \frac{\ln(e^{-1.1})}{N} \right)
\]
with constant $c := \frac{22}{\sqrt{2\pi}}$, approximates $\psi(x, t)$ up to $\varepsilon$, i.e.
\[
\left| \psi(x, t) - e^{-itq} \sum_{n=-k}^{k} (-1)^n \tilde{J}_{x-x_n}(2t) \right| \leq \varepsilon
\]
for $0 < \varepsilon < 1$ and $t > \max \{1, \left( e^c(e/c)^{1/2} \right)^{2N} \}$.

We use Theorems 1 and 2 to plot the probability densities for a quantum walk. In Figure 1 you see probability density plots that were made by truncating at the appropriate $k$ given by Theorem 2.
This representation allows us to express \( \psi(x,t) \) as a sum of Bessel functions. According to \[1\], equation 9.1.21, for \( n \in \mathbb{N}^+ \) the Bessel function \( J_n(z) \) is given by

\[
J_n(z) = \frac{i^{-n}}{\pi} \int_{0}^{\pi} e^{iz \cos w} \cos(nw) \, dw
\]

and therefore \( \tilde{J}_n(z) = \frac{1}{\pi} \int_{0}^{\pi} e^{iz \cos w} \cos(nw) \, dw \), and we can write

\[
\psi(x,t) = e^{-itq} \left[ J_{|x-x_0|}(2t) - \tilde{J}_{|x+x_0-2L|}(2t) \right]
\]

\[
\pm \epsilon(x,x_0,t,N).
\]

For \( R \to \infty \), which implies \( N = R - L \to \infty \), the error term \( \epsilon(x,x_0,t,N) \) defined in \[\text{(13)}\] converges to 0 and we get

\[
\psi(x,t) = e^{-itq} \left[ J_{|x-x_0|}(2t) - \tilde{J}_{|x+x_0-2L|}(2t) \right],
\]

which proves \[\text{(14)}\]. This is the limiting distribution for a continuous-time quantum random walk with one boundary. For no boundaries, i.e. if we let \( L \to \infty \), too, \[\text{(14)}\] simplifies to

\[
\psi(x,t) = e^{-itq} \tilde{J}_{|x-x_0|}(2t),
\]

since \( \lim_{n \to \infty} J_n(x) = 0 \), which proves \[\text{(9)}\] and can be compared to the results from \[6, 12\].

### III. WALKS WITH TWO BOUNDARIES

To derive the correct form of the quantum walk distribution for walks with two boundaries we check the correctness of Equation \[\text{(9)}\] for the unbounded case by plugging it into \[\text{(1)}\]:

\[
i \frac{\partial}{\partial t} \psi(x,t) = i \frac{\partial}{\partial t} \left[ i|x-x_0| e^{-itq} J_{|x-x_0|}(2t) \right]
\]

\[
= i|\epsilon(x,x_0)| \left[ -i q e^{-itq} J_{|x-x_0|}(2t) + e^{-itq} J'_{|x-x_0|}(2t) \right],
\]

where we use that the derivative of the Bessel function satisfies \( J'_0(z) = \frac{J_{-1}(z) - J_1(z)}{2} \), see e.g. \[\text{(1)}\], to verify that \( \psi \) indeed fulfills \[\text{(1)}\], at least for \( |x-x_0| \geq 1 \). In the special case \( |x-x_0| = 0 \) we use that \( J'_0(z) = -J_1(z) \).
To satisfy the boundary conditions \( \psi(L, t) = \psi(R, t) = 0 \) we use the method of images, see [14], and introduce mirror images of the walk starting at \( x_0 \). Let \( \psi_{x_0}(t) \) be the solution for an unbounded walk starting at \( x_0 \). Then \( \psi_{x_0}(t) = \psi_{x_0}(t) \) is a good approximation to the solution, but we have to correct the error on the boundary by introducing walks starting at \( x_1 = L - (x_0 - L) \) and \( x_1 = R + (R - x_1) \); we use the method of images, see [14], and introduce the correct distribution. To correct the error introduced by the corrections we continue to add mirror images at \( x_2 = L - (x_1 - L) \) and \( x_2 = R + (R - x_1) \), ..., until we arrive at (3). Let us check that

\[
\psi(L, t) = \sum_{n = -\infty}^{\infty} (-1)^n \tilde{J}_{|L-x_n|}(2t) = \sum_{n = 0}^{\infty} \left[ \tilde{J}_{|L-x_n|}(2t) - \tilde{J}_{|L-x_{-(n+1)}|}(2t) \right]
\]

and similarly \( \psi(R, t) = 0 \). This proves (3).

For periodic boundary conditions \( \psi(L, t) = \psi(R, t) \) we also build a solution starting from \( \psi_{x_0}(t) \). In order to enforce periodicity, we add two walks at \( y_1 = x_0 - N \) and \( y_1 = x_0 + N \), which is the correction term for the “first round”. If we define

\[ y_n = x_0 + nN \]

we arrive at (10). Then

\[
\psi(L, t) = \sum_{n = -\infty}^{\infty} \tilde{J}_{|L-y_n|}(2t) = \sum_{n = -\infty}^{\infty} \tilde{J}_{|L-x_{n-1}|}(2t) = \sum_{n = -\infty}^{\infty} \tilde{J}_{|R-(n+1)N-x_n|}(2t) = \psi(R, t) e^{-itq},
\]

which completes the proof of Theorem 1.

### IV. APPROXIMATIONS

For practical purposes the infinite series in Theorem 1 are unsatisfactory. Theorem 2, which we will prove in this section, fortunately tells us that we can truncate those series and still get an excellent approximation to the correct distribution.

Consider the distribution \( \psi(x, t) \) in (8) for zero boundary conditions

\[ \psi(x, t) = e^{-itq} \sum_{n = -\infty}^{\infty} (-1)^n \tilde{J}_{|x-x_n|}(2t), \]

and truncate it after the first \( k \) terms. We would like to determine the error of this approximation, i.e.

\[ e_{k,0} = \left| \psi(x, t) - e^{-itq} \sum_{n = -k}^{k} (-1)^n \tilde{J}_{|x-x_n|}(2t) \right|, \]

for \( t \geq 0 \). We can bound the Bessel functions \( J_\nu(2t) \) by

\[ |J_\nu(2t)| \leq \frac{|t|^{\nu}}{\Gamma(\nu + 1)}, \quad (15) \]

see [1]. Then the error \( e_{k,0} \) is bounded by

\[ e_{k,0} \leq \sum_{n = k+1}^{\infty} \left| \tilde{J}_{|x-x_n|}(2t) \right| + \sum_{n = -k}^{-\infty} \left| \tilde{J}_{|x-x_n|}(2t) \right| \]

\[ \leq \sum_{n = k+1}^{\infty} \left[ \frac{1}{\Gamma(|x-x_n| + 1)} + \frac{1}{\Gamma(|x-x_n| + 1)} \right]. \]

We similarly define the \( k \) term approximation error \( e_{k,p} \) for periodic boundary conditions.

From the definition (9) of the reflection points \( x_n \)

\[ x_n = \begin{cases} L - (x_{n-1} - L), & n < 0 \\ R + (R - x_{n+1}), & n > 0 \end{cases} \]

we see that \( L + nN \leq x_n \leq R + nN \). Therefore, and since \( L \leq x \leq R \),

\[ e_{k,0} \leq \sum_{n = k+1}^{\infty} \left[ \frac{1}{\Gamma(|x-x_n| + 1)} + \frac{1}{\Gamma(|x-x_n| + 1)} \right] \]

\[ \leq \sum_{n = k+1}^{\infty} \left[ \frac{1}{\Gamma((n - 1)N + 1)} + \frac{1}{\Gamma((n - 1)N + 1)} \right] \]

\[ \leq 2t^{2N} \sum_{n = k}^{\infty} \frac{t^{nN}}{(n - 1)N!} = 2t^{2N} \sum_{n = k}^{\infty} \frac{t^{nN}}{(nN)!}. \]

The same error estimate also holds for the error \( e_{k,p} \) of the \( k \)-term approximation to the series (10) for periodic boundary conditions.

To estimate \( e_{k,0} \) and \( e_{k,p} \) in (10) we can use Stirling’s formula

\[ x! = \sqrt{2\pi x^+ \frac{1}{2} e^{-x} + e^x} \geq \sqrt{2\pi x^+ \frac{1}{2} e^{-x}}, \]

see [1], where \( x > 0 \) and \( 0 < \theta < 1 \). Then

\[ (nN)! \geq \sqrt{2\pi nN} (nN)^{-\frac{1}{2} e^{-nN}} \geq \sqrt{2\pi nN} (nN)^{-\frac{1}{2} e^{-nN}}. \]

Therefore the error \( e_{k,0} \) from (10) is bounded by

\[ e_{k,0} \leq 2t^{2N} \sum_{n = k}^{\infty} \frac{1}{\sqrt{n}} \frac{nN}{nN} \leq \frac{2t^{2N}}{\sqrt{2\pi N}} \sum_{n = k}^{\infty} \frac{t^{nN}}{nN}. \]
Now we use that we can show that for $z > e$, convergence in (17) is fulfilled. If we restrict $M$ such that
\[
\epsilon(t, ε) = \frac{t + N}{ε} \ln ζ, \quad \text{where}
\]
\[
ζ = ζ(t, ε) = 2 \ln t + \frac{\ln(e ε^{-1} t^{-1/2})}{N}
\]
with a constant $c > 0$ that we will determine. We have to check that the requirement $k > \frac{ε}{N}$ that guarantees convergence in (17) is fulfilled. If we restrict $t$ to
\[
t ≥ (e^c (ε/ε)^{1/2})^{2N/ε - t}
\]
then
\[
ζ = 2 \ln t + \frac{\ln(e ε^{-1} t^{-1/2})}{N} ≥ e.
\]
Additionally we observe that $\frac{d}{dz} \ln z$ is growing monotonously for $z > e$,
\[
\frac{d}{dz} \ln z = \frac{\ln z - 1}{(\ln z)^2} > 0 \quad \text{for} \quad z > e,
\]
and therefore for $t$ chosen as in (21)
\[
k = \frac{t + N}{ε} \ln ζ ≥ \frac{t + N}{ε} e > te N.
\]
We estimate the numerator and denominator of $e_{k,0}$ in (18) separately and write $e_{k,0} ≤ \frac{M(k)}{D(k)}$. If we insert (19) into the numerator of (18), we see that
\[
M(k) := e^{2N} e^{−N k ln \frac{ε}{N}} = e^{2N} e^{−N k ln \frac{ε}{N}} \ln\left(\frac{ε}{N}\right)\ln\left(\frac{ε}{N}\right)\ln\left(\frac{ε}{N}\right)
\]
\[
= e^{2N} e^{−(t + N) \ln ζ} \left(\frac{ε}{N} \ln \left(\frac{ε}{N}\right)\ln ζ\right).
\]
Now we use that we can show that for $z > 1$
\[
\ln \frac{z + N}{te} \ln z ≥ \ln \frac{z + N}{te} \ln e^{ε} = \frac{t}{t + N}.
\]
We can use this to estimate $M(k)$ since $ζ ≥ e > 1$, see (22), and get
\[
M(k) ≤ 2 e^{2N} e^{−ζ N} = 2 e^{2N} e^{−2N \ln\left(\frac{e ε^{-1} t^{1/2}}{ε}\right)} = \frac{2}{c} e^{\sqrt{t}}.
\]
To estimate the denominator of (18)
\[
D(k) := \sqrt{2πeNk \left(1 - \left(\frac{te}{kN}\right)^N\right)}
\]
we insert (19) in
\[
\frac{te}{kN} = \frac{te}{t + N - \ln ζ} = \frac{t}{t + N - \ln ζ} ≤ \frac{t}{t + N} \leq \frac{t}{t + 1} \leq \frac{10}{11}.
\]
We can see that both $\frac{t}{t + N}$ and $\frac{e ln ζ}{t + N}$ are less than 1 for $t$ as in (21), when we have $ζ ≥ e$, see (22). We analyze (24) by considering $t ∈ ([e^c (ε/ε)^{1/2})^{2N/ε}, 10)$ over two intervals. For $t ∈ ([e^c (ε/ε)^{1/2})^{2N/ε}, 10)$
\[
\frac{t}{t + N - \ln ζ} \leq \frac{t}{t + N} \leq \frac{t}{t + 1} \leq \frac{10}{11}.
\]
In the interval $[10, ∞)$ we use that $\frac{e ln ζ}{t + N}$ converges monotonously to 0 for $ζ = ζ(t, ε) → ∞$, and that $ζ ≥ 2 \ln t$:
\[
\frac{t}{t + N} \leq \frac{e ln ζ}{t + N} ≤ \frac{e ln(2 ln t)}{2 ln t} ≤ 0.902 ≤ \frac{10}{11}.
\]
We can use this and (23) for
\[
D(k) ≥ \sqrt{2πeNk \left(1 - \left(\frac{te}{kN}\right)^N\right)} ≤ \frac{e^2 ε}{11}.
\]
If we combine the results for numerator and denominator, we can estimate
\[
e_{k,0} ≤ \frac{M(k)}{D(k)} ≤ \frac{22}{c e e^{\sqrt{2π}}}.
\]
and we see that we have to choose $c := \frac{22}{e e^{\sqrt{2π}}}$. This result holds for all $t$ chosen according to (21).
If we follow the same steps we can also estimate the error $e_{k,p}$ of a $k$ term approximation for periodic boundary conditions. This proves Theorem 2.
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