ON COUPLED SYSTEMS OF KOLMOGOROV EQUATIONS WITH APPLICATIONS TO STOCHASTIC DIFFERENTIAL GAMES

DAVIDE ADDONA, LUCIANA ANGIULI, LUCA LORENZI AND GIANMARIO TESSITORE

Abstract. We prove that a family of linear bounded evolution operators \( \{G(t,s)_{t \geq s} \} \) can be associated, in the space of vector-valued bounded and continuous functions, to a class of systems of elliptic operators \( \mathcal{A} \) with unbounded coefficients defined in \( I \times \mathbb{R}^d \) (where \( I \) is a right-halfline or \( I = \mathbb{R} \)) all having the same principal part. We establish some continuity and representation properties of \( \{G(t,s)_{t \geq s} \} \) and a sufficient condition for the evolution operator to be compact in \( C_b(\mathbb{R}^d; \mathbb{R}^m) \). We prove also a uniform weighted gradient estimate and some of its more relevant consequence.

1. Introduction

In recent years, the study of second-order elliptic operators with unbounded coefficients has been an object of increasing interest since they appear in many models of probability and mathematical finance. Whereas the theory of Kolmogorov equations is well developed in the scalar case, as the considerable literature shows (see e.g., [9] and the references therein), the case of systems of equations is nowadays at a preliminary level.

In this paper, we consider a family of nonautonomous second-order uniformly elliptic operators \( \mathcal{A} \) (having all the same principal part), defined on smooth functions \( w : \mathbb{R}^d \rightarrow \mathbb{R}^m \) by

\[
(\mathcal{A}(t)w)(x) = \sum_{i,j=1}^{d} Q_{ij}(t,x)D^2_{ij}w(x) + \sum_{j=1}^{d} B_j(t,x)D_jw(x) + C(t,x)w(x),
\]

for any \( t \in I \) (\( I \) being a right-halfline or \( I = \mathbb{R} \)) and \( x \in \mathbb{R}^d \). In [11], the entries \( Q_{ij} \) of the matrix-valued function \( Q \) are smooth functions, possibly unbounded, whose associated quadratic form is positive definite, namely \( \inf_{x \in \mathbb{R}^d} \lambda_Q(t,x) \) is positive, where \( \lambda_Q(t,x) \) is the minimum eigenvalue of the matrix \( Q(t,x) \). As far as \( B_j \) and \( C \) are concerned, they are \( m \times m \) matrices whose elements are smooth enough and possibly unbounded real valued functions (see Hypotheses [21]).

We deal with the parabolic Cauchy problem associated to \( \mathcal{A} \) in \( C_b(\mathbb{R}^d; \mathbb{R}^m) \), i.e., we look for a locally in time bounded classical solution \( u = (u_1, u_2, \ldots, u_m) \) of the system

\[
\begin{align*}
D_t u(t,x) &= (\mathcal{A}u)(t,x), & (t,x) &\in (s, +\infty) \times \mathbb{R}^d, \\
u(s,x) &= f(x), & x &\in \mathbb{R}^d,
\end{align*}
\]

where \( s \in I \) and \( f \in C_b(\mathbb{R}^d; \mathbb{R}^m). \) By a locally in time bounded classical solution of (1.2) we mean a function \( u \in C^{1,2}((s, +\infty) \times \mathbb{R}^d; \mathbb{R}^m) \cap C_b([s,T] \times \mathbb{R}^d; \mathbb{R}^m) \) satisfying (1.2) and bounded in each strip \([s,T] \times \mathbb{R}^d\).

As already noticed, the theory of linear systems of Kolmogorov equations is at a preliminary level. In [21] the simpler case of weakly coupled equations (i.e., \( B_1(t,x) = b_1(x)I_m \) for any \( (t,x) \in I \times \mathbb{R}^d, j = 1, \ldots, d \) and some real valued function \( b_j \) is considered. More precisely, in [21],
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the analysis is carried over in the space of vector-valued bounded and continuous functions, whereas in \([11]\) also the \(L^p\)-setting is studied, assuming that the diffusion coefficients are bounded. Very recently, taking advantage of some results contained in this paper, the \(L^p\)-theory has been extended also to first-order coupled systems as in \([11]\) (see \([6]\)).

This paper is devoted to keep on the analysis started in \([12]\) aiming at considering more general system than those studied in \([12]\). In our case, the presence of a first order term as in \([11]\), where the first partial derivatives of all the components of \(u\) are mixed together, makes the problem quite involved and already the unique solvability of the problem \([12]\) is a not trivial question. Indeed, the method used in \([12]\) takes strongly into account the special structure of the equations and can not be immediately adapted to our situation. To overcome this difficulty, we provide two sets of assumptions (see Hypotheses \([2,2]\) and \([2,3]\) which yield uniqueness of a locally in time bounded solution to problem \([12]\). Under Hypotheses \([2,2]\) we extend to our situation the method used by Kresin and Maz’ia in \([23]\) in the case of bounded coefficients. Such assumptions reduce to those assumed in \([12]\) in the case of weakly coupled equations and represent the natural generalization to the vector case of those typically assumed in the case of a single equation. On the other hand, Hypotheses \([2,3]\) allows to get uniqueness of the solution \(u\) as above by a comparison argument: we show that \(u\) can be estimated pointwise from above by \(G(t,s)|f|^2\), where \(G(t,s)\) is the evolution operator associated to the elliptic operator \(A(t) = \text{Tr}(QD^2) + (b, \nabla)\) in \(C_b(\mathbb{R}^d)\) and \(b = (b_1, \ldots, b_d)\) represents the diagonal part of the drift matrices \(B_j\). Indeed, we limit ourselves to considering the case when \(B_j(t,x) = b_j(t,x)I_m + \tilde{B}_j(t,x)\) for any \((t,x) \in I \times \mathbb{R}^d\), any \(j = 1, \ldots, d\) and some \(b_j \in C^{2,\alpha}_{\text{loc}}(I \times \mathbb{R}^d)\) and \(\tilde{B}_j \in C^{1,\alpha}_{\text{loc}}(I \times \mathbb{R}^d; \mathbb{R}^{m^2})\). Once uniqueness is guaranteed, the existence of a classical solution of the problem \([12]\) is then proved by some compactness and localization argument based on interior Schauder estimates recalled in the Appendix. Hence, under the previous assumptions, we can associate an evolution operator \(G(t,s)\) to \(A\) in \(C_b(\mathbb{R}^d; \mathbb{R}^m)\), i.e., for any \(f \in C_b(\mathbb{R}^d; \mathbb{R}^m)\), \(G(\cdot, s)\) represents the unique locally in time bounded classical solution to \([12]\), which satisfies \(\|G(t,s)f\|_{\infty} \leq c_{s,T} \|f\|_{\infty}\) for any \(t > s \in I\), and some positive constant \(c_{s,T}\).

The next (natural) step in our investigation consists in proving some continuity properties of the evolution operator, which hold in the scalar case. In particular, an integral representation formula, in terms of some finite Borel measures, is available for \(G(t,s)\). More precisely, for any \(i = 1, \ldots, m\), \(t > s \in I\) and \(x \in \mathbb{R}^d\), there exists a family \(\{p_{ij}(t,s,x,dy) : j = 1, \ldots, m\}\) of finite Borel measures such that

\[
(G(t,s)f)_i(x) = \sum_{j=1}^m \int_{\mathbb{R}^d} f_j(y)p_{ij}(t,s,x,dy), \quad f \in C_b(\mathbb{R}^d; \mathbb{R}^m). \tag{1.3}
\]

Formula \([1.3]\) allows to extend the evolution operator \(G(t,s)\) to the space of bounded Borel vector-valued functions and to prove the strong Feller property for \(G(t,s)\). With some considerable efforts, we prove that the measures \(p_{ij}(t,s,x,dy)\) are absolutely continuous with respect the Lebesgue measure. One of the main difficulty is represented by the fact that, differently from the scalar case, \(p_{ij}(t,s,x,dy)\) are signed measures.

In Section \([1]\) we use the pointwise estimate of \(|G(t,s)f|^2|2\) terms of \(G(t,s)|f|^2\) to prove that the compactness of \(G(t,s)\) in \(C_b(\mathbb{R}^d)\) is a sufficient condition for the compactness of \(G(t,s)\) in \(C_b(\mathbb{R}^d; \mathbb{R}^m)\). To prove the quoted estimate, besides the standard regularity assumptions on the coefficients of \(A\), the just mentioned assumption on the drift matrices \(B_j\) \((j = 1, \ldots, d)\) and the existence of a Lyapunov function for the operator \(A(t)\), we impose that all the entries of the matrices \(\tilde{B}_j\) \((j = 1, \ldots, d)\) can grow no faster than \(\chi_Q^\sigma\), for some \(\sigma \in (0,1)\), and that the quadratic form associated to the potential \(\tilde{C}\) is bounded from above.

Section \([4]\) is devoted to prove a weighted gradient estimate for the function \(G(t,s)f\). More precisely, under suitable assumptions (see Hypotheses \([5,1]\)), which are essentially growth and algebraic conditions on the coefficients of the operator \(A\), their derivatives and the positive definite \((t,x)\)-dependent matrix \(M\), we show that the map \(M(J_xG(\cdot,s)f)^T\) is continuous and bounded in \((s,T) \times \mathbb{R}^d\) and that for any \(T > s \in I\) there exists a positive constant \(C_{s,T}\) such that

\[
\|M(J_xG(t,s)f)^T\|_{\infty} \leq C_{s,T}(t-s)^{-1/2}\|f\|_{\infty}, \quad t \in (s,T), \tag{1.4}
\]
for any $f \in C_{0}(\mathbb{R}^{d}, \mathbb{R}^{m})$. Unweighted uniform gradient estimates are classical when the coefficients of $A$ are bounded and have been recently extended in the scalar case (see e.g., [3, 4, 5, 25, 28]) to the case of unbounded coefficients. On the other hand, weighted gradient estimates seem to be new also in the scalar case. We stress that we can allow $M(t, \cdot)$ to grow at most linearly at infinity. This condition could seem too restrictive, but as the classical case of bounded coefficients shows in general, the gradient of the solution to problem (1.2) does not vanishes with polynomial rate as $|x| \to +\infty$. Moreover, in view of the applications to stochastic differential games, this bound on the growth of $M$ is not restrictive at all. Estimate (1.4) is obtained by adapting the Bernstein method (see [7]), which has been already used in the case of a single elliptic equation with unbounded coefficients (see [25, 28]) and in case of domain with sufficiently smooth boundary under Dirichlet and first-order, non-tangential homogeneous boundary conditions (see [3, 4]).

As a first application of (1.4), we provide a sufficient condition for the compactness of the vector evolution operator $G(t, s)$ in $C_{b}(\mathbb{R}^{d}; \mathbb{R}^{m})$ to imply the compactness of $G(t, s)$ in $C_{b}(\mathbb{R}^{d})$. The main step in this direction is the proof of the following representation formula of a component of $G(t, s)f$ in terms of $G(t, s)$:

$$
(G(t, s)f)_{k}(x) = (G(t, s)f_{k})(x) + \int_{s}^{t} (G(t, r)(SG(\cdot, s)f)(r, \cdot))(x)dr, \quad t > s \in I, \ x \in \mathbb{R}^{d}, \quad (1.5)
$$

where $SG(\cdot, s)f = \sum_{i=1}^{d} (\text{row}_{k} B_{i}, D_{i} G(\cdot, s)f) + (\text{row}_{k} C, G(\cdot, s)f)$ and $\text{row}_{k} B_{i}, \text{row}_{k} C$ denote the $k$-row of the matrices $B_{i}$ and $C$, respectively. To make formula (1.5) meaningful, we need to guarantee that the integral term is well defined. We prove this fact assuming that $\text{row}_{k} C$ is bounded for some $k \in \{1, \ldots, m\}$ and using (1.4).

The second (and more relevant for the applications) consequence of the gradient estimate is an existence result for the system of forward backward stochastic differential equations

$$
\begin{align*}
-dY_{\tau} &= \mathbf{H}(\tau, X_{\tau}, Z_{\tau})d\tau - Z_{\tau}dW_{\tau}, \quad \tau \in [t, T], \\
\epsilon X_{\tau} &= \mathbf{b}(\tau, X_{\tau})d\tau + G(\tau, X_{\tau})dW_{\tau}, \quad \tau \in [t, T], \\
Y_{T} &= \mathbf{g}(X_{T}), \\
X_{t} &= x, \quad x \in \mathbb{R}^{d},
\end{align*}
$$

and identification formulae for the pair $Y$ and $Z$ in terms of the mild solution to a semilinear problem associated with an autonomous elliptic operator of the type (1.1). The main novelty lies in the fact that we do not assume that $H$ is (globally) Lipschitz continuous as assumed in [3, 17]: we just assume $\beta$-Hölder continuity (for some $\beta \in (0, 1)$) with respect to the second set of variables, which is not uniform with respect to the other variables.

The above identification formulae are, finally, used to prove the existence of a Nash equilibrium for a nonzero-sum stochastic differential game. We follow the approach of [19], where the coefficients of the controlled system are assumed to be bounded, and, as in our case, the diffusion is assumed to be independent of the control. The results in [19] have been then extended to the infinite dimensional setting in [16] still assuming the coefficients of the controlled system to be bounded. Very recently, in [20] the authors have proved the existence of a Nash equilibrium, relaxing the boundedness of the drift of the controlled system but still assuming the diffusion to be bounded. We stress that, in our situation we can allow the diffusion of the controlled system to be unbounded.

**Notation.** Functions with values in $\mathbb{R}^{m}$ are displayed in bold style. Given a function $f$ (resp. a sequence $\{f_{n}\}$) as above, we denote by $f_{i}$ (resp. $f_{n,i}$) its $i$-th component (resp. the $i$-th component of the function $f_{n}$). By $B_{b}(\mathbb{R}^{d}; \mathbb{R}^{m})$ we denote the set of all the bounded Borel measurable functions $f : \mathbb{R}^{d} \to \mathbb{R}^{m}$. For any $k \geq 0$, $C^{k}_{b}(\mathbb{R}^{d}; \mathbb{R}^{m})$ is the space of all the functions whose components belong to $C^{k}_{b}(\mathbb{R}^{d})$, where the notation $C^{k}(\mathbb{R}^{d})$ ($k \geq 0$) is standard and we use the subscript “” and “” for spaces of functions with compact support and bounded, respectively. Similarly, when $k \in (0, 1)$, we use the subscript “loc” to denote the space of all $f \in C(\mathbb{R}^{d})$ which are Hölder continuous in any compact set of $\mathbb{R}^{d}$. We assume that the reader is familiar also with the parabolic spaces $C^{\alpha/2, \alpha}(I \times \mathbb{R}^{d})$ ($\alpha \in (0, 1)$) and $C^{1, 2}(I \times \mathbb{R}^{d})$, and we use the subscript “loc” with the same meaning as above.
The Euclidean inner product of the vectors \(x, y \in \mathbb{R}^d\) is denoted by \(\langle x, y \rangle\). Square matrices of size \(m\) are thought as elements of \(\mathbb{R}^{m^2}\). For any \(M \in \mathbb{R}^{m^2}\), we denote by \(M_{ii}\) and \(row_j M\), the \(i\)-\(j\)-th element and the \(j\)-th row vector of the matrix \(M\). By \(\text{Tr}(M)\) and \(M^T\) we denote the trace of \(M\) and the transposed matrix of \(M\). Finally, \(\lambda_M\) and \(\Lambda_M\) indicate the minimum and the maximum eigenvalue of the (symmetric) matrix \(M\). For any \(k \in \mathbb{N}\), by \(I_k\) we denote the identity matrix of size \(k\).

When the matrix \(M\) depends on \(x\) (resp. \((t, x)\)) we write \(\lambda_M(x)\) and \(\Lambda_M(x)\) (resp. \(\lambda_M(t, x)\) and \(\Lambda_M(t, x)\)) instead of \(\lambda_M(x)\) and \(\Lambda_M(x)\) (resp. \(\lambda_M(t, x)\) and \(\Lambda_M(t, x)\)).

By \(\chi_A\) and \(e_i\), we denote the characteristic function of the set \(A \subset \mathbb{R}^d\) and the \(i\)-th vector of the Euclidean basis of \(\mathbb{R}^m\). Further, we set \(1 = \chi_{\mathbb{R}^d}\).

The coefficients \(\lambda, \sigma, \ell, \mu\) belong to \(C^{1/2,0}(I \times \mathbb{R}^d)\), for any \((t, x) \in (0, \infty) \times \mathbb{R}^d\).

The change of unknowns \(v(t, x) := e^{-c_j(t-s)/4}u(t, x)\) transforms the elliptic operator \(A\) into the operator \(A - c_j/4\), which satisfies Hypothesis \(2.2\) (ii) and, clearly, the uniqueness of \(v\) is equivalent to the uniqueness of \(u\).

(ii) In the scalar case when the elliptic operator in \((1.1)\) is \(A = \text{Tr}(QD^2) + \langle b, \nabla \rangle + c\) and \(c\) is bounded from above (otherwise, Proposition \(2.3\) fails in general), taking \(\varepsilon = 1\) and \(\kappa = c\), one easily realizes that Hypothesis \(2.2\) (i) is trivially satisfied. Moreover, Hypothesis \(2.2\) (ii) reduces to require the existence of a Lyapunov function for the operator \(A + c\), for any bounded interval \(J \subset I\). This condition seems to be much more general than that typically assumed.
(i.e., the existence of a Lyapunov function for the operator \( A \)) and, as the proof of Proposition \ref{prop:existence} shows, it appears naturally when one considers the problem solved by \( u^2 \), where \( u \) is the solution to the Cauchy problem \((1.2)\), with \( A \) and \( f \in C_b(\mathbb{R}^d) \) instead of \( A \) and \( f \). In view of this fact, Proposition \ref{prop:existence} and Theorem \ref{thm:main} below hold true provided there exists \( \gamma \geq 1 \) and a Lyapunov function for the operator \( A + \gamma c \).

(iii) Hypotheses \ref{hyp:main} and \ref{hyp:main1} are independent in general. Indeed Hypotheses \ref{hyp:main}(i)-(ii) imply Hypothesis \ref{hyp:main}(i), whereas Hypothesis \ref{hyp:main1}(ii) is stronger than Hypothesis \ref{hyp:main1}(iii). Indeed, if Hypothesis \ref{hyp:main1}(iii) holds, then \( \sum_{i,j=1}^n (Q^{-1})_{ij} \langle \hat{B}_i \eta, \eta \rangle - \langle \hat{B}_j \eta, \hat{B}_j \eta \rangle \rangle \) is negative and of order \( \lambda^2 \). This fact together with Hypothesis \ref{hyp:main1}(ii) implies Hypothesis \ref{hyp:main1}(i) (taking (i) into account). On the other hand, assuming Hypothesis \ref{hyp:main1}(iii), the function \( \mathcal{K}_{\eta,\epsilon} \) which, clearly, depends only upon \( \hat{B}_j \) (since the diagonal parts cancel), can be of order less than \( \lambda^2 \). For instance, assume \( d = m = 2 \), \( Q = \text{diag}(\lambda_Q, \lambda_Q) \), \( B_1 = b_1 I_2 \) diagonal and \( \hat{B}_2 \neq 0 \). Then, \( \mathcal{K}_{\eta,0} = \lambda_Q^{-1} \langle \hat{B}_2 \eta, \eta \rangle^2 - \| \hat{B}_2 \eta \|^2 - 4 \langle C \eta, \eta \rangle \rangle \) is bounded from below if \( \lambda_C + \xi^2 \lambda_Q^2 \lambda_Q^{-1} < +\infty \), which is weaker than the condition in Hypothesis \ref{hyp:main1}(ii) if \( \lambda_Q = o(\lambda_Q) \). Finally, concerning Hypotheses \ref{hyp:main1}(ii) and \ref{hyp:main1}(iii), the latter requires the existence of a Lyapunov function for one decomposition of each drift matrix, while the former requires the existence of a Lyapunov function for any decomposition \( B_j = b_{j,\eta} I_m + \hat{B}_{j,\eta}, \eta \in \partial B_j \).

2.1. The case when Hypotheses \ref{hyp:main} hold true. The uniqueness of the classical solution to problem \((1.2)\), which is bounded in any strip \([s, T] \times \mathbb{R}^d, T > s \in I \), is a straightforward consequence of the following result, whose proof is an adaption to our situation of the method in \[23\] Thm. 8.7 which deals with the case of bounded coefficients.

**Proposition 2.5.** Let \( s \in I, f \in C_b(\mathbb{R}^d; \mathbb{R}^m) \) and let \( u \) be a locally in time bounded classical solution to problem \((1.2)\). If Hypotheses \ref{hyp:main} hold true, then \( \| u(t, \cdot) \|_\infty \leq e^{c_\kappa((t-s))} \| f \|_\infty \) for any \( t > s \).

**Proof.** Fix \( T > s \in I \) and let \( \mu = \mu(s, T) \) and \( \varphi = \varphi_{s, T} \). Up to replacing \( \mu \) with a larger constant if needed, we can assume that \( \sup_{\eta \in \partial B_j} \sup_{(s, T) \times \mathbb{R}^d} (A_{\eta} \varphi - \mu \varphi) < 0 \) and \( \mu > 2c_\kappa \).

For any \( n \in \mathbb{N} \), we set \( v_n(t, x) := e^{-\mu(t-s)} \| u(t, x) \|^2 - e^{-(\mu - 2\kappa_0)(t-s)} \| f \|_\infty^2 - n^{-1} \varphi(x) \) for any \( (t, x) \in [s, T] \times \mathbb{R}^d \). As it is immediately seen, \( D_t v_n(t, \cdot) = e^{-\mu(t-s)}(A_0(t) + 2\kappa(t, \cdot) - \mu)u(t, \cdot) + (\mu - 2\kappa_0)e^{-(\mu - 2\kappa_0)(t-s)} \| f \|_\infty^2 \) for any \( \xi, \zeta \in \mathbb{R}^d, \zeta \in \mathbb{R}^m \). Since \( \mu > 2\kappa_0 \), we can estimate \( D_n v_n(t, \cdot) \) as in (2.1) for any \( t \in [s, T] \) and \( x \in \mathbb{R}^d \).

Our aim consists in proving that \( v_n \leq 0 \) in \([s, T] \times \mathbb{R}^d \) for any \( n \in \mathbb{N} \). Indeed, in this case, letting \( n \to \infty \) and recalling that \( T \) has been arbitrarily fixed, we will obtain \( e^{-2\kappa_0(t-s)} \| u(t, x) \|^2 \leq 0 \) for any \( t \in [s, T] \) and \( x \in \mathbb{R}^d \), i.e., the estimate in the statement will follow from the arbitrariness of \( T > s \).

Since \( v_n \) tends to \( -\infty \) as \( |x| \to +\infty \), uniformly with respect to \( t \in [s, T] \), it has a maximum attained at some point \((t_0, x_0) \in [s, T] \times \mathbb{R}^d \). If \( t_0 = s \), then we are done since \( v_n(s, \cdot, \cdot) < 0 \). Suppose that \( t_0 > s \) and assume, by contradiction, that \( v_n(t_0, x_0) > 0 \). Since \( 2\kappa(x, t_0) < 2\kappa_0 \), the left-hand side of (2.1) is strictly positive at \((t_0, x_0)\).

Let us prove that the right-hand side of (2.1) is nonpositive at \((t_0, x_0)\). This will lead us to a contradiction and we will conclude that \( v_n \leq 0 \) in \([s, T] \times \mathbb{R}^d \).

Since \( \nabla v_n \) vanishes at \((t_0, x_0)\), \( D_j u(t_0, x_0) = e^{\mu(t-s)}D_j \varphi(x_0)/(2n) \) for any \( j = 1, \ldots, d \). Hence, it is enough to show that the maximum of the function \( F_{\eta,\zeta}(\xi_1, \ldots, \xi_d) := n^{-1}(A_0(t_0) + 2\kappa(t_0, \cdot) - \mu)\varphi(x_0) - 2V(t_0, x_0, \xi_1, \ldots, \xi_d, \zeta) \).
in the set $\Sigma = \{ (\xi^1, \ldots, \xi^d) \in \mathbb{R}^{md} : (\xi^j, \zeta) = (2n)^{-1} D_j \tilde{\varphi}(x_0), j = 1, \ldots, d \}$ is nonpositive, where $\tilde{\varphi} = e^{\mu(t_0-s)} \varphi$. Note that the function $F_{n, \zeta}$ has a maximum in $\Sigma$ attained at some point $(\xi^1_{0, i}, \ldots, \xi^d_{0, i})$, since it tends to $-\infty$ as $\|\xi^1, \ldots, \xi^d\| \to +\infty$. Applying the Lagrange multipliers theorem, we easily see that $(\xi^1_{0, i}, \ldots, \xi^d_{0, i})$ satisfies

$$2 \sum_{k=1}^{d} Q_{jk}(t_0,x_0) \zeta^k_{0,i} - \sum_{k=1}^{m} (B_j(t_0,x_0))_{k,i} \zeta_k - \gamma_j \zeta_i = 0, \quad i = 1, \ldots, d, \quad j = 1, \ldots, m,$$

(2.2)

for some real numbers $\gamma_1, \ldots, \gamma_d$, where $\xi^k_{0,i}$ and $\zeta_i$ $(i = 1, \ldots, m)$ denote, respectively, the components of the vectors $\xi^k_0$ and $\zeta$. Multiplying both sides of (2.2) by $\zeta_i$ and summing over $i$, we get

$$\gamma_j = [\zeta^{-2} n^{-1} (Q(t_0,x_0) \nabla \tilde{\varphi}(x_0))_j - (B_j(t_0,x_0) \zeta, \zeta)]$$

for any $j = 1, \ldots, m$. Replacing the expression of $\gamma_j$ in (2.2), we deduce that

$$\xi^k_0 = \frac{1}{2n} |\zeta|^{-2} D_j \tilde{\varphi}(x_0) + \frac{1}{2} \sum_{k=1}^{d} (Q^{-1})_{jk}(t_0,x_0) \left[ B^*_k(t_0,x_0) \zeta - |\zeta|^{-2} (B_k(t_0,x_0) \zeta, \zeta) \zeta \right],$$

for $j = 1, \ldots, d$. Hence, a direct computation shows that

$$V(t_0,x_0,\xi^1_0,\ldots,\xi^d_0) = \frac{1}{4 \pi n^2 |\zeta|^2} \left| \nabla \tilde{\varphi}(t_0,x_0) \right|^2 + \frac{1}{4} |\zeta|^2 \sqrt{\nabla \tilde{\varphi}(t_0,x_0)} - \frac{1}{2} |\zeta|^2 \zeta / |\zeta| (t_0,x_0)$$

and, consequently,

$$\max_{\Sigma} F_{n, \zeta} = \frac{1}{n} (A_{\zeta} / |\zeta|(t_0) \tilde{\varphi}(x_0) - \mu \tilde{\varphi}(x_0)) - \frac{1}{2 n^2 |\zeta|^2} \sqrt{\nabla \tilde{\varphi}(t_0,x_0)} - \frac{1}{2} |\zeta|^2 \zeta / |\zeta| (t_0,x_0).$$

By Hypothesis (2.2) ii) and the choice of $\mu$, the right-hand side of the previous formula is nonpositive. The proof is now complete.

We now turn to show the existence of a unique locally in time bounded classical solution $u$ to problem (1.2).

**Theorem 2.6.** Under Hypotheses (2.2) for any $f \in C_b^0(\mathbb{R}^d, \mathbb{R}^m)$ and $s \in I$, the Cauchy problem (1.2) admits a unique locally in time bounded classical solution $u$. Moreover, $u \in C^1_{loc}([s, +\infty) \times \mathbb{R}^d)$ and satisfies

$$\|u(t, \cdot)\|_\infty \leq e^{\kappa_0(t-s)} \|f\|_\infty, \quad t > s,$$

(2.3)

**Proof.** Fix $f \in C_b^0(\mathbb{R}^d, \mathbb{R}^m)$ and let $u_n$ be the unique classical solution to the Cauchy-Dirichlet problem

$$\begin{cases}
D_t u_n(t,x) = (Au_n)(t,x), & t \in (s, +\infty), \quad x \in B_n, \\
u_n(t,x) = 0, & t \in (s, +\infty), \quad x \in \partial B_n, \\
u_n(s,x) = f(x), & x \in B_n,
\end{cases}$$

(2.4)

(see [27] Thm. IV.5.5). By classical solution we mean a function which belongs to $C^{1,2}((s, +\infty) \times \overline{B_n})$ and is continuous in $((s, +\infty) \times \overline{B_n}) \setminus \{s\} \times \partial B_n$.

Let us prove that the sequence $(u_n)$ converges to a solution to problem (1.2) which satisfies the properties in the statement. The same arguments as in the proof of Proposition 2.5 show that

$$\|u_n(t, \cdot)\|_\infty \leq e^{\kappa_0(t-s)} \|f\|_\infty, \quad t > s.$$  

(2.5)

Hence, the interior Schauder estimates in Theorem 4.2 guarantee that, for any compact set $K \subset (s, +\infty) \times \mathbb{R}^d$ and large $n$, the sequence $\{u_n\}_{n=1}^{\infty}$ is bounded by a constant independent of $n$. By the Ascoli-Arzela Theorem, a diagonal argument and the arbitrariness of $K$, we can determine a subsequence $(u_{n_k})$ which converges to a function $u \in C^{1,2}_{loc}((s, +\infty) \times \mathbb{R}^d, \mathbb{R}^m)$ in $C^{1,2}(K; \mathbb{R}^m)$ for any $K$ as above. Clearly, $u$ satisfies the differential equation in (1.2) as well as the
estimate (2.26), as it is easily seen letting $n \to +\infty$ in (2.25); we just need to show that $u$ is continuous in $t = s$ and it therein equals the function $f$. As a byproduct, we will deduce that the whole sequence $(u_n)$ converges in $C^{1,2}(K; \mathbb{R}^m)$, for any compact set $K$ as above, since any subsequence of $(u_n)$ has a subsequence which converges in $C^{1,2}(K; \mathbb{R}^m)$.

Fix $R \in \mathbb{N}$ and let $\vartheta$ be any smooth function such that $\chi_{B_{R+1}} \leq \eta \leq \chi_{B_R}$. For any $n_k > R$ the function $v_k := \eta u_{n_k}$ belongs to $C((s, T) \times \overline{B_R}; \mathbb{R}^m) \cap C^{1,2}((s, T) \times \partial B_R; \mathbb{R}^m)$, it vanishes on $(s, T) \times \partial B_R$, $v_k(s, \cdot) = \vartheta f$ and $D_t v_k - A v_k = g_k$ in $(s, T) \times B_R$, where $g_k = -\text{Tr}(Q D^2 \eta) u_{n_k} - 2(J_x u_{n_k}) Q \eta - \sum_{j=1}^d (B_j u_{n_k}) D_j \eta$, for any $n_k > R$. Since the function $t \mapsto (t - s) ||u_{n_k}(t, \cdot)||_{C^2(B_{R+1})}$ is bounded in $(s, s + 1)$ (by a constant depending on $k$) we can apply Proposition 2.1 and, taking (2.25) into account, we can estimate $|g_k(t, x)| \leq c_R (1 + (t - s)^{-1/2}) \|f\|_\infty$, for any $(t, x) \in (s, s + 1) \times B_R$ and any $n_k > R$, where $c_R$ is a positive constant independent of $k$. Let us represent $v_k$ by means of the variation-of-constants formula

$$v_k(t, x) = (G_R^2(t, s)(\vartheta f))(x) + \int_s^t (G_R^2(t, r)g_k(r, \cdot))(x) dr, \quad t \in [s, T], \quad x \in B_R.$$ 

Recalling that $v_k \equiv u_{n_k}$ in $B_{R+1}$ and taking the previous estimate into account, it follows that $|u_{n_k}(t, \cdot) - f| \leq |G_R^2(t, s)(\vartheta f) - f| + c_R \sqrt{t - s} \|f\|_\infty$ in $B_{R+1}$, for any $t \in (s, s + 1)$ and some positive constant $c_R$ independent of $k$. Letting first $k$ tend to $+\infty$ and then, $t$ tend to $s^+$, we deduce that $u$ is continuous at $t = s$ for any $x \in B_{R+1}$, and it therein equals the function $f$. This estimate replaces (2.5) and allows us to repeat verbatim the proof of Theorem 2.6 getting the existence of a classical solution $u$. Secondly, it shows that, for any $f \in C_0([s, T] \times \mathbb{R}^d; \mathbb{R}^m)$, the function $|u(t, \cdot)|^2$ can be estimated pointwise in terms of $G(t, s)\|f\|^2$.

**Theorem 2.7.** Let us assume that Hypotheses 2.3 are satisfied. Then, for any $s \in I$ and any $f \in C_0([s, T] \times \mathbb{R}^d; \mathbb{R}^m)$, the Cauchy problem (1.2) admits a unique locally in time bounded classical solution $u$. Moreover, $u \in C^{1+\alpha/2,2+\alpha}((s, +\infty) \times \mathbb{R}^d)$ and, for any $T > s \in I$, there exists a positive constant $c = c(s, T)$ such that

$$|u(t, x)|^2 \leq c G(t, s) \|f\|^2(x), \quad (t, x) \in [s, T] \times \mathbb{R}^d, \quad f \in C_0([s, T] \times \mathbb{R}^d).$$

**Proof.** Clearly, estimate (2.26) yields the uniqueness of the solution to problem (1.2). Moreover, the arguments here below can also be applied to prove that the solution $u_n$ to the Cauchy problem (1.2) satisfies (2.26), with $\mathbb{R}^d$ being replaced by $B_R$. This estimate replaces (2.26) and allows us to repeat verbatim the proof of Theorem 2.6 getting the existence of a classical solution $u$ to the problem (1.2). To prove (2.26), we fix $f \in C_0([s, T] \times \mathbb{R}^d)$, $T > s \in I$ and consider the function $v : [s, T] \times \mathbb{R}^d \to \mathbb{R}$, defined by $v(t, x) := e^{-2H(t-s)}|u(t, x)|^2 = C_G(t, s)\|f\|^2(x)$ for any $(t, x) \in [s, T] \times \mathbb{R}^d$, where $H = H_{s, T}$ is defined in Hypothesis 2.3(ii). The function $v$ belongs to $C_0([s, T] \times \mathbb{R}^d) \cap C^{1,2}((s, T) \times \mathbb{R}^d)$ and $v(s, \cdot) \equiv 0$. Moreover, taking Hypothesis 2.3(i) into account, by a straightforward computation we get $D_t v(t, x) = \bar{A} v(t, x) + 2 e^{-2H(t-s)} g(t, x)$ for any $(t, x) \in (s, T) \times \mathbb{R}^d$, where $g = \sum_{j=1}^d (B_j D_t u, u) - Tr(J_x u Q(J_x u)^t) + \langle C(u), u \rangle - H\|u\|^2$. From Hypothesis 2.1 the Young and Cauchy-Schwarz inequalities, and Hypothesis 2.3(i) we get

$$g \leq -\lambda_Q |J_x u|^2 + 2m \xi |J_x u|^2 \sum_{i=1}^d |D_i u| + (\Lambda_C - H) \|u\|^2 \leq (edm^2 \xi^2 - 1) \lambda_Q |J_x u|^2 + (|4c|^{-1} \lambda_Q^{2r-1} + \Lambda_C - H) \|u\|^2$$

in $[s, T] \times \mathbb{R}^d$, where $c = c(t)$ is an arbitrary positive function. Choosing $\varepsilon = (m^2 \xi^2 d)^{-1}$ and taking Hypothesis 2.3(ii) into account, we get $D_t v - \bar{A} v \leq 0$ in $(s, T) \times \mathbb{R}^d$. The maximum principle in [25, Thm. 2.1] shows that $v \leq 0$ in $[s, T] \times \mathbb{R}^d$, which is the claim with $c = e^{2H(T-s)}$. \qed
Remark 2.8. We stress that the arguments used in the proof of Theorem 2.6 (and, hence, in the proof of Theorem 2.7) to guarantee the existence of a solution to problem (1.2) works as well if we approximate this problem by homogeneous Neumann-Cauchy problems in the ball $B_n$. We will use this approximation in the proof of Theorem 3.3.

As a consequence of Theorem 2.6 (resp. Theorem 2.7) we can associate an evolution operator $\{G(t,s)\}_{t\geq s\in I}$ to $A$ in $C_b(\mathbb{R}^d,\mathbb{R}^m)$, by setting $G(\cdot,s)f:=u$, where $u$ is the unique locally in time bounded classical solution to the Cauchy problem (1.2). The uniqueness statement in Proposition 2.5 and Theorem 2.6 yield the evolution property of the family $\{G(t,s)\}_{t\geq s\in I}$. Moreover, the estimates (2.3) and (2.6) (together with the estimate $\|G(t,s)\|_{L^1(C_0(\mathbb{R}^d))} \leq 1$), imply that the family is an evolution operator in $C_b(\mathbb{R}^d,\mathbb{R}^m)$. Moreover, for any $T>s\in I$, $\|G(t,s)f\|_\infty \leq c(t-s)\|f\|_\infty$, $t\in [s, T]$, $f\in C_b(\mathbb{R}^d;\mathbb{R}^m)$, (2.7) with $c(t-s) = e^{c(t-s)}$ (resp. $c(t-s) = e^{H(t-s)}$).

Remark 2.9. Note that, under Hypotheses 2.2, estimate (2.7) holds true for any $t>s\in I$. The same is true even if Hypotheses 2.3 are satisfied with $J$, and Theorem 2.7 yield the evolution property of the family $\{G(t,s)\}_{t\geq s\in I}$.

3. PROPERTIES OF THE EVOLUTION FAMILY $\{G(t,s)\}$

Here, we investigate the main properties of the evolution family (simply denoted by $G(t,s)$). All the results contained in this section hold true when at least one between Hypotheses 2.2 and Hypotheses 2.3 are satisfied. We start by proving some continuity properties of $G(t,s)$.

Proposition 3.1. Let $(f_n)$ be a bounded sequence of functions in $C_b(\mathbb{R}^d;\mathbb{R}^m)$. Then, the following properties are satisfied:

(i) if $f_n$ converges pointwise to $f\in C_b(\mathbb{R}^d;\mathbb{R}^m)$, then $G(\cdot,s)f_n$ converges to $G(\cdot,s)f$ in $C^{1,2}(D)$ for any compact set $D \subset (s, +\infty) \times \mathbb{R}^d$.

(ii) if $f_n$ converges to $f$ locally uniformly in $\mathbb{R}^d$, then $G(\cdot,s)f_n$ converges to $G(\cdot,s)f$ locally uniformly in $(s, +\infty) \times \mathbb{R}^d$.

Proof. (i) From the inequality (2.6) and the interior Schauder estimates in Theorem 2.6, we deduce that $\sup_{n\in\mathbb{N}} \|G(\cdot,s)f_n\|_{C^{1+\alpha/2,2+\alpha}(D)} < +\infty$ for any compact set $D \subset (s, +\infty) \times \mathbb{R}^d$. Therefore, using the same arguments as in the proof of Theorem 2.6, we can prove that there exists a function $v \in C^{1+\alpha/2,2+\alpha}_{\text{loc}}((s, +\infty) \times \mathbb{R}^d)$ and a subsequence $G(\cdot,s)f_{n_k}$ which converges to $v$ in $C^{1,2}(D)$ as $k \to +\infty$, for any $D$ as above. Clearly, $D_t v - \mathcal{A}v = 0$ in $(s, +\infty) \times \mathbb{R}^d$.

To complete the proof, we need to show that $v$ can be extended by continuity on $(s) \times \mathbb{R}^d$ and $(s, +\infty) \times \mathbb{R}^d$. Indeed, once this property is proved, we can conclude that $v$ is a local in time bounded classical solution to problem (1.2). Hence, by uniqueness, we conclude that $v \equiv G(\cdot,s)f$. Since this argument can be applied to any subsequence of $\{G(\cdot,s)f_n\}$ which converges in $C^{1,2}((s, +\infty) \times \mathbb{R}^d)$, and the limit is $G(\cdot,s)f$, we conclude that the whole sequence $\{G(\cdot,s)f_n\}$ converges to $G(\cdot,s)f$ locally uniformly in $(s, +\infty) \times \mathbb{R}^d$.

To prove that $v$ can be extended by continuity at $t=s$, we fix $m, M \in \mathbb{N}$, with $m>M$. From the proof of Theorem 2.6 and recalling that $\sup_{n\in\mathbb{N}} \|f_n\|_{C_b(\mathbb{R}^d)} < +\infty$, we deduce that $\|G(t,s)f_n(x) - f_n(x)\|_M \leq |G(t,s)|\|\partial f_n(x) - \partial f_n(x)\|_M + cM \sqrt{t-s}$ for any $(t,x) \in (s, s+1) \times B_M-1$, and some positive constant $c_M$ independent of $m$. Thus, letting $m \to +\infty$ we conclude that

$$\|G(t,s)f_n(x) - f_n(x)\|_M \leq |G(t,s)|\|\partial f_n(x) - \partial f_n(x)\|_M + cM \sqrt{t-s},$$

(3.1)

for any $(t,x) \in (s, s+1) \times B_M-1$. Next step consists in letting $n \to +\infty$. Clearly, the left-hand side of (3.1) converges to $|v(t,x) - f(x)|$ for any $(t,x) \in (s, +\infty) \times \mathbb{R}^d$. As far as the right-hand side is concerned, we observe that Riesz’s representation theorem (see [1, Rem. 1.57]) shows that there exists a family $\{\delta_{ij}^M(t,s,x,dy) : t>s, x \in B_M, i,j=1,\ldots,m\}$ of Borel finite measures such that

$$\langle G(t,s)\beta_j^M, f \rangle = \sum_{j=1}^m \int_{\mathbb{R}^d} g_j(y) \delta_{ij}^M(t,s,x,dy), \quad \beta \in C_c(B_M;\mathbb{R}^m),$$
for any \( t > s, x \in \mathbb{R}^d \), \( i = 1, \ldots, m \). Since each function \( \partial f_n \) is compactly supported in \( B_M \), from the previous representation formula it follows that \( G^D_M(\cdot, s)(\partial f_n) \) converges to \( G^D_M(\cdot, s)(\partial f) \) pointwise in \([s, +\infty) \times \mathbb{R}^d\), as \( n \to +\infty \). Hence, we can take the limit in \((5.1)\) and conclude that

\[
|v(t, \cdot) - f| \leq |G^D_M(t, s)(\partial f) - \partial f| + M_T - s \quad \text{in } B_{M-1},
\]

for any \( t \in (s, s + 1) \), which implies that \( v \) can be extended by continuity to \([s] \times B_{M-1}\) by setting \( v(s, \cdot) = f \), since the function \( G^D_M(\cdot, s)(\partial f) \) is continuous in \([s, +\infty) \times B_M\). The arbitrariness of \( M \) allows us to complete the proof.

(ii) Fix \( T > s \) in \( I \). In view of property (i), we just need to prove that, for any compact set \( K \subset \mathbb{R}^d \) and \( \varepsilon > 0 \), there exists \( \delta \in (0, 1) \) such that

\[
\limsup_{n \to +\infty} \|G(\cdot, s)f_n - G(\cdot, s)f\|_{C([s, s+\delta] \times K; \mathbb{R}^m)} \leq \varepsilon. \tag{3.2}
\]

For this purpose, we fix \( M \in \mathbb{N} \) such that \( K \subset B_{M-1} \). Taking first the supremum over \( B_{M-1} \) in both the sides of \((5.1)\) and, then, the limsup as \( n \to +\infty \), we conclude that

\[
\limsup_{n \to +\infty} \|G(\cdot, s)f_n - G(\cdot, s)f\|_{C([s, s+\delta] \times B_{M-1}; \mathbb{R}^m)} \leq \|G^D_M(\cdot, s)(\partial f) - \partial f\|_{C([s, s+\delta] \times B_{M-1}; \mathbb{R}^m)} + c_M \sqrt{\delta}.
\]

Indeed, since \( \partial f_n \) tends to \( \partial f \), uniformly in \( B_M \), from \((2.5)\) \( G^D_M(\cdot, s)(\partial f_n) \) converges to \( G^D_M(\cdot, s)(\partial f) \) uniformly in \([s, s + 1] \times \overline{B}_{M-1}\). Finally, splitting \( G(\cdot, s)f_n - G(\cdot, s)f = G(\cdot, s)f_n - f_n + (f_n - f) + f - G(\cdot, s)f \), using the above estimate and recalling that \( f_n \) tends to \( f \), locally uniformly in \( \mathbb{R}^d \), we deduce that

\[
\limsup_{n \to +\infty} \|G(\cdot, s)f_n - G(\cdot, s)f\|_{C([s, s+\delta] \times B_{M-1}; \mathbb{R}^m)} \leq \|G^D_M(\cdot, s)(\partial f) - \partial f\|_{C([s, s+\delta] \times \overline{B}_{M-1}; \mathbb{R}^m)} + \|G(\cdot, s)f - f\|_{C([s, s+\delta] \times \overline{B}_{M-1}; \mathbb{R}^m)} + c_M \sqrt{\delta}.
\]

Since the functions \( G^D_M(\cdot, s)(\partial f) \) and \( G(\cdot, s)f \) are continuous in \([s, s + 1] \times \overline{B}_{M-1}\), from the previous estimate, it follows immediately that \((5.2)\) holds true.

In the following theorem we prove that the evolution operator \( G(t, s) \) can be extended to the set of all the bounded Borel measurable functions \( f : \mathbb{R}^d \to \mathbb{R}^m \). This is a consequence of the fact that for any \( f \in C_0(\mathbb{R}^d; \mathbb{R}^m) \) each component of \( G(t, s)f \) admits an integral representation formula in terms of some finite Borel measures. These measures are absolutely continuous with respect to the Lebesgue measure but, in general, differently from the scalar case, they are signed measures.

**Theorem 3.2.** There exists a family \( \{p_{ij}(t, s, x, dy) : t > s \in I, x \in \mathbb{R}^d, i, j = 1, \ldots, m \} \) of finite Borel measures, which are absolutely continuous with respect to the Lebesgue measure, such that formula \((1.3)\) holds true for any \( t > s, x \in \mathbb{R}^d, i = 1, \ldots, m \). Moreover, through formula \((1.3)\), the evolution operator \( G(t, s) \) extends to \( B_0(\mathbb{R}^d; \mathbb{R}^m) \) with a strong Feller evolution operator. Actually, \( G(\cdot, s)f \in C^{1+\alpha/2, \alpha}_{loc}((s, +\infty) \times \mathbb{R}^d; \mathbb{R}^m) \) for any \( f \in B_0(\mathbb{R}^d; \mathbb{R}^m) \) and \( s \in I \).

**Proof.** Throughout the proof, \( s \) is arbitrarily fixed in \( I \). Since, for any \( (t, x) \in (s, +\infty) \times \mathbb{R}^d \), the map \( f \mapsto (G(t, s)f)(x) \) is bounded from \( C_0(\mathbb{R}^d; \mathbb{R}^m) \) into \( \mathbb{R}^m \), from the Riesz’s Representation Theorem (see e.g., [11, Rem. 1.57]) it follows that there exists a family \( \{p_{ij}(t, s, x, dy) : t > s \in I, x \in \mathbb{R}^d, i, j = 1, \ldots, m \} \) of finite Borel measures such that \((1.3)\) is satisfied by any \( f \in C_0(\mathbb{R}^d; \mathbb{R}^m) \). To extend the previous formula to any \( f \in C_0(\mathbb{R}^d; \mathbb{R}^m) \), it suffices to approximate such an \( f \), locally uniformly in \( \mathbb{R}^d \), by a sequence \( (f_n) \subset C_0(\mathbb{R}^d; \mathbb{R}^m) \), write \((1.3)\), with \( f \) being replaced by \( f_n \), and use both Proposition \((5.1)\) ii) and the dominated convergence theorem, applied to the positive and dominated parts of the measures \( p_{ij}(t, s, x, dy) \), to let \( n \) tend to \(+\infty\). Clearly, formula \((1.3)\) allows us to extend the evolution operator \( G(t, s) \) to \( B_0(\mathbb{R}^d; \mathbb{R}^m) \).

Let us now prove that each measure \( p_{ij}^+(t, s, x, dy) \) is absolutely continuous with respect to the Lebesgue measure. Equivalently, we prove that, for any \( (t, x) \in (s, +\infty) \times \mathbb{R}^d \) and any \( i, j = 1, \ldots, m \), the positive and negative parts of \( p_{ij}(t, s, x, dy) \) are absolutely continuous with respect to the Lebesgue measure. For this purpose, we recall that, by the Hahn decomposition theorem (see e.g., [25, Thm. 6.14]), for any \( (t, x) \in (s, +\infty) \times \mathbb{R}^d \) there exist two Borel sets \( P = P(t, s, x) \) and \( N = N(t, s, x) \) such that the maps \( p_{ij}^+(t, s, x, dy) \) and \( p_{ij}^-(t, s, x, dy) \), defined respectively, by
\[ p_{ij}^+(t, s, x, A) = p_{ij}(t, s, x, A \cap P) \text{ and } p_{ij}^-(t, s, x, A) = -p_{ij}(t, s, x, A \cap N) \text{ for any Borel set } A \subset \mathbb{R}^d, \]
are positive measures and 
\[ p_{ij}(t, s, x, dy) = p_{ij}^+(t, s, x, dy) - p_{ij}^-(t, s, x, dy). \]

Being rather long, we split the proof into several steps.

**Step 1.** We claim that, for any \( f \in B_b(\mathbb{R}^d) \) and \( j = 1, \ldots, m \), the function \( G(\cdot, s)(fe_j) \) belongs to \( C_{0, \text{loc}}^{1+\alpha/2, 2+\alpha}(s, +\infty) \times \mathbb{R}^d \times \mathbb{R}^m \), \( D_t G(\cdot, s)(fe_j) = AG(\cdot, s)(fe_j) \) in \( (s, +\infty) \times \mathbb{R}^d \) and 
\[ ||G(t, s)(fe_j)||_{\infty} \leq c_{s,T}||f||_{\infty} \]
for any \( t < s \) and any \( T > s \), where \( c_{s,T} \) is the constant in (1.7).

Clearly, since \( G(\cdot, s)f = \sum_{j=1}^m G(\cdot, s)(fe_j) \) for any \( f \in B_b(\mathbb{R}^d, \mathbb{R}^m) \), the claim implies that the function \( G(\cdot, s)f \) enjoys the regularity properties in the statement and 
\[ ||G(t, s)f||_{\infty} \leq \sqrt{mc_{s,T}}||f||_{\infty} \]
for any \( t < s \).

To prove the claim, we begin by recalling that the space \( B(\mathbb{R}^d) \) of all the real valued Borel functions coincides with the set 
\[ B^{1, \infty}(\mathbb{R}^d) = \bigcup_{\eta < \omega} B^{0, \infty}(\mathbb{R}^d), \]
where, throughout this step, we denote by \( \eta \) the ordinal numbers and \( \omega \) is the first nonnumerable ordinal number. The sets \( B^{0, \infty}(\mathbb{R}^d) \) are defined as follows: \( B^{0, \infty}(\mathbb{R}^d) = C(\mathbb{R}^d) \) and, if \( \eta > 0 \), the definition of \( B^{0, \infty}(\mathbb{R}^d) \) depends on the fact that \( \eta + 1 \) is a successor ordinal or not. In the first case, \( B^{0, \infty}(\mathbb{R}^d) \) is the set of the pointwise limits, everywhere in \( \mathbb{R}^d \), of sequences of functions in \( B^{1, \infty}(\mathbb{R}^d) \); in the second one, \( B^{0, \infty}(\mathbb{R}^d) = \bigcup_{\eta < \omega} B^{0, \infty}(\mathbb{R}^d) \). Hence, any Borel function belongs to \( B^{0, \infty}(\mathbb{R}^d) \) for some ordinal less than \( \omega \). We refer the reader to [26, Chpt. 30] \cite{Introduction} and \cite{30} for further details.

We fix \( j \in \{1, \ldots, m\} \) and, for any ordinal \( \eta < \omega_1 \), we denote by \( \mathcal{P}_j(\eta) \) the set of all the functions \( f \in B^{0, \infty}(\mathbb{R}^d) \) which satisfy the claim, where, as usually, the subscript "b" means that we are considering bounded functions. We use the transfinite induction to prove that \( \mathcal{P}_j(\eta) = B^0_b(\mathbb{R}^d) \) for any ordinal less than \( \omega_1 \). In view of Theorem \cite{24, Theorem} \( \mathcal{P}_j(0) = B^0_b(\mathbb{R}^d) = C_b(\mathbb{R}^d) \). Fix now an ordinal \( \eta \) and suppose that \( \mathcal{P}_j(\beta) = B^0_b(\mathbb{R}^d) \) for any ordinal \( \beta \leq \eta \). We first assume that \( \eta + 1 \) is a successor ordinal. In such a case, \( f \) is the pointwise limit, everywhere in \( \mathbb{R}^d \), of a sequence \( (f_n) \in B^0_b(\mathbb{R}^d) \).
By assumptions, \( f \) is bounded; hence, up to replacing \( f_n \) by \( f_n \wedge||f||_{\infty} \), which still belongs to \( B^0_b(\mathbb{R}^d) \), we can assume that \( ||f_n||_{\infty} \leq ||f||_{\infty} \) for any \( n \in \mathbb{N} \). Since \( G(\cdot, s)(fe_j) \in C_{0, \text{loc}}^{1+\alpha/2, 2+\alpha}(s, +\infty) \times \mathbb{R}^d \times \mathbb{R}^m \) for any \( n \in \mathbb{N} \), using the interior Schauder estimates in Theorem \cite{A2} \cite{24} we can prove that, up to a subsequence, \( G(t, s)(f_n e_j) \) converges in \( C^{1, 2}(K; \mathbb{R}^m) \), for any compact set \( K \subset (s, +\infty) \times \mathbb{R}^d \), to a function \( v \in C_{0, \text{loc}}^{1+\alpha/2, 2+\alpha}(s, +\infty) \times \mathbb{R}^d \times \mathbb{R}^m \), which solves the equation 
\[ D_t v = Av \text{ in } (s, +\infty) \times \mathbb{R}^d \]
and satisfies the estimate 
\[ ||v(t, \cdot)||_{\infty} \leq c_{s,T}||f||_{\infty} \]
for any \( t \in (s, T] \) and any \( T > s \). The representation formula \cite{13} reveals that 
\[ v = G(\cdot, s)(fe_j); \]
\[ \text{hence}, \ f \in B^{0, \infty}_b(\mathbb{R}^d) \].
Suppose now that \( \eta + 1 \) is a limit ordinal. Then, \( f \in B^{0, \infty}_b(\mathbb{R}^d) \) for some ordinal \( \beta \) less than \( \eta + 1 \). Since \( \mathcal{P}_j(\beta) = B^{0, \infty}_b(\mathbb{R}^d) \), it is clear that \( f \in \mathcal{P}_j(\eta + 1) \), and we are done also in this case.

**Step 2.** Now, we prove that, for any \( M > 0 \), there exists a positive constant \( c \), depending on \( M \), but being independent of \( t \) and \( f \in C_c(B_M) \), such that
\[ ||G^{D_M}_{M, 0}(t, s)fe_j(x)\leq ||G^{D_M}_{M, 0}(t, s)f(x)|| + c\sqrt{T-s}||f||_{\infty}, \quad (t, x) \in (s, s+1) \times B_M. \quad (3.3) \]
for any \( j \in \{1, \ldots, m\} \). Here, \( G^{D_M}_{M, 0}(t, s) \) denotes the evolution operators associated with the realization of the operator \( A_0 \) in \( C_b(\mathbb{R}^d) \), with homogeneous Dirichlet boundary conditions.

In the rest of the proof, we denote by \( c \) a positive constant, which is independent of \( t \in (s, s+1) \), \( x \in B_M \), and may vary from line to line.

Fix \( f \in C_c(B_M) \), \( j \in \{1, \ldots, m\} \), set \( u = G^{D_M}_{M, 0}(\cdot, s)(fe_j) \) and observe that
\[ u(t, x) = (G^{D_M}_{M, 0}(t, s)f)(x)e_j + \int_s^t (G^{D_M}_{M, 0}(r, s)g(r, \cdot))(x)dr, \quad (t, x) \in (s, s+1) \times B_M, \quad (3.4) \]
where \( (G^{D_M}_{M, 0}(t, s)h)_k = G^{D_M}_{M, 0}(t, s)h_k \), for any \( k = 1, \ldots, m \) and any vector valued function \( h \), and \( g = \sum_{j=1}^d B_j D_j u + Cu \). Differentiating both sides of (3.4), taking the norms and using the estimate
\[ ||G^{D_M}_{M, 0}(t, s)\psi||_{C^1_b(B_M)} \leq c(t-s)^{-1/2}||\psi||_{\infty}, \]
which holds true for any \( \psi \in C_b(\mathbb{R}^d) \) and any \( t \in (s, s+1) \).

\(1\)This estimate will be improved in Corollary \cite{34} removing the constant \( \sqrt{m} \).
and, from (3.4), estimate (3.3) follows at once. To get this estimate we also took advantage of the fact that \( \|u(t,\cdot)\|_R \leq c\|f\|_\infty \) for any \( t \in (s, s+1) \). The generalized Gronwall lemma (see [13]) shows that \( \|J_x u(t,\cdot)\|_{C_b(B_M,\mathbb{R}^m)} \leq c(t-s)^{-1/2}\|f\|_\infty \) for any \( t \in (s, s+1) \). We thus deduce that \( \|g(t,\cdot)\|_{C_b(B_M,\mathbb{R}^m)} \leq c(t-s)^{-1/2}\|f\|_\infty \) for any \( t \in (s, s+1) \) and, from (3.4), estimate (3.3) follows at once.

Step 3. Here, we prove that, for any Borel set \( O \subset \mathbb{R}^d \) with zero Lebesgue measure, any \( M > 0 \), \( j \in \{1, \ldots, m\} \) and \( t \in (s, s+1) \), it holds that

\[
|\langle (G(t, s)\chi_0 e_j)(x) \rangle| \leq c\sqrt{t-s}, \quad t \in (s, s+1), \quad x \in B_{M/2}.
\]

This inequality follows once we prove that

\[
|\langle (G(t, s)\langle f e_j \rangle)(x) \rangle| \leq \|G_{M,0}^D(t, s)f\|_\infty + c\sqrt{t-s}\|f\|_\infty,
\]

for any \( t, s, f \) and \( j \) as above. Indeed, it is well known that \( G_{M,0}^D(t, s) \) admits an integral representation (see [13] Thm. 3.16) and this implies that \( G_{M,0}^D(t, s) \) can be extended to any function \( f \in B_0(B_M) \) and \( G_{M,0}^D(t, s) \chi_0 = 0 \), if \( O \) has null Lebesgue measure.

We first prove (3.3) for functions \( f \in C_b(\mathbb{R}^d) \). For this purpose, we fix \( M > 0 \) and a function \( \vartheta \in C_c^\infty(\mathbb{R}^d) \) such that \( \chi_{B_{M/4}} \leq \vartheta \leq \chi_{B_M/4} \). By the proof of Theorem 2.6, \( G(\cdot, \cdot)\langle f e_j \rangle \) is the local uniform limit in \( (s, +\infty) \times \mathbb{R}^d \) of the unique classical solution \( u_n \) to the Cauchy problem (2.3), with \( f \) being replaced by \( \vartheta f e_j \). Moreover, \( \|G_{M,0}^D(t, r)\vartheta e_j\|_{L^\infty(B_M)} \leq c(\vartheta)\|G_{M,0}^D(t, r)\|_{L^\infty(B_M)} \leq cM\|f\|_\infty(1 + (r-s)^{-\frac{1}{2}}) \) in \( B_{M-1} \), for any \( r \in (s, t) \). Letting \( n \) tend to \( +\infty \), estimate (3.3) follows recalling that \( \|G_{M,0}^D(t, r)(\vartheta f)\| \leq G_{M,0}^D(t, s)|\vartheta f| \leq G_{M,0}^D(t, s)f \) in \( B_M \).

By transfinite induction, arguing as in Step 1, we extend (3.3) to any \( f \in B_0(\mathbb{R}^d) \). To make the induction work, it suffices to observe that, if \( f \in B_0(\mathbb{R}^d) \) is the pointwise limit everywhere in \( \mathbb{R}^d \) of a sequence \( (f_n) \subset B_0(\mathbb{R}^d) \) of functions which satisfy (3.3) and \( \|f_n\|_\infty \leq \|f\|_\infty \) for any \( n \in \mathbb{N} \), then, \( f \) satisfies (3.3) as well. This can be seen, writing (3.6) with \( f \) being replaced by \( f_n \), taking (3.3) into account and letting \( n \to +\infty \).

Step 4. We can now complete the proof. We fix \( i, j \in \{1, \ldots, m\} \), \( t_0 > s, x_0 \in \mathbb{R}^d \) and a Borel set \( A \) with null Lebesgue measure. Then, estimate (3.3) shows that \( \|G(t, s)(\chi_{A^c R} e_j)\| \leq c\sqrt{t-s} \) in \( B_{M/2} \) for any \( M > 0 \) and \( t \in (s, s+1) \), where \( R = P \) or \( R = N \). By the arbitrariness of \( M \), it thus follows that \( G(t, s)\chi_{A^c R} e_j \) vanishes, locally uniformly in \( \mathbb{R}^d \), as \( t \to s^+ \). Step 1 shows that the function \( v \), defined by \( v(s, \cdot) = 0 \) and \( v(t, \cdot) = G(t, s)\chi_{A^c R} e_j \), if \( t > s \), belongs to \( C^{1+\alpha/2,2+\alpha}_{\text{loc}}((s, +\infty) \times \mathbb{R}^d; \mathbb{R}^m) \cap C((s, +\infty) \times \mathbb{R}^d; \mathbb{R}^m) \) and is bounded in each strip \( [s, T] \times \mathbb{R}^d \). Moreover, \( D_t v = Av \) in \( (s, +\infty) \times \mathbb{R}^d \) and \( v(s, \cdot) = 0 \) in \( \mathbb{R}^d \). By Proposition 2.5, it follows that \( v \equiv 0 \) in \( (s, +\infty) \times \mathbb{R}^d \). Thus, we conclude that \( G(t, s)\chi_{A^c R} e_j(x_0) = 0 \), which implies that \( 0 = G(t, 0)(\chi_{A^c R} e_j)\rangle)_{i}(x_0) = p^+_{i,j}(t_0, s, x_0, A) \) and, similarly, \( p^-_{i,j}(t_0, s, x_0, A) = 0 \).
n \to +\infty$. Splitting $G(t,s)f_n = G(t,s+\varepsilon)G(s+\varepsilon)f_n$ for any $n \in \mathbb{N}$ and using Proposition 3.1(i) we conclude the proof. \hfill \Box

4. Compactness of $G(t,s)$ in $C_b(\mathbb{R}^d; \mathbb{R}^m)$

In this section we study the compactness of the evolution operator $G(t,s)$ in $C_b(\mathbb{R}^d; \mathbb{R}^m)$. First of all, we show that it is equivalent to the tightness of the total variation of the measures $\{p_{ij}(t,s,x,dy) : x \in \mathbb{R}^d\}$ introduced in Theorem 3.2.

**Theorem 4.1.** Let assume that either (2.3) or (2.4) are satisfied and fix $b > a \in I$. The evolution operator $G(t,s)$ is compact in $C_b(\mathbb{R}^d; \mathbb{R}^m)$ for any $(t,s) \in \Lambda_{[a,b]}$ if and only if the families $\{p_{ij}(t,s,x,dy) : x \in \mathbb{R}^d\}$ are tight for any $(t,s) \in \Lambda_{[a,b]}$ and $i,j \in \{1, \ldots, m\}$.

**Proof.** Let us suppose that $G(t,s)$ is compact in $C_b(\mathbb{R}^d; \mathbb{R}^m)$ for any $(t,s) \in \Lambda_{[a,b]}$. We fix $i,j \in \{1, \ldots, m\}$, $(t,s) \in \Lambda_{[a,b]}$, $n \in \mathbb{N}$, $x \in \mathbb{R}^d$ and recall that

$$|p_{ij}(t,s,x,\mathbb{R}^d \backslash B_n)| = \sup \left\{ \left| \int_{\mathbb{R}^d} f(y)p_{ij}(t,s,x,dy) : f \in C_c(\mathbb{R}^d \backslash B_n), \|f\|_\infty \leq 1 \right| \right\} \leq \sup \left\{ \left\| G(t,s)(f_0)_{ij} \right\|_\infty : f \in C_c(\mathbb{R}^d \backslash B_n), \|f\|_\infty \leq 1 \right\},$$

(see [H Prop. 1.4.7]). Then, for any $n \in \mathbb{N}$, there exist functions $f_n \in C_c(\mathbb{R}^d \backslash B_n)$ with $\|f_n\|_\infty \leq 1$ such that

$$\sup_{x \in \mathbb{R}^d} |p_{ij}(t,s,x,\mathbb{R}^d \backslash B_n)| \leq \|G(t,s)(f_n)_{ij}\|_\infty + n^{-1}.$$  

Clearly, $f_n e_j$ vanishes pointwise in $\mathbb{R}^d$ as $n \to +\infty$ and $\|f_n e_j\|_\infty \leq 1$ for any $n \in \mathbb{N}$. By compactness and Proposition 3.1(i) we can extract a subsequence $(f_{n_k})_{kj}$ such that $G(t,s)(f_{n_k})_{ij}$ vanishes uniformly in $\mathbb{R}^d$, as $h \to +\infty$. Now, writing (1.2) with $n$ being replaced by $n_k$ and letting $h \to +\infty$ we deduce the tightness of the family $\{p_{ij}(t,s,x,dy) : x \in \mathbb{R}^d\}$.

Vice versa, let us suppose that the families $\{p_{ij}(t,s,x,dy) : x \in \mathbb{R}^d\}$ are tight for any $(t,s) \in \Lambda_{[a,b]}$ and $i,j \in \{1, \ldots, m\}$. We fix $(t,s) \in \Lambda_{[a,b]}$, $r \in (s,t)$ and consider the operators $R_n := G(t,r)(\chi_{B_n} G(r,s))$ in $C_b(\mathbb{R}^d; \mathbb{R}^m)$. Since $G(t,r)$ is strong Feller (see Theorem 3.2), each operator $R_n$ is bounded in $C_b(\mathbb{R}^d; \mathbb{R}^m)$. We claim that $R_n$ is compact in $C_b(\mathbb{R}^d; \mathbb{R}^m)$ for any $n \in \mathbb{N}$. To this aim, let $(f_k)$ be a bounded sequence in $C_b(\mathbb{R}^d; \mathbb{R}^m)$. From the interior Schauder estimates in Theorem 3.2 it follows that the sequence $G(r,s)(f_k)$ is bounded in $C^{2+\alpha}(B_a; \mathbb{R}^m)$. Hence, there exists a subsequence $G(r,s)(f_{k_l})$ converging uniformly in $B_n$ to some function $g$ as $j \to +\infty$. As a byproduct, $\chi_{B_n} G(r,s)(f_{k_l})$ converges to $\chi_{B_n} g$ uniformly in $\mathbb{R}^d$ as $j \to +\infty$. Since the estimate (2.1) holds true also for bounded Borel functions (see Corollary 3.3(i)), we conclude that $R_n f_{k_l}$ converges uniformly in $\mathbb{R}^d$ to $G(t,r)(\chi_{B_n} g)$ as $j \to +\infty$. Hence, $R_n$ is compact in $C_b(\mathbb{R}^d; \mathbb{R}^m)$.

To complete the proof, we show that $R_n$ converges to $G(t,s)$ as $n \to +\infty$ in $\mathcal{L}(C_b(\mathbb{R}^d; \mathbb{R}^m))$. For this purpose we fix $f \in C_b(\mathbb{R}^d; \mathbb{R}^m)$, $i \in \{1, \ldots, m\}$. Using formula (3.3) we can write

$$(G(t,s)f)_i(x) - (R_n f)_i(x) = (G(t,r)(\chi_{\mathbb{R}^d \backslash B_n} G(r,s)f))_i(x) = \sum_{k=1}^m \int_{\mathbb{R}^d \backslash B_n} (G(r,s)f(y))_k p_{ik}(t,r,x,dy)$$

for any $x \in \mathbb{R}^d$. Hence,

$$\|G(t,s)f - R_n f\|_\infty \leq \sum_{i,k} \sup_{x \in \mathbb{R}^d} \int_{\mathbb{R}^d \backslash B_n} |(G(r,s)f(y))_k| p_{ik}(t,r,x,dy)

\leq c_{a,b} \|f\|_\infty \sum_{i,k} \sup_{x \in \mathbb{R}^d} |p_{ik}(t,r,x,\mathbb{R}^d \backslash B_n)|.$$

Letting $n$ tend to $+\infty$ and using the tightness of the family $\{p_{ij}(t,r,x,dy) : x \in \mathbb{R}^d\}$, we conclude that $R_n$ converges to $G(t,s)$ in $\mathcal{L}(C_b(\mathbb{R}^d; \mathbb{R}^m))$.  

\hfill \Box
In the following theorem we provide sufficient conditions for the compactness of $G(t,s)$ when Hypotheses 2.3 are satisfied. Actually, these assumptions guarantee the compactness of $G(t,s)$ in $C_b(\mathbb{R}^d)$, which has been already studied in [2] [5] extending the results in the autonomous case proved in [22].

**Theorem 4.2.** Let $J \subset I$ be a bounded interval. Under Hypotheses 2.3 if $G(t,s)$ is compact in $C_b(\mathbb{R}^d)$ for every $(t,s) \in \Sigma_J$, then $G(t,s)$ is compact in $C_b(\mathbb{R}^d; \mathbb{R}^m)$ for every $(t,s) \in \Sigma_J$. In particular, if there exist a $C^2$ function $W : \mathbb{R}^d \to \mathbb{R}$ such that $\lim_{|x| \to \infty} W(x) = +\infty$, a number $R > 0$ and a convex increasing function $g : [0, +\infty) \to \mathbb{R}$ with $1/g \in L^1((a, +\infty))$ for large $a$ and $\tilde{A}W \leq -g \circ W$ in $I \times (\mathbb{R}^d \setminus B_R)$, then $G(t,s)$ is compact in $C_b(\mathbb{R}^d; \mathbb{R}^m)$ for any $t,s \in I$.

**Proof.** In view of Theorem 4.1, we show that the family $\{p_{ij}(t,s,x,dy) : x \in \mathbb{R}^d\}$ is tight for any $(t,s) \in \Sigma_J$ and $i,j \in \{1, \ldots, m\}$. From [41], [23] and the positivity of the evolution operator $G(t,s)$, it follows that

$$
|p_{ij}(t,s,x,\mathbb{R}^d \setminus B_n)| \leq e^{H_J(t-s)/2} \sup \{((G(t,s)||f||^2)(x))^{1/2} : f \in C_c(\mathbb{R}^d \setminus B_n), \|f\|_2 \leq 1\} \leq e^{H_J(t-s)/2}((G(t,s)||x\psi|\setminus B_n)(x))^{1/2} = e^{H_J(t-s)/2}(g_{t,s}(x,\mathbb{R}^d \setminus B_n))^{1/2}
$$

for any $\mathbb{R}^d$, any $(t,s) \in \Sigma_J$ and $i,j \in \{1, \ldots, m\}$, where $g_{t,s}(\cdot, \mathbb{R}^d)$ are the transition kernels associated with the evolution operator $G(t,s)$. The assertion now follows from [2] Prop. 4.2, which shows that the compactness of the scalar evolution operator $G(t,s)$ in $C_b(\mathbb{R}^d)$, for any $(t,s) \in \Sigma_J$, is equivalent to the tightness of the family $\{g_{t,s}(x,\mathbb{R}^d) : x \in \mathbb{R}^d\}$ for any $(t,s) \in \Sigma_J$.

The last assertion follows from [30] Thm. 3.3.

### 5. Uniform Gradient estimates

In this section, we prove a (weighted) uniform gradient estimate satisfied by the function $G(t,s)f$, which, besides, its own interest, leads to some remarkable consequences that we illustrate in the next section. We assume the following additional assumptions.

**Hypotheses 5.1.**

(i) The coefficients $Q_{ij}$, $b_j$ and the entries of the matrices $B_i$ and $C$ belong to $C^{1,1+\alpha}_\text{loc}(\mathbb{R}^d \times \mathbb{R}^d)$ for any $i,j \in \{1, \ldots, d\}$, some $\alpha \in (0,1)$ and some bounded interval $J$ with $J \subset I$; further, $b(t,x,x) \leq b_0(t,x)|x|$ for any $t \in J$, $x \in \mathbb{R}^d$ and some negative function $b_0$;

(ii) there exists a matrix-valued function $M$ such that $M_{ij} = M_{ji} \in C^{1,2+\alpha}_\text{loc}(\mathbb{R}^d \times \mathbb{R}^d)$ for any $i,j \in \{1, \ldots, m\}$ and $\inf_{J \times \mathbb{R}^d} \lambda_M > 0$;

(iii) there exist positive functions $\psi_h : J \times \mathbb{R}^d \to \mathbb{R}$ such that $|\dot{B}_i| \leq \psi_1$, $|D_k \dot{B}_i| \leq \psi_2$, $|D_k C| \leq \psi_3$, $|D_k M| \leq \psi_4$, $|D_k Q| \leq \psi_5$ in $J \times \mathbb{R}^d$, for any $i,k \in \{1, \ldots, d\}$, and

\[
\sup_{J \times \mathbb{R}^d} \frac{\psi_h^2}{\lambda_M \Lambda^2_{M^2}} < +\infty, \quad \sup_{(t,x) \in J \times \mathbb{R}^d} \frac{(\Lambda_Q(t,x))^2}{\Lambda_M^2(t,x)} < +\infty,
\]

\[
\sup_{(t,x) \in J \times \mathbb{R}^d} \frac{\psi_h^2}{(2 \Lambda_C(t,x) + \Lambda_M + \Lambda_T(t,x))} < +\infty, \quad \sup_{J \times \mathbb{R}^d} \frac{\Lambda^2_{Q^2}}{2 \Lambda_C + \Lambda_M + \Lambda_T} < +\infty,
\]

\[
\lim_{|x| \to +\infty} \mathcal{K}(t,x) = \lim_{|x| \to +\infty} \frac{\Lambda_M(t,x) \psi(t,x) \psi_1(t,x)}{\lambda_M(t,x)(2 \Lambda_C(t,x) + \Lambda_M + \Lambda_T(t,x))} = \lim_{|x| \to +\infty} \frac{\Lambda_Q(t,x) \psi(t,x)}{b_0(t,x)} = 0,
\]

where $\mathcal{K} = (\Lambda^2_{Q^2} + \Lambda^2_{M^2} + \lambda_M \Lambda^2_{Q^2}(2 \Lambda_C + \Lambda_M + \Lambda_T)^{-1})$ and $M := (Jb_i M)^{-1} - \sum_{i,j=1}^d b_j(D_j M) M^{-1} - \sum_{i,j=1}^d D_{ij} (D_j M) M^{-1}$.

**Remark 5.2.** We stress that the second condition in (5.1) forces $M$ to grow no faster than linearly as $|x| \to +\infty$. This condition might seem a bit strong but, already in the classical scalar case when the coefficients are bounded, in general the gradient of $G(t,s)f$ does not vanishes as $|x| \to +\infty$. For instance, consider the one-dimensional autonomous operator $A = u'' + u$ and take $f(x) = \sin(x)$ for any $x \in \mathbb{R}$. Then, $G(t,s)f = f$ for any $t \geq s \in \mathbb{R}$ and, clearly, $D_2 T(t)f$ does not vanish at infinity.
Theorem 5.3. Assume that Hypotheses [23] and [51] are satisfied. Then, for any \( s \in J \), the function \( M(J, \mathbf{G}^j, s)^T \) is bounded and continuous in \( (J \cap (s, +\infty)) \times \mathbb{R}^d \) and there exists a positive constant \( c = c_J \) such that
\[
\sqrt{t - s} \left\| M(t, \cdot)(J, \mathbf{G}(t, s))^T \right\|_{\infty} \leq c \| f \|_{\infty}, \quad t \in J \cap (s, +\infty), \ f \in C_0(\mathbb{R}^d; \mathbb{R}^m). \tag{5.4}
\]

Proof. To simplify the notation we set \( u := \mathbf{G}(t, s)^T \mathbf{f} \) and \( u_n = \mathbf{G}^j_n(t, s)^T \mathbf{f} \). Moreover, we set \( \mathcal{F}_n := \sum_{j=1}^m |M_{n+1}^j u_{mn,j}|^2 \), \( g_n := \sum_{j=1}^d \sum_{u=1}^m |M_{n+1}^j D_i u_{n,j}|^2 \) and, throughout the proof, we denote by \( c \) a positive constant, which may vary from line to line, to depend on \( s \) and \( T = \sup J \), but is independent of \( n \). Let us consider the function \( v_n = |u_n|^2 + (s(-\vartheta))^2 \mathcal{G}_n \), where \( \mathcal{G}_n \) is a positive parameter to be fixed later on, \( \vartheta_n(x) = \vartheta(|x|/n) \), for any \( x \in \mathbb{R}^d \), and \( \vartheta \in C^\infty_0(\mathbb{R}) \) satisfies \( \chi(-\infty, j/2) \leq \vartheta \leq \chi(-\infty, 1] \). From now on, we do not stress the dependence on \( n \) of the component of \( u_n \). Moreover, to ease the notation, we set \( \phi_n(t) := t - s \). The results in [13] Thms 9.7 & 9.11 and straightforward computations show that \( v_n \) is smooth, vanishes on \((s, T] \times \partial B_n\), \( v_n(s, \cdot) = |f|^2 \) and \( D_t v_n - \mathcal{A} v_n = g_n \) in \((s, T) \times B_n\), where \( g_n = \sum_{i=1}^{5} g_{i,n} \) with

\[
g_{1,n} = -2 \sum_{j=1}^m \left( \sqrt{Q \nabla u_j} \right)^2 - 2a \phi_n^2 \sum_{i,k=1}^d \sum_{j=1}^m Q_{ik} \left( M_{n+1} D_i u_{n,j}, M_{n+1} D_k u_{n,j} \right),
\]

\[
g_{2,n} = a \phi_n^2 \sum_{j=1}^m \left( (M + M^T) \nabla u_j, \nabla u_j \right) + 2a \phi_n^2 \sum_{j=1}^m C_{jk} \left( M_{n+1} u_{n,j}, M_{n+1} u_{n,j} \right)
- 2a \phi_n^2 \sum_{i,k=1}^d \sum_{j=1}^m Q_{ik} \left( D_i M_{n+1} u_{n,j}, D_k M_{n+1} u_{n,j} \right) + 2a \phi_n^2 \sum_{j=1}^m \left( D_i M_{n+1} u_{n,j}, \nabla u_{n,j} \right),
\]

\[
g_{3,n} = -2a \phi_n (Q \nabla \vartheta_n, \nabla \vartheta_n) \mathcal{F}_n - 2a \phi_n \vartheta_n (\mathcal{A} \vartheta_n) \mathcal{F}_n
- 8a \phi_n \vartheta_n \sum_{i,k=1}^d \sum_{j=1}^m \left( Q \nabla \vartheta_n \right)_{ik} \left( \left( M_{n+1} D_i u_{n,j}, M_{n+1} u_{n,j} \right) + \left( D_i M_{n+1} u_{n,j}, M_{n+1} u_{n,j} \right) \right),
\]

\[
g_{4,n} = 2a \phi_n^2 \sum_{i,k=1}^d \sum_{j=1}^m D_{ik}^2 u_{n,j} \left( M_{n+1} Q_{ik}, M_{n+1} u_{n,j} \right) - 4a \phi_n^2 \sum_{i,k=1}^d \sum_{j=1}^m Q_{ik} \left( D_i M_{n+1} u_{n,j}, M_{n+1} u_{n,j} \right)
- 4a \phi_n^2 \sum_{i,k=1}^d \sum_{j=1}^m Q_{ik} \left( D_i M_{n+1} u_{n,j}, M_{n+1} u_{n,j} \right),
\]

\[
g_{5,n} = 2 \sum_{i=1}^m (u_n, \tilde{B}_i D_i u_n) + 2 (C u_n, u_n) + a \phi_n^2 \mathcal{F}_n + 2a \phi_n^2 \sum_{j=1}^m \left( \nabla \vartheta_n \right)_{ik} \left( \left( M_{n+1} D_i u_{n,j}, M_{n+1} u_{n,j} \right) + \left( D_i M_{n+1} u_{n,j}, M_{n+1} u_{n,j} \right) \right)
+ 2a \phi_n^2 \sum_{i=1}^m \sum_{j=1}^m \left( \tilde{B}_i \right)_{ik} \left( M_{n+1} D_i u_{n,j}, M_{n+1} u_{n,j} \right) + 2a \phi_n^2 \sum_{i=1}^m \sum_{j=1}^m D_i u_{n,j} \left( M_{n+1} (\tilde{B}_i)_{ik}, M_{n+1} u_{n,j} \right).
\]

Let us estimate the function \( g_{2,n} \). Recalling that, for any pair of nonnegative definite matrices \( M_1 \) and \( M_2 \), it holds that \( \text{Tr}(M_1 M_2) \geq \lambda_{M_1} \text{Tr}(M_2) \) and \( |M| \leq \lambda_{M} |\xi|^{2} \) in \( J \times \mathbb{R}^d \), for any \( \xi \in \mathbb{R}^d \), we conclude that \( g_{2,n} \leq -2 \sum_{j=1}^m \lambda Q_{ik} |\nabla u_j|^2 - 2a \phi_n^2 \lambda Q_{ik} \mathcal{F}_n \leq -2a \phi_n^2 \lambda Q_{ik} \mathcal{F}_n \). The assumptions on \( M \), \( M \), and \( C \), allow us to estimate \( g_{2,n} \leq a \phi_n^2 (2 \lambda_C + \lambda_M + \lambda_M^C) \mathcal{F}_n \).

Let us now consider the function \( g_{3,n} \). Its first term is negative; hence, we disregard it. As far as the other terms are concerned, using the estimates \( |Q \nabla \vartheta_n| \leq c n^{-\alpha} \lambda_{Q} |\vartheta_n| |\vartheta_n| |\vartheta_n| \) and \( \text{Tr}(Q^2 \vartheta_n) \leq c \Lambda Q n^{-\alpha} \vartheta_n \) for any \( a \neq 1 \), \( a \neq 1 \), \( a \neq 1 \), and the Young inequality \( cxy \leq a^{-1/2} x^2 + a^{1/2} y^2 \) we get
\[
|g_{3,n}| \leq a \phi_n \lambda Q n^{-\alpha} \vartheta_n \vartheta_n \mathcal{F}_n + 2a \phi_n \vartheta_n (|\vartheta_n| |\vartheta_n| \vartheta_n |\vartheta_n| \vartheta_n \mathcal{F}_n.
\]
Clearly, the coefficients in front of $\Lambda Q\partial_n^{-1}A_Q\chi_{B_{2n}\setminus B_n}$ are positive constants. Using the Young inequality, we conclude that $|g_{4.1,n}| \leq \frac{a^2c\phi_x^2\lambda_Q^2\lambda_M^2\psi_Q^6 + a^3\phi_x^2\lambda_Q^2\lambda_M^2\psi_Q^6}{2} + 2a\epsilon\phi_x^2\lambda_Q^2\lambda_M^2\psi_Q^6$ for any $\epsilon > 0$.

The other terms in the definition of $g_{4,n}$ can be estimated in a similar way, splitting $M\nabla x = (D_i M \nabla M^{-1}) M\nabla x$. We obtain $|g_{4.2,n} + g_{4.3,n}| \leq \frac{a^2c\phi_x^2\lambda_Q^2\lambda_M^2\psi_Q^6 + a^3\phi_x^2\lambda_Q^2\lambda_M^2\psi_Q^6}{2} + 2a\epsilon\phi_x^2\lambda_Q^2\lambda_M^2\psi_Q^6$, for any $\epsilon > 0$. Collecting everything together, and choosing $\epsilon = 1/6$ we get

$$|g_{4,n}| \leq ac\phi_x^2\lambda_Q^2\lambda_M^2\psi_Q^6 + \frac{1}{2}a\phi_x^2\lambda_Q^2\lambda_M^2\psi_Q^6.$$

Finally, we consider the function $g_{5,n}$ and observe that

$$g_{5.1,n} = 2d \sum_{i,j,k=1}^m (M^{-1})_{ik} (\partial_i B_j)_{jk} (M\nabla x u_k)_{ij}u_j,$$

$$g_{5.2,n} = 2a\phi_x^2\lambda_M^2 \sum_{i,j,k=1}^m (M\nabla x u_k)_{ij} (M\nabla x (\partial_i B_j)_{jk}(M^{-1})_{ik})_{ij}.$$

Using Hypothesis 5.1(iii) and, again, Young inequality, we obtain

$$|g_{5,n}| \leq (a^{1/2} c + ca\phi_x + 2\Lambda c)|u_n|^2 + (a^{1/2} \lambda_M^2\psi_Q^6 + a)\mathcal{J}_n + \frac{c\phi_x^2\lambda_M^2\psi_Q^6 + a^{3/2}\lambda_M^2\psi_Q^6 + a\lambda_M^2\psi_Q^6}{2} \mathcal{J}_n + 2a^{3/2}\phi_x^2\lambda_Q^2\lambda_M^2\psi_Q^6.$$

Now, collecting all the terms together, we get

$$g_n \leq (ca^{1/2} + ca\phi_x + 2\Lambda c)|u_n|^2 + \mathcal{J}_n + 3a\phi_x^2\lambda_M^2\lambda_Q\left(\sqrt{a} - \frac{1}{2}\right)\mathcal{J}_n,$$

where

$$\mathcal{J}_n(t,x) = a\phi_x^2\lambda_M^2\lambda_Q^2\psi_Q^6 - (2b_0(t,x) + c\Lambda Q(x,\psi(t,x))\chi_{B_{2n}\setminus B_n}(x) + a + \sqrt{a}(T-s))$$

$$+ \sqrt{a}\left(\frac{(\Lambda_Q(t,x))^2}{(\lambda_M(t,x))^2} + (T-s)\sqrt{ac}\frac{(\Lambda_Q(t,x))^2}{\lambda_M(t,x)}(1 + |x|^2) - \frac{2\lambda_M(t,x)}{\lambda_M(t,x)} + \phi_x(t)\partial_n(x))^2\mathcal{J}_n(t,x),$$

for any $(t,x) \in [s,T] \times \mathbb{R}^d$ and

$$\mathcal{J}_n(t,x) = [2\Lambda c(t,x) + \Lambda_M^2\psi_Q^6](1 + c\mathcal{J}(t,x)) + \frac{\lambda_Q(t,x)}{\lambda_M(t,x)^2}$$

$$+ c\sqrt{a}\left(\frac{(\Lambda_Q(t,x))^2}{1 + |x|^2} + (\Lambda_M(t,x))^2(\psi(t,x))^2\right) + c\psi(t,x)\Lambda_M(t,x)^2,$$

Clearly, the coefficients in front of $|u_n|^2$ and $g_n$ are, respectively, bounded in $[s,T]$, for any choice of $a$, and negative, if $a < 1/4$. Let us consider the term $\mathcal{J}_n$. Condition 5.3 shows that $b_0(t,x) + c\Lambda_Q(x,\psi(t,x))\chi_{B_{2n}\setminus B_n}(x)$ vanishes as $|x| \to +\infty$, uniformly with respect to $t \in J$. Hence, there exists a positive constant $K$ such that $b_0 + c\Lambda_Q\psi \leq K$ in $J \times \mathbb{R}^d$ and we can estimate the first term in the first line of $\mathcal{J}_n$ by $\alpha(T-s)^{K-1}$. Now, taking 5.1 into account, it follows that $\mathcal{J}_n < 0$ provided that $a$ is small enough. Finally, 5.2 and 5.3 imply that $\mathcal{J}_n$ is bounded from above in $[s,T] \times \mathbb{R}^d$ if $\epsilon \in (0,1/6)$ is fixed small enough. We have so proved that $|g_n| \leq cv_n$ in $[s,T] \times \mathbb{R}^d$, and, by the classical maximum
principle, we infer that $v_n \leq c\|f\|_\infty$, i.e., $\|G_n^T(t,s)f\|_\infty + (t-s)^{1/2}\|\vartheta_n M(J_n G_n^T(t,s)f)^T\|_\infty \leq c\|f\|_\infty$ for any $t \in (s, T]$. As the proof of Theorem 2.6 shows, $G_n^T(t,s)f$ converges to $G(t,s)f$ in $C^2(B_M, \mathbb{R}^m)$ for any $M > 0$. Therefore, letting $n \to +\infty$ in the previous estimate, we complete the proof. \hfill \Box

Remark 5.4. In the particular case when $M = I$, we can relax a bit Hypotheses 5.1. Indeed, by Remark 2.8 we can approximate the evolution operator $G(t,s)$ with the evolution operator $G_n(t,s)$ associated with the realization of $\mathcal{A}$ in $B_n$ with homogeneous Neumann boundary conditions. In this way, we do not need to introduce the cut-off sequence $(\vartheta_n)$ since the normal derivatives of the function $|J_n G_n^T(t,s)f|^2$ is nonpositive on $\partial B_n$. As a byproduct, the term $g_{3,n}$ disappears and we do not need to assume anymore the first condition in (5.2) and the last condition in (5.1) and (5.3). Moreover, in this case the matrix $M$ reduces to the matrix $J_n b$. Therefore, we are assuming a bound on the growth as $|x| \to +\infty$ of the quadratic form associated with the matrix $J_n b$, i.e., we are assuming a dissipativity condition on the diagonal part of the drift of $\mathcal{A}$. In the scalar case, this is a typical assumption used to prove gradient estimates both in the autonomous and nonautonomous setting (see e.g., \[13\] Thm. 3.6). Finally, if the operator $\mathcal{A}$ satisfies Hypotheses 5.1, then the scalar operator $\mathcal{A}$ satisfies the same conditions, and therefore, the scalar evolution operator $G(t,s)$ satisfies (5.4) as well.

6. Some applications of the gradient estimate (5.4)

6.1. The converse of Theorem 4.1. As Theorem 4.1 shows, the compactness of the evolution operator $G(t,s)$ in $C_b(\mathbb{R}^d)$ implies the compactness of the evolution operator $G(t,s)$ in $C_b(\mathbb{R}^d, \mathbb{R}^m)$. Now, we are interested in finding out sufficient condition for the converse. The main step in this direction, consists in proving formula (1.5). Once it is proved, we can adapt to our situation the arguments in the proof of [12] Thm. 3.6.

Since, in general, the evolution operator $G(t,s)$ is well defined only on bounded (and Borel measurable) functions, to make formula (1.5) meaningful, we need to guarantee that the Borel measurable function $(\tilde{S}G(t,s)f)(r, \cdot)$ is bounded in $\mathbb{R}^d$ for any $r \in (s, t)$ and that the integral in the right-hand side of (1.5) is finite. Note that in the weakly coupled case considered in [12], $\tilde{B}_i \equiv 0$ for any $i = 1, \ldots, d$. Hence, the boundedness of row$_k C$ and the uniform estimate (2.7) were enough to guarantee the existence of the integral term in (1.5). In our situation things are much more difficult since we have to guarantee that also the function $\sum_{i=1}^d (\text{row}_k \tilde{B}_i(r, \cdot), D_s G(r,s)f)$ is bounded in $\mathbb{R}^d$ for any $r \in (s, t)$. As we will see in the following proposition, thanks to the estimate (5.4), the boundedness of the function $(\tilde{S}G(t,s)f)(r, \cdot)$ can be guaranteed under the following two different additional assumptions.

Hypotheses 6.1. Hypotheses 2.8 and Hypotheses 5.1 are satisfied. Further, there exists a positive constant $c$, such that $|\tilde{B}_i| \leq c \lambda_M$ in $J \times \mathbb{R}^d$ and row$_k C \in C_b(J \times \mathbb{R}^d; \mathbb{R}^m)$ for any $i = 1, \ldots, d$ and some $k \in \{1, \ldots, m\}$.

Hypotheses 6.2. Hypotheses 2.8 and Hypotheses 5.1 with $M = I$ are satisfied. Further, there exist $k \in \{1, \ldots, m\}$ and a bounded interval $J$ such that row$_k C$ and row$_k \tilde{B}_i$ belong to $C_b(J \times \mathbb{R}^d; \mathbb{R}^m)$ for any $i = 1, \ldots, d$.

Theorem 6.3. Assume that Hypotheses 6.1 (resp. Hypotheses 6.2) are satisfied. If $G(t,s)$ is compact in $C_b(\mathbb{R}^d, \mathbb{R}^m)$ for any $(t,s) \in \Sigma_J$, then $G(t,s)$ is compact in $C_b(\mathbb{R}^d)$ for the same values of $t$ and $s$.

Proof. To simplify the notation, we set $u := G(t,s)f$ and $T := \sup J$. Moreover, by $c$ we will denote a positive constant, which is independent of $j, n, t$ and $f$, and may vary from line to line.

As a first step, we show the integral in the right-hand side of (1.5) is well defined when $f \in B_1(\mathbb{R}^d, \mathbb{R}^m)$. Since $\|G(t,s)\|_{C(\mathbb{R}^d)} \leq 1$ for any $I \geq s \leq t$, we just prove that the function $r \mapsto \|\tilde{S}G(t,s)f(r, \cdot)\|_\infty$ belongs to $L^1((s,t))$ for any $t \in (s,T)$. The boundedness of row$_k C$ and (2.7) yield that (row$_k C, u) \in C_b([s,T] \times \mathbb{R}^d)$ and $\|\text{row}_k C, u\|_\infty \leq c_{s,T} \|\text{row}_k C\|_\infty \|f\|_\infty$. Moreover,
if Hypotheses 6.1 are satisfied, then from (5.3), we get
\[
\left| \sum_{i=1}^{d} \langle \text{row}_k \tilde{B}_i(r, \cdot), D_i u(r, \cdot) \rangle \right| \leq c \left( \sum_{i=1}^{d} \sum_{j=1}^{m} | \tilde{B}_i(r, \cdot)_{kj}|^2 (D_i u_j(r, \cdot))^2 \right)^{1/2} \leq c \lambda_M \langle r, \cdot \rangle | J_x u(r, \cdot) | \\
\leq c \| M(r, \cdot) (J_x u(r, \cdot)^T \| \| \leq c (r - s)^{-1/2} \| f \|_{\infty}
\]
for any \( r \in (s, T) \). On the other hand, if Hypotheses 6.2 hold true, then, from (5.4), with \( M = I \), it follows that
\[
\left| \sum_{i=1}^{d} \langle \text{row}_k \tilde{B}_i(r, \cdot), D_i u(r, \cdot) \rangle \right| \leq c \max_{1 \leq i \leq d} \| \text{row}_k \tilde{B}_i \|_{\infty} (r - s)^{-1/2} \| f \|_{\infty}.
\]
In both the cases, the function \( \langle SG(\cdot, s) f \rangle (r, \cdot) \) is bounded in \( \mathbb{R}^d \) for any \( r \in (s, T) \) and
\[
\| \langle SG(\cdot, s) f \rangle (r, \cdot) \|_{\infty} \leq K (r - s)^{-1/2} \| f \|_{\infty}, \quad r \in (s, +\infty) \cap J, \tag{6.1}
\]
for some constant \( K \), depending on \( m, d, s, J, \| \text{row}_k C \|_{\infty} \), and also on \( \| \text{row}_k \tilde{B}_i \|_{\infty}, \ (i = 1, \ldots, d) \) when Hypotheses 6.2 hold true. This, in particular, yields that the integral in the right-hand side of formula (1.5) is well defined.

We now split the rest of the proof into three steps. The first two steps are devoted to prove formula (1.5) for functions \( f \in C^{2+\alpha}(\mathbb{R}^d; \mathbb{R}^m) \). Once it is proved for such functions, this formula can be easily extended to functions in \( B_2(\mathbb{R}^d; \mathbb{R}^m) \) by density. Indeed, if \( f \in B_2(\mathbb{R}^d; \mathbb{R}^m) \), then we fix a sequence \( (f_n) \subset C^{2+\alpha}(\mathbb{R}^d; \mathbb{R}^m) \), bounded with respect to the sup-norm and converging to \( f \) almost everywhere in \( \mathbb{R}^d \). Writing (1.5) with \( f \) being replaced by \( f_n \) and letting \( n \to +\infty \), from Corollary 5.3(ii) we conclude that \( G(t, s) f_n \) and \( G(t, s) f_{n,k} \) converge to \( G(t, s) f \) and \( G(t, s) f_k \), respectively, locally uniformly in \( \mathbb{R}^d \), as \( n \to +\infty \). Similarly, \( SG(\cdot, s) f \) converges locally uniformly in \( (s, +\infty) \times \mathbb{R}^d \) to \( SG(\cdot, s) f \), as \( n \to +\infty \). Taking (6.1) (with \( f \) being replaced by \( f_n \)) and the contractivity of the evolution operator \( G(t, s) \) into account, we can apply the dominated convergence theorem to infer that the integral term in (1.5) converges to the corresponding one with \( f \) being replaced by \( f_n \), and formula (1.5) follows.

Step 1. Here, we assume Hypotheses 6.2 and denote by \( G_n(t, s) \) the evolution operator associated with the operator \( A \) in \( C_{b}(B_n; \mathbb{R}^m) \), with homogeneous Neumann boundary conditions, which, by Remark 5.3, satisfies the gradient estimate \( \| G_n(t, s) f \|_{C_{b}(B_n; \mathbb{R}^m)} + \sqrt{I - s} \| J_x G_n(t, s) f \|_{C_{b}(B_n; \mathbb{R}^m)} \leq c \| f \|_{\infty} \) for any \( n \in \mathbb{N} \).

As it has been stressed in Remark 2.8, \( G_n(t, s) f \) tends to \( f \) locally uniformly in \( \mathbb{R}^d \), as \( n \to +\infty \). If we split \( (A\tilde{u}_n)_k = \tilde{A} u_{n+k} + \Phi_{n,k} \), where \( \Phi_{n,k} = \sum_{j=1}^{d} \langle \text{row}_k \tilde{B}_j, D_j \tilde{u}_n \rangle + \langle \text{row}_k C, \tilde{u}_n \rangle \), then we can write
\[
\tilde{u}_k(t, x) = (G_n(t, s) f_k)(x) + \int_{s}^{t} (G_n(t, r) \Phi_{n,k}(r, \cdot))(x) dr, \quad t \in (s, T), \ x \in \mathbb{T}_{B_n}. \tag{6.2}
\]
Clearly, \( \tilde{u}_k \) and \( G_n(t, s) f_k \) converge to \( G(t, s) f \) and \( G(t, s) f_k \), respectively, locally uniformly in \( (s, +\infty) \times \mathbb{R}^d \). As far as the integral term in (6.2) is concerned, the boundedness of \( \text{row}_k C \) and \( \text{row}_k B_i \) \( (i = 1, \ldots, d) \) and the above gradient estimate, imply, first, that \( \| \Phi_{n,k}(r, \cdot) \|_{C_{b}(B_n)} \leq c (r - s)^{-1/2} \| f \|_{\infty} \) and, then, that \( \| G_n(t, r) \Phi_{n,k}(r, \cdot) \|_{C_{b}(B_n)} \leq c (r - s)^{-1/2} \| f \|_{\infty} \) for any \( r \in (s, T) \) and any \( n \in \mathbb{N} \), since each operator \( G_n(t, r) \) is contractive. Next, we estimate
\[
|G_n(t, r) \Phi_{n,k}(r, \cdot) - G(t, r)(SG(\cdot, s) f)(r, \cdot)| \leq G_n(t, r) |\Phi_{n,k}(r, \cdot) - (SG(\cdot, s) f)(r, \cdot)| + |G(t, r)(SG(\cdot, s) f)(r, \cdot) - G(t, r)(SG(\cdot, s) f)(r, \cdot)|. \tag{6.3}
\]
As \( n \to +\infty \), the last term in the right-hand side of (6.3) vanishes, locally uniformly in \( \mathbb{R}^d \), due to Remark 2.8. To show that also the first term vanishes, we claim that, for any \( R > 0 \) and \( \varepsilon > 0 \) and \( r \in (s, t) \), there exists \( M \in \mathbb{N} \) such that \( G_n(t, r) \chi_{B_R \setminus B_M} \leq \varepsilon \) in \( B_R \), for any \( n \) sufficiently large. Once the claim is proved, we estimate
\[
\| G_n(t, r) g_n(r, \cdot) \|_{C_{b}(B_R)} \leq \| G_n(t, r) (\chi_{B_M} g_n(r, \cdot)) \|_{C_{b}(B_R)} + \| G_n(t, r) (\chi_{B^c_R \setminus B_M} g_n(r, \cdot)) \|_{C_{b}(B_R)}.
\]
Therefore, as far as the function \( F_n(x, y) \) of \( \psi_n \) in \( \psi_n \) upper locally uniformly in \( \{s, t \} \times \mathbb{R}^d \), by \( c \) Prop. 3.1, \( G(t, s) \psi_n \) tends to 0 locally uniformly in \( \mathbb{R}^d \), for any \( r \in (s, t) \). Therefore, for any fixed \( \varepsilon, R > 0 \), there exists \( M = M(r) > 0 \) such that \( G(t, r)\psi_M \leq \varepsilon / 2 \) in \( B_R \). Since \( G_n(t, r)\psi_M \) converges to \( G(t, r)\psi_M \) in \( B_R \), we can determine \( n_0 = n_0(r) \in \mathbb{N} \) such that \( \|G(t, r)\psi_M - G_n(t, r)\psi_M\|_{C_\infty(B_R)} \leq \varepsilon / 2 \) for any \( n \geq n_0(r) \), which yields the claim.

Step 2. Here, we assume Hypotheses 6.1. In such a case, the argument in Step 1 does not work, since from the proof of Theorem 3.3 we now just infer that \( \sqrt{t-s} \|F_n(x(t, \cdot)J_n u_n(x(t, \cdot))\|_{C_\infty(B_R, \mathbb{R}^m)} + \|u_n(t, \cdot)\|_{C_\infty(B_R, \mathbb{R}^m)} \leq c\|f\|_{\infty} \) for any \( n \in \mathbb{N} \), where, as usually, \( \Psi_n \) is a sequence of cut-off functions, such that \( \sup(\Psi_n) \in B_{\mathbb{R}^d} \) for any \( n \in \mathbb{N} \), and \( u_n := G_n(t, \cdot) \psi \). From this inequality we cannot deduce the crucial estimate \( \|F_n(x(t, \cdot))\|_{C_\infty(B_R, \mathbb{R}^m)} \leq c(t-s)^{-1/2}\|f\|_{\infty} \). To overcome this difficulty, we use a slightly different approximation argument. We denote by \( \Psi_n \) the function whose components are \( \psi_{n,i} := \psi_n - \sum_{i=1}^d \langle \varphi_{n,i}, \varphi_{n,i}, D_i u_n \rangle \) for any \( i = 1, \ldots, m \). Since \( u_n \in C^{1+\alpha/2, \alpha}\{s, T \} \times B_R \times \mathbb{R}^m \) (see \( c \) Thm. 4.5), the function \( u_n \) belongs to \( C^{1+\alpha, \alpha}\{s, T \} \times B_R \), and is compactly supported in \( \{s, T \} \times B_R \). Hence, the same theorem shows that, for any \( n \in \mathbb{N} \) such that \( \sup(\Psi_n) \in B_{\mathbb{R}^d} \), there exists a unique function \( w_n \in C^{1+\alpha/2, \alpha}\{s, T \} \times B_R \times \mathbb{R}^m \), which satisfies \( D_t w_n = \mathcal{A} w_n + \Psi_n \) in \( (s, T) \times \mathbb{R}^d \), \( w_n(s, \cdot) = f \) and it vanishes on \( (s, T) \times \partial B_R \). For any \( i = 1, \ldots, m \), the component \( w_{n,i} \) of \( w_n \) can be represented through the formula

\[
\int_s^t \int_B \frac{d}{dt} \left( \psi_{n,i}(t, \cdot) \right) d\eta \, d\nu \\
\leq \|g_n(t, \cdot)\|_{C_\infty(B_R)} + \|G_n(t, \cdot)\|_{C_\infty(B_R)} \|\psi_n(t, \cdot)\|_{C_\infty(B_R)}
\leq \|g_n(t, \cdot)\|_{C_\infty(B_R)} + \varepsilon(t-s)^{-1/2}\|f\|_{\infty}
\]

where \( g_n = \Phi_n(x) - \mathcal{A} \psi \). Since \( g_n \) vanishes, locally uniformly in \( (s, +\infty) \times \mathbb{R}^d \) as \( n \to +\infty \), \( \limsup_{n \to +\infty} \|G_n(t, \cdot)\|_{C_\infty(B_R)} \leq \varepsilon(t-s)^{-1/2}\|f\|_{\infty} \) and, letting \( \varepsilon \to 0^+ \), we conclude that \( G_n(t, \cdot) \psi_n \) vanishes uniformly in \( B_R \) as \( n \to +\infty \), for any \( r \in (s, T) \).

To prove the claim, we fix a sequence \( \{\psi_n\} \subset C_0(\mathbb{R}^d) \) satisfying \( \chi_{\mathbb{R}^d \setminus B_R} \leq \psi_n \leq \chi_{\mathbb{R}^d \setminus B_R} \). Since \( \psi_n \) vanishes locally uniformly in \( \mathbb{R}^d \), by \( c \) Prop. 3.1, \( G(t, r) \psi_n \) tends to 0 locally uniformly in \( \mathbb{R}^d \), for any \( r \in (s, t) \). Therefore, for any fixed \( \varepsilon, R > 0 \), there exists \( M = M(r) > 0 \) such that \( G(t, r)\psi_M \leq \varepsilon / 2 \) in \( B_R \). Since \( G_n(t, r)\psi_M \) converges to \( G(t, r)\psi_M \) in \( B_R \), we can determine \( n_0 = n_0(r) \in \mathbb{N} \) such that \( \|G(t, r)\psi_M - G_n(t, r)\psi_M\|_{C_\infty(B_R)} \leq \varepsilon / 2 \) for any \( n \geq n_0(r) \), which yields the claim.

Step 2. Here, we assume Hypotheses 6.1. In such a case, the argument in Step 1 does not work, since from the proof of Theorem 3.3 we now just infer that \( \sqrt{t-s}\|F_n(x(t, \cdot)J_n u_n(x(t, \cdot))\|_{C_\infty(B_R, \mathbb{R}^m)} + \|u_n(t, \cdot)\|_{C_\infty(B_R, \mathbb{R}^m)} \leq c\|f\|_{\infty} \) for any \( n \in \mathbb{N} \), where, as usually, \( \Psi_n \) is a sequence of cut-off functions, such that \( \sup(\Psi_n) \in B_{\mathbb{R}^d} \) for any \( n \in \mathbb{N} \), and \( u_n := G_n(t, \cdot) \psi \). From this inequality we cannot deduce the crucial estimate \( \|F_n(x(t, \cdot))\|_{C_\infty(B_R, \mathbb{R}^m)} \leq c(t-s)^{-1/2}\|f\|_{\infty} \). To overcome this difficulty, we use a slightly different approximation argument. We denote by \( \Psi_n \) the function whose components are \( \psi_{n,i} := \psi_n - \sum_{i=1}^d \langle \varphi_{n,i}, \varphi_{n,i}, D_i u_n \rangle \) for any \( i = 1, \ldots, m \). Since \( u_n \in C^{1+\alpha/2, \alpha}\{s, T \} \times B_R \times \mathbb{R}^m \) (see \( c \) Thm. 4.5), the function \( u_n \) belongs to \( C^{1+\alpha, \alpha}\{s, T \} \times B_R \), and is compactly supported in \( \{s, T \} \times B_R \). Hence, the same theorem shows that, for any \( n \in \mathbb{N} \) such that \( \sup(\Psi_n) \in B_{\mathbb{R}^d} \), there exists a unique function \( w_n \in C^{1+\alpha/2, \alpha}\{s, T \} \times B_R \times \mathbb{R}^m \), which satisfies \( D_t w_n = \mathcal{A} w_n + \Psi_n \) in \( (s, T) \times \mathbb{R}^d \), \( w_n(s, \cdot) = f \) and it vanishes on \( (s, T) \times \partial B_R \). For any \( i = 1, \ldots, m \), the component \( w_{n,i} \) of \( w_n \) can be represented through the formula

\[
w_{n,i}(t, x) = (G_n^D(t, s; f_j))(x) + \int_s^t (G_n^D(t, r)\psi_{n,i}(r, \cdot))(x)dr, \quad t \in (s, T), \ x \in \overline{B_R}.
\]
for any $t \in (s,T]$ and $n,j \geq R$. The wished estimate on $g_{n,j}$ follows. Since the above arguments can be applied to any convergent subsequence of $(w_n)$, the whole sequence $(w_n)$ converges to $u$.

We now fix $i = \bar{k}$ in (6.3) and let $n \to +\infty$. Since $\Psi_{n,i}$ converges to $\mathcal{S}G(s_i,s)f$, locally uniformly in $(s, +\infty) \times \mathbb{R}^d$, as $n \to +\infty$, and $\|\Psi_{n,i}(t,\cdot)\|_{C_{0}(\mathbb{R}^d)} \leq c(t-s)^{-1/2}\|f\|_{\infty}$ for any $(t,s)$, we can repeat the same arguments as in Step 1, with $G^0_n(t,s)$ being replaced by the operator $G^0_n(t,s)$, and complete the proof of (6.5).

Step 3. Let $(f_j) \subset C_b(\mathbb{R}^d)$ be bounded sequence and set $f_j = f_j e_k$ for any $j \in \mathbb{N}$. Without loss of generality, we assume that $\|f_j\|_{\infty} \leq 1$ for any $j \in \mathbb{N}$. We fix $(t,s) \in \Sigma_T$ and $s_0 \in [s,t]$ satisfying

\begin{equation}
|s_0 - s| \leq (8K)^{-2},
\end{equation}

where $K$ is the constant in (6.1). Since $G(s_0,s)$ is compact in $C_b(\mathbb{R}^d;\mathbb{R}^m)$, there exists a subsequence $(G(s_0,s)G^j_n)_{j \in \mathbb{N}}$ converging uniformly in $\mathbb{R}^d$, as $n \to +\infty$, to some function $g_{s_0} \in C_b(\mathbb{R}^d;\mathbb{R}^m)$. Clearly, $(G(t,s)G^j_n)_{j \in \mathbb{N}}$ converges uniformly to the $k$-th component of $G(t,s_0)g_{s_0}$. Moreover, recalling that $G(t,s)$ is a contractive evolution operator, we can estimate

\begin{equation}
\sup_{x \in \mathbb{R}^d} \int_s^t (G(t,r)(\mathcal{S}G(\cdot,s)(f^j_n - f^j_m))(r,\cdot))(x)dr \leq \int_s^{s_0} (\mathcal{S}G(\cdot,s)(f^j_n - f^j_m))(r,\cdot)\|dr + \int_s^t (\mathcal{S}G(\cdot,s)(f^j_n - f^j_m))(r,\cdot)\|dr.
\end{equation}

Estimate (6.1) and our choice of $s_0$ implies that the first term in the right-hand side of (6.6) does not exceed $1/2$. On the other hand, $\mathcal{S}(r,\cdot) = \mathcal{S}(\cdot,\cdot)G(s_0,s)(f^j_n - f^j_m)$ and applying (6.7), with $G(\cdot,s)$ being replaced by $G(\cdot,s_0)$, we estimate the last term in the right-hand side of (6.5) from above by $c\|G(s_0,s)(f^j_n - f^j_m)\|_{\infty}$. Putting everything together, we conclude that

\begin{equation}
\sup_{x \in \mathbb{R}^d} \int_s^t (G(t,r)(\mathcal{S}G(\cdot,s)(f^j_n - f^j_m))(r,\cdot))(x)dr \leq \frac{1}{2} + c\|G(s_0,s)(f^j_n - f^j_m)\|_{\infty},
\end{equation}

which, combined with (6.5), (2.7), shows that $\|G(t,s)(f^j_n - f^j_m)\|_{\infty} \leq \frac{1}{2} + c\|G(s_0,s)(f^j_n - f^j_m)\|_{\infty}$. The last term in the right-hand side of this inequality vanishes as $n, m \to +\infty$. Therefore, there exists $N_0 \in \mathbb{N}$ such that $\|G(t,s)(f^j_n - f^j_m)\|_{\infty} \leq 1$ for any $n, m \geq N_0$.

Now, we fix $s_1 \in (s,t)$ such that $s_1 - s \leq (16K)^{-2}$ and repeat the same construction as above with $s_1$ replacing $s_0$. We thus determine $N_1 \in \mathbb{N}$ and a subsequence $(f^j_m)$ of $(f^j_n)$ such that $\|G(t,s)(f^j_m - f^j_{m-1})\|_{\infty} \leq 1/2$ for any $n, m \geq N_1$. Iterating this argument, for any $h \in \mathbb{N}$ we can determine a subsequence $(f^j_h) \subset (f^j_{h-1})$ and an integer $N_h$ such that

\begin{equation}
\|G(t,s)(f^j_h - f^j_{h-1})\|_{\infty} \leq 2^{-h}, \quad m, n \geq N_h.
\end{equation}

Now, we are almost done and, to conclude the proof, we consider the diagonal sequence $(\psi_n)$ with $\psi_n = f^j_n$ for any $n \in \mathbb{N}$. We claim that $G(t,s)\psi_n$ converges uniformly in $\mathbb{R}^d$. For this purpose, we fix $\varepsilon > 0$ and $h \in \mathbb{N}$ such $2^{-h} \leq \varepsilon$. We also set $N = \max\{h, N_h\}$. With this choice of $N$, and recalling that $\psi_n, \psi_{n,m} \in (f^j_n)$ if $n, m \geq h$, from (6.6) we deduce that $\|G(t,s)(\psi_n - \psi_m)\|_{\infty} \leq \varepsilon$ for any $m, n \geq N$, which, clearly, shows that $(G(t,s)\psi_n)$ is a Cauchy sequence.

\section{6.2. Semilinear systems and systems of markovian forward backward stochastic differential equations}

At first, we consider a Cauchy problem for a semilinear system of parabolic equations and we show that, under suitable assumptions, it admits a mild solution $u$. The special form of the nonlinear part allows us to connect the Cauchy problem with a system of Markovian backward stochastic differential equations (BSDE’s for short): in particular, we prove that a solution $(Y, Z)$ to the system of BDSE’s exists, and that it is possible to write this solution in terms of the function $u$. Finally, we investigate the existence of a Nash equilibrium for a non-zero sum stochastic differential game. Hereafter, we assume Hypotheses (6.1).

\subsection{6.2.1. Semilinear systems}

In this subsection we deal with the backward semilinear Cauchy problem

\begin{equation}
\begin{cases}
P_n(t,x) + (A_n)(t,x) = (B_n)(t,x), & t \in [0,T), \\
u(t,x) = g(x), & x \in \mathbb{R}^d,
\end{cases}
\end{equation}

(6.1-CP)

\end{equation}

\subsection{6.2.2. Forward backward systems}

In this subsection we deal with the forward-backward Cauchy problem

\begin{equation}
\begin{cases}
P_n(t,x) + (A_n)(t,x) = (B_n)(t,x), & t \in [0,T), \\
u(t,x) = g(x), & x \in \mathbb{R}^d
\end{cases}
\end{equation}

(6.1-CP)

\end{equation}

\subsection{6.2.3. Forward backward systems with time delay}

In this subsection we deal with the forward-backward Cauchy problem

\begin{equation}
\begin{cases}
P_n(t,x) + (A_n)(t,x) = (B_n)(t,x), & t \in [0,T), \\
u(t,x) = g(x), & x \in \mathbb{R}^d
\end{cases}
\end{equation}

(6.1-CP)
where $\mathcal{A}$ is the operator in $[1.1]$ and $(\Psi(u))(t, x) = \psi(x, \sqrt{Q}(t, x)J_xu(t, x))$ for any $t \in [0, T)$ and $x \in \mathbb{R}^d$. We assume Hypotheses 5.1 with $M = \sqrt{Q}$ and the following conditions on $g$ and $\beta$.

**Hypotheses 6.4.** The function $g$ belongs to $C^0_b(\mathbb{R}^d; \mathbb{R}^m)$ and there exist positive constants $\beta$ and $\beta \in (0, 1)$ such that $|\psi(x_1, z_1) - \psi(x_2, z_2)| \leq c(1 + |z_1| + |z_2|)(|x_1 - x_2| + |z_1 - z_2|^2)$ and $|\psi(x, z)| \leq c(1 + |z|)$ for any $x, x_1, x_2, z, z_1, z_2 \in \mathbb{R}^{md}$.

**Remark 6.5.** Without loss of generality, we can suppose that $\alpha$ (see Hypotheses 2.1) and $\beta$ coincide, and hereafter we simply denote them by $\alpha$.

We prove the existence of a mild solution $u$ of $(\text{SL-CP})$, i.e., a function $u \in \mathcal{K}_T$ which satisfies the equation

$$u(t, x) = (\mathcal{G}(T-t, 0)g)(x) - \int_t^T (\mathcal{G}(T-t, s)(\Psi(u))(s, \cdot))(x)ds,$$

for any $(t, x) \in [0, T] \times \mathbb{R}^d$, $t \leq T$, $g \in C^0_b(\mathbb{R}^d; \mathbb{R}^m)$ such that $\|u\|_{\mathcal{K}_T} := \|u\|_{\infty} + \|u\|_{\mathcal{K}_T} := \|u\|_{\infty} + \sup_{t \geq 0}(\sqrt{T-t} + \sqrt{Q}(T-t))J_xu(t, \cdot))T \leq c(1 + |z|)$ for any $x, x_1, x_2, z, z_1, z_2 \in \mathbb{R}^{md}$.

**Remark 6.6.** (i) Since we are assuming Hypotheses 5.1 with $M = \sqrt{Q}$, the evolution problem $\mathcal{G}(t, s)$ satisfies the estimate $\sqrt{T-s}(\sqrt{Q}(T-t, \cdot)(J_x\mathcal{G}(t, s)f))T \leq c\|f\|_{\infty}$ for any $0 \leq s < t \leq T$. $f \in C^0_b(\mathbb{R}^d; \mathbb{R}^m)$ and some positive constant $c$. From Hypothesis 2.1 we also deduce that $\sqrt{T-s}(\sqrt{Q}(T-t, \cdot)(J_x\mathcal{G}(t, s)f))T \leq c\lambda^{-1/2}\|f\|_{\infty}$ for same $s$ and $f$.

(ii) The choices of $g_n$ and $\psi_n$ are also connected with the application to systems of forward backward stochastic differential equations (FBSDE’s) in short) of the next subsection, where we show that the convergence of the sequence $(u_n)$ implies the convergence of a sequence of solutions $(Y_{k_n}, Z_{k_n})$, to a family of approximated systems of FBSDE’s, to a pair of processes $(Y, Z)$.

**Proposition 6.7.** For any $n \in \mathbb{N}$ there exists a unique mild solution $u_n \in \mathcal{K}_T$ to the Cauchy problem $(\text{SL-CP})$, with $(\psi, g)$ being replaced by $(\psi^n, g_n)$. Moreover, there exists a positive constant $K$, independent of $n$, such that $\|u_n\|_{\mathcal{K}_T} \leq K$ for any $n \in \mathbb{N}$.

**Proof.** The proof is classical, hence we do not enter too much in details. To enlighten the notation, throughout the proof, we denote by $c$ a positive constant, depending at most on $T$, which may vary from line to line. Since each function $\psi_n(x, \cdot)$ is Lipschitz continuous in $\mathbb{R}^{md}$, uniformly with respect to $x \in \mathbb{R}^d$, classical arguments, based on the Banach fixed-point theorem and the generalized Gronwall lemma, allow us to show that equation $[6.7]$ admits a unique solution, which is defined in $[0, T] \times \mathbb{R}^d$. To prove that $\sup_{n \in \mathbb{N}} \|u_n\|_{\mathcal{K}_T} < +\infty$, we observe that $\|\psi_n(x, z)\| \leq c(1 + |z|)$ and $\|g_n\|_{\infty} \leq c\|g\|_{\infty}$ for any $x \in \mathbb{R}^d, z \in \mathbb{R}^{md}$ and $n \in \mathbb{N}$. From equation $[6.7]$, with $\psi^n$ replacing $\psi$, and Remark 6.6(i) we thus deduce that

$$\sqrt{T-t}(\sqrt{Q}(T-t, \cdot)(J_xu_n(t, \cdot))T \leq cT(T-t)^{-\gamma}\|g\|_{\infty} + c + c\int_t^T (\sqrt{Q}(T-t, \cdot)(J_xu_n(t, \cdot))T \leq c\sqrt{s-t}ds$$

for any $t \in [0, T)$. The generalized Gronwall lemma shows that $\sqrt{T-t}(\sqrt{Q}(T-t, \cdot)(J_xu(t, \cdot))T \leq c$ for any $t \in [0, T)$. Now, taking the sup-norm (with respect to $x \in \mathbb{R}^d$) of both the sides of the
and using this last estimate, we deduce that the sup-norm of \( u_n \) in \([0, T) \times \mathbb{R}^d\) is bounded from above by a positive constant independent of \( n \in \mathbb{N}\). This completes the proof.

To go further, we need an intermediate result. For any \( n \in \mathbb{N}\), we introduce the space \( X_{T,n} := C_b([0, T - n^{-1}_T] \times \mathbb{T}_{n_T}; \mathbb{R}^m) \cap C^{0,1}_b([0, T - n^{-1}_T] \times \mathbb{B}_h; \mathbb{R}^m) \), where \( n_T := \lfloor 1/T \rfloor + n \), and the operator \( \Gamma^{(n)} \), defined by

\[
(\Gamma^{(n)}(u))(t, x) := (\hat{G}(T, t, 0)u_n)(x) - \int_{t+n^{-1}_T}^{t+T} (\hat{G}(T, t-s)u_n(s, \cdot))(x) ds, \quad (t, x) \in [0, T) \times \mathbb{R}^d
\]

for any \( k, n \in \mathbb{N} \), any \( (t, x) \in [0, T - n^{-1}_T] \times \mathbb{R}^d \) and any \( u \in \mathcal{K}_T \).

**Proposition 6.8.** The operator \( \Gamma^{(n)} \) is compact from \( \mathcal{K}_T \) in \( X_{T,n} \).

**Proof.** We fix \( n \in \mathbb{N} \) and a bounded subset \( W \subset \mathcal{K}_T \). Clearly, we can limit ourselves to proving that the integral term \( \Gamma^{(n)} \) in the definition of the operator \( \Gamma^{(n)} \) is compact. For this purpose, we claim that the families \( J_{h,i} = \{ D^b_h \Gamma^{(n)}(w) : w \in W \} \) \( (h = 0, 1, i = 1, \ldots, d) \) are equibounded and equicontinuous. Throughout the proof, we denote by \( c_n \) positive constants, which may vary from line to line and depend on \( n \). The equiboundedness of the families \( J_{h,i} \) follows easily from estimates (2.7) and Remark 6.6(i), taking into account that \( |\psi^{(n)}(x, z)| \leq C(1 + |z|) \) for any \( x \in \mathbb{R}^d \) and any compact positive constant independent of \( n \). To prove the equicontinuity of \( J_{h,i} \), we fix \( w \in W \), \( r, t \in [0, T - n^{-1}_T] \), with \( t > r \), and we observe that

\[
|D^b_h \Gamma^{(n)}(w)(t, x) - D^b_h \Gamma^{(n)}(w)(r, y)|
\leq |D^b_h \Gamma^{(n)}(w)(r, y)| + \int_{r+n^{-1}_T}^{t+n^{-1}_T} |D^b_h (\hat{G}(T-r, s)u_n(s, \cdot))(x)| ds
\leq |D^b_h \Gamma^{(n)}(w)(r, y)| + \int_{r+n^{-1}_T}^{t+n^{-1}_T} |D^b_h (\hat{G}(T-r, T-s)u_n(s, \cdot))(x)| ds
\]

(6.9)

for \( h = 0, 1 \) and \( i = 1, \ldots, d \). Theorem [2.2] shows that, for any convex compact set \( K_0 \subset \mathbb{R}^d \) and any \( \delta > 0 \), there exists a positive constant \( c_{K_0, \delta} \) such that \( \| G(\cdot, t_1) f \|_{C^{1+\alpha/2+\alpha}([t_2, T] \times K; \mathbb{R}^m)} \leq c_{K_0, \delta} \| f \|_{\infty} \) for any \( f \in C_b([\mathbb{R}^d; \mathbb{R}^m]) \) and any \( t_1, t_2 \in [0, T) \) such that \( t_2 - t_1 \geq \delta \). Using this inequality and (5.4), for any \( x \in B_{n_T} \), we can estimate the functions under the integral signs in the right-hand side of the previous inequality, respectively, by \( c_n (T-s)^{-1/2} \) for any \( s \in (r+n^{-1}_T, t+n^{-1}_T) \) and by \( c_n (t-r)^{-1/2} (T-s)^{-1/2} \) for any \( s \in (t+n^{-1}_T, T) \). Similarly, to estimate the last term in (6.9), we use the estimate

\[
|J^b_h D^b_h \Gamma^{(n)}(w)(r, y)| \leq c_n (T-s)^{-1/2}
\]

which holds true for any \( s \in (r+n^{-1}_T, T) \) and any \( y \in K \). We thus conclude that

\[
|D^b_h \Gamma^{(n)}(w)(t, x) - D^b_h \Gamma^{(n)}(w)(r, y)| \leq c_n (\sqrt{T-r} + |x-y|)
\]

We have so proved that the families \( J_{h,i} \) \( (h = 0, 1, i = 1, \ldots, d) \) are equicontinuous in \([0, T - n^{-1}_T] \times B_{n_T} \). Arzela-Ascoli Theorem allows us to conclude that \( \Gamma^{(n)} \) is compact from \( \mathcal{K}_T \) in \( X_{T,n} \).

**Proposition 6.9.** Up to a subsequence, \( (u_n) \) and \( (J_T u_n) \) converge locally uniformly in \([0, T) \times \mathbb{R}^d \) and \([0, T) \times \mathbb{R}^d \) respectively. If we denote by \( u \) the limit of \( (u_n) \), then \( u \in \mathcal{K}_T \) and it is a mild solution of (6.8).

**Proof.** Since each operator \( \Gamma^{(n)} \) is compact and the sequence \( (u_n) \), defined in Proposition 6.7, is bounded in \( \mathcal{K}_T \) by a positive constant \( K \), using a diagonal argument, we can define a subsequence \( (u_{n_k}) \subset (u_n) \) such that, for any \( m \in \mathbb{N} \), \( \Gamma^{(m)}(u_{n_k}) \) converges to some function \( \xi^{(m)} \) in \( \mathcal{X}_{T,m} \), as \( n \to +\infty \).

Being rather long, we split the rest of the proof in some steps.

**Step 1.** Here, we prove that the sequences \( (\Gamma^{(h)}(u_{n_k})) \) and \( (J_T \Gamma^{(h)}(u_{n_k})) \) converge. Fix \( h \in \mathbb{N} \), \( (t, x) \in [0, T - h^{-1}_h) \times B_{h_T} \), and \( \ell, n, m \in \mathbb{N} \) such that \( n, m \geq \ell > h \). Then, for \( \gamma = 0, 1 \) and \( i = 1, \ldots, d \)
we can estimate \(|D|^2 \Gamma^{(k_n)}(u_{k_n}) - D|^2 \Gamma^{(k_n)}(u_{k_n})| \leq A^{(\ell,\gamma)} + B^{(\ell,\gamma)} + C^{(\ell,\gamma)} + D^{(\ell,\gamma)},

where

\[
A^{(\ell,\gamma)}(t, x) = |(D)^2 \Gamma^{(k_n)}(u_{k_n})(t, x) - (D)^2 \Gamma^{(k_n)}(u_{k_n})(t, x)|,
\]

\[
B^{(\ell,\gamma)}(t, x) = \left| \int_{t+1/k}^T (D)^2 \tilde{G}(T - t, T - s)(\Psi^{(k_n)}(u_{k_n}) - \Psi^{(k_n)}(u_{k_n}))(s, x)ds \right|,
\]

\[
C^{(\ell,\gamma)}(t, x) = \int_{t+1/k}^{t+1/k_n} (D)^2 \tilde{G}(T - t, T - s)(\Psi^{(k_n)}(u_{k_n}))(s, x)ds,
\]

\[
D^{(m, n)}(t, x) = |(\tilde{G}(T - t, 0)(g_{k_n} - g_{k_m}))(x)|.
\]

Fix \(\varepsilon > 0\). Clearly, from the first part of the proof, we conclude that, for any \(\ell \in \mathbb{N}\), there exists \(N_\ell \in \mathbb{N}\) such that \(A^{(\ell,\gamma)}(t, x) \leq \varepsilon/5\), for any \(n, m \geq N_\ell\).

As far as the term \(B^{(\ell,\gamma)}(p = m, n)\) is concerned, we observe that from Remark 6.6(i) we obtain

\[
B^{(\ell,\gamma)}(t, x) \leq c_T \int_{T-\delta}^T \left\| \left(\frac{\Psi^{(k_n)}(u_{k_n})}{(s - t)^{\gamma/2}} \right) - \left(\frac{\Psi^{(k_n)}(u_{k_n})}{(s - t)^{\gamma/2}} \right) \right\| ds + c_T \int_{T-\delta}^T \left(\frac{\Psi^{(k_n)}(u_{k_n})}{(s - t)^{\gamma/2}} - \Psi^{(k_n)}(u_{k_n}) \right) ds,
\]

(6.10)

for any \(\delta > 0\). Using the estimate \(|\Psi^{(n)}(x, z)| \leq c(1 + |z|)\), which holds for any \(x \in \mathbb{R}^d, z \in \mathbb{R}^d, n \in \mathbb{N}\)

and some positive constant \(c\), we get \(|\Psi^{(k_n)}(u_{k_n}(s, \cdot)) - \Psi^{(k_n)}(u_{k_n}(s, \cdot))| \leq c(1 + (T - s)^{1/2})K\).

Therefore,

\[
c_T \int_{T-\delta}^T \left| \left(\frac{\Psi^{(k_n)}(u_{k_n})}{(s - t)^{\gamma/2}} \right) - \left(\frac{\Psi^{(k_n)}(u_{k_n})}{(s - t)^{\gamma/2}} \right) \right| ds \leq c_T(h^{-1} - \delta)^{\gamma/2} \sqrt{\delta(2K + \sqrt{\delta})},
\]

for any \(t \in [0, T - h^{-1}]\), provided that \(\delta < h^{-1}\).

As far as the second term in the right-hand side of (6.10) is concerned, we first observe that

\[
|\Psi^{(n)}(x, z) - \Psi(x, z)| \leq c(1 + |z|)n^{-\alpha}, \quad x \in \mathbb{R}^d, \quad z \in B_n
\]

(6.11)

for any \(n \in \mathbb{N}\), as it easily follows from the equality

\[
\Psi^{(n)}(x, z) - \Psi(x, z) = \int_{\mathbb{R}^d} dy_1 \int_{\mathbb{R}^d} dy_2 g_\alpha(y_1, y_2)(\Psi(x - y_1, z - y_2) - \Psi(x, z))dy_2,
\]

and Hypotheses 6.3.

Splitting \(\Psi^{(k_n)} - \Psi^{(k_n)} = (\Psi^{(k_n)} - \Psi^{(k_n)} - \Psi^{(k_n)} - \Psi^{(k_n)})\) and using (6.11), we can estimate \(|\Psi^{(k_n)}(u_{k_n})/(s, \cdot) - \Psi^{(k_n)}(u_{k_n})/(s, \cdot)| \leq c(k_\ell - \alpha)(1 + K\delta^{-1/2})\) for any \(s \in [t, T - \delta]\) and \(k_n \geq k_\ell \geq K\delta^{-1/2}\), and we thus conclude that

\[
\int_{T-\delta}^T \left| \left(\frac{\Psi^{(k_n)}(u_{k_n})}{(s - t)^{\gamma/2}} \right) - \left(\frac{\Psi^{(k_n)}(u_{k_n})}{(s - t)^{\gamma/2}} \right) \right| ds \leq c_T k_\ell^{-\alpha}(1 + K\delta^{-1/2})(T - \delta - t)^{1-\gamma/2}.
\]

Now, it is easy to check that we can fix \(\delta\) small and \(\ell_1\) large such that \(B^{(\ell_1, m)} \leq \varepsilon/5\) and \(B^{(\ell_1, n)} \leq \varepsilon/5\) for \(m, n > \ell_1\).

Now we consider \(C^{(\ell,\gamma)}(t, x)\), which, thanks again to Remark 6.6(i), we estimate as follows:

\[
C^{(\ell,\gamma)}(t, x) \leq c_T \lambda_0^{\gamma/2} \int_{t+1/k}^{t+1/k_n} (s - t)^{-\gamma/2}(1 + K(T - s)^{1/2})ds \leq c_T \lambda_0^{\gamma/2}(1 + \sqrt{h^{-1}K})k_\ell^{-\gamma/2}
\]

for any \(p > \ell\). Hence, there exists \(\ell_2 \in \mathbb{N}\) such that \(C^{(\ell,\gamma)} \leq \varepsilon/5\) in \([0, T - h^{-1}] \times B_{\ell_2}\) for any \( p > \ell_2\).

As far as \(D^{(m, n)}(t, x)\) is concerned, since \(g_{k_n}\) converges to \(g\) locally uniformly in \(\mathbb{R}^d\), from Proposition 5.4(ii) and Theorem 1.2 we conclude that there exists \(\ell_3 \in \mathbb{N}\) such that \(D^{(m, n)} \leq \varepsilon\) for any \(n, m \geq \ell_3\). Summing up, if \(m, n \geq \max\{N_\ell, \ell_2, \ell_1, \ell_3\}\), then \(||\Gamma^{(k_n)}(u_{k_n}) - \Gamma^{(k_m)}(u_{k_m})||_x \leq \varepsilon\), and we are done.
Step 2. Here, we show that also \((u_{k_n})_n\) converges in \(\mathcal{K}_{T,h}\), for any \(h \in \mathbb{N}\). For this purpose, we observe that, from (6.3), it follows that \(u_{k_n} = \Gamma^{(k_n)}(u_{k_n}) - E_n\), where

\[
E_n(t,x) := \int_t^{t+1/h_n} (G(T-t,T-s)(\Psi^{(k_n)}(u_{k_n}))(s,x))ds, \quad t \in [0,T-h_n^{-1}] \times B_{h_n}.
\]

Arguing as we did to estimate the term \(E_n\), we conclude that \(E_n\) and \(J_n E_n\) vanish uniformly in \([0,T-h_n^{-1}] \times B_{h_n}\), as \(n \to +\infty\). By the arbitrariness of \(h\), we conclude that there exists a function \(u\) such that \(u_{k_n}\) and \(J_n u_{k_n}\) converges locally uniformly in \([0,T) \times \mathbb{R}^d\) to \(u\) and \(J_n u\), respectively, as \(n \to +\infty\).

Step 3. Here, we conclude the proof, by showing that \(u\) is a mild solution of \((\text{SL-CP})\) and \(u \in \mathcal{K}_T\). Since the sequence \((u_n)\) is bounded in \(\mathcal{K}_T\), it follows immediately that \(u\) belongs to \(\mathcal{K}_T\) as well. On the other hand, since

\[
u_{k_n}(t,x) = (G(T-t,0)g_{k_n})(x) - \int_t^T (G(T-t,T-s)(\Psi^{(k_n)}(u_{k_n}))(s,x))ds
\]

and \(J_n u_{k_n}(s,\cdot)\) converges to \(J_n u(s,\cdot)\) locally uniformly in \([0,T) \times \mathbb{R}^d\), using Proposition 6.9 and the properties of \(\Psi^{(k_n)}\), we deduce that \(G(T-t,T-s)(\Psi^{(k_n)}(u_{k_n}))(s,\cdot)\) converges pointwise in \([0,T) \times \mathbb{R}^d\) to \(G(T-t,T-s)(\Psi(u))(s,\cdot))\). Moreover, due again to the estimate \(|\psi^{(n)}(x,z)| \leq c(1+|z|)\), we can let \(n\) tend to \(+\infty\) in (6.12) and conclude that \(u\) satisfies \((\text{SL-CP})\) in \([0,T) \times \mathbb{R}^d\). Finally, we extend \(u\) by continuity in \(T\) setting \(u(T,\cdot) = g\). This completes the proof. \(\square\)

6.2.2. Systems of markovian FBSDE’s. Here, we study a system of forward-backward stochastic differential equations and show that its solution can be written in terms of the mild solution to a semilinear Cauchy problem of the type considered in the previous subsection.

Let \((\Omega, \mathcal{E}, \mathbb{P})\) be a complete probability space and let \((W_t)\) be a \(d\)-dimensional Wiener process. By \((\mathcal{F}^W_t)\) we denote its natural filtration augmented with the negligible sets in \(\mathcal{E}\).

For any \(p \in [1, +\infty)\), we denote by \(\mathbb{H}^p\) and \(K\), respectively, the space of progressively measurable with respect to \(\mathcal{F}^W_t\)-random processes \((X_t)\) such that \(\|X\|_{\mathbb{H}^p} := \mathbb{E} \sup_{t \in [0,T]} |X_t|^p < +\infty\), and the space of all the \(\mathcal{F}^W_t\)-progressively measurable processes \((Y, Z)\) such that

\[
\|Y, Z\|_{\text{cont}} := \mathbb{E} \sup_{t \in [0,T]} |Y_t|^2 + \mathbb{E} \int_0^T |Z_\sigma|^2 d\sigma < +\infty.
\]

We consider the system (1.3), with \(H_j(t,x,z) := \sum_{i=1}^d \sum_{k=1}^m (\tilde{B}_i(t,x)(G(t,x)^{-1})_{j,k} z_{i,k} + \psi_j(x,z))\) for any \(j = 1, \ldots, m\), under the following assumptions.

**Hypotheses 6.10.**

(i) \(G_{ij} = G_{ji} \in C^{2\alpha}_0([0,T] \times \mathbb{R}^d) \cap C^{1,2+\alpha}_0([0,T] \times \mathbb{R}^d)\) for some \(\alpha \in (0,1)\) and any \(i, j = 1, \ldots, d\); moreover, the function \(\lambda_G\) is bounded from below by a positive constant;

(ii) the entries of the vector-valued function \(b\) and of the matrices-valued functions \(\tilde{B}_i\) (\(i = 1, \ldots, d\)) belong to \(C^{2\alpha}_0([0,T] \times \mathbb{R}^d) \cap C^{1,2+\alpha}_0([0,T] \times \mathbb{R}^d)\); moreover \(g \in C_0(\mathbb{R}^d; \mathbb{R}^m)\);

(iii) \(b\) and the matrices \(Q = \frac{1}{4}G^2, \tilde{B}_i\) (\(i = 1, \ldots, d\)) satisfy the growth conditions in Hypotheses 5.1(iii), with \(M = G\) and \(J = [0,T]\);

(iv) \(b\) and \(G\) grow at most linearly as \(|x| \to +\infty\), uniformly with respect to \(t \in [0,T]\), and \(\psi: \mathbb{R}^d \times \mathbb{R}^{md} \to \mathbb{R}^m\) satisfies the inequalities in Hypothesis 6.3 with \(\beta = \alpha\).

We denote by \(u\) the mild solution to \((\text{SL-CP})\) with \(C \equiv 0\), provided by Proposition 6.9 and state the main result of this subsection.

**Theorem 6.11.** For any \(0 \leq \tau \leq T\) and \(x \in \mathbb{R}^d\), set \(Y(\tau,t,x) := u(\tau,X(\tau,t,x))\) and \(Z(\tau,t,x) := G(\tau,X(\tau,t,x))(J_x u(\tau,X(\tau,t,x)))^T\). Then, \((Y, Z) \in \mathbb{R}^d \times \mathbb{R}^d\) is an adapted solution to (1.3).

**Proof.** Throughout the proof, \((u_{k_n})_n\) is the subsequence of \((u_n)\) provided by Proposition 6.9, i.e., \(u_{k_n}\) is the unique mild solution to \((\text{SL-CP})\), with \(C \equiv 0\) and \(g\) and \(\Psi\) replaced by \(g_{k_n}\) and \(\Psi^{(k_n)}\), respectively.
Under Hypotheses 6.10(ii), (iv), there exists a unique adapted process $(X_t)$ with continuous trajectories such that $X_t = x + \int_0^t b(\sigma, X_s) \, ds + \int_0^t G(\sigma, X_s) \, dW_t$ (see [24, Thm. 3.4.6]). Now we fix $t \in [0, T]$, $x \in \mathbb{R}^d$, set $X_\tau := X(\tau, t, x)$, and for any $\tau \in [t, T]$, define $Y_\tau = \mathbf{u}(\tau, X_\tau)$, $Y_\tau^{k_n} = u_{k_n}(\tau, X_\tau)$, $Z_\tau = G(\tau, X_\tau)(J_2 \mathbf{u}(\tau, X_\tau))$ and $Z_\tau^{k_n} = G(\tau, X_\tau)(J_2 u_{k_n}(\tau, X_\tau))^T$. By [17], $(Y_{k_n}, Z_{k_n})$ satisfies the equation (recall that $g_{k_n}$ and $\psi(k_n)$ are regular approximations)
\[
Y_\tau^{k_n} + \int_t^\tau Z_\sigma^{k_n} \, dW_\sigma = g_{k_n}(X_T) + \int_t^\tau H_{k_n}(\sigma, X_\sigma, Z_\sigma^{k_n}) \, d\sigma, \quad \text{P-a.s., } \tau \in [t, T]. \tag{6.13}
\]
Our aim consists in showing that we can let $n$ tends to $+\infty$ in both the sides of (6.13) obtaining
\[
Y_\tau + \int_t^\tau Z_\sigma dW_\sigma = g(X_T) + \int_t^\tau H(\sigma, X_\sigma, Z_\sigma) \, d\sigma \quad \text{P-a.s., } \tau \in [t, T]. \tag{6.14}
\]
Clearly, $g_{k_n}$ converges to $g$, locally uniformly in $\mathbb{R}^d$. Moreover, since $u_{k_n}$ and $J_2 u_{k_n}$ converge locally uniformly in $[0, T] \times \mathbb{R}^d$ to $u$ and $J_2 u$, respectively, $Y_\tau^{k_n}$ and $Z_{k_n}$ converge almost surely in $\Omega$ to $Y_\tau$ and $Z_\tau$, respectively, as $n \to +\infty$. As far as the integral term in the right-hand side of (6.13) is concerned, we begin by observing that
\[
|\psi_{k_n}(x, z_1) - \psi(x, z_2)| \leq c(1 + |z_1| + |z_2|)(k_n^{-a} + |z_1 - z_2|^a), \tag{6.15}
\]
for any $x \in \mathbb{R}^d$, $z_1 \in B_n$ and $z_2 \in \mathbb{R}^m$. Moreover, Hypothesis 6.10(iv) implies that $H$ satisfies the condition in Hypothesis 6.10(iv) with $x = x_2 = x$. Since $|Z_{k_n}^{m} \sigma| \vee |Z_\sigma| \leq K(T - \sigma)^{-1/2}$ (where $K$ is the constant in Proposition 6.7), taking $n$ sufficiently large, from (6.13) we conclude that
\[
|H_{k_n}(\sigma, X_\sigma, Z_{k_n}^{m}) - H(\sigma, X_\sigma, Z_\sigma^{m})| \leq c(1 + |Z_{k_n}^{m}| + |Z_\sigma^{m}|)(k_n^{-a} + |G(\sigma, X_\sigma)((J_2(u_{k_n} - u))(\sigma, X_\sigma)^T|^a)
\]
P-almost surely, for almost every $\sigma \in (\tau, T)$ and that the last side of the previous inequality vanishes $d\sigma \otimes \mathcal{P}$-almost surely, as $n \to +\infty$. Moreover, $|\psi_{k_n}(x, z)| \leq c(1 + |z|)$ for any $x \in \mathbb{R}^d$, any $z \in \mathbb{R}^m$ and some positive constant $c$, independent of $n$, and this shows that $|H_{k_n}(\sigma, X_\sigma, Z_{k_n}^{m})| \leq c(1 + K(T - \sigma)^{-1/2})$. By dominated convergence, we now easily conclude that the integral term in the right-hand side of (6.13) converges P-almost surely to \(\int_t^\tau H(\sigma, X_\sigma, Z_\sigma) \, d\sigma\).

It remains to prove the convergence of $\int_t^\tau Z_\sigma^{m} \, dW_\sigma$ to $\int_t^\tau Z_\sigma \, dW_\sigma$. First, we prove that $\int_t^\tau Z_\sigma \, dW_\sigma$ makes sense, since this is not guaranteed by the previous estimates, which show only that the growth of $Z_\sigma$ can be estimated by $(T - \sigma)^{-1/2}$, which is not square integrable in $(\tau, T)$. For this purpose, we show that $(Z_{k_n}^{m})$ is a Cauchy sequence $L^2((0, T) \times \Omega)$. This is enough to conclude that $Z_\sigma$ is a square integrable process since $Z_{k_n}^{m}$ pointwise tends to $Z_\sigma$. Let us set $\mathbf{Y}_{\sigma}^{m} := Y_{k_n}^{m} - Y_{\sigma}^{m}$, $\mathbf{Z}_{\sigma}^{m} := Z_{k_n}^{m} - Z_{\sigma}^{m}$, $\mathbf{E}_{\sigma}^{m} := g_{k_n}(X_T) - g_{k_n}(X_T)$, $\mathbf{H}_{\sigma}^{m} := H_{k_n}(\sigma, X_\sigma, Z_{k_n}^{m}) - H_{k_n}(\sigma, X_\sigma, Z_{\sigma}^{m})$ for any $n, m \in \mathbb{N}$ and $\sigma \in [0, T]$. Integrating the Itô formula $d(|\mathbf{Y}_{\sigma}^{m}|^2) = 2(\mathbf{Y}_{\sigma}^{m}, \mathbf{H}_{\sigma}^{m}) \, d\tau - 2(|\mathbf{Y}_{\sigma}^{m}|^2, \mathbf{Z}_{\sigma}^{m}) \, dW_\tau + |\mathbf{Z}_{\sigma}^{m}|^2 \, d\tau$, we obtain
\[
\mathbf{E}[|\mathbf{Y}_{\sigma}^{m}|^2] + \int_t^\tau \mathbf{E}[|\mathbf{Z}_{\sigma}^{m}|^2] \, d\sigma = \mathbf{E}[|\mathbf{E}_{\sigma}^{m}|^2] + 2 \int_t^\tau (\mathbf{Y}_{\sigma}^{m}, \mathbf{H}_{\sigma}^{m}) \, d\sigma - 2 \int_t^\tau (\mathbf{Y}_{\sigma}^{m}, \mathbf{Z}_{\sigma}^{m}) \, dW_\sigma. \tag{6.16}
\]

Since $(Y_{k_n}, Z_{k_n}) \in \mathbb{K}$, the processes $\{\int_0^T (\mathbf{Y}_{\sigma}^{m}, \mathbf{Z}_{\sigma}^{m}) \, dW_\sigma : \tau \in [0, T]\}$ are martingales. Hence, from (6.10) it follows that
\[
\mathbf{E}[|\mathbf{Y}_{\sigma}^{m}|^2] + \mathbf{E} \int_t^\tau |\mathbf{Z}_{\sigma}^{m}|^2 \, d\sigma = \mathbf{E}[|\mathbf{E}_{\sigma}^{m}|^2] + 2 \mathbf{E} \int_t^\tau (\mathbf{Y}_{\sigma}^{m}, \mathbf{H}_{\sigma}^{m}) \, d\sigma.
\]

Note that
\[
\mathbf{E} \int_t^\tau (\mathbf{Y}_{\sigma}^{m}, \mathbf{H}_{\sigma}^{m}) \, d\sigma \leq \mathbf{E} \left( \sup_{\tau \in [0, T]} \int_t^\tau |\mathbf{Y}_{\sigma}^{m}| \, d\sigma \right) \leq K \mathbf{E} \int_t^\tau |\mathbf{H}_{\sigma}^{m}| \, d\sigma,
\]
and, since $|\psi_{k_n}(x, z_1) - \psi_{k_n}(y, z_2)| \leq c(1 + |z_1| + |z_2|)(k_n^{-a} + k_m^{-a} + |z_1 - z_2|^a)$ for any $x \in \mathbb{R}^d$, $z_1 \in B_n$ and $z_2 \in \mathbb{R}^m$, we can estimate $|\mathbf{H}_{\sigma}^{m}| \leq (1 + |Z_{k_n}^{m}| + |Z_{\sigma}^{m}|)(k_n^{-a} + k_m^{-a} + |Z_{k_n}^{m} - Z_{\sigma}^{m}|^a)$ for any $k_n, k_m > K(T - \sigma)^{-1/2}$. From the definitions of $Z_{k_n}$, $Z_{\sigma}$ and the estimate $|Z_{k_n}^{m}(t, x), Z_{\sigma}(t, x)| \leq c(T - t)^{-1/2}$, for any $x \in \mathbb{R}^d$, $t \in (0, T)$ and some positive constant $c$, which follows from Remark.
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where

\[ T^* > E \]

and

\[ E \left[ \Phi \right] \]

is the space of admissible controls \( U \).

Clearly, we have also proved that \( (Y, Z) \) is a solution to (6.13) and deduce that \( (Y, Z) \) is a solution to (6.14).

Corollary 6.12. For any \( t \in [0, T] \), the law of the process \( \{ Y_{\tau} \}_{\tau \in [t, T]} \), obtained as the limit of the sequence \( \{ Y_{\tau} \}_{\tau \in [t, T]} \), is uniquely determined, i.e., if \( (\Omega, \mathcal{F}, \{ \mathcal{F}_t \}, \mathbb{P}) \) and \( (\tilde{\Omega}, \tilde{\mathcal{F}}, \{ \tilde{\mathcal{F}}_t \}, \tilde{\mathbb{P}}) \) are two probability spaces, and \( \{ Y_{\tau} \}_{\tau \in [t, T]} \), \( \{ \tilde{Y}_{\tau} \}_{\tau \in [t, T]} \) are the random processes of Theorem 6.11 related respectively to \( (\Omega, \mathcal{F}, \{ \mathcal{F}_t \}, \mathbb{P}) \) and \( (\tilde{\Omega}, \tilde{\mathcal{F}}, \{ \tilde{\mathcal{F}}_t \}, \tilde{\mathbb{P}}) \), then \( \{ Y_{\tau} \}_{\tau \in [t, T]}, \{ \tilde{Y}_{\tau} \}_{\tau \in [t, T]} \) have the same law.

Proof. The result is a straightforward consequence of the uniqueness in law of the solutions \( (Y^{k_n}) \) of the approximated problems (6.13), and the P-a.s. convergence of \( (Y^{k_n}) \) to \( Y \).

6.3. Nash Equilibrium for a non-zero stochastic differential game. In this last subsection, we adapt our results to obtain the existence of a Nash equilibrium to a non-zero sum stochastic differential game. Let \( (\Omega, \mathcal{F}, \mathbb{P}) \) be a complete probability space and let \( (W_t) \) be a \( d \)-dimensional Wiener process. By \( (\mathcal{F}^W_t) \) we denote its natural filtration augmented with the negligible sets in \( \mathcal{F} \).

Let \( T > 0, t \in [0, T) \) and \( x \in \mathbb{R}^d \). As in the previous subsection, by \( (X_t = X_t^{l,x}) \) we denote the unique adapted and continuous solution of the stochastic equation

\[ X_t^{l,x} = x + \int_t^T \mathbf{b}(\sigma, X_{\sigma}^{l,x})d\sigma + \int_t^T G(\sigma, X_{\sigma}^{l,x})dW_\sigma, \quad \mathbb{P}-\text{a.s.}, \tau \in [t, T]. \]

We notice that, exactly as in the previous subsection, the assumptions on \( b \) and \( G \), formulated below (see Hypotheses 6.14), imply existence and uniqueness of the solution to the above equation.

We suppose that \( m \) players intervene on a system and, for any player \( i = 1, \ldots, d \), we introduce the space of admissible controls \( U^i := \{ u : [0, T] \times \Omega \to V^i : u \) is a predictable process \} \) where \( V^i \subset \mathbb{R} \) are prescribed sets. Moreover, we introduce the space of admissible strategies \( \mathcal{U} := \bigotimes_{i=1}^m U^i \).

Given \( u \in \mathcal{U} \), we define

\[ W^i(u) := W_t - \int_t^T r(\sigma, X^{l,x}_{\sigma}, u_\sigma)d\sigma, \quad \mathbb{P}^{(u)} := \rho^{(u)} \mathbb{P}, \quad (6.17) \]

where \( \rho^{(u)} = \exp \left( \int_t^T r(\sigma, X^{l,x}_{\sigma}, u_\sigma)d\sigma - \frac{1}{2} \int_t^T \mathbf{b}(\sigma, X^{l,x}_{\sigma}, u_\sigma)^2d\sigma \right) \).

Note that \( W^{(u)} \) is a \( d \)-dimensional Wiener process with respect to \( \mathbb{P}^{(u)} \) and that \( X \) satisfies

\[ X_t^{l,x} = x + \int_t^T \mathbf{b}(\sigma, X_{\sigma}^{l,x})d\sigma + \int_t^T G(\sigma, X_{\sigma}^{l,x})r(\sigma, X^{l,x}_{\sigma}, u_\sigma)d\sigma + \int_t^T G(\sigma, X_{\sigma}^{l,x})dW^i_\sigma, \quad (6.18) \]

\( \mathbb{P} \)-almost surely. For any \( u \in \mathcal{U} \), to any player \( i \), a cost functional \( J^i \) is associated, which depends on the strategies of the whole players. More precisely,

\[ J^i(u) = \mathbb{E}^{(u)} \left[ \int_0^T h^i(X_t, u_t)dt + g^i(X_T) \right], \quad i = 1, \ldots, m, \quad (6.19) \]

where \( \mathbb{E}^{(u)} \) is the expectation with respect to \( \mathbb{P}^{(u)} \) and \( h : \mathbb{R}^d \times \mathcal{U} \to \mathbb{R}^m \), the running cost, and \( g : \mathbb{R}^d \to \mathbb{R}^m \), the terminal cost, are bounded Borel measurable functions.

Definition 6.13. The strategy \( \mathbf{u} = (\bar{u}^1, \ldots, \bar{u}^m) \) is a Nash equilibrium to problem (6.13)-(6.19), if \( J^i(\bar{u}) \leq J^i(\bar{u}^i, \ldots, \bar{u}^i, u^i, \bar{u}^i+1, \ldots, \bar{u}^m) \) for any \( u^i \in U^i \) \( (i = 1, \ldots, m) \).

If \( u \) is a Nash equilibrium for \( i = 1, \ldots, m \), then the player \( i \) has no earn changing its control \( \bar{u}^i \), if the other \( m - 1 \) players choose the strategy \( (\bar{u}^1, \ldots, \bar{u}^i-1, \bar{u}^i+1, \ldots, \bar{u}^m) \). The Hamiltonian function \( \mathbf{H} \) associated to this system is defined by

\[ H_i(t, x, z, u) := \langle z^+, r(t, x, u) \rangle + h_i(x, u) \] for any \( x \in \mathbb{R}^d \), \( z \in \mathbb{R}^{md} \), \( u \in U \) \( (U \) being the set of all the controls \) and \( i = 1, \ldots, m \). we assume the following assumptions on \( r, h = (h_1, \ldots, h_m) \) and \( \mathbf{H} \).
Hypotheses 6.14.  (i) $u \in C^r_b([0,T] \times \mathbb{R}^d \times \mathbb{U}; \mathbb{R}^m)$ for some $\gamma \in (0,1)$ and $r$ splits into the sum $r = r_1 + r_2$, where $r_1 \in C^{0,1+\gamma}_{loc}([0,T] \times \mathbb{R}^d) \cap C_b([0,T] \times \mathbb{R}^d; \mathbb{R}^d)$ and $r_2 \in C^0_b(\mathbb{R}^d \times \mathbb{U}; \mathbb{R}^d)$; (ii) The functions $G$, $b$, $B_i := (Gr_1)_m$ $(i = 1, \ldots, d)$ and $Q = \frac{1}{2}G^2$ satisfy Hypotheses 6.10; (iii) $\mathcal{H}$ satisfies the generalized minimax condition, i.e., for any $i = 1, \ldots, m$ there exists a function $\tilde{u} \in C^3(\mathbb{R}^d \times \mathbb{R}^{nd}; \mathbb{U})$ $(\beta \in (0,1))$ such that for any $t \in [0,T)$, $x \in \mathbb{R}^d$, $z \in \mathbb{R}^{nd}$ and $u^i \in U_i$ $(i = 1, \ldots, m)$ it holds that
\[
\mathbb{H}^i(t,x,z,\tilde{u}(x,z)) \leq \mathbb{H}^i(t,x,z,\tilde{u}^i(x,z),\tilde{u}^{i-1}(x,z),u^i,\tilde{u}^{i+1}(x,z),\ldots,\tilde{u}^m(x,z)),
\]
$\mathbb{P}$-almost surely in $\Omega$.

Remark 6.15. (i) Since $\tilde{B}_i := (Gr_1)_m$, the differential operator $A$ in (S1-C1) is uncoupled. We stress that this is the classical setting: indeed, comparing our situation with the classical literature (see e.g., 10 11 13 15 31), it is possible to see that, in view of applications to differential games, the equations of the system of PDE’s are coupled only in the semilinear term, while the linear part is the same for any component. (ii) The function $\psi$, whose components are defined by $\psi_i(x,z) := \langle z^i, r_2(x,\tilde{u}(x,z)) \rangle + h_i(x,\tilde{u}(x,z))$ for any $x \in \mathbb{R}^d$, $z \in \mathbb{R}^{nd}$ and $i = 1, \ldots, m$, satisfies the Hypothesis 6.10(iv) with $\gamma := \beta \gamma$. (iii) Under Hypotheses 6.14 Theorem 6.11 holds true.

Theorem 6.16. There exists a Nash equilibrium for problem 6.18-6.19.

Proof. We begin by proving that $J^i(\tilde{u}) \leq J^i(u^1,\tilde{u}^2,\ldots,\tilde{u}^m)$ for any $u^i \in U^1$, where $\tilde{u}$ is as in Hypothesis 6.14. For this purpose, we fix $u^i_1$ arbitrarily in $U^1$, set $\tilde{u}^i := (u^i_1,\tilde{u}^2,\ldots,\tilde{u}^m)$ and observe that $X_{\tau}$ satisfies
\[
X_{\tau} = x + \int_t^\tau b(\sigma,X_{\sigma})d\sigma + \int_t^\tau G(\sigma,X_{\sigma})r(\sigma,X_{\sigma},\tilde{u}^i_\sigma)\sigma + \int_t^\tau G(\sigma,X_{\sigma})dW^i(\tilde{u}^i_\sigma)
\]
for any $\tau \in [0,T)$, where $\tilde{W}^i(\tilde{u}^i)$ is as in (6.17), with $u$ being replaced by $\tilde{u}^i$. We now introduce the backward system
\[
\dot{Y}_\tau + \int_\tau^T Z_{\sigma}d\tilde{W}_{\sigma} = g(X_T) + \int_\tau^T \mathcal{H}(\sigma,X_{\sigma},Z_{\sigma},\tilde{u}^i_{\sigma})d\sigma,
\]
where $\dot{H}$ has been introduced after Definition 6.13. By Theorem 6.11, this system admits a solution $(X,Y,Z)$. Writing the backward system with respect to $W^i(\tilde{u}^i)$, we get
\[
Y_\tau + \int_\tau^T Z_{\sigma}d\tilde{W}_{\sigma} = g(X_T) + \int_\tau^T \mathcal{H}(\sigma,X_{\sigma},Z_{\sigma},\tilde{u}^i_{\sigma})d\sigma. \tag{6.20}
\]
Note that $\mathbb{E}(z^i)^2 \int_\tau^T |Z_{\sigma}|^2 d\sigma < +\infty$. Indeed,
\[
\left| \int_\tau^T Z_{\sigma}d\tilde{W}_{\sigma} \right| \leq 2 \sup_{\tau \in [0,T]} |Y_\tau| + \int_\tau^T |Z_{\sigma} + |H(\sigma,X_{\sigma},Z_{\sigma})|d\sigma.
\]

Taking into account the Burkholder-Davis-Gundy inequalities (see [22 Thm. 3.28]) and using the estimate $|H(\sigma,X_{\sigma},Z_{\sigma})| \leq |H(\sigma,X_{\sigma},0)| + |Z_{\sigma}|^{1+\alpha}$, which follows from Hypothesis 6.14 and Remark 6.15, we get
\[
\mathbb{E}(z^i)^2 \int_\tau^T |Z_{\sigma}|^2 d\sigma \lesssim c \mathbb{E}(z^i)^2 \sup_{t \in [0,T]} |Y_\tau| + c \mathbb{E}(z^i)^2 \int_\tau^T |Z_{\sigma}| d\sigma + c \mathbb{E}(z^i)^2 \int_\tau^T |Z_{\sigma}|^{1+\alpha} d\sigma \lesssim c \mathbb{E}(\tilde{z}^i)^2 \sup_{\tau \in [0,T]} |Y_\tau| + \tilde{E} \int_\tau^T |Z_{\sigma}|^2 d\sigma + \tilde{E} \int_\tau^T |Z_{\sigma}|^{1+\alpha} d\sigma
\]
where $\tilde{E} = \mathbb{E}^{(z^i)^2} \mathbb{E}$.
and the last side of the previous chain of inequalities is finite. Hence, taking the conditional expectation in (6.20) with respect to \( \mathbb{P}^n \) and \( \tau = t \), we obtain
\[
Y_t = \mathbb{E}^{(\mathcal{G}^i)}[\varphi(X_T)|\mathcal{F}_t] + \mathbb{E}^{(\mathcal{G}^i)}\left[ \int_t^T \mathbf{h}(\sigma, X_\sigma, \tilde{u}^j_\sigma) - \mathbf{h}(\sigma, X_\sigma, \tilde{u}^k_\sigma) d\sigma \right].
\]
Adding and subtracting \( \mathbb{E}^{(\mathcal{G}^i)}\left[ \int_t^T \mathbf{h}(\sigma, X_\sigma, \tilde{u}^j_\sigma) d\sigma \right] \) and setting \( t = 0 \), we get
\[
Y_0 = J(\tilde{u}^j) + \mathbb{E}^{(\mathcal{G}^i)}\left[ \int_0^T \mathbf{h}(\sigma, X_\sigma, \tilde{u}^j_\sigma) - \mathbf{h}(\sigma, X_\sigma, \tilde{u}^k_\sigma) d\sigma \right]
\]
\[
= J(\tilde{u}^j) + \mathbb{E}^{(\mathcal{G}^i)}\left[ \int_0^T (\mathbf{h}(\sigma, X_\sigma, \tilde{u}^j_\sigma) - \mathbf{h}(\sigma, X_\sigma, \tilde{u}^k_\sigma)) d\sigma \right],
\]
(6.21)
where \( J = (J^1, \ldots, J^m) \). Considering the first component of the first and last side of (6.21) and using the minimax condition in Hypothesis (6.14) ii), we conclude that \( Y_{0,1} \leq J^1(\tilde{u}^j) \). Applying the same argument with \( \tilde{u}^j \) being replaced by \( \tilde{u}^k \), we get \( Y_{0,1} = J^k(\tilde{u}^k) \). Moreover, the same procedure yields that \( J^k(\tilde{u}^j) = Y_{0,k} \leq J^k(\tilde{u}^k) \) for any \( k = 1, \ldots, m \).

7. Examples

Here, we provide some classes of operators \( \mathcal{A} \) to which the results in the previous sections apply.

Example 7.1. (i) Let \( \phi_{ii} \equiv \delta_{ij} \), \( B_i(t, x) = -x_i(1 + |x|^2)\varphi(t)\mathbf{B}_i \), \( C(t, x) = -|x|^2(1 + |x|^2)^2\varphi h(t)\mathbf{C} \) for any \( (t, x) \in I \times \mathbb{R}^d \), \( i, j = 1, \ldots, d \), where \( \mathbf{B}_i \) \((i = 1, \ldots, d) \) and \( \mathbf{C} \) are constant and positive definite matrices, \( g, h \in C^{\alpha/2}_\text{loc}(I) \) have positive infimum, \( g \) is bounded in \( I \), and \( p > r > 0 \). We observe that \( \mathcal{X}_{\mathcal{A}_{(0,0)}}(t, x) \geq -x_i(1 + |x|^2)^2\varphi \|g\|_{\infty}^2 \sum_{j=1}^d x_j^2|\mathbf{B}_j| + 2|x|^2(1 + |x|^2)^2\varphi h_0 \lambda_j \) for any \( t \in I \), \( x \in \mathbb{R}^d \), \( \eta \in \partial \mathbf{B}_i \), where \( h_0 \) denotes the positive infimum of the function \( h \). Since \( p > r \), the function \( \mathcal{X}_{\mathcal{A}_{(0,0)}}(t, \cdot) \) tends to \( +\infty \) as \( |x| \to +\infty \), uniformly with respect to \( t \in I \) and \( \eta \in \partial \mathbf{B}_i \). Therefore, Hypothesis (7.2) i) is satisfied with \( \varepsilon = 1 \) and with a suitable choice of the constant \( \kappa \). On the other hand, the function \( \varphi \), defined by \( \varphi(x) = 1 + |x|^2 \), for any \( x \in \mathbb{R}^d \), satisfies Hypothesis (7.2) ii), with \( \varepsilon = 1 \), for any \( \alpha > 0 \).

(ii) Let \( \phi_{ii} = \delta_{ij} \), \( B_i(t, x) = -b(t)x_i(1 + |x|^2)^2\varphi \mathbf{B}_i \) and \( C(t, x) = -c(t)(1 + |x|^2)^2\varphi \mathbf{C} \) for any \( (t, x) \in I \times \mathbb{R}^d \) and \( i, j = 1, \ldots, d \). Here, \( g, h \in C^{\alpha/2}_\text{loc}(I) \cap C_\text{loc}(I) \), the functions \( b, \tilde{b} \) and \( c \) belong to \( C^{\alpha/2}_\text{loc}(I) \) and are locally bounded in \( I \), \( q \) and \( b \) have positive infima and \( \mathbf{B}_i \) \((i = 1, \ldots, d) \), \( \mathbf{C} \) are constant and positive definite matrices. The exponents \( k, r, p, \gamma \) are nonnegative, \( r > k - 1 \) and there exists \( \sigma \in (0, 1) \) such that \( 0 \leq p \leq k \sigma \) and \( \gamma > k(2\sigma - 1) \). Clearly Hypotheses (7.3) i), (ii) are satisfied. Moreover, since \( 2|x|^2 \leq |x|^2 + 1 \) for any \( |x| \geq 1 \), we can estimate \( (\tilde{A}(t)\varphi(t)) \leq g(\varphi(t)) \), for any \( t \in I \) and \( |x| \geq 1 \), where \( \varphi \) is as in (i) and \( g : [0, +\infty) \to \mathbb{R} \) is defined by \( g(y) = b_0 y^{r+1} - K \) for any \( y \geq 0 \) and some positive constant \( K, b_0 \) being the infimum of \( b \). Then, Hypothesis (7.3) iii) and the assumptions of Theorem (1.2) are satisfied, with \( W = \varphi \) and \( g \) as above. We thus conclude that \( \mathbf{G}(t, s) \) is compact in \( C_\text{loc}(\mathbb{R}^d; \mathbb{R}^m) \).

We now provide a class of operators \( \mathcal{A} \) whose coefficients satisfy Hypotheses (7.2) and (7.1).

Example 7.2. Let \( Q(t, x) = q(t)(1 + |x|^2)^2\varphi \mathbf{Q}_0, b(t, x) = -b(t)(1 + |x|^2)^2\varphi \mathbf{B}_i, \mathbf{B}_i(t, x) = \tilde{b}(t)(1 + |x|^2)^2\varphi \mathbf{B}_i, \mathbf{B}_i(t, x) = \tilde{b}(t)(1 + |x|^2)^2\varphi \mathbf{B}_i \) for any \( (t, x) \in I \times \mathbb{R}^d \), where \( Q_0 \) is a positive definite matrices, \( \mathbf{B}_0, \mathbf{B}_i \) are constant matrices, \( q, b, \tilde{b} \in C^{\alpha/2}_\text{loc}(I) \) and \( \mathbf{Q}_0, \mathbf{B}_i \) are bounded from below by a positive constant. Finally, the entries \( C_{ij} = C_{ij} \) of the matrix-valued function \( C \) belong to \( C^{\alpha/2, \alpha}_\text{loc}(I \times \mathbb{R}^d) \cap C^{\alpha, \alpha}_\text{loc}(I \times \mathbb{R}^d) \cap \sup_{I \times \mathbb{R}^d} \lambda C > 0 \) and \( |D_t(\varphi(t))| \leq c(1 + |x|^2)^2\varphi \) for any \( (t, x) \in I \times \mathbb{R}^d \) and some \( c > 0 \) and \( \gamma > 0 \). We take \( M(x) := (1 + |x|^2)^2\varphi \) for any \( x \in \mathbb{R}^d \) and some constant \( 0 < s < 1/2 \) and we set \( a = p, \) if \( s < 1/2 \) and \( a = p - 1 \) if \( s = 1/2 \). We further assume that \( k \geq 2r, 2k - 2 \leq a, 2s + 2r \leq a, 2r < 2s + a \) and \( k + s < p + 1 \). Straightforward computations show that
\[
\lambda_M(t, x) \leq -b(t)(1 + |x|^2)^2\varphi(1 + |x|^2 - 2s|x|^2)
\]
\[-2s(1 + |x|^2)^{k-2}q(t)(\text{Tr}(Q_0)(1 + |x|^2) + 2(s-1)(Q_0(x)x,x)) \leq -c(1 + |x|^2)^a,\]

for any \((t, x) \in I \times \mathbb{R}^d\). The functions \(\psi_j (j = 1, \ldots, 5)\) satisfy the following conditions: \(\psi_1(t,x) = O(|x|^{p_0}),\ \psi_2(t,x) = O(|x|^{p_1}),\ \psi_3(t,x) = O(|x|^{p_2}),\ \psi_4(t,x) = O(|x|^{p_3}),\ \text{and } \psi_5(t,x) = O(|x|^{p_4}),\) as \(|x| \to +\infty\), uniformly with respect to \(t \in J \subset I\), where \(J\) is an arbitrary bounded interval. Hence, conditions (i) and (ii) are easily satisfied. As it is easily seen, also Hypothesis 2.3(ii), (iii) are satisfied with \(\sigma = 1/2\) and \(\varphi(x) = 1 + |x|^2\) for any \(x \in \mathbb{R}^d\).

The conditions on the growth of the coefficients of the operator \(\mathcal{A}\) can be weakened if we assume that \(M \equiv I\). As it has been stressed in Remark 5.1 in this case we have to assume only the first condition in \((5.1)\), the second one in \((5.2)\) and all but the last condition in \((5.3)\). This provides us with the following conditions on \(a\) (hence \(p\), \(r\) and \(\tau\)): \(2r \leq k \leq p + 1, 2\tau \leq p, p > 2\tau\).

**Appendix A. A priori estimates for solutions to parabolic systems**

In this appendix we prove some a priori estimates for classical solutions to nonautonomous parabolic equations associated with a system of elliptic operators as in \((1.1)\) whose coefficients satisfy Hypotheses \([21]\). To enlighten the notation, we set \(\| \cdot \|_{k,R} = \| \cdot \|_{C^{k}(B_R;\mathbb{R}^d)}\) for any \(h \in \mathbb{N} \cup \{0\}\) and \(k \in \mathbb{N}, R > 0\). Moreover, for any \(\alpha, \beta \geq 0\), we denote by \(\| \cdot \|_{\alpha,\beta}\) the norm of the space \(C^{\alpha,\beta}((s,T) \times \Omega)\), where \(\Omega\) is a domain of \(\mathbb{R}^n\) (possibly, \(\Omega = \mathbb{R}^n\)). Finally, for any \(\alpha > 0\), we denote by \(\| \cdot \|_{\alpha}\) the Euclidean norm in \(C_0^\alpha(\mathbb{R}^d)\) when \(h \in \{1, d\}\).

We recall that, for any \(0 \leq \alpha < \theta\) and any bounded domain \(\Omega\) of class \(C^\theta\), there exists a positive constant \(c\) such that

\[
\| f \|_{C^{\alpha}(\mathbb{R}^d)} \leq c \| f \|^{1-\frac{\alpha}{\theta}}_{C^{\theta}(\mathbb{R}^d)} \| f \|^{\frac{\alpha}{\theta}}_{C^{\gamma}(\mathbb{R}^d)},
\]

for any \(f \in C^{\theta}(\mathbb{R}^d)\) \((k \geq 1)\). (The same estimate holds true with \(\Omega = \mathbb{R}^d\).) Moreover, if \(T \in\) \(L(C^{\theta}(\mathbb{R}^d); C^{\alpha}(\mathbb{R}^d)) \cap L(C^{\alpha}(\mathbb{R}^d); C^{\gamma}(\mathbb{R}^d))\) for some \(\alpha, \beta > 0\), then \(T\) is bounded from \(C^{\theta}(\mathbb{R}^d)\) to \(C^{\gamma}(\mathbb{R}^d)\), for any \(\alpha \in (0, \theta) \setminus \mathbb{N}\), and

\[
\| T \|_{L(C^{\theta}(\mathbb{R}^d); C^{\alpha}(\mathbb{R}^d))} \leq \| T \|^{1-\frac{\alpha}{\theta}}_{L(C^{\theta}(\mathbb{R}^d); C^{\alpha}(\mathbb{R}^d))} \| T \|^{\frac{\alpha}{\theta}}_{L(C^{\alpha}(\mathbb{R}^d); C^{\gamma}(\mathbb{R}^d))}.
\]

**Proposition A.1.** Let \(\Omega \subset \mathbb{R}^d\) be an open set, \(T > s \in I,\) and \(u \in C_b([s,T] \times \Omega; \mathbb{R}^m) \cap C^{1,2}((s,T) \times \Omega; \mathbb{R}^m)\) satisfy the equation \(D_t u = \mathcal{A} u + g\) in \((s,T) \times \Omega\) for some \(g \in C^{0,2}(\mathbb{R}^n)\). Further, assume that the function \(t \mapsto (t-s)\| u(t,\cdot) \|^2_{C^{\theta}(\mathbb{R}^d)} \) is bounded in \((s,T)\). Then, for any \(r > 0\) and any \(x_0 \in \Omega\), such that \(B_{R_1}(x_0) \subset \Omega\), there exists a positive constant \(c = c(R_1, \lambda_0, s, T)\) such that, for any \(t \in (s, T)\),

\[
\begin{align*}
(t-s)\| D_t^2 u(t,\cdot) \|_{L^\infty(B_{R_1}(x_0); \mathbb{R}^m)} + \sqrt{t-s} \| J_s u(t,\cdot) \|_{L^\infty(B_{R_1}(x_0); \mathbb{R}^m)} & \leq c(\| u \|_{C^{1,2}([s,T] \times \Omega; \mathbb{R}^m)} + \| g \|_{C^{0,2}((s,T) \times \Omega; \mathbb{R}^m)}).
\end{align*}
\]

**Proof.** Throughout the proof, we denote by \(c\) a positive constant, which can vary from line to line, may depend on \(R_1\) and \(T\), but it is independent of \(n\). Up to a translation, we can assume that \(x_0 = 0\). We fix \(R_1\) as in the statement and \(R_2\) such that \(B_{R_2}(x_0) \subset \Omega\). Then, we define \(r_n := 2R_1 - R_2 = (R_2 - R_1) \sum_{k=0}^n 2^{-k}\) for any \(n \in \mathbb{N} \cup \{0\}\). Further, we consider a sequence \((\vartheta_n) \subset C^\infty_c(\mathbb{R}^d)\) of functions satisfying \(\chi_{B_{r_n}} \leq \vartheta_n \leq \chi_{B_{r_{n+1}}}\) for any \(n \in \mathbb{N}\). As it is easily seen, \(\| \vartheta_n \|_{C^k_c(\mathbb{R}^d)} \leq 2^{kn}c\) for any \(k = 0, 1, 2, 3\). Let us set \(u_n := \vartheta_n u\) and observe that each function \(u_n\) vanishes on \([s,T] \times \partial B_{r_{n+1}}(x_0)\) and \(D_t u_n = \mathcal{A} u_n + g_n\) in \((s,T) \times B_{r_{n+1}}(x_0)\), where \(g_n = \vartheta_n g - \text{Tr}(Q D^2 \vartheta_n) u - 2(J_s u) Q \vartheta_n - \sum_{j=1}^n D_j \vartheta_n B_j u\). In view of the variation-of-constants-formula it thus follows that

\[
u(t,x) = (G^{\theta}_{n+1}(t,s) \vartheta_n u(s,\cdot))(x) + \int_s^t (G^{\theta}_{n+1}(t,r) g_n(r,\cdot))(x)dr, \quad t \in [s,T], \ x \in B_{r_n}.
\]

It is well known that \((t-s)\| G^{\theta}_{n+1}(t,s) \|_{2r_{n+1},r_{n+1}} \leq c\| h \|_{0,r_{n+1}}\) and \(\sqrt{t-s}\| G^{\theta}_{n+1}(t,s) \|_{2r_{n+1},r_{n+1}} \leq c\| k \|_{r_{n+1},r_{n+1}}\) for any \(t \in (s,T)\), any \(n \in \mathbb{N}\) and any \(h \in C(B_{r_{n+1}}; \mathbb{R}^m)\), \(k \in C^0_1(B_{r_{n+1}}; \mathbb{R}^m)\), respectively. Note that the constant \(c\) in the previous two estimates is independent of \(n\) since it depends on the
ellipticity constant of the operator $A$ and on the Hölder norms of its coefficients in $(s, T) \times B_{r_{n+1}}(x_0)$, which can be estimated in terms of the same norms taken in $(s, T) \times B_{R_1}(x_0)$.

Estimate [A.2], with $\theta = 1$, $\beta = 2$, $T = G_{n+1}(t, s)$, yields that $(t-s)^{\frac{1}{n}} \sigma_0 G_{n+1}(t, s) \varphi \leq c \|\varphi\|_{\alpha, r_{n+1}}$ for any $\varphi \in C_0(B_{r_{n+1}}; \mathbb{R}^m)$ and $t \in (s, T)$. Since $g_n(\cdot, \cdot) \in C_0(B_{r_{n+1}}; \mathbb{R}^m)$ for any $\sigma \in (s, s+1)$, we can estimate

$$(t-s)\|u_n(t, \cdot)\|_{2, r_n} \leq c \|u\|_\infty + c \int_s^t (t-s)^{-1+\frac{\delta}{2}} \|g_n(\cdot, \cdot)\|_{\alpha, r_{n+1}} \, ds, \quad t \in (s, T). \quad (A.4)$$

We note that $\|g_n(\cdot, \cdot)\|_{\alpha, r_{n+1}} \leq c \|\vartheta_n\|_{2+\alpha, r_{n+1}} \|u(\cdot, \cdot)\|_{1+\alpha, r_{n+1}} + \|g(\cdot, \cdot)\|_{\alpha, r_{n+1}}$ for any $\sigma \in (s, T)$. Using [A.1] and Young inequality, for any $\sigma \in (s, T)$, $\varepsilon > 0$ and $n \in \mathbb{N}$ we can estimate

$$\|u(\sigma, \cdot)\|_{1, r_{n+1}} \leq c \langle \sigma - s \rho \rangle \|u\|_\infty \zeta_{n+1} \leq (\sigma - s) \frac{\rho}{\varepsilon} \|u\|_\infty \zeta_{n+1},$$

$$\|u(\sigma, \cdot)\|_{1, r_{n+1}} \leq c \langle \sigma - s \rho \rangle \|u\|_\infty \zeta_{n+1},$$

and this allows us to complete the proof of [A.3].

**Theorem A.2.** Fix $T > s \in I$ and let $u \in C^{1+\alpha/2, 1+\alpha/2}_\text{loc}((s, T) \times \mathbb{R}^d; \mathbb{R}^m)$ satisfy the differential equation $D_t u = Au + g$ in $(s, T) \times \mathbb{R}^d$, for some $g \in C^{1+\alpha/2}_\text{loc}((s, T) \times \mathbb{R}^d; \mathbb{R}^m)$. Then, for any $\tau \in (0, T-s)$ and any pair of bounded open sets $\Omega_1$ and $\Omega_2$ such that $\Omega_1 \subset \Omega_2$, there exists a positive constant $c$, depending on $\|u\|_{\infty}$, $\Omega_1$, $\Omega_2$, $\tau$, $s$, $T$, but being independent of $u$, such that

$$\|u\|_{C^{1+\alpha/2, 1+\alpha/2}((s, s+\tau) \times \Omega_1, \mathbb{R}^m)} \leq c\|u\|_{C^{1+\alpha/2}((s, s+\tau) \times \Omega_1, \mathbb{R}^m)} + \|g\|_{C^{1+\alpha/2}((s, s+\tau) \times \Omega_2, \mathbb{R}^m)}.$$  \quad (A.6)

Moreover, for any bounded set $J \subset I$ and any $\delta_0 > 0$, the constant $c$ depends on $\delta_0$ but is independent of $\delta_0$. \quad (A.6)

**Proof.** The main step of the proof consists in showing that, for any $x_0 \in \overline{\Omega}$ and any $\rho > 0$, such that $B_{2\rho}(x_0) \subset \Omega_2$, estimate [A.6] is satisfied with $\Omega_1 = B_\rho(x_0)$ and $\Omega_2 = B_{2\rho}(x_0)$. Indeed, once this last estimate is proved, a covering argument will allow us to obtain easily estimate [A.3]. So, let us prove [A.6] with $\Omega_1$ and $\Omega_2$ as above and $x_0 = 0$ (indeed, up to a translation, we can reduce to this case). Throughout the proof, we denote by $c$ a positive constant, independent of $u$, $g$ and $n$, which may vary from line to line. For any $n \in \mathbb{N}$, $t \in \mathbb{R}$ and $x \in \mathbb{R}^d$, set

$$\varphi_n(t) = \varphi \left(1 + \frac{t-s}{t_n-\frac{1}{n+1}}\right), \quad \vartheta_n(x) = \vartheta \left(1 + \frac{|x|-r_n}{r_n-\frac{1}{n+1}}\right),$$

where $\varphi, \vartheta \in C_\infty(\mathbb{R})$ satisfy $\chi_{[2, \infty]} \leq \varphi \leq \chi_{[1, \infty]}$, $\chi_{[-1, 0]} \leq \vartheta \leq \chi_{(-\infty, 0]}$, $r_n = (2-2^{-n})r$ and $t_n = (2^{-n} + 2^{-n+1})r$, for any $n \in \mathbb{N}$. For any $n \in \mathbb{N}$, the function $v_n := u \varphi_n \vartheta_n$ vanishes at $t = s$ and satisfies $D_t v_n = A v_n + f_n$, where $f_n = \varphi_n \vartheta_n g - \varphi_n u (QD^2 \vartheta_n) - \vartheta_n \sum_{j=1}^d D_j \vartheta_n B_j u - 2 \varphi_n : (J_n u) Q \nabla \vartheta_n + \varphi_n \vartheta_n u$ and $A$ is a nonautonomous elliptic operator with bounded and smooth coefficients, which coincides with the coefficients of the operator $A$ in $[s, T] \times B_{2\rho}$. (recall that $v_n$ is compactly supported in $[s, T] \times B_{2\rho}$.)
By well known results, $\|v_n\|_{1+\alpha/2,\alpha} \leq c\|g_n\|_{\alpha/2,\alpha}$ and, for any $J$ and $\delta_0$ as in the statement, the constant $c$ is independent of $(s,T)$ in $J \times J$ such that $T - s \geq \delta_0$. Estimating $\|g_n\|_{\alpha/2,\alpha}$ we get
\[ \|v_n\|_{1+\alpha/2,\alpha} \leq c\|g_n\|_{\alpha/2,\alpha} + \|J_xv_{n+1}\|_{\alpha/2,\alpha} + \|\mathcal{G}\|_{C^{\alpha/2,\alpha}(s+\tau/2,T \times B_{\tau/2},\mathbb{R}^m)} \]
\[ \leq 2^{\alpha n}c\|v_{n+1}\|_{\alpha/2,\alpha} + \|J_xv_{n+1}\|_{\alpha/2,\alpha} + \|\mathcal{G}\|_{C^{\alpha/2,\alpha}(s+\tau/2,T \times B_{\tau/2},\mathbb{R}^m)} \]  \quad \text{(A.7)}

Now, using (A.1) we get $\|\psi\|_{\alpha/2,\alpha} \leq c\epsilon^{-\frac{1}{1+\alpha}}\|\psi\|_{\alpha,\alpha} + \epsilon\|\psi\|_{1+\alpha/2}$ for any $\psi \in C^\alpha_b([s,T];\mathbb{R}^m)$, $\epsilon(0,1)$ and some positive constant $\epsilon$ independent of $\epsilon$. Applying these estimates to $v_{n+1}$, we deduce that
\[ \|v_{n+1}\|_{\alpha/2,\alpha} + \|J_xv_{n+1}\|_{\alpha/2,\alpha} + \epsilon\|\psi\|_1 \leq c\|v_{n+1}\|_{1+\alpha/2,\alpha} + \epsilon(0,1) \quad \text{and } n \in \mathbb{N}. \quad \text{(A.8)} \]

To estimate the $\alpha/2$-Hölder norm of the function $J_xv_{n+1}(\cdot, x)$ for any $x \in \mathbb{R}^d$, we observe that $v_{n+1} \in \operatorname{Lip}([s,T], C^\alpha_b(\mathbb{R}^n; \mathbb{R}^m))$ and $\|v_{n+1}\|_{\operatorname{Lip}} \leq c\|v_{n+1}\|_{1+\alpha/2,\alpha}$. Indeed, writing
\[ v_{n+1}(t_2, x) - v_{n+1}(t_1, x) = \int_{t_1}^{t_2} D_1v_{n+1}(\sigma, x) \, d\sigma, \quad t_1, t_2 \in [s, T), \quad x \in \mathbb{R}^d, \]
we easily deduce that $\|v_{n+1}(t_2, \cdot) - v_{n+1}(t_1, \cdot)\|_2 \leq c\|Dv_{n+1}\|_{\operatorname{Lip}}|t_2 - t_1|$ for any $t_1, t_2 \in [s, T]$. Since the function $v_{n+1}$ is bounded in $[s,T]$ with values in $C^\alpha_b(\mathbb{R}^d)$, by interpolation we get
\[ \|v_{n+1}(t_2, \cdot) - v_{n+1}(t_1, \cdot)\|_2 \leq c\|v_{n+1}(t_1, \cdot) - v_{n+1}(t_2, \cdot)\|_2^{1+\alpha} \quad \text{for any } t_1, t_2 \in [s, T]. \]
This shows that $J_xv_{n+1} \in C^{(1+\alpha)/2,\alpha}(\mathbb{R}^d \times \mathbb{R}^d)$ and
\[ \|J_xv_{n+1}\|_{C^{(1+\alpha)/2,\alpha}} \leq c\|v_{n+1}\|_{1+\alpha/2,\alpha}. \quad \text{(A.9)} \]

Using the interpolative estimate $\|\psi\|_{\alpha,\alpha} \leq c\epsilon^{-\frac{1}{1+\alpha}}\|\psi\|_{1+\alpha/2} + \epsilon\|\psi\|_{\alpha,\alpha}$, which holds for any $\epsilon \in (0,1)$ and any $\psi \in C^\alpha_b([s,T];\mathbb{R}^m)$, we obtain that
\[ \|J_xv_{n+1}\|_{\alpha/2,\alpha} \leq c\|v_{n+1}\|_{1+\alpha/2,\alpha} + \epsilon\|\psi\|_{\alpha,\alpha} \|J_xv_{n+1}\|_{\alpha,\alpha} \quad \text{(A.10)} \]

Now, using (A.11) we get $\|J_xv_{n+1}\|_{\alpha/2,\alpha} \leq c\|v_{n+1}\|_{1+\alpha/2,\alpha} + \epsilon\|\psi\|_{\alpha,\alpha}$. Choosing $\delta = \epsilon^{1+\alpha}$ and replacing this estimate in (A.10), we get $\|J_xv_{n+1}\|_{\alpha/2,\alpha} \leq c\|v_{n+1}\|_{1+\alpha/2,\alpha} + \epsilon\|\psi\|_{\alpha,\alpha}$. This estimate, (A.7) and (A.10) yield that
\[ \|v_{n+1}\|_{1+\alpha/2,\alpha} \leq c\|v_{n+1}\|_{1+\alpha/2,\alpha} + \epsilon\|\psi\|_{\alpha,\alpha} + \|\mathcal{G}\|_{C^{\alpha/2,\alpha}(s+\tau/2,T \times B_{\tau/2},\mathbb{R}^m)} \]
\[ \leq 2^{\alpha n}c\|v_{n+1}\|_{1+\alpha/2,\alpha} + \epsilon\|\psi\|_{\alpha,\alpha} + \|\mathcal{G}\|_{C^{\alpha/2,\alpha}(s+\tau/2,T \times B_{\tau/2},\mathbb{R}^m)} \]
for any $\epsilon \in (0,1)$. We fix $\eta \in (0,2^{-5(2+\alpha)})$ and choose $\epsilon = \eta = 2\delta^{n+1}$ to construct the new estimate we obtain $\eta \leq \eta_n + 2^{\alpha n}c\|\mathcal{G}\|_{C^{\alpha/2,\alpha}(s+\tau/2,T \times B_{\tau/2},\mathbb{R}^m)}$, where $\eta_n = \|v_n\|_{1+\alpha/2,\alpha}$. Now, we can proceed as in the proof of Proposition A.11.

\[ \square \]
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