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Abstract—The robustness of deep neural networks (DNNs) against adversarial example attacks has raised wide attention. For smoothed classifiers, we propose the worst-case adversarial loss over input distributions as a robustness certificate. Compared with previous certificates, our certificate better describes the empirical performance of the smoothed classifiers. By exploiting duality and the smoothness property, we provide an easy-to-compute upper bound as a surrogate for the certificate. We adopt a noisy adversarial learning procedure to minimize the surrogate loss to improve model robustness. We show that our training method provides a theoretically tighter bound over the distributional robust base classifiers. Experiments on a variety of datasets further demonstrate superior robustness performance of our method over the state-of-the-art certified or heuristic methods.

Index Terms—Adversarial learning, certified distributional robustness, randomized smoothing.

I. INTRODUCTION

Deep neural networks (DNNs) have been known to be vulnerable to adversarial example attacks: by feeding the DNN with slightly perturbed inputs, the attack alters the prediction output. The attack can be fatal in performance-critical systems such as autonomous vehicles. A classifier is robust when it can resist such an attack that, as long as the range of the perturbation is not too large (usually invisible by humans), the classifier produces an expected output despite of the specific perturbation. A certifiably robust classifier is one whose prediction at any point \( x \) is verifiably constant within some set around \( x \).

A conventional way to obtain a certifiable robust classifier is to perform randomized smoothing [11, 2, 3, 4]. Assume a base classifier \( f \) tries to map instance \( x_0 \) to corresponding label \( y \). It is found that when fed with instance \( x \) perturbed from \( x_0 \), the smoothed classifier \( g(x) = \mathbb{E}_z [f(x + z)] \) provably returns the same label as \( g(x_0) \) does.

We observe that, even the prediction \( g(x) \) does not alter from \( g(x_0) \) under adversarial perturbations, there is no guarantee that \( g(x_0) \) would return \( y \). It is possible that the adversarially perturbed input has the same label as the original one which is wrongly classified by \( g \). In fact, previous certificates are derived instance-wise, meaning that for one particular instance, there is a distortion bound within which the prediction result does not vary. However, it is unknown how the smoothed classifier performs on the input sample population, which we think is an important robustness indicator since it directly relates to the empirical accuracy of the classifier.

We propose a distributional robustness certificate for smoothed classifiers. We postulate the inputs to the classifier are drawn from a data-generating distribution, and there is a class of distributions around the data-generating distribution. The problem is to seek one distribution that maximizes the loss over a smoothed classifier. It is clear that such a certificate is associated with the empirical accuracy: under the same amount of perturbation, a classifier with a smaller worst-case adversarial loss enjoys higher accuracy over the input population. We prove that the smoothed classifier \( g(\cdot) \) typically has a tighter certificate (a lower loss) than its corresponding base classifier \( f(\cdot) \), suggesting higher robustness against adversarial examples.

To obtain a robust DNN, we minimize the above worst-case adversarial loss over the input distribution. Let \( \ell(\cdot) \) be the loss function and the classifier be parameterized by \( \theta \in \Theta \). The perturbed input is \( s = x + z \sim P \oplus Z \) where \( P \oplus Z \) is the joint distribution of adversarial examples and the Gaussian noise. We aim at minimizing the following certificate:

\[
\minimize_{\theta \in \Theta} \sup_{P \oplus Z} \mathbb{E}_P [\ell(\theta; s)].
\] (1)

However, it still remains problematic how to obtain the above distributional robustness certificate in practice. Therefore, we derive an upper bound for the worst-case adversarial loss of smoothed classifiers and optimize the upper bound as a surrogate loss. We show that the optimal surrogate loss is still inferior to the worst-case adversarial loss of the base classifier, and can be obtained by a noisy adversarial learning procedure. From the training perspective, our method can be considered as augmenting the adversarial examples with Gaussian noise so that instead of minimizing over a limited number of adversarial examples, we minimize over a larger adversarial region where the expected perturbation loss is the worst. As a result, the trained classifier is more robust since it has seen a well-depicted adversarial example distribution.
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Fig. 1. Illustration of intuitions of ADT and our NAL mechanism. The concentric circles represent the distributions of $\delta$ in [7] and $P, Z$ in our method. We show the adversarial example $x$ which the inner maximization problem finds starting from original sample $x_0$. $x_{0} + \delta_1, x_{0} + \delta_2$ are samples from the distribution surrounding $x_0$, and $x', z'$ are adversarial examples found starting from $x_0 + z_1, x_0 + z_2$. While $x_0 + \delta_1, x_0 + \delta_2$ are adversarial examples found by ADT. Our method takes the neighborhood of $x_0$ into account.

Compared to vanilla adversarial training [5], [6], our approach does not seek one single data point, but rather a neighborhood around the adversarial examples that maximizes the loss in the inner maximization. Compared to adversarial distributional training (ADT) [7], our method models the worst-case changes in data distribution rather than a worst-case adversarial distribution around the natural inputs. To facilitate understanding, we depict Fig. 1 for a comparison of the intuitions behind ADT and our method. We show the difference in seeking the adversarial example from $x_0$ by one step. Starting from $x_0$, ADT (left) looks for distribution parameters which bring the maximal expected loss, and it essentially searches for a $\delta$ direction to march towards maximizing the loss. This is because the highest loss can only be obtained at a single point, and inclusion of any other point will bring down loss. On the contrary, our method seeks a (Gaussian) distribution which has the maximal expected loss under the distribution distance constraint from $x_0$. The loss takes the neighborhood of $x$ into account, not only the point of $x$. More importantly, the distance constraint we apply provides a way to certify the robustness performance. Distinguishing from other previous robustness certificates via smoothed classifiers [1], [3], [4], [8], [9], our method provides a provable guarantee w.r.t. the ground truth input distribution, which better illustrates the robustness of a DNN than the distortion range-based certificate.

Highlights of our contribution are as follows. First, we propose a distributional robustness certificate over noisy inputs, and such a certificate better captures the empirical performance for the smoothed classifiers. Second, we prove the advantage of smoothed classifiers over the base ones from the perspective of certificates, implying a more robust performance for the deployed models. Third, we derive a data-dependent upper bound for the certificate, and minimize it in the training loop. The smoothness property entails the computational tractability of the certificate. We conduct extensive experiments on MNIST, CIFAR-10 and TinyImageNet, comparing with the state-of-the-art adversarial training methods as well as randomized smoothing based methods. The experimental results demonstrate that our method excels in empirical robustness.

II. RELATED WORK

Works proposed to defend against adversarial example attacks can be categorized as follows.

In empirical defences, there is no guarantee how the DNN model would perform against the adversarial examples. Stability training [10], [11] improves model robustness by adding randomized noise to the input during training but shows limited performance enhancement. Adversarial training [5], [12], [13], [14] trains over adversarial examples found at each training step but unfortunately does not guarantee the performance over unseen adversarial inputs. Although without a guarantee, adversarial training has excellent performance in empirical defences against adversarial attacks.

Certified defences are certifiably robust against any adversarial input within an $\ell_p$-norm perturbation range from the original input. Many works use Satisfiability Module Theory (SMT) ([15], [16], [17], [18]) to prove the robustness of neural networks against adversarial attacks. A line of works construct computationally tractable relaxations for computing an upper bound on the worst-case loss. The relaxations include linear programming [19], mixed integer programming [20], semidefinite programming [21], and convex relaxation [22], [23], [24]. And abstract interpretation is also used to verifying neural networks, which can soundly approximate the behavior of neural networks [25], [26]. In addition, [27], [28] consider the boundaries of different samples are non-uniform, so they find the non-uniform boundary of adversarial examples to guarantee the asymmetric robustness of models. However, the above works can only be implemented on small-scale CNN networks, and can not be applied to complex models. [29] also propose a robustness certificate based on a Lagrangian relaxation of the loss function, and is provably robust against adversarial inputs drawn from a distribution centered around the original input distribution. However, it requires the loss function to be smooth and thus prohibits the use of ReLU activation. Similarly, [30] makes a variety of assumptions to the loss function and the data distribution to construct a tractable form for the Wasserstein distributionally robust optimization problem, while our work removes such assumptions and deals with the general case.

Randomized smoothing introduces randomized noise to the neural network, and tries to provide a statistically certified robustness guarantee. The smoothing method does not depend on a specific neural network, or a type of relaxation, but can be generally applied to arbitrary neural networks. The idea of adding randomized noise was first proposed by [4], inspired by the differential privacy protection, and [3] improve the certificate with Rényi divergence. [1] obtain a more relaxed certified robustness bound through the smoothed classifier based on Neyman-Pearson theorem. [31] extend the noise addition mechanism to large-scale parallel algorithms. By extending the randomized noise to the general family of exponential distributions, [2] unify previous approaches to preserve robustness to adversarial attacks. [8] offer adversarial robustness guarantees for $\ell_0$-norm attacks. [32] provides a theoretical certificate for $\ell_0$-norm robustness by a non-additive and deterministic smoothing method. However, the randomized smoothing workflows are questioned.
by [33], to which our work has a similar observation that applying noise augmentation in training does not help with the learning objective. Both [9], [34] employ adversarial training to improve the performance of randomized smoothing. Likewise, our work trains over adversarial data with randomized noise. But we provide a more practical robustness certificate and a training method achieving higher empirical accuracies than theirs.

To better tell the difference between our work and prior ones, we list Table I to compare the loss functions in terms of additive noise for randomization, incorporation of regularization terms, and whether treating inputs as from a data distribution. Our method takes all three components into account.

III. PROPOSED APPROACH

We first define the closeness between distributions, based on which we depict how far the input distribution is perturbed. Under the perturbation constraint, we introduce the robustness certificate for smoothed classifiers. Our main theorem gives a tractable robustness certificate which is easy to be optimized. Following the certificate, we illustrate our algorithm for improving the robustness of the smoothed classifiers.

A. A Distributional Robustness Certificate

Definition 1 (Wasserstein distance). Wasserstein distances notion a closeness between distributions. Let \( \mathcal{X} \subseteq \mathbb{R}^d \), \( A, P \) be a probability space and the transportation cost \( c: \mathcal{X} \times \mathcal{X} \rightarrow [0, \infty) \) be nonnegative, lower semi-continuous, and \( c(x, x) = 0 \). \( P \) and \( Q \) are two probability measures supported on \( \mathcal{X} \). Let \( \Pi(P, Q) \) denotes the collection of all measures on \( \mathcal{X} \times \mathcal{X} \) with marginals \( P \) and \( Q \) on the first and second factors respectively, i.e., it holds that \( \pi(A, \mathcal{X}) = P(A) \) and \( \pi(\mathcal{X}, A) = Q(A), \forall A \in A \) and \( \pi \in \Pi(P, Q) \). The Wasserstein distance between \( P \) and \( Q \) is

\[
W_c(P, Q) := \inf_{\pi \in \Pi(P, Q)} \mathbb{E}_\pi [c(x, y)].
\]

(2)

For example, the \( \ell_2 \)-norm \( c(x, x_0) = \|x - x_0\|_2^2 \) satisfies the aforementioned conditions.

**Distributional robustness for smoothed classifiers:** Assume the original input \( x_0 \) is drawn from the distribution \( P_0 \), and the perturbed input \( z \) is drawn from the distribution \( P \). Since the perturbed input should be visually indistinguishable from the original one, we define the robustness region for the smoothed classifier as \( \mathcal{P} = \{ P : W_c(P \oplus Z, P_0) \leq \rho, P \in \mathcal{P}(\mathcal{X}) \} \) where \( \rho > 0 \). Instead of regarding the noise as a part of the smoothed classifier, we let \( z = x + z \) be a noisy input coming from the distribution \( P \oplus Z \). We use \( p_x, p_z \) to denote the probability density function of \( x, z \). The probability density function of \( s \) can be written as:

\[
p_x(s) = \int_{\mathbb{R}^d} p_z(t)p_z(s - t) \, dt.
\]

(3)

Since the noise \( z \in \mathbb{R}^d \), we need to set \( \mathcal{X} = \mathbb{R}^d \) to admit \( x + z \in \mathcal{X} \) as [1], [4], [9] do. Within such a region, we evaluate the robustness as a worst-case population loss over noisy inputs:

\[
\sup_{P: W_c(P \oplus Z, P_0) \leq \rho} \mathbb{E}_{P \oplus Z}[\ell(\theta; s)] \leq \sup_{P: W_c(P \oplus Z, P_0) \leq \rho} \mathbb{E}_P[\ell(\theta; x')].
\]

(4)

\( x' \sim P' \) is also the adversarial example in order to distinguish \( P \) on the left-hand. The proof is straightforward. The right-hand side of (4) indicates the worst-case loss over all adversarial distributions which are at most \( \rho \) away from \( P_0 \). It is intuitive that the one with Gaussian noise is a special case of the adversarial distributions and hence its worst-case loss should be no larger. The theorem illustrates that within a given perturbation range, the smoothed classifier potentially provides a lower adversarial loss over the input distribution and therefore higher robustness. However, such a robustness metric is impossible to measure in practice as we cannot depict \( P \) precisely. Even if \( P \) can be acquired, it can be a non-convex region which renders the constrained optimization objective intractable. Hence we resort to the Lagrangian relaxation of the problem to derive an upper bound for it.

B. A Surrogate Loss

As the main theorem of this work, we provide an upper bound for the worst-case population loss for any level of robustness \( \rho \). We further show that for small enough \( \rho \), the upper bound is tractable and easy to optimize.

**Theorem 2.** Let \( \ell : \Theta \times \mathcal{X} \rightarrow \mathbb{R} \) and transportation cost function \( c: \mathcal{X} \times \mathcal{X} \rightarrow \mathbb{R}_+ \) be continuous. Let \( x_0 \) be an input drawn from the input distribution \( P_0 \), \( x \) be the adversarial example which follows the distribution \( P \) and \( z \sim Z = N(0, \sigma^2 I) \) be the additive noise of the same shape as \( x \). Let \( \phi_\gamma(\theta; x_0) = \sup_{x \in \mathcal{X}} \mathbb{E}_Z[\ell(\theta; x + z) - \gamma c(x + z, x_0)] \) be the robust surrogate. For any \( \gamma, \rho > 0 \) and \( \sigma \), we have

\[
\sup_{P: W_c(P \oplus Z, P_0) \leq \rho} \mathbb{E}_{P \oplus Z}[\ell(\theta; s)] \leq \gamma \rho + \mathbb{E}_{P_0}[\phi_\gamma(\theta; x_0)].
\]

(5)
Proof scheme: To find the upper bound of \( \sup_{P:W_c(P)\leq \rho} E_{P\otimes Z}[\ell(\theta; s)] \), we first apply a Lagrangian form to transform the problem into its duality with dual variable \( \gamma \). We rewrite the expectation in integral form, and apply the definition of Wasserstein distance. The integral form is converted into \( \phi_\gamma(\theta; x_0) \) by separating the random variable \( z \) from \( x \), taking the expectation of \( z \), and maximizing over \( x \). We complete the proof by the definition of \( \sup \) and \( \inf \).

Proof. We express the worst-case loss in its dual form with dual variable \( \gamma \). By the weak dual property, we have

\[
\begin{align*}
\sup_{P:W_c(P)\leq \rho} E_{P\otimes Z}[\ell(\theta; s)] & \leq \\
\inf_{\gamma \geq 0} \sup_{P:W_c(P)\leq \rho} \{ E_{P\otimes Z}[\ell(\theta; s)] - \gamma W_c(P \otimes Z, P_0) + \gamma \rho \},
\end{align*}
\]

(6)

the left hand-side of which can be rewritten in integral form:

\[
\begin{align*}
\inf_{\gamma \geq 0} \sup_{P:W_c(P)\leq \rho} & \{ E_{P\otimes Z}[\ell(\theta; x + z)] - \gamma W_c(P \otimes Z, P_0) + \gamma \rho \} \\
& = \sup_{\gamma \geq 0} \inf_{P:W_c(P)\leq \rho} \{ \gamma W_c(P \otimes Z, P_0) + \gamma \rho \} \\
& \times \left\{ \int [\ell(\theta; x + z) - \gamma W_c(P \otimes Z, P_0) + \gamma \rho] d\pi(x) \right\},
\end{align*}
\]

(7)

Note that for any \( \pi \in \Pi(P \otimes Z, P_0) \), we have the statement that \( \int f(s) dP \otimes Z = \int f(s) d\pi(s, x_0) \). And by the definition of Wasserstein distance, we have

\[
\begin{align*}
\inf_{\gamma \geq 0} \sup_{P:W_c(P)\leq \rho} & \times \left\{ \int [\ell(\theta; s) - \gamma W_c(P \otimes Z, P_0) + \gamma \rho] d\pi(s, x_0) \right\} \\
& = \sup_{\gamma \geq 0} \inf_{P:W_c(P)\leq \rho} \left\{ \int \ell(\theta; s) d\pi(s, x_0) \right\} \\
& - \gamma \inf_{\pi \in \Pi(P \otimes Z, P_0)} \int c(s, x_0) d\pi(s, x_0) + \gamma \rho \\
& = \sup_{\gamma \geq 0} \inf_{P:W_c(P)\leq \rho} \left\{ \int \ell(\theta; s) - \gamma c(s, x_0) d\pi(s, x_0) + \gamma \rho \right\},
\end{align*}
\]

(8)

By the independence between \( z \) and \( x, x_0 \), one would obtain

\[
\begin{align*}
\int [\ell(\theta; s) - \gamma c(s, x_0)] d\pi(s, x_0) & = \int \int [\ell(\theta; x + z) - \gamma c(x + z, x_0)] d\pi(x, x_0) \\
& = \int \int [\ell(\theta; x + z) - \gamma c(x + z, x_0)] d\pi(x, x_0)
\end{align*}
\]

(9)

By taking the maximum over \( x \),

\[
\begin{align*}
\int \int [\ell(\theta; x + z) - \gamma c(x + z, x_0)] d\pi(x, x_0) & = \int \int [\ell(\theta; x + z) - \gamma c(x + z, x_0)] d\pi(x, x_0) \\
& \leq \int \sup_x \{ E_Z[\ell(\theta; x + z) - \gamma c(x + z, x_0)] \} d\pi(x, x_0).
\end{align*}
\]

(10)

Fixing \( x \) to be value that maximizes the expression to be integrated, \( x \) in the formula is fixed, so we only need to integrate \( d\pi(x, x_0) \) on \( X \). So we can get:

\[
\begin{align*}
\int \sup_x \{ E_Z[\ell(\theta; x + z) - \gamma c(x + z, x_0)] \} d\pi(x, x_0) & = \int \sup_x \{ E_Z[\ell(\theta; x + z) - \gamma c(x + z, x_0)] \} dP_0(x_0) \\
& = E_{P_0} \sup_x E_Z[\ell(\theta; x + z) - \gamma c(x + z, x_0)].
\end{align*}
\]

(11)

Because the distribution of \( z \) is definite and \( z \) is independent of \( x \), and supremum of \( P \otimes Z \) is replaced by the supremum of \( x \). Therefore, (8) can be written as

\[
\begin{align*}
\inf_{\gamma \geq 0} \sup_{P:W_c(P)\leq \rho} & \left\{ \sup_{\pi \in \Pi(P \otimes Z, P_0)} \int [\ell(\theta; s) - \gamma c(s, x_0)] d\pi(s, x_0) + \gamma \rho \right\} \\
& \leq \inf_{\gamma \geq 0} \sup_{P:W_c(P)\leq \rho} \sup_{\pi \in \Pi(P \otimes Z, P_0)} \left\{ E_{P_0} \sup_x E_Z[\ell(\theta; x + z) - \gamma c(x + z, x_0)] + \gamma \rho \right\}.
\end{align*}
\]

(12)

By plugging the above into (6), we could get

\[
\begin{align*}
\sup_{P:W_c(P)\leq \rho} E_{P\otimes Z}[\ell(\theta; s)] & \leq \inf_{\gamma \geq 0} \left\{ E_{P_0} \sup_x E_Z[\ell(\theta; x + z) - \gamma c(x + z, x_0)] + \gamma \rho \right\} \\
& = \inf_{\gamma \geq 0} \left\{ E_{P_0} [\phi_\gamma(\theta; x_0)] + \gamma \rho \right\}.
\end{align*}
\]

(13)

for any given \( \gamma \geq 0 \), which completes the proof.

It is notable that the right-hand side takes the expectation over \( P_0 \) and \( Z \) respectively. Given a particular input \( x_0 \sim P_0 \), we seek an adversarial example that maximizes the expected loss over the additive noise. Typically, \( P_0 \) is impossible to obtain and thus we use an empirical distribution, such as the training data distribution, to approximate \( P_0 \) in practice.

Since Theorem 2 provides an upper bound for the worst-case population loss, it offers a principled adversarial training approach which minimizes the upper bound instead of the actual loss, i.e.,

\[
\begin{align*}
\text{minimize } & E_{P_0}[\phi_\gamma(\theta; x_0)],
\end{align*}
\]

(14)
In the following, we show the above loss function has a tractable form for arbitrary neural networks, due to a smoothed loss function. Hence Theorem 2 provides a tractable robustness certificate depending on the data.

Properties of the Smoothed Classifier: We show the optimization objective of (14) is easy to compute for any neural network, particularly for the non-smooth ones with ReLU activation layers. More importantly, the smoothness of the classifier enables the adversarial training procedure to converge as we want by using the common optimization techniques such as stochastic gradient descent. The smoothness of the loss function comes from the smoothed classifier with randomized noise. Specifically,

Lemma 1. Assume \( \ell : \Theta \times \mathcal{X} \to [0, M] \) is a bounded loss function. The loss function on the smoothed classifier can be expressed as \( \hat{\ell}(\theta; x) := \mathbb{E}_z[\ell(\theta; x + z)] \), \( z \sim \mathcal{N}(0, \sigma^2 I) \). Then we have \( \hat{\ell} \) is \( \frac{2M}{\sigma^2} \)-smooth w.r.t. \( \ell_2 \)-norm, i.e., \( \| \nabla_x \hat{\ell}(\theta; x) - \nabla_{x'} \hat{\ell}(\theta; x') \|_2 \leq \frac{2M}{\sigma^2} \| x - x' \|_2 \).

We present the proof in Appendix A.1, which can be found on the Computer Society Digital Library at http://doi.ieeecomputersociety.org/10.1109/10.1109/TDSC.2023.3264850. It mainly takes advantage of the randomized noise which has a smoothing effect on the loss function. For DNNs with non-smooth layers, the smoothed classifier makes it up and turns the loss function to a smoothed one, which contributes as an important property to the strong concavity of \( \mathbb{E}_z[\ell(\theta; x + z) - \gamma c(x + z, x_0)] \) and therefore ensures the tractability of the robustness certificate. Please refer to supplementary material for more properties.

C. Noisy Adversarial Learning Algorithm

Problem (14) provides an explicit way to improve the robustness of a smoothed classifier parameterized by \( \theta \). We correspondingly design a noisy adversarial learning algorithm to obtain a classifier whose robustness can be guaranteed. In the algorithm, we use the empirical distribution to replace the ideal input distribution \( P_0 \), and sample \( z \) \( r \) times to substitute the expectation with the sample average. Assuming we have a total of \( n \) training instances \( x_0^i, \forall i \in [n] \), and sample \( z_{ij} \sim \mathcal{N}(0, \sigma^2 I) \) for the \( i \)th instance for \( r \) times, the objective is:

\[
\min_{\theta \in \Theta} \frac{1}{nr} \sum_{i=1}^{n} \sup_{x \in \mathcal{X}} \sum_{j=1}^{r} \left[ \ell(\theta; x + z_{ij}) - \gamma c(x + z_{ij}, x_0^i) \right].
\]

(16)

The detail of the algorithm is illustrated in Algorithm 1. In the inner maximization step (line 3-6), we adopt the projected gradient descent (PGD) [5, 12] to approximate the maximizer according to the convention. The hyperparameters include the number of iterations \( K \) and the learning rate \( \eta_1 \). Within each iteration, we sample the Gaussian noise \( z \) \( r \) times, given which we compute an average perturbation direction for each update. The more noise samples, the closer the averaging result is to the expected value, which is at the sacrifice of higher computation expense. Similarly, a larger number of \( K \) indicates stronger adversarial attacks and higher model robustness, but also incurs higher computation complexity. Hence choosing appropriate values of \( r \) and \( K \) is important in practice.

After training is done, we obtain the classifier parameter \( \theta \). In the inference phase, we sample a number of \( z \sim \mathcal{N}(0, \sigma^2 I) \) to add to the testing instance. The noisy testing examples are fed to the classifier to get the prediction outputs.

An Alternative View: We provide an alternative intuition for our algorithm. Assume that the input dataset contains \( n \) records and \( X_0 \) is a sample of the distribution \( P^g_0 \) since each input \( x_0 \sim P_0 \). Correspondingly, let the adversarial sample set be \( X \) which is drawn from the worst-case adversarial distribution \( P^\star \), and \( P^\star = \arg \sup_{\gamma \in \mathcal{P}} \mathbb{E}_{P}[\ell(\theta; x)] \). A significant drawback of the vanilla adversarial training is that, the loss value at each training sample could be quite different, resulting in high instability in the model robustness. Instead of training over a limited number of inputs, we wish to train over a larger input set to reduce the instability. Ideally, we train over \( m \) samples of \( P^g \) rather than one: \( X^{(1)}, \ldots, X^{(m)} \sim P^g \). Obviously, we do not have so much data, so we adopt a sampled mean \( M = \sum_{i=1}^{m} X^{(i)}/m \) for training. It is intuitively more stable to train over \( M \) than over \( X \). To acquire \( M \), we apply Central Limit Theorem for an estimation: \( m \to \infty, M \sim \mathcal{N}(\mu, \sigma^2 I) \), where \( \mu \) and \( \sigma^2 \) are the mean and variance of the distribution \( P^g \). By using the worst-case adversarial examples \( X \) to approximate \( \mu \) and \( \sigma^2 \) to estimate \( \tilde{\mathcal{L}}^g_m \), our algorithm trains over \( M \sim \mathcal{N}(X, \sigma^2 I) \). It means that each input is added the Gaussian noise \( z \sim Z = \mathcal{N}(0, \sigma^2 I) \) before being fed to the classifier. The trick is called randomized smoothing in [1, 4, 9]. Hence, we show an alternative explanation for why randomized smoothing could enhance the robustness of the classifiers.

Convergence: An important property associated with the smoothed classifier is the strong concavity of the robust surrogate loss, which is the key to the convergence proof. As long as the loss \( \hat{\ell} \) is smooth on the parameter space \( \Theta \), NAL has a convergence rate \( O(1/\sqrt{T}) \), similar to [29], but NAL does not need to replace the non-smooth layer ReLU with Sigmoid or ELU to guarantee robustness.
We start with the required assumptions, which roughly quantify the robustness we provide.

**Assumption 1.** The loss $\hat{\ell}: \Theta \times \mathcal{X} \rightarrow [0, M]$ satisfies the Lipschitz-smoothness conditions

$$
\| \nabla_{\theta} \hat{\ell}(\theta; x) - \nabla_{\theta} \hat{\ell}(\theta'; x) \|_2 \leq L_{\theta\theta} \| \theta - \theta' \|, \\
\| \nabla_{x} \hat{\ell}(\theta; x) - \nabla_{x} \hat{\ell}(\theta; x') \|_2 \leq L_{xx} \| x - x' \|, \\
\| \nabla_{\theta} \hat{\ell}(\theta; x) - \nabla_{\theta} \hat{\ell}(\theta; x') \|_2 \leq L_{\theta x} \| x - x' \|, \\
\| \nabla_{x} \hat{\ell}(\theta; x) - \nabla_{x} \hat{\ell}(\theta; x') \|_2 \leq L_{x x} \| x - x' \|.
$$

(17)

Let $\| \cdot \|$ be the dual norm to $\| \cdot \|$ on $\Theta$ and $\mathcal{X}$.

In order to present the proof of convergence, we first need to prove that the function $\mathbb{E}_{Z}[\ell(\theta; x + z) - \gamma c(x + z, x_{0})]$ is strongly concave.

**Proposition 1.** For any $c: \mathcal{X} \times \mathcal{X} \rightarrow \mathbb{R} \cup \{\infty\}$ 1-strongly convex in its first argument, and $\ell: \theta \times x \rightarrow \mathbb{E}_{Z}[\ell(\theta; x + z)]$ being $\frac{2M}{\sigma^2}$-smooth, the function $\mathbb{E}_{Z}[\ell(\theta; x + z) - \gamma c(x + z, x_{0})]$ is strongly concave in $x$ for any $\gamma \geq \frac{2M}{\sigma^2}$.

**Proof.** Since $\hat{\ell}$ is $\frac{2M}{\sigma^2}$-smooth and $c$ is 1-strongly convex in its first argument, we have

$$
\nabla_{x}^2 \mathbb{E}_{Z}[\ell(\theta; x + z) - \gamma c(x + z, x_{0})] \leq \frac{2M}{\sigma^2} I,
$$

(18)

and

$$
\nabla_{x}^2 \mathbb{E}_{Z}[\ell(\theta; x + z) - \gamma c(x + z, x_{0})] \leq \frac{2M}{\sigma^2} \gamma I.
$$

(19)

Therefore we have

$$
\nabla_{x}^2 \mathbb{E}_{Z}[\ell(\theta; x + z) - \gamma c(x + z, x_{0})] \leq \left( \frac{2M}{\sigma^2} - \gamma \right) I.
$$

(20)

Hence the strong concavity is proved for $\gamma \geq \frac{2M}{\sigma^2}$. \hfill \Box

**Lemma 2.** Let $f : \Theta \times \mathcal{X} \rightarrow \mathbb{R}$ be differentiable and $\lambda$-strongly convex in $x$ with respect to the norm $\| \cdot \|$, and define $\bar{f}(\theta) = \sup_{x \in \mathcal{X}} f(\theta, x)$. Let $g_0(\theta, x) = \nabla_{\theta} \bar{f}(\theta, x)$ and $g_x(\theta, x) = \nabla_{x} \bar{f}(\theta, x)$, and assume $g_0$ and $g_x$ satisfy Assumption 1 with $\bar{f}(\theta, x)$ replaced with $f(\theta, x)$. Then $\bar{f}$ is differentiable, and letting $x^*(\theta) = \arg\max_{x \in \mathcal{X}} f(\theta, x)$, we have $\nabla \bar{f}(\theta) = g_0(\theta, x^*(\theta))$.

Moreover,

$$
\| x^*(\theta_1) - x^*(\theta_2) \| \leq \frac{L_{xx}}{\lambda} \| \theta_1 - \theta_2 \|,
$$

and

$$
\| \nabla \bar{f}(\theta_1) - \nabla \bar{f}(\theta_2) \| \leq \left( L_{\theta \theta} + \frac{L_{\theta x} L_{xx}}{\gamma L_{xx}} \right) \| \theta_1 - \theta_2 \|,
$$

(21)

which imply that $\bar{f}(\theta)$ is $(L_{\theta \theta} + \frac{L_{\theta x} L_{xx}}{\gamma L_{xx}})$-smooth.

The proof is referred to Appendix A.2, available in the online supplemental material.

Fix $x_0 \in \mathcal{X}$ and focus on the $\ell_2$-norm case where $c(x, x_0)$ satisfies 1-strongly convex with $\| \cdot \|_2$. Noting that $f(\theta, x) := \mathbb{E}_{Z}[\ell(\theta; x + z) - \gamma c(x + z, x_0)]$ is $\gamma$ strongly convex, then has $L_{\theta \theta} + \frac{L_{\theta x} L_{xx}}{\gamma L_{xx}}$-Lipschitz gradients, and

$$
\nabla_{\theta} \phi_{\gamma}(\theta; x_{0}) = \nabla_{\theta} \mathbb{E}_{Z}[\ell(\theta; x + z) - \gamma c(x + z, x_{0})],
$$

(22)

where $x^*(x_0, \theta) = \arg\max_{x \in \mathcal{X}} \mathbb{E}_{Z}[\ell(\theta; x + z) - \gamma c(x + z, x_{0})]$, noting that we perform gradient steps with

$$
g^t = \nabla \bar{f}(\theta^t; x^t, x_{0})
$$

for $x'$ an $\epsilon$-approximate maximizer of $f(\theta; x, x_0)$ in $x$ (it means that $f(\theta; x', x_0) - f(\theta; x, x_0) \leq \epsilon$, and $\theta^{t+1} = \theta_t - \eta \gamma^t$).

We assume $\eta \leq \frac{1}{2L_{\theta \theta}}$ in the rest of the proof. According to Lemma 2, we could know that $F$ is $L_{\theta \theta}$-smooth. By a Taylor expansion using the $L_{\theta \theta}$-smoothness of the objective function, we have

$$
F(\theta^{t+1}) \leq F(\theta^t) + \langle \nabla F(\theta^t), \theta^{t+1} - \theta^t \rangle + \frac{L_{\theta \theta}}{2} \| \theta^{t+1} - \theta^t \|_2^2
$$

$$
= F(\theta^t) - \eta \left( 1 - \frac{1}{2} L_{\theta \theta} \eta \right) \| \nabla F(\theta^t) \|_2^2
$$

$$
+ \frac{L_{\theta \theta} \eta^2}{2} \| g^t - \nabla F(\theta^t) \|_2^2
$$

$$
+ \eta \left( 1 - L_{\theta \theta} \eta \right) \langle \nabla F(\theta^t), \nabla F(\theta^t) - g^t \rangle.
$$

(24)
Recalling the definition $\phi_\gamma(\theta; x_0) = E_x \sup_{z \in S} \{ f(\theta; x + z) - \gamma c(x + z, x_0) \}$, we define the potentially biased errors $\delta^t = \nabla_\theta \phi_\gamma(\theta; x_0) - \theta^t$. Hence
\[
F(\theta^{t+1}) \leq F(\theta^t) - \eta_2 \left( 1 - \frac{1}{2} L_\phi \eta_2 \right) \| \nabla F(\theta^t) \|^2_2 + \eta_2 \left( 1 - L_\phi \eta_2 \right) \langle \nabla F(\theta^t), \nabla F(\theta^t) - \nabla_\theta \phi_\gamma(\theta; x_0) \rangle + L_\phi \eta_2^2 / 2 \| \nabla_\theta \phi_\gamma(\theta; x_0) + \delta^t - \nabla F(\theta^t) \|^2_2 - \eta_2 \left( 1 - L_\phi \eta_2 \right) \langle \nabla F(\theta^t), \delta^t \rangle.
\]
(25)

Using $+\langle a, b \rangle \leq \frac{1}{2} \| a \|^2 + \frac{1}{2} \| b \|^2$ and $\| a \| \leq \| b \|$ in the preceding display, we get
\[
F(\theta^{t+1}) \leq F(\theta^t) + L_\phi \eta_2^2 \| \nabla F(\theta^t) - \nabla_\theta \phi_\gamma(\theta; x_0) \|^2_2 - \eta_2 \frac{L_\phi}{2} \| \nabla F(\theta^t) \|^2_2 + \frac{\eta_2 (1 + L_\phi \eta_2)}{2} \| \delta^t \|^2_2 + \eta_2 \left( 1 - L_\phi \eta_2 \right) \langle \nabla F(\theta^t), \nabla F(\theta^t) - \nabla_\theta \phi_\gamma(\theta; x_0) \rangle.
\]
(26)

Using $E[\nabla_\theta \phi_\gamma(\theta^t; z^t) | \theta^t] = \nabla F(\theta^t)$ and the assumption in Theorem 3, we derive
\[
E \left[ F(\theta^{t+1}) - F(\theta^t) | \theta^t \right] \leq -\eta_2 \frac{L_\phi}{2} \| \nabla F(\theta^t) \|^2_2 + \frac{\eta_2 \| \nabla_\theta \phi_\gamma(\theta^t; x_0) + \delta^t - \nabla F(\theta^t) \|^2_2}{2} + L_\phi \eta_2^2 \tau^2.
\]
(27)

Letting $x^* = \arg\max_x f(\theta^t; x, x_0)$, note that the error $\delta^t$ satisfies
\[
\| \delta^t \|^2_2 = \| \nabla_\theta \phi_\gamma(\theta^t; x_0) - \nabla_\theta f(\theta^t; x^*, x_0) \|^2_2
\]
\[
= \| \nabla_\theta \epsilon(\theta^t; x^*, x_0) \|^2_2
\]
\[
\leq L_{\theta,x} \| x^* - x \|^2_2 \frac{L_\phi^2 \tau}{\lambda}.
\]
(28)

where the final inequality uses the $\lambda = \gamma - L_{xx}$ strong-concavity of $x \mapsto f(\theta^t; x, x_0)$. For shorthand, let $\tilde{\epsilon} = \frac{L_{\theta,x}^2 \tau}{\lambda} \epsilon$. We have
\[
E \left[ F(\theta^{t+1}) - F(\theta^t) | \theta^t \right] \leq -\eta_2 \frac{L_\phi}{2} \| \nabla F(\theta^t) \|^2_2 + \eta_2 \tilde{\epsilon} + L_\phi \eta_2^2 \tau^2.
\]
(29)

where we use the fact that $\eta_2 \leq \frac{1}{L_\phi \eta_2}$. For a fixed stepsize $\eta_2$, taking the total expectation yields
\[
E \left[ \| \nabla F(\theta^t) \|^2_2 \right] - 2\tilde{\epsilon} \leq \frac{2}{\eta_2} E \left[ F(\theta^t) - F(\theta^{t+1}) \right] + 2L_\phi \eta_2^2 \tau^2.
\]
(30)

Since $F(\theta^t) - F(\theta^T) \leq F(\theta^0) - \inf_{\theta} F(\theta) \leq \Delta F$ by assumption, we sum over $t$ to obtain
\[
\frac{1}{T} \sum_{t=0}^{T-1} E \left[ \| \nabla F(\theta^t) \|^2_2 \right] - 2\tilde{\epsilon} \leq \frac{2}{\eta_2} E \left[ F(\theta^0) - F(\theta^T) \right] + 2L_\phi \eta_2^2 \tau^2.
\]
(31)

Applying $\eta_2 = \sqrt{\frac{\Delta F}{2L_\phi \tau^2}}$, we could get the result that
\[
\frac{1}{T} \sum_{t=0}^{T-1} E \left[ \| \nabla F(\theta^t) \|^2_2 \right] - 2\tilde{\epsilon} \leq 4T \sqrt{\frac{\Delta F}{L_\phi \tau^2}}.
\]
(32)

It is straightforward from the conclusion that a larger number of iterations facilitates convergence. For the variance $\sigma^2$ of the Gaussian noise, we observe that its main influence is to $L_{xx} = M \frac{\sigma^2}{\tau}$. Therefore, the larger $\sigma$, the smaller $L_{xx}$, resulting in a smaller $L_\phi$ which means the robustness certificate is tighter. Since there is a natural tradeoff between adversarial robustness and accuracy [13], the enhancement in adversarial robustness leads to a decrease in accuracy. We will further elaborate on the points in the experiments.

IV. COMPARISON WITH OTHER CERTIFICATES

We compare our work with the state-of-the-art robustness definitions and certificates in this section.

A. Adversarial Training

In Theorem 1, we show that the distributional robustness certificate improves over smoothed classifiers. Now we further demonstrate that our robust surrogate loss is still inferior to the worst-case adversarial loss of the base classifier.

Corollary 1. Under the same denotations and conditions as Theorem 2, we have
\[
\inf_{\gamma \geq 0} \{ \gamma \rho + E_{P_0}[\phi_\gamma(\theta; x_0)] \} \leq \sup_{P \leq W_\epsilon(\rho \gamma ; P_0)} E_{P}[\ell(\theta; s)],
\]
(30)

where $x' \sim P'$ is also the adversarial example and the right-hand-side is the same of that in Theorem 1.

We present the proof here. Proof. By (13) we could get
\[
\sup_{P \leq W_\epsilon(\rho \gamma ; P_0)} E_{P}[\ell(\theta; s)] \leq \inf_{\gamma \geq 0} \{ \gamma \rho + E_{P_0}[\phi_\gamma(\theta; x_0)] \},
\]
(31)

where
\[
E_{P_0}[\phi_\gamma(\theta; x_0)] = E_{P_0} \left\{ \sup_{x \in X} E_{Z}[\ell(\theta; x + z) - \gamma c(x + z, x_0)] \right\}.
\]
(32)

Since $\ell(\theta; x + z) - \gamma c(x + z, x_0)$ is strongly concave for $x + z$ in [29], by Jensen Inequality we have for any fixed $x$,
\[
E_{Z}[\ell(\theta; x + z) - \gamma c(x + z, x_0)] \leq \ell(\theta; x) - \gamma c(x, x_0).
\]
(33)

Hence, the following inequality holds
\[
E_{P_0}[\phi_\gamma(\theta; x_0)] \leq E_{P_0} \sup_{x \in X} [\ell(\theta; x) - \gamma c(x, x_0)].
\]
(34)
attacks. Undefended means a naturally trained model. Solid lines represent $R > \ell$ and others guarantee the to and . Actually, we found the are within a given range with probability $\sigma$ and can also be found in Theorem 7 of [29] attack radius. $(\epsilon)$ sup respectively. For example, the results in $p$ and is $\leq 2$ $\epsilon$. (34) Testing accuracies under $=0$ $g$ is the inverse of the standard Gaussian CDF, $=2 \gamma \rho$ is $\leq 0$ is applications, not a single instance. (triangle) degrade significantly compared with STN/training with noise (diamond/circle). The result is a piece of evidence that a classifier almost cannot defend adversarial attacks when trained without but tested with additive noise (solid line with triangles). Therefore, we conclude the smoothed classifier can only improve robustness only if the base classifier is robust. We consider robustness refers to the ability of a DNN to classify adversarial examples into the correct classes, and such an ability should be evaluated on the population of adversarial examples, not a single instance.

V. EXPERIMENTS

Metrics: To evaluate the certified accuracies for the smoothed classifiers, we perform 100000 tests on each test example to calculate $p_A$ and $\overline{p_B}$ respectively, and then use (35) to calculate the robust radius $R$. We compute certified accuracy by counting the proportion of examples whose robust radius $R$ is larger than $\ell_2$ attack radius. $R > \ell_2$ attack radius means the example is robust. The same setting of [1] is adopted to evaluate the certified accuracy. We also evaluate the empirical accuracies for different methods by launching the PGD attack [5], [12] following the convention of [3], [13], [29], etc. We set the number of iterations in PGD attack as $K_{PGD} = 20$, 100 respectively and the learning rate $\eta = 2\epsilon / K_{PGD}$ where $\epsilon$ is $\ell_2$ attack radius.

Baselines, Datasets and Models. Testing accuracies under different levels of adversarial attacks are chosen as the metric. We compare the empirical performance of NAL with representative baselines including: WRM [29], SmoothAdv [9], STN [3], smoothing [1], PGD [5] and TRADES [13]. Since WRM...
Fig. 3. (a), (b), and (c) We compare the certified accuracies of NAL with SmoothAdv, Smoothing and STN on MNIST, CIFAR-10 and Tiny ImageNet at $\gamma = 1.5$ and the corresponding $\varepsilon$. On MNIST and Tiny ImageNet, NAL shows a close certified accuracy to SmoothAdv while superior to other baselines overall. On CIFAR-10, the performance of NAL is close to STN, slightly stronger than SmoothAdv and Smoothing. (d) We compare NAL with SmoothAdv, TRADES and STN on Tiny ImageNet at $\gamma = 1.5$ and the corresponding $\varepsilon$. NAL shows a better performance than all baselines, except the natural accuracy ($\ell_2$ attack radius $= 0$) of STN.

| Dataset         | $\gamma$ | $\varepsilon$ |
|-----------------|----------|---------------|
| MNIST           | 0.5/1.5  | (0.84, 0.34, 0.21) |
| CIFAR-10 (R)    | 0.5/1.5  | (1.53, 0.92, 0.40) |
| CIFAR-10 (V)    | 0.5/1.5  | (1.23, 0.57, 0.28) |
| Tiny ImageNet   | 0.5/1.5  | 0.93          |

TABLE II
HYPERPARAMETERS AND PERTURBATION RANGE ON DIFFERENT DATASETS. CIFAR-10 (R) REPRESENTS CIFAR-10, RESNET-18 AND CIFAR-10 (V) REPRESENTS CIFAR-10, VGG-16

Training Hyperparameters. Table II gives the training hyperparameters in NAL and the batch size is chosen as 128. The hyperparameters used in baselines are supplied in Table III.

A. Results
Due to space constraints, we only show partial results. Please find the complete results in supplementary material.

Fig. 4. Trade-off between robustness and natural accuracy on CIFAR-10, ResNet-18 with $\sigma = 0.1$ and different $\varepsilon$s. The dotted line shows the general trend of baselines with each $\varepsilon$. The same color represents the same setting with corresponding $\gamma$ and $\varepsilon$, under which NAL has the best performance overall.

We compute $\rho$ as the expected transportation cost between the generated adversarial examples and the original inputs over the training set:

$$\varepsilon^2 = \rho(\theta) = \mathbb{E}_{P_0} \mathbb{E}_Z [c(x + z, x_0)].$$

(36)

And $\varepsilon$ can be computed accordingly. The corresponding values of $\gamma$ and $\varepsilon$ are given in Table II as well.

A. Results
Due to space constraints, we only show partial results. Please find the complete results in supplementary material.

TABLE IV
TESTING ACCURACIES FOR ReLU MODEL AND ELU MODEL ON CIFAR-10, RESNET-18 WITH NAL AND FIXED $\sigma = 0.1$

empirical accuracies of different methods are presented in Figs. 3(d), 4, and Table V. For WRM-related comparison, all experiments are conducted on ELU-modified DNNs to ensure smoothness by the request from [29]. NAL exceeds WRM for every $\gamma$ over all the datasets including MNIST, CIFAR-10 and Tiny ImageNet. Empirical accuracies of other baselines are presented in Table V. NAL outperforms all others in the sum of the robust and natural accuracies while STN, Smoothing and PGD enjoy relatively higher natural accuracy. This may be explained by the inherent trade-off between natural accuracy
and robustness [13]. In addition, TRADES and SmoothAdv have better robustness performance than STN, Smoothing and PGD. And the sum of robust and natural accuracies of TRADES and SmoothAdv are higher. Therefore, the performance of TRADES and SmoothAdv will be better than STN, Smoothing and PGD. Since the classification difficulty of the MNIST dataset is relatively simple, the results of most of the mechanisms are not significantly different, and the difference between CIFAR-10 and Tiny ImageNet will be more obvious. Since we test robust accuracy against PGD attacks, the adversarial training with PGD has the worst performance among all. The adversarial examples generated by PGD attacks would yield a maximal loss in the inner maximization problem in PGD adversarial training.

To show NAL indeed has a better tradeoff, we depict the robustness-accuracy with different \( \varepsilon \) in Fig. 4 on CIFAR 10, ResNet-18. Most of the baselines exhibit some kind of tradeoff except that NAL has superior performance above all. We made the corresponding results of all experiments into coordinates “(natural accuracy, robust accuracy)”. The shapes of different legends in the figure represent different defense methods, and different colors represent the experimental results under different parameter (\( \varepsilon \) or \( \gamma \)) settings. Under different parameter settings, we use dashed lines of different colors to mark the straight line of the trade-off between natural accuracy and robust accuracy. It can be seen that all the baselines are near the dashed line. The results show that these baseline methods are different performances under a close trade-off. The difference is that TRADES and SmoothAdv are located on the left side of the dashed line, so robust accuracy is higher, and STN, Smoothing and PGD are located on the right side of the dashed line, so natural accuracy is higher. In addition, as the \( \varepsilon \) increases, we find that the dotted line moves to the lower left, which means that the trade-off performance of the model decreases as the \( \varepsilon \) increases. In the figure, we can clearly find that the star pattern representing the STN method is above the dotted line of the same color, and the gap is obvious. It can be seen that the STN method not only has better robust accuracy, but also has better trade-off performance. We present more result in Appendix B.2, available in the online supplemental material.

ReLU and ELU Models. To show the advantage of our approach applying to ReLU models, we compare ResNet-18 with ReLU and ELU on CIFAR-10 for NAL. From Fig. 2(c), throughout the training process, the loss of the ReLU model is smaller than that of the ELU model, and ReLU model presents faster convergence. The robustness performance of both models is presented in Table IV. It is clear that in the testing phase, the ReLU model also obtains a better performance. And the only one exception is that when \( \ell_2 \) radius = 0, the accuracy of two models is very close. Hence ReLU models have better performance than ELU models in general, demonstrating our approach avoids accuracy degradation caused by ELU networks due to the requirement of smooth property. Compare With WRM on ELU-Based Models. Fig. 5 shows the comparison between NAL and WRM on the ELU-based models under the PGD-20 attack over different databases. And NAL outperforms WRM over all the datasets and different models with different \( \gamma \)s. We can see that even under the same ELU-based models, the NAL method still present a better performance than the WRM method. MNIST looks relatively close due to its simple task, and obvious differences can be seen on CIFAR-10 and Tiny ImageNet. Since the NAL mechanism has better performance on the ReLU model, the direct gap with WRM will further increase.

Sample Number and PGD Iterations. We also study the impact of the noise sample number \( r \) and PGD iteration \( K \) to the model robustness with CIFAR-10, ResNet-18 as an example. The results in Table VI show that while the model performance enhances with \( K \), it does not necessarily increase with a larger \( r \). For a combined consideration of computation overhead and accuracy, we choose \( K = 4 \), \( r = 4 \) by default, which is likely to deliver sufficiently good performance.

Noise Level. We vary the value of \( \sigma \) in the experiments to find out their impact. By the results in Table VII, we observe \( \sigma = 0.1 \) yields the best performance on CIFAR-10, considering all levels of adversarial attacks. For SmoothAdv and STN, \( \sigma = 0.1 \) also has good performance. Although STN has the highest natural accuracy when \( \sigma = 0.05 \), the robustness of this model is too low when under PGD attack. Hence, we choose \( \sigma = 0.1 \) by default in the following. Here we only show the data of \( \gamma = 1.5 \) and \( (K, r) = (4, 4) \). For more complete data, please refer to the supplementary materials.

Size of the Datasets. We also study the impact of dataset size to robustness and accuracy on MNIST, CNN as an example. Table VIII shows the results for varying training data sizes. The overall impact of dataset sizes is mild in our testing range. Nevertheless, both natural accuracy and robust accuracy improved with a larger dataset. Although the highest accuracies are not obtained at the largest dataset, the results are sufficient to support that a larger dataset leads to more accurate estimation of the data distribution, thereby yielding superior performance.
Fig. 5. NAL outperforms WRM on MNIST, CNN, CIFAR-10, VGG-16, CIFAR-10, ResNet-18 and Tiny ImageNet, ResNet-18. All the experiments are trained on ELU models under different $\gamma$s. For the same $\gamma$, NAL exceeds WRM.

### TABLE VII

| $\ell_2$ attack radius | 0   | 0.25 | 0.5  | 0.75 | 1.25 | 1.5  | 1.75 |
|-------------------------|-----|------|------|------|------|------|------|
| NAL $\sigma = 0.05$    | 0.8579 | 0.7809 | 0.6761 | 0.5549 | 0.4262 | 0.2916 | 0.1888 | 0.1329 |
| NAL $\sigma = 0.1$     | 0.8522 | 0.8155 | 0.7684 | 0.7140 | 0.6466 | 0.5684 | 0.4829 | 0.3909 |
| NAL $\sigma = 0.2$     | 0.8307 | 0.7781 | 0.7213 | 0.6498 | 0.5644 | 0.4785 | 0.3837 | 0.2999 |
| SmoothAdv $\sigma = 0.05$ | 0.7643 | 0.7086 | 0.6378 | 0.5644 | 0.4841 | 0.4050 | 0.3297 | 0.2602 |
| SmoothAdv $\sigma = 0.1$ | 0.8066 | 0.7264 | 0.6281 | 0.5376 | 0.4399 | 0.3467 | 0.2700 | 0.2010 |
| SmoothAdv $\sigma = 0.2$ | 0.7411 | 0.6758 | 0.6079 | 0.5327 | 0.4689 | 0.4005 | 0.3350 | 0.2736 |
| STN $\sigma = 0.05$    | 0.8988 | 0.7347 | 0.4834 | 0.2594 | 0.1167 | 0.0466 | 0.0155 | 0.0063 |
| STN $\sigma = 0.1$     | 0.8669 | 0.7609 | 0.6164 | 0.4116 | 0.2847 | 0.1678 | 0.0927 | 0.0444 |
| STN $\sigma = 0.2$     | 0.8000 | 0.7060 | 0.5867 | 0.4695 | 0.3523 | 0.2472 | 0.1708 | 0.1123 |

### TABLE VIII

The impact of the dataset size on MNIST, CNN. We set the $\gamma = 1.5$, $\epsilon = 0.34$, $\sigma = 0.1$ and the robust accuracy is obtained under PGD-20 attack. The best performance at the same noise level is in bold.

| MNIST-CNN | Num of dataset |
|-----------|----------------|
| Natural   | 10000 20000 30000 40000 50000 60000 |
| Robust    | 98.61% 98.94% 99.04% 99.27% 99.14% 99.18% |

**Certificate:** To better understand how close the upper bound is to the true distributional risk, we plot our certificate $\gamma_{\rho} + \mathbb{E}_{P_{\text{test}}} [\phi(\theta; x_0)]$ against any level of robustness $\rho$, and the out-of-sample (test) worst-case performance $\sup_{S \in \mathbb{F}} \mathbb{E}_S [\ell(\theta; s)]$ for NAL (Fig. 2(b)). Since the worst-case loss is almost impossible to evaluate, we solve its Lagrangian relaxation for different values of $\gamma$: for each chosen $\gamma$, we compute the average distance to adversarial examples in the test set as $\hat{\rho}_{\text{test}}(\theta)$, $\mathbb{E}_{P_{\text{test}}} [\mathbb{E}_Z [c(x_{\star} + z, x_0)]]$ where $P_{\text{test}}$ is the test data distribution and $x_{\star} = \arg \max_x \mathbb{E}_Z [\ell(\theta; x + z) - \gamma c(x + z, x_0)]$ is the adversarial perturbation of $x_0$. The worst-case loss is given by $(\hat{\rho}_{\text{test}}(\theta), \mathbb{E}_{P_{\text{test}}} [\mathbb{E}_Z [\ell(\theta; x_{\star} + z)]]$. We also observe that, $\hat{\rho}_{\text{test}}(\theta)$ tends to increase with a higher noise level. Hence we need to keep the noise at an appropriate level to make our certificate tractable.

**Certified Accuracies of NAL, SmoothAdv, Smoothing and STN on MNIST, CIFAR-10 and Tiny ImageNet are given in Fig. 3(a), (b), and (c). We found that NAL has a close performance to SmoothAdv but is superior to others on MNIST and Tiny ImageNet. On CIFAR-10, NAL has a close performance to STN but is also superior to others. Smoothing does not fit well to these datasets, as most $R$ values are the same, due to a lack of regularization terms. Although the performance of NAL on Tiny ImageNet is inferior to SmoothAdv when $\ell_2$ attack radius in the range of (0.2, 0.4), it is better than SmoothAdv in the range of (0, 0.2), therefore we consider that the performance of these two methods is close. We present more result in Appendix B.1, available in the online supplemental material.**

**Transferrability.** Now we evaluate the robustness of defenses on CIFAR-10 under black-box attacks to perform a thorough evaluation following the guidelines in [36]. We evaluate transfer-based black-box attacks using PGD-20. The results are presented in Fig. 2(d). The vertical axis represents the source model where the attack is generated, and the horizontal axis represents the target model. The diagonal denotes the accuracy of the target model under white-box attacks, and non-diagonal elements are accuracies of the target models under black-box attacks. Obviously, NAL has a higher accuracy in defending white-box attacks and the accuracies under black-box attacks are moderately high. Overall, we observe NAL has a better defence performance (column-wise) whereas the attack generated by NAL is weaker (row-wise), indicating the NAL model is suitable for deployment.
VI. CONCLUSION

Our work views the robustness of a smoothed classifier from a different perspective, i.e., the worst-case population loss over the input distribution. We provide a tractable upper bound (certificate) for the loss and devise a noisy adversarial learning approach to obtain a tight certificate. Compared with previous works, our certificate is practically meaningful and offers superior empirical robustness performance.
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