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We found a programming error that affected our numerical computations. The rows of the data matrix \( G \) were wrongly reordered in a particular step. Luckily, this error only has an impact on the details, but has neither an effect on the main results nor on the conclusions. A closer look even reveals that the collective behavior that we identified comes out clearer now, particular for the central and the parallel regions. In this erratum, we present new figures 2–11 that replace the corresponding ones in our original publication, with the same numbering.
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Figure 2. Empirical eigenvalue density $\rho(\lambda)$ in the bulk region for the six cases, compared with the eigenvalue density of a purely random correlation matrix, $\rho_{rm}(\lambda)$ simulated and Marchenko–Pastur distribution $\rho_{MP}(\lambda)$. 
Figure 3. Full empirical eigenvalue densities $\rho(\lambda)$ for the six cases, where the left and right red dash lines correspond to the minimal and maximal eigenvalues $\Lambda_{\pm}$ in the Marchenko–Pastur distribution $\rho_{MP}(\lambda)$, respectively.
Figure 4. Dependence of the ratio $1/(I_n N)$ of significant participants to all participants for the eigenvalues $\Lambda_n$ in the six cases. The markers filled with red color indicate the ratios of significant participants for the fifth eigenvalues. The gray areas correspond to the ranges of random eigenvalues.
Figure 5. Geographic distributions of the significant sections for the largest eigenvalues in the three workday cases. For the information and the data source of the base map, refer to figure 1.
Figure 6. Geographic distributions of the significant sections for the largest eigenvalues in the three holiday cases. For the information and the data source of the base map, refer to figure 1.
Figure 7. The distributions of components of eigenvectors corresponding to the bulks of small eigenvalues between $\Lambda^-$ and $\Lambda^+$, the fifth eigenvalues $\Lambda_{5\text{th\ max}}$, the second eigenvalues $\Lambda_{2\text{nd\ max}}$ and the largest eigenvalues $\Lambda_{\text{max}}$ (shown in each column) in six cases (shown in each row). The empirical distributions of the significant participants are highlighted with black color. In each case, the empirical distribution of the bulk eigenvalues is fitted by a random distribution $\mathcal{N}(\mu_{\text{bulk}}, \sigma_{\text{bulk}})$ with a red line. The other distributions in the same case are all compared with this distribution $\mathcal{N}(\mu_{\text{bulk}}, \sigma_{\text{bulk}})$. The histograms are all normalized to one.
Figure 8. The distributions of components of eigenvectors corresponding to the largest eigenvalues during different time periods (shown in each column) in one day. The empirical distributions of the significant participants are highlighted with black color. In each case (shown in each row), the empirical distribution are all compared with the random distribution $\mathcal{N}(\mu_{\text{bulk}}, \sigma_{\text{bulk}})$. The histograms are all normalized to one.
Figure 9. The distributions of correlation components $C_{\text{max},kl}$ corresponding to the largest eigenvalues for six cases (shown in each row) during three time periods (shown in each column) in one day.
Figure 10. Heat maps that visualize values by color in two-dimensional matrices, where the visualized values are the ratios of the numbers of the congested and all traffic states (top) and the ratios of truck flows to total flows (middle), respectively, for each case during each time period, and the correlations between two kinds of ratios across case series for each time period (bottom). The variation of color indicates the change of values. The cases are labeled at the left side of each row (top and middle) and the time periods are labeled at the top of each column.
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Figure 11. Heat maps that visualize the overlap ratios by color in two-dimensional matrices. The variation of color indicates the change of overlap ratios. The overlap ratios on the top heat map is defined by \( r_{\text{xt}}^{(1)} \) and in the bottom heat map by \( r_{\text{xt}}^{(2)} \), where \( x \) indicates the cases labeled at the left side of each row and \( t \) indicates the time periods labeled at the top of each column.
The corrected table 1 reads as follows.

**Table 1.** Parameters for the first and the fifth largest eigenvalues in each case.

| Cases                      | For $\Lambda_{\text{max}}$ | For $\Lambda_{5\text{thmax}}$ |
|----------------------------|----------------------------|-------------------------------|
|                           | $1/I_{\text{max}}$ | Ratio | $p$-value | $H_0$    | $H_1$    |
| Whole region, workdays    | 681                       | 57.76\% | $3.00 \times 10^{-3}$ | Reject    | Accept    |
| Whole region, holidays    | 622                       | 52.76\% | 0.15       | Accept    | Reject    |
| Central region, workdays  | 398                       | 58.62\% | $8.8 \times 10^{-7}$ | Reject    | Accept    |
| Central region, holidays  | 363                       | 53.46\% | 0.22       | Accept    | Reject    |
| Parallel region, workdays | 185                       | 49.73\% | 0.01       | Reject    | Accept    |
| Parallel region, holidays | 173                       | 46.51\% | $1.6 \times 10^{-6}$ | Reject    | Accept    |

A few corrections in the text are also required, which we list in the following table.

| Position of correction | Text in original paper | Corrected text |
|------------------------|------------------------|----------------|
| Page 13, paragraph 3, last 2nd line | ‘Another interesting phenomenon is that the ratios of significant participants for the largest two eigenvalues are similar for workdays but differ largely for holidays.’ | Removed |
| Page 14, paragraph 1, line 3 | ‘in each subgraph’ | Replaced by ‘in several subgraphs’ |
| Page 14, paragraph 2, line 10 | After ‘in the fifth eigenvector’ | Add ‘for most cases’ |
| Page 14, paragraph 3, line 13 | ‘the null hypotheses are accepted in four cases but rejected in the other two. The rejected null hypothesis implies that the fifth eigenvalue still carry some useful information. Since four out of six cases are validated to be | Replaced by ‘the null hypotheses are accepted in two cases but rejected in the other four. The rejected null hypothesis implies that the fifth eigenvalue still carry some useful information. The two cases with accepted null hypotheses |

(continued on next page)
### Position of correction

| Text in original paper                                                                 | Corrected text                                                                 |
|---------------------------------------------------------------------------------------|--------------------------------------------------------------------------------|
| randomly distributed and the other two approach random distribution by naked eyes, we use the histograms for the fifth eigenvector as an approximate benchmark for each case. | are validated to be randomly distributed, where the significant components symmetrically located in the positive and negative tails. We use the feature of these two histograms as an approximate benchmark for each case. |
|                                                                                       |                                                                                      |
| Page 15, paragraph 1, line 1, especially in the cases of central and parallel regions | Removed                                                                           |
| Page 15, paragraph 1, line 5, ‘in each case’                                          | Replaced by ‘in the first five cases’                                               |
| Page 15, paragraph 3, line 4, ‘as well as during the whole day’                       | Removed                                                                           |
| Page 15, paragraph 3, last 3rd line, ‘in the central region’                          | Replaced by ‘in the parallel region’                                                |
| Page 20, paragraph 1, line 17, ‘, and in the central and parallel regions during a whole holiday with a probability of at least 72%’ | Removed                                                                           |
| Page 21, paragraph 1, line 1, ‘and for the central and the parallel motorways during a holiday originate’ | Replaced by ‘originates’                                                          |
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Abstract. To understand the dynamics on complex networks, measurement of correlations is indispensable. In a motorway network, it is not sufficient to collect information on fluxes and velocities on all individual links, i.e. parts of the freeways between ramps and highway crosses. The interdependencies and mutual connections are also of considerable interest. We analyze correlations in the complete motorway network in North Rhine-Westphalia, the most populous state in Germany. We view the motorway network as a complex system consisting of road sections which interact via the motion of vehicles, implying structures in the corresponding correlation matrices. In particular, we focus on collective behavior, i.e. coherent motion in the whole network or in large parts of it. To this end, we study the eigenvalue and eigenvector statistics and identify significant sections in the motorway network. We find collective behavior in these significant sections and further explore its causes. We show that collectivity throughout the network cannot directly be related to the traffic states (free, synchronous and congested) in Kerner’s three-phase theory. Hence, the degree of collectivity provides a new, complementary observable to characterize the motorway network.
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1. Introduction

In complex systems [1, 2], linear interactions between constituents can be visualized in the structures of correlation matrices. Due to non-stationarity [3–5] or a lack of sufficient data, the length of the time series for a meaningful analysis is limited. Resulting from finite time series, correlation matrices are to a large extent noise dressed. To distinguish significant information from noise, various methods are used. One such method is random matrix theory (RMT) [6–8] that describes the bulk of eigenvalue spectra of noise-dressed correlation matrices [9, 10]. The bulk of spectra comprising of small eigenvalues indicates the noise, i.e. pure randomness. In contrast, the larger eigenvalues outside the spectral bulk carry significant, non-random information. For example, it has been found that the largest eigenvalue manifests the market collective motion [7, 11] in correlation matrices of financial time series corresponding to industrial sectors such as energy, information technology, etc [7, 12–15]. An analysis of the eigenvectors belonging to the large eigenvalues reveals the participating stocks and thus the companies [7, 12].

A traffic network as a complex system features multiple traffic flows and velocities, measured by induction loops and averaged over 1 min intervals. According to the flow-density diagram [16] in traffic systems, the same value of traffic flows may correspond to two different traffic states, i.e. a free and a congested traffic state. In contrast, the velocity–density diagram [16] manifests that the velocity distinguishes the two traffic states well. Depending on the conditions, for instance, road constructions, the weather or speed limitations, different road sections, i.e. the nodes in the network, have different (average) velocities. If the average velocity in a road section is lower than the velocity for maximal traffic flow [16], a congested traffic state appears, otherwise, a free traffic state is seen. In our analysis, we view the road sections as interacting constituents. This is formally similar to our previous analyses of stocks as interacting constituents in...
financial markets [13, 14, 17, 18], but there are obvious differences: road sections encode a geographical information, i.e. they represent a true topology. Furthermore, the non-stationarity contains seasonalities and periodicities, e.g. rush hours, and hence strong non-Markovian features.

Most previous studies on traffic networks are devoted to the modeling and simulation of traffic states either from a macroscopic or from a microscopic viewpoint [19–26]. Due to the lack of available traffic data, there are less empirical studies [16, 27–29]. Moreover, first studies [30] indicate that the degree of complexity in traffic networks is very high, even compared to stock markets, partly due to the above mentioned reasons, partly because a variety of relevant time scales occurs. To unveil statistical characteristics and collective behavior, we transfer our previously developed methods [6, 7] to the complete motorway network of North Rhine-Westphalia (NRW), the most populous state in Germany.

To figure out the behavior of road sections, we transfer the above procedures from a financial market to the complete motorway network in NRW. With plenty of traffic data, the interaction of motorway sections therefore can be uncovered by their cross-correlations. We are particularly interested in collective effects, i.e. in coherent behavior of the whole network or of large parts of it. By extracting the spectral information from the cross-correlation matrices, we identify significant sections corresponding to the largest eigenvalue. We thereby uncover collective behavior in the motorway networks. Establishing the relation to the geographic regions and time periods, we further analyze the cause of collectivity.

The paper is organized as follows. We introduce the used dataset and the data processing in section 2, and then describe the methods for data analyses in section 3. In section 4, we perform the analyses and extract the results. We present our conclusions in section 5.

2. Datasets

This study uses the traffic data collected by inductive loop detectors on 22 motorways in NRW, Germany. We consider three cases of motorway networks in NRW: the motorways distributed in the whole state, in the central region with the highest population density and in a region where the motorways are nearly parallel, as shown in figure 1. The three cases separately contain $N = 1179$, 679 and 372 motorway sections. To avoid distortion of our results due to poor data quality, we limit the number of missing values to be less than 60% of the total number in a whole day. Thus, high-quality traffic data in 80 days (including 64 workdays and 16 holidays) of 2017 is available for this study.

Our data set has a resolution of one minute and includes information on time, traffic flow and velocity for every lane of each section. The traffic flow quantifies the number of vehicles per unit time. Dividing it by the velocity results in the flow density, which measures the number of vehicles per unit distance. For each section $n$ at each time $t$,
Figure 1. Tree motorway networks in NRW: the complete network of the whole state (a), the central region with the high population density (b) and a region where the motorways are nearly parallel (c). The green background indicates the population density of districts in NRW. The darker the green background, the higher the population density. The data of administrative borders of districts (green lines) in NRW, licensed under BY-2.0, is provided by © GeoBasis-DE / BKG 2020 [31, 32] and the data of population density in NRW, also licensed under BY-2.0, is provided by © Statistische Ämter des Bundes und der Länder, Germany [32, 33]. The data of motorways (black lines) and the outside administrative boundaries of NRW (gray lines), licensed under ODbL v1.0, is provided by © OpenStreetMap contributors [34, 35]. The map is developed with QGIS 3.4 [36].
we aggregate the traffic flows $q_{nl}(t)$ and the flow densities $\rho_{nl}(t)$ across all lanes $l$ as to obtain the velocity $v_n(t)$ of that section,

$$v_n(t) = \frac{\sum_l q_{nl}(t)}{\sum_l \rho_{nl}(t)}.$$  

(1)

We distinguish the cases of workdays and holidays, where the holidays include the weekends and all public holidays in NRW.

3. Methods

Time $t$ is measured in units of minutes, $T$ is the total number of points in time. We organize the time series of velocities $v_n(t)$ of length $T$ for $N$ sections into the rows of a $N \times T$ data matrix $G$,

$$G = \begin{bmatrix} v_1(1) & \ldots & v_1(T) \\ \vdots & \ddots & \vdots \\ v_N(1) & \ldots & v_N(T) \end{bmatrix}.$$  

(2)

In our study, $T = 1440$ and $N = 1179, 679$ and $372$ for the cases of the whole region, the central region and the region of parallel motorways, respectively. Using the mean value

$$\mu_n = \frac{1}{T} \sum_{t=1}^{T} v_n(t)$$  

(3)

and the standard deviation

$$\sigma_n = \sqrt{\frac{1}{T} \sum_{t=1}^{T} (v_n(t) - \mu_n)^2}$$  

(4)
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for each section $n = 1, \ldots, N$, we normalize the elements in each row of $G$ to zero mean and unit standard deviation

$$M_n(t) = \frac{v_n(t) - \mu_n}{\sigma_n}.$$  

(5)

This results in a $N \times T$ normalized data matrix $M$ with elements $M_n(t)$ and further yields a real-symmetric $N \times N$ correlation matrix by

$$C = \frac{1}{T} MM^\dagger,$$

(6)

where the $\dagger$ indicates the transpose. To evaluate empirical correlation matrices, we fill the missing values in the original data matrix $G$ with the nearest existing values. This facilitates the spectral decomposition of correlation matrices, as the resulting correlation matrix is positive-definite and has non-negative eigenvalues. Ignoring the missing values in $G$, the correlation matrix is ill-defined and also has negative eigenvalues. Nevertheless, the structural difference of the two resulting correlation matrices is very slight.

For comparison with the empirical correlation matrices, we also use RMT and simulate a random correlation matrix $R$ with a $N \times T$ random data matrix $A$ whose elements are normally distributed,

$$R = \frac{1}{T} AA^\dagger.$$  

(7)

Each correlation matrix $X$ ($X = C$ or $X = R$) is then decomposed into a diagonal matrix $\Lambda$ of the eigenvalues $\Lambda_n$ and an orthogonal matrix $U$ by

$$X = U \Lambda U^\dagger,$$

(8)

where the $n$th column $U_n$ of $U$ is the eigenvector corresponding to $\Lambda_n$.

The spectral density of a correlation matrix is given by

$$\rho(\lambda) = \sum_{k=1}^{N} \delta(\lambda - \Lambda_k).$$  

(9)

We notice the normalization to the total eigenvalue number $N$. RMT provides results for a fully random correlation matrix. The Marchenko–Pastur distribution [37]

$$\rho_{MP}(\lambda) = \frac{T}{2\pi} \frac{\sqrt{(\Lambda_+ - \lambda)(\lambda - \Lambda_-)}}{\lambda}$$

(10)

is valid for large dimensions $N$. The maximal and minimal limiting values of the argument $\lambda$ are

$$\Lambda_\pm = 1 + \frac{N}{T} \pm 2\sqrt{\frac{N}{T}} = \left( 1 \pm \sqrt{\frac{N}{T}} \right)^2,$$

(11)

A comparison of empirical eigenvalue distributions with RMT results helps us to assess the randomness of our empirical results in the bulk region, i.e. for small eigenvalues. We then also look at the large eigenvalues.
Figure 2. Empirical eigenvalue density $\rho(\lambda)$ in the bulk region for the six cases, compared with the eigenvalue density of a purely random correlation matrix, $\rho_{\text{rm}}(\lambda)$ simulated and Marchenko–Pastur distribution $\rho_{\text{MP}}(\lambda)$.

To identify the significant participants in an eigenvector $U_n$ with elements $U_{kn}$, we introduce the inverse participation ratio [6]

$$I_n = \sum_{k=1}^{N} U_{kn}^4.$$ (12)

Its reciprocal reflects the number of significant participants, i.e. of those with the largest $1/I_n$ absolute values $|U_{kn}|$ of eigenvector components. For example, if all components are equal, $U_{kn} = 1/\sqrt{N}$, we have $1/I_n = N$, while $U_{kn} = \delta_{k1}$, say, yields $1/I_n = 1$. In the sequel, we will also use $1/(NI_n)$ to facilitate comparison of analyses for different numbers $N$ of sections.

4. Results and analyses

In section 4.1, we compare the distributions of eigenvalues with the Marchenko–Pastur distribution. In section 4.2, we reveal the features of significant participants for several largest eigenvalues. We then analyze the causes of collective behavior of significant sections encoded by the largest eigenvalue in section 4.3.
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Figure 3. Full empirical eigenvalue densities \( \rho(\lambda) \) for the six cases, where the left and right red dash lines correspond to the minimal and maximal eigenvalues \( \Lambda_{\pm} \) in the Marchenko–Pastur distribution \( \rho_{MP}(\lambda) \), respectively.

4.1. Distributions of eigenvalues

The three networks in the different regions defined in section 2, differentiating between workdays and holidays, yield six empirical correlation matrices \( C \) in total. The probability densities of the smaller eigenvalues \( \lambda \) are shown in figure 2. For each case, the comparison of the empirical and the RMT distributions is shown. The simulated eigenvalue densities for fully random correlation matrices are fitted well by the Marchenko–Pastur distribution as expected. The small eigenvalues resulting from our empirical correlation matrices, however, depart evidently from the random ones. The large difference demonstrates the non-randomness of our empirical correlation matrices, indicating strong non-trivial correlation structures. Put differently, by looking at the largest eigenvalues, we can infer an important part of information encoded in these correlation matrices.

The full spectral densities are shown in figure 3, which clearly reveals the larger (and small) eigenvalues outside the random regime. In each case, the largest one, two or three eigenvalues stand out. According to the analysis of financial markets, the largest eigenvalue in a correlation matrix is in proportion to the dimension of the correlation matrix, see a model discussion in [10]. Its time dependence is closely related to the average of all correlation matrix elements [4, 7, 38, 39]. This largest eigenvalue reflects the collective motion of the considered financial market. Hence, we may expect similar
Figure 4. Dependence of the ratio $1/(I_n N)$ of significant participants to all participants for the eigenvalues $\Lambda_n$ in the six cases. The markers filled with red color indicate the ratios of significant participants for the fifth eigenvalues. The gray areas correspond to the ranges of random eigenvalues.

Table 1. Parameters for the first and the fifth largest eigenvalues in each case

| Cases                        | For $\Lambda_{\text{max}}$ | For $\Lambda_{5\text{th max}}$ |
|------------------------------|-----------------------------|---------------------------------|
|                              | $1/I_{\text{max}}$ | Ratio   | $p$-value | $H_0$ | $H_1$ |
| Whole region, workdays       | 681           | 57.76%   | $3.00 \times 10^{-3}$ | Reject | Accept |
| Whole region, holidays       | 622           | 52.76%   | 0.15     | Accept | Reject |
| Central region, workdays     | 286           | 41.83%   | 0.55     | Accept | Reject |
| Central region, holidays     | 345           | 50.81%   | 0.01     | Reject | Accept |
| Parallel region, workdays    | 187           | 50.27%   | 0.10     | Accept | Reject |
| Parallel region, holidays    | 218           | 58.60%   | 0.66     | Accept | Reject |

characteristics for our analysis of traffic networks, being aware of the systemic differences such as non-Markovian behavior. However, what kind of information carried by the largest eigenvalue is to be disclosed by examining the significant participants of motorway sections.
Figure 5. Geographic distributions of the significant sections for the largest eigenvalues in the three workday cases. For the information and the data source of the base map, refer to figure 1.
Figure 6. Geographic distributions of the significant sections for the largest eigenvalues in the three holiday cases. For the information and the data source of the base map, refer to figure 1.
Figure 7. The distributions of components of eigenvectors corresponding to the bulks of small eigenvalues between $\Lambda_-$ and $\Lambda_+$, the fifth eigenvalues $\Lambda_{5\text{th max}}$, the second eigenvalues $\Lambda_{2\text{nd max}}$ and the largest eigenvalues $\Lambda_{\text{max}}$ (shown in each column) in six cases (shown in each row). The empirical distributions of the significant participants are highlighted with black color. In each case, the empirical distribution of the bulk eigenvalues is fitted by a random distribution $\mathcal{N}(\mu_{\text{bulk}}, \sigma_{\text{bulk}})$ with a red line. The other distributions in the same case are all compared with this distribution $\mathcal{N}(\mu_{\text{bulk}}, \sigma_{\text{bulk}})$. The histograms are all normalized to one.
4.2. Significant participants

The spectral decomposition or expansion of the correlation matrix \( C \) is the following sum of dyadic matrices

\[
C = \sum_{n=1}^{N} \Lambda_n U_n U_n^\dagger, \tag{13}
\]

where the elements, the correlation coefficients between the road sections, can be written as

\[
C_{kl} = \sum_{n=1}^{N} \Lambda_n U_{kn} U_{ln}. \tag{14}
\]

Equation (13) results in

\[
CU_n = \Lambda_n U_n. \tag{15}
\]

Importantly, the eigenvalues are non-negative, and only the positive ones contribute in equations (13) and (14). Thus the dyadic matrices \( U_n U_n^\dagger \) encode the information on positive or negative contributions to \( C \) for a given eigenvalue \( \Lambda_n \). More precisely, as the components \( U_{kn} \) can be positive or negative, satisfying \(-1 \leq U_{kn} \leq +1\), the contribution to the correlation coefficient \( C_{kl} \) between road sections \( k \) and \( l \) for a given eigenvalue \( \Lambda_n \) is positive, if \( U_{kn} \) and \( U_{ln} \) have the same signs (positive or negative), but the contribution is negative, if they have opposite signs. Here, only the relative signs matter, not an overall sign: one easily sees that nothing changes in equations (13) and (14) when replacing \( U_n \) with \(-U_n\). The magnitude \( |U_{kn}| \) quantifies the significance of this road section \( k \) for a given eigenvalue \( \Lambda_n \). As shown, the eigenvalues strongly differ in magnitude, making the contributions just discussed more or less relevant. The larger the eigenvalue, the more relevant.

To find and quantitatively characterize the significant motorway sections for each case, we work out the reciprocal of the inverse participation ratio (12) in the sequel, as it reveals the number of significant participants for the corresponding eigenvalue \( \Lambda_n \). We then identify the motorway sections, corresponding to the largest \( 1/I_n \) absolute eigenvector components, as the significant participants for \( \Lambda_n \).

To account for the differences in the number \( N \) of sections, we introduce the ratio \( 1/(I_n N) \) of significant participants to participants, i.e. sections. Figure 4 displays the results for all eigenvalues. This is in contrast to the random data which show the same ratio of significant participants for different eigenvalues. In particular, for the eigenvalues outside the range of randomness, the small ones have less significant sections than the large ones. Here, we focus on the large eigenvalues, especially the largest eigenvalue. We list the numbers and ratios of significant sections for the largest eigenvalue in table 1. In each case, around half of all sections, in contrast to almost all sections as in the case of financial markets [7], are found to be significant. The difference is simply due to the bidirectional structure of motorways. As shown in figures 5 and 6, the significant sections basically cover over all regions. Another interesting phenomenon is that the ratios of significant participants for the largest two eigenvalues are similar for workdays.
but differ largely for holidays. We highlight the circle corresponding to the fifth largest eigenvalue in figure 4, as the ratios \(1/(I_n N)\) of significant participants corresponding to this eigenvalue in the empirical and random cases are comparable in each subgraph.

We take a closer look at the components of the eigenvectors that correspond to the first, the second, the fifth largest eigenvalues and to the bulk of eigenvalues inside the range of randomness, \(\Lambda_- < \Lambda_n < \Lambda_+\), i.e. the gray regions in figure 4. The probability densities are displayed in figure 7. In each case, the histogram for the bulk of eigenvalues is fitted by a normal distribution. This is then compared with the histograms for the other three eigenvalues, where the eigenvector components of the significant participants are highlighted with black color. Due to the non-randomness as shown in figure 2, the histogram of the eigenvector components for the bulk is fitted poorly by the normal distribution with mean value \(\mu_{\text{bulk}}\) and standard deviation \(\sigma_{\text{bulk}}\). In contrast, the normal distribution well describes the histogram of the components in the fifth eigenvector. Thus, the dyadic matrix \(U_n U_n^\dagger\) for the fifth and all smaller eigenvalues are essentially matrices of numbers with absolute values smaller than one and random signs. Thus, the corresponding contributions to the correlation coefficients \(C_{kl}\) are random as well, positive or negative. We notice that the significant components in the fifth eigenvector lie almost symmetrically in the positive and negative tails of the histogram. Hence taking into account all contributions for the fifth eigenvalue, say, and the smaller ones, there will also be cancelations of positive and negative contributions. This further explains the high importance of the larger eigenvalues for understanding the structure of the correlation matrix.

For the sake of completeness, we confirm the randomness in the components of the fifth eigenvector indirectly by an Anderson–Darling test [40], a statistical test of whether a given sample of data follows a given probability distribution. When given a normal distribution, the Anderson–Darling test can detect the deviations of components in the fifth eigenvector from normality. Here, we set the null hypothesis, represented by \(H_0\), that the components follow a normal distribution with mean value \(\mu_5\) and standard deviation \(\sigma_5\), and set an alternative hypothesis, represented by \(H_1\), that the components are distributed non-normally. A \(p\)-value used in hypothesis testing is the evidence to support or reject the null hypothesis. A smaller \(p\)-value indicates a stronger evidence against the null hypothesis. If the \(p\)-value is lower than a preset significance level, the null hypothesis is rejected and invalid while the alternative hypothesis is accepted and valid. The \(p\)-values for the Anderson–Darling test are listed in table 1. At the 5\% significance level, the null hypotheses are accepted in four cases but rejected in the other two. The rejected null hypothesis implies that the fifth eigenvalue still carry some useful information. Since four out of six cases are validated to be randomly distributed and the other two approach random distribution by naked eyes, we use the histograms for the fifth eigenvector as an approximate benchmark for each case.

Although the ratios of significant sections for the largest two eigenvalues are similar, an obvious difference is revealed in the histograms of the eigenvector components. The histograms corresponding to the largest eigenvalue, in at least four cases, deviate stronger from the normal distribution than those corresponding to the second largest eigenvalue. In particular, the most significant participants for the largest eigenvalue lie on one side of the histogram, where the probability densities, i.e. the heights of bars in
the histogram, for these sections are approximately uniform, especially in the cases of central and parallel regions. This feature is very different from the feature that most significant sections lie symmetrically on two tails of the histogram in our benchmark case for the fifth eigenvalues. It implies that a common force drives the most significant participants with the same bias, leading to a collective behavior in each case.

4.3. Causes of collective behavior

To unveil the reason for the above-mentioned collective behavior in the significant sections, we separate each day into several time periods. These are the morning rush hours 06:00–09:59, the afternoon rush hours 15:00–18:59, the period between the two rush hours 10:00–14:59, the period of day time 06:00–18:59 and the period of night time 19:00–05:59. During each time period, we evaluate the correlation matrices of velocities for the six cases and then apply spectral decomposition to these matrices. Figure 8 shows the distribution of the eigenvector components corresponding to the largest eigenvalue for each time period of each case, where the distribution for a whole day 0:00–23:59 is displayed for comparison.

As seen in figure 8, the collective behavior of significant sections is present during afternoon rush hours and during night time, respectively, for all cases, but is absent during other time periods. Here we notice that most of the significant sections lie either in the left or in the right tails of the distributions. During night time as well as during the whole day, we observe that the locations of the significant sections flip from the left to the right tails and vice versa. This phenomenon occurs because the positive and negative eigenvector components corresponding to the significant sections may contribute differently to the correlations, implying that the resulting contributions from significant sections can cancel each other out. To clarify that, we closer inspect the correlation coefficients

\[ C_{\text{max}, kl} = \lambda_{\text{max}} U_{k,\text{max}} U_{l,\text{max}} \]  

(16)

corresponding to the largest eigenvalue. In figure 9, we show the distributions of these correlations coefficients (16) for all sections and only for the significant ones. As seen, the location flip of the contribution from significant sections in figure 8 has little impact on the distribution of the correlation coefficients. As long as both, \( U_{k,\text{max}} \) and \( U_{l,\text{max}} \), have the same sign, they contribute positively to the correlation coefficients \( C_{\text{max}, kl} \), i.e. they lie on the positive side. This is so for all cases during afternoon rush hours. For opposite signs, contributions on the negative sides are found, even though they are small, see the cases in the central region during a whole day. In particular, with the same sign of eigenvector components, the correlation distributions reveal heavier right tails for workdays than for holidays.

Furthermore, we now relate the collective behavior and its difference between workdays and holidays to traffic states and vehicle types. To this end, we use the ratios of the numbers of the congested and all traffic states as well as the ratios of truck flows to total flows, respectively, for each case during each time period, shown in figure 10. We emphasize that a congested traffic state does not mean zero velocity for vehicles, rather, a lower velocity than the minimal velocity that the maximal traffic flow can hold on one section [16]. Figure 10 shows the congestion ratios during morning and afternoon rush
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Figure 8. The distributions of components of eigenvectors corresponding to the largest eigenvalues during different time periods (shown in each column) in one day. The empirical distributions of the significant participants are highlighted with black color. In each case (shown in each row), the empirical distribution are all compared with the random distribution $\mathcal{N}(\mu_{\text{bulk}}, \sigma_{\text{bulk}})$. The histograms are all normalized to one.
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**Figure 9.** The distributions of correlation components $C_{\text{max},k,l}$ corresponding to the largest eigenvalues for six cases (shown in each row) during three time periods (shown in each column) in one day.

https://doi.org/10.1088/1742-5468/ac3662
Figure 10. Heat maps that visualize values by color in two-dimensional matrices, where the visualized values are the ratios of the numbers of the congested and all traffic states (top) and the ratios of truck flows to total flows (middle), respectively, for each case during each time period, and the correlations between two kinds of ratios across case series for each time period (bottom). The variation of color indicates the change of values. The cases are labeled at the left side of each row (top and middle) and the time periods are labeled at the top of each column.

Hours for each case. The ratios are significantly higher for the central and parallel regions on workdays than for other cases during the same time periods. Obviously, the striking collective behavior during afternoon rush hours in figure 8 is less likely to be related to a specific traffic state. Looking at the ratios of truck flows, the minimal value for each case is always found during afternoon rush hours. The low ratios of truck flows implies that the car flows highly dominate a traffic system. Comparing with a specific traffic state, the cars dominating the traffic system are highly responsible for the significance of sections during afternoon rush hours.

During night time, in view of the very high correlation between the two kinds of ratios, the truck flow due to speed limitations is very likely to cause the congestion. In contrast to holiday nights, the higher truck flows during workday nights produce higher congestion ratios on motorways, which enhance correlations between velocities. As a result, the distributions of the correlations coefficients $C_{max,kl}$ in figure 9 show heavier right tails for workday nights than for holiday nights. This line of reasoning also applies to the cases during afternoon rush hours on workdays and on holidays.
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Figure 11. Heat maps that visualize the overlap ratios by color in two-dimensional matrices. The variation of color indicates the change of overlap ratios. The overlap ratios on the top heat map is defined by \( r^{(1)}_{xt} \) and in the bottom heat map by \( r^{(2)}_{xt} \), where \( x \) indicates the cases labeled at the left side of each row and \( t \) indicates the time periods labeled at the top of each column.

Nevertheless, comparing with the values for central and parallel regions during rush hours, the ratios of congestion during night time are still low enough to indicate a free traffic state, which dominates the motorways during night time and contribute considerably to the correlations of velocities among sections. In contrast to the collective behavior during afternoon rush hours, the collective behavior during a whole day is closer to the one during night time. One of the reasons is revealed by the similarity of the corresponding distributions in figures 8 and 9. Besides, the similarity is also visible in the ratios of congestion and the ratios of truck flows. This means the collective behavior during a whole day is very likely to share the same cause for the collective behavior during night time, i.e. free traffic states.

The above qualitative reasoning for the cause of collective behavior is supported by the following quantitative analysis. Let \( S_x \) and \( S_{xt} \) be the sets of the significant sections in case \( x \) during a whole day and during a time period \( t \), respectively. An overlap between the two sets can be written as \( S_x \cap S_{xt} \), while a combination between the two sets as \( S_x \cup S_{xt} \). We use the notation \( |S| \) for the number of sections in a set \( S \). We define two overlap ratios of the significant sections during a whole day with the ones during a given time period as

\[
\begin{align*}
    r^{(1)}_{xt} &= \frac{|S_x \cap S_{xt}|}{|S_x|} \quad \text{and} \quad r^{(2)}_{xt} &= \frac{|S_x \cap S_{xt}|}{|S_x \cup S_{xt}|}.
\end{align*}
\]
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respectively. Here, $r_{xt}^{(1)}$ measures the extent that the significance of the sections in the set $S_x$ is caused by the traffic states during the time period $t$, which may also cause the significance of the sections not contained in $S_x$. By including the non-overlapping significant sections from $S_{xt}$ in the denominator, $r_{xt}^{(2)}$ measures the ratio of the common sections whose significance is caused by traffic states during $t$ to all distinct sections in both sets $S_x$ and $S_{xt}$. The two kinds of overlap ratios are shown in figure 11. As for $r_{xt}^{(1)}$, a majority of the significant sections for a whole day has high overlap with the significant sections during morning rush hours, afternoon rush hours and night time. Hence, a common cause for the same significances is present in a whole day and in the other three time periods. As for $r_{xt}^{(2)}$, the high overlap ratios are visible only during night time. This implies that the cause for the significance of sections during a whole day is close to the one during night time where the central and parallel regions behave differently on workdays. Moreover, it also suggests that a different cause for the significance of sections during the two rush hours is present. As the free traffic state dominates during night time, the collective behavior in the significant sections mainly originates from the free traffic state in the whole region during a whole day with a probability of at least 79%, and in the central and parallel regions during a whole holiday with a probability of at least 72%. Regarding the relative high overlap ratios with the significant sections during two periods of rush hours, the collective behavior in the central and parallel regions during a workday is more likely to result from the congested traffic state.

5. Conclusions

We studied the behavior in significant sections of three networks, the complete motorway network, the central motorways and the parallel motorways of NRW, differentiating between workdays and holidays. In altogether six cases, we performed a spectral decomposition for the correlation matrices of velocities measured over a whole day. The distributions of the resulting small eigenvalues deviate remarkably from the Marchenko–Pastur distribution. This and the presence of large, isolated eigenvalues show that the empirical correlation matrices are non-random and contain strong non-trivial correlation structures.

With the help of inverse participation ratios, we determined the ratio of significant sections to all sections for each eigenvalue. In most cases, the largest eigenvalue holds the highest ratio, which is around 50% due to the bidirectional structure of motorways. For the largest eigenvalue, we further identified the significant sections through the components of the corresponding eigenvector. The significant sections almost cover all motorways on the geographic map of each region. Besides, for each case, most significant sections lie on one side of the distribution of eigenvector components corresponding to the largest eigenvalue, suggesting that a common force drives these sections with the same bias. We therefore concluded that the largest eigenvalue reveals a collective behavior of the significant sections.

By exploring the causes for the collective behavior in terms of traffic states, we found that the collective behavior for the whole motorway network during a whole day...
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day and for the central and the parallel motorways during a holiday originate from
the free traffic state, while the collective behavior for the central and the parallel
motorways during a workday very likely comes from the congested traffic state. We
also found that the collective behavior of significant sections is absent during some
short time periods, such as morning rush hours, but is remarkably present during after-
noon rush hours in all cases. Hence, collectivity is a new, complementary measure and
observable to characterize traffic networks. While the states in Kerner’s three-phase
traffic theory are defined and found in a linear context, i.e. when looking at motorway
sections in their topological sequence, collectivity analyzed in the correlation struc-
ture adds information on the network as such and on its interdependencies and mutual
influences.

Collective behavior in a traffic network may lead to severe consequences, e.g. break-
downs in parts of the traffic network due to the propagation of congestion. Thus,
means to analyze collectivity as proposed here are called for. Collective behavior
is specific for certain time periods and regions, and seldom affects the system as
a whole. Nevertheless, constructions in sensitive parts of the system, e.g. bridges,
quickly bring larger parts of the motorway network close to collapses, drastically
illustrating its vulnerability. The methods developed here are a first step to pro-
vide quantitative methods for assessing the collective effects leading to this type of
vulnerability.

Acknowledgments

We gratefully acknowledge funding via the grant ‘Korrelationen und deren Dynamik
in Autobahnnetzen’, Deutsche Forschungsgemeinschaft (DFG, 418382724). We thank
Strassen.NRW for providing the empirical traffic data.

Author contributions

T G and M S proposed the research. S W and T G developed the methods of analysis.
SW performed all the calculations. S G prepared the traffic data. S W and T G wrote the
manuscript with input from M S and S G. All authors contributed equally to analyzing
the results and reviewing the paper.

References

[1] Ladyman J, Lambert J and Wiesner K 2013 Eur. J. Philos. Sci. 3 33–67
[2] Ziemelis K 2001 Nature 410 241
[3] Schmitt T A, Chetalova D, Schäfer D and Guhr T 2013 Europhys. Lett. 103 58003
[4] Stepanov Y, Rinn P, Guhr T, Peinke J and Schäfer R 2015 J. Stat. Mech. P08011
[5] Wang H, Wu T, Tao T, Li A and Kareem A 2016 J. Wind Eng. Ind. Aerodyn. 151 100–6
[6] Guhr T, Müller–Groeling A and Weidenmüller H A 1998 Phys. Rep. 299 189–425
[7] Plerou V, Gopikrishnan P, Rosenow B, Amaral L A N, Guhr T and Stanley H E 2002 Phys. Rev. E 65 066126
[8] Potestio R, Caccioli F and Vivo P 2009 Phys. Rev. Lett. 103 268101
[9] Laloux L, Cizeau P, Bouchaud J-P and Potters M 1999 Phys. Rev. Lett. 83 1467

https://doi.org/10.1088/1742-5468/ac3662
Collective behavior in the North Rhine-Westphalia motorway network

[10] Guhr T and Külber B 2003 J. Phys. A: Math. Gen. 36 3009
[11] Laloux L, Cizeau P, Potters M and Bouchaud J 2000 Int. J. Theor. Appl. Finanace 03 391–7
[12] Gopikrishnan P, Rosenow B, Plerou V and Stanley H E 2001 Phys. Rev. E 64 035106
[13] Wang S, Schäfer R and Guhr T 2016 Eur. Phys. J. B 89 105
[14] Wang S, Schäfer R and Guhr T 2016 Eur. Phys. J. B 89 207
[15] Benzaquen M, Mastromatteo I, Eisler Z and Bouchaud J P 2017 J. Stat. Mech. 023406
[16] Kerner B S 2004 The Physics of Traffic: Empirical Freeway Pattern Features, Engineering Applications, and Theory (Berlin: Springer)
[17] Wang S, Neusüß S and Guhr T 2018 Eur. Phys. J. B 91 1–11
[18] Heckens A J, Krause S M and Guhr T 2020 J. Stat. Mech. 103402
[19] Nagel K and Schreckenberg M 1992 J. Physique I 2 2221–9
[20] Schadschneider A and Schreckenberg M 1993 J. Phys. A: Math. Gen. 26 L679
[21] Lovás G G 1994 Transp. Res. B 28 429–43
[22] Schreckenberg M, Schadschneider A, Nagel K and Ito N 1995 Phys. Rev. E 51 2939
[23] Hoogendoorn S P and Bovy P H L 2001 Proc. Inst. Mech. Eng. 1 215 283–303
[24] Wong G C K and Wong S C 2002 Transp. Res. A 36 827–41
[25] Fellendorf M and Vortisch P 2010 Microscopic traffic flow simulator VISSIM Fundamentals of Traffic Simulation (Berlin: Springer) pp 63–93
[26] Treiber M and Kesting A 2013 Traffic Flow Dynamics: Data, Models and Simulation (Berlin: Springer)
[27] Kerner B S 2002 Phys. Rev. E 65 046138
[28] Bertini R L and Leal M T 2005 J. Transp. Eng. 131 397–407
[29] Schönhof M and Helbing D 2007 Transp. Sci. 41 135–66
[30] Wang S, Gartzke S, Schreckenberg M and Guhr T 2020 J. Stat. Mech. 103404
[31] Bundesamt für Kartographie und Geodäsie 2020 Verwaltungsgebiete 1:2 500 000, Stand 01.01. (VG2500) (https://gdz.bkg.bund.de/index.php/default/verwaltungsgebiete-1-2-500-000-stand-01-01-vg2500.html)
[32] Das Datenportal für Deutschland 2021 Data licence Germany - attribution - version 2.0 (https://www.govdata.de/dl-de/by-2-0)
[33] Regionalatlas Deutschland 2021 Statistische Ämter des Bundes und der Länder, Deutschland (https://regionalatlas.statistikportal.de)
[34] OpenStreetMap 2021 Copyright and license (https://www.openstreetmap.org/copyright)
[35] Open Knowledge Foundation 2021 Open Data Commons Open Database License (ODbL) v1.0 (https://opendatacommons.org/licenses/odbl/1-0/)
[36] QGIS 2020 Documentation for QGIS 3.4 (https://docs.qgis.org/3.4/en/docs/)
[37] Marchenko V A and Pastur L A 1967 Math. Sb. 114 507–36
[38] Song D M, Tumminello M, Zhou W X and Mantegna R N 2011 Phys. Rev. E 84 026108
[39] Pharasi H K, Sharma K, Chakraborti A and Seligman T H 2019 Complex market dynamics in the light of random matrix theory New Perspectives and Challenges in Econophysics and Sociophysics (Berlin: Springer) pp 13–34
[40] Anderson T W and Darling D A 1952 Ann. Math. Stat. 23 193–212

https://doi.org/10.1088/1742-5468/ac3662