Three New Outcome Measures That Tap Into Cognitive Processes Required for Real-Life Communication
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To increase the ecological validity of outcomes from laboratory evaluations of hearing and hearing devices, it is desirable to introduce more realistic outcome measures in the laboratory. This article presents and discusses three outcome measures that have been designed to go beyond traditional speech-in-noise measures to better reflect realistic everyday challenges. The outcome measures reviewed are: the Sentence-final Word Identification and Recall (SWIR) test that measures working memory performance while listening to speech in noise at ceiling performance; a neural tracking method that produces a quantitative measure of selective speech attention in noise; and pupillometry that measures changes in pupil dilation to assess listening effort while listening to speech in noise. According to evaluation data, the SWIR test provides a sensitive measure in situations where speech perception performance might be unaffected. Similarly, pupil dilation has also shown sensitivity in situations where traditional speech-in-noise measures are insensitive. Changes in working memory capacity and effort mobilization were found at positive signal-to-noise ratios (SNR), that is, at SNRs that might reflect everyday situations. Using stimulus reconstruction, it has been demonstrated that neural tracking is a robust method at determining to what degree a listener is attending to a specific talker in a typical cocktail party situation. Using both established and commercially available noise reduction schemes, data have further shown that all three measures are sensitive to variation in SNR. In summary, the new outcome measures seem suitable for testing hearing and hearing devices under more realistic and demanding everyday conditions than traditional speech-in-noise tests.
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INTRODUCTION

In the laboratory, hearing and hearing devices are traditionally evaluated using outcome measures that have been designed to maximize control of the independent variables and sensitivity. These measures often have little resemblance to demanding real-life listening situations. For example, popular speech perception tests, which are frequently used in hearing research, are usually configured to measure performance at the steepest (most sensitive) part of the psychometric function, which is around the 50% correct point. This point, together with the use of idealized stimuli and a simplified acoustic reproduction of the listening environment, tends to push testing to occur at signal-to-noise ratios (SNR) much poorer; that is, lower, than those found for real-world listening and communication situations (Smeds et al. 2015) and those that hearing devices have been designed to function optimally in (Naylor, 2016). Administering such tests in the laboratory at higher and more realistic SNRs tend to push performances to ceiling, that is, 100% correct. To increase the ecological validity of outcomes from laboratory evaluations of hearing and hearing devices, it is necessary to partly obtain a better understanding of the real-life situations that are relevant for people with hearing problems and hearing device users—the outside-in approach—and partly introduce more realistic listening environments and outcome measures in the laboratory—the inside-out approach. Progress in both directions have been made in recent years and are reviewed in several publications in this issue (Carlile & Keidser 2020; Hohmann et al. 2020; Smeds et al. 2020).

Of the steps required to increase ecological validity of laboratory outcome measures, the development of new outcome measures that both possess good psychometric characteristics and provide meaningful information about real-life function is particularly challenging. As mentioned earlier, frequently used laboratory tests designed to measure speech perception; in particular, the ability to perceive and recognize phonemes, single words, or simple sentences, have very desirable psychometric characteristics. However, correct speech perception depends almost entirely on the auditory processing skills of a person, whereas a more relevant real-life situation would require listening to ongoing discourse that additionally involves different cognitive processes, such as interpretation of information, decision making, turn-taking, and retrieving events from memory. With reference to the World Health Organization’s International Classification of Functioning, Disability, and Health (WHO-ICF) framework (WHO 2001), Kiessling and colleagues (Kiessling et al. 2003) outlined four processes involved in the auditory domain. These are (1) hearing, the detection of sound; (2) listening, the process of intentional and attentional hearing; (3) comprehending, the extraction of meaning and information that follows listening; and (4) communicating, which refers to an interactive and bidirectional way of exchanging meaning and information. While auditory processing is fundamental to all these functions, listening, comprehending, and communicating depend to a great extent on cognitive functions.
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It is well established that there is a link between cognitive abilities and the listening process as measured with sentence recognition tests (Dryden et al. 2017; Gatehouse & Gordon 1990; Lunner 2003). For example, in one of the classic studies on hearing and cognition, Lunner (2003) reported that, for first-time hearing aid (HA) users, good cognitive abilities, measured using the reading span (Daneman & Carpenter, 1980; Rönnberg et al. 1989) and rhyme judgment (Lyytens 1994) tests, positively correlated with speech recognition performance obtained in both aided and unaided conditions. In other words, listeners with better working memory and phonological processing skills had better speech recognition scores. Recent data (Ng & Rönnberg 2020) have demonstrated that such a relationship also exists in long-term HA users; albeit only when speech was presented in a changing-state background noise, which better resembled daily listening environments than more conventional stationary test background noises. Other cognitive abilities, including speed of information processing and lexical access have also been found to be associated with speech recognition (Hällgren et al. 2001; Lyytens et al. 2003; Rönnberg et al. 2008). In addition, executive functions, in particular inhibition, which is the process involved in preventing irrelevant information from entering working memory, as well as attention, the process of selecting and limiting the amount of information entering or remaining in working memory, play important roles in higher-level speech processing such as comprehension and communication (Atkinson & Shiffrin 1968).

Two listeners may obtain similar scores on traditional speech perception tests, but with different mental effort applied, meaning that one listener can sustain a conversation in an everyday listening situation for longer than the other. Different techniques/measures, including functional brain imaging, physiological responses, or behavioral responses, have been introduced to better understand cognitive processes exerted when listening to speech in noise (Peelle 2018; Strauss & Francis 2017; Pichora-Fuller et al. 2016). In particular, there is sufficient evidence that listening effort, as measured by pupillometry, can reveal speech processing difficulties that are not necessarily reflected by traditional speech perception measures (Ohlenforst et al. 2018; Wendt et al. 2017). Listening effort was recently defined as “the deliberate allocation of resources to overcome obstacles in goal pursuit when carrying out a listening task” (Pichora-Fuller et al. 2016). According to the Framework for Understanding Effortful Listening (FUEL), effort mobilization consumes cognitive resources and is dependent on the task demands, but can be further affected by motivation, fatigue, or psychosocial aspects (Hopstaken et al. 2015; Peelle & Wingfield 2016; Richter et al. 2016).

In summary, cognitive ability has strong links to processes related to real-life listening and conversation situations, and hence the ecological validity of outcome measures is likely to be very much affected by the degree to which they engage cognitive abilities in realistic ways (Keidser et al. 2020). Therefore, new outcome measures aiming to capture a person’s ability to participate in everyday communications should ideally tap into cognitive functions applied during real-life listening and conversation situations. To be useful for hearing-related research, such measures should be sensitive to acoustic contrasts, that is different background noises and different device signal processing algorithms that can vary the SNR. In this article, we review some newer outcome measures, the Sentence-final Word Identification and Recall (SWIR) test, neural tracking and pupillometry, that aim to better measure real-world listening demands by tapping into working memory, selective attention, and listening effort, respectively. The sensitivity of each measure to acoustic contrasts has been evaluated, using various noise reduction (NR) algorithms. The measures are all developed to better understand how the interaction between hearing and cognition affects a person’s listening and communication skills; an understanding that potentially will lead to the development of improved hearing interventions and candidacy criteria. Thus, such measures support Purpose A (Understanding) directed toward better understanding of the role of hearing in everyday life, Purpose B (Development) directed toward supporting the development of improved hearing-related procedures and interventions, and Purpose C (Assessment) directed toward facilitating improved methods for assessing and predicting the ability of people and systems to accomplish specific real-world hearing-related tasks for increasing the ecological validity of hearing-related research (Keidser et al. 2020).

THE SWIR TEST—A WORKING MEMORY PARADIGM

The SWIR test (Ng et al. 2013) was developed specifically to investigate the cognitive benefit of NR schemes during the simultaneous perception and processing of speech, predicted by the Ease of Language Understanding (ELU) framework (Rönnberg 2003; Rönnberg et al. 2008, 2013). The ELU framework conceptualizes the interplay between individual differences in speech recognition and working memory. Working memory is the limited capacity for the simultaneous storage and online processing of information (Baddeley & Hitch 1974). The ELU framework predicts that in an easy listening condition where the input signal is clear, implicit and effortless processing occurs. In this case, the input signal matches readily with the phonological representation in long-term memory. When the listening condition is challenging and suboptimal, for instance when the input signal is distorted as a perceptual consequence of cochlear damage or masked by noise, mismatch occurs because the input signal cannot be readily matched with the phonological representation in the lexicon. This requires top-down remedial processing, which is then explicit and effortful and loads the capacity-limited working memory. Advanced signal processing in hearing devices, such as NR schemes, is designed to improve speech intelligibility by minimizing the impact of noise. Based on the ELU framework, it can be predicted that NR schemes reduce the engagement of explicit processing, leaving more cognitive resources for higher-level processing of auditory input, such as speech recall.

In the SWIR test, listeners are presented with a number of short sentences. There are two tasks performed in sequence: an identification task, in which listeners repeat the final word immediately after listening to each sentence in the list, followed by a free recall task, in which listeners at the end of the list recall, in any order, the final words that have been successfully repeated in the identification task. Relative to the traditional speech recognition tests, where listeners are asked to listen to and repeat speech-in-noise stimuli in mostly negative SNRs, the SWIR test has several characteristics that are assumed will increase the ecological validity of its outcome. First, because the recall task of the SWIR test is only meaningful if the words
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Using the SWIR test, the effect of active NR processing was evaluated in listeners with hearing impairment in a series of studies. In Ng et al. (2013) and Ng et al. (2015), the test stimuli were preprocessed using binary masking NR schemes (Boltdt et al. 2008), whereas a NR scheme implemented in a commercially available HA was used in Ng et al. (2016). In agreement with the ELU framework prediction, results showed that active NR processing alleviated the negative impact of noise on working memory to improve recall for highly intelligible speech by freeing up cognitive resources. This finding was successfully replicated in Lunner et al. (2016), using the same test paradigm but in a different language (see Fig. 1). Of particular interest, the positive effects of NR processing on recall performance were modulated by individual differences in working memory capacity, as measured with the reading span test in Ng et al. (2013), with only listeners with good working memory capacity showing benefit from the NR schemes. In the subsequent studies (Lunner et al. 2016; Ng et al. 2015, 2016), the SWIR test was modified by reducing the list length from eight to seven (i.e., the number of to-be-recalled words), such that the test became less cognitively demanding. These studies showed that when presenting shorter lists, the use of NR processing improved recall performance, regardless of individual differences in working memory capacity, when speech intelligibility was approaching 100%.

Discussion and Future Directions

The SWIR test builds on traditional speech recognition tests by tapping into listeners working memory capacity while they listen to and process simple sentences and has been found to be sensitive to NR schemes. Based on the results reported by Ng et al. (2013, 2015, 2016) and Lunner et al. (2016), the positive effects of NR processing may not be captured if task difficulty, determined by the number of to-be-recalled words or length of the sentence lists, exceeds individual working memory capacity. Ongoing investigations focus on whether the SWIR test can be further modified by varying the task difficulty, which is the working memory demands, so that it is adaptive to individual cognitive capacity. As a first step, Micula et al. (2020) examined whether the positive benefit of NR processing on recall performance is dependent on task difficulty. This was done by introducing varying list lengths. Results indicated that the SWIR test with varying list lengths can reliably detect the positive effect of NR processing on recall. Future investigations will focus on the implementation of an adaptive procedure so that the SWIR test will be adaptive to individual cognitive capacity. All previous and current investigations concerning the SWIR test have tested people with presumably normal cognitive functions. Future investigations could also focus on the implications for testing older HA users with particular pathologies that affect cognition.

NEURAL TRACKING AS A TOOL TO STUDY SELECTIVE AUDITORY ATTENTION

The assessment of selective auditory attention (i.e., listener’s ability to attend selectively to a specific talker in cocktail party-like situations with multiple competing speakers) is gaining increased interest in the field of Hearing Science. Much of the progress in the area is closely tied to progress in developing computational models that can describe how the auditory system encodes the incoming speech streams. The speech sounds evoke neural responses that are heavily modulated by attention, showing selective neural tracking of attended speech, that is, selective enhancement of neural responses to attended versus ignored sounds (Mesgarani & Chang 2012; Ding & Simon 2012; O’Sullivan et al. 2015). Measures of neural tracking not only make it possible to infer what the listener is attending to but also to infer how well the signal is encoded (e.g., Das et al. 2018). In Choi et al. (2014), a relationship between neural amplification and performance was found across several auditory listening tasks; listeners with stronger neural amplification were better performers. Therefore, combined with listening tasks designed to resemble everyday listening situations, the use of neural tracking could provide objective and more ecologically valid information about how well a listener is attending to and understanding a particular talker.

Literature provides three powerful interrelated computational models from linear system identification theory (Ljung 1999) to investigate neural tracking (Alickovic et al. 2019). Briefly, the overall goal of these computational models is to identify a linear kernel (or response function) that best describes how the neural responses captured using magnetoencephalography (MEG) or electroencephalography (EEG) are correlated to the envelopes.
of the incoming speech signals (Lalor et al. 2009; Dmochowski et al. 2018; de Cheveigné et al. 2018; Crosse et al. 2016). First, the decoding model (or stimulus reconstruction (SR) model) that links brain and speech in a backward direction, attempts to learn the incoming speech envelope from the speech-induced neural responses by modeling the speech envelope as a linear convolution of the EEG or MEG responses and estimated linear kernel (or decoder) (Ding & Simon 2012; Mesgarani & Chang, 2012; O’Sullivan et al. 2015; Das et al. 2018; Presacco et al. 2019). Second, the encoding model that links brain and speech in forward direction, attempts to predict the EEG or MEG responses from the speech envelope(s), by modeling the neural responses as a linear convolution of the speech envelope and a linear kernel (or temporal response function) (Lalor et al. 2009; Ding & Simon 2012; Alickevic et al. 2016). Finally, more recently, a hybrid model that combines the strengths of the encoding and decoding models and that is based on a canonical correlation analysis has also been proposed (Dmochowski et al. 2018; de Cheveigné et al. 2018; Iotov & Parra 2019).

Of the three models, the SR model has received the greatest attention in the literature and has inspired the development of different measures of assessing different aspects of the listener’s ability to attend selectively to a specific talker in a cocktail party environment. The different aspects include: impact of focused attention (O’Sullivan et al. 2015; Fiedler et al. 2017); impact of hearing loss (Presacco et al. 2019); impact of listener’s age (Brodbeck et al. 2018a; Deecuy et al. 2019); impact of acoustic environment (Fuglsang et al. 2017; das et al. 2018; Khalighinejad et al. 2019); and impact of speech intelligibility (Ding & Simon 2012; Vanthorhout et al. 2018; Lesenfants et al. 2019).

One key finding derived using the SR model is that the strength of EEG-based neural tracking is indicative of whether or not the listener is attending to a specific talker in multitalker situations (O’Sullivan et al. 2015; Mirkovic et al. 2015; Akram et al. 2016). However, neural tracking from single-trial EEG and MEG has been mainly investigated in tightly controlled listening conditions with two spatially separated competing talkers without accompanying background noise or at favorable SNRs. With their simplified listening conditions that lack the dynamics and multiple competing talkers of real-world cocktail party environments, these controlled experiments may reduce the level of ecological validity of outcomes and hence limit the progress in truly understanding the ability to attend selectively to a specific talker in a cocktail party environment.

**Sensitivity to Acoustic Contrast and Hearing Loss**

Only recently have data been collected to investigate the effect of noise level and speaker position on neural tracking of speech in normal-hearing listeners. Das et al. (2018) demonstrated that the speech-related brain activity, and thus the neural tracking of speech, was very sensitive to background noise level and angular speaker separation. Specifically, it was found that increasing noise levels degrades the quality of neural tracking of attended speech, with the degrading effect of the noise being stronger when the competing talkers were located closer to each other. More specifically, it was shown that the quality of neural tracking was significantly degraded at negative SNRs, that is, with increasing background noise levels. On the other hand, it was reported that the quality of neural tracking improves with angular speaker separation, showing the benefit of spatial release from masking.

Recent publications have further reported that hearing loss plays an important role in altering the neural tracking of speech (Petersen et al. 2016; Presacco et al. 2019), with the brain’s ability to perform selective attention tasks especially challenged when background noise is present. Specifically, Petersen et al. (2016) reported that hearing loss reduced the neural tracking of speech with poorer SNR, with the differential neural tracking of attended versus ignored speech further decreasing with poorer hearing, while Presacco et al. (2019) reported that hearing loss reduced differential midbrain and cortical responses. The implications of these results are that measures of changes in neural tracking of speech attention in noise could be sufficiently sensitive to changes in the acoustic input; for example, resulting from HA signal processing designed to reduce interference from competing talkers under everyday conditions. That is, neural tracking can be used as an objective measure to reveal if such acoustic changes are effective in improving (restoring to normal patterns of neural activity) speech attention measures for listeners with hearing loss.

**Testing the Effect of Noise Reduction Algorithms**

Modern HAs can alleviate the impact of background noise by applying advanced NR signal processing algorithms while providing adequate access to the information of the foreground speech (Chung 2004; Dillon 2012). However, state-of-the-art HAs do not know which speech sources (talkers) the HA user’s attention is focused on, leaving it to the brain to enhance the talker of interest and suppress unwanted sounds. For HA users to succeed in complex listening situations, it is therefore of interest to develop HA compensation strategies that are supportive of the brain’s selective auditory attention processing. For this purpose, neural tracking of speech may be used to objectively measure how well different HA settings achieve enhancement of the talkers of interest in the foreground and suppression of the noise in the background.

In a recent study (Alickevic et al., Reference Note 1), the role of a commercially available NR scheme on selective auditory attention using neural tracking of speech was examined. Twenty-two experienced HA users with mild-to-moderate sensorineural hearing loss were presented with two talkers in a background of a four-talker babble noise presented uncorrelated from four loudspeakers in the rear hemisphere (see upper right corner in Fig. 2). Listeners were instructed to focus on one of the talkers and ignore the competing talker and background noise. The angular locations of attended and ignored talkers in the foreground were ±22°, aimed to simulate a realistic listening situation. The attended and ignored talkers were each presented at 62 dB SPL (decibels sound pressure level) and had an SNR of +3 dB or +8 dB relative to the background noise, simulating a perceptually difficult and easy listening condition, respectively. EEG activity was recorded via 64 scalp electrodes. Neural tracking of speech was estimated using the SR method and quantified by the correlation between actual speech envelope (at the input of the hearing aid) and reconstructed speech envelope. Neural tracking of speech was compared for active versus inactive NR processing. The commercially available NR processing was set to improve SNR of speech coming from the two frontal loudspeakers (i.e., both the attended and ignored talkers) by predominately attenuating the background noise coming from the four background loudspeakers. Technical measurements were performed in both +3 and +8 dB SNR conditions to verify the
SNR improvement in the HA, which is defined as the difference between the input level of the environment (two frontal talkers and background noise from the four loudspeakers) and output responses from the HA. On average, the articulation-index weighted SNR improvements were between 5 and 6 dB for active NR processing compared with when it was off.

Our results showed that under more difficult listening (i.e., at +3 dB SNR) the neural tracking of the attended and ignored talkers was significantly enhanced by the activation of NR, while the neural tracking of background noise was significantly suppressed (see Fig. 2). Overall, these results demonstrate, that active NR processing reduces background noise sufficiently to enable the HA user to better follow the talker of interest (attended talker), and switch their attention to another (i.e., ignored) talker when necessary. Altogether, these results provide evidence that NR activation in HAs can enhance the neural tracking of speech in complex listening situations.

Discussion and Future Directions

Popular neural tracking measures, such as SR, have been found to reflect selective attention in listeners and to be sensitive to hearing loss and changes in SNR. As noted by Petersen et al. (2016), the differential neural tracking of attended versus ignored speech further decreases with poorer hearing. Thus, it seems as if listeners with hearing loss have more difficulty segregating between attended and ignored speech, which may impair their ability to attend to the desired source, or vice versa. Understanding selective auditory attention in listeners with hearing loss is a step toward better understanding the effects of hearing impairment on selective listening in a cocktail party situation and how HAs, including NR strategies, can provide benefits. Here, we have shown that a HA signal processing that improves SNR may mitigate the attention loss caused by hearing loss.

Neural tracking measures hold a potential to delineate how higher-order acoustic, phonetic, and linguistic speech features are represented and integrated at different levels of the auditory system. For example, Brodbeck et al. (2018a) showed that, for normal-hearing listeners, at the linguistic level the neural tracking was completely dominated by the attended stream. A research priority for the future is to investigate if that is also the case for listeners with hearing loss under more realistic test conditions.

A potential issue with the neural tracking paradigm is a lack of control over to what extent test participants just focus on a particular voice without listening with intent to understand what has been said. This poses a challenge for the implementation of a speech tracking task that can also be used to verify to what extent the participant could follow what was being said. Recent results by Brodbeck et al. (2018b) indicates that, while responses to acoustic features reflect attention through selective amplification of attended speech as discussed above, responses consistent with a lexical processing model reveal categorically selective processing. Therefore, by analyzing neural tracking at both the acoustic feature level and lexical level, it might be possible to distinguish between just surfacing a voice or if the speech attended to is actually understood.

PUPILLOMETRY AS A TOOL TO MEASURE LISTENING EFFORT

Measurements of listening effort have been realized using different approaches including subjective, behavioral, and...
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Physiological methods (see Ohlenforst et al. 2017a). The latter includes pupillometry, which has been applied to illustrate changes in autonomic nervous system activity during task performance (McGarrigle et al. 2014; Winn et al. 2018), with a combination of sympathetic and parasympathetic nervous system contributions determining the pupil size (Loewenstein 1993). Changes in the pupil size have been associated with locus coeruleus activity (Koss 1986; Aston-Jones & Cohen 2005). More particularly, the task-evoked pupil response has been suggested to index phasic activity reflecting the momentary processing of an attended task-relevant event (Aston-Jones & Cohen 2005), whereas the resting state or baseline pupil size might index the baseline arousal level (Jepma & Nieuwenhuis 2011; Murphy et al. 2014).

Sensitivity to Acoustic Contrast, Including Noise Reduction Algorithms

Pupil dilation can signal changes in mental task load and effort (Kahneman & Beatty 1966; Beatty 1982). In recent years, a considerable number of studies have measured people’s pupil dilation while they were listening to speech and demonstrated that pupil dilation changed with, for example, changing SNR (Ohlenforst et al. 2017b), intelligibility (Zekveld et al. 2010), masker type (Koelewijn et al. 2012; Wendt et al. 2018) or linguistic complexity (Wendt et al. 2016). Of interest is that pupil dilation has been found to be sensitive to changes in acoustic degradation of the listening situation whether speech perception performance is changing or not (Kramer et al. 1997; Wendt et al. 2018). This means, that pupillometry can be used as an outcome measure at SNRs that better resemble those experienced in real life and where the traditional speech perception tests become highly insensitive to different backgrounds and HA signal processing.

Furthermore, research has demonstrated reduced listening effort with an active NR scheme at speech intelligibility levels above 50% speech recognition (Ohlenforst et al. 2018; Wendt et al. 2017). For example, in Wendt et al. (2017), pupil dilation was measured on 24 aided listeners with hearing loss while they completed the Danish HINT test presented in a four-talker babble noise. In a first experiment, it was found that pupil dilation was significantly reduced when a commercially available NR scheme was activated compared with when it was off. In a second experiment, two different NR schemes were compared that are both implemented in modern HAs. One uses a traditional single microphone noise estimate and consists of an adaptive first-order directionality system combined with slow-acting NR processing, whereas the other uses a faster NR scheme (see Wendt et al. 2017 for details). Pupil dilation was significantly reduced when listening via the faster NR scheme. The effect of active NR processing on pupil dilation was further demonstrated over a wide range of SNRs (Ohlenforst et al. 2018).

Discussion and Future Directions

Recent hearing-related research has demonstrated that pupillometry is adding another dimension when evaluating speech perception of people with and without hearing impairment. Typically, literature on pupillometry and listening effort, using traditional speech-in-noise tests, apply trial-based designs by presenting single sentences or words in background noise (Winn et al. 2018). It has been argued that more natural speech stimuli such as conversations, news clips, or monologues would enable studying cognitive processes involved in natural speech processing that are more relevant for everyday listening scenarios (Alexandrou et al. 2018; Hamilton & Huth, 2018), and newer studies have started to examine this using pupillometry. Interestingly, studies using longer (speech) stimuli often report a different temporal characteristic of the pupil response curve compared with the studies examining task-evoked (phasic) response of the pupil (e.g., Zhao et al. 2019; Hjortkjær et al. 2018). More research is currently needed to determine how and if, the characteristics of the pupil response curve obtained for longer (speech) stimuli correlate to the task-evoked pupil response as it is observed in literature applying single sentences, or provide a different outcome that better represents cognitive processes engaged during real-world listening.

According to the FUEL framework (Pichora-Fuller et al. 2016), listening effort increases with increasing task demands. However, this is only valid if the individual stays engaged in the task (Granholm et al. 1996; Pichora-Fuller, et al. 2016). With increasing task demands and when available resources are exceeded, effort allocation declines due to disengagement. Thus, a decline in pupil dilation might not always refer to a reduced effort allocation but may be interpreted as signs of disengagement or giving-up (Granholm et al. 1996; Ohlenforst et al. 2017a; Wendt et al. 2018). This might limit the application of pupillometry as a measure of listening effort in situations with high task demands, for example, in situations with low intelligibility levels, since reduced dilation could suggest disengagement of the listener. Alternatively, pupillometry might also provide a tool to detect signs of disengagement and “giving-up” in people with hearing impairment. It has furthermore been argued that motivation can affect effort allocation as indicated by changes in pupil size. In a pupillometry study, Koelewijn et al. (2018) examined whether motivation (manipulated by monetary reward) had a mediating effect on listening effort as reflected by the pupil dilation. Their results indicated that reward impacted effort allocation even when speech recognition stayed unchanged. Those findings were interpreted in line with the motivational intensity theory, which states that effort mobilization can be affected by motivational arousal (Brehm & Self 1989).

Further research toward a better understanding of the effects of effort mobilization under more realistic conditions should focus on the interplay of task demands, motivation, fatigue, and social aspects of communication. On the one hand, consequences of social stress on effort mobilization might be relevant for everyday communication as people with hearing impairment may become stressed when experiencing communication difficulties (Pichora-Fuller 2016). On the other hand, being able to follow a conversation as well as staying engaged in a conversation might be relevant and highly motivating for people with hearing impairment. Thus, social motivation as well as identifying signs of disengagement/giving-up (and how hearing devices might help the user to stay engaged) using pupillometry will help to better understand resource allocation and effort mobilization in people with hearing impairment in everyday communication situations. One known downside of the popular pupillometry method, when it comes to sourcing more realistic testing scenarios, is probably its sensitivity to luminance, which is difficult to control outside the typical laboratory situation.
SUMMARY AND CONCLUSION

Three newer outcome measures (the SWIR test, neural tracking, and pupillometry) that aim at tapping into cognitive processes associated with real-life listening and conversation situations were presented and discussed, with the three measures capturing working memory capacity, selective attention, and listening effort, respectively. Several studies revealed that both the SWIR test, which asks listeners to recall items they have just been listening to, and listening effort, as indicated by changes in pupil dilation while listening to speech, can add another dimension to more traditional speech perception testing, since they provide a sensitive measure in situations where speech perception performance might be unaffected. As such, changes in working memory capacity and effort mobilization can be found at positive SNRs, that is, in an SNR range that might better reflect everyday situations. As for neural tracking, several studies, using SR, have demonstrated that this method is robust at determining whether a listener is attending to a specific talker in a typical cocktail party situation. Therefore, all three measures appear to be useful for testing specific cognitive processes under more realistic communication scenarios. Using both established and commercially available NR schemes, data further revealed that all three measures are sensitive to variation in SNR, and therefore, can be used to evaluate HA signal processing designed to improve this variable.

As a caution, it should be noted that none of the three measures are standardized and some potential caveats have been identified for each measure that should be considered if implemented and used in future hearing-related research studies. For the SWIR test, this means being mindful of the list length, that is, the number of sentences presented and thus number of words to recall, as the test becomes insensitive if the number of words to recall exceeds individual working memory capacity. In terms of recording neural responses while listening to speech, the speech tracking task should ideally be selected so that it can be verified to what extent the speech attended to has been understood. Finally, when recording pupil dilation, considerations should be made to the demand of the test situation, as very demanding listening situations may show reduced listening effort as a result of the listener giving-up on the task. Generally, HA signal processing parameters have been optimized to traditional speech-in-noise measures, which is insensitive to many everyday conditions, such as typical real-life SNRs, and the cognitive processes involved in understanding speech in challenging listening situations. The new outcome measures of real-life listening demands presented and discussed here can be particularly useful for better understanding the everyday challenges that listeners with hearing loss encounter and for optimizing HA signal processing targeting the SNR under everyday conditions.
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