Application of Fuzzy Kernel C-Means in face recognition to identify look-alike faces
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Abstract. Machine learning has been rapidly evolving and continuously developing. Many problems can be solved by machine learning. One of those is face recognition. There are many application of face recognition. One application that will be discussed in this research is face recognition to identify look-alike faces. Such application can be useful when dealing with huge data. Machine learning method that will be used is Fuzzy Kernel C-Means. This method is the modification of previous method Fuzzy C-Means. The kernel used is Radial Basis Function Kernel. Each image is characterised by its features. It is believed that reducing the number of features can also reduce the cost. Therefore, a feature selection method called Chi-Square was also used. Solving this problem in face recognition using Fuzzy Kernel C-Means resulted in quite high accuracies.

1. Introduction
The data in this world are so huge and various such that the world needs a solution to process these data. However, one solution is never enough. One way we can do is to classify the data into classes. This is where machine learning comes in. Machine learning is a part of artificial intelligence that focuses on computers to 'learn' and act or give decisions like humans [1].

The main idea of machine learning is to replace a machine designed to do a job with specific instructions into a set of algorithms. The algorithms are trained to use the data and to gather information to be studied which will later be formed into a model. A method in machine learning called Fuzzy C-Means with the implementation of kernel will be used in this research. This method is often called as Fuzzy Kernel C-Means.

One application of Fuzzy Kernel C-Means to a real-world problem is face recognition. High accuracy and short running time are usually the main aim for researchers to obtain when constructing face recognition algorithms. There have been several face recognition problem that have been discussed by other researchers, such as face recognition in general [2], face recognition for the purpose of gender classification [3], and face recognition in the area for look-alike faces [4,5,6].

The problem that will be discussed in this research is look-alike faces identification. It is useful to cut the cost of searching for missing person, criminal or wanted person. Unqualified faces can be removed and the process is left with look-alike face images. Removing the unqualified data can result in saving more time. While the data in the real-world are likely to be huge, removing a huge amount of data and continuing with only the qualified data can reduce the cost [4]. The database that is used in this research is the Look-Alike Face (LAF) database that was made by Lamba et al. in 2011 [5].
The basic reasons of look-alike faces are described in three types \([5,6]\). The first reason is biological, the second reason is situation, and the third reason being plastic surgery or any other artificial handling to the face. Biological reason includes those people who are related by blood, particularly identical twins who happen to very likely look almost the same. Situation reason depends on things such as the lighting and pose of a picture being taken \([6]\). For plastic surgery, it is common for people who had plastic surgery to have similar shape in those commonly changed spots on the face such as nose, chin, or lips.

The two main stages performed for face recognition are feature selection or extraction and classification \([7]\). A feature selection or extraction stage is performed to reduce the dimensions of the image without losing important information in the image. In this research, feature selection will be used along with classification. The feature selection method used in this research is Chi-Square.

This paper is arranged as follows: The methods used in this research, which include Chi-Square as the feature selection method, Fuzzy Kernel C-Means as the classification method and confusion matrix as the performance evaluation tool to calculate the accuracy are explained in section 2. The data used in this research are described in section 3. Experiment results with the explanations are given in section 4 and the conclusions are given in section 5.

2. Method

This section discusses about the methods used for this research. First, Chi-Square as the feature selection method is explained briefly. Second, the idea and fundamental formulation for kernel and Fuzzy Kernel C-Means are explained. Lastly, the general form of confusion matrix is explained.

2.1. Chi-Square Feature Selection

Chi-Square feature selection uses the basic concept of looking for a feature connection with a class and then rank those connections. It uses statistical theory to test the independence of a feature with its class \([8]\). Each feature will calculate its Chi-Square value respectively, denoted by \(\chi^2\). The formula used to compute \(\chi^2\) is \([9]\):

\[
\chi^2 = \sum_{i=1}^{k} \sum_{j=1}^{m} \frac{(n_{ij} - \mu_{ij})^2}{\mu_{ij}}
\]

where \(j\) is the \(j^{th}\) class, \(i\) is the \(i^{th}\) feature, \(n_{ij}\) is the feature value \(i\) in class \(j\) and \(\mu_{ij}\) is defined as:

\[
\mu_{ij} = \frac{n_{ij}n_{i*}}{n}
\]

where \(n_{j*} = \sum_{i=1}^{k} n_{ij}\) and \(n_{i*} = \sum_{j=1}^{m} n_{ij}\).

2.2. Kernel

Any great machine learning methods can produce high accuracy for data that can be separated linearly in general. The problem in real world is that such linearly separable data is almost impossible to find. One technique that can be used as the solution to trick the problem of non-linear data is by implementing kernel \([10]\). The kernel function can be considered as a link between non-linear data and the algorithms. Kernel function will map data in the input space to a new feature space that has a higher dimension such that the data can be separated linearly in the new feature space \([11]\).

Suppose \(x_1, x_2, ... , x_n \in \mathbb{R}^n\) is a set of the original data in \(\mathbb{R}^n\). There is a function \(\phi\) that maps the data in \(\mathbb{R}^n\) to a new feature space with a higher dimension \(F\).

\[
\phi: \mathbb{R}^n \rightarrow F
\]

The kernel function is defined as follows \([12]\):

\[
K(x, y) = \phi(x) \cdot \phi(y)
\]
and let the data that have been mapped to a new feature space be called as kernelised data. Thus, the
distance between two kernelised data is defined as:
\[
d(x, y) = \|\phi(x) - \phi(y)\| = \sqrt{K(x, x) - 2K(x, y) + K(y, y)}
\] (4)

The distance between two kernelised data which is stated in equation (4) will help to simplify
further process of finding the necessity of any method that will be implemented by kernel. There are
several types of kernel, but a type of kernel has been commonly used for Fuzzy Kernel C-Means is the
Radial Basis Function (RBF) kernel. The RBF kernel is defined as [12]:
\[
K(x, y) = e^{\frac{-\|x-y\|^2}{2\sigma^2}}
\] (5)

2.3. Fuzzy Kernel C-Means
The Fuzzy C-Means method is a clustering method that was introduced by Bezdek in 1981 [10]. A
modification of the Fuzzy C-Means method by implementing the kernel has been then developed. The
modified method is called Fuzzy Kernel C-Means. The implementation of kernel is done so that the
algorithm can correctly classify the data which cannot be linearly separated [13].

Few examples of previous researches using Fuzzy C-Means are its application in cancer
classification [14] and intrusion detection system [15]. While the examples of previous researches
using Fuzzy Kernel C-Means are for intrusion detection system [16], gliomatosis cerebri classification
[17], and insolvency prediction in insurance companies [18].

The objective functions of Fuzzy Kernel C-Means are as follows [19]:
\[
f(V, U, X, c, m) = \sum_{i=1}^{c} \sum_{k=1}^{N} (u_{ik})^m \|\phi(x_k) - \phi(v_i)\|^2
\] (6)

subject to:
\[
0 \leq u_{ik} \leq 1
\] (7)
\[
\sum_{i=1}^{c} u_{ik} = 1
\] (8)
\[
0 \leq \sum_{i=1}^{c} u_{ik} \leq N
\] (9)
\[
i = 1, 2, ..., c
\]
\[
k = 1, 2, ..., N
\]

where \(c\) is the number of clusters which needs to be more or equal to two, \(N\) is the number of data,
\(m\) is the fuzziness degree (\(m > 1\)), \(u_{ik}\) is the membership of \(x_k\) in class \(i\), \(X = \{x_1, x_2, ..., x_N\}\) is the
set of data that are to be clustered, and \(V = \{v_1, v_2, ..., v_c\}\) is the set of cluster centers.

The optimal condition is obtained when the objective function is minimised. One way to find the
solution is to use Lagrange multiplier. Suppose given \(\lambda\) as the Lagrange multiplier, then it is possible
to establish a Lagrange function for Fuzzy Kernel C-Means as follows:
\[
L = \sum_{i=1}^{c} \sum_{k=1}^{N} (u_{ik})^m \|\phi(x_k) - \phi(v_i)\|^2 + \lambda(1 - \sum_{i=1}^{c} u_{ik})
\] (10)

By solving the derivatives of Lagrange equation in (10) above and substituting the RBF kernel
formula, we would get \(u_{ik}\) as the membership of \(x_k\) in class \(i\) and \(v_i\) as the cluster center for class \(i\) as follows [20]:
\[
u_{ik} = \left(\sum_{j=1}^{c} \frac{(1-K(x_k, v_j))^{m-1}}{1-K(x_k, v_j)}\right)^{-1}
\] (11)
\[
v_i = \frac{\sum_{k=1}^{N} (u_{ik})^m K(x_k, v_i) x_k}{\sum_{k=1}^{N} (u_{ik})^m K(x_k, v_i)}
\] (12)
2.4. Confusion matrix

When conducting a scientific experiment, a performance evaluation is needed so that the results are described systematically. The performance evaluation tool used in this research is confusion matrix. A confusion matrix shows the performance results of a machine learning algorithm in the form of a special matrix measuring $n \times n$, where $n$ is the number of classes [21]. By using confusion matrix, the accuracy can be seen clearly.

Confusion matrix can be used for binary classification as well as multiclass classification. For binary classification, there would be only two classes at stake. The general form for confusion matrix in binary classification is shown in table 1.

| True Situation | Class 1 | Class 2 |
|----------------|---------|---------|
| Class 1        | $f_{11}$ | $f_{12}$ |
| Class 2        | $f_{21}$ | $f_{22}$ |

From table 1, $f_{11}$ is called true positive, $f_{12}$ is called false negative, $f_{21}$ is called false positive, and $f_{22}$ is called true negative [21]. True positives and true negatives are labeled for data that are correctly classified, while false positives and false negatives are labeled for data that are incorrectly classified. For multiclass classification, table 1 can be expanded until $m$ classes which is shown in table 2.

| True Situation | Class 1 | Class 2 | ... | Class $m$ |
|----------------|---------|---------|-----|-----------|
| Class 1        | $f_{11}$ | $f_{12}$ | ... | $f_{1m}$ |
| Class 2        | $f_{21}$ | $f_{22}$ | ... | $f_{2m}$ |
| Class $m$      | $f_{m1}$ | $f_{m2}$ | ... | $f_{mm}$ |

If we want to know the accuracy, we have to calculate how many data are correctly classified and divide it by the total data being classified. So, all we need is the results in the diagonal of confusion matrix and the total data. The diagonal of confusion matrix would consist of the true positives and the true negatives. Formula used to calculate the accuracy is shown in equation (13).

$$
\text{accuracy} = \frac{\text{True Positives + True Negatives}}{\text{Total amount of data being classified}} \\
= \frac{\sum_{i=1}^{m} f_{ii}}{\text{Total value in the diagonal of confusion matrix}} \\
= \frac{\sum_{i=1}^{m} f_{ii}}{\sum_{k=1}^{m} \sum_{i=1}^{m} f_{ki}} 
$$

(13)
3. Data
Every experiments need data. Due to the aim of this research is to identify look-alike faces, a database called Look-Alike Face database (LAF) was used. This database was created by Lamba et al. in 2011 [5]. Five hundred face images were used in this research. Those 500 face images consist of 50 different people who each have 5 images of their genuine face and 5 look-alike images.

The genuine face images are used for training dataset and look-alike face images are used for testing dataset. The images in Look-Alike Face database have variations in colour and size, meaning that they are not intentionally made in uniform surroundings. Some images are in colour form (RGB) and some are in grayscale form. All the images are modified into grayscale form for this research. The modification that has been done is only changing the colour images into grayscale images such that all of the images are in the same level of system. By doing this kind of modification first, the computational time that is required would be lower.

After all the images in the database are converted into grayscale form, the images are then transformed into row vectors. For an image with the size of $n \times n$, we will get a row vector with the size of $1 \times n^2$. This step works by reading each pixel in the image and putting the gray level as an element for the row vector. These elements are the features of the image that will be used for further steps. For this research, each image is $125 \times 125$ pixels in size, which means that it has 15625 features.

4. Experiment Results
Implementation of Fuzzy Kernel C-Means for face recognition to identify look-alike faces as proposed in this research was conducted and the results are shown in table 3 and table 4 below. Table 3 shows the result when the feature selection method which is Chi-Square was used, whereas table 4 shows the result when no feature selection method was used. The experiments were conducted on a 32GB RAM All-in-One computer with Intel® Core™ i7 processor. Different device may result in different accuracy and running time.

As seen in table 3, the experiments resulted in various accuracies ranging from 42% to 74%. The highest accuracy obtained was 74% when all of the features were used. The parameter for RBF kernel used in the experiment in table 3 is $\sigma = 0.05$. Although the running time was quite high, due to the number of features used. Based on this experiment, as the number of features increases, the accuracy also increases.

The next experiment is to use all of the features and conduct face recognition to identify look-alike faces using Fuzzy Kernel C-Means but with various different $\sigma$ as the parameter of the RBF kernel. The results are summarised in table 4. The highest accuracy is still the same as in table 3, which is 74%. Using three different parameter all resulted in 74%, but the lowest running time was the one using $\sigma = 0.05$, so that would be the best result for table 4.

| Number of Features | Accuracy (%) | Running time (seconds) |
|--------------------|--------------|------------------------|
| 1000               | 42.00        | 55.26563               |
| 2000               | 46.00        | 77.29688               |
| 3000               | 61.20        | 586.3594               |
| 4000               | 66.00        | 620.00                 |
| 5000               | 67.20        | 724.4219               |
| 6000               | 65.60        | 813.0938               |
| 7000               | 69.20        | 908.4375               |
| 8000               | 70.40        | 1071.438               |

Table 3. Results obtained using Fuzzy Kernel C-Means with Chi Square Feature Selection
Face images can actually be interpreted in so many ways. This research used only one way to interpret the face images which is by obtaining the gray level of all the pixels in the image. Other researchers may call this as interpreting the image from its texture. At the time of the experiment in this research was conducted, another research for face recognition to identify look-alike faces using images from the same database but different methods by other researches has already been executed. The comparison of accuracies obtained by different classification methods are shown in table 5. It can be seen that Fuzzy Kernel C-Means for face recognition to identify look-alike faces has produced higher accuracy than other methods from previous research stated in table 5. Researchers are continuing to develop better algorithms for many cases in face recognition including in identifying look-alike faces.

**Table 5. Comparison of accuracies**

| Research                       | Classification Method                              | Accuracy (%) |
|--------------------------------|---------------------------------------------------|--------------|
| Proposed in this research      | Fuzzy Kernel C-Means                              | 74.00        |
| Other research [6]             | Open-Set Sparse Representation                     | 53.81        |
|                                | Open-Set Collaborative Representation              | 57.21        |
|                                | Open-Set Sparse Representation and Collaborative Representation | 60.92 |

5. Conclusion

Face recognition to identify look-alike faces using Fuzzy Kernel C-Means has been proposed in this research. Fuzzy Kernel C-Means is a modification from the previous Fuzzy C-Means method with

---

**Table 4. Results obtained using Fuzzy Kernel C-Means with various σ as the parameter of the Radial Basis Function kernel**

| σ     | Accuracy (%) | Running time (seconds) |
|-------|--------------|------------------------|
| 0.0001 | 74.00        | 2717.234               |
| 0.001  | 74.00        | 2606.984               |
| 0.05   | 74.00        | 1537.234               |
| 0.1    | 73.60        | 191.5313               |
| 1      | 73.60        | 28.64063               |
| 5      | 73.60        | 28.00                  |
| 10     | 73.60        | 27.73438               |
| 50     | 73.60        | 28.65625               |
| 100    | 73.60        | 28.26563               |
| 1000   | 73.60        | 27.875                 |
kernel implementation. There are lots of different forms of kernel, but this research used Radial Basis Function (RBF) kernels. In addition, Chi-Square method is also used as a feature selection method. The data used are 500 face images obtained from the Look-Alike Face database (LAF).

Face recognition to identify look-alike faces can be useful in real-world problem where there are huge amount of data by taking the look-alike face images and eliminating unrelated face images. From the results that are obtained, the highest accuracy using Fuzzy Kernel C-Means with Radial Basis Function kernel is 74% when all of the features from the images were used. This result is obtained for this research using a particular device, so keep in mind that using different devices may result in different accuracy and running time.
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