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Abstract

In this paper consider a two user multiple access channel with noisy feedback. There are two senders with independent messages who transmit symbols across an additive white Gaussian channel to a receiver, who in turn sends back a symbol which is received by the two senders through two independent noisy Gaussian channels. We consider the case when the feedback is active i.e. the receiver actively encodes the feedback using a linear state process. We pose this as a problem of linear sequential coding at the senders and the receiver to minimize the terminal mean square probability of error at the receiver. This is an instance of decentralized control with no common information at the senders and the receiver. In this paper, we construct two linear controllers at the sender and the receiver. Due to linearity of the policies and the controllers, all the random variables involved are jointly Gaussian. Moreover, the corresponding covariance matrix at the receiver of the estimation process of the senders’ messages is a deterministic process, which is a function of the parameters of the controllers and the strategies of the players, and is thus perfectly observed by the senders. Based on this observation, we use deterministic dynamic programming to find the optimal policies and the optimal linear controllers at both the senders and the receiver. The problem with passive feedback can be considered as a special case.

I. INTRODUCTION

The fundamentals of digital communication were laid down by Shannon in his pioneering work in [1]. Since then there has been significant effort on finding coding schemes that minimize probability of error and achieve capacity. There has been a lot of focus on a point to point discrete memoryless channel for which efficient codes such as Turbo codes, LDPC and polar codes have been formulated. For a point to point channel with feedback, it is known that the feedback doesn’t increase the capacity [2] but it can significantly improve the error exponents
from exponential to super exponential [3]. This can drastically reduce the delay incurred by real time communication such as in cellphones and video calls, reduce coding and decoding complexity and sequential coding schemes can be of arbitrary length, and thus quite appropriate for real time communication.

There have been multiple works proposing transmission schemes for several instances of channel with noiseless feedback such as Horstein’s scheme [4] for binary symmetric channel (BSC), and Schalkwijk and Kailath [3] for an additive white Gaussian noise (AWGN) channel, all of which were generalized by a posterior matching scheme (PMS) [5] for an arbitrary channel. However, it is known that these schemes perform rather poorly when the feedback is even slightly noisy [6]. The problem of finding optimum transmission schemes for noisy feedback has been an important open problem in information theory. In this problem, both the sender and the receiver receive different observations whose domain increase exponentially in time, and the set of possible strategies grow double exponential in time. Because of asymmetry of information and lack of any common information, there is no known (dynamic programming like) methodology that decomposes this problem in time reducing the complexity to linear in time. It was shown in [7] that a scheme using RNN (recurrent neural networks) improves the current best known scheme by three orders of magnitude.

Ozarow considered multiple access channel (MAC) with noiseless feedback in [8] proposed a linear scheme for this channel that achieves capacity. However, capacity of MAC with noisy feedback is still unknown. The capacity region of the general two channel is still unknown. Recently, [9] proposed a sequential decomposition methodology to decompose point to point channel with noisy feedback across time. This scheme was specialized for Gaussian channel with passive feedback in [10] to find a linear sequential scheme, and that idea has been used to provide linear strategies using a dynamic programming methodology in various multi user Gaussian settings [11]–[15]. In this paper, we consider MAC with noisy feedback. Based on the idea of “auxiliary controller” introduced in [9], we propose a dynamic program for MAC with noisy active feedback, where both the senders as well as the receiver actively codes at each time instant. More specifically, we construct linear controllers at the two senders as well as the receiver, where the receiver estimates the senders’ messages through its observations. We show that due to linearity of the policies and the controllers, and due to Gaussianity of the random processes involved, the covariance matrices at the receiver of the senders’ messages are deterministic processes which are function of the parameters of the controllers and the strategies of all the users. Based on this observation, we use dynamic programming with state as the
covariance matrices to find the optimal policies of all the three users, where the terminal cost is given by error variance of the messages at the receiver.

II. CHANNEL MODEL

We consider an additive Gaussian multiple access channel (MAC) with active noisy feedback. Consider the problem of transmission of messages $m^i \in \{1, 2, \ldots M^i\}$ at sender 1 and $m^2 \in \{1, 2, \ldots M^2\}$ at sender 2, over the MAC Gaussian channel with noisy feedback using fixed length codes of length $T$. At each instant $t$, the sender $i$ transmits a symbol $x^i_t \in X^i = \mathbb{R}$, while the receiver observes $y^i_t \in Y = \mathbb{R}$, where $y^i_t = x^i_t + x^2_t + w^f_t$ and $w^f_t = N(0, (\sigma^f)^2)$. Then the receiver sends back $x^i_t$ to the senders through different independent additive Gaussian noisy channels such that sender 1 receives $y^1_t = x^1_t + w^{b,1}_t$ and sender 2 receives $y^2_t = x^2_t + w^{b,2}_t$ (Note that the reverse channel is a broadcast channel). We assume that the messages $m^i \in \{1, 2, \ldots M^i\}$ are uniformly distributed and mutually independent, the forward channel $Q^f$ and is an independent Gaussian channel with 0 mean and known variance, $(\sigma^f)^2$. Similarly the backward channels are independent Gaussian channels with 0 mean and variances $(\sigma^{b,i})^2$. Inspired by [9], we assume that both the senders and the receiver individually maintain controllers $u^i_t, u^2_t, u^r_t$, respectively, where $u^i_t \in \mathbb{R}^3$, is a controlled process maintained by the sender $i$ at her end. Similarly, the receiver maintains $u^r_t \in \mathbb{R}^3$. We assume $u^i_t, u^2_t, u^r_t$ are linearly updated such that

\begin{align*}
u^1_{t+1} &= a^1_t u^1_t + b^1_t m^1 + c^1_t y^1_t, \quad (1) \\
u^2_{t+1} &= a^2_t u^2_t + b^2_t m^2 + c^2_t y^2_t \quad (2) \\
u^r_{t+1} &= a^r_t u^r_t + c^r_t y^r_t, \quad (3)
\end{align*}

where $a^i_t \in \mathbb{R}^9, b^i_t \in \mathbb{R}^3, c^i_t \in \mathbb{R}^3$. Let $G^i_t := (a^i_t, b^i_t, c^i_t)$.

At each instant $t$, the sender $i$ generates its channel inputs $x^i_t$ based on its private message $m^i$ and $u^i_t$, where as mentioned above, $u^i_t$ is a function of the noisy feedback $y^i_{1:t-1}$. We assume linear strategies of the players of the form $x^i_t = \phi^i_t(m^i, u^i_t) = k^i_t m^i + d^i_t u^i_t$. Without loss of generality, we assume $k^i_t = 0$. For each time $t$, we assume $\text{var}(X^i_t) = P^i_t$, for all $i, t$, where we consider two cases (i) Instantaneous power constraint: $P^i_t \leq P^i / T$, $\forall i, t$, and (ii) Total power constraint: $\sum_{t=1}^{T} P^i_t \leq P^i$, $\forall i, t$ implies

\begin{align*}
d^1_t &= \frac{\sqrt{P^i_t}}{\sqrt{3}} \begin{bmatrix} 1 & 1 & 1 \end{bmatrix} (\Sigma u^i_t)^{-1/2} \quad (4) \\
d^2_t &= \frac{\sqrt{P^i_t}}{\sqrt{3}} \begin{bmatrix} 1 & 1 & 1 \end{bmatrix} (\Sigma u^i_t)^{-1/2}. \quad (5)
\end{align*}
For each time $t$, the decoder estimates the messages $m^1, m^2$ based on $t$ channel outputs, $y_{1:t}^1$ as
\[
(\hat{m}_t^1, \hat{m}_t^2) = g(y_{1:t}^1).
\] (6)

A fixed-length transmission scheme for the channel is $s = (\phi^1, \phi^2, \phi^3, G^1, G^2, G^3, g)$, consisting of the encoding functions $\phi^1, \phi^2, \phi^3$, the update functions $G^1, G^2, G^3$ and the decoding function $g$. The error probability associated with the transmission scheme $s$ is defined as
\[
P_e(s) = \mathbb{E}^s[(M^1 - \hat{M}^1)^2 + (M^2 - \hat{M}^2)^2].
\] (7)

III. DECENTRALIZED CONTROL OF GAUSSIAN MAC WITH ACTIVE NOISY FEEDBACK

One may pose the following optimization problem. Given the alphabets $\mathcal{M}^1, \mathcal{M}^2, \mathcal{A}, \mathcal{Y}, \mathcal{Z}$, the channels $Q_f$, and for a fixed length $T$, design the optimal transmission scheme $s = (\phi^1, \phi^2, G, g)$ that minimizes the error probability $P_e(s)$.

\[
P_e = \min_s P_e(s)
\] (P1)

For any pair of encoding and update functions, the optimal decoder is the ML decoder (assuming equally likely hypotheses), denoted by $g_{ML}$.

A. Unconditioned variances at the senders and the receiver

We know that
\[
\begin{align*}
    u_{t+1}^1 &= a_t^1 u_t^1 + b_t^1 m^1 + c_t^1 y_t^1 \\
    u_{t+1}^2 &= a_t^2 u_t^2 + b_t^2 m^2 + c_t^2 y_t^2 \\
    u_{t+1}^r &= a_t^r u_t^r + c_t^r y_t^r \\
    y_t^1 &= x_t^r + w_t^{h,1} \\
    y_t^2 &= x_t^r + w_t^{h,2} \\
    y_t^r &= x_t^1 + x_t^2 + w_t^f \\
    x_t^1 &= d_t^1 u_t^1 \\
    x_t^2 &= d_t^2 u_t^2 \\
    x_t^r &= d_t^r u_t^r
\end{align*}
\] (8-16)
The power of variable $u_t$ at each instant can be represented as a function of the power at the previous instant. From (10), we have,

$$u_{t+1}^1 = a_t^1 u_t^1 + b_t^1 m_t^1 + c_t^1 x_t^r + c_t^1 w_t^{b,1}$$  \hspace{1cm} \text{(17)}

$$= a_t^1 u_t^1 + b_t^1 m_t^1 + c_t^1 d_t^r u_t^r + c_t^1 w_t^{b,1}$$  \hspace{1cm} \text{(18)}

$$u_{t+1}^2 = a_t^2 u_t^2 + b_t^2 m_t^2 + c_t^2 x_t^r + c_t^2 w_t^{b,2}$$  \hspace{1cm} \text{(19)}

$$= a_t^2 u_t^1 + b_t^2 m_t^2 + c_t^2 d_t^r u_t^r + c_t^2 w_t^{b,2}$$  \hspace{1cm} \text{(20)}

$$u_{t+1}^r = a_t^r u_t^r + c_t^r y_t^r$$  \hspace{1cm} \text{(21)}

$$= a_t^r u_t^r + c_t^r (d_t^1 u_t^1 + d_t^2 u_t^2 + w_t^f)$$  \hspace{1cm} \text{(22)}

Let $q_t := \begin{bmatrix} m_t^1 & m_t^2 & u_t^1 & u_t^2 & u_t^r \end{bmatrix}$. Then using the above equations, one can write

$$\begin{bmatrix} m_t^1 \\ m_t^2 \\ u_{t+1}^1 \\ u_{t+1}^2 \\ u_{t+1}^r \end{bmatrix} = a_t^q \begin{bmatrix} m_t^1 \\ m_t^2 \\ u_t^1 \\ u_t^2 \\ u_t^r \end{bmatrix} + j_t^q \begin{bmatrix} w_t^{b,1} \\ w_t^{b,2} \\ w_t^f \end{bmatrix},$$  \hspace{1cm} \text{(23)}

where

$$a_t^q = \begin{bmatrix} 1 & 0 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 & 0 \\ b_t^1 & 0 & a_t^1 & 0 & c_t^1 d_t^r \\ 0 & 0 & c_t^r d_t^1 & c_t^r d_t^2 & a_t^r \end{bmatrix}, \quad j_t^q = \begin{bmatrix} 0 & 0 & 0 \\ 0 & 0 & 0 \\ c_t^1 & 0 & 0 \\ 0 & c_t^2 & 0 \\ 0 & 0 & c_t^r \end{bmatrix}$$  \hspace{1cm} \text{(24)}

where $d_t^i \Sigma_{u_t}(d_t^i)^T = P_t^i$ (assuming $k_t^i = 0$). Thus substitute $d_t^i$ in $a_t^q$ as

$$d_t^1 = \frac{\sqrt{P_t^1}}{\sqrt{3}} \begin{bmatrix} 1 & 1 & 1 \end{bmatrix} (\Sigma_{u_t}^{-1})^{1/2}$$  \hspace{1cm} \text{(25)}

$$d_t^2 = \frac{\sqrt{P_t^2}}{\sqrt{3}} \begin{bmatrix} 1 & 1 & 1 \end{bmatrix} (\Sigma_{u_t}^{-1})^{1/2}.$$  \hspace{1cm} \text{(26)}

Thus covariance matrix $\Sigma_{t}^q$ is updated as

$$\Sigma_{t+1}^q = a_t^q \Sigma_{t}^q (a_t^q)' + j_t^q \begin{bmatrix} \sigma_{b,1}^2 & 0 & 0 \\ 0 & \sigma_{b,2}^2 & 0 \\ 0 & 0 & \sigma_f^2 \end{bmatrix} (j_t^q)'$$  \hspace{1cm} \text{(27)}
We initiate the transmission with $u_0^1 = \begin{bmatrix} m^1 & 0 & 0 \end{bmatrix}$, $u_0^2 = \begin{bmatrix} m^2 & 0 & 0 \end{bmatrix}$, $k_{0}^1 = 1$, $k_{0}^2 = 0$ such that

$$\Sigma_0^q(1, 1) = \Sigma_0^q(3, 3) = \sigma_m^2, \quad \Sigma_0^q(2, 2) = \Sigma_0^q(6, 6) = \sigma_m^2$$

and all other entries of $\Sigma_0^q$ being 0.

**B. Receiver’s observed process**

Conditioned on its information at time $t$, the receiver faces the following linear estimation problem. Let $p_t^r = \begin{bmatrix} m^1 & m^2 & u_t^1 & u_t^2 & u_t^r & y_t^r \end{bmatrix}$. Then,

$$u_{t+1}^1 = a_t^1 u_t^1 + b_t^1 m^1 + c_t^1 x_t + c_t^1 w_t^1$$

$$= a_t^1 u_t^1 + b_t^1 m^1 + c_t^1 d_t^r u_t^r + c_t^1 w_t^1$$

$$u_{t+1}^2 = a_t^2 u_t^2 + b_t^2 m^2 + c_t^2 x_t + c_t^2 w_t^2$$

$$= a_t^2 u_t^2 + b_t^2 m^2 + c_t^2 d_t^r u_t^r + c_t^2 w_t^2$$

$$u_{t+1}^r = a_t^r u_t^r + c_t^r y_{t+1}^r$$

$$y_{t+1}^r = x_{t+1}^1 + x_{t+1}^2 + w_{t+1}^r$$

$$= d_t^1 u_{t+1}^1 + d_t^2 u_{t+1}^2 + w_{t+1}^r$$

The above equations can be written as

$$\begin{bmatrix} m^1 \\ m^2 \\ u_{t+1}^1 \\ u_{t+1}^2 \\ u_{t+1}^r \\ y_{t+1}^r \end{bmatrix} = \begin{bmatrix} 1 & 0 & 0 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 & 0 & 0 \\ b_t^1 & 0 & a_t^1 & 0 & c_t^1 d_t^r & 0 \\ 0 & b_t^2 & 0 & a_t^2 & 0 & c_t^2 d_t^r \\ c_t^r d_t^1 b_t^1 & c_t^r d_t^2 b_t^2 & c_t^r d_t^1 a_t^1 + d_t^2 a_t^2 & 0 & a_t^r + c_t^r (d_t^1 c_t^1 + d_t^2 c_t^2) d_t^r & 0 \\ d_t^1 b_t^1 & d_t^2 b_t^2 & d_t^1 a_t^1 + d_t^2 a_t^2 & 0 & (d_t^1 c_t^1 + d_t^2 c_t^2) d_t^r & 0 \end{bmatrix} \begin{bmatrix} m^1 \\ m^2 \\ u_t^1 \\ u_t^2 \\ u_t^r \\ y_t^r \end{bmatrix} + \begin{bmatrix} 0 & 0 & 0 \\ 0 & 0 & 0 \\ c_t^1 & 0 & 0 \\ 0 & c_t^2 & 0 \\ 0 & 0 & c_t^r \\ 0 & 0 & 1 \end{bmatrix} \begin{bmatrix} w_t^b,1 \\ w_t^b,2 \\ w_t^f \\ w_{t+1}^f \end{bmatrix}$$

(37)
\[
p_{t+1}^2 = a_t^2 p_t^2 + j_t^2 w_{t+1}^f
\]

\[
y_t^r = c_t^2 p_t^2
\]

where \(a_t^r, j_t^r\) are defined from above and \(c_t^r = \begin{bmatrix} 0 & 0 & 0 & 1 \end{bmatrix}\). It is easy to note that under these conditions and from [16, Ch. 7, Thm 2.21], \(p_t^r\) becomes a Gaussian random vector where its mean \( \hat{p}_{t|t}^r := E[p_t^r| y_{1:t}^r] \) and covariance \( \Sigma_{t|t}^r := E[(p_t^r - E[p_t^r| y_{1:t}^r])(p_t^r - E[p_t^r| y_{1:t}^r])'| y_{1:t}^r] \) can be updated as follows

\[
\begin{align*}
\hat{p}_{t+1|t+1}^r &= a_t^r \hat{p}_{t|t}^r + \Gamma_{t+1}^r (y_{t+1}^r - c_{t+1}^r a_t^r \hat{p}_{t|t}^r) \\
&= (I - \Gamma_{t+1}^r c_{t+1}^r) a_t^r \hat{p}_{t|t}^r + \Gamma_{t+1}^r y_{t+1}^r \\
\hat{p}_{0|0}^r &= \Gamma_0^r y_0^r \\
\Sigma_{t+1|t+1}^r &= (I - \Gamma_{t+1}^r c_{t+1}^r) \Sigma_{t+1|t}^r \\
\Sigma_{t+1|t}^r &= \left( a_t^r \Sigma_{t|t}^r a_t^r + (\sigma_f)^2 j_t^r j_t^{2,\prime} \right), \\
\Sigma_{0|0}^r &= (I - \Gamma_0^r c_0^r) \Sigma_0^r \\
\end{align*}
\] (40a)

(40b)

(40c)

(40d)

(40e)

(40f)

(40g)

where

\[
\begin{align*}
\Gamma_{t+1}^r &= \Sigma_{t+1|t}^r c_{t+1}^r \Sigma_{t+1|t}^r c_{t+1}^r \Sigma_{t+1|t}^r c_{t+1}^r \Sigma_{t+1|t}^r c_{t+1}^r [-1] \\
\Gamma_0^r &= \Sigma_0^r c_0^r \Sigma_0^r c_0^r [-1] \\
\end{align*}
\] (40h)

(40i)

and

\[
\begin{align*}
\Sigma_0^r(1, 1) &= \Sigma_0^r(3, 3) = \sigma_{m1}^2, \\
\Sigma_0^r(2, 2) &= \Sigma_0^r(6, 6) = \sigma_{m2}^2
\end{align*}
\] (41)

(42)

and all other entries of \( \Sigma_0^r \) being 0.

**IV. A Dynamic Programming Approach**

We note that the conditional covariance process \( \Sigma_{t|t}^2 \) at the receiver and the unconditional covariance process \( \Sigma_q^2 \) are deterministic (and thus observable) processes, controlled by the linear strategies \( \phi^i \) (and equivalently \( d_i^j \)) and update functions \( G_i^\prime \) (and equivalently \( a_i^j, b_i^j, c_i^j \)).
A. A dynamic program for instantaneous power constraint

In this section, we assume that both the senders and the receiver have instantaneous power constraints such that \( \text{var}(X^i_t) = P^i_t \leq P^i/T, \forall i, t. \) Instead of explicitly optimizing on policy parameters \( P^i_t, \) we force \( P^i_t = P^i/T, \) such that at each instant, both sender and the receiver transmit at their maximum available power.

Let \( (\Sigma^q_{t+1}, \Sigma^1_{t+1|t+1}, \Sigma^2_{t+1|t+1}, \Sigma^r_{t+1|t+1}) = \tau^a(\Sigma^q_T, \Sigma^1_{T|T}, \Sigma^2_{T|T}, \Sigma^r_{T|T}, G^1_t, G^2_t, G^3_t), \) where \( \tau^a \) is defined through previous section. Based on this, we propose a deterministic dynamic program to compute optimal linear policies as follows.

1) \( \forall \Sigma^q_T, \Sigma^1_T, \Sigma^2_T, \Sigma^r_T, V_T(\Sigma^q_T, \Sigma^1_T, \Sigma^2_T, \Sigma^r_T) := (\Sigma^r_T(1,1))^2 + (\Sigma^2_T(2,2))^2. \)

2) For \( t = T - 1, \ldots, 1, \forall \Sigma^q_T, \Sigma^1_T, \Sigma^2_T, \Sigma^r_T, \)

\[
\tilde{G}_t = \arg \min_{G_t} V_{t+1}(\tau^a(\Sigma^q_T, \Sigma^1_T, \Sigma^2_T, \Sigma^r_T, G_t)),
\]

\[
V_t(\Sigma^q_T, \Sigma^1_T, \Sigma^2_T, \Sigma^r_T) := V_{t+1}(\tau^a(\Sigma^q_T, \Sigma^1_T, \Sigma^2_T, \Sigma^r_T, \tilde{G}_t)) \tag{43}
\]

B. A dynamic program for total power constraint

In this section, we assume that both the sender and the receiver have total power constraints such that \( \sum_{t=1}^T \text{var}(X^i_t) = \sum_{t=1}^T P^i_t \leq P^i, \forall i = 1, 2. \)

Let \( \xi^i_t \) represents total remaining power budget of player \( i \) at time \( t, \) where \( \xi^i_t = P^i \) and \( \xi^i_{t+1} = \xi^i_t - P^i_t \) and \( P^i_t \leq \xi^i_t, \forall t, i. \)

\[
(\Sigma^q_{t+1}, \Sigma^1_{t+1|t+1}, \xi^1_{t+1}, \xi^2_{t+1}) = \tau^2(\Sigma^q_t, \Sigma^1_{t|t}, \xi^1_t, \xi^2_t, G_t, \phi^1_t, \phi^2_t), \tag{44}
\]

where \( \tau^2 \) is defined through Section III and updates of \( \xi^i_t \)

Based on this, we propose a dynamic program to compute optimal linear policies as follows.

1) \( \forall \Sigma^q_T, \Sigma^1_T, \Sigma^2_T, \Sigma^r_T, V_T(\Sigma^q_T, \Sigma^1_T, \Sigma^2_T, \Sigma^r_T, \xi^1_T, \xi^2_T) := (\Sigma^r_T(1,1))^2 + (\Sigma^2_T(2,2))^2. \)

2) For \( t = T - 1, \ldots, 1, \forall \Sigma^q_T, \Sigma^1_T, \xi^1_t, \xi^2_t, \)

\[
\tilde{G}_t, \tilde{\phi}_t = \arg \min_{G_t, \phi_t} V_{t+1}(\tau(\Sigma^q_T, \Sigma^1_T, \Sigma^2_T, \Sigma^r_T, \xi^1_t, \xi^2_t, G_t, \phi_t)),
\]

\[
V_t(\Sigma^q_T, \Sigma^1_T, \Sigma^2_T, \Sigma^r_T, \xi^1_t, \xi^2_t) = V_{t+1}(\tau(\Sigma^q_T, \Sigma^1_T, \Sigma^2_T, \Sigma^r_T, \xi^1_t, \xi^2_t, \tilde{G}_t, \tilde{\phi}_t)) \tag{45}
\]

V. Conclusion

In this paper, we consider a multiple access channel with additive white Gaussian Noise and with active AWGN noisy feedback. We use an idea of auxiliary linear controllers at both the
senders and the receiver, as introduced in [9]. Due to linearity of the policies and the controllers, all the random variables involved are jointly Gaussian. Moreover, the corresponding covariance matrix at the receiver of the estimation process is a deterministic process, which is a function of the parameters of the controllers at the senders and the strategies of the players, and is thus perfectly observed by the senders. Based on this, we formulate a dynamic program to find optimal linear policies of the senders and the receiver that minimize the mean square probability of error at the receiver. This is an instance of decentralized control with no common information and is one of the very few results in the literature where such a sequential decomposition is possible.
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