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Abstract: The effectiveness of wireless sensor networks (WSNs) depends on the coverage and target detection probability provided by dynamic deployment, which is usually supported by the virtual force (VF) algorithm. However, in the VF algorithm, the virtual force exerted by stationary sensor nodes will hinder the movement of mobile sensor nodes. Particle swarm optimization (PSO) is introduced as another dynamic deployment algorithm, but in this case the computation time required is the big bottleneck. This paper proposes a dynamic deployment algorithm which is named “virtual force directed co-evolutionary particle swarm optimization” (VFCPSPSO), since this algorithm combines the co-evolutionary particle swarm optimization (CPSO) with the VF algorithm, whereby the CPSO uses multiple swarms to optimize different components of the solution vectors for dynamic deployment cooperatively and the velocity of each particle is updated according to not only the historical local and global optimal solutions, but also the virtual forces of sensor nodes. Simulation results demonstrate that the proposed VFCPSO is competent for dynamic deployment in WSNs and has better performance with respect to computation time and effectiveness than the VF, PSO and VFPSO algorithms.
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1. Introduction

Wireless sensor networks (WSNs) has been successfully adopted in many strategic applications such as target tracking, surveillance and classification [1]. Coverage and target detection probability are the two most significant factors for the performance of WSNs [2], which are determined by dynamic deployment algorithms [3]. In initial deployment, randomness is often adopted which, however, always does not lead to effective coverage. Recently, much research effort has been dedicated to dynamic deployment algorithms [3,4,5]. Among these the virtual force (VF) algorithm [6] emerges as one of main approaches for dynamic deployment offering outstanding performance for improving the coverage of WSNs.

Many applications demonstrate that the VF algorithm performs well for self-organizing dynamic deployment [6,7,8]. But these experiments are all implemented in the WSNs consisting only of mobile sensor nodes, but WSNs in practice consist of mobile sensor nodes and stationary sensor nodes to reduce the cost and energy consumption [9]. In this situation, the performance of the VF algorithm will be deteriorated because the force exerted by stationary sensor nodes will hinder the movements of mobile sensor nodes. To solve this problem, Wang [10] proposed a deployment strategy based on parallel particle swarm optimization (PPSO) using the effective coverage performance taken as criterion, where the parallel mechanism is used for saving computation time. However, since the computation complexity of particle swarm optimization (PSO) will increase exponentially as the dimensionality of the search space increases, the computation time is a big bottleneck in PSO.

This paper proposes an improved algorithm, the so-called VFCPSEO, combining the VF algorithm with co-evolutionary particle swarm optimization (CPSO) for improving the performance of dynamic deployment optimization. The CPSO algorithm is an improved PSO algorithm inspired by the co-evolution of populations [11], which uses multiple swarms to optimize different components of the solution vectors [12]. In the proposed algorithm, the CPSO is introduced to achieve the dynamic deployment with an improved global searching and regional convergence abilities, while the virtual force is introduced to direct the particles flight to the optimal solutions and enhance the performance of CPSO, i.e., under the guidance of virtual force, CPSO can converge more rapidly and accurately to the optimal results. The organization of the paper is as follows. Section 2 introduces the detection models and a priori assumptions required by dynamic deployment in WSNs. Section 3 introduces the details of the VFCPSEO algorithm. Simulation experiments in several typical scenarios have been carried out and are described in Section 4. Finally, Section 5 concludes this paper.

2. Sensor Detection Model and Priori Assumptions

Wireless sensor networks always consist of many stationary sensor nodes and mobile sensor nodes. Because there is no a priori knowledge of terrain or obstacles in the area of interest, all sensor nodes are randomly scattered in the sensing field while initializing. Let us assume that there are $K$ sensors deployed in the random deployment stage, which have the same detection range $r$. Considering a sensor $s_i$ deployed at point $(x_i, y_i)$, for point $P$ at $(x, y)$, we denote the Euclidean distance between $s_i$ and $P$ as $d(s_i, P)$. There are two detection models in WSNs: the binary detection model and the probabilistic
Because the detection probability is always uncertain because of the obstacles and noise, the probabilistic detection model is adopted here, which can be present as follows [8]:

\[
c_{s_{xy}}(s_i) = \begin{cases} 
0 & \text{if } r + r_e \leq d(s_i, P) \\
e^{-\alpha_1 \lambda - \lambda_2 \alpha_2 + \alpha_1} & \text{if } r - r_e < d(s_i, P) < r + r_e \\
1 & \text{if } d(s_i, P) \leq r - r_e
\end{cases}
\] (1)

where \( r_e (r_e < r) \) is the measure of uncertainty in detection, \( \lambda_1 = r_e - r + d(s_i, P) \) and \( \lambda_2 = r_e - r - d(s_i, P) \); \( \alpha_1, \alpha_2, \beta_1 \) and \( \beta_2 \) are the detection probability parameters. It must be noted that this model reflects the behavior of range sensing devices. The values of \( \alpha_1, \alpha_2, \beta_1 \) and \( \beta_2 \) depend on the characteristics of various types of physical sensors.

In the probabilistic detection model, the detection probability of the sensor field covered by only one sensor node may be less than unity. This means that it is necessary to overlap sensor detection areas in order to compensate for the potential low detection probability in the area which is far from a sensor node. Considering a grid point with coordinates \((x, y)\) lying in the overlap region of a set of sensors \( S_{ov} \), the detection probability of the point that can be successfully detected by at least one sensor node is presented as \( c_{x, y}(S_{ov}) \). It can be carried out as follows:

\[
c_{x, y}(S_{ov}) = 1 - \prod_{s_i \in S_{ov}} (1 - c_{s_{xy}}(s_i))
\] (2)

where \( c_{s_{xy}}(s_i) \) is the detection probability of sensor \( s_i \) at point \((x, y)\). Then the point \((x, y)\) can be effectively covered if

\[
\min_{x, y} \{c_{x, y}(s_i, s_j)\} \geq c_{th}
\] (3)

where \( c_{th} \) is the predefined threshold of coverage probability.

Wireless sensor nodes are always randomly scattered throughout the sensor field. For evaluating the performance of dynamic deployment, the sensor field can be expressed as a two-dimensional grid. The granularity of the grid, i.e. the distance between grid points, can be adjusted to trade off the computation time with the effectiveness. Simulation results verify that the error of the coverage measure is between 0.5% and 0.1% when the granularity is between 4% and 0.25% [10]. During initialization, the area covered by stationary sensor nodes should be analyzed. The points which can be effectively covered by stationary sensor nodes can be ignored during the further analysis to reduce the computation time.

Without loss of generality, we assume that: (1) WSNs consist of a super node which acts as the sink node and processing center for implementing the VFCPSEO [13]; (2) mobile sensor nodes can move to the scheduled position exactly; (3) each sensor knows its location by some mechanism such as Global Positioning System (GPS).

3. The Principle of Virtual Force-Directed CPSO

3.1. The Basis of Virtual Force

The virtual force algorithm is a self-organizing algorithm which considers that the objects, including sensor nodes, obstacles and areas of preferential coverage area which need greater certainty
will exert virtual attractive and repulsive forces on each other. It is inspired by disk packing theory [14] and the virtual force field concept from robotics [15].

Here, let the total force acted on sensor $s_i$ be denoted by vector $\overrightarrow{F}_i$, and the force exerted on $s_i$ by sensor $s_j$ be denoted by $\overrightarrow{F}_{ij}$. Let $\overrightarrow{F}_{iA}$ be the attractive force on $s_i$ due to preferential coverage area $A_m$, and let $\overrightarrow{F}_{iR}$ be the repulsive force on $s_i$ due to obstacle $R_n$. The total force $\overrightarrow{F}_i$ on $s_i$ can be expressed as

$$\overrightarrow{F}_i = \sum_{j=1, j\neq i}^{k} \overrightarrow{F}_{ij} + \sum_{m=1}^{M} \overrightarrow{F}_{iA_m} + \sum_{n=1}^{N} \overrightarrow{F}_{iR_n} \quad (4)$$

where $k$, $M$ and $N$ are the number of wireless sensor nodes, obstacles and preferential coverage areas.

It’s assumed that sensor $s_j$ may exert an attractive or repulsive force on sensor $s_i$ according to the distance $d_{ij}$ and a predefined threshold $d_{th}$:

$$\overrightarrow{F}_{ij} = \begin{cases} 0 & \text{if } d_{ij} \geq C \\ w_{ij}(d_{ij} - d_{th}), & \text{if } C > d_{ij} > d_{th} \\ 0 & \text{if } d_{ij} = d_{th} \\ w_{ij} \left(\frac{1}{d_{ij}} - \frac{1}{d_{th}}\right), \alpha_{ij} + \pi & \text{if } d_{ij} < d_{th} \end{cases} \quad (5)$$

where $C$ is the communication range, $\alpha_{ij}$ is the orientation of a line segment from $s_i$ to $s_j$, and $w_{ij}$ ($w_{ir}$) is a measure of the attractive (repulsive) force exerted by sensor nodes.

The obstacles will exert repulsive (negative) forces on a sensor. The virtual force of sensor $s_i$ exerted by obstacle $R_n$ can be presented as follows [8]:

$$\overrightarrow{F}_{iR_n} = \begin{cases} 0 & \text{if } d_{R_n} - r_{R_n} \geq r + r_e \\ w_{R_n}(d_{R_n} - r_{R_n}), & \text{if } d_{R_n} - r_{R_n} < r + r_e \\ \left(\frac{1}{d_{R_n}} - \frac{1}{d_{th}}\right), \alpha_{R_n} + \pi & \text{if } d_{R_n} - r_{R_n} < r + r_e \end{cases} \quad (6)$$

where $r_{R_n}$ and $p_{R_n}$ are the radius and importance level parameter of the obstacle $R_n$, $w_{R_n}$ is a measure of the repulsive forces exerted by obstacles, $d_{R_n}$ is the distance between $s_i$ and $R_n$, $a_{R_n}$ is the orientation of a line segment from $s_i$ to $R_n$.

The areas of preferential coverage are considered to exert attractive (positive) forces on sensors. The virtual force of sensor $s_i$ exerted by area of preferential coverage $A_m$ can be presented as follows [8]:

$$\overrightarrow{F}_{iA_m} = \begin{cases} 0 & \text{if } d_{A_m} - r_{A_m} \geq C \\ w_{A_m}(d_{A_m} - r_{A_m}), & \text{if } r + r_e \leq d_{A_m} - r_{A_m} < C \\ w_{A_m}(d_{A_m} - r_{A_m}), \alpha_{A_m} & \text{if } r - r_e < d_{A_m} - r_{A_m} < r + r_e \\ 0 & \text{if } d_{A_m} - r_{A_m} \leq r - r_e \end{cases} \quad (7)$$

where $r_{A_m}$ and $p_{A_m}$ are the radius and importance level parameter of the area of preferential coverage $A_m$, $w_{A_m}$ is a measure of the attractive forces exerted by obstacles, $d_{A_m}$ is the distance between $s_i$ and $A_m$, $a_{A_m}$ is the orientation of a line segment from $s_i$ to $A_m$. 
Then the new location of sensor $s_i$ is calculated according to the orientation and magnitude of the total force $F_{xy}$ exerted on it as follows [8]:

\[
x_{\text{new}} = x_{\text{old}} + \frac{F_x}{F_{xy}} \times \text{MaxStep} \times e^{\frac{1}{F_{xy}}}
\]

(8)

\[
y_{\text{new}} = y_{\text{old}} + \frac{F_y}{F_{xy}} \times \text{MaxStep} \times e^{\frac{1}{F_{xy}}}
\]

(9)

where, $\text{MaxStep}$ is the predefined single maximum moving distance, $F_x$, $F_y$ are x- and y-coordinate forces respectively.

**Figure 1.** An example of VF based dynamic deployment in WSNs: (a) initialization and (b) dynamic deployment result after 1000 iterations, where the arrows present the orientations and magnitudes of virtual forces between wireless sensor nodes.
Although the VF algorithm is proven to perform well in WSNs with only mobile sensor nodes [6, 7, 8], its performance may be deteriorated in the context of WSNs with stationary sensor nodes and mobile sensor nodes. Figure 1 illustrates an example of dynamic deployment after 1000 iterations of the VF algorithm, where the arrows present the orientations and magnitudes of virtual forces between wireless sensor nodes. Obviously, most of the mobile sensor nodes are badly confined in the boundary of stationary sensor nodes, which imply that the virtual force exerted by stationary sensor nodes will confine the movement of mobile sensor nodes.

Furthermore, the performance of the VF algorithm largely depends on the threshold distance $d_{th}$, but it is difficult to find out the proper value of $d_{th}$ because of the various situations and requirements, which are only experientially determined in the current algorithms. Unlike the VF algorithm, the PSO algorithm searches the optimal results globally and will not be impacted by the stationary sensor nodes. Hence, PSO must perform better than the virtual force algorithm in self-adaptiveness and global searching. The details of PSO are introduced in the following section.

3.2. Principle of Dynamic Deployment Based on Virtual Force Directed PSO

PSO is a swarm-intelligence-based evolutionary algorithm [16]. Each particle represents a potential solution to the optimization task. The particles fly through the search space to find the optimal solution [17]. Let $s$ denote the swarm size. For particle $i$ ($1 \leq i \leq s$), let $y_i$ denote its own local best position, and $x_i$ denote its current position. The global best position found by any particle during all previous steps is presented as $\hat{y}$. During optimization, each particle updates its current velocity $v_i$ toward $y_i$ and $\hat{y}$ with the bounded random acceleration. $y_i$ and $\hat{y}$ are updated as follows:

$$y_i(t+1) = \begin{cases} y_i(t) & \text{if } f(x_i(t+1)) \geq f(y_i(t)) \\ x_i(t+1) & \text{if } f(x_i(t+1)) < f(y_i(t)) \end{cases}$$ (10)

$$\hat{y}(t+1) = \arg \min_{y_i} f(y_i(t+1)), \quad 1 \leq i \leq s$$ (11)

Then velocity and position of particle are updated as follows:

$$v_i(t+1) = \omega(t) \times v_i(t) + c_1 r_1(t)(y_i(t) - x_i(t)) + c_2 r_2(t)(\hat{y}(t) - x_i(t))$$ (12)

$$x_i(t+1) = x_i(t) + v_i(t+1)$$ (13)

where $c_1$ and $c_2$ are acceleration constants, $r_1(t)$ and $r_2(t)$ are two separate random functions in the range $[0,1]$, $x_i(t)$ and $v_i(t)$ represent the position and velocity of $i$th particle in $j$th dimension at time $t$, $y_i(t)$ is the local best position of $i$th particle in $j$th dimension, and $\hat{y}(t)$ is the global best position. Variable $\omega(t)$ is the inertia weight used to balance global and local search, which is always set to

$$\omega(t) = 0.9 - \frac{t}{\text{MaxNumber}} \times 0.5$$ (14)

where MaxNumber is the number of maximum iterations.

The elements in the position vector $X_i = (x_{i1}, x_{i2}, \ldots, x_{i_n}, x_{i2})$ present coordinates of all mobile nodes, where $n$ is the number of mobile sensor nodes, $x_{i1}$ presents the x-coordinate of $i$th mobile sensor node and $x_{i2}$ presents the y-coordinate of $i$th mobile sensor node. The fitness of the position vector is presented by the effective coverage area. During global searching, granularity should decrease gradually for the tradeoff between speed and precision. After adjusting granularity, we should renew
the velocities of particles randomly and re-analyze the fitness associated with new granularity for keeping the validity. The process of optimization is as follows:

**Figure 2.** Pseudocode for the PSO based dynamic deployment algorithm for WSNs.

Create and initialize an \( n \)-dimensional PSO: \( P \)

Analyze the effective coverage area formed by stationary nodes

**repeat:**

**for** each particle \( i \in [1...s] \):

Evaluate the effective coverage area \( f(P.x_i) \)

\[ \text{if } f(P.x_i) < f(P.y_i) \]
\[ \text{then } P.y_i = P.x_i \]

\[ \text{if } f(P.y_i) < f(P.\hat{y}) \]
\[ \text{then } P.\hat{y} = P.y_i \]

**Endfor**

Perform PSO updates on \( P \) using equations (12) and (13)

**if** \( P.\hat{y} \) is not evolved in recent 10 iterations

**then** renew \( v_i \) and \( f(P.x_i) \) for each particle \( i \in [1...s] \)

**Endfor**

**until** stopping condition is satisfied (usually a sufficiently small granularity, a sufficiently good fitness or a maximum number of iterations.)

Although PSO is suitable for solving multi-dimensional function optimization in continuous space and the parallel computing mechanism is adopted in [18], the execution time is still a big bottleneck of PSO, especially for large scale wireless sensor networks which consist of lots of mobile sensor nodes.

According to Eq. (12), the velocities of particles are updated according to their corresponding experience and the experience of their companions for pulling each particle toward local best and global best positions in PSO. However, because the initialized positions and velocities of particles are generated by a random term, the convergence speed is partially determined by the initialized parameters of particles. Moreover, the local best and global best positions may not be the optimal results, especially in the forepart of optimization, which will impact the convergence of optimization. Hence, if some other appropriate factors can be introduced to direct the particles flight to the optimal positions, the convergence speed and searching ability of PSO can be improved. It is also the key motivation for importing the virtual force algorithm. Here, an improved PSO algorithm is proposed, the so-called virtual force directed particle swarm optimization (VFPSO), where the virtual force is adopted into the update of velocities of particles for increasing the speed of regional convergence in PSO algorithm.

Different from PSO algorithm, the velocity of each particle is updated according to not only the historical optimal solutions, but also the virtual forces of sensor nodes in the VFPSO algorithm:

\[

v_y(t+1) = \omega(t) \times v_y(t) + c_1 r_{1i}(t)(y_y(t) - x_y(t)) + c_2 r_{2i}(t)(\hat{y}(t) - x_y(t)) + c_3 r_{3i}(t) g_y(t)

\]  

(15)
where $c_1$, $c_2$, $r_1(t)$, $r_2(t)$, $x_i(t)$, $v_y(t)$, $y_i(t)$, $\omega(t)$ are as same as Eq.(15), $c_3$ is acceleration constant, $r_3(t)$ is also a random function in the range [0,1] which is independent to $r_1(t)$ and $r_2(t)$, $g_y(t)$ is the prolepsis motion suggested by virtual force of $i$th particle in $j$th dimension, which is computed by

$$g_y(t) = \begin{cases} 
\frac{\left(\frac{1}{2}\right)}{F_{n}} \times \text{MaxStep} \times e^{\frac{-1}{F_{n}}} & j = 1,3,5\cdots 2n-1 \\
\frac{\left(\frac{1}{2}\right)}{F_{n}} \times \text{MaxStep} \times e^{\frac{-1}{F_{n}}} & j = 2,6,\cdots 2n 
\end{cases} \quad (16)$$

where the superscript of each parameter presents the index of particles and the index of wireless sensor nodes which the virtual force exerts on, the subscript presents the coordinate of the virtual force. The correlative virtual forces are carried out by Eq. (7). After modifying the velocities of particles with the virtual forces, the VFPSO algorithm also implements the optimization by using PSO according to the flowchart described in the previous section.

### 3.3. Further Improved VFPSO with Co-evolutionary Manner

Because the traditional PSO algorithm uses a particle to represent a complete solution vector, the search space will be enlarged exponentially as the dimensionality of solution vector. It is significantly harder to find the global optimum of a high-dimensional problem, compared with a low-dimensional problem with similar topology. It will also impact the performance of the VFPSO algorithm. Moreover, the overall evolution of complete solution vector in PSO algorithm has the disadvantage that, during evolution, some components in the vector move closer to the solution, while others may actually move away from the solution. This undesirable behavior is called “two steps forward, one step back” [12].

Co-evolutionary algorithms based on modelling phenomena of coexistence of several species have emerged as a very promising area of evolutionary computing methods [19], such as genetic algorithms [20, 21]. For improving the searching ability of PSO in high-dimensional problem, the search space can be partitioned into lower dimensional subspaces by splitting the solution vectors into smaller vectors [18]. This is the key motivation for co-evolutionary particle swarm optimization (CPSO) [12]. It must be noticed that there is no explicit restriction on the type of PSO algorithm that should be used in the VFPSO algorithm. So, the CPSO can be also used in VFPSO algorithm for improving the performance of dynamic deployment.

Instead of adopting one swarm to find the optimal $n$-dimensional vector, in CPSO, the vector is split into its components so that each swarm attempts to optimize a single component of the solution vector, essentially a 1-D optimization problem. However, the function being optimized still requires an $n$ dimensional vector to evaluate. The simplest scheme for constructing such a context vector is to take the global best particle from each of the swarms and concatenate them to form such an $n$-dimensional vector. To calculate the fitness for all particles in swarm $j$, the other $n$-1 components in the context vector are kept constant (with their values set to the global best particles from the other $n$-1 swarms), while the $k$th component of the context vector is replaced in turn by each particle from the $k$th swarm.
The pseudocode for the CPSO algorithm is shown in Figure 3, where \( P_k \cdot x_i \) presents the current position of particle \( i \) of swarm \( k \), which can therefore be substituted into the \( k \)th component of the context vector when needed, \( P_k \cdot y_i \) is the local best position of particle \( i \) of swarm \( k \) and \( P_k \cdot \hat{y} \) is the global best solution of swarm \( k \). The function \( b(k,z) \) returns an \( n \)-dimensional vector formed by concatenating all the global best vectors across all swarms, except for the \( k \)th component, which is replaced with \( z \), where \( z \) represents the position of any particle from swarm \( P_k \). Then the current “best” context vector will be denoted \( b(1,P_1,\hat{y}) \), which is composed of the global best particles \( P_k \cdot \hat{y} \) of each of the swarms.

**Figure 3.** Pseudocode for the CPSO algorithm.

```plaintext
define
\( b(k,z) \equiv \{P_k \cdot \hat{y}, P_{k+1} \cdot \hat{y}, \ldots, P_{k+s} \cdot \hat{y}, z, P_{k+s+1} \cdot \hat{y}, \ldots, P_n \cdot \hat{y}\} \)

Create and initialize \( n \) one-dimensional PSOs: \( P_k \cdot k \in [1...n] \)

repeat:
   for each swarm \( k \in [1...n] \):
      for each particle \( i \in [1...s] \):
         if \( f(b(k,P_i \cdot x_i)) < f(b(k,P_i \cdot y_i)) \)
            then \( P_k \cdot y_i = P_k \cdot x_i \)
         if \( f(b(k,P_i \cdot y_i)) < f(b(k,P_i \cdot \hat{y})) \)
            then \( P_k \cdot \hat{y} = P_k \cdot y_i \)
      endfor
   Perform PSO updates on \( P_k \) using equations (12) and (13)
endfor
until stopping condition is satisfied
```

The cooperation between different swarms is promoted by the process of cross-updating in CPSO algorithm. Because the fitness of the context vector is measured when only one component is modified at a time, a significant increase in the solution diversity is advanced in the CPSO algorithm. Although the CPSO algorithm has faster convergent ability, it may become trapped in suboptimal locations in search space [12]. So a hybrid CPSO algorithm is proposed, which can exploit both of these properties. In the hybrid CPSO, an alternative is to interleave the two algorithms, so that the CPSO algorithm is executed for one iteration, followed by one iteration of the PSO algorithm. Then an information exchange between the two algorithms is implemented by replacing some of the particles in one half of the algorithm with the best solution discovered so far by the other half of the algorithm. Because the diversity of particles will decrease significantly because of too-frequent information exchange [12], a simple mechanism to prevent the swarms from accidentally reducing the diversity is implemented by limiting the number of particles that can actively participate in the information exchange.

Similar to the VFPSO algorithm, the virtual force directed co-evolutionary particle swarm optimization (VFCPSO) algorithm combines the hybrid CPSO with VF for dynamic deployment in WSNs. In VFCPSO, the global search of optimal deployment is achieved by the hybrid CPSO
algorithm in a co-evolutionary manner for improving the solution quality and robustness. The pseudocode for VFCPSO is illustrated in Figure 4, where \( Q \) is a normal \( n \)-dimensional swarm, \( Q_x \) presents its current position of particle \( k \), \( Q_y \) is the local best position of particle \( k \), \( Q\hat{y} \) is the global best solution of swarm \( Q \).

Because CPSO can perform better than PSO as the dimensionality of the problem increases [12], the performance of VFCPSO can be improved accordingly. Compared to the VF, PSO and VFPSO algorithms, the VFCPSO algorithm has better global searching and regional convergence abilities and can also be competent for the dynamic deployment of the WSNs with mobile sensor nodes and stationary sensor nodes. The comparisons of the effective coverage area and computation time between VF, PSO and VFPSO and VFCPSO algorithms are carried out in the next section, which verify the outstanding performance of VFCPSO algorithm.

**Figure 4.** Pseudocode for VFCPSO algorithm.

---

**Define**

\[
b(k,z) = (P_1,\hat{x}, P_2,\hat{x}, \ldots, P_{k-1},\hat{x}, z, P_{k+1},\hat{x}, \ldots, P_n,\hat{x})
\]

Create and initialize \( n \) one-dimensional PSOs: \( P_k, k \in [1\ldots n] \)

Initialize an \( n \)-dimensional PSO: \( Q \)

Analyze the effective coverage area formed by stationary nodes

repeat:

for each swarm \( k \in [1\ldots n] \):

for each particle \( i \in [1\ldots s] \):

Evaluate the effective coverage area \( f(b(k,P_i,x_i)) \)

if \( f(b(j,P_j,x_j)) < f(b(j,P_j,y_j)) \)

then \( P_j,y_i = P_j,x_i \)

if \( f(b(j,P_j,y_j)) < f(b(j,P_j,\hat{y}_j)) \)

then \( P_j,\hat{y} = P_j,y_i \)

endfor

Calculate the virtual forces between wireless sensor nodes using equations (4), (5), (6) and (7)

Perform PSO updates on \( P_k \) using equations (13), (15) and (16)

endfor

Select random \( u \in U(1,s/2)|Q_y_u \neq Q\hat{y} \)

\( Q_x_u = b(1,P_l,\hat{y}) \)

for each particle \( k \in [1\ldots s] \):

Evaluate the effective coverage area \( f(Q_x_k) \)

if \( f(Q_x_k) < f(Q_y_k) \)

then \( Q_y_k = Q_x_k \)

if \( f(Q_y_k) < f(Q\hat{y}) \)

then \( Q\hat{y} = Q_y_k \)

Endfor

Calculate the virtual forces between wireless sensor nodes using equations (4), (5), (6) and (7)
Perform PSO updates on $Q$ using equations (13), (15) and (16)

\textbf{for} swarm $k \in [1...u]$:

Select random $u \in U(1,s/2) \mid P_i y_u \neq P_i \hat{y}$

$P_i x_u = Q \hat{y}_i$

\textbf{Endfor}

\textbf{until} stopping condition is satisfied

4. Simulation Results

To investigate the performance of the VF, PSO, VFPSO and VFCPSO algorithms in the optimization of dynamic deployment in WSNs, we simulate here different WSN scenarios. VF, PSO, VFPSO and VFCPSO are used to carry out the dynamic deployment respectively. The simulation is done on an AMD Atholon XP1600+ (1.40GHz) PC using MATLAB.

4.1. Comparison of Performance and Computation Time

At first, a WSN including $n_s = 80$ stationary nodes and $n_m = 20$ mobile nodes is simulated. The detection radius of each sensor is $r = 7m$, and the range detection error is $e_r = 0.5r = 3.5m$. The sensor nodes are deployed in a square region with area $A = 100 \times 100 = 10000m^2$. The probabilistic detection model parameters are set as $\alpha_1 = 1$, $\alpha_2 = 0$, $\beta_1 = 1$, $\beta_2 = 0.5$, $c_{ib} = 0.9$, $d_{ib} = 2r = 14m$, $C = 3r = 21m$. The parameters for virtual force are set as $A_w = 1$, $R_w = 5$, $R_w = 5$, $A_{pre} = 1$, $MaxStep = 0.5r = 3.5m$ according to the discussion in [6]. The acceleration constants of PSO are set as $c_1 = c_2 = c_3 = 1$, $MaxNumber = 600$. The numbers of used particles in all PSO algorithms are all 20.

\textbf{Figure 5.} Dynamic deployment after (a) initial random placement and after the optimization of the (b) VF algorithm, (c) PSO, (d) VFPSO, and (e) VFCPSO.
Fig. 5 illustrates the simulation results. The initial locations of stationary sensor nodes are shown in Fig. 5(a), where the effective coverage area is 68.15%. The final results carried out by VF, PSO, VFPSO and VFCPSO are shown in Fig. 5(b), (c), (d) and (e), respectively, where the grey level presents the detection probability of each point. In this independent operate, the effective coverage of the deployment carried out by VF, PSO, VFPSO and VFCPSO are 71.99%, 89.06%, 91.68%, 95.98%.

It is obvious that VFCPSO can implement dynamic deployment most effectively, i.e., the effective coverage area is improved more remarkably than by VF, PSO and VFPSO. The reason is that the co-evolutionary manner significantly increases the solution diversity and improves the robustness and global searching ability of CPSO, and virtual forces of wireless sensor nodes can direct the evolution of particles and increase convergence speed. Furthermore, VF performs worst because the virtual force exerted by stationary sensor nodes impact the optimization of dynamic deployment. PSO cannot achieve the global optimal because the evolution of particles is only suggested by the historical information. Compared to PSO, VFPSO performs better because the combination of virtual force improves the regional convergence ability of PSO. However, the performance of VFPSO is also impacted by the “two steps forward, one step back” scenario.

For detailing the comparison of convergence speed, the improvement of effective coverage during the execution of VF, PSO, VFPSO and VFCPSO algorithms in the former individual operation are compared, and the results are shown in Fig. 6. Obviously, VFCPSO can quickly converge to a global optimal with only 12 iterations, while VFPSO is trapped in suboptimal locations in search space with 122 iterations. Without the guidance of virtual force, PSO algorithm improves the effective coverage
more slowly than the VFPSO and VFCPSO algorithms, and it also converges to suboptimal after 369 iterations. Furthermore, VF algorithm is significantly impacted by the virtual force exerted by stationary node, so the effective coverage area stays around 71.99% for a long time.

For investigating the robustness of VF, PSO and VFPSO algorithms, 100 independent operations with different initialization are carried out, and the average computation time and mean and mean square root (MSR) of effective coverage area are compared and illustrated in Table 1. It must be noted that the parameters of network and wireless sensor nodes are same in these 100 independent operates.

The results show that the dynamic deployment determined by VFCPSO algorithm can effectively cover most area of region of interest (96.36%). And the effect of VFCPSO is also robust since the MSR of effective coverage area of VFCPSO is only 0.54%. The VF algorithm is still impacted by stationary sensor nodes, so the mean of effective coverage area is worse (77.51%). Furthermore, the performance of the VF algorithm is determined by the random initialization of stationary sensor nodes which is not stable, so the MSR of effective coverage area of VF is 7.76%.

**Figure 6.** The improvement of effective coverage during the execution of the VF, PSO, VFPSO and VFCPSO.

**Table 1.** The average computation time and mean and MSR of effective coverage area of VF, PSO, VFPSO and VFCPSO in 100 independent operations.

|                      | VF   | PSO  | VFPSO | VFCPSO |
|----------------------|------|------|-------|--------|
| Mean of effective coverage area (%) | 77.51| 90.17| 92.57 | 96.36  |
| MSR of effective coverage area (%)  | 7.76 | 2.45 | 1.13  | 0.54   |
| Average computation time (s)        | 19.27| 27.82| 17.39 | 15.21  |
| Average iterations                 | 587.14| 360.49| 125.37| 10.27  |

Besides the effectiveness and robustness, the VFCPSO algorithm also performs well with regards to computation time. In this scenario, the computation time of the VFCPSO algorithm is less than that
of the other three algorithms, implying that VFCPSO is a fast and effective algorithm for dynamic deployment.

4.2. Effect Analyses of the Number of Wireless Sensor Nodes

As presented before, the computation complexity of PSO will increase exponentially as the dimensionality of the search space increases, so the computation time varies significantly relative with the number of wireless sensor nodes in dynamic deployment. For investigating the effect of the number of wireless sensor nodes, a series of experiments in different WSNs which contains different numbers of wireless sensor nodes are implemented. The parameters of different WSNs are listed in Table. 2.

| Number of mobile sensor nodes | 10  | 20  | 30  | 40  | 50  | 60  | 70  | 80  |
|------------------------------|-----|-----|-----|-----|-----|-----|-----|-----|
| Number of stationary sensor nodes | 40  | 80  | 120 | 160 | 200 | 240 | 280 | 320 |
| Detection radius (m)         | 10  | 7   | 5.8 | 5   | 4.5 | 4.1 | 3.8 | 3.5 |
| Range detection error (m)    | 5   | 3.5 | 2.9 | 2.5 | 2.75| 2.05| 1.9 | 1.75|
| Communication Range (m)      | 30  | 21  | 17.4| 15  | 13.5| 12.3| 11.4| 10.5|
| Predefined threshold of virtual force (m) | 20  | 14  | 11.6| 10  | 9   | 8.2 | 7.6 | 7   |

The VF, PSO, VFPSO and VFCPSO algorithms are adopted to deploy the wireless sensor nodes in 100 independent operates for each kind of WSNs respectively. The means of effective coverage area and average computation time of each algorithm in the WSNs which contains different numbers of wireless sensor nodes are illustrated in Fig. 7.

**Figure 7.** The means of effective coverage area and average computation time of VF, PSO, VFPSO and VFCPSO algorithms in the WSNs which contains different numbers of wireless sensor nodes.

As illustrated in Fig. 7(a), the computation time of four algorithms all increase with the number of wireless sensor nodes. However, the computation time of the VFCPSO algorithm is the least all the time, and its change rate is also the lowest of all four algorithms, which implies that the VFCPSO
algorithm can converge to the global optimal most rapidly. Compared to the VFCP algorithm, the computation time of the PSO algorithm sharply increases with the number of wireless sensor nodes, because of the exponentially increased computation complexity. The VFPSO algorithm adopts the traditional PSO algorithm, so its computation time also increases faster than the VFCP algorithm, although the virtual force can increase its convergence speed. The computation time of the VF algorithm is largely impacted by the complex virtual force exerted on wireless sensor nodes, which is the motivation for its largely increased computation time.

Fig. 7(b) shows that the effective coverage areas of the PSO, VFPSO and VFCP algorithms decrease when the number of wireless sensor nodes increases. The reason is that the performance of the PSO algorithms, including PSO, VFPSO and VFCP, will deteriorate as the number of wireless sensor nodes increases because the probability of generating a sample inside the optimality region will increase according to the volume of search space. But the performance of VFCP deteriorates slower than the PSO and VFPSO algorithms, which implies that VFCP has better global optimal search ability and can be adopted in large scale WSNs which contains many wireless sensor nodes. Furthermore, the performance of the VF algorithm is just determined by the randomly initialized dynamic deployment and the parameters of network and wireless sensor nodes, so the effective coverage area of the VF algorithm is irrelative with the number of wireless sensor nodes. However, the performance of the VF algorithm is still worst because it cannot overcome the impact of the virtual force exerted by stationary sensor nodes.

The comparison results of effective coverage area and computation time in different WSNs present the outstanding performance of the VFC algorithm, which demonstrates that this algorithm is a fast, effective and robust algorithm for dynamic deployment in WSNs.

5. Conclusions

This paper proposes an improved co-evolutionary particle swarm optimization algorithm, called the VFCPSO algorithm, as a practical approach for wireless sensor networks with dynamic deployment. In the proposed algorithm, CPSO is adopted to implement global searching of optimal deployment vectors in co-evolutionary manner, virtual force is used to direct the updating of particles towards the better positions. The simulation results illustrate the outstanding performance of VFCPSO algorithm, i.e., VFCPSO is more efficient than the VF, PSO and VFPSO algorithm in terms of effective coverage area and computation time and the performance of the VFCPSO algorithm is nearly stable as the number of wireless sensor nodes increases. It can be declared that the proposed VFCPSO algorithm has good global searching and regional convergence abilities in the procedure of optimization, and it can implement the dynamic deployment of hybrid WSNs with mobile sensor nodes and stationary sensors nodes rapidly, effectively and robustly.
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