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Abstract—Recent studies have pointed out that many well-developed Visual Question Answering (VQA) models are heavily affected by the language prior problem. It refers to making predictions based on the co-occurrence pattern between textual questions and answers instead of reasoning upon visual contents. To tackle this problem, most existing methods focus on strengthening the visual feature learning capability to reduce this text shortcut influence on model decisions. However, few efforts have been devoted to analyzing its inherent cause and providing an explicit interpretation. It thus lacks a good guidance for the research community to move forward in a purposeful way, resulting in model construction perplexity towards overcoming this non-trivial problem. In this paper, we propose to interpret the language prior problem in VQA from a class-imbalance view. Concretely, we design a novel interpretation scheme whereby the less frequent and sparse answers from the same question type is distinctly exhibited during the late training phase. It explicitly reveals why the VQA model tends to produce a frequent yet obviously wrong answer, to a given question whose right answer is sparse in the training set. Based upon this observation, we further propose a novel loss re-scaling approach to assign different weights to each answer according to the training data statistics for estimating the final loss. We apply our approach into six strong baselines and the experimental results on two VQA-CP benchmark datasets evidently demonstrate its effectiveness. In addition, we also justify the validity of the class imbalance interpretation scheme on other computer vision tasks, such as face recognition and image classification.

Index Terms—Visual question answering, language prior problem, class imbalance, loss re-scaling.

I. INTRODUCTION
V
ISION and language are two ubiquitous elements in human cognition. One key artificial intelligence effort in bridging these two is to answer natural language questions about a visual scene, the de facto Visual Question Answering (VQA) task. VQA has gained great progress over the past few years owing to the considerable development of computer vision and natural language processing. Conventional methods generally cast it as a classification problem, where the image and question are respectively handled via Convolutional Neural Networks (CNNs) and Recurrent Neural Networks (RNNs), and the fused multi-modal features are classified into candidate answers [1], [2]. Though a lot of VQA approaches have achieved great success over various benchmarks [1], [3], one notorious issue is that they are often hindered by the widely investigated language prior problem. That is, these models answer questions without comprehensively exploiting the visual contents. In fact, existing VQA methods are often brittle and easy to be fooled by some statistical shortcuts owing to the linguistically superficial correlation between questions and answers. For example, the how many\(^1\) questions are frequently be answered with answer 2 in the training set [1]. This simple correlation misleads models to overwhelmingly reply to how many questions with 2 yet not truly reasoning the given image (see the training answer distribution and prediction in Figure 1 for an example). As a result, it is problematic to assert that the previous benchmark progress is driven by the faithful visual understanding rather than merely learning the dataset bias. To tackle this, a diagnostic benchmark, i.e., VQA-CP (VQA under Changing Priors) [4] has recently been constructed. It re-splits VQA v1 [1] and VQA v2 [3] datasets in a way such that the distribution of answers per question type is significantly distinct between training and testing sets. As can be expected, the performance of many prior state-of-the-art VQA models [2], [5], [6] largely degrades on this dataset.

It is worth mentioning that great success has been achieved by prior efforts pertaining to overcoming the language prior problem in VQA. These methods can be roughly grouped into two categories: single-branch and two-branch. Specifically, approaches in the first category directly strengthen the visual feature learning for weakening the textual shortcut influence on model decision [7]–[10]. For instance, HINT [7] and SCR [10] leverage additional visual annotations to align the image region-level importance.\(^2\) Though yielding competitive improvement over their rivals, nonetheless, collecting such human annotations is expensive and burdensome, limiting their practicality in adaptation across datasets. By contrast, the two-branch methods deliver dominated performance due to their explicit counterwork over the language priors [12]–[15]. A typical design is to append an additional question-only

\(^{1}\)We refer question type to the first few words in the given question.

\(^{2}\)The image region importance is expressed via the model gradient magnitude of the ground-truth answers, i.e., Grad-CAM [11], with human attention map.
training branch to the orthodox question-image one, which intentionally captures the language priors and is further suppressed by the latter branch. The computational cost from this category of methods is thereby increased since another new question-only branch is introduced to the backbone model.

In general, the pipeline of the existing studies can be summarized into two consecutive steps: 1) describing the background and consequence of the language prior problem in VQA, and 2) developing effective methods to mitigate it and demonstrating the superiority over their contenders. However, little attention has been paid to interpreting why it drives models to blindly answer questions even though the corresponding image shows very intuitive cues for the right answer. Without an interpretation, the SOTA results on the VQA-CP benchmark mostly manifest to be skeptical. In other words, it is dubious that the performance improvement is from the alleviation of the language priors, or the over-fitting on the new curated datasets. Moreover, another imperative issue of the existing approaches is that they often involve many reasons that cause the language prior problem in VQA models, and make contributions from the following two aspects. Firstly, to analyze the inherent reasons that cause the language prior problem in VQA models, we offer to revisit the problem from a class-imbalance view. The proposed interpretation scheme on other CV fields. To the best of our knowledge, this is the first work to provide interpretations for the cause of the language prior problem in VQA.

To deal with the above two issues, in this paper, we propose to bridge the connection between the language prior in VQA and the class-imbalance problem, and make contributions from the following two aspects. Firstly, to analyze the inherent reasons that cause the language prior problem in VQA models, we offer to revisit the problem from a class-imbalance view and contribute a novel viewpoint to interpret it. Recall that each candidate answer is taken as a single class and the answer distribution under each question type is highly biased. This observation is consistent with that in the class-imbalance classification scenario when restricting the same question type for each instance. In the light of this, we argue that the language prior problem is essentially aroused by the imbalanced answer class distribution per question type. Accordingly, the VQA models are severely affected by the direct correlation between the question type and its frequent answers, leaving the visual features overlooked for answer prediction. To validate this point, we make two assumptions: 1) the loss values are diverse from the trained models pertaining to answers with different numbers in the training set; and 2) the gradient norm of the parameters from the question encoding layer is much larger than that of the classification layer. The former assumption interprets why the model cannot fit the tail classes (sparse answers per question type) even with more training iterations. And the latter one points out that the parameters from the question encoding layer should be the blame for the language prior learning. This seamlessly matches the application of previous two-branch approaches [12], [14] that overcomes this problem through tuning the question encoding parameters, and supports these methods. After validating both assumptions, we then propose a loss re-scaling approach, which borrows the idea from class-imbalance solutions. The key of our approach is to assign a distinct weight to each answer for estimating the instance loss based on its associated question type. Specifically, smaller weights are assigned to frequent answers while larger weights are attached to sparse ones. Notably, the proposed method is model-agnostic, which means it can be plugged into most existing methods to overcome the language prior problem. Besides, the loss re-scaling introduces no training parameters, i.e., zero incremental inference time to the backbone model. Compared to previous methods, the increased computational cost is thus negligible.

To testify the effectiveness of the proposed loss re-scaling approach, we conduct extensive experiments with six backbone methods on the VQA-CP v2 and VQA-CP v1 datasets. The experimental results demonstrate the enhanced performance when applying our method to the backbone models under various settings. Moreover, we also evaluate the viability of the class-imbalance interpretation scheme on other Computer Vision (CV) tasks which are also hindered by the class-imbalance problem.

In summary, the contributions of this paper are three-fold:

- We revisit the language prior problem in VQA from a class-imbalance view. The proposed interpretation scheme is practical and can be extended to other relevant CV fields.
- Based on this novel viewpoint, we further design a simple yet effective loss re-scaling method to alleviate the language prior effect in VQA.
- Extensive experiments are performed on several benchmark datasets and promising results from the proposed method can be observed. In addition, the code has been released to facilitate other researchers.

II. RELATED WORK

In this section, we discuss three directions of related literature which are highly relevant to this work: Visual Question
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Answering, Language Prior Problem in VQA and Data Imbalance Issue.

A. Visual Question Answering

Visual Question Answering constitutes a typical vision-and-language task [16]–[20], involving the inputs of an image and a natural language question. Almost all the existing VQA models follow such a training paradigm: the image and the question are encoded with CNNs and RNNs, respectively, followed by a multi-modal fusion module [21] and a classifier to predict the right answer(s). Based on this paradigm, current approaches can be roughly classified into four categories [22]: Joint Embedding, Attention Mechanism-based, Compositional Models, and Knowledge-enhanced. The Joint Embedding methods [1], [23] present to encode the image and question into a common latent space, in which the visual categories [22]. The Joint Embedding and the attention mechanism is introduced to focus on salient image regions [6], [24] or with question words [5], [25]. The modular structure of questions is also exploited for more explicit reasoning of Compositional VQA models [26]. Lastly, it is natural that some questions cannot be directly answered from the image information merely, requiring accessing external knowledge for accurate prediction. Knowledge Enhanced approaches [27], [28] thus integrate knowledge bases such as DBpedia [29] or ConceptNet [30] into VQA.

Beyond the simple reasoning on images, researchers have also explored other auxiliary information and built more challenging benchmarks. For instance, Visual Commonsense Reasoning (VCR) requires a VQA model to provide an accurate answer as well a rationale (expressed via text) explaining why the answer is chosen. TextVQA asks models to read and reason the scene text in images. And video question answering [31]–[33] extends the question answering procedure from images to videos.

B. Language Prior Problem in VQA

A large body of studies pointed out that many VQA models are greatly affected by the detrimental language prior problem [4], [12], [34]–[36]. To address it, research have devoted efforts into the following two sides.

1) From the Data Side: It is extremely challenging to circumvent the dataset bias when crowd-sourcing with human annotators. In VQA v1 [1], Antol et al. collected the first large-scale VQA dataset, which manifests a lot of ‘visual priming biases’. For example, when people ask the question ‘Is there a clock tower in the picture?’, there actually contain clock towers in the given image. This poses negative effects on the VQA model learning since a balanced dataset should at least involves images without clock towers for this kind of questions. To amend this problem, [3], [37] later presented the VQA v2 dataset which introduces complementary samples in such a way that each question is associated with a pair of images yet different answers. However, [4], [34] indicate that this dataset is still limited by the bias problem, which can potentially drive VQA models to learn some language priors. In view of this, VQA-CP [4] was created by re-splitting datasets following the rule that the answer distribution of training and testing sets is distinct with respect to question types. The performance of many VQA models drops dramatically on the VQA-CP datasets. Different from [4] re-organizing the existing biased datasets, Johnson et al. [38] curated a new diagnostic 3D shape dataset, to control the question-conditional bias via rejection sampling within families of related questions. The answer distribution is therefore balanced.

2) From the Model Side: Studies in this side make efforts to directly designing mechanisms for reducing the language prior effect, which can be summarized into two groups: single-branch and two-branch models. Specifically, single-branch methods are proposed to directly enhance the visual feature learning in VQA. For example, HINT [7] and SCR [10] align the image region-level importance with the additional human attention maps. VGQE [9] considers the visual and textual modalities equally when encoding the question, where the question features include not only the linguistic information from the question but also the visual information from the image. Zhu et al. [8] proposed a self-supervised framework to generate balanced question-image pairs. Differently, two-branch methods intend to explicitly counter the language prior learned by the model. A common processing is to introduce a question-only branch for deliberately capturing the language priors, followed by the question-image branch training to restrain it. For instance, Q-Adv [12] trains the above two models in an adversarial way, which minimizes the loss of the question-image model while maximizing the question-only one. More recent fusion-based methods [13]–[15] employ the late fusion strategy to combine the two answer predictions and guide the model to focus more on the answers which cannot be correctly addressed by the question-only branch.

Though the language prior problem in VQA has been extensively studied in recent years, nevertheless, few work contributes to analyzing its inherent cause, i.e., what arouses this problem is largely unpacked in literature. Hence, in this work, we tentatively proposed to interpret the problem from a class-imbalance view, and developed a simple yet effective approach to tackle it.

C. Data Imbalance Issue

The data imbalance issue has been long recognized as a troublesome problem in a variety of research fields. Recent efforts mainly pursue solutions along three directions [39]:

1) Data re-weighting methods attach different weights to classes for estimating the final loss. A common solution is to assign large weights for tail classes (i.e., less frequent ones) and small weights for head classes (i.e., more frequent ones). For example, Focal loss [40] is proposed to automatically put more focus on hard and mis-classified samples.

2) Data re-sampling approaches target at re-sampling the highly biased data to attain a more balanced distribution. In particular, over-sampling methods [41] simply repeat the minority classes several times to alleviate the training bias, while under-sampling ones [42] randomly choose a subset of the majority classes. Nevertheless, the two sampling methods all have some drawbacks: over-sampling is easy to over-fit and under-sampling undermines the model generalization capability. And...
Transfer learning. Different from the above two lines of efforts, methods along this line aim to transfer the knowledge learned from abundant head classes to the tail ones [43]. The knowledge can be intra-class variance [44] or deep semantic features [45].

III. REVISITING THE LANGUAGE PRIOR PROBLEM

The language prior problem in VQA has been extensively studied in recent years, however, few work tries to interpret it from the angle of model learning, which makes the advancement on benchmarks unreliable to some extent. In light of this, we intend to fill this gap by revisiting it from a class-imbalance view. The reason is that current VQA models often treat VQA as a classification problem and the answer distribution per question type is highly imbalanced. In the following, we start with two assumptions and then empirically justify them. We further extend this interpretation scheme to other CV tasks.

A. New Viewpoint

We firstly present a novel viewpoint for the class-imbalance issue according to the loss computation.

Assumption 1: The loss value of hard mistake samples is larger than that of easy mistake ones during the late training phase (when the learning converges).

We use a toy example in Table I to illustrate this assumption. As shown in Table I, 2 takes 80% of the answers to questions under the question type how many, while 4 accounts for only 4% in the training set. After the model is trained and the learning goes convergence, we assume that the loss value of these instances which are incorrectly predicted to 4 from 2 (hard mistake) is much larger than that of the ones predicted to 2 from 4 (easy mistake) - the name is given according to the relative number of true and predicted answers. Specifically, during the early training phase, the loss of both easy and hard mistakes is numerically similar. However, when it comes to the late training phase or the learning converges, the study on how the class imbalance issue affects the model prediction is particularly sparse in literature to our knowledge. In fact, there demands a deeper analysis on whether the loss computation is consistent between the early and late training phases. It is because that if the model learning is special during late training, it can provide us with insights on how the class-imbalance problem affects the model prediction when testing, and enlighten us to design directed methods.

Towards this end, we would like to empirically study it in this work. Particularly, we leverage a trained model, e.g., UpDn [2], to observe the loss value with respect to different mistakes. To begin with, we fix the model parameters when the learning goes convergence. Thereafter, we reuse the instances in the training set and save the resultant prediction. The statistics and results are demonstrated in Figure 2. It can be observed that the loss values from the confusion matrix in the upper triangle are much larger than that of the lower one. Especially for how many questions, the values predicted from sparse answers (i.e., 50, 100) to the most frequent one 2 are the highest among others, denoting that the model penalizes these hard mistakes to a great extent. In contrast, the loss values of easy mistakes (corresponding to the lower triangle) tend to be much smaller, signifying that the model seems to overlook them during the late training. This finding is quite beneficial to understand the class-imbalance problem and we will show its validity in other domains in Section III-B.

Based on the first assumption, we further analyze the overall loss values and gradient norms with respect to training iterations. The second assumption is given as:

Assumption 2: The gradient norm from the parameters of the question encoding layer is larger than that of the prediction layer.

It is widely accepted that parameters with larger gradient norm often go with more updating when performing back-propagation. This assumption indicates that the question encoding layer affects more to the language prior learning than the prediction layer. To validate this, we plot the gradient norm from two groups of parameters with respect to the training iterations in Figure 3. It can be seen that the gradient norm of the parameters from the question encoding layer continues to increase, while the parameters from the prediction layer decreases a lot with more iterations. Note that the VQA models are affected more by the language prior problem in the late training phase. As a result, the parameters fluctuate sharper should contribute more to the learning of language priors. Namely, the question encoding layer should be the blame for the language prior problem, rather than the prediction one. This observation is consistent with most two-branch studies [12], [14], which aim to tune the question encoder for reducing the language priors. And this is the first time to evidently interpret why we should follow such a paradigm to alleviate this problem.

B. Extension to Other CV Tasks

To explore whether the first class-imbalance interpretation scheme works in other highly imbalanced CV scenarios,
we additionally tested the face recognition and image classification tasks and show the results in Figure 4. The method and dataset employed for face recognition are respectively the Center Loss [46] the LFW dataset (Labeled Face in the Wild) [47], where we sampled seven persons with distinctive numbers in the training set. While for the image classification, we leveraged the imbalanced CIFAR-10 dataset [48] and the Resnet [49] Network for evaluation. From Figure 4, we can observe that for both tasks, the results show a similar manifestation with the ones in Figure 2. For example, when incorrectly predicting from the sparse Chavez class to other more frequent ones in face recognition, i.e., hard mistakes, the loss values become much larger than others. This can draw the parameters to avoid these mistakes and predict to other classes albeit yielding incorrect predictions. Similar observations can also be found on the image classification task. Another interesting point from the imbalanced image classification one is that the model often ignores the mistakes from more frequent classes while penalizes the ones from sparser ones.

IV. PROPOSED METHOD

In this section, we present our method to overcome the language prior problem in VQA. Our method borrows the idea from the approaches attacking the class-imbalance issue in other domains. Specifically, in this work, we adopt the loss re-weighting approach to deal with this problem. In particular, we design a novel mechanism to assign different weights over different answers (classes) under each question type to estimate the final loss. Before delving into the details of the loss re-scaling method, we firstly recap the basic learning functions in VQA.

A. Preliminary

The goal of VQA is to provide an accurate answer $\hat{a}$ to a given question $Q$ upon an image $I$, which can be achieved by,

$$\hat{a} = \arg \max_{a \in A} p(a|Q, I; \Theta),$$

where $\Theta$ denotes the model parameters and $A$ represents all the candidate answers. Existing methods mostly tackle it as a classification task. There are actually two available solutions to predict the correct answer(s): Sigmoid activation function followed by Binary Cross Entropy loss and Softmax activation function followed by the Cross Entropy loss. We use Sigm-BCE and Soft-CE to denote the two solutions, respectively. It is worth noting the ground-truth for each image-question pair is not necessarily unique, that is, one question is answered by ten annotators and the label is softened by ten. In this way, for Sigm-CE, taking each candidate answer as a single label for the binary classification problem,\(^5\) is given as,

$$p = W_p h_f + b_p,$$

$$\hat{p} = \sigma(p),$$

$$\mathcal{L}_{bce} = - \sum_{i=1}^{\left|A\right|} a_i \log \hat{p}_i + (1 - a_i) \log(1 - \hat{p}_i),$$

where $h_f$ is the fused multi-modal feature, $\sigma(\cdot)$ represents the Sigmoid activation function, $a_i$ denotes the ground-truth answer label, $W_p$ and $b_p$ are the learnable matrix and bias, respectively.

In contrast, Soft-CE tackles the multi-label classification in VQA via,

$$p = W_p h_f + b_p,$$

$$\hat{p} = \text{Softmax}(p),$$

$$\mathcal{L}_{ce} = - \sum_{i=1}^{\left|A\right|} a_i \log \hat{p}_i,$$

where Softmax$(\cdot)$ implies the Softmax activation function.

Based on the aforementioned two solutions, we propose to assign distinctive weights for each answer when computing the final loss. To this end, in the following, we firstly design an Answer Mask module to constrain the predicted answers fall into the correct set pertaining to each question type. We then employ a novel strategy to compute the answer weights for the loss estimation.

B. Answer Mask

Let’s revisit the example in Figure 1, for the question type how many, there even exists an out-of-type answer yes. This perplexes a lot as very rare how many questions should be answered with binary answers yes or no. One possible reason is that the yes answer takes large parts of the answers, which makes the model unexpectedly drift to this frequent label. To overcome this problem and ensure the predicted answers lie into the specific answer set of the given question type, we introduce an answer mask in this section. The motivation is supported by the findings in Figure 5, where only a very small number of instances in the validation set are distributed to the out-of-type answers from the corresponding answer set. Concretely, the answer mask module takes the question feature

\(^5\)Notice that we omit the mini-batch summation in all loss functions for simplicity.
as inputs, and then employs a fully-connected layer equipped with a non-linear activation function,

$$m_p = f(W_qq),$$

where the size of $m_p \in \mathbb{R}^{[A]}$ is the same with the candidate answer size, $f(x)$ denotes the activation function, and $W_q$ are the learnable weights. To enable the answer mask modeling, we collect the true mask label $m_a \in \mathbb{R}^{[A]}$ where the labels belonging to the given question type are set to 1 and others are 0. In this way, the BCE loss is used to train this module,

$$L_{mask} = \sum_{i=1}^{[A]} m_a^i \log m_p^i + (1 - m_a^i) \log(1 - m_p^i),$$

where $m_a^i$ and $m_p^i$ represent the $i$-th element in $m_a$ and $m_p$, respectively.

In fact, a straightforward design of $f(x)$ is to adopt the sigmoid activation function, which can map the features to a mask value within $(0, 1)$. However, we favor the output to be larger than 0.5 in most times so that the final predicted answer would be grounded more by this mask. Note that deploying all-ones mask will lead to over-fitting and is not flexible. We therefore devise a generalized softplus function in Equation 6,

$$f(x) = \max(1, \frac{1}{\alpha} \log(1 + \exp \alpha x)),$$

where $\alpha$ is a hyper-parameter which is fixed to 1 in our experiment.

C. Loss Re-Scaling

The key to our loss re-scaling approach is to attach distinctive weight to each answer. To achieve this, we intuitively introduce a fixed weight, where it can prevent the hard mistakes to update the parameters harshly while guide the easy mistakes for more influential model learning. In particular, the weight is obtained via,

$$\mu_i = \frac{\sum_k^{[A]} n_k^i - n_l^i}{n_l^i},$$

where $n_k^i$ represents the number of answer $a_i$ under the question type $qt_j$ (for other answers not in the answer set of the current question type, $\mu_i$ is equal to 1). Under this situation, recollect the previous example in Table I, the loss weights for answer ‘2’ and ‘4’ are $(1 - 0.8)/0.8 = 0.25$, and $(1 - 0.04)/0.04 = 24$, respectively. In this way, the easy mistakes become relatively hard to propagate information, while hard mistakes gain more chance to update parameters, especially for earlier layers. In implementation, we found that large weights made the training more unstable, we therefore employ a smoothing function and truncate too large values to be 100,

$$\mu_i = \max(100, \log(1 + \exp \mu_i)).$$

This approach is specially designed for avoiding VQA models to learn language priors when training. During testing, the loss re-scaling is deactivated and only the backbone model remains. This assures that there is no incremental computation at all when evaluation compared with the backbone model. In addition, we provide the losses and partial derivatives in Appendix.

D. Method Application

Most mainstream VQA architectures are compatible with our method. To show how the above two modules work, we leverage a general backbone and illustrate its learning pipeline and ours in Figure 6. Specifically, for each input image, it utilizes the pre-trained object detection networks (e.g., Faster R-CNN [50]) to obtain the most salient objects; meanwhile, the question words are sequentially processed via a textual encoder (e.g., Gated Recurrent Network [51]) to capture the semantic information. The visual reasoning is then performed, followed by the classifier for predicting answers. As can be seen in Figure 6a, the BCE losses for answers 4, 2 and yes are 1.0, 18.0 and 5.0, respectively. With our answer mask module in Figure 6b, the yes answer no longer takes effects since it is an out-of-type outlier for the question type how many. Our loss re-scaling module then assigns distinct loss weights to each candidate answer according to the statistics in Table I. One can see that the loss for the sparse answer 4 is augmented while for the frequent answer 2 is diminished.

V. EXPERIMENTAL SETUP

We conducted extensive experiments on three benchmark datasets to validate the effectiveness of the proposed method. In particular, the experiments are mainly performed to answer the following research questions:

- **RQ1**: Can the proposed loss re-scaling method improve the state-of-the-art VQA models?
- **RQ2**: How do the answer mask and loss re-scaling modules perform on both solutions in Section IV-A?
- **RQ3**: Is the proposed loss re-scaling method superior than other loss re-weighting approaches?
- **RQ4**: Why does the proposed method outperform the backbone method?

In the following, we first provide the basic information of the evaluated benchmark datasets. We then detail the standard evaluation metric, followed by the key baselines used in this work, and we end this section with some implementation details.

By zero incremental inference time, we explicitly refer to the loss re-scaling module excluding the answer mask one, since the loss re-scaling module produces a primary effect as shown in Table V.
Fig. 6. Visual comparison of loss estimation between the backbone learning pipeline and ours. We use three answers, i.e., 4, 2 and yes, to intuitively illustrate how the proposed two modules work.

TABLE II

| Method Category | Method | VQA-CP v2 test | | VQA v2 val |
|-----------------|--------|----------------|----------------|----------------|
| | | Y/N | Num. | Other | All | | Y/N | Num. | Other | All |
| Plain | Question-only [4] | 35.09 | 11.63 | 07.11 | 15.95 | 67.95 | 30.97 | 39.27 | 27.20 | 43.01 |
| | SAN [6] | 38.35 | 11.14 | 21.74 | 24.96 | 70.06 | 39.28 | 47.84 | 52.41 | 52.41 |
| | NMN [26] | 38.94 | 11.92 | 25.72 | 27.47 | 73.38 | 33.23 | 39.93 | 51.62 | 51.62 |
| | MCB [52] | 41.01 | 11.96 | 40.57 | 36.33 | 77.91 | 37.47 | 51.76 | 59.71 | 59.71 |
| | HAN [53] | 52.25 | 13.79 | 20.33 | 28.65 | 81.18 | 42.14 | 55.66 | 63.48 | 63.48 |
| | UpDe [2] | 42.27 | 11.93 | 46.05 | 39.74 | 80.59 | 40.51 | 53.69 | 62.07 | 62.07 |
| | LXMERT [54] | 42.31 | 11.84 | 44.35 | 38.80 |  |  |  |  |  |
| | AdvReg [12] | 65.49 | 15.48 | 35.48 | 41.17 | 79.84 | 42.35 | 55.16 | 62.75 | 62.75 |
| | Rubi [14] | 68.65 | 20.28 | 43.18 | 47.11 | 80.37 | 40.62 | 53.53 | 61.92 | 61.92 |
| | LM [15] | 73.65 | 41.44 | 42.82 | 51.68 | 74.18 | 38.43 | 53.05 | 59.07 | 59.07 |
| | LMIH [15] | 70.29 | 44.10 | 44.86 | 52.15 | 73.25 | 39.77 | 55.11 | 59.91 | 59.91 |
| | CSS [13] | 43.96 | 12.78 | 47.48 | 41.16 | 82.08 | 41.90 | 53.81 | 62.20 | 62.20 |
| | CSS+LMIH [13] | 84.37 | 49.42 | 48.21 | 58.95 | 42.16 | 35.05 | 52.01 | 46.08 | 46.08 |
| | CSS [13] | 40.88 | 12.32 | 45.23 | 38.95 |  |  |  |  |  |
| | CSS+LMH [13] | 77.73 | 50.92 | 45.30 | 55.61 |  |  |  |  |  |
| | Single-branch | GVQA [4] | 57.99 | 13.68 | 22.14 | 31.30 | 72.03 | - | - | - | 48.24 |
| | HINT [7] | 67.27 | 10.61 | 45.88 | 46.73 | 81.18 | 42.99 | 55.56 | 63.38 | 63.38 |
| | SCR [10] | 72.36 | 10.93 | 48.02 | 49.45 | 78.8 | 41.6 | 54.5 | 62 | 62 |
| | VQGE [7] | 66.35 | 27.08 | 46.77 | 50.11 |  |  |  |  |  |
| | Ours | UpDe+Ours | 68.42 | 21.71 | 42.88 | 47.09 | 64.22 | 39.61 | 53.09 | 55.50 | 55.50 |
| | | LMIH+Ours | 73.74 | 45.14 | 44.59 | 53.17 | 76.28 | 36.37 | 52.71 | 59.45 | 59.45 |
| | | LMH+Ours | 72.82 | 48.00 | 44.46 | 53.26 | 68.21 | 36.77 | 52.29 | 56.81 | 56.81 |
| | | CSS+Ours | 68.45 | 40.79 | 44.18 | 50.73 | 77.73 | 41.39 | 53.76 | 61.14 | 61.14 |
| | | CSS+LMH+Ours | 83.95 | 47.81 | 44.59 | 56.55 | 70.52 | 33.56 | 50.83 | 55.96 | 55.96 |
| | | LXMERT+Ours | 79.71 | 59.06 | 61.41 | 66.40 | 85.32 | 52.07 | 62.60 | 69.76 | 69.76 |

A. Datasets

We evaluated our proposed method mainly on the two VQA-CP datasets: VQA-CP v2 and VQA-CP v1 [4], which are well-known benchmarks for evaluating the models’ capability to overcome the language prior problem. The VQA-CP v2 and VQA-CP v1 datasets consist of ~122K images,~658K questions and ~6.6M answers, and ~122K images, ~370K questions and ~3.7M answers, respectively. Moreover, the answer distribution per question type is significantly different between training and testing sets. Other than VQA-CP, we also reported results on the VQA v2, a more biased benchmark, for completeness. For all the datasets, the answers are divided into three categories: Y/N, Num. and Other.

B. Evaluation Metric

We adopted the standard metric in VQA for evaluation [1]. For each predicted answer a, the accuracy is computed as,

\[ \text{Acc} = \min\left(1, \frac{\#\text{humans that provide answer } a}{3}\right). \]
Note that each question is answered by ten annotators, and this metric takes the human disagreement into consideration [1], [3].

C. Tested Backbones

We mainly tested our method over the following six backbones. Thereinto, UpDn is the most popular VQA baseline, LXMERT is a recently proposed cross-modality transformer-based framework. LM, LMH, CSS and CSS+LMH are developed to intentionally alleviate the language prior problem in VQA.

UpDn [2] firstly leverages the pre-trained object detection frameworks to obtain salient object features for high-level reasoning. It then employs a simple attention network to focus on the most important objects which are highly related with the given question.

LXMERT [54] is built upon the Transformer encoders to learn the connections between vision and language. It is pre-trained with diverse pre-training tasks on a large-scale dataset of image and sentence pairs. It is worth noting that we did not apply the answer mask module to LXMERT to avoiding undermining its pre-trained linguistic features.

LM [15] is a typical two-branch method which takes UpDn as baseline and combine the answer prediction from the two branches (i.e., question-image and question-only) in an ensemble mode.

LMH [15] extends LM by introducing another entropy loss to encourage the question-only branch prediction to be non-uniform, posing a greater impact on the ensemble.

CSS [13] generates counterfactual training samples by masking critical image objects or question words. These samples are then trained with negative labels.

CSS+LMH [13] combines CSS and LMH together to achieve better performance.

D. Implementation Details

We implemented our method based on the publicly available codes for all the backbones. For the answer mask module, we appended a dropout layer with the dropout rate tuned from 0.0 to 1.0 with a step size of 0.1. And the answer mask loss weight is fixed to 1.0. For the loss re-scaling approach, we first trained the answer mask module until converging, and then fine-tuned the model with the re-scaling weights for another ten epochs. Note that we kept all the other settings being unchanged, such as the learning rate, optimizer, mini-batch size.

VI. EXPERIMENTAL RESULTS

A. Overall Performance Comparison (RQ1)

Table II and III present the performance results on VQA-CP v2 testing, VQA v2 validation and VQA-CP v1 testing sets. The key observations from these two tables are as follows:

- Our methods achieve the best over most answer categories on the VQA-CP v2 and VQA-CP v1 datasets. Since these two datasets are deemed as an effective protocol for evaluating the language prior overcoming capability, we can conclude that the proposed method is capable of dealing with this issue and superior than the existing methods.

- For all the six backbones, with our answer mask and loss re-scaling modules, they can consistently obtain a significant performance improvement on the VQA-CP datasets. For example, in the VQA-CP v2 dataset, the overall accuracy of UpDn boosts from 38.80% to 47.09%, with a 8.29% absolute gain.

- The performance gap between VQA v2 val and VQA-CP v2 test in Table II quantifies the bias learning level since the VQA v2 is a more biased dataset. It can be seen that the methods specially designed for tackling the language prior problem outperform the traditional methods, and our approaches perform even better, indicating less language priors are learned.

- For the comparison of two-branch and single-branch methods, we can observe that two-branch ones often outperform their contemporary rivals, such as AdvReg v.s. GVQA, Rubi v.s. HINT, and LMH even surpasses the succeeding method VGQE. One noticeable reason for this is that the question-only model in the two-branch methods explicitly captures the language priors and is then suppressed by the question-image model.

In addition, we further computed the Cohen’s κappa to measure the agreement between labels and predictions in Table IV. From the results, it can be observed that our method outperforms the backbones in most cases. However, the κappa values mostly manifest to be small. One possible reason to this is that the number of classes is too large and all the three datasets are negatively affected by the bias distribution to some extent.
**B. Ablation Study (RQ2)**

We conducted detailed experiments to validate the effectiveness of each module and reported the results in Table V and Figure 7. Note that the LM and LMH are particularly developed based on BCE loss function which cannot be adapted with the Soft-CE solution. And we did not apply the answer mask to LXMERT for avoiding undermining its pre-trained linguistic features. We can find that:

- The loss re-scaling scheme is effective under a series of settings. When directly applying it to the backbones, the accuracy is enhanced with a large margin. For instance, CSS and LXMERT achieve 8.6% and 14.62% absolute gains under the BCE loss, respectively. With the pre-training of the answer mask module, our method can further obtain a higher accuracy.
- For the answer mask module, the softplus-G activation function does surpass the sigmoid one. The reason is that the mask tends to be larger than 0.5 with a high probability, making less answers out of the corresponding answer set in the training set.
- We further evaluated the dropout rate effect in the answer mask module and illustrated the results in Figure 7. It can be observed that UpDn prefers a smaller dropout rate, while LM, CSS and LMH fit larger ones.
- Surprisingly, our methods can attain a substantially better results over the backbones when using the CE loss function. For example, the final absolute performance improvement of our method over the UpDn backbone is over 16.53%! It is even better than the recent strong baselines LMH and CSS+LMH. This highlights the effectiveness of the loss re-scaling scheme and the potential of the class-imbalance view on alleviating the language prior problem in VQA.

**C. Other Loss Re-Weighting Method (RQ3)**

To examine whether the loss re-scaling scheme is superior to other commonly used loss re-weighting approaches, we adopted the Focal Loss [40], [55] and tested its performance in VQA. Focal Loss is designed to put more focus on hard, mis-classified examples, where the loss weights are auto-learned from the training data,

\[
FL(p_t) = -\alpha(1 - p_t)^\gamma \log(p_t),
\]

where \(\alpha\) and \(\gamma\) are hyper-parameters and \(p_t\) denotes the prediction for binary classification. We extended this loss function to the VQA multi-class case and plotted the results in Figure 8. We can observe that there exists a quite large performance margin between our method and the Focal Loss. One possible reason is that our loss weights is particularly computed under each question type, which provides more explicit guidance than the auto-learning strategy in Focal Loss.

**D. Case Study (RQ4)**

We visualized the attention map and predicted answers of UpDn and our method in Figure 9. Specifically, for the first, second and the last instances, the backbone all provides the incorrect answers due to the language priors. The reason is that answers black, baseball and 2 are the dominated answers for question types what color, what and how many, respectively. For the last instance, the attention map from the baseline focuses on both the man and the child, which misleads the model to predict that there are 2 children. In contrast, our
TABLE V
EFFECTIVENESS VALIDATION OF THE ANSWER MASK AND LOSS RE-SCALING MODULES. ‘−’ REPRESENTS THE NUMBER IS NOT AVAILABLE, SINCE LM AND LMH DIRECTLY PERFORMS ON THE BCE LOSS. AND SOFTPLUS-G IMPLIES THE ACTIVATION FUNCTION IN EQUATION 6

| Solution | Module                  | UpDn | LM   | LMH  | CSS  | CSS+LMH | LXMER | T1   |
|----------|-------------------------|------|------|------|------|---------|-------|------|
| Sigm-BCE | baseline                | 38.80| 51.68| 52.15| 38.95| 55.61   | 51.78 | -    |
|          | +answer mask (sigmoid)  | 40.94| 51.71| 51.56| 38.76| 56.12   | -     | -    |
|          | +answer mask (softplus-G)| 41.69| 52.76| 52.70| 38.72| 56.55   | -     | -    |
|          | +loss re-scaling        | 40.84| 51.96| 52.68| 47.55| 50.76   | 66.40 | -    |
|          | +both                   | 47.09| 53.17| 53.26| 50.73| 56.55   | -     | -    |
| Soft-CB  | baseline                | 40.49| -    | -    | 35.23| -       | 58.07 | -    |
|          | +answer mask (sigmoid)  | 39.32| -    | -    | 35.21| -       | -     | -    |
|          | +answer mask (softplus-G)| 40.30| -    | -    | 34.80| -       | -     | -    |
|          | +loss re-scaling        | 55.93| -    | -    | 52.05| -       | 69.37 | -    |
|          | +both                   | 57.02| -    | -    | 53.50| -       | -     | -    |

Q: What color plate is this?  Q: What game is being played?  Q: Are both of the cats asleep?  Q: What kind of animal is beneath the bench?  Q: How many children are there?

Fig. 9. Visualization results from UpDn and our method on the VQA-CP v2 dataset. Regions with lighter colors denote what the model focuses on when making prediction.

method attends solely on the child object and yields the correct answer. For the third instance, the baseline only looks an asleep cat and concludes that both cats are asleep, while our method notices the awake cat. And for the fourth instance, though the baseline also predicts the right answer, nevertheless, its attention is focused on both the women and the dog. Instead, our method puts more attention on the animal beneath the bench - dog.

Moreover, the class-imbalance view can be generalized to other vision-and-language tasks which are also hindered by the language bias problem, e.g., image captioning.

APPENDIX

LOSSES AND PARTIAL DERIVATIVES

Based on the re-scaling weight, we further derive the losses and its partial derivatives over the prediction for both the Soft-CB and Sigm-BCE below. With this, the gradient of other learnable parameters can be easily computed.

1) For Sigm-BCE, the loss function becomes,

$$
L_{bce}^\mu = - \sum_{i=1}^{|A|} \mu_i (a_i \log \sigma(p_i) + (1-a_i) \log (1-\sigma(p_i))),
$$

where the partial derivative can be obtained by,

$$
\frac{\partial L_{bce}^\mu}{\partial p_i} = -\mu_i (a_i \frac{1}{\sigma(p_i)} (\sigma(p_i)(1-\sigma(p_i)))) + (1-a_i) \frac{1}{1-\sigma(p_i)} (-\sigma(p_i)(1-\sigma(p_i)))) = \mu_i ((1-a_i) \sigma(p_i) - a_i (1-\sigma(p_i))).
$$
2) For the Soft-CE, the loss function is given as,
\[
L_{ce}^\mu = -\sum_{i=1}^{A} \mu_i a_i \log \frac{\exp p_i}{\sum_{j=1}^{A} \exp p_j}.
\] (13)

To compute the partial derivative \( \frac{\partial L}{\partial p_i} \) of from \( L_{ce} \), we firstly provide the partial derivative of the Softmax function,
\[
\frac{\partial p_i}{\partial p_i} = \begin{cases} 
\hat{p}_i(1 - \hat{p}_j), & \text{if } i == j \\
-\hat{p}_i \hat{p}_j, & \text{otherwise}.
\end{cases}
\] (14)

And then the partial derivative is given by,
\[
\frac{\partial L_{ce}^\mu}{\partial p_i} = -\sum_{i=1}^{A} \mu_i a_i \frac{\partial \log \hat{p}_i}{\partial p_i} \\
= -\sum_{i=1}^{A} \mu_i a_i \frac{1}{\hat{p}_i} \frac{\partial \hat{p}_i}{\partial p_i} \\
= \mu_i a_i (\hat{p}_i - 1) + \sum_{k \neq i} \mu_k \hat{a}_k \hat{p}_k \\
= (\mu_i a_i + \sum_{k \neq i} \mu_k \hat{a}_k) \hat{p}_i - \mu_i a_i \\
= \sum_{k=1}^{A} \mu_k \hat{a}_k \hat{p}_i - \mu_i a_i.
\] (15)

where line 3 is derived from Equation 14. In this way, the final loss becomes,
\[
L = L_{cls} + L_{mask},
\] (16)

where the \( L_{cls} \) can be either \( L_{ce}^\mu \) or \( L_{ce}^\mu \).
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