Smoothing of Gaussian quantum dynamics for force detection
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Building on recent work by Gammelmark et al. [Phys. Rev. Lett. 111, 160401 (2013)] we develop a formalism for prediction and retrodiction of Gaussian quantum systems undergoing continuous measurements. We apply the resulting formalism to study the advantage of incorporating a full measurement record and retrodiction for impulse-like force detection and accelerometry.

I. INTRODUCTION

Quantum sensing and metrology are rapidly maturing subfields of quantum information technology. Building on the historical precedent set by atomic clocks of using quantum systems to precisely measure quantities [1], there now exist a wide array of quantum sensors for tasks ranging from accelerometry to thermometry [2]. These applications motivate a closer examination of the techniques used to process the measurement records from such quantum sensors. In particular, a pertinent question is whether classical estimation algorithms are optimal for quantum sensors, since they may not take into account uniquely quantum phenomena such as measurement backaction [3]. This is especially of concern when measurements on the quantum system are continuous and weak, in which case the effects of backaction are non-negligible. In response to this question, a variety of techniques, that generally fall under the umbrella term of quantum filtering and estimation, have been developed over the past several decades.

The notion of smoothing has recently been introduced into quantum estimation. Smoothing estimates some property of the quantum system at time $t^+$ using information in measurement record(s) up till that time, and after this time [4]. This is in distinction to quantum filtering, which only uses the measurement record up till time $t^+$ to construct an estimate. Tsang first introduced smoothing in the quantum context for the purpose of estimating a classical signal based on measurements on a quantum system that is driven by the classical signal [5–7]. Tsang’s smoothing approach has been demonstrated to be useful for several estimation problems where a classical signal of interest is transduced by a quantum system, e.g., [8, 9].

Recently, Gammelmark et al. [10] developed a revised notion of a quantum state for a system undergoing continuous measurement that takes into account information in the measurement record at all times. As argued by Gammelmark et al. this so-called past quantum state formalism is a more direct generalization of smoothing in the classical context since it reconstructs a “quantum state” conditioned on past and future measurements, just like classical smoothing reconstructs a state. We note that Tsang had also suggested earlier that such a reconstruction of a past state is possible [6, Sec. V], and that other interpretations of the notion of “quantum state smoothing” exist [11]. The predictions from the past quantum state formalism can be interpreted as quantum weak values since they provide estimates of observables based on post-selecting on a particular future measurement record [10, 12].

In this work we specialize the past quantum state formalism of Gammelmark et al. to continuously measured quantum systems that preserve Gaussian states. Such Gaussian dynamics are relevant for harmonic systems (e.g., coupled oscillators) where common state preparation protocols prepare Gaussian states and most dynamical processes and measurements are Gaussian. We investigate the extent to which smoothing using the past quantum state formalism can improve the performance a canonical estimation problem in the Gaussian harmonic oscillator context, namely, detection of external forces.

We note that this specialization of the past quantum state formalism to Gaussian dynamics has also recently been independently developed by Zhang and Mølmer [13][14]. The dynamical equations we derive in section III are the same as the ones derived in Ref. [13], except for notational differences. However, there are two differences between the treatments that we wish to highlight: (i) in Sec. IV we emphasize a different application from Zhang and Mølmer, which requires inclusion of classical driving of Gaussian systems into the dynamical equations; and (ii) we derive equations of motion for the Gaussian information matrix in Sec. III, which is critical for stable numerical simulation of the dynamics.

The remainder of this article is organized as follows. In Sec. II we review the formalism used to describe conditional states of continuously monitored quantum systems and the past quantum state formalism of Gammelmark et al. In Sec. III we present the description of linear dynamics of Gaussian states, and also derive the specialization of the past quantum state formalism to the Gaussian setting. Then in Sec. IV we simulate the new dynamical equations and present an application of the formalism to impulse-like force detection. Finally, Sec. V concludes with a brief discussion of future directions.
II. CONTINUOUSLY MEASURED QUANTUM SYSTEMS AND THE PAST QUANTUM STATE FORMALISM

The state of quantum system undergoing Lindblad open system dynamics with one dissipation channel that is continuously monitored (e.g., homodyne monitoring) is described by the stochastic master equation \( (\hbar = 1) \) [15, 16]

\[
\dot{\rho}_t = L_0 \rho_t + L_1 \rho_t, \quad \textrm{with} \quad L_0 \rho_t = -i[H, \rho_t] dt + \sum_{m=1}^M D[\hat{L}_m] \rho_t \; dt
\]

\[
L_1 \rho_t = D[\hat{L}_0] \rho_t dt + \sqrt{\gamma} (\hat{L}_0 \rho_t + \rho_t \hat{L}_0^\dagger) \; dY_t
\]

where \( \dot{\rho}_t = \rho_{t+dt} - \rho_t \), and \( D[A] \rho = \hat{A} \rho \hat{A}^\dagger - \frac{1}{2} \{ \hat{A}^\dagger \hat{A}, \rho \} \). \( L_0 \) represents the deterministic evolution of the system density matrix under the Hamiltonian \( H \) and Lindblad operators \( \hat{L}_m \), \( m \geq 1 \), while \( L_1 \) represents the evolution of the system due to the monitored channel \( (m = 0) \). The stochastic quantity \( dY_t \) is the increment in the observed measurement record, and is explicitly,

\[
dY_t = \sqrt{\gamma} \left( \hat{L}_0^\dagger - \hat{L}_0 \right) dt + dW_t,
\]

where \( dW_t \) is a Wiener increment satisfying \( E[dW_t \; dW_t] = dt \cdot \delta(t-s) \), and \( 0 \leq \gamma \leq 1 \) is the efficiency of the measurement. We note that this equation is linear in \( \rho_t \) but does not preserve the trace of the density matrix. It is possible to write a nonlinear stochastic master equation that is explicitly trace-preserving [17].

The interpretation of the \( \rho_t \) evolved by this equation is as the best estimate of the system conditioned on the information in the measurement record up till time \( t \). In analogy to classical signal processing theory, this equation is sometimes called the quantum filtering equation, which underscores the fact that it only takes into account information in the measurement record up till time \( t \). In principle, it should be possible to also incorporate information from measurements after time \( t \), if available, to refine the estimate of the state at time \( t \). This is precisely what a smoothing protocol does.

Gammelmark et al. define a notion of smoothing in the quantum context by first defining backward-time evolution of a POVM effect [18], \( E_t \), that is consistent with the forward-time evolution in Eq. (1):

\[
dE_t = i[H, E_t] dt + \sum_{m=0}^M D[\hat{L}_m] E_t \; dt + (\hat{L}_0^\dagger E_t + E_t \hat{L}_0) \; dY_{t-dt}
\]

where \( D[\hat{A}] \rho = \hat{A} \rho \hat{A}^\dagger - \frac{1}{2} \{ \hat{A}^\dagger \hat{A}, \rho \} \), \( dt \) is positive and \( dE_t = E_t dt - E_t \), propagates \( E_t \) backward from some final time \( t = T \) using the same measurement record \( dY_t \) as in equation (1). The final condition for the effect is \( E(T) = I \). Gammelmark et al. prove that the forward-propagating density matrix and the backward propagating effect together define the best estimate of a measurement outcome at some intermediate time \( t = t^* \) via the generalized Born rule

\[
p(m) = \frac{\text{Tr}[\Omega_m \rho(\tau) \hat{O}_m^\dagger E(\tau^*)]}{\sum_k \text{Tr}[\Omega_k \rho(\tau) \hat{O}_k E(\tau^*)]}, \quad \text{for some } \tau \leq t \leq \tau^*,
\]

where the observable measured at time \( t^* \) decomposes into POVM effects \( \{ \hat{O}_m \} \), with \( \sum_m \hat{O}_m^\dagger \hat{O}_m = I \). For this reason, they define the tuple \( \Xi_t = (\rho_t, E_t) \) as the past quantum state, which provides better predictions (or more accurately, retrodictions) of properties conditioned on the information in the whole measurement record.

In the remainder of the paper we will assume that there are no dissipative channels in addition to the measurement channel. Therefore, \( M = 0 \).

III. GAUSSIAN SYSTEMS

Consider a system of \( n \) harmonic oscillator modes with annihilation operators \( \hat{a}_k \), \( k = 1, 2, \cdots, n \), that satisfy the canonical bosonic commutation relations \( [\hat{a}_k, \hat{a}_l^\dagger] = \delta_{kl} \). For each mode, we define the relationship between the annihilation/creation operators and the canonical quadrature operators via

\[
\left( \begin{array}{c} \hat{a}_k^\dagger \\ \hat{a}_k \end{array} \right) = \left( \begin{array}{cc} 1 & -i \\ i & 1 \end{array} \right) \left( \begin{array}{c} \hat{x}_k \\ \hat{p}_k \end{array} \right),
\]

\[
\left( \begin{array}{c} \hat{x}_k \\ \hat{p}_k \end{array} \right) = \left( \begin{array}{cc} 1 & i \\ i & -1 \end{array} \right) \left( \begin{array}{c} \hat{a}_k^\dagger \\ \hat{a}_k \end{array} \right),
\]

and thus, \( [\hat{x}_k, \hat{p}_l] = i\delta_{kl} \).

Definition III.1 (Gaussian State). A state, \( \rho \), of \( n \) harmonic modes is called a Gaussian state if its Wigner function takes Gaussian form; i.e.,

\[
W[\rho](X) = \frac{e^{-\frac{i}{2} (X - \langle X \rangle)^T V^{-1} (X - \langle X \rangle)}}{(2\pi)^n \sqrt{|V|}},
\]

where \( \langle X \rangle = (\hat{x}_1, \hat{p}_1, \ldots, \hat{x}_n, \hat{p}_n)^T \) and \( V \), the covariance matrix of the quadrature operators is defined as

\[
V_{nm} = \langle (\hat{X}_n - \langle \hat{X}_n \rangle)(\hat{X}_m - \langle \hat{X}_m \rangle) \rangle = \langle \hat{X}_n \hat{X}_m \rangle - \langle \hat{X}_n \rangle \langle \hat{X}_m \rangle
\]

The stochastic master equation in Eq. (1) preserves Gaussian states if (i) the Hamiltonian is quadratic in the canonical coordinates, and (ii) each \( \hat{L}_m \) is linear in these coordinates [3, 19]. In this case we refer to the dynamics as linear, and the dynamical system as a linear system. More precisely, let the Hamiltonian of the \( n \) modes take the following form:

\[
\hat{H} = \frac{1}{2} X^T G X - X^T \Omega Bu(t)
\]

for some real, symmetric \( 2n \times 2n \) matrix \( G \), and some time-dependent classical driving on the system, \( u(t) \). The matrix \( B \) is real and has dimensions \( 2n \times m \), where \( m \) is the number
of modes that are subject to driving/forcing. $\Omega$ is the $(2n) \times (2n)$ symplectic form $\bigoplus_{k=1}^n \begin{pmatrix} 0 & 1 \\ -1 & 0 \end{pmatrix}$. Furthermore, since the measurement operator is linear in the canonical coordinates, we can write it as, $L_0 = \tilde{C}X$ for some $1 \times 2n$ matrix $\tilde{C}$.

Using $d\langle \hat{z} \rangle_t = \text{tr} (\hat{z}dP_t)$ for any operator $\hat{z}$, we can equivalently express Eq. (1) in terms of dynamical equations for the means and covariance matrix of the time-dependent Gaussian state [19]:

$$
\frac{d(X)_t}{dt} = [A(X)_t + Bu_t] dt + \sqrt{\eta}(V_tC^T + \Gamma^T) dW_t
$$

$$
\frac{dV_t}{dt} = AV_t + V_tA^T + D - \eta(V_tC^T + \Gamma^T)(CV_t + \Gamma)
$$

where $A = \Omega(G + 3m[\tilde{C}^T\tilde{C}])$, $C = 2\Re[\tilde{C}^T]$, $D = \Omega\Re[\tilde{C}^T\tilde{C}^T]\Omega^T$, $\Gamma = -3\Im[\tilde{C}^T]\Omega^T$. Here $^T$ denotes matrix transpose, $^\dagger$ denotes Hermitian conjugate, $^*$ denotes complex conjugate, and $\Re/\Im$ denotes taking element-wise real/imaginary parts of a matrix. The initial conditions for these equations are the mean and covariance matrix for the initial Gaussian state.

Of course, the above formulation can be generalized to multiple measurement channels [19], however we will not need this generalization in the following and hence we restrict ourselves to this simpler case.

### A. Gaussian formulation of backward evolution

Just as with states, one can also define Gaussian measurements. Common examples of Gaussian measurements are homodyne and heterodyne measurements in optics. Gaussian measurements have POVM effects that can be represented by Wigner functions in Gaussian form [20], i.e.,

$$
W[E_Y](X) = \frac{e^{-\frac{1}{2}(X-Y)^T U^{-1}(X-Y)}}{(2\pi)^n \sqrt{|U|}},
$$

where $Y$ is a $2n \times 1$ vector of scalars that parameterize the POVM effect (i.e., the outcomes corresponding to the measurement outcome represented by the effect). The covariance matrix of the effect is denoted $U$ to clearly distinguish it from the covariance matrix of a state (which we will always denote $V$).

As we did for state dynamics, using $d\langle \hat{z} \rangle_t = \text{tr} (\hat{z}dE_t)$, we can translate the backward evolution of the POVM effect prescribed by Eq. (2) into dynamical equations for the “means” and covariance matrix describing the POVM effect:

$$
\frac{dY_t}{dt} = -[AY_t + Bu_t] dt + \sqrt{\eta}(U_tC^T - \Gamma^T) dW_{t-dt}
$$

$$
\frac{dU_t}{dt} = -AU_t - U_tA^T + D - \eta(U_tC^T - \Gamma^T)(CU_t - \Gamma)
$$

These equations describe how to back-propagate these quantities from the final time $T$ to any intermediate time; i.e., $dY_t = Y_{t-dt} - Y_T$.

The initial (actually, final) conditions for these equations must correspond to the choice $E(T) = \hat{1}$, which raises an issue. The identity operator can only be approximated by a Gaussian state, since it corresponds to $Y_T = 0$ and $U_T = \text{diag}(\infty)$. We have found empirically that choosing $U_T = \text{diag}(\nu)$ for a large $\nu$ is often a suitable approximation that skirts this issue, but one can also obtain a more elegant solution by propagating the inverse of $U_t$ instead of $U_t$ itself. This is common practice in the literature on Kalman filtering, where $P_t \equiv U_t^{-1}$ is called the information matrix. Using $\partial_t(U_t^{-1}U_t) = 0$ and the product rule, one can derive from Eq. (11),

$$
\frac{dP_t}{dt} = P_tA + A^TP_t - P_tDP_t + \eta(C^T - P_t\Gamma)(C - \Gamma P_t)
$$

with initial condition $P_T = 0$. We find that propagating this equation poses no numerical instability issues.
Now that we have forward and backward evolution equations for Gaussian parameterizations of the density matrix and POVM effect, the final ingredient necessary for a Gaussian formulation of the past quantum state formalism of Gammelmark et al. is the Gaussian equivalent of the generalized Born rule in Eq. (3). Of course, one could simply construct the density matrix and effect at time $t^*$ from their Gaussian parameters and apply Eq. (3), however it is more efficient to avoid explicit reconstruction of these operators. In order to do this, we will restrict ourselves to predicting probabilities of projecting onto multimode coherent states at the intermediate time $t^*$. That is, we will assume that the POVM elements $\Omega_m$ in Eq. (3) are $\Omega_m \rightarrow \Omega_\gamma = |\gamma \rangle \langle \gamma |$ for some $n$-mode coherent state $\gamma$. Hence, Eq. (3) describes a probability density

$$f_{\text{smoothed}}(\gamma, t^*) = \frac{\text{Tr}[\Omega_m \rho(t^*) \tilde{\Omega}_m E(t^*)]}{\int \text{Tr}[\Omega_m \rho(t^*) \tilde{\Omega}_m E(t^*)] d^{2n} \alpha} = \frac{\mathcal{Q}_{\rho, t^*}(\gamma) \mathcal{Q}_{E, t^*}(\gamma)}{\int \mathcal{Q}_{\rho, t^*}(\alpha) \mathcal{Q}_{E, t^*}(\alpha) d^{2n} \alpha}, \quad (13)$$

where $\mathcal{Q}_A(\alpha) = \frac{1}{\sqrt{\pi}} \langle \alpha | A | \alpha \rangle$ is the $n$-mode Husimi Q-function of operator $A$ (again, $\alpha$ is an $n$-mode coherent state). For a Gaussian operator, the Q-function takes Gaussian form [21] and is related to the Wigner function via the integral transform: $\mathcal{Q}_A(\alpha) = \frac{2}{\pi} \int W(\beta) e^{-2|\alpha - \beta|^2} d^{2n} \beta$.

Eq. (13) allows efficient calculation of a smoothed probability density in terms of the Gaussian parameters that are propagated by Eqs. (9) and (11). One can contrast $f_{\text{smoothed}}(\gamma, t^*)$ against what this probability density would be if one only relies on measurements prior to $t^*$, i.e., the output of a Gaussian filter. This is $f_{\text{filtered}}(\gamma, t^*) = \mathcal{Q}_{\rho, t^*}(\gamma)$.

Thus, the smoothing applies a Gaussian smoothing kernel formed from information in future measurements. Hence in the Gaussian context, the smoothed probability density estimate is a Gaussian blur of the filtered estimate. To see the effect of this, consider the smoothed estimate of the probability distribution obtained by a homodyne measurement of one of the quadratures of a single mode, i.e., $\hat{\Omega}_x = |x \rangle \langle x |, x \in \mathbb{R}$. By noting that Eq. (13) prescribes a multiplication of two Gaussian functions, we can obtain explicit forms for the mean at time $t^*$, and the variance of this estimate:

$$\langle x \rangle_S(t^*) = \frac{U_{11}}{V_{11} + U_{11}} \langle x \rangle_E(t^*) + \frac{V_{11}}{V_{11} + U_{11}} \langle x \rangle_E(t^*)$$

$$\sigma^2(\langle x \rangle_S(t^*)) = \frac{1}{V_{11} + U_{11}},$$

where all the covariance matrix elements are also evaluated at time $t^*$ but we omit this index for notational simplicity.

**IV. APPLICATION: FORCE DETECTION**

In this section we apply the above formalism to the canonical problem of force detection using a harmonic system. In particular, we develop a practical protocol for detection of impulsive forces. We note that Tsang’s smoothing formalism has been applied to similar physical context, but typically to estimate spectra of continuous driving signals, e.g., [8, 9]. In the following, we place an emphasis on detecting the presence and arrival-time of impulse-like forces.

Consider a single harmonic mode undergoing free evolution, driving by some unknown time-dependent force, $u(t)$, and weak, continuous measurement of its position. This system is described by the Hamiltonian and measurement operator:

$$\hat{H} = \frac{\omega_n}{4} (\hat{x}^2 + \hat{p}^2) + u(t) \hat{x}$$

$$= \mathbf{X}^\top \begin{pmatrix} \omega_n/4 & 0 \\ 0 & \omega_n/4 \end{pmatrix} \mathbf{X} + u(t) \begin{pmatrix} 1 & 0 \\ 0 & 0 \end{pmatrix} \mathbf{X}$$

$$\hat{L}_0 = \sqrt{2\kappa} \hat{x}$$

$$= \begin{pmatrix} \sqrt{2\kappa} & 0 \end{pmatrix} \mathbf{X}, \quad (14)$$

where in the second line of each term we have written the Hamiltonian and measurement operator in terms of the matrices in the linear systems theory, and $\mathbf{X} = (\hat{x}, \hat{p})^\top$. We assume the measurement is efficient, and therefore set $\eta = 1$. We use natural units to measure length, i.e., in units of $\sqrt{1/m\omega_n}$ where $m$ is the mass of the oscillator, and hence $u(t)$ has units of $1/s$. In addition, we set $\omega_n = 10$kHz for concreteness.

We simulate these dynamics for a reference system (R), which produces a system evolution trajectory and the measurement current

$$dI(t) = \langle \hat{x}_R(t) \rangle dt + \frac{dW(t)}{\sqrt{2\kappa}}, \quad (15)$$

where the expectation value is under the state of the reference system, $\langle \hat{x}_R(t) \rangle \equiv \langle \mathbf{X}_R^\top \rangle_1$, and $dW(t)$ are independent Wiener increments. The initial state of the reference system is assumed to be a thermal state, i.e.,

$$\mathbf{X}_R(0) = (0, 0)^\top, \quad V^R(0) = (2\bar{n}_R + 1)I_2 \quad (16)$$

![FIG. 2: Accuracy of reconstruction of probability distribution for oscillator position as a function of the measurement strength (\(\kappa\)) and error in the initial state of the filter system (F). The other parameters used are \(\eta_R = 5\). The red (blue) surface is \(d_F\) (\(d_S\)).](image)
error in estimating the initial state of the system from which the measurement current is recorded.

Finally, we form a smoothed system (S) by combining the predictions from F and B at each time t, according to the smoothed probability density Eq. (13).

In Fig. 1 we show some example trajectories for all four systems (R, F, B, S), for two values of measurement strength, κ, when the force is absent (u(t) = 0, ∀t). We see from this figure that while the predictions from the system S are much smoother than the predictions from F, the smoothed estimate of the mean values of the oscillator are not as accurate as the filtered values produced by the F system, especially for larger κ. To explore the impact of the system parameters more systematically, we sweep over the measurement strength and the initial state mismatch in Fig. 2 and evaluate the accuracy of the reconstructions produced by the systems F and S at each parameter combination. The accuracy is determined by calculating an approximation of the total variation distance of the probabilities for the position coordinate produced by each system over all times, i.e.,

\[ d_F = \sum_t \int_R |P^F_t(x) - P^R_t(x)| \, dx \]

\[ d_S = \sum_t \int_R |P^S_t(x) - P^R_t(x)| \, dx, \]

where \( P^R/F/S_t(x) \) is the probability distribution for the x coordinate at time t predicted by the R/F/S system. This figure shows that the accuracy of the smoothed estimate is nearly always inferior to the filtered estimate, unless (i) the error in the initial state of the F system is large, and (ii) the measurement strength is very weak. In effect, due to the weakness of the measurement in this regime, the filter cannot recover enough information from the measurement record over the simulated time period to compensate for the error in initial state estimate. However, incorporating the information from the backward evolution increases the accuracy at later portions of the time window. We see similar behavior if we examine the accuracy of predictions about the momentum coordinates as well (not presented here).

Despite smoothing showing no clear advantage over filtering for the task of recovering the state of the system (except in a small parameter regime), we can try to take advantage of the fact that the predictions of system S are much smoother than the corresponding predictions from the filter. Smooth trajectories enable one to define derivatives that are better behaved, and this fact motivates an impulsive force detection protocol; impulsive forces lead to sudden changes in the coordinates of the oscillator, and perhaps a derivative based algorithm could identify such events. Fig. 3 shows sample trajectories of coordinate predictions and their derivatives when the system evolves under impulse-like forces, i.e., \( u(t) = \sum_k \Gamma^u_{2k}(t_k) \), where \( \Gamma^u_{2k}(t_k) \) is a square pulse of width w and height s centered at \( t_k \). As expected, derivatives of the smoothed predictions (S) reliably indicate the location of the impulse-like force, while the derivatives of the filtered predictions (F) are often too noisy.

Then we use this “experimental” measurement current to drive the evolution of a Gaussian state evolving forward (F) in time according to Eq. (9), and an effect matrix for a Gaussian measurement evolving backward (B) in time according to Eq. (11). The only quantity observed from the reference system is the measurement current, and therefore the innovations that drive systems F and B are formed as:

\[ dW^F(t) = (dI(t) - (\dot{x})_F(t) \, dt)\sqrt{8\kappa} \]

\[ dW^B(t) = (dI(t) - (\dot{x})_B(t) \, dt)\sqrt{8\kappa}, \]

where \( (\dot{x})_F(t) \equiv (X^F_t)_1 \) is the first component of the mean vector of the forward evolved system, and \( (\dot{x})_B(t) \equiv (Y^B_t)_1 \) is the first component of the mean vector of the backward evolved system.

The initial state of the forward evolved system is also a thermal state, but we allow it to differ from the reference system initial state, i.e., \( \bar{n}_F \neq \bar{n}_R \). This accounts for any possible

![FIG. 3: Sample trajectories of a measured harmonic oscillator system subject to a series of impulse-like external forces (indicated by gray rectangles in all figures). The top three (bottom three) rows show coordinate predictions from the smoothed (forward) system. The left column (with blue lines) show \( \langle x \rangle \) and its first and second derivatives for each system, while the right column (with red lines) show \( \langle p \rangle \) and its first and second derivatives for each system. The parameters used in the simulations are \( \kappa = 0.1 \, \text{kHz}, n_R = 5, n_F = 3, s = 50 \, \text{kHz}, w = 0.15 \, \text{ms} \).](image-url)
Informed by these observations we define a force-detection protocol that identifies impulse-like forces by looking for discontinuities in \( \frac{d^2(x)}{dt^2} \). We declare the presence of a force if the discontinuity is larger than a given value (threshold detection, see Appendix for details). In Fig. 4 we examine the effectiveness of this protocol as a function of the system parameters by sweeping over values of measurement strength, error in estimate of initial state for the \( F \) system, and the parameters of the impulse-like force, \((s, w)\). Figs. 4(a) and 4(b) show that the impulse-force detection using the smoothed predictions is more effective for weak measurements, and in fact it can achieve 100% accuracy for very small \( \kappa \). For large values of \( \kappa \) the protocol becomes less effective because the measurement induced decoherence and projection dynamics dominate the effect of the external force and hence the signature of the impulse-like force is weakly imprinted in the coordinate trajectories. In addition, these figures show that the protocol has a weak dependence on the error in the initial state estimate – it remains robust despite large errors in the estimate of the initial state. Finally, Fig. 4(c) shows that for small values of \( \kappa \), the detection protocol remains accurate for a wide range of impulses properties (width and amplitude). Only when the impulse becomes very weak \( s < 15 \text{kHz} \) or very short \( w < 0.02 \text{ms} \), does the success rate diminish.

V. DISCUSSION

We have adapted the past quantum state formalism of Gam melmark et al. [10] to the setting of Gaussian quantum states preserved by linear dynamics. This description is especially relevant for experimental platforms such as nanomechanical resonators [22] and trapped ultracold atoms [23], whose motional modes are often well-approximated by Gaussian states. These platforms have been proposed as good candidates for engineering force-detectors and accelerometers operating at the quantum limit. Hence, we have studied the benefits of smoothing Gaussian dynamics via the past quantum state formalism in order to detect impulse-like forces.

All the simulations presented above consider ideal dynamics. A direction for future work is to understand the performance of the past quantum state formalism for smoothing Gaussian dynamics in the presence of (i) measurement inefficiencies, and (ii) additional environmental decoherence channels.
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Appendix A: Threshold detection protocol

From figure 3, we can see that the influence of the noise is significant near the end of the time range, even for the smoothed trajectories. As a result, detecting a discontinuity in the second order derivative of $\langle x \rangle$, by calculating the third order derivative is not generally feasible.

As an alternative, we use an autocorrelation filter to further smooth the second order derivative signal in order to determine the time instant when an impulse-force arrives. We set up the following kernel function,

$$
\varphi(t) = \begin{cases} 
1 & 0 \text{ms} \leq t < 0.03 \text{ms} \\
-1 & 0.03 \text{ms} \leq t < 0.06 \text{ms}, 
\end{cases}
$$

and convolve this kernel with the $\frac{d^2\langle x \rangle}{dt^2}_S$ signal. The processed signal, $\varphi(t) \ast \frac{d^2\langle x \rangle}{dt^2}_S$, has very sharp peaks at discontinuities of $\frac{d^2\langle x \rangle}{dt^2}_S$, and suppressed noise. To set the detection threshold, we find the largest peak in the processed signal, $h$, and set $\alpha h$ as the threshold for detecting the remaining peaks. In practice we find that $\alpha = 0.5$ achieves a good balance between detection efficiency and specificity. In fact for pulses that are strong and wide (e.g., $s > 20$kHz and $w > 0.03$ms) we find that the protocol has a true positive rate of almost one and a false positive rate of almost zero. In order to understand the effect of the choice of $\alpha$ for shorter, weaker pulses we plot receiver operating characteristic (ROC) curves for the protocol for two sample cases (that are representative of performance on short, weak pulses) in Fig. 5. As can be seen from these ROC curves, the tradeoff between true positive rate and false positive rate is reasonable, even for short, weak pulses.

![ROC curves for the force-detection protocol based on computing derivatives of smoothed trajectory predictions, for two different impulse parameters: (a) $s = 10$kHz, $w = 0.015$ms; (b) $s = 15$kHz, $w = 0.02$ms. The gray (solid) curve shows the trivial ROC where the decision about whether each detected peak is a pulse or not is made randomly (with probability $1/2$).](image)

FIG. 5: ROC curves for the force-detection protocol based on computing derivatives of smoothed trajectory predictions, for two different impulse parameters: (a) $s = 10$kHz, $w = 0.015$ms; (b) $s = 15$kHz, $w = 0.02$ms. The gray (solid) curve shows the trivial ROC where the decision about whether each detected peak is a pulse or not is made randomly (with probability $1/2$).