Forbidden Intersection Problems for Families of Linear Maps

David Ellis  Guy Kindler  Noam Lifshitz

Received 13 September 2022; Published 12 December 2023

Abstract: We study an analogue of the Erdős-Sós forbidden intersection problem, for families of invertible linear maps. If $V$ and $W$ are vector spaces over the same field, we say a family $\mathcal{F}$ of linear maps from $V$ to $W$ is $(t-1)$-intersection-free if for any two linear maps $\sigma_1, \sigma_2 \in \mathcal{F}$, the dimension of the subspace $\{v \in V : \sigma_1(v) = \sigma_2(v)\}$ is not equal to $t-1$. We prove that if $n$ is sufficiently large depending on $t$, $q$ is any prime power, $V$ is an $n$-dimensional vector space over $\mathbb{F}_q$, and $\mathcal{F} \subset \text{GL}(V)$ is $(t-1)$-intersection-free, then

$$|\mathcal{F}| \leq \prod_{i=1}^{n-t}(q^n - q^{i+t-1}).$$

Equality holds only if there exists a $t$-dimensional subspace of $V$ on which all elements of $\mathcal{F}$ agree, or a $t$-dimensional subspace of $V^*$ on which all elements of $\{\sigma^*: \sigma \in \mathcal{F}\}$ agree.

Our main tool is a ‘junta approximation’ result for families of linear maps with a forbidden intersection: namely, that if $V$ and $W$ are finite-dimensional vector spaces over the same finite field, then any $(t-1)$-intersection-free family of linear maps from $V$ to $W$ is essentially contained in a $t$-intersecting junta (meaning, a family $\mathcal{J}$ of linear maps from $V$ to $W$ such that the membership of $\sigma$ in $\mathcal{J}$ is determined by $\sigma(v_1), \ldots, \sigma(v_M), \sigma^*(a_1), \ldots, \sigma^*(a_N)$, where $v_1, \ldots, v_M \in V$, $a_1, \ldots, a_N \in W^*$ and $M + N$ is bounded). The proof of this in turn relies on a variant of the ‘junta method’ (originally introduced by Dinur and Friedgut [6] and powerfully extended by Keller and the last author [16]), together with spectral techniques and a new hypercontractive inequality.
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1 Introduction

Erdős-Ko-Rado type problems are an important class of problems within extremal combinatorics. In general, an Erdős-Ko-Rado type problem asks for the maximum possible size of a family of objects, subject to some intersection condition on pairs of objects in the family. For example, we say a family of sets is intersecting if any two sets in the family have nonempty intersection. The classical Erdős-Ko-Rado theorem [11] states that if $k < n/2$, an intersecting family of $k$-element subsets of $\{1, 2, \ldots, n\}$ has size at most $\binom{n-1}{k-1}$, and that if equality holds, then the family must consist of all $k$-element subsets containing some fixed element. Over the last sixty years, many other Erdős-Ko-Rado type results have been obtained, for different mathematical structures (e.g. for families of graphs [4, 7], and families of partitions [18]) and under different intersection conditions on the sets in the family. We mention in particular the seminal theorem of Ahlswede and Khachatrian [1] which specifies, for each $(n,k,t) \in \mathbb{N}^3$, the largest possible size of a $t$-intersecting family of $k$-element subsets of $\{1, 2, \ldots, n\}$. (We say a family of sets is $t$-intersecting if any two sets in the family have intersection of size at least $t$.) As well as being natural in their own right, Erdős-Ko-Rado type questions have found applications e.g. in computer science and coding theory, and the techniques developed in solving them have found wide applicability in many other areas of Mathematics. The reader is referred to [5, 20] for surveys of this area of research and its applications.

One particularly challenging type of Erdős-Ko-Rado problem concerns what happens when just one intersection-size is forbidden. The Erdős-Sós forbidden intersection problem [12] is to determine, for each $(n,k,t) \in \mathbb{N}^3$, the maximum possible size of a family of $k$-element subsets of $\{1, 2, \ldots, n\}$ such that no two sets in the family have intersection of size exactly $t-1$. This problem remains open in full generality, unlike the $t$-intersection problem above (solved by Ahlswede and Khachatrian), though it has been solved for quite a wide range of the parameters, by Frankl and Füredi [14], Keevash, Mubayi and Wilson [15], Keller and the authors [9], Keller and the second author [16] and Kupavskii and Zakharov [17]. These solutions have involved a wide range of methods (combinatorial, probabilistic, algebraic and Fourier-analytic), some of which have found important applications elsewhere. For example, the work of Frankl and Füredi [14] was one of the first uses of their widely-applicable ‘delta-system method’, and the work of Keller and the last author [16] involved a broad extension of the ‘junta method’, which has also been widely used.

In this paper, we obtain forbidden intersection theorems for families of linear maps, and for subsets of finite general linear groups. If $V$ and $W$ are vector spaces over the same field, we let $\mathcal{L}(V,W)$ denote the space of linear maps from $V$ to $W$, and we let $\text{GL}(V)$ denote the group of all invertible linear maps from $V$ to itself. If $\mathcal{F} \subset \mathcal{L}(V,W)$ and $t \in \mathbb{N}$, we say $\mathcal{F}$ is $t$-intersecting if

$$\dim(\{ v \in V : \sigma_1(v) = \sigma_2(v) \}) \geq t$$

for all $\sigma_1, \sigma_2 \in \mathcal{F}$, and we say that $\mathcal{F}$ is $(t-1)$-intersection-free if

$$\dim(\{ v \in V : \sigma_1(v) = \sigma_2(v) \}) \neq t-1$$

for all $\sigma_1, \sigma_2 \in \mathcal{F}$. Clearly, a $t$-intersecting family is $(t-1)$-intersection free.

One of our main extremal results, concerning sufamilies of $\text{GL}(\mathbb{F}_q^n)$ that are $(t-1)$-intersection-free, is as follows.
**Theorem 1.** For any \( t \in \mathbb{N} \), there exists \( n_0 = n_0(t) \in \mathbb{N} \) such that the following holds. If \( n \in \mathbb{N} \) with \( n \geq n_0 \), \( q \) is a prime power, \( V \) is an \( n \)-dimensional vector space over \( \mathbb{F}_q \), and \( \mathcal{F} \subset \text{GL}(V) \) is \((t-1)\)-intersection-free, then

\[
|\mathcal{F}| \leq \prod_{i=1}^{n-t}(q^n - q^{i+t-1}).
\]

Equality holds only if there exists a \( t \)-dimensional subspace \( U \) of \( V \) on which all elements of \( \mathcal{F} \) agree, or a \( t \)-dimensional subspace \( A \) of \( V^* \) on which all elements of \( \{ \sigma^*: \sigma \in \mathcal{F} \} \) agree.

We note that, in recent independent work, Ernst and Schmidt [13] obtained the upper bound in this theorem under a somewhat stronger hypothesis, namely, that the family \( \mathcal{F} \) is \( t \)-intersecting, using an algebraic (spectral) proof. They also showed that for any \( t \)-intersecting family \( \mathcal{F} \) attaining equality, the characteristic function of \( \mathcal{F} \) lies in the linear span of the characteristic functions of the families in the equality part of Theorem 1, though they were not able to give a combinatorial characterisation of the families attaining equality. Our techniques are different to those of Ernst and Schmidt: we employ probabilistic and combinatorial techniques to reduce to the case of ‘highly quasirandom’ families of linear maps, which can then be dealt with by a (much simpler) spectral argument. We note that Ernst and Schmidt conjecture in [13] that Theorem 1 holds. We note also that, as in the result of Ernst and Schmidt, the \( n_0 \) in Theorem 1 is independent of \( q \).

We note also that the \( t = 1 \) case of the upper bound in Theorem 1 is identical to the \( t = 1 \) case of the theorem of Ernst and Schmidt. In fact, as Ernst and Schmidt mention, the \( t = 1 \) case of their theorem was already known; indeed, it follows immediately from the (classical) fact that \( \text{GL}(\mathbb{F}_q^n) \) contains a Singer cycle; see for example [2] or [3]. (Here is a proof-sketch: identify \( \mathbb{F}_q^n \) with \( \mathbb{F}_q^m \), and let \( x \) be a generator of the cyclic group \( \mathbb{F}_q^m \); the subgroup \( H = \langle x \rangle \) has the property that \( \sigma_1(v) \neq \sigma_2(v) \) for all distinct \( \sigma_1, \sigma_2 \in H \) and all \( v \neq 0 \), and so does any left coset of \( H \), so each left coset of \( H \) contains at most one element of a \( 1 \)-intersecting family \( \mathcal{F} \). Hence, \( |\mathcal{F}| \leq \# \) of left cosets of \( H = |\text{GL}(\mathbb{F}_q^n)|/(q^n - 1) \), which is the desired bound. Interestingly, no such simple proof of the theorem of Ernst and Schmidt is known for any \( t \geq 2 \).

Our main tool for proving Theorem 1 is the following ‘junta approximation’ theorem for families of linear maps with a forbidden intersection.

**Theorem 2.** For any \( t \leq r \in \mathbb{N} \), there exists \( m_0 = m_0(r,t) \in \mathbb{N} \) such that the following holds. If \( m, n \in \mathbb{N} \) with \( m_0 \leq m \leq n \leq (1 + 1/(9t))m \), \( V \) is an \( m \)-dimensional vector space over \( \mathbb{F}_q \), \( W \) is an \( n \)-dimensional vector space over \( \mathbb{F}_q \), and \( \mathcal{F} \subset \mathcal{L}(V,W) \) is \((t-1)\)-intersection-free, then there exists a strongly \( t \)-intersecting \((C,r)\)-junta \( \mathcal{J} \subset \mathcal{L}(V,W) \) such that \( |\mathcal{F} \setminus \mathcal{J}| \leq C|\mathcal{L}(V,W)|/q^m \), where \( C = q^{2146r^2} \).

The reader is referred to Definitions 1 and 2 below, for the formal definitions of a \((C,r)\)-junta and of being strongly \( t \)-intersecting. Suffice it to say at this stage that if \( \mathcal{J} \) is a \((C,r)\)-junta, then the membership of \( \sigma \) in \( \mathcal{J} \) is determined by

\[
\sigma(v_1), \ldots, \sigma(v_M), \sigma^*(a_1), \ldots, \sigma^*(a_N),
\]

where \( v_1, \ldots, v_M \in V \), \( a_1, \ldots, a_N \in W^* \) and \( M + N \leq Cr \). (The property of being ‘strongly’ \( t \)-intersecting is at first sight a little stronger, but in fact equivalent, to being \( t \)-intersecting, though we do not need the equivalence.) Informally, Theorem 2 says that a \((t-1)\)-intersection-free family is almost contained within a \( t \)-intersecting junta of bounded complexity.
The proof of Theorem 2 follows a similar structure to the proof of the analogous result for families of permutations, due to the first and last authors [8]. In a similar way to in [8], we first obtain a weak regularity lemma (Lemma 3) for subsets of $\mathcal{L}(V,W)$; for any family $\mathcal{F} \subset \mathcal{L}(V,W)$, this lemma outputs a junta $\mathcal{J}$ such that (i) $\mathcal{J}$ almost contains $\mathcal{F}$ and (ii) the constituent parts of $\mathcal{J}$ intersect $\mathcal{F}$ in a weakly pseudorandom way (this weak notion of pseudorandomness is termed ‘uncaptureability’). The rest of the proof consists of showing that if $\mathcal{F}$ is $(t-1)$-intersection-free, then the junta $\mathcal{J}$ is (strongly) $t$-intersecting. We accomplish this in several steps. First, we use a combinatorial argument to ‘bootstrap’ the weak notion of pseudorandomness into a stronger one (which we term ‘quasirregularity’), possibly at the cost of passing to reasonably dense subsets. We then show that the quasiregularity of a set implies a rather strong bound on the $L^2$-norm of the low-degree part of its indicator function; this step relies on a new hypercontractive inequality (Proposition 4). A (relatively short) spectral argument then completes the proof; the above-mentioned $L^2$-bound ensures that relatively crude eigenvalue estimates suffice.

We note that the proof in [8] does not require any use of hypercontractivity, due to the very close relationship between ‘combinatorial’ and ‘algebraic’ quasirandomness for subsets of the symmetric group, exploited in [8]. The relationship is not quite so close in the setting of $\mathcal{L}(V,W)$, necessitating the use of hypercontractivity.

Some notation and definitions

Throughout, $q$ will be a prime power, and $V$ and $W$ will be vector spaces over $\mathbb{F}_q$ with $\dim(V) = m$ and $\dim(W) = n$. We write $\mathcal{M}(n,m)$ for the set of all $n$ by $m$ matrices with entries in $\mathbb{F}_q$; of course, fixing bases of $V$ and $W$ yields a one-to-one correspondence between $\mathcal{L}(V,W)$ and $\mathcal{M}(n,m)$. As usual, if $U$ is a vector space over $\mathbb{F}_q$, we denote by $U^*$ its dual, i.e., the vector space $\mathcal{L}(U, \mathbb{F}_q)$ of linear functionals.

We denote linear maps from subspaces of $V$ to subspaces of $W$ by upper-case Greek letters, e.g., $\Pi$, and linear maps from subspaces of $W^*$ to subspaces of $V^*$ by lower-case Greek letters, e.g., $\pi$. If $\Pi_i \in \mathcal{L}(S_i,W)$ for each $i \in \{1,2\}$, where $S_i \leq V$ for each $i \in \{1,2\}$, we write

$$a(\Pi_1, \Pi_2) := \{v \in S_1 \cap S_2 : \Pi_1(v) = \Pi_2(v)\}$$

for the subspace of $V$ (and of $S_1 \cap S_2$) where $\Pi_1$ and $\Pi_2$ agree pointwise (and are defined). Similarly, if $\pi_i \in \mathcal{L}(A_i, V^*)$ for each $i \in \{1,2\}$, where $A_i \leq W^*$ for each $i \in \{1,2\}$, we write

$$a(\pi_1, \pi_2) := \{a \in A_1 \cap A_2 : \pi_1(a) = \pi_2(a)\}$$

for the subspace of $W^*$ (and of $A_1 \cap A_2$) where $\pi_1$ and $\pi_2$ agree pointwise (and are defined). If $S_1 \cap S_2 = \{0\}$, we define $\Pi_1 + \Pi_2 \in \mathcal{L}(S_1 \oplus S_2, W)$ in the natural way, i.e. by $(\Pi_1 + \Pi_2)(s_1 + s_2) = \Pi_1(s_1) + \Pi_2(s_2)$ for all $s_1 \in S_1$ and $s_2 \in S_2$. If $A_1 \cap A_2 = \{0\}$, we define $\pi_1 + \pi_2$ analogously.

If $S_1, S_2 \leq V, A_1, A_2 \leq W^*$, $\Pi_i \in \mathcal{L}(S_i, W)$ for each $i \in \{1,2\}$, $\pi_i \in \mathcal{L}(A_i, V^*)$ for each $i \in \{1,2\}$, and $\mathcal{F} \subset \mathcal{L}(V,W)$, we write $\mathcal{F}(\Pi_1, \Pi_2, \pi_1, \pi_2)$ for the set of all linear maps $\sigma \in \mathcal{F}$ such that $\sigma$ agrees with $\Pi_1$ on every element of $S_1$, $\sigma^*$ agrees with $\pi_1$ on every element of $A_1$, $\sigma$ disagrees with $\Pi_2$ on every non-zero element of $S_2$, and $\sigma^*$ disagrees with $\pi_2$ on every non-zero element of $A_2$. It will be convenient for us to

---

1 Meaning, as usual, $n$ rows and $m$ columns.
regard $\mathcal{F}(\Pi_1, \pi_1, \Pi_2, \pi_2)$ as a subset of $\mathcal{L}(V, W)(\Pi_1, \pi_1)$, equipping the latter with the uniform measure (which we denote by $\mu_{\Pi_1, \pi_1}$), so that

$$\mu_{\Pi_1, \pi_1}(\mathcal{F}(\Pi_1, \pi_1, \Pi_2, \pi_2)) := \frac{|\mathcal{F}(\Pi_1, \pi_1, \Pi_2, \pi_2)|}{|\mathcal{L}(V, W)(\Pi_1, \pi_1)|} = q^{-(m-\dim(\text{Domain}(\Pi_1)))(n-\dim(\text{Domain}(\pi_1)))|\mathcal{F}(\Pi_1, \pi_1, \Pi_2, \pi_2)|}.$$ 

Similarly, if $S \subseteq V$, $A \subseteq W^*$, $\Pi \in \mathcal{L}(S, W)$, $\pi \in \mathcal{L}(A, V^*)$ and $f : \mathcal{L}(V, W) \to \mathbb{R}_{\geq 0}$, we write $f(\Pi, \pi)$ for the restriction of $f$ to $\mathcal{L}(V, W)(\Pi, \pi)$, and we again equip $\mathcal{L}(V, W)(\Pi, \pi)$ with the uniform measure $\mu_{\Pi, \pi}$, writing

$$\mathbb{P}[\Pi, \pi][f] := q^{-(m-\dim(\text{Domain}(\Pi)))(n-\dim(\text{Domain}(\pi)))} \sum_{\sigma \in \mathcal{L}(V, W)(\Pi, \pi)} f(\sigma).$$

Sometimes, abusing notation slightly, we will write $\mu^{\Pi, \pi}(\mathcal{F}(\Pi, \pi, \Sigma, \sigma))$ in place of $\mu_{\Pi, \pi}(\mathcal{F}(\Pi, \pi, \Sigma, \sigma))$, etc.; in such cases the reader should mentally replace the dots in the superscript by the linear maps that appear in brackets after $\mathcal{F}$, without bars. (We reassure the reader that this notation will only be used when the measure in question is clear from the context, i.e., from the way the family $\mathcal{F}(\cdots)$ is written, using the bracket notation.)

We now give our (precise) definition of a ‘junta’, for families of linear maps.

**Definition 1.** For $C, r \in \mathbb{N}$, we say a family $\mathcal{J} \subseteq \mathcal{L}(V, W)$ is a $(C, r)$-junta if there exist subspaces $S_1, S_2, \ldots, S_N \subseteq V$, subspaces $A_1, \ldots, A_N \subseteq W^*$, linear maps $\Pi_i : S_i \to W$ ($1 \leq i \leq N$), and linear maps $\pi_i : A_i \to V^*$ ($1 \leq i \leq N$), such that $N \leq C$, $\dim(S_i) + \dim(A_i) \leq r$ for all $i$, and $\mathcal{J}$ consists of all linear maps $\sigma \in \mathcal{L}(V, W)$ such that for some $i \in [N]$, $\sigma$ agrees with $\Pi_i$ on every element of $S_i$ and $\sigma^*$ agrees with $\pi_i$ on every element of $A_i$. In this case, we write $\mathcal{J} = \langle(\Pi_1, \pi_1), (\Pi_2, \pi_2), \ldots, (\Pi_N, \pi_N)\rangle$.

**Definition 2.** We say that a $(C, r)$-junta $\mathcal{J} \subseteq \mathcal{L}(V, W)$ is strongly $t$-intersecting if we may write it in the above form, $\mathcal{J} = \langle(\Pi_1, \pi_1), (\Pi_2, \pi_2), \ldots, (\Pi_N, \pi_N)\rangle$, where for all $i, j \in [N]$, we have either $\dim(a(\Pi_i, \Pi_j)) \geq t$ or $\dim(a(\pi_i, \pi_j)) \geq t$.

**Remark 1.** Trivially, a strongly $t$-intersecting junta is $t$-intersecting. In fact, the converse holds; this is straightforward, if a little tedious, to check, and we omit the details as we do not in fact need the converse. It follows for $n$ sufficiently large depending on $t$, from our proof of Theorem 2 below.

Our ‘weak’ notion of pseudorandomness, for families of linear maps, is uncaptureability, defined as follows.

**Definition 3.** A family $\mathcal{F} \subseteq \mathcal{L}(V, W)$ is said to be $(s, \varepsilon)$-uncaptureable if there exist subspaces $S \subseteq V$ and $A \subseteq W^*$ with $\dim(S) + \dim(A) \leq s$, and linear maps $\Pi \in \mathcal{L}(S, W)$, $\pi \in \mathcal{L}(A, V^*)$, such that $\mu(\mathcal{F}(\Pi, \pi)) \leq \varepsilon$. Similarly, if $\Pi_1 : S_1 \to W$ is a linear map with $S_1 \subseteq V$, and $\pi_1 : A_1 \to V^*$ is a linear map with $A_1 \subseteq W^*$, we say that a family $\mathcal{F} \subseteq \mathcal{L}(V, W)(\Pi_1, \pi_1)$ is $(s, \varepsilon)$-uncaptureable if there exist subspaces $S \subseteq V$ and $A \subseteq W^*$ with $S \cap S_1 = \{\emptyset\}$, $A \cap A_1 = \{\emptyset\}$ and $\dim(S) + \dim(A) \leq s$, and linear maps $\Pi \in \mathcal{L}(S, W)$, $\pi \in \mathcal{L}(A, V^*)$ such that $\mu_{\Pi, \pi}(\mathcal{F}(\Pi_1, \pi_1, \Pi, \pi)) \leq \varepsilon$. If a family is not $(s, \varepsilon)$-captureable, then we say it is $(s, \varepsilon)$-uncaptureable.
We have

Proof. Write $\mu$ and parameter-dependence. Corresponding results for subsets of $S$, in [8], except that here it is necessary to keep closer track of the parameter-dependence.

Our stronger notion of pseudorandomness, quasiregularity, is defined as follows.

**Definition 4.** For $s \in \mathbb{N}$ and $\alpha > 0$, we say that a family $\mathcal{F} \subset \mathcal{L}(V, W)$ is $(s, \alpha)$-quasiregular if for any subspaces $S \leq V$ and $A \leq W$ with $\dim(S) + \dim(A) \leq s$, and any linear maps $\Pi \in \mathcal{L}(S, W)$, $\pi \in \mathcal{L}(A, V^*)$, we have $\mu^{\Pi, \pi}(\mathcal{F}(\Pi, \pi)) \leq \alpha \mu(\mathcal{F})$. If $\Pi_1 : S_1 \rightarrow W$ is a linear map with $S_1 \leq V$, and $\pi_1 : A_1 \rightarrow V^*$ is a linear map with $A_1 \leq W$, we say that a family $\mathcal{F} \subset \mathcal{L}(V, W)(\Pi_1, \pi_1)$ is $(s, \alpha)$-quasiregular if for any subspaces $S \leq V$ and $A \leq W$ with $S \leq S_1 = \{0\}$, $A \leq A_1 = \{0\}$ and $\dim(S) + \dim(A) \leq s$, and linear maps $\Pi \in \mathcal{L}(S, W)$, $\pi \in \mathcal{L}(A, V^*)$, we have $\mu^{\Pi_1, \pi_1, \Pi, \pi}(\mathcal{F}(\Pi_1, \pi_1, \Pi, \pi)) \leq \alpha(\mu^{\Pi_1, \pi_1}(\mathcal{F}(\Pi_1, \pi_1))$.

Similarly, a function $f : \mathcal{L}(V, W) \rightarrow \mathbb{R}_{\geq 0}$ is said to be $(s, \alpha)$-quasiregular if for any subspaces $S \leq V$ and $A \leq W$ with $\dim(S) + \dim(A) \leq s$, and any linear maps $\Pi \in \mathcal{L}(S, W)$, $\pi \in \mathcal{L}(A, V^*)$, we have $\mathbb{E}^{\Pi, \pi}[f(\Pi, \pi)] \leq \alpha \mathbb{E}[f]$.

If $\Pi_1 : S_1 \rightarrow W$ is a linear map with $S_1 \leq V$, and $\pi_1 : A_1 \rightarrow V^*$ is a linear map with $A_1 \leq W$, we say that a function $f : \mathcal{L}(V, W)(\Pi_1, \pi_1) \rightarrow \mathbb{R}_{\geq 0}$ is $(s, \alpha)$-quasiregular if for any subspaces $S \leq V$ and $A \leq W$ with $S \leq S_1 = \{0\}$, $A \leq A_1 = \{0\}$ and $\dim(S) + \dim(A) \leq s$, and linear maps $\Pi \in \mathcal{L}(S, W)$, $\pi \in \mathcal{L}(A, V^*)$, we have $\mathbb{E}^{\Pi_1, \pi_1, \Pi, \pi}[f(\Pi_1, \pi_1, \Pi, \pi)] \leq \alpha \mathbb{E}^{\Pi_1, \pi_1}[f(\Pi_1, \pi_1)]$.

Informally, a family of linear maps is highly quasiregular if restricting it to any (bounded-complexity) junta yields no large density-increment.

The following straightforward claim shows that quasiregularity does indeed imply uncaptureability (with appropriate choices of the parameters), justifying our use of the terms ‘strong’ and ‘weak’ above.

**Claim 1.** Let $\beta > 1$, let $b, N \in \mathbb{N}$ and let $\delta > 0$. If $\mathcal{H}(\Pi, \pi)$ is $(1, \beta)$-quasiregular, then

$$\dim(\text{Domain}(\Pi)) + \dim(\text{Domain}(\pi)) \leq b,$$

and $\mu^{\Pi, \pi}(\mathcal{H}(\Pi, \pi)) \geq \delta$, then $\mathcal{H}(\Pi, \pi)$ is $(N, \frac{1}{2} \delta)$-uncaptureable, provided $\beta < q^{\min\{m, n\} - N - b}/2$.

**Proof.** Write $\mathcal{H}' = \mathcal{H}(\Pi, \pi)$. Suppose for a contradiction that $\mathcal{H}'$ is $(N, \frac{1}{2} \delta)$-captureable. Then there exist subspaces $S \leq V$ and $A \leq W$ with $S \cap \text{Domain}(\Pi) = \{0\}$, $A \cap \text{Domain}(\pi) = \{0\}$, and linear maps $\Psi \in \mathcal{L}(S, W)$, $\psi \in \mathcal{L}(A, V^*)$, such that $\mu^{\Pi, \pi}(\mathcal{H}'(\Psi, \psi)) \leq \frac{1}{2} \delta$. It follows by a union bound that

$$\mu^{\Pi, \pi}(\mathcal{H}') \leq \mu^{\Pi, \pi}(\mathcal{H}'(\Psi, \psi)) + \beta q N^\beta q^\beta q^{\min\{m, n\} + b} \leq \frac{1}{2} \delta + \beta q^{N - \min\{m, n\} + b} \mu^{\Pi, \pi}(\mathcal{H}'),$$

and therefore

$$\mu^{\Pi, \pi}(\mathcal{H}') \leq \frac{1}{2} \delta / (1 - \beta q^{N - \min\{m, n\} + b}) < \delta,$$

a contradiction.

\[\square\]

2 **A weak regularity lemma for subsets of $\mathcal{L}(V, W)$**

Our weak regularity lemma for subsets of $\mathcal{L}(V, W)$ is a relatively straightforward analogue of the corresponding results for subsets of $S_n$ in [8], except that here it is necessary to keep closer track of the parameter-dependence.
Lemma 3 (Weak regularity lemma for subsets of $\mathcal{L}(V,W)$). For each $r,s \in \mathbb{N} \cup \{0\}$, there exists $C = C(q,r,s) \leq 2q^r(q^s - 1)^r$ such that for any family $\mathcal{F} \subset \mathcal{L}(V,W)$, there exists a $(C,r)$-junta

$$J = \langle ((\Pi_1, \phi_1), (\Pi_2, \phi_2), \ldots (\Pi_N, \phi_N)) \subset \mathcal{L}(V,W)$$

such that

1. $\mu(\mathcal{F} \setminus J) \leq Cq^{-\min\{m,n\}r^2/4}$;

2. for each $i \in [N]$, the family $\mathcal{F}(\Pi_i, \phi_i)$ is $(s, q^{-\min\{m,n\}r^2/4})$-uncaptureable.

Proof. Set $\varepsilon = q^{-\min\{m,n\}r^2/4}$. We construct a set $J$ of linear maps such that the statement of the lemma holds with $J = \langle J \rangle$. We construct $J$ iteratively, along with a labelled, rooted tree $\mathcal{T}$. Start with $J = \emptyset$, and with $\mathcal{T}$ consisting of a single node (the root), labelled $v_0$. If $\mathcal{T}$ itself is $(s, \varepsilon)$-uncaptureable, then stop, declare $\mathcal{T}$ to be a good leaf, and take $J = \mathcal{L}(V,W)$. Otherwise, $\mathcal{T}$ is $(s, \varepsilon)$-captureable, so there exist linear maps $\Pi : S \rightarrow W$ and $\phi : A \rightarrow V^*$, with $\dim(S) + \dim(A) \leq s$, such that $\mu(\mathcal{F}(\Pi, \phi)) \leq \varepsilon$. For each $x \in S \setminus \{0\}$, add a new node to $\mathcal{T}$ which is a child of $v_0$, labelled $v_{x\phi}$, where $\Pi_x$ is the linear map from $\text{Span}\{x\}$ to $W$ mapping $x$ to $\Pi(x)$, and for each $a \in A \setminus \{0\}$, add a new node to $\mathcal{T}$ which is a child of $v_0$, labelled $v_{a\phi}$, where $\phi_a$ is the linear map from $\text{Span}\{a\}$ to $V^*$ mapping $a$ to $\phi(a)$.

Now at any stage, if $\mathcal{T}$ has at least one leaf that has not yet been declared good or bad, choose one such. Suppose it is labelled $v_{e\psi}$ for some linear maps $\Sigma : T \rightarrow W$ and $\psi : B \rightarrow V^*$. If $\dim(T) + \dim(B) = r$, then declare $v_{e\psi}$ to be a bad leaf of $\mathcal{T}$. If $\dim(T) + \dim(B) < r$ and $\mathcal{T}(\Sigma, \psi)$ is $(s, \varepsilon)$-uncaptureable, then add $(\Sigma, \psi)$ to $J$ and declare $v_{e\psi}$ to be a good leaf of $\mathcal{T}$. If $\dim(T) + \dim(B) < r$ and $\mathcal{T}(\Sigma, \psi)$ is $(s, \varepsilon)$-captureable, then there exist subspaces $S \leq V$ and $A \leq W^*$ and linear maps $\Pi : S \rightarrow W$ and $\phi : A \rightarrow V^*$ such that $S \cap T = \{0\}$, $A \cap B = \{0\}$ and $\dim(S) + \dim(A) \leq s$, and $\mu(\Sigma, \psi, \Pi, \phi) \leq \varepsilon$ (we call such maps $\Pi$ and $\phi$ capturing maps). For each $s \in S \setminus \{0\}$, add a new node to $\mathcal{T}$ which is a child of $v_{e\psi}$, labelled $v_{s\psi}$, where $\Sigma_s$ is the linear map from $\text{Span}(T \cup \{s\})$ to $W$ which agrees with $\Sigma$ on $T$ and maps $s$ to $\Pi(s)$. Similarly, for each $a \in A \setminus \{0\}$, add a new node to $\mathcal{T}$ which is a child of $v_{e\psi}$, labelled $v_{a\psi}$, where $\psi_a$ is the linear map from $\text{Span}(B \cup \{a\})$ to $V^*$ which agrees with $\psi$ on $B$ and maps $a$ to $\phi(a)$.

This process terminates when all leaves of $\mathcal{T}$ have been declared good or bad. At this stage, let $J = \langle J \rangle$. (Note that $J$ consists of all the pairs of linear maps labelling good leaves.) By the definition of ‘good’, $\mathcal{T}(\Pi, \phi)$ is $(s, \varepsilon)$-uncaptureable for every $(\Pi, \phi) \in J$. Note that every leaf of $\mathcal{T}$ has depth at most $r$ (relative to the root), since the depth of a leaf $v_{\sigma}$ is simply the cardinality of the domain of the corresponding bijection $\sigma$. Note also that every node has at most $q^r - 1$ children. Hence, the tree $\mathcal{T}$ has at most $(q^r - 1)^r$ leaves, so it has at most $(q^r - 1)^r$ good leaves, and therefore $|J| \leq (q^r - 1)^r$. Observe that for any linear map $\tau \in \mathcal{T} \setminus J$, either $\tau$ agrees everywhere with $\Sigma$ and $\tau^*$ agrees everywhere with $\psi$ for some bad leaf $v_{(\Sigma, \psi)}$, or else $\tau$ disagrees (in at least one place) with at least one out of the pair of linear maps labelling some leaf. In the former case, $\tau \in (\Sigma, \psi)$, and $\mu((\Sigma, \psi)) = q^{-rn_2 - nr_1 - r^2} \leq q^{-r\min\{m,n\}r^2/4}$ (where $r_1 = \dim(\text{Domain}(\Sigma))$ and $r_2 = \dim(\text{Domain}(\psi))$). In the latter case, let $v_{(\Sigma', \psi')}$ be an internal node of maximal depth such that $\Sigma'$ agrees everywhere with $\tau$ and $\psi'$ agrees everywhere with $\tau^*$. Then $\tau \in \mathcal{T}(\Sigma', \psi', \Pi, \phi)$, where $\Pi$ and $\phi$ are capturing maps (as defined above), so that $\mu(\Sigma', \psi', \Pi, \phi) \leq \varepsilon$. Since there are at most $(q^r - 1)^r$ possibilities for bad leaves and at most $(q^r - 1)^d$ possibilities for internal nodes $v_{(\Sigma', \psi')}$ of depth $d$ (for each $d < r$), the union bound implies that $\mu(\mathcal{T} \setminus J) \leq 2q^r(q^s - 1)^r \varepsilon$, as required.
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3 Fourier analytic tools

Our proof relies crucially on considering the Fourier expansion of functions on $\mathcal{L}(V,W)$ derived from families of linear maps. We briefly give the relevant background.

**Definition 5.** Let $q = p^t$ where $p$ is prime. Define

$$\tau : \mathbb{F}_q \to \mathbb{F}_p; \quad \tau(x) = x + x^p + \ldots + x^{p^{t-1}}.$$ 

This is sometimes known as the trace map, not to be confused with the trace of a matrix. Note that $\tau(x+y) = \tau(x) + \tau(y)$ for all $x, y \in \mathbb{F}_q$, and that $\tau(-x) = -\tau(x)$ for all $x \in \mathbb{F}_q$.

For each $X \in \mathcal{L}(W,V)$, we define

$$u_X : \mathcal{L}(V,W) \to \mathbb{C}; \quad u_X(A) = \omega^{\text{Trace}(XA)},$$

where $\omega := \exp(2\pi i/p)$. Then the functions $\{u_X : X \in \mathcal{L}(W,V)\}$ are the characters of the Abelian group $(\mathcal{L}(W,V), +)$, so they form an orthonormal basis for $L^2(\mathcal{L}(W,V))$. Hence, for $f : \mathcal{L}(V,W) \to \mathbb{C}$, defining

$$\hat{f}(X) = q^{-\dim(V)\dim(W)} \sum_{\sigma \in \mathcal{L}(V,W)} f(\sigma)u_X(\sigma),$$

we have the Fourier expansion

$$f = \sum_{X \in \mathcal{L}(W,V)} \hat{f}(X)u_X.$$ 

The degree of $f$ is $\max\{\text{rank}(X) : \hat{f}(X) \neq 0\}$. If $f : \mathcal{L}(V,W) \to \mathbb{C}$, we write

$$f^{(= d)} := \sum_{X \in \mathcal{L}(W,V); \text{rank}(X) = d} \hat{f}(X)u_X$$

and

$$f^{(\leq d)} := \sum_{X \in \mathcal{L}(W,V); \text{rank}(X) \leq d} \hat{f}(X)u_X.$$ 

Given $V' \leq V, W' \leq W$, $f : \mathcal{L}(V,W) \to \mathbb{C}$, we define projection maps

$$\Pi_{V'}(f) := \sum_{X \in \mathcal{L}(W,V); V' = \text{im}(X)} \hat{f}(X)u_X,$$

and

$$\Pi_{W'}(f) := \sum_{X \in \mathcal{L}(W,V); \text{ker}(X) = W'} \hat{f}(X)u_X.$$ 

We write $\binom{V}{d}$ for the set of $d$-dimensional subspaces of $V$, and, by a slight abuse of notation, $\binom{W}{d}$ for the set of codimension-$d$ subspaces of $W$. As usual, for integers $m, d$ and a prime power $q$, the Gaussian binomial coefficient is defined by

$$\binom{m}{d}_q := \prod_{i=1}^{d} (q^{m-i+1} - 1)/\prod_{i=1}^{d} (q^{d-i+1} - 1).$$
which is the number of $d$-dimensional subspaces of $\mathbb{F}^m_q$. We will sometimes make use of the following lower bound on the Gaussian binomial coefficients, which follows immediately from the above formula (or which can also be seen by considering the column space of an $m$ by $d$ matrix with entries in $\mathbb{F}_q$, whose top-left $d$ by $d$ submatrix consists of the identity matrix):

$$\begin{bmatrix} m \\ d \end{bmatrix}_q \geq q^{d(m-d)}.$$  

(1)

We will need the following hypercontractive inequality.

**Proposition 4.** Let $d \in \mathbb{N}$, let $m = \dim(V)$ and $n = \dim(W)$, let $f : \mathcal{L}(V,W) \to \mathbb{C}$ be a function of degree $d$, and let $k \geq 4$ be even. Then

$$\mathbb{E} \left[ |f^{(d)}|^k \right] \leq k^2 d^6 q^{k^2d^2/2} q^{(3k/4-1)d \max(m,n)} \left( \sum_{V' \leq V : \dim(V') = d} \|\Pi_{V'}(f)\|_2^k + \sum_{W' \leq W : \codim(W') = d} \|\Pi_{W'}(f)\|_2^k \right).$$  

(2)

This can be viewed as a (restricted) hypercontractive inequality, because it bounds the higher norms of low-degree functions in terms of the 2-norms of certain of its projections (the latter will later be bounded using quasiregularity). It is a ‘restricted’ rather than a ‘full’ hypercontractive inequality because the 2-norms of these projections are not necessarily small for arbitrary low-degree functions (the quasiregularity hypothesis, or something similar, is needed). We remark that the bound in Proposition 4 is suboptimal, but it suffices for our purposes. A more precise (and indeed, essentially sharp) result is proved in [10]; while we could use Theorem 4 therein as a black box in place of Proposition 4, the proof of the former is much harder (and longer) than the latter, so we have instead opted to make this paper self-contained by including the proof of Proposition 4.

The proof of Proposition 4 relies upon the following (straightforward) linear-algebraic claim. For $d \in \mathbb{N}$ we write

$$\mathcal{L}_d(W,V) := \{ X \in \mathcal{L}(W,V) : \rank(X) = d \}$$

and

$$\mathcal{L}_{\leq d}(W,V) := \{ X \in \mathcal{L}(W,V) : \rank(X) \leq d \}.$$  

**Claim 2.** Fix $\lambda_1, \ldots, \lambda_r \in \mathbb{F}_q \setminus \{0\}$, and let

$$\mathcal{A} := \{ (X_i)_{i=1}^r \in (\mathcal{L}_1(W,V))^r : \sum_{i=1}^r \lambda_i X_i = 0 \}.$$  

For any $(X_i)_{i=1}^r \in \mathcal{A}$, we have

$$\dim \left( \bigoplus_i \text{Im}(X_i) \right) + \text{codim} \left( \bigcap_i \ker(X_i) \right) \leq r.$$  
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Proof of Claim 2. Let \( s = \dim(\bigoplus_{i=1}^s \text{Im}(X_i)) \); then by reordering the \( X_i \) if necessary, we may assume that \( \sum_{i=1}^s \text{Im}(X_i) = \bigoplus_{i=1}^s \text{Im}(X_i) \subseteq \bigoplus_{i=1}^s \bigoplus_{j=1}^s \). By assumption, \( \text{Im}(X_1), \ldots, \text{Im}(X_s) \) are linearly independent. If \( v \in \ker(\sum_{i=1}^s \lambda_i X_i) \) then for any \( f \in [s] \) we have

\[
\text{Im}(X_f) \ni \lambda_f X_f(v) = -\sum_{i \in [s], i \neq f} \lambda_i X_i(v) \in \bigoplus_{i=1}^s \text{Im}(X_i),
\]

so \( v \in \ker(X_f) \); it follows that

\[
\bigcap_{i=1}^s \ker(X_i) = \ker\left(\sum_{i=1}^s \lambda_i X_i\right) = \ker\left(\sum_{i=s+1}^r \lambda_i X_i\right) \supseteq \bigcap_{i=s+1}^r \ker(X_i),
\]

so

\[
\bigcap_{i=1}^r \ker(X_i) = \bigcap_{i=s+1}^r \ker(X_i),
\]

and therefore \( \text{codim}(\bigcap_{i=1}^r \ker(X_i)) = \text{codim}(\bigcap_{i=s+1}^r \ker(X_i)) \leq r - s \), as required. \( \square \)

Proof of Proposition 4. Let \( d \in \mathbb{N} \), let \( f : \mathcal{L}(V, W) \to \mathbb{C} \) be a function of degree \( d \), and let \( k \geq 4 \) be even. We may clearly assume that \( f = f^{(d)} \). Observe that

\[
\mathbb{E}[|f|^4] = \mathbb{E}[f^{2k/2f^{2k/2}}] = \sum_{(X_i)_{i=1}^k} i \prod_{i=1}^k c^{d-1}(\hat{f}(X_i)),
\]

where

\[
\mathcal{A} := \left\{ (X_i)_{i=1}^k : X_i \in \mathcal{L}_d(W, V) \forall i, \sum_{i=1}^k (-1)^i X_i = 0 \right\},
\]

and \( c(g) = \overline{g} \) denotes complex conjugation, so that \( c^j(g) = g \) for even \( j \) and \( c^j(g) = \overline{g} \) for odd \( j \). Since the right-hand side of (2) is unchanged under replacing \( \hat{f}(X) \) with \( |\hat{f}(X)| \) for each \( X \), and the left-hand side of (2) can only increase under this operation, we may assume that \( \hat{f}(X) \in \mathbb{R}_{\geq 0} \) for all \( X \). In this case, we have

\[
\mathbb{E}[|f|^4] = \sum_{(X_i)_{i=1}^k} \prod_{i=1}^k \hat{f}(X_i),
\]

so it suffices to prove that

\[
\sum_{(X_i)_{i=1}^k} \prod_{i=1}^k \hat{f}(X_i) \leq k^7 d^6 q^{3k^2/2} q^{(3k^2/4-1)d} \max\{m, n\} \left( \sum_{\substack{W^* \subseteq V^* \dim(W^*)=d \atop \text{codim}(W^*)=d}} \|\Pi_W(f)\|_2^k + \sum_{\substack{W^* \subseteq W^* \dim(W^*)=d \atop \text{codim}(W^*)=d}} \|\Pi_W(f)\|_2^k \right) .
\]

By the Cauchy-Schwarz inequality, we have

\[
\sum_{(X_i)_{i=1}^k} \prod_{i=1}^k \hat{f}(X_i) \leq \left( \sum_{(X_i)_{i=1}^k} \prod_{i=1}^{k/2} \hat{f}(X_i)^2 \right)^{k/2} \left( \sum_{(X_i)_{i=1}^k} \prod_{i=k/2+1}^k \hat{f}(X_i)^2 \right)^{k/2}. 
\]
FORBIDDEN INTERSECTION PROBLEMS FOR FAMILIES OF LINEAR MAPS

For each $X = (X_i)_{i=1}^k \in \mathcal{A}$, let

$$D_1(X) = \dim \left( \sum_{i=1}^{k/2} \text{Im}(X_i) \right),$$

$$D_2(X) = \dim \left( \sum_{i=k/2+1}^{k} \text{Im}(X_i) \right),$$

$$D_3(X) = \dim \left( \left( \sum_{i=1}^{k/2} \text{Im}(X_i) \right) \cap \left( \sum_{i=k/2+1}^{k} \text{Im}(X_i) \right) \right),$$

$$E_1(X) = \text{codim} \left( \bigcap_{i=1}^{k/2} \ker(X_i) \right),$$

$$E_2(X) = \text{codim} \left( \bigcap_{i=k/2+1}^{k} \ker(X_i) \right),$$

$$E_3(X) = \text{codim} \left( \left( \bigcap_{i=1}^{k/2} \ker(X_i) \right) + \left( \bigcap_{i=k/2+1}^{k} \ker(X_i) \right) \right).$$

Note that if $X \in \mathcal{L}_d(W, V)$ then there exist $Y_1, \ldots, Y_d \in \mathcal{L}_1(W, V)$ such that

$$X = \sum_{i=1}^{d} Y_i,$$

which implies that $\text{Im}(X) = \sum_{i=1}^{d} \text{Im}(Y_i)$ and $\ker(X) = \cap_{i=1}^{d} \ker(Y_i)$. Hence, we may apply Claim 2 (with $r = dk$) to conclude that for any $X = (X_i)_{i=1}^k \in \mathcal{A}$, we have

$$\dim \left( \sum_{i=1}^{k} \text{Im}(X_i) \right) + \text{codim} \left( \bigcap_{i=1}^{k} \ker(X_i) \right) \leq dk.$$

It follows that

$$D_1(X) + D_2(X) - D_3(X) + E_1(X) + E_2(X) - E_3(X) \leq dk \quad \forall X \in \mathcal{A}.$$

For each $(d, e) = (d_1, d_2, d_3, e_1, e_2, e_3) \in \mathbb{N} \cup \{0\}^6$ such that $d_1 + d_2 - d_3 + e_1 + e_2 - e_3 \leq kd$, define

$$\mathcal{A}(d, e) = \mathcal{A}(d_1, d_2, d_3, e_1, e_2, e_3) := \{ X \in \mathcal{A} : D_i(X) = d_i, E_i(X) = e_i \ \forall i \in [3] \}.$$

For each $(X_i)_{i=1}^{k/2} \in (\mathcal{L}_d(W, V))^{k/2}$ such that $\dim(\sum_{i=1}^{k/2} \text{Im}(X_i)) = d_1$ and $\text{codim}(\cap_{i=1}^{k/2} \ker(X_i)) = e_1$, there are at most

$$q^{d_1d_3 + e_1e_3 + d_2e_2k/2} |V|^{d_2 - d_3} |W|^{e_2 - e_3}$$
choices of \((X_i)_{i=k/2+1}^k \in (\mathcal{L}_d(W, V))^k/2\) such that \(X = (X_i)_{i=1}^k \in \mathcal{A}\) and \(X\) satisfies \(D_i(X) = d_i\) \((i = 1, 2, 3)\) and \(E_i(X) = e_i\) \((i = 1, 2, 3)\). Indeed, there are at most
\[\left[\begin{array}{c} d_1 \\ m-d_3 \\ d_3 \end{array}\right] \leq q^{d_1, d_3} |V|^{d_2 - d_3}\]
d\_2-dimensional subspaces \(U\) of \(V\) with
\[\dim \left( \sum_{i=1}^{k/2} \text{Im}(X_i) \right) \cap U = d_3,\]
and at most
\[\left[\begin{array}{c} e_1 \\ n-e_3 \\ e_3 \end{array}\right] \leq q^{e_1, e_3} |W|^{e_2 - e_3}\]
e\_2-codimensional subspaces \(U'\) of \(W\) with
\[\text{codim} \left( \bigcap_{i=1}^{k/2} \ker(X_i) \right) + U' = e_3,\]
and given such \(U, U'\), there are at most \(q^{d_2 e_2 k/2}\) choices of \((X_i)_{i=k/2+1}^k \in (\mathcal{L}_d(W, V))^k/2\) with
\[\sum_{i=k/2+1}^{k} \text{Im}(X_i) = U, \quad \bigcap_{i=k/2+1}^{k} \ker(X_i) = U'.\]
By exactly the same argument, for each \((X_i)_{i=k/2+1}^k \in (\mathcal{L}_d(W, V))^k/2\) such that \(\dim(\sum_{i=1}^{k/2} \text{Im}(X_i)) = d_2\)
and \(\text{codim}(\bigcap_{i=1}^{k/2} \ker(X_i)) = e_2\), there are at most
\[q^{d_2 e_2 + d_1 e_1 k/2} |V|^{d_1 - d_2} |W|^{e_1 - e_2}\]
choices of \((X_i)_{i=1}^{k/2} \in (\mathcal{L}_d(W, V))^k/2\) such that \(X = (X_i)_{i=1}^k \in \mathcal{A}\) and \(X\) satisfies \(D_i(X) = d_i\) \((i = 1, 2, 3)\) and \(E_i(X) = e_i\) \((i = 1, 2, 3)\). Writing
\[\mathcal{B}(r, s) := \left\{ (X_i)_{i=1}^{k/2} \in (\mathcal{L}_d(W, V))^k/2 : \dim \left( \sum_{i=1}^{k/2} \text{Im}(X_i) \right) = r, \text{ codim} \left( \bigcap_{i=1}^{k/2} \ker(X_i) \right) = s \right\}\]
for each \(r, s \in \mathbb{N} \cup \{0\}\), it follows that
\[\sum_{X \in \mathcal{A}(d,e)} \prod_{i=1}^{k} \hat{f}(X_i) \leq q^{d_1, d_3} / 2 + 2 d_2 / 2 e_3 / 2 + d_1 e_1 / 2 + d_1 e_1 k/4 + d_2 e_2 k/4 \cdot |V|^{(d_1 + d_2)/2 - d_3} |W|^{(e_1 + e_2)/2 - e_3}\]
\[\cdot \left( \sum_{(X_i)_{i=1}^{k/2} \in \mathcal{B}(d_1, e_1)} \prod_{i=1}^{k/2} \hat{f}(X_i)^2 \right) \leq \left( \sum_{(X_i)_{i=1}^{k/2} \in \mathcal{B}(d_2, e_2)} \prod_{i=1}^{k/2} \hat{f}(X_i)^2 \right)^{1/2}.\]
Now observe that

\[
\sum_{(X_i)_{i=1}^{k/2} \in \mathcal{B}(d_1, e_1)} k/2 \prod_{i=1}^{k/2} \hat{f}(X_i)^2 \leq \min \left\{ \sum_{(u_i)_{i=1}^{k/2} \in ([V]_d)^{k/2}} k/2 \prod_{i=1}^{k/2} \mathbb{E}[|f_{u_i}|^2], \sum_{(u_i')_{i=1}^{k/2} \in ([W]_d)^{k/2}} k/2 \prod_{i=1}^{k/2} \mathbb{E}[|f_{u_i'}|^2] \right\},
\]

where for each \( U \in [V]_d \) we define \( f_U := \Pi_U(f) = \sum_{X \in \mathcal{L}(W,V)} \text{Im}(X) = U \hat{f}(X)ux \), and for each \( U' \in [W]_d \) we define \( f_{U'} := \Pi_{U'}(f) = \sum_{X \in \mathcal{L}(W,V)} \text{ker}(X) = U' \hat{f}(X)ux \). For \( d_1 \leq e_1 \) we will bound the left-hand side of the above expression using the first term of the minimum; for \( d_1 > e_1 \) we will use the second term. To this end, we first bound from above the first term of the minimum.

Given \( (U_i)_{i=1}^{k/2} \in ([V]_d)^{k/2} \) such that \( \dim(\sum_{i=1}^{k/2} U_i) = d_1 \), let \( j_1 \in [k/2] \) be such that

\[
\mathbb{E}[|f_{U_{j_1}}|^2] = \max_{i \in [k/2]} \mathbb{E}[|f_{U_i}|^2];
\]

we then have

\[
\prod_{i=1}^{k/2} \mathbb{E}[|f_{U_i}|^2] \leq (\mathbb{E}[|f_{U_{j_1}}|^2])^{k/2}.
\]

Given \( U \in [V]_d \), there are at most

\[
(k/2) \left[ \frac{m-d}{d_1-d} \right] \binom{d}{d_1} \left( \binom{d_1}{d} \right)^{k/2-1} \leq (k/2)q^{d_1(k/2-1)}|V|d_1-d
\]

choices of \( (U_i)_{i=1}^{k/2} \in ([V]_d)^{k/2} \) such that \( U_{j_1} = U \) for some \( j_1 \in [k/2] \) and \( \dim(\sum_{i=1}^{k/2} U_i) = d_1 \); it follows that

\[
\sum_{(u_i)_{i=1}^{k/2} \in ([V]_d)^{k/2}} k/2 \prod_{i=1}^{k/2} \mathbb{E}[|f_{U_i}|^2] \leq (k/2)q^{d_1(k/2-1)}|V|d_1-d \sum_{U \in [V]_d} (\mathbb{E}[|f_U|^2])^{k/2}.
\]

By a very similar argument, the second term in the minimum can be bounded similarly:

\[
\sum_{(u_i')_{i=1}^{k/2} \in ([W]_d)^{k/2}} k/2 \prod_{i=1}^{k/2} \mathbb{E}[|f_{U_i'}|^2] \leq (k/2)q^{d_1(k/2-1)}|W|e_1-d \sum_{U' \in [W]_d} (\mathbb{E}[|f_{U'}|^2])^{k/2}.
\]
Putting everything together, we obtain

\[
\sum_{X \in \mathcal{A}(d,e)} \prod_{i=1}^{k} f(X_i) \leq q^{d_1 d_2 / 2 + 2 d_2 d_3 / 2 + e_1 e_3 / 2 + e_2 e_3 / 2 + d_1 e_1 k / 2 + d_2 e_2 k / 2} \cdot |V|^{(d_1 + d_2) / 2 - d_3} |W|^{(e_1 + e_2) / 2 - e_3}.
\]

In the case where \( d_1 \leq e_1 \) and \( d_2 \leq e_2 \), we use the first terms of both minima, obtaining the bound

\[
\sum_{X \in \mathcal{A}(d,e)} \prod_{i=1}^{k} f(X_i) \leq C_{d, k, q} \cdot |V|^{d_1 + d_2 - d_3} |W|^{e_1 + e_2 - e_3} \sum_{U \in [v]} \left( \mathbb{E}[|f_U|^2] \right)^{k/2} \leq C_{d, k, q} \cdot M^{d_1 + d_2 - d_3 + e_1 + e_2 - e_3 - \max\{d_1, e_1\}/2 - \max\{d_2, e_2\}/2 - d} \sum_{U \in [v]} \left( \mathbb{E}[|f_U|^2] \right)^{k/2},
\]

where we define \( M := \max\{|V|, |W|\} \) and

\[
C_{d, k, q} := (k/2) q^{d_1 d_2 / 2 + d_2 d_3 / 2 + e_1 e_3 / 2 + e_2 e_3 / 2 + d_1 e_1 k / 2 + d_2 e_2 k / 2 + d(d_1 + d_2 + e_1 + e_2) k / 4} \leq (k/2) q^{k^2 d / 2}.
\]

In the case where \( d_1 > e_1 \) and \( d_2 > e_2 \) we use the second terms of both minima, obtaining the bound

\[
\sum_{X \in \mathcal{A}(d,e)} \prod_{i=1}^{k} f(X_i) \leq C_{d, k, q} \cdot |V|^{(d_1 + d_2) / 2 - d_3} |W|^{e_1 + e_2 - e_3 - d} \sum_{U \in [w]} \left( \mathbb{E}[|f_U|^2] \right)^{k/2} \leq C_{d, k, q} \cdot M^{d_1 + d_2 - d_3 + e_1 + e_2 - e_3 - \max\{d_1, e_1\}/2 - \max\{d_2, e_2\}/2 - d} \sum_{U \in [w]} \left( \mathbb{E}[|f_U|^2] \right)^{k/2}.
\]

In the case where \( d_1 \leq e_1 \) and \( d_2 > e_2 \), we use the first term of the first minimum and the second term of the second, obtaining the bound

\[
\sum_{X \in \mathcal{A}(d,e)} \prod_{i=1}^{k} f(X_i) \leq C_{d, k, q} \cdot |V|^{d_1 + d_2 / 2 - d_3 - d / 2} |W|^{e_1 / 2 + e_2 - e_3 - d / 2} \sqrt{\sum_{U \in [v]} \left( \mathbb{E}[|f_U|^2] \right)^{k/2}} \sqrt{\sum_{U \in [w]} \left( \mathbb{E}[|f_U|^2] \right)^{k/2}} \leq C_{d, k, q} \cdot |V|^{d_1 + d_2 / 2 - d_3 - d / 2} |W|^{e_1 / 2 + e_2 - e_3 - d / 2} \left( \sum_{U \in [v]} \left( \mathbb{E}[|f_U|^2] \right)^{k/2} + \sum_{U \in [w]} \left( \mathbb{E}[|f_U|^2] \right)^{k/2} \right) \leq C_{d, k, q} \cdot M^{d_1 + d_2 - d_3 + e_1 + e_2 - e_3 - \max\{d_1, e_1\}/2 - \max\{d_2, e_2\}/2 - d} \cdot \left( \sum_{U \in [v]} \left( \mathbb{E}[|f_U|^2] \right)^{k/2} + \sum_{U \in [w]} \left( \mathbb{E}[|f_U|^2] \right)^{k/2} \right).
\]
using the AM/GM inequality. In the last case \( d_1 > e_1 \) and \( d_2 \leq e_2 \), we obtain the same bound as in the previous case, by symmetry. Writing

\[
S := d_1 + d_2 - d_3 + e_1 + e_2 - e_3,
\]
we have

\[
S \leq kd \quad \text{and} \quad \max\{d_1, e_1\} + \max\{d_2, e_2\} \geq \frac{1}{2}(d_1 + d_2 + e_1 + e_2) = \frac{1}{2}(S + d_3 + e_3),
\]
so

\[
d_1 + d_2 - d_3 + e_1 + e_2 - e_3 - \max\{d_1, e_1\}/2 - \max\{d_2, e_2\}/2 - d \leq S - S - d_3/4 - e_3/4 - d
\]
\[
\leq 3S/4 - d
\]
\[
\leq 3kd/4 - d.
\]

Summing over all \( \leq (kd/2)^6 \) possible choices of \((d, e)\) completes the proof. 

We now need the following easy lemma, relating the 2-norms of the projections \( \Pi_{V'} \) and \( \Pi_{W'} \) (which appear in Proposition 4) to quasiregularity.

**Lemma 5.** Let \( f : \mathcal{L}(V, W) \to \mathbb{R}_{\geq 0} \) be \((s, C)\)-quasiregular, where \( C \geq 1 \). Then for any \( V' \leq V \) with \( \dim(V') \leq s \) we have

\[
\|\Pi_{V'}(f)\|_2^2 \leq C^2(\mathbb{E}[f])^2,
\]
and for any \( W' \leq W \) with \( \text{codim}(W') \leq s \) we have

\[
\|\Pi_{W'}(f)\|_2^2 \leq C^2(\mathbb{E}[f])^2.
\]

**Proof.** We prove the second statement only; the first follows by a duality argument. This statement is trivial if \( W' = W \), so we may assume that \( \text{codim}(W') \geq 1 \). Without loss of generality, we may assume that

\[
W' = \text{Span}\{e_{d+1}, \ldots, e_n\}
\]
for some \( d \in \mathbb{N} \) with \( d \leq s \). Then \( \Pi_{W'}(f) \) is precisely the orthogonal projection of \( f \) onto

\[
\{u_X : X \in \mathcal{M}_d\},
\]
where \( \mathcal{M}_d \) denotes the set of all matrices supported on the first \( d \) columns, and having rank \( d \). Note that \( \mathcal{M}_d \subseteq \mathcal{C}_d \), where \( \mathcal{C}_d \) denotes the set of all nonzero matrices supported on the first \( d \) columns. Observe that for all \( X \in \mathcal{C}_d \), we have

\[
\hat{f}(X) = \hat{g}(X),
\]
where \( g : \mathcal{L}(V, W) \to \mathbb{R}_{\geq 0} \) is defined by setting \( g(A) \) to be the average value of \( f(B) \) over all matrices \( B \) such that the matrix formed by the first \( d \) columns of \( B \) is equal to the matrix formed by the first \( d \) columns of \( A \). Hence, we have

\[
\|\Pi_{W'}(f)\|_2^2 = \sum_{X \in \mathcal{M}_d} \hat{f}(X)^2 \leq \sum_{X \in \mathcal{C}_d} \hat{f}(X)^2 = \sum_{X \in \mathcal{C}_d} \hat{g}(X)^2.
\]

Now note that the right-hand side is simply the variance of the function \( g \) (since \( g(A) \) depends only upon the first \( d \) columns of \( A \)), which, by the quasiregularity hypothesis, is at most \((C^2 - 1)(\mathbb{E}[f])^2\) (since \( g(A) \in [0, C\mathbb{E}[f]]\) for all \( A \)). The second part of the lemma follows.

\[
\square
\]
We now describe how we will use the preceding two results. By Proposition 4 and Lemma 5, if \( k \geq 4 \) is even, \( d \leq s, \ c \geq 1 \) and \( f : \mathcal{L}(V,W) \to \mathbb{R} \) is \((s,C)\)-quasiregular, then we have

\[
\mathbb{E}\left[|f^{(d)}|^k\right] \leq k^2d^2q^{k^2d^2/2}q^{3dk\max(m,n)/4}C^k(\mathbb{E}[f])^k,
\]

so taking \( k \)th roots, we have

\[
\|f^{(d)}\|_k \leq O(1)d^2q^{1/2}q^{3\max(m,n)/4}C\mathbb{E}[f]. \tag{3}
\]

By Hölder’s inequality, if \( f \) is \([0,1]\)-valued we have

\[
\mathbb{E}[|f^{(d)}|^2] = \mathbb{E}[f \cdot f^{(d)}] \leq \|f\|_{k/(k-1)} \cdot \|f^{(d)}\|_k \leq (\mathbb{E}[f])^{1-1/k}\|f^{(d)}\|_k.
\]

Substituting (3) into the above gives

\[
\mathbb{E}[|f^{(d)}|^2] \leq O(1)d^2q^{1/2}q^{3\max(m,n)d/4}C(\mathbb{E}[f])^{2-1/k}. \tag{4}
\]

This says that if \( f \) is an \((s,C)\)-quasiregular function of small expectation, then the degree-at-most-\( s \) part of \( f \) has small \( L^2 \)-norm. It makes our spectral argument much simpler, since the ‘bad’ eigenspaces will correspond to low-degree parts of functions.

## 4 Spectral tools

For each \( t \in \mathbb{N} \cup \{0\} \), let \( M_t \) be the normalized adjacency matrix of the Cayley graph \( \Gamma_t \) on \((\mathcal{L}(V,W),+)\) generated by the set \( \mathcal{T}_t(V,W) \) of all linear maps from \( V \) to \( W \) whose kernel has dimension \( t \), or equivalently whose rank is \( m-t \) (where \( M_t \) is normalized so that all its row-sums are 1). Clearly, a \( t \)-intersection-free family \( \mathcal{T} \subset \mathcal{L}(V,W) \) is precisely an independent set in the graph \( \Gamma_t \); to analyse such independent sets we will require bounds on the eigenvalues of \( \Gamma_t \).

It is easy to see that the eigenspaces of \( M_t \) are

\[
U_d := \text{Span}\{u_X : X \in \mathcal{L}(W,V) : \text{rank}(X) = d\} \quad (0 \leq d \leq \min\{m,n\}).
\]

Indeed, since \( \Gamma_t \) is a Cayley graph on an Abelian group, its eigenvectors are precisely the characters \((u_X)_{X \in \mathcal{L}(W,V)}\), and the eigenvalue \( \lambda_X \) corresponding to \( u_X \) is given by

\[
\lambda_X = \sum_{A \in \mathcal{L}(V,W)} u_X(A) = \sum_{A \in \mathcal{L}(V,W)} \omega^s(\text{Trace}(XA));
\]

if \( X, X' \in \mathcal{L}(W,V) \) have the same rank, then there exist invertible linear \( P \in \mathcal{L}(V,V) \) and \( Q \in \mathcal{L}(W,W) \) such that

\[
X' = QX + P.
\]
Using the well-known trace formula, we have

\[ \lambda_{X'} = \sum_{A \in \mathcal{L}(V, W): \text{rank}(A) = m - t} \omega^{\text{Trace}(X'A)} \]

\[ = \sum_{A \in \mathcal{L}(V, W): \text{rank}(A) = m - t} \omega^{\text{Trace}(PX'A)} \]

\[ = \sum_{A \in \mathcal{L}(V, W): \text{rank}(A) = m - t} \omega^{\text{Trace}(XQ'A)} \]

\[ = \sum_{A \in \mathcal{L}(V, W): \text{rank}(A) = m - t} \omega^{\text{Trace}(X'A)} \]

\[ = \lambda_X. \]

Let \( \lambda_d^{(i)} \) be the eigenvalue of \( M_t \) corresponding to \( U_d \). First, for clarity, we focus on the case \( t = 0 \). Let us write \( \lambda_d \) for each \( 0 \leq d \leq \min\{m, n\} \). We have the following.

**Lemma 6.** Let \( m = \dim(V) \leq \dim(W) = n \). For each \( 0 \leq d \leq \min\{m, n\} \), we have

\[ |\lambda_d| = O(q^{-(m+n-d)d/2}). \]

**Proof.** Let us define

\[ \phi(m, n) := \frac{|\mathcal{L}_0(V, W)|}{|\mathcal{L}(V, W)|} = \frac{\prod_{i=1}^{n} (q^n - q^{i-1})}{q^{nm}} = \prod_{i=1}^{n} (1 - q^{-(n-i+1)}); \]

note that

\[ \phi(m, n) \geq \phi(n, n) = \prod_{i=1}^{n} (1 - q^{-i}) \geq \prod_{i=1}^{n} (1 - 2^{-i}) > \frac{1}{4} \quad \forall m \leq n, \]

using the fact that

\[ \log_2 \left( \prod_{i=1}^{n} (1 - 2^{-i}) \right) = \sum_{i=1}^{n} \log_2 (1 - 2^{-i}) = \sum_{i=1}^{n} \log_2 (1 - 2^{-i}) \geq - \sum_{i=1}^{n} 2 \cdot 2^{-i} > -2. \]

Using the well-known trace formula, we have

\[ \sum_{d=0}^{n} \dim(U_d) \lambda_d^2 = \text{Trace}(M_0^2) = \frac{2e(\Gamma)}{|\mathcal{L}_0(V, W)|^2} = \frac{|\mathcal{L}_0(V, W)| q^{mn}}{|\mathcal{L}_0(V, W)|^2} = \frac{1}{\phi(m, n)} < 4. \quad (5) \]

Note that \( \dim(U_d) \) is precisely the number of rank \( d \) matrices in \( \mathcal{L}(W, V) \). For a rank \( d \) matrix \( X \in \mathcal{L}(W, V) \) there are \( \binom{m}{d}_q \) choices for \( \text{Im}(X) \) and \( \binom{n}{d}_q \) choices for \( \ker(X) \), and given \( \text{Im}(X) \) and \( \ker(X) \) there are

\[ |\text{GL}_d(F_q)| = \prod_{i=1}^{d} (q^d - q^{i-1}) \]

**Discrete Analysis, 2023:19, 32pp.**
Again using the trace formula, we have
\[
\dim(U_d) = \left[ \frac{m}{d} \right]_q \left[ \frac{n}{d} \right]_q \prod_{i=1}^{d} (q^d - q^{-1}) = \prod_{i=1}^{d} \frac{(q^m - q^{-1})(q^n - q^{-1})}{q^d - q^{-1}} = \Omega(q^{(m+n-d)d}), \tag{6}
\]
and therefore, combining (5) and (6), we have
\[
|\lambda_d| = O(q^{-(m+n-d)d/2}),
\]
as required. \qed

For general \(t\), we have the following.

**Lemma 7.** Let \(m = \dim(V)\) and \(n = \dim(W)\), where \(n \geq m - t\). For each \(0 \leq d \leq \min\{m,n\}\), we have
\[
|\lambda_d^{(t)}| = O(q^{-(m-n-d)(n-m)t/2}).
\]

**Proof.** Let us define
\[
\phi(m,n,t) := \frac{|\mathcal{J}_t(V,W)|}{|\mathcal{L}(V,W)|} = \left[ \frac{m}{t} \right] \prod_{i=1}^{m-t} \frac{(q^n - q^{-1})}{q^{m-t}}
\]
Using (1) and the bounds for \(\phi(\cdot,\cdot,\cdot)\) in the proof of the preceding lemma, we have
\[
\phi(m,n,t) \geq q^{n-t} \otimes \frac{\prod_{i=1}^{m-t} (q^n - q^{-1})}{q^{m-t}} \cdot \frac{q^{-n} \otimes q^{-m}}{q^{(m-n)t}} \phi(m-t,n) > \frac{1}{4} q^{-t} q^{-(n-m)t}.
\]
Again using the trace formula, we have
\[
\sum_{d=0}^{n} \dim(U_d)(\lambda_d^{(t)})^2 = \text{Trace}(M_t^2) = \frac{2e(\Gamma_t)}{|\mathcal{J}_t(V,W)|^2} = \frac{|\mathcal{J}_t(V,W)|^2 |q^{mn}}{|\mathcal{J}_t(V,W)|^2} = \frac{1}{\phi(m,n,t)} = O(1)q^{2+(n-m)t}. \tag{7}
\]
Combining (6) with (7) yields
\[
|\lambda_d^{(t)}| = O(q^{-(m-n-d)(n-m)t/2}),
\]
as required. \qed

The following is a special case of the result we need; we include its proof to illustrate the idea in a simpler context.

**Lemma 8.** Let \(s \in \mathbb{N}\). Suppose that \(\mathcal{F}, \mathcal{G} \subset \mathcal{L}(V,W)\) are cross-intersecting and \((s,q^{m/16})\)-quasiregular, where \(m = \dim(V) \leq \dim(W) = n\) and \(m \geq 3n/4\). Then for \(n\) sufficiently large depending on \(s\) we have
\[
\min\{\mu(\mathcal{F}), \mu(\mathcal{G})\} = O(1)q^{-(m+n-s-1)(s+1)/2}.
\]
Suppose that $\mathcal{F}, \mathcal{S} \subseteq \mathcal{L}(V,W)$ are cross-intersecting and $(s,C)$-quasiregular, where $C := q^{m/16}$, and suppose for a contradiction that $\min \{ \mu(\mathcal{F}), \mu(\mathcal{S}) \} \geq C_0 q^{-(m+n-s-1)(s+1)/2}$ (for some absolute constant $C_0 \geq 1$ to be chosen later), and that $n \geq m \geq 3n/4$. By Lemma 6, for any $s \in \mathbb{N}$ we have

$$|\lambda_d| \leq O(q^{-(m+n-s-1)(s+1)/2}) \quad \forall s+1 \leq d \leq \min\{m,n\},$$

using the fact that $d \mapsto (m+n-d)d$ is an increasing function, for $0 \leq d \leq (m+n)/2$. Writing $f = 1_{\mathcal{F}}$ and $g = 1_{\mathcal{S}}$ and applying (4) and the Cauchy-Schwarz inequality, we have

$$\|f^{(=d)}\|_2 \|g^{(=d)}\|_2 \leq O(1) q^{k^2d^2} q^{3nd/4} C(\mathbb{E}[f] \mathbb{E}[g])^{1-1/(2k)}.$$

Hence, we have

$$0 = \langle f, Mg \rangle$$

$$= \mathbb{E}[f] \mathbb{E}[g] + \sum_{d=1}^n \lambda_d \langle f^{(=d)} , g^{(=d)} \rangle$$

$$= \mathbb{E}[f] \mathbb{E}[g] + \sum_{d=1}^s \lambda_d \langle f^{(=d)} , g^{(=d)} \rangle - O(1) q^{-(m+n-s-1)(s+1)/2} \sqrt{\mathbb{E}[f] \mathbb{E}[g]}$$

$$\geq \mathbb{E}[f] \mathbb{E}[g] - O(1) \sum_{d=1}^s q^{k^2d^2} q^{-(m+n-d)d/2} q^{3nd/4} C(\mathbb{E}[f] \mathbb{E}[g])^{1-1/(2k)}$$

$$- O(1) q^{-(m+n-s-1)(s+1)/2} \sqrt{\mathbb{E}[f] \mathbb{E}[g]}$$

$$> 0,$$

provided $\min\{\mathbb{E}[f], \mathbb{E}[g]\} \geq C_0 q^{-(m+n-s-1)(s+1)/2}$, $k = 12s + 12$, $n$ is sufficiently large depending on $s$, and $C_0$ is sufficiently large, a contradiction. (To check the last inequality, note that we clearly have

$$O(1) q^{-(m+n-s-1)(s+1)/2} \sqrt{\mathbb{E}[f] \mathbb{E}[g]} < \frac{1}{2} \mathbb{E}[f] \mathbb{E}[g]$$

provided $C_0$ is sufficiently large, so it suffices to check that

$$O(1) \sum_{d=1}^s q^{k^2d^2} q^{-(m+n-d)d/2} q^{3nd/4} C(\mathbb{E}[f] \mathbb{E}[g])^{1-1/(2k)} < \frac{1}{2} \mathbb{E}[f] \mathbb{E}[g],$$

or, rearranging and substituting the values $k = 12s + 12$ and $C = q^{m/16}$, that

$$O(1) \sum_{d=1}^s q^{(12s+12)^2d^2} q^{-(m+n-d)d/2} q^{3nd/4} q^{m/16} < \frac{1}{2} \mathbb{E}[f] \mathbb{E}[g])^{1/(2ks+24)}.$$

By our assumed lower bound on $\min\{\mathbb{E}[f], \mathbb{E}[g]\}$, and the fact that $C_0 \geq 1$, this will hold provided

$$O(1) \sum_{d=1}^s q^{(12s+12)^2d^2} q^{-(m+n-d)d/2} q^{3nd/4} q^{m/16} < \frac{1}{2} q^{-(m+n-s-1)/24}. $$

**Discrete Analysis, 2023:19, 32pp.**
By our assumption \( n \geq m \geq 3n/4 \), we have \(-(m+n)/2 + 3n/4 \leq -n/8\), and therefore the summand
\[
q^{(12s+12)^2d^2}q^{-(m+n-d)/2}q^{3nd/4}q^{m/16}
\]
decreases exponentially in \( d \) (with ratio at most 1/2), provided \( n \) is sufficiently large depending on \( s \).
Hence, it suffices to consider the \( d = 1 \) term — more precisely, to check that
\[
O(1)q^{(12s+12)^2}q^{-(m+n-1)/2}q^{3n/4}q^{m/16} \leq \frac{1}{4}q^{-(m+n-s-1)/24}.
\]
This indeed holds for \( n \) sufficiently large depending on \( s \), since \(-(m+n)/2 + 3n/4 + m/16 < -(m + n)/24 - \Omega(n)\).

The following is the lemma we actually need; it is proved in a similar way.

**Lemma 9.** Let \( s, t \in \mathbb{N} \). Suppose that \( f, g : \mathcal{L}(V, W) \to [0, 1] \) are such that \( f(\sigma_1)g(\sigma_2) = 0 \) whenever \( \dim(\alpha(\sigma_1, \sigma_2)) = t - 1 \), and that \( f \) and \( g \) are \((s, q^{m/16})\)-quasiregular, where \( \dim(V) = m, \dim(W) = n \) and \( m - t + 1 \leq n \leq (1 + \frac{1}{8})m \). Then for \( n \) sufficiently large depending on \( s \) and \( t \) we have
\[
\min\{\mathbb{E}[f], \mathbb{E}[g]\} = O(1)q^{-(m+n-s-1)(s+1)/2 + (n-m)(t-1)/2 + t^2/2}.
\]

**Proof.** Suppose that \( f, g : \mathcal{L}(V, W) \to [0, 1] \) are such that \( f(\sigma_1)g(\sigma_2) = 0 \) whenever \( \dim(\alpha(\sigma_1, \sigma_2)) = t - 1 \), and that \( f \) and \( g \) are \((s, C)\)-quasiregular, where \( \dim(V) = m, \dim(W) = n \), \( n \geq m - t + 1 \) and \( C := q^{m/16} \). Suppose for a contradiction that \( \min\{\mathbb{E}[f], \mathbb{E}[g]\} \geq C_0 q^{- (m+n-s-1)(s+1)/2 + (n-m)(t-1)/2 + t^2/2} \), where \( C_0 \geq 1 \) is an absolute constant to be chosen later. By Lemma 7, for any \( s \in \mathbb{N} \) we have
\[
|\lambda_d^{(t-1)}| \leq O(q^{-(m+n-s-1)(s+1)-(n-m)(t-1)-t^2/2}) \quad \forall s + 1 \leq d \leq \min\{m, n\},
\]
using the fact that \( d \mapsto (m+n-d)d \) is an increasing function, for \( 0 \leq d \leq (m+n)/2 \). Applying (4) and the Cauchy-Schwarz inequality, we have
\[
||f^{(d)}g^{(-d)}|| \leq ||f^{(d)}||_2||g^{(-d)}||_2 \leq O(1)q^{k^2d^2}q^{k^3d^4}C(\mathbb{E}[f]\mathbb{E}[g])^{1-1/(2k)}.
\]
Hence, we have
\[
0 = \langle f, M_{t-1}g \rangle
= \mathbb{E}[f]\mathbb{E}[g] + \sum_{d=1}^{n} \lambda_d^{(t-1)} \langle f^{(d)}g^{(-d)} \rangle
= \mathbb{E}[f]\mathbb{E}[g] + \sum_{d=1}^{s} \lambda_d^{(t-1)} \langle f^{(d)}g^{(-d)} \rangle - O(1)q^{-(m+n-s-1)(s+1)/2 + (n-m)(t-1)/2 + t^2/2} \sqrt{\mathbb{E}[f]\mathbb{E}[g]}
\geq \mathbb{E}[f]\mathbb{E}[g] - O(1) \sum_{d=1}^{s} q^{- (m+n-d)d/2 + (n-m)(t-1)/2 + t^2/2} q^{k^2d^2}q^{k^3d^4}C(\mathbb{E}[f]\mathbb{E}[g])^{1-1/(2k)}
\geq O(1)q^{-(m+n-s-1)(s+1)/2 + (n-m)(t-1)/2 + t^2/2} \sqrt{\mathbb{E}[f]\mathbb{E}[g]}
> 0.
\]
provided \( \min\{E[f], E[g]\} \geq C_0 q^{-(m+n-s-1)/(s+1)/2+(n-m)(t-1)/2+r^2/2}, \) \( k = 12s + 12, \ n \leq (1 + \frac{1}{16})m, \) \( C_0 \) is sufficiently large, and \( n \) is sufficiently large depending on \( s \) and \( t \), a contradiction. (To check the last inequality, we may proceed similarly to in the proof of the previous lemma. Clearly, we have

\[
O(1)q^{-(m+n-s-1)/(s+1)/2+(n-m)(t-1)/2+r^2/2} \sqrt{E[f]E[g]} < \frac{1}{2}E[f]E[g]
\]

provided \( C_0 \) is sufficiently large. So it suffices to check that

\[
O(1) \sum_{d=1}^s q^{-(m+n-d)/2+(n-m)(t-1)/2+r^2/2} q^{3\max(m,n)d/4} C(\sqrt{E[f]E[g]})^{1-1/(2k)} < \frac{1}{2}E[f]E[g],
\]

or, rearranging and substituting the values \( k = 12s + 12 \) and \( C = q^{m/16} \), that

\[
O(1) \sum_{d=1}^s q^{-(m+n-d)/2+(n-m)(t-1)/2+r^2/2} q^{(12s+12)^2d^2} q^{3\max(m,n)d/4} q^{m/16} < \frac{1}{2}(E[f]E[g])^{1/(24s+24)}.
\]

By our assumed lower bound on \( \min\{E[f],E[g]\} \), and the fact that \( C_0 \geq 1 \), this will hold provided

\[
O(1) \sum_{d=1}^s q^{-(m+n-d)/2+(n-m)(t-1)/2+r^2/2}(12s+12)^2d^2 q^{3\max(m,n)d/4} q^{m/16}
\]

\[
< \frac{1}{2}q^{-(m+n-s-1)/24+(n-m)(t-1)/(24s+24)+r^2/(24s+24)}.
\]

By our assumption \( m - t + 1 \leq n \leq (1 + \frac{1}{16})m \), we have

\[
-(m+n)/2 + 3\max(m,n)/4 \leq -5m/32 + (t-1)/2,
\]

and therefore the summand

\[
q^{-(m+n-d)/2+(n-m)(t-1)/2+r^2/2}(12s+12)^2d^2 q^{3\max(m,n)d/4} q^{m/16}
\]

decreases exponentially in \( d \) (with ratio at most 1/2), provided \( n \) is sufficiently large depending on \( s \) and \( t \). Hence, it suffices to consider the \( d = 1 \) term — more precisely, to check that

\[
q^{-(m+n-1)/2+(n-m)(t-1)/2+r^2/2}(12s+12)^2 q^{3\max(m,n)/4} q^{m/16}
\]

\[
< \frac{1}{4} q^{-(m+n-s-1)/24+(n-m)(t-1)/(24s+24)+r^2/(24s+24)}.
\]

This indeed holds for \( n \) sufficiently large depending on \( s \) and \( t \), since \( -(m+n)/2 + (n-m)(t-1)/2 + 3\max(m,n)/4 + m/16 < -(m+n)/24 - \Omega(n) \).

\[\square\]

## 5 Proof of Theorem 2.

It suffices to prove that for \( m_0 \leq m \leq n \leq (1 + 1/(9t))m \) and \( m_0 = m_0(r,t) \) large enough depending on \( r \) and \( t \), if \( \mathcal{F} \subseteq \mathcal{L}(V,W) \) is \( (t-1) \)-intersection-free, then the junta

\[
\mathcal{J} = \{ (\Pi_1, \pi_1), (\Pi_2, \pi_2), \ldots (\Pi_N, \pi_N) \} \subseteq \mathcal{L}(V,W)
\]

\[\]
We now perform the following process. If \( F \) we may choose linear maps \( F \) and \( F \) of \( \text{Domain} \) in such a way as to preserve the relevant intersection properties.

Let \( \pi \in \{ 1, 2 \} \). Let \( \Lambda_1 = \Pi_1 |_{\pi_1} \), let \( \Lambda_2 = \Pi_2 |_{\pi_2} \), let \( \lambda_1 = \pi_1 |_{\lambda_1} \), and let \( \lambda_2 = \pi_2 |_{\lambda_2} \).

Let \( \alpha = q^{n/32} \), let \( s' = 67r^2 \) and let \( s'' = 2r \). Since \( F(\Pi_1, \pi_1) \) is \((s, q^{m-r'/4})\)-uncaptureable, we have \( \mu(F(\Pi_1, \pi_1)) > q^{-mr} \). We now perform a process as follows. If \( F(\Pi_1, \pi_1) \) is \((s', \alpha')\)-quasiregular, then stop. If not, there exist subspaces \( S_1 \) of \( V \) and \( A_1 \) of \( W^* \) and linear maps \( \Psi_1 \in \mathcal{L}(S_1, W) \), \( \psi_1 \in \mathcal{L}(A_1, V^*) \) such that \( \dim(S_1) + \dim(A_1) \leq s', S_1 \cap D_1 = \{ 0 \}, A_1 \cap B_1 = \{ 0 \} \) and \( \mu^{\rightarrow}(F(\Pi_1, \pi_1, \Psi_1, \psi_1)) > \alpha \mu^{\rightarrow}(F(\Pi_1, \pi_1)) \).

If \( F(\Pi_1, \pi_1, \Psi_1, \psi_1) \) is \((s'', \alpha'')\)-quasiregular, then stop. If not, there exist subspaces \( S_2 \) of \( V \) and \( A_2 \) of \( W^* \) and linear maps \( \Psi_2 \in \mathcal{L}(S_2, W) \), \( \psi_2 \in \mathcal{L}(A_2, V^*) \) such that \( \dim(S_2) + \dim(A_2) \leq s', S_2 \cap (D_1 + S_1) = \{ 0 \}, A_2 \cap (B_2 + A_1) = \{ 0 \} \) and \( \mu^{\rightarrow}(F(\Pi_1, \pi_1, \Psi_1, \psi_1, \Psi_2, \psi_2)) > \alpha \mu^{\rightarrow}(F(\Pi_1, \pi_1, \Psi_1, \psi_1)) \).

Continue. This process must terminate after at most \( 32r \) steps. When it terminates, after \( L \leq 32r \) steps, say, we have a family

\[
F(\Pi_1, \pi_1, \Psi_1, \psi_1, \Psi_2, \psi_2, \ldots, \Psi_L, \psi_L)
\]

which is \((s', \alpha')\)-quasiregular and has measure greater than \( q^{-mr} \). For brevity, we write \( \Psi = \sum_{i=1}^{L} \Psi_i \) and \( \psi = \sum_{i=1}^{L} \psi_i \), so that

\[
F(\Pi_1, \pi_1, \Psi_1, \psi_1, \Psi_2, \psi_2, \ldots, \Psi_L, \psi_L) = F(\Pi_1, \pi_1, \Psi, \psi),
\]

and \( |\text{Domain}(\Psi)| + |\text{Domain}(\psi)| \leq 32rs' \). Since \( s \geq 32rs' + r \) and \( F(\Pi_2, \pi_2) \) is \((s, q^{-mr})\)-uncaptureable, we may choose linear maps \( \Theta_2, \theta_2 \) with \( \text{Domain}(\Theta_2) = \text{Domain}(\Lambda_1) \oplus \text{Domain}(\Psi) \) and \( \text{Domain}(\theta_2) = \text{Domain}(\lambda_1) \oplus \text{Domain}(\psi) \), with \( \alpha(\Theta_2, \Lambda_1 + \Psi) = \{ 0 \} \) and \( \alpha(\theta_2, \lambda_1 + \psi) = \{ 0 \} \), and with

\[
\mu^{\rightarrow}(F(\Pi_2, \pi_2, \Theta_2, \theta_2)) > q^{-mr}.
\]

We now perform the following process. If \( F(\Pi_2, \pi_2, \Theta_2, \theta_2) \) is \((s'', \alpha'')\)-quasiregular, then stop. If not, there exist subspaces \( T_1 \) of \( V \) and \( F_1 \) of \( W^* \) and linear maps \( \Phi_1 \in \mathcal{L}(T_1, W) \), \( \phi_1 \in \mathcal{L}(F_1, V^*) \) such that \( \dim(T_1) + \dim(F_1) \leq s'' \), \( T_1 \cap (\text{Domain}(\Pi_2) + \text{Domain}(\Theta_2)) = \{ 0 \} \), \( F_1 \cap (\text{Domain}(\pi_2) + \text{Domain}(\theta_2)) = \{ 0 \} \) and

\[
\mu^{\rightarrow}(F(\Pi_2, \pi_2, \Theta_2, \theta_2, \Phi_1, \phi_1)) > \alpha \mu^{\rightarrow}(F(\Pi_2, \pi_2, \Theta_2, \theta_2)).
\]

If \( F(\Pi_2, \pi_2, \Theta_2, \theta_2, \Phi_1, \phi_1) \) is \((s'', \alpha'')\)-quasiregular, then stop. If not, there exist subspaces \( T_2 \) of \( V \) and \( F_2 \) of \( W^* \) and linear maps \( \Phi_2 \in \mathcal{L}(T_2, W) \), \( \phi_2 \in \mathcal{L}(F_2, V^*) \) such that \( \dim(T_2) + \dim(F_2) \leq s'' \), \( T_2 \cap
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(\text{Domain}(\Pi_2) + \text{Domain}(\Theta_2) + T_1) = \{0\}, F_2 \cap (\text{Domain}(\pi_2) + \text{Domain}(\theta_2) + F_2) = \{0\} \text{ and } \mu|_{\cdot} : (\mathcal{F}(\Pi_2, \pi_2, \Theta_2, \theta_2, \Phi_1, \phi_1, \Phi_2, \phi_2)) > \alpha \mu|_{\cdot} : (\mathcal{F}(\Pi_2, \pi_2, \Theta_2, \theta_2, \Phi_1, \phi_1)).$

Continue. This process must terminate after at most $32r$ steps. When it terminates, after $M \leq 32r$ steps, say, we have a family

\[ \mathcal{F}(\Pi_2, \pi_2, \Theta_2, \theta_2, \Phi_1, \phi_1, \Phi_2, \phi_2, \ldots, \Phi_M, \phi_M) \]

which is $(s', \alpha)$-quasiregular and has measure greater than $q^{-mr}$. For brevity, we write $\Phi = \sum_{i=1}^{M} \Phi_i$ and $\phi = \sum_{i=1}^{M} \phi_i$, so that

\[ \mathcal{F}(\Pi_2, \pi_2, \Theta_2, \theta_2, \Phi_1, \phi_1, \Phi_2, \phi_2, \ldots, \Phi_M, \phi_M) = \mathcal{F}(\Pi_2, \pi_2, \theta_2, \Phi, \phi), \]

and $\text{Domain}(\Phi) + \text{Domain}(\phi) \leq 32rs''$.

Write $\delta := \mu : (\mathcal{F}(\Pi_1, \pi_1, \Psi, \psi))$. Since $\mathcal{F}(\Pi_1, \pi_1, \Psi, \psi)$ is $(1, \alpha)$-quasiregular, it is $(m/2, \delta/2)$-uncatchable (by Claim 1), so we may choose linear maps $\Theta_1, \theta_1$ with $\text{Domain}(\Theta_1) = \text{Domain}(\Lambda_2) \oplus \text{Domain}(\Phi)$ and $\text{Domain}(\theta_1) = \text{Domain}(\lambda_2) \oplus \text{Domain}(\phi)$, with $a(\Theta_1, \lambda_2 + \Phi) = \{0\}$ and $a(\theta_1, \lambda_2 + \phi) = \{0\}$, and with $\mu(\mathcal{F}(\Pi_1, \pi_1, \Psi, \Theta_1, \theta_1)) > \delta/2$. (Simply average over all pairs of linear maps $(\Theta, \theta)$ such that $\text{Domain}(\Theta) = \text{Domain}(\Lambda_2) \oplus \text{Domain}(\Phi)$, $\text{Domain}(\theta) = \text{Domain}(\lambda_2) \oplus \text{Domain}(\phi)$, $a(\Theta, \lambda_2 + \Phi) = \{0\}$ and $a(\theta, \lambda_2 + \phi) = \{0\}$.) Since $\mathcal{F}(\Pi_1, \pi_1, \Psi, \psi)$ is $(s', \alpha)$-quasiregular, it follows that

\[ \mathcal{F}(\Pi_1, \pi_1, \Psi, \theta_1, \Theta_1) \]

is $(s'' - 32rs'' - r, 2\alpha)$-quasiregular, and therefore $(s'', 2\alpha)$-quasiregular, since $s' - 32rs'' - r \geq s''$.

We now have a pair of families

\[ \mathcal{F}(\Pi_1, \pi_1, \Psi, \theta_1, \Theta_1), \mathcal{F}(\Pi_2, \pi_2, \theta_2, \Phi, \phi) \]

that are both $(s'', 2\alpha)$-quasiregular and of measure greater than $q^{-mr}/2$; moreover, by construction, we have

\[ \text{Domain}(\Pi_1) \oplus \text{Domain}(\Psi) \oplus \text{Domain}(\Theta_1) = \text{Domain}(\Pi_2) \oplus \text{Domain}(\Phi) \oplus \text{Domain}(\Theta_2), \]

\[ \text{Domain}(\pi_1) \oplus \text{Domain}(\psi) \oplus \text{Domain}(\theta_1) = \text{Domain}(\pi_2) \oplus \text{Domain}(\phi) \oplus \text{Domain}(\theta_2), \]

and

\[ \dim(a(\pi_1 + \Psi + \Theta_1, \pi_2 + \Phi + \Theta_2)) = \dim(a(\pi_1, \pi_2)) = d, \]

\[ \dim(a(\pi_1 + \psi + \theta_1, \pi_2 + \phi + \theta_2)) = \dim(a(\pi_1, \pi_2)) = d'. \]

Write $\Pi = \Pi_1 \mid_{E} = \Pi_2 \mid_{E}$, and write $\pi = \pi_1 \mid_{E} = \pi_2 \mid_{E}$; write $\Sigma_1 := \Pi_1 \mid_{E_1} + \Psi + \Theta_1$, $\xi_1 := \pi_1 \mid_{E_1} + \psi + \theta_1$, $\Sigma_2 := \Pi_2 \mid_{E_2} + \Phi + \Theta_2$ and $\xi_2 := \pi_2 \mid_{E_2} + \phi + \theta_2$. Then the two families

\[ \mathcal{F}(\Pi_1, \pi_1, \Psi, \theta_1, \Theta_1) = \mathcal{F}(\Pi, \pi, \Sigma_1, \xi_1), \quad \mathcal{F}(\Pi_2, \pi_2, \theta_2, \Phi, \phi) = \mathcal{F}(\Pi, \pi, \Sigma_2, \xi_2) \]

are both $(s'', 2\alpha)$-quasiregular and of measure greater than $q^{-mr}/2$. Moreover, we have $\dim(\text{Domain}(\Pi)) = d$, $\dim(\text{Domain}(\pi)) = d'$, $\text{Domain}(\Sigma_1) = \text{Domain}(\Sigma_2)$, $\text{Domain}(\xi_1) = \text{Domain}(\xi_2)$, $a(\Sigma_1, \Sigma_2) = \{0\}$ and
\[ \alpha(\xi_1, \xi_2) = \{0\}. \] Our aim is to use these properties (including, crucially, the quasiregularity property) to find two linear maps
\[ \sigma_1 \in \mathcal{F}((\Pi, \pi, \Xi_1, \xi_1), \quad \sigma_2 \in \mathcal{F}((\Pi, \pi, \Xi_2, \xi_2) \]
such that \( \dim(\alpha(\sigma_1, \sigma_2)) = t - 1. \) This will contradict our assumption that \( \mathcal{F} \) is \((t - 1)\)-intersection-free.

It is now slightly clearer to adopt a matrix perspective. Let \( k := \dim(\text{Domain}(\Xi_1)) = \dim(\text{Domain}(\Xi_2)) \)
and let \( l := \dim(\text{Domain}(\xi_1)) = \dim(\text{Domain}(\xi_2)) \). Note for later that \( \max\{k, l\} \leq r + 32rs' \leq 33rs' \).
Choose a basis \( \{v_1, \ldots, v_d\} \) for \( V \) such that \( \{v_1, \ldots, v_d\} \) is a basis for \( \text{Domain}(\Pi) \) and \( \{v_{d+1}, \ldots, v_{d+k}\} \) is a basis for \( \text{Domain}(\Xi_1) = \text{Domain}(\Xi_2) \), and choose a basis \( \{w_1, \ldots, w_n\} \) for \( W \) such that its dual basis
\[ \{\eta_1, \ldots, \eta_n\} \]
for \( W^* \) has the property that \( \{\eta_1, \ldots, \eta_d\} \) is a basis for \( \text{Domain}(\pi) \) and \( \{\eta_{d+1}, \ldots, \eta_{d+l}\} \)
is a basis for \( \text{Domain}(\xi_1) = \text{Domain}(\xi_2) \). With respect to such bases, the families of linear maps
\[ \mathcal{F}((\Pi, \pi, \Xi_1, \xi_1), \quad \mathcal{F}((\Pi, \pi, \Xi_2, \xi_2) \]
correspond to families \( \mathcal{F}_1, \mathcal{F}_2 \) (respectively) of matrices in \( \mathcal{M}(n, m) \) whose first \( d + k \) columns and first \( d' + l \) rows are fixed, with the first \( d \) fixed columns being the same for \( \mathcal{F}_1 \) and \( \mathcal{F}_2 \) and the next \( k \) fixed columns being different, and the first \( d' \) fixed rows being the same for \( \mathcal{F}_1 \) and \( \mathcal{F}_2 \) and the next \( l \) fixed rows being different. (The \((i, j)\)-th entry of each matrix in \( \mathcal{F}_h \) is equal to \( \eta_i(\Pi(e_j)) \) for each \( i \in [n], \; j \in [d], \; h \in \{1, 2\} \); the \((i, j)\)-th entry of each matrix in \( \mathcal{F}_h \) is equal to \( (\pi(\eta_i))(v_j) \) for each \( i \in [d'], \; j \in [m], \; h \in \{1, 2\} \); and the \((i, j)\)-th entry of each matrix in \( \mathcal{F}_h \) is equal to \( (\xi_h(\eta_i))(v_j) \) for each \( i \in [n], \; j \in [d+1, \ldots, d+k], \; h \in \{1, 2\} \).) Of course, the uniform measure on \( \mathcal{L}(V, W)((\Pi, \pi, \Xi_1, \xi_1)) \) corresponds under this identification to the uniform measure on the copy of \( \mathcal{M}(n - d' - l, m - d - k) \) produced by fixing the first \( d + k \) rows and the first \( d' + l \) columns as above, and similarly for the uniform measure on \( \mathcal{L}(V, W)((\Pi, \pi, \Xi_2, \xi_2)) \).

Let \( A_0 \in \mathcal{M}(n, m) \) be a matrix whose first \( d + k \) columns are the same as the first \( d + k \) columns of any (all) matrices in \( \mathcal{F}_1 \), and whose first \( d' + l \) rows are the same as the first \( d' + l \) rows of any (all) matrices in \( \mathcal{F}_1 \), and whose other entries are all zero. Clearly, for any \( v \in V \) and any matrices \( A_1, A_2 \in \mathcal{M}(n, m) \), we have \( (A_1 - A_0)(v) = (A_2 - A_0)(v) \) if and only if \( A_1v = A_2v \), so by replacing \( \mathcal{F}_1 \) and \( \mathcal{F}_2 \) by the translated families \( \mathcal{F}_1 - A_0 \) and \( \mathcal{F}_2 - A_0 \) if necessary, we may assume that the first \( d + k \) columns and the first \( d' + l \) rows of all matrices in \( \mathcal{F}_1 \) are zero, and therefore the first \( d \) columns and the first \( d' \) rows of all matrices in \( \mathcal{F}_2 \) are all zero. (Note that this translation preserves the measures and the quasiregularity of the two families.) Now let \( : \mathcal{M}(n, m) \to \mathcal{M}(n - d', m - d) \) be the map under which the first \( d \) columns and the first \( d' \) rows of an \( n \) by \( m \) matrix are deleted. It is easy to check that \( \dim(\alpha(A_1, A_2)) = \dim(\alpha(t(A_1), t(A_2))) + d \) for any matrices \( A_1 \in \mathcal{F}_1 \) and \( A_2 \in \mathcal{F}_2 \), using the fact that the first \( d \) columns and the first \( d' \) rows of every matrix in \( \mathcal{F}_1 \) or \( \mathcal{F}_2 \) are all zero. Hence, defining \( \mathcal{G}_1 := t(\mathcal{F}_1) \subset \mathcal{M}(n - d', m - d) \) and \( \mathcal{G}_2 := t(\mathcal{F}_2) \subset \mathcal{M}(n - d', m - d) \), it suffices to find two matrices \( B_1 \in \mathcal{G}_1 \) and \( B_2 \in \mathcal{G}_2 \) such that \( \dim(\alpha(B_1, B_2)) = t - 1 - d \). Note that the first \( k \) columns and the first \( l \) rows of every matrix in \( \mathcal{G}_1 \) are all zero, and the first \( k \) columns and the first \( l \) rows of any two matrices in \( \mathcal{G}_2 \) agree with one another.

Let \( c_1, \ldots, c_k \) be the first \( k \) columns (in order) of any (every) matrix in \( \mathcal{G}_2 \), and let \( r_1, \ldots, r_l \) be the first \( l \) rows (in order) of any (every) matrix in \( \mathcal{G}_2 \). Let \( B_0 \) be the matrix whose first \( k \) columns (in order) are \( c_1, \ldots, c_k \) and whose first \( l \) rows (in order) are \( r_1, \ldots, r_l \), and in whose other entries we place the symbol * (denoting an indeterminate); note that \( B_0 \) records the fixed entries of matrices in \( \mathcal{G}_2 \). Since
where \( O \) we may assume that \( E \) Substituting (8) into (10) and rearranging, we have the following equivalent system:

\[
B_0 = \begin{pmatrix}
I_{u \times u} & O_{u \times (k-u)} & (D'_0)_{u \times (m-d-k)} \\
O_{(l-u) \times u} & O_{(l-u) \times (k-u)} & (D_0)_{(l-u) \times (m-d-k)} \\
(F'_0)_{(n-d' - l) \times u} & (F_0)_{(n-d' - l) \times (k-u)} & (\ast)_{(n-d' - l) \times (m-d-k)}
\end{pmatrix},
\]

where \( O \) denotes the all-zeros matrix, \((\ast)_{p \times q}\) denotes matrix with \( p \) rows and \( q \) columns and with the symbol \( \ast \) in every entry, and more generally the subscripts denote the dimensions of the relevant submatrices (number of rows followed by number of columns, as usual).

For each matrix \( A_1 \in S_1 \), let \( A'_1 \) be the matrix produced by deleting its first \( k \) (fixed, zero-valued) columns and its first \( l \) (fixed, zero-valued) rows; similarly, for each \( A_2 \in S_2 \), let \( A'_2 \) be the matrix produced by deleting its first \( k \) (fixed) columns and its first \( l \) (fixed) rows. Let \( S'_h := \{ A'_h : A_h \in S_h \} \) (for \( h = 1,2 \)) denote the corresponding families of matrices. Then, writing a vector \( v \in \mathbb{F}^{m-d}_q \) in the form

\[
\begin{pmatrix} x \\ y \\ z \end{pmatrix}
\]

where \( x \in \mathbb{F}^{u}_q, y \in \mathbb{F}^{k-u}_q, z \in \mathbb{F}^{m-d-k}_q \), provided \( A_i \in S_i \) for \( i = 1,2 \) we have \( A_2v = A_1v \) if and only if the following system of linear equations is satisfied:

\[
x + D_0z = 0, \quad D_0z = 0, \quad F'_0x + F_0y + A'_2z = A'_1z. \tag{10}
\]

Substituting (8) into (10) and rearranging, we have the following equivalent system:

\[
x = -D'_0z, \quad \tag{11}
D_0z = 0, \quad \tag{12}
(A'_1 - A'_2 + F'_0D'_0)z = F_0y. \tag{13}
\]

Given \( z \in \ker(D_0) \) such that \((A'_1 - A'_2 + F'_0D'_0)z \) is contained in the column space of \( F_0 \), there is a unique solution \((x,y,z)\) to the above system; conversely, for any solution \((x,y,z)\) to the above system, we must
have $z \in \ker(D_0)$ and $(A_1' - A_2' + F_0D_0')z \in \text{columnspace}(F_0)$. It follows that

$$\dim(a(A_1, A_2)) = \dim\{z \in \ker(D_0) : (A_1' - A_2' + F_0D_0')z \in \text{columnspace}(F_0)\}.$$

Since $D_0$ has linearly independent rows, we have $\dim(\ker(D_0)) = (m - d - k) - (l - u) = m - d - k - l + u$; since $F_0$ has linearly independent columns, the dimension of its column space is $k - u$. We now define a (linear) map

$$\Gamma : \mathcal{M}(n - d' - l, m - d - k) \to \mathcal{L}(\ker(D_0), \mathbb{F}_q^{n-d'-l}/\text{columnspace}(F_0))$$

as follows: for a matrix $A \in \mathcal{M}(n - d' - l, m - d - k)$, we define $\Gamma(A) \in \mathcal{L}(\ker(D_0), \mathbb{F}_q^{n-d'-l}/\text{columnspace}(F_0))$ to be the linear map produced by restricting $A$ to $\ker(D_0)$ and composing this restriction with the natural quotient map from $\mathbb{F}_q^{n-d'-l}$ to $\mathbb{F}_q^{n-d'-l}/\text{columnspace}(F_0)$. For brevity, we write $\tilde{V} := \ker(D_0)$ and $\tilde{W} := \mathbb{F}_q^{n-d'-l}/\text{columnspace}(F_0)$; we also write $\tilde{m} := \dim(\tilde{V}) = m - d - k - l + u$ and $\tilde{n} := \dim(\tilde{W}) = n - d' - l - (k - u) = n - d' - l - k + u$; note that $\tilde{n} - \tilde{m} = n - m + d - d'$.

We now define functions $f_1 : \mathcal{L}(\tilde{V}, \tilde{W}) \to [0, 1]$ and $f_2 : \mathcal{L}(\tilde{V}, \tilde{W}) \to [0, 1]$ by

$$f_1(\sigma) = \frac{|\Gamma^{-1}(\sigma) \cap \mathcal{B}_1|}{|\Gamma^{-1}(\sigma)|} \quad \forall \sigma \in \mathcal{L}(\tilde{V}, \tilde{W})$$

and

$$f_2(\sigma) = \frac{|\Gamma^{-1}(\sigma) \cap (\mathcal{B}_2' - F_0D_0')|}{|\Gamma^{-1}(\sigma)|} \quad \forall \sigma \in \mathcal{L}(\tilde{V}, \tilde{W}).$$

It is easy to see that $\mathbb{E}[f_h] > q^{-mr}/2$ for $h = 1, 2$, and that each $f_h$ is $(s''', 2\alpha)$-quasiregular; moreover, if there exist $\sigma_1, \sigma_2 \in \mathcal{L}(\tilde{V}, \tilde{W})$ such that $f_h(\sigma_h) > 0$ for $h = 1, 2$ and $\dim(a(\sigma_1, \sigma_2)) = t - 1 - d$, then there exist $B_1 \in \mathcal{B}_1$ and $B_2 \in \mathcal{B}_2$ such that $\dim(a(B_1, B_2)) = t - 1 - d$. To obtain our desired contradiction, it therefore suffices to show that there exist $\sigma_1, \sigma_2 \in \mathcal{L}(\tilde{V}, \tilde{W})$ such that $f_h(\sigma_h) > 0$ for $h = 1, 2$ and $\dim(a(\sigma_1, \sigma_2)) = t - 1 - d$. This is an immediate consequence of Lemma 9, applied with $\tilde{t} := t - d$ in place of $t$, $\tilde{n}$ in place of $n$, $\tilde{m}$ in place of $m$, $\tilde{s} := s'''$ in place of $s$; note that $\tilde{n} - \tilde{m} + \tilde{t} - 1 = n - m + d - d' + (t - d) - 1 = n - m + t - 1 - d' \geq n - m \geq 0$, since by hypothesis, $d' \leq t - 1$ and $n \geq m$. Indeed, if $f_1(\sigma_1)f_2(\sigma_2) = 0$ whenever $\sigma_1, \sigma_2 \in \mathcal{L}(\tilde{V}, \tilde{W})$ are such that $\dim(a(\sigma_1, \sigma_2)) = \tilde{t} - 1$, then Lemma 9 yields

$$q^{-mr}/2 < \min\{E[f_1], E[f_2]\} < O(1)q^{-(\tilde{n} + \tilde{m} - \tilde{s}' - 1)(\tilde{s} + 1)/2 + (\tilde{n} - \tilde{m})(\tilde{t} - 1)/2 + \tilde{t}^2/2},$$

a contradiction provided $m_0 \leq m \leq n \leq (1 + 1/(9t))m$ and $m_0 = m_0(r, t)$ is chosen to be sufficiently large depending on $t$ and $r$. (Note that here, we used the facts that $\tilde{s} = 2r \geq r + t$, $\tilde{n} = n - d' - k - l + u \geq n - t + 1 - 66rs'$, $\tilde{m} = m - d - k - l + u \geq m - t + 1 - 66rs'$, and $\tilde{n} - \tilde{m} = n - m + d - d' \leq n - m + t - 1 \leq \tilde{m}/(8\tilde{t})$.)

6 Extremal results

Theorem 2 straightforwardly implies Theorem 1; in this section, we give the deduction. First, two straightforward linear algebraic lemmas are helpful.
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**Lemma 10.** Let $q$ be a prime power, let $V$ be an $n$-dimensional vector space over $\mathbb{F}_q$, let $U$ be a $k$-dimensional subspace of $V$, and suppose $d \in \mathbb{N}$ with $k + d \leq n$. Then the number of $d$-dimensional subspaces $W$ of $V$ such that $W \cap U = \{0\}$ is at least
\[
\frac{1}{4} \binom{n}{d} q^d.
\]

**Proof.** The number of choices for an ordered, linearly independent set of size $d$ whose span $S$ satisfies $S \cap U = \{0\}$ is clearly equal to
\[
\prod_{i=1}^{d} (q^n - q^{i-1}),
\]
and for a given $d$-dimensional subspace $S$, the number of choices of an ordered basis of $S$ is equal to
\[
\prod_{i=1}^{d} (q^d - q^{i-1}),
\]
so the number of $d$-dimensional subspaces $W$ of $U$ such that $W \cap U = \{0\}$ is equal to
\[
\frac{\prod_{i=1}^{d} (q^n - q^{i-1})}{\prod_{i=1}^{d} (q^d - q^{i-1})} = \frac{\prod_{i=1}^{d} (q^{n-i+1} - q^k)}{\prod_{i=1}^{d} (q^{d-i+1} - 1)}
\]
\[
= \frac{\prod_{i=1}^{d} (q^{n-i+1} - q^k)}{\prod_{i=1}^{d} (q^{d-i+1} - 1) \binom{n}{d} q^d}
\]
\[
\geq \frac{\binom{n}{d} \prod_{i=1}^{d} (1 - q^{-(n-k-i+1)})}{\prod_{i=1}^{d} (1 - q^{-(n-k+i-1)})}
\]
\[
= \frac{\binom{n}{d} \phi(n-k,n-k)}{\prod_{i=1}^{d} (1 - q^{-(n-k+i-1)})}
\]
\[
> \frac{1}{4} \binom{n}{d} q^d,
\]
using the bound on $\phi(\cdot, \cdot)$ from the proof of Lemma 6. \hfill \square

**Lemma 11.** Let $q$ be a prime power, let $V$ be an $n$-dimensional vector space over $\mathbb{F}_q$, let $t \in \mathbb{N}$, let
\[
\mathcal{J} = \{ \sigma \in \mathcal{L}(V,V) : \sigma(e_i) = e_i \ \forall i \in [t] \}
\]
be the family of all linear maps fixing the first $t$ standard basis vectors, assume $3t \leq n$, and let
\[
m_{q,t}(n) := \prod_{i=1}^{n-t} (q^n - q^{i+t-1}) = |\mathcal{J} \cap \text{GL}(V)|.
\]

Let $\tau \in \text{GL}(V)$ such that $\dim(\{ v \in \text{Span}\{e_1, \ldots, e_t\} : \tau(v) = v \}) \leq t - 1$. Let $\mathcal{H} := \{ \sigma \in \mathcal{J} \cap \text{GL}(V) : \dim(a(\sigma, \tau)) = t - 1 \}$. Then $|\mathcal{H}| = \Omega(q^{-t(t-1)} m_{q,t}(n))$. 
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Proof. The case $t = 1$ follows easily from the (known) asymptotic for the number of linear derangements in $GL(F_q^n)$ (see [19]), so assume henceforth that $t \geq 2$. Let $T = \text{Span}\{e_1, \ldots, e_i\}$, let $D = \{v \in T : \tau(v) = v\}$ and let $d = \dim(D)$; note that $0 \leq d \leq t - 1$ and that $\dim(T + \tau^{-1}(T)) \leq 2t$. We may construct an element $\sigma \in \mathcal{H}$ by the following process. First, choose a $(t - d - 1)$-dimensional subspace $W$ of $V$ such that $W \cap (T + \tau^{-1}(T)) = \{0\}$ and define $\sigma(v) = v$ for all $v \in T$ and $\sigma(v) = \tau(v)$ for all $v \notin W$. Now fix an ordered basis $v_1, v_2, \ldots, v_n$ for $V$ such that $v_i = e_i$ for $1 \leq i \leq t$ and such that $v_1, v_2, \ldots, v_{2t - d - 1}$ is an ordered basis for $T + W$. Then, for each $i = 2t - d, \ldots, n$ in turn, choose $\sigma(v_i)$ subject to the conditions (i) $\sigma(v_i) \notin \text{Span}\{\sigma(v_1), \ldots, \sigma(v_{t-1})\}$ and (ii) $\sigma(v_i) \notin \tau(v_i) + \text{Span}\{\sigma(v_j) : j < i\}$. We claim that this process does indeed produce an element of $\mathcal{H}$:

Claim 3. $\sigma \in \mathcal{H}$.

Proof of Claim. Observe firstly that $\sigma \in \mathcal{H}$, since $\sigma$ fixes every vector in $T$. Secondly, the condition $W \cap \tau^{-1}(T) = \{0\}$ (or equivalently $\tau(W) \cap T = \{0\}$) guarantees that $\sigma|_{W + T}$ has full rank; condition (i) then guarantees that $\sigma$ is invertible. Finally, we will check that $\{v \in V : \sigma(v) = \tau(v)\} = D + W$; since $\dim(D + W) = \dim(D) + \dim(W) = t - 1$, this will complete the proof of the claim. Clearly, $\sigma(v) = \tau(v)$ for all $v \in D + W$. Now let $v \in V$ with $\sigma(v) = \tau(v)$ and write $v = \sum_{j=1}^{n} \lambda_j v_j$. If $\lambda_i \neq 0$ for some $i \geq 2t - d$, then let $k$ be the maximal such $i$; we then have

$$\sum_{j=1}^{k-1} \lambda_j \sigma(v_j) + \lambda_k \sigma(v_k) = \sigma(v) = \tau(v) = \sum_{j=1}^{k-1} \lambda_j \tau(v_j) + \lambda_k \tau(v_k),$$

so $\sigma(v_k) - \tau(v_k) \in \text{Span}\{\sigma(v_j) - \tau(v_j) : j < k\}$, which contradicts condition (ii). It follows that, if $\sigma(v) = \tau(v)$, then $v \in W + T$; writing $v = w + u$ where $w \in W$ and $u \in T$, we then have

$$\tau(w) + \tau(u) = \tau(v) = \sigma(v) = \sigma(w) + \sigma(u) = \tau(w) + u,$$

so $\tau(u) = u$, thus $u \in D$, and therefore $v \in D + W$, as required. This completes the proof of the claim. ∎

We now bound from below the number of choices in the above process. Since $\dim(T + \tau^{-1}(T)) + t - d - 1 \leq 2t + t - d - 1 \leq 3t \leq n$, we may apply the previous lemma to conclude that the number of choices for $W$ is at least

$$\frac{1}{3} \left[ \begin{array}{c} n \\ t - d - 1 \end{array} \right] q.$$

Now consider the number of choices for $\sigma(v_i)$ for $i = 2t - d, \ldots, n$. The subspace in condition (i) clearly has dimension $i - 1$ and therefore cardinality $q^{i-1}$. Since $\sigma(v) - \tau(v) = 0$ for all $v \in D + W$, the affine subspace in condition (ii) has dimension at most $i - 1 - \dim(D + W) = i - 1 - (t - 1) = i - t$, so cardinality at most $q^{i-t}$. Hence, the number of choices for $\sigma(v_i)$ is at least $q^n - q^{i-1} - q^{i-t}$, for each $i = 2t - d, \ldots, n$. Putting all of this together, the total number of choices $\mathcal{N}$ for $\sigma$ satisfies

$$\mathcal{N} \geq \frac{1}{3} \left[ \begin{array}{c} n \\ t - d - 1 \end{array} \right] \prod_{i=2t-d}^{n} (q^n - q^{i-1} - q^{i-t}).$$
We have $|\mathcal{F}| \geq \mathcal{N}$, and therefore
\[
\frac{4|\mathcal{F}|}{m_{q,t}(n)} \leq \left\lfloor \frac{n}{d} \right\rfloor q \prod_{i=1}^{n-d} (q^n - q^{i-1})^{-1} = \prod_{i=1}^{n-d} \frac{(q^n - q^{i-1})}{(q^n - q^{i+1-1})}.
\]
Trivially, $\prod_{i=1}^{n-d} (q^n - q^{i-1}) \leq \prod_{i=1}^{n-d} (q^n - q^{i+1-1}) \leq q^{(t-1)^2}$, so to complete the proof of the lemma it suffices to show that
\[
\frac{\prod_{i=1}^{n-d} (q^n - q^{i-1})}{\prod_{i=1}^{n-d} (q^n - q^{i+1-1})} = \Omega(1).
\]
This indeed holds; we have
\[
\prod_{i=1}^{n-d} (q^n - q^{i-1}) \prod_{i=1}^{n-d} (q^n - q^{i+1-1}) \geq \prod_{j=1}^{n-2d+1} (1 - q^{n-j+1}/(q^n - q^{n-j}))
\]
\[
\geq \prod_{j=1}^{n-2d+1} (1 - q^{n-j}/(q^n - q^{n-j}))
\]
\[
\geq \prod_{j=1}^{n-2d+1} (1 - q^{-j})
\]
\[
= \phi(n - 2t + 1, n - 2t + d + 1)
\]
\[
> 1/4.
\]

**Proof of Theorem 1.** Let $n \in \mathbb{N}$ with $n \geq n_0$, where $n_0 = n_0(t)$ is to be chosen later, let $V$ be an $n$-dimensional vector space over $\mathbb{F}_q$, and let $\mathcal{F} \subset \text{GL}(V)$ be $(t - 1)$-intersection-free with
\[
|\mathcal{F}| \geq \prod_{i=1}^{n-t} (q^n - q^{i+1-1}) := m_{q,t}(n).
\]
Note that
\[
q^{-n(n-t)} m_{q,t}(n) = q^{-n(n-t)} \prod_{i=1}^{n-t} (q^n - q^{i+1-1}) = \prod_{i=1}^{n-t} (1 - q^{-n-i+t+1}) \geq \prod_{i=1}^{n-t} (1 - 2^{-i}) > \prod_{i=1}^{n-t} (1 - 2^{-i}) > 1/4,
\]
so $q^{n(n-t)}/4 < m_{q,t}(n) < q^{n(n-t)}$. Applying Theorem 2 with $r = t + 1$, we obtain a strongly $t$-intersecting $(C, r)$-junta $\mathcal{J} \subset \mathcal{L}(V, V)$ such that
\[
|\mathcal{F} \setminus \mathcal{J}| \leq C q^{-(t+1)n} |\mathcal{L}(V, V)|,
\]
where $C = q^{2146(t+1)^3}$. Suppose for a contradiction that $\mathcal{J}$ is not of the form $(\Pi)$, where $\Pi \in \mathcal{L}(S, V)$ for some $S \leq V$ with $\dim(S) = t$, or of the form $(\pi)$, where $\pi \in \mathcal{L}(A, V^*)$ for some $A \leq V^*$ with $\dim(A) = t$.
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Write $\mathcal{J} = \langle (\Pi_1, \pi_1), (\Pi_2, \pi_2), \ldots, (\Pi_N, \pi_N) \rangle$, where $N \leq C$. Since $\mathcal{J}$ is strongly $t$-intersecting, we either have $\mathcal{J} = \emptyset$ ($N = 0$) or else

$$\dim(\text{Domain}(\Pi_i)) + \dim(\text{Domain}(\pi_i)) \geq t + 1 \quad \forall i \in [N],$$

and therefore

$$|\mathcal{J}| \leq C q^{-(t+1)n - \lfloor (t+1)^2/4 \rfloor} |\mathcal{L}(V, V)| \leq q^{-(t+1)n + O(t^2)} |\mathcal{L}(V, V)|.$$

(Here, we have used the fact that, if $\dim(\text{Domain}(\Pi_i)) + \dim(\text{Domain}(\pi_i)) \geq t + 1$, then $|\langle (\Pi_i, \pi_i) \rangle| \leq q^{-(t+1)n + \lfloor (t+1)^2/4 \rfloor} |\mathcal{L}(V, V)| = q^{t^2 - (t+1)n + \lfloor (t+1)^2/4 \rfloor}$. Indeed, if $\dim(\text{Domain}(\Pi_i)) = d$ and $\dim(\text{Domain}(\pi_i)) = d'$, then $|\langle (\Pi_i, \pi_i) \rangle| = q^{n^2 - dn - d'n + dd'}$, the latter quantity being the number of possibilities for an $n$ by $n$ matrix over $\mathbb{F}_q$ with $d$ fixed columns and $d'$ fixed rows. Subject to the constraint $d + d' \geq t + 1$, this latter quantity is clearly maximized by taking $\{d, d'\} = \{(t + 1)/2, (t + 1)/2\}$, yielding the above bound.) Combining (15) with (14) yields

$$|\mathcal{F}| \leq q^{-(t+1)n + O(t^2)} |\mathcal{L}(V, V)| \leq q^{n^2 - (t+1)n + O(t^2)} < q^{n(n-t)/4} < m_{q,t}(n)$$

provided $n_0$ is sufficiently large depending on $t$, a contradiction. Therefore, we either have $\mathcal{J} = \langle \Pi \rangle$ where $\Pi \in \mathcal{L}(S, V)$ for some $S \leq V$ with $\dim(S) = t$, or we have $\mathcal{J} = \langle \pi \rangle$, where $\pi \in \mathcal{L}(A, V^*)$ for some $A \leq V^*$ with $\dim(A) = t$. Suppose first that $\mathcal{J} = \langle \Pi \rangle$ where $\Pi \in \mathcal{L}(S, V)$ for some $S \leq V$ with $\dim(S) = t$. We may assume that $V = \mathbb{F}_q^n$, and by a suitable change of basis if necessary, we may assume that $S = \text{Span}\{e_1, \ldots, e_t\}$ and that $\Pi(e_i) = e_i$ for all $i \in [t]$, where $\{e_1, \ldots, e_t\}$ is the standard basis of $\mathbb{F}_q^n$. In other words,

$$\mathcal{J} = \{\sigma \in \mathcal{L}(V, V) : \sigma(e_i) = e_i \ \forall i \in [t]\}$$

is the family of all linear maps fixing the first $t$ standard basis vectors. Note that $m_{q,t}(n) = |\mathcal{J} \cap \text{GL}(V)|$. Assume for a contradiction that $\mathcal{F} \neq \mathcal{J} \cap \text{GL}(V)$, and let $\tau \in \mathcal{F} \setminus \mathcal{J}$. Then

$$\dim(\{v \in \text{Span}\{e_1, \ldots, e_t\} : \tau(v) = v\}) \leq t - 1.$$

Let $\mathcal{K} := \{\sigma \in \mathcal{J} \cap \text{GL}(V) : \dim(a(\sigma, \tau)) = t - 1\}$. By Lemma 11, we have $|\mathcal{K}| = \Omega(q^{-(t-1)^2} m_{q,t}(n))$. Since $\mathcal{F}$ is $(t - 1)$-intersection-free, we have $\mathcal{F} \cap \mathcal{K} = \emptyset$, and therefore

$$|\mathcal{F}| = |\mathcal{F} \cap \mathcal{J} \cap \text{GL}(V)| + |\mathcal{F} \setminus \mathcal{J}| \leq (1 - \Omega(q^{-(t-1)^2})) m_{q,t}(n) + q^{-(t+1)n + O(t^2)} |\mathcal{L}(V, V)| < m_{q,t}(n)$$

provided $n_0$ is sufficiently large depending on $t$, a contradiction. Hence, $\mathcal{F} \subset \mathcal{J} \cap \text{GL}(V)$, and therefore $\mathcal{F} = \mathcal{J} \cap \text{GL}(V)$, as required. The case where $\mathcal{J} = \langle \pi \rangle$ follows by considering $\{\sigma^* : \sigma \in \mathcal{F}\} \subset \text{GL}(V^*)$, which is also $(t - 1)$-intersection-free.

A very similar argument proves the following.

**Theorem 12.** For any $t \in \mathbb{N}$, there exists $n_0 = n_0(t) \in \mathbb{N}$ such that the following holds. If $n \in \mathbb{N}$ with $n \geq n_0$, $q$ is a prime power, $V$ is an $n$-dimensional vector space over $\mathbb{F}_q$, and $\mathcal{F} \subset \text{GL}(V)$ is $(t - 1)$-intersection-free, then

$$|\mathcal{F}| \leq \frac{1}{q - 1} \prod_{i=1}^{n-t} (q^n - q^{j-1}).$$

Equality holds only if there exists a $t$-dimensional subspace $U$ of $V$ on which all elements of $\mathcal{F}$ agree, or a $t$-dimensional subspace $A$ of $V^*$ on which all elements of $\{\sigma^* : \sigma \in \mathcal{F}\}$ agree.
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