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The main contribution of this paper is the proposal of a recent hysteresis dynamic model which is successfully employed within a posited signal modulator. The modulation of signals is a commonly required stage in many engineering applications, such as telecommunications, power electronics, and control, among others. In this paper, the effectiveness of a signal modulator based on the well-known Delta modulator when it contains a dynamic hysteresis system within its main structure is presented. To do that, it is resorted to an application of the granted Hysteresis-Delta Modulator. This application consists of including the modulator within an adaptive scheme, since it is well known that the persistent excitation condition is required, for instance, in parameter estimation tasks. Hence, the main functional property of the modulator with hysteresis is its ability of producing a modulated signal with uniform high-frequency content even when its input is not a permanent persistent excitation signal. To highlight the main contribution of this paper, a numerical experiment of a parameter estimation system is developed to compare the performance of the modulator with the proposed hysteresis model and two other previously reported hysteresis systems. That is, three different scenarios have been tested in the parameter estimation of a nonminimum phase system. Finally, the numerical experiments confirm that the proposed hysteresis model along with the modulator provides the best performance as expected.

1. Introduction

In recent years, the comprehension of the hysteresis phenomenon and the development of adequate mathematical tools to describe it have attracted the attention of many researchers [1–6]. The main reason is that hysteresis is encountered in many different physical and mathematical fields. Examples include magnetic, mechanical, and optical systems [1, 7–9]. It is also well known that the phenomenon of hysteresis is a complex physical process that represents an important challenge, for instance, to model and control systems that contain this effect. Moreover, hysteresis is, at the same time, a source of strong technological progress for some crucial scientific developments [3, 10].

In some engineering applications, hysteresis can be described as a nonlinear phenomenon that, under zero-bias and low-frequency periodic excitation, its output has a periodic response with the same frequency of its input [4, 6]. Usually, hysteresis systems have an output versus input response that plots a historical closed-loop trajectory. Hence, it makes that hysteresis be linked to the formation of loops, and these loops may take a variety of different forms depending on its input excitation and the parameters that govern the hysteretic system [1–3]. Besides, hysteresis can be described as a dependence of the state of a system on its time history [1, 5]. Therefore, hysteresis also provides a memory effect.

Mathematical modelling of hysteresis is an important challenge due to the hysteresis effects that are invoked in a variety of systems; such as mechanical, ferromagnetic, or ferroelectric systems, to name a few [6]. Recently, the necessity to control this kind of systems has grown [4, 11]. Moreover, it is well known that some modern control algorithms require the knowledge of a mathematical model of the plant to be controlled, thus an adequate hysteresis model is also necessary to control systems that contain this
nonlinear phenomenon. Equally, an adequate model of hysteresis may be useful to improve the performance of controllers by introducing its behaviour in the control scheme [12]. This idea may solve the usual control problems due to saturation, parameter drift, and bursting effect [12, 13]. Additionally, hysteresis models can be used in the design and characterization of novel actuators [14]. In general, there are two options to model hysteresis. One alternative is to create complex models that almost accurately reproduce the hysteresis phenomenon. However, these kinds of models are too arduous to be used in practical applications. Hence, the common alternative is to develop simple hysteresis models which, although not giving the best description of the physical hysteresis behaviour of the system, do keep relevant input-output features useful for characterization, design, and control purposes [4, 5, 15].

Through the years, different mathematical models of hysteresis have been developed. For instance, in some magnetic applications, hysteresis is the main property used to produce permanent magnets and to manufacture magnetic recordings and energy conversion devices [2, 3]. Likewise, hysteresis considerably improves the performance of vibration control algorithms in the civil engineering structure [4]. In these applications, the hysteretic Bouc–Wen model is traditionally employed in the control design stage [7, 16, 17]. On the contrary, the hysteretic Preisach model is useful to design magnetic and piezoceramic actuators [14, 18]. In addition, other hysteresis models are also utilized in the area of actuator design [19, 20]. Supplementary to this, hysteresis has been invoked to avoid saturation effects [13].

Finally, modulators also use hysteresis to adapt signals according to their application objective [12, 21, 22]. However, to the best knowledge of the authors, these modulators have never been used to improve parameter estimation processes as it is done in this paper.

Motivated by the above statements, in this paper, a new hysteresis dynamic model is conceived, which is expected to be applied in some engineering applications because of its special characteristics. Nevertheless, here, the hysteresis system model is used to redesign a signal Delta Modulator. Furthermore, the modulator will be applied to a parametric estimation process to improve its performance. To highlight the potential of the contribution, two previous cited hysteresis models are used within the modulator, as well as the model proposed here. Afterwards, a comparative study is done with the results obtained by using the three different models above mentioned. The first hysteresis case consists of a relay based on a static system provided by Simulink, Matlab [12], the second one is a hysteresis dynamic model proposed in [5]; and the third case is the one with the mathematical hysteresis model. Finally, the modulator scheme with these three different cases will be employed in the parametric estimation process of a nonminimum phase system.

The signal modulation method carried out here follows the main idea of the standard one-bit-analog-to-digital Delta modulator converter [23]. This kind of modulator has had a great variety of applications in digital communication transmission [23], secure communication design [24, 25], and some patents related to sinusoidal signal generators [26] and sensors for measurements [27]. As mentioned before, this proposed hysteresis model is integrated into a Delta modulator structure and then applied to a parameter estimation process. Therefore, according to our numerical experiments, this development increases the Delta modulator performance in this specific application.

In the field of adaptive control systems, parameter estimation is mandatory when the plant or process to be controlled has parameters that are continuously changing or when the process is too complex and the basic physical processes’ model is not fully understood [28]. Thus, parametric estimation is applied to obtain the information of the plant, more specifically, to obtain information of the plant parameters that allow the control law to be automatically adjusted and then achieving its control objective. On the contrary, adaptive control based on linear parameter estimation is notably effective when this parameter estimation process is persistent excited [28]. Therefore, it results are important to develop a system that is able to supply this persistent excitation condition required by the parameter estimation process [29]. Hence, it is shown that the Hysteresis Delta Modulator (HDM) proposed in [12], and here carefully redesigned, can provide the above-mentioned features. What is more, it is expected that the Hysteresis Delta Modulator with our proposed hysteresis model supplies a better rich persistent excitation signal in comparison with two other basic hysteresis models.

Summarizing, the main contributions of this paper are as follows:

1. To propose a recent hysteresis dynamic model that may be applied in different engineering systems
2. To redesign a Hysteresis Delta Modulator that is able to improve the performance of a parameter estimation algorithm

2. The Hysteresis Delta Modulation Scheme

This section introduces the concept of Delta Modulator with hysteresis. This scheme is motivated by a digital Delta Modulator, which is a 1 bit analog-to-digital converter. This converter consists of transforming a continuous time signal into a train of pulse data streams [12, 23, 24]. This modulator is essentially used, for instance, in the transmission of digital voice information [23].

The structure of the Delta modulator consists of a comparator or quantizer in the forward path and an integrator in the feedback path of a given simple control loop [24]. The aim of the quantizer is to convert the difference between the input signal and the average of the previous steps. That is, a comparator that may give one of two possible values depending on the input signal. In this paper, the arrangement called the Hysteresic Delta Modulator (HDM) proposed in [12] replaces the comparator by a hysteresis model. Then, it is expected that the dynamic hysteresis system performs the same task of the quantizer in its basic principle but with the advantage of having a dynamic
behaviour. This outcome scheme is shown in Figure 1. In this approach, the modulated signal is a train of pulses that takes two values. Furthermore, it is important to highlight that the information of the input signal can be easily retrieved by using a low-pass filter at the modulator output [30]. By the way of illustration, Figure 2 shows a sinusoidal input to the HDM, and its modulated signal output is obtained as a train of pulse signals. Finally, to retrieve the original signal, a low-pass filter is required. Later on, it will be shown that the modulated signal is one with high-frequency content, which means it is a persistent excitation signal. Here, this modulator is amenable to improve the parameter estimation performance.

To expose how the Hysteresis Delta Modulator works along with the parameter estimation, Figure 3 shows the parameter estimation block diagram with the HDM scheme. It is useful to observe that the input to the Hysteresis Delta Modulator block may correspond to a time-variable set point or a given control signal. Furthermore, the parameter estimation block in Figure 3 uses this modulated signal which is a persistent excitation data to appropriately activate the estimation system dynamics. On the contrary, and hereinafter, it is assumed that the process to be employed has a low-pass filter property, meaning that it is able to naturally retrieve the information coded in the modulated signal. This property is commonly assumed in the adaptive control design [28].

3. Mathematical Hysteresis Model Description

The main objective of this section is to introduce the recent hysteresis model. Besides, two hysteresis systems are recalled for comparison purposes. This section begins by invoking these models, labelled here as Case 1: Hysteresis by Using Static Relay and Case 2: Hysteresis Dynamic Model. After that, our proposed model is exposed, labelled as Case 3: The Proposed Hysteresis Dynamic Model. Finally, numerical experiments are well implemented to highlight the main dynamics’ characteristics of each model.

3.1. Case 1: Hysteresis by Using Static Relay. This case is the well-known hysteretic relay system based on two delayed signum functions. This model is provided, for instance, by Simulink of Matlab and named as the Relay block [12]. This Simulink block is programmed by selecting the values for the switch on/off transition time and the output on/off parameter values. Figure 4 gives a system response example generated by using the values of switch on/off = [−0.1, 0.1] and output on/off = [−2, 2], and the input is set as a sinusoidal signal with amplitude 4 and frequency 0.05 Hz.

3.2. Case 2: Hysteresis Dynamic Model. This particular model was originally proposed for the chaotic generator design [15] and later used, for instance, to avoid saturation in controlled wind turbines [13]. This system is stated as follows:

\[
\dot{z}(t) = a[-z(t) + b \text{sgn}(x(t)) + a \text{sgn}(z(t))],
\]

where \(a\) and \(b \in \mathbb{R}^+\) are the hysteresis loop parameters and \(z(t)\) is the internal variable of the model (see Figure 5). The transition time rate between \(b\) and \(-b\) is governed by the real positive parameter, \(a\); \(\text{sgn}(\cdot)\) is the signum function, and \(x(t)\) is the input signal.

3.3. Case 3: The Proposed Hysteresis Dynamic Model. In this section, the proposed hysteresis model is presented. As in the previous case, the original idea of our model arises from the electronic point of view, where its main theoretical foundation consists of employing the signum function as a representation of a memory action given by electronic relays [5]. Besides, this model adequately manipulates the input signal to conform the desired hysteretic dynamic behaviour by employing the equivalent information related to position and velocity. This model is as follows:

\[
\dot{w}(t) = -a[w(t) - b \text{sgn}[x(t)] - \text{asgn}(\dot{x}(t))\text{sgn}(x(t)) + \text{asgn}(\dot{x}(t))],
\]

where \(a \in \mathbb{R}^+\) is the transition time rate (see Figure 5) and \(w(t)\) is the internal variable. Finally, \(\text{sgn}(\cdot)\) is the signum function, and \(x(t)\) is its input signal.

3.4. Particularities of the Hysteresis Models. The properties of the models for Cases 2 and 3 are illustrated in the following numerical simulations. Case 1 is omitted since it is well represented in Figure 4. These experiments consist of analysing the hysteresis response of the above-cited models under two different input signals. The first input is depicted in Figure 6(a) and is given by the following:

\[
x_1(t) = 6 \sin(2\pi t)e^{-0.1t},
\]

and the second input (see Figure 6(b)), is \(x_2(t) = -x_1(t)\). The hysteresis parameter values used for numerical experiments are set in both cases as \(a = 1, b = 5, \) and \(\alpha = 50\).

The results obtained from the model presented for Case 2 are shown in Figure 7. Here, it is possible to observe a difference on the hysteresis direction between graphics shown in Figure 7(a) by using input \(x_1(t)\) and in Figure 7(b) by employing input \(x_2(t)\). Moreover, it is observed that both hysteresis responses are centred with respect to the graphic origin point.

Likewise, Figure 8 shows the simulations for our model (2) by using the same scenario than the previous case, that is, the same hysteresis parameter data and the same test input signals. From this figure, the shape of the hysteresis loop changes its position and direction with respect to the graphical origin point according to the employed input as it is shown in Figures 8(a) and 8(b), respectively.

Remark 1. Given models (1) and (2), it is possible to convexly linearly combine both response systems into one as follows:

\[
\omega(t) = a_0z(t) + (1 - a_0)\omega(t); \quad 0 \leq a_0 \leq 1.
\]
An example of the hysteresis loop obtained with the equation in (4) is depicted in Figure 9 when $x(t) = x_1(t)$ and $\alpha = 0.5$.

4. Parameter Estimation of a Nonminimum Phase System

This section introduces a well-known parameter estimation algorithm applied to a nonminimum phase system. This will be further employed in the next section in our numerical experiment realization. The proposed nonminimum phase system is [31]:

$$G(s) = \frac{a_1 s + a_2}{s^2 + b_1 s + b_2} = \frac{s - 2.28}{s^2 + 0.57 + 5.14}. \quad (5)$$

Recalling that nonminimum phase systems are characterized because these models have an unstable inverse [32]. This unstable inverse characteristic induces, for instance, a notable challenge for the adaptive control design [33]. On the contrary, system (5) is employed here due to the wide spectrum on its parameter values: $\{a_1, a_2, b_1, b_2\} = \{1, -2.28, 0.57, 5.14\}$.

To implement the parametric estimation system, the time-domain Gradient Algorithm technique is invoked [28]. This technique parts from the time-domain expression of the process and requires signals that may be obtained by filtering its input and output as it is shown in Figure 10 [28, 34].

To begin with the parameter estimation algorithm design, the process in (5) is first expressed and parameterized in the time-domain framework as follows:

$$\dot{y}(t) + b_1 \dot{y}(t) + b_2 y(t) = a_1 \dot{u} - a_2 u. \quad (6)$$

where $a_1, a_2, b_1,$ and $b_2$ are the system parameters to be estimated and assumed unknown for the parameter estimation block. Previously, it was mentioned that the input

![Figure 1: The Hysteretic Delta Modulator scheme.](image1)

![Figure 2: Example of the Hysteretic Delta Modulator operation.](image2)

![Figure 3: Parametric estimation block diagram for the HDM scheme.](image3)
Figure 4: Input versus output response of the hysteresis relay block.

Figure 5: Hysteresis behaviour $z(t)$ versus $x(t)$ of system (1).

Figure 6: Test input signals.
and output signals are filtered; thus, two second-order stable filters are selected as follows:

\[ G_{F_1}(s) = \frac{s}{s^2 + \lambda_1 s + \lambda_2}, \]
\[ G_{F_2}(s) = \frac{1}{s^2 + \lambda_1 s + \lambda_2}, \]

where \( \lambda_1 \) and \( \lambda_2 \) are real positive gains properly chosen by the designer. Then, the process output can be stated as follows:

\[ Y(s) = [a_1, a_2, B_1, B_2] \left( \begin{array}{c} u_{f_2} \\ u_{f_1} \\ y_{f_2} \\ y_{f_1} \end{array} \right) = \theta^T \varphi, \]

where \( \theta^T \) is the parameters’ vector and \( \varphi \) is the regression matrix formed by the filtered signals: \( u_{f_1} \) and \( u_{f_2} \) for the input plant and \( y_{f_1} \) and \( y_{f_2} \) for the output plant. Besides, \( B_1 = \lambda_1 - b_1 \), and \( B_2 = \lambda_2 - b_2 \). In the time domain, from system (8), the following expression is obtained:

\[ \tilde{y}(t) = \left[ \hat{a}_1, \hat{a}_2, \hat{B}_1, \hat{B}_2 \right] \left( \begin{array}{c} u_{f_1} \\ u_{f_2} \\ y_{f_2} \\ y_{f_1} \end{array} \right) = \hat{\theta}^T (t) \varphi(t), \]

where \( \hat{a}_1, \hat{a}_2, \hat{B}_1, \) and \( \hat{B}_2 \) are the estimated signals to \( a_1, a_2, B_1, \) and \( B_2, \) respectively. Finally, by following the Gradient Algorithm method, the time-domain parameter update law is obtained [28]:

\[ \dot{\hat{\theta}} = -\gamma \varphi(t) e(t), \quad \gamma > 0, \]
\[ G(s) = \frac{a_1 s + a_2}{s^2 + b_1 s + b_2} \]

**Parameter estimation**

**Adaptive mechanism**

\[ a_1(t), a_2(t), b_1(t), b_2(t) \]

**Figure 9**: Time evolution of the convex combination hysteretic behaviour. (a) Time: 1 s. (b) Time: 3 s. (c) Time: 5 s. (d) Time: 10 s.

**Figure 10**: Parameter estimation with the corresponding filtered signals.
where $e(t) = \hat{\theta}(t)\varphi(t) - y(t)$ and $y$ is a given positive constant called the adaptation gain. With the above, the precise parameter estimation system results in the following:

\[
\begin{align*}
\hat{a}_1 &= -y u_f \left[ \hat{a}_1 u_f + \hat{a}_2 u_f + \hat{B}_1 y f_z + \hat{B}_2 y f_z - y \right], \\
\hat{a}_2 &= -y u_f \left[ \hat{a}_1 u_f + \hat{a}_2 u_f + \hat{B}_1 y f_z + \hat{B}_2 y f_z - y \right], \\
\hat{B}_1 &= -y y f_z \left[ \hat{a}_1 u_f + \hat{a}_2 u_f + \hat{B}_1 y f_z + \hat{B}_2 y f_z - y \right], \\
\hat{B}_2 &= -y y f_z \left[ \hat{a}_1 u_f + \hat{a}_2 u_f + \hat{B}_1 y f_z + \hat{B}_2 y f_z - y \right].
\end{align*}
\]

(11)
Figure 16: Parameter estimation signals $\hat{b}_2(t)$ for each studied scenario.

Figure 17: Modulated signals from the HDM block with three different hysteretic models.
5. Numerical Experiments and Results

This section presents numerical experiments that evidence the effectiveness of the proposed HDM scheme in improving the estimation parameter performance. Four different parametric estimation scenarios are numerically implemented and analysed to carry out the comparison study. First scenario corresponds to the standard Gradient Algorithm, that is, a parameter estimation method without using the HDM block in it, see Figure 10. The other remaining three scenarios use the improved parametric estimation method by using the HDM block as it is shown in Figure 11. Each scenario is implemented with the hysteretic model cases commented in the previous section. Therefore, given system (5) as the process, the parametric estimation (11) is done with selected values $\gamma = 100$, $\lambda_1 = 10$, and $\lambda_2 = 5$ and initial conditions $\hat{a}_1(0) = 1$, $\hat{a}_2(0) = -2.5$, $\hat{B}_1(0) = 0.8$, and $\hat{B}_2(0) = 5$. Besides, for the scenarios that use the HDM block, see Figure 1, the following values are programmed: for the hysteretic Case 1, switch on/off = \{10, -10\} and output on/off = \{25, -25\}; for the hysteretic Cases 2 and 3, models (1) and (2), respectively, values are set as $a = 10$, $b = 25$, and $a = 100$.

The main objective of these experiments is to numerically evidence which method exposes the best parameter estimation performance. Hence, the precision of parameter estimation is observed and commented for each method. In the numerical experiments, the signal illustrated in Figure 12 is programmed as the excitation input signal to the system shown in Figures 10 and 11. This signal was specially conceived to resemble a classical control signal with overshooting and converging to zero as time goes on. It is then noted that this signal is not a persistent excitation signal on the whole time horizon. Therefore, this scenario represents an important challenge to any parameter estimation algorithm.

First, Figure 13 shows the numerical experiment results for each method related to the parameter estimation signal $\hat{a}_1(t)$. Clearly, Case 3, the case with the new hysteresis model, does the best estimation of the parameter $\hat{a}_1$ since it converges to the nominal value of the original plant. The same conclusion is also observed in Figures 14 and 15 for the parameter estimation related to $\hat{a}_2(t)$ and $\hat{b}_1(t)$, respectively. On the contrary, note that, in Figure 16, the standard estimation does an acceptable estimation; however, the case with the proposed hysteresis model also has a good performance for the estimation of parameter $\hat{b}_2(t)$.

In summary, from the previous numerical evidences, it can be inferred that the parameter estimation method based on the HDM scheme by using the novel hysteresis model presents the best performance. To roughly justify why our method works better, Fourier analysis is studied and described as follows. Recalling the basic Fourier theory, any periodic function can be reproduced as a summation of a constant and infinite sine and cosine time functions called harmonics. Then, it can be inferred that a kind of persistent excitation signal requires the frequency content to be uniformly distributed. Hence, the Fourier analysis is presented for the corresponding output signal coming from the HDM block for Cases 1–3. These output signals are shown in Figures 17(a)–17(c), respectively. Moreover, the Fourier analysis results are depicted in Figure 18. From these graphics, it is clearly evident that the processed signals corresponding to Cases 1 and 2 have a high-energy harmonic. This provokes nonhomogeneous energy distribution on the frequency content, and as a consequence, it reduces the performance of the corresponding parameter estimation process. While the case with the proposed hysteresis model has a better harmonic distribution, it is useful to improve the performance of the estimation process.

![Figure 18: Frequency analysis of modulated signals is shown in Figure 17.](image-url)
6. Conclusions

This paper exposes two main novelties that are worth emphasizing. Firstly, it proposed a mathematical model that captures the nature of a hysteresis phenomenon. Furthermore, the characteristics provided by this model may be favourable for different engineering applications. For instance, here, it was presented that the recent hysteresis model programmed into the Hysteresis Modulator scheme is adequately applied to adaptive scenarios, which is the second contribution of this paper. Here, it was demonstrated through numerical experiments that the modulator with hysteresis within a parametric estimation scheme produces the best result on estimating the system parameters. However, its performance depends on properly selecting the hysteresis parameters. Hence, as a future work, it is expected to propose an algorithm that appropriately selects the hysteresis parameters. In conclusion, this paper has presented a novel hysteresis dynamic model, and it was adequate to be implemented in a remodelled signal modulator. Hence, a new Hysteresis Delta Modulator was obtained and successfully applied to improve the performance of the system based on parameter estimation process.
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