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Abstract

Texts from the Internet serve as important data sources for financial market modeling. Early statistical approaches rely on manually defined features to capture lexical, sentiment and event information, which suffers from feature sparsity. Recent work has considered learning dense representations for news titles and abstracts. Compared to news titles, full documents can contain more potentially helpful information, but also noise compared to events and sentences, which has been less investigated in previous work. To fill this gap, we propose a novel target-specific abstract-guided news document representation model. The model uses a target-sensitive representation of the news abstract to weigh sentences in the news content, so as to select and combine the most informative sentences for market modeling. Results show that document representations can give better performance for estimating cumulative abnormal returns of companies when compared to titles and abstracts. Our model is especially effective when it used to combine information from multiple document sources compared to the sentence-level baselines.

1 Introduction

Texts from the Internet was shown to be statistically correlated with stock market trends (Antweiler and Frank, 2004). Natural language processing (NLP) techniques have been applied to extract information from company filings (Lee et al., 2014), financial news articles (Xie et al., 2013) and social media texts (Bollen et al., 2011) in order to gain understandings of financial markets. In particular, traditional methods exploited statistical signals, such as lexical and syntactic features (Wang and Hua, 2014; Schumaker and Chen, 2009), sentiment (Bollen et al., 2011) and event structures (Ding et al., 2014; Ding et al., 2015; Ding et al., 2016) from these text sources, which suffers from feature sparsity problems.

With the recent trends in deep learning for NLP, neural networks have also been leveraged to learn dense representations for text elements, which can address the sparsity of discrete features in statistical models. Such representations can implicitly represent sentiment, event and factual information, which can be extremely challenging for sparse indicator features. In particular, Ding et al. (2015) show that deep learning representations of event structures yield better accuracies for stock market prediction compared to discrete event features. Chang et al. (2016), Duan et al. (2018) use neural networks to directly learn representations of news abstracts, showing that it is effective for predicting the cumulative abnormal returns of public companies.

One limitation of Ding et al. (2015) and Chang et al. (2016), however, is that these methods only model news titles and abstract texts, which are typically single sentences. Ding et al. (2015) show that a model that uses only news content gives inferior results compared to one trained using news titles only, and that adding news content information to a title-driven model does not significantly improve the results. Intuitively, news content can contain richer information that is not directly relevant to the title message, or the most important event, and hence can lead to noise in predictive modeling. On the other hand, news
content can also contain useful information for making informed decisions. For example, given the news abstract passage "Amicus Inc (arcs.o), a provider of health-care IT services, said it agreed to be bought by an affiliate of private firm them bravo llc for $217 million in an all-cash deal.", it would be difficult to tell whether the acquisition is beneficial to investors. However, a sentence in the news content states that "the deal offers Amicus Inc shareholders $5.35 for each share, a premium of 21 percent over the stock’s close on December 24 on NASDAQ", which explicitly indicates a positive return.

We aim to exploit such useful information from the news content for making more informed decisions in stock market prediction. A main challenge is how to automatically identify the most useful parts of the news content, while disregarding noise, which prevents naive utilization of news contexts (aka Ding et al. (2015)). Another challenge, as Chang et al. (2016) suggest, is that information must be selected with regard to a certain stock of interest. As shown in Figure 1, the same event “Salesforce rules out Twitter bid” can lead to different influences on different stocks, with Salesforce benefiting from it yet Twitter suffering from it.

To address the above challenges, we build a neural model that selects and represents relevant sentences from a full news document with respect to a specific firm of interest. In particular, we leverage conditional encoding (Rocktäschel et al., 2015) to encode information of a given stock into the dense representation of the news abstract. Using this target-specific news abstract representation, we apply neural attention (Bahdanau et al., 2014) over each sentence in the news content to automatically learn its relative importance with regard to the target company. The attention weights are learned automatically towards a final predictive goal. The model is full data-driven, which do not rely on an external syntactic parser as the first step to obtain its target-specific linguistic structures.

In addition to Chang et al. (2016) model, which uses only abstract information, we also compare with several state-of-the-art baselines for learning document representations, such as paragraph vector (Le and Mikolov, 2014) and hierarchical attention network (Yang et al., 2016), giving the best reported performances. The advantage of our approach over sentence-level baseline is especially obvious when it is used to combine information from multiple news document sources. In addition, a case study shows that our model can select the sentences that most intuitively help predict stock returns from a full news document. Our contributions can be summarized as follows:

- We propose a target-specific document representation model, which leverages the abstracts as evidences to select informative sentences from the documents while disregarding noise.
- We are the first, to our knowledge, to build a neural model that can effectively leverage full news document for stock market prediction.

Resources of this work can be found at http://github.com/sudy/coling2018

2 Problem Definition

Cumulative Abnormal Return The task that we attack in this paper is Cumulative Abnormal Return Prediction (CAR). Formally, the abnormal return $AR_{jt}$ of a firm $j$ on a date $t$ is the difference between its actual return $R_{jt}$ and the expected return $\hat{R}_{jt}$. $AR_{jt} = R_{jt} - \hat{R}_{jt}$. The expected return $\hat{R}_{jt}$ can be
estimated by an asset price model based on historical prices, or approximated by the market return in a short-term event window (Kothari and Warner, 2004). The cumulative abnormal return $\text{CAR}_j$ of the firm $j$ in an $n$-day time window is calculated by summing up the daily abnormal returns in the period (Eq 1).

In this paper, we adopt the commonly used three-day window (-1,0,1), which we denote as $\text{CAR}_3$ and day 0 is the day when the current news documents are released.

\[
\text{CAR}_j = \sum_{t=1}^{n} \text{AR}_{jt}
\]  

(Cumulative Abnormal Return Prediction) The ultimate goal is to build a model that predicts the cumulative abnormal return $\text{CAR}_0$ of a public company based on a set of related news documents released on day 0. Given a document $D$ and associated firm $f$, we learn a representation $d_f$ for $D$ that is specified to firm $f$ based on our proposed approach (introduced in Section 3). With the firm-specific document representation $d_f$, we predict the $\text{CAR}_3$ direction $y \in \{-1, 1\}$ using a parameterized softmax function (Eq 2).

\[
p(y|d_f) = \text{softmax}(W \cdot d_f + b), y \in \{-1, 1\},
\]  

where $p(y = -1|d_f)$ and $p(y = 1|d_f)$ indicate the probability of $\text{CAR}_3$ being negative and positive, respectively. In the next section, we describe our method for learning $d_f$.

3 Model

The challenges for learning a target-sensitive document representation are two-fold. On the one hand, we must encode firm-specific information into the dense document representations so as to make them different across targets. On the other hand, we must identify the most informative sentences while disregarding noise for the prediction. To remedy this, we propose to first learn a target-specific representation for the abstract, which is most relevant to the market movement among all the sentences and then leverage the abstract to guide the sentence selection. The architecture of our proposed approach is illustrated in Figure 2, which consists of three key modules. We give details of each module in this section.

3.1 Target-dependent Abstract Representation

As the first step, we learn a target-dependent representation for the abstract of a news document by encoding target information into it. We use a bidirectional Long-short memory network as the basic model. In order to allow information of a target company to influence the semantic representation, we apply conditional encoding (Rocktäschel et al., 2015), using an embedding vector of the target firm of concern $e^t(c)$ as the initial state vector for the sentence-level Bi-LSTMs. We average the hidden states of each word in the sentence to obtain the target-dependent news abstract representation $v_a$. The vector
e^i(c) for the company of interest is initialized by averaging the words of its constituents and are fine-tuned during training.

3.2 Context-sensitive Sentence Representation

To preserve the semantic structures of documents and make the sentence representations aware of their contexts, we leverage a hierarchical structure (Li et al., 2015) to encode sentences (the abstracts are not considered) in a document. A sentence-level LSTM is first used to encode words into hidden state vectors, and then a document-level LSTM is applied to encode sentences into hidden state vectors.

At the sentence level, given a sentence \( \{w_1, w_2, \cdots, w_n\} \), we obtain their embedding forms \( \{\bar{e}(w_1), \bar{e}(w_2), \cdots, \bar{e}(w_n)\} \) via a lookup table. A Bi-LSTM is used to capture sentence-level context from \( \{\bar{e}(w_1), \bar{e}(w_2), \cdots, \bar{e}(w_n)\} \), yielding two sequences of hidden states \( \{h^{d1}_1, h^{d2}_2, \cdots, h^{dn}_n\} \) and \( \{\hat{h}^w_1, \hat{h}^w_2, \cdots, \hat{h}^w_n\} \), respectively. We average \( \hat{h}^w_i \) and \( h^{di}_i \) into a single vector \( h^w_i \) for the word \( w_i \), and use average pooling over the sentence to obtain a single sentence embedding vector \( h^s \).

In the document level, given the sentence embedding \( \{h^s_1, h^s_2, \cdots, h^s_n\} \) for sentences \( \{s_1, s_2, \cdots, s_m\} \) in a document \( D \), respectively, the same Bi-LSTM structure (with a different set of model parameters) is applied to obtain hidden states \( \{\overrightarrow{h}^d_1, \overrightarrow{h}^d_2, \cdots, \overrightarrow{h}^d_m\} \) and \( \{\overleftarrow{h}^d_1, \overleftarrow{h}^d_2, \cdots, \overleftarrow{h}^d_m\} \), respectively. For each sentence \( s_i \), the forward and backward hidden vectors are averaged to give a single hidden state embedding \( h^d_i \). \( h^d_i \) contains both internal information from the sentence by semantic composition of words, and document level context by bi-directional recurrent composition.

We use this vector form of each sentence as their representation for abstract and sentence composition. We apply the same conditional encoding to sentence-level and document-level Bi-LSTMs in context-sensitive sentence representation.

3.3 Abstract Guided Selective Composition

As mentioned in Section 1, some sentences can give background information that can support decision making, which is too lengthy to include in the abstract. To address the challenge of informative sentence selection, we consider the target-specific representation obtained as well as the sentence relevances to the abstract in our model.

To compose context-sensitive sentence representations into a final document representation, we use the attention mechanism (Bahdanau et al., 2014), taking the embedding of the abstract to guide calculation of attention weights. Another benefit of using the attention mechanism is the prediction is made interpretable, since interpretability is crucial in financial prediction, as investors have to verify the underlying basis for the decisions.

Formally, given the target-specific representation of the abstract \( v_a \) from Section 3.1 and the context-sensitive sentence representations \( \{h^d_1, h^d_2, \cdots, h^d_m\} \) from Section 3.2, we concatenate \( v_a \) and \( h^d_i \) and feed it to a single-layer, feed-forward neural network (Eq 3) to get the score for each sentence \( h^d_i \) in the document,

\[
u_i = v^\top \tanh(W_a[v_a, d_i] + b),
\]

where \( W_a \) is the weight matrix, \( b \) is the bias, \( v \) is a projection vector that maps the output to a scalar and \( u_i \) is the weight score showing how much attention should be put on current sentence \( s_i \) in the composition of the whole document. The attention score \( \alpha_i \) are computed from \( u_i \) by Eq 4.

\[
\alpha_i = \frac{\exp(u_i)}{\sum_i \exp(u_i)},
\]

\[
d = \sum_i \alpha_i h^d_i.
\]

Here \( \alpha_i \) is the normalized weight score, where \( \sum_i \alpha_i = 1 \). The final output \( d \) is a weighted sum of all the hidden states \( h^d_i \) (Eq 5). We concatenate the vector of the abstract \( v_a \) and \( d \) as the final representation for the document \( d' = [v_a, d] \).
3.4 Multi-Document Composition

There can be more than one news document mentioning a firm of interest in a certain event window. We adopt a self-attentive neural network (Bahdanau et al., 2014) to assign different weights to the news documents \{d'_1, d'_2, \ldots, d'_n\} (Eq 6) with respect to our prediction goal.

\[ u_i = v^\top \tanh(W^{(s)}d'_i + b^{(s)}), \]

where \( W^{(s)} \) is a weight matrix and \( b^{(s)} \) is a bias, \( u_i \) is a scalar showing how much attention should be put on document \( d_i \). The normalization process is the same with Eq 5 but with different parameters. We denote the final representation as \( \hat{d} \), and use it as \( d_f \) for CAR3 prediction in Section 2.

4 Training

Given a set of training instances \( T \) with documents and their corresponding CAR3 as discussed in Section 2, the overall training objective is to minimize the cross-entropy loss with L2 regularization (Eq 7),

\[ \min_{\Theta} - \sum_{T} \sum_{j} t_j \log p(y_j|d_f) + \sum_{\theta \in \Theta} \lambda_{\theta} ||\theta||^2, \]

where \( p(y_j|d_f) \) is the predicted distribution for class \( j \) and \( t_j \) is the ground-truth distribution. \( \Theta \) represents all the parameters and the \( \lambda_{\theta} \) are the regularization parameters.

We pre-train continuous bag-of-word (CBOW) word embeddings with dimension 100 on a collection of Reuters and Bloomberg financial news articles, which is released by Ding et al. (2014). The overall document size is over 400K. The open source toolkit \texttt{word2vec} is used to train the word embeddings, which are then fine tuned during the training of the prediction model to help boost the model performance. Out-of-vocabulary (OOV) words are replaced by a \texttt{UNK} token. We adopt \texttt{Adam} (Kingma and Ba, 2014) as our optimization algorithm, with the initial learning rate being set to 0.0005, L2 regularization at the strength of \( 10^{-6} \). We use mini-batch size of 32, the model that achieved the best micro-F1 performance on the development set is kept for final test.

5 Experiments

5.1 Data

We collect publicly available financial news articles from Reuters from October 2006 to December 2015. In our preliminary experiments, we find that a news document is more likely to be relevant to a firm only if it is mentioned in the news abstract. Thus, we only include news documents mentioned at least one public listed firm in the U.S. security market. We group the news documents per firm per event date. If the news is released during a trading hour, day 0 is the current day, otherwise day 0 is the next trading day. We compute the expected return \( \hat{R}_{jt} \) by the return of equally-weighted market index including all the stocks on NYSE, Amex, NASDAQ.

We follow Chang et al. (2016) and split the dataset into training, development and test sets, with 1000 instances for development, 2000 instances for testing and the rest for training. The numbers of positive and negative CAR3 in the dataset are listed in Table 1, in which the positive and negative cases are fairly balanced.

![Table 1: Number of CAR3 in the datasets](https://code.google.com/archive/p/word2vec/)
5.2 Evaluation Metrics

Our model is designed for stock recommendation, where companies with high absolute cumulative abnormal return expectations can be given to traders for their information. As a result, it can be useful to have a confidence threshold $\beta$ in the model, so that only companies with $p(y = 1|d_f) > \beta$ or $p(y = -1|d_f) > \beta$ are recommended. With increasing $\beta$ values, the number of recommended stocks is expected to decrease, while the precision to increase. As a result, the model performance is evaluated by the area under the precision-recall curve (AUC). The precision and recall are calculated on both the positive class and negative class. This metric offers a trade-off between precision and recall when varying the prediction confidence threshold. Following Chang et al. (2016), we also evaluate the model on test instances with $|\text{CAR}_3| > 2\%$, namely the event windows with high impacts.

5.3 Baselines

We compare our method with a set of baseline representation learning methods for $d_f$ learning including target-dependent abstract representation method of Chang et al. (2016), and state-of-the-art target-independent document representations.

**Target-dependent News Abstract representation (TGT-CTX-LSTM)** Chang et al. (2016) give the current state-of-the-art accuracies for CAR prediction by using the abstract only. They used a syntactic parser to analyze the dependency structure of the abstract (as a sentence), and then transform it to a target-specific dependency tree form. They leverage a tree structured LSTM (Tai et al., 2015) to learn abstract representation according to the target-specific tree form.

**Paragraph Vector** We take the paragraph vector embedding of Le and Mikolov (2014) as an unsupervised full document representation baseline. This method gives remarkable performances on tasks such as document classification (Yang et al., 2016) and sentiment analysis (Tang et al., 2015).

**Target-dependent sentence combination (TD-AVG)** This model first learns a context-sensitive representation for all sentences using Bi-LSTM and conditional encoding (Rocktäschel et al., 2015). Average pooling is then applied on the sentence representations to obtain the final document representation. This baseline is equivalent to a conditionally encoded version of the target-specific model of Li et al. (2015), but with a different training objective (i.e., classification instead of auto-encoder). We refer to it as TD-AVG. We use conditional encoding (Rocktäschel et al., 2015) on the sentence-level and document-level Bi-LSTMs.

**Target-dependent hierarchical neural network (TD-HAN)** This model is similar to TD-AVG except that it adopts an attention model (Bahdanau et al., 2014) over the context-sensitive sentence representations. Intuitively, similar to abstract, some parts of the document are more related to CAR compared to others. Such sentences should be given more weights in composition for document representations. This baseline is adapted from Yang et al. (2016), who applied attention on both the word level and the sentence level in a hierarchical LSTM network for document representation. In the implementation, it is slightly different in not using attention on the word level. We refer to it as TD-HAN.

5.4 Results

Table 2 summarizes the AUCs of both positive and negative classes of different embedding models on the test dataset. As shown in Table 2, our model gives AUCs of 0.65 for both positive and negative classes on the test dataset, outperforming all the baselines. Following Chang et al. (2016), we also make comparisons on cases that give higher CAR, with threshold $|\text{CAR}_3| > 2\%$. This subset covers a total of 1021 cases. Our model gives AUCs of 0.75 and 0.73 on $+\text{CAR}_3$ and $-\text{CAR}_3$, respectively. The improvement is statistically significant at a 1% significance level using T-test. Figure 3 presents the precision-recall curve of Paragraph Vector, TGT-CTX-LSTM (Chang et al., 2016) and our proposed method. We make more detailed analysis of our approach and relevant models.
| Model                                      | +CAR<sub>3</sub> | -CAR<sub>3</sub> | +CAR<sub>3</sub> | -CAR<sub>3</sub> |
|--------------------------------------------|------------------|------------------|------------------|------------------|
| Paragraph Vector (Le and Mikolov, 2014)    | 0.51             | 0.53             | 0.54             | 0.55             |
| TGT-CTX-LSTM (Chang et al., 2016)          | 0.63             | 0.62             | 0.70             | 0.68             |
| TD-AVG (Tang et al., 2015)                 | 0.61             | 0.61             | 0.71             | 0.68             |
| TD-HAN (Yang et al., 2016)                 | 0.63             | 0.63             | 0.72             | 0.71             |
| Our Approach                               | 0.64             | 0.63             | 0.73             | 0.72             |
| (without target)                           |                  |                  |                  |                  |
| **Our Approach**                           | **0.65**         | **0.65**         | **0.75**         | **0.73**         |

Table 2: Final AUC on the test set, ** means that the result is better than the best baseline at 1% significance level.

The Usefulness of Supervision The performance of Paragraph Vector falls far behind other approaches. The primary cause is that its document representation is both target-independent and unsupervised, which neither benefit from the end task nor information from specific targets. This demonstrates the importance of supervisions in capturing the deep semantic meaning of documents for our prediction task.

The Usefulness of Modeling Full Document As shown in Table 2, simple averaging schema TD-AVG gives inferior performances compared to the target-specific abstract representation TGT-CTX-LSTM. This indicates the informativeness of abstract for predicting the stock market movements. However, when the simple average pooling of TD-AVG is replaced by a simple feed-forward attention over the context-sensitive sentence representation, i.e., TD-HAN, the model achieves comparable performance with state-of-the-art model TGT-CTX-LSTM. The results indicate the importance of choosing the right strategy to compose the sentences in document-level compositions, since a document is more sparse and contains noise. It also implies that if the document-level background information is properly modeled, document-level models have obvious advantages over sentence-level model, since short text and simple structure may not fully represent the information conveyed in the document.

Our proposed method, which incorporates firm-specific information as well as the hierarchical structures of news documents, achieves the best performances, showing that target-specific supervisions and fine-grained information from the main contents of news can help gain understanding about the market fluctuations.

The Impact of Target The performances of our model with and without target information are also compared in Table 2. Our model without target information achieves 0.64 and 0.63 AUC on positive and negative classes, respectively, which is comparable with the best baselines. Encoding the target information into the representation did not bring a significant improvement to the model performance. An explanation for the relatively small difference between our method with and without target-specific
encoding is that there is a relatively low ratio (10.2%) of news abstracts in our dataset mentioning more than one company.

**Accuracy with Respect to the Number of Documents**  As mentioned in the previous section, there can be more than one news documents associated with a firm of interest in a particular event window. More than 25 percent of CAR$^3$ instances in our dataset have information gathered from more than one documents. Extra documents can provide richer background information about the firm of interest, but may also bring more noise. Figure 4 (Right) shows the accuracies of our model and the baseline TGT-CTX-LSTM with respect to the number of news documents. It is worth noting that our model and TGT-CTX-LSTM use the same attention strategy to combine information from multiple documents. The performance of our approach improves as the number of documents to model grows, showing its effectiveness in utilizing more non-overlapping information sources. Compared to sentence-level baseline TGT-CTX-LSTM, our model can better capture information from multiple document sources.

### 5.5 Case Study

To illustrate the attention mechanism for weighing sentences in the news documents, Table 3 shows the details of three news documents. The target firm, the actual CAR$^3$ and the prediction probability of our method and the baseline method TGT-CTX-LSTM are shown in the first rows of each news. The first line of each document is the abstract. The automatically learned weights are shown in the front of each sentence. For case 1, since the most informative parts of the document are not in the abstract, TGT-CTX-LSTM, which only exploits the abstract, yields the incorrect prediction. Our model puts more weights on the last two sentences, which suggest the value of the acquired properties and the voting rights for the target Lennar Corp.. This meets human expectation, since they have shown the potential of the future prospect of the firm.

For case 2, though the ground-truth CAR$^3$ outperforms the market by a large margin, the baseline TGT-CTX-LSTM shows less confidence for the prediction compared with our method. The abstract gives little knowledge about the purchase event, which make the system that rely on the abstract difficult to make a decision. The second sentence in the news explicitly state the impact of the news to the shareholders, the target firm stock price rose by more than 20 percent. We observed similar patterns in other cases, where the model prefer to put more weights on the sentences which explicitly mention the stock returns. An explanation is that the market follows the trends and it takes time for the market to absorb all information.

For case 3, both methods present similar confidence for the prediction. However, our model puts more weight on the third sentence instead of the abstract. The two sentences can be treated as paraphrases, because they are very close in the meaning, both mentioning future profit expectations of the firm and a quarterly profit decline. It is worth noting that, for documents with a large number of long sentences, our model tends to give evenly-distributed weights for all the sentences in such documents. This is a limitation of our attention model, which we leave for future work. Above all, the result demonstrates that our model is able to automatically capture the most informative parts in the documents.
inc (7751.t) posted a 30.9 percent decline in quarterly operating profit on its April-June figure, which came to 78.4 billion yen ($1 billion), higher than the market's expectations for an annual profit of 365 billion yen, based on the average of 18 analysts' forecasts by Thomson Reuters Corp. (ms.n). Canon Inc. (ca.o), the world's biggest maker of digital cameras, also lifted its annual forecast to 380 billion yen. Lennar Corp. (len.n) said on Friday it formed an investment venture with Amicas Inc. (amcs.o), a provider of healthcare IT services, and Morgan Stanley Real Estate & Co. (ms.n) to acquire, develop, manage and sell residential real estate. The company received a 20 percent ownership interest and 50 percent voting rights in the venture, as of September 30, the acquired properties had a net book value of $1.3 billion, and it said. Lennar Corp. (len.n) said on Friday it formed an investment venture with Amicas Inc. (amcs.o), a provider of healthcare IT services, and Morgan Stanley Real Estate & Co. (ms.n) to acquire, develop, manage and sell residential real estate. The company received a 20 percent ownership interest and 50 percent voting rights in the venture, as of September 30, the acquired properties had a net book value of $1.3 billion, and it said.

Table 3: Weights learned by our method and TD-HAN for each sentence in news documents. The actual CAR₃, the predicted probability of our method and TGT-CTX-LSTM are shown in the first row of each news document. The first sentence is the abstract.

6 Related Work

Our work falls into the area of mining financial text for stock market prediction. Rich linguistic features in financial text have been studied. Wang and Hua (2014) and Schumaker and Chen (2009) exploit shallow lexical and syntactic features, such as n-grams, noun-phrases and named entities. Such representations ignore the word orders and the important semantic relations between sentences, which thus can not fully represent the information conveyed in a document. With the rise of open information extraction techniques, Xie et al. (2013) exploit semantic frames and Ding et al. (2014) use event tuples to represent the news events. Such representation suffers from the problem of discreteness and data sparsity, which makes it difficult to generalize. The main difference between our method and this line of work is that they use discrete representations of the title or abstract of the financial news. Instead, we propose a fixed-length, continuous representations for the entire documents.

Our work also aligns with recent work on using deep neural models to learn embedding vectors for sentences and documents. Le and Mikolov (2014) extend the skip-gram algorithm (Mikolov et al., 2013) by regarding documents as contexts, training their embeddings together with training word embeddings. Kingma and Ba (2014) train sentence embeddings by using LSTMs to compose word vectors in sentences, leveraging neighbor sentences. Kenter et al. (2016) take a similar basis by using neighbor sentences to guide sentence vector training, but use a simpler network structure by calculating sentence embeddings as the sum of its word embeddings. Li et al. (2015) use a hierarchical auto-encoder structure to learn sentence and document embeddings. Yang et al. (2016) extends the hierarchical LSTM network of Li et al. (2015), applying attention for weighting different words and sentences, giving state-of-the-art accuracies for document classification. In contrast to the existing methods, we propose learning a target-specific representation of documents for a specific end task, namely news-driven market prediction.
7 Conclusion

We investigated target-specific document representations of financial news for cumulative abnormal return prediction in this paper, comparing a set of document embedding models. Empirical studies showed that a combination of target-specific news abstract representation and contextual sentence representation via the attention mechanism can give better results compared to several alternative sentence-level and document-level methods. Our final model demonstrated the usefulness of modeling a full document, as compared to only titles and abstracts, for obtaining more accurate results.
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