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Summary

Mediation analysis seeks to identify and quantify the paths by which an exposure affects an outcome. Intermediate variables which are effected by the exposure and which effect the outcome are known as mediators. There exists extensive work on mediation analysis in the context of models with a single mediator and continuous and binary outcomes. However these methods are often not suitable for multi-omic data that include highly interconnected variables measuring biological mechanisms and various types of outcome variables such as censored survival responses. In this article, we develop a general framework for causal mediation analysis with multiple exposures, multivariate mediators, and continuous, binary, and survival responses. We estimate mediation effects on several scales including the mean difference, odds ratio, and restricted mean scale as appropriate for various outcome models. Our estimation method avoids imposing constraints on model parameters such as the rare disease assumption while accommodating continuous exposures. We evaluate the framework and compare it to other methods in extensive simulation studies by assessing bias, type I error and power at a range of sample sizes, disease prevalences, and number of false mediators. Using Kidney Renal Clear Cell Carcinoma data from The Cancer Genome Atlas, we identify proteins which mediate the effect of metabolic gene expression on survival. Software for implementing this unified framework is made available in an R package (https://github.com/longjp/mediateR).
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1 | INTRODUCTION

In recent decades, numerous technological advancements have provided the ability to deeply characterize the molecular properties of tissues at different levels, i.e., genomics, transcriptomics, proteomics and epigenetics. These levels form a hierarchical structure in which alterations at one level have the capacity to cause changes downstream. For example, the central dogma of biology states that information flows from mRNA to proteins via translation. Thus the effects of changes at the mRNA level on a phenotype such as survival may be mediated by changes in protein expression [Kumar et al., 2016]. Identification and quantification of such mediators enhances scientific understanding of how changes at one level impact a phenotype. Mediators offer targets for therapeutic intervention in the case of a disease phenotype.
The literature on mediation analysis dates back to Baron and Kenny [1986], who studied the concept in linear models with a single mediator. Robins and Greenland [1992] and Pearl [2001] generalized the definitions of direct and indirect effects to include non–linear models. Since then, estimation of mediation effects has been studied with various outcome distributions [Imai et al., 2010a], with multiple mediators [Huang and Pan, 2016] Fasanelli et al., 2019 [Zhao et al., 2020], and on different effect scales [VanderWeele and Vansteelandt, 2010].

Existing modeling frameworks have limitations. Huang et al. [2014] and VanderWeele and Vansteelandt [2010] proposed mediation methods with logistic response models but require the response to be rare. Gaynor et al. [2018] proposed a probit approximation to the logistic function, suitable only for common responses. For survival responses, propensity models have been proposed which can only accommodate binary or categorical exposures. However these will not work with continuous exposures such as mRNA expression [Fasanelli et al., 2019]. Other frameworks such as [Imai et al., 2010a] accommodate a wide range of response models but measure effects only on the mean difference scale, which is often not appropriate for binary or survival responses.

This work makes several methodological advances which extend the statistical models and causal structures to which mediation analysis can be applied. These developments are particularly relevant to multiomics data sets which contain multiple potential causes (e.g. many gene expression measures), multiple mediators (e.g. many proteins), and responses not suitable for linear models (such as survival time or disease status). Our framework 1) estimates mediation effects with vector valued mediators without requiring specification of the causal structure among the mediators 2) handles Gaussian, logistic, and survival response models while measuring mediation effect on various scales appropriate to the given response model and 3) eliminates restrictive assumptions such as requiring binary exposures or “rare diseases”. A publicly available R package incorporating all of this functionality facilitates use of this framework by others.

In this work we apply our mediation framework to the Kidney Renal Clear Cell Carcinoma (KIRC) project of The Cancer Genome Atlas (TCGA), a multiomics data set consisting of genomic, transcriptomic, proteomic, and clinical data. Network et al. [2013] identified metabolic genes and proteins which correlate with survival in KIRC. We use mediation analysis to investigate how shifts in metabolic pathways at the gene expression level change survival by altering the expression levels of multiple metabolic proteins, and other key proteomic pathways.

This work is organized as follows: Section 2 describes our framework in–depth and compares it with existing methods (Section 2.7). The value of our framework is demonstrated in simulations in Section 3 and an application to the TCGA KIRC data set in Section 4. We conclude with a discussion in Section 5.

2 | CAUSAL MEDIATION ANALYSIS FRAMEWORK

2.1 | Causal Structure

Our mediation analysis framework is based on the causal directed acyclic graph (DAG) structure illustrated in Figure 1. There are four data layers: covariates \( C = (C_1, \ldots, C_q)^T \in \mathbb{R}^q \), exposures \( X = (X_1, \ldots, X_p)^T \in \mathbb{R}^p \), mediators \( M = (M_1, \ldots, M_j)^T \in \mathbb{R}^j \), and outcome layer \( Y \). Variables in each layer (e.g., \( X \)) potentially have causal influence on variables in the downstream layers (e.g., \( M \) and \( Y \) but not \( C \)).

Our framework assesses the causal effect of any of the \( X_i \) for \( i = 1, \ldots, p \) on the outcome \( Y \) and quantifies how much of this effect passes through the set of mediators \( M \), termed indirect effect, and how much of the effect is through other mechanisms, termed direct effect [Pearl, 2001, 2009].

We assume that the correlations among the exposures are the result of observed confounders \( C \) which may also confound the mediator–exposure relation and unobserved confounders \( H \) which only causally influence \( X \) (not \( M \) or \( Y \)). Thus the causal assumptions imply \( X_i \perp \!\!\!\perp X_j | C, H \). Note that the mediation effects for \( X_i \) in our model cannot be derived by treating the other \( X \) variables (termed \( X_{-i} \)) as confounders since this would assume that \( X_{-i} \) are causes of \( X_i \).

In the real data example (Section 4), we investigate the effects of metabolic gene expression \( X \) on overall survival \( Y \) and the extent to which this effect is mediated by metabolic proteins \( M \) (translational mechanism as indirect effect) or occurs through unmeasured gene regulatory paths of \( X \) to the outcome (direct effect). In this example, \( H \) would represent biological mechanisms that govern crosstalk among pathways [Sam et al., 2016].

For each \( X_i \) we consider a single indirect effect for the set of mediators \( M \), rather than attempting to assess the indirect effect of individual \( M_j \). There are several reasons for this approach: 1) We avoid having to specify any internal causal structure among the \( M \) variables. 2) Path effects (effect of \( X_i \) on \( Y \) through only \( M_j \)) cannot be identified when there is a \( M_j \), \( Y \) confounder
which is itself influenced by \( X \), which is likely to be the case when \( M \) represents a set of measures on the same genomic platform [Avin et al. 2005] [VanderWeele et al. 2014]. In the context of genomic data where \( M \) represents a set of variables in a pathway observed on the same platform (e.g. metabolic protein expression in Section 4), the indirect effect is the causal effect of \( X_i \) on \( Y \) which is jointly mediated by the entire pathway, a desirable interpretation.

### 2.2 Counterfactual Random Variables and Assumptions

Counterfactual random variables are used to formally define causal interventions and the notions of direct and indirect effects. Let \( Y^{X=x'} \) be the value of \( Y \) obtained by setting \( X = x' \), possibly counter to fact. For notational simplicity we will write \( Y^{x'} \) when it is clear \( X \) is being set to \( x' \). Counterfactual notation can also express interventions on multiple variables. For example \( Y^{x',m'} \) is the value \( Y \) would obtain by setting \( X = x' \) and \( M = m' \). Direct and indirect effects are represented as functions of nested counterfactual such as \( Y^{x''}, M^{x'} \), the value \( Y \) would have obtained had \( X \) been set to \( x'' \) and \( M \) been set to the value it would have obtained had \( x \) been set to \( x' \).

The following counterfactual independence and consistency relations are needed to express direct and indirect effects in terms of the joint distribution. For \( X_i \) for \( i = 1, \ldots, p \):

(i) \( M^{X=x'} \mid X_i, C, X_{-i} \forall x' \) : The value \( M \) obtains when \( X_i \) is set to \( x' \) is independent of \( X_i \) given \( C \) and all other exposures \( X_{-i} \).

(ii) \( Y^{X=x',m'} \mid X_i, C, X_{-i} \forall x', x'', m' \) : The value that \( Y \) obtains when \( X_i \) is set to \( x'' \) and \( M \) is set to \( m' \) is independent of the value of \( M \) when it is set to the value it would take had \( X_i \) been \( x' \), given \( C \) and other exposures \( X_{-i} \).

(iii) \( Y^{X=x',m'} \mid X_i, C, X_{-i} \forall x'', m' \) : The value that \( Y \) obtains when \( X_i \) is set to \( x'' \) and \( M \) is set to \( m' \) is independent of \( X_i \), given \( C \) and other exposures \( X_{-i} \).

(iv) \( Y^{X=x',m'} \mid C, X \forall x'', m' \) : The value that \( Y \) obtains when \( X_i \) is set to \( x'' \) and \( M \) is set to \( m' \) is independent of \( M \), given \( C \) and other exposures \( X_{i} \).

(v) \( X_i = x' \Rightarrow M^{X=x'} = M \forall x' \) (consistency): If \( X_i = x' \) then the value that \( M \) takes when setting \( X_i = x' \) is \( M \).

(vi) \( M = m', X_i = x' \Rightarrow Y^{X=x',m'} = Y \) (consistency): If \( X_i = x' \) and \( M = m' \), then the value that \( Y \) takes when setting \( X_i = x' \) is \( M = m' \) is equal to \( Y \).

(vii) \( Y^{X=x'} = Y^{X=x',M^{X=x'}} \forall x' \) (composition)

These relations can be viewed as assumptions regarding the elemental counterfactual random variables, following the potential outcomes framework of [Rubin 1974], or as consequences of the assumptions encoded in the causal DAG structure, following the approach of [Pearl et al. 2009] (Section 7.3 p. 228). We refer to [VanderWeele and Vansteelandt 2009] for additional discussion of these assumptions.

### 2.3 Direct and Indirect Effects

We review the terms natural direct effect, natural indirect effect, and total effect as used in [VanderWeele and Vansteelandt 2010] and [Tchetgen and Shpitser 2012]. These definitions admit a decomposition of total effect into indirect (effect of \( X \) on \( Y \) passing through \( M \)) and direct (effect of \( X \) on \( Y \) not through \( M \)) effects. We analyze these on the mean difference scale, the odds scale (useful with binary outcomes), and the restricted mean difference scale (useful with survival outcomes).

#### 2.3.1 Mean Difference Scale

The average direct effect on the mean difference scale when changing \( X_i \) from \( x' \) to \( x'' \) with respect to mediators \( M \) is defined as

\[
DE_{X_i}(x', x'') = \mathbb{E}[Y^{X_i=x'',M^{X=x'}} - Y^{X_i=x'}].
\]

The counterfactual random variable \( Y^{X_i=x'',M^{X=x'}} \) is the value \( Y \) would have obtained had \( X_i \) been set to the value \( x'' \) and \( M \) set to the value it would have obtained had \( X_i \) been set to \( x' \). In contrast \( Y^{X_i=x'} \) is the value of \( Y \) when \( X_i \) is set to \( x' \). (Note
\[
Y^{X_i=x'} = Y^{X_i=x', M^{X_i=x'}} \quad \text{by Assumption (vii)}. \] Thus the difference in these counterfactual quantities captures the intuitive notion of the change in \( Y \) when the direct link from \( X_i \) to \( Y \) is changed from \( x' \) to \( x'' \) but the indirect link (through \( M \)) remains at \( x' \).

The right hand side of Equation [1] cannot be directly estimated because it depends on counterfactual random variables which are not observed. However it is possible to express the direct effect as a function of the joint distribution of observed random variables which then facilitates estimation.

**Theorem 1** (Direct Effect Mean Difference). Assuming [(i)–(vii)]

\[
DE_X(x', x'') = \int E[Y | x'', x_{-i}, m, c] p(m | x', x_{-i}, c) p(x_{-i}, c) dx_{-i} dmc, \\
\equiv e(x', x'').
\]

\[
- \int E[Y | x', x_{-i}, m, c] p(m | x', x_{-i}, c) p(x_{-i}, c) dx_{-i} dmc. \\
\equiv e(x', x').
\]

See the Appendix for a proof of this result. Estimators of these quantities are discussed in Section 2.5. Similarly the natural indirect effect is defined as

\[
IE_X(x', x'') = E[Y^{X_i=x''} - Y^{X_i=x''}. M^{X_i=x'}].
\]

Again the natural indirect effect can be represented in terms of the joint probability distribution of the observed random variables.

**Theorem 2** (Indirect Effect Mean Difference). Assuming [(i)–(vii)]

\[
IE_X(x', x'') = \int E[Y | x'', x_{-i}, m, c] p(m | x'', x_{-i}, c) p(x_{-i}, c) dx_{-i} dmc, \\
\equiv e(x', x'').
\]

\[
- \int E[Y | x''', x_{-i}, m, c] p(m | x', x_{-i}, c) p(x_{-i}, c) dx_{-i} dmc. \\
\equiv e(x', x').
\]

The proof follows similar reasoning to the proof of Theorem 1. Finally we have the general mediation formula

\[
TE_X(x', x'') = DE_X(x', x'') + IE_X(x', x'') = e(x'', x'') - e(x', x').
\]

The mediation formula states that the total effect is the sum of the direct and indirect effects. The relative contributions of direct and indirect effect are important for understanding the paths by which \( X_i \) causes changes in \( Y \). For example if there is no direct effect, then all changes in \( Y \) caused by \( X_i \) pass through \( M \).

### 2.3.2 | Odds Scale

The total, direct, and indirect effects require computing three quantities, \( e(x'', x''), e(x', x''), e(x', x') \). For binary outcome \( y \) \[VanderWeele and Vansteelandt\, 2010] defined the total, direct, and indirect effects on the odds scale:

\[
TE^o(x', x'') = \frac{e(x'', x'')} {1 - e(x'', x')} - \frac{e(x', x'')} {1 - e(x', x')},
\]

\[
DE^o(x', x'') = \frac{e(x'', x'')} {1 - e(x'', x')} - \frac{e(x', x'')} {1 - e(x', x')}, \tag{3}
\]

\[
IE^o(x', x'') = \frac{e(x'', x'')} {1 - e(x'', x')} - \frac{e(x', x'')} {1 - e(x', x')}. \tag{4}
\]

The effect decomposition is now

\[
TE^o(x', x'') = DE^o(x', x'') + IE^o(x', x'').
\]
2.3.3 Restricted Mean Difference Scale

With survival outcomes, estimators of the expected response (i.e. $E[Y|x,m]$) often have high variance in the presence of censoring. Instead, we consider mean survival time restricted to a fixed time $L$ i.e. $E[\min(Y,L)|x,m,c]$ [Chen and Tsiatis, 2001]. The restricted mean is interpreted as population average of the amount of survival time experienced during the initial $L$ time of follow-up, providing an interpretable and clinically meaningful summary of the survival in the presence of censoring [Uno et al., 2014]. The definitions of direct, indirect, and total effects can be applied to the restricted mean survival scale.

The direct effect on the restricted mean scale is defined as

$$DE_{X_i}(x',x'') = E[\min(Y_{X_i=x''}, M_{X_i=x''}, L) - \min(Y_{X_i=x'}, L)].$$

**Theorem 3** (Direct Effect Restricted Mean). Assuming (i) – (vii)

$$DE_{X_i}(x',x'') = \begin{aligned} E[\min(Y,L)|x'',x_{-i},m,c]p(m|x',x_{-i},c)p(x_{-i},c)dx_{-i} dmdc,
& \equiv \epsilon^{R}(x',x'') \\
- \int E[\min(Y,L)|x',x_{-i},m,c]p(m|x',x_{-i},c)p(x_{-i},c)dx_{-i} dmdc.
& \equiv \epsilon^{R}(x',x') 
\end{aligned}$$

See the Appendix for a proof of this result. Similarly the natural indirect effect is defined as

$$IE_{X_i}(x',x'') = E[\min(Y_{X_i=x''}, L) - \min(Y_{X_i=x'}, M_{X_i=x''}, L)]$$

The natural indirect effect can be represented in terms of the joint probability distribution of the observed random variables.

**Theorem 4** (Indirect Effect Mean Difference). Assuming (i) – (vii)

$$IE_{X_i}(x',x'') = \begin{aligned} E[\min(Y,L)|x'',x_{-i},m,c]p(m|x'',x_{-i},c)p(x_{-i},c)dx_{-i} dmdc,
& \equiv \epsilon^{R}(x'',x'') \\
- \int E[\min(Y,L)|x',x_{-i},m,c]p(m|x',x_{-i},c)p(x_{-i},c)dx_{-i} dmdc.
& \equiv \epsilon^{R}(x',x') 
\end{aligned}$$

The proof follows similar reasoning to the proof of Theorem 3. The mediation formula again holds on the restricted mean scale

$$TE_{X_i}(x',x'') = DE_{X_i}(x',x'') + IE_{X_i}(x',x'') = \epsilon^{R}(x'',x'') - \epsilon^{R}(x',x').$$

2.4 Probability Models

The probabilistic relationships among the variables in the Figure 1 DAG are specified with parametric and semi-parametric statistical models for any configurations $c, x, m$ and $y$ of $C, X, M$ and $Y$, respectively. We assume linear relations for the conditional distribution of $M$ given $X$ and $C$. Specifically,

$$m = \beta^{(X)}x + \beta^{(C)}c + \beta^{(0)} + \epsilon,$$

where $\beta^{(X)}(=\beta^{(X)}_i) \in \mathbb{R}^{\times p}$, $\beta^{(C)}(=\beta^{(C)}_j) \in \mathbb{R}^{\times q}$, $\beta^{(0)}(=\beta^{(0)}_k) \in \mathbb{R}^r$, $\epsilon \sim N_r(0, \Sigma)$, and $\Sigma \in \mathbb{R}^{r \times r}$ is a covariance matrix. In the case where mediators are conditionally independent given $X$ and $C$, $\Sigma$ will be a diagonal matrix.

We consider three parametric models, linear, logistic, and Cox Proportional hazards, for linking $Y$ with $X, M,$ and $C$. Each of these models has parameters $\alpha = (\alpha^{(X)}, \alpha^{(M)}, \alpha^{(C)})$ where $\alpha^{(X)} = (\alpha_X^j) \in \mathbb{R}^p$, $\alpha^{(M)} = (\alpha_M^j) \in \mathbb{R}^r$ and $\alpha^{(C)} = (\alpha_C^j) \in \mathbb{R}^q$. The three models are:

- **Linear:**
  $$y = x^T \alpha^{(X)} + m^T \alpha^{(M)} + c^T \alpha^{(C)} + \alpha^{(0)} + \delta,$$
  where $\delta \sim N(0, \sigma_\delta^2)$ independent of all other terms in the model and $\alpha^{(0)} \in \mathbb{R}^1$.

- **Logistic:**
  $$Y \sim Bernoulli((1 + e^{-x^T \alpha^{(X)} + m^T \alpha^{(M)} + c^T \alpha^{(C)} + \alpha^{(0)}})^{-1}),$$
  (7)
where \( \alpha^{(0)} \in \mathbb{R}^1 \).

- Cox proportional hazards: The failure time \( Y \) is assumed to follow a hazard function model
  \[
  h(y|x, m, c) = h_0(y)e^{x^T\alpha^{(X)} + m^T\alpha^{(M)} + c^T\alpha^{(C)}},
  \]
  where \( h_0 \) is the unspecified baseline hazard.

### 2.5 Estimation and Computation of Effects

For linear models, the direct, indirect, and total effects have simple definitions in terms of path coefficients from the probability models in Section 2.4. For non-linear models, we estimate model coefficients and then numerically approximate indirect and direct effect integrals.

#### 2.5.1 Mean Difference and Odds Scale

Both the mean difference and odds scale require estimates of three quantities: \( e(x'', x'') \), \( e(x', x'') \), \( e(x', x') \). We discuss estimation of \( e(x', x'') \). The algorithms for \( e(x'', x'') \) and \( e(x', x') \) are nearly identical. Recall

\[
e(x', x'') \equiv \int E[Y|X_i = x'', x_{-i}, m, c]p(m|X_i = x', x_{-i}, c)p(x_{-i}, c)dx_{-i}dmcdc.
\]

We plug estimates into unknown quantities in the integrand and use Monte Carlo sampling to approximate the integral. The quantity \( p(m|X_i = x', x_{-i}, c)p(x_{-i}, c) \) is a distribution on \( m, x_{-i}, c \). We use the observed data samples \( x_{-i,l} \) and \( c_i \) for \( l = 1, \ldots, n \) as a draw from \( p(x_{-i}, c) \). We then draw \( \tilde{m}_l \sim p(m|X_i = x', x_{-i,l}, c_i) \). The bar in \( \tilde{m}_l \) denotes the fact that this is data we simulate, not the actual observed mediator for sample \( i \). The Monte Carlo approximation to the integral is

\[
\hat{e}(x', x'') = \frac{1}{n} \sum_{l=1}^{n} \hat{E}[Y|X_i = x'', x_{-i}, \tilde{m}_l, c_i].
\]

We specify estimates \( \hat{E}[Y|x, m, c] \) using response models in Equations (6) and (7).

- **Linear Model:**
  \[
  \hat{E}[Y|x, m, c] = x^T\tilde{\alpha}^{(X)} + m^T\tilde{\alpha}^{(M)} + c^T\tilde{\alpha}^{(C)} + \tilde{\alpha}^{(0)},
  \]

- **Logistic Model:**
  \[
  \hat{E}[Y|x, m, c] = \tilde{p}(Y = 1|x, m, c) = \frac{1}{1 + e^{-x^T\tilde{\alpha}^{(X)} - m^T\tilde{\alpha}^{(M)} - c^T\tilde{\alpha}^{(C)} - \tilde{\alpha}^{(0)}}}.
  \]

For \( \tilde{p}(m|x, c) \), recall by Equation (5) that

\[
m|x, c \sim N(\beta^{(X)}x + \beta^{(C)}c + \beta^{(0)}, \Sigma_c).
\]

The \( \tilde{m}_l \) are simulated from the plug–in based measure \( \tilde{p}(m|X_i = x', x_{-i,l}, c_i) \). We estimate \( \Sigma_c \) using the sample covariance of the regression residuals \( r_i = m_i - (\hat{\beta}^{(X)}x_i + \hat{\beta}^{(C)}c_i + \hat{\beta}^{(0)}) \). If one makes the assumption of conditionally independent mediators given \( x \) and \( c \), i.e. \( m_j \sim m_k|x, c \) for all \( j, k \) then \( \Sigma_c \) is diagonal and can be estimated using the error variances from separate univariate regressions, \( m_j|x, c \) for all \( j \). This estimate will be more efficient, but carries more assumptions.

#### 2.5.2 Restricted Mean Scale

On the restricted mean scale, the quantities of interest are \( e^R(x'', x'') \), \( e^R(x', x'') \), \( e^R(x', x') \). These are nearly identical to the terms for mean difference and odds scales with the exception that \( Y \) is replaced by \( \min(Y, L) \) within the expectation. Thus the numerical approximation to the integral follows the procedure in Section 4.1. The numerical approximation to the integral can be accomplished by deriving estimates for the survival function \( S(y|x, m, c) = P(Y > y|x, m, c) \). An estimator for the restricted mean is

\[
\hat{E}[\min(Y, L)|x, m, c] = \int_0^L \hat{S}(y|x, m, c)dy.
\]
with estimates from the Cox proportional hazards model in equation 8
\[
\widehat{S}(y|\mathbf{x}, m, c) = e^{\left(-\int_0^{\hat{h}(t)} e^{\mathbf{x}^T \mathbf{a}^{(M)} + \mathbf{c}^T \mathbf{a}^{(C)}} \right)}
\]
where \( \hat{h} \) is an estimate of the baseline hazard function and \( \mathbf{a}^{(X)}, \mathbf{a}^{(M)}, \mathbf{a}^{(C)} \) are coefficient estimates.

### 2.6 Bootstrap Based Confidence Intervals and Hypothesis Tests

There are several existing approaches for creating confidence intervals and performing hypothesis tests in mediation analysis. The problem of hypothesis testing for the existence of an indirect effect has generated particular interest because it is practically important and challenging, due to the composite nature of the null hypothesis [Barfield et al., 2017]. In univariate linear models, the null hypothesis of no indirect effect is \( H_0 : \beta^{(X)} a^{(M)} = 0 \). Thus the null can be true if either there is no exposure-mediator causal effect or if there is no mediator-response causal effect. Delta method based approximations to the sampling distribution are not valid due to the non-normality of \( \hat{a}^{(X)} \) and \( \hat{a}^{(M)} \) under the null hypothesis. The joint significance test proposes computing p-values for the tests \( H_0 : \beta^{(X)} = 0 \) and \( H_0 : a^{(M)} = 0 \). The maximum of these p-values controls Type I error. This control is conservative in the case where both the exposure–mediator and mediator–response relations are null, i.e. \( \beta^{(X)} = a^{(m)} = 0 \).

We propose computing confidence intervals and hypothesis tests using bootstrap sampling quantiles. Suppose \( B \) bootstrap samples of the data are taken. Let \( \widehat{IE}_{X,y}(x',x'') \) be the estimated indirect effect when changing \( x_i \) from \( x' \) to \( x'' \) in bootstrap sample \( b = 1, \ldots, B \). Then a \((1-a)\)100% confidence interval for \( IE_{X,y}(x',x'') \) has endpoints at the \( a/2 \) and \( 1-a/2 \) quantiles of the \( \widehat{IE}_{X,y}(x',x'') \) distribution. For testing the hypothesis
\[
\begin{align*}
IE_{X,y}(x',x'') &= \Delta \\
IE_{X,y}(x',x'') &\neq \Delta,
\end{align*}
\]
let \( p_L \) and \( p_U \) be the proportion of bootstrap samples below and above \( \Delta \), respectively. Specifically \( p_L = B^{-1} \sum_{b=1}^B I_{\widehat{IE}_{X,y}(x',x'') < \Delta} \) and \( p_U = B^{-1} \sum_{b=1}^B I_{\widehat{IE}_{X,y}(x',x'') > \Delta} \). Then the p-value for hypothesis test (9) is \( 2 \min(p_L, p_U) \). Similar procedures can be used to construct confidence intervals and test for direct effects. Following [Efron and Tibshirani, 1994] Chapter 13, we compute \( B = 1000 \) bootstrap samples for making confidence intervals. Larger numbers of bootstrap samples could be used to ensure that the quantiles of the bootstrap samples better approximate the bootstrap sampling distribution, at the cost of additional computation time.

### 2.7 Relation to Existing Work

In our framework direct and indirect effects are estimated by approximating integrals. Under additional assumptions on the joint distribution of random variables, direct and indirect effects are approximately simple functions of coefficients. For example with the logistic model with univariate mediator if \( P(y = 1) \approx 0 \) then \( DE^c(x', x' + 1) \approx \exp(\alpha^{(X)}) \) and \( IE^c(x', x' + 1) \approx \exp(\beta^{(X)} \alpha^{(M)}) \). One can then estimate these approximations via logistic regression estimates of \( \alpha^{(X)} \) and \( \beta^{(X)} \). This estimator is increasingly accurate as the disease becomes more rare, i.e. \( P(y = 1) \) converges to 0 [Huang et al., 2014; VanderWeele and Vansteelandt, 2010]. Along the same line, [Gaynor et al., 2018] proposed a probit approximation to the logistic function, designed for common responses where the rare disease assumption does not hold. Our framework avoids these additional assumptions by directly approximating the direct effect and indirect effect integrals at the cost of increased computation time.

[Imai et al., 2019] proposed mediation analysis for survival outcomes through specifications of a response model \( p(y|x, c, m) \) and a propensity model \( p(x_i|c) \), using inverse probability weighting to estimate the causal effects. The approach avoids specification of a model for mediators but can only accommodate a binary or categorical exposure \( X \). Thus it could not be applied to the data example in Section 7 which considers continuous gene expressions as exposures.

Our computational framework of approximating integrals is closest to that proposed in [mai et al., 2010a]. However we offer additional functionality by 1) incorporating multiple mediators that may form a correlation structure without having to specify any internal mediator causal structure and 2) modelling effects on the odds and restricted mean scale, which are more appropriate than the mean difference for the logistic and Cox proportional hazards models.
3 | SIMULATIONS

3.1 | Logistic Models: Bias

We compare the performance of our method with two approximation methods that exploit rare disease assumption [VanderWeele and Vansteelandt, 2010] and probit model [Gaynor et al., 2018] in the context of binary outcomes. We focus on direct and indirect effect estimator bias as a function of disease prevalence.

Following [Gaynor et al., 2018] (Section 3.1) we simulate

\[ c \sim N(0.12, 0.75^2) \]
\[ x \sim N(0.4, 0.75^2) \]
\[ m|x, c \sim N(0.1 + 0.5x + 0.4c, 0.75^2) \]

\[ \logit(P(y = 1|x, m, c)) = k + 0.4x + 0.5m + 0.25c. \]

The constant \( k \) is varied to generate different prevalences (different values of \( p(y = 1) \)). The sample size of \( n = 500 \) is generated \( N = 5000 \) times. For each run, the three estimators are computed. The estimators are averaged across the runs and the bias of the estimator is computed. The bias as a function of prevalence is shown in Figure 2. The scatter in the points is due to Monte Carlo approximation on (setting \( N = \infty \) would result in smooth curves). Our estimation strategy has lower bias than the methods based on the rare disease assumption and probit approximations at all prevalences for both the direct and indirect effect.

3.2 | Survival Outcomes: Type I Error Control

We study dependence of Type I Error on the number of candidate mediators and sample size when the true indirect effect is 0 using survival responses. We simulate a single causal binary exposure \( X \in \mathbb{R}^{1} \) with prevalence probability 0.5 and 5, 10, and 20 candidate mediators.

Five candidate mediators are generated as linear functions of exposure with \( R^2 = 0.2 \). The remaining candidate mediators (0, 5, or 15 for the simulations with a total of 5, 10, and 20 total candidate mediators respectively) are uncorrelated with exposure. The response follows an exponential model with Cox proportional hazards model coefficient 0.5 for the exposure direct effect with 50% censoring. The candidate mediators have coefficients of 0 in the response model (hazard function depends on exposure only), so the true indirect effect is 0. At sample sizes of 50, 100, 200, 400, and 800, we simulate 500 runs and compute the indirect effect estimate. Violin plots of the results are shown in Figure 3. The estimates are somewhat biased positive with both bias and variance decreasing as the sample size increases.

We use the bootstrap quantile method to compute 95% confidence intervals. The results are shown in Table 1. Overall, the confidence intervals have coverage probability near or above the nominal level. When the number of mediators are relatively large compared to the sample size, as expected, the coverage probability was increased larger than 0.95 due to large confidence intervals resulting from unstable parameter estimates across bootstrap samples.

3.3 | Survival Outcomes: Power

We simulate a single binary exposure \( X \) with prevalence probability 0.5. We simulated 5 mediators with linear exposure-mediator relationships with \( R^2 \) of 0.2. The response \( Y \) is again generated from an exponential model with approximately 50% censoring. We consider two cases: strong mediators with mediator-response path coefficients of 0.2 and weak mediators with mediator-response path coefficients of 0.1.

In order to evaluate the potential impact of false candidate mediators, we simulate with total number of candidate mediators, 5, 10, and 20, where 5 of the mediators are true mediators among the candidates and the remaining mediators are noise. Thus there are 0, 5, and 15 candidate mediators which are not true mediators. We considered sample sizes of 50, 100, 200, 400, and 800. The results are summarized over 500 simulation runs for each scenario. Violin plots of the results with strong mediators (mediator-response path coefficients are 0.2) are shown in Figure 4 a). Presence of noise mediators creates a noticeable bias at sample size of 50 and inflates the variance of the estimate (relative to 5 and 10 mediators) at sample sizes of 50 and 100. Empirically, the point estimates appear to be converging to the true indirect effect of -695.
TABLE 1 Empirical coverage probabilities for 95% confidence intervals in the null simulation (indirect effect=0).

With weak mediators (mediator-response path coefficients are 0.1), the true indirect effect is -429. The results are summarized in Figure 4(b). Broadly we see the same pattern as before. At sample sizes of 50, 100, and 200, the point estimates are often near 0, suggesting low power to conclude presence of an indirect effect.

Table 2 summarizes the power (test with Type I Error $\alpha = 0.05$) and coverage probability (95% confidence interval). We see favorable results with power at or near 100% for sample sizes 200 and above with large indirect effects and for sample size of 400 and 800 with small indirect effects. Since the real data in Section 4 has 470 observations, this gives us confidence that we are able to detect even weak mediators with reasonable power.

TABLE 2 Empirical coverage probabilities and power for simulation with strong mediators and weak mediators.
The Cancer Genome Atlas (TCGA) project collected and studied genetic changes in cancer patients at the genomic, transcriptomic, and proteomic levels. This comprehensive multi-omic data set enables modeling dependencies across multiple platforms as well as associations with clinical variables such as patients’ survival times. Amongst many other discoveries, Network et al. [2013] identified five core metabolic pathways in Kidney Clear Cell Carcinoma (see Figure S59), comprised of mRNAs and proteins which were associated with aggressive cancers. Kidney clear cell carcinoma has increasingly been identified as a metabolic disease and metabolic pathways are considered to be therapeutic targets of intervention [Rathmell et al., 2018]. Here we assess whether the causal effect of changes in these metabolic pathways at the mRNA level is mediated by changes at the metabolic protein expression level. Since increased mRNA expression levels have the ability to increase protein expression levels via translational mechanisms, it is sensible to view metabolic protein expression levels as potential causal mediators of the mRNA–survival relations.

We include 470 patients with mRNA, protein, and survival data available. Each pathway is summarized at the mRNA level by computing the standardized first principal component (PC) for genes within the pathway. Larger component scores indicate higher expression in the pathway. The five metabolic proteins from Figure S59 of Network et al. [2013] (which are correlated with survival and in the same pathways as the mRNA) are treated as potential mediators: AMPKA alpha, AMPK pT172, ACC pS79, ACC, and PTEN. In the context of the DAG of Figure 1, the 5 mRNA pathway scores are the second layer (exposures), the 5 proteins are the third layer (mediators), and survival is the fourth layer (response). The median follow–up time is 1731 days ([1525,1871] 95% CI) and the median survival time is 2564 days ([2190,∞] 95% CI) with 165 deaths observed out of 470 patients.

Figure 5 illustrates the estimated coefficients from the mediation model in Equation (5) and outcome model in Equation (8) with black and orange nodes for mRNA pathways and proteins and the outcome node, and edges weighted and colored by the estimates. The causal structure among the proteins is left unspecified by the model and is represented by undirected grey arrows between each pair of proteins. Edges are colored red for positive correlation and blue for negative correlation with edge width proportional to the absolute size of the coefficient estimate.

Using the methodology proposed in this work, we compute direct, indirect, and total effects for each pathway score using restricted mean survival truncated to 2000 days and letting $x'$ and $x''$ be the 2.5 and 97.5 percentiles of each pathway score. The percentiles were chosen to represent a large change in pathway score still within the range of the observed data. Table 3 contains direct, indirect, and total effects as well as 95% confidence intervals based on $B = 1000$ bootstrap samples with responses measured in days. The TCA cycle, Pentose phosphate, and Fatty acid synthesis pathways have significant total effects at level $\alpha = 0.05$ in the same directions found in Network et al. [2013]. On average, patients with high gene expression in the TCA cycle pathway live 329 days longer than the low expression group during 2000 days of follow-up. In contrast, patients with high gene expression in the Pentose phosphate pathways live, on average, 274 days shorter than the low expression groups during 2000 days of follow-up. TCA cycle and Pentose phosphate effects appear to be primarily direct. Fatty acid synthesis (FAS) has the largest absolute indirect effect point estimate. A FAS score change from the 2.5 to the 97.5 percentile has a total effect of reducing mean restricted lifetime by 446 days (1.22 years) with 156 days explained by changes in metabolic protein mediators, 35% (156/446) of the total effect.

The model coefficients (see Figure 5) suggest that the indirect effect for FAS is primarily through the ACC protein. Specifically FAS is positively correlated with ACC which is positively correlated with survival. This is the same direction as the direct effect of FAS (blue line between fatty and y nodes). This observation is consistent with existing experimental data showing that FAS is mainly regulated via phosphorylation and dephosphorylation of ACC proteins [Kim et al., 1989, Davis et al., 2000, Hardie 1989].

We further investigated mediation effects of non-metabolic proteins by considering 12 additional protein pathways representing biological functions such as apoptosis, DNA repair, and epithelial–mesenchymal transition. These pathways were previously studied for their roles in tumor cell behavior and therapy response [Ha et al., 2018, Bhattacharyya et al., 2020, Akbani et al., 2014]. Results are contained in Supplementary Tables S1–S12. We found evidence to suggest that TCA cycle is mediated by several protein pathways including Core reactive, TSC/mTOR, RAS/MAPK, and PI3K/AKT ($p$–value $< 0.05$).
| Pathway                      | Indirect | Direct | Total          |
|------------------------------|----------|--------|----------------|
| PTEN                         | -29      | 203    | 174 [-74,384] |
| TCA cycle                    | 40 [-23,120] | 289 [42,494] | 329 [117,525] |
| Fatty acid synthesis         | -156 [-339,20] | -290 [-537,-91] | -446 [-654,-268] |
| AMPK                         | 23 [-74,126] | 8 [-292,316] | 30 [-245,328] |
| Pentose phosphate            | -94 [-247,79] | -181 [-511,91] | -274 [-574,-29] |

**TABLE 3** Indirect, Direct, and Total effects and 95% confidence intervals (in days) of metabolomic mRNA expression as mediated by protein expression.

## 5 | DISCUSSION

We proposed a general and unified methodology of mediation analysis for data observed from random variables that form a multi-layered graphical structure. Direct and indirect effects are easily computed from standard probability models for different choices of outcomes such as continuous, binary and survival, and measured on the mean, odds and restricted mean scales from linear, logistic and Cox-proportional hazards models, respectively. The proposed framework has advantages over existing approaches such as not requiring assumptions on disease prevalence (rare or common disease assumptions) in the case of binary outcomes and accommodating continuous exposure variables (x) such as mRNA expression. The framework controls for confounders and accommodates correlated mediators without requiring assumptions on the direction of any mediator causal structure. Our `mediateR` package makes these models easily accessible to users.

Standard statistical tools (e.g. confidence intervals and hypothesis tests) can be used to assess the existence and likely ranges for the direct and indirect effects. Simulation studies with our method suggest that for small numbers of exposures and confounders (< 20), the models produce reasonable parameter estimates and well calibrated uncertainties when samples sizes are in the hundreds. In high dimensional settings, regularization penalties could be used in the model fitting steps to estimate parameters. The direct and indirect effect integral approximations proposed in Section 2.5 could then be used with these regularized parameter estimates.

The causal interpretation of direct and indirect effects requires strong causal assumptions ([1]–[vii]). These causal assumptions include no unmeasured confounders and no variable measurement error. These causal assumptions could be violated in a number of ways. For example, in the context of Figure 5, a transcription factor protein not included in the model could have a causal effect on both Fatty Acid Synthesis (FAS, node name fatty) and independently on the ACC protein. To a limited extent these assumptions can be checked, and violations addressed, with additional modeling. For example, sensitivity analyses can be used to test for unobserved pre-exposure covariates [Imai et al., 2010b]. Mediator measurement error which biases effect size estimates and can be corrected via regression calibration [Valeri et al., 2014].
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## DATA AVAILABILITY AND SUPPORTING INFORMATION

**Data:** The results here are in part based upon data generated by the TCGA Research Network [https://www.cancer.gov/tcga].

**R code for reproducing results:** Code for fitting these models is available in the R package `mediateR` on github [https://github.com/longjp/mediateR]. Code for reproducing all results in this work is available on github [https://github.com/longjp/mediateR].

**Tables S1–S12.** Mediation effects for non–metabolic protein pathways.
APPENDIX

Proof of Theorems 1 and 3

Let \( g : \mathbb{R}^1 \rightarrow \mathbb{R}^1 \). In Theorem 1, \( g(\cdot) = \cdot \), and in Theorem 3, \( g(\cdot) = \min(\cdot, L) \). We have

\[
\mathbb{E}[g(Y_{X_i=x''}, M_{X_i=x'})] = \int y g(y) p(Y_{X_i=x''}, M_{X_i=x'}) \mathbb{E}[g(Y_{X_i=x''}, M_{X_i=x'}) = y])
\]

\[
= \int_{y \geq x_{-i}, m, c} g(y) p(Y_{X_i=x''}, M_{X_i=x'}) = y) | x_{-i}, M_{X_i=x'} = m, c \mathbb{P}(x_{-i}, M_{X_i=x'} = m, c).
\]

Roman numerals above equals signs reference the counterfactual assumption used in the paper. We have

\[
B = p(M_{X_i=x'} = m | x_{-i}, c) p(x_{-i}, c)
\]

\[
\equiv p(M_{X_i=x'} = m | X_i = x', x_{-i}, c) p(x_{-i}, c)
\]

\[
\equiv p(M = m | X_i = x', x_{-i}, c) p(x_{-i}, c)
\]

\[
= p(m | x', x_{-i}, c) p(x_{-i}, c).
\]

Next we have

\[
A = p(Y_{X_i=x''} = m | x_{-i}, M_{X_i=x'} = m, c)
\]

\[
\equiv p(Y_{X_i=x''} = m | x_{-i}, c)
\]

\[
\equiv p(Y_{X_i=x''} = m = y | X_i = x'', x_{-i}, c)
\]

\[
\equiv p(Y_{X_i=x''} = m = y | X_i = x'', x_{-i}, m, c)
\]

\[
\equiv p(Y = y | X_i = x'', x_{-i}, m, c)
\]

\[
= p(y | x'', x_{-i}, m, c).
\]

Plugging the derivations for \( A \) and \( B \) back into Expression (1) we have

\[
= \int_{y \geq x_{-i}, m, c} g(y) p(y | x'', x_{-i}, m, c) p(m | x', x_{-i}, c) p(x_{-i}, c)
\]

\[
= \int_{x_{-i}, m, c} \mathbb{E}[g(Y) | x'', x_{-i}, m, c] p(m | x', x_{-i}, c) p(x_{-i}, c).
\]

We have

\[
\mathbb{E}[g(Y_{X_i=x''})] = \mathbb{E}[g(Y_{X_i=x''}, M_{X_i=x'})] = \int_{x_{-i}, m, c} \mathbb{E}[g(Y) | x'', x_{-i}, m, c] p(m | x', x_{-i}, c) p(x_{-i}, c).
\]
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FIGURE 1 Illustration of directed acyclic graph (DAG) for mediation analysis, where four disjoint sets of variables (nodes), covariates (C), exposures (X), mediators (M) and Y (response), have their unique order, $C < X < M < Y$. The goal is to assess the causal impact of changing any single exposure $X \in \{X_1, \ldots, X_p\}$ on an outcome Y and quantify how much of this effect is mediated by the set of mediators $M = \{M_1, \ldots, M_r\}$. The variables $C = \{C_1, \ldots, C_q\}$ represent potential confounders. Our model assumes that the causal agents may be linked by unobserved factors (H) and permits mediators to have internal causal or correlation structure.

FIGURE 2 Comparison of methods for computing the a) direct effect and b) indirect effect with logistic models. Numeric approximation has lower bias than the rare disease approximation and the probit approximation.
FIGURE 3 Indirect effect point estimates for 500 runs with 0 indirect effect.

FIGURE 4 a) Indirect effect point estimates for 500 runs with large indirect effect. Horizontal line is true IE. b) Indirect effect point estimates for 500 runs with small indirect effect. Horizontal line is true IE.
FIGURE 5 Graph illustrating causal assumptions and parameter coefficient estimates. Black nodes are mRNA pathway scores, orange nodes are protein expressions, and y is survival. Edges are colored red for positive correlation and blue for negative correlation with edge width proportional to estimated coefficient value.