An enhanced marker pattern that achieves improved accuracy in surgical tool tracking
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ABSTRACT

In computer assisted interventions (CAI), surgical tool tracking is crucial for applications such as surgical navigation, surgical skill assessment, visual servoing, and augmented reality. Tracking of cylindrical surgical tools can be achieved by printing and attaching a marker to their shaft. However, the tracking error of existing cylindrical markers is still in the millimetre range, which is too large for applications such as neurosurgery requiring sub-millimetre accuracy. To achieve tool tracking with sub-millimetre accuracy, we designed an enhanced marker pattern, which is captured on images from a monocular laparoscopic camera. The images are used as input for a tracking method which is described in this paper. Our tracking method was compared to the state-of-the-art, on simulation and ex vivo experiments. This comparison shows that our method outperforms the current state-of-the-art. Our marker achieves a mean absolute error of 0.28 [mm] and 0.45 [°] on ex vivo data, and 0.47 [mm] and 1.46 [°] on simulation. Our tracking method is real-time and runs at 55 frames per second for 720 × 576 image resolution.

1. Introduction

In computer assisted interventions (CAI), surgical tool tracking is important for applications such as surgical navigation (Giannarou et al. 2016), visual servoing (Zhan et al. 2020), surgical skill assessment (Wang et al. 2020), and augmented reality (Huang et al. 2020). Tool tracking in the context of robotic Minimally Invasive Surgery (MIS) is of major importance since it is considered one of the three technologies that will enable level-1 autonomy (Attanasio et al. 2020) in surgical robotics. By tool tracking, it is meant that both the translation and rotation are estimated as a surgical tool moves with six degrees of freedom (6DoF) in the 3D space. However, in robotic MIS there is still a lack of a tool tracking method that achieves sub-millimetre accuracy.

One way to track surgical tools is to use external hardware, such as electromagnetic tracking systems (Liu et al. 2021) and optical tracking systems (Wu et al. 2018). This external hardware is popularly used for tracking tools in neuronavigational systems such as StealthStation® and Brainlab®. However, in the context of robotic MIS, adding extra equipment to the operating theatre is impractical (Zhang et al. 2017) and, it is preferable to track the surgical tools using the laparoscopic camera and kinematic information if it is available on the robot. Therefore, tool tracking methods that fuse kinematic information and laparoscopic images were created (Ye et al. 2016; Hao et al. 2018). However, kinematic information is not always available (Wang et al. 2020), and they rely on the transformation from the laparoscope to one of the actuators to be precisely estimated. Additionally, this transformation changes when the laparoscope is moved by the surgeon and adjusted to a new patient, requiring continuous re-calibration (Shao et al. 2017). Therefore, vision-based tool tracking methods have been created.

Vision-based tracking methods include feature-based methods, and end-to-end tool pose estimation using deep learning (Kendall et al. 2015; Mahendran et al. 2017). The current problem with deep learning methods is that if the camera parameters change, which happens for example when the surgeon zooms in or out with the laparoscopic camera, the model needs to be re-trained or fine-tuned. Recent research is now addressing this problem (Facil et al. 2019; Kopf et al. 2021). An alternative is to use feature-based methods, which can be divided into two categories: marker-less and marker-based. Marker-less methods focus on tracking surgical tools using features that are naturally present on the surgical tool (Reiter et al. 2012, 2017; Ye et al. 2016). However, these methods detect features that depend on the specific surgical tool that is being tracked. Therefore, if a new surgical tool is to be tracked, a new set of features must be defined for that tool.

In marker-based methods, there are two types of markers namely, planar and cylindrical. Planar markers were used in previous works to track an imaging probe with a planar surface (Zhan et al. 2020; Ma et al. 2020). In MIS, most of the surgical tools are cylindrical objects (Zhang et al. 2017). Therefore, methods for tracking cylindrical markers have been developed (Jayarathe et al. 2013, September, 2018; Zhang et al. 2017; Gadwe and Ren 2018; Zhou et al. 2017; Huang et al. 2020). The cylindrical marker in (Huang et al. 2020) was designed for tracking 5DoF, while the others can track up to 6DoF. A limitation of these tracking methods is that they detect features such as corners and blobs on the entire image, which means that features outside the marker can be detected and wrongly used for tracking the surgical tool. Another limitation is that the tracking error of the
other cylindrical marker methods is still in the millimetre range, which is too large for applications that require sub-millimetre accuracy.

The main goal of this paper is to design an enhanced cylindrical marker that achieves improved accuracy for surgical tool tracking. A green marker has been designed that encodes a binary pattern using features that remain distinctive even at challenging conditions such as, when the tool is at steep angles. The green colour of our marker encodes only features on its pattern to be considered for pose estimation. Our marker is used by our tracking method, which estimates in real-time the 6DoF pose of a surgical tool given an input laparoscopic image. We set-up an experiment to validate our tracking method on ex vivo data captured by the laparoscopic camera of a da Vinci® robot and on simulated data as well as, compare its performance to the state-of-the-art. Results show that our method outperforms the current state-of-the-art, achieving sub-millimetre accuracy. Our tracking method runs in real-time at 55 frames per second for 720 × 576 image resolution videos. The code of our tracking method is available online at https://github.com/Cartucho/cymlmarker.

2. Methodology

2.1. Enhanced marker design

2.1.1. Colour

For accurate tool tracking, we have designed a marker that encodes a binary pattern composed of a set of black features on a green background, as shown in Figure 1. The main advantage of the green colour is that it facilitates the segmentation of the marker since it contrasts well with the red tones of tissue structures. Our green marker is efficiently segmented using the HSV (Hue, Saturation, Value) colour space. Additionally, it enables only features on the marker to be selected for pose estimation. This is an improvement against existing tracking methods for cylindrical markers (Jayaratne et al. 2013, September, 2018; Zhang et al. 2017; Gadwe and Ren 2018; Zhou et al. 2017; Huang et al. 2020), which do not segment the marker before detecting features to encode its pattern. Therefore, features outside the marker as, for example, on tissue structures may interfere with the tool tracking process.

2.1.2. Marker features

When designing the marker pattern, our goal was to find a type of feature that could be easily used to encode a binary pattern with two classes. One of the classes representing the 0’s, and the other class representing the 1’s of the binary pattern. Additionally, the features on the marker needed to be robust to challenging surgical tool poses. For instance, the further the surgical tool is from the camera, the smaller the features will appear on the image. Likewise, the steeper the angle between the camera and the surgical tool, the more distorted are the features. Therefore, careful consideration was given to the shape of the features since we wanted both a shape that, allowed easy binary classification, and unchanged appearance even under challenging surgical tool poses. In our work, we found empirically that elliptical blobs pointing in opposite directions can be easily detected and distinguished even when the surgical tool is at challenging poses, as shown in Figure 1(d).

2.1.3. Binary marker pattern

Our proposed marker pattern is composed of two distinct features which encode binary sequences in the marker pattern as shown in Figure 1. The introduced pattern has a total of 16 binary sequences. Each sequence corresponds to a row on the pattern and is formed by 8 features. These features encode either a 1 or a 0. All the sequences start with a 1 and end with a 0 to avoid symmetries. To create the binary pattern we follow two steps. Firstly, we generate all the possible sequences which are permutations of 8-bit that start with 1 and end with 0. Secondly, we create groups of 16 randomly selected sequences. From all these groups, we choose the group with the sequences that are more distinctive to each other. The distinctiveness between the two sequences is measured using a bitwise XOR. The chosen group is composed of 16 sequences with 8-bit codes and therefore, there are a total of 128 features in the marker. Each of the 128 features is assigned an ID and a 3D coordinate (X, Y, Z) relative to the marker’s coordinate frame. This 3D coordinate is calculated using the radius of the tool and the position of the feature’s centroid in the marker, as shown in Figure 1. The IDs and 3D coordinates of the marker features are used as input to a PnP solver (explained in Sec. 2.2.4) to estimate the pose of the

![Figure 1. Our binary pattern encoded on a green marker. The pattern is composed of 16 sequences of 8-bit codes, where each bit is represented by an oriented elliptical feature. The elliptical features in our marker, representing 0s and 1s, were designed to be distinctive even under challenging conditions such as when the surgical tool is at steep angles. Each feature is also associated to a unique ID, to store its 3D position (X, Y, Z) which calculated using the radius and the position of the feature in the marker. The 3D positions remained fixed, and are used by a PnP solver to estimate the marker's pose.](image-url)
marker. The designed marker is for cylindrical tools and it can be scaled to fit different tool diameters. For a tool of 8 [mm] diameter, the marker has a height of 25.13 [mm], and a width of 30.34 [mm].

2.2. Surgical tool tracking

As shown in Figure 2, the tracking method consists of:

2.2.1. Step I – undistort the input image

Firstly, the input laparoscopic image is undistorted using the tangential and radial camera distortion parameters. This is necessary to ensure that the centroid of the marker features which belong to the same sequence, lie on a straight-line.

2.2.2. Step II – segment the marker and detect features

Then, the undistorted image is converted into the HSV colour space to segment the marker and detect features on its pattern. Firstly, the marker is segmented using its green colour, which is done by thresholding the Hue, Saturation and Value channels using a range of values that were empirically defined. Specifically, we segment the green colour using H between [112, 128], S between [6%, 100%] and V between [20%, 100%]. After segmenting the green marker, the black elliptical features inside it are also segmented. To distinguish the black features from the green part of the marker we use the V channel only. The V channel is sufficient to distinguish green from black, since black pixels have V intensities which are significantly lower than the green pixels around it. All the pixels in the marker are classified as green or black. Then, the black pixels are grouped together using a standard connected-component labelling. Each of the connected-components corresponds to a detected feature.

2.2.3. Step III – identify features

After detecting the marker features, the next step is to identify each of those features. The goal of identifying the features is to get their 3D positions relative to the marker’s coordinate frame. These 3D positions will be later used to estimate the pose of the marker, as explained in step 2.2.4. The features are identified in groups of 8. The reason for grouping the features before identifying them is that, as shown in Figure 1, each line in the binary pattern forms a 8-bit code, starting with 1 and ending with 0. Since each 8-bit code is unique, identifying the features is as simple as decoding each group of 8 features located on a straight-line. To find which features lie on a straight-line we first calculate the pixel centroid of each detected feature using the image moments of the contours of each feature. Then, using all the centroids, the features are grouped into sequences by finding 8 centroids that lie on the same line. Given one of those centroids c, the angles that the other centroids form with c are calculated as the inverse tangent of the difference of their image coordinates, as shown in Figure 2(a). Then, the angle values are sorted. If there are 7 adjacent angles in the sorted order which have approximately the same value, then those centroids are grouped to the same sequence as c, forming a group of 8 features. Thirdly, after grouping the centroids into sequences, each feature is classified as 1 or 0. To classify each feature, a 2D line is fitted to the shape of the feature, using a least-squares method, to determine the feature’s direction. If the feature’s direction is aligned with the line formed by the centroids belonging to the sequence, it is classified as 1, otherwise as 0, as shown in Figure 2(b). Finally, after classifying all the features in a group, the features can finally be identified by assigning an ID value from 1 to 128. The features can be uniquely identified since each sequence has a unique binary code starting with a 1 and ending with a 0. A minimum of three sequences need to be identified to estimate the marker’s pose. Otherwise, the tracking method repeats for the next input image.

2.2.4. Step IV – estimate the marker’s pose

For each identified feature, a 3D-to-2D correspondence of a feature’s centroid is obtained. The 3D corresponds to the position of the centroid in the marker’s coordinate frame and the 2D corresponds to the pixel coordinates of the detected feature’s centroid in the image plane, as explained in Sec. 2.1 and Figure 1. To estimate the marker’s pose, all the identified features and therefore all the 3D-to-2D correspondences, are used as input to a RANSAC implementation of an EPnP solver (Lepetit et al. 2009). After this step, the tracking algorithm is repeated for the next input image.

Figure 2. Surgical tool tracking using our enhanced marker.
Multiple surgical tools can be tracked simultaneously by using multiple markers with unique binary codes. Then, each marker can be segmented and analysed individually. The code to generate these binary markers and the tracking method will be made publicly available.

3. Experimental results

3.1. Experimental set-up

The laparoscope of a da Vinci® robot was used to capture video data for our ex vivo experiment. Since our method requires monocular input, only the video from the left-stereo laparoscope camera is used. The video resolution is 720 × 576 [pixels]. Our tracking method was implemented in Python and runs at 55 Hz on a computer with an Intel® Core (i7-8700) on CPU @ 3.20 GHz × 12 and 16 GB RAM.

We chose to compare our binary cylindrical marker with the method in (Zhang et al. 2017) since it is the most recent state-of-the-art cylindrical marker that is available online for 6DoF pose estimation. For our ex vivo experiments, a da Vinci® surgical tool with 8 [mm] diameter was used. The ex vivo data captures the surgical tool with an attached cylindrical marker, over porcine liver and kidneys, as shown in Figure 3. To enable fair comparison with the state-of-the-art method (Zhang et al. 2017), we used the da Vinci Research Kit, dVRK (Kazanzides et al. 2014), to control the surgical tool through a predefined set of poses. Using this set of poses, we recorded data twice, once for our binary marker and once for the state-of-the-art marker. For each recording, these two markers were wrapped around the same region of the surgical tool and therefore, they went through the same range of poses. Both markers were printed on sticky paper to be rigidly attached to the shaft of the surgical tool. A KeyDot® marker was also rigidly attached to the surgical tool to collect ground truth data. The KeyDot is a planar marker, therefore, we 3D printed an adapter to create a planar surface around the cylindrical surgical tool using a Statasys® Objet500, with an accuracy of 100 microns.

3.2. Ex vivo experiment

During the ex vivo experiment, the robot moves the surgical tool through a set of predefined poses as explained above. This set of poses is used to capture image data for both our binary marker and for the state-of-the-art marker (Zhang et al. 2017). Specifically, first we attached our binary marker and captured the image data. Then, we replaced our binary marker by the state-of-the-art marker on the same region of the shaft and repeated the image capturing by controlling the robot through the same set of predefined poses. Both markers go through the same set of poses to guarantee fair comparison of the markers, as shown in Figure 4. For each marker, a total of 1,000 frames were captured for evaluation, capturing the surgical tool in different poses. These poses include the surgical tool at a working distance between 50 and 100 [mm], and a range of different angles. The range of angles was $[-40^\circ, 40^\circ]$ for Roll, $[-40^\circ, -5^\circ]$ Pitch, and $[-30^\circ, 30^\circ]$ Yaw, which are within the ranges defined by (Zhang et al. 2017).

3.2.1. Coordinate transformations

The ground truth pose of a cylindrical marker, $\text{Lap}_\text{Marker}$, is calculated as:

$$\text{Lap}_\text{Marker} = \text{Lap}_\text{Keydot} \times \text{Keydot}_\text{Marker}$$

where, $\text{Keydot}_\text{Marker}$ is the coordinate transformation from the cylindrical marker to the KeyDot, and $\text{Lap}_\text{Keydot}$ from the KeyDot to the laparoscope. When the surgical tool moves to a different pose, or when the laparoscope moves, both $\text{Lap}_\text{Marker}$ and $\text{Lap}_\text{Keydot}$ change their values. On the contrary, $\text{Keydot}_\text{Marker}$ does not change since both the Keydot and the cylindrical marker are rigidly attached to the same surgical tool. Therefore, the static transformation, $\text{Keydot}_\text{Marker}$, is calibrated before calculating the ground truth poses for each of the cylindrical markers. This transformation was calculated twice, once for our green marker, and once for the state-of-the-art marker, since each cylindrical marker has its own independent coordinate frame. These transformations were carefully measured and refined until the marker’s features achieved subpixel accuracy when reprojected.

3.2.2. Illumination conditions

For further validation, we evaluated both markers under different light conditions. Specifically, we used a STORZ® endoscopic light source, and we captured images with that light source at 25%, 50%, 75% and 100% of the maximum light intensity. For each of these light intensities, the robot went through the same set of predefined poses.

3.3. Simulation experiment

For further validation, VisionBlender (Cartucho et al. 2021) was used to create a synthetic laparoscopic dataset, shown in Figure 5. The goal of using the synthetic dataset is to add variability to the performance evaluation study, in terms of the marker pose, background surgical scene, and material properties of the shaft and marker. The simulation environment
The surgical tool consists of two parts, in the foreground (a), a virtual surgical tool with a marker attached to its shaft, and in the background (b), a endoscopic video captured from a real physical laparoscope. The background videos capture a diverse set of scenes of porcine cadavers from the SCARED dataset (Allan et al. 2021). To further increase variability, multiple virtual surgical tools were used in our simulation. To introduce variability to the appearance of the virtual tool and the marker, their material properties such as surface roughness and specular reflection, have been constantly changed between frames. Similarly, between frames the light intensity changes, to test the markers under both brighter and dimmer illumination conditions. In our simulated videos, the surgical tools move around a predefined set of poses within a range of distances and angles. Similar to our ex vivo experiment, in the simulation, the tool’s distance to camera and rotation is restricted within the range defined by the state-of-the-art (Zhang et al. 2017). Specifically, the camera-to-marker distance is within 60 to 130 mm and for testing rotation the angles vary between [−76°, 76°] in Roll, [−71°, 71°] in Pitch and [−62°, 62°] in Yaw. The diameter of the simulated surgical tool is 8 mm. On simulation, when the tool goes through the range of predefined poses, two videos are created simultaneously namely, one video with the marker proposed in (Zhang et al. 2017), and another video with our binary marker. For each marker, a total of 23,000 synthetic video frames were generated to compare the two methods.

3.4. Tracking multiple tools

Multiple binary markers, each with its unique binary pattern, can be generated to track multiple surgical tools simultaneously. To track multiple tools, our method processes the N largest green regions of the input image, where N is the number of markers that are expected to be detected. When the N markers are detected the multiple tool tracking is successful, and the pose of all the tools is calculated. For the multiple tool tracking experiment, we used N = 2 binary markers, which
were rigidly attach to two separate surgical tools. Then, a total of 150 images were collected, capturing these two surgical instruments at multiple poses. In those images, both the markers were inside the field of view of the camera and the surgical tools did not occlude each other.

3.5. Performance evaluation

The performance of our method has been evaluated with the ex vivo and simulation experiments by comparing the ground truth data with the poses predicted by our method and the method proposed in (Zhang et al. 2017). The method in (Zhang et al. 2017) was chosen for comparison since it is the most recent publicly available state-of-the-art method for 6DoF pose estimation with a cylindrical marker. The translation error was calculated using the mean absolute error in [mm]. The rotation error was calculated using the inner product of unit quaternions (Huynh 2009), which gives an error in the range [0°, 90°].

As shown in Table 1, our binary marker outperformed the state-of-art. The most significant difference is the accuracy of the predicted orientation of the surgical tool, which is represented by the rotation error. Our binary marker predicts the orientation of the surgical tool with mean errors as low as 0.45° and with low standard deviation values, which indicates that the values tend to be close to that mean error. Conversely, the state-of-the-art marker predicts the orientation of the surgical tool with around 4° error and a high standard deviation which

Figure 5. Results on simulation experiment.
Table 1.

| Light [%] | Translation mean error ± STD [mm] | Rotation mean error ± STD [°] | Detection rate [%] | Light [W] | Translation mean error ± STD [mm] | Rotation mean error ± STD [°] | Detection rate [%] |
|-----------|----------------------------------|------------------------------|-------------------|-----------|----------------------------------|------------------------------|-------------------|
| 25        | 1.37 ± 4.24                      | 5.45 ± 11.11                 | 82                | [0.8, 1.2] | 2.25 ± 8.82                      | 4.95 ± 8.00                  | 95                |
| 50        | 0.55 ± 1.20                      | 3.99 ± 5.96                  | 93                |           | 0.35 ± 0.18                      | 0.47 ± 0.25                  | 100               |
| 75        | 0.61 ± 1.48                      | 3.26 ± 3.98                  | 89                |           | 0.34 ± 0.18                      | 0.48 ± 0.23                  | 100               |
| 100       | 0.83 ± 1.80                      | 4.26 ± 7.03                  | 85                |           | 0.28 ± 0.17                      | 0.45 ± 0.31                  | 99                |

The state-of-the-art (Zhang et al. 2017) marker was outperformed by our binary marker, which scored smaller errors, lower deviation, and higher detection rate. The errors were smaller than the state-of-the-art marker for the same illumination conditions. In the ex vivo experiment, our binary marker achieved higher detection rate for all light intensities.

4. Discussion and conclusion

In this paper, an enhanced cylindrical marker was introduced for 6DoF tracking of surgical tools which achieves sub-millimetre accuracy. Our cylindrical marker was chosen as it encodes a binary pattern using 8 aligned features for each binary sequence. The binary sequences contribute independently to estimate the pose of the surgical tool, making our marker more robust to challenging illumination conditions, such as when there are specular highlights on the marker. Two experiments were conducted, one in simulation and ex vivo data, to compare the performance of our binary marker with the state-of-the-art marker that is available online. All the experiments were conducted carefully to allow a fair comparison between the two markers over the same set of predefined poses and illumination conditions. Our binary marker outperformed the state-of-the-art in speed and accuracy, with significantly lower errors and standard deviations. The performance evaluation verified the robustness of the proposed method to varying illumination conditions and challenging tool poses. Our current tracking method does not incorporate kinematic information which we aim to include in the future to improve the results even further. We also aim to use our enhanced marker along with kinematic information to
continuously update the hand-eye calibration of the robotic system during the operation to improve visual servoing. We also plan to further evaluate the tracking accuracy on challenging situations such as occlusions due to smoke or blood over the marker. Similarly, the simulation environment is to be extended and divided into separate parts to evaluate how each individual parameter, such as illumination, noise, motion blur, and other, influences the tracking accuracy.
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