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Abstract

Precision medicine relies on molecular and systems biology methods as well as bidirectional association studies of phenotypes and (high-throughput) genomic data. However, the integrated use of such data often faces obstacles, especially in regards to data protection. An important prerequisite for research data processing is usually informed consent. But collecting consent is not always feasible, in particular when data are to be analyzed retrospectively. For phenotype data, anonymization, i.e. the altering of data in such a way that individuals cannot be identified, can provide an alternative. Several re-identification attacks have shown that this is a complex task and that simply removing directly identifying attributes such as names is usually not enough. More formal approaches are needed that use mathematical models to quantify risks and guide their reduction. Due to the complexity of these techniques, it is challenging and not advisable to implement them from scratch. Open software libraries and tools can provide a robust alternative. However, also the range of available anonymization tools is heterogeneous and obtaining an overview of their strengths and weaknesses is difficult due to the complexity of the problem space. We therefore performed a systematic review of open anonymization tools for structured phenotype data described in the literature between 1990 and 2021. Through a two-step eligibility assessment process, we selected 13 tools for an in-depth analysis. By comparing the supported anonymization techniques and further aspects, such as maturity, we derive recommendations for tools to use for anonymizing phenotype datasets with different properties.
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INTRODUCTION

Background

Complex diseases are caused by a combination of genetic and environmental factors. Determining their cause, optimal therapies and prognosis requires matching clinical phenotypes with underlying biomolecular mechanisms [1]. Using molecular and systems biology methods as well as bidirectional association studies of phenotypes and (high-throughput) genomic data, researchers have made significant progress in many areas, including oncology [2]. Research on such precision medicine approaches is funded through large-scale initiatives in many countries, including the USA [3] and China [4].

However, the integrated use of such data often faces obstacles and leads to legal and ethical issues, especially in regards to data protection [5]. There is also a strong push towards making research data more i.e. Findable, Accessible, Interoperable and Reusable (FAIR) [6], which also requires addressing privacy challenges when data are processed for secondary purposes or disclosed to third parties [7]. To process data in compliance with regulations, organizational and legal procedures need to be implemented to protect the privacy of patients and research participants (see e.g [8, 9]). An important prerequisite for data processing in medical research is usually informed consent [10]. However, collecting consent can be difficult and is not always feasible, in particular when data are to be analyzed retrospectively and at large scale [11].

An alternative approach for phenotype descriptions is a process in which data are altered in such a way that the risk of re-identification of individual patients and research participants is minimized. This protection mechanism is called de-identification in some jurisdictions, such as the USA [8], and anonymization (the convention we use in this paper) in others, e.g. the European Union [9]. We also note that the term anonymization can be understood in a legal sense, which means that re-identification risks are reduced so far that the data can be considered non-personal and regulations do not apply anymore, as well as in a technical sense, where it merely means that some anonymization operations have been applied.

From the methodological perspective, anonymization means to transform data in such a way that privacy risks are reduced, while the reduction in risks is balanced against a reduction in the utility of the data. Several high-profile re-identification attacks have shown that achieving low risks can be complex [12]. For example, simply removing directly identifying attributes such as...
names or personal identifiers is usually not enough to prevent re-identification. More formal approaches are needed that use mathematical and statistical models to quantify risks and guide their reduction. Three different general types of models and methods are usually required for this purpose [13]:

(i) Privacy models implement techniques for quantifying risks to the privacy of individuals. Well-known examples include $k$-anonymity [14], which captures the uniqueness of combinations of key variables that could be used for re-identifying individuals, but there are further approaches, e.g. based on statistical modelling [15], game-theory [16] or differential privacy [17].

(ii) Transformation models implement techniques for modifying data to reduce risks according to the privacy models supported. Typical examples include generalization, deletion of data [18] or the addition of noise.

(iii) Utility models are used for quantifying the usefulness of output data to guide the anonymization processes. Often, aspects such as data quality or loss of information are used as proxies. A distinction can be made between general-purpose methods reflecting data fidelity or changes to value distributions as well as application-specific models, e.g. for creating privacy-preserving machine learning models [18].

We note that anonymization approaches have traditionally been developed in the statistics as well as the computer science community. The former community focused more on informal and ‘rules-of-thumb’ approaches aiming towards utility preservation, which were, e.g. used to publish census data, while the latter focused on more rigorous algorithmic approaches providing formal protection guarantees motivated by successful privacy breaches. In recent years, the approaches taken by both communities have started to converge [19]. Moreover, we would like to point out that algorithmic approaches to tabular data anonymization are ‘white box’ approaches, meaning that is possible to clearly understand why a certain result has been produced for a certain dataset provided a certain configuration. However, anonymization can still lead to biases in data, e.g. when outliers are removed. For this reason, every anonymization process needs to be guided by a thorough human-in-the-loop utility analysis, which can be supported by the models introduced above and the tools reviewed in this article.

By configuring and applying anonymization tools according to the requirements laid out in laws, regulations and guidelines they can be used achieve anonymity in the legal sense. Examples include the Safe Harbor and Expert Determination methods defined by the US Health Insurance Portability and Accountability Act (HIPAA) Privacy Rule [8]: quantitative anonymization approaches oriented towards the EU General Data Protection Regulation [9] as well as the methods laid out in the UK National Health Service Digital (NHS Digital) Standard for Publishing Health Data [20]. Methods for anonymization are relevant on a global scale, e.g. also in China, which just recently enacted its new Personal Information Protection Law (PIPL) [21]. Moreover, by utilizing anonymization on a best effort basis, risks can be reduced and best practices, such as the data minimization principle, can be implemented.

Objective

When aiming to integrate anonymization methods into their data processing pipelines, researchers and data scientists are confronted with a range of challenges. First, a very large number of anonymization techniques have been proposed in the literature [22]. Moreover, implementing them in a scalable and reliable manner is difficult [23]. Common libraries and mature anonymization tools provide a viable alternative by implementing a carefully selected set of methods in a reliable manner. However, also the space of available anonymization tools is heterogeneous and obtaining an overview of their strengths and weaknesses is difficult due to the complexity of the problem space and the wide range of implementation-specific properties.

To support researchers with putting anonymization procedures into practice, we hence performed a systematic review of anonymization tools described in the literature. We focused on software for structured tabular data, as this is the most prevalent type of structure for phenotype descriptions. For an overview of anonymization approaches for other data types, we refer to the ‘Discussion’ section. We further focused on open tools, mostly from academic institutions, as little is known about the design and inner workings of commercial software in the space, which is not readily available to the scientific community. The major goals of our work were to provide a systematic overview of anonymization tools for structured data available to the community by answering the following research questions:

(i) Which open tools for anonymizing structured tabular data have been described in the literature?
(ii) What is their technological basis, maturity and development status?
(iii) What are the tools’ advantages and disadvantages?

We believe that this information is vital for enabling researchers choose the right tools for their use cases.

METHODS

We performed a structured review to map the state-of-the-art in the broad and heterogeneous field of anonymization tools for tabular data. Where applicable, we followed the Preferred Reporting Items for Systematic Reviews and Meta-Analyses (PRISMA) guidelines for structured reviews [24]. After a structured selection process, we created summarized descriptions of the different tools, charted data items describing their development status and functionality and then compared the data items to answer the research questions outlined above. Because the data were obtained from published papers and software solutions, ethical approval was not sought for this study.

Selection process

Our aim was to identify open anonymization tools for tabular data that have been described in the scientific literature. An overview of the screening and selection process is shown in Figure 1. The complete selection process is described in Supplement 1.

We searched PubMed, IEEE Xplore, the ACM Digital Library and the Web of Science, as the topic of this review is placed at the intersection of medicine and computer science. We used two sets of keywords, one to cover the anonymization context and one to cover the software context. The final search was performed on 22 July 2022. Eligible articles needed to match both sets in their title:

(i) Term set 1: ‘anonymization’ or ‘anonymizing’ or ‘anonymous’ or ‘anonymity’.
(ii) Term set 2: ‘tool’ or ‘software’.

We further restricted the results to peer-reviewed articles, written in English and describing original work published between 1990 and 2021. We chose this timeframe to ensure that we include all relevant literature. Research on anonymization received a
significant impetus with the re-identification of Massachusetts Governor William Weld’s medical records in 1997 [12, 14]. The search for studies published up to seven years prior to this event was intended to ensure that no earlier developments are missed.

Search results were exported as comma-separated values files, harmonized, and imported into a consolidated spreadsheet. In total, we found 52 articles (without duplicates), of which 15 were identified via the ACM Digital Library, 10 via PubMed, 18 via IEEE Xplore and 28 through the Web of Science (including duplicates). We added one additional article covering an anonymization tool that we found through the website of the organization Technology, Methods, and Infrastructure for Networked Medical Research (TMF), which develops best practices for networked medical research in Germany [25]. From the articles identified, we extracted tools that were mentioned as well as their application scope. Only tools for anonymizing structured tabular data were considered for further analysis. Each paper was screened by one of the authors AH or FP and the results were checked by the corresponding other author. Cases of disagreement were discussed until consensus was reached. The largest number of tools was excluded due to a focus on network traffic anonymization (32), text processing (10), agent platforms (5) and interactive query anonymization (3). In total, 13 tools were identified as being eligible for in-depth analysis.

Data charting
For the eligible tools, we collected basic properties such as the programming language utilized, the date of the first release and last known update as well as information on the functionalities supported. Data charting was done by AH and FP following the same process as in the screening step. An overview of the set of data items charted is provided in Table 1.

We note that we were particularly careful along the functionality axis. It is challenging to compare different anonymization tools to each other without comparing apples to oranges (a problem that often occurs in sections on related work of corresponding papers). For example, several tools might support a certain privacy model—but only in combination with different degrees of automation and different ways of transforming data. Moreover, a certain anonymization method may only be supported while optimizing output data towards a specific objective, such as maximizing output data fidelity, which might not result in data that is suitable for other use cases, such as machine learning applications [26]. To obtain comparable data items, we hence focused only on privacy models that can be enforced by the tools in an automated manner. This also provides hints to whether a certain tool is suitable for generic biomedical research data platforms where a high degree of automation is often needed.

Results
In this section, we will first present an overview of the tools in ascending chronological order of their release date and will then provide a comparison and assessment based on basic properties as well as further information on the functionalities provided.

Overview

μ-Argus
μ-Argus is a well-known and early anonymization tool, originating from statistical disclosure control (SDC) research, which was originally published in 1998 by the Centraal Bureau voor de Statistiek, the Netherlands [27]. Argus stands for ’Anti Re-Identification
Table 1. Data items collected

| Variable       | Examples                                      | Definition                                                                 |
|----------------|-----------------------------------------------|----------------------------------------------------------------------------|
| Institution    | Statistics Austria, University of Thessaly    | Institution of the primary author of the software                          |
| Country        | Austria, Germany                              | Country in which the institution of the primary author of the software is located |
| Language       | Java, R                                       | Programming language in which the software is primarily implemented         |
| Release date   | 2012                                          | Year in which the software was first released                              |
| Latest update  | 2019                                          | Year in which the latest update or changes to the software were performed   |
| License        | MIT license                                   | License under which the source of the software is released                 |
| Privacy models | k-anonymity, l-diversity                     | Models supported by the software for measuring and automatically reducing privacy risks |

General Utility System’, μ stands for ‘Microdata’, i.e. individual-level tabular data [28]. The tool provides a relatively low degree of automatization, and it requires users to iteratively transform datasets while measuring reductions in risks and utility. For this, an interactive graphical user interface is implemented. Input can be provided in the form of comma-separated-value (CSV) or fixed-width columnar files as well as SPSS files. The tool is published as an open-source software running on all major operating systems (Windows, Linux, MacOS) and is still maintained today, with the last update at the time of writing in 2021.

sdcMicro

sdcMicro is another well-known tool from the statistical domain, originally published in 2007 by Statistics Austria [29]. The tool supports wide range of anonymization methods in the form of a toolbox that is provided as a package for the R statistical computing environment. Analogously to μ-Argus, these different methods can be applied in an iterative manner through a mostly manual process involving repeated evaluations of a dataset’s utility. Through the integration into R, a wide range of statistical methods can be used for this purpose. In addition, the software also features a cross-platform graphical user interface [30], which guides users through the application of the methods supported and produces a log-file in which all operations performed are documented in R code for reproducibility. sdcMicro also features an automated algorithm based on k-anonymity and cell suppression (i.e. the removal of individual cell values). The tool is published as open-source software running on all major operating systems (Windows, Linux, MacOS) and is still maintained today (last update at the time of writing in 2021) [31].

OpenAnonymizer

OpenAnonymizer is also a tool developed by computer science researchers from the University of Vienna, Austria, in 2008 [32]. The software is able to automatically anonymize data according to user-selected privacy models and risk thresholds, which can be controlled through a web-based graphical user interface. In contrast to tools from the statistical context, this tool and other tools from the computer science community put a stronger focus on algorithmic approaches to (semi-)automatically transform datasets in such a way that risks measured according to a defined risk or privacy model fall below a user-defined threshold. However, the anonymization algorithm implemented by OpenAnonymizer is quite simple with limited scalability and flexibility. Data and configuration settings need to be provided in an application-specific XML-format. The tool is published as open-source software running on all major operating systems (Windows, Linux, MacOS) but development has ceased with the last update provided at the time of writing in 2009 [33].

Cornell anonymization tool

The Cornell anonymization tool (CAT) is another tool from the computer science community, published by Cornell University, USA, in 2009 [34]. CAT combines an automated anonymization process with manual options to adjust output data to reduce residual risks. This process is supported by a comprehensive graphical user interface that can be used to apply transformations to the data and shows, which records in the dataset violate user-defined privacy guarantees as well as how the changes to the dataset have affected basic statistical properties. Data need to be provided in a tool-specific format. The tool is available as open-source software, albeit without a specific license, for Windows operating systems and development has ceased (last update in 2014) [35].

TIAMAT

TIAMAT, which stands for ‘Tool for Interactive Analysis of Microdata Anonymization Techniques’, is another software developed by computer science researchers, in this case from Purdue University, USA, in 2009 [36]. It supports different anonymization algorithms, such as Mondrian [37] and k-Member [38] as well as multiple models for analyzing and optimizing the utility of output data, as well as three different privacy and risk models. The processes supported are made available through a cross-platform graphical user interface running on all major operating systems, with a focus on comparing the properties of different anonymization techniques. However, the tool is not available for download and its source is not open.

UTD anonymization toolbox

The UDT anonymization toolbox is an early software tool developed by the computer science community and originally published by researchers from the University of Dallas, Texas, USA, in 2010 [39]. The software features several algorithms that apply different transformation methods based on different privacy and risk models, including DataFly [40], Mondrian [37] and Incognito [41]. The software requires data to be encoded into a specific input format based on text files. The tool is published as open-source software running on all major operating systems (Windows, Linux, MacOS), but development has ceased with the last update provided at the time of writing in 2012 [42].

Anon

Anon is also a tool developed by computer science researchers, in this case from the University of Klagenfurt, Austria, and was originally published in 2012 [25]. The software is able to automatically anonymize data according to user-selected privacy models and risk thresholds. Analogously to OpenAnonymizer, the
anonymization algorithm implemented is quite simple with limited scalability and flexibility. Data and configuration settings need to be provided in an application-specific XML format. The tool is available as open-source software running on all major operating systems (Windows, Linux, MacOS) but with an unspecified license. The software is not maintained anymore (last update in 2013) [43].

**ARX data anonymization tool**

The ARX data anonymization tool is developed (by the authors of this paper) at the Berlin Institute of Health @ Charité—Universitätsmedizin Berlin, Germany, and was first published in 2012 [13]. ARX also focuses on a high degree of automatization and on flexibility. It supports a wide range of privacy risk models, transformation models and utility models that can be combined almost arbitrarily. This flexibility is achieved by a generic core algorithm combined with a flexible runtime environment tailored towards anonymization tasks that has been adopted by several other systems, such as Amnesia or SAP HANA Data Anonymization [44]. ARX is available as open-source software running on all major operating systems and is still under active development (last update provided at the time of writing in 2022) [45].

**SECRETATA**

SECRETATA is a system developed by researchers from the University of Peloponnes, Greece, and published in 2013 [46], which is focused on analyzing the effectiveness and efficiency of anonymization algorithms for tabular as well as set-valued data. It implements nine different algorithms, including four for tabular data, many of which are also supported by other anonymization tools, as well as five different algorithms for set-valued data. It features a cross-platform graphical user interface providing two modes: evaluation and comparison. Input data have to be provided as CSV files. However, analogously to TIAMAT, the tool and its source code are unfortunately not available to the community [47].

**Probabilistic anonymization**

Probabilistic anonymization is a tool developed by researchers from the University of Cyprus, Cyprus and Newcastle University, UK and was published in 2018 [48]. The software differs from the other tools described in this paper by not basing its approach directly on privacy and utility models but by perturbing data through the addition of random noise. Specifically, normally distributed random noise with user-specified variances is added to prevent linkage with other data. Analogously to sdcMicro, the software is provided as a package for the R statistics programming environment and can hence be used with data provided in a range of formats. Probabilistic anonymization has not been updated since its initial release and is distributed without licensing information [49].

**μ-Ant**

μ-Ant is a tool developed at the Center for Cybersecurity Research of Catalonia, Spain, and was first published in 2017 [50]. μ-Ant focuses on microaggregation as a transformation method and puts a special focus on nominal data, implementing semantic mechanisms based on models of the domains of nominal attributes specified using the Web Ontology Language (OWL). In addition to nominal variables, continuous or discrete numerical attributes, dates or basic categorical attributes are supported. Input needs to be provided as CSV files. μ-Ant is a standalone open-source tool implemented in Java, running on all major operating systems. It is still maintained to date, with the last update at the time of writing in 2019. It distributed under the MIT license [51].

**Amnesia**

Amnesia is also a tool developed by computer science researchers, in this case from the University of Thessaly, Greece, and it was first published in 2019 [52]. The software supports a semi-automated anonymization process for tabular and set-valued data (as well as combinations), analogously to SECRETA. For tabular data, it implements a mechanism for classifying different transformations based on the protection provided from re-identification, but it does not support automatically estimating and optimizing the utility of output data. Parts of its codebase are based on ARX. Data can be provided in CSV format and a web-based graphical user interface guides users through the anonymization process. The tool is available as open-source software running on all major operating systems (Windows, Linux, MacOS) and is still under active development (last update in 2022) [53].

**PrioPrivacy**

PrioPrivacy has been developed by the Research Studio Data Science in Vienna, Austria, and was originally published in 2019 [54]. It is a tool for anonymizing tabular data, which intends to provide high flexibility in the choice of variables that need to be protected and the specification of their relevance for the utility of the resulting anonymized data. On the implementation level, it is an extension of the ARX Data Anonymization Tool with additional features—and also restrictions. As it is based on ARX, PrioPrivacy is also implemented in Java and hence compatible with all major platforms and the code is available to the public. It is under active development, with the last update provided in 2021. No information could be found on the license of the software [55].

**Comparison and assessment**

An overview of general properties of the tools identified is provided in Table 2.

As can be seen, most of the tools were initially released around 2010, with the exception of Probabilistic Anonymization, μ-Ant, Amnesia and PrioPrivacy, which are relatively recent developments (published 2018 and 2019). Nine out of the thirteen tools identified are (at least partly) implemented in Java. The remaining four are implemented in C++, and R. Seven out of thirteen tools have not been released to the public or are released under an unspecified license. Regarding the countries of origin of the primary authors, four of the tools are from Austria, three from the United States, two from Greece, one from Germany, one from Spain, one from the Netherlands and one from Cyprus and the United Kingdom. Only six of the tools are still actively maintained today: Amnesia, ARX, sdcMicro, μ-Argus, μ-Ant and PrioPrivacy. It has to be noted that most of the tools identified must be considered research prototypes and, according to the papers describing them (see prior sections), only μ-Argus, sdcMicro and ARX are mature tools that have been successfully used in a range of real-world applications.

**Transformation models**

Data transformation methods can be classified into truthful and non-truthful approaches (see [56] for an overview). Well-known truthful methods include generalization, where values are replaced by semantically consistent values taken from a user-defined hierarchical representation of the domain of values.
Generalization hierarchies can also be represented as functions, which can be used to perform on-the-fly categorization of continuous attributes during anonymization. A top code for a variable is an upper bound for all values of that variable in a dataset. Similarly, a bottom code is a lower bound for all values of a variable in a dataset. Top- and bottom coding can be implemented by using hierarchies that truncate values exceeding a user-specified range. Generalization can be applied in different ways. With full-domain generalization, all values of an attribute are transformed to the same generalization level in all records. With multi-dimensional generalization, different generalization schemes can be applied to different subsets of the records, but the same records will always be generalized in the same manner. With local generalization, this guarantee is not provided. Suppression is another truthful method implementing the removal of data, which can be performed on cell, attribute and record level. Important non-truthful transformation methods include the addition of noise and microaggregation, which means that groups of values are replaced with aggregates, such as the arithmetic or geometric mean or an interval covering their range.

As mentioned, we will put a specific focus in our analysis on methods that are supported in (semi-) automated anonymization processes by the tools identified. μ-Argus supports generalization and suppression for anonymizing combinations of up to three key variables/quasi-identifiers. sdcMicro supports enforcing one privacy model (k-anonymity) using cell suppression. The UTD anonymization toolbox implements full-domain and multi-dimensional generalization, bottom-coding, record, cell and attribute suppression. CAT supports full-domain, record and attribute suppression as well as top- and bottom-coding. Amnesia implements full-domain and local generalization as well as top- and bottom-coding. TIAMAT supports local generalization, cell suppression and microaggregation in μ-Argus as well as sampling, microaggregation, noise addition and rank swapping in sdcMicro.

In addition to automated transformation, several tools also support manual modifications to input data. Examples include local suppression, randomization, noise addition and microaggregation in μ-Argus as well as sampling, microaggregation, noise addition and rank swapping in sdcMicro.

Utility models

A wide variety of utility models has been proposed in the literature (see [18] for an overview). Many of the tools provide only limited support of methods for optimizing the utility of output data automatically during the anonymization process. SECRETA implements several such features with a specific focus on transaction data. Amnesia will not automatically optimize the utility of output data. OpenAnonymizer, Anon, the UTD Anonymization Toolbox and sdcMicro only support a model minimizing the degree of generalization applied. In contrast, ARX and Tiamat support several more complex optimization functions, such as normalized certainty penalty, loss or the classification metric for tailoring output towards machine learning purposes. μ-Ant calculates the sum of squared error and supports comparisons of variances and means between input and output data. As PrioPrivacy is based on ARX it supports all utility models provided by the software but puts a specific focus on Non-Uniform Entropy. Several tools, including ARX, sdcMicro, CAT, μ-Argus, SECRETA and Amnesia, also provide features for illustrating and analyzing the utility of output data, e.g. by means of contingency tables or density graphs as well as further types of statistical methods. Probabilistic Anonymization does not support any specific methods for utility evaluation.

Privacy models

As already mentioned above, a wide variety of privacy models has been proposed in the literature [22]. These address different privacy threats. Membership disclosure means that an adversary, i.e. a malicious entity trying to breach the privacy of individuals, is able to determine whether or not data about an individual is contained in a dataset. While this does not directly disclose information from the dataset itself, it may allow an adversary to infer meta-information, e.g. if the data are from a disease-specific registry. Attribute disclosure can be achieved without linking a person to a specific element in a dataset. It occurs when sensitive attributes from the dataset can be associated to linking a person to a specific element in a dataset. It occurs when sensitive attributes from the dataset can be associated to
Table 3. Privacy models supported by at least two of the tools identified

| Privacy model | Model type | μ-Argus | sdcMicro | Open anonymizer | CAT TIA-MAT | UTD Anon | ARX | SECRETA | μ-Ant Amnesia | Privacy Probabilistic anonymization |
|---------------|------------|---------|----------|----------------|-------------|--------|------|---------|----------------|------------------------------------|
| k m.-Anonymity | Syntactic/statistical | X | X | X | X | X | X | X | X | X | X |
| k-Anonymity   | Syntactic/statistical | X | X | X | X | X | X | X | X | X | X |
| ε-Diversity   | Syntactic/statistical | X | X | X | X | X | X | X | X | X | X |
| t-Closeness   | Syntactic/statistical | X | X | X | X | X | X | X | X | X | X |

*aOnly for combinations of one, two or three key variables

\[ k \text{-Anonymity:} \] This model quantifies the degree of anonymity through the indistinguishability of records regarding so-called quasi-identifiers, which are variables that could be used for linking records with other datasets. The degree of anonymity of a record is defined by \( 1/k \) where \( k \) stands for the number of records that are indistinguishable from the record (including the record itself). A dataset is usually anonymized by specifying a risk threshold from which \( k \) can be derived as \( k = 1/\text{threshold} \).

\[ ε\text{-Diversity:} \] This model quantifies the risk of attribute disclosure by measuring the number of different values \( ε \) a sensitive attribute takes for a set of records that are indistinguishable regarding quasi-identifiers. The higher this number is, the higher the uncertainty of an adversary regarding the value of the sensitive attribute for a record linked to a group of indistinguishable records. Analogously to \( k\)-anonymity, a risk threshold can be defined by providing a lower bound on \( ε \).

\[ t\text{-Closeness:} \] This model also quantifies the risk of attribute disclosure. In contrast to \( ε\)-diversity it does so based on the distance between the distribution of the values of sensitive variables in groups of indistinguishable records from the distribution of values in the overall dataset. This can potentially provide better risk estimates. Analogously to the other methods, \( t \) can also be controlled by a risk threshold.

\[ t\text{-Presence:} \] This model has been designed for transactional data, i.e., data that consists of set-valued variables. It measures risk by focusing on the number of values \( m \) in a set that an adversary would need to know to narrow the record of an individual down to a set of indistinguishable records of size \( k \). Also here, \( k \) and \( m \) are usually derived from risk thresholds.

Common transformation methods for making sure that risks fall below given thresholds for \( k, t \), and \( m \) include the generalization, categorization, suppression or aggregation of values of variables that might be known to adversaries. Good applications of these transformation models can be found using search, genetic and clustering algorithms that optimize for output data utility.

Figure 2. Info box providing a brief explanation of the privacy models listed in Table 3.

individuals. Identity disclosure (or re-identification) means that an individual can be linked to a particular record.

An overview of the models that can be enforced automatically by at least two of the tools identified is listed in Table 3. \( ε\)-Diversity [57] and t-closeness [58] protect data from attribute disclosure, while \( k\)-anonymity [14] as well as \( k^m\)-anonymity [59] protect data from identity disclosure. A brief explanation of the different models is provided in Figure 2.

As can be seen, only amnesia and SECRETA support \( k^m\)-anonymity, which is a privacy model transferring the concept of \( k\)-anonymity to set-valued data (e.g., sets of diagnoses of patients). \( k\)-Anonymity, which is the most well-known and common model, is supported by all tools analyzed, apart from CAT. We note that \( μ\)-Argus supports \( k\)-anonymity only for up to three key variables. \( 1\)-Diversity and t-closeness are supported by four and three of the tools, respectively. Probabilistic anonymization does not implement any of the models listed in Table 3, but provides implicit protection from re-identification achieved by noise addition.

All tools except ARX support automated anonymization exactly for the models listed in Table 3. ARX also supports \( 1\)-Presence [60], which protects data from membership disclosure, advanced methods for protecting data from identity disclosure (average risk [61], k-map [14], population uniqueness [62], game-theoretic models [16]), additional models protecting data from attribute disclosure (\( 4\)-disclosure privacy [63] and \( β\)-likeness [64]) as well as differential privacy [17], which is a stringent model protecting output data from all types of disclosure mentioned.

Performance

Some anonymization problems have been shown to be NP-hard [65], and optimal solutions can therefore often only be computed for relatively small problem sizes (up to about 15 quasi-identifiers). However, a range of heuristic and approximate algorithms have been developed which can also provide good solutions for larger problem sizes (see, e.g. [66]). The performance of an anonymization algorithm will usually strongly depend on the statistical properties of a real-world dataset. We deliberately decided to not include a performance comparison in this review for the following reasons:

(i) As mentioned previously, it can be difficult to compare anonymization tools to each other without comparing apples to oranges due to the differences in their feature sets.
In regards to (ii), careful performance comparisons between
ARX, the UTD anonymization toolbox and μ-ANT as well between
ARX and sdcMicro have been presented in [13, 67]. A comparison
between ARX and Amnesia has been published recently [68]. The
performance of ANON has been studied in [25]. From the results of
these papers, it can be concluded that ARX outperforms the other
anonymization tools studied. PrioPrivacy and Amnesia are based
on the code of ARX and will hence provide comparable perfor-
mance. The algorithm implemented by probabilistic anonymiza-
tion is trivial in terms of runtime and memory complexity and
will hence execute very fast. A performance comparison with μ-
Argus would be of little practical relevance, as it can only handle
very limited anonymization problems. CAT, TIAMAT and SECRETA
are not available for performance evaluations.

We note that the three tools considered particularly relevant
for practical applications by the authors (see next section) are
all expected to provide reasonable performance in real-world
settings. This means that the anonymization of a dataset with
10 key variables that could be used for re-identifying individuals
(usually an exponential factor) takes up to about 1 s for 10 000
records (usually a linear factor), 10 s for 100 000 records and
100 s for 1 000 000 records (see [13, 67] for detailed experimental
analyses). We note that the tools will typically just use one CPU
core per anonymization process (Amnesia also supports a paral-
lelized k-anonymity algorithm.) If execution times in this order of
magnitude are not acceptable or the dataset to be anonymized is
much larger, some tools support additional heuristics that can be
used to reduce computational complexity or data can also be split
into different chunks, which can then be processed independently
and also in parallel (see [67] for an example using ARX). Both
methods of increasing performance, however, can come with a
reduction of output data utility.

Discussion
Principal results
Based on the results of our analyses, we consider three anonymiza-
tion tools to be particularly relevant for most use cases: (i) ARX
can serve as a scalable basis for implementing anonymization
pipelines supporting a wide range of anonymization, risk
assessment and risk management methods for tabular data,
(ii) amnesia is particularly relevant for integrating methods
tailored towards set-valued data, e.g. sets of diagnosis codes,
into anonymization processes, and (iii) sdcMicro provides a
powerful environment for anonymizing data using a semi-
automated process within the statistical computing environment
R. The other tools identified are mostly research prototypes
that are either not publicly available, not sufficiently scalable,
not maintained anymore or lack critical functionalities. The
information provided in this article can support users with the
selection of an appropriate tool, e.g. based on the privacy models
supported.

Limitations and related work
In this article, we have focused on anonymization tools for tabular
data. However, other types of data are also relevant for biomedical
research, in particular clinical texts, medical images and omics
data. Anonymization methods for clinical texts (e.g. physician let-
ters or progress notes in electronic health records) typically follow
a rule-based approach, e.g. Scrubber from the US National Library
of Medicine [69], or implement machine learning-based methods
(see [70] for a recent study) to remove identifying tokens from
texts or replace them with consistent synthetic data [71]. Software
for anonymizing medical images also aims to remove identifying
characteristics. This is particularly important for images of the
head, for example, which is why a number of software solutions
have been developed for removing facial features from medi-
cal resonance imaging (MRI) images (defacing; see [72] for an
overview). There are also proposals for anonymization methods
applicable to the field of genomic data [73], although interactive
anonymization and interfaces for availability requests are of par-
ticular relevance in this context (see [74] for a recent review). Tools
have also been proposed focusing on data represented in common
interoperability standards, such as clinical data in the HL7 FHIR
format (see, e.g. [75]). Another limitation of our work is the focus
on articles published in English.

As an alternative or addition to anonymization, the generation
of synthetic data, especially by means of Generative Adversar-
ial Networks (GANs), is increasingly being discussed. However,
whether these methods are really superior to classic anonymiza-
tion methods is subject of ongoing research (see, e.g. [76]). In
future work, we plan to also perform structured reviews of open
tools for protecting further types of data.

Conclusion
In this article, we have provided a systematic review of open
anonymization tools for tabular phenotype data. We have shown
that the landscape consists mainly of research prototypes and
that only a handful of mature tools are available. We recommend
that researchers searching for anonymization tools for practical
applications take a closer look at ARX for automated anonymiza-
tion of relational data, Amnesia for automated anonymization
of set-valued data, and sdcMicro as a library and tool for mostly
manual anonymization processes.

Key Points
- Data anonymization is complex and providing trans-
pparency on the strengths and weaknesses of publicly
available tools for tabular data is challenging.
- We performed a systematic review of open anonymiza-
tion tools for structured phenotype data described in the
literature.
- We derive recommendations for tools to use for
anonymizing phenotype datasets with different proper-
ties and in different contexts.
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The data underlying this article are available in the article and in
its online Supplementary Material.
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