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Abstract—Control design for robotic systems is complex and often requires solving an optimization to follow a trajectory accurately. Online optimization approaches like Model Predictive Control (MPC) have been shown to achieve great tracking performance, but require high computing power. Conversely, learning-based offline optimization approaches, such as Reinforcement Learning (RL), allow fast and efficient execution on the robot but hardly match the accuracy of MPC in trajectory tracking tasks. In systems with limited compute, such as aerial vehicles, an accurate controller that is efficient at execution time is imperative. We propose an Analytic Policy Gradient (APG) method to tackle this problem. APG exploits the availability of differentiable simulators by training a controller offline with gradient descent on the tracking error. We address training instabilities that frequently occur with APG through curriculum learning and experiment on a widely used controls benchmark, the CartPole, and two common aerial robots, a quadrotor and a fixed-wing drone. Our proposed method outperforms both model-based and model-free RL methods in terms of tracking error. Concurrently, it achieves similar performance to MPC while requiring more than an order of magnitude less computation time. Our work provides insights into the potential of APG as a promising control method for robotics.

SUPPLEMENTARY MATERIAL

Video of ICRA presentation: https://youtu.be/HdfvsI126D8
Source code: https://github.com/lis-epfl/apg_trajectory_tracking

I. INTRODUCTION

Control systems for robotics are becoming increasingly complex, as they are required to cope with diverse environments and tasks. As a response to challenges in deploying robots in real-world environments, learning-based control has gained importance and has started to replace classical control such as Model Predictive Control (MPC) or PID control [1], [2]. While both (reinforcement) learning and MPC can be used for trajectory tracking by maximizing a reward or minimizing a cost with respect to the reference trajectory, they drastically differ in terms of computation of the optimization. MPC requires no prior training and computes the optimization directly at runtime, resulting in large computational demands on the robot. Subsequently, much work is invested into approximation algorithms or tailored hardware, since otherwise, the computation is not feasible to execute on the real platform [3], [4], [5]. This is especially relevant for flying vehicles where only limited computing hardware can be carried. In contrast, model-free RL is often applied by shifting the optimization to a training phase in simulation before deployment. Although RL was developed for solving long-term planning problems, it can be used for trajectory tracking by negatively rewarding the distance to a reference [6]. At runtime, inference of the policy then allows fast execution on the robot. However, RL treats dynamics as a black-box model and probes the environment to gain information about it. As a result, it is prone to require a large amount of training data, which is particularly restrictive for complex and slow-to-simulate systems. Finding a solution requiring little training data and permitting fast computation during run-time would be desirable.

Recent developments in the field of differentiable simulators have given rise to an alternative approach called Analytic Policy Gradient (APG) [7], which has the potential to fulfill these two requirements. In APG, differentiable simulators allow analytical calculation of the reward gradients, enabling direct training of a policy with backpropagation. By employing prior knowledge of the system in the form of the analytical gradients, APG was demonstrated to rely on one to four orders of magnitude less training data than RL to achieve similar performance [8], [9], [10], [11]. Since APG pre-trains a control policy, like model-free RL, it also allows fast execution at runtime and is flexibly applicable to even high-dimensional inputs such as images.

Nevertheless, APG faces several challenges when employed for robotic systems. Firstly, to train a policy with APG, it is often required to propagate gradients backwards over several time steps, to when the causing action was applied. This paradigm is termed backpropagation-through-time (BPTT) in APG and, similar to training RNNs, it is known to cause vanishing or exploding gradients [12]. Secondly, APG is prone to get trapped in local minima [7]. Both problems may prohibit training of a robust and accurate policy. Current implementations have thus focused on MuJoCo environments [7], [13] or fluid simulations [14], whereas experiments on complex robotic systems are still rare. Furthermore, APG is usually only compared to RL and not to other performant robotics control approaches. Detailed experiments are therefore still necessary to determine how its performance compares to established optimization-based control techniques, such as MPC [13].

In this work, we demonstrate the potential of APG as an efficient and accurate controller for flying vehicles. With a
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recoding-horizon training and a curriculum learning strategy, our APG controller is able to learn trajectory-tracking tasks offline for three diverse problems: (1) balancing an inverted pendulum on a cart (standard task in RL known as CartPole), (2) navigating towards a 3D target with a fixed-wing aircraft [15], and (3) tracking a trajectory with a quadrotor. In contrast to previous work, we systematically compare APG to both learning-based approaches as well as classical control, and demonstrate its advantages in terms of runtime, tracking performance, sample efficiency for adaptation scenarios, and input flexibility, i.e., vision-based control.

Our APG controller achieves similar or better tracking performance than commonly used model-based and model-free RL algorithms. It also achieves similar performance as MPC while reducing computation time by more than an order of magnitude. This demonstrates the potential of APG and addresses the problem of unstable training, enabling APG to be applied in challenging robot control tasks, where computation time for deployment and flexibility to sensor inputs is important.

II. BACKGROUND AND RELATED WORK

We first introduce a framework describing the problem setting mathematically. We situate previous works within this framework and highlight the differences to our approach.

A. Problem setting

In contrast to the traditional RL setting, we target fixed-horizon problems where a reference trajectory is given as \{v_\ell\}, v_\ell \in S is to be tracked accurately. Thus, we do not maximize a reward but minimize the Mean Squared Error between states and a reference trajectory. We define the task as a discrete time, continuous-valued optimization problem:

\[
\min_\pi J^*(\pi) = \min_\pi \mathbb{E}_{(s_t,v_t) \sim \rho(\pi)}[C(f(s_t,\pi(s_t,v),v_t)],
\]

where \(C\) is a cost depending on a given reference state \(v_\ell \in S\) and the robot state \(s_\ell \in S\); \(\rho(\pi)\) is the distribution of possible state-reference pairs \{(s_0,v_0), \ldots, (s_\ell,v_\ell)\} induced by the policy \(\pi\). The state at the next time step is given by the dynamics model \(f\) with \(s_{\ell+1} = f(s_\ell,\pi(s_\ell,v))\). The robot state is initialized to the provided reference \((s_0 = v_0)\).

As typical in the control literature [16], we define total cost \(C\) as the sum of the state cost (\(L^p\)-norm of the difference between the next state and the reference) and the control cost (\(L^p\)-norm of the actions) at time \(t\), i.e.,

\[
C(f(s_t,\pi(s_t,v),v_t)] = \|f(s_t,\pi(s_t,v)) - v_{t+1}\|_p + \|\pi(s_t,v)\|_p .
\]

B. Model-free RL

**Observation 1:** \(J^*(\pi)\) can be optimized directly with respect to \(\pi\) by Monte-Carlo sampling to obtain empirical estimates of the gradients. This does not require \(f\) to be differentiable. In turn, it requires extensive sampling, especially for long-term planning. This approach is used by both model-free RL [17], [18] and some specific instances of model-based RL [19], [20], [21], [22].

C. Online optimization and model-based RL

**Observation 2:** Many model-based RL algorithms [23], [24], [25] optimize the nonlinear controller cost in Equation 1. They limit the horizon \(T\), reducing the computational load and allowing online optimization with respect to actions, e.g., via iterative Linear Quadratic Regulator (iLQR) method or MPC. A drawback of such methods is that the optimization is calculated online, which is potentially both prohibitively slow and difficult to solve. This is especially true for non-convex dynamics or dynamics with a high dimensional state space.

D. Differentiable programming (DP)

**Observation 3:** If \(f\) and \(\pi\) are differentiable, \(J^*(\pi)\) can be minimized directly via gradient descent.

Such end-to-end differentiable training is also known as training with Analytical Policy Gradients (APG) [7]. Neural ODEs [19] have inspired APG approaches for control, and several differentiable physics simulators were developed, such as DiffTaichi [8], DiffSim [11], or Deluca [26]. Gradu et al. [26] also demonstrate APG applications for control tasks and include a planar quadrotor model in their experiments. Other APG approaches were proposed for solving non-linear system identification and optimal control [27], [28] which outperformed state-of-the-art control methods. Jin et al. propose a framework to solve complex control tasks using (deep) learning techniques [27]. They find that this approach improves on state-of-the-art methods in solving non-linear system identification and optimal control.

When APG is used for trajectory tracking with a fixed-length horizon, it is closely related to a paradigm termed Backpropagation-Through-Time (BPTT), which has been extensively studied [27], [29], [30], [31], [32], [33]. For instance, Bakker et al. [34] use BPTT with Recurrent Neural Networks (RNN) for offline policy learning [34]. Schaefer et al. [35] and Wierstra et al. [36] apply RNN- or LSTM-based versions of BPTT on the CartPole task and already demonstrated the sample-efficiency of this method. However, BPTT has limitations. Exploding and vanishing gradients can occur when training a control policy, as discussed by Metz et al. [37] in their recent work.

We apply a modified version of BPTT to control problems. Specifically, we tackle numerical training issues with curriculum learning and we explore different strategies to train with a fixed horizon. The method is explained in detail in the following, and is contrasted with MPC and RL in Figure 1.

III. METHODS

In Analytic Policy Gradient learning, we use gradient descent to train the policy \(\pi\) with respect to the dynamics model \(f\). Specifically, we minimize a loss function \(L(\theta)\) that approximates \(J^*(\pi)\) on a dataset \(D\):

\[
L(\theta) = \frac{1}{|D|} \sum_{(s_{t},v_{t}) \in D} \sum_{t=0}^{T} C(f(s_{t},a_{t},v_{t}),),
\]

where \(\theta\) are the parameters of \(\pi\), \(D\) is a set of state-reference pairs collected from interaction with \(f\), and we refer to
The reference states in the horizon are input to the policy $\pi$. Backpropagation over a horizon provides a systematic comparison.

To the best of our knowledge, only the latter approach has been analyzed in the literature. However, it is well known that BPTT with this paradigm leads to vanishingchain of gradients. $T$ times the dynamics, resulting in a longer receding-horizon fashion. Analogous to MPC, the controller predicts $T$ actions and computes the loss on the divergence of the resulting $T$ subsequent states from the reference trajectory. The reference states in the horizon are input to the policy network at all steps, i.e. $a_t = \pi(s_t, \nu_t, \nu_{t+1}, \ldots, \nu_{t+T})$. $\pi$ are updated with backpropagation through time.

A. Backpropagation over a horizon

At test time only one action is applied at a time. There are, however, two possibilities to train over a horizon: 1) At time $t$, the policy outputs $T$ actions concurrently, and they are applied subsequently (Figure 1b). The action at step $t$ is given by $a_t = \pi(s_t, \nu_t, \nu_{t+1}, \ldots, \nu_{t+T})$, where $\nu_{0:T}$ denotes the $T$ reference states within the horizon and $[\cdot]_t$ is the $t$-th component of an output vector. Here, BPTT passes multiple times through $f$, but only once through $\pi$. 2) On the other hand, an action can be predicted in autoregressive manner and applied in each time step, as shown Figure 2. The action at time $t$ is $a_t = \pi(s_t, \nu_{t+1:T})$. After $T$ steps, the loss is computed with respect to the reference trajectory and the gradients are backpropagated through the whole chain of $T$ policy-network predictions and $T$ times the dynamics, resulting in a longer chain of gradients.

To the best of our knowledge, only the latter approach has been analyzed in the literature. However, it is well known that BPTT with this paradigm leads to vanishing or exploding gradients [12] and was found to potentially lead to performance limitations of the policy [37]. To improve training stability, we propose the concurrent controller and provide a systematic comparison.

B. Curriculum learning

Nevertheless, large displacements of the states with respect to the reference trajectory can occur and increase the loss. Training with such a loss function is initially unstable and may end in a local optimum. We thus additionally propose a curriculum learning strategy to improve training, as depicted in Figure 3. We set a threshold $\tau_{div}$ to the divergence that is applied only when collecting the dataset $D$. We run the partially-trained controller to collect new training data, but whenever $\|s_{t+1} - \nu_{t+1}\| > \tau_{div}$ after executing action $a_t$, the agent is reset to $\nu_{t+1}$. The threshold $\tau_{div}$ is then increased over time. Therefore, the robot will learn to follow the reference from gradually more distant states as training proceeds.

IV. Experiments

We compare our approach to both classical control and reinforcement learning algorithms on three diverse tasks: CartPole balancing, trajectory tracking with a quadrotor, and flying to a 3D target with a fixed-wing aircraft (see Figure 4). We design our evaluation procedure to answer the following questions: (1) How does our proposed APG method compare to commonly used RL and MPC algorithms? (2) Are the measures of limiting the backpropagation chain length and introducing the curriculum improving training stability? (3) Can the advantages of APG be leveraged to deal with high-dimensional input data (e.g. images) or to improve the sample efficiency for adaptation tasks?

A. Experimental setup

As a low-dimensional state space task, we test APG algorithm on the CartPole balancing task where a pole must be balanced by moving a cart. We use a model derived from first principles [38] as dynamic model $f$, and allow for continuous actions in the range $[-1, 1]$ corresponding to $\pm 30$ N force on the cart. Since the reference trajectory only consists of a single state (i.e. upright position of the pole), we linearly...
interpolate from the current state to the desired end state (upright and zero velocity) to generate a continuous reference \([v_{t+1}, \ldots, v_{t+k}]\).

The second task consists of tracking a 3D trajectory with a quadrotor. We use the first-principles model provided by the Flightmare simulator [39] as the dynamic model \(f\). For training and testing, we generate random polynomial trajectories with an average speed of 11.4 m/s. We evaluate performance based on 50 test trajectories that were not seen during training.

Finally, for reaching a 3D target with a fixed-wing aircraft, we implement a first-order model as described by Beard et al. [40]. Fixed-wing aircrafts can fly significantly faster than quadrotors, but are less maneuverable and thus more challenging to control. In our experiment, the aircraft is initialized with a forward velocity of 11.5 m/s in the \(x\)-direction, and is tasked to reach a target at a distance of \(x = 50\) m, with \(y\) and \(z\) deviations from the initial position uniformly sampled from \([-5, 5]\) m. We evaluate performance with 30 target locations that have not been seen during training. Similar to the CartPole balancing task, the reference trajectory only consists of a single state, i.e. the target, and we generate a continuous reference \([v_{t+1}, \ldots, v_{t+k}]\) by linear interpolation from the current to the target state, however maintaining constant forward speed. Our approach works despite this approximation of the reference trajectory which may be infeasible. We perform all experiments using PyTorch [41]; see the Appendix for technical details on model definition and training. We publish the source code on the project website to reproduce our experiments, and provide example videos of the APG trained policies on all three tasks in the supplementary material.

### B. Comparison to model-based RL, model-free RL, and MPC

We compare our best-performing APG controller to three strong baselines (1) the model-free RL algorithm Proximal Policy Optimization (PPO) [17], (2) the model-based RL algorithm termed probabilistic-ensembles-with-trajectory-sampling (PETS) [42], and (3) model predictive control (MPC). The PPO baseline is available from the stable-baselines PyPI package [43]. The PETS implementation was taken from the mbrl toolbox [44]. The MPC is implemented as a non-linear programming solver with Casadi [45] and is provided in the supplementary code.

|                  | MPC   | Learning-based control | Ours  |
|------------------|-------|------------------------|-------|
|                 | Tracking error (in m) | Runtime (in ms) | Tracking error (in m) | Runtime (in ms) |
| CartPole         | 0.04 ±0.04 | 2200 | 0.24 ±0.10 | 4919 |
|                     | 0.05 ±0.05 |       | 0.16     |       |
| Quadrotor        | 0.36 ±0.10 | 4919 | 0.24 ±0.15 | 4919 |
| Fixed-wing       | 0.09 ±0.05 | 2775 | 0.01 ±0.01 | 2775 |

TABLE I: Tracking performance and runtimes for classical and learning-based control methods. The best learning-based results are marked bold. While MPC has very low tracking error, differentiable control is the only learning-based method that achieves comparable performance. At the same time, it has significant advantages in terms of computational efficiency at inference time.

All methods have access to the same inputs, produce the same type of output, are tuned individually with grid-search on a held-out validation set, and the policies are trained with the same curriculum.

We train and test the methods described above on all three systems, and evaluate the performance in tracking randomly-sampled polynomial reference trajectory. For the CartPole system, we evaluate the performance based on the stability of the cart, i.e. how fast the system moves along the \(x\)-axis. For the quadrotor and fixed-wing tasks, performance is evaluated with the average tracking error (in m). The results of these experiments are shown in Table I.

From the table, we can clearly see that classical control with non-linear optimization achieves the best performance in terms of tracking error. This is to be expected, given the availability of the model dynamics and an (approximate) reference trajectory. The major drawback of MPC is its computational load at runtime, with a calculation time of several milliseconds for each time step. In flying vehicles, the runtime is a major limitation and has therefore received much attention in the literature [4], [15], [46], [47]. Similarly, model-based RL methods, such as PETS, also employ online-optimization to compute the next action and thus suffer from the same problem. The runtime (and the performance) for PETS - and presumably other model-based RL methods - are worse due to the assumption of a black box model, which demands an approximation of the system dynamics with a complex learnt function. For the quadrotor tracking task, the PETS model only converged in a simplified scenario, namely tracking with lower speed (\(\approx 1\) m/s) and only on a single reference trajectory, which still results in a tracking error of 0.18 m.

On the other hand, model-free RL such as PPO is fast at inference time, but leads to much larger tracking error, with the exception of the CartPole system. Overall, APG offers a way to achieve very low tracking error while maintaining the low inference runtime of learning-based methods like PPO. All times were computed on a single CPU. While
better implementations could increase the performance of optimization-based methods, our approach stands out as a method that achieves both low tracking error, low sample complexity, and a low runtime.

C. Validation of receding-horizon training and curriculum

1) Training with receding-horizon: Furthermore, we provide a systematic comparison of the training strategies discussed in Section III, namely training with a receding horizon by predicting all actions at once (concurrent) or sequentially (autoregressive), see Figure 1b and Figure 2 respectively. Furthermore, we test an autoregressive model with memory, using an LSTM. We evaluate these methods with varying horizon length $T$ in the task of trajectory tracking with a quadrotor, and evaluate performance in terms of tracking success and tracking error. Tracking success is defined as the ratio of trajectories that was followed successfully without diverging more than 5 m from $\nu$, whereas the average tracking error is only computed on the successful tracking runs.

The experiments reported in Table II show that if the horizon is too short, i.e. below 5 steps, APG is not able to look far enough into the future to achieve a desirable trajectory tracking performance. However, with a long horizon, i.e. above 12 steps, the performance degrades again. We conjecture that this is caused by the increasing length of the gradient chains, which lead to poorly tractable gradients. Interestingly, the autoregressive approach works well with longer horizon, but generally converges to worse tracking error. Adding memory in form of an LSTM does not improve performance for long horizon lengths (8-15) and fails when the horizon length is short (1-5). We hypothesize that this is due to the Markov property of the task. Given the better performance of our new approach with a horizon of $T = 10$, we use this model for all other experiments.

2) Curriculum learning: We verify the importance of our curriculum learning for the training stability of APG by training the model with and without the curriculum explained in Section III-B. During training we evaluate the control performance after each epoch by tracking 100 trajectories until the quadrotor is either too far away from the trajectory (5 m) or has reached the end of the trajectory.

In Figure 5 we report the tracking error throughout the training. We note three things: (1) Training with curriculum leads to a significant reduction of the tracking error, while without it does not. (2) There are jumps in the tracking error of the training without curriculum, which may be caused by unstable training. (3) There is minimal change between episodes 95 and 15 in the training without curriculum, which may have been caused by a local minimum. Based on these observations, we argue that the introduction of curriculum learning stabilizes APG training and reduces the chance of ending in a local minimum.

All training details for the three methods are provided in the code repository at https://github.com/lis-epfl/apg_trajectory_tracking/blob/main/training_details.pdf

TABLE II: Table showing the influence of the control horizon length ($T$) on the control performance. If the horizon is too short, the control lacks the ability to plan ahead; if it is too long, the errors become difficult to backpropagate.

| $T$ | Tracking error (in m) | Tracking success |
|-----|-----------------------|------------------|
|     | Concurrent | Auto-regressive | Recurrent (LSTM) | Concurrent | Auto-regressive | Recurrent (LSTM) |
| 1   | $2.43 \pm 0.00$ | $1.57 \pm 0.27$ | $-$ | $0.00$ | $0.00$ | $0.00$ |
| 3   | $8.07 \pm 0.05$ | $0.99 \pm 0.04$ | $0.30 \pm 0.09$ | $0.99$ | $0.97$ | $0.92$ |
| 5   | $0.05 \pm 0.01$ | $0.12 \pm 0.04$ | $0.18 \pm 0.07$ | $0.99$ | $0.98$ | $0.97$ |
| 8   | $0.01 \pm 0.00$ | $0.06 \pm 0.06$ | $0.48 \pm 0.13$ | $0.99$ | $0.99$ | $0.91$ |
| 10  | $0.97 \pm 0.05$ | $0.97 \pm 0.09$ | $0.61 \pm 0.18$ | $0.99$ | $0.99$ | $0.76$ |

Fig. 5: Tracking performance with and without curriculum learning, where the line reports the average and shaded area the standard deviation. The curriculum leads to a stable learning process.

D. Vision-based control

In Table I, MPC achieved very low tracking errors in all tasks. However, besides its inferiority in terms of runtime, a shortcoming of classical control algorithms is their inability to deal with high-dimensional inputs such as images. In contrast, here, we can demonstrate the ability of APG to learn a control policy for the CartPole task with only images as inputs.

We use a 4-layer convolutional network with kernel size 3 and ReLU activations as policy. Instead of the 4-dimensional CartPole state, we input a sequence of four images of the CartPole in 3rd-person view (see Figure 4). This sequence allows the network to infer the current angular pole direction and velocity.

Table III shows the results. In this case, online optimization in the image space either does not converge or returns poor solutions. In contrast, our method and the model-free baseline (PPO) both obtain very good performance. However, our approach can train the policy with a fraction of the sample budget (1K vs 230K samples) while obtaining a 29% better performance in the target domain. This experiment shows that our approach combines the best of both worlds. It can leverage prior knowledge about the system to increase sample efficiency and at the same time retain the flexibility of model-free methods to cope with high-dimensional inputs.

E. Exploring the sample efficiency in adaptation tasks

In contrast to other learning-based methods, APG is highly sample-efficient. This is particularly relevant for adaptation scenarios, where we need to learn from real-world examples. For example, consider a scenario where the dynamics of a
TABLE III: Image-based control and identification for the task of CartPole balancing. Our approach outperforms the baselines in terms of tracking performance.

| Vision-based CartPole | MPC       | PPO        | Ours       |
|-----------------------|-----------|------------|------------|
| Cart velocity (in $\frac{m}{s^2}$) | unstable | 0.28 ± 0.23 | 0.15 ± 0.11 |

The quadrotor in simulation (source domain $f$) differ from the dynamics in reality (target domain $f^*$). The sample size to adapt to the new dynamics should be kept as low as possible. We evaluate the adaptation performance of APG in a benchmark problem for flying vehicles, which is to estimate and counteract a linear translational drag acting on the platform [48, 49]. This force is modeled as $\ddot{v} \leftarrow \ddot{v} - r \cdot v$ where $v$ is the three dimensional velocity and $r = 0.3 \frac{1}{s}$ the drag factor.

Assuming that the reason of the change in dynamics (i.e. the drag) is unknown, we propose to train a neural network $\Delta_\phi$ that acts as a residual on top of the original dynamics model $f$, essentially learning the difference between $f$ and target $f^*$. The residual is trained on a small dataset $D_{\text{dyn}}$ of state-action-state triples:

$$D_{\text{dyn}} = \{(s_t, a_t, s_{t+1}) \mid t \in [1..B], s_{t+1}^* = f^*(s_t, a_t)\},$$ (4)

$D_{\text{dyn}}$ is used to minimize the difference of source and target domain by training a state-residual network $\Delta_\phi$ with the following loss function:

$$L_{\text{dyn}}(\phi) = \sum_{D_{\text{dyn}}} \| f(s_t, a_t) + \Delta_\phi(s_t, a_t) - s_{t+1}^* \|,$$ (5)

where $\phi$ are the parameters of the network $\Delta_\phi$ that accounts for effects that are not modeled in $f$. The network $\Delta_\phi$ can be conditioned on any kind of information, for example images, and can account for arbitrary unmodeled dynamics effects in the target domain.

An example is given in Figure 6. After the dynamics $\Delta_\phi$ are trained with samples from $f^*$ (red), the pre-trained APG controller is fine-tuned and converges with few samples. Table IV provides the results upon fine-tuning pre-trained policies on dynamics with velocity drag. Our method, i.e. training a residual on a differentiable dynamics model and fine-tuning a differentiable learnt policy, requires orders of magnitudes fewer samples than RL methods that assume a black-box dynamics model.

V. CONCLUSION

APG algorithms have the potential to rely on little training data and allow fast computation during runtime, bridging the gap between RL and MPC. We proposed a receding-horizon implementation of APG with a curriculum learning scheme that improves training stability and enables the application of APG on more complex and longer-horizon problems. Through controlled experiments on a CartPole, a quadrotor, and a fixed-wing task, we showed that our approach outperforms both commonly used model-free and model-based RL algorithms in terms of tracking error. We showed that the tracking performance is comparable to MPC, while reducing the computation time on deployment by more than an order of magnitude. Finally, we highlight the advantages of learning-based control by applying our APG controller on a vision-based control task, and demonstrate the sample efficiency of APG when adapting to new environments.

We note that our problem formulation as a fixed-horizon tracking task implies two limitations. Firstly, it is only demonstrated on control tasks with a relatively short horizon (up to 5 s in the future). A long horizon is in principle possible but may lead to training instability (e.g. exploding gradients). Secondly, we tested our framework on settings with (a) known dynamics and (b) given reference trajectory only. Future research on real robots will therefore be necessary and may lead to additional insights. However, this paper’s evaluation of common robotics tasks in simulation, provides initial evidence that the presented approach works with highly non-realistic references (e.g. linear trajectory in fixed-wing flight), and with learned dynamics. We thus consider gradient-based policies, in particular, combined with curriculum learning schemes, promising for various control tasks. It offers a good trade-off between performance, efficiency, and flexibility, and should receive more attention in the control field.

TABLE IV: Adaptation to velocity drag. Our APG method converges to the initial performance with few samples, whereas other RL approaches require significantly more training.

| Task (#samples) | PPO       | PETS | Ours       |
|----------------|-----------|------|------------|
| Quadrotor      |           |      |            |
| Source domain $f$ | 0.36 ± 0.10 | unstable | 0.05 ± 0.01 |
| Zero-shot to $f^*$ | 0.42 ± 0.09 | unstable | 0.56 ± 0.07 |
| Few-shot to $f^*$ (1K) | 0.42 ± 0.09 | unstable | 0.07 ± 0.01 |
| Many-shot to $f^*$ (150K) | 0.40 ± 0.12 | unstable | – |
| Fixed-wing     |           |      |            |
| Source domain $f$ | 0.09 ± 0.05 | 0.24 ± 0.15 | 0.01 ± 0.01 |
| Zero-shot to $f^*$ | 0.34 ± 0.11 | 8.39 ± 10.15 | 0.07 ± 0.10 |
| Few-shot to $f^*$ (2K) | 0.17 ± 0.07 | 8.27 ± 0.14 | – |
| Few-shot to $f^*$ (5K) | 0.17 ± 0.07 | 0.27 ± 0.14 | – |
| Many-shot to $f^*$ (150K) | 0.09 ± 0.06 | – | – |
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10 neurons respectively. All layers including the output layer use tanh activation, in order to scale the actions to values between -1 and 1 (force of 30 N pushing the cart to the right). As for the quadrotor and fixed-wing drone, the next 10 (1-dimensional) actions are predicted.

**Loss function.** To compute the loss with respect to a reference trajectory, we interpolate between the current state and the target state. Note that the intermediate states are often infeasible to reach; for example an increase of velocity might be required to reduce the pole angle. The interpolation where both velocity and angle decrease is thus not realistic. As before, a weighted MSE between the reference states and the actual states is computed, where the angle difference is weighted with a factor of 10, the cart velocity with factor 3, and the angular velocity with factor 1. The loss is minimized with SGD optimizer with learning rate $10^{-7}$.

B. Quadrotor

Our implementation of a quadrotor environment is loosely based on the implementation provided at [https://github.com/ngc92/quadgym](https://github.com/ngc92/quadgym) (MIT license). However, our model of the quadrotor is a Pytorch implementation of the equations in the Flightmare simulator [39]. We also provide an interface to test our models in Flightmare, and a video of our model controlling a quadrotor in Flightmare is attached in the supplementary material. In all our experiments, we set the time between the discrete time steps to 0.1 s. Furthermore, for training and testing we generate 10000 random polynomials of 10s length, where all trajectories are guaranteed to be feasible to track with the used platform. From this dataset, 1000 trajectories are left out as a test set to ensure that the policy generalizes to any given reference. The maximum desired velocity on such a reference trajectory is $3 \times \frac{\pi}{2}$ m/s, whereas the average velocity is $1 - 2 \frac{\pi}{2}$.

**Policy network.** At each time step, the current state and the next reference states are given as input to the network. As the current state, we input the velocity in the world frame and in the body frame, the first two columns of the rotation matrix to describe the attitude (as recommended in [50]), and the angular velocity. For the reference, we input the next 10 desired positions relative to the current drone position, as well as the next 10 desired velocities (in the world frame). The state is first passed through a linear layer with 64 neurons (tanh activation), while the reference is processed with a 1D convolutional layer (20 filters, kernel size 3) to extract time-series features of the reference. The outputs are concatenated and fed through three layers of 64 neurons each with tanh activation. The output layer has 40 neurons to output 10 four-dimensional actions. Here, an action corresponds to the total thrust $T$ and the desired body rates $\omega_{des}$ to be applied to the system. The network outputs are first normalized with a sigmoid activation and then rescaled to output a thrust between 2.21 N and 17.31 N (such that an output of 0.5 corresponds to 9.81 N) and body rates between $-0.5$ and $0.5$.

**Loss function.** The loss (equation 3) is a weighted MSE between the reached states and the reference states. The weights are aligned to the ones used for the optimization-based MPC, namely a weight of 10 for the position loss, 1 for the velocity, 5 to regularize the predicted thrust command, and 0.1 for the predicted body rates as well as the actual...
angular velocity. Formally, these weights yield the following loss:

\[
L = \sum_{k=1}^{10} 10 \cdot (x_{t+k,a} - x_{t+k,\nu})^2 + (\dot{x}_{t+k,a} - \dot{x}_{t+k,\nu})^2 + 5 \cdot (T_k - 0.5)^2 + 0.1 \cdot (\omega_{k,dcs} - 0.5)^2 + 0.1 \cdot \omega_{t+k} \tag{6}
\]

where \(x_t\) is the position at time step \(t\), \(\dot{x}_t\) is the velocity, and the subscript \(\pi\) indicates the states reached with the policy while the subscript \(\nu\) denotes the positions and velocities of the reference. \(T\) and \(\omega_{dcs}\) correspond to the action after sigmoid activation but before rescaling (such that values lie between 0 and 1), and \(\omega_i\) is the actual angular velocity of the system at each state. The loss is minimized with the Pytorch SGD optimizer with a learning rate of \(10^{-5}\) and momentum of 0.9.

**Curriculum learning.** As explained in Section III, we use a curriculum learning strategy with a threshold \(\tau_{dive}\) on the allowed divergence from the reference trajectory. We set \(\tau_{dive} = 0.1\) m initially and increase it by 0.05 m every 5 epochs, until reaching 2 m. Additionally, we start by training on slower reference trajectories (half the speed). Once the quadrotor is stable and tracks the full reference without hitting \(\tau_{dive}\), the speed is increased to 75\% of the desired speed and \(\tau_{dive}\) is reset to 0.1 m. This is repeated to train at the full speed in the third iteration.

**C. Fixed-wing drone**

We implemented a realistic model of the dynamics based on the equations and parameters described in [40] and [51]. In our discrete-time formulation, we set the time step to 0.05 s.

**Reference trajectory.** In contrast to the reference trajectories for the quadrotor, the reference for the fixed-wing aircraft is only given implicitly with the target position. As an approximate reference, we train the policy to follow the linear trajectory towards the target point. In the following, the term ”linear reference” will be used to refer to the straight line from the current position to the target point. At each time step, we compute the next 10 desired states as the positions on the linear reference while assuming constant velocity.

**Policy network.** Similar to the quadrotor, the state and reference are pre-processed before being input to the network policy. The state is normalized by subtracting the mean and dividing by the standard deviation per variable in the state (mean and standard deviation are computed over a dataset of states encountered with a random policy). This normalized state together with the relative position of the 10-th desired state on the reference are passed to the policy network as inputs. Using all 10 reference states as input is redundant since they are only equally-distant positions on a line. The state and the reference are each separately fed through a linear layer with 64 neurons and then concatenated. The feed-forward network then corresponds to the one used for the quadrotor training (three further layers with 64 neurons each and an output layer with 40 neurons). The output actions are also normalized with sigmoid activations and then scaled to represent thrust \(T \in [0, 7]\) N, elevator angle \(a_1 \in [-20, 20]\) \(^\circ\), aileron angle \(a_2 \in [-2.5, 2.5]\) \(^\circ\) and rudder angle \(a_3 \in [-20, 20]\) \(^\circ\).

**Loss function.** As for the quadrotor, we align the loss function to the cost function of the online optimization model predictive control in the MPC baseline. The MSE between the reached positions and the target positions on the linear reference is minimized while regularizing the action, formally

\[
L = \sum_{k=1}^{10} 10 \cdot (x_{t+k,a} - x_{t+k,\nu})^2 + 0.1 \cdot ((a_{k,1} - 0.5)^2 + (a_{k,2} - 0.5)^2 + (a_{k,3} - 0.5)^2), \tag{7}
\]

where \(t\) is the current time step and \(x_{t+k,a}\) is the position of the aircraft after executing the \(k\)-th action \((T_k, a_{k,1}, a_{k,2}, a_{k,3})\), and \(x_{t+k,\nu}\) is the corresponding reference state. The loss is minimized with an SGD optimizer with a learning rate of \(10^{-4}\) and momentum of 0.9.

Finally, the curriculum is initialized to allow divergence of 4m from the linear reference and increased by 0.5 m every epoch until reaching 20 m. Note that in contrast to the quadrotor, the model converges in a few epochs.