A pilot study on deep learning-based grading of corners of vertebral bodies for assessment of radiographic progression in patients with ankylosing spondylitis
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Abstract

Background: Radiographs are widely used to evaluate radiographic progression with modified stoke ankylosing spondylitis spinal score (mSASSS).

Objective: This pilot study aimed to develop a deep learning model for grading the corners of the cervical and lumbar vertebral bodies for computer-aided detection of mSASSS in patients with ankylosing spondylitis (AS).

Methods: Digital radiographic examination of the spine was performed using Discovery XR656 (GE Healthcare) and Digital Diagnost (Philips). The disk points were detected between the bodies using a key-point detection deep learning model from the image obtained in DICOM (digital imaging and communications in medicine) format from the cervical and lumbar spinal radiographs. After cropping the vertebral regions around the disk point, the lower and upper corners of the vertebral bodies were classified as grade 3 (total bony bridges) or grades 0, 1, or 2 (non-bridges). We trained a convolutional neural network model to predict the grades in the lower and upper corners of the vertebral bodies. The performance of the model was evaluated in a validation set, which was separate from the training set.

Results: Among 1280 patients with AS for whom mSASSS data were available, 5,083 cervical and 5245 lumbar lateral radiographs were reviewed. The total number of corners where mSASSS was measured in the cervical and lumbar vertebralae, including the upper and lower corners, was 119,414. Among them, the number of corners in the training and validation sets was 110,088 and 9326, respectively. The mean accuracy, sensitivity, and specificity for mSASSS scoring in one corner of the vertebral body were 0.91604, 0.80288, and 0.94244, respectively.

Conclusion: A high-performance deep learning model for grading the corners of the vertebral bodies was developed for the first time. This model must be improved and further validated to develop a computer-aided tool for assessing mSASSS in the future.
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Introduction

Ankylosing spondylitis (AS) is a chronic inflammatory disease characterized by the inflammation and ankylosis of the spinal joint. In some patients, progression of structural changes in the spinal joint is noted, which results in irreversible limitation of motion and reduced quality of life. Therefore, it is necessary to quantify radiographic progression to confirm the disease state and the prognosis of the patient.
Regarding the assessment of radiographic progression, magnetic resonance imaging (MRI) and computed tomography (CT) are useful methods for detecting structural changes in the spine of patients with AS; however, increased cost and radiation exposure pose a problem.\(^3\) Therefore, radiographs are widely used to evaluate radiographic progression with modified stoke ankylosing spondylitis spinal score (mSASSS) in both cohort and clinical trials. Although radiographs are less expensive and widely available compared with MRI or CT, it is difficult to distinguish the small changes in the vertebral structures and requires 2 years or more to confirm radiographic progression. In addition, the validation of radiographic progression is time-consuming and increases the workload for radiologists.\(^4\),\(^6\)

With the recent advances in artificial intelligence (AI) technology, the analysis of medical images using deep learning has shown promising results in the quantification, detection, and diagnosis of various diseases.\(^7\)–\(^9\) A recent study recently reported the use of deep learning in the field of rheumatic diseases to detect radiographic sacroiliitis in axial spondyloarthritis.\(^10\) It exhibited excellent performance in the detection of definite radiographic sacroiliitis with areas under the curve of 0.97 and 0.94 for the validation and test datasets, respectively, suggesting that these models can be utilized as classification tools in research and diagnostic aid in clinical practice.

With the detection of sacroiliitis, the quantification of the spinal radiographic progression is also necessary to assess the disease status of the patients. Computer-aided assessment of the structural damage of the spine using deep learning algorithms may also be useful in evaluating the radiographic progression in clinical trials or clinical practice for patients with AS. The purpose of this study was to develop a computer-aided detection algorithm using deep learning for grading the structural damage by training the vertebral corners of the spinal radiographs in patients with AS.

**Methods**

**Patients and data collection**
The data of 1280 patients who were diagnosed with AS between January 2001 and December 2018 at a single center according to the modified New York criteria\(^11\) were reviewed. To evaluate the patient’s radiographic progression, radiographs were taken approximately every 2 years, and mSASSS was assessed.\(^12\),\(^13\) Digital radiographic examination of the spine was performed using Discovery XR656 (GE Healthcare) and Digital Diagnost (Philips).

**Assessment of radiographic progression**
Two radiologists (Seunghun Lee and Kyung Bin Joo) independently assessed the radiographs according to the mSASSS (0–72). They evaluated mSASSS without EMR information. K. Joo re-evaluated mSASSS without referring to the previous assessments 4 months after interpreting all the radiographs. The intra-reader reliability with consistency (one-way model) and inter-reader reliability with agreement (two-way model) were calculated. The intra-reader reliability with consistency [intraclass coefficient (ICC) = 0.978, 95% CI, 0.976–0.979] and inter-reader reliability with agreement between the two readers were excellent (ICC = 0.946, 95% CI, 0.941–0.950).\(^12\),\(^14\) The mSASSS was evaluated using the lateral view of the cervical and lumbar radiographs of the spine. The radiologist evaluated 12 anterior corners from the lower corner of the body of the second cervical vertebra to the upper corner of the body of the first thoracic vertebra and 12 anterior corners from the lower corner of the body of the 12th thoracic vertebra to the upper corner of the sacrum. Each lower and upper anterior corner was labeled as grade 0 (normal), 1 (erosions, sclerosis, and/or squaring), 2 (syndesmophytes), or 3 (total body bridges).

**Training with deep learning**
Among the radiographs, the lateral views of the cervical and lumbar spine were selected. Since we were interested in grading the anterior corners of the vertebral body, the modeling process consisted of two steps to analyze per radiograph (Figure 1). The first step was to automatically detect each vertebral region for analysis, and the second step was to automatically grade each corner of the vertebral body in the detected region. All the images converted from DICOM format to PNG (portable network graphic) format were used for training and validation. The contrast was automatically adjusted during this automatic conversion process.
Initially, we built an algorithm to detect the regions of the vertebra in the lateral view of the radiograph. This algorithm finds two disk points per disk space from the second cervical to the first thoracic vertebral body of the detected region. Two disk points were located—one at the center of the disk and the other, anterior to the disk. Therefore, six disks were selected from each of the cervical and lumbar vertebrae, and 12 disk points were located. The two disk points formed one region for grading the upper and lower corners of one vertebra. Therefore, six grading regions, each on the cervical and lumbar vertebrae, were cropped around the center point as a better performance was obtained with the center point on the vertebral body than with the anterior point on the marginal bone. To increase the accuracy of the grading, the anterior and center points of the disk were rotated horizontally. After finding the angle between the horizontal line and the straight line connecting the center and the anterior point, the center point was rotated by that angle to make all spinal bodies horizontal (Figure 2).

The modified HRNet model, a key-point detection deep learning model, was used for detecting the region of interest for the anterior and center points of the disk in the spine. The HRNet model learns various resolutions by changing the scale of the image being trained. Compared with the previous image learning by downsampling the original image, HRNet maintains the resolution of the original image while downsampling; thus, the image information is not lost. In addition, it also infers key-points by averaging the heatmaps generated at various resolutions during image testing; hence, the key-points of various scales can be inferred well. HRNet has high accuracy because various image resolutions continuously integrate information between the networks in parallel. In this study, the original image was reduced in resolution \(256 \times 192\) to fit this model. Although the resolution was reduced, it is possible to achieve accurate results by detecting the target regardless of the resolution.

Using Pytorch version 1.1, this model was trained with 1080 radiograph images for the training set and 120 radiograph images for the validation set. Training was conducted for 30 h using the graphic card GTX 3090; the batch size was 32, the learning rate was 0.001, and the optimizer was Adam. In addition, transfer learning of the human pose estimate pretrained model was used for retraining.

Subsequently, the region consisting of a bridge between the upper and lower corners was graded.
as 3 for both corners. In the absence of a bridge between the upper and lower corners, the grades were classified as 0, 1, or 2. An algorithm for grading the upper and lower corners of the vertebral body in the selected region was developed using a convolutional neural network (CNN) model of residual network (ResNet) 152.16

ResNet has a very deep network of up to 152 layers, characterized by introducing residual connections to solve the problem of vanishing gradients.16 In CNN, the performance could be improved by stacking layers deeply, but since actual gradient vanishing/exploding takes place, the performance decreases and training errors increase. ResNet has improved the performance of image analysis by solving this phenomenon. The model was trained using Tensorflow version 2.4. The model was trained for 48h using the graphics card GTX 3090. The batch size was 3, the learning rate was 0.000001, and the optimizer was Adam. The phenomenon of the loss not converging was encountered when a high learning rate was used; therefore, an appropriate learning rate was selected. Data augmentation techniques, such as rotation, flip, shift, and CLAHE, were used. A learning rate scheduler was not used; the learning rate decay provided by the Adam optimizer was used.

The ImageNet pretrained model was retrained by transfer learning. To facilitate the learning, the learning was carried out by shuffling the order of the images every epoch. The number of epochs during training was 10,000, and validation was performed for each epoch. The weight values of the final model were used as the value of the epoch with the best validation result. In addition, since the number of image data for each mSASSS grade was unbalanced, the image data of grades 0, 1, and 3 were downsampled to match the number of image data of grade 2 with the smallest number. The number of all grades was set to 300 of grade 2, and the downsampled dataset was changed every epoch. For example, out of 10,000 vertebral body data, the data set from 0 to 300 was used in the first epoch, and the data set from 301 to 600 was used in the second epoch to ensure that all data was used.

**The evaluation of the model performance**

Since the number of grades was unbalanced, it was difficult to divide the data into training, validation, and test sets. Therefore, we performed an analysis by dividing the data into training and validation sets. The radiographs were divided into training and validation sets in a ratio of 8:2. We reduced a high percentage of grade 0 compared with other grades to reduce the imbalance between the classes during training and validation of the grade of each corner. The performance of the model was evaluated in a validation set and separated from the trained set. The actual and predicted values of the grades for each corner were compared using a confusion matrix.
In addition, the sensitivity, specificity, positive predictive value, $F_1$ score, and accuracy of predicting the grades were evaluated. All analyses were performed using Python (Python Software Foundation, version 3).

**Results**

**Training and validation sets**
Among 1280 patients with AS with radiographs, 5083 cervical and 5245 lumbar lateral radiographs labeled with mSASSS were reviewed (Figure 3). The total number of corners, including the upper and lower corners on the cervical and lumbar spine radiographs, was 119,414, which were divided into 110,088 training and 9326 validation sets.

**Prediction of the grade**
The actual and predicted values for each grade were presented in a confusion matrix (Table 1). The performance for each grade is listed in Table 2. The sensitivity and accuracy for grade 3 were relatively high compared with those for the other grades (0.93652 and 0.95743, respectively). For grade 2, the sensitivity was low but the specificity was high, compared with the values for the other grades (0.63869 and 0.97266, respectively). The accuracy was relatively low for grade 1 (0.87958). The mean accuracy, sensitivity, and specificity for...
all grades were 0.91604, 0.80288, and 0.94244, respectively. The receiver operating characteristic curve for each grade is shown in Figure 4.

**Discussion**
We developed a deep learning model for grading the changes in the corners of the vertebral body with good performance on spinal radiographs in patients with AS. This study suggests that computer-aided detection of marginal bony changes in the spine, reflecting structural damage in AS, is possible. However, there is room for further improvement in the performance, which required improvement for clinical application and research for the assessment of mSASSS. Thus, a better algorithm application, more high-quality data, and external validation are needed.

It is very difficult to quantify the radiographic progression in patients with AS. Although several quantification methods have been developed for imaging, such as CT and MRI. The mSASSS that can be evaluated on a radiograph is the appropriate and preferred scoring method for radiographic progression in clinical trials. However, it is also less validated in detecting radiographic changes and has been difficult to use routinely in a clinical setting. Therefore, improving the reliability of the scoring methods for assessing the radiographic progression is essential.

For the reliability of mSASSS, two or more experienced radiologists are required to research radiographic progression. In addition, it is also important to detect the microscopic changes as the structural changes in the spine take a long time to be confirmed through radiography. Rheumatologists need to detect the progression of a patient’s radiographic progression in clinical practice, and patients often wonder how the ankylosis is progressing. MRI can be a good alternative but it is time-consuming to acquire and score images. Moreover, MRI is an expensive method to obtain an image of the radiographic changes during every follow-up. Therefore, we suggest that computer-aided detection methods to evaluate mSASSS on radiographs using deep learning will be useful for quantifying the spinal radiographic progression in clinical practice and research.

Various algorithms for image analysis and classification have been developed. Most image analysis algorithms using deep learning have been developed based on CNN. CNN is a structure that extracts features from data and identifies patterns of features. Regarding the deep learning model for image processing in this study, two CNN algorithms were used. First, a modified HRNet derived from CNN was used for the detection of the vertebral body, and 24 disk points were located. HRNet can maintain high-resolution representation throughout processing and showed improved performance compared with the other key-point detection models. Second, ResNet

| Grade | True positive | True negative | False positive | False negative | Sensitivity | Specificity | Positive predictive value | F1 score | Accuracy |
|-------|---------------|---------------|----------------|----------------|-------------|-------------|---------------------------|----------|----------|
| 0     | 2250          | 6085          | 623            | 368            | 0.859       | 0.907       | 0.783                     | 0.820    | 0.894    |
| 1     | 2169          | 6034          | 500            | 623            | 0.777       | 0.923       | 0.813                     | 0.794    | 0.880    |
| 2     | 700           | 8005          | 225            | 396            | 0.639       | 0.973       | 0.757                     | 0.693    | 0.933    |
| 3     | 2641          | 6288          | 218            | 179            | 0.937       | 0.966       | 0.924                     | 0.930    | 0.957    |

Figure 4. The receiver operating characteristic curve for each grade.
152 model was used to train the grade of the corners of the vertebral body. ResNet overcomes the limitation by transferring the features of the previous layer to the subsequent layer to retain the characteristics of the features.16,22,23 Therefore, the model can be deepened by using residual connections; as a result, the accuracy of the model is further increased.

A dataset is an important factor in improving the prediction power of deep learning. Although AS is a rare disease, a large number of spine radiographs have been collected over a long period of time so that the spine changes of many patients can be identified at a single center. Therefore, to improve the prediction performance, we segmented and processed vertebral bodies from cervical and lumbar spinal radiographs to create a training dataset of over 100,000. In addition, this dataset has been labeled with mSASSS in the past, and its excellent reliability has been verified through various studies on radiographic progression.12,13,24

Taken together, the deep learning model detected all regions of the vertebra of interest and successfully graded the upper and lower corners of the vertebral body with good performance. Grading of the corner of the vertebral body grade 3, which is easy for humans to detect, is also found in deep learning models. However, there was a high percentage of misreading in predicting grade 0 as 1, grade 1 as 0, and grade 2 as 1 or 3. In the assessment of mSASSS, including 24 corners of the vertebral bodies on the cervical and lumbar vertebrae, higher accuracy may be required than the grading accuracy on each corner of the vertebral body.

There are some limitations to this study. First, this study used a model based on single-center data. A multi-center test set is required for external validation. Second, grading was performed on the vertebral bodies in patients with scoliosis capable of key-point detection; however, cases with severe malformations or artificial structures were excluded from the data set. It is necessary to address this issue while evaluating the overall mSASSS in the future. Third, because the developed algorithm was not made with a software, clinical verification was not possible in a medical environment, and this verification will be carried out in the next study. Fourth, because this study was performed by splitting the data at the radiograph level, there may be a risk of overfitting.

mSASSS is a representative tool for quantitatively assessing the radiographic progression in patients with AS. This pilot study presented a deep learning-based solution for computer-aided detection of the structural changes in the vertebral body using mSASSS-labeled radiographs. The performance of predicting the grades for changes in the vertebral corners in the lateral view of cervical and lumbar radiographs was promising. In the future, external validation is required, along with performance improvement with additional datasets.
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