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Abstract

Eight months into the Covid-19 pandemic it remains unclear whether transmission of SARS-CoV-2 is affected by climate factors. Using a dynamic epidemiological model with Covid-19 climate sensitivity in the likely range, we demonstrate why attempts to detect a climate signal in Covid-19 have thus far been inconclusive. Then we formulate a novel methodology and related criteria that can be used to test for seasonal climate sensitivity in observed Covid-19 infection data. We show that if the disease does have a substantial seasonal dependence, and herd immunity is not established during the first peak season of the outbreak (or a vaccine does not become available), there is likely to be a seasonality-sensitive second wave of infections about one year after the initial outbreak. In regions where non-pharmaceutical control has contained the disease in the first year of outbreak and thus kept a large portion of the population susceptible, the second wave may be substantially larger in amplitude than the first if control measures are relaxed. This is simply because it develops under the favorable conditions of a full autumn to winter period and from a larger pool of infected individuals.

1. Introduction

Three of the four commonly circulating human coronaviruses exhibit pronounced seasonality in terms of when infection rates peak every year (e.g. Gaunt et al., 2010; Baker et al., 2020; Neher et al., 2020; Nickbakhsh et al., 2020). Influenza is a related viral infection, and although not caused by a coronavirus, the “influenza season” is a well-established phenomenon in mid-latitude countries (Shaman et al., 2010; Petrova et al., 2020). The seasonal dependence of viral respiratory diseases has been attributed to several potential mechanisms, including among others the viruses being less stable and less transmissible in air at higher temperatures (e.g. Lowen et al., 2008), virus-carrying droplets falling out of the air relatively faster in humid air (e.g. Lowen et al., 2007); the sensitivity of the virus to UV radiation (e.g. Sagripanti and Lytle, 2007), increased viral susceptibility of the human victim in cold and dry weather (e.g. Shaw Stewart, 2016; Kudo et al., 2019) and changes in human social behavior between winter and summer (e.g. Lofgren et al., 2007).

The initial Covid-19 outbreak in December 2019 occurred in mid-latitude Northern Hemisphere countries during the boreal winter. The disease reached Summer Hemisphere countries from about February 2020, during the austral late summer to early autumn. It is of considerable practical interest to understand whether Covid-19 has a strong seasonality dependence. For instance, will its spread be enhanced in mid latitude Southern Hemisphere countries during the winter of 2020, and will infection rates simultaneously be reduced by warm and humid weather during the Northern Hemisphere summer? Disentangling the effects of climate seasonality, if it exists, from the effects of the extremely variable non-pharmaceutical interventions (e.g. regulated lockdown and self-imposed social distancing) is necessary to understand the potential future behavior of the disease, particularly in the second year of infection, when the Northern Hemisphere returns to winter in late 2020, followed by the Southern Hemisphere six months later. A seasonal effect is potentially an important contributor to the occurrence of a second wave of outbreaks. Moreover, will Covid-19 become an annual occurrence, like many viral respiratory diseases?
Several studies to date have attempted to identify and quantify climatic dependencies in Covid-19 infection rates, using data on reported cases (e.g. Ficetola and Rubolini, 2020; Merow and Urban, 2020; Qi et al., 2020; Sajadi et al., 2020), but have failed to conclusively prove or disprove the existence of such a link. These studies have been compromised by the fact that no single location on Earth has yet moved through a full annual cycle in the presence of Covid-19; thus the studies depend on 'space-for-time' substitution (in other words, using the difference in climate between different locations as a proxy for its evolution over time in one location) – but the assumptions necessary for this approach to work are confounded by the spatial dynamic of the disease spread. Moreover, various degrees of non-pharmaceutical control measures have been applied across different countries, and their intensity changes over time at a given location. This, in combination with differential socio-economic conditions and related differential abilities of individuals to apply social distancing, makes it hard to identify a relatively weak climatic signal in observed case data. Further noise is added by the heterogeneity in how the case data and mortality data are reported. The initial scarcity of definitive tests resulted in a biased sampling of case load, since testing was largely confined to people who reported symptoms, and those who had been in contact with them. Vast discrepancies in testing rate and testing strategy still persist between countries. Finally, Baker et al. (2020) used a dynamic epidemiological model to argue that when the number of susceptible individuals in a population is high, as occurs in the initial stages of a novel disease, the subtle effects of seasonality are swamped by the high basic disease reproduction rate. As a consequence of all these complicating factors, by July 2020, no consensus has been reached on whether Covid-19 has a climatic dependence; and if so, which environmental factors are involved, and what their relative strength is (e.g. O’Reilly et al., 2020).

Here we make use of a dynamic epidemiological model to identify the ‘signature’ of seasonality in the outbreak of a highly infectious disease such as Covid-19. This allows us to propose how this signature may be detected in observed case data. We then analyse the conditions under which Covid-19 may resurge as a second wave of infections, and how this relates to seasonality.

2. Methods

Idealised profiles of seasonality provides a standard approach in modelling infectious diseases with seasonal behaviour (e.g. Dushoff et al., 2004; Chen and Epureanu, 2017; Neher et al., 2020). Following this approach, we define a ‘Theoretical Climate Correction Factor’ (TCCF) that describes how seasonality may modify the basic reproductive number $R_0$:

$$TCCF = \left(\frac{1}{1+e}\right)\left(1 + \varepsilon \cos(2\pi(t - \theta))\right).$$

(1)

Here $\varepsilon$ ranges from 0 to 1 and represents the strength of seasonality, with transmissibility reaching a peak when $\theta = \theta$. That is, in this paper the basic reproductive number $R0$ is the expected number of secondary infectious cases generated by an average infectious case in an entirely susceptible population.
under climatological conditions optimal for transmission (when \( t = \theta \)). Consistently, \( 0 \leq \frac{(T_m - 11)}{11} \leq TCCF \leq 1 \) and \( 0 \leq R_t \leq R_0 \), where \( R_t \) is the effective reproduction number (\( R_t = TCCF \times R_0 \)).

The TCCF can be explored over the full ranges of amplitude and timing, but we are also interested in the more limited expression of seasonality that we actually observe in the world. For this we define a simple empirical function, the ‘Climate Correction Factor’, CCF. We base the CCF function on data from China (Wang et al., 2020), noting qualitatively similar findings from other studies in China, Europe and North America (Ficetola and Rubolini, 2020; Qi et al., 2020; Sajadi et al., 2020). These studies have suggest that the basic reproduction rate has a broad maximum when the daily mean temperature \( T_m \) is less than 11° C (there is some suggestion of lower rates in extremely cold conditions, but the data are sparse), and then declines at higher temperatures at a rate of about 2.3% per °C. To this function we add an additional condition through which humidity further decreases the infection rate at absolute humidities above 9 g H2O m\(^{-3}\) (Bukhari and Jameel, 2020):

\[
\text{If } T_m < 11 \text{ then } CCF = 1 \\
\text{else } CCF = 1 - \left( \frac{T_m - 11}{11} \right) \times 0.023 \\
\text{if } H > 9 \text{ then } CCF = 0.9 \times CCF \\
\]

(2)

Like TCCF, the CCF is a dimensionless multiplier of the basic transmission rate, but ranges, based on the climate of actual locations, between about 0.5 and 1. We do not claim that it represents a precise or definitive formulation for the climate effect. We use it as the simplest possible representation of the temperature and humidity effects, constrained to the plausible magnitude and form as revealed by the currently available data. We use CCF and TCCF to perform sensitivity tests on how seasonality may influence disease propagation dynamics. In the results section we show how (2) can be interpreted within the theoretical framework provided by (1).

We explore the signatures of seasonality in Covid-19 infection rates using a dynamic epidemiological model forced with seasonality impacts as described by (1) and (2), for the cases of mid-winter and mid-summer outbreak of the disease. In the paper, ‘mid-winter’ means 1 July (1 January) in the Southern (Northern) Hemisphere, and ‘mid-summer’ means 1 January (1 July) in the Southern (Northern) Hemisphere. For the case of (1), ‘mid-winter’ corresponds to the time during which the function attains its maximum value, and mid-summer to the time it reaches a minimum value. Application of (1) makes no assumptions on the underlying causes of seasonality or the time of the year when optimal conditions are reached. The CCF, on the other hand, is driven by climate observations. We use average monthly temperature and absolute humidity climatologies calculated for the period 2009-2018 using the Climatic Research Unit (CRU) TS4.03 data set (Harris and Jones, 2020). The realistic example we chose of warm-dry seasonality is the Gauteng Province in the central interior of South Africa, with Johannesburg as capital. This is a summer rainfall region exhibiting pronounced warm-cold (and moist-dry) continental seasonality. Daily climatologies of temperature and humidity are needed for a smooth description of seasonality. A simulated climatology from a regional climate model at 0.1° resolution is used for this
The simulated seasonality is bias-corrected to the CRU TS4.03 data following the methodology of Engelbrecht et al. (2015).

The epidemiological model used is a Susceptible-Infectious-Recovered-Dead (SIRD) model with core set of parameters based on the initial outbreak in China, following Anastassopoulou et al (2020):

\[
\begin{align*}
\frac{dS}{dt} &= -\frac{a}{N} SI, \\
\frac{dI}{dt} &= \frac{a}{N} SI - \beta I - \gamma I, \\
\frac{dR}{dt} &= \beta I, \\
\frac{dD}{dt} &= \gamma I.
\end{align*}
\] (3)

Here S, I, R and D are the number of susceptible, infected, recovered and dead individuals, respectively, at a given moment in time, and they sum to the total population, N (which is assumed to remain constant). The core parameter settings are \(\alpha = 0.319 \, d^{-1}\), \(\gamma = 0.0005 \, d^{-1}\) and \(\beta = 0.16 \, d^{-1}\). Here \(\alpha\) is the daily infection rate, \(\gamma\) the mortality rate and \(\beta\) the recovery rate. \(R_0 = \frac{\alpha}{\gamma + \beta} \approx 2\) for these settings. In the applications of the SIRD model described in this paper, \(\alpha\) is modified to produce various different values of \(R_0\), but \(\beta\) and \(\gamma\) are fixed in all the simulations. Seasonality and non-pharmaceutical control measures are both modelled to impact on \(R_0\) through changes in \(\alpha\).

The time it takes for an infectious disease to propagate through a population does depend on the size of the population. In the experiments performed here, \(N = 15 \, 000 \, 000\). We further assume that the entire population is susceptible at the time of onset of the disease with the sole focus of exploring seasonality impacts, and not considering the potentially important role of cross-immunity that may exist in populations due to exposure to other coronaviruses (e.g. Sette and Crotty, 2020) or potential cross-protection from for example BCG vaccination programmes (e.g. Escobar et al., 2020). Moreover, we do not distinguish between the symptomatic or asymptomatic infected and it is assumed that members from the population that recover from the disease have immunity for at least two years. The simulations do not take into account any pharmaceutical control measures that may be developed in the future.

3. Results

3.1 Climate correction factor

An example of the spatial application of the CCF as described by (2) is shown for South Africa in Figure 1, for January (summer), April (autumn), July (winter) and October (spring). The CCF reaches its optimal value in winter, whilst mid-summer conditions effectively reduce the infection rate by about 40%. The seasonal cycle in the CCF is shown in Figure 2b for Johannesburg. It may be noted that under (2)
relatively high values of absolute humidity reduce the infection rate between late spring and early autumn in the interior of continental South Africa.

TCCF seasonal cycles are shown in Figure 2a for a range of values of $\varepsilon$. The fractional increase from the trough to the crest of the wave (‘seasonality amplitude’) are listed in Table 1 for various values of $\varepsilon$, allowing us to later link generalized TCCF-based analyses to specific CCF analyses.

Table 1: Seasonality strength ($\varepsilon$) and seasonality amplitudes ($\varepsilon_A$) of the TCCF.

| $\varepsilon$ (Seasonality strength) | 0.1 | 0.15 | 0.2 | 0.25 | 0.3 | 0.35 | 0.4 |
|-------------------------------------|-----|------|-----|------|-----|------|-----|
| $\varepsilon_A$ (Seasonality amplitude) | 1.22 | 1.35 | 1.5 | 1.67 | 1.85 | 2.08 | 2.33 |

Two recent epidemiological modelling studies have considered the degree to which seasonality may impact on the annual cycles of commonly circulating human coronaviruses. Using climatic dependent inverse modelling applied to case data of the HCoV-HKU1 and HCoV-OC43 coronaviruses, Figure 1 of Baker et al. (2020) suggests $\varepsilon_A \approx 1.67$ ($\varepsilon \approx 0.25$) for HCoV-HKU1 and $\varepsilon_A \approx 1.25$ ($\varepsilon \approx 0.1$) for HCoV-OC43. For four commonly circulating coronaviruses in Sweden, with seasonality described by an equation equivalent to (1), Neher et al. (2020) concluded that for local spread $\varepsilon = 0.15$ but for strong import of cases $0.3 \leq \varepsilon \leq 0.7$.

These studies provide context to the seasonality amplitude of the CCF (expressed as $\varepsilon_A$, the fractional increase from the month of minimum CCF to the month of maximum CCF) across the globe (Figure 3b). Figure 3 reveals that the largest seasonality amplitudes occur poleward of the tropics, and equatorward of 60° latitude in both hemispheres. Within this latitudinal band it generally holds that $0.15 \leq \varepsilon \leq 0.3$. Values of $\varepsilon_A$ indicative of $\varepsilon > 0.3$ are largely confined to the subtropics (~30°N and S) whilst values of $0.1 \leq \varepsilon < 0.15$ occur on the equatorward peripheries of the mentioned latitudinal band. $\varepsilon_A$ values are by definition somewhat lower when humidity effects are not explicitly considered (Figure 3a). Within the context provided by Figure 3, and consistent with the inverse modelling based estimates of $\varepsilon$ provided by Baker et al. (2020) and Neher et al. (2020), we proceed to apply the SIRD model to explore seasonality impacts in the range $0.1 \leq \varepsilon \leq 0.3$.

3.2 Outbreak in mid-winter

The first case we explore is mid-winter onset of the disease in the presence of seasonality described by $\varepsilon = 0.2$ under (1), representative of most mid-latitude regions that exhibit pronounced warm-cold
seasonality, as revealed by the CCF (Figure 3). The susceptible-infected (SI) orbits (time trajectories the SI phase-plane, shown as proportions of the total population, N) for different values of \( R_0 \) for the scenario of ‘no control measures and no seasonality effects’ are shown in black in Figure 4a, b and c. The orbits commence with effectively an entirely susceptible population \((S = N - 1, I = 1)\), and then follow a hump-shaped trajectory, returning to the S-axis once herd immunity has been reached. The effect of seasonality, in the absence of control measures, is explored in Figure 4a for several values of \( R_0 \) (colored orbits), while the effect of non-pharmaceutical control (e.g. Hale et al., 2020) without seasonality effects, is shown in Figure 4b (colored orbits). For the control scenarios it is assumed that after a period of one month of the disease spreading in the population, a lockdown is enforced which reduces the infection rate by 40% (i.e. 0.6 *\( R_0 \)). The lockdown is maintained for 9 months, through spring, summer and into autumn, followed by light social distancing (i.e. a 10% reduction, 0.9*\( R_0 \)). The final scenario considered applies the same non-pharmaceutical control measures whilst seasonality is also having an effect (Figure 4c, colored orbits). The corresponding time-evolution of the fraction of the population of infected (\( I/N \)) is shown in Figure 5a to d for selected values of \( R_0 \), for the scenarios of no control measures and no seasonality (black lines), no control measures in the presence of seasonality (green lines), lockdown followed by social distancing in the absence of seasonality (yellow lines) and finally, lockdown followed by social distancing, both in the presence of seasonality effects (red lines).

In the initial stages of a mid-winter onset the disease with no control measures being applied, \( R_t \approx R_0 \) in the presence of low temperatures and humidity \((TCCF \approx 1; CCF \approx 1; \) Figure 2). As winter progresses to spring, progressively warmer conditions reduce \( R_t \). The telltale signature of such an effect is that the SI-orbits under seasonality (colored lines in Figure 4a) cross the orbits for the scenario of no control and no seasonality. This effect can be seen in Figure 4a, most prominently for the lower values of \( R_0 \) (\( R_0 \leq 2.2 \)). At these lower infection rates, the disease takes relatively long to spread through the population, pushing it into spring and allowing seasonality to lower \( R_t \). For example, for \( R_0 = 2 \) in the absence of seasonality the peak infection occurs in spring, 3.5 months into the outbreak (Figure 5d, black line). If seasonal effects are at work, the peak infection is reached about two weeks later - but most importantly, the peak of active cases, which is what determines the load on the health system, is almost halved (Figure 5d, green line). The resulting behavior of the disease, in terms of the total fraction of the population eventually infected, resembles that of an infection with constant \( R_0 = 1.5 \) (Figure 4a). By the time that the disease has run its course and herd immunity is reached, less than 60% of the population has been infected, while over 80% of the population is infected if seasonality is not at work. In contrast, if the basic reproduction number is high, for example \( R_0 = 3 \), the peak infection in the absence of seasonality occurs less than 2 months after introduction of the first infected individual to the population (Figure 5a, black line). Even if seasonality effects are considered, given that climatological effects are optimal for transmission for the case of mid-winter outbreak, there is not enough time for seasonality to impact the infection rate (Figure 5a, green line). Consequently for high \( R_0 \), with or without seasonality, more than 90% of the population is eventually infected. For intermediate cases (\( R_0 = 2.6 \) and \( R_0 = 2.4 \))
seasonality also results in only slightly smaller infection peaks (Figure 4b and c, green lines vs black lines), reducing the final number of people infected by less than 10% (Figure 4a).

Control measures such as periods of enforced lockdown followed by various degrees of social distancing effectively slow the spread of the disease in a population (e.g. Lai et al., 2020; Maier and Brockmann, 2020). Stringent lockdown can reduce $R_t$ to less than 1, causing the epidemic to disappear over time as has been reported to be the case for Wuhan, China (Zhang et al., 2020a, b). For less stringent or effective control, where $R_t$ remains $>1$, the disease continues to spread in the population at a reduced rate (e.g. Pei et al., 2020). If a consistent level of non-pharmaceutical control is maintained for a sufficiently long period, it should still be possible to discern signatures of seasonality from the SI-orbits. This is explored in Figure 4b and c. Note that the range of both the S- and I-axes have been reduced compared to Figure 4a and that only a subset of orbits are shown to avoid clutter. For the illustrated scenario, a strong lockdown was initiated one month after onset of the disease and maintained for 9 months, where after it was replaced by social distancing. The SI-orbits display two main types of behavior. For values of $R_0 \geq 2.2$, although the infection rate is significantly damped, the disease still spreads through most of the population and peak infection occurs within six months of the outbreak (and within the period of stringent lockdown) (Figure 5a to c, yellow lines). In these cases 50-75% of the population become infected before herd immunity is reached (Figure 4b). For example, an infection with $R_0 = 2.4$ plus stringent control effectively follows an orbit of $R_0 = 1.43$ (Figure 3b; yellow line in Figure 5c). For lower basic reproduction numbers ($R_0 = 2$) the dampening of the infection rate by control measures is sufficiently strong that no significant outbreak occurs during the 9 month period of lockdown (see the blue line representing $R_0 = 2$ in Figure 4b and the yellow line up and until month 10 in Figure 5d). However, since herd immunity is not achieved, the disease continues to linger in the population, and breaks out in the months immediately following the relaxation of lockdown measures (Figure 4b blue orbit, Figure 5d, yellow line beyond month 10). In terms of the SI-orbits, the outbreak can be seen as a sudden increase in $R_t$ and the consequent crossing of the orbits of constant $R_0$.

The presence of seasonality accompanied by onset of the disease in mid-winter implies further dampening of infection rates during the period of stringent lockdown. For $R_0 = 3$ the characteristic signature of seasonality, namely the crossing of the orbits of constant $R_0$ is apparent (compare the purple orbits in Figures 4b and c), but despite the combined dampening effects of lockdown and seasonality the diseases still propagates through the population until herd immunity is reached late in spring (Figure 5a, red line) with about 60% of the population infected during the course of the outbreak (purple orbit, Figure 4c). The remaining cases ($R_0 \leq 2.6$) displayed in Figure 4c reveal an entirely different type of behavior, induced by seasonality. For these lower infection rates the combined dampening effect of lockdown and seasonality is sufficiently strong that the peak infection is substantially reduced (Figures 5b to d) and less than 25% of the population becomes infected during the period of stringent lockdown (Figure 4c). High summer temperatures following the initial onset of the disease further damp the infection rate, but since herd immunity is never reached, once lockdown is replaced by less stringent social distancing, the return of lower temperatures and humidity as the next winter approaches systematically increases the
infection rate. Without renewed lockdown, this results in a second wave outbreak, with a significantly higher of peak infection than experienced in the first year of the disease (red lines in Figure 5a to c). This scenario may well be important for Northern Hemisphere countries, where initial onset of the disease occurred in approximately mid-winter, and where anti-body tests suggest that the portion of the population infected by mid-summer is significantly less than 20% (e.g. Pollán et al., 2020).

Sensitivity to various strengths of seasonality is explored in Figure 6. For the case where the disease propagates freely in the population under weak seasonality ($\varepsilon = 0.1$), the crossing of orbits of constant $R_0$ by the seasonality orbits can only be clearly observed for $R_0 \geq 2.2$. However, the feature can be observed clearly for lower values of $R_0$ where spring arrives and affects infection rate before the disease can propagate through the population. Figure 6b explores the case of the disease propagating under actual daily climatic forcing for the Gauteng Province of South Africa using CCF rather than TCCF, corresponding to $\varepsilon \approx 0.2$ (see Figure 2b). The SI-orbits in Figure 6b closely resemble those in Figure 4a. Under stronger seasonality, for instance $\varepsilon = 0.3$, seasonality can be clearly observed in the SI-orbits, with the additional feature of second waves developing for $R_0 \leq 2$. In these cases damping of the infection rate is so substantial during spring and summer that the disease propagation is substantially slowed down. However, it continues to linger in the population and second waves of infection develop from autumn to winter of the following year. Under a scenario of lockdown various strengths of seasonality result in the SI-orbits (Figures 6d to f) exhibiting similar qualitative behavior to those in the case shown in Figure 4c. The key message is that strong non-pharmaceutical control substantially slows down the spread of the disease and increases the role of the seasonality. The combined effects of strong seasonal damping of infection rates and non-pharmaceutical control imply that even for relatively high values of $R_0$ only a small portion of the population becomes infected during the period of lockdown. If the control is relaxed, second waves of infections develop in autumn and winter of the following years. The amplitude of these waves increase as a function of seasonality strength (compare for example, the SI orbits for $R_0 = 2.6$ in Figures 6d, e and f) and can exceed the first wave in severity.

### 3.3 Outbreak in mid-summer

The impacts of seasonality as described by (1) for $\varepsilon = 0.2$ are profoundly different for a summer onset compared to mid-winter onset of the disease, under the scenario of no control measures being applied. The SI-orbits for the case of a mid-summer outbreak are shown in Figure 7 a-c under scenarios of non-pharmaceutical control and seasonality effects and the corresponding I/N time-evolutions in Figure 8. The black orbits in Figure 7 and black lines in Figure 8 represent the case of no control measures and no seasonality effects and correspond exactly to the equivalent orbits in Figure 4 and lines in Figure 5. The summer season substantially dampens the infection rate ($TFF \approx 0.7$) and consequently delays the peak infection by about a month for $R_0 = 3$ (Figure 8a, green line) and two months for $R_0 = 2$ (Figure 8d, green line). For $R_0 \leq 2$ the damping is so significant that the outbreak only gains momentum in the following winter, reaching the same peak infection (Figure 8d, green line) and infecting the same portion of the population (Figure 7c) as for the corresponding situation of no control measures and no
seasonality (Figure 8d, black line). For larger values of R0 peak infection occurs before the peak in seasonality forcing is reached in winter. By the time of peak infection (early autumn for $R_0 = 3$ to late autumn $R_0 = 2.4$), $R_t$ has increased sufficiently for the orbits of constant $R_0$ to be crossed (see the colored orbits in Figure 7a). The dampening of the peak infection by seasonality is substantial, even for these higher values of R0. For example, for $R_0 = 3$ the dampening of the peak infection is about 40% (Figure 8a) and 10% less of the population is infected by the time herd immunity is reached (Figure 7a).

We next exploring a scenario of non-pharmaceutical control similar to that described for the mid-winter onset, but with lockdown maintained from the end of month one to the end of month 12. For values of $R_0$ >> 2.2 even under a stringent lockdown, the disease still runs its course through the population during the first year of the infection. The same will thus be true for all weaker forms of lockdown and social distancing. Nonetheless, the amplitude of the peak infection is substantially reduced and its timing is delayed (Figure 8a to c, yellow lines). For the case of $R_0 = 3$, the peak infection is reduced by 60% with respect to the case of no control measures (Figure 8a), nevertheless about 70% of the population has been infected by the disease by the time that herd immunity is reached (Figure 7b). The lockdown orbits correspond to cases of constant $R_0$ given that the lockdown merely functions to reduce $R_t$ to a smaller but constant value of $R_t$. For values of $R_0 \leq 2$ the dampening of the infection rate is so strong that herd immunity is not reached during the first year of the infection (blue orbit, Figure 7b). Once the measures of control are relaxed in the 13th month of the infection, a second wave of infections occurs immediately (yellow line, Figure 8d, blue orbit, Figure 7b).

For a mid-summer onset, seasonality combined with non-pharmaceutical controls dampen the infection rate during the initial months of the outbreak, but when winter arrives and the transmission-reducing effect of seasonality disappears, a peak infection of amplitude similar to the case of lockdown without seasonality effects occurs for values of $R_0 \geq 2.6$; (Figure 8a and b). This is demonstrated best for the case of $R_0 = 2.6$ in Figure 7c (orange orbit), where $R_t$ first increases as winter is reached, where after it decreases as the disease runs its course in spring, with a clear crossing of the orbits of constant $R_0$. For smaller values of $R_0$, herd immunity is not reached during the first year of infection, thus once control measures are weakened second waves of infection follow (blue and yellow orbits in Figure 7c; red lines in Figure 7c and d). These do not occur immediately, as was the case in the absence of seasonality. Rather, the infection rate remains damped by seasonality in the summer and autumn of the second year of the disease, and peak infection only occurs in the winter or spring of the second year. For low values of $R_0$, most of the population is still susceptible after the first year of the infection (blue orbit, Figure 7c), and consequently the second wave of infections can be severe (in the absence of control measures being re-applied in the second year of the infection (red line, Figure 8d).

Under weak seasonality ($\varepsilon = 0.1$) the seasonality orbits are almost indistinguishable from those of constant R0 for the case of no control measures being applied (Figure 9a). However, for the realistic case of warm-cold seasonality as described by daily data for continental South Africa, where $\varepsilon \approx 0.2$, the seasonality orbits for high values of $R_0$ cross those of constant R0 (Figure 9b), consistent with the case
of $\varepsilon = 0.2$ (Figure 7a). Under stronger seasonality the SI-orbits display the same qualitative characteristics (Figure 9c). In the presence of lockdowns, despite more time effectively being allowed for seasonality to have an effect, its role remains limited when $\varepsilon = 0.1$ (Figure 9d). However, for continental South Africa ($\varepsilon \approx 0.2$) and stronger seasonal forcing in the presence of lockdown (Figure 9e and f), second waves of infections develop in the winter of the second year of the disease's propagation, with the formation mechanism similar as for Figure 7c.

4. Discussion

By late July 2020, eight months into the Covid-19 outbreak, it remains unclear whether transmission of SARS-CoV-2 is impacted by seasonal climate effects (e.g. O’Reilly et al., 2020). We modelled the outbreak of a highly infectious disease ($R_0 \geq 2$), for the idealized cases of the initial infections occurring in mid-winter (when seasonality-influenced transmission rates are assumed to be highest) and mid-summer (trough in seasonality forcing) for a range of amplitudes of seasonality. Strong seasonal forcing may be expected to be found in the mid-latitudes, in regions that exhibit pronounced cold-warm (and thus generally also dry-moist) cycles, noting the current hypothesis that Covid-19 infection rates are optimal under cold and dry conditions. In such climates, the tell-tale signature of seasonality is the crossing of the SI-orbits of constant $R_0$ by the seasonality orbits on an SI-diagram.

In the case of mid-winter onset, without control measures, the detectability of even strong seasonality ($\varepsilon \geq 0.2$) is limited for $R_0 > 2$ until about 50% of the population has been infected. For lower values of $R_0$, the disease persist in the population for long enough for seasonality to be more clearly revealed. Control measures, which for now are non-pharmaceutical since no vaccine is as yet available reduce the infection rate, thereby slowing the progression of the disease. If a consistent level of control is applied for many months, the presence of seasonality can be clearly detected in the SI orbits. However, stringent lockdown measures prevent the development of herd immunity so that more than 70% of the population remain susceptible in the summer following the initial onset of the disease. Should control measures be relaxed in summer due to either a false sense of security that the disease has been contained, or under socio-economic pressure, severe seasonality-induced second waves can develop from autumn to spring of the following year. It may be noted that in this respect, current serological testing for SARS-CoV-2 specific antibodies in several countries, mostly in the Northern Hemisphere where Covid-19 had a winter onset, is suggesting that significantly less than 20% of the population had been infected by Covid-19 by time of the onset of the boreal summer of 2020 (e.g. Pollán et al., 2020).

When the disease onset occurs in mid-summer, the evolution of the disease is markedly different. Despite the dampening effects of climate, the disease still moves through the population for values of $R_0 > 2$ and herd immunity is reached before winter arrives. The seasonality-affected orbits cross the orbits of constant $R_0$ by the time that about half of the population has been infected. For lower values of $R_0$ the disease is still propagating through the population by the time winter arrives and it reaches its full transmission probability, thus peak infection is similar to that in the absence of seasonality effects, with the seasonal orbits tangential to those of constant $R_0$. For very high values of $R_0$ ($R_0 \geq 2.6$) stringent
control measures merely function to slow down the propagation of the disease. Considering seasonality, once winter arrives, the disease reaches its full transmission potential and peak infection is similar to that for the case of no seasonal effects. For lower values of $R_0$, the effect of lockdown is so substantial that herd immunity is not achieved in the first year of outbreak, and in the presence of seasonality second waves of high peak infection occur in the second year when winter sets in after control measures have been relaxed. Given the timing of the Covid-19 outbreak, this risk applies to Southern Hemisphere mid-latitude countries, including Australia and New Zealand, where efficient non-pharmaceutical control measures will apparently prevent herd immunity from being reached in 2020.

The tell-tale signature of seasonality is that the seasonal orbits cross those of a constant $R_0$. The identification of this feature in real-world data, if it exists, will be confounded by inadequacies and differences in how infection rates are reported between countries. A further complicating factor is the temporally-varying application of non-pharmaceutical control measures. Nonetheless, we are of the view that this proposed test for seasonality can be successfully applied to operational data for a subset of countries, regions or cities, where bias-corrected testing programmes have been in place for several months and where periods of several months of consistent, known non-pharmaceutical control measures have been applied. It takes several months for the seasonality affected SI-orbits to cross the $R_0$ orbits, under the realistic levels of the seasonality effect we explore here; and about half of the population needs to become infected for the seasonality feature to clearly develop. Given the limitations of operational Covid-19 statistics, the less than full annual cycle for which Covid-19 has been spreading on the planet and the fact that in most countries only a relatively small portion of the population has to date been infected, it is not surprising that no consensus has so far been reached in terms of seasonality impacts on Covid-19. The signal is obscured by both the noise of inconsistent data reporting, but also by the fundamental properties of the disease.

The following list of tests is proposed to objectively search for signatures of seasonality in operational Covid-19 (or any highly infectious disease) data:

1) Crossing of the SI-orbits of constant $R_0$ by the seasonality

2) Differential rate at which the disease spreads for the case of mid-winter onset compared to mid-summer onset (mid-winter spread should be comparatively faster under similar conditions of non-pharmaceutical control).

3) Within a given country with summer onset of the disease, and under constant non-pharmaceutical control measures, an increase in $R_t$ should be detected as winter approaches; and for winter onset, a decrease as summer

4) The amplitude of peak infection ($I/N$) should be smaller for mid-summer onset compared to mid-winter onset, for cases where peak infection is reached ahead of winter (in the case of mid-summer onset).
5) The development of second waves of infection in the autumn through to spring of the second year of outbreak, in the absence of effective pharmaceutical or non-pharmaceutical

At the time of writing this paper (July 2020) Covid-19 is spreading rapidly in South Africa and many other Southern Hemisphere countries. Evidence of a clear influence of seasonality in this spread may still influence government decisions regarding the stringency and duration of lockdown measures. Under the assumptions made in this investigation, it is likely that Covid-19 will run its course in South Africa in the winter and spring of 2020, with herd immunity reached during 2020. Several South American countries seem to be on the same trajectory. The main application of clearer knowledge of Covid-19 seasonality is preparation for, or prevention of, second waves of infection. This is a clear risk for Northern Hemisphere countries in autumn to winter of 2020/21 and spring of 2021, and for Southern Hemisphere countries (in particular Australia and New Zealand where non-pharmaceutical control has apparently contained the disease) in the winter and spring 2021. The successful development and widespread deployment of a vaccine would significantly reduce this risk. Conversely, if a vaccine is not generally available and those infected in 2020 do not obtain immunity, or lose that immunity within 12 months, the risks for second waves of infection in late 2021 will be large.

Clarity on the role of seasonality in Covid-19 outbreaks may be obtained within next few months by considering multiple lines of evidence. Careful comparison between the rate of spread and amplitude of peak infection in Northern Hemisphere vs Southern Hemisphere countries, as well as aseasonal tropical and high-latitude countries, may provide important clues. So may changes in climate in one location due to seasonal progression, on the condition that bias-corrected case data is also available. Examples where measures of lock-down or social distancing have not changed substantially during the course of the disease are especially useful, as is the comparison of locations with different climates but similar levels of non-pharmacological interventions. Problems with the different protocols for reporting cases, and different levels of testing, may be reduced by using death-rate anomalies as a proxy for Covid-19 mortality rates. An anomaly is the difference between the recorded number of deaths, which is usually relatively accurate across jurisdictions, and the seasonally-variable expected rate of deaths from all causes, based on long-term records. The anomaly can be inferred to be as a result of the direct and indirect effects of Covid-19. The corresponding infection rate can be estimated from the infection fatality rate, which is currently estimated to be 0.68% (0.53-0.82%) (Meyerowitz-Katz and Merone). As far as can be supported by reporting, sub-national data is far more useful than nationally-aggregated data, in large and climatically heterogeneous countries. The application of inverse modelling (e.g. Anastassopoulou et al.) is a rigorous evidence-driven approach to reconstructing the SI-orbits for particular locations from data on deaths, reported cases and post-facto serological testing. Until the importance of seasonality in Covid-19 infection rates has been established, it remains prudent to design control measures as if high temperature and humidity will not significantly dampen the infection rate (O’Reilly et al., 2020). At the same time, it is important to design control measures to cater for the possibility of severe, seasonality-induced second waves of infection. It is important for the Covid-19 seasonality question be answered ahead of the potential occurrence of second waves.
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**Figures**

**Figure 1**

Example of application of the Climate correction factor (CCF), indicating how the Covid-19 infection rate may be modified by temperature and humidity for the months January, April, July and October in South Africa.
Figure 2

(a) TCCF for various values for \(0.1 \leq \epsilon \leq 0.3\) (interval 0.05). (b) Observed seasonal cycle of the CCF in Johannesburg in the continental interior of South Africa, showing temperature effects only (black lines) and both temperature and humidity effects (green lines) under (2).
Figure 3

CCF seasonality amplitude with humidity effects excluded (top) and CCF amplitude (bottom) calculated over the period 2009-2018 using CRU TS4.03 data using (2), and shown in intervals corresponding to the seasonal amplitudes of $\varepsilon = 0.1, 0.15, 0.2, 0.25, 0.3$. Note: The designations employed and the presentation of the material on this map do not imply the expression of any opinion whatsoever on the part of Research Square concerning the legal status of any country, territory, city or area or of its
Figure 4

Susceptible-Infected (SI) orbits for various scenarios of non-pharmaceutical control measures and seasonality of $\varepsilon = 0.2$, for the case of mid-winter onset of an infectious disease. The orbits in black represent the scenario of no control with range and R0 interval $[1.4, 3; 0.1]$ in a) and $[1.4, 2; 0.1]$ in b) and
c). Note the different range of I/N in a) compared to b) and c). The colored lines orbits represent a) effects of seasonality for the scenario of no control; b) effects of a lockdown followed by social distancing and c) effects of lockdown followed by social distancing in combination with seasonality.

**Figure 5**

Evolution of I/N for an infectious disease for different values of R0 and where onset occurs in mid-winter. The black lines represents the scenario of no control measures and no seasonality, the green lines represent no control measures but with seasonality effects included, the yellow lines represent non-pharmaceutical control measures (see the text for details) and the red lines indicate the effects of seasonality in combination with non-pharmaceutical control. Seasonality is for $\varepsilon = 0.2$. 
Figure 6

Susceptible-Infected (SI) orbits for mid-winter outbreak under different strengths of seasonality for scenarios of no control measures (left) and non-pharmaceutical control measures (right). In a) and d) $\varepsilon = 0.1$; b) and e) use realistic seasonal forcing (CCF based on function 2) from a continental climate with warm-cold seasonality in central South Africa and in c) and f) for $\varepsilon = 0.3$. The orbits in black represent the scenario of no control and no seasonality with range and interval of R0 of $[1.4, 3; 0.1]$ in a) to c) and $[1.4, 2; 0.1]$ in d) to f). Note the different range of I/N in the different panels. The colored lines orbits represent effects from seasonality in a) to c) and the combined effects of seasonality and non-pharmaceutical control in d) to f).
Figure 7

Susceptible-Infected (SI) orbits for various scenarios of non-pharmaceutical control measures and seasonality of $\varepsilon = 0.2$, for the case of mid-summer onset of an infectious disease. The orbits in black represent the scenario of no control with range and R0 interval $[1.4, 3; 0.1]$ in a) and $[1.4, 2; 0.1]$ in b) and c). Note the different range of I/N in a) compared to b) and c). The colored lines orbits represent a)
effects of seasonality for the scenario of no control; b) effects of a lockdown followed by social distancing and c) effects of lockdown followed by social distancing in combination with seasonality.

Figure 8

Evolution of I/N for an infectious disease for different values of R0 and where onset occurs in mid-summer. The black lines represents the scenario of no control measures and no seasonality, the green lines represent no control measures but with seasonality effects included, the yellow lines represent non-pharmaceutical control measures (see the text for details) and the red lines indicate the effects of seasonality in combination with non-pharmaceutical control. Seasonality is for $\varepsilon=0.2$. 
Figure 9

Susceptible-Infected (SI) orbits for mid-summer outbreak under different strengths of seasonality for scenarios of no control measures (left) and non-pharmaceutical control measures (right). In a) and d) $\varepsilon = 0.1$; b) and e) use realistic seasonal forcing (CCF based on function 2) from a continental climate with warm-cold seasonality in central South Africa and in c) and f) for $\varepsilon = 0.3$. The orbits in black represent the scenario of no control and no seasonality with range and interval of R0 of $[1.4, 3; 0.1]$ in a) to c) and $[1.4, 2; 0.1]$ in d) to f). Note the different range of I/N in the different panels. The colored lines orbits represent effects from seasonality in a) to c) and the combined effects of seasonality and non-pharmaceutical control in d) to f).