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Abstract—Self-supervised learning (SSL) has drawn an increased attention in the field of speech processing. Recent studies have demonstrated that contrastive learning is able to learn discriminative speaker embeddings in a self-supervised manner. However, base contrastive self-supervised learning (CSSL) assumes that the pairs generated from a view of anchor instance and any view of other instances are all negative, which introduces many false negative pairs in constructing the loss function. The problem is referred as class-collision, which remains as one major issue that impedes the CSSL based speaker verification (SV) systems from achieving better performances. In the meanwhile, studies reveal that negative sample free SSL frameworks perform well in learning speaker or image representations. In this study, we investigate SSL techniques that lead to an improved SV performance. We first analyse the impact of false negative pairs in the CSSL systems. Then, a multi-stage Class-Collision Correction (C3) method is proposed (e.g., false negative pair filtering, InfoNCE re-weighting and ProtoNCE), which leads to the state-of-the-art (SOTA) CSSL based speaker embedding system. On the basis of the pretrained CSSL model, we further propose to employ a negative sample free SSL objective (i.e., DINO) to fine-tune the speaker embedding network. The resulting speaker embedding system (C3-DINO) achieves 2.5% Equal Error Rate (EER) with a simple Cosine Distance Scoring (CDS) method on Voxceleb1 test set, which outperforms the previous SOTA SSL system (4.86%) by a significant +45% relative improvement. With speaker clustering and pseudo labeling on Voxceleb2 training set, a LDA/CDS back-end applying on the C3-DINO speaker embeddings is able to further push the EER to 2.2%. Comprehensive experimental investigations of the Voxceleb benchmarks and our internal dataset demonstrate the effectiveness of our proposed methods, and the performance gap between the SSL SV and the supervised counterpart narrows further.

Index Terms—DINO, MoCo, representation learning, self-supervised learning, speaker verification.

I. INTRODUCTION

Speaker verification (SV) aims to verifying whether an unknown speech utterance belongs to a claimed speaker identity. It serves as a natural and effective way for biometric identity authentication. The direct applications of SV can be audio forensics, computer access control, and telephone voice authentication (e.g., telephone banking). Besides that, speaker representation learned from a SV system also acts as a key component in downstream tasks such as, speaker diarization, text to speech synthesis, voice conversion, speaker adaptation of automatic speech recognition as well as targeted speech enhancement and separation systems [1], [2], [3], [4], [5], [6], [7], [8].

In the age of deep learning, tremendous progresses have been made in SV. One common paradigm for a deep learning based SV system is to learn a speaker discriminative network, and treat it as a speaker embedding extractor afterwards [9], [10], [11]. The state-of-the-art (SOTA) approaches for learning speaker representations usually rely on supervised deep neural networks and large labeled speaker corpora. Various neural network architectures, such as Time-Delay Neural Network (TDNN), ResNet and ECA-PA-TDNN, were explored as the speaker embedding extractors [10], [12], [13], [14], [15], [16]. Effective loss functions, such as triplet loss, softmax loss and its large margin alternatives (e.g., angular softmax loss, additive margin softmax loss or large margin cosine loss etc.), were investigated to encourage more inter-speaker separation and intra-speaker compactness [14], [16], [17], [18]. To aggregate the frame-level information to the utterance-level, different temporal pooling methods [12], [19], [20], [21] were explored as an important step to normalize phonetic variability. To further improve the robustness and generalization for SV, noise and language robust models and training paradigms have been proposed and improve the system performance [22], [23].

Despite the fact that impressive progress has been made with fully supervised models, challenges still exist for practical SV systems. Fully supervised models are usually domain specific, in order to perform well in a particular domain, satisfying amount in-domain labeled data is essential [24], [25]. In many real cases, it is expensive and difficult to obtain sufficient data annotations. For example, when vast amount of service data is available to access, it is ideal to use those in-domain data to continue facilitating the service models. However, annotating the online data involves huge amount of efforts. And both machine and human annotators introduce their systematic errors/bias into the labels, which may prevent the supervised models from achieving the optimal performance [26].

Self-supervised learning (SSL) is a form of unsupervised learning where data itself provides the supervision. SSL usually defines a proxy loss, which is directly or indirectly connected with the downstream tasks. In order to solve it, the SSL network is then forced to learn what we care about, e.g., speaker representation, content representation or semantic representation in
speech, images and text [27], [28], [29], [30], [31]. In this study, we focus the SSL for speech modality, but the methods examined here can be generalized in other domains.

Depending on what signal resolution is employed to construct the proxy losses, the SSL in speech can be generally categorized into two directions: the frame-level approaches and the instance-level approaches. One popular realization of a frame-level SSL model is to reconstruct/predict masked targets, which is conditioned on the unmasked contextual signals [30], [32]. The learned intermediate representation are expected to be more informative by leveraging contextual content when a large amount of unlabeled speech data is available. In addition, recent studies show that better speech representations can be achieved by jointly modeling of generative/predictive and discriminative power of signal, which is usually implemented by introducing an regularization term or an inductive bias (e.g., enforcing codebook diversity in wav2vec 2.0 or denoising in WavLM) [33], [34], [35]. Unlike the frame-level approaches, where the SSL features have to be derived from the proxy models to train the downstream tasks (usually with labels), the instance-level approaches are more directly linked to the final objective. The instance-level SSL models are formulated by distinguishing the input signal from their distractors (e.g., MoCo or SimCLR) or constructing a similarity measure within the different viewers of the input signal (e.g., BYOL or DINO) [27], [28], [36], [37].

As an emerging direction in speaker representation learning, SSL based models have been investigated in the literature [29], [38], [39], [40], [41], [42], [43]. In [35], [40], [41], SSL is employed as a pre-training method for subsequent supervised speaker embedding training, a better SV performance is achieved by leveraging a large amount of speech corpora. In [42], an augmentation adversarial training strategy is introduced to learn channel-invariant speaker representations, which enhances the robustness of learned SSL models against extrinsic variations. In [29], [43], the authors extended the self-supervised framework to a semi-supervised paradigm where a small portion of the whole dataset is labeled, which provided a good direction to utilize the real-world data. In [39], a self-supervised regularization term was proposed in addition to the siamese network, an improved SV performance was obtained in the Voxceleb benchmark. In [44], a DINO based speaker embedding system demonstrates the potential of SSL models for SV, a 4.83% EER on Voxceleb1 test set represents the current SOTA performance.

In this work, we investigate to effectively utilize unlabeled speech data in the SSL framework for speaker representation learning. We develop class-collision correction (C3) methods for CSSL based speaker embedding systems and jointly utilizing CSSL and non-CSSL training strategies to improve the SV performance. To do so, we first develop MoCo as our contrastive speaker representation learning backbone, which is built on our previously study [29]. Next, we explore different network architectures and find out the best configuration for speaker embedding training. Then, to alleviate the class-collision issue in the CSSL system, alternative ways of constructing the InfoNCE loss (i.e., false negative pair filtering, the InfoNCE loss re-weighting and ProtoNCE loss), which directs us to the best CSSL framework, i.e., the C3-MoCo model. Finally, inspired by the similarity/distribution matching based models (e.g., BYOL and DINO), where only positive pairs are constructed in the training process, we extend the DINO speaker embedding system via incorporating the CSSL models. We find that the C3-MoCo initialed DINO speaker embedding system (C3-DINO) significantly improves the system performance. Extensive experiments are conducted on the Voxceleb dataset and a Tencent’s in-house SV dataset to justify the effectiveness of our proposed methods. Although more detailed explanations and analysis can be found throughout this paper, let us first summarize the core contributions here:

1) From the system development viewpoint, we systematically investigate two effective SSL speaker embedding frameworks (i.e., MoCo and DINO) for SV. By leveraging different network architectures (i.e., TDNN, ResNetSE34 L, and ECAPA-TDNN), the proposed systems outperform the SOTA SSL based results;
2) The impact of false negative pair in one batch is analyzed w.r.t. different scales of training data. The analysis provides an insight of how would a CSSL model evolve in terms of different speaker numbers;
3) For scenarios with limited training data, class-collision correction methods are proposed. Particularly, false negative pair filtering and InfoNCE loss re-weighting are examined, in combination with the ProtoNCE loss, we achieve a relative 8.6% improvement over the SOTA contrastive learning based system [39].
4) In addition, we introduce the C3-DINO speaker embedding framework—the CSSL initialed DINO speaker embedding system that incorporates both contrastive learning and non-contrastive learning. We obtain a new SOTA SV performance with 2.5% CDS EER in standard VossaLeb1 test benchmark, which represents a +48.6% relative improvement over the previous best system.
5) Together with clustering and pseudo labeling on the speaker embeddings of training data, a LDA/CDS backend further narrows the performance gap between the SSL based system and the SOTA supervised models.

The remainder of this paper is organized as follows. An overview of self-supervised learning frameworks and recent development for speaker recognition is presented in Section II. In Section III, we first analyse the impact of class-collision to SV, and we propose methods that alleviate this issue. Then, we present the details of developing the C3-DINO speaker embedding system. The corpora and corresponding experimental setups for system development and evaluation are introduced in Section IV. Section V details the experimental results. Finally, we conclude our work in Section VI.

II. SELF-SUPERVISED SPEAKER EMBEDDING BASELINES

In this section, we first introduce the MoCo speaker embedding frame, where components such as momentum encoder, data augmentation are proved to be effective in most SSL frameworks. Inspired by the negative sample free SSL frameworks in computer vision and speech, we investigate a DINO based speaker embedding framework by changing only a small portion
from the MoCo system. We analyse the similarity and difference between these two frameworks. At the end of this section, we present the implementation details of the proposed methods for developing the speaker recognition systems.

A. MoCo Speaker Embedding System

We start the MoCo framework description by introducing a simple contrastive learning approach (SimCLR) [28]. Both SimCLR and MoCo share a similar structure which comprises three major components: (1) A data augmentation module that transforms a data example into two different views, which formulates a positive pair. (2) A neural encoder module that encodes the input features into a fixed latent space. (3) A MLP projection head that maps the latent representation to a \( L_2 \)-normalized embedding (i.e., speaker embedding) where a contrastive loss is applied.

SimCLR achieves the instance discrimination by directly maximizing the similarity between augmented positive pairs and minimizing the similarity of negative pairs via an InfoNCE loss [33]. For a mini-batch of \( N \) samples, we get \( 2N \) samples after two-fold augmentation. SimCLR doesn’t sample negative examples explicitly. The rest \( 2(N - 1) \) samples (different from the positive pair) are treated as negative examples without any filtering. The loss function is defined as,

\[
\mathcal{L}_{\text{SimCLR}} = -\frac{1}{N} \sum_{i=1}^{N} \log \frac{\exp (v_i \cdot v'_i / \tau)}{\sum_{j=1}^{2N} \mathbb{1}_{[i \neq j]} \exp (v_i \cdot v_j / \tau)}, \tag{1}
\]

where \( v_i \) and \( v'_i \) are the two augmented views of one sample, \( v_j \) is traversed from the rest \( 2N-1 \) augmented samples, \( \mathbb{1}_{[i \neq j]} \) is an indicator function that equals to 1 when \( i \neq j \). \( \tau \) is the temperature parameter that controls the sharpness of the output distribution, and \( \cdot \) is simply the dot product of two \( L_2 \) normalized speaker embeddings.

SimCLR uses samples in the current mini-batch for negative example mining. The size of negative pair is constrained with the mini-batch size \( N \), which is limited by the GPU memory. To prevent this problem and introduce more negative samples in the InfoNCE loss, we also explored a momentum contrastive based speaker embedding system in our previous study [29]. We mainly followed the MoCo framework for visual representation learning [27]. The MoCo speaker embedding system used a dynamic queue to store a large number of negative samples for calculating the loss, with an assumption that robust features can be learned by a large dictionary that covers a rich set of negative samples. As illustrated in the left side of Fig. 1, MoCo uses one query encoder \( f_q \) to encode one copy of the augmented samples, and employs a momentum encoder \( f_k \) to encode the other copy. The momentum encoder is a slowly progressing encoder that represents the snapshots of the previous query encoders. The InfoNCE loss employed in the MoCo speaker embedding learning is defined as,

\[
\mathcal{L}_{\text{MoCo}} = -\frac{1}{N} \sum_{i=1}^{N} \log \frac{\exp (v_{qi} \cdot v'_{ki} / \tau)}{\sum_{j=0}^{K} \exp (v_{qi} \cdot v_{kj} / \tau)}, \tag{2}
\]

where \( v_{qi} \) and \( v'_{ki} \) is the query sample (i.e., anchor) and the corresponding key (positive sample) in the mini-batch. The positive sample \( v'_{ki} \) is encoded with the momentum encoder \( f_k \), while the negative samples \( v_{kj} \) in the denominator are the inventory key speaker embeddings in the queue. The \( \mathcal{L}_{\text{MoCo}} \) in (2) is the average negative log score ratios over all the \( N \) positive pairs and the corresponding \( K \) negative pairs. The introduction of a queue with the size \( K \) is able to enlarge the number of negative samples without consuming too much memory. At the same time, samples in the dictionary are progressively replaced, with the latest mini-batch of key embeddings popped-in and the oldest popped-out. \( K \) was set to 10000 in our previous experiments, we found that MoCo was not sensitive to \( K \) after a certain value.

To make the key embeddings in the negative sample queue consistent, the key encoder \( f_k \) is updated as an Exponential Moving Average (EMA) of the query encoder \( f_q \). Denoting the parameters of \( f_k \) as \( \theta_k \) and those of \( f_q \) as \( \theta_q \), we update \( \theta_k \) by \( \theta_k \leftarrow m\theta_k + (1 - m)\theta_q \), where \( m = 0.996 \) is the momentum coefficient. Only the parameters \( \theta_q \) are updated by back-propagation during training. The momentum update makes the key encoder evolve more smoothly than the query encoder. With this design, though the keys in the queue are encoded by different encoders, the difference among these encoders is small. Therefore we can maintain a sizeable negative sample queue in a stable training process. In our study [29], we found the MoCo based speaker embedding achieved a considerable performance gain over the SimCLR system. Thus, MoCo is considered as the first baseline in this study.

B. DINO Speaker Embedding System

The MoCo based speaker embedding systems compose the negative samples that are different from the anchor sample to make the anchor and negative samples far from each other in the embedding space. However, this could be problematic as the negative sample queue accumulates false negative samples, i.e., the anchor and negative utterances may share the same speaker identity. This is referred as the class collision problem in the CSSL frameworks, which results in the major performance
deficit compared with the supervised contrastive learning systems [45]. On the other hand, non-contrastive methods, such as BYOL and DINO, have demonstrated competitive performance compared with the contrastive methods in image or speech modality [36], [37], [44]. Instead of discriminating between the instances, both BYOL and DINO embrace the knowledge distillation methodology in their system design. BYOL operates at the embedding level and DINO distills the knowledge from the momentum encoder (teacher) with an additional softmax layer.

In this study, we develop a DINO speaker embedding system as the right hand side of Fig. 1, which requires us the minimum changes from the MoCo baseline system.

Similar to MoCo, the base DINO system requires two differently augmented samples as the input to the student branch (a local view to query encoder \( f_q \)) and the teacher branch (a global view key to encoder \( f_k \)), and \( f_k \) is also updated as the EMA of the \( f_q \). More specifically, we keep every components the same as the baseline MoCo until the speaker embedding layer, where a softmax layer is added after the embedding layer in each branch. Following [37], we minimize the cross-entropy between two distributions calculated along the two branches, the DINO loss is simply represented as,

\[
H(X, Y) = - \sum_{i=1}^{K} p((x_i - c_i)/\tau_t) \log q(y_i/\tau_s), \tag{3}
\]

where \( p((x_i - c_i)/\tau_t) \) represents the probability of class (position) \( i \) after the teacher branch mapping, \( x_i - c_i \) is the subtraction between the \( i \)-th logit of the global view \( X \) and the center \( C \), denoted as \( C = mC + (1 - m)\frac{1}{B} \sum_{i=1}^{B} X_i \), representing the EMA of the batch centers (\( m = 0.99 \)), \( \tau_t \) is the teacher branch temperature coefficient. Similarly, \( q(y_i/\tau_s) \) is the probability of class (position) \( i \) after the student branch mapping and student temperature normalization, \( y_i \) is the \( i \)-th logit of the local view \( Y \), \( K \) is the total number of classes assigned in the DINO training. The choice of \( \tau_t \) and \( \tau_s \) determines the direction of the self-distillation process. A relative smaller value of \( \tau_t \) (comparing to \( \tau_s \)) sharp the teacher distribution and forces the distribution of the local view in the student branch to be close to the teacher distribution, such that information concentration happens. The cross-entropy without the temperature scaling \( H(p, q) = - \sum_{i=1}^{K} p(x_i - c_i) \log q(y_i) \) ends up with a flat distribution across the whole data set. And the cross-entropy \( H(p, q) = - \sum_{i=1}^{K} p(x_i) \log q(y_i) \) without centering results in a trivial solution that one position dominates for all samples.

Ideally, a good representation learning should map both local and global sample of the sample speaker to the same the probabilistic pattern with a peaky distribution in one position. Meanwhile, samples from different speakers should be allocated on different positions. Since center \( C \) is the EMA of batch centers, we argue that the converged logits of center \( C \) should be flatten across all \( K \) positions. The probability \( p((x_i - c_i)/\tau_t) \) can be approximately written as,

\[
p((x_i - c_i)/\tau_t) = \frac{\exp((x_i - c_i)/\tau_t)}{\sum_{i=1}^{K} \exp((x_i - c_i)/\tau_t)}, \tag{4}
\]

This approximation is only hold when \( c_i \) in center \( C \) follows a uniform distribution, and the DINO loss of (3) is converged to a standard cross-entropy form with instance discrimination ability. Since the center \( C \) is the EMA of the batch centers, to satisfy the uniform distribution assumption, we can either choose to use a big batchsize or employ a small update parameter \( 1 - m \), so that the training is stable. At the same time, we argue that \( K \) should be enough big, so that the training samples with different underlying speaker identities will be allocated to appropriate locations without the confusion. After all these, the interpretation of the converged DINO training is that: the similarity between the anchor-positive pair is maximized, while center \( C \) is located in the middle. DINO is explored as our second baseline speaker embedding system.

C. Implementation Details

**Feature extraction:** we compute 30-dimensional MFCC on the frame level as the input features. A Hamming window of length 25 ms with a 10 ms frame-shift is used to extract the MFCC from audio signals. Similar to [29], we use a random chunk of 200-400 frame features of each audio file as the input to the MoCo systems. While for DINO experiments, we randomly use 300-400 frames as the global view to \( f_k \), and chunk 50% length of the corresponding global view as the local view to \( f_q \). Since no zero padding is applied to the feature processing, we filter out the utterances that are shorter than 400 frames. Each input feature is mean normalized on the frame level. An energy-based VAD is used to remove silent frames, which follows the Kaldi SRE16 recipes [46]. We sample 600,000,000 frames for each epoch of training in our following experiments.

**WavAug:** follow the conclusion from [29], we only perform data augmentation at the waveform level. Different from the recipes for supervised models, where only one kind of extrinsic variabilities is applied to the raw sample. We find that progressive data augmentation is more effective for both MoCo and DINO systems. Specifically, we first augment one utterance to two views with reverberation by randomly selecting RIRs in the OpenSLR Room Impulse Response and Noise Database [47], we pool all the RIRs from different size of rooms together in this step. There is a 80% probability that the sample is reverb-augmented, while the rest 20% of the total utterances are kept unchanged. After the reverb-augmentation, we further add one of the three kinds of noises with equal probability: 1) Noise, 2) Music, and 3) Babble. In each augmentation, one noise file is randomly selected in the MUSAN database [48] and added to the recording with [0, 5, 10, 15] dB SNR. Alternatively, one music file is randomly selected and added to the recording with [5, 8, 10, 15] dB SNR. Otherwise, one human babble speech is selected and added to the recording with [13, 15, 17, 20] dB SNR. We repeat the progressive data augmentation process with a different random seed to incorporate enough extrinsic variabilities.
Network architectures: three different networks are employed to examine their impact to the SV performance. The first one is a standard TDNN model, it has five 1-D convolutional layers and uses a statistical pooling layer to encode the variable-length feature input to a fixed 3000 dimension vector. The MLP projection head contains two layers. The dimensionality of the first MLP layer is 512, followed by a batch normalization layer and ReLU activation. The second MLP is a 128-D linear transformation with a $L_2$ normalization applied, where it is used as the speaker embedding layer. The second network architecture in our study is a light version of ResNet34 (ResNetSE34 L) [16], with the kernel size of the first convolution layer as 3 instead of 7. After a sequence of convolutional layers and residual connections, a statistical pooling layer is added to aggregate the frame-level features to the utterance-level. Like the TDNN implementation, the same MLP layers is applied to the end of ResNetSE34 L. The last encoder architecture is the ECAPA-TDNN, which represents the SOTA performances in the Voxceleb benchmark in supervised learning [11]. In the ECAPA-TDN, we only use one 128-D linear layer with batch normalization and $L_2$ normalization. For DINO implementation, we add a $K$ dimensional softmax layer after the speaker embedding layer, so that the cross-entropy loss is calculated. For system training, we use a ADAM optimizer and initialize the learning rate with $1e^{-5}$ with a cosine learning rate scheduler. The parameters of each kind of network is listed in Table I.

Back-end scoring method and evaluation metric: a simple CDS is used as the main scoring function since the setup for SV in this study is unsupervised. We also explore a self-training strategy (clustering with initial SSL speaker embeddings and assigning pseudo labels) at back-end level, where a conventional LDA/CDS classifier is utilized. The performance is reported in terms of Equal Error Rate (EER) and minimum Detection Cost Function (minDCF) with $P_{\text{target}} = 0.01$.

III. IMPROVING THE SSL BASED SPEAKER EMBEDDING SYSTEMS

In order to further improve the baselines, we firstly analyse the impact of false negative pairs to SV performance in the MoCo framework. Then, we propose a progressive class-collision correction (C3) method that boosts the performances. Finally, we propose the C3-DINO system, a framework that incorporates both contrastive learning and non-contrastive learning for speaker embedding learning, which leads to the SOTA SSL based SV system.

A. The Impact of False Negative Pairs in MoCo Systems

In general, we know that the false negative pairs contradict with the ideal InfoNCE loss design, however there is no study that explicitly analyses how false negative pair impacts the overall SV performance. With supervision, we can find how many false negative pairs are actually in the denominator $\sum_{j=0}^{K} \exp(v_{qi} \cdot v_{kj} / \tau)$ of (2). In this portion of study, we consider the training strategy like MoCo-v3 [49] for simplicity, where a mini-batch with $N$ samples is used for constructing the negative pairs (instead of a large queue with $K$ samples). Here, we use $p_{fn}$ to define the probability of having at least one false negative pair in the denominator of contrastive loss component, which is represented as:

$$p_{fn} = \frac{1}{N} \sum_{i=1}^{N} \mathbb{1}_{[y_i \neq y_j \land j \neq i]} , j \in [1, N]$$

where $y_i$ is the label of the query embedding $v_{qi}$, $y_j$ is the label of the key embedding $v_{kj}$, $\mathbb{1}_{[y_i = y_j \land j \neq i]} , j \in [1, N]$ indicates the situation when $v_{qi}$ is given as the anchor sample and there is at least one false negative pair in the contrastive loss component $\mathcal{L}_c = -\log \frac{\exp(v_{qi} \cdot v_{qj} / \tau)}{\sum_{k \neq i} \exp(v_{qi} \cdot v_{kj} / \tau)}$. With (6), we can conduct a series of experiments with controlled $p_{fn}$, so that we can a clear understanding of its impact to MoCo based SV systems.

We conduct experiments with Voxceleb 1 and Voxceleb 2 training data to examine the relations between $p_{fn}$ and data size, the results on Voxceleb 1 test set is reported. A MoCo baseline with the TDNN encoder as the backbone is used, the batchsize $N$ is set to 4096. In Table II, a comprehensive analysis on the impact of $p_{fn}$ to EER is illustrated. It is easy to notice that the starting $p_{fn}$ for Voxceleb1 experiment is much higher than the Voxceleb2 MoCo $p_{fn}$, which shows that a bigger dataset with more speakers is very important in CSSL frameworks. The $p_{fn}$ ranges from fully self-supervised MoCo with the highest $p_{fn}$ to fully supervised contrastive loss with $p_{fn} = 0$ [45]. To implement $p_{fn}$ with a controlled rate, we just randomly drop out the contrastive loss component $\mathcal{L}_c = -\log \frac{\exp(v_{qi} \cdot v_{qj} / \tau)}{\sum_{j=1}^{K} \exp(v_{qi} \cdot v_{kj} / \tau)}$ that contains false negative pairs.

As we can see from Table II, the SV performance improves with less false negative pairs for both datasets. The performance change seems not to be linearly aligned with the differences between different $p_{fn}$. For example, the EER improvement is relative less when $p_{fn}$ is large. And there is a big difference in the SV performance when $p_{fn}$ changes from 20% to 0%, which indicates that even a small portion of false negative pairs lead to an obvious performance degradation. That is the major reason that impedes the CSSL algorithms from achieving a better system performance.
B. C3-MoCo Speaker Embedding Systems

Based on the analysis in Section III-A, we propose class-collision correction methods that can effectively alleviate the impact of false negative samples. An intuitive way is to find out the contrastive loss components \( l_i \) that contains false negative pairs, and filter them out in the InfoNCE loss calculation. Since label is not available, it is difficult to perfectly separate them in practice. Thus, we design a false negative pair filtering strategy based on the cosine similarity of the anchor-positive pair \( \langle v_{qi}, v_{ki} \rangle \) and anchor-negative pairs \( \langle v_{qi}, v_{kj}, j \in [1, K]\rangle \), where \( K \) is the queue size in (2). Specifically, when \( l_i \) satisfies both conditions as:

\[
\begin{align*}
    & v_{qi} \cdot v_{kj} > 0.8 \times v_{qi} \cdot v'_{ki}, j \in [1, K], \\
    & v_{qi} \cdot v'_{ki} > 0.4, 
\end{align*}
\]

Eq. (7a) means if there are negative pairs that have a high cosine similarity (larger than 80% of anchor-positive similarity), at the same time, (7b) requires that similarity between anchor-positive samples should be at a certain value, then \( l_i, i \in [1, N] \) \((N \) is the batchsize) is considered a false negative term. The purpose of this filtering strategy.

In practice, just using a hard criterion to filter out samples has two drawbacks: a) the samples satisfied with (7) may still contain false negative components; b) (7) filters out the hard samples, which may be useful to further improve the system. So, we employ a re-weighted InfoNCE loss to replace the MoCo loss in (2),

\[
L_{re-MoCo} = \omega_1 l_{MoCo} + \omega_2 l_{MoCo}^p 
\]

where \( l_{MoCo} \) is the MoCo loss components with the predicted true negative pairs, while \( l_{MoCo}^p \) is representing the MoCo loss components with the predicted false negative pairs. And the \( l_{MoCo}^p \) corresponds to elements with at least one false negative (predicted) in the key set. For each \( l_i \), the denominator is always different, since theanchor \( v_{qi} \) is different. We split the \( l_i \) across \( N \) samples (a batch) into a “TN” set and a “FN” set, calculate the average MoCo losses \( l_{MoCo}^p \) and \( l_{MoCo} \), respectively. Finally, we use \( \omega_1 \) and \( \omega_2 \) in (8) to re-weight the two MoCo losses. In summary, we filter the MoCo loss component \( l_i \) into the predicted true negative set and the false negative set, and adjust the weight to alleviate the class-collision issue. In our experiments on the Voxceleb benchmark, we find that \( \omega_1 = 0.8 \) and \( \omega_2 = 0.2 \) is a good configuration that encourages more contributions from \( l_{MoCo}^p \) and still keeps a small portion of information from the hard samples.

The last step we do to improve the MoCo baselines is the employment of the ProtoNCE loss [29]. This is done after the re-weighted InfoNCE loss training is converged. Similar to [29], a prototype memory bank is used to store the cluster centroids, the centroid is derived via a k-means clustering on the whole training dataset. The overall objective function \( L_{C3-MoCo} \) is formulated as,

\[
L_{C3-MoCo} = L_{re-MoCo} + \alpha L_{pNCE},
\]

\[
L_{pNCE} = - \frac{1}{N} \sum_{i=1}^{N} \log \frac{\exp (v_{qi} \cdot c_s / \phi_s)}{\sum_{j=0}^{R} \exp (v_{qi} \cdot c_j / \phi_j)},
\]

where \( L_{pNCE} \) is the ProtoNCE loss, \( L_{re-MoCo} \) is used to retain the property of local smoothness and help bootstrap clustering. \( \alpha \) is a weight coefficient to balance two losses, it is set to 0.2 in our experiments. For an anchor example \( v_{qi} \) (the query embedding), the positive embedding \( c_s \) is the prototype of class \( s \) (i.e., the centroid of cluster \( s \) where \( v_{qi} \) is assigned). Different class prototypes \( \{c_j\}_{j=1}^R \) are sampled as the negative examples, \( R \) is the number of negative pairs, \( R = 10000 \) in our experiments. Following the studies in [29], [50], we also use the dynamically estimated temperature coefficient, \( \phi = \frac{\sum_{j=1}^{Z} |v_{ij} - c_j|^2}{Z \log(Z + 1)} \), which indicates the concentration level of embeddings \( \{v_{ij}\}_{i=1}^Z \) around their class centroid \( c \). \( Z \) is total number of embeddings in that class and \( \epsilon \) is a small constant for numerical stability.

In Fig. 2, we have illustrated the progressive multi-stage stage training strategy for training the C3-MoCo speaker embedding system. The corresponding experimental results are presented in Section V.

C. C3-DINO Speaker Embedding System

In this section, we explore methods that further improve the SSL speaker embedding system. There exists two ways to fully utilize the MoCo loss and the non-contrastive DINO loss. The first one is the joint training with a multi-task objective,

\[
L_{C3-DINO} = L_{C3-MoCo} + \beta L_{DINO},
\]

where \( \beta \) is the weight to balance the contrastive loss and the DINO loss (cross-entropy). However, one concern is that the individual loss may be converged to different levels, especially when there is performance gap between the single objectives, then the multi-task loss will not benefit much to the final results. We refer the multi-task training based system as C3-DINO1.

System pretraining is the second way to incorporate both MoCo and DINO speaker embedding during training. Since the encoder design for both frameworks is the same, the whole C3-DINO speaker embedding system can be unified as Fig. 2. We firstly have the C3-MoCo system trained, and then use a single DINO loss to fine-tune the pretrained model. It is noted that an additional softmax layer is added in the DINO system, so we restore the learning rate to 1e-3 and train the system until convergence. We use C3-DINO2 to denote the C3-MoCo initialized DINO system.

IV. SSL CORPORA

Two corpora are utilized in the experimental studies. The first one is the Voxceleb corpus, which is our primary benchmark dataset to evaluate the proposed systems. The second one is our internal SV dataset, the test set is collected under the unconstrained vehicle environments in Mandarin (noted as “vehicle-spk”) [7], the details of the corpora are listed below.
V. EXPERIMENTS

In this section, we present detailed results with corresponding experimental configurations.

A. Improving the MoCo and DINO Baselines

Network architecture is one of the most important driven forces in modern deep learning based SV systems. Although we focus more on the methodological side of training a SSL based speaker embedding model, we explore three milestone architectures to learn how each model behaviors [11], [15].

XVoxceleb: we use Voxceleb1 and Voxceleb2 training data for training the models. The Voxceleb1 training set contains 1211 speakers with 148642 utterances in total. With two-fold WavAug, we have 297284 utterances for each view. The Voxceleb2 training set has 5994 speakers, the total utterance number is 1092009. Similarly, we produce 2184018 utterances for each sample view (4368036 with two sample views combined). We use offline augmentation, we find a significant training speedup when we use the offline feature. For Voxceleb experiments, two test sets are used. The first one is the standard Voxceleb1 test set, which is the most popular benchmark recently. The other one is the VoxSRC21 dev set, it is drawn from the Voxceleb1 training set and introduced in VoxSRC 2021 challenge.

Vehicle-spk: the vehicle-spk set contains of 12000 speaker drawn from two gender-balanced public speech recognition datasets \(^1\) (8800 speakers) and one private SV corpus (3200 speakers) collected at Tencent. The total utterance number of the training set is 3.2 M. The test set is a 365-speaker dataset collected under the unconstrained vehicle environments. Each speaker has 40-95 utterances, with an average number as 60. It is a comprehensive dataset that covers most of the noise types (i.e., wind noise, mechanical noise, background music/noise, and interference speakers etc.). 100 K trials are produced in the end, among which 10 K trials are target trials. The purpose of this portion of experiment is to study the behavior under different sizes of training data.

VIII. EXPERIMENTS

In this section, we present detailed results with corresponding experimental configurations.

A. Improving the MoCo and DINO Baselines

Network architecture is one of the most important driven forces in modern deep learning based SV systems. Although we focus more on the methodological side of training a SSL based speaker embedding model, we explore three milestone architectures to learn how each model behaves [11], [15].

\(^1\)[Online]. Available: http://en.speechocean.com/datacenter/details/254.htm

\[\text{TABLE III} \]

| Training Data | EER (in\%) | minDCF |
|---------------|-----------|-------|
|               | TDNN R34L E-TDNN | TDNN R34L E-TDNN |
| Vox1 MoCo     | 11.3 10.8 9.8 | 0.76 0.72 0.67 |
| Vox1 MoCo     | 8.5 8.3 7.3 | 0.63 0.62 0.61 |
| Vox2 DINO     | 7.2 6.8 6.1 | 0.76 0.72 0.52 |
| Vox2 DINO     | 5.6 4.6 4.0 | 0.51 0.50 0.48 |

[51]. We also discuss hyper-parameters that are important to the proposed MoCo and DINO systems.

Comparing across network architectures: in Table III, we list the SV performances w.r.t. three encoder types. Since the size of each neural network architecture is different, we set different batchsizes for TDNN (4096), ResNetSE34L(4096) and ECAPA-TDNN(1024) for MoCo experiments. In the DINO experiments, the batchsize is 1600 for both TDNN and R34 L, 400 for ECAPA-TDNN. We find that MoCo and DINO is not much sensitive to batchsize with such configurations. It is noted that we use the multi-crop trick for the DINO training [37], specifically, 2 global views and 4 local views are generated from a pair of samples. That is the reason why significantly smaller batchsize is used in the DINO system. The training is conducted on a 8-GPU (P40) machine with 24 GB RAM for each card.

From Table III, we can see that ECAPA-TDNN outperforms both TDNN and ResNetSE34 L with a big margin, showing the advantages of ECAPA-TDNN in SSL based speaker embedding learning even without a large batchsize. For the MoCo baseline, the 7.3% EER reproduces the result of [52] and outperforms our previous TDNN based MoCo systems [29]. For DINO development, we set the softmax layer dimension $K=10000$ as the initial starting point, and report the results based on that. For all three models, our systems have performance gains over the previous SOTA DINO speaker embedding system [44]. The difference between the best MoCo and DINO baseline is surprisingly big, which may indicate that class-collision issue is severe, especially in the benchmark evaluation with limited

\[\text{Fig. 2.} \quad \text{A multi-stage training framework. For the C3-MoCo training, the first stage is trained the infoNCE loss, then replace the InfoNCE loss with the re-weighted InfoNCE loss for the second stage, and jointly train with the ProtoNCE loss for stage 3. For C3-DINO training, the best way is using the pretrained C3-MoCo model as the initial, and apply the DINO loss.} \]
The SV performance (EER) of the DINO speaker embedding systems w.r.t. different dimension $K$. Specifically, $K$ is $[6000, 10000, 20000, 30000, 40000, 50000, 60000, 65536, 98304, 131072]$.

Dimension of the softmax layer in DINO systems: in Section II-B, we have analyzed that the dimension of the softmax layer $K$ is a critical hyper-parameter in the DINO system. To justify how the size $K$ impacts the system, we conducted a series of experiments where $K$ is the only variable. We draw a curve that based on EERs with different $K$ values.

As shown in Fig. 3, all three networks share a similar trend, which achieves a fast improvement when $K$ is small. Then, the improvement is almost linearly aligned $K$ in a certain range and becomes flatten after that range. We find $K=65536$ is a good configuration that balances the batchsize (memory) and performance, achieving EER=$3.3\%$ on Vox1 test set with Voxceleb 2 as the training data. In the experiments that follows, we fix $K$ as 65536.

**C3-MoCo Speaker Embedding System for Voxceleb Benchmarks**

As the described in Section III-B, we improve the baseline MoCo speaker embedding training via progressively introducing the re-weighted infoNCE loss and the ProtoNCE loss. We refer the final MoCo system as C3-MoCo. In our implementation, we first run the baseline MoCo training for 80 epochs, then we use the re-weighted infoNCE loss to replace (2) for another 20 epochs, finally we use the $L_{C3\_MoCo}$ of (9) to continue the training for the last 30 epochs. As illustrated in Table IV, the C3-MoCo system achieves $12.3\%$ relative improvement over the baseline MoCo system, which justifies that coping with the class-collision issue is important.

**TABLE IV**

| System | Method | Vox1 Test | VoxSRC21 Dev |
|--------|--------|-----------|--------------|
| 1      | MoCo   | 7.3       | 17.3         |
| 2      | + re-weighted infoNCE | 6.9 | 16.9 |
| 3      | ++ProtoNCE (C3-MoCo) | 6.4 | 16.4 |
| 4      | DINO   | 3.3       | 12.7         |
| 5      | C3-DINO$_1$ (sys.3+1 multi task) | 3.4 | 13.2 |
| 6      | C3-DINO$_2$ (sys. 1 initial) | 2.9 | 12.5 |
| 7      | C3-DINO$_2$ (sys. 2 initial) | 2.7 | 12.4 |
| 8      | C3-DINO$_2$ (sys. 3 initial) | 2.5 | 12.2 |
| 9      | C3-DINO$_2$ (sys. 4 initial) | 3.0 | 12.7 |

**C. C3-DINO Speaker Embedding System for Voxceleb Benchmarks**

In the Section III-C, we describe two methods that incorporate both the contrastive and the non-contrastive loss for training. Table IV demonstrates the C3-DINO system with different training strategies. As we can see, the C3-DINO$_1$ system with a multi-task loss does not outperforms the MoCo initialled DINO systems (i.e., C3-DINO$_2$). It is mainly because that there is a nontrivial performance gap between the single-loss MoCo and DINO systems, thus the training with (11) converges to a point in the middle. For C3-DINO$_2$ systems, we can observe that a better initial model results in a better final model. With $2.5\%$ EER is the best plain SSL based outcome, which represents a $48.6\%$ relative improvement over the SOTA SSL based system [44]. It is interesting to see that system 9 (the DINO training with a pretrained DINO model as the initial model) also achieves better a performance on Vox1 test set (not in VoxSRC21 Dev set) compared with the DINO baseline. But the relative less competitive EER comparing with the system 6-8 indicates that the contrastive learning based models do compensate for the non-contrastive training.

**Key/teacher encoder for inference:** since there are two identical encoders in the SSL frameworks, we are also interested to see which one is better. Fig. 4 is the performance comparison between the query (student) and the key (teacher) encoder of the system 8. We can observe a clear performance advancement with the teacher encoder, which is consistent with the observation.
in [37]. It is noted that we did not find a similar trend in the MoCo based systems. Because of that reason, we only report the results from the teacher encoder for the DINO results in this study.

**Self-training for the LDA/CDS back-end classifier:** to further improve the system performance, many previous studies rely on the methods that cluster the training set, assign the pseudo labels and retrain the speaker embedding system iteratively [11], [44]. However, this method has one major constrain: the clustering is based on the initial SSL speaker embeddings, to evaluate whether the clustering works or not, we have to use the whole data set with the pseudo labels to search for the optimal clustering results. That makes the process very expensive and difficult when the data set is in large scale with unknown speaker number. Since we have greatly improve the discriminative ability with the C3-DINO method. Our experiment on Voxceleb benchmark indicates a solution to further improve the SV task without iteratively training the speaker embedding system. By just performing the clustering over the C3-DINO speaker embeddings on Vox2 training data, training a LDA model to do the “supervised” dimension reduction and applying the CDS classifier to get the final decision (cluster number is 5000, dimension is reduced from 128 to 90), we are able to push the 2.5% EER to 2.2%, which is similar to the performance of the previous SOTA supervised DNN speaker embedding system before the advent of the ECAPA-TDNN model [16]. The DET curve of the developed system are illustrated in Fig. 5

### D. Comprehensive System Comparisons

We list the recent development in self-supervised and semi-supervised speaker embedding systems for a comprehensive comparison. As shown in Table V, we achieved the best contrastive learning based SV performance (C3-MoCo), we improved the SSL based SV performance by a big margin (2.5% versus 4.8%). Even compared with the classical supervised methods [12], the fully unsupervised models that we have built here are still competitive.

| Supervision | Method       | Vox1 Test |
|-------------|--------------|-----------|
| self-sup    | i-vector [42]| 15.3      |
| self-sup    | AP+AAT [42]  | 8.6       |
| self-sup    | MoCo+ProtoNCE [29] | 8.2 |
| self-sup    | MoCo+(E-TDNN) [52] | 7.3 |
| self-sup    | Siamese+SSR [39] | 7.0 |
| self-sup    | C3-MoCo (system 3) | 6.4 |
| self-sup    | DINO [44]    | 4.8       |
| self-sup    | C3-DINO$_2$ (system 8) | 2.5 |
| self-sup    | C3-DINO$_2$ (system 8 + LDA) | 2.2 |
| semi-sup    | GCL+PLDA (15% label) [43] | 6.0 |
| semi-sup    | MoCo+SupCon (15% label) [29] | 4.3 |
| sup         | x-vector [46] | 3.1       |
| sup         | ECAPA-TDNN [11] | 0.9       |

### VI. Conclusion

In this study, we investigated self-supervised learning based speaker embedding systems. By developing the MoCo and DINO baseline systems with different networks architectures and configurations, we were able to match and outperform the previous SSL based SV systems. To address the class-collision problem in the MoCo system, false negative filtering and infoNCE loss re-weighting were proposed based on the
well designed experimental analysis. In combination with the ProtoNCE loss, the formulated C3-MoCo system achieved a 8.6% relative improvement over the best contrastive learning based model [39]. And the proposed C3-DINO (with C3-MoCo assisted) speaker embedding system pushed the benchmark Vox2 test set to 2.5% EER, a new record representing a 48.6% relative improvement against the previous SOTA SSL based SV system.

In addition to improve the SOTA of the SSL SV benchmarks. We also explored a simple and effective self-training method that further improved the result. The method show the potential to generalize well in a transfer learning scenario, where we just need to train an universal SSL model with all the available data, fine-tune a specific domain with in-domain data clustering, and train a back-end scoring classifier with the SSL speaker embeddings and pseudo labels generated from the clustering. We believe the greatly improved SSL based SV performance may serve as a trigger point to attract more attention for exploring the discrimination capability from the signal itself and reaching to a better generalization towards robust speaker recognition.
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