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Abstract

The training of NLP models often requires large amounts of labelled training data, which makes it difficult to expand existing models to new languages. While zero-shot cross-lingual transfer relies on multilingual word embeddings to apply a model trained on one language to another, Yarowsky and Ngai (2001) propose the method of annotation projection to generate training data without manual annotation. This method was successfully used for the tasks of named entity recognition and coarse-grained entity typing, but we show that it is outperformed by zero-shot cross-lingual transfer when applied to the similar task of fine-grained entity typing. In our study of fine-grained entity typing with the FIGER type ontology for German, we show that annotation projection amplifies the English model’s tendency to underpredict level 2 labels and is beaten by zero-shot cross-lingual transfer on three novel test sets.

1 Introduction

The task of fine-grained entity typing (FET) is to assign a semantic label to a span in a text. The task is distinct from coarse-grained entity typing as done by named entity recognition systems because these systems are restricted to a small set of labels like ‘person’, ‘organization’ and ‘location’ which are not helpful for tasks that require more precise information about the entities. For example, FET assigns the label ‘location/city’ to the named entity ‘Berlin’ in the sentence ‘From 1997 to 2000, it had a permanent exhibition in Berlin.’

Fine-grained entity typing uses a high number of types in a multilevel hierarchy, which can be seen in the level 2 label ‘location/city’ (see Figure 1). In this work we use the FIGER type hierarchy which consists of two levels with 112 types in total (37 level 1, 75 level 2). FIGER types are derived from the knowledge graph Freebase (Bollacker et al., 2008). They are both interpretable by humans and useful in NLP applications such as relation extraction (Kuang et al., 2020).

There are systems for named entity recognition and coarse-grained entity typing in languages other than English (e.g. Stanza (Qi et al., 2020)), but systems for FET with FIGER types are only available in English, due to the lack of FIGER annotated data in other languages. Because manual annotation is time consuming and expensive, various methods have been proposed to expand NLP models to other languages without additional manual annotation. The method of annotation projection (Yarowsky and Ngai, 2001) uses parallel text to automatically create annotated corpora. Annotations from the resource-rich language are transferred to the resource-poor language using word alignment between translated sentences.

Annotation projection has been used successfully for the task of coarse-grained named entity typing in conjunction with named entity recognition (Agerri et al., 2018; Li et al., 2021; Ni et al., 2017). We follow these examples by using a parallel English-German corpus, automatic named entity recognition and a state of the art English FET model (Chen et al., 2020) to assign FIGER type labels on the English side for transfer. We then project the labels onto the German half of the corpus. The output of this process is a German corpus annotated with FIGER types, which we use to train a German FET model.

Figure 1: An example of fine-grained entity typing with the FIGER ontology. Correct types are highlighted.
Another approach to the same problem is zero-shot cross-lingual transfer, in which a model built on multilingual word embeddings and trained on high-resource language data is applied to test data in a different language. Because the English FET model used in this work (Chen et al., 2020) relies on contextualised multilingual word embeddings (XLM-RoBERTa) (Conneau et al., 2019) it is possible to train it on English data and to test it on German.

We compare the two approaches and show that the annotation projection approach amplifies the model’s tendency to underpredict level 2 types, which lowers model performance. We also introduce three new test sets for German FET\(^1\) on which zero-shot cross-lingual transfer performs better than models trained with German or a mix of German and English data.

2 Related Work

To the best of our knowledge there is no work that compares annotation projection directly against zero-shot cross-lingual transfer. While annotation projection has been used in a variety of tasks, there has not been a study of a case where this approach fails. Authors admit that the quality of the annotating system plays role (e.g. Ehrmann et al. (2011); Ni et al. (2017)), but they don’t specify model properties that are necessary for the approach to work, instead focusing on ways to mitigate noise.

Pires et al. (2019); Hsu et al. (2019) and Artetxe and Schwenk (2019) show the strengths of zero-shot cross-lingual transfer on a variety of different NLP tasks, but they do not address fine-grained entity typing. Zhao et al. (2020) conclude that zero-shot performance can be improved by choosing a small amount of high quality training data from the target language. We test their approach for the FET scenario, but arrive at unclear results.

3 Method

In this work we use the hierarchical typing model of Chen et al. (2020) trained on English gold data for the zero-shot approach and also to annotate the English side of the parallel text for annotation projection. We train the model with English silver data to show the amount of noise added by automatic annotation and finally we train it with German data which was produced by annotation projection.

In the hierarchical typing model the entity and its context are encoded using multilingual XLM-RoBERTa (Conneau et al., 2019). For each type in the FIGER ontology the model learns a type embedding. It passes the concatenated entity and context vector through a 2-layer feed-forward network that maps into the same space as the type embedding. The score is the inner product between the transformed entity and context vector and the type embedding. For further model details refer to Chen et al. (2020).

4 Experimental Setup

Training Data To contrast the zero-shot cross-lingual transfer approach with models trained on automatically annotated and projected data we use three sources of training data. We use the 2M sentences English FIGER corpus as described by (Ling and Weld, 2012) as a source of English human annotated data, which we will refer to as EN gold. The data set consists of English Wikipedia articles and we use it to train the zero-shot gold model.

Second, we use English machine annotated data (EN automatic). Annotating English data using a model is the first step of the annotation projection. We use this data to train the zero-shot automatic model to examine the amount of noise added by automatic annotation. We generate EN automatic from English sentences from the WikiMatrix corpus Schwenk et al. (2019)\(^2\), using the hierarchical typing model trained on 2 M sentences EN gold. Lastly, we use German annotation projected data (DE projected) that was generated by projecting the labels from the EN automatic onto German. For the details of our annotation projection pipeline please refer to appendix A. We use this data to train the annotation projected model.

We portion each training corpus into slices of 100, 200, 300 and 400 K sentences to compare the influence of data size. For DE projected only 300 K sentences are available, because only part of the parallel sentences in the WikiMatrix corpus are of high enough quality for annotation projection. For details of the selection process refer to appendix A.

An important point for our experiments is the label distribution in the training corpora (see table 1). The hierarchical typing model has the tendency

\(^1\)all test data sets and relevant code are available under https://github.com/webersab/german_FET

\(^2\)While higher quality parallel data sets are available, this is the only one in the domain of Wikipedia articles. Preliminary experiments have shown that domain is an important factor for the quality of automatic FET, which is why we chose domain consistency over data quality for our experiments.
Table 1: Percentage and total numbers of level 1 and level 2 labels in 100 K sentences of the training corpora. Data created by annotation with the hierarchical-typing model contains fewer level 2 labels than human annotated gold data.

Table 2: Statistics of the different test sets listing size, number of unique labels and total number of labels. While DE-FIGER is parallel to the commonly used English FIGER test set, DE-Wiki contains more unique labels and more labels in total.

5 Results

Monolingual training Figure 2 compares the performance of the models zero-shot gold, zero-shot automatic and annotation projected at different training data sizes on the DE-FIGER and the DE-Wiki test sets. Zero-shot gold outperforms zero-shot automatic and annotation projected on both test sets and in all training data sizes. Zero-shot gold trained on the full EN gold data set of 2 M sentences performs only 1% better on level 1 labels and 3% better on level 2 labels than a model trained with 400 K sentences, which shows that smaller data slices are sufficient to reach most of the possible performance with this data set.

While for level 1 type labels annotation projected gets close to the performance of zero-shot gold on both test sets, on level 2 type labels the system falls behind zero-shot gold, with a wider gap on DE-Wiki. The comparison between zero-shot automatic and annotation projected is less clear. On the DE-Wiki test set annotation projected consistently outperforms zero-shot automatic, while on DE-FIGER both systems perform very similarly.

The high performance of zero-shot gold and the noisier zero-shot automatic might be due to the quality of English and German embeddings in XLM-RoBERTa, as both are high resource languages from the same language family. This confirms Lauscher et al. (2020) who show that this method works especially well for close high resource language pairs and low level semantic tasks. The noise introduced by annotation projection affects level 2 label performance the most (see appendix B and table 1). But the amount of level 2 labels in the training data can not be the only reason for this. The total number of labels in the silver corpora (see table 1) shows that 200 K of silver training data contain approximately the same amount of level 2 labels as 100 K of gold data. Nevertheless, the level 2 performance of systems trained on 200 K of silver data lies behind the model trained on 100 K of EN gold. This points towards the possibility, that not only the amount of level 2 labels in the training data, but also their quality and their
Figure 2: Zero-shot cross-lingual transfer performs best on both German data sets. EN automatic and DE projected perform similar on both data sets, with a wider gap in level 2 performance on DE-Wiki.

proportion with level 1 labels play a role here.

**Multilingual training** The underlying XLM-RoBERTa embeddings allow to train a model with both German and English data. For this we combine slices from DE projected with EN automatic, because these data sets have the same distribution of labels. Table 3 shows the performance of a model trained with evenly mixed data (EN+DE) in comparison with monolingually trained models of the same size tested on DE-FIGER and EN-FIGER. German performance benefits from using both German and English training data, while performance in English is best with only English data. The mixed model does not outperform zero-shot gold on these test sets.

The low performance in the data mixing scenario compared to zero-shot gold can be explained with the distribution of labels in the silver corpora. Due to the noise added when labels are projected from English to German, the mixed model tested in German profits from the addition of higher quality English data, but not vice versa.

**Few-shot training** Zhao et al. (2020) suggest that few-shot learning improves zero-shot performance. To test this we take a model trained on 100 K sentences EN gold and fine-tune it by training on the 135 sentence manually annotated DE-GermEnt data set. We evaluate the resulting model’s performance on DE-FIGER. In comparison with the model trained on 100 K EN gold only, the performance of the resulting model is 10% lower in accuracy of level 1 labels and 12% lower on level 2 labels. We did not specifically select which sentences to use like Zhao et al. (2020), which is an avenue for future work. The low performance of the few-shot model could be due to the high number of different labels, only a few of which can be observed during few-shot training, but further work is needed to confirm this.

**German entities** To challenge zero-shot gold, we test a model trained 2 M sentences EN gold on the test set DE-GermEnt. Surprisingly, we find that the model performs better on DE-GermEnt than on its English entity counterpart, with 1% higher performance on level 1 labels and 3% higher performance on level 2 labels. It is unclear why zero-shot gold behaves this way, and examining this with larger challenge data sets is an avenue for future work.

### 6 Discussion and Conclusions

Our results show that zero-shot cross-lingual transfer building upon XLM-RoBERTa is a strong baseline for the task of FET and the language pair of English and German. It outperforms annotation projection on three new test sets. We also show that in our specific scenario annotation projection using the hierarchical typing model amplifies the models tendency to underpredict level 2 types.

One way to mitigate these shortcomings would be to sample level 1 and level 2 labels in a training corpus so that they have the same distribution as in the gold data, although this would not control

| name, size | DE-FIGER | EN-FIGER |
|------------|----------|----------|
|             | Lvl1 | Lvl2 | Lvl1 | Lvl2 |
| DE proj., 200K | 75   | 52    | 79   | 54   |
| DE+EN, 200K   | **77** | **54** | 78   | 54   |
| EN aut., 200K | 76   | 53    | **79** | **55** |

Table 3: Performance of a model trained with both English and German data, in comparison with monolingual data tested on parallel test sets. While performance in German is best with mixed data, performance in English is best with only English training data.
for data quality. Another way could be to machine translate the manually annotated English corpus into German and then use annotation projection, as suggested by Ehrmann et al. (2011). This way the label distribution of the human annotated data could be preserved as well. Lastly, improving the few-shot approach and designing more challenging test sets are other avenues to explore.
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A German Data Creation

A.1 Preprocessing

A diagram of our pipeline can be seen in figure 3. To annotate the English halves of our parallel corpora with FIGER types preprocessing is necessary. Due to its automatic creation the WikiMatrix corpus contains a small amount of German sentences in its English half and English sentences in its German half, the translations of which are assigned very high confidence. We remove these by discarding the 5000 highest-confidence sentences.

To enable annotation by the English FET system, we run a named entity recognition system over the English input sentences (see the second box of Figure 3). We used the NER component of Stanza (Qi et al., 2020) for this task. We then use the English FET model to assign FIGER types to the named entities (see the third box of Figure 3). The FET model only annotates one entity per sentence.

Sentences that contain more than one named entity occur multiple times in the English input, so that each entity receives an annotation.

A.2 Annotation projection and training with noise mitigation

We use ZAP to obtain a word alignment between the English and German halves of our parallel corpora (see the fourth box of Figure 3). While the similar tools fast_align (Dyer et al., 2013) and Giza++ (Och and Ney, 2003) are language agnostic, ZAP’s model for English-German word alignment uses probabilities computed from large-scale parallel corpora. We then use our own code to project the fine grained entity type labels from the annotated English text to its German translation. We use static rules to filter out misalignments, e.g. discarding all cases where not all words of an entity were aligned.

We then use the resulting German FET annotated corpus to train our FET model. Because of the ordering by alignment quality in the machine-aligned WikiMatrix corpus, we introduce a preprocessing epoch to the training to mitigate noisy input. During training the model receives the sentences in exactly the order that they occur in the corpus. In the WikiMatrix corpus the sentences are sorted by the confidence of the alignment algorithm. This means that the sentences towards the bottom of the corpus are more likely to be incorrectly aligned. Incorrectly aligned sentences are more likely to have incorrectly projected labels. Therefor the quality of FIGER type annotations in the resulting German
Figure 5: Loss rises and level 1 label accuracy deteriorates as the quality of samples gets worse towards the end of the automatically aligned and sorted corpus. The graphs show a cut-off point at approximately 300 thousand sentences. We use this information to select a high-quality slice of the corpus to train our system.

Data is higher towards the beginning of the corpus and lower towards its end.

During the first epoch of training this drop in quality can be observed in the change of learning rate and the accuracy of predictions after approximately 300,000 sentences (see Figure 5). These curves give us important information about what portion of the data is clean enough to be used in the following epochs of training. It gives us a possible cut-off point for our data set at 300,000 sentences, so that in the next epochs we only train on a slice of the corpus before this point.

To show the effect of increasing training data size we select for our experiments 3 slices of data that were processed before the cut-off point: the first 100K, 200K and 300K sentences of the corpus.

**B Confusion matrices**

The hierarchical typing model of Chen et al. (2020)”s model tends to under-predict level 2 labels. This property of the model is exacerbated by our annotation projection approach, because we use data generated by this model in English to train the same model in German. Figure 4 shows the confusion matrices for level 1 and level 2 labels for EN gold 2 Mil and DE silver 200K. While for level 1 labels in EN gold there is no dominant class that labels are misclassified to, the most common misprediction for level 2 labels is to assign no label at all, which can be seen as the dotted vertical line in the second upper confusion matrix. When comparing the upper confusion matrices to the lower ones, it becomes clear that this trend to under-predict level 2 labels is even stronger in the German model.

This makes sense because the German model is trained on output from the English model, which contains fewer level 2 labels than the human annotated data used to train the English model in the first place. The German model sees less level 2 labels in its training data and therefore doesn’t learn to predict them.

**C System and model specifications**

In keeping with the EMNLP reproducibility guidelines we report the specifications of the systems that our models were trained on. We trained all models using a single GeForce RTX 2080 Ti GPU. Running the largest model (EN zero-shot trained on 2 million sentences) took approximately 8 hours. Training the other models took under an hour per model. The number of model parameters is 50484362. All hyperparameters of the model were taken from the implementation of Chen et al. (2020). For the few-shot experiment we increased the training epoch number to stop if there was no more improvement on the development set.