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Abstract. Image caption aims to automatically generate a descriptive text from the image. In this paper, we get a more effective model than the infrastructure by replacing the pre-trained feature extraction model VGG and LSTM with DenseNet and GRU. Experimental results show that the training time of the modified model is shorter than that of the original model and the performance can be guaranteed.

1. Introduction
Vision plays an important part in getting information from the outside. But for visually impaired people, they can only feel the world by touch. In order to help this kind of people, it’s important to translate the surrounding as image, and then extract key information behind it. It’s easy to take the computer technology in mind and hope that we can make use of computer to automatically complete the process of image recognition and then generate the corresponding description. Image caption takes an image as input and then generate a suitable sentence of the content of the image [1,2,3]. This task is similar to translate a picture into a description sentence[7,9,10,]. This task has a variety of applications, so it is significant to explore this field.

This research is also full of challenges. In the perspective of experts, image caption contains not only image classification but also text generation. However, that does not means that this task only involves them, and it also include how to achieve the connections of image features and text vector. Majoring in this field is helpful to deepen the understanding of each field and expand research ideas.

Traditional methods of image caption have many disadvantages, such as low efficient and expensive computation. As the rise of deep learning, deep learning method has already become the dominant method by now. Inspired by machine translation, more and more models of image caption adopt encoder-decoder architecture, which regard image caption as a particular case of machine translation. This kind of architecture extracts image high-level semantic features as feature vector, which contains the image content [11,12,13]. And then image feature vector is fed to RNN or LSTM with text vector. It’s common to initialize the LSTM with image content vector and the training process will not take it again. We replace the pre-trained architecture from ResNet with DenseNet, because we think ResNet doesn’t contain full features, such as combination of high-level features with low-level features. DenseNet connect the output of pre-layer with all layers after current layer, it fuses all features together. In addition, we adopt GRU instead, because of its simplicity. The main model is shown as below.
2. Model Architecture

As is shown above, the model contains two core components, Encoder and Decoder. First, given a image, the pre-trained DenseNet extracts high-level map and map is separated into fixed length vector. The vector will be sent to GRU at each step, together with the word vector. And during training time, the model will assign different attention to each features vector. The main principle is that convolutional neural network has already been proved to be efficient to classify image. The extracted features inform the decoder the image contents. The source paper applies ResNet to extract image content features. However, we think ResNet can be more replaced with more suitable architecture of DenseNet, which combines low-level features with high-level features. As for the decoder, we replace the original LSTM with GRU because GRU is more simple and has only two gates, update gate and reset gate. The input word as a one-hot vector will be sent to GRU combined with the weights.

Principally, the model aims to maximize the probability of the correct description provided the picture. The formula is shown as (1)

$$\theta^* = \arg\max_{\theta} \sum (I, S) \log(p(S | I, \theta))$$

(1)

In the formula, \( \theta \) represent the parameters which are going to be trained. It is the input pictures. \( S \) represent the correct translation sentence. We compute the joint probability with chain rule. After we get the extracted features and weighted word vector, GRU takes both of them as input and then outputs the probability distribution across all words. We add correct word probabilities at each step and then output the final result of its log function

$$\log p(S | I) = \sum_{t=0}^{N} \log p(S_t | I, S_0 \ldots S_{t-1})$$

(2)

2.1. Training

In the training time image and word vector pairs are sent to the GRU, and GRU shares the same parameters at each step. GRU outputs the probability distribution of the next word, which has been defined in the word dictionary as fixed vector. The goal of training is to make the maximum likelihood obtain the maximum value. So our loss function can be the negative sum of all the predicted descriptions of training images.
2.2. Inference
When it comes to inference time, there are two common methods LPCN and Beam Search. In this paper we adopt the second method, which has been used by NIC. Traditional method always tries to find the best path, but this method also result a very large search space. And it’s easy to cause memory overflow. So Beam Search prefers breadth-first and then executes optimize search space in order to reduce memory consume. As for the precision, we adopt BLEU, which is based on N-gram matching rule. In other words, it compares the identity words between the output sentence and the source description and then compute the ration of these words in source description.

3. Dataset
Our experiment is based on MS COCO dataset. COCO dataset contains more than 120 thousand images. And each image is described of five different captions. The dataset is labeled with 80 categories, and MS COCO dataset has already been widely used in image caption task. In our experiment, we just train about 20 thousand images because we are limited by reality.

4. Result
The image effects are shown below.
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