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Abstract

In this article we review the foundations and the present status of loop quantum gravity. It is short and relatively non-technical, the emphasis is on the ideas, and the flavor of the techniques. In particular, we describe the kinematical quantization and the implementation of the Hamilton constraint, as well as the quantum theory of black hole horizons, semiclassical states, and matter propagation. Spin foam models and loop quantum cosmology are mentioned only in passing, as these will be covered in separate reviews to be published alongside this one.

1 Introduction

Loop quantum gravity is non-perturbative approach to the quantum theory of gravity, in which no classical background metric is used. In particular, its starting point is not a linearized theory of gravity. As a consequence, while it still operates according to the rules of quantum field theory, the details are quite different of those for field theories that operate on a fixed classical background space-time. It has considerable successes to its credit, perhaps most notably a quantum theory of spatial geometry in which quantities such as area and volume are quantized in units of the Planck length, and a calculation of black hole entropy for static and rotating, charged and neutral black holes. But there are also open questions, many of them surrounding the dynamics (“quantum Einstein equations”) of the theory.

In contrast to other approaches such as string theory, loop quantum gravity is rather modest in its aims. It is not attempting a grand unification, and hence is not based on an overarching symmetry principle, or some deep reformulation of the rules of quantum field theory. Rather, the goal is to quantize Einstein gravity in four dimensions. While, as we will explain, a certain amount of unification of the description of matter and gravity is achieved, In fact, the question of whether matter fields must have special properties to be consistently coupled to gravity in the framework of loop quantum gravity is one of the important open questions in loop quantum gravity.

Loop quantum gravity is, in its original version, a canonical approach to quantum gravity. Nowadays, a covariant formulation of the theory exists in the so called spin foam models. One of the canonical variables in loop quantum gravity is a connection, and many distinct technical features (such as the ‘loops’ in its name) are directly related
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to the choice of these variables. Another distinct feature of loop quantum gravity is that no fixed classical geometric structures are used in the construction. New techniques had to be developed for this, and the resulting Hilbert spaces that look very different than those in standard quantum field theory, with excitations of the fields one- or two-dimensional. But it has also simplified the theory, since can be shown that some choices made in the quantum theory are actually uniquely fixed by the requirement of background independence. Furthermore, the requirement of background independence seems to lead to a theory which is built around a very quantum mechanical gravitational “vacuum”, a state with degenerate and highly fluctuating geometry. This is exciting, because it means that when working in loop quantum gravity, the deep quantum regime of gravity is ‘at one’s fingertips’. However, it also means that to make contact with low energy physics is a complicated endeavor. The latter problem has attracted a considerable amount of work, but is still not completely solved. Another (related) challenge is to fully understand the implementation of the dynamics. In loop quantum gravity the question of finding quantum states that satisfy ‘quantum Einstein equations’ is reformulated as finding states that are annihilated by the quantum Hamilton constraint. The choices that go into the definition of this constraint are poorly understood in physical terms. Moreover the constraint should be implemented in an anomaly-free way, but what this entails in practice, and whether existing proposals fulfill this requirement are still under debate. This is partially due to the lack of physical observables with manageable quantum counterpart, to test the physical implication of the theory.

While these challenges remain, remarkable progress has happened over the last couple of years: The master constraint program has brought new ideas to bear on the implementation of the dynamics [1]. Progress has been made in identifying observables for general relativity that can be used in the canonical quantization [2, 3, 4, 5]. A revision of the vertex amplitudes used in spin foam models has brought them in much more direct contact to loop quantum gravity [6, 7, 8, 9]. And, last not least, in loop quantum cosmology, the application of the quantization strategy of loop quantum gravity to mini-superspace models has become a beautiful and productive laboratory for the ideas of the full theory, in which the quantization program of loop quantum gravity can be tested, and, in many cases, brought to completion [10, 11, 12, 13, 14]. The present review will not cover these developments in any detail, partially because they are ongoing, and partially because there will be separate reviews on group field theory and loop quantum cosmology published alongside the present text. But we hope that it makes for good preparatory reading. In fact, the basic connection between loop quantum gravity and spin foam models is explained in section [5, 3] the master constraint program is briefly described in section [3, 2, 4], and there are some references to loop quantum cosmology in section [4]. Certainly the present review can also not replace the much more complete and detailed reviews that are available. We refer the interested reader in particular to [15, 16, 17].

The structure of the review is as follows: In section [2] we explain the classical theory and kinematical quantization underlying loop quantum gravity. Section [3] covers the implementation of the Hamilton constraint. In section [4] we consider some physical aspects of the theory: quantized black hole horizons, semiclassical states, and matter propagation. We close with an outlook on open problems and new ideas in section [5].
2 Kinematical setup

Loop quantum gravity is a canonical quantization-approach to general relativity, thus it is based on a splitting of space-time into time and space, and on a choice of canonical variables. Implicit in the splitting is the assumption that the space-time is globally hyperbolic. Whether topology change can nevertheless be described in the resulting quantum theory is a matter of debate. The choice of canonical variables is characteristic to loop quantum gravity: One of the variables is a connection, and hence the phase space (before implementation of the dynamics) has the same form as that of Yang-Mills theory. As with any canonical formulation of general relativity, the theory has constraints that have to be handled properly both in the classical and in the quantum theory.

The quantization strategy applied in loop quantum gravity is that of Dirac, for the case of first class constraints: First, a kinematical representation of the basic fields by operators on a Hilbert space $\mathcal{H}_{\text{kin}}$ is constructed. In this representation, operators corresponding to the constraints are defined. Then, quantum solutions to the constraints are sought. Such solutions, also called physical states, are quantum states that are in the kernel of all the constraints. They form the physical Hilbert space $\mathcal{H}_{\text{phys}}$. Finally, observable quantities are quantized. The corresponding operators should form an algebra $A$, and commute with the quantum constraints. Thus $A$ leaves $\mathcal{H}_{\text{phys}}$ invariant. The pair $(A, \mathcal{H}_{\text{phys}})$ then constitutes the quantum theory of the constrained system in question. Technical aspects of this procedure have to be refined in loop quantum gravity. For example, if the zero eigenvalue in the continuous part of the spectrum of one of the constraints, the resulting physical space is not part of the Hilbert space but part of its dual. But there are also some fundamental questions about this procedure, such as what guides the choice of the kinematical Hilbert space, and how the quantization and implementation of the constraints is checked. Also, it is notoriously difficult to write down explicit examples of observables for general relativity in the canonical setting, even in the classical theory.

While some of the above questions are not yet answered for loop quantum gravity, the quantum theory is successful in many respects: It includes a fully quantized spatial geometry, and an implementation of the constraints that is anomaly-free at least in a certain sense. In the following, we will give a short, and mostly non-technical introduction to the kinematical aspects of the quantization. The quantization of the Hamilton constraint will be discussed in section 3.

2.1 Connection formulation of general relativity

Loop quantum gravity rests on a reformulation of ADM canonical gravity in terms of variables similar to those of Yang-Mills theory. Ashtekar discovered a formulation \cite{18} in terms of a self-dual SL(2,$\mathbb{C}$)connection, and its canonical conjugate, satisfying suitable reality conditions. Loop quantum gravity came to use a formulation in terms of an SU(2) connection \cite{19} for technical reasons. Both of these are actually special cases of a family of formulations depending on several parameters (\cite{20} and literature given there). We will only consider one of these, the Barbero-Immirzi parameter $\iota$ \cite{21}. The covariant description in this case is the Holst-Action

$$S[e, \omega] = \int e^{IJKL} e_I \wedge e_J \wedge F_{IJ}(\omega) + \frac{1}{\iota} e^I \wedge e^J \wedge F_{IJ}(\omega)$$

(2.1)

for an SL(2,$\mathbb{C}$)connection $\omega$ and a vierbein $e$. In the limit $\iota \to \infty$, this is the well known Palatini action of general relativity. The so called Holst term proportional to $\iota^{-1}$ is not a
topological term, it depends on the geometry. But, in the absence of fermionic matter, it does not change the equations of motion, as it vanishes identically on shell, due to the Bianchi identity.\footnote{Actually, instead of adding this term, one can also add the Nieh-Yang term, which is topological. The resulting canonical formulation is the same as that with a real Barbero-Immirzi parameter.}

In the presence of fermions, there are small effects that could in principle be used to distinguish the formulation \cite{1} from the Palatini formulation \cite{22}. The Holst-term has a profound effect on the canonical formulation of the theory. A Legendre transform of the Palatini action leads (after solving the second-class constraints) back to the ADM-formulation, with spatial metric and exterior curvature as canonical variables. The Legendre-transform of \cite{1} with finite Barbero-Immirzi parameter leads, however, to formulations in which one canonical variable is a connection: For $\iota = \pm i$ the theory has special symmetries and one obtains the Ashtekar formulation \cite{18} in terms of a self-dual SL(2, $C$)connection. For real $\iota$, and after a partial gauge fixing that gets rid of second class constraints, one obtains a canonical pair consisting of an SU(2) connection $A^I_a$ and a corresponding canonical momentum $E^b_{IJ}$,

$$\{A^I_a(x), E^b_{IJ}(y)\} = 8\pi G\delta^I_a \delta^J_b \delta(x,y).$$

These fields take values on a spatial slice $\Sigma$ of the manifold that was chosen in the process of going over to the Hamilton formulation.

There are several constraints on these variables, and the Hamiltonian is a linear combination of constraints. The equations for time evolution are the usual Hamilton equations, and together with the constraint equations they form a set of equations which is completely equivalent to Einstein’s equations. The constraints can be written in the following way:

$$G^I_a = D_a E^b_{IJ}$$

$$C_a = E^b_{IJ} F^I_{ab}$$

$$H = \frac{1}{2} E^{[I}_a \mathcal{E}^{J]}_b \mathcal{E}^{K]}_d \mathcal{E}^{K]}_b - (1 + \iota^2) \frac{E^a_{IJ} E^b_{IJ}}{\sqrt{\det E}} K^I_a K^J_b$$

where $D$ is the covariant derivative induced by $A$, $F$ is the curvature of $A$, and $K$ is the extrinsic curvature of $\Sigma$ in space-time. They have a simple geometric interpretation: $G^I$ generates gauge transformations on phase space. It is also called Gauss constraint to highlight that it is completely analogous to the Gauss-law constraint that shows up in electrodynamics. $C_a$ generates the transformations induced in phase space under diffeomorphisms of $\Sigma$. It is therefore also called diffeomorphism constraint. Finally, $H$ generates (when the other constraints hold) the transformations induced in phase space under deformations of (the embedding of) the hypersurface $\Sigma$ in a timelike direction in space-time. It is also called the Hamiltonian constraint, since such deformations can be interpreted as time evolution.

The canonical momentum $E$ has a direct geometric interpretation: It encodes the spatial geometry:

$$|\det q| q^{ab} = E^a_{IJ} E^b_{IJ} \delta^{IJ}$$

where $q_{ab}$ is the metric induced on $\Sigma$ by the space-time metric. Thus $E$ is a densitized triad field for $q$. The interpretation of $A$ is slightly more involved.

$$A^I_a = \Gamma^I_a + \iota K^I_a$$

where $\Gamma$ is the spin connection related to $E$.  

---
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Matter fields can be added to the canonical description given above. This has to be done with some care, so as to not change the structure of the gravitational sector. For the fermionic sector this requires working with slightly unusual ("half density") variables [23].

2.2 Kinematic representation

The basic variables for the quantization in loop quantum gravity are chosen in such a way as to make their transformation behavior under SU(2) and spatial diffeomorphisms as simple and transparent as possible. The obvious reason behind this goal is that one wants to simplify the solution of the constraints as much as possible. Important early ideas about this are in Gambini, Trias, Rovelli and Smolin [24, 25]. The rigorous implementation of the program is developed in [26, 27, 28, 29, 30]. An obvious choice for the connection $A$ are its holonomies

$$h_{\alpha}[A] = \mathcal{P}\exp\int_{\alpha} A, \quad (2.8)$$

or more generally, functions of such holonomies,

$$f[A] \equiv f[h_{\alpha_{1}}[A], h_{\alpha_{2}}[A], \ldots, h_{\alpha_{n}}[A]] \quad (2.9)$$

for a finite number of paths $\alpha_{1}, \ldots, \alpha_{n}$. Such functionals are also called cylindrical functions.

For the field $E$ a natural functional is its flux through surfaces $S$ [31]:

$$E_{i}S, f] = \int_{S} *E_{i} f^{i} \quad (2.10)$$

where $f$ is a function taking values in $\text{su}(2)^{*}$ and $*E$ is the two-form $E^{a} \epsilon_{abc} dx^{b} \wedge dx^{c}$.

To quantize cylindrical functions and fluxes, one is seeking a representation of the following algebraic relations on a Hilbert space:

$$f_{1} \cdot f_{2}[A] = f_{1}[A]f_{2}[A]$$

$$[f, E_{S,r}] = 8\pi i \hbar X_{S,r}[f]$$

$$[f, [E_{S_{1},r_{1}}, E_{S_{2},r_{2}}]] = (8\pi i \hbar)^{2}[X_{S_{1},r_{1}}, X_{S_{2},r_{2}}][f] \quad (2.11)$$

$$\cdots$$

$$(E_{S,r})^{*} = E_{S,\tau}, \quad (f[A])^{*} = \mathcal{T}[A]$$

Here, $X$ is a certain derivation on the space of cylindrical functions [31]. As an example, consider the case of a surface $S$ that is intersected transversally by a path $e$, splitting it into a part $e_{1}$ incoming to, and a part $e_{2}$ outgoing from the surface. Then (with a certain orientation of the surface assumed)

$$X_{S,r} \tau(h_{e}) = \sum_{i} r_{i}(p) \tau(h_{e_{1}} \tau_{i} h_{e_{2}}). \quad (2.12)$$

The commutators between cylindrical functions and fluxes come from the Poisson relations [2.2]. It is somewhat surprising to see that there are also non-trivial commutators between fluxes. These are required to turn the algebra of fluxes and cylindrical functions into a Lie-algebra, a structure that has representations in terms of operators on Hilbert-spaces [32].
Loop quantum gravity employs a specific representation of (2.11) on a Hilbert space $\mathcal{H}_{\text{kin}}$. A basis for this Hilbert space is given by the so called generalized spin networks. Such a network is by definition an oriented graph $\gamma$ embedded in $\Sigma$, together with a labeling of the edges and vertices of that graph: The edges are labeled by irreducible representations of $SU(2)$. A vertex carries elements of the dual of the tensor product of all representations on the edges that are incoming to or outgoing from the vertex as a label (see figure 2). A generalized spin network represents a way of constructing a cylindrical functional. To obtain its value on a given connection, one computes the holonomies along the edges of the graph in the representations given by the edge labels, and contracts these via the labels of the vertices. And, vice versa, any cylindrical function can be written as a (possibly infinite) linear combination of generalized spin networks.

An inner product is then defined on the span of these generalized spin networks by postulating that they are orthogonal to each other, and by specifying their norm in terms of the labels of the graph. This inner product is completely invariant under the action of the diffeomorphisms of $\Sigma$.

A representation of (2.11) is given on generalized spin networks by using the fact that
they can be viewed as cylindrical functionals. The cylindrical functionals can thus be represented as multiplication operators, the fluxes by derivations

\[
(f\psi)[A] = f[A]\psi[A], \quad (E_{S,r}\psi)[A] = (X_{S,r}\psi)[A].
\]

As with the inner product, these definitions do not make use of any background structure, such as a classical metric. They are thus covariant under the action of the diffeomorphisms of Σ. Moreover, there is a state in $\mathcal{H}_{\text{kin}}$ that is even invariant under the action of those diffeomorphisms. This state is the empty (i.e. without any edges or vertices) generalized spin network. Moreover, any state in the kinematical Hilbert space can be approximated by applying linear combinations of products of the basic operators to this diffeomorphism invariant state. In mathematical language, this state is therefore cyclic. It, together with the algebraic relations between the basic variables completely encodes the structure of the kinematical representation.

We note also that the kinematical representation has the following peculiar properties:

1. The diffeomorphisms $\phi$ of $\Sigma$ are represented on $\mathcal{H}_{\text{kin}}$ by unitary operators $U_\phi$. This follows from what we have already said about their action. But generators for these unitary operators do not exist. If $\phi(t)$ is a one parameter family of diffeomorphisms, with $\phi(0) = I$, then

\[
\frac{1}{i} \frac{d}{dt} \bigg|_0 U_{\phi(t)}
\]

does not exist, in any sense, as a well defined operator.

2. We have seen that the holonomies $h_{\epsilon}[A]$ exist as matrices of operators. But neither can one obtain from them an operator for the curvature $F$, nor for the connection $A$ itself: The limits

\[
\lim_{\epsilon \to 0} \frac{1}{\epsilon^2} (h_{\alpha_{\epsilon}} - I), \quad \lim_{\epsilon \to 0} \frac{1}{\epsilon} (h_{\beta_{\epsilon}} - I)
\]

(2.15)
do not exist in any sense as well defined operators on $\mathcal{H}_{\text{kin}}$. $\alpha_{\epsilon}$ is here a plaquette loop with (coordinate) side length $\epsilon$, and $\beta_{\epsilon}$ is an open line with (coordinate) side length $\epsilon$ (see figure 3).
It may appear that a lot of choices have been made in the definition of \( \mathcal{H}_{\text{kin}} \) and the representation of the basic variables on it. But this is not the case. The following uniqueness theorem can be proven \([33, 34]\).

**Theorem 1.** Any representation of the algebraic relations (2.11) that contains a diffeomorphism invariant cyclic vector is equivalent to the one on \( \mathcal{H}_{\text{kin}} \) described above.

Diffeomorphism invariance should be seen here as a requirement dictated by the philosophy of loop quantum gravity (no use of geometric background structure), as well as by simplicity (implementation of the diffeomorphism constraint consists precisely in throwing out any non-diffeomorphism invariant information). While cyclicity would be a requirement on the physical sector, here it is only a natural simplification.

### 2.3 Geometric operators

It is possible to quantize areas and volumes with respect to the geometry on \( \Sigma \) on the Hilbert space \( \mathcal{H}_{\text{kin}} \) \([35, 31, 36, 37]\). Since the quantum Einstein equations, in the form of the constraints, have not yet been taken into account, the physical implications of the results have to be considered with substantial care \([38, 39]\). There are, however situations, in which such quantities are observables, in the sense that they commute with the constraints. This is for example the case with the area of a black hole horizon as considered in section 4.1 below. In such cases the results that we are going to present have clear physical significance.

We consider the case of areas: Let \( S \) be a surface in \( \Sigma \). When the field \( E \) is pulled back to \( \Sigma \) one obtains a vector valued two-form. The norm of this two-form is directly related to the area \([40]\):

\[
A_S = \int_S |E|.
\]  
(2.16)

This formula can be used as a starting point for quantization. Regularizing in terms of fluxes in the form of (2.10), substituting operators, and taking the regulator away leads to a well defined, simple operator \( \hat{A}_S \). Its action on states with just a single edge is especially simple: If edge and surface do not intersect, the state is annihilated. If they do intersect once, one obtains

\[
\hat{A}_S \text{Tr}[\pi_j(h_{\alpha}[A])] = 8\pi l_P \sqrt{j(j+1)} \text{Tr}[\pi_l(h_{\alpha}[A])].
\]  
(2.17)

Thus these states are eigenstates of area, with the eigenvalue given as the square root of the eigenvalue of the SU(2)-Casimir in the representation given on the edge. A slightly more complicated action is obtained in the case of several intersections, and in particular if a vertex of the generalized spin network lies within the surface. Nevertheless the area operator can be completely diagonalized. It turns out that the spectrum is discrete. As is seen in (2.17), the scale is set by Planck area \( l_P^2 \). The eigenvalue-density increases exponentially with area. A similar procedure leads to an operator for volumes of sub-regions in \( \Sigma \). This operator is substantially more complicated. Unlike the area operator, the action of which is purely in terms of the representation label of the edges, the volume operator acts on the vertices, by changing the maps that label them (“recoupling”). In fact, there are two slightly different versions of the volume operator \([35, 37]\), differing in the way the tangent space structure of a vertex is taken into account. In either case, the spectrum is discrete. But not explicitly known. Some remarkable analytic developments are in \([41, 42, 43]\). A beautiful computer analysis of the lowest part of the spectrum can be found in \([44, 45]\).
2.4 Gauge invariant states, spin networks

The simplest of the constraints (2.3) to implement is the Gauss constraint. $G_I = D_a E^i_I$ it can be easily checked that classically, it generates $SU(2)$ transformations, which act on holonomies as

$$h_e[A] \mapsto g(s(e))h_e g(t(e))^{-1}$$

(2.18)

with $g(x)$ the gauge transformation, and $s(e), t(e)$ the beginning and endpoint of $e$. Thus, there are two ways to implement this constraint: One can regularize the expression for $G_I$ in terms of holonomies and fluxes, which have well defined quantization, quantize the regularized expression, and remove the regulator, hoping to obtain a well defined constraint operator in the limit. If successful, one can then determine the kernel of the quantum constraint. Or one can declare that all states in $H_{kin}$ that are invariant under gauge transformations (2.18), are solutions to the constraint. Both strategies are viable, and lead to exactly the same result: The solution space $H_{gauge}$ is a proper subspace of $H_{kin}$. An orthonormal basis is given by the so called spin networks [46, 47]. These are special cases of the generalized spin networks, in that the linear maps labeling the vertices are intertwining operators

$$I_v : \bigotimes_{\text{e incoming}} \pi_{\text{in}(e)} \longrightarrow \bigotimes_{\text{e outgoing}} \pi_{\text{out}(e)} , \quad I_v \pi_{\text{in}}(g) = \pi_{\text{out}}(g) I_v$$

(2.19)

mapping the tensor product of the representations on the incoming edges to the tensor product of the representations on the outgoing edges. The contraction of the holonomies with these intertwiners guarantees that the resulting states are invariant under gauge transformations.

2.5 Diffeomorphism invariant states

The diffeomorphism constraint $C_a = \varepsilon^b_I F^I_{ab}$ has not been quantized directly. One reason is that curvature can not be quantized on $H_{kin}$ but one can see even on more general grounds that a quantization of $C_a$ must run into difficulties: Classically, this constraint generates the diffeomorphisms of $\Sigma$, and one expects the same of its quantum counterpart. Otherwise one would have produced an anomalous implementation of the constraint, with possibly disastrous consequences for the theory. But the diffeomorphisms $\varphi$ of $\Sigma$ already act on $H_{kin}$, through unitary operators $U_{\varphi}$. These operators are however, not strongly continuous in the diffeomorphisms (see (2.14)), in other words, they have no selfadjoint generators. Thus $C_a$ can not be directly quantized without generating
Figure 5: The hourglass spin network gets mapped to zero under group averaging with respect to the diffeomorphism group.

Anomalies. But this is not a problem, as we know what the gauge transformations generated by $C_a$ are, and because they are acting in a simple manner on $\mathcal{H}_{\text{kin}}$. All one has to do is find states that are invariant under the action of the diffeomorphisms $U_\phi$.

The action of the diffeomorphisms on cylindrical functions consists in moving the underlying graph:

$$U_\phi \psi = \psi(\gamma)$$

(2.20)

Therefore, the only invariant state in $\mathcal{H}_{\text{gauge}}$ is the empty spin network. Rather than in $\mathcal{H}_{\text{diff}}$, the rest of the invariant states in lying in the dual of $\mathcal{H}_{\text{diff}}$. They can be found by group averaging. This procedure assigns to a state $\psi \in \mathcal{H}_{\text{gauge}}$ a diffeomorphism invariant functional $\Gamma_\psi$. The idea is

$$\langle \Gamma_\psi | \phi \rangle = (\text{Vol} \langle \text{Diff} \rangle)^{-1} \int_{\text{Diff}} D\phi \langle U_\phi \psi | \phi \rangle_{\mathcal{H}_{\text{kin}}}.$$  

(2.21)

This is still formal. To make this work, the integration over the diffeomorphism group, and the division by its volume, have to be made sense of. These tasks would be hopeless, were it not for the unusual properties of the scalar product on $\mathcal{H}_{\text{kin}}$. In fact, the correct notion in this context of the integral over diffeomorphisms is that of a sum! A careful examination leads to the formula

$$\langle \Gamma_\psi | \phi \rangle = \sum_{\varphi_1 \in \text{Diff}/\text{Diff}_\gamma} \frac{1}{|\text{GS}_\gamma|} \sum_{\varphi_2 \in \text{GS}_\gamma} \langle \varphi_1 * \varphi_2 * \psi | \phi \rangle.$$  

(2.22)

Here, $\text{Diff}_\gamma$ is the subgroup of diffeomorphisms mapping $\gamma$ onto itself, and $\text{TDiff}_\gamma$ the subgroup of $\text{Diff}$ which is the identity on $\gamma$. The quotient $\text{GS}_\gamma := \text{Diff}_\gamma/\text{TDiff}_\gamma$ is called the set of graph symmetries. It can be checked that this definition really gives diffeomorphism invariant functionals over $\mathcal{H}_{\text{gauge}}$. An inner product can also be defined on these functionals, using (2.22). Thus one obtains a Hilbert space $\mathcal{H}_{\text{diff}}$ of gauge and diffeomorphism invariant quantum states.

It is sometimes stated that diffeomorphism invariant spin network states are labeled by equivalence classes of spin networks under diffeomorphisms. This is a nice intuitive picture, but one has to be careful with it: The effects of (2.22) can be quite subtle. For example, the map $\Gamma$ has a large kernel. Some spin networks, such as the “hourglass” (see figure 5) are mapped to zero.

Diffeomorphism invariant quantities can give rise to well defined operators on $\mathcal{H}_{\text{diff}}$. An example is the total volume $V_\Sigma$ of $\Sigma$. The corresponding operator on $\mathcal{H}_{\text{kin}}$ extends to $\mathcal{H}_{\text{diff}}$, thus one obtains a well defined notion of quantum volume. Areas of surfaces and volumes of subregions of $\Sigma$ can similarly be quantized, provided surfaces and regions can be defined in a diffeomorphism invariant fashion, for example by using a matter field as reference system.
3 The Hamilton constraint

The most complicated constraint is the Hamilton constraint

\[ H = \frac{1}{2} \epsilon^{IJK} \epsilon_{abc} E^a_I E^b_J - (1 + \nu^2) \frac{E^a_i E^b_j F_{abk}}{\sqrt{\det E}} K^I_{[a} K^J_{b]} \]

(3.1)

Here we have already denoted by \( H_E \) the so-called Euclidean part of the constraint, which we will need later. The quantization of the Hamilton constraint poses several difficulties. On the one hand, its classical action is very complicated on the basic fields \( A \) and \( E \). Therefore methods based on a geometric interpretation, such as were used to find solutions to the diffeomorphism constraint, are not available. Its functional form on the other hand makes it hard to quantize in terms of the basic fields because it contains (a) the inverse volume element, and (b) the curvature of \( A \). (a) is problematic because large classes of states in \( \mathcal{H}_{\text{diff}} \) have zero volume, thus its inverse tends to be ill defined. There have to be subtle cancellations between the inverse volume and other parts of the constraint for the whole to be well defined. (b) is problematic, because it curvature can not be quantized in a simple way, at least on \( \mathcal{H}_{\text{kin}} \), due to the nature of the inner product. It is thus very remarkable that Thiemann [50, 51, 52, 53, 54] proposed a family of well defined Hamiltonian constraints, and partially analyzed the solution spaces. We can not describe his construction with all details, but we will briefly discuss the most important ideas.

3.1 Thiemann’s quantization

The first ingredient in the quantization is the observation that one can absorb the inverse volume element in the Hamiltonian constraint into a Poisson bracket between the connection and the volume:

\[ \epsilon^{IJK} \epsilon_{abc} E^a_I E^b_J = \frac{1}{4i} \{ A^k_c(x), V_\Sigma \} \]

(3.2)

Here \( V_\Sigma \) is the volume of the spatial slice. The Poisson bracket can be quantized as a commutator

\[ \{ \ldots, \ldots \} \rightarrow \frac{1}{i \hbar} [\ldots, \ldots], \]

(3.3)

and the volume has a well understood quantization as we have discussed before. A similar trick can also be used to quantize the extrinsic curvature appearing in the Hamilton constraint. Thiemann found that

\[ K^I_a E^a_i(x) = \{ H_E(x), V_\Sigma \}, \]

(3.4)

which can be used to quantize the full constraint, once the Euclidean part \( H_E \) has been quantized.

The second important idea is that solutions to all the constraints must, in particular, be invariant under spatial diffeomorphisms. Thus it is possible to define operators for curvature as limit of holonomy around shrinking loops. While such limits are ill defined when acting on kinematical states, they can be well defined on states in \( \mathcal{H}_{\text{diff}} \). Indeed, Thiemann is able to give a regulated definition for the constraints, which is such
that when evaluated on states in $\mathcal{H}_{\text{diff}}$, becomes independent of the regulator, once it is small enough. The Poisson bracket involving $A$ can be approximated as
\begin{equation}
\epsilon \bar{e}^a \{ A_a(x), V_\Sigma \} \approx -h_\epsilon^{-1} \{ h_\epsilon, V_\Sigma \},
\end{equation}
where $\epsilon$ is a curve emanating in $x$, $\bar{e}$ is its tangent in $x$, and $\epsilon$ its coordinate length. Curvature is treated as in lattice gauge theory
\begin{equation}
\epsilon^2 F_{ab}(x) \, d\sigma^{ab} \approx \int_S F \approx h_\epsilon S - \mathbb{I},
\end{equation}
where $d\sigma$ is the area element of the surface $S$ in $x$ and $\epsilon^2$ its coordinate area. To use the formulas (3.5), (3.6), one needs to choose curves and surfaces. In for the Hamilton constraint, these are made to depend on the graph that the state acted on is based on, and they are assigned in a diffeomorphism covariant fashion. This still leaves large ambiguities when the operators acts on states in $\mathcal{H}_{\text{kin}}$, but most of them go away, when acting on $\mathcal{H}_{\text{diff}}$: Only their diffeomorphism invariant properties matter.

Using these ideas, one can define Hamilton constraint operators on $\mathcal{H}_{\text{kin}}$, and by duality on $\mathcal{H}_{\text{diff}}$. The operators have the following properties:

- The action of the constraints is local around the vertices:
  \begin{equation}
  \hat{H}(N) \psi_\gamma = \sum_{v \in V(\gamma)} N(v) \hat{H}(v) \psi_\gamma,
  \end{equation}
  where $\psi$ is a cylindrical function based on the graph $\gamma$, the sum is over the vertices of $\gamma$, and $\hat{H}(v)$ is an operator that acts only at, and in the immediate vicinity of, the vertex $v$.

- They create new edges (see figure 6). This is because of the use of (3.6): The surfaces chosen to regulate the curvature are such that one of the edges bounding them are not part of the graph of the state acted on.

- They have a nontrivial kernel.

- They are anomaly free in a certain sense: The commutator of two Hamilton constraints vanishes on states in $\mathcal{H}_{\text{diff}}$. See the discussion below.

- There are several ambiguities in the definition of the constraints. One is for example the SU(2) representation chosen in the regularization process (in (3.5), (3.6), for example, we worked with holonomies in the defining representation, but other irreducible representations could be used as well). But there are also ambiguities pertaining to the creation of new edges, and ambiguities in the application of equations like (3.2) that are harder to parametrize.

We do not know whether the quantization proposed by Thiemann is the right one. One important test for the quantization of constraints is whether they satisfy the relations that are expected from the classical Dirac algebra. The commutator of two Hamilton constraints is expected to be a diffeomorphism constraint. Thiemann’s quantization is anomaly free in the sense that the commutator of two Hamilton constraints vanishes when evaluated on a diffeomorphism invariant state [50]. But it was found that the same holds when the commutator is evaluated on a much larger set of states, for which the a diffeomorphism constraint is not expected to vanish [55, 56]. Also there are several ambiguities in Thiemann’s quantization. The meaning of these is largely unclear, but some have been investigated [57, 58]. Ultimately, the questions surrounding the
quantization of the Hamiltonian should be answered by physical considerations, for example by checking the classical limit of the theory, or by other prediction that the theory makes. One situation in which such questions can be posed and answered is loop quantum cosmology, and we expect important input from the findings there. For a technical solution to some of the problems with the constraint algebra see the next section, on the master constraint program. Also, substantial progress concerning the dynamics of the theory has been made in the Spin foam approach, and we hope it will shed light on the issues, here (see section 3.3 and the contribution by Oriti to this volume). In summary: While many aspects need more study, there is no doubt that Thiemann’s work on the Hamiltonian contains at least part of the solution of the problem of dynamics in LQG.

3.2 The master constraint approach

As we have pointed out above, the question of whether Thiemann’s proposal for the quantization of the Hamilton constraint is anomaly free is a question that is not settled. In fact, the Poisson relations between two Hamiltonian constraints are very complicated and involve the phase space point. The resulting algebra is thus not a Lie algebra, and it is unclear what a representation of it should look like. in particular, one expects some quantum deformations of the structure to occur, but just what constitutes a (harmless) deformation, and what a (harmful) anomaly is not clear. These difficulties prompted the proposal of the master constraint program [1]. At its core, the proposal is to replace implementation of the infinite dimensional algebra of constraints with the implementation of one master constraint. In the case of the Hamiltonian constraint, the proposal is to go over to the quantity

\[
M = \int_S \frac{(H(x))^2}{\sqrt{\det q(x)}}. \tag{3.8}
\]

It can be argued on general grounds, and checked in examples, that the kernel of the quantization of such a master constraint \(M\) is the same as the joint kernel of the individual constraints constituting the master constraint. It is obvious that in this way questions about the constraint algebra can be alleviated. In the case of loop quantum gravity, one can even add squared diffeomorphism and Gauss constraints to the master constraint above, thus reducing the considerations to only one constraint altogether. The master constraint is then much more complicated then the original constraints, but quantization can be attempted with similar techniques as were used for the Hamilton constraint, described above.

The master constraint method has been tested extensively (see for example [59, 60, 61],

Figure 6: The Hamilton operator creates new edges between edges incident in a common vertex
and appears to afford a large simplification in many cases. In eliminating the constraint algebra, it does however do away with an important check for the correctness of the quantization. If there are other good ways to check this correctness, this is no problem, but in cases – such as at the present moment the quantization of the constraints in loop quantum gravity – in which no other good means of checking the quantization exist, its application is not without danger.

3.3 Physical inner product, and the link to spin foam models

For physical applications it is not merely the physical states that are important. To compute amplitudes and expectation values one needs an inner product on these states. In theory, this inner product is obtained from the constraints themselves. If their joint kernel is contained in the kinematical Hilbert space, the inner product on that space simply induces one on $\mathcal{H}_{\text{phys}}$. If zero is in the continuous spectrum of some of the constraints, there are still mathematical theorems that guarantee the existence of an inner product, but it can be extremely hard to compute in practice.

We now want to describe a formal series expansion of the inner product on $\mathcal{H}_{\text{phys}}$ due to Rovelli and Reisenberger [62]. Since it is formal, it may not necessarily be useful to calculate the inner product exactly, but it is hugely important because it makes contact with approaches to quantum gravity that are starting from discretizations of the path integral of gravity, so called spin foam models. With that, it brings back into loop quantum gravity an intuitive image of time evolution. This is very important even if its physical merits are still under debate.

The series expansion is obtained by considering the projector $P_{\text{phys}}$ on the Hilbert space $\mathcal{H}_{\text{phys}}$ of physical states: Each of the Hamilton constraints comes with a projector on its kernel. This may be a genuine projection operator, or a linear map into the dual of $\mathcal{H}_{\text{diff}}$. It can formally be written as $P_{\text{phys}}^{(x)} = \delta(\hat{H}(x))$. The projection onto the solution space of the Hamiltonian constraints is the product of all these projectors.

The physical inner product between the (physical part of) spin networks $\psi$ and $\psi'$ can be expressed in terms of the projector as

$$\langle P_{\text{phys}}\psi \vert P_{\text{phys}}\psi' \rangle_{\text{phys}} = \langle \psi \vert P_{\text{phys}} \cdots \rangle_{\mathcal{H}_{\text{diff}}}.$$  \hspace{1cm} (3.9)

To obtain the series expansion, one writes the delta functions as functional integration over the lapse, and expands the exponential:

$$P_{\text{phys}} = \prod_{x \in \Sigma} \delta(\hat{H}(x))$$

$$= \int \mathcal{D}N \exp i \int N(x)\hat{H}(x) \, dx$$

$$= 1 + i \int \mathcal{D}N \int N(x)\hat{H}(x) \, dx$$

$$- \frac{1}{2} \int \mathcal{D}N \int \int N(x)N(x')\hat{H}(x)\hat{H}(x') \, dx \, dx'$$

$$+ \ldots.$$ \hspace{1cm} (3.10)

One sees that the expansion parameter is the number of Hamilton constraints in the expression. It was shown in [62] how the path integrals over $N$ can be defined. If one plugs this expansion into (3.9), one obtains an expansion of the physical inner product in terms of the product on $\mathcal{H}_{\text{diff}}$. The Hamilton constraints will create and destroy
The analogy to Feynman diagrams is striking: In both cases, an evolution operator is expanded into a series of terms labeled by topological objects with group representations as labels.

Spin foam models have been obtained independently, from discretizations of the action of general relativity.

Solving the Hamilton constraint means implementing the dynamics of loop quantum gravity, but no notion of evolution is apparent in solutions, at least superficially. The above expansion brings back a picture of state evolution (although one must be cautious with simple physical interpretations in terms of geometry evolving in some specific time).

While the connection between loop quantum gravity and spin foam models described above is very convincing in abstract terms, when one compares the models one gets from using, for example, Thiemann’s constraint, with spin foam models obtained independently, there are however big technical differences, starting from the notion of graphs involved (embedded vs. abstract), and not ending with the groups involved. Some of this is changing, however. For the interesting new perspectives that result, we refer the reader to [7, 63, 8, 9, 64, 65].
4 Applications

Now, after the complete formalism of loop quantum gravity has been laid out, we can come to some applications. However, it is presently impossible to solve the constraints in all generality, and investigate their physical properties. This is due, on the one hand, to the difficulties with the implementation of the Hamilton constraints (see section 3), and on the other hand to the absence of useful observables that can be quantized, and used to investigate physical states. As an example, we remark that the question of whether a space-time contains black holes or not is well defined, and can in principle be answered in terms of initial values on a spatial slice $\Sigma$. But to do this in practice is a very difficult task in the classical theory, and clearly beyond our abilities in the quantum theory. Therefore, simplifying assumptions, and approximations have to be made. We will report here on studies on the quantum theory of a horizon of a black hole (in which the existence of a null-boundary and some of its symmetries are presupposed), and on some approximations, called *semiclassical states*, to physical states and their application to the calculation of matter propagators. Another area with important physical applications is loop quantum cosmology, in which the techniques (and in some cases, results) of loop quantum gravity are applied to mini-superspace models. A separate review is covering this area in detail. Finally we mention the research in spin foam models which has led to a program to determine the graviton propagator.

4.1 Black holes

Black holes are fascinating objects predicted by general relativity. They even point beyond the classical theory, because of the singularities within, and because of the intriguing phenomenon of black hole thermodynamics [66]. Therefore they are a tempting subject of investigation in any theory of quantum gravity. Loop quantum gravity was able to successfully describe black hole horizons in the quantum theory. Within this description, it is possible to identify degrees of freedom that carry the black hole entropy, and prove, for a large class of black holes, the Bekenstein-Hawking area law.

The development of this subject is quite rich, with many turns and discussions as to the precise definition of the ensemble of quantum states, thus our description will leave out many interesting aspects and references.

The first ideas were developed by Krasnov and Rovelli [67]: Spin network edges pierce the horizon and endow it with area. The number of configurations of these edges (modulo diffeomorphisms) for a given total area is counted to obtain the entropy. A systematic and detailed treatment is that by Ashtekar Baez, and Krasnov [68] (see also [69]), in which was realized that the degrees of freedom on the horizon are described by a Chern-Simons theory and are essential in the calculation of the entropy. [68] does contain errors in the state counting however, thereby wrongly concluding that only spin network edges with spin 1/2 contribute significantly to the entropy counting. These errors were corrected in by Domagala and Lewandowski in [70], where the horizon Hilbert space was correctly derived, its elements characterized in a combinatorial way, and the entropy calculation stated in combinatorial terms and partially carried out. It was also shown that the spin 1/2 edges are not generic, and a probability distribution for the edge spins derived. The combinatorial problem was fully solved in [71]. In [72,73], Kaul and Majumdar assumed that a partial gauge fixing that had been used in [68] was unnecessary, and they stated and solved the ensuing combinatorial problem for the black hole entropy. They thus determined the area-entropy relation in the result-
ing more natural, but technically more challenging setting. In cite [74, 75], it was shown that dropping the partial gauge fixing as in [72, 73] can in fact be fully justified. This led to additional new insights [76]. In our description below, we will follow [74, 75].

There are interesting generalizations (for example [77, 78]) and modifications (for example [79, 80, 81]) of the formalism. Surprising fine structure has been found [82, 83] and analyzed [84, 85, 86, 87, 88, 89]. The later works in this series are remarkable applications of number theory, statistics and combinatorics.

The loop quantum gravity calculation does not start from solutions of the full theory. Rather, it quantizes gravity on a manifold with boundary $\Delta$. In the simplest case, the boundary is assumed to be null, with topology $\mathbb{R} \times S^3$. Again, there are fields $A$ and $E$ on a manifold $\Sigma$, but now $\Sigma$ has a boundary $H$. The boundary $\Delta$ is now required to be an isolated horizon, a quasi-local substitute for an event horizon. This imposes boundary conditions on the fields $A$ and $E$ at $H$,

$$*E = -\frac{a_H}{\pi(1 - \iota^2)} F(A).$$

(4.1)

$a_H$ denotes the area of the horizon $H$. Furthermore, the symplectic structure acquires a surface term. The latter suggests, together with some technical aspects of the kinematical Hilbert space used in loop quantum gravity, to quantize the fields on the horizon separately from the bulk fields. The latter are quantized in the way described in section 2. The only new aspect is that now edges of a spin network can end on the horizon. The such ends of spin network edges are described by quantum numbers $m_p \in \{-j_p, -j_p + 1, \ldots, j_p - 1, j_p\}$, where $j_p$ is the representation label of the edge ending on the horizon, and $p$ is a label for the endpoint ("puncture"). The quantum number represents the eigenvalue of the component of $E$ normal to the horizon at the puncture.

The boundary term in the symplectic structure is that of a SU(2) Chern-Simons theory with level

$$k = \frac{a_H}{2\pi(1 - \iota^2)l_p^3},$$

(4.2)

and punctures where spin network edges of the bulk theory end on the surface. The quantized Chern-Simons connection is flat, locally, but there are degrees of freedom at the punctures. These are – roughly speaking – described by quantum numbers $s_p, m'_p$, where the former is a half-integer, and $m'_p \in \{-s_p, -s_p + 1, \ldots, s_p - 1, s_p\}$. There is a constraint on the set of $m'_p$’s coming from the fact that $H$ is a sphere, and hence a loop going around all the punctures is contractible, and the corresponding holonomy must hence be trivial. The Hilbert space is equivalent to a subspace of the singlet component of the tensor product $\pi_{s_1} \otimes \pi_{s_2} \otimes \ldots$ ranging over all punctures. The boundary condition (4.1) can be quantized to yield an operator equation. The solutions are tensor products of bulk and boundary states in which the quantum numbers $(s_p, m'_p)$ and $(j_p, m_p)$ are equal to each other at each puncture.

Now, if one fixes the quantum area of the black hole to be $a$, this bounds the number of punctures and the spins $(j_p)$ labeling the representations. It becomes a rather complicated combinatorial problem to determine the number $N(a)$ of quantum states with area $a$ that satisfy the quantum boundary conditions. It was solved in [72, 73], and later, independently in [90]. It turns out that

$$S(a) := \ln(N(a)) = \frac{1}{\text{SU}(2)} \frac{a}{4\pi l_p^3} - \frac{3}{2} \ln \frac{a}{l_p^3} + O(a^0)$$

(4.3)
as long as $t \leq \sqrt{3}$. Here, $t_{SU(2)}$ is the constant that solves the equation

$$1 = \sum_{k=1}^{\infty} (k + 1) \exp \left( -\frac{1}{2} t_{SU(2)} \sqrt{k(k+2)} \right).$$

(4.4)

One finds $t_{SU(2)} \approx 0.274$. One thus obtains the Bekenstein-Hawking area law upon setting $t = t_{SU(2)}$.

### 4.2 Semiclassical states and matter propagation

As we have seen before the trivial spin network is a diff invariant cyclic vector, in a sense, the vacuum of loop quantum gravity. This state has the spatial geometry completely degenerate, and the connection field $A$ maximally fluctuating. It is a solution to all the constraints, yet it does not look at all like a classical space-time. Therefore one needs to look for states that behave more like a classical space-time geometry. While it would be desirable to find such states that at the same time also satisfy all the constraints, this has not been achieved so far in the full theory (the situation is much better in loop quantum cosmology, though – see for example [12]). Rather, one is settling for states that approximate a given classical metric, and at the same time are approximate solutions to the constraints. Such states have come to be called *semiclassical states*. They are useful for studying the classical limit of the theory, as well as for attempting predictions, and as starting point for perturbation theory.

One particular class of states that has been studied is using coherent states for the group $SU(2)$ [91, 92, 93, 94]. To understand these states, it is useful to remember the coherent states for the harmonic oscillator:

$$z := \frac{1}{\sqrt{2}} \left( \frac{1}{\sigma} \chi_0 + i \frac{\sigma}{\hbar} p_0 \right), \quad \psi_x^\sigma(z) \sim \left[ e^{-\sigma^2 \Delta} \delta_w \right]_{w \to z}(x) \quad (4.5)$$

Thus coherent states can be viewed as analytic continuations of the heat kernel. This viewpoint makes generalization to a compact Lie Group $G$ possible:

$$\psi_{\hbar}(g) := \left[ \exp \left( -t \Delta^G \right) \delta^{G}_{w \to \gamma}(g) \right] \equiv \left[ \sum_{\pi} d_{\pi} e^{-t \lambda_{\pi} \chi_{\pi}(gw^{-1})} \right]_{w \to \gamma}(g). \quad (4.6)$$

These states are of minimal uncertainty in a specific sense, and are moreover sharply peaked at a point of $T^*G$ encoded in $\hbar$. These states can be used in loop quantum gravity. The idea is to use a random graph $\gamma$ which is isotropic and homogeneous on large scales, together with a cell complex dual to $\gamma$. In particular there will be a face $S_e$ dual to each edge $e$ of $\gamma$. Now, given a classical phase space point $(A, E)$ one defines

$$c_e := \exp \left[ i \tau \int_{S_e} *E \right] h_e(A), \quad (4.7)$$

and then

$$\psi_{\gamma,(A,E)} := \bigotimes_{e \in \gamma} \psi_{e}^{c} \in \text{cyl}_{\gamma} \subset L^2(\Lambda, d\mu_{AL}). \quad (4.8)$$

These states satisfy the Hamilton constraint weakly, in the sense that the expectation value of the constraint vanishes and they are strongly peaked at a classical solution.

Such states can be used to approximately compute matter dispersion relations, see for example [95, 96, 97, 98]. The situation studied is that of a matter test field propagating on quantum space-time. Two scenarios have been investigated:
1. The field is coupled to the expectation values (in a semiclassical state) in gravity sector with semiclassical state.

2. The geometry is chosen as “typical result” of a measurement in gravitational sector that has been in a semiclassical state.

Either case results in a coupling of the matter field to a fluctuating, discrete spatial geometry. In a 1+1 dimensional toy model for a scalar field, the dispersion relation has been explicitly calculated [99]:

\[
\omega(k) = c^2 + \ell^2 k^4 + O(k^6) \tag{4.9}
\]

with

\[
c^2 = \lim_{N \to \infty} \frac{\langle l \rangle^2}{\langle l^2 \rangle} = \frac{1}{1 + \frac{d^2}{l^2}}
\]

\[
\ell^2 = \lim_{N \to \infty} \left( \frac{1}{N^2} \frac{\langle l \rangle^4}{\langle l^2 \rangle^3} \sum_{i<j} c_{ij} l_i^2 l_j^2 - \frac{N^2}{12} \frac{\langle l \rangle^4}{\langle l^2 \rangle} \right) \tag{4.10}
\]

\[
= -\frac{1}{12} \frac{l^2}{1 + \frac{d^2}{l^2}}
\]

N is here the size of a lattice with periodic boundary conditions, and \(\langle \cdot \rangle\) denotes averages over the random lattice. \(l\) is the average effective lattice spacing, and \(d\) is a measure of the fluctuation in the latter. The phase velocity \(c\) is depending on the details of state and graph, and may do so differently for different fields. This opens the door to obtain severe constraints on the theory from experiments (see [100] for an example).

We should however point out that since the semiclassical states used in this context are not strict solutions of the constraints, the results obtained with them are only approximations of poorly controllable quality (see for example [101] for a discussion) and should not be interpreted as firm predictions of the theory. As initially stated, the situation is better in loop quantum cosmology, where semiclassical states that are physical, are available. As an example, the beautiful recent work [13] applies the ideas of quantum field theory on quantum space-time of [97, 98] in the context of loop quantum cosmology.

5 Outlook

Loop quantum gravity is a very unusual quantum field theory, and a promising approach to the unification of the principles of general relativity, and quantum theory. But open problems of great importance remain. We have in mind in particular the following questions:

- Are there restrictions on the types of matter that can be consistently coupled to gravity in the framework of loop quantum gravity?
- What role does the Barbero-Immirzi parameter \(\iota\) play? Can its value be fixed by considerations other than black hole entropy?
- How can we extract physics from solutions of the Hamilton constraint?
- How can we obtain controlled approximations to the solutions of the dynamics?
Progress has already been made on all these. We think that especially the better understanding of the connection to spin foam models and the great results that have been achieved in loop quantum cosmology will help accelerate this progress in the near future.
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