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Abstract. Today convergence technologies have become a major issue in science policy. This paper describes the current state of scientific collaboration in convergence technologies among researchers in South Korea, by conducting survey and the Social Network Analysis (SNA) with a data set of 1,095 researchers who have involved in the development of the convergence technologies. The main research findings are fivefold. First, dominant numbers of researchers are involved in convergence technology with IT because IT is recognized as the most competitive technology in Korea. Second, mobility of researchers is active in convergence technologies. Third, it is found that the researchers in convergence technologies are more productive in terms of the number of research papers per capita than those in other scientific fields. Fourth, they, however, show limited research collaboration, compared with their high productivity. Finally, the members of the network in convergence technologies are closer to each other than those in other scientific fields, but most of their collaborative relationships remain bilateral rather than triangular. Only a few researchers act as hubs, revealing that collaborative research relationship in convergence technologies in Korea is highly concentrated. At the last part, some policy recommendations to promote research collaboration in convergence technologies are discussed.
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Introduction

The convergence between different technology sectors has emerged as one of the most significant issues in the field of technology development and policy in the 21st century (National Science Technology Committee 2008). Scientists have recently put their efforts on a full convergence of nano-, bio-, and information technologies (hereinafter referred to as NBI convergence technologies), and thanks to their efforts remarkable achievements, albeit in its early stage, have been gained. Especially, IT has had considerable influence on all aspects in the process of technology development. For example, genome project which was originally planned to make up human genetic map is considered as one of major cases, showing convergence between bio technology and IT. In recent years, as researchers in the information security sector had started utilizing human biological characteristics, they have consequently developed an IRIS (Integrated Risk Information System 2013) recognition security system. IRIS is a human health assessment program that evaluates information on health effects that may result from exposure to environmental contaminants.

It is expected that there would be a paradigm shift in understanding in all areas of science, as nano- technology, the study of manipulating matters on an atomic scale, has been remarkably developed (Bainbridge, Roco 2006). In the field of semiconductor they have been able to overcome its physical limits by manufacturing the integrated circuits at a nanometre scale. There has also been a significant change in the medical field since microsurgical robots had emerged. Furthermore, it is anticipated that there would be a remarkable change even in the way people think, as researchers would eventually make materials and machines invisible to the human eye. Likewise, NBI convergence has introduced new technological sectors, such as bio-informatics, and is expected to bring forth inconceivable outcomes in the near future (Roco, Bainbridge 2002).

In the era of convergent technologies, technological competitiveness of a nation will depend on how to secure appropriate human resources and how to organize them (Department of Science and Technology 2007). Most knowledge resides inside the heads of individual researchers. It is also true that there exist some other forms of knowledge, such as the codified knowledge (Cowan et al. 2000; Balconi et al. 2007) saved in computer systems or some resided within individual relationships like organizational culture (Chesbrough 2003). Because most knowledge comes from within the brains of individuals, it is important to improve intellectual skills of researchers. The development of converging technologies in essence requires knowledge of different sectors to be integrated. If a researcher possessed all kinds of knowledge that need to be gained for a convergence technology research, he or she could have conducted the research by him/herself. However, it is a very rare case. Therefore, close collaboration between researchers is needed to share and integrate knowledge resided within the experts working in various sectors (OECD 2004).

This study focuses on collaboration between researchers, one of the core competencies required for researchers in the era of technology convergence. Specifically, it examines the collaborative behaviours of Korean researchers in NIB convergence technologies through the co-authorship analysis. Co-authorship analysis is one of methods for studying collaborative relationships of scientists, and over recent years has been conducted frequently using social
network analysis (Hereinafter referred to as SNA). In this study collaborative relationships of Korean researchers in the area of converging technologies are identified through co-authorship analysis by using SNA.

This study is structured as follows: Section 1 reviews literatures on scientific collaboration between researchers and SNA. Section 2 explains how data were collected and processed for statistical analysis. Section 3 shows research results about how Korean researchers collaborate in the convergence technology area. Finally, the last section suggests policy recommendations for enhancing collaboration between convergence technology researchers and discusses limitations of this research.

1. Theoretical background

1.1. Scientific collaboration in convergent technologies

Based on understanding importance of knowledge sharing across disciplines, Gorman (2002) went further, and came up with the concept of trading zone. According to Gorman and Groves (2005), a process to accord is necessary in an organization if there is a difference in individual perceptions. Some collective external events, changes in the subjects that can affect groups such as market, customer, suppliers, and government, may create collective perceptions that will be shared by individuals. Gibbons et al. (1994) categorized the method of knowledge creation into the two knowledge modes, mode 1 and mode 2 knowledge. Mode 1 knowledge designates the knowledge formed in a certain discipline while Mode 2 designates the knowledge formed through inter-disciplinarity or trans-disciplinarity that centred on application area. With the complexity of society, the development of science and technology and the development of transportation, information and telecommunication, Mode 2 knowledge creation is speeding up. Furthermore, Nowotny et al. (2003) asserted that Mode 1 knowledge is an old paradigm of scientific discovery and defined it as a hegemony of theoretical experimental science confined in a separation among disciplines. Meanwhile, they argued that Mode 2 knowledge is a new paradigm for knowledge creation, and it will replace the old paradigm.

To figure out how scientists and engineers share and exchange knowledge in convergence technology, Hwang (2008) reviewed the in-depth interview result with quantum code system researchers in Korea who try to combine code system of IT based medical-engineering field and IT network with quantum physics, and try to combine that to the knowledge. Empirical results showed that the quantum code system could be regarded as a research with depth for new area, while IT based medical-engineering could be a research with width by combining existing knowledge. The research for quantum code system is in the area of deeper in-depth-research than existing research areas by exchanging and combining the researches of all the areas in which science is at the centre for resolving technological problems. On the contrary, IT based medical-engineering field can be regarded as a research field with width in which loosely related areas in the past are being combined for one purpose.

Generally, researchers work together to achieve a common goal, generating new scientific knowledge. It comes with various cases according to the degree to which they closely collaborate. For example, in one case all collaboration members could participate in the entire...
process of research and contribute directly to the research output. On the contrary, in high energy physics, hundreds of researchers, most of whom do not know one another, take part in the same research project, but each member’s participation period and contribution is much limited (Katz, Martin 1997).

Actually, research collaboration includes a diverse range of cases: direct participation throughout the whole process of research, critical contribution to the research output, writing a research proposal together, participation in the verification stage (for example, devising experimental equipment, conducting an experiment, and analysis and explanation of experiment data), research idea generation, providing a theoretical background, supporting research funds, etc.

In this study, we suppose that two researchers are in relations of research collaboration when they co-authored a research paper. Especially in academia, co-authorship is the most visible and available indicator of scientific collaboration and has thus been frequently employed to analyse collaborative behaviours (Abbasi et al. 2010; Milojevic 2010). Therefore, it is reasonable that co-authorship is used as a valid indicator of research collaboration among scientists. Moreover, over the years, not a few researchers have referred to the co-authorship analysis in order to explain how research collaborations work in science. For example, Abbasi et al. (2012) examined the association between scholars’ co-authorship network properties and their citation-based research performance using publication data in the field of information science and library science. Dunn et al. (2012) also tried to measure the relative influence of industry authors in comparison to their counterparts in collaborative research networks for clinical trial research using co-authorship.

Recently research collaboration with fellow scientists is on an increasing trend. According to Grossman and Ion (1995), it is found that out of all published papers, the number of papers written by more than two authors has risen as time goes by. For example, in case of Mathematical Review (MR), one of the major journals in mathematics, the portion of papers written by one author has continuously decreased. On the contrary, the portion of papers published by more than two authors has gradually increased. In 1940, the ratio of papers published by one author mounted to over 90%. But in 1993, it has been cut down to less than 60%. On the contrary, the ratio of papers written by more than two authors in the same period had increased to 30% from 10%.

There are some reasons behind the increase in research collaboration. First, costs of scientific research have sharply soared, especially high costs of buying experimental equipment in the high-tech sector (Katz, Martin 1997). As individual researchers find it difficult to secure all of necessary equipment for doing research, sharing equipment between researchers is mutually beneficial in terms of research productivity. Second, along with costs of purchasing equipment, specialization of knowledge and technology also encourages researchers to collaborate and exchange knowledge. Third, it is also true that costs of exchanging knowledge have been dramatically reduced. A decrease in costs of transportation and telecommunications help researchers to visit one another and to exchange knowledge more easily. Fourth, most researchers hope to work with other researchers to maximize their research performance, because advanced knowledge tends to be created through social interaction between researchers (Katz, Martin 1997).
By the way, does research collaboration contribute to the improvement of scientific achievement of researchers? According to Lotka (1926), the number of scientists who have published a certain number of papers is inversely proportional to the square of the number of papers. Moreover, the author asserts that the differences of research productivity between scientists are caused by research collaboration. It was empirically found that collaboration with other researchers is directly correlated not only with the number of published papers (Pravdic, Oluic-Vukovic 1986; Abbasi et al. 2011), but also with more sophisticatedly defined measure for the performance of researchers (Abbasi, Altmann 2011; Abbasi et al. 2011). Furthermore, some studies try to measure research performance directly using the results of SNA (Morel et al. 2009).

However, it does not mean that all research collaborations increase productivity regardless of whom the researchers work with. Working with high-productivity researchers leads to an increase in productivity, while collaboration with low-productivity scientists reduces productivity. It was found that articles with more co-authors were cited more frequently and collaborative works were in most cases valued higher by peer researchers (Franceschet, Costantini 2010). Moreover, both citation count and peer rating were enhanced when the affiliations of co-authors were heterogeneous. It was also found that researchers with the best research performance had a greater intensity of international collaboration (Abramo et al. 2011). Therefore, it is important to analyse the pattern of research collaboration of NBI researchers for the improvement of their research productivity.

### 1.2. Using social network analysis to study scientific collaboration

As the network theory is applied to explaining social phenomena, research collaboration is also understood and analysed as a kind of network. According to network theory which is originated from graph theory, a network is defined as a set of vertexes, sometimes called nodes, and edges connecting these vertexes. By the types of vertex, network is can be grouped into physical (e.g. computer network), biological network (e.g. food web, molecular network), and social network (Hereinafter referred to as SN). SN consists of social vertexes such as individuals, organizations, nations and related other entities. The concept of SN has been widely applied in order to examine the structure of relationships between social entities since the concept introduced. SN Analysis using the structural shape and characteristics is initially developed in 1930s (Scott, Carrington 2011), and the term of SN was coined by John Barnes in 1954 (Serrat 2010).

Up to date, the concept of social network has been applied to analysing various social phenomena, and it is called a social network analysis. Researches on social network analysis can be classified into two stages in timeframe. First, in the early stage SN analyses targeted small groups of people. Due to difficulty of securing data, they analysed groups of limited size, such as friends, co-owners or marital relations. As shown in Fig. 1, German researchers influenced by Köhler’s ‘gestalt theory’ and American and British researchers influenced by Radcliffe-Brown started to study the social structure of small size of people. Moreno devised ‘sociogram’ as a way of representing the social structure with points and lines, and introduced the concept of sociometric ‘star’, so called key person using sociogram. Warner and Mayo
found ‘cliques’, which is sub-groups or sub-circles in a social network using sociogram, and Homans identified cliques of a social network by rearranging the pattern of matrix which presents social relationships. Barnes and Bott concerned conflict and power in social relationships, and Nadel focused on the roles of social entities in social network. Mitchell make distinct analysis of ego-centric network from global network (for detail, see Scott 2000). A typical example in this stage is Milgram’s experiment, widely known as “six degree” or “small world.” He showed in his experiment that any two people in the world can be linked to each other through six steps on an average (Milgram 1967). Even though his experiment was extraordinary at that time, SNA still used data of limited size.

Second, from the early 1970s, At Harvard University, contemporary social network analysis was shaped by the help of the mathematical supports (for detail, see Scott 2000). As the challenge of lack of data has been overcome, researches analysing large-scale social networks have been emerged. A representative case is the studies that analysed co-appearance of movie actors and actresses in the same movies. The research was possible with the advent of the Internet and Internet movie databases. There is also a research analysing social relations of board members of corporations. The subject of this study, research collaboration of scientists also belongs to this category.

For the domain of research and development, Luo and Hsu (2009) identified the star researchers by studying the social network that covered almost all academic researchers of a nation (Taiwan in the study). In addition, individual convergent technologies such as nanotechnology have been often studied using SNA (for example, Zhang et al. 2010). Kim et al. (2007) analysed research collaboration of Korean scientists and engineers using social network analysis. The data set was composed of 2,785 university researchers who took part in research projects supported by the government in 2002. It was supposed that researchers in the same project were on a collaborative relationship. It was found that the network of Korean scientists...
had a structure of “small world” shown in the network of western scientists. Especially, it was very interesting that researchers were closely linked to each other, contrary to the expectation that segmented network would appear in Korea due to special social relations such as regionalism, school relations and kinship. It was also found that a researcher’s structural position in the collaboration network had impact on his or her research performance. The authors grouped research projects into six technology areas (information technology (IT), biotechnology (BT), nanotechnology (NT), environmental technology (ET), cultural technology (CT), and space technology (ST)), then analysed research collaboration between these technology areas. While IT researchers were most active in collaboration with other areas, BT researchers played a central role in all kinds of research collaborations.

When there are two or more groups of vertexes in a network, it is called a multi-mode network. For example, a network made up of two groups of men and women is called a two-mode network. Meanwhile, a network with only one mode is called a single-mode network. Likewise, edges can be divided into various types. The intensity (strong or weak linkage) and direction (linkage from vertex A to vertex B) of relationship can also be added to edges. When there are differences in the intensity of linkages it is called a valued network, whereas when there are directions in linkages it is called a directed network. Meanwhile, when there is neither intensity nor direction, it is called a simple network. In this study, a SN of scientific collaboration is assumed as a form of simple networks.

2. Research methods

2.1. Data

The study utilizes two data sets. One is a list of researchers involved in convergence technologies in Korea. The list was obtained from a questionnaire survey of Korean researchers in academia, government-sponsored research institutes, and industry, and includes a total of 1,440 scientists and engineers.

The other data set consists of 307,606 articles in the fields of engineering, natural sciences and medical science selected from the database of Korea Academic Information Corporation, which contains all papers published in Korean journals from 1954 to 2009. This database has information about the title and authors of a paper, the name of journal, and publication year. The number of researchers in the data set is 135,948, and on average each researcher published 6.09 papers and each paper had 3.06 co-authors.

The intersection of the two data sets was 1,095 researchers, who published at least a paper in the fields of engineering, natural science and medical science in Korean journals during 1954–2009. The rest 345 researchers published no article in three fields in Korean journals during that period because they worked in industry or are experts in other fields.

In previous studies examining research collaboration between scientists using co-authorship information, the first thing they did was to define specific scientific fields to be analysed. For example, Newman (2004) used several database services (MEDLINE, SPIRES, NCSTRL, etc.), which provide information about articles in specific scientific fields, to acquire co-author information. When it is hard to define the scientific field in advance such as nano-technology,
they first search articles using key words, then conduct network analyses for the resulting articles and co-authors. In case of nano-technology, over 90% of total articles used in the network analysis were found through a key word “nano” (Li et al. 2007).

However, it was difficult to use the conventional ways mentioned above in this study. First, there is no database around collecting information on articles in convergence technologies. Second, it is hard to collect enough articles by specific key words. When we tried to search articles with key words like “convergence” or “nano,” only 100 articles or so were drawn. Due to these obstacles, in the study we first derived experts in convergence technologies and then defined their articles as ones in convergence technologies.

Meanwhile, when analysing a massive amount of article data, the issue of how to correctly identify authors always remains. The reliability of a data set is guaranteed when it is precisely classified by researchers. Most identification errors occur when different researchers have the same name or a researcher uses two or more names. In the former case different researchers are recognized as the same person and this problem takes place frequently in article data with many Asian researchers, while in the latter case a researcher’s papers are recognized to be of different researchers by name and this happens a lot when authors’ names are written in multiple languages.

However, in the past studies, especially focused on the articles written in English, they did not care about these errors because most people believed that it is rare to find different people with the same name in Western countries and it is also hard to find a person with different names when written in English. It was often supposed that these errors would not affect the result when the portion of Asian researchers is small in the data set (Li et al. 2008).

Nevertheless, this study needs to take into account the problem of different people with the same name because it focuses on articles published in Korean journals and the problem is prevalent in Korean names. The five surnames of Kim, Lee, Park, Choi and Cheong account for more than half of the whole population in Korea. Compared to other Asian countries, Korea has more cases of different people with the same name because she has a unique custom to use common generation characters in names of people.

It is also necessary to consider the problem of the same person with different names in Korean journal articles. Korean journals often publish articles written in English, so it is difficult to match English and Korean names when researchers publish their research in both languages. If we fail to match the English name with the Korean name correctly despite the same person, it is possible to recognize the same person as more than one person. Therefore, it is necessary to find ways to minimize these errors in the first place.

If additional information about authors like their attached organizations, research areas of interest, birthdates, and so on could be used together with name, the problem of different people with the same name would be mitigated substantially. Fortunately, our database provided information about authors’ research areas, so name and research area information was used together to identify researchers more correctly. Moreover, all 1,440 researchers identified through our survey in convergence technologies were found by complete enumeration to have different names.

It is also difficult to identify a person correctly when his or her name is written in several languages. Some Korean journals provide an author’s name in both Korean and English, and
some others in either language (Kim et al. 2007; Hwang et al. 2008), thus identification errors may occur. In this study, we could not match Korean names and English names precisely and treated them as different people, so this could be a limitation of the study.

The study processed data by using MS-SQL server in order to extract individual researchers since the massive database contains over 300,000 articles and co-authors are connected in text forms. Then a social network was constructed and analysed with 1,095 vertexes through Pajek, a software for social network analysis. Furthermore, the characteristics of Korean research collaboration in convergence technologies were compared with those of previous studies in other fields.

2.2. Co-authorship analysis and structural variables of a network

In a co-authorship network, a vertex indicates a scientist and an edge is constructed when there is a co-authorship relation between two scientists. The simplest form of network research is examining how a scientist collaborates with other researchers, and it is called an ego-centric network (Newman 2001). Grossman and Ion (1995) analysed co-author relationships between Paul Erdös, one of the greatest mathematicians, and his collaborators. They gave 1 to immediate collaborators of the great mathematician, and gave 2 to immediate collaborators of mathematicians with 1, and so on, and then analysed these Erdös numbers.

The number of collaborators assigned the Erdös number of 1 is totalled to 485 and that of researchers who claim the Erdös number of 2 is 5,337. Albert Einstein was assigned the Erdös number of 2, because he had published two papers with Ernst G. Straus, one of his colleagues at the Princeton University, who had published 20 articles collaborating with Paul Erdös. In this way, J. Robert Oppenheimer, one of the leading developers of the US atomic bomb, could claim the Erdös number of 4. Though he was not an immediate collaborator of Paul Erdös, he was connected to Paul Erdös by passing through 4 steps in the co-authorship network.

Whereas the Erdös number is to analyse a simple tree-shaped network centring around a focal person, there are also other researches examining complicated networks. For example, Hwang et al. (2008) examined how the co-author network was built in an academic journal. After analysing co-author relationships of 242 articles published from 1996 to 2004 in MIS Quarterly, one of the major journals in the field of Management Information Systems, they found that there were three independent sub-networks, each representing a different research subject.

There is also a research examining research collaboration in multiple technology sectors at the same time. Newman (2004) studied research collaborations through the articles published from 1995 to 1999 in the fields of medical science, theoretical physics, high energy physics and computer science. Databases used in the research included MEDLINE (medical science), Los Alamos e-Print Archive (theoretical physics), SPIRES (high energy physics) and NCSTRL (computer science). Each research field was found to have unique collaboration characteristics. In high energy physics, the number of co-authors per paper was much higher than those of other fields. The result reflects the fact that most researches in high energy physics are conducted by collaborative experiments in a large scale. It was also found that 88.7% of scientists in this field were connected with a network and they were closely linked to each other in consideration of short average distance and high clustering. On the contrary,
only 57.2% of all scientists in computer science were linked to the largest network and the rest of them were not connected to it. It was also shown that network members were not close to each other in computer science because both their average path length and maximum path length were higher than those of other fields (Grossman 2002).

From the two previous researches (Newman 2001; Grossman 2002) it is found that the number of paper per researcher is similar for medical science (6.4), theoretical physics (5.1), and mathematics (6.9), but the number of co-authors per paper is quite different from 3.75 (medical science) through 2.53 (theoretical physics) to 1.45 (mathematics). This means that research collaboration in medical science is far more active than in mathematics. Furthermore, the biggest co-authorship network in medical science includes 92% of a total of 1,520,251 scientists, while they are 85% and 82% in theoretical physics and mathematics respectively. Average path length is the average of distances between all pairs of scientists included in the biggest sub-network. The average path length of medical science was 4.6 even though its network was biggest among the three, compared to 5.9 in theoretical physics and 7.6 in mathematics. Maximum path length, so called network diameter, is the longest of distances between all pairs of scientists in a network. The three fields had similar maximum path lengths from 20 (theoretical physics) to 24 (medical science) and 27 (mathematics).

Clustering coefficient measures the degree to which there is a co-authorship relation between a pair of scientists who are a scientist’s collaborators at the same time. This relationship leads to a triangle in the network, and represents the density of connections. Clustering coefficient is calculated as follows:

\[ C_i = \frac{\text{the number of triangles connected to vertex } i}{\text{the number of V shapes with a centre at vertex } i}. \]

A V shape with a centre at vertex i means an open triangle with only two sides linking vertex i and other two vertexes respectively (Newman 2003). Interestingly, medical science scored very low at 0.066, compared to theoretical physics at 0.430 and mathematics at 0.150. Lastly, with regard to associativity, which measures the degree there is a co-authorship relation between a pair of scientists, both of whom have prolific co-authors, theoretical physics was highest at 0.36, while medical science and mathematics were 0.13 and 0.12 respectively (Newman 2004).

There is another indicator showing a network characteristic, centrality, which gives a rough indication of the importance of a vertex in the network. In general, there are three methods for measuring centrality. First, the number of co-authors can be used to calculate centrality. This index (degree centrality) takes into account the connectivity of a vertex, allowing a scientist high centrality when he or she has lots of direct collaborators (Newman 2003).

Two other methods are based on the criteria of betweenness and closeness. In order to understand these criteria, it is necessary to understand a concept of shortest path beforehand (Newman 2003). As shown in Figure 1, there are four shortest paths (A-B-C-E-G-J, A-B-C-E-H-J, A-B-C-E-I-J, A-B-D-F-I-J) from vertex A to vertex J, passing though 4 vertexes. Betweenness-based centrality \( C_B(v) \) is calculated by the following equation:

\[ C_B(v) = \frac{1}{(n-1)(n-2)} \sum_{s,t \neq v} \frac{\sigma_{st}(v)}{\sigma_{st}}. \]
At first, calculate the number of shortest paths between randomly chosen two vertexes \( s \) and \( t \) \((\sigma_{st})\), and the number of shortest paths passing through vertex \( \nu \) among them \((\sigma_{st}(\nu))\). Then calculate the ratio of \( \sigma_{st}(\nu) \) to \( \sigma_{st} \), and sum up the ratios of all pairs of vertexes except for vertex \( \nu \). And finally, to offset the effect of network size, the value gained above is normalized by being divided by \((n-1)(n-2)\), where \( n \) denotes the number of all vertexes in the network.

For example, in Fig. 2, betweenness-based centrality of vertex \( A \) is zero because there is no shortest path passing through vertex \( A \) among the shortest paths between randomly chosen two vertexes from all vertexes except for vertex \( A \). In case of vertex \( J \), betweenness-based centrality is calculated from \((0.5 + 0.5 + 0.5)/(10-1)(10-2)\) since vertex \( J \) is located in the middle of G-J-I (0.5), G-J-H (0.5) and H-J-I (0.5). In terms of betweenness-based centrality, vertex \( J \) is more significant than vertex \( A \). That is, scientist \( J \) plays a more important role than scientist \( A \) in mediating other scientists when they collaborate indirectly through a third scientist.

Closeness-based centrality \( C_{\sigma}(\nu) \) is calculated using the following equation:

\[
C_{\sigma}(\nu) = \frac{1}{\sum_{t \in \nu} d_G(\nu, t)}. \tag{2}
\]

That is, closeness-based centrality of vertex \( \nu \) is a reciprocal of a value gained from summing up all the shortest paths from vertex \( \nu \) to the rest of vertexes in the network \( d_G(\nu, t) \) (Newman 2003a, b). For example, in Fig. 2, in case of vertex \( A \) the shortest path to vertex \( B \) is 1, to vertexes \( C \) and \( D \) 2, to vertexes \( E \) and \( F \) 3, to vertexes \( G \), \( H \) and \( I \) 4, and to vertex \( J \) 5, so closeness-based centrality is calculated by \([1/(1+2+2+3+3+4+4+4+5)] = 0.036\). In case of vertex \( B \), closeness-based centrality is \([1/(2+1+2+1+3+2+2+2+3)] = 0.056\). It shows that vertex \( B \) is easier to reach other vertexes than vertex \( A \). Closeness-based centrality indicates how a scientist is closely connected to other scientists in the co-authorship network.

It was shown that all three centrality indicators representing the importance of location in a network have significant influence on both research performance and obtaining research funds. Therefore, this study aims to look into these centrality indicators in the convergence technology research network. This will help understand deeply co-authorship relationships of convergence technology researchers.

The study is different from previous researches in two aspects. First, while previous researchers examined research collaborations in specific journals or within certain scientific sectors, we target research collaborations in NBI convergence technologies, which are characterized as interdisciplinary and heterogeneous.

Second, this study is expected to help understand research collaborations in Korea more effectively and practically. Whereas Kim et al. (2007) analysed research collaboration of
Korean scientists on the basis of co-participation in government research projects in 2002, we examine co-authorship relationships of scientists using research information databases covering 55 years.

3. Characteristics of research collaboration in convergence technologies in Korea

3.1. The status of scientists and engineers in convergence technologies

For the survey a list of convergence technology-related research institutions were identified in Korea, then a list of researchers who have been involved in convergence technologies was made by collecting information on them through the organizations they belong to. The participants were researchers participating in convergence technologies in the fields of academia, firms, or research institutes. 43.1% were working at R&D institutes, 22% were working for private companies, and 34.9% were in academia. While the majority of the survey participants held doctoral degrees (77%), majority of participants in private firms had master degrees (54.3%). The data indicates that those who are working on convergence technology tend to have postgraduate education. This finding indicates that more qualified researchers with post-graduate degrees are needed in the convergence technology fields. Among participants, the number of researchers in the IT+BT convergence technologies is biggest (35.4%) followed by IT+NT (27.8%), and NT+BT (23.9%). As IT is recognized as the most competitive technology in Korea, dominant numbers of researchers are involved in convergence technology with IT (63.2%).

Overall, 49.3% of research efforts were extended on securing original convergence technologies followed by commercialization of convergence technology (38.3%) and development of new convergence technology (24.4%). As expected, R&D institutes and universities tend to focus more on original technologies, while private companies tend to focus more on commercialization of the existing technologies.

In an attempt to verify the association between two categorical variables for the present study, cross-tabulation analysis was used to determine the way R&D type differs according to the major (IT, BT or NT) of the participants’ undergraduate, graduate or postgraduate course. More specifically, the result showed that researchers with IT majors in their undergraduate schools largely had research experience in convergence technologies that were similar to their present research on the convergence technologies. However, researchers with undergraduate majors in BT or NT as a whole had no experience related to convergence technologies. Researchers with academic backgrounds in IT tend to be more experienced in convergence technology than those of other academic backgrounds. In general, researchers with BT and NT majors didn't have much experience in convergence technology in the past.

According to analysis of major changes (from undergraduate to postgraduate), the majority (70~80%) of the doctoral degree holders had the same majors as their undergraduate degrees. However, some changed their majors, and moved to another academic discipline for their postgraduate degrees. For example, IT majors moved to BT field and NT majors moved to IT field while BT majors did not move to other technology field.
Let’s take a look at sources of convergence technology related knowledge. Overall, researchers acquired their knowledge through collaboration with experts from other organizations (64.1%) followed by re-training at work (19.6%) and outsourcing (11.0%). Researchers, in general, tend to believe intense collaboration (78.0%) is more desirable form of collaboration between different disciplines than service collaboration (21.1%). In here service collaboration is sharing know-how or research equipment. In addition to that, researchers working on the convergence technology tend to believe project-based teams (76.1%) are more appropriate organizational structure for convergence technology than specialized department (18.7%), while they tend to perceive both research teams within organization (51%) and collaborative teams across organizations (46.5%) as desirable ways of convergence technology project team composition.

3.2. Convergence technology researchers’ career movement

More than a half of the convergence technology researchers (67.5%) had experiences of career movement, and researchers in IT+BT convergence technology tend to experience more career moves in comparison to those in IT+NT and NT+BT convergence technology. This study classified researchers’ career movements into seven categories based on their career changes after their original technological backgrounds:

A-1: departmental or organizational changes while maintaining original technological base;
A-2: no changes in departments or organizations;
B-1: adding new technological segment while maintaining original convergence technology they began with;
B-2: exploring various technological segments without firmly maintaining their original convergence technology they began with;
C-1: began with a base technology, currently maintaining a fixed convergence technology;
C-2: began with a base technology, currently exploring various convergence technologies;
D-1: began with a base technology which is not related with the current convergence technology they are working on.

Fig. 3 shows career path classification for convergence technology researchers. Overall, 48.4% of the convergence technology researchers began their careers with convergence technologies. Among all convergence technology researchers, 18.7% had departmental or organizational changes (A-1 type), and 29.7% had no experience of departmental or organizational changes (A-2 type). Meanwhile, researchers who had begun with a base technology but now working on convergence technologies reached 34.9%, while 30.6% maintain the base technology and work on convergence technologies at the same time (C-1 type), and 4.3% work on convergence technologies other than the base technology (C-2 type). Eleven percent of convergence technology researchers began with different types of convergence technology. Some (3.3%) have added a new convergence technology while maintaining their original convergence technology (B-1 type), and others (7.7%) have explored a variety of convergence technology fields by modifying their original convergence technology field (B-2 type). Some researchers began with a base technology that was not part of convergence technologies but currently working on convergence technology were 2.4% of the survey participants (D-1 type).
As can be noted from Table 1, the largest group of researchers in IT+BT convergence technology (36.0%) began with a base technology (IT or BT), and added new technologies while maintaining the original technologies they began with (C-1 type). 18.7 percent of the researchers had background in IT, while 17.3% began with BT background. With no change in technological fields, some (26.7%) had experiences of moving departments and/or organizations (A-1 type), while others (21.3%) had no experiences of moving (A-2 type).

Table 1. Career movements in the IT+BT convergence technology

| Present | Changed type | Percent | Initial tech. | Changes in technological categories | % |
|---------|--------------|---------|---------------|-------------------------------------|---|
| IT+BT   | A-1          | 26.7    | IT+BT         | IT+BT→IT+BT                        | 26.7 |
|         | A-2          | 21.3    | IT+BT         | IT+BT                              | 21.3 |
|         | B-1          | 1.3     | IT+NT         | IT+NT→IT+BT+NT→IT+BT              | 1.3 |
|         | B-2          | 5.3     | IT+BT+MT     | IT+BT+MT→BT+MT→IT+BT             | 1.3 |
|         |              |         | IT+BT+NT     | IT+BT+NT→IT+BT                     | 1.3 |
|         |              |         | IT+BT         | IT+BT→IT+NT→IT+BT                 | 1.3 |
|         |              |         | IT+NT         | IT+NT→IT+BT                         | 1.3 |
|         | C-1          | 36.0    | BT            | BT→IT+BT                           | 17.3 |
|         |              |         | IT            | IT→IT+BT                           | 18.7 |
|         | C-2          | 2.7     | IT            | IT→BT→IT+BT                        | 1.3 |
|         |              |         | IT            | IT→IT+NT→IT+BT                     | 1.3 |
|         | D-1          | 2.7     | AI            | AI→IT+BT                           | 1.3 |
|         |              |         | NT            | NT→IT+NT→IT+BT                     | 1.3 |
|         | N/A          | 2.7     | N/R           | N/R                                 | 2.7 |
While, almost 30% of those in the IT+NT convergence technology (29.3%) have added new technologies while maintaining their base technologies that they began with (C-1 type). Among C-1 type career moves, more researchers had basis on IT (19.0%) than NT (10.3%). On the other hand, researchers in the BT+NT convergence technology with no experiences of departments and/or organizations changes (A-2 type) were close to a half (48.0%), and showed relatively lower level in comparison to other convergence technology fields.

In sum, the career movement was more active in the IT+BT convergence technology, and there were more cases of moves from a base technology to a convergence technology (IT or BT → IT+BT) rather than shifts from one convergence technology to another convergence technology (IT+NT → IT+NT+BT).

3.3. A social network analysis on research collaboration

In Fig. 4, it is found that most of convergence technology researchers are concentrated at the centre of the network, and researchers located at the centre are playing an important role in research collaboration. Meanwhile, researchers at the periphery are found to be connected to the largest sub-network located at the centre, but hardly to be linked to each other. Therefore, co-authorship network of researchers in convergence technologies in Korea can be called a concentrated network where most of the linkages are between centre and periphery and a small part of researchers are not linked to the largest sub-network.

From Table 2, the analysis result of this study showed that each researcher in convergence technologies published 43.7 articles on average, showing pretty high research productivity, but had only 5.1 collaborators on average, lower than high energy physics (173.0), medical science (18.1) and theoretical physics (9.7) and higher than mathematics (3.9) and computer science (3.5). In terms of average path length (3.9) and maximum path length (9), members of the NBI network are more closely located to each other than other networks, but connection density between network members is low due to very low clustering coefficient 0.10.

![Fig. 4. Co-authorship network in convergence technologies](image-url)
Table 2. Comparison of our results with previous studies

| Category          | NBI convergence | Medical science | Theoretical physics | High energy physics | Computer science | Mathematics |
|-------------------|-----------------|-----------------|---------------------|---------------------|------------------|-------------|
| Number of all authors | 1,095           | 1,520,251       | 52,909              | 56,627              | 11,994           | 253,339     |
| Number of all articles | 47,895          | 2,163,923       | 98,502              | 66,652              | 13,169           | –           |
| Average number of articles per author | 43.7            | 6.4             | 5.1                 | 11.6                | 2.5              | 6.9         |
| Average number of authors per article | –               | 3.7             | 2.5                 | 8.9                 | 2.2              | 1.4         |
| Average number of collaborators per author | 5.1             | 18.1            | 9.7                 | 173.0               | 3.5              | 3.9         |
| Largest sub-network | –               | 92.0%           | 85.0%               | 88.7%               | 57.2%            | 82.0%       |
| Average path length | 3.9             | 4.6             | 5.9                 | 4.0                 | 9.7              | 7.6         |
| Maximum path length | 9               | 24              | 20                  | 19                  | 31               | 27          |
| Clustering coefficient | 0.10           | 0.06            | 0.43                | 0.72                | 0.49             | 0.15        |
| Associativity | –               | 0.13            | 0.36                | –                   | –                | 0.12        |

As shown in Table 3, three researchers were publishing papers by themselves with no co-author. The researcher who had the largest number of co-authors collaborated with 42 other researchers, and the next was a researcher working with 33 collaborators. When it comes to degree centrality, showing centrality of vertexes according to the number of co-authors, almost half of all researchers were found to have less than three collaborators.

Table 3. Distribution of the number of co-authors per researcher in the NBI network

| Number of co-authors | Frequency | Ratio | Cumulative frequency | Cumulative ratio |
|----------------------|-----------|-------|----------------------|------------------|
| 0                    | 3         | 0.27  | 3                    | 0.27             |
| 1                    | 281       | 25.67 | 284                  | 25.94            |
| 2                    | 196       | 17.90 | 480                  | 43.84            |
| 3                    | 120       | 10.96 | 600                  | 54.79            |
| 4                    | 101       | 9.22  | 701                  | 64.02            |
| 5                    | 68        | 6.21  | 769                  | 70.06            |
| 6                    | 42        | 3.84  | 811                  | 74.06            |
| 7                    | 35        | 3.20  | 846                  | 77.26            |
| 8                    | 39        | 3.56  | 885                  | 80.82            |
| 9                    | 34        | 3.11  | 919                  | 83.93            |
| 10                   | 28        | 2.56  | 947                  | 86.48            |
| 11                   | 20        | 1.83  | 967                  | 88.31            |
| 12                   | 13        | 1.19  | 980                  | 89.50            |
| 13                   | 16        | 1.46  | 996                  | 90.96            |
| 14                   | 15        | 1.37  | 1011                 | 92.33            |
| 15                   | 10        | 0.91  | 1021                 | 93.24            |
| 16                   | 15        | 1.37  | 1036                 | 94.61            |
Along with degree centrality, there are also betweenness-based centrality and closeness-based centrality, showing the importance of a vertex’s location in a network. In the study, two indices on average were 0.001 and 0.139 respectively. In terms of betweenness-based centrality in Table 4, two researchers are playing a very important role in bridging other researchers. If the two researchers did not exist, it could be possible that the average path length increases rapidly or lots of linkages are broken off. On the contrary, it is found in Table 5 that a lot of vertexes are having similar values of closeness-based centrality.

Table 4. Distribution of betweenness-based centrality in the NBI network

| Betweenness-based centrality | Frequency | Ratio | Cumulative frequency | Cumulative ratio |
|-----------------------------|-----------|-------|----------------------|-----------------|
| 0.0000                      | 538       | 49.13 | 538                  | 49.13           |
| 0.0000–0.0134               | 540       | 49.32 | 1078                 | 98.45           |
| 0.0134–0.0268               | 15        | 1.37  | 1093                 | 99.82           |
| 0.0268–0.0402               | 2         | 0.18  | 1095                 | 100.00          |

Continued Table 3
Table 5. Distribution of closeness-based centrality in the NBI network

| Closeness-based centrality | Frequency | Ratio | Cumulative frequency | Cumulative ratio |
|---------------------------|-----------|-------|----------------------|------------------|
| 0.0000                    | 283       | 25.84 | 283                  | 25.84            |
| 0.0000~0.0882             | 16        | 1.46  | 299                  | 27.31            |
| 0.0882~0.1764             | 228       | 20.82 | 527                  | 48.13            |
| 0.1764~0.2646             | 568       | 51.87 | 1095                 | 100.00           |

Table 6 shows important vertexes from a centrality point of view. A total of nine researchers are ranked within upper 10 in all three centrality criteria simultaneously, and they play important roles in the network of 1,095 researchers. Especially, two researchers (identification numbers 9 and 13) are crucially significant, acting as core leaders in developing convergence technologies in Korea.

Table 6. Important vertexes from the centrality perspective in the NBI network

| Identification number of vertex | Number of collaborators | Betweenness-based centrality | Closeness-based centrality |
|--------------------------------|-------------------------|-------------------------------|---------------------------|
| 9                              | 42                      | 0.040                         | 0.265                     |
| 13                             | 33                      | 0.029                         | 0.263                     |
| 27                             | 30                      | 0.018                         | 0.251                     |
| 32                             | 30                      | 0.021                         | 0.254                     |
| 18                             | 29                      | 0.015                         | –                         |
| 30                             | 27                      | 0.017                         | 0.250                     |
| 59                             | 27                      | 0.016                         | 0.247                     |
| 17                             | 27                      | 0.016                         | 0.248                     |
| 12                             | 26                      | –                             | 0.250                     |
| 38                             | 26                      | –                             | 0.246                     |
| 33                             | –                       | 0.016                         | –                         |
| 36                             | –                       | 0.015                         | –                         |
| 34                             | –                       | –                             | 0.249                     |

Discussions and conclusions

From the survey and social network analysis of Korean researchers in convergence technologies, the following five characteristics were found. First, dominant numbers of researchers are involved in convergence technology with IT because IT is recognized as the most competitive technology in Korea. And researchers with academic backgrounds in IT tend to be more experienced in convergence technology than researchers with BT and NT majors.

Second, mobility of researchers is active in the field of convergence technologies in Korea. More than a half of the convergence technology researchers (67.5%) had experiences of career movement, and researchers in IT+BT convergence technology (75.7%) tend to experience more career moves in comparison to those in IT+NT and NT+BT convergence technology.
Third, the number of articles per person of convergence technology researchers is much higher than that of researchers in other scientific fields, although only Korean journals were considered in the study. It shows that they have high research productivity as far as articles in Korean journals are concerned and actively create new knowledge in convergence technologies.

Fourth, the number of collaborators per person was relatively low, compared to the high research productivity. It means that most Korean convergence technology researchers do not actively involve in research collaboration with other researchers. There could be some reasons for the limited co-authorships. One of them would be the fact that sometimes researchers find difficulty in co-authoring papers with researchers in different fields because they have their own specialized and different methods of experiment, analysis and writing. More in-depth researches are needed in this regard in the future.

Finally, the distance between convergence technology researchers is found to be closer than that in other scientific fields, but their connection density is quite low. That is, collaborations between researchers usually take place in a bilateral way, rather than in a triangular way. In addition, it is also found that a small number of researchers have crucial influence on the whole network in Korea.

There seems to be some cultural influences behind the lack of triangular collaborations. The prevalence of relationships in Korea based on regionalism, school ties, blood relations, and age groups is obviously expected to restrict the formation of a diverse range of collaborative relationships and ultimately to curb the opportunity of advancing in the global competition. Therefore, it is recommended for the government to make an effort to provide policy measures to promote research collaboration in convergence technologies.

First of all, it is necessary to consider enhancing mobility of researchers from one organization to another. The transfer of knowledge is made not only through education and training but through movement of researchers themselves. However, it is not easy for Korean researchers to move to another organization. For example, if a professor moves to another university in the middle of conducting a research project, various regulations prohibit him or her from continuing the project in new university. Moreover, in this case dedicated researchers to the project or graduate students who work with the professor cannot move to the university together.

Expansion and reproduction of knowledge tend to be made through collaboration of researchers from various groups. Especially, in the era of convergence technologies horizontal knowledge integration is much more important than vertical knowledge transmission, and quality of communications between researchers in different scientific fields has great impact on research performance. Recently, with the rapid increase of R&D globalization, cooperation with foreign researchers has become a critical issue in science and technology policies. It is also necessary to effectively translate technical terminology of convergence technologies in foreign languages into Korean, not to mention the importance of English. To make it possible, it is suggested to form a collaboration network between linguists, information system experts and scientists and engineers from all kinds of technical fields.

Even though it is a very important topic to investigate research collaboration in convergence technologies, there has been short of related researches. In this respect, this study is expected to shed some light on researchers and policy makers involved in convergence technologies. Nevertheless, the study has several limitations. First, the number of vertexes
in our social network is not large enough compared to other social network analyses. Thus, it is necessary to acquire a larger list of convergence technology researchers to get more meaningful results from empirical analysis. Second, this study assumes the network of scientific as a simple network consisting only binary relationships between two researchers. In other words, this study does not differentiate how many times two researchers co-authored. This assumption can regard hundred times and just one time of collaboration as the same thing. Therefore, this study can be extended by adopting a valued network analysis in order to test with a more realistic model. Third, the risk of identification errors was not completely eliminated in the study. There are possibilities of reflecting a reality incorrectly by regarding different researchers with the same name as the same person in spite of having given consideration to research interest of researchers additionally and failing to recognize as the same person when a researcher uses Korean name and English name separately. More attention and efforts are needed in the future in order to address this problem. Fourth, the study assumes that all articles of a researcher in convergence technologies are related to convergence technologies. But, a more probable scenario is that early research interest of a researcher was in one of the conventional scientific fields, and as time goes by it was expanded or converted to a new field like convergence technologies. Therefore, analysis results of the study should be interpreted with caution because the articles used in the analysis were not sifted in consideration of their themes.
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