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Abstract: This paper investigates the combustion phasing control of natural gas-diesel engines. In this study, the combustion phasing is influenced by manipulating the start and the duration of the diesel injection. Instead of using both degrees of freedom to control the center of combustion only, we propose a method that simultaneously controls the combustion phasing and minimizes the amount of diesel used. Minimizing the amount of diesel while keeping the center of combustion at a constant value is formulated as an optimization problem with an equality constraint. A combination of feedback control and extremum seeking is used to solve this optimization problem online. The necessity to separate the different time scales is discussed and a structure is proposed that facilitates this separation for this specific example. The proposed method is validated by experiments on a test bench.
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1. Introduction

1.1. Motivation

Almost 17% of the worldwide CO₂ emissions are caused by road transportation [1]. According to [2], road transport demand will nearly double between 2009 and 2035. The major part of road transportation is propelled by internal combustion engines. The reduction of the CO₂ emissions of those engines is therefore one of the major tasks of researchers in the field of automotive engines. A promising concept for dealing with this problem is the natural gas-diesel engine, which is a dual-fuel engine where natural gas is used as the basic fuel in a compression ignition engine. A small amount of diesel is used to control the combustion.

The energy-specific CO₂ emissions of natural gas are 20%–25% lower than those of gasoline or diesel [3], depending on the quality of the natural gas. Methane, the main component of natural gas, is highly resistant to knocking. It thus enables the use of natural gas in a compression ignition engine with its high compression ratio, which enables high efficiencies. Knocking did not occur in the experiments presented in [4] with a compression ratio of 17 and an indicated mean effective pressure of 26 bar.

The natural gas-diesel engine has the potential of reducing CO₂ emissions without the need for a lean de-NOₓ system [4,5]. The combustion of natural gas-diesel engines has been studied thoroughly, see for example [6–10].

This paper deals with the combustion phasing control of a natural gas-diesel engine. A calibration method is proposed that minimizes the amount of diesel used, while the center of
combustion (COC), as an indicator of the combustion phasing, is kept at its reference value. The center of combustion COC is the crank angle at which 50% of the fuel is burnt. Diesel is only used for the ignition process and the goal is to use as little diesel as possible because of the advantages of natural gas. The combustion process of a natural gas-diesel engine is complex and the combustion phasing is prone to several influences, such as the rate of exhaust gas recirculation (EGR). The proposed method changes the diesel injection in order to compensate for such influences.

1.2. Hardware

The system identification and the validation of the proposed method are carried out on an engine converted to natural gas-diesel operation. Some key data of the engine, originally a conventional diesel engine with common-rail diesel injection, variable-geometry turbo charger (VGT) and high-pressure EGR, is summarized in Table 1.

| Manufacturer Type | Volkswagen TDI 2.0 - 475 NE (CJDA) Industrial Engine |
|-------------------|------------------------------------------------------|
| Number of cylinders | 4 |
| Displacement volume | 1.968 L |
| Bore | 81.0 mm |
| Stroke | 95.5 mm |
| Compression ratio | 16.5 |
| Injection system | Bosch Common-Rail |
| Diesel injectors | Piezo |
| Maximum pressure | 1800 bar |

In order to convert the engine into a dual-fuel engine, a natural gas port fuel injection system is installed, as well as cylinder-pressure sensors in all cylinders. The cylinder-pressure sensors are used to estimate the center of combustion COC.

1.3. Overall Control Structure

The natural gas-diesel engine provides many actuators, and thus a large number of degrees of freedom is available to influence the combustion. Furthermore, it is prone to several influences such as ambient air conditions or varying fuel qualities. Therefore, the use of feedback control thus is indispensable in order to keep the relevant variables at the desired set values. Figure 1 shows the overall control structure. The main control tasks of such an engine can be assigned to three controllers: the combustion controller, the fuel/air equivalence ratio controller and the air-path controller.

Typical controlled variables of the air-path are the level of EGR and the intake manifold pressure. The actuators the air-path controller uses to manipulate those controlled variables are the nozzles of the VGT, the EGR valve and the throttle. The fuel/air equivalence ratio controller changes the gas injection in order to manipulate the total fuel/air ratio as the controlled variable.

The combustion controller changes the diesel injection in order to manipulate the combustion phasing as the corresponding controlled variable and to compensate for other influences to the combustion phasing. The focus of this paper is the combustion phasing control using the degrees of freedom of the diesel injection, i.e., start and duration of injection. The other two control tasks mentioned above are common control problems for internal combustion engines and appropriate information can be found for example in [11–14].

Obviously, there are various other variables that affect the combustion phasing as well—for example, the fuel/air ratio or the EGR rate. However, those variables are either not directly controllable, or are reserved for other purposes. Therefore, in this study, the diesel injection timing and duration are used as a means to influence the combustion phasing. Using the control structure shown in Figure 1, the set values of the relevant variables such as the EGR rate, the intake
manifold pressure and the total fuel/air ratio can be arbitrarily chosen, while the combustion phasing is maintained at the desired set value.

Figure 1. Overall control structure: the combustion controller, the air-path controller and the fuel/air ratio controller serve as the three main controllers.

There are various other low level controllers that are also beyond the focus of this paper, such as the rail pressure controller of the diesel rail. The pressure of the diesel rail is maintained at a constant level of 500 bar in order to allow low amounts of diesel to be injected.

1.4. System Description

If the operating conditions are held constant, the combustion phasing of a natural gas-diesel engine can be manipulated by changing the start and the duration of the diesel injection $SOI$ and $DOI$, respectively. The combustion phasing is indicated by the center of combustion $COC$, which is calculated online for each cylinder and for each engine cycle based on the in-cylinder pressure measurements. Figure 2 shows the structure of the plant that has two inputs ($SOI$ and $DOI$) and one output ($COC$).

Figure 2. Plant structure: The center of combustion $COC$ as output and the start and the duration of the diesel injection ($SOI$ and $DOI$) as inputs, respectively.

The plant is modeled as an inherently discrete-time system:

$$COC[k] = g(SOI[k], DOI[k]) \cdot \frac{1}{z}.$$  \hspace{1cm} (1)

The variable $z$ is used for the time-shift operation, i.e.,

$$x[k] = x[k + 1] \cdot \frac{1}{z},$$  \hspace{1cm} (2)
where $x$ is an arbitrary signal. The variable $k$ is used as the time index of the discrete-time signals, which in this case is the index of the engine cycles. All other influences, for example the engine temperature, are assumed to be changing slowly and thus can be compensated using feedback control, as introduced below in this paper. The unit delay in Equation (1) is due to the pressure processing that takes place after the combustion process.

Figure 3 shows the center of combustion COC as a function of the start of injection SOI for distinct values of DOI. The operating point is given in Table 2.

Table 2. Operating point used for the system identification.

|                           |          |
|---------------------------|----------|
| Engine speed              | 2000 rpm |
| Intake manifold pressure  | 1.1 bar  |
| Fuel/air equivalence ratio| 0.8      |
| EGR rate                  | 0.2      |

The relationship between the duration DOI and the center of combustion COC is unique. An increase of the duration DOI for a constant start of injection SOI advances the center of combustion COC, i.e., the center of combustion COC is advanced if more diesel is injected.

The relationship between the start of injection SOI and the center of combustion COC for a constant duration DOI is more complicated. There exists a minimum achievable center of combustion COC for each constant duration of injection DOI. On the right side of the minimum, the center of combustion COC is retarded if the start of injection SOI is retarded. To the left of the minimum, the center COC is retarded if the start SOI is advanced. In other words, the local gradient $\frac{\partial (COC)}{\partial (SOI)}$ from the input SOI to the output COC changes its sign depending on the SOI. This sign change is typical for natural gas-diesel engines [4,7,10]. It can be explained by the strong dilution of the diesel if it is injected very early, which leads to a low local equivalence ratio towards the end of the compression phase and therefore to a longer ignition delay of the diesel [15]. The sign change can also be observed in other dual-fuel engines that use diesel to ignite the mixture, for example, if gasoline or ethanol is used as the primary fuel, see [15] or [16], respectively. The method proposed in this paper can be applied to all engines that feature this sign change. The system analysis used in this research is described in detail in [17,18].

1.5. Problem Formulation

The major influence on the efficiency of the combustion is the combustion phasing [19–21]. This means that the set value of the center of combustion should be set at a constant value, such
that the mechanical work is maximized for a given operating point. The center of combustion that maximizes the efficiency is usually located around 8° crank angle (CA) after top dead center (ATDC) (see for example [19–21]). The desired center of combustion $COC$ for a constant operating point is assumed to be given. The set value for the center of combustion $COC$ is hereinafter referred to as $r_{COC}$.

The system shown in Figure 2 has two inputs and one output, i.e., two degrees of freedom to manipulate one output, which means that the center of combustion $COC$ as the system output is over-determined. This motivates the use of the two degrees of freedom not only to control one output but also for an additional purpose. Natural gas is the primary fuel because of its advantages, as mentioned above, while diesel is only used to control the combustion. Therefore, it would be reasonable to use the second degree of freedom to minimize the amount of diesel used while keeping the center of combustion $COC$ at a constant value.

The problem can mathematically be formulated as an optimization problem with an equality constraint that has the following general form:

$$\min_{SOI, DOI} f(SOI, DOI),$$  
$$\text{s.t. } h(SOI, DOI) = 0.$$  

For the sake of simplicity, the time index $k$ is omitted. The equality constraint ensures that the center of combustion $COC$ remains at its set value $r_{COC}$. The function $h(SOI, DOI)$ is therefore given by Equation (1) and the set value $r_{COC}$:

$$h(SOI, DOI) = g(SOI, DOI) - r_{COC}$$

The cost function $f(SOI, DOI)$ is the amount of diesel used, which, for a constant rail pressure, is a monotonically increasing function of the duration of the diesel injection $DOI$, i.e., the longer the injection lasts, the larger is the amount of diesel used. Minimizing the amount of diesel used is therefore equivalent to minimizing the duration of injection $DOI$, which means that the cost function is given as:

$$f(SOI, DOI) = DOI.$$  

The problem thus can be rewritten as:

$$\min_{SOI, DOI} DOI,$$

$$\text{s.t. } g(SOI, DOI) - r_{COC} = 0.$$  

1.6. Contribution

A method is presented that combines feedback combustion control with extremum seeking in order to solve the problem given by Equations (7) and (8), i.e., the method minimizes the amount of diesel used in a natural gas-diesel engine while the combustion phasing is kept constant. The proposed method can be used for engine calibration. In the case of feedback combustion control using cylinder pressure sensors, the calibration of the feedback combustion controllers (see Section 2) can be facilitated using the proposed method. Another application may be online minimization, e.g., if the system ages, the fuel quality changes, or if the ambient air conditions change.

1.7. Structure

Section 2 introduces feedback combustion control of a natural gas-diesel engine. The proposed method is described and a short introduction to extremum seeking is given in Section 3. An experimental validation of the proposed method is provided in Section 4.
2. Feedback Combustion Control

The combustion phasing in a natural gas-diesel engine is sensitive to unmeasurable disturbances, for example production tolerances, aging, varying fuel qualities or changing ambient conditions. Such disturbances can best be compensated using feedback control [17,18]. Pure feedforward combustion control may lead to an unexpected or unstable behavior. Feedback combustion control investigations using the in-cylinder pressure signal as an indicator for the combustion are described in literature with increased regularity, see for example [22–24]. Production-type cylinder pressure sensors are available in the form of pressure sensor glow plugs [25], a combination of pressure sensor and glow plug. This section is a short repetition of the findings of [17,18]. Three different controllers are introduced. The controllers are designed according to the literature mentioned.

2.1. SISO

The start of injection SOI of the diesel is kept constant while the duration of injection DOI is used to control the center of combustion COC. This controller is referred to as the SISO (single input single output) controller. The linearization of the nonlinear plant given by Equation (1) for a constant start of injection SOI has the following form:

\[ P(z) = k \cdot \frac{1}{z}. \]  (9)

The controller \( C(z) \) is formed by a PI controller in series with a first-order low-pass filter:

\[
C(z) = k_p \cdot \left( 1 + \frac{1}{T_I} \cdot \frac{1}{z-1} \right) \cdot \left( \frac{\frac{1}{T} \cdot z}{z - \left( 1 - \frac{1}{T} \right)} \right). \]  (10)

As mentioned earlier in this text, the relationship between the input DOI and the output COC is unique. Alternatively, the center of combustion COC can also be controlled by varying the start of injection SOI for a constant duration of injection DOI. Special attention has to be paid to the change of sign. Otherwise the system can become unstable.

2.2. SIMO—Transformation Method

This controller uses a transformation in order to manipulate both the start and the duration of the diesel injection SOI and DOI, respectively. The controller is a SIMO (single input multiple output) controller and is referred to as the transformation method.

As mentioned in Section 1.4, there exists a start of injection \( SOI^* \) that leads to a minimum achievable center of combustion \( COC \) for a constant duration of injection \( DOI \) (see Figure 3). Let \( f_{SOI}(DOI) \) be the function that maps the duration DOI to the corresponding COC-minimizing start of injection \( SOI^* \):

\[ SOI^* = f_{SOI}(DOI). \]  (11)

The transformation uses the inverse of the function given by Equation (11) to compute the duration of injection DOI as a function of the start of injection SOI:

\[ DOI = f^{-1}_{SOI}(SOI). \]  (12)

This leads to the SIMO control scheme shown in Figure 4. The linearization from the start of injection SOI to the center of combustion COC including the transformation (Figure 4) is of the same form as the linearized plant given by Equation (9), except that the gain is different. The transfer function \( C(z) \) is of the same form as the controller given by Equation (10).
The function given in Equation (12) used for the transformation may be well approximated by an affine function. Figure 5 shows the corresponding affine approximation of Equation (12) and the center of combustion \( \text{COC} \) as a function of the inputs \( \text{SOI} \) and \( \text{DOI} \).

Controlling the center of combustion using the controller shown in Figure 4 solves the problem given by Equations (7) and (8) if the operating point is equal to the operating point used for the identification of the transformation. In other words, the amount of diesel used to maintain the center of combustion \( \text{COC} \) at any set value \( r_{\text{COC}} \) is minimal at the operating point used for the identification of the transformation.

For alternative operating points, the transformation may change. In order to identify such a transformation, exhaustive measurements are needed, where the inputs are varied over a reasonable region. Figure 6 shows the same operating point and the same transformation as those shown in Figure 5. Furthermore, the center of combustion \( \text{COC} \) is shown as a function of the inputs \( \text{SOI} \) and \( \text{DOI} \) for an alternative operating point. A similar range for the system output \( \text{COC} \) is shown. The conditions of the alternative operating point are given in Table 3. The results in Figure 6 clearly show that if the operating point conditions change and the combustion phasing must remain unchanged, the diesel injection has to be adjusted. At least the offset of the affine transformation has to be adapted for the alternative operating point. The method proposed in this paper can be used to identify the slope and the offset of the transformation.
2.3. MIMO

For the sake of completeness, a third method is introduced briefly that is not used in this paper. A transformation similar to the one presented in Section 2.2 is used to control the center of combustion COC. A second feedback controller is used in order to control the maximum pressure gradient of the combustion as well. The second controller shifts the transformation offset upwards, which leads to a higher amount of diesel used and therefore to a higher pressure gradient. By doing so, the maximum pressure gradient of the combustion can be manipulated while the center of combustion is kept at a constant value. Further details can be found in [18].

Analogously to the SIMO variant mentioned above, the slope of the transformation can be identified using the method proposed in this paper. The offset of the transformation at which the amount of diesel used is minimal is the saturation of the pressure gradient controller, which can also be identified using the proposed method.

3. Diesel-Minimal Combustion Control and Extremum Seeking

First, a short introduction to extremum seeking is given in Section 3.1, while the diesel-minimal combustion control method is presented in Section 3.2.

Table 3. Alternative operating point.

|                        | 2000 rpm |
|------------------------|----------|
| Engine speed           | 2000 rpm |
| Intake manifold pressure| 0.99 bar |
| Fuel/air equivalence ratio | 0.65     |
| EGR rate               | 0.3      |

Figure 6. Measurements of the center of combustion COC depending on SOI and DOI for two different operating points. The operating point used for the identification (Table 2) is shown in blue, the corresponding transformation is shown in green, while the alternative operating point specified in Table 3 is shown in red.
3.1. Introduction to Extremum Seeking

As early as 1951, extremum seeking was proposed for internal combustion engines [26]. Ever since then, extremum seeking has remained popular for internal combustion engines. A typical application is to vary the spark timing to maximize the power output of a spark ignition engine (see for example [26–30]). In addition, the optimal combustion phasing of homogenous-charge-compression-ignition (HCCI) and diesel engines can be found using extremum seeking, see [31,32], respectively. Multivariable extremum seeking used for the calibration of spark ignition engines can be found in [33,34]. The manipulated variables are spark advance, fuel/air ratio, and/or variable valve timings. Examples outside the field of internal combustion engines and an overview of the history of extremum seeking from 1922 to 2010 can be found in [35]. The authors of [35] revealed that extremum seeking gained popularity after stability was proven in [36].

Extremum seeking is a gradient-based optimization technique. The method is introduced for static functions. Further details about general extremum seeking can be found in [37], for example. Figure 7 shows the general structure of extremum seeking used to optimize a static function \( f(u) \).

![Figure 7. General extremum seeking for a static function.](image)

The input \( u \) consists of a DC component \( \hat{u} \) and a periodic excitation signal \( a \cdot \sin(\omega \cdot t) \):

\[
u = \hat{u} + a \cdot \sin(\omega \cdot t)
\]

The output \( y = f(u) \) is a periodic signal, too. The high-pass filter \( HP(s) \) removes the DC component of the periodic output \( y \). The output of the high-pass filter \( HP(s) \) is either in phase or opposite in phase with the excitation signal. The two signals are in phase if the local gradient \( f'(u) \) is positive and opposite in phase if the local gradient \( f'(u) \) is negative around the DC component \( \hat{u} \). The product of the two signals has a DC component that is extracted by the low-pass filter \( LP(s) \), which is approximately proportional to the local gradient \( f'(\hat{u}) \).

An integrator is used to drive the gradient \( f'(u) \) to zero. The magnitude of the parameter \( \epsilon \) and the low-pass filter \( LP(s) \) determine how fast the gradient is driven to zero. The sign of \( \epsilon \) is positive for a maximization problem and negative for a minimization problem.
3.2. Diesel-Minimal Combustion Control Using Extremum Seeking

Two similar concepts are presented in this paper. The general idea is first introduced using a rather intuitive approach, in the following referred to as “slow excitation approach”. A faster variant is then presented that facilitates the tuning and the necessary bandwidth separation, in the following referred to as the “fast excitation approach”. The slow excitation approach is introduced in order to show these facilitations and to motivate the fast excitation approach.

In both approaches, the controller presented in Section 2.1 is used in order to fulfill the equality constraint given by Equation (8). This controller manipulates the duration of injection DOI to control the center of combustion COC. The plant is augmented by the dynamics of the feedback loop of the combustion controller. The dynamics have to be considered later in the design of the extremum seeking controller. The start of injection SOI can now be manipulated in order to minimize the duration of injection DOI.

This is basically a common concept to solve optimization problems with equality constraints, which is based on the elimination of equality constraints [38]. The elimination leads to an unconstrained optimization problem with fewer variables than in the original problem. As mentioned above, in this case, the remaining variable to minimize the amount of diesel used is the start of injection SOI.

3.2.1. Slow Excitation Approach

Let $DOI = f_{DOI}(SOI, r_{COC})$ be the duration of injection that solves the equality constraint given in Equation (8) as a function of the start of injection SOI and the set value of the center of combustion $r_{COC}$:

$$g(SOI, f_{DOI}(SOI, r_{COC})) - r_{COC} = 0 \quad (14)$$

The output of the function $f_{DOI}(SOI, r_{COC})$ is the steady-state output of the feedback combustion controller, i.e., the duration of injection DOI that the feedback combustion controller outputs as soon as the set value $r_{COC}$ is reached. The minimization problem that remains after the elimination of the equality constraint is given as:

$$\min_{SOI} f_{DOI}(SOI, r_{COC}) \quad (15)$$

The necessary condition to solve the problem given in Equation (15) is:

$$\frac{\partial f_{DOI}(SOI, r_{COC})}{\partial (SOI)} = 0 \quad (16)$$

Figure 8 shows a possible structure that can be used to solve the problem given in Equation (15) using extremum seeking. A discretized version of the extremum seeking controller is used. The excitation signal has to be slower than the COC-stabilizing feedback loop. The behavior from SOI to DOI thus becomes an approximation of the function $f_{DOI}(SOI, r_{COC})$, i.e., the controller is able to compensate for the excitation signal such that the center of combustion proceeds along a curve of constant values of COC equal to $r_{COC}$. The extremum seeking controller thus drives the gradient $\frac{\partial f_{DOI}(SOI, r_{COC})}{\partial (SOI)}$ to zero. The entire system is comparable to an extremum seeking controller applied to a static function (see Figure 7). This approach is intuitive, because the duration of injection DOI that has to be minimized is fed to the extremum seeking block.

There are three different time scales that have to be considered if extremum seeking is applied to such a dynamic system ([36]):

- fast: dynamics of the system with COC-stabilizing feedback loop
- medium: excitation of the start of injection SOI
- slow: integrator with adaptation rate $\epsilon$ and low-pass filter $LP(z)$ used to drive the gradient to zero, i.e., the extremum seeking.
The three time scales mentioned have to be chosen carefully in order to ensure convergence. In the following, an alternative structure is presented that changes the order of the time scales.

3.2.2. Fast Excitation Approach

First, the Lagrange multiplier theorem is applied to the constrained optimization problem given in Equations (7) and (8) that leads to the necessary conditions of optimality [39]. For an optimization problem with the objective function $f(\text{SOI}, \text{DOI})$ and the equality constraint $h(\text{SOI}, \text{DOI}) = 0$, this theorem is given as:

$$\nabla f(\text{SOI}, \text{DOI}) + \lambda \cdot \nabla h(\text{SOI}, \text{DOI}) = 0. \quad (17)$$

Inserting Equations (7) and (8) leads to the following two necessary conditions of optimality:

$$\lambda \cdot \frac{\partial g(\text{SOI}, \text{DOI})}{\partial \text{SOI}} = 0, \quad (18)$$

$$1 + \lambda \cdot \frac{\partial g(\text{SOI}, \text{DOI})}{\partial \text{DOI}} = 0. \quad (19)$$

The function $g(\text{SOI}, \text{DOI})$ describes the center of combustion $\text{COC}$ as a function of the start and the duration of injection $\text{SOI}$ and $\text{DOI}$, respectively (see Equation (1)). Equations (18) and (19) can thus be rewritten as:

$$\lambda \cdot \frac{\partial (\text{COC})}{\partial \text{SOI}} = 0, \quad (20)$$

$$1 + \lambda \cdot \frac{\partial (\text{COC})}{\partial \text{DOI}} = 0. \quad (21)$$
The gradient $\partial(COC)/\partial(DOI)$ is never zero (see Figure 5). This property is also required for the feedback controller used to stabilize the center of combustion COC (see Section 2.1). Therefore, in order to fulfill the necessary condition given in Equation (21), the optimal Lagrange multiplier $\lambda^*$ that solves the optimization problem can not be zero either. This means that the gradient $\partial(COC)/\partial(SOI)$ at the optimum has to be zero in order to fulfill the necessary condition given in Equation (20). Figure 9 shows the corresponding structure that uses extremum seeking to drive the gradient $\partial(COC)/\partial(SOI)$ to zero.

The time shift $1/z$ is added to the extremum seeking controller in order to assign the output COC to the corresponding input SOI. The center of combustion COC at the time step $k$ is a function of the inputs at the time step $k - 1$ (see Equation (1)).

The excitation signal is chosen to be the fastest periodic signal possible for a given discrete system. The influence of the feedback controller used to stabilize the center of combustion COC is negligible at this frequency, such that the extremum seeking can approximate the gradient $\partial(COC)/\partial(SOI)$. Thus, a new order of time scales results:

- very fast: excitation of start of injection SOI
- fast: dynamics of the system with COC-stabilizing feedback loop
- medium: integrator with adaptation rate $\epsilon$ and low-pass filter $LP(z)$ used to drive the gradient to zero, i.e., the extremum seeking.

The COC-stabilizing feedback loop is still described as “fast” since the bandwidths of the COC-stabilizing feedback controllers are the same in both approaches (Figures 8 and 9). In the case of the fast excitation approach, the time scale of the extremum seeking follows directly.

Table 4 shows a comparison of the time scales of the two approaches. The extremum seeking of the fast excitation approach can be tuned faster than with the slow excitation approach. The reason
is that for the slow excitation approach, the time scale of the SOI excitation lies between the time scales of the extremum seeking and the COC feedback loop. This fact has to be considered during the tuning in order to ensure a proper time scale separation. In the case of the fast excitation approach, there is no need to consider the time scale of the SOI excitation during the tuning. This facilitates the tuning of the various parameters.

Table 4. Time scales of the two approaches.

| Slow Excitation Approach | Fast Excitation Approach |
|--------------------------|--------------------------|
| very fast                | SOI excitation           |
| fast                     | COC feedback loop        |
| medium                   | SOI excitation           |
| slow                     | extremum seeking         |

4. Experimental Results

The fast excitation approach, as proposed in this paper and which is shown in Figure 9, is validated experimentally. The extremum seeking method is compared to the transformation method introduced in Section 2.2.

4.1. Validation of the Method

The chosen low-pass filter \( LP(z) \) has the following form:

\[
LP(z) = \frac{1}{\tau_{LP}} \cdot \frac{z}{z - \left(1 - \frac{1}{\tau_{LP}}\right)},
\]

while the chosen high-pass filter \( HP(z) \) has the following form:

\[
HP(z) = 1 - \frac{1}{\tau_{HP}} \cdot \frac{z}{z - \left(1 - \frac{1}{\tau_{HP}}\right)}.
\]

The parameter \( \tau_{LP} \) of the low-pass filter is chosen such that the amplitude at the excitation frequency is \(-20\) dB. The parameter \( \epsilon \) used to control the convergence rate is chosen such that the discrete-time integrator and the parameter \( \epsilon \) together have the same bandwidth as the low-pass filter \( LP(z) \).

The parameter \( \tau_{HP} \) of the high-pass filter is chosen to be equal to \( \tau_{LP} \). The high-pass filter \( HP(z) \) has the goal to remove the DC component of the output signal COC. With the parameter chosen, the high-pass filter has a gain of about \(-1\) dB at the excitation frequency.

The minimal duration of injection \( DOI \) is calculated offline using the data obtained from the identification measurements shown in Figure 3 (at the operating point given in Table 2). The offline optimum serves as the benchmark for the results of the proposed method.

Figure 10 shows two different experiments, where the start of injection SOI is initialized at \(-29^\circ\) CA ATDC and at \(-11^\circ\) CA ATDC, respectively. In the first plot of Figure 10, the black line shows the reference value for the center of combustion COC. In the second plot, the black dashed line shows the optimal duration of injection \( DOI \) calculated offline. The extremum seeking is activated at a time equal to zero. In both cases, the extremum seeking is able to approach the offline optimum, while the feedback controller keeps the center of combustion COC at its set value \( r_{COC} \), which means that the problem given in Equations (7) and (8) is solved online.

The fast excitation of the start of injection SOI leads to fast changes of the center of combustion COC that show a trend to be parallel to the curves of constant duration of injection \( DOI \), especially
when being away from the optimum. This means that the COC signal contains the information of the gradient $\frac{\partial (\text{COC})}{\partial (\text{SOI})}$ and that the extremum seeking can drive the gradient to zero.

Figure 10. Two experimental results of the proposed extremum seeking method, i.e., the fast excitation approach shown in Figure 9, at a constant operating point (see Table 2). The start of injection $\text{SOI}$ is once initialized at $-29 \, ^\circ\text{CA ATDC}$ and once at $-11 \, ^\circ\text{CA ATDC}$. The start of injection $\text{SOI}$ is shown without the excitation signal.

Figure 11 shows the discrete Fourier transforms (DFT) of the two experiments shown in Figure 10. The first plot shows the discrete Fourier transform of the experiment shown in Figure 10 that was initialized at $\text{SOI}_0 = -11 \, ^\circ\text{CA ATDC}$, while the second plot shows the discrete Fourier transform of the experiment that was initialized at $\text{SOI}_0 = -29 \, ^\circ\text{CA ATDC}$. For each experiment, two discrete Fourier transforms are carried out, one at the initialization point (before time equal to zero when referring to Figure 10) and one after convergence (after time equal to 10 s when referring to Figure 10). The excitation frequency of the extremum seeking amounts to one-half of the sampling frequency. The magnitude of the signal at the excitation frequency is highlighted with a circle for the initialization point, i.e., away from the optimum. An asterisk is used to highlight the magnitude after convergence for the same frequency.

Figure 11. Magnitude plots of the discrete Fourier transforms (DFT) of the signals before and after convergence.
The magnitude at the excitation signal is dominant if the start of injection SOI is away from the optimum. This is no longer the case after convergence, where the magnitude at the excitation frequency is in the same order of magnitude as the other frequencies. As soon as the optimum is reached, the excitation does not influence the output COC anymore, which means that the gradient \( \frac{\partial \text{COC}}{\partial \text{SOI}} \) is zero and the extremum seeking has converged.

Figure 12 shows a comparison of the fast excitation and the slow excitation approaches. For the slow excitation approach, the excitation frequency has to be chosen such that the feedback controller is able to compensate for the excitation signal, and the center of combustion COC proceeds along a curve of constant values equal to the set value \( r_{\text{COC}} \). The excitation signal is a disturbance to the feedback control loop. The excitation frequency for the slow excitation approach is chosen such that the gain of the sensitivity \( S(z) \) at the excitation frequency is \(-20\) dB. The sensitivity \( S(z) \) is the transfer function from a disturbance to the plant output of a closed-loop system. The sensitivity \( S(z) \) is given as:

\[
S(z) = \frac{1}{1 + P(z) \cdot C(z)}
\]

The magnitude at the excitation signal is dominant if the start of injection SOI is away from the optimum. This is no longer the case after convergence, where the magnitude at the excitation frequency is in the same order of magnitude as the other frequencies. As soon as the optimum is reached, the excitation does not influence the output COC anymore, which means that the gradient \( \frac{\partial \text{COC}}{\partial \text{SOI}} \) is zero and the extremum seeking has converged.

Figure 12 shows a comparison of the fast excitation and the slow excitation approaches. For the slow excitation approach, the excitation frequency has to be chosen such that the feedback controller is able to compensate for the excitation signal, and the center of combustion COC proceeds along a curve of constant values equal to the set value \( r_{\text{COC}} \). The excitation signal is a disturbance to the feedback control loop. The excitation frequency for the slow excitation approach is chosen such that the gain of the sensitivity \( S(z) \) at the excitation frequency is \(-20\) dB. The sensitivity \( S(z) \) is the transfer function from a disturbance to the plant output of a closed-loop system. The sensitivity \( S(z) \) is given as:

\[
S(z) = \frac{1}{1 + P(z) \cdot C(z)}
\]

Figure 12. Comparison of the fast excitation and the slow excitation approaches. The start of injection \( \text{SOI} \) is initialized at \(-29\) °CA ATDC. The start of injection \( \text{SOI} \) is shown without the excitation signal.

The parameters of the low-pass filter \( LP(z) \), the high-pass filter \( HP(z) \), as well as the convergence rate \( \epsilon \) are chosen analogously to the fast excitation approach in order to allow a fair comparison. For an analogous tuning with respect to the excitation frequencies, the fast excitation approach is able to reach the optimum in a shorter time period. The fact that the fast excitation approach converges faster than the slow excitation approach is due to the different orders of time scales (see Table 4).

Figure 13 shows a comparison between the transformation method described in Section 2.2 and the proposed extremum seeking method at the operating point listed in Table 2. The set value for the center of combustion \( r_{\text{COC}} \) is stepwise changed between \( 4 \) °CA, \( 8 \) °CA and \( 12 \) °CA. The performances of the transformation variant and the proposed extremum seeking approach regarding the changes of \( r_{\text{COC}} \) are comparable because of their similar tuning. The extremum seeking does not influence the feedback control of the center of combustion COC since the bandwidths of feedback loop and extremum seeking are properly separated (see Section 3.2). The extremum seeking slightly changes the start of injection \( \text{SOI} \) towards the identified values of the transformation method. The durations
of injection DOI of the two variants are comparable for small changes in rCOC. The start of injection SOI is varied within 3 °CA, which has an almost negligible effect on the resulting DOI. The major change in DOI is due to the change in rCOC.

![Figure 13](image)

**Figure 13.** Comparison of the transformation method and the fast excitation approach based on extremum seeking presented in this paper. The operating point evaluated is identical to the one used in the identification. The set value for the center of combustion COC is varied. For the extremum seeking approach, the start of injection SOI is shown without the excitation signal.

### 4.2. Comparison at the Alternative Operating Point

In this section, the transformation method and the proposed extremum seeking method are compared at the alternative operating point listed in Table 3. With respect to the center of combustion COC, this operating point differs from the one used to identify the transformation (see Figure 6). At the alternative operating point, the transformation is thus not able to minimize the amount of diesel used.

Figure 14 shows that the extremum seeking approach can reduce the duration of injection DOI and, therefore, the amount of diesel used. The extremum seeking approach is initialized at the start of injection SOI of the transformation variant and is activated at time equal to zero.

Table 5 summarises the results of the two variants. In the case of the extremum seeking approach, the measurements are carried out after convergence. Three measurements are carried out for each method. For each measurement, the results are averaged over 60 s.

**Table 5.** Consumption comparison at alternative operating point. The subscripts and superscripts show the intervals of the measurements.

|                      | Transformation | Extremum Seeking |
|----------------------|----------------|------------------|
| BMEP (bar)           | 2.67±0.003     | 2.75±0.1         |
| m\(_g\) (kg/h)       | 2.05±0.02      | 2.24±0.05        |
| m\(_d\) (kg/h)       | 0.8±0.01       | 0.58±0.01        |
| CO\(_2\) (g/kWh)     | 929.3±2.33     | 883.79±13.26     |
| r\(_d\) (%)          | 25.08±0.41     | 18.21±0.25       |
Table 5 shows the brake mean effective pressure $BMEP$, the natural gas mass flow $\dot{m}_g$, the diesel mass flow $\dot{m}_d$, the break-specific CO$_2$ emissions, and the energetic diesel ratio $r_d$ defined as:

$$r_d = \frac{m_d \cdot H_{l,d}}{m_d \cdot H_{l,d} + m_g \cdot H_{l,g}},$$

where $m_d$ is the mass of diesel and $m_g$ is the mass of natural gas consumed during the 60 s of measurement. The parameters $H_{l,d}$ and $H_{l,g}$ are the lower heating values of diesel and methane, respectively. Pure methane is used for the consumption measurements. For this specific example, the amount of diesel used can be reduced by more than 27% compared to the transformation variant, while the CO$_2$ emissions are reduced by 4.9%.

5. Conclusions

This paper investigates the combustion control of natural gas-diesel engines. In such an engine, the directly injected diesel as the secondary fuel is only used to ignite the mixture of natural gas and fresh air. Natural gas is used as the primary fuel because of the low energy-specific CO$_2$ emissions of methane, which is the main component of natural gas, and because of the availability of natural gas. These advantages of natural gas motivate the use of the least possible amount of diesel fuel. Furthermore, the size of the diesel tank can be reduced, or refilling of the diesel is needed less frequently.

A method is proposed in this paper that is able to maintain the center of combustion as an indicator of the combustion phasing at a demanded set value, while the amount of diesel used is minimized at the same time. A combination of feedback control and extremum seeking is used for that purpose. Simultaneously controlling the center of combustion and minimizing the amount of diesel used is possible, because the center of combustion can be manipulated by two degrees of freedom, namely the start and the duration of the diesel injection.

An experimental validation is presented that was run on a production-type 2.0l, four-cylinder common-rail diesel engine converted to a natural gas-diesel dual-fuel mode. The amount of diesel used when applying the proposed method converges to the minimum. An offline estimation of the
optimum based on exhaustive identification measurements is used as a benchmark. The performance of the feedback controller of the center of combustion is shown to not be influenced by the extremum seeking controller.

The method presented can be used to minimize the diesel consumption online, which is advantageous in the case of system changes such as injector aging, varying fuel qualities, or varying ambient conditions. Furthermore, it can be used to reduce engine calibration time. The effect of operating a dual fuel engine at minimum diesel condition on emission or combustion efficiency is subject to further investigations.
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