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We present a novel method to extract speed feature points for segmenting hand-drawn strokes into geometric primitives. The method consists of three steps. Firstly, the input strokes are classified into uniform and nonuniform speed strokes, representing a stroke drawn at relatively constant or uneven speeds, respectively. Then, a sharpening filter is used to enhance the peak features of the uniform speed strokes. Finally, a three-threshold technique that uses the average speed of the pen and its upper and lower deviations is used to extract speed feature points of strokes. We integrate the proposed method into our freehand sketch recognition (FSR) system to improve its robustness to support multiprimitive strokes. Through a user study with 8 participants, we demonstrate that the proposed method achieves higher segmentation efficiency in finding speed feature points than the existing method based on a single speed threshold.

1. Introduction

Freehand sketching is a natural and intuitive tool for designers to communicate and visualize their ideas during the conceptual stage of product design. Generally, concept designers use paper and pencil to share, communicate, and record new ideas. However, the paper becomes clutter with all sorts of changes. With the development of tablet computers and electronic pencils, pen-based interfaces have become more and more popular. In recent years, sketch-based user interfaces have been widely studied to enable users to interact with computers with sketches. Sketch-based interfaces have the potential to combine the benefits of the creative and freed nature of pen-and-paper drawing and the processing power of computers [1].

Sketch recognition is the core technology of sketch-based user interfaces, aiming to capture the users’ design intention. In interactive sketch systems, dynamic sketching information such as coordinates, pen speeds, and pressures is recorded when the user draws a stroke, which can help understand graphic objects. However, the fuzzy characteristics of sketches and the differences in user’s drawing habits have brought about great difficulties to sketch understanding. Geometric primitives are the basic elements of technical drawings, such as circuit diagrams, mechanical drawings, and chemical molecular structure diagrams. In many cases, strokes drawn by users contain multiple primitives, which increases the difficulty of sketch recognition. Sketch-based interfaces should support multiprimitive strokes to avoid placing constraints on the drawing process.

Stroke segmentation, also known as corner detection, aims at dividing the original strokes into lines, arcs, circles, and other geometric primitives. It is the primary step of sketch regularization and recognition. Existing stroke segmentation methods are mainly based on shape features, such as concavity, curvature, or other dynamic information obtained as the pen moves, such as speed and pressure. Most existing stroke segmentation methods start with establishing a set of candidate feature points. Then the valid segmentation points are determined based on heuristic approximation methods [2–5] or machine learning methods [6, 7]. Speed-based feature points are essential parts of the segmentation point set. Using the pen speed information to
segment strokes is based on the observation that users often slow the pen at the corner point. The correct detection of speed feature points can improve the efficiency of stroke segmentation. Many sketch-based interfaces [4, 6, 7] used the method of Sezgin et al. [2] to extract speed feature points, which locates segment points at speed minima that are slower than a fixed threshold. When drawing strokes at a relatively constant speed, the method may result in extra segmentation points, leading to recognition errors.

We propose a novel method to extract speed feature points for segmenting hand-drawn strokes into geometric primitives. For an input stroke, we first classify it into a uniform speed or nonuniform speed stroke. Then, a sharpening filter is used to sharpen the speed curves of the stroke to enhance its peak features. Finally, we adopt a three-threshold segmentation technique, which uses the average speed of the pen and its upper and lower deviations to group the sampling points of the strokes; and the speed minimum of each group is defined as a speed feature point.

We have implemented the proposed speed feature point extraction method in our freehand sketch recognition (FSR) system and performed a user study with 8 participants to test the method’s effectiveness. The results showed that the speed feature points extracted by the proposed method are closer to the valid segmentation points than those of the existing speed feature extraction method based on a fixed speed threshold.

The paper is organized as follows: Section 2 introduces the related work on stroke segmentation approaches; Section 3 describes the proposed method for segmenting strokes using speed feature; Section 4 reports the user study; Section 5 gives the experiment and analysis; Section 6 is the conclusion.

2. Related Work

As the core content of stroke segmentation, many researchers have studied the detection of feature points such as the corner points and tangent points of digital strokes. These methods have evolved from heuristic methods to machine learning methods.

2.1. Feature Points Detection. Some segmentation methods only use strokes’ geometric features such as concavity and curvature to find corners. Wolin et al. [8] presented ShortStraw, which introduces the concept of “straws” and uses a small window to detect continuous segments of a polyline. Our previous method [9] divides strokes into convex and concave strokes according to whether the vector direction of preprocessing points changes. The method is challenging to determine tangent points. The main problem of segmenting strokes based only on geometric features is that they are susceptible to local noise and the local structure of the sketched curve. Feng and Viard-Gaudin [10] presented a stroke segmentation method based on multilevel contexts. The method combines geometry features and Hidden Markov Model to locate the segmentation point and determine the primitive type so that smooth strokes can be effectively processed. However, due to the inconsistency between the continuity of curvature calculation and the discontinuity of curvature between primitives, some short segments in the dashed line will be recognized as arcs, which will reduce the recognition rate of lines.

Some segmentation methods combine the shape features and other dynamic information of the strokes, such as the speed, time, and pen pressure [3, 4, 7–10]. Qin et al. [11] proposed a heuristic knowledge-based corner point detection algorithm that uses drawing speed, acceleration, and linearity. Pen speed information is used to influence its adaptive segmentation threshold. Kim and Kim [12] segmented strokes by detecting the points of high curvature and proposed a curvature estimation method, which only considers local shape information such as convexity and monotonicity. Pen speed was also used to help determine the final segmentation points, but it was not used as the dominant feature. However, the method can cause false positives in curves with sharp changes in direction and monotonicity. Xiong and LaViola [13] developed Straw, a corner-finding method based on ShortStraw [8] to segment strokes containing curves and arcs. Pen speed information is used to influence the curvature-dominated segmentation threshold. Sezgin et al. [2] used stroke curvature and pen speed to infer the user’s segmentation intention. The speed minima below a threshold computed from the average pen speed along the stroke are added to the candidate segment point set. The set also includes curvature maxima where the pen speed is again below a threshold. The method solves the problem of speed feature extraction to a certain degree and has been widely referenced in many sketch research. However, the method has some inherent deficiencies: (1) local noise can cause grouping error; (2) the relatively fixed threshold may result in a noise-sensitive algorithm to strokes segmentation.

2.2. Heuristic Methods. Many stroke segmentation researches use heuristic methods to segment or merge the initial stroke segments to improve the corner detection results [2–5]. Sezgin et al. [2] refined the initial segmentation by iteratively adding segment points until the error of fit between the line segments and the raw stroke is less than a threshold. The method does not use the segment merge process. SpeedSeg [4] uses an improved heuristic method to merge and split the initial segments. However, it depends on preset parameters. MergeCF [3] eliminates false positive corners by continuously merging smaller stroke segments with similar larger stroke segments. Albert et al. [5] used parametric cubic curves approximation to detect corner vertices and tangent points in strokes. They later improved the method by establishing a discriminative function rather than a heuristic threshold when detecting corners and introducing some key parameters independent of the scale to obtain curves [14]. Chieppa et al. [15] presented a multilevel sketch segmentation algorithm unifying the wavelet approach. The method starts from a cubic B-spline curve approximation, and it is dedicated to defining the complex curves’ control points. However, the segment results can be
sensitive to the threshold they used. Wang and Hu presented an approach to detect tangent vertices based on the curve type of substroke after corners extraction. DP-Frag [16] uses a globally optimal segmentation method that learns segmentation parameters from data and generates segments by combining primitive recognizers in a dynamic programming framework. The advantage of this method is that there is no need to adjust the parameters manually. Wang et al. proposed a stroke segmentation method called quick penalty dynamic programming, which extended the dynamic programming framework with a customizable penalty function. With the help of the penalty function, the method can segment strokes without knowing the number or type of fragments contained in the stroke in advance. These approaches rely on heuristics and empirical parameters, which may limit their extensibility and reduce their adaptability to different users and devices.

2.3. Machine Learning Methods. Some stroke segmentation methods use machine learning techniques to determine the true corner points of a stroke from a set of candidate points [6, 7, 17]. ClassySeg [6, 7] is a typical machine learning-based stroke segmentation technique to split hand-drawn pen strokes into lines and arcs. The technique uses multiple stroke features from existing methods to train a statistical classifier to identify which candidate points are correct. It can be easily tuned for specific users, specific shapes, and specific drawing hardware. However, ClassySeg relies on local decisions to construct a corner set, and it misses finding a globally optimal solution. RankFrag [17] uses machine learning techniques to find corner points in hand-drawn strokes. The method groups stroke points by iteratively extracting them from a candidate corner set. The points extracted in the last iterations are considered to be corner points. Zheng et al. [18] proposed a corner and tangent point detection method for sketched strokes with a deep learning approach. The method improves stroke shapes and biased datasets through multiscaled point contexts and a vote scheme. Therefore, it is robust for users. Machine learning-based stroke segmentation methods are more general and extensible compared to heuristic-based approaches. Our stroke segmentation method aims to obtain more accurate speed feature points. These points can be used as part of the candidate segmentation point set and then are identified as true segmentation points by machine learning methods.

3. Speed-Based Stroke Segmentation Method

Our freehand sketch recognition system (FSR system) input is a set of digital strokes drawn by the user with a tablet pen or mouse. Through stroke preprocessing, primitive recognition, stroke segmentation, and parameter fitting, a sketch is represented as a line drawing. The stroke processing flow of the FSR system is shown in Figure 1. Firstly, the stroke is preprocessed to obtain its polyline approximation. Secondly, a primitive recognition method based on fuzzy theory [19] is used to recognize the geometric type of the stroke. The stroke will be directly fitted to a parameter curve if it is recognized as a single primitive. Otherwise, it is divided into a set of continuous geometric primitives in the segmentation step.

The speed-based stroke segmentation consists of three steps: (1) classify the stroke into a uniform and nonuniform speed stroke, representing a stroke drawn at relatively constant or uneven speeds; (2) sharpen the speed waveform if it is a uniform speed stroke; and (3) extract the speed feature points based on the three-threshold technique. These three steps are described in detail in the following subsections.

3.1. Stroke Definition and Classification. In the FSR system, a stroke, denoted as S, is stored as a list of time-stamped coordinates sampled along the trajectory of the stylus; that is, $S = \{P_i (x_i, y_i, t_i); 0 \leq i < n\}$, where $n$ is the number of the sampling points of the stroke $S$. The pen speed at the $i$th sampling point, $P_i$, is defined as

$$v_i = \frac{\sqrt{\sum_{i=1}^{n-1} (P_i - P_{i-1})^2}}{t_i - t_{i-1}}, \quad 0 < i < n - 1,$$

$$0, \quad i = 0; i = n - 1.$$  

Therefore, we obtain a speed value list $V = \{v_i; 0 \leq i < n\}$ corresponding to the sampling point list of the stroke $S$. As described in [2], the average speed is calculated as the length of the stroke, $L$, divided by the stroke execution time, $t$, where the stroke length is defined as the sum of the distance between every two consecutive points:

$$v_{avg} = \frac{L}{t} = \frac{\sum_{i=1}^{n-1} \sqrt{P_i - P_{i-1}}}{t}.$$  

According to the change characteristics of the speed values of the sampling points along the stroke, we divide the strokes into uniform and nonuniform speed strokes, respectively, representing strokes drawn at relatively uniform and uneven speeds. Then, we use different filtering and segmentation methods for different types of strokes.

For an input stroke, if the ratio of the number of its resampling points to its length is not greater than a given value $\xi_{thr}$ (default value: 0.15) and the average stroke speed $v_{avg}$ is larger than a set value $v_{thr}$ (default value: 200), the stroke is defined as a uniform speed stroke. Otherwise, it is a nonuniform speed stroke.

$$\frac{L}{n} \leq \xi_{thr},$$  

$$v_{avg} > v_{thr}.$$  

3.2. Three-Threshold Segmentation Method for Nonuniform Speed Strokes. We use a three-threshold segmentation method to identify speed feature points for nonuniform speed strokes, which consists of four steps.

Firstly, we average the speed value of each sampling point with the speed values of its two neighboring points to decrease the noise in the speed data. The speed values of the
first and last resampling points of the stroke are set to 0. Moreover, the speed values of the second point and the second-to-last point of the stroke are, respectively, set equal to the speed of the third point and the third-to-last point.

Secondly, we define three speed thresholds as the baselines for speed feature point computation. The first threshold is the average stroke speed \( \nu_{\text{avg}} \), which classifies the stroke points into low-speed points \( \nu_i < \nu_{\text{avg}} \) and high-
the intersection points on the abscissa axis, where $T_d$ is the linear sharpening coefficient determined by the following equation:

$$T_v = \frac{v_{\text{max}}}{v_{\text{avg}}}$$

Because the endpoints of the stroke are defined as the speed segment points, when the residual point is less than $T_d$, there is no need to reduce the span of the smooth filtering to calculate the remaining speed feature points. Finally, we select the point with the smallest speed value in each revised lower-speed curve segment as the speed feature points of the stroke $S$.

**3.3. Filter-Sharpening for Uniform Speed Strokes.** We use a filter-sharpening processing method to reduce the number of sampling points of the uniform speed strokes and enhance the peak features of their speed waveforms. Thereby we can transform the uniform speed stroke into the nonuniform speed stroke and use the three-threshold segmentation method to process the stroke. The filter-sharpening method for a uniform speed stroke $S$ consists of two steps.

Firstly, we smooth the speed data by averaging the speed value at every sampling point with its neighboring $T_d$ points. $T_d$ is computed as equation (4), where $k_s$ represents the control coefficient (default value: 0.04).

$$T_d = \frac{n}{L} \left( k_{\text{max}} - k_s \right).$$

Secondly, we sharpen the smoothed speed waveform from the former step to enhance its peak characteristics using equation (5) to get the revised speed value list of the stroke $S$, which is stored as $\{ v'_j; 0 \leq j \leq (n - 1)/T_d + 2 \}$:

$$i = 0; \quad i = \left( \frac{n}{T_d} \right) + 2,$$

$$v'_j = \begin{cases} -v_{\text{avg}} * T_v, \\ \frac{T_v}{T_d} \sum_{j=i-1}^{(T_v-1) \cdot i + 1} (v_j - v_{\text{avg}}), \quad 0 < i < \left( \frac{n}{T_d} \right) + 2, \end{cases}$$

where $T_v$ is the linear sharpening coefficient determined by the following equation:

$$T_v = \frac{v_{\text{max}}}{v_{\text{avg}}}$$

**4. User Study**

**4.1. Prototype.** We developed a freehand sketch recognition (FSR) system written in C++ using Microsoft Foundation Class (MFC) in Visual C++ 6.0. The FSR system integrates modules such as sketch input, stroke preprocessing, sketch recognition, and primitive fitting. The interface of the FSR system is shown in Figure 3. It uses a mouse or tablet as an input tool, allowing users to sketch as easily as using a pencil and paper (see Figure 3(a)). The input sketch strokes are first...
recognized as straight lines or conic curves and then are fitted as parametric curves (see Figure 3(b)). We integrated the proposed speed-based stroke segmentation approach with the FSR system to improve its robustness to support multiprimitive strokes. To test the segmentation efficiency of the proposed method, we conducted a user study using several shapes drawn repeatedly by multiple users. The input device used in the user study was a Wacom pen display, as shown in Figure 4.

4.2. Testing Examples. As shown in Figure 5, the shapes we used in the user study were selected from the existing stroke segmentation research [4, 6, 7, 10]. These shapes are composed of geometric primitives such as line segments and circular arcs. The small red circles indicate the real desired segmentation points. The start point and the last point of the stroke were automatically treated as the true speed feature points and are not included in the evaluation. Shapes 1–7 were used to test the efficiency of our method when processing shapes composed of one or more primitive types. Shapes 8–9 were used to test the performance of our method when processing the same strokes drawn by the same person at different speeds.

4.3. Procedure. We recruited 8 participants (P1–P8) from the local university. They were all majored in mechanical engineering and had experiences in hand-drawn mechanical drawings; and two of them had experiences in drawing with a tablet. Before the experiment, we first introduced the usage of the FSR system and then gave them 10–15 minutes to practice drawing digital sketches on the system’s interface through the pen display shown in Figure 4. The screen resolution of the digital pen display was set to 1024 × 768 pixels. During the experiment, we first asked 7 of the 8 participants (P1–P7) to draw shapes 1–7 shown in Figure 5. Each shape was drawn discontinuously five times, using the standard shape of about 3 cm displayed on the system’s interface as a reference. We did not limit the position of the starting point and drawing direction of the stroke. The order in which each participant draws the shapes was counterbalanced using a Latin-Square design. The system only displayed the original strokes, not the segmentation results, to prevent them from adjusting their drawing strategies based on the feedback. We recorded 245 strokes from P1–P7 and discarded some strokes that are far away from the reference shapes. Finally, we got 220 valid strokes for evaluation. In addition, we asked the eighth participant (P8) to draw shapes 8–9 of Figure 5 at uniform and nonuniform speeds, respectively. We took the first uniform speed stroke and the first nonuniform speed stroke drawn by the participant as examples to analyze the segmentation results.

4.4. Measurements. We used processing time and accuracy to evaluate the effectiveness of the stroke segmentation algorithm. The accuracy was computed from the number of missing and extra segmentation points, as described in previous stroke segmentation research [4, 6, 7, 10]. The three metrics are precision, recall, and F-measure, which are defined by formulas (7)–(9). Precision, \( P \), is the ratio of the accepted segmentation points that are true segmentation points. Recall, \( R \), is the ratio of the true segmentation points that are correctly identified. F-measure, \( F \), is the simple harmonic mean value of precision and recall.

\[
P = \frac{n_{\text{accepted true segmentation points}}}{n_{\text{all accepted segmenting points}}} \quad (7)
\]

\[
R = \frac{n_{\text{accepted true segmentation points}}}{n_{\text{all true segmentation points}}} \quad (8)
\]

\[
F = \frac{2P \cdot R}{P + R} \quad (9)
\]
5. Results and Discussion

5.1. Results. Figures 6–12 show the results of using the proposed algorithm to extract the speed feature points of the stroke from the user study. We also implemented the speed feature point extraction method of Sezgin et al. [2] in the FSR system, using a threshold value of 90% of the average speed. The results of the method in [2] are also shown in Figures 6–10 to facilitate an intuitive comparison with the proposed method.

Figures 6–9 show the results of processing the strokes drawn by P1–P7 in the user study. Figure 6 shows the average processing time of the strokes of each shape, while Figures 7–9 show the average accuracy (precision, recall, and F-measure) of the strokes of each shape.

(i) Processing Time. It can be seen from Figure 6 that the proposed method is slower than the method of Sezgin et al. [2] when dealing with all the seven shapes. However, the processing time of the proposed method is all within 1 ms, so the users would not feel the delay. It can be concluded that the proposed method can quickly extract speed feature points from input digital freehand strokes.

(ii) Accuracy. It can be seen from Figure 7 that our method achieved much higher precision than the method of Sezgin et al. [2] for all the seven shapes. From Figure 8, however, we can see that the recall values of the proposed method are lower than those of the method in [2]. This means that the proposed method failed to detect some of the true segmentation points. Combining the precision and recall values, we can see from Figure 9 that the proposed method still achieved much higher F-measure values compared to the method in [2] for all the seven shapes. This means that, compared with the method in [2], the speed feature points computed by the proposed method are closer to the true segmentation points; and the accuracy of using the speed feature points as the true split points exceeded 70%.

\[ F = \frac{2PR}{(P + R)} \]
Examples of Strokes Drawn at Different Speeds. Figure 10 shows the example strokes of shapes 8 and 9 in Figure 5 drawn by P8 at uniform and non-uniform speeds. The nonuniform speed stroke is shown in the upper half, and the uniform speed stroke is shown in the lower half. The speed feature point extraction results of the proposed method and those of the method in [2] are shown in the left and right columns, respectively. Black points indicate the detected speed feature points. Figure 11 shows the speed waveforms of the example strokes of shape 9, where the horizontal axis represents the serial number of the sampling points, and the vertical axis represents their speed values. Figure 11(a) shows the revised speed waveform after the filter-sharpening process for one stroke drawn at uniform speeds. Figure 11(b) shows the original speed waveform for the other stroke drawn at uniform speeds. Some key parameters such as average speed and its upper deviation and lower deviation for speed points extraction of the proposed method are expressed in the form of isolines. More specific values such as the sampling points number, true segmentation points number, and the precision of speed feature point extraction are given in Table 1.

Through Figure 10, we can see that the proposed method achieved high segmentation accuracy for all the example strokes drawn at either nonuniform or uniform speeds. We can see from Table 1 that the precision values of the method in [2] for both shapes 8 and 9 are lower than those of the proposed method, particularly for the example strokes drawn at uniform speeds.

5.2. Discussion. Through the experiment, we can conclude that the proposed method is more efficient than the method of Sezgin et al. [2] to find the valid speed feature points. The method in [2] regarded too many sampling points as the speed feature points, which led to the low precision of stroke segmentation for all the shapes shown in Figure 5. By comparing the speed waveforms of the same stroke drawn at different speeds shown in Figure 11, we can see that the sampling points of the uniform speed stroke are more densely distributed, and the speed curve is smoother. Therefore, using a single speed threshold as in [2] may overgroup the speed data and result in too many candidate segmentation points. However, we effectively reduce the number of redundant points by first filtering and sharpening the speed data of uniform speed strokes and then extracting speed feature points by the proposed three-threshold
Figure 11: Speed graphs for the example strokes of shape 9 in Figure 5. (a) Uniform speeds. (b) Nonuniform speeds.

Figure 12: Examples of the wrong segmentation results produced by the proposed method. (a) Oversegmentation cases. (b) Undersegmentation cases.

Table 1: Specific results of the example strokes drawn at different speeds.

| Shape | Speed feature | \( n_t \) | Algorithm | \( v_{\text{avg}} \) | \( v_L \) | \( v_H \) | \( n_a \) | \( n_{at} \) | Precision (%) |
|-------|---------------|----------|-----------|----------------|--------|--------|--------|---------|-------------|
| 8     | Uniform speeds | 14       | The method in [2] | 208.833 | 187.950 | —      | 14     | 43      | 32.558     |
|       |               |          | Proposed method  | 208.823 | 92.518  | 385.072 | 14     | 14      | 100        |
|       | Nonuniform speeds | 14       | The method in [2] | 98.975  | 89.078  | —      | 14     | 138     | 10.145     |
|       |               |          | Proposed method  | −1.726  | −76.951 | 79.358 | 14     | 14      | 100        |
| 9     | Uniform speeds | 5        | The method in [2] | 309.687 | 278.718 | —      | 5      | 18      | 27.778     |
|       |               |          | Proposed method  | 309.393 | 124.520 | 556.437 | 5      | 5       | 100        |
|       | Nonuniform speeds | 5        | The method in [2] | 91.188  | 82.069  | —      | 5      | 124     | 4.032      |
|       |               |          | Proposed method  | 1.733   | −69.218 | 99.361 | 5      | 7       | 71.429     |

\( v_{\text{avg}} \) = average speed; \( v_L \) = low-speed threshold; \( v_H \) = high-speed threshold; \( n_a \) = the number of all accepted true segmentation points; \( n_t \) = the number of true segmentation points; \( n_{at} \) = the number of accepted true segmentation points.
segmentation technique. Figure 13 shows that the effective segmentation of strokes increases the FSR system’s support for flexible input and can reduce the burden of recognizing complex strokes.

However, it was also found that only using the speed information to segment pen strokes can cause undesired results such as missing points and extra points. Some of the failed cases are shown in Figure 12, where the detected speed feature points are indicated as black circles and the problematic areas are framed by red rectangles. This may be due to the use of empirically determined parameter values. In future work, we would like to use machine learning techniques to optimize those parametric values to adapt to different users and devices. Other stroke information, such as geometric features, pen pressures, and primitive recognition results, should be combined with speed features to get more accurate segmentation points, which is a worthwhile direction for further research.

6. Conclusion

In this paper, we presented a method to extract speed feature points for segmenting digital freehand strokes into primitives. The method is characterized by its ability to divide strokes drawn at uniform speeds. Firstly, a sharpening filter is used to enhance the peak features of the speed data and reduce the sampling points number. Then, a three-threshold segmentation method is used to extract the final speed feature points. We integrated the method into a freehand sketch recognition (FSR) system to enhance its robustness of supporting multiprimitive strokes. We tested the effectiveness of the proposed method by a user study with eight participants. The results show that the method achieves higher segmentation efficiency in finding valid speed feature points than the existing method based on a single speed threshold. Future work is to combine other stroke information such as pen pressures and geometric features with speed features to improve the accuracy of segmenting strokes.
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