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Strongly correlated layered 2D systems are of central importance in condensed matter physics, but their numerical study is very challenging. Motivated by the enormous successes of tensor networks for 1D and 2D systems, we develop an efficient tensor network approach based on infinite projected entangled-pair states for layered 2D systems. Starting from an anisotropic 3D infinite projected entangled-pair state ansatz, we propose a contraction scheme in which the weakly interacting layers are effectively decoupled away from the center of the layers, such that they can be efficiently contracted using 2D contraction methods while keeping the center of the layers connected in order to capture the most relevant interlayer correlations. We present benchmark data for the anisotropic 3D Heisenberg model on a cubic lattice, which shows close agreement with quantum Monte Carlo and full 3D contraction results. Finally, we study the dimer to Néel phase transition in the Shastry-Sutherland model with interlayer coupling, a frustrated spin model that is out of reach of quantum Monte Carlo due to the negative sign problem.

Understanding the emergent phenomena in strongly correlated systems is of central importance in modern physics. Among the most powerful tools to study these systems are tensor network (TN) methods, with the density matrix renormalization group [1] algorithm and its underlying variational ansatz, the matrix product state [2,3], being the best-known examples for (quasi) one-dimensional systems. Projected entangled-pair states (PEPS) [4,5] (or tensor product states [6]) provide a natural generalization of matrix product states to higher dimensions. Thanks to algorithmic advances in the past years, PEPS has become a versatile state-of-the-art tool for 2D systems, not only for ground states [9–26], but also for finite temperature calculations [27–37], excited states [38–41], open systems [31,42–44], and real-time evolution [31,45–50]. Three-dimensional TN algorithms are more challenging because of their higher complexity, although progress has recently been made in developing methods with a tractable computational cost [51] (see also related works on 3D classical systems [52–57]).

A special and highly relevant class of 3D quantum systems is formed by layered 2D systems, in which the effective intralayer couplings are much stronger than the interlayer ones. Important realizations include the cuprate high-Tc superconductors [58] as well as various quasi-2D frustrated magnets such as Kagomé [59], triangular [60–64], Shastry-Sutherland [65–67], and honeycomb lattice compounds [68–71]. While pure 2D models often already capture the relevant physics of these systems, the interlayer couplings can play an important role on the quantitative level. For example, they lead to a finite Néel transition temperature in layered square lattice Heisenberg models as opposed to the pure 2D case [72], or they may play a significant role in the competition of low-energy states in the 2D Hubbard model [12]. Thus, accurate TN approaches to study these systems would be highly desirable.

In this Letter, we introduce an efficient TN algorithm for layered 2D systems, called the layered corner transfer matrix (LCTM) method, which is substantially simpler and computationally cheaper than full 3D approaches. Motivated by the layered nature of these systems, we start from an anisotropic PEPS ansatz, i.e., with a small interlayer bond dimension $D_z$ compared to the intralayer bond dimension $D_{xy}$, which control the accuracy of the ansatz. The main idea of the algorithm is to contract the 3D TN by (1) performing an effective decoupling of the layers away from the center of each layer, (2) contracting the individual decoupled layers using the standard 2D corner transfer matrix (CTM) method [10,73,74], and (3) contracting the remaining TN, formed by the contracted layers connected with a finite bond dimension $D_z > 1$ in the center of each layer. A core ingredient of the approach is the effective decoupling procedure that we implement based on an iterative full-update (FU) truncation scheme [75,76]. We present benchmark results for the anisotropic Heisenberg model on a cubic lattice, which show close agreement with a full 3D contraction and with quantum Monte Carlo (QMC) data already for small $D_z$. As a more challenging example we consider a frustrated spin model, the Shastry-Sutherland model with interlayer coupling, for which QMC fails due to the negative sign problem. Finally, we highlight directions for future improvements and extensions of the LCTM approach.

Method.—We consider an infinite PEPS (iPEPS), shown in Fig. 1(a), consisting of a tensor (or more generally a unit
cell of tensors) that is repeated on the infinite cubic lattice. Each tensor has seven indices: one physical index carrying the local Hilbert space of a site, four indices with bond dimension $D_{xy}$ connecting to the intraplane nearest-neighbor tensors, and two indices of dimension $D_z$ connecting to the tensors in the neighboring planes. The accuracy of the ansatz is systematically controlled by $D_{xy}$ and $D_z$, where we choose $D_{xy} \geq D_z$ motivated by the anisotropic nature of layered 2D systems. In the limit of $D_z = 1$, the ansatz corresponds to a product state of 2D iPEPS layers, i.e., a state without entanglement between the layers (but with entanglement within the layers, controlled by $D_{xy}$).

The main challenge of a 3D TN algorithm is the efficient, approximate contraction of the 3D TN, which is needed to compute, e.g., a local expectation value. Let us consider computing the norm of the wave function. The corresponding TN is depicted in Fig. 2(a), where the norm tensors (blue) represent the combined bra and ket tensors on each site as shown in Fig. 1(b). To compute a local expectation value, we can simply put an operator between the local tensors as shown in Fig. 1(c) and replace the norm tensor with this new tensor at the desired location.

In the simplest case, for $D_z = 1$, this network consists of independent 2D square lattice networks that can be efficiently contracted using the CTM method. The CTM method is an iterative approach that approximates the 2D TN surrounding a central tensor by a set of environment tensors, given by four corner and four edge tensors [shown by the black disk-shaped tensors in Fig. 2(c)], where the accuracy is systematically controlled by the boundary bond dimension $\chi$ of the environment tensors.

For the case $D_z > 1$, a full 3D contraction algorithm as in Ref. [51] could be used. This, however, is computationally expensive, and we thus follow a more efficient strategy here, exploiting the anisotropic nature of the ansatz. The main idea is to project the vertical indices of the bra and ket iPEPS tensors away from the center of each layer onto $D_z = 1$ (see details below), while keeping the full bond dimension $D_z > 1$ on the tensors in the center; see Fig. 2(b). This leads to an effective decoupling of the 2D layers away from the center, such that the standard 2D CTM approach can be used to contract them [Fig. 2(c)] while the most relevant interlayer correlations are still taken into account by the vertical connections of the tensors in the center. Since the bonds in the $z$ direction carry only little entanglement, the projection onto $D_z = 1$ away from the center is expected to induce only a small error on a local expectation value measured in the center. After contracting each layer, the resulting TN corresponds to an infinite 1D chain in the vertical direction with bond dimension $D_z^2$, which can be evaluated by sandwiching the central layer between the left- and right-dominant eigenvector of the corresponding transfer matrix (represented by a contracted layer), as shown in Fig. 2(d).
A core ingredient of the algorithm is the projection step from $D_z > 1$ to $D_z = 1$. We use a scheme based on a FU truncation [75,76], a technique that is also applied in the context of imaginary time evolution algorithms to truncate a bond index in an iPEPS. It is based on a minimization of the norm distance, $d = |||\psi| - |\psi'||^2$, which can be solved iteratively, where $|\psi|$ is the untruncated iPEPS and $|\psi'||$ is the iPEPS with one bond truncated down to $D_z = 1$; see the Supplemental Material [77] for details. The FU does, however, require the environment tensors, which we initially do not have. We thus start from an initial approximate projection based on the simple update (SU) approach [86], which only considers local tensors for the truncation, from which the environment for the FU projection is computed. To improve the accuracy of the truncation, one can repeat the computation of the environment iteratively. In practice, for the models considered here, we find that one FU iteration is sufficient to reach convergence.

The accuracy of the LCTM method is controlled by the boundary bond dimension $\chi$ and by the number of $D_z > 1$ connections kept in the center. Here, we focus on the simplest case, where we only keep the connections on the central tensor for the evaluation of one-site observables and interplane two-site observables [see Fig. 2(b)], which we find is sufficient in the limit of weak interlayer coupling, as we will show in our benchmark results. For intralayer two-site observables we keep two connections, as depicted in Fig. 2(e). The computational cost of these contractions are $\chi^4 D_x^4 + \chi^4 D_y^4 D_z^2$ and $\min[\chi^3 D_x^6, \chi^3 D_y^6 D_z^2]$, respectively. In the Supplemental Material [77] we discuss other layer decoupling approaches and we also consider a scheme with more connections, which is more accurate, but also computationally more expensive.

The LCTM contraction method can not only be used for the computation of observables, but also in combination with accurate optimization schemes (to find the optimal variational parameters in the tensors for a given Hamiltonian), e.g., in an imaginary time evolution with fast-full update (FFU) [76] or in energy minimization algorithms [87–89]. We further note that the LCTM method can be extended to arbitrary unit cell sizes in a similar way to the standard CTM in 2D [10,90].

Results.—To benchmark the method, we consider the anisotropic 3D Heisenberg model on a cubic lattice given by the Hamiltonian

$$\hat{H} = J_{xy} \sum_{\langle i \rangle_{xy}} \mathbf{S}_i \cdot \mathbf{S}_j + J_z \sum_{\langle i \rangle_z} \mathbf{S}_i \cdot \mathbf{S}_j,$$

(1)

with $J_{xy}$ the intralayer and $J_z$ the interlayer coupling strengths and $\mathbf{S}_i$ spin $S = 1/2$ operators. We use an iPEPS ansatz with two tensors, one for each sublattice, to capture the long-range antiferromagnetic order. The iPEPS is optimized with the FFU imaginary time evolution algorithm [76], starting with initial tensors obtained with simple update optimization [86]. In the CTM approach, we keep a sufficiently large boundary bond dimension $\chi$, such that finite-$\chi$ effects are negligible [77]. To improve the computational efficiency, tensors with implemented $U(1)$ symmetry [91,92] are used [93]. We compare our results to the ones computed with the full 3D contraction approach (SU + CTM) from Ref. [51] and with QMC results based on the directed loop algorithm from the ALPS library [94,95] (obtained at a sufficiently low temperature of $T = 0.005 J_{xy}$). To extrapolate the QMC data to the thermodynamic limit, a finite size scaling analysis is performed using the scaling relations for the isotropic 3D Heisenberg model on the cubic lattice from Ref. [96] for lattices of size $L \times L \times L/2$ with $L$ up to 20 for $J_z/J_{xy} = 0.05$ and 0.1, and with $L \times L \times L$ lattices for a maximum $L$ of 12 for $J_z/J_{xy} = 0.2–0.4$.

We first consider the results for the energy per site, $e$, for $J_z/J_{xy} = 0.1$ in Fig. 3(a), plotted as a function of inverse bond dimension $D_{xy}$ for different values of $D_z$. Already a product of iPEPS layers ($D_z = 1$) yields a value that is remarkably close to the QMC result, with a relative error of only 0.15% for $D_{xy} = 6$. When $D_z$ is increased to 2, a significant improvement is found and the relative error at $D_{xy} = 6$ is reduced to 0.05%, while a further increase to $D_z = 3$ only yields a small enhancement. Overall, the improvement of the variational energy is clearly larger.
when increasing $D_{xy}$ (at least up to 4) compared to the improvement when increasing $D_z$, which further motivates the use of an anisotropic ansatz with $D_{xy} > D_z$. Comparing the LCTM scheme with the full 3D contraction (SU + CTM) only a small difference between the two methods is found.

Results for the local magnetic moment $m$ are shown in Fig. 3(b). Whereas $m$ systematically approaches the QMC result with increasing $D_{xy}$, the dependence on $D_z$ is small, suggesting that the reduction of the magnetic moment is predominantly due to the intraplane quantum fluctuations. The relative error of $m$ at $D_{xy} = 6$ and $D_z = 3$ is 1.7(1)%. In Fig. 3(c) we present results for the nearest-neighbor spin-spin correlators in the intraplane and $z$ direction. The former is more accurately reproduced, which is a natural consequence of the fact that the latter enters with a prefactor $J_z/J_{xy} = 0.1$ in the optimization of the tensors. Still, we find that the QMC result is approached with increasing $D_z$ at large $D_{xy}$ (note that increasing the two bond dimensions has an opposite effect on the change in the $\langle SS \rangle_z$ correlator [77]).

In Fig. 4 we present results for the energy per site as a function of $J_z/J_{xy}$, for selected values of $D_{xy}$ and $D_z$. Starting with the data for $D_{xy} = 3$ and $D_z = 2$ we find that the deviation with respect to the SU + CTM result slightly increases with increasing $J_z/J_{xy}$, although the deviation remains small even at a relatively large value of $J_z/J_{xy} = 0.4$. For a small ratio $J_z/J_{xy} = 0.05$, a product of iPEPS layers ($D_z = 1$) for $D_{xy} = 6$ already provides an energy close to the QMC result, with only a small improvement when increasing $D_z$ to 2. In contrast, for $J_z/J_{xy} = 0.4$ the energy gain is large when increasing $D_z$, which is a natural consequence of the stronger entanglement between the layers for larger interlayer coupling.

We next consider a more challenging problem, the Shastry-Sutherland model [97] (SSM)—a frustrated spin model relevant for SrCu$_2$(BO$_3$)$_2$ [67] for which QMC suffers from the negative sign problem [98]. It is described by square lattice layers of coupled dimers with Hamiltonian

$$
\hat{H} = J\sum_{\langle ij \rangle} S_i S_j + J'\sum_{\langle ij \rangle} S_i S_j + J''\sum_{\langle ij \rangle} S_i S_j,
$$

with $J$ and $J'$ the intra- and interdimer couplings, $S_i$ spin $S = 1/2$ operators, and with an additional interlayer coupling $J''$ to the model as in Ref. [99] (see Supplemental Material [77] for additional details).

We consider the dimer to antiferromagnetic phase transition for fixed $J'/J$ while varying $J''/J$ and compare it to fourth-order series expansion (SE) results [99]. The location of the phase transition is determined from the intersection of the exact energy of the dimer state ($-0.375J$ per site) with the energy of the antiferromagnetic state. For $J'/J = 0.61$, shown in Fig. 5(a), we find a close agreement with the SE result at large bond dimensions and also based on an extrapolation in inverse bond dimension [77]. For larger values (within the dimer phase) no estimate from SE exists due to convergence problems [99]. With iPEPS, in contrast, we can accurately determine the transition, as shown in Fig. 5(b) for $J'/J = 0.66$.

Conclusions.—We have introduced the LCTM method, which is an efficient approach to study layered 2D systems with a weak interlayer coupling. The main idea is to perform a decoupling of the 3D network using the FU truncation onto $D_z = 1$ away from the center of each plane, while keeping the full bond dimension $D_z > 1$ in the center, such that the resulting network can be efficiently contracted with the standard CTM method in each layer. Our benchmark results for the anisotropic Heisenberg model demonstrate that the method yields values in close agreement with a full 3D contraction (SU + CTM), at a substantially lower computational cost. The results are close to QMC results even for a small interlayer bond
dimension $D_z = 2$. Although the accuracy decreases when $J_z/J_{xy}$ is increased, errors remain relatively small up to $J_z/J_{xy} = 0.4$. Our results for the SSM demonstrate that LCTM also enables the accurate study of problems that are out of reach of QMC due to the negative sign problem.

There are several promising ways to further improve the LCTM method. First, the accuracy of the FU projection onto $D_z = 1$ could be improved by making use of disentanglers between the layers [100,101]. Second, the accuracy of the contraction can be increased by including more $D_z > 1$ bonds in the center [77], although at a higher computational cost. Instead of keeping $k$ open legs with total bond dimension $(D_z)^k$ in between the layers, the total dimension could be effectively reduced by introducing appropriate projectors between the layers. Third, instead of a complete decoupling away from the center, a small vertical bond dimension $D_z$ could be kept in the CTM environment tensors in order to capture the most relevant interlayer entanglement away from the center. And finally, the contraction scheme may also be combined with an energy minimization based on automatic differentiation [89], which is expected to provide more accurate tensors than the FFU optimization used here.

We believe our approach provides a powerful and practical tool for future studies of challenging layered 2D systems, especially models that are out of reach of QMC. Finally, we note that the LCTM method can be straightforwardly extended to fermionic systems and finite temperature calculations, e.g., by adapting ideas from Refs. [102–105] and Refs. [30,31], respectively.
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