Indistinguishability and Negative Probabilities

J. Acacio de Barros 1,* and Federico Holik 2,

1 School of Humanities and Liberal Studies, San Francisco State University, San Francisco, CA 94132, USA
2 Instituto de Física La Plata, UNLP, CONICET, Facultad de Ciencias Exactas, 1900 La Plata, Argentina; oltiev2@gmail.com

Received: date; Accepted: date; Published: date

Abstract: In this paper, we examined the connection between quantum systems’ indistinguishability and signed (or negative) probabilities. We do so by first introducing a measure-theoretic definition of signed probabilities inspired by research in quantum contextuality. We then argue that ontological indistinguishability leads to the no-signaling condition and negative probabilities.
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1. Introduction

The assignment of truth values to propositions asserting that a system’s property has a definite value is problematic in quantum mechanics. Take the case of propositions about momentum and position for a quantum system. Heisenberg’s uncertainty principle asserts that we cannot know the values of position and momentum simultaneously, at least not as precisely as one wants. This constraint brings the issue of whether systems have well-defined but unknowable values of position and momentum, or whether these are undefined. If the former, the probabilistic uncertainties appearing in quantum theory would have an epistemic character, being quantum properties the best description of what we can say about the system. If the latter, then what properties does the system have? For instance, when we measure a particle’s momentum and find the value \( p \), does it mean the particle has momentum \( p \)? (We stress that the word “particle” is used here for clarity and that we are not espousing a particle ontology. Our considerations apply to any quantum entities, such as particles or fields, provided they are indistinguishable) Moreover, is this value of momentum something that existed before the measurement? If not, then do measurements create properties? Do the experimenter, who chooses what to measure, set what properties a particle has? These questions become more problematic if we consider the Kochen-Specker theorem.

In their seminal paper, Kochen and Specker (KS) studied hidden-variable theories compatible with the quantum formalism and satisfying certain physically-motivated conditions. They proved that the values that these hidden variable theories assign to propositions about quantum systems must be contextual: the truth-value assigned to a given proposition will depend on the context in which it is considered. The idea for their proof is the following (see Section 2 for detail). Imagine we have a set of \( N \) binary observables \( \mathcal{P} = \{ P_1, P_2, ..., P_N \} \) corresponding to yes-no questions about a quantum particle. Each \( P_i \) is a Hermitian projection operator in a Hilbert space (in KS’s paper a three dimensional one). As is well known, each \( P_i \) is associated with a proposition about the quantum system. KS constructed a set of such operators with the following characteristics. First, there were several subsets of three commuting operators, such that one and only one of them were true for this set (i.e., they were orthogonal, and
their sum was one). We can think of these subsets as a context, determined by the set of simultaneous propositions considered. These subsets had the additional feature that each $P_i \in \mathcal{P}$ appeared twice, one time for each of two possible contexts. By constructing an appropriate set $\mathcal{P}$, KS showed that the structure of quantum observables and their corresponding contexts did not allow the consistent assignment of truth values for each $P_i$ that was the same for all contexts. Thus, in this sense, only contextual hidden variable theories are compatible with the quantum formalism. Furthermore, this contextuality exists for all quantum systems that are complex enough (more specifically, it holds for any Hilbert space of dimension greater than two).

Further study in hidden variable models led to the discovery of the so-called non-contextuality inequalities. These can be experimentally testable, opening an obvious field of research for discarding theories that deviate from experiments (and quantum theory). Examples of them are the KCBS inequalities in [1] and the GHZ inequalities in [2]. It was later shown that Bell and CHSH inequalities fall into this category. These inequalities’ characteristic feature is that they put an upper bound on the correlations that a family of non-contextual hidden variable theories can model. Thus, an approach is non-contextual if the correlations predicted by it satisfy a specific bound. Since the correlations predicted by quantum theory do violate those inequalities, it is natural (and tempting) to say that quantum mechanics is contextual. Notice that this is a shift from the old quantum physics jargon, for which only hidden-variable theories could be considered as contextual or not.

Furthermore, in the last decades, this quantum theory feature has attracted a lot of interest due to its potential role in quantum information processing tasks. Thus, instead of being considered a negative characteristic, nowadays, physicists seeking to develop quantum technologies, consider contextuality a positive feature of quantum theory itself, which can be quantified, measured, and used as a resource. In this work, we will follow the current jargon, and refer to the feature of the quantum formalism discovered by Kochen and Specker as quantum contextuality. In other words, we will use expressions such as “quantum mechanics is contextual,” “this theory (or state) has such amount of contextuality,” and so on, to simply mean that outcomes of experiments are contextual.

There is yet another –less explored– feature of quantum mechanics that justifies the modern jargon. Propositions about quantum systems are linked to concrete experimental settings, which are selected by the experimenter. If we prepare a quantum system in a particular state and consider a proposition in a given context, we find empirically that the result of an experiment might not be the same should we repeat the test with the same state, but with the given proposition considered in a different context. This is phenomenologically given, and it is independent of any interpretation. Furthermore, one might avoid speaking about states at all, and only refer to preparations and testable quantities of physical systems and their correlations in a theory-independent way; still, it would be meaningful to determine whether experiments display contextuality or not, and this could be checked by observing probability distributions and non-contextuality inequalities objectively. If a system shows contextual correlations, we refer to this feature by saying that the system is empirically contextual. This notion of empirical contextuality is consistently defined, objectively testable, and it is model-independent (in the sense that they only assume very general features of probabilistic models).

Because of contextuality, one cannot represent quantum states with classical probabilities. Usually, one represents them by trace operators acting on a separable Hilbert space. But it seems possible to describe quantum states with extended probabilities. For example, the Wigner function takes a quantum state and transforms it into a classical phase space function. This function resembles a Kolmogorovian probability, but it may take negative values. Because it may be negative, it is considered a quasi-probabilities. Most approaches to quasi-probabilities rely on an underlying theory (such as quantum mechanics) whose states and observables are mapped to a classical phase space in which the states take the form of quasi-probabilities (see for example [3]).
In this work, we take an alternative approach and focus on two aspects of quantum contextuality. First, we rely on the notions of signed measurable space and measurement context to give a formal definition of negative probabilities that is general enough to cover all cases of interest in quantum contextuality (and hopefully also outside of physics). Classical probabilistic models are shown to be particular cases of our formulation, which is general enough to include contextual models, such as those coming from the quantum formalism. The approach presented here has many features in common with previous ones (see, for example, [4–6]). Still, it relies more directly upon the notions of compatible random variables (for which a joint probability distribution exists), and thus, it provides a straightforward extension of Kolmogorov’s approach. Our signed probabilities are constructed as no-signaling, meaning that the quasi-probability distribution associated with a random variable is context-independent. This particular feature is particularly relevant in physics, given that all physical theories satisfy this condition.

The other focus of this article is on quantum indistinguishability. In previous works, we have discussed the connection between particle and property indistinguishability as related to contexts [7]. Here we show that property indistinguishability leads to the no-signaling condition. Since negative probabilities are necessary and sufficient for the description of no-signaling models, we argue that there is a connection between the principle of particle indistinguishability and negative probabilities. The assumption of indistinguishability for quantum particles leads to contextual and indistinguishable properties, which can, in turn, be naturally modeled using our definition of signed probabilities.

We organize this paper as follows. After reviewing elementary facts about contextuality in Section 2, in Section 3 we motivate and provide our definition of signed probabilities. In Section 4, we discuss the connection between quantum indistinguishability, negative probabilities, and the non-signaling condition. Finally, in Section 5, we end with some final remarks and conclusions.

2. Contextuality in Quantum Mechanics

Context is a term that comes from linguistics, especially from semantics and pragmatics [8]. For instance, in semantics, the truth-value of an utterance or written text may depend on the other statements or sentences that precede or follow it. Take the written sentence: “Alice sat by the bank to observe the people.” Its truth-value varies depending on other comments that accompanied it: if it were preceded by “The river was calming and beautiful,” its meaning would differ from if it were preceded by “The heist needed planning.” For the case where “river” preceded the sentence, “bank” likely refers to the bank side of a river, whereas for the “heist” case, “bank” refers to a financial institution. Though this is a case where meaning changes, there are other examples in linguistics where meaning does not change, but truth-value does. We can think of those as examples of context-dependency, or contextuality, in linguistics [9].

Contextuality, as conceptually discussed above, is a central concept in the foundations of quantum mechanics. It is also the main driving difficulty in defining properties for quantum particles or systems. So, let us examine how contextuality appears in quantum mechanics by discussing the famous Kochen-Specker theorem [10]. Here we present a more straightforward proof involving only nine contexts [11].

We start with a four-dimensional Hilbert space, $\mathcal{H}$. According to the standard formalism of quantum mechanics, measurable properties are represented by Hermitian operators in $\mathcal{H}$ (known as observables). A quantum system is said to have a property if an experiment measuring it yields the same value all the time. In the formalism, this translates into having the system be in an eigenstate of the Hermitian operator. A particularly important subset of observables is projection operators, which correspond to 0- or 1-valued observables. We can think of these binary properties as truth-values: either the quantum system has the property (1), or it does not (0). To distinguish between general properties and those associated with projection operators, we call the latter testable propositions, or, in short, propositions. The distinction
between testable propositions and properties is subtle and debated in the literature (see, e.g., [12,13]). Here we use the terminology that propositions are a particular type of observables, as discussed above.

A vector in \( \mathcal{H} \) uniquely determines a projection operator. For example, the vector \( |1,0,0,0\rangle \in \mathcal{H} \) corresponding to the column matrix with the first component as one and the others as zero determines the projector operator \( \hat{P}_{1,0,0,0} \equiv |1,0,0,0\rangle\langle 1,0,0,0| \). Let us consider now the following set of equations.

\[
\begin{align*}
\hat{P}_{0,0,0,1} + \hat{P}_{0,0,1,0} + \hat{P}_{1,1,0,0} + \hat{P}_{1,-1,0,0} &= 1, \\
\hat{P}_{0,0,0,1} + \hat{P}_{0,1,0,0} + \hat{P}_{1,0,1,0} + \hat{P}_{1,0,0,-1} &= 1, \\
\hat{P}_{1,-1,1,-1} + \hat{P}_{1,-1,-1,1} + \hat{P}_{1,1,0,0} + \hat{P}_{0,0,1,1} &= 1, \\
\hat{P}_{1,-1,1,-1} + \hat{P}_{1,1,1,1} + \hat{P}_{1,0,-1,0} + \hat{P}_{0,1,0,-1} &= 1, \\
\hat{P}_{0,0,1,0} + \hat{P}_{0,1,0,0} + \hat{P}_{1,0,0,1} + \hat{P}_{1,0,0,-1} &= 1, \\
\hat{P}_{1,-1,-1,1} + \hat{P}_{1,1,1,1} + \hat{P}_{1,0,0,-1} + \hat{P}_{0,1,1,0} &= 1, \\
\hat{P}_{1,1,-1,1} + \hat{P}_{1,1,-1,1} + \hat{P}_{1,0,0,1} + \hat{P}_{0,0,1,1} &= 1, \\
\hat{P}_{1,1,1,-1} + \hat{P}_{-1,1,1,1} + \hat{P}_{1,0,1,0} + \hat{P}_{0,1,0,-1} &= 1, \\
\hat{P}_{1,1,1,-1} + \hat{P}_{1,1,1,1} + \hat{P}_{1,0,0,1} + \hat{P}_{0,1,1,0} &= 1, \\
\end{align*}
\]

Each equation above is numerically equal to one because all the vectors in each line form a complete and orthonormal basis for \( \mathcal{H} \). This means that, for each Equations (1)–(9), we have four true-false properties that are compatible, complete, and mutually exclusive. Therefore exactly one of them must be true, and the others zero, which means they all add to one.

An issue may be evident to some readers about (1)–(9): if we assign to each property a truth-value of zero or one we reach a contradiction. To see this contradiction, consider that each property \( \hat{P}_i \) appears on the left hand side of (1)–(9) twice. Since \( 2\hat{P}_i \) is an even number, it follows that the sum of all the terms on the left-hand side of (1)–(9) must be even. However, we add the right-hand side of (1)–(9) we total nine, clearly not an even number, which is a mathematical contradiction.

The mathematical contradiction is a result of assuming that the truth-value of a property \( \hat{P}_i \) is the same when it is co-measured with different properties. For example, \( \hat{P}_{0,0,0,1} \) shows up in (1) but also in (2). However, the co-measured variables to \( \hat{P}_{0,0,0,1} \) in (1) are all different from the ones in (2). In the example above, therefore, we have nine contexts, and each property shows up in exactly two of those contexts. If we allow, for example, \( \hat{P}_{0,0,0,1} \) to have a different truth-value when co-measured with \( \hat{P}_{0,0,1,0}, \hat{P}_{1,1,0,0}, \) and \( \hat{P}_{1,-1,0,0} \) (call it Context 1) from when it is co-measured with \( \hat{P}_{0,0,0,1}, \hat{P}_{0,1,0,0}, \hat{P}_{1,0,1,0}, \) and \( \hat{P}_{1,0,-1,0} \) (Context 2), we reach no contradiction. It is in this sense that contextuality is claimed for quantum observables: the truth-value of a property varies with its context determined by the collection of co-measured properties.

The above example has some intriguing features. First, it is state-independent. This feature means that it does not matter how we prepare the quantum system; if we try to measure the properties on (1)–(9), they will change from context to context. Therefore contextuality is a property of the quantum-operator algebra. Second, what the KS theorem shows is a logical contradiction that arises from a context-independence assumption. This means that we do not need to involve probabilities in proving the contextuality of quantum properties.

However, probabilities are a fundamental aspect of quantum theory, and perhaps of any empirical theory. So, how could we formulate the KS theorem in terms of probability theory? The hint can be found on [2]: logical inconsistencies are but a special case of probability one events when a joint probability distribution does not exist that describes the outcomes of the experiments. To see this, let us consider the example of four two-valued properties, \( A, A', B, \) and \( B' \), who can only be observed in the following
pairwise experimental arrangements: $A$ with $B$; $A$ with $B'$; $A'$ with $B$; and $A'$ with $B'$. If we assume that those properties are context-independent, then the combination of their values defined by

$$S = AB + AB' + A'B - A'B'$$

is always a number equal or less than two. The reader can verify the previous statement for all possible combinations, but as an example, if $A = 1, A' = -1, B = 1,$ and $B' = 1$, $S = 1 + 1 - 1 + 1 = 2$. Since any combination of $A, A', B,$ and $B'$ yields a value of $S$ that is 2 or less, it follows that convex combinations of $S$ imply that

$$\langle S \rangle \leq 2,$$

where we are using the fact that the mean value of $S$, denoted $\langle S \rangle$, is a convex combination of each of its possible values. It follows, from (11) that if $S > 2$, there is no convex combination of the logical context-independent possibilities that yields the expected value of $S$. In other words, it is not possible to assign probabilities to the possible combinations of values of $A, A', B,$ and $B'$ consistent with $\langle S \rangle > 2$. This is why a joint probability distribution for $A, A', B,$ and $B'$ does not exist, although, of course, marginal probabilities do, since we can use the data tables to, say, compute the value of $\langle AB \rangle$.

We should point out that (11) is one of the CHSH inequalities [14]. By itself, as we saw above, a violation of (11) is sufficient to establish the non-existence of a joint probability distribution or contextuality for the observables in question. However, other inequalities need to be added to (11) to form a set of necessary and sufficient conditions for the contextuality of properties.

The CHSH inequalities [14] are related to Bell’s inequalities [15], and they can be used to show that quantum mechanics is a non-locally contextual theory, or simply non-local. This is done by starting with two spin-1/2 particles, $A$ and $B$, in an entangled state

$$|\psi\rangle = \frac{1}{\sqrt{2}} (|+\rangle - |+\rangle),$$

where $|+\rangle$ is the state where particle $A$ has spin $+1/2$ and $B$ spin $-1/2$ and $|+\rangle$ the other way around. It is easy to prove from (12) that the joint expectation of two spin measurements in directions $\theta_1$ for $A$ and $\theta_2$ for $B$ yield the following correlation:

$$E(\theta_1, \theta_2) = \sin(\theta_1 - \theta_2).$$

The reader can verify that for the combinations of measuring the spin of $A$ at $0^\circ$ and $45^\circ$ and $B$ at $22.5^\circ$ and $67.5^\circ$, $\langle E \rangle = 2\sqrt{2} > 2$, which violates (11). So, quantum mechanics is not only contextual, but its contextuality manifests for observers that may be far apart from each other, such as the case of the two-particle example above. Contextuality appears in quantum mechanics from the structure of the Hilbert space and that it is present even for systems whose properties are space-like separated. This contextuality presents difficulties to the concept of property in quantum mechanics, as they would depend on the experimenter’s choice of a measurement apparatus, as discussed above.

To summarize, in this section, we discussed the idea of contextuality both from an intuitive and formal perspective. We saw that contextuality is the impossibility of consistently assigning truth-values to the same testable proposition in different contexts. Equivalently, a similar assertion holds for observables: it is impossible to assign non-contextual values to all possible observables if some minimal functionality conditions are to be considered [10]. Alternatively, one can interpret contextuality as the proposition (or observable) changing from one context to another. These observations lead to a subtle (but fundamental) problem: do propositions (or observables) retain their identity when considered in different contexts?
Let us be more explicit about this. In the scenario described above, consider the contexts $AB$ and $AB'$. What is the status of observable $A$ in contexts $AB$ and $AB'$? Let us denote $A_B$ and $A_B'$ to the observable $A$ considered in contexts $AB$ and $AB'$, respectively. Usually, since quantum systems obey the no-signal condition, physicists tend to identify $A_B$ and $A_B'$ (i.e., $A_B = A_B'$). However, this assumption is not trivial at all and has indeed been criticized. In some fields of research, $A_B$ and $A_B'$ may not have the same distribution (as is the case in signaling theories) and, even if they have the same content, it should be dubious to identify them. Some authors have proposed that $A_B$ and $A_B'$ should be considered different whenever a system manifests a strong degree of contextuality [16,17]. In previous works [7,18], we have proposed an alternative solution to the dichotomy $A_B = A_B'$ vs $A_B \neq A_B'$. Using a formal framework that allows dealing with collections of indistinguishable objects (see Section 4 of this work), we have proposed that $A_B$ and $A_B'$ can be thought of as indistinguishable (denoted by $A_B \equiv A_B'$). This point of view allows us to connect with contextuality one of the most fundamental features of quantum theory: quantum systems of the same kind are indistinguishable. More specifically, we show in [7,18] that the indistinguishability of particles leads to the indistinguishability of propositions and that this, in turn, gives place to contextuality. In the rest of this work, we elaborate on these ideas further and show a strong connection between the indistinguishability of testable propositions (or observables) and negative probabilities. To do this, we must first introduce a definition of negative probabilities that is useful for our purposes and general enough to cover all physical models of interest.

3. Negative Probabilities

Negative Probabilities (NP) have a long tradition in physics and find applications in different branches of quantum physics [19]. NP appeared in physics early in the 20th century in quantum mechanics, for example, in connection to the Klein-Gordon equation or Wigner’s paper on the classical approximations for quantum statistical mechanics [20]. However, NP were considered an undesirable side effect of a defective model or theory. As such, theories yielding NP were discarded as having no physical interest. The first physicist to take NP seriously was Dirac, who used them as the basis for his interpretation of the theory of photons [21]. They also were discussed by Feynman, who thought they were a promising concept but could not find any use for them [22]. Nevertheless, their study helped understand the connection and differences between quantum and classical systems. In some fields—as is the case in quantum optics—they have even become a tool of everyday use [23]. Furthermore, they form the basis of many contextuality measures [24,25] and serve to characterize quantumness of states and theories [4]. Recent studies aim to understand the differences between the correlations originated in quantum theory and those that come from other plausible no-signaling generalized probabilistic models [26]. In this setting, negative probabilities are used to characterize different features of quantum mechanics [3,27]. Nowadays, NP have become a fundamental tool in quantum information theory and the development of quantum technologies. In particular, they play a significant role in the problem of quantum state estimation [28], the determination of quantum correlations and classicality of quantum states [29], and the study of quantum computers’ speed-up [30,31].

In our discussion of NP, let us start with Wigner’s work. In his 1932 paper [20], Wigner asked the following question: if we have an ensemble of $N$ classical particles, what types of corrections would we have to introduce to their phase-space probability distributions such that their statistics coincided with the quantum one. For this purpose, he constructed what is now known as the Wigner distribution, given by

$$W(r, p) = \frac{1}{(2\pi)^3} \int \psi^*(r + \frac{p}{2s}) \psi\left(r - \frac{p}{2s}\right) e^{ip \cdot s} d^3s,$$

(14)
where \( r \) and \( p \) are the position and momentum, and \( s \) is an integration variable. A similar definition holds for arbitrary pairs of conjugate variables. It is easy to see that \( W \) behaves similarly to a joint probability distribution, in the sense that if we integrate \( W \) on either \( r \) or \( p \) we get the marginal probability distributions. For example,

\[
\int W(r, p) d^3p = |\psi(r)|^2.
\]  

(15)

However, as Wigner pointed out, \( W \) is not a proper joint probability distribution, as it can take negative values. For example, for the ground state of the harmonic oscillator, \( W \) is non-negative, but for the first excited state, it is negative in some regions of the phase space \([32]\). After Wigner, Dirac \([33]\] used negative probabilities to try to solve the problem of infinities in quantum field theory. In his theory, negative probabilities were nothing more than an accounting tool for computing (non-negative) observable probabilities, and carried the same interpretation as the statement “having negative three apples.” This was similar to the interpretation suggested by Feynman in his article on negative probabilities \([22]\). For a review of the history of negative probabilities in physics, the interested reader is referred to \([34]\). More recently, negative probabilities have been used in foundations of quantum mechanics, and the interested reader is referred to references \([6,26,35]\) and references therein. For possible interpretations of negative probabilities that are not based on a pragmatic bookkeeping, readers are referred to \([5,36–39]\).

What are negative probabilities? Let us start with the standard probability theory. The currently accepted axioms for probability were laid down by Kolmogorov \([40]\). In his axioms, we start with a sample set \( \Omega \), which we can think of as possible states of the system of interest. For example, if we are interested in a die’s outcomes, \( \Omega \) could be the set \( \{1, 2, 3, 4, 5, 6\} \). We could, in principle, talk about the probabilities of the members of \( \Omega \). Still, Kolmogorov recognized that, in probability theory, we want to refer to logical combinations of possible states. To do so, he associated with \( \Omega \), a \( \sigma \)-algebra \( F \) of its elements. Once we have \( \Omega \) and \( F \), he define the probability \( p \) as a non-negative real-valued function \( p : F \rightarrow [0, 1] \) satisfying the following properties.

**K1.** \( p(\Omega) = 1 \)

**K2.** For every denumerable and disjoint family \( \{A_i\}_{i \in \mathbb{N}} \), \( p(\bigcup A_i) = \sum_i p(A_i) \).

It is easy to see, for simple examples, that Kolmogorov’s definition captures the essence of probabilities first put forth by Pascal and then developed throughout the centuries (for a wonderful historical account of probability theory, see \([41]\)).

However, as we saw in Section 2, it is not always possible to have a joint probability distribution that accounts for all experimental outcomes. There are different ways to approach this lack of a joint. One possibility is to notice that the algebra of observables is not Boolean, but follows a lattice structure that does not allow for certain Boolean operations (for example, the complement of a property may not exist) \([42]\). This is the quantum logic approach, and one could try to create a probability calculus over lattices, and not Boolean algebras. Of course, one such probability calculus is the Hilbert space formalism. Another approach could be to modify Kolmogorov’s definition to allow for a new probability function, say \( p^* \), to exist. For example, we could change K2 from an equality to an inequality, as is the case for upper and lower probabilities \([43–45]\). Another possibility is to keep the algebra intact, as well as K1 and K2, but change the requirement that \( p \) is non-negative, i.e., to allow for negative probabilities.

What are the axioms for negative probabilities? To give a straightforward description based on measure theory (obtaining thus a canonical generalization of Kolmogorov’s approach), we rely on the notion of compatible random variables and signed measure spaces. In the rest of this section, we will try to motivate and write down a definition for negative probabilities in the spirit of Kolmogorov.

Let us start with a definition of random variables.
**Definition 1.** Let \((\Omega, \mathcal{F}, p)\) be a probability space, and let \((M, M)\) be a Borel space with elements of \(M\) being real numbers, i.e., \(M\) is a \(\sigma\)-algebra over \(M\). A (real-valued) random variable \(R\) is a measurable function \(R : \Omega \to M\), i.e., for all \(m \in M\), \(R^{-1}(m) \in \mathcal{F}\).

Though the above definition may seem complicated, it is intuitive. What it says is that we can associate to partitions of the sample space \(\Omega\) a particular real number. A simple example is the game of craps. Imagine we throw two dice and record their outcomes. A sample space for this example is \((1, 1), (1, 2), \ldots, (6, 6)\), where each ordered pair corresponds to an outcome for each die. In a game of craps, often, what matters is the sum of the values and not the individual outcomes. For example, rolling a seven out, a sometimes desired outcome, is the result of one of the following outcomes: \((1, 6), (2, 5), (3, 4), (4, 3), (5, 2),\) or \((6, 1)\). A random variable yielding the sum of the thrown dice would associate to all those outcomes the value 7. As defined, random variables are a way to model outcomes of experiments or observations that are stochastic, i.e., that have certain randomness associated with them.

If we look back at our examples in Section 2, we can see that random variables may express contextuality. For example, let us consider the four two-valued properties \(A, A', B,\) and \(B'\). Since they could be used to describe yes/no properties, let us think of each of them as a \(\pm 1\)-valued random variables in a given a probability space \((\Omega, \mathcal{F}, p)\), e.g., \(A : \Omega \to 1, -1\). In terms of random variables, (10) would be rewritten simply as

\[
S = AB + AB' + A'B - A'B'.
\]  
(16)

Since it follows from standard probability theory that

\[
\langle S \rangle = \langle AB \rangle + \langle AB' \rangle + \langle A'B \rangle - \langle A'B' \rangle \leq 2,
\]  
(17)

any violation of this inequality would imply that no (standard) probability space exists that allow for the correlations observed in those random variables. Equation (17) is one of the well-known CHSH inequalities, which are necessary and sufficient conditions for the existence of a joint probability distribution [14,46]. However, for this example, it is trivial to construct four different probability spaces for each experimental situation, i.e. \(A\) and \(B\), \(A'\) and \(B\), \(A\) and \(B'\), and \(A'\) and \(B'\). The impossibility is to find a single probability space that yields all four correlations that are experimentally observed in quantum theory. And this is how random variables can help us define negative probabilities. We can relax the non-negativity assumption as long as we guarantee that all observable properties do not result in negative probabilities (we point out that with weak measures, negative probabilities may be “observable,” but we will not discuss this here; readers are referred to [47,48]). This motivates the following definitions.

**Definition 2.** Let \(\Omega\) be a sample space and \(\mathcal{F}\) a \(\sigma\)-algebra over \(\Omega\). A signed measure is a function \(\mu : \mathcal{F} \to \mathbb{R}\) such that

\[
\mu(\emptyset) = 0
\]  
(18)

and for every denumerable and disjoint family \(\{A_i\}_{i \in \mathbb{N}}\)

\[
\mu\left(\bigcup_i A_i\right) = \sum_i \mu(A_i)
\]  
(19)

The triple \((\Omega, \mathcal{F}, \mu)\) is called a signed measure space [49].

Signed measure spaces expand the idea of measures (not probabilities), to the negative domain. However, it should be clear to the reader that signed measures are a generalization of probability measures, one we will use to define negative probabilities.
**Definition 3.** Let \((\Omega, \mathcal{F}, \mu)\) be a signed measure space, and let \((M, \mathcal{M})\) be a Borel space with elements of \(M\) being real numbers, i.e., \(\mathcal{M}\) is a \(\sigma\)-algebra over \(M\). A (real-valued) extended random variable \(R^*\) is a measurable function \(R^* : \Omega \rightarrow M\), i.e., for all \(m \in \mathcal{M}\), \((R^*)^{-1}(m) \in \mathcal{F}\).

Notice that extended random variables are not at all equivalent to random variables, except in special cases when \(\mu\) is a probability measure.

**Definition 4.** Let \(\{R^*_i\}, i = 1, \ldots, n\) be a collection of extended random variables defined on a signed measure space \((\Omega, \mathcal{F}, \mu)\). A \(\mu\)-induced context is a subset \(C^\mu_i = \{R^*_k\}_{k \in N_j}, N_j \subset \{1, \ldots, n\}\), for which there exists a sub-\(\sigma\)-algebra \(\mathcal{F}_j\) of \(\mathcal{F}\) such that, by defining \(p^\mu_j(F) := \mu(F)\) for all \(F \in \mathcal{F}_j\), the triad \((\Omega, \mathcal{F}_j, p^\mu_j)\) becomes a probability space, and \(R^*_k\) is a random variable with respect to it, for all \(k \in \{1, \ldots, n_j\}\).

Some observations are in order. First, the notion of context given by Definition 4 depends on the chosen measure \(\mu\). Since we are grounding our definitions on measure theory, the available mathematical tools are a set \(\Omega\), a collection \(\mathcal{F}\) of subsets of it (forming a Boolean algebra), and a signed measure \(\mu\). The dependence on \(\mu\) makes our definition of context measure dependent. We aim to represent each possible state of the system under study by a normalized signed measure. A concrete probabilistic model for a system is determined when all its possible states are specified. Once this is done, the contexts of the theory can be unambiguously determined as follows. We denote by \(S\) to the collection of all possible states of a system, described as signed measurable spaces. In order to obtain a consistent theory (such as a classical or quantum probability theory), we assume that all states have associated the same outcome set \(\Omega\) and the same \(\sigma\)-algebra \(\mathcal{F}\) and that they are normalized. It is useful to put this in terms of a definition.

**Definition 5.** Let \(\Omega\) be a set and \(\mathcal{F}\) a \(\sigma\)-algebra of subsets of \(\Omega\). A family of signed probabilistic models for \((\Omega, \mathcal{F})\) is a collection \(S_{(\Omega, \mathcal{F})}\) of signed measures on \((\Omega, \mathcal{F})\) such that, for all \(\mu \in S_{(\Omega, \mathcal{F})}\), \(\mu(\Omega) = 1\). Any \(\mu \in S_{(\Omega, \mathcal{F})}\) is called a state of the model.

The above definition is analogous to that of states in a classical probabilistic model, the sole difference being that we allow the states to take negative values. In order to describe the observables of physical theories, we need each extended random variable to be consistently defined with regard to all possible states \(S_{(\Omega, \mathcal{F})}\) in the following sense. Considered as a function \(R^*_i : \Omega \rightarrow \mathbb{R}\), we must have that each extended random variable must satisfy \((R^*_i)^{-1}(\Delta) \in \mathcal{F}\), for every Borel set \(\Delta \subseteq \mathbb{R}\) (this means that the \(R^*_i\)'s are measurable functions with regard to all possible \(\mu \in S_{(\Omega, \mathcal{F})}\)). This condition grants that the extended random variables are well defined for all \(\mu \in S_{(\Omega, \mathcal{F})}\). With these definitions, we are ready to provide a state-independent definition of context.

**Definition 6.** Consider a family of signed probability models \(S_{(\Omega, \mathcal{F})}\). Let \(\{R^*_i\}, i = 1, \ldots, n\) be a collection of extended random variables defined on \(S_{(\Omega, \mathcal{F})}\). A general context is a subset \(C^\mu_j = \{R^*_k\}_{k \in N_j}, N_j \subset \{1, \ldots, n\}\) of those extended random variables, for which there exists a sub-\(\sigma\)-algebra \(\mathcal{F}_j\) of \(\mathcal{F}\) satisfying that, for all \(\mu \in S\), by defining \(p^\mu_j(F) := \mu(F)\) for all \(F \in \mathcal{F}_j\), the triad \((\Omega, \mathcal{F}_j, p^\mu_j)\) becomes a probability space, and \(R^*_k\) is a random variable with respect to it, for all \(k \in \{1, \ldots, n_j\}\).

Using the definition of general context, we can naturally introduce the notion of signed probability space as follows.
Definition 7. A signed probability space, also called here negative probability space, is a signed measure space \((\Omega, \mathcal{F}, \mu)\) endowed with a non-empty set of contexts \(C = \{ C_i^j \}\) (in the sense of Definition 4), such that \(\mu(\Omega) = 1\). The measure \(\mu\) in this space is a signed probability or negative probability.

In other words, a signed probability space is a signed measure space for which there exist contexts, and these contexts give place to well defined probabilistic scenarios.

Proposition 1. If a state \(\mu \in \mathcal{S}(\Omega, \mathcal{F})\) of an extended probabilistic model admits a non-empty set of contexts, then, it defines a signed probability space.

Proof. If \(\mu \in \mathcal{S}(\Omega, \mathcal{F})\) is a state, then, \(\mu\) is a signed measure on \((\Omega, \mathcal{F})\) such that \(\mu(\Omega) = 1\). Thus, the existence of a non empty family of contexts for \((\Omega, \mathcal{F}, \mu)\), makes it satisfy Definition 7.

After the above Definitions, it is important to make the following remarks.

Proposition 2. If \((\Omega, \mathcal{F}, p)\) is a probability space, then it is also a signed probability space.

Proof. Any \((\Omega, \mathcal{F}, p)\) satisfying Kolmogorov’s axioms also satisfies the axioms of signed measure in Definition 2. Given that \(p\) is normalized, it is also a state with respect to the pair \((\Omega, \mathcal{F})\). Any collection of random variables defined on \((\Omega, \mathcal{F}, p)\), induces a context satisfying Definition 4 (by taking sub-\(\sigma\)-algebra as \(\mathcal{F}\) itself). Thus, the states of classical probabilistic systems can be described as a particular case of signed probabilities.

The states of the extended probability model of quantum theory are just the quantum states’ images under the Wigner transform. Any context of a quantum system—understood in the usual sense of a family of commuting observables—can be described in our approach by a collection of extended random variables.

Definitions 4, 6, and 7 are inspired in the following properties of the Wigner distribution function. For simplicity, suppose that we have a phase space \(\Omega = \{(x, p) \in \mathbb{R} \times \mathbb{R}\} = \Omega_1 \times \Omega_2\) (i.e., we are taking \(\Omega_1 = \mathbb{R} = \Omega_2\)). Let \(\mathcal{F}\) be the collection of Borel subsets of \(\Omega\). Then, we have that the quasi-probability of obtaining a system in the set \(F \in \mathcal{F}\) is given by \(\mu(F) := \int \int_F W(x, p) dx dp\), where \(W(x, p)\) is the Wigner distribution function. Indeed, this distribution defines a normalized signed measurable space \((\Omega, \mathcal{F}, \mu)\).

To obtain the marginal measures, we must do as follows. Let \(\mathcal{F}_1\) be the subalgebra of \(\mathcal{F}\) formed by all elements of the form \(\Delta \times \Omega_2\), where \(\Delta\) ranges over any possible Borel set of the real line. Define \(W(x) := \int_{\Omega_2} W(x, p) dp\) and \(p_1^\mu(\Delta \times \Omega_2) := \int_\Delta W(x) dx = \int_\Delta \int_{\Omega_2} W(x, p) dx dp = \mu(\Delta \times \Omega_2)\). While \(\mu\) is not in general a positive measure, \(p_1\) always is, and \((\Omega, \mathcal{F}_1, p_1^\mu)\) is indeed Kolmogorovian. It also coincides numerically with the probabilities for position context computed from the quantum formalism. A similar Kolmogorovian measure \((\Omega, \mathcal{F}_2, p_2^\mu)\) can be obtained in an analogous way for the momentum context.

Further comments are in order:

- Suppose that a random variable belongs to two different general contexts \(C_i\) and \(C_j\) (according to Definition 6). For each \(\mu \in \mathcal{S}\), the condition \(p_i^\mu(F) := \mu(F)\) in Definition 6 implies that \(p_i^\mu(F) = \mu(F) = p_j^\mu(F)\), for all events \(F\) associated to this random variable. In other words, the probability of a proposition is independent of the context in which it is tested. This implies that the probability distribution assigned to an observable will be independent of the other observables with which it is co-measured. This condition is nothing but the generalized version of the no-signaling condition in physics (we will further discuss this below). It means that the probability of a given event (or more generally, the probability distribution of a given random variable) will not depend on the context in
which it is considered. Thus, according to Definition 6, all negative probabilities that we consider satisfy the no-signaling condition.

- In Definition 6, for each \( \mu \), all measurable functions defined over the probability space \((\Omega_i, \mathcal{F}_i, \mu_i)\) define legitimate observables in the classical sense. These observables are all compatible. It is in this sense that the \( C_j \)'s define contexts. If we mix an observable from context \( i \) with other taken from context \( j \), there is no reason to assume that there will exist a joint (Kolmogorovian) probability distribution for them, because \( \mu \) is not necessarily positive definite. For example, the proposition “the observable \( f_i \) (taken from context \( C_i \)) possesses its value in the interval \( \Delta \in \mathcal{F}_i \) and the observable \( g_j \) (from context \( j \)) possesses its value in the set \( \Gamma \in \mathcal{F}_j \), has a quasi-probability given by \( \mu(\Delta \times \Gamma) \). These observables are not necessarily compatible because, by construction, we allow this quantity to be negative. Being negative, this probability cannot be observed in any measurement context.

Each context represents a real empirical scenario, where probabilities and observable quantities are suitably defined. In general, given a set of random variables, it is not necessarily true that a joint probability distribution (understood in the Kolmogorovian sense) exists for all variables. However, for random variables describing physical measurements in different contexts, a negative probability distribution can always be constructed. Definition 7 includes those cases.

A typical practical situation is the following. Suppose that a collection of contexts \( \{C_j\} \) is given and that there is more than one signed probability space in which those contexts are defined. Among all possible signed probability spaces compatible with a family of contexts, which one should we chose? To help us understand this question, we should define compatible signed probability spaces.

**Definition 8.** A family of signed probability spaces is compatible if their collection of contexts is the same.

Given a family of contexts \( F = \{C_i\} \), call \( S(F) \) the maximal set of compatible signed probability spaces that have \( F \) as its collection of contexts. Which signed probability space should we take among all possible in \( S(F) \)? The problem of the existence of a “minimal one” is subtle and will be treated elsewhere. Instead, we give here the following definition, which is useful in many circumstances. We also restrict to finite sets in order to simplify the analysis.

**Definition 9.** Let \( \Omega_i = (\Omega_i, \mathcal{F}_i, \mu_i), i \in I \), be a compatible collection of signed probability spaces. For each \( \Omega_i \), let \( M_i = \sum_{\omega \in \Omega_i} |\mu_i(\omega)| \). Then \( \Omega_k \) is a minimal signed (or negative) probability space if \( M_k = \min \{ M_i | i \in I \} \) when it exists.

From now on, we will use the notation \( p^* \) for negative probabilities, \( p \) for regular probabilities, and \( \mu \) for measures that are not necessarily probabilities (signed or not). With this notation in mind, we can write the following results [6].

**Proposition 3.** Let \( \Omega = (\Omega, \mathcal{F}, p^*) \) be a minimum signed probability space. If \( M = \sum_{\omega \in \Omega} |p^*(\omega)| = 1 \), then \( \Omega \) is also a probability space. Alternatively, if \( \Omega \) is a probability space, then it is also a minimum signed probability space, with \( M = 1 \).

**Proof.** Since, by Definition 9, we have \( \sum_{\omega \in \Omega} p^*(\omega) = 1 \), it follows that \( \sum_{\omega \in \Omega} |p^*(\omega)| = 1 \) implies \( p^*(\omega) \) is non-negative for all \( \omega \in \Omega \). Given that negative probabilities satisfy all of Kolmogorov’s axioms except the non-negativity one, it follows that \( p^* \) is a probability, if \( M = 1 \). Alternatively, for non-negative \( p^* \) that add to one, it is immediate that the sum of their absolute value also add to one. See reference [6] for details. \( \square \)
The above Proposition suggests that the L1 norm plays an essential role in whether a probability distribution exists or not for a set of correlations and random variables. This motivates the following definition.

**Definition 10.** Let $\Omega = (\Omega, F, p^*)$ be a minimal signed probability space. The quantity $\delta$, defined as $\delta = \sum_{\omega \in \Omega} |p^*(\omega)| - 1$ is called the contextuality index of $\Omega$ or, in short, contextuality index.

The contextuality index provides a measure of contextuality for a set of experimental outcomes associated to observations of a system. This is at the core of the following proposition, but is also suggested by the previous one.

**Proposition 4.** A collection of no-signaling extended random variables on a minimal signed probability space is contextual if and only if the contextuality index $\delta$ is greater than zero.

**Proof.** If we assume that the random variables are contextual, this means that there is no non-negative joint probability distribution that explains all the correlations for the random variables. But since they are no-signaling, from [6] it follows that there is a negative probability consistent with the correlations. Since, by definition, $\sum_{\omega \in \Omega} p^*(\omega) = 1$, and some of the $p^*(\omega) < 0$, it follows that $\sum_{\omega \in \Omega} |p^*(\omega)| > 1$, and therefore $\delta \neq 0$. Also, from the definition of negative probabilities, it follows that $\delta$ cannot be less than zero, and we have that $\delta > 0$. Now, let us assume that $\delta > 0$. Since $\delta$ is the lowest possible value for the L1 norm minus one, this implies that there is no non-negative joint, which also implies contextuality. For a more detailed proof using a different definition of negative probabilities, see [6].

Another straightforward consequence of the definition of negative probabilities is that, for each context $C_i$, the extended random variables are equivalent to regular random variables. This equivalency should not come as a surprise since, for each context, we have a complete data table involving all possible experimental outcomes. We also point out that if there exists a context $C_i$ such that $\Omega_i = \Omega$, then $p^*$ is a probability.

Let us now examine some examples. Let $R_1$, $R_2$, and $R_3$ be three extended random variables defined over a negative probability space, and assume that $C_1 = (R_1, R_2)$ and $C_2 = (R_1, R_3)$ define two different measurement contexts. Then, it follows from Definition 9 that $p^*(R_1 = a) = \sum_{\beta_1} p^*(R_1 = a|R_2 = \beta_1)p^*(R_2 = \beta_1)$ and $p^*(R_1 = a) = \sum_{\beta_3} p^*(R_1 = a|R_3 = \beta_3)p^*(R_3 = \beta_3)$, where $a$ and $\beta_i$ are the possible values the random variables can take. In other words, the (pseudo) probability distribution of a random variable defined over a negative probability space cannot depend on whether it is co-observed with one or another random variable [26,35,50]. As remarked above, this property is known in the physics literature as the “no-signaling condition” [51]. Alternatively, if experimental observations of a quantity show its probability distributions as independent of other co-observable variables, then it follows that there always exist a negative probability with extended random variables that model the experimental outcomes. In other words, the existence of extended random variables on a negative probability space is a necessary and sufficient condition for the non-signaling condition to hold [26,35,50].

The equivalence between negative probabilities and non-signaling is one reason why negative probabilities may be a useful tool for exploring the quantum world. Additionally, other properties of quantum systems are well described by negative probabilities. For example, in reference [52], many of the principles attempted to describe quantum mechanics were represented in terms of negative probabilities. It was shown there that negative probabilities provided an elegant and straightforward way to express them.
At this point, it is illustrative to consider the example of two photons, \(A\) and \(B\), in the singlet state with \(z\)-polarization either \(\pm 1\), given by (12). We saw in Section 2 that no probability distribution exists that can account for the quantum correlations, because quantum mechanics violates (11). However, let us see how we can build a negative probability distribution for the above example. First, we point out that for the above case, the smallest \(\Omega\) we can use, without loss of generality [53], is given by

\[
\Omega = \{\omega_{aa'bb'}, \omega_{aa'bb'}, \omega_{aa'bb'}, \omega_{aa'bb'}, \omega_{aa'bb'}, \ldots, \omega_{aa'bb'}, \omega_{aa'bb'}\},
\]

(20)

where \(\omega_{aa'bb'}\) corresponds to the outcome \(A = a, A' = a', B = b, \) and \(B' = b'\). It should be clear that \(\Omega\) generates a \(\sigma\)-algebra \(\mathcal{F}\), formed by all its subsets (i.e., \(\mathcal{F} = \mathcal{P}(\Omega)\)). Accordingly, the random variables can be defined easily from \(\Omega\). For example, \(A\) would be the random variable defined as the following function.

\[
A(\omega) = \begin{cases} 
+1 & \text{if } \omega \in \{\omega_{aa'bb'}, \omega_{aa'bb'}, \omega_{aa'bb'}, \omega_{aa'bb'}, \omega_{aa'bb'}, \omega_{aa'bb'}\}, \\
-1 & \text{if } \omega \in \{\omega_{aa'bb'}, \omega_{aa'bb'}, \omega_{aa'bb'}, \omega_{aa'bb'}, \omega_{aa'bb'}, \omega_{aa'bb'}\}.
\end{cases}
\]

(21)

Alternatively, \(A'\) is given by

\[
A'(\omega) = \begin{cases} 
+1 & \text{if } \omega \in \{\omega_{aa'bb'}, \omega_{aa'bb'}, \omega_{aa'bb'}, \omega_{aa'bb'}, \omega_{aa'bb'}, \omega_{aa'bb'}\}, \\
-1 & \text{if } \omega \in \{\omega_{aa'bb'}, \omega_{aa'bb'}, \omega_{aa'bb'}, \omega_{aa'bb'}, \omega_{aa'bb'}, \omega_{aa'bb'}\}.
\end{cases}
\]

(22)

and similarly for \(B\) and \(B'\). On the other hand, given that \(A\) and \(B\) are compatible in the two photons model, there exists a context that contains both. This means that there exists an observable \((A, B)\), that gives the joint outcomes \((i, j)\) \((i, j = \pm 1)\) of performing a simultaneous measure of both \(A\) and \(B\). It is defined by

\[
(A, B)(\omega) = \begin{cases} 
(+1, +1) & \text{if } \omega \in \{\omega_{aa'bb'}, \omega_{aa'bb'}, \omega_{aa'bb'}, \omega_{aa'bb'}, \omega_{aa'bb'}, \omega_{aa'bb'}\}, \\
(-1, +1) & \text{if } \omega \in \{\omega_{aa'bb'}, \omega_{aa'bb'}, \omega_{aa'bb'}, \omega_{aa'bb'}, \omega_{aa'bb'}, \omega_{aa'bb'}\}, \\
(+1, -1) & \text{if } \omega \in \{\omega_{aa'bb'}, \omega_{aa'bb'}, \omega_{aa'bb'}, \omega_{aa'bb'}, \omega_{aa'bb'}, \omega_{aa'bb'}\}, \\
(-1, -1) & \text{if } \omega \in \{\omega_{aa'bb'}, \omega_{aa'bb'}, \omega_{aa'bb'}, \omega_{aa'bb'}, \omega_{aa'bb'}, \omega_{aa'bb'}\}.
\end{cases}
\]

(23)

Let us see how the context defined by \(AB\) defines a probability space, and how this space relates to \(\Omega\) and \(\mathcal{F}\). Notice first that all possible propositions associated to \((A, B)\) (which have the form “\(A\) has value \(i\) and \(B\) has value \(j\)”, for \(i, j = \pm 1\)), are represented by the subsets of \(\Omega\) listed in Equation (23). By computing all possible unions, intersections and complements of these subsets, a Boolean subalgebra \(\mathcal{F}_{(A, B)}\) of \(\mathcal{F}\) is generated. Now, in a two photons state, \(A\) and \(B\) are of course compatible, and there exists a probability assignment (defined by a quantum state of the compound system) \(\mu_{(A, B)}\) such that the triad \((\Omega, \mathcal{F}_{(A, B)}, \mu_{(A, B)})\) is a classical probability space. If we now consider a global probability assignment \((\Omega, \mathcal{F}, \mu)\) (satisfying Definition 7), if it is a valid extension, we must have that \(\mu(F) = \mu_{(A, B)}(F)\) for all \(F \in \mathcal{F}_{(A, B)}\).

Another interesting observable is given by the product of outcomes of \(A\) and \(B\). Let us denote it by \(AB\). It is defined by

\[
AB(\omega) = \begin{cases} 
1 & \text{if } \omega \in \{\omega_{aa'bb'}, \omega_{aa'bb'}, \omega_{aa'bb'}, \omega_{aa'bb'}, \omega_{aa'bb'}, \omega_{aa'bb'}\}, \\
-1 & \text{if } \omega \in \{\omega_{aa'bb'}, \omega_{aa'bb'}, \omega_{aa'bb'}, \omega_{aa'bb'}, \omega_{aa'bb'}, \omega_{aa'bb'}\}.
\end{cases}
\]

(24)

We obtain again a Boolean subalgebra \(\mathcal{F}_{AB}\) of \(\mathcal{F}\). Similar constructions can be made for \(A'B, AB', AA', BB', (A, A'), (A, B'), \) and so on. What are the differences between those observables that mix incompatible
observables (such as $AA'$) with respect to those which do not (such as $AB$)? If we write down the details for $AA'$, we obtain

$$AA'(\omega) = \begin{cases} 1 & \text{if } \omega \in \{\omega_{aa'b'b'}, \omega_{aa'b'b'}, \omega_{aa'b'b'}, \omega_{aa'b'b'}, \omega_{aa'b'b'}, \omega_{aa'b'b'}, \omega_{aa'b'b'}, \omega_{aa'b'b'}\} \\ -1 & \text{if } \omega \in \{\omega_{aa'b'b'}, \omega_{aa'b'b'}, \omega_{aa'b'b'}, \omega_{aa'b'b'}, \omega_{aa'b'b'}, \omega_{aa'b'b'}, \omega_{aa'b'b'}, \omega_{aa'b'b'}\} \end{cases}. \quad (25)$$

We get again a Boolean subalgebra $F_{AA'}$ for $AA'$. Notice first that $F_{AA'} \neq F_{AB}$. Second, if we want to define probabilities for the outcomes of $AA'$, we have to consider the measures defined by the model we are considering, here a two photons system. In this case, the states are determined by the Born rule. We know that if a collection of observables is commutative, a quantum state assigns them a positive probability. Thus, any legitimate quantum state will assign positive probabilities for all the events in the Boolean algebras $F_{AB}, F_{AA'}$, $F_{AA}$, and $F_{BB'}$. What happens with the events in $F_{AA'}$ and $F_{BB'}$? The non-negativity of the probabilities assigned by quantum states to the propositions associated with those algebras is no longer granted. This will become clear with the examples discussed in the following Section (see Proposition 7).

Quantum mechanics tells us that, in addition to the correlations in (13), the observable expectations also satisfy the following:

$$\langle A \rangle = \langle A' \rangle = \langle B \rangle = \langle B' \rangle = 0. \quad (26)$$

If we now impose (13) and (26) to the probabilities, from the definition of the random variables set above, we would have at once that the probabilities of $\omega_i$ would have to satisfy the following set of linear equations.

\[
\begin{align*}
& P_{aa'b'b'} + P_{aa'b'b'} + P_{aa'b'b'} + P_{aa'b'b'} + P_{aa'b'b'} + P_{aa'b'b'} + P_{aa'b'b'} + P_{aa'b'b'} = 1, \quad (27) \\
& -P_{aa'b'b'} - P_{aa'b'b'} - P_{aa'b'b'} - P_{aa'b'b'} - P_{aa'b'b'} - P_{aa'b'b'} - P_{aa'b'b'} - P_{aa'b'b'} = 0, \quad (28) \\
& -P_{aa'b'b'} - P_{aa'b'b'} - P_{aa'b'b'} - P_{aa'b'b'} - P_{aa'b'b'} - P_{aa'b'b'} - P_{aa'b'b'} - P_{aa'b'b'} = 0, \quad (29) \\
& -P_{aa'b'b'} - P_{aa'b'b'} - P_{aa'b'b'} - P_{aa'b'b'} - P_{aa'b'b'} - P_{aa'b'b'} - P_{aa'b'b'} - P_{aa'b'b'} = 0, \quad (30) \\
& -P_{aa'b'b'} - P_{aa'b'b'} - P_{aa'b'b'} - P_{aa'b'b'} - P_{aa'b'b'} - P_{aa'b'b'} - P_{aa'b'b'} - P_{aa'b'b'} = 0, \quad (31) \\
& P_{aa'b'b'} + P_{aa'b'b'} + P_{aa'b'b'} + P_{aa'b'b'} + P_{aa'b'b'} + P_{aa'b'b'} + P_{aa'b'b'} + P_{aa'b'b'} = \frac{1}{\sqrt{2}}, \quad (32) \\
& P_{aa'b'b'} + P_{aa'b'b'} + P_{aa'b'b'} + P_{aa'b'b'} + P_{aa'b'b'} + P_{aa'b'b'} + P_{aa'b'b'} + P_{aa'b'b'} = \frac{1}{\sqrt{2}}, \quad (33) \\
& P_{aa'b'b'} + P_{aa'b'b'} + P_{aa'b'b'} + P_{aa'b'b'} + P_{aa'b'b'} + P_{aa'b'b'} + P_{aa'b'b'} + P_{aa'b'b'} = \frac{1}{\sqrt{2}}, \quad (34) \\
& P_{aa'b'b'} + P_{aa'b'b'} + P_{aa'b'b'} + P_{aa'b'b'} + P_{aa'b'b'} + P_{aa'b'b'} + P_{aa'b'b'} + P_{aa'b'b'} = -\frac{1}{\sqrt{2}}. \quad (35)
\end{align*}
\]
where we are using the simplifying notation that \( p_{a'd'b'} = p^*(\omega_{a'd'b'}) \), \( p_{ad'b'} = p^*(\omega_{ad'b'}) \), and so on. Notice that Equation (27) corresponds to the condition \( \mu(\Omega) = 1 \) in Definition 7. Equations (28)–(31) represent the expectations in (26). Finally, Equations (32)–(35) are the expectations computed using (13).

Equations (27)–(35) form a set of nine linearly independent equations. However, to completely determine the probabilities of each of the 16 elementary events \( \omega_i \in \Omega \), one needs a total of 16 equations. Thus, the problem is under-determined. However, it is possible to write a general solution to (27)–(35) that will have seven undetermined parameters, and it is straightforward to show that at least one of the \( p_{\omega_i} \)'s are negative for all possible solutions. But if one compute the marginal expectations for each of the experimental contexts, one would observe that for contexts \( C_1 = (A, B) \), \( C_2 = (A', B) \), \( C_3 = (A, B') \), and \( C_4 = (A', B) \), all the marginal probabilities are non-negative. What we mean is that the marginal probabilities observed in, say, \( C_1 \), i.e. \( p^*(A = \pm 1, B = \pm 1) \), are all non-negative. This comes from the constraints in (27)–(35). An explicit solution to (27)–(35) is lengthy and cumbersome but can be obtained easily. The interested reader can either examine a solution given in reference [6] or compute it themselves.

We now prove a general relationship between quantum mechanics and negative probabilities.

**Proposition 5.** Let \( Q \) be the collection of complete sets of simultaneously observable one-dimensional projection operators on a Hilbert space \( \mathcal{H} \), i.e., for each \( Q_i \in Q \) there are \( N = \dim \mathcal{H} \) commuting projection operators such that \( \sum_{\hat{P} \in Q_i} \hat{P} = 1 \). Let \( \mu \) be a measure over elements of \( Q_i \) given by Born’s rule. Let also \( \{ R^i_\delta \} \) be a collection of extended dichotomous random variables on a signed measure space \( (\Omega, \mathcal{F}, \mu) \), such that for each \( Q_i \) there is a context \( C_i \) such that for all \( \hat{P}_j \in Q_i \) there is a 1-1 equivalent element of \( C_i \) with the same marginal probability distributions, i.e., within a context \( C_i \) the expectations of \( R^i_\delta \) and \( \hat{P}_j \) are the same, as well as any other higher moments in combination with other variables in the same context. Then \( \mu \) is a negative probability space that represents all contexts \( C_i \).

**Proof.** To prove that \( \mu \) is negative probability space, we just need to show that \( \mu(\Omega) = 1 \). In order do so, let us notice that each extended random variable \( R^i_\delta \) defines a partition of the sample space \( \Omega \) corresponding to each of their values (similarly to what we had in Equations (21)–(25)). For each combination of extended random variables, there is a corresponding partition. In particular, for a given projection operator, say, \( \hat{P}_1 \), by assumption, there exists a two-valued extended random variable \( R^1_\delta \). The two outcomes, \( R^1_\delta = 1 \) and \( R^1_\delta = -1 \), define a partition of \( \Omega \), formed by two subsets that we denote by \( F_1 \) and \( F_{-1} \), such that \( F_1 \cap F_{-1} = \emptyset \) and \( F_1 \cup F_{-1} = \Omega \). Since the measure \( \mu \) assigns to those subsets the same probabilities as the Born’s rule, we must have \( 1 = \langle \hat{P}_1 \rangle + \langle 1 - \hat{P}_1 \rangle = \mu(F_1) + \mu(F_{-1}) = \mu(\Omega) \). Thus, \( \mu \) is normalized, and defines a negative probability. \( \square \)

In the following section we present, in Propositions 6 and 7, examples of how this result applies in simple but important cases. We end with this section with a final comment. The requirement that \( p^* \) minimizes the L1 norm (see Definition 9) provides us with a number \( \delta \) that is greater than or equal to zero. If it is zero, the random variables are not contextual, and proper a joint probability distribution exists. However, the correlations for the Bell-EPR case do not allow for a proper joint [54]. The fact that \( \delta \) is not zero provides a way for measuring how contextual (or, in this case, because it is contextual-at-a-distance, how non-local) a system of random variables is. The more \( \delta \) departs from 0, the more contextual it is [16,24,55,56].

In this section, we showed a generalized probability theory that includes negative (or signed) probabilities. This theory is well suited for describing quantum systems, as it is compatible with the no-signaling condition. Furthermore, negative probabilities have advantages with other alternative extended probability theories. For example, upper and lower probabilities can also be used to describe quantum contextuality [43,44]. However, because upper and lower probabilities involve inequalities,
their computation is challenging and cumbersome. Additionally, the main appeal for upper and lower probabilities is that they have an interpretation. For instance, monotonic upper and lower probabilities can be interpreted within Dempster-Shaffer theory (they call them plausibility and belief, respectively) [57]. However, this interpretation fails in quantum theory, where upper and lower probabilities are non-monotonic, and Dempster-Shaffer’s reasoning does not apply anymore.

Unlike upper probabilities, negative probabilities can be easily computed, as shown in the example above. Furthermore, one can use negative probabilities as a contextual calculus for conflicting subjective contextual information even outside of physics [58–61]. So, the use of negative probabilities for quantum systems seem worth exploring.

However, a question often asked is this: what is the meaning of an event having a negative probability? First, we point out that, in our definition, negative probability events are never observed: negative probabilities exist for the unobserved joint events. This is similar to the use of negative numbers to count physical objects, e.g., apples in a fruit stand. Of course, the concept of a negative number of apples is absurd: one could never observe \(-3\) apples. This is emphasized by DeMorgan’s comment about negative numbers [62]: “[the student] must reject the definition still sometimes given of the quantity \(-a\), that it is less than nothing. It is astonishing that the human intellect should ever have tolerated such an absurdity as the idea of a quantity less than nothing; above all, that the notion should have outlived the belief in judicial astrology and the existence of witches, either of which is ten thousand times more possible.” Even though the meaning may be problematic for DeMorgan, the use of negative numbers to track operations of future sales and purchases of apples does not need to be; a negative number of apples makes sense, but only as an accounting trick that helps us figure out the observable (non-negative) final number of apples. We do not need an interpretation of negative numbers of apples. In this sense, an interpretation of negative probabilities is as unnecessary as an interpretation of negative numbers of apples.

Nevertheless, there are many different interpretations of negative probabilities for non-monotonic systems (see [5,36,37,39,63,64]). For example, Khrennikov proposes that negative probabilities are associated with sequences that violate von Mises’s principle of stability, which states that probabilities are about well-behaved sequences whose mean converge to a certain number [37]. By focusing on infinite sequences that do not converge using the standard real-number metric, Khrennikov showed that such sequences converge using \(p\)-adic numbers, with negative probabilities being associated to such sequences that violated the principle of stability. Another approach is that of Abramsky and Brandenburger [5]. They proposed to use negative probabilities to describe a data table where events could themselves be signed. In their interpretation, the joint event of, say, three random variables being \(+1\), would also carry an additional bit, a sign. Two events could then cancel each other if their signs were different, and negative probabilities manifest those two types of events. As mentioned in the previous paragraph, another way to think about negative probabilities is the pragmatic view: negative probabilities are a useful tool for computing quantum probabilities. This view does not demand an interpretation, and it was the way that both Feynman and Dirac thought about negative probabilities [22,33]. In this paper, we are proposing that, at least in quantum physics, negative probabilities can be interpreted as a miscounting and mislabeling of a data table because quantum particles, and some propositions about them, are indistinguishable.

4. Indistinguishability in Quantum Mechanics and Mathematics

Compound quantum systems can be prepared in entangled states that violate non-contextuality inequalities. An example we saw was the state in (12), whose correlations (26) lead to a violation of (11). However, there is a different physical effect associated with compound quantum systems involving
particles of the same kind. To write the state of the compound system, we must invoke the symmetrization postulate. This postulate asserts that the state of a compound quantum system of identical particles must be symmetric under permutation of the particles if the particles are Bosons and anti-symmetric if they are Fermions.

Suppose that we have two Fermions, one of them prepared in the state $|a\rangle$ and the other in the state $|b\rangle$. Then, after applying the symmetrization postulate, the state of the compound system is given by

$$|\psi\rangle = \frac{1}{\sqrt{2}} (|a\rangle \otimes |b\rangle - |b\rangle \otimes |a\rangle).$$

A similar procedure should be used to construct the state of two Bosons by using a plus instead of a minus sign, thus yielding a symmetric state.

The implications of the symmetrization postulate (SP) are of significant importance for quantum theory. Pauli’s exclusion principle and also the so-called quantum statistics (Einstein-Bose and Fermi-Dirac statistics) follow from the SP. This feature of the quantum formalism is particularly relevant for the study of the properties of indistinguishable particles in quantum information theory [65–67]. Furthermore, the peculiar properties of compound systems of identical particles lead to heated debates in the literature about the interpretation of quantum mechanics. A remarkable position was that of E. Schrödinger, who claimed that elementary particles are not individuals, given that the theory gives no means to identify them [68,69]. An even more extraordinary view was that suggested by Wheeler, who once told Feynman that all electrons have the same properties because they are all the same electron [70]. We do not necessarily agree with Schrödinger or Wheeler, but we emphasize a broad agreement among physicists that two electrons are indistinguishable at some fundamental level.

Researchers discussed the indistinguishability of elementary particles in connection to indistinguishability in logic and mathematics. Indeed, to deal with genuinely indistinguishable entities, the quasi-set theory was developed as a set-theoretical framework in which the classical laws of identity do not apply for specific elements of the theory (see, for example, [71–73]). This formalism was used in [74,75] to reconstruct the Fock-space formulation of quantum mechanics avoiding any particle labeling (see [76] for an alternative approach). The axioms of quasi-set theory are chosen so that it is possible to form collections of indistinguishable entities, violating Leibniz’s principle of identity of indiscernibles [71]. In this theory, the identity symbol “=” cannot be applied to all its elements. Instead, a weaker equivalence relation “≡” is used to describe a situation where an element $x$ is indistinguishable from another element $y$, and it is formally represented by $x \equiv y$. This corresponds to the idea that $x$ and $y$ represent indistinguishable quantum objects.

Quasi-set theory assumes that a cardinal can be assigned to these collections so that every quasi-set has a definite number of elements. The indistinguishable elements of a quasi-set cannot be identified by names, counted, or ordered. In this sense, the standard set-theory rules do not apply for all elements of the theory. Quasi-sets having indistinguishable elements are thought of as representing collections of quantum objects of the same kind, i.e., indistinguishable objects. Another essential feature of quasi-set theory is that it contains a copy of Zermelo-Fraenkel set theory to develop standard mathematics within it.

Quasi-set theory allows us to formally describe collections of indiscernible objects without resorting to any mathematical tricks. The connection between indistinguishability and contextuality was studied recently. In [18], we have shown that the possibility of identifying particles in different contexts lies at the core of the Kochen-Specker contradiction. In [7], we studied how the assumption of the indistinguishability of properties allows one to understand the occurrence of contextual random variables.
The connection between particle indistinguishability and indistinguishability of properties is essential here. So, let us examine how it comes about. In the quantum formalism, a testable proposition about an object is formally represented by a projection operator. Given an observable $A$, consider the proposition “the value of $A$ lies in the interval $\Delta$” (that we write compactly as $P^A(\Delta)$). By using the spectral theorem, $P^A(\Delta)$ can be mathematically represented by an orthogonal projection $\hat{P}^A(\Delta)$ (notice that the “hat” distinguishes the mathematical object from the proposition it represents). We aim to represent quantum properties related to the particles and describe expressions such as “a particle has a certain property.”

It is instructive to illustrate the connection between quantum indistinguishability and the identification of propositions with the same content, but in different contexts, by considering a quasi-pair concept in quasi-set theory. The quasi-pair $\langle \{x\}, P^A(\Delta) \rangle$ can be used to describe one quanta possessing the property $P^A(\Delta)$ (see also the discussion presented in [7]), where the $\{x\}$ is the collection of all possible indistinguishable elements from $x$. Thus, $\langle \{x\}, P^A(\Delta) \rangle$, can be interpreted as: “a quantum object satisfies that the value of $A$ lies in $\Delta$.” Notice that we refer to a quantum object, without specifying which one it is (because, according to the spirit of quasi-set theory, they are indiscernible). The classical analog of this proposition could make explicit reference to the particle identity (as, for example, in “particle $e_1$ satisfies that the value of $A$ lies in $\Delta$”). Moreover, we could use standard set theory and write $\langle \{e_1\}, P^A(\Delta) \rangle$ (notice that, in the last pair, we are using the standard singleton $\{e_1\}$, which is formed by the sole individual $e_1$). However, this is impossible if we assume that quantum particles are indistinguishable, and we use quasi-set theory. If we now take another quanta $y$ such that $y \equiv x$, and consider the proposition $\langle \{y\}, P^A(\Delta) \rangle$, using the rules of quasi-set theory, we obtain $\langle \{x\}, P^A(\Delta) \rangle \equiv \langle \{y\}, P^A(\Delta) \rangle$. This can be interpreted as follows: indistinguishability of particles leads to the identification of propositions among different contexts. Each time we consider different instances of a proposition about a quantum system, the propositions associated with these instances are indistinguishable, and thus, they can be identified. Notice that a proportion’s instantiation has the form “a quantum object’s value of $A$ lies in $\Delta$.” If we now have an instantiation of an equivalent assertion, but considered in a different context, given that we cannot refer to the identity of the quanta involved, we have no means to distinguish the propositions either. Assuming the axioms given in [71], indistinguishable quasi-sets are identical (but have in mind that, in this framework, identity is a derived notion). It is in this sense that indistinguishable propositions can be identified.

The above discussion is particularly relevant for the problem mentioned at the end of Section 2. Given the random variables $A_B$ and $A_{B'}$ discussed in Section 2 (that have the same content), we have two options: either $A_B = A_{B'}$, or $A_B \neq A_{B'}$. Assuming that quanta are indistinguishable and describing propositions using quasi-set theory (as above), when all propositions associated to $A_B$ have indistinguishable counterparts in those associated to $A_{B'}$, we obtain that $A_B \equiv A_{B'}$ (i.e., they can be identified as random variables). The assumption of quanta indistinguishability, together with the use of quasi-set theory, serves as a justification for identifying those random variables (see [7,18] for a related discussion).

Let us now use the above framework to connect particle indistinguishability with non-signaling. Let $A$ and $B$ represent two agents, Alice and Bob, that aim to communicate with each other. For $A$ to send a signal to $B$, they need to appeal to some physical mechanism that can be generally described by sharing a physical system that induces observable correlations between what they observe on it. Suppose that they can measure different observables on their respective sides. We denote by $A, A'$, etc., the observables for $A$, and $B, B'$, etc. for $B$. Given $A$ and $A'$, we assume that they are complementary, i.e., that if Alice selects $A$, she cannot at the same time select $A'$; similarly for Bob’s $B$ and $B'$. However, because Alice and Bob are observing different parts of the communication device, we assume that any of the observables for $A$ are always compatible with whatever choice Bob makes in $B$. The idea of a communication device is that
Alice can affect Bob’s observations of $B$ or $B'$ by changing her settings from observing $A$ to $A'$ (or vice versa).

Let us assume now that Alice and Bob construct a device that works. In other words, they figured out a way to communicate between themselves using some (unknown to us) mechanism where Alice’s choices affect Bob’s observations. However, Alice and Bob now make a new proposal: they want to see if their device works with indistinguishable quantum particles. This proposal means that whenever we have the contexts $(A, B)$ and $(A, B')$, the properties associated with $A$ in context $B$ are indistinguishable from those of $A$ in context $B'$. Under these assumptions, we should have that, for each property, the probability of obtaining $P^A(\Delta)$ in context $B$ is the same as the probability of obtaining $P^A(\Delta)$ in context $B'$. If they were not the same, Alice could use these probabilities to attach an “identity card” to some particles in $B$ but not to others. This would be a way of distinguishing indistinguishable particles.

The above conclusion leads to the following conditions:

$$\sum_b p(P^A(a), P^B(b) | A, B) = \sum_b p(P^A(a), P^B(b) | A, B') = p(P^A(a) | A)$$

and

$$\sum_a p(P^A(a), P^B(b) | A, B) = \sum_a p(P^A(a), P^B(b) | A', B) = p(P^B(b) | B).$$

Equations (37) and (38) are no-signaling conditions [51]. Thus, the assumption of indistinguishability of properties leads to the no-signaling condition: whatever Alice does to “her particle” cannot affect what Bob infers about “his particle,” because this would mean attaching an identity card to Alice’s and Bob’s particles. This condition is extreme, and is specific to physical theories, in particular quantum mechanics, and should not hold in other domains (such as cognition; see, for example [59,61,77]).

To summarize, quantum particles are indistinguishable, and this indistinguishability leads to the indistinguishability of properties. However, we showed that property indistinguishability implies that communication devices such as those discussed by [78] cannot work. If we could use the correlations in entangled systems to send a signal between Alice and Bob, such devices could distinguish particles.

Let us consider two examples that illustrate how the following chain of implications works.

**Indistinguishability $\Rightarrow$ No-signal $\Rightarrow$ Negative probabilities**

We illustrate the above idea with Propositions 6 and 7. Below we go through the proof of Propositions 6 and 7, but we stress that the proofs are all based on the idea put forth above, namely that indistinguishability implies no-signaling, and therefore negative probabilities. Let us first clarify the notation. Consider three dichotomous random variables forming jointly measurable pairs $X - Y$, $X - Z$, and $Y - Z$. We denote by $X_Y$ the random variable $X$ in the context $X - Y$, with a similar interpretation for $X_Z$, $Y_X$, $Y_Z$, $Z_X$, and $Z_Y$. Then, we have the following proposition, whose proofs follow the above idea that indistinguishability implies no-signaling, which implies negative probabilities.

**Proposition 6.** For jointly measurable pairs $X - Y$, $X - Z$ and $Y - Z$ of dichotomous random variables, if the indistinguishability relations $X_Y \equiv X_Z$, $Y_X \equiv Y_Z$, and $Z_X \equiv Z_Y$ are satisfied, there exists a signed probability space (i.e., satisfying Definition 7), for which each pair of jointly measurable variables is a context (satisfying Definition 4).

**Proof.** Suppose that we have three dichotomous random variables, $X$, $Y$ and $Z$. Assume that $X - Y$, $X - Z$ and $Y - Z$, are jointly measurable. In the context $X - Y$, we have different elementary events, which are given by $X = 1$ and $Y = 1$, $X = -1$ and $Y = 1$, $X = 1$ and $Y = -1$, and $X = -1$ and $Y = -1$.
Let us denote these results by \( xy, x\bar{y}, \bar{x}y \) and \( \bar{x}\bar{y} \), respectively. Combined propositions are given by sets like \( \{ xy, x\bar{y} \} \) (representing the proposition “\( xy \) or \( x\bar{y} \)”), \( \{ x\bar{y}, \bar{x}y \} \) (representing “not \( xy \)”), and so on. If we define \( X - Y := \{ xy, x\bar{y}, \bar{x}y, \bar{x}\bar{y} \} \), the complete Boolean algebra is given by \( \mathcal{P}(X - Y) \) (that we denote by \( B_{X,Y} \)) and can be represented by the diagram in Figure 1.

![Figure 1. Hasse diagram of the \( X - Y \) Boolean algebra.](image)

Analogous Boolean algebras \( B_{X,Z} \) and \( B_{Y,Z} \) hold for \( X - Z \) and \( Y - Z \), which are given by all possible subsets of \( \{ xz, x\bar{z}, \bar{x}z, \bar{x}\bar{z} \} \) and \( \{ yz, y\bar{z}, \bar{y}z, \bar{y}\bar{z} \} \), respectively. The random variable \( X \) can be considered in the context \( X - Y \) (we denote this random variable by \( X_Y \)). The proposition “\( X = 1 \) in the context \( Y \), disregarding the value of \( Y' \)”, is represented by the proposition \( \{ xy, x\bar{y} \} \). Its negation, is given by \( \{ \bar{x}y, \bar{x}\bar{y} \} \). It is easy to check that the set \( B_{X_Y} := \{ \emptyset, \{ xy, x\bar{y} \}, \{ \bar{x}y, \bar{x}\bar{y} \}, \{ xy, x\bar{y}, \bar{x}y, \bar{x}\bar{y} \} \} \) forms a Boolean subalgebra of \( B_{X,Y} \). And we also have an isomorphism of Boolean algebras between \( B_{X_Y} \) and \( \mathcal{P}(\{ x, \bar{x} \}) := B_X \). Thus, we have that the random variable \( X \) considered in context \( Y \) defines a sub-Boolean algebra of \( B_{X,Y} \). The same happens for \( Y_X \), and \( X_Z \) with regard to \( B_{X,Z} \), \( Y_Z \) with regard to \( B_{Y,Z} \), etc. We certainly have that \( B_{X_Y} \) is isomorphic to \( B_{X,Z} \), \( B_{Y_Z} \) is isomorphic to \( B_{Y,Y} \), etc. Should we identify those random variables? As remarked in the Introduction, this is a crucial problem in probability theory and statistics. In quantum physics, we usually do that, but this is not necessarily so in other fields of research.

As discussed above, we assume that object’s indistinguishability implies the identification of properties. Thus, we assume that \( X_Y \) and \( X_Z \) can be identified as random variables. This means that, given the isomorphism between \( B_{X_Y} \) and \( B_{X,Z} \), for each proposition \( F_1 \in B_{X_Z} \), we have \( F_2 \in B_{X_Z} \) such that its content is the same, and that it has the same probability of occurrence. As an example of this, consider the sets \( F_1 = \{ xy, x\bar{y} \} \) (that corresponds to the assertion “\( X = 1 \) in context \( X - Y' \)” and \( F_2 = \{ xz, x\bar{z} \} \) (that corresponds to the assertion “\( X = 1 \) in context \( X - Z' \)”). As sets, they are different. But we can identify \( F_1 \) and \( F_2 \) in the following sense: for any (classical) probability assignments \( \{ X - Y, B_{X,Y}, p_{X,Y} \} \) and \( \{ X - Z, B_{X,Z}, p_{X,Z} \} \), we must have that \( p_{X,Y}(F_1) = p_{X,Z}(F_2) \) (i.e., the probabilities are numerically identical for propositions taken from different contexts).

Up to now, we have the following situation. We have three different Boolean algebras of propositions, \( B_{X,Y}, B_{X,Z} \) and \( B_{Y,Z} \). \( B_{X,Y} \) contains \( B_{X_Y} \) and \( B_{Y_Z} \) as Boolean subalgebras (and the same happens for \( B_{X,Z} \)
and $B_{XZ}$ and $B_{YZ}$ and $B_{YX}$ and $B_{YZ}$). Furthermore, we have that, due to the indistinguishability postulate, all probability assignments $(X - Y, B_{X,Y}, p_{X,Y})$, $(X - Z, B_{X,Z}, p_{X,Z})$ and $(Y - Z, B_{Y,Z}, p_{Y,Z})$, must be compatible with regard to indistinguishable propositions. Is there a Boolean algebra containing all the propositions in $B_{X,Y}$, $B_{X,Z}$ and $B_{Y,Z}$? Can we find a global probability assignment compatible with $p_{X,Y}$ $p_{X,Z}$ and $p_{Y,Z}$? In the following, we show how to build that required Boolean algebra, and how to build a signed probability assignment for arbitrary (but positive) $p_{X,Y}$ $p_{X,Z}$ and $p_{Y,Z}$.

Define $X - Y - Z := \{xyz, \bar{x}yz, x\bar{y}z, x\bar{y}\bar{z}, \bar{x}y\bar{z}, \bar{x}\bar{y}z, \bar{x}\bar{y}\bar{z}\}$ and $B_{X,Y,Z} := \mathcal{P}(X - Y - Z)$. We need to recover $B_{X,Y}$, $B_{X,Z}$ and $B_{Y,Z}$ as subalgebras of $B_{X,Y,Z}$. In order to do so, define $(X - Y)_Z := \{xyz, \bar{x}yz, x\bar{y}z, x\bar{y}\bar{z}, \bar{x}y\bar{z}, \bar{x}\bar{y}z, \bar{x}\bar{y}\bar{z}\}$ and $B_{(X - Y)_Z} := \mathcal{P}((X - Y)_Z)$. It is obvious that $B_{(X - Y)_Z}$ is isomorphic to $B_{X,Y}$. We can also define $B_{(X - Z)_Y}$ and $B_{(Y - Z)_X}$ in an analogous way, and obtain algebras isomorphic to $B_{X,Z}$ and $B_{Y,Z}$, respectively. Similarly, if we consider $B_{X,Y,Z} := \{\emptyset, \{xyz, \bar{x}yz, x\bar{y}z, x\bar{y}\bar{z}\}, \{\bar{x}yz, \bar{x}\bar{y}z, \bar{x}\bar{y}\bar{z}\}, 1\}$, we obtain a Boolean subalgebra of $B_{X,Y,Z}$ which is isomorphic to $B_{X,Y}$. Indeed, $B_{X,Y,Z}$ is isomorphic to $B_{X,Y}$ and $B_{X,Z}$, reflecting the fact that those random variables were identified by the relation “=.”

It is possible now to define a signed probability space $(X - Y - Z, B_{X,Y,Z}, p_{X,Y,Z})$ satisfying Definition 9 as follows. Let $p_{X,Y,Z}(F) := p_{X,Y}(F)$, whenever $F \in B_{(X - Y)_Z}$, $p_{X,Y,Z}(F) := p_{X,Z}(F)$, whenever $F \in B_{(X - Z)_Y}$, and $p_{X,Y,Z}(F) := p_{Y,Z}(F)$, whenever $F \in B_{(Y - Z)_X}$. We must also impose that $\sum_{\omega \in X - Y - Z} p_{X,Y,Z}(\omega) = 1$. Let us now build $p_{X,Y,Z}$ explicitly. In order to shorten the notation, in some parts we write $p_{X,Y,Z}(xyz) := p_{x,y,z}$, $p_{X,Y,Z}(\bar{x}yz) := p_{x,y,z}$, $p_{X,Y,Z}(x\bar{y}z) := p_{x,y,z}$, and so on. The first constrain that we impose is normalization:

$$p_{xyz} + p_{x\bar{y}z} + p_{x\bar{y}\bar{z}} + p_{\bar{x}yz} + p_{\bar{x}\bar{y}z} + p_{\bar{x}\bar{y}\bar{z}} = 1 \quad (39)$$

Notice that Equation (39) imposes the following normalization conditions on $p_{X,Y}$, $p_{X,Z}$ and $p_{Y,Z}$:

$$p_{X,Y}(xy) + p_{X,Y}(\bar{x}y) + p_{X,Y}(x\bar{y}) + p_{X,Y}(\bar{x}\bar{y}) = 1 \quad (40a)$$

$$p_{X,Y}(xz) + p_{X,Y}(\bar{x}z) + p_{X,Y}(x\bar{z}) + p_{X,Y}(\bar{x}\bar{z}) = 1 \quad (40b)$$

$$p_{Y,Z}(yz) + p_{Y,Z}(\bar{y}z) + p_{Y,Z}(y\bar{z}) + p_{Y,Z}(\bar{y}\bar{z}) = 1 \quad (40c)$$

The context $X - Y$ imposes the following constrains on $p_{X,Y,Z}$. First, notice that $p_{X,Y}$ is fixed by the following: $\langle X \rangle$, $\langle Y \rangle$ and $\langle XY \rangle$, and the normalization condition (40a). In terms of $p_{X,Y,Z}$, this can be expressed as:

$$p_{X,Y,Z}(xyz) - p_{X,Y,Z}(\bar{x}yz) + p_{X,Y,Z}(x\bar{y}z) + p_{X,Y,Z}(x\bar{y}\bar{z}) - p_{X,Y,Z}(\bar{x}y\bar{z}) + p_{X,Y,Z}(\bar{x}\bar{y}z) - p_{X,Y,Z}(\bar{x}\bar{y}\bar{z}) = \langle X \rangle \quad (41a)$$

$$p_{X,Y,Z}(xyz) + p_{X,Y,Z}(\bar{x}yz) - p_{X,Y,Z}(x\bar{y}z) + p_{X,Y,Z}(x\bar{y}\bar{z}) - p_{X,Y,Z}(\bar{x}y\bar{z}) + p_{X,Y,Z}(\bar{x}\bar{y}z) - p_{X,Y,Z}(\bar{x}\bar{y}\bar{z}) = \langle Y \rangle \quad (41b)$$

$$p_{X,Y,Z}(xyz) - p_{X,Y,Z}(\bar{x}yz) - p_{X,Y,Z}(x\bar{y}z) + p_{X,Y,Z}(x\bar{y}\bar{z}) - p_{X,Y,Z}(\bar{x}y\bar{z}) + p_{X,Y,Z}(\bar{x}\bar{y}z) + p_{X,Y,Z}(\bar{x}\bar{y}\bar{z}) = \langle XY \rangle \quad (41c)$$
Similarly, for the context $X - Z$, besides Equations (41a) and (40b) for the mean value of $X$, we have:

\[
\begin{align*}
p_{X,Y;Z}(xyz) + p_{X,Y;Z}(\bar{x}yz) + p_{X,Y;Z}(xy\bar{z}) - p_{X,Y;Z}(x\bar{y}z) - \\
p_{X,Y;Z}(\bar{x}y\bar{z}) + p_{X,Y;Z}(\bar{x}\bar{y}z) - p_{X,Y;Z}(\bar{x}y \bar{z}) = & \quad \langle Z \rangle \\
p_{X,Y;Z}(x\bar{y}z) - p_{X,Y;Z}(\bar{x}yz) + p_{X,Y;Z}(x\bar{y}z) - p_{X,Y;Z}(x\bar{y}z) - \\
p_{X,Y;Z}(\bar{x}y\bar{z}) - p_{X,Y;Z}(\bar{x}\bar{y}z) + p_{X,Y;Z}(\bar{x}y \bar{z}) = & \quad \langle XZ \rangle
\end{align*}
\]  

Finally, for the context $Y - Z$, besides Equation (40c) and the mean values of $Y$ and $Z$ (given by (41b) and (42a), respectively), we have

\[
\begin{align*}
p_{X,Y;Z}(xyz) + p_{X,Y;Z}(\bar{x}yz) - p_{X,Y;Z}(x\bar{y}z) - p_{X,Y;Z}(x\bar{y}z) - \\
p_{X,Y;Z}(\bar{x}y\bar{z}) - p_{X,Y;Z}(\bar{x}\bar{y}z) + p_{X,Y;Z}(\bar{x}y \bar{z}) = & \quad \langle YZ \rangle
\end{align*}
\]

Notice that the mean values of $X$, $Y$ and $Z$ are imposed only once. This is possible only because we have made the identifications $X_Y \equiv X_Z$, $Z_Y \equiv Z_X$ and $Y_X \equiv Y_Z$. Equations (39), (41), (42), and (43), constitute a set of seven compatible equations for $p_{X,Y;Z}$. As is well known, eight independent equations are needed to define $p_{X,Y;Z}$. Thus, there are infinitely many solutions that satisfy our indistinguishability conditions for contexts. Each one of these solutions, by construction, satisfy our definition of signed probability given in (9). There is one parameter free for determining $p_{X,Y;Z}$, namely, the mean value $\langle XYZ \rangle$. In order to study the space of solutions, let us write down the matrix form of the set of Equations (39), (41), (42), and (43):

\[
\begin{bmatrix}
1 & -1 & 1 & 1 & -1 & -1 & -1 \\
1 & 1 & -1 & 1 & -1 & -1 & -1 \\
1 & 1 & 1 & -1 & -1 & 1 & -1 \\
1 & -1 & 1 & -1 & 1 & 1 & -1 \\
1 & -1 & 1 & 1 & -1 & 1 & 1 \\
1 & 1 & 1 & 1 & 1 & 1 & 1
\end{bmatrix}
\begin{bmatrix}
p_{X,Y;Z}(xyz) \\
p_{X,Y;Z}(\bar{x}yz) \\
p_{X,Y;Z}(xyz) \\
p_{X,Y;Z}(\bar{x}yz) \\
p_{X,Y;Z}(\bar{x}y\bar{z}) \\
p_{X,Y;Z}(\bar{x}y \bar{z}) \\
p_{X,Y;Z}(\bar{x}y \bar{z}) \\
p_{X,Y;Z}(\bar{x}y \bar{z}) \\
p_{X,Y;Z}(\bar{x}y \bar{z}) \\
p_{X,Y;Z}(\bar{x}y \bar{z}) \\
p_{X,Y;Z}(\bar{x}y \bar{z}) \\
p_{X,Y;Z}(\bar{x}y \bar{z})
\end{bmatrix} = 
\begin{bmatrix}
\langle X \rangle \\
\langle Y \rangle \\
\langle Z \rangle \\
\langle XY \rangle \\
\langle XZ \rangle \\
\langle YZ \rangle \\
1
\end{bmatrix}
\]

The solutions are given by

\[
\begin{align*}
p_{X,Y;Z}(xyz) = & \quad \frac{1}{4} (1 + \langle XY \rangle + \langle XZ \rangle + \langle YZ \rangle) - \alpha, \quad \text{(44a)} \\
p_{X,Y;Z}(\bar{x}yz) = & \quad \frac{1}{4} (\langle Y \rangle + \langle Z \rangle - \langle XY \rangle - \langle YZ \rangle) + \alpha, \quad \text{(44b)} \\
p_{X,Y;Z}(x\bar{y}z) = & \quad \frac{1}{4} (\langle X \rangle + \langle Z \rangle - \langle XY \rangle - \langle YZ \rangle) + \alpha, \quad \text{(44c)} \\
p_{X,Y;Z}(x\bar{y}z) = & \quad \frac{1}{4} (\langle X \rangle + \langle Y \rangle - \langle XZ \rangle - \langle YZ \rangle) + \alpha, \quad \text{(44d)} \\
p_{X,Y;Z}(x\bar{y}z) = & \quad \frac{1}{4} (1 - \langle Y \rangle - \langle Z \rangle + \langle YZ \rangle) - \alpha, \quad \text{(44e)} \\
p_{X,Y;Z}(\bar{x}y\bar{z}) = & \quad \frac{1}{4} (1 - \langle X \rangle - \langle Z \rangle + \langle XZ \rangle) - \alpha, \quad \text{(44f)}
\end{align*}
\]
\[ p_{X,Y,Z}(\bar{x}\bar{y}z) = \frac{1}{4} (1 - \langle X \rangle - \langle Y \rangle + \langle XY \rangle) - \alpha, \quad (44g) \]
\[ p_{X,Y,Z}(\bar{x}\bar{y}\bar{z}) = \alpha, \quad (44h) \]

where \( \alpha \) is a free parameter. It is immediate from the above solutions that for some correlations, e.g., \( \langle XY \rangle = \langle XZ \rangle = \langle YZ \rangle = -1 \) no non-negative solutions exist.

\[ \square \]

We use a similar notation as before (but with four jointly measurable pairs) in the following Proposition.

**Proposition 7.** For jointly measurable pairs \( X - Z, X - W, Y - Z \) and \( Y - W \) of dichotomous random variables, if the indistinguishability relations \( X_Z \equiv X_W, Y_Z \equiv Y_W, Z_X \equiv Z_Y \) and \( W_X \equiv W_Y \) are satisfied, there exists a signed probability space (i.e., satisfying Definition 7), for which each pair is a context (satisfying Definition 4).

**Proof.** Now, let us work out the example with four dichotomous random variables \( X, Y, Z \) and \( W \). This example is relevant in the Alice and Bob scenario. Let us assume that \( X - Z, X - W \) and \( Y - Z \) and \( Y - W \) form jointly measurable quantities. Proceeding as before, we impose the indistinguishability conditions \( X_Z \equiv X_W, Y_Z \equiv Y_W, Z_X \equiv Z_Y \) and \( W_X \equiv W_Y \). Again, we will have the Boolean algebras \( B_{X,Z}, B_{X,W}, B_{X,Z}, B_{Y,Z}, B_{Y,W}, B_{X,Z}, B_{X,W} \) and so on. In order to build a Boolean algebra containing all these algebras as subalgebras, consider \( X; Y; Z; W := \{ xyzw, \bar{xy}zw, x\bar{y}z\bar{w}, xyz\bar{w}, \bar{x}yzw, \bar{x}\bar{y}\bar{z}w, x\bar{y}zw, x\bar{y}\bar{z}\bar{w}, \bar{x}yz\bar{w}, \bar{x}\bar{y}z\bar{w}, \bar{x}\bar{y}\bar{z}w \} \) and \( B_{X,Y;Z} := \mathcal{P}(X; Y; Z; W) \). It is straightforward to check that the algebras associated to all jointly measurable variables are subalgebras of \( B_{X,Y;Z} \). Let us work out an example. In order to get a subalgebra of \( B_{X,Y;Z} \) isomorphic to \( B_{X,Z} \), consider the set:

\[ \mathcal{P} \left( \{ \{ xyzw, x\bar{y}zw, xyz\bar{w} \}, \{ \bar{xy}zw, \bar{x}yz\bar{w}, \bar{x}\bar{y}z\bar{w} \}, \{ xy\bar{z}w, x\bar{y}\bar{z}w, x\bar{y}\bar{z}\bar{w} \}, \{ \bar{x}yz\bar{w}, \bar{x}\bar{y}z\bar{w}, \bar{x}\bar{y}\bar{z}w \} \right) \]

(45)

Proceeding similarly, we can show that all the desired algebras can be considered as subalgebras of \( B_{X,Y;Z} \). Now, we assume as before that there exist joint probability spaces \((X; Z, B_{X,Z}, p_{X,Z})\), \((X; W, B_{X,W}, p_{X,W})\), \((Y; Z, B_{Y,Z}, p_{Y,Z})\) and \((Y; W, B_{Y,W}, p_{Y,W})\). As before, \((X; Z, B_{X,Z}, p_{X,Z})\) is solely determined by the normalization condition and the values of \( \langle X \rangle, \langle Z \rangle \) and \( \langle XZ \rangle \) (and similar parameters for the other jointly measurable variables). In order to get a global probability, let us proceed as before, by imposing these
conditions on \( p_{X;Y;Z;W} \). Given that the equations are cumbersome, we just write the matrix equations, which are:

\[
\begin{pmatrix}
1 & -1 & 1 & 1 & -1 & -1 & 1 & 1 & -1 & -1 & -1 & -1 \\
1 & 1 & -1 & 1 & 1 & -1 & 1 & 1 & -1 & -1 & 1 & 1 \\
1 & 1 & 1 & -1 & 1 & 1 & -1 & 1 & -1 & -1 & 1 & 1 \\
1 & 1 & 1 & -1 & -1 & 1 & 1 & -1 & -1 & -1 & 1 & 1 \\
1 & -1 & 1 & -1 & 1 & -1 & 1 & -1 & 1 & -1 & 1 & 1 \\
1 & -1 & 1 & -1 & -1 & 1 & 1 & -1 & 1 & -1 & 1 & 1 \\
1 & 1 & -1 & -1 & 1 & 1 & -1 & 1 & -1 & -1 & 1 & 1 \\
1 & 1 & 1 & -1 & -1 & 1 & 1 & -1 & -1 & -1 & 1 & 1 \\
1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 \\
\end{pmatrix}
\times
\begin{pmatrix}
p(xyzw) \\
p(xyzw) \\
p(xyzw) \\
p(xyzw) \\
p(xyzw) \\
p(xyzw) \\
p(xyzw) \\
p(xyzw) \\
p(xyzw) \\
p(xyzw) \\
\end{pmatrix}
= \begin{pmatrix}
\langle X \rangle \\
\langle Y \rangle \\
\langle Z \rangle \\
\langle W \rangle \\
\langle XZ \rangle \\
\langle XY \rangle \\
\langle YZ \rangle \\
\langle YW \rangle \\
\end{pmatrix}
\]

(46)

Each row above corresponds to a linearly independent equation, and therefore the above equations are compatible. Since there are fewer equations than variables, there are infinitely many solutions satisfying our definitions of negative probability and contexts (with seven arbitrary parameters). An explicit solution is shown in the Appendix A.

The above procedure can be extended to an arbitrary set of dichotomous random variables. Compatible equations are obtained each time we add equations that respect the indistinguishability condition between different random variables.

5. Conclusions

In this work, we have put forth the following argument. We started by pointing out a well-known and robust connection between contextual theories (such as quantum mechanics) and signed (or negative) probabilities. To generalize this connection, we presented a definition of signed probabilities that relies solely on the notions of signed measurable space and measurement contexts. As expected from previous results, the signed probabilities defined here satisfy the no-signaling condition. With a formal definition of negative probabilities, we followed previous works’ reasoning line on indistinguishability and contextuality. We discussed how the assumption of (ontic) particle indistinguishability leads to the following conclusion. Some of the particle testable propositions can be identified among different contexts. This characteristic, in turn, implies the non-signaling condition. Our findings suggest that, in the quantum domain, there is a robust connection between indistinguishability assumptions and the existence of signed probabilities. To generalize this connection, we presented a definition of signed probabilities that rely on the notions of signed measurable space and measurement contexts, extending Kolmogorov’s approach naturally.

It should be clear why negative probabilities are suitable to describe the states of indistinguishable entities. Negative probabilities are necessary and sufficient for no-signaling, and the identification of testable propositions imply no-signaling. Additionally, indistinguishable particles and propositions may lead to contradictions if we assume that their underlying logic is classic. However, as shown in [7,18],
such contradictions rely on counterfactual reasoning that assumes the classical theory of identity for particles and properties. Therefore, in this situation, we can interpret negative probabilities as the consequence of imposing on indistinguishable particles a classical way of counting, i.e., a Boolean algebra. When doing so, we need to allow for negative counts to correct for the over-counting of different but indistinguishable particles. This different accounting for events is, in a certain sense, similar to Abramsky and Brandenburger’s operational interpretation of negative probabilities [5]. However, contrary to their interpretation, here we propose that this accounting comes from an error in identifying properties, which is due to a fundamental ontological property of particles: they are indistinguishable.

Paul Dirac was the first to use negative probabilities in physics. He used them to deal with the problem of infinities in quantum field theory [33]. Later, Richard Feynman tried to use negative probabilities in quantum mechanics [22]. It is fair to say that, though such influential physicists worked with them, negative probabilities remain outside of mainstream physics. The reason is likely not about a lack of meaning for the concept of negative probabilities, as we saw multiple references proposing different interpretations. Perhaps the main reason is that, albeit interesting and easy to compute, negative probabilities did not produce yet any exciting insights into quantum mechanics. We hope that with a well-defined concept of negative probabilities and a connection to a clear ontology inspired by quantum mechanics, negative probabilities can yield new understanding about the quantum world.
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Appendix A

Here we write down an explicit solution for the Alice-Bob system of Equations (46). Since (46) has 16 variables but nine equations, the solution will have seven arbitrary parameters, α_i, i = 1,…,7. It is straightforward to compute that a general solution for (46) is the following:

\[ p(xyzw) = \alpha_1, \]  
\[ p(xyz\bar{w}) = \alpha_2, \]  
\[ p(xy\bar{z}w) = \alpha_3, \]  
\[ p(xy\bar{z}\bar{w}) = \alpha_4, \]  
\[ p(x\bar{y}zw) = \alpha_5, \]  
\[ p(x\bar{y}z\bar{w}) = \frac{1}{4} \left( 1 + \langle XZ \rangle \right) - \alpha_1 - \alpha_2 - \alpha_5, \]  
\[ p(x\bar{y}\bar{z}w) = \frac{1}{4} \left( 1 + \langle XW \rangle \right) - \alpha_1 - \alpha_3 - \alpha_5, \]  
\[ p(x\bar{y}\bar{z}\bar{w}) = -\frac{1}{4} \left( \langle XZ \rangle + \langle XW \rangle \right) + \alpha_1 - \alpha_4 + \alpha_5, \]
\[ p(\tilde{x}yzw) = \frac{1}{4} (1 + \langle YW \rangle) - \alpha_1 - \alpha_3 + \alpha_6, \quad \text{(A1i)} \]
\[ p(\tilde{x}yz\tilde{w}) = \frac{1}{4} (\langle YZ \rangle - \langle YW \rangle) - \alpha_2 + \alpha_6 + \alpha_3, \quad \text{(A1j)} \]
\[ p(\tilde{x}y\tilde{z}w) = \alpha_6, \quad \text{(A1k)} \]
\[ p(\tilde{x}y\tilde{z}\tilde{w}) = \frac{1}{4} (1 - \langle YZ \rangle) - \alpha_3 - \alpha_4 - \alpha_6, \quad \text{(A1l)} \]
\[ p(\tilde{x}\tilde{y}zw) = -\frac{1}{4} (\langle YW \rangle + \langle XW \rangle) + \alpha_1 + \alpha_3 - \alpha_7, \quad \text{(A1m)} \]
\[ p(\tilde{x}\tilde{y}\tilde{z}w) = \frac{1}{4} (-\langle XZ \rangle + \langle XW \rangle - \langle YZ \rangle + \langle YW \rangle) + \alpha_2 - \alpha_3 + \alpha_7, \quad \text{(A1n)} \]
\[ p(\tilde{x}\tilde{y}\tilde{z}\tilde{w}) = \alpha_7, \quad \text{(A1o)} \]
\[ p(\tilde{x}\tilde{y}\tilde{z}w) = \frac{1}{4} (\langle XZ \rangle + \langle YZ \rangle) + \alpha_3 + \alpha_4 - \alpha_7. \quad \text{(A1p)} \]

It is straightforward to see that for correlations violating the CHSH form of Bell’s inequalities, the above solutions cannot be in the interval \([0, 1]\), and are therefore not standard probabilities. For example, for the PR-box correlation of \(-\langle XZ \rangle = \langle XW \rangle = \langle YZ \rangle = \langle YW \rangle = -1\), it follows that \(p(\tilde{x}\tilde{y}\tilde{z}w) = -1\) and \(p(\tilde{x}yz\tilde{w}) = -1\), which implies that \(\alpha_1 = \alpha_3 = \alpha_5 = 0\) for it to be non-negative. This implies, similarly, that \(\alpha_7 = 0\) from \(p(\tilde{x}\tilde{y}\tilde{z}\tilde{w}), \alpha_2\) from \(p(\tilde{x}yz\tilde{w}), \alpha_4\) from \(p(\tilde{x}\tilde{y}zw), \alpha_6\) from \(p(\tilde{x}\tilde{y}\tilde{z}w), \alpha_7\) from \(p(\tilde{x}\tilde{y}\tilde{z}w)\). But since \(\alpha_1\) must be zero for \(i = 1, \ldots, 7\), it follows that \(p(\tilde{x}\tilde{y}\tilde{z}w) = -1/2\), a negative value. Thus, as expected, the PR box maximally violating the CHSH does not have a non-negative joint probability distribution but has a negative probability. Similar results can be obtained for other PR boxes as well as for the QM correlations for the Alice-Bob experiment.
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