Fluid mechanical response of a pulse tube cryocooler: modelling and experimental validation
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Abstract. Earth observation satellites require cryocoolers to cool down their infrared imagers at very low temperatures. Besides having very good thermodynamic performances, satellite cryocoolers are expected to generate as little vibrations as possible. In order to better understand vibration causes between 50 and 500 Hz, a precise model of the whole cryocooler is necessary. In the literature, two main modelling approaches for pulse tube cryocoolers exist: compressor-oriented models reduce the thermodynamic system to a linear mass-spring-damper system acting on compressor’s pistons; and thermodynamically oriented models aimed at understanding and predicting thermodynamic performances.

In this paper, the mechanical behavior of the thermodynamic system is modelled. Assumptions concerning gas properties and thermodynamic behavior are made based on SAGE software simulations. A simplified Redlich Kwong equation is used. When necessary, polytropic coefficients were identified using simulation data, as were the time-averaged temperatures. The thermodynamic system is split into volumes, pipes and regenerators: conservation laws in volumes are integrated, dynamic mass and momentum conservation equations in pipes are solved using the method of characteristics and equations in regenerators are solved using a finite difference method. Three friction laws are used: one for straight pipes (Moody chart), another for wound pipes (White’s correlation) and a last one for porous media (Modified Ergun equation). Porosity is measured by weighing. The model is built to respect integral causality and propagation phenomena.

The developed model is validated using experimental data. The simulations highlight the non-linear mechanical behavior of the thermodynamic system: a sinusoidal motion of the pistons induces a non-sinusoidal pressure in the compression chamber. Among other, first and second harmonics amplitudes are about 3% of fundamental pressure amplitude.

This model can now be integrated into a global cryocooler model to predict compressor’s vibrations, power consumption or electrical harmonics. It could also be extended to predict vibrations from the thermodynamic system.

1. Introduction

For Earth observation purposes, satellites carry infrared cameras. In order to minimize the picture’s noise, focal planes must be cooled down at very low temperatures: typically between 150 K and 50 K. Pulse tube cryocoolers are among the most commonly used cryocoolers for such missions. Some of the advantages of pulse tube technology are its reliability and low vibration level. For each harmonic of the 50 Hz driving frequency, up to 500 Hz, vibrations have to meet stringent requirements in terms of amplitude. Since the only moving parts are the compressor’s pistons, they are at the origin of most of
the vibrations in the system. Those vibrations are mostly due to compressor asymmetries and are affected
by non-linearities and the frequency response of the whole system. In order to understand and predict
vibrations, each phenomenon acting on pistons must be modelled properly in the frequency range 50-
500Hz. Thus, particular care must be taken to model the interaction between the compressor and the
thermodynamic system.

In the literature, there are two main modelling approaches for pulse tube cryocooler. First, purely
compressor-oriented models reduce the thermodynamic system to a linear mass-spring-damper system [1] [2].
This leads to a linear first order frequency behavior, which is reductive and does not adequately
represent the harmonic content of the measured forces. Second, more thermodynamically oriented
models aimed at understanding and predicting thermodynamic performances: efficiency, thermal
behavior and available cooling power. Since pulse tube technology has been invented in the 1960’s [3],
thermodynamic improvements were mostly performed through experiments until the 1990’s, when the
first numerical models started to appear for this technology [4] [5]. Nowadays, a lot of different models
are available and SAGE software, developed by Gedeon [6], comes out of those works. More recently,
system-oriented models have been developed to study the performances of the thermodynamic system
coupled with a compressor but they do not take harmonics into account and assume a linear behavior
[7].

In this paper, an intermediate model based on conservation laws is developed. It is not aimed at
predicting thermodynamic behavior or efficiency of the system, but rather reproduce the mechanical
interaction between the compressor and the thermodynamic system at fundamental frequency and
harmonics. The achieved model is validated using experimental data.

The paper is organized as follows: the whole system will first be described in section 2, the model
establishment will next be explained in section 3, the results of experimental validations will be
presented in section 4 and finally some conclusion and perspectives will be given.

2. System description

A cryocooler unit (Figure 1) is composed of a cold finger assembly (CFA), a compressor part assembly
(CPA) and a control electronics with sensors.

Figure 1: Picture of the cryocooler unit. The thermodynamic system is inside the CFA and CPA as shown in Figure 2
In the thermodynamic system, the compressor makes the fluid (helium) oscillate around approximately 30 bar. Lopes summarizes in [8] the history and the aim of each component of the thermodynamic system: thanks to the inertance and the buffer, there is a phase shift between the flow and the pressure in the pulse tube. This way, the gas relaxes adiabatically inside the pulse tube, so its temperature varies in the same way as the pressure, and evolves almost isothermally inside the regenerator as the latter has a very large specific heat exchange area and a strong heat capacity. The aim of the regenerator is also to store cold power in order to cool down the gas before entering in the pulse tube.

This present paper focuses on the fluid mechanical behavior of the thermodynamic system that is inside the CPA and the CFA as defined in Figure 2.

**Nomenclature**

- **E** Pressure relative error (%)
- **L** Component length (m)
- **M** Molar mass (kg · mol⁻¹)
- **P** Pressure (Pa)
- **P₁** First Riemann variable
- **P₂** Second Riemann variable
- **Re** Reynold’s number
- **S** Pipe section (m²)
- **T** Temperature (K)
- **U** Voltage signal of the sensor (V)
- **V** Volume (m³)
- **b** Redlich Kwong molecular size const.
- **c** Wave propagation speed (m · s⁻¹)
- **dₕ** Hydraulic diameter (m)
- **e** Specific energy (J · m⁻³)
- **k** Polytropic coefficient
- **qᵥ** Volume flow rate (m³ · s⁻¹)
- **r** Specific gas constant (J · kg⁻¹ · K⁻¹)
- **t** Time variable (s)
- **u** Uncertainty (same as the variable)
- **ν** Flow velocity (m · s⁻¹)
- **x** Position variable (m)
- **γ** Heat capacity ratio
- **ρ** Density (kg · m⁻³)
- **ψ** Darcy friction factor

**Subscripts**

- **0** Time average
- **A** Component closer from compressor
- **B** Component farther from compressor
- **c** Combined
- **P** Relative to pressure
- **t** Partial derivative with respect to time
- **tot** Total
- **U** Relative to voltage
- **x** Partial derivative with respect to position
- **x₀** Inlet position
- **xL** Outlet position

---

**Figure 2:** Limits of the studied system. Its components are numbered as follows: 1: Compression chamber; 2: Split pipe; 3: Regenerator warm heat exchanger; 4: Warm regenerator; 5: Cold regenerator; 6: Cold heat exchanger; 7: Cold flow straightener; 8: Pulse tube; 9: Warm flow straightener; 10: Pulse tube warm heat exchanger; 11: Diffuser; 12: Inertance pipe; 13: Wound inertance; 14: Buffer.
3. Modelling

3.1. Methodology and assumptions
To model the thermodynamic system of Figure 2, each component is identified either to a volume, or a line or a regenerator. A section change model is sometimes necessary to interconnect models. Models are then connected to comply with integral causality or propagation phenomenon. Figure 3 presents how the submodels are interconnected in the global thermodynamic model. In volumes, pressure is a space constant and section is wide enough to neglect friction for typical mass flows. In lines, section is small enough to consider friction and eventually propagation if it is long enough. The regenerators are considered as porous lines with a temperature gradient.

Figure 3: Submodels interconnection and causality variables in the global thermodynamic model.

Thermodynamic hypotheses for each submodel are made based on SAGE software simulations. Time-averaged temperatures as well as equivalent polytropic coefficients are extracted.

3.2. Generic models

3.2.1. State relation for the gas. As the gas temperature varies between 293K and 50K for a pressure of about 30 bar, perfect gas state relation is not adequate. Starting from Redlich Kwong equation [6] [9] with adapted coefficients to helium [6] [10], it is possible to neglect intermolecular forces for the considered temperature range (the same result can be achieved using the Van Der Waals equation) in order to obtain:

\[
\frac{p}{\rho r T} = 1 + \frac{\rho b}{1 - \rho M}
\]  \hspace{1cm} (1)

This simplified Redlich Kwong equation as well as initial Redlich Kwong equation and perfect gas state relation have been compared to values from SAGE tabulated gas properties. The pressure relative errors are presented in Figure 4 and enable to validate the relevance of the simplified Redlich Kwong equation in the considered operating conditions.
3.2. Conservation laws. Equations (2) show the mono-dimensional adiabatic Euler equations for viscid fluid in a pipe of time variable section [6] [11]. It is considered that only pressure and friction forces are acting on the fluid:

\[
\begin{align*}
\partial_t (\rho S) &= -\partial_x (\rho v S) \\
\partial_t (\rho v S) &= -\partial_x (\rho v^2 S) - \partial_x (PS) - \frac{\psi S \rho v|v|}{2d_h} \\
\partial_t (eS) &= -\partial_x (veS) - \partial_x (PSv) - P \partial_x S 
\end{align*}
\]  

(2)

From an energy point of view, it is possible to consider the gas as perfect. Sage tabulated gas properties reveal this hypothesis leads to an internal energy maximal error of 2%. The total specific energy \( e \) can thus be expressed as a function of pressure, density and flow velocity [12]:

\[
e = \frac{1}{2} \rho v^2 + \frac{P}{\gamma - 1}
\]

(3)

Equations (2) can then be expressed using \( \rho, v \) and \( P \) as follows:

\[
\begin{align*}
\partial_t (\rho S) + \partial_x (\rho v S) &= 0 \\
\partial_t v + \frac{1}{2} \partial_x v^2 + \frac{1}{\rho} \partial_x P + \frac{\psi S |v|}{2d_h} &= 0 \\
\partial_t \ln (PS^\gamma) + v \partial_x \ln (P) + \gamma \partial_x v + \frac{(1 - \gamma) \psi |v|^3}{P} \partial_x S &= 0
\end{align*}
\]  

(4)

3.2.3. Polytropic behavior. For some components, it is possible to make additional assumption concerning the thermodynamic behavior. This means replacing equation (4.c) with an algebraic relation between \( P \) and \( \rho \) called the polytropic equation:

\[
P = \frac{P_0}{\rho_0^k} \rho^k
\]

(5)

When an adiabatic process is assumed, the polytropic coefficient \( k \) is set to the gas heat capacity ratio \( \gamma \). As for isothermal process, \( k \) is set to one.

3.2.4. Darcy friction factor \( \psi \). Three different dependences of Darcy friction factor on Reynolds number are considered: one for smooth straight pipes, another one for smooth wound pipes and a last one for porous pipes. In the case of a smooth straight pipe, the Moody diagram is piecewise approximated [8]. As for smooth wound pipes, White correlation is used [13] [14]. Finally, Gedeon’s
works on porous media friction factors for woven screen matrices are used in porous pipes [15]. These friction factors are plotted in Figure 5 as a function of Reynolds number.

![Figure 5: Darcy friction factors used in this paper](image)

3.3. Variable adiabatic volume model
Considering pressure gradient and friction to be negligible in the energy conservation equation (4.c), pressure as a function of volume as well as incoming and outgoing flow rate is obtained in equation (6) whatever the temperature gradient. In addition, the change in density is supposed to be negligible when entering or outgoing the volume.

$$P(t) = P(0) \left( \frac{V(0)}{V(t)} \right)^\gamma \exp \left( \gamma \int_0^t \frac{q_{v,0} - q_{v,L}}{V(t)} \, dt \right)$$  \hspace{1cm} (6)

Such a model complies with integral causality and represents, as expected, a capacitive storage.

3.4. Line model
To model lines of constant section, the method of characteristics [15] [12] is used. The matrix of the two first conservation equations (4.a) and (4.b) is diagonalized and polytropic equation (5) is considered to calculate Riemann’s variables (7). The advantage of this method is to use propagation phenomenon to maximize the simulation step size and minimize the simulation time.

$$\begin{cases}
\frac{(R_1)}{(R_2)}_t + \left( \frac{v + c}{0} \right) \frac{(R_1)}{(R_2)}_x + \frac{q_{v,1}}{2d_h} \left( 1 \right) = 0 \quad (a) \\
\frac{(R_1)}{(R_2)} = \left( \frac{v + \frac{2c}{k - 1}}{v - \frac{2c}{k - 1}} \right) \quad \text{with } c = \sqrt{\frac{p}{k}} - \frac{1}{\rho} \quad (b)
\end{cases}$$

It can be remarked there are two waves traveling in opposite direction with quasi-equal velocity: $c - v$ and $c + v$ with $v \ll c \approx \sqrt{\frac{p}{k}} \approx 800 \, m/s$.

To solve equation (7), directional derivative is used, considering waves propagating at constant velocity $c$. The equations are discretized to be solved before recovering physical quantities $\rho$ and $v$ from Riemann’s variables by using the relation:

$$Y = \left( \frac{\rho}{1} \right) = \left[ \frac{k - 1}{4} \left( \frac{R_1}{R_2} \right)^2 \frac{\rho_0}{kP_0} \right]^{\frac{1}{k-1}} \left( \frac{R_1 + R_2}{2} \right)$$  \hspace{1cm} (8)

To respect propagation phenomenon, causality of such lines will be on Riemann’s variables whenever possible as shown in Figure 3. When there is a section change from a component to another, it is assumed the transition occurs in an incompressible way so that there is no volumetric mass change.
and volumetric flow is conserved. With those assumptions, a section change from $S_A$ to $S_B$ corresponds to the following change in Riemann’s variables,

$$
\begin{align*}
R_{2A} &= 2R_2 S_B S_A + R_1 (S_B - S_A) \\
R_{1B} &= 2R_1 S_A S_B + R_2 (S_A - S_B)
\end{align*}
$$

When causality cannot be on Riemann’s variables, such as for a transition between a line and a volume, inductive behavior will be assumed for causality: pressure must then be imposed to the component as it appears in Figure 3.

3.5. Regenerator model

Because of temperature gradient, methods of characteristics is not easily applicable. Therefore the two first conservation equations (4.a) and (4.b) are simply discretized with Euler-type scheme and isothermal relation (5) is used. Temperature is considered to be a constant at any given position and has been obtained with a SAGE simulation.

Regenerators are supposed to be mostly resistive components so causality can be chosen. Pressure will be imposed on one side and volumetric flow on the other side.

4. Experimental validation

4.1. Experimental protocol

The compressor is powered with two identical sinusoidal voltages at 57.5 Hz of constant amplitude. During the whole experiment, time-averaged temperatures as well as cooling power are constant.

Pressure is measured at five locations as shown in Figure 2 to validate the model. The present study focuses on sensor $P1$ to analyze the forces exerted by the thermodynamic system on the pistons. Sensor $P1$ is a Keller PAA-25S. Its measurement range is 0-50 bar and it has a bandwidth of 5 kHz. Its accuracy range

| H# | Freq. (Hz) | Experimental P1 (bar) | Simulated P1 (bar) | Difference experiment/simulation (%) | Simulated $H#^H1$ (%) | Mass-spring-damper system $P1_{H#}/P1_{H1}$ (%) |
|----|------------|-----------------------|--------------------|--------------------------------------|-----------------------|-----------------------------------------------|
| 1  | 57.5       | 2.732 ± 0.008         | 2.789              | +2                                   | 100.00                | 100                                           |
| 2  | 115        | 0.083 ± 0.008         | 0.083              | +1                                   | 2.98                  | 0                                             |
| 3  | 172.5      | 0.064 ± 0.008         | 0.066              | +3                                   | 2.37                  | 0                                             |
| 4  | 230        | 0.012 ± 0.008         | 0.011              | -10                                  | 0.40                  | 0                                             |
| 5  | 287.5      | 0.013 ± 0.008         | 0.007              | -41                                  | 0.27                  | 0                                             |
| 6  | 345        | 0.006 ± 0.008         | 0.003              | -43                                  | 0.12                  | 0                                             |
| 7  | 402.5      | 0.003 ± 0.008         | 0.003              | -6                                   | 0.10                  | 0                                             |
| 8  | 460        | 0.001 ± 0.008         | 0.002              | +47                                  | 0.07                  | 0                                             |

As the considered uncertainties are uncorrelated, measurements are to be considered with a combined uncertainty of $u_c \leq 814 Pa$.

4.2. Comparison

The model was run considering the sinusoidal motions of the pistons as input. Amplitude of stroke was obtained using a numerical model of the compressor, by entering the effective coil voltage measured
during the test. These pistons strokes applied to the fluid model of Figure 3 give a pressure swing with harmonics in the compressor chamber. These harmonics amplitudes are reported and compared to experiment in Table 1.

Simulated harmonics are thus very close from measured ones despite measurements inside accuracy range for higher order harmonics. It shows that the mechanical behavior of thermodynamic system is not linear: when excited with a sinusoidal piston motion, it induces harmonics in the compression chamber’s pressure. First and second harmonics amplitudes are about 3% of fundamental amplitude.

5. Conclusion

The new model proposed in this paper focuses on the mechanical behavior of the work-fluid in a pulse tube cryocooler. Thermodynamic, thermal and gas properties hypotheses are validated using SAGE software simulations. It uses conservation equations, a simplified Redlich Kwong state equation as well as polytropic equation. Whenever applicable, method of characteristics is used to solve conservation equations in order to lower simulation time. The model is built to respect integral causality and propagation phenomena.

The model reproduces the pressure fundamental and first 2 harmonics very accurately (3% or better, with regard to measurement). 4th and 5th harmonics are also given within the confidence interval. It highlights the non-linear mechanical behavior of the thermodynamic system. Excited with sinusoidal pistons positions, pressure in the compression chamber appears to be non-sinusoidal. Among other, first and second harmonics amplitudes are about 3% of fundamental amplitude.

Such model can now be easily integrated in a whole cryocooler model in order to predict power consumption, vibrations (especially to see how these non-linearities interact with those induced by the CPA), or electrical harmonics. Hopefully, the last two capabilities will be of great help to improve the present force cancellation strategies based on dissimilar voltages or currents.
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