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Abstract—In this paper, we present a new algorithm for calculating exact hypervolumes. Given a set of \(d\)-dimensional points, it computes the hypervolume of the dominated space. Determining this value is an important subroutine in multiobjective evolutionary algorithms. We analyze the quick hypervolume (QHV) algorithm theoretically and experimentally. The theoretical results are a significant contribution to the current state of the art. Moreover, the experimental performance is also very competitive, compared with existing exact hypervolume algorithms.
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I. INTRODUCTION

In this paper, we focus on problems that optimize several objectives at the same time. Most of the time these objectives conflict with each other, meaning that optimizing one objective implies a loss of performance in another. An illustrative example is the problem of sensor placement to detect outbreaks on networks as quickly as possible, such as the spreading of information on online social networks or of viruses in water distribution networks [1]. For the sake of simplicity, let us consider just two objectives: detection time and detection likelihood. Since in most practical cases, we are not allowed to place sensors on all network nodes, because of either performance or budget issues, we must carefully place sensors on a few nodes taking into account our objectives. On one hand, we would like to detect as many events as possible and, thus, we would like to place the sensors on nodes that allow us to reach all other nodes. On the other hand, we would like to detect events as soon as possible and, thus, we would like to place the sensors on nodes close to the origin of the outbreaks, which are usually distinct from former ones. Even in this simple setting, it becomes clear that deciding on sensor placement is not simple and that we must deal with a multiobjective optimization problem. Note that, in general, the problem of sensor placement involves many more objectives, becoming much harder.

As the number of objectives and of items under analysis increases, the complexity of the problem increases considerably. Namely, the time the problem takes to be solved, due to the large number of possible choices. We seem to have intuitive knowledge of this complexity. From a psychological point of view, this may have the negative impact of increasing anxiety [2]. Interestingly, as the amount of choice increases so do the artifacts people use for coping with complexity.

Multiobjective evolutionary algorithms (MOEAs) [3] solve multiobjective optimization problems, which occur in a wide range of problems including, scheduling, economics, finance, automatic cell planning, traveling salesman, etc. Updated surveys on these algorithms are readily available [4], [5]. There is a class of MOEAs in which we are particularly interested because they use indicators to guide their decisions, in particular, they may use the hypervolume [6]–[9].

We study the complexity of the algorithms that compute hypervolumes, specifically the space and time performance.

We obtain the following results:

1) Section III describes QHV, a new divide and conquer algorithm for computing hypervolumes. The algorithm is fairly simple, although it requires some implementation details, explained in Section IV-A.

2) Section IV-B includes a theoretical analysis of QHV. Assuming the points are uniformly distributed on a hypersphere or hyperplane, the analysis shows that QHV takes \(O(dn^{1.1} \log^{2} n)\) time to solve a hypervolume problem, with \(n\) points in \(d\) dimensions. This bound holds for the average case and with high probability. The power in \(n\) can be made as close to 1 as desired, our actual bound is \(O(dn^{1.05} \log^{2} n)\), and \(\epsilon > 0\) can be chosen arbitrarily small.

3) We study this performance experimentally. Our QHV prototype is extremely competitive against state-of-the-art hypervolume algorithms (see Section IV-C).

The paper includes a small review of related literature in Section V. The paper ends with a brief discussion and conclusions in Section VI.

Let us move on to the hypervolume problem.

II. PROBLEM

Given a set of \(d\)-dimensional points, we seek to compute the hypervolume of the dominated space. This section describes the hypervolume calculation problem. Fig. 1 shows a set of points and the respective 2-D hypervolume, commonly referred to as area.

The region of space under consideration is delimited by a rectangle with opposing vertexes \(\varsigma\) and \(\omega\), that are close to 0 and 1, respectively. We consider only rectangles that are parallel to the axis.

Theoretical results are a significant contribution to the current state of the art.
We say that point \( p \) dominates\(^1 \) point \( a' \) because \( a' \) is contained in the rectangle of vertexes \( z \) and \( p \). Notice that we cannot state that \( d \) dominates \( a' \), since the rectangle with vertexes \( z \) and \( d \) does not contain \( a' \).

Given a set of points, in our example \( \{a, a', b, p, c, d\} \), we want to compute the dominated area, shown in gray in Fig. 1. In general, we use hyper-rectangles, instead of rectangles, to define dominance between points. The point \( z \) is always a vertex of these hyper-rectangles. The opposing vertex is a point \( p \), from the set. Therefore, the problem is to compute the hypervolume occupied by the hyper-rectangles that use the points in the set, but without counting the dominated space twice, just like in the 2-D example.

The coordinates can be any reals in \([0, 1]\). Our algorithm uses a subroutine to eliminate dominated points, so we do not insist on having a set of nondominated points.

The mathematically inclined reader may prefer formal definitions. Consider the \( d \)-dimensional space \([0, 1]^d \subseteq (\mathbb{R}^+)^d\). Let us assume that \( z \) is the point where all coordinates are 0. If \( p = (p_1, \ldots, p_d) \in [0, 1]^d \) and \( a = (a_1, \ldots, a_d) \in [0, 1]^d \) we say that \( p \) dominates \( a \), denoted \( a \preceq p \) if \( a \neq p \) and \( a_i \leq p_i \) for all \( i \in \{1, \ldots, d\} \). The hyper-rectangle associated with \( p \) consists of the set \( H(p) = \{ q \in [0, 1]^d | q \preceq p \} \). Given a set of points \( S \subseteq [0, 1]^d \), the hypervolume problem consists of computing \( \lambda(\cup_{p \in S} H(p)) \), where \( \lambda \) represents the Lebesgue measure of the set. For computational reasons, \( S \) should be finite, we use \( n \) to represent its size.

III. PIVOT DIVIDE AND CONQUER

In this section, we describe the QHV algorithm, by working our way from 2-D to higher dimensions and gradually introducing the necessary concepts. Pivot divide and conquer is the technique used by QuickSort [10]. The process consists of the following three steps:

1) Select a special pivot point. This point is processed and excluded from the recursion.

\(^1\)A point does not dominate another point that has the same coordinates, this is the sole exception to the rectangle criterion we give.

2) Divide the space according to the pivot, more precisely classify points into the possible space regions.

3) Recursively solve each of the subproblems in the smaller regions of space, and add up the hypervolumes.

A. 2-D Case

Fig. 2 shows an example of this process in 2-D. First, we choose point \( p \) to be the pivot. Second, we divide the rectangle, of vertexes \( z \) and \( o \), according to \( p \). Third, we recursively compute the area of the points in quadrants 01 and 10.

Let us now focus on the details of each step. In the first step, it is necessary to choose a pivot \( p \) that is not dominated by any other point \( p' \). Naively comparing all pairs of points would yield \( O(n^2) \) time. Instead we compute the area of the rectangles with vertexes \( z \) and each point \( p' \). We choose \( p \) to be the point with the largest dominated area. Hence, \( p \) is nondominated by any other \( p' \), meaning that the quadrant 11 will contain no other point.

The space is divided into quadrants, according to the pivot. The quadrants are labeled in binary. The first bit is used for the \( x \)-coordinate and the second bit for the \( y \)-coordinate. A 0 indicates that, for the given coordinate, the points of the quadrant are between \( z \) and \( p \). Otherwise, the points of the quadrant are between \( p \) and \( o \) and we use a 1. In our example with \( p = (0.5, 0.4) \), point \( c = (0.6, 0.2) \) is in the quadrant 10, because 0.5 < 0.6 and 0.4 > 0.2. We can classify a point, by comparing it with \( p \).

The conquer procedure is called recursively for quadrants 10 and 01. Each recursive call uses its own bounding rectangle and the respective list of points. Assume that the points \( z' \) and \( o' \) are the vertexes of the bounding rectangle of quadrant 01 and likewise points \( z' \) and \( o' \) bound quadrant 10. The total area is obtained by adding the results of the smaller subproblems with the area of the pivot. In our example this yields

\[
\text{QHV}(z, o, \{a, a', b, p, c, d\}) = \text{QHV}(z', o', \{a, b\}) + \text{QHV}(z', o', \{c, d\}) + 0.5 \times 0.4.
\]
Notice that point \( a' \) is discarded because it belongs to quadrant 00, and, therefore, is dominated by \( p \). This is one way by which QHV identifies dominated points.

For 2-D, this procedure behaves as follows.

**Theorem 1:** The QHV algorithm determines the area dominated by \( n \) points of a 2-D space in \( O(n \log n) \) expected time.

The analysis is essentially the same as for QuickSort. Notice that the selection of the pivot requires \( O(n) \) time, instead of the \( O(1) \) of QuickSort. This does not change the asymptotic complexity because QuickSort spends this time in the division.

This result is not competitive when the points are already sorted by a coordinate. In that case, the respective area can be computed in \( O(n) \) time and we explain how in Section V. Still, if the points are given in random order, the sorting step requires \( O(n \log n) \) time, thus, the overall time is the same as for QHV.

**B. Higher Dimensions**

For the sake of discussion, let us consider, for a moment, that \( p \) was not a point of the original set. This means that we were partitioning the space according to an external pivot. The relation in the previous equation would now be inaccurate, because of the \( 0.5 \times 0.4 \) term. This term is related to the 00 quadrant, for which the contributing area is now different. To determine the correct area, we need to project the points \( b \) and \( c \) to that quadrant. Point \( b \) is projected to \( b' = (0.3, 0.4) \), point \( c \) is projected to \( c' = (0.5, 0.2) \) (see Fig. 3). In this case, projecting point \( b \) means finding the point of the 00 quadrant that is dominated by \( b \) and that dominates all other points of that quadrant that are also dominated by \( b \). Operationally determining the coordinates of the projected points consists of replacing some of the coordinates with the values of the pivot. For point \( b \), we replaced the \( y \)-coordinate and for point \( c \), we replaced the \( x \)-coordinate. Another way to understand how projections work is to consider set intersection. Let \( A \) be the rectangle with vertexes \( z \) and \( B \) the rectangle with vertexes \( z \) and \( p \). The projection \( B' \) is the upper right vertex of \( A \cap B \). This notion of projection cannot, however, be used when we are given the quadrant number instead of the vertex \( p \).

In this hypothetical scenario, the last term in the equation could be replaced by \( \text{QHV}(z, p, [a', b', c']) \). In 2-D, it is not always true that \( p \), \( a' \), \( b' \), and \( c' \) are adjacent in the diagram, because \( 1010 \) is obtained by flipping the second bit from 1 to 0. Adjacent hyperoctants differ by exactly 1 bit. This means that the points of 1110 can be projected.

An important observation is that a point from the 01 quadrant cannot be, meaningfully, projected into the 10 quadrant, and vice versa. These properties can be represented graphically by a Hasse diagram (see Fig. 4). The diagram represents the quadrants as vertexes and the fact that points from a quadrant can be projected into another by arrows. This diagram can be generalized into higher dimensions. Fig. 5 shows the Hasse diagram of a 4-D space.

Although this latter diagram looks intricate the underlying logic is simple. Each of the nodes represents a region of space, referred to as hyperoctants instead of quadrants. The hyperoctant 0000 is the one that contains the bounding vertex \( z \), likewise 1111 contains \( o \). Hyperoctants 1110 and 1010 are adjacent in the diagram, because 1010 is obtained by flipping the second bit from 1 to 0. Adjacent hyperoctants differ by exactly 1 bit. This means that the points of 1110 can be projected.
into 1010, by replacing the second coordinate. Moreover, by also replacing the first coordinate the points of 1110 can be projected into 0010. In general the points of a hyperoctant $h$ can be projected into $h'$ iff $h \& h' = h'$, where $\&$ is the bitwise AND operation. For example the points of 1110 cannot be projected into 0101, since 1110 $\&$ 0101 = 0100 $\neq$ 0101. The $\&$ operation exposes that, for the last coordinate, a point of 1110 is before the pivot whereas a point of 0101 is after the pivot. Hence, the last coordinate invalidates projections from 1110 to 0101.

In $d$ dimensions QHV is generalized as follows.

1) Pivot selection is essentially the same procedure as before, computing hypervolumes, instead of areas.

2) Dividing the problem into subproblems consists in classifying and projecting points. Point classification is essentially the same as before. Comparing $p'$ with the pivot involves comparing all $d$ dimensions, and now there are $2^d$ possible hyperoctants. Moreover, each hyperoctant is also assigned all possible point projections. For instance hyperoctant 0001 includes the projections of all the points assigned to 0011, 0101, 1001, 1011, and 1101. Therefore, a point, by means of projections, has influence on several subproblems.

3) The conquer step is performed recursively, but now it is slightly more complex. There are no points in 1111, or in general in hyperoctant $\perp$, therefore, there is no recursive call into this region. There is also no recursive call to 0000, in general, we represent this hyperoctant as $\perp$. For $\perp$ we use the hypervolume of the pivot. If there are any points in this hyperoctant they are dominated by $p$ and, therefore, discarded. For any other hyperoctant $h$, we compute a recursive call.

In the recursive call, it is also necessary to compute the appropriate bounding vertexes $z'$ and $o'$. Vertex $o'$ is obtained as the projection of $o$ into the respective hyperoctant. Vertex $z'$ is a dual projection of $z$, implying that the coordinates are projected away from $z$, instead of toward it.

### IV. ANALYSIS

In this section, we study the performance of the QHV algorithm in terms of space and time requirements. We start by discussing some engineering considerations related to the implementation of QHV. Then, we move on to the theoretical analysis, which includes an average case bound and a high probability bound. We finish the section with an experimental validation.

#### A. Implementation

To obtain an efficient implementation of QHV it is necessary to be mindful of several design issues. The space requirements of QHV vary significantly between the best case, the worst case and the average case, as we will see in Section IV-B. Therefore, we use dynamic memory when storing the list of point indexes. In fact all the indexes of the successive recursive calls are stored in an array inside the splitter structure $S$. The size of this array can grow beyond $O(n)$. Still, the lists inside this array are handled in a stack-like fashion, meaning that the lists are removed from the array once their recursive call finishes. Removing means that the space is considered available to be overwritten by other lists. Naive management of memory, by allocating list every time, can easily consume 25% of execution time.

Next, we show our C implementation of QHV, the reader that is unfamiliar with C, or uninterested in the implementation details, can still safely follow the text. Even though the implementation is in C it was written for readability.

The implementation follows the three steps we mentioned in Section III. A recursive call of `quickHVolumeR` receives the bounding hyper-rectangle, given in points $z$ and $o$, the number of points $n$, an array with the $n$ point indexes `idx`, for this call; and a pointer to the array containing all points `PS`.

An implementation of QHV in C is the following:

```c
static double quickHVolumeR(point * z, point * o, int n, int *idx, point * PS)
{
    splitter S; /* The splitting structure */
    int i, j; /* Counters */
    point p; /* Pivot */
    point pp; /* Temporary point */
    point newo; /* The new o point */
    point newz; /* The new z point */
    double hv; /* HyperVolume */
    double max; /* Current maximum */

    max = -DBL_MAX; /* Initialization */

    while(i < n)
    {
        /* New Pivot Candidate */
        if(hv > max)
        {
            max = hv;
            j = i;
        }
        i++;
    }

    /* Separate Pivot */
   hv = HV(z, &pp, o);
   drop(idx, &n, j);

    /// 2. Divide Points
   S = newSplitter();
   i = 0;
   while(i < n)
    {
        S = drop(idx, &n, j);
        i++;
    }
}
```

3) Hypothetical external pivot was used only to illustrate projections.
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split(S);

// 3. Conquer
while(hasNext(S))
{
    idx = next(S, &j, &n);
    projectZero(allnewz, kp, j, z);
    projectOne(allnewo, ap, j, o);
    hv += quickHVolumeR(allnewz, &p);
}

freeSplitter(S);
return hv;

The selection step chooses the point p, with index j, as the one that maximizes a given objective. Usually the hypervolume, i.e., HV[z, &pp], but other pivot selection functions are viable. We always keep the original points, we do not store projections, instead we pass the idx array. Therefore, before using a point, it is necessary to project it into the bounding hyper-rectangle. These simpler projections are computed with the intercept function, that stores the corresponding point in pp, the first argument. The second and third arguments input the vertexes of the original hyper-rectangles, o and &(PS[idx[i]]). After the pivot is selected, its hypervolume, HV[z, &ap], initializes the result value, variable hv. Instruction drop removes p from idx.

The division step uses the splitter data structure S, to classify the points into the respective hyperoctants. Points are inserted into S with push, by indicating the point idx[i] and the hyperoctant nextSet(). The nextSets function receives a hyperoctant description, such as 1100, and returns, by successive nextSet calls, all the hyperoctants that it can be projected to, for example 1000 and 0100.1 The classify function determines the hyperoctant, to which pp belongs, considering p as the pivot. The split operation groups the points into hyperoctants.

The conquer step queries the S structure for the new lists of points idx and then makes a recursive call to quickHVvolumeR. The next operation returns this list along with its size &n and the respective hyperoctant &j. The information in j is used to obtain the new bounding hyper-rectangle vertexes, newz and newo, by calling the projectZero and projectOne functions.

The classification step is fairly subtle. Given a point, we classify it into a certain hyperoctant h. We then use some bit manipulation to generate all the hyperoctants h′, such that h′ can project into h. The h′ hyperoctants are obtained with the nextSet operation. Basically, it consists of keeping a counter from 1 to 2d′ − 1 and mapping the bits from this counter to the bits that are set to 1 in h. Here, j is the number of 1’s in the representation of h. This is simple to achieve with an array that stores the different bits of h and using bitwise OR.

The hardest part of classification consists of grouping all the points of the same hyperoctant together. We store the points in a list, with tags, indicating the hyperoctant to which the point should go. The same point can occur multiple times with different tags. Notice that this list may be of size O(2d−1), in the worst case, because a point can project to potentially another 2d′ − 2 hyperoctants. Assume the list is of size ℓ, sorting this list according to tags yields O(ℓ log ℓ) time. We eliminate the log ℓ factor as follows. Assuming that d is small enough, in our tests d ≤ 13, we can use count sort, which takes O(2d′ + ℓ) time, and O(2d′) extra space for storing the counters. The size of the list varies considerably, between 2 and O(2d′−1). Clearly, we cannot afford to have an O(2d′) fixed time cost in all sorts, particularly because this procedure occurs most often when ℓ is small. This would be much worse than the log ℓ factor we are trying to reduce. To eliminate this cost, we use an adaptation of the structure by Briggs and Torczon [11]-[13]. This structure can be used to avoid initializing the counters. That is not exactly the way in which we use it. All counters are initialized to 0 once when the algorithm starts. Everytime the count sort algorithm finishes, it cleans the counters, only the ones that were used in that particular sort. Hence, the counter array can be reused without the need for a complete clean up. The structure is used in the accumulating step of the count sort. Scanning all the possible counters would also yield an O(2d′) time cost, instead we use this structure to scan only the counters that were affected by some point of the list. Hence, we obtain O(ℓ) sorting time.

An important optimization is removing dominated points. We have already seen that the points that end up in _S_ are dominated and therefore removed, by not doing recursion into this hyperoctant. Still some points that are nondominated might have dominated projections. Recall that in the hypothetical external pivot discussion of Section III-A the projection of point d was removed from the recursion into the 00 quadrant, precisely because the projection was dominated by the projection of c. Hence, after grouping the points by hyperoctan, the splitter structure S runs an algorithm to remove dominated points. Since the number of points in each list is usually small, particularly when d is large, this is computed naively, by comparing all pairs of points, in O(dn2) time. This can be improved to O(log d ′n) time with the multidimensional divide and conquer algorithm, that we discuss in Section V. In practice, this is not critical for the overall performance, although the following detail was. Suppose that we project a 4-D point from 1110 into 0101 and the respective projection becomes dominated in this latter hyperoctant, then it is not necessary to further project this point into 0010 or 0001 because the resulting points would still be dominated. This procedure is further explored in Lemma 1. The C implementation of QHV that we presented does not reflect this process. The code generates all possible projections, by means of the nextSet function. In our prototype, we proceed in a slightly different way. The hyperoctants are processed by height, from highest to lowest, where the height is the number of 1’s in the hyperoctant representation. For example, in 4-D, we first process 1110, 1101, 1011, and 0111, these are the hyperoctants of height 3. From
these hyperoctants, we project the nondominated points to the respective hyperoctants of height 2, and from those we project to the hyperoctants of height 1. This means that the count sort, the projection generation and determining dominated points is computed interleaved by decreasing height. This procedure is computed with the split command. Therefore, in our prototype, there is no call to nextSet in the quickHVolumeR, but for exposition purposes the original version is less obscure. Moreover, this issue is crucial for the analysis we present in Section IV-B.

A crucial design issue is the algorithm for small subproblems. The QHV algorithm can be used until there is only one point in the recursive call. This would be inefficient, for small subproblems, it is better to use another algorithm, which can have worse asymptotic complexity, but is more efficient for small problems. Once again our theoretical analysis, in Section IV-B, reflects this issue, because the theoretical bounds hold only for values of \( n \) larger than some \( n_0 \). Moreover, the time that it takes to solve such small problems is an important multiplicative factor of the whole algorithm. We also take advantage of computer architecture features, such as bit manipulation and the SSE3 instruction set. This is crucial as QHV can spend 90% of the time, on the small subproblems.

In QuickSort, this is a known issue and, usually, when the subproblems are of size 16, it is better to use insertion sort. In the QHV prototype, we implemented two alternatives. For small dimensions or few points, we use a cache oblivious HSO [14]. For higher dimensions, we use inclusion exclusion (IEX). A description of these algorithms is given in Section V, for now it is only relevant that their time complexity is \( O(n^{d-1}) \) for HSO and \( O(d2^n) \) for IEX. Clearly IEX scales very badly when the number of points increases. The size of the subproblems varies, but for higher dimensions it is close to 10. A rough analysis, of such problems, for 9-D shows that HSO requires less than 100 million ops, whereas IEX requires at most 10 thousand ops. Hence, the choice of IEX over HSO, in high dimensions. This does not mean that HSO is 10,000 times slower than IEX, because the bound of HSO might be loose or have a small constant, but it is reasonable to expect that in this case HSO is indeed much slower than IEX. To decide which algorithm we should use, we could use their asymptotic bounds to estimate the number of operations each algorithm requires and select the algorithm that requires less operations. Still this would not account for the underlying constants. Therefore, we executed a series of tests, varying \( n \) from 1 to 10 and \( d \) from 3 to 15, to determine, for that configuration, which algorithm was fastest most of the time. We hard coded resulting selection into our prototype, which, therefore, chooses between IEX and HSO, by simultaneously considering \( d \) and the number of points of the subproblem.

Another fundamental issue is the pivot selection criteria. It is important to choose a pivot that divides the points into hyperoctants, such that most points end up in the lower hyperoctants, instead of the higher hyperoctants. In this sense, it is also better to choose a pivot that is nondominated. The number of points that end up in higher hyperoctants depends largely on the Pareto front, and therefore is mostly uncontrollable. Interestingly, the shape of the front seems to be related to the intrinsic complexity of the calculus. We observed that for the same number of points, the shape of the frontier affected simultaneously the performance of QHV and of the WFG [18] algorithm. Other algorithms are less sensitive to this phenomena, namely, HSO [14], mainly because they are already slower.

Fortunately standard test fronts are usually well behaved, in which case we obtain the best performance. The performance of the algorithm degrades significantly as the fronts become less regular. We observe such phenomena in the experimental results by comparing spherical fronts with random fronts.

To obtain nondominated pivots, we use the hypervolume of the point. On well behaved fronts this criteria is enough to obtain a good distribution of points into hyperoctants. Fig. 6 illustrates this issue, it shows a spherical Pareto front and the contour lines of points with the same area \( xy \). The resulting pivot is the first point to intercept the lines, i.e., the one that intercepts line \( xy = 0.5 \).

B. Theoretical Analysis

1) Extreme Cases: Storing \( n \) points, with \( d \) dimensions, requires \( \Theta(dn) \) space. On top of this space QHV stores the lists of points for the recursive calls. The lists contain the indexes, instead of the points themselves, therefore the size of the lists is independent of \( d \). This means that for the same number of points, the shape of the frontier affected simultaneously the performance of QHV and of the WFG [18] algorithm. Other algorithms are less sensitive to this phenomena, namely, HSO [14], mainly because they are already slower.

We use \( T(n) \) to represent the time spent by QHV to process \( n \) points. The easier cases to analyze are the best and worst case. In the best case QHV processes \( n \) points in \( \Theta(dn \log^{d-1} n) \) time. This occurs if in the division step the points distribute uniformly among the hyperoctants adjacent to \( \lambda \). In this case, the recursion equation is \( T(n + 1) = \Theta(\alpha(d \log^{d-2} n) + dT(n/d)) \). This means that for the same number of points, the shape of the frontier affected simultaneously the performance of QHV and of the WFG [18] algorithm. Other algorithms are less sensitive to this phenomena, namely, HSO [14], mainly because they are already slower.

Fortunately standard test fronts are usually well behaved, in which case we obtain the best performance. The performance of the algorithm degrades significantly as the fronts become less regular. We observe such phenomena in the experimental results by comparing spherical fronts with random fronts.

To obtain nondominated pivots, we use the hypervolume of the point. On well behaved fronts this criteria is enough to obtain a good distribution of points into hyperoctants. Fig. 6 illustrates this issue, it shows a spherical Pareto front and the contour lines of points with the same area \( xy \). The resulting pivot is the first point to intercept the lines, i.e., the one that intercepts line \( xy = 0.5 \).

B. Theoretical Analysis

1) Extreme Cases: Storing \( n \) points, with \( d \) dimensions, requires \( \Theta(dn) \) space. On top of this space QHV stores the lists of points for the recursive calls. The lists contain the indexes, instead of the points themselves, therefore the size of the lists is independent of \( d \). To organize the points into hyperoctants, we need to store a counter per hyperoctant, therefore we always need \( \Theta(2^d) \) extra space. This extra space does not, necessarily, become a term in the time performance, it can be avoided by using a hash to store the nonzero counters. Whenever we measure space recall that recursion is computed with the de facto standard stack.

We use \( T(n) \) to represent the time spent by QHV to process \( n \) points. The easier cases to analyze are the best and worst case. In the best case QHV processes \( n \) points in \( \Theta(dn \log^{d-1} n) \) time. This occurs if in the division step the points distribute uniformly among the hyperoctants adjacent to \( \lambda \). In this case, the recursion equation is \( T(n + 1) = \Theta(\alpha(d \log^{d-2} n) + dT(n/d)) \), hence, the time bound. The extra space is \( \Theta(n) \). The \( \Theta(n \log^{d-2} n) \) time is due to the algorithm that removes dominated points, we explain this algorithm in Section V. In fact for the best case, we could discard
the dominated verification. Assume that the points distribute nicely, in that case the bound is \( \Theta(d \log n) \).

In the worst case, the points distribute among the hyperoctants adjacent to \( 2^d - 1 \). We use the even more pessimistic relation \( T(n+1) = \Theta((d+\log^2 n) + 2^d T(n)) \), which assumes subproblems of \( n \) points in every hyperoctant. This yields a time bound of \( O(d \log^2 n)2^d n \), by adding a geometric series. In fact, in the worst case, we can also discard the dominated verification and the bound is \( O(d \log^2 n) \). The extra space bound is much smaller than the time bound. The size of the point lists in consecutive recursive calls decreases by at least 1. Therefore, the overall list size is \( 1 + 2 + \ldots + n = O(n^2) \).

Still the overall space requirements are larger because each point in the list may project into \( 2^d - 2 \) hyperoctants, and these projections must be stored simultaneously in memory. Therefore, in the worst case, the extra space requirements is \( O(2^d n^2) \).

2) Average Case: We start by reintroducing the techniques that are used to analyze quicksort. We assume a class of problems and let \( T(n) \) represent the time that QHV takes to solve a random problem from this class. Therefore, \( T(n) \) is a random variable, instead of a deterministic value, in fact it is a sequence of random variables. Notice that we do not have to worry about problems that are smaller than a given constant \( n_0 \), the time that QHV takes to solve one such problem is necessarily bounded by a constant. Therefore, the problem class describes a type of problem, of which there are infinitely many problems. Moreover, a class contains all the subproblems that QHV generates when it partitions the original problem.

To discover the nature of \( T(n) \), we study the recursion tree of QHV. A recursion tree is useful to understand what happens when a recurrence is iterated. It is a diagram of the calls a recursive algorithm, such as QHV, uses to solve a given problem. The tree contains a root, with the original problem, and the children of the root contain the subproblems that result from dividing the original problem. Those nodes also contain their subproblems as children, and so on.

We need to pay special attention to the size of the problems in each node of the recursion tree. It is usual to sum the size of a subproblem, i.e., the number of points that it was initially assigned. For a node \( v \), we denote this value as \( n_v \). We refer to these subproblems as the original subproblems. However, this would yield a harder analysis. Instead we sum the size of the clean problems. Recall that in Section 4-A, we mentioned that each subproblem is initially processed by an algorithm that removes dominated points, including projections. The number of points that are left in a subproblem, after this pruning, is denoted by \( n_v \). We refer to these subproblems as the clean subproblems. These values are important because these points are the points that will be divided by future recursive calls. In a random tree we denote these values as 

\[
S(n) = \sum \text{node of the recursion tree} n_v
\]

Therefore, \( S(n) \) is also a random variable. Likewise we denote the sum of the original problems by \( S'(n) \). The following Lemma explains why we can restrict our attention to \( S(n) \), thus simplifying the analysis.

**Lemma 1:** Consider a \( d \)-dimensional hyper-volume problem with \( n \) points. Let \( T(n) \) represent the amount of time QHV requires to solve it. Let \( S(n) \) and \( S'(n) \) be the sum of the clean problems, and of the original problems, respectively. The following relations hold:

1. \( T(n) \leq S'(n) \cdot O(d \log^2 n) + S(n) \cdot O(d) \);
2. \( S'(n) \leq (d + 1) \cdot S(n) \);
3. \( T(n) \leq S(n) \cdot O(d \log^2 n) \).

**Proof:** Point 1 is essentially due to the algorithm that eliminates dominated points, which is affected by an \( O(d \log^2 n) \) factor. This algorithm is applied to every original problem. It is valid to use the distributive property, since no problem can contain more than the initial \( n \) points. We also need to account the time of selecting the pivot and dividing the points into the hyperoctants. This involves classifying the points, which takes \( O(d) \) time per point. This process is applied to the clean problems.

Point 2 is a more intricate property. Let \( v \) be any node of the recursion tree, assume its corresponding hyperoctant is \( h \). Now let \( v_1, \ldots, v_d \) be sibling nodes, i.e., all these nodes are obtained by dividing the same problem. Let \( h_1, \ldots, h_2 \) be the associated hyperoctants. We assume that \( h_1, \ldots, h_2 \) are immediate ancestors of \( h \) in the Hasse diagram. Immediate ancestors means that they are just above \( h \), for example 1101 is an immediate ancestor of 1001, 0101, and 1100, but not of 0001 or any other hyperoctant. Note that there might be \( d \) or less such nodes, but not more. Therefore, we have the following relation:

\[ n_v' \leq n_v + n_{v_1} + \ldots + n_{v_d}. \]

Since each hyperoctant projects to at most \( d \) other hyperoctants, we obtain the following:

\[ S'(n) \leq \sum (n_v + n_{v_1} + \ldots + n_{v_d}) = (d + 1) \sum n_v = (d + 1) \cdot S(n) \]

Point 3 follows from the previous points, 1 and 2.

Because of this Lemma the remaining analysis focuses on bounding \( S(n) \). The resulting bounds are then multiplied by \( O(d \log^2 n) \). Hence, it is also reasonable to assume that this factor contains a \( c_0 \) constant, such that any problem smaller than \( n_0 \) can be solved in \( O(n \log n) \) time. To prove that this bound holds we need to find a large class of regular partitions for which we can bound \( E[S(n)] \) by a model, \( M(n) = c \cdot n \log n \). We use a Bernoulli indicator random variable \( P \), which assumes value 1 if the partition is regular and 0 otherwise. The probability that the partition is regular, \( P(P = 1) \), is denoted by \( p \). The class of regular partitions will be gradually refined during the analysis. Still, this class is chosen in a way that probability \( p \) is big enough, in fact we assume that QHV behaves in an optimistic...
fashion, meaning that if the random partition it obtains at a given point is not regular, the optimistic QHV throws it away and randomly selects another. If there are enough regular partitions, we can use conditional expected values to bound $E[T(n)]$.

Lemma 2: Consider a class of hypervolume problems, such that, a random problem with $n$ points, from this class, has a regular partition with probability at least $p$. Moreover, determining whether a partition is regular requires at most $c\cdot n$ time. The expected size of the clean tree of QHV algorithm respects the bound $E[S(n)] \leq M(n)$, provided that:

$$E[S(n)|P = 1] \leq M(n) - \frac{1}{p}c\cdot n.$$  

Proof: Consider the following derivation:

$$E[S(n)] = p \cdot E[S(n)|P = 1] + (1 - p) \cdot E[S(n)|P = 0]$$  

(1)

$$E[S(n)] = p \cdot E[S(n)|P = 1] + (1 - p) \cdot (E(S(n) + c\cdot n))$$  

(2)

$$pE[S(n)] \leq p \cdot E[S(n)|P = 1] + (1 - p)c\cdot n$$  

(3)

$$E[S(n)|P = 1] \leq E[S(n)|P = 1] + \frac{1}{p}c\cdot n$$  

(4)

$$E[S(n)] \leq M(n).$$  

(5)

Equation (1) is a general property of conditional expectations. To obtain (2) we assume $E[S(n)|P = 0] \leq E[S(n)] + c\cdot n$. This expresses the fact that if we select an irregular partition, the optimistic QHV throws it away and asks for another one, but we still have to sum the cost of verifying if the partition is regular. Equation (5) follows from the previous equation and the hypothesis.

Notice that Lemma 2 considers a constant $c'$, which is related to the amount of time it takes to verify whether a partition is regular. This time depends on what is considered a regular partition. Let us analyze the 2-D case. The partitions in 2-D are simple, because the subproblems do not share points. One subproblem gets $f\cdot n$ points and the other subproblem gets $(1 - f)\cdot n$ points. We can, therefore, consider a partition as regular if it is a $3/4$ and $1/4$, or even more balanced, i.e., no subproblem can contain more than $3n/4$ points.

Hence, it is reasonable to assume that we can verify in at most $c'\cdot n$ time whether a partition is regular. We only need to determine how many points exist in each subproblem. Notice that in 2-D, point projections can be ignored. To simplify the exposition, we omit the constant $c'$ by assuming $c' = 1$, this a constant scaling technique meaning that the associated constants need to be multiplied by $c'$ if $c' > 1$, but it does not alter the asymptotic bounds, so we omit it for simplicity.

Proof of Theorem 1: We aim to prove that $E[S(n)] \leq c\cdot n \log n = M(n)$. We choose $c = 2(1/4 + 3/4 \log 3)$, about 2.5. Recall the constant scaling assumption, without it we should have $c' = 2.5c'$.

This property is established by induction on $n$. The base cases are trivial. The induction step uses Lemma 2 with the model $M(n)$. We consider a partition as regular if it is $3/4, 1/4,$ or even more balanced. These partitions occur for at least half the possible pivots, therefore $p = 1/2$. For this value

the expression $(1/p) - 1$ is 1. The value of $E[S(n)|P = 1]$ can be complex to compute, therefore, we bound it with the $3/4, 1/4$ partitions. We can use the induction hypothesis to produce the following deduction:

$$E[S(n)|P = 1] \leq E[S(n)/4] + E[S(3n/4)] + n$$

$$= E[S(n)/4] + E[S(3n/4)] + n$$

$$\leq M(n/4) + M(3n/4) + n$$

$$= c\cdot n \log n - (1/4)\cdot \log(3/4) \cdot n + n$$

$$= c\cdot n \log n - n.$$  

This relation satisfies the hypothesis of Lemma 2, from which we conclude that $E[S(n)] \leq c\cdot n \log n$, thus establishing the induction step.

We can now use Lemma 1 to prove that $E[T(n)] \leq E[S(n)] \cdot O(d\log^{d-1} n) \leq O(dn \log^{d-2} n)$. The partitions of QHV are not always as simple. For higher dimensions they can be complex. There are several subproblems, which, moreover, can share points among them. Let $F_1, F_2, \ldots$ be a random partition, where the $F_i$'s are random variables. Notice that, because of Lemma 1, we are only interested in clean problems, therefore, $F_1, F_2, \ldots$ represent the size of the clean problems. We simplify the notation by not writing $F_n$; the associated $n$ value can usually be inferred from the context. The probability that we obtain a partition $f_1, f_2, \ldots, f_d$ is written as

$$P_r(F_1, f_1, \ldots, F_d, n = f_d, \ldots).$$

We use these distributions to study $E[T(n)]$ in higher dimensions. Our analysis is structured as follows: the next subsection presents a bound on $E[T(n)]$, and a high probability bound, of $T(n)$, based on abstract properties; the last subsection proposes a distribution of $F_1, \ldots, F_d, \rho$, which appropriately models the partitions of QHV. We compute the corresponding values on that distribution and conclude that the expected time of QHV is bounded by $O(dn \log^{d-1} n)$, even with high probability, for any $\epsilon$ as small as desired, $0 < \epsilon < 1$.

3) General Bounds: In general, for higher dimensions, a point may occur in more than one subproblem. In 2-D this does not happen, adding up the points in each subproblem yields $n$. In other words, we used $f$ and $1 - f$, therefore $f + 1 - f = 1$. For example in the previous result we had $3/4 + 1/4 = 1$. In higher dimensions, we allow for the subproblems to share points. Therefore, a partition $f_1, \ldots, f_d$, yields $\sum f_i \geq 1$. This sum measures how much the subproblems overlap, which is crucial for QHV.

We now need to decide which model $M(n)$ to use. To gain some intuition consider an ideal partition in $2^d$ hypercuboids. In this case the resulting restriction is

$$E[S(n)|P = 1] = 2^d E[S(2^d)] + n$$

If at least half the partitions were this ideally well distributed a model $M(n) = n \log n$ would be enough. The previous equation becomes $E[S(n)|P = 1] = n \log n - d \cdot n$ for this model, which satisfies the hypotheses of Lemma 2. The resulting bound would be $E[S(n)] = O(n \log n)$. 


A slightly more realistic model would be $M(n) = \alpha' n'$ with $r > 1$. If we use this model, (6) becomes $\mathbb{E}[S(n) | P = 1] = (2^{n-1} + \alpha' n' - n)$, where the expression associated with $n'$ is smaller than 1 for all $n > n_0$ and for some $n_0$. The resulting bound is therefore $\mathbb{E}[T(n)] = O(dn' \log^{d-2} n)$. We only need to determine a value of $r$ that holds for realistic partitions. We use the following notion.

**Definition 1:** Consider a class of $d$-dimensional hypervolume problems. Let $F_1, \ldots, F_m$ be the size of the subproblems obtained when a problem of size $n$ is divided by a random partition, where the $F_i$'s are random variables. A random partition has overlap $r$ if the following relation holds, for some $\delta > 0$:

$$\sum_{i=1}^{2^d-2} F_i n' < n' (1 - \delta).$$

A class has overlap $r$ if at least half its partition have overlap $r$. The overlap power $o$ of a class is the following limit:

$$\lim_{n \to \infty} \inf_{0 \leq \epsilon < o} \epsilon \cdot \mathbb{P} \left( \sum_{i=1}^{2^d-2} F_i n' < n' (1 - \epsilon) \right) \geq 1/2.$$ 

There is no guarantee that $o$ exists, but if it does, it is a useful value. Notice that $o \geq 1$, for any class. Even, and particularly, if there is overlap, we still need to satisfy $\sum_{i=1}^{2^d-2} F_i \geq 1$, for any partition. Therefore, $r > 1$, although the resulting limit might be 1. If we select the partitions that have overlap $r$ close to 0, as regular, then we can establish a bound on the expected time.

**Theorem 2:** Consider a class of $d$-dimensional hypervolume problems, with a finite overlap power $o$. For any positive $\epsilon > 0$, the optimistic QHV algorithm solves an $n$ point problem, from this class, in $O(d n^o \log^{d-2} n)$ expected time.

**Proof:** Consider an $\epsilon > 0$ and let $r = o + \epsilon$. According to the definition of overlap power we have that there is an $n_0$ and a $\delta_0$ such that, for any $n > n_0$ and $\delta \geq \delta_0$, we have that

$$\mathbb{P} \left( \sum_{i=1}^{2^d-2} F_i n' < n' (1 - \epsilon) \right) \geq 1/2.$$ 

We define a partition as regular if one of the following equivalent conditions holds:

$$\sum_{i=1}^{2^d-2} F_i n' \leq n' - n,$$

$$\sum_{i=1}^{2^d-2} F_i n' \leq n' - 2n,$$

$$\sum_{i=1}^{2^d-2} F_i n' \leq (2/\epsilon) n,$$

$$\sum_{i=1}^{2^d-2} F_i n' \leq n' \left( 1 - \frac{2}{\epsilon^{\alpha}} \right),$$

$$\sum_{i=1}^{2^d-2} F_i n' \leq n' \left( 1 - \frac{1}{\epsilon^{\alpha}} \right).$$

To make the $2/\epsilon$ factor disappear, in the last step, we choose $\epsilon = 2$. Notice that the subtracted term, on the last equation, converges to 0 because $r = 1 \approx o + \epsilon - 1 \geq \epsilon > 0$. Therefore, either $1/\epsilon^{\alpha} < \delta_1$, for any $n \geq n_0$, or we choose another $n_0$, such that $n_0 \geq 1/\sqrt{\delta_1}$, which implies $1/\epsilon^{\alpha} < \delta_1$.

Let us now establish that $\mathbb{E}[S(n)] \leq M(n) = c' n'$, like in Theorem 1, by induction on $n$. The base cases are trivial, we need only establish the result for $n \geq n_0$.

Like before we use the induction hypothesis to deduce that

$$\mathbb{E}[S(n) | P = 1] \leq \mathbb{E} \left( \sum_{i=1}^{2^d-2} S(f_i n') + n \right) = \sum_{i=1}^{2^d-2} \mathbb{E}[S(f_i n')] + n \leq \sum_{i=1}^{2^d-2} M(f_i n') + n \leq \sum_{i=1}^{2^d-2} c' (f_i n') + n \leq c' n' - n.$$ 

In the last step we used the definition of regular partition, i.e., (6). This last relation satisfies the hypothesis of Lemma 2 with $p = 1/2$ and $M(n) = c' n'$, from which we can conclude that $\mathbb{E}[S(n)] \leq M(n) = c' n'$. Recall that the definition of overlap power implies that at least half the partitions are regular.

We again use Lemma 1 to prove that $\mathbb{E}[T(n)] \leq \mathbb{E}[S(n)] \leq O(d n^{\log^{d-2} n}) = O(dn' \log^{d-2} n)$.

Let us now further analyze the 2-D case. In this case, there is no overlap among subproblems. The overlap power is 1, for any problem class. To compute this value, we can consider several partitions, but the crucial one is 3/4, 1/4. We need to check that for any $\epsilon > 0$ there is a $\delta > 0$, small enough, such that

$$\left( \frac{3}{4} \right)^{1/a} + \left( \frac{1}{4} \right)^{1/a} + \delta < 1.$$ 

This is necessarily true and therefore the previous Theorem states that in 2-D QHV obtains $O(dn'^{\log^2})$ performance for any $\epsilon > 0$. This is coherent with Theorem 1.

This result does not immediately imply the high probability bound. To obtain such a result we require more information regarding the distribution of the partitions. Still we can already prove a crucial property of the recursion tree.

**Lemma 3:** Consider a class of $d$-dimensional hypervolume problems, with a finite overlap power $o$. For any positive number $\epsilon > 0$, the recursion tree of the optimistic QHV algorithm contains at most $n^{o \epsilon}$ leaves.

**Proof:** In fact, we prove a slightly more general result. Any subtree of the recursion tree contains at most $n^{o \epsilon}$ leaves. Let $\epsilon > 0$ be any positive number, and $r = o + \epsilon$.

Recall that $n_0$ represents the size of the clean problem, associated with node $v$ of the recursion tree. Therefore, for any sub-tree, we can compute the following values:

$$\epsilon = \sum_{i} n_i'$$
We will now prove, by induction, that \( \ell \leq n' \). The base case is the subtree which contains only the root, this sum yields precisely \( n' \).

In the general step, we expand the subtrees. The induction hypothesis states that a given subtree respects the bound, i.e., \( \ell \leq n' \). We expand the subtree by including the children (not necessarily all) of a leaf \( v \), but only for one leaf. We denote by \( \ell' \) the new sum. If the leaf in question has an irregular partition this means that it contains only one child \( v' \), and that \( n = n_1 \). Therefore, the value of \( \ell' \) does not change from one subtree to the other, i.e., \( \ell' = \ell \leq n' \). Otherwise, the leaf is regular. We know that the sum of the new subtree is \( \ell' \leq \ell - n + \sum_{i=1}^{d} f_i n'_i \), where the \( f_i \) coefficients indicate the partition of the problem in \( v \). Since the partition is regular we have that \( \sum_{i=1}^{d} f_i n'_i \leq n' \), and therefore \( \ell' \leq \ell \leq n' \).

To conclude, observe that each leaf contains a nonempty problem, otherwise it would not be in the recursion tree. Hence, the number of leaves, \( g \), of a given subtree, is smaller than the sum we considered, i.e., \( g \leq \ell \leq n' \).

Notice that this result is not an average case result, the bound on the number of leaves holds every time. A bound on the number of leaves is essentially a bound on the width of the tree. Hence, to bound the total size, and therefore the total work, we need to study the height of the tree. To bound the height of the tree, we need that the regular partitions contain more structure. In general, we expect the \( F_i \) values to be small, but have not imposed a bound. The next value is used precisely to obtain such a bound, without increasing the overlap power.

Definition 2: Consider a class of \( d \)-dimensional hypervolume problems, with a finite overlap power \( o \). The critical balance \( f_c \) of this class is given by the following expression:

\[
\lim_{\ell \to +\infty} \inf_{n_1, \ldots, n_d} \left\{ \mathbf{Pr} \left( \sum_{i=1}^{d} f_i n'_i < n'(1 - \delta) \right) \geq 1/2 \right\}
\]

We can now use the critical balance to establish a high probability bound on the average case of the optimistic QHV.

Theorem 3: Consider a class of \( d \)-dimensional hypervolume problems, with a finite overlap power \( o \) and critical balance \( f_c \). Let \( \epsilon \) and \( \epsilon' \) be positive numbers \( \epsilon, \epsilon' > 0 \), such that \( \epsilon f_c + \epsilon' 1/n > 1 \). The optimistic QHV algorithm solves an \( n \) point hypervolume problem, from this class, in \( O(dn^{2+o(\log^2 n)})/\min(1 - \log f_c + \epsilon', \log f_c + \epsilon) \) time, with at least \( 1 - 1/n \) probability. Formally:

\[
\mathbf{Pr} \left( T(n) < \frac{n^{2+o(\log^2 n)}}{\min(1 - \log f_c + \epsilon', \log f_c + \epsilon)} \right) \geq 1 - \frac{1}{n}
\]

where \( T(n) \) is the time.

The proof is given in Appendix B. It uses the approach in Probability and Computing [15, exercise 4.20]. Our main novelty is Lemma 3.

Now that we obtained general results, we move on to model the distribution of the partitions in QHV. Therefore, we obtain bounds for the overlap power and critical balance of certain classes of problems.

4) Surface Partitions: We now have a bound on \( E[T(n)] \), and a high probability bound of \( T(n) \). These bounds are dependent on the distribution of the partitions \( F_1, \ldots, F_{2^n - 1} \), namely, on overlap power and critical balance. We will now focus on obtaining these values for surface partitions, i.e., partitions that result from points that are uniformly distributed on a hyperplane or the surface of a hypersphere. Therefore, bounding the performance of QHV on these classes of problems.

Notice that for 2-D we should not model the partitions with binomial distributions, i.e., the \( F_i \) variables do not follow a binomial distribution. This happens because the pivot is chosen uniformly at random from the available points. Therefore, there is no bias toward partitions closer to 1/2, 1/2, as would occur in the case of the binomial distribution. In general for \( d \) dimensions, we do not model the partition distribution exactly, instead we focus on the overlap power.

We bound the probability that the subproblems grow too big.

Let \( E_1n, \ldots, E_\infty \) be random variables that model a random partition, without overlaps, i.e., these variables model the fraction of points that is originally assigned to each hyperoctant, i.e., before the projections. We also need to model the points that get projected into an hyperoctant, in which case we assume a surface property. Moreover, we are only interested in the size of the clean problems.

In 3-D, the fraction of points that are projected into an octant is related to the perimeter of the surface. In general, the points that are projected are associated with a subspace of dimension \( d - 2 \). Therefore, we consider binomial random variables \( B_1n, \ldots, B_{n}n \), with \( n \) trials and success probability of \( 1/\sqrt{n} \). Therefore, as \( n \) increases, the number of possible projections increases, but the success probability decreases. The \( B_i \)'s are independent from each other and from the \( E_i \)'s.

The success probability arises from counting how many points are in a \( d - 2 \) space, assuming that the \( n \) points are on a \( d - 1 \) space, i.e., \( n^{d-(2d-1)/2} \).

Notice that our model for projected points is extremely pessimistic, it assumes that every point can be projected into another hyperoctant, with a fairly high probability \( 1/\sqrt{n} \). Note that as \( d \) grows this values converges to 1, meaning that for higher dimensions almost all points occur in the frontier of the subspace. This phenomena is known as the curse of dimensionality. Still for QHV \( n \) is not that bad, because for \( n \geq n_0 \) with a large \( n_0 \), the probability can be very close to 0.

Thus, the performance degrades with \( d \) but we are still able to obtain an \( O(dn^{2+o(\log^2 n)}) \) bound. Our model for a random partition is \( (E_1 + B_1)n, \ldots, (E_{2^n - 1} + B_{2^n - 1})n \). Note that, again, this model is pessimistic, a more realistic model would assume that the frontier of a problem is related to its size. In which case the model would be \( E_i(1 + B_i)n, \ldots, E_{2^n - 1}(1 + B_{2^n - 1})n \).

The resulting restrictions are easier to solve, therefore we use the pessimistic model.

There are certainly classes of problems that cannot be modeled this way. Therefore, we restrict our attention to hyperplanes and hyperspheres with uniform point distribution, for which the model is appropriate.

Corollary 1: Consider a class of \( d \)-dimensional hypervolume problems of points uniformly distributed on a hyperplane or on the surface of a hypersphere. For any positive number \( \epsilon > 0 \), the optimistic QHV algorithm solves an \( n \) point
hypervolume problem, from this class, in $O(dn^{1+\log^{d-2} n})$ expected time.

Proof: The proof follows by showing that the overlap power of this class is 1 and using Theorem 2.

First, let us focus on the $E_i, n + \ldots + E_{f-1} n$ partitions. We argue that the partitions where none of the $E_i$’s is larger than $7/8$ occur with at least $3/4$ probability. For the 2-D case, this claim is necessarily true, as the pivot is chosen uniformly at random and the resulting partition is $f, l - f$. For higher dimension this bound still applies, just choose two coordinates and ignore the rest. The remaining coordinates only further dimension this bound still applies, just choose two coordinates to 010 and 011 we will obtain at most 10. Therefore, if we sum the points that in 3-D where assigned is only necessary to guarantee that for any $E_i, n$ is larger than $7/8$ is smaller than 1/4.

To bound the $B_i$’s we assume that they are at most $6/\sqrt{n}$, i.e., six times the expected value, and use a Chernoff bound [15, Theorem 4.4] to obtain that

$$\Pr(B_i \geq \frac{6}{\sqrt{n}}) \leq 2^{-6n^{\log^{d-3}(n-1)}}.$$  

We now use a union bound to limit the probability that some $B_i$ is larger than $6/\sqrt{n}$. Let $K$ the random variable that returns the value of the largest $B_i$ in the partition

$$\Pr(K \geq \frac{6}{\sqrt{n}}) \leq 2^{-6n^{\log^{d-3}(n-1)}}.$$  

Therefore, if $n \geq n_0 = (d+2)/6^{d-1}(d-2)^2$, we can bound the previous probability and negate the event

$$\Pr(K \geq \frac{6}{\sqrt{n}} \geq \frac{6}{\sqrt{n}}) \geq \frac{1}{4}.$$  

Therefore, the probability that all the $B_i$’s are small is at least 3/4. If we use these partitions to compare the overlap power we obtain the following equation:

$$\left(\frac{7}{8} + \frac{6}{\sqrt{n}}\right)^{1+\epsilon} \geq \frac{1}{8} + \frac{6}{\sqrt{n}} \geq \frac{2^d - 4}{(2^d - 1)/2)^{1+\epsilon}} + 6 < 1.$$  

Moreover, the value on the left side of the equation is the largest such value that we obtain by considering several partitions, that occur with $(3/4)^{3/4} > 1/2$ probability. Now it is only necessary to guarantee that for any $\epsilon > 0$, there is an $n_0$, big enough, and a $\delta > 0$, small enough, for which the restriction holds. This is again necessarily true.

To obtain the high probability bound, we focus on the critical balance associated with the overlap power we have just determined. We cannot determine the exact critical balance but we can upper bound it, by using the previous partitions.

Corollary 2: Consider a class of $d$-dimensional hypervolume problems of points uniformly distributed on a plane or on the surface of a hypersphere. For any small positive number $\epsilon$, such that $0 < \epsilon < 1$, the optimistic QHV algorithm solves an $n$ point hypervolume problem, from this class, in $O(dn^{1+\log^{d-2} n})$ time, with at least $1 - 1/n$ probability. Formally

$$\Pr\{T(n) < n^{1+\epsilon} \cdot O(dn^{1+\log^{d-2} n})\} \geq 1 - \frac{1}{n}$$  

where $T(n)$ is the time.

Proof: The result follows from Theorem 3, by determining an upper bound on the critical balance. For any $\epsilon > 0$ and $n \leq n_0$, for a large enough $n_0$ we can bound the imbalance of the previous partitions as

$$\left(\frac{1}{8} + \frac{6}{\sqrt{n}}\right)^{1+\epsilon} \leq \frac{7}{8} + \frac{6}{\sqrt{n}} \leq 29/32.$$  

Therefore, $f, l \leq 29/32$. We use Theorem 3 with this value. To make the $1/(\log f, l + \epsilon)$ factor disappear inside the $O$ notation we choose $\epsilon = 1/32$. This yields $f = 15/16$ and a total factor of $1/(\log(15/16)) \approx 10.8$. We only need to check that $e^{f, l \epsilon} \geq 1$. This is true provided $\epsilon \leq \frac{1}{\sqrt{32}} - 2 \approx 13.5$. Therefore, we can bound $\epsilon$ by 1, which is strictly more restrictive and cleaner.

C. Testing

We now present experimental results for estimating the overlap power and compare our QHV prototype with state-of-the-art alternatives.

1) Estimating Overlap Power: Although in Corollary 2 we can choose $\epsilon$ as small as we want, in practice this result is limited because it may be that very small $\epsilon$ values occur only for extremely big $n_0$ values. In particular $n_0$ may be larger than typical datasets, which contain from 10 to 1000 points. Therefore, we study the performance of QHV empirically, by estimating the values of $r(n)$ such that $S(n) < n^{1+\epsilon}$. Recall that $S(n)$ is the sum of the original problems on a recursion tree, defined in Lemma 1. In fact, we observe that these values seem to vary linearly with $d$ and we use linear regression to determine $o(n)$ and $r(n)$ such that $S(n) < n^{1+\epsilon}$, for different $n$ values. By looking at the restriction in Corollary 1 we obtain a hand waving explanation for this behavior. Consider that $\epsilon$ and $\delta$ are fixed. Consider $n_0$ and $d$, values such that $6/\sqrt{n_0}$ is small enough. Now assume we change $d$ to $d + \Delta$, we want to find an $n_0$ value such that

$$\begin{align*}
\frac{6}{\sqrt{n_0}} &= \frac{6}{\sqrt{n_0}} \\
\text{the resulting value is } n_0 &= n_0^{1+\log^{d-1}(n-1)}
\end{align*}$$  

which shows a linear relation in the exponent.

We used QHV in a simulation mode that keeps a global variable with the accumulated number of points of every recursive call of QHV. The resulting value is $S(n)$, therefore it should be $O(n^{1+\epsilon})$. We looked at the values $(\log(S(n))/\log n$.

These values provide a good estimate of $1 + \epsilon$ because $(\log c)/\log n + 1 + \epsilon \geq 1 + \epsilon$. In this inequality, $c$ represents the constant hidden in the $O$ notation, which is assumed to be $c \geq 1$. We can pessimistically assume that $c = 1$, which only makes our estimate of $1 + \epsilon$ larger than the real value.
We tested ten different fronts for each dimension. The plots are shown in Figs. 7–12. The fronts had ten points and 100 points, respectively. The line $0.5d$ is related to the complexity of the HOY algorithm [16] and the $0.5d - 0.5$ line to the complexity of GBox [17]. We observe, empirically, that the resulting points seem to form a line, i.e, $1 + \epsilon = a(n) + d \cdot b(n)$. Therefore, we compute linear regression and obtain empirical expressions for $d'$. We can see that the resulting values are very sensitive to the number of points and to the shape of the front in consideration. Still in all cases the value of $b(n)$ was considerably smaller than 0.5.

2) Experimental Setting: Let us now focus on the system time and space performance of the algorithm. In particular, we will show how the techniques proposed in the previous section affect performance. Our implementation of the QHV algorithm is available at http://kdbio.inesc-id.pt/lsr/QHV/

All results were obtained on a quad-core processor at 3.20GHz, with 256KB of L1 cache, 1MB of L2 cache, 8MB of L3 cache, and 8GB of main memory. The prototypes were compiled with gcc 4.7.1. For QHV we used `-msse2` flag to support SSE2 and passed the cache line size into the code `-DCLS=$(getconf LEVEL1_DCACHE_LINESIZE)`, this was used to align memory to cache lines. The dimension was also determined at compile time, so there is a different binary for each dimension, this allows for better loop unrolling. Each one of the other prototypes contains a sophisticated makefile that produces optimized binaries, it automatically selects the best flags for a given platform. We used the optimized binaries produced by those makefiles, for our platform. Besides the proper flags we included `-static -m32 -O9 -march=core2`. 
In the experimental evaluation, we used the benchmarks available from [18] (http://www.wfg.csse.uwa.edu.au/hypervolume/). In particular, we rely on the second benchmark with dimensions ranging from 3 to 13, with spherical, random, discontinuous, and degenerate front datasets. Each dataset contains from 10 to 1000 points, depending on the number of dimensions. We performed 10 runs per dataset, each one with 20 fronts. The spherical points of the WFG dataset are not uniformly randomly chosen on a hypersphere’s surface with $d$ dimensions. To illustrate dimensions dependency, Fig. 13 shows a matrix of plots, each plot shows the points, plotted in 2-D, by choosing two coordinates and discarding the rest.

We also generated our own datasets, in such a way that the points were chosen uniformly at random on the hypersphere’s surface. More precisely, we generated a random point in $[0, 1]^d$, using the `drand48` function from `stdlib.h`. These points are uniformly random on the given space, but not necessarily on a hypersphere surface. We projected the points into the surface, by calculating the distance to the origin and dividing every coordinate by this value. Thus, obtaining points at distance 1. The resulting points can be seen in Fig. 14.

3) Experimental Performance: Figs. 15–19 show the results concerning the running time of our QHV algorithm; the WFG algorithm [18]; the FPRAS [36] with $\epsilon = 0.01$; the HV algorithm, which is an improved version of FLP (http://iridia.ulb.ac.be/~manuel/hypervolume); and an optimized version for 4-D, HV4-D, provided by the authors [19]; We use logarithmic scales to cope with the performance gap among different algorithms.

In comparing the performance of the different algorithms, it is important to point out that the FPRAS returns an $\pm \epsilon$ approximation of the hypervolume, not an exact value. Moreover, the approximation may miss this interval with 25% probability. This algorithm is extremely sensitive to $\epsilon$, changing it to 0.1 yields a 100 times speed-up, in practice. Therefore it is not meaningful to claim that the FPRAS is faster or slower in a given dataset, it depends on the precision that is required by the application. We choose a fixed reasonable $\epsilon$ to show how
the performance evolves. The real hypervolume decreases exponentially with d, therefore, the estimate should become inaccurate for higher dimensions. We inspected the resulting values and observed that estimates are actually reasonably accurate.

By far the worst performance of QHV occurs in the degenerated dataset. This is not an abnormal behavior of QHV. Instead, the remaining algorithms behave much better than usual, for that kind of dataset. Like QHV, the FPRAS algorithm also maintains a consistent performance. Notice that for 10-D the WFG algorithm is around 1000 times faster for this dataset than it is for the spherical dataset. Clearly, QHV and the FPRAS are ignoring some intrinsic property of the dataset.

We can observe that HV is the fastest algorithm in 3-D, but the performance degrades quickly. We omitted HV for higher dimensions, because of this slowdown. In 3-D, QHV is the second best algorithm. In 4-D, the fastest algorithm is the HV4D. QHV still obtains competitive performance, usually better than HV for a large number of points, except on the degenerated dataset. For higher dimensions, QHV is the fastest algorithm and the performance becomes similar to WFG for very high dimensions, for example 13-D (see Fig. 15). This is partially a consequence of the nonuniform dependencies on the dataset. To show this fact, we ran a 13-D test on our dataset (see Figure 16). The results still show a large gap between WFG and QHV, where QHV remains faster. In 13-D, we tested fewer points, because the algorithms became 100 times slower.

Note that at 13-D the FPRAS obtains much better performance than QHV and WFG. The FPRAS estimates are in fact fairly accurate.

In Table I, we show the memory peak requirements of the different algorithms. It can be observed that, up to 7-D, QHV requires less space than HV and WFG. The memory requirements of QHV increase with d, because we need to
store a counter for each hyperoctant. As we mentioned in Section IV, this cost can be avoided by using a hash, which would also have an impact on the time performance. To avoid this effect, we chose not to implement the hash. In fact the space requirements of these algorithms are modest, for example, WFG loads all the point sets in a test into memory, to minimize this effect we reduced the tests so that they contain only one set of points. Although the memory peak increases for QHV the same happens to WFG, in 13-D QHV also requires less space than WFG.

V. RELATED WORK

There has been a large amount of research focused on calculating hypervolumes. A fair analysis of QHV can only be established in this context. We analyze only algorithms that compute the hypervolume exactly; hence, we do not include HypE [20], because it computes the hypervolume partially, to determine a ranking.

The most naive algorithm consists in using the inclusion exclusion principle (IEP) [21]. Given two rectangles \( A \) and \( B \), consider \( A \) as the rectangle with vertexes \( z \) and \( a \), likewise \( B \) is the rectangle formed by vertexes \( z \) and \( b \). The area of \( A \cup B \) verifies the following relation
\[
HV(A \cup B) = HV(A) + HV(B) - HV(A \cap B).
\]
Naturally, this relation can be generalized to include several rectangles. Alas, the resulting expression is exponential in the number of rectangles, an algorithm that uses the inclusion exclusion principle requires \( \Theta(d^2 n) \). This bound is not so bad when \( n \) is very small, especially because it has a relatively small dependency on \( d \).
Divide and conquer techniques can be tracked through mathematics to centuries B.C. In computer science, the first such algorithm was mergesort by John von Neumann in 1945. In geometry, a general divide and conquer strategy was proposed by Bentley [22]. This approach is somehow different from the one in QHV. Bentley’s divide and conquer divides a $d$-dimensional problem, with $n$ points, into two $d$-dimensional problems on $n/2$ points. We show an illustration of this procedure in Fig. 20. In the example of the figure, we have two 2-D problems, the division line is chosen such that there are exactly $n/2$ points on each side. As these problems are solved, recursively, the resulting values must be combined in a marriage step. This implies solving a problem with $d - 1$ dimensions. In this case, we simply determine the length of the dominated segment in the division line.

For the 2-D case, the resulting algorithm works in $O(n)$ time. Notice that we assume the points are given sorted, which would otherwise require $O(n \log n)$ preprocessing time. For a general dimension $d$, the Bentley’s multidimensional divide and conquer technique [22] requires $O(n \log^{d-2} n)$ time. In particular, this method can be used to remove dominated points, for any number of dimensions $d$, still it cannot be directly applied to compute hypervolumes when $d > 2$.

This limitation led to the development of efficient algorithms for hypervolume, that use essentially different approaches. The area has been lively with increasingly effective algorithms being proposed regularly, from different research groups. Hence, discovering faster algorithms is becoming harder. Instead of divide and conquer a common approach for hypervolume computation is a dimension sweep method.
The hypervolume by slicing objectives (HSO), proposed by While et al. [14], was the first such algorithm. At the time, the algorithm was shown to be more efficient than the LebMeasure algorithm [23]. The HSO algorithm works as follows. Consider that the line in Fig. 20 slides from right to left. Whenever the line is between two consecutive points the height of the segment is always the same. In general, between two consecutive points in the last dimension, there is a subproblem of dimension $d - 1$ that is constant. We can multiply the $d - 1$ hypervolume of this subproblem by the distance between the points. The $d - 1$ problem is recursively solved with HSO. The overall time complexity becomes $O(n^{d-1})$, for $d \geq 2$.

Notice that in 2-D we can solve the 1-D subproblems in $O(1)$ time, this happens because the 1-D problem is only the height of the dominated segment and the subproblems increase, monotonously, from right to left. This idea was pushed further by noticing that in 3-D the consecutive 2-D problems can also be updated incrementally. The resulting algorithm, by Paquete et al. [24], obtained $O(n \log n)$ time for 3-D problems. The generalized algorithm FLP [25], which also included new pruning improvements was the first to obtain $O(n^{d-2} \log n)$ time, for $d \geq 2$. This algorithm is sensitive to the order in which the dimensions are considered [26].

For higher dimensions, $d \geq 4$, the best theoretical bound was, until recently, the HOY algorithm [16], which is based on the fact that the hypervolume we are calculating is a special case of the measure of the union of hyper-rectangles, the $d$-dimensional version of Klee’s measure [27], [28]. Overmars and Yap [29] obtained an $O((n + n^{d/2}) \log n)$ time algorithm for this problem. Hence, yielding an algorithm for hypervolume,
although this was not immediately recognized in the hypervolume literature [25], [30]. Moreover, Beume and Rudolph [16] explored the fact that one of the hyper-rectangle vertexes is common to all rectangles and proposed the HOY algorithm, with $O(n \log n + n^d/2)$ worst case time. This algorithm uses divide and conquer techniques. Initially, the space is divided into cells, when the cells are small enough they also use IEX. This division is done by dividing only one dimension at a time, similar to the multidimensional divide and conquer. Still the dimension that is divided need not be fixed. This division differs from QHV, that divides all dimensions simultaneously. The divided space is organized in an orthogonal partition tree. The last dimension is not included in the division and is processed with a line sweep. This algorithm is not as sensitive as FPL [13] to the order of the dimensions.

Recently, Guerreiro, Fonseca and Emmerich [19] gave the first improvement to HOY, the HV4-D algorithm obtains $O(n^2)$ time in 4-D. Even more recently, Yildiz and Suri [17] improved the general case to $O(n^{d-1}/2 \log n)$ time. The GBox algorithm works by reducing the problem to a semidynamic weighted volume with $d-2$ dimensions. They design and make use of a structure to maintain the sum of ordered products.

Concerning these algorithms there is sometimes a large gap between theoretical results and actual practical performance. Moreover, theoretical solutions are sometimes cumbersome to implement, which might justify why we found no prototypes of HOY or GBox. The good theoretical complexity of HOY and GBox does not necessarily guarantee that they are the most efficient algorithms in practice. The average case complexity can be very different from the worst and best cases. For
example, we showed that QHV obtains $O(n \log n)$ time, in the best case, which is the lower bound [32] for hypervolume but this performance is virtually impossible.

Bringmann et al. [31], [33], adapted HSO to compute the hypervolume incrementally. IHSO and IIHSO. The IHSO algorithm computes the contribution of a single point. Given a set of points $S$ and a point $p$ the exclusive hypervolume of $p$ is $HV(p \cup S) - HV(S)$. This is an important measure in some evolutionary algorithms [6]-[9]. The IHSO algorithm computed the hypervolume by adding the exclusive contribution of each point, and removing it from the set. This approach is effective, and IHSO became the fastest known algorithm on typical benchmark data with many objectives. The IHSO algorithm introduced a best-first queuing mechanism to efficiently determine the least-contributing point in a set. The worst case performance of IHSO remains $O(n^\epsilon)$.

Yang and Ding [34] have recently, and independently from us, proposed another pivot divide and conquer algorithm for hypervolumes [34, p. 5, Algorithm 1]. They obtained better worse case time $O(d/2^n)$, but worse space $O(dn^2)$. They also selected a point to divide the space, but their division is very different. Contrary to QHV that makes $2^d - 2$ recursive calls, their algorithm uses always $d$ recursive calls. Essentially the division into subproblems is different from QHV. They present only a theoretical analysis and there is no implementation of their algorithm.

Guerreiro [35] also proposed a divide and conquer algorithm for 3-D, the HVDC3-D, which obtains optimal $O(n \log n)$ time. They also use reference points to divide the set of points, but the resulting division is quite different.

The WFG algorithm [18] is inspired by the exclusive volume approach. The worst case performance is $O(2^n)$, which is better than the worst case of QHV. Still, just like QHV, the experimental running time is far from this bound [18]. This algorithm differs from IHSO in the order in which the points are swept, and on how the contribution of each point is computed. The algorithm is recursive on the number of dimensions. It also uses the optimal $O(n \log n)$ algorithm for 3-D [25]. The experimental results on WFG establish it as the most efficient algorithm in high dimensions, in fact the performance is more resilient to increases in $d$. Section IV-C also shows a similar result for QHV. In fact, the exclusive hypervolume is used as a way to restrict the number of points involved in the computation. Hence, obtaining the same effect QHV obtains with division.

A slightly different approach to this problem consists in using approximation algorithms. Bringmann and Friedrich [36] have shown that computing the hypervolume is #P-hard, moreover, the same is true for most measures of unions of high-dimensional geometric objects. They presented an efficiently polynomial-time randomized approximation scheme (FPRAS) for computing the volume of the unions of objects, provided it is possible to: 1) test whether a given point lies inside the object; 2) sample a point uniformly; and 3) calculate the volume of the object in polynomial time. Their algorithm computes an approximation of the hypervolume $\pm \sqrt{d}$ in $O(dn/\epsilon)$ time, although the result may miss this region with $25\%$ probability. Bringmann and Friedrich [37], [38] have also proposed algorithms to compute the contribution of each individual point.

VI. CONCLUSION AND FURTHER WORK

In this paper, we proposed QHV, a new algorithm for computing hypervolumes. We focused on performance, time, and space complexity. The QHV algorithm uses a divide and conquer strategy, which is different from the usual line sweep approach. The resulting algorithm is fairly simple and efficient.

We analyzed QHV theoretically and experimentally.

A. Discussion

Algorithmic results have a tendency to be biased toward theory or practice. Theoretical results usually achieve significant worst case bounds, but the resulting implementations may be nonexistent or cumbersome. On the other hand good practical results are sometimes achieved, but lack a theoretical grounding. Most of the time practical algorithms are hard to analyze because their good performance resides in the average case and not in the worst case bound. Average case analysis are harder to obtain most of the time, as they may require sophisticated probability notions.

Algorithms to compute hypervolumes are no different. From the theoretical approach, the best bounds were held by Overmars and Yap [29], for twenty years. The HOY algorithm improved this result, by log $n$ factor and became the best bound for the last three years. Guerreiro, Fonseca, and Emmerich [19] made the first improvement to HOY, for 4-D. Yildiz and Suri [17] obtained an $O(n^{d+1/3} \log n)$ time bound, with the GBox algorithm. This result was improved for $d \geq 7$, by Bringmann, which obtained $O(n^{d+2/3})$ running time by reducing Hypervolume to Klee’s measure of a union of cubes [39]. We refer to this algorithm as RCube. Bringmann also established, assuming the Exponential Time Hypothesis, that the constant associated with $d$ cannot be lowered indefinitely, i.e., there is no $n^c(d)$ time algorithm for Hypervolume.

Comparing against these results is hard because the worst case of QHV can be very bad. Still we argue that it is
Comparing the average case of QHV to the average case of GBox or HOY would be better, in fact ideal. Still, as far as we know, no such analysis exists. We also obtained a high probability bound for the average performance of QHV. The bound is the same, for points uniformly distributed on a hypersphere, or hyperplane, $O(d^{\frac{3}{2}}\log^{\frac{3}{2}}n)$ time, where $\epsilon < 1$ can be as close to 0 as desired. This is a much stronger argument in favor of this comparison. In fact for all practical purposes, a high probability bound is comparable to a worst case bound.

In theory, compared with GBox, the QHV algorithm is significantly faster. Notice that GBox improved HOY by reducing the power of $n$ from $d/2$ to $(d - 1)/2$, i.e., the speed-up factor is $n^{d/2}$. The QHV algorithm always reduces the power to $1 + \epsilon$. For the sake of argument, assume it is 1.01, in that case our speed-up factor to HOY is $n^{(d-1)/2}/(d\log^{d-1}n)$, to GBox it is $n^{d/2}/(d\log^{d-2}n)$, and to RCube $n^{d/2}/(d\log^{d-2}n)$. Therefore, in theory, QHV is the fastest algorithm for more than three dimension. In 2-D and 3-D, it does not achieve optimal performance, but for any other number of dimensions it obtains the best theoretical bounds, by far.

However, in practice, this result is less significant. We tested our prototype on several public datasets and compared against state-of-the-art software. Our prototype is the fastest existing software for 5-D or more, on most datasets. Still, compared to WFG, it is not that much faster. WFG is also effective for a large number of dimensions and in fact the performance of QHV and WFG becomes similar when the number of dimensions increases. This result shows that, even though there is no average case analysis of WFG, the actual bound is probably very good. Moreover, QHV still has plenty of room for improvement, namely in the degenerated dataset.

The FPRAS of Bringmann and Friedrich is, in several aspects, similar to QHV. Their contribution is again both theoretical and practical. On the one hand, their algorithm is only an approximation, meaning that the results of QHV are more precise, moreover, the FPRAS can miss an interval with $25\%$ probability, but this probability can be further reduced. On the other hand they can tune the precision to obtain a faster algorithm. Including such an option in QHV would also be a significant improvement.

Overall, the QHV algorithm is a significant result. It obtains important theoretical bounds and the resulting prototype is very effective, both in terms of space and time.

B. Conclusion

We expect the QHV algorithm to have a significant impact on the future development of MOEAs, in that it makes comparing more objectives feasible.

QHV is still devoid of extra features. Designing a version of QHV that can compute exclusive hypervolumes is an important unattended task. Other closely related problems may also benefit from the pivot divide and conquer strategy of QHV, namely, computing empirical attainment functions [40].
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APPENDIX A

Worst Case Details

Geometric series of the worst case

\[
T(n) = \sum_{i=0}^{\log n} 1/2^i
\]

\[
\leq \sum_{i=0}^{\log n} 2^i
\]

\[
= d n \log(2^d) = dn \log d
\]

APPENDIX B

High Probability Proof

Proof: Assume $\epsilon, \epsilon' > 0$ are small positive numbers and that $r = \alpha + \epsilon$ and $f = f_r + \epsilon'$. The proof uses the approach in Probability and Computing [15, exercise 4.20]. Our main novelty is Lemma 3. The proof is the consequence of the following properties.

1) The number of regular nodes in a branch of the recursion tree $h$ is upper bounded by $\log n/(– \log f)$.\n
2) The probability that a branch of the recursion tree contains more than $\log n/(– \log f)$ nodes is at most $1/n^{\alpha + \epsilon}$, for a certain constant $a$.

3) The probability that no branch of the recursion tree contains more than $\log n/(– \log f)$ nodes is at least $1 – 1/n$.\n
4) Bound $S(n)$ with at least $1 – 1/n$ probability, by summing the branches, and fixing constants.

To prove point 1, notice, that, for a given $n \geq n_0$, a subproblem of a regular node contains $fn$ or less points. Therefore, the number of regular nodes $h$ along a branch must respect the relation $f^h n \leq \log n$. Notice that we can throw away the nodes that contain problems smaller than $n_0$, by solving them with any algorithm. Therefore, $h \leq \log (n/n_0)/(– \log f)$. Since $n_0 \geq 1$, we have just proven point 1.

To prove point 2, we use Chernoff bounds. We associate with each regular node a geometric random variable $Z_i$. These variables count the number of nodes between a regular node and its regular ancestor, including the initial regular node and moving up. The leaves are necessarily regular. Note that the sum of these variables yields a random variable $Z = \sum_{i=1}^{3} Z_i$.\n
\[
Z \leq \log n \log f
\]

\[
\text{Pr}(Z \geq \alpha + \epsilon n) \leq \exp(-\alpha^2 n/(2\epsilon^2))\n\]

\[
\text{Pr}(Z \geq \alpha + \epsilon n) \leq \exp(-\alpha n/(2\epsilon^2))\n\]
that bounds the size of a random branch in the tree. We apply a Chernoff bound to $Z$.

Recall that the moment generator function of a geometric random variable is the following:

$$E[e^{uX}] = \frac{P}{e^u - (1 - P)},$$

for $1 - P < e^u < 1$.

We have $p = 1/2$ and use $x = e^u$. Therefore, the function simplifies to

$$E[e^{xZ}] = \frac{p}{2e^x - 1},$$

for $1/2 < x < 1$.

Since the variables are independent of each other, we can multiply the generating functions to obtain the generating function of $Z$

$$E[e^{xZ}] = \frac{1}{2x - 1},$$

for $1/2 < x < 1$.

Hence, the Chernoff bound for the length of a branch in the recursion tree becomes

$$Pr(Z \geq ah) \leq \frac{1}{2} \cdot \left(\frac{1}{2e^x - 1}\right)^n$$

We choose $x = (1 - 1/a)$ for some $a > 2$. With this choice we have that $x^* \leq 1/e$ and obtain that

$$Pr(Z \geq ah) \leq \frac{a^{ah}}{a^a - 1}.$$

To obtain $Pr(Z \geq ah) \leq 1/n^{ah}$, we require the hypothesis, which states that $e^{ah} > 1$. In this case, we choose $a \geq \left(\frac{1}{1/e^{ah}}\right)^n$.

This value is constant regarding $n$. This concluded point 2.

To prove 3, we use a union bound. Recall from Lemma 3 that there are at most $n^2$ leaves in the recursion tree. Therefore, there are at most $n^2$ branches in the tree. We unite, for every branch, the probability that the branch is larger than $ah$. Let $L(n)$ be a random variable that returns the size of the longest branch in the recursion tree. We obtain that

$$Pr(L(n) \geq ah) \leq n^2/n^{ah} = 1/n.$$

We can now negate this event and obtain the following:

$$Pr(L(n) < ah) \geq 1 - 1/n.$$

This concludes point 3.

To prove 4, we bound $S(n)$. Notice that if we sum the size of all the branches, with overlap, we obtain a value larger than $S(n)$. Since we have bounded the probability that any branch is larger than $ah$, we can conclude that, with the same probability, $S(n) \leq ah n^2$, because there are at most $n^2$ branches. We now use Lemma 1 to bound $T(n)$. Hence

$$Pr(T(n) < ah/n \cdot O(d \log^{d-2} n)) \geq 1 - 1/n.$$
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