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Abstract
In this paper we provide an explicit construction of a distinctive multiple Dirichlet series associated to products of quadratic Dirichlet L-series, which we believe should be tightly connected to a generalized metaplectic Whittaker function on the double cover of a Kac-Moody group. To do so, we first impose a set of axioms, independent of any group of functional equations, which the aforementioned object should satisfy. As a consequence, we deduce that the coefficients of the $p$-parts of the multiple Dirichlet series satisfy certain recurrence relations. These relations lead to a family of identities, which turns out to be encoded in the combinatorial structure of certain moduli spaces of admissible double covers. Finally, via this crucial connection, we apply Deligne’s theory of weights to express inductively the coefficients of the $p$-parts in terms of the eigenvalues of Frobenius acting on the $l$-adic étale cohomology of local systems on the moduli $\mathcal{H}_g[2]$ of hyperelliptic curves of genus $g$ with level 2 structure.
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1 Introduction

For a reduced root system $\Phi$ of rank $r$ and a number field $F$ containing the $2n$-th roots of unity, one associates a Weyl group multiple Dirichlet series (see [13], [14] and [15])

$$Z_\Psi(s_1,\ldots,s_r;\Phi) = \sum H(c_1,\ldots,c_r)\Psi(c_1,\ldots,c_r)N(c_1)^{-s_1}\ldots N(c_r)^{-s_r}$$

(1)

the sum being over non-zero ideals $c_1 = (c_1),\ldots,c_r = (c_r)$ of the ring $\mathcal{O}_S$ of $S$-integers for some sufficiently large set $S$ of places; it is assumed that the finite set $S$ contains all archimedean places, and that $\mathcal{O}_S$ is a principal ideal domain. The product $H\Psi$ remains unchanged if $c_i$ ($1 \leq i \leq r$) is multiplied by a unit, i.e., it is a function of ideals in $\mathcal{O}_S$. The function $H$ is very important, giving the structure of the multiple Dirichlet series; it is completely determined, via a twisted multiplicativity, by the function field analog of $Z_\Psi(s_1,\ldots,s_r;\Phi)$, which turns out to be a rational function.

Alternatively, one specifies the $p$-parts of $Z_\Psi$ for primes $(p)$, that is, the generating series

$$\sum_{k_1,\ldots,k_r \geq 0} H(p^{k_1},\ldots,p^{k_r})N(p)^{-k_1s_1-\cdots-k_rs_r}.$$ 

The factor $\Psi$ is less important, and represents a technical device chosen from a finite-dimensional vector space of functions on $F_S = \prod_{v \in S} F_v$, constant on cosets of an open subgroup, such that, together with $H$, it gives a multiple Dirichlet series possessing meromorphic continuation to $\mathbb{C}^r$ and satisfying a finite group of functional equations isomorphic to the Weyl group of $\Phi$.

Over the past ten years or so, it has emerged that these multiple Dirichlet series can be understood in the world of Eisenstein series. More precisely, let $G$ be a simply connected algebraic group over $F$ whose root system is the dual of the root system $\Phi$, i.e., $\Phi$ is the root system of the $L$-group $^L G$. Then Brubaker, Bump and Friedberg [14] made the following conjecture:

**Eisenstein Conjecture.** — The Weyl group multiple Dirichlet series $Z_\Psi(s_1,\ldots,s_r;\Phi)$ in (1) is a Whittaker coefficient of a minimal parabolic Eisenstein series on an n-fold metaplectic cover $\tilde{G}$ of $G$.

This conjecture has been established in the case of metaplectic covers of $GL_n$ by Brubaker, Bump and Friedberg [16, 17]. Shortly after [16] and [17] have been published, Chinta and Offen [28] obtained formulas for the spherical Whittaker functions on the $m$-fold metaplectic cover of $GL_n$ over a $p$-adic field. Their formulas generalize the well-known formula of Shintani for the spherical $GL_n$-Whittaker function, which corresponds to the nonmetaplectic case, i.e., $m = 1$. Furthermore, the authors provide in [28] the relationship between $p$-adic metaplectic Whittaker functions and the local parts of Weyl group multiple Dirichlet series associated to root systems of type $A_{n-1}$. Very recently, McNamara [71] extended the results of Chinta and Offen to the more general case of covers of unramified reductive groups; see also [75].
For very important applications, it is necessary, however, to establish the relevant analytic properties of Weyl group multiple Dirichlet series possessing infinite groups of functional equations. While the theory of Weyl group multiple Dirichlet series associated with classical (finite) root systems has seen great advances in the last decade, it is not at all clear how to extend this theory to the more general setting of Kac-Moody Lie algebras and their Weyl groups. Undoubtedly, such an extension will require deep foundational work. In this regard, a Casselman-Shalika type formula for Whittaker functions on metaplectic covers of Kac-Moody groups over non-archimedean local fields has been recently established by Patnaik and Puskás in their beautiful paper [76]; their work builds on [74] and [75]. However, except for some special cases of affine Kac-Moody groups, it is not at all clear, even conjecturally, how their formula is related to the local parts of Weyl group multiple Dirichlet series.

In this paper we provide an explicit construction of a distinctive multiple Dirichlet series associated to products of quadratic Dirichlet L-series, which we believe should be tightly connected to a generalized metaplectic Whittaker function on the double cover of a Kac-Moody group. To do so, we shall first impose a set of axioms, independent of any group of functional equations, which the aforementioned object should satisfy\(^1\); see also [90] and [91], where the same axiomatic approach was taken up to construct Weyl group multiple Dirichlet series associated to simply-laced affine root systems. As a consequence, we deduce that the coefficients of the \(p\)-parts of the multiple Dirichlet series we are interested in satisfy certain recurrence relations. These relations lead to a family of identities, which in turn, as shown in Sections 7 and 8, is encoded in the combinatorial structure of certain moduli spaces of admissible double covers. Finally, via this crucial connection, we apply Deligne’s theory of weights to express inductively the coefficients of the \(p\)-parts of the multiple Dirichlet series in terms of certain \(q\)-Weil numbers (the eigenvalues of Frobenius acting on the \(\ell\)-adic étale cohomology of local systems on the moduli \(\mathcal{H}_g[2]\) of hyperelliptic curves of genus \(g\) with level 2 structure).

More concretely, let \(\chi_d\) denote the real primitive Dirichlet character associated to \(\mathbb{Q}(\sqrt{d})\). For \(r \geq 1\), we take the multiple Dirichlet series attached to the \(r\)-th moment of quadratic Dirichlet L-series to be of the form (cf. [26] in the finite-dimensional case)

\[
\sum_{m_1,\ldots,m_r, \text{ d-odd}} \frac{\chi_d(m_1) \cdots \chi_d(m_r)}{m_1^{r_1} \cdots m_r^{r_r}} \cdot \frac{(d_0 d_1^2)^{s+1}}{d_0 \text{ sq.free}} \cdot b(m_1, \ldots, m_r, d) \quad \text{(with } b(1, \ldots, 1) = 1) 
\]

where \(\widehat{m}_i\), for \(i = 1, \ldots, r\), denotes the part of \(m_i\) coprime to \(d_0\). The coefficients \(b(m_1, \ldots, m_r, d)\) are assumed to be multiplicative,

\[
b(m_1, \ldots, m_r, d) = \prod_{p^k || m_i, \text{ } p^l || d} b(p^{k_1}, \ldots, p^{k_r}, p^l)
\]

the product being over primes \(p \neq 2\). The generating series

\[
\sum_{k_1, \ldots, k_r, l \geq 0} b(p^{k_1}, \ldots, p^{k_r}, p^l) p^{-k_1 s_1 - \cdots - k_r s_r - l s_{r+1}}
\]

is usually referred to as the \(p\)-part of the multiple Dirichlet series.

To specify the coefficients \(b(p^{k_1}, \ldots, p^{k_r}, p^l)\), let \(\mathbb{F}_q\) be a finite field of odd characteristic, and consider a similar multiple Dirichlet series over \(\mathbb{F}_q(x)\). In particular, for \(m_1, \ldots, m_r, d\) monic polynomials in \(\mathbb{F}_q[x]\), we have multiplicative coefficients \(a(m_1, \ldots, m_r, d)\),

\[
a(m_1, \ldots, m_r, d) = \prod_{\pi^k || m_i} a(\pi^{k_1}, \ldots, \pi^{k_r}, \pi^l)
\]

the product being taken this time over monic irreducibles \(\pi\) in \(\mathbb{F}_q[x]\). For compatibility reasons, we shall assume that \(a(\pi^{k_1}, \ldots, \pi^{k_r}, 1) = 1\) for all \(k_1, \ldots, k_r \in \mathbb{N}\), and that \(a(\pi^{k_1}, \ldots, \pi^{k_r}, \pi) = 0\) unless \(k_1 = \cdots = k_r = 0\), in which case this

\(^1\)These axioms are easily verified in the finite-dimensional case.
Furthermore, the multiple Dirichlet series can also be expressed as a power series
\[ \sum_{k_1, \ldots, k_r, l \geq 0} \lambda(k_1, \ldots, k_r, l; q) q^{-k_1s_1-\cdots-k_rs_r-ls_{r+1}} \]
in this case. We require that the coefficients \( \lambda(k_1, \ldots, k_r, l; \cdot) \) be defined at 1/q for every odd prime power q, and that
\[ a(\pi^{k_1}, \ldots, \pi^{k_r}; \pi^l) = |\pi|^{k_1+\cdots+k_r+l} \lambda(k_1, \ldots, k_r, l; 1/|\pi|) \]
for every monic irreducible \( \pi \) in \( \mathbb{F}_q[x] \). In addition, we require that
\[ b(p^{k_1}, \ldots, p^{k_r}, p^l) = p^{k_1+\cdots+k_r+l} \lambda(k_1, \ldots, k_r, l; 1/p) \]
for all primes \( p \neq 2 \). In other words, the \( p \)-part of the multiple Dirichlet series over the rationals coincides with the \( \pi \)-part of the multiple Dirichlet series over \( \mathbb{F}_p(x) \), for every monic polynomial \( \pi \) in \( \mathbb{F}_p[x] \). It may be worth remarking that the same principle applies over any number field \([26, 27] \), allowing one to obtain the corresponding multiple Dirichlet series in this context. Thus we need only discuss the rational function field case.

It turns out that any (untwisted) Weyl group multiple Dirichlet series over the rational function field and any of its own \( \pi \)-parts can be transformed into each other by a simple change of variables. This remarkable fact (which is also assumed in this work) was first noticed in \([23, 24] \) for the Weyl group of \( \Phi = A_2 \). Of course, the conditions imposed so far do not suffice to determine a Weyl group multiple Dirichlet series. In the finite-dimensional case, one starts with a reduced root system \( \Phi \), and seeks to construct a multiple Dirichlet series satisfying a group of functional equations isomorphic to the Weyl group of \( \Phi \). Over a rational function field this object can be obtained by using the Chinta-Gunnells averaging (over the Weyl group of \( \Phi \)) method, introduced in \([26] \) and further developed in \([25, 27] \). This method has been extended by Lee and Zhang \([69] \) to symmetrizable Kac-Moody root systems, but in general, the series constructed in this way fails to satisfy the required conditions. For the Weyl group multiple Dirichlet series associated to a quadratic Dirichlet L-series, for example, the underlying group of functional equations is isomorphic to the Weyl group \( W_r \) of the Kac-Moody algebra \( \mathfrak{g}(A) \) with generalized Cartan matrix (cf. \([59] \))

\[
A = \begin{pmatrix}
2 & -1 \\
2 & -1 \\
\vdots & \\
-1 & -1 & \cdots & -1 & 2
\end{pmatrix}
\]

In particular, this group is finite if \( r \leq 3 \) and infinite if \( r \geq 4 \). The Chinta-Gunnells construction gives in this context a series whose coefficients are easily seen (see \([18] \) and \([69] \)) to be polynomial functions of \( q \). On the other hand, as long as \( r \) is large enough\(^2\) this property is not compatible with the above conditions imposed on this series. What happens is that this construction is missing the precise contribution corresponding to the so-called imaginary roots of \( \mathfrak{g}(A) \), which grows in complexity as \( r \) increases.

Instead, we proceed as follows. The conditions imposed on the multiple Dirichlet series over \( \mathbb{F}_q(x) \) imply immediately the identity:
\[ \lambda(k_1, \ldots, k_r, l; q) = \sum \chi_{d_1}(\tilde{m}_1) \cdots \chi_{d_r}(\tilde{m}_r) a(m_1, \ldots, m_r, d) \quad \text{(for fixed } k_1, \ldots, k_r, l \in \mathbb{N} \text{)} \]
the sum being over all monic polynomials \( m_1, \ldots, d \) of degrees \( k_1, \ldots, l \), respectively; the coefficients \( a(m_1, \ldots, m_r, d) \) can be expressed as
\[ a(m_1, \ldots, m_r, d) = \prod_{\pi | d} q^{(k_1+\cdots+k_r+l) \deg \pi} \lambda(k_1, \ldots, k_r, l; q^{-\deg \pi}). \]

\(^2\)For instance, one can take \( r \geq 9 \).
These identities lead to a recurrence relation in the coefficients $\lambda(k_1, \ldots, k_r, l; q)$. (For this, we shall need to impose one additional constraint on these coefficients.) The main question arises whether, for any given $r$, there exists a multiple Dirichlet series satisfying all our requirements; this will be answered affirmatively by providing the explicit construction of this (uniquely determined) series.

To construct this multiple Dirichlet series, we proceed by induction on $l$. We have:

$$\lambda(k_1, \ldots, k_r, 0; q) = q^{k_1 + \cdots + k_r}$$

and

$$\lambda(k_1, \ldots, k_r, 1; q) = \begin{cases} q & \text{if } k_1 = \cdots = k_r = 0 \\ 0 & \text{otherwise; } \end{cases}$$

these follow directly from the compatibility/initial conditions. The coefficients corresponding to $l = 2$ can be read off from the identity

$$\sum_{k_1, \ldots, k_r \geq 0} \lambda(k_1, \ldots, k_r, 2; q) t_1^{k_1} \cdots t_r^{k_r} = \prod_{i=1}^r \left( 1 - qt_i \right)^{-1} \cdot \Res_{z=0} \left[ \frac{q^{z^2} - q^2}{z(z-1)} \prod_{i=1}^r \left( 1 - zt_i \right) \left( 1 - q t_i \right) \frac{1}{z} \right]$$

(see Proposition C.1, Appendix C); in particular, the coefficients $\lambda(k_1, \ldots, k_r, 2; q)$ are polynomial functions of $q$.

The first non-trivial coefficients occur when $l = 3$. To describe how these coefficients can be obtained, for $\kappa = (k_1, \ldots, k_r) \in \mathbb{N}^r$, put $|\kappa| = k_1 + \cdots + k_r$. Let $r_1 = r_1(\kappa)$ and $r_2 = r_2(\kappa)$ denote the number of components of $\kappa$ equal to 1 and 2, respectively. Then, in this case, (2) can be written as

$$\lambda(\kappa, 3; q) - q^{|\kappa|+4} \lambda(\kappa, 3; 1/q) = a(\kappa, 3; q)$$

where $a(\kappa, 3; q) = 0$, unless $r_1$ is even and $r_1 + 2r_2 = |\kappa|$, in which case,

$$a(\kappa, 3; q) = q^{2\kappa} M_3(r_1; q) + (q - 1) \cdot \sum_{k_i - k_j = 0, 1} (-1)^{|\kappa| - |\kappa'|} q^{|\kappa'| + 3} \lambda(\kappa', 2; 1/q).$$

Here $M_3(r; q)$ is the moment-sum defined by

$$M_3(r; q) := \sum_{\deg d_0 = 3} \left( - \sum_{\theta \in \mathbb{F}_q} \chi(d_0(\theta)) \right)^r$$

where $\chi$ is the non-trivial real character of $\mathbb{F}_q^*$, extended to $\mathbb{F}_q$ by setting $\chi(0) := 0$. One will notice that (4) implies the functional equation

$$a(\kappa, 3; q) = -q^{|\kappa|+4} a(\kappa, 3; 1/q)$$

which is not at all a priori clear from the above expression of $a(\kappa, 3; q)$, when $r_1$ is even and $r_1 + 2r_2 = |\kappa|$. The reason for this functional equation is, roughly, that $a(\kappa, 3; q)$ is a quantity attached to the one-point compactification $\bar{A}_1$ of the moduli space $A_1$ of elliptic curves, with $q^{2\kappa} M_3(r_1; q)$ corresponding to $A_1$ and the remaining piece of $a(\kappa, 3; q)$ corresponding to the boundary. In the general case, a similar geometric interpretation of (2) is required for our purposes, and establishing it (which is quite non-trivial) represents the main contribution of this work.

For example, take $r = 10$, $k_1 = \cdots = k_5 = 1$, and for simplicity, assume that $q \geq 3$ is a prime. One finds that

$$a(1, \ldots, 1, 3; q) = 42q^8 - 42q^6 - q^2 \tau(q) + q \tau(q)$$

where the function $n \mapsto \tau(n)$ is Ramanujan’s $\tau$-function, i.e., the $n$-th Fourier coefficient of the cusp form

$$\Delta(z) := e^{2\pi iz} \prod_{m=1}^{\infty} (1 - e^{2\pi imz})^{24} = \sum_{n=1}^{\infty} \tau(n) e^{2\pi imz} \quad (z = x + iy \text{ with } y > 0)$$
of weight $12$ for the group $SL_2(Z)$. This is an immediate consequence of (3) and a well-known identity of Bryan Birch [11]. We shall impose an additional (dominance) condition to determine the coefficients $\lambda(\kappa, l; q)$, which in this case gives

$$\lambda(1, \ldots, 1, 3; q) = 42 q^8 - q^2 \tau(q).$$

More generally, we will prove:

**Theorem.** — Let $q \geq 3$ be a prime, and let $T_{2k}(q) := \text{Tr}(T_q | S_{2k})$ denote the trace of the Hecke operator $T_q$ acting on the space of elliptic cusp forms of weight $2k$ on $SL_2(Z)$. For $\kappa = (k_1, \ldots, k_r) \in \mathbb{N}^r$, let $r_1 = r_1(\kappa)$ and $r_2 = r_2(\kappa)$ denote the number of components of $\kappa$ equal to 1 and 2, respectively. If $r_1 + 2r_2 = |\kappa|$, and $r_1 = 2R$ is even, then

$$\lambda(\kappa, 3; q) = \frac{(2R)!}{R!(R + 1)!} q^{R+r_2+3} - \frac{R}{1} \sum_{j=1}^{R} (2j + 1) \frac{(2R)!q^{R+r_2-j+2}}{(R-j)!((R+j+1)!} T_{2j+2}(q).$$

Otherwise, the coefficients $\lambda(\kappa, 3; q)$ all vanish.

When dealing with the general case, it is more convenient to work with moments defined for partitions $n = (1^{n_1}, 2^{n_2}, \ldots)$ by

$$A_n(t_1, \ldots, t_r, q) := \sum_{d \in \mathcal{P}(n,q)} \left( \prod_{k=1}^{r} P_{C_d}(t_k) \right);$$

here $\mathcal{P}(n,q) = \mathcal{P}(n,F_q) \subset F_q[x]$ is the set of all monic square-free polynomials $d$ with factorization type $n$, and $P_{C_d}(d \in \mathcal{P}(n,q))$ is the numerator of the zeta function of the (hyper)elliptic curve $C_d/F_q$ defined by the affine model $y^2 = d(x)$. The connection with the cohomology of local systems on moduli spaces of hyperelliptic curves comes by expressing the symmetric polynomial $A_n(t_1, \ldots, t_r, q)$ in terms of symplectic Schur functions [46, Appendix A, §A.3., A.45], and by applying Behrend’s Lefschetz trace formula [6] to each of the corresponding coefficients. This alternative expression and the Poincaré-Verdier duality will be used to define $A_n(t_1, \ldots, t_r, 1/q)$.

We note here that an identity of independent interest is obtained by taking a suitable linear combination of the quantities $A_n(q^{-1/2}, \ldots, q^{-1/2}, q)$ (see (50)). Concretely, for a partition $\lambda = (\lambda_1 \geq \cdots \geq \lambda_g \geq 0)$ of weight $|\lambda|$, let $V_\lambda$ denote the corresponding irreducible representation of $Sp_{2g}(C)$. For $\lambda \in (r^g)$ (i.e., $\lambda_i \leq r$ for all $1 \leq i \leq g$), define $\lambda' := (g - \lambda_r' \geq \cdots \geq g - \lambda_1')$, where the non-zero integers among $\lambda'_j (j = 1, \ldots, r)$ are the parts of the conjugate partition of $\lambda$. As usual, write

$$\prod_{k=1}^{r} (2k!) = \frac{g_r}{(r+1)/2)!}$$

for the constant appearing in the moment-conjectures of Conrey-Farmer [29] and Keating-Snaith [61] for the leading-order asymptotics of the moments of L-functions within symplectic families, and let

$$P_r(x) = \sum_{i=1}^{r} (x + 2i) \prod_{1 \leq i < j \leq r} (x + i + j).$$

The polynomial $P_r(x-1)$ appears in the main term of the polynomial $Q_r(x)$ conjectured by Conrey, Farmer, Keating, Rubinstein and Snaith [30]; see also the recent work of Andrade and Keating [2, Conjecture 5] in the function-field setting. With this notation, we have

$$\frac{1}{q^{2g}(q-1)} \sum_{d \text{ monic & square-free}} \deg d = 2g+1 \sum L\left(\frac{1}{2}, \chi_d, \right)^r = \frac{g_r P_r(2g)}{(r+1)/2)!} + \sum (\dim V_\lambda) \text{Tr}(F^* c^\lambda_{\mathcal{H}_g}(w^1) \otimes_q F_q)) q^{1-2g-|\lambda|/2}$$

the sum in the right-hand side being over all non-trivial partitions $\lambda \in (r^g)$ of even weight, and the trace of the geometric Frobenius $F^*$ on the Euler characteristic $c^\lambda_{\mathcal{H}_g}(w^1) \otimes_q F_q)$ is given by

$$\text{Tr}(F^* c^\lambda_{\mathcal{H}_g}(w^1) \otimes_q F_q)) = \frac{1}{q} \sum_{d \text{ monic & square-free}} \deg d = 2g+1 s_{\lambda}(\omega(C_d)^{z_1}, \ldots, \omega(C_d)^{z_1});$$

6
Here \( s_{(\lambda)} \) is the symplectic Schur function associated to \( V_\lambda \), and for a hyperelliptic curve \( C_d, \omega_1(C_d), \ldots, \omega_d(C_d) \), \( \omega_1(C_d)^{-1}, \ldots, \omega_d(C_d)^{-1} \) are the normalized (i.e., unitary) eigenvalues of the endomorphism \( F^* \) of \( H^1_d(C_d, \mathbb{Q}_\ell) \) (with \( \ell \neq q \)). The sum in the right-hand side of the above moment-identity can be estimated using the following well-known result [60, Theorem 10.8.2] of Katz and Sarnak:

**Theorem (Katz-Sarnak).** — There exist positive constants \( A(g) \) and \( C(g) \) such that, for every partition \( \lambda \in (r^g) \), \( \lambda \neq 0 \), of even weight, we have the estimate

\[
\frac{1}{q^{2g}(q-1)} \left| \sum_{\deg d = 2g+1} s_{(\lambda)}(\omega_1(C_d)^{\pm 1}, \ldots, \omega_d(C_d)^{\pm 1}) \right| \leq \frac{2C(g)(\dim V_\lambda)}{\sqrt{q}}
\]

as long as \( q = |\mathbb{F}_q| \geq A(g) \).

Returning now to our main goal, we shall see that (2) (suitably transformed) reflects in fact certain relations among slightly more general moments of characteristic polynomials \( A_n(i,j)(t_1, \ldots, t_r, q) \), defined for partitions \( n \), \( i \) and \( j \). These moments can be obtained by applying certain differential operators to \( A_n(t_1, \ldots, q) \); in particular, we can define \( A_n(i,j)(t_1, \ldots, t_r, 1/q) \). We reiterate that the identity (2) (and implicitly the relations among \( A_n(i,j)(t_1, \ldots, t_r, q) \)) is just hypothetical at this point.

For notational convenience, we state here our main result only in the split case, i.e., for partitions \( n \) of the form \( (1^n) \). Although quite technical, the relations among the moments \( A_n(i,j)(t_1, \ldots, t_r, q) \) and their moduli interpretation in the general case, discussed in detail in Sections 7 and 8, follow the same principle as in the split case.

For \( n \geq 1 \), let \( \mathcal{P}_n \subset \mathbb{F}_q[x] \) denote the set of all monic square-free polynomials of degree \( n \) splitting in \( \mathbb{F}_q \). Define \( N_{i,j}(d, q) \) (for \( d \in \mathcal{P}_n \) and \( i, j \geq 0 \)) by

\[
N_{i,j}(d, q) = \prod_{k=0}^{i-1} \left( \frac{q - n + a_1(C_d) + \epsilon - 2k}{2} \right) \prod_{l=0}^{j-1} \left( \frac{q - n - a_1(C_d) - \epsilon - 2l}{2} \right)
\]

with \( \epsilon = 0 \) or 1 according as \( n \) is odd or even, and \( a_1(C_d) := \text{Tr}(F^*|H^1_d(C_d, \mathbb{Q}_\ell)) \). (If \( i = 0 \) or \( j = 0 \), we take the corresponding product to be 1.) Put

\[
A_n(i,j)(t_1, \ldots, t_r, q) := \sum_{d \in \mathcal{P}_n} \left( N_{i,j}(d, q) \prod_{k=1}^{r} P_{C_d}(t_k) \right).
\]

Note that if we denote \( D_{A_n,0,0}(t_1, \ldots, t_r, q) = \frac{\partial A_n,0,0}{\partial t_{r+1}}(t_1, \ldots, t_r, 0, q) \), then

\[
D_{A_n,0,0}(t_1, \ldots, t_r, q) = -\sum_{d \in \mathcal{P}_n} \left( a_1(C_d) \prod_{k=1}^{r} P_{C_d}(t_k) \right)
\]

Define \( D_{A_n,0,0}(t_1, \ldots, t_r, q) \) \((k \in \mathbb{N})\) by iterating. Then

\[
A_n(i,j)(t_1, \ldots, t_r, q) = \frac{\partial^{(r+n-i-j)}}{\partial x^{r+n-i-j}}(x^{n-1})^{\frac{1}{2}} A_{n,0,0}(t_1, \ldots, t_r, q)
\]

where the two binomial symbols are viewed as differential polynomials in \( D \). The right-hand side of this identity makes sense if we replace \( q \) by \( 1/q \), allowing us to define \( A_n(i,j)(t_1, \ldots, t_r, 1/q) \).

Now, for \( x, y \) and \( z \) algebraically independent variables, consider the (exponential) generating functions:

\[
c_{\text{odd}}(x, y, z; t_1, \ldots, t_r, q) = \sum_{n,i,j \geq 0} A_{2n+1,i,j}(t_1, \ldots, t_r, q) x^n y^i z^j
\]
where 

\[ \bar{c}(x_1, \ldots, x_r) = \left( \frac{1}{1 - t_k} \right)^{q - 1} \]

we have

\[ c_{\text{odd}}(x, z, -t_1, \ldots, -t_r, q) = c_{\text{odd}}(x, y, z; t_1, \ldots, t_r, q) \]

Finally, define

\[ c_{\text{even}}(x, y, z; t_1, \ldots, t_r, q) = c_{\text{even}}(x, z, y; -t_1, \ldots, -t_r, q), c_{\text{even}}(x, y, z; t_1, \ldots, t_r, q) \]

where \( x := (x, y, z) \). Then the relations required in this case are precisely the ones encoded in the following theorem, which itself is of independent interest.

**Theorem (The Split Case).** We have

\[ c(c(x, T, q), q T, 1/q) = x. \]

In other words, \( c(x, T, q) \) is the formal compositional inverse of \( c(x, q T, 1/q) \).

To prove this, we shall make essential use of the functional relation satisfied by the power series \( c(x, T, q) \) constructed later in Section 8. The corresponding functional relation in the general case is a simple consequence of Theorem 8.4, whose proof in turn rests on a careful analysis of the combinatorial structure of certain moduli spaces of admissible double covers.

The above result is in the same spirit as the following beautiful theorem of Getzler:

**Theorem (Getzler).** Let \( \mathcal{M}_{0,n} \) denote the moduli space of Riemann surfaces of genus zero with \( n \) ordered marked points, and let \( \overline{\mathcal{M}}_{0,n} \) denote its Deligne-Mumford compactification. Then the generating series

\[ f(x) = x - \sum_{n=0}^{\infty} \chi(\mathcal{M}_{0,n+1}) \frac{x^n}{n!} = 2x - (1 + x) \log(1 + x) \]

and

\[ g(x) = x + \sum_{n=2}^{\infty} \chi(\overline{\mathcal{M}}_{0,n+1}) \frac{x^n}{n!} \]

of Euler characteristics are compositional inverses of one another.

In fact, Getzler’s theorem is easily seen to be the limiting case of our theorem as

\[ t_1 = \cdots = t_r = 0, \quad y = z \quad \text{and} \quad q \to 1 \]

see Section 8 for details. Closely related results can be found in the work of Kisin and Lehrer [62], where it is shown how, in certain circumstances, an equivariant comparison theorem in \( \ell \)-adic cohomology may be used to convert the computation of the graded character of the induced action of a finite group (acting as a group of automorphisms of a smooth complex algebraic variety defined over a number field) on cohomology into questions about numbers of rational points of varieties over finite fields.

Having established a similar result in the general case, we shall apply Deligne’s theory of weights to determine inductively (essentially as in the case when \( l = 3 \)) the coefficients \( \lambda(k_1, \ldots, k_r, l; q) \); see Section 9 for details. The upshot is that we obtain inductively an expression for the differences

\[ \lambda(k_1, \ldots, k_r, l; q) - q^{k_1 + \cdots + k_r + l + 1} \lambda(k_1, \ldots, k_r, l; 1/q) \]
in terms of $q$-Weil numbers, from which the coefficients $\lambda(k_1, \ldots, k_r; l; q)$ are determined by imposing the dominance condition. Notice that, by applying a well-known result of Deligne [32, Proposition 4.8] which, in the notation of 6.1, gives that
\[
T_{\lambda+2}(q) = \text{Tr}(T_q | S_{\lambda+2}) = \text{Tr}(F^* | H^1(A_1 \otimes_{\mathbb{F}_q} \mathbb{F}_q, V(\lambda)))
\]
the above formula for the coefficients $\lambda(k_1, \ldots, k_r; 3; q)$ is, indeed, of this type.

The multiple Dirichlet series over $\mathbb{Q}$ constructed in this paper may be written symbolically as
\[
\sum_{d \text{ odd}} \frac{L^{(2)}(s_1, \chi_d) \cdots L^{(2)}(s_r, \chi_d)}{d^{s+1}}
\]
although, strictly speaking, the numerator is a product of $L$-series only when $d$ is square-free. When $r \leq 3$, this multiple Dirichlet series and its analytic properties have been studied in [83], [53], [19], [38] and [39].

On the other hand, it was noticed by Bump, Friedberg and Hoffstein in [19] that multiple Dirichlet series satisfying infinite groups of functional equations (e.g., (5) when $r = 4$) cannot be continued in $s_1, s_2, \ldots$ everywhere, i.e., they must have a wall of singularities; see the conjectures in loc. cit., p. 167 and p. 170. We should say that obtaining the continuation of (5), when $r \geq 4$, to a domain in $\mathbb{C}^{r+1}$ containing the point $(\frac{1}{2}, \ldots, \frac{1}{2})$ is an extremely difficult problem; the analogous problem for affine Weyl group multiple Dirichlet series over rational function fields of odd characteristic has been investigated in [18], [90] and [91] (see also [44], where an asymptotic formula for the fourth moment of quadratic Dirichlet $L$-functions in the rational function field case, summed over monic square-free polynomials, has been established). As far as we can see, when $r \geq 5$, this is a very difficult problem even in the rational function field case. We should point out here that a similar “natural boundary” phenomenon occurs when dealing with the meromorphic continuation of negative (i.e., lower triangular) parabolic Eisenstein series on loop groups, introduced in [12] in the function field case; see also [47], and the introduction of [48]. As already alluded to at the beginning of this introduction, the meromorphic continuation of similar metaplectic loop group Eisenstein series could potentially yield the relevant analytic properties of (5) when $r = 4$.

Finally, let us briefly describe the structure of the paper. In Section 2, we collect some generalities about quadratic Dirichlet $L$-functions, which will be used later in the paper. We then discuss the method introduced by Bump, Friedberg and Hoffstein in [20] to construct multiple Dirichlet series attached to moments of quadratic $L$-series. In particular, this method gives the “correct” Weyl group multiple Dirichlet series only when $r \leq 3$. In Section 3, we first list the conditions which the Weyl group multiple Dirichlet series (to be constructed) has to satisfy; these conditions imply immediately the identity (2). Next, we wish to express the left-hand side of this identity more conveniently. Probably the most efficient way to proceed is to reformulate (2) in terms of generating functions; after some preliminary considerations, we do so in Section 4. It is this form of the original identity where the moments $A_{n, i, j}(t_1, \ldots, t_r; q)$ arise. In Section 5, we combine a well-known formula for the above moment-sums $M_{d}(r; q)$ (see [11] and [58]) with Proposition B.2, Appendix B, Proposition D.1, Appendix D, and the formula given in Proposition C.2, Appendix C to illustrate how the coefficients $\lambda(k_1, \ldots, k_r; l; q)$ ($l = 3, 4$) are constructed. In Section 6, we review some facts about the cohomology of symplectic local systems on moduli of hyperelliptic curves, and discuss the cohomological interpretation of the above moment-sums $A_n(t_1, \ldots, t_r, q)$. We then use this interpretation to define $A_n(t_1, \ldots, t_r, 1/q)$ by duality. In Section 7, we prove our main result, first in the split case, and then in general, subject to a functional relation satisfied by a certain generating function, whose proof is postponed to Section 8. In particular, this ensures the compatibility of the relations generated by (2) among the coefficients of the multiple Dirichlet series. In Section 8, we study various generating series attached to moduli spaces of admissible double covers, and then show how these series are connected to the generating series introduced in the previous sections. We then use this connection to establish the functional relation needed to finish the proof of Theorem 7.5. This section, which may be of some interest in its own right, is essentially independent from the rest of the paper. In Section 9, we recall some facts from Deligne’s theory [35], which will then be used to determine inductively the coefficients $\lambda(k_1, \ldots, k_r; l; q)$. It should be pointed out that the arguments can be reversed to obtain new information about the cohomology of local systems on moduli of hyperelliptic curves, assuming full knowledge\footnote{When $r \leq 3$, these coefficients can be computed from the explicit expressions of $Z(t_1, \ldots, t_{r+1}; q) \ (r \leq 3)$ recorded in Appendix A.} of the coefficients $\lambda(k_1, \ldots, k_r; l; q)$. We illustrate this in Section 10 by computing explicitly the trace of
Frobenius on the (motivic) Euler characteristic corresponding to the Eisenstein cohomology of local systems on moduli spaces of principally polarized abelian surfaces, and thus recovering a result of Bergström, Faber and van der Geer (see [8, Corollary 4.6] and [49, Theorem 9.1]).

Here is a roadmap summarizing the key steps of our construction:

![Roadmap diagram]

For the reader’s convenience, we have also included four appendices. In the first one, we provide the (previously known) simple description of the Weyl group multiple Dirichlet series discussed in this paper, for each \( r \leq 4 \). In Appendix C, we compute explicitly the generating series of the coefficients \( \lambda(k_1, \ldots, k_r, 2; q) \), and in Appendices B and D, we discuss some elementary relations among moments of character sums used in previous sections.
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2 Preliminaries

We recall that for a smooth, projective, and geometrically connected curve \( C \) of genus \( g \geq 1 \) over a finite field \( F = \mathbb{F}_q \) with \( q \) elements, one defines the zeta function \( Z_C(t) \) of \( C \) by

\[
Z_C(t) = \exp\left(\sum_{n \geq 1} |C(\mathbb{F}_{q^n})| \frac{t^n}{n}\right) \quad \text{(for } |t| < 1/q\text{)}.
\]

It is well-known that \( Z_C(t) \) is a rational function

\[
Z_C(t) = \frac{P_C(t)}{(1-t)(1-qt)}
\]

with numerator \( P_C(t) \in \mathbb{Z}[t] \) of degree \( 2g \), and constant term \( P_C(0) = 1 \). Moreover, it satisfies the functional equation

\[
Z_C(t) = (qt^2)^{-1} Z_C(1/qt).
\]  
(6)

Although we shall not need it here, we recall for completeness that the analogue of the Riemann hypothesis, proved by André Weil [87], states that \( P_C(t) \) has all its zeros on the circle \( |t| = q^{-1/2} \).

From now on, we shall assume that \( q \) is odd, and fix once for all an algebraic closure \( \overline{F} \) of \( F \). For a non-zero polynomial \( m \in \mathbb{F}[x] \), we define its norm by \( |m| = q^{\deg m} \). Let \( \pi \in \mathbb{F}[x] \) be monic and irreducible. For a polynomial \( d \in \mathbb{F}[x] \) coprime to \( \pi \), we define the Legendre symbol \( (d/\pi) = 1 \) or \(-1\) according as \( d \) is a square modulo \( \pi \) or not; if \( d \in \mathbb{F}[x] \)
and \(\pi\) divides \(d\), we set \((d/\pi) = 0\). Finally, define \((d/m)\) for arbitrary \(d \in \mathbb{F}[x]\) and monic \(m \in \mathbb{F}[x]\) by setting \((d/m) = 1\) if \(m = 1\), and by multiplicativity for general \(m\).

The quadratic residue symbol \((d/m)\) we just defined is completely multiplicative in both \(d\) and \(m\), and satisfies the following reciprocity law [79]:

**Reciprocity.** For \(d, m \in \mathbb{F}[x]\) monic polynomials, we have

\[
\left(\frac{d}{m}\right) = (-1)^{\frac{|d| - 1}{2} \frac{|m| - 1}{2}} \left(\frac{m}{d}\right).
\]

In addition, we have the supplement

\[
\left(\frac{d}{m}\right) = \text{sgn} \deg m (d) \quad \text{(for } d \in \mathbb{F}^\times)\]

where \(\text{sgn}(d) = 1\) or \(-1\) according as \(d\) is a square in \(\mathbb{F}\) or not.

**L-functions.** For \(d \in \mathbb{F}[x]\) square-free and a monic polynomial \(m \in \mathbb{F}[x]\), let \(\chi_d(m) := (d/m)\). We define the quadratic Dirichlet L-function attached to \(\chi_d\) by

\[
L(s, \chi_d) = \sum_{m \in \mathbb{F}[x]} \chi_d(m)[m]^{-s} = \prod_{\pi}(1 - \chi_d(\pi)|\pi|^{-s})^{-1} \quad \text{(for complex } s \text{ with } \Re(s) > 1);
\]

see Artin [4]. Here the product is over all monic irreducible polynomials \(\pi \in \mathbb{F}[x]\). In particular, when \(d = 1\) (i.e., \(\chi_d\) is trivial) we obtain the zeta function of \(\mathbb{F}(x)\),

\[
\zeta_{\mathbb{F}(x)}(s) = \sum_{m=\text{monic}} |m|^{-s} = \frac{1}{1 - q^{-s}}
\]

and for \(d \in \mathbb{F}^\times \setminus (\mathbb{F}^\times)^2\)

\[
L(s, \chi_d) = \frac{1}{1 + q^{-s}}.
\]

If \(\deg d = k \geq 1\), the L-function \(L(s, \chi_d)\) is a polynomial (in \(q^{-s}\)) of degree \(k - 1\). To be more precise, let \(C_d\) denote the hyperelliptic curve defined in affine form by \(y^2 = d(x)\), and consider the numerator \(P_{C_d}(t)\) of the zeta function \(Z_{C_d}(t)\); if \(\deg d = 1, 2\), we take \(P_{C_d}(t) = 1\). Then

\[
L(s, \chi_d) = \sum_{i=0}^{k-1} q^{-is} \sum_{m=\text{monic}} \chi_d(m) = (1 + q^{-s})^{\epsilon_k} P_{C_d}(q^{-s})
\]

where the + or - sign is determined according to whether the leading coefficient of \(d\) is a square in \(\mathbb{F}\) or not, and \(\epsilon_k = 0\) or 1 according as \(k\) is odd or even. From (6), we deduce that \(L(s, \chi_d)\) satisfies the functional equation

\[
(1 + q^{-s})^{-\epsilon_k} L(s, \chi_d) = q^{(\epsilon_k + 1)(s - \frac{1}{2})} [d]^\frac{1}{2} - s (1 + q^{s - 1})^{-\epsilon_k} L(1 - s, \chi_d).
\]

(7)

**Multiple Dirichlet series attached to moments of quadratic L-functions.** Adapting the discussion from [20], this is a function of several complex variables admitting series representations of the form

\[
Z(s_1, \ldots, s_{r+1}) = \sum_{d \in \mathbb{F}[x] \atop d \text{-monic}} A(s_1, \ldots, s_r; d) \quad \text{= } \sum_{m_1, \ldots, m_r \in \mathbb{F}[x] \atop m_1, \ldots, m_r \text{-monic}} \frac{B(s_{r+1}; m_1, \ldots, m_r)}{|m_1|^{s_1} \cdots |m_r|^{s_r}}
\]

for \(s_1, \ldots, s_{r+1}\) with sufficiently large real parts, and whose coefficients are Euler products

\[
A(s_1, \ldots, s_r; d) = \prod_{\pi \mid d} A_{\pi, l}(s_1, \ldots, s_r, d_0) \quad \text{and } B(s_{r+1}; m_1, \ldots, m_r) = \prod_{\pi \mid m_0} B_{\pi, k}(s_{r+1}, M_0)
\]
over all monic irreducibles $\pi \in \mathbb{F}[x]$. Here we set $\kappa = (k_1, \ldots, k_r)$, and for $d, m_1, \ldots, m_r$ monic polynomials, we denoted by $d_0$ and $M_0$ the monic square-free parts of $d$ and $M = m_1 \cdots m_r$, respectively. Letting $\widetilde{\chi}_{M_0}(\pi) = (\pi/M_0)$ and $|\kappa| = k_1 + \cdots + k_r$, we can present the local factors as

$$A_{\pi, l}(s_1, \ldots, s_r, d_0) = \begin{cases} \prod_{r=1}^l (1 - \chi_{d_0}(\pi)|\pi|^{-s_1})^{-1} \cdot P_{\pi, l}(s_1, \ldots, s_r, \chi_{d_0}(\pi)) & \text{if } l \geq 0 \text{ is even} \\ P_{\pi, l}(s_1, \ldots, s_r) & \text{if } l \text{ is odd} \end{cases}$$

and

$$B_{\pi, \kappa}(s_{r+1}, M_0) = \begin{cases} (1 - \widetilde{\chi}_{M_0}(\pi)|\pi|^{-s_{r+1}})^{-1} \cdot Q_{\pi, \kappa}(s_{r+1}, \widetilde{\chi}_{M_0}(\pi)) & \text{if } |\kappa| \geq 0 \text{ is even} \\ Q_{\pi, \kappa}(s_{r+1}) & \text{if } |\kappa| \text{ is odd} \end{cases}$$

for a certain class of polynomials $P_{\pi, l}$ (respectively $Q_{\pi, \kappa}$) in $|\pi|^{-s_1}, \ldots, |\pi|^{-s_1}$ (respectively $|\pi|^{-s_{r+1}}$) characterized as follows.

For arbitrary odd prime power $q$, $\kappa = (k_1, \ldots, k_r) \in \mathbb{N}^r$ and $l \in \mathbb{N}$, there exist (see [20]) polynomials $P_l(t_1, \ldots, t_r; q)$ and $Q_\kappa(t_{r+1}; q)$ in $t_1, \ldots, t_r$ (respectively $t_{r+1}$) with coefficients depending on $l$ and $q$ (respectively $\kappa$ and $q$) such that:

1. For sufficiently small $|t_1|, \ldots, |t_{r+1}|$, we have

$$\left(1 - t_1\right)^{-1} \cdots \left(1 - t_r\right)^{-1} \sum_{l - \text{even}} P_l(t_1, \ldots, t_r; q)t_{r+1}^l + \sum_{l - \text{odd}} P_l(t_1, \ldots, t_r; q)t_{r+1}^l = \left(1 - t_{r+1}\right)^{-1} \sum_{|\kappa| - \text{even}} Q_\kappa(t_{r+1}; q)t_1^{s_1} \cdots t_r^{s_r} + \sum_{|\kappa| - \text{odd}} Q_\kappa(t_{r+1}; q)t_1^{s_1} \cdots t_r^{s_r}$$

i.e., the generating series of the polynomials $P_l(t_1, \ldots, t_r; q)$ and $Q_\kappa(t_{r+1}; q)$ coincide. We take this series normalized by assuming that $P_0(0, \ldots, 0; q) = 1$.

2. The power series in $t_1, \ldots, t_{r+1}$ obtained by expanding

$$\sum_{l \geq 0} P_l(t_1, \ldots, t_r; q)t_{r+1}^l$$

is absolutely convergent for arbitrary $t_1, \ldots, t_r \in \mathbb{C}$, provided $|t_{r+1}|$ is sufficiently small, and for arbitrary $t_{r+1} \in \mathbb{C}$, provided all $|t_1|, \ldots, |t_r|$ are sufficiently small.

3. The polynomials $P_l(t_1, \ldots, t_r; q)$ are symmetric in the variables $t_1, \ldots, t_r$, and they satisfy the functional equation

$$P_l(t_1, t_2, \ldots, t_r; q) = \begin{cases} \left(q^{-l}\right)^{l/2} P_l(1/qt_1, t_2, \ldots, t_r; q) & \text{if } l \text{ is even} \\ \left(q^{-l}\right)^{(l-1)/2} P_l(1/qt_1, t_2, \ldots, t_r; q) & \text{if } l \text{ is odd} \end{cases}$$

4. The polynomials $Q_\kappa(t_{r+1}; q)$ satisfy the functional equation

$$Q_\kappa(t_{r+1}; q) = \begin{cases} \left(q^{-r+1}\right)^{|\kappa|/2} Q_\kappa(1/qt_{r+1}; q) & \text{if } |\kappa| \text{ is even} \\ \left(q^{-r+1}\right)^{(|\kappa|-1)/2} Q_\kappa(1/qt_{r+1}; q) & \text{if } |\kappa| \text{ is odd} \end{cases}$$

5. If $l$ is odd, $P_l(t_1, \ldots, t_r; q) = P_l(-t_1, \ldots, -t_r; q)$.

Defining

$$P_{\pi, l}(s_1, \ldots, s_r, \chi_{d_0}(\pi)) = P_l(\chi_{d_0}(\pi)|\pi|^{-s_1}, \ldots, \chi_{d_0}(\pi)|\pi|^{-s_r}; |\pi|) \quad \text{if } l \geq 0 \text{ is even}$$

$$P_{\pi, l}(s_1, \ldots, s_r) = P_l(|\pi|^{-s_1}, \ldots, |\pi|^{-s_r}; |\pi|) \quad \text{if } l \text{ is odd}$$
the Coxeter group where for the latter, we use in addition the quadratic reciprocity. The group of functional equations is isomorphic to

\[ Q_{\pi, \kappa}(s_{r+1}, \delta_{\mu_0}(\pi)) = Q_{\kappa}(\delta_{\mu_0}(\pi)|\pi|^{-s_{r+1}}; |\pi|) \quad \text{if } |\kappa| \geq 0 \text{ is even} \]
\[ Q_{\pi, \kappa}(s_{r+1}) = Q_{\kappa}(|\pi|^{-s_{r+1}}; |\pi|) \quad \text{if } |\kappa| \text{ is odd} \]

one checks that, indeed, the identity (8) holds. Note that \( P(t_1, \ldots, t_r; q) = 1 \) if \( l = 0, 1 \), and hence \( A(s_1, \ldots, s_r; 1) = \zeta_{\infty}(s_1) \cdots \zeta_{\infty}(s_r) \), and \( A(s_1, \ldots, s_r; d) = L(s_1, \chi_{d}) \cdots L(s_r, \chi_{d}) \) if \( d = d_0 \) is monic and square-free; we also have \( B(s_{r+1}; m_1, \ldots, m_r) = L(s_{r+1}, \delta_{m_1}, \ldots, m_r) \) if the product \( m_1 \cdots m_r \) is monic and square-free. Accordingly, it makes sense to denote the coefficients \( A(s_1, \ldots, s_r; d) \) and \( B(s_{r+1}; m_1, \ldots, m_r) \), for arbitrary monomials \( d, m_1, \ldots, m_r \), by \( L(s_1, \chi_{d}) \cdots L(s_r, \chi_{d}) \) and \( L(s_{r+1}, \delta_{m_1}, \ldots, m_r) \), respectively. We hope that our notation is not causing any confusion, especially with a product of \( r \) imprimitive \( L \)-functions in case \( d \) is not a square-free polynomial.

It can be observed that the multiple Dirichlet series (8) can be expressed as a power series in \( q^{-s_1}, i = 1, \ldots, r + 1 \), for \( s_1, \ldots, s_{r+1} \) with sufficiently large real parts. In what follows, we shall substitute \( t_i = q^{-s_i} \) for \( i = 1, \ldots, r + 1 \), set \( T = (t_1, \ldots, t_r) \), and denote the power series of (8) by \( Z(T, t_{r+1}; q) \). This function satisfies a group of functional equations generated by the \( r + 1 \) involutions \( \alpha_i : (T, t_{r+1}) \to (t_1, \ldots, 1/qt_i, \ldots, t_r, \sqrt{q} t_{r+1}) \) for \( 1 \leq i \leq r \), and \( \alpha_{r+1} : (T, t_{r+1}) \to (\sqrt{q} t_{r+1} T, 1/q t_{r+1}) \). Indeed, from the definition of \( Z(T, t_{r+1}; q) \) and (7), one finds that:

\[
Z(T, t_{r+1}; q) = \frac{1}{\sqrt{q} t_{r+1}} \left( \frac{Z(\alpha_i(T, t_{r+1}); q) - Z(\alpha_i(-T, t_{r+1}); q)}{2} \right)
- \frac{1 - q t_i}{t_i(1 - q t_i)} \left( \frac{Z(\alpha_i(T, t_{r+1}); q) + Z(\alpha_i(-T, t_{r+1}); q)}{2} \right)
\]

(9) for \( 1 \leq i \leq r \), and

\[
Z(T, t_{r+1}; q) = \frac{1}{\sqrt{q} t_{r+1}} \left( \frac{Z(\alpha_{r+1}(T, t_{r+1}); q) - Z(\alpha_{r+1}(-T, t_{r+1}); q)}{2} \right)
- \frac{1 - t_{r+1}}{t_{r+1}(1 - q t_{r+1})} \left( \frac{Z(\alpha_{r+1}(T, t_{r+1}); q) + Z(\alpha_{r+1}(-T, t_{r+1}); q)}{2} \right)
\]

(10) where for the latter, we use in addition the quadratic reciprocity. The group of functional equations is isomorphic to the Coxeter group \( W_r \) mentioned in the introduction. In particular, it is finite if \( r \leq 3 \), and infinite if \( r \geq 4 \). It is straightforward to check that the functional equations (9) and (10) are equivalent to certain recurrence relations among the coefficients of the power series \( Z(T, t_{r+1}; q) \). Fortunately, when \( r \leq 3 \), one can apply these recurrence relations as in the proof of Theorem 3.7 in [18] to determine all the coefficients of \( Z(T, t_{r+1}; q) \); we refer the reader to Appendix A for an expression of \( Z(T, t_{r+1}; q) \) as a rational function in each case. When \( r \geq 4 \), we just remark for the moment that additional information is required to completely characterize the power series \( Z(T, t_{r+1}; q) \); the case \( r = 4 \) discussed in [18] is still very special in many respects.

On the other hand, letting \( P(T, t_{r+1}; q) \) denote the generating series in (1), the properties (3) and (4) satisfied by the polynomials \( P_i \) and \( Q_{\pi, \kappa} \), respectively, translate into the functional equations:

\[
P(T, t_{r+1}; q) = \frac{1}{\sqrt{q} t_{r+1}} \left( \frac{P(\alpha_i(T, t_{r+1}); q) - P(\alpha_i(-T, t_{r+1}); q)}{2} \right)
- \frac{1 - q t_i}{q t_i(1 - t_i)} \left( \frac{P(\alpha_i(T, t_{r+1}); q) + P(\alpha_i(-T, t_{r+1}); q)}{2} \right)
\]

for \( i = 1, \ldots, r \), and

\[
P(T, t_{r+1}; q) = \frac{1}{\sqrt{q} t_{r+1}} \left( \frac{P(\alpha_{r+1}(T, t_{r+1}); q) - P(\alpha_{r+1}(-T, t_{r+1}); q)}{2} \right)
- \frac{1 - t_{r+1}}{q t_{r+1}(1 - t_{r+1})} \left( \frac{P(\alpha_{r+1}(T, t_{r+1}); q) + P(\alpha_{r+1}(-T, t_{r+1}); q)}{2} \right)
\]
As in [26], we call $P(T, t_{r+1}; q)$, for $q = |\pi|$, the $\pi$-part of $Z(T, t_{r+1}; q)$. We note that there is a slight difference, as explained in [26, Remark 4.3], between this definition of the $\pi$-part of our multiple Dirichlet series, and the generating series of the $p$-part-coefficient $H(p^{k_1}, \ldots, p^{k_r})$ in [13, 14, 15] and [27].

Just as for $Z(T, t_{r+1}; q)$, the power series $P(T, t_{r+1}; q)$ is also uniquely determined by its properties, when $r \leq 3$. Then, we must have that

$$P(T, t_{r+1}; q) = Z(qT, qt_{r+1}; 1/q) \quad \text{(for } r \leq 3)$$

as the power series in the right-hand side satisfies the required properties. The reader might want to verify the relevant facts about $Z(qT, qt_{r+1}; 1/q)$, when $r \leq 3$, using the expression of $Z(T, t_{r+1}; q)$ given in Appendix A. Unfortunately, when $r \geq 4$ the properties (1) – (5) are insufficient to determine $P(T, t_{r+1}; q)$, the obvious reason being that in this case there exist non-trivial power series in $t_1, \ldots, t_{r+1}$ invariant under the group of functional equations. For example, if $r = 4$ a power series in the variable $t_1 \cdots t_4 t_5^2$ is, indeed, invariant under this group. Very shortly, we shall propose a way to remedy this deficiency, but before doing so, let us conclude this section with the following remark.

**Remark.** As indicated in the introduction, every choice of the generating series (1) gives rise, as above (with just some standard adjustments), to the corresponding number field version of (8). When $r \leq 3$, this Weyl group multiple Dirichlet series is a Whittaker coefficient of a minimal parabolic Eisenstein series on the double cover of a split, semisimple, simply-connected algebraic group. To investigate the possibility of extending this result, it is important (as previous experience shows) to have the potential candidates for the generating series $P(T, t_{r+1}; q)$ ($r \geq 4$) available beforehand.

### 3 The series $Z(T, t_{r+1}; q)$ and moments of character sums

To correct the deficiency indicated at the end of the previous section, we begin by imposing more stringent conditions on the multiple Dirichlet series (8). It is interesting to note that our assumptions make no reference to the group $W_r$ of functional equations.

As in [24], we first require $Z(s_1, \ldots, s_{r+1})$ to be of the form

$$Z(s_1, \ldots, s_{r+1}) = \sum_{m_1, \ldots, m_r, d \in \mathbb{F}[x]} \frac{\chi_{d_0}(\hat{m}_1) \cdots \chi_{d_r}(\hat{m}_r)}{|m_1|^{s_1} \cdots |m_r|^{s_r} |d|^{s_{r+1}}} \cdot a(m_1, \ldots, m_r, d)$$

the sum taken over all $(r+1)$-tuples of monic polynomials, with $\hat{m}_i$ the part of $m_i$ coprime to $d_0$ for $i = 1, \ldots, r$. The coefficients $a(m_1, \ldots, m_r, d)$ are assumed to be multiplicative, i.e.,

$$a(m_1, \ldots, m_r, d) = \prod_{\pi^{k_i} | m_i, \pi^{k_r} \nmid d} a(\pi^{k_i}, \ldots, \pi^{k_r}, \pi^l)$$

the product being taken over monic irreducibles $\pi \in \mathbb{F}[x]$. Now, express the series (12) as

$$Z(T, t_{r+1}; q) = \sum_{k_1, \ldots, k_r, l \geq 0} \lambda(k_1, \ldots, k_r, l; q) t_1^{k_1} \cdots l_r^{k_r} t_{r+1}^{l}$$

where, as before, we substituted $t_i = q^{-a_i}$, for $i = 1, \ldots, r + 1$, and set $T = (t_1, \ldots, t_r)$. We require $a(\pi^{k_1}, \ldots, \pi^{k_r}, \pi^l)$ and $\lambda(k_1, \ldots, k_r, l; q)$ be such that:

(i) **Initial Conditions.** The subseries

$$\sum_{k_1, \ldots, k_r \geq 0} \lambda(k_1, \ldots, k_r, 0; q) t_1^{k_1} \cdots l_r^{k_r} = \prod_{i=1}^{r} \frac{1}{1 - qt_i}$$

14
i.e., is a product of \( r \) zeta functions. In addition,

\[
\sum_{k_1, \ldots, k_r \geq 0} \lambda(k_1, \ldots, k_r; q) t_1^{k_1} \cdots t_r^{k_r} = \sum_{\text{deg} d = 1} L(s_1, \chi_d) \cdots L(s_r, \chi_d) = q
\]

and

\[
\sum_{l \geq 0} \lambda(0, \ldots, 0; l; q) t_{r+1}^l = \frac{1}{1 - qt_{r+1}}.
\]

In particular, \( a(1, \ldots, 1, 1) = \lambda(0, \ldots, 0; q) = 1 \).

(ii) **Extension of (11).** Fix nonnegative integers \( k_1, \ldots, k_r, l \). Then, for each odd prime \( p \), there exists a finite number of complex numbers \( c_j \) and \( w_j = p^{a_j + b_j} (a_j, b_j \in \mathbb{R}) \) such that

\[
\lambda(k_1, \ldots, k_r; p^n) = \sum_j c_j (w_j^n + \overline{w_j}^n) \quad \text{(for all } n \in \mathbb{Z})
\]

all data in the right-hand side depending on \( k_1, \ldots, k_r, l \) and \( p \). Moreover,

\[
a(\pi^{k_1}, \ldots, \pi^{k_r}, \pi^l) = |\pi|^{k_1 + \cdots + k_r + l} \lambda(k_1, \ldots, k_r, l; 1/|\pi|)
\]

for every monic irreducible \( \pi \in \mathbb{F}[x] \).

(iii) **Dominance.** For every \((r+1)\)-tuple \((k_1, \ldots, k_r, l) \in \mathbb{N}^{r+1} \) with \( k_1 + \cdots + k_r + l \geq 2 \), the coefficient \( \lambda(k_1, \ldots, k_r, l; q) \) represents the dominant half (as in the example below) of

\[
\lambda(k_1, \ldots, k_r, l; q) - q^{k_1 + \cdots + k_r + l + 1} \lambda(k_1, \ldots, k_r, l; 1/q)
\]

that is, \( \min\{a_j\} > (k_1 + \cdots + k_r + l + 1)/2 \).

**Example.** When \( r = 10 \), \( k_1 = \cdots = k_r = 1 \), \( l = 3 \), and \( q \) is an odd prime, it turns out (see Section 5) that

\[
\lambda(1, \ldots, 1, 3; q) - q^{14} \lambda(1, \ldots, 1, 3; 1/q) = 42q^8 - 42q^6 - q^2 \tau(q) + q\tau(q)
\]

where \( \tau(q) \) is Ramanujan’s tau function; we recall, see [32], that \( \tau(q) = \alpha_q + \overline{\alpha_q} \) with \( |\alpha_q| = q^{1/2} \). By (iii), it follows that \( \lambda(1, \ldots, 1, 3; q) = 42q^8 - q^2 \tau(q) \). (Here we set \( \tau(1/q) = q^{-11} \tau(q) \).

To obtain concrete information about the coefficients of the multiple Dirichlet series (12), fix \( k_1, \ldots, k_r, l \in \mathbb{N} \). Comparing the coefficients \( (k_1, \ldots, k_r, l) \) of (12) and (14), we see that

\[
\lambda(k_1, \ldots, k_r, l; q) = \sum \chi_{d_0}(\tilde{m}_1) \cdots \chi_{d_0}(\tilde{m}_r) a(m_1, \ldots, m_r, d)
\]

with the sum over all monic polynomials \( m_1, \ldots, m_r, d \) of degrees \( k_1, \ldots, k_r, l \), respectively. By (13) and (ii), the dependence of the coefficients \( a(m_1, \ldots, m_r, d) \) on monic irreducible polynomials \( \pi \) is only upon their degrees \( \mu_\pi \), and the exact powers \( \nu_1, \pi, \ldots, \nu_r, \pi \) to which \( \pi \) is dividing \( m_1, \ldots, m_r, d \). This simple observation will be used to express the right-hand side of (15) in terms of classical moments of (projective) character sums defined for partitions \( \mu = (\mu_1 \geq \cdots \geq \mu_n \geq 1) \) and \( \gamma = (1^{\gamma_1}, \ldots, m^{\gamma_m}) \) by

\[
M_{\mu, \gamma}(q) = \sum_{d_0 \in \mathcal{P}(\mu)} \prod_{j=1}^{m} \left( -\frac{1 + (-1)^{\deg d_0}}{2} - \sum_{\theta \in \mathcal{F}_j} \chi_j(d_0(\theta)) \right)^{\gamma_j}.
\]

Here the sum is over the subset \( \mathcal{P}(\mu) \in \mathbb{F}[x] \) of all monic square-free polynomials \( d_0 \) having factorization type (over \( \mathbb{F} \)) into irreducibles \( d_0 = \prod_{j=1}^{m} \pi_j \), with \( \deg \pi_j = \mu_j \); for \( j \geq 1 \), we put \( \mathbb{F}_j = \mathbb{F}_{q^j} \), and \( \chi_j : = \chi \circ \mathbb{N}_{\mathbb{F}_{q^j}, \mathbb{F}} \) is the non-trivial real character of \( \mathbb{F}_{q^j}^* \), extended to \( \mathbb{F}_j \) by setting \( \chi_j(0) = 0 \). The connection to moments of character sums will play a major role in this work. It will become apparent that the conditions (i)–(iii) together with the identity (15) allow a recursive
computation of the coefficients \( \lambda(k_1, \ldots, k_r; l; q) \), provided certain precise information about the moments \( M_{\mu, \gamma}(q) \) could be obtained.

We begin by first summing over all \( m_1, \ldots, m_r, d \) with prescribed factorizations into irreducibles by giving a partition \( \mu = (\mu_1, \ldots, \mu_n) \) together with a collection of \( (r + 1) \)-tuples \((\nu_1, \ldots, \nu_{r+1}, \nu) \in \mathbb{N}^{r+1} \), with \( 1 \leq j \leq n \), such that

\[
\sum_{j=1}^{n} \nu_j \mu_j = k_i \quad \text{and} \quad \sum_{j=1}^{n} \nu_j \mu_j = l \quad (\text{for } i = 1, \ldots, r).
\]  

(16)

To \( \mu \) and \( N := (\nu_1, \ldots, \nu_r, \nu) \) as above, we associate the coefficients

\[
\lambda_\mu(N; q) := \prod_{j=1}^{n} q^{\nu_j(\mu_1 \cdots \mu_j \cdots \mu)} \lambda(\nu_1, \ldots, \nu_r, \nu; 1/q^\nu)
\]  

(17)

and certain character sums \( S_{\mu, N} \) defined as follows. Split the set of indices \( 1 \leq j \leq n \) into two parts \( J_0 \) and \( J_1 \) according as \( \nu_j \) is odd or even. Let \( \nu := (\nu_1, \ldots, \nu_n) \), and let \( \mathcal{P}_v(\mu) \subset \mathbb{F}[x] \) denote the set of all monic square-free polynomials \( d_0 \) having factorization type into irreducibles, \( \prod_{j \in J_0} \pi_j \) with \( \deg \pi_j = \mu_j \). With this notation, we define

\[
S_{\mu, N} := C_{\mu, \nu} \sum_{d_0 \in \mathcal{P}_v(\mu)} \sum_{\theta_j \in J_1} \prod_{j \in J_1} \chi_{\mu_j}(d_0(\theta_j))^{\nu_j + \cdots + \nu_r}
\]

where \( \sum^* \) indicates that we are summing over all tuples \((\theta_j)_{j \in J_1}\) such that \( \mathbb{F}(\theta_j) = \mathbb{F}_{\mu_j} \) for every \( j \in J_1 \), and \( \sigma(\theta_j) \neq \theta_j \), for all \( \sigma \in \text{Gal}(\mathbb{F}/\mathbb{F}) \), and all \( j \neq j' \). The normalizing constant is given by

\[
C_{\mu, \nu} = \prod_{i=1}^{m} n_i!^m n_i!
\]

where \( \mu_{j_1}, \ldots, \mu_{j_m} \) are the distinct components of \((\mu_j)_{j \in J_0}\), and \( n_i \), for \( i = 1, \ldots, m \), is the multiplicity of \( \mu_{j_i} \) in \( J_1 \), i.e., the cardinality of the set \( J_1^{(i)} = \{ j \in J_1 : \mu_j = \mu_{j_i} \} \).

Recalling that \( \chi_{d_0}(\pi) = \chi_\pi(d_0(\theta)) \) (see [79]) for monic \( d_0, \pi \in \mathbb{F}[x] \), with \( d_0 \) square-free and \( \pi \) irreducible of degree \( j \), and \( \theta \in \mathbb{F} \) any root of \( \pi \), we see that the identity (15) can be presented in the equivalent form

\[
\lambda(\kappa; l; q) = \sum \lambda_\mu(N; q) S_{\mu, N} \quad ((\kappa, l) := (k_1, \ldots, k_r, l))
\]  

(18)

with the sum over all pairs \((\mu, N)\) satisfying (16) and the following simple condition: for all \( j \in J_0 \) and \( j' \in J_1 \) such that \( \mu_j = \mu_{j'} \), we shall always assume that \( j < j' \).

From the initial conditions (i), we compute

\[
\lambda(k_1, \ldots, k_r, 0; q) = q^{k_1 + \cdots + k_r}.
\]  

(19)

for all \( k_1, \ldots, k_r \in \mathbb{N} \), and

\[
\lambda(k_1, \ldots, k_r, 1; q) = \begin{cases} q & \text{if } k_1 = \cdots = k_r = 0 \\ 0 & \text{otherwise.} \end{cases}
\]  

(20)

Thus, it suffices to focus our investigation on the coefficients \( \lambda(\kappa; l; q) \) with \( l \geq 2 \).

The following proposition computes the part of the sum in (18) corresponding to coefficients \( \lambda_\mu(N; q) \) containing a factor \( \lambda(\kappa', l'; 1/q) \) with \( l' = l \).

**Proposition 3.1.** For \( \kappa = (k_1, \ldots, k_r) \in \mathbb{N}^r \) and \( l \geq 2 \), let \( a(\kappa; l; q) \) denote the part of the sum in (18) over all pairs \((\mu, N)\) for which \( \lambda_\mu(N; q) \) does not contain a factor of the form \( \lambda(\kappa', l; 1/q) \). Then,

\[
\lambda(\kappa; l; q) - a(\kappa; l; q) = \begin{cases} q^{\kappa+l+1} & \text{if } l \text{ is odd} \\ \sum_{\kappa' \leq \kappa} q^{\kappa'-l+r(\kappa'-\kappa)+1} (q-1)^{r-k} \lambda(\kappa', l; 1/q) & \text{if } l \text{ is even} \end{cases}
\]

where \( |\kappa| = k_1 + \cdots + k_r \), and \( r(\kappa - \kappa') \) is the number of non-zero components of \( \kappa - \kappa' \).
Proof. Let $\lambda_\mu(N'; q)$ be a coefficient containing a factor of the form $\lambda(k', l; 1/q)$. Since
\[ \lambda_\mu(N'; q) = \sum_{j=1}^{n} q^{\mu_j (\nu_{j_1} + \cdots + \nu_{j_r} + \nu_{j})} \lambda(\nu_{j_1}, \ldots, \nu_{j_r}, \nu_j; 1/q^{\mu_j}) \] with $\sum_{j=1}^{n} \nu_j \mu_j = l$

it follows that $\nu_{j_0} = l$ and $\mu_{j_0} = 1$ for some $1 \leq j_0 \leq n$, and $\nu_j = 0$ for $j \neq j_0$. By (19), we see that $\lambda_\mu(N'; q) = q^{k'|l} \lambda(k', l; 1/q)$. The contribution of the part in (18) attached to this coefficient comes then from $(r + 1)$-tuples of monic polynomials
\[ ((x - \theta)^{k_1}, m_1, \ldots, (x - \theta)^{k_r}, m_r, (x - \theta)^l) \] (with $\theta \in \mathbb{F}$ and $m_i(\theta) \neq 0$ for $i = 1, \ldots, r$)

and is obtained immediately from the coefficient $\kappa - \kappa' = (k_1 - k_1', \ldots, k_r - k_r')$ of
\[ \sum_{\theta \in \mathbb{F}} \sum_{m_1, \ldots, m_r} \frac{X_{\theta - q}(m_1) \cdots X_{\theta - q}(m_r)}{m_1^{s_1} \cdots m_r^{s_r}} = \sum_{\theta \in \mathbb{F}} \prod_{i=1}^{r} L(s_i, X_{\theta - q}) = q \quad \text{(for } l \text{ odd)} \]

and
\[ q \cdot \prod_{i=1}^{r} \frac{1 - q^{-s_i}}{1 - q} \quad \text{(for } l \text{ even).} \]

The coefficient $(k_1 - k_1', \ldots, k_r - k_r')$ of the last product is $q^{k'|l - (\kappa - \kappa') + 1}(q - 1)^{r(\kappa - \kappa')}$. The proposition now follows by summing over all $\kappa' \leq \kappa$. \square

Remark. One can use a similar argument as in the proof of Proposition 3.1 to obtain the part of the sum in $a(\kappa, l; q)$ corresponding to an arbitrary coefficient $\lambda_\mu(N'; q)$. Indeed, recall that to a given pair $(\mu, N)$, we associated a set of polynomials $\mathcal{P}_\nu(\mu)$, and we split the set of indices $1 \leq j \leq n$ into two parts $J_0$ and $J_1$. By (17) and (19), we have
\[ \lambda_\mu(N'; q) = \prod_{j \in J_1^0} q^{\mu_j (\nu_{j_1} + \cdots + \nu_{j_r} + \nu_j)} \lambda(\nu_{j_1}, \ldots, \nu_{j_r}, \nu_j; 1/q^{\mu_j}) \]

where $J_1^0 := \{ j \in J_1 : \nu_j = 0 \}$. Set $\mu_0 := (\mu_j)_{j \in \{1, \ldots, n\}\setminus J_1^0}$ and $N_0 := (\nu_{j_1}, \ldots, \nu_{j_r}, \nu_j)_{j \in \{1, \ldots, n\}\setminus J_1^0}$, i.e., $(\mu_0, N_0)$ is the pair obtained by removing the components of $\mu$ and $N$ corresponding to all elements in $J_1^0$. For convenience, let us refer to $(\mu_0, N_0)$ as a primitive pair, and to $(\mu, N)$ as a derived pair from $(\mu_0, N_0)$. Since $\lambda_\mu(N'; q) = \lambda_{\mu_0}(N_0; q)$, we can express the identity (18) as
\[ \lambda(k, l; q) = \sum_{(\mu_0, N_0) - \text{primitive}} \lambda_{\mu_0}(N_0; q) \sum_{(\mu, N) - \text{derived from } (\mu_0, N_0)} S_{\mu, N}. \quad (21) \]

To achieve our goal, consider $\mu_0 := (\mu_1, \ldots, \mu_{n_0})$ and $N_0 := (\nu_{j_1}, \ldots, \nu_{j_r}, \nu_j)_{1 \leq j \leq n_0}$ giving a primitive pair $(\mu_0, N_0)$. Let $\nu_0 = (\nu_1, \ldots, \nu_{n_0})$, and let $J_0$ and $J_1$ be, as before, the sets of indices $1 \leq j \leq n_0$ associated to $\nu_0$. If $k' = (k_1', \ldots, k_r')$, with $k_i' = \sum_{1 \leq j \leq n} \nu_j \mu_j$ for $i = 1, \ldots, r$, we see that the inner sum in (21) (corresponding to $(\mu_0, N_0)$) is
\[ C_{\mu_0, \nu_0} \sum_{d_0 \in \mathcal{P}_{\nu_0}(\mu_0)} \left( \prod_{j \in J_1} \chi_{\nu_j}(d_0(\theta_j))^{\nu_{j_1} + \cdots + \nu_{j_r}} \right) b_{d_0}^{(\theta_j)}(k - k'). \quad (22) \]

Here,
\[ b_{d_0}^{(\theta_j)}(k - k') = \text{Coefficient}_{k_1 - k_1', \ldots, k_r - k_r'} \left[ \prod_{i=1}^{r} (1 - q t_i)^{-1} \right] \left[ \prod_{j \in J_1} (1 - t_i^{\nu_j}) \right] \] (if $d_0 = 1$). \quad (23)

When $d_0$ is non-constant,
\[ b_{d_0}^{(\theta_j)}(k - k') = \text{Coefficient}_{k_1 - k_1', \ldots, k_r - k_r'} \left[ \prod_{i=1}^{r} (1 - t_i)^{\epsilon_{d_0}} P_{C_{d_0}}(t_i) \prod_{j \in J_1} (1 - \chi_{\nu_j}(d_0(\theta_j)) t_i^{\nu_j}) \right] \]

where $P_{C_{d_0}}(t)$ denotes, as in Section 2, the numerator of the zeta function $Z_{C_{d_0}}(t)$, and $\epsilon_{d_0} = 0$ or 1 according as $\deg d_0$ is odd or even. As $\deg d_0 \equiv l \mod 2$, the exponent $\epsilon_{d_0} = \epsilon_l$ depends, in fact, only on the parity of $l$.
Example. Let us take \( l = 2 \). By Proposition 3.1, we know that

\[
\lambda(\kappa, 2; q) = a(\kappa, 2; q) + \sum_{\kappa' \leq \kappa} q^{[\kappa'-r(\kappa-\kappa')]+3(q-1)^{\nu(\kappa-\kappa')}} \lambda(\kappa', 2; 1/q).
\]  

(25)

Note that every coefficient \( \lambda_\mu(N'; q) \) appearing in \( a(\kappa, 2; q) \) is either 0 or 1; the product (17) involves only coefficients \( \lambda(\nu_1, \ldots, \nu_r; q) \) with \( \nu_j \in \{0, 1\} \), from which, by (19) and (20), one deduces that \( \lambda_\mu(N'; q) \in \{0, 1\} \).

Moreover, the above remark implies that

\[
a(\kappa, 2; q) = \sum_{d_0 \text{ monic and square-free}} b_{d_0}(\kappa)
\]

where \( b_{d_0}(\kappa) \) is the coefficient \((k_1, \ldots, k_r)\) of the product

\[
\prod_{i=1}^{r} (1-t_i) P_{c_{d_0}}(t_i) = \prod_{i=1}^{r} (1-t_i).
\]

Hence,

\[
a(\kappa, 2; q) = \begin{cases} (-1)^{[\kappa]} q(q-1) & \text{if } k_i = 0 \text{ or } 1 \text{ for all } i = 1, \ldots, r \\ 0 & \text{otherwise} \end{cases}
\]

The identity (25) allows a recursive computation of the coefficients \( \lambda(\kappa, 2; q) \). To see this, it is convenient to simplify notation by setting \( \lambda_2(\kappa; q) := \lambda(1, \ldots, 1; 1; q) \). Since \( \lambda(\kappa, 2; q) = \lambda_2(\kappa; q) \) when \( \kappa = (k_1, \ldots, k_r) \) with \( k_i = 0 \) or 1 for all \( i = 1, \ldots, r \), and \( |\kappa| = j \), we deduce that

\[
\lambda_2(r; q) - q^{r+3} \lambda_2(1/r; 1/q) = (-1)^r q(q-1) + \sum_{j=0}^{r-1} \binom{r}{j} q^{r+3}(q-1)^{r-j} \lambda_2(j/1/q).
\]

To put things in perspective, one should think of the quantity \((-1)^r q(q-1)\), representing \( a(\kappa, 2; q) \) for \( \kappa = (1, \ldots, 1) \), as obtained from the simple identity

\[
\sum_{d_0 \text{ monic and square-free}} \left( \sum_{\theta \in \mathbb{F}} \chi(d_0(\theta)) \right)^r = (-1)^r q(q-1) \quad \text{for } r \in \mathbb{N}.
\]  

(26)

For example, take \( r = 6 \). By the method we are just describing, one finds inductively that:

\[
\lambda_2(0; q) = q^2 \quad \lambda_2(1; q) = 0 \quad \lambda_2(2; q) = q^3 \quad \lambda_2(3; q) = q^4 \quad \lambda_2(4; q) = 2q^4 + q^5 \quad \lambda_2(5; q) = 5q^5 + q^6.
\]

(An alternative way of finding these coefficients, but only when \( r \leq 3 \), comes by expressing the rational function \( Z(T, t_4; q) \) into a power series.) Replacing \( q \) by \( 1/q \) in these values of \( \lambda_2(j; q) \) \((0 \leq j \leq 5)\), we obtain:

\[
\lambda_2(6; q) - q^9 \lambda_2(6; 1/q) = q^7 + 9q^6 + 5q^5 - 5q^4 - 9q^3 - q^2.
\]

By condition (iii), we identify \( \lambda_2(6; q) \) with the dominant half of the right-hand side, obtaining

\[
\lambda_2(6; q) = q^7 + 9q^6 + 5q^5.
\]

In Appendix C we shall see that

\[
\lambda_2(r; q) = \sum_{j=1}^{[r/2]} \frac{1}{(r-j+1)(r-j)} \frac{r!}{j!(j-1)!(r-2j)!} q^{r+2-j}
\]

for \( r \geq 1 \)

where \([x]\) denotes the integer part of a real number \( x \).
Presumably, all coefficients $\lambda(\kappa, l; q)$ can be determined by a similar procedure using an induction over $l$ and $r$, should one be able to get some information about the moment-sums $M_{\mu, r}(q)$ defined in this section. More precisely, we need a different expression for $M_{\mu, r}(q)$ playing the same role as (26) did in the above example. To gain more insight into the general problem, consider a coefficient $\lambda(\kappa, l; q)$ with $l \geq 3$. For simplicity, let us assume that $l$ is odd. By Proposition 3.1, we have

$$\lambda(\kappa, l; q) - q^{\frac{1}{2}[\kappa + \frac{1}{2}]} \lambda(\kappa, l; 1/q) = a(\kappa, l; q).$$

The right-hand side involves only coefficients $\lambda(\kappa, l'; q)$ with $l' < l$ (which are supposed to be known by the induction hypothesis), and hence, $a(\kappa, l; q)$ is an explicit combination of moments of character sums. Moreover, the left-hand side of the identity suggests that $a(\kappa, l; q)$ should satisfy the functional equation

$$a(\kappa, l; q) = -q^{\frac{1}{2}[\kappa + \frac{1}{2}]} a(\kappa, l; 1/q).$$

Accordingly, one needs to find an alternative expression of $a(\kappa, l; q)$, allowing to identify (by condition (iii)) the two parts corresponding to $\lambda(\kappa, l; q)$ and $-q^{\frac{1}{2}[\kappa + \frac{1}{2}]} \lambda(\kappa, l; 1/q)$. This will be completely clarified in Sections 7 and 8.

### 4 The generating series of $a(\kappa, l; q)$

For $l \in \mathbb{N}$ and algebraically independent variables $t_1, \ldots, t_r$, consider the generating series

$$\Lambda_l(T, q) = \sum_{\kappa \in \mathbb{N}^r} \lambda(\kappa, l; q) T^\kappa$$

and

$$A_l(T, q) = \sum_{\kappa \in \mathbb{N}^r} a(\kappa, l; q) T^\kappa$$

where we set $T^\kappa := t_1^{k_1} \cdots t_r^{k_r}$. By Proposition 3.1, $\Lambda_l(T, q)$ should satisfy:

$$\Lambda_l(T, q) = A_l(T, q) + q^{l+1} \frac{E(q T)^{s_1}}{E(T)^{s_1}} \Lambda_l(q T, 1/q)$$

(for $l \geq 2$) (27)

where

$$E(T) = \prod_{i=1}^r (1 - t_i)^{-1}$$

and $\epsilon_i = 0$ or 1 according as $l$ is odd or even. The product $E(T)$ should be interpreted as the gamma factor of $\Lambda_l(T, q)$ when $l$ is even. The identity (27) implies that $A_l(T, q)$ should satisfy the functional equation

$$E(T)^{s_1} A_l(T, q) = -q^{l+1} E(q T)^{s_1} A_l(q T, 1/q).$$

(28)

Note that $\Lambda_l(T, q)$ is just what

$$\sum_{\deg d = l} L(s_1, \chi_d) \cdots L(s_r, \chi_d)$$

(with $q^{-s_i}$ replaced by $t_i$ for $i = 1, \ldots, r$) should be.

To gain a better understanding of what these generating functions should be, fix a partition $\mu = (\mu_1 \geq \cdots \geq \mu_n \geq 1)$ and an $n$-tuple of positive integers $\nu = (\nu_1, \ldots, \nu_n)$ such that

$$\sum_{j=1}^n \nu_j \mu_j = l.$$

We shall assume throughout the section that $l \geq 2$. Let $A_{\mu, \nu}(T, q)$ denote the generating series whose $\kappa$-th coefficient is the part of the sum in (21) corresponding to all primitive pairs $(\mu_0, N_0)$ for which $\mu_1 = \mu$ and $\nu_0 = \nu$. For instance, if $\mu = (1)$ and $\nu = (l)$ we have

$$A_{\mu, \nu}(T, q) = q^{l+1} \frac{E(q T)^{s_1}}{E(T)^{s_1}} \Lambda_l(q T, 1/q).$$
Note that

$$A_i(T, q) + q^{|i+1|} E(qT)^{e_i} A_i(qT, 1/q) = \sum_{(\mu, \nu)} A_{\mu, \nu}(T, q).$$  

(29)

This reduces the study of $A_i(T, q)$ to the study of the generating series $A_{\mu, \nu}(T, q)$, for arbitrary $\mu$ and $\nu$.

The following special case is an immediate consequence of (21), (22) and (23).

**Proposition 4.1.** — Let $\mu_{j_1}, \ldots, \mu_{j_m}$ be the distinct components of $\mu$, each $\mu_{j_i}$ occurring with multiplicity $n_i$. If all components $\nu_j$, $j = 1, \ldots, n$, of $\nu$ are even, then

$$A_{\mu, \nu}(T, q) = q^\sum_{j \in J_0} \sum_{j \in J_1} A_{\nu_j}(q^{|\mu_j|T^{\mu_j}, 1/q^{|\mu_j|}} \cdot \frac{E(qT) \prod_{j \in J} A_{\nu_j}(q^{|\mu_j|T^{\mu_j}, 1/q^{|\mu_j|}})}{E(T^{|\mu_j|})}$$

where $\text{Irr}_q(\mu_{j_i})$ denotes the number of irreducible polynomials of degree $\mu_{j_i}$ over $\mathbb{F}$.

For general $\mu$ and $\nu$, split, as before, the set of indices $1 \leq j \leq n$ into two parts $J_0$ and $J_1$ according as $\nu_j$ is odd or even. For all $j \in J_0$ and $j' \in J_1$ such that $\mu_{j} = \mu_{j'}$, we shall assume that $j < j'$. For $\varepsilon = (\varepsilon_j)_{j \in J_1}$ with $\varepsilon_j \in \{1, 2\}$, let

$$A'_{\mu, \nu}(T, q) = q^\sum_{j \in J_0} \sum_{j \in J_1} A_{\nu_j}(q^{|\mu_j|T^{\mu_j}, 1/q^{|\mu_j|}}) \cdot \frac{E(qT) \prod_{j \in J} A_{\nu_j}(q^{|\mu_j|T^{\mu_j}, 1/q^{|\mu_j|}})}{E(T^{|\mu_j|})}$$

and

$$U_{\mu, \nu}(T, q) = \frac{C_{\mu, \nu}}{E(T)^{e_i}} \sum_{d_0 \in \mathcal{P}_e(\mu)} \prod_{(\theta_j)_{j \in J_1}} \chi_{\nu_j}(d_0(\theta_j))^{e_j} \cdot \prod_{j \in J_1} \prod_{t \in T} \left(1 - \chi_{\nu_j}(d_0(\theta_j)) t_j \right).$$

Here $C_{\mu, \nu}$ is the normalizing constant defined in the previous section. By (21), (22) and (24), it is not hard to see that the contribution to $A_i(T, q)$ corresponding to $(\mu, \nu)$ is

$$A_{\mu, \nu}(T, q) = \sum_{\varepsilon} U_{\mu, \nu}(T, q) A'_{\mu, \nu}(T, q)$$

the sum being taken over all $\varepsilon$ as above.

To allow more flexibility in these expressions, introduce a sum in $U_{\mu, \nu}(T, q)$ over all tuples $\delta = (\delta_j)_{j \in J_1}$ with $\delta_j \in \{-1, 1\}$, and sum over $d_0 \in \mathcal{P}_e(\mu)$ and $(\theta_j)_{j \in J_1}$ such that $\chi_{\nu_j}(d_0(\theta_j)) = \delta_j$. Note that for every $d_0 \in \mathcal{P}_e(\mu)$ and $\delta$, the number $N_{\mu, \nu}(d_0, \delta)$ of such tuples $(\theta_j)_{j \in J_1}$ can be expressed as

$$N_{\mu, \nu}(d_0, \delta) = \sum_{(\theta_j)_{j \in J_1}} \left( \prod_{j \in J_1} \delta_j \chi_{\nu_j}(d_0(\theta_j)) \right) = \frac{1}{2^{\sum_{j \in J_1}} \sum_{\delta \in \delta_0} \delta_S b_{\mu}^S(d_0)$$

with

$$\delta_S := \prod_{j \in S} \delta_j$$ and

$$b_{\mu}^S(d_0) := \sum_{(\theta_j)_{j \in J_1}} \left( \prod_{j \in S} \chi_{\nu_j}(d_0(\theta_j)) \right).$$

Moreover, for every $\delta = (\delta_j)_{j \in J_1}$, we have

$$\sum_{\varepsilon} \left( \prod_{j \in J_1} \delta_j \right) A'_{\mu, \nu}(T, q) = q^\sum_{j \in J_0} \sum_{j \in J_1} A_{\nu_j}(q^{|\mu_j|T^{\mu_j}, 1/q^{|\mu_j|}}) \cdot \prod_{j \in J_1} \Lambda_{\nu_j}(\delta_j q^{|\mu_j|T^{\mu_j}, 1/q^{|\mu_j|}}).$$
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Now write \( A_{\mu,\nu}(T, q) = \frac{C_{\mu,\nu}}{E(T)^{r}} \sum_{\delta} \sum_{d_0 \in \mathbb{P}^*_{\mu}} N_{\mu,\nu}(d_0, \delta) \prod_{i=1}^{r} P_{C_{d_0}}(t_i) \cdot \Lambda_{\delta,\mu,\nu}(T, q) \) (30)

with

\[
A_{\delta,\mu,\nu}(T, q) := q^{j} \prod_{j \in J_0} \Lambda_{\mu_j}(q^{\mu_j} T^{\mu_j}, 1/q^{\mu_j}) \cdot \prod_{j \in J_1} \frac{\Lambda_{\nu_j}(\delta_j q^{\mu_j} T^{\mu_j}, 1/q^{\mu_j})}{E(\delta_j T^{\mu_j})}.
\] (31)

Our next objective is to obtain an explicit expression for the character sum \( b_{\mu}^{(s,t)}(d_0) \) in \( N_{\mu,\nu}(d_0, \delta) \) in terms of the coefficients of the characteristic polynomial \( P_{C_{d_0}}(t) \). For this purpose, let us first fix some notation.

For every \( \omega \geq 1 \), let \( \mathbb{F}^*_\omega \) denote the set of all elements in \( \mathbb{F}_q^* \) of degree \( \omega \) over \( \mathbb{F} \). For \( s, t \geq 0 \) with \( s + t \geq 1 \), and a monic square-free polynomial \( d_0 \) over \( \mathbb{F} \), we set

\[
b_{\mu}^{(s,t)}(d_0) := \sum_{(\theta_1, \ldots, \theta_s, \ldots, \theta_t)} \left( \prod_{j=1}^{s} \chi_{\omega}(d_0(\theta_j)) \cdot \prod_{j=s+1}^{s+t} \chi_{\omega}(d_0(\theta_j))^2 \right)
\]

where, as before, the sum is over all tuples \( (\theta_j)_{j=1}^{s+t} \) with \( \theta_j \in \mathbb{F}^*_\omega \) for every \( 1 \leq j \leq s + t \), and \( \sigma(\theta_j) \neq \theta_{j'} \) for all \( \sigma \in \text{Gal}(\mathbb{F}/\mathbb{F}) \), and all \( j \neq j' \). Finally, let

\[
a_{\mu}^{*}(d_0) = \sum_{\theta \in \mathbb{F}^*_\omega} \chi_{\omega}(d_0(\theta)) \quad \text{and} \quad c_{\omega}(d_0) = \sum_{\theta \in \mathbb{F}^*_\omega} \chi_{\omega}(d_0(\theta))^2.
\]

Note that \( c_{\omega}(d_0) \) is constant on \( \mathbb{P}^*_\mu \).

Now write \( b_{\mu}^{S}(d_0) \) in \( N_{\mu,\nu}(d_0, \delta) \) as

\[
b_{\mu}^{S}(d_0) = \sum_{(\theta_1, \ldots, \theta_s)} \left( \prod_{j \in S} \chi_{\mu_j}(d_0(\theta_j)) \cdot \prod_{j \in S^*} \chi_{\mu_j}(d_0(\theta_j))^2 \right)
\]

where \( S^* \) denotes the complement of the subset \( S \) in \( J_1 \). Let \( \mu_{j_1}, \ldots, \mu_{j_m} \) be, as before, the distinct components of \( (\mu_j)_{j \in J_1} \), and for \( i = 1, \ldots, m \), set \( J_1^{(i)} := \{ j \in J_1 : \mu_j = \mu_{j_i} \} \). With this notation, we can further write

\[
b_{\mu}^{S}(d_0) = \prod_{i=1}^{m} \sum_{(\theta_1, \ldots, \theta_{s_i})} \left( \prod_{j \in S \cap J_1^{(i)}} \chi_{\mu_j}(d_0(\theta_j)) \cdot \prod_{j \in S^* \cap J_1^{(i)}} \chi_{\mu_j}(d_0(\theta_j))^2 \right) = \prod_{i=1}^{m} b_{\mu_{j_i}}^{(s_i, t_i)}(d_0)
\]

where \( s_i = |S \cap J_1^{(i)}| \) and \( t_i = |S^* \cap J_1^{(i)}| \) (so that \( |J_1^{(i)}| = s_i + t_i \)) for \( i = 1, \ldots, m \). Moreover, it is easy to see that

\[
b_{\omega}^{(s,t)}(d_0) = b_{\omega}^{(s,0)}(d_0) \cdot \prod_{j=0}^{t-1} (c_{\omega}(d_0) - \omega s - \omega j) \quad \text{if} \quad t \geq 1
\]

and hence, we can restrict ourselves to the character sums

\[
b_{\omega}^{(s,t)}(d_0) = b_{\omega}^{(s,0)}(d_0) = \sum_{(\theta_1, \ldots, \theta_s)} \left( \prod_{j=1}^{s} \chi_{\omega}(d_0(\theta_j)) \right).
\]

The following lemma expresses \( b_{\omega}^{(s,t)}(d_0) \) in terms of \( a_{\mu}^{*}(d_0) \) and \( c_{\omega}(d_0) \).

**Lemma 4.2.** — For \( \omega, s \geq 1 \), and \( d_0 \) a monic square-free polynomial over \( \mathbb{F} \), we have

\[
b_{\omega}^{(s,t)}(d_0) = s! \sum_{i} \frac{(-\omega)^{s-|i|}}{z(i)} \cdot a_{\omega}^{*}(d_0)^{i_{\text{odd}}} c_{\omega}(d_0)^{i_{\text{even}}}.
\]
where the sum is over all $s$-tuples $i = (i_1, \ldots, i_s)$ of nonnegative integers with $i_1 + 2i_2 + \cdots + si_s = s$, $z(i) = i_1!i_1 \cdot i_2!i_2 \cdots i_s!i_s$, and $|i| = |i_{\text{odd}}| + |i_{\text{even}}|$; here $|i_{\text{odd}}| = i_1 + i_3 + \cdots$ (respectively $|i_{\text{even}}| = i_2 + i_4 + \cdots$) is the sum of the odd (respectively even) components of $i$. Equivalently, we have the identity:

$$1 + \sum_{s \geq 1} \frac{b^s(0)}{s!} X^s = (1 + \omega X) \frac{c_0(0) + a^s(0)}{2} (1 - \omega X) \frac{c_0(0) - a^s(0)}{2}.$$  

**Proof.** Consider the $j$-th elementary symmetric and power sum polynomials in $k$ variables,

$$e_j(x_1, \ldots, x_k) = \sum_{1 \leq i_1 < \cdots < i_j \leq k} x_{i_1} \cdots x_{i_j} \quad \text{and} \quad p_j(x_1, \ldots, x_k) = x_1^j + \cdots + x_k^j,$$

respectively. For $i = (i_1, \ldots, i_s)$ an $s$-tuple of nonnegative integers with $i_1 + 2i_2 + \cdots + si_s = s$, set $p^{(i)} := p_1^{i_1} p_2^{i_2} \cdots p_s^{i_s}$.

By [46, Appendix A, §A.1., Exercise A.32 (vi)], we have the identity

$$e_s = \sum_{i=1}^{k} (-1)^{|l|} \frac{e_l}{z(i)} p^{(i)}$$  

(32)

where the sum is over all $i = (i_1, \ldots, i_s)$ as above, $|i| = i_1 + i_2 + \cdots + i_s$, and $z(i)$ is the product of the statement of this lemma. This identity is encoded in the well-known identity of formal power series:

$$1 + \sum_{s \geq 1} (-1)^s e_s t^s = \exp \left(- \sum_{j \geq 1} \frac{t^j}{j} \right).$$  

(33)

We apply (32) and (33) in our context as follows. Let $O_{\omega}^\text{Gal} = \{O_1, \ldots, O_{\omega} \}$ denote the set of Galois orbits in $\mathbb{P}_\omega'$, and set $\chi_\omega(d_0(\theta)) := \chi_\omega(\omega(d_0(\theta)))$ for $O \in O_{\omega}^\text{Gal}$ and $\theta \in \mathcal{O}$. Clearly the value of $\chi_\omega(d_0(\theta))$ is independent of the choice of $\theta \in \mathcal{O}$. Since

$$\frac{1}{s!} \frac{1}{\omega^s} b^s_\omega(d_0) = \sum_{1 \leq i_1 < \cdots < i_s \leq \omega} \chi_\omega(d_0(O_{i_1}, \ldots, O_{i_s})) = e_s(\chi_\omega(d_0(O_1), \ldots, \chi_\omega(d_0(O_{\omega}))))$$

as it can be easily checked, the lemma follows by applying (32) and (33). \(\square\)

Using this lemma, we can write

$$N_{\mu,\nu}(d_0, \delta) = \frac{1}{2^{\mu_1}} \sum_{S \subseteq J_1} \delta_S \prod_{i=1}^{m} \frac{b^s_{\mu_{j_i}}(d_0)}{\mu_{j_i}} \prod_{j=0}^{s-1} \left( c_{\mu_{j_i}}(d_0) - \mu_{j_i}s_j - \mu_{j_i}j \right)$$  

(34)

with

$$\delta_S = \prod_{j \in S} \delta_j \quad \text{and} \quad b^s_{\mu_{j_i}}(d_0) = (s_i)! \sum_{l} \left( -\mu_{j_i} \right)^{s_i - l} \frac{a^s_{\mu_{j_i}}(d_0) |_{\text{odd}}} {z(l)} \cdot c_{\mu_{j_i}}(d_0) |_{\text{even}}.$$

The sum in the expression of $b^s_{\mu_{j_i}}(d_0)$ is over all $s_i$-tuples $i = (t_1, \ldots, t_{s_i})$ of nonnegative integers with $t_1 + 2t_2 + \cdots + t_{s_i} = s_i$.

The following proposition gives a simpler expression for $N_{\mu,\nu}(d_0, \delta)$.

**Proposition 4.3.** For $i = 1, \ldots, m$, let $n_i$ denote the cardinality of the set $J_1^{(i)}$. If $\delta = (\delta_j)_{j \in J_1}$ with $\delta_j \in \{-1, 1\}$ and $d_0 \in \mathbb{P}_\omega(\mu)$, we have

$$N_{\mu,\nu}(d_0, \delta) = \prod_{i=1}^{m} \frac{c_{\mu_{j_i}}(d_0) + a^s_{\mu_{j_i}}(d_0)}{2\mu_{j_i}} \cdot \left( \frac{c_{\mu_{j_i}}(d_0) - a^s_{\mu_{j_i}}(d_0)}{2\mu_{j_i}} \right)^{n_i} \cdot \left( \frac{c_{\mu_{j_i}}(d_0) + a^s_{\mu_{j_i}}(d_0)}{2\mu_{j_i}} \right)^{n_i^\delta},$$

where $\delta^{(i)} = (\delta_j)_{j \in J_1^{(i)}}$, and $n_i^{\delta^{(i)}} = (n_i \pm |\delta^{(i)}|)/2$.  
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Proof. We observe from (34) that \( N_{\mu, \nu}(d_0, \delta) \) factors as

\[
N_{\mu, \nu}(d_0, \delta) = \prod_{i=1}^{m} N_{\mu, \nu}^{(i)}(d_0, \delta^{(i)})
\]

where

\[
N_{\mu, \nu}^{(i)}(d_0, \delta^{(i)}) = \frac{1}{2n_i} \sum_{s_i=0}^{n_i} b_{\mu j_i}^{(s_i, n_i-s_i)}(d_0) \cdot \sum_{h=0}^{s_i} \delta_{s_i-h}.
\]

The inner sum is

\[
\epsilon_{s_i}(\delta^{(i)}) = \text{Coefficient}_{t^s}(1 + t)^{(n_i+|\delta^{(i)}|)/2} (1 - t)^{(n_i-|\delta^{(i)}|)/2}
\]

and hence,

\[
N_{\mu, \nu}^{(i)}(d_0, \delta^{(i)}) = \frac{1}{2n_i} \sum_{s_i=0}^{n_i} b_{\mu j_i}^{(s_i, n_i-s_i)}(d_0) \cdot \sum_{h=0}^{s_i} (-1)^{s_i-h}\left(\frac{(n_i + |\delta^{(i)}|)}{h}\right)\left(\frac{(n_i - |\delta^{(i)}|)}{s_i-h}\right).
\]

On the other hand, by the second identity in the lemma, we deduce easily that the generating polynomial \( F_\omega(X, Y) = F_{\omega, \sigma_0^+(d_0)}(X, Y) \) of \( b_{\sigma_0^+(d_0)}(d_0)/(s!) \) is

\[
F_\omega(X, Y) = \sum_{s, t \geq 0} b_{\sigma_0^+(d_0)}(d_0) \frac{X^s Y^t}{s! t!} = (1 + \omega X + \omega Y) \frac{\omega(d_0)}{2\omega} (1 - \omega X + \omega Y) \frac{\omega(d_0)-\omega^2(d_0)}{2\omega^2}.
\]

One verifies that

\[
N_{\mu, \nu}^{(i)}(d_0, \delta^{(i)}) = \text{Coefficient}_{X^s Y^t} \left[ \left(\frac{n_i}{s!}\right)! \left(\frac{\partial}{\partial Y} - \frac{\partial}{\partial X}\right)^n F_{\mu j_i}(X, Y) \right]_{X=Y}\]

It is also easy to see that for a power series in two variables \( F(X, Y) = \sum_{n, t \geq 0} b_{n, t} \frac{X^n Y^t}{n! t!} \), we have the formal series identity

\[
\sum_{n \geq 0} \left( \frac{\partial}{\partial Y} - \frac{\partial}{\partial X} \right)^n F(X, Y) \bigg|_{X=Y+U} \frac{U^n}{n!} = F(V-U, V+U).
\]

From these simple observations, it follows (as stated in the proposition) that for \( d_0 \in \mathcal{P}_\nu(\mu) \) and \( \delta = (\delta_j)_{j \in J} \), with \( \delta_j \in \{-1, 1\} \), we have

\[
N_{\mu, \nu}(d_0, \delta) = \prod_{i=1}^{m} \left( \frac{\epsilon_{\mu j_i}(d_0) + \alpha_{\mu j_i}^+(d_0)}{2\mu j_i} \right)^{n_{\mu j_i}} \left( \frac{\epsilon_{\mu j_i}(d_0) - \alpha_{\mu j_i}^+(d_0)}{2\mu j_i} \right)^{n_{\nu j_i}^+} \left( \frac{\epsilon_{\mu j_i}(d_0) + \alpha_{\mu j_i}^-(d_0)}{2\mu j_i} \right)^{n_{\mu j_i}^-} \left( \frac{\epsilon_{\mu j_i}(d_0) - \alpha_{\mu j_i}^-(d_0)}{2\mu j_i} \right)^{n_{\nu j_i}^-}.
\]

Now, for a hyperelliptic curve \( C_{d_0} \) of genus \( g \) corresponding to a monic square-free polynomial \( d_0 \in \mathbb{F}[x] \) of degree \( 2g + 1 \) or \( 2g + 2 \), and a prime \( \ell \) different from the characteristic \( p \) of \( \mathbb{F} \), we recall that

\[
P_{C_{d_0}}(t) = \det(1 - F^* t | H_{\ell}^1(C_{d_0}, \mathbb{Q}_\ell))
\]

where \( \bar{C}_{d_0} \) is obtained from \( C_{d_0} \) by extending the scalars from \( \mathbb{F} \) to \( \bar{\mathbb{F}} \), and \( F^* \) is the endomorphism of the \( \ell \)-adic étale cohomology induced by the Frobenius morphism \( F : C_{d_0} \to \bar{C}_{d_0} \). Let \( \alpha_1(C_{d_0}), \ldots, \alpha_{2g}(C_{d_0}) \) denote the eigenvalues of \( F^* \), ordered in such a way that \( \alpha_k(C_{d_0}) \alpha_{k+g}(C_{d_0}) = q \), and for every positive integer \( j \), put

\[
a_j(C_{d_0}) := -\frac{1 + (-1)^{\deg d_0}}{2} - \sum_{\theta \in \mathcal{F}_j} \chi_j(d_0(\theta)) = \text{Tr}(F^{*j} | H_{\ell}^1(\bar{C}_{d_0}, \mathbb{Q}_\ell)).
\]

(35)
Writing \(P_{c_{d_0}}(t)\) as
\[
P_{c_{d_0}}(t) = 1 + \sum_{k=1}^{2g} (-1)^k \lambda_k(C_{d_0}) t^k
\]
it follows from (32) that
\[
\lambda_k(C_{d_0}) = e_k(\alpha_1(C_{d_0}), \ldots, \alpha_{2g}(C_{d_0})) = \sum_{z(1_k)} \frac{(-1)^{|i_k|}}{z(1_k)} a^{(i_k)}(C_{d_0})
\]
the sum being over all \(k\)-tuples \(i_k = (i_1, \ldots, i_k)\) of nonnegative integers such that \(i_1 + \cdots + ki_k = k\). Here we set \(a^{(i_k)}(C_{d_0}) := a_1(C_{d_0})a_2(C_{d_0}) \cdots a_k(C_{d_0})^{i_k}\) (with the understanding that \(a_j(C_{d_0})^{i_j} = 1\) if \(i_j = 0\) for some \(j\)).

One can easily express \(a^{\omega}_\omega(d_0)\) (\(\omega \geq 1\)) in terms of the classical character sums (35) and the elementary quantities \(c_{\omega/2^u}(d_0)\), with \(u = 1, 2, \ldots\), as follows. We can write
\[
a_k(C_{d_0}) = -\frac{1 + (-1)^{\deg_d}}{2} - \sum_{\omega | k} \sum_{\theta \in \mathbb{Z}_H} \chi_k(d_0(\theta)) \quad \text{ (for } k \geq 1).\]

Recalling that for \(\theta \in \mathbb{H}_\omega\), we have \(\chi_k(d_0(\theta)) = \chi_\omega(d_0(\theta))\) or \(\chi_\omega(d_0(\theta))^2\) according as \(k/\omega\) is odd or even, we can rewrite the above equality as
\[
\frac{1 + (-1)^{\deg_d}}{2} - a_k(C_{d_0}) = \sum_{k/\omega \text{ odd}} a^{\omega}_\omega(d_0) + \sum_{k/\omega \text{ even}} c_{\omega}(d_0).
\]

By setting \(\rho_\omega = 1\) or \(0\) according as \(\omega\) is a power of two or not, and \(\epsilon_{d_0} := (1 + (-1)^{\deg_d})/2\), it follows using the Möbius inversion that
\[
a^{\omega}_\omega(d_0) = -\rho_\omega \epsilon_{d_0} - \sum_{k/\omega \text{ odd}} \mu(\omega/k) a_k(C_{d_0}) - \sum_{u=1}^{a} c_{\omega/2^u}(d_0) \quad \text{ (for } 2^u \parallel \omega).\]

Note that we can express \(P_{c_{d_0}}(t)\) as
\[
P_{c_{d_0}}(t) = (1 - t)^{-\epsilon_{d_0}} \cdot \prod_{m=1}^{\infty} \left(1 - t^m \right)^{\frac{e_m(d_0) + a^{\omega}_\omega(d_0)}{2m}} \left(1 + t^m \right)^{\frac{e_m(d_0) - a^{\omega}_\omega(d_0)}{2m}}.
\]

5 The coefficients \(\lambda(\kappa, l; q)\) for \(l = 3, 4\)

To determine the coefficients \(\lambda(\kappa, 3; q)\), we follow the strategy outlined at the end of Section 3. By Proposition 3.1,
\[
\lambda(\kappa, 3; q) - q^{\kappa} \lambda(\kappa, 3; 1/q) = a(\kappa, 3; q)
\]
with \(a(\kappa, 3; q)\) computed using Remark 2 in Section 3. Explicitly,
\[
a(\kappa, 3; q) = \sum_{\deg_d = 3} b_{d_0}(\kappa) + \sum_{\kappa' \leq \kappa} \left( \sum_{\deg_d = 1} \sum_{\kappa'' = \kappa} \chi(d_0(\theta))^{\kappa''} b_{d_0}^{(\theta)}(\kappa - \kappa') \right) q^{\kappa''} \lambda(\kappa, 2; 1/q)
\]
where \(b_{d_0}(\kappa)\) is the coefficient \(b_{d_0}(k_1, \ldots, k_r)\) of
\[
\prod_{i=1}^{r} P_{c_{d_i}}(t_i) = \prod_{i=1}^{r} (1 - a(C_{d_i}) t_i + q t_i^2)
\]
and
\[ b_{d_0}^{(\theta)}(\kappa - \kappa') = \begin{cases} (-\chi(d_0(\theta)))^{\lvert \kappa - \kappa' \rvert} & \text{if } k_i - k_i' = 0 \text{ or } 1 \text{ for all } i = 1, \ldots, r \\
0 & \text{otherwise}. \end{cases} \]

For every \( \kappa' = (k'_1, \ldots, k'_r) \in \mathbb{N}^r \) whose components satisfy \( k_i - k'_i = 0 \) or \( 1 \) for all \( i = 1, \ldots, r \), we have
\[ \sum_{\deg d_0 = 1} \sum_{\theta \in F} \chi(d_0(\theta))^{\lvert \kappa \rvert} b_{d_0}^{(\theta)}(\kappa - \kappa') = \begin{cases} (-1)^{\lvert \kappa - \kappa' \rvert} q(q - 1) & \text{if } \lvert \kappa \rvert \text{ is even} \\
0 & \text{if } \lvert \kappa \rvert \text{ is odd}. \end{cases} \]

It follows that the triple sum in the expression of \( a(\kappa, 3; q) \) is
\[ q(q - 1) \cdot \sum_{\kappa' \leq \kappa} (-1)^{\lvert \kappa - \kappa' \rvert} q^{\lvert \kappa' \rvert + 2} \lambda(\kappa', 2; 1/q) \]
or zero according as \( \lvert \kappa \rvert \) is even or odd.

To deal with the remaining part of \( a(\kappa, 3; q) \), let
\[ M_3(r; q) := \sum_{\deg d_0 = 3} d_0 - \text{monic} \cdot a(C_{d_0})^r = \sum_{\deg d_0 = 3} d_0 - \text{monic} \cdot \left( -\sum_{\theta \in F} \chi(d_0(\theta)) \right)^r. \]

Notice that a simple substitution \( \theta \to \theta_0 \theta \), with \( \chi(\theta_0) = -1 \), implies immediately that \( M_3(r; q) = 0 \) for \( r \) odd. We normalize \( M_3(r; q) \) by setting \( M_3^*(r; q) := (q(q - 1))^{-1} M_3(r; q) \). Using the Eichler-Selberg trace formula [81] (see also [65, Appendix by D. Zagier, pp. 44–54]), Birch [11] and Ihara [58] proved independently the following beautiful theorem:

**Theorem (Birch-Ihara).** — If \( \mathbb{F} = \mathbb{F}_q \) is a finite field of odd characteristic \( p \), then
\[ \sum_{r=0}^{k-1} \binom{k + r - 1}{2r} (-q)^{k-1-r} M_3^*(2r; q) = -T_{2k}(q) - 1 \quad (\text{for } k \geq 1) \]
with \( T_{2k}(q) = \text{Tr}(T_q | S_{2k}) \) if \( q = p \), and \( T_{2k}(q) = \text{Tr}(T_q | S_{2k}) - p^{2k-1} \text{Tr}(T_{q/2} | S_{2k}) \) if \( q \neq p \), where \( \text{Tr}(T_n | S_{2k}) \) is the trace of the Hecke operator \( T_n \) acting on the space of elliptic cusp forms of weight \( 2k \) on the full modular group. Equivalently, for \( r \geq 0 \) we have the identity:
\[ M_3^*(2r; q) = \frac{(2r)!}{r!(r + 1)!} q^{r+1} - \sum_{k=1}^{r} \frac{(2k + 1)!}{(r-k)!(r+k+1)!} (T_{2k+2}(q) + 1). \]

The above result is the main ingredient in the determination of the coefficients \( \lambda(\kappa, 3; q) \) which is given in the following

**Theorem 5.1.** — For \( \kappa = (k_1, \ldots, k_r) \in \mathbb{N}^r \), let \( r_1 = r_1(\kappa) \) and \( r_2 = r_2(\kappa) \) denote the number of components of \( \kappa \) equal to 1 and 2, respectively. If \( r_1 + 2r_2 = \lvert \kappa \rvert \), and \( r_1 = 2R \) is even, then
\[ \lambda(\kappa, 3; q) = \frac{(2R)!}{R!(R+1)!} q^{R+r_2+3} - \sum_{j=1}^{R} \frac{(2R)!}{(R-j)!(R+j+1)!} (T_{2j+2}(q) + 1). \]

Otherwise, the coefficients \( \lambda(\kappa, 3; q) \) all vanish.

\[ \text{25} \]
\textbf{Proof.} From the above considerations and the discussion in Appendix C, it is easy to see that \(a(\kappa, 3; q) = 0\), unless \(r_1\) is even, and \(r_1 + 2r_2 = |\kappa|\). Moreover,

\[
(q(q - 1))^{-1}a(\kappa, 3; q) = q^{r_2}M^*_3(r_1; q) + \sum_{\kappa' \leq \kappa \atop k_i, -k_i' = 0, 1} (-1)^{|\kappa - \kappa'|} q^{|\kappa'|+2} \lambda(\kappa', 2; 1/q)
\]

in the remaining case. The sum in the right is

\[
\sum_{j=0}^{R} (2j + 1) \frac{(2R)! q^{R+r_2-j}}{(R-j)!(R+j+1)!}
\]

see Appendix C, which combined with Birch-Ihara identity gives

\[
a(\kappa, 3; q) = \frac{(2R)!}{R!(R+1)!} q^{R+r_2+3} - \sum_{j=1}^{R} (2j + 1) \frac{(2R)! q^{R+r_2-j+2}}{(R-j)!(R+j+1)!} T_{2j+2}(q)
\]

\[
- \frac{(2R)!}{R!(R+1)!} q^{R+r_2+1} + \sum_{j=1}^{R} (2j + 1) \frac{(2R)! q^{R+r_2-j+1}}{(R-j)!(R+j+1)!} T_{2j+2}(q).
\]

(Notice the cancellation that occurs in the process of obtaining the last expression of \(a(\kappa, 3; q)\).) Letting

\[
T_{2j+2}(1/q) := q^{-2j-1} T_{2j+2}(q)
\]

we can present the second sum as

\[
\sum_{j=1}^{R} (2j + 1) \frac{(2R)! q^{R+r_2+j+2}}{(R-j)!(R+j+1)!} T_{2j+2}(1/q).
\]

To finish the proof, we notice that the coefficient \(\lambda(\kappa, 3; q)\) in the statement of the theorem is just the dominant half of \(a(\kappa, 3; q)\).  

\(\square\)

\textbf{The case} \(l = 4\). To find the coefficients \(\lambda(\kappa, 4; q)\), we apply Proposition 3.1 with \(l = 4\), and thus

\[
\lambda(\kappa, 4; q) = a(\kappa, 4; q) + \sum_{\kappa' \leq \kappa} q^{(r-l)|\kappa'|-r} \lambda^{r}\kappa' = \lambda(\kappa', 4; 1/q).
\]

The right-hand side of the identity consists of distinct contributions corresponding to pairs \(x = (x_1 \geq \cdots \geq x_m)\) and \(y = (y_1, \ldots, y_m)\), with \(x_i, y_i\) positive integers for all \(i = 1, \ldots, m\), such that

\[
\sum_{i=1}^{m} y_i x_i = 4.
\]

(Notice that the contribution corresponding to \(4 \cdot 1\) is precisely the sum in the right-hand side of the identity.)

To compute \(a(\kappa, 4; q)\), recall the notation introduced in Section 3. By (17), (19) and (20), for every partition \(\mu = (\mu_1 \geq \cdots \geq \mu_m \geq 1)\) and \(\mathcal{N} = (\nu_{1j}, \ldots, \nu_{rj}, \nu_j)_{1 \leq j \leq m}\), subject to \(\nu_j = 0\) or 1 for all \(j = 1, \ldots, n\), and

\[
\sum_{j=1}^{n} \nu_{ij} \mu_j = k_i, \quad \sum_{j \in J_i^0} \mu_j = 4 \quad (\text{for } i = 1, \ldots, r)
\]

we have

\[
\lambda_{\mu}(\mathcal{N}; q) = \prod_{j \in J_i^0} q^{\mu_j} (\nu_{1j} + \cdots + \nu_{rj} + 1) \lambda(\nu_{1j}, \ldots, \nu_{rj}, 1; 1/q^{\mu_j}) = 1
\]
if $\nu_j = \cdots = \nu_{r_j} = 0$ for all $j \notin J_1^0$, and zero otherwise. By Remark 3 in Section 3, we see that for every fixed $\kappa = (k_1, \ldots, k_r) \in \mathbb{N}^r$, the total contribution to $a(\kappa, 4; q)$ corresponding to all such pairs $(\mu, N)$ is

$$
\sum_{\deg d_0 = 4} b_{d_0}(\kappa)
$$

where $b_{d_0}(\kappa)$ is the coefficient $(k_1, \ldots, k_r)$ of

$$
\prod_{i=1}^r (1 - t_i)(1 - a(C_{d_0})t_i + qt_i^2)
$$

with $a(C_{d_0}) = -1 - \sum_{\theta \in \mathcal{S}} \chi(d_0(\theta)).$

Note that this contribution corresponds to the five partitions $x = (x_1 \geq \cdots \geq x_m), 1 \leq m \leq 4$, of 4. (For every partition $x$, we choose $y_1 = \cdots = y_m = 1$ in (37).) In what follows, we shall refer to the expression

$$
\sum_{\deg d_0 = 4} \left( \prod_{i=1}^r (1 - t_i)(1 - a(C_{d_0})t_i + qt_i^2) \right)
$$

(38)

as the non-degenerate part of $A_4(T, q)$.

There are four additional (degenerate) contributions to $a(\kappa, 4; q)$ which can be computed similarly using Remark 3 in Section 3. They are:

$$
\frac{1}{2}(q - 1) \cdot \sum_{2\kappa' \leq \kappa} q^{\kappa'(|\kappa| + 5)}(1 - q^{-2})^{-r_{(\kappa - 2\kappa')}} \lambda(\kappa'; 2; 1/q^2)
$$

with generating series

$$
\frac{q^3(q - 1)}{2} \frac{E(qT)\Lambda_2(q^2T^2, 1/q^2)}{E(T)E(-T)}
$$

(39)

corresponding to $2 \cdot 2$ in (37),

$$
\frac{1}{2}q^{\kappa'(5+\kappa)}(q - 1) \cdot \sum_{\kappa'' \leq \kappa} \left( \frac{q - 1}{q} \right)^{2r_{(\kappa - \kappa'')}} \left( \frac{q(q - 2)}{(q - 1)^2} \right)^{r_{(\kappa - \kappa'')}} \lambda(\kappa', 2; 1/q) \lambda(\kappa'', 2; 1/q)
$$

with generating series

$$
\frac{q^5(q - 1)}{2} \frac{E(qT)\Lambda_2(qT, 1/q)q^2}{E(T)^2}
$$

(40)

corresponding to $2 \cdot 1 + 2 \cdot 1$,

$$
\sum_{\kappa' \leq \kappa} \frac{q(q - 1)^2}{2} \cdot \sum_{\kappa'' \leq \kappa} \left( -2 \right)^{r_{(\kappa - \kappa'')}} \cdot q^{\kappa'\kappa''} \lambda(\kappa', 2; 1/q)
$$

with generating series

$$
\frac{q^3(q - 1)(q - 2)}{2} \frac{\Lambda_2(qT, 1/q)}{E(T)^2} + \frac{q^4(q - 1)}{2} \frac{\Lambda_2(-qT, 1/q)}{E(T)E(-T)}
$$

(41)
corresponding to $1 \cdot 2 + 2 \cdot 1$ or $2 \cdot 1 + 1 \cdot 1 + 1 \cdot 1$, and finally

$$(q - 1) \sum_{\kappa' \leq \kappa \atop k_i - k'_i = 0, 1} (-1)^{|\kappa - \kappa'|} q^{|\kappa'|+4} \lambda(\kappa'; 3; 1/q)$$

with generating series

$$q^4(q - 1) \frac{\Lambda_3(q T, 1/q)}{E(T)}$$

(42)

corresponding to $3 \cdot 1 + 1 \cdot 1$. Notice that in the above degenerate contributions we have evaluated the elementary character sums that occur.

Now set

$$\mathcal{M}_4(r; q) := \sum_{\deg d_0 = 4 \atop d_0 \text{monic \\& square-free}} a(C_{d_0})^r = \sum_{\deg d_0 = 4 \atop d_0 \text{monic \\& square-free}} \left( -1 - \sum_{\theta \in \mathbb{F}} \chi(d_0(\theta)) \right)^r.$$

We have:

$$\mathcal{M}_4(r; q) = \begin{cases} -\mathcal{M}_3(r + 1; q) & \text{if } r \text{ is odd} \\ q \mathcal{M}_3(r; q) & \text{if } r \text{ is even} \end{cases}$$

see Appendix D for details. Accordingly, we can express the non-degenerate contribution (38) as

$$\frac{1}{E(T)} \sum_{r_1(\kappa) = 1 \atop \kappa \in \mathfrak{S}} \mathcal{M}_3(r_1(\kappa); q)q^{r_2(\kappa)+1}T^\kappa + \frac{1}{E(T)} \sum_{r_1(\kappa) = 1 \atop \kappa \in \mathfrak{S}} \mathcal{M}_3(r_1(\kappa); 1; q)q^{r_2(\kappa)}T^\kappa$$

where, as before, $r_1(\kappa) = \{ j : k_j = i \}$ for $i = 1, 2$. With this last piece of information, we are now in the position to justify the functional equation satisfied by $A_4(T, q)$.

**Proposition 5.2.** — The generating series $A_4(T, q)$ satisfies the functional equation

$$E(T)A_4(T, q) = -q^5 E(q T)A_4(q T, 1/q).$$

**Proof.** The idea of the proof is to identify the parts of $E(T)A_4(T, q)$ satisfying the functional equation in the statement of the proposition. Indeed, from the $l = 3$ case we know that

$$\Lambda_3(T, q) - q^4 \Lambda_3(q T, 1/q) = A_3^{(0)}(q T) + \frac{q^3(q - 1)}{2} \left( \frac{\Lambda_2(q T, 1/q)}{E(T)} + \frac{\Lambda_2(-q T, 1/q)}{E(-T)} \right)$$

where

$$A_3^{(0)}(q T) := \sum_{r_1(\kappa) = 1 \atop \kappa \in \mathfrak{S}} \mathcal{M}_3(r_1(\kappa); q)q^{r_2(\kappa)}T^\kappa$$

is the non-degenerate part of $A_3(T, q)$. Using this identity together with (41), (42), and the above expression of (38), compute

$$E(T)A_4(T, q) - q \Lambda_3(T, q) + q^4 \Lambda_3(q T, 1/q)$$

which should clearly satisfy the correct functional equation. Moreover, employing the identity

$$-q^2 + E(T) \Lambda_2(T, q) = -q + q^3 E(q T) \Lambda_2(q T, 1/q)$$

corresponding to the $l = 2$ case, it follows that both expressions:

$$\frac{q(q - 1)}{2E(T)E(q T)} - q^3(q - 1) \frac{\Lambda_2(q T, 1/q)}{E(T)} + \frac{q^5(q - 1)}{2} \frac{E(q T)\Lambda_2(q T, 1/q)}{E(T)}$$
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and
\[-\frac{q(q-1)}{2E(-T)E(-qT)} + \frac{q^5(q-1)}{2} \frac{E(qT)\Lambda_2(q^2T,1/q^2)}{E(-T)}\]
satisfy the desired functional equation. A simple calculation reduces then the problem to showing the identity
\[A_3^{(1)}(T,q) + q^5A_3^{(1)}(qT,1/q) = \frac{q(q-1)(q-1)}{2} \left( \frac{1}{E(-T)E(-qT)} - \frac{1}{E(T)E(qT)} \right)\]  (43)
where we set
\[A_3^{(1)}(T,q) := \sum_{r_1(\kappa)+2r_2(\kappa)=|\kappa|} M_3(r_1(\kappa) + 1; q) q^{r_2(\kappa)} T^\kappa.\]

To prove this, we add an additional variable \(t_{r+1}\) (i.e., pass from \(r\) to \(r+1\)) and split the sum defining \(A_3^{(0)}(t_1, \ldots, t_r, t_{r+1}, q) = A_3^{(0)}(T, t_{r+1}, q)\) into three parts according to whether \(k_{r+1} = 0, 1, 2\) to obtain:
\[A_3^{(0)}(T, t_{r+1}, q) = (1 + qt_{r+1}^2)A_3^{(0)}(T, q) + t_{r+1}A_3^{(1)}(T, q)\]  (44)
Replacing \(t_i\) by \(qt_i\) for all \(i = 1, \ldots, r+1, q\) by \(1/q\), and then multiplying by \(q^4\), we obtain
\[q^4 A_3^{(0)}(qT, qt_{r+1}, 1/q) = q^4(1 + qt_{r+1}^2)A_3^{(0)}(qT, 1/q) + q^5 t_{r+1} A_3^{(1)}(qT, 1/q).\]  (45)
Add (44) and (45), and apply the identity
\[A_3^{(0)}(T, q) = \Lambda_3(T, q) - q^4 \Lambda_3(qT, 1/q) - \frac{q^3(q-1)}{2} \left( \frac{\Lambda_2(qT, 1/q)}{E(T)} + \frac{\Lambda_2(-qT, 1/q)}{E(-T)} \right)\]
to express \(A_3^{(0)}(T, t_{r+1}, q), A_3^{(0)}(qT, qt_{r+1}, 1/q), A_3^{(0)}(T, q)\) and \(A_3^{(0)}(qT, 1/q)\) in terms of \(\Lambda_2\). Now (43) follows by applying the identity corresponding to the \(l = 2\) case in the form
\[\frac{\Lambda_2(T, q)}{E(qT)} - q^3 \frac{\Lambda_2(qT, 1/q)}{E(T)} = \frac{q(q-1)}{E(T)E(qT)}\]
and completes the proof of the proposition. \(\square\)

Using the relation in Proposition 3.1 rewritten in the equivalent form
\[\lambda(\kappa, 4; q) - q^{|\kappa|+5} \lambda(\kappa, 4; 1/q) = a(\kappa, 4; q) + \sum_{\kappa' < \kappa} q^{|\kappa|-r(\kappa-\kappa')+5}(q-1)^{r(\kappa-\kappa')} \lambda(\kappa', 4; 1/q)\]  (46)
we can find recursively the coefficients \(\lambda(\kappa, 4; q)\); the sum in (46) can be expressed as
\[\sum_{\kappa' \leq \kappa} \left( a(\kappa', 4; q) - \lambda(\kappa', 4; q) + q^{|\kappa|+5} \lambda(\kappa', 4; 1/q) \right)\]
and hence, the right-hand side of (46) satisfies the same symmetry, as \(q \to 1/q\), as the \(\kappa\)-coefficient
\[\sum_{\kappa' \geq \kappa} a(\kappa', 4; q)\]
of \(E(T) A_4(T, q)\) does (cf. Proposition 5.2). The coefficients of \(A_4(T, q)\) are determined by expressing the moments \(\mathcal{M}_q(r; q)\) in (38) using Birch-Ihara identity (see also Appendix D), and by (39), (40), (41) (combined with the computations in Appendix C), (42) and Theorem 5.1.
Now starting from $\lambda(0, \ldots, 0, q) = q^4$ and using the above information, one obtains the coefficients $\lambda(\kappa, 4; q)$ in the form

$$\lambda(\kappa, 4; q) = P_0(q) + \sum_{j=5}^{[(r_1(\kappa)+1)/2]} P_j(q) T_{2j+2}(q)$$

where $P_0(q) = P_0(\kappa, q), P_5(q) = P_5(\kappa, q), \ldots$ are polynomials with integer coefficients, independent of $q$, such that:

$$\deg P_0 \leq |\kappa| + 4 \quad \text{deg } P_j \leq |\kappa| - 2j + 3 \quad \text{(for } j = 5, \ldots, [(r_1(\kappa)+1)/2])$$

and

$$q^{[(|\kappa|+1)/2]+3} | P_0(q) \quad q^{[(|\kappa|+2)/2]-j+3} | P_j(q) \quad \text{(for } j = 5, \ldots, [(r_1(\kappa)+1)/2]).$$

In the general case we shall use the same idea to determine the coefficients $\lambda(\kappa, l; q)$, but for this we need (28) for arbitrary $l$, and a suitable substitute for Birch-Ihara identity; such an identity is available, unfortunately, only in very special cases.

### 6 Cohomological interpretation of the moment-sums

For the purposes of this section, it is more convenient to work with the slightly modified moment-sums $\tilde{M}_{\nu, \gamma}(q)$ defined for partitions $\nu = (1^{\nu_1}, \ldots, (2g+2)^{\nu_{2g+2}})$ of $2g + 2$, and $\gamma = (1^{\gamma_1}, \ldots, g^{\gamma_g}), g \geq 2$, by

$$\tilde{M}_{\nu, \gamma}(q) = |GL_2(\mathbb{F})|^{-1} \sum_{d_0 \in \mathcal{P}_g(\nu,\mathbb{F})} \prod_{j=1}^{g} a_j(C_{d_0})\gamma_j$$

where $\mathcal{P}_g(\nu, \mathbb{F}) \subset \mathbb{F}[x]$ is the subset of all square-free polynomials of degree $2g + 1$ or $2g + 2$ defining hyperelliptic curves whose ramification points have fields of definition given by $\nu$, and where $a_j(C_{d_0}) = \text{Tr}(F^{d_0} | H^1_{\text{et}}(C_{d_0}, \mathbb{Q}_l))$. The normalizing factor $|GL_2(\mathbb{F})|$ represents the number of $\mathbb{F}$-isomorphisms between curves $C_{d_0}$ ($d_0 \in \mathcal{P}_g(\nu, \mathbb{F})$), see [51, Section 3] and [7, Section 3]. When $g = 2$ these sums appear in [8, eqn. (5.1)].

Notice that $\tilde{M}_{\nu, \gamma}(q)$ vanishes if its weight $|\gamma| := \gamma_1 + 2\gamma_2 + \cdots + g\gamma_g$ is odd. Note also that $\tilde{M}_{\nu, \gamma}(q)$ can be expressed in terms of the sums $M_{\mu, \gamma}(q)$ introduced in Section 3 and vice versa. (To see it the other way around, apply the functional equation (2.1) of $Z_{G_{d_0}}(t), d_0 \in \mathcal{P}(\mu)$, and Propositions B.1, B.2 in Appendix B.)

It turns out that the moment-sums $\tilde{M}_{\nu, \gamma}(q)$ arise naturally when studying the cohomology of local systems on certain classical moduli spaces. To make this precise, let $A_g$ denote the moduli stack of principally polarized abelian schemes of relative dimension $q$; this is a smooth (but not proper) Deligne-Mumford stack defined over $\text{Spec}(\mathbb{Z})$. We shall need to work with the moduli stack $A_{g,2}$ over $\text{Spec}(\mathbb{Z}[1/2])$ classifying principally polarized abelian schemes of relative dimension $g$ with principal symplectic level-2 structure. (The standard reference on these moduli and their compactification is [43].)

#### 6.1 Local systems on $A_g$

Let $GSp_{2g}$ denote the Chevalley group scheme over $\mathbb{Z}$ of symplectic similitudes on the symplectic space $\mathbb{Z}^{2g}$ with its standard non-degenerate alternating form defined by $(u,v) \times (u',v') \mapsto u \cdot ^t u' - v \cdot ^t v'$ for $u,v,u',v' \in \mathbb{Z}^g$. We can write

$$GSp_{2g}(R) = \left\{ \delta = \begin{pmatrix} A & B \\ C & D \end{pmatrix} : A \cdot ^t B - B \cdot ^t A = C \cdot ^t D - D \cdot ^t C = 0 \right\}$$

for any commutative ring $R$ with identity. The homomorphism $\eta : GSp_{2g} \to G_m$ is called the multiplier representation of $GSp_{2g}$. The kernel of $\eta$ is by definition the group scheme $Sp_{2g}$.
For $\lambda = (\lambda_1 \geq \cdots \geq \lambda_g \geq 0)$, we have natural $\mathbb{Q}_\ell$-adic smooth étale sheaves $V(\lambda)$ on $A_g \otimes \mathbb{Z}[1/\ell]$ corresponding to irreducible algebraic representations $V_\lambda$ of $GSp_{2g}(\mathbb{Q})$. Specifically, the $\mathbb{Q}_\ell$-sheaf $V = V(1, \ldots, 0) = R^1\pi_*\mathbb{Q}_\ell$, defined using the universal family $\pi : \mathcal{X} \to A_g$, corresponds to the contragredient of the standard representation $V$ of $GSp_{2g}(\mathbb{Q})$. We have a non-degenerate alternating pairing

$$V \times V \to \mathbb{Q}_\ell(-1).$$

For general $\lambda$, the $\mathbb{Q}_\ell$-sheaf $V(\lambda)$ occurs in the decomposition of

$$\text{Sym}^{\lambda_1-\lambda_g}V \otimes \cdots \otimes \text{Sym}^{\lambda_{g-1}-\lambda_g}V \otimes \text{Sym}^{\lambda_g}V$$

into irreducibles; it is the $\ell$-adic coefficient system of weight $|\lambda| = \lambda_1 + \cdots + \lambda_g$ corresponding to the irreducible representation $V_\lambda$ with dominant weight $(\lambda_1 - \lambda_2)\omega_1 + \cdots + (\lambda_{g-1} - \lambda_g)\omega_{g-1} + \lambda_g\omega_g - |\eta|$. Here $\omega_1, \ldots, \omega_g$ is the set of fundamental weights. If $\lambda_1 > \cdots > \lambda_g > 0$, the local system $V(\lambda)$ will be called regular. Finally, the Tate sheaf $\mathbb{Q}_\ell(1)$ corresponds to $\eta$.

In a series of papers, Bergström, Faber, and van der Geer investigated the motivic Euler characteristic

$$e_c(A, V(\lambda)) = \sum_{i=0}^{g(g+1)/2} (-1)^i[H^i_c(A, V(\lambda))]$$

when $A = A_g$, $g = 2, 3$ (see [41], [9]), and $A = A_{2, g}$ (see [8]). This expression is taken in the Grothendieck group $K_0(\text{Gal}(\overline{\mathbb{Q}}/\mathbb{Q}))$ of $\ell$-adic $\text{Gal}(\overline{\mathbb{Q}}/\mathbb{Q})$-representations, or in $K_0(\text{MHS})$, the Grothendieck group of the category of mixed Hodge structures. (Here and throughout the section, we shall use the same notation $V(\lambda)$ for the corresponding local systems obtained by pullback to $A_{g, 2}$.)

**Remark.** As the compactly supported cohomology of $V(\lambda)$ on $A = A_g$ (or $A_{g, 2}$) always vanishes if $|\lambda|$ is odd, one can only consider local systems $V(\lambda)$ of even weights.

In [43, Theorem 5.5, p. 233], Faltings and Chi provided Hodge filtrations of mixed Hodge structures on the cohomology groups $H^i_c(A_g \otimes \mathbb{C}, V(\lambda))$ and $H^i(\mathcal{X}, V(\lambda))$ (and also on $H^i_c(A_{g, 2} \otimes \mathbb{C}, V(\lambda))$ and $H^i(A_{g, 2} \otimes \mathbb{C}, V(\lambda))$) of weights $\leq |\lambda| + i$ and $\geq |\lambda| + i$, respectively. (There is also an analogue of this for the $\ell$-adic cohomology.) A main ingredient in their theory is the construction in [42], using some ideas of Bernstein, Gelfand and Gelfand, of a complex $K^*_\lambda$ of vector bundles, called the dual BGG-complex for $\lambda$, which is a direct summand in the de Rham complex of $V(\lambda)^\vee$; this complex is a filtered resolution of $V(\lambda)^\vee$. The steps in the Hodge filtrations are given (see [9]) by the sums of the elements of any of the $2^g$ subsets of $\{\lambda_g + 1, \lambda_g + 2, \ldots, \lambda_g + g\}$. It was also proved by Faltings [42] that, for $V(\lambda)$ regular, the inner cohomology groups $H^i_c(A_g, V(\lambda))$ (or $A = A_{g, 2}$), i.e., the image of the natural map $H^i_c(A_g, V(\lambda)) \to H^i(A, V(\lambda))$, vanish for $i + g(g + 1)/2$. The middle inner cohomology group $H^{g(g+1)/2}_c(A_g, V(\lambda))$ is pure of weight $|\lambda| + g(g + 1)/2$, and by [43, Section 6, p. 237], the step of the Hodge filtration of $H^{g(g+1)/2}_c(A_g, V(\lambda))$ corresponding to the full set $\{\lambda_g + 1, \lambda_g + 2, \ldots, \lambda_g + g\}$ can be identified with the complex vector space $S_{n}(\lambda)(\Gamma(A))$ of Siegel modular cusp forms of weight $n(\lambda) = (\lambda_1 - \lambda_2, \lambda_2 - \lambda_3, \ldots, \lambda_{g-1} - \lambda_g, \lambda_g + g + 1)$ on $\Gamma(A)$, with $\Gamma(A) = Sp_{2g}(\mathbb{Z})$ if $A = A_g$, and $\Gamma(A) = \Gamma_g[2]$ is the kernel of $Sp_{2g}(\mathbb{Z}) \to Sp_{2g}(\mathbb{Z}/2)$ if $A = A_{g, 2}$. For basic facts about the theory of Siegel modular forms, we refer the reader to [3], [43] and [45]. It is expected (see [9] for more details) that

$$e_c(A, V(\lambda)) = \left(-1\right)^{\frac{g(g+1)}{2}}S[\Gamma(A), n(\lambda)] + e_{g, \text{endo}}(A, \lambda) + e_{g, \text{Eis}}(A, \lambda)$$

for $\lambda \neq (0, \ldots, 0)$ with $|\lambda| \equiv 0 \mod 2$, where $S[\Gamma(A), n(\lambda)]$ is the conjectural motive in [9] associated to $S_{n}(\lambda)(\Gamma(A))$, $e_{g, \text{endo}}(A, \lambda)$ is the Euler characteristic of the remaining part of the inner cohomology, presumably consisting of contributions connected to the endoscopic groups, and $e_{g, \text{Eis}}(A, \lambda)$ denotes the Euler characteristic corresponding to the kernel of the natural map $H^i_c(A, V(\lambda)) \to H^i(A, V(\lambda))$, called the Eisenstein cohomology. The most successful

---

5In this instance, we are taking the compactly supported cohomology of the Betti version of $V(\lambda)$, constructed from $V = R^1\pi_*\mathbb{Q}_\ell$ on $A \otimes \mathbb{C}$. 
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The connection to the sums $\hat{M}_{r,\nu}(q)$ comes by considering the $\ell$-adic Euler characteristic $e_c(\mathcal{H}_g[2] \otimes \mathbb{F}, \nu'(\lambda))$ in $K_0(\text{Gal}_q)$ of the hyperelliptic Jacobian locus $\mathcal{H}_g[2]$ in $\mathcal{A}_g$. Here $\nu'(\lambda)$ denotes the restriction of $\nu(\lambda)$ to $\mathcal{H}_g[2]$. Let $[\mathcal{H}_g[2](\mathbb{F})]$ denote the set of isomorphism classes of the category $\mathcal{H}_g[2](\mathbb{F})$. By Torreli’s theorem [68, Appendice, Théorème 1], we can identify the elements of $[\mathcal{H}_g[2](\mathbb{F})]$ by isomorphism classes of tuples $(C, w_1, \ldots, w_{2g+2})$ of hyperelliptic curves of genus $g$ together with their $2g + 2$ marked Weierstrass points; we shall also identify the local system $\nu'(\lambda)$ and its pullback under the Torreli morphism.

The natural action of the symmetric group $S_{2g+2}$ on $\mathcal{H}_g[2]$ induces a decomposition of the representation $H^i(\mathcal{H}_g[2] \otimes \mathbb{F}, \nu'(\lambda))$ into a direct sum of factors $H^i_{c,\mu}(\mathcal{H}_g[2] \otimes \mathbb{F}, \nu'(\lambda))$ indexed by the partitions $\mu$ of $2g + 2$, and by [46, eqn. (2.32)], the weighted sum

$$
\frac{\chi_\mu(id)}{(2g + 2)!} \sum_{\sigma \in S_{2g+2}} \chi_\mu(\sigma^{-1}) \cdot \sigma : H^i(\mathcal{H}_g[2] \otimes \mathbb{F}, \nu'(\lambda)) \to H^i(\mathcal{H}_g[2] \otimes \mathbb{F}, \nu'(\lambda))
$$

is the projection of $H^i(\mathcal{H}_g[2] \otimes \mathbb{F}, \nu'(\lambda))$ onto $H^i_{c,\mu}(\mathcal{H}_g[2] \otimes \mathbb{F}, \nu'(\lambda))$. Here $\chi_\mu$ is the character of the irreducible representation $R_\mu$ of $S_{2g+2}$ corresponding to $\mu$. For a conjugacy class $[\nu]$ of $S_{2g+2}$ determined by a partition $\nu = (1^{\nu_1}, \ldots, (2 + g)_{\nu_{2g+2}})$ of $2g + 2$, we shall denote the value $\chi_\mu(\nu)$ by $\chi_\mu(\nu)$.

Now for any partition $\lambda$ of length at most $g$, let $s_{(\lambda)}$ denote the symplectic Schur function (see [46, Appendix A, §A.3, A.45]) associated to the irreducible representation $V_\lambda$. If we write $s_{(\lambda)} = \sum_{|\gamma| \leq |\lambda|} r^{\gamma}_{\lambda} p^{\gamma}$ for some $r^{\gamma}_{\lambda} \in \mathbb{Q}$, where the sum is over $\gamma = (1^{\gamma_1}, \ldots, g^{\gamma_g})$, and $p^{\gamma} = p_1^{\gamma_1} \cdots p_g^{\gamma_g}$ is the power sum polynomial associated to $\gamma$, then by Behrend’s Lefschetz trace formula (see [6] or [67, Thm. 19.3.4]), the trace of the geometric Frobenius on $e_{c,\mu}(\mathcal{H}_g[2] \otimes \mathbb{F}, \nu'(\lambda))$ is given by

$$
\text{Tr}(F^*| e_{c,\mu}(\mathcal{H}_g[2] \otimes \mathbb{F}, \nu'(\lambda))) = q^{\frac{|\lambda|}{2}} \sum_{\nu \in S_{2g+2}} \chi_\mu(\nu) \sum_{d \in \mathbb{P}_g(\nu, \mathbb{F})} s_{(\lambda)}(\omega_1(C_d), \ldots, \omega_g(C_d)).
$$

Here for a hyperelliptic curve $C_d$, $d \in \mathbb{P}_g(\nu, \mathbb{F})$, $\omega_1(C_d), \ldots, \omega_g(C_d)$ denote the normalized (i.e., unitary) eigenvalues of $F^*$: one can also see this by applying the Lefschetz trace formula to the correspondence on $(\mathcal{H}_g[2], p^\nu \nu'(\lambda))$ defined by composing the action of an element $\sigma^{-1} \in [\nu]$ with Frobenius (i.e., the relative Frobenius with respect to the $\mathbb{F}$-structure induced by $\sigma^{-1}$), where $H_g[2]$ denotes the coarse moduli space of $\mathcal{H}_g[2] \otimes \mathbb{F}$, and $p : \mathcal{H}_g[2] \otimes \mathbb{F} \to H_g[2]$ is the natural map.

In terms of the moment-sums $\hat{M}_{\nu,\lambda}(q)$,

$$
\text{Tr}(F^*| e_{c,\mu}(\mathcal{H}_g[2] \otimes \mathbb{F}, \nu'(\lambda))) = \chi_\mu(id) \sum_{\nu} \sum_{|\gamma| \leq |\lambda|} r^{\gamma}_{\lambda} q^{\frac{|\lambda|-|\gamma|}{2}} \hat{M}_{\nu,\lambda}(q)
$$

see also [7], [8] and [9]. (Notice that $|\gamma|$ stands here for the sum $\gamma_1 + 2\gamma_2 + \cdots + g\gamma_g$.) The last equation can be inverted to express $\hat{M}_{\nu,\lambda}(q)$, and hence $M_{\nu,\lambda}(q)$, in terms of $\text{Tr}(F^*| e_{c,\mu}(\mathcal{H}_g[2] \otimes \mathbb{F}, \nu'(\lambda)))$. It would be very interesting to identify the contribution of the Euler characteristic $e_c(\mathcal{H}_g[2], \nu'(\lambda))$ to (47) when $A = A_g, 2$.

### 6.2 Moments of characteristic polynomials

If $\lambda = (\lambda_1 \geq \cdots \geq \lambda_g \geq 0)$ is a partition, we shall write $\lambda \in (r^g)$ to indicate that $\lambda_i \leq r$ for all $1 \leq i \leq g$. For $\lambda \in (r^g)$, let $\lambda' = (g - \lambda'_1 \geq \cdots \geq g - \lambda'_r)$, where the non-zero integers among $\lambda'_j$, $j = 1, \ldots, r$, are the parts of the conjugate partition $\lambda'$ of $\lambda$.
Lemma 6.1. — For independent variables $t_1, \ldots, t_r, z_1, \ldots, z_g$, we have the identity
\[
\prod_{i=1}^{q} \prod_{j=1}^{r} (z_i + z_i^{-1} + t_j + t_j^{-1}) = \sum_{\lambda \in \mathcal{P}(r)} s_{(\lambda)}(z_1^{\pm 1}, \ldots, z_g^{\pm 1}) s_{(\lambda')}(t_1^{\pm 1}, \ldots, t_r^{\pm 1}).
\]

Proof. See [21, Section 5].

Lemma 6.2. — With notations as above, we have
\[
\sum_{d_0 \in \mathcal{P}_g(\nu, F)} s_{(\lambda)}(\omega_1(C_{d_0})^{\pm 1}, \ldots, \omega_g(C_{d_0})^{\pm 1}) = 0 \quad (\text{if } |\lambda| \text{ is odd}).
\]

Proof. Write as above
\[
s_{(\lambda)}(z_1^{\pm 1}, \ldots, z_g^{\pm 1}) = \sum_{|\gamma| \leq |\lambda|} r_{\gamma}^{\lambda} (z_1^{\pm 1}, \ldots, z_g^{\pm 1}).
\]
Replacing $z_i$ by $-z_i$ for $i = 1, \ldots, g$, we deduce that $r_{\gamma}^{\lambda} = 0$ unless $|\lambda|$ and $|\gamma|$ have the same parity. In particular, if $|\lambda|$ is odd the only terms that contribute are those corresponding to partitions $\gamma$ of odd weights.

Now take $z_i = \omega_i(C_{d_0})$ ($i = 1, \ldots, g$) for $d_0 \in \mathcal{P}_g(\nu, F)$, and recall that if $C_{d_0}$ is the hyperelliptic curve corresponding to $d_0$, then
\[
a_k(C_{d_0}) = \text{Tr}(F^{*k} | H^1_{\text{ét}}(\mathcal{C}_{d_0}, \mathbb{Q}_\ell)) = - \sum_{\theta \in \mathcal{P}^2(\mathcal{P}_k)} \chi_k(d_0(\theta)).
\]

Note that
\[
\sum_{d_0 \in \mathcal{P}_g(\nu, F)} p^{(\gamma)}(\omega_1(C_{d_0})^{\pm 1}, \ldots, \omega_g(C_{d_0})^{\pm 1}) = \sum_{d_0 \in \mathcal{P}_g(\nu, F)} q^{\frac{g\gamma}{2}} \prod_{k=1}^{g} a_k(C_{d_0})^{\gamma_k} = 0 \quad (\text{if } |\gamma| \text{ is odd})
\]
and the lemma follows.

Theorem 6.3. — For any partition $\mu$ of $2g + 2$ and independent variables $t_1, \ldots, t_r$, let $S_\mu(T, q) = S_\mu(t_1, \ldots, t_r, q)$ be defined by
\[
S_\mu(T, q) = \frac{\chi_\mu(id)}{|\GL_2(F)|} \sum_{\nu} \chi_\mu(\nu) \sum_{d_0 \in \mathcal{P}_g(\nu, F)} \left( \prod_{k=1}^{g} P_{C_{d_0}}(t_k) \right).
\]

Then
\[
S_\mu(T, q) = (t_1 \cdots t_r)^g \sum_{\lambda \in \mathcal{P}(r)} \sum_{|\lambda| \text{ even}} \left( \prod_{k=1}^{g} P_{C_{d_0}}(t_k) \right) \left( \prod_{\lambda \in \mathcal{P}(r)} s_{(\lambda)}(q^{\frac{g\lambda_1}{2}} t_1^{\pm 1}, \ldots, q^{\frac{g\lambda_r}{2}} t_r^{\pm 1}) q^{\frac{g\lambda}{2}} \right).
\]

Proof. For any $d_0 \in \mathcal{P}_g(\nu, F)$, we apply Lemma 6.1 with $t_k \rightarrow -q^{1/2} t_k$ for $k = 1, \ldots, r$, and $z_1^{\pm 1}, \ldots, z_g^{\pm 1}$ chosen to be the normalized (by $\sqrt{q}$) eigenvalues of the Frobenius $F^*$ on $H^1_{\text{ét}}(C_{d_0}, \mathbb{Q}_\ell)$, with $\ell$ a prime different from the characteristic of $F$. Multiplying both sides of the identity by $(-1)^{g\tau} (\sqrt{q} t_1 \cdots \sqrt{q} t_r)^g \chi_\mu(\nu)$ and summing over $d_0$ and $\nu$, the theorem follows at once from (48) and Lemma 6.2.

Remark. By applying Lemma 6.1 and the identity
\[
\prod_{i=1}^{m} \prod_{j=1}^{q} (1 - t_i z_j)^{-1} (1 - t_i z_j^{-1})^{-1} = \prod_{1 \leq i < j \leq m} (1 - t_i t_j)^{-1} \sum_{\lambda \in \mathcal{P}(g)} s_{(\lambda)}(Z^{\pm 1}) s_\lambda(T)
\]
(see [21, Section 5, Proof of Theorem 4]) one can obtain in a similar fashion the variant of Theorem 6.3 for sums of ratios of characteristic polynomials; here $s_\lambda$ is the ordinary Schur polynomial, $Z^{\pm 1} = (z_1^{\pm 1}, \ldots, z_g^{\pm 1})$, and $T = (t_1, \ldots, t_m)$.  
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Let \( S = (\chi_{\mu}(\nu))_{\mu,\nu}, \) where \( \mu, \nu \) indicate respectively the rows and columns of \( S \). This is the transpose of the transition matrix from the basis of the \( \mathbb{Q} \)-vector space of homogeneous symmetric polynomials of degree \( 2g + 2 \) in \( 2g + 2 \) variables consisting of the sum polynomial basis to the basis consisting of the ordinary Schur polynomials. If \( \nu = (1^\nu_1, 2^\nu_2, \ldots, (2g + 2)^\nu_{2g+2}), \) put, as before, \( z(\nu) = 1^\nu_11^\nu_21^\nu_32^\nu_2 \cdots 2^\nu_{2g+2}((2g + 2)^\nu_{2g+2}) \). Then by [46, Appendix A, §A.1, Exercise A.29], we have \( S^{-1} = (\chi_{\mu}(\nu)/z(\nu))_{\nu,\mu}. \) Accordingly, if we denote the components of

\[
\langle S \cdot (\chi_{\mu}(id)^{-1} e_{c,\mu}(\mathcal{H}_g[2], \mathcal{V}'(\lambda)) \rangle_{\mu}
\]

by \( \tilde{e}_{c,\nu}(\mathcal{H}_g[2], \mathcal{V}'(\lambda)) \), then Theorem 6.3 implies that, for every \( \nu \), we have

\[
\frac{z(\nu)}{|\text{GL}_2(\mathbb{F})|} \sum_{d \in \mathbb{N}} \left( \prod_{k=1}^r P_{c_{d_0}}(t_k) \right) (t_1 \cdots t_r)^g \sum_{\lambda \in \ell (r^g)} \prod_{|\lambda|} ((\mu_i - \mu_j + j - i)) \text{ if } \mu = (\mu_1, \ldots, \mu_k) \geq 0
\]

(49)

Recalling that \( \chi_{\mu} \) is the character of the irreducible representation \( R_{\mu} \) of \( S_{2g+2} \) corresponding to \( \mu \), note that

\[
\chi_{\mu}(id) = \dim R_{\mu} = \frac{(2g + 2)!}{\prod_{i=1}^k (\mu_i + k - i)!} \prod_{1 \leq i < j \leq k} (\mu_i - \mu_j + j - i)
\]

(see, for instance, [46, §4.1, eqn. (4.11)]).

By letting

\[
e^\lambda_{c}(\mathcal{H}_g(\nu)) = \sum_{\nu = (1^{\nu_1}, \ldots, (2g + 2)^{\nu_{2g+2}})} \frac{\nu_1!}{\mu_1!} \tilde{e}_{c,\nu}(\mathcal{H}_g[2], \mathcal{V}'(\lambda))
\]

(50)

one obtains the following

**Theorem 6.4.** For \( g \geq 1 \), we have

\[
\frac{1}{q(q-1)} \sum_{d \text{ square-free}} \left( \prod_{k=1}^r P_{c_{d_0}}(t_k) \right) (t_1 \cdots t_r)^g \sum_{\lambda \in \ell (r^g)} \prod_{|\lambda|} ((\mu_i - \mu_j + j - i)) \text{ if } \mu = (\mu_1, \ldots, \mu_k) \geq 0
\]

(51)

the first sum being over monic polynomials in \( \mathbb{F}[x] \). When \( g = 1 \), we define \( \mathcal{H}_1(\nu^1) := A_1 \).

**Proof.** When \( g = 1 \) this is clear, and so we can assume that \( g \geq 2 \). By (49) and (50), the right-hand side clearly equals

\[
\frac{1}{|\text{GL}_2(\mathbb{F})|} \sum_{\nu = (1^{\nu_1}, \ldots, (2g + 2)^{\nu_{2g+2}})} \nu_1! \sum_{d \in \mathbb{N}} \left( \prod_{k=1}^r P_{c_{d_0}}(t_k) \right).
\]

Note that \( |\text{GL}_2(\mathbb{F})| = q(q + 1)(q - 1)^2 \). We split the sum in the left-hand side of (51) according to the factorization types \( \mu = (1^{\mu_1}, \ldots, (2g + 1)^{\mu_{2g+1}}) \), with \( |\mu| = 2g + 1 \), of \( d \).

Now for a hyperelliptic curve \( C_{d_0} \), express the product of \( P_{c_{d_0}}(t_k) \) over \( k = 1, \ldots, r \) in the form

\[
\prod_{k=1}^r P_{c_{d_0}}(t_k) = \exp \left( - \sum_{j=1}^\infty \frac{a_j(C_{d_0})}{j} \cdot \sum_{k=1}^r t_k^j \right)
\]

with

\[
a_j(C_{d_0}) = \text{Tr}(F^*|_{H_e^1(C_{d_0}, \mathbb{Q}_\ell)}) = - \sum_{\theta \in \overline{\mathbb{P}^1(\mathbb{F}_l)}} \chi_j(d_0(\theta)).
\]

\(^6\)This can probably be better formulated using \( S_{2g+2} \)-equivariant Euler characteristics.
Applying this, we see that it suffices to show that
\[
\sum_{\mu=(1^{\nu_1},\ldots,(2g+1)^{\nu_{2g+1}})} \sum_{d \in \mathcal{P}(\mu)} \prod_{j=1}^{m} a_j(C_d)^{\gamma_j} = \frac{1}{q^2 - 1} \sum_{\mu=(1^{\nu_1},\ldots,(2g+2)^{\nu_{2g+2}})} \nu_1 \prod_{d_0 \in \mathcal{P}(\nu, \emptyset)} \prod_{j=1}^{m} a_j(C_d)^{\gamma_j}.
\]
for any partition \( \gamma = (1^{\nu_1}, \ldots, m^{\nu_m}) \). Here \( \mathcal{P}(\mu) \subset \mathbb{P}[x] \) denotes, as in Section 3, the set of all monic square-free polynomials \( d \) with factorization type \( \mu \). It is easy to see that both sides vanish when \( \gamma \) has odd weight (see also the beginning of the proof of Lemma 7.2). When \( |\gamma| \) is even, the identity is easily reduced to
\[
\sum_{\mu=(1^{\nu_1},\ldots,(2g+1)^{\nu_{2g+1}})} \sum_{d \in \mathcal{P}(\mu)} \prod_{j=1}^{m} a_j(C_d)^{\gamma_j} = \frac{1}{q + 1} \sum_{\mu=(1^{\nu_1},\ldots,(2g+2)^{\nu_{2g+2}})} \nu_1 \prod_{d_0 \in \mathcal{P}(\nu, \emptyset)} \prod_{j=1}^{m} a_j(C_d)^{\gamma_j}.
\]
(52)

By Proposition B.1 in Appendix B, for any partition \( \mu = (1^{\nu_1}, \ldots, (2g+1)^{\nu_{2g+1}}) \) of \( 2g + 1 \), we have
\[
\sum_{d \in \mathcal{P}(\mu)} \prod_{j=1}^{m} a_j(C_d)^{\gamma_j} = \frac{\mu_1 + 1}{q + 1} \left( \sum_{d_0 \in \mathcal{P}(\mu)} \prod_{j=1}^{m} a_j(C_{d_0})^{\gamma_j} + \sum_{d_0 \in \mathcal{P}(\mu')} \prod_{j=1}^{m} a_j(C_{d_0})^{\gamma_j} \right)
\]
with \( \mu' = (1^{\nu_1+1}, \ldots, (2g+1)^{\nu_{2g+1}}) \). Clearly this implies (52), and completes the proof. \( \square \)

**Corollary 6.5.** — Notation being as in Theorem 6.4, we have
\[
\frac{1}{q(q - 1)} \sum_{\text{deg } d = 2g + 1} L(\frac{1}{r}, \chi_d)^{r} = \left( \dim V_{\lambda'} \right) \text{Tr} (F^\ast c_\lambda^\prime (H_q(w^1) \otimes \overline{\mathbb{F}})) q^{-\frac{1}{2r}}.
\]

**Proof.** We recall from Section 2 that \( L(s, \chi_d) = P_{c_d}(q^{-s}) \). The identity stated is just the limiting case of the identity in Theorem 6.4 as \( t_i \to 1/\sqrt{q} \), for \( i = 1, \ldots, r \). \( \square \)

When \( g = 1, 2 \), one can use Theorem (Birch-Ihara), and the results in [56, 78] to express the traces of Frobenius on \( \varepsilon_\ast (A_g \otimes \mathbb{F}, V(\lambda)) \) in terms of traces of Hecke operators on spaces of Siegel (vector-valued) modular forms. We give here the simplest version of this trace comparison in the following corollary.

**Corollary 6.6.** — Notation being as in Section 5, if \( g = 1 \) we have
\[
\frac{1}{q(q - 1)} \sum_{\text{deg } d = 3} L(\frac{1}{2}, \chi_d)^{r} = \sum_{\lambda \text{ even } \lambda \neq 0} \left( \dim V_{\lambda'} \right) (-1 - T_{\lambda + 2}(q)) q^{-\frac{1}{2}}
\]
where we take \( T_{\lambda + 2}(q) = -q - 1 \) if \( \lambda = 0 \).

**Proof.** Expressing the traces of Frobenius in (51) in terms of moment-sums, our assertion follows at once by combining Corollary 6.5 and Theorem (Birch-Ihara). \( \square \)

**Remark.** By [46, §24.2, Exercise 24.20], the dimension of the irreducible representation \( V_{\lambda'} \) is
\[
\dim V_{\lambda'} = \frac{\prod_{i=1}^{r}(g + r - \lambda'_i - i + 1) \cdot \prod_{1 \leq i < j \leq r} (\lambda'_j - \lambda'_i - j + 1)(2g + 2r + 2 - \lambda'_i + \lambda'_j - i - j)}{1! \cdots (2r - 3)!(2r - 1)!}
\]
In particular, if \( \lambda = 0 \) we can write
\[
\dim V_0 = \prod_{k=1}^{r} \frac{k!}{(2k)!} \cdot \prod_{i=1}^{r} (2g + 2i) \prod_{1 \leq i < j \leq r} (2g + i + j).
\]
Note that the first product is precisely the constant \( g_r/(r(r+1)/2)! \) appearing in the moment-conjectures of Conrey-Farmer [29] and Keating-Snaith [61] for the leading-order asymptotics of the moments of L-functions within symplectic families. Moreover, if we let

\[
P_r(x) = \prod_{i=1}^{r} (x + 2i) \prod_{1 \leq i < j \leq r} (x + i + j)
\]

then the polynomial \( P_r(x-1) \) appears in the main term of the polynomial \( Q_r(x) \) conjectured by Conrey, Farmer, Keating, Rubinstein and Snaith [30]; see also the recent work of Andrade-Keating [2, Conjecture 5] in the function-field setting. In particular, \( P_1(x-1) = 1 + x \), \( P_2(x-1) = 6 + 11x + 6x^2 + x^3 \) and

\[
P_3(x-1) = 360 + 942x + 949x^2 + 480x^3 + 130x^4 + 18x^5 + x^6;
\]

compare this to eqns. (5.16), (5.21) and (5.26), respectively, in [2].

By counting points over \( \mathbb{F} \), one finds easily that \( \text{Tr}(F^*| e^0_c(\mathcal{H}_g(w^1) \otimes \mathbb{F})) = q^{2g-1} \), and therefore

\[
(\dim V_\nu^0) \text{Tr}(F^*| e^0_c(\mathcal{H}_g(w^1) \otimes \mathbb{F})) = \frac{g_r P_r(2g)}{(r(r+1)/2)!} q^{2g-1}.
\]

If \( |\nu| \neq 0 \), we have the well-known result [60, Theorem 10.8.2] of Katz and Sarnak: there exist positive constants \( A(g) \) and \( C(g) \) such that the estimate

\[
\left| \sum_{\text{deg } \Delta = 2g+1} s_{(\nu)}(\omega_1(\mathcal{C}_d)^{\pm 1}, \ldots, \omega_d(\mathcal{C}_d)^{\pm 1}) \right| \leq 2C(g)(\dim V_\lambda)q^{2g-\frac{3}{2}} \quad (\text{if } q \geq A(g)).
\]

The (normalized) sum in the left-hand side is precisely \( q^{-|\nu|/2} \text{Tr}(F^*| e^0_c(\mathcal{H}_g(w^1) \otimes \mathbb{F})) \); this follows from (51) and Lemma 6.1, or by combining the Grothendieck trace formula [54], [55] (see also the end of Section 9) with [60, Theorem 10.1.18.3].

Of great importance for us is that Theorem 6.3 allows us to make the following definition:

**Definition 6.1.** For any partition \( \mu \) of \( 2g+2 \), we define \( q^{\dim \mathcal{H}_g^2} s_\mu(q T, 1/q) = q^{2g-1} s_\mu(q T, 1/q) \) by simply replacing the compactly supported cohomology in Theorem 6.3 with \( H^r_\nu(\mathcal{H}_g[2] \otimes \mathbb{F}, \mathcal{V}^0(\mathcal{V}) \otimes \mathbb{Q}_\ell(|\nu|/2)) \), that is

\[
q^{2g-1} s_\mu(q T, 1/q) = (t_1 \cdots t_r)^g \sum_{\lambda \in \mathcal{P}(\mathcal{V})} \text{Tr} \left( \Phi_q^{-1} | e_\mu(\mathcal{H}_g[2] \otimes \mathbb{F}, \mathcal{V}^0(\mathcal{V}) \otimes \mathbb{Q}_\ell(|\lambda|/2)) \right) s_\lambda(q^{1/2} t_1^{\pm 1}, \ldots, q^{1/2} t_r^{\pm 1}) q^{|\lambda|/2}.
\]

Here \( \Phi_q \) is the arithmetic Frobenius endomorphism relative to \( \mathbb{F} \) acting, by transport of structures, on the \( \ell \)-adic cohomology.

Note that this definition is made according to the duality between cohomology and ordinary cohomology. We recall that for a Deligne-Mumford stack \( \mathcal{X} \), assumed to be smooth over some base \( S \) and purely \( d \)-dimensional, a map \( f: \mathcal{X} \to S \) and a \( \mathbb{Q}_\ell \)-local system \( \mathcal{F} \) on \( \mathcal{X} \) (with \( \ell \) invertible on our base), the Poincaré-Verdier duality gives a natural isomorphism (see [10]):

\[
R\text{Hom}_S(Rf_!\mathcal{F}, \mathcal{Q}_\ell) \cong Rf_! (\mathcal{F}^\vee [-d][-2d]).
\]

In the next section, we shall need to work with the sums of products of characteristic polynomials \( A_\nu(T, q) \) defined for partitions \( \nu = (1^{\nu_1}, 2^{\nu_2}, \ldots) \) of \( 2g+1 \) or \( 2g+2 \) by

\[
A_\nu(T, q) = \sum_{d \in \mathcal{P}(\nu)} \left( \prod_{k=1}^{r} P_{c_d}(t_k) \right).
\]

Here \( \mathcal{P}(\nu) = \mathcal{P}(\nu, q) \subset \mathbb{F}[x] \) stands, as before, for the set of all monic square-free polynomials with factorization type \( \nu \). Since the moment-sums \( M_{\mu, \gamma}(q) \) can be expressed in terms of \( M_{\nu, \gamma}(q) \) (by Propositions B.1 and B.2 in Appendix B), we can express \( A_\nu(T, q) \), analogously, as a sum of traces of Euler characteristics. (This will be made precise in 9.2.) Accordingly, we can define \( A_\nu(q T, 1/q) \) similarly.
7 The main theorem

We recall that our main goal is to construct inductively a sequence of generating series \( (\Lambda_l(T, q))_{l \geq 2} \) satisfying (27). In particular, for every fixed \( l \geq 2 \), the generating series

\[
A_l(T, q) = \sum_{(\mu, \nu) \in \{(1, 1), (1, l)\}} A_{\mu, \nu}(T, q)
\]

with \( A_{\mu, \nu}(T, q) \) as in Proposition 4.1 and (30), has to satisfy the functional equation

\[
E(T)^{\epsilon_l} A_l(T, q) + q^{l+1} E(q T)^{\epsilon_l} A_l(q T, 1/q) = 0
\]  

(53)

with \( \epsilon_l = 0 \) or 1 according as \( l \) is odd or even.

To see how (53) can be explained, consider

\[
q^{l+1} E(q T)^{\epsilon_l} A_l(q T, 1/q) = q^{l+1} E(q T)^{\epsilon_l} \cdot \sum_{(\mu, \nu) \not\in \{(1, 1), (1, l)\}} A_{\mu, \nu}(q T, 1/q)
\]

and express \( A_{\mu, \nu}(q T, 1/q) \), for each \( (\mu, \nu) \), by (30) (or by the formula in Proposition 4.1). The other term in (53) has a similar expression, and it is related to that of \( E(q T)^{\epsilon_l} A_l(q T, 1/q) \) by replacing \( q \to 1/q \) and \( T \to q T \). Assuming for the moment that the identity (27) holds for all \( 2 \leq l' < l \), and applying it to transform each factor \( \Lambda_{\mu, \nu}(\pm T^{l''}, q^{l''}) \) of each term in \( q^{l+1} E(q T)^{\epsilon_l} A_l(q T, 1/q) \) into \( \Lambda_{\mu, \nu}(\pm q^{l''} T^{l''}, 1/q^{l''}) \), one finds that

\[
E(T)^{\epsilon_l} A_l(T, q) + q^{l+1} E(q T)^{\epsilon_l} A_l(q T, 1/q)
\]

can be expressed as a sum over monomials of the form

\[
\prod_{j \in J_0} \Lambda_{\nu_j}(q^{\mu_j} T^{l''_j}, 1/q^{l''_j}) \cdot \prod_{j \in J_1} \frac{\Lambda_{\nu_j}(\delta_j q^{\mu_j} T^{l''_j}, 1/q^{l''_j})}{E(\delta_j T^{l''_j})}.
\]

(54)

We are omitting here the factors corresponding to all \( j \in J_0 \) for which \( \nu_j = 1 \) as \( q \Lambda_1(q T, 1/q) = 1 \) by (20). Henceforth, we shall slightly abuse notation and continue to use \( \Lambda_{\delta, \mu, \nu}(T, q) \) to denote the monomial (54). If we put

\[
\Sigma_{\delta, \mu, \nu}(T, q; l) := \text{Coefficient}_{\delta, \mu, \nu(T, q)} \left[ E(T)^{\epsilon_l} A_l(T, q) + q^{l+1} E(q T)^{\epsilon_l} A_l(q T, 1/q) \right]
\]

then we will show that

\[
\Sigma_{\delta, \mu, \nu}(T, q; l) = 0
\]

(55)

for all \( \delta, \mu, \nu \) and \( l \geq 2 \). It is clear that this strengthening of (53) makes no reference whatsoever to any of the generating series \( \Lambda_l(T, q) (l \geq 2) \). Simply put, showing (55) is a completely independent problem. In this section and the next, we shall see how the family of identities (55) is encoded in the combinatorial structure of moduli spaces of admissible double covers. Once this is established, we shall apply Deligne’s theory of weights to construct the sequence \( (\Lambda_l(T, q))_{l \geq 2} \).

7.1 A Special Case

For greater clarity, let us begin by first investigating the identities (55) corresponding to partitions of the form \( (1^n) \), that is, corresponding to

\[
\Sigma_n(T, q) := \text{Coefficient}_{\Lambda_{\delta, (q T, 1/q)^n}} \left[ E(T)^{\epsilon_n} A_{3n}(T, q) + q^{3n+1} E(q T)^{\epsilon_n} A_{3n}(q T, 1/q) \right]
\]

(56)

for \( n \geq 2 \).

Although the main ideas involved in the general case are essentially the same, the overall discussion of it may seem quite technical.
For $n \geq 1$, let $\mathcal{P}_n \subset \mathbb{F}_q[x]$ denote the set of all monic square-free polynomials of degree $n$ splitting in $\mathbb{F}_q$. For $i, j \geq 0$ and $d \in \mathcal{P}_n$, define

$$N_{i,j}(d, q) = \prod_{k=0}^{i-1} \left( \frac{q - n + a_1(C_d) + \epsilon - 2k}{2} \right) \prod_{l=0}^{j-1} \left( \frac{q - n - a_1(C_d) - \epsilon - 2l}{2} \right)$$

where $\epsilon = 0$ or $1$ according as $n$ is odd or even. Here if $i = 0$ or $j = 0$, we take the corresponding product to be $1$. (Recall that $a_1(C_d) = \text{Tr}(F^*|H^1_{d}(\bar{C}_d, \mathbb{Q}_x))$ with $\ell$ a prime different from the characteristic of $\mathbb{F}_q$.) Set

$$A_{n,i,j}(T, q) := \sum_{d \in \mathcal{P}_n} \left( N_{i,j}(d, q) \prod_{k=1}^{r} P_{c_d}(t_k) \right).$$

Note that if we denote $D_{A_{n,0,0}}(T, q) = \frac{\partial A_{n,0,0}}{\partial t_{n+1}}(t_1, \ldots, t_r, 0, q)$, we can write

$$D_{A_{n,0,0}}(T, q) = - \sum_{d \in \mathcal{P}_n} \left( a_1(C_d) \prod_{k=1}^{r} P_{c_d}(t_k) \right).$$

Define $D_{A_{n,0,0}}(T, q)$ for $k \in \mathbb{N}$ by iterating. Then, it is clear that

$$A_{n,i,j}(T, q) = (t)^{(q^n - q q^n)}(q^n - q^n T)^{2n,1} A_{n,0,0}(T, q) \quad (\text{for } n \geq 1).$$

Here the two binomial symbols are viewed as differential polynomials in $D$. Note that the right-hand side makes sense if we replace $T$ by $q T$ and $q$ by $1/q$, allowing us to define $A_{n,i,j}(q T, 1/q)$.

For $x, y$ and $z$ algebraically independent variables, consider the (exponential) generating functions

$$c_{\text{odd}}(x, y, z; T, q) = \sum_{n,i,j \geq 0} A_{2n+1,i,j}(T, q) x^{2n+1} y^i z^j$$

and

$$c_{\text{even}}(x, y, z; T, q) = \tilde{E}(T) \left[ (1 + z/\tilde{E}(T))^q - 1 \right] + \sum_{n \geq 1, i,j \geq 0} A_{2n+1,i,j}(T, q) x^{2n} y^i z^j$$

where $\tilde{E}(T) := E(T) E(q T)$. Since $A_{2n+1,i,j}(-T, q) = A_{2n+1,j,i}(T, q)$ (see Lemma 7.2), we see that

$$c_{\text{odd}}(x, z, y; -T, q) = c_{\text{odd}}(x, y, z; T, q).$$

Let $c(x, T, q) = (c_{\text{odd}}(x, y, z; T, q), c_{\text{even}}(x, z, y; -T, q), c_{\text{even}}(x, y, z; T, q))$, where we set $\underline{x} := (x, y, z)$.

**Theorem 7.1.** — With notation as above, we have

$$c(c(\underline{x}, T, q), q T, 1/q) = x.$$

In other words, $c(\underline{x}, T, q)$ is the formal compositional inverse of $c(\underline{x}, q T, 1/q)$.

**Proof.** Expand

$$c_{\text{odd}}(c(\underline{x}, T, q); q T, 1/q) = \sum_{n,i,j \geq 0} C_{2n+1,i,j}(T, q) x^{2n+1} y^i z^j$$

and

$$c_{\text{even}}(c(x, T, q); q T, 1/q) = \sum_{n,i,j \geq 0} C_{2n,i,j}(T, q) x^{2n} y^i z^j.$$

Note that $C_{1,0,0}(T, q) = A_{1,0,0}(q T, 1/q) A_{1,0,0}(T, q) = 1$, and $C_{1,i,j}(T, q) = 0$ if either $i \neq 0$ or $j \neq 0$. Similarly, $C_{0,0,1}(T, q) = 1$, and $C_{0,i,j}(T, q) = 0$ otherwise. Moreover, one checks that

$$\Sigma_N(T, q) = q C_{N,0,0}(T, q) \quad (\text{for } N \geq 2)$$
with $\Sigma_N(T, q)$ given by (56).

We shall first prove that if $C_{N,0,0}(T, q) = 0$ for an $N \geq 2$, then $C_{N,I,J}(T, q) = 0$ for all $I, J \geq 0$. Indeed, note that for any $N$, we can write

$$C_{N,0,0}(T, q) = \sum_{\alpha} c_{\alpha} M_{\alpha}(T, q)$$

where the sum is over tuples $\alpha = (\alpha_1, \ldots, \alpha_n, \ldots, \alpha_{n+1}, \ldots, \alpha_{n+i+1}, \ldots, \alpha_{n+i+j})$ $\in \mathbb{N}^{n+i+j}$ ($|\alpha| = \alpha_1 + \cdots + \alpha_{n+i+j} = N$), with $\alpha_1, \ldots, \alpha_n$ all odd, and $\alpha_k$'s all even, and where

$$M_{\alpha}(T, q) := \left( \prod_{m=1}^{n} A_{\alpha_m,0,0}(T, q) \right) \cdot \prod_{k=n+1}^{n+i} A_{\alpha_k,0,0}(-T, q) \cdot \prod_{l=n+i+1}^{n+i+j} A_{\alpha_l,0,0}(T, q) \frac{A_{0,i,j}(q T, 1/q)}{E(-T)^{i}E(T)^{j}}.$$

Here we allow $n = 0$ if we put

$$A_{0,i,j}(T, q) = \begin{cases} \frac{q^{i} E(T)}{(q^{-j})!} & \text{if } i = 0 \text{ and } j \geq 1 \\ 0 & \text{if } i = j = 0 \text{ or } i \neq 0. \end{cases}$$

(Of course, $\alpha = (\alpha_1^+, \ldots, \alpha_n^+)$ in this case.) To express the coefficient $c_{\alpha}$, it is rather convenient to represent $\alpha = (1^{a_1}, 3^{a_2}, 5^{a_3}, \ldots, 2^{b_2}, 4^{b_4}, 6^{b_6}, \ldots, 2^{b_2}, 4^{b_4}, 6^{b_6}, \ldots)$. With this notation, one checks that

$$c_{\alpha} = \frac{(e_1 \cdots e_n c_{a_1} \cdots c_{a_n} \cdots)}{\kappa_1 \cdots \kappa_2 \cdots \kappa_{n+1} \cdots}.$$

Now assume that $C_{N,0,0}(T, q) = 0$ for some $N \geq 2$. Pick arbitrary $I, J \geq 0$, and express $C_{N,I,J}(T, q)$, as above, in terms of the coefficients $A_{n,i,j}$. We can relate the expression of $C_{N,I,J}(T, q)$ to the corresponding expression of $C_{N,0,0}(T, q)$ in the following way. Every term, say, $c_{\alpha} M_{\alpha}(T, q)$, occurring in $C_{N,I,J}(T, q)$ is attached to a tuple $\tilde{\alpha} = (\alpha_1, i, j_1; \ldots; \alpha_n, i_n, j_n; \alpha_{n+1}, i_{n+1}, j_{n+1}; \ldots)$ by

$$M_{\tilde{\alpha}}(T, q) = A_{\alpha_1, i_1, j_1}(T, q) \cdots A_{\alpha_n, i_n, j_n}(T, q) \frac{A_{0,i,j}(q T, 1/q)}{E(-T)^{i}E(T)^{j}}.$$

Here $\alpha_1, \ldots, \alpha_n, \alpha_{n+1}, \ldots$ are exactly as before. Let $\alpha = (\alpha_1, \alpha_2, \ldots, \alpha_n, \ldots)$ be obtained by taking the corresponding non-zero components of $\tilde{\alpha}$. We refer to $\alpha$ as derived from $\tilde{\alpha}$, and denote this by $\tilde{\alpha} / \alpha$. It is clear that $c_{\alpha} M_{\alpha}(T, q)$ occurs in the expression of $C_{N,0,0}(T, q)$. Furthermore, one checks that the contribution of all terms $c_{\alpha} M_{\alpha}(T, q)$, with $\tilde{\alpha} / \alpha$ for a fixed $\alpha$ in $C_{N,I,J}(T, q)$ is

$$\sum_{\tilde{\alpha} / \alpha} c_{\alpha} M_{\tilde{\alpha}}(T, q) = c_{\alpha} \frac{(1+e q^{-N-D})/2(1-e q^{-N-D})/2}{E(-T)^{i}E(T)^{j}} M_{\alpha}(T, q)$$

with $\epsilon$ as above. The last identity holds even if $\alpha$ is such that $n = 0$. Summing now over all $\tilde{\alpha}$, it follows that

$$C_{N,I,J}(T, q) = \frac{(1+e q^{-N-D})/2(1-e q^{-N-D})/2}{E(-T)^{i}E(T)^{j}} C_{N,0,0}(T, q) = 0.$$

Now, suppose that $C_{n,i,j}(T, q) = 0$ for $2 \leq n \leq N - 1$, and all $i, j \geq 0$, and let us show that $C_{N,0,0}(T, q) = 0$. (It is easy to check that $C_{2,0,0}(T, q) = 0$, hence $C_{2,i,j}(T, q) = 0$ for $i, j \geq 0$ by what we just proved.) We shall assume that $N$ is odd since the argument is completely analogous if $N$ is even. Accordingly, we can write

$$c_{\text{odd}}(c(\varepsilon, T, q); q T, 1/q) = x + \sum_{n \geq (N-1)/2} \sum_{i,j \geq 0} C_{2n+1,i,j}(T, q) x^{2n+1} y^{i} z^{j}.$$
To this we apply $c(x, T, q) \coloneqq (\bar{A}_{\text{odd}}(x, T, q), \bar{A}_{\text{even}}(x, -T, q), \bar{A}_{\text{even}}(x, T, q))$ given in Section 8, and satisfying
\[
c(c(\bar{c}(x, T, q), T, q), q T, 1/q) = \bar{c}(x, T, q).
\] (57)

This implies that
\[
\sum_{n \geq (N-1)/2} \sum_{i,j \geq 0} C_{2n+1,i,j}(T, q) \bar{A}_{\text{odd}}(x, T, q)^{2n+1} \bar{A}_{\text{even}}(x, -T, q)^i \bar{A}_{\text{even}}(x, T, q)^j = 0.
\]

Taking the coefficient of $x^N$, it follows that $C_{N,0,0}(T, q) = 0$.

This combined with the previous step completes an induction process and the proof of the theorem. \quad \Box

In particular, we have
\[
\Sigma_N(T, q) = 0 \quad \text{(for } N \geq 2)\]
which is just (55) corresponding to $1^N$.

## 7.2 The General Case

In what follows, we shall extend the above considerations in a way that will allow us to treat all partitions at once. Before doing so, let us fix some notation.

**Notation.** Throughout this subsection $n, i, j, \ldots$ will denote partitions written as $n = (1^{n_1}; 2^{n_2}, \ldots)$, where for all but finitely many $j \geq 1$, $n_j = 0$. As usual, $|n| = n_1 + 2n_2 + \cdots$ stands for the weight of $n$. For every $n = (1^{n_1}; 2^{n_2}, \ldots)$, let $\mathcal{P}(n, q) = \mathcal{P}(n, \mathbb{F}_q) \subset \mathbb{F}_q[x]$ denote the set of all monic square-free polynomials $d$ with factorization type $n$. Let
\[
A_n(T, q) \coloneqq \sum_{d \in \mathcal{P}(n, q)} \left( \prod_{k=1}^r P_{C_d}(t_k) \right).
\]
(If $n_1, n_2, \ldots$ are all zero, we denote the corresponding partition by $0$, and take $A_0(T, q)$ to be zero.) Note that $A_n(T, q)$ corresponds to the sum $A_{n,0,0}(T, q)$ introduced at the beginning of the previous subsection. In addition, for $n \neq 0$ as above, and $i = (1^{i_1}; 2^{i_2}, \ldots), j = (1^{j_1}; 2^{j_2}, \ldots)$, we define $A_{n,i,j}(T, q)$ by
\[
A_{n,i,j}(T, q) \coloneqq \sum_{d \in \mathcal{P}(n, q)} \left( \prod_{m \geq 1} \left( \frac{c_m(d, q) + a_m^*(d, q)}{2m} \right) \right) \left( \frac{c_m(d, q) - a_m^*(d, q)}{2m} \right)^j \left( \frac{c_m(d, q) - a_m^*(d, q)}{2m} - i_m \right)^i \prod_{k=1}^r P_{C_d}(t_k)
\]
\[(59)\]
where $c_m(d, q) = c_m(d)$ and $a_m^*(d, q) = a_m^*(d)$ are as defined before. It is understood that $A_{n,0,0}(T, q) = A_n(T, q)$.

Notice that the quantity
\[
c_m(d, q) = \sum_{\theta \in \mathcal{P}_m} \chi_m(d(\theta))^2 = m(\text{Irr}_q(m) - n_m) \quad \text{(for } m \geq 1)\]
\[\text{(60)}\]
does not depend on $d \in \mathcal{P}(n, q)$. We shall also need the following transform of $A_{n,i,j}(T, q)$ defined by
\[
\hat{A}_{n,i,j}(T, q) \coloneqq \sum_{d \in \mathcal{P}(n, q)} \left( \prod_{m \geq 1} \left( \frac{c_m(d, q) + (-1)^m a_m^*(d, q)}{2m} \right) \right) \left( \frac{c_m(d, q) - (-1)^m a_m^*(d, q)}{2m} \right)^j \left( \frac{c_m(d, q) - (-1)^m a_m^*(d, q)}{2m} - i_m \right)^i \prod_{k=1}^r P_{C_d}(-t_k).
\]

**Lemma 7.2.** — If $|n|$ is odd, then $\hat{A}_{n,i,j}(T, q) = A_{n,i,j}(T, q)$ for arbitrary partitions $i$ and $j$.
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**Proof.** For \( i = (1^i, 2^{i_2}, \ldots) \), consider the moment-sum

\[
M_{n,i}(q) = \sum_{d \in \mathcal{P}(n,q)} a^{(i)}_d(C_d) = \sum_{d \in \mathcal{P}(n,q)} \prod_j \left( -\sum_{\theta_j \in F_q} \chi_j(d(\theta_j)) \right)^{i_j}.
\]

As before, by changing \( \theta_j \to \xi \theta_j \), with \( \chi(\xi) = -1 (\xi \in F_q) \), one sees that \( M_{n,i}(q) = 0 \) whenever \(|i|\) is odd. Expressing \( A_n(T, q) \) in the form

\[
A_n(T, q) = \sum_{d \in \mathcal{P}(n,q)} \left( \prod_{k=1}^r P_{C_d}(t_k) \right) = \sum_{d \in \mathcal{P}(n,q)} \exp \left( -\sum_{j=1}^\infty \frac{a_j(C_d)}{j} \sum_{k=1}^r t_k^j \right)
\]

it follows that \( A_n(-T, q) = A_n(T, q) \). This identity holds for arbitrary \( r \). Accordingly, by adding more variables \( t_{r+1}, t_{r+2}, \ldots, t_{r+s} \) to \( t_1, \ldots, t_r \), we see that

\[
(-1)^{\alpha_1 + \cdots + \alpha_s} \frac{\partial^{\alpha_1 + \cdots + \alpha_s} A_n}{\partial t_{r+1}^{\alpha_{r+1}} \cdots \partial t_{r+s}^{\alpha_{r+s}}}(t_1, \ldots, -t_r, 0, \ldots, 0, q) = \frac{\partial^{\alpha_1 + \cdots + \alpha_s} A_n}{\partial t_{r+1}^{\alpha_{r+1}} \cdots \partial t_{r+s}^{\alpha_{r+s}}}(t_1, \ldots, t_r, 0, \ldots, 0, q)
\]

for arbitrary \( \alpha_1, \ldots, \alpha_s \in \mathbb{N} \). Dividing both sides by \( \alpha_1! \cdots \alpha_s! \), and expressing

\[
P_{C_d}(t) = 1 + \sum_{\alpha=1}^{2q} (-1)^\alpha \lambda_\alpha(C_d) t^\alpha
\]

we deduce that

\[
(-1)^{\alpha_1 + \cdots + \alpha_s} \sum_{d \in \mathcal{P}(n,q)} \left( \lambda_{\alpha_1}(C_d) \cdots \lambda_{\alpha_s}(C_d) \prod_{k=1}^r P_{C_d}(-t_k) \right) = \sum_{d \in \mathcal{P}(n,q)} \left( \lambda_{\alpha_1}(C_d) \cdots \lambda_{\alpha_s}(C_d) \prod_{k=1}^r P_{C_d}(t_k) \right).
\]

Now recall that we expressed the quantities \( a_m^*(d, q) \) by

\[
a_m^*(d, q) = -\sum_{k \mid m} \mu(m/k) a_k(C_d) - \sum_{\nu_2(m)} c_{m/2^\nu}(d, q) \quad (\text{for } m \geq 1 \text{ and } d \in \mathcal{P}(n,q))
\]

where \( \nu_2 \) denotes the 2-adic order. By applying Girard’s formula (more commonly known as Girard-Waring formula),

\[
ak(C_d) = k \sum (\frac{(l_1 + \cdots + l_k - 1)!}{l_1! \cdots l_k!}) \lambda_{l_1}^1(C_d) \cdots \lambda_{l_k}^k(C_d)
\]

summed over all nonnegative integers \( l_1, \ldots, l_k \) such that \( l_1 + 2l_2 + \cdots + kl_k = k \), it follows that

\[
\sum_{d \in \mathcal{P}(n,q)} (-1)^m a_m^*(d, q) \prod_{k=1}^r P_{C_d}(-t_k) = \sum_{d \in \mathcal{P}(n,q)} a_m^*(d, q) \prod_{k=1}^r P_{C_d}(t_k) \quad (\text{for } m \geq 1).
\]

This identity extends to

\[
\sum_{d \in \mathcal{P}(n,q)} H(-a_1^*(d, q), a_2^*(d, q), \ldots) \prod_{k=1}^r P_{C_d}(-t_k) = \sum_{d \in \mathcal{P}(n,q)} H(a_1^*(d, q), a_2^*(d, q), \ldots) \prod_{k=1}^r P_{C_d}(t_k)
\]

for arbitrary polynomial expressions \( H \) in \( a_1^*(d, q), a_2^*(d, q), \ldots \), and the lemma follows. \( \square \)

**Remark.** We can express \( A_{n,i,j}(T, q) = \nu_{n,1,1} a_{n,1,1}(q T, 1/q) \), an identity which allows us to define \( A_{n,i,j}(q T, 1/q) \). Clearly \( A_{n,i,j}(q T, 1/q) = A_{n,i,j}(q T, 1/q) \) when \(|n|\) is odd.

---

\( \nu_{n,1,1} \) is the differential operator \( \mathcal{D}_{n,1,1} \) as follows. For \( l_1, \ldots, l_k \in \mathbb{N} \), let

\[
\partial_{l_1, \ldots, l_k} = \left( \frac{1}{l_1!^2 l_2! \cdots k! l_k!} \right) \frac{\partial^{l_1+2l_2+\cdots+kl_k}}{\partial t_{r+1}^{l_{r+1}} \partial t_{r+2}^{l_{r+2}} \partial t_{r+3}^{l_{r+3}} \cdots \partial t_{r+s}^{l_{r+s}} \partial \theta_{r+1}^{l_{r+1}} \partial \theta_{r+2}^{l_{r+2}} \cdots \partial \theta_{r+s}^{l_{r+s}} \partial \_1^{l_1} \partial \_2^{l_2} \cdots \partial \_k^{l_k} }.
\]
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Let $X_1, \ldots, X_n, \ldots, Y_1, \ldots, Z_1, \ldots$ be algebraically independent variables. Let $X = (X_n)_{n \geq 1}, Y = (Y_n)_{n \geq 1}, Z = (Z_n)_{n \geq 1}$, and set $X := (X, Y, Z)$. For $k \geq 1$ and a partition $n$, let $k n$ and $X^{k n}$ denote, respectively, the partition $(k^{n_1}, (2k)^{n_2}, \ldots)$ and the product $X_1^{k_1} X_2^{n_2} \cdots$.

Now, for $k \geq 1$, let $\tilde{E}(T^k, q^k) = E(T^k) E(q^k T^k)$, where we recall that $E(T) = \prod_{i=1}^{\infty} (1 - t_i)^{-1}$. Define the generating series

$$C_{k, \text{odd}}(X, T, q) = \sum_{n, i, j} A_{n, i, j}(T^k, q^k) X^{n Y^j i Z^j} \frac{1}{i! j!} E(T^k, q^k)^{1} E(T^k, q^k)^{1}$$

$$C_{k, \text{even}}^+(X, T, q) = \sum_{n, i, j} A_{n, i, j}(T^k, q^k) X^{n Y^j i Z^j} \frac{1}{i! j!} E(T^k, q^k)^{1} E(T^k, q^k)^{1}$$

and

$$C_{k, \text{even}}^-(X, T, q) = \sum_{n, i, j} A_{n, i, j}(T^k, q^k) X^{n Y^j i Z^j} \frac{1}{i! j!} E(T^k, q^k)^{1} E(T^k, q^k)^{1}$$

here $A_{0, i, j}(T, q)$ and $A'_{0, i, j}(T, q)$ are taken such that:

$$f_0(Y, Z, T, q) := \sum_{i, j} A_{0, i, j}(T, q) Y^i Z^j = E(T) E(q T) \left[ -1 + \prod_{m=1}^{\infty} (1 + Z_m)^{\text{irr}_q(m)} \right]$$

and

$$\sum_{i, j} A'_{0, i, j}(T, q) Y^i Z^j = E(-T) E(-q T) \left[ -1 + \prod_{m=\text{odd}} (1 + Y_m)^{\text{irr}_q(m)} \cdot \prod_{m=\text{even}} (1 + Z_m)^{\text{irr}_q(m)} \right].$$

Also, $E^-(T^k, q^k)^i$ and $E^+(T^k, q^k)^i$ are defined by

$$E^-(T^k, q^k)^i = \tilde{E}(-T^k, q^k)^i \cdots \tilde{E}(-T^{mk}, q^{mk})^{i m}$$

and

$$E^+(T^k, q^k)^i = \tilde{E}(T^k, q^k)^j \cdots \tilde{E}(T^{mk}, q^{mk})^{j m}.$$ 

Let $C_{\text{odd}}(X, T, q) = (C_{k, \text{odd}}(X, T, q))_{k \geq 1}$, $C_{\text{even}}^+(X, T, q) = (C_{k, \text{even}}^+(X, T, q))_{k \geq 1}$, and set

$$C(X, T, q) := (C_{\text{odd}}(X, T, q), C_{\text{even}}^+(X, T, q), C_{\text{even}}^+(X, T, q)).$$

Note that by a passage from $q$ to $q^k$ we understand a base change to $\mathbb{F}_{q^k}$. Accordingly, $C_{k, \text{odd}}(X, T, q)$, for example, is just $C_{1, \text{odd}}(X, T, q^k)$ in which we replace

$$t_1, \ldots, t_r, \ldots, X_m, \ldots, Y_m, \ldots, Z_m, \ldots$$

Define

$$D_m^* = \sum_{k \mid m, \mu(m/k) \text{ odd}} \sum_{\mu(k)} \sum_{\mu(\mu)} \frac{(-1)^{l_1 + \cdots + l_k + 1}}{l_1! \cdots l_k!} \partial_{l_1, \ldots, l_k}$$

the inner sum being over all $l_1, \ldots, l_k \in \mathbb{N}$ satisfying $l_1 + 2l_2 + \cdots + kl_k = k$. By (60), (62) and (63)

$$\sum_{d \in \mathbb{Z}_{\geq 1}(n, q)} a^*_m(d, q) \cdot \prod_{k=1}^{r} P_{C_d}(t_k) = D_m^* A_n(T, q) - \left[ \rho_m (1 + (-1)^{[m]}) / 2 + m \cdot \sum_{u=1}^{\nu_2(m)} (\text{irr}_q(m/2^u) - n_{m/2^u}) / 2^u \right] A_n(T, q)$$

with $\rho_m = 1$ or $0$ according as $m$ is a power of two or not. Then $D_{m, i, j, k} A_n(T, q)$ is obtained by replacing $a^*_m(d, q)$, for each $m$, by

$$D_m^* - \rho_m (1 + (-1)^{[m]}) / 2 - m \cdot \sum_{u=1}^{\nu_2(m)} (\text{irr}_q(m/2^u) - n_{m/2^u}) / 2^u$$

in (59).
by

\[
t_1^k, \ldots, t_r^k, \ldots, X_{km}, \ldots, Y_{km}, \ldots, Z_{km}, \ldots
\]

respectively. One defines \(C(X, qT, 1/q)\) as follows. For a partition \(n = (1^{n_1}, 2^{n_2}, \ldots)\), put

\[
f_n(Y, Z, T, q) = \sum_{i,j} A_{n,i,j}(T, q) \frac{Y^i Z^j}{i! j!}.
\]

Note that, for \(n \neq 0\), we can write

\[
f_n(Y, Z, T, q) = \sum_{d \in \mathcal{P}(n, q)} \left[ \prod_{m=1}^{\infty} (1 + Y_m) \frac{c_m(d, q) - a_m(d, q)}{2m} (1 + Z_m) \frac{c_m(d, q) + a_m(d, q)}{2m} \cdot \prod_{k=1}^{r} P_{c_d}(t_k) \right].
\]

Replacing \(c_m(d, q)\) by \(m(\text{Irr}_q(m) - n_m)\) and \(a_m(d, q)\) by

\[
D^*_m(n, q) = D_m - \rho_m(1 + (-1)^{m})/2 - m \cdot \sum_{u=1}^{\nu_2(m)} (\text{Irr}_q(m/2^u) - n_{m/2^u})/2^u
\]

where \(D^*_m\) is the differential operator defined above, we can further write

\[
f_n(Y, Z, T, q) = \prod_{m=1}^{\infty} (1 + Y_m)^{\text{Irr}_q(m) - n_m} / (1 + Z_m)^{\text{Irr}_q(m) - n_m} A_n(T, q).
\]

Here \((1 + U)^D\), for a variable \(U\) and a (differential) operator \(D\), stands for the formal power series

\[
1 + \sum_{n=1}^{\infty} \frac{D(D-1) \cdots (D-n+1)}{n!} U^n.
\]

In particular, if \(n = 1\) (i.e., \(n = (1^{n_1}, 2^{n_2}, \ldots)\) with \(n_1 = 1\) and \(n_m = 0\) for \(m > 2\)), then

\[
f_1(Y, Z, T, q) = q \prod_{m=1}^{\infty} (1 + Y_m)^{c_m/2^{\nu_2(m)}} (1 + Z_m)^{c_m - c_m/2^{\nu_2(m)}} / (2m)
\]

where

\[
c_m(q) = \begin{cases} q - 1 & \text{if } m = 1, \\ m \text{ Irr}_q(m) & \text{if } m > 2. \end{cases}
\]

We define

\[
f_n(Y, Z, qT, 1/q) = \prod_{m=1}^{\infty} (1 + Y_m)^{\text{Irr}_q(m) - n_m} / (1 + Z_m)^{\text{Irr}_q(m) - n_m} A_n(qT, 1/q)
\]

and \(C_{k, odd}(X, qT, 1/q)\), for all integers \(k \geq 1\), by

\[
C_{k, odd}(X, qT, 1/q) = \sum_{n \equiv 0 \pmod{2}} f_n((Y_{mk}/E(-T^mk, q^{nk}))_{m \geq 1}, (Z_{mk}/E(T^mk, q^{nk}))_{m \geq 1}, q^k T^k, q^{-k}) X^{kn}.
\]

Define \(C_{k, even}(X, qT, 1/q)\) similarly, and let \(C_{odd}(X, qT, 1/q)\), \(C_{even}(X, qT, 1/q)\) and \(C(X, qT, 1/q)\) as defined above.

Using the generating function \(C(X, qT)\), we can reinterpret (27) and the relations (55) as follows. Let

\[
Z_{odd}(T, t_{r+1}: q) = [Z(T, t_{r+1}: q) - Z(T, -t_{r+1}: q)]/2 = \sum_{l \equiv 0 \pmod{2}} A_l(T, q)t_{r+1}^l
\]

and

\[
Z_{even}(T, t_{r+1}: q) = [Z(T, t_{r+1}: q) + Z(T, -t_{r+1}: q)]/2 = \sum_{l \equiv 0 \pmod{2}} A_l(T, q)t_{r+1}^l
\]
denote the odd (respectively even) part of the series $Z(T, t_{r+1}; q)$ in (14). Put

$$Z_{\text{odd}}(T, t_{r+1}; q) = (Z_{\text{odd}}(T^{k}, t_{r+1}; q))_{k \geq 1} \quad \text{and} \quad Z_{\text{even}}^{+}(T, t_{r+1}; q) = (E(\pm T^{k})Z_{\text{even}}(\pm T^{k}, t_{r+1}; q))_{k \geq 1}.$$ 

If we set

$$Z(T, t_{r+1}; q) := (Z_{\text{odd}}(T, t_{r+1}; q), Z_{\text{even}}(T, t_{r+1}; q), Z_{\text{even}}^{+}(T, t_{r+1}; q))$$

then by (29), Proposition 4.1 and (30), the relation (27) can be expressed as

$$Z(T, t_{r+1}; q) = C(Z(q T, q t_{r+1}; 1/q), T, q). \quad (68)$$

For the purpose of interpreting the relations (55), let $C_{0}(X, T, q) = C(C(X, T, q) - q \cdot X$, where for $X$ as above, $q \cdot X = ((q^n X_n)_{n \geq 1}, (q^n Y_n)_{n \geq 1}, (q^n Z_n)_{n \geq 1})$ is the linear part of $C(X, T, q)$. Then (68) can be rewritten as

$$Z(T, t_{r+1}; q) - q \cdot Z(q T, q t_{r+1}; 1/q) = C_{0}(Z(q T, q t_{r+1}; 1/q), T, q).$$

Replacing $q \to 1/q, T \to q T, t_{r+1} \to q t_{r+1}$, and substituting $Z(T, t_{r+1}; q)$ by using (68), we see that $Z(q T, q t_{r+1}; 1/q)$ has to satisfy

$$Z(q T, q t_{r+1}; 1/q) - (q^{-1}) \cdot C(Z(q T, q t_{r+1}; 1/q), T, q) = C_{0}(C(Z(q T, q t_{r+1}; 1/q), T, q), q T, 1/q).$$

The last identity prompts us to wonder if we have in fact:

$$X - (q^{-1}) \cdot C(X, T, q) = C_{0}(C(X, T, q), q T, 1/q) \quad (69)$$

or what amounts to the same,

$$C(C(X, T, q), q T, 1/q) = X. \quad (70)$$

Clearly (69) and (70) are equivalent to the relations (55).

Shortly, we will show (see Theorem 7.5) that, indeed, (70) holds. Its proof depends chiefly upon understanding how (70) is encoded in the combinatorial structure of certain moduli spaces, see Section 8.

We shall need the following well-known identities:

**Lemma 7.3.** — For $m \in \mathbb{N}^{*}$, we have

$$\sum_{h|m} \text{Irr}_{q_1}(h)\text{Irr}_{q_2}(m/h) = \text{Irr}_{q_1 q_2}(m)$$

where for an indeterminate $t$, we put

$$\text{Irr}_{t}(m) = m^{-1} \sum_{k|m} \mu(m/k) t^{k}.$$ 

In particular, if $m \geq 2$, then

$$\sum_{h|m} \text{Irr}_{q^{-1}}(h)\text{Irr}_{q^{2}}(m/h) = 0$$

and

$$\sum_{h|m} h \text{Irr}_{q}(h) = q^{m} \quad (\text{for } m \geq 1).$$

**Proof.** Indeed, the left-hand side of the identity can be written as

$$\frac{1}{m} \sum_{h|m} \left( \sum_{k|h} \mu(h/k) q_{1}^{k} \right) \left( \sum_{l|m/h} \mu(m/hl) q_{2}^{l} \right) = \frac{1}{m} \sum_{k|m} q_{1}^{k} \sum_{l|m/k} \mu\left(\frac{m}{lk}\right) q_{2}^{l} \sum_{n|l} \mu(n).$$
Since \( \sum_{n \mid \ell} \mu(n) = 0 \) if \( \ell > 1 \), it follows that

\[
\sum_{h \mid m} \text{Irr}_{q_1}(h) \text{Irr}_{q_2}(m/h) = \frac{1}{m} \sum_{h \mid m} \mu\left(\frac{m}{k}\right) (q_1 q_2)^k = \text{Irr}_{q_1 q_2}(m).
\]

The second identity in the statement of the lemma follows by replacing \( q_1 \) and \( q_2 \) by \( q^{-1} \) and \( q \), respectively. By equating the coefficients of \( t^m \), i.e., the leading coefficients, on both sides of the identity

\[
\sum_{h \mid m} \text{Irr}_q(h) \text{Irr}_{q^h}(m/h) = \text{Irr}_q(m)
\]

we deduce that \( \sum_{h \mid m} h \text{Irr}_q(h) = q^m \) for \( m \geq 1 \). \( \square \)

For \( N \geq 1 \), let \( D_N^* \) be the differential operator defined by

\[
D_N^* = \sum_{k \mid N} \mu(N/k) k \sum_{(N/k)-\text{odd}} (-1)^{l_1 + \cdots + l_k + l_1 + \cdots + l_k - 1} l_1! \cdots l_k! \partial_{l_1, \ldots, l_k}
\]  

(71)

the inner sum being over all \( l_1, \ldots, l_k \in \mathbb{N} \) satisfying \( l_1 + \cdots + kl_k = k \). We shall need some elementary properties of the action of this operator on the \( \mathbb{C} \)-algebra \( \mathcal{B} \) consisting of linear combinations

\[
\sum_{\alpha} c_\alpha F_\alpha(T) \quad \left( c_\alpha \in \mathbb{C} \text{ and } F_\alpha(T) = \prod_{k=1}^n f_\alpha(t_k) \right)
\]

with \( f_\alpha(t) \) of the form

\[
f_\alpha(t) = \exp\left( \sum_{j=1}^\infty \frac{a_\alpha(j)}{j^t} \right) \quad (a_\alpha(j) \in \mathbb{C} \text{ for all } j \geq 1)
\]

(viewed as a composition of formal power-series), for all \( \alpha \). In particular, \( A_{n,i,j}(T, q) \) is in \( \mathcal{B} \), and by using the results of Section 8 (specifically, see (91)), one can express inductively \( A_{n,i,j}(q T, 1/q) \) as a linear combination (independent of \( r \)) of derivatives \( a_{l_1} \cdots a_{l_k} A_{m,p}(T, q) \) \( (l_1, \ldots, l_k \in \mathbb{N}) \), hence \( A_{n,i,j}(q T, 1/q) \) is also in \( \mathcal{B} \) for any partitions \( n, i \) and \( j \).

It is understood that, for \( F(T) \in \mathcal{B} \), its formal derivative \( \partial_N F(T) \) is taken as in the right-hand side of (61). Clearly \( D_N^* \) is \( \mathbb{C} \)-linear, and it satisfies the Leibniz rule \( \partial_N(FG)(T) = G(T) \partial_N F(T) + F(T) \partial_N G(T) \), for \( F(T) \) and \( G(T) \) in \( \mathcal{B} \). In addition, if \( F_\alpha(T) \) is as above, then

\[
\partial_N F_\alpha(T) = F_\alpha(T) \cdot \sum_{k \mid N} \mu(N/k) a_\alpha(k).
\]

In particular, we have

**Lemma 7.4.** — For sequences \( \{\gamma_l\}_{l \geq 1} \) and \( \{\eta_l\}_{l \geq 1} \) of complex numbers, define

\[
f(t) = \prod_{l=1}^\infty \left( 1 - q^l t^{2l} \right)^{\gamma_l/2} \quad \text{and} \quad g(t) = \prod_{l=1}^\infty \left( \frac{1 + t^l}{1 - t^l} \right)^{\eta_l/2l}.
\]

Put \( F(T) = \prod_{k=1}^N f(t_k) \) and \( G(T) = \prod_{k=1}^N g(t_k) \). Then, for any \( N \in \mathbb{N}^* \), we have

\[
\partial_N F(T) = \left( \sum_{\substack{l m = N \\text{m-even} \atop m/h \text{even}}} l \gamma_l \sum_{h \mid m} \mu\left(\frac{m}{h}\right)^{q_1 q_2} \right) F(T)
\]  

(72)

and

\[
\partial_N G(T) = \eta_N G(T)
\]

(73)

with the understanding that the double sum in the right-hand side of (72) vanishes if \( N \) is odd.
Proof. Writing
\[
    f(t) = \exp \left( \sum_{i=1}^{\infty} \frac{t^i}{i} \log \left( 1 - q^i t^{2i} \right) \right)
\]
and expanding \( \log \left( 1 - q^i t^{2i} \right) = - \sum_{m=1}^{\infty} \left( q^{im} t^{2im} / m \right) \), the identity (72) follows after a simple calculation. Similarly,
\[
    \varphi_{\infty}(G(T)) = \left( \sum_{M=1}^{\infty} \mu(M) \sum_{k=1}^{M - \text{odd}} \eta_k \right) G(T)
\]
and (73) follows by applying the M"{o}bius inversion. This completes the proof.

The remaining of this section is devoted to the proof of our main theorem in the general case, subject to a functional relation, whose proof will be given in Section 8.

**Theorem 7.5.** — With the above notation, we have
\[
    C(C(X, T, q), qT, 1/q) = X.
\]
In other words, \( C(X, T, q) \) is the formal compositional inverse of \( C(X, qT, 1/q) \).

Proof. As in the previous subsection, we shall reduce the assertion of the theorem to the existence of a generating function satisfying a functional relation, see Section 8.

First, notice that it is enough to show that
\[
    C_{1, \text{odd}}(C(X, T, q), qT, 1/q) = X_1
\]
\[
    C_{1, \text{even}}(C(X, T, q), qT, 1/q) = Y_1 \quad \text{and} \quad C_{1, \text{even}}(C(X, T, q), qT, 1/q) = Z_1.
\]
By Lemma 7.2, the expansion of \( A_n(T, q) \) in terms of the symplectic Schur functions \( s_{1,1}(\eta^{1/2} T^{1/2}) \) is only over partitions of even weight whenever \( |n| \) is odd; therefore, \( A_n(qT, 1/q) = A_n(T, 1/q) \), and from the definition of \( A_{n,i,j}(qt, 1/q) \),
\[
    A_{n,i,j}(qt, 1/q) = A_{n,1,1}(qt, 1/q)
\]
whenever \( |n| \) is odd (see also the above remark). Replacing \( T \) by \( -T \) (i.e., \( t_k \) by \( -t_k \) for \( 1 \leq k \leq r \)), and interchanging \( Y_1 \) and \( Z_1 \), \( Y_3 \) and \( Z_3 \), \ldots, it follows that we have the implication
\[
    C_{1, \text{even}}(C(X, T, q), qT, 1/q) = Z_1 \quad \Longrightarrow \quad C_{1, \text{even}}(C(X, T, q), qT, 1/q) = Y_1.
\]
Now expand
\[
    C_{1, \text{odd}}(C(X, T, q), qT, 1/q) = \sum_{n,i,j \in \text{[n] - odd}} C_{n,i,j}(T, q) X^n Y^i Z^j
\]
and
\[
    C_{1, \text{even}}(C(X, T, q), qT, 1/q) = \sum_{n,i,j \in \text{[n] - even}} C_{n,i,j}(T, q) X^n Y^i Z^j.
\]
By (66), the subseries of \( C_{1, \text{odd}}(C(X, T, q), qT, 1/q) \) corresponding to \( n = 1 \) can be expressed by
\[
    X_1 \sum_{i,j} C_{1,i,j}(T, q) Y^i Z^j = X_1 \prod_{m=1}^{\infty} \left( 1 + Y_m / \tilde{E}(-T^m, q^m) \right) \omega_m(q) \left( 1 + Z_m / \tilde{E}(T^m, q^m) \right) \omega_m(q)
\]
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where for \( m \geq 1 \) with \( 2^b \parallel m \),
\[
\omega_m^-(q) = \frac{c_m(q^2b)}{2m} + \sum_{\substack{l \mid m \text{ odd} \\
\ell I}} \text{Irr}_q'(m/l) \frac{\text{Irr}_{q^b}(q^{-2^b})}{2l}.
\]

and
\[
\omega_m^+(q) = \frac{2c_m(q) - c_m(q^2b)}{2m} + \sum_{\substack{k \mid m \\
\text{m}/k \text{ even} \text{ odd}}} c_k(1/q) \frac{\text{Irr}_{q^b}(m/k)}{k} + \sum_{\substack{l \mid m \text{ odd} \\
\ell I}} \frac{\text{Irr}_q'(m/l)(2c_l(1/q) - c_l(q^2b))}{2l}.
\]

Put \( m = 2^b m' \). If \( m' = 1 \), then, by (67),
\[
\omega_m^-(q) = 2^{-b-1} \left( c_1(q^{2b}) + q^{2b} c_1(q^{-2b}) \right) = 0
\]
and if \( m' > 1 \), we can write
\[
\omega_m^-(q) = \frac{c_{m'}(q^{2b})}{2^{b+1} m'} + \sum_{l' \mid m'} \frac{c_{l'}(q^{-2b}) \text{Irr}_{q^{b' l'}}(m'/l')}{2^{b+1} l'} = 2^{-b-1} \sum_{l' \mid m'} \text{Irr}_{q^{2b}}(l') \text{Irr}_{q^{b' l'}}(m'/l').
\]

The last sum vanishes by Lemma 7.3. Similarly, \( \omega_1^+(q) = 0 \), and if \( m > 1 \), one can reduce \( \omega_m^+(q) \) to
\[
\omega_m^+(q) = -\frac{c_{m'}(q^{2b})}{2^{b+1} m'} + \frac{\text{Irr}_{q^{b'}}(m') - \text{Irr}_1(m')}{2^{b+1}}.
\]

Thus \( \omega_m^+(q) = 0 \).

Next, notice that
\[
\sum_{i,j} C_{0,i,j}(T, q) Y^i Z^j = E(T) E(qT) \left[ \prod_{k,l=1}^{\infty} \left( 1 + \frac{Z_{kl}}{E(T^{kl}) E(q^{kl} T^{kl})} \right)^{\text{Irr}_{q^{-1}(k)} \text{Irr}_{q^{b}(l)}} \right] = 1.
\]

By Lemma 7.3
\[
\sum_{k,l=m} \text{Irr}_{q^{-1}(k)} \text{Irr}_{q^b}(l) = 0 \quad \text{(if } m > 1 \text{)}
\]
and so
\[
\sum_{i,j} C_{0,i,j}(T, q) Y^i Z^j = E(T) E(qT) \left[ \left( 1 + \frac{Z_1}{E(T) E(qT)} \right)^{\text{Irr}_{q^{-1}(1)} \text{Irr}_{q^{b}(1)}} \right] = Z_1.
\]

Our next step is to show that if \( C_{\mathcal{N},0,0}(T, q) = 0 \) for a partition \( \mathcal{N} \) of weight \( |\mathcal{N}| \geq 2 \), then \( C_{\mathcal{N},l,j}(T, q) = 0 \) for arbitrary partitions \( \mathcal{J} \) and \( \mathcal{N} \). As in the proof of Theorem 7.1, we shall deduce this from the fact that \( C_{\mathcal{N},l,j}(T, q) = * C_{\mathcal{N},0,0}(T, q) \) for a certain differential operator \( * \); the precise definition of this differential operator is given in (80).

Indeed, as in the proof of Theorem 7.1, we first write
\[
C_{\mathcal{N},0,0}(T, q) = \sum_S c_S M_S(T, q)
\]
summed over tuples \( S = (S_1, \ldots, S_1^-, \ldots, S_t^+, \ldots) \) with each \( S_k \), or \( S^+_k \), itself a tuple of partitions; for \( k \geq 1 \), \( S_k = (n_{k1}, n_{k2}, \ldots, n_{kn_k}) \) with \( n_{kh} \) odd for all \( 1 \leq h \leq n_k \), and for \( l \geq 1 \), \( S^+_l = (n_{l1}^+, n_{l2}^+, \ldots, n_{ln_l}^+) \) with \( n_{lm}^+ \) even for all \( 1 \leq m \leq n_l^+ \); we also require that
\[
\mathcal{N} = n_{11}^+ \cup \ldots \cup n_{1n_1}^+ \cup 2n_{21}^- \cup \ldots \cup 2n_{2n_2}^- \cup \ldots \cup n_{11}^- \cup \ldots \cup n_{1n_1}^- \cup \ldots \cup n_{n_1}^- \cup \ldots \cup \ldots \cup n_{n_l}^- \cup \ldots .
\]
If we define $M_{S_k}(T,q)$ and $M_{S_f}(T,q)$ by

$$M_{S_k}(T,q) = A_{n_k}(T,q) \cdots A_{n_{k_n}}(T,q) \quad \text{and} \quad M_{S_f}(T,q) = A_{n_k^+}(\pm T,q) \cdots A_{n_{k_n}^+}(\pm T,q)$$

then $M_S(T,q)$ above is given by

$$M_S(T,q) = \frac{A_{n,i,j}(qT,1/q)}{E(T,q)E(T,q)^i} \prod_{k,l,l'} M_{S_k}(T^k,q^k) M_{S_f}(T^l,q^l) M_{S_f^+}(T'^l,q'^l)$$

with $n = (1^{n_1}, 2^{n_2}, \ldots)$, $i = (1^{n_1}, 2^{n_2}, \ldots)$ and $j = (1^{n_1}, 2^{n_2}, \ldots)$. The constant $c_S$ is given in (75).

Define

$$\mathcal{D}^\ast(Y,Z) = \sum_{N=1}^{\infty} \left( \frac{1}{1+\tilde{Y}_N} \right)^{\mathcal{D}_N^\ast}$$

where, for notational convenience, we set $\tilde{Y}_N := Y_N/\tilde{E}(T^N,q^N)$ and $\tilde{Z}_N := Z_N/\tilde{E}(T^N,q^N)$, and where $\mathcal{D}_N^\ast$ for $N \geq 1$ is the differential operator defined by (71). The idea is to compare $\mathcal{D}^\ast(Y,Z)$ with the contribution of all the terms derived from, or corresponding to $M_S(T,q)$, for fixed $S$, in the composition $C_{1,odd}(C(X,T,q),qT,1/q)$. We will show that these two factors agree up to a normalizing factor, depending only upon the fixed partition $g_l$.

First, the contribution of all the terms derived from $M_S(T,q)$ in $C_{1,odd}(C(X,T,q),qT,1/q)$ can be easily described as follows. Consider the subseries $X^{n}f_n((\tilde{Y}_m)_{m \geq 1},(\tilde{Z}_m)_{m \geq 1},T,q,1/q)$ of $C_{1,odd}(X,T,q)$, where we recall that

$$f_n(Y,Z,T,q,1/q) = \prod_{m=1}^{\infty} (1+Y_m)^{l_{m+1}/l_m} (1+Z_m)^{l_{m+1}/l_m} (1+T_m)^{l_{m+1}/l_m};$$

for simplicity, let us assume that $|n|$ is odd. In $X^{n}f_n((\tilde{Y}_m)_{m \geq 1},(\tilde{Z}_m)_{m \geq 1},T,q,1/q)$, replace $X_k, Y_l$ and $Z_{l'}$ for all $k, l, l' \geq 1$ by the subseries of $C_{k,odd}(X,T,q), C_{l,even}(X,T,q)$ and $C_{l',even}(X,T,q)$ given by

$$\sum X^{k_{n_{kh}}}f_{n_{kh}}((\tilde{Y}_{km})_{m \geq 1},(\tilde{Z}_{km})_{m \geq 1},T^k,q^k)$$

and

$$\sum X^{l_{n_{kh}}^+}f_{n_{kh}^+}((\tilde{Y}_{lm})_{m \geq 1},(\tilde{Z}_{lm})_{m \geq 1},T^l,q^l)$$

respectively, the sums being over all the distinct components of $S_k$ and $S_f$. Here, for a partition $n$ of even weight, we put: $f^+_n(Y,Z,T,q) = f_n(Y,Z,T,q)$, and

$$f_n(Y,Z,T,q) = \sum_{i,j} ^t A_{n,i,j}(T,q) \frac{Y_i Z_j}{l_i l_j}$$

the generating series $f_n^+(Y,Z,T,q) = f_n(Y,Z,T,q)$ (resp. $f_n^-(Y,Z,T,q)$) is defined by (64) (resp. (65)). This gives an expression, in which the coefficient of $X^{n} := X^{n_1} \cdots X^{n_{ni}} X^{2n_2} \cdots X^{n_{ni}^+} \cdots$ is precisely the contribution of all the terms corresponding to the monomial $M_S(T,q)$.

To write this contribution explicitly, define

$$f_{S_k}(Y,Z,T,q) = (m(n_{k_1}), \ldots, m(n_{k_{p_k}})) f_{n_{k_1}}(Y,Z,T^k,q^k) \cdots f_{n_{k_{p_k}}}(Y,Z,T^k,q^k)$$

where $n_{k_1}, \ldots, n_{k_{p_k}}$ are the distinct components of $S_k$, and $m(n_{k_{kh}})$ denotes the multiplicity (i.e., the number of occurrences) of $n_{k_{kh}}$ in $S_k$, for all $1 \leq h \leq p_k$. Similarly, define

$$f_{S_f^+}(Y,Z,T,q) = (m(n_{1_1}^+), \ldots, m(n_{1_{p_1}^+}^+)) f_{n_{1_1}^+}(Y,Z,T^l,q^l) \cdots f_{n_{1_{p_1}^+}}(Y,Z,T^l,q^l)$$

$$f_{S_f^+}(Y,Z,T,q) = (m(n_{1_1}), \ldots, m(n_{1_{p_1}^+})) f_{n_{1_1}^+}(Y,Z,T^l,q^l) \cdots f_{n_{1_{p_1}^+}}(Y,Z,T^l,q^l)$$
where we put \( g_0^*(Y, Z, T, q) = 1 + (f_0^*(Y, Z, T, q)/\hat{E}(z T, q)) \), and
\[
\epsilon_t^n = (\text{Irr}_{1/q}(l) - n_l)/2 \pm D_l^n(1/q)/2!
\]
are precisely the exponents in the product appearing in the above expression of \( f_0(Y, Z, qT, 1/q) \). If we set
\[
f_\sigma(Y, Z, T, q) := \prod_{k, l, t} f_{\sigma}((\tilde{Y}_{k\alpha}, (Z_{k\alpha}, \alpha, T, q) f_{\sigma}((\tilde{Y}_{l\alpha}, (Z_{l\alpha}, \alpha, T, q) f_{\sigma}((\tilde{Y}_{t\alpha}, (Z_{t\alpha}, \alpha, T, q)
\]
then the contribution we are interested in is expressed by
\[
E^\sigma(T, q) = \epsilon_{\sigma}(T, q)^1 E^\sigma(T, q)^1 A_n(q T, 1/q). \quad (74)
\]
In this expression, the differential operators commute with each other, and we have
\[
A_{n, \sigma}(q T, 1/q) = \prod_i \epsilon_t^n(1/q) (\epsilon_t^n(1/q) - 1) - m(n_1^n) \cdots - m(n_\ell^n) A_n(q T, 1/q).
\]
The remaining parts of the multinomial coefficients make up the constant \( c_S \), that is,
\[
c_S = \prod_{k} \left( m(n_{k1}), \ldots, m(n_{k\ell_k}) \right) \prod_{l} \left( m(n_{1l}^--) \cdots m(n_{\ell_l}^--) \right)^{-1}. \quad (75)
\]
To simplify things, using Lemma 7.3, one can write the products in (74) as
\[
\prod_{l=1}^{\infty} \prod_{m=1, m-\text{odd}} \left( 1 + \tilde{Z}_{lm} \right)^{l_{\sigma}^*(n_{l1}^-, \ldots, n_{l\ell_l}^-)} 1 + \tilde{Y}_{lm} \right)^{l_{\sigma}^*(n_{l1}^+, \ldots, n_{l\ell_l}^+)} \prod_{m=1, m-\text{even}} \left( 1 + \tilde{Z}_{lm} \right)^{l_{\sigma}^*(n_{l1}^-, \ldots, n_{l\ell_l}^-)} \prod_{m=1, m-\text{even}} \left( 1 + \tilde{Y}_{lm} \right)^{l_{\sigma}^*(n_{l1}^+, \ldots, n_{l\ell_l}^+)} \quad (76)
\]
with \( \epsilon_1 = 1 \) and \( \epsilon_N = 0 \) if \( N \geq 2 \). We combine the factor \( \prod_{l, m=1}^{\infty} \left( 1 + \tilde{Y}_{lm} \right) \left( 1 + \tilde{Z}_{lm} \right) \) in (76) with \( f_\sigma(Y, Z, T, q) \). Note that the products in (76) not involving any of the \( D_l^n(1/q) \) \((l = 1, 2, \ldots)\) act on \( A_n(q T, 1/q) \) by scalar multiplication. Let
\[
G = \prod_{l=1}^{\infty} \prod_{m=1, m-\text{odd}} \left( 1 + \tilde{Z}_{lm} \right)^{l_{\sigma}^*(n_{l1}^-, \ldots, n_{l\ell_l}^-)} \prod_{m=1, m-\text{even}} \left( 1 + \tilde{Y}_{lm} \right)^{l_{\sigma}^*(n_{l1}^+, \ldots, n_{l\ell_l}^+)} \prod_{m=1, m-\text{even}} \left( 1 + \tilde{Z}_{lm} \right)^{l_{\sigma}^*(n_{l1}^-, \ldots, n_{l\ell_l}^-)} \prod_{m=1, m-\text{even}} \left( 1 + \tilde{Y}_{lm} \right)^{l_{\sigma}^*(n_{l1}^+, \ldots, n_{l\ell_l}^+)}.
\]

**Lemma 7.6.** — With notations as above, we have
\[
G = \prod_{N=1}^\infty \left( 1 + \tilde{Z}_N \right)^{(B_N^* + R_N)/2N}
\]
with
\[
B_N = \sum_{k \mid N} q^k \mu(N/k) k \sum_{l_1, \ldots, l_k} (-1)^{l_1 + \ldots + l_k + 1} (l_1 + \ldots + l_k - 1)! l_1! \cdots l_k! \quad (N/k)^{-}\text{odd}
\]
the inner sum being over all \( l_1, \ldots, l_k \in \mathbb{N} \) satisfying \( l_1 + 2l_2 + \ldots + k l_k = k \), and
\[
R_N = \sum_{l=1}^{\infty} \sum_{m=1}^{N} l (\text{Irr}_{q^{-1}}(l) - n_l) \cdot \sum_{h=1}^{m} \mu\left( \frac{m}{h} \right) q^{l h}.
\]
Proof. In
\[(2N)^{-1} \sum_{\substack{lm=N \atop m-\text{odd}}} m \operatorname{Irr}_{q^l}(m) D^*_l(n, 1/q)\]
replace \(D^*_l(n, 1/q)\) by
\[D^*_l(n, 1/q) \equiv D^*_l - i \sum_{u=1}^{\nu_2(l)} (\operatorname{Irr}_{q^{-1}}(l/2^u) - n_{l/2^u})/2^u\]
(recall that we are assuming that \(|n|\) is odd) to get
\[(2N)^{-1} \sum_{\substack{lm=N \atop m-\text{odd}}} m \operatorname{Irr}_{q^l}(m) D^*_l - (2N)^{-1} \sum_{\substack{lm=N \atop m-\text{odd}}} m \operatorname{Irr}_{q^l}(m) l \sum_{u=1}^{\nu_2(l)} (\operatorname{Irr}_{q^{-1}}(l/2^u) - n_{l/2^u})/2^u.\] (77)
Since
\[D^*_l = \sum_{\substack{k|l \atop (l/k)\text{-odd}}} \mu(l/k) k \sum_{\substack{m|l \atop (m/k)\text{-odd}}} (-1)^{l_1 + \cdots + l_k + 1} (l_1 + \cdots + l_k - 1)! \frac{l_1! \cdots l_k!}{m!} \partial_{l_1, \ldots, l_k}\]
we can use the Möbius inversion, in the form
\[x(l) = \sum_{\substack{k|l \atop (l/k)\text{-odd}}} \mu(l/k) y(k) \iff y(m) = \sum_{\substack{h|m \atop (m/h)\text{-odd}}} x(h)\]
to express the first sum in (77) as
\[(2N)^{-1} \sum_{\substack{k|l \atop (N/k)\text{-odd}}} q^k \mu(N/k) k \sum_{\substack{m|l \atop (m/k)\text{-odd}}} (-1)^{l_1 + \cdots + l_k + 1} (l_1 + \cdots + l_k - 1)! \frac{l_1! \cdots l_k!}{m!} \partial_{l_1, \ldots, l_k}.\]
Similarly, if we put \(x(l) = \sum_{u=1}^{\nu_2(l)} (\operatorname{Irr}_{q^{-1}}(l/2^u) - n_{l/2^u})/2^u\), then
\[y(m) = \sum_{h|m \atop (m/h)\text{-odd}} x(h) = \sum_{l|(m/2)} l(\operatorname{Irr}_{q^{-1}}(l) - n_l)\]
and
\[(2N)^{-1} \sum_{\substack{lm=N \atop m-\text{odd}}} m \operatorname{Irr}_{q^l}(m) x(l) = (2N)^{-1} \sum_{\substack{lm=N \atop m-\text{odd}}} m \operatorname{Irr}_{q^l}(m) \sum_{\substack{k|l \atop (l/k)\text{-odd}}} \mu(l/k) y(k).\] (78)
Summing first over \(k\) and using the definition of \(\operatorname{Irr}_{q^l}(m)\), we can express the right-hand side of (78) as
\[(2N)^{-1} \sum_{\substack{k|l \atop (N/k)\text{-odd}}} \mu(k) \sum_{\substack{m|(N/k) \atop (m/k)\text{-odd}}} \mu(m) q^k = (2N)^{-1} \sum_{\substack{k|l \atop (N/k)\text{-odd}}} \mu(N/k) y(k) q^k.\]
This further equals to
\[(2N)^{-1} \sum_{\substack{lm=N \atop m-\text{even}}} l(\operatorname{Irr}_{q^{-1}}(l) - n_l) \cdot \sum_{\substack{h|m \atop (m/h)\text{-odd}}} \mu(m/h) q^h.\]
Our assertion follows at once from the fact that
\[\prod_{l=1}^{\infty} \prod_{m-\text{even}}^{} \frac{1 + \tilde{Z}_{lm}^{(m)\text{-even}}}{1 + Y_{lm}^{\text{even}}} = \prod_{N=1}^{\infty} \left(1 + \tilde{Z}_N \right)^{\mathcal{Q}_N/2N}\]
with
\[\mathcal{Q}_N = \sum_{\substack{lm=N \atop m-\text{even}}} l(\operatorname{Irr}_{q^{-1}}(l) - n_l) \sum_{\substack{h|m \atop (m/h)\text{-odd}}} \mu(m/h) q^h.\]
Now for any partition \( n = (n_1, 2n_2, \ldots) \) of odd weight, express
\[
f_n(Y, Z, T, q) = \prod_{m=1}^{\infty} (1 + Y_m)^{(1 + q)_{2m}(n_m - n_m)/2 - D^*_m(n_m) + 2m} (1 + Z_m)^{(1 + q)_{2m}(n_m + n_m)/2 + D^*_m(n_m) - 2m} A_n(T, q).
\]

Note that by (64) and (65), for any partition \( n \neq 0 \) of even weight, we can also write
\[
f_n(Y, Z, T, q) = \prod_{m=1}^{\infty} (1 + Y_m)^{(1 + q)_{2m}(n_m - n_m)/2 - D^*_m(n_m) + 2m} (1 + Z_m)^{(1 + q)_{2m}(n_m + n_m)/2 + D^*_m(n_m) - 2m} A_n(T, q)
\]
and
\[
f_{-n}(Y, Z, T, q) = \prod_{m=1}^{\infty} (1 + Y_m)^{-(1 + q)_{2m}(n_m - n_m)/2 - D^*_m(n_m) + 2m} (1 + Z_m)^{-(1 + q)_{2m}(n_m + n_m)/2 + D^*_m(n_m) - 2m} (A_n(T, q)).
\]

One can combine the definition of \( f_{\delta}(Y, Z, T, q) \) with the above identities to express
\[
f_{\delta}(Y, Z, T, q) \prod_{l, m=1}^{\infty} [(1 + \bar{Y}_{lm})(1 + \bar{Z}_{lm})]^{-n_{l1}(\bar{1} + \bar{T}_{lm})/2}. \tag{79}
\]
Indeed, by applying the first identity to \( \prod_{l \geq 1} f_{\delta}(Y, Z, T, q)_l \), note that the product in (79) cancels out. Furthermore, by putting \( X_{\delta(Y)} = X_{(n_1, \ldots, 1, \ldots, 2, \ldots)}/\text{exponent of } X_{\delta(Y)} \) for \( l \geq 1 \), we can also separate out the product
\[
\prod_{l=1}^{\infty} \prod_{m=1}^{\infty} [(1 + \bar{Y}_{lm})(1 + \bar{Z}_{lm})]^{-\text{exponent of } X_{\delta(Y)}}/2
\]
which clearly depends only upon our original fixed partition \( \delta \). The remaining part of \( f_{\delta}(Y, Z, T, q) \), which acts on \( A_n(qT, 1/q) \) by scalar multiplication, can be expressed using (58). (Recall that the differential operator \( D^*_m(n, d) \), for \( m \geq 1 \), acts on a product \( \prod_{k=1}^{\infty} P_{c_k}(t_k) \), with \( d \in \mathcal{P}(n, q) \), as scalar multiplication by \( a_{m}^*a_{m}^*(d, d) \).

Consider now \( D^{*\delta}(Y, Z)M_{\delta}(T, q) \). By the properties of the differential operator \( D^{*\delta}_N \), we can write
\[
D^{*\delta}(Y, Z)M_{\delta}(T, q) = D^{*\delta}(Y, Z)A_{n,1}(qT, 1/q) \cdot D^{*\delta}(Y, Z) \left( \prod_{l=1}^{\infty} (T_q^{(l, \ell)} \cdot M_{\delta}(T_q^{(l, \ell)}, q)) \cdot E'(T, q) \cdot E''(T, q) \right)
\]
where, for all \( N \geq 1 \), \( D^{*\delta}_N \) acts on \( A_{n,1}(qT, 1/q) \) by \( \bar{D}^N \) (see Lemma 7.6). The second part
\[
D^{*\delta}(Y, Z) \left( \prod_{k} M_{\delta}(T_q^{(k, \ell)}, q^k) \cdot M_{\delta}(T_q^{(l, \ell)} \cdot M_{\delta}^{*\ell}(T_q^{(l, \ell)}, q^k)) \cdot E'(T, q) \cdot E''(T, q) \right)
\]
can be easily handled as follows. Express first the factors \( A_{n_{kh}}(T_q^{(l, \ell)}, q^k) \) (resp. \( A_{n_{kh}}(\pm T_q^{(l, \ell)}, q^k) \)) of \( M_{\delta}(T_q^{(l, \ell)}, q^k) \) (resp. \( M_{\delta}(T_q^{(l, \ell)}, q^k) \)) by their definition (58); also, write explicitly \( E'(T, q) \cdot E''(T, q) \). For \( n_{kh} = (n_{11}(n_{kh}), 2n_{22}(n_{kh}), \ldots) \), express each characteristic polynomial \( P_{c_d}(t_d^k) \), for \( d \in \mathcal{P}(n_{kh}, q^k) \) and \( \alpha = 1, \ldots, r \), by
\[
P_{c_d}(t_d^k) = (1 - q^k t_d^k)^{n_{kh}(n_{kh})/2} \prod_{i=1}^{\infty} \prod_{j=1}^{\infty} \left( 1 + t_d^i - t_d^j \right)^{n_{kh}(n_{kh})/2}.
\]
For \( n_{kh} = (n_{11}(n_{kh}), 2n_{22}(n_{kh}), \ldots) \), we express
\[
(1 - e_{\alpha}) = \prod_{i=1}^{\infty} \prod_{j=1}^{\infty} \left( e_{\alpha}^i - e_{\alpha}^j \right)^{n_{kh}(n_{kh})/2}.
\]
Here $\epsilon = \pm 1$, the sign agreeing with that on $n_{\ell,h}$. Notice that the product

\[ \prod_{\alpha=1}^{r} \prod_{k=1}^{\infty} (1 - q^{k_i} t_{\alpha}^{2k})^{-n_k/2} \]

factors out. Since

\[ (1 - t^2)^{1/2} = \prod_{i=1}^{\infty} (1 - q^{i} t^{2i})^{1/2} \]

it follows easily, using Lemma 7.4 (72), that

\[ \left( \prod_{\alpha=1}^{r} (1 - t_{\alpha}^{2})^{1/2} \prod_{k=1}^{\infty} (1 - q^{k_i} t_{\alpha}^{2k})^{-n_k/2} \right) E(T^2)^{1/2} \]

is precisely the contribution of the remaining part of the product $G$ in Lemma 7.6, i.e., $\prod_{N=1}^{\infty} \left( \frac{1 + \tilde{Z}_N}{1 + \tilde{Y}_N} \right)^{\frac{R_N}{2}}$ to (74). Then to each of the remaining terms, one applies Lemma 7.4 (73) to match each of them with the remaining contributions in (79).

Putting everything together, it follows that we can express (74) as

\[ c_{\beta} K_{\eta}(Y, Z) \cdot \mathcal{D}(Y, Z) [E(T^2)^{-1/2} M_{\beta}(T, q)] E(T^2)^{1/2} \]

where we set

\[ K_{\eta}(Y, Z) := \frac{\prod_{l=1}^{\infty} \prod_{m=1}^{\infty} (1 + \tilde{Y}_{lm})(1 + \tilde{Z}_{lm})^{(\nu_{lm} - \text{exponent of } X_{\ell m} \text{ in } X_{n/2})/2}}{\prod_{l=1}^{\infty} \prod_{m=1}^{\infty} \prod_{\nu=1}^{\infty} \left( \frac{1 + \tilde{Z}_{2\nu}}{1 + \tilde{Y}_{2\nu}} \right)^{-\text{exponent of } X_{\ell m} \text{ in } X_{n/2}/2^{\nu+1}}} \cdot \]

Accordingly, if we define

\[ \mathcal{D}_{\eta, \gamma, \beta}(T, q) = E(T^2)^{1/2} \text{ Coefficient}_{Y^3 Z^2} [K_{\eta}(Y, Z) \cdot \mathcal{D}(Y, Z) E(T^2)^{-1/2} \mathcal{D}(Y, Z)] \]  

\[ \mathcal{D}_{\eta, \gamma, \beta}(T, q) = E(T^2)^{1/2} \text{ Coefficient}_{Y^3 Z^2} [K_{\eta}(Y, Z) \cdot \mathcal{D}(Y, Z) E(T^2)^{-1/2} \mathcal{D}(Y, Z)] \]  

(80)

then it is clear that $C_{\eta, \gamma, \beta}(T, q) = \mathcal{D}_{\eta, \gamma, \beta}(T, q) C_{\eta, 0, 0}(T, q)$. Hence $C_{\eta, \gamma, \beta}(T, q) = 0$ if $C_{\eta, 0, 0}(T, q) = 0$. Notice that by Lemma 7.4 (72), applied with $\gamma_1 = 1$, $\gamma_1 = 0$ for $l \geq 2$, and $q = 1$, one could express

\[ \mathcal{D}(Y, Z) E(T^2)^{-1/2} \cdot E(T^2)^{1/2} = \prod_{\nu=1}^{\infty} \left( \frac{1 + \tilde{Z}_{2\nu}}{1 + \tilde{Y}_{2\nu}} \right)^{-2^{\nu-1}} \]

which could be absorbed into $K_{\eta}(Y, Z)$.

The argument is completely analogous if $|n|$ is even.

In the next section, we shall construct $\tilde{C}(X, T, q)$ such that

\[ C(C(\tilde{C}(X, T, q), T, q), T, 1/q) = \tilde{C}(X, T, q). \]

(81)

As in the proof of Theorem 7.1, one deduces easily that $C_{\eta, 0, 0}(T, q) = 0$ if one assumes that $C_{\eta, 0, 0}(T, q) = 0$, for all partitions $\mathcal{N}$ of weights $2 \leq |N| < |\mathcal{N}|$. (One checks directly that $C_{\eta, 0, 0}(T, q) = 0$ when $\mathcal{N} = (1^2)$, or $\mathcal{N} = (2^1)$.)

This completes the proof of the theorem subject to the construction of $\tilde{C}(X, T, q)$ satisfying the required properties. \[ \Box \]
8 The series $\bar{C}(X, T, q)$

In this section, we shall construct the general series $\bar{C}(X, T, q)$ satisfying the relation (81), and thus concluding the proof of Theorem 7.5; the series $\bar{c}(x, T, q)$ used in the final step of the proof of Theorem 7.1 is just a specialization of $\bar{C}(X, T, q)$. Most of what we will say here is independent from the rest of the paper.

To put things in perspective, we begin by discussing the occurrence of a special case of the series $\bar{C}(X, T, q)$ in the context of a well-known result of Ezra Getzler.

Let $\mathcal{M}_{0,n}$ ($n \geq 3$) denote the moduli space of irreducible, non-singular, projective curves of genus 0 with $n$ distinct marked points. Let $\overline{\mathcal{M}}_{0,n}$ denote its Deligne-Mumford compactification, consisting of the stable curves of genus 0 with $n$ distinct marked points. It is well-known (see [36] and [63]) that the corresponding Deligne-Mumford stacks $\mathcal{M}_{0,n}$ and $\overline{\mathcal{M}}_{0,n}$ are smooth and defined over $\mathbb{Z}$.

We recall that for a Deligne-Mumford stack $\mathcal{X}$ of finite type over $\mathbb{Z}$, one defines its number of points over a finite field $\mathbb{F}_q$ to be

$$\#\mathcal{X}(\mathbb{F}_q) = \sum_{\xi \in [\mathcal{X}(\mathbb{F}_q)]} \frac{1}{#\text{Aut}_\mathbb{F}_q(\xi)}$$

the sum being taken over the isomorphism classes of the category $\mathcal{X}(\mathbb{F}_q)$. Here, for an isomorphism class $\xi$, $\text{Aut}_\mathbb{F}_q(\xi)$ denotes the finite group of automorphisms of any object representing $\xi$. In particular, if $\mathcal{X} = \mathcal{M}_{0,n}$, then, by counting points, one sees that

$$\#\mathcal{M}_{0,n}(\mathbb{F}_q) = \#\overline{\mathcal{M}}_{0,n}(\mathbb{F}_q) = \prod_{k=2}^{n-2} (q-k)$$

$(n \geq 3)$.

The number of points $\#\overline{\mathcal{M}}_{0,n}(\mathbb{F}_q)$ $(n \geq 3)$ can be obtained from the following theorem of Getzler [50]; see also McMullen [70].

**Theorem (Getzler).** — The generating functions

$$f(x) = x - \sum_{n=2}^{\infty} \#\mathcal{M}_{0,n+1}(\mathbb{F}_q) \frac{x^n}{n!} = \frac{1 + q^2 x - (1 + x)^q}{q(q - 1)}$$

and $g(x) = x + \sum_{n=2}^{\infty} \#\overline{\mathcal{M}}_{0,n+1}(\mathbb{F}_q) \frac{x^n}{n!}$

are formal compositional inverses of one another.

Note that $g(x) = g(x, q)$ satisfies the functional equation

$$q^2 g(x, q) = q(q - 1)x + g(qx, 1/q)$$

(82)

which can be verified directly.

The connection between the function $g(x)$ in Getzler’s theorem and $\bar{c}(x, T, q)$ used in the proof of Theorem 7.1 can be easily seen as follows. First, set $t_1 = \cdots = t_r = 0$ and $y = z$ in $c_{\text{odd}}(x, y, z; T, q)$ and $c_{\text{even}}(x, y, z; T, q)$ introduced in 7.1. Denoting $c_{\text{odd}}(x, z, 0, \ldots, 0, q)$ (resp. $c_{\text{even}}(x, z, 0, \ldots, 0, q)$) by $c_{\text{odd}}(x, z; q)$ (resp. $c_{\text{even}}(x, z; q)$), one can write, for example,

$$c_{\text{odd}}(x, z; q) = \sum_{n,k \geq 0} x^{2n+1} z^k \sum_{i+j=k} A_{2n+1,i,j}(0, \ldots, 0, q) \frac{1}{i!j!}.$$  

For fixed $n \geq 1$ and $k \geq 0$, we have

$$\sum_{i+j=k} A_{n,i,j}(0, \ldots, 0, q) \frac{1}{i!j!} = \sum_{d \in \mathbb{Z}_n} \sum_{i+j=k} N_{i,j}(d, q) \frac{1}{i!j!} = \sum_{d \in \mathbb{Z}_n} \sum_{i+j=k} \left( \frac{q^{-d} - 1}{d} \right) \left( \frac{q^{-d} - 1}{d} \right).$$

8We hope that some of the readers will find the material included in this section of independent interest.

9This series is obtained by specializing $X_1 = x$, $X_n = 0$, for $n \geq 2$, and taking $t_1 = \cdots = t_r = 0$.  
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The last double sum is just \((q)_k (q - n)_k\). Hence

\[
c_{\text{odd}}(x, z; q) = \frac{(1 + x + z)^q - (1 - x + z)^q}{2}.
\]

Similarly,

\[
c_{\text{even}}(x, z; q) = -1 + \frac{(1 + x + z)^q + (1 - x + z)^q}{2}.
\]

Next, consider

\[
\check{c}(x, q) = \check{c}(x, T, q)|_{t_2 = \cdots = t_k = 0} = (\check{A}_{\text{odd}}(x, q), \check{A}_{\text{even}}(x, q), \check{A}_{\text{even}}(x, q))
\]

where \(\check{c}(x, T, q)\) will be given in 7.5. The components \(\check{A}_{\text{odd}}(x, q)\) and \(\check{A}_{\text{even}}(x, q)\) are formal power series of the form

\[
\check{A}_{\text{odd}}(x, q) = x + \sum_{m \geq 3} a_m(q)x^m \quad \text{and} \quad \check{A}_{\text{even}}(x, q) = \sum_{m \geq 2} a_m(q)x^m
\]

and (as it turns out in this special case) these series can also be obtained as the unique solution of the system

\[
c_{\text{odd}}(\check{A}_{\text{odd}}(x, q), \check{A}_{\text{even}}(x, q); q) = -q(q - 1)x + q^2 \check{A}_{\text{odd}}(x, q)
\]

and

\[
c_{\text{even}}(\check{A}_{\text{odd}}(x, q), \check{A}_{\text{even}}(x, q); q) = q^2 \check{A}_{\text{even}}(x, q).
\]

Setting \(A := \check{A}_{\text{odd}} + \check{A}_{\text{even}}\), it follows that

\[
(c_{\text{odd}} + c_{\text{even}})(\check{A}_{\text{odd}}(x, q), \check{A}_{\text{even}}(x, q); q) = -1 + (1 + A(x, q))q = -q(q - 1)x + q^2 A(x, q)
\]

and thus

\[
A(x, q) = g(x, q) = x + \sum_{n=2}^{\infty} \# \mathcal{M}_{0,n+1}(\mathbb{F}_q) \frac{x^n}{n!}.
\]

Note that the functional equation (82) implies the relation (57).

As we shall shortly see, Getzler’s theorem will be used, in fact, in the initial step of the construction of the more general series \(\check{C}(X, T, q)\).

### 8.1 Moduli spaces of admissible double covers

We first need to introduce certain moduli spaces of admissible double covers, and some generating series attached to them.

For an even positive integer \(n\) and a nonnegative integer \(m\) such that \(m + n \geq 3\), let \(\text{Adm}_{n,m}\) denote the moduli space of admissible double covers over stable curves of genus 0 with \(n\) branched points and additional \(m\) marked points. These moduli spaces are smooth, proper Deligne-Mumford stacks defined over \(\text{Spec} \mathbb{Z}[\frac{1}{2}]\); the standard references for stacks of admissible covers are [57] and [1].

Let \(\mathbb{F}_q\) be, as before, a finite field of odd characteristic, and let \(\overline{\mathbb{F}}_q\) be a fixed algebraic closure of it. We shall consider the moduli space \(\text{Adm}_{n,m}\) over \(\overline{\mathbb{F}}_q\).

The group \(G := G_{n,m} := S_n \times (S_2 \wr S_m)\) acts on the \(\overline{\mathbb{F}}_q\)-points of the elements of \(\text{Adm}_{n,m}\) by permuting the marked points of the target curves and (eventually) by switching the points in the corresponding fibers. It is mentioned in [22] (p. 2), with reference to [84] and [92], that, for the hyperoctahedral group \(S_2 \wr S_m\) of order \(2^m \cdot m!\), the conjugacy classes are parametrized by pairs of partitions \((i, j)\) such that \(|i| + |j| = m\). Thus the conjugacy classes of the group \(G_{n,m}\) are parametrized by triples of partitions \((n, i, j)\) with \(|n| = n\) and \(|i| + |j| = m\).

To be more precise, an element \(\sigma\) of the hyperoctahedral factor \(S_2 \wr S_m\) can be viewed as a signed permutation acting on the set \(\mathcal{I} := \{\pm 1, \ldots, \pm m\}\) with the property that \(\sigma(a) = -\sigma(-a)\) for all \(a \in \mathcal{I}\). The orbit of an element \(a \in \mathcal{I}\) is either
even (i.e., if $b$ is in the orbit of $a$ then $-b$ is also in the orbit of $a$) or, alternatively, the orbit of $a$ is disjoint from the orbit of $-a$. The two partitions $(i,1)$ corresponding to the conjugacy class of $\sigma$ are determined by these orbits. Here $i$ corresponds to the even orbits and $j$ to the remaining ones.

Let $D \to C$ be an admissible double cover. Let $P \in C(\overline{F}_q)$ be a marked point which is not branched, and let $(P_1, P_2)$ be the points above $P$. Let $\sigma \in S_2 : S_m$, and assume that $D \to C$ is invariant under $F \sigma$. If the orbit of $[(P_1, P_2) \to P]$ is even, there exists a smallest positive integer $k$ such that $\sigma^k([(P_1, P_2) \to P]) = [(P_2, P_1) \to P]$. It follows that $P \in C(\overline{F}_q)$ and $F^k(P_1) = P_2$; thus $P_1$ and $P_2$ are not defined over $\overline{F}_q$. If the orbit of $[(P_1, P_2) \to P]$ is disjoint from the orbit of $[(P_2, P_1) \to P]$, then $F^k(P_1) = P_1$ and $F^k(P_2) = P_2$ for all $k$ such that $\sigma^k(P) = P$, and thus the points above $P$ are defined over the same field as $P$.

For any $\tau \in G$, consider the set $Adm_{n,m}^F(\tau)$ of fixed points of $F \tau$ on $Adm_{n,m}$. Note that there exists a unique moduli $Adm_{n,m}^F(\tau)$ such that

$$Adm_{n,m}^F(\tau) \otimes_{\mathbb{F}_q} \overline{F}_q \simeq Adm_{n,m} \otimes_{\mathbb{F}_q} \overline{F}_q$$

and $F \tau$ becomes the relative Frobenius endomorphism induced by this $\overline{F}_q$-structure on $Adm_{n,m}$.

For partitions $n = (1^{n_1}, 2^{n_2}, \ldots)$, $i = (1^{i_1}, 2^{i_2}, \ldots)$ with $n$ of even weight and $|n| + |i| + |j| \geq 3$, let $\mathcal{D}_{n,i,j}^F$ denote the category of admissible double covers over $\mathbb{F}_q$ of genus 0 stable curves with branching given by $n$, i.e., with $n_k$ branched $\mathbb{F}_q$-Galois orbits of cardinality $k$ (for $k = 1, 2, \ldots$), and additional marked points of the base given by the partitions $i$ and $j$ such that:

* each point in the set of marked points corresponding to $j$ and the points in its fiber are defined over the same field,

* the points in the fiber of any marked point corresponding to $i$ are defined over an (necessarily quadratic) extension of the field of definition of the base point.

By convention, we extend this notation to the case $|n| = n = 0$, where trivial (unramified) admissible double covers can be identified with elements of the moduli space $\overline{M}_{0,|i|}$. Moreover, let $\mathcal{D}_{n,i,j}$ denote the subcategory of $\mathcal{D}_{n,i,j}$ corresponding to the smooth locus.

For independent variables $X = (X_1, X_2, \ldots)$, $Y = (Y_1, Y_2, \ldots)$ and $Z = (Z_1, Z_2, \ldots)$, we introduce the generating series $\mathcal{D}(X, Y, Z; q)$ and $\overline{\mathcal{D}}(X, Y, Z; q)$ defined by

$$\mathcal{D}(X, Y, Z; q) := \sum_{n,i,j} \#\mathcal{D}_{n,i,j}(\mathbb{F}_q) X^n Y^i Z^j$$

and

$$\overline{\mathcal{D}}(X, Y, Z; q) := \sum_{n,i,j} \#\overline{\mathcal{D}}_{n,i,j}(\mathbb{F}_q) X^n Y^i Z^j.$$  

In what follows, we shall identify $Adm_{n,m}^F(\tau)$ with $[\overline{\mathcal{D}}_{n,i,j}(\mathbb{F}_q)]$, where $\tau$ is any element in the conjugacy class represented by $(n,i,j)$.

By the Grothendieck-Lefschetz trace formula [5, 6],

$$\#\overline{\mathcal{D}}_{n,i,j}(\mathbb{F}_q) = q^{\dim Adm_{n,m}} \sum_{k} (-1)^k \text{Tr} (\Phi_q^{-1} | H^k(Adm_{n,m} \otimes_{\mathbb{F}_q} \overline{F}_q, \mathbb{Q}_\ell))$$

where $\ell$ is a prime different from the characteristic of $\mathbb{F}_q$, $\Phi_q$ is the arithmetic Frobenius endomorphism (relative to $\mathbb{F}_q$), and $\Phi_q^{-1}$ acts, by transport of structures, on the $\ell$-adic cohomology. We also define

$$\overline{\mathcal{D}}(X, Y, Z; 1/q) := \sum_{n,i,j} \left( \sum_{k} (-1)^k \text{Tr} (\Phi_q^{-1} | H^k(Adm_{n,m} \otimes_{\mathbb{F}_q} \overline{F}_q, \mathbb{Q}_\ell)) \right) X^n Y^i Z^j.$$
8.2 A homomorphism

To make the transition from \( \mathcal{D}(X, Y, Z; q) \) and \( \overline{\mathcal{D}}(X, Y, Z; q) \) to generating functions of products of characteristic polynomials, closely related to \( C(X, T, q) \), and to construct the function \( C(X, T, q) \), which is the main goal of this section, it is convenient to introduce two rings of formal power series equipped with additional structure, and a homomorphism between them compatible with the (additional) structure of the rings. As we shall shortly see, this homomorphism enjoys additional properties.

Let \( \mathcal{F} = \mathbb{Q}(q) \) be the field of rational functions in a variable \( q \); we assume that \( q \) takes values in the set of prime powers. Let \( \mathcal{R} := \mathcal{R}_{\mathcal{F}} \) denote the ring of formal power series in infinitely many variables \( X := (X_n)_{n \geq 1} \), \( Y := (Y_n)_{n \geq 1} \) and \( Z := (Z_n)_{n \geq 1} \) with coefficients in \( \mathcal{F} \). We also consider \( \mathcal{S} := \mathcal{S}_{\mathcal{F}} \), the ring of formal power series in infinitely many variables \( X := (X_n)_{n \geq 1} \) and \( p := (p_n)_{n \geq 1} \) with coefficients in \( \mathcal{F} \).

On each \( \mathcal{R} \) and \( \mathcal{S} \), we define:

1. A family of ring homomorphisms (Adams operations), \( \{ \psi^n \}_{n \in \mathbb{Z}_{\geq 0}} \) such that:
   - (a) \( \psi^n(X_m) = X_{mn} \)
   - (b) \( \psi^n(Y_m) = Y_{mn} \)
   - (c) \( \psi^n(Z_m) = Z_{mn} \)
   - (d) \( \psi^n(p_m) = p_{mn} \)
   - (e) \( \psi^n(f(q)) = f(q^n) \) for \( f \in \mathcal{F} \)

2. The involution \( \iota \) characterized by:
   - (a) \( \iota(Y_n) = Z_n \) if \( n \) is odd
   - (b) \( \iota(Z_n) = Y_n \) if \( n \) is odd
   - (c) \( \iota(p_n) = -p_n \) if \( n \) is odd, respectively
   - (d) All the other variables (and constants) are fixed by \( \iota \)

3. The involution \( \delta \) given by:
   - (a) \( \delta f(X, Y, Z; q) := f(q \ast X, q \ast Y, q \ast Z; 1/q) \)
   - (b) \( \delta h(X, p; q) := h(q \ast X, q \ast p; 1/q) \), respectively

Here \( q \ast (U_n)_{n \geq 1} := (q^n U_n)_{n \geq 1} \) for any set of variables \((U_n)_{n \geq 1}\).

Using (83), (84) and (85), one can extend \( \psi^n, \iota \) and \( \delta \) to the generating series \( \mathcal{D}(X, Y, Z; q) \) and \( \overline{\mathcal{D}}(X, Y, Z; q) \) (or similar such series) in an obvious way. For example,

\[
\psi^n \overline{\mathcal{D}}(X, Y, Z; q) = \sum_{n, i, j} \overline{\mathcal{D}}_{n, i, j}(\overline{\mathcal{F}}_{q^m}) \psi^m(X^n) \psi^m(Y^i) \psi^m(Z^j) \quad \text{for } m \geq 1
\]

and

\[
\delta \overline{\mathcal{D}}(X, Y, Z; q) := \overline{\mathcal{D}}(q \ast X, q \ast Y, q \ast Z; 1/q) = \sum_{n, i, j} q^{[n+[i+j]+]} \left( \sum_k (-1)^k \text{Tr}(\Phi_q \tau^{-1} \mid H^k(\text{Adm}_{n,m} \otimes_{\mathbb{Q}_p} \overline{\mathcal{F}}, \mathbb{Q}_\ell)) \right) X^n Y^i Z^j.
\]

Since \( \dim \text{Adm}_{n,m} = n + m - 3 \), note that we have the relation

\[
\delta \overline{\mathcal{D}}(X, Y, Z; q) = q^{3} \overline{\mathcal{D}}(X, Y, Z; q).
\]

We remark that one may choose to work more generally with formal power series over the Grothendieck ring of the abelian category \( \text{Rep}_{\mathbb{Q}_p}(\text{Gal}([\overline{\mathbb{Q}}/\mathbb{Q}])) \) of \( \ell \)-adic Galois representations, where one can define natural operations \( \{ \psi^n \}_{n \in \mathbb{Z}} \), cf. [82, Chapters 5, 6].
For two elements \(f \in \mathcal{R}\) and \(g = (g_1, g_2, g_3) \in \mathcal{R}^3\) such that \(g_i (i = 1, 2, 3)\) has no constant term, we define the *plethystic* substitution \(f \circ g\) by replacing \(X_n \mapsto \psi^n (g_1), Y_n \mapsto \psi^n (g_2)\) and \(Z_n \mapsto \psi^n (g_3)\) \((n \geq 1)\) in the expression of \(f\).

### 8.3 Special elements

In each of the rings \(\mathcal{R}\) and \(\mathcal{S}\) there exists a special element defined as follows.

On \(\mathcal{R}\) consider the element

\[
\partial_{Z_1} D_0 (Z; q) = \frac{-1 - qZ_1 + \prod_{n \geq 1} (1 + Z_n)^{1/n_q(n)}}{q(q - 1)} \in \mathcal{R}
\]

where

\[
D_0 (Z; q) = \frac{-1 + (1 + Z_1) \prod_{n \geq 1} (1 + Z_n)^{1/n_q(n)}}{q(q^2 - 1)} - \frac{Z_1^2}{2(q - 1)} - \frac{Z_1}{q(q - 1)} - \frac{Z_2}{2(q + 1)}
\]

is the constant term in \(X = (X_n)_{n \geq 1}\) of \(\mathcal{D}(X, Y, Z; q)\), and \(\partial_{Z_1}\) denotes the partial derivative with respect to \(Z_1\). The expression of \(D_0 (Z; q)\) can be obtained by direct computation; see also [52, Theorem 7.17] and [52, Theorem 7.15 (c)], or [37, Corollary 4.2], where \(D_0 (Z; q)\) is denoted by \(\chi_n (V) (p)\). Now, the special element we consider is the unique solution \(S(Z; q)\) of the equation

\[
\partial_{Z_1} D_0 (Z; q) \circ (Z_1 + S(Z; q)) = S(Z; q)
\]

where “\(\circ\)” is the plethystic substitution\(^{10}\). Letting \(\bar{D}_0 (Z; q)\) denote the constant term in \(X = (X_n)_{n \geq 1}\) of \(\bar{\mathcal{D}}(X, Y, Z; q)\), we have

\[
S(Z; q) = \partial_{Z_1} \bar{D}_0 (Z; q).
\]

This identity can be easily deduced from [52, Theorem 7.17] and [52, Theorem 7.15 (c)], or [37, Corollary 4.2].

The special element on \(\mathcal{S}\) is

\[
E(p) := \exp \left( \sum_{n \geq 1} \frac{p_n}{n} \right) = 1 + \sum_{k \geq 1} \frac{1}{k!} \left( \sum_{n \geq 1} \frac{p_n}{n} \right)^k.
\]

With the above notation and terminology, we have:

**Proposition 8.1.** — There exists a unique homomorphism \(\pi : \mathcal{R} \rightarrow \mathcal{S}\) with the following properties:

\[
\pi|_{\mathcal{F}} = \text{Id}_{\mathcal{F}}, \quad \pi (X_1) = X_1, \quad \pi (1 + Z_1 + S(Z; q)) = E(p),
\]

\[
\pi \circ \psi^n = \psi^n \circ \pi \quad \forall n \geq 1 \quad \text{and} \quad \pi \circ \varepsilon = \varepsilon \circ \pi.
\]

Moreover, we have

\[
\pi(Z_1) = \frac{1 - q^2 + q^2 E(p) - \delta E(p) q(q - 1)}{q(q - 1)} \quad \text{and} \quad \pi \circ \delta = \delta \circ \pi.
\]

**Proof.** By setting \(\deg(X_n) = \deg(Y_n) = \deg(Z_n) = \deg(p_n) = n\), we obtain a grading on each of the rings \(\mathcal{R}\) and \(\mathcal{S}\). Then, via Adams operations, each of the rings is freely generated by the degree one elements. From the definition of \(\partial_{Z_1} D_0 (Z; q)\) and (87), we see that every monomial in \(S(Z; q)\) has (weighted) degree \(\geq 2\). Since

\[
E(p) = 1 + p_1 + \text{higher degree terms}
\]

and \(Y_1 = \varepsilon(Z_1)\), the existence and uniqueness of \(\pi\) follows.

To compute \(\pi(Z_1)\), we first express (87) in the equivalent form

\[
(Z_1 - \partial_{Z_1} D_0 (Z; q)) \circ (Z_1 + S(Z; q)) = Z_1.
\]

\(^{10}\)This is defined by replacing \(Z_0 \mapsto (Z_0 + \psi^n S(Z; q))\) \((n \geq 1)\) in the expression of \(\partial_{Z_1} D_0 (Z; q)\).
Thus, in particular, let Lemma 8.3.

Writing (87) explicitly and differentiating with respect to \( \pi \), we have the formula

\[
\pi(Z_1) = \frac{1 - q^2 + q^2 E(p) - \prod_{n \geq 1} (\psi^n E(p))^{\text{Ir}(n)}}{q(q - 1)}.
\]

We have the formula

\[
\prod_{n \geq 1} (\psi^n E(p))^{\text{Ir}(n)} = \delta E(p)
\]

which can be easily verified by matching the logarithms of the two sides, and the expression of \( \pi(Z_1) \) stated follows.

Finally, to prove that \( \pi \) commutes with \( \delta \), we note that the formula for \( \pi(Z_1) \) implies that \( \pi(\delta(Z_1)) = \delta(\pi(Z_1)) \). The remaining relations can be verified by simple calculations.

8.4 Further Computations

The formulas given in the next two lemmas will play a key role in our argument.

Lemma 8.2. — Let \( \partial_{z_1} S(Z; q) \) denote the partial derivative of \( S(Z; q) \) with respect to \( Z_1 \). Then

\[
\pi(1 + \partial_{z_1} S(Z; q)) = \frac{(q - 1)E(p)}{qE(p) - \delta E(p)}.
\]

Proof. Writing (87) explicitly and differentiating with respect to \( Z_1 \), we find easily that

\[
\partial_{z_1} S(Z; q) = (1 + \partial_{z_1} S(Z; q)) \cdot \left\{ \frac{-(1 + Z_1 + S(Z; q)) + \prod_{n \geq 1} (1 + Z_1 + \psi^n S(Z; q))^{\text{Ir}(n)}}{(q - 1)(1 + Z_1 + S(Z; q))} \right\}.
\]

To this we apply \( \pi \). Then Proposition 8.1 and (88) yield

\[
\pi(1 + \partial_{z_1} S(Z; q)) - 1 = \pi(1 + \partial_{z_1} S(Z; q)) \cdot \frac{-E(p) + \delta E(p)}{(q - 1)E(p)}
\]

and the lemma follows.

Lemma 8.3. — Let \( \partial_{x_1} D_2(X, Y, Z; q) \) be defined by

\[
\partial_{x_1} D_2(X, Y, Z; q) = \frac{2X_1 \left( \prod_{m} (1 + Y_m)^{c_{m/2^{r_2(m)}}(q^{2^{r_2(m)}}))(2m)(1 + Z_m)^{c_m(q) - c_m/2^{r_2(m)}}(q^{2^{r_2(m)}})}{q(q - 1)} \right)}{\epsilon \in \mathcal{R}}.
\]

Define \( K(X, Y, Z; q) \) as the unique solution of the equation

\[
\partial_{x_1} D_2(X, Y, Z; q) \circ (X_1 + K(X, Y, Z; q), Y_1 + \iota(S(Z; q)), Z_1 + S(Z; q)) = K(X, Y, Z; q)
\]

where \( \circ \) is the plethystic substitution. Then

\[
\pi(K(X, Y, Z; q)) = 0.
\]

In particular, \( \pi(\partial_{x_1} K(X, Y, Z; q)) = 0 \).
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Proof. As before, using Proposition 8.1 and (88), we write

\[ \pi(K(X, Y, Z; q)) = \frac{2(X_1 + K(X, Y, Z; q))}{q(q - 1)} \prod_{m \geq 1} \left( \frac{\nu^m E(p)}{\nu^m E(p)} \right)^{c_m/z_2(m)} \left( q^{z_2(m)} \right)^{(2m)} \cdot \frac{\delta E(p)}{E(p) - 1}. \]

The lemma follows from the identity

\[ \prod_{m \geq 1} \left( \frac{\nu^m E(p)}{\nu^m E(p)} \right)^{c_m/z_2(m)} \left( q^{z_2(m)} \right)^{(2m)} = \frac{E(p)}{\delta E(p)}. \]

\[ \Box \]

Remark. It can be verified that \( K(X, Y, Z; q) \) in the last lemma is precisely

\[ K(X, Y, Z; q) = \partial_{x_1} \partial_{x_2}(X, Y, Z; q) \]

where \( \partial_{x_2}(X, Y, Z; q) \) is the coefficient of \( X_1^2 \) in \( \partial \mathcal{D}(X, Y, Z; q) \).

### 8.5 Essential parts of admissible double covers with marked points

For a function \( F(X, Y, Z; q) \), define

\[ \partial F(X, Y, Z; q) := (\partial_{x_1} F(X, Y, Z; q), \partial_{x_2} F(X, Y, Z; q), \partial_{x_3} F(X, Y, Z; q)) \]

where \( \partial_{x_1}, \partial_{x_2} \) and \( \partial_{x_3} \) denote the partial derivatives of \( F \) with respect to \( X_1, Y_1 \) and \( Z_1 \), respectively.

The main purpose of this section is to obtain a recursive relation for \( \pi(\partial \mathcal{D}(X, Y, Z; q)) \). To do so, we begin by introducing some useful notation and terminology.

Let \( C \) be an admissible double cover with a distinguished smooth point \( P_0 = P_0(C) \) sometimes called the root of \( C \); we shall always assume that the point of the base curve corresponding to \( P_0 \) is defined over the field of definition of \( C \). The irreducible component of \( C \) containing \( P_0 \) is called the root component of \( C \). To each point \( P \) of \( C \), by which we mean a point of the base curve together with its fiber, we associate a color, or type, \( \kappa(P) \) as follows:

(i) \( \kappa(P) = \text{white} \), or \( X_1 \)-type, if the fiber of the corresponding point of the base curve consists of one point.

(ii) \( \kappa(P) = \text{blue} \), or \( Z_1 \)-type, if the fiber of the corresponding point of the base curve consists of two points, and both these points are defined over the same field as the corresponding point of the base curve.

(iii) \( \kappa(P) = \text{red} \), or \( Y_1 \)-type, if the fiber of the corresponding point of the base curve consists of two points, and these points are not defined over the same field as the corresponding point of the base curve.

For a type \( \varnothing \in \{ X_1, Y_1, Z_1 \} \), we shall denote by \( E^\varnothing(p) \) the function

\[ E^\varnothing(p) = \begin{cases} 
1 & \text{if } \varnothing = X_1 \\
\nu E(p) & \text{if } \varnothing = Y_1 \\
E(p) & \text{if } \varnothing = Z_1.
\end{cases} \]

In what follows, we shall consider only rooted admissible double covers. For \( \varnothing \in \{ X_1, Y_1, Z_1 \} \), let \( \partial_{x_i} \mathcal{F}_{n,i} \) denote the category of rooted admissible double covers \( C \) over \( \mathbb{F}_q \), whose distinguished points \( P_0(C) \) are of type \( \varnothing \), and the corresponding points of the base curves are marked points, i.e., the point corresponding to \( P_0(C) \) is one of the \( |n| \)
branch points if \( \varpi = X_1 \), or one of the \(|j| \) (resp. \(|j|\)) marked points if \( \varpi = Z_1 \) (resp. \( \varpi = Y_1 \)). Note that the point of the base curve corresponding to \( P_0(C) \) is defined over \( \mathbb{F}_q \). We also define

\[
\partial_\varpi \overline{\mathbb{D}}_n = \begin{cases} 
\partial_{X_1} \overline{\mathbb{D}}_{n,0,0} & \text{if } \varpi = X_1 \\
\partial_{Y_1} \overline{\mathbb{D}}_{n,1,0} & \text{if } \varpi = Y_1 \\
\partial_{Z_1} \overline{\mathbb{D}}_{n,0,1} & \text{if } \varpi = Z_1.
\end{cases}
\]

From now on, a point \( P \) of an admissible double cover \( C \) will be called \textit{ramified} or \textit{unramified} according as the corresponding point of the base curve is branched or not. We shall also refer to a point of an admissible double cover as being a node (or marked) if the corresponding point of the base is so. Finally, for each point \( P \in C \), let \( n_P \) stand for the degree of \( P \), that is, \( n_P = [k(P) : k] \), where \( k \) is the field of definition of \( C \).

Let \( C \) be an admissible double cover with a distinguished point \( i \), which belongs to \( \mathbb{F}_q \). We define its \textit{essential} part, denoted by \( \text{ess}(C) \), to be the admissible double cover obtained from \( C \) by repeating the process of deleting all the unramified markings and stabilizing it. The isomorphism class of the resulting cover is an element of \( \partial_\varpi \overline{\mathbb{D}}_n(\mathbb{F}_q) \). Note that \( \partial_\varpi \overline{\mathbb{D}}(X, Y, Z; q) \) can be expressed as

\[
\partial_\varpi \overline{\mathbb{D}}(X, Y, Z; q) = \sum_{[C_0] \in \partial_\varpi \overline{\mathbb{D}}_n(\mathbb{F}_q)} \sum_{[\text{ess}(C)] = [C_0]} \frac{1}{\#\text{Aut}_k(C)} X^{n(C)} Y^{i(C)} Z^{j(C)}
\]

where, for \( \varpi \in \{X_1, Y_1, Z_1\} \) and \( [C] \in \partial_\varpi \overline{\mathbb{D}}_{n,1,1}(\mathbb{F}_q) \), \( n(C), i(C) \) and \( j(C) \) are such that:

\[
\varpi \cdot X^{n(C)} Y^{i(C)} Z^{j(C)} = X^n Y^i Z^j.
\]

The process of constructing \( \text{ess}(C) \) can be reversed, and one has the following explicit reconstruction of all admissible double covers that have the same essential part:

(i) Consider a finite set \( S \) of Galois orbits of points that are not nodes, ramified points, or the root. Decompose the set \( S = S_1 \cup S_2 \) into two disjoint, possibly empty, subsets. We mark the orbits in \( S_1 \), and in every Galois orbit in \( S_2 \) of a point, say, \( P \), we insert a Galois orbit of an unramified admissible double cover defined over \( \mathbb{F}_q(P) \) with marked points and a root of the same type as \( P \), i.e., the point \( P \) is identified with the root.

(ii) In the Galois orbit of a node \( P \) (or the root \( P_0 \)), we can either leave it as it is, or insert a Galois orbit of an admissible double cover defined over \( \mathbb{F}_q(P) \) (or \( \mathbb{F}_q(P_0) \)) with marked points, the root \( Q_0 \), and one additional distinguished point\(^\text{11}\) \( Q_1 \) defined over \( \mathbb{F}_q(P) \) (or \( \mathbb{F}_q(P_0) \)). With no marked points, other than possibly \( Q_0 \) and \( Q_1 \), in the case of a node, consider the partial normalization of the base curve at the point \( p \) corresponding to \( P \). Since \( p \) is a separating node, the corresponding points \( \{p_0, p_1\} \) of the normalization at \( p \) (i.e., the normalized double point) can be chosen such that \( p_0 \) and the point corresponding to the root lie in the same connected component of the partial normalization, whereas \( p_1 \) lies in the other connected component. This yields two admissible double covers, with base curves the connected components of the partial normalization at \( p \), each with a point \( \tilde{p}_j \) (\( j = 0, 1 \)) — namely, that corresponding to \( p_j \). We identify \( \tilde{p}_0 \) with \( Q_0 \) and \( \tilde{p}_1 \) with \( Q_1 \). In the remaining case, we identify the root \( P_0 \) with \( Q_0 \), and \( Q_1 \) becomes the root of the resulting cover.

(iii) In the Galois orbit of a ramified point \( P \), different from the root, we can either just leave the orbit marked, or, alternatively, insert a Galois orbit of an admissible double cover defined over \( \mathbb{F}_q(P) \) with marked points and with two marked points \( Q_0 \) and \( Q_1 \) defined over \( \mathbb{F}_q(P) \), the point \( Q_0 \) being also the root of the cover. In this case, we identify \( P \) with \( Q_0 \).

Starting with \( C \) (\( [C] \in \partial_\varpi \overline{\mathbb{D}}_n(\mathbb{F}_q) \)), one applies (i), (ii) and (iii) (only once) to obtain an admissible double cover whose essential part is \( C \).

\(^{11}\)In the sense that we choose it always to be the last marked point defined over the field of definition of the admissible double cover.
Finally, for an admissible double cover \( C \) defined over \( \mathbb{F}_q \), we define

\[
P_C(p) = P_C(p, q) := \prod_{p \in C^+ \cap G_{q_i}} \psi^{n_p} E(p) \prod_{p \in C^- \cap G_{q_i}} \psi^{n_q} E(p)
\]

where \( C^+ \) (resp. \( C^- \)) is the set of \( \mathbb{F}_q \)-points of \( C \) of blue (resp. red) color, and \( G_{q_i} = \text{Gal}(\mathbb{F}_q/\mathbb{F}_{q_i}) \). If \( C \) is a hyperelliptic curve over \( \mathbb{F}_q \) then, under the specialization \( p_n \rightarrow p_n(T) = \sum_{i \geq 1} t_i^n \) for all \( n \geq 1 \), we have by (36) that

\[
P_C(p(T)) = E(T)^{q(C)} \cdot \prod_{m \geq 1} E(T^m) \frac{e_m(C) + a_{-m}(C)}{2m} E(-T^m) \frac{e_m(C) - a_{-m}(C)}{2m} = \prod_{i \geq 1} P_C(t_i)
\]

where \( E(T) = \prod_{i \geq 1} (1 - t_i)^{-1} \).

We now prove the following

**Theorem 8.4.** — Consider the series \( H(X, Y, Z; p, q) \) defined by

\[
H(X, Y, Z; p, q) = \left( X_1, -\frac{1}{iE(p)(qE(p) - \delta E(p))} Y_1, \frac{q - 1}{E(p)(qE(p) - \delta E(p))} Z_1 \right)
\]

\[
\circ \partial \left( \sum_{n, i, j} \frac{P_C(p)}{\# \text{Aut}_q(C)} \cdot X^n Y^i Z^j \right).
\]

Letting

\[
\bar{D}^*(X, Y, Z; q) := \bar{D}(X, Y, Z; q) - \bar{D}_0(Z; q) = \sum_{n, i, j} \# \bar{D}_{n, i, j} \cdot X^n Y^i Z^j
\]

we have

\[
H(X, Y, Z; p, q) \circ \left( X_1 + \pi(\partial_{X, \bar{D}^*})(X, p; q), \frac{\pi(\partial_{Y, \bar{D}^*})(X, p; q)}{iE(p)}, \frac{\pi(\partial_{Z, \bar{D}^*})(X, p; q)}{E(p)} \right)
\]

\[
= \left( \pi(\partial_{X, \bar{D}^*})(X, p; q), \frac{\pi(\partial_{Y, \bar{D}^*})(X, p; q)}{iE(p)}, \frac{\pi(\partial_{Z, \bar{D}^*})(X, p; q)}{E(p)} \right).
\]

**Proof.** For any \( \vartriangle \in \{X_1, Y_1, Z_1\} \), we first write \( \pi(\partial_{\vartriangle, \bar{D}^*})(X, p; q) \) as

\[
\pi(\partial_{\vartriangle, \bar{D}^*})(X, p; q) = \sum_{\left| n \right| = \text{even}} \sum_{\left[ C \right] \in \left\{ \partial_{\vartriangle, \bar{D}^*}(\mathbb{F}_q) \right\}} \frac{\alpha^\vartriangle(p, q(C))}{\# \text{Aut}_q(C)} X^{n(C)} \prod_{p \in C^+ \cap G_{q_i}} \psi^{n_p} E(p) \prod_{p \in C^- \cap G_{q_i}} \psi^{n_q} E(p)
\]

\[
\cdot \prod_{p \in N(C) \cap G_{q_i}} \psi^{n_q} \alpha^\vartriangle(p, q(C))
\]

where \( N(C) \) denotes the set of nodes of \( C \),

\[
\alpha^\vartriangle(p) = \alpha^\vartriangle(p, q) = \begin{cases} 1 & \text{if } \vartriangle = X_1 \\ \frac{q - 1}{qE(p) - \delta E(p)} & \text{if } \vartriangle = Y_1 \\ \frac{q - 1}{qE(p) - \delta E(p)} & \text{if } \vartriangle = Z_1 \end{cases}
\]

and \( G_{q_i} = \text{Gal}(\mathbb{F}_q/\mathbb{F}_{q_i}) \).

Indeed, one follows the recipe to reconstruct all the admissible double covers from a fixed \( C \) with \( [C] \in \left\{ \partial_{\vartriangle, \bar{D}^*}(\mathbb{F}_q) \right\} \).

Counting the number of curves that can be inserted by the process, it follows from Proposition 8.1, Lemma 8.2 and
Lemma 8.3 that, after applying \( \pi \), the contribution corresponding to the Galois orbit of a node (or the root) \( P \) is 
\[
\psi^{n,p}(\alpha(p) \cdot E^{n,p}(p)),
\]
while the contribution corresponding to the Galois orbit of a point \( P \) which is neither a node nor the root is 
\[
\psi^{n,p}E^{n,p}(p).
\]

Next, one considers all the curves \( C \) with the same root component \( C_0 \). Note that \( C_0 \) can be represented by a hyperelliptic curve with marked points given by the nodes of \( C \) belonging to \( C_0 \), and with a distinguished point given by the root. In particular, \([C_0]\) is an element of \([D_{n,i}(\mathbb{F}_q)]\) for some partitions \( n, i \) and \( j \). Now the contribution to the first two products in (89) coming from the points of \( C_0 \) is \( C_0(p) \). Finally, notice that the subcurves of \( C \) in a Galois orbit of a node \( P \) contributes the same as in 
\[
\psi^{n,p}\left(\frac{\pi(\partial_{X,Y,Z}D^*)(X,p,q)}{E^{n,p}(p)}\right)
\]
if \( \kappa(p) = Y_1 \) or \( Z_1 \), and as in 
\[
\psi^{n,p}(X_1 + \pi(\partial_{X,Y,Z}D^*)(X,p,q))
\]
if \( \kappa(p) = X_1 \), and the theorem follows.

**Corollary 8.5.** — Define \( B(X,Y,Z;p,q) \) by

\[
B(X,Y,Z;p,q) = (qX_1, qY_1, qZ_1) + q(q - 1) \cdot \left( \frac{qE(p) - \delta E(p)}{q - 1} \cdot \delta E(p) \right) Y_1, \frac{E(p)}{(q - 1) \cdot \delta E(p) Z_1} \circ H(X,Y,Z;p,q).
\]

Then

\[
B(X,Y,Z;p,q) = \left( X_1 + \pi(\partial_{X,Y,Z}D^*)(X,p,q) \cdot \frac{\pi(\partial_{X,Y,Z}D^*)(X,p,q)}{\delta E(p)} \right) \cdot \frac{E(p)}{(q - 1) \cdot \delta E(p) Z_1} \circ H(X,Y,Z;p,q).
\]

**Proof.** A simple calculation using the relation in Theorem 8.4 implies that the left-hand side of the identity in the corollary is

\[
qX_1 + q^2 \pi(\partial_{X,Y,Z}D^*)(X,p,q), \frac{q^2 \pi(\partial_{X,Y,Z}D^*)(X,p,q)}{\delta E(p)} \cdot \frac{E(p)}{(q - 1) \cdot \delta E(p) Z_1} \circ H(X,Y,Z;p,q).
\]

From the definition of \( \bar{D}_0(Z;q) \), we have that

\[
\delta \bar{D}_0(Z;q) = q^3 \bar{D}_0(Z;q).
\]

Differentiating (86) and (90), one finds the relations

\[
\delta(\partial_{X,Y,Z}D^*)(X,Y,Z;q) = q^3 \partial_{X,Y,Z}D^*(X,Y,Z;q)
\]
\[
\delta(\partial_{X,Y,Z}D^*)(X,Y,Z;q) = q^3 \partial_{X,Y,Z}D^*(X,Y,Z;q)
\]
\[
\delta(\partial_{X,Y,Z}D^*)(X,Y,Z;q) = q^3 \partial_{X,Y,Z}D^*(X,Y,Z;q)
\]

and thus we can write

\[
q^2 \pi(\partial_{X,Y,Z}D^*)(X,p,q) = \pi(q^2 \partial_{X,Y,Z}D^*(X,Y,Z;q)) = \pi(\delta(\partial_{X,Y,Z}D^*)(X,Y,Z;q))
\]

(and similarly for the other partial derivatives of \( \bar{D}^*(X,Y,Z;q) \)).

The corollary follows now from the commutativity of \( \pi \) and \( \delta \), see Proposition 8.1.

**8.6 Finishing the proof of Theorem 7.5**

From now on we specialize \( p = (p_n)_{n \geq 1} \) to be the power sums,

\[
p_n = p_n(T) = \sum_{i \geq 1} t_i^n
\]
for independent variables $T = (t_i)_{i \geq 1}$. For compatibility, put $\psi^n(t_i) = t_i^n$, $\iota(t_i) = -t_i$ and $\delta(t_i) = qt_i$, for all $i \geq 1$. We define the plethystic substitution for functions in the variables $X, Y, Z, T$ and $q$ in the obvious way.

We first establish the connection between the function

$$C_1(\bar{X}, T, q) := (C_{1, \text{odd}}(\bar{X}, T, q), C_{1, \text{even}}^-(\bar{X}, T, q), C_{1, \text{even}}^+(\bar{X}, T, q))$$

(see 7.2) and the function

$$B(\bar{X}, T, q) = B(\bar{X}, T, q)|_{(p_n - p_n(T), n \geq 1)}.$$  

To do so, consider temporarily the function $C_1^*(\bar{X}, T, q)$ defined by

$$C_1^*(\bar{X}, T, q) = - (qX_1, q\tilde{E}(-T, q)Y_1, q\tilde{E}(T, q)Z_1) + C_1(\bar{X}, T, q) \circ (X_1, \tilde{E}(-T, q)Y_1, \tilde{E}(T, q)Z_1)$$

where, as before, $\tilde{E}(T, q) = E(T)E(qT)$.

Let $M(\bar{X}, T, q)$ denote the part of the function $H$ introduced in Theorem 8.4 (normalized by $q(q-1)$) given by

$$M(\bar{X}, T, q) = q(q-1) \cdot \partial \left( \sum_{n,i,j} \sum_{[C] \in \{D_{n, i, j}(F_q)\}} \prod_{i \geq 1} P_{C}(t_i) \cdot X^nY^iZ^j \right).$$

Then, by a simple counting argument, we see that

$$C_1^*(\bar{X}, T, q) = M(\bar{X}, T, q).$$

From the definition of $B(\bar{X}, T, q)$, it follows easily that

$$C_1(\bar{X}, T, q) = (X_1, \tilde{E}(-T, q)Y_1, \tilde{E}(T, q)Z_1) \circ B(\bar{X}, T, q) \circ \left( X_1, \frac{Y_1}{\tilde{E}(-T, q)}, \frac{Z_1}{\tilde{E}(T, q)} \right)$$

that is, $C_1(\bar{X}, T, q)$ and $B(\bar{X}, T, q)$ are conjugated under a linear plethystic transformation. Thus we can rewrite the relation in Corollary 8.5 as

$$C_1(\bar{X}, T, q) \circ \tilde{C}_1(\bar{X}, T, q) = \delta(\tilde{C}_1(\bar{X}, T, q)) = \tilde{C}_1(q \ast X, qT, 1/q)$$

(91)

where

$$\tilde{C}_1(\bar{X}, T, q) := \left( X_1 + \pi(\partial_{x_1}\tilde{D}^*)(X, T, q), E(-qT) \cdot \pi(\partial_{y_1}\tilde{D}^*)(X, T, q), E(qT) \cdot \pi(\partial_{z_1}\tilde{D}^*)(X, T, q) \right).$$

Notice that

$$X_1 + \pi(\partial_{x_1}\tilde{D}^*)(X, T, q) = X_1 + \text{higher degree terms}$$

while

$$\pi(\partial_{x_1}\tilde{D}^*)(X, T, q) = \sum_{n,i,j} \#\tilde{D}_{n,i,j}(F_q)X^n \cdot \pi(Y^iZ^j)(T, q).$$

Applying $C_1(\bar{X}, qT, 1/q) \circ -$ to both sides, we obtain

$$C_1(\bar{X}, qT, 1/q) \circ C_1(\bar{X}, T, q) \circ \tilde{C}_1(\bar{X}, T, q) = C_1(\bar{X}, qT, 1/q) \circ \tilde{C}_1(q \ast X, qT, 1/q) = \tilde{C}_1(\bar{X}, T, q)$$

which implies the functional relation (81) used to finish the proof of Theorem 7.5.

Finally, the function $\tilde{c}(x, T, q)$ used to complete the induction process in the proof of Theorem 7.1 is obtained by specializing $X_1 = x$ and $X_n = 0$, for $n \geq 2$, in $\tilde{C}_1(\bar{X}, T, q)$.
9 Constructing the generating series $\Lambda_l(T, q)$

To determine the coefficients $\lambda(\kappa, l; q)$ of $\Lambda_l(T, q)$, for $l \geq 5$ and $\kappa = (k_1, \ldots, k_r) \in \mathbb{N}^r$, one proceeds as in the case $l = 4$. We show that every coefficient $\lambda(\kappa, l; q)$ is a finite sum

$$
\lambda(\kappa, l; q) = \sum_j P_j(\kappa, l)(q)\alpha_j
$$

(92)

where $P_j(\kappa, l)(x) \in \mathbb{Q}[x]$ is independent of $q$ for all $j$, and $\alpha_j$ are distinct $q$-Weil algebraic integers of weights $m_j \in \mathbb{N}$; every $\alpha_j$ occurs in the sum together with all its complex conjugates, and $P_j(\kappa, l)(x) = P_j(\kappa, l)(x)$ if the algebraic numbers $\alpha_j$ and $\alpha_j'$ are conjugates over $\mathbb{Q}$. Moreover, for each $j$, we have

$$
\deg P_j(\kappa, l) + m_j \leq |\kappa| + l \quad \text{and} \quad P_j(\kappa, l)(x)^2 \equiv 0 \pmod{x^{|\kappa|+l-m_j+2}}
$$

(93)

with $|\kappa| = k_1 + \cdots + k_r$. As we shall see, the numbers $\alpha_j$ are the (suitably) normalized eigenvalues of Frobenius acting on the components $H^*_{c, \mu}(\mathcal{H}_g[2] \otimes \overline{F}_q, \mathcal{V}'(\lambda))$ of the $\mathbb{S}_{2g-2}$-isotypic decomposition of $H^*_{c, \mu}(\mathcal{H}_g[2] \otimes \overline{F}_q, \mathcal{V}'(\lambda))$.

Note that

$$
\lambda(\kappa, l; 1/q) = \sum_j P_j(\kappa, l)(1/q)q^{-m_j}\alpha_j;
$$

(94)

compare also with [82, (*), p. 6]. Accordingly, we must have that

$$
\lambda(\kappa, l; q) = \left( P_j(\kappa, l)(q) - q^{|\kappa|+l-m_j+1}P_j(\kappa, l)(1/q) \right)\alpha_j;
$$

(95)

note that $Q_j(\kappa, l)(x) \equiv x^{|\kappa|+l-m_j}P_j(\kappa, l)(1/x) \equiv x^{|\kappa|+l-m_j}P_j(\kappa, l)(x)$ for all $j$, which says that (iii) in Section 3 is satisfied. As $\overline{F}_q$ is an arbitrary finite field of odd characteristic, the condition (ii) is also satisfied.

Now let us justify our assertions. From the initial conditions (i) in Section 3, we have $\lambda(0, \ldots, 0; l; q) = q^l$. We argue by induction on $\kappa$ and $l$. Assume that (92) (together with the corresponding conditions on the polynomials and $q$-Weil integers involved) holds for all coefficients $\lambda(\kappa', l'; *)$ with $l' < l$, and all coefficients $\lambda(\kappa', l; q)$ with $\kappa' < \kappa$. Consider (27) in the symmetric form

$$
E(T)^{\xi} \Lambda_l(T, q) = E(T)^{\xi} A_l(T, q) + q^{l+1}E(T)^{\xi} \Lambda_l(qT, l; 1/q).
$$

By equating the coefficients of $T^\kappa = t_1^{k_1} \cdots t_r^{k_r}$ on both sides, we find that the left-hand side of (95) can be expressed as

$$
\sum_{\kappa' \leq \kappa} a(\kappa', l; q) - \sum_{\kappa' < \kappa} \left( \lambda(\kappa', l; q) - q^{|\kappa'|+l+1}\lambda(\kappa', l; 1/q) \right)
$$

(96)

if $l$ is even, and $a(\kappa, l; q)$ if $l$ is odd.

We recall that the generating series $A_l(T, q)$ satisfies the functional equation (53); as explained at the beginning of Section 7, (53) is implied by the identities (55), or equivalently (70) (proved in Theorem 7.5). Accordingly, if $l$ is odd, $a(\kappa, l; q)$ satisfies the functional equation

$$
a(\kappa, l; q) = -q^{|\kappa|+l+1}a(\kappa, l; 1/q)
$$

(97)

for each $\kappa = (k_1, \ldots, k_r) \in \mathbb{N}^r$. It is clear that both sums in (96) also satisfy the functional equation (97); the first sum in (96) is the coefficient of $T^\kappa$ in $E(T)A_l(T, q)$.

Next, we shall apply Deligne’s theory of weights to express the first sum in (96) (respectively $a(\kappa, l; q)$ when $l$ is odd) in terms of $q$-Weil numbers. The coefficient $\lambda(\kappa, l; q)$ will then be easily determined from the corresponding expression of the sums (96). To this end, let us first recall some facts from Deligne’s theory that we shall need. We follow the standard reference [35].
Let $\mathbb{F}_q$ be a finite field with $q$ elements. Fix $\overline{\mathbb{F}}_q$ an algebraic closure of $\mathbb{F}_q$. Let $\mathcal{F}$ be a constructible $\overline{\mathbb{Q}}_l$-sheaf $(\ell + q)$ on a scheme $X$ of finite type over $\mathbb{F}_q$. Set $\overline{X} := X \otimes_{\mathbb{F}_q} \overline{\mathbb{F}}_q$, and denote the pullback of $\mathcal{F}$ to $\overline{X}$ by $\overline{\mathcal{F}}$. The Frobenius morphism $F : \overline{X} \to \overline{X}$ induces a natural isomorphism $F^* : F^*\overline{\mathcal{F}} \to \overline{\mathcal{F}}$. The finite morphisms $F$ and $F^*$ define an endomorphism

$$F^* : H^i_c(\overline{X}, \overline{\mathcal{F}}) \to H^i_c(\overline{X}, F^*\overline{\mathcal{F}}) \to H^i_c(\overline{X}, \overline{\mathcal{F}})$$

of cohomology groups with compact support. For a closed point $y \in [X]$, $F^*$ defines a morphism

$$F^*_y : \overline{\mathcal{F}}(y) \to \overline{\mathcal{F}}(y).$$

Let $x \in [X]$ be a closed point, and let $\bar{x}$ be a geometric point of $X$ over $x$. (The closed point of $\overline{X}$ corresponding to $\bar{x}$ is also denoted by $\bar{x}$.) Let $F^*_x$ denote the endomorphism $F^*_{\deg x}$ of $\overline{\mathcal{F}}_{\bar{x}}$, where $\deg x := [\mathbb{F}_q(x) : \mathbb{F}_q]$. Up to isomorphism, $(\overline{\mathcal{F}}_{\bar{x}}, F^*_x)$ does not depend on the choice of $\bar{x}$. If we put

$$\det(I - F^*_x t | \overline{\mathcal{F}}_{\bar{x}}) = \det(I - F^*_x t | \overline{\mathcal{F}}_{\bar{x}}),$$

then the Grothendieck-Lefschetz trace formula (see [54], [55] and [34]) gives the following identity of formal power series:

$$L(X, \mathcal{F}, t) := \prod_{x \in [X]} \det(I - F^*_x t^{\deg x} | \mathcal{F})^{-1} = \prod_i \det(I - F^*_x t | H^i_c(\overline{X}, \overline{\mathcal{F}}))^{(-1)^{i+1}}.$$

### 9.1 Deligne’s purity theorem

Let notations be as above.

**Definition 9.1.** Let $K$ be a field of characteristic 0, and let $n \in \mathbb{Z}$. An element $\lambda \in K$ is called a $q$-Weil number of weight $n$ if $\lambda$ is algebraic over $\mathbb{Q}$, and all its complex conjugates have absolute value $q^{n/2}$.

**Definition 9.2.** Let $\mathcal{F}$ be a constructible $\overline{\mathbb{Q}}_l$-sheaf on the $\mathbb{F}_q$-scheme $X$. The sheaf $\mathcal{F}$ is said to be pure of weight $n$ if, for every closed point $x \in [X]$, the $\overline{\mathbb{Q}}_l$-eigenvalues of the endomorphism $F^*_x$ are $N(x) := [\mathbb{F}_q(x) : \mathbb{F}_q]$-Weil numbers of weight $n$. The sheaf $\mathcal{F}$ is said to be mixed if it admits a finite increasing filtration by constructible $\overline{\mathbb{Q}}_l$-sheaves with successive quotients that are pure. The weights of the successive quotients are the weights of $\mathcal{F}$.

**Theorem (Deligne).** Let $f : X \to S$ be a separated map between finite-type $\mathbb{F}_q$-schemes, and let $\mathcal{F}$ be a constructible $\overline{\mathbb{Q}}_l$-sheaf mixed of weights $\leq n$ on $X$. Then the sheaf $R^i f_* \mathcal{F}$ on $S$ is mixed of weights $\leq n + i$, for all $i$. In particular, every eigenvalue $\alpha$ of Frobenius on $H^i_c(\overline{X}, \overline{\mathcal{F}})$ is a $q$-Weil number of weight $m$, for some integer $m \leq n + i$.

Now let $H^i_g[2]$ $(g \geq 2)$ denote the coarse moduli space of $\mathcal{H}_g[2] \otimes_{\mathbb{F}_q} \overline{\mathbb{F}}_g$, and let $p : \mathcal{H}_g[2] \otimes_{\mathbb{F}_q} \overline{\mathbb{F}}_g \to H^i_g[2]$ be the natural map. The direct image $\mathcal{V}'_\lambda := p_* \mathcal{V}'(\lambda)$ on $H^i_g[2]$ is a constructible sheaf, pure of weight $|\lambda|$. We recall from 6.1 that $\mathcal{V}'(\lambda)$ is the $\ell$-adic local system (for a prime $\ell + q$) on $\mathcal{H}_g[2]$ corresponding to the irreducible symplectic representation $V_\lambda$; as in loc. cit., the pullback of this local system to $\mathcal{H}_g[2] \otimes_{\mathbb{F}_q} \overline{\mathbb{F}}_g$ will still be denoted by $\mathcal{V}'(\lambda)$. If we put

$$e_c(\mathcal{H}_g[2], \mathcal{V}'_\lambda) = \sum_{i \geq 0} (-1)^i[H^i_c(\mathcal{H}_g[2], \mathcal{V}'_\lambda)]$$

then the trace of Frobenius on $e_c(\mathcal{H}_g[2] \otimes_{\mathbb{F}_q} \overline{\mathbb{F}}_q, \mathcal{V}'(\lambda))$ is the same as the trace of the corresponding Frobenius on $e_c(\mathcal{H}_g[2], \mathcal{V}'_\lambda)$ (cf. Section 2 in [10]). By Deligne’s theorem, every eigenvalue of Frobenius on $H^i_c(\mathcal{H}_g[2], \mathcal{V}'_\lambda)$ is a $q$-Weil number of weight at most $|\lambda| + i$. Since $\mathcal{V}'_\lambda$ is in particular integral, every eigenvalue is in fact a $q$-Weil algebraic integer (cf. Corollaire (3.3.4) in [35]). Of course, the cohomology group $H^i_c(\mathcal{H}_g[2], \mathcal{V}'_\lambda)$ vanishes for $i >
2\dim(H_g[2]) = 4g - 2. The natural action of the symmetric group $S_{2g+2}$ on $H_g[2]$ induces an isotypic decomposition of the Galois representation $H^*_c(H_g[2] \otimes \mathbb{F}_q, V'(\lambda))$ as

$$H^*_c(H_g[2] \otimes \mathbb{F}_q, V'(\lambda)) = \bigoplus_{\mu \vdash 2g+2} H^*_c(H_g[2] \otimes \mathbb{F}_q, V'(\lambda))$$

where for an irreducible representation $R_\mu$ of $S_{2g+2}$ indexed by the partition $\mu$ of $2g + 2$,

$$H^*_c(H_g[2] \otimes \mathbb{F}_q, V'(\lambda)) = R_\mu \otimes \text{Hom}_{S_{2g+2}}(R_\mu, H^*_c(H_g[2] \otimes \mathbb{F}_q, V'(\lambda))).$$

By Theorem 6.3 and (49), for each $\nu = (\nu_1, \nu_2, \ldots, (2g + 2)\nu_{2g+2})$, the sum

$$\frac{1}{|\text{GL}_2(\mathbb{F}_q)|} \sum_{\nu \in \text{P}_\nu} \left( \prod_{k=1}^r P_c(t_k) \right)$$

can be expressed in terms of traces of $F^*$ on $H^*_c, (\mathcal{H}_g[2] \otimes \mathbb{F}_q, V'(\lambda))$ with $\lambda \in (r^o)$ and $|\lambda|$ even; the $q$-Weil algebraic integers appearing in $\text{Tr}(F^*:\bar{\epsilon}_{c,\nu}(\mathcal{H}_g[2] \otimes \mathbb{F}_q, V'(\lambda)))$ are of weights at most $|\lambda| + 4g - 2$. Moreover, for every $\lambda$, $q^{\frac{|\lambda|}{2}} \left( q^{\frac{1}{2}} t_1 \cdots q^{\frac{1}{2}} t_r \right) s_\lambda(q^{\frac{1}{2}} t_1, \ldots, q^{\frac{1}{2}} t_r)$ in (49) is easily seen to be a polynomial in $t_1, \ldots, t_r$, the weight $|\kappa|$ of any monomial $t_1^{k_1} \cdots t_r^{k_r}$ occurring in this polynomial is an even integer in the set $\{|\lambda|, \ldots, 2rg - |\lambda|\}$. Hence the powers of $q$ occurring in this polynomial are all nonnegative and $\leq rg - |\lambda|$.

We express (98) in terms of $q$-Weil numbers as follows. Fix $\lambda \in (r^o)$ a partition with $|\lambda|$ even. Let $\beta$ be an eigenvalue of $F^*$ on $H^*_c, (\mathcal{H}_g[2] \otimes \mathbb{F}_q, V'(\lambda))$ of weight $m_\beta \leq |\lambda| + 2d$, where $d = 2g - 1 = \dim H_g[2]$. By duality, $q^{|\lambda|+d-\beta} = q^{|\lambda|+d-m_\beta} \bar{\beta}$ is an eigenvalue of Frobenius on the ordinary cohomology. We normalize $\beta$ by setting

$$\alpha := \begin{cases} \beta & \text{if } m_\beta \leq |\lambda| + d \\ q^{m_\beta - |\lambda|/2} \alpha & \text{if } m_\beta > |\lambda| + d \end{cases}$$

and denote by $m_\alpha$ the weight of $\alpha$. Notice that $m_\alpha + m_\beta \leq 2(|\lambda| + d)$, with equality if $m_\beta \geq |\lambda| + d$.

Let $\kappa = (k_1, \ldots, k_r) \in \mathbb{N}^r$ be such that $|\kappa|$ is even and $|\lambda| \leq |\kappa| \leq 2rg - |\lambda|$, and consider the coefficient of the monomial $t_1^{k_1} \cdots t_r^{k_r}$ in the sum (98) corresponding to $\lambda$. Note that $t_1^{k_1} \cdots t_r^{k_r}$ comes together with a $q^{(|\kappa| - |\lambda|)/2}$ in the polynomial (99). By taking this into account, we see that the relevant part of the contribution of an eigenvalue $\beta$ to the coefficient we are interested in is $q^{(|\kappa| - |\lambda|)/2} \beta$. Notice that

$$q^{(|\kappa| - |\lambda|)/2} \beta = q^{m_\beta - d + (|\kappa| - 3|\lambda|)/2} \alpha \quad \text{(if } m_\beta > |\lambda| + d).$$

Referring to the right-hand side of this identity, consider the sum between the degree of the coefficient of $\alpha$ and the weight $m_\alpha$ of $\alpha$. We shall need the following simple estimate of this quantity:

$$m_\alpha + m_\beta - d + (|\kappa| - 3|\lambda|)/2 = 2(|\lambda| + d) - d + (|\kappa| - 3|\lambda|)/2 = d + (|\kappa| + |\lambda|)/2 \leq |\kappa| + d$$

as $|\kappa| \geq |\lambda|$. The fact that the normalized eigenvalues $\alpha$ of $F^*$ on the compactly supported cohomology are algebraic integers follows from [33, §5, Appendice, Théorème 5.2.2]; see also [40, Appendix, Theorem 0.2].

### 9.2 Decomposing $A_1(T, q)$ in terms of $q$-Weil numbers

We shall now combine our induction assumptions and the above considerations with (29), Proposition 4.1, (30) and (31) to express the coefficient of $T^\kappa = t_1^{k_1} \cdots t_r^{k_r}$ in $E(T)^q A_1(T, q)$ in terms of traces of Frobenius on the cohomology of the local systems $V'(\lambda)$ on $\mathcal{H}_g[2] \otimes \mathbb{F}_q$. 
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Consider first the sum $A_n(T, q) \,(n = (1^{n_1}, 2^{n_2}, \ldots))$ introduced at the beginning of 7.2. We can express it in terms of the sum (98) as follows. For $d \in \mathcal{P}(n, q)$, we write
\[
\prod_{k=1}^{r} P_{c_d}(t_k) = \exp\left(-\sum_{j=1}^{\infty} \frac{a_j(C_d)}{j} \cdot \sum_{k=1}^{r} t_k^j\right)
\]
with
\[
a_j(C_d) = \text{Tr}(F^{*j} | H_{\theta}^1(C_d, \mathbb{Q}_l)) = -\sum_{\theta \in \mathcal{P}_n(F_{\theta})} \chi_j(d(\theta)).
\]
Using this identity, express $A_n(T, q)$ as
\[
A_n(T, q) = \sum_{d \in \mathcal{P}(n, q)} \exp\left(-\sum_{j=1}^{\infty} \frac{a_j(C_d)}{j} \cdot \sum_{k=1}^{r} t_k^j\right).
\]
We distinguish two cases according as $|n|$ is even or odd. If $|n|$ is odd, then, by Proposition B.1, Appendix B, we can further express
\[
A_n(T, q) = \frac{(n_1 + 1)|GL_2(F_q)|}{q^2 - 1} \left[ \frac{1}{|GL_2(F_q)|} \sum_{d \in \mathcal{P}_{n', (n_2, \ldots, n_r)}(n_1, \bar{q}_q)} \left( \prod_{k=1}^{r} P_{c_d}(t_k) \right) \right]
\]
where $n' := (1^{n_1+1}, 2^{n_2}, \ldots)$. If $|n|$ is even, we write
\[
A_n(T, q) = \frac{1}{2} \sum_{\epsilon = 0, 1} \sum_{d \in \mathcal{P}(n, q)} \exp\left(-\sum_{j=1}^{\infty} \frac{a_j(C_d)}{j} \cdot \sum_{k=1}^{r} t_k^j\right) + (-1)^{r} \exp\left(-\sum_{j=1}^{\infty} \frac{a_j(C_d)}{j} \cdot \sum_{k=1}^{r} (-t_k)^j\right).
\]
Again, by Proposition B.1, the even ($\epsilon = 0$) part is just
\[
\frac{(q + 1 - n_1)|GL_2(F_q)|}{q^2 - 1} \left[ \frac{1}{|GL_2(F_q)|} \sum_{d \in \mathcal{P}_{n', (n_2, \ldots, n_r)}(n_1, \bar{q}_q)} \left( \prod_{k=1}^{r} P_{c_d}(t_k) \right) \right]
\]
Note that this holds even when $n_1 = 0$. The remaining part can be expressed using Proposition B.2, Appendix B as
\[
\frac{|GL_2(F_q)|}{q^2 - 1} \left[ \frac{1}{|GL_2(F_q)|} \sum_{d \in \mathcal{P}_{n, (n_2, \ldots, n_r)}(n_1, \bar{q}_q)} \left( \prod_{k=1}^{r} P_{c_d}(t_k) \right) \right] dP_{c_d}(0).
\]
Accordingly, we obtain the desired expression for the coefficients of $A_n(T, q)$,
\[
\text{Coefficient}_{\tau^\alpha} A_n(T, q) = \sum_{\alpha} p_{\alpha}^{(\kappa, n)}(q) \alpha \quad \text{for} \, \kappa \in \mathbb{N}^r
\]
in terms of normalized eigenvalues of Frobenius on the cohomology of the local systems $\mathcal{V}(\lambda) \,(|\lambda| \leq |\kappa| + 1)$ on $X_p[2] \otimes_{\mathbb{Q}_l} \bar{F}_q$. Here $p_{\alpha}^{(\kappa, n)}(q)$ are polynomials in $q$ with rational coefficients, and since $|GL_2(F_q)| = q(q + 1)(q - 1)^2$, $p_{\alpha}^{(\kappa, n)}(0) = 0$, for every $\alpha$; if $\alpha$ and $\alpha'$ are conjugates, $p_{\alpha}^{(\kappa, n)} = p_{\alpha'}^{(\kappa, n)}$. Furthermore, by (100) (applied also with $r$ replaced by $r + 1$), we see that
\[
\deg p_{\alpha}^{(\kappa, n)} + m_{\alpha} \leq |\kappa| + |n|.
\]
Remark. By Poincaré duality and Definition 6.1 we find that
\[
\text{Coefficient}_{\tau^\alpha} A_n(T, 1/q) = \sum_{\alpha} p_{\alpha}^{(\kappa, n)}(1/q) \alpha^{-1}.
\]
As in the proof of Lemma 7.2, by increasing \( r \) to \( r + r' \) in (101) with \( r' \) sufficiently large, differentiating accordingly, and then setting \( t_{r+1} = \cdots = t_{r+r'} = 0 \), we see that (101) yields a similar expression for the coefficients of a sum of the form

\[
\sum_{d \in \mathcal{P}(n,q)} \left( H(a_1^*(d,q), a_2^*(d,q), \ldots) \cdot \prod_{k=1}^{r} P_{C_d}(t_k) \right).
\]

Here \( H(\cdots) \) is any given polynomial expression in \( a_1^*(d,q), a_2^*(d,q), \ldots \). This applies in particular to (59), and for partitions \( n, i \) and \( j \) (\( n \neq 0 \)), note that the degree of the coefficient of any eigenvalue \( \alpha \) occurring in the expression of \( \text{Coefficient}_{r} \cdot A_{n,i,j}(T, q) \) is at most \( |\alpha| + |n| + |i| + |j| - m_\alpha \).

We can now prove the following.

**Theorem 9.1.** — For \( \kappa = (k_1, \ldots, k_r) \in \mathbb{N}^r \), the coefficient of \( t_1^{k_1} \cdots t_r^{k_r} \) in \( E(T)^{\kappa} A_1(T, q) \) can be expressed as

\[
\sum_{\alpha} R_{\alpha}^{(\kappa,i)}(q) \alpha
\]

the sum being over the distinct (normalized) eigenvalues of Frobenius acting on \( \left( \mathcal{H}_{\alpha}^{\ast}, \mathcal{H}_{\alpha}^{\ast} \right) \otimes \mathbb{F}_q, \mathcal{V}(\lambda) \right)_{g, \lambda, \mu} \) with \( g \leq \left[ (l-1)/2 \right] \), and \( R_{\alpha}^{(\kappa,i)}(x) \in x\mathbb{Q}[x] \). Moreover, we have \( \deg R_{\alpha}^{(\kappa,i)}(x) + m_\alpha \leq |\kappa| + l \).

**Proof.** By (29), it suffices to investigate the coefficients of \( \mathcal{E}(\lambda) \cdot A_{\mu, \nu}(T, q) \) for \( \mu \neq (1) \) and \( \nu \neq (1) \). We recall that \( \mu = (\mu_1 \geq \cdots \geq \mu_n \geq 1) \) and \( \nu = (\nu_1, \ldots, \nu_n) \) are such that \( \nu_1 \mu_1 + \cdots + \nu_n \mu_n = l \). By the induction assumptions (see (92), (93) and (94)), the coefficients of \( q^{m_\mu} \cdot \mathcal{E}_{\nu}(q^{m_\nu} T^{n_\nu}, 1/q^{m_\nu}) \) can be expressed as

\[
q^{\mu_j (|\kappa| + \nu_j - m_\alpha)} P_{\kappa, \nu_j}^{(\kappa, \nu_j)}(1/q^{m_\nu}) \alpha^{\mu_j} \quad (\kappa \in \mathbb{N}^r)
\]

where \( P_{\alpha}^{(\kappa, \nu_j)}(x) := \sum_{\alpha} q^{m_\mu (|\kappa| + \nu_j - m_\alpha)} P_{\kappa, \nu_j}^{(\kappa, \nu_j)}(1/q^{m_\nu}) \alpha^{\mu_j} \) for all \( \alpha \) and for \( 1 \leq j \leq n \); then, clearly, \( \deg P_{\alpha}^{(\kappa, \nu_j)}(x) \leq (|\kappa| + \nu_j - m_\alpha - 2)/2 \), and so

\[
\deg Q_{\alpha}^{(\kappa, \nu_j)} + m_\alpha \leq (|\kappa| + \nu_j + m_\alpha - 2)/2 \leq |\kappa| + \nu_j - 1.
\]

It follows that for \( \kappa_1 \in \mathbb{N}^r \), the coefficients of the \( q \)-Weil numbers \( \alpha_1 \) occurring in \( \text{Coefficient}_{r} \cdot A_{\mu, \nu}(T, q) \), with \( \Lambda_{\mu, \nu}(T, q) \) defined by (31), are polynomials of degree at most \( |\kappa_1| + l - |\mu| - m_{\alpha_1} \) with rational coefficients.

To handle the other part of \( \mathcal{E}(\lambda) \cdot A_{\mu, \nu}(T, q) \) in (30), note that the sum

\[
\sum_{d_0 \in \mathcal{D}_\mu(d, \delta)} \left( N_{\mu, \nu}(d_0, \delta) \prod_{i=1}^{r} P_{C_{d_0}}(t_i) \right)
\]

is (up to a constant) just \( A_{n,i,j}(T, q) \) with \( n = (\mu_1 \geq \cdots \geq \mu_n \geq 1) \), and \( i, j \) determined by splitting \( (\mu_j)_{j \in J_1} \) (depending on \( \delta \)) using Proposition 4.3. As \( |n| + |i| + |j| = |\mu| \), the coefficient of any eigenvalue \( \alpha_2 \) in \( \text{Coefficient}_{r+2} \cdot A_{n,i,j}(T, q) \) \( (\alpha_2 \in \mathbb{N}^r) \) is a polynomial of degree at most \( |\kappa_2| + |\mu| - m_{\alpha_2} \) with rational coefficients. Our assertions follow now for contributions to \( \mathcal{E}(\lambda) \cdot A_{\mu, \nu}(T, q) \) given by (30).

To complete the proof, note that, for \( A_{\mu, \nu}(T, q) \) given by Proposition 4.1, the same estimates apply. \( \square \)

We can further assume that the sum in the theorem is reduced in the sense that \( \alpha' = q^n \alpha \) for some \( n \in \mathbb{N} \) if and only if \( \alpha' = \alpha \). Since

\[
\sum_{\alpha} R_{\alpha}^{(\kappa, l)}(q^n \alpha) = -\sum_{\alpha} q^{n(|\kappa| + |l| - m_\alpha + 1)} R_{\alpha}^{(\kappa, l)}(1/q^n \alpha)
\]

(obtained from (53) applied over a finite extension \( \mathbb{F}_{q^n} \) of \( \mathbb{F}_q \)), it follows that

\[
R_{\alpha}^{(\kappa, l)}(x) = -x^{(|\kappa| + |l| - m_\alpha + 1)} R_{\alpha}^{(\kappa, l)}(1/x)
\]

(for all \( \alpha \)).

Using this combined with (96), one defines \( \lambda(\kappa, l; q) \) by cutting off the coefficient of each \( q \)-Weil algebraic integer in the expression of (96) accordingly.
10 An application

For $0 \leq i \leq 6$, let $A_2(w^i)$ denote the quotient stack $A_{2,2}/S_{6-i}$, where $S_{6-i}$ is the subgroup of $S_6$ fixing $\{1, \ldots, i\}$ pointwise. Here we identify $\text{GSp}_4(\mathbb{Z}/2)$ with $S_6$, as in [8, Section 2], under the isomorphism defined by an embedding of the stack $\mathcal{H}_4[2]$ (denoted by $M_2(\mu^{36})$ in [8]) into $A_{2,2}$. Take $\nu = 1$, and consider the Euler characteristic

$$
eu.{A}(A_2(w^i) \otimes \overline{\mathbb{F}_q}, \mathcal{V}(\lambda)) = \sum_{j=0}^{6} (-1)^j \left[ H^i_{\text{Eis}}(A_2(w^j) \otimes \overline{\mathbb{F}_q}, \mathcal{V}(\lambda)) \right]$$

where $\lambda = (\lambda_1 \geq \lambda_2 \geq 0)$ with $|\lambda| = \lambda_1 + \lambda_2 \equiv 0 \pmod{2}$.

In what follows, we shall be interested in computing the trace of Frobenius

$$\text{Tr}(F^*| e_{\text{Eis}}(A_2(w^1) \otimes \overline{\mathbb{F}_q}, \mathcal{V}(\lambda))) = \text{Tr}(F^*| e_{\text{Eis}}(A_2(w^3) \otimes \overline{\mathbb{F}_q}, \mathcal{V}(\lambda)))$$

see also [49] and [8]. To do so, we first recall (see Theorem 6.4) that

$$\frac{1}{q(q-1)} \sum_{d_0 - \text{monic \\ & square-free}} \left( \prod_{k=1}^{r} P_{C_{d_0}}(t_k) \right) = (t_1 \cdots t_r)^2 \sum_{\lambda \in \mathbb{Z}^2} \sum_{|\lambda| \text{ even}} \text{Tr}(F^*| e_{\text{c}}(\mathcal{H}_2(w^1) \otimes \overline{\mathbb{F}_q})) s_{\lambda(1)}(q^{\frac{1}{2}}T^{e_1}) q^{\frac{e_1 - 1}{2}}.$$

Put

$$A_5^{(0)}(T, q) := \sum_{d_0 - \text{monic \\ & square-free}} \left( \prod_{k=1}^{r} P_{C_{d_0}}(t_k) \right)$$

and note that we can express

$$A_5^{(0)}(T, q) = \frac{q(q-1)}{|\text{GL}_2(\mathbb{F}_q)|} \sum_{\nu \in \{1^{m_1}, \ldots, 6^{m_6}\}} \nu_1 \cdot \sum_{d_0 \in \mathcal{P}_2(\nu, \mathbb{F}_q)} \left( \prod_{k=1}^{r} P_{C_{d_0}}(t_k) \right).$$

For each partition $\nu = (1^{m_1}, \ldots, 6^{m_6})$, the (normalized) inner sum

$$\sum_{d_0 \in \mathcal{P}_2(\nu, \mathbb{F}_q)} \left( \prod_{k=1}^{r} P_{C_{d_0}}(t_k) \right)$$

(102)

can be thought of as the contribution corresponding to Jacobians of smooth projective irreducible algebraic curves of genus two in the moduli of principally polarized abelian surfaces. As we are interested in the Euler characteristics of $A_2(w^i)$, to (102) we add the remaining contribution

$$\frac{1}{2} \frac{1}{|\text{G}(\mathbb{F}_q)|^2} \sum_{\nu = \sigma \cup \tau} \sum_{f \in \mathcal{P}_1(\sigma, \mathbb{F}_q)} \sum_{h \in \mathcal{P}_1(\tau, \mathbb{F}_q)} \left( \prod_{k=1}^{h} P_{E_f}(t_k) P_{E_{h}}(t_k) \right) + \frac{1}{2} \frac{1}{|\text{G}(\mathbb{F}_q)|} \sum_{f \in \mathcal{P}_1(\mu, \mathbb{F}_q)} \left( \prod_{k=1}^{h} P_{E_f}(t_k) \right)$$

(103)

corresponding to pairs of elliptic curves joined at the origin. Here the first sum is over all ordered choices of partitions $\sigma$ and $\tau$ of $3$ such that $\nu = \sigma \cup \tau$, and $P_1(\mu, \mathbb{F}_q)$ (for a partition $\mu$ of $3$ and a finite field $\mathbb{F}_q$ of odd characteristic) denotes the subset of $\mathbb{F}_q[x]$ consisting of all square-free cubic polynomials with factorization type $\mu$: each element $f \in P_1(\mu, \mathbb{F}_q)$ defines an elliptic curve $E_f$ given by $y^2 = f(x)$ with $x = \infty$ as origin. The normalizing constant

$$|\text{G}(\mathbb{F}_q)| = q(q-1)^2$$

represents the number of $\mathbb{F}_q$-isomorphisms among the elliptic curves $E_f$ ($f \in P_1(\mu, \mathbb{F}_q$)). The second contribution in (103), corresponding to elliptic curves defined over $\overline{\mathbb{F}_q}$, each curve being joined at the origin with its Frobenius

\footnote{We are taking $i = 1$ for simplicity.}
corresponding to the partitions occurring only if \( \nu \) is of the form \((2^r, 4^s, 6^t)\), in which case we set \( \nu^{1/2} := (1^{r}, 2^s, 3^t)\) (see [8, Section 5]). Accordingly, if \( A_{(2,1)}(T, q) \) and \( A_{(3,3)}(T, q) \) are defined by (58), the generating function

\[
(t_1 \cdots t_r)^2 \sum_{\lambda \in \{x, y\}} \text{Tr}(F^x e_c(A_2(w^1) \otimes \overline{\Upsilon}(\lambda))) s_{\lambda'}(q^{\frac{1}{2}} T^{\pm 1}) q^{r - |\lambda|}
\]

is just

\[
A_3^{(0)}(T, q) + A_3^{(1)}(T, q) (A_{(2,1)}(T, q) + 3A_{(3,3)}(T, q))
\]

with

\[
A_3^{(0)}(T, q) = \sum_{\text{f} - \text{monic} \& \text{square-free}} \left( \prod_{k=1}^{r} P_{E_k}(t_k) \right).
\]

We recall now that the full Eisenstein cohomology is the difference between the compactly supported and the usual cohomology, and the corresponding Euler characteristic is

\[
e_{\text{full Eis}}(A_2(w^1), \mathcal{V}(\lambda)) = e_c(A_2(w^1), \mathcal{V}(\lambda)) - e(A_2(w^1), \mathcal{V}(\lambda)).
\]

Letting

\[
A_3^{(2)}(T, q) = A_{(2,1)}(T, q) + 3A_{(3,3)}(T, q)
\]

it follows that the generating function (104) corresponding to \( e_{\text{full Eis}}(A_2(w^1), \mathcal{V}(\lambda)) \) equals

\[
A_3^{(0)}(T, q) q(q-1) + A_3^{(0)}(T, q) A_3^{(2)}(T, q) \frac{q^2(q-1)^2}{q(q-1)} - \frac{q^4 A_5^{(0)}(q T, 1/q)}{q-1} - \frac{q^5 A_3^{(0)}(q T, 1/q) A_3^{(2)}(q T, 1/q)}{(q-1)^2}.
\]

On the other hand, the generating series \( A_5(T, q) \) introduced at the beginning of Section 4 can be decomposed as

\[
A_5(T, q) = A_5^{(0)}(T, q) + \text{degenerate part}
\]

where the degenerate part consists of the following contributions:

\[
\frac{q^2(q A_3^{(0)}(T, q) - A_3^{(2)}(T, q) + A_3^{(1)}(T, q)) A_2(q T, 1/q)}{E(T)} + \frac{q^2(q A_3^{(0)}(-T, q) - A_3^{(2)}(-T, q) + A_3^{(1)}(-T, q)) A_2(-q T, 1/q)}{E(-T)}
\]

(106)

corresponding to the partitions \( 1 \cdot 1 + 1 \cdot 1 + 1 \cdot 1 + 2 \cdot 1, 1 \cdot 2 + 1 \cdot 1 + 2 \cdot 1, 1 \cdot 3 + 2 \cdot 1, \)

\[
q^3 A_3^{(2)}(T, q) A_5(q T, 1/q)
\]

(107)

corresponding to \( 1 \cdot 1 + 1 \cdot 1 + 3 \cdot 1 \) and \( 1 \cdot 2 + 3 \cdot 1, \)

\[
\frac{q^5(q-1)^2 A_2(q^2 T^2, 1/q^2)}{E(T^2)} + \frac{q^5(q^2-1) A_2(-q^2 T^2, 1/q^2)}{E(-T^2)}
\]

(108)

corresponding to \( 2 \cdot 2 + 1 \cdot 1, \)

\[
\frac{q^5(q-1)^2 A_2(q T, 1/q) A_2(-q T, 1/q)}{E(T) E(-T)} + \frac{q^5(q-1)(q-3)}{8} \left( \frac{A_2(q T, 1/q)^2}{E(T)^2} + \frac{A_2(-q T, 1/q)^2}{E(-T)^2} \right)
\]

(109)
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corresponding to $2 \cdot 1 + 2 \cdot 1 + 1 \cdot 1$,  
\[
\frac{q^6(q-1)}{2} \Lambda_3(qT, 1/q) \left( \frac{\Lambda_2(qT, 1/q)}{E(T)} + \frac{\Lambda_2(-qT, 1/q)}{E(-T)} \right)
\]  
(110)
corresponding to $3 \cdot 1 + 2 \cdot 1$, and finally  
\[
\frac{q^5(q-1)}{2} \left( \frac{\Lambda_4(qT, 1/q)}{E(T)} + \frac{\Lambda_4(-qT, 1/q)}{E(-T)} \right)
\]  
(111)
corresponding to $4 \cdot 1 + 1 \cdot 1$. We recall that  
\[
A_5(T, q) = -q^6 A_5(qT, 1/q).
\]
Dividing both sides by $q^2 - q$, and using the trivial identity  
\[
q^2 - q = -q^3 \left( \frac{1}{q^2} - \frac{1}{q} \right)
\]
we see that  
\[
\frac{A_5(T, q)}{q^2 - q} - q^3 A_5(qT, 1/q) = 0.
\]  
(112)
Notice that the results of Section 8 (specifically, see (91)) give, in particular, a formula for the trace of Frobenius on $e_{w}^{\lambda}(\mathcal{H}_q(w^1) \otimes \overline{\mathbb{F}}_p)$ ($g \geq 2$); when $g = 2$, the corresponding formula can be made explicit. In what follows, we shall illustrate this in the case of $A_2(w^1)$, thus recovering the formula in [8, Corollary 4.6], and proved in [49, Theorem 9.1].

**Theorem (Bergström-Faber-van der Geer).** — For every $\lambda = (\lambda_1 \geq \lambda_2 \geq 0)$, the trace of Frobenius $F^*$ on $e_{w}^{\lambda}(\mathcal{A}_2(w^1) \otimes \overline{\mathbb{F}}_p, \mathcal{V}(\lambda))$ is given by  
\[
\left[ \frac{\lambda_1 - \lambda_2 - 1}{4} \right] - \left[ \frac{\lambda_1 + \lambda_2 + 1}{4} \right] \ q^{\lambda_2 + 1} + \begin{cases} 
2 + 2T_{\lambda_2 + 2}(q) & \text{if } \lambda_2 \text{ is even}
\end{cases}
\]  
and  
\[
\left[ \frac{\lambda_1 - \lambda_2 - 1}{4} \right] - \left[ \frac{\lambda_1 + \lambda_2 + 1}{4} \right] \ q^{\lambda_2 + 1} + \begin{cases} 
-2T_{\lambda_2 + 3}(q) & \text{if } \lambda_2 \text{ is odd}.
\end{cases}
\]

**Proof.** First, express the left-hand side of (112) using (106)–(111), and then apply (27) to transform each $\Lambda_l(\pm q^m T^m, q^{-m})$, for $2 \leq l \leq 4$, into $\Lambda_l(\pm q^m T^m, q^{-m})$; we also write the corresponding contribution $A_l(\pm q^m T^m, q^{-m})$ explicitly by recalling that $E(T) A_2(T, q) = q^2 - q$, that is,  
\[
A_3(T, q) = A_3^{(0)}(T, q) + \frac{q^3(q-1)}{2} \left( \frac{\Lambda_2(qT, 1/q)}{E(T)} + \frac{\Lambda_2(-qT, 1/q)}{E(-T)} \right)
\]
and, by (38)–(42),  
\[
E(T) A_4(T, q) = qA_3^{(0)}(T, q) + A_3^{(1)}(T, q) + \frac{q^5(q-1)}{2} E(qT)\frac{\Lambda_2(q^2T^2, 1/q^2)}{E(-T)}
\]
\[
+ q^3(q-1) \left[ \frac{q^2 E(qT)\Lambda_2(qT, 1/q)^2}{2E(T)} + \frac{(q-2)\Lambda_2(qT, 1/q)}{2E(T)} + \frac{q\Lambda_2(-qT, 1/q)}{2E(-T)} + q\Lambda_3(qT, 1/q) \right]
\]
with $A_3^{(1)}(T, q)$ defined as in the proof of Proposition 5.2. To simplify things somewhat, we can use the identities:  
\[
A_3(-qT, 1/q) = \Lambda_3(qT, 1/q) \quad A_3^{(0)}(-T, q) = A_3^{(0)}(T, q) \quad \text{and} \quad A_3^{(2)}(-T, q) = A_3^{(2)}(T, q).
\]
In the expression obtained, the coefficient of every monomial  
\[
A_4(\pm q^m T^m, q^{-m}) K_1 \cdots K_n A_5(\pm q^m T^m, q^{-m}) K_n \quad (k_1, \ldots, k_n \geq 0)
\]
\
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has to vanish. By taking the coefficient of \( \Lambda_3(q T, 1/q) \) we find, in particular, that
\[
A_3^{(2)}(T, q) + q^4 A_3^{(2)}(q T, 1/q) = q(q - 1)^2 \left( \frac{1}{E(T) E(q T)} + \frac{1}{E(-T) E(-q T)} \right).
\]

We also need (43) together with the identity
\[
A_3^{(0)}(T, q) + q^4 A_3^{(0)}(q T, 1/q) = \frac{q(q - 1)^2}{2} \left( \frac{1}{E(T) E(q T)} + \frac{1}{E(-T) E(-q T)} \right)
\]
which follows easily by combining the above expression of \( A_3(T, q) \) with the functional equations (28) and (27), applied for \( l = 3 \) and \( l = 2 \), respectively.

Now subtract the constant term of the expression obtained for the left-hand side of (112) (i.e., all the terms free of factors \( \Lambda_l(\pm q^m T^m, q^{-m}) \)) with \( 2 \leq l \leq 4 \), from (105). By using the last two identities and (43), we can express each \( A_3^{(j)}(q T, 1/q) \) \((j = 0, 1, 2)\) in terms of \( A_3^{(j)}(T, q) \), giving the following alternative expression for the generating function of the trace of Frobenius on \( \text{c}_{\text{nil}, \text{Eu}}(A_2(w^1) \otimes \mathbb{F}_q, \mathcal{V}(\lambda)) \):
\[
\frac{(q + 1) A_3^{(0)}(T, q) + A_3^{(1)}(T, q)}{q E(T) E(q T)} + \frac{(q + 1) A_3^{(0)}(-T, q) + A_3^{(1)}(-T, q)}{q E(-T) E(-q T)}
- \frac{(q - 1)^3}{8} \left( \frac{1}{E(T)^2 E(q T)^2} + \frac{1}{E(-T)^2 E(-q T)^2} \right) + \frac{1}{4} \frac{(q - 1)(q + 1)^2}{E(-T)^2 E(-q T)^2} \cdot (q + 1)(q - 1)^2
\]

Note that
\[
(q + 1) A_3^{(0)}(T, q) + A_3^{(1)}(T, q) = \sum_{\deg f = 3 \atop f \text{monic & square-free}} \left( (q + 1 - a(E_f)) \cdot \prod_{k=1}^r P_{E_f}(t_k) \right).
\]

Expressing \( P_{E_f}(t_k) \) for all \( f \) as
\[
P_{E_f}(t_k) = 1 - a(E_f) t_k + q t_k^2 = (1 - \sqrt{q} \alpha_{E_f} t_k)(1 - \sqrt{q} \bar{\alpha}_{E_f} t_k) \quad \text{with } |\alpha_{E_f}| = 1
\]
it follows from Lemma 6.1 that we can write
\[
\frac{(q + 1) A_3^{(0)}(T, q) + A_3^{(1)}(T, q)}{E(T) E(q T)}
= \sum_f \left[ (q + 1 - a(E_f)) \cdot \prod_{k=1}^r (1 - \sqrt{q} \alpha_{E_f} t_k)(1 - \sqrt{q} \bar{\alpha}_{E_f} t_k)(1 - t_k)(1 - q t_k) \right]
= q^r (t_1 \cdots t_r)^2 \sum_{\lambda \subseteq (r^2)} (-1)^{|\lambda|} s_{(\lambda)}(\lambda^1_{1/2} q^{1/2} t_1^{1/2}, \ldots, q^{1/2} t_r^{1/2}) \cdot \sum_{\lambda \subseteq (r^2)} (-1)^{|\lambda|} s_{(\lambda)}(\lambda^1_{1/2} q^{1/2} t_1^{1/2}, \ldots, q^{1/2} t_r^{1/2})
\]

By applying the Weyl character formula, for each \( \lambda \subseteq (r^2) \),
\[
s_{(\lambda)}(\alpha_{E_f}^{1/2}, q^{1/2}) = \frac{[\alpha_{E_f}^{1/2} - \alpha_{E_f}^{1/2}]_{q^{1/2}}}{q^{1/2} - q^{-1/2}} \cdot \frac{[\alpha_{E_f}^{1/2} - \alpha_{E_f}^{1/2}]_{q^{-1/2}}}{q^{1/2} - q^{-1/2}}
= -\sqrt{q} s_{(\lambda_1)}(\alpha_{E_f}^{1/2}) s_{(\lambda_2)}(\alpha_{E_f}^{1/2}) - s_{(\lambda_1 + 1)}(\alpha_{E_f}^{1/2}) s_{(\lambda_2 + 1)}(\alpha_{E_f}^{1/2})
\]
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Substituting this into (113), summing over \( f \) and applying Birch-Ihara identity, one sees that

\[
(q + 1)A^0_q(T, q) + A^1_q(T, q) = \frac{qE(T)E(qT)}{qE(T)E(qT)} \quad \text{and} \quad (q + 1)A^0_q(-T, q) + A^1_q(-T, q) = \frac{qE(-T)E(-qT)}{qE(-T)E(-qT)}
\]

\[
= 2(t_1 \cdots t_r)^2 \sum_{\lambda \in (r^2) \atop \lambda_1, \lambda_2 \text{odd}} (1 + T_{\lambda_1+3}(q)) q^{r_+ \lambda_1} \left(q^{\frac{\lambda_2+1}{2}} - q^{-\frac{\lambda_2+1}{2}}\right)s_{(\lambda_1)}(q^{\frac{r_+}{2}T^{\lambda_1}})
\]

\[
+ 2(t_1 \cdots t_r)^2 \sum_{\lambda \in (r^2) \atop \lambda_1, \lambda_2 \text{even}} (-1 - T_{\lambda_2+2}(q)) q^{r_+ \lambda_1} \left(q^{\frac{\lambda_2+1}{2}} - q^{-\frac{\lambda_2+1}{2}}\right)s_{(\lambda_1)}(q^{\frac{r_+}{2}T^{\lambda_1}}).
\]

(114)

On the other hand, we can write

\[
- \frac{(q - 1)^3}{8} \left( \frac{1}{(E(T)^2E(qT)^2)} + \frac{1}{E(-T)^2E(-qT)^2} \right) + \frac{1}{4} \frac{(q - 1)(q + 1)^2}{E(-T^2)E(-q^2T^2)} - \frac{(q + 1)(q - 1)^2}{E(T)^2E(qT)^2}
\]

\[
= q^r(t_1 \cdots t_r)^2 \sum_{\lambda \in (r^2) \atop |\lambda| \text{even}} \left[ - \frac{1}{4}(q - 1)^3 s_{(\lambda)}(q^{\frac{r_+}{2}}, q^{\frac{r_+}{2}}) + \frac{1}{4}(q - 1)(q + 1)^2 s_{(\lambda)}(iq^{\frac{r_+}{2}}, -iq^{\frac{r_+}{2}}) \right.
\]

\[
- (q + 1)(q - 1)^2 s_{(\lambda)}(q^{\frac{r_+}{2}}, -q^{\frac{r_+}{2}}) \left] s_{(\lambda)}(q^{\frac{r_+}{2}}T^{\lambda_1}).
\]

(115)

Using again the Weyl character formula, we have

\[
s_{(\lambda)}(q^{\frac{r_+}{2}}, q^{\frac{r_+}{2}}) = \frac{(\lambda + 2)(q^{2r_+\lambda_1} + 1)(q^{1+\lambda_2} - 1) - (\lambda_2 + 1)(q^{2r_+\lambda_1} - 1)(q^{1+\lambda_2} + 1)}{(q - 1)^3} q^{\frac{|\lambda|}{2}}
\]

\[
s_{(\lambda)}(iq^{\frac{r_+}{2}}, -iq^{\frac{r_+}{2}}) = \frac{(-1)^{\lambda_1 - \lambda_2}/2 \left(q^{2r_+\lambda_1} - (-1)^{\lambda_1}(q^{1+\lambda_2} + (-1)^{\lambda_2})\right)}{(q^2 - 1)(q + 1)} q^{-\frac{|\lambda|}{2}}
\]

and

\[
s_{(\lambda)}(q^{\frac{r_+}{2}}, -q^{\frac{r_+}{2}}) = \frac{(-1)^{\lambda_1}(q^{2r_+\lambda_1} - 1)(q^{1+\lambda_2} - 1)}{(q^2 - 1)(q - 1)} q^{-\frac{|\lambda|}{2}}.
\]

Fix \( \lambda \subseteq (r^2) \) of even weight. By adding the coefficients of \( q^{r_+\lambda_1 - \frac{|\lambda|}{2}} \) \((t_1 \cdots t_r)^2 s_{(\lambda)}(q^{\frac{r_+}{2}}T^{\lambda_1})\) in (114) and (115), we obtain the expression

\[
\frac{\lambda_1 - \lambda_2 - 1}{4} - \left[ \frac{\lambda_1 - \lambda_2 + 1}{4} \right] q^{\lambda_1 + 1} + \begin{cases} 2 + 2T_{\lambda_2+2}(q) & \text{if } \lambda_2 \text{ is even} \\ -2T_{\lambda_1+3}(q) & \text{if } \lambda_2 \text{ is odd} \end{cases}
\]

\[
- \left( \frac{\lambda_1 - \lambda_2 - 1}{4} - \left[ \frac{\lambda_1 + \lambda_2 + 1}{4} \right] q^{-\lambda_2 - 1} + \begin{cases} 2 + 2T_{\lambda_2+2}(1/q) & \text{if } \lambda_2 \text{ is even} \\ -2T_{\lambda_1+3}(1/q) & \text{if } \lambda_2 \text{ is odd} \end{cases} \right) q^{3+|\lambda|}.
\]

We recall that, by convention, we take \( T_2(q) = -q - 1 \).

The full Eisenstein cohomology is anti-invariant under Poincaré duality, and is determined by the Eisenstein cohomology by antisymmetrizing. By [77, Theorem 3.5], the terms in the above expression that come from the compactly supported Eisenstein cohomology are precisely those of weights < \(|\lambda|+3\) which completes the proof of the theorem.
A Appendix

In this appendix, we give, for each $r \leq 3$, the explicit expression of the power series $Z(T,t_{r+1};q)$ in Section 2 as a rational function. One way to obtain these expressions is by using the averaging technique in [26]. In fact, the expression of (11) as a rational function is given in [26, Example 3.6] when $r = 1$, and [26, Example 3.7] when $r = 2$. Accordingly, we have

$$Z(t_1, t_2; q) = \frac{1 - q^2 t_1 t_2}{(1 - q t_1)(1 - q t_2)(1 - q^3 t_1^2 t_2^2)}$$

when $r = 1$, and

$$Z(t_1, t_2, t_3; q) = \frac{1 - q^2 t_1 t_3 - q^2 t_2 t_3 + q^3 t_1 t_2 t_3 + q^3 t_1 t_2 t_3^2 - q^4 t_1^2 t_2 t_3^2 - q^4 t_1^2 t_2^2 t_3^2 + q^6 t_1^2 t_2^2 t_3^2}{(1 - q t_1)(1 - q t_2)(1 - q t_3)(1 - q^3 t_1^2 t_2^2 t_3^2)}$$

when $r = 2$. For $r = 3$, we used instead the recurrence relations in the proof of Theorem 3.7 in [18]. If we put

$$Z(t_1, t_2, t_3, t_4; q) = \frac{N(t_1, t_2, t_3, t_4; q)}{D(t_1, t_2, t_3, t_4; q)}$$

then by using Mathematica, one finds:

$$N(t_1, t_2, t_3, t_4; q) = 1 - q^2 t_1 t_4 - q^2 t_2 t_4 + q^3 t_1 t_2 t_4 - q^2 t_3 t_4 + q^3 t_1 t_2 t_3 t_4 - q^4 t_1 t_2 t_3 t_4 + q^5 t_1^2 t_2^2 t_3 t_4$$

and

$$D(t_1, t_2, t_3, t_4; q) = q^4 t_1 t_2 t_3 - q^4 t_1^2 t_2^2 t_3^2 - q^6 t_1^2 t_2^2 t_3^2 + q^3 t_1^3 t_2^2 t_3^2 - 2q^4 t_1 t_2 t_3 t_4 - q^5 t_1^2 t_2^2 t_3 t_4$$

The corresponding denominator is easily seen to be

$$D(t_1, t_2, t_3, t_4; q) = (1 - q t_1)(1 - q t_2)(1 - q t_3)(1 - q t_4)(1 - q^3 t_1^2 t_2^2 t_3 t_4)(1 - q^3 t_1^2 t_2^2 t_3 t_4)$$

A simple comparison with the corresponding (transformed) rational function (11) shows in each case that our conditions
(i) – (iii) (see Section 3) are satisfied.
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We conclude this appendix by remarking that Ian Whitehead established in his doctoral thesis that the unique multiple Dirichlet series associated to the fourth moment of quadratic Dirichlet L-series over \( \mathbb{F}_q(x) \) satisfying the conditions (i) – (iii) is given by

\[
Z_4(t_1, \ldots, t_5; q) = \prod_{j=0}^{\infty} \left( 1 - q^{6j+6} \left( t_1 t_2 t_3 t_4 t_5 \right)^{2j+2} \right)^{-1} \cdot Z(t_1, \ldots, t_5; q) \tag{116}
\]

where \( Z(t_1, \ldots, t_5; q) \) is such that its residue at \( t_5 = 1/q \) corresponds to [18, eqn. (4.29)] by setting \( t_j = q^{-s_j} \), for \( j = 1, \ldots, 4 \); the series \( Z_4(t_1, \ldots, t_5; q) \) can be made quite explicit by expressing it in terms of the average [18, eqn. (4.16)]. There is also a number field version of this multiple Dirichlet series (obtained from (116) as explained in the introduction). The series (116) (or its number field counterpart) is precisely the multiple Dirichlet series that we expect to occur in a Fourier-Whittaker coefficient of an Eisenstein series on the double cover of a loop group (with the corresponding affine Weyl group isomorphic to \( W_\delta \)).

B Appendix

Throughout this appendix, \( \mathbb{F} \) will be a fixed finite field of odd characteristic. For partitions \( \mu = (1^{\mu_1}, 2^{\mu_2}, \ldots, n^{\mu_n}) \) and \( \gamma = (1^{\gamma_1}, 2^{\gamma_2}, \ldots, m^{\gamma_m}) \), we shall denote \( \mu' = (1^{\mu_1+1}, 2^{\mu_2}, \ldots, n^{\mu_n}) \) and \( \gamma' = (1^{\gamma_1+1}, 2^{\gamma_2}, \ldots, m^{\gamma_m}) \). Let \( M_{\mu, \gamma}(q) \) (for \( \mu \) and \( \gamma \) as above) be defined as in Section 3.

We have the following

**Proposition B.1.** — For \( |\mu| = 2g + 1 \), we have

\[
\frac{\mu_1 + 1}{q + 1} \left( M_{\mu, \gamma}(q) + M_{\mu', \gamma}(q) \right) = M_{\mu, \gamma}(q).
\]

**Proof.** The identity we need to prove is equivalent to

\[
(\mu_1 + 1)M_{\mu', \gamma}(q) = (q - \mu_1)M_{\mu, \gamma}(q). \tag{117}
\]

For any partition \( \nu = (1^{\nu_1}, 2^{\nu_2}, \ldots) \), let \( \mathcal{P}(\nu) \subset \mathbb{F}[x] \) denote the set of all monic square-free polynomials with factorization type \( \nu \). For each \( d \in \mathcal{P}(\mu) \) and \( \alpha \in \mathbb{F} \) such that \( d(\alpha) \neq 0 \), let \( d_\alpha \in \mathcal{P}(\mu') \) be defined by

\[
d_\alpha(x) = \frac{(x - \alpha)^{2g+2} d(\alpha)}{d(\alpha) (\alpha + 1) \left( x - \alpha \right)}. \]

Notice that for each \( d \) there are exactly \( q - \mu_1 \) choices of \( \alpha \), and for each such choice, we must have \( d_\alpha(\alpha) = 0 \). Conversely, let \( \tilde{d} \in \mathcal{P}(\mu') \), and let \( \alpha \in \mathbb{F} \) be a root of \( \tilde{d} \). (The polynomial \( \tilde{d} \) has exactly \( \mu_1 + 1 \) distinct roots in \( \mathbb{F}_q \)) If we define

\[
d(x) = \frac{(x - \alpha)^{2g+2} \tilde{d}(\alpha)}{\tilde{d}(\alpha) (\alpha + 1) \left( x - \alpha \right)},
\]

then \( d \in \mathcal{P}(\mu) \), \( d(\alpha) \neq 0 \) and \( \tilde{d} = d_\alpha \), where \( d_\alpha \) is defined as above.

Since the hyperelliptic curves \( C_d \) and \( C_{d_\alpha} \) corresponding to \( d \in \mathcal{P}(\mu) \) and \( d_\alpha \) are isomorphic, the identity (117) follows by a simple counting argument. \( \square \)

We remark that both sides of the identity in the above proposition vanish if the partition \( \gamma \) has odd weight. When \( \gamma = (1^{\gamma_1}, \ldots, g^{\gamma_g}) \) ( \( g \geq 2 \) ) has even weight, we can express the identity in the equivalent form

\[
(\mu_1 + 1)\tilde{M}_{\mu', \gamma}(q) = \frac{1}{q(q - 1)} M_{\mu, \gamma}(q)
\]

where \( \tilde{M}_{\mu', \gamma}(q) \) is the moment-sum introduced at the beginning of Section 6.
Proposition B.2. — For $|\mu| = 2g + 1$ and $|\gamma|$ odd, we have the identity

$$M_{\mu',\gamma'}(q) + M_{\mu,\gamma}(q) = -(q + 1)M_{\mu',\gamma}(q).$$

Moreover, if $\mu = (2^{\mu_2}, 3^{\mu_3}, \ldots)$ is a partition of weight $2g + 2$, and $|\gamma|$ is odd, then

$$M_{\mu,\gamma}(q) = -(q + 1)M_{\mu',\gamma}(q).$$

Proof. We first write

$$M_{\mu',\gamma'}(q) = -M_{\mu',\gamma}(q) - \sum_{\theta \in \mathbb{F}} \sum_{d \in \mathcal{P}(\mu')} \chi(d(\theta)) \left( \prod_{j=1}^{m} a_j(C_d)^{\gamma_j} \right)$$

and let $\mathcal{P}_0(\mu')$ (respectively $\mathcal{P}^0(\mu')$) denote the set of polynomials in $\mathcal{P}(\mu')$ which do not vanish (respectively vanish) at 0. Replacing $d(x)$ by $d(x - \theta)$ (for each $\theta \in \mathbb{F}$), we see that

$$M_{\mu',\gamma'}(q) = -M_{\mu',\gamma}(q) - q \sum_{d \in \mathcal{P}_0(\mu')} \chi(d(0)) \left( \prod_{j=1}^{m} a_j(C_d)^{\gamma} \right).$$

Since $|\gamma|$ is odd, we can write

$$\chi(d(0)) = \chi(d(0))^{|\gamma|} = \prod_{j=1}^{m} a_j(d(0))^{\gamma_j} \quad \text{(for } d \in \mathcal{P}_0(\mu')).$$

Moreover, one can express $\chi_j(d(0))a_j(C_d)$, for $d \in \mathcal{P}_0(\mu')$ and $j = 1, \ldots, m$, as

$$-1 - \chi_j \left( \frac{1}{d(0)} \right) - \sum_{\theta \in \mathbb{F}} \chi_j \left( \theta^{2q+2} \frac{d(1/\theta)}{d(0)} \right).$$

By using the transformation $d(x) \mapsto \frac{x^{2q+2}}{d(0)} d(1/x)$ on $\mathcal{P}_0(\mu')$, it follows that

$$\sum_{d \in \mathcal{P}_0(\mu')} \chi(d(0)) \left( \prod_{j=1}^{m} a_j(C_d)^{\gamma_j} \right) = \sum_{d \in \mathcal{P}^0(\mu')} \prod_{j=1}^{m} a_j(C_d)^{\gamma_j}$$

and hence

$$M_{\mu',\gamma'}(q) = -(q + 1)M_{\mu',\gamma}(q) + q \sum_{d \in \mathcal{P}^0(\mu')} \prod_{j=1}^{m} a_j(C_d)^{\gamma_j}.$$  \hspace{1cm} (118)

Similarly,

$$M_{\mu,\gamma}(q) = -\sum_{\theta \in \mathbb{F}} \sum_{d \in \mathcal{P}(\mu')} \chi(d(\theta)) \left( \prod_{j=1}^{m} a_j(C_d)^{\gamma_j} \right) = -q \sum_{d \in \mathcal{P}_0(\mu')} \chi(d(0)) \left( \prod_{j=1}^{m} a_j(C_d)^{\gamma_j} \right)$$

from which we deduce, as before, that

$$M_{\mu,\gamma}(q) = -q \sum_{d \in \mathcal{P}^0(\mu')} \prod_{j=1}^{m} a_j(C_d)^{\gamma_j}. \hspace{1cm} (119)$$

Now from (118) and (119), it follows that

$$M_{\mu',\gamma'}(q) + M_{\mu,\gamma}(q) = -(q + 1)M_{\mu',\gamma}(q)$$

which proves our first assertion.

The second assertion is proved by a similar argument. \qed
C Appendix

Let us consider (25), written in the equivalent form
\[
\lambda(\kappa, 2; q) - q^{[\kappa] + 3} \lambda(\kappa, 2; 1/q) = a(\kappa, 2; q) + \sum_{\kappa'_<\kappa} q^{[\kappa] - r(\kappa - \kappa')} (q - 1)^{r(\kappa - \kappa')} \lambda(\kappa', 2; 1/q)
\]
for \(\kappa = (k_1, \ldots, k_r) \in \mathbb{N}^r\) \((r \geq 1)\), where
\[
a(\kappa, 2; q) = \begin{cases} (-1)^{|\kappa|} q(q - 1) & \text{if } k_i = 0 \text{ or } 1 \text{ for all } i = 1, \ldots, r \\ 0 & \text{otherwise.} \end{cases}
\]
This is equivalent to (27) (with \(l = 2\)), which can be written explicitly as
\[
\Lambda_2(T, q) = \frac{q(q - 1)}{E(T)} + q^3 \frac{E(qT)}{E(T)} \Lambda_2(qT, 1/q).
\]
We recall that \(T = (t_1, \ldots, t_r), qT = (qt_1, \ldots, qt_r)\), and
\[
E(T) = \prod_{i=1}^r (1 - t_i)^{-1}.
\]
As explained in Section 5, in the case \(l = 4\), starting from \(\lambda(0, \ldots, 0; 2; q) = q^2\), we can find recursively the coefficients \(\lambda(\kappa, 2; q) = P(\kappa, q)\) in polynomial form; the polynomials \(P(\kappa, q)\) have integer coefficients, are independent of \(q\), \(\deg P(\kappa, q) \leq |\kappa| + 2\) (condition ensuring that \(q^{[\kappa] + 3}\lambda(\kappa, 2; 1/q)\) is a polynomial with no constant term), and \(q^{|(\kappa| + 1)/2|} P(\kappa, q)\) (implying that \(\deg (q^{[\kappa] + 3}\lambda(\kappa, 2; 1/q)) < ((|\kappa| + 1)/2) + 2\)).

The generating series of \(P(\kappa, q)\). Let notations be as above, and take
\[
\Lambda_2(T, q) = \sum_{\kappa \in \mathbb{N}^r} P(\kappa, q) T^\kappa
\]
where, for \(\kappa = (k_1, \ldots, k_r)\), we put (as before) \(T^\kappa := t_1^{k_1} \cdots t_r^{k_r} \).

Proposition C.1. — We have
\[
\Lambda_2(T, q) = q E(qT) \frac{\text{Res}_{z=0} [z^2 - q/1/E(zT)E(qT/z)]}{E(zT)E(qT/z)}.
\]
Proof. Put \(f(z, T, q) = z^2 q^{-1} \frac{1}{E(qzT)E(T/z)} \). Then (120) amounts to:
\[
\text{Res}_{z=1} f(z, T, q) + \text{Res}_{z=0} f(z, T, q) = \text{Res}_{z=0} [f(1/z, T, q)/z].
\]
Since \(f(\cdot, T, q)\), as a function of \(z\) is rational, the left-hand side of (121) equals
\[
- \text{Res}_{z=\infty} f(z, T, q) = \text{Res}_{z=0} [f(1/z, T, q)/z^2]
\]
and thus we are left to show that
\[
\text{Res}_{z=0} [f(1/z, T, q)/z^2] = \text{Res}_{z=0} [f(1/z, T, q)/z].
\]
Now
\[
\left(\frac{z-1}{z^2}\right) f(1/z, T, q) = \frac{1}{E(zT)E(qT/z)} - \frac{q}{z^2} \frac{1}{E(zT)E(qT/z)}
\]
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and note that
\[
\text{Res}_{z=0} \left[ \frac{1}{E(z) E(qT/z)} \right] = -\text{Res}_{z=\infty} \left[ \frac{1}{E(z) E(qT/z)} \right] = \text{Res}_{z=0} \left[ \frac{1}{z^2 E(T/z) E(qzT)} \right].
\]

Replacing \( z \) by \( z/q \) in the expression of the last residue, we have
\[
q^2 \text{Res}_{z=0} \left[ \frac{1}{z^2 E(qT/z) E(zT)} \right] = \text{Res}_{z=0} \left[ \frac{1}{z^2 E(T/z) E(qzT)} \right]
\]
and (122) follows. As
\[
q^2 \Lambda_2(q, 1/q) = \sum_{\kappa \in \mathbb{N}^r} q^{\mid \kappa \mid + 2} P(\kappa, 1/q) T^\kappa = E(T) \text{Res}_{z=0} \left[ \frac{z^2 - q}{z-1} \frac{z + q}{(z+q)^2} \right]
\]
clearly \( q^{\mid \kappa \mid + 2} P(\kappa, 1/q) \) is a polynomial in \( q \), or, what amounts to the same, \( \deg \, P(\kappa, q) \leq |\kappa| + 2 \).

Finally, let us fix \( \kappa \in \mathbb{N}^r \). Then
\[
P(\kappa, q) = \sum_{k_j \leq \kappa} (-1)^{r_1(\kappa')} q^{\mid \kappa' \mid + r_2(\kappa')} R_0 \left[ \frac{z^2 - q}{z-1} \frac{z + q}{(z+q)^2} \right]
\]
where, as before, \( r_j(\kappa') \) \( (j = 1, 2) \) is the number of components of \( \kappa' \) equal to \( j \). For each \( \kappa' \), the expression
\[
q^{\mid \kappa - \kappa' \mid + r_2(\kappa')} R_0 \left[ \frac{z^2 - q}{z-1} \frac{z + q}{(z+q)^2} \right]
\]
is trivially a polynomial in \( q \), and it is easy to see that the exponent of the largest power of \( q \) dividing this polynomial is at least
\[
|\kappa - \kappa'| + r_2(\kappa') + \frac{r_1(\kappa')}{2} + 2 = \frac{|\kappa - \kappa'|}{2} + \frac{|\kappa|}{2} + 2.
\]
Then clearly \( q^{(|\kappa|+1)/2} \mid P(\kappa, q) \), and our assertion follows now from the uniqueness of a polynomial solution \( \Lambda_2(T, q) \) to (120) satisfying the above properties.

Notice that by taking \( \kappa = (1, 1, \ldots, 1) \in \mathbb{N}^r \) in (123), we can write
\[
\lambda_2(r; q) := \lambda(1, 1, \ldots, 1; q) = \sum_{k_j \leq \kappa} (-1)^{\mid \kappa \mid} q^{-|\kappa'|} R_0 \left[ \frac{z^2 - q}{z-1} \frac{z + q}{(z+q)^2} \right]
\]
from which it follows that
\[
\lambda_2(r; q) = \sum_{j=1}^{[\frac{r}{2}]} \frac{1}{(r-j+1)(r-j)!} \frac{r!}{j!(j-1)!(r-2j)!} q^{r+2j}
\]
as claimed in Section 3, Example 3.

The following identity was used in the proof of Theorem 5.1.

**Proposition C.2.** — If \( \kappa = (k_1, \ldots, k_r) \in \mathbb{N}^r \) is such that \( r_1(\kappa) = 2R \) is even, and \( |\kappa| = r_1(\kappa) + 2r_2(\kappa) \) then
\[
\sum_{k_j \leq \kappa} (-1)^{|\kappa'|-k'} q^{|\kappa'|+2} \lambda(\kappa', 2; 1/q) = \sum_{j=0}^{R} 2j + 1 \left( \frac{(2R)! q^{r_1(\kappa')-j}}{(R-j)! (R+j+1)!} \right)
\]
Proof. The left-hand side of the identity is the coefficient of $T^\kappa = t_1^{k_1} \cdots t_r^{k_r}$ in

$$q^2 \Lambda_2(qT, 1/q) = \text{Res}_{z=0} \left[ \frac{q z^2 - 1}{z(z-1)} \cdot \frac{1}{E(qz T) E(T/z)} \right];$$

it vanishes, unless $|\kappa| = r_1(\kappa) + 2r_2(\kappa)$. If $|\kappa| = r_1(\kappa) + 2r_2(\kappa)$, and $r_1(\kappa) = 2R$, then we can express this coefficient by

$$q^{r_2(\kappa)} \cdot \text{Res}_{z=0} \left[ \frac{q z^2 - 1}{z(z-1)} \left( \frac{qz + 1}{z} \right)^{2R} \right]$$

from which our assertion follows. \qed

\section{Appendix}

As before, let $F = \mathbb{F}_q$ be a fixed finite field of odd characteristic, and let $\chi$ denote the non-trivial real character of $F^\times$, extended to $F$ by $\chi(0) = 0$. For $r \in \mathbb{N}$, let

$$M_3(r; q) = \sum_{\begin{subarray}{c} \deg d = 3 \\ d \text{--monic \& square-free} \end{subarray}} \left( - \sum_{\theta \in F} \chi(d(\theta)) \right)^r$$

and

$$M_4(r; q) = \sum_{\begin{subarray}{c} \deg d = 4 \\ d \text{--monic \& square-free} \end{subarray}} \left( -1 - \sum_{\theta \in F} \chi(d(\theta)) \right)^r.$$

be the moment-sums introduced in Section 5.

The purpose of this appendix is to discuss the identity

$$M_4(r; q) = \begin{cases} -M_3(r + 1; q) & \text{if } r \text{ is odd} \\ qM_3(r; q) & \text{if } r \text{ is even} \end{cases}$$

used in the proof of Proposition 5.2. Notice that Proposition B.2, applied for all partitions of 4, implies easily the equivalence:

$$M_4(r; q) = -M_3(r + 1; q) \iff M_4(r; q) = qM_3(r; q) \text{ if } r \text{ is even.}$$

Accordingly, it suffices to prove the following

\begin{proposition}
For $r \in \mathbb{N}$ even, we have $M_4(r; q) = qM_3(r; q)$.
\end{proposition}

Proof. Recall that every complete, non-singular curve of genus one over $F$ has an $F$-rational point, and so, it is isomorphic to its Jacobian; the Jacobian is an elliptic curve defined over $F$. Let

$$E(r; q) = \sum_{[E]} \frac{a(E)^r}{\# \text{Aut}_F(E)}$$

the sum being over all $F$-isomorphism classes of elliptic curves over $F$, and where $a(E) = q + 1 - \#E(F)$. We shall compare $M_4(r; q)$ and $M_3(r; q)$ with $E(r; q)$. To do so, let $P$ denote the set of square-free polynomials of degree 3 or 4 with coefficients in $F$. Let $C_d$ denote the curve corresponding to $d \in P$. The group $G = (\text{GL}_2(F) \times F^\times) / D$, where

$$D = \left\{ \left( \begin{array}{cc} \alpha & \beta \\ \gamma & \delta \end{array} \right) : \alpha, \beta, \gamma, \delta \in F^\times \right\},$$

acts on $P$ by

$$g \cdot d(x) = \frac{(\gamma x + \delta)^4}{\eta^2} \cdot \frac{(\alpha x + \beta)^r}{(\gamma x + \delta)^r} \quad \left( \text{for } g = \left[ \left( \begin{array}{cc} \alpha & \beta \\ \gamma & \delta \end{array} \right), \eta \right] \in G \text{ and } d \in P \right).$$
the corresponding curves $C_d$ and $C_{gd}$ are clearly $\mathbb{F}$-isomorphic. As explained in [7, pp. 268-269], we can write

$$E(r; q) = \sum_{[d] \in \mathbb{F}/G} \frac{a(C_d)^r}{\#Stab_G(d)} = \frac{1}{\#G} \sum_{d \in \mathbb{F}} a(C_d)^r.$$ 

Since $\#G = |GL_2(\mathbb{F})| = q(q + 1)(q - 1)^2$ and $r$ is even, this identity can be written in the form

$$E(r; q) = \frac{1}{q^3 - q} \left( M_3(r; q) + M_4(r; q) \right). \quad (124)$$

Now, let $E/\mathbb{F}$ be an elliptic curve. It is well-known that the Riemann-Roch theorem gives an isomorphism of $E$ onto a curve given by a Weierstrass equation of the form $y^2 = d(x)$, for some monic square-free cubic polynomial $d \in \mathbb{F}[x]$. Moreover, any two such Weierstrass equations for $E$ are related by a linear change of variables of the form

$$x = \alpha^2 x' + \beta \quad \text{and} \quad y = \alpha^3 y' \quad \text{(with } \alpha \in \mathbb{F}^* \text{ and } \beta \in \mathbb{F}).$$

(Recall that we are assuming that $\text{char}(\mathbb{F}) > 2$.) Identifying the group of these transformations with the corresponding subgroup (say $G_0$) of $G$, it follows that

$$E(r; q) = \sum_{\{d \in \mathbb{F}[x]: \text{monic and square-free, } \deg d = 3\}/G_0} \frac{a(C_d)^r}{\#Stab_{G_0}(d)} = \frac{1}{\#G_0} M_3(r; q).$$

Thus

$$E(r; q) = \frac{1}{q^3 - q} M_3(r; q)$$

which, combined with (124), gives the identity in the proposition. \qed

**References**

[1] D. Abramovich, A. Corti and A. Vistoli: *Twisted bundles and admissible covers*. Special issue in honor of Steven L. Kleiman, Comm. Algebra 31 (2003), no. 8, 3547–3618.

[2] J.C. Andrade and J.P. Keating: *Conjectures for the integral moments and ratios of $L$-functions over function fields*. J. Number Theory 142 (2014), 102–148.

[3] A.N. Andrianov and V.G. Zhuravlev: *Modular forms and Hecke operators*. Translated from the 1990 Russian original by Neal Koblitz. Translations of Mathematical Monographs, vol. 145, American Mathematical Society, Providence, RI, 1995, viii+334.

[4] E. Artin: *Quadratische Körper im Gebiete der höheren Kongruenzen; I. (Arithmetischer Teil.), II. (Analytischer Teil.).*, Math. Zs. 19 (1924), no. 1, 153–246.

[5] K.A. Behrend: *The Lefschetz trace formula for algebraic stacks*. Invent. Math. 112 (1993), no. 1, 127–149.

[6] K.A. Behrend: *Derived $l$-adic categories for algebraic stacks*. Mem. Amer. Math. Soc. 163 (2003), no. 774, viii+93.

[7] J. Bergström: *Equivariant counts of points of the moduli spaces of pointed hyperelliptic curves*. Doc. Math. 14 (2009), 259–296.

[8] J. Bergström, C. Faber and G. van der Geer: *Siegel modular forms of genus 2 and level 2: cohomological computations and conjectures*. Int. Math. Res. Not. (2008), Art. ID rnn 100, 20.

[9] J. Bergström, C. Faber and G. van der Geer: *Siegel modular forms of degree three and the cohomology of local systems*. Selecta Math. (N.S.) 20 (2014), no. 1, 83–124.
[10] J. Bergström and G. van der Geer: *The Euler characteristic of local systems on the moduli of curves and abelian varieties of genus three*. J. Topol. 1 (2008), no. 3, 651–662.

[11] B.J. Birch: *How the number of points of an elliptic curve over a fixed prime field varies*. J. London Math. Soc. 43 (1968), 57–60.

[12] A. Braverman and D. Kazhdan: *Representations of affine Kac-Moody groups over local and global fields: a survey of some recent results*. In: European Congress of Mathematics, pp. 91–117, Eur. Math. Soc., Zürich, 2013.

[13] B. Brubaker, D. Bump, G. Chinta, S. Friedberg, and J. Hoffstein: *Weyl group multiple Dirichlet series I*. In: Multiple Dirichlet series, automorphic forms, and analytic number theory, Proc. Sympos. Pure Math. 75, pp. 91–114, Amer. Math. Soc., Providence, RI, 2006.

[14] B. Brubaker, D. Bump, and S. Friedberg: *Weyl group multiple Dirichlet series II: The stable case*. Invent. Math. 165 (2006), no. 2, 325–355.

[15] B. Brubaker, D. Bump, S. Friedberg, and J. Hoffstein: *Weyl group multiple Dirichlet series III: Eisenstein series and twisted unstable A_r*. Ann. of Math. (2) 166 (2007), no. 1, 293–316.

[16] B. Brubaker, D. Bump, and S. Friedberg: *Weyl group multiple Dirichlet series, Eisenstein series and crystal bases*. Ann. of Math. (2) 173 (2011), no. 2, 1081–1120.

[17] B. Brubaker, D. Bump, and S. Friedberg: *Weyl group multiple Dirichlet series: type A combinatorial theory*. Annals of Mathematics Studies 175, Princeton University Press, Princeton, 2011, xiv+158.

[18] A. Bucur and A. Diaconu: *Moments of quadratic Dirichlet L-functions over rational function fields*. Mosc. Math. J. 10 (2010), no. 3, 485–517.

[19] D. Bump, S. Friedberg, and J. Hoffstein: *On some applications of automorphic forms to number theory*. Bull. Amer. Math. Soc. (N.S.) 33 (1996), no. 2, 157–175.

[20] D. Bump, S. Friedberg, and J. Hoffstein: *Sums of twisted GL(3) automorphic L-functions*. In: Contributions to Automorphic Forms, Geometry and Arithmetic, eds. H. Hida, D. Ramakrishnan and F. Shahidi, pp. 131–162, Johns Hopkins Univ. Press 2004.

[21] D. Bump and A. Gamburd: *On the averages of characteristic polynomials from classical groups*. Comm. Math. Phys. 265 (2006), no. 1, 227–274.

[22] R.W. Carter: *Conjugacy classes in the Weyl group*. Compositio Math. 25 (1972), 1–59.

[23] G. Chinta: *Multiple Dirichlet series over rational function fields*. Acta Arith. 132 (2008), no. 4, 377–391.

[24] G. Chinta, S. Friedberg, and J. Hoffstein: *Multiple Dirichlet series and automorphic forms*. In: Multiple Dirichlet series, automorphic forms, and analytic number theory, Proc. Sympos. Pure Math. 75, pp. 3–41, Amer. Math. Soc., Providence, RI, 2006.

[25] G. Chinta, S. Friedberg, and P.E. Gunnells: *On the p-parts of quadratic Weyl group multiple Dirichlet series*. J. Reine Angew. Math. 623 (2008), 1–23.

[26] G. Chinta and P.E. Gunnells: *Weyl group multiple Dirichlet series constructed from quadratic characters*. Invent. Math. 167 (2007), no. 2, 327–353.

[27] G. Chinta and P.E. Gunnells: *Constructing Weyl group multiple Dirichlet series*. J. Amer. Math. Soc. 23 (2010), no. 1, 189–215.

[28] G. Chinta and O. Offen: *A metaplectic Casselman-Shalika formula for GL_r*. Amer. J. Math. 135 (2013), no. 2, 403–441.

[29] J.B. Conrey and D.W. Farmer: *Mean values of L-functions and symmetry*. Int. Math. Res. Not. 17 (2000), 883–908.
[30] J.B. Conrey, D.W. Farmer, J.P. Keating, M.O. Rubinstein and N.C. Snaith: *Integral moments of L-functions*. Proc. London Math. Soc. (3) **91** (2005), no. 1, 33–104.

[31] C. Consani and C. Faber: *On the cusp form motives in genus 1 and level 1*. In: Moduli spaces and arithmetic geometry, Adv. Stud. Pure Math. vol. 45, pp. 297–314, Math. Soc. Japan, Tokyo, 2006.

[32] P. Deligne: *Formes modulaires et représentations l-adiques*. Séminaire Bourbaki. Vol. 1968/69, Lecture Notes in Math. 179, Exp. No. 355, pp. 139–172, Springer, Berlin, 1971.

[33] P. Deligne: *Théorème d’intégralité*, Appendix to: *Le niveau de la cohomologie des intersections complètes* by N. Katz, Exposé XXI in SGA 7, Lecture Notes in Math. 340, Springer-Verlag, Berlin-New York, 1973, x+438.

[34] P. Deligne: *Cohomologie étale*, (SGA 4½). Lecture Notes in Math. 569, Springer-Verlag, Berlin, 1977, iv+312pp.

[35] P. Deligne: *La conjecture de Weil. II*. Inst. Hautes Études Sci. Publ. Math. **52** (1980), 137–252.

[36] P. Deligne and D. Mumford: *The irreducibility of the space of curves of given genus*. Inst. Hautes Études Sci. Publ. Math. **36** (1969), 75–109.

[37] A. Diaconu: *Equivariant Euler characteristics of \( \bar{M}_{g,n} \).* arXiv:1803.08349.

[38] A. Diaconu, D. Goldfeld, and J. Hoffstein: *Multiple Dirichlet series and moments of zeta and L-functions*. Compositio Math. **139** (2003), no. 3, 297–360.

[39] A. Diaconu and I.M. Whitehead: *On the third moment of \( L \left( \frac{1}{2}, \chi_d \right) \): the number field case*. Available at: arXiv:1804.00690.

[40] H. Esnault: *Deligne’s integrality theorem in unequal characteristic and rational points over finite fields*. With an appendix by P. Deligne and H. Esnault. Ann. of Math. (2) **164** (2006), no. 2, 715–730.

[41] C. Faber and G. van der Geer: *Sur la cohomologie des systèmes locaux sur les espaces de modules des courbes de genre 2 et des surfaces abéliennes*, I, II. C. R. Math. Acad. Sci. Paris **338** (2004), no. 5, 381–384 and no. 6, 467–470.

[42] G. Faltings: *On the cohomology of locally symmetric Hermitian spaces*. Paul Dubreil and Marie-Paule Malliavin algebra seminar, Paris, 1982, Lecture Notes in Math. 1029, pp. 55–98, Springer, Berlin, 1983.

[43] G. Faltings and C.-L. Chai: *Degeneration of abelian varieties*. With an appendix by David Mumford. Ergebnisse der Mathematik und ihrer Grenzgebiete (3) 22, Springer-Verlag, Berlin, 1990, xii+316.

[44] A.M. Florea: *The fourth moment of quadratic Dirichlet L-functions over function fields*. Geom. Funct. Anal. **27** (2017), no. 3, 541–595.

[45] E. Freitag: *Siegelsche Modulfunktionen*. Grundlehren der Mathematischen Wissenschaften 254, Springer-Verlag, Berlin, 1983, x+341.

[46] W. Fulton and J. Harris: *Representation theory. A first course*. Graduate Texts in Mathematics 129, Springer-Verlag, New York, 1991, xvi+551.

[47] H. Garland, S.D. Miller, and M.M. Patnaik: *The “negative” loop Eisenstein series*. In preparation.

[48] H. Garland, S.D. Miller, and M.M. Patnaik: *Entirety of cuspidal Eisenstein series on loop groups*. Amer. J. Math., to appear.

[49] G. van der Geer: *Rank one Eisenstein cohomology of local systems on the moduli space of abelian varieties*. Sci. China Math. **54** (2011), no. 8, 1621–1634.

[50] E. Getzler: *Operads and moduli spaces of genus 0 Riemann surfaces*. In: The moduli space of curves (Texel Island, 1994), Progr. Math. 129, pp. 199–230, Birkhäuser Boston, 1995.

[51] E. Getzler: *Euler characteristics of local systems on \( \bar{M}_2 \).* Compositio Math. **132** (2002), no. 2, 121–135.
[73] S. Morel: *Cohomologie d’intersection des variétés modulaires de Siegel, suite*. Compos. Math. **147** (2011), no. 6, 1671–1740.

[74] M.M. Patnaik: *Unramified Whittaker functions on \( p \)-adic loop groups*. Amer. J. Math. **139** (2017), no. 1, 175–213.

[75] M.M. Patnaik and A. Puskás: *On Iwahori-Whittaker functions for metaplectic groups*. Adv. Math. **313** (2017), 875–914.

[76] M.M. Patnaik and A. Puskás: *Metaplectic covers of Kac-Moody groups and Whittaker functions*. Available at: arXiv:1703.05265.

[77] C. Peters: *Lowest weights in cohomology of variations of Hodge structure*. arXiv:0708.0130v2.

[78] D. Petersen: *Cohomology of local systems on the moduli of principally polarized abelian surfaces*. Pacific J. Math. **275** (2015), no. 1, 39–61.

[79] M. Rosen: *Number theory in function fields*. Graduate Texts in Mathematics 210, Springer-Verlag, New York, 2002, xii+358.

[80] A.J. Scholl: *Motives for modular forms*. Invent. Math. **100** (1990), no. 2, 419–430.

[81] A. Selberg: *Harmonic analysis and discontinuous groups in weakly symmetric Riemannian spaces with applications to Dirichlet series*. J. Indian Math. Soc. (N.S.) **20** (1956), 47–87.

[82] J.-P. Serre: *Lectures on \( \mathbb{N} \times \mathbb{P} \)*. Chapman & Hall/CRC Research Notes in Mathematics, Vol. 11, CRC Press, Boca Raton, FL, 2012, x+163.

[83] C.L. Siegel: *Die Funktionalgleichungen einiger Dirichletscher Reihen*. Math. Zs. **63** (1956), 363–373.

[84] W. Specht: *Darstellungstheorie der Hyperoktaedergruppe*. Math. Z. **42** (1937), no. 1, 629–640.

[85] R. Taylor: *On the \( l \)-adic cohomology of Siegel threefolds*. Invent. Math. **114** (1993), no. 2, 289–310.

[86] S.S. Tehrani: *On the strict endoscopic part of modular Siegel threefolds*. arXiv:1305.4313.

[87] A. Weil: *Sur les courbes algébriques et les variétés qui s’en déduisent*. Hermann & Cie., Paris, 1948.

[88] R. Weissauer: *Endoscopy for \( \text{GSp}(4) \) and the cohomology of Siegel modular threefolds*. Lecture Notes in Math. 1968, Springer-Verlag, Berlin, 2009, xviii+368.

[89] R. Weissauer: *The trace of Hecke operators on the space of classical holomorphic Siegel modular forms of genus two*. arXiv:0909.1744.

[90] I.M. Whitehead: *Affine Weyl group multiple Dirichlet series: type \( \tilde{A} \)*. Compos. Math. **152** (2016), no. 12, 2503–2523.

[91] I.M. Whitehead: *Multiple Dirichlet series for affine Weyl groups*. Ph.D. thesis, Columbia University, 2014. Available at: arXiv:1406.0573.

[92] A. Young: *On Quantitative Substitutional Analysis (Fifth Paper)*. Proc. London Math. Soc. (2) **31** (1930), no. 4, 273–288.