Nonlinear variational problems
with lack of compactness

Supervisor: Prof. Paolo Caldiroli
Candidate: Gabriele Cora
# Contents

## Introduction

1. The $H$-loop problem
   - 1.1 Introduction
   - 1.1.1 The variational structure
   - 1.1.2 Applications
   - 1.2 Isoperimetric regions in $\mathbb{R}^2$ and the $H$-loop problem
     - 1.2.1 One dimensional variational integrals
     - 1.2.2 Proof of Theorem 1.2.1
     - 1.2.3 Proof of Theorem 1.2.2 and examples
     - 1.2.4 $(H - \lambda)$-loop problem: the periodic and asymptotically constant cases
     - 1.2.5 $(H - \lambda)$-loop problem: the mixed case
     - 1.2.6 The isoperimetric function
   - 1.3 Immersed curves of prescribed radial curvature
     - 1.3.1 Preliminary results
     - 1.3.2 The linearized problem
     - 1.3.3 The finite-dimensional reduction
     - 1.3.4 The variational argument
     - 1.3.5 The rotational invariance
   - Appendix: Estimates and useful formulae

2. The fractional Brezis-Nirenberg problem
   - 2.1 Introduction
   - 2.2 Preliminary results
     - 2.2.1 Functional framework
     - 2.2.2 Fractional Sobolev constant and Dirichelet eigenvalues
     - 2.2.3 Regularity of solutions
     - 2.2.4 Extension properties for the fractional Laplacian
     - 2.2.5 Miscellanea
   - 2.3 Existence of sign changing solutions
   - 2.4 Asymptotic analysis of the energy as $\lambda \to 0^+$
   - 2.5 Nodal components of the extension and nodal bounds
   - 2.6 Uniform bounds with respect to $s$ and pre-compactness
   - 2.7 Proof of Theorem 2.1.1
   - 2.8 Proof of Theorem 2.1.2
   - 2.9 Proof of Theorem 2.1.3
   - 2.10 Proof of Theorem 2.1.4
   - Appendix: Some technical results

Bibliography
Introduction

In the last century, variational methods have provided to be powerful and versatile tools for solving mathematical problems deriving from various fields, from analysis to geometry to physics. From the rigorous foundation of the theory, that can be dated back to the works of Weierstrass, Arzelà, Fréchet, Hilbert, Lebesgue, and many others famous mathematicians, the calculus of variations has imposed itself as the preferable way to tackle problems which admit a variational structure, and techniques more and more powerful and refined have been developed. For a short historical account about this subject we refer, e.g., to the preface of the first edition of the book by Struwe [72], and the references therein.

Suppose that a problem can be expressed as an equation of the form

$$ F(u) = 0, $$

where $F$ is an operator defined on some subset $A$ of a Banach space, with values in another Banach space. We say that the problem admits a variational structure, or it is of variational form, if the operator $F$ coincides with the Fréchet differential of a functional $E$, that is, if it can be equivalently expressed as a so-called Euler-Lagrange equation

$$ DE(u) = 0. $$

In particular, the direct methods of the calculus of variations consist in finding solutions of the Euler-Lagrange equation as minimizers of the functional $E$.

In this thesis we deal with two different classes of variational problems:

1) the problem of closed curves with prescribed curvature, or $H$-loop problem;
2) the study of the nodal solutions of the fractional Brezis-Nirenberg problem.

In both cases we deal with nonlinear equations (an ODE system for problem 1, and an elliptic equation for problem 2) which admit a variational structure. Nevertheless, in both cases, a lack of compactness occurs and this constitutes a strong obstruction for the application of the direct methods of the calculus of variations or even standard variational methods. Therefore, we are lead to use more refined techniques or also to follow different approaches, like the Lyapunov-Schmidt method and blow-up analysis. This will allow us not only to obtain existence and multiplicity results, but also qualitative properties of the solutions.

Let us describe the two problems with some more detail.

The $H$-loop problem consists in finding closed regular curves in $\mathbb{R}^2$, parametrized by a function $U : \mathbb{R} \to \mathbb{R}^2$, whose curvature $K(U)$ coincides at every point with a prescribed function $H : \mathbb{R}^2 \to \mathbb{R}$. There are multiple reasons justifying the mathematical interest towards this kind of problem.

On one hand, its resolution is quite challenging. The problem is, in its nature, strongly dependent from the qualitative properties of the prescribed curvature function $H$. Even if it possesses a nice variational structure, the associated energy functional is not coercive, even considering some additional constraint. Indeed, most of the results existing in the literature and in this thesis deal with curvatures which are, in some sense, small perturbations of the constant curvature. Moreover, the smallness assumptions are not sufficient by themselves to recover existence of $H$-loops as minimizers of the associated energy, and both the sign of $H$ and the magnitude of its oscillations can either help to
recover existence or pose an obstruction to it. The reason is that, in its generality, the problem lack of invariances which could help to recover compactness.

Secondly, the $H$-loop problem is strictly related to the $\mathcal{H}$-surface problem, that is, the study of the existence of parametrized hypersurfaces in $\mathbb{R}^N$ having prescribed mean curvature $H$. As one can imagine, its resolution is an even more challenging and complex task. Nevertheless, we believe that the study of the $H$-loop problem could shed some light on the higher dimensional phenomena, and develop techniques which can be adapted to the higher dimensional case. In some cases, the two problems are deeply connected: that is the case of the $H$-cylinder problem in $\mathbb{R}^3$. In other cases, surprisingly enough, even taking prescribed curvature $H$ and mean curvature $\mathcal{H}$ sharing the same structure, the results in low and high dimensions turn out to be completely different.

Finally, the $H$-loop problem has applications to physics, too: indeed, it is equivalent to the study of helicoidal trajectories of a nonrelativistic charged particle in a nonconstant magnetic field, which is of interest for several areas, as condensed matter theory, accelerator physics, magnetobiology, and plasma physics (see e.g. [57]).

The $H$-loop problem is the content of Chapter 1. The results displayed therein will be submitted in a couple of papers, one in collaboration with P. Caldiroli.

As regards the fractional Brezis-Nirenberg problem, it consists in the following semilinear elliptic problem:

$$
\begin{cases}
(-\Delta)^s u = |u|^{2^*_s - 2} u + \lambda u & \text{in } \Omega \\
u = 0 & \text{in } \mathbb{R}^N \setminus \Omega
\end{cases}
$$

where $\Omega \subset \mathbb{R}^N$ is a bounded domain, $s \in (0, 1)$ is such that $N > 2s$, $\lambda \in \mathbb{R}$, $2^*_s = 2N/(N - 2s)$ is the fractional critical Sobolev exponent and $(-\Delta)^s$ is the fractional Laplace operator, or $s$-Laplacian.

This is the fractional counterpart of the classical Brezis-Nirenberg problem, which is a typical example of variational problem with a global lack of compactness, due to the critical Sobolev embedding. Nevertheless, through a deep study of the variational structure and of the energetic levels, Brezis and Nirenberg proved existence of positive solutions. Then, several other mathematicians gave their contribution to the problem, recovering existence, multiplicity and asymptotic results both for positive and for sign-changing solutions. However, also in the case of $\Omega$ being the unitary ball in $\mathbb{R}^N$, several open questions still remain, and in particular it is still not completely clear under which conditions on the parameter $\lambda$ sign-changing solutions in dimensions $3 \leq N \leq 6$ exist.

In the last decades, a lot of attention has been drawn to problems involving the integro-differential operator $(-\Delta)^s$. On one hand, it has been proposed as an alternative way to model phenomena belonging to very different fields, as economics, biology, and physics. In some contexts, its presence gives rise to unexpected behaviors, which completely differ from what is known for their classical counterpart, as in the case of the $s$-minimal surfaces. Moreover, being intrinsically nonlocal, most of the known standard techniques do not straightforwardly apply and a complete theory is far to be known. This is even more true when dealing with sign-changing solutions of fractional partial differential equations, since the presence of nonlocal terms of interaction between their positive and negative parts poses a serious obstruction to the application of even the more common tool, as the maximum principle.

In view of the previous discussion, the study of the qualitative properties of sign-changing solutions of the fractional Brezis-Nirenberg problem, aside being a challenging task, can both shed some light on the open questions for the classical Brezis-Nirenberg equation, and in general be useful to develop new techniques which allow to deal with sign-changing solutions of fractional problems.

In Chapter 2 we present our contribution to the study of the qualitative properties of the least-energy sign-changing solutions of the fractional Brezis-Nirenberg problem in the ball $B_R$. The content of Chapter 2 gave rise to a submitted paper [30], written jointly with A. Iacopetti.
Chapter 1

The $H$-loop problem

1.1 Introduction

Given a parametrization $U \in C^2(\mathbb{R}; \mathbb{R}^2)$ of a regular planar curve, its (signed) curvature is defined as

$$\mathcal{K}(U) = \frac{i \dot{U} \cdot \ddot{U}}{|U|^3}.$$

Then, given a function $H : \mathbb{R}^2 \to \mathbb{R}$, we call $H$-loop a solution of the following nonlinear problem:

$$\begin{cases}
U \in C^2(\mathbb{R}; \mathbb{R}^2), \\
\exists T > 0 \text{ such that } U(t + T) = U(t) \quad \forall t \in \mathbb{R} \\
\mathcal{K}(U) = H(U) \quad \forall t \in \mathbb{R}.
\end{cases} \quad (1.1)$$

When the curvature $H$ is assumed to be constant, the problem is trivially solved. Indeed, when $H \neq 0$, (1.1) is satisfied exactly by the parametrizations of the circles of radius $1/|H|$, either clockwise or anticlockwise oriented, depending on the sign of $H$, while for $H = 0$ no periodic solution exists. On the other hand, when general curvatures are considered, the situation drastically changes. In recent years several papers have been devoted to the study of the existence and of the qualitative properties of the solutions of the $H$-loop problem, with different assumptions on the prescribed curvature function and different approaches.

In [63] Novaga and Valdinoci treated the case of periodic curvatures. They proved that simply assuming that $H$ is periodic and bounded, it can be approximated in the $L^1$ sense by a $C^\infty$ periodic curvature $\tilde{H}$ for which $\tilde{H}$-loops exist. On the other hand, as they pointed out, the $L^1$ norm did not seem to be very well suited for this problem. The natural question then was whether the same result holds if the $L^1$ norm is replaced by the $L^\infty$ one. Indeed, in the subsequent paper by Goldman and Novaga [45], it was proved that if $H$ is a periodic $C^{0,\alpha}$ function of zero average on the unitary cell which satisfies

$$\int_E H(p) \, dp \leq (1 - \Lambda)P(E, Q) \quad \forall E \subset Q = [0, 1] \times [0, 1], \quad (1.2)$$

for some $\Lambda > 0$, with $P(E, Q)$ being the relative perimeter of $E$ in $Q$, then there exists a sequence of $(H + \epsilon_k)$-loops, with $\epsilon_k \to 0$. Both results are obtained through a Geometric Measure Theory approach and, as far as we know, they are the state of the art when dealing with periodic curvatures. Nevertheless, as a consequence of the applied techniques, they seem to lack in providing informations about the topological properties of the $H$-loops.

Another studied class of prescribed curvatures is the asymptotically constant one. In [59] Musina has shown, through a variational approach involving the Nehari manifold, that existence of $H$-loop is assured for every curvature of class $C^2$ satisfying

$$\begin{cases}
\sup_{p \in \mathbb{R}^2} |(\nabla H(p) \cdot p)p| < 1, \\
\exists H^\infty > 0 \text{ such that } H(p) = H^\infty + o(|p|^{-1}) \quad \text{as } |p| \to +\infty.
\end{cases} \quad (1.3)$$
We would like to cite also the works of Caldiroli, Guida [19] and Guida, Rolando [46]. In the former, the case of curvatures which are small $C^2$ perturbations of a constant and possess a nondegenerate critical point is treated, while in the latter is considered the case of symmetric $C^2$ curvatures either exhibiting some homogeneity or satisfying a uniform growth condition along radial directions. Moreover, we recall the work of Kirsch and Laurain [55] for a nonexistence result; if $H$ is a positive $C^{0,1}$ function always increasing in a given direction, then neither immersed nor embedded $H$-loop can exist. To conclude, we would like to cite the work of Bethuel, Caldiroli, Guida [7] and the references therein for an overview about the $H$-loop and the $\mathcal{H}$-surfaces problem, and the recent work of Musina and Zuddas [62] for an existence result about closed and embedded curves of prescribed geodesic curvature in the hyperbolic plane $\mathbb{H}^2$.

As one can readily see, the classes of $H$-loop problems considered are treated with different techniques and with different assumptions on the curvature function. The aim of the first Section of this Chapter is to provide a general and malleable method which allows to recover existence of solutions for the $H$-loop problem. We focus on the class of asymptotically periodic curvatures, that is, that can be written in the form

$$H(p) = H_0 + H_1(p) + H_2(p), \quad p \in \mathbb{R}^2,$$

(1.4)

with $H_0 \in \mathbb{R}$, and $H_1, H_2$ respectively a periodic and an asymptotically constant function.

The procedure, inspired by the work of Caldiroli [18] on the $\mathcal{H}$-bubble problem, can be divided in two steps. Consider the functional

$$\mathcal{F}(u) = \int_0^T F(u, \dot{u}) \, dt,$$

with $u$ belonging to the Sobolev space of $T$-periodic mappings in $W^{1,1}_{\text{loc}}(\mathbb{R}; \mathbb{R}^2)$ and the Lagrangian $F$ satisfying suitable assumption, such that $\mathcal{F}$ can be seen as a generalized length functional. As a first step, we see that if $H$ satisfies quite general conditions, the associated energetic functional (whose precise definition and properties we expose in Subsection 1.1.1) belongs to the aforementioned class of variational integrals.

Secondly, we look for minimizers of $\mathcal{F}$ constrained to the set

$$\{ u \in W^{1,1}_{\text{loc}}(\mathbb{R}; \mathbb{R}^2) \mid u \text{ is } T \text{-periodic and } \mathcal{A}(u) = \tau \},$$

where $\mathcal{A}$ is the signed area of the bounded components of $\mathbb{R}^2 \setminus u([0,T])$ (see Subsection 1.1.1 for its formal definition). The area constrained minimization of $\mathcal{F}$ is a challenging task in itself and existence of minimizers is not assured. In addition, we point out that it is also related to the existence of weighted isoperimetric regions in $\mathbb{R}^2$; we refer to the introduction of Section 1.2 for further details. Nevertheless, it is possible to provide conditions on $H$ (and consequently on $F$) such that area constrained minimizers exist for every value of $\tau \in \mathbb{R}$.

As a consequence, for every $\tau$ we recover solutions of

$$\begin{cases}
    u \in C^2(\mathbb{R}; \mathbb{R}^2), \\
    \exists T > 0 \text{ s.t. } u(t + T) = u(t), \quad \forall t \in \mathbb{R}, \\
    \mathcal{K}(U) = H(U) - \lambda \quad \forall t \in \mathbb{R},
\end{cases}$$

(1.5)

where the additional term $\lambda$ appears as a Lagrange multiplier due to the constrained minimization. Therefore, existence of $\mathcal{H}$-loop is provided, where $\mathcal{H} = H - \lambda$ is still a curvature belonging to the class (1.4), and can be seen as an $L^\infty$ perturbation of the prescribed curvature $H$. Finally, we exhibit a connection between the set of admissible Lagrange multipliers and the energetic level of the minimizers for fixed $\tau$, thus recovering a perturbative results in the spirit of [45].

We stress out that, in general, it holds that $\lambda \neq 0$. As an example, let us consider the case of constant curvatures; if $H \equiv H_0 \neq 0$, as already pointed out the only solutions of (1.1) are the circles...
of radius $1/|H_0|$ and any center, which have signed area equal to $\text{sign}(H_0)\pi/H_0^2$. As a consequence, for every $H_0 \in \mathbb{R} \setminus \{0\}$ there exists a unique $\tau \in \mathbb{R} \setminus \{0\}$ such that \(1.1\) with $H = H_0$ admits a solution of area $\tau$, and vice-versa. Nevertheless, the associated energy functional for every $\tau$ admits an area constrained minimizer, which solves problem \(1.5\). Thus, unless $\tau = \text{sign}(H_0)\pi/H_0^2$ it must be $\lambda \neq 0$.

Our first result is about $\mathbb{Z}^2$-periodic curvatures. Let us denote

$$[H] := \int_{[0,1]^2} H(p) \, dp,$$

the mean over the unitary square of the function $H$. Then we have the following.

**Theorem 1.1.1.** Let $H: \mathbb{R}^2 \to \mathbb{R}$ be such that the following are satisfied:

\[
H \in C^{0,\alpha}(\mathbb{R}^2; \mathbb{R}), \quad \text{for some } \alpha \in (0, 1),
\]

\[
H(p + n) = H(p), \quad \forall p \in \mathbb{R}^2, n \in \mathbb{Z}^2,
\]

\[
|H - [H]|_{\infty} < 2\sqrt{2}.
\]

Then for every $\tau \in \mathbb{R} \setminus \{0\}$ there exists $(u_\tau, \lambda) \in C^2(\mathbb{R}; \mathbb{R}^2) \times \mathbb{R}$ which satisfies \(1.5\).

Secondly, we treat the case of asymptotically constant curvatures.

**Theorem 1.1.2.** Let $H: \mathbb{R}^2 \to \mathbb{R}$ be such that the following are satisfied:

\[
H \in C^{0,\alpha}(\mathbb{R}^2; \mathbb{R}), \quad \text{for some } \alpha \in (0, 1),
\]

\[
H(p) \to H^\infty \in \mathbb{R}, \quad \text{as } |p| \to +\infty,
\]

\[
|H - H^\infty|_{L^1(\mathbb{R}^2)} < \left(\frac{2}{\pi}\right)^\frac{3}{2},
\]

\[
\exists \omega_+, \omega_- \subset S^1 \text{ open s.t. } \pm (H(sp) - H^\infty) < 0 \quad \forall p \in \omega_+, s > 0.
\]

Then for every $\tau \in \mathbb{R}$ there exists $(u_\tau, \lambda) \in C^2(\mathbb{R}; \mathbb{R}^2) \times \mathbb{R}$ which satisfies \(1.5\).

Here we denoted as

$$|H|_{L^1(\mathbb{R}^2)} := \int_0^{+\infty} \frac{H^*(t)}{\sqrt{t}} \, dt$$

the standard norm in the Lorentz space $L(2, 1)$, where $H^*$ is the symmetric decreasing rearrangement of $H$.

Finally, a result for asymptotically periodic curvatures is given. As far as we know, these have never been treated before.

**Theorem 1.1.3.** Let $H_1, H_2 : \mathbb{R}^2 \to \mathbb{R}$ satisfy assumptions \(1.6\) and \(1.7\), respectively. Moreover, assume that

$$\frac{\sqrt{5}}{4} |H_1 - [H_1]|_{\infty} + \left(\frac{\pi}{2}\right)^\frac{3}{2} |H_2 - H_2^\infty|_{L^1(\mathbb{R}^2)} < 1. \quad (1.8)$$

Then for every $0 < \tau_0 < \tau_1$ there exists $\epsilon_0 \in (0, 1]$ such that for every $\epsilon \in (0, \epsilon_0]$ and for every $|\tau| \in [\tau_0, \tau_1]$, there exists $(u_{\epsilon, \tau}, \lambda) \in C^2(\mathbb{R}/\mathbb{Z}; \mathbb{R}^2) \times \mathbb{R}$ solution of Problem \(1.5\) with $H = \epsilon H_1 + H_2$.

To conclude, we present our perturbative result which, up to now, applies only to the periodic and asymptotically constant case.

**Theorem 1.1.4.** Let $H$ be such that either \(1.6\) and $[H] = 0$ or \(1.7\) and $H^\infty = 0$ are satisfied. Then the following holds:

i) There exist two sequences, $(H_j) \subset \mathbb{R}$ with $|H_j| \to +\infty$, and $(\tau_j) \subset \mathbb{R} \setminus \{0\}$ with $\tau_j \to 0$, being such that there exists a $H_j + H$-loop of area $\tau_j$. 




ii) There exist two sequences, \( (H'_k) \subset \mathbb{R} \) with \( |H'_k| \to 0 \), and \( (\tau'_k) \subset \mathbb{R} \setminus \{0\} \) with \( |\tau_k| \to +\infty \), being such that there exists a \( H_k + H \)-loop of area \( \tau_k \).

In the case of periodic curvatures, we recover exactly the result of [45]. To be precise, our assumptions are stronger, since the bound on the \( L^\infty \) norm of \( H \) implies (1.2), but the converse does not hold. Moreover, (1.2) allows \( H \) to take large negative values. On the other hand, in some cases we recover additional properties for the solutions of (1.5): taking \( |\tau| \in [\tau_0, \tau_1] \) and \( \epsilon \in (0, \epsilon_0) \), with \( \tau_0, \tau_1, \epsilon_0 \) and \( H_1 \) as in Theorem 1.1.3 the resulting \( (\epsilon H_1 - \lambda) \)-loops given by Theorem 1.1.2 have the topological type of the circle, that is, they are Jordan curves (see Proposition 1.2.15).

As for the asymptotically constant case, conversely from (1.3) no assumption on the magnitude of the oscillations of \( H \) is made, and indeed \( H \) is not needed to be differentiable at all. We point out that (1.7d) is not necessary and can be considerably weakened. For instance, it is sufficient that \( H \) has constant sign on the tails of two cones to still recover existence of minimizers for every \( \tau \). On the other hand, if only one set \( \omega \) with the properties of either \( \omega_+ \) or \( \omega_- \) exists, then existence of minimizers is assured for, respectively, either positive or negative values of the area.

As already pointed out, once existence of an \( H \)-loop is established it is natural to try to understand its topological properties, and in particular if it is an embedded or an immersed curve. In the celebrated paper of Alexandrov [3] it is shown that the only closed compact hypersurfaces of class \( C^2 \) with constant mean curvature which are embedded in \( \mathbb{R}^N \) are the spheres. On the other hand, Wente [75] showed that this result fails to be true if we remove the embeddedness condition; indeed, he constructed immersed tori of constant mean curvature which are not embedded in any \( \mathbb{R}^N \) with \( N \geq 3 \). Nevertheless, when \( N = 2 \) the result of Alexandrov still holds true, also for immersed hypersurfaces (indeed, this can be seen also with elementary tools): as we already pointed out before, the only closed compact curve of class \( C^2 \) with constant curvature is the circle.

According to [59] Theorem 0.2], if the curvature \( H \) is taken to be radial, positive and non-increasing as a function of the distance form the origin, then every embedded \( H \)-loop is a circle (and such result is sharp with respect to the growth assumption). In other words, in the two dimensional case the result of Alexandrov applies to a wider class of curvatures. A natural question then is whether [59] Theorem 0.2] remains true removing the embeddedness assumption, or if this condition is sharp.

In Section 1.3 we answer to such question, proving the existence of denumerably many immersed closed curves whose curvature belongs to the class of radially symmetric functions in the form

\[
H(p) = 1 + \frac{A}{|p|^\gamma} + O \left( \frac{1}{|p|^{\gamma + \beta}} \right), \quad \text{for } p \in \mathbb{R}^2 \text{ with large } |p|, \tag{1.9}
\]

with \( A \in \mathbb{R} \setminus \{0\}, \gamma > 1 \) and \( \beta \geq 0 \).

To be more precise, we obtain the following.

**Theorem 1.1.5.** Let \( H \in C^2(\mathbb{R}^2; \mathbb{R}) \) be a radially symmetric function in the form

\[
H(p) = h(|p|) \quad \text{with} \quad h(s) = 1 + \frac{A}{s^\gamma} + \tilde{h}(s) s^{\gamma + \beta} \quad \text{when } s \text{ is large},
\]

with \( A \in \mathbb{R} \setminus \{0\}, \gamma > 1, \beta \geq 0 \) and \( \tilde{h} \in C^2((0, +\infty); \mathbb{R}) \) being such that the following are satisfied:

\[
\begin{align*}
\tilde{h}(s) \text{ is bounded} & \quad \text{if } \beta > 1, \\
\tilde{h}(s) = B + o(s^{\beta - 1}) & \quad B \in \mathbb{R} \quad \text{if } \beta \in (0, 1], \\
\tilde{h}(s) = B + o(s^{-1}) & \quad B \neq -A \quad \text{if } \beta = 0, \\
|h''(s)| & \leq \frac{C}{s^{\gamma + 1 + \min\{1, \beta\}}} \quad \text{for some } C > 0, \text{ when } s \text{ is large}.
\end{align*}
\]

Then there exist infinitely many closed immersed curves of class \( C^{2+\alpha} \) whose curvature coincide with \( H \) at every point.
The above immersed curves are constructed through an application of the Lyapunov-Schmidt reduction method, together with a fine variational argument, following the scheme presented in the work of Caldiroli and Musso [20]. Here, embedded tori with curvature in the form (1.120) are constructed, although with very different assumptions on the parameters. Indeed, in [20] both a restriction on the sign of $A$ and a smallness condition on $\gamma$ appear, that is, $A < 0$ and $\gamma \in (0, 2)$. On the other hand, the condition $\gamma > 1$, which appears in our case, is consistent with the result of Wei and Yan [74], who constructed solutions of the nonlinear Schrödinger equation with potential belonging to the class (1.120). As for the conditions on $\beta$ and $\beta$, they are needed to rule out interferences between the part of the energy related to $|p|^{-\gamma}$ and the one related to $|p|^{-\gamma-\beta}$ and up to this point we don’t know whether they are purely technical or not.

We point out that, also considering the model case

$$H(p) = 1 + \frac{A}{|p|^\gamma} \quad \text{for large } |p|,$$

the function $H$ does not satisfy, in general, neither assumptions (1.3) nor assumptions (1.7), since also large values of $|A|$ are allowed. Moreover, while the above assumption where global, here there are no restrictions on the behavior of $H$ near the origin.

The content of this Chapter is organised as follows. The weighted isoperimetric regions problem, together with the proofs of Theorems 1.1.1-1.1.4, is the content of Section 1.2, while in Section 1.3 we present the construction of the immersed loops with prescribed radial curvature, thus proving Theorem 1.1.5.

**Notation.** Let $T > 0$ be fixed. In this Chapter we denote by

$$||u||_{p; T} = \left( \int_0^T |u|^p \, dt \right)^{\frac{1}{p}},$$

the usual $L^p(\mathbb{T}/\mathcal{Z}; \mathbb{R}^2)$ norm of $T\mathcal{Z}$-periodic functions, for $p \in [1, \infty)$.

Given $k \in \mathbb{N}$, $\alpha \in (0, 1]$ we denote by

$$C^{k,\alpha}_T := C^{k,\alpha}(\mathbb{T}/\mathcal{Z} ; \mathbb{R}^2) := \{ u \in C^{k,\alpha}(\mathbb{R}; \mathbb{R}^2) \mid u(t + T) = u(t) \forall t \},$$

the Banach space of $T$-periodic $C^{k,\alpha}$-functions, endowed with the norm

$$||u||_{k,\alpha; T} := \sum_{i=1}^k \left| \frac{d^i u}{dt^i} \right|_{\infty; T} + \left[ \frac{d^k u}{dt^k} \right]_{\alpha; T},$$

which is equivalent to the standard $C^{k,\alpha}$ norm. Here, we denoted as

$$|u|_{\infty; T} := \sup_{t \in [0, T]} |u|, \quad \text{and} \quad [u]_{\alpha; T} := \sup_{0 \leq t_1 < t_2 \leq T} \frac{|u(t_2) - u(t_1)|}{|t_2 - t_1|^\alpha},$$

the standard $L^{\infty}$ norm and the Hölder / Lipschitz seminorm of $T\mathcal{Z}$-periodic functions, respectively. In order to ease the notation, in Section 1.3 we use the same notations for the spaces $C^{k,\alpha}(\mathbb{T}/\mathcal{Z} ; \mathbb{R})$ and their seminorms.

We define as

$$W^{1,1}_T := W^{1,1}(\mathbb{T}/\mathcal{Z} ; \mathbb{R}^2) = \{ u \in W^{1,1}_{\text{loc}}(\mathbb{R}; \mathbb{R}^2) \mid u(t + T) = u(t) \forall t \in \mathbb{R} \},$$

$$H^1_T := H^1(\mathbb{T}/\mathcal{Z} ; \mathbb{R}^2) = \{ u \in H^1_{\text{loc}}(\mathbb{R}; \mathbb{R}^2) \mid u(t + T) = u(t) \forall t \in \mathbb{R} \},$$

the Sobolev spaces of $T\mathcal{Z}$-periodic functions, endowed with the norms

$$||u||_{W^{1,1}} := \int_0^T |u| \, dt + \int_0^T |\dot{u}| \, dt,$$

$$||u||_{H^1} := \sqrt{||u||^2 + \int_0^T |\dot{u}|^2 \, dt},$$

(1.11)
respectively. We denoted by \([u] = \frac{1}{T} \int_0^T u \, dt\) the mean of \(u\) over the period, and we recall that \(\| \cdot \|_{H^1_T}\) is equivalent to the standard norm in \(H^1\) thanks to the Poincaré-Wirtinger inequality
\[
\frac{4\pi^2}{T} \int_0^T |u - [u]|^2 \, dt \leq \int_0^T |\dot{u}|^2 \, dt, \quad \forall u \in H^1_T.
\] (1.12)

Finally, we identify \(\mathbb{R}^2\) and the set of constant parametrizations
\[
\{ u : \mathbb{R} \to \mathbb{R}^2 \mid u \equiv c \in \mathbb{R}^2 \}.
\]
In addition, with a slight abuse of notation, we also identify \(\mathbb{R}^2\) with \(\mathbb{C}\) in the standard way. In particular, \(ip\) denotes the counterclockwise rotation of \(\frac{\pi}{2}\) radians of the vector \(p \in \mathbb{R}^2\), and
\[
e^{\frac{2\pi}{T}it} = \left(\cos \frac{2\pi}{T}t, \sin \frac{2\pi}{T}t\right),
\]
is a \(T\)-periodic parametrization of the unitary circle counterclockwise oriented.

Through all the Chapter, we denote by \(C\) a generic positive constant, whose value may vary even in the same line.

### 1.1.1 The variational structure

In this Subsection we present an alternative though equivalent version of the \(H\)-loop problem. Then we introduce the associated energy functional, and we prove that every \(H\)-loop is a critical point of such functional.

The \(H\)-loop problem in the form \([\text{I. I}]\) is in general difficult to tackle, since it involves a fully nonlinear equation and because of the presence of the unknown period \(T\). Nevertheless, through a standard construction (see e.g. \([\text{I}]\)) it can be expressed in a more manageable form. Since \(U\) is of class \(C^2\) and \(\dot{U} \neq 0\), we can perform a standard reparametrization by arc length. Then \([\text{I. I}]\) can be equivalently formulated as
\[
\begin{cases}
\exists T > 0 \text{ s.t. } U \in C_T^2, \\
|\dot{U}| = \text{const.}, \\
\mathcal{K}(U) = H(U), \quad \forall t \in \mathbb{R}.
\end{cases}
\]

After a simple computation (recall that \(2\dot{U} \cdot \dot{U} = \frac{d}{dt}|\dot{U}|^2\)) we obtain the following system of second order equations
\[
\begin{cases}
\exists T > 0 \text{ s.t. } U \in C_T^2 \setminus \mathbb{R}^2, \\
(\dot{U} - |\dot{U}|H(U)i\dot{U}) \cdot \dot{U} = 0, \quad \forall t \in \mathbb{R} \\
(\dot{U} - |\dot{U}|H(U)i\dot{U}) \cdot i\dot{U} = 0, \quad \forall t \in \mathbb{R}.
\end{cases}
\]

Therefore, noticing that, for every \(t \in \mathbb{R}\), \(\{\dot{U}(t), i\dot{U}(t)\}\) is an orthogonal basis of \(\mathbb{R}^2\), we easily infer that the \(H\)-loop problem is equivalent to
\[
\begin{cases}
\exists T > 0 \text{ s.t. } U \in C_T^2 \setminus \mathbb{R}^2, \\
\dot{U} = \left(\frac{1}{T} \int_0^T |\dot{U}| \, dt\right) H(U)i\dot{U} \quad \forall t \in \mathbb{R}.
\end{cases}
\] (1.13)

As one can see, the condition \(|\dot{U}| = \text{const.}\) has been absorbed in the quasilinear second order equation, which has the additional property of being invariant with respect to transformations in the form \(U(t) \mapsto u(t) = U(at)\) with \(a > 0\). As a consequence, we can always reduce ourselves to the space of periodic \(C^2\)-functions with fixed period.

Fix \(T' > 0\); the final form of the \(H\)-loop problem is
\[
\begin{cases}
u \in C_{T'}^2 \setminus \mathbb{R}^2, \\
\ddot{u} = \left(\frac{1}{T'} \int_0^{T'} |\dot{u}| \, dt\right) H(u)i\ddot{u} \quad \forall t \in \mathbb{R}
\end{cases}
\] (1.14)
Let us introduce the variational setting of the problem. Let be $H \in C^0(\mathbb{R}^2; \mathbb{R})$, and suppose that there exists a vector field $Q_H$ which satisfies
\[
\begin{align*}
Q_H &\in C_{\text{loc}}^0(\mathbb{R}^2; \mathbb{R}^2) \\
\text{div } Q_H &= H &\text{for a.e. } p \in \mathbb{R}^2
\end{align*}
\]  
(1.15)

We define the functional $\mathcal{E}_H : W^{1,1}_T \to \mathbb{R}$ as
\[
\mathcal{E}_H(u) := L(u) + \mathcal{A}_H(u),
\]
(1.16)
where
\[
L(u) = \int_0^T |\dot{u}| \, dt \quad \text{and} \quad \mathcal{A}_H(u) := \int_0^T Q_H(u) \cdot i\dot{u} \, dt.
\]
(1.17)

Thanks to (1.15) we readily infer that $L, \mathcal{A}_H : W^{1,1}_T \to \mathbb{R}$.

A continuous solution of $\text{div } Q_H = H$, for a.e. $p \in \mathbb{R}^2$, always exists; consider, for instance,
\[
Q_H(p) = \frac{1}{2} \left( \int_{0}^{p_1} H(s, p_2) \, ds, \int_{0}^{p_2} H(p_1, s) \, ds \right).
\]

On the other hand, in general it is neither unique nor is Lipschitz continuous, therefore it does not satisfy (1.15) (see e.g. [10] for the case of periodic datum $H$). Nevertheless, the functional (1.16) is always defined for continuous curvatures, and its behavior does not really depend on $Q_H$ but only on $H$. Indeed, as a consequence of [54] we have that the following generalized divergence theorem holds.

**Proposition 1.1.6.** Let $G = (G_1, G_2) \in C^0(\mathbb{R}^2; \mathbb{R}^2)$ be a continuous vector field. Define
\[
\text{div } G(p) = \begin{cases} 
\frac{\partial G_1}{\partial p_1}(p) + \frac{\partial G_2}{\partial p_2}(p) & \text{if } G \text{ is differentiable in } p = (p_1, p_2) \\
0 & \text{otherwise}
\end{cases}
\]
(1.18)

and suppose that $\text{div } G \in C^0(\mathbb{R}^2; \mathbb{R})$. Then for every rectifiable closed curve $u \in W^{1,1}_T$ it holds
\[
\int_0^T G(u) \cdot i\dot{u} \, dt = \int_{\mathbb{R}^2} \omega_u(p) \text{div } G(p) \, dp,
\]
(1.19)
where $\omega_u(p)$ is the winding number of the closed path $u([0, T])$ evaluated in $p \in \mathbb{R}^2$.

When $H \equiv 1$, we can take $Q_H(p) = \frac{1}{2}p$. We obtain
\[
\mathcal{A}(u) := \mathcal{A}_1(u) = \frac{1}{2} \int_0^T u \cdot i\dot{u} \, dt.
\]
(1.20)

Then by (1.19) we get
\[
\mathcal{A}(u) = \int_{\mathbb{R}^2} \omega_u(p) \, dp,
\]
(1.21)
which shows that $\mathcal{A}$ is indeed the classical (signed) area functional. In view of that, $\mathcal{A}_H$ too can be interpreted as the area weighted by $H$ of the bounded components of $\mathbb{R}^2 \setminus u([0, T])$.

It is useful to recall the classical divergence formula (that can also be recovered by (1.19) together with (1.21)). When $u \in W^{1,1}_T$ parametrizes a Jordan curve, i.e., when $u([0, T])$ is a closed and simple curve, then it holds
\[
\mathcal{A}_H(u) = \int_0^1 Q_H(u) \cdot i\dot{u} \, dt = \text{sign } (\mathcal{A}(u)) \int_{\partial u} H(p) \, dp,
\]
(1.22)
Lemma 1.1.7. Let be \( H \in C^0(\mathbb{R}^2; \mathbb{R}) \) and suppose that there exists \( Q_H : \mathbb{R}^2 \to \mathbb{R}^2 \) satisfying (1.15). Then \( \mathcal{A}_H \in C^1(W^{1,1}_T; \mathbb{R}) \) and for every \( u, \varphi \in W^{1,1}_T \) the following holds:

\[
\mathcal{A}_H(u + \varphi) - \mathcal{A}_H(u) = \int_0^T \int_0^1 H(u + \sigma \varphi) \varphi \cdot i(\dot{u} + \sigma \dot{\varphi}) \, d\sigma \, dt,
\]

(1.23)

\[
\mathcal{A}'_H(u)[\varphi] = \int_0^T H(u) \varphi \cdot i\dot{u} \, dt,
\]

(1.24)

\[
\frac{d}{ds} \mathcal{A}_H(su) = s \int_0^T H(su) u \cdot i\dot{u} \, dt.
\]

(1.25)

**Proof.** Let \( u, \varphi \in W^{1,1}_T \). Since by assumption \( Q_H \in C^1_{loc}(\mathbb{R}^2; \mathbb{R}^2) \), we have that \( DQ_H \) is defined almost everywhere. Moreover, since \( W^{1,1}_T \subset L^\infty \), we get that

\[
\text{ess sup}_{t \in [0,T], \sigma \in [0,1]} |DQ_H(u + \sigma \varphi)| < +\infty.
\]

Therefore, we get that

\[
(t \mapsto \frac{d}{dt} (Q_H(u + \sigma \varphi) \cdot i\varphi)) \in L^1([0,T]; \mathbb{R}), \quad \forall \sigma \in [0,1]
\]

\[
(\sigma \mapsto \frac{d}{d\sigma} (Q_H(u + \sigma \varphi) \cdot i(\dot{u} + \sigma \dot{\varphi}))) \in L^1([0,1]; \mathbb{R}), \quad \forall t \in [0,T].
\]

As a consequence, we are allowed to apply the fundamental theorem of calculus; recalling that \( u, \varphi \) are periodic functions, we obtain

\[
\mathcal{A}_H(u + \varphi) - \mathcal{A}_H(u) = \int_0^T Q_H(u + \varphi) \cdot i(\dot{u} + \varphi) - Q_H(u) \cdot i\dot{u} \, dt
\]

\[
= \int_0^T \int_0^1 \frac{d}{d\sigma} Q_H(u + \sigma \varphi) \cdot i(\dot{u} + \sigma \dot{\varphi}) \, d\sigma \, dt
\]

\[
= \int_0^T \int_0^1 DQ_H(u + \sigma \varphi) \varphi \cdot i(\dot{u} + \sigma \dot{\varphi}) + Q_H(u + \sigma \varphi) \cdot i\varphi \, d\sigma \, dt,
\]

(1.26)

and

\[
0 = \int_0^1 (Q_H(u + \sigma \varphi) \cdot i\varphi)_{\sigma = T} - (Q_H(u + \sigma \varphi) \cdot i\varphi)_{\sigma = 0} \, d\sigma
\]

\[
= \int_0^1 \int_0^T \frac{d}{dt} (Q_H(u + \sigma \varphi) \cdot i\varphi) \, dt \, d\sigma
\]

\[
= \int_0^T \int_0^1 Q_H(u + \sigma \varphi) \cdot i\varphi \, d\sigma \, dt + DQ_H(u + \sigma \varphi)(\dot{u} + \sigma \dot{\varphi}) \cdot i\varphi \, d\sigma \, dt.
\]

(1.27)

From (1.26), (1.27) and the algebraic relation

\[
Mv \cdot iw - Mw \cdot iv = tr(M)v \cdot iw, \quad \forall M \in \mathbb{R}^{2 \times 2}, v, w \in \mathbb{R}^2,
\]

therefore

\[
Mv = Mw \quad \text{in } \mathbb{R}^2.
\]
we infer
\[ \mathcal{A}_H(u + \varphi) - \mathcal{A}_H(u) = \int_0^T \int_0^1 H(u + \sigma \varphi) \varphi \cdot i(\dot{u} + \sigma \varphi) \, d\sigma \, dt, \]

hence (1.23) is proved.

Fix \( \varepsilon_0 > 0 \) and let be \( \varepsilon \in (0, \varepsilon_0) \) and \( u, \varphi \in W_T^{1,1} \) with \( \|\varphi\|_{W_T^{1,1}} = 1 \). By (1.23) we have that
\[
\frac{\mathcal{A}_H(u + \varepsilon \varphi) - \mathcal{A}_H(u)}{\varepsilon} = \int_0^T \int_0^1 H(u + \sigma \varepsilon \varphi) \varphi \cdot i(\dot{u} + \sigma \varepsilon \varphi) \, d\sigma \, dt.
\]

Since \( H \) is uniformly continuous on every compact subset of \( \mathbb{R}^2 \), we readily get that there exists a constant \( C > 0 \) which does not depend neither on \( \varepsilon \) nor \( \sigma \) such that
\[
|K(u + \sigma \varepsilon \varphi) \varphi \cdot i(\dot{u} + \sigma \varepsilon \varphi)| \leq C|\varphi||(|\dot{u}| + |\varphi|)|L^1([0, T] \times [0, 1], \mathbb{R}),
\]
\[
\lim_{\varepsilon \to 0} K(u + \sigma \varepsilon \varphi) \varphi \cdot i(\dot{u} + \sigma \varepsilon \varphi) = K(u) \varphi \cdot i\dot{u}, \quad \text{a.e. } (t, \sigma) \in [0, T] \times [0, 1].
\]

Then, by Lebesgue’s dominated convergence Theorem we get
\[
\mathcal{A}_H'(u)[\varphi] = \lim_{\varepsilon \to 0} \frac{\mathcal{A}_H(u + \varepsilon \varphi) - \mathcal{A}_H(u)}{\varepsilon} = \int_0^1 K(u) \varphi \cdot i\dot{u} \, dt,
\]
as desired.

Next we show that \( \mathcal{A}_H \in C^1(W_T^{1,1}, \mathbb{R}) \). Let \( (u_k) \subset W_T^{1,1} \) be such that \( u_k \to u \) in \( W_T^{1,1} \). Recalling that the immersion \( W_T^{1,1} \to C_0^1 \) is continuous, we get that \( u_k \to u \) uniformly. In addition, we have
\[
|\mathcal{A}'_H(u_k)[\varphi] - \mathcal{A}'_H(u)[\varphi]| = \left| \int_0^T H(u_k) \varphi \cdot \dot{u}_k \, dt - \int_0^T H(u) \varphi \cdot \dot{u} \, dt \right|
\]
\[
\leq \int_0^T |H(u_k) - H(u)||\varphi||\dot{u}_k| \, dt + \int_0^T |H(u)||\varphi||\dot{u}_k - \dot{u}| \, dt
\]
\[
\leq C \left( \int_0^T |H(u_k) - H(u)||\dot{u}_k| \, dt + \int_0^T |H(u)||\dot{u}_k - \dot{u}| \, dt \right)^{1/2} \cdot ||\varphi||_{W_T^{1,1}}.
\]

Then, taking the limit as \( k \to +\infty \), both terms in the right-hand side goes to zero and the desired property easily follows.

As for (1.25), it is a straightforward consequence of (1.24). Indeed,
\[
\frac{d}{ds} \mathcal{A}_H(su) = \mathcal{A}'_H(su)[u] = s \int_0^T H(su)u \cdot i\dot{u} \, dt.
\]
The proof of the Lemma is concluded. \( \square \)

Thanks to Lemma [1.1.7], a simple computation shows that if \( u \) is a solution of (1.14), then it satisfies
\[
\begin{cases}
|\dot{u}| = \text{const.} & \text{a.e. } t \in \mathbb{R} \\
E'_H(u)[\varphi] = 0 & \forall \varphi \in W_T^{1,1}.
\end{cases}
\]
Indeed, also the converse holds true.

**Lemma 1.1.8.** Let \( H \in C^0(\mathbb{R}^2; \mathbb{R}) \) and let \( u \in W_T^{1,1} \) satisfy
\[
\begin{cases}
|\dot{u}| = \text{const.} & \text{a.e. } t \in \mathbb{R} \\
E'_H(u)[\varphi] = 0 & \forall \varphi \in W_T^{1,1}.
\end{cases}
\]

Then \( u \in C_T^2 \) and is a solution of (1.14).
Proof. Combining assumptions (1.28) we infer that
\[ \int_0^T \dot{u} \cdot \phi + |\dot{u}|H(u)|\dot{u}| \cdot \varphi \, dt = 0. \]
Moreover, since $|\dot{u}| = \text{const.}$ implies that $u \in W^{1,\infty}(\mathbb{R}/T\mathbb{Z}; \mathbb{R}^2)$, and since $H$ is uniformly continuous on every compact subset of $\mathbb{R}^2$, we readily get that $f := |\dot{u}|H(u)|\dot{u}| \in L^\infty(\mathbb{R}; \mathbb{R}^2)$. As a consequence, for every $\varphi \in C^1_c([0, T]; \mathbb{R}^2)$ it holds that
\[ -\int_0^T \dot{u} \cdot \phi \, dt = \int_0^T |\dot{u}|H(u)|\dot{u}| \cdot \varphi \, dt = \int_0^T f \cdot \varphi \, dt, \]
namely, $f$ is the weak derivative of $\dot{u}$, which implies that $\ddot{u} = f$ a.e. and $u \in W^{2,\infty}(\mathbb{R}/T\mathbb{Z}; \mathbb{R}^2)$. By Sobolev-Morrey embedding we infer that $u \in C^{1,\alpha}_T$ for any $\alpha \in (0, 1)$, thus in particular $f$ is continuous. In addition, since $\dot{u} \in W^{1,\infty}(\mathbb{R}/T\mathbb{Z}; \mathbb{R}^2)$ we can apply the fundamental theorem of calculus. We obtain
\[ \dot{u}(t) = \dot{u}(t_0) + \int_{t_0}^t f(s) \, ds, \quad \forall t, t_0 \in \mathbb{R}, \]
which, thanks to the continuity of $f$, implies that $\dot{u} \in C^1_T$ and $\ddot{u} = f$ pointwise. Therefore $u \in C^2_T$ and is a classical solution. □

1.1.2 Applications

To conclude the introduction to the $H$-loop problem, we would like to explore in further details the possible applications.

To begin with, we see that by solving the $H$-loop problem we automatically obtain solutions of the $H$-cylinder problem with mean curvature $H$ depending on just two variables. Let $\tilde{C}$ be the cylinder in $\mathbb{R}^3$ of infinite length and circular section of radius one. Let $\mathbf{n}$ be its rotational axis, and introduce a system of coordinates being such that the third axis coincides with $\mathbf{n}$. Then the function $\tilde{U} : \mathbb{R}^2 \setminus \{0\} \to \mathbb{R}^3$ given by
\[ \tilde{U}(\theta, r) = (\cos \theta, \sin \theta, \log r), \]
where we used polar coordinates $(\theta, r) = (\arg(p), |p|)$, is a parametrization of $\tilde{C}$. Moreover, it satisfies the conformality condition in polar coordinates, that is
\[ \frac{\partial \tilde{U}}{\partial r} \cdot \frac{\partial \tilde{U}}{\partial \theta} = 0 \quad \Rightarrow \quad r^2 \left| \frac{\partial \tilde{U}}{\partial r} \right| - \left| \frac{\partial \tilde{U}}{\partial \theta} \right|. \]

Given a function $\mathcal{H} : \mathbb{R}^3 \to \mathbb{R}$, an $\mathcal{H}$-cylinder is defined as a parametrizable surface $C$ which admits a $C^2$ conformal parametrization $U : \mathbb{R}^2 \to \mathbb{R}^3$ diffeomorphic to $\tilde{U}$, having mean curvature which coincides to $\mathcal{H}$ at every point. In general, the mean curvature of a surface $C$ on $\mathbb{R}^3$ can be expressed by means of the first and second fundamental forms as
\[ 2\mathcal{H} = \frac{1}{EG - F^2}(GL - 2FM + EN). \quad (1.29) \]
In particular, if $C$ admits a conformal parametrization $U = U(x, y)$, the mean curvature equation can be expressed as
\[ \Delta U = 2\mathcal{H}(U) \frac{\partial U}{\partial x} \wedge \frac{\partial U}{\partial y} \quad (1.30) \]
where $\wedge$ is the standard wedge product. For further details about the analytical formulation of the mean curvature equation, and for a proof of the relation between (1.29) and (1.30), we refer to [7].
As a consequence of the previous discussion, the $\mathcal{H}$-cylinder problem consists in finding a parametrization $U$ diffeomorphic to $\tilde{U}$ and such that

$$
\begin{cases}
\frac{\partial \tilde{U}}{\partial x} \cdot \frac{\partial \tilde{U}}{\partial y} = 0 = \left| \frac{\partial \tilde{U}}{\partial x} \right| - \left| \frac{\partial \tilde{U}}{\partial y} \right| \\
\Delta U = 2\mathcal{H}(U) \frac{\partial \tilde{U}}{\partial x} \wedge \frac{\partial \tilde{U}}{\partial y}
\end{cases}
$$

(1.31)

Suppose now that $\mathcal{H}$ is continuous and satisfies

$$
\frac{\partial \mathcal{H}}{\partial n}(P) = 0, \quad \forall P \in \mathbb{R}^3,
$$

(1.32)

for some direction $n \in \mathbb{R}^3$, which, up to rotation, we suppose to be $n = (0, 0, 1)$. Thus $\mathcal{H}$ only depends on two variables, and in particular $\mathcal{H}(P_1, P_2, P_3) = \mathcal{H}(P_1, P_2, 0)$ for every $P = (P_1, P_2, P_3) \in \mathbb{R}^3$. Therefore, for $p = (p_1, p_2) \in \mathbb{R}^2$, we define $H(p_1, p_2) := 2\mathcal{H}(p_1, p_2, 0)$.

We look for particular parametrizations in the form

$$
U(\theta, r) = (u_1(\theta), u_2(\theta), \log r),
$$

(1.33)

where $u = (u_1, u_2)$ is a $T$-periodic $C^2$ function. Putting together (1.32) and (1.33), the $\mathcal{H}$-cylinder problem (1.31) can be written in polar coordinates as

$$
\begin{cases}
\exists T > 0 \text{ s.t. } u \in C^2_T, \\
|\dot{u}| = 1, \\
\ddot{u} = H(u)i\dot{u} \quad \forall t \in \mathbb{R},
\end{cases}
$$

which is indeed an equivalent formulation of the $H$-loop problem (see (1.13)). In particular, since $U$ has to be diffeomorphic to $\tilde{U}$, we have that every embedded $H$-loop give rise to a corresponding $\mathcal{H}$-cylinder $C$ with $\mathcal{H}$ satisfying (1.32).

Secondly, we show that the $H$-loop problem is equivalent to the problem of the existence of helicoidal trajectories for a nonrelativistic charged particle in a oriented magnetic field. We say that a trajectory $P : \mathbb{R} \rightarrow \mathbb{R}^3$ is helicoidal if there exists a unitary vector $n \in \mathbb{R}^3$ such that the component $P_\parallel$ in the direction of $n$ describe a uniform right motion, while its projection $P_\perp$ on a plane orthogonal to $n$ describe a periodic closed curve of period $T$. From classical physics we know that, in the presence of an external magnetic field $B : \mathbb{R}^3 \rightarrow \mathbb{R}^3$, the motion of a particle of charge $e$ and mass $m$ is driven by the Lorentz force, and its trajectory satisfies the differential equation

$$
m\ddot{P} = e\dot{P} \wedge B(P).
$$

(1.34)

Suppose that the magnetic field satisfies the following assumptions

$$
\begin{cases}
\exists n \in \mathbb{R}^3 \text{ s.t. } B(P) = b(P)n \\
\frac{\partial b}{\partial n}(P) = 0, \quad \forall P \in \mathbb{R}^3,
\end{cases}
$$

that is, $b$ is constant in the direction $n$. Then it depends only on the components of $P$ belonging to a plane orthogonal to $n$, and we get that $b : \mathbb{R}^2 \rightarrow \mathbb{R}$. With respect to this assumptions (1.34) can be rewritten as

$$
m\ddot{P} = eb(P_\perp)\dot{P} \wedge n.
$$

For simplicity, we can assume that $n = (0, 0, 1)$. Then we get the following system of equations

$$
\begin{cases}
m\ddot{P}_\parallel = 0 \\
m\ddot{P}_\perp = -eb(P_\perp)i\dot{P}_\perp.
\end{cases}
$$

(1.35)
The parallel component obviously describes a uniform right motion. Moreover, a simple computation shows that if (1.35) is satisfied, then $|\dot{P}_\perp| = v$ for some $v \in \mathbb{R}_+$. Then it is sufficient to relabel $H = \frac{mv}{m_2}b$ to infer that, in order to have helicoidal trajectories, the following must be satisfied

$$\begin{aligned}
\exists \ T > 0 \text{ s.t. } P_\perp \in C^2_T,
|\dot{P}_\perp| = v, \\
\dot{P}_\perp = |\dot{P}_\perp|H(u)\dot{P}_\perp
\end{aligned}$$

which is exactly an equivalent formulation of the $H$-loop problem.

### 1.2 Isoperimetric regions in $\mathbb{R}^2$ and the $H$-loop problem

This section is devoted to the proof of Theorem 1.1.1-1.1.4. To ease the notation, we fix the period to be $T = 1$ and we drop the subscripts when denoting the functional spaces and their respective norms. Keeping that in mind and arguing as we did to recover (1.14), we can reformulate (1.5) equivalently as

$$\begin{aligned}
\exists m_1, m_2 > 0 \text{ such that } m_1|q| \leq F(p, q) \leq m_2|q|.
\end{aligned}$$

As already mentioned, solutions of (1.36) arise as area constrained minimizers of functionals belonging to a general class of variational integrals.

Let us introduce precisely such variational integrals. Consider the functional

$$\mathcal{F}(u) := \int_0^1 F(u, \dot{u}) \, dt,$$

where the Lagrangian $F : \mathbb{R}^2 \times \mathbb{R}^2 \to \mathbb{R}$ satisfies, for every $p, q, q_1, q_2 \in \mathbb{R}^2$,

$$\begin{aligned}
&F \in C^0(\mathbb{R}^2 \times \mathbb{R}^2; \mathbb{R}); \\
&F(p, \theta q_1 + (1-\theta)q_2) \leq \theta F(p, q_1) + (1-\theta)F(p, q_2) \quad \forall \theta \in [0, 1]; \\
&F(p, \lambda q) = \lambda F(p, q) \quad \forall \lambda > 0; \\
&\exists m_1, m_2 > 0 \text{ such that } m_1|q| \leq F(p, q) \leq m_2|q|.
\end{aligned}$$

Under these assumptions, $\mathcal{F}$ can be seen as a generalized length functional. As a model case we can consider the classical length functional $L$ defined in (1.17), corresponding to the case $F(p, q) = |q|$, but more general situations can be treated; for instance, taking

$$F(p, q) = \sqrt{g(p)q \cdot q}$$

where, the matrix $g(p) \in \mathbb{R}^{2 \times 2}$ is positive-definite for every $p \in \mathbb{R}^2$, we recover the Riemannian length.

In (1.20) we introduced the area functional

$$\mathcal{A}(u) := \frac{1}{2} \int_0^1 u \cdot i\dot{u} \, dt.$$

Both $\mathcal{F}$ and $\mathcal{A}$ turn out to be well defined on the Sobolev space $W^{1,1}$ of 1-periodic mapping defined in (1.10), recalling that it holds $W^{1,1} \subset L^\infty(\mathbb{R}; \mathbb{R}^2)$. Since the Lagrangians of $\mathcal{F}$ and $\mathcal{A}$ are both positively homogeneous of degree one with respect to $q$, they turn out to be invariant under Lipschitz reparametrizations of curves, and this agrees with the geometrical meaning of such functionals.

Recall that the classical isoperimetric inequality in $\mathbb{R}^2$ holds, i.e.

$$S\sqrt{\mathcal{A}(u)} \leq L(u), \quad \forall u \in W^{1,1},$$

(1.39)
where \( S := \sqrt{4\pi} \) is the sharp constant and the equality is attained exactly by circles in \( \mathbb{R}^2 \) of any center and radius.

Thanks to (1.38d) and (1.39), also \( \mathcal{F} \) satisfies an isoperimetric-like inequality, that is
\[
S_F \sqrt{|\mathcal{A}(u)|} \leq \mathcal{F}(u) \quad \forall u \in W^{1,1},
\]
(1.40)
where \( S_F \in (m_1S, m_2S) \). The existence of extremals arises as a natural question, and appears immediately to be a challenging task. Indeed, because of the dependence of \( F \) from \( p \), in general (1.40) is not invariant with respect to translations and dilations in the form \( u \mapsto \lambda u + p_0 \) with \( \lambda > 0 \). In particular, differently from (1.39), the problem of the existence of minimizers of (1.40) can not be reduced to the existence of area constrained minimizer, that is, satisfying \( \mathcal{A}(u) = \tau \) for some \( \tau \in \mathbb{R} \). Therefore, depending on the value of \( \tau \), minimizers of various shape and with different properties can arise.

Justified by that, let us define
\[
\mathcal{M}_\tau := \{ u \in W^{1,1} \mid \mathcal{A}(u) = \tau \},
\]
(1.41)
and let us study the minimization problem for \( \tau \in \mathbb{R} \) fixed, that is, we look for minimizers of
\[
S_F(\tau) := \inf_{v \in \mathcal{M}_\tau} \mathcal{F}(v),
\]
(1.42)
Under the generality of assumptions (1.38), finding solutions of (1.42) is still far to be obvious. Indeed, although \( \mathcal{F} \) turns out to be weakly lower semicontinuous in \( W^{1,1} \) and the area constraint weakly closed (see Subsection 1.2.1), \( \mathcal{F} \) is not in general coercive, and lack of compactness of minimizing sequences can occur. In fact, there are both conditions on the Lagrangian that assure existence of minimizers, and conditions which lead to nonexistence (see Subsection 1.2.3).

Moreover, minimizers of (1.42) can be seen as particular cases of weighted isoperimetric regions in \( \mathbb{R}^2 \). Given two positive lower semicontinuous functions \( f, g : \mathbb{R}^N \to \mathbb{R}_+ \), a subset \( E \subset \mathbb{R}^N \) is called a weighted isoperimetric set if it satisfies
\[
P_f(E) = \inf \{ P_f(F) \mid |F|_g = \tau \},
\]
for a fixed \( \tau \in \mathbb{R} \). Here, the weighted volume and perimeter are defined as
\[
P_f(E) := \int_{\partial^M E} f(x) \, d\mathcal{H}^{N-1}(x) \quad \text{and} \quad |E|_g := \int_E g(x) \, d\mathcal{H}^N,
\]
where \( \partial^M E \) denotes the essential boundary of \( E \).

In recent years, several papers have been dedicated to the study of weighted isoperimetric sets, also because of their close connection with the isoperimetric sets on Riemannian manifolds; see for instance [27, 28, 33, 36, 58] and the references therein. The problem is usually tackled through a Geometric Measure Theory approach. In our setting, although we consider only bounded and connected sets whose boundary admits a parametrization in \( W^{1,1}_{loc}(\mathbb{R}; \mathbb{R}^2) \), and only the unweighted area functional, more general length densities are allowed, since they can also depend on the derivative of the parametrization.

First of all we treat the purely periodic length density case. Our result is the following.

**Theorem 1.2.1.** Assume that \( F \) satisfies (1.38) and
\[
F(p + n, q) = F(p, q), \quad \forall \ p, q \in \mathbb{R}^2, \ n \in \mathbb{Z}^2.
\]
(1.43)
Then for every \( \tau \in \mathbb{R} \) there exists \( u_\tau \in \mathcal{M}_\tau \cap C^{0,1} \) such that \( \mathcal{F}(u_\tau) = S_F(\tau) \).

Secondly, we consider the case of length densities \( F \) which are asymptotically periodic. In this case a sufficient condition for the existence of area constrained minimizers appears.
Theorem 1.2.2. Let $F$ satisfy (1.38). Moreover, suppose that there exists $F_{\infty}: \mathbb{R}^2 \times \mathbb{R}^2 \to \mathbb{R}$ such that
\[
\begin{align*}
F_{\infty} & \in C^0(\mathbb{R}^2 \times \mathbb{R}^2; \mathbb{R}) \tag{1.44a} \\
F_{\infty}(p + n, q) & = F_{\infty}(p, q) \quad \forall n \in \mathbb{Z}^2 \tag{1.44b} \\
\forall q \in \mathbb{R}^2, \quad F(p, q) - F_{\infty}(p, q) & \to 0 \quad \text{as } |p| \to +\infty. \tag{1.44c}
\end{align*}
\]
For every $\tau \in \mathbb{R}$ it holds that
\[
S_F(\tau) \leq S_{F_{\infty}}(\tau). \tag{1.45}
\]
In addition, if for a fixed $\tau \in \mathbb{R}$ is satisfied
\[
S_F(\tau) < S_{F_{\infty}}(\tau), \tag{1.46}
\]
then there exists $u_\tau \in \mathcal{M}_\tau \cap C^0,1$ such that $F(u_\tau) = S_F(\tau)$.

Notice that, thanks to (1.44c), also $F_{\infty}$ satisfies (1.38), which implies that minimizers for $S_{F_{\infty}}(\tau)$ always exist thanks to Theorem 1.2.1. Furthermore, we point out that condition (1.46) is not necessary. Indeed, we construct two examples where it is not satisfied; in the former, minimizers of $S_F(\tau)$ exist and coincide with the minimizers of $S_{F_{\infty}}(\tau)$, while in the latter no minimizer exists. Moreover, also a sufficient condition for (1.46) to hold for every $\tau \in \mathbb{R}$ is provided. Hence, also for the asymptotically periodic case, we have existence of area constrained minimizers for every value of the area.

As a further remark, we notice that Theorem 1.2.2 covers also the case of asymptotically null perturbations of the classic length functional, i.e. such that $F_{\infty}(p, q) = |q|$.

This Section is organized as follows: in Subsection 1.2.1 we present some known results about variational integrals, while Subsection 1.2.2 and 1.2.3 are devoted to the proof of Theorem 1.2.1 and Theorem 1.2.2, respectively. In the following, the aforementioned results are applied in order to recover solutions of (1.36). In particular, in Subsection 1.2.4 we derive Theorem 1.1.1 and Theorem 1.1.2 while Subsection 1.2.5 is dedicated to the proof of Theorem 1.1.3. Finally, in Subsection 1.2.6 we study the properties of the isoperimetric function, thus deriving Theorem 1.1.4.

### 1.2.1 One dimensional variational integrals

In this Subsection we present some known semicontinuity and continuity results, together with a characterization of minimizers of variational integrals whose Lagrangian is homogeneous of degree two. All the results are well known, and contained e.g. in [15]. We present them here for the sake of completeness, stated and proved in a form suitable for our purposes.

We recall that, with respect to our setting, an (autonomous) variational integral is defined as a functional $\mathcal{F}: W^{1,1} \to \mathbb{R}$ in the form
\[
\mathcal{F}(u) = \int_0^1 F(u, \dot{u}) \, dt,
\]
where $F: \mathbb{R}^2 \to \mathbb{R}$ is the associated Lagrangian.

The first result we present is a continuity result for linear Lagrangians. As a matter of fact, the linearity with respect to the second set of variables is a condition both necessary and sufficient for the continuity of variational integrals with respect to the weak convergence in $W^{1,1}$ and $H^1$.

Proposition 1.2.3 ([15, Proposition 3.4]). A variational integral $\mathcal{F}(u)$ associated to a Lagrangian $F \in C^0(\mathbb{R}^2 \times \mathbb{R}^2; \mathbb{R})$ is sequentially continuous with respect to the weak convergence in $W^{1,1}$ if and only if $F$ is linear with respect to $q$, i.e. it can be written in the form
\[
F(p, q) = A(p) + B(p) \cdot q, \tag{1.47}
\]
with $A, B \in C^0(\mathbb{R}^2; \mathbb{R})$. 
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The next result shows that the convexity is a sufficient condition for the semicontinuity. This is a generalization of the Tonelli’s semicontinuity theorem due to Ioffe.

The following technical Theorem is required.

**Theorem 1.2.4 ([15, Theorem 2.12])**. Let \( C \) be a subset of \( L^1(\Omega) \). Then the following claims are equivalent:

i) \( C \) is sequentially weakly compact in \( L^1(\Omega) \);

ii) the functions \( u \in C \) are equibounded in \( L^1(\Omega) \) and the set function

\[
E \mapsto \int_E |u| \, dx, \quad E \subset \Omega, \quad u \in C,
\]

are equiabsolutely continuous;

iii) the functions \( u \in C \) are uniformly integrable, i.e. the integrals

\[
\int_{\{x \in \Omega \mid |u(x)| > c\}} |u(x)| \, dx
\]

tend to zero as the positive number \( c \) tends to \( +\infty \), uniformly for \( u \in C \);

iv) there exists a function \( \Theta : (0, +\infty) \to \mathbb{R} \) (that can be taken as convex and increasing) such that

\[
\lim_{t \to +\infty} \frac{\Theta(t)}{t} = +\infty, \\
\sup_{u \in C} \int_\Omega \Theta(|u|) \, dx < +\infty.
\]

**Theorem 1.2.5 ([15, Theorem 3.6])**. Let \( F \in C^0(\mathbb{R}^2 \times \mathbb{R}^2; \mathbb{R}) \) be a continuous Lagrangian such that

i) \( F \) is non-negative;

ii) \( F(p, q) \) is convex with respect to \( q \).

The functional \( \mathcal{F} : W^{1,1} \to \mathbb{R} \) defined as in (1.37) is weakly lower semicontinuous in \( W^{1,1} \), i.e. if \( (u_k) \subset W^{1,1} \) is such that \( u_k \rightharpoonup u \) in \( W^{1,1} \), then

\[
\mathcal{F}(u) \leq \liminf_{k \to +\infty} \mathcal{F}(u_k).
\]

**Proof.** Let \( (u_k) \subset W^{1,1} \) be a sequence such that \( u_k \rightharpoonup u \) in \( W^{1,1} \). Our aim is to estimate the quantity

\[
c := \liminf_{k \to +\infty} \mathcal{F}(u_k).
\]

Up to subsequences, we can assume that \( c = \liminf_{k \to +\infty} \mathcal{F}(u_k) \). Moreover, taking a further subsequence if necessary, thanks to the Sobolev embeddings we have that

\[
u_k \to u \quad \text{in} \ L^1([0, 1]; \mathbb{R}^2), \\
u_k \to u \quad \text{a.e.} \ t \in [0, 1], \\
\dot{u}_k \to \dot{u} \quad \text{in} \ L^1([0, 1]; \mathbb{R}^2).
\]

Since \( \dot{u}_k \to \dot{u} \) in \( L^1([0, 1]; \mathbb{R}^2) \) we can apply Theorem [1.2.4]. In particular, a careful analysis of its proof shows that the function \( \Theta \) can be taken such that some additional properties are satisfied. In particular we infer that there exists \( \theta : [0, +\infty) \to [0, +\infty) \) which is convex, strictly increasing, and such that

\[
\lim_{s \to +\infty} \frac{\theta(s)}{s} = +\infty \quad \text{and} \quad \sup_{k \in \mathbb{N}} \int_0^1 \theta(|\dot{u}_k|) \, dt \leq 1.
\]
Let us define $H(s) := \sqrt{s\theta(s)}$. A simple computation shows that $H : [0, +\infty) \to [0, +\infty)$ is strictly increasing and it holds $\lim_{s \to +\infty} \frac{H(s)}{s} = +\infty$. Moreover, we get that $\lim_{s \to +\infty} \frac{\theta(s)}{H(s)} = +\infty$. In addition, it is well defined $H^{-1} : [0, +\infty) \to [0, +\infty)$, which is strictly increasing too.

Let $(\xi_k)$ be the sequence defined as $\xi_k := H(|\hat{u}_k(t)|)$. Using the definition of $H$ and the properties of $\theta$ we get that $(\xi_k) \subset L^1([0, 1]; \mathbb{R})$. Moreover, let be $\phi(s) := \theta(H^{-1}(s))$. Notice that also $\phi : [0, +\infty) \to [0, +\infty)$ is strictly increasing and satisfy $\lim_{s \to +\infty} \frac{\phi(s)}{s} = +\infty$. Furthermore, it holds that

$$\sup_{k \in \mathbb{N}} \int_0^1 \phi(\xi_k) \, dt = \sup_{k \in \mathbb{N}} \int_0^1 \theta(|\hat{u}_k|) \, dt \leq 1.$$ 

Hence $(\xi_k)$ and $\phi$ satisfy the hypothesis of Theorem 1.2.4 and we conclude that, up to subsequences, there exists $\xi \in L^1([0, 1]; \mathbb{R})$ such that $\xi_k \to \xi$ in $L^1([0, 1]; \mathbb{R})$.

Applying the Lemma of Mazur to the sequence $((\hat{u}_k, \xi_k)) \subset L^1([0, 1]; \mathbb{R}^2) \times L^1([0, 1]; \mathbb{R})$, we get that there exists a strictly increasing sequence $(N_k) \subset \mathbb{N}$ being such that $\lim_{k \to +\infty} N_k = +\infty$, and some coefficients $\alpha_{i,k} \subset [0, +\infty)$ which satisfy

$$\sum_{i=N_k+1}^{N_{k+1}} \alpha_{i,k} = 1 \quad \forall k \in \mathbb{N};$$

$$\mu_k(t) := \sum_{i=N_k+1}^{N_{k+1}} \alpha_{i,k} \hat{u}_k(t) \to \hat{u} \quad \text{in} \quad L^1([0, 1]; \mathbb{R}^2);$$

$$\eta_k(t) := \sum_{i=N_k+1}^{N_{k+1}} \alpha_{i,k} \xi_k(t) \to \xi \quad \text{in} \quad L^1([0, 1]; \mathbb{R}).$$

In particular we have that $\mu_k \to \hat{u}$ and $\eta_k \to \xi$ for a.e. $t \in [0, 1]$.

Let $t_0 \in [0, 1]$ be such that $u_k(t_0) = u(t_0)$, $\mu_k(t_0) \to \hat{u}(t_0)$ and $\eta_k(t_0) \to \xi(t_0)$ at the same time. To begin with, we define the sequence $(\varepsilon_k) \subset [0, +\infty)$ as

$$\varepsilon_k := \max \{|u_i(t_0) - u(t_0)| \mid i = N_k + 1, \ldots, N_{k+1}\},$$

and we readily see that $\varepsilon_k \to 0$ as $k \to +\infty$. Then, we define the sequence $(\lambda_k(t_0)) \subset \mathbb{R}$ as

$$\lambda_k(t_0) := \sum_{i=N_k+1}^{N_{k+1}} \alpha_{i,k} F(u_i(t_0), \hat{u}_i(t_0)).$$

Notice that thanks to assumption 1) we have that $\lambda_k(t_0) \geq 0$ for every $k \in \mathbb{N}$. Finally, we introduce the sets

$$\mathcal{A}_k := \{(\mu, \eta, \lambda) \in \mathbb{R}^2 \times \mathbb{R} \times \mathbb{R} \mid \eta = H(|\mu|), \exists s \in \mathbb{R}^2 \text{ s.t. } |u(t_0) - s| < \varepsilon_k, \lambda \geq F(s, \mu)\}.$$ 

Notice that for every $i = N_k + 1, \ldots, N_{k+1}$ it holds that

$$(\hat{u}_i(t_0), \xi_i(t_0), F(u_i(t_0), \hat{u}_i(t_0))) \in \mathcal{A}_k.$$ 

As a consequence, recalling (1.48) and (1.49), we get that $(\mu_k(t_0), \eta_k(t_0), \lambda_k(t_0))$ is contained in the convex bulk of $\mathcal{A}_k$. Hence, by means of the Theorem of Caratheodory on the convex bulk, we infer that there exist five points in $\mathcal{A}_k$, which we denote by $(\mu_{j,k}, \eta_{j,k}, \lambda_{j,k})$ for $j = 1, \ldots, 5$, and some constants $\beta_{j,k}$ being such that

$$\beta_{j,k} \in \mathbb{R}^2, \quad \eta_{j,k} \geq 0, \quad \lambda_{j,k} \geq 0, \quad \beta_{j,k} \geq 0,$$

$$\sum_{j=1}^5 \beta_{j,k} = 1,$$

$$\sum_{j=1}^5 \beta_{j,k} \mu_{j,k} = \mu_k(t_0),$$

$$\sum_{j=1}^5 \beta_{j,k} \lambda_{j,k} = \lambda_k(t_0).$$

(1.50)
Moreover, by definition of \( A_k \), for every \( j = 1, \ldots, 5 \) there exists \( s_{j,k} \in \mathbb{R}^2 \) being such that \( |u(t_0) - s_{j,k}| \leq \varepsilon_k \) and \( \lambda_{j,k} \geq F(s_{j,k}, \mu_{j,k}) \).

Let us denote \( \{1, \ldots, 5\} \) as \( J \cup J^c \), where the subset \( J \) is such that \( j \in J \) if and only if \( |\mu_{j,k}| \not\to +\infty \) as \( k \to +\infty \). Notice that, by definition of \( A_k \), as \( k \to +\infty \) it holds

\[
\sum_{j=1}^5 \beta_{j,k} H(|\mu_{j,k}|) = \sum_{j=1}^5 \beta_{j,k} \eta_j(k) = \eta(k) \to \xi(t_0) < +\infty
\]

Since \( H \) is strictly increasing, we infer that if \( j \in J^c \) then \( \beta_{j,k} \to 0 \) as \( k \to +\infty \), and also that \( J \neq \emptyset \), since otherwise we will get a contradiction with (1.50).

Up to subsequences, we can assume that there exists \( \mu_j \in \mathbb{R}^2 \) such that \( \mu_{j,k} \to \mu_j \) when \( j \in J \) and there exists \( \beta_j \) such that \( \beta_{j,k} \to \beta_j \) as \( k \to +\infty \). Moreover we have that

\[
\eta(k) = \sum_{j=1}^5 \beta_{j,k} \eta_j(k) \geq \sum_{j \in J^c} \beta_{j,k} |\mu_{j,k}| \frac{H(|\mu_{j,k}|)}{|\mu_{j,k}|}
\]

hence, thanks to the properties of \( H \), we also get that \( \beta_{j,k} |\mu_{j,k}| \to 0 \) when \( j \in J^c \).

Taking the limit as \( k \to +\infty \) in (1.50) and taking into account the previous remarks we get that

\[
\sum_{j \in J} \beta_j = 1, \quad \sum_{j \in J} \beta_j \mu_j = \hat{u}(t_0).
\]

Since \( F \) is continuous and satisfies assumptions i) and ii), this leads to

\[
F(u(t_0), \hat{u}(t_0)) = F \left( u(t_0), \sum_{j \in J} \beta_j \mu_j \right) \leq \sum_{j \in J} \beta_j F(u(t_0), \mu_j)
\]

\[
= \lim_{k \to +\infty} \sum_{j \in J} \beta_{j,k} F(s_{j,k}, \mu_{j,k}) \leq \lim_{k \to +\infty} \sum_{i=1}^5 \beta_{i,k} F(s_{i,k}, \mu_{i,k}) \quad (1.51)
\]

\[
\leq \lim_{k \to +\infty} \sum_{j=1}^5 \beta_{j,k} \lambda_{j,k} = \lim_{k \to +\infty} \lambda_k(t_0),
\]

where we used the definition of \( A_k \) and that \( s_{j,k} \to u(t_0) \) as \( k \to +\infty \).

Fix \( \varepsilon > 0 \). There exists \( \overline{k} \) being such that for every \( k > \overline{k} \) it holds that \( F(u_i) \leq c + \varepsilon \) for every \( i = N_k + 1, \ldots, N_{k+1} \). Then, taking (1.51) into account and applying the Lemma of Fatou we obtain that

\[
F(u) \leq \int_0^1 \lim_{k \to +\infty} \lambda_k(t) \, dt \leq \liminf_{k \to +\infty} \sum_{i=N_k+1}^{N_{k+1}} \alpha_{i,k} \int_0^1 F(u_i, \hat{u}_i) \, dt \leq c + \varepsilon,
\]

hence the theorem follows thanks to the arbitrariness of \( \varepsilon \).

We conclude the discussion of the continuity and semicontinuity properties of variational integrals with the following continuity result.

**Lemma 1.2.6.** Let be \( F \in C^0(\mathbb{R}^2 \times \mathbb{R}^2; \mathbb{R}) \) such that (1.38b) and (1.38d) are satisfied. Then the functional

\[
\mathcal{F}(u) = \int_0^1 F(u, \dot{u}) \, dt
\]

is continuous with respect to the strong convergence in \( W^{1,1} \).
Proof. Let \((u_k) \subset W^{1,1}\) being such that \(u_k \to u\) in \(W^{1,1}\). Recall that up to subsequences this implies that \(u_k \to u\) a.e. By \((1.38b)\) and \((1.38d)\) we get that

\[
|\mathcal{F}(u_k) - \mathcal{F}(u)| \leq \int_0^1 |F(u_k, \dot{u}_k - \dot{u})| \, dt + \int_0^1 |F(u_k, \dot{u}) - F(u, \dot{u})| \, dt \\
\leq m_2 \|u_k - u\|_{W^{1,1}} + \int_0^1 |F(u_k, \dot{u}) - F(u, \dot{u})| \, dt
\]

As \(k \to +\infty\) both terms in the right-hand side goes to zero: the first one trivially, the second one as a consequence of the Lebesgue dominated convergence theorem together with \((1.38d)\). Thus the Lemma is proved. \(\Box\)

Finally, we present a characterization of minimizers of variational integrals whose Lagrangian is positively homogeneous of degree two with respect to \(q\). Notice that in particular it applies to \(Q(p, q) = F^2(p, q)\) when \(F\) satisfies \((1.38)\).

Let \(\epsilon_0 > 0\) and \(I_0 := (-\epsilon_0, \epsilon_0)\). We say that a function \(\xi : [0, 1] \times I_0 \to [0, 1]\) is an admissible parameter variation if the following properties hold:

- for every \(\epsilon \in I_0\), the function \(t \mapsto \xi(t, \epsilon)\) is a diffeomorphism of class \(C^1\)
- for every \(\epsilon \in I_0\) it holds \(\xi(0, \epsilon) = 0\) and \(\xi(1, \epsilon) = 1\)
- for every \(t \in [0, 1]\) it holds that \(\xi(t, 0) = t\)
- for every \(\epsilon \in I_0\) we have that \(\frac{\partial \xi}{\partial \epsilon}(t, \epsilon) \in C^1([0, 1], \mathbb{R})\).

\[
\begin{align*}
Q(p, q) &\in C^0(\mathbb{R}^2 \times \mathbb{R}; \mathbb{R}) \\
\exists m_2 > 0 \text{ s.t. } Q(p, q) \leq m_2 |q|^2, \quad \forall (p, q) \in \mathbb{R}^2 \times \mathbb{R}, \\
Q(p, \lambda q) &= \lambda^2 Q(p, q), \quad \forall (p, q) \in \mathbb{R}^2 \times \mathbb{R}, \lambda > 0.
\end{align*}
\]

Proposition 1.2.7 ([15] Proposition 1.14, Remark 3]). Let \(Q : \mathbb{R}^2 \times \mathbb{R}^2 \to \mathbb{R}\) be such that

Let \(C \subset H^1\) be a class invariant under admissible parameter variations, i.e. such that if \(u \in C\), then for every admissible parameter variation \(\xi\) and for every \(\epsilon \in I_0\) we have that \(v(\cdot, \epsilon) := u(\xi(\cdot, \epsilon)) \in C\).

If \(u \in C\) minimizes in \(C\) the variational integral

\[
Q(u) = \int_0^1 Q(u, \dot{u}) \, dt,
\]

then there exists \(h \in \mathbb{R}\) such that \(Q(u(t), \dot{u}(t)) = h\) for a.e. \(t \in [0, 1]\).

Proof. Fix \(\varphi \in C_c^\infty([0, 1]; \mathbb{R})\) and define \(\mu : [0, 1] \times \mathbb{R} \to \mathbb{R}\) as

\[
\mu(x, \epsilon) := x - \epsilon \varphi(x).
\]

It is easy to see that there exists \(\epsilon_0 > 0\) being such that

\[
\frac{\partial \mu}{\partial x}(x, \epsilon) > 0 \quad \forall \epsilon \in (-\epsilon_0, \epsilon_0).
\]

Let be \(I_0 := (-\epsilon_0, \epsilon_0)\). The restriction of \(\mu\) to \([0, 1] \times I_0\) (that we still denote as \(\mu\)) is such that \(\mu : [0, 1] \times I_0 \to [0, 1]\) and satisfies \(\mu(0, \epsilon) = 0, \mu(1, \epsilon) = 1\) for every \(\epsilon \in I_0\) and \(\mu(x, 0) = x\) for every \(x \in [0, 1]\). As a consequence, the function \(\xi : [0, 1] \times I_0 \to [0, 1]\) defined as \(\xi(\cdot, \epsilon) := \mu^{-1}(\cdot, \epsilon)\) for every \(\epsilon \in I_0\), satisfies conditions \((1.52)\) and is an admissible parameter variation.

Let us define the family of functions \(v(t, \epsilon) := u(\xi(t, \epsilon))\). Since \(C\) is invariant under admissible parameter variations, then \(v(\cdot, \epsilon) \in C\) for every \(\epsilon \in I_0\). Moreover, let us consider the function \(\psi : I_0 \to \mathbb{R}\) given by

\[
\psi(\epsilon) := \int_0^1 Q \left( v(t, \epsilon), \frac{\partial}{\partial t}(v(t, \epsilon)) \right) \, dt.
\]
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Since it holds that $t = \xi(t, 0)$ (and consequently that $1 = \frac{\partial \xi}{\partial t}(t, 0)$), a simple computation shows that $Q(u) = \psi(0)$. Therefore, since $u$ minimizes $Q$ in $C$, we get that $\psi'(0) = 0$.

On the other hand, since by definition $t = \mu(\xi(t, \varepsilon), \varepsilon)$, differentiating with respect to $t$ we obtain

$$1 = \frac{\partial \mu}{\partial x}(\xi(t, \varepsilon)) \frac{\partial \xi}{\partial t}(t, \varepsilon).$$

As a consequence, performing the change of variables $\xi(t, \varepsilon) = x$ in (1.55) and recalling (1.54) we infer that

$$\psi(\varepsilon) = \int_0^1 Q\left(u(\xi(t, \varepsilon)), \frac{\partial}{\partial t}(\xi(t, \varepsilon)) \frac{\partial \xi}{\partial t}(t, \varepsilon)\right) dt$$

$$= \int_0^1 Q(u(x), \dot{u}(x)(1 - \varepsilon \varphi'(x))^{-1})(1 - \varepsilon \varphi'(x)) dx$$

$$= \int_0^1 Q(u(x), \dot{u}(x))(1 - \varepsilon \varphi'(x))^{-1} dx,$$

where in the last equality we used (1.55) together with the fact that $1 - \varepsilon \varphi' > 0$ for every $x \in [0, 1]$. Since $u \in H^1$, it holds that

$$\left| \frac{Q(u, \dot{u}) \varphi'}{(1 - \varepsilon \varphi')^2} \right| \leq \frac{m_2 \varphi'_{[0]}^2}{(1 - \varepsilon \varphi'_{[0]})^2} |\dot{u}| \in L^1([0, 1]; \mathbb{R}^2),$$

hence we are allowed to differentiate with respect to $\varepsilon$ in (1.56). We infer that

$$\psi'(\varepsilon) = \int_0^1 \frac{Q(u, \dot{u}) \varphi'}{(1 - \varepsilon \varphi')^2} dx,$$

therefore

$$0 = \psi'(0) = \int_0^1 Q(u, \dot{u}) \varphi' dx.$$  \hspace{1cm} (1.57)

Since (1.57) holds true for every $\varphi \in C_c^\infty([0, 1]; \mathbb{R})$; the conclusion follows as a straightforward application of DuBois-Reymond’s Lemma (see e.g. [15, Lemma 1.8]).

### 1.2.2 Proof of Theorem 1.2.1

Without loss of generality, we can reduce to the case $\tau > 0$. On one hand, let $\tau < 0$ and $u \in M_\tau$. We define $v(t) := u(-t)$ and the Lagrangian $\hat{F}(p, q) := F(p, -q)$. Then $\hat{F}$ still satisfies (1.38), (1.43) and it holds that

$$\mathcal{A}(v) = -\tau \quad \text{and} \quad \hat{F}(v) := \int_0^1 \hat{F}(v, \dot{v}) dt = \mathcal{T}(u),$$

thus

$$S_F(\tau) = S_F(-\tau).$$

As a consequence it is sufficient to prove existence of area constrained minimizer for $-\tau > 0$ to automatically obtain existence of area constrained minimizer for $\tau < 0$.

When $\tau = 0$, we easily get that the set of minimizers of $S_F(0)$ coincides with $\mathbb{R}^2$, that is, the set of constant functions in $W^{1,1}$. Indeed, if $u \equiv c$ for a certain $c \in \mathbb{R}^2$, then $\dot{u} \equiv 0$ and we have that $u \in M_0$ and $\mathcal{T}(u) = 0$. Since (1.38d) implies that $S_F(0) \geq 0$, we get that $\mathcal{T}(u) = S_F(0) = 0$. As a consequence any minimizer $v \in M_0$ of $S_F(0)$ must satisfy $\mathcal{T}(v) = 0$. Hence by (1.38d) we infer that $|v| = 0$ a.e. in $[0, 1]$, i.e. $v$ is a constant.

We divide the proof of the case $\tau > 0$ in three Lemmas. First of all, we notice that since $W^{1,1}$ is not a reflexive space, a bounded minimizing sequence is not necessarily weakly convergent. To overcome this difficulty, we first prove the following. Let us define the space

$$H^1_0 := \{ u \in H^1 \mid \exists h \geq 0 \text{ s.t. } F(u, \dot{u}) = h \text{ for a.e. } t \in [0, 1]\},$$

(1.58)

which is the subspace of the so-called quasinormal curves in $H^1$. 

19
Lemma 1.2.8. For every $\tau > 0$ it holds that

$$S_F(\tau) = \inf_{v \in M_\tau \cap H^1} F(v) = \inf_{v \in M_\tau \cap H^1_F} F(v).$$

Proof. Fix $\tau > 0$. Thanks to (1.38d), the following chain of inclusion holds:

$$H^1_F \subset C^{0,1} \subset H^1 \subset W^{1,1}.$$  

Then we infer

$$S_F(\tau) \leq \inf_{v \in M_\tau \cap H^1} F(v) \leq \inf_{v \in M_\tau \cap C^{0,1}} F(v) \leq \inf_{v \in M_\tau \cap H^1_F} F(v).$$  

(1.59)

To begin with, we are going to prove that

$$S_F(\tau) = \inf_{M_\tau \cap C^{0,1}} F(v).$$  

(1.60)

First of all, it holds that $M_\tau \cap C^{0,1}$ is dense in $M_\tau$. Fix $u \in M_\tau$. By standard density results, there exists a sequence $(u_k) \subset C^{0,1}$ such that $u_k \to u$ in $W^{1,1}$. Define

$$\lambda_k := \sqrt{\frac{\tau}{|A(u_k)|}}.$$  

As a consequence of Proposition [1.2.3] it holds $\lim_{k \to +\infty} \lambda_k = 1$.

Let us consider the rescaled sequence $(v_k)$ defined as $v_k := \lambda_k u_k$. Since

$$A(v_k) = \lambda_k^2 A(u_k) = \tau,$$  

we have that $(v_k) \subset M_\tau \cap C^{0,1}$. In addition, we get that $v_k \to u$ in $W^{1,1}$. Indeed

$$\|u - v_k\|_{W^{1,1}} \leq \|u - u_k\|_{W^{1,1}} + |\lambda_k - 1|\|u_k\|_{W^{1,1}} \to 0,$$

where we used that $(u_k)$ is equibounded in $W^{1,1}$.

Let now $\varepsilon > 0$ be fixed. By definition of infimum, there exists $v \in M_\tau$ such that

$$F(u) \leq S_F(\tau) + \frac{\varepsilon}{2}.$$  

As we have seen, there exists a sequence $(v_k) \subset M_\tau \cap C^{0,1}$ such that $v_k \to v$ in $W^{1,1}$. By Lemma [1.2.6] there exists $k$ large enough such that

$$|F(v_k) - F(u)| \leq \frac{\varepsilon}{2}.$$  

As a consequence, we get that

$$\inf_{v \in M_\tau \cap C^{0,1}} F(v) \leq F(v_k) \leq F(u) + \frac{\varepsilon}{2} \leq S_F(\tau) + \varepsilon.$$  

(1.61)

Since this holds for every $\varepsilon > 0$, then (1.61) together with (1.59) proves (1.60).

To conclude, it suffices to show that

$$\inf_{v \in M_\tau \cap C^{0,1}} F(v) = \inf_{v \in M_\tau \cap H^1_F} F(v).$$  

(1.62)

To this end, we are going to prove that for every $v \in M_\tau \cap C^{0,1}$ there exists $w \in M_\tau \cap H^1_F$ such that $F(v) = F(w)$. Then (1.62) follows arguing as in the proof of (1.61).

Fix $v \in M_\tau \cap C^{0,1}$. To begin with, we find $u \in M_\tau \cap C^{0,1}$ such that $u$ has no constancy intervals and $F(u) = F(v)$. First of all, it holds that $v$ possesses at most denumerably constancy intervals. Indeed, recall that $[a, b] \subset [0, 1]$ is a constancy interval for $v$ if $a < b$ and $v(t)$ is constant when $t \in [a, b]$. 
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Then, if we denote by \( \mathcal{P} \) the collection of constancy intervals of \( v \), since for every \( I = [a, b] \in \mathcal{P} \) we can find a rational number \( q \in (a, b) \) and \( \mathbb{Q} \) is countable, \( \mathcal{P} \) is at most countable.

As a consequence, we can write \( \mathcal{P} = \{ I_n \} \) with \( I_n = [a_n, b_n], \) where \( n \in \mathbb{N} \) or \( n = 1, \ldots, \bar{n} \) for some \( \bar{n} \in \mathbb{N}, \) and \( I_n \cap I_m = \emptyset \) when \( n \neq m. \) If the number of constancy intervals is finite, we still denote them by \( I_n, n \in \mathbb{N}, \) with the convention that \( I_n = \emptyset \) when \( n > \bar{n}. \) Notice that

\[
L := \sum_{n=1}^{+\infty} |I_n| < 1,
\]

otherwise \( v \) is constant and \( v \notin \mathcal{M}_r. \) Let then define \( \xi : [0, 1 - L] \to [0, 1] \) as

\[
\xi(s) := s + \sum_{j \in J_s} |f_j|,
\]

where \( J_s \) is defined as

\[
J_s := \left\{ j \in \mathbb{N} \mid a_j < s + \sum_{i < j} (b_i - a_i) \right\}.
\]

It is possible to see that \( \xi \) is a bijection from \([0, 1 - L]\) to \([0, 1] \) \cup \{ \xi((1 - L)s) \}. Therefore, the function \( u : [0, 1] \to \mathbb{R}^2 \) defined as \( u(s) = \nu(\xi((1 - L)s)) \) has no constancy intervals. Moreover, some standard computations show that \( u \in C^{0,1} \) and that it holds \( F(u) = F(v) \) and \( R(u) = R(v) \), as needed.

Let then be \( u \in \mathcal{M}_r \) with no constancy intervals and such that \( F(v) = F(u) \). We define

\[
h := \int_0^1 F(u, \dot{u}) \, dt \quad \text{and} \quad \sigma(t) := h^{-1} \int_0^t F(u, \dot{u}) \, dt.
\]

Since \( u \) does not have constancy intervals and thanks to (1.38d), it turns out that the function \( \sigma : [0, 1] \to [0, 1] \) is continuous and strictly increasing, then it is a bijection. Moreover, for every \( t_1, t_2 \in [0, 1] \) with \( t_1 \leq t_2 \) it holds that

\[
\sigma(t_2) - \sigma(t_1) = h^{-1} \int_{t_1}^{t_2} F(u, \dot{u}) \, dt \leq h^{-1} m_2 \int_{t_1}^{t_2} |\dot{u}| \, dt \leq h^{-1} m_2 |\dot{u}|_{\infty} (t_2 - t_1),
\]

which implies that \( \sigma \in C^{0,1}([0, 1]; [0, 1]). \) As an immediate consequence, \( \sigma^{-1} \) turns out to be almost everywhere differentiable. Then, let define \( w : \mathbb{R}/\mathbb{Z} \to \mathbb{R}^2 \) as \( w(s) := u \circ (\sigma^{-1}(s)) \). Let \( 0 \leq s_1 \leq s_2 \leq 1 \) and \( t_1 \leq t_2 \) such that \( \sigma(t_i) = s_i \) for \( i = 1, 2. \) We have that

\[
|w(s_2) - w(s_1)| = |u(\sigma^{-1}(s_2)) - u(\sigma^{-1}(s_1))| = |u(t_2) - u(t_1)| = \int_{t_1}^{t_2} \dot{u} \, dt \leq \int_{t_1}^{t_2} |\dot{u}| \, dt \leq \frac{1}{m_1} \int_{t_1}^{t_2} F(u, \dot{u}) \, dt = \frac{h}{m_1} |\sigma(t_2) - \sigma(t_1)| = \frac{h}{m_1} |s_2 - s_1|,
\]

which implies that \( w \in C^{0,1} \).

Again, consider \( 0 \leq s_1 \leq s_2 \leq 1 \) and \( t_1 \leq t_2 \) such that \( \sigma(t_i) = s_i \) for \( i = 1, 2. \) Since from \( \sigma^{-1}(\sigma(t)) = t \) we get that

\[
\frac{d}{ds} \sigma^{-1}(\sigma(t)) \frac{d \sigma}{dt}(t) = 1, \quad \text{a.e.} \ t \in [0, 1],
\]

using also (1.38) we infer that

\[
\int_{s_1}^{s_2} F(w, \dot{w}) \, ds = \int_{s_1}^{s_2} F \left( u(\sigma^{-1}(s)), \frac{d}{ds} u(\sigma^{-1}(s)) \frac{d \sigma^{-1}(s)}{ds} \right) \, ds
\]
\[
= \int_{s_1}^{s_2} F \left( u(\sigma^{-1}(s)), \frac{d}{ds} u(\sigma^{-1}(s)) \right) \frac{d \sigma^{-1}(s)}{ds} \, ds
\]
\[
= \int_{t_1}^{t_2} F(u, \dot{u}) \, dt = h(\sigma(t_2) - \sigma(t_1)) = h(s_2 - s_1).
\]
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where we performed the change of variables \( s = \sigma(t) \), which is admissible since \( \sigma \) is Lipschitz continuous. Arguing in the same way, we obtain that \( \mathcal{A}(w) = \mathcal{A}(u) \) and \( \mathcal{F}(w) = \mathcal{F}(u) \).

Fix \( \varepsilon > 0 \). As a consequence of the Lebesgue differentiation Theorem and thanks to (1.63), for a.e. \( s_0 \in [0, 1] \) it holds that

\[
|F(w(s_0), \dot{w}(s_0)) - h| = \frac{1}{2\varepsilon} \left| \int_{s_0+\varepsilon}^{s_0-\varepsilon} F(w(s_0), \dot{w}(s_0)) - F(w, \dot{w}) \, ds \right| \\
\leq \frac{1}{2\varepsilon} \int_{s_0-\varepsilon}^{s_0+\varepsilon} |F(w(s_0), \dot{w}(s_0)) - F(w, \dot{w})| \, ds \to 0,
\]
as \( \varepsilon \to 0 \). Then \( F(w(s), \dot{w}(s)) = h \) for a.e. \( s \in [0, 1] \) and \( w \in M \cap H^1 \), thus proving the last equality of the Lemma.

As a consequence of the previous result, we could take minimizing sequences of \( S_F(\tau) \) which are contained in \( H^1 \), which is a reflexive space. On the other hand, as already pointed out, hypothesis (1.38) are not enough to assure us that sequences minimizing \( S_F(\tau) \) are bounded in \( M \cap H^1 \). To overcome this, we are going to study an associated minimization problem where, thanks to (1.43), we can recover compactness of the minimizing sequence without the coercivity, and in a second time we will prove that its minimizers coincide with the minimizers of \( \mathcal{F} \) in \( M \cap H^1 \). To this end, let us define the variational integral \( Q : H^1 \to \mathbb{R} \)

\[
Q(u) := \int_0^1 Q(u, \dot{u}) \, dt,
\]
where the Lagrangian \( Q \) is defined by

\[
Q(p, q) := F^2(p, q).
\]
As a consequence of (1.38) and (1.43) we obtain the following

\[
\begin{align*}
Q & \in C^0(\mathbb{R}^2 \times \mathbb{R}^2; \mathbb{R}); \\
Q(p + n, q) &= Q(p, q), \quad \forall n \in \mathbb{Z}^2; \\
Q(p, \theta q_1 + (1 - \theta)q_2) &\leq \theta Q(p, q_1) + (1 - \theta)Q(p, q_2) \quad \forall \theta \in [0, 1]; \\
Q(p, \lambda q) &= \lambda^2 Q(p, q) \quad \forall \lambda > 0, \\
m_1^2|q|^2 &\leq Q(p, q) \leq m_2^2|q|^2.
\end{align*}
\]

We have the following existence result.

**Lemma 1.2.9.** Let \( \tau > 0 \). Then there exists \( u_\tau \in M \cap H^1 \) such that

\[
Q(u_\tau) = \inf_{v \in M \cap H^1} Q(v).
\]

**Proof.** In the first step of the proof, we show that there always exists a minimizing sequence for \( Q \) in \( M \cap H^1 \) which is bounded with respect to the \( H^1 \)-norm introduced in (1.11). One one hand, since \( Q(u) \geq 0 \) for all \( u \in M \cap H^1 \), the infimum in (1.65) is finite and there exists a sequence \( (u_k) \subset M \cap H^1 \) such that \( Q(u_k) \to \inf_{M \cap H^1} Q \) as \( k \to +\infty \). In addition, as a consequence of (1.64e) we have that there exists \( C > 0 \) such that

\[
\int_0^1 |\dot{u}_k|^2 \, dt \leq C \quad \forall k.
\]

Let now \( p_k = [u_k] \). We have only two possibilities: either \( (p_k) \subset \mathbb{R}^2 \) is a bounded sequence and the claim is proved, or \( |p_k| \to +\infty \). If that is the case, we can always choose a sequence of points of the plane \( (n_k) \in \mathbb{Z}^2 \) being such that \( |p_k - n_k| \leq \frac{\varepsilon}{2} \), and then consider the new sequence of functions
\[ \nu_k = u_k - n_k. \] Using (1.43) we can see that \((v_k) \subset M_\tau \cap H^1\) and that it still is a minimizing sequence with the same bound on the seminorm \(|\nu_k|_2\) as the original sequence \((u_k)\). In addition, it holds that \(|v_k| = |u_k|_2 = n_k| = |p_k|_2 \leq \frac{\gamma}{2}\) which proves the claim.

Let \((u_k) \subset M_\tau \cap H^1\) be a minimizing sequence bounded with respect to the \(H^1\) norm. Up to subsequences there exists \(u_\tau \in H^1\) such that \(u_k \rightharpoonup u_\tau\) in \(H^1\). Since the Lagrangian associated to \(A\) satisfy the hypothesis of Proposition 1.2.3, we obtain that subsequence there exists \(u_\tau \in M_\tau\). Notice that since \(\tau \neq 0\) we also have that \(u_\tau \neq \text{const}\). Applying Lemma 1.2.5 to the functional \(Q\) we obtain that

\[ \inf_{v \in M_\tau \cap H^1} Q(v) \leq Q(u_\tau) \leq \liminf_{k \to +\infty} Q(u_k) = \inf_{v \in M_\tau \cap H^1} Q(v), \]

which concludes the proof. \(\square\)

In the next Lemma we show that \(u_\tau\) is indeed the minimizer of \(S_F(\tau)\) that we were looking for.

**Lemma 1.2.10.** Let \(u_\tau \in M_\tau \cap H^1\) be the minimizer given by Lemma 1.2.9. It holds that \(F(u_\tau) = S_F(\tau)\). In addition, \(u_\tau \in C^{0,1}\).

**Proof.** We begin by noticing that the set \(M_\tau\) is invariant under admissible parameter variations as defined in (1.52). Moreover, the hypothesis of Lemma 1.2.7 are satisfied by \(Q = F^2\), so we can conclude that there exists \(h^2 \geq 0\) such that \(Q(u_\tau(t), \dot{u}_\tau(t)) = h^2 \geq 0\) for a.e. \(t \in [0,1]\).

Since \(u_\tau \in M_\tau \cap H^1\) is not a constant function, we have that \(h \neq 0\), otherwise we would reach a contradiction due to (1.64c). Since \(F \geq 0\), this implies that

\[ F(u_\tau(t), \dot{u}_\tau(t)) = h > 0 \quad \text{a.e. } t \in [0,1], \]

i.e. \(u_\tau \in M_\tau \cap H^1_F\), where \(H^1_F\) is defined in (1.58).

Form Cauchy-Schwartz inequality we have that

\[ (F(v))^2 \leq Q(v) \quad \forall v \in H^1 \]

and the equality sign holds if and only if \(F(v(t), \dot{v}(t)) = \text{const.}\) a.e. on \([0,1]\), i.e. if \(v \in H^1_F\). This, together with the previous step, readily implies that

\[ (F(u_\tau))^2 = Q(u_\tau) = \inf_{M_\tau \cap H^1} Q = \inf_{M_\tau \cap H^1_F} Q = \left( \inf_{M_\tau \cap H^1_F} F \right)^2, \]

therefore

\[ F(u_\tau) = \inf_{M_\tau \cap H^1_F} F. \]

Hence the first part of the Lemma follows from Lemma 1.2.8.

As for the regularity of \(u_\tau\), thanks to of (1.38d) we get that \(\dot{u}_\tau \neq 0\) for a.e. \(t \in [0,1]\) and

\[ |\dot{u}_\tau(t)| \leq \frac{h}{m_1} \quad \text{a.e. } t \in [0,1], \]

hence \(u_\tau \in L^\infty([0,1])\). This readily implies that \(u_\tau \in C^{0,1}\), thus concluding the proof. \(\square\)

### 1.2.3 Proof of Theorem 1.2.2 and examples

**Proof of Theorem 1.2.2** Suppose that the Lagrangian \(F\) satisfies (1.38) and (1.44). We recall that

\[ S_F(\tau) = \inf_{v \in M_\tau} F(v) = \inf_{v \in M_\tau} \int_0^1 F(v, \dot{v}) \, dt \]

\[ S_{F,\infty}(\tau) = \inf_{v \in M_\tau} F_{\infty}(v) = \inf_{v \in M_\tau} \int_0^1 F_{\infty}(v, \dot{v}) \, dt. \]
We begin by proving that (1.45) holds for every \( \tau \in \mathbb{R} \). Thanks to Theorem 1.2.1, there exists \( \nu_\tau \in M_\tau \) such that \( F_\nu(\nu_\tau) = S_{F_\nu}(\tau) \). Moreover, let \( (n_k) \in \mathbb{Z}^2 \) be a sequence such that \( |n_k| \to +\infty \) as \( k \to +\infty \). We easily infer that

\[
S_{F}(\tau) \leq F(\nu_\tau + n_k) - F_\nu(\nu_\tau + n_k) + S_{F_{\nu}}(\tau) \quad \forall k.
\]

(1.67)

Let \( u_k := \nu_\tau + n_k \), and notice that \( |(u_k)| \geq n_k - |(\nu_\tau)| \), hence \( |(u_k)| \to +\infty \) as \( k \to +\infty \). To conclude, it suffices to prove that

\[
\lim_{k \to +\infty} |F(u_k) - F_\nu(u_k)| = 0.
\]

(1.68)

Since \( |(u_k)| \to +\infty \) as \( k \to +\infty \), and since \( |\dot{u}_k|_2 = |\dot{\nu}_\tau|_2 \) for every \( k \), we have that

\[
|u_k(t_2) - u_k(t_1)| = \left| \int_{t_1}^{t_2} \dot{u}_k \, ds \right| \leq C, \quad \forall t_1, t_2 \in [0, 1].
\]

Therefore, for every \( t \in [0, 1] \) it holds that

\[
+\infty \leftarrow |(u_k)| = \left| \int_0^1 u(s) \, ds \right| = \left| \int_0^1 (u(s) - u(t)) \, ds + u(t) \right| \leq C + |u(t)|,
\]

(1.69)

that is, \( \inf_{t \in [0, 1]} |u_k| \to +\infty \) as \( k \to +\infty \).

Since \( F \) and \( F_\nu \) are both continuous, and in particular uniformly continuous on compact subsets of \( \mathbb{R}^2 \times \mathbb{R}^2 \), and thanks to (1.44c), we have that for every \( \varepsilon > 0 \) there exists \( M > 0 \) such that

\[
|F(p, q) - F_\nu(p, q)| \leq \varepsilon, \quad \forall |p| \geq M, \quad |q| \leq 1,
\]

(1.70)

where \( M \) does not depend on \( q \). Fix \( \varepsilon > 0 \). Thanks to (1.69) and (1.70) we have that there exists \( \bar{k} \) such that for every \( k > \bar{k} \) we get that

\[
|F(u_k(t), \dot{u}_k(t)) - F_\nu(u_k(t), \dot{u}_k(t))| < \frac{\varepsilon}{1 + C},
\]

for every \( t \in [0, 1] \) such that \( |\dot{u}_k(t)| \leq 1 \).

In particular, for every \( k > \bar{k} \) it holds that

\[
|F(u_k) - F_\nu(u_k)| \leq \int_{|\dot{u}_k| \leq 1} |F(u_k, \dot{u}_k) - F_\nu(u_k, \dot{u}_k)| \, dt + \int_{|\dot{u}_k| > 1} |\dot{u}_k| \left| F \left( u_k, \frac{\dot{u}_k}{|\dot{u}_k|} \right) - F_\nu \left( u_k, \frac{\dot{u}_k}{|\dot{u}_k|} \right) \right| \, dt
\]

\[
< \frac{\varepsilon}{1 + C} \left( 1 + \int_0^1 |\dot{u}_k| \, dt \right) \leq \varepsilon,
\]

were we used that, thanks to (1.38c) and (1.44c), both \( F \) and \( F_\nu \) turn out to be homogeneous of degree one with respect to the second set of variables. Thanks to the arbitrariness of \( \varepsilon \), (1.68) is proved.

It remains to prove that for every \( \tau \in \mathbb{R} \) there exists a minimizer \( \nu_\tau \in M_\tau \cap \mathcal{C}^{0,1} \) such that \( F(\nu_\tau) = S_{F}(\tau) \). Since (1.38) and (1.44) hold true for \( F \) if and only if they hold true for the Lagrangian \( F(p, -q) \), we can restrict to the case \( \tau \geq 0 \) without loss of generality. Moreover, the case \( \tau = 0 \) is treated in the same way as in the previous section, i.e. \( S_{F}(0) = 0 \) and it is achieved exactly by the constant functions.

Fix \( \tau > 0 \), and suppose that (1.45) holds. The proof follows verbatim the proof of Theorem 1.2.1 except for one fundamental step. Indeed, by Lemma 1.2.8, we can consider a sequence \( (u_k) \subset M_\tau \cap \mathcal{H}^1 \) such that it minimizes the associated functional \( Q(u) := \int_0^1 F^2(u, \dot{u}) \, dt \). Also in this case we readily get a uniform bound on the \( L^2 \) norms of \( \dot{u}_k \). We claim that there exists \( C > 0 \) such that \( |(u_k)| \leq C \). If the claim holds true then the sequence \( (u_k) \) turns out to be bounded in \( \mathcal{H}^1 \) and we can conclude exactly as in Theorem 1.2.1.
Let then prove the claim. Let be \( p_k := \lfloor u_k \rfloor \) and assume by contradiction that, for a subsequence, \(|p_k| \to +\infty\) as \( k \to +\infty\). As seen in the proof of Theorem 1.2.1 there exists a sequence \((n_k) \in \mathbb{Z}^2\) such that \(|p_k - n_k| \leq \frac{\sqrt{2}}{2}\) for every \( k \). Let us define \( v_k := u_k - n_k \). Thanks to the \( \mathbb{Z}^2\)-invariance of \( \mathcal{A} \), we readily get that \((v_k) \subset \mathcal{M}_r\). Moreover, since \(|v_k|_2 = |u_k|_2 \leq C\) and by construction \(|v_k| = |p_k - n_k| \leq \frac{\sqrt{2}}{2}\), it is bounded in \( H^1\) and there exists \( v \in H^1\) such that \( v_k \rightharpoonup v\) in \( H^1\). In addition, as a consequence of Proposition 1.2.3 we get that \( v \in \mathcal{M}_r \cap H^1\).

Taking into account (1.38), Lemma 1.2.8 and recalling that the equality in (1.66) is attained if and only if \( u \in H^1_{F}\), we infer that

\[
\inf_{w \in \mathcal{M}_r \cap H^1} Q(w) \leq \inf_{w \in \mathcal{M}_r \cap H^1_{F}} Q(w) = \left( \inf_{w \in \mathcal{M}_r \cap H^1_{F}} \mathcal{F}(w) \right)^2 = S_F^2(\tau). \tag{1.71}
\]

On the other hand, thanks to Hölder inequality and by the properties of the lim inf, we get that

\[
\inf_{w \in \mathcal{M}_r \cap H^1} Q(w) = \lim_{k \to +\infty} \inf_{w \in \mathcal{M}_r \cap H^1} Q(u_k) = \lim_{k \to +\infty} (\inf_{w \in \mathcal{M}_r \cap H^1} \mathcal{F}(u_k))^2 \geq \left( \liminf_{k \to +\infty} \mathcal{F}(u_k) \right)^2. \tag{1.72}
\]

Arguing as in the previous part of the proof, we infer that (1.68) holds. This, together with Theorem 1.2.5 implies that

\[
\liminf_{k \to +\infty} \mathcal{F}(u_k) = \lim_{k \to +\infty} (\mathcal{F}(u_k) - \mathcal{F}_\infty(u_k)) + \liminf_{k \to +\infty} \mathcal{F}_\infty(v_k) \geq \mathcal{F}_\infty(v) \geq S_{F_\infty}(\tau). \tag{1.73}
\]

Then, collecting together (1.71), (1.72) and (1.73) we infer

\[
S_{F_\infty}(\tau) \leq S_F(\tau),
\]

which contradicts (1.46), thus proving the claim and completing the proof of Theorem 1.2.2 \( \square \)

We want to stress out the fact that condition (1.46) is sufficient but not necessary for the existence of minimizer of \( S_F(\tau) \), as the next examples show. Let \( F_\infty, F_0 : \mathbb{R}^2 \times \mathbb{R}^2 \to \mathbb{R} \) satisfy conditions (1.38). In addition, suppose that \( F_\infty \) and \( F_0 \) also satisfies, respectively, (1.43) and

\[
\begin{align*}
F_0(p, q) &\geq 0, & \forall (p, q) &\in \mathbb{R}^2 \times \mathbb{R}^2, \\
\forall q &\in \mathbb{R}^2, & F_0(p, q) &\to 0 & \text{as } |p| &\to +\infty.
\end{align*} \tag{1.74}
\]

Then \( F := F_\infty + F_0 \) satisfies conditions (1.38) and (1.44). Let \( \tau \in \mathbb{R} \) be fixed. For every \( u \in \mathcal{M}_r \) it holds that

\[
S_{F_\infty}(\tau) \leq \mathcal{F}_\infty(u) \leq \mathcal{F}(u),
\]

then by (1.45) we have that \( S_F(\tau) = S_{F_\infty}(\tau) \) and condition (1.46) is not satisfied. If in particular \( F_0(p, q) > 0 \) for all \( (p, q) \in \mathbb{R}^2 \times \mathbb{R}^2 \), then no minimizer for \( S_F(\tau) \) can exist. Indeed, suppose by contradiction that there exist \( u \in \mathcal{M}_r \) such that \( \mathcal{F}(u) = S_F(\tau) \). Then we easily get

\[
S_F(\tau) = S_{F_\infty}(\tau) \leq \mathcal{F}_\infty(u) < \mathcal{F}_\infty(u) + \mathcal{F}_0(u) = \mathcal{F}(u) = S_F(\tau),
\]

which is absurd.

We are now going to provide an example where, even if condition (1.46) is never satisfied, Problem (1.42) admits a minimizer for every \( \tau \in \mathbb{R} \). Let \( F_\infty \) and \( F_0 \) be as before. In addition, suppose that there exists an open spherical region \( \omega \subset \mathbb{S}^1 \) such that \( F_0(\lambda p, q) = 0 \) for every \( (p, q) \in \omega \times \mathbb{R}^2 \) and \( \lambda > 0 \). By Theorem 1.2.1 we have that for every \( \tau \in \mathbb{R} \) there exists \( v_{\tau} \in \mathcal{M}_r \) such that \( \mathcal{F}_\infty(v_{\tau}) = S_{F_\infty}(\tau) \). Moreover, by (1.38d) we get that

\[
|v_{\tau}(t_1) - v_{\tau}(t_2)| \leq |v_{\tau}|_1 \leq \frac{S_{F_\infty}(\tau)}{m_1},
\]

which is absurd.
hence $\text{diam } v_\tau \leq \frac{S_{F_\omega}(\tau)}{m_1}$. Then, we can always find $n_\tau \in \mathbb{Z}^2$ such that $v_\tau + n_\tau$ completely lies in the region of $\mathbb{R}^2$ where $F_0 = 0$. As a consequence,
\[
F(v_\tau + n_\tau) = F_{\omega}(v_\tau) = S_{F_\omega}(\tau) = S_F(\tau),
\]
thus proving that $v_\tau + n_\tau$ is a minimizer for $F$.

Arguing as in the aforementioned example, we can prove the following sufficient condition for $(1.46)$ to hold.

**Lemma 1.2.11.** Let $F$ satisfy conditions (1.38) and (1.44). If there exists $\omega \subset \mathbb{S}^1$ open spherical region such that is satisfied
\[
F(\lambda p, q) - F_{\omega}(\lambda p, q) < 0 \quad \forall (p, q) \in \omega \times \mathbb{R}^2, \lambda > 0,
\]
then $(1.46)$ holds and Problem $(1.42)$ admits a minimizer for every $\tau \in \mathbb{R}$.

### 1.2.4 $(H - \lambda)$-loop problem: the periodic and asymptotically constant cases

In this Section we see how previous results apply to Problem $(1.36)$. In the first part, we show how to construct a vector field $Q_H : \mathbb{R}^2 \to \mathbb{R}^2$ satisfying (1.15) and some additional properties, in such a way that the Lagrangian associated to $E_H(u)$, which is defined in (1.16), satisfies either (1.38) and (1.43) when $H$ is periodic, or (1.38) and (1.44) when $H$ is asymptotically constant. As a consequence, we recover existence of extremals for the isoperimetric function
\[
S_H(\tau) := \inf_{v \in M_\tau} E_H(v),
\]
where $M_\tau$ is defined (1.41). Finally, we give the proof of Theorem 1.1.1 and Theorem 1.1.2.

We begin by treating the case of periodic curvature. Let $H$ satisfy (1.6). Without loss of generality, we can always reduce to the case $[H] = 0$. Indeed, the function $\hat{H} = H - [H]$ still satisfies (1.6), and is such that $[\hat{H}] = 0$. Setting $Q_H(p) = Q_{\hat{H}}(p) + \frac{[H]}{2} p$, where $Q_{\hat{H}}$ is such that $\text{div } Q_{\hat{H}} = \hat{H}$, we readily get that $\text{div } Q_H = H$. Moreover, it holds that
\[
E_H(u) = E_{\hat{H}}(u) + \frac{[H]}{2} \int_0^1 u \cdot idt = E_{\hat{H}}(u) + [H] \tau, \quad \forall u \in M_\tau,
\]
therefore the area constrained minimizers of $E_H$ and $E_{\hat{H}}$ coincide.

The following holds.

**Proposition 1.2.12.** Let $H$ be such that both (1.6) and $[H] = 0$ are satisfied. Then there exists $Q_H : \mathbb{R}^2 \to \mathbb{R}^2$ such that
\[
\begin{align*}
Q_H &\in C^{1,\alpha}(\mathbb{R}^2; \mathbb{R}^2) \\
|Q_H|_{C^{0,\alpha}} &< 1 \\
Q_H(p + n) &= Q_H(p) \quad \forall p \in \mathbb{R}^2, n \in \mathbb{Z}^2 \\
\text{div } Q_H &= H \quad \text{a.e. } p \in \mathbb{R}^2.
\end{align*}
\]
Moreover, for every $\tau \in \mathbb{R}$ there exists $u_\tau \in M_\tau \cap C^{0,1}$ such that $E_H(u_\tau) = S_H(\tau)$ and $|\dot{u}_\tau| = \text{const.}$

**Proof.** Consider the Poisson equation
\[
\begin{align*}
\begin{cases}
\nu \in H^1(\mathbb{R}^2/\mathbb{Z}^2; \mathbb{R}) \\
- \Delta \nu = H \quad \text{in } \mathbb{R}^2,
\end{cases}
\end{align*}
\]
where $H^1(\mathbb{R}^2/\mathbb{Z}^2; \mathbb{R}) := \{u \in H^1_{\text{loc}}(\mathbb{R}^2; \mathbb{R}) \mid u(p + n) = u(p) \forall p \in \mathbb{R}^2, n \in \mathbb{Z}^2\}$. It is possible to see (for instance by means of the Riesz representation Theorem together with the Poincaré-Wirtinger
inequality) that, since \( H \in L^2(\mathbb{R}^2/\mathbb{Z}^2; \mathbb{R}) \) and \([H] = 0\), there exists \( v \in H^1(\mathbb{R}^2/\mathbb{Z}^2; \mathbb{R}) \) solution of the above equation, which is unique up to transformations in the form \( v(p+n) + C \), with \( C \in \mathbb{R} \) and \( n \in \mathbb{Z}^2 \). In addition, since \( H \in C^{0,\alpha}(\mathbb{R}^2; \mathbb{R}) \) we have that \( v \in C^{2,\alpha}(\mathbb{R}^2; \mathbb{R}) \) by elliptic regularity.

Through a standard identification, equation (1.77) can be seen as a Poisson equation on the flat torus \( \mathbb{T}^2 \), which possesses a structure of Riemannian manifold with the metric induced by \( \mathbb{R}^2 \). With respect to this structure, it holds that \( \mathbb{T}^2 \) has zero Ricci curvature and diameter \( D = \frac{\sqrt{2}}{2} \). As a consequence, thanks to [76, Theorem 1.1] we obtain the sharp gradient estimate

\[
|\nabla v|_\infty \leq \frac{\sqrt{2}}{8} \sup_{p_1,p_2 \in \mathbb{R}^2} |H(p_1) - H(p_2)|. \tag{1.78}
\]

Then, it is immediate to see that, thanks to (1.6), the vector field defined as \( Q_H := \nabla v \) satisfies (1.76).

Let \( F : \mathbb{R}^2 \times \mathbb{R}^2 \rightarrow \mathbb{R} \) be defined as

\[
F(p, q) := |q| + Q_H(p) \cdot iq,
\]

in such a way that

\[
\mathcal{E}_H(u) = \int_0^1 F(u, \dot{u}) \, dt.
\]

Some simple computations show that, thanks to (1.76), \( F \) satisfies (1.38) and (1.43). Thus, as a consequence of Theorem 1.2.2 we get that for every \( \tau \in \mathbb{R} \) there exists \( u_\tau \in \mathcal{M}_\tau \cap C^{0,1} \) such that \( S_H(\tau) = \mathcal{E}_H(u_\tau) \) and \( F(u_\tau, \dot{u}_\tau) = \text{const} \). Finally, it suffices to reparametrize \( u_\tau \) arguing as in the proof of Lemma 1.2.8 to get that \( |\dot{u}_\tau| = \text{const.} \), which complete the proof of the Proposition.

We turn our attention to the asymptotically constant case. Let \( H \) satisfy (1.7). Arguing as before, we infer that it suffices to treat the case \( H^\infty = 0 \). Then, the following holds.

**Proposition 1.2.13.** Let \( H \) be such that both (1.7) and \( H^\infty = 0 \) are satisfied. There exists \( Q_H : \mathbb{R}^2 \rightarrow \mathbb{R}^2 \) such that

\[
\begin{cases}
Q_H \in C^{1,\alpha} \cap H^1(\mathbb{R}^2; \mathbb{R}^2) \\
|Q_H|_\infty < 1 \\
|Q_H(p)| \rightarrow 0 \quad \text{as } |p| \rightarrow +\infty \\
\text{div } Q_H = H \quad \text{a.e.}
\end{cases} \tag{1.79}
\]

Moreover, for every \( \tau \in \mathbb{R} \) there exists \( u_\tau \in \mathcal{M}_\tau \cap C^{0,1} \) such that \( \mathcal{E}_H(u_\tau) = S_H(\tau) \) and \( |\dot{u}_\tau| = \text{const} \).

**Proof.** We consider the Poisson equation

\[
\begin{cases}
v \in H^1(\mathbb{R}^2; \mathbb{R}) \\
-\Delta v = H \quad \text{on } \mathbb{R}^2.
\end{cases} \tag{1.80}
\]

It holds that (see e.g. [77, Lemma 1.8.10]),

\[
|H|_2 \leq |H|_{(2,2)} \leq \frac{\sqrt{2}}{2} |H|_{(2,1)},
\]

where \(| \cdot |_{(2,1)}\) and \(| \cdot |_{(2,2)}\) are the norms of the Lorentz spaces \( L(2,1) \) and \( L(2,2) \), respectively. Then, from (1.7) we infer that \( H \in C^{0,\alpha} \cap L^2(\mathbb{R}^2; \mathbb{R}) \). Therefore, by standard Poisson equation theory, we get that there exists a unique solution \( v : \mathbb{R}^2 \rightarrow \mathbb{R} \) of (1.80) such that \( v \in C^{2,\alpha} \cap W^{2,2}(\mathbb{R}^2; \mathbb{R}) \). Moreover, as proved in [26, Theorem 2, Corollary], it holds that

\[
|\nabla v|_\infty \leq \left( \frac{\pi}{2} \right)^{\frac{3}{2}} |H|_{(2,1)},
\]

where the appearing constant is sharp.
As a consequence, the function defined as $Q_H := \nabla v$ satisfies \textcolor{red}{(1.79)}. Indeed, most of the properties are obtained by construction, and we limit ourselves to prove that since $Q_H$ belongs to $L^2 \cap C^{0,1}(\mathbb{R}^2; \mathbb{R}^2)$ then $|Q_H(p)| \to 0$ as $|p| \to +\infty$. Suppose by contradiction that there exist $\delta > 0$ and a sequence $(p_k) \subset \mathbb{R}^2$ being such that $|p_k| \to +\infty$ and $|Q_H(p_k)| \geq \delta$. Fix $\varepsilon > 0$. For every $\xi \in \mathbb{R}^2$ with $|\xi| \leq \varepsilon$ it holds

$$||Q_H(p_k + \xi)| - |Q_H(p_k)|| \leq |Q_H(p_k + \xi) - Q_H(p_k)| \leq C|\xi| \leq C\varepsilon,$$

where $C$ is the Lipschitz constant of $Q_H$ and does not depend on $\varepsilon$. Therefore, we can take $\varepsilon$ small enough such that

$$|Q_H(p)| \geq \delta - C\varepsilon > 0 \quad \forall p \in B_{\varepsilon_0}(p_k). \quad (1.81)$$

Let be $R_k := |p_k| - \varepsilon$. On one hand, since $Q_H \in L^2(\mathbb{R}^2; \mathbb{R}^2)$ we easily infer that

$$\lim_{k \to +\infty} \int_{\mathbb{R}^2 \setminus B_{R_k}} |Q_H|^2 \, dp = 0,$$

On the other hand, since $B_{\varepsilon_0}(p_k) \subset (\mathbb{R}^2 \setminus B_{R_k})$ by \textcolor{red}{(1.81)} we infer

$$\int_{\mathbb{R}^2 \setminus B_{R_k}} |Q_H|^2 \, dp \geq \int_{B_{\varepsilon_0}(p_k)} |Q_K|^2 \, dp(\geq \delta - C\varepsilon)^2\pi\varepsilon^2 \quad \forall k,$$

thus a contradiction.

Define $F : \mathbb{R}^2 \times \mathbb{R}^2 \to \mathbb{R}$ as

$$F(p, q) := |q| + Q_H(p) \cdot iq,$$

in such a way that

$$\mathcal{E}_H(u) = \int_0^1 F(u, \dot{u}) \, dt.$$  

Thanks to \textcolor{red}{(1.79)}, $F$ satisfies \textcolor{red}{(1.38)} and \textcolor{red}{(1.44)} with $F_{in} = |q|$, thus it also holds $\mathcal{T}_m(u) = L(u)$.

We claim that \textcolor{red}{(1.46)} holds for every $\tau \in \mathbb{R}$, then the result follows from Theorem \textcolor{red}{1.2.12} and a Lipschitz reparametrization. Notice that the sufficient condition given by Lemma \textcolor{red}{1.2.11} is never satisfied. Indeed $Q_H(p_0) \cdot iq$ can not have the same sign for every $q \in \mathbb{R}^2$ for any $p_0 \in \mathbb{R}^2$. On the other hand, as a consequence of \textcolor{red}{(1.39)}, we have that $S_{F_m}(\tau) = S\sqrt{\tau}$ and that it is realized exactly by the functions of the family

$$\omega_p(t) = p + \sqrt{\frac{|\tau|}{\tau}} e^{-i2\pi\text{sign}(\tau)t}, \quad (1.82)$$

whose supports are the circles of radius $\sqrt{|\tau|/\pi}$. In particular, by \textcolor{red}{(1.7d)} we infer that there exists $p_0 \in \mathbb{R}^2$ such that $\text{sign}(\tau)H(p) < 0$ for every $p \in B_r(p_0)$. Since the support of $\omega_{p_0}$ is a Jordan curve, thanks to \textcolor{red}{(1.22)} we get that

$$S_H(\tau) \leq \mathcal{E}_H(\omega_{p_0}) = S\sqrt{|\tau|} + |\text{sign}(\tau)| \int_{B_{\sqrt{|\tau|/\lambda}(p_0)}} H(p) \, dp < S_0(\tau).$$

Thus \textcolor{red}{(1.46)} is satisfied for every $\tau \in \mathbb{R}$ and the proof is complete. \hfill \Box

The remaining part of the section is dedicated to prove that the minimizers given by Proposition \textcolor{red}{1.2.12} and Proposition \textcolor{red}{1.2.13} are indeed solutions of Problem \textcolor{red}{1.36}.

**Lemma 1.2.14.** Let $H \in C^0(\mathbb{R}^2; \mathbb{R})$ be such that there exists $Q_H$ satisfying \textcolor{red}{(1.15)}. Let $\tau \in \mathbb{R} \setminus \{0\}$ and suppose that there exists $u_\tau \in M_\tau$ which minimizes $S_H(\tau)$. Then there exists $\lambda \in \mathbb{R}$ such that

$$\mathcal{E}'_H(u_\tau)[\varphi] - \lambda \mathcal{A}(u_\tau)[\varphi] = 0 \quad \forall \varphi \in W^{1,1}, \quad (1.83)$$

namely, $u_\tau$ is a weak solution of Problem \textcolor{red}{1.36}. 
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Proof. We begin by recalling that the area functional $A$ can be seen as a particular case of functional $A_H$, with $H \equiv 1$ and $Q_H(p) := \frac{p^2}{2}$. Then by Lemma 1.1.7 we readily get that $A \in C^1(W^{1,1}; \mathbb{R})$ with
\[ A'(u)[\varphi] = \int_0^1 \varphi \cdot iu, \quad u, \varphi \in W^{1,1}. \]
Since $\tau \neq 0$ and $\mathcal{M}_0 \subset M_0$, we readily get that both functionals $A$ and $\mathcal{E}_H$ are differentiable in a neighborhood of $u_\tau$. Using again that $u_\tau \notin \mathcal{M}_0$, we infer that $A'(u_\tau)[W^{1,1}] = \mathbb{R}$. Then we can apply [34, Theorem 26.1] in order to get that there exists $A \in \mathbb{R}$ being such that
\[ \mathcal{E}_H'(u_\tau)[\varphi] - \lambda A'(u_\tau)[\varphi] = 0, \quad \forall \varphi \in W^{1,1}, \]
which indeed is the weak formulation of (1.36), as desired. □

Proof of Theorem 1.1.1 and Theorem 1.1.2. Let $H$ be such that assumptions (1.6) are satisfied. Define
\[ Q_H(p) = Q_{H-[H]}(p) + \frac{[H]}{2}p, \]
where $Q_{H-[H]}$ is given by Proposition 1.2.12 and satisfies (1.76). In particular, $Q_H$ satisfies (1.15). Applying Proposition 1.2.12 we get that there exists $u_\tau \in C^{0,1} \cap H^1$ which minimizes $S_H(\tau)$ and satisfies $|u_\tau| = \text{const.}$. Therefore, it suffices to apply Lemma 1.2.14 first, then Lemma 1.1.8 to the curvature $H - \lambda$, in order to readily infer Theorem 1.1.1.

As for Theorem 1.1.2, let $H$ be such that (1.7) are satisfied. Also in this case it suffices to define
\[ Q_H(p) = Q_{H-[H]}(p) + \frac{H^{\infty}}{2}p, \]
where $Q_{H-[H]}$ is given by Proposition 1.2.13 and satisfies (1.79), and argue as before to get the desired result. □

1.2.5 $(H - \lambda)$-loop problem: the mixed case

This section is devoted to the proof of Theorem 1.1.3. Let then $H_1, H_2$ satisfy (1.6) and (1.7), respectively. The main difference between the previous cases and the mixed case is that, in general, it is not assured for every $\tau \in \mathbb{R}$ that the condition
\[ S_{H_1+H_2}(\tau) < S_{H_1}(\tau) \]
holds. Indeed, the argument used in Proposition 1.2.13 does not straightforward applies; by (1.19) we have that, given $v_\tau$ a minimizer of $S_{H_1}(\tau)$, it holds
\[ \mathcal{A}_{H_2}(v_\tau) = \int_0^1 Q_{H_2}(v_\tau) \cdot iv_\tau \, dt = -\int_{\mathbb{R}^2} \omega_{v_\tau}(p) H_2(p) \, dp, \]
where $\omega_{v_\tau}(p)$ is the winding number of $v_\tau$. Since a priori $v_\tau$ is not a simple curve, we don’t recover any information on the sign of $\mathcal{A}_{H_2}(v_\tau)$.

Let us define the functional $D : H^1 \to \mathbb{R}$ as
\[ D(u) := \sqrt{\int_0^1 |\dot{u}|^2 \, dt}. \]
By Hölder inequality we have that
\[ L(u) \leq D(u) \quad u \in H^1, \]
and the equality is attained when $|\hat{u}| = \text{const.}$ for a.e. $t \in [0,1]$. Then we infer that whenever there exists a minimizer $u_\tau \in M_\tau \cap H^1$ for $S_H(\tau)$ such that $|\hat{u}_\tau| = \text{const.}$, as in the case of Proposition 1.2.12, it holds

$$S_H(\tau) = E_H(u_\tau) = \inf_{v \in M_\tau \cap H^1} D(v) + A_H(v). \quad (1.84)$$

On the other hand, we notice that for every $\varepsilon \in (0,1]$ the function $\varepsilon H_1$ still satisfies (1.6). Then, as a consequence of Theorem 1.1.1, there exists $u_{\varepsilon,\tau} \in M_\tau \cap C^2$ which solves the equation

$$\hat{u}_{\varepsilon,\tau} = \varepsilon D(u_{\varepsilon,\tau})(\varepsilon K_1(u_{\varepsilon,\tau}) - \lambda_{\varepsilon,\tau})\hat{u}_{\varepsilon,\tau},$$

for some $\lambda_{\varepsilon,\tau} \in \mathbb{R}$ and realizes $S_{\varepsilon H_1}(\tau) = E_{\varepsilon H_1}(u_\tau)$.

As the following Proposition shows, if $\varepsilon$ is small enough such minimizers are simple.

**Proposition 1.2.15.** Let $H_1$ be such that assumptions (1.6) are satisfied. For every $0 < \tau_0 < \tau_1$, there exists $\varepsilon_0 = \varepsilon_0(\tau_0, \tau_1) \in (0,1)$ such that for every $\varepsilon > \varepsilon_0$ there exists $u_{\varepsilon,\tau} \in M_\tau \cap H^1$ which solves the equation $\hat{u}_{\varepsilon,\tau} = \varepsilon D(u_{\varepsilon,\tau})(\varepsilon K_1(u_{\varepsilon,\tau}) - \lambda_{\varepsilon,\tau})\hat{u}_{\varepsilon,\tau}$.

**Proof.** Let $H_1$ be such that (1.6) are satisfied, and let $Q_{H_1}$ be the associated vector field, as defined in the proof of Theorem 1.1.1. First of all, we notice that for every $\varepsilon > 0$ we can take $Q_{\varepsilon H_1} = \varepsilon Q_{H_1}$, since it obviously holds $\text{div} \ Q_{\varepsilon H_1} = \varepsilon \text{div} \ Q_{H_1} = \varepsilon H_1$. In particular, it holds $|Q_{\varepsilon H_1}|_{\text{loc}} \leq \varepsilon$. Moreover, without loss of generality we can suppose that $[H_1] = 0$, since $S_{\varepsilon H_1}(\tau)$ and $S_{\varepsilon H_1,-[H_1]}(\tau)$ share the same minimizers.

Since every minimizer of $S_{\varepsilon H_1}(\tau)$ is closed and continuous, we only have to prove that it is injective in $(0,1)$. To this end, we are going to argue by contradiction. Suppose that there exist $0 < \tau_0 < \tau_1$ such that there exist three sequences $(\varepsilon_k) \subset (0,1)$, $(\tau_k) \subset (\tau_0, \tau_1)$ and $(u_k) \subset H^1$ being such that $\varepsilon_k \to 0^+$ and $u_k \in M_{\tau_k}$ is a minimizer of $S_{\varepsilon_k H_1}(\tau_k)$ which is not injective in $(0,1)$. Since $|\tau_k| \subset (\tau_0, \tau_1)$, there exists $\hat{\tau} \neq 0$, $|\hat{\tau}| \subset (\tau_0, \tau_1)$, and a subsequence being such that $\tau_k \to \hat{\tau}$. Moreover, extracting if necessary a further subsequence, we have that every $\tau_k$ has the same sign of $\hat{\tau}$. Then, without loss of generality, we can assume that $\tau_k, \hat{\tau} > 0$.

It holds that

$$S_{\varepsilon_k H_1}(\tau_k) - S_k \leq C \varepsilon_k, \quad \forall k, \quad (1.85)$$

where $C$ depends only on $\tau_1$ and $K_1$ but not on $\varepsilon_k$ nor $\tau_k$. Indeed, let $\omega_k \in M_{\tau_k}$ be defined as

$$\omega_k(t) = \sqrt{\frac{\tau_k}{\pi}} e^{-2\pi i t^2}.$$ 

Since it belongs to the family (1.82), it realizes (1.39) as an equality. Therefore we get that

$$S_{\varepsilon_k H_1}(\tau_k) - S \leq D(\omega_k) - S \leq A_{\varepsilon_k H_1}(\omega_k) \leq |Q_{\varepsilon_k H_1}|_{\text{loc}} \omega_k \leq C \varepsilon_k \leq C \varepsilon_k \leq C \varepsilon_k,$$

where once again we used (1.6).

Arguing as in the proof of Theorem 1.2.1, we can always assume that there exists $C > 0$ such that $|u_k| \leq C$. On the other hand, by

$$S_{\varepsilon_k H_1}(\tau_k) \geq D(u_k) - |A_{\varepsilon_k H_1}(u_k)| \geq (1 - C \varepsilon_k)D(u_k),$$

together with (1.85) we easily infer that

$$S \leq D(u_k) \leq (1 + C_0 \varepsilon_k)(S \varepsilon_k + C_1 \varepsilon_k) \leq (1 + C_0)(S \varepsilon_k + C_1), \quad (1.86)$$

where $C_0$ and $C_1$ do not depend neither on $\tau_k$ nor $\varepsilon_k$. Therefore $(u_k)$ is a bounded sequence in $H^1$ and there exists $u_{\infty} \in H^1$ such that, up to subsequences, $u_k \to u_{\infty}$ in $H^1$ as $k \to +\infty$.

On one hand, thanks to Fatou Lemma and taking the limit as $k \to +\infty$ in (1.86) we infer

$$D(u_{\infty}) \leq \lim_{k \to +\infty} D(u_k) = S \hat{\tau}. \quad (1.87)$$
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On the other hand, since by Proposition [1.2.3] we have that

$$\dot{\tau} = \lim_{k \to +\infty} \tau_k = \lim_{k \to +\infty} A(u_k) = A(u_\infty),$$

by the isoperimetric inequality (1.39) we obtain that $S \sqrt{\dot{\tau}} \leq D(u_\infty)$. Therefore $D(u_\infty) = S \sqrt{\dot{\tau}}$, i.e., the function $u_\infty$ realizes the infimum of the isoperimetric inequality, hence it has to be in the form (1.82). Notice that we have actually proved something more, that is

$$\lim_{k \to +\infty} D(u_k) = D(u_\infty) = S \sqrt{\dot{\tau}},$$

which, together with Sobolev-Morrey embedding, implies that $u_k \to u$ in $H^1$.

Applying Lemma [1.2.14] to the functions $u_k$ and testing (1.83) with $u_k$ we get that

$$D(u_k) + \int_0^1 e_k H_1(u_k) u_k \cdot i\dot{u}_k \, dt = 2\lambda_k \tau_k,$$  \hspace{1cm} (1.88)

for some $\lambda_k \in \mathbb{R}$. Thanks to the Poincaré-Wirtinger inequality, together with the fact that $(u_k)$ is uniformly bounded in $H^1$, we infer that

$$\left| \int_0^1 e_k H_1(u_k) u_k \cdot i\dot{u}_k \, dt \right| \leq e_k |H_1|_{\infty} \sqrt{[u_k]^2 + (S^2)^{-1} \pi D^2(u_k) D(u_k)} \leq C e_k,$$

where the constant $C > 0$ does not depends on $e_k$ nor $\tau_k$. Hence, taking the limit as $k \to +\infty$ in (1.88) we obtain

$$\lim_{k \to +\infty} \lambda_k = \frac{S \sqrt{\dot{\tau}}}{2 \dot{\tau}}$$

and

$$\left| \lambda_k - \frac{S \sqrt{\dot{\tau}}}{2 \dot{\tau}} \right| \leq C e_k,$$  \hspace{1cm} (1.89)

for some $C > 0$ which does not depend on $\tau_k$ nor $e_k$. Recalling that we are assuming that the functions $u_k$ are parametrized through arc length, and since it holds that

$$[u_k]_{\infty} \leq |[u_k]| + D(u_k),$$

we easily get that there exists $C > 0$ such that $|u_k|_{\infty} + |\dot{u}_k|_{\infty} \leq C$. Moreover, given that every $u_k$ is a $(e_k H_1 - \lambda_k)$-loop and taking (1.89) into account, by the fundamental theorem of calculus we get that, for every $t_1, t_2 \in [0, 1],

$$|\dot{u}_k(t_2) - \dot{u}_k(t_1)| \leq \int_{t_1}^{t_2} |\ddot{u}_k| \, dt = D(u_k) \int_{t_1}^{t_2} |e_k H_1(u_k) - \lambda_k| |\ddot{u}_k| \leq C |t_2 - t_1|,$$

for some $C > 0$ which depends on $\tau_0, \tau_1$ but does not depend on $e_k$ nor $\tau_k$. This, together with previous remarks, implies that the sequence $(u_k)$ is uniformly bounded in $C^{1,1}$. Therefore, by standard arguments (see e.g. [44] Lemma 6.36) we infer that $u_k \to u_\infty$ in $C^{1,\gamma}$ for any $\gamma \in (0, 1)$.

We are now able to get the needed contradiction. As we have seen, $u_\infty$ belongs to the family (1.82). In particular, defined as $p_\infty := [u_\infty]$, we have that $u_\infty(t) = p_\infty + \sqrt{\frac{2}{\pi}} e^{-2\pi i t}$. We can explicitly compute

$$i \ddot{u}_\infty \cdot (u_\infty - p_\infty) = 2\dot{\tau}. $$

Denoting $p_k := [u_k]$, we have that

$$|i \ddot{u}_\infty \cdot (u_\infty - p_\infty) - i \ddot{u}_k \cdot (u_k - p_k)| \leq D(u_k) |\ddot{u}_k - \ddot{u}_\infty|_{\infty} + 2 |\ddot{u}_\infty|_{\infty} |u_k - u_\infty|_{\infty},$$

therefore, since $u_k \to u_\infty$ in $C^{1,\gamma}$, we infer that $i \ddot{u}_k \cdot (u_k - p_k) \to i \ddot{u}_\infty \cdot (u_\infty - p_\infty)$ uniformly in $[0, 1]$ and in particular there exists $k_0$ such that for every $k \geq k_0$ it holds that

$$i \ddot{u}_k \cdot (u_k - p_k) > 0 \quad \forall t \in [0, 1].$$  \hspace{1cm} (1.90)
By our initial assumption, for every $k \geq k_0$ it holds that $u_k$ is not injective in $(0, 1)$. Then there exist two points $0 < s_k < t_k \leq 1$ such that $u_k(s_k) = u_k(t_k)$. Up to translation and relabeling the points if necessary, we can always suppose that $0 < s_k = \hat{s} < t_k \leq 1$. Moreover, taking if necessary a subsequence, there exists $\check{t} \in [\hat{s}, 1]$ such that $t_k \to \check{t}$ as $k \to +\infty$.

By the fundamental theorem of calculus we get that

$$0 = \int_{\hat{s}}^{t_k} \dot{u}_k \, dt = \int_{0}^{1} \dot{u}_\infty \chi[\hat{s}, \check{t}_k] \, dt + \int_{\hat{s}}^{t_k} \dot{u}_k - \dot{u}_\infty \, dt. \tag{1.91}$$

By the dominated convergence theorem, and since $u_k \to u_\infty$ in $C^{1, \gamma}$, passing to the limit as $k \to +\infty$ in (1.91) we obtain $0 = \int_{\hat{s}}^{\check{t}} \dot{u}_\infty \, dt$, which readily implies that $\check{t} = \hat{s}$. Then, using once again the fundamental theorem of calculus and the convergence $u_k \to u_\infty$ in $C^{1, \gamma}$, we get that

$$\sup_{t \in [\hat{s}, \check{t}_k]} |u_k(t) - u_\infty(\hat{s})| \to 0 \quad \text{as } k \to +\infty, \tag{1.92}$$

that is, the curves whose supports are $\Gamma_k := u_k([\hat{s}, \check{t}_k])$ shrink uniformly to the point $u_\infty(\hat{s})$.

Now we see that, taking $k$ large enough, we can find two distinct straight line $l_k$ and $r_k$ passing through $p_k$ and such that at least one of them is tangent to the curve $\Gamma_k$ in a regular point, thus contradicting (1.90). Indeed, since $p_k \to p_\infty$, by (1.92) we infer that there exists $k_1 \geq k_0$ big enough such that, setting $\delta_k := |p_k - u_\infty(\hat{s})|/2$, for every $k \geq k_1$ the curve $\Gamma_k$ is completely contained in the ball $B_{\delta_k}(u_\infty(\hat{s}))$ and $p_k \notin B_{\delta_k}(u_\infty(\hat{s}))$. As a consequence, there exists at least a straight line passing through $p_k$ such that it does not intersect $\Gamma_k$. Performing a rotation, we find a line $l_k$ and a point $p_k'$ such that $p_k' = u_k(t'_k)$ for some $t'_k \in [\hat{s}, \check{t}_k]$, being such that $l_k$ passes through both $p_k$ and $p_k'$, and $\Gamma_k$ completely lies on the right side of $l_k$. With the same argument, we find another line $r_k$ and a point $p_k''$ such that $p_k'' = u_k(t''_k)$ for some $t''_k \in [\hat{s}, \check{t}_k]$, being such that $r_k$ passes through $p_k$ and $p_k''$ and $\Gamma_k$ completely lies on the left side of $r_k$.

We claim that $l_k \neq r_k$. Otherwise, since $\Gamma_k$ is a continuous curve, by definition of $l_k$ and $r_k$ it will consists either of a segment or of a point. Both possibilities lead to a contradiction, since $\hat{s} < t_k$, $|\dot{u}_k| \neq 0$ for every $t \in [\hat{s}, \check{t}_k]$ and since the restriction $u_k|_{[\hat{s}, \check{t}_k]}$ belongs to $C^2((\hat{s}, \check{t}_k); \mathbb{R}^2)$.

As a consequence, at least one point between $p_k'$ and $p_k''$ is different form $u_k(\hat{s})$. Suppose then that $p_k' \neq u_k(\hat{s})$. Using again the regularity of $u_k|_{[\hat{s}, \check{t}_k]}$, we infer that the line $l_k$ has to be tangent to $\Gamma_k$ in $p_k'$, which implies that $\dot{u}_k(t'_k) \cdot (u_k(t'_k) - p_k') = 0$, thus contradicting (1.90). The proof of the Lemma is concluded. 

**Proof of Theorem 1.1.3.** Let $H_1$, $H_2$ satisfy (1.6) and (1.7), respectively. Arguing as in Proposition 1.2.12 and Proposition 1.2.13 we can construct $Q_{H_1-[H_1]}$ and $Q_{H_2-H_2^\infty}$ such that they satisfy, respectively, (1.76) and (1.79). Let be $\epsilon \in (0, 1)$ and define

$$Q_{\epsilon H_1+H_2^\infty}(p) := Q_{\epsilon[H_1]-[H_1]}(p) + Q_{H_2-H_2^\infty}(p) + \frac{\epsilon[H_1] + H_2^\infty}{2}p.$$

Since (1.8) holds, the Lagrangians

$$F_{\infty}(p, q) = |q| + Q_{\epsilon[H_1]-[H_1]}(p)$$

$$F(p, q) = F_{\infty}(p, q) + Q_{H_2-H_2^\infty}(p)$$

satisfy (1.38) and (1.44). In order for (1.46) to be verified, it has to hold

$$S_{\epsilon[H_1]-[H_1]+H_2-H_2^\infty}(\tau) < S_{\epsilon[H_1]-[H_1]}(\tau),$$

or, equivalently,

$$S_{\epsilon H_1+H_2}(\tau) < S_{\epsilon H_1}(\tau) + H_2^\infty \tau.$$

Fix $0 < \tau_0 < \tau_1$, and let $\epsilon_0$ be the value given by Proposition 1.2.15. For every $\epsilon \in (0, \epsilon_0)$ and for every $|\tau| \in (\tau_0, \tau_1)$ there exists a minimizer $n_{\epsilon, \tau}$ of $S_{\epsilon H_1}(\tau)$ such that its support is a simple
curve. Recall that for every \( n \in \mathbb{Z}^2 \), \( v_{e, \tau} + n \) is still a minimizer for \( S_{eH_1}(\tau) \). Since in addition \( \text{diam}(v_{e, \tau}) < +\infty \) we can always find \( n_0 \in \mathbb{Z}^2 \) being such that the support of \( v_{e, \tau} + n_0 \) is completely contained in \( \{ \lambda p \mid \lambda > 0, p \in \omega_{\text{sign}(\tau)} \} \) where the set \( \omega_{\text{sign}(\tau)} \) is given by (1.7). Thus, by (1.2) we get that

\[
\mathcal{A}_{H_1}(v_{e, \tau} + n_0) = \int_0^1 Q_{H_1 - H_2^\infty}(v_{e, \tau} + n_0) \cdot i \dot{v}_{e, \tau} \, dt + H_2^\infty \tau
\]

\[
= \text{sign}(\tau) \int_{\mathcal{B}_{v_{e, \tau} + n_0}} (H_2(p) - H_2^\infty) \, dp + H_2^{\infty, \tau} < H_2^{\infty, \tau},
\]

where \( \mathcal{B}_{v_{e, \tau} + n_0} \) is the bounded component of \( \mathbb{R}^2 \setminus (v_{e, \tau} + n_0)((0, 1)) \).

Therefore, for every \( \|\tau\| \in (\tau_0, \tau_1) \) it holds

\[
S_{eH_1 + H_2}(\tau) \leq \mathcal{D}(v_{e, \tau}) + \mathcal{A}_{eH_1}(v_{e, \tau}) + \mathcal{A}_{H_2}(v_{e, \tau} + n_0) < S_{eH_1}(\tau) + H_2^{\infty, \tau}.
\]

which implies that we can apply Theorem 1.2.2, obtaining existence of minimizers of \( S_{eH_1 + H_2}(\tau) \). To conclude, arguing as in the proof of Theorem 1.1.1 and Theorem 1.1.2, it suffices to apply Lemma 1.2.14 and Lemma 1.1.8.

### 1.2.6 The isoperimetric function

This Subsection is devoted to the study of the properties of the isoperimetric function associated to the prescribed curvature problem, which is defined in (1.75). As a byproduct, we derive Theorem 1.1.4.

Through all this Subsection, we denote by \( H \) a prescribed curvature in the form \( H = H_1 + H_2 \), where \( H_1, H_2 \) satisfy (1.6) and (1.7), respectively, and such that (1.8) holds. In addition, in order to ease the notation we always assume that, if \( H_2 \neq 0 \), then

\[
S_H(\tau) < S_H(\tau), \quad \forall \tau \in \mathbb{R} \setminus \{0\}.
\]  

(1.93)

Indeed, some of the results holds true also when this condition is not satisfied.

Since (1.93) holds, arguing as in the proof of Theorem 1.1.3 we obtain that minimizers \( u_\tau \in \mathcal{M}_\tau \cap C^2 \) of \( S_H(\tau) \) exist for every \( \tau \in \mathbb{R} \). In addition, since such minimizers satisfy \( |u_\tau| = \text{const.,} \) both (1.84) and

\[
\bar{u}_\tau = \mathcal{D}(u)(H(u_\tau - \lambda))\bar{u}_\tau, \quad \text{for some } \lambda \in \mathbb{R},
\]

hold.

We recall that

\[
S_H(\tau) = S_{H - |H_1| - H_2^\infty}(\tau) + ([H_1] + H_2^{\infty})\tau.
\]

Since the first part of the Subsection is dedicated to the study of the regularity of the function \( S_H(\tau) \) and its asymptotic behavior as \( \tau \to 0 \), without loss of generality we can assume that \([H_1] = H_2^{\infty} = 0\).

We begin with the following asymptotic result.

**Lemma 1.2.16.** For every \( \tau \in \mathbb{R} \) it results

\[
(1 - |Q_H|_\infty)S\sqrt{|\tau|} \leq S_H(\tau) \leq (1 + |Q_H|_\infty)S\sqrt{|\tau|}.
\]  

(1.94)

As a consequence,

\[
S_H(\tau) \to 0 \quad \text{as} \quad \tau \to 0^+.
\]  

(1.95)

**Proof.** Arguing as in the beginning of the proof of Theorem 1.2.1 we easily get that \( S_H(0) = 0 \), which implies that (1.94) is trivially verified when \( \tau = 0 \). Let then be \( \tau \neq 0 \).

We recall that the vector field \( Q_H \) is such that \( Q_H = Q_{H_1} + Q_{H_2} \), where \( Q_{H_1}, Q_{H_2} \) satisfy (1.76) and (1.79), respectively. In particular, thanks to (1.8) it holds that \( |Q_H|_\infty < 1 \). Hence, a simple computation shows that \( E_H(u) = \mathcal{D}(u) + \mathcal{A}_H(u) \geq \mathcal{D}(u) - |Q_H|_\infty \mathcal{D}(u) \). The bound from below is obtained as a consequence of the isoperimetric inequality (1.39).
On the other hand
\[ S_H(\tau) \leq D(\omega) + A_H(\omega) \leq (1 + |Q_H|_{\infty})D(\omega) = (1 + |Q_H|_{\infty})S\sqrt{\tau}, \]
where \( \omega \) is any function of the family \((1.82)\) such that \( A(\omega) = \tau \), which realizes \((1.39)\) as an equality. \( \square \)

In order to study the regularity of \( S_H(\tau) \), we introduce, for \( \tau \geq 0 \), the family of functionals \( A_{H,\tau} : W^{1,1} \rightarrow \mathbb{R} \) defined as
\[ A_{H,\tau}(u) := \int_0^1 Q_H(\tau u) \cdot i\dot{u} \, dt, \]
and the function \( \tilde{S}_H(\tau) : [0, +\infty) \rightarrow \mathbb{R} \) defined by
\[ \tilde{S}_H(\tau) := \inf_{u \in M_1 \cap H^1} E_{H,\tau}(u) \text{ where } E_{H,\tau}(u) := D(u) + A_{H,\tau}(u). \]

We notice that when \( \tau = 0 \) it holds \( A_{H,0}(u) = Q_H(0) \cdot i \int_0^1 \dot{u} \, dt = 0 \) for every \( u \in W^{1,1} \). Therefore, by the isoperimetric inequality we infer that \( \tilde{S}_H(0) = S \).

The functions \( S_H(\tau) \) and \( \tilde{S}_H(\tau) \) are related, as stated in the following Lemma.

**Lemma 1.2.17.** Let \( \tau \in \mathbb{R} \setminus \{0\} \). Then \( S_H(\tau) = \sqrt{\tau} \tilde{S}_H(\sqrt{\tau}) \).

**Proof.** Since it holds that \( \text{div } - Q_H = -\text{div } Q_H = -H = \text{div } Q_{-H} \), a simple computation (argue as in the beginning of the proof of Theorem 1.2.1) shows that
\[ S_H(\tau) = S_{-H}(\tau) \quad \forall \tau. \] (1.96)

Let then be \( \tau > 0 \) and let \( u \in M_1 \). Define \( v := \lambda u \) with \( \lambda > 0 \). It holds that \( A(v) = \lambda^2 A(u) \), \( D(v) = \lambda D(u) \) and \( A_K(v) = \lambda A_K(u) \). Hence we get that \( E_H(v) = \lambda E_{H,1}(u) \). Taking \( u \in M_1 \) and \( \lambda = \sqrt{\tau} \), by means of a standard argument we obtain that
\[ S_H(\tau) = \sqrt{\tau} \tilde{S}_H(\sqrt{\tau}). \] (1.97)
When \( \tau < 0 \), we get the desired result combining (1.96) and (1.97). \( \square \)

As a straightforward consequence of Lemma 1.2.17, since for every \( \tau > 0 \) there exists \( u \in M_2 \cap H^1 \) which minimizes \( S_H(\tau^2) \), then the function \( v := \frac{\tau}{\sqrt{\tau}} u \in M_1 \cap H^1 \) realizes the minimum \( \tilde{S}_H(\tau) \). Moreover, since such \( u \) is a \((H - \lambda)\)-loop, we infer that \( v \) is a \((H - \tau\lambda)\)-loop, with \( \tilde{H}(\rho) = \tau H(\rho) \).

When \( \tau \to 0^+ \), we have the following asymptotic result for the function \( \tilde{S}_H(\tau) \). Notice that, thanks to Lemma 1.2.17, this gives a refinement of (1.95).

**Lemma 1.2.18.** As \( \tau \to 0^+ \) it holds that \( \tilde{S}_H(\tau) \rightarrow S \).

**Proof.** We begin by proving the isoperimetric inequality
\[ S^2 |A_{H,\tau}(u)| \leq \tau |H|_{\infty} D(u)^2, \quad \forall u \in H^1. \] (1.98)
Let \( u \in H^1 \setminus M_0 \), and recall that \( u = (u_1, u_2) \) with \( u_1, u_2 \in H^1(\mathbb{R}/\mathbb{Z}; \mathbb{R}) \). Since \( A_K(0) = 0 \), by (1.25) we get that
\[
|A_H(u)| = |A_H(u) - A_H(0)| = \left| \int_0^1 \frac{d}{ds} A_H(su) \, ds \right| = \left| \int_0^1 s \left( \int_0^1 H(su) u \cdot i\dot{u} \, dt \right) \, ds \right| 
\leq \frac{|H|_\infty}{2} \int_0^1 |u \cdot i\dot{u}| \, dt \leq \frac{|H|_\infty}{2} \int_0^1 |u_1 \dot{u}_2| + |u_2 \dot{u}_1| \, dt.
\]
Since, as a consequence of the Poincaré-Wirtinger inequality, we have that (see e.g. [32, Corollary 6.3])

\[
S^2 \int_0^1 u \dot{v} \, dt \leq \int_0^1 |\dot{u}|^2 + |v|^2 \, dt, \quad \forall u, v \in H^1(\mathbb{R}/\mathbb{Z}; \mathbb{R}),
\]

we readily get that

\[
S^2 |\mathcal{A}_H(u)| \leq |H|_{\infty} \mathcal{D}(u)^2.
\]

Therefore, to conclude the proof of (1.98) it suffices to notice that \( \mathcal{A}_{H,\tau}(u) = \frac{1}{\tau} \mathcal{A}_H(\tau u) \).

Let now \((\tau_k) \subset \mathbb{R}_+\) be such that \(\tau_k \to 0^+\) and let \(u_k \in \mathcal{M}_1 \cap H^1\) be a sequence of associated minimizers of \(\tilde{S}_H(\tau_k)\). Thanks to (1.98) we get that

\[
\mathcal{E}_{H,\tau_k}(u_k) = \mathcal{D}(u_k) + \mathcal{A}_{H,\tau_k}(u_k) \geq \mathcal{D}(u_k) - |\mathcal{A}_{H,\tau_k}(u_k)| \geq \mathcal{D}(u_k) - \frac{\tau_k |H|_{\infty}}{S^2} \mathcal{D}(u_k)^2.
\] (1.99)

Since \(Q_H\) is such that \(|Q_H|_{\infty} < 1\), we easily get from Lemma [1.2.16] and Lemma [1.2.17] that

\[
(1 - |Q_H|_{\infty}) \mathcal{D}(u_k) \leq \mathcal{E}_{H,\tau_k}(u_k) = \tilde{S}_H(\tau_k) \leq (1 + |Q_H|_{\infty}) S,
\]

which implies that

\[
\mathcal{D}(u_k) \leq \frac{1 + |Q_H|_{\infty}}{1 - |Q_H|_{\infty}} S. \tag{1.100}
\]

Thanks to (1.99), (1.100) and (1.39) we infer that

\[
\tilde{S}_H(\tau_k) \geq S - C \tau_k, \quad \forall k,
\]

where \(C > 0\) is a constant which does not depends on \(\tau_k\). As a straightforward consequence we obtain

\[
\lim_{k \to +\infty} \tilde{S}_H(\tau_k) \geq S.
\]

On the other hand, since by assumption \(H_1\) is continuous and \([H_1] = 0\), there exists a point \(p_0 \in [0, 1] \times [0, 1]\) and \(\delta_1 > 0\) small enough such that \(H_1 < 0\) on \(B_\delta(p_0)\) for every \(\delta \in (0, \delta_1)\). Moreover, thanks to (1.7) we can find \(n_0 \in \mathbb{Z}^2\) such that \(H_2 < 0\) on \(B_\delta(p_0 + n_0)\). Then, taking into account also the periodicity of \(H_1\), we infer that \(H < 0\) in \(B_\delta(p_0 + n_0)\) for every \(\delta \in (0, \delta_1)\). Let then \(\omega(t) = \frac{1}{\sqrt{\pi}} e^{-t^2} \in H^1\) be the parametrization of the ball of area \(\mathcal{A}(\omega) = 1\) centered at the origin. For every \(p \in \mathbb{R}^2\), (1.22) implies that

\[
\tilde{S}_H(\tau) \leq \mathcal{D}(\omega + p) + \mathcal{A}_{H,\tau}(\omega + p) = S + \frac{1}{\tau} \int_{B_{\tau \sqrt{\pi} \delta_1}(p)} H(q) \, dq.
\]

Then, for every \(\tau \in (0, \sqrt{\pi} \delta_1)\) we can choose \(p \in \mathbb{R}^2\) such that \(\tau p = p_0 + n_0\). As a consequence we get that

\[
\int_{B_{\tau \sqrt{\pi} \delta_1}(p)} H(q) \, dq \leq 0,
\]

which readily implies \(\tilde{S}_H(\tau) \leq S\) for every \(\tau \in (0, \sqrt{\pi} \delta_1)\), and in particular

\[
\limsup_{k \to +\infty} \tilde{S}_H(\tau_k) \leq S.
\]

The Lemma is proved. \(\square\)

In the following we study the regularity of \(\tilde{S}_K(\tau)\).

**Lemma 1.2.19.** The mapping \(\tau \to \tilde{S}_H(\tau)\) is locally Lipschitz-continuous in \(\mathbb{R} \setminus \{0\}\).
Proof. Let $0 < \tau_- < \tau_+$ be fixed. For every $\tau_- \leq \tau_1 \leq \tau_2 \leq \tau_+$ it holds that
\[
\mathcal{E}_{H;\tau_2}(u) - \mathcal{E}_{H;\tau_1}(u) = \mathcal{A}_{H;\tau_2}(u) - \mathcal{A}_{H;\tau_1}(u) = \int_{\tau_1}^{\tau_2} \frac{d}{d\rho} \mathcal{A}_{H;\rho}(u) d\rho.
\]  
(1.101)

When $\rho \neq 0$, we have that
\[
\mathcal{A}_{H;\rho}(u) = \int_0^1 \mathcal{Q}_H(\rho u) \cdot i \dot{u} dt = \frac{1}{\rho} \mathcal{A}_H(\rho u).
\]

Therefore, using Lemma 1.1.7, we get that
\[
\frac{d}{d\rho} \mathcal{A}_{H;\rho}(u) = \rho \frac{d}{d\rho} \mathcal{A}_H(\rho u) - \mathcal{A}_H(\rho u) \rho^2 = \int_0^1 \mathcal{H}(\rho u) u \cdot i \dot{u} dt - \frac{1}{\rho} \int_0^1 \mathcal{Q}_H(\rho u) \cdot i \dot{u} dt.
\]
(1.102)

Let now $\tau \in [\tau_-, \tau_+]$, and let $u_\tau$ be an associated minimizer such that $\bar{S}_H(\tau) = \mathcal{E}_{H;\tau}(u_\tau)$. Also in this case (1.100) holds. Moreover, we claim that there exists a constant $C$, which can depend on $\tau_-$, $\tau_+$, but does not depend on $\tau$, such that for every $\tau \in [\tau_-, \tau_+]$ there exists a minimizer $u_\tau$ of $\bar{S}_H(\tau)$ which satisfy
\[
||u_\tau|| \leq C,
\]  
(1.103)

for a constant $C$ which does not depends neither on $u_\tau$ nor $\tau$. Assuming that the claim holds true, let $\{u_\tau\}$ be the family of minimizers which satisfy (1.103). Since (1.6) and (1.7) holds, we infer from (1.100), (1.103) and (1.12) that
\[
\left| \int_0^1 \mathcal{H}(\rho u_\tau) u_\tau \cdot \dot{u}_\tau dt \right| \leq |H|_\infty |u_\tau|_2 D(u_\tau) \leq |H|_\infty \sqrt{||u_\tau||^2 + (S^2 \pi)^{-1} D^2(u_\tau) D(u_\tau)} \leq C_1,
\]  
(1.104)

where $C_1$ depends on $H$, $\tau_-$, and $\tau_+$, but not on $\tau$ nor $\rho$. Moreover, since we have that $|Q_H|_\infty < 1$, from (1.100) we infer that
\[
\left| \int_0^1 Q_H(\rho u_\tau) \cdot i \dot{u}_\tau dt \right| \leq |Q_H|_\infty D(u_\tau) \leq \frac{1}{1 - |Q_H|_\infty} S = C_2.
\]
(1.105)

where $C_2$ it is independent form $\tau$ and $\rho$. Putting together (1.102), (1.104) and (1.105) we get that
\[
\left| \frac{d}{d\rho} \mathcal{A}_{H;\rho}(u_\tau) \right| \leq C_1 + \frac{C_2}{\rho}.
\]

This, together with (1.101), implies that
\[
|\mathcal{E}_{H;\tau_2}(u_\tau) - \mathcal{E}_{H;\tau_1}(u_\tau)| \leq \int_{\tau_1}^{\tau_2} \left| \frac{d}{d\rho} \mathcal{A}_{H;\rho}(u_\tau) \right| d\rho \leq C_1 |\tau_2 - \tau_1| + C_2 |\log \tau_2 - \log \tau_1| \leq C_3 |\tau_2 - \tau_1|,
\]
(1.106)

where the constant $C_3$ depends only on $H$, $\tau_-$, and $\tau_+$, but not on $\tau$, $\tau_1$ nor $\tau_2$, since the logarithm is locally Lipschitz-continuous.

Taking $\tau = \tau_1$ in (1.106) we get that
\[
\bar{S}_H(\tau_2) - \mathcal{E}_{H;\tau_2}(u_\tau) \leq \bar{S}_H(\tau_1) + C_3 |\tau_2 - \tau_1| = \bar{S}_K(\tau_1) + C_3 |\tau_2 - \tau_1|,
\]

while taking $\tau = \tau_2$ we infer $\bar{S}_H(\tau_1) \leq \bar{S}_H(\tau_2) + C_3 |\tau_2 - \tau_1|$. These imply that the function $S_H(\tau)$ is locally Lipschitz, as desired.

To conclude it remains to prove that (1.103) holds true. Let then $\tau \in [\tau_-, \tau_+]$ be fixed. In the purely periodic case, i.e. when $H = H_1$ satisfies (1.6), we have that for every minimizers $u_\tau$ of $\bar{S}_H(\tau)$
there exists $n_\tau \in \mathbb{Z}^2$ such that $|\tau[u_\tau] - n_\tau| \leq \frac{\sqrt{2}}{\tau}$. Then, if we define $v_\tau := u_\tau - \frac{n_\tau}{\tau}$ it holds that $\mathcal{A}(v_\tau) = \mathcal{A}(u_\tau) = 1$, that $D(v_\tau) = D(u_\tau)$ and that

$$
\mathcal{A}_{H,\tau}(v_\tau) = \int_0^1 Q_H \left( \tau \left( u_\tau - \frac{n_\tau}{\tau} \right) \right) \cdot i\dot{u}_\tau = \mathcal{A}_{H,\tau}(u_\tau),
$$

therefore $v_\tau$ is still a minimizer for $\bar{S}_H(\tau)$. Moreover it holds

$$
||v_\tau|| = |u_\tau| - \frac{n_\tau}{\tau} \leq \frac{\sqrt{2}}{2\tau} \leq \frac{\sqrt{2}}{2\tau},
$$

hence the claim is proved.

In order to treat the general case, we need a preliminar result; indeed, we first prove that for every $\tau_0 \in [\tau_-, \tau_+]$ it holds

$$
\limsup_{\tau \to \tau_0} \bar{S}_H(\tau) \leq \bar{S}_H(\tau_0). \quad (1.107)
$$

Let $u_{\tau_0}$ be a minimizer for $\bar{S}_H(\tau_0)$, and let $\delta \neq 0$. We have that

$$
\bar{S}_H(\tau_0 + \delta) \leq D(u_{\tau_0}) + \mathcal{A}_{H,\tau_0 + \delta}(u_{\tau_0})
$$

$$
= \bar{S}_H(\tau_0) + \int_0^1 (Q_H(\tau_0u_{\tau_0} + \delta u_{\tau_0}) - Q_H(\tau_0u_{\tau_0})) \cdot i\dot{u}_{\tau_0} \, dt 
$$

$$
\leq \bar{S}_H(\tau_0) + |Q_H(\tau_0u_{\tau_0} + \delta u_{\tau_0}) - Q_H(\tau_0u_{\tau_0})|_{\infty} \int_0^1 |\dot{u}_{\tau_0}| \, dt. \quad (1.108)
$$

Since $Q_H$ is uniformly continuous in $\mathbb{R}^2$ and $\tau_0u_{\tau_0} + \delta u_{\tau_0} \to \tau_0u_{\tau_0}$ uniformly in $[0, 1]$ as $\delta \to 0$, passing to the limit in (1.108) we readily obtain (1.107).

Now, assume by contradiction that there exists $\tau_0 \in [\tau_-, \tau_+]$, a sequence $(\tau_k) \subset [\tau_-, \tau_+]$ such that $\tau_k \to \tau_0$ and a sequence $(u_k) \subset M_1 \cap H^1$ of associated minimizers of $\bar{S}_H(\tau_k)$ such that $|u_k| \to +\infty$ as $k \to +\infty$. Since $u_k \in H^1$, thanks to the fundamental theorem of calculus we get that

$$
[u_k] = u_k(t_0) + \int_0^1 \int_{t_0}^s \dot{u}_k \, dr \, ds, \quad \forall t_0 \in [0, 1].
$$

Then, using (1.100) we infer that

$$
|[u_k]| \leq |u_k(t_0)| + D(u_k) \leq |u_k(t_0)| + \frac{1 + |Q_H|_{\infty}}{1 - |Q_H|_{\infty}} S,
$$

which implies that $\inf_{t \in [0, 1]} |u_k| \to +\infty$ as $k \to +\infty$. As a consequence, since $Q_{H_2}$ is uniformly continuous and $|Q_{H_2}(\cdot)| \to 0$ as $|\cdot| \to +\infty$, we obtain that

$$
\left| \int_0^1 Q_{H_2}(\tau_k u_k) \cdot i\dot{u}_k \, dt \right| \leq \frac{1 + |Q_H|_{\infty}}{1 - |Q_H|_{\infty}} S|Q_{H_2}(\tau_k u_k)|_{\infty} \to 0, \quad (1.109)
$$

as $k \to +\infty$. Since by the previous case we have that $\bar{S}_{H_1}(\tau)$ is Lipschitz continuous, we infer

$$
\liminf_{k \to +\infty} \bar{S}_{H_1}(\tau_k) \geq \lim_{k \to +\infty} S_{H_1}(\tau_k) + \lim_{k \to +\infty} \int_0^1 Q_{H_2}(\tau_k u_k) \cdot i\dot{u}_k \, dt = S_{H_1}(\tau_0). \quad (1.110)
$$

Putting together (1.107) and (1.110) we get that $\bar{S}_{H_1}(\tau_0) \leq \bar{S}_H(\tau_0)$. On the other hand, by (1.93) together with Lemma $1.2.17$ we have that $S_H(\tau_0) < S_{H_1}(\tau_0)$ holds, thus a contradiction. This conclude the proof of (1.103) and consequently the proof of the Lemma. □
Since Lemma 1.2.16 and Lemma 1.2.17 imply that
\[
(1 - |Q_H|_\infty) S \leq \tilde{S}_H(\tau) \leq (1 + |Q_H|_\infty) S
\]
for every $\tau > 0$, by Lemma 1.2.17, Lemma 1.2.19 and a simple computation we immediately get that $\tau \to S_K(\tau)$ is locally Lipschitz continuous in $\mathbb{R}_+ \setminus \{0\}$. Moreover, since the curvature $-H$ still satisfy (1.6) and (1.7), also $\tilde{S}_H(\tau)$ turns out to be locally Lipschitz continuous. Then, recalling that (1.96) holds, we infer that $S_H(\tau)$ is locally Lipschitz continuous in all of $\mathbb{R}_+ \setminus \{0\}$. Taking also (1.95) into account, we can conclude that $S_K(\tau) \in C^0(\mathbb{R}; \mathbb{R}_+) \cap C^{0,1}_{loc}(\mathbb{R} \setminus \{0\}; \mathbb{R}_+)$. We turn our attention to the properties of the set of the Lagrange multipliers, which is defined as $\Lambda(\tau) = \{ \lambda \in \mathbb{R} \mid \text{exists } u \in \mathcal{M}_\tau \text{ which is a } (H - \lambda)-\text{loop and } E_H(u) = S_H(\tau) \}$.}

**Lemma 1.2.20.** For every $\tau \in \mathbb{R} \setminus \{0\}$, $\Lambda(\tau)$ is a bounded and closed set. In particular, it holds that if $\lambda \in \Lambda(\tau)$, then
\[
\frac{S}{2|\tau|} - C_2 \leq \text{sign}(\tau) \lambda \leq \frac{C_1}{\sqrt{|\tau|}} + C_2,
\]
where
\[
C_1 := \frac{1 + |Q_H|_\infty S}{1 - |Q_H|_\infty / 2} \quad \text{and} \quad C_2 := \left( \frac{1 + |Q_H|_\infty}{1 - |Q_H|_\infty} \right)^2 |H|_\infty.
\]

**Proof.** Let $\tau \in \mathbb{R} \setminus \{0\}$, and let $u_\tau \in \mathcal{M}_\tau$ be a minimizer for $S_H(\tau)$. By Lemma 1.2.14 there exists $\lambda$ such that $E_H(u_\tau)[\varphi] - \lambda \mathcal{A}(u_\tau)[\varphi] = 0$, for every $\varphi \in H^1$. Let $p \in \mathbb{R}^2$ be such that $|u_\tau + p| = 0$ and take as a test function $\varphi = u_\tau + p$. We get that
\[
\mathcal{D}(u_\tau) + \int_0^1 H(u_\tau)(u_\tau + p) \cdot i\dot{u}_\tau \, dt - \lambda 2\tau = 0,
\]
and thus
\[
\mathcal{D}(u_\tau) - \left| \int_0^1 H(u_\tau)(u_\tau + p) \cdot i\dot{u}_\tau \, dt \right| \leq 2\lambda \tau \leq \mathcal{D}(u_\tau) + \int_0^1 H(u_\tau)(u_\tau + p) \cdot i\dot{u}_\tau \, dt.
\]
Arguing as in the proof of (1.100) we get that
\[
\mathcal{D}(u_\tau) \leq \frac{1 + |Q_H|_\infty S}{1 - |Q_H|_\infty} \frac{1}{2} S\sqrt{|\tau|} = 2C_1 \sqrt{|\tau|},
\]
(1.112)
hence we infer that
\[
\left| \int_0^1 H(u_\tau)(u_\tau + p) \cdot i\dot{u}_\tau \, dt \right| \leq |H|_\infty |u_\tau + p|_2 \mathcal{D}(u_\tau)
\]
(1.113)
\[
\leq (S^2 \pi)^{-1/2} |H|_\infty (\mathcal{D}(u_\tau))^2 \leq (S^2 \pi)^{-1/2} |H|_\infty 4C_1^2 |\tau| = 2C_2 |\tau|
\]
where $C_2$ depends only on $H$. Putting together (1.39), (1.111), (1.112), and (1.113), we obtain
\[
S\sqrt{|\tau|} - 2C_2 |\tau| \leq 2\lambda \tau \leq 2C_1 \sqrt{|\tau|} + 2C_2 |\tau|,
\]
hence we infer that $\Lambda(\tau)$ is a bounded set.

It remains to prove that $\Lambda(\tau)$ is closed. Let $(\lambda_k) \subset \Lambda(\tau)$ be a sequence such that $\lambda_k \to \lambda$ as $k \to +\infty$. If there exists $k_0$ such that $\lambda_k = \lambda$ for every $k \geq k_0$, there is nothing to prove. Suppose then
that \( \lambda_k \neq \lambda \) definitively. By definition, there exists a sequence \((u_k) \subset M_\tau \cap H^1\) of \( S_H(\tau) \) minimizers such that \( u_k \) is a \((H - \lambda_k)\)-loop and \( S_H(\tau) = \mathcal{E}_H(u_k) \).

Notice that \((u_k)\) is a minimizing sequence for \( S_H(\tau) \). Also in this case we can argue as in the proof of (1.100) to get that \( D(u_k) \leq 2C_1|\tau| \). Moreover, recalling that (1.93) holds and arguing as in the proofs of Theorem 1.2.1 and Theorem 1.2.2, we get that, performing if necessary a \( \mathbb{Z}^2 \)-translation of the sequence in the purely periodic case, also the seminorms \(|[u_k]|\) are uniformly bounded. It is important to notice that, thanks to (1.6), every \( \mathbb{Z}^2 \)-translation of a \((H_1 - \lambda_k)\)-loop still is a \((H_1 - \lambda_k)\)-loop for the same \( \lambda_k \).

Since \((u_k) \subset M_\tau \cap H^1\) is a bounded sequence in \( H^1 \), there exists \( u \in H^1 \) such that \( u_k \rightharpoonup u \) in \( H^1 \). By the weak lower semicontinuity of the norms and by Lemma 1.2.3 we readily get that \( u \in M_\tau \cap H^1 \) and that \( u \) is also a minimizer for \( S_H(\tau) \). This implies that \( D(u_k) \rightarrow D(u) \), and consequently that \( u_k \rightarrow u \) in \( H^1 \) and \( |u| = \text{const} \). Since \( \mathcal{E}_H, A \in C^1(W^{1,1} \setminus \mathcal{N}_0; \mathbb{R}) \), we infer that

\[
\mathcal{E}_H'(u_k)[\varphi] - \lambda \mathcal{A}'(u_k)[\varphi] \rightarrow \mathcal{E}_H'(u)[\varphi] - \lambda \mathcal{A}'(u)[\varphi] \quad \forall \varphi \in W^{1,1}.
\]

On the other hand

\[
|\mathcal{E}_H'(u_k)[\varphi] - \lambda \mathcal{A}'(u_k)[\varphi]| = |\lambda_k - \lambda| |\mathcal{A}'(u_k)[\varphi]| \leq |\lambda_k - \lambda| |\mathcal{D}(u_k)| \quad \forall \varphi \in H^1,
\]

which implies

\[
|\mathcal{E}_H'(u_k)[\varphi] - \lambda \mathcal{A}'(u_k)[\varphi]| \leq C|\lambda_k - \lambda| \rightarrow 0 \quad \forall \varphi \in H^1,
\]

where the constant \( C \) depends on \( H, \varphi \) and \( \tau \) but not on \( k \). Then we can conclude that

\[
\mathcal{E}_H'(u)[\varphi] - \lambda \mathcal{A}'(u)[\varphi] = 0, \quad \forall \varphi \in H^1.
\]

Thus, thanks to Lemma 1.1.8 we get that \( u \) is a \((H - \lambda)\)-loop. This implies that \( \lambda \in \Lambda(\tau) \) and concludes the proof of the Lemma.

\[\square\]

We notice that Lemma 1.2.20 readily implies that there exists \( \tau_0 \) small enough such that for every \( \tau \in [-\tau_0, 0) \cup (0, \tau_0] \) it holds \( 0 \notin \Lambda(\tau) \). Therefore, no minimizer \( u_\tau \) of \( S_H(\tau) \) could be a proper \( H \)-loop.

In the next Lemma we show explicitly the connection between the set of the Lagrange multipliers \( \Lambda(\tau) \) and the isoperimetric function \( S_H(\tau)\).

**Lemma 1.2.21.** For every \( \tau \in \mathbb{R} \setminus \{0\} \), it holds

\[
\lim_{\epsilon \to 0^+} \frac{S_H(\tau + \epsilon) - S_H(\tau)}{\epsilon} \leq \min \Lambda(\tau) \leq \max \Lambda(\tau) \leq \lim_{\epsilon \to 0^+} \frac{S_H(\tau + \epsilon) - S_H(\tau)}{\epsilon}.
\]  

(1.114)

Therefore, for almost every \( \tau \in \mathbb{R} \setminus \{0\} \) it holds that \( \Lambda(\tau) = \{S_H'(\tau)\} \).

Moreover, if \( S_H(\tau) \) reaches a local minimum in \( \tau \in \mathbb{R} \setminus \{0\} \), then \( \Lambda(\tau) = \{0\} \).

**Proof.** Let \( \lambda \in \Lambda(\tau) \) and let \( u \in M_\tau \) be an associated \((H - \lambda)\)-loop which minimize \( S_H(\tau) \). Fix \( \epsilon_0 > 0 \) such that \( 1 + \frac{\epsilon}{2} > 0 \) for every \( \epsilon \in (0, \epsilon_0) \), and define for every \( \epsilon \in (0, \epsilon_0) \) the function \( u_\epsilon := \sqrt{1 + \frac{\epsilon}{2}} u \). A simple computation shows that \( \mathcal{A}(u_\epsilon) = \tau + \epsilon \). Since \( S_H(\tau + \epsilon) \leq \mathcal{E}_H(u_\epsilon) \) we have that

\[
\frac{S_H(\tau + \epsilon) - S_H(\tau)}{\epsilon} \leq \frac{\mathcal{E}_H(u_\epsilon) - \mathcal{E}_H(u)}{\epsilon} = \frac{\sqrt{1 + \frac{\epsilon}{2} - 1}}{\sqrt{1 + \frac{\epsilon}{2} - 1}},
\]

which implies

\[
\lim_{\epsilon \to 0^+} \frac{S_H(\tau + \epsilon) - S_H(\tau)}{\epsilon} \leq \lim_{\epsilon \to 0} \sqrt{1 + \frac{\epsilon}{2} - 1} \frac{\mathcal{E}_H(u_\epsilon) - \mathcal{E}_H(u)}{\epsilon} = \frac{\mathcal{E}_H'(u)[u]}{2}\tau.
\]

Since \( u \) is a \((H - \lambda)\)-loop, it holds that \( \mathcal{E}_H'(u)[u] = 2\lambda \tau \). Hence we get

\[
\lim_{\epsilon \to 0^+} \frac{S_H(\tau + \epsilon) - S_H(\tau)}{\epsilon} \leq \lambda.
\]
which proves the first inequality in (1.114). As for the third one, in can be proved in the same way with some minor changes in the notation. Since, as a consequence of Lemma 1.2.19 the mapping \( \tau \rightarrow S_H(\tau) \) is differentiable for a.e. \( \tau \in \mathbb{R} \setminus \{0\} \), we readily get from (1.114) for a.e. \( \tau \in \mathbb{R} \setminus \{0\} \) the set \( \Lambda(\tau) \) reduces to a singleton and in particular \( \Lambda(\tau) = \{S_H'(\tau)\} \).

As for the last point of the Lemma, suppose that \( S_H(\tau) \) reaches a local minimum in a point \( \tau \in \mathbb{R} \setminus \{0\} \). Then there exists \( \varepsilon_0 \) small enough such that \( S_H(\tau + \varepsilon) \geq S_H(\tau) \) for every \( \varepsilon \in [-\varepsilon_0, \varepsilon_0] \).

Therefore, again by (1.114) we infer that

\[
0 \leq \min \Lambda(\tau) \leq 0,
\]

hence the desired result.

As a byproduct of Lemma 1.2.21, we obtain the proof of Theorem 1.1.4.

**Proof of Theorem 1.1.4.** Let \( H \) be such that \( H(\cdot) \) and \( |H| = 0 \) are satisfied. Since Theorem 1.1.2 holds, for every \( \tau \in \mathbb{R} \setminus \{0\} \) there exists a solution of Problem (1.36) for some \( \lambda \in \mathbb{R} \).

First of all, we prove that for every \( \delta > 0 \) it holds that

\[
\text{ess sup}_{\tau \in (0, \delta)} |S_H'(\tau)| = +\infty.
\]

(1.115)

Suppose by contradiction that there exists \( \delta_0 > 0 \) and \( M > 0 \) such that \( \text{ess sup}_{\tau \in (0, \delta)} |S_H'(\tau)| \leq M \). Since by Lemma 1.2.19 the function \( S_H(\tau) \) is differentiable almost everywhere, there exists a sequence \( (\tau_k) \subset (-\delta_0, \delta_0) \setminus \{0\} \) being such that \( \tau_k \to 0 \) and \( S_H'(\tau_k) \) is well defined for every \( k \). Up to subsequences, we can always suppose that every \( \tau_k \) has the same sign. In particular, without loss of generality we assume that \( \tau_k \geq 0 \). Moreover, taking a further subsequence if necessary, we can assume that \( \tau_k \geq 2\tau_{k+1} \). Exploiting again Lemma 1.2.19 we can apply the fundamental Theorem of calculus and get that

\[
S_H(\tau_k) \leq S_H(\tau_{k+1}) + \int_{\tau_{k+1}}^{\tau_k} |S_H'(s)| \, ds \leq S_H(\tau_{k+1}) + M(\tau_k - \tau_{k+1}).
\]

Therefore, using that \( \sqrt{\frac{\tau_{k+1}}{\tau_k}} \leq \frac{\sqrt{2}}{2} \) we infer

\[
\frac{S_H(\tau_k)}{\sqrt{\tau_k}} \leq \frac{\sqrt{2}}{2} \frac{S_H(\tau_{k+1})}{\sqrt{\tau_{k+1}}} + M\sqrt{\tau_k}
\]

Taking the limit as \( k \to +\infty \), thanks to Lemma 1.2.18 we obtain \( S \leq \frac{\sqrt{2}}{2} S \), thus a contradiction. Since (1.115) implies that there exists a sequence \( \tau_k \to 0 \) being such that \( |S_H'(\tau_k)| \to +\infty \), the first result of Theorem 1.1.4 follows form Lemma 1.2.21.

As for the second part of the Theorem, two situations can occur. First of all, suppose that there exists a sequence \( (\tau_k) \subset \mathbb{R} \) such that \( |\tau_k| \to +\infty \) and \( S_H'(\tau_k) \leq 0 \). Arguing as in the previous part, up to subsequences we can suppose that every \( \tau_k \) has the same sign, and in particular without loss of generality we can suppose \( \tau_k \geq 0 \). Moreover, taking a further subsequence if necessary, suppose that it is satisfied

\[
1 + |Q_H|_\infty \sqrt{|\tau_k|} < \sqrt{|\tau_{k+1}|}.
\]

(1.116)

We claim that for every \( k \) there exists \( \tau_k' \in (\tau_k, \tau_{k+1}) \) such that \( S_H'(\tau_k') > 0 \). Indeed, if that is not the case by the fundamental theorem of calculus we easily get that \( S_H(\tau_{k+1}) \leq S_H(\tau_k) \). Then, thanks to Lemma 1.2.16 we infer that

\[
(1 - |Q_H|_\infty)\sqrt{|\tau_{k+1}|} \leq (1 + |Q_H|_\infty)\sqrt{\tau_k}.
\]
which contradicts (1.116). As a consequence of the claim, there exists another sequence \((\tau_k'')\) with 
\(\tau_k'' \in [\tau_k, \tau_k']\), being such that \(S_H(\tau_k'')\) is a local minimum of \(S_H(\tau)\) for every \(k\). Therefore, we get the desired result thanks to Lemma 1.2.21.

The other possibility is that there exists \(\tau_0\) being such that \(S'_H(\tau) \geq 0\) for a.e. \(\tau \geq \tau_0\). In this case, for every \(M > 0\) it holds that

\[
\text{ess inf}_{\tau \in (M, +\infty)} S'_H(\tau) = 0. 
\tag{1.117}
\]

Suppose by contradiction that there exists \(M_0 > 0\) such that \(\text{ess inf}_{\tau \in (M_0, +\infty)} S'_H(\tau) \geq \delta > 0\). Again by the fundamental theorem of calculus together with Lemma 1.2.16 we get that

\[
(1 + |Q_H|_{\infty}) S\sqrt{\tau} \geq S_H(\tau) = S_H(M_0) + \int_{M_0}^{\tau} S'_H(s) \, ds \geq \delta \tau + (S_H(M_0) - \delta M_0),
\]

which readily gives a contradiction. By (1.117) we get that there exists a sequence \(\tau_k\) such that 
\(\tau_k \to +\infty\) and \(S'_H(\tau_k) \to 0\). Then also in this case we recover the desired result thanks to Lemma 1.2.21.

Since the case of \(H\) satisfying (1.7) and \(H^\infty = 0\) can be treated exactly in the same way, the proof of the Theorem is complete. \(\square\)
1.3 Immersed curves of prescribed radial curvature

This section is devoted to the proof of Theorem 1.3.1. In particular, we present the proof of the case $A > 0$, where $H$-loops will rise as small (in the $C^{2, \alpha}$-sense) perturbations of the family

$$U_{n,R}(t) := Re^{it} \tilde{\pi} + e^{it}, \quad n \in \mathbb{N}, R > 0. \quad (1.118)$$

When $A < 0$ it is sufficient to consider the family

$$V_{n,R}(t) := Re^{-it} \tilde{\pi} + e^{it}, \quad n \in \mathbb{N}, R > 0,$$

and proceed as in the previous case, with some minor changes.

In order to precisely state the result, we also introduce the unit vector

$$N_{n,R} := \frac{\hat{U}_{n,R}}{|U_{n,R}|}. \quad (1.119)$$

Then the following holds.

**Theorem 1.3.1.** Let $H \in C^2(\mathbb{R}^2, \mathbb{R})$ be a radially symmetric function in the form

$$H(p) = h(|p|) \quad \text{with} \quad h(s) = 1 + \frac{A}{s^\gamma} + \frac{\tilde{h}(s)}{s^{\gamma+\beta}} \quad \text{when } s \text{ is large}, \quad (1.120)$$

with $A > 0$, $\gamma > 1$, $\beta \geq 0$ and $\tilde{h} \in C^2((0, +\infty); \mathbb{R})$ being such that the following are satisfied:

$$\begin{cases}
\tilde{h}(s) \text{ is bounded} & \text{if } \beta > 1, \\
\tilde{h}(s) = B + o(s^{\beta-1}) & \text{if } B \in \mathbb{R} \quad \text{if } \beta \in (0, 1], \\
\tilde{h}(s) = B + o(s^{-1}) & \text{if } B > -A \quad \text{if } \beta = 0, \\
|h''(s)| \leq \frac{C}{s^{\gamma+1+\min(1, \beta)}} & \text{for some } C > 0, \text{ when } s \text{ is large.} \quad (1.121)
\end{cases}$$

There exist $\bar{n} \geq 2$, $\bar{M} > 0$ and two sequences $(R_n) \subset \mathbb{R}$ and $(\phi_n) \subset C^{2, \alpha}(\mathbb{R}/2\pi \frac{n}{\bar{n}}; \mathbb{R})$ such that for every $n \geq \bar{n}$ are satisfied

$$R_n = (r_n n)^{\frac{1}{\bar{n}}} \quad \text{with } r_n \in (r_0, r_1) \quad \text{for some } 0 < r_0 < r_1,$$

$$\|\phi_n\|_{C^{2, \alpha}(\mathbb{R}/2\pi \frac{n}{\bar{n}}; \mathbb{R})} \leq \bar{M} n^{-\frac{\gamma}{\bar{n}^2}},$$

$$\mathcal{K}(U_{n,R_n} + \phi_n N_{n,R_n}) = H(U_{n,R_n} + \phi_n N_{n,R_n}).$$

This Section is organized as follows. In Subsection 1.3.1 we introduce an equivalent formulation of the problem involving a second order linear operator. In Subsection 1.3.2 some properties of such operator are stated. Subsection 1.3.3 is devoted to the finite-reduction of the problem, through an application of the contraction principle. In Subsection 1.3.4 and Subsection 1.3.5 we conclude the proof of Theorem 1.3.1, carrying out a variational argument. Finally, all technical computations and estimates are left to the Appendix.

1.3.1 Preliminary results

We are interested in finding solutions of

$$\begin{cases}
\phi \in C^{2, \alpha}(\mathbb{R}/2\pi \frac{n}{\bar{n}}; \mathbb{R}), \\
\mathcal{K}(U_{n,R} + \phi N_{n,R}) = H(U_{n,R} + \phi N_{n,R}) \quad \text{in } \mathbb{R}, \quad (1.123)
\end{cases}$$

where $U_{n,R}$ and $N_{n,R}$ are defined in (1.118) and (1.119), respectively.
Let $0 < a \leq b$ and $\delta \in (0, 1)$ be fixed. For every $n \in \mathbb{N}$ we define

$$S_n := \{an^\delta, bn^\delta\},$$  

(1.124)

and we will always assume that $R \in S_n$. Moreover, by (1.120) we have that there exists $s_0 > 0$ being such that

$$h(s) = 1 + \frac{A}{s^\gamma} + \frac{\tilde{h}(s)}{s^{\gamma+\beta}} \quad \forall s \geq s_0.$$ 

Therefore, we set

$$n := \min\{n \geq 2 \mid 2 + s_0 < an^\delta \text{ and } bn^{-(1-\delta)} < 1\},$$  

(1.125)

so that $S_n \subset (2 + s_0, n)$ for every $n \geq n$. In particular, we recover the following inequality, that we will use extensively through all the Section: for $n \geq n$, $R \in S_n$, it holds

$$1 + s_0 < C_1 n^\delta \leq |U_{n,R}| \leq C_2 n^\delta \quad \forall t \in [0, 2\pi n].$$  

(1.126)

In order to get rid of the parameter dependence in the functional space, we define

$$u_{n,R}(t) := U_{n,R}\left(\frac{n}{n-1}t\right), \quad n_{n,R}(t) := N_{n,R}\left(\frac{n}{n-1}t\right).$$  

(1.127)

Then we can equivalently solve

$$\left\{\begin{array}{l}
\varphi \in C^{2,\alpha}_\pi, \\
\mathcal{K}(u_{n,R} + \varphi n_{n,R}) = H(u_{n,R} + \varphi n_{n,R}) \quad \text{in } \mathbb{R},
\end{array}\right.$$  

(1.128)

thus obtaining a solution for (1.124) given by $\phi = \varphi\left(\frac{n-1}{n}t\right)$, which also satisfies

$$\|\phi\|_{2,\alpha,2\pi} \leq \|\varphi\|_{\alpha,\pi}.$$  

We point out that, if $\varphi \in C^{2,\alpha}_\pi$, both $\mathcal{K}(u_{n,R} + \varphi n_{n,R})$ and $H(u_{n,R} + \varphi n_{n,R})$ belong to $C^{0,\alpha}_\pi$.

In the next part of the Subsection, we present an equivalent formulation of (1.128). To this end, let us introduce the linear operators

$$\mathcal{L}_\infty \varphi := \varphi'' + \varphi,$$

(1.129)

and

$$\mathcal{L}_{n,R} \varphi := a_{n,R}\varphi'' + b_{n,R}\varphi' + c_{n,R}\varphi,$$  

(1.130)

where

$$a_{n,R} := \frac{1}{|\bar{u}_{n,R}|^2}, \quad b_{n,R} := -\frac{\bar{u}_{n,R} \cdot \bar{u}_{n,R}}{|\bar{u}_{n,R}|^4},$$

$$c_{n,R} := \frac{2(|\bar{u}_{n,R} \cdot \bar{u}_{n,R}|^2 - 2|\bar{u}_{n,R}|^2 |\bar{u}_{n,R}|^2 + 3(|\bar{u}_{n,R} \cdot \bar{u}_{n,R}|^2)^2)}{|\bar{u}_{n,R}|^6}.$$  

Some computations show that $\mathcal{L}_{n,R}, \mathcal{L}_\infty : L^{2,\alpha}_\pi \rightarrow C^{0,\alpha}_\pi$ and that

$$\mathcal{L}_{n,R} \rightarrow \mathcal{L}_\infty \quad \text{in } L(C^{2,\alpha}_\pi, C^{0,\alpha}_\pi), \quad \forall R \in S_n, \text{ as } n \rightarrow \infty.$$  

Moreover, it holds that

$$\frac{d}{d\varphi}\mathcal{K}(u_{n,R} + \varphi n_{n,R})|_{\varphi=0} = \mathcal{L}_{n,R} \varphi,$$

that is, $\mathcal{L}_{n,R}$ is the linearized operator of $\varphi \mapsto \mathcal{K}(u_{n,R} + \varphi n_{n,R})$ around $\varphi = 0$. We refer to the Appendix for the formal justification of such claims (see Lemma A.1 and Lemma A.2 respectively).

Defining $\mathcal{R}_{n,R}^1 : C^{2,\alpha}_\pi \rightarrow C^{0,\alpha}_\pi$ as

$$\mathcal{R}_{n,R}^1(\varphi) := \mathcal{K}(u_{n,R} + \varphi n_{n,R}) - \mathcal{K}(u_{n,R}) - \mathcal{L}_{n,R} \varphi$$  

(1.131)
we obtain the following identity
\[
L_\infty \varphi = K(u_{n,R} + \varphi n_{n,R}) - K(u_{n,R}) - (L_{n,R} - L_\infty)\varphi - R_{n,R}^1(\varphi).
\] (1.132)

On the other hand, by the mean value theorem we get the decomposition
\[
H(u_{n,R} + \varphi n_{n,R}) = H(u_{n,R}) + \varphi \nabla H(u_{n,R}) \cdot n_{n,R} + R_{n,R}^2(\varphi).
\] (1.133)

Since \(H\) is radial, exploiting the definition of \(u_{n,R}\) and \(n_{n,R}\) we get that
\[
R_{n,R}^2 \in C_0^{2,\alpha}.
\]

In conclusion, we can define the functional
\[
F_{n,R}(\varphi) := -K(u_{n,R}) + H(u_{n,R}) + \varphi \nabla H(u_{n,R}) \cdot n_{n,R} - (L_{n,R} - L_\infty)\varphi + R_{n,R}^2(\varphi) - R_{n,R}^1(\varphi),
\] (1.134)

and as a consequence of the previous discussion it holds that \(F_{n,R} : C_2^{2,\alpha} \to C_0^{0,\alpha}\).

Thus, putting together (1.132), (1.133) and (1.134), we infer that (1.128) is equivalent to
\[
\begin{align*}
\varphi & \in C_2^{2,\alpha}, \\
L_\infty \varphi &= F_{n,R}(\varphi) \quad \text{in } \mathbb{R}.
\end{align*}
\]

with \(F_{n,R}(\varphi) \in C_0^{0,\alpha}\).

### 1.3.2 The linearized problem

This Subsection is devoted to the study of the properties of the linearized problem
\[
\begin{align*}
\varphi & \in C_2^{2,\alpha}, \\
L_\infty \varphi &= f \quad \text{in } \mathbb{R},
\end{align*}
\] (1.135)

where \(L_\infty\) is defined in (1.129) and \(f \in C_0^{0,\alpha}\). This is a very classical problem; we briefly present here some basic facts which are needed for the present work, and fix some notation.

As is known, every solution of
\[
\begin{align*}
\omega & \in C_2^{2,\alpha}, \\
L_\infty \omega &= 0 \quad \text{in } \mathbb{R},
\end{align*}
\]
is in the form
\[
\omega(t) = c_1 \omega_1(t) + c_2 \omega_2(t), \quad c_1, c_2 \in \mathbb{R},
\] (1.136)

where
\[
\omega_1(t) := \cos t, \quad \omega_2(t) := \sin t.
\] (1.137)

Also the inhomogeneous equation
\[
L_\infty \varphi = f \quad \text{in } \mathbb{R},
\] (1.138)

possesses an explicit formulation for its solutions, that is
\[
\varphi(t) = c_1 \omega_1(t) + c_2 \omega_2(t) + \eta_f(t), \quad c_1, c_2 \in \mathbb{R},
\] (1.139)

where
\[
\eta_f(t) := \int_0^t F(s) \cos(t - s) \, ds \quad \text{with} \quad F(s) := \int_0^s f(\tau) \, d\tau.
\]

Some standard computations show that \(\varphi\) is \(2\pi\)-periodic (and thus a solution of (1.135)) if and only if
\[
\int_0^{2\pi} f \omega_i \, dt = 0 \quad \text{for } i = 1, 2.
\] (1.140)
Lemma 1.3.2. The operator \( L_\infty \) is a bijection from \( X^\perp \) to \( Y^\perp \), that is, for every \( f \in Y^\perp \) there exists a unique \( \varphi_f \in X^\perp \) such that \( L_\infty \varphi_f = f \) and vice-versa. Moreover it holds
\[
\|\varphi_f\|_{2,\alpha} \leq C\|f\|_{0,\alpha} \quad \forall f \in Y^\perp, \tag{1.141}
\]
where the constant \( C \) only depends on \( \alpha \).

Proof. The result is standard, nevertheless we give a short sketch of the proof. Let \( f \in Y^\perp \) be fixed. As we have seen, there exists \( \varphi \in C^\infty_{2\pi} \) in the form (1.139) such that \( L_\infty \varphi = f \). We define
\[
\varphi_f(t) := \eta_f(t) - \sum_{i=1,2} \frac{1}{\pi} \left( \int_0^{2\pi} \omega_i(t)\eta_f(t) \, dt \right) \omega_i(t).
\]
It is immediate to see that \( \varphi_f \in X^\perp \). Also the uniqueness can be readily verified, since the difference of two solutions of equation (1.138) has to be in the form (1.136).

A simple computation shows that
\[
\|\varphi_f\|_{2,\alpha} \leq \|\eta_f\|_{2,\alpha} + C|\eta_f|_\infty \leq C\|f\|_{0,\alpha}.
\]
Therefore, to conclude it suffices to see that \( \|\eta_f\|_{2,\alpha} \leq C\|f\|_{0,\alpha} \). Since this involves only basic estimates, we limit ourselves to show that
\[
[\eta_f']_{\alpha} \leq C\|f\|_{0,\alpha}. \tag{1.142}
\]
Being \( \eta_f \) a solution of (1.138), it holds that \( \eta_f' = f - \eta_f \). Then, taking \( 0 \leq t_1 \leq t_2 \leq 2\pi \), we have that
\[
|\eta_f''(t_2) - \eta_f''(t_1)| \\
\leq |f(t_2) - f(t_1)| + \int_{t_1}^{t_2} |F(s)||\cos(t_2 - s) - \cos(t_1 - s)| \, ds + \int_0^{t_1} |F(s)||\cos(t_2 - s) - \cos(t_1 - s)| \, ds \\
\leq |f|_\alpha|t_2 - t_1|^{\alpha} + |f|_\infty \left( \int_{t_1}^{t_2} s \, ds + |t_2 - t_1| \int_0^1 s \, ds \right) \leq |f|_\alpha|t_2 - t_1|^{\alpha} + C|f|_\infty|t_2 - t_1|^{\alpha}.
\]
Therefore we infer (1.142) and conclude the proof of the Lemma. \( \square \)

1.3.3 The finite-dimensional reduction

In this Subsection we prove the following Proposition.

Proposition 1.3.3. Let \( \alpha \in (0, 1) \). For every \( 0 < a \leq b \) and \( \delta \in (0, 1) \), there exist \( n \geq n_0 \), where \( n_0 \) is as in (1.125), and \( M > 0 \), being such that for every \( n \geq n_0 \) and \( R \in S_n \) there exists \( \varphi_{n,R} \in C^\infty_{2\pi} \) which satisfies
\[
\mathcal{K}(u_{n,R} + \varphi_{n,R} \mathbf{n}_{n,R}) - H(u_{n,R} + \varphi_{n,R} \mathbf{n}_{n,R}) = \sum_{i=1,2} \lambda_i \omega_i \quad \text{in } \mathbb{R}, \tag{1.143}
\]
where \( \omega_i \) are as in (1.137) and
\[
\lambda_i = \frac{1}{\pi} \int_0^{2\pi} (K(u_{n,R} + \varphi_{n,R}n_{n,R}) - H(u_{n,R} + \varphi_{n,R}n_{n,R}))\omega_i \, dt. 
\] (1.144)

Moreover, it holds
\[
\|\varphi_{n,R}\|_{2,\alpha} \leq Mn^{-\tilde{\gamma}}, \quad \text{with} \quad \tilde{\gamma} := \{\delta \gamma, 1 - \delta\}. 
\] (1.145)

**Proof.** In Subsection 1.3.1 we proved that (1.123) is equivalent to
\[
\left\{ \begin{array}{l}
\varphi \in C_{2,\alpha}, \\
L_{\infty} \varphi = F_{n,R}(\varphi) \in \mathbb{R},
\end{array} \right.
\] (1.146)
where \( L_{\infty} \) and \( F_{n,R}(\varphi) \in C_{2,\alpha} \) are defined in (1.129) and (1.134), respectively.

The aim is to rewrite (1.146) as a fixed point problem. In general, this is not possible: as seen in Section 1.3.2, in order for \( L_{\infty} \) to be invertible it would have to hold \( F_{n,R}(\varphi) \in Y^\perp \). Consider then the projection of \( F_{n,R}(\varphi) \) on \( Y^\perp \), given by
\[
\hat{F}_{n,R}(\varphi) := F_{n,R}(\varphi) + \sum_{i=1,2} \lambda_i \omega_i
\]
where
\[
\lambda_i = \frac{1}{\pi} \int_0^{2\pi} F_{n,R}(\varphi)\omega_i \, dt,
\]
and the fixed point problem
\[
\left\{ \begin{array}{l}
\varphi \in C_{2,\alpha} \\
\varphi = Q_{n,R}(\varphi)
\end{array} \right.
\] (1.147)
where \( Q_{n,R} := L_{\infty}^{-1} \circ \hat{F}_{n,R} \). Some elementary computation shows that \( \varphi \in C_{2,\alpha} \) satisfies (1.143) if and only if it solves (1.147). We stress that in general (1.146) and (1.147) are not equivalent, unless \( \lambda_1, \lambda_2 = 0 \), and indeed this issue is addressed in Subsection 1.3.4 and Subsection 1.3.5.

For \( n \geq n_0 \) and \( M > 0 \) we define the set
\[
B_{n,M} = \left\{ \varphi \in X^\perp \left| \|\varphi\|_{2,\alpha} \leq Mn^{-\tilde{\gamma}} \right. \right\}. 
\] (1.148)

The following Lemma holds.

**Lemma 1.3.4.** For every \( 0 < a \leq b \) and \( \delta \in (0, 1) \), there exist \( \bar{n} \geq n_0 \) and \( \bar{M} > 0 \) being such that for every \( n \geq n_0 \) and \( R \in S_n \) it holds that
\[
Q_{n,R}(\varphi) \in B_{n,M}, \quad \forall \varphi \in B_{n,M} \quad \text{and} \quad ||Q_{n,R}(\varphi_1) - Q_{n,R}(\varphi_2)||_{2,\alpha} \leq L\|\varphi_2 - \varphi_1\|_{2,\alpha}, \quad \forall \varphi_1, \varphi_2 \in B_{n,M}, 
\] (1.149) (1.150)
with \( L < 1 \).

Let us conclude the proof of the Preposition. Let \( \bar{n} \) and \( \bar{M} \) be as in Lemma 1.3.4. Then for every \( n \geq \bar{n} \) and \( R \in S_n \), the functional \( Q_{n,R} \) satisfy the assumption of the contraction principle and (1.147) admits a solution \( \varphi_{n,R} \in B_{n,M} \). Thus (1.143) and (1.145) are proved. A simple computation shows that (1.144) plainly follows from (1.143), keeping in mind the definitions of \( F_{n,R} \) and \( \lambda_i \). Thus the proof is complete. □
Proof of Lemma 1.3.4. By construction, we have that \( \hat{T}_{n,R}(\varphi) \in Y^\perp \). Therefore, the functional \( Q_{n,R} : X^\perp \to X^\perp \) is well defined, and thanks to inequality (1.141) and some standard computations, we get that for all \( \varphi, \varphi_1, \varphi_2 \in X^\perp \) it holds

\[
\| Q_{n,R}(\varphi) \|_{\alpha,\beta} \leq M_1 \| T_{n,R}(\varphi) \|_{\alpha,\beta},
\]

\[
\| Q_{n,R}(\varphi_2) - Q_{n,R}(\varphi_1) \|_{\alpha,\beta} \leq C \| T_{n,R}(\varphi_1) - T_{n,R}(\varphi_2) \|_{\alpha,\beta},
\]

(1.151)

(1.152)

where \( M_1 \) is a constant depending only on \( \alpha \).

The remaining part of the proof is divided into several Steps. We recall here the elementary inequality

\[
\| f \|_{\alpha,\beta} \leq \| f \|_{\gamma,\beta} \| g \|_{\alpha,\gamma}, \quad \forall f, g \in C^{0,\alpha}_{2^n},
\]

(1.153)

which will be extensively used through all the proof.

Step 1. There exists \( M_2 > 0 \) such that for every \( n \geq \underline{n} \) and \( R \in S_n \) it holds

\[
\| H(u_{n,R}) - K(u_{n,R}) \|_{\alpha,\beta} \leq M_2 \frac{1}{n^\gamma}. \tag{1.154}
\]

We begin by noticing that

\[
\| H(u_{n,R}) - K(u_{n,R}) \|_{\alpha,\beta} \leq \| H(u_{n,R}) - 1 \|_{\alpha,\beta} + \| K(u_{n,R}) - 1 \|_{\alpha,\beta}.
\]

On one hand, by (1.153) we infer that

\[
\| K(u_{n,R}) - 1 \|_{\alpha,\beta} \leq \| \tilde{u}_{n,R} \|_{\gamma,\beta}^3 \| u_{n,R} \|_{\alpha,\beta} \left( \frac{n^3}{(n-1)^3} \| \tilde{u}_{n,R} \|_{\alpha,\beta} + \left\| \tilde{u}_{n,R} - \frac{n^3}{(n-1)^3} \right\|_{\alpha,\beta} \right),
\]

hence by (A.2) we obtain

\[
\| K(u_{n,R}) - 1 \|_{\alpha,\beta} \leq C \frac{1}{n^{1-\delta}}.
\]

On the other hand, by (1.126) and we infer

\[
\| H(u_{n,R}) - 1 \|_{\alpha,\beta} \leq \frac{|A|}{|u_{n,R}|^\gamma} + \frac{C}{|u_{n,R}|^{\gamma+\beta}} \leq C \frac{1}{n^{\delta\gamma}}, \quad \forall t \in [0,2\pi].
\]

Moreover, (1.121)-(1.122) imply that

\[
|\nabla H(p)| \leq \frac{1}{|p|^{\gamma+\min\{1,\beta\}}}, \quad \text{when } |p| > s_0.
\]

(1.155)

(1.156)

therefore, using also (A.2), we get that for every \( 0 \leq t_1 \leq t_2 \leq 2\pi \) it holds

\[
\| H(u_{n,R}(t_2)) - H(u_{n,R}(t_1)) \|_{\alpha,\beta} \leq C \| \nabla H(u_{n,R}(t_1)) \|_{\alpha,\beta},
\]

\[
\leq C |\nabla H(u(\sigma t_2 + (1-\sigma)t_1))| |t_2 - t_1|^{\alpha} \leq C \frac{|t_2 - t_1|^{\alpha}}{|u_{n,R}(\sigma t_2 + (1-\sigma)t_1)|^{\gamma+\min\{1,\beta\}}}
\]

for some \( \sigma \in (0,1) \). Thus, from (1.126) we obtain

\[
|H(u_{n,R}) - 1|_{\alpha} \leq C \frac{1}{n^{\delta(\gamma+\min\{1,\beta\})}},
\]

which together with (1.155) implies \( \| H(u_{n,R}) - 1 \|_{\alpha,\beta} \leq C n^{-\delta\gamma} \). The final estimate readily follows.

Step 2. For every \( n \geq \underline{n} \), \( R \in S_n \) and \( \varphi \in C^{0,\alpha}_{2^n} \) it holds

\[
\|(L_{n,R} - L_{\infty})\varphi\|_{\alpha,\beta} \leq C \frac{R}{n} \| \varphi \|_{\alpha,\beta} \tag{1.157}
\]
By definition of $\mathcal{L}_{n,R}$, $\mathcal{L}_\infty$ we get that
\[
\|(\mathcal{L}_{n,R} - \mathcal{L}_\infty)\varphi\|_{0,\alpha} \leq \|a_{n,R} - 1\|_{0,\alpha} \|\varphi''\|_{0,\alpha} + \|b_{n,R}\|_{0,\alpha} \|\varphi'\|_{0,\alpha} + \|c_{n,R} - 1\|_{0,\alpha} \|\varphi\|_{0,\alpha} \\
\leq (\|a_{n,R} - 1\|_{0,\alpha} + \|b_{n,R}\|_{0,\alpha} + \|c_{n,R} - 1\|_{0,\alpha})\|\varphi\|_{2,\alpha}.
\]
where $a_{n,R}, b_{n,R}, c_{n,R}$ are defined in (1.130). Then is sufficient to apply estimates (A.3) to get the desired result.

Step 3. For every $n \geq n_1$, $R \in S_n$ and $\varphi \in C^{2,\alpha}_{2\pi}$ it holds
\[
\|\varphi \nabla H(u_{n,R}) \cdot \mathbf{n}_{n,R}\|_{0,\alpha} \leq \frac{C}{n^{\delta(y + \min\{1,\beta\})}}\|\varphi\|_{2,\alpha}.
\]

Thanks to (1.153) it is sufficient to prove that
\[
\|\nabla H(u_{n,R}) \cdot \mathbf{n}_{n,R}\|_{0,\alpha} \leq \frac{C}{n^{\delta(y + \min\{1,\beta\})}}, \quad (1.158)
\]
On one hand, by (1.126) and (1.156) we readily get that
\[
|\nabla H(u_{n,R}) \cdot \mathbf{n}_{n,R}| \leq |\nabla H(u_{n,R})| \leq \frac{C}{|u_{n,R}|^{y + \min\{1,\beta\}}} \leq \frac{C}{n^{\delta(y + \min\{1,\beta\})}}, \quad \forall t \in [0, 2\pi]. \quad (1.159)
\]
On the other hand, for every $0 \leq t_1 \leq t_2 \leq 2\pi$ we have that
\[
|\nabla H(u_{n,R}(t_2)) \cdot \mathbf{n}_{n,R}(t_2) - \nabla H(u_{n,R}(t_1)) \cdot \mathbf{n}_{n,R}(t_1)| \\
\leq C \left\| \frac{d}{dt} \left( \nabla H(u_{n,R}) \cdot \mathbf{n}_{n,R} \right) \right\|_{0,\alpha} |t_2 - t_1|^\sigma \\
\leq C \left\| \frac{d}{dt} \left( \nabla H(u_{n,R}) \cdot \mathbf{n}_{n,R} \right) \right\|_{0,\alpha} |t_2 - t_1|^\sigma \\
\leq C \frac{1}{n^{\delta(y + \min\{1,\beta\})}} (|u_{n,R}| + |u_{n,R} \cdot \mathbf{n}_{n,R}|), \quad \forall t \in [0, 2\pi]. \\
\]
Since (1.126) and (A.2) imply
\[
|u_{n,R}| + |u_{n,R} \cdot \mathbf{n}_{n,R}| \leq C(1 + n^\delta), \quad \forall t \in [0, 2\pi]. \quad (1.161)
\]
we obtain
\[
\left\| \frac{d}{dt} \left( \nabla H(u_{n,R}) \cdot \mathbf{n}_{n,R} \right) \right\|_{0,\alpha} \leq C \frac{1}{n^{\delta(y + \min\{1,\beta\})}}, \quad \forall t \in [0, 2\pi]. \quad (1.162)
\]
Putting together (1.159), (1.160) and (1.162) we recover (1.158), thus concluding the proof of the Step.

Step 4. For every $M > 0$ there exists $n_1(M) \geq n_1$ such that for every $n \geq n_1(M)$, $R \in S_n$ and $\varphi, \varphi_1, \varphi_2 \in B_{n,M}$ it holds
\[
\|R_{n,R}^2(\varphi)\|_{0,\alpha} \leq \frac{1}{n^{\delta(y + \min\{1,\beta\})}}\|\varphi\|_{2,\alpha}, \quad (1.163)
\]
\[
\|R_{n,R}^2(\varphi_1) - R_{n,R}^2(\varphi_2)\|_{0,\alpha} \leq C \frac{1}{n^{\delta(y + \min\{1,\beta\})}}\|\varphi_1 - \varphi_2\|_{2,\alpha}. \quad (1.164)
\]
By (1.133) together with the fundamental theorem of calculus we get that

\[ R^2_{n,R}(\varphi) = \varphi \int_0^1 (\nabla H(u_{n,R} + r \varphi n_{n,R}) - \nabla H(u_{n,R})) \cdot n_{n,R} \, dr. \]

We claim that it holds

\[ \left\| \int_0^1 (\nabla H(u_{n,R} + r \varphi n_{n,R}) - \nabla H(u_{n,R})) \cdot n_{n,R} \, dr \right\|_{0,\alpha} \leq C \frac{1}{n^{\delta(\gamma + \min(1, \beta))}}. \] (1.165)

Then the (1.163) is a straightforward consequence of (1.153).

In order to prove (1.165), we start by noticing that \(|u_{n,R} + r \varphi n_{n,R}| \geq |u_{n,R}| - |\varphi|\). Then, defining

\[ n_1(M) := \min \left\{ n \geq n \left| \frac{an^\delta - \frac{M}{n^{\hat{\gamma}}} > 2 + s_0 \right. \right\}, \] (1.166)

we obtain that, when \(n \geq n_1(M)\), \(R \in S_n\) and \(\varphi \in B_{n,M}\) it holds

\[ |u_{n,R} + r \varphi n_{n,R}| \geq n^\delta \left( a - \frac{1}{n^{\hat{\gamma}}} - \frac{M}{n^{\hat{\gamma} + \gamma}} \right) \geq Cn^\delta > 1 + s_0 \quad \forall t \in [0, 2\pi]. \] (1.167)

As a consequence, by (1.156) we get that

\[ |\nabla H(u_{n,R} + r \varphi n_{n,R})| \leq C \left( \frac{1}{|u_{n,R} + r \varphi n_{n,R}|^{\sigma + \min(1, \beta)}} \right) \leq C \frac{1}{n^{\delta(\gamma + \min(1, \beta))}}, \quad \forall t \in [0, 2\pi], \]

which together with (1.159) implies

\[ \left\| \int_0^1 (\nabla H(u_{n,R} + r \varphi n_{n,R}) - \nabla H(u_{n,R})) \cdot n_{n,R} \, dr \right\|_{0,\alpha} \leq C \frac{1}{n^{\delta(\gamma + \min(1, \beta))}}, \quad \forall t \in [0, 2\pi]. \] (1.168)

We claim that, for every \(r \in (0, 1)\) and for every \(0 \leq t_1 \leq t_2 \leq 2\pi\) it holds

\[ |\nabla H(u_{n,R} + r \varphi n_{n,R}) \cdot n_{n,R}(t_2) - \nabla H(u_{n,R} + r \varphi n_{n,R}) \cdot n_{n,R}(t_1)| \leq C \frac{|t_2 - t_1|^\alpha}{n^{\delta(\gamma + \min(1, \beta))}}. \] (1.169)

Therefore, thanks to (1.158), we infer that

\[ \left\| \int_0^1 (\nabla H(u_{n,R} + r \varphi n_{n,R}) - \nabla H(u_{n,R})) \cdot n_{n,R} \, dr \right\|_{0,\alpha} \leq C \frac{1}{n^{\delta(\gamma + \min(1, \beta))}}. \] (1.170)

Hence (1.165) follows from (1.168) and (1.170).

In order to prove (1.169) we notice that, arguing as in the proof of Step 3, we get that

\[ |\nabla H(u_{n,R} + r \varphi n_{n,R}) \cdot n_{n,R}(t_2) - \nabla H(u_{n,R} + r \varphi n_{n,R}) \cdot n_{n,R}(t_1)| \leq \left| \frac{d}{dt} \nabla H(u_{n,R} + r \varphi n_{n,R}) \cdot n_{n,R} \right|_{(\sigma t_2 + (1-\sigma)t_1)} |t_2 - t_1|^\alpha, \] (1.171)

for some \(\sigma \in (0, 1)\). Moreover, it holds

\[ \frac{d}{dr} \left( \nabla H(u_{n,R} + r \varphi n_{n,R}) \cdot n_{n,R} \right) = \left( h''(|u_{n,R} + r \varphi n_{n,R}|) \right) \frac{H'(|u_{n,R} + r \varphi n_{n,R}|)}{|u_{n,R} + r \varphi n_{n,R}|} \frac{d}{dr} |u_{n,R} + r \varphi n_{n,R}| \]

\[ + \frac{H'(|u_{n,R} + r \varphi n_{n,R}|)}{|u_{n,R} + r \varphi n_{n,R}|} (u_{n,R} \cdot n_{n,R} + r \varphi n_{n,R}). \]
which, together with (1.122), (1.156) and (1.167), implies that
\[
\frac{d}{dr} \left( \nabla H(u_{n,R} + r \varphi n_{n,R}) \cdot n_{n,R} \right) \\
\leq \frac{C}{n^\delta(y + \min (1, \beta))} \left( |\dot{u}_{n,R}| + |\varphi| |\dot{n}_{n,R}| + |\varphi'| + |u_{n,R} \cdot \dot{n}_{n,R}| \right), \quad \forall t \in [0, 2\pi].
\]

Arguing as in (1.161) we get that
\[
|\dot{u}_{n,R}| + |\varphi| |\dot{n}_{n,R}| + |\varphi'| + |u_{n,R} \cdot \dot{n}_{n,R}| \leq C \left( 1 + \frac{1}{n^\delta} + n^\delta \right), \quad \forall t \in [0, 2\pi],
\]
which implies
\[
\frac{d}{dr} \left( \nabla H(u_{n,R} + r \varphi n_{n,R}) \cdot n_{n,R} \right) \leq C \frac{1 + n^\delta}{n^\delta(y + \min (1, \beta))} \leq C \frac{1}{n^\delta(y + \min (1, \beta))}, \quad \forall t \in [0, 2\pi].
\]

This, together with (1.171), gives (1.169). Thus the proof of (1.163) is complete.

As for (1.164), we notice that
\[
R_{n,R}^2(\varphi_2) - R_{n,R}^2(\varphi_1) = (\varphi_2 - \varphi_1) \int_0^1 (\nabla H(u_{n,R} + (r \varphi_2 + (1-r) \varphi_1)n_{n,R}) - \nabla (u_{n,R})) \cdot n_{n,R} \, dr.
\]

Hence the conclusion follows arguing exactly as in the previous part of the proof. We limit ourselves to notice that, with the same choice of \( n_1(M) \) as in (1.166), for \( n \geq n_1(M), R \in S_n \) and \( \varphi_1, \varphi_2 \in B_{n,M} \) it holds that
\[
|u_{n,R} + (r \varphi_2 + (1-r) \varphi_1)n_{n,R}| \geq n^\delta \left( a - \frac{1}{n^\delta} - \frac{M}{n^{\delta+y}} \right) \geq C n^\delta > 1 + s_0.
\]

**Step 5.** For every \( M > 0 \) there exists \( n_2(M) \geq \overline{n} \) such for every \( n \geq n_2(M), R \in S_n \) and \( \varphi, \varphi_1, \varphi_2 \in B_{n,M} \) hold
\[
\|R_{n,R}^1(\varphi)\|_{0,\alpha} \leq C \frac{1}{n^\delta} \|\varphi\|_{2,\alpha}, \quad \text{(1.172)}
\]
\[
\|R_{n,R}^1(\varphi_1) - R_{n,R}^1(\varphi_2)\|_{0,\alpha} \leq C \frac{1}{n^\delta} \|\varphi_1 - \varphi_2\|_{2,\alpha}. \quad \text{(1.173)}
\]

Let \( n_2(M) \) be the same as in Lemma A.2 Then for every \( n \geq n_2(M), R \in S_n \) and \( \varphi \in B_{n,M} \) we have an explicit formulation of \( R_{n,R}^1(\varphi) \) in terms of Taylor expansions. As one can see, \( R_{n,R}^1(\varphi) \) contains \( \varphi \) and its derivatives only up to the second order, and does not contains constant terms, or terms which are linear with respect to \( \varphi \) and its derivatives. Through explicit computations (see (A.2)), we infer that the coefficients, which depend on the derivatives of \( u_{n,R} \) up to the third order, are bounded in the \( C_{2,\alpha} \) norm by a constant. Then we get that
\[
\|R_{n,R}^1(\varphi)\|_{0,0} \leq C \|\varphi\|_{2,\alpha}^2.
\]

Since \( \varphi \in B_{n,M} \), we readily obtain (1.172).

As for the second estimate, arguing in a similar way we infer that, whenever \( n \geq n_2(M), R \in S_n \) and \( \varphi_1, \varphi_2 \in B_{n,M} \), it holds
\[
\|R_{n,R}^1(\varphi_1) - R_{n,R}^1(\varphi_2)\|_{0,0} \leq C(\|\varphi_1\|_{2,\alpha} + \|\varphi_2\|_{2,\alpha})\|\varphi_1 - \varphi_2\|_{2,\alpha},
\]
thus getting (1.173).

**Step 6.** Conclusion.
Let be
\[ \overline{M} := 2M_1M_2, \]
where \( M_1, M_2 \) are as in (1.151) and (1.154), respectively. Moreover, let \( \overline{n} \) being such that
\[ \overline{n} \geq \max\{n, n_1(\overline{M}), n_2(\overline{M})\}, \]
where \( n_1(\overline{M}), n_2(\overline{M}) \) are defined in Step 4 and Step 5. With such choices, Step 2-5 hold true at the same time for every \( n \geq \overline{n}, R \in S_n \) and \( \varphi \in B_{n, \overline{M}} \). Then, using also (1.151) and Step 1, we infer
\[ \|Q_{n,R}(\varphi)\|_{2, \alpha} \leq \frac{\overline{M}}{2} \frac{1}{n^\delta} + C \left( \frac{1}{n^{1-\delta}} + \frac{1}{n^{\beta(y+\min(1,\beta))}} + \frac{1}{n^\gamma} \right) \|\varphi\|_{2, \alpha}. \]
Taking if necessary a bigger \( \overline{n} \) we obtain (1.149).

In a similar way, thanks to (1.152) and Step 2-5 we get that
\[ \|Q_{n,R}(\varphi_1) - Q_{n,R}(\varphi_2)\|_{2, \alpha} \leq C \left( \frac{1}{n^{1-\delta}} + \frac{1}{n^{\beta(y+\min(1,\beta))}} + \frac{1}{n^\gamma} \right) \|\varphi_1 - \varphi_2\|_{2, \alpha}. \]
Therefore, increasing once again \( \overline{n} \) if necessary, also (1.150) is satisfied and the proof of the Lemma is complete.

\[ \square \]

### 1.3.4 The variational argument

As seen in Section 1.3.3 for every choice of \( a, b, \delta \) in (1.124) there exists \( \overline{n} \in \mathbb{N} \) and \( \overline{M} > 0 \) such that for every \( n \geq \overline{n} \) and \( R \in S_n \) there exists \( \varphi_{n,R} \in X^+ \) such that
\[ \begin{cases} \|\varphi_{n,R}\|_{2, \alpha} \leq \frac{\overline{M}}{n^\delta}, \\ \mathcal{K}(u_{n,R} + \varphi_{n,R}n_n) - H(u_{n,R} + \varphi_{n,R}n_n) = \sum_{l=1,2} \lambda_l \omega_l \quad \text{in } \mathbb{R}, \end{cases} \]
where \( \omega_l \) are as in (1.137), and the Lagrange multiplier \( \lambda_l = \lambda_l(\varphi_{n,R}) \) are given by
\[ \lambda_l = \frac{1}{\pi} \int_0^{2\pi} (\mathcal{K}(u_{n,R} + \varphi_{n,R}n_n) - H(u_{n,R} + \varphi_{n,R}n_n)) \omega_l \, dt. \]

The aim in this Section is to prove that, choosing suitably \( a, b \) and \( \delta \), when \( n \) is large enough we can find \( R_n \in S_n \) such that \( \lambda_1(\varphi_{n,R_n}) = 0 \). To be more precise, the following Proposition holds.

**Proposition 1.3.5.** Let be \( \delta = \frac{1}{\gamma + 2} \), \( a = r_0^{\frac{1}{\gamma + 2}} \), \( b = r_1^{\frac{1}{\gamma + 2}} \), so that \( R \in S_n \) can be written as \( R = (rn)^{\frac{1}{\gamma + 2}} \) with \( r \in [r_0, r_1] \). Set
\[ \tilde{A} := \begin{cases} A & \beta > 0 \\ A + B & \beta = 0, \end{cases} \]
and let \( r_0, r_1 \) be such that
\[ 2^{\frac{1}{\gamma + 2}} r_0 < \frac{\tilde{A} \gamma}{2} \quad \text{and} \quad \frac{\tilde{A} \gamma}{2} < r_1, \]
holds. Then there exist \( \overline{n} \geq \overline{n} \) and \( \overline{M} > 0 \) such that for every \( n \geq \overline{n} \) there exists \( R_n = (r_n n)^{\frac{1}{\gamma + 2}} \in S_n \) with \( r_n \in [r_0, r_1] \), and \( \varphi_n \in C^{2, \alpha}_{2\pi} \) which satisfies
\[ \begin{align*}
\|\varphi_n\|_{2, \alpha} &\leq \overline{M} n^{\frac{\gamma}{\gamma + 2}}, \\
\mathcal{K}(u_n + \varphi_n n_n) - H(u_n + \varphi_n n_n) &= \lambda_2 \sin t, 
\end{align*} \]
(1.174)
where \( u_n := u_{n,R_n} \) and \( n_n := n_{n,R_n} \).
Proposition 1.3.5 is a consequence of a variational argument. We recall that the energy associated to the prescribed curvature problem $E_H : W^{1,1}_{2\pi n} \to \mathbb{R}$ is defined in (1.16) as

$$E_H(U) = L(U) + \mathcal{A}_H(U) = \int_0^{2\pi n} |\dot{U}| \, dt + \int_0^{2\pi n} Q_H(U) \cdot i\dot{U} \, dt,$$

while the length functional $L$ and the anisotropic area functional $\mathcal{A}_H$ are defined in (1.17).

In this case we can explicitly provide the vector field $Q_H$: since assumption (1.120) holds, we can define

$$Q_H(p) := \left( \frac{1}{|p|} \int_0^{|p|} h(s) \, ds \right) \frac{p}{|p|}, \quad (1.175)$$

A simple computations shows that (1.175) satisfies conditions (1.15). Then Lemma 1.1.7 applies and we infer

$$E'_H(U)[V] = \int_0^{2\pi n} \frac{\dot{U}}{|\dot{U}|} \cdot \dot{V} + H(U)i\dot{U} \cdot V \, dt, \quad U \in (W^{1,1}_{2\pi n} \setminus \mathbb{R}^2), \quad V \in W^{1,1}_{2\pi n}. \quad (1.176)$$

Let now be $U, V \in C^{2,\alpha}_{2\pi n} \setminus \mathbb{R}^2$. Integrating by parts in (1.176) we readily get that

$$E'_H(U)[V] = \int_0^{2\pi n} \left( -\frac{\dot{U}}{|\dot{U}|} + \frac{(\dot{U} \cdot \dot{V})}{|\dot{U}|^3} \dot{U} + H(U)i\dot{U} \right) \cdot V \, dt.$$

Notice that it holds

$$E'_H(U)[\dot{U}] = 0 \quad \text{and} \quad E'_H(U)[i\dot{U}] = \int_0^{2\pi n} (H(U) - \mathcal{K}(U))|\dot{U}|^2 \, dt$$

Since $\dot{U} \cdot i\dot{U} = 0$ for every $t \in [0, 2\pi n]$, given $V \in C^{2,\alpha}_{2\pi n}$ it is always possible to decompose it as

$$V = \frac{V \cdot \dot{U}}{|\dot{U}|^2} \dot{U} + \frac{V \cdot i\dot{U}}{|\dot{U}|^2} i\dot{U}.$$

Then we obtain that

$$E'_H(U)[V] = \int_0^{2\pi n} (H(U) - \mathcal{K}(U))(V \cdot i\dot{U}) \, dt, \quad U \in (C^{2,\alpha}_{2\pi n} \setminus \mathbb{R}^2), \quad V \in C^{2,\alpha}_{2\pi n}. \quad (1.177)$$

Let $a, b, \delta$ be fixed and let $\overline{\pi}, \overline{M}$ and the family of functions $\{\varphi_{n,R}\}$ be as in Proposition 1.3.3. Thanks to (1.144) we have that $\lambda_1 = 0$ if and only if

$$\int_0^{2\pi} (\mathcal{K}(u_{n,R} + \varphi_{n,R}n_{n,R}) - 1) \cos t \, dt = \int_0^{2\pi} (H(u_{n,R} + \varphi_{n,R}n_{n,R}) - 1) \cos t \, dt \quad (1.178)$$

**Estimate of $\mathcal{K}$.** We decompose the left-hand side of (1.178) in the following way:

$$\int_0^{2\pi} (\mathcal{K}(u_{n,R} + \varphi_{n,R}n_{n,R}) - 1) \cos t \, dt$$

$$= \int_0^{2\pi} (\mathcal{K}(u_{n,R} + \varphi_{n,R}n_{n,R}) - \mathcal{K}(u_{n,R})) \cos t \, dt$$

$$+ \int_0^{2\pi} (\mathcal{K}(u_{n,R}) - 1) \left( \frac{R}{n} + \cos t \right) \, dt$$

$$- \frac{R}{n} \int_0^{2\pi} (\mathcal{K}(u_{n,R}) - 1) \, dt. \quad (1.179)$$
As for the first term, recalling (1.131) we get that
\[
\int_0^{2\pi} \left( \mathcal{K}(u_{n,R}) + \varphi_{n,R} n_{n,R} - \mathcal{K}(u_{n,R}) \right) \cos t \, dt
\]
\[
= \int_0^{2\pi} L_\infty \varphi_{n,R} \cos t \, dt + \int_0^{2\pi} (L_n - L_\infty) \varphi_{n,R} \cos t \, dt + \int_0^{2\pi} \mathcal{R}_n(\varphi_{n,R}) \cos t \, dt.
\]
Integrating by parts twice we readily get that
\[
\int_0^{2\pi} L_\infty \varphi_{n,R} \cos t \, dt = \int_0^{2\pi} \varphi_{n,R} L_\infty \cos t \, dt = 0,
\]
since \(\cos t \in \ker(L_\infty)\). Moreover, by estimate (1.157) and (1.172) and since \(\varphi_{n,R}\) satisfy (1.145), we get that for every \(n \geq \tilde{n}\) and \(R \in S_n\) it holds
\[
\left| \int_0^{2\pi} \left( \mathcal{K}(u_{n,R} + \varphi_{n,R} n_{n,R}) - \mathcal{K}(u_{n,R}) \right) \cos t \, dt \right| \leq C \left( \frac{R}{n^{1+\gamma}} + \frac{1}{n^{2\gamma}} \right) \int_0^{2\pi} |\cos t| \, dt \leq C \frac{1}{n^{2\gamma}}.
\]
by definition of \(\tilde{\gamma}\). Then there exists a sequence of continuous functions \(K_1(R) : S_n \to \mathbb{R}\) uniformly bounded with respect to both \(n\) and \(R\) such that
\[
\int_0^{2\pi} \left( \mathcal{K}(u_{n,R} + \varphi_{n,R} n_{n,R}) - \mathcal{K}(u_{n,R}) \right) \cos t \, dt = \frac{1}{n^{2\gamma}} K_1(R). \tag{1.180}
\]
In a similar way, exploiting estimate (1.155) we get that
\[
\left| \int_0^{2\pi} (\mathcal{K}(u_{n,R}) - 1) \, dt \right| \leq C \frac{R}{n} \leq C \frac{1}{n^{1-\delta}},
\]
which implies that there exists another sequence \(K_2(R) : S_n \to \mathbb{R}\) being such that
\[
\frac{R}{n} \int_0^{2\pi} (\mathcal{K}(u_{n,R}) - 1) \, dt = \frac{1}{n^{2(1-\delta)}} K_2(R). \tag{1.181}
\]
In order to estimate the remaining term we begin to notice that, thanks to (1.177), it holds that
\[
\frac{\partial}{\partial R} E_H(U_{n,R}) = E_H'(U_{n,R}) \left[ e^{\frac{R}{n}} \right] = \int_0^{2\pi n} (\mathcal{K}(U_{n,R}) - H(U_{n,R})) \left( \frac{R}{n} + \cos \left( \frac{n-1}{n} t \right) \right) \, dt.
\]
When in particular \(H \equiv 1\), and performing the change of variables \(\frac{n-1}{n} t = s\), we obtain
\[
\frac{\partial}{\partial R} E_1(U_{n,R}) = \frac{n}{n-1} \int_0^{2\pi(n-1)} (\mathcal{K}(u_{n,R}) - 1) \left( \frac{R}{n} + \cos s \right) \, ds.
\]
Since, as seen in Subsection 1.3.1 \(\mathcal{K}(u_{n,R})\) is a \(2\pi\)-periodic function, we infer that
\[
\frac{1}{n} \frac{\partial}{\partial R} E_1(U_{n,R}) = \int_0^{2\pi} (\mathcal{K}(u_{n,R}) - 1) \left( \frac{R}{n} + \cos t \right) \, dt. \tag{1.182}
\]
We claim that there exists a sequence of continuous function \(K_3 : S_n \to \mathbb{R}\) uniformly bounded with respect to \(n\) and \(R\), being such that
\[
\frac{1}{n} \frac{\partial}{\partial R} E_1(U_{n,R}) = -\frac{2\pi R}{n} + \frac{1}{n^{2-\delta}} K_3(R). \tag{1.183}
\]
Therefore, putting together (1.179), (1.180), (1.181), (1.182), and (1.183) we get that
\[
\int_0^{2\pi} (\mathcal{K}(u_{n,R} + \varphi_{n,R} n_{n,R}) - 1) \cos t \, dt = -\frac{2\pi R}{n} + \frac{1}{n^{2\gamma}} K_1(R) + \frac{1}{n^{2(1-\delta)}} K_2(R) + \frac{1}{n^{2-\delta}} K_3(R). \tag{1.184}
\]
The following Lemma is devoted to the proof of (1.183).
Lemma 1.3.6. Let be \( n \geq n \), where \( n \) is as in (1.125), and let \( R \in S_n \). There exists three sequences of continuous functions, \( L_1^n, L_2^n, L_3^n : S_n \rightarrow \mathbb{R} \) which are uniformly bounded with respect to \( n \) and \( R \), such that

\[
\frac{1}{n} \frac{\partial}{\partial R} E_1(U_{n,R}) = \frac{2\pi R}{n} + \frac{2\pi R}{n^2} \left( 1 + L_1^n(R) + \frac{R^2}{n^2} L_2^n(R) + \frac{R^4}{n^4} L_3^n(R) \right).
\]

Proof. Recall that, by definition, it holds \( E_1(U_{n,R}) = L(U_{n,R}) + \mathcal{A}(U_{n,R}) \). A simple computation shows that

\[
\frac{1}{n} \frac{\partial}{\partial R} \mathcal{A}(U_{n,R}) = -\frac{2\pi R}{n}.
\]

It remains to estimate the part of the energy associated to the length functional \( L \). Since when \( n \geq n \) and \( R \in S_n \) it holds that \( R < n \), we have that \( |\frac{2R_n}{R^2 + n^2} \cos s| < 1 \) for all \( s \in [0, 2\pi] \). As a consequence, the following Taylor expansion holds:

\[
L(U_{n,R}) = \int_0^{2\pi n} |\dot{U}| \, dt = n \int_0^{2\pi} \sqrt{1 + \frac{R^2}{n^2} + \frac{2R}{n} \cos s} \, ds
\]

\[
= n \left( 1 + \frac{1}{2} \frac{R^2}{n^2} + \sum_{j=2}^{\infty} c_j \left( \frac{R^2}{n^2} \right)^j \right) \int_0^{2\pi} 1 + \frac{R}{n^2 + R^2} \cos s + \sum_{k=2}^{\infty} c_k \left( \frac{2R}{n^2 + R^2} \right)^k \cos s \, ds,
\]

where the second equality comes from the standard changes of variables \( \frac{R}{n} t = s \), and \( c_j, c_k \) are the coefficients of the expansion of \( \sqrt{1 + \frac{R}{n}} \). For the same reason, we can integrate the series term by term. Since it holds that

\[
\int_0^{2\pi} (\cos s)^k \, ds = \begin{cases} \frac{2\pi}{k!} (\frac{k}{2}) & k \text{ even} \\ 0 & k \text{ odd} \end{cases}
\]

renaming \( c_k = \frac{c_k}{2\pi} \int_0^{2\pi} (\cos s)^k \, ds \) we have the expression

\[
L(U_{n,R}) = 2\pi n \left( 1 + \frac{R^2}{2n^2} + \sum_{j=2}^{\infty} c_j \left( \frac{R^2}{n^2} \right)^j \right) \left( 1 + \sum_{k=2}^{\infty} c_k \left( \frac{2R}{n^2 + R^2} \right)^{2k} \right)
\]

\[
= 2\pi n \left( 1 + \frac{R^2}{2n^2} \right) + 2\pi n \sum_{j=2}^{\infty} c_j \left( \frac{R^2}{n^2} \right)^j + 2\pi n \left( \frac{1}{1 + \frac{R^2}{2n^2}} \right) \sum_{k=1}^{\infty} c_k \left( \frac{2R}{n^2 + R^2} \right)^{2k}
\]

\[
+ 2\pi n \sum_{k=1}^{\infty} c_k \left( \frac{2R}{n^2 + R^2} \right)^{2k} \sum_{j=2}^{\infty} c_j \left( \frac{R^2}{n^2} \right)^j
\]

We claim that there exist three sequences \( L_1^n, L_2^n, L_3^n : S_n \rightarrow \mathbb{R} \) of continuous functions, uniformly bounded with respect to \( n \) and \( R \), being such that

\[
\frac{\partial}{\partial R} L(U_{n,R}) = 2\pi n \left( \frac{R}{n^2} + \frac{R}{n^2} L_1^n(R) + \frac{R^3}{n^4} L_2^n(R) + \frac{R^5}{n^6} L_3^n(R) \right),
\]

thus completing the proof of the Lemma.

Indeed, this can be seen by standard computation. For the sake of completeness we show how to manage the second term in the right-hand side of (1.186). Differentiating it term by term we get that

\[
\frac{\partial}{\partial R} \left( \sum_{j=2}^{\infty} c_j \left( \frac{R^2}{n^2} \right)^j \right) = \frac{R^3}{n^4} \sum_{j=2}^{\infty} 2c_j \left( \frac{R^2}{n^2} \right)^{j-2},
\]

and since

\[
\left| \sum_{j=2}^{\infty} 2c_j \left( \frac{R^2}{n^2} \right)^{j-2} \right| \leq C,
\]
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we get that there exists a sequence of continuous functions $L^2_n(R) : S_n \to \mathbb{R}$, bounded uniformly with respect to $n$ and $R$ and such that

$$\frac{\partial}{\partial R} \left( \sum_{j=2}^{\infty} c_j \left( \frac{R^2}{n^2} \right)^j \right) = \frac{R^3}{n^3} L^2_n(R).$$

The proof is complete. \hfill \square

**Estimate of $H$.** We turn our attention to the right-hand side of (1.178). Thanks to (1.120), it can be decomposed as

$$\int_0^{2\pi} (H(u_{n,R} + \varphi_{n,R} n_{n,R}) - 1) \cos t \, dt$$

$$= A \int_0^{2\pi} \frac{\cos t}{|u_{n,R}|^\gamma} \, dt$$

$$+ A \int_0^{2\pi} \cos t \left( \frac{1}{|u_{n,R} + \varphi_{n,R} n_{n,R}|^\gamma} - \frac{1}{|u_{n,R}|^\gamma} \right) \, dt$$

$$+ \int_0^{2\pi} \hat{h}(|u_{n,R} + \varphi_{n,R} n_{n,R}|) \left( \frac{1}{|u_{n,R} + \varphi_{n,R} n_{n,R}|^{\gamma + \beta}} - \frac{1}{|u_{n,R}|^{\gamma + \beta}} \right) \cos t \, dt$$

$$+ \int_0^{2\pi} \hat{h}(|u_{n,R}|) \cos t \, dt$$

(1.187)

Since $n \geq \bar{n}$, $R \in S_n$ and $\varphi_{n,R} \in B_{n,M}$, we have that (1.167) holds. As a consequence, by means of the mean value theorem we infer that for every $\tau > 0$ it holds

$$||u_{n,R} + \varphi_{n,R} n_{n,R}|^{-\tau} - |u_{n,R}|^{-\tau}| = \left| \frac{d}{ds}|u_{n,R} + s\varphi_{n,R} n_{n,R}|^{-\tau}\right|$$

$$\leq \tau|u_{n,R} + s\varphi_{n,R} n_{n,R}|^{-\tau-1}||\varphi||_{2,\alpha} \leq C \frac{1}{n^{\beta(\tau+1)+\gamma}}.$$

Therefore, since by (1.122) we have that, independently from $\beta$, $\hat{h}$ is bounded, we get that there exists a sequence of functions $\tilde{H}_n^1 : S_n \to \mathbb{R}$ continuous and bounded uniformly with respect to $n$ and $R$ being such that

$$A \int_0^{2\pi} \frac{\cos t}{|u_{n,R} + \varphi_{n,R} n_{n,R}|^\gamma} \, dt$$

$$+ \int_0^{2\pi} \hat{h}(|u_{n,R} + \varphi_{n,R} n_{n,R}|) \cos t \left( \frac{1}{|u_{n,R} + \varphi_{n,R} n_{n,R}|^{\gamma + \beta}} - \frac{1}{|u_{n,R}|^{\gamma + \beta}} \right) \, dt = \frac{1}{n^{\beta(\tau+1)+\gamma}} \tilde{H}_n^1(R).$$

(1.188)

Since for $n \geq \bar{n}$ and $R \in S_n$ it holds that $R > 1$, we have the following equality

$$|u_{n,R}|^{-\gamma} = \frac{1}{(R^2 + 1)^{\gamma}} \left( 1 - \frac{\gamma R}{R^2 + 1} \cos t + \sum_{k=2}^{\infty} c_k \left( \frac{2R}{R^2 + 1} \right)^k (\cos t)^k \right),$$

where the terms $c_k$ are the coefficients of the Taylor expansion of $(1 + x)^{-\gamma}$. Then, integrating term by term and recalling (1.185), we obtain that there exists a sequence of continuous functions
\( \hat{H}_n^2 : S_n \rightarrow \mathbb{R} \), bounded uniformly with respect to \( n \) and \( R \), being such that
\[
A \int_0^{2\pi} \frac{\cos t}{|u_{n,R}|^\gamma} \, dt = \frac{A}{(R^2 + 1)^{\frac{1}{2}}} \left( -\frac{\gamma \pi R}{R^2 + 1} + \sum_{k=2}^{\infty} c_k \left( \frac{2R}{R^2 + 1} \right)^k \right) \int_0^{2\pi} (\cos t)^{k+1} \, dt
\]
(1.189)

Let us turn our attention to the fourth term in the right-hand side of (1.187): exploiting the definition of \( H \), we get
\[
\nabla H(p) = \left( \frac{-A \gamma}{|p|^{\gamma+1}} + \frac{\hat{h}'(|p|)}{|p|^{\gamma+\beta}} - (\gamma + \beta) \frac{\hat{h}(|p|)}{|p|^{\gamma+\beta+1}} \right) p,
\]
then, by (1.122) together with (1.156) we obtain that
\[
|\hat{h}'(|p|)| \leq \frac{C}{|p|^{-\beta + \min(1,\beta)}}, \quad \text{when } |p| > 1.
\]

As a consequence we have that
\[
|\hat{h}(|u_{n,R} + \varphi_{n,R} n_n, R)| - \hat{h}(|u_{n,R}|)| = \frac{d}{d\sigma} \left( \hat{h}(|u_{n,R} + \sigma \varphi_{n,R} n_n, R)| \right)
\]
\[
\leq |\hat{h}'(|u_{n,R} + \sigma \varphi_{n,R} n_n, R)| \left\| \varphi_{n,R} \right\|_{2,\alpha} \leq C \left\| \varphi_{n,R} \right\|_{2,\alpha} \left| |u_{n,R} + \sigma \varphi_{n,R} n_n, R| \right|^{-\beta + \min(1,\beta)},
\]
for any \( \sigma \in [0, 1] \). Therefore, using (1.126), (1.167) and since \( \varphi_{n,R} \in B_{n,M} \), we get that
\[
\left| \frac{\hat{h}(|u_{n,R} + \varphi_{n,R} n_n, R|)}{|u_{n,R}|^{\gamma+\beta}} - \hat{h}(|u_{n,R}|) \right| \leq \frac{C}{n^{\delta(\gamma+1+\min(1,\beta)) + \gamma}}.
\]

Then there exists a further sequence of continuous functions \( \hat{H}_n^3 : S_n \rightarrow \mathbb{R} \), bounded uniformly with respect to \( n \) and \( R \), being such that
\[
\int_0^{2\pi} \frac{(\hat{h}(|u_{n,R} + \varphi_{n,R} n_n, R|) - \hat{h}(|u_{n,R}|)) \cos t}{|u_{n,R}|^{\gamma+\beta}} \, dt = \frac{1}{n^{\delta(\gamma+1+\min(1,\beta))+\gamma}} \hat{H}_n^3(R).
\]
(1.190)

Let define \( \hat{\gamma} := \min\{ \gamma, \beta \} \). From (1.187), (1.188), (1.189) and (1.190) we can conclude that there exists another sequence of continuous functions \( \hat{H}_n : S_n \rightarrow \mathbb{R} \), bounded uniformly with respect to \( n \) and \( R \), being such that
\[
\int_0^{2\pi} (H(u_{n,R} + \varphi_{n,R} n_n, R) - 1) \cos t \, dt
\]
\[
= -\frac{A \gamma \pi R}{(R^2 + 1)^{\frac{1}{2}}} + \int_0^{2\pi} \frac{\hat{h}(|u_{n,R}|)}{|u_{n,R}|^{\gamma+\beta}} \cos t \, dt + \frac{1}{n^{\delta(\gamma+1)+\gamma}} \hat{H}_n(R).
\]
(1.191)
Proof of Proposition 1.174. Set $\delta = \frac{1}{\gamma^2}$, so that $\tilde{y} = \frac{\gamma}{\gamma^2}$. Multiplying both sides of (1.178) by $\frac{n}{R}$ and using (1.184) and (1.191) we get that $A_1 = 0$ if and only if

$$-2\pi + \frac{1}{Rn^{\gamma/\pi}}K_0^1(R) + \frac{1}{Rn^{\gamma/\pi}}K_0^2(R) + \frac{1}{Rn^{\gamma/\pi}}K_0^3(R) = -\frac{A\gamma n}{(R^2 + 1)^{\gamma/2 + 1}} + \frac{n}{R} \int_0^{2\pi} \frac{\tilde{h}(|u_n|)}{|u_n|^{\gamma + \beta}} \cos t \, dt + \frac{1}{Rn^{1/\pi + \gamma}} \tilde{H}_n(R).$$ (1.192)

Notice that, since $R \in S_n$, the first terms in the right-hand side of (1.192) is not infinitesimal with respect to $n$. On the other hand, using again that $R \in S_n$ and that $\gamma > 1$, we get that there exists $\varepsilon > 0$ and a sequence of continuous functions $F_n^1 : S_n \to \mathbb{R}$ uniformly bounded with respect to $n$ and $R$ being such that

$$\frac{1}{Rn^{\gamma/\pi}}K_0^1(R) + \frac{1}{Rn^{\gamma/\pi}}K_0^2(R) + \frac{1}{Rn^{\gamma/\pi}}K_0^3(R) - \frac{1}{Rn^{1/\pi + \gamma}} \tilde{H}_n(R) = \frac{1}{n^\varepsilon} F_n^1(R).$$ (1.193)

As for the second term in the right-hand side of (1.192), it has a different behavior depending on the value of $\beta$. When $\beta > 1$, since by (1.121) $\tilde{h}$ is bounded, we readily get that

$$\left| \frac{n}{R} \int_0^{2\pi} \frac{\tilde{h}(|u_n|)}{|u_n|^{\gamma + \beta}} \cos t \, dt \right| \leq \frac{C}{n^{\varepsilon}},$$

then it converges uniformly to zero as $n \to +\infty$. Let now be $0 \leq \beta \leq 1$. Again by (1.121) we have that $\tilde{h}$ can be written in the form

$$\tilde{h}(s) = B + \tilde{h}(s) \quad \text{with} \quad \lim_{s \to +\infty} \frac{\tilde{h}(s)}{s^{\beta - 1}} = 0.$$

Then, using that $R \in S_n$ we get that

$$\left| \frac{n}{R} \int_0^{2\pi} \frac{\tilde{h}(|u_n|)}{|u_n|^{\gamma + \beta}} \cos t \, dt \right| \leq \left| \frac{n}{R} \int_0^{2\pi} \frac{B}{|u_n|^{\gamma + \beta}} \cos t \, dt \right| + C \int_0^{2\pi} \left| \frac{\tilde{h}(|u_n|)}{|u_n|^{\beta - 1}} \right| \, dt.$$

Thanks to the continuity of $u_n$ and $\tilde{h}$, we can find a sequence $(t_n) \subset [0, 2\pi)$ such that $|\tilde{h}(|u_n||t_n)|) = |\tilde{h}(|u_n|)|_{\infty}$. Using that $R \in S_n$, this implies that

$$\int_0^{2\pi} \left| \frac{\tilde{h}(|u_n|)}{|u_n|^{\beta - 1}} \right| \, dt \leq C |\tilde{h}(|u_n|)|_{\infty} |u_n(t_n)|_{\beta - 1} \leq C |\tilde{h}(|u_n|)|_{\infty} |u_n(t_n)|_{\beta - 1} \to 0 \quad \text{as} \ n \to +\infty.$$

As for the remaining term, arguing as in (1.189) we get that

$$\frac{n}{R} \int_0^{2\pi} \frac{B}{|u_n|^{\gamma + \beta}} \cos t \, dt = -\frac{B\gamma n}{(R^2 + 1)^{\gamma/2 + 1}} + \frac{16\pi BnR^2}{(R^2 + 1)^{2/3 + \gamma/3}} \sum_{k=2}^{\infty} c_{2k-1} \left( \frac{2k}{R^2 + 1} \right)^{2k-4},$$

where $c_k$ are the coefficients of the Taylor expansion of $(1 + x)^{-\gamma/2}$ $\gamma$. While the second term in the right-hand side converges uniformly to zero for any $\beta \in [0, 1]$, the first term is negligible only if $\beta \neq 0$. As a consequence of the previous discussion we infer that there exist two sequences of continuous functions, which we both denote as $F_n^2$ with a slight abuse of notation, such that they converge uniformly to zero as $n \to +\infty$ and

$$\frac{n}{R} \int_0^{2\pi} \frac{\tilde{h}(|u_n|)}{|u_n|^{\gamma + \beta}} \cos t \, dt \begin{cases} - \frac{F_n^2(R)}{B\gamma n} & \text{if } \beta > 0 \\ - \frac{F_n^2(R)}{(R^2 + 1)^{\gamma/2 + 1}} & \text{if } \beta = 0. \end{cases}$$ (1.194)
Setting 
\[ \tilde{A} = \begin{cases} A & \text{if } \beta > 0 \\ A+B & \text{if } \beta = 0, \end{cases} \]
and putting together (1.192), (1.193) and (1.194) we get that \( \lambda_1 = 0 \) if and only if there exists \( R \in S_n \) such that
\[
-\frac{\tilde{A}y\pi n}{(R^2+1)^{\frac{1}{2}+1}} + 2\pi = \frac{1}{n^\varepsilon} F_n^1(R) + F_n^2(R). \tag{1.195}
\]

Let be \( R = (rn)^\theta \) with \( r \in [r_0, r_1] \), where \( r_0 \) and \( r_1 \) are chosen in such a way that
\[ 2^{\frac{\pi}{2}} r_0 < \frac{\tilde{A}y}{2} \quad \text{and} \quad \frac{\tilde{A}y}{2} < r_1 \]
are satisfied, and define
\[ f_n(r) := -\frac{\tilde{A}y\pi n}{((rn)^\frac{2}{2\pi} + 1)^{\frac{1}{2}}} + 2\pi. \]

Let \( \hat{n} \) be such that \( \hat{n} \geq \bar{n} \), where \( \bar{n} \) is the value given by Proposition 1.3.3 and such that \( \hat{n}r_0 > 1 \). Then it holds that
\[
((rn)^\frac{2}{2\pi} + 1)^{\frac{1}{2}} = r_0 \hat{n} \left(1 + \frac{1}{(r_0\hat{n})^{\frac{2}{2\pi}}}\right)^{\frac{1}{2}} < \hat{n}2^{\frac{\pi}{2}} r_0 < \frac{\tilde{A}y\hat{n}}{2}. \]

Since a simple computation shows that for every \( \hat{r} \in [r_0, r_1] \) fixed, the sequence \( f_n(\hat{r}) \) is decreasing, we infer that \( f_n(r_0) \leq f_n(r) =: m_- < 0 \) for every \( n \geq \hat{n} \).

On the other hand we have that
\[ f_n(r_1) \geq -\frac{\tilde{A}y\pi}{r_1} + 2\pi =: m_+ > 0, \quad \forall n \geq \hat{n}. \]

We stress that neither \( m_- \) nor \( m_+ \) depend on \( n \). Therefore, since the sequences of functions \( \left( \frac{1}{n^\varepsilon} F_n^1 \right) \) and \( (F_n^2) \) both converge to zero uniformly with respect to \( n \), taking a bigger \( \hat{n} \) if necessary we obtain
\[ m_- < \frac{1}{n^\varepsilon} F_n^1((rn)^{\frac{2}{2\pi}}) + F_n^2((rn)^{\frac{2}{2\pi}})) < m_+, \quad \forall r \in [r_0, r_1], \forall n \geq \hat{n}. \]

As a consequence, by the intermediate value theorem we get that for every \( n \geq \hat{n} \) there exists \( r_n \in (r_0, r_1) \) such that (1.195) is satisfied, thus concluding the proof of the Proposition.

\[ \square \]

### 1.3.5 The rotational invariance

Let \( \hat{n}, \hat{M}, (R_n) \) and \( \varphi_n \) be as in Proposition 1.3.5. In this section we prove that there exists \( \hat{n} \geq \hat{n} \) such that the second Lagrange multiplier \( \lambda_2 \) associated to \( \varphi_n \) is null, thus concluding the proof of Theorem 1.3.1.

In order to do that we will exploit the rotational invariance of the energy \( E_H \). Given \( \theta \in [0, 2\pi) \) we denote a counterclockwise rotation of a vector \( v \in \mathbb{R}^2 \) as \( e^{i\theta}v = (\cos \theta, \sin \theta) \cdot v \). Recall also that \( e^{i\theta}u \cdot e^{i\theta}v = u \cdot v \).

It is immediate to see that the function \( Q_H \) defined in (1.175) satisfy \( e^{-i\theta}Q_H(e^{i\theta}p) = Q_H(p) \). Then a simple computation shows that for every function \( Y \in C^{2,\alpha}([r/2\pi n; \mathbb{R}^2]) \) the energy associated to the prescribed curvature problem, defined in (1.16), satisfies
\[
E_H(Y) = E_H(e^{i\theta}Y) \quad \text{for every } \theta \in [0, 2\pi),
\]
i.e. it is rotationally invariant.
As a consequence, taking \((1.177)\) into account, we obtain that
\[
0 = \frac{d}{d\theta} E_H(e^{i\theta} Y)
= E'_H(e^{i\theta} Y) \left( \frac{d}{d\theta} e^{i\theta} Y \right) = \int_0^{2\pi} (H(e^{i\theta} Y) - \mathcal{K}(e^{i\theta} Y)) \frac{d}{d\theta} (e^{i\theta} Y) \cdot i \frac{d}{dt} (e^{i\theta} Y) \, dt.
\]
Since both \(H\) and \(\mathcal{K}\) are rotationally invariant, we infer that for every \(Y \in C^{2,\alpha}(\mathbb{R}/2\pi n; \mathbb{R}^2)\) it holds that
\[
0 = \int_0^{2\pi} (H(Y) - \mathcal{K}(Y)) i e^{i\theta} Y \cdot i e^{i\theta} \dot{Y} \, dt = \int_0^{2\pi} (H(Y) - \mathcal{K}(Y)) Y' \cdot \dot{Y} \, dt.
\]

Taking \(Y = U_n R_n + \varphi_n \left( \frac{n-1}{n} \right) \tilde{N}_{n R_n}\), and performing the usual change of variables we obtain
\[
0 = n \int_0^{2\pi} (H(u_n + \varphi_n) - \mathcal{K}(u_n + \varphi_n)) (u_n + \varphi_n) \cdot (u_n + \varphi_n' + \varphi_n' - \gamma_n) \, dt, \tag{1.196}
\]
where \(u_n := u_{n R_n}\) and \(n_n := \tilde{N}_{n R_n}\). On one hand, by \(1.174\) we have that
\[
H(u_n + \varphi_n) - \mathcal{K}(u_n + \varphi_n) = \lambda_2 \sin t, \tag{1.197}
\]
while by direct computation we get that
\[
(u_n + \varphi_n) \cdot (\dot{u}_n + \varphi'_n + \varphi_n' - \gamma_n) = -(r_n n_n)^{\frac{n-1}{n}} \sin t + \varphi'_n u_n + \varphi_n u_n + \varphi_n u_n + \varphi_n' \gamma_n. \tag{1.198}
\]

Putting together \((1.196)\), \((1.197)\) and \((1.198)\) we obtain
\[
\lambda_2 \int_0^{2\pi} (r_n n_n)^{\frac{n-1}{n}} \sin t \, dt = \lambda_2 \left( \int_0^{2\pi} (\varphi'_n u_n + \varphi_n u_n + \delta_n) \sin t \, dt + \int_0^{2\pi} \varphi_n \varphi'_n \sin t \, dt \right)
\]
Through an integration by parts we infer that
\[
\int_0^{2\pi} (\varphi'_n u_n + \varphi_n u_n + \delta_n) \sin t \, dt = \int_0^{2\pi} (u_n \sin t) \cdot \frac{d}{dt} (\varphi_n n_n) \, dt = \int_0^{2\pi} \varphi_n (u_n + \varphi_n) \cos t \, dt,
\]

hence we get that
\[
\lambda_2 \pi = \frac{1}{(r_n n_n)^{\frac{n-1}{n}}} \left( \int_0^{2\pi} \varphi_n (u_n + \varphi_n) \cos t \, dt + \int_0^{2\pi} \varphi_n \varphi'_n \sin t \, dt \right)
\]

Since \(n \geq \tilde{n}, R_n \in S_n\) and \(\varphi_n \in B_n\), it holds that
\[
\left| \frac{1}{(r_n n_n)^{\frac{n-1}{n}}} \left( \int_0^{2\pi} \varphi_n (u_n + \varphi_n) \cos t \, dt + \int_0^{2\pi} \varphi_n \varphi'_n \sin t \, dt \right) \right| \leq C \left( \frac{1}{n^{\frac{1}{2}}} + \frac{1}{n^{\frac{2n+1}{2n}}} \right) \leq C \frac{1}{n^{\frac{1}{2}}},
\]
then there exists a bounded sequence \((T_n) \subset \mathbb{R}\) such that
\[
\pi \lambda_2 = \lambda_2 \frac{T_n}{n^{\frac{1}{2}}},
\]
Taking \(\tilde{n} \geq \tilde{n}\) such that it is satisfied
\[
\frac{T_n}{n^{\frac{1}{2}}} < \pi \quad \forall n \geq \tilde{n},
\]
we readily get that \(\lambda_2 = 0\), otherwise we will reach a contradiction. This concludes the proof Theorem 1.3.1.
Appendix: Estimates and useful formulae

Here we collect useful estimates and equalities, involving the function \( u_{n,R} \) and its derivatives, that are frequently used throughout all the present work. Since all of them are derived through basic computations, they are presented here without proof. As a byproduct, we derive Lemma A.1 and Lemma A.2, which show, respectively, the relation between the operators \( \mathcal{L}_{n,R} \) and \( \mathcal{L}_{\infty} \), and the relation between \( \varphi \mapsto \mathcal{K}(u_{n,R} + \varphi \mathbf{n}_{n,R}) \) and \( \mathcal{L}_{n,R} \).

We recall the definitions

\[
\begin{align*}
\left| u_{n,R}(t) \right| &= Re^{i \frac{t}{\pi n}} + e^{\frac{nt}{\pi}} \quad \text{and} \quad \mathbf{n}_{n,R} = \frac{i u_{n,R}}{|u_{n,R}|},
\end{align*}
\]

The following holds:

\[
\begin{align*}
\mathbf{n}_{n,R} &= \frac{i \dot{u}_{n,R}}{|u_{n,R}|} - \frac{\left( \dot{u}_{n,R} \cdot \ddot{u}_{n,R} \right) \dot{u}_{n,R}}{|u_{n,R}|^3} \quad \text{and} \quad \mathbf{\ddot{n}}_{n,R} = \frac{i \ddot{u}_{n,R}}{|u_{n,R}|} - \frac{\left( \ddot{u}_{n,R} \cdot \dddot{u}_{n,R} \right) \ddot{u}_{n,R}}{|u_{n,R}|^3} - \frac{2i \dot{u}_{n,R} \cdot \dddot{u}_{n,R}}{|u_{n,R}|^3} + \frac{3i \dot{u}_{n,R} \cdot \dddot{u}_{n,R}}{|u_{n,R}|^3} \\
\end{align*}
\]

and

\[
\begin{align*}
i \dddot{u}_{n,R} \cdot \mathbf{n}_{n,R} &= \frac{\left( \dot{u}_{n,R} \cdot \ddot{u}_{n,R} \right)^2}{|u_{n,R}|^3} + \frac{2 \dddot{u}_{n,R} \cdot \dddot{u}_{n,R}}{|u_{n,R}|^3} \\
i \dddot{u}_{n,R} \cdot \mathbf{\ddot{n}}_{n,R} &= \frac{\left( \dot{u}_{n,R} \cdot \ddot{u}_{n,R} \right)^2}{|u_{n,R}|^3} - \frac{\left( \dddot{u}_{n,R} \cdot \dddot{u}_{n,R} \right)^2}{|u_{n,R}|^3} - \frac{2i \dot{u}_{n,R} \cdot \dddot{u}_{n,R}}{|u_{n,R}|^3} + \frac{3i \dot{u}_{n,R} \cdot \dddot{u}_{n,R}}{|u_{n,R}|^3} \\
i \dddot{u}_{n,R} \cdot \mathbf{n}_{n,R} &= \frac{\left( \dot{u}_{n,R} \cdot \ddot{u}_{n,R} \right)^2}{|u_{n,R}|^3} + \frac{2 \dddot{u}_{n,R} \cdot \dddot{u}_{n,R}}{|u_{n,R}|^3} \\
i \dddot{u}_{n,R} \cdot \mathbf{\ddot{n}}_{n,R} &= \frac{\left( \dot{u}_{n,R} \cdot \ddot{u}_{n,R} \right)^2}{|u_{n,R}|^3} - \frac{\left( \dddot{u}_{n,R} \cdot \dddot{u}_{n,R} \right)^2}{|u_{n,R}|^3} - \frac{2i \dot{u}_{n,R} \cdot \dddot{u}_{n,R}}{|u_{n,R}|^3} + \frac{3i \dot{u}_{n,R} \cdot \dddot{u}_{n,R}}{|u_{n,R}|^3}
\end{align*}
\]

It is also useful to recall the following basic equalities, which hold for every \( \theta_{1}, \theta_{2} \in \mathbb{R} \):

\[
\begin{align*}
e^{i \theta_{1}} \cdot e^{i \theta_{2}} &= \sin(\theta_{2} - \theta_{1}) \\
e^{i \theta_{1}} \cdot e^{i \theta_{2}} &= \cos(\theta_{2} - \theta_{1})
\end{align*}
\]

Lemma A.1. It holds

\[
\mathcal{L}_{n,R} \to \mathcal{L}_{\infty} \quad \text{in} \quad L(C_{2\pi}^{2\alpha}, C_{2\pi}^{\alpha}) \quad \text{for all} \ R \in S_{n} \text{ as} \ n \to +\infty.
\]

Proof. Let \( n \geq n \), where \( n \) is defined in (1.125). Then for every \( n \geq n \) and \( R \in S_{n} \) the following estimates hold:

\[
\begin{align*}
\left\| \dot{u}_{n,R} \right\|^{s} - \frac{n^{s}}{(n-1)^{s}} &\leq C \frac{R}{n}, \quad \forall s > 0, \\
\left\| \dddot{u}_{n,R} \right\|^{s} - \frac{n^{s}}{(n-1)^{2s}} &\leq C \frac{R}{n^{2}}, \quad \forall s > 0, \\
\left\| \dot{u}_{n,R} \cdot \ddot{u}_{n,R} \right\| \alpha &\leq C \frac{R}{n}, \\
\left\| i \dddot{u}_{n,R} \cdot \dddot{u}_{n,R} - \frac{n^{3}}{(n-1)^{3}} \right\| \alpha &\leq C \frac{R}{n}
\end{align*}
\]
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The appearing constants depend only on \( a, b, \delta \) and \( \alpha \). By means of (A.2) and (1.153) we get that
\[
\|a_{n,R} - 1\|_{0, \alpha} \leq C \frac{R}{n}, \quad \|b_{n,R}\|_{0, \alpha} \leq C \frac{R}{n}, \quad \|c_{n,R} - 1\|_{0, \alpha} \leq C \frac{R}{n}, \tag{A.3}
\]
where \( a_{n,R}, b_{n,R} \) and \( c_{n,R} \) are defined in (1.130). The result easily follows. \( \square \)

**Lemma A.2.** Let \( \gamma > 0, 0 < a \leq b, \delta \in (0,1) \) and \( M > 0 \). There exists \( n_2(M) \geq n \) such that for every \( n \geq n_2(M) \), \( R \in S_n \) and \( \varphi \in B_{n,M} \), where \( B_{n,M} \) is defined in (1.148), the function \( \mathcal{R}_{n,R}(\varphi) \) defined in (1.131) can be explicitly expressed by means of Taylor expansions.

On the other hand, let \( n \geq n_2 \), \( R \in S_n \) be fixed. It holds that
\[
\frac{d}{d\varphi} \mathcal{K}(u_{n,R} + \varphi n_{n,R})|_{\varphi = 0} = \mathcal{L}_{n,R},
\]
that is, \( \mathcal{L}_{n,R} \) is the linearized operator of the map \( \varphi \mapsto \mathcal{K}(u_{n,R} + \varphi n_{n,R}) \) around \( \varphi = 0 \).

**Proof.** First of all we notice that
\[
|\dot{u}_{n,R} + \varphi' n_{n,R} + \varphi n_{n,R}|^2 = |\dot{u}_{n,R}|^2 + |\varphi'|^2 + |\varphi|^2 |\dot{n}_{n,R}|^2 + 2 \varphi \dot{u}_{n,R} \cdot \dot{n}_{n,R} + 2 \varphi n_{n,R} \cdot \dot{n}_{n,R}
\]
can be explicitly expressed by means of Taylor expansions. Thanks to (A.1) and (A.2) we obtain that
\[
\frac{|\varphi'|^2}{|\dot{u}_{n,R}|^2} + \frac{|\varphi|^2 |\dot{n}_{n,R}|^2}{|\dot{u}_{n,R}|^2} + 2 \varphi \frac{\dot{u}_{n,R} \cdot \dot{n}_{n,R}}{|\dot{u}_{n,R}|^2} \leq C_1(|\varphi|_{2, \alpha}^2 + |\varphi|_{2, \alpha}^2)
\]
where \( C_1 \) depends only on \( a, b, \alpha \). Let \( n_2(M) \) be such that \( n_2(M) \geq n_2 \) and for every \( n \geq n_2(M) \) and \( \varphi \in B_n \) it holds
\[
C_1(|\varphi|_{2, \alpha}^2 + |\varphi|_{2, \alpha}^2) < 1.
\]
Then, for every \( n \geq n_2(M) \) we can write the Taylor expansion
\[
|\dot{u}_{n,R} + \varphi' n_{n,R} + \varphi n_{n,R}|^3
= \frac{1}{|\dot{u}_{n,R}|^3} \left( 1 - \frac{3}{2} \left( \frac{|\varphi'|^2}{|\dot{u}_{n,R}|^2} + \frac{|\varphi|^2 |\dot{n}_{n,R}|^2}{|\dot{u}_{n,R}|^2} + 2 \varphi \frac{\dot{u}_{n,R} \cdot \dot{n}_{n,R}}{|\dot{u}_{n,R}|^2} \right) + \sum_{k=2}^{\infty} c_k \left( \frac{|\varphi'|^2}{|\dot{u}_{n,R}|^2} + \frac{|\varphi|^2 |\dot{n}_{n,R}|^2}{|\dot{u}_{n,R}|^2} + 2 \varphi \frac{\dot{u}_{n,R} \cdot \dot{n}_{n,R}}{|\dot{u}_{n,R}|^2} \right)^k \right) .
\]
On the other hand we have that
\[
\frac{\dot{i}(\dot{u}_{n,R} + \varphi n_{n,R} + \varphi' n_{n,R})}{i(\dot{u}_{n,R} + \varphi n_{n,R} + 2 \varphi' n_{n,R} + \varphi n_{n,R})}
= \dot{i} \dot{u}_{n,R} + \varphi' i \dot{u}_{n,R} \cdot n_{n,R} + \varphi i \dot{u}_{n,R} \cdot n_{n,R} + \dot{\varphi} i n_{n,R} \cdot \dot{n}_{n,R} + \dot{\varphi} i n_{n,R} \cdot \dot{n}_{n,R} + \dot{\varphi} i n_{n,R} \cdot \dot{n}_{n,R} + \varphi' \dot{n}_{n,R} + \varphi n_{n,R} \cdot \dot{n}_{n,R} + \varphi' n_{n,R} \cdot \dot{n}_{n,R} + \varphi n_{n,R} \cdot \dot{n}_{n,R}
\]
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Then we get that

\[
\mathcal{R}^1_{n,R}(\varphi) = \mathcal{K}(u_{n,R} + \varphi n_{n,R}) - \mathcal{K}(u_{n,R}) - \mathcal{L}_{n,R} \varphi \\
= \frac{1}{|\hat{u}_{n,R}|^3} (i\hat{u}_{n,R} \cdot \hat{u}_{n,R}) \left( -\frac{3}{2} \left( \frac{|\varphi'|^2}{|\hat{u}_{n,R}|^2} + \frac{|\varphi|^2 |\hat{n}_{n,R}|^2}{|\hat{u}_{n,R}|^2} \right) \\
+ \sum_{k=2}^{\infty} c_k \left( \frac{|\varphi'|^2}{|\hat{u}_{n,R}|^2} + \frac{|\varphi|^2 |\hat{n}_{n,R}|^2}{|\hat{u}_{n,R}|^2} + 2\varphi \frac{\hat{u}_{n,R} \cdot \hat{n}_{n,R}}{|\hat{u}_{n,R}|^2} \right)^k \\
+ (i\hat{u}_{n,R} \cdot (\varphi'' n_{n,R} + \varphi \hat{n}_{n,R}) + (\varphi' n_{n,R} + \varphi' \hat{n}_{n,R}) \cdot \hat{u}_{n,R}) \frac{1}{|\hat{u}_{n,R}|^3} \right)
\]

(A.4)

...thus proving the first part of the Lemma.

As for the second part, let \( v \in C^{2,0}_{2\pi} \) being such that \( |v|_{2,0} = 1 \). We want to prove that

\[
\lim_{t \to 0} \left| \frac{\mathcal{K}(u_{n,R} + tv n_{n,R}) - \mathcal{K}(u_{n,R}) - \mathcal{L}_{n,R} v}{|t|} \right| = 0.
\]

Since \( t \to 0 \), in order to evaluate \( \mathcal{K}(u_{n,R} + tv n_{n,R}) - \mathcal{K}(u_{n,R}) \) we can argue exactly as in the previous part of the proof, thus obtaining \( (A.4) \) with \( \varphi = tv \). Then

\[
\lim_{t \to 0} \left| \frac{\mathcal{K}(u_{n,R} + tv n_{n,R}) - \mathcal{K}(u_{n,R}) - \mathcal{L}_{n,R} v}{|t|} \right| = \lim_{t \to 0} \left| \frac{\mathcal{R}^1_{n,R}(tv)}{|t|} \right|,
\]

and since \( \mathcal{R}^1_{n,R}(tv) = o(t) \) as \( t \to 0 \), the conclusion readily follows. \( \square \)
Chapter 2

The fractional Brezis-Nirenberg problem

2.1 Introduction

Let \( N \in \mathbb{N} \) and \( s \in (0, 1) \) be such that \( N > 2s \), let \( \lambda > 0 \), and let \( \Omega \subset \mathbb{R}^N \) be a bounded domain with smooth boundary. Consider the following non local semilinear elliptic problem:

\[
\begin{cases}
(-\Delta)^s u = \lambda u + |u|^{2^*_s - 2} u & \text{in } \Omega, \\
u = 0 & \text{in } \mathbb{R}^N \setminus \Omega,
\end{cases}
\]

(2.1)

where \( 2^*_s := \frac{2N}{N-2s} \) is the critical fractional Sobolev exponent for the embedding of \( \mathcal{D}^s(\mathbb{R}^N) \) into \( L^{2^*_s}(\mathbb{R}^N) \), and \((-\Delta)^s\) is the s-Laplacian operator, which is defined as

\[
(-\Delta)^s u(x) := C_{N,s} P.V. \int_{\mathbb{R}^N} \frac{u(x) - u(y)}{|x - y|^{N+2s}} \, dy = C_{N,s} \lim_{\varepsilon \to 0^+} \int_{\mathbb{R}^N \setminus B_\varepsilon(x)} \frac{u(x) - u(y)}{|x - y|^{N+2s}} \, dy,
\]

where the constant \( C_{N,s} \) is given by

\[
C_{N,s} := \frac{2^{2s} \Gamma \left( \frac{N}{2} + s \right)}{\pi^s |\Gamma(-s)|}.
\]

Problem (2.1) is known as the fractional Brezis-Nirenberg problem, since in the local case the first existence result for positive solutions was given in the celebrated paper [13]. In [13], Brezis and Nirenberg overcame the difficulties due to the lack of compactness of the embedding \( H^1_0 \hookrightarrow L^{2^*_s} \), and \((-\Delta)^s\) is the s-Laplacian operator, which is defined as

\[
(\Delta)^s u(x) := C_{N,s} P.V. \int_{\mathbb{R}^N} \frac{u(x) - u(y)}{|x - y|^{N+2s}} \, dy = C_{N,s} \lim_{\varepsilon \to 0^+} \int_{\mathbb{R}^N \setminus B_\varepsilon(x)} \frac{u(x) - u(y)}{|x - y|^{N+2s}} \, dy,
\]

where the constant \( C_{N,s} \) is given by

\[
C_{N,s} := \frac{2^{2s} \Gamma \left( \frac{N}{2} + s \right)}{\pi^s |\Gamma(-s)|}.
\]

After the pioneering paper [13] many results have been obtained, concerning asymptotic analysis, multiplicity, existence and nonexistence, both of positive and of sign-changing solutions (see [4, 5, 21, 22, 29, 35, 47, 51, 52, 64, 68]). We point out that in the sign-changing case the dimension \( N = 3 \) exhibits additional difficulties: it is not known yet if there exist non radial sign-changing solutions for \( \lambda \in (0, \lambda_1(\Omega)) \). A partial answer to this question was given by Ben Ayed, El Mehdi and Pacella in [6]. Nevertheless, even in the other dimensions several interesting phenomena are observed. In fact, Atkinson, Brezis and Peletier in [4], and Adimurthi and Yadava in [2], showed with different proofs that for \( N = 4, 5, 6 \) there exists \( \lambda^*(N) > 0 \) such that, for \( \lambda \in (0, \lambda^*(N)) \), there is no radial sign-changing solution of the Brezis-Nirenberg problem in the ball. Instead, they do exist for any \( \lambda \in (0, \lambda_1(B_R)) \) if \( N \geq 7 \), as proved by Cerami, Solimini and Struwe in [22].

63
In recent years, a great attention has been devoted to studying non local equations and a natural question is if it is possible to extend the known results about semilinear elliptic problems in the fractional framework. In the case of positive solutions of the fractional Brezis–Nirenberg problem, the picture is quite clear. Servadei and Valdinoci in [70], [71], proved existence of positive solutions for Problem (2.1) and their results perfectly agree with the classical ones: if \( \lambda_{1,s} = \lambda_{1,s}(\Omega) \) is the first eigenvalue of the fractional Laplacian with homogeneous Dirichlet boundary condition, then Problem (2.1) admits a nontrivial solution whenever \( N \geq 4s \) and \( \lambda \in (0, \lambda_{1,s}) \). When \( 2s < N < 4s \) there exists \( \lambda^*_s = \lambda^*_s(\Omega) \) such that a solution of Problem (2.1) exists for \( \lambda > \lambda^*_s \), and \( \lambda \) different from the eigenvalues of the fractional Laplacian. Other interesting results have been obtained by Musina and Nazarov in [61], for the fractional Dirichlet-Laplace operator \((-\Delta)^m\), \( 0 < m < \frac{N}{2}\).

The asymptotic behavior of least energy positive solutions of Problem (2.1) (in the case of the spectral fractional Laplacian), as \( \lambda \to 0^+ \), has been studied by Choi, Kim and Lee in [23]. Even in this case the results perfectly fit with the classical ones of Han and Rey (see [47], [64]).

On the contrary, there is not much literature for sign-changing solutions (see [41]) and very few is known about their qualitative properties. In fact, even in the radial case, due to the non local interactions, there are serious difficulties when trying to determine the number of sign changes of the solutions, and this number does not correspond, in general, to the number of connected components of the nodal set (minus one). Moreover, since we deal with sign-changing solutions, no information is available about their monotonicity via the fractional moving plane method (see [23]). In addition, as pointed out in the seminal paper of Frank, Lenzmann and Silvestre [43], we cannot apply standard ODE techniques for the fractional Laplacian and this technical gap causes serious troubles.

We denote by \( X^s_0(\Omega) \) the Sobolev space of the functions \( u \in H^s(\mathbb{R}^N) \) such that \( u = 0 \) in \( \mathbb{R}^N \setminus \Omega \), endowed with the norm

\[
||u||^2_s := \frac{C_{N,s}}{2} \int_{\mathbb{R}^{2N}} \frac{|u(x) - u(y)|^2}{|x-y|^{N+2s}} \, dx \, dy,
\]

whose associated scalar product is

\[
(u, v)_s := \frac{C_{N,s}}{2} \int_{\mathbb{R}^{2N}} \frac{(u(x) - u(y))(v(x) - v(y))}{|x-y|^{N+2s}} \, dx \, dy.
\]

Weak solutions of Problem (2.1) correspond to critical points of the energy functional

\[
I(u) := \frac{1}{2} ||u||^2_s - \lambda ||u||^2_{2s} - \frac{1}{2s} ||u||^2_{2s}, \quad u \in X^s_0(\Omega),
\]

where \( | \cdot |_p \) is the standard \( L^p \)-norm for \( p \geq 1 \). Existence of radial sign-changing solutions in the ball for Problem (2.1) is granted for any \( s \in (0, 1) \), \( N > 6s \), \( \lambda \in (0, \lambda_{1,s}(B_R)) \). The proof, which is essentially the same of Cerami, Solimini and Struwe, [22], is given in Section 2.3. In view of known regularity results for the fractional Laplacian, weak solutions \( u \in X^s_0(\Omega) \) of (2.1) turn out to be of class \( C^{0,s}(\mathbb{R}^N) \) (as it follows by combining [66, Theorem 1.1] and [53, Theorem 3.2]), and this regularity is optimal. For the interior regularity in \( \Omega \) we have better results (see [66]).

In this Chapter we face with the following problems.

**Problem a:** Let \( B_R \subset \mathbb{R}^N \) be the ball of radius \( R \) centered at the origin. Consider the following simple property:

\[
(P) \quad \text{if } u \text{ is a radial solution of Problem (2.1) in } B_R \text{ and } u(0) = 0 \text{ then } u \equiv 0.
\]

It is well known that in the local case (P) holds, but in the fractional framework it is basically unknown when dealing with nodal solutions. The only result in this direction is due to Frank, Lenzmann and Silvestre, who, in [43], by using a monotonicity formula argument, showed that (P) holds for radial solutions vanishing at infinity of fractional linear equations of the kind \((-\Delta)^s u + Vu = 0 \in \mathbb{R}^N\), where \( V = V(r) \) is radial and non-decreasing, \( r = |x| \).
Unfortunately, in the case of bounded domains this argument does not work properly. In fact, let \( u \) be a radial solution of Problem (2.1) in \( B_R \) and let \( W : \mathbb{R}^{N+1}_+ \to \mathbb{R} \) be the extension of \( u \) to the upper half space \( \mathbb{R}^{N+1}_+ = \mathbb{R}^N \times \mathbb{R}_+ \) (see Subsection 2.2.4 for the definition). The function \( W \) is also known as the Caffarelli-Silvestre extension in view of their celebrated paper [17]. Recalling that \( W = W(x,y) \) is cylindrically symmetric with respect to \( x \in \mathbb{R}^N \), let us formally write the expression

\[
H(r) = d_s \int_0^{+\infty} \frac{\partial}{\partial t} \left[ W^2(r,t) - W^2_y(r,t) \right] \, dt - \frac{\lambda}{2} |u(r)|^2 - \frac{1}{2s} |u(r)|^{2s}, \quad r \geq 0,
\]

where \( d_s = \frac{1}{2s-2} \frac{\Gamma(s)}{\Gamma(1-s)} \). Then, when trying to repeat the proof of the monotonicity formula, as in the remarkable paper of Cabré and Sire (see [16, Lemma 5.4]), we cannot deduce that \( H \) is decreasing for all \( r > 0 \) because \(-d_s \lim_{y \to 0^+} y^{1-2s} W_y(r,y) = \lambda u + |u|^{2s-2} u \) just on \((0, R)\).

Now, since \( W \) is cylindrically symmetric, we have that \( W_r(0,y) \equiv 0 \) for any \( y > 0 \), and assuming that \( u(0) = 0 \) we deduce that \( H(0) \leq 0 \). But, even if \( H \) is decreasing in \((0, R)\), we have no information on the value \( H(R) = d_s \int_0^{+\infty} \frac{\partial}{\partial t} \left[ W^2(r,t) - W^2_y(r,t) \right] \, dt \), while, in [43], by proving that \( H \) is decreasing in \((0, +\infty)\), and since \( \lim_{r \to +\infty} H(r) = 0 \), \( H(0) \leq 0 \), they deduce that \( H \equiv 0 \) and \( u \equiv 0 \).

We stress that even other approaches fail in the nodal case. For example, if we try to apply the strong maximum principle, as in the version stated by Cabré and Sire in [16, Remark 4.2], assuming that \( u \geq 0 = u(0) \) in a neighborhood of the origin we must find a small positive \( \varepsilon > 0 \) such that the extension \( W \) is non negative in \( \Gamma_\varepsilon^+ = \{(x, y) \in \mathbb{R}^{N+1}_+ \mid y \geq 0, \sqrt{|x|^2 + y^2} = \varepsilon \} \). Unfortunately, if \( u \) changes sign, then also \( W \) changes sign (see Section 2.5) and it can happen that for any small \( \varepsilon > 0 \) the set \( \Gamma_\varepsilon^+ \) intersects \( \{W < 0\} \), and thus we cannot exclude that \( u(0) = 0 \). This is not surprising because, due to the non local interaction terms, we have that \( u^+, u^- \) are not weak super, sub solutions of Problem (2.1) in \((u > 0), \{u < 0\})\), respectively.

Also with the recent version of the fractional strong maximum principle stated by Musina and Nazarov in [60, Corollary 4.2], considering any subdomain of \( B_R \cap \{u \geq 0\} \), we deduce only that \( u > \inf_{\mathbb{R}^N} u \). Clearly if \( u \) is a nodal solution of Problem (2.1) we cannot exclude that \( u(0) = 0 \) and \( u \neq 0 \).

**Problem b):** Determine the number of connected components of the complement of the nodal set and the number of sign changes of least energy nodal solutions of (2.1), when \( \lambda \) is close to zero.

We say that \( u_\lambda \) is a least energy sign-changing solution of (2.1) if \( I(u_\lambda) = \inf_\mathcal{M} I \), where \( \mathcal{M} \) is the nodal Nehari set, i.e.

\[
\mathcal{M} := \{ u \in X_0^s(\Omega) \mid u^+ \neq 0, I'(u)[u^+] = 0 \}.
\]

In view of the previous discussion we remark again that the number of connected components of \( \{u_\lambda \neq 0\} \) does not correspond, in general, to the number of sign changes (plus one). Despite that, even assuming that these numbers coincide, in view of the non local interactions between the nodal components it is not possible, via standard energy arguments, to determine them. In fact, let \( u_\lambda \) be a least energy solution of Problem (2.1) and let \( K_{\lambda,i} \) be a connected component of \( \{u_\lambda \neq 0\} \). Setting

\[
u_{\lambda,i} := u_\lambda \mathbb{1}_{K_{\lambda,i}},
\]

where \( \mathbb{1}_{K_{\lambda,i}} \) is the characteristic function of \( K_{\lambda,i} \), then, from \( I'(u_\lambda)[u_{\lambda,i}] = 0 \) we have

\[
\|u_{\lambda,i}\|_2^2 + (u_{\lambda,i}, u_\lambda - u_{\lambda,i})_s = \lambda |u_{\lambda,i}|_{2,K_{\lambda,i}}^2 + |u_{\lambda,i}|_{2s,K_{\lambda,i}}^{2s},
\]

and by a simple computation we see that

\[
(u_{\lambda,i}, u_\lambda - u_{\lambda,i})_s = -C_{n,s} \int_{\mathbb{R}^{2N}} \frac{u_{\lambda,i}(x)(u_\lambda(y) - u_{\lambda,i}(y))}{|x-y|^{N+2s}} \, dx \, dy.
\]
Even if it is not difficult to show that \( \|u_\lambda\|_1^2 \rightarrow 2S_1^{N/2s} \), as \( \lambda \rightarrow 0^+ \), where \( S_1 \) is the best fractional Sobolev constant (see \((2.34)\)), we do not have any information about the limit value of \((2.22)\) nor on its sign. In particular, the presence of this interaction term between \( u_{i,\lambda} \) and the other nodal components does not allow us to replicate the proof of Ben Ayed, El Mehdi and Pacella (see \([5, Proof of Theorem 1.1]\)). In fact, in the local case, by using Poincaré and Sobolev inequalities, one can deduce that

\[
\int_{K_{i,\lambda}} |\nabla u_{i,\lambda}|^2 \geq (1 + o(1)) S_1^{N/2},
\]

and being \( \|u_\lambda\|_1^2 \rightarrow 2S_1^{N/2} \) it follows that \( u_\lambda \) cannot have more than two nodal components.

**Problem c)**: Determine the asymptotic profile of least energy nodal solutions of \((2.1)\) as \( \lambda \rightarrow 0^+ \).

The aim of this Chapter is to contribute to Problem a), Problem b) and Problem c) in the case of least energy nodal radial solutions of the fractional Brezis–Nirenberg problem in the ball.

Our results are the following:

**Theorem 2.1.1.** Let \( N > 6s, s \in (\frac{1}{2}, 1) \) and let \( R > 0 \). There exists \( \bar{\lambda} > 0 \) such that for any \( \lambda \in (0, \bar{\lambda}) \), any least energy sign-changing radial solution \( u_\lambda \) to \((2.1)\) in \( B_R \) does not vanish at zero.

**Theorem 2.1.2.** Let \( N > 6s, s \in (0, 1) \) and let \( R > 0 \). There exists \( \hat{\lambda}_s > 0 \) such that, for any \( \lambda \in (0, \hat{\lambda}_s) \), any least energy sign-changing radial solution \( u_{s,\lambda} \) to \((2.1)\) in \( B_R \) changes sign at most twice. Moreover, the zeros of \( u_{s,\lambda} = u_{s,\lambda}(r) \) in \( (0, R) \) coincide with its nodes, i.e. with the sign-changes of \( u_{s,\lambda} \). More precisely, one and only one of the following hold:

(a) if \( u_{s,\lambda} \) changes sign twice then it vanishes in \([0, R)\) only at the nodes,

(b) if \( u_{s,\lambda} \) changes sign once then it vanishes in \((0, R)\) only at the node and it can vanish also at the origin.

**Theorem 2.1.3.** Let \( N \geq 7 \) and let \( R > 0 \). There exist \( \hat{\lambda} > 0 \) such that for any \( \lambda \in (0, \hat{\lambda}) \) there exists \( \bar{s} \in (0, 1) \) such that for any \( s \in (\bar{s}, 1) \), any least energy sign-changing radial solution \( u_\lambda \) to \((2.1)\) in \( B_R \) changes sign exactly once.

**Theorem 2.1.4.** Let \( N > 6s, s \in (\frac{1}{2}, 1) \) and let \( R > 0 \). Let \( (u_\lambda) \) be a family of least energy sign-changing radial solutions to \((2.1)\) in \( B_R \), such that \( u_\lambda(r) \) changes sign exactly once in \((0, R)\) for all sufficiently small \( \lambda > 0 \). Assume, without loss of generality, that \( u_\lambda \geq 0 \) in a neighborhood of the origin, and set \( M_{\lambda,\pm} := \|u_\lambda\|_1 \). Then:

i) \( M_{\lambda,\pm} \rightarrow +\infty \) as \( \lambda \rightarrow 0^+ \),

ii) denoting by \( r_\lambda \in (0, R) \) the node of \( u_\lambda \) and by \( s_\lambda \in (r_\lambda, R) \) any point where \( u_\lambda = u_\lambda(r) \) achieves \(-M_{\lambda,-} \) we have \( r_\lambda, s_\lambda \rightarrow 0 \) as \( \lambda \rightarrow 0^+ \),

iii) \( \frac{M_{\lambda,+}}{M_{\lambda,-}} \rightarrow +\infty \) as \( \lambda \rightarrow 0^+ \),

iv) setting \( \beta := \frac{2}{N-2s} \), then the rescaled function

\[
\tilde{u}_\lambda^+(x) := \frac{1}{M_{\lambda,+}^{\beta}} u_\lambda^+ \left( \frac{x}{M_{\lambda,+}^{\beta}} \right), \quad x \in \mathbb{R}^N,
\]

converges in \( C^{0,\alpha}_{loc}(\mathbb{R}^N) \), as \( \lambda \rightarrow 0^+ \), for some \( \alpha = \alpha(s) \in (0, 1) \), to the fractional standard bubble \( U_s \) in \( \mathbb{R}^N \) centered at 0 and such that \( U_s(0) = 1 \).
Theorem 2.1.1 is a consequence of a more general result, which ensures that $u_\lambda(0)$ is bounded away from zero, by a constant which is uniform with respect to $\lambda$. The idea is to argue by contradiction and to construct a family of rescaled functions $\tilde{u}_\lambda$ such that $\tilde{u}_\lambda(0) \to 0$ as $\lambda \to 0^+$. By a standard argument $\tilde{u}_\lambda$ converges, in compact subsets of $\mathbb{R}^N$, to a solution $\tilde{u}$ of the fractional critical problem $(-\Delta)^s u = |u|^{2^*_s-2} u$ in $\mathbb{R}^n$. Then, by energy considerations and the fractional strong maximum principle, we deduce that $\tilde{u}$ has to be positive in $\mathbb{R}^N$, contradicting that $\tilde{u}(0) = 0$.

The proofs of Theorem 2.1.2 and Theorem 2.1.3 rely on the combination of several tools. The first step is to prove that the number of the nodal components of the extension $W$ is two. This is done by arguing as in the papers [42], [43]. Then, exploiting the radiality of the solutions, we prove that our solutions change sign at most twice. In view of this information, Theorem 2.1.2 follows from a topological argument based on the Jordan’s curve theorem, the fractional strong maximum principle and on a nice result of Fall and Felli (see [39, Theorem 1.4]) which ensures that our solutions cannot vanish in a set of positive measure.

For Theorem 2.1.3, the fundamental step is to argue by contradiction and to prove that if two nodes exist for $s$ close to 1 then they persist for the limit profile. This is done by performing an asymptotic analysis of the nodes of the solutions when $s \to 1^-$, fine energy estimates, a quite complex technical result (see the Appendix, Theorem A.6) and the strong maximum principle for the standard Laplacian. At the end, it is not difficult to prove that the limit function is a nodal solution of the classical Brezis–Nirenberg problem and it is of least energy, and thus we get a contradiction since such solutions change sign exactly once.

We point out that the restriction to $N \geq 7$ is essential for the result because existence of sign-changing radial solutions in the ball for the classical Brezis–Nirenberg problem, when $\lambda$ is close to 0, holds only for $n \geq 7$ (see [4], [2], [22]).

The proof of Theorem 2.1.4 is based on the analysis of rescaled functions. We observe that statement iii) strongly relies on the fact that $u_\lambda$ possesses exactly one node. In fact, assuming that $u_\lambda$ has at least two nodes, even if we still have that $u^+_s$ and $u^-_s$ carry the same energy as $\lambda \to 0^+$, the energy spreading between the components of $\{u_\lambda > 0\}$, which are at least two, does not allow us to establish the leading term between $M_{k+}$ and $M_{k-}$.

We point out that no information about the limit profile of suitable rescalings of $u^+_s$ is provided. The reason is that, differently from the results of [49], $u^+_{s_0}$ is not a solution of Problem (2.1) in $\{u_\lambda < 0\}$, and we cannot apply ODE techniques. Finally, the restriction $s > \frac{1}{2}$ is technical because we make use intensively of the fractional Strauss inequality, as in the version stated in [24 Proposition 1], and it is known that such inequality fails for the values $0 < s \leq \frac{1}{2}$ (see [24 Remark 2, Remark 4]).

As a final remark, we point out that our proofs work, with slightly adjustments, for fractional semilinear problems with subcritical nonlinearities.

This Chapter is organized as follows: in Section 2.2 we recall some known results about the fractional framework and in Section 2.3 we prove the existence of radial solutions of Problem (2.1) in the ball. In Section 2.4 we prove some preliminary results about the asymptotic analysis of the energy as $\lambda \to 0^+$, and in Section 2.5 we study the nodal set of the extension. In Section 2.6 we provide uniform bounds, with respect to the parameter $s$, for the $L^\infty$-norm and the energy of the solutions. Finally in Sections 2.7, 2.8, 2.9, 2.10 we prove, respectively, Theorem 2.1.1, Theorem 2.1.2, Theorem 2.1.3 and Theorem 2.1.4. In the Appendix we prove some technical results and Theorem A.6.

Notation. The constant $\omega_N$ denotes the $N$-dimensional measure of the unit sphere $S^N$. We denote by $B_R(x_0)$ the ball centered in $x_0 \in \mathbb{R}^N$ with radius $R > 0$. If $x_0 = 0$ we simply write $B_R$. Let $\Omega$ be a domain in $\mathbb{R}^N$, we denote by

$$|u|_p = \left( \int_\Omega |u|^p \, dx \right)^{\frac{1}{p}}$$

the usual $L^p(\Omega)$ norm, for $p \in [1, \infty)$, and by $|u|_\infty$ the standard norm in $L^\infty(\Omega)$. Moreover, for $k \in \mathbb{N}$,
\( \alpha \in (0, 1) \) we set
\[
|D^k u|_{\infty; \Omega} := \sup_{\gamma \in \mathbb{N}^N} \sup_{x \in \Omega} |D^\gamma u(x)|,
\]
\[
[u]_{k, \alpha; \Omega} := \sup_{\gamma \in \mathbb{N}^N} \sup_{x, y \in \Omega} \frac{|D^\gamma u(x) - D^\gamma u(y)|}{|x - y|^\alpha}
\]
so that
\[
\|u\|_{k, \alpha; \Omega} := \sum_{j=0}^k |D^k u|_{\infty; \Omega} + [u]_{k, \alpha; \Omega}
\]
denotes the standard norm in \( C^{k, \alpha}(\bar{\Omega}) \). If \( \Omega = \mathbb{R}^N \) we omit the subscript in the above norms.

### 2.2 Preliminary results

In this section we present some well known results about fractional Sobolev spaces (Subsection 2.2.1 and 2.2.2), the regularity of the solutions of fractional problems (Subsection 2.2.3) and the extension properties for the fractional Laplacian (Subsection 2.2.4), which are extensively used through all the Chapter.

#### 2.2.1 Functional framework

Let \( \Omega \) be a bounded domain. In Section 2.1 we have introduced the Sobolev spaces \( X^s_0(\Omega) \), for \( s \in (0, 1) \). A weak solution for (2.1) is defined as a function \( u \in X^s_0(\Omega) \) such that
\[
(u, \varphi)_s = \lambda \int_{\Omega} u \varphi \, dx + \int_{\Omega} |u|^{2^*_s - 2} u \varphi \, dx
\]
holds for every \( \varphi \in X^s_0(\Omega) \). Recalling that \( C_0^\infty(\mathbb{R}^N) \) is a dense subspace of \( X^s_0(\Omega) \), it suffices to verify the previous relation for all \( \varphi \in C_0^\infty(\mathbb{R}^N) \).

We introduce also the homogeneous Sobolev spaces \( \mathcal{D}^s(\mathbb{R}^N) \), defined as the completion of \( C_0^\infty(\mathbb{R}^N) \) with respect to the norm \( \| \cdot \|_s \). When \( N > 2s \), it holds that \( \mathcal{D}^s(\mathbb{R}^N) \hookrightarrow L^{2^*_s}(\mathbb{R}^N) \) and also the usual Sobolev and Rellich-Kondrakov embeddings hold true (see [37, Theorem 6.7, Corollary 7.2]): for all \( p \in [1, 2^*_s) \) we have
\[
X^s_0(\Omega) \hookrightarrow L^p(\Omega),
\]
\[
\mathcal{D}^s(\mathbb{R}^N) \hookrightarrow L^p_{loc}(\mathbb{R}^N),
\]
and the embeddings are compact for \( 1 \leq p < 2^*_s \). To clarify the connection between the fractional Laplacian and the classic Laplacian we mention the following asymptotic results.

**Proposition 2.2.1.** For any \( N > 1 \), the following statements hold:
\[
\lim_{s \to 1^-} \frac{C_{N,s}}{s(1 - s)} = \frac{4N}{\omega_{N-1}},
\]
\[
\lim_{s \to 0^+} \frac{C_{N,s}}{s(1 - s)} = \frac{2}{\omega_{N-1}}.
\]
Moreover, we have that
\[
\lim_{s \to 1^-} \|u\|_2^2 = |\nabla u|_2^2 \quad \forall u \in H^1(\mathbb{R}^N),
\]
\[
\lim_{s \to 0^+} \|u\|_2^2 = |u|_2^2 \quad \forall u \in \bigcup_{0 < s < 1} H^s(\mathbb{R}^N).
\]
In order to simplify the presentation of some statements, with a slight abuse of notation, we will denote by \((-\Delta)^{1}\) the usual Laplace operator \(-\Delta\) and with \(\|u\|_2^2 = |\nabla u|^2\) the usual \(H^1\)-seminorm. We also recall that the fractional Laplacian and the fractional Sobolev spaces \(H^s(\mathbb{R}^N)\) can be equivalently defined via the Fourier transform. In particular, given \(s > -\frac{N}{2}\) and \(u : \mathbb{R}^N \to \mathbb{R}\) we can formally define
\[
(-\Delta)^s u := \mathcal{F}^{-1}(|\xi|^{2s} \mathcal{F} u)
\]
and
\[
\|u\|_s^2 := \int_{\mathbb{R}^N} |\xi|^{2s} |\mathcal{F} u|^2 \, d\xi.
\]
When \(s \in (0, 1)\) these definition are equivalent to the standard ones (see [37, Proposition 3.3, Proposition 3.4]).

Next result is known (see [9, Lemma 3.5]), nevertheless we give here the proof in order to underline the independence of the constant appearing in the statement from the parameter \(s\).

**Lemma 2.2.2.** Let \(\varphi \in C^\infty_c(\mathbb{R}^N)\), and let \(\Omega_\varphi = \text{supp } \varphi\). There exists \(C = C(n, \Omega_\varphi) > 0\) such that for every \(s \in (0, 1)\) it holds
\[
|(-\Delta)^s \varphi(x)| \leq C |\varphi|_\infty + |D^2 \varphi|_\infty \frac{1}{(1 + |x|)^{n+2s}} \quad \forall x \in \mathbb{R}^N.
\]

**Proof.** Since \(\Omega_\varphi\) is bounded, there exists \(R > 0\) such that \(\Omega_\varphi \subset B_R\) and \(\text{dist}(\Omega_\varphi, R) = 1\). When \(x \notin B_R\), we have that
\[
|(-\Delta)^s \varphi(x)| \leq C_{N,s} P.V. \int_{\mathbb{R}^N} \frac{|\varphi(y)|}{|x - y|^{N+2s}} \, dy = C_{N,s} \int_{\Omega_\varphi} \frac{|\varphi(y)|}{|x - y|^{N+2s}} \, dy.
\]
where in the last equality we have taken rid of the principal value since for every \(y \in \Omega_\varphi\) it holds that \(|x - y| \geq 1\). Moreover, here \(1 + |x| \leq (R + 1)|x - y|\), and hence
\[
|(-\Delta)^s \varphi(x)| \leq C_{N,s} \left(\frac{R + 1}{1 + |x|}\right)^{N+2s} \int_{\Omega_\varphi} |\varphi(y)| \, dy \leq C(N, \Omega_\varphi) \frac{|\varphi|_\infty}{(1 + |x|)^{N+2s}},
\]
where we used the fact that \(C_{N,s}\) is uniformly bounded for \(s \in [0, 1]\) thanks to Proposition 2.2.1.

Now, let us fix \(x \in B_R\). Writing the fractional Laplacian in the alternative form (see [37, Lemma 3.2]) we have that
\[
(-\Delta)^s \varphi(x) = -\frac{C_{N,s}}{2} \int_{\mathbb{R}^N} \frac{\varphi(x + y) + \varphi(x - y) - 2 \varphi(x)}{|y|^{N+2s}} \, dy.
\]
In addition, since \(\varphi \in C^\infty_c(\mathbb{R}^N)\) we can write \(\varphi(x + y) + \varphi(x - y) - 2 \varphi(x) \leq 2|D^2 \varphi|_\infty |y|^2\), and thus we get that
\[
|(-\Delta)^s \varphi(x)| \leq \frac{C_{N,s} a_{N}}{2} \left(4|\varphi|_\infty \int_1^{\infty} \rho^{-1-2s} \, d\rho + |D^2 \varphi|_\infty \int_0^1 \rho^{-1+2(1-s)} \, d\rho\right) = C_1(N) \left(\frac{C_{N,s}}{s} + \frac{C_{N,s}}{1 - s}\right) \leq C_2(N) |\varphi|_\infty + |D^2 \varphi|_\infty
\]
where the last inequality follows from Proposition 2.2.1. Hence, recalling that \(|x| \leq R\), we have
\[
|(-\Delta)^s \varphi(x)| \leq \frac{C_2(N)}{(1 + |x|)^{N+2s}} (|\varphi|_\infty + |D^2 \varphi|_\infty) \leq \frac{C_3(N, \Omega_\varphi)}{(1 + |x|)^{N+2s}} (|\varphi|_\infty + |D^2 \varphi|_\infty),
\]
as desired. The proof is complete. \(\square\)
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A consequence of Lemma 2.2.2 is the following useful result.

**Lemma 2.2.3.** Let \( u \in \mathcal{D}^s(\mathbb{R}^N) \) and \( \varphi \in C_c^\infty(\Omega) \). Then

\[
(u, \varphi)_s = \int_{\mathbb{R}^N} u(-\Delta)^s \varphi \, dx.
\]

**Proof.** Let us set \((-\Delta)^s u(x) := C_{N,s} \int_{\mathbb{R}^N} \frac{\varphi(x+y) + \varphi(x-y) - 2\varphi(x)}{|y|^{N+2s}} 1_{\mathbb{R}^N \setminus B_\varepsilon(x)}(y) \, dy \). By definition and since \( \varphi \) is smooth we have

\[
\lim_{\varepsilon \to 0^+} (-\Delta)^s \varphi(x) = (-\Delta)^s \varphi(x).
\]

Notice that also in this case it holds that

\[
(-\Delta)^s \varphi(x) = -\frac{C_{N,s}}{2} \int_{\mathbb{R}^N} \frac{\varphi(x+y) + \varphi(x-y) - 2\varphi(x)}{|y|^{N+2s}} 1_{\mathbb{R}^N \setminus B_\varepsilon(x)}(y) \, dy,
\]

and arguing as in Lemma 2.2.2 we get that

\[
|(-\Delta)^s \varphi(x) u(x)| \leq C(N, \Omega, \varphi) \frac{|u(x)|}{(1 + |x|)^{N+2s}},
\]

where \( C \) does not depend on \( \varepsilon \).

Since \( u \in \mathcal{D}^s(\mathbb{R}^N) \), we have

\[
\left| \int_{\mathbb{R}^N} \frac{|u(x)|}{(1 + |x|)^{N+2s}} \, dx \right| = \left| u \right|_{s}^{N+2s} \left( \int_{\mathbb{R}^N} \frac{1}{(1 + |x|)^{2N}} \, dx \right)^{\frac{N+2s}{2N}} < +\infty,
\]

and applying Lebesgue’s dominated convergence theorem we get

\[
\int_{\mathbb{R}^N} u(-\Delta)^s \varphi \, dx = \lim_{\varepsilon \to 0^+} \int_{\mathbb{R}^N} u(-\Delta)^s \varphi \, dx.
\]

Now, since the singular kernel that appears in the definition of the fractional Laplacian is symmetric, we can easily check that

\[
C_{N,s} \int_{\{x-y| > \varepsilon\}} \frac{\varphi(x) - \varphi(y)}{|x-y|^{N+2s}} u(x) \, dx \, dy
= \frac{C_{N,s}}{2} \int_{\{x-y| > \varepsilon\}} \frac{(u(x) - u(y))(\varphi(x) - \varphi(y))}{|x-y|^{N+2s}} \, dx \, dy.
\]

Since the Gagliardo seminorm of \( u \) and \( \varphi \) are finite, the right-hand side of (2.3) is finite and we can apply Fubini’s theorem on the left-hand side. Moreover, the right-hand side of (2.3) goes to \((u, \varphi)_s\) as \( \varepsilon \to 0^+ \) and thus we obtain that

\[
\int_{\mathbb{R}^N} u(-\Delta)^s \varphi \, dx = \lim_{\varepsilon \to 0^+} \int_{\mathbb{R}^N} u(-\Delta)^s \varphi \, dx
= \lim_{\varepsilon \to 0^+} \frac{C_{N,s}}{2} \int_{\{x-y| > \varepsilon\}} \frac{(u(x) - u(y))(\varphi(x) - \varphi(y))}{|x-y|^{N+2s}} \, dx \, dy = (u, \varphi)_s,
\]

and the proof is complete.\( \square \)
2.2.2 Fractional Sobolev constant and Dirichlet eigenvalues

Let us recall the definition of the best Sobolev constant for the embedding $D^s(\mathbb{R}^N) \hookrightarrow L^2_s(\mathbb{R}^N)$,

$$S_s := \inf_{u \in D^s(\mathbb{R}^N) \setminus \{0\}} \frac{\|u\|_2^2}{\|u\|_{2_s}^2}. \quad (2.4)$$

The value of $S_s$ is explicitly known, and we have also an explicit expression for the minimizers.

**Theorem 2.2.4** ([31] Theorem 1.1). Let $N > 2s$. Then for every $u \in D^s(\mathbb{R}^N)$ it holds

$$S_s \|u\|^2_2 \leq \|u\|_s^2, \quad (2.5)$$

where

$$S_s = 2^{2s} \pi^s \frac{\Gamma \left( \frac{N+2s}{2} \right)}{\Gamma \left( \frac{N-2s}{2} \right) \Gamma \left( \frac{N}{2} \right)}^{\frac{N}{2s}}. \quad (2.6)$$

The equality in (2.5) is achieved only by functions of the family

$$k \frac{1}{(\mu^2 + |x-x_0|^2)^{N-2s}},$$

where $k \in \mathbb{R}$, $\mu > 0$ and $x_0 \in \mathbb{R}^N$.

**Remark 2.2.5.** The function $f : [0, 1] \rightarrow \mathbb{R}^+$, $s \mapsto S_s$, is continuous. In particular, there exist two positive constants $S, \tilde{S} > 0$ such that $S \leq S_s \leq \tilde{S}$ for all $s \in [0, 1]$.

**Remark 2.2.6.** If we take

$$k = k_\mu := \left[ \frac{\tilde{S}}{S_s} \frac{\mu^N}{\int_{\mathbb{R}^N} \frac{1}{(1+|x|^2)^N} \, dx} \right]^{\frac{1}{2s}}$$

then the functions

$$U_{x_0,\mu}^s(x) := k_\mu \frac{1}{(\mu^2 + |x-x_0|^2)^{N-2s}}, \quad (2.6)$$

also known as “standard bubbles”, satisfy the equation

$$(-\Delta)^s U_{x_0,\mu}^s = U_{x_0,\mu}^{2s-1}$$

for all $\mu > 0$, $x_0 \in \mathbb{R}^N$ and

$$\|U_{x_0,\mu}^s\|^2 = \|U_{x_0,\mu}^{2s-1}\|^2 = S_s^{\frac{N}{2s}}.$$
where all the constants are positive and depend on $N$, $\mu$, $x_0$, $\rho$ and $s$. In addition, if we fix $0 < s_0 < s_1 \leq 1$ then when $N > 4s_1$ the appearing constants are uniformly bounded with respect to $s \in (s_0, s_1)$.

**Proof.** The proof of the estimates is contained in [69 Proposition 12] and [71 Proposition 21, 22]. For the second part we observe that for fixed $0 < s_0 < s_1 \leq 1$ and $N > 4s_1$, being $S_s$ uniformly bounded and since we use the normalizing constant $C_{N,s}$ in the definition of $\| \cdot \|_s$ then, thanks to Proposition 2.2.1 and by elementary computations, we see that the constant appearing in the proof of the aforementioned propositions are uniformly bounded with respect to $s \in (s_0, s_1)$.

Another quantity which plays a central role is the first eigenvalue of the $s$-Laplacian under homogeneous Dirichlet conditions, whose variational characterization is given by

$$
\lambda_{1,s} := \inf_{u \in X_0^s(\Omega) \setminus \{0\}} \frac{\|u\|_{s}^2}{\|u\|_2^2}.
$$

We also recall the fractional Poincaré inequality (see e.g., [11 Proposition 2.7])

**Proposition 2.2.8.** Let $\Omega \subset \mathbb{R}^N$ be an open bounded set and $s \in (0, 1)$. Then for every $u \in X_0^s(\Omega)$ it holds that

$$
C \|u\|_2^2 \leq \|u\|_s^2
$$

where $C = \tilde{C} \frac{C_{N,s}}{(N-1)(\text{diam}(\Omega))^{1-s}} > 0$ and $\tilde{C} > 0$ depends only on $N$.

**Remark 2.2.9.** As a consequence of Proposition 2.2.1 we deduce that the constant of the Poincaré inequality is uniformly bounded when $s$ is close to one. This implies that for every $s_0 \in (0, 1)$ it holds that

$$
\lambda(s_0) := \inf_{s \in [s_0, 1]} \lambda_{1,s} > 0.
$$

Moreover, thanks to Lemma 2.2.2 and Lemma 2.2.3 we have

$$
\overline{\lambda} := \sup_{s \in (0,1)} \lambda_{1,s} < \infty.
$$

### 2.2.3 Regularity of solutions

We collect here some regularity results that will be used through the Chapter.

**Theorem 2.2.10 ([53 Theorem 3.2]).** Let $\Omega \subset \mathbb{R}^N$ be a bounded $C^{1,1}$ domain. Let $f : \Omega \times \mathbb{R} \to \mathbb{R}$ be a Carathéodory function such that

$$
|f(x,t)| \leq \alpha(1 + |t|^{q-1}) \quad \text{a.e. in } \Omega \text{ and for all } t \in \mathbb{R}
$$

with $\alpha > 0$ and $1 \leq q \leq 2^*_s$. Then, for every weak solution $u \in X_0^s(\Omega)$ of

$$
\begin{cases}
(-\Delta)^s u = f(x,u) & \text{in } \Omega, \\
u = 0 & \text{in } \mathbb{R}^N \setminus \Omega,
\end{cases}
$$

we have $u \in L^{\infty}(\Omega)$.

**Proposition 2.2.11 ([66 Corollary 2.4, Corollary 2.5]).** Assume that $u \in C^{\infty}(\mathbb{R}^N)$ is a solution of $(-\Delta)^s u = g$ in $B_2$. Let $\beta > 0$ with $\beta = k + \alpha$ with $k \in \mathbb{N}$ and $\alpha \in (0, 1)$.

(i) Assume that $\beta \in (0, 2s)$. Then we get that

$$
\|u\|_{k,\alpha, B_1^{1/2}} \leq C \left( |g|_{\infty;B_2} + |u|_{\infty;B_2} + \int_{\mathbb{R}^N} \frac{u(x)}{(1 + |x|)^{N+2s}} \right)
$$

where the constant $C > 0$ depends only on $N$, $s$ and $\beta$. 
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(ii) Assume that neither $\beta$ nor $\beta + 2s$ is an integer. Then, denoting $\beta + 2s = k' + \alpha'$, with $k' \in \mathbb{N}$ and $\alpha' \in (0, 1)$, we get that
\[
\|u\|_{k',\alpha';B_{1/2}} \leq C \left( \|g\|_{k,\alpha;B_2} + \|u\|_{k,\alpha;B_2} + \int_{\mathbb{R}^N} \frac{u(x)}{(1 + |x|)^{N+2s}} \right)
\]
where the constant $C > 0$ depends only on $N$, $s$ and $\beta$.

Remark 2.2.12. Let $s_0 \in (0, 1)$ and $s \in (s_0, 1)$. As pointed out in [38] Lemma 2.2, [16] Lemma 4.4 and recalling that Proposition 2.2.11 is a consequence of [73] Proposition 2.8, Proposition 2.9, we obtain that for suitable choices of $s_0$ and $\beta$, the appearing constants in Proposition 2.2.11 are uniformly bounded in $s$. In particular, this is true if we take $s_0 > 0$, $\beta = s$ in (i), and $s_0 > \frac{7}{3}$, $\beta = s$ in (ii). Moreover, a careful analysis of the proof shows that the hypothesis $u \in C^\infty(\mathbb{R}^N)$ is purely technical, and both results hold true as soon as the right hand side is finite. More precisely, after a standard covering argument, Proposition 2.2.11 can be restated in the following way:

Let $\Omega \subset \mathbb{R}^N$ be a domain. Let $u \in \mathcal{D}^s(\mathbb{R}^N) \cap L^\infty(\mathbb{R}^N)$ be a weak solution of $(-\Delta)^s u = g$ in $\Omega$. Then for every $K' \subset \subset K \subset \subset \Omega$ the following hold:

(a) Let $s_0 \in (0, 1)$ and $s \in [s_0, 1)$. Assume that $g \in L^\infty(\Omega)$. Then $u \in C^{0,s}(K')$ and it holds that
\[
\|u\|_{0,s;K'} \leq C(\|u\|_\infty + \|g\|_\infty,K'),
\]
for a constant $C > 0$ depending on $n$, $K$, $K'$ and $s_0$.

(b) Let $s_0 \in \left(\frac{2}{3}, 1\right)$ and $s \in [s_0, 1)$. Assume that $g \in C^{0,s}(\Omega)$. Then $u \in C^{2,3s-2}(K')$. Moreover,
\[
\|u\|_{2,3s-2;K'} \leq C(\|u\|_\infty + \|g\|_{0,s;K}),
\]
for a constant $C > 0$ depending only on $n$, $K$, $K'$ and $s_0$.

Remark 2.2.13. Let $s_0 \in (0, 1)$, let $(s_j) \subset [s_0, 1)$ and let $(\Omega_j)$ be a family of domains such that $\Omega_j \subset \Omega_{j+1}$, which invades $\mathbb{R}^N$ as $j \to +\infty$. Assume now that $(u_j)$ and $(g_j)$ are two families such that $u_j \in H^s(\mathbb{R}^N) \cap L^\infty(\mathbb{R}^N)$ and $g_j \in L^\infty(\mathbb{R}^N)$, which satisfy in the weak sense $(-\Delta)^s u_j = g_j$ in $\Omega_j$. Then fixing two compact sets $K_1 \subset \subset K_2 \subset \subset \mathbb{R}^N$, we have that $u_j$ satisfy $(-\Delta)^s u_j = g_j$ definitely in $K_2$. Thus, by point (a) of Remark 2.2.12 we get that
\[
\|u_j\|_{0,s_j;K_1} \leq C(\|u_j\|_\infty + \|g_j\|_{0,s;K_2})
\]
where $C > 0$ depends only on $s_0$, $K_1$ and $K_2$.

If $(u_j)$ and $(g_j)$ are uniformly bounded in $L^\infty(\mathbb{R}^N)$, this implies that $\|u_j\|_{0,s_0;K_1} \leq C$ where $C$ does not depend on $j$. Hence, thanks to [44] Lemma 6.36 we have that
\[
u_j \to u \quad \text{in } C^{0,\alpha}(K_2)
\]
for any fixed $\alpha < s_0$. If in addition $s_0 > \frac{7}{3}$ and there exists $C$ such that $\|g_j\|_{0,s_j;K_2} \leq C$, with the same argument as before and using (b) of Remark 2.2.12 we can prove that,
\[
\|u_j\|_{2,3s_0-2;K_1} \leq C \quad \text{and} \quad u_j \to u \quad \text{in } C^{2,\alpha}(K_2)
\]
for any fixed $\alpha < 3s_0 - 2$.

Theorem 2.2.14 ([66] Proposition 1.1, Theorem 1.2). Let $\Omega$ be a bounded $C^{1,1}$ domain, $g \in L^\infty(\Omega)$, let $u$ be a solution of
\[
\begin{cases}
(-\Delta)^s u = g & \text{in } \Omega, \\
u = 0 & \text{in } \mathbb{R}^N \setminus \Omega,
\end{cases}
\]
and $\delta(x) := \text{dist}(x, \partial\Omega)$. Then the following holds.
i) $u \in C^s(\mathbb{R}^N)$,

ii) the function $\frac{u}{\delta^s_{\Omega}}$ can be continuously extended to $\overline{\Omega}$. Moreover, we have $\frac{u}{\delta^s_{\Omega}} \in C^s(\overline{\Omega})$ and

$$\left\| \frac{u}{\delta^s_{\Omega}} \right\|_{0,\alpha,\overline{\Omega}} \leq C|g|_{C^0(\Omega)}$$

for some $\alpha > 0$ satisfying $\alpha < \min\{s, 1 - s\}$. The constant $\alpha$ and $C$ depend only on $\Omega$ and $s$.

**Remark 2.2.15.** The constant $C$ appearing in Theorem 2.2.14 is not, in general, bounded as $s \to 1^-$.

### 2.2.4 Extension properties for the fractional Laplacian

We introduce now the extension properties of $\mathcal{D}^s(\mathbb{R}^N)$ functions. All results are well known, in particular we follow the approach of [42] and [43], were all the following definitions and theorems can be found.

Let $s \in (0, 1)$ and $N > 2s$. We set $\mathbb{R}^{N+1}_+ := \mathbb{R}^N \times \mathbb{R}_+$, we write $z \in \mathbb{R}^{N+1}_+$ as $z = (x, y)$ where $x \in \mathbb{R}^N$ and $y > 0$, and we set $|z| = |(x, y)| := \sqrt{x^2 + y^2}$. We define $\mathcal{D}^{1,s}(\mathbb{R}^{N+1}_+)$ as the completion of $C_c^\infty(\mathbb{R}^{N+1}_+)$ with respect to the quadratic form

$$D_s^2(u) := ds \int_{\mathbb{R}^{N+1}_+} y^{1-2s} |\nabla u|^2 \, dx \, dy,$$

where

$$ds := \frac{2^{2s}}{\Gamma(1 - s)}.$$

Let $P_{N,s} : \mathbb{R}^{N+1}_+ \to \mathbb{R}$ be the function defined by

$$P_{N,s}(x, y) := p_{N,s} \frac{y^{2s}}{(y^2 + |x|^2)^{\frac{N+2s}{2}}},$$

where

$$p_{N,s} = \frac{\Gamma \left( \frac{N+2s}{2} \right)}{\pi^{\frac{N}{2}} \Gamma(s)}$$

is such that $p_{N,s} \int_{\mathbb{R}^N} \frac{y^{2s}}{(y^2 + |x|^2)^{\frac{N+2s}{2}}} \, dx = 1$ for every $y > 0$.

Given $u \in \mathcal{D}^s(\mathbb{R}^N)$, we define the extension $E_s u : \mathbb{R}^{N+1}_+ \to \mathbb{R}$ of $u$ as the function

$$E_s u(x, y) = \int_{\mathbb{R}^N} P_{N,s}(x - \xi, y) u(\xi) \, d\xi.$$

The function $E_s u$ satisfy the following properties. The proofs are contained in [42] and, as pointed out in [43], they can be extended to the case $N \geq 1$.

**Proposition 2.2.16 ([42 Proposition 3.1]).** Let $0 < s < 1$. If $u \in \mathcal{D}^s(\mathbb{R}^N)$, then $E_s u \in \mathcal{D}^{1,s}(\mathbb{R}^{N+1}_+)$ and satisfies

$$D_s^2(E_s u) = \|u\|_s^2. \quad (2.8)$$

Moreover $E_s u$ is a weak solution to the problem

$$-\text{div} \left( y^{1-2s} \nabla U \right) = 0 \quad \text{in } \mathbb{R}^{N+1}_+,$$

and satisfies

$$\lim_{\varepsilon \to 0^+} \|E_s u(\cdot, \varepsilon) - u\|_s = 0.$$
In addition it holds that
\[ \lim_{\varepsilon \to 0^+} \left\| -d_{s} e^{1-2s} \frac{\partial E_{s}u}{\partial y}(\cdot, \varepsilon) \right\| = 0. \] (2.9)
Such extension is also unique: if a function \( U \) is such that \( U(x, 0) = u(x) \) in the trace sense and it satisfies the above properties, then \( U = E_{s}u \).

**Proposition 2.2.17** ([42] Proposition 3.2). Let \( s \in (0, 1) \). There exists a unique bounded operator \( T \), such that \( T : \mathcal{D}^{1,s}((\mathbb{R}^{N+1})_{+}) \to \mathcal{D}^{s}((\mathbb{R}^{N})_{+}) \) and \( Tu(x) = u(x, 0) \) whenever \( u \in C_{c}^{\infty}(\mathbb{R}^{N+1}) \). Moreover, the following inequality holds for all \( u \in \mathcal{D}^{1,s}((\mathbb{R}^{N+1})_{+}) \),
\[ D_{s}^{2}(u) \geq \|Tu\|_{C}^{2}. \] (2.10)
The equality in (2.10) is attained if and only if \( u = E_{s}f \) for some \( f \in \mathcal{D}^{s}(\mathbb{R}^{N}) \).

Exploiting the aforementioned results, we can prove the following.

**Lemma 2.2.18.**
(i) If \( u \in C^{0,s}(\mathbb{R}^{N}) \), then \( E_{s}u \in C^{2}(\mathbb{R}^{N+1}) \cap C^{0,s}(\mathbb{R}^{N+1}) \);
(ii) If \( u \in \mathcal{D}^{s}(\mathbb{R}^{N}) \), then
\[ \lim_{\varepsilon \to 0^+} \int_{\mathbb{R}^{N}} \left[ -2ds E_{s}u(x, \varepsilon) - E_{s}u(x, 0) \right] \frac{\varphi(x) dx}{e^{2s}} = (u, \varphi)_{s} \quad \forall \varphi \in C_{c}^{\infty}(\mathbb{R}^{N}), \] (2.11)
(iii) Moreover, if \( u \in H^{s}(\mathbb{R}^{N}) \), then
\[ \lim_{\varepsilon \to 0^+} \int_{\mathbb{R}^{N}} \left[ -d_{s} e^{1-2s} \frac{\partial E_{s}u}{\partial y}(x, \varepsilon) \right] \varphi(x) dx = (u, \varphi)_{s} \quad \forall \varphi \in C_{c}^{\infty}(\mathbb{R}^{N}). \] (2.12)
(iv) For every \( u \in H^{s}(\mathbb{R}^{N}) \) and \( \varphi \in \mathcal{D}^{1,s}(\mathbb{R}^{N+1}) \) it holds
\[ d_{s} \int_{\mathbb{R}^{N+1}} y^{1-2s} \nabla E_{s}u \cdot \nabla \varphi \, dx dy = (u, T\varphi)_{s}. \]

**Proof.** For (i), the interior regularity is a consequence of standard regularity theory for elliptic operators. The Hölder continuity up to the boundary can be shown explicitly via the definition of \( E_{s}u \). In fact, performing the change of variables \( \frac{x-\xi}{\gamma} = \eta \) we obtain
\[ E_{s}u(x, y) = p_{N,s} \int_{\mathbb{R}^{N}} y^{2s} \frac{u(\xi)}{(y^{2} + |x-\xi|^{2})^{2s/2}} \, d\xi = p_{N,s} \int_{\mathbb{R}^{N}} \frac{u(x + \eta y)}{(1 + |\eta|^{2})^{2s/2}} \, d\eta, \] (2.13)
from which we infer that \( |E_{s}u|_{\infty} \leq |u|_{\infty} \). We also observe that for any \( x \in \mathbb{R}^{N} \) it holds that \( \lim_{y \to 0^{+}} E_{s}(x, y) = u(x) \). Moreover
\[ |E_{s}u(x_{1}, y_{1}) - E_{s}u(x_{2}, y_{2})| \leq p_{n,s} \int_{\mathbb{R}^{N}} \frac{|u(x_{1} + \eta y_{1}) - u(x_{2} + \eta y_{2})|}{(1 + |\eta|^{2})^{2s/2}} \, d\eta \leq [u]_{\alpha,\mathbb{R}^{N}} \left[ |(x_{1} - x_{2})^{t} + C_{1}|y_{1} - y_{2}|^{t} \right] \leq C_{2}[(x_{1}, y_{1}) - (x_{2}, y_{2})]^{t}, \]
where \( C_{1} = p_{N,s}(|B_{1}| + \frac{1}{t}) \) and \( C_{2} \) comes from \( C_{1} \) and the elementary inequality
\[ (1 + r^{3}) \leq C(1 + r^{3})^{2}, \quad r > 0, \]
where \( C > 0 \) is a constant which depends only on \( s \). In particular \( C_{2} \) depends only on \( N \) and \( s \). At the end we deduce that
\[ \|E_{s}u\|_{\alpha,\mathbb{R}^{N+1}} \leq C \|u\|_{\alpha,\mathbb{R}^{N}}, \]
which completes the proof of (i).

For (ii), using (2.13) after a change of variables we get that

\[
- \frac{E_s u(x, \varepsilon) - E_s u(x, 0)}{\varepsilon^{2s}} = \frac{p_{N,s}}{2} \int_{\mathbb{R}^N} \frac{u(x) - u(y)}{\varepsilon^{2s} + |x - y|^2} dy
\]  

(2.14)

On the other hand, since \( u, \varphi \in \mathcal{D}^s(\mathbb{R}^N) \) we have that

\[
\lim_{\varepsilon \to 0^+} \frac{C_{N,s}}{2} \int_{\mathbb{R}^{2N}} \frac{(u(x) - u(y))(\varphi(x) - \varphi(y))}{(\varepsilon^{2s} + |x - y|^2)^{N+2s}} dy = (u, \varphi)_s.
\]  

(2.15)

Moreover, applying Fubini-Tonelli’s Theorem to the left-hand side of (2.15) we get that

\[
\frac{C_{N,s}}{2} \int_{\mathbb{R}^{2N}} \frac{(u(x) - u(y))(\varphi(x) - \varphi(y))}{(\varepsilon^{2s} + |x - y|^2)^{N+2s}} dy = C_{N,s} \int_{\mathbb{R}^N} \left( \int_{\mathbb{R}^N} \frac{u(x) - u(y)}{\varepsilon^{2s} + |x - y|^2} dy \right) \varphi(x) dx.
\]

The conclusion follows from (2.14) and (2.15), noticing that \( \frac{C_{N,s}}{p_{N,s}} = 2s\varepsilon \).

In order to prove (iii) we first observe that if \( u \in \mathcal{D}^s(\mathbb{R}^N) \), then \( y^{1-2s} \frac{\partial E_s u}{\partial y} (\cdot, y) \in L^2(\mathbb{R}^N) \) for a.e. \( y \geq 0 \). Indeed, since \( E_s u \in \mathcal{D}^{1,s}(\mathbb{R}^N_{+1}) \) we have that

\[
+\infty > \int_{\mathbb{R}^N_{+1}} y^{1-2s} |\nabla E_s u|^2 dx dy \geq \int_{\mathbb{R}^N_{+1}} y^{1-2s} \left| \frac{\partial E_s u}{\partial y} (x, y) \right|^2 dx dy,
\]

thus the claim is a consequence of the Fubini-Tonelli’s theorem (see e.g. [67, Theorem 8.8, Theorem 8.12]). Let \( \varphi \in C_c^\infty(\mathbb{R}^N) \). From the previous observation, thanks to (2.9) and since \( u \in L^2(\mathbb{R}^N) \) we get that

\[
\lim_{\varepsilon \to 0^+} \int_{\mathbb{R}^N_{+1}} \left( -d_s \varepsilon^{1-2s} \frac{\partial E_s u}{\partial y} (x, \varepsilon) \right) \varphi(x) dx = \lim_{\varepsilon \to 0^+} \int_{\mathbb{R}^N} \left| \varepsilon \right|^{1-s} F \left( -d_s \varepsilon^{1-2s} \frac{\partial E_s u}{\partial y} (\cdot, \varepsilon) \right) \left| \varepsilon \right|^{1-s} F \varphi d\varepsilon
\]

\[
= \int_{\mathbb{R}^N} \left| \varepsilon \right|^{1-s} F \left( -\Delta s u \right) \left| \varepsilon \right|^{1-s} F \varphi d\varepsilon = \int_{\mathbb{R}^N} F u \left| \varepsilon \right|^{2s-1} \varphi d\varepsilon = \int_{\mathbb{R}^N} u(-\Delta^{s}) \varphi dx.
\]

Then (2.12) is a consequence of Lemma 2.2.3 and the proof (iii) is complete.

For (iv), let us fix \( u \in C_c^\infty(\mathbb{R}^N), \varphi \in C_c^\infty(\mathbb{R}^N_{+1}) \), then it holds that

\[
d_s \int_{\mathbb{R}^N_{+1}} y^{1-2s} \nabla E_s u(x, y) \cdot \nabla \varphi(x, y) dx dy
\]

\[
= d_s \int_{(0 < y < \varepsilon)} y^{1-2s} \nabla E_s u(x, y) \cdot \nabla \varphi(x, y) dx dy + d_s \int_{\{y > \varepsilon\}} y^{1-2s} \nabla E_s u(x, y) \cdot \nabla \varphi(x, y) dx dy = (I) + (II).
\]

Since \( E_s u, \varphi \in \mathcal{D}^{1,s}(\mathbb{R}^N_{+1}) \), by Hölder inequality and Lebesgue’s convergence theorem, \( (I) \to 0 \) as \( \varepsilon \to 0^+ \). On the other hand, integrating by parts, since \( \varphi \in C_c^\infty(\mathbb{R}^N_{+1}) \) and \(-y\) is the outward normal to \( \partial(\mathbb{R}^N_{+1} \cap \{ y > \varepsilon \}) \), we get

\[
(II) = \int_{\{y = \varepsilon\}} \left( -d_s y^{1-2s} \frac{\partial E_s u(x, y)}{\partial y} \right) \varphi(x, y) dx
\]

\[
- d_s \int_{\{y > \varepsilon\}} \text{div} \left( y^{1-2s} \nabla E_s u(x, y) \right) \varphi(x, y) dx dy
\]

\[
= \int_{\{y = \varepsilon\}} \left( -d_s y^{1-2s} \frac{\partial E_s u(x, y)}{\partial y} \right) \varphi(x, y) dx.
\]
where we used that in the interior of the domain the equation \( -\text{div}(y^{2-2s} \nabla E_s u) = 0 \) is satisfied pointwise.

As a consequence we get that

\[
(II) = \int_{\mathbb{R}^N} \left( -d_s e^{1-2s} \frac{\partial E_s u}{\partial y}(x, \varepsilon) \right) (\varphi(x, \varepsilon) - \varphi(x, 0)) \, dx + \int_{\mathbb{R}^N} \left( -d_s e^{1-2s} \frac{\partial E_s u}{\partial y}(x, \varepsilon) \right) \varphi(x, 0) \, dx.
\]

Arguing as in the proof of \((ii)\) we get that

\[
\int_{\mathbb{R}^N} |\xi|^{-s} \mathcal{F} \left( -d_s e^{1-2s} \frac{\partial E_s u}{\partial y}(\cdot, \varepsilon)(\xi) \right) \, d\xi \leq \int_{\mathbb{R}^N} \left| -d_s e^{1-2s} \frac{\partial E_s u}{\partial y}(\cdot, \varepsilon) \right| \|\varphi(\cdot, \varepsilon) - \varphi(\cdot, 0)\|_s.
\]

Since \( \varphi \in C^\infty_0 \subset S \), where \( S \) denote the Schwartz space, thanks to the properties of Fourier transform we readily see that \( \|\varphi(\cdot, \varepsilon) - \varphi(\cdot, 0)\|_s \to 0 \). Moreover, thanks to (2.9) we have that \( \left| -d_s e^{1-2s} \frac{\partial E_s u}{\partial y}(\cdot, \varepsilon) \right| \leq C \) for some costant \( C > 0 \) which does not depends on \( \varepsilon \). From this and (2.12) follows that \( \lim_{\varepsilon \to 0^+} (II) = (u, T\varphi)_S \), which concludes the proof when \( u \in C^\infty_0(\mathbb{R}^N) \) and \( \varphi \in C^\infty_0(\mathbb{R}^{N+1}_+) \).

Arguing by density we can extend the result to every \( \varphi \in \mathcal{D}^{1+s}(\mathbb{R}^{N+1}_+) \) thanks to (2.10). To conclude we use again a density argument noticing that, due to (2.8), if \( u_j \to u \) in \( \mathcal{D}^s(\mathbb{R}^N) \) then \( E_u u_j \to E_u u \) in \( \mathcal{D}^{1+s}(\mathbb{R}^{N+1}_+) \).

To conclude, we recall the following version of the strong maximum principle.

**Proposition 2.2.19** ([16] Remark 4.2). Let \( u : \mathbb{R}^{N+1}_+ \to \mathbb{R} \) be a weak solution of

\[
\begin{align*}
-\text{div}(y^{1-2s} \nabla u) &\geq 0 & B_R^+ \\
y^{1-2s} \frac{\partial u}{\partial y} &\geq 0 & \Gamma_R^0 \\
u &\geq 0 & \Gamma_R^*
\end{align*}
\]

where

\[
B_R^+ = \{(x, y) \in \mathbb{R}^{N+1}_+ \mid y > 0, |(x, y)| < R\} \\
\Gamma_R^+ = \{(x, y) \in \mathbb{R}^{N+1}_+ \mid x \geq 0, |(x, y)| = R\} \\
\Gamma_R^0 = \{(x, y) \in \mathbb{R}^{N+1}_+ \mid y = 0, |x| < R\}
\]

Then either \( u > 0 \) or \( u \equiv 0 \) on \( B_R^+ \cup \Gamma_R^0 \).

### 2.2.5 Miscellanea

We recall here some useful properties of rescaled functions. Let be \( u \in X^s_0(D) \) where \( D \) is a radially symmetric domain and \( M > 0 \). We define

\[
\tilde{u}(x) = \frac{1}{M} u \left( \frac{x}{M^\beta_3} \right),
\]

where \( \beta_3 = \frac{2}{N-2s} \). The following result is elementary so we omit the proof, we just point out that all the proofs are based on the definition of \( \tilde{u} \) and a change of variables in the integrals.

**Lemma 2.2.20.** We have:

\[
i) \quad \| u \|_s^2 = \| \tilde{u} \|_{s'}^2;
\]
Let us consider the Nehari manifold

\[ \text{Remark} \]

and we set

\[ (\text{ii)} |u|^{2^*_s}_{2_s,M^\beta D} = |\hat{u}|^{2^*_s}_{2_s,M^\beta D}; \]

\[ (\text{iii)} |u|^2_{2,D} = \frac{1}{M^{2s-\beta}}|\hat{u}|^2_{2,M^\beta D}. \]

where \( M^\beta D = \{ M^\beta x \mid x \in D \} \).

Next result is the fractional Strauss lemma for radial functions.

**Proposition 2.2.21** ([42] Proposition 1). Let \( N \geq 2 \) and \( s \in \left( \frac{1}{s}, 1 \right) \). Then for all \( u \in D^s(\mathbb{R}^N) \) such that \( u = u(|x|) \) it holds

\[ \sup_{x \in \mathbb{R}^N \setminus \{0\}} |x|^{-\frac{N}{2s}} |u(x)| \leq K_{N,s} ||u||^2_s \]  \hspace{1cm} (2.16)

where

\[ K_{N,s} = \left( \frac{\Gamma(2s-1)\Gamma\left(\frac{N-2s}{2}\right)\Gamma\left(\frac{N}{2}\right)}{2^{2s}\pi^{\frac{N}{2}}\Gamma(s)^2\Gamma\left(\frac{N-2(1-s)}{2}\right)} \right). \]

Another fundamental result is the following topological lemma.

**Lemma 2.2.22** ([42] Lemma D.1). Let \( x_1 < x_2 < x_3 < x_4 \) be real numbers. Suppose that \( \gamma, \tilde{\gamma} : [0, 1] \to \mathbb{R}^2 \) are simple (i.e. injective) continuous curves such that

\[ \gamma(t) = (x_1, 0), \quad \gamma(1) = (x_3, 0), \quad \gamma(t) \in \mathbb{R}^2, \text{ for } t \in (0, 1), \]

\[ \tilde{\gamma}(t) = (x_2, 0), \quad \tilde{\gamma}(1) = (x_4, 0), \quad \tilde{\gamma}(t) \in \mathbb{R}^2, \text{ for } t \in (0, 1). \]

Then \( \gamma \) and \( \tilde{\gamma} \) intersect in \( \mathbb{R}^2 \), i.e., we have \( \gamma(t) = \tilde{\gamma}(t_s) \) for some \( t, t_s \in (0, 1) \).

### 2.3 Existence of sign changing solutions

In this Section we prove the existence of sign changing solutions for Problem \( (2.1) \). Since through all this section the parameters \( s \in (0, 1) \) and \( \lambda \in (0, \lambda_{1,s}) \) will be fixed, we will often omit them in the subscripts in order to simplify the notation.

Let us define the functional \( I = I_{s,\lambda} : X^s_0(\Omega) \to \mathbb{R} \) as

\[ I(u) := \frac{1}{2} (||u||^2_s - \lambda |u|^2_{2^*_s}) - \frac{1}{2^*_s} |u|^{2^*_s}_{2^*_s}. \]

Every critical point of \( I \) is a solution of Problem \( (2.1) \), in fact we have that

\[ I'(u)[\varphi] = (u, \varphi)_s - \lambda \int_{\Omega} u \varphi \, dx - \int_{\Omega} |u|^{2^*_s-2} u \varphi \, dx. \]

Let us consider the Nehari manifold

\[ \mathcal{N} = \{ u \in X^s_0(\Omega) \mid u \neq 0, I'(u)[u] = 0 \}, \]

and define \( c_N(s, \lambda) = c_N := \inf_{\mathcal{N}} I(u) \). In the case of \( \Omega = B_R \) we define also the radial Nehari manifold as

\[ \mathcal{N}_{r.ad} = \mathcal{N}_{r.ad} := \{ u \in \mathcal{N} \mid u \text{ is radial} \} \]

and we set \( c_{N_{r.ad}}(s, \lambda) = c_{N_{r.ad}} := \inf_{\mathcal{N}_{r.ad}} I(u) \).

**Remark 2.3.1.** The functional \( I \) is even, i.e. \( I(-u) = I(u) \) for any \( u \in X^s_0(\Omega) \), and hence, without loss of generality, if \( u \) is a critical point of \( I \), we can always assume that \( u(0) \geq 0 \).
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Let us consider also the functional \( J_{s,\lambda} : X^s_0(\Omega) \setminus \{0\} \to \mathbb{R} \) defined by
\[ J_{s,\lambda}(u) = J(u) := \frac{\|u\|_2^2 - \lambda|u|^{2_s}_{2_s}}{|u|^{2_s}_{2_s}}, \]
and set
\[ S_{s,\lambda} := \inf_{X^s_0(\Omega) \setminus \{0\}} J(u). \]

**Remark 2.3.2.** As proved in [71, Section 4] if \( N \geq 4s, s \in (0, 1) \), then \( S_{s,\lambda} < S_s \) for every \( \lambda \in (0, \lambda_{1,s}) \).

**Proposition 2.3.3.** Let \( N \geq 4s \). Then there exists \( u^0 \in \mathcal{N} \) such that \( I(u^0) = c_N \) and \( u^0 > 0 \) in \( \Omega \). Furthermore, it holds that
\[ c_N = \frac{s}{N} S_{s,\lambda}^N. \]
If \( \Omega = B_R \) then \( u^0 \) is also radially symmetric and decreasing as a function of the radius and \( c_N = c_{N,rad} \).

**Proof.** From the results of [71, Proposition 20, Chapter 4], we know that there exists a minimizer \( \tilde{u} \in X^s_0(\Omega) \setminus \{0\} \) for the functional \( J \). Moreover, since in general \( J(|u|) \leq J(u) \), such a minimizer has to be non negative. After a rescaling (notice that \( J(u) = J(Ku) \) for every \( K > 0 \)), we have that there exists \( \hat{K} \) such that \( u^0 := \hat{K}\tilde{u} \in \mathcal{N} \) and \( I'(u^0) = 0 \), which implies that \( u^0 \) is a solution of Problem (2.1). Then we can apply the fractional strong maximum principle (see e.g., [60, Corollary 4.2]) and infer that \( u^0 > 0 \) in \( \Omega \). We observe that if \( u \in \mathcal{N} \), it holds
\[ I(u) = \frac{s}{N} (J(u))^N. \]
Therefore \( u^0 \) is also a minimizer of \( I \) in \( \mathcal{N} \), and we obtain that \( c_N = \frac{s}{N} S_{s,\lambda}^N \). Finally, thanks to Theorem 2.2.10 \( u^0 \in L^\infty(\mathbb{R}^N) \) and thus we can apply [8, Theorem 4.1] and obtain that \( u^0 \) is radially symmetric and decreasing. The proof is complete. \( \square \)

If \( u \in X^s_0(\Omega) \) we denote as usual by \( u^+, u^- \), respectively, the positive and the negative parts of \( u \), i.e. the functions defined by
\[ u^+(x) := \max(u(x), 0) \quad x \in \Omega, \]
\[ u^-(x) := \max(-u(x), 0) \quad x \in \Omega, \]
so that \( u = u^+ - u^- \) and \( |u| = u^+ + u^- \). We define the nodal Nehari set as
\[ M_{s,\lambda} = M := \{ u \in X^s_0(\Omega) \mid u^\pm \neq 0, I'(u)[u^\pm] = 0 \}, \]
and when \( \Omega = B_R \) we define also the radial nodal Nehari set as
\[ M_{s,\lambda,rad} = M_{rad} := \{ u \in M \mid u \text{ is radial} \}. \]

Let \( u \in M \). By definition we have
\[ 0 = I'(u)[u^+] = (u, u^+)_\Omega - \lambda|u^+|_{2_s}^2 - |u^+|_{2_s}^2 = |u^+|_{s}^2 - (u^-, u^+)_\Omega - \lambda|u^-|_{2_s}^2 - |u^-|_{2_s}^2, \]
where, if \( \Omega^+ = \{ u > 0 \} \) and \( \Omega^- = \{ u < 0 \} \), we have
\[ (u^-, u^+)_\Omega = -\frac{C_{N,s}}{2} \int_{\Omega^+ \times \Omega^-} \frac{u^-(x)u^-(y)}{|x-y|^{N+2s}} \, dx \, dy - \frac{C_{N,s}}{2} \int_{\Omega^- \times \Omega^+} \frac{u^+(y)u^+(x)}{|x-y|^{N+2s}} \, dx \, dy. \]

Let us define the function \( \eta_s : X^s_0(\Omega) \to [0, +\infty) \) as
\[ \eta_s(u) = \eta(u) := \frac{C_{N,s}}{2} \int_{\mathbb{R}^{2N}} \frac{u^+(x)u^-(y)}{|x-y|^{N+2s}} \, dx \, dy. \]
Notice that if \( u \in \mathcal{M} \) then \( \eta_s(u) > 0 \). Therefore if \( u \in \mathcal{M} \) it holds
\[
||u^+||_2^2 - \lambda ||u^-||_2^2 = ||u^+||_2^2 - 2\eta(u).
\]
(2.18)
Motivated by that, we define the functionals \( f^\pm_{s,\lambda} : X_0^s(\Omega) \to \mathbb{R} \) as
\[
f^\pm_{s,\lambda}(u) = f^\pm(u) = \begin{cases} 0 & \text{if } u^+ = 0, \\ \frac{|u^+|^2}{||u^+||_2^2} - 2\eta(u) & \text{if } u^+ \neq 0, \\ \frac{|u^-|^2}{||u^-||_2^2} - 2\eta(u) & \text{if } u^- \neq 0, 
\end{cases}
\]
(2.19)
and we can give a characterisation of the nodal Nehari set as
\[
\mathcal{M} = \{u \in X_0^s(\Omega) \mid f^+(u) = 1 = f^-(u)\}.
\]

**Remark 2.3.4.** We observe that \( \mathcal{M} \subset \mathcal{N} \) and \( \mathcal{M} \neq \emptyset \). The first fact is obvious, for the second we observe that for every sign-changing function \( u \in X_0^s(\Omega) \) we can always find \( \alpha, \beta > 0 \) such that \( \alpha u^\tau - \beta u^- \in \mathcal{M} \) by solving the system
\[
\begin{cases} \alpha^{s^2-2} |u^+|^2 - \frac{\beta}{s} 2\eta(u) = ||u^+||_2^2 - \lambda ||u^+||_2^2, \\ \beta^{s^2-2} |u^-|^2 - \frac{\alpha}{s} 2\eta(u) = ||u^-||_2^2 - \lambda ||u^-||_2^2.
\end{cases}
\]

Let us define
\[
c_{\mathcal{M}}(s, \lambda) = c_{\mathcal{M}} = \inf_{u \in \mathcal{M}} I(u),
\]
and similarly
\[
c_{\mathcal{M}_{rad}}(s, \lambda) = c_{\mathcal{M}_{rad}} = \inf_{u \in \mathcal{M}_{rad}} I(u).
\]

**Theorem 2.3.5.** Let \( N > 2s \) and \( \lambda \in (0, \lambda_{1,s}) \). If
\[
c_{\mathcal{M}} < c_N + S_{N,s}^\frac{N}{s},
\]
(2.20)
there exists a sign-changing solution \( u \in \mathcal{M} \) of Problem (2.1) such that \( I(u) = c_{\mathcal{M}} \). If \( \Omega = B_R \) and
\[
c_{\mathcal{M}_{rad}} < c_N + S_{N,s}^\frac{N}{s},
\]
(2.21)
there exists a radial sign-changing solution \( u \in \mathcal{M}_{rad} \) of Problem (2.1) such that \( I(u) = c_{\mathcal{M}_{rad}} \).

**Proof.** We divide the proof in several steps. Let us set
\[
\mathcal{V}_{s,\lambda} = \mathcal{V} := \left\{ u \in X_0^s(\Omega) \mid |f^+(u) - 1| < \frac{1}{2} \right\},
\]
where \( f^\pm \) is defined in (2.19). Since \( \lambda \in (0, \lambda_{1,s}) \), if \( u \in \mathcal{V} \) then \( u^\pm \neq 0 \), and
\[
|u^\pm|^{s^2-2}_2 \geq \frac{S_s}{2} \left( 1 - \frac{\lambda}{\lambda_{1,s}} \right) > 0.
\]
(2.22)

**Step 1.** If \( (u_j) \subset \mathcal{V} \) is a sequence such that
\[
I(u_j) \to c \quad \text{and} \quad I'(u_j) \to 0 \quad \text{in} \ X_0^{-s}(\Omega) \quad \text{as} \ j \to +\infty,
\]
and if we assume that \( c \) satisfies
\[
c < c_N + S_N^\frac{N}{s} S_{N,s}^\frac{N}{s},
\]
then \( (u_j) \) is strongly relatively compact in \( X_0^s(\Omega) \).
Indeed, arguing as in [71, Theorem 1, Claim 2-3], we have that \((u_j)\) is bounded in \(X^s_0(\Omega)\) and \(u_j \rightharpoonup u\) in \(X^s_0(\Omega)\), where \(u\) is a solution of Problem (2.1). By Sobolev embedding we have that \(u_j \to u\) a.e., thus also \(u^+_j \to u^+\) a.e. Moreover, since it holds that \(\|u_j\|^2 \leq \|u\|^2\), we get that \(u^+_j \to w_1\) and \(u^-_j \to w_2\) in \(X^s_0(\Omega)\). Also in this case this implies \(u^+_j \to w_1, u^-_j \to w_2\) a.e. and, by uniqueness of the limit, we infer that \(u^+ = w_1\) and \(u^- = w_2\), i.e., \(u^+_j \to u^+\) in \(X^s_0(\Omega)\). In addition,

\[
o(1) = I'(u_j)[u^+_j - u^-] - I'(u)[u^+_j - u^-] \\
= \|u^+_j - u^-\|_S^2 - |u^+_j - u^-|_S^2 + 2(\eta(u_j) - \eta(u)) + o(1).
\]

(2.23)

Since \(u^+_j \to u^+\) a.e., by Fatou’s lemma we have that

\[
\eta(u) \leq \liminf_{j \to +\infty} \eta(u_j),
\]

while by (2.4)

\[
S^p \|u^+_j - u^-\|_S^2 \leq \|u^+_j - u^-\|_S^2,
\]

thus we obtain

\[
o(1) \geq \|u^+_j - u^-\|_S^2(1 - S^p \|u^+_j - u^-\|_S^2) + o(1).
\]

This implies that, setting \(L^+ = \lim_{j \to +\infty} \|u^+_j - u^-\|\), either \(L^+ = 0\) and \(u^+_j \to u^+\) strongly in \(X^s_0(\Omega)\), or \((L^+)^2 \geq S^p\). On the other hand, by the Brezis-Lieb Lemma (see e.g., [12, Theorem 1]) and (2.23), we have

\[
I(u^+_j) = I(u^+_j - u^-) + I(u^-) + o(1) = \frac{\alpha}{N} \|u^+_j - u^-\|^2_0 - (\eta(u_j) - \eta(u)) + I(u^-) + o(1).
\]

Then we obtain

\[
I(u_j) = I(u^+_j) + I(u^-_j) + 2\eta(u_j) \\
= I(u^+ + I(u^-) + 2\eta(u) + \frac{\alpha}{N} \|u^+_j - u^-\|^2 + \|u^-_j - u^-\|^2) + o(1) \\
= I(u) + \frac{\alpha}{N} \|u^+_j - u^-\|^2 + \|u^-_j - u^-\|^2 + o(1).
\]

If either \(u^+_j \nrightarrow u^+\) or \(u^-_j \nrightarrow u^-\) we hence obtain

\[
c = \lim_{j \to +\infty} I(u_j) \geq I(u) + \frac{\alpha}{N} S^p \geq c_N + \frac{\alpha}{N} S^p,
\]

which is a contradiction. The proof of Step 1 is complete.

Let us denote by \(C_P\) the cone of non-negative functions in \(X^s_0(\Omega)\), and let \(\Sigma\) be the set of maps \(\sigma\) such that

\[
\begin{align*}
\sigma & \in C(Q, X^s_0(\Omega)) \quad \text{where} \quad Q = [0, 1] \times [0, 1] \\
\sigma(s, 0) & = 0 \quad \forall s \in [0, 1] \\
\sigma(0, t) & \in C_P \quad \forall t \in [0, 1] \\
\sigma(1, t) & \in -C_P \quad \forall t \in [0, 1] \\
f^+(\sigma(s, 1)) + f^-(\sigma(s, 1)) & \geq 2 \quad \forall s \in [0, 1] \\
I(\sigma(s, 1)) & < 0 \quad \forall s \in [0, 1]
\end{align*}
\]

We have that \(\Sigma \neq \emptyset\). For instance, take \(u \in M\) and consider

\[
\sigma(s, t) = t((1 - s)au^+ + sau^-);
\]

if \(\alpha > 0\) is large enough then \(\sigma \in \Sigma\).
Step 2. We claim that
\[ \inf_{\sigma \in \Sigma} \sup_{u \in \sigma(Q)} I(u) = \inf_{u \in M} I(u). \]

Indeed, let be \( \sigma \in \Sigma \). We have that
\[ f^+(\sigma(x)) - f^-(\sigma(x)) \begin{cases} \geq 0 & \forall x \in \{0, t \mid t \in [0, 1]\} \\ \leq 0 & \forall x \in \{(1, t) \mid t \in [0, 1]\} \end{cases} \]
and
\[ f^+(\sigma(x)) + f^-(\sigma(x)) \begin{cases} \geq 2 & \forall x \in \{(s, 1) \mid s \in [0, 1]\} \\ < 2 & \forall x \in \{(s, 0) \mid s \in [0, 1]\} \end{cases} \]
so from Miranda’s Theorem (see e.g., [56]) we deduce that exists \( x_0 \in Q \) such that
\[ f^+(\sigma(x_0)) + f^-(\sigma(x_0)) = 2, \]
hence \( u_0 = \sigma(x_0) \in M \).

On the other hand, let \( u \in M \). There exists a map \( \sigma \in \Sigma \) such that
\[ \sigma(Q) \subset A = \{ \alpha \tilde{u}^+ - \beta \tilde{u}^- \mid \alpha, \beta \geq 0 \} \]
\[ \exists x_0 \mid \sigma(x_0) = \tilde{u}. \]

We have already seen a map of that kind. It is obvious that
\[ I(\tilde{u}) \leq \sup_{\sigma(Q)} I(u) \leq \sup_{A} I(u). \]

On the other hand, since \( \tilde{u} \in M \) we have that
\[ I(\alpha \tilde{u}^+ - \beta \tilde{u}^-) = \left( \frac{\alpha^2}{2} - \frac{\alpha^2}{2^*} \right) |\tilde{u}^+|_{2^*}^2 + \left( \frac{\beta^2}{2} - \frac{\beta^2}{2^*} \right) |\tilde{u}^-|_{2^*}^2 - (\alpha - \beta)^2 \eta(\tilde{u}). \]
Therefore
\[ I(\alpha \tilde{u}^+ - \beta \tilde{u}^-) \leq \frac{\xi N}{N} |\tilde{u}|_{2^*}^2 = I(\tilde{u}) \quad \forall \alpha, \beta, \]
which implies that
\[ \max_{\sigma(Q)} I(u) = I(\tilde{u}) \]
and this concludes the proof of Step 2.

Consider a minimizing sequence \((\tilde{u}_j) \subset M\) and denote by \( \bar{\sigma}_j \) the corresponding sequence of maps in the class \( \Sigma \) satisfying (2.24). Then by Step 2 it holds that
\[ \lim_{j \to +\infty} \max_{\bar{\sigma}_j(Q)} I(u) = \lim_{j \to +\infty} I(\tilde{u}_j) = c_M. \]

Step 3. There exists \((u_j) \subset X^0_0(\Omega)\) such that
\[ \lim_{j \to +\infty} d(u_j, \bar{\sigma}_j(Q)) = 0, \]
\[ \lim_{j \to +\infty} I'(u_j) = 0 \quad \text{in } X^{-s}_0(\Omega), \]
\[ \lim_{j \to +\infty} I(u_j) = c_M. \]

The proof is essentially the one contained in [22, Theorem A] and is based on a standard deformation lemma argument (see [48, Lemma 1] and [72, Theorem 3.4]), Step 1 and Step 2.

Step 4. Proof of the existence.
Let \((\tilde{u}_j) \subset M\) be a minimizing sequence for \(c_M\) and let \((u_j) \subset X^s_0(\Omega)\) be the associated sequence built in Step 3. By (2.25) and recalling (2.24) we know that there exists a sequence \((v_j)\) which can be written in the form
\[
v_j = \alpha_j \tilde{u}_j^+ - \beta_j \tilde{u}_j^- \in \tilde{\sigma}_j(Q)
\] (2.26)
where \(\alpha_j, \beta_j \geq 0\), such that
\[
\text{dist}(u_j, v_j) \to 0.
\]
By the continuity of \(I\) and (2.25) we deduce that for every \(\varepsilon > 0\) there exists \(\nu \in \mathbb{N}\) such that for every \(j \geq \nu\)
\[
I(\tilde{u}_j) < c_M + \varepsilon \quad \text{and} \quad I(v_j) > c_M - \varepsilon.
\]
This implies that
\[
I(v_j) > I(\tilde{u}_j) - 2\varepsilon.
\] (2.27)
Using twice (2.27) with (2.26), by an elementary computation, we get that
\[
I(\alpha_j \tilde{u}_j^+) > \frac{s}{N} |\tilde{u}_j^+|_{L^2_\Sigma}^2 + (\beta_j^2 - 2\alpha_j \beta_j)\eta(\tilde{u}_j) - 2\varepsilon,
\]
\[
I(\beta_j \tilde{u}_j^-) > \frac{s}{N} |\tilde{u}_j^-|_{L^2_\Sigma}^2 + (\alpha_j^2 - 2\alpha_j \beta_j)\eta(\tilde{u}_j) - 2\varepsilon.
\] (2.28)
Notice that since \((\tilde{u}_j) \subset M \subset V\), from (2.22) we get that both \(|\tilde{u}_j^+|_{L^2_\Sigma}^2\) and \(|\tilde{u}_j^-|_{L^2_\Sigma}^2\) are bounded from below by a constant \(C\). Moreover, arguing as in [71, Claim 2] we get that \((\tilde{u}_j)\) is bounded in \(X^s_0(\Omega)\). Then by definition and Cauchy’s inequality we get that
\[
\eta(\tilde{u}_j) = -(\tilde{u}_j^+, \tilde{u}_j^-) \leq ||\tilde{u}_j^+||_s ||\tilde{u}_j^-||_s \leq \frac{1}{2} (||\tilde{u}_j^+||_s^2 + ||\tilde{u}_j^-||_s^2) \leq \frac{||\tilde{u}_j||_s^2}{2} \leq \infty.
\]
This implies that \(\alpha_j\) and \(\beta_j\) cannot vanish as \(j \to +\infty\). In fact, assume that \(\beta_j \to 0\) (the case \(a_j \to 0\) can be treated in the same way), then from (2.28) it follows that
\[
o(1) > \frac{s}{N} |\tilde{u}_j^+|_{L^2_\Sigma}^2 + \alpha_j^2 \eta(\tilde{u}_j) - 2\varepsilon + o(1) \geq C - 2\varepsilon + o(1)
\]
which is absurd if \(\varepsilon\) is small enough. This implies that \(v_j^0 \neq 0\) and by (2.25) this is true also for \(u_j^\pm\). Since \(I'(u_j) \to 0\), we get
\[
I'(u_j)[u_j^\pm] = \pm ||u_j^\pm||_s^2 + \lambda ||u_j^\pm||_2^2 \mp ||\tilde{u}_j^\pm||_{L^2}^2 \pm 2\eta(u_j) \to 0,
\]
thus \(u_j \in V\) for \(j\) large enough. Thanks to hypothesis (2.20) we can apply Step 1 hence \(u_j \to u \in X^s_0(\Omega)\), where \(u\) is such that \(I(u) = c_M\) and \(I'(u) = 0\). Then \(u\) is a critical point for \(I\) and is a solution of Problem (2.1). Since also \(u_j^\pm \to u^\pm\) strongly in \(X^s_0(\Omega)\) and \(u_j \in V\), we deduce that \(u^\pm \neq 0\). In particular, using \(u^\pm\) as test functions we obtain
\[
0 = I'(u)[u^\pm] = \pm ||u^\pm||_s^2 + \lambda ||u^\pm||_2^2 \mp ||\tilde{u}^\pm||_{L^2}^2 \pm 2\eta(u),
\]
that is, \(u \in M\). Then proof of the first part is then complete. Since the proof of the radial case is identical to the previous one, we omit it.

In the next Lemma we show that condition (2.20) and (2.21) are satisfied, respectively, when \(N \geq 6s\) and \(N > 6s\).

**Lemma 2.3.6.** Let \(s \in (0, 1)\), \(\lambda \in (0, \lambda_1, s)\). If \(N \geq 6s\) then
\[
c_M < c_N + \frac{s}{N} S^\infty_s.
\]
If \(\Omega = B_R\) and \(N > 6s\), then
\[
c_M_{rad} < c_N + \frac{s}{N} S^\infty_s.
\]
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Proof. Thanks to Step 2 of Theorem 2.3.5 it suffices to show that
\[ \sup_{\alpha, \beta \geq 0} I(\alpha u^0 - \beta u_e) < c_N + \frac{s}{N} S^\frac{N}{s}, \]
where \( u^0 \) is as in Proposition 2.3.3 and \( u_e \) is as in Proposition 2.2.7.

First of all we notice that
\[ \frac{1}{2} ||\alpha u^0 - \beta u_e||^2 \leq \alpha^2 ||u^0||^2 + \beta^2 ||u_e||^2. \]
Thanks to the properties of \( u^0 \) and by (2.7), we get that, if we take \( \varepsilon < 1 \),
\[ \frac{1}{2} ||\alpha u^0 - \beta u_e||^2 \leq \left( 1 - \frac{\lambda}{\lambda_{1, s}} \right)^{-1} S^\frac{N}{s} \alpha^2 + (S^\frac{N}{s} + C_1 \varepsilon N) \beta^2 \leq C_2 (\alpha + \beta)^2, \]
(2.29)
where \( C_1 > 0 \) is as in (2.7) and \( C_2 > 0 \) depends on \( N, s, \) and \( \lambda \), but not on \( \varepsilon \). Let us focus now on the \( L^2_\varepsilon \)-norm. By mean value theorem and the fundamental theorem of calculus we have
\[ |\alpha u^0 - \beta u_e|^2 - |\alpha u^0|^2 - |\beta u_e|^2 = -2\varepsilon (2\varepsilon - 1) \int_0^1 \int_\Omega |\tau u^0 - \mu \beta u_e|^2 \alpha u^0 \, dx \, d\tau, \]
where \( \mu = \mu(x) \) is a measurable function such that \( 0 < \mu < 1 \). Hence
\[ \left| |\alpha u^0 - \beta u_e|^2 - |\alpha u^0|^2 - |\beta u_e|^2 \right| \leq C_s \left( \int_\Omega |\alpha u^0|^2 - 1 |\beta u_e| \, dx + \int_\Omega |\beta u_e|^2 - 1 |\alpha u^0| \, dx \right). \]
(2.30)
where \( C_s = 2\varepsilon (2\varepsilon - 1) \max \{1, 2^{2\varepsilon - 1} \} \). Since \( u^0 \in L^\infty(\mathbb{R}^N) \), by Young’s inequality and (2.7) we get that
\[ \left| |\alpha u^0 - \beta u_e|^2 - |\alpha u^0|^2 - |\beta u_e|^2 \right| \leq C_s \left( |\alpha u^0|^2 - 1 |\beta u_e| + C_s |\alpha u^0| |\beta u_e|^2 - 1 \right) \leq \theta \left( |\alpha u^0|^2 + C_{\theta} \beta^2 \varepsilon N + C_s |\alpha u^0| \beta^2 \varepsilon N^{2\varepsilon - 2}, \right) \]
where \( \theta \in (0, 1) \) will be chosen later and \( C_{\theta} > 0 \) is a function depending on \( N, s \) and \( \theta \), such that \( C_{\theta} \to +\infty \) as \( \theta \to 0^+ \). Applying Young’s inequality again we obtain that for any sufficiently small \( \varepsilon > 0 \) it holds
\[ \left| |\alpha u^0 - \beta u_e|^2 - |\alpha u^0|^2 - |\beta u_e|^2 \right| \leq \theta |\alpha u^0|^2 + C_{\theta} \beta^2 \varepsilon N + C_s |\alpha u^0| \beta^2 \varepsilon N^{2\varepsilon - 2}, \]
therefore we have that
\[ |\alpha u^0 - \beta u_e|^2 \geq |\alpha u^0|^2 - \theta |\alpha u^0|^2 + |\beta u_e|^2 - C_{\theta} \beta^2 \varepsilon N^{2\varepsilon - 2}, \]
\[ = \alpha^2 \left( |u^0|^2 - \theta |u^0|^2 \right) + \beta^2 \left( |u_e|^2 - C_{\theta} \varepsilon N^{2\varepsilon - 2} \right). \]
Taking \( \theta \in (0, 1) \) such that \( |u^0|^2 - \theta |u^0|^2 > 0 \) and \( \tilde{C} > 0 \) such that \( |u^0|^2 - \theta |u^0|^2 \geq \tilde{C} > 0 \), with \( \tilde{C} \) and \( \theta \) depending on \( N, \lambda, s \) and \( u^0 \) but not on \( \varepsilon \), and then using again (2.7), we infer that
\[ |\alpha u^0 - \beta u_e|^2 \geq \tilde{C} \alpha^2 + \beta^2 \left( S^\frac{N}{s} - C_1 \varepsilon N - C_{\theta} e^{N^{2\varepsilon - 2}} \right) \geq \tilde{C} (\alpha^2 + \beta^2) \geq \tilde{C} 2^{1-2\varepsilon} (\alpha + \beta)^2, \]
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for $\varepsilon$ small enough so that
\[
S_N^\varepsilon - C_1\varepsilon^N - C''_0\varepsilon^{\frac{N(N-2s)}{N+2s}} \geq \hat{C} := \min \left\{ C, \frac{S_N^\varepsilon}{2} \right\}.
\]

This implies, together with (2.29), that there exists $C_3, C_4 > 0$ which depends only on $N, s$ and $\lambda$ such that
\[
I(\alpha u^0 - \beta u_\varepsilon) \leq C_3(\alpha + \beta)^2(C_4 - (\alpha + \beta)^{\frac{2s}{2s-2}}).
\]

Therefore, if $(\alpha + \beta)^{\frac{2s}{2s-2}} \geq C_4$ we get that $I(\alpha u^0 - \beta u_\varepsilon) \leq 0$. Hence we can restrict to $\alpha$ and $\beta$ such that $\alpha + \beta \leq C_4^{\frac{1}{\frac{2s}{2s-2}}}$.

Using again (2.30) we get that
\[
I(\alpha u^0 - \beta u_\varepsilon) \leq \frac{\alpha^2}{2}(\|u^0\|_2^2 - \lambda\|u^0\|_2^2) + \frac{\beta^2}{2}\|u_\varepsilon\|_2^2 - \alpha\beta\int_\Omega (u^0, u_\varepsilon)_s - \lambda\int_\Omega u^0 \varepsilon \, dx
\]
\[
- \lambda \frac{\beta^2}{2}\|u^0\|_2^2 + \frac{\beta^{2s}}{2s}\|u_\varepsilon\|_{2s}^2 - \frac{\beta^{2s}}{2s}\|u_\varepsilon\|_{2s}^2 + C_5\int_\Omega |u_\varepsilon|^{2s-1}u^0 \, dx + C_5\int_\Omega |u^0|^{2s-1}u^0 \, dx,
\]
where $C_5$ depends on $C_3$ and $C_4$. Since $u^0$ is a solution of Problem (2.1) and $u_0 \in L^\infty(\mathbb{R}^N)$, we obtain that
\[
I(\alpha u^0 - \beta u_\varepsilon) \leq \left(\frac{\alpha^2}{2} - \frac{\beta^{2s}}{2s}\right)\|u^0\|_{2s}^2 + \frac{\beta^2}{2}\|u_\varepsilon\|_2^2 + \alpha\beta\|u^0\|_{2s-1}^{2s-1} - \lambda \frac{\beta^2}{2}\|u^0\|_2^2 + C_5\|u^0\|_{2s}^{2s-1} + C_6\|u^0\|_{2s}^{2s-1}|u_\varepsilon|_1,
\]
where $x_0 \in \Omega$ and $\rho > 0$ are as in the definition of $u_\varepsilon$. Since the maximum of the function $f(t) = \frac{t^2}{2} - \frac{t^{2s}}{2s}$ for $t \geq 0$ is attained for $t = 1$ we have $\left(\frac{t^2}{2} - \frac{t^{2s}}{2s}\right) \leq \frac{\varepsilon}{N}$. Moreover, being $u^0 \in N$ it holds $\frac{\varepsilon}{N}\|u^0\|_{2s}^2 = I(u^0) = c_N$ and thus we deduce that
\[
I(\alpha u^0 - \beta u_\varepsilon) \leq c_N + \frac{\beta^2}{2}\|u_\varepsilon\|_2^2 - \frac{\beta^{2s}}{2s}\|u_\varepsilon\|_{2s}^2
\]
\[
- \lambda \frac{\beta^2}{2}\|u^0\|_2^2 + C_5\|u^0\|_{2s}^{2s-1} + C_6\|u^0\|_{2s}^{2s-1}|u_\varepsilon|_1,
\]
where $C_6$ comes from $C_3$ and $C_4$. Now, using (2.7) and since $\sup_{\beta \geq 0} \left(\frac{\beta^2}{2} - \frac{\beta^{2s}}{2s}\right) \leq \frac{\varepsilon}{N}$ we get that
\[
I(\alpha u^0 - \beta u_\varepsilon) \leq c_N + \frac{\varepsilon}{N}\|S_N^\varepsilon\|_{\frac{N}{2s}} + C_7\varepsilon^N
\]
\[
+ C_7\lambda(\varepsilon^{N-2s} - C_6\varepsilon^{2s}) + C_7(|u^0|_{2s}^{2s-1} + |u^0|_{2s}^{2s-1})\varepsilon^{\frac{N}{2s}}.
\]

Once again $C_7$ and $C_8$ depend only on $N, s$ and $\lambda$. Since $\varepsilon << 1$ and $\lambda \leq \lambda_{1,s}$, this leads to
\[
I(\alpha u^0 - \beta u_\varepsilon) \leq c_N + \frac{\varepsilon}{N}\|S_N^\varepsilon\|_{\frac{N}{2s}} + C_7(|u^0|_{2s}^{2s-1} + |u^0|_{2s}^{2s-1})\varepsilon^{\frac{N}{2s}} - C_9\lambda\varepsilon^{2s}.
\]

(2.31)

Since $C_7$ and $C_8$ do not depend on $\varepsilon$ we can always take $\varepsilon$ such that, when $N > 6s$,
\[
C_7(|u^0|_{2s}^{2s-1} + |u^0|_{2s}^{2s-1})\varepsilon^{\frac{N}{2s}} - C_9\lambda\varepsilon^{2s} < 0
\]

(2.32)

and thus we get the thesis.

If $N = 6s$ the sign of the left-hand side in (2.32) does not depend on $\varepsilon$ anymore. Nevertheless, a careful analysis of the proof of Proposition 2.2.7 (in particular of the estimates in 69, Proposition
12], [71, Proposition 21, 22]), and of the previous passages, shows that there exists \( \bar{\tau} \in (0, 1) \) which depends only on \( N \) and \( s \) but not on \( \rho \) nor \( x_0 \) such that, taking \( N = 6s, 0 < \rho < 1, \mu = \rho \) and \( \varepsilon = \tau \rho \) with \( \tau \in (0, \bar{\tau}) \), inequality (2.31) can be written as
\[
I(\alpha u^0 - \beta u_\varepsilon) \leq c_N + \frac{1}{6} S^3_s + (\bar{C}_1 (|u^0_{\text{loc}; B_\rho(x_0)}| + |u^0_{\text{loc}; B_\rho(x_0)}|^{2^{-1}} - \bar{C}_2 \lambda)^{2s},
\]
where \( \bar{C}_1 \) and \( \bar{C}_2 \) depend only on \( N \) and \( s \) but not on \( \rho \) nor \( x_0 \). At the end we obtain the desired result observing that, since \( u^0 \) decreases along the radii, the point \( x_0 \) and the ball \( B_\rho(x_0) \) can be chosen near the boundary of \( \Omega \) in such the way that \( |u^0_{\text{loc}; B_\rho(x_0)}| \) is so small that
\[
\bar{C}_1 (|u^0_{\text{loc}; B_\rho(x_0)}| + |u^0_{\text{loc}; B_\rho(x_0)}|^{2^{-1}} - \bar{C}_2 \lambda < 0.
\]
In the case of radial functions, if \( N = 6s \) this last argument fails since we are forced to choose \( x_0 = 0 \) in the definition of the function \( u_\varepsilon(x) \), while the rest of the proof applies verbatim and thus get existence of radial solutions just for \( N > 6s \). The proof is complete. \( \square \)

From Theorem 2.3.5 and Lemma 2.3.6, we obtain the following.

**Theorem 2.3.7.** Let \( s \in (0, 1) \), and let \( N \geq 6s, \lambda \in (0, \lambda_{1,s}) \). Then there exists a sign-changing solution \( u \in \mathcal{M} \) of Problem (2.1) such that \( I(u) = c_M \). If \( \Omega = B_R, N > 6s \) and \( \lambda \in (0, \lambda_{1,s}) \), there exists radial sign-changing solution \( u \in \mathcal{M}_{\text{rad}} \) of Problem (2.1) such that \( I(u) = c_{M_{\text{rad}}} \).

### 2.4 Asymptotic analysis of the energy as \( \lambda \to 0^+ \)

In this section we study the asymptotic behavior of the energy of least energy solutions of Problem (2.1), as \( \lambda \to 0^+ \).

**Remark 2.4.1.** We observe that, as a straightforward consequence of the definitions of \( S_s, S_{s, \lambda} \) and \( \lambda_{1,s} \), we get that
\[
\left(1 - \frac{\lambda}{\lambda_{1,s}}\right) S_s \leq S_{s, \lambda} \leq S_s,
\]
thus \( S_{s, \lambda} \to S_s \) as \( \lambda \to 0^+ \). Moreover, as a consequence of Remark 2.2.5 and Remark 2.2.9, we get that for every \( x_0 \in (0, 1) \) it holds
\[
\lim_{\lambda \to 0^+} \sup_{s \in [s_0, 1]} |S_s - S_{s, \lambda}| \leq \lim_{\lambda \to 0^+} \frac{\overline{S}}{\overline{\lambda}(s_0)} \lambda = 0,
\]
where \( \overline{S}, \overline{\lambda}(s_0) \) are the two positive constants appearing in Remark 2.2.5 and Remark 2.2.9.

We have the following asymptotic result for \( c_N(s, \lambda), c_M(s, \lambda) \) and \( c_{M_{\text{rad}}}(s, \lambda) \).

**Lemma 2.4.2.** Let \( s \in (0, 1) \) and let \( N \geq 6s \). As \( \lambda \to 0^+ \) it holds
\[
c_N(s, \lambda) \to \frac{S_s^{N_s}}{N}, \quad c_M(s, \lambda) \to 2 \frac{S_s^{N_s}}{N}.
\]
Moreover, for every \( s_0 \in (0, 1) \) it holds that
\[
(i) \lim_{\lambda \to 0^+} \sup_{s \in [s_0, 1]} \left| \frac{s}{N} S_s^{N_s} - c_N(s, \lambda) \right| = 0 \quad \text{and} \quad (ii) \lim_{\lambda \to 0^+} \sup_{s \in [s_0, 1]} \left| \frac{s}{N} S_s^{N_s} - c_M(s, \lambda) \right| = 0.
\]
If \( \Omega = B_R \) and \( N > 6s \) the same results hold for \( c_{M_{\text{rad}}}(s, \lambda) \).
Proof. By Proposition 2.3.3 we have \( c_N(s, \lambda) = \frac{s}{N} S_N^\ast \), and thus (i) is a consequence of Remark 2.4.1. In fact, thanks to Remark 2.2.5 and Remark 2.2.9, we get that

\[
0 \leq \frac{s}{N} S_N^\ast - c_N(s, \lambda) \leq \frac{s}{N} \left( 1 - \left( 1 - \frac{1}{\lambda_{1,s}} \right) \right) S_N^\ast \leq C(s_0, \lambda)
\]

(2.33)

where \( C(s_0, \lambda) > 0 \) is such that \( C(s_0, \lambda) \to 0 \) as \( \lambda \to 0^+ \).

For (ii), let us recall that by Lemma 2.3.6 it holds \( c_M(s, \lambda) < c_N(s, \lambda) + \frac{s}{N} S_N^\ast \). Let \( u_{s,\lambda} \) be a minimizer of \( c_M(s, \lambda) \). As seen in the proof of Step 2 of Theorem 2.3.5, we have that, for every \( \alpha, \beta \in \mathbb{R}_+ \) it holds

\[
I_{s,\lambda}(\alpha u_{s,\lambda}^+ - \beta u_{s,\lambda}^-) \leq I_{s,\lambda}(u_{s,\lambda}) = c_M(s, \lambda).
\]

On the other hand, we can always choose \( \alpha \) and \( \beta \) such that \( \alpha u_{s,\lambda}^+ - \beta u_{s,\lambda}^- \in N_{s,\lambda} \), and since \( \eta_s(u_{s,\lambda}) > 0 \) we get that

\[
I_{s,\lambda}(\alpha u_{s,\lambda}^+ - \beta u_{s,\lambda}^-) > I_{s,\lambda}(\alpha u_{s,\lambda}^+) + I_{s,\lambda}(\beta u_{s,\lambda}^-) \geq 2c_N(s, \lambda).
\]

At the end we obtain

\[
2c_N(s, \lambda) < c_M(s, \lambda) < c_N(s, \lambda) + \frac{s}{N} S_N^\ast,
\]

(2.34)

and the result easily follows. Indeed, since (2.34) can be rewritten as

\[
0 < 2 \frac{s}{N} S_N^\ast - c_M(s, \lambda) < 2 \left( \frac{s}{N} S_N^\ast - c_N(s, \lambda) \right),
\]

the limit is uniform with respect to \( s \in [s_0, 1) \) thanks to (2.33).

The proof for the radial case is identical and we omit it. \( \square \)

Lemma 2.4.3. Let \( s \in (0, 1) \) and let \( N \geq 6s \). Let \( (u_{s,\lambda}) \subset M_{s,\lambda} \) be a family of solutions of Problem (2.1) such that \( I_{s,\lambda}(u_{s,\lambda}) = c_M(s, \lambda) \) and set \( M_{s,\lambda,\pm} := |u_{s,\lambda}^\pm|_{\infty} \). As \( \lambda \to 0^+ \) we have:

(i) \( \|u_{s,\lambda}^\pm\|_s^2 \to S_N^\ast \);

(ii) \( |u_{s,\lambda}^\pm|_{L^2}^2 \to S_N^\ast \);

(iii) \( \lambda |u_{s,\lambda}^\pm|_{L^2}^2 \to 0 \);

(iv) \( \eta_s(u_{s,\lambda}) \to 0 \);

(v) \( u_{s,\lambda} \to 0 \) in \( X_0^N(\Omega) \);

(vi) \( M_{s,\lambda,\pm} \to +\infty \).

where \( \eta_s \) is as in (2.17). When \( N > 6s \) the same results hold for a family \( (u_{s,\lambda}) \subset M_{s,\lambda,\text{rad}} \) of radial solutions of Problem (2.1) such that \( I_{s,\lambda}(u_{s,\lambda}) = c_{M,\text{rad}}(s, \lambda) \). Moreover, for every \( s_0 \in (0, 1) \) the limits (i) - (iv) are uniform with respect to \( s \in [s_0, 1) \).

Proof. Let \( u_{s,\lambda} \in M_{s,\lambda} \). From the definition of \( M_{s,\lambda} \) (see also (2.18)), Theorem 2.2.4 and the variational characterization of the eigenvalues, we get that

\[
0 = \|u_{s,\lambda}^\pm\|_s^2 + 2\eta_s(u_{s,\lambda}) - \lambda |u_{s,\lambda}^\pm|_{L^2}^2 - |u_{s,\lambda}^\pm|_{L^2}^2 \leq \|u_{s,\lambda}^\pm\|_s^2 \left( 1 - \frac{\lambda}{\lambda_{1,s}} \right) - S_{s}^{-\frac{2}{s}} |u_{s,\lambda}^\pm|_{L^2}^{\frac{2}{s} - 2}.
\]

which implies that

\[
\liminf_{\lambda \to 0^+} \|u_{s,\lambda}^\pm\|_s^2 \geq S_N^\ast.
\]

(2.35)
Since
\[ \|u_s,\lambda\|_s^2 = \|u^+_s,\lambda\|_s^2 + \|u^-_s,\lambda\|_s^2 + 4\eta_s(u_s,\lambda) \geq \|u^+_s,\lambda\|_s^2 + \|u^-_s,\lambda\|_s^2 \] (2.36)
it follows that
\[ \liminf_{\lambda \to 0^+} \|u_s,\lambda\|_s^2 \geq 2S^N_s. \] (2.37)

On the other hand, since \( u_{s,\lambda} \in \mathcal{N}_{s,\lambda} \) and \( I_{s,\lambda}(u_{s,\lambda}) = c_M(s,\lambda) \), thanks to Lemma 2.4.2 we have
\[ \lim_{\lambda \to 0^+} \frac{S}{N} \|u_{s,\lambda}\|_{2s}^2 = \lim_{\lambda \to 0^+} I_{s,\lambda}(u_{s,\lambda}) = \lim_{\lambda \to 0^+} c_M(s,\lambda) = 2\frac{S}{N}S^N_s, \]
namely
\[ \lim_{\lambda \to 0^+} \|u_{s,\lambda}\|_{2s}^2 = 2S^N_s. \] (2.38)

Using again that \( u_{s,\lambda} \in \mathcal{N}_{s,\lambda} \) and the characterization of the eigenvalues we get that
\[ \left( 1 - \frac{\lambda}{\lambda_{1,s}} \right) \|u_{s,\lambda}\|_s^2 \leq \|u_{s,\lambda}\|_{2s}^2. \]

From the previous inequality, (2.37) and (2.38) it follows that
\[ \lim_{\lambda \to 0^+} \|u_{s,\lambda}\|_s^2 = 2S^N_s. \] (2.39)

Therefore, from (2.38), (2.39) and since \( u_{s,\lambda} \in \mathcal{N}_{s,\lambda} \) we deduce \((iii)\).

Now observe that, in view of (2.35) and (2.36), we have
\[ 2S^N_s = \lim_{\lambda \to 0^+} \|u_{s,\lambda}\|_s^2 \geq \limsup_{\lambda \to 0^+} \left( \|u^+_s,\lambda\|_s^2 + \|u^-_s,\lambda\|_s^2 \right) \]
\[ \geq \liminf_{\lambda \to 0^+} \|u^+_s,\lambda\|_s^2 + \liminf_{\lambda \to 0^+} \|u^-_s,\lambda\|_s^2 \geq 2S^N_s. \]

Hence we obtain that
\[ \lim_{\lambda \to 0^+} \left( \|u^+_s,\lambda\|_s^2 + \|u^-_s,\lambda\|_s^2 \right) = 2S^N_s, \]
and, in view of (2.35), we deduce that
\[ \lim_{\lambda \to 0^+} \|u^\pm_{s,\lambda}\|_s^2 = S^N_s, \]
which proves \((i)\), and \((iv)\) follows from (2.36) and (2.39). Then, the relation \((ii)\), is a consequence of \((i)\), \((iii)\), \((iv)\), and the definition of \( M_{s,\lambda} \).

For \((v)\), from (2.39) we get that, up to a subsequence, there exists \( u_s \in X^s_0(\Omega) \) such that \( u_{s,\lambda} \rightharpoonup u_s \) in \( X^s_0(\Omega) \) and \( u_{s,\lambda} \to u_s \) a.e. as \( \lambda \to 0^+ \). Moreover, \( u_s \) is a weak solution of the equation
\[ (-\Delta)^s u_s = |u_s|^{2s-2} u_s \quad \text{in} \ \Omega. \] (2.40)

In addition, by \((ii)\) and Fatou’s Lemma we have
\[ |u_s|_{2s}^2 \leq \liminf_{\lambda \to 0^+} |u_{s,\lambda}|_{2s}^2 = 2S^N_s. \] (2.41)

Suppose that both \( u^+_s \) and \( u^-_s \) are not trivial. Then, using \( u^\pm_s \) as test functions in (2.40) we get
\[ \|u^\pm_s\|_s^2 + 2\eta_s(u_s) = |u^\pm_s|_{2s}^2. \]

Therefore, by definition of \( S_s \), we deduce that
\[ S_s \leq \frac{\|u^\pm_s\|_s^2}{|u^\pm_s|_{2s}^2} = |u^\pm_s|_{2s}^{2s-2} - 2\frac{\eta_s(u_s)}{|u^\pm_s|_{2s}^2} < |u^\pm_s|_{2s}^{2s-2}. \]
This implies that
\[ 2S_{\lambda}^{2}\hat{\Omega} \leq |u|_{2,\Omega}^{2}, \]
which contradicts (2.41). As a consequence, either \( u_{s}^{+} \equiv 0 \) or \( u_{s}^{-} \equiv 0 \) i.e. \( u_{s} \) is of constant sign. Assume for instance that \( u_{s} \geq 0 \). Hence, being \( u_{s} \) a \( L^{\infty} \) (see Lemma 2.2.10) non-negative solution of (2.40), then (v) is a consequence of the fractional Pohozaev identity (see [65, Corollary 1.3]).

To prove the last point of the Lemma, we argue again by contradiction. Let \( C > 0 \) be such that \( M_{s,\lambda} \leq C \) for all \( \lambda \). Then \( |u_{s,\lambda}|_{2}^{2} \leq (M_{s,\lambda})^{2} \leq C_{2}^{2} \). Since by the previous point we have also that \( u_{s,\lambda} \to 0 \) a.e, we can apply Lebesgue’s convergence theorem to obtain that, as \( \lambda \to 0^{+} \),
\[ |u_{s,\lambda}|_{2}^{2} = \int_{\Omega} |u_{s,\lambda}|^{2} \, dx \to 0, \]
which contradicts (ii). The same proof holds for \( M_{s,\lambda} \). As for the radial case, the proof is identical. Moreover, in view of Remark 2.2.5 and Lemma 2.4.2 the limits \( (i) - (iv) \) are uniform with respect to \( s \in [s_{0}, 1) \). □

2.5 Nodal components of the extension and nodal bounds

In this section we study the nodal set of the extension of least energy sign-changing solutions of Problem (2.1). Let \( u_{s,\lambda} \) be such a solution and let \( W_{s,\lambda} = E_{s}u_{s,\lambda} \) be the extension of \( u_{s,\lambda} \) (see Section 2.2 for the definition). Since \( W_{s,\lambda} \) is continuous up to the boundary (see Lemma 2.2.18) and its restriction to \( \mathbb{R}^{N} \) is \( u_{s,\lambda} \), then also \( W_{s,\lambda} \) changes sign. Next result states the number of nodal regions of \( W_{s,\lambda} \), i.e. the number of the connected components of \( \{ x \in \mathbb{R}^{N+1} \mid W_{s,\lambda}(x) \neq 0 \} \), is two.

**Theorem 2.5.1.** Let \( s \in (0, 1), N \geq 6s \) and let \( \Omega \subset \mathbb{R}^{N} \) be a smooth bounded domain. Then, there exists \( \hat{\lambda} \leq \lambda_{1,s} \) such that for every \( \lambda \in (0, \hat{\lambda}) \) the function \( W_{s,\lambda} \) has exactly two nodal regions. Moreover, for every \( s_{0} \in (0, 1) \) there exists \( \hat{\lambda}(s_{0}) \) which depends on \( N \) and \( s_{0} \) but not on \( s \) such that for every \( \lambda \in (0, \hat{\lambda}(s_{0})) \) and \( s \in [s_{0}, 1) \), previous result holds.

**Proof.** Let \( \{ \Omega_{i} \} \) be the set of nodal regions of \( W_{s,\lambda} \) in \( \mathbb{R}^{N+1} \) and for each of them let us set \( W_{s,\lambda}^{i} := W_{s,\lambda} \mathbb{1}_{\Omega_{i}} \), where \( \mathbb{1}_{\Omega_{i}} \) is the characteristic function of \( \Omega_{i} \). First of all we notice that it cannot happen that \( W_{s,\lambda}^{i}(x, 0) = 0 \) for all \( x \in \mathbb{R}^{N} \). Indeed, by (2.10) we have
\[ D_{s}^{2}(W_{s,\lambda}) = d_{s} \int_{\mathbb{R}^{N+1}} y^{1-2s} |\nabla W_{s,\lambda}^{i}|^{2} \, dx \, dy + d_{s} \int_{\mathbb{R}^{N+1}} y^{1-2s} |(\nabla(W_{s,\lambda} - W_{s,\lambda}^{i}))|^{2} \, dx \, dy \]
\[ \geq d_{s} \int_{\mathbb{R}^{N+1}} y^{1-2s} |(\nabla(W_{s,\lambda} - W_{s,\lambda}^{i}))|^{2} \, dx \, dy \geq \| (W_{s,\lambda} - W_{s,\lambda}^{i})(x, 0) \|_{s}^{2} \]
\[ = \| W_{s,\lambda}(x, 0) \|_{s}^{2}. \]
Therefore, thanks to (2.8) we infer that \( |u|_{s,\lambda}^{2} = d_{s} \int_{\mathbb{R}^{N+1}} y^{1-2s} |(\nabla(W_{s,\lambda} - W_{s,\lambda}^{i}))|^{2} \, dx \, dy \). Since the extension is unique, this implies that \( W_{s,\lambda} = W_{s,\lambda} - W_{s,\lambda}^{i} \), that is, \( W_{s,\lambda}^{i} \equiv 0 \) in \( \mathbb{R}^{N+1} \), which contradicts the definition of \( \Omega_{i} \) and proves the claim.

As a consequence, we have that there is no nodal region such that \( \overline{\Omega_{i}} \cap \Omega = \emptyset \). Using also (2.10), we get that \( W_{s,\lambda}^{i}(x, 0) \) is a non trivial function in \( X_{0}^{0}(\Omega) \). Moreover, thanks the continuity of \( W_{s,\lambda} \), the support of \( W_{s,\lambda}^{i}(x, 0) \) turns out to be a non empty union of subsets of \( \Omega \) where \( u_{s,\lambda} \) has the same sign. In addition, for every \( i, j \) the intersection between the supports of \( W_{s,\lambda}^{i}(x, 0) \) and \( W_{s,\lambda}^{j}(x, 0) \) consists of a set of null measure.

Since \( u_{s,\lambda} \) is a solution of Problem (2.1), from (iv) of Lemma 2.2.18 we obtain that for every \( \phi \in \mathcal{D}^{1,s}(\mathbb{R}^{N+1}) \) such that \( \phi(x, 0) \in X_{0}^{0}(\Omega) \) it holds
\[ d_{s} \int_{\mathbb{R}^{N+1}} y^{1-2s} \nabla W_{s,\lambda}(x, y) \cdot \nabla \phi(x, y) \, dx \, dy = (u_{s,\lambda}(x), \phi(x, 0))_{s} \]
\[ = \lambda \int_{\Omega} u_{s,\lambda}(x) \phi(x, 0) \, dx + \int_{\Omega} |u_{s,\lambda}(x)|^{2s-2} u_{s,\lambda}(x) \phi(x, 0) \, dx. \]
Then, using \( W^i_{s,\lambda} \) as a test function in (2.42), we have
\[
d_s \int_{\mathbb{R}^N \times \mathbb{R}^+} |\nabla W^i_{s,\lambda}|^2 \, dx \, dy = \lambda \int_{\Omega} |W^i_{s,\lambda}(x,0)|^2 \, dx + \int_{\Omega} |W^i_{s,\lambda}(x,0)|^2 \, dx.
\]
Therefore, by (2.10), the Sobolev inequality and the variational characterization of \( \lambda_{1,s} \) we obtain
\[
0 \leq D^2_s(W^i_{s,\lambda}) \left[ - \left( 1 - \frac{\lambda}{\lambda_{1,s}} \right) + S_{s}^{\frac{2}{p^*}} D_s^{\frac{2}{p^*}}(W^i_{s,\lambda}) \right],
\]
and, as \( \lambda \to 0^+ \), we get that
\[
D^2_s(W^i_{s,\lambda}) \geq S_{s}^{\frac{2}{p^*}} (1 + o(1)).
\]
At the end, let \( K \) be the number of nodal regions of \( W^i_{s,\lambda} \), and assume that \( K > 2 \). Thus by Lemma 2.4.3 and Proposition 2.2.10 we obtain that
\[
2 S_{s}^{\frac{2}{p^*}} + o(1) = \| u_{s,\lambda} \|_{s}^2 = D^2_s(W^i_{s,\lambda}) = \sum_{i=1}^{K} D^2_s(W^i_{s,\lambda}) \geq K S_{s}^{\frac{2}{p^*}} (1 + o(1)),
\]
which gives a contradiction.

For the last point of the Theorem, let us fix \( s_0 \in (0, 1) \). As pointed out in Remark 2.2.9 there exists \( \lambda(s_0) \) such that \( \lambda(s_0) \leq \lambda_{1,s} \) for every \( s \in [s_0, 1) \). Then, when \( \lambda \in (0, \lambda(s_0)) \), existence of solutions is ensured by Theorem 2.3.7. Moreover, as stated in Lemma 2.4.3 we have that
\[
\sup_{s \in [s_0, 1)} \left| S_{s}^{\frac{2}{p^*}} - \| u^{\pm}_{s,\lambda} \|_{s}^2 \right| \leq C_1(\lambda) \quad \text{and} \quad \sup_{s \in [s_0, 1)} \eta_s(u_{s,\lambda}) \leq C_2(\lambda),
\]
where the functions \( C_1, C_2 \) depend on \( N \) and \( s_0 \) but not on \( s \), and are such that \( C_1(\lambda), C_2(\lambda) \to 0 \) as \( \lambda \to 0^+ \). Then when \( \lambda < \lambda(s_0) \), from (2.43), we deduce that
\[
2 S_{s}^{\frac{2}{p^*}} + C_3(\lambda) > K \left( 1 - \frac{\lambda}{\lambda_{1,s}} \right) S_{s}^{\frac{2}{p^*}} \geq K \left( 1 - \frac{\lambda}{\lambda(s_0)} \right) S_{s}^{\frac{2}{p^*}}
\]
where \( C_3(\lambda) \) still depends only on \( N, s_0 \) and \( \lambda \). Then, recalling Remark 2.2.5 we obtain that
\[
2 + 2 o(\lambda) > K \left( 1 - \frac{\lambda}{\lambda(s_0)} \right)
\]
where \( o(\lambda) \) does not depend on \( s \). Clearly, if \( K > 2 \), there exists a sufficiently small \( \lambda(s_0) \) such that a contradiction holds. Therefore the only possibility is that \( K = 2 \) for all \( \lambda \in (0, \lambda(s_0)) \), where \( 0 < \lambda(s_0) < \min \{ \lambda(s_0), \lambda(s_0) \} \). The proof is complete.

The previous result holds true for least energy sign-changing solutions of Problem (2.1) in general domains, but gives information just for the nodal set of their extensions. For radial solutions we can say more.

**Theorem 2.5.2.** Let \( N > 6s, s \in (0, 1) \), and \( R > 0 \). Let \( u_{s,\lambda} \) be a least energy radial sign-changing solution for Problem (2.1) in \( B_R \). If \( \lambda \in (0, \tilde{\lambda}_s) \) where \( \tilde{\lambda}_s \) is the number given by Theorem 2.5.1 then \( u_{s,\lambda} = u_{s,\lambda(r)} \) changes sign at most twice. Let \( s_0 \in (0, 1) \). Then the same result holds for every \( s \in [s_0, 1) \) and \( \lambda \in (0, \lambda(s_0)) \) where \( \lambda(s_0) \) is the number given by Theorem 2.5.7.

**Proof.** The proof is the same as in [43] Proposition 5.3, we recall it here for the sake of completeness. Suppose then that \( u_{s,\lambda} \) changes sign more than twice, i.e. there exist
\[
0 < r_1 < r_2 < r_3 < r_4 < R
\]
such that \( u_{s,t}(r_i)u_{s,t}(r_{i+1}) < 0 \) for \( i = 1, 2, 3 \). Taking if necessary \(-u_{s,t}\), we can always assume that \( u_{s,t}(r_1) > 0 \).

Let now \( W_{s,t} = E_3u_{s,t} \) be the extension of \( u_{s,t} \) to \( \mathbb{R}^{N+1} \). Since \( u_{s,t} \in C^0(\mathbb{R}^N) \) (see Theorem 2.2.14) then \( W_{s,t} \in C^0(\mathbb{R}^{N+1}_+ \cup \mathbb{R}^{N+1}_-) \) (see Lemma 2.2.18). For our purposes it suffices that \( W_{s,t} \in C^0(\mathbb{R}^{N+1}_+) \). Since \( u_{s,t} \) is radially symmetric, then \( W_{s,t} \) is cylindrical symmetric in \( \mathbb{R}^{N+1} \). Indeed, let \( T \in SO(N) \) be a rotation around the origin, then

\[
W_{s,t}(Tx, y) = p_{N,s} \int_{\mathbb{R}^N} \frac{u_{s,t}(Tx + y\eta)}{(1 + |\eta|^2)^{\frac{N+2}{2}}} \, d\eta =
= p_{N,s} \int_{\mathbb{R}^N} \frac{u_{s,t}(Tx + y\xi)}{(1 + |\xi|^2)^{\frac{N+2}{2}}} \, d\xi = p_{N,s} \int_{\mathbb{R}^N} \frac{u_{s,t}(T(x + y\xi))}{(1 + |\xi|^2)^{\frac{N+2}{2}}} \, d\xi =
= p_{N,s} \int_{\mathbb{R}^N} \frac{u_{s,t}(x + y\xi)}{(1 + |\xi|^2)^{\frac{N+2}{2}}} \, d\xi = W_{s,t}(x, y).
\]

Let \( \Omega_+, \Omega_- \subset \mathbb{R}^{N+1} \) be the nodal domains of \( W_{s,t} \), which are exactly two in view of Theorem 2.5.1 and cylindrical symmetric with respect to the \( y \)-axis. Let us set

\[
P := \{(|x|, y) \in \{r \ge 0\} \times \{y > 0\} \mid (x, y) \in \Omega_+\}
\]

\[
G := \{(|x|, y) \in \{r \ge 0\} \times \{y > 0\} \mid (x, y) \in \Omega_-\}.
\]

Thanks to the continuity of \( W_{s,t} \) we get that

\[
(r_i, \varepsilon) \in P \text{ for } i = 1, 3, \quad (r_i, \varepsilon) \in G \text{ for } i = 2, 4,
\]

for all sufficiently small \( \varepsilon > 0 \). Fixing \( \varepsilon > 0 \), since \( P, G \) are arcwise connected, this implies that there exist two continuous curves \( \gamma_\varepsilon^P \in C^0([0, 1]; \{r \ge 0\} \times \{y > 0\}) \) such that

\[
\gamma_\varepsilon^P(0) = (r_1, \varepsilon), \quad \gamma_\varepsilon^P(1) = (r_3, \varepsilon), \quad \gamma_\varepsilon^P(t) \in P \forall t \in [0, 1],
\]

\[
\gamma_\varepsilon^G(0) = (r_2, \varepsilon), \quad \gamma_\varepsilon^G(1) = (r_4, \varepsilon), \quad \gamma_\varepsilon^G(t) \in G \forall t \in [0, 1].
\]

Moreover, since \( W_{s,t} \) is continuous up to the boundary, and since \( W_{s,t}(r_i) \neq 0 \) for \( i = 1, \ldots, 4 \), we can always modify \( \gamma_\varepsilon^P \) in order to obtain two curves \( \gamma_\varepsilon \in C^0([0, 1]; \{r \ge 0\} \times \{y \ge 0\}) \) such that they are injective and satisfy

\[
\gamma_+(0) = (r_1, 0), \quad \gamma_+(1) = (r_3, 0), \quad \gamma_+(t) \in P \forall t \in (0, 1),
\]

\[
\gamma_-(0) = (r_2, 0), \quad \gamma_-(1) = (r_4, 0), \quad \gamma_-(t) \in G \forall t \in (0, 1).
\]

Now we can apply the topological Lemma 2.2.22 to conclude that \( \gamma_+ \) and \( \gamma_- \) intersect in \( \{r \ge 0\} \times \{y > 0\} \), i.e. there exist \( t_1, t_2 \in (0, 1) \) such that \( \gamma_+(t_1) = \gamma_-(t_2) \), which is absurd since by definition \( \Omega^+ \cap \Omega^- = \emptyset \). The proof is complete.

We state now another crucial preliminary result.

**Lemma 2.5.3.** Let \( s_0 \in (0, 1) \) and let \( \hat{s}(s_0) \) be the number given by Theorem 2.5.2. Let \( s \in (s_0, 1) \), \( N > 6s \), \( R > 0 \) and let \( u_{s,t} \) be a least energy radial sign-changing solution of Problem 2.1 in \( B_R \) such that \( u_{s,t} \) changes sign exactly twice and \( u_{s,t}(0) \ge 0 \). Let us denote by \( 0 < r_1^s < r_2^s < R \) the nodes of \( u_{s,t} \). Let \( W_{s,t} = E_3u_{s,t} \) be extension of \( u_{s,t} \). Then, for every \( \overline{p} \in (r_1^s, R) \) such that \( u_{s,t}(\overline{p}) > 0 \), there exists \( \overline{\delta} = \overline{\delta}(\overline{p}) > 0 \) such that

\[
W_{s,t}(x, y) \ge 0 \quad \forall |x| > \overline{p}, \quad \forall y \in (0, \overline{\delta}). \tag{2.44}
\]
Proof. Let $W_{s,t} = E_s u_{s,t}$ be the extension of $u_{s,t}$, then, thanks to Theorem 2.5.1, the function $W_{s,t}$ has exactly two nodal regions. Let us denote them by

$$\Omega^+ = \{(x, y) \in \mathbb{R}^{N+1}_+ | W_{s,t}(x, y) > 0\},$$
$$\Omega^- = \{(x, y) \in \mathbb{R}^{N+1}_- | W_{s,t}(x, y) < 0\}.$$ 

Moreover, since $u_{s,t}$ is radially symmetric, then $W_{s,t}$ is cylindrically symmetric and we set

$$P = \{(r, y) \in \{r \geq 0\} \times \{y > 0\} | W_{s,t}(r, y) > 0\},$$
$$G = \{(r, y) \in \{r \geq 0\} \times \{y > 0\} | W_{s,t}(r, y) < 0\}.$$ 

Since we are assuming that $u_{s,t} = u_{s,t}(r)$ changes sign twice, there exist $\rho_1, \rho_2 > 0$ such that

$$0 < \rho_1 < r_1 < \rho_2 < r_2 < \rho < R$$

and $u_{s,t}(\rho_1) > 0$ while $u_{s,t}(\rho_2) < 0$. Recalling that $u_{s,t}(\rho) > 0$, then, arguing as in Theorem 2.5.2, there exists a simple curve $\gamma^+ \in C(\{0, 1\}; \{r \geq 0\} \times \{y \geq 0\})$ such that

$$\gamma^+(0) = (\rho_1, 0), \quad \gamma^+(1) = (\rho, 0), \quad \gamma^+(t) \in P \quad \forall t \in (0, 1).$$

In addition, without loss of generality, we can assume that $\gamma^+([0, 1]) \cap \{r = 0\} = \emptyset$. We notice that since $W_{s,t}$ is continuous up to the boundary and $\gamma^+([0, 1])$ is a compact subset of $\{r \geq 0\} \times \{y \geq 0\}$ there exists $\delta > 0$ such that dist($\gamma^+([0, 1]), G > \delta > 0$.

Now, by Jordan’s curve theorem the closed and simple curve whose support is $\gamma^+([0, 1]) \cup (\{\rho_1, \rho\} \times \{0\})$ divides the set $\{r \geq 0\} \times \{y \geq 0\}$ in two regions, a bounded one which we call $A_b$, and unbounded one $A_u$. Since $u_{s,t}(\rho_2) < 0$ and $\rho_2 \notin (\rho_1, \rho)$, by continuity and since $W_{s,t}$ possesses exactly two nodal regions, we deduce that $G \cap A_b \neq \emptyset$. This, together with Jordan’s curve theorem implies that $G \subset A_b$.

Let $(r, y) \in [\rho, +\infty) \times (0, \delta)$, we claim that $W_{s,t}(r, y) \geq 0$. Indeed suppose that there exits a point $(r_0, y_0) \in [\rho, +\infty) \times (0, \delta)$ such that $W_{s,t}(r_0, y_0) < 0$. This implies that $(r_0, y_0) \in G \subset A_b$. On the other hand, since $\gamma^+(t) \notin \{r \geq 0\} \times \{0\}$ when $t \neq 0, 1$, we have that $(r_0, 0) \in A_u$, and thus, as a further consequence of the Jordan curve theorem, $\gamma^+$ intersects any curve $\gamma_s$ connecting $(r_0, y_0)$ and $(r_0, 0)$, whose support $\gamma^+([0, 1])$ intersects $\{y = 0\}$ just in $(r_0, 0)$. In particular, choosing as $\gamma_s$ the segment joining $(r_0, y_0)$ and $(r_0, 0)$, there exists $t_0$ such that $\gamma^+(t_0)$ lies in the interior of that segment. But this implies that dist($\gamma^+(t_0), (r_0, \delta) \leq \delta$, and by the definition of $\delta$ we deduce that $(r_0, y_0)$ cannot belong to $G$, which gives a contradiction. The proof is complete.

\section{Uniform bounds with respect to $s$ and pre-compactness}

We begin this section by recalling a general result of approximation for the fractional Laplacian that will be useful in the sequel. For the statement to be meaningful, we remark that the space $H^s(\mathbb{R}^N)$ and the operator $(-\Delta)^s$ can be defined via the Fourier transform also for $s \geq 1$, and such definitions are equivalent to the usual ones when $s \in (0, 1)$ (see [37] Proposition 3.4).

\textbf{Lemma 2.6.1 ([38, Lemma 2.4]).} Let $s, \sigma \in (0, 1]$ and $\delta > 2|\sigma - s|$. Then, for any $\varphi \in H^{2(\sigma+\delta)}(\mathbb{R}^N)$, it holds that

$$|(-\Delta)^s \varphi - (-\Delta)^s \varphi|_2 \leq C|\sigma - s||\varphi||^2_{2(\sigma+\delta)},$$

for some $C = C(\sigma, \delta) > 0$.

\textbf{Remark 2.6.2.} Let $\varphi \in C_c^\infty(\mathbb{R}^N)$. Since $C_c^\infty(\mathbb{R}^N) \subset H^s(\mathbb{R}^N)$ for all $s \geq 0$ as a consequence of previous Lemma we obtain that for all $\sigma \in (0, 1],$

$$|(-\Delta)^s \varphi - (-\Delta)^s \varphi|_2 \rightarrow 0 \quad \text{when} \quad s \rightarrow \sigma.$$
Lemma 2.6.3. Let $0 < s_0 < s_1 \leq 1$. Let $N > 4s_1$ and $\lambda \in (0, \lambda(s_0))$, where $\lambda(s_0)$ is the number given by Remark 2.2.9. Then, for every $s \in (s_0, s_1)$, it holds

$$S_{x, A} \leq S_x - q(\lambda)$$

where $q(\lambda) = q(\lambda, s_0, s_1, N, \Omega) > 0$ for $\lambda \in (0, \lambda(s_0))$ and $q(\lambda) \to 0$ as $\lambda \to 0^+$. 

Proof. Let $u_\epsilon$ be as in Proposition 2.2.7. For every $s \in (s_0, s_1)$, by definition of $S_{x, A}$ and (3.7), for $\epsilon < 1$, we have that

$$S_{x, A} \leq \frac{\|u_{\epsilon}^2\|^2 - \lambda|u_{\epsilon}^2|_{L^2}^2}{|u_{\epsilon}^2|_{L^s}^2} \leq \frac{S_N^2 + C_1\epsilon^{N-2s} - \lambda C_2\epsilon^{2s}}{S_N^2 - C_2\epsilon^N} \leq S_x + C_1\epsilon^{N-2s} - \lambda C_2\epsilon^{2s} \leq S_x + C_3\epsilon^{2s}(C_0\epsilon^{N-4s} - \lambda),$$

where the constants do not depend neither on $s$ nor on $\epsilon$. Then taking a fixed $\epsilon_0$ small enough so that $C_0\epsilon_0^{N-4s} - \lambda < 0$, we obtain the desired result with $q(\lambda) = C_3\epsilon_0^{2s}(\lambda - C_0\epsilon_0^{N-4s})$. 

In view of the previous results we obtain a uniform $L^\infty$ bound for the least energy positive solutions of Problem (2.1).

Proposition 2.6.4. Let $0 < s_0 < s_1 \leq 1$ and $N > 4s_1$. For every $s \in [s_0, s_1)$ and for any fixed $\lambda \in (0, \lambda(s_0))$, where $\lambda(s_0)$ is the number given by Remark 2.2.9, let $u_{x, A}^0 \in N_{x, A}$ be such that $I_{s, A}(u_{x, A}^0) = c_N(s, \lambda)$. It holds that

$$0 < \sup_{s \in [s_0, s_1)} |u_{x, A}^0|_{\infty} < +\infty.$$

Proof. The first inequality is trivial. For the other inequality we argue by contradiction. Let us set $\delta_s := |u_{x, A}^0|_{\infty}$ and assume that there exists $\sigma \in [s_0, s_1)$ and a sequence $(s_k) \subset (s_0, s_1)$ such that $\delta_{s_k} \to +\infty$ when $s_k \to \sigma$. From now on, in order to simplify the notation, we omit the subscript $k$.

Let consider the rescaled function

$$v_{x, A}(x) := \frac{1}{\delta_s} u_{x, A}^0 \left( \frac{x}{\delta_s} \right)$$

where $\beta_s := \frac{2}{N-2s}$. Notice that $v_{x, A} \in X^s_0\left(B_{\delta_s}^\infty \right)$. Since $u_{x, A}^0 \in N_{x, A}$ we have that

$$c_N(s, \lambda) = \frac{1}{2}(\|u_{x, A}^0\|^2 - \lambda|u_{x, A}^0|_{L^2}^2) - \frac{1}{2s}\|u_{x, A}^0\|_{L^s}^2 = \frac{s}{N}(\|u_{x, A}^0\|^2 - \lambda|u_{x, A}^0|_{L^2}^2)$$

and thanks to Lemma 2.2.20, Lemma 2.4.2 and Remark 2.2.5 there exists $C > 0$ such that

$$0 < \sup_{s \in [s_0, s_1)} \|v_{x, A}\|^2_s = \sup_{s \in [s_0, s_1)} \|u_{x, A}^0\|^2_s \leq C.$$  \hspace{1cm} (2.45)

An easy computation shows that $v_{x, A}$ is a weak solution of

$$(-\Delta)^sv_{x, A} = \frac{\lambda}{\delta_s^{2s}} v_{x, A} + |v_{x, A}|^{2_{s}^{*s} - 2} v_{x, A} \quad \text{in} \quad B_{\delta_s}^\infty \subset R^N. \hspace{1cm} (2.46)$$

As a consequence of that and since $|v_{x, A}|_{\infty} = 1$, thanks to Remark 2.2.13 there exists $v_\lambda$ such that $v_{x, A} \to v_\lambda$ in $C^{0, \alpha}_{loc}(R^N)$ for any fixed $\alpha < s_0$ as $s \to \sigma$. Moreover, the convergence on compact subsets
Lemma 2.2.3. Moreover, as a consequence of Remark 2.6.2, we have that
\[-\infty \leq I_{s,\lambda}(u_{s,\lambda}) = c_N(s, \lambda) \leq \frac{s}{N} \frac{N}{s} - g(\lambda).
\]
Therefore, by Fatou’s Lemma and Lemma 2.2.20, we obtain
\[|v_{s,\lambda}|^\frac{2^* - s}{2^*} \leq \lim_{\sigma \to s^+} \inf \left| v_{s,\lambda} \right|^\frac{2^* - s}{2^*} \leq \lim_{s \to \sigma^{-}} \inf \left| u_{s,\lambda} \right|^\frac{2^* - s}{2^*} \leq S_{2^*} \frac{N}{\sigma} - N g(\lambda). \tag{2.47}
\]
To reach a contradiction we need to obtain also a lower bound for the energy \(|v_{s,\lambda}|^\frac{2^* - s}{2^*} \). To this end, let us fix \( \varphi \in C_c^\infty(\mathbb{R}^N) \). We claim that, as \( s \to \sigma \),
\[
(v_{s,\lambda}, \varphi)_s = \int_{\mathbb{R}^N} v_{s,\lambda}(-\Delta)^s \varphi \, dx
\]
\[= \int_{\mathbb{R}^N} v_{s,\lambda}(-\Delta)^s \varphi - (-\Delta)^s \varphi \, dx + \int_{\mathbb{R}^N} (v_{s,\lambda} - v_\lambda)(-\Delta)^s \varphi \, dx
\]
\[+ \int_{\mathbb{R}^N} v_\lambda(-\Delta)^s \varphi \, dx = \int_{\mathbb{R}^N} v_\lambda(-\Delta)^s \varphi \, dx + o(1). \tag{2.48}
\]
First of all, we point out that since \( v_{s,\lambda} \in X_0^s(B_0^2, \mathbb{R}) \subset D^s(\mathbb{R}^N) \), the first equality follows from Lemma 2.2.3. Moreover, as a consequence of Remark 2.6.2, we have that \((-\Delta)^s \varphi - (-\Delta)^s \varphi \to 0 \) a.e.
in \( \mathbb{R}^N \) as \( s \to \sigma \). Furthermore, thanks to Lemma 2.2.2, we have that, since \( s \in [s_0, 1] \) and \( \sigma \in [s_0, 1] \),
\[|(-\Delta)^s \varphi - (-\Delta)^s \varphi| \leq \frac{C}{(1 + |x|)^{N+2s}} + \frac{C}{(1 + |x|)^{N+2\sigma}} \leq 2C \frac{1}{(1 + |x|)^{N+2s_0}} \in L^1(\mathbb{R}^N),
\]
where \( C > 0 \) depends on \( N \) and \( \varphi \) but not on \( s \). Applying Lebesgue’s dominated convergence theorem we get that
\[
\left| \int_{\mathbb{R}^N} v_{s,\lambda}(-\Delta)^s \varphi - (-\Delta)^s \varphi \, dx \right| \leq \int_{\mathbb{R}^N} |(-\Delta)^s \varphi - (-\Delta)^s \varphi| \, dx \to 0.
\]
In a similar way, considering that \( v_{s,\lambda} \to v_\lambda \) a.e., we prove that
\[
\left| \int_{\mathbb{R}^N} (v_{s,\lambda} - v_\lambda)(-\Delta)^s \varphi \, dx \right| \to 0
\]
and the claim is proved. In view of (2.46) and (2.48) we obtain the relation
\[
\int_{\mathbb{R}^N} v_\lambda(-\Delta)^s \varphi \, dx = \int_{\mathbb{R}^N} |v_{s,\lambda}|^\frac{2^* - s}{2^*} \varphi \, dx \quad \forall \varphi \in C_c^\infty(\mathbb{R}^N). \tag{2.49}
\]
Now we have to consider two different cases: when \( \sigma < 1 \), we easily deduce that \( v_\lambda \in D^\sigma(\mathbb{R}^N) \), as a straightforward consequence of Fatou’s Lemma (recall that \( C_{N,s} \) is continuous on \( s \in [0, 1] \)). Indeed it holds
\[
\|v_\lambda\|^{\frac{2}{2^*}}_\sigma = \frac{C_{N,\sigma}}{2} \int_{\mathbb{R}^{2N}} \frac{|v_\lambda(x) - v_\lambda(y)|^2}{|x - y|^{N+2\sigma}} \, dx \, dy
\]
\[\leq \liminf_{s \to \sigma^{-}} \frac{C_{N,s}}{2} \int_{\mathbb{R}^{2N}} \frac{|v_{s,\lambda}(x) - v_{s,\lambda}(y)|^2}{|x - y|^{N+2s}} \, dx = \liminf_{s \to \sigma^{-}} \frac{\|v_{s,\lambda}\|^{2}_{s}}{s} \leq C.
\]
Then we can apply Lemma 2.2.3 again, and by density, we obtain that \( v_\lambda \) weakly satisfies the equation
\[-\Delta^\sigma v_\lambda = |v_\lambda|^{2^* - 2} v_\lambda \quad \text{in} \quad \mathbb{R}^N.
\]
Therefore, using \( v \in D^\sigma(\mathbb{R}^N) \) as a test function and since \( v \neq 0 \), we obtain

\[
S_\sigma \leq \frac{|v|_{L^2}^2}{|v|_{L^2}^2} = |v|_{L^2}^{2\gamma - 2},
\]

i.e., \( S_\sigma^N \leq |v|_{L^2}^{2\gamma} \), which, in view of (2.47), readily gives a contradiction.

When \( \sigma = 1 \) the argument via Fatou’s Lemma fails since \( C_{N,1} \to 0 \) as \( s \to 1^- \), and a more careful approach is needed. First of all notice that since in this case \( s \to 1^- \), then, passing if necessary to a subsequence, we can assume that \( \frac{2}{3} < s_0 < s < 1 \). Then by Remark 2.2.13 we get that \( v_{s,\lambda} \to v_1 \) in \( C^2_{loc}(\mathbb{R}^N) \) for \( \gamma < 3s_0 - 2 \). In particular \( v_1 \in C^2(\mathbb{R}^N) \). This allows us to integrate by parts in (2.49), thus obtaining that \( v_1 \) weakly satisfies the equation

\[
-\Delta v_1 = |v_1|^{2_1^* - 2} v_1 \quad \text{in} \quad \mathbb{R}^N.
\]

Since \( v_1 \in C^2(\mathbb{R}^N) \), this actually implies that \( v_1 \) satisfies \(-\Delta v_1 = |v_1|^{2_1^* - 2} \) in a classical sense. Moreover, by (2.47) we have that \( v_1 \in L^{21}(\mathbb{R}^N) \). Therefore we can apply Theorem 2, Corollary 3, obtaining that \( v_1 \in D^1(\mathbb{R}^N) \) and \( |v_1|^2 = |v_1|^{2_1^*} \). Hence, also in this case, we recover the estimate \( S_1^N \leq |v_1|_{L^2}^{2_1^*} \) and as before we get a contradiction. \( \square \)

Thanks to Proposition 2.6.4 we can improve the inequality obtained in Lemma 2.3.6. More precisely, the following result holds.

**Corollary 2.6.5.** Let \( 0 < s_0 < s_1 \leq 1 \), \( N > 6s_1 \) and \( \lambda \in (0, \Lambda(s_0)) \), where \( \Lambda(s_0) \) is given by Remark 2.2.9. Then there exists \( \Theta(\lambda) > 0 \) such that for every \( s \in [s_0, s_1) \) it holds that

\[
c_M(s, \lambda) \leq c_N(s, \lambda) + \frac{\varepsilon}{N} \nu^N - \Theta(\lambda).
\]

**Proof.** At the end of the proof of Lemma 2.3.6 we have obtained, for every \( s \in (0, 1) \), the inequality

\[
c_M(s, \lambda) \leq c_N(s, \lambda) + \frac{\varepsilon}{N} S_\nu^N + C_1(s, \lambda)|u^{0}_{s,\lambda}|_{L^\infty(B_\rho(x_0))} e^{-\frac{N\nu}{2}} - \lambda C_2(s) e^{\frac{N\nu}{2}},
\]

for any sufficiently small \( \varepsilon > 0 \), and where \( x_0 \in \Omega \) and \( \rho > 0 \) are fixed. As a matter of fact, by the previous proposition we have that \( \sup_{s \in [s_0, 1]} |u^{0}_{s,\lambda}| \leq C \), and, as seen in the proof of Lemma 2.3.6, the choice of the constants \( C_1 \) and \( C_2 \) depend on \( s \) just for the value of \( |u^{0}_{s,\lambda}| \). Therefore, from the proof of Lemma 2.3.6 we deduce that \( C_1, C_2 \) can be chosen in uniform way with respect to \( s \in [s_0, 1) \) and hence

\[
c_M(s, \lambda) \leq c_N(s, \lambda) + \frac{\varepsilon}{N} S_\nu^N + C_1(\lambda) e^{-\frac{N\nu}{2}} - \lambda C_2 e^{\frac{N\nu}{2}}.
\]

Taking \( \varepsilon \) sufficiently small (depending on \( \lambda \)), the claim holds true with

\[
Q(\lambda) = C_2 e^{\frac{N\nu}{2}} (\lambda - C_1(\lambda) e^{-\frac{N\nu}{2}}).
\]

\( \square \)

We can now obtain an \( L^\infty \) bound for the sequence of radial sign-changing solutions.

**Lemma 2.6.6.** Let \( \frac{1}{3} < s_0 < s_1 \leq 1 \). Let \( N > 6s_1 \), \( R > 0 \) and let us fix \( \lambda \in (0, \Lambda(s_0)) \), where \( \Lambda(s_0) \) is the number given by Remark 2.2.9. For every \( s \in (s_0, s_1) \) let \( u_{s,\lambda} \in M_{s,\lambda,rad} \) be a radial solution of Problem (2.1) in \( B_R \) such that \( I_{s,\lambda}(u_{s,\lambda}) = c_{M_{rad}}(s, \lambda) \). It holds that

\[
0 < \sup_{s \in [s_0, s_1]} |u_{s,\lambda}|_{L^\infty} < +\infty.
\]
Proof. The first inequality is trivial. For the other inequality, as in Proposition 2.6.4 we argue by contradiction. Let us set $\delta_s := |u_{s, \lambda}|_{\infty}$ and suppose that there exists $\sigma \in [s_0, 1]$ and a sequence $s \to \sigma$ such that $\delta_s \to +\infty$. Consider the rescaled function

$$v_{s, \lambda}(x) = \frac{1}{\delta_s} u_{s, \lambda} \left( \frac{x}{\delta_s^2} \right), \quad x \in \mathbb{R}^N,$$

where $\beta_s = \frac{2}{N - 2s}$. Clearly $\nu_s \in X_0^s \left( B_{\delta_s^2} R \right)$. Since $u_{s, \lambda} \in \mathcal{N}_{s, \lambda}$ we have that

$$c_M(s, \lambda) = \frac{1}{2} \left( |u_{s, \lambda}|_{2}^2 - \lambda |u_{s, \lambda}|_{2}^2 \right) - \frac{1}{2s} |u_{s, \lambda}|_{2s}^2
\leq \frac{s}{N} \left( |u_{s, \lambda}|_{2}^2 - \lambda |u_{s, \lambda}|_{2}^2 \right) \geq \frac{s}{N} \left( 1 - \frac{\lambda}{\lambda_{1, s}} \right) |u_{s, \lambda}|_{s}^2.$$

Hence, thanks to Lemma 2.2.20, Lemma 2.4.2 and Remark 2.2.5, there exists $C > 0$ such that

$$0 < \sup_{s \in [s_0, \sigma]} ||v_{s, \lambda}||^2_{2s} = \sup_{s \in [s_0, \sigma]} ||u_{s, \lambda}||^2_{s} \leq C. \quad (2.50)$$

An easy computation shows that $v_{s, \lambda}$ weakly satisfies the equation

$$(-\Delta)^{s} v_{s, \lambda} = \frac{\lambda}{\delta_s^{2s}} |v_{s, \lambda}|^{2s}_{s} - 2 |v_{s, \lambda}|^{2s}_{s} v_{s, \lambda} \quad \text{in} \quad B_{\delta_s^{2}} R.$$

As a consequence of that, since $|v_{s, \lambda}|_{\infty} = 1$, by Remark 2.2.13 it follows that as $s \to \sigma$ we have that $v_{s, \lambda} \to v_{\lambda}$ in $C_{loc}^{0, \sigma}(\mathbb{R}^N)$ for any fixed $\sigma < s_0$. Moreover, let us observe that thanks to Proposition 2.2.21 and (2.50), for any $x_s$ such that $|u(x_s)| = \delta_s$ it holds

$$\left( \delta_s^{2s} |v_s| \right)_{N^s} \leq |u_{s, \lambda}(x_s)| \leq K_N s \|u_{s, \lambda}\|_{s}^2 \leq \hat{C},$$

where $\hat{C}$ depends only on $s_0$. This implies that there exists a compact set $K \subset \subset \mathbb{R}^N$ such that $\delta^s_{x_s} x_s \in K$ for all $s$ sufficiently close to $\sigma$. Then, by the $C_{loc}^{0, \sigma}$-convergence, we get that there exists $\hat{x}$ such that $v_{\lambda}(\hat{x}) = 1$, and thus $v_{\lambda} \neq 0$.

As in proof of Proposition 2.6.4 we obtain that $v_{\lambda}$ is a weak solution of the equation

$$(-\Delta)^{\sigma} v_{\lambda} = |v_{\lambda}|^{2_{\sigma}^*} - 2 |v_{\lambda}|^{2_{\sigma}^*} v_{\lambda} \quad \text{in} \quad \mathbb{R}^N. \quad (2.51)$$

Being $u_{s, \lambda} \in \mathcal{N}_{s, \lambda}$, thanks to Corollary 2.6.5 we get that

$$\frac{s}{N} |u_{s, \lambda}|_{2s}^2 = I_{s, \lambda}(u_{s, \lambda}) = c_{M_{s, \lambda}}(s, \lambda) \leq \frac{s}{N} S_{s, \lambda}^N + \frac{s}{N} S_{s}^N - Q(\lambda).$$

Thus, by Fatou’s Lemma, Lemma 2.2.20 and Remark 2.3.2 we obtain

$$|v_{\lambda}|_{2_{\sigma}^*}^{2_{\sigma}^*} \leq \liminf_{s \to \sigma} |v_{s, \lambda}|_{2s}^{2s} = \liminf_{s \to \sigma} |u_{s, \lambda}|_{2s}^{2s} \leq \liminf_{s \to \sigma} \frac{s}{N} S_{s, \lambda}^N + \frac{s}{N} S_{s}^N - \frac{s}{N} Q(\lambda) < 2S_{\sigma}^{N}.$$

On the other hand, for every $\sigma \in (0, 1]$ if $u$ is a non trivial sign-changing solution of (2.51) then $|u_{s, \lambda}|_{2s}^2 > 2S_{\sigma}$. This is known when $\sigma = 1$. When $\sigma < 1$, by definition of the Sobolev constant and testing (2.51) with $u^\pm$ we obtain

$$S_{\sigma} \leq \left\| u^\pm \right\|_{s}^2 \leq |u^\pm|_{2_{\sigma}^*}^{2_{\sigma}^* - 2} - \frac{\eta_{s, \lambda}(u)}{|u^\pm|_{2_{\sigma}^*}^{2_{\sigma}^*}} < |u^\pm|_{2_{\sigma}^*}^{2_{\sigma}^* - 2}. \quad (2.52)$$

Therefore since $v_{\lambda} \neq 0$, the only possibility is that $v_{\lambda}$ is of constant sign. Assume for instance that $v_{\lambda} \geq 0$. Then $v^+_{s, \lambda} \to v_{\lambda}$ a.e. and by Fatou’s Lemma we get that
\[
|v_s|^{2s} \leq \liminf_{s \to \sigma} |v_s^{+}|^{2s}.
\]

(2.53)

Since \(u_{s,\lambda} \in M_{s,\lambda}\) and by definition of \(S_{s,\lambda}\) we have
\[
S_{s,\lambda} = \frac{\|u_{s,\lambda}^{-}\|^2 - \lambda \|u_{s,\lambda}^{+}\|^2}{\|u_{s,\lambda}^{-}\|^2} = \frac{|u_{s,\lambda}^{-}|^{2s} - \eta_s(u_{s,\lambda})}{|u_{s,\lambda}^{-}|^{2s}} < |u_{s,\lambda}^{-}|^{2s} = |v_s^{+}|^{2s}. \tag{2.54}
\]

which together with (2.53) implies
\[
|v_s|^{2s} + \liminf_{s \to \sigma} S_{s,\lambda}^N \leq \liminf_{s \to \sigma} \left( |v_s^{+}|^{2s} + |v_s^{-}|^{2s} \right) = \liminf_{s \to \sigma} |v_s^{-}|^{2s}. \tag{2.55}
\]

On the other hand, thanks to Corollary 2.6.5 we have that
\[
|v_s^{-}|^{2s} = |u_{s,\lambda}^{-}|^{2s} \leq S_{s,\lambda}^N + \liminf_{s \to \sigma} S_{s,\lambda}^N,
\]

and recalling that \(Q\) does not depend on \(s\) and \(S_s\) is continuous with respect to \(s\), we deduce that
\[
\liminf_{s \to \sigma} |v_s^{-}|^{2s} < S_{s,\lambda}^N + \liminf_{s \to \sigma} S_{s,\lambda}^N. \tag{2.56}
\]

Joining (2.55) and (2.56) we obtain that \(|v_s|^{2s} < S_{s,\lambda}^N\), and this is a contradiction to the fact that every non trivial solution \(u\) of (2.51) must satisfy \(|u|^{2s} \geq S_{s,\lambda}^N\).

Thanks to this uniform \(L^\infty\)-bound on sign-changing solutions of Problem (2.1), we have the following result.

**Theorem 2.6.7.** Let \(\frac{1}{2} < s_0 < s_1 \leq 1\). Let \(N > 6s_1, R > 0\) and let \(\lambda(s_0)\) is the number given by Theorem 2.5.2. For any fixed \(\lambda \in (0, \lambda(s_0))\), let \((u_{s,\lambda})_s\) be a family, \(s \in [s_0, s_1]\), of radial sign-changing solutions of Problem (2.1) with \(I_{s,\lambda}(u_{s,\lambda}) = c_{M_{s,\lambda}}(s, \lambda)\). Assume that \(s \to \sigma\), for some \(\sigma \in [s_0, s_1]\).

Then, for any fixed \(\alpha < s_0\), up to a subsequence, as \(s \to \sigma\), we have \(u_{s,\lambda} \to u_{\sigma,\lambda}\) in \(C^0_{\text{loc}}(B_R)\). Moreover \(u_{\sigma,\lambda} \in X_0^\sigma(B_R)\) and is a weak non trivial solution of
\[
\begin{cases}
(-\Delta)\sigma u_{\sigma,\lambda} = \lambda u_{\sigma,\lambda} + |u_{\sigma,\lambda}|^{2\sigma} - 2 u_{\sigma,\lambda} & \text{in } B_R \\
u_{\sigma,\lambda} = 0 & \text{in } \mathbb{R}^N \setminus B_R
\end{cases}
\]

In addition
\[
\lim_{s \to \sigma} I_{s,\lambda}(u_{s,\lambda}) = I_{\sigma,\lambda}(u_{\sigma,\lambda}).
\]

**Proof.** Let us fix \(\frac{1}{2} < s_0 < s_1 \leq 1\) and \(\lambda \in (0, \lambda(s_0))\). Let \((u_{s,\lambda})_s\) be a family of least energy radial sign-changing solutions of Problem (2.1), where \(s \in [s_0, s_1]\). By Corollary 2.6.5 we have that \((u_{s,\lambda})_s\) is a bounded family in \(X_0^{s_0}(B_R)\), and thus, up to a subsequence, there exists \(u_{\sigma,\lambda} \in X_0^{s_0}(B_R)\) such that:
\[
\begin{align*}
u_{s,\lambda} & \to u_{\sigma,\lambda} & \text{in } X_0^{s_0}(B_R), \\
u_{s,\lambda} & \to u_{\sigma,\lambda} & \text{in } L^p(B_R), \forall p \in (1, 2\frac{s}{s_0}), \\
u_{s,\lambda} & \to u_{\sigma,\lambda} & \text{a.e. in } \mathbb{R}^N.
\end{align*}
\]

On the other hand, thanks to Remark 2.2.12 and Lemma 2.6.6 it holds that \((u_{s,\lambda})_s\) is a bounded sequence in \(C^{0, s_0}(K)\) for every fixed \(K \subset B_R\). Then, up to a subsequence, we get that
\[
u_{s,\lambda} \to u_{\sigma,\lambda} \text{ in } C^0_{\text{loc}}(B_R),
\]

for every fixed \(0 < \alpha < s_0\), thanks to Remark 2.2.13.
Proposition 2.7.1. Let $\sigma, \lambda \in (0, \overline{\lambda}]$ if $u_{s, \lambda} \in M_{s, \lambda, rad}$ is a least energy radial sign-changing solution of Problem (2.1) such that $u_{s, \lambda}(0) \geq 0$, then $u_{s, \lambda}(0) > C$.

Proof. Let $s \in \left(\frac{1}{2}, 1\right)$, $N > 6s$. Assume that the thesis is false. Then, there exist two sequences $\lambda_k \to 0^+$ and $C_k \to 0^+$ such that setting $u_k := u_{s, \lambda_k}$ it holds that $0 \leq u_k(0) \leq C_k$, and thus $u_k(0) \to 0$ as $k \to +\infty$. Let us set $M_k = |u_k|_{\infty}$, then, by Lemma 2.4.3(vi), up to a further subsequence, we have $M_k \to \infty$ as $k \to \infty$.

Now consider the rescaled functions

$$v_k = \frac{1}{M_k} u_k \left( \frac{x}{M_k^{\beta}} \right), \quad x \in M_k^\beta B_R.$$

where $\beta = \frac{2}{N-2s}$. By construction we observe that $v_k(0) \to 0$ as $k \to +\infty$. Moreover, if $\tilde{x}_k \in M_k^\beta B_R$ is such that $v_k(\tilde{x}_k) = 1$, then by Proposition 2.2.21 we obtain that $\tilde{x}_k$ stays in a compact subset of $\mathbb{R}^N$. Arguing as in Proposition 2.6.4 we obtain that there exists $\sigma \in D^\sigma(\mathbb{R}^N)$ such that $v_k \to v$ in $D^\sigma(\mathbb{R}^N)$, where $v$ weakly solves

$$(-\Delta)^{\sigma/2} v = |v|^{2^*_\sigma-2} v \quad \text{in } \mathbb{R}^N.$$

(2.59)
As we have seen in (2.52), if \( v \) were a sign-changing solution of (2.59) it will satisfy \( |v|_{2^*_s}^+ > 2S^\frac{n}{2} \).
On the other hand by Fatou’s Lemma and Lemma 2.4.3 we get that
\[
|v|_{2^*_s}^+ = \liminf_{k \to \infty} |v_k|_{2^*_s}^+ \leq 2S^\frac{n}{2},
\]

hence the only possibilities are that \( v \) is trivial or of constant sign.

By a standard argument (as seen in Remark 2.2.13 but here \( s \) is fixed), since \( |v_k|_\infty \leq 1 \), up to a subsequence, we get that \( v_k \to v \) in \( C^{1,\alpha}_{loc}(\mathbb{R}^N) \) for some \( \alpha < s \). In particular, since we have seen that \( \tilde{x}_k \) stays in a compact subset of \( \mathbb{R}^N \), then, up to a subsequence, setting \( \tilde{x} = \lim_{k \to \infty} \tilde{x}_k \) it follows that \( v(\tilde{x}) = 1 \). Hence \( v \) is not trivial. Moreover we observe that by construction it holds that \( v(0) = 0 \).

Therefore \( v \) is of constant sign, and without loss of generality let us assume that \( v \geq 0 \). Since \( v \) solves (2.59), by the strong maximum principle, as stated in [60, Corollary 4.2], we deduce that \( v > 0 \) in \( \mathbb{R}^N \) which gives a contradiction since \( v(0) = 0 \).

Alternatively, one can argue as follows: since \( v \geq 0 \), we get that that \( v_k^+ \to v \) a.e. and then by Fatou’s Lemma, Lemma 2.2.20 and Lemma 2.4.3(ii), we can infer that
\[
S_\nu = \frac{\|v\|_2^2}{\|v\|_{2^*_s}^+},
\]
i.e. \( v \) achieves the infimum in the fractional Sobolev inequality. Hence by Theorem 2.2.4 \( v \) is in the form (2.6) and in particular \( v > 0 \), which once again contradicts the fact that \( v(0) = 0 \). The proof is complete.

2.8 Proof of Theorem 2.1.2

Proof of Theorem 2.1.2 Let \( u_{s,\lambda} \) be a least energy radial sign-changing solution of Problem (2.1). The existence of a number \( \lambda_0 > 0 \) satisfying the first part of the theorem has been proved in Theorem 2.5.2 Therefore for \( 0 < \lambda < \lambda_0 \) we have that \( u_{s,\lambda} \) changes sign either once or twice. For the second part of the theorem we begin with proving the following preliminary fact:

Claim: if there exists \( r', r'' > 0 \) such that \( u_{s,\lambda}(r') \cdot u_{s,\lambda}(r'') > 0 \) and there is no change of sign between \( r' \) and \( r'' \), then \( u_{s,\lambda}(r) \neq 0 \) for all \( r \in [r', r''] \).

Indeed, assume without loss of generality that \( u_{s,\lambda}(r') > 0 \) and \( u_{s,\lambda}(r'') > 0 \). Let \( W_{s,\lambda} \) be the extension of \( u_{s,\lambda} \), let \( \Omega^+ \), \( \Omega^- \), \( P \) and \( G \) as in the proof of Lemma 2.5.3 In addition let us recall that under our assumptions, \( W_{s,\lambda} \) possesses exactly two nodal domains.

Arguing as in Theorem 2.5.2 we get that there exists a Jordan curve \( \gamma^+ : [0, 1] \to \{r \geq 0\} \times \{y \geq 0\} \), which connects \( (r', 0) \) and \( (r'', 0) \), such that \( \gamma^+(t) \in P \) for all \( t \in (0, 1) \) and without loss of generality we can assume that \( \gamma^+([0, 1]) \cap \{r = 0\} = \emptyset \).

Then, by Jordan’s curve theorem, the curve whose support is \( \gamma^+([0, 1]) \cup \{(r', r'') \times \{0\}\}) \) divides \( \{r \geq 0\} \times \{y \geq 0\} \) in two connected regions: a bounded one which we call \( A_0 \) and an unbounded one \( A_u \).

Assume by contradiction that there exists \( r_0 \in (r', r'') \) such that \( u_{s,\lambda}(r_0) = 0 \), and let \( B^+_\delta(r_0) := \{(r, y) \in \{r \geq 0\} \times \{y > 0\} \mid |(r, y) - (r_0, 0)| < \delta\} \). We claim that \( B^+_\delta(r_0) \cap G \neq \emptyset \) for every \( \delta > 0 \). Indeed, assume that this is not the case. Then there exists \( \delta > 0 \) such that \( B^+_\delta(r_0) \cap G = \emptyset \), and thus for every \( (r, y) \in B^+_\delta(r_0) \) it holds that \( W_{s,\lambda}(r, y) \geq 0 \). As a consequence of the strong maximum principle (see Proposition 2.2.19) we conclude that \( u_{s,\lambda}(r) > 0 \) for every \( |r - r_0| < \delta \), and in particular \( u_{s,\lambda}(r_0) > 0 \), which contradicts the assumption on \( r_0 \).

Therefore, for every \( \delta > 0 \) it holds that \( B^+_\delta(r_0) \cap G \neq \emptyset \). On one hand, since \( \gamma^+(t) \in P \) for all \( t \in (0, 1) \) and \( r_0 \in (r', r'') \), there exists \( \delta \) small enough such that \( B^+_\delta(r_0) \subset A_0 \). This implies that there exists a point \( (r_1', y_1') \in A_b \cap G \). On the other hand, since \( u_{s,\lambda} \) changes sign and \( W_{s,\lambda} \geq 0 \) in
there is no change of sign between principle (see Proposition 2.2.19). Therefore addition if

Proof of Theorem 2.1.3.

2.9 Proof of Theorem 2.1.3

Now let us prove (a). Assume that \( u_{s,t} \) changes sign exactly twice, and denote by \( 0 < r_1 < r_2 < R \) its nodes. In order to prove the result we must show that \( u_{s,t} \) cannot vanish in any other point \( r \in [0, R) \) different from the nodes. To this end we argue by contradiction. Assume that there exists \( r_0 \in [0, R) \), \( r_0 \neq r_1, r_2 \) such that \( u_{s,t}(r_0) = 0 \). Then, there are only three possibilities: \( r_0 \in (0, r_1) \), \( r_0 \in (r_1, r_2) \) or \( r_0 \in (r_2, R) \). Let us show that \( r_0 = 0 \) cannot happen.

Indeed, assume by contradiction that \( u_{s,t}(0) = 0 \). Then there exist \( r', r'' \) such that \( 0 < r' < r_1 < r_2 < r'' < R \) and satisfying \( u_{s,t}(r') \cdot u_{s,t}(r'') > 0 \). Without loss of generality we assume that \( u_{s,t}(r') > 0 \). This implies that there exists a simple continuous curve \( \gamma^+ \) which connects \( (r', 0) \) and \( (r'', 0) \), lying completely in \( P \) except for its ending point \( (r', 0) \) and \( (r'', 0) \). In addition, without loss of generality, we can assume that \( \gamma(0, 1) \cap \{ r = 0 \} = \emptyset \). Hence, the closed simple curve whose support is given by \( \gamma^+([0, 1]) \cup ([r', r''] \times \{ 0 \}) \) divides \( \{ r \geq 0 \} \times \{ y \geq 0 \} \) in two regions, a bounded one which we call \( A_b \) and an unbounded one \( A_u \). Since there exists \( r_1 \) or \( r_2 \) such that \( u_{s,t}(r_1) < 0 \), thanks to the continuity of \( W_{s,t} \), and since \( \gamma^+(t) \not\in \{ r \geq 0 \} \times \{ 0 \} \) when \( t \in (0, 1) \), we have that there exists \( y_0 > 0 \) such that \( (r_1, y_0) \in A_b \cap G \). But then, since \( G \) is connected, the Jordan curve theorem implies that \( G \subset A_b \).

Since \( (0, 0) \in A_u \), this implies that there exists \( \delta > 0 \) such that \( B_\delta^0 \subset \mathbb{R}^{n+1} \) does not intersect \( G \), i.e. \( W_{s,t}(x, y) \geq 0 \) in \( B_\delta \). Then, we reach a contradiction as a consequence of the strong maximum principle (see Proposition 2.2.19). Therefore \( r_0 = 0 \) cannot happen.

If \( r_0 \in (0, r_1) \) we can find two points \( 0 < r' < r_0 < r'' < r_1 \) such that \( u_{s,t}(r')u_{s,t}(r'') > 0 \) and there is no change of sign between \( r' \) and \( r'' \). In fact, \( u_{s,t} \) does not change sign in \( (0, r_1) \), and in addition if \( u_{s,t} \) were identically zero a subset of positive measure of \( (0, r_1) \), then, from [39] Theorem 1.4, we would have that \( u_{s,t} \) is zero everywhere. Therefore we can find \( r' \) and \( r'' \) satisfying the above properties and then, by using the Claim, we deduce that \( u_{s,t} \) cannot vanish in \( (r', r'') \), which leads to a contradiction.

The proof of the other cases \( r_0 \in (r_1, r_2) \) and \( r_0 \in (r_2, R) \) is identical, and thus the proof of (a) is complete.

For the proof of (b), let \( r_0 \in [0, R) \) be a zero of \( u_{s,t} \) different from the node \( r_1 \). If \( r_0 \neq 0 \), then by using the Claim and arguing as before we get a contradiction and we are done. If \( u_{s,t}(0) = 0 \) we observe that since we are assuming that \( u_{s,t} \) changes sign exactly once we cannot exclude this possibility by using a merely topological argument as before. At the end we have only the two possibilities:

\[
Z = \{ 0 \} \cup \{ x \in \mathbb{R}^N \mid |x| = r_1 \} \quad \text{or} \quad Z = \{ x \in \mathbb{R}^N \mid |x| = r_1 \},
\]

and the proof of (b) is complete. The final part of the theorem is consequence of Theorem 2.1.1. The proof is then complete.

2.9 Proof of Theorem 2.1.3

Proof of Theorem 2.1.3. Let \( N \geq 7 \) and \( R > 0 \). Let \( \tilde{\lambda} \left( \frac{1}{2} \right) \) be the number given by Theorem 2.5.2 for \( s_0 = \frac{1}{2} \), and let \( \tilde{\lambda} > 0 \) be such that both \( \tilde{\lambda} \leq \tilde{\lambda} \left( \frac{1}{2} \right) \), and

\[
\sup_{s \in (\frac{1}{4}, 1)} \left| c_{M_{\tilde{\lambda}, \tilde{\lambda}, 0}} - 2 \frac{\lambda}{N} \right| < \frac{N}{1} S^{\frac{N}{1}} \quad \forall \lambda \in (0, \tilde{\lambda}),
\]
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are satisfied. The existence of such a number \( \tilde{\lambda} \) is ensured by Lemma 2.4.3 by taking \( s_0 = \frac{1}{2} \).

Let us fix \( \lambda \in (0, \tilde{\lambda}) \). We want to prove that there exists \( \gamma \in \left( \frac{1}{2}, 1 \right) \) such that for every \( s \in (\gamma, 1) \) any least energy radial sign-changing solutions of Problem (2.1) in \( B_R \), changes sign exactly once. Indeed assume by contradiction that this is not the case. Then there exists a sequence \( s_k \to 1^- \) and a sequence \((u_{s_k, \lambda})_{k}\) of least energy radial solutions which change sign at least twice, for any \( k \). For brevity we omit the subscript \( k \) in the above sequences. Thanks to definition of \( \tilde{\lambda} \), then Theorem 2.5.2 holds and thus \( u_{s, \lambda} \) changes sign exactly twice, for any \( s \in (\frac{1}{2}, 1) \). By Theorem 2.6.7 we have that \((u_{s, \lambda})_{s}\) converges in \( C^{0,\alpha}_{loc}(B_R) \) to \( u_{1, \lambda} \) for every fixed \( 0 < \alpha < \frac{1}{2} \), where \( u_{1, \lambda} \) is a weak non trivial solution of

\[
\begin{aligned}
-\Delta u_{1, \lambda} &= \lambda u_{1, \lambda} + |u_{1, \lambda}|^{2^*-2}u_{1, \lambda} & \text{in } B_R, \\
u_{1, \lambda} &= 0 & \text{in } \mathbb{R}^N \setminus B_R.
\end{aligned}
\]

On one hand, the definition of \( \tilde{\lambda} \) imply that

\[
I(u_{s, \lambda}) = c_M(s, \lambda) < \frac{2s}{n} \frac{N^N}{S_s^n} + \frac{1}{N} \frac{S^{\frac{N}{2}}}{1}. \]

Thus, passing to the limit as \( s \to 1^- \), we obtain that

\[
I(u_{1, \lambda}) < \frac{3}{N} S^{\frac{N}{2}}. \]

This implies (by arguing as in [5, Theorem 1.1]) that \( u_{1, \lambda} \) changes sign once. On the other hand, denoting by \( r_s^1 \) and \( r_s^2 \) the nodes of \( u_{s, \lambda} \), as \( s \to 1^- \), the following holds:

(i) \( r_s^1 \not\to 0 \);

(ii) \( r_s^1 - r_s^2 \not\to 0 \);

(iii) \( r_s^2 \not\to R \).

This, together with the \( C^{0,\alpha} \)-convergence in compact subsets of \( B_R \), implies that \( u_{1, \lambda} \) changes sign at least twice, a contradiction. Let us prove (i) – (iii).

Property (ii) is a consequence of an energetic argument. Indeed, suppose that \( r_s^1 - r_s^2 \to 0 \). We easily obtain a contradiction because by Remark 2.4.1 and (2.54) we have

\[
0 < C \leq \left( 1 - \frac{\lambda}{\lambda_{1, s}} \right) S_s \leq S_{s, \lambda} \leq \frac{\|u_{s, \lambda}^+\|^2_{L^2} - \lambda \|u_{s, \lambda}^-\|^2_{L^2}}{|u_{s, \lambda}^+|^2_{L^2} |u_{s, \lambda}^-|^2_{L^2}} \leq |u_{s, \lambda}^+|^{2^*-2}_{L^2},
\]

which, together with Lemma 2.6.6 implies that

\[
0 < C \leq \int_{B_R} |u_{s, \lambda}^+|^{2^*}_{L^2} \text{dx} \leq \omega_N |u_{s, \lambda}^+|^{2^*}_{\infty} \int_{r_s^1}^{r_s^2} r^{N-1} \text{dr} \leq C (r_s^2)^N - (r_s^1)^N \to 0,
\]

which is absurd. We also observe that with the same proof \( r_s^1 \to 0 \) and \( r_s^2 \to R \) cannot happen at the same time.

For (i), since \( u_{s, \lambda} \to u_{1, \lambda} \) in \( C^{0,\alpha}_{loc}(B_R) \) for any fixed \( 0 < \alpha < \frac{1}{2} \), it holds that, for a suitable compact \( K \subset B_R \) containing the origin as interior point we have

\[
|(u_{s, \lambda} - u_{1, \lambda})(x) - (u_{s, \lambda} - u_{1, \lambda})(y)| \leq C_K |x - y|^\alpha
\]

(2.60)

where \( C_K \) is uniformly bounded with respect to \( s \) and depends on \( K \). If we suppose that \( r_s^1 \to 0 \) and evaluate (2.60) in \( x = r_s^1 \) and \( y = 0 \), we obtain

\[
|u_{1, \lambda}(0) - u_{1, \lambda}(r_s^1) - u_{s, \lambda}(0)| \to 0 \quad \text{as } s \to 1^-.
\]
Since $u_{1,t} \in C^{0,\infty}(K)$ we get $u_{s,t}(0) \to 0$. In addition, since $u_{s,t} \to u_{1,t}$ a.e., this implies also that $u_{1,t}(0) = 0$. As a consequence of Proposition 2, we get that $0 = |u_{1,t}(0)| = |u_{1,t}|_{\infty}$ i.e., $u_{1,t} \equiv 0$. This contradicts the non triviality of $u_{1,t}$, which is ensured by Theorem 2.6.

To conclude to proof it remains to show that $r^2_s \to R$ cannot happen. Since we are assuming that $u_{s,t}$ changes sign twice, and since without loss of generality we can assume that $u_{s,t}(0) \geq 0$, by Theorem A.6 in the Appendix, it follows that $u_{s,t} \in C^{0,\infty}(\mathbb{R}^N)$ is a weak sub-solution of

\[-(\Delta)^s u_{s,t} \leq \lambda u_{s,t} + |u_{s,t}|^{2^* - 2} u_{s,t} \text{ in } \mathbb{R}^N.

Therefore, by the strong maximum principle either $u < 0$ or $u \equiv 0$ in $I$, but this is absurd since it holds that $u_{1,t} < 0$ in $R - \delta < |x| < R$, and $u_{1,t} \equiv 0$ in $R < |x| < R + \delta$. The proof is then complete.

2.10 Proof of Theorem 2.1.4

In this section we study the asymptotic behaviour of least energy radial sign-changing solutions of Problem 2.1 in $B_R$ as $\lambda \to 0^+$. Proposition 2.1.4 will be a consequence of the following results.

Under the hypotheses of Theorem 2.1.4 we set $M_{k,\pm} := |u_{k,\pm}|_{\infty}$, $\beta := \frac{2}{N-2s}$, and we denote by

\[t_A := \max\{t \in (0, R) \mid u_A(t) = M_{k,+}\},\]
\[r_A := \text{the node of } u_A,\]
\[\tau_A := \max\{t \in (0, R) \mid u_A(t) = -M_{k,-}\}.

Let us observe that since $u_A$ changes sign once it holds that $t_A < r_A < \tau_A$. Let us consider also the following quantities:

\[Q_A := \frac{M_{k,+}}{M_{k,-}}, \quad \sigma_A := M_{k,+} r_A.

By Lemma 2.4.3 we already know that as $\lambda \to 0^+$, we have $M_{k,\pm} \to +\infty$. The following result states the asymptotic behavior of the quantities $t_A$, $r_A$, $\tau_A$, as $\lambda \to 0^+$.

Lemma 2.10.1. We have that $t_A$, $r_A$, $\tau_A \to 0$ as $\lambda \to 0^+$.

Proof. Since $0 < t_A < r_A < \tau_A$, it suffices to prove that $\tau_A \to 0$ as $\lambda \to 0^+$. Evaluating inequality (2.16) in a point $x_0$ such that $|x_0| = \tau_A$ we get that

\[M_{k,-} \leq C |u_A|^2 \frac{1}{\tau_A^{1-2s}} \leq C \frac{1}{\tau_A^{1-2s}},\]

where the uniform bound on the Gagliardo norm is a consequence of Lemma 2.4.3. Since $M_{k,-} \to \infty$ we obtain the desired result. 

The following result concerns the asymptotic behaviour of $Q_A$ and $\sigma_A$.
Lemma 2.10.2. Up to a subsequence, as \( \lambda \to 0^+ \), we have

1) \( Q_1 \to +\infty \),

2) \( \sigma_1 \to +\infty \).

Proof. The proof is divided in two steps.

Step 1. The following facts hold:

(a) if either \( Q_1 \to 1 \in \mathbb{R}^+ \setminus \{0\} \) or \( Q_1 \to +\infty \), then \( \sigma_1 \to L \in (0, +\infty) \) cannot happen;

(b) Property (a) is a straightforward consequence of Lemma 2.4.3. Indeed, assume by contradiction that \( \sigma_1 \to 0 \), then

\[
\frac{\|u_1\|^2}{\|s\|^2} = \int_{B_{M_1}} |u_1|^2 \, dx = \omega_N \int_0^{R_1} |u_1(\rho)|^2 \rho^{N-1} \, d\rho \\
\leq \omega_N (M_1) \beta \int_0^{R_1} \rho^{N-1} \, d\rho = \frac{\omega_N}{N} (M_1) \beta N \to 0,
\]

and this is absurd since by Lemma 2.4.3 we have \( \frac{\|u_1\|^2}{\|s\|^2} \to S_2 \), and (a) is proved.

For (b), let us consider the rescaled functions

\[
\tilde{u}_1(x) = \frac{1}{M_1} u_1 \left( \frac{x}{M_1} \right).
\]

By the assumption on \( Q_1 \), we have that \( \tilde{u}_1 \) is definitely uniformly bounded in \( L^\infty \). Moreover, \( \tilde{u}_1 \) weakly solves the problem

\[
\begin{aligned}
(-\Delta)^s u &= \frac{4}{M_1^2} u + |u|^{2^*_s} u \quad \text{in } B_{M_1} \\
 u &= 0 \quad \text{in } \mathbb{R}^N \setminus B_{M_1}.
\end{aligned}
\]

Then, by Remark 2.2.12 we have that there exists \( \tilde{u}_0 \) such that \( \tilde{u}_1 \to \tilde{u}_0 \) in \( C^0_{\text{loc}}(\mathbb{R}^N) \) for every \( \alpha < s \). Suppose by contradiction that \( \sigma_1 \to L \). Since \( M_1 \leq \sigma_1 \), we get that, up to subsequences, there exists \( \tilde{x} \) such that \( |\tilde{x}| \leq L \) and \( \tilde{u}(\tilde{x}) = 1 \). This, together with the \( C^0_{\text{loc}} \) convergence, implies that \( \tilde{u} \neq 0 \).

Let now \( \tilde{u}_1 \) be the rescaling of \( u_1 \). Since \( \sigma_1 \to L \), there exists \( \tilde{R} \) such that \( \tilde{u}_1 \in X^s_0(\tilde{R}) \) for all sufficiently small \( \lambda > 0 \). Moreover, Lemma 2.2.20 and Lemma 2.4.3 imply that \( \|\tilde{u}_1\|^2 = \|u_1\|^2 \to S_2 \), therefore \( \tilde{u}_1 \) is a bounded sequence in \( X^s_0(\tilde{R}) \). Hence, there exists \( u_1 \in X^s_0(\tilde{R}) \) such that \( \tilde{u}_1 \to u_1 \) in \( X^s_0(\tilde{R}) \) and \( \tilde{u}_1 \to u_1 \) almost everywhere. But then \( u_1 = u_1 \geq 0 \) and \( u_1 \in X^s_0(\tilde{R}) \). In addition, there exists \( \rho \in (0, L) \) such that for every \( |x| = \rho \) it holds \( u_1(x) = 1 \), therefore \( u_1 \neq 0 \).

Since \( \|\tilde{u}_1\|_{L^\infty} \leq 1 \) and supp \( \tilde{u}_1 \subset \tilde{R} \), by Lebesgue’s dominated convergence theorem we get that \( \tilde{u}_1 \to u_1 \) strongly in \( L^{2_s} \). Using this and Fatou’s Lemma we obtain

\[
S_s \leq \frac{\|u_1\|^2}{\|u_1\|^{2_s}} \leq \liminf_{\lambda \to 0^+} \frac{\|\tilde{u}_1\|^2}{\|\tilde{u}_1\|^{2_s}} = S_s,
\]

i.e. \( u_1 \) realizes the infimum \( S_s \) despite being supported on a bounded domain \( B_L \), and thus contradicting Theorem 2.2.4.

Step 2. The following holds:

(c) \( M_1 \to +\infty \) cannot happen.
(d) $M_{\lambda,+}^\beta \tau_\lambda \to +\infty$ cannot happen.

Since the proofs are identical, we show only (c). Since by Lemma 2.4.3 we have that $(u_\lambda)$ is a bounded sequence in $D^s(\mathbb{R}^N)$, evaluating (2.16) in a point $x_0$ such that $|x_0| = \tau_\lambda$ we get that

$$(M_{\lambda, -}^\beta \tau_\lambda)^{N-2s} \geq \tau_\lambda^s M_{\lambda, -} = |x_0|^{N-2s} |u_\lambda(x_0)| \leq K_{N,s} \|u_\lambda\|_2^2 \leq C,$$

which proves the claim.

Now we can prove i). Since $Q_\lambda > 0$, up to a subsequence, as $\lambda \to 0^+$ we have that $Q_\lambda \to l \in [0, +\infty]$. Suppose that $Q_\lambda \to 0$. Since by Step 2.2.20 and Lemma 2.4.3, up to a subsequence, we have that $M_{\lambda, -}^\beta \tau_\lambda \not\to +\infty$ we get that

$$0 \leftarrow (Q_\lambda)^{\beta} M_{\lambda, -}^\beta \tau_\lambda = M_{\lambda, -}^\beta \tau_\lambda \geq \sigma_\lambda \geq 0,$$

which is impossible by (a). Assume now $Q_\lambda \to l \in (0, +\infty)$. By Step 1 this implies that $\sigma_\lambda \to +\infty$, but then

$$+\infty \leftarrow \left(\frac{1}{Q_\lambda}\right)^\beta \sigma_\lambda = M_{\lambda, -}^\beta \tau_\lambda \leq M_{\lambda, -}^\beta \tau_\lambda,$$

and this is impossible by Step 2. Therefore the only possibility is $Q_\lambda \to +\infty$, and i) is proved. For ii), we observe that i) and Step 1 imply that, up to a subsequence, the only possibility is $\sigma_\lambda \to +\infty$, as $\lambda \to 0^+$. The proof is complete. $\square$

**Proposition 2.10.3.** Under the hypotheses of Theorem 2.1.4 up to a subsequence, as $\lambda \to 0^+$ we have that the function

$$\tilde{u}_\lambda^+(x) = \frac{1}{M_{\lambda,+}^1} u_\lambda^+(\frac{x}{M_{\lambda,+}^1}),$$

converges to $U(x) = k_\beta^\mu \int_{\mathbb{R}^N} \frac{1}{(1 + |x|^2)^N} \, dx$ in $C^{0, \alpha}_{loc}(\mathbb{R}^N)$, for every fixed $\alpha \in (0, s)$, and strongly in $D^s(\mathbb{R}^N)$, where

$$\tilde{\mu} = \frac{1}{S^s_N} \left( \int_{\mathbb{R}^N} \frac{1}{(1 + |x|^2)^N} \, dx \right)^{-\frac{1}{N}}.$$

**Proof.** Let $\tilde{u}_\lambda$ be the rescaling defined in (2.62). Since $(\tilde{u}_\lambda)$ is a bounded sequence in $D^s(\mathbb{R}^N)$ by Lemma 2.2.20 and Lemma 2.4.3, up to a subsequence, $\tilde{u}_\lambda$ weakly converges to $\bar{u}_0$ in $D^s(\mathbb{R}^N)$, strongly in $L^p_{loc}(\mathbb{R}^N)$ for every $p \in (1, 2^*_s)$ and also almost everywhere in $\mathbb{R}^N$. The same holds for $\tilde{u}_\lambda^+$, and in particular $\tilde{u}_\lambda^+ \to \bar{u}_0^+$ a.e. As a consequence of Lemma 2.10.2 we have that $\tilde{u}_\lambda^+ \to \bar{u}_0$ and $\tilde{u}_\lambda^- \to 0$ almost everywhere, thus $\bar{u}_0 \geq 0$. On the other hand the function $\tilde{u}_\lambda$ weakly satisfies

$$\begin{aligned}
&(-\Delta)^s \tilde{u}_\lambda = \frac{1}{M_{\lambda,+}^{s+2}} \tilde{u}_\lambda + |\tilde{u}_\lambda|^{2^*_s - 2} \tilde{u}_\lambda &\in B_{M_{\lambda,+}^\beta}^{\alpha, R'} \\
&\tilde{u}_\lambda = 0 &\in \mathbb{R}^N \setminus B_{M_{\lambda,+}^\beta}^{\alpha, R'}
\end{aligned}$$

(2.63)

and thanks to Proposition 2.2.21 the point where the maximum of $\tilde{u}_\lambda$ is achieved stays in a compact subset $K \subset \subset \mathbb{R}^N$. By Lemma 2.10.2 and the definition of $\tilde{u}_\lambda$ we have $|\tilde{u}_\lambda|_{s} \leq 1$, and hence by a standard argument (as seen in Remark 2.2.13 but here $s$ is fixed) we obtain that $\tilde{u}_\lambda \to u_\ast$ in $C^{0, \alpha}_{loc}(\mathbb{R}^N)$ for every fixed $\alpha \in (0, s)$, and $u_\ast = \bar{u}_0$ thanks to the a.e. convergence. Therefore, since the maximum of $\tilde{u}_\lambda$ definitely stay in compact subset $K$ of $\mathbb{R}^N$, there exists $\tilde{x} \in K$ such that $\tilde{u}_\lambda(\tilde{x}) = 1$, hence $\tilde{u}_0$ is not trivial. Passing to the limit in (2.63) we deduce that $\bar{u}_0$ weakly solves

$$(-\Delta)^s \bar{u}_0 = |\bar{u}_0|^{2^*_s - 2} \bar{u}_0 &\in \mathbb{R}^N.$$ 

(2.64)

Since $\bar{u}_0$ is a non trivial solution of (2.64) we obtain

$$S_s \leq \frac{\|\bar{u}_0\|_{2^*_s}^2}{\|\bar{u}_0\|_{s}^2} = |\bar{u}_0|_{2^*_s}^{2^*_s - 2}.$$
On the other hand by Fatou’s lemma we have that $|\tilde{u}_0|_{L^s_0}^{2s} \leq \liminf_{t \to 0^+} |\tilde{u}_t|_{L^s}^{2s} = S_s^N$.

Therefore $|\tilde{u}_t|_{L^s}^{2s} \to |\tilde{u}_0|_{L^s_0}^{2s}$, thus obtaining that $\tilde{u}_t \to \tilde{u}_0$ strongly in $L^s_0(\mathbb{R}^N)$ thanks to the Brezis-Lieb’s Lemma. Hence, we infer that $\tilde{u}_0$ is a minimizer for $S_s$ and a solution of (2.64), which implies that it has to be of the form (2.6), for some $\mu \in \mathbb{R}$, $x_0 \in \mathbb{R}^N$. Since $\tilde{u}$ is the limit of radial functions, then $\tilde{u}$ is radial and $x_0 = 0$. Then, by construction we get that $u(0) = 1$ and $\mu = S_s^{1/2} \left( \int_{\mathbb{R}^N} \frac{1}{(1+|x|^2)^N} \, dx \right)^{-1/2}$. 

The proposition is proved. □

\section*{Appendix: Some technical results}

Let $u_{s,\lambda}$ be a solution of Problem (2.1), and let $W_{s,\lambda} = E_{s,\lambda} u_{s,\lambda}$ be its extension, i.e.

$$W_{s,\lambda}(x, y) = \int_{\mathbb{R}^N} P_{N,s}(x - \xi, y) u_{s,\lambda}(\xi) \, d\xi = p_{N,s} \int_{\mathbb{R}^N} \frac{y^{2s}}{(y^2 + |x - \xi|^2)^{N+2s}} u_{s,\lambda}(\xi) \, d\xi,$$

where $p_{N,s}$ is such that $p_{N,s} \int_{\mathbb{R}^N} P_{N,s}(x - \xi, y) \, d\xi = 1$, for any $y > 0$.

\textbf{Lemma A.1.} Let $s_0 > \frac{2}{s}$, let $s \in (s_0, 0)$, let $\lambda \in (0, \lambda_1,s)$ and let $R > 0$. Let $u_{s,\lambda}$ be a least energy radial sign-changing solution of Problem (2.1) in $B_R$. Let $\delta > 0$ and define $A_\delta$ as the set

$$A_\delta = \{ x \in \mathbb{R}^N \mid |R - |x|| > \delta \}. \quad (A.1)$$

Then, there exists $C > 0$ which depends on $N$, $s$, $\lambda_1,s$ and $\delta$ such that

$$\sup_{x \in A_\delta} |(-\Delta)^s u_{s,\lambda}(x)| \leq C.$$

\textbf{Proof.} Let $x \in A_\delta$ be such that $|x| > R$. Since $u_{s,\lambda}(x) = 0$ when $|x| \geq R$ we get that

$$\left| C_{N,s} \int_{\mathbb{R}^N} \frac{u_{s,\lambda}(x) - u_{s,\lambda}(y)}{|x - y|^{N+2s}} \, dy \right| \leq C_{N,s} \int_{\mathbb{R}^N} \frac{|u_{s,\lambda}(x) - u_{s,\lambda}(y)|}{|x - y|^{N+2s}} \, dy \leq C_{N,s} \int_{|x-y| > \delta} \frac{|u_{s,\lambda}(y)|}{|x - y|^{N+2s}} \, dy \leq |u|_{\infty, \lambda_1} \omega_N \left( \frac{C_{N,s}}{2 \delta^{2s}} \right).$$

As a consequence we obtain that

$$(-\Delta)^s u_{s,\lambda}(x) = C_{N,s} P.V. \int_{\mathbb{R}^N} \frac{u_{s,\lambda}(x) - u_{s,\lambda}(y)}{|x - y|^{N+2s}} \, dy = C_{N,s} \int_{\mathbb{R}^N} \frac{u_{s,\lambda}(x) - u_{s,\lambda}(y)}{|x - y|^{N+2s}} \, dy < +\infty.$$

When $|y| < R$, since $s > \frac{2}{s}$, by [66] Corollary 1.6, (a)], for every $K \subset \subset \mathbb{R}^N$ we have that $u_{s,\lambda} \in C^{2,s_0}_{\lambda_1,K}$ with $|\mathcal{D}^2 u_{s,\lambda}|_{\lambda_1,K} \leq C \text{dist}(\partial K, \partial B_R)^{-2s}$. In particular, let us consider $K$ such that $x \pm y \in K$ for every $x \in A_\delta$ and $|y| \leq \frac{\delta}{2}$. Then $|\mathcal{D}^2 u_{s,\lambda}|_{\lambda_1,K} \leq C \left( \frac{\delta}{2} \right)^{-2s}$. Using the alternative form of the fractional Laplacian

$$(-\Delta)^s u(x) = - \frac{C_{N,s}}{2} \int_{\mathbb{R}^N} \frac{u(x+y) + u(x-y) - 2u(x)}{|y|^{N+2s}} \, dy,$$

and arguing as before, we obtain that

$$\leq \frac{C_{N,s}}{2} \int_{|y| < \frac{\delta}{2}} \frac{|u_{s,\lambda}(x+y) + u_{s,\lambda}(x-y) - 2u_{s,\lambda}(x)|}{|y|^{N+2s}} \, dy + |u_{s,\lambda}|_{\infty, \lambda_1} \omega_N \frac{C_{N,s}}{2 \delta^{2s}} \quad (A.2)$$

$$\leq |\mathcal{D}^2 u_{s,\lambda}|_{\lambda_1,K} \omega_N \left( \frac{C_{N,s}}{2 \delta^{2s}} \right)^{2(1-s)/2} + |u_{s,\lambda}|_{\infty, \lambda_1} \omega_N \left( \frac{C_{N,s}}{2 \delta^{2s}} \right)^{2s+2} \quad (A.3)$$

$$\leq C \delta^{-2s},$$

where $C > 0$ depends only on $N$, $s$, $|u_{s,\lambda}|_{\infty}$. The proof is then complete. □
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Lemma A.2. Let \( u_{s,\lambda} \) be a solution of Problem (2.1) in \( B_R \). For any \( x \in \mathbb{R}^N \) such that \( |x| \neq R \), the following pointwise relations hold:

\[
\lim_{\varepsilon \to 0^+} -d_s e^{1-2s} \frac{\partial W_{s,\lambda}}{\partial y}(x, \varepsilon) = \lim_{\varepsilon \to 0^+} -2sd_s \frac{W_{s,\lambda}(x, \varepsilon) - W_{s,\lambda}(x, 0)}{\varepsilon^{2s}} = (-\Delta)^s u_{s,\lambda}(x).
\]

Proof. For the first equality, applying the Cauchy mean value theorem we get that

\[
\frac{W_{s,\lambda}(x, \varepsilon) - W_{s,\lambda}(x, 0)}{\varepsilon^{2s}} = \frac{\partial W_{s,\lambda}(x, \tau)}{\partial y} \frac{\varepsilon^{2s}}{2\gamma^{2s-1}},
\]

where \( \tau = \tau(x) \in (0, \varepsilon) \), and the desired result follows by passing to the limit and relabeling the variable at the right-hand side.

For the other equality, by definition of \( W_{s,\lambda} \), we have

\[
- \frac{W_{s,\lambda}(x, \varepsilon) - W_{s,\lambda}(x, 0)}{\varepsilon^{2s}} = p_{N,s} \int_{\mathbb{R}^N} \frac{u_{s,\lambda}(x) - u_{s,\lambda}(y)}{(\varepsilon^2 + |x - y|^2)^{N+2s}} \, dy.
\]

(A.2)

Recalling that \( 2sd_s = \frac{C_{N,s}}{p_{N,s}} \), one get the desired result passing to the limit \( \varepsilon \to 0^+ \) and arguing as in Lemma [A.1] for the right-hand side of (A.2).

Lemma A.3. Let \( \delta > 0 \) and \( A_\delta \) be as in [A.1]. For every \( \varphi \in L^2(A_\delta) \) such that \( \text{supp} \varphi \) is bounded in \( A_\delta \), it holds that

\[
\lim_{\varepsilon \to 0^+} \int_{A_\delta} -2sd_s \frac{W_{s,\lambda}(x, \varepsilon) - W_{s,\lambda}(x, 0)}{\varepsilon^{2s}} \varphi(x) \, dx = \int_{A_\delta} (-\Delta)^s u_{s,\lambda}(x) \varphi(x) \, dx.
\]

Proof. This is a consequence of previous lemmas. Indeed, by Lemma [A.1] and [A.2] we get that for every \( x \in A_\delta \)

\[
\left| - \frac{W_{s,\lambda}(x, \varepsilon) - W_{s,\lambda}(x, 0)}{\varepsilon^{2s}} \right| \leq |(-\Delta)^s u_{s,\lambda}(x)| \leq C,
\]

hence is sufficient to apply the Lebesgue’s dominated convergence theorem to get the result.

Lemma A.4. Let \( \delta > 0 \). It holds that \( (-\Delta)^s u_{s,\lambda} = \lambda u_{s,\lambda} + |u_{s,\lambda}|^{2^*_s-2} u_{s,\lambda} \) for almost every \( x \in B_{R-\delta} \).

Proof. Let \( \varphi \in C_c^\infty(B_{R-\delta}) \). Since \( B_{R-\delta} \subset A_\delta \), then Lemma [A.3] and formula (2.1) imply that

\[
(u_{s,\lambda}, \varphi) = \int_{\mathbb{R}^N} (-\Delta)^s u_{s,\lambda} \varphi \, dx.
\]

Since \( u_{s,\lambda} \) solves Problem (2.1) we obtain

\[
\int_{\mathbb{R}^N} \left( (-\Delta)^s u_{s,\lambda} - \lambda u_{s,\lambda} + |u_{s,\lambda}|^{2^*_s-2} u_{s,\lambda} \right) \varphi \, dx = 0,
\]

and the result follows from the arbitrariness of \( \varphi \).

Lemma A.5. Let \( A_\delta \) be as in [A.1] and let \( \varphi \in L^2(A_\delta) \) be such that \( \text{supp} \varphi \) is bounded in \( A_\delta \). Then

\[
\lim_{\varepsilon \to 0^+} \int_{A_\delta} -d_s e^{1-2s} \frac{\partial W_{s,\lambda}}{\partial y}(x, \varepsilon) \varphi(x) \, dx = \int_{A_\delta} (-\Delta)^s u_{s,\lambda}(x) \varphi(x) \, dx.
\]

Proof. Let us set \( F_\delta := A_\delta \cap \text{supp} \varphi \). Let \( \delta > 0 \) and \( x \in F_\delta \) be fixed. We claim that

\[
\left| -d_s e^{1-2s} \frac{\partial W_{s,\lambda}}{\partial y}(x, \varepsilon) \right| \leq \frac{C_{N,s}}{4s} \max \{2s, N\} \int_{\mathbb{R}^N} \frac{|u_{s,\lambda}(x + z) + u_{s,\lambda}(x - z) - 2u_{s,\lambda}(x)|}{|z|^{N+2s}} \, dz.
\]
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Indeed, by the definition of $W_{s,t}$ as a convolution, after some computations and the change of variable $\xi = x + y\eta$ we obtain that
\[
\frac{\partial W_{s,t}}{\partial y}(x, y) = p_{N,s} \int_{\mathbb{R}^N} \frac{2s|\eta|^2 - N}{(1 + |\eta|^2)^{\frac{N+2s+2}{2}}} u_{s,t}(x \pm y\eta) \, d\eta.
\]
Moreover, differentiating with respect to $y$ the relation
\[
p_{N,s} \int_{\mathbb{R}^N} \frac{y^{2s}}{(y^2 + |x - \xi|^2)^{\frac{N+2s}{2}}} \, d\xi = 1,
\]
after the same change of variables we get that
\[
p_{N,s} \int_{\mathbb{R}^N} \frac{2s|\eta|^2 - N}{(1 + |\eta|^2)^{\frac{N+2s+2}{2}}} \, d\eta = 0,
\]
for every $N \in \mathbb{N}, s > 0$. As a consequence, using also that $d_s = \frac{C_{N,s}}{2s}p_{N,s}$, we obtain
\[
- d_s y^{1-2s} \frac{\partial W_{s,t}}{\partial y}(x, y) = - \frac{C_{N,s}}{2} \int_{\mathbb{R}^N} \frac{2s|\eta|^2 - N}{(1 + |\eta|^2)^{\frac{N+2s+2}{2}}} u_{s,t}(x + y\eta) + u_{s,t}(x - y\eta) - 2u_{s,t}(x) \, d\eta.
\]
Then, after the change of variables $y\eta = z$ we deduce that
\[
- d_s y^{1-2s} \frac{\partial W_{s,t}}{\partial y}(x, y) = - \frac{C_{N,s}}{2} \int_{\mathbb{R}^N} \frac{2s|z|^2 - Ns^2}{(y^2 + |z|^2)^{\frac{N+2s}{2}}} (u_{s,t}(x + z) + u_{s,t}(x - z) - 2u_{s,t}(x)) \, dz,
\]
and the claim easily follows. At the end, as a consequence of the claim we get that for any $x \in A_\delta$ (see Lemma [A.1]),
\[
- \lim_{\varepsilon \to 0^+} d_s e^{1-2s} \frac{\partial W_{s,t}}{\partial y}(x, \varepsilon) = - \frac{C_{N,s}}{2} \int_{\mathbb{R}^N} \frac{u_{s,t}(x + z) + u_{s,t}(x - z) - 2u_{s,t}(x)}{|z|^{N+2s+2}} \, dz = (-\Delta)^s u_{s,t}(x),
\]
and the thesis follows from the Lebesgue’s dominated convergence theorem.

**Theorem A.6.** Let $u_{s,t}$ be a least energy radial sign-changing solution of Problem (2.1) in $B_R$ which changes sign exactly twice and such that $u_{s,t}(0) \geq 0$. Then $u_{s,t}$ is a weak sub-solution of
\[
(-\Delta)^s u_{s,t} \leq \lambda u_{s,t} + |u_{s,t}|^{2^*_s - 2} u_{s,t} \quad \text{in } \mathbb{R}^N
\]
i.e., for every $\varphi \in C_c^\infty(\mathbb{R}^N)$ such that $\varphi \geq 0$ it holds that
\[
(u_{s,t}, \varphi)_s \leq \int_{\mathbb{R}^N} (\lambda u_{s,t} + |u_{s,t}|^{2^*_s - 2} u_{s,t}) \varphi \, dx.
\]

**Proof.** Let $\varphi \in C_c^\infty(\mathbb{R}^N), \varphi \geq 0$. We observe that there always exists a function $\phi \in C_c^\infty(\mathbb{R}^{N+1}_+)$ such that $\phi \geq 0$ and $\phi(x, 0) = \varphi(x)$. By Lemma [2.2.18] we have that
\[
(u_{s,t}, \varphi)_s = \int_{\mathbb{R}^{N+1}_+} y^{1-2s} \nabla W_{s,t} \cdot \nabla \phi \, dx \, dy. \tag{A.3}
\]
Let $0 < r_1^s < r_2^s < R$ be the nodes of $u_{s,t}$. As proved in Lemma [2.5.3] (see (2.44)), for every $\overline{p} > r_2^s$ such that $u_{s,t}(\overline{p}) > 0$ there exists $\overline{\sigma}$ such that
\[
W_{s,t}(x, y) \geq 0 \quad \text{in } \{x \mid |x| > \overline{p}\} \times (0, \overline{\sigma}). \tag{A.4}
Let us fix $\vec{p} \in (r_s^2, R)$ and let $\delta := R - \vec{p}$. For $\rho \in (0, \frac{\delta}{2})$, let $T_\rho$ be the semitoroidal open set defined by

$$T_\rho = \{(x, y) \in \mathbb{R}^{N+1}_+ \mid \sqrt{(R - |x|)^2 + y^2} < \rho\}.$$ 

Since $W_{s, \lambda}, \phi \in D^{1,2}(\mathbb{R}^{N+1}_+)$, by the Lebesgue’s dominated convergence theorem we deduce that

$$\lim_{\rho \to 0^+} \int_{T_\rho} y^{1-2s} \nabla W_{s, \lambda} \cdot \nabla \phi \, dx \, dy = 0. \tag{A.5}$$

Let $\varepsilon < \min\left\{\frac{\delta}{2}, \tilde{R}\right\}$. We have that

$$\int_{\mathbb{R}^{N+1}_+ \setminus T_\rho} y^{1-2s} \nabla W_{s, \lambda} \cdot \nabla \phi \, dx \, dy
\begin{align*}
= & \int_{(\mathbb{R}^{N+1}_+ \setminus T_\rho) \cap \{y \geq \varepsilon\}} y^{1-2s} \nabla W_{s, \lambda} \cdot \nabla \phi \, dx \, dy
+ \int_{(\mathbb{R}^{N+1}_+ \setminus T_\rho) \cap \{y < \varepsilon\}} y^{1-2s} \nabla W_{s, \lambda} \cdot \nabla \phi \, dx \, dy
= & \int_{(\mathbb{R}^{N+1}_+ \setminus T_\rho) \cap \{y \geq \varepsilon\}} y^{1-2s} \nabla W_{s, \lambda} \cdot \nabla \phi \, dx \, dy + o_\rho(1)
\end{align*}$$

where the last equality is obtained arguing as in (A.5), and $o_\rho(1)$ is a function of $\rho$ and $\varepsilon$ such that $\lim_{\rho \to 0^+} o_\rho(1) = 0$ for any $\rho \in (0, \frac{\delta}{2})$. Integrating by parts, using that $\phi \in C^\infty_0(\mathbb{R}^{N+1}_+)$ we obtain

$$\int_{\mathbb{R}^{N+1}_+ \setminus T_\rho} y^{1-2s} \nabla W_{s, \lambda} \cdot \nabla \phi \, dx \, dy
\begin{align*}
= & \int_{\mathbb{R}^{N+1}_+ \setminus T_\rho} y^{1-2s} \nabla W_{s, \lambda} \cdot \nabla \phi \, dx \, dy + \int_{\partial T_{\rho, \varepsilon}} y^{1-2s} \nabla W_{s, \lambda} \cdot \nabla \phi \, d\sigma
+ \int_{|x| \geq R + \sqrt{\rho^2 - \varepsilon^2}} -e^{1-2s} \frac{\partial W_{s, \lambda}}{\partial y}(x, \varepsilon)x_{2s} \phi(x) \, dx + o_\rho(1),
\end{align*}$$

where $T_{\rho, \varepsilon} = T_\rho \cap \{y \geq \varepsilon\}$, $\nu$ is the exterior normal to $\partial T_{\rho, \varepsilon}$, and $d\sigma$ is the surface measure of $\partial T_{\rho, \varepsilon}$. Notice that thanks to the choice of $\varepsilon$ we have $T_{\rho, \varepsilon} \neq \emptyset$. Moreover, arguing as in the proof of Lemma 2.2.18 we deduce that

$$\int_{|x| \leq R - \sqrt{\rho^2 - \varepsilon^2}} -e^{1-2s} \frac{\partial W_{s, \lambda}}{\partial y}(x, \varepsilon)\phi(x) \, dx + \int_{|x| \leq R - \sqrt{\rho^2 - \varepsilon^2}} -e^{1-2s} \frac{\partial W_{s, \lambda}}{\partial y}(x, \varepsilon)\varphi(x) \, dx + o_\rho(1),
$$

As a consequence we get that

$$\int_{\mathbb{R}^{N+1}_+ \setminus T_\rho} y^{1-2s} \nabla W_{s, \lambda} \cdot \nabla \phi \, dx \, dy
\begin{align*}
= & \int_{|x| \leq R - \sqrt{\rho^2 - \varepsilon^2}} -e^{1-2s} \frac{\partial W_{s, \lambda}}{\partial y}(x, \varepsilon)\phi(x) \, dx + \int_{|x| \leq R - \sqrt{\rho^2 - \varepsilon^2}} -e^{1-2s} \frac{\partial W_{s, \lambda}}{\partial y}(x, \varepsilon)\varphi(x) \, dx + o_\rho(1)
+ \int_{|x| \geq R + \sqrt{\rho^2 - \varepsilon^2}} -e^{1-2s} \frac{\partial W_{s, \lambda}}{\partial y}(x, \varepsilon)\varphi(x) \, dx + o_\rho(1)
\end{align*}$$

$$= (I) + (II) + (III) + o_\rho(1). \tag{A.6}$$

For the term $(I)$, by Lemma A.4 and Lemma A.5 we obtain that

$$\lim_{\varepsilon \to 0^+} (I) = \int_{B_{R - \rho}} (-\Delta)^s u_{s, \lambda} \varphi \, dx = \int_{B_{R - \rho}} \left(\lambda u_{s, \lambda} + |u_{s, \lambda}|^{2s-2}u_{s, \lambda}\right) \varphi \, dx. \tag{A.7}$$
For $(III)$, by Lemma A.3 and Lemma A.5 we have
\[ \lim_{\epsilon \to 0^+} (III) = \lim_{\epsilon \to 0^+} \int_{\mathbb{R}^N \setminus B_{R + \sqrt{\rho^2 - \epsilon^2}}} -25d_s \frac{W_{s,a}(x, \epsilon) - W_{s,a}(x, 0)}{\epsilon^{2s}} \varphi(x) \, dx. \]

We observe that, as a consequence of (A.4), when \( x \in \mathbb{R}^N \setminus B_{R + \sqrt{\rho^2 - \epsilon^2}} \) and \( \epsilon < \overline{\epsilon} \) we have \( W_{s,a}(x, \epsilon) = W_{s,a}(x, \epsilon) - W_{s,a}(x, 0) \geq 0 \). Moreover, by Lemma A.1 and Lemma A.2 we infer that the limit \( \lim_{\epsilon \to 0^+} (III) \) exists and it is finite. In particular we have
\[ \lim_{\epsilon \to 0^+} (III) = h(\rho) \leq 0, \quad (A.8) \]
where \( h \) is a non-positive function which depends on \( \rho \).

As a consequence of (A.6), (A.7) and (A.8) there exists \( q = q(\rho) \) such that
\[ \lim_{\epsilon \to 0^+} (II) = q(\rho). \quad (A.9) \]

In particular, \( q \) does not depends on \( \epsilon \). In addition, in Lemma A.7 we will show that there exists \( C > 0 \) which does not depends on \( \rho \) such that
\[ -C \rho^{1-s} \leq \liminf_{\epsilon \to 0^+} (II) \leq \limsup_{\epsilon \to 0^+} (II) \leq C \rho^{1-s}. \quad (A.10) \]

We can now conclude the proof of the Theorem. Taking in account of (A.3), (A.5), (A.7), (A.8) and (A.10) we get that
\[ (u_{s,a}, \varphi)_s = \limsup_{\epsilon \to 0^+} ((I) + (II) + (III) + o_\rho(1)) + o(\rho) \]
\[ \leq \int_{B_{R+\rho}} \left( a u_{s,a} + |u_{s,a}|^{2^*_s - 2} u_{s,a} \right) \varphi \, dx + C \rho^{1-s} \]
\[ \leq \int_{B_R} \left( a u_{s,a} + |u_{s,a}|^{2^*_s - 2} u_{s,a} \right) \varphi \, dx + C \rho^{1-s}, \]
because \( u_{s,a} \geq 0 \) in \( (r^2_s, R) \) and \( \varphi \geq 0 \). Then, passing to the limit as \( \rho \to 0^+ \) we get the desired result and the proof is complete.

\[ \Box \]

**Lemma A.7.** There exists a constant \( C > 0 \) such that for all sufficiently small \( \rho > 0 \)
\[ -C \rho^{1-s} \leq \liminf_{\epsilon \to 0^+} (II) \leq \limsup_{\epsilon \to 0^+} (II) \leq C \rho^{1-s}. \]

**Proof.** Let \( S^{N-1} \) be the unit sphere in \( \mathbb{R}^N \). For any \( \epsilon \in S^{N-1} \), since \( W_{s,a} \) is cylindrical symmetric (see the proof of Theorem 2.5.2), we have \( W_{s,a}(x, y) = W_{s,a}(\epsilon |x|, y) \), for any \( x \in \mathbb{R}^N, y \geq 0 \).

In particular, without loss of generality, \( W_{s,a}(x, y) = W_{s,a}(\epsilon_1 |x|, y) \), for any \( x \in \mathbb{R}^N, y \geq 0 \), where \( \epsilon_1 = (1, 0, \ldots, 0) \). Let \( \overline{\delta} > 0, \rho \in (0, \frac{\overline{\delta}}{2}) \) and \( \epsilon \in (0, \min\{\frac{\overline{\delta}}{2}, \overline{\epsilon}\}) \) as in the proof of Theorem A.6. Since \( \rho < R \), we can express the set \( \partial_{T,\rho,\epsilon} \) in the following way
\[ \partial_{T,\rho,\epsilon} = \left\{ \left( (R - \rho \cos \theta) \epsilon, \rho \sin \theta \right) \mid \theta \in (\theta_\rho(\epsilon), \pi - \theta_\rho(\epsilon)), \epsilon \in S^{N-1} \right\}, \quad (A.11) \]

where \( \theta_\rho(\epsilon) = \arcsin \frac{\epsilon_2}{\rho} \). We notice that since \( \epsilon \in (0, \frac{\overline{\delta}}{2}) \), then \( \theta_\rho(\epsilon) \in (0, \frac{\overline{\delta}}{2}) \). Moreover \( \epsilon \mapsto \theta_\rho(\epsilon) \) is continuous, monotone and \( \lim_{\epsilon \to 0^+} \theta_\rho(\epsilon) = 0 \), for any fixed \( \rho \in (0, \frac{\overline{\delta}}{2}) \). Since all the estimates that we are going to prove will be uniform with respect to \( \theta \in (0, \pi) \) we drop for brevity the subscript \( \rho \) in \( \theta_\rho(\epsilon) \).
Exploiting the cylindrical symmetry of $W_{s,t}$ we notice that when $(x, y) \in \partial T_{\rho, \varepsilon}$ we can express $W_{s,t}$ just using the coordinates $\rho, \theta$, obtaining that

$$W_{s,t}(\rho, \theta) = \int_{\mathbb{R}^N} \frac{(\rho \sin \theta)^{2s}}{(\rho \sin \theta)^2 + [(R - \rho \cos \theta)e_1 - \xi]^2} u_{s,t}(\xi) \, d\xi.$$  

Now, denoting by $\nu$ the exterior normal to the surface $\partial T_{\rho, \varepsilon}$, and taking account of the orientations, by a simple computation we have that

$$\nabla W_{s,t}(x, y) \cdot \nu(x, y) |_{\partial T_{\rho, \varepsilon}} = -\frac{\partial W_{s,t}}{\partial \rho}(\rho, \theta).$$

Therefore, by a slight abuse of notation, parametrizing the hypersurface $\partial T_{\rho, \varepsilon}$ as in (A.11) with the coordinates $(\theta, \varepsilon)$, we obtain

$$(11) = \int_{S^{N-1}} \int_{\theta(e)}^{\pi - \theta(e)} -\rho \sin \theta)^{1-2s} \frac{\partial W_{s,t}}{\partial \rho}(\rho, \theta) \phi(\rho, \theta, \varepsilon) \rho \Psi(\rho, \theta, \varepsilon) \, d\theta \, d\varepsilon,$$

where $\rho \Psi(\rho, \theta, \varepsilon)$ is a positive factor coming from the definition of surface measure. In particular, $\Psi$ is uniformly bounded when $\rho$ is small, and Lipschitz continuous with respect to $\theta$, uniformly in $\rho$ and $\varepsilon$. More precisely, using for $S^{N-1}$ the atlas $\{(U_i, \psi_i^{-1})\}_{i=1, \ldots, N}$ whose charts are the spherical coordinates $\psi_i^{-1} : U_i \to V$ (see [1], Example 2.1.29), where

$$V := \{(\theta_1, \ldots, \theta_{N-1}) \in \mathbb{R}^{N-1} | 0 < \theta_1 < 2\pi, 0 < \theta_h < \pi \text{ for } h = 2, \ldots, N - 1\},$$

then local parametrizations for $\partial T_{\rho, \varepsilon}$ are given by the maps

$$\tilde{\psi}_i : V \times (\theta(e), \pi - \theta(e)) \to \partial T_{\rho, \varepsilon},$$

$$\tilde{\psi}(\theta_1, \ldots, \theta_{N-1}, \theta) := ((R - \rho \cos \theta)\psi(\theta_1, \ldots, \theta_{N-1}), \rho \sin \theta).$$

Now, since the matrix $(g_{ij})_{i,j=1,\ldots,N-1}$ of the induced metric on $S^{N-1}$ by the spherical coordinates is diagonal and given by

$$g_{ij} = \delta_{ij}((\sin \theta_{i+1} \cdots \sin \theta_{N-1})^2 \text{ see [1], Example 6.5.22}),$$

then, for each parametrization $\tilde{\psi}_i$ the determinant of the matrix $(\tilde{g}_{ij})_{i,j=1,\ldots,N}$ of the induced metric on $\partial T_{\rho, \varepsilon}$ is $\rho^2(\cos \theta)^2(R - \rho \cos \theta)^{2(N-1)}\prod_{i=1,\ldots,N-1}(\sin \theta_{i+1} \cdots \sin \theta_{N-1})^2$ and thus its square root is $\rho(\cos \theta)\rho^2\rho(\cos \theta)^{2(N-1)}\prod_{i=1,\ldots,N-1}(\sin \theta_{i+1} \cdots \sin \theta_{N-1})$. Therefore $\Psi(\rho, \theta, \varepsilon)$ has the desired properties.

By brevity we will use the more compact notation $\Psi(\rho, \theta, \varepsilon)$. Now, by an elementary computation we obtain that

$$-(\rho \sin \theta)^{1-2s} \frac{\partial W_{s,t}}{\partial \rho}(\rho, \theta)$$

$$= -\gamma_{N,s}2\rho \sin \theta \int_{B_R} \frac{u_{s,t}(\xi)}{|(\rho \sin \theta)^2 + |(R - \rho \cos \theta)e_1 - \xi|^2|^{N+2s}} \, d\xi$$

$$+ \gamma_{N,s}(N + 2s)\rho^2 \sin \theta \int_{B_R} \frac{u_{s,t}(\xi)(\rho - R \cos \theta + \cos \theta)(e_1, \xi))}{|(\rho \sin \theta)^2 + |(R - \rho \cos \theta)e_1 - \xi|^2|^{N+2s}} \, d\xi,$$

where we used that $u_{s,t}(\xi) = 0$ when $\xi \in \mathbb{R}^N \setminus B_R$. Let us define the set

$$C_\delta = \{\xi \in B_R | |\xi - Re_1| < \delta\}.$$  

We can split the integrals appearing in (A.12) taking as domains of integrations $C_\delta$ and $B_R \setminus C_\delta$. Since $\rho \in (0, \frac{R}{2})$, when $\xi \in B_R \setminus C_\delta$ the relation $|(R - \rho \cos \theta)e_1 - \xi| > \frac{R}{2}$ holds, and thus all the quantities appearing in the integrals over $B_R \setminus C_\delta$ are bounded from above and below, respectively, by $\pm C$, where $C > 0$ is a constant which depends only on $N, s, R$, $|u_{s,t}|_{1,\infty}$, and $\delta$ (but not on $\rho$, $\theta$, and hence neither on $\varepsilon$).
Taking this into account and performing the change of variable $\xi = \eta + Re_1$, after some computations we can write

$$-(\rho \sin \theta)^{1-2s} \frac{\partial W}{\partial \rho}(\rho, \theta) \rho$$

$$= O(\rho) + p_{N,s} \rho \sin \theta \int_{C_\delta - Re_1} u_{s,\lambda}(\eta + Re_1)(N \rho^2 - 2s|\eta|^2 + (N - 2s)\rho |\eta| \cos \theta(e_1, \hat{\eta})) (p^2 + |\eta|^2 + 2\rho |\eta| \cos \theta(e_1, \hat{\eta}))^{N+2s+2 \over 2} d\eta,$$

(A.13)

where $\hat{\eta}$ is such that $\eta = |\eta| \hat{\eta}$, and $O(\rho)$ does not depend on $\theta$. We notice that, if $\eta \in C_\delta - Re_1$, then $(e_1, \hat{\eta}) < 0$ and in particular $(e_1, \hat{\eta}) = -[(e_1, \hat{\eta})]$. Since $\rho < \frac{\delta}{2}$, it holds that for every fixed $\tau \in (0, 1)$ we have $B_{\tau \rho}((R - \rho)e_1) \subset C_\delta$ or equivalently $B_{\tau \rho}(-\rho e_1) \subset C_\delta - Re_1$. Moreover, when $\eta \in B_{\tau \rho}(-\rho e_1)$ the following inequalities hold:

$$(1 - \tau)\rho < |\eta| < (1 + \tau)\rho;$$

$$|e_1, \hat{\eta}| \leq \frac{1 - \tau}{1 + \tau};$$

$$|\eta + \rho e_1| \leq \sqrt{\rho^2 + |\eta|^2 - 2\rho |\eta| \cos \theta(e_1, \hat{\rho})}.$$

(A.14)

Writing $u_{s,\lambda}(x) = u_{s,\lambda}(\gamma(x)) \gamma^s(x) = g_{s,\lambda}(\gamma^s(x))$, where $\gamma(x) := \text{dist}(x, \partial B_R)$, by Theorem 2.2.14 we have that $g_{s,\lambda}(x)$ is bounded in $C_\delta$. Moreover we also have $g_{s,\lambda} \geq 0$ in $C_\delta$ because $u_{s,\lambda} \geq 0$ in $C_\delta$. As a consequence when $\eta \in C_\delta - Re_1$ we get that

$$0 \leq u_{s,\lambda}(\eta + Re_1) \leq \sup_{C_\delta} |g_{s,\lambda}| |\eta|^s.$$  

(A.15)

Let us estimate the integral in the right hand side of (A.13). To this end we divide the domain of integration $C_\delta - Re_1$ in two parts. Let us fix $\tau \in (0, 1)$. In the set $(C_\delta - Re_1) \setminus B_{\tau \rho}(-\rho e_1)$ it holds that

$$\sqrt{\rho^2 + |\eta|^2 - 2\rho |\eta| \cos \theta(e_1, \hat{\rho})} \geq |\eta + \rho e_1| \geq \tau \rho.$$

Hence, performing the change of variables $\eta = \rho k$, we get

$$\left| p_{N,s} \rho \sin \theta \int_{(C_\delta - Re_1) \setminus B_{\tau \rho}(-\rho e_1)} u_{s,\lambda}(\eta + Re_1)(N \rho^2 - 2s|\eta|^2 - (N - 2s)\rho |\eta| \cos \theta(e_1, \hat{\eta})) (p^2 + |\eta|^2 - 2\rho |\eta| \cos \theta(e_1, \hat{\eta}))^{N+2s+2 \over 2} d\eta \right|$$

$$\leq C \rho \int_{R^N \setminus B_{\tau \rho}(-\rho e_1)} |\eta|^s (N \rho^2 + 2s|\eta|^2 + (N - 2s)\rho |\eta|) |\eta + \rho e_1|^{N+2s+2} d\eta$$

$$= C \rho^{1-s} \int_{R^N \setminus B_{\tau \rho}(-e_1)} |k|^s (N + 2s|k|^2 + (N - 2s)|k|) |k + e_1|^{N+2s+2} dk \leq C \rho^{1-s},$$

where $C > 0$ depends on $N, s, |g_{s,\lambda}|$ and $\tau$, but does not depend on $\rho$ and $\theta$. Therefore we obtain

$$-(\rho \sin \theta)^{1-2s} \frac{\partial W}{\partial \rho}(\rho, \theta) \rho$$

$$= O(\rho^{1-s}) + p_{N,s} \rho^{1-s} \sin \theta \int_{|k + e_1| < \tau} u_{s,\lambda}(\rho k + Re_1) \rho^2 (N - 2s|k|^2 - (N - 2s)|k| \cos \theta(e_1, \hat{k})) (1 + |k|^2 - 2|k| \cos \theta(e_1, \hat{k}))^{N+2s+2 \over 2} dk.$$

Using the relation

$$N - 2s|k|^2 - (N - 2s)|k| \cos \theta(e_1, \hat{k})$$

$$= \frac{N + 2s}{2} (1 - |k|)(1 + |k|) + \frac{N - 2s}{2} (1 + |k|^2 - 2|k| \cos \theta(e_1, \hat{k})),$$
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we then deduce that

\[(II) = \]

\[p_{N,s} \int_{\theta \in \mathbb{S}^{N-1}} \int_{|k + e_1| < r} \frac{N + 2s}{2} \rho^{1-s} \sin \theta \frac{u_{n,l}(\rho k + Re_1)}{\rho^s} (1 - |k|)(1 + |k|) \phi(\rho, \theta, e) \Psi(\rho, \theta, e) d\theta d\rho \]

\[+ p_{N,s} \int_{\theta \in \mathbb{S}^{N-1}} \int_{|k + e_1| < r} \frac{N - 2s}{2} \rho^{1-s} \sin \theta \frac{u_{n,l}(\rho k + Re_1)}{\rho^s} (1 + |k|^2 - 2|k| \cos \theta)(e_1, \hat{k}) \frac{N + 2s}{2} d\theta d\rho + O(\rho^{1-s}) \]

\[= (i) + (ii) + O(\rho^{1-s}), \]

where \(O(\rho^{1-s})\) is uniform with respect to \(e\). We start showing that \(|(ii)| \leq C\rho^{1-s}\), where \(C\) does not depend on \(\rho\) and \(e\), and where we used the inequalities (A.14) evaluated at \(\eta = \rho k\) and the fact that \(\frac{\partial \Phi}{\partial \theta}\) is uniformly bounded. Since by (A.15) we get that

\[\frac{u_{n,l}(\rho k + Re_1)}{\rho^s} \leq \sup_{\mathbb{S}^{N-1}} |g_{n,l}| \leq \sup_{\mathbb{S}^{N-1}} |g_{n,l}|(1 + \tau)^s,\]

we infer that

\[|(ii)| \leq C \rho^{1-s} \int_{|k + e_1| < r} \frac{1}{|k + e_1||N + 2s - 2|} d\rho \leq C_1 \rho^{1-s}. \]

where \(C_1 > 0\) depends only on \(N, s, \phi, \Psi\) and \(\tau\) but not on \(\rho\) and \(e\).

Now, we can write

\[(i) = \int_{\theta \in \mathbb{S}^{N-1}} \int_{|k + e_1| < r} p_{N,s} \frac{N + 2s}{2} \sin \theta \left[ \rho^{1-s} \int_{|k + e_1| < r} \frac{u_{n,l}(\rho k + Re_1) - u_{n,l}(\rho k + Re_1)}{\rho^s} (1 - |k|)(1 + |k|) d\theta d\rho \right. \]

\[\left. + \rho^{1-s} \int_{|k + e_1| < r} \frac{u_{n,l}(\rho k + Re_1) - u_{n,l}(\rho k + Re_1)}{\rho^s} (1 + |k|^2 - 2|k| \cos \theta)(e_1, \hat{k}) \frac{N + 2s}{2} d\theta d\rho \right], \]

(A.16)

Thanks to [66 Corollary 1.6, (a)], we have that there exists \(C > 0\) which depends on \(N, s \) and \(u_{n,l}\) such that for \(\alpha \in [s, 1 + 2s)\)

\[|u_{n,l}|_{0, \alpha, K} \leq C \text{dist}(K, \partial B_{R}) \rho^{\alpha}. \]

Taking \(\alpha = 1\) and \(K = B_{T\rho}(R - \rho)e_1\), since dist \((K, \partial B_{R}) = \rho(1 - \tau)\), we get that

\[|u_{n,l}(x) - u_{n,l}(y)| \leq C \rho^{s-1}(1 - \tau)^{s-1}|x - y|,\]

for every \(x, y \) in \(B_{T\rho}(R - \rho)e_1\). Therefore, when \(x = \rho k + Re_1\) and \(y = (R - \rho)e_1\) we obtain

\[|u_{n,l}(\rho k + Re_1) - u_{n,l}(\rho k + Re_1)| \leq C \rho^{s}|k + e_1| \]

where \(C > 0\) depends only on \(N, s \) and \(\tau\) but not on \(\rho\) nor on \(\theta\). As a consequence we get the estimate

\[\left| \frac{u_{n,l}(\rho k + Re_1) - u_{n,l}(\rho k + Re_1)}{\rho^s} \right| \leq C |k + e_1| \leq C \sqrt{1 + |k|^2 - 2|k| \cos \theta}(e_1, \hat{k}),\]
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where $C > 0$ does not depend on $\rho$ and $\theta$, but only on $N$, $s$ and $\tau$. Moreover, since
\[
|1 - |k||1 + |k|| \leq (2 + \tau) \sqrt{1 + |k|^2 - 2|k| \cos \theta(e_1, \hat{k})},
\]  
arguing as we have done for (ii) we get that the second term in \text{(A.16)} is $O(\rho^{1-s})$ uniformly in $\epsilon$. Now we can further refine the estimate noticing that
\[
|\phi(\rho, \theta, e) - \phi(\rho, 0, e)| = |\phi((R - \rho \cos \theta)e, \rho \sin \theta) - \phi((R - \rho)e, 0)|
\leq C \sqrt{|\rho(1 - \cos \theta)|^2 + \rho^2(\sin \theta)^2} = C \rho \sqrt{2(1 - \cos \theta)}.
\]  
Moreover, since in $|k + e_1| < \tau$ it holds $|k| > (1 - \tau)$ (see \text{(A.14)}), we get that
\[
|\phi(\rho, \theta, e) - \phi(\rho, 0, e)| \leq C \sqrt{2|k|(1 - \cos \theta)} \leq C \sqrt{|(k - 1)^2 + 2|k|(1 - \cos \theta)}
\leq C \sqrt{1 + |k|^2 - 2|k| \cos \theta(e_1, \hat{k})}.
\]  
Arguing as before, using again \text{(A.17)}, we get that
\[
\left| \int_{\theta(e)}^{\pi - \theta(e)} \sin \theta(\phi(\rho, \theta, e) - \phi(\rho, 0, e))(1 - |k|)(1 + |k|)\Psi(\rho, \theta, e) \right| \frac{1}{(1 + |k|^2 - 2|k| \cos \theta(e_1, \hat{k}))^{N + 2s - 2}} \leq C \frac{1}{|k + e_1|^{N + 2s - 2}}.
\]  
As a consequence we have a further negligible term, and thus
\[
(II) = O(\rho^{1-s}) + p_{N,s} \frac{N + 2s}{2} \rho^{1-s} g_{s,\lambda}(\rho e_1).
\]  

To conclude we have to get rid of the dependence from $\theta$ in the function $\Psi$. Arguing as in \text{(A.18)} and since $\Psi$ is Lipschitz continuous in $\theta \in [0, \pi]$, uniformly in $\rho$ and $e$, we get that
\[
|\Psi(\rho, \theta, e) - \Psi(\rho, 0, e)| \leq C \theta \leq 4C \sqrt{1 - \cos \theta} \leq 4C \sqrt{1 + |k|^2 - 2|k| \cos \theta(e_1, \hat{k})},
\]  
where $C$ does not depend on $\theta$ and $\rho$. Hence, arguing as before, we obtain
\[
(II) = O(\rho^{1-s}) + p_{N,s} \frac{N + 2s}{2} \rho^{1-s} g_{s,\lambda}(\rho e_1) \left( \int_{2\pi - 1}^{\pi - \theta(e)} \phi(\rho, 0, e)\Psi(\rho, 0, e) \right) \cdot
\]  
\[
\int_{\theta(e)}^{\pi - \theta(e)} \int_{|k + e_1| < \tau} \frac{\sin \theta(1 - |k|)(1 + |k|)\Psi(\rho, 0, e)}{(1 + |k|^2 - 2|k| \cos \theta(e_1, \hat{k}))^{N + 2s - 2}} \leq \frac{\sin \theta(1 - |k|)(1 + |k|)}{(1 + |k|^2 - 2|k| \cos \theta(e_1, \hat{k}))^{N + 2s - 2}}.
\]  
Thanks to the previous equality and \text{(A.9)} we infer that both
\[
\lim_{\epsilon \to 0^+} \int_{\theta(e)}^{\pi - \theta(e)} \int_{|k + e_1| < \tau} F(\theta, k) \, dk \, d\theta = \lim_{\epsilon \to 0^+} \int_{\theta(e)}^{\pi - \theta(e)} \int_{|k + e_1| < \tau} F(\theta, k) \, dk \, d\theta,
\]  
and
\[
\lim_{\epsilon \to 0^+} \int_{\theta(e)}^{\pi - \theta(e)} \int_{|k + e_1| < \tau} F(\theta, k) \, dk \, d\theta = \lim_{\epsilon \to 0^+} \int_{\theta(e)}^{\pi - \theta(e)} \int_{|k + e_1| < \tau} F(\theta, k) \, dk \, d\theta.
\]
are finite and they do not depend on $\rho$, where for the last equality we used the properties of $\theta(\varepsilon) = \theta_\rho(\varepsilon)$ and the definition of $\lim\inf, \lim\sup$.

At the end, since the quantity $g_{s,\lambda}(\rho e_1) \left( \int_{S^{N-1}} \phi(\rho, 0, e) \Psi(\rho, 0, e) \, de \right)$ is uniformly bounded with respect to $\rho$, we conclude that

$$-C \rho^{1-s} \leq \liminf_{\varepsilon \to 0^+} (II) \leq \limsup_{\varepsilon \to 0^+} (II) \leq C \rho^{1-s},$$

for some constant $C > 0$ which does not depend on $\rho$. The proof is complete. \qed
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