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Abstract: The decarbonisation of the transportation sector is crucial to reducing carbon dioxide (CO\(_2\)) emissions. This study analyses evidence from European countries regarding achievement of the European Commission’s goal of achieving carbon neutrality by 2050. Using panel quantile econometric techniques, the impact of battery-electric vehicles (BEVs) and plug-in hybrid electric vehicles (PHEVs) on CO\(_2\) emissions in twenty-nine European Union (EU) countries from 2010–2020 was researched. The results show that BEVs and PHEVs are capable of mitigating CO\(_2\) emissions. However, each type of technology has a different degree of impact, with BEVs being more suited to minimizing CO\(_2\) emissions than PHEVs. We also found a statistically significant impact of economic development (quantile regression results) and energy consumption in increasing the emissions of CO\(_2\) in the EU countries in model estimates for both BEVs and PHEVs. It should be noted that BEVs face challenges, such as the scarcity of minerals for the production of batteries and the increased demand for mineral batteries, which have significant environmental impacts. Therefore, policymakers should adopt environmentally efficient transport that uses clean energy, such as EVs, to reduce the harmful effects on public health and the environment caused by the indiscriminate use of fossil fuels.
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1. Introduction

The transportation sector is one of the most attractive and challenging sectors of an economy. Further, it is one of the crucial sectors of energy consumption. Fossil fuels supply 95% of the energy resources of the transportation sector and are mainly responsible for carbon dioxide emissions (CO\(_2\)) and global warming. Therefore, reducing CO\(_2\) emissions in the transportation sector is crucial to tackling environmental issues of temperature rise (e.g., EEA [1]; and Fuinhas et al. [2]).

In the European Union (EU) between 1960 to 2018 CO\(_2\) emissions grew fast: in 1960, CO\(_2\) emissions were 4729.2 metric tons per capita and in 2018 they were 64,240 metric tons per capita, as shown in Figure 1 below.
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Figure 1. CO₂ emissions (metric tons per capita)—EU between 1960 to 2018. The authors created this figure with data from World Bank Open Database [3].

Indeed, CO₂ emissions in the EU remained relatively unchanged from 1990 to 2004. Notably, emissions dropped sharply from 2005 to 2016, decreasing by 10.8% in primary energy consumption [4]. However, when we addressed each country from the EU, we can observe that most countries reduced their emissions between 1990 to 2020 except Ireland, Norway, Portugal, Spain, and Turkey (as shown in Figure 2 below).

In 2018, energy-producing industries had the largest share (28.0%) of total CO₂ emissions, followed by fuel combustion by users (25.5%) and the transportation sector (24.6%). Although compared to 1990 the share of most sources decreased, that of transportation increased from 14.8% in 1990 to 24.6% in 2018 [1].

Indeed, in the EU about one-third of final energy consumption and about a quarter of greenhouse gas emissions (GHGs) and CO₂ emissions are related to the transportation sector [6]. On the other hand, the number of vehicles in Europe is growing, and the number of vehicles is expected to more than double by 2050. In addition, almost 60% of total vehicles sold in Europe in 2018 were petrol passenger cars [1]. Therefore, CO₂ emissions in the transportation sector in the EU are increasing. CO₂ emissions of the European transportation sector in 2018 grew by about 29% compared to 1990 levels (e.g., EEA [1]; and EEA [7]). Given that the transportation sector is the most significant contributor to CO₂ emissions in the EU, studying measures and policies to reduce CO₂ emissions in this sector is necessary.

To reduce the damaging effects of the transportation system, the EU is committed to moving towards a sustainable economy and a carbon-free transportation system. The goal of reducing CO₂ emissions of the EU transportation sector are designed to incite a mood in which CO₂ emissions should be reduced. This reduction should be around 37.5% by 2030 and around 60% by 2050 compared to this sector in 1990. In addition, the EU has decided to ban the use of internal combustion vehicles in cities by 2050 (e.g., EEA [1]; and EC [6]). One of the promising measures to achieve these goals is to increase the number of electric vehicles (EVs) [8].
Figure 2. CO2 emissions in millions of tonnes per capita in the 27 EU countries + Norway and the United Kingdom in 1990 and 2020. The authors created this figure with BP Statistical Review of World Energy data [5].

EVs cover a wide range of electric vehicle types. This study focuses on battery-electric vehicles (BEVs) and plug-in hybrid electric vehicles (PHEVs). BEVs work only with an electric motor and electricity stored in the battery and should be regularly charged. BEVs have the highest energy efficiency among all vehicles and convert (80%) of the energy stored in the battery into kinetic energy. The electric motor has high efficiency. In addition, they convert braking energy, which is wasted as heat in internal combustion engine vehicles (ICEVs), into kinetic energy (e.g., EEA [1]; EEA [7], and EEA [9]). These vehicles do not emit any environmental pollution during use. In addition, their environmental benefits increase when electricity is generated from renewable sources. Of course, limited distance, charging time and use of batteries with rare minerals are the disadvantages of these vehicles (e.g., EEA [1], and EEA [9]). Del Pero et al. [10] and Peng et al. [11] concluded that using BEVs could help the transportation sector achieve its ambitious goals of reducing carbon emissions.

PHEVs have an electric motor and an internal combustion engine that help the vehicle move. A charger powers the battery, and the combustion engine supports the electric motor.
if more power is needed [7]. The use of PHEVs in the medium term could be a potential strategy to reduce CO₂ emissions, reduce dependence on fossil fuels and increase energy security in the EU. Furthermore, by using energy storage batteries, PHEVs can replace fossil fuels with electricity [12].

PHEV technology can significantly reduce CO₂ emissions in the transportation sector, but BEVs, which run only on electricity, reduce CO₂ emissions more than the PHEVs (e.g., Plötz et al., [13], and Mandev et al., [14]). Zackrisson et al. [15] concluded that PHEVs reduced CO₂ emissions by 50 to 80%, while BEVs reduced CO₂ emissions by 90%. Although PHEVs emit more CO₂ emissions than BEVs, the BEV production process does more damage to the environment than the PHEVs production process. So, the total CO₂ emissions from BEV production is about 1.4 tons more than that of the PHEV production process [13]. In addition, battery EVs face challenges such as a shortage of minerals for battery production and growing demand for battery minerals with severe environmental impact. Thus, the automotive sector should focus on low-carbon technologies for manufacturing batteries, and plans to generate electricity from renewable sources to should be the priority of public policy [16].

The first electric vehicle was produced in 1834, while the first internal combustion vehicle was developed in 1886. In 1908, internal combustion engine vehicles became mass-produced and dominated the market due to advantages in range, size, etc. However, these vehicles had many problems, including CO₂ emissions, air pollution, noise pollution, and high consumption of fossil fuels [14]. Therefore, in the 1990s EVs re-emerged in many European countries in order to comply with environmental laws [17].

BEVs were among the first EVs to enter the market widely in Europe. About 700 BEVs were sold in Europe in 2010 and about 550,000 in 2019. PHEVs have been on the market since 2011 and have become more popular since 2013. BEVs accounted for about two percent and PHEVs about one percent of total new vehicle registrations in 2019. About 3.5% of all European vehicles are electric, which is insignificant compared to the total inventory of vehicles (e.g., EEA [1]; EC [6]; and Eurostat [18]).

Moreover, in the EU the number of BEVs in 2010 was 5785. In 2020 this number reached 11,254,854, while the number of PHEVs was 3412 in 2010 and reached 967,721 in 2020 (as shown in Figure 3 below).

Figure 3. Total number of BEVs and PHEVs registered in 27 EU countries + Norway and the United Kingdom between 2010–2020. The authors created this figure with data from the European Alternative Fuels Observatory (EAFO) [19].
Indeed, examining the total number of BEVs and PHEVs registered in each country of the European region in 2020, we observe that Germany, Norway, the United Kingdom, France, and the Netherlands are the top five countries with a significant number of BEVs and PHEVs, while Liechtenstein, Cyprus, and Latvia are the countries with the fewest (as shown in Figure 4 below).

![Figure 4. The total number of BEVs and PHEVs registered in 27 EU countries + Norway and the United Kingdom in 2020. The authors created this figure with data from the European Alternative Fuels Observatory (EAFO) [19].](image)

Moreover, in Germany the number of BEVs was 308,139 and PHEVs 287,037 in 2020. In Norway, the number of BEVs was 319,540 and PHEVs 134,420. In the United Kingdom, the number of BEVs was 206,998 and PHEVs 240,631. In France, the number of BEVs was 277,001 and PHEVs 132,309. In the Netherlands, the number of BEVs was 172,534 and PHEVs 100,371.

EV technology is one of the ways to reduce CO$_2$ emissions and energy consumption in the transportation sector. Thus, many EU countries are seeking to increase the number of EVs in order to reduce CO$_2$ emissions. The impact of EVs compared to internal combustion vehicles on reducing CO$_2$ emissions is still unclear, but some studies have shown that EVs reduce CO$_2$ emissions by 72% (e.g., Ahmadi and Kjeang [20] and Miotti et al. [21]). Several studies using the lifecycle approach have concluded that PHEVs reduce carbon emissions by reducing fuel consumption (e.g., Fuinhas et al. [2]; Andersson and Börjesson [16]; Samaras and Meisterling [22]; Plötz et al. [23]; Zhao et al. [24]; and Kazemzadeh et al. [25]). Some studies have also shown that, although EVs reduce CO$_2$ emissions of the road transportation system, they increase CO$_2$ emissions in the production process (e.g., Miotti et al. [21]; Bauer et al. [26]; and Vilchez and Jochem [27]). Ellingsen et al. [28] also found that, although BEVs increase greenhouse gas emissions during the production phase, this is overcome by the significant reduction of GHGs during the consumption phase.

This study supplements previous studies by examining the impact of two specific EVs (BEVs and PHEVs) on CO$_2$ emissions. The EU is currently testing and transitioning from internal combustion vehicles to electric vehicle technology. The EV market does not have much experience yet, but it is experiencing a growing trend. Therefore, studying the
environmental impact of EVs is critical due to their increasing importance in the EU and the decrease in demand for internal combustion vehicles. Therefore, this study seeks to answer the following question: can EVs (BEVs and PHEVs) mitigate CO\textsubscript{2} emissions in the EU? Indeed, an empirical analysis will be performed to answer the question above. Therefore, this analysis will be based on the macroeconomic panel data of 29 European countries between 2010 and 2020. Simultaneous quantile regression and ordinary least squares (OLS) with fixed effects will be used to accomplish this task.

This investigation will introduce a new analysis related to the effect of EVs on CO\textsubscript{2} emissions in EU countries. This topic of study has never been approached before by economists. Therefore, this investigation opens new opportunities for studying this topic using an econometric and macroeconomic approach. Moreover, it makes this study innovative when compared with others. Finally, this empirical investigation will support policymakers and governments in their development of consistent policies and initiatives that promote the development, production, and consumption of EVs in the EU.

The rest of this article is set out as follows: Section 2 provides an overview of the literature. Section 3 describes the materials and models used in the study. Section 4 presents the empirical results. Section 5 discusses the main findings. Section 6 presents the conclusions. Finally, Section 6.1 reveals the limitations of the study.

2. Literature Review

Developed countries have shifted to using EVs in order to reduce environmental pollution in recent years. As a result, numerous researchers have studied the effects of EVs on the environment (e.g., Fuinhas et al. [2]; Peng et al. [11]; Plötz et al. [23]; Zhao et al. [24]; Kazemzadeh et al. [25]; Vilchez and Jochem [27]; Franzó and Nasca [29]; Petrauskiene et al. [30]; Bekel and Pauliuk [31]; Egede et al. [32]; and Rangaraju et al. [33]).

Kazemzadeh et al. [25] investigated the impact of BEVs and PHEVs on fine particulate matter (PM2.5) emissions. The authors found that EVs (BEVs and PHEVs), economic growth, and urbanisation reduce the PM2.5 problem, but energy intensity and fossil fuel consumption aggravate it. Finally, Fuinhas et al. [2] explored the effect of BEVs on GHGs in EU countries, and the results indicated that the BEVs mitigate GHGs.

Zhao et al. [24] examined the innovation of PHEVs to control carbon pollution using artificial intelligence. The results showed that PHEVs could achieve better fuel consumption with minimal deviation by combining the proposed model and providing lower carbon emissions. Plötz et al. [23] conducted a systematic empirical analysis of the actual consumption and fuel consumption of approximately 100,000 vehicles in China, Europe, and North America. The results showed that the average CO\textsubscript{2} emissions from PHEVs are 50 and 300 g/per km of CO\textsubscript{2}. Real-world CO\textsubscript{2} emissions are two to four times the test-cycle values for private cars. High CO\textsubscript{2} emissions and fuel consumption are mainly due to low charging frequency, i.e., less than that required to cover daily driving.

Vilchez and Jochem [27] investigated the possible impact of automotive propulsion technologies on future energy demand and GHGs in China, France, Germany, India, Japan, and the United States of America (USA) by focusing on EVs using the system dynamics model. The results showed that EVs might positively reduce GHGs of the passenger road transportation system. However, emissions from cars due to the combined effects of car production and electricity generation are expected to increase significantly. Finally, Franzó and Nasca [29] estimated the environmental impact of EVs and internal combustion engine vehicles with a lifecycle approach. The results showed that CO\textsubscript{2} emissions were lower during the lifecycle of the electric vehicle compared to internal combustion engines in all the scenarios analysed.

Petrauskiene et al. [30] comparatively evaluated the lifecycle of BEVs and conventional ICEVs under different scenarios in Lithuania using the ReCiPe model during the period 2015–2050 and showed intermediate results in terms of climate change. In 2015, BEVs produced 47% more greenhouse gases than ICEV petrol and diesel vehicles. ICEVs-petrol are expected to pollute more than ICEVs-diesel and BEVs in 2020 and beyond.
results showed ICEVs-petrol create environmental damage in all categories. Next are ICEVs-diesel with 28% less total environmental damage and BEVs in 2015 with 42% less impact than ICEVs-diesel. Finally, BEVs in 2050 have a 54% smaller environmental effect than BEVs with the 2015 power mix. Bekel and Pauliuk [31] evaluated the environmental impacts of BEVs and fuel cell electric vehicles (FCVs) in Germany using the ReCiPe model. It was concluded that BEVs today have better environmental and financial performance than FCVs. In addition, the study showed that fuel supply infrastructure plays an essential role in overall lifecycle effects. Samaras and Meisterling [22] examined the lifecycle of GHGs from PHEVs, and the authors found that GHGs were reduced by 32% compared to conventional vehicles and had a slight reduction compared to traditional hybrids. Batteries are an essential component of PHEVs, and the greenhouse gases associated with the production of lithium-ion batteries accounts for 2–5% of the lifecycle emissions of PHEVs.

Ajanovic and Haas [34] examined the environmental benefits of EVs in Europe, China, and the United States. The results showed that the environmental impact of EVs is based on the following data: (i) source of electricity, (ii) number of kilometres driven per year, (iii) GHGs in car production, and (iv) battery recycling. However, the most important factor is the source of electricity. Therefore, increasing the share of renewable energy sources in electricity generation is essential to make EVs more environmentally friendly. Finally, Burchart-Korol et al. [35] assessed the environmental cycle of EVs in Poland and the Czech Republic from 2015 to 2050. This study performed a comparative analysis of EVs and ICEVs. The results indicated that the environmental effect of current and future EVs in Poland is higher than in the Czech Republic.

Furthermore, a comparative analysis of EVs and ICEVs showed that GHG and fossil fuel reductions in Poland and the Czech Republic, both now and in the future, will be improved for EVs compared to ICEVs. Del Pero et al. [10] compared the lifecycle of ICEVs and BEVs in Europe. The evaluation results showed that BEVs cause a significant improvement in terms of climate change due to the lack of emissions during operation. On the other hand, BEV production has a more significant environmental degradation effect than that of ICEVs, especially for high-utilization metals, chemicals, and energy requirements for specific components of electrical propulsion, such as high-pressure batteries.

Peng et al. [11] evaluated the GHGs from medium passenger BEVs, PHEVs, and ICEVs in China, the USA, Japan, Canada, and the EU. The results showed that BEVs currently have positive performance in reducing GHGs (between 30 and 80%) compared to gasoline ICEVs worldwide. Tagliaferri et al. [36] evaluated the lifecycle of future electric and hybrid vehicles in Europe. This study evaluates the lifecycle of an electric vehicle based on lithium-ion battery technology for Europe and compares it to ICEVs. The analysis results showed that the GHGs from BEVs are half the amount recorded in ICEVs. Future energy mixtures show that EVs can reduce GHGs compared to conventional vehicles. Hooftman et al. [37] analysed the environmental effects of gasoline, diesel, and electric passenger cars in Belgium. The results showed that not much progress had been made from Euro 4 to 6 regulations for conventional cars. EVs offer the best alternative for environmentally friendly transportation. These results indicated that EVs provide a credible solution to address the issue of urban air quality. Ellingsen et al. [28] investigated the effect of increasing battery volume and driving range on the environmental impact of EVs in Europe. In terms of GHGs, EVs equipped with smaller battery packs are more competitive than heavier EVs with larger battery packs. However, EVs with small battery packs suffer shorter driving distances and depend more on fast-charging station infrastructure. Compared to conventional vehicles, the EV production phase causes more severe environmental degradation.

Rangaraju et al. [33] investigated the effects of power composition, charging characteristics, and driving behaviour on the emission performance of BEVs in Belgium. The results showed that lifecycle CO$_2$, sulphur dioxide (SO$_2$), nitric oxide (NO$_X$), and PM emissions in EVs are less than that of conventional vehicles. This study proves that peak-free charging is better for reducing lifecycle emissions than maximum charge. When BEVs are charged at nonpeak hours instead of peak hours, CO$_2$, SO$_2$, NO$_X$, and PM emissions per kilometre
are significantly reduced. Hawkins et al. [38] compared the environmental assessment of electric and conventional vehicles in Europe. The results showed that EVs using the current European power mix reduce GHGs by 10 to 24% compared to conventional diesel or petrol vehicles with a lifespan of 150,000 km. They stated that improving the environmental profile of EVs requires participation in mitigating the effects of the automotive production supply chain and by promoting clean electricity sources in decision-making about electricity infrastructure.

Notter et al. [39] investigated the effects of lithium-ion batteries in EVs on the European environment. This study provides a solid basis for a more accurate environmental assessment of battery-based E-mobility. The total share of environmental impact of battery-induced electronic mobility (measured in Eco indicator 99 points) is 15, and the effect of lithium extraction on battery components is less than 2.3. Helmers and Marx [17] examined Germany’s energy efficiency and the environmental impact of BEVs. When electronically converting a used machine, as shown by Smart, lifecycle CO$_2$ emissions can be reduced by more than (80%) compared to the known rate of ICEVs.

As can be seen in previous studies, different models, countries, regions, and time series have been used to investigate the effects of electric battery vehicles on the environment. However, the distinguishing feature of the present study is twofold. First, the effects of BEVs and PHEVs on CO$_2$ emissions in the EU have been investigated separately. Second, the quantile panel regression model has been used to investigate the effects of EVs on the environment. The following section introduces the database/variables and methodology used in this research.

3. Materials and Methods

This section will be divided into two parts. The first will approach the group of countries and data/variables used in this investigation, while the second will show the methods.

3.1. Materials

This investigation uses annual data that was collected from 2010 to 2020 of twenty-nine countries from the EU (Austria, Belgium, Bulgaria, Croatia, Cyprus, Czechia, Denmark, Estonia, Finland, France, Germany, Greece, Hungary, Iceland, Ireland, Italy, Latvia, Lithuania, Luxembourg, the Netherlands, Poland, Portugal, Romania, Slovakia, Slovenia, Spain, and Sweden) plus Norway and the United Kingdom. Indeed, these countries were selected due to their increased EV registrations. Due to this, it becomes necessary to identify the possible consequences of this increase on environmental degradation. Therefore, the time-series from 2010 to 2020 is used due to data availability through 2020 for BEVs and PHEVs for all selected countries. The variables chosen to perform this investigation are shown in Table 1 below.

Therefore, CO$_2$ is the dependent variable of the empirical model, while GDP, ENERGY, BEVs, and PHEVs are the independent variables. Moreover, the variables GDP and ENERGY are the control variables. Therefore, the variables used in the model are based on economic principles. Furthermore, it is worth remembering that the variables, for example, GDP and ENERGY, have already been used in the literature to explain the increase of CO$_2$ emissions that is a proxy of environmental degradation. For example, the variable energy consumption was used by several authors to explain the increase of CO$_2$ emissions or environmental degradation in the European region (e.g., Kounetas [40]; and Schmitz et al. [41]). The same occurs with the variable GDP—several authors also have used it (e.g., Fuinhas et al., [2]; Kazemzadeh et al., [25]; Kounetas [40]; and Bengochea-Morancho et al. [42]). For this reason, the variables GDP and ENERGY are the control variables in this investigation.
Table 1. Description of variables.

| Variables | Description | Time Covered | Source |
|-----------|-------------|--------------|--------|
| Dependent variable | **CO₂** Carbon dioxide emissions (CO₂), in million tonnes of carbon dioxide per capita. The carbon emissions above reflect only those through oil, gas, and coal consumption for combustion-related activities. | 2010–2020 | BP Statistical Review of World Energy [5] |
| Independent variables | **GDP** GDP per capita based on purchasing power parity (PPP). Final energy consumption, in thousand tonnes of oil equivalent per capita. Final energy consumption covers the energy consumption of end-users, such as industry, transportation, households, services, and agriculture. | 2010–2020 | World Bank Open Database [3] |
| | **ENERGY** Final energy consumption, in thousand tonnes of oil equivalent per capita. Final energy consumption covers the energy consumption of end-users, such as industry, transportation, households, services, and agriculture. | 2010–2020 | Eurostat [18] |
| | **BEVs** Number of BEV passenger vehicles registered. | 2010–2020 | European Alternative Fuels Observatory (EAFO) [19] |
| | **PHEVs** Number of PHEV passenger vehicles registered. | 2010–2020 | European Alternative Fuels Observatory (EAFO) [19] |

However, the variables BEVs and PHEVs have not been covered in the literature to explain CO₂ emissions. Moreover, per capita variables, such as GDP and ENERGY, were used to reduce the effects of population disparity. Indeed, this investigation will follow the methodology strategy shown in Figure 5 below.

Figure 5. Methodology strategy. The authors created this figure.

Therefore, after presenting the variables and the methodology strategy that this investigation will follow, it is also necessary to present the methods used.
3.2. Methods

Simultaneous quantile modelling was applied to obtain a complete picture of the distribution of a dependent variable, as fixed terms are allowed to have different effects on different parts of the distribution.

Koenker and Bassett [43] introduced the quantile modelling approach in order to not constrain the estimation process by distributional assumptions inherent in standard linear regression modelling [44]. Instead of estimating changes in the conditional mean, the model specifies changes in some conditional quantile, considering all \( p \) to belong to \((0, 1)\). Here, the quantiles and percentiles denote the value under which the proportion of the population lies, thus making study of the location and shape of the distribution possible. Therefore, the possibility to model with different effects on the different parts of the equation allows use of data with non-normal distribution. The general form of the simultaneous quantile regression model is Equation (1):

\[
y_i = \beta_0^{(p)} + \beta_1^{(p)} x_i + \varepsilon_i^{(p)}
\]

where \( 0 < p < 1 \) denotes the proportion of the population under quantile \( p \), \( y \) denotes a dependent variable, \( \beta_0^{(p)} \) denotes intercept, \( x \) denotes a vector of independent variables, \( \beta_1^{(p)} \) denotes values being estimated, and \( \varepsilon_i^{(p)} \) is the random error term. Conditional \( p \) quantile is determined by parameters \( \beta_0^{(p)}, \beta_1^{(p)} \) specific to the quantile and value of \( x_i \). As the sum term of quantile-specific parameters is constant, the conditional quantile of the error term is zero.

The \( \beta_0^{(p)} \) shows the quantile regression conditional quantile value and solves Equation (2):

\[
\min \sum_{y_i \geq x_i \beta} p |y_i - x_i \beta| + \sum_{y_i < x_i \beta} (1 - p) |y_i - x_i \beta|
\]

As the estimations take different values of \( p \), one can obtain different parameter estimations. The mathematical expression describing the quantile regression applied in this research is Equation (3):

\[
\log CO_{2it} = \beta_0^{(p)} + \beta_1^{(p)} (\log GDP_{it}) + \beta_2^{(p)} (\log ENERGY_{it}) + \beta_3^{(p)} (\log BEV_{Sit}) + \beta_4^{(p)} (\log PHEV_{Sit}) + \varepsilon_i^{(p)}
\]

where \( 0 < p < 1 \) denotes the proportion of the population under quantile \( p \), and other terms keep the same meanings as in Equation (1). For example, in conditional median regression the value obtained describes the 50\% population under it. In this study, conditional quantiles were selected at equal intervals of \( p = 0.25, p = 0.50, \) and \( p = 0.75 \) in order to facilitate the interpretation of results.

Indeed, to check the robustness of results from the simultaneous quantile regression, the OLS with fixed effects was computed. The OLS allows estimation of the slope and intercept for a set of observations and mean response for the fixed predictors.

The possible use of data with non-normal distribution. The general form of the simultaneous quantile regression model is Equation (4):

\[
y_i = \beta_0 + \beta_1 x_i + \varepsilon_i
\]

In this study, a logarithmic OLS model of variables was applied to exclude heterogeneity, as in Equation (5):

\[
\log CO_{2it} = \beta_0 + \beta_1 (\log GDP_{it}) + \beta_2 (\log ENERGY_{it}) + \beta_3 (\log BEV_{Sit}) + \beta_4 (\log PHEV_{Sit}) + \varepsilon_{it}
\]

where \( \beta_0 \) is the intercept and \( \beta \) is the value of fixed covariates being fitted to predict the dependent variable \( \log CO_{2it} \), \( \varepsilon_i \) is the error term, and each variable enters regression for country \( i \) at year \( t \). According to Fuinhas et al. [2], the OLS with fixed effects can estimate the slope and intercepts for a set of observations and mean response for the fixed predictors. Moreover, OLS results with fixed effects are similar to the 50th quantile of simultaneous quantile regression, as Kazemzadeh et al. [25] and Koengkan et al. [45] mentioned.
Before proceeding with the estimation of Equations (3) and (5), the preliminary tests need to be computed. For example, (i) skewness/kurtosis tests [46] to check for the presence of normality in the panel model; (ii) Shapiro–Wilk test [47] to check for the presence of normality in the panel model; (iii) variance inflation factor (VIF) test [48] to identify the presence of multicollinearity between the variables of the model; (iv) the cross-sectional dependence (CSD) test [49] to check for the presence of cross-sectional dependence in the variables of the model; (v) the panel unit root test (CIPS) developed by Pesaran [50] to verify the presence of unit roots in the variables; (vi) Westerlund cointegration test [51] to check for the presence of cointegration in the stationary variables; (vii) Hausman test [52] to check the presence of random effects vs. fixed effects and identify heterogeneity; and (viii) bias-corrected LM test [53] to check for the presence of serial correlation up to the second order in fixed-effects models. The following section will present the empirical results of this investigation.

4. Results

This section will approach the empirical results, starting with the preliminary tests and presenting the main model regression results. Therefore, the variable descriptive statistics are presented first in Table 2 below.

Table 2. Descriptive statistics of variables.

| Variables of Model | Descriptive Statistics of Variables |
|--------------------|-------------------------------------|
|                    | Obs. | Mean    | Std.-Dev. | Min.    | Max.     |
| Dependent variable |      |         |           |         |          |
| LogCO₂             | 290  | −11.1517| 0.4003    | −11.8438| −9.9549  |
| Independent variables | |         |           |         |          |
| LogGDP             | 290  | 10.5782 | 0.3739    | 9.7666  | 11.6435  |
| LogENERGY          | 290  | −5.3808 | 0.4432    | −6.1120 | −4.0518  |
| LogBEVs            | 290  | 5.1712  | 2.8875    | 0.0000  | 11.026   |
| LogPHEVs           | 290  | 4.3378  | 3.2262    | 0.0000  | 10.7099  |

Obs. denotes the number of observations in the model; Std.-Dev. denotes the standard deviation; Min. and Max. denote minimum and maximum, respectively; the Stata command `sum` was used.

All variables are in natural logarithms “Log” to harmonise the interpretation of results and linearise the relationships between variables used in the empirical model (e.g., Kazemzadeh et al., [25]; and Koengkan et al. [45]). Therefore, the table above points out that our panel data is balanced. The normality test was carried out to identify the distribution of the variables. To this end, skewness/kurtosis tests [46] and the Shapiro–Wilk test [47] were used. Table 3 below shows the results from the normal distribution tests.

Table 3. Skewness/kurtosis and Shapiro–Wilk tests.

| Variables      | Obs. | Skewness | Kurtosis | Skewness/Kurtosis Tests | Shapiro-Wilk Test |
|----------------|-----|----------|----------|-------------------------|-------------------|
|                |     |          |          | Prob > Chi²             | Prob > z          |
| Dependent variable |    |          |          |                         |                   |
| LogCO₂         | 290 | 0.0000   | 0.1431   | 0.0000 ***              | 0.0000 ***        |
| Independent variables | |          |          |                         |                   |
| LogGDP         | 290 | 0.0035   | 0.2218   | 0.0101 **               | 0.0000 ***        |
| LogENERGY      | 290 | 0.0000   | 0.0017   | 0.0000 ***              | 0.0000 ***        |
| LogBEVs        | 290 | 0.3783   | 0.0009   | 0.0049 **               | 0.0001 ***        |
| LogPHEVs       | 290 | 0.1816   | 0.0000   | 0.0000 ***              | 0.0000 ***        |

***, ** denote statistically significant at 1% and 5% levels, respectively; the Stata commands `sktest` and `swilk` were used.

The outcomes from Table 3 above show that the data is slightly positively skewed ($\sqrt{\beta_1} > 0$) and with a lighter tail ($\beta_2 < 3$). The distribution of scores was highly skewed in the variables LogBEVs and LogPHEVs. Moreover, the combined skewness–kurtosis test proposed by D’Agostino [46] allows us to reject the null hypothesis of normal distribution in data. Furthermore, the returned values suggest that the null hypothesis of normal distribution for all model variables can be rejected when testing normality with the Shapiro–Wilk test. Therefore, all variables of the model are not normally distributed.
After realising normality distribution tests, it is necessary to assess multicollinearity between the model’s variables. To this end, the variance inflation factor (VIF) test [48] was computed. Table 4 below shows the results of the VIF test for the two models. The first assesses the effect of BEVs on CO$_2$ emissions, while the second model determines the impact of PHEVs on CO$_2$ emissions.

Table 4. VIF Test.

| Models                          | Mean VIF |
|--------------------------------|----------|
| Model I—BEVs vs. CO$_2$ emissions | 2.30     |
| Model II—PHEVs vs. CO$_2$ emissions | 2.10     |

The Stata command `vif` was used.

The results from the VIF test show that multicollinearity is not a concern, given the low mean-VIF values registered in both models, which are lower than the usually accepted benchmark of six. Nevertheless, this test helps us understand the degree of multicollinearity present in the models, which could lead to problems in estimation.

Moreover, after identifying low multicollinearity between the variables in each model, it is necessary to identify the presence of cross-sectional dependence (CSD) in the panel data. Therefore, the Pesaran CD test developed by Pesaran [49] was used. Table 5 below shows the results from the Pesaran CD test.

Table 5. Pesaran CD test.

| Variables of Model | CD Test | p-Value |
|--------------------|---------|---------|
| Dependent variable | LogCO$_2$ | 27.78 | 0.000 *** |
|                     | LogGDP  | 49.16 | 0.000 *** |
|                     | LogENERGY | 19.70 | 0.000 *** |
|                     | LogBEVs | 54.46 | 0.000 *** |
|                     | LogPHEVs | 55.47 | 0.013 **   |

***, ** denotes statistically significant at 1% and 5% levels, respectively; the Stata command `xtcd` was used.

The results from the CSD test show the presence of cross-section dependence in all variables of the model. Indeed, the presence of cross-section dependence can signify that the countries selected in our study share the same characteristics and shocks. Therefore, after the realisation of the CSD test it is necessary to verify the order of integration of the variables. To this end, a panel unit root test, such as the CIPS test developed by Pesaran [50], was implemented. Table 6 below shows the results from the panel unit root test.

Table 6. Panel Unit Root test.

| Variables of Model | Panel Unit Root Test (CIPS) (Zt-Bar) |
|--------------------|------------------------------------|
|                    | Without Trend | With Trend |
|                    | Lags | Adjusted t | Adjusted t |
| Dependent variable | LogCO$_2$ | 1 | -1.223 | -3.141 *** |
|                    | LogGDP  | 1 | -4.551 | -2.992 *** |
|                    | LogENERGY | 1 | 0.105 | -3.500 *** |
|                    | LogBEVs | 1 | -0.980 | -1.354 * |
|                    | LogPHEVs | 1 | -4.792 | -4.155 *** |

***, * denotes statistically significant at 1% and 10% levels, respectively; the Stata command `multipurt` was used.

The panel unit root test (CIPS) indicates that the variables LogGDP and LogPHEVs without and with the trend are stationary. In contrast, the variables LogCO$_2$, LogENERGY, and LogBEVs, without and with the trend, are borderline I(0) and I(1) order of integration. Indeed, the presence of stationary variables is recommended to verify the existence of cointegration between these variables using the Westerlund panel cointegration test [51].
Therefore, this investigation will check the presence of cointegration between the variables LogGDP and LogPHEVs. Table 7 below shows the results from the Westerlund panel cointegration test.

Table 7. Westerlund panel cointegration test.

| Variables | LogGDP and LogPHEVs |
|-----------|----------------------|
| Statistic | Value | Z-Value | p-Value |
| Gt        | −3.137 | −8.141 | 0.000 *** |
| Ga        | −1.507 | 5.577  | 1.000 |
| Pt        | −5.080 | 2.733  | 0.998 |
| Pa        | −1.922 | 2.802  | 0.999 |

*** denotes statistically significant at 1% level; the Stata command \texttt{xttest} with option \texttt{constant} was used: H$_0$, no cointegration; Gt and Ga test the cointegration for each country individually, and Pt and Pa test the cointegration of the panel.

The results of the Westerlund panel cointegration tests indicate that the null hypothesis of non-cointegration of the series should not be rejected. All panel statistics, such as Ga that tests cointegration for each country individually and Pt and Pa that test the cointegration of the panel, do not reject the null hypothesis.

After identifying the non-presence of cointegration between the variables LogGDP and LogPHEVs, it is necessary to find the individual effects in the model. To this end, the Hausman test, which compares the random (RE) and fixed effects (FE), was computed. The null hypothesis of this test is that the difference in coefficients is not systematic, where the random effects are the most suitable estimator. The results of this test are presented in Table 8 below.

Table 8. Hausman test.

| Models | Prob > chi2 (3) |
|--------|----------------|
| Model I—BEVs vs. CO$_2$ | 15.79 ** |
| Model II—PHEVs vs. CO$_2$ | 13.21 ** |

** denotes statistically significant at (5%) level; the Stata command \texttt{hausman} was used.

The results of this test show that the null hypothesis should be rejected in both models. That is, there exists the presence of fixed effects in the model. After identifying fixed effects in both models, it is necessary to check serial correlation in the fixed-effects panel model. To this end, the bias-corrected LM-based test developed by Born and Breitung [53] was computed. The null hypothesis of this test is the non-presence of autocorrelation up to the second order. Table 9 below shows the results from the bias-corrected LM-based test.

Table 9. Bias-corrected LM-based test.

| Variables of Model | LM(k)-Stat | p-Value | Balanced? |
|--------------------|------------|---------|-----------|
| Dependent variable | LogCO$_2$ | 4.96 | 0.0000 *** | Balanced |
| LogGDP             | 3.93       | 0.0000 *** | Balanced |
| LogENERGY          | 4.76       | 0.0000 *** | Balanced |
| LogBEVs            | 11.55      | 0.0000 *** | Balanced |
| LogPHEVs           | 10.15      | 0.0000 *** | Balanced |

*** denotes statistically significant at (1%) level; the Stata command \texttt{xtqtest} was used.

The results from the bias-correct LM-based test indicate the non-presence of autocorrelation up to the second order in the fixed-effects panel model, where the null hypothesis cannot be rejected. After performing the preliminary tests, the simultaneous quantile regression and the OLS model with fixed effects of the Models I and II can be estimated. Therefore, Table 10 below shows the results from simultaneous quantile regression and OLS with fixed effects of Model I that approach the effect of BEVs on CO$_2$ emissions.
Table 10. Estimation results from simultaneous quantile regression and OLS with fixed effects.

| Independent Variables | Model I | OLS with Fixed Effects |
|-----------------------|---------|------------------------|
|                       | Simultaneous Quantile Regression |                      |
|                       | 0.25Q   | 0.50Q   | 0.75Q |                  |
| LogGDP                | 0.6438 *** | 0.6794 *** | 0.1772 | −0.2213 *** |
| LogENERGY             | 0.1623 *** | 0.1720 *** | 0.5369 *** | 1.1401 *** |
| LogBEVs               | −0.0318 *** | −0.0391 *** | −0.0201 *** | −0.0103 *** |
| Constant              | −17.1855 *** | −17.2538 *** | −9.7929 *** | −2.6241 ** |

|                      | Obs 290 | Obs 290 | Obs 290 | Obs 290 |
|----------------------|---------|---------|---------|---------|
| Pseudo R²            | 0.2611  | 0.2005  | 0.2192  | 0.2510  |

***, ** denotes statistically significant at 1% and 5% levels, respectively; the Stata commands `sqreg` with option `reps` (500) and `xtreg` were used.

The results from simultaneous quantile regression indicate that in the 25th and 50th quantiles the variable LogGDP causes a positive effect on the variable LogCO₂. Furthermore, the variable LogENERGY in the 25th, 50th, and 75th quantiles also causes a positive impact on the dependent variable. Therefore, both economic development and energy consumption increase CO₂ emissions in the EU countries. In contrast, the variable LogBEVs in the 25th, 50th, and 75th quantiles cause a negative effect on the variable LogCO₂. That is, battery EVs are capable of mitigating CO₂ emissions.

Moreover, the OLS model with fixed effects indicates that the variable LogGDP causes a negative impact on the variable LogCO₂. That is, economic development mitigates the emissions of CO₂. The result found in the OLS model contradicts the results found in quantile regression. The variable LogENERGY cause a positive effect on the variable LogCO₂, indicating that energy consumption contributes to increased CO₂ emissions, while the variable LogBEVs causes a negative impact—mitigating CO₂ emissions. Despite the OLS model with fixed effects indicating contradictory results regarding the variable LogGDP, the estimation confirms the results found in simultaneous quantile regression regarding the impact of variables LogENERGY and LogBEVs. Therefore, this indicates that this investigation’s econometric approach is adequate. Figure 6 below shows the results from the quantile regression graphically. Thus, the shaded areas are 95%-confidence bands for the quantile regression estimates. The vertical axis shows the elasticities of the explanatory variables. The horizontal lines depict the conventional 95%-confidence intervals for the OLS coefficient.

After performing the simultaneous quantile regression and the OLS models of Model I, Model II can be estimated. Therefore, Table 11 below shows the results from simultaneous quantile regression and OLS with fixed effects of Model II that approach the effect of PHEVs on CO₂ emissions.

Therefore, the results from simultaneous quantile regression indicate that in the 25th and 50th quantiles, the variable LogGDP causes a positive effect on the variable LogCO₂. The variable LogENERGY in the 25th, 50th, and 75th quantiles also causes a positive impact on the dependent variable. Therefore, both economic development and energy consumption increase the emissions of CO₂ in the EU countries. In contrast, the variable LogPHEVs in the 25th, 50th, and 75th quantiles cause a negative effect on the variable LogCO₂. PHEVs can mitigate CO₂ emissions but at a lower intensity than BEVs. The lower capacity of PHEVs to reduce CO₂ emissions is related to the internal-combustion-engine-powered generator that these vehicles have. That is, in addition to recharging by plugging a charging cable into an external electric power source, these vehicles are also powered by fossil fuels (i.e., gasoline or diesel), which emit CO₂. The Discussions section will better explain why PHEVs reduce CO₂ emissions less than BEVs.
Figure 6. Quantile estimates.

After performing the simultaneous quantile regression and the OLS models of Model I, Model II can be estimated. Therefore, Table 11 below shows the results from simultaneous quantile regression and OLS with fixed effects of Model II that approach the effect of PHEVs on CO2 emissions.

Table 11. Estimation results from simultaneous quantile regression and OLS with fixed effects.

| Independent Variables | Simultaneous Quantile Regression | OLS Fixed Effects |
|-----------------------|----------------------------------|------------------|
|                       | 0.25Q   | 0.50Q   | 0.75Q   | 0.25Q   | 0.50Q   | 0.75Q   |
| LogGDP                | 0.6671  | **      | 0.5114  | ***     | 01530   | -0.3872 |
| LogENERGY             | 0.1133  | **      | 0.2242  | ***     | 0.5269  | 1.2214  |
| LogPHEVs              | -0.0360 | **      | -0.0154 | **      | -0.0177 | -0.0080 |
| Constant              | -17.7076| ***     | -15.3409| ***     | -9.6030 | -0.4807 |

***, **, * denotes statistically significant at (1%), (5%), and (10%) levels, respectively; the Stata commands sqreg, with option reps (500), and xtreg were used.

Moreover, the OLS model with fixed effects indicated that the variable LogGDP causes a negative impact on the variable LogCO2. That is, economic development mitigates CO2 emissions. The result found in the OLS model contradicts the results found in quantile regression. The variable LogENERGY causes a positive effect on the variable LogCO2, indicating that energy consumption contributes to increased CO2 emissions, while the variable LogPHEVs causes a negative impact—mitigating CO2 emissions. Despite the OLS model with fixed effects indicating contradictory results regarding the variable LogGDP, the estimation confirms the results found in simultaneous quantile regression regarding the impact of variables LogENERGY and LogBEVs. Therefore, this indicates that this...
This investigation’s econometric approach is adequate. Figure 7 below shows the results from the quantile regression graphically. Thus, the shaded areas are 95%-confidence bands for the quantile regression estimates. The vertical axis shows the elasticities of the explanatory variables. The horizontal lines depict the conventional 95%-confidence intervals for the OLS coefficient.

![Figure 7. Quantile estimates.](image)

This section approached the empirical results, starting with the preliminary tests and presenting the main model regression results. The following section presents the discussion and possible explanations for the results found.

5. Discussion

This section will examine possible explanations for the results. The ability of BEVs and PHEVs to mitigate CO$_2$ emissions and/or air pollution was found by several authors (e.g., Fuinhas et al. [2]; Bekel and Pauliuk [31]; Del Pero et al. [10]; Peng et al. [11]; Andersson and Börjesson [16]; Ploetz et al. [23]; Zhao et al. [24]; Kazemzadeh et al. [25]; Vilchez and Jochem [27]; Franzò and Nasca [29]; Petrauskiené et al. [30]; Egede et al. [32]; and Rangaraju et al. [33]; Ajanovic and Haas [34]; Burchart-Korol et al. [35]; Tagliaferri et al. [36]; and Hootman et al. [37]). According to Kazemzadeh et al. [25], the capacity of EVs (BEVs and PHEVs) to mitigate air pollution could be related to the increase in the energy efficiency of EVs that consequently reduces the consumption of electricity. This vision is shared by Fuinhas et al. [2], Vilchez and Jochem [27], Ajanovic and Haas [34], and Xiong et al. [54]. According to Fuinhas et al. [2], BEVs mitigate GHGs due to the reduction of energy use from non-renewable energy sources. Indeed, Vilchez and Jochem [27], Ajanovic and Haas [34], and Xiong et al. [54] confirm this: according to these authors, electric cars decrease CO$_2$ emissions through the reduction of energy consumption. To identify if reducing CO$_2$...
emissions was caused by reducing energy consumption, this investigation realised an additional analysis to determine if EVs minimise energy consumption. Table 12 below shows the impact of BEVs and PHEVs on energy consumption.

Table 12. Estimation results from simultaneous quantile regression and OLS with fixed effects.

| Independent Variables | Dependent Variable (LogENERGY) | Simultaneous Quantile Regression | OLS Fixed Effects |
|-----------------------|---------------------------------|----------------------------------|-------------------|
|                       |                                 | 0.25Q  | 0.50Q  | 0.75Q  |                |
|                       |                                 | 0.2864 | 0.1404 | 0.0280 | 0.3678 ***     |
|                       | Model I-BEVs                   |        |        |        |                |
| LogCO₂                | ***                            | 0.1404 | ***    | 0.0280 | 0.3678 ***     |
| LogGDP                | ***                            | 0.3591 | ***    | 1.0300 | 0.3523 ***     |
| LogBEVs               | −0.0063 *                      | −0.0222 | ***    | −0.0337 | *** −0.0052 ***|
| Constant              | −9.0751 ***                    | −12.5491 | ***    | −15.6799 | *** −4.9796 ***|
| Obs                   | 290                            | 290    | 290    | 290    |
| Pseudo R²             | 0.3784                         | 0.4160 | 0.4624 | 0.5191 |
|                       | Model II-PHEVs                 |        |        |        |                |
| LogCO₂                | 0.2771 ***                     | 0.1178 | ***    | 0.0608 | 0.3434 ***     |
| LogGDP                | 0.6400 ***                     | 0.8586 | ***    | 0.9407 | 0.3659 ***     |
| LogPHEVs              | −0.0086 *                      | −0.0220 | ***    | −0.0217 | *** −0.0046 ***|
| Constant              | −9.1886 ***                    | −13.0531 | ***    | −14.4629 | *** −5.4021 ***|
| Obs                   | 290                            | 290    | 290    | 290    |
| Pseudo R²             | 0.3802                         | 0.4137 | 0.4520 | 0.5289 |

***, **, * denotes statistically significant at 1%, 5%, and 10% levels, respectively; the Stata commands sqreg with option reps (500) and xtreg were used.

As shown in Table 12 above, BEVs and PHEVs mitigate energy consumption in both models. These results confirm the explanations given by Fuinhas et al. [2], Kazemzadeh et al. [25], Vilchez and Jochem [27], Ajanovic and Haas [34], and Xiong et al. [54]. Indeed, as mentioned above, the capacity of EVs to reduce energy consumption could be related to the increase in energy efficiency (Koengkan et al. [45]). According to Fuinhas et al. [2] and the European Environment Agency [55], energy consumption from EVs decreased from 264 Wh/km to 150 Wh/km. Therefore, this is an indication that electric cars have become more efficient. Nielsen and Jørgensen [56] predicted that EVs would consume less energy. According to the authors, the energy consumption from EVs will be 0.10 (kWh/km) between 2016–2030. Figure 8 summarise the explanations given by Fuinhas et al. [2], Kazemzadeh et al. [25], Vilchez and Jochem [27], Ajanovic and Haas [34], and Xiong et al. [54].

Other authors, such as Ajanovic and Haas [34], agree that EVs’ capacity to mitigate air pollution depends on the form and production of EVs and their use—the entire production chain of EVs should be environmentally friendly and/or not produce emissions, and the electricity used to recharge the vehicles must come from green energy sources. Vilchez and Jochem [27] also share this idea. According to the authors, electric cars can minimise air pollution if the production chain is sustainable and the vehicles use electricity from green energy sources. Del Pero et al. [10] and Plötz et al. [13] also added that environmental degradation arising from the production of BEVs is higher than that for the production of both PHEVs and ICEVs, which should also be taken into consideration when devising environmental policies that promote the utilisation of EVs. In addition, PHEVs require lower utilisation of minerals for the smaller batteries, mitigating the impact of mineral extraction for battery manufacturing, which has always been a concern when producing batteries for EVs [16]. In the years to come, PHEVs are expected to be an intermediate before a complete transition to BEVs. Also, decarbonisation of electricity production for the electricity consumed by EVs has a significant role in mitigating CO₂ emissions.
Finally, the capacity of GDP and energy consumption to increase CO₂ emissions in the EU were found by some authors (e.g., Fuinhas et al. [2]; Koengkan et al. [45]; Akadiri et al. [57]; and Bekun et al. [58]). According to Fuinhas et al. [2], the capacity of economic growth and final energy consumption to increase GHGs could be related to the dependence of the EU countries on energy consumption from non-renewable energy sources. Therefore, increased economic activity will drive greater energy consumption and negatively affect the environment. Moreover, Bekun et al. [58] explain that the capacity of GDP to increase CO₂ emissions in the EU-28 is due to industrial activities increasing economic growth while the structural dynamics of the economy accelerate carbon dioxide emissions. The explanation given by Bekun et al. [58] complements that explanation of Fuinhas et al. [2], where the increase of industrial activity will positively impact economic growth and energy demand and, consequently, CO₂ emissions. The explanation of both scholars is robust and corresponds well to the observed situation, where in 2020, 36% of the electricity consumed came from power stations burning fossil fuels, 22% from natural gas, 15% from renewable energy sources, and 13% for both nuclear energy and solid fossil fuels [59]. Therefore, the EU countries are dependent on fossil fuels to grow, whereas the non-renewable energy sources have significant participation in the energy matrix. This explanation is supported and explored in the literature, and it was proven in this empirical investigation that economic growth increases energy consumption in the EU (as can be seen in Table 12 above). The following section will present the conclusions and policy implications.

6. Conclusions

This article addressed the impact of BEVs and PHEVs on CO₂ emissions in twenty-nine EU countries from 2010 to 2020. Since 2009, BEV and PHEV sales have increased. However,
as of 2014, these sales grew in the region as a result of incentive policies. In this sense, the results show that BEVs and PHEVs can mitigate CO\textsubscript{2} emissions. However, each type of technology has a different degree of impact, with BEVs being more suited to minimizing CO\textsubscript{2} emissions than PHEVs. In addition, it should be noted that BEVs face challenges such as scarcity of minerals for the production of batteries and increased demand for mineral batteries, which have significant environmental impacts.

The transition to a sustainable economy and a transportation system free of GHGs is a significant economic, political, and social challenge. It involves behavioural changes, climate and mitigation policies, and the development of technologies for transportation that are more efficient and reduce the amount of GHGs. The EU has developed several measures to stimulate energy efficiency and the reduction of GHGs by the most polluting sectors, such as the transportation sector. In addition, it has developed alternatives to replace ICEVs with EVs.

The EU has established regulations on EVs, encouraging their adoption. Thus, in 2009, it introduced mandatory CO\textsubscript{2} emissions standards for new passenger cars. Despite these incentives within the EU, the market for EVs varies widely among member states. However, several actions support the adoption of EVs, increasing their accessibility. With this, policymakers have implemented several measures in the main markets of the EU, such as (i) regulatory policies for clean vehicles and clean fuels (fuel efficiency standards), (ii) consumer incentives (subsidies and tax breaks for the purchase of EVs), and (iii) charging infrastructure (incentives or financing for EV charging equipment).

The countries of the EU have implemented actions to encourage the energy transition and develop electric mobility through changes in the regulatory framework, public policies, new business models, penalties on fossil fuels, and urban and transportation planning. Policymakers are taking several actions to achieve these goals. Indeed, policymakers are implementing fiscal, tax, and financing policies to replace fossil fuel engines with electric ones, for example: (i) subsidy policies for the purchase of EVs, (ii) tax incentives for vehicle manufacturers, (iii) incentives for the development of new technologies, (iv) investments in charging infrastructure, (v) incentives for the development of the battery production chain, (vi) exclusive parking spaces, (vii) exclusive bus and vehicle lanes, and (viii) congestion charges. Regarding the charging infrastructure, the policies encourage manufacturers to develop new battery models to increase the autonomy of EVs and more powerful and safer chargers to reduce the waiting time for charging in order to make EVs more attractive. All of these measures are focused on changing the behaviour of transportation users. Furthermore, more and more countries have targets promoting efficient decarbonisation and achieving a cleaner and more sustainable transportation sector.

Finally, in recent years, the EU has encouraged the energy transition by meeting objectives and making regulatory policies towards a low-carbon economy to reach the European Commission’s goal of achieving carbon neutrality by 2050. The European Commission’s package of proposals includes policies aimed at climate, energy, land use, transportation, and fiscal areas. The policy instruments used to meet the agreed targets are (i) increased use of renewable energy sources, (ii) increased energy efficiency, (iii) faster implementation of low-GHG transport, and (iv) alignment of fiscal policies with proposed objectives and measures to prevent carbon leakage. In addition, it is worth noting that it is vital to adopt environmentally efficient transportation that uses clean energy, such as EVs, which reduce the harmful effects on public health and the environment caused by the indiscriminate use of fossil fuels.

6.1. Limitations of the Study

This investigation is not free of limitations. Therefore, the primary limitations of this investigation stem from (a) the shortness of the available time period—indeed, more time is necessary to capture the dynamic effects of adopting EVs; (b) the EU is firmly integrated and mainly composed of developed countries—this characteristic of EU countries limits the generalisation of our results to diverse contexts; (c) the smallness of market share of
BEVs and PHEVs in total new car registrations—the proportion of EVs out of total vehicles was initially tiny; (d) nonexistence of macroeconomic data on the ecological footprint of the production chain of electric cars—this variable could possibly identify if the production chains of electric vehicles are sustainable; (e) the impossibility of including dummies in the model due to the short time period of the investigation. These limitations are normal in an investigation of a system in the early stages of maturation. Therefore, it is necessary to develop second-generation research regarding this topic to overcome these limitations. Despite the limitations in this investigation, we were able to draw meaningful conclusions in terms of economic and energy policy.
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