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Abstract Handwritten digit or numeral recognition is one of the classical issues in the area of pattern recognition and has seen tremendous advancement because of the recent wide availability of computing resources. Plentiful works have already done on English, Arabic, Chinese, Japanese handwritten script. Some work on Bangla also have been done but there is space for development. From that angle, in this paper, an architecture has been implemented which achieved the validation accuracy of 99.44% on BHAND dataset and outperforms Alexnet and Inception V3 architecture. Beside digit recognition, digit generation is another field which has recently caught the attention of the researchers though not many works have been done in this field especially on Bangla. In this paper, a Semi-Supervised Generative Adversarial Network or SGAN has been applied to generate Bangla handwritten numerals and it successfully generated Bangla digits.

1 Introduction

Recognizing handwritten numerals is one of the emerging problems in the sector of computer vision. Automation of the banking system, postal services, form processing are the practical example of handwritten character recognition [24, 25, 33, 10, 21, 29, 5]. A lot of work already has been done with great accuracy in the recognition of English handwritten digits [3, 19]. Researchers used support vector machine, histogram of gradient oriented, neural network etc algorithm to solve these problems. Recently, a lot of focus has been drawn to the neural network architecture due to the wide availability of high-performance computing systems [1]. ANNs are computing system which is influenced by the organic neural network. Convolutional Neural Network is one of the architectures of neural network which makes it easy
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to recognize image with great accuracy. Besides English, a lot of work also done in Arabic, Chinese, Japanese and Roman scripts [8, 14, 12, 21, 31, 30, 13, 9, 7]. But in the case of Bangla, not many works have been done and there is a chance for improvement.

On the other hand, generating images is another outstanding image processing field recently caught the attention of researchers. Image generation can be used in art creation, fraudulent detection also can be applied in law enforcement. Generative Adversarial Network or GAN, another architecture of neural network is been used to generate the image. Researchers also applied GAN to generate MNIST dataset but not much work has been done in other datasets. To mend this research gap on Bangla, we have implemented an architecture which recognizes Bangla handwritten digits at 99.44% accuracy using BHAND dataset which contains 70000 images of Bangla handwritten digits which are collected from 1750 persons. At the same time, we have implemented a semi-supervised generative adversarial network or SGAN to generate Bangla digits. The paper is arranged as follows: Section 2 reviews the relevant works, Section 3 describes the proposed solution, Section 4 describes the result and lastly, Section 5 concludes the paper.

2 Related Works

A lot of research works have been done on Bangla handwritten digit recognition using SVM [6], HOG [4] etc. Recently loads of attention is being given on deep learning because of easy access to GPU (graphics processing unit). Using multilayer convolutional layer, pooling layer increases the performance of accuracy. Some of the legendary deep learning based architecture such as Alexnet [16], LeNet [18], Inception V3 [32] took the accuracy of image recognition to the next level. MNIST recognition [17], CIFAR-10 database recognition [16] are some example of that architecture. For Bangla handwritten recognition numerous work has been done. But initially, it was troublesome for the researcher because of the limitation of a dataset [2]. But now some great datasets are available for Bangla digit recognition. A deep belief network is being introduced where the author first used unsupervised feature learning then it’s followed by a supervised fine-tuning [27]. In [11], the author removed overfitting problem and has an error rate of 1.22%.

Besides digit recognition, few works have been done on digit generation. Researchers used different kinds of generative adversarial networks (GAN) to generate digits or characters. Auxiliary Classifier GAN [23], Bidirectional GAN [13], Deep Convolutional GAN [26], Semi-Supervised GAN [22] were used on MNIST dataset to generate digits.
3 Proposed Work

In this work, we have proposed an architecture for digit recognition which outperforms Alexnet [16] and Inception V3 [32] model at validation accuracy and error on the BHAND [11] dataset. Also, we have implemented Semi-Supervised Generative Adversarial Network (SGAN) for digit generation for the same dataset.

3.1 Dataset Description

For recognition and generation, BHAND dataset has been used which contains 70000 handwritten Bangla digits. This is one of the biggest datasets of handwritten Bangla digits. This dataset is divided into three sets: Training set (50000), Testing set (10000) and Validation set (10000). These 70000 data is collected from 1750 persons. The images are gray-scale and the dimension is 32 * 32.

3.2 Network Architecture

For recognizing handwritten digit, we have proposed an architecture which consists of several convolutional layers, pooling layers, normalization layers, and dense or fully connected layers. In the first convolutional layer, we took the 32 * 32 images as input from the dataset. As mentioned earlier the images are grayscale, so it has 1 channel. In this layer, we have taken 32 filter which has the filter size of 2 * 2. The output of this layer then goes into a second convolutional layer which also has 32 filters and the size of those filters is 2 * 2. Then the outcome of the second convolutional layer feed into max pooling layer which has the filter size of 2 * 2 and the stride size is 2. This outcome then goes into a normalization layer. These convolutional layers, pooling layer and normalization layer, together we named it block. In a single block the number of these layers could vary. The second block is composed of three convolutional layers, one max pooling layer, and another normalization layer. The amount of filters in the second block’s convolutional layers are 64 and the filter size is 3 * 3. This max pooling layer has also 2 * 2 filter size and stride of 2. Then the third to sixth block consists of two convolutional layers, one pooling layer and one normalization layer. Third block’s convolutional layer has 128 filters and the size of the filters is 5 * 5, fourth block’s convolutional layer has 256 filters which has 5 * 5 filter size, fifth block’s convolutional layer has 384 filters, sixth block’s convolutional layer has 512 filters and their filter size is 5 * 5. And all the blocks have the same pooling layer architecture. It has 2 * 2 filter size and stride size 2. Figure 1 shows the blocks used in this architecture.

The outcome of the sixth block then feed into a fully connected layer which has 1024 units then we drop the 50% of the neuron for avoiding overfitting then the output is fed on the second fully connected layer which has 5120 units. Here we
also drop the 50% of the neuron. Till now every layer used relu activation function. The following equation \[28\] is how relu works.

\[ R(z) = \max(0, z) \]

Now the output is then fed into the last fully connected layer which has 10 units because we have 10 class as output and here we have used softmax activation function. The following equation \[28\] is how softmax works.

\[ s(z)_j = \frac{e^{z_j}}{\sum_{k=1}^{K} e^{z_k}} \]

The complete architecture of the recognizing part is shown in figure 2.

Now for the digit generation part, here Semi-Supervised Generative Adversarial Network (SGAN) \[22\] is used for this task. Here we have a generator and discriminator. We took random noise as input, then the noise goes to the generator, at the same time we took a sample from training dataset. The generator attempts to forge the sample from training dataset and both the real and fake data goes to the discriminator then the discriminator attempts to distinguish between the genuine and the
fabricated one. Usually, in GAN we train generator and discriminator concurrently and after training, we could discard discriminator because its only used for training the generator. In SGAN we alter the discriminator into a classifier and we discard the generator after the training. Here generator is used to aid the discriminator during training. Figure 3 shows the complete architecture of the SGAN.

In the generator, first, we took a random vector as input then we reshape it and then batch normalize it. Then we *upsample* the output. After that, we took a convolutional layer and pass the output through it. The convolutional layer has 128 filters and the filter size is $3 \times 3$ also we used the *same* padding. We again use batch normalize and upsample in it. After that, we use another convolutional layer which has the same filter size and padding but it has only 64 filters and we again batch normalize it. The last two convolutional layers used *relu* activation function. Now the output is passed through the last convolutional layer which has one filter and the filter size and padding are like the same as others and it used *tanh* activation function. Now for the discriminator part, it is a multiclass classifier. We have used four convolutional layers. First convolutional layer takes $32 \times 32$ images and it has 32 filters which have the size of $3 \times 3$ also the strides of 2 to reduce the dimension of the feature vectors. Here we have used *LeakyRectifiedLinearUnit* activation functions. Then we drop 25% of neurons for avoiding overfitting. Then the output goes to the next convolutional layers which have 64 filters and the size and strides are same as the last one. Then again, we drop 25% of neuron and use batch normalization. In the third and fourth convolutional layer, the filter size is the same but has 128 and 256 filters respectively. Then we flatten the output. In the end, we used two dense or fully connected layers. The last layer takes $N + 1$ units because discriminator could generate $N + 1$ outputs because of the fake label. Here is $N$ is the number of total class and we used *softmax* activation function. We used *binary crossentropy* loss function and *Adam* optimizer.
4 Experimental Analysis & Result

We have implemented our architecture using BHAND dataset which has 50000 training image, 10000 testing image and 10000 validating images of handwritten Bangla numerals. It has 32 × 32 image dimension and the number of the channel was 1. For recognizing the digit, we have also applied this dataset in popular alexnet and inception v3 model. We have run a total of 19550 steps in the training and achieved 99.44% validation accuracy. We have used \textit{rmsprop} optimizer and \textit{categorical – crossentropy} as loss function. The learning rate in our architecture was 0.001. A detailed analysis of our experiments is shown in table 1.

| Model Name | Steps | Validation Accuracy | Validation Error |
|------------|-------|---------------------|------------------|
| Alexnet    | 19550 | 97.74%              | 0.1032           |
| Inception V3 | 19550 | 98.13%              | 0.07203          |
| Our Model  | 19550 | 99.44%              | 0.04524          |

The validation accuracy and the validation error of our model is shown respectively in figure 4 and 5.

For generating the Bangla handwritten image we also used the same dataset. For generating an image, we have used the Semi-Supervised Generative Adversarial Network (SGAN). Here we have built our model using generator and discriminator. Generator took a random vector as input. On the other hand from the real train dataset, an image goes to the discriminator. Generator tries to fool the discriminator by mimicking the real image. Then the discriminator discriminates the real and forges image. For our generator, we have used a combination of a fully connected layer, convolutional layer. Also, we need to normalize and upsample our data. For the discriminator, it also has a series of a convolutional layer and fully connected layer. Discriminator took the image as input to the input dimension is 32 × 32. It used
two loss function: binary − crossentropy and categorical − crossentropy whereas generator used binary − crossentropy. Here we have used Adam optimizer where the learning rate is 0.002. We have also reshaped our data to −1 to 1 because of the usage of sigmoid and tanh activation function. After 300000 steps of training, we have got 0.368 loss of discriminator and 0.694 generator loss. From figure 6 we can see the output of our SGAN. The first image (a) is from 0 step, the second image (b) is after 100000 and (c) and (d) image are after respectively 200000 and 300000 steps. The training loss is shown in figure 7.

5 Conclusion

Loads of work have been done in the area of handwritten numeral recognition but still, there is an opportunity to improve and only a few works has been done in the area of digit generation. From that motivation, in this paper, we have proposed a architecture for recognizing Bangla handwritten digits which outperforms popular alexnet and inception v3 architecture using BHAND dataset. By adding a more convolutional layer and hyperparameter tuning could result in a better performance.
Fig. 6 Output of our generation model at step 0, 100000, 200000 and 300000

Fig. 7 Training Loss of our model for digit generation

Also, we have implemented the Semi-Supervised Generative Adversarial Network (SGAN) using the same dataset and successfully generate Bangla digits. In the future, we will try to reduce the discriminator’s training loss on SGAN.
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