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Abstract. We consider Poisson’s equation on the n-dimensional sphere in the situation where the inhomogeneous term has zero integral. Using a number of classical and modern hypergeometric identities, we integrate this equation to produce the form of the fundamental solutions for any number of dimensions in terms of generalised hypergeometric functions, with different closed forms for even and odd-dimensional cases.
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1 Introduction

The calculation of fundamental solutions is difficult even for simple geometries. However, in the case of Laplace’s equation on the n-dimensional sphere, the sphere’s homogeneity allows us to reduce the partial differential equation to an ordinary one, rendering the computation tractable. The author is aware of two previous calculations of this type in the literature, [2] and [13], which disagree. In this paper, we shall proceed along similar lines to [2]; in the process, it will become apparent that the calculation in [2] is in fact the correct solution to a subtly different problem. We shall also check the consistency of our results with those of [13] in the case \( n = 2 \).

The even- and odd-dimensional cases are treated separately: one may be expressed as a hypergeometric polynomial in \( \cot \frac{1}{2} \theta \), the other as a sum of an even polynomial in \( \cot \theta \) and an odd polynomial multiplied by \( \pi - \theta \). There is reason to expect this disparity, given the other ways in which spheres of even and odd dimension are different, such as the hairy ball theorem and the volume in terms of factorials.

The last section gives some applications of our result, including the dipole potential on the sphere, the azimuthal Fourier expansion, fundamental solutions on real projective space by considering it as a quotient of the sphere, and a similar calculation explaining the problem that [2] is actually solving.

2 The generalised Green’s function

Let \( M \) be a compact manifold, \( S^n \) the (unit) \( n \)-dimensional hypersphere, and \( S^n_R \) the hypersphere of radius \( R \).

\( \star \)This paper is a contribution to the Special Issue on Orthogonal Polynomials, Special Functions and Applications. The full collection is available at http://www.emis.de/journals/SIGMA/OPSFA2015.html
In a recent paper [2] is what is claimed to be a calculation of a fundamental solution of Laplace’s equation on hyperspheres. The starting point of that paper is the equation

\[-\Delta G(x, x') = \delta(x, x'), \tag{2.1}\]

where \(x, x' \in S^n_R\), and \(-\Delta\) is the Laplace–Beltrami operator. However, this is not a well-posed equation on the sphere (or, indeed, any compact manifold)\(^1\); the best way to demonstrate this is to consider the Poisson equation that we normally use fundamental solutions to solve:

\[-\Delta u = \rho, \tag{2.2}\]

where \(\rho \in L^2(S^n_R) \cap C^1(S^n_R)\).

The divergence theorem,

\[\int_M (\text{div} X) \, dV_g = \int_{\partial M} \langle X, N \rangle \, dV_{\tilde{g}}\]

for any \(u \in C^\infty(M)\) \(^2\) applied to \(\text{grad} u\) shows that

\[\int_{S^n_R} (-\Delta) u = 0,\]

because \(\partial S^n_R = \emptyset\); (2.2) then implies that

\[\int_{S^n_R} \rho = 0.\]

If we interpret (2.1) distributionally, we should have

\[\langle -\Delta_x (G(x; y), \varphi(y))_y, \chi(x) \rangle_x = \langle (G(x; y), \varphi(y))_y, -\Delta_x \chi(x) \rangle_x = \langle \delta_x(y) - a, \varphi(y)_y, \chi(x) \rangle_x = \langle \varphi(x), \chi(x) \rangle_x = \int_M \varphi \chi,\]

for every pair of test functions \(\varphi, \chi \in D := C^\infty(M)\), where the first equality is the definition of the Laplacian as a distributional derivative, the second the definition of \(G\) as a distribution, the third the definition of \(\delta_x\), and the fourth the definition of the pairing for smooth functions.

If we take \(\chi(x) \equiv 1\) in the above equation, we arrive at a contradiction, since the first line must be zero and the last line need not be; hence, we need to modify the starting point, and consider a different initial definition of \(G\). Suppose that we instead include a constant on the right-hand side of (2.1):

\[-\Delta G(x, x') = \delta(x, x') - a.\]

Carrying out the same procedure, we obtain

\[\langle -\Delta_x (G(x; y), \varphi(y))_y, \chi(x) \rangle_x = \langle (\delta_x(y) - a, \varphi(y))_y, \chi(x) \rangle_x = \int_M \varphi \chi - a \left( \int_M \varphi \right) \left( \int_M \chi \right),\]

which can only be consistent with the \(\chi(x) \equiv 1\) case if \(a = 1/|M|\), where \(|M|\) is the volume of \(M\), i.e.,

\[|M| = \int_M dV_g.\]

\(^1\)On the other hand, the later paper [3] is unaffected, since the hyperbolic manifolds therein are not compact.

\(^2\)This is, of course, just a recasting of the fundamental theorem of exterior calculus, \(\int_M d\omega = \int_{\partial M} \omega\).
The behaviour is then that required of the usual Green’s function in the space of functions orthogonal to 1.

See also [5, p. 354 ff.], wherein this is discussed as the notion of “Green’s function in the generalised sense”. Much of the theory carries straight over, provided that δ is replaced by \(\delta - |M|^{-1}\) in all cases.

Lastly in our general discussion, we note that a function \(G\) with these properties need not be unique: in particular, if we have two solutions, \(G, G'\), then

\[-\Delta (G - G') = (\delta - |M|^{-1}) - (\delta - |M|^{-1}) = 0,\]

so the difference is a harmonic function. The maximum principle implies that the only harmonic functions on a compact manifold are constant\(^4\), so \(G\) is determined up to an additive constant, which we may choose freely. Our convention shall be to choose the constant so that \(G\) is nonnegative on \(S^n\); we shall construct it to be so with a zero at the antipodal point to \(x\).

### 3 The ordinary differential equation for \(G_n\)

#### 3.1 The Laplace–Beltrami operator on a hyperspherical manifold

To be explicit, let the Green’s function for the \(n\)-dimensional hypersphere be denoted \(G_n\). One standard coordinate chart on the \(n\)-dimensional hypersphere is \((\theta_1, \varphi), 0 < \theta_i < \pi, 0 < \varphi < 2\pi\); this shall suffice for our purposes. (Our derivation does not depend on \(\varphi\), and excluding the point antipodal to \(\theta = 0\) will also not matter, since the function is constructed to be smooth there.) The metric is given by [9, p. 52, Example 7.4]

\[g = \text{diag} \left(R^2 \sin^2 \theta_1, R^2 \sin^2 \theta_1 \sin^2 \theta_2, \ldots\right).\]

Taking \(\theta_1 = \theta\), since a fundamental solution in a homogeneous set does not depend on direction, our fundamental solution reduces to \(G_n = G_n(\theta)\), so we find that the Laplacian reduces to

\[\Delta f(\theta) = \frac{1}{R^2 \sin^{n-1} \theta} \frac{d}{d\theta} \left(\sin^{n-1} \theta f'(\theta)\right).\]

Therefore we need to solve the ordinary differential equation

\[f'' + (n - 1) \cot \theta f' = aR^2, \quad (3.1)\]

for \(\theta \in (0, \pi)\), where \(a\) is the constant defined in the previous section. (Since the interval does not contain \(\theta = 0\), the \(\delta(\theta)\) term is not present.) The theory in the previous section dictates that, with \(S_n\) the volume of the unit \(n\)-sphere,

\[a = \frac{1}{S_n R^n} = \frac{\Gamma((n + 1)/2)}{2\pi^{(n+1)/2} R^n}, \quad (3.2)\]

which is the reciprocal of the volume of the \(n\)-sphere; we discuss the relationship of this global constraint with the behaviour as \(\theta \downarrow 0\) in Section 3.3 below.
3.2 Formal solution

Recall that a first-order differential equation
\[ y' + gy = u \]
may be written in the form
\[ e^{-g(ye^g)}' = u. \]

It is then simple to show that for suitable limits on the integrals,
\[ y(x) = e^{-g(x)} \int_{x_0}^{x} e^{g(t)} u(t) \, dt \]
is the solution, where \( x_0 \) is some constant.

We conclude that (3.1), with \( a \) as in (3.2), has the formal solution
\[ G_n(\theta) = \frac{1}{S_n R^{n-2}} \int_{\theta}^{\pi} \csc^{n-1} \phi \int_{\phi}^{\pi} \sin^{n-1} \psi d\psi d\phi. \]

(3.3)

(Since the integrand is a smooth function of \( \phi \) for \( 0 < \phi \leq \pi \), the integral is smooth and bounded on \([\varepsilon, \pi]\) for any sufficiently small \( \varepsilon > 0 \).)

3.3 The behaviour as \( \theta \downarrow 0 \): consistency with fundamental solutions on flat space

In this section we consider the limit for \( n \neq 2 \); the two-dimensional case is analogous using \( \log s \). The integral (3.3) was determined by the global behaviour of fundamental solutions (viz. smoothness away from the pole at \( \theta = 0 \)). On the other hand, the arc-length on the hypersphere of radius \( R \) is given by \( s = R\theta \), so we expect to find that in the flat-space limit as \( R \to \infty \),
\[ G_n(s/R) \sim \frac{1}{(n-2)S_{n-1}} s^{n-2}, \]
which shall give us the local behaviour as \( \theta \downarrow 0 \). We wish to verify that our solution has this local behaviour. To agree with the flat-space fundamental solution, our fundamental solution should also exhibit a singularity of order \( \theta^{2-n} \) near \( \theta = 0 \), with coefficient \( 1/((n-2)S_{n-1} R^{n-2}) \).

We therefore need to have
\[ \frac{1}{S_n R^{n-2}} \int_{\theta}^{\pi} \csc^{n-1} \phi \int_{\phi}^{\pi} \sin^{n-1} \psi d\psi d\phi \sim \frac{1}{(n-2)S_{n-1} (R\theta)^{n-2}} \]
as \( \theta \downarrow 0 \). We can drop the part of the \( \phi \) integral from \( \pi/2 \) to \( \pi \) as irrelevant, it being just a constant, and then we need to examine
\[ \frac{1}{S_n R^{n-2}} \int_{\theta}^{\pi/2} \csc^{n-1} \phi \int_{\phi}^{\pi} \sin^{n-1} \psi d\psi d\phi. \]

It is apparent that as \( \theta \downarrow 0 \), the integrand behaves as
\[ \csc^{n-1} \phi \int_{\phi}^{\pi} \sin^{n-1} \psi d\psi \sim \phi^{1-n} \int_{0}^{\pi} \sin^{n-1} \psi d\psi = \phi^{1-n} \frac{\pi^{1/2} \Gamma(n/2)}{\Gamma((n+1)/2)}. \]

A result in asymptotic analysis shows that if \( F \) is sufficiently well-behaved and \( F(x) \sim f(x) \) as \( x \downarrow x_0 \), then for \( x \in (x_0, x_0 + \varepsilon) \), \( \varepsilon > 0 \), we have \( \int_{x_0}^{x_0 + \varepsilon} F \sim \int_{x_0}^{x_0 + \varepsilon} f \) as \( x \downarrow x_0 \). It is easy to see that the integrand behaves as such, and hence we find
\[ \frac{R^{2-n}}{S_n} \int_{\theta}^{\pi/2} \csc^{n-1} \phi \int_{\phi}^{\pi} \sin^{n-1} \psi d\psi d\phi \sim \frac{\theta^{2-n} R^{2-n} \pi^{1/2} \Gamma(n/2)}{(n-2)S_n \Gamma((n+1)/2)} = \frac{(R\theta)^{2-n}}{(n-2)S_{n-1}}, \]
as expected, using the recurrence relation for the hyperspherical volumes.
4 Calculating explicit expressions for our fundamental solution

In the following sections we shall consider two separate ways of determining our fundamental solution explicitly: the first proves that the solutions are finite sums of various trigonometric functions by deriving recurrence relations, the second uses hypergeometric functions and identities to produce closed form expressions for these sums, and recurrence relations that determine the explicit form of the solution. Even and odd dimensions are treated separately since the form of the solution expression is quite different in each case.

We shall use the notation
\[
I_m(\phi) := \int_0^\pi \sin^{m-1} \psi \, d\psi, \quad J_m(\theta) := \int_0^\pi \frac{I_m(\phi)}{\sin^{m-1} \phi} \, d\phi.
\]
(4.1)

It is apparent that \(J_m(\theta)\) shall be proportional to our fundamental solution: in particular,
\[
G_n(\theta) = \frac{R^{2-n}}{S_n} J_n(\theta).
\]

4.1 Recurrence relation

**Proposition 4.1.** The integral \(I_m(\phi)\) satisfies the recurrence relation
\[
I_m(\phi) = \frac{m - 2}{m - 1} I_{m-2}(\phi) + \frac{1}{m - 1} \sin^{m-2} \phi \cos \phi
\]
(4.2)
for \(m > 0\), with basis cases
\[
I_1(\phi) = \pi - \phi, \quad I_2(\phi) = 1 + \cos \phi.
\]

**Proof.** It is easy to verify the basis cases directly. We can carry out a standard calculation to find
\[
I_m(\phi) = \int_0^\pi \sin^{m-3} \psi (1 - \cos^2 \psi) \, d\psi = I_{m-2}(\phi) - \int_\phi^\pi \sin^{m-3} \psi \cos^2 \psi \, d\psi
\]
\[
= I_{m-2}(\phi) - \left[ \frac{1}{m - 2} \sin^{m-2} \psi \cos \psi \right]_0^\pi \frac{1}{m - 2} \int_0^\pi \sin^{m-2} \psi (\sin \phi \cos \phi) \, d\psi
\]
\[
= I_{m-2}(\phi) - \frac{1}{m - 2} \sin^{m-2} \phi \cos \phi + \frac{1}{m - 2} I_m(\phi),
\]
and we therefore have
\[
I_m(\phi) = \frac{m - 2}{m - 1} I_{m-2}(\phi) + \frac{1}{m - 1} \sin^{m-2} \phi \cos \phi
\]
for \(m > 0\), as required. ■

We may then verify, for example,
\[
I_3(\phi) = \frac{3}{2} - 1 \quad I_1(\phi) + \frac{1}{2} \sin^2 \phi \cos \phi = \frac{1}{2} (\pi - \phi) + \frac{1}{2} \sin \phi \cos \phi.
\]

We can use this to find a recurrence relation for \(J_m(\theta)\).

**Proposition 4.2.** For \(m > 0\), the integral \(J_m\) satisfies the recurrence relation
\[
J_m(\theta) = \frac{m - 3}{m - 1} J_{m-2}(\theta) + \frac{1}{m - 1} \frac{\cos \theta}{\sin^{m-2} \theta} J_{m-2}(\theta) + \frac{1}{(m - 1)(m - 2)}
\]
with basis cases
\[
J_1(\theta) = \frac{1}{2} (\pi - \theta)^2, \quad J_2(\theta) = \log \csc^2 \frac{1}{2} \theta.
\]
Proof. The basis cases are simple: for example,

$$J_2(\theta) = \int_{\theta}^{\pi} \frac{1 + \cos \phi}{\sin \phi} \, d\phi = \int_{\theta}^{\pi} \cot \frac{1}{2} \phi \, d\phi = \log \csc^2 \frac{1}{2} \theta.$$  

For the general case, [2] notes the useful trigonometric/partial fraction identity

$$\frac{1}{\sin^m \phi} = \frac{1}{\sin^{m-2} \phi} + \frac{\cos^2 \phi}{\sin^m \phi},$$

which is a trivial consequence of Pythagoras’s identity. We therefore write

$$J_m(\theta) = \int_{\theta}^{\pi} \frac{I_m(\phi)}{\sin^{m-3} \phi} \, d\phi + \int_{\theta}^{\pi} \frac{I_m(\phi) \cos^2 \phi}{\sin^{m-1} \phi} \, d\phi.$$  

The next step is the most delicate part: we integrate the last integral by parts, being careful to note that near $\theta = \pi$, $I_m(\phi) \sim \frac{1}{m}(\pi - \phi)^m$:

$$\int_{\theta}^{\pi} \frac{\cos \phi}{\sin^{m-1} \phi} I_m(\phi) \cos \phi \, d\phi$$

$$= \left[ - \frac{1}{m-2} \frac{I_m(\phi) \cos \phi}{\sin^{m-2} \phi} \right]_{\theta}^{\pi} + \frac{1}{m-2} \int_{\theta}^{\pi} \frac{I_m'(\phi) \cos \phi - I_m(\phi) \sin \phi}{\sin^{m-2} \phi} \, d\phi$$

$$= \frac{1}{m-2} \cos \theta \frac{I_m(\phi)}{\sin^{m-2} \phi} - \frac{1}{m-2} \int_{\theta}^{\pi} \frac{\sin^{m-1} \phi \cos \phi}{\sin^{m-2} \phi} \, d\phi - \frac{1}{m-2} \int_{\theta}^{\pi} \frac{I_m(\phi)}{\sin^{m-3} \phi} \, d\phi$$

$$= \frac{1}{m-2} \cos \theta I_m(\phi) - \frac{1}{m-2} \int_{\theta}^{\pi} \sin \phi \cos \phi \, d\phi - \frac{1}{m-2} \int_{\theta}^{\pi} \frac{I_m(\phi)}{\sin^{m-3} \phi} \, d\phi.$$  

We therefore have

$$J_m(\theta) = \frac{1}{m-2} \left( (m-3) \int_{\theta}^{\pi} \frac{I_m(\phi)}{\sin^{m-3} \phi} \, d\phi + \frac{\cos \theta}{\sin^{m-2} \phi} I_m(\theta) - \int_{\theta}^{\pi} \sin \phi \cos \phi \, d\phi \right).$$  

The first integral is substantially easier: it splits as

$$\int_{\theta}^{\pi} \frac{I_m(\phi)}{\sin^{m-3} \phi} \, d\phi = \frac{m-2}{m-1} \int_{\theta}^{\pi} \frac{I_{m-2}(\phi)}{\sin^{m-3} \phi} \, d\phi + \frac{1}{m-1} \int_{\theta}^{\pi} \frac{\sin^{m-2} \phi \cos \phi}{\sin^{m-3} \phi} \, d\phi$$

$$= \frac{m-2}{m-1} J_{m-2}(\theta) + \frac{1}{m-1} \int_{\theta}^{\pi} \sin \phi \cos \phi \, d\phi,$$

and hence

$$J_m(\theta) = \frac{m-3}{m-1} J_{m-2}(\theta) + \frac{1}{m-2} \frac{\cos \theta}{\sin^{m-2} \phi} I_m(\theta) - \frac{2}{(m-1)(m-2)} \int_{\theta}^{\pi} \sin \phi \cos \phi \, d\phi.$$  

Computing the last integral, we obtain the recurrence relation

$$J_m(\theta) = \frac{m-3}{m-1} J_{m-2}(\theta) + \frac{1}{m-2} \frac{\cos \theta}{\sin^{m-2} \phi} I_m(\theta) + \frac{1}{(m-1)(m-2)} \sin^2 \theta.$$  

We can simplify the answer by using (4.2) to give

$$J_m(\theta) = \frac{m-3}{m-1} J_{m-2}(\theta) + \frac{1}{m-2} \frac{\cos \theta}{\sin^{m-2} \phi} I_{m-2}(\theta) + \frac{1}{(m-1)(m-2)},$$

as required.  

We shall now consider another way to obtain this recurrence, which will additionally produce closed-form results.
4.2 Hypergeometric functions

4.2.1 $n$ even: stereographic projection

Note that stereographic projection $S^n \to \mathbb{R}^n$ can be defined in terms of spherical coordinates $(\theta, \theta_2, \ldots, \theta_{n-1}, \varphi)$ on $S^n$ and spherical coordinates $(r, \theta'_2, \ldots, \theta'_{n-1}, \varphi')$ on $\mathbb{R}^n$ by

$$r = \cot \frac{1}{2} \theta, \quad \theta'_i = \theta_i, \quad 2 \leq i \leq n-1, \quad \varphi' = \varphi.$$  

The metric is transformed as

$$d\theta^2 + \sin^2 \theta (d\Sigma_{n-1})^2 = \frac{4}{(1 + r^2)^2} \left( dr^2 + r^2 (d\Sigma'_{n-1})^2 \right),$$

where $(d\Sigma_{n-1})^2$ is the metric on the $(n-1)$-dimensional sphere defined by $(\theta_2, \theta_3, \ldots, \theta_{n-1}, \varphi)$, and likewise $(d\Sigma'_{n-1})^2$ in the primed variables. The Laplacian becomes

$$\Delta f = \frac{1}{\sin^{n-1} \theta} \frac{\partial}{\partial \theta} \left( \sin^{n-1} \theta \frac{\partial f}{\partial \theta} \right) + \frac{1}{\sin^2 \theta} \Delta_{\Sigma_{n-1}} f$$

$$= \frac{(1 + r^2)^2}{4r^{n-1}} \frac{\partial}{\partial r} \left( \frac{r^{n-1}}{(1 + r^2)^{n-2}} \frac{\partial f}{\partial r} \right) + \frac{1}{r^2} \Delta_{\Sigma'_{n-1}} f,$$

where $\Delta_{\Sigma_{n-1}}$ is the Laplacian restricted to the $(n-1)$-dimensional sphere, and likewise $\Delta_{\Sigma'_{n-1}}$ in the primed variables.

Therefore in the new coordinates, the Green’s function is given by the integral expression

$$G_n(r) = \frac{R^{2-n}}{S_n} \int_0^r \frac{(1 + x^2)^{n-2}}{x^{n-2}} \left( \int_0^x \frac{y^n}{(1 + y^2)^n} \frac{dy}{y} \right) \frac{dx}{x}.$$  \hspace{1cm} (4.3)

We observe that projection from the antipodal point is just $r' = \tan \frac{1}{2} \theta = 1/r$. This fact is neatly captured in the $r \mapsto 1/r$ symmetry of the integrands in (4.3). Using this expression, we shall prove

**Theorem 4.3.** The Green’s function for the $n$-dimensional sphere of radius $R$ is

$$G_n(\theta) = \frac{R^{2-n}}{S_n} \left( \frac{n-2}{n(n-1)} \right) \frac{r^2}{R^2} _3F_2 \left[ \frac{1, 1, 2 - n/2}{2, 1 + n/2}; -r^2 \right] + \frac{1}{n-1} \log \left( 1 + r^2 \right),$$

where $r = \cot \frac{1}{2} \theta$.

**Proof.** Consider first the inner integral in (4.3). This can easily be transformed to one of hypergeometric Euler type\(^5\) via the substitution $u = (y/x)^2$,

$$\int_0^x \frac{y^n}{(1 + y^2)^n} \frac{dy}{y} = x^n \int_0^1 u^{n/2-1} (1 + x^2 u)^{-n} du = \frac{x^n}{n} _2F_1 \left[ \frac{n, n/2}{1 + n/2}; -x^2 \right].$$

We now use the Euler transformation\(^6\)

$$_2F_1 \left[ \frac{a, b}{c}; z \right] = (1 - z)^{-c-a-b} _2F_1 \left[ \frac{c-a, c-b}{c}; z \right]$$

to write

$$x (1 + x^2)^{n-2} _2F_1 \left[ \frac{n/2, n}{1 + n/2}; -x^2 \right] = \frac{x}{1 + x^2} \frac{1}{2}F_1 \left[ 1, 1 - n/2, -x^2 \right].$$

\(^5\)This integral was not actually discovered by Euler: the first unmistakeable linking of this integral to the hypergeometric series appears in the doctoral dissertation of P.O.C. Vorsselman de Heer [15, p. 10]. See also [6].

\(^6\) [7, Sections 9–10 in particular].
We can now use the contiguous relationship between $F$, $F(a^-)$, and $F(b^-)$ [8, Section 7, equation (7)]

\[(b - a)(1 - z)F = (c - a)F(a^-) - (c - b)F(b^-),\]

where $F$ is shorthand for $2F_1(a, b; c; z)$ and $F(a^+)$ for $2F_1(a + 1, b, c; z)$ etc., to write this as a linear combination of a polynomial and $x/(1 + x^2)$. Here, $a = 1$, $b = 2 - n/2$ and $c = 1 + n/2$, so

\[(1 - n/2)(1 + x^2)\begin{aligned} 2F_1 \left[ \begin{array}{c} 1, 2 - n/2 \\ 1 + n/2 \end{array} ; -x^2 \right] &= n/2 - (n - 1)\begin{aligned} 2F_1 \left[ \begin{array}{c} 1, 1 - n/2 \\ 1 + n/2 \end{array} ; -x^2 \right]. \end{aligned}\]

Therefore

\[
\frac{x}{n(1 + x^2)} \begin{aligned} 2F_1 \left[ \begin{array}{c} 1, 1 - n/2 \\ 1 + n/2 \end{array} ; -x^2 \right] &= \frac{n - 2}{n(n-1)} \begin{aligned} 2F_1 \left[ \begin{array}{c} 1, 2 - n/2 \\ 1 + n/2 \end{array} ; -x^2 \right] + \frac{1}{2(n-1)} x \frac{1}{1 + x^2}. \end{aligned}\]

We can now integrate this directly to immediately obtain the general form of the Green’s function,

\[
G_n(\theta) = \frac{4R^{2-n}}{S_n} \int_0^r \left( \frac{n - 2}{n(n-1)} x \begin{aligned} 2F_1 \left[ \begin{array}{c} 1, 2 - n/2 \\ 1 + n/2 \end{array} ; -x^2 \right] + \frac{1}{2(n-1)} x \frac{1}{1 + x^2} \right) \, dx
\]

\[
= \frac{4R^{2-n}}{S_n} \left[ \begin{aligned} 2F_1 \left[ \begin{array}{c} 1, 1, 2 - n/2 \\ 2, 1 + n/2 \end{array} ; -x^2 \right] + \frac{1}{4(n-1)} \log(1 + x^2) \right]_x \rightarrow 0
\]

\[
= \frac{R^{2-n}}{S_n} \left[ \begin{aligned} 2F_1 \left[ \begin{array}{c} 1, 1, 2 - n/2 \\ 2, 1 + n/2 \end{array} ; -r^2 \right] + \frac{1}{n-1} \log(1 + r^2) \right].
\]

As required.

**Corollary 4.4.** Suppose $n = 2m \geq 2$ is a positive even integer. Then the Green’s function for the $n$-dimensional sphere of radius $R$ is

\[
G_{2m}(\theta) = \frac{R^{2-2m}}{S_{2m}} \left( \frac{m - 1}{m(2m - 1)} \begin{aligned} 2F_1 \left[ \begin{array}{c} 1, 1, 2 - m \\ 2, 1 + m \end{array} ; -r^2 \right] + \frac{1}{2m - 1} \log(1 + r^2) \right),
\]

where $r = \cot \frac{\theta}{2}$. In particular, notice that since $2 - m$ is a negative integer, the hypergeometric term is explicitly a polynomial.

To verify the local behaviour, we extract from (4.5) the most singular term as $1/r \rightarrow 0$. Firstly, we have $r = \cot \frac{\theta}{2} \sim 2/\theta$ as $\theta \rightarrow 0$. As discussed in Section 3.3, the Green’s function should act like the fundamental solution for flat $n$-dimensional space near $1/r = 0$, viz.,

\[-\frac{1}{2\pi} \log s, \quad n = 2, \quad \frac{1}{(n-2)S_{n-1}} s^{2-n}, \quad n \neq 2,\]

where $S_{n-1} = 2\pi^{n/2}/\Gamma(n/2)$ is the volume of the $(n - 1)$-dimensional unit hypersphere, and we recall that $s$ is the arc-length, given by $s = |x|$ in $\mathbb{R}^n$, and $s = R\theta$ on hyperspheres $S^n$.

For $S_2$ (i.e., $m = 1$), we find that

\[G_2 \sim \frac{-2}{4\pi(2\cdot 1 - 1)} \log r^{-1} \sim -\frac{1}{2\pi} \log s,\]

which is consistent with Section 3.3.
For \( m \geq 2 \), the most singular term is the largest power of \( r \) in the hypergeometric polynomial, which has degree \( m - 2 \), and can be simplified as follows:

\[
\frac{R^{2-2m}}{S_{2m}^m} \frac{m-1}{m(2m-1)} \frac{(1)_{m-2}(1)_{m-2}(2-m)_{m-2}(-1)^m r^{2(m-2)-2}}{(2)_{m-2}(1+m)_{m-2}(m-2)!} \\
= \frac{\Gamma(m+1/2)}{2^{m+1/2}} \frac{2\Gamma(m-1)\Gamma(m+1)}{\Gamma(2m+1)} \frac{r^{2m-2}}{(2m-2)!} \\
\sim \frac{\Gamma(m-1)}{\pi^m} m \Gamma(m) \frac{2^{2m-2}}{\sqrt{\pi 2m \Gamma(2m)}} \frac{(R\theta)^{2m-2}}{(2m-2)2^{m-2}} \\
= \frac{\Gamma(m-1)}{\pi^m} \frac{2^{2m-2}}{2^{m-2}} = \frac{\Gamma(m)}{(2m-2)2^m s^{2-2m}} = \frac{1}{(n-2)S_{n-1}} s^{2-n},
\]

using the duplication formula for the \( \Gamma \)-function; this is also in agreement with Section 3.3.

**Remark 4.5.** We can verify that some simple cases are in agreement with the corresponding results in [13]. Their notation differs somewhat from ours, and they have the opposite sign convention for the Laplacian (i.e., \( \Delta \) instead of \( -\Delta \)). Specifically, their even-dimensional Green’s function for the Laplace case (corresponding to \( L = 0 \) in their paper) is given in their paper’s equation (4.41) by

\[
\bar{G}_0^{(2m+2)}(\mathbf{n}, \mathbf{n}') = \frac{1}{(2n+1)S_{2n+2}} \log \frac{1-n \cdot n'}{2} \\
- \frac{n!}{(2n+1)!!S_{2n+2}} \sum_{k=1}^{n} \frac{(2n-2k-1)!}{k(n-k)!} C_k^{(n-k+1/2)}(\mathbf{n} \cdot \mathbf{n}') + \text{const},
\]

(4.6)

where \( n \) is our \( m-1 \), and

\[
C_\lambda^{(\alpha)}(x) = \frac{\Gamma(\lambda + 2\alpha)}{\Gamma(\lambda + 1)\Gamma(2\alpha)} \binom{-\lambda, \lambda + 2\alpha}{\alpha + 1/2} F_1 \left[ \frac{-1, 1-x}{2} \right]
\]

is the Gegenbauer function (of the first kind), which for \( \lambda \in \mathbb{Z} \) is obviously a polynomial; we have also used that \( C_0^{(\alpha)}(x) = 1 \) for \( \alpha \not= 0 \) to simplify their expression into (4.6). It is easy to see that \( \mathbf{n} \cdot \mathbf{n}' = \cos \theta \) in our notation. Putting \( n = 0 \) in (4.6) gives the two-dimensional case,

\[
\bar{G}_0^{(2)} = \frac{1}{S_2} \log \frac{1-\cos \theta}{2} + \text{const},
\]

(4.7)

whereas if we put \( m = 1 \) in our expression (4.5), we obtain

\[
G_2(\theta) = \frac{1}{4\pi} \log (1 + \cot^2 \frac{1}{2} \theta) = \frac{1}{2\pi} \log \csc \frac{1}{2} \theta = -\frac{1}{4\pi} \log \frac{1-\cos \theta}{2},
\]

which agrees with (4.7) when we take the opposite sign (to agree with the difference in the Laplacians).

Similarly, taking \( n = 1 \) in (4.6) gives the four-dimensional case,

\[
\bar{G}_0^{(4)}(\mathbf{n}, \mathbf{n}') = \frac{1}{3S_4} \log \frac{1-\cos \theta}{2} - \frac{1}{3S_4} \frac{1}{1-\cos \theta} C_1^{(1/2)}(\cos \theta) + \text{const} \\
= \frac{1}{3S_4} \left( \log \frac{1-\cos \theta}{2} - \frac{\cos \theta}{1-\cos \theta} \right) + \text{const} \\
= -\frac{1}{3S_4} \left( -\log \frac{1-\cos \theta}{2} + \frac{1}{2} \cot^2 \frac{1}{2} \theta \right) + \text{const},
\]
where the constants differ between the last two lines (essentially we have used $1 - \cos \theta = 2 \sin^2 \frac{1}{2} \theta$ again). Our corresponding result is

$$G_4(\theta) = \frac{1}{3S_4} \left( -\log \frac{1 - \cos \theta}{2} + \frac{1}{2} \cot^2 \frac{1}{2} \theta \right),$$

which is once again in agreement when we take the opposite sign convention.

### 4.2.2 $n$ odd: a recurrence relation

Unfortunately the simple hypergeometric polynomial formula found in the previous section does not extend to the odd case. Instead the Green’s function has a quite different character, as we shall see in Theorem 4.7.

The discussion will be carried out for $\pi/2 < \theta < \pi$ initially, then the end result will be obtained by analytic continuation.

**Lemma 4.6** (reduction of $J_{2m+1}$ to hypergeometric form). Let $\pi/2 < \theta < \pi$. With $J_n(\theta)$ as defined in (4.1), we have

$$J_{2m+1}(\theta) = \frac{1}{4m} \left( \log (1 + T) - \frac{T}{2m + 1} \right) _2F_1 \left[ \frac{1}{2m + 1} \frac{1}{2} m + 3/2 \mid T \right],$$

where $T = \tan^2 \theta$.

**Proof.** We shall make the substitution

$$u = \frac{\tan^2 \psi}{\tan^2 \phi}, \quad d\psi = \frac{du}{2u^{1/2} \tan \phi(1 + u \tan^2 \phi)},$$

in the definitions of $I_{2m+1}$ and $J_{2m+1}$ from (4.1). This also gives

$$\sin \psi = u^{1/2} \tan \phi \left( 1 + u \tan^2 \phi \right)^{-1/2}.$$

Then, returning to the notation of Section 4.1 and taking a general odd $n = 2m + 1$,

$$I_{2m+1}(\phi) = \int_0^\pi \sin^{2m} \psi \, d\psi = -\frac{1}{2} \tan^{2m+1} \phi \int_0^1 u^{-1/2} (1 + u \tan^2 \phi)^{-m-1/2} \, du,$$

and the usual Euler integral produces

$$I_{2m+1}(\phi) = -\frac{\tan^{2m+1} \phi}{2m + 1} _2F_1 \left[ \frac{m + 1/2}{m + 3/2} \mid -\tan^2 \phi \right],$$

which can be converted to

$$I_{2m+1}(\phi) = -\frac{1}{2m + 1} \tan \phi \frac{\sin^{2m} \phi}{\cos^{2m} \phi (1 + \tan^2 \phi)^m} \frac{1}{m} _2F_1 \left[ \frac{1}{m + 3/2} - \tan^2 \phi \right]$$

$$= -\frac{1}{2m + 1} \tan \phi \sin^{2m} \phi _2F_1 \left[ \frac{1}{m + 3/2} - \tan^2 \phi \right]$$

using an Euler transformation.

We then have

$$J_{2m+1}(\theta) = -\frac{1}{2m + 1} \int_\theta^\pi \tan \phi _2F_1 \left[ \frac{1}{m + 3/2} - \tan^2 \phi \right] \, d\phi.$$
Substituting
\[ v = \tan^2 \phi = T^{-1} \tan^2 \phi, \quad \tan \phi \, d\phi = \frac{dv}{2(1 +Tv)}, \]
the integral becomes
\[ J_m(\theta) = \frac{1}{2(2m + 1)} \int_0^1 \frac{T}{1 +Tv} \, 2F_1 \left[ 1, \frac{1}{2}; -Tv \right] \, dv. \]
The same contiguous relation as before (see (4.4) above) allows us to write this as
\[ J_{2m+1}(\theta) = \frac{T}{4m} \int_0^1 \left( \frac{1}{1 +Tv} - \frac{1}{2m + 1} \, 2F_1 \left[ 1, \frac{1}{2}; -Tv \right] \right) \, dv, \]
which integrates immediately to
\[ J_{2m+1}(\theta) = \frac{1}{4m} \left( \log(1 + T) - \frac{T}{2m + 1} \, 3F_2 \left[ 1, 1, \frac{3}{2}; 2, m + 3/2; -T \right] \right), \]
as required. \[\Box\]

This lemma provides a form of the Green’s function, but rather an unilluminating one: indeed, it is not even obvious that there is a finite form to the expansion. We shall now derive the following explicitly finite form.

**Theorem 4.7.** Suppose that \( n = 2m + 1 \geq 3 \) is a positive odd integer. Then the Green’s function for the sphere of dimension \( 2m + 1 \) is
\[
G_{2m+1}(\theta) = \frac{R^{1-2m}}{S_{2m+1}} \, \frac{1}{2m} \sum_{k=0}^{m-1} \left( \frac{k - 1/2}{k} \right) y^k (1 + (\pi - \theta) \cot \theta) - \frac{1}{3} \sum_{l=1}^{k} \left( \frac{k-l-1/2}{l} \right) y^{k-l},
\]
where \( y = \csc^2 \theta \).

Hence the solution can be expressed as an even polynomial in \( \cot \theta \), added to an odd polynomial in \( \cot \theta \) multiplied by \( \pi - \theta \).

**Proof.** We shall employ an argument using reduction formulae, based on the contiguous relations for hypergeometric functions.

We consider the hypergeometric expression in \( J_{2m+1} \) derived in the previous lemma: write
\[
A(m) := -\frac{T}{2m + 1} \, 3F_2 \left[ 1, 1, \frac{3}{2}; 2, m + 3/2; -T \right].
\]
By the \( 3F_2 \) contiguous relation
\[
(b - a - 1)F = (b - 1)F(b^-) - aF(a^+),
\]
where \( F = F(a, \ldots ; b, \ldots ; z) \) [12, equation (15)], we know \( A \) satisfies
\[
A(m) - A(m - 1) = \frac{2T}{(2m + 1)(2m - 1)} \, 2F_1 \left[ 1, \frac{3}{2}; m + 3/2; -T \right].
\]
Hence we can write down \( A(m) \) as a sum of hypergeometric functions:
\[
A(m) = A(0) + \sum_{k=0}^{m-1} \frac{2T}{(2k + 3)(2k + 1)} \, 2F_1 \left[ 1, \frac{3}{2}; k + 5/2; -T \right] \tag{4.8}
\]
and we also find that

\[ A(0) = -\frac{1}{2} \log (1 + T), \]

which cancels the other logarithm term, confirming our suspicion of the initial solution. This is still not obviously finitary. Now consider the term in the sum

\[ B(k) := \frac{2T}{(2k + 3)(2k + 1)} \binom{1, 3/2}{k + 5/2; -T}. \]

We have the other contiguous relation for a hypergeometric function [8, equation (9)]

\[ (1 - a + (c - b - 1)z)F = (c - a)F(a^-) - (c - 1)(1 - z)F(c^-), \]

so after rearranging, \( B(k) \) satisfies

\[
B(k) = -\frac{2}{(2k + 1)(2k)} + y \frac{2k - 1}{2k} B(k - 1),
\]

where we have written \( y = 1 + 1/T = \csc^2(\theta) \). We also have

\[ B(0) = 2 \left( -\frac{\arctan \sqrt{T}}{\sqrt{T}} \right). \]

Now split \( B(k) \) as \( B(k) = \alpha(k) \beta(k) \), where \( \alpha(0) = B(0) \), and \( \alpha(k) \) solves the homogeneous version of (4.9):

\[ \alpha(k) = \frac{2k + 1}{2k} y \alpha(k - 1). \]

We can show that

\[ \alpha(k) = y^k \binom{k - 1/2}{k} B(0) \]

(for example, by checking the recurrence relation and initial conditions). Now, \( \beta \) satisfies the recurrence relation

\[ \alpha(k) \beta(k) = -\frac{2}{(2k + 1)(2k)} + y \frac{2k - 1}{2k} \alpha(k - 1) \beta(k - 1) = -\frac{2}{(2k + 1)(2k)} + \alpha(k) \beta(k - 1), \]

and hence we obtain the simple recurrence for \( \beta \):

\[ \beta(k) - \beta(k - 1) = -\frac{2}{(2k + 1)(2k) \alpha(k)}. \]

Then, since \( \beta(0) = 1 \), we obtain

\[ \beta(k) = 1 - \sum_{l=1}^{k} \frac{2}{(2l + 1)(2l) \alpha(l)}, \]

and since

\[ (2l + 1)(2l) \binom{l - 1/2}{l} = 3 \binom{l + 1/2}{l - 1}, \]
we find that
\[ B(k) = \alpha(k) - \sum_{l=1}^{k} \frac{2\alpha(k)}{(2l+1)(2l)\alpha(l)} = 2 \left( \frac{k-1/2}{k} \right) y^k \left( 1 - \frac{\arctan \sqrt{T}}{\sqrt{T}} \right) - \frac{2}{3} \sum_{l=1}^{k} \frac{(k-1/2)}{(l+1/2)} y^{k-l}. \]

Now we can solve (4.8) to obtain
\[ A(m) = -\frac{1}{2} \log (1 + T) + 2 \sum_{k=0}^{m-1} \left( \frac{k-1/2}{k} \right) y^k \left( 1 - \frac{\arctan \sqrt{T}}{\sqrt{T}} \right) - \frac{1}{3} \sum_{l=1}^{k} \frac{(k-1/2)}{(l+1/2)} y^{k-l}. \]

One can see from the expansion near \( \theta = \pi \) that the correct branch of \( \arctan (\tan \theta) \) to choose is \( \theta - \pi \), so we can substitute back to find that
\[ J_{2m+1}(\theta) = \frac{1}{2m} \sum_{k=0}^{m-1} \left( \frac{k-1/2}{k} \right) y^k (1 + (\pi - \theta) \cot \theta) - \frac{1}{3} \sum_{l=1}^{k} \frac{(k-1/2)}{(l+1/2)} y^{k-l}. \]

Hence,
\[ G_{2m+1}(\theta) = \frac{R^{1-2m}}{S_{2m+1}} \frac{1}{2m} \sum_{k=0}^{m-1} \left( \frac{k-1/2}{k} \right) y^k (1 + (\pi - \theta) \cot \theta) - \frac{1}{3} \sum_{l=1}^{k} \frac{(k-1/2)}{(l+1/2)} y^{k-l}, \]

as required.

The most singular term in \( G_{2m+1}(\theta) \) is
\[ \frac{R^{1-2m}}{S_{2m+1}} \frac{1}{2m} \left( m - 3/2 \right) \pi \csc^{2m-2} \theta \cot \theta \sim \frac{1}{S_{2m+1}} \frac{1}{2m} \left( m - 3/2 \right) \pi \frac{1}{(R\theta)^{2m-1}}, \]
and then the coefficient of \( (R\theta)^{2-(2m+1)} \) is
\[ \frac{1}{S_{2m+1}} \frac{1}{2m} \left( m - 3/2 \right) \pi \Gamma(m + 1) \Gamma(m - 1/2) \pi = \frac{\Gamma(m + 1)}{2\pi^{m+1}} \frac{\Gamma(m)\Gamma(1/2)}{2m\Gamma(m)} = \frac{\Gamma(m - 1/2)}{4\pi^{m+1/2}} = \frac{\Gamma(m + 1/2)}{(2m - 1)2\pi^{m+1/2}} = \frac{1}{((2m + 1) - 2)S_{2m}}, \]
as it should be to agree with the flat-space results.

**Remark 4.8.** As in the even-dimensional case, we can compare this with the result in [13]. The three-dimensional case is given in that paper’s equation (4.23):
\[ G^{(3)}_0(n, n') = -\frac{1}{4\pi^2} \frac{n \cdot n'}{\sqrt{1 - n \cdot n'}} \arccos (-n \cdot n') + \text{const}. \]

Since \( \arccos (-n \cdot n') = \pi - \theta \), substituting in gives
\[ G^{(3)}_0(n, n') = -\frac{1}{4\pi^2} (\pi - \theta) \frac{\cos \theta}{|\sin \theta|} + \text{const} = -\frac{1}{4\pi^2} (\pi - \theta) \cot \theta + \text{const}, \]

since \( \sin \theta \geq 0 \) for \( 0 \leq \theta \leq \pi \).

Whereas, if we put \( m = 1 \) (and \( R = 1 \)) in our result we find that
\[ G_3(\theta) = \frac{1}{2S_3} \left( -\frac{1/2}{0} \right) y^0 (1 + (\pi - \theta) \cot \theta) - 0 = \frac{1}{4\pi^2} ((\pi - \theta) \cot \theta + 1), \]

which agrees with (4.10) when the sign convention difference is understood.

A similar calculation using [13, equation (4.34)] shows that the five-dimensional results also agree up to a constant, ours being
\[ G_5(\theta) = \frac{1}{S_5} \left( \frac{1}{8} (2 + \csc^2 \theta) (\pi - \theta) \cot \theta + \frac{1}{24} (5 + 3 \csc^2 \theta) \right). \]
5 Applications

5.1 The dipole potential on a sphere

In Euclidean space, the conventional way to define a dipole potential from a fundamental solution is by considering two point charges with charge $q$ and $-q$ at $a$ and $P(d)$ a distance $d$ apart. We then take the limit $q \to \infty$, $d \downarrow 0$, so that $qd$ is constant, and the path has a well-defined tangent vector $p$ when $d$ becomes zero. To understand this on the sphere, it is advantageous to make this a little more formal:

**Definition 5.1.** Let $\gamma: (-\varepsilon, \varepsilon) \to M$ be a path on the manifold $M$, with $\gamma(0) = a$ and $\dot{\gamma}(0) = p \in T_a(M)$. Let $G(x, y)$ be the Green’s function for the Laplace–Beltrami operator on $M$. The dipole potential at $a$ with dipole moment $p$ is given by

$$H(x, a, p) = \lim_{t \to 0} \frac{G(x, \gamma(t)) - G(x, a)}{t} = p \cdot \nabla_a G(x, a).$$

The limit definition indicates that this describes two point charges of charge $\pm t^{-1}$ being brought together; the second equality shows that $H$ is well-defined by prescribing $a$ and $p$.

Moreover, since the total charge is always zero, the dipole potential is also consistent on compact manifolds, such as the hypersphere. Since two fundamental solutions are subtracted from one another, we also lose any dependence on the constant we took in the definition of our particular fundamental solution, so this is in a sense the dipole potential.

We therefore need to find the gradient of $G(x, a)$. Since this involves moving the base point of the coordinates, and hence different definitions of the angle $\theta$, it is advantageous to start by recalling that on the sphere of radius $R$, $\theta$ can actually be defined as a particular solution to the equation

$$\cos \theta = \frac{x \cdot a}{R^2},$$

since it is the angle between the vectors $x, a \in \mathbb{R}^{n+1}$. We then find that

$$\nabla_a \theta = \frac{1}{R^2 \sin \theta} x,$$

and so the chain rule gives

$$p \cdot \nabla_a G(x, a) = G'_n(\theta)(p \cdot \nabla_a)\theta = \frac{G'_n(\theta)}{R^2 \sin \theta} (p \cdot x),$$

and using the group of rotations on the hypersphere, we can always use the spherical symmetry to place $a$, $p$ and $x$ in the same three-dimensional space, with $a$ along the axis $\theta = 0$ and $p$ in the plane $\theta = \phi = 0$, so that $p \cdot x = R |p| \sin \theta \cos \phi$, and then

$$p \cdot \nabla_a G(x, a) = \frac{G'_n(\theta)}{R} |p| \cos \phi.$$

We should now verify that this function has the correct behaviour as $R \to \infty$, in that it becomes a dipole at the origin in the Euclidean space with distance $s = R \theta$,

$$\frac{1}{R} G'_n(\theta) |p| \cos \phi \\ \sim \frac{|p| \cos \phi}{S_n(R\theta)^{n-1}} \frac{\pi^{1/2} \Gamma(n/2)}{\Gamma((n+1)/2)} = \frac{s^{1-n} |p| \cos \phi}{S_{n-1}},$$
similarly to the calculation in Section 3.3. It is easy to check that the dipole potential at the origin in $\mathbb{R}^n$ is given by

$$\left. (p \cdot \nabla_a) \frac{|x-a|^{2-n}}{(n-2)S_{n-1}} \right|_{a=0} = \frac{|x|^{-n} p \cdot x}{S_{n-1}} = \frac{s^{1-n} |p| \cos \phi}{S_{n-1}},$$

with which the limit agrees.

### 5.2 Fourier expansion of our fundamental solution on $S^2$

The form of the $n = 2$ result means that we can quite easily derive an azimuthal Fourier expansion. We follow [4], with some simplifications. We have

$$\cos d(x, x') = \cos \theta \cos \theta' + \sin \theta \sin \theta' \cos (\phi - \phi'),$$

with $x = (\cos \phi \sin \theta, \sin \phi \sin \theta, \cos \theta)$ in standard spherical coordinates (and similarly $x'$), $d(x, x')$ the spherical distance between them, and inserting this into our fundamental solution gives

$$G_2(x, x') = -\frac{1}{4\pi} \log \frac{1}{2} \left(1 - \cos \theta \cos \theta' - \sin \theta \sin \theta' \cos (\phi - \phi') \right).$$

We can find the expansion of this quite easily using the following:

**Lemma 5.2.** Let $A > B > 0$ and $t \in \mathbb{R}$. Then

$$-\log (A + B \cos t) = \log \frac{2(A - \sqrt{A^2 - B^2})}{B^2} + 2 \sum_{k=1}^{\infty} \frac{\cos kt}{k} \left(\frac{\sqrt{A^2 - B^2} - A}{B}\right)^k. \quad (5.1)$$

**Proof.** We begin with the well-known formula

$$-\log (1 + r^2 - 2r \cos t) = 2 \sum_{k=1}^{\infty} \frac{r^k \cos kt}{k}, \quad |r| < 1,$$

which can by proven by applying Euler’s formula to the right-hand side and computing the sum directly. We then have

$$-\log \left(1 - \frac{2r}{1 + r^2} \cos t\right) = \log (1 + r^2) + 2 \sum_{k=1}^{\infty} \frac{r^k \cos kt}{k},$$

and it is easy to see that taking

$$\frac{2r}{1 + r^2} = -\frac{B}{A}, \quad (5.2)$$

the left-hand side becomes

$$-\log \left(1 + \frac{B}{A} \cos t\right) = \log A - \log (A + B \cos t).$$

To find the right-hand side, we need to find the correct value of $r$ in (5.2), but since $|r| < 1$, the only choice possible is

$$r = \frac{\sqrt{A^2 - B^2} - A}{B},$$

and some brief algebra gives the result. $\blacksquare$
Theorem 5.3. Let $\phi, \phi' \in (0, 2\pi)$ and $\theta, \theta' \in (0, \pi)$. Then the azimuthal Fourier expansion for $G_2(x, x')$ in spherical coordinates is given by

$$2\pi G_2(x, x') = -\frac{1}{2} \log \left( \frac{(1 - m)(1 + M)}{4} \right) + \sum_{k=1}^{\infty} \frac{\cos k(\phi - \phi')}{k} \left( \frac{(1 + m)(1 - M)}{(1 + M)(1 - m)} \right)^{k/2},$$

(5.3)

where $M = \max \{\cos \theta, \cos \theta'\}$ and $m = \min \{\cos \theta, \cos \theta'\}$.

Proof. We can apply this directly, with $2A = 1 - \cos \theta \cos \theta'$ and $2B = -\sin \theta \sin \theta'$. Then

$$\sqrt{A^2 - B^2} = \frac{|\cos \theta - \cos \theta'| - 1 + \cos \theta \cos \theta'}{\sin \theta \sin \theta'},$$

and squaring, square-rooting and applying trigonometric identities, this in turn becomes

$$\sqrt{\frac{(1 + m)(1 - M)}{(1 + M)(1 - m)}},$$

where $M$ is the larger of $\cos \theta$, $\cos \theta'$ and $m$ the smaller. We hence obtain the result. ■

We can write (5.3) most succinctly as

$$2\pi G_2(x, x') = \log \left( \csc \left( \frac{1}{2} \theta_> \right) \sec \left( \frac{1}{2} \theta_< \right) \right) + \sum_{k=1}^{\infty} \frac{\cos k(\phi - \phi')}{k} \left( \frac{\cot \frac{1}{2} \theta_\geq}{\cot \frac{1}{2} \theta_<} \right)^k,$$

where $\theta_>$ is the larger of $\theta$, $\theta'$, and $\theta_<$ the smaller. Taking the limit as $R \to \infty$ with $s = R\theta$ constant gives

$$2\pi G_2(x, x') - \log 2R \to -\log (R\theta_\geq) + \sum_{k=1}^{\infty} \frac{\cos k(\phi - \phi')}{k} \left( \frac{R\theta_\leq}{R\theta_\geq} \right)^k$$

$$= -\log s_\geq + \sum_{k=1}^{\infty} \frac{\cos k(\phi - \phi')}{k} \left( \frac{s_\leq}{s_\geq} \right)^k,$$

which agrees with the flat-space result quoted in [4], which we can also derive from (5.1)\(^7\).

5.3 A fundamental solution on $\mathbb{RP}^n$

The real projective space $\mathbb{RP}^n$ can be considered as the quotient of the sphere $S^n$ by the group $\{1, -1\}$, where $-1$ is the antipodal map $x \mapsto -x$, isomorphic to $Z_2$: $\mathbb{RP}^n \cong S^n/Z_2$. This is realised in our spherical coordinates by associating the points

$$(\theta_1, \varphi) \sim (\pi - \theta_1, \pm \pi + \varphi).$$

Therefore our fundamental solution for $S^n$ can be made into one for $\mathbb{RP}^n$ by setting

$$G_{\mathbb{RP}^n}(x, x') = \frac{1}{2} (G_{S^n}(x, x') + G_{S^n}(-x, x')),$$

or in terms of angles,

$$G_{\mathbb{RP}^n}(\theta_1) = \frac{1}{2} (G_{S^n}(\theta_1) + G_{S^n}(\pi - \theta_1)).$$

This clearly has all the correct properties of a fundamental solution, such as matching singularities and smoothness.

\(^7\)We had to subtract an extra constant due to our convention that $G_2$ is positive, which cannot happen in flat space as $\log$ is not bounded, above or below.
5.4 Interpretation of prior results

In this section we shall discuss the results of [2], and in particular, how our construction enables a consistent explanation of some of the properties of their solution. We shall apply a similar procedure to the previous section, but consider the functions odd under the group action.

Consider first the equation

\[-\Delta G(x, x') = \delta(x, x') - \delta(-x, x'); \tag{5.4}\]

this is consistent on the sphere, because the integral of the right-hand side is zero. It is essentially the opposite limit of the two point charge case to the dipole considered above: the separation of the charges is now the largest possible. Linearity allows us to conclude that

\[\tilde{G}(x, x') := G(x, x') - G(-x, x') \tag{5.5}\]

is a solution to (5.4), where \(G\) is the generalised Green’s function discussed in Section 2, since

\[-\Delta \tilde{G}(x, x') = (\delta(x, x') - (S_n)^{-1}) - (\delta(-x, x') - (S_n)^{-1}) = \delta(x, x') - \delta(-x, x').\]

In fact, (5.4) is the equation that the Green’s function found in [2] satisfies: to see this we only have to observe its oddness under the transformation \(x \mapsto -x\), or in our terms, \(\theta \mapsto \pi - \theta\).

This is readily apparent if we consider the form [2, equation (29)]

\[\cos \theta \, {}_2F_1\left[\begin{array}{c}1/2, n/2 \\ 3/2 \end{array} ; \cos^2 \theta \right].\]

Hence it must have a singularity at \(\theta = \pi\) of the same nature and opposite sign as it does at \(\theta = 0\), where it was designed to have a singularity that produces a \(\delta\)-function, so it must satisfy (5.4).

An instructive and simple example is given by the nontrivial case in two dimensions: we have

\[G(x, x') - G(-x, x') = \frac{1}{4\pi} \log \csc^2 \frac{1}{2} \theta - \frac{1}{4\pi} \log \csc^2 \frac{1}{2} (\pi - \theta) \]

\[= -\frac{1}{4\pi} \log \sin^2 \frac{1}{2} \theta + \frac{1}{4\pi} \log \cos^2 \frac{1}{2} \theta = \frac{1}{4\pi} \log \cot^2 \frac{1}{2} \theta,\]

which is precisely the dimension-two Green’s function calculated in [2]. It also follows immediately that this satisfies (5.4).

We now proceed to prove the relationship in the general case: we recall that our integral, from (4.1), is given by

\[J_n(\theta) = \int_{\theta}^{\pi} \csc^{n-1} \phi \int_{\phi}^{\pi} \sin^{n-1} \psi \, d\psi \, d\phi,\]

and Cohl’s is

\[I_n(\theta) := \int_{\theta}^{\pi/2} \frac{dx}{\sin^{n-1} x},\]

up to a constant.

Proposition 5.4. For \(\theta \in (0, \pi)\), we have

\[J_n(\theta) - J_n(\pi - \theta) = \frac{\pi^{1/2} \Gamma(n/2)}{\Gamma((n + 1)/2)} I_n(\theta) \tag{5.6}\]
Proof. We have
\[ J_n(\theta) = \int_0^\pi \csc^{n-1} \phi \left( \int_0^{\pi/2} \sin^{n-1} \psi \, d\psi + \int_{\phi}^{\pi/2} \sin^{n-1} \psi \, d\psi \right) \, d\phi, \]
so the difference is, using \( \int_b^a = \int_a^c + \int_c^b \),

\[ J_n(\theta) - J_n(\pi - \theta) = \int_\theta^{\pi-\theta} \csc^{n-1} \phi \left( \int_0^{\pi/2} \sin^{n-1} \psi \, d\psi + \int_{\phi}^{\pi/2} \sin^{n-1} \psi \, d\psi \right) \, d\phi, \]
valid for \( 0 < \theta < \pi \) when we recall the standard definition \( \int_a^b = -\int_b^a \) if \( b < a \). The first integral in the bracket is the same as
\[ \int_0^{\pi/2} \sin^{n-1} \psi \, d\psi = \frac{\sqrt{\pi} \Gamma(n/2)}{2 \Gamma((n+1)/2)} \] using the Beta-function; the second is odd about \( \phi = \pi/2 \). A simple way to see this is to change variables and notice that \( \cos^{n-1} x \) is an even function, so it has an odd antiderivative. Since \( \csc^{n-1} \phi \) is even about \( \phi = \pi/2 \) (again, a change of variables will show this easily), the second term’s integrand is odd overall, and hence the integral over a region symmetric about \( \phi = \pi/2 \) is zero. We are therefore left with
\[ \frac{\sqrt{\pi} \Gamma(n/2)}{2 \Gamma((n+1)/2)} \int_\theta^{\pi-\theta} \csc^{n-1} \phi \, d\phi; \]
this time, since the integrand is even, the answer is double the integral from \( \theta \) to \( \pi/2 \), which gives the result.

With that resolved, we just have to check the constants. In our case,
\[ G_n(\theta) = \frac{\Gamma((n+1)/2)}{2\pi^{(n+1)/2} R^{n-2}} J_n(\theta). \]
Using (5.6), we have
\[ G_n(\theta) - G_n(\pi - \theta) = \frac{\pi^{1/2} \Gamma(n/2)}{\Gamma((n+1)/2)} (J_n(\theta) - J_n(\pi - \theta)) = \frac{\pi^{1/2} \Gamma(n/2)}{\Gamma((n+1)/2)} \frac{\Gamma((n+1)/2)}{2\pi^{(n+1)/2} R^{n-2}} \mathcal{I}_n = \frac{\Gamma(n/2)}{2\pi^{n/2} R^{n-2}} \mathcal{I}_n, \]
which is the same as Cohl’s solution. Hence the function in Cohl’s paper is related to ours in the way we specified in (5.5).

A Characterisation of \( 2F_1 \) with half-integer coefficients

We can use the contiguous relations for hypergeometric functions to derive a collection of representation results.

Let \( n, n_1, n_2, \ldots \) be arbitrary positive integers, and \( h, h_1, h_2, \ldots \) be arbitrary proper half-integers, i.e., \( h, h_i \in \mathbb{Z} + \frac{1}{2} \) for all \( i \). We also adopt an abbreviated notation for the ordinary hypergeometric function,
\[ [a, b; c] = \binom{a}{b} \binom{a}{c}. \]
Let also \( Z(z) \) be the field of rational functions in \( z \) with integer coefficients, and \( V(f_i(z)) \) be the \( Z(z) \)-vector space with basis \( \{ f_i(z) \} \). Then we have:
Theorem A.1. There is the following classification of $\mathbf{2F}_1$ hypergeometric functions with half-integer and integer coefficients:

1) if $a \in \mathbb{C}$ is arbitrary, and $c \in \mathbb{C}\{0, -1, -2, \ldots, -n\}$, then $[a, -n; c] \in \mathbb{Q}[z]$ is a polynomial;
2) $[n_1, n_2; n_3] \in V(1)$, i.e., a rational function of $z$;
3) $[h, n_1; n_2] \in V(1, \sqrt{1-z})$;
4) $[n_1, n_2; h] \in V(1, (1-z)^{-1/2}z^{-1/2} \arcsin z^{1/2})$;
5) $[h_1, h_2; n] \in V(\frac{2}{\pi} E(z), \frac{2}{\pi} K(z))$;
6) $[h_1, n; h_2] \in V(1, z^{-1/2} \arctanh z^{1/2})$;
7) $[h_1, h_2; n] \in V(\sqrt{1-z}, z^{-1/2} \arcsin z^{1/2})$,

where $K(z)$ and $E(z)$ are the complete elliptic integrals of the first and second kinds respectively.

This is a refinement and specialisation of Theorem 1.1 of [14] that is useful in the odd-dimensional case considered in Section 4.2.2; in our classification, the rational functions are over the integers since the parameters of the hypergeometric functions are rational.

Remark A.2. The Euler transformation shows that Cases 4 and 7 are the same.

Proof. Case 1 is trivial. The other results follow from the contiguous relations and induction. These allow the expression of any one $\mathbf{2F}_1$ in terms of two others with parameters integer steps away, with rational coefficients. In particular, we may arrange circumstances so that

$$2F_1\left[\begin{array}{c}
\alpha, \beta \\
\gamma 
\end{array}; z \right] = P(z) 2F_1\left[\begin{array}{c}
\alpha, \beta \\
\gamma 
\end{array}; z \right] + Q(z) 2F_1\left[\begin{array}{c}
\alpha - 1, \beta \\
\gamma 
\end{array}; z \right],$$

where $\{\alpha, \beta, \gamma\} \subset \{1/2, 1, 3/2\}$. In particular, in the cases in the theorem, the forms of $[\alpha, \beta, \gamma]$ are

2) $[1, 1, 1]$;
3) $[1, 1/2, 1]$;
4) $[1, 1, 3/2]$;
5) $[1/2, 1/2, 1]$;
6) $[1, 1/2, 3/2]$;
7) $[3/2, 1/2, 3/2]$.

Evaluating the power series of the given hypergeometric functions with these parameters gives the result.

Acknowledgements

The author would like to thank David Stuart for suggesting a method for solving the odd case recurrence relation, and Thomas Forster for some notational advice, as well as the referees for numerous suggestions which improved the paper. We especially wish to acknowledge our indebtedness to the first anonymous referee, without whose extraordinary and tireless attention, and extensive suggestions and contributions, so many aspects of the paper would have been considerably the poorer.

8This notation is illogical, but common: see [11, p. 80].
9For more detail, see [14].
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