Accurate description of bulk and interfacial properties in colloid-polymer mixtures
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Large-scale Monte Carlo simulations of a phase-separating colloid-polymer mixture are performed and compared to recent experiments. The approach is based on effective interaction potentials in which the central monomers of self-avoiding polymer chains are used as effective coordinates. By incorporating polymer nonideality together with soft colloid-polymer repulsion, the predicted binodal is in excellent agreement with recent experiments. In addition, the interfacial tension as well as the capillary length are in quantitative agreement with experimental results obtained at a number of points in the phase-coexistence region, without the use of any fit parameters.

PACS numbers: 82.70.Dd, 61.20.Ja, 82.70.-y

In addition to commercial applications, mixtures of colloids and nonadsorbing polymer are interesting because of their analogy to atomic systems [1]. Much effort has been devoted to understand the phase behavior of such mixtures. Of particular interest is phase separation, which occurs when the polymer density and diameter of gyration are sufficiently large, leading to the formation of two coexisting phases: one phase lean in colloids and dense in polymers (the colloidal vapor) and one phase dense in colloids and lean in polymers (the colloidal liquid). As was shown by Asakura and Oosawa (AO), phase separation in colloid-polymer mixtures (CPM) is driven by entropy [2]. In the AO description, colloids and polymers are treated as effective spheres, assuming hard-sphere interactions between colloid-colloid and colloid-polymer pairs, while the polymers can interpenetrate freely. A major advance has been the development of a geometry-based density functional for the AO-model [3], which has led to a host of novel and intriguing predictions regarding interfacial phenomena within this model [4]. However, when comparing to actual experiments, quantitative discrepancies arise. An important deviation of the AO-model is that it underestimates the polymer concentration in the colloidal liquid [5, 6]. This effect is more pronounced within the free-volume approximation [7], which is also the bulk limit of the density functional of Ref. [8], and it persists when the AO-binodals are obtained by means of computer simulations [9, 10].

While the colloid-colloid interaction in realistic systems is indeed well described by the hard sphere potential [11], the colloid-polymer and polymer-polymer interactions are more complex. To circumvent the shortcomings of the AO-model, numerous different approaches have been employed, both at the effective [10, 11, 12, 13] and at the monomer-resolved [14, 15] levels. As a general trend, inclusion of polymer nonideality does improve on the major drawback of the AO-model, i.e., it yields higher polymer concentrations in the colloidal liquid [11, 12]. A remarkably accurate method to capture polymer nonideality is the “polymer as soft colloid” approach [13]. Here, the polymers’ centers of mass are chosen as effective coordinates while all fluctuating monomers are canonically integrated out. The sought-for effective potentials are obtained by inverting the correlation functions obtained in Monte Carlo (MC) simulations of self-avoiding random walks (SAW) on a lattice [16, 17, 18]. The pioneering work of Bolhuis et al. [18] has led to the most accurate determination of the phase behavior of CPM to date, demonstrated by direct comparison to experiments [19].

Despite the progress in calculating bulk phase diagrams, accurate predictions of the interfacial tension \( \gamma \) between coexisting phases, a quantity that plays a key role in wetting and interfacial phenomena, remain elusive. Theoretical approaches include the square-gradient approximation [4, 13, 20], density-functional theory [15, 21, 22] and simulations [8, 12, 23]. Experimental data on \( \gamma \) are hard to obtain, mainly due to the very small value of this quantity (\( \gamma \sim 1 \mu N/m \)). In several cases [4, 13, 21], theoretical predictions have been compared to the experimental results of Refs. [22] and [24]. These comparisons are carried out by plotting the theoretical interfacial tension as a function of the colloid density gap across the binodal, a procedure that tends to obscure the fact that the theoretical and experimental binodals can be in considerable disagreement [11]. Recently, Moncho-Jordá et al. [22] employed density-functional theory to calculate the interfacial tension employing the interactions of Ref. [3]. However, they adopted a depletion picture, losing thereby the effect of polymer-induced many-body interactions between the colloids. Thus, a full two-component treatment of interacting CPM is necessary in order to capture bulk and interfacial behavior quantitatively [22].

In this Letter, we demonstrate that simulations of CPM using accurate effective interactions predict bulk and interfacial properties correctly. We consider the so-called “colloid limit”, where the polymer diameter of gyration \( \sigma_G \) is smaller than the colloid diameter \( \sigma_c \). Re-
cently, experimental measurements of the interfacial tension and capillary length in the colloid limit became available, to which we can compare \[26\]. At the same time, accurate effective interactions for the colloid limit exist, obtained in off-lattice molecular dynamics (MD) simulations of self-avoiding polymer chains \[27\]. We choose here the central monomer to represent the chain, canonically tracing out the remaining, fluctuating monomers. If the coarse-graining procedure is carried out accurately, the bulk thermodynamics of the mixture should be strictly independent of the choice of the effective coordinates \[28\]. Moreover, for athermal solvents and in the limit of long chains, details of the microscopic monomer-monomer inter-

\[
\beta V_{cp}(r) = \frac{\sqrt{2} \Lambda \sigma_c}{r} \left\{ \begin{array}{ll}
\xi_2 - \ln \left( \frac{2r - \sigma_c}{\sigma_p} \right) & \text{if } r \leq \sigma_p, \\
\xi_2 \left( 1 - \frac{1}{\sqrt{\kappa^2 \sigma_p^2}} \right) & \text{if } r > \sigma_p,
\end{array} \right.
\]

where \(\sigma_p\) a typical length scale given by \(\sigma_p = 0.66 \sigma_c\), \(\beta = (k_B T)^{-1}\), \(T\) the temperature, \(k_B\) the Boltzmann constant, \(\xi_1 \equiv 1/(1 + 2\kappa^2 \sigma_p^2)\), \(\xi_2 \equiv (\sqrt{2} \sigma_1 / \kappa \sigma_p) \exp(\kappa^2 \sigma_p^2)\), and parameters \(\Lambda\) and \(\kappa\), determined in Ref. \[27\] by fitting to simulation results. The corresponding polymer-polymer interaction is given by:

\[
\beta V_{pp}(r) = 0.786 \times \left\{ \begin{array}{ll}
- \ln \left( \frac{\sigma_p}{\sigma_p^2} \right) + \frac{1}{2 \pi \sigma_p^2} \exp \left[ -r^2 \left( \frac{\sigma_p^2}{2} \right) \right] & \text{if } r \leq \sigma_p, \\
\frac{1}{2 \pi \sigma_p^2} \exp \left[ -r^2 \left( \frac{\sigma_p^2}{2} \right) \right] & \text{if } r > \sigma_p,
\end{array} \right.
\]

with \(\tau\) obtained by requiring that the effective interaction correctly reproduces the second virial coefficient of dilute polymer solutions and resulting in the value \(\sigma_{pp} = 1.03\). To match the experiment of Ref. \[28\], we consider a mixture of colloids and polymers with size ratio \(q \equiv \sigma_c / \sigma_p = 0.56\). The parameters are \(\Lambda = 0.46\), and \(\kappa \sigma_p = 0.52715\). \[31\]

The binodal and the interfacial tension are obtained in the grand canonical ensemble, by MC simulation of a mixture of \(N_c\) colloids and \(N_p\) polymers, interacting via the above pair potentials. In this ensemble, the temperature, the volume \(V\), and the respective fugacities, \(z_c\) and \(z_p\), of colloids and polymers, are fixed, while the number of particles in the system fluctuates. We also introduce the colloid and polymer packing fractions \(\eta_{c,p} = (\pi \sigma_c^2 \rho / 6) N_{c,p} / V\). Since the interactions are athermal, the temperature plays no role and the phase behavior is set by \(q\) and the fugacities. The polymer fugacity is used as control parameter, analogous to inverse temperature in fluid-vapor transitions in atomic systems. For a given \(z_p\), we measure the distribution \(P(\eta_c)\), defined as the probability of observing a system with colloid packing fraction \(\eta_c\). For \(z_p\) sufficiently far away from the critical point, phase coexistence is obtained by tuning \(z_c\) so that \(P(\eta_c)\) becomes bimodal, with two peaks of equal area. The peak at low \(\eta_c\) corresponds to the colloidal vapor phase, the peak at high \(\eta_c\) to the colloidal liquid, and the region in between to phase-separated states \[8\]. The average peak locations yield the colloid packing fractions in the two phases. The interfacial tension is obtained from the average height of the peaks \[8\,31\]. In order to simulate efficiently, a grand canonical cluster move is used \[8\], in combination with a reweighting scheme \[32\].

To obtain the binodal, we vary \(z_p\) and record the cor-
responding densities of colloids and polymers in the two coexisting phases. This yields the phase diagram in system representation, which may directly be compared to experiments, see Fig. 1. The solid curve is the binodal of the present work incorporating the effective soft potentials (ESP) $V_{cp}(r)$ and $V_{pp}(r)$ above. For comparison, the dashed line shows the binodal of the AO model with $g = 0.56$, obtained following the same grand canonical simulation procedure. The free volume result is also shown. As seen in Fig. 1 ESP interactions give an accurate description of the experimental binodal. Note in particular the significant increase in the polymer density at high colloid density in comparison to the AO-result.

Next, we consider the interfacial tension, and compare to the recent experiment of Ref. [26]. The colloids are PMMA spheres ($\sigma_c = 50 \text{ nm}$), mixed with polymer with diameter of gyration $\sigma_q = 28 \text{ nm}$, and dissolved in decalin at $T = 298 \text{ K}$. In Fig. 2 we show simulation results of the interfacial tension as function of $z_p$. As expected, the tension decreases markedly upon lowering $z_p$, vanishing at the critical point (the critical polymer fugacity is approximately $z_{p,cr} \approx 3.2$). To enable the comparison to experiment, we show in Fig. 3 several binodal tielines obtained in the simulation. At point X, which is close to the tieline corresponding to $z_p = 4.25$, the experimental interfacial tension equals $\gamma = 0.16 - 0.2 \mu \text{N/m}$ [26]. The corresponding interfacial tension in the simulation reads $\gamma = 0.22 \mu \text{N/m}$, which exceeds the experiment by only 10%. In contrast, the interfacial tension obtained at the same state-point in a simulation of the AO model is $\gamma = 0.07 \mu \text{N/m}$, which underestimates the experiment by over 50%. This is due to subtle differences in the location and range of the critical regions of the two models. More precisely, defining the distance from the critical point as $t \equiv z_p/z_{p,cr} - 1$, we obtain for point X using ESP interactions $t \approx 0.33$, but only $t \approx 0.05$ using the AO model. For the AO model, point X is thus much closer to criticality and hence the interfacial tension is lower. At the same time, if one calculates the interfacial tension for the AO-model using the free volume tieline with the same colloid density gap as in the experiment, the value $\gamma = 0.5 \mu \text{N/m}$ is obtained [26]. These discrepancies within the AO-model demonstrate the large effect that inaccuracies in the binodals have on $\gamma$, as well as ambiguities that arise by comparing interfacial tensions at “rescaled” state-points. In our approach, on the contrary, we provide a comparison to the experimentally measured interfacial tension in absolute terms, i.e., at the same state-point $(\eta_c, \eta_p)$.

Finally, we compare to experimental measurements of the capillary length $l_c = \sqrt{\gamma/(g\Delta \rho)}$, with $g = 9.81 \text{ m/s}^2$ the gravitational acceleration, interfacial tension $\gamma$, and $\Delta \rho$ the mass density difference between the colloidal liquid and vapor phase. For two coexisting phases with colloid- and polymer-packing fraction gaps $\Delta \eta_c$ and $\Delta \eta_p$ respectively, it holds $\Delta \rho = \Delta \eta_c(\rho_c - \rho_d) + \Delta \eta_p m_p/\nu_p$, with the mass densities $\rho_c = 1170 \text{ kg/m}^3$ for PMMA and $\rho_d = 890 \text{ kg/m}^3$ for decalin, $m_p = 3.87 \times 10^{-22} \text{ kg}$ the single polymer mass, and $\nu_p = \pi \sigma_q^2/6$ the effective single polymer volume [27]. In Fig. 4 we plot the capillary length as obtained in the simulation as function of $z_p$. The experimental data are also shown, where the conversion to $z_p$ was performed with the aid of Fig. 3 (experimental measurements at $z_p > 7.5$ were converted using linear extrapolation). As $\gamma = g\Delta \rho l_c^2$ and since
$\Delta \phi$ is given accurately by our approach (as shown by the good agreement with the experimental binodal), the agreement with experiment regarding $l_c$ directly implies agreement with the interfacial tension $\gamma$ at all considered state-points. Another striking feature of Fig. 4 is the agreement with the interfacial tension and the capillary length. Note that excellent agreement with the experimental binodal was also obtained in Ref. 5, in which the polymer centers-of-mass were employed as effective coordinates. Both the effective description of Ref. 5, and the one adopted here, thus reproduce the correct thermodynamics, providing a strong confirmation of the power and self-consistency of coarse-graining techniques. We anticipate that a full, two-component calculation of the interfacial tension using the effective interactions of Ref. 5 will also capture the interfacial properties correctly; the latter should be the subject of further investigations. Additional experimental work in measuring interfacial tensions in colloid-polymer mixtures is also highly desirable.

In summary, we have demonstrated that the “polymer as soft colloid” approach, using accurate effective colloid-polymer and polymer-polymer interactions, not only reproduces the experimental binodal, but also the interfacial tension and the capillary length. Note that extensive additional MD simulations revealed that a lower value of $\kappa_\sigma$ quoted in Ref. 5 is slightly higher. Extensive additional MD simulations revealed that a lower value of $\kappa_\sigma$ yields a better fit to MD data.
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