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Abstract—Intermittent renewable energy resources like wind and solar pose great uncertainty of multiple time scales, from minutes to years, on the design and operation of power systems. Energy system optimization models have been developed to find the least-cost solution to matching the uncertainty with flexibility resources. However, input data that capture such multi-time-scale uncertainty are characterized with a long time horizon and bring great difficulty to solving the optimization model. Here we propose an adaptive clustering method based on the decision variables of optimization models to alleviate the computational complexity, in which the energy system is optimized over selected representative time periods instead of the full time horizon. The proposed clustering method is adaptive to various energy system optimization models or settings, because it extracts features from the optimization models. Results show that the proposed clustering method can significantly lower the error in approximating the solution with the full time horizon, compared to traditional clustering methods.
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NOMENCLATURE

- $i, R$ Index and set of renewable energy resources
- $s, S$ Index and set of storage
- $j, J$ Index and set of thermal generation
- $t, \tau$ Index and set of time intervals
- $T$ Set of time intervals
- $c_{DEG, s}$ Unit operation cost for storage $s$ to charge and discharge ($$/\text{MWh})$
- $c_{OP, j}$ Unit operation cost for thermal plant of type $j$ ($$/\text{MWh})$
- $c_{UpDn, j}$ Unit operation cost for each action of thermal start-up and shut-down of type $j$ ($$
- c_{\text{INV}, \text{ENE}, s}$ Investment cost for storage energy capacity of type $s$ ($$/\text{MWh})$
- $c_{\text{INV}, \text{POW}, s}$ Investment cost for storage power capacity of type $s$ ($$/\text{MW})$
- $c_{\text{INV}, \text{IRE}, i}$ Investment cost for intermittent renewable energy capacity of type $i$ ($$/\text{MWh})$
- $c_{\text{THE}, j}$ Investment cost for thermal capacity of type $j$ ($$/\text{MWh})$
- $x_{\text{DIS}, s, t}$ Amount of discharged electricity from storage system $s$ at time $t$ (MWh)
- $x_{\text{CHA}, s, t}$ Amount of charged electricity from storage system $s$ at time $t$ (MWh)
- $x_{\text{THE}, j, t}$ Amount of electricity generated from thermal resource $j$ at time $t$ (MWh)
- $y_{\text{ENE}, s}$ Capacity of storage energy of type $s$ (MWh)
- $y_{\text{POW}, s}$ Capacity of storage power of type $s$ (MW)
- $y_{\text{IRE}, i}$ Capacity of intermittent renewable energy of type $i$ (MWh)
- $y_{\text{THE}, j}$ Capacity of thermal plant energy of type $j$ (MWh)
- $n_{j, t}$ Number of online thermal generation units of type $j$ at time $t$
- $n_{\text{UP, j}, t}$ Number of start-up thermal generation units of type $j$ at time $t$
- $n_{\text{DN, j}, t}$ Number of shut-down thermal generation units of type $j$ at time $t$
- $N_j$ Total number of thermal plant of type $j$
- $L_t$ Demand at time $t$ (MWh)
- $\xi_{\text{min}}$ Minimum output percentage of thermal generation units
- $\xi_{\text{max}}$ Maximum output percentage of thermal generation units
- $A_{i, t}$ Generation profile of intermittent renewable resource $i$ at time $t$
- $w_t$ Amount of renewable resources curtailment at time $t$ (MWh)
- $E_{s, t}$ Energy storage level of storage type $s$ at time $t$ (MWh)
- $\eta$ Efficiency of storage charging and discharging
- $R$ Total percentage of renewable energy in demand

I. INTRODUCTION

In order to keep the 1.5°C target of the Paris Agreement in reach, human beings have to act immediately and more concretely on decarbonization [1]. Countries over the world have set many targets of energy transition to lower carbon emissions. For example, in the Energy Roadmap 2050, the European Union (EU) commits itself to reducing greenhouse gas (GHG) emissions to 80-95% below 1990 levels and realizing carbon neutrality by 2050 [2]. China has announced its aims to reach peak carbon emissions before 2030 and carbon neutrality by 2060. To fulfill the targets, the share of fossil sources in China’s energy sector needs to be reduced to less than 20% [3]. The USA has committed itself to the...
target of reducing carbon emissions to half by 2030, compared to 2005 levels, and achieving net zero emissions no later than 2050. Before the official announcement came out [4], California state had focused on direct air carbon capture [5] and intended to reach carbon neutrality by 2045 [6].

Intermittent renewable energy (IRE) resources are getting more and more deployed worldwide due to their sustainability and potential to meet energy demands with zero or near zero emissions of both air pollutants and GHGs [7]. According to the International Energy Agency, IRE resources in 2020 supplied 28% of the total world energy demand [8], reaching a 45% increase in global capacity growth, and this share is expected to increase very significantly (30–80% in 2100) [9]. However, the energy generation from IRE is variable and uncertain, in contrast to conventional thermal generation [10]. There is not only hourly variability, but also weekly, seasonal, and yearly variability in IRE generation, as shown in Figure 1. With such variability and uncertainty, when the IRE rapidly penetrates into power grids, many grid integration problems could arise including curtailment [11] and over-generation [12].

To cope with the challenges, greater investments in flexibility resources like energy storage technologies are necessary. Energy storage can provide multiple values to energy systems, such as accommodating increased penetrations of IRE [13], load leveling and peak shaving [14], frequency regulation [15], damping energy oscillations [16], and improving power quality and reliability [17]. The global energy storage capacity is expected to triple to 181-421 GWh by 2030 [18]. To optimally match flexibility to variability in energy systems, energy system optimization models (ESOMs) are commonly used, which determine the least-cost sizes and scheduling of generation resources such as IRE, energy storage, and thermal power plants. When involved with integer variables to denote the status of thermal generation units or the decision of transmission line expansion, these models are in the form of mixed integer linear programming (MILP) [19]–[22]. In order to capture the multi-time-scale balance of variability and...
flexibility in future energy systems, incorporating long-term data of operation from IRE and storage systems is necessary, especially if multi-stage decarbonization policies/pathways towards the mid of the century need to be modeled. Such models are also called capacity expansion [23] problems, whose focus is on how to optimally invest new power and storage capacities for future energy supply requirements.

For long-term ESOMs in the form of MILP, the computational complexity increases dramatically as the time horizon expands. Time aggregation [24] or temporal clustering [25] techniques have been applied to reduce the complexity of these models in such situations. The main concept is to represent the full time horizon with some representative time slices, selected through finding patterns or clusters of similar supply and demand in the full time series. Many time slicing/aggregation methods have been developed. Following Haydt et al. [26], two commonly used methods are referred to as the integral method and the semi-dynamic method. In the integral method, typically 5-10 time slices are used to distinguish between different load levels across the time horizon and each time slice represents an average load level during a certain fraction of the full horizon [26]. The semi-dynamic method is the most used time slicing method [27], [28], which disaggregates time horizon into different seasons, days of the week and diurnal periods under the assumption that the time series data change on the basis of seasonal, weekly and daily frequency. More advanced methods are in the clustering family. Nahmacher et al. [29] used a hierarchical algorithm with Ward linkage to perform clustering on the LIMES-EU model and showed that a small number of representative days developed in this way are sufficient to reflect the characteristic fluctuations of the input data. Zatti et al. [30] proposed a MILP clustering model, named k-MILP, devised to find at the same time the most representative days of the year and the extreme days. Vitali et al. [31] proposed a clustering method considering temporal correlation as an important feature in time aggregation to offer better representation in capacity expansion problems including storage and renewable energy sources, which keeps chronology in time series. All of the existing time aggregation methods examine similarity from the time series input data themselves. However, it is neglected in the studies that whether similar data profiles have similar impacts on the ESOM results is uncertain, as the ESOM is usually a non-linear mapping from inputs to solutions. Therefore, traditional time aggregation methods based on similarity of raw data only may not guarantee high approximation performance for long-term ESOMs.

To fill the gap, here we propose a model-adaptive clustering-based time aggregation method that combines model characteristics and input data variations in representative time period selection. Features used in clustering are extracted from processing the raw input data with an ESOM and contain similarity information from the perspective of the ESOM. For different ESOMs or policy settings, this method can adaptively select representative time periods, which can be then used to approximate the full time horizon and reduce computational complexity with lower approximation errors than traditional methods. The main contributions are three-fold: 1) we propose to extract features through dimension reduction using the ESOM for representative time period selection; 2) we find the best clustering configurations for the proposed model-adaptive time aggregation method; 3) we show how the proposed method is adaptive to different policy settings, which explains why the approximation errors of the proposed method are lower than traditional methods.

The remainder of this article is organized as follows: Section 2 describes and establishes a case ESOM including thermal generation and renewable energy resources as well as storage systems. Section 3 explains in detail how to implement our proposed adaptive clustering method. Numeric results are presented in Section 4. Section 5 draws conclusions.

II. ENERGY SYSTEM OPTIMIZATION MODEL

Bottom-up, long-term energy system planning models or capacity expansion models (CEMs) are frequently used to analyze pathways for the transition of the energy/electrical power system and to inform policy design [32]. Without loss of generality, we design a case ESOM that contains different technologies including thermal, wind, and solar generators as well as energy storage systems, to compare the performance of different time aggregation methods and validate our proposed method.

A. Objective function

The objective function consists of variable costs in operation and fixed costs in investment denoted by $C_{\text{VAR}}$ and $C_{\text{FIX}}$, as in equation (1). The decision variables are the capacities and operational schedules of each technology. For many storage technologies, the power (conversion capability) and energy (storage volume) capacities can be designed independently, denoted by $y_{\text{POW},s}$ and $y_{\text{ENE},s}$, respectively.

$$OB = C_{\text{VAR}} + C_{\text{FIX}}$$  \hspace{1cm} (1)

$$C_{\text{VAR}} = C_{\text{DEG}} + C_{\text{OP}} + C_{\text{UpDn}}$$ \hspace{1cm} (2)

$$C_{\text{DEG}} = \sum_{t \in T} \sum_{s \in S} (x_{\text{DIS},s,t} + x_{\text{CHA},s,t})c_{\text{DEG},s}$$ \hspace{1cm} (3)

$$C_{\text{OP}} = \sum_{t \in T} \sum_{j \in J} x_{\text{THE},j,t}c_{\text{OP},j}$$ \hspace{1cm} (4)

$$C_{\text{UpDn}} = \sum_{t \in T} \sum_{j \in J} (n_{\text{UP},j,t} + n_{\text{DN},j,t})c_{\text{UpDn},j}$$ \hspace{1cm} (5)

$$C_{\text{FIX}} = \sum_{s \in S} (y_{\text{POW},s}c_{\text{POW},s} + y_{\text{ENE},s}c_{\text{ENE},s}) + \sum_{i \in R} y_{\text{IRE},i}c_{\text{IRE},i} + \sum_{j \in J} y_{\text{THE},j}c_{\text{THE},j}N_{j}$$ \hspace{1cm} (6)

Variable costs are mainly from discharge and charge actions in the storage systems, denoted by $C_{\text{DEG}}$, and thermal operation, which consists of two parts: operation cost and startup
and shutdown costs, which are denoted by \( C_{\text{OP}} \) and \( C_{\text{UpDn}} \), respectively. Fixed costs consist of investment costs from different technologies considered in system including energy capacity, power capacity for storage system, multi renewable capacity and thermal capacity, as in equation (2).

### B. Energy balance

For each IRE resource considered in the model, the capacity \( y_{\text{IRE},i} \) indicates its maximum possible generation, and its profile is represented by \( A_{i,t} \). When an IRE resource is over-abundant, curtailment might be needed and represented by \( w_t \). Considering all energy inflow and outflow, the energy balance can be modelled as:

\[
\sum_{i \in \mathbb{R}} y_{\text{IRE},i} A_{i,t} - w_t + x_{\text{THE},j,t} + x_{\text{DIS},s,t} - x_{\text{CHA},s,t} = L_t \quad (7)
\]

In equation (7), \( y_{\text{IRE},i} A_{i,t} \) represents the output of IRE resource \( i \) at time \( t \) in the form of capacity multiplied by its generation profile; \( x_{\text{THE},j,t} \) denotes the output of thermal generator \( j \) at time \( t \); \( x_{\text{DIS},s,t} \) and \( x_{\text{CHA},s,t} \) stand for discharged and charged energy from storage systems at time \( t \), respectively; \( w_t \) denotes the amount of IRE curtailment; and \( L_t \) denotes power demand at time \( t \). Each term of equation (7) should be positive.

### C. Thermal generation

The minimum and maximum generation requirements of thermal power plants when they are online are modelled as:

\[
x_{\text{THE},j,t} \geq \xi_{\text{min}} y_{\text{THE},j,t} n_{j,t} \quad (8)
\]

\[
x_{\text{THE},j,t} \leq \xi_{\text{max}} y_{\text{THE},j,t} n_{j,t} \quad (9)
\]

\[
\xi \in [0, 1], \xi_{\text{min}} \leq \xi_{\text{max}} \quad (10)
\]

where \( \xi_{\text{min}} \) and \( \xi_{\text{max}} \) denote the minimum and maximum output, respectively, as percentages of the full capacity \( y_{\text{THE},j,t} \). \( n_{j,t} \) denotes the number of online units. The unit commitment of thermal generators are modelled as:

\[
n_{j,t} - n_{j,t-1} = n_{\text{UP},j,t} - n_{\text{DN},j,t} \quad (11)
\]

\[
0 \leq n_{j,t}, n_{\text{UP},j,t}, n_{\text{DN},j,t} \leq N_j \quad (12)
\]

\[
n_{j,t}, n_{\text{UP},j,t}, n_{\text{DN},j,t}, y_{\text{THE},j} \in \mathbb{N} \quad (13)
\]

Namely the subscripts ‘UP’ and ‘DN’ denote the start-up and shut-down actions of thermal generation units, respectively. The minimum up/down time constraints respectively require units to remain online/offline for a minimum period of time after starting up/shutting down. These constraints are formulated as equations (11)-(15), where the minimum up and down time are denoted by \( \tau_{\text{UP}} \) and \( \tau_{\text{DN}} \).

\[
n_{j,t} \geq \sum_{\tau = \tau_{\text{UP}} - 1}^{t} n_{\text{UP},j,t} \quad (14)
\]

\[
N_j - n_{j,t} \geq \sum_{\tau = \tau_{\text{DN}} - 1}^{t} n_{\text{DN},j,t} \quad (15)
\]

### D. Storage system

The state of charge and operational limit constraints for energy storage systems are modelled as:

\[
E_{s,t} - E_{s,t-1} = x_{\text{CHA},s,t} \eta - \frac{x_{\text{DIS},s,t}}{\eta} \quad (16)
\]

\[
0 \leq E_{s,t} \leq y_{\text{ENE}}, s \quad (17)
\]

\[
0 \leq x_{\text{DIS},s,t}, x_{\text{CHA},s,t} \leq y_{\text{POW}}, s \quad (18)
\]

\[
E_{s,t}, x_{\text{DIS},s,t}, x_{\text{CHA},s,t} \in \mathbb{R}^+ \quad (19)
\]

\( E_{s,t} \) is the energy level at time slot \( t \) in the storage system for each type of storage device. \( \eta \) is efficiency of battery charging and discharging. \( x_{\text{CHA},s,t} \) and \( x_{\text{DIS},s,t} \) are the amount of electricity charged and discharged from storage device \( s \). Storage energy level can’t exceed its capacity and charging power can’t overshoot power capacity.

We model renewable portfolio standards, which are very common energy policies over the world, setting lower bounds for energy supplied by renewable energy and equivalently upper bounds for fossil fuel based generation as:

\[
\sum_{t=1}^{T} x_{\text{THE},j,t} \leq 1 - R \quad (20)
\]

This \( R \) parameter controls the portfolio of dispatchable thermal generation and IRE along with the storage system. A bigger \( R \) requires a larger share of IRE and storage systems.

### III. Model-Adaptive Clustering Method

As introduced before, there is multi-time-scale variability in IRE generation, from minutes to years, and thus, solving ESOMs across a long time horizon is needed to design an energy system with high penetrations of IRE.

In long-term ESOMs, input data including IRE sources and demand profiles span across a long time horizon. Such ESOMs have extremely high dimensions, and computational intractability is a significant issue when directly solving the models [33], as in Figure (2).a). Time aggregation is used to address the intractability through approximation.

In traditional time aggregation, as in Figure (2).b), the full time horizon is first divided into smaller time slices. Then, clustering algorithms are applied to the time slices to group similar slices into clusters based on pre-defined distances between time slices, and one slice is selected to represent all
slices in a cluster. Solving the ESOM over the selected slices could save computational time significantly.

Unlike traditional time aggregation in which raw data of IRE and demand profiles are used as clustering features, our proposed model-adaptive method extracts features from ESOMs for clustering, and thus, the clustering results contain model information, as shown in Figure (2).c). The detailed procedures are as follows:

1) Choose an appropriate period length, which usually is a day or week, and split the full planning horizon $T$ into a set of such smaller periods denoted by $T'_1, T'_2, \ldots, T'_m$;

2) Run the ESOM of interest on smaller period $T'_i, i \in 1, 2, \ldots, m$ and extract features from the model;

3) On the basis of procedure 2), a mapping between period and features is established. Perform an appropriate clustering algorithm on the features and obtain representative periods along with corresponding weights. The weights denote how many periods in the whole time horizon the selected periods represent;

4) Solve the ESOM on the representative periods selected.

In adaptive time aggregation, by implementing procedure 2), the features containing both information from the ESOM and original input data variation along time are extracted for each time slice. In other words, the features are obtained through dimension reduction, using the ESOM as a non-linear transformer. These intrinsic features can be extracted from anywhere in the ESOM such as decision variables, dual variables, etc., as long as they contribute to finding the best representative time slices to approximate the benchmark solution of the full time horizon. For CEMs, specifically, the features could be planned capacities or costs of each type of generation technology. From the ESOM defined before, five decision variables are selected: solar capacity, wind capacity, storage energy capacity, storage power capacity, and thermal generator capacity. After solving the ESOM for each time slice, the features of each time slice are computed, and time slices with similar capacity planning outcomes are clustered together and represented by one time slice.

To evaluate the performance of our proposed and traditional time aggregation methods in approximating the benchmark that solves the ESOM with the full time horizon [34], we use the metric of mean absolute percentage error (MAPE) in
planning outcomes, defined as:

$$\text{MAPE} = \frac{1}{N} \sum_{i} \left| \frac{\hat{y}_i - y_i}{y_i} \right|$$  \hspace{1cm} (21)$$

where $y_i$ is the $i$th capacity planning outcome of the benchmark solution, and $\hat{y}_i$ is the $i$th capacity planning outcome estimated using a time aggregation method, either traditional or adaptive.

IV. Case Study

A. Case setting

Two case studies are conducted to validate the method, one with a linear ESOM and the other with an integer one. The integer case is a full version of the ESOM presented in Section 2 in which only one type of thermal generation is used. In the linear case, thermal generation is removed from the portfolio, and the power demand is met by wind, solar, and energy storage systems only, which models a 100% renewable energy system. The integer variables for modelling the unit commitment of thermal generation units are therefore not needed. For the integer cases, the time horizon is reduced from 7 to 3 years, to keep the benchmark model solvable in a reasonable time frame. The code for both cases can be found in [35].

To capture enough variability in a single representative period, here a week’s data is bundled together as a time slice, which is 168 points in the resolution of an hour. Many articles [36], [37] select representative days using clustering methods to ease computational burden with the planning horizon usually being no more than a year, which is far from requirements for data in long-term ESOMs, especially with renewable energy and storage systems.

K-means and hierarchical clustering methods with different linkages are applied to compare how different clustering methods affect the accuracy of time aggregation. In the base case, we use agglomerative clustering with single linkage to select 30 representative time slices, and this clustering setting will be justified later.

In order to generate different ESOM settings, the renewable portfolio standard is varied from 50% to 95%, yielding 10 different policy constrained scenarios. Other model parameters related to investment and operation are listed in Table I.

| Model Parameters                      | Type     | Value       |
|---------------------------------------|----------|-------------|
| Battery Energy                        | CAPEX    | 200 $/kWh  |
| Battery Power                         | CAPEX    | 70 $/kW    |
| Photovoltaic Panel                    | CAPEX    | 1000 $/kW  |
| Wind Turbine                          | CAPEX    | 1500 $/kW  |
| Thermal Plant                         | CAPEX    | 1000 $/kW  |
| Battery Charing and Discharging       | OPEX     | 50 $/MWh   |
| Thermal Generation                    | OPEX     | 30 $/MWh   |
| Up Time                               | Other    | 6 hrs      |
| Down Time                             | Other    | 6 hrs      |

B. Performance of adaptive clustering

In Figure 4, the results of the linear cases show a 21.5% reduction in MAPE using our proposed adaptive clustering method compared to the traditional method. The MAPE of the adaptive clustering method can be as low as 3.5%. In the integer cases, the adaptive clustering also brings a 12.5% decrease in MAPE. In Figure 5, the adaptive clustering method has lower errors for each of the capacity decision variables. It performs better in capturing IRE’s characteristics given that in both linear and integer cases the errors on capacity of wind and solar are on average lower than half of those in traditional clustering.

In terms of solving efficiency, linear and integer cases take 335 seconds and 2 hours in solving benchmark models, respectively. While using model-adaptive clustering, it takes about 244 seconds to train and obtain representative weeks for linear cases and 245 seconds for integer ones. Considering that only three years of data are used in integer cases, it might be scaled to 572 seconds to train a seven-year case of integer model. And the elapsed time is shortened to 10 seconds in linear cases and 89 seconds in integer ones. Our proposed method could remarkably reduce the total computational time to less than five minutes, eliminating much computational burden, especially for MILP.

Why is our proposed adaptive method effective? Intuitively, our adaptive clustering process embeds similarity information...
from the ESOM’s perspective, and thus the selected time periods have greater power in representing the whole time horizon. Figure 6 shows how the representative period selection is adaptive to different model policy settings. If the weight is 0, then this time slice is not selected and is represented by another slice. If the weight is positive, this time slice is selected and represents some slices after clustering. Different colors represent the weights with different renewable portfolio policies, from 50% to 95%. The system setting changes when the renewable penetration changes. As shown in Figure 6, when the system changes, the clustering results change as well. For example, with 85% renewable penetration, the week with the highest weight is the week number 150, while with 80% renewable penetration, the week with the highest weight is the week number 20. This indicates that our clustering method is adaptive to the change in ESOM.

![Fig. 6. Selected time periods and weights with varying renewable portfolio standards.](image)

**C. Appropriate number of representative time periods**

Generally we regard that to some extent, there exists a certain number of representative time periods that include enough information to approximate the full time horizon with limited errors. So with the number of clusters getting close to this level, the mean absolute error should drop to an appropriate level and the results will be more acceptable. In [38], Elbow’s rule [39] is adopted to select an appropriate clustering number for picking representative periods to solve a transmission expansion planning, and a lower operating cost error below 3% is obtained. There are many other criteria to select an appropriate clustering number [39]. Figure 7 shows the approximation errors of adaptive time aggregation with different numbers of clusters. When the number of clusters reaches 30, the MAPE decreases slowly as the number of clusters increases. Therefore, 30 weeks seem to be enough to represent the full 7-year horizon in the case study.

![Fig. 7. MAPE with different clustering numbers](image)

**D. The smoothing effect of cluster centroid**

After clustering, either the centroid points or the time slices closest to the centroids of each cluster can be used as the representative periods, with the number of slices in that cluster assigned as corresponding weights [34]. Here we examine two settings: using the centroid (centroid option True) and using the time slice closest to the centroid (centroid option False). As shown in Figure 9, using the centroid increases the approximation error for all numbers of clusters. Mathematically, using the centroid means that the variation in the same cluster is averaged by other points. As shown in Figure 10, the centroid point usually represents smoother profiles of wind, solar, and load, and those extreme values in the raw profiles will be lost if the centroid is used as the representative point. For example, the raw wind power data of the week closest to the centroid has a larger variation than the profile of the centroid, and the centroid profile gets smoother and more periodic after averaging. In ESOMs, the capacity expansion decisions are not only dependent on typical days/weeks but also extreme days/weeks [40], and may be even more sensitive to the extreme scenarios which challenge the reliability of energy
systems. Across representative periods, common and rare events are both appropriately selected and weighted through the clustering method, but within representative periods, averaged data can still smooth the variation especially in IRES, resulting in underestimation of required capacities like the wind power and storage capacities.

V. CONCLUSIONS

In this article we proposed a model-adaptive clustering-based time aggregation method to better select representative periods for solving long-term ESOMs. New features are extracted based on ESOMs to improve approximation performance over traditional time aggregation. Two versions of an ESOM are designed to validate the proposed method, and the results show that the method can sufficiently reduce the approximation errors, compared to traditional time aggregation, while keeping the ESOM tractable. On the basis of clustering methods, deeper exploration into feature extraction and method settings are made to best exploit the performance of the proposed method.

By implementing this model-adaptive time aggregation method, the features from ESOMs are linked to each time period, allowing for a representation with lower dimensions. These features do help capture the characteristics of both variability in renewable sources and ESOMs. Only decision variables are used in the method validation, but there are lots of other features like dual variables of the ESOM. Exploring more relevant features from ESOMs is an interesting direction of future study.
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