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ABSTRACT

Common envelope (CE) evolution is a critical but still poorly understood progenitor phase of many high-energy astrophysical phenomena. Although 3D global hydrodynamic CE simulations have become more common in recent years, those involving an asymptotic giant branch (AGB) primary are scarce, due to the high computational cost from the larger dynamical range compared to red giant branch (RGB) primaries. But CE evolution with AGB progenitors is desirable to simulate because such events are the likely progenitors of most bi-polar planetary nebulae (PNe), and prominent observational testing grounds for CE physics. Here we present a high resolution global simulation of CE evolution involving an AGB primary and 1 M⊙ secondary, evolved for 20 orbital revolutions. During the last 16 of these orbits, the envelope unbinds at an almost constant rate of about 0.1–0.2 M⊙ yr⁻¹. If this rate were maintained, the envelope would be unbound in less than 10 yr. The dominant source of this unbinding is consistent with inspiral; we assess the influence of the ambient medium to be subdominant. We compare this run with a previous run that used an RGB phase primary evolved from the same 2 M⊙ mainsequence startoassesstheinfluenceoftheevolutionarystateoftheprimary. When scaled appropriately, the two runs are quite similar, but with some important differences.
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1 INTRODUCTION

Common envelope (CE) evolution is a brief but strongly interacting phase of binary stellar evolution whose consequences are fundamental to understanding many phenomena including planetary nebulae (PNe), the progenitors of supernovae type Ia, and the progenitors of compact binaries that become observable gravitational wave sources. The CE phase occurs when a binary orbit decays to the point that the secondary plunges into the envelope of the primary, and dissipative losses drive a fast inspiral of the secondary (Paczynski 1976; see Ivanova et al. (2013) and Jones (2020) for recent reviews). Two possible outcomes are expected: either ejection of the envelope or a merger. In this way CE evolution is thought to be the principal mechanism of forming short period binaries.

Simulations have not yet produced unbound envelopes without invoking recombination energy (Nandez et al. 2015; Nandez & Ivanova 2016; Ohlmann 2016; Prust & Chang 2019; Reichardt et al. 2020) in addition to the released orbital energy, see Iaconi et al. (2017) and Iaconi & De Marco (2019) for compilations of global CE simulations from the literature. However, both the importance and universality of the recombination energy in assisting unbinding remain unclear. This is mainly because convection and radiative losses could change the estimates but are as yet unaccounted for in simulations (Sabach et al. 2017; Grichener et al. 2018; Wilson & Nordhaus 2019; Ivanova 2018). Energy liberated to the envelope as gas accretes onto the secondary (Soker 2004; MacLeod et al. 2017; Moreno Méndez et al. 2017; Soker 2017; Chamandy et al. 2018; López-Cámara et al. 2019; Shiber et al. 2019) could also assist unbinding, but how far into the CE this could be sustained, and at what rate, remain to be determined. Processes that redistribute energy, such as convection, radiation pressure exerted on dust (Glanz & Perets 2018; Iaconi et al. 2020), excitation of pressure waves by the inspiralling secondary (Soker 1992), or interaction of the stellar cores with envelope material that has fallen back (Kashi & Soker 2011), could also help to unbind the envelope.

The inter-particle separation at the end of existing simulations is generally still too large to expect the envelope to be unbound using the standard CE energy formalism, so simulations and theory are consistent at this basic level (Chamandy et al. 2019a; Iaconi & De Marco 2019). ¹ Possible, not necessarily mutually exclusive,
reasons that simulations do not succeed in unbinding the envelope are: (i) insufficient duration (as orbital energy is still being liberated at the end of simulations, albeit very slowly in some cases); (ii) insufficient resolution (Ohlmann et al. 2016; Iaconi et al. 2018; Chamandy et al. 2019a); and (iii) non-inclusion of relevant physical processes (affecting total energy budget and energy redistribution).

In addition, global 3D simulations have so far focused on systems involving red giant branch (RGB) primaries, whose envelopes are more strongly bound compared to the asymptotic giant branch (AGB) counterparts into which they would have evolved, absent binary interaction. The larger spatial and temporal dynamic ranges of AGB stars, which have comparably dense cores but more distended envelopes, make them more challenging to simulate. However, this extra computational cost might be compensated by a smaller envelope binding energy.

Sandquist et al. (1998) performed five CE simulations with AGB primaries of 3 M⊙ or 5 M⊙, and companions of 0.4 M⊙ or 0.6 M⊙. They used a nested grid with smallest resolution element \( \delta = 2.2 R_\odot \) and a Ruffert (1993) potential with smoothing length 1.5\( \delta \). They found final separations between 4 \( R_\odot \) and 9 \( R_\odot \), but deemed them upper limits due to sensitivities to resolution and smoothing length. Smaller smoothing lengths and higher resolution produced smaller final separations. Nevertheless, Iaconi et al. (2017) estimate that ~21–46% of the envelope mass unbinds by the end of the Sandquist et al. (1998) simulations. More recently, Staff et al. (2016), performed AGB CE simulations primarily to explain a particular observed system, using a high initial orbital eccentricity. Most of their simulations consisted of a 3.05 M⊙ 473 R⊙ AGB primary (zero-age main sequence (ZAMS) 3.5 M⊙) with a secondary of mass 1.7 M⊙. Comparing their simulations “4” and “4r”, with resolutions \( \delta = 25 R_\odot \) and 12 \( R_\odot \), respectively, and smoothing length of 39 \( R_\odot \) (Ruffert 1993) for both runs, they obtain different separations of 86 \( R_\odot \) and 43 \( R_\odot \), showing a lack of convergence with resolution. They therefore report the ~10% fraction of mass unbound at the end of their simulations to be a lower limit.

Both Sandquist et al. (1998) and Staff et al. (2016) find multiple mass loss events between periods of little unbinding. The initial event is nearly contemporaneous with first periastron passage, analogous to what is seen in most RGB CE simulations. A longer quiescent phase passes until the second unbinding event, followed by another quiescent phase. In Staff et al. (2016) the second event occurs around the time of second periastron passage, but in Sandquist et al. (1998) it happens much later. In Ohlmann (2016), a second unbinding phase is also seen at the end of a simulation involving an AGB primary, using an ideal gas equation of state without recombination. Here we explore the outcome of a high resolution CE simulation involving an AGB primary, focusing on energy transfer and mass unbinding. We also compare this simulation with our extensively studied earlier fiducial RGB CE simulation (Chamandy et al. 2018, 2019a,b), whose setup was very similar2 apart from the nature of the primary. In Section 2 we summarize the numerical setup. Then, in Section 3, we use the CE energy formalism to predict the final separation for our system. Simulation results can be found in Section 4. We summarize and conclude in Section 5.

**Table 1.** Physical parameters for the two runs discussed in this work. Both runs have zero initial orbital eccentricity and in both cases the primary is initialized with zero rotation.

| Quantity          | Symbol | AGB Run | RGB Run |
|-------------------|--------|---------|---------|
| Primary age       | \( \tau \) | 1.175 \( \text{Gyr} \) | 1.041 \( \text{Gyr} \) |
| Primary mass \( M_1 \) | \( M_1 \) | 1.78 M⊙ | 1.96 M⊙ |
| Core particle mass \( M_{i,c} \) | \( M_{i,c} \) | 0.53 M⊙ | 0.37 M⊙ |
| Envelope mass \( M_{i,e} \) | \( M_{i,e} \) | 1.25 M⊙ | 1.59 M⊙ |
| Secondary mass \( M_2 \) | \( M_2 \) | 0.98 M⊙ | 0.98 M⊙ |
| Primary radius \( R_1 \) | \( R_1 \) | 122.2 \( R_\odot \) | 48.1 \( R_\odot \) |
| Initial separation \( a_i \) | \( a_i \) | 124.0 \( R_\odot \) | 49.0 \( R_\odot \) |
| Ambient density \( \rho_{\text{amb}} \) | \( \rho_{\text{amb}} \) | \( 1.0 \times 10^{-9} \text{ g cm}^{-3} \) | \( 6.7 \times 10^{-9} \text{ g cm}^{-3} \) |
| Ambient pressure \( P_{\text{amb}} \) | \( P_{\text{amb}} \) | \( 1.1 \times 10^{10} \text{ dyn cm}^{-2} \) | \( 1.0 \times 10^{10} \text{ dyn cm}^{-2} \) |

2 See also Ohlmann et al. (2016) and Prost & Chang (2019) for simulations with very similar initial conditions.

which can be used to obtain an upper limit for \( \alpha_{\text{CE}} \) (Iaconi & De Marco 2019). However, at the ends of the highest resolution simulations (e.g. Ohlmann et al. 2016), the separation is still too large to set an upper limit on \( \alpha_{\text{CE}} \) (Chamandy et al. 2019a).

3 Our RGB star has surface luminosity \( \log_{10} L_{\text{surf}} = 2.73 \) and effective temperature \( \log_{10} T_{\text{eff}} = 3.60 \), while our AGB star has \( \log_{10} L_{\text{surf}} = 3.31 \) and \( \log_{10} T_{\text{eff}} = 3.55 \).
particle and gas self-gravity), and uses the hypre library to solve for the gas gravitational potential on each AMR level. The hydrodynamics are solved using the Corner Transport Upwind (CTU) method (Colella 1990) with piecewise linear reconstruction, along with the necessary modifications to include self-gravitational forces in a momentum conserving manner. Particle-gas interactions are treated as a separate source, but conserve momentum between the particles and the gas.

For both runs, the simulation domain has dimension $L_{\text{box}} = 1150 R_\odot$ and extrapolating hydrodynamic boundary conditions. The boundary conditions for the Poisson solver are calculated using a multipole expansion of the gas distribution. The base and highest resolutions are $\delta_0 = 2.25 R_\odot$ and $0.07 R_\odot$ respectively. See Chamandy et al. (2018) for a discussion of the numerics for the RGB run. For the AGB run, the mesh was refined at AMR level 3 with resolution $\delta_3 \approx 0.28 R_\odot$ everywhere inside a spherical region of radius $r_{\text{ref}}$, taken initially to be somewhat larger than the initial separation $a_i$ and gradually decreased as the binary separation decreased. This $r_{\text{ref}}$ is centred on the AGB core particle and, after $t = 65 \text{d}$, on the particles’ centre of mass. Additionally, a roughly spherical region of radius $\approx 12 R_\odot$ was resolved at AMR level 5 or $\delta_5 \approx 0.07 R_\odot$ around the primary core particle, and the same extra refinement was added around the secondary after $t = 44.9 \text{d}$. Thus, $r_{\text{soft}} = 2.4 R_\odot \approx 34 \delta_5$ and the softening radius was kept constant during the run. A buffer zone of 8 cells per level allowed the resolution to transition gradually between the lowest and highest refinement levels. As shown in Appendix B, the total energy $E$ in the simulation, accounting for fluxes through the domain boundaries, gradually increases, and both simulations were stopped when the energy gain reached $\Delta E/|E_i| \approx 0.05$.

## 3 THEORETICAL EXPECTATIONS

The energy formalism is a statement of energy conservation, expressed by equating the initial binding energy of the envelope with the change in orbital energy of the system multiplied by an efficiency, $\alpha_{\text{CE}}$, where $\alpha_{\text{CE}} \leq 1$ (Webbink 1984; Iben & Tutukov 1984; Ivanova et al. 2013):

$$\frac{GM_1 M_{\text{e}}}{a_1} = \alpha_{\text{CE}} \left( \frac{GM_1}{2} \frac{M_{\text{e}}}{a_i} - \frac{M_1}{a_i} \right).$$

(1)

Here $G$ is Newton's constant and $M_{\text{e}} = M_1 - M_\text{e}$ is the mass of the primary's envelope. The parameter $\alpha$ can be computed directly from the envelope binding energy, and evaluates to 0.91 (1.31) for the AGB (RGB) star simulated. If the initial and final orbits are assumed to be circular, $a_i$ and $a_f$ are equal to the initial and final orbital separations, respectively. The initial (final) state entails a completely bound (unbound) envelope.

Even without sinks like radiation, $\alpha_{\text{CE}} < 1$ is ensured because unbound gas generally contains more than the threshold energy it needs to unbind (Ivanova et al. 2013; Chamandy et al. 2019a) (regardless of the precise energy condition for unboundedness adopted) and this excess is not otherwise accounted for in equation (1). Population synthesis studies obtain $0.1 \leq \alpha_{\text{CE}} \leq 0.3$ (Davis et al. 2010; Zorotovic et al. 2010; Cojocaru et al. 2017; Briggs et al. 2018); $\alpha_{\text{CE}}$ likely varies from one binary system to another.

Initial values of the various energy components associated with the particles, or integrated over the envelope gas (not including ambient gas) are listed in Table 2 for the initial orbital separation of $a_i = 124 R_\odot$ and $a_i = 284 R_\odot$ (Roche limit separation) are also shown for reference. A Newtonian potential is assumed for $|r - r_1| < r_{\text{out}}$; using instead the spline potential employed in the simulation results in a positive change of $< 0.02 \times 10^{47} \text{erg}$ in $E_{\text{pot},e-i}$. Particle 1 refers to the AGB core particle, and particle 2 to the secondary.

| Energy component at $t = 0$ | Symbol | $a_i = 124 R_\odot$ | $a_i = 284 R_\odot$ |
|-----------------------------|--------|---------------------|---------------------|
| Particle 1 kinetic | $E_{\text{bulk},1,i}$ | 0.03 | 0.01 |
| Particle 2 kinetic | $E_{\text{bulk},2,i}$ | 0.17 | 0.07 |
| Particle-particle potential | $E_{\text{pot},1-2,i}$ | $-0.16$ | $-0.07$ |
| Envelope bulk kinetic | $E_{\text{bulk},e,i}$ | 0.07 | 0.03 |
| Envelope internal | $E_{\text{int},e,i}$ | 0.71 | 0.71 |
| Envelope-envelope potential | $E_{\text{pot},e-e,i}$ | $-0.57$ | $-0.57$ |
| Envelope-particle 1 potential | $E_{\text{pot},e-p,1,i}$ | $-0.88$ | $-0.88$ |
| Envelope-particle 2 potential | $E_{\text{pot},e-p,2,i}$ | $-0.37$ | $-0.16$ |
| Particle total | $E_{1-2,i}$ | 0.04 | 0.02 |
| Envelope total | $E_{e,i}$ | $-1.05$ | $-0.88$ |
| Total particle and envelope | $E_{\text{CE},1-2,i}$ | $-1.01$ | $-0.86$ |

### Figure 1.
Evolution of inter-particle separation for the AGB and RGB runs. Time is normalized by the respective initial orbital period: $P_i = 96.5$ for the AGB run and $P_i = 23.2$ days for the RGB run. Separation is normalized with respect to the initial orbital separation, $a_i = 124 R_\odot$ and $a_i = 49 R_\odot$, respectively. (See Figure 7 for the separation evolution with days as the unit of time.)

| $\alpha_{\text{CE}}$: | 0.1 | 0.25 | 0.5 | 1 |
|----------------------|-----|-----|-----|---|
| $a_i (R_\odot)$      | 124 | 284 | 109 | 49 |
| $a_f (R_\odot)$      | 13.1| 1.3 | 0.4 | 0.3 |

Table 2. Initial energy components, in units of $10^{47} \text{erg}$, for the AGB run, with initial separation $a_i = 124 R_\odot$. Values for $a_i = 284 R_\odot$ (Roche limit separation) are also shown for reference. A Newtonian potential is assumed for $|r - r_1| < r_{\text{out}}$; using instead the spline potential employed in the simulation results in a positive change of $< 0.02 \times 10^{47} \text{erg}$ in $E_{\text{pot},e-i}$. Particle 1 refers to the AGB core particle, and particle 2 to the secondary.

Table 3. Final inter-particle separations $a_f$ predicted by equation (1) for various assumed values of $\alpha_{\text{CE}}$. The smaller of the two initial separations $a_i$ shown is that used in the given simulation, while the larger of the two is the Roche limit separation. Larger initial separation means larger initial orbital energy, so more orbital energy is released down to a given final separation $a_f$. 

---

4 hypre: High Performers Preconditioners (see http://www.llnl.gov/CASC/hypre/).
124 R⊙ as well as the Roche limit separation (Eggleton 1983) of 284 R⊙ (see Chamandy et al. (2019a) for details and the RGB simulation). These values can be used to estimate αf from equation (1), given a choice for αCE. The results are shown in Table 3 for both the AGB and RGB runs. The envelope would thus be expected to be ejected with greater αf for the AGB run than for the RGB run, assuming similar values of αCE, although this assumption may not be justified (Iaconi & De Marco 2019).

4 SIMULATION RESULTS

4.1 Orbital Evolution

In Figure 1 we show the inter-particle separation a, normalized by the initial separation a0, plotted against time in initial orbital periods Pt, for the AGB (blue) and RGB (red) runs. In these units, the separation evolution for the two runs is fairly similar, but the plunge of the secondary (here defined to be down to the first periastron) is slightly slower and shallower in a/a0 by ~ 4/3 for the AGB run. However, by the tenth apastron passage, which is just prior to the end of the RGB simulation and at t/Pt ≈ 2 in the AGB simulation, this factor has reduced to about 9/8, implying that the AGB run tightens faster when time is measured in orbits and distance in a/a0.

The particles have not reached a stationary orbit by the end of either simulation, since a is not fully unbound (Section 4.5). Hence, if a at the end of the simulation were less then a0 predicted for αCE = 1 in Table 3, then a could have been used to place an upper limit on αCE.5 At the end of the AGB run a ≈ 15.5 R⊙, or about 1.6 times larger than the threshold value of 9.8 R⊙ needed to constrain αCE in this way. At ten orbits, corresponding to the end of the RGB run, a ≈ 19.5 R⊙ for the AGB run and a ≈ 7.0 R⊙ for the RGB run, so we are slightly closer to the value of a needed to place an upper limit on αCE in the AGB run – a ratio of 2.0, as compared to 2.7 for the RGB run.

4.2 Drag Force Evolution

The azimuthal component of the gas dynamical friction force on the secondary, computed in the non-inertial rest frame of the primary core particle (labeled ‘1′), for the AGB run (blue) and the RGB run (red).

A simple estimate based on Bondi-Hoyle-Lyttleton theory (Hoyle & Lyttleton 1939; Bondi & Hoyle 1944) gives F2 = 4πG2M2ρ0v0/(c02 + v2)3/2, where ρ0, v0, and c0 are, respectively, the original gas density, secondary orbital speed and sound speed, computed using the unperturbed primary at radius r = a(t) (the orbital speed is computed using the mass interior to the orbit). In both runs, this formula correctly predicts the drag force to within a factor of ~ 2 just prior to the first periastron passage, and at late times correctly predicts the periodicity and phase, but greatly overestimates the magnitude. At ten orbits (at apastron: t = 193 d for the AGB run and t = 40 d for the RGB run) we find F2/a ≈ 0.05 for both runs. At t = 20 orbits, around the end of the AGB run, the drag force, averaged over a few periods, is about 0.03F0. While this discrepancy is slightly reduced in the RGB case when density stratification in the surrounding medium is accounted for (Dodd & McCrea 1952), the discrepancy in the AGB case remains about the same. The more refined treatment of Ostriker (1999) was also found to be inadequate in general (Chamandy et al. 2019b). Discrepancies arise because the assumptions of these models are not always justified in the CE context.

Recent studies have progressed our understanding of how the dynamical friction force on the perturbers in a gaseous medium behaves under complicating conditions that are present in the CE context. These include curvilinear motion, stratification, bigness, non-linear perturbations owing to large perturber masses, and motion of the perturber centre of mass (Sánchez-Salcedo & Brandenburg...
in arbitrary units, using dotted lines in faint blue (AGB) and faint red (RGB). In the RGB run, the mass around the primary core particle, as shown by the solid and dashed red lines in the top panel of Figure 3, peaks sharply at the first periastron passage, and then decreases suddenly until about halfway between the first apastron passage and second periastron passage. The average mass then decreases secularly, modulated by oscillations such that it peaks at each periastron passage. These oscillations are in phase with oscillations of the mass around the secondary, and Chamandy et al. (2018) suggested that the individual mass distributions around the particles overlap more as the particles approach, leading to a larger mass within each control sphere. The mass around the secondary in the RGB run (bottom panel, red) increases dramatically just before the first periastron passage, before increasing more slowly, and then still more slowly after about the third periastron passage, before leveling off.

While the overall behaviour in the AGB run is similar, there are differences. Most strikingly, the decrease in mass around the primary core particle after the first periastron passage is much smaller than in the RGB case, and there is a much smaller amplitude of oscillations. These differences can be explained qualitatively. Firstly, the secondary does not come nearly as close to the primary core particle in the AGB case, and is thus less able to tidally disrupt and draw matter away from the AGB core at early times. Also, the individual “envelopes” around the particles do not overlap as much. This may explain the smaller oscillations, though a more detailed explanation is warranted. Secondly, the AGB core represented by the primary core particle is about 1.5 times more massive than the RGB core, so it retains the more gas within the control sphere in spite of strong tidal perturbations. Thirdly, the gas is more centrally condensed around the core in the AGB case compared to the RGB case (Section 4.4 and Appendix A). It would be interesting to use theoretic models and local hydrodynamic wind tunnel simulations to further study the evolution of the mass distributions around the particles during CE evolution.

4.4 Morphological Evolution

Density slices through the orbital plane at various evolutionary times are shown in Figure 4, with primary core particle and secondary softening spheres labeled by small purple and blue circles, respectively. Figure 5 shows vertical slices through the particles for the last four times shown in Figure 4. Morphologies are broadly consistent with those found in other CE simulations, and so we do not describe them in detail here. However, at \( t = 250 \) d or about 18 orbits (final snapshot), we note evidence for mixing between spiral layers, particularly to the left of the particles in the bottom-right panel of Figure 4. Similar mixing was also noted by Ohlmann et al. (2016), who attributed it to Kelvin-Helmholtz instabilities between adjacent layers. Whether such mixing in our simulation is physical or caused by numerical effects should be explored in future work.

We now compare morphologies obtained for the AGB and RGB runs. In Figure 6, the top row shows results for the AGB run and the
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**Figure 3.** Evolution of mass within control spheres around the primary core particle, labeled ‘1’ (top), and the secondary, labeled ‘2’ (bottom), for the AGB run (blue) and the RGB run (red; but see footnote 6). The dotted curves show the separation \( a \) in arbitrary units, for reference.

4.3 Secondary Accretion and Primary Core Stripping

In Figure 3 we plot the integrated mass within control spheres centred on the primary core particle (top panel) and the secondary (bottom panel) for the AGB run (blue) and RGB run (red). In each case, results using control spheres of radius 2 \( R_\odot \) (dashed) and 3 \( R_\odot \) (solid) are shown (see also Chamandy et al. 2018). Solid and dashed curves are separated by about a factor of two in mass but otherwise look similar. The inter-particle separation for each run is also plotted.
Figure 4. Slice through the orbital plane showing the gas density \( \rho \) in g cm\(^{-3}\). Particle softening spheres (radius 2.4 R\(_\odot\)) are shown with purple and blue circles, for the primary core particle and the secondary, respectively. Snapshots (row by row from left to right) show \( t = 0, 25, 50, 75, 100, 150, 200, \) and 250 d, in the simulation rest frame, with the origin of the simulation domain at (0, 0).

Figure 5. Snapshots of gas density in g cm\(^{-3}\), at \( t = 100, 150, 200, \) and 250 d, showing vertical slices containing both particles. The primary core particle is on the left, the secondary is on the right, and the particle centre of mass is placed at the origin.

bottom row the RGB run. We plot the final frame of the RGB run, which ended after 10 orbits (\( t = 40 \) d), and the AGB run is plotted after the same number of orbits (\( t = 193 \) d) for comparison. The first and third columns respectively show horizontal and vertical slices of gas density, sliced through the particles. The field of view in the bottom row is equal to that in the top row if lengths are normalized by the value of \( a_i \) in each run. Note that the colour bar for the RGB run is shifted up by one order of magnitude to account for the larger densities in that run.

The morphology for the two runs is strikingly similar. However, the mass in the AGB run is more centrally concentrated as compared to the RGB run. This is true even at \( t = 0 \), as seen by comparing the density profile in Appendix A with that in Chamandy et al. 2019a. For the AGB run, the density is largest at the location of the primary core particle. Outside of the high-density region of diameter \( \sim 80 R_\odot \) around the particles, there is a gradual, approximately exponential decline with radius. For the RGB run, the density is largest at the secondary. There is a comparable high-density region surrounding the particles, but surrounded by a region of diameter \( \sim 110 R_\odot \) where the density decreases weakly with radius, outside of which it decreases more steeply.

The edge-on view after 10 orbits, presented in the third column of Figure 6, is also very similar for the two runs. A partially evacuated conical region has developed with axis roughly coincident with the vertical axis passing through the particle centre of mass. The maximum density contrast between the walls of this cavity and its interior, along lines parallel to the orbital plane, is typically in the range 2–4 (measured using the slices shown and orthogonal vertical slices through the particle centre of mass), with the contrast marginally higher in the AGB case than the RGB case. The full opening angle is of order 50°–70°, with values in the AGB case being slightly smaller than for the RGB case.

4.5 Envelope Unbinding and Mass Budget

We consider gas to be unbound if the gas energy density, defined as the sum of its bulk kinetic, internal, self-gravitational potential, and gas-particle potential energy densities is positive, namely,
Here blue denotes bound gas and red unbound. The third and fourth columns are similar but now for the orthogonal slice, also through the particles. The size of the field of view is proportional to the initial orbital separation.

Figure 6. Comparison of AGB run (top row), and RGB run (bottom row), at 10 orbits, corresponding to \( t = 193 \text{ d} \) for the AGB run and to \( t = 40 \text{ d} \) for the RGB run. The left column shows snapshots of gas density \( \rho \) in the orbital plane. The primary core particle is located on the left, the secondary on the right, and the particle centre of mass at the origin. The second column shows the same slice but for the normalized gas energy density \( \tilde{E}_{\text{gas}} / \max(\tilde{E}_{\text{bulk,gas}} + \tilde{E}_{\text{pot,gas}} - \tilde{E}_{\text{pot,gas}}) \).

Figure 7. Mass evolution in the AGB and RGB runs. Upper solid lines (light blue for the AGB run and orange for the RGB run) show the sum of the initial envelope mass \( M_{\text{env},i} \) and change in total mass \( \Delta M \), accounting for mass that has entered or exited through the domain boundaries; lines are horizontal because mass is conserved (\( \Delta M = 0 \)). For the upper dashed lines, the change in mass \( \Delta M_{\text{gas}} \) includes only mass inside the simulation box, and hence does not account for mass flux through the boundaries. Lower solid lines (dark blue for the AGB run and red for the RGB run) show the change in the unbound mass \( \Delta M_{\text{unb}} \), accounting for the flux through the domain boundaries. Gas is called “unbound” if it has positive energy density. Dashed lines do not account for flux through the boundaries.

\[
E_{\text{gas}} = \tilde{E}_{\text{bulk,gas}} + \tilde{E}_{\text{pot,gas}} + \tilde{E}_{\text{pot,gas}} - \tilde{E}_{\text{pot,gas}} - 1 + \tilde{E}_{\text{pot,gas}} - 2 > 0.
\]

Subscript 1 refers to the primary core and 2 refers to the secondary.

The mass of unbound gas is plotted in Figure 7 as a solid dark blue (red) line for the AGB (RGB) run. Solid light blue (orange) lines show the sum of the initial AGB (RGB) envelope mass and any mass change \( \Delta M \) during the simulation (the latter is negligible so the lines are horizontal). Dashed lines show the values for the same quantities inside the simulation box – that is, neglecting fluxes through the domain boundaries. The early evolution of the unbound mass in the AGB case is rather similar to that in the RGB case. The rate of mass unbinding accelerates until the first periastron passage, when it peaks, and then decreases more slowly. The decrease is due to energy transfer from unbound envelope material to the ambient medium (Chamandy et al. 2019a). The fractional unbound mass \( \Delta M_{\text{unb}} / M_{\text{env},i} \) for the two runs at the peak is very similar, namely 11% for the AGB run and 14% for the RGB run.

However, in the AGB run, the mass of unbound gas rises again after \( t \sim 125 \text{ d} \). That this upturn happens at about 4 orbits and has not (yet) happened by the end of the RGB run after 10 orbits can partly be explained by the lower density (factor of \( \approx 7 \)) and pressure (factor of \( \approx 10 \)) of ambient gas in the AGB run. The AGB run also exhibits significant gas outflow through the domain boundaries, after which this gas cannot lose energy to ambient material. The rate of unbinding between \( t = 125 \text{ d} \) and the end of the AGB simulation is remarkably constant with mean value \( M_{\text{unb}} = 0.17 M_\odot \text{yr}^{-1} \) and standard deviation 0.03 \( M_\odot \text{yr}^{-1} \). At this rate, the envelope would completely unbind in 7 yr. Envelope ejection times of order 10 yr are comfortably shorter than estimates of the ages of PNe (\( \sim 10^5 - 10^6 \text{ yr} \)) and even pre-PNe (\( \sim 10^5 - 10^7 \text{ yr} \); Bujarrabal et al. 2001).

Orbital plane slices, like those of the bottom row of Figure 4, are plotted for the energy density in Figure 8. We normalize \( \tilde{E}_{\text{gas}} \) with respect to either the sum of the positive contributions \( \tilde{E}_{\text{bulk,gas}} + \tilde{E}_{\text{int,gas}} \) or the modulus of the sum of the negative contributions \( |\tilde{E}_{\text{pot,gas}} - \tilde{E}_{\text{pot,gas}} - 1 + \tilde{E}_{\text{pot,gas}} - 2| \). Whichever of the two is greater, white represents marginally bound or unbound gas.
blue (red) represents bound (unbound) gas, with darker shades for gas which is more bound (unbound). Energy is transferred from the particles to the gas as the particles lose orbital energy (see also Section 4.6). Much of this liberated energy propagates outward within spiral density waves, unbinding some gas that had been marginally bound (Chamandy et al. 2019a). This process is visible in Figure 8, where outward moving wave crests gradually turn the outer-envelope from blue to red whilst expanding. Moreover, the blue shade of most envelope gas whitens, as it becomes less strongly bound.

To compare envelope unbinding for the AGB and RGB runs, we turn to Figure 6. Here the second and fourth columns show the normalized energy density \( E_{\text{gas}}/\max(E_{\text{bulk, gas}} + E_{\text{int, gas}} - E_{\text{pot, gas}}) \) in horizontal and vertical slices through the particles, after 10 orbits (at 193 d for the AGB run and 40 d for the RGB run). The AGB run is plotted in the top row and the RGB run in the bottom row. The much paler blue in the top panels compared to the bottom panels tell us that most of the envelope is less strongly bound for the AGB run. Moreover, in the right column we see that gas along the orbital axis above and below the orbital plane is partially unbound in the AGB run, but not in the RGB run. In short, outward transfer of energy is reduced in the RGB run at this stage compared to the AGB run, likely due to a much higher gas density surrounding the particles in the RGB case.

Figure 8. Same slices as the bottom row of Fig. 4, at \( t = 100, 150, 200, \) and 250 d, but now showing the normalized gas energy density \( E_{\text{gas}}/\max(E_{\text{bulk, gas}} + E_{\text{int, gas}} - E_{\text{pot, gas}}) \). Positive red values show unbound gas with \( E_{\text{gas}} > 0 \), negative blue values show bound gas, and white shows marginally bound or unbound gas.

Figure 9. Energy terms (after subtracting initial ambient values). Both models are plotted using the same colours and line styles but the RGB run is plotted with paler shades, and the lines terminate just after \( t/P_1 = 1.7 \). Quantities are the total energy of terms involving gas in the simulation domain \( E_{\text{gas, box}} \), the total energy of terms involving particles only \( E_{l,2} \), the total energy in the simulation domain \( E_{\text{box}} \), and the total energy including the integrated flux through the boundaries, \( E \).

Figure 10. Energy terms in each simulation, plotted after subtracting initial ambient values and normalizing to initial total energy (minus ambient). Both models are plotted using the same colours and line styles but the RGB run is plotted with paler shades, and the lines terminate just after \( t/P_1 = 1.7 \). Terms are the bulk kinetic energy of the primary core particle and the secondary, \( E_{\text{bulk, 1}} \) and \( E_{\text{bulk, 2}} \), respectively, the potential energy due to the interaction between the particles, \( E_{\text{pot,1−2}} \), the bulk kinetic, internal, and self-gravitational potential energies of gas inside the simulation domain \( E_{\text{bulk, gas, box}}, E_{\text{int, gas, box}} \) and \( E_{\text{pot, gas−gas, box}} \), respectively, and the potential energy due to the interaction between the gas in the simulation domain and each particle, \( E_{\text{pot, gas−1, box}} \) and \( E_{\text{pot, gas−2, box}} \).

4.5.1 Influence of Ambient Gas

Could diffusivemixing of bound envelope gas with the hot ambient medium evolve to \( t = 125 \) d, rather than inspiral, explain the change in \( \Delta M_{\text{amb}} \) between \( t = 125 \) d and \( t = 263 \) d in the AGB? The diffusivity at the interface between bound and unbound gas can be estimated as \( \eta \sim \frac{1}{3} \rho c_s \), where the sound speed is typically \( c_s \approx 40 \) km s\(^{-1}\) and the base numerical resolution is \( \theta_0 = 2.25 \) R\(_{\odot}\). The diffusion length is given by \( l_\delta \sim (\eta \Delta t)^{1/3} \), and adopting \( \Delta t = 138 \) d we obtain \( l_\delta \sim 23 \) R\(_{\odot}\). The total mass that can be unbound by diffusion can be estimated as \( M_\delta \sim 4\pi R^2 l_\delta \rho \). Here \( R \approx 300 \) R\(_{\odot}\) is the radius of the surface demarcating the bound envelope from unbound gas.
and $\chi = \varepsilon_{\text{gas, unb}}/|\varepsilon_{\text{gas, bou}}|$, where $\varepsilon_{\text{gas, unb}}$ and $\varepsilon_{\text{gas, bou}}$ are respectively the energy densities of the unbound and bound gas on either side of the interface (up to a depth $\sim l_\text{i}$). Examination of 2D slices of $\varepsilon_{\text{gas}}$ reveals that on average $\chi \sim 1$. Near the interface, the density of bound material is $\rho \sim 10^5$ g cm$^{-3}$. Thus, we estimate the mass unbound due to diffusive mixing with already-present hot gas as $M_G \sim 0.004 M_\odot$. This is small compared with the change in $\Delta M_\text{unb}$ of 0.067 $M_\odot$ between $t = 125$ d and $t = 163$ d. The surface area could be larger than $4 \pi R^2$ since some of the bound material is located within intermediate-scale structures produced by prior mixing, which would increase the estimate of $M_G$. On the other hand, our estimate assumes, very conservatively, that all of the available energy in the surrounding unbound gas is transferred to the bound gas, and is distributed optimally such that previously bound material is unbound with $\varepsilon_{\text{gas}} = 0$. Factoring in the inefficiency of this process would thus decrease the estimate of $M_G$. Also, much of the unbound gas within a diffusion length could have originated in the envelope rather than sourced by the initial ambient medium, so our estimate of $M_G$ is likely an upper limit on the contribution to unbinding from the ambient gas, which is thus overall likely to be a subdominant effect.

Thus, while it seems likely that the orbital energy released by the inspiral is primarily responsible for the unbinding between $t = 125$ d and $t = 263$ d, the ambient medium might be playing some role. Our choice of ambient medium parameter values was constrained by the need to keep the ambient pressure similar to that at the stellar surface and the ambient temperature small enough to avoid miniscule time steps. Achieving reduced ambient density and temperature in future CE simulations is a priority.

### 4.6 Overall Energy Budget

Here we describe the evolution of the various energy contributions, integrated over the simulation domain. Figure 9 shows the evolution of the particle energy $E_{1-2} = E_{\text{bulk,1}} + E_{\text{bulk,2}} + E_{\text{pot,1-2}}$, the gas energy in the domain $E_{\text{gas, box}}$, equal to the volume integral of $\varepsilon_{\text{gas}}$, defined above, and the total energy in the domain $E_{\text{box}} = E_{1-2} + E_{\text{gas, box}}$, as well as the total energy accounting for fluxes across the domain boundaries, $E$. The paler shaded curve of a given colour (extending to $t/P_i \sim 1.7$) shows the RGB run, while the darker shade of the same colour shows the AGB run. The initial energy of the ambient gas has been subtracted from the curves showing $E_{\text{gas, box}}$, $E_{\text{box}}$, and $E$, and the curves have been normalized by the initial value of $E = E_{\text{box}}$ (minus the ambient energy).

In both runs, the dashed cyan line does not deviate very much from the black/grey line, which implies that the flux of gas energy through the boundaries is small. We also see that in both runs the total energy is reasonably well conserved but that there is a $\sim 5\%$ energy gain by the end of each run owing to numerical effects (see Appendix B), but evolution of the normalized gas (orange) and particle (green) energies are remarkably similar for the two runs.

Looking at the evolution of the individual energy terms reveals significant differences between the two runs, in addition to the similarities. All of these terms are plotted in Figure 10, again subtracting the respective initial value for the ambient medium (for terms involving gas) and normalizing by the initial energy of the envelope-particle system with ambient energy subtracted. The evolution curves of the terms $E_{\text{rim, gas, box}}$, $E_{\text{bulk,1}}$, $E_{\text{bulk,2}}$, and $E_{\text{pot,1-2}}$ are very similar between runs, so we focus on the other terms. The term $E_{\text{pot, gas, gas-box}}$ (dash-dotted red) is relatively more important in the RGB run. This term scales roughly as $M_{1,e}^2$, so the larger envelope mass of the RGB star makes more of a difference than for other terms. Likewise, the larger envelope mass makes the term $E_{\text{pot, gas-2, box}}$ (dashed purple) relatively more important for the RGB run. At around the first periastron passage, $|E_{\text{pot, gas-2, box}}|$ peaks more strongly in the RGB run than in the AGB run, and there is a corresponding increase in the bulk kinetic energy of gas $E_{\text{bulk, gas-box}}$ (dotted red), and reduction in the magnitude of $E_{\text{gas, gas-box}}$. These features are consistent with the relatively deeper plunge of the secondary in the RGB run (Figure 1), and the associated violent ejection and expansion of envelope material.

### 5 SUMMARY AND CONCLUSIONS

We carried out a high-resolution AMR hydrodynamic simulation of CE evolution involving a ZAMS $2 M_\odot$ AGB primary (modeled as a central point-particle and extended envelope) and $1 M_\odot$ secondary (modeled as a point particle). In the latter half of the simulation, the envelope steadily unbinds at the rate of $\sim 0.17 M_\odot$ yr$^{-1}$. Were this to continue until the envelope is completely unbound, the CE phase would last $\sim 7$ yr. This is short compared to age estimates of PNe containing post-CE binary central stars. At the end of the run, the mean inter-particle separation continues to decrease but is still $\sim 1.6$ times too large to place an upper limit on the commonly used theoretical parameter $a_{\text{CE}}$. Due to imperfect energy conservation, we stopped the simulation beyond about 20 orbits (at $\sim 5\%$ energy gain). Energy conservation is a ubiquitous problem in mesh-based CE simulations, and addressing it should be prioritized to enable longer runs.

We compared the results of this AGB run to one with the same secondary but a ZAMS $2 M_\odot$ RGB primary (Chamandy et al. 2018, 2019a,b) by scaling our present results to the same relative initial binary separation $a_i$ (about $2\%$ larger than the primary radius for both runs), orbital period $P_i$, and initial energy of the binary. In these scaled units of time and distance, the separation-time curves for the particles are similar between runs, but the first periastron passage occurs at somewhat larger values of $a/a_i$ and $t/P_i$ in the AGB case. If instead we use orbital revolutions as the unit of time, then $a/a_i$ decreases faster for the AGB run than the RGB run between the first periastron passage and tenth apastron passage, at which point we are closer to placing an upper limit on $a_{\text{CE}}$ than for the RGB run. Hence, while AGB CE simulations are more numerically demanding than their RGB counterparts, they may offer certain strategic advantages.

We compared the evolution of the drag force on the secondary in the non-inertial rest frame of the primary core particle. Though an order of magnitude smaller in the AGB run, the drag force evolution in the two runs is very similar. The discrepancy between the measured force and that crudely estimated using Bondi-Hoyle-Lyttleton theory is approximately equal between the two runs. In the AGB run, which lasts for twice as many orbital revolutions as the RGB run, the drag force becomes even smaller, and the discrepancy even greater, as the simulation progresses.

We also explored the evolution of gas surrounding the particles. We found that gas stripping from that bound to the primary core near the time of first periastron passage and mass pileup near the secondary core are less significant in the AGB run compared to the RGB run. This is likely because the secondary does not get as close to the AGB core (particle-gas), and because the AGB core is more tightly bound compared to the RGB core. Assuming gas to be unbound when its total energy density, including potential
energy between gas and particles, is positive, the maximum in the unbound mass occurs just after the first peri astron passage in both cases with a very similar peak value: 14% for the RGB run and 11% for the AGB run. More simulations are needed to further explore the parameter dependence of this relative insensitivity to giant phase.

In the second, longer unbinding event in the AGB run, which was still ongoing at the end of the simulation, the outward transport of liberated orbital energy transforms negative energy density gas to positive in the outermost envelope, whilst gas energy density in the bulk of the envelope increases secularly to become less and less negative. Simulations with smaller ambient temperature and density would further confirm that the unbinding seen is dominated by extraction of energy from the inspiral. We compared the spatial distribution of the normalized energy density (where $-1$ corresponds to maximally bound and $1$ to maximally unbound) in the two runs. After 10 orbits, the normalized energy density in the inner envelope is comparable between the two runs, but is significantly larger in the outer envelope for the AGB case, apparently because outward energy transport by spiral shocks is impeded by a dense inner envelope in the RGB case.

For the individual energy terms (normalized by the total initial energy), there was a high level of agreement between the two runs, but with a few notable differences. The potential energy term involving the primary core and envelope is relatively more important in the AGB case (higher particle mass, more centrally condensed envelope), while the potential energy terms involving the secondary and envelope and self-gravity of the envelope are relatively more important in the RGB case (larger envelope mass).

Our setup can eventually be improved by using a synchronously rotating primary initialized at the Roche limit separation (MacLeod et al. 2018; Reichardt et al. 2019), although this comes at a much higher computational cost. Radiative transfer and a more realistic non-ideal equation of state are needed. Including these ingredients will allow us to model ionization and recombination, radiative cooling, and convection, all of which are likely important for the budget and redistribution of energy in the envelope, and more accurate modeling of envelope unbinding.

Despite these caveats, the projection of $\sim 7$ yr to unbind the envelope suggests that the universal failure in previous simulations to eject it without recombination is unlikely a consequence of insufficient physics, but the result of a combination of numerical limitations and insufficient run time. Nevertheless, the need to improve both the physics and the numerical capabilities of simulations remains, while also expanding into new regions of phenomenologically relevant parameter space.
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APPENDIX A: INITIAL CONDITIONS

Initial profiles for the AGB primary star used are presented in Figure A1. We refer the reader to Chamandy et al. (2019a) for the same profiles for the RGB star used.

APPENDIX B: ENERGY NON-CONSERVATION

The degree to which energy conservation is satisfied for our AGB run (denoted Model A) and two lower resolution AGB runs (Models B and C) is shown in Figure B1, where the fractional change in the total energy (accounting for flux through the domain boundaries) is plotted. The level of adherence to energy conservation is sensitive to the resolution around the primary core particle, and, after the first periastron passage, also to the resolution around the secondary. The inter-particle separation is also plotted as a dashed line for each run both to illustrate the dependence of the total energy variation on the orbital evolution, and to give a sense of how sensitive is the separation curve to small changes in resolution.

Figure A1. Top panel: Radial profile of gas density for the AGB star modeled using MESA (thick orange) and the profile of our 3D AGB star in the simulation at $t = 0$ (thin black). Middle panel: Comparison of the internal energy density profiles in the MESA model, simulation initial condition, and MESA model with the equation of state replaced with an ideal gas equation of state, as in the simulation (dashed red). Bottom panel: Comparison of (negative of) potential energy density profiles in the MESA model and simulation initial condition.
Figure B1. Evolution of the total energy $E$, as a fraction of the initial energy $|E_i|$, for three different runs with varying resolution. This accounts for the energy within the simulation domain as well as that which has entered or exited through the boundaries. Model A, which employs high resolution at AMR level 5 around both particles, is the fiducial AGB run discussed in this paper. Model A restarts from Model B, for which high resolution is used near the primary core particle only. Model C resolves the envelope at AMR level 3 like the other runs, but does not employ higher resolution around either particle.