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ABSTRACT. The period for a compact Riemann surface, defined by the integral of 
differential 1-forms, is a classical complex analytic invariant, strongly related to the 
complex structure of the surface. In this paper, we treat another complex analytic 
invariant called the pointed harmonic volume. As a natural extension of the period 
defined using Chen’s iterated integrals, it captures more detailed information of the 
complex structure. It is also one of a few explicitly computable examples of complex 
analytic invariants. We obtain its new value for a certain pointed hyperelliptic curve. 
An application of the pointed harmonic volume is presented. We explain the rela-
tionship between the harmonic volume and first extended Johnson homomorphism 
on the mapping class group of a pointed oriented closed surface.

1. Introduction

Let $C$ be a compact Riemann surface of genus $g \geq 2$ and $P_0 \in C$ a point. The period 
integral on $C$ is defined by the integral of the differential 1-form along a loop in $C$ with 
base point $P_0$. It has been studied in the fields of algebraic geometry, complex analysis, 
differential topology, and mathematical physics. Many variants of the period integral 
have been generated. In this paper, we confine our attention to the pointed harmonic 
volume for $(C, P_0)$ using Chen’s [1] iterated integrals. The iterated integral, defined 
in the 1970s, is a kind of period integral that can be considered a differential form on 
the fundamental group of smooth manifolds as used in de Rham homotopy theory. We 
remark that the iterated integral of length two is called a quadratic period by Gunning 
[4]. Harris [7, 9] defined the harmonic volume for $C$ by means of Chen’s iterated 
integrals. Moreover, he gave the definition of the pointed harmonic volume for $(C, P_0)$. 
But, the name pointed harmonic volume was given by Pulte [22]. The harmonic volume 
$I_C$ is a restriction of the pointed harmonic volume $I_{(C, P_0)}$. Let $\mathcal{M}_g$ denote the moduli 
space of compact Riemann surfaces of genus $g$. The harmonic volume can be regarded 
as a real analytic section of a local system on the Torelli space of compact Riemann 
surfaces of genus $g$. Here, the Torelli space is $\mathcal{M}_g$ with a first integral homology marking. 
We can interpret the harmonic volume as the volume of a 3-chain in the torus $\mathbb{R}^3/\mathbb{Z}^3$. 
It gives the first Griffiths Abel–Jacobi maps for the Jacobian variety $J(X)$. As its 
application, Harris [8, 9], Faucette [2], Tadokoro [26, 27, 29], and Otsubo [20] proved 
that the Ceresa cycle in $J(X)$ for some special $X$ is algebraically nontrivial. As an 
aside, Hain [6] and Pulte [22], by means of the pointed harmonic volume, obtained 
a pointed Torelli theorem stating that the truncation of the fundamental group ring 
$\mathbb{Z}\pi_1(C, P_0)$ determines the complex structure of the pointed compact Riemann surface 
$(C, P_0)$. The harmonic volume is one of a few explicitly computable complex analytic 
invariants and gives a quantitative study of the local structure of the moduli space $\mathcal{M}_g$. 
See [28] for the (pointed) harmonic volume and its applications.
Harmonic volumes were computed by Harris [7, 8], Faucette [2, 3], Tadokoro [24, 25, 26, 27, 29], and Otsubo [20] for special (pointed) compact Riemann surfaces. Harris [7] and Tadokoro [24, 25] obtained the (pointed) harmonic volume for the (Weierstrass pointed) hyperelliptic curves. Its values are 0 and 1/2 modulo $\mathbb{Z}$ by the existence of the hyperelliptic involution. As far as we know, the (pointed) harmonic volume only takes values 0, 1/2, and certain mysterious ones obtained by the special values of the generalized hypergeometric function $3F_2$. Other values are unknown. In this paper, we obtain new rational values of the pointed harmonic volume for a certain pointed hyperelliptic curve. Its geometrical meaning is suggested by the order of the biholomorphisms for the pointed hyperelliptic curve.

We introduce the extended Johnson homomorphism and Johnson map from a topological viewpoint. Let $\Gamma_{g,*}$ be the mapping class group of an oriented closed surface $\Sigma_g$ of genus $g \geq 2$ with a marked point. The basic geometric feature is that the natural action of $\Gamma_{g,*}$ yields the rational cohomology equivalence between the pointed moduli space and the classifying space of $\Gamma_{g,*}$. The kernel of the natural action of $\Gamma_{g,*}$ on $H_1 = H_1(\Sigma_g, \mathbb{Z})$ preserving the intersection pairing is called the Torelli group $I_{g,*}$. Johnson [10] defined the classical Johnson homomorphism $\tau_1 : I_{g,*} \to \text{Hom}(H_1, \wedge^2 H_1)$ via the action of the lower central series of the fundamental group $\pi_1(\Sigma_g, *)$ and higher $\tau_k$. Morita [18] defined the extended Johnson homomorphism $\tau_1$ as a crossed homomorphism and higher $\tau_k$ of the whole mapping class group $\Gamma_{g,*}$. We remark that Hain [5] proved the existence of $\tau_k$ on $\Gamma_{g,*}$. They gave a kind of linear approximation for $I_{g,*}$ and $\Gamma_{g,*}$. Kitano [15] gave a description of the classical Johnson homomorphism $\tau_k$ using the Magnus expansion derived from Fox’s free differential calculus. Moreover, Perron [21] constructed an extension of $\tau_k$. Kawazumi defined a generalized Magnus expansion of the free group satisfying the minimum conditions for describing $\tau_k$. He gave a natural extension of $\tau_k$ obtained from this expansion and called it the Johnson map.

We comment on the study of the moduli space $\mathcal{M}_g$ from an analytic viewpoint. Madsen–Weiss [16] showed that $H^*(\mathcal{M}_g; \mathbb{R})$ in the stable range is generated by Mumford–Morita–Miller (MMM) classes $e_m = (-1)^m \kappa_m \in H^{2m}(\mathcal{M}_g; \mathbb{R})$. Wolpert [30] gave a canonical differential 2-form representing $e_1$ on $\mathcal{M}_g$ using the Weil–Petersson Kähler form. Kawazumi [11, 12] defined the harmonic Magnus expansion as an extension of the period and pointed harmonic volume in terms of the generalized Magnus expansions. This harmonic expansion gives another canonical differential 2-form on $\mathcal{M}_g$ representing $e_1$ and its higher relations. The first variation of the pointed harmonic volume $I(C,P_0)$ can be regarded as an analytic counterpart of $e_1$. In this paper, we describe the precise relationship between the pointed harmonic volume $I(C,P_0)$ and a restriction of the extended Johnson homomorphism $\tau_1 : \Gamma_{g,*} \to \text{Hom}(H_1^{\text{reg}}, \mathbb{Z})$. Moreover, we compute a certain extended Johnson homomorphism $\tau_1$ obtained from a standard Magnus expansion. This is a new explicit example.
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2. Pointed harmonic volume

2.1. Pointed harmonic volume. Let $C$ be a compact Riemann surface of genus $g \geq 2$ and $P_0 \in C$ a point. The surface $C$ is homeomorphic to an oriented closed surface $\Sigma_g$. Its mapping class group, denoted by $\Gamma_g$, is the group of isotopy classes of orientation-preserving diffeomorphisms of $\Sigma_g$. The group $\Gamma_g$ acts naturally on the first integral homology group $H_1(C; \mathbb{Z}) = H_1(\Sigma_g; \mathbb{Z})$. Let $H$ denote the first integral cohomology group $H^1(C; \mathbb{Z})$. By the Poincaré duality, $H$ is isomorphic to $H_1(C; \mathbb{Z})$ as $\Gamma_g$-modules. The Hodge star operator $*$ is locally given by $*(f_1(z)dz + f_2(z)d\bar{z}) = -\sqrt{-1} f_1(z)dz + \sqrt{-1} f_2(z)d\bar{z}$ in a local coordinate $z$. It depends only on the complex structure and not on the choice of a Hermitian metric. The real Hodge star operator $*: \Omega^1(C) \to \Omega^1(C)$ is given by restriction. Using the Hodge theorem, we identify $H$ with the space of real harmonic 1-forms on $C$ with $\mathbb{Z}$-periods, i.e., $H = \{\omega \in \Omega^1(C); d\omega = d*\omega = 0, \int_{\gamma} \omega \in \mathbb{Z} \text{ for any loop } \gamma\}$. Harris [7] and Pulte [22] gave the definition of the pointed harmonic volume for $(C, P_0)$ in the following way. Let $K$ be the kernel of the intersection pairing $(,): H \otimes H \to \mathbb{Z}$.

Definition 2.1. For a given $(\sum_{i=1}^n a_i \otimes b_i) \otimes c \in K \otimes H$, we define the homomorphism $I_{(C, P_0)}: K \otimes H \to \mathbb{R}/\mathbb{Z}$ by

$$I_{(C, P_0)} \left( \left( \sum_{i=1}^n a_i \otimes b_i \right) \otimes c \right) = \sum_{i=1}^n \int_c a_i b_i + \int_c \eta \mod \mathbb{Z}.$$

Here $c$ is a loop with base point $P_0$, and there exists an $\eta \in \Omega^1(C)$ satisfying conditions $d\eta + \sum_{i=1}^n a_i \wedge b_i = 0$ and $\int_c \eta \wedge *\alpha = 0$ for any closed 1-form $\alpha \in \Omega^1(C)$. The second
condition determines \( \eta \) uniquely. The integral \( \int_\gamma a_i b_i \) is Chen’s iterated integral \([1]\), that is, \( \int_\gamma a_i b_i = \int_{0 \leq t_1 \leq t_2 \leq 1} f_i(t_1) g_i(t_2) dt_1 dt_2 \) for \( \gamma^* a_i = f_i(t) dt \) and \( \gamma^* b_i = g_i(t) dt \). Here \( t \) is the coordinate in the unit interval \([0, 1]\).

The pointed harmonic volume is a complex analytic invariant defined by the complex structure of \((C, P_0)\). See the introduction of Pulte \([22]\) for a statement of the pointed Torelli theorem. Let \((H^{\otimes 3})'\) be the kernel of the natural homomorphism \( p : H^{\otimes 3} \ni a \otimes b \otimes c \mapsto ((a, b)c, (b, c)a, (c, a)b) \in H^{\otimes 3} \) induced by the intersection pairing on \( H \). It is a subgroup of \( K \otimes H \). The harmonic volume \( I_C \) \([7]\) for \( C \) is a restriction of the pointed harmonic volume \( I_{(C, P_0)} \):

\[
I_C = I_{(C, P_0)}|_{(H^{\otimes 3})'} : (H^{\otimes 3})' \to \mathbb{R}/\mathbb{Z}.
\]

It depends only on the complex structure of \( C \) and not on the choice of base point.

A natural action of \( \Gamma_g \) on \( H \) induces its diagonal action on \( \text{Hom}_Z(K \otimes H, \mathbb{R}/\mathbb{Z}) \). Let \( \text{Aut}(C, P_0) \) denote the group of biholomorphisms of \( C \) fixing base point \( P_0 \). By construction, \( I_{(C, P_0)} \) is \( \text{Aut}(C, P_0) \)-invariant. It can be regarded as a real analytic section of a local system on the pointed moduli space obtained by the \( \text{Aut}(C, P_0) \)-module \( \text{Hom}_Z(K \otimes H, \mathbb{R}/\mathbb{Z}) \). Using the hyperelliptic involution, the harmonic volume \( 2I_{(C, P_0)} \) for hyperelliptic curves with Weierstrass base point \( P_0 \) is trivial. Nonetheless, the zero locus of the pointed harmonic volume for nonhyperelliptic curves is unknown.

### 2.2. A hyperelliptic curve \( C_n \) and its first integral homology group.

Let \( C_n \) denote the hyperelliptic curve of genus \( g \geq 2 \) defined by the affine equation \( w^2 = z^{2n-1} \) in the complex plane \((z, w)\) for \( n = 2g + 1 \) or \( 2g + 2 \). Set \( P_0 = (0, \sqrt{-1}) \in C_n \). It admits the hyperelliptic involution given by \( \iota(z, w) = (z, -w) \). To compute the pointed harmonic volume for \((C_n, P_0)\), we need to obtain the Poincaré dual of the holomorphic 1-forms on \( C_n \).

For \( k = 0, 1, \ldots, n-1 \), set \( Q_k = (\zeta^k, 0) \), where \( \zeta = \zeta_n \) is a root of unity exp(\(2\pi \sqrt{-1}/n\)). A biholomorphism \( \varphi \) of \( C_n \) is defined by \( \varphi(z, w) = (\zeta z, w) \). It fixes the base point \( P_0 \). Moreover, \( \varphi \) generates the cyclic subgroup of \( \text{Aut}(C_n, P_0) \) with order \( n \), which is denoted by \( G \cong \langle \varphi \rangle \). A path \( \gamma_k \) from \( P_0 \) to \( \iota(P_0) \) via \( Q_k \) is defined by

\[
\gamma_k(t) = \begin{cases} 
(2t\zeta^i, \sqrt{-1}\sqrt{1-(2t)^n}) & \text{for } 0 \leq t \leq 1/2, \\
(2-2t)\zeta^j, \sqrt{-1}\sqrt{1-(2-2t)^n}) & \text{for } 1/2 \leq t \leq 1.
\end{cases}
\]

Write the loop \( \ell_k = \gamma_k \cdot \gamma_{k+1}^{-1} \) with base point \( P_0 \), where the product \( \gamma_k \cdot \gamma_{k+1}^{-1} \) indicates that we traverse \( \gamma_k \) first, then \( \gamma_{k+1}^{-1} \); see Mumford \([19]\) and references therein for the loops of generic hyperelliptic curves. We immediately obtain that the set of homology classes \( \{[\ell_k]\}_{k=0,1,\ldots,n-1} \) generates first integral homology group \( H_1(C_n; \mathbb{Z}) \), \( \varphi(\ell_k) = \ell_{k+1} \), and \( \prod_{k=0}^{n-1} \ell_k = 1 \) as an element of \( \pi_1(C_n, P_0) \). Furthermore, \( \prod_{k=0}^n \ell_{2k} = \prod_{k=0}^{n-1} \ell_{2k+1} = 1 \) and \( \prod_{k=0}^{n-1} \ell_{2k} \prod_{k=0}^{n-1} \ell_{2k+1} = 1 \) only for \( n = 2g + 2 \) and \( n = 2g + 1 \), respectively; here subscripted numbers are read modulo \( n \), i.e., \( \ell_n = \ell_0 \). By abuse of notation, we write \( \ell_k \) for the homology class \( [\ell_k] \) throughout this section. It is easy to
Therefore, we denote
\[(\ell_i, \ell_j) = \begin{cases} 
1 & \text{if } j - i = 1, \\
-1 & \text{if } j - i = -1, \\
0 & \text{otherwise.}
\end{cases}\]

Let \(H^{1,0}\) be the space of holomorphic 1-forms on \(C_n\). It is a complex vector space of dimension \(g\) with basis given by \(\{\omega_i^k = z^i d\bar{z}/w\}_{i=1,2,\ldots,g}\). Set \(B(u, v)\) the beta function \(\int_0^1 t^{u-1}(1-t)^{v-1}dt\). The period is computed by
\[
\int_{\ell_k} \omega_i = \frac{2B(i/n, 1/2)}{n\sqrt{-1}} \zeta^{ik}(1 - \zeta^i).
\]

Therefore, we denote \(\omega_i = \frac{n\sqrt{-1}}{2B(i/n, 1/2)}\omega'_i\). We then have \(\int_{\ell_k} \omega_i = \zeta^{ik}(1 - \zeta^i)\). Let \(\chi_j \in H_1(C_n; \mathbb{C})\) be \(\sum_{k=0}^{n-1} \zeta^k \ell_k\). It is easy to show \(\ell_i = \frac{1}{n} \sum_{j=1}^{n-1} \zeta^{-ij} \chi_j\) and \(\varphi(\chi_j) = \zeta^{-j} \chi_j\). The latter equation says that under the action \(\varphi\) of \(H_1(C_n; \mathbb{C})\), \(\chi_j\) is the eigenvector associated with eigenvalue \(\zeta^{-j}\). We obtain the Poincaré dual of \(H^{1,0}\).

**Lemma 2.2.** Let \(\text{P.D.}: H^1(C_n; \mathbb{C}) \to H_1(C_n; \mathbb{C})\) be the Poincaré dual. Then we have
\[
\text{P.D.}(\omega_i) = \frac{1}{1 + \zeta^{-i}} \chi_i,
\]
for \(i = 1, 2, \ldots, g\).

We remark \(\text{P.D.}(\omega_i) = \frac{1}{1 + \zeta^i} \chi_{n-i}\).

**Proof.** Clearly, the equivariant action of the mapping class group \(\Gamma_g\) gives
\[
\varphi_i(\text{P.D.}(\omega_i)) = \text{P.D.}((\varphi^{-1})^i \omega_i) = \zeta^{-i} \text{P.D.}(\omega_i).
\]
We see that \(\text{P.D.}(\omega_i)\) can be denoted by \(\lambda_i \chi_i\), where \(\lambda_i\) is a constant complex number. It remains to prove \(\lambda_i = 1/(1 + \zeta^{-i})\). We have only to compute
\[
\int_{\ell_0} \omega_i = (\text{P.D.}(\omega_i), \ell_0) = \lambda_i (\chi_i, \ell_0) = (\zeta^{(n-1)i} - \zeta^i) \lambda_i.
\]
This equation and \(\int_{\ell_0} \omega_i = 1 - \zeta^i\) complete the proof. \(\square\)

### 2.3. Pointed harmonic volume for \(C_n\).
To get the pointed harmonic volume for \((C_n, P_0)\), we need to compute two iterated integrals on \(C_n\) with base point \(P_0\).

**Lemma 2.3.** For \(1 \leq i, j \leq g\) and \(0 \leq k \leq n - 1\), we have
\[
\int_{\ell_k} \omega_i \omega_j = \frac{1}{2} \zeta^{i+j} (1 - 2\zeta^j + \zeta^{i+j}).
\]

**Proof.** For any connected path \(c_1 \cdot c_2\), we recall the well-known property of iterated integrals
\[
\int_{c_1-c_2} \omega_i \omega_j = \int_{c_1} \omega_i \omega_j + \int_{c_2} \omega_i \omega_j + \int_{c_1} \omega_i \int_{c_2} \omega_j.
\]
This equation and \( \iota(\ell_k) = \ell_k^{-1} \) yield

\[
\int_{\ell_k} \omega_i \omega_j = \int_{\ell_k^{-1}} \omega_i \omega_j = \frac{1}{2} \int_{\ell_k} \omega_i \int_{\ell_k} \omega_j.
\]

See also [24 p.806]. Applying the above property to the path \( \ell_k = \gamma_k \cdot \gamma_k^{-1} \) proves the lemma. \( \square \)

Let \( t_u \) denote \( \sum_{i=1}^{n-1} \zeta^{iu} \). We immediately obtain

\[
t_u = \begin{cases} 
  n-1 & \text{if } u \in n\mathbb{Z} \\
  -1 & \text{if } u \in \mathbb{Z} \setminus n\mathbb{Z}
\end{cases}
\]

The above lemma implies the formula.

**Proposition 2.4.** For each \( 1 \leq i, j, k \leq n-1 \), set \( s_{a,b} = t_{k-i+a}t_{k-j+b} + t_{k-i-b}t_{k-j-a} \).
We then have

\[
\int_{\ell_k} \ell_i \ell_j = \frac{1}{2n^2}(s_{1,0} + s_{1,1} - s_{0,1} - s_{-1,1}).
\]

**Proof.** We obtain directly

\[
2n^2 \int_{\ell_k} \ell_i \ell_j = 2n^2 \sum_{p=1}^{n} \sum_{q=1}^{n} \int_{\ell_k} \frac{1}{n} \zeta^{-ip} x_p \frac{1}{n} \zeta^{-jq} x_q
\]

\[
= 2 \sum_{p,q} \zeta^{-ip-jq} \int_{\ell_k} x_p x_q
\]

\[
= \sum_{p,q} \zeta^{-ip-jq}(1 + \zeta^{-p})(1 + \zeta^{-q})\zeta^{(p+q)k}(1 - 2\zeta^q + \zeta^{p+q})
\]

\[
= \sum_{p} \zeta^{(k-i)p}(1 + \zeta^{-p}) \sum_{q} \zeta^{(k-j)q}(1 + \zeta^{-q})(1 - 2\zeta^q + \zeta^{p+q})
\]

\[
= \sum_{p} \zeta^{(k-i)p}(1 + \zeta^{-p})(t_{k-j-1} + (-1 + \zeta^p)t_{k-j} + (-2 + \zeta^p)t_{k-j+1})
\]

\[
= \{(t_{k-i-1} + t_{k-i})t_{k-j-1} + (-t_{k-i-1} + t_{k-i+1})t_{k-j} + (-2t_{k-i-1} + t_{k-i} + t_{k-i+1})t_{k-j+1}\}.
\]

\( \square \)

From the above Proposition the following theorem is obtained in a straightforward manner.
Theorem 2.5. Assume \( j - i \geq 2 \). We determine all the values of the pointed harmonic volume \( I(C_n, P_0) \):

| \( \omega \)          | conditions          | \( I(C_n, P_0)(\omega) \) |
|---------------------|---------------------|--------------------------|
| \( \ell_i \otimes \ell_j \otimes \ell_k \) | \( k \leq i - 2 \)     | 0                        |
|                     | \( k = i - 1 \)      | \((n - 1)/n\)             |
|                     | \( k = i \)          | 0                        |
|                     | \( i + 1 = j - 1 = k \) | \( 1/n \)               |
|                     | \( j - i \geq 3 \) and \( k = i + 1 \) | \( 1/n \)               |
|                     | \( i + 2 \leq k \leq j - 2 \) | 0                        |
|                     | \( j - i \geq 3 \) and \( k = j - 1 \) | \( 1/n \)               |
|                     | \( k = j \)          | 0                        |
|                     | \( k = j + 1 \)      | \((n - 1)/n\)             |
| \( \ell_i \otimes \ell_i \otimes \ell_k \) | \( k = i \pm 1 \)      | \(1/2\)                   |
|                     | otherwise            | 0                        |
| \( (\ell_i \otimes \ell_{i+1} + \ell_{i+1} \otimes \ell_i) \otimes \ell_k \) | \( k \leq i - 2 \)     | 0                        |
|                     | \( k = i - 1 \)      | \((n - 1)/n\)             |
|                     | \( k = i \)          | \((n + 4)/2n\)            |
|                     | \( k = i + 1 \)      | 0                        |
|                     | \( k = i + 2 \)      | \((n - 4)/2n\)            |
|                     | \( k = i + 3 \)      | \(1/2n\)                 |
|                     | \( k \geq i + 4 \)   | 0                        |

Proof. We need to compute the integral of the correction term \( \eta \). As in \cite{24} Lemma 4.2], \( \int_{\ell_k} \eta = 0 \) for any \( k \) can be obtained. It suffices to obtain the iterated part of the integrals. We have the value \( I(C_n, P_0)((\ell_i \otimes \ell_{i+1} - \ell_{i+1} \otimes \ell_{i+2}) \otimes \ell_{i+2}) \). The other cases can be computed similarly. Proposition \cite{24} gives

\[
2n^2 I(C_n, P_0)((\ell_i \otimes \ell_{i+1} - \ell_{i+1} \otimes \ell_{i+2}) \otimes \ell_{i+2})
= 2n^2 \left( \int_{\ell_{i+2}} \ell_i \ell_{i+1} - \int_{\ell_{i+2}} \ell_{i+1} \ell_{i+2} \right)
= -n - n - (2 + 2) - (-n - n - (1 + (n - 1)^2 - 2(n - 1)))
= n^2 - 4n.
\]

\( \square \)

Remark 2.6. For \( n = 2g + 2 \), put \( a_i = \ell_{2i-1} \) and \( b_i = (\ell_0 \cdot \ell_2 \cdots \ell_{2i-2})^{-1} \). The set \( \{a_i, b_i\}_{i=1,\ldots,g} \subset H_1(C_n; \mathbb{Z}) \) is a symplectic basis. Similar results for the values of the pointed harmonic volume can be found in \cite{24} Lemma 4.3.

3. Extended Johnson homomorphism

Let \( \Sigma_g \) denote an oriented closed surface of genus \( g \geq 2 \), \( p_0 \in \Sigma_g \) a point, and \( v_0 \in T_{p_0} \Sigma_g \setminus \{0\} \) a non-zero tangent vector. We denote by \( \Gamma_{g,*} \) and \( \Gamma_{g,1} \) the mapping class group of \( \pi_0(\operatorname{Diff}^+(\Sigma_g, p_0)) \) and \( \pi_0(\operatorname{Diff}^+(\Sigma_g, p_0, v_0)) \), respectively. They are the groups of isotopy classes of orientation-preserving diffeomorphisms of \( \Sigma_g \) fixing \( p_0 \) and \( v_0 \), respectively. The group \( \Gamma_{g,*} \) and \( \Gamma_{g,1} \) naturally acts on \( \pi_1(\Sigma_g, p_0) \) and the fundamental group with tangent vector \( \pi_1(\Sigma_g, p_0, v_0) \). Let \( F_n \) denote a free group of rank \( n \); we
have the isomorphism $\pi_1(\Sigma_g, p_0, v_0) \cong F_{2g}$. The Dehn–Nielsen theorem states that $\Gamma_{g,1}$ is a subgroup of $\operatorname{Aut}(F_{2g})$ throughout the above action. We begin by introducing the generalized Magnus expansion of $F_n$ and Johnson map of $\operatorname{Aut}(F_n)$. This Johnson map includes the extended Johnson homomorphism $\tau_1$ as the one-dimensional cohomology class of $\Gamma_{g,s}$. Next, we explain the harmonic Magnus expansion of $F_n$ for a pointed compact Riemann surface $(C, P_0)$ with non-zero tangent vector $v$. Finally, we show the connection between the pointed harmonic volume and a restriction of the extended Johnson homomorphism. As an aside, we compute the value of $\tau_1$ obtained from a standard Magnus expansion for the hyperelliptic curve $C_n$ in Subsection 3.4. This computation is still true if we drop the complex structure of $(C, P_0)$ in other words, we need only the topological data: loops $\ell_i$ and a diffeomorphism $\phi$ for $(\Sigma_g, p_0)$ satisfying the relations in the former part of Subsection 2.2.

3.1. Generalized Magnus expansion and total Johnson map. We briefly sketch the generalized Magnus expansion and total Johnson map. This is a natural extension of the Johnson homomorphisms of the Torelli group. The best general reference here is Kawazumi and Kuno [14].

Let $F_n$ be a free group of rank $n \geq 2$. Its first integral homology group is denoted by $H = H_1(F_n; \mathbb{Z}) = F_n^{ab}$ throughout this subsection. For $\gamma \in F_n$, write its homology class $[\gamma]$. The completed tensor algebra generated by $H$ is defined as $\hat{T} = \prod_{n=0}^{\infty} H^{\otimes n}$. Put $\hat{T}_p = \prod_{m \geq p} H^{\otimes m}$. The algebra $\hat{T}$ has a decreasing filtration of two-sided ideals $\hat{T}_p$. The set $1 + \hat{T}_1$ becomes a subgroup of the multiplicative group of $\hat{T}$. A map $\theta : F_n \to \hat{T}$ is a (generalized) Magnus expansion, if $\theta$ is a group homomorphism of $F_n$ into $1 + \hat{T}_1$ and $\theta(\gamma) \equiv 1 + [\gamma] \pmod{\hat{T}_2}$ for any $\gamma \in F_n$. Fix a generating system $\{x_1, x_2, \ldots, x_n\}$ of $F_n$. For this system, we define the group homomorphism $\text{std} : F_n \to 1 + \hat{T}_1$ by $\text{std}(x_i) = 1 + [x_i], 1 \leq i \leq n$. We call it the original standard Magnus expansion derived from Fox’s free differential calculus. For $F_{2g} \cong \pi_1(\Sigma_g, p_0, v_0)$, its standard Magnus expansion is defined using a fixed symplectic generating system $\{a_i, b_i\}_{i=1,2,\ldots, g} \subset \pi_1(\Sigma_g, p_0, v_0)$. A Magnus expansion is determined only by the values of its generators of $F_n$. We have many choices of Magnus expansions. Let $\operatorname{Aut}(\hat{T})$ be the set of filter-preserving algebra automorphisms of $\hat{T}$, i.e., $U(\hat{T}_m) = \hat{T}_m$ for $U \in \operatorname{Aut}(\hat{T})$ and $m \geq 2$. The kernel of the natural action on the space $\hat{T}_1/\hat{T}_2 = H$ is denoted by $\text{IA}(\hat{T})$. By the restriction to the subspace $H \subset \hat{T}$, we have the identity

$$\text{IA}(\hat{T}) \cong \text{Hom}(H, \hat{T}_2) = \prod_{k=1}^{\infty} \text{Hom}(H, H^{\otimes (k+1)}).$$

For each $\varphi \in \operatorname{Aut}(F_n)$ and Magnus expansion $\theta$, there is a unique $T^\theta(\varphi) \in \operatorname{Aut}(\hat{T})$ satisfying the commutative diagram

$$\begin{array}{ccc}
F_n & \xrightarrow{\theta} & \hat{T} \\
\downarrow{\varphi} & & \downarrow{T^\theta(\varphi)} \\
F_n & \xrightarrow{\theta} & \hat{T}.
\end{array}$$

Indeed, the map $T^\theta : \operatorname{Aut}(F_n) \ni \varphi \mapsto T^\theta(\varphi) \in \operatorname{Aut}(\hat{T})$ is an injective group homomorphism. Let $|\varphi|$ be the automorphism of $H$ induced by the action of $\varphi$ on $H$. It gives
\[ \varphi \in \text{Aut}(\hat{T}) \] using the same letter. Set \( \tau^\theta(\varphi) = T^\theta(\varphi) \circ |\varphi|^{-1} \in \text{Aut}(\hat{T}) \). This map becomes an element of \( \text{IA}(\hat{T}) \). The above identity for \( \text{IA}(\hat{T}) \) uniquely establishes

\[
\tau^\theta(\varphi)|_H = 1_H + \sum_{k=1}^\infty \tau_k^\theta(\varphi) \in \prod_{k=0}^\infty \text{Hom}(H, H^{\otimes(k+1)}),
\]

where \( \tau_k^\theta(\varphi) \in \text{Hom}(H, H^{\otimes(k+1)}) \). The map \( \tau_k^\theta : \text{Aut}(F_n) \to \text{Hom}(H, H^{\otimes(k+1)}) \) is called the \( k \)-th Johnson map of \( \varphi \) corresponding to \( \theta \). It is known that

\[
\tau_1^\theta(\varphi)[\gamma] = \theta_2(\gamma) - |\varphi|\theta_2(\varphi^{-1}(\gamma)) \in H^{\otimes 2}.
\]

Here, \( \varphi \in \text{Aut}(F_n) \), \( \gamma \in F_n \), and \( \theta_2 : F_n \to H^{\otimes 2} \) is the second part of \( \theta \). By definition, we have

\[
\theta_2(\gamma_1 \cdot \gamma_2) = \theta_2(\gamma_1) + \theta_2(\gamma_2) + [\gamma_1][\gamma_2] \in H^{\otimes 2}.
\]

for any \( \gamma_1, \gamma_2 \in F_n \). This is similar to the formula \[21\]. The map \( \tau_k^\theta \) is not a homomorphism but becomes a homomorphism if we take the appropriate restriction of \( \text{Aut}(F_n) \) using the lower central series of \( F_n \). We call it a Johnson homomorphism of \( \text{Aut}(F_n) \). See Satoh \[23\] for the Johnson homomorphism of \( \text{Aut}(F_n) \). All Johnson homomorphisms come from the homomorphism \( T^\theta \), which is referred to as the total Johnson map. We remark that Massuyeau \[17\] has by other means obtained the total Johnson map.

For \( \text{Aut}(F_n) \)-module \( M \), \( C^*(\text{Aut}(F_n); M) \) denotes the normalized cochain complex of the group \( \text{Aut}(F_n) \) with values in \( M \). For any \( \varphi \in \text{Aut}(F_n) \) and Magnus expansion \( \theta \), we have

\[
d\tau_1^\theta(\varphi) = 0 \in C^2(\text{Aut}(F_n); \text{Hom}(H, H^{\otimes 2})).
\]

Here, \( d \) is the boundary operator. In other words, \( \tau_1^\theta(\varphi \psi) = \tau_1^\theta(\varphi) + |\varphi|\tau_1^\theta(\psi) \) for any \( \varphi \) and \( \psi \in \text{Aut}(F_n) \).

Let \( \Sigma_{g,1} \) be an oriented compact surface of genus \( g \geq 2 \) with one boundary component. It is known that the mapping class group \( \pi_0(\text{Diff}^+(\Sigma_{g,1}, \text{id on } \partial\Sigma_{g,1})) \) is isomorphic to \( \Gamma_{g,1} \). The Dehn–Nielsen theorem states that the mapping class group \( \Gamma_{g,1} \) can be regarded as a subgroup of \( \text{Aut}(F_{2g}) \). Then we define first Johnson map \( \tau_1^\theta : \Gamma_{g,1} \to \text{Hom}(H, H^{\otimes 2}) \) corresponding to \( \theta \). Here, \( H = H_1(F_{2g}; \mathbb{Z}) = \pi_1(\Sigma_{g,1}, p_0, v_0)^{ab} \).

It is also called the (first) extended Johnson homomorphism. The kernel of the natural surjection \( \Gamma_{g,1} \to \Gamma_{g,*} \) is known to be isomorphic to the infinite cyclic group \( \mathbb{Z} \). A generator \( \zeta \) of this group is represented by the Dehn twist along the parallel loop homotopic to \( \partial\Sigma_{g,1} \). As \( \tau_1^\theta(\zeta) \) vanishes for \( \zeta \in \Gamma_{g,1}, \tau_1^\theta : \Gamma_{g,1} \to \text{Hom}(H, H^{\otimes 2}) \) factors through \( \Gamma_{g,*} \to \text{Hom}(H, H^{\otimes 2}) \). By abuse of notation, we write \( \tau_1^\theta : \Gamma_{g,*} \to \text{Hom}(H, H^{\otimes 2}) \). This \( \tau_1^\theta \) satisfies the above properties. For a deeper discussion of the Magnus expansion derived from \( \pi_1(\Sigma_{g,1}, p_0) \), we refer the reader to \[13, \S 7\].

### 3.2. Harmonic Magnus expansion

The pointed harmonic volume can be regarded as a part in the framework of Kawazumi’s harmonic Magnus expansion \[11, \S 12\]. We summarize without proof the relevant material on the harmonic Magnus expansion.

For a pointed compact Riemann surface \( (C, P_0) \), let \( v \in T_{P_0}C \setminus \{0\} \) be a non-zero tangent vector at \( P_0 \). We can define \( \pi_1(C, P_0, v) \) by the fundamental group with the tangential base point. It is isomorphic to a free group of rank \( 2g \). We have a natural identification \( H \) with \( \pi_1(C, P_0, v)^{ab} \). Let \( \delta_{P_0} : C^\infty(C) \ni f \mapsto f(P_0) \in \mathbb{R} \) denote the delta 2-current on \( C \) at \( P_0 \). Throughout this section, we write \( A^q(C) \) for the \( q \)-currents on
C. We obtain the unique $\hat{T}_1$-valued 1-current $\omega = \sum_{m=1}^{\infty} \omega(m) \in A^1(C) \otimes \hat{T}_1$ satisfying three conditions:

1. $d\omega = \omega \wedge \omega - \mu \cdot \delta_{P_0}$, where $\mu \in H^{\otimes 2}$ is the intersection form.
2. The first term of $\omega$, denoted by $\omega(1) \in A^1(C) \otimes H$, satisfies $\int_\gamma \omega(1) = [\gamma] \in H^2$ for any $\gamma \in \pi_1(C, P_0, v)$.
3. $\int_C (\omega - \omega(1)) \wedge \ast \alpha = 0$ for any closed 1-form $\alpha$ on $C$.

We give an explicit representation of $\omega(1)$ and $\mu$ for a fixed symplectic basis $\{a_i, b_i\}_{i=1,\ldots,g} \subset \pi_1(C, P_0, v)$. Their homology classes are denoted by $A_i$ and $B_i \in H_1(C;\mathbb{Z})$. Let $\{\nu_i, \xi_i\}_{i=1,\ldots,g}$ be the basis of the real harmonic 1-forms on $C$ dual to $\{A_i, B_i\}_{i=1,\ldots,g}$, respectively, i.e.,

$$\int_{A_j} \nu_i = \delta_{i,j} = \int_{B_j} \xi_i$$

and $\int_{A_j} \xi_i = 0 = \int_{B_j} \nu_i$.

We obtain $\omega(1) = \sum_{i=1}^{g} (\nu_i A_i + \xi_i B_i) \in A^1(C) \otimes H$ and $\mu = \sum_{i=1}^{g} (A_i B_i - B_i A_i) \in H^{\otimes 2}$. We remark that the Poincaré dual of $\nu_i$ and $\xi_i$ are $P.D.(\nu_i) = -B_i$ and $P.D.(\xi_i) = A_i$.

Chen’s iterated integrals induce an $\mathbb{R}$-valued Magnus expansion

$$\theta^0 = \theta(C, P_0, v) : \pi_1(C, P_0, v) \ni \gamma \mapsto 1 + \sum_{m=1}^{\infty} \int_\gamma \omega \cdot \omega \cdots \omega \in 1 + \hat{T}_1 \otimes \mathbb{R}.$$  

The map from the triple $(C, P_0, v)$ to the Magnus expansions of the free group $F_{2g}$ is called the harmonic Magnus expansion. Here, $(C, P_0, v)$ can be also considered as an element of the Teichmüller space. Kawazumi [11] studied the harmonic Magnus expansion on the universal family of compact Riemann surfaces. The harmonic expansion $\theta : \pi_1(C, P_0, v) \to 1 + \hat{T}_1 \otimes \mathbb{R} = 1 + \prod_{m=1}^{\infty} H^{\otimes m}_R$ decomposes $\theta^0 = \sum_{m=1}^{\infty} \theta^0_m$. Its second part $\theta^0_2 : \pi_1(C, P_0, v) \ni \gamma \mapsto \int_\gamma (\omega(1) + \omega(2)) \in H^{\otimes 2}_R$ is a homomorphism to an abelian group. Intersection pairing gives the natural identity as $\Gamma_{g,1}$- and $\Gamma_{g,\ast}$-modules

$$H \xrightarrow{\sim} H^*, \quad X \mapsto (\cdot \mapsto (X, \cdot)).$$

Then we obtain the identity

$$(3.3) \quad \text{Hom}(H, H^{\otimes 2}_R) \cong H^* \otimes H^{\otimes 2}_R \cong (H^{\otimes 2})^* \otimes H^* \otimes \mathbb{R} \cong \text{Hom}(H^{\otimes 3}, \mathbb{R}),$$

through the map $\varphi \mapsto (a \otimes b \otimes c \mapsto (a \otimes b, \varphi(c)))$. By definition, the restriction of $\theta^0_{2,K\otimes H}$ modulo $\mathbb{Z}$ equals the pointed harmonic volume $I_{(C,P_0)} \in \text{Hom}(K \otimes H, \mathbb{R}/\mathbb{Z})$. We emphasize that $\theta^0_2$ can be considered as a natural extension of $I_{(C,P_0)}$. We remark that the restriction $\theta^0_2 \in \text{Hom}(K \otimes H, \mathbb{R}/\mathbb{Z})$ does not depend on the choice of non-zero tangent vector $v \in T_{P_0}C$ because its delta 2-current term vanishes in this case.

3.3. Main theorem. We now prove the equality between the pointed harmonic volume $I_{(C,P_0)}$ and extended Johnson homomorphism (Johnson map) $\tau_1$ using a connecting homomorphism.

For a pointed compact Riemann surface $(C, P_0)$, we assume that $\varphi$ is a biholomor-
short exact sequence $0 \to \mathbb{Z} \to \mathbb{R} \to \mathbb{R}/\mathbb{Z} \to 0$ induces the long exact sequence of the cohomology group of $G$

$$\xrightarrow{} H^0(G; M_R) \xrightarrow{} H^0(G; M_{R/Z}) \xrightarrow{\delta} H^1(G; M) \xrightarrow{} H^1(G; M_R) = 0.$$ 

The pointed harmonic volume $I(C,P_0)$ is an element of $H^0(G; M_{R/Z})$. The cohomology class $[\tau_1^\theta | C] \in H^1(G; M)$ is known to be independent of the choice of Magnus expansion $\theta$. We write $[\tau_1]$ for $[\tau_1^\theta | C]$.

**Theorem 3.1.** $\delta I(C,P_0) = -[\tau_1]$.

To prove this theorem, we need to show lemmas. Assume that the isotopy $\psi_t : C \times [0,1] \to C$ satisfies $\psi_t 1 = \psi_t(P_0) = P_0$ for any $t \in [0,1]$, and the existence of $U_{P_0}$ with $\text{supp}(\psi_t) \subset U_{P_0}$. Here $U_{P_0} \subset C$ is sufficiently small neighbourhood at $P_0$ and $\text{supp}(\psi_t) \subset C$ is the closure of subsets satisfying $\psi_t \neq 1_C$.

**Lemma 3.2.** Take the above isotopy $\psi_t : C \times [0,1] \to C$. For any $\gamma \in \pi_1(C,P_0,v)$, 

$$\theta_2^0(\psi_1 \gamma) = \theta_2^0(\gamma) \in H^\otimes 2.$$ 

**Proof.** Put $v_1 = (d\psi_1)_{P_0} v \in T_{P_0} C$. The point of this lemma is that $\psi_1 \gamma \in \pi_1(C,P_0,v_1)$ but the result follows using the isotopy $\psi_t$.

There exists a $t_0 \in [0,1/2]$ such that $\gamma([t_0,1-t_0]) \subset (\text{supp}(\psi_t))^C$. We can take two loops:

$$\ell(t) = \begin{cases} 
\psi_1-t(\gamma(t)), & 0 \leq t \leq t_0, \\
\gamma(t), & t_0 \leq t \leq 1-t_0,
\end{cases} \quad \text{and} \quad \ell''(t) = \begin{cases} 
\gamma(1-t), & 0 \leq t \leq t_0, \\
\gamma(1-t_0), & t_0 \leq t \leq 1-t_0,
\end{cases}$$

$$\ell'(t) = \begin{cases} 
\gamma(t), & 1-t_0 \leq t \leq 1,
\gamma(1-t), & 1-t_0 \leq t \leq 1.
\end{cases}$$

It is easily seen that $[\psi_1 \gamma] = [\ell'' \gamma \ell'] \in \pi_1(C,P_0,v)$. Furthermore, we have

$$\frac{1}{2\pi} \int_{\ell'} d \arg z = -\frac{1}{2\pi} \int_{\ell''} d \arg z,$$

where $z$ denotes a local coordinate at $P_0$. We write $s_0$ for this value. Let $w_0$ be a negative loop in $C$ around $P_0$. Fix a symplectic generator $\{a_i, b_i\}_{i=1,2,...,g} \subset \pi_1(C,P_0,v)$. The word $w_0$ is given by $[a_1, b_1] \cdots [a_g, b_g]$ for each $n$, where $[a_i, b_i]$ denotes the commutator bracket $a_i b_i a_i^{-1} b_i^{-1}$. From [11][Proposition 6.3], we obtain $\theta^0(w_0) = \exp(-\mu) \in 1 + \hat{T}_1 \otimes \mathbb{R}$. Here $\mu$ is the intersection form $\mu = \sum_{i=1}^g (A_i B_i - B_i A_i) \in H^\otimes 2$. This provides

$$\theta^0(\ell') = \theta^0(\ell'')^{-1} = \exp(s_0 \mu) \in 1 + \hat{T}_1 \otimes \mathbb{R}.$$ 

We have

$$\theta_2^0(\psi_1 \gamma) = \theta_2^0(\ell' \gamma \ell'') = s_0 \mu + \theta_2^0(\gamma) - s_0 \mu \mod \hat{T}_3 \otimes \mathbb{R} = \theta_2^0(\gamma).$$

**Lemma 3.3.** For a harmonic Magnus expansion $\theta^0$ and $k \in \mathbb{Z}_{\geq 1}$, biholomorphism $\varphi \in \text{Aut}(C,P_0)$, and $\gamma \in \pi_1(C,P_0,v)$, we have $\tau_1^{\theta^0(\varphi^k)}(\gamma) = 0$. 

\\[\square\]
Proof. Take the isotopy \( \psi_t \) in Lemma 3.2 with \((d\varphi^k\psi_1)_v = v\). Using Lemma 3.2 we obtain

\[
\tau_{1}^{\theta}(\varphi^k)[\gamma] = \tau_{1}^{\theta_0}(\varphi^k\psi_1)[\gamma] = \theta_0^1(\gamma) - |\varphi^k\psi_1|\theta_0^1(\varphi^{-k}(\gamma))
\]

Indeed, we have \( \prod_{i=1}^{n} \epsilon_{\varphi_i} \) implies \( \theta - \theta_0 = 0 \). This transitivity is the key point of the proof. Taking the second part, we get \( \varphi - \theta_0 = 2u \in \text{Hom}(H, H^{\otimes 3}) \). The equation \( \tau_{1}^{\theta} - \tau_{1}^{\theta_0} = du_2 \in C^1(\Gamma_{g,*}; M_R) \) follows. Indeed, the equation \( 3.1 \) yields

\[
(\tau_{1}^{\theta} - \tau_{1}^{\theta_0})(\varphi)[\gamma] = \theta_2(\gamma) - |\varphi|\theta_2(\varphi^{-1}(\gamma)) - (\theta_2^1(\gamma) - |\varphi|\theta_2^1(\varphi^{-1}(\gamma)))
\]

This completes the main theorem.

As \( \text{IA}(\widehat{T}) = \prod_{k=1}^{\infty} \text{Hom}(H, H^{\otimes (k+1)}) \) acts transitively on the space of \( \mathbb{R} \)-valued Magnus expansions of \( F_{2g} \), for any Magnus expansion \( \theta \), there exists \( u \in \text{Hom}(H, \widehat{T}_2 \otimes \mathbb{R}) \) such that \( \theta - \theta_0 = u \). This transitivity is the key point of the proof. Taking the second part, we get \( \varphi - \theta_0 = 2u \in \text{Hom}(H, H^{\otimes 3}) \). The equation \( \tau_{1}^{\theta} - \tau_{1}^{\theta_0} = du_2 \in C^1(\Gamma_{g,*}; M_R) \) follows. Indeed, the equation \( 3.1 \) yields

\[
(\tau_{1}^{\theta} - \tau_{1}^{\theta_0})(\varphi)[\gamma] = \theta_2(\gamma) - |\varphi|\theta_2(\varphi^{-1}(\gamma)) - (\theta_2^1(\gamma) - |\varphi|\theta_2^1(\varphi^{-1}(\gamma)))
\]

By the identity \( 3.3 \), restriction \( K \otimes H \subset H^{\otimes 3} \), and natural projection \( \mathbb{R} \to \mathbb{R}/\mathbb{Z} \), we obtain the composition of homomorphisms

\[
\text{Hom}(H, H^{\otimes 3}_{\mathbb{R}}) \overset{\varphi}{\longrightarrow} \text{Hom}(H^{\otimes 3}, \mathbb{R}) \overset{\text{Hom}(K \otimes H, \mathbb{R})}{\longrightarrow} \text{Hom}(K \otimes H, \mathbb{R}/\mathbb{Z}).
\]

This composition and \( \theta_2 - \theta_0 = u \in \text{Hom}(H, H^{\otimes 2}_{\mathbb{R}}) \) imply \( u_2 = -\theta_0 = -I_{(C_0)} \in \text{Hom}(K \otimes H, \mathbb{R}/\mathbb{Z}) = M_{\mathbb{R}/\mathbb{Z}} \). Finally, we have

\[
\tau_{1}^{\theta} = du_2 = -d\theta_0^1.
\]

This completes the main theorem.

3.4. Computation of the first extended Johnson homomorphism. We compute the extended Johnson homomorphism \( \tau_1^{\text{std}} \) for the hyperelliptic curve \( C_n \) associated with the standard Magnus expansion determined by a fixed symplectic generator of \( \pi_1(C_n, P_0) \). Use the notation of Section 2.2. We fix a symplectic generator \( \{a_i, b_i\}_{i=1,2,..,g} \subset \pi_1(C_n, P_0) \) such that

\[
a_i = \ell_{2(g-i)}^{-1}, \quad b_i = (\ell_1 \cdot \ell_3 \cdot \ldots \cdot \ell_{2(g-i)-1})^{-1} \ell_0 \cdot \ell_2 \cdot \ldots \cdot \ell_{2(g-i)}.
\]

Indeed, we have \( \prod_{i=1}^{g} [a_i, b_i] = 1 \in \pi_1(C_n, P_0) \) for each \( n \). From the definition of standard Magnus expansion \( \text{std} \), we have \( \text{std}_2(a_i) = \text{std}_2(b_i) = 0 \) for each \( i \). Let \( L_i \in H_1(C_n; \mathbb{Z}) \) denote the homology class of \( \ell_i \) throughout this subsection. The homology class \( \bar{L}_i \) is defined by \( L_0 + L_2 + \ldots + L_{2i-2} \) for \( i \geq 1 \). Equation 3.2 gives the formula.

\[\text{Lemma 3.4.} \quad \text{For } i = 1, 2, \ldots, g - 1 \text{ and both } n = 2g + 2 \text{ and } 2g + 1, \text{ and } (i, n) = (g, 2g + 2), \text{ we have}\]
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for the pointed hyperelliptic curve $(\tau)$.

Moreover, $\text{std}_2(\ell_0) = 0$.

For only $n = 2g + 2$,

$$\text{std}_2(\ell_{2g+1}) = \sum_{1 \leq i < j \leq g} L_{2j-1}L_{2i-1}.$$ 

For only $n = 2g + 1$,

$$\text{std}_2(\ell_{2g}) = \sum_{1 \leq i < j \leq 2g-1} L_j L_i + \sum_{i=0}^g L_{2i}^2 - \sum_{i=1}^{g-1} \{L_{2i-1}\tilde{L}_i - \tilde{L}_i(L_{2i-1} + L_{2i})\}.$$

Write $\tau_1^{\text{std}}$ and $\tilde{L}_i'$ for $\tau_{1}^{\text{std}}(\varphi)$ and $|\varphi|\tilde{L}_i$ respectively. By induction, Equation 3.1 easily gives

**Proposition 3.5.** For $i = 1, 2, \ldots, g - 1$ and both $n = 2g + 2$ and $2g + 1$,

$$\tau_1^{\text{std}}(\ell_{2i+1}) = L_{2i+1}^2 - L_{2i}\tilde{L}_i + \tilde{L}_i'(L_{2i} + L_{2i+1})$$

and

$$\tau_1^{\text{std}}(\ell_{2i}) = L_{2i-1}\tilde{L}_i - \tilde{L}_i(L_{2i-1} + L_{2i}) - L_{2i}^2.$$ 

Moreover, $\tau_1^{\text{std}}(\ell_1) = L_1^2$.

For only $n = 2g + 2$,

$$\tau_1^{\text{std}}(\ell_0) = -\sum_{1 \leq i < j \leq g} L_{2j}L_{2i}, \quad \tau_1^{\text{std}}(\ell_{2g}) = L_{2g+1}L_{2g} - L_{2g}L_{2g+1} + L_{2g+1}^2 - L_{2g}^2,$$ 

and

$$\tau_1^{\text{std}}(\ell_{2g+1}) = \sum_{1 \leq i < j \leq g} L_{2j-1}L_{2i-1} + L_{2g}L_{2g+1} - L_{2g+1}L_{2g} - L_{2g+1}^2.$$ 

For only $n = 2g + 1$,

$$\tau_1^{\text{std}}(\ell_0) = -\sum_{1 \leq i < j \leq 2g-1} L_{j+1}L_{i+1} + \sum_{i=1}^{g-1} \{L_{2i}\tilde{L}_i - \tilde{L}_i'(L_{2i} + L_{2i+1})\} + \sum_{i=0}^{g-1} L_{2i+1}^2,$$ 

and

$$\tau_1^{\text{std}}(\ell_{2g}) = \sum_{1 \leq i < j \leq 2g-1} L_j L_i - \sum_{i=1}^{g-1} \{L_{2i-1}\tilde{L}_i - \tilde{L}_i(L_{2i-1} + L_{2i})\} + \sum_{i=0}^{g-1} L_{2i}^2 - L_{2g}^2.$$ 

For the pointed hyperelliptic curve $(C_n, P_0)$, we obtain explicit values $I(C_n, P_0)$ in Section 2.3 and $\tau_1^{\text{std}}$ in this subsection. For other pointed compact Riemann surfaces, both values are unknown.

Using the identity \[E_3 \text{ and } \tau_1^{\text{std}} \in \text{Hom}(H, H^{\otimes 2})\], we obtain explicit $\tau_1^{\text{std}} \in \text{Hom}(H^{\otimes 3}, \mathbb{Z})$ for the pointed hyperelliptic curve $(C_n, P_0)$ for $(g, n) = (2, 5)$ and $(2, 6)$.

**Example 3.6.** Write the subsets of $S := \{(i, j, k) \in \mathbb{Z}^3; 0 \leq i, j, k \leq 3\}$:

$S_{-1}^{\text{even}} := \{(0, 1, 2), (0, 2, 1), (0, 3, 3), (1, 0, 3), (1, 2, 2), (2, 0, 1), (2, 1, 3), (3, 1, 0), (3, 2, 3), (3, 3, 2)\}$,

$S_{1}^{\text{even}} := \{(0, 0, 1), (0, 1, 3), (0, 2, 3), (1, 0, 2), (1, 2, 3), (2, 1, 2), (2, 2, 1), (2, 3, 3), (3, 0, 3), (3, 1, 2), (3, 3, 0)\}$,

$S_{-1}^{\text{odd}} := S_{-1}^{\text{even}} \cup \{(0, 2, 0), (1, 2, 0), (2, 0, 0), (3, 0, 0)\},$
\[ S_1^{\text{odd}} := S_1^{\text{even}} \cup \{(0, 0, 0), (1, 0, 0)\}, \]
\[ S_3^{\text{odd}} := \{(2, 2, 0)\}. \]

For \((g, n) = (2, 6)\), we have
\[ \tau_1^{\text{std}}(\ell_i \otimes \ell_j \otimes \ell_k) = \begin{cases} m, & (i, j, k) \in S_m^{\text{even}} \\ 0, & \text{otherwise} \end{cases} \]
for \(m = -1, 1, 0\),
and for \((g, n) = (2, 5)\),
\[ \tau_1^{\text{std}}(\ell_i \otimes \ell_j \otimes \ell_k) = \begin{cases} m, & (i, j, k) \in S_m^{\text{odd}} \\ 0, & \text{otherwise} \end{cases} \]
for \(m = -1, 1, 0\).

We similarly compute the value \(\tau_1^{\text{std}}(\ell_i \otimes \ell_j \otimes \ell_k)\) for other lower \((g, n)\). But the general case is so complicated.
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