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Abstract—Network traffic modeling and forecasting is the basis of network management and security warning. According to the characteristics of the nonlinear network flows, chaos, polygon, etc., in order to improve the prediction accuracy of network traffic, and puts forward the a cuckoo search cable calculation method and BP neural network by network traffic prediction model, BP neural network is used by the network of the learning sample book training, die quasi cloth Valley bird found nest eggs to find the optimal model parameters and the mining network flow number in simulation experiment according to measure the trial model of can. Simulation results show that compared with the reference model, CS-BPNN improves the prediction accuracy of network traffic, network traffic trends are described more accurately, provides a new research tool with network traffic prediction.
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I. INTRODUCTION

With the increase in the size of the network and the growing complexity of network management, modeling and predicting the network traffic is essential for network management and early warning on network safety. Meanwhile, the network traffic is influenced by many factors, and exhibits non-stationary and chaotic properties. Accurate prediction of network traffic can not only optimize the allocation of network bandwidth but also effectively prevent network congestion. Hence, predicting the network traffic is a major issue in the network management field.

The traditional models for network traffic prediction include the linear regression analysis and the time series models. Klivansky et al. propose the multi-fractal wavelet model based on the self-similarity of the network traffic. The authors in [1] exploited the reliability model of the neural network to propose the software reliability prediction method. The authors in [2] used the multi-fractal prediction model to convert the long range dependent traffic series which is difficult to be predicted and analyzed into the series that can be predicted using the short range dependent linear model.

Recently, network traffic prediction problem has attracted many attentions of the scholars at home and abroad, and an extensive and in-depth research, obtain good effect. Network traffic prediction method can generally be divided into traditional Markov method, time series analysis method and neural network method, etc. The principle of the autoregressive or autoregressive moving average forecasting model of the algorithm is simple, and the prediction accuracy for short-term forecasting is high, but the result of long-term forecast is bad. Literatures [15-17] proposed forecasting model based on autoregressive or autoregressive moving average (AR), paper [18] proposed autoregressive integrated moving average (ARMA). In paper [19], the researchers assumed that the network traffic appeared a smooth change of data, and proposed AR model to deal with the network traffic prediction. However, network traffic is the result of comprehensive shaping of many factors, randomness, time-varying non-stationary characteristics, therefore, the traditional model is difficult to do an accurately long-term projections for network flow.

Some scholars started to import the theory of nonlinear modeling and forecasting network traffic, such as support vector machine (SVM), grey theory and neural network prediction model of network traffic and so on. Papers [2-3] established the network traffic reliability prediction method based on the neural network model. In papers [4-7], neural network was used to study the nonparametric, nonlinear classification and prediction problems of network traffic. Paper [8] presents a time series forecasting algorithm, which adopts neural network puts forward a nonlinear mapping relationship based on the input set and expectation model.

Due to network traffic is an affected by multiple factors combination of complex system, a single prediction algorithm can only describe the part or section information, it is difficult to comprehensively and accurately predict its change rule. Some scholars have established the combination of network traffic prediction model based on the famous M-competition theory, the results showed that combination model can forecast larger limit use a variety of sample information, system for more than a single prediction model considering problems, more comprehensive [9-10]. Due to the network traffic has multi-scale features at the same time, some scholars put forward a kind of wavelet analysis and integration of ARIMA network traffic prediction model, has obtained the good
prediction effect [11]. However, this model adopts the single ARIMA model for high frequency and low frequency part modeling, and then it is difficult to accurately describe the network traffic complex changes, which means that, the forecast needs further improve [12-14].

However, many studies show that the variation of network traffic can be regarded as a non-linear non-varying, chaotic and dynamic system. The traditional methods always rely on linear modeling and is ineffective in accurately capturing dynamics of the network traffic. The advancements in the chaos theory and the artificial intelligence achieved in recent years yield the chaos theory-based non-linear prediction algorithms, such as the neural network method and the support vector machine (SVM) method. The neural network was used in [3] to study the non-parametric no-linear classification and prediction problem. The authors in [4] employed the neural network to propose a self-learning process for time series prediction and presented a non-linear mapping relationship based on the input set and the expectation pattern. These algorithms, however, have limitations. For example, the neural network algorithm based on minimization of empirical risk is prone to over learning and its generalization ability is poor.

This paper proposes a novel network traffic prediction model CS-BPNN that can effectively optimize BP neural network parameters and improve network traffic prediction accuracy. Simulation results demonstrate the ability of the proposed method to accurately predict network traffic.

II. OPTIMIZATION BP NEURAL NETWORK WITH CUCKOO SEARCH

A. BP Neural Network

BP neural network model can be formed by three layer network structure. The input signal from the input nodes through the hidden layer nodes, then the nodes in the hidden layer to the output layer, a layer of nodes on a layer of influence by input node output. Figure 1 is a diagram of a structure with three layers structure of typical BP neural network.

\[ X(i) = \{x(i-(m-1)\tau, \ldots, x(i-\tau), x(i))\} \quad (1) \]

Let \( \tau \) denote the time delay, \( m \) denote the embedding dimensionality, \( X(i) \) denote the phase point after reconstruction. Then, the output function is \( y(i)=x(i+1) \). The number of input nodes in the BP neural network is a function of the embedding dimensionality of the network traffic, \( m \), and the number of nodes in the hidden layer, \( p \). There is one output node. Mapping is constructed through \( \mathbb{R}^n \rightarrow \mathbb{R} \).

The input to each node in the hidden layer is:

\[ S_j = \sum_{i=1}^{n} \omega_{ij} x(i) - \theta_j \quad (2) \]

where \( \omega_{ij} \) is the weight of link between the input layer and the hidden layer, \( \theta_j \) is the threshold of the node in the hidden layer.

The output of the node in the hidden layer is:

\[ b_j = \frac{1}{1 + \exp \left( \sum_{i=1}^{n} \omega_{ij} x_i - \theta_j \right)} \quad (3) \]

The input to the node in the output layer is:

\[ L = \sum_{j=1}^{p} \omega_{jk} b_j - \theta_k \quad (4) \]

The output of the node in the output layer is:

\[ x_{i+1} = \frac{1}{1 + \exp \left( \sum_{j=1}^{p} v_j b_j - \gamma \right)} \quad (5) \]

where \( v_j \) is the weight of link between the hidden layer and the output layer, \( \gamma \) is the threshold of the hidden layer.

B. Cuckoo Search algorithm

Cuckoo search (CS) is a novel heuristic algorithm motivated by the replication strategy used by the cuckoo for breeding their chicks. The usual Levi flight mechanism is introduced to simulate the search of the cuckoo for nest. This algorithm is based on the three ideal rules below.

(1) Each cuckoo can produce only one egg each time and choose a random nest to store it.

(2) The nest that hosts the best egg will be retained for the next generation.

(3) The total number of nests, \( n \), is fixed. The host of the nest
recognizes the foreign egg at a probability of $p_a$. If the host recognizes foreign eggs, it will remove these eggs or directly abandon the nest and search for a new one at a different place.

The detection probability $p_a$ represents a selection strategy in CS. Based on the three rules above, the formulae for updating the search path and nest location of the cuckoo are as follows.

$$x_i^{t+1} = x_i^t + \alpha \odot L(\lambda)$$ \hspace{1cm} (6)

In Equation (6), $x_i^{t+1}$ represents the nest location for the next generation, $x_i^t = (x_i^1, x_i^2, \ldots, x_i^d)$ represents the location of the $i$th nest in the $t$th generation in the $n$-dimensional optimization problem, $\alpha > 0$ denotes the step size which is used to determine the range of random search and varies with the actual optimization problems. Equation (6) is a random walk equation in essence. Generally, a random walk is a Markov chain, where the future location depends on the current location (the first term in the equation) and the transition probability (the second term). $\odot$ denotes the point-to-point multiplication, $L(\gamma)$ denotes the Levy random search path, which, together with the time $t$, follow the Levy distribution with parameter $\gamma$. Details are given below.

$$\text{levy} \sim u = t^{-\lambda}, (1 < \lambda < 3)$$ \hspace{1cm} (7)

In the Levy distribution-based search path, short-distance exploration is equivalent to occasional long-distance walk. Applying this search strategy to the intelligence optimization algorithm can increase the search scope, improve the population diversity, and jump out of local optimum more easily.

They correspond to the initial thresholds of the BP neural network and the weights of links. The BP neural network trains the training set based on parameter settings and compute the predicted result.

Step 3. Use the predicted result to find the optimal nest location $x_d^{(0)}$ of the current generation, update the nest location based on Equation (6) to obtain the new nest location.

Step 4. Compute the new nest locations, and substitute good nest locations for bad ones in the previous generation to obtain a group of better nest locations. $e_k = [x_1^{(k)}, x_2^{(k)}, \ldots, x_n^{(k)}]^T$.

Step 5. Compare $r$ with $p_a$, keep nests in $e_k$ whose $p_a$ is small, and update locations of nests whose $p_a$ is larger to obtain a new group of nest locations. Substitute good nest locations for bad ones in $e_k$ to obtain a group of better nest locations, $q_k = [x_1^{(k)}, x_2^{(k)}, \ldots, x_n^{(k)}]^T$.

Step 6. Find the optimal nest location $x_d^{(k)}$ from $q_k$. If the maximum number of iterations is reached, then stop searching and output the optimal location $x_d^{(k)}$. Otherwise, return to Step (3) to perform further optimization.

Step 7. Define the parameters corresponding to the optimal nest location $x_d^{(k)}$ as the initial thresholds and weights of the BP neural network to train the training sets and construct the network traffic prediction model.
III. NETWORK TRAFFIC PREDICTION BY CSBP

A. Network traffic data

The network traffic data used in the experiment came from the traffic library. The traffic library collected the network traffic per hour within 50 days from July 1 to August 19, 2014, yielding 50×24=1200 time series of the network traffic, as shown in Fig. 1. The time series of the network traffic within the first 45 days were used as the training set to construct the network traffic prediction model. The network traffics within the last 5 days were used as the validation set to evaluate the prediction performance of the model.

B. Construction of the training set

First, the training set of the network traffic time is processed using the mutual information method, yielding the time delay \( \tau = 1 \). Later, the Cao method is used to compute the embedding dimensionality, yielding the minimal embedding dimensionality for the reconstruction of the network traffic time series phase space, \( m=12 \). Finally, small data sets are employed to compute the maximum Lyapunov index as 0.01952, implying this network traffic time series is chaotic. Jointly considering Equation (1) and the parameter settings of \( \tau = 1 \) and \( m=12 \), we perform phase space reconstruction on the training set of the network traffic, obtaining 948 training samples.

BP is most sensitive to the data in \([0, 1]\). In order to improve BP training efficiency, the reconstructed training set is normalized as follows:

\[
x' = \frac{x - x_{\min}}{x_{\max} - x_{\min}}
\]

where \( x \) denotes the original data of traffic, \( x_{\min} \) and \( x_{\max} \) denote the minimum and maximum values, respectively.

C. Compared models and evaluation metrics

To further demonstrate the prediction performance of CSBP, it is compared with the combination of the BP, and the combination of the particle swarm optimization (PSO) method with PSO-BP. All methods adopt the one-step prediction strategy. That is, the first \( k \) network traffic data items are used as the original training samples to predict the \( k+1 \)th network traffic data item. Then, the \( k+1 \)th actual network traffic data item is incorporated into the original training samples for further prediction. Similar steps can be followed to obtain all...
predicted values of validation samples. RMSE and MAPE are used as the evaluation metrics and they are defined below.

\[
\begin{align*}
RMSE &= \sqrt{\frac{1}{n} \sum_{i=1}^{n} (x(i) - \hat{x}(i))^2} \\
MAPE &= \frac{1}{n} \sum_{i=1}^{n} \left| \frac{x(i) - \hat{x}(i)}{x(i)} \right| \times 100
\end{align*}
\]

(9)

where \(x_i\) and \(\hat{x}_i\) denote the actual and predicted value of the network traffic, \(n\) is the number of test samples.

D. Result and analysis

The optimal parameters of BP neural net determined using PSO and CS are used to establish the network traffic prediction models PSO-BP and CSBP. Then, the test set is employed to make predictions. The prediction results of each model are shown in Fig. 4. Fig.4 (a) presents prediction accuracy result by BP neural net algorithm, Fig.4 (b) shows prediction accuracy result by PSO-BP neural net algorithm, Fig.4 (c) presents prediction accuracy result by CSBP neural net algorithm, and Fig.4 (d) presents comparison result of three algorithms. This figure shows that CSBP outperforms BP and PSO-BP in terms of prediction accuracy. CSBP embodies the global search ability of CS and the non-linear prediction ability of BPNN. Hence, CSBP can predict the network traffic variations more accurately, robustly and reliably.

Fig.4 Comparison of the prediction effect of each model to the validation set

Furthermore, in Table 1 the model prediction result error analysis shows that, the error of proposed CSBP measuring results smaller than the other two models (BP and PSO-BP), the prediction accuracy of network traffic is improved. Results prove that CS-BP provides a more accurate network traffic prediction model.
Table 1. Error comparison of the prediction results of each model

| Model | MAPE (%) | RMSE |
|-------|----------|------|
| BP    | 13.48    | 11.84|
| PSO-BP| 8.58     | 7.92 |
| CSBP  | 4.51     | 3.98 |

IV. CONCLUSION

Due to the large number of highly variable influencing factors, network traffic is non-linear and chaotic. The traditional method can hardly establish accurate prediction models. The performance of BP neural network is affected by parameter settings. To improve prediction performance, this paper proposes a novel network traffic prediction model CSBP and evaluates its performance via simulations. The prediction model does not depend on the accurate setting of the related parameters. Results show that CSBP solves the parameter optimization problem of the BP neural network, is able to describe complicated variations of network traffic more accurately, and improves network traffic prediction accuracy. Hence, the proposed model is very promising and provides insights into the establishment of prediction model. Further, how to apply the results of network traffic prediction to the actual traffic safety monitoring, network resource optimization and network protocol performance optimization is the main research work.
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