A DECOMPOSITION THEOREM OF SURFACE VECTOR FIELDS AND SPECTRAL STRUCTURE OF THE NEUMANN-POINCARÉ OPERATOR IN ELASTICITY
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Abstract. We prove that the space of vector fields on the boundary of a bounded domain with the Lipschitz boundary in three dimensions is decomposed into three subspaces: elements of the first one extend to the inside the domain as divergence-free and rotation-free vector fields, the second one to the outside as divergence-free and rotation-free vector fields, and the third one to both the inside and the outside as divergence-free harmonic vector fields. We then show that each subspace in the decomposition is infinite-dimensional. We also prove under a mild regularity assumption on the boundary that the decomposition is almost direct in the sense that any intersection of two subspaces is finite-dimensional. We actually prove that the dimension of intersection is bounded by the first Betti number of the boundary. In particular, if the boundary is simply connected, then the decomposition is direct. We apply this decomposition theorem to investigate spectral properties of the Neumann-Poincaré operator in elasticity, whose cubic polynomial is known to be compact. We prove that each linear factor of the cubic polynomial is compact on each subspace of decomposition separately and those subspaces characterize eigenspaces of the Neumann-Poincaré operator. We then prove all the results for three dimensions, decomposition of surface vector fields and spectral structure, are extended to higher dimensions. We also prove analogous but different results in two dimensions.
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1. INTRODUCTION

It is well known that any complex-valued function on the boundary $\partial \Omega$ of a bounded domain in $\mathbb{R}^2 \simeq \mathbb{C}$ is decomposed into two parts, one of which extends to $\Omega$ and the other to $\mathbb{R}^2 \setminus \Omega$ as holomorphic functions, or equivalently by taking complex conjugates, as anti-holomorphic functions (see Section 9). It amounts to, for a vector field $(f_1, f_2)$ on $\partial \Omega$ after being identified with $f_1 + if_2$, its being decomposed into two parts, one of which extends to $\Omega$ as a divergence-free and rotation-free vector field and the other to $\mathbb{R}^2 \setminus \Omega$.

In this paper we prove an analogous, but different decomposition theorem in three (and higher) dimensions: any vector field on the boundary $\partial \Omega$ of a bounded domain in $\mathbb{R}^3$ is decomposed into three parts: the first one extends to $\Omega$ as a divergence-free and rotation-free vector field, the second one to $\mathbb{R}^3 \setminus \overline{\Omega}$ as a divergence-free and rotation-free vector field, and the third one to both $\Omega$ and $\mathbb{R}^3 \setminus \overline{\Omega}$ as divergence-free harmonic vector fields.

Investigation of decompositions of the surface vector fields in this paper is motivated by the spectral theory of Neumann-Poincaré operator in elasticity. The Neumann-Poincaré operator in elasticity (abbreviated to eNP operator afterwards) is the boundary integral operator on $\partial \Omega \subset \mathbb{R}^m$ whose integral kernel is defined to be the conormal derivative of the Kelvin matrix of the fundamental solution to the Lamé system of the linear elasticity. Unlike the NP operator for the Laplacian which is compact on $H^{1/2}(\partial \Omega)$ if $\partial \Omega$ is $C^{1,\alpha}$ for some $\alpha > 0$, the eNP operator is not compact on $H^{1/2}(\partial \Omega)^m (H^{1/2}(\partial \Omega)$ is the 1/2-Sobolev space on $\partial \Omega$) even if $\partial \Omega$ is smooth (see [9]). However, it
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is recently proved that it is polynomially compact. In fact, if we set
\begin{equation}
    k_0 := \frac{\mu}{2(\lambda + 2\mu)}
\end{equation}
where \((\lambda, \mu)\) is the pair of Lamé constants and denote the eNP operator by \(K\), then it is proved in [2] that \(K^2 - k_0^2 I\) is compact but \(K \pm k_0 I\) are not compact if \(m = 2\) and \(\partial \Omega\) is \(C^{1,\alpha}\), and in [3] that \(K(K^2 - k_0^2 I)\) is compact but \(K(K \pm k_0 I), K^2 - k_0^2 I\) are not compact if \(m = 3\) and \(\partial \Omega\) is \(C^\infty\) (see also [26]). The assumption that \(\partial \Omega\) is \(C^\infty\)-smooth is required in that paper when \(m = 3\) since the techniques of pseudo-differential operators are utilized. In fact, the compactness of \(K(K^2 - k_0^2 I)\) is proved [3] by reducing the calculation of \(K(K^2 - k_0^2 I)\) to a matrix operation of its principal symbol. We remark that the principal symbol of \(K\) was already found in [1], and that the diagonalization of the (matrix-valued) principal symbol of \(K\) is calculated in [8]. As a consequence of such results, it is shown that the spectrum of the eNP operator consists of eigenvalues converging to \(k_0\) and \(-k_0\) in two dimensions, and \(k_0, -k_0, 0\) in three dimensions. Recently, convergence rates of eigenvalues have been studied in two dimensions [4], and Weyl-type asymptotics of some combinations of eigenvalues in three dimensions have been derived [28]. In the recent paper [29], those of the signed eigenvalues converging to each accumulation point are obtained. These results are extensions to the eNP of the corresponding results for the NP operator associated with the Laplace operator [24, 25]. Eigenvalues of the eNP operator on the sphere are explicitly computed in [10].

A natural question arises: Does eigenfunctions corresponding to eigenvalues, converging to \(k_0\) and \(-k_0\) in two dimensions, and to \(k_0, -k_0\) and 0 in three dimensions, have special properties? A related question is if it is possible to decompose \(H^{1/2}(\partial \Omega)^m\) \((m = 2, 3)\) into subspaces in some meaningful way so that \(K + k_0 I\) and \(K - k_0 I\) are compact on the respective subspaces in two dimensions, and \(K + k_0 I, K - k_0 I\) and \(K\) are compact on the respective subspaces in three dimensions? We prove in this paper that above mentioned decompositions yield right subspaces for these questions. There are straight-forward decompositions of the space \(H^{1/2}(\partial \Omega)^m\): decomposition into ranges of \(K - k_0 I\) and \(K + k_0 I\) in two dimensions, and ranges of \(K(K - k_0 I), K(K + k_0 I)\) and \(K^2 - k_0^2 I\) in three dimensions. But it is not clear if these subspaces have any meaningful properties, and even if it is so, it is difficult to figure them out.

We now prepare ourselves for more precise description of main results and methods. Let \(\Omega \subset \mathbb{R}^m\) be a bounded domain with the Lipschitz boundary \(\partial \Omega\). We assume \(m = 2, 3\) here, even if we deal with higher dimensional case as well in this paper. We set
\begin{equation}
    \mathcal{H} := H^{1/2}(\partial \Omega)
\end{equation}
for ease of notation. As we will explain later (see (1.10)), the space \(\mathcal{H}^m\) \((m \geq 2)\) is equipped with the inner product defined in terms of the single layer potential of the Lamé system. The norm on \(\mathcal{H}^m\) induced by the inner
product is equivalent to the product norm induced by the usual $H^{1/2}$-norm, and the eNP operator is symmetrized by this inner product. The dual spaces of $\mathcal{H}$ and $\mathcal{H}^m$ are denoted by $\mathcal{H}^* = H^{-1/2}(\partial \Omega)$ and $(\mathcal{H}^m)^* = H^{-1/2}(\partial \Omega)^m = (\mathcal{H}^*)^m$, respectively.

We define subspaces of $\mathcal{H}^m$ which are used for decomposition of surface vector fields. For $f \in \mathcal{H}^m$, let $v_-^f \in H^1(\Omega)^m$ be the unique solution to

\begin{equation}
\begin{cases}
\Delta u = 0 & \text{in } \Omega, \\
u = f & \text{on } \partial \Omega.
\end{cases}
\end{equation}

We also let $v_+^f$ be the unique solution to

\begin{equation}
\begin{cases}
\Delta u = 0 & \text{in } \mathbb{R}^m \setminus \overline{\Omega}, \\
u = f & \text{on } \partial \Omega, \\
u = O(|x|^{-1}) & \text{as } |x| \to \infty
\end{cases}
\end{equation}

such that $\nabla v_+^f \in L^2(\mathbb{R}^m \setminus \overline{\Omega})^m$ if $m = 2$ and $v_+^f \in H^1(\mathbb{R}^m \setminus \overline{\Omega})^m$ if $m = 3$.

If $m = 2$, we need to impose the condition $\int_{\partial \Omega} f = 0$ to ensure existence of the solution to (1.3). We define subspaces of $\mathcal{H}^m$ as follows:

$$
\mathcal{H}_{\text{div,rot}}^- := \{ f \in \mathcal{H}^m \mid \nabla \cdot v_-^f = 0, \nabla \times v_-^f = 0 \text{ in } \Omega \},
$$

$$
\mathcal{H}_{\text{div,rot}}^+ := \{ f \in \mathcal{H}^m \mid \nabla \cdot v_+^f = 0, \nabla \times v_+^f = 0 \text{ in } \mathbb{R}^m \setminus \overline{\Omega} \},
$$

$$
\mathcal{H}_{\text{div}} := \{ f \in \mathcal{H}^m \mid \nabla \cdot v_-^f = 0 \text{ in } \Omega \text{ and } \nabla \cdot v_+^f = 0 \text{ in } \mathbb{R}^m \setminus \overline{\Omega} \}.
$$

If $m = 2$, $\nabla \times$ is replaced by rot. We equip the subspaces (1.4) with the subspace topologies of $\mathcal{H}^3$, or equivalently, the topologies induced by the restriction of the inner product (1.10) on $\mathcal{H}^3$.

As mentioned at the beginning of Introduction, in two dimensions any vector field on $\partial \Omega$ is decomposed into two parts in a unique way, one extends to $\Omega$ and the other to $\mathbb{R}^2 \setminus \overline{\Omega}$ as divergence-free and rotation-free vector fields. Such a decomposition can be expressed as

$$
\mathcal{H}^2 = \mathcal{H}_{\text{div,rot}}^- \oplus \mathcal{H}_{\text{div,rot}}^+.
$$

(see Theorem 9.4). In particular, $\mathcal{H}_{\text{div}} = \{0\}$ in two dimensions. In three dimensions, the situation is completely different. It turns out that $\mathcal{H}_{\text{div}}$ is of infinite dimensions if $m = 3$, and $\mathcal{H}^3$ is decomposed as $\mathcal{H}_{\text{div,rot}}^- + \mathcal{H}_{\text{div,rot}}^+ + \mathcal{H}_{\text{div}}$.

To investigate the decomposition when $m = 3$, we introduce an inner product on $\mathcal{H}^3$. With the pair of Lamé constants $(\lambda, \mu)$, the Lamé operator $\mathcal{L}_{\lambda, \mu}$ is defined by

$$
\mathcal{L}_{\lambda, \mu} u := \mu \Delta u + (\lambda + \mu) \nabla (\nabla \cdot u).
$$

We assume that the Lamé constants $\lambda$ and $\mu$ satisfy the following condition

$$
\mu > 0, \quad 3\lambda + 2\mu > 0.
$$
Let $\Gamma = (\Gamma_{ij})_{i,j=1}^3$ be the Kelvin matrix of fundamental solutions to the Lamé operator $L_{\lambda,\mu}$, namely,

$$
\Gamma_{ij}(x) = -\frac{\alpha_1 \delta_{ij}}{4\pi |x|} - \frac{\alpha_2 x_i x_j}{4\pi |x|^3},
$$

where

$$
\alpha_1 := \frac{1}{2} \left( \frac{1}{\mu} + \frac{1}{\lambda + 2\mu} \right) = \frac{1 + 2k_0}{2\mu},
$$

$$
\alpha_2 := \frac{1}{2} \left( \frac{1}{\mu} - \frac{1}{\lambda + 2\mu} \right) = \frac{1 - 2k_0}{2\mu},
$$

and $\delta_{ij}$ is Kronecker’s delta (see [20]). Here, $k_0$ is the number defined by (1.1). Let $S$ be the single layer potential with respect to the Lamé system, namely,

$$
S[f](x) := \int_{\partial\Omega} \Gamma(x - y)f(y) d\sigma(y).
$$

We consider $S[f](x)$ for $x \in \partial\Omega$ as well as for $x \in \mathbb{R}^3$.

It is known (see [2]) that under the condition (1.6) the linear operator $f \mapsto S[f]|_{\partial\Omega}$ defines an isomorphism from $(\mathcal{H}^3)^*$ to $\mathcal{H}^3$. Thus the bilinear form

$$
\langle f, g \rangle_* := -\langle S^{-1}[f], g \rangle_{\partial\Omega}
$$

defines an inner product on $\mathcal{H}^3$ equivalent to the usual Sobolev inner product, where the right-hand side is the duality pairing between $(\mathcal{H}^3)^*$ and $\mathcal{H}^3$. Here $S^{-1} : \mathcal{H}^3 \rightarrow (\mathcal{H}^3)^*$ is the inverse mapping of $f \mapsto S[f]|_{\partial\Omega}$. Note that the inner product (1.10) depends on the Lamé constants $(\lambda, \mu)$. In what follows, we equip the Hilbert space $\mathcal{H}^m$ with the inner product (1.10).

Observe that the definition (1.10) makes sense even if $(\mu, k_0) = (1, 1/2)$, or equivalently, $(\lambda, \mu) = (-1, 1)$ which does not satisfy the condition (1.6). If $(\mu, k_0) = (1, 1/2)$, then $\alpha_1 = 1$ and $\alpha_2 = 0$, and hence $S[f] = S_0[f]$, where $S_0$ is the single layer potential with respect to the Laplacian:

$$
S_0[\varphi](x) := -\frac{1}{4\pi} \int_{\partial\Omega} \frac{1}{|x - y|} \varphi(y) d\sigma(y)
$$

for $\varphi$ belonging to either $\mathcal{H}^*$ or $(\mathcal{H}^3)^*$. It is known ([30]) that $S_0$ is an isomorphism from $(\mathcal{H}^3)^*$ to $\mathcal{H}^3$. Thus (1.10) is well-defined.

We now state main results of this paper regarding decomposition of vector fields. We present only three dimensional results for simplicity of presentation. The two and higher dimensional results are presented in the last two sections.

**Theorem 1.1.** Let $\Omega$ be a bounded domain in $\mathbb{R}^3$ with the Lipschitz boundary. The Hilbert space $\mathcal{H}^3$ is decomposed as

$$
\mathcal{H}^3 = \mathcal{H}_{\text{div,rot}}^{-} \oplus \mathcal{H}_{\text{div,rot}}^{+} \oplus (\mathcal{H}_{\text{div,rot}}^{-} + \mathcal{H}_{\text{div,rot}}^{+})^\perp,
$$

where $\mathcal{H}_{\text{div,rot}}^{-}$ and $\mathcal{H}_{\text{div,rot}}^{+}$ are the spaces of vector fields with divergence or rotation, and $(\mathcal{H}_{\text{div,rot}}^{-} + \mathcal{H}_{\text{div,rot}}^{+})^\perp$ denotes the orthogonal complement.
where the decomposition is orthogonal with the inner product (1.10), and

\[(1.13) \quad (\mathcal{H}_{\text{div,rot}}^- + \mathcal{H}_{\text{div,rot}}^+) \perp \subset \mathcal{H}_{\text{div}}.\]

In particular, we have

\[(1.14) \quad \mathcal{H}^3 = \mathcal{H}_{\text{div,rot}}^- \oplus \mathcal{H}_{\text{div,rot}}^+ + \mathcal{H}_{\text{div}}.\]

We emphasize that the subspaces \(\mathcal{H}_{\text{div,rot}}^-, \mathcal{H}_{\text{div,rot}}^+, \mathcal{H}_{\text{div}}\) are infinite-dimensional as shown in Theorem 5.1. This result plays a crucial role in investigation of spectral properties of the eNP operator.

We do not know whether the equality holds in (1.13), or equivalently,

\[\mathcal{H}_{\text{div,rot}}^- \cap \mathcal{H}_{\text{div}} = \{0\},\]

and hence the decomposition (1.14) is orthogonal for a general domain \(\Omega\).

However, we show that if \(\partial \Omega\) is \(C^{1,\alpha}\) for some \(\alpha > 1/2\), then the inclusion (1.13) is of finite codimension, or equivalently, \(\mathcal{H}_{\text{div,rot}}^\pm \cap \mathcal{H}_{\text{div}}\) is of finite dimensional as the following theorem shows (see also Theorem 5.2).

**Theorem 1.2.** Let \(\Omega\) be a bounded domain in \(\mathbb{R}^3\). If \(\partial \Omega\) is \(C^{1,\alpha}\) for some \(\alpha > 1/2\), then the following inequality holds:

\[(1.15) \quad \dim \mathcal{H}_{\text{div}}/(\mathcal{H}_{\text{div,rot}}^- + \mathcal{H}_{\text{div,rot}}^+) \leq \dim \mathcal{H}_{\text{div}} \cap (\mathcal{H}_{\text{div,rot}}^- + \mathcal{H}_{\text{div,rot}}^+) \leq b_1(\partial \Omega).\]

Here \(b_1(X)\) denotes the first Betti number of the topological space \(X\). In particular, if \(\partial \Omega\) is simply connected, then \(b_1(\partial \Omega) = 0\) and thus the sum in (1.14) is orthogonal.

**Corollary 1.3.** Let \(\Omega\) be a bounded domain in \(\mathbb{R}^3\). If \(\partial \Omega\) is \(C^{1,\alpha}\) for some \(\alpha > 1/2\) and simply connected, then the orthogonal decomposition

\[\mathcal{H}^3 = \mathcal{H}_{\text{div,rot}}^- \oplus \mathcal{H}_{\text{div,rot}}^+ \oplus \mathcal{H}_{\text{div}}\]

holds.

We apply decomposition theorem for vector fields to investigation of eNP operator’s spectral structure. The eNP operator, denoted by \(\mathcal{K}\), is defined by

\[(1.16) \quad \mathcal{K}[f](x) := \text{p.v.} \int_{\partial \Omega} (\partial_\nu \Gamma(x - y))^T f(y) \, d\sigma(y), \quad x \in \partial \Omega,
\]

where p.v. stands for the Cauchy principal value (\(T\) for transpose), \(\partial_\nu\) denotes the conormal derivative on \(\partial \Omega\) associated with the Lamé operator \(\mathcal{L}_{\lambda,\mu}\), namely,

\[(1.17) \quad \partial_\nu u(x) := \lambda (\nabla \cdot u)n_x + 2\mu (\hat{\nabla} u)n_x,
\]

where \(n_x\) is the outward normal vector at \(x \in \partial \Omega\), and \(\hat{\nabla}\) is the symmetric gradient, namely, \(\hat{\nabla} u = (\nabla u + \nabla u^T)/2\). The operator \(\mathcal{K}\) is a singular integral operator and bounded on \(L^2(\partial \Omega)^3\) ([9]) and on \(H^1(\partial \Omega)^3\) ([1, Proposition
and thus on $H^3 = H^{1/2}(\partial \Omega)^3$ by the interpolation. The eNP operator $\mathcal{K}$ is related to the single layer potential $S$ by the jump relation

$$\partial_\nu S[f]|_\pm = \left(\mathcal{K}^* + \frac{1}{2}I\right)[f] \text{ on } \partial \Omega,$$

where $\mathcal{K}^*$ is the adjoint operator of $\mathcal{K}$ on $L^2(\partial \Omega)^m$. Here and throughout this paper, the subscripts $-$ and $+$ respectively denote the limits in the direction of the normal vector to $\partial \Omega$ from inside and outside $\Omega$, for example,

$$\partial_\nu u|_\pm(x) := \lim_{t \to +0} \left[\lambda \nabla \cdot u(x \pm t n_x)n_x + 2\mu \tilde{\nabla} u(x \pm t n_x)n_x\right]$$

for almost every $x \in \partial \Omega$. The operators $\mathcal{K}^*$ and $\mathcal{K}$ are bounded on $H^*_{\text{div}}$ and $H^3_{\text{div,rot}}$, respectively (see, for example, [2]).

As mentioned earlier, the eNP operator $\mathcal{K}$ is not compact even if $\partial \Omega$ is smooth, and moreover, neither $\mathcal{K}(\mathcal{K} \pm k_0 I)$ nor $\mathcal{K}^2 - k_0^2 I$ are compact, where $k_0$ is the number given in (1.1). However, $\mathcal{K}(\mathcal{K}^2 - k_0^2 I)$ is compact on $H^3$ if $\partial \Omega$ is $C^\infty$. The first main result of this paper regarding polynomial compactness of the eNP operator is the following.

**Theorem 1.4.** Let $\Omega$ be a bounded domain in $\mathbb{R}^3$. If $\partial \Omega$ is $C^{1,\alpha}$ for some $\alpha > 0$, then the restricted operators

$$\mathcal{K} + k_0 I : H_{\text{div,rot}}^+ \longrightarrow H^3, \quad \mathcal{K} - k_0 I : H_{\text{div,rot}}^- \longrightarrow H^3$$

are compact. If $\partial \Omega$ is $C^{1,\alpha}$ for some $\alpha > 1/2$, then the restricted operator

$$\mathcal{K} : H_{\text{div}} \longrightarrow H^3$$

is compact.

As immediate consequences of this theorem together with Theorem 1.1, we extend the result of [3] to domains with $C^{1,\alpha}$ boundaries:

**Corollary 1.5.** If $\Omega$ is a bounded domain in $\mathbb{R}^3$ whose boundary is $C^{1,\alpha}$ for some $\alpha > 1/2$, then the operator $\mathcal{K}(\mathcal{K}^2 - k_0^2 I)$ is compact on $H^3$.

To prove Theorem 1.1 and 1.4, we introduce an eNP-type operator, denoted by $\mathcal{K}^{\text{div}}$, related to the divergence-free solutions to the Lamé system (the superscript $\text{div}$ in $\mathcal{K}^{\text{div}}$ stands for ‘divergence-free’). In fact, $\mathcal{K}^{\text{div}}$ is defined in terms of a certain conormal derivative of the Kelvin matrix of the fundamental solution. The double layer potential defined by this conormal derivative produces divergence-free solutions to the Lamé system (see Subsection 2.1). It turns out that $\mathcal{K}^{\text{div}}$ is the conjugate of the Cauchy transform in two dimensions (see Section 9).

It is proved (Theorem 2.9) that the subspace $H_{\text{div,rot}}^\pm$ is the null space of the operator $\mathcal{K}^{\text{div}} \pm k_0 I$, namely, $H_{\text{div,rot}}^\pm = \text{Ker} (\mathcal{K}^{\text{div}} \pm k_0 I)$. This result plays a crucial role in proving Theorem 1.1. The operator $\mathcal{K}^{\text{div}}$ carries all the information of non-compact part of the eNP operator. In fact, $\mathcal{K} + 2k_0 \mathcal{K}^{\text{div}}$ is
compact on $\mathcal{H}^m$ if $\partial \Omega$ is $C^{1,\alpha}$, from which compactness of $K \pm k_0 I$ on $\mathcal{H}^\pm_{\text{div,rot}}$ in Theorem 1.4 follows. To prove compactness of $K$ on $\mathcal{H}_{\text{div}}$, we derive a general formula for $K$ expressed in terms of the single layer potential for the Laplace operator (Proposition 4.7). To prove Theorem 1.2, we employ the de Rham theory and the singular homology theory for which we refer to [5, 6, 15, 21].

By the analogy to the Plemelj’s symmetrization principle, which is expressed as

$$K S = S K^*,$$

the operator $K$ is realized as a self-adjoint operator on $\mathcal{H}^m$ (see [2, 11]). It is worthwhile mentioning that the Plemelj’s symmetrization principle holds for the Laplace operator and the corresponding NP operator is self-adjoint [19]. The operator $K(K^2 - k_0^2 I)$ is a self-adjoint compact operator on $\mathcal{H}^3$, and hence has real eigenvalues converging to 0. We use infinite dimensionality of the subspaces $\mathcal{H}^+_{\text{div,rot}}, \mathcal{H}^-_{\text{div,rot}}$, and $\mathcal{H}_{\text{div}}$ to prove that the operators $K^2 - k_0^2 I, K(K - k_0 I)$, and $K(K + k_0 I)$ are not compact on $\mathcal{H}^3$. As a consequence we obtain the following theorem, which was proved in [3] when $\partial \Omega$ is $C^\infty$.

**Theorem 1.6.** If $\Omega$ is a bounded domain in $\mathbb{R}^3$ whose boundary is $C^{1, \alpha}$ for some $\alpha > 1/2$, then the eigenvalues of the eNP operator $K$ on $\mathcal{H}^3$ consist of three infinite real sequences converging to 0, $k_0$, and $-k_0$.

The following theorem shows that the eigenfunctions corresponding to eigenvalues converging to 0, $k_0$ and $-k_0$ respectively lie in $\mathcal{H}^+_{\text{div}}, \mathcal{H}^-_{\text{div,rot}}$ and $\mathcal{H}^-_{\text{div,rot}}$ in the limit. This is natural in view of Theorem 1.4. Throughout this paper, $\|f\|_2^2 = \langle f, f \rangle_\star$.

**Theorem 1.7.** Let $\Omega$ be a bounded domain in $\mathbb{R}^3$ whose boundary is $C^{1, \alpha}$ for some $\alpha > 1/2$. Let $\{f_j\}_{j=1}^\infty$ be an orthonormal system in $\mathcal{H}^3$ consisting of eigenfunctions of $K$. Let $\lambda_j \in \mathbb{R}$ be the corresponding eigenvalue, i.e., $K[f_j] = \lambda_j f_j$. We decompose $f_j$ into the sum $f_j = f_j^- + f_j^+ + f_j^0$ where

$$f_j^\pm \in \mathcal{H}^\pm_{\text{div,rot}}, \quad f_j^0 \in (\mathcal{H}^+_{\text{div,rot}} + \mathcal{H}^-_{\text{div,rot}})^\perp \subset \mathcal{H}_{\text{div}}.$$

Then the following statements hold as $j \to \infty$:

(i) If $\lambda_j \to 0$, then $\|f_j - f_j^0\|_\star \to 0$.

(ii) If $\lambda_j \to k_0$, then $\|f_j - f_j^+\|_\star \to 0$.

(iii) If $\lambda_j \to -k_0$, then $\|f_j - f_j^-\|_\star \to 0$.

Moreover, we obtain estimates on the rotation and the divergence of the solutions to the interior and exterior problems (2.26) and (2.27) with the eigenfunctions $f_j$ as the boundary values (Theorem 7.1).

All the results in three dimensions are carried to higher dimensions without much alteration as we show in Section 8. We use the exterior calculus to define the div-free eNP operator in higher dimensions. In two dimensions,
we prove that the div-free eNP operator $K^{\text{div}}$ is actually the conjugate of the Cauchy transform, as mentioned before. Using this fact, we prove that the decomposition $H^2 = H^{-\text{div},\text{rot}} \oplus H^{+\text{div},\text{rot}}$ holds, that $K \pm k_0I$ is compact on $H^{-\text{div},\text{rot}}$, and that a theorem analogous to Theorem 1.7 holds.

This paper is organized as follows. In section 2, the div-free eNP operator $K^{\text{div}}$ is defined, its important properties are derived, and Theorem 1.1 is proved. In section 3, the case when $\Omega$ is a ball is dealt with. In particular, we prove that if $\Omega$ is a ball, the decomposition (1.14) is actually an orthogonal decomposition, and subspaces $H^{\pm\text{div},\text{rot}}$ and $H^{\text{div}}$ are infinite-dimensional by counting dimensions of those subspaces in the space of homogeneous harmonic polynomials. We discuss the relation between the decomposition (1.14) and the eNP eigenfunctions on the sphere obtained in [10]. In section 4, Theorem 1.4 is proved. In section 5, it is proved that the subspaces $H^{\pm\text{div},\text{rot}}$ and $H^{\text{div}}$ on the Lipschitz boundaries are infinite-dimensional using the results for spheres. It is also proved that the inclusion $(H^{-\text{div},\text{rot}} + H^{+\text{div},\text{rot}})^{\perp} \subset H^{\text{div}}$ in (1.13) is of finite codimension. In Section 6, we prove Theorem 1.4 which provides an upper bound on the codimension in terms of the first Betti number. In section 7, Theorem 1.6 and 1.7 regarding spectral structure of the eNP operator are proved. Section 8 and 9 are for the higher- and two-dimensional cases, respectively. The main part of this paper ends with short discussions, where we mention one problem arising from this work. We include in Appendix A a proof of a smoothing property of weakly singular integral operators. This fact is used in Section 4 and 6. We also include in Appendix B a proof of the fact that by dilating the domain if necessary, the single layer potential in two-dimensions becomes invertible and the bilinear form in (1.10) is a genuine inner product.

Throughout this paper we use notation $A \lesssim B$ to imply $A \leq CB$ for some constant $C$.

2. Div-free eNP operator and proof of Theorem 1.1

2.1. Div-free eNP operator. Let $\Omega$ be a bounded domain in $\mathbb{R}^3$ with the Lipschitz boundary. Since $\Delta u = \nabla(\nabla \cdot u) - \nabla \times (\nabla \times u)$, the Lamé operator $L_{\lambda, \mu}$ defined by (1.5) can be represented as

\begin{equation}
L_{\lambda, \mu}u = -\mu \nabla \times (\nabla \times u) + \frac{\mu}{2k_0} \nabla (\nabla \cdot u),
\end{equation}

where $k_0$ is the number defined by (1.1). Then, the conormal-type derivative

\begin{equation}
\partial^{\text{div}}_\nu u(x) := -\nu n_x \times (\nabla \times u)(x) + \frac{\mu}{2k_0} (\nabla \cdot u)(x)n_x
\end{equation}

defined for $x \in \partial \Omega$, which is different from the conormal derivative defined in (1.17), is compatible with the representation (2.1) of the Lamé operator in the sense of Lemma 2.1 below. We use the notation $\partial^{\text{div}}_\nu$ to emphasize that it is a conormal-type derivative but different from $\partial_\nu$. The superscript div is used since the double layer potential defined by this conormal-type derivative
is divergence-free as we will see later (Lemma 2.3). In what follows, we call $\partial_{\nu}^{\text{div}}$ the div-free conormal derivative.

**Remark.** One can consider more general conormal-type derivative

$$u(x) \mapsto (\mu \nabla u(x)^T + r \nabla u(x)) n_x + (\mu + \lambda - r)(\nabla \cdot u(x)) n_x$$

(see [17, (6.1.4)], [22] for example). Here $r \in [-\mu, \mu]$ is a parameter. The div-free conormal derivative $\partial_{\nu}^{\text{div}}$ corresponds to the case when $r = -\mu$, while the usual conormal derivative $\partial_{\nu}$ does to the case when $r = \mu$. The case $r = \mu(\mu + \lambda)/(3\mu + \lambda)$ is employed in [9] (see also [20]).

By the divergence theorem, we obtain the following lemma. Here $\langle \cdot, \cdot \rangle_{\Omega}$ denotes either the inner product on $L^2(\Omega)^3$ or $L^2(\Omega)$ (or the duality pairing between $H^{-1}(\Omega)^3$ and $H^1(\Omega)^3$ or between $H^{-1}(\Omega)$ and $H^1(\Omega)$), and $\langle \cdot, \cdot \rangle_{\Omega^c}$ does analogously for $\Omega^c := \mathbb{R}^3 \setminus \Omega$. Likewise, $\langle \cdot, \cdot \rangle_{\partial \Omega}$ denotes either the inner product on $L^2(\partial \Omega)^3$ or the duality pairing between $(H^3)^*$ and $H^3$.

**Lemma 2.1.** Let $\Omega \subset \mathbb{R}^3$ be a bounded Lipschitz domain.

(i) It holds for all $u, v \in H^1(\Omega)^3$ that

$$\langle \mathcal{L}_{\lambda,\mu} u, v \rangle_{\Omega} = \langle \partial_{\nu}^{\text{div}} u, v \rangle_{\partial \Omega} - \mu \langle \nabla \times u, \nabla \times v \rangle_{\Omega} - \frac{\mu}{2k_0} \langle \nabla \cdot u, \nabla \cdot v \rangle_{\Omega} \tag{2.3}$$

and

$$\langle \mathcal{L}_{\lambda,\mu} u, v \rangle_{\Omega} - \langle u, \mathcal{L}_{\lambda,\mu} v \rangle_{\Omega} = \langle \partial_{\nu}^{\text{div}} u, v \rangle_{\partial \Omega} - \langle u, \partial_{\nu}^{\text{div}} v \rangle_{\partial \Omega}. \tag{2.4}$$

(ii) If $u, v \in H^1(\Omega)^3$ satisfy $|u(x)|, |v(x)| = O(|x|^{-1/2-\delta}), |\nabla u(x)|, |\nabla v(x)| = O(|x|^{-3/2-\delta}) as |x| \to \infty$ for some $\delta > 0$, then we have

$$\langle \mathcal{L}_{\lambda,\mu} u, v \rangle_{\Omega^c} = -\langle \partial_{\nu}^{\text{div}} u, v \rangle_{\partial \Omega} - \mu \langle \nabla \times u, \nabla \times v \rangle_{\Omega^c} - \frac{\mu}{2k_0} \langle \nabla \cdot u, \nabla \cdot v \rangle_{\Omega^c} \tag{2.5}$$

and

$$\langle \mathcal{L}_{\lambda,\mu} u, v \rangle_{\Omega^c} - \langle u, \mathcal{L}_{\lambda,\mu} v \rangle_{\Omega^c} = -\langle \partial_{\nu}^{\text{div}} u, v \rangle_{\partial \Omega} + \langle u, \partial_{\nu}^{\text{div}} v \rangle_{\partial \Omega}.$$

**Proof.** (i) Using the representation (2.1) of the Lamé operator $\mathcal{L}_{\lambda,\mu}$, (2.3) immediately follows from the formulas

$$\langle \nabla \varphi, u \rangle_{\Omega} = \langle \varphi, n \cdot u \rangle_{\partial \Omega} - \langle \varphi, \nabla \cdot u \rangle_{\Omega},$$

$$\langle \nabla \times u, v \rangle_{\Omega} = \langle n \times u, v \rangle_{\partial \Omega} + \langle u, \nabla \times v \rangle_{\Omega}$$

for $\varphi \in H^1(\Omega)$ and $u, v \in H^1(\Omega)^3$. These formulas can be easily proved by using divergence theorem. The identity (2.4) can be proved by using (2.3) twice.

(ii) can proved similarly. \qed
We define the double layer potential $\mathcal{D}^{\text{div}}$ associated with the conormal derivative (2.2) by

\[ (2.6) \quad \mathcal{D}^{\text{div}}[f](x) := \int_{\partial \Omega} (\partial_{\nu_y} \Gamma(x - y))^T f(y) \, d\sigma(y), \quad x \in \mathbb{R}^3 \setminus \partial \Omega \]

for $f \in \mathcal{H}^3$ where $\partial_{\nu_y} \Gamma(x - y)$ is defined by

\[ \partial_{\nu_y} \Gamma(x - y)b = \partial_{\nu_y} (\Gamma(x - y)b) \]

for any constant vector $b$. Then we have the following lemma.

**Lemma 2.2.** Let $\Omega \subseteq \mathbb{R}^3$ be a bounded Lipschitz domain.

(i) If $u \in H^1(\Omega)^3$ satisfies $\mathcal{L}_{\lambda,\mu} u = 0$ in the weak sense, then we have

\[ (2.7) \quad \mathcal{D}^{\text{div}}[u_-](x) - \mathcal{S}[\partial_{\nu}^{\text{div}} u_-](x) = \begin{cases} u(x) & \text{if } x \in \Omega, \\ 0 & \text{if } x \in \mathbb{R}^3 \setminus \overline{\Omega}. \end{cases} \]

(ii) If $u \in H^1(\mathbb{R}^3 \setminus \overline{\Omega})^3$ satisfies $\mathcal{L}_{\lambda,\mu} u = 0$, $|u(x)| = O(|x|^{-1/2-\delta})$ and $|\nabla u(x)| = O(|x|^{-3/2-\delta})$ as $|x| \to \infty$ for some $\delta > 0$, then we have

\[ (2.8) \quad \mathcal{D}^{\text{div}}[u_+](x) - \mathcal{S}[\partial_{\nu}^{\text{div}} u_+](x) = \begin{cases} 0 & \text{if } x \in \Omega, \\ -u(x) & \text{if } x \in \mathbb{R}^3 \setminus \overline{\Omega}. \end{cases} \]

**Proof.** (i) We fix $x \in \mathbb{R}^3 \setminus \partial \Omega$ and $b \in \mathbb{R}^3$, and apply (2.4) to $u(y)$ with $\mathcal{L}_{\lambda,\mu} u = 0$ and $v(y) = \Gamma(x - y)b$. Then we have

\[ 0 = b \cdot \mathcal{S}[\partial_{\nu}^{\text{div}} u_+](x) + b \cdot \mathcal{D}^{\text{div}}[u_-](x) \]

if $x \in \mathbb{R}^3 \setminus \overline{\Omega}$. Since $b \in \mathbb{R}^3$ is arbitrary, we have (2.7) in the case of $x \in \mathbb{R}^3 \setminus \overline{\Omega}$.

If $x \in \Omega$, we take a sufficiently small $\varepsilon > 0$ such that

\[ B_\varepsilon(x) := \{ y \in \mathbb{R}^3 \mid |x - y| < \varepsilon \} \subset \Omega. \]

Then we have

\[ 0 = b \cdot \mathcal{S}[\partial_{\nu}^{\text{div}} u_-](x) - b \cdot \int_{\partial B_\varepsilon(x)} \Gamma(x - y) \partial_{\nu}^{\text{div}} u(y) \, d\sigma(y) \]

\[ - b \cdot \mathcal{D}^{\text{div}}[u_-](x) + b \cdot \int_{\partial B_\varepsilon(x)} (\partial_{\nu}^{\text{div}} \Gamma(x - y))^T u(y) \, d\sigma(y). \]

Since $\Gamma(x - y) = O(|x - y|^{-1})$ as $|x - y| \to 0$, we have

\[ \lim_{\varepsilon \to 0^+} \int_{\partial B_\varepsilon(x)} \Gamma(x - y) \partial_{\nu}^{\text{div}} u(y) \, d\sigma(y) = 0. \]

On the other hand, a direct calculation using local coordinates yields

\[ \lim_{\varepsilon \to 0^+} \int_{\partial B_\varepsilon(x)} (\partial_{\nu}^{\text{div}} \Gamma(x - y))^T u(y) \, d\sigma(y) = u(x). \]

Hence (2.9) becomes

\[ 0 = b \cdot \mathcal{S}[\partial_{\nu}^{\text{div}} u_-](x) - b \cdot \mathcal{D}^{\text{div}}[u_-](x) + b \cdot u(x). \]

Since $b \in \mathbb{R}^3$ is arbitrary, we obtain (2.7) in the case when $x \in \Omega$. 

(ii) is proved similarly.

We recall the definition (2.2) of \( \partial^\text{div}_\nu \) to show

\[
\partial^\text{div}_\nu (\Gamma(x)b) = \frac{(x \cdot b)n_x - (n_x \cdot b)x}{4\pi |x|^3} + \frac{x \cdot n_x b}{4\pi |x|^3}
\]

for any constant vector \( b \). We include the derivation of (2.10) here for readers’ sake:

\[
\partial^\text{div}_\nu (\Gamma(x)b) = \partial^\text{div}_\nu \left( -\frac{\alpha_1}{4\pi} b \frac{x}{|x|} - \frac{\alpha_2}{4\pi} (b \cdot x) \frac{x}{|x|^3} \right)
\]

\[
= \frac{\alpha_1}{4\pi} \mu n_x \times \left( \nabla \times \frac{b}{|x|} \right) + \frac{\alpha_2}{4\pi} n_x \times \left( \nabla \times \frac{(b \cdot x) x}{|x|^3} \right)
\]

\[
- \frac{\alpha_1}{4\pi} \left( \nabla \cdot \frac{b}{|x|} \right) n_x - \frac{\alpha_2}{4\pi} \left( \nabla \cdot \frac{(b \cdot x) x}{|x|^3} \right) n_x
\]

\[
= \frac{(x \cdot b)n_x - (n_x \cdot b)x}{4\pi |x|^3} + \frac{x \cdot n_x b}{4\pi |x|^3}.
\]

Thus, \( \mathcal{D}^\text{div} \) admits the following decomposition:

\[
\mathcal{D}^\text{div} = -\mathcal{D}_1 + \mathcal{D}_2
\]

where

\[
\mathcal{D}_1[f](x) = \frac{1}{4\pi} \int_{\partial\Omega} \frac{(x - y)((n_y \cdot f(y)) - n_y((x - y) \cdot f(y)))}{|x - y|^3} d\sigma(y)
\]

and

\[
\mathcal{D}_2[f](x) = -\frac{1}{4\pi} \int_{\partial\Omega} \frac{(x - y) \cdot n_y f(y)}{|x - y|^3} d\sigma(y)
\]

for \( x \in \mathbb{R}^3 \setminus \partial\Omega \). From explicit form of \( \mathcal{D}^\text{div} \), we can observe that it is independent of Lamé constants even though both of the div-free conormal derivative \( \partial^\text{div}_\nu \) and the fundamental solution (1.7) depend on them. Moreover, \( \mathcal{D}_2 \) is nothing but the double layer potential with respect to the Laplacian.

We obtain the following lemma using the explicit forms of the operators \( \mathcal{D}_1 \) and \( \mathcal{D}_2 \).

Lemma 2.3. Let \( \Omega \subset \mathbb{R}^3 \) be a bounded Lipschitz domain. Then, for \( f \in \mathcal{H}^3 \), it holds that

\[
\Delta \mathcal{D}^\text{div}[f] = 0, \quad \nabla \cdot \mathcal{D}^\text{div}[f] = 0 \quad \text{in} \ \mathbb{R}^3 \setminus \partial\Omega.
\]

Proof. Since \( (x - y)/|x - y|^3 \) is harmonic in \( x \) if \( x \neq y \), we see that \( \Delta \mathcal{D}^\text{div}[f] = 0 \) in \( \mathbb{R}^3 \setminus \partial\Omega \).

Straight-forward computations show that

\[
\nabla \cdot \mathcal{D}_j[f](x) = -\frac{1}{4\pi} \int_{\partial\Omega} \frac{n_y \cdot f(y)}{|x - y|^3} d\sigma(y) + \frac{3}{4\pi} \int_{\partial\Omega} \frac{(|y| - n_y)((x - y) \cdot f(y))}{|x - y|^5} d\sigma(y)
\]

for \( j = 1, 2 \), and hence \( \nabla \cdot \mathcal{D}^\text{div}[f] = 0 \) in \( \mathbb{R}^3 \setminus \partial\Omega \).
We define the corresponding eNP-type operator $K^{\text{div}}$ by
\begin{equation}
K^{\text{div}}[f](x) := \text{p.v.} \int_{\partial \Omega} (\partial_x^{\text{div}} \Gamma(x - y))^T f(y) \, d\sigma(y).
\end{equation}
Because $\nabla \cdot \mathcal{D}^{\text{div}}[f] = 0$, we respectively call $\mathcal{D}^{\text{div}}$ and $K^{\text{div}}$ the div-free double layer potential and the div-free eNP operator throughout this paper.

The div-free eNP operator $K^{\text{div}}$ admits the following decomposition accordingly:
\begin{equation}
K^{\text{div}} = -K_1 + K_2,
\end{equation}

where
\begin{equation}
K_1[f](x) = \frac{1}{4\pi} \text{p.v.} \int_{\partial \Omega} \frac{(x - y)(n_y \cdot f(y)) - n_y((x - y) \cdot f(y))}{|x - y|^3} \, d\sigma(y)
\end{equation}
and
\begin{equation}
K_2[f](x) = -\frac{1}{4\pi} \text{p.v.} \int_{\partial \Omega} \frac{(x - y) \cdot n_y f(y)}{|x - y|^3} \, d\sigma(y)
\end{equation}
for $x \in \partial \Omega$. On the other hand, the eNP operator $K$ defined in (1.16) is decomposed as
\begin{equation}
K = 2k_0(K_1 + K_2) - 3(1 - 2k_0)K_3,
\end{equation}
where the operator $K_3$ is defined as
\begin{equation}
K_3[f](x) = \frac{1}{4\pi} \text{p.v.} \int_{\partial \Omega} \frac{(x - y) \cdot (\nabla \cdot S_0[n_1 f](x), \nabla \cdot S_0[n_2 f](x), \nabla \cdot S_0[n_3 f](x))}{|x - y|^5} \, d\sigma(y)
\end{equation}
(see also [3]). Like the div-free double layer potential, the div-free eNP operator $K^{\text{div}}$ is independent of the Lamé constants and the operator $K_2$ is nothing but the NP operator with respect to the Laplacian.

We also observe from (2.12) that the operator $D_1$ can be expressed in terms of the single layer potential $S_0$ with respect to the Laplacian defined by (1.11): if $f \in H^3$, then
\begin{equation}
D_1[f](x) = \nabla S_0[f \cdot n](x) - (\nabla \cdot S_0[n_1 f](x), \nabla \cdot S_0[n_2 f](x), \nabla \cdot S_0[n_3 f](x)).
\end{equation}
Here, $n = (n_1, n_2, n_3)$.

It is known (see [1, 12, 30]) that the following jump formula holds:
\begin{equation}
\nabla S_0[\varphi]|_\pm(x) = \pm \frac{1}{2} \varphi(x)n_x + \frac{1}{4\pi} \text{p.v.} \int_{\partial \Omega} \frac{x - y}{|x - y|^3} \varphi(y) \, d\sigma(y)
\end{equation}
for $\varphi \in H$. Using this relation, we prove the following jump formula for the div-free double layer potential.

**Proposition 2.4.** Let $\Omega \subset \mathbb{R}^3$ be a bounded Lipschitz domain. Then it holds that
\begin{equation}
\mathcal{D}^{\text{div}}[f]|_\pm(x) = \left( K^{\text{div}} \mp \frac{1}{2} I \right)[f](x), \quad \text{a.e. } x \in \partial \Omega
\end{equation}
for all $f \in H^3$. 
Proof. It follows from (2.19) that
\[ \nabla \cdot \mathcal{S}_0[n_j f]|_{\pm}(x) = \pm \frac{1}{2}(f \cdot n)(x)n_j + \frac{1}{4\pi} \text{p.v.} \int_{\partial \Omega} \frac{(x - y) \cdot f(y)}{|x - y|^3} n_j(y) d\sigma(y) \]
for \( j = 1, 2, 3 \). Thus one can see from (2.18) that
\[ D_1[f]|_{\pm}(x) = \pm \frac{1}{2}((n_x \cdot f(x))n_x - (n_x \cdot f(x))n_x) + \mathcal{K}_1[f](x) = \mathcal{K}_1[f](x), \]
where \( \mathcal{K}_1 \) is defined in (2.15). Since \( D_2 \) is the double layer potential with respect to the Laplacian, it holds that
\[ D_2[f]|_{\pm}(x) = \mathcal{K}_2[f](x) \pm \frac{1}{2} f = \mathcal{K}^{\text{div}}[f] \pm \frac{1}{2} f \]
as desired.\( \square \)

We introduce the subspaces
\[ H^{-}\text{div} := \{ f \in H^m \mid \nabla \cdot v_f^+ = 0 \text{ in } \Omega \}, \]
\[ H^{+}\text{div} := \{ f \in H^m \mid \nabla \cdot v_f^- = 0 \text{ in } \mathbb{R}^m \setminus \overline{\Omega} \}, \]
where \( v_f^+ \) and \( v_f^- \) are the unique solutions to the boundary value problems (1.2) and (1.3) respectively. Clearly, it holds that
\[ H_{\text{div}} = H^{-}\text{div} \cap H^{+}\text{div}. \]

Lemma 2.3 and Proposition 2.4 together with the decomposition
\[ f = \left( \mathcal{K}^{\text{div}} + \frac{1}{2} I \right) [f] - \left( \mathcal{K}^{\text{div}} - \frac{1}{2} I \right) [f] \]
yields the following theorem.

**Theorem 2.5.** For a bounded Lipschitz domain \( \Omega \subset \mathbb{R}^3 \), it holds that
\[ (2.22) \]
\[ H^3 = H^{-}\text{div} + H^{+}\text{div}. \]

We emphasize that the sum in (2.22) is not direct because \( H_{\text{div}} = H^{-}\text{div} \cap H^{+}\text{div} \) is infinite-dimensional as shown in Theorem 5.1. The decomposition (2.22) holds in two dimensions as well. In that case the sum is direct (see Theorem 9.4).

We also investigate fundamental properties of the \( L^2 \)-adjoint \((\mathcal{K}^{\text{div}})^*\) of \( \mathcal{K}^{\text{div}} \). The operator \((\mathcal{K}^{\text{div}})^*\) is represented as
\[ (\mathcal{K}^{\text{div}})^*[f](x) = \text{p.v.} \int_{\partial \Omega} \partial_{\nu \pi}^{\text{div}} \Gamma(x - y) f(y) d\sigma(y). \]
Then \((\mathcal{K}^{\text{div}})^*\) enjoys the following jump relation analogous to the eNP operator.
Proposition 2.6. Let $\Omega \subset \mathbb{R}^3$ be a bounded Lipschitz domain. Then it holds that
\begin{equation}
\partial_{\nu}^{\text{div}} S[f]|_{\pm} = \left( (\mathcal{K}^{\text{div}})^* \pm \frac{1}{2} I \right) [f]
\end{equation}
for $f \in (\mathcal{H}^3)^*$. 

Proof. The jump relation (2.23) follows from (2.10) and (2.19). In fact, we have
\begin{align*}
\partial_{\nu}^{\text{div}} S[f]|_{\pm}(x) &= \pm \frac{1}{2} \left( (n_x \cdot f(x))n_x - (n_x \cdot f(x))n_x + |n_x|^2 f(x) \right) + (\mathcal{K}^{\text{div}})^*[f](x) \\
&= (\mathcal{K}^{\text{div}})^*[f](x) \pm \frac{1}{2} f(x),
\end{align*}
as desired. \hfill \Box

We now prove that the div-free eNP operator $\mathcal{K}^{\text{div}}$ is symmetrized by the single layer potential.

Proposition 2.7. Let $\Omega \subset \mathbb{R}^3$ be a bounded Lipschitz domain. Then the operator $\mathcal{K}^{\text{div}}$ satisfies the relation
\begin{equation}
S(\mathcal{K}^{\text{div}})^* = \mathcal{K}^{\text{div}} S.
\end{equation}

Proof. We substitute $u = S[f]$ to (2.7) to obtain
\begin{equation*}
\mathcal{D}^{\text{div}}[S[f]](x) = S[\partial_{\nu}^{\text{div}} S[f]|_-](x)
\end{equation*}
for $x \in \mathbb{R}^3 \setminus \overline{\Omega}$. We then take a limit to $\partial \Omega$ from outside to obtain
\begin{equation*}
\mathcal{D}^{\text{div}}[S[f]]|_+ = S[\partial_{\nu}^{\text{div}} S[f]|_-].
\end{equation*}
By the jump relations (2.20) and (2.23), we have
\begin{equation*}
\left( \mathcal{K}^{\text{div}} - \frac{1}{2} I \right) S[f] = S \left( (\mathcal{K}^{\text{div}})^* - \frac{1}{2} I \right) [f],
\end{equation*}
which yields (2.24). \hfill \Box

The symmetrization principle (Proposition 2.7) implies that the div-free eNP operator $\mathcal{K}^{\text{div}}$ is also self-adjoint with respect to the inner product (1.10).

Corollary 2.8. Let $\Omega \subset \mathbb{R}^3$ be a bounded Lipschitz domain. Then $\mathcal{K}^{\text{div}} : \mathcal{H}^3 \to \mathcal{H}^3$ is a bounded self-adjoint operator with respect to the inner product (1.10).

Proof. We only have to show that $\mathcal{K}^{\text{div}}$ is bounded on $\mathcal{H}^3$. In addition to the Lamé constants $(\lambda, \mu)$, we take another Lamé constants $(\lambda', \mu')$ satisfying (1.6) and let the constant $k_0' > 0$ and the eNP operator $\mathcal{K}'$ be analogously defined by (1.1) and (1.16) from $(\lambda', \mu')$, so that
\begin{equation*}
\det \begin{pmatrix}
2k_0 & -3(1 - 2k_0) \\
2k_0' & -3(1 - 2k_0')
\end{pmatrix} = -6(k_0 - k_0') \neq 0.
\end{equation*}
Then, by \((2.17)\), the operators \(K_1 + K_2\) and \(K_3\) are represented as a linear combination of the eNP operators \(K\) and \(K'\), which are bounded on \(H^3\) as we already mentioned in Introduction. Here, note that, although the inner product \((1.10)\) on \(H^3\) depends on the Lamé constants, the associated norm is equivalent to the usual Sobolev norm regardless of the Lamé constants. Thus, the operators \(K_1 + K_2\) and \(K_3\) are bounded on \(H^3\). Since \(K_2\) is the NP operator for the Laplacian, it is bounded on \(H^3\) (essentially due to Verchota [30]). Hence, all operators \(K_j\) \((j = 1, 2, 3)\) are bounded on \(H^3\) and so is \(K\) by \((2.14)\).

\[\square\]

2.2. Proof of Theorem 1.1. In this subsection we prove Theorem 1.1. In doing so, the following theorem is crucial.

**Theorem 2.9.** If \(\Omega \subset \mathbb{R}^3\) is a bounded Lipschitz domain, then we have

\[
\mathcal{H}_{\text{div,rot}}^\pm = \text{Ker} \left( K_{\text{div}} \pm \frac{1}{2} I \right). 
\]

For the proof of Theorem 2.9, we prepare two lemmas. The first lemma is the representation of the divergence-free and rotation-free solutions by the double layer potential \(\mathcal{D}_{\text{div}}\). The second lemma provides two identities which relate the divergence-free eNP operator \(K_{\text{div}}\) to the \(L^2\) norm of the divergence and rotation of the solution to the Lamé equation.

In what follows, we define

\[
(2.25) \quad u^f(x) := \mathcal{S}[S^{-1}[f]](x), \quad x \in \mathbb{R}^3 
\]

for \(f \in \mathcal{H}^3\). Note that \(u^f|_{\Omega}\) and \(u^f|_{\mathbb{R}^3 \setminus \Omega}\) are respectively the unique solutions to the interior and exterior boundary value problems

\[
(2.26) \quad \begin{cases} 
L_{\lambda, \mu} u = 0 & \text{in } \Omega, \\
u = f & \text{on } \partial \Omega
\end{cases}
\]

and

\[
(2.27) \quad \begin{cases} 
L_{\lambda, \mu} u = 0 & \text{in } \mathbb{R}^3 \setminus \Omega, \\
u = f & \text{on } \partial \Omega, \\
u(x) = O(|x|^{-1}) & \text{as } |x| \to \infty
\end{cases}
\]

See [18, Corollary 4.2] for the uniqueness of the solution to \((2.27)\). We emphasize that if \(f \in \mathcal{H}_{\text{div}}^{-}\), then the solution \(v_f^-\) to \((1.2)\) is the solution to \((2.26)\) for any pair \((\lambda, \mu)\) of Lamé constants. Likewise, if \(f \in \mathcal{H}_{\text{div}}^{+}\), then \(v_f^+\) is the solution to \((2.27)\).

**Lemma 2.10.** Let \(\Omega \subset \mathbb{R}^3\) be a bounded Lipschitz domain. If \(f \in \mathcal{H}_{\text{div,rot}}^{-}\), then we have

\[
(2.28) \quad u^f = \mathcal{D}_{\text{div}}[f] \quad \text{in } \Omega,
\]

and if \(f \in \mathcal{H}_{\text{div,rot}}^{+}\), then

\[
(2.29) \quad u^f = -\mathcal{D}_{\text{div}}[f] \quad \text{in } \mathbb{R}^3 \setminus \Omega.
\]
For a bounded Lipschitz domain $\Omega \subset \mathbb{R}^3$, we apply (2.31) to obtain $\mathcal{D}^{\text{div}}[f](x) = -u^f(x)$ for $x \in \mathbb{R}^3 \setminus \overline{\Omega}$. □

Lemma 2.11. Let $\Omega \subset \mathbb{R}^3$ be a bounded Lipschitz domain. Then, for $f, g \in \mathcal{H}^3$, we have

\begin{equation}
\left\langle \left( -\mathcal{K}^{\text{div}} + \frac{1}{2} \mathcal{I} \right) [f], g \right\rangle_* = \mu \left\langle \nabla \times u^f, \nabla \times u^g \right\rangle_\Omega + \frac{\mu}{2k_0} \left\langle \nabla \cdot u^f, \nabla \cdot u^g \right\rangle_\Omega
\end{equation}

and

\begin{equation}
\left\langle \left( \mathcal{K}^{\text{div}} + \frac{1}{2} \mathcal{I} \right) [f], g \right\rangle_* = \mu \left\langle \nabla \times u^f, \nabla \times u^g \right\rangle_\Pi + \frac{\mu}{2k_0} \left\langle \nabla \cdot u^f, \nabla \cdot u^g \right\rangle_\Pi.
\end{equation}

Proof. We apply (2.3) to $u = u^f = \mathcal{S}[\mathcal{S}^{-1}[f]]$ and $v = u^g = \mathcal{S}[\mathcal{S}^{-1}[g]]$ to obtain

\begin{equation}
\left\langle \mathcal{S}^{\text{div}} \mathcal{S}[\mathcal{S}^{-1}[f]], g \right\rangle_{\partial \Omega} = \mu \left\langle \nabla \times u^f, \nabla \times u^g \right\rangle_\Omega + \frac{\mu}{2k_0} \left\langle \nabla \cdot u^f, \nabla \cdot u^g \right\rangle_\Omega.
\end{equation}

By the jump relation (Theorem 2.6) and the symmetrization principle (Theorem 2.7), we have

\begin{equation}
\left\langle \left( \mathcal{K}^{\text{div}} \right)^* - \frac{1}{2} \mathcal{I} \right) \mathcal{S}^{-1}[f], g \right\rangle_{\partial \Omega} = \mathcal{S}^{-1} \left( \mathcal{K}^{\text{div}} - \frac{1}{2} \mathcal{I} \right) [f], g \right\rangle_{\partial \Omega}
\end{equation}

\begin{equation}
= \left\langle \left( -\mathcal{K}^{\text{div}} + \frac{1}{2} \mathcal{I} \right) [f], g \right\rangle_*.
\end{equation}

Hence we obtain (2.30).

The identity (2.31) is proved similarly. □

By adding formulas (2.30) and (2.31), we obtain the following corollary.

Corollary 2.12. If $\Omega \subset \mathbb{R}^3$ is a bounded Lipschitz domain, then, for $f, g \in \mathcal{H}^3$, we have

\begin{equation}
\left\langle f, g \right\rangle_* = \mu \left\langle \nabla \times u^f, \nabla \times u^g \right\rangle_\Omega + \mu \left\langle \nabla \times u^f, \nabla \times u^g \right\rangle_\Pi + \frac{\mu}{2k_0} \left\langle \nabla \cdot u^f, \nabla \cdot u^g \right\rangle_\Omega + \frac{\mu}{2k_0} \left\langle \nabla \cdot u^f, \nabla \cdot u^g \right\rangle_\Pi.
\end{equation}

Moreover, we obtain a spectral radius estimate of $\mathcal{K}^{\text{div}}$.

Corollary 2.13. For a bounded Lipschitz domain $\Omega \subset \mathbb{R}^3$, we have

$\sigma(\mathcal{K}^{\text{div}}) \subset [-1/2, 1/2]$. 

Proof. By (2.30), we have
\[
\langle \left( -\mathcal{K}^{\text{div}} + \frac{1}{2} I \right) [f], f \rangle_* = \mu \|
abla \times \mathbf{u}^f \|^2_\Omega + \mu \frac{k_0}{2} \|
abla \cdot \mathbf{u}^f \|^2_\Omega \geq 0
\]
for all \( f \in H^3 \). Thus we have \( \mathcal{K}^{\text{div}} \leq 1/2I \). Similarly, by (2.31), we obtain \( \mathcal{K}^{\text{div}} \geq -1/2I \). Hence we have \( \sigma(\mathcal{K}^{\text{div}}) \subset [-1/2, 1/2] \). □

In fact, it turns out that the spaces \( \text{Ker}(\mathcal{K}^{\text{div}} \pm 1/2I) \) are infinite dimensional if \( \partial \Omega \) is Lipschitz (see Theorem 2.9 and Theorem 5.1). Thus the spectral radius of \( \mathcal{K}^{\text{div}} \) is exactly 1/2.

We will employ Corollary 2.12 and 2.13 in later sections, although they are not used in this section.

Lemma 2.14. If \( \Omega \subset \mathbb{R}^3 \) is a bounded Lipschitz domain, then the subspaces \( H^{\pm}_{\text{div}} \) are closed in \( H^3 \).

Proof. Suppose that the sequence \( \{f_j\}_{j=1}^\infty \) in \( H^-_{\text{div}, \text{rot}} \) converges to some function \( f \in H^3 \). For an arbitrary integer \( j \), we have
\[
\langle \left( -\mathcal{K}^{\text{div}} + \frac{1}{2} I \right) [f_j - f], f_j - f \rangle_* \geq \frac{\mu}{2k_0} \|
abla \cdot \mathbf{u}^{f_j} - \nabla \cdot \mathbf{u}^f \|^2_\Omega = \frac{\mu}{2k_0} \|
abla \cdot \mathbf{u}^f \|^2_\Omega
\]
by (2.30). We take limit \( j \to \infty \) and obtain \( \nabla \cdot \mathbf{u}^f = 0 \) in \( \Omega \). Hence, \( f \in H^-_{\text{div}} \).

It is proved similarly that \( H^+_{\text{div}} \) is a closed subspace of \( H^3 \). □

Proof of Theorem 2.9. If \( f \in H^-_{\text{div}, \text{rot}} \), then we infer from the jump relation (2.20) and the identity (2.28) that
\[
f = \left( \mathcal{K}^{\text{div}} + \frac{1}{2} I \right) [f].
\]
Thus, \( f \in \text{Ker}(\mathcal{K}^{\text{div}} - 1/2I) \). Hence, we have \( H^-_{\text{div}, \text{rot}} \subset \text{Ker}(\mathcal{K}^{\text{div}} - 1/2I) \).

Similarly, we can prove \( H^+_{\text{div}, \text{rot}} \subset \text{Ker}(\mathcal{K}^{\text{div}} + 1/2I) \) by (2.20) and (2.29).

The reverse inclusions \( \text{Ker}(\mathcal{K}^{\text{div}} \pm 1/2I) \subset H^{\pm}_{\text{div}, \text{rot}} \) are immediate consequences of (2.30) and (2.31).

We are ready to prove Theorem 1.1.

Proof of Theorem 1.1. The subspaces \( H^-_{\text{div}, \text{rot}} \) and \( H^+_{\text{div}, \text{rot}} \) are orthogonal to each other since they are eigenspaces corresponding to distinct eigenvalues (Theorem 2.9) of the self-adjoint operator \( \mathcal{K}^{\text{div}} \) (Corollary 2.8).

To prove (1.13), we first note that
\[
\text{Ker} \left( \mathcal{K}^{\text{div}} + \frac{1}{2} I \right) + \text{Ker} \left( \mathcal{K}^{\text{div}} - \frac{1}{2} I \right) = \text{Ker} \left( \mathcal{K}^{\text{div}} + \frac{1}{2} I \right) \left( \mathcal{K}^{\text{div}} - \frac{1}{2} I \right).
\]
In fact, the inclusion relation $\subset$ is easy to prove. The opposite inclusion relation can be shown using the identity

$$f = -\left(\mathcal{K}^{\text{div}} - \frac{1}{2} I\right)[f] + \left(\mathcal{K}^{\text{div}} + \frac{1}{2} I\right)[f].$$

Since $\mathcal{K}^{\text{div}}$ is self-adjoint, we infer from Theorem 2.9 and (2.33) that

$$(\mathcal{H}^{\text{div,rot}}_\uparrow + \mathcal{H}^{\text{div,rot}}_\downarrow)^\perp = \text{Ran} \left(\mathcal{K}^{\text{div}} - \frac{1}{2} I\right) \left(\mathcal{K}^{\text{div}} + \frac{1}{2} I\right).$$

Since $\mathcal{H}^{\text{div}} = \mathcal{H}^{\text{div}}_\uparrow \cap \mathcal{H}^{\text{div}}_\downarrow$ is a closed subspace by Lemma 2.14, it is enough to prove

$$\mathcal{H}^{\text{div}} \supset \text{Ran} \left(\mathcal{K}^{\text{div}} - \frac{1}{2} I\right) \left(\mathcal{K}^{\text{div}} + \frac{1}{2} I\right).$$

If $f \in \text{Ran} \left(\mathcal{K}^{\text{div}} - 1/2 I\right) \left(\mathcal{K}^{\text{div}} + 1/2 I\right)$, then

$$f = \left(\mathcal{K}^{\text{div}} + \frac{1}{2} I\right)[f_+ - \frac{1}{2} f] = \left(\mathcal{K}^{\text{div}} - \frac{1}{2} I\right)[f_-]$$

for some $f_+, f_- \in \mathcal{H}^{3}$. Then we have

$$f = \mathcal{D}^{\text{div}}[f_+][-] = \mathcal{D}^{\text{div}}[f_-][+]$$

by the jump relation (2.20). Since $\mathcal{D}^{\text{div}}[f_+][-] \in \mathcal{H}^{\text{div}}_\downarrow$ and $\mathcal{D}^{\text{div}}[f_-][+] \in \mathcal{H}^{\text{div}}_\uparrow$ by Lemma 2.3, we have $f \in \mathcal{H}^{\text{div}}$. This proves (1.13). \hfill \Box

Before concluding this section we prove two results to be used in later sections. One shows that the subspace $\mathcal{H}^{\text{div}}$ is invariant under the div-free eNP operator $\mathcal{K}^{\text{div}}$; the other shows that $\mathcal{H}^{\text{div}}_\uparrow \cap \mathcal{H}^{\text{div}}_\downarrow$ is orthogonal.

**Theorem 2.15.** Let $\Omega \subset \mathbb{R}^3$ be a bounded Lipschitz domain. Then the operator $\mathcal{K}^{\text{div}}$ preserves the subspace $\mathcal{H}^{\text{div}}$.

**Proof.** Let $f \in \mathcal{H}^{\text{div}}$. Then, by the jump relation (2.20), we have

$$\mathcal{K}^{\text{div}}[f] = \mathcal{D}^{\text{div}}[f][\pm] \pm \frac{1}{2} f \in \mathcal{H}^{\text{div}}_\pm.$$

Hence, $\mathcal{K}^{\text{div}}[f] \in \mathcal{H}^{\text{div}}$. \hfill \Box

The following lemma will be used in Section 6.

**Lemma 2.16.** For a bounded Lipschitz domain $\Omega \subset \mathbb{R}^3$, we have

$$(\mathcal{H}^{\text{div,rot}}_\uparrow)^\perp \subset \mathcal{H}^{\text{div}}_\uparrow$$

with respect to the inner product (1.10).

**Proof.** We only prove the inclusion relation $(\mathcal{H}^{\text{div,rot}}_\uparrow)^\perp \subset \mathcal{H}^{\text{div}}_\downarrow$; the other inclusion relation can be proved similarly.

Since $\mathcal{K}^{\text{div}}$ is self-adjoint on $\mathcal{H}^{3}$ by Corollary 2.8, we have the orthogonal decomposition

$$\mathcal{H}^{3} = \text{Ker} \left(\mathcal{K}^{\text{div}} + \frac{1}{2} I\right) \oplus \text{Ran} \left(\mathcal{K}^{\text{div}} + \frac{1}{2} I\right).$$
Since $\ker(K_{\text{div}} + 1/2I) = \mathcal{H}^+_{\text{div,rot}}$ by Theorem 2.9, we have

$$\text{Ran} \left( K_{\text{div}} + \frac{1}{2}I \right) = (\mathcal{H}^+_{\text{div,rot}})^\perp.$$ 

Since $\mathcal{H}^+_{\text{div}}$ is a closed subspace of $\mathcal{H}^3$ by Lemma 2.14, it is enough to show

$$\text{Ran} \left( K_{\text{div}} + \frac{1}{2}I \right) \subset \mathcal{H}^+_{\text{div}}.$$ 

If $f = (K_{\text{div}} + 1/2I)[g] \in \text{Ran}(K_{\text{div}} + 1/2I)$, then we have $f = D_{\text{div}}[g]_-$ by Proposition 2.4. Since $D_{\text{div}}[g]$ is a divergence-free harmonic vector field in $\Omega$ by Lemma 2.3, we have $f \in \mathcal{H}^-_{\text{div,rot}}$. This proves (2.34). □

3. The spherical case

In this section we consider the case when $\Omega$ is a ball. The main results of this section are that if $\Omega$ is a ball, then the equality holds in (1.13), or equivalently, the decomposition (1.14) is orthogonal, and that three subspaces involved in the decomposition are infinite-dimensional, which is proved by considering homogeneous spherical harmonics and computing the dimensions of subspaces of homogeneous degree $k$. The result of this section will be used in an essential way to prove that all three subspaces involved in the decomposition are infinite-dimensional even if $\partial \Omega$ is Lipschitz (Theorem 5.1).

3.1. Orthogonal decomposition.

**Theorem 3.1.** If $\Omega$ is a ball in $\mathbb{R}^3$, then we have the orthogonal decomposition

$$\mathcal{H}^3 = \mathcal{H}^-_{\text{div,rot}} \oplus \mathcal{H}^+_{\text{div,rot}} \oplus \mathcal{H}_{\text{div}}$$

with respect to the inner product (1.10).

To prove Theorem 3.1, we assume, without loss of generality, that $\Omega$ is the unit ball:

$$\Omega := \{ x \in \mathbb{R}^3 \mid |x| = 1 \}.$$ 

For a nonnegative integer $k$, we denote by $P_k$ the space of all homogeneous harmonic polynomial. We also denote the space $\{ p|_{\partial \Omega} \mid p \in P_k \}$ by the same character $P_k$ by abusing notation (without causing confusion). Since $\mathcal{H} = \bigoplus_{k=0}^{\infty} P_k$, we see that

$$\mathcal{H}^3 = \bigoplus_{k=0}^{\infty} P_k^3$$

where the closure is taken in the norm topology on $\mathcal{H}^3$. For $u : \mathbb{R}^3 \setminus \{0\} \to \mathbb{C}$, we denote by $u^*$ the Kelvin transform of $u$, namely,

$$u^*(x) := \frac{1}{|x|} u \left( \frac{x}{|x|^2} \right).$$
If \( u \) is harmonic, then \( u^* \) is also harmonic, and vice versa. If \( u \) is vector-valued, i.e., if \( u = (u_1, u_2, u_3) \), then \( u^* := (u_1^*, u_2^*, u_3^*) \).

To make notation short, we set for \( k \geq 0 \)

\[
W_{\pm}^k = H_{\text{div,rot}}^\pm \cap P^3_k, \quad W^o = H_{\text{div}} \cap P^3_k.
\]

**Lemma 3.2.** If \( f \in W^o_k \) and \( p \in P^3_k \) is such that \( p|_{\partial \Omega} = f \), then the following holds:

(i) \( \nabla \cdot p(x) = 0 \) for \( x \in \Omega \) and \( \nabla \cdot p^*(x) = 0 \) for \( x \in \mathbb{R}^3 \setminus \Omega \).

(ii) The function \( u^f \) defined by (2.25) satisfies

\[
\begin{align*}
  u^f(x) &= p(x), \quad x \in \Omega; \\
  u^f(x) &= p^*(x), \quad x \in \mathbb{R}^3 \setminus \Omega.
\end{align*}
\]

(iii) \( x \cdot f(x) = 0 \) for all \( x \in \partial \Omega \).

**Proof.** By the uniqueness for the interior and exterior problems for the harmonic equations ((1.2) and (1.3)), we have

\[
v^f_+ = p, \quad v^f_- = p^*.
\]

Since \( f \in H_{\text{div}} \), we thus have \( \nabla \cdot p = 0 \) in \( \Omega \) and \( \nabla \cdot p^*(x) = 0 \) for \( x \in \mathbb{R}^3 \setminus \Omega \). This proves (i) and (ii).

Since \( p \) is a homogeneous polynomial of degree \( k \), we have

\[
p^*(x) = \frac{1}{|x|^{2k+1}} p(x) \quad \text{in} \ \mathbb{R}^3 \setminus \Omega.
\]

Thus we see from (i)

\[
0 = \nabla \cdot p^*(x) = -\frac{2k+1}{|x|^{2k+3}} x \cdot p(x) + \frac{1}{|x|^{2k+1}} \nabla \cdot p(x)
\]

if \( |x| \geq 1 \). Since \( \nabla \cdot p \) is a homogeneous polynomial, we infer from (i) again that \( \nabla \cdot p = 0 \) in \( \mathbb{R}^3 \). Thus (iii) follows. \( \square \)

**Lemma 3.3.** We have the decompositions

\[
H_{\text{div}} = \bigoplus_{k=0}^{\infty} W^o_k
\]

and

\[
H_{\text{div,rot}}^\pm = \bigoplus_{k=0}^{\infty} W_{\pm}^k.
\]

**Proof.** We only prove (3.4); (3.5) is proved similarly. Let \( f \in H_{\text{div}} \). Since \( H^3 = \bigoplus_{k=0}^{\infty} P^3_k \), we can take functions \( f_k \in P^3_k \) such that

\[
f = \sum_{k=0}^{\infty} f_k.
\]
Let \( u_k := u^{f_k} \) for ease of notation. Since \( \nabla \cdot u^f = 0 \), we infer from Corollary 2.12 that
\[
\left\| \sum_{k=0}^{N} \nabla \cdot u_k \right\|_{L^2(\Omega)}^2 + \left\| \sum_{k=0}^{N} \nabla \cdot u_k \right\|_{L^2(\mathbb{R}^3 \setminus \Omega)}^2 \\
= \left\| \nabla \cdot \left( \sum_{k=0}^{N} u_k - u^f \right) \right\|_{L^2(\Omega)}^2 + \left\| \nabla \cdot \left( \sum_{k=0}^{N} u_k - u^f \right) \right\|_{L^2(\mathbb{R}^3 \setminus \Omega)}^2 \\
\lesssim \left\| \sum_{k=0}^{N} f_k - f \right\|_{*}.
\]
Taking a limit \( N \to \infty \), we obtain
\[
\sum_{k=0}^{\infty} \nabla \cdot u_k = 0 \quad \text{in } \Omega \cup (\mathbb{R}^3 \setminus \Omega).
\]
According to Lemma 3.2 (ii), \( u_k \) is homogeneous of degree \( k \) in \( \Omega \) and of degree \( -k - 1 \) in \( \mathbb{R}^3 \setminus \Omega \). Thus we have
\[
\nabla \cdot u_k = 0 \quad \text{in } \Omega \cup (\mathbb{R}^3 \setminus \Omega)
\]
for each \( k \), and conclude that \( f_k \in \mathcal{H}_{\text{div}} \) for each \( k \). So (3.4) follows. \( \square \)

**Theorem 3.4.** It holds for \( k \geq 0 \) that
\[
(3.6) \quad P^3_k = W^o_k \oplus W^-_k \oplus W^+_k,
\]
where the decomposition is orthogonal with respect to the inner product (1.10).

**Proof.** By (1.14) and Lemma 3.3, we have
\[
P^3_k = W^o_k + W^-_k \oplus W^+_k.
\]
Thus, in order to prove (3.6), it suffices to prove
\[
(3.7) \quad W^+_k \cap W^o_k = \{0\}.
\]
To prove (3.7), let \( f \in W^o_k \). Choose \( p \in P^3_k \) such that \( p_{|\partial \Omega} = f \). By Lemma 3.2 (iii), we have \( x \cdot p(x) = 0 \) in \( \mathbb{R}^3 \). Thus, we have for \( j = 1, 2, 3 \)
\[
0 = \frac{\partial}{\partial x_j} (x \cdot p) = p_j(x) + \sum_{k=1}^{3} x_k \frac{\partial p_k}{\partial x_j}.
\]
If further \( f \in W^-_k \), then \( \nabla \times p = 0 \), and hence \( \frac{\partial p_k}{\partial x_j} = \frac{\partial p_j}{\partial x_k} \) in \( \Omega \). Thus we have
\[
0 = p_j(x) + x \cdot \nabla p_j = (k + 1)p_j,
\]
where the last equality holds because \( p_j \) is a homogeneous polynomial of degree \( k \). This proves \( W^-_k \cap W^o_k = \{0\} \).

By applying the same argument to \( p^* \), one can prove \( W^+_k \cap W^o_k = \{0\} \). \( \square \)
Now we prove Theorem 3.1.

**Proof of Theorem 3.1.** According to Theorem 1.1, it suffices to prove

\[ \mathcal{H}_{\text{div}} \cap \mathcal{H}_{\text{div,rot}} = \{0\}. \]

Let \( f \in \mathcal{H}_{\text{div}} \cap \mathcal{H}_{\text{div,rot}} \). By Lemma 3.3, we can decompose \( f \) into

\[ f = \sum_{k=0}^{\infty} f_k^o = \sum_{k=0}^{\infty} f_k^- \]

where \( f_k^o \in \mathcal{W}_k^o \) and \( f_k^- \in \mathcal{W}_k^- \). Thus we have \( f_k^o = f_k^- \) for all \( k \geq 0 \). Since we already obtained \( \mathcal{W}_k^o \cap \mathcal{W}_k^- = \{0\} \) in Theorem 3.4, we have \( f_k^o = f_k^- = 0 \). Hence we obtain \( f = 0 \). This proves \( \mathcal{H}_{\text{div}} \cap \mathcal{H}_{\text{div,rot}} = \{0\} \).

That \( \mathcal{H}_{\text{div}} \cap \mathcal{H}_{\text{div,rot}}^+ = \{0\} \) can be proved similarly. \( \square \)

### 3.2. Dimension of homogeneous subspaces

In this subsection, we explicitly compute the dimensions of subspaces \( \mathcal{W}_k^o \) and \( \mathcal{W}_k^- \) for each \( k \). In the course of computation, we give an alternative proof of Theorem 3.1.

We begin with the following proposition which shows that \( \mathcal{W}_k^o \) is an eigenspace of \( \mathcal{S} \) corresponding to an eigenvalue \(-1/(\mu(2k+1))\).

**Proposition 3.5.** If \( f \in \mathcal{W}_k^o \), then we have

\[ \mathcal{S}^{-1}[f] = -\mu(2k+1)f, \]

and thus

\[ \langle f, g \rangle_* = \mu(2k+1) \langle f, g \rangle_{\partial\Omega} \]

for all \( g \in \mathcal{H}^3 \).

**Proof.** Let \( f \in \mathcal{W}_k^o \). Since \( u^f = \mathcal{S}[\mathcal{S}^{-1} f] \), it follows from the jump relation (2.23) that

\[ \mathcal{S}^{-1}[f] = \partial_{\nu}^{\text{div}} \mathcal{S}[\mathcal{S}^{-1} f]|_+ - \partial_{\nu}^{\text{div}} \mathcal{S}[\mathcal{S}^{-1} f]|_- = \partial_{\nu}^{\text{div}} u^f|_+ - \partial_{\nu}^{\text{div}} u^f|_- . \]

Since \( \partial\Omega \) is the unit sphere, the unit normal vector field on \( \partial\Omega \) is \( x \). Let \( p \in P^3_k \) be such that \( p|_{\partial\Omega} = f \). We have for \( x \in \partial\Omega \)

\[ \partial_{\nu}^{\text{div}} u^f|_+(x) - \partial_{\nu}^{\text{div}} u^f|_-(x) = \partial_{\nu}^{\text{div}} p^*(x) - \partial_{\nu}^{\text{div}} p(x) \]

\[ = -\mu x \times (\nabla \times p^*(x)) + \mu x \times (\nabla \times p(x)) \]

\[ = \mu(2k+1) x \times (x \times f(x)) \]

\[ = -\mu(2k+1)f(x), \]

where the first equality holds by Lemma 3.2 (ii), the second one by the definition (2.2) of \( \partial_{\nu}^{\text{div}} \) and Lemma 3.2 (i), the third one by the relation (3.3) of \( p^* \) and \( p \), and the last one by Lemma 3.2 (iii). Thus, (3.8) follows. \( \square \)
Lemma 3.6. Let \( p \in P_k^3 \) be such that \( p|_{\partial \Omega} \in W_k^0 \). If we set
\[
q(x) := -\frac{1}{k(k+1)} x \cdot (\nabla \times p),
\]
then \( q \in P_k \) and
\[
(3.9) \quad p(x) = x \times \nabla q(x).
\]

Proof. Straight-forward computations yield
\[
\nabla q(x) = -\frac{1}{k(k+1)} \left( \left( (\nabla \times p) \cdot \nabla \right) x + (x \cdot \nabla)(\nabla \times p) + x \times (\nabla \times (\nabla \times p)) \right.
\]
\[+ \left. (\nabla \times p) \times (\nabla \times x) \right)
\]
\[
(3.10) \quad = -\frac{1}{k(k+1)} \left( \nabla \times p + (x \cdot \nabla)(\nabla \times p) + x \times (\nabla \times (\nabla \times p)) \right).
\]

Since \( p|_{\partial \Omega} \in H_{\text{div}} \), \( \nabla \cdot p = 0 \) by Lemma 3.2 (i), and hence
\[
\nabla \times (\nabla \times p) = \nabla(\nabla \cdot p) - \Delta p = 0.
\]

Since \( \nabla \times p \) is a homogeneous polynomial of degree \( k - 1 \), we have
\[
(x \cdot \nabla)(\nabla \times p) = (k - 1) \nabla \times p.
\]

It then follows from (3.10) that
\[
\nabla q(x) = -\frac{1}{k+1} \nabla \times p(x).
\]

This implies that \( \Delta q = 0 \). Since \( q \) is homogeneous of degree \( k \), we have \( q \in P_k \). Moreover, we have
\[
(3.11) \quad x \times \nabla q(x) = -\frac{1}{k+1} x \times (\nabla \times p(x)).
\]

Since \( x \cdot p(x)|_{\partial \Omega} = 0 \) by Lemma 3.2 (iii) and \( x \cdot p(x) \) is a homogeneous polynomial, we have \( x \cdot p(x) = 0 \) for all \( x \in \mathbb{R}^3 \). Thus we have
\[
0 = \nabla(x \cdot p) = p + p \times (\nabla \times x) + (x \cdot \nabla)p + x \times (\nabla \times p) + p \times (\nabla \times x)
\]
\[= (k + 1)p + x \times (\nabla \times p),
\]
where the last equality holds since \( (p \cdot \nabla)x = p, \nabla \times x = 0 \), and \( (x \cdot \nabla)p = kp \) by the assumption that \( p \) is a homogeneous polynomial of degree \( k \). It then follows from (3.11) that
\[
x \times \nabla q(x) = -\frac{1}{k+1} \times (-k+1)p(x) = p(x),
\]
which is the desired identity (3.9). \( \square \)

Proposition 3.5 and Lemma 3.6 yield an alternative proof of Theorem 3.1.
Proof of Theorem 3.1 by Lemma 3.6. Let \( f \in W_0^k \). Take \( p \in P_k^3 \) such that \( f = p|_{\partial \Omega} \). By Lemma 3.6, we can take \( q \in P_k \) such that \( p = x \times \nabla q \). Hence we have \( v_f^\perp = x \times \nabla q \) (\( v_f^\perp \) is the solution to the interior boundary value problem (1.2)). Moreover, since the Kelvin transform becomes \( p^*(x) = (x \times \nabla q)^*(x) = x \times \nabla q^*(x) \), we have the solution to the exterior problem given by \( v_f^\perp = x \times \nabla q^* \). Then, by Proposition 3.5, we have

\[
\langle f, g \rangle_* = \mu(2k + 1) \langle x \times \nabla q, g \rangle_{\partial \Omega} = \mu(2k + 1) \int_{\partial \Omega} (n_x \times (\nabla q)) \cdot v_g^0(x) \, d\sigma(x)
\]

\[
= \mu(2k + 1) \int_{\partial \Omega} (\nabla (x \times \nabla q)) \cdot n_x \, d\sigma(x)
\]

\[
= \mu(2k + 1) \int_{\Omega} \nabla \cdot ((\nabla q) \times v_g^0(x)) \, dx
\]

\[
= \mu(2k + 1) \int_{\Omega} ((\nabla \times \nabla q) \cdot v_g^0(x) - \nabla q \cdot (\nabla \times v_g^0(x))) \, dx
\]

\[
= 0
\]

for all \( g \in W_k^- \). Similarly, one can show

\[
\langle f, g \rangle_* = 0
\]

for all \( g \in W_k^+ \). If \( g \in P_l^3 \) for some \( l \neq k \), then by Lemma 3.6 we have

\[
\langle f, g \rangle_* = \mu(2k + 1) \langle f, g \rangle_{L^2(\partial \Omega)^3} = 0.
\]

Therefore, we have

\[
W_0^k \subset (H_{\text{div,rot}}^- + H_{\text{div,rot}}^+)^\perp.
\]

This together with Lemma 3.3 yields \( H_{\text{div}} \subset (H_{\text{div,rot}}^- + H_{\text{div,rot}}^+)^\perp \). □

We now prove the following theorem which characterizes the subspaces \( W_0^k, W_k^-, \) and \( W_k^+ \) in terms of homogeneous harmonic polynomials.

**Theorem 3.7.** For \( k \geq 1 \), the following maps are linear isomorphisms:

\[
q \in P_k \mapsto x \times \nabla q|_{\partial \Omega} \in W_0^k,
\]

\[
q \in P_{k+1} \mapsto \nabla q|_{\partial \Omega} \in W_k^-,
\]

\[
q \in P_{k-1} \mapsto \nabla q^*|_{\partial \Omega} \in W_k^+.
\]

A few remarks are in order before proving Theorem 3.7. We first observe that since \( \dim P_k = 2k + 1 \) for each \( k \geq 1 \), we can compute the dimensions of the subspaces \( W_0^k, W_k^-, \) and \( W_k^+ \) as the following corollary shows.

**Corollary 3.8.** The following holds for each \( k \geq 1 \):

\[
\dim W_0^k = 2k + 1, \quad \dim W_k^- = 2k + 3, \quad \dim W_k^+ = 2k - 1.
\]

In particular, the subspaces \( H_{\text{div}}, H_{\text{div,rot}}^- \) and \( H_{\text{div,rot}}^+ \) are infinite-dimensional.
We will use Corollary 3.8 to prove Theorem 5.1 which asserts that subspaces $H_{\text{div}}^\pm$ and $H_{\text{div,rot}}^\pm$ are of infinite dimensions on domains with Lipschitz boundaries.

One can prove the decomposition (3.6) using (3.15). In fact, according to Theorem 1.1 and Lemma 3.3, it holds for $k \geq 0$ that

$$P^3_k \subset W^0_k + W^{-}_k + W^+_k.$$ 

By (3.15), we have

$$\dim P^3_k = 3(2k + 1) = \dim W^0_k + \dim W^{-}_k + \dim W^+_k$$

if $k \geq 1$. Thus (3.6) holds for $k \geq 1$. One can easily see that

$$\dim W^0_0 = \dim W^+_0 = 0, \quad \dim W^-_0 = 3.$$ 

Thus (3.6) holds for $k = 0$.

**Proof of Theorem 3.7.** For $q \in P_k$, let $p(x) = x \times \nabla q(x)$. Then, we have

$$\nabla \cdot p(x) = (\nabla \times x) \cdot \nabla q + (\nabla \times \nabla q) \cdot x = 0.$$ 

Since

$$p^*(x) = \frac{1}{|x|^{2k+1}} (x \times \nabla q(x)),$$

we also have

$$\nabla \cdot p^*(x) = -2k + 1 \frac{1}{|x|^{2k+3}} x \cdot (x \times \nabla q(x)) + \frac{1}{|x|^{2k+3}} \nabla \cdot p(x) = 0.$$ 

Thus the function $f := x \times \nabla q|_{\partial \Omega}$ belongs to $W^0_k$, that is, the linear transform defined in (3.12) maps $P_k$ into $W^0_k$.

Let $f \in W^0_k$ and let $p \in P^3_k$ be such that $p|_{\partial \Omega} = f$. Lemma 3.6 says that the mapping

$$f = p|_{\partial \Omega} \in W^0_k \mapsto -\frac{1}{k(k+1)} x \cdot (\nabla \times p) \in P_k$$

is the inverse mapping of the linear mapping (3.12). Thus it is an isomorphism.

If $q \in P_{k+1}$, then we have

$$\nabla \cdot \nabla q = \Delta q = 0, \quad \nabla \times (\nabla q) = 0.$$ 

Thus $\nabla q|_{\partial \Omega} \in H^{-}_{\text{div,rot}} \cap P^3_k$.

To prove that the linear mapping (3.13) is an isomorphism, we let $f \in H^{-}_{\text{div,rot}} \cap P^3_k$ and take $p \in P^3_k$ such that $p|_{\partial \Omega} = f$. We set $q = (k+1)^{-1} x \cdot p(x)$. Then we have

$$\nabla q(x) = \frac{1}{k+1} ((x \cdot \nabla)p + (p \cdot \nabla)x + x \times (\nabla \times p) + p \times (\nabla \times x)) = p(x).$$ 

Moreover, we obtain $\Delta q = \nabla \cdot p = 0$. Hence $q \in P^3_{k+1}$. Therefore the mapping (3.13) is surjective. If $q \in P^3_{k+1}$ satisfies $\nabla q|_{\partial \Omega} = 0$, then $\nabla q = 0$ for all $\mathbb{R}^3$ since $\nabla q$ is a homogeneous polynomial. Thus $q(x)$ is a constant.
Since $q(x)$ is a homogeneous polynomial of positive degree, we have $q(x) = 0$. Therefore the linear mapping (3.13) is an isomorphism.

If $q \in P_{k-1}$, then we have
\[
\nabla \cdot \nabla q^* = \Delta q^* = 0, \quad \nabla \times \nabla q^* = 0, \quad \Delta(\nabla q^*) = \nabla(\Delta q^*) = 0.
\]
Thus $\nabla q^*|_{\partial \Omega} \in \mathcal{W}_k^+$. To prove that the linear mapping (3.14) is an isomorphism, we let $f \in \mathcal{H}_{\text{div,rot}}^+ \cap P_k^3$ and take $p \in P_k^3$ such that $p|_{\partial \Omega} = f$. Since $f \in \mathcal{H}_{\text{div,rot}}^+$, we have $\nabla \times p^* = 0$. Set $q(x) := -k^{-1}(x \cdot p^*)(x)$. Then we have $q^*(x) = -k^{-1}x \cdot p^*(x)$ and
\[
\nabla q^*(x) = -\frac{1}{k}((x \cdot \nabla)p^* + (p^* \cdot \nabla)x + x \times (\nabla \times p^*) + p^* \times (\nabla \times x)) = p^*(x).
\]
Moreover, we obtain $\Delta q^* = \nabla \cdot p^* = 0$. Hence $q = (q^*)^* \in P_{k-1}^3$. Therefore the mapping (3.14) is surjective. If $q \in P_{k-1}$ satisfies $\nabla q^*|_{\partial \Omega} = 0$, then $\nabla q^* = 0$ for all $\mathbb{R}^3 \setminus \{0\}$ since $|x|^{2k+1} \nabla q^*$ is a homogeneous polynomial.

Thus $q^*(x)$ is a constant. Hence $q(x) = c|x|^{-1}$ for some constant c. Since $q(x)$ is a polynomial, we have $q(x) = 0$. Therefore the linear mapping (3.14) is an isomorphism. \hfill \Box

**Example.** We give an explicit representation of $\mathcal{W}_k^0$ and $\mathcal{W}_k^\pm$ for $k = 0, 1, 2$ as follows.

$\mathcal{W}_0^0 = \{0\}$,
$\mathcal{W}_0^- = \text{span}\{(1, 0, 0), (0, 1, 0), (0, 0, 1)\}$,
$\mathcal{W}_0^+ = \{0\}$,
$\mathcal{W}_1^0 = \text{span}\{(0, -z, y), (z, 0, -x), (-y, x, 0)\}$,
$\mathcal{W}_1^- = \text{span}\{(y, x, 0), (z, 0, x), (0, z, y), (x, 0, -z), (0, y, -z)\}$,
$\mathcal{W}_1^+ = \text{span}\{(x, y, z)\}$,

and

$\mathcal{W}_2^0 = \text{span}\left\{\begin{array}{c} (-y^2 + z^2, xy, -zx), (-xy, x^2 - z^2, yz), \\
(zx, -yz, -x^2 + y^2), (yz, 0, -xy), (0, zx, -xy) \end{array}\right\}$,
$\mathcal{W}_2^- = \text{span}\left\{\begin{array}{c} (-2xy, -x^2 - y^2 + 2z^2, 4yz), (2xy, x^2 - y^2, 0), \\
(-x^2 - y^2 + 2z^2, -2xy, 4zx), (x^2 - y^2, -2xy, 0), \\
(-2zx, -2yz, -x^2 - y^2 + 2z^2), (yz, zx, xy), \\
(2zx, -2yz, x^2 - y^2) \end{array}\right\}$,
$\mathcal{W}_2^+ = \text{span}\left\{\begin{array}{c} (-3xy, x^2 - 2y^2 + z^2, -3yz), \\
(-2x^2 + y^2 + z^2, -3xy, -3zx), \\
(-3zx, -3yz, x^2 + y^2 - 2z^2) \end{array}\right\}$.
3.3. ENP eigenfunctions on ball. According to Theorem 1.6 whose proof will be given in section 7, the eigenvalues of the eNP operator on domains with $C^{1,\alpha}$ boundary consist of three sequences converging to $0$, $-k_0$ and $k_0$, respectively. If the given domain is a ball, then the eigenvalues are computed explicitly in [10]: they are

$$
\xi^+_k := \frac{3}{4k + 2},
$$
$$
\xi^-_k := \frac{3\lambda - 2\mu(2k^2 - 2k - 3)}{2(\lambda + 2\mu)(4k^2 - 1)},
$$
$$
\xi^+_k := \frac{-3\lambda + 2\mu(2k^2 + 2k - 3)}{2(\lambda + 2\mu)(4k^2 - 1)}
$$

for $k \geq 1$. The corresponding eigenfunctions are found in the same paper. Suppose that $\Omega \subset \mathbb{R}^3$ is the unit ball centered at 0. It turns out that if $p_k$ is a homogeneous harmonic polynomial of degree $k$, then $\nabla p_k(x) \times x$, $\nabla p_k(x)$ and $\nabla p'_k(x)$ ($x \in \partial \Omega$) are eigenfunctions corresponding to $\xi^+_k$, $\xi^-_k$ and $\xi^+_k$, respectively. According to Theorem 3.7, it amounts to saying that $\mathcal{W}^+_k$, $\mathcal{W}^-_k$ and $\mathcal{W}^+_k$ are eigenspaces of the eNP operator corresponding to $\xi^+_k$, $\xi^-_k$ and $\xi^+_k$, respectively. In particular, $\mathcal{H}_{\text{div}}$, $\mathcal{H}^-_{\text{div,rot}}$ and $\mathcal{H}^+_{\text{div,rot}}$ are invariant under $\mathcal{K}$, and they are eigenspaces corresponding to the eigenvalues converging to 0, $-k_0$ and $k_0$, respectively. If $\Omega$ is a bounded domain in $\mathbb{R}^3$ whose boundary is $C^{1,\alpha}$ for some $\alpha > 1/2$, then $\mathcal{H}_{\text{div}}$, $\mathcal{H}^-_{\text{div,rot}}$ and $\mathcal{H}^+_{\text{div,rot}}$ may not be invariant under $\mathcal{K}$ in general. However, Theorem 1.7 shows that they are eigenspaces in the limiting sense.

4. PROOF OF THEOREM 1.4

We now consider general bounded domains $\Omega$ in $\mathbb{R}^3$ to prove Theorem 1.4. In this section, the boundary $\partial \Omega$ is assumed to be $C^{1,\alpha}$ for some $\alpha > 1/2$ except for Lemma 4.1 where $\alpha$ is assumed to be larger than 0. We begin with the following lemma, which states that the eNP operator $\mathcal{K}$ and $\mathcal{K}^{\text{div}}$ respectively defined in (1.16) and (2.13), are equivalent modulo a compact operator:

**Lemma 4.1.** If $\partial \Omega$ is $C^{1,\alpha}$ for some $\alpha > 0$, then $\mathcal{K} + 2k_0\mathcal{K}^{\text{div}}$ is compact on $\mathcal{H}^3$.

**Proof.** We recall the decompositions (2.14) and (2.17), and the operators $\mathcal{K}_j$ ($j = 1, 2, 3$) therein. We claim that, if $\partial \Omega$ is $C^{1,\alpha}$ for some $\alpha > 0$, then the operators $\mathcal{K}_2$ and $\mathcal{K}_3$ are compact on $\mathcal{H}^3$.

We apply Corollary A.2. One can directly check that $\mathcal{K}_2$ and $\mathcal{K}_3$ satisfy the conditions (A.1) and (A.2) with $\beta = \alpha$ and $\gamma = 1$. For instance, if we denote the (matrix-valued) integral kernel of $\mathcal{K}_3$ by $K_3(x, y) = (K_{3,ij}(x, y))_{i,j=1}^3$, where

$$
K_{3,ij}(x, y) := \frac{1}{4\pi} \frac{(x - y) \cdot n_j}{|x - y|^3},
$$

the (matrix-valued) integral kernel of $\mathcal{K}_2$ by $K_2(x, y) = (K_{2,ij}(x, y))_{i,j=1}^3$, where
then we have
\[ |K_3(x, y)| \lesssim \frac{|(x - y) \cdot n_3|}{|x - y|} \lesssim \frac{1}{|x - y|^{2-\alpha}} \]
because $\partial \Omega$ is $C^{1,\alpha}$. If $2|x - z| < |x - y|$, then
\[
|K_{3,ij}(x, y) - K_{3,ij}(z, y)| \leq \frac{1}{4\pi} \frac{|(x - z) \cdot (n_y - n_x) + (x - z) \cdot n_x||z_i - y_i| |z_j - y_j|}{|z - y|^5}
\]
\[ + \frac{|(x - y) \cdot n_y|}{4\pi} \left| \frac{(x - y_i)(x_j - y_j)}{|x - y|^3} - \frac{(z - y_i)(z_j - y_j)}{|z - y|^3} \right|. \]
Since $2|x - z| < |x - y|$ implies $|z - y| > |x - y|/2$, we have
\[ |K_{3,ij}(x, y) - K_{3,ij}(z, y)| \lesssim \frac{|x - z| + |x - z|^{1+\alpha}}{|x - y|^{3-\alpha}} + |x - y|^{1+\alpha} \frac{|x - z|}{|x - y|^4}, \]
\[ \lesssim \frac{|x - z|}{|x - y|^{3-\alpha}}. \]

Moreover, we obtain $K_3[b] = -b/6$ for any constant vector field $b \in \mathbb{R}^3$ on $\partial \Omega$. In fact, since $K_2$ is the NP operator for the Laplace operator, it is well-known that $K_2[b] = b/2$. It is also known that $K[b] = b/2$ for any Lamé constants (see [2, Lemma 2.2]). It thus follows from (2.17) that
\[ \frac{1}{2} b = 2k_0 \left( K_1[b] + \frac{1}{2} b \right) - 3(1 - 2k_0)K_3[b]. \]
Since this relation holds for any Lamé constants, or for any $k_0 \in (0, \varepsilon)$ for some $\varepsilon > 0$, we see that $K_3[b] = -b/6$. We then apply Corollary A.2 to infer that $K_2$ and $K_3$ are compact on $H^4$.

Now we substitute the relation $K_{\text{div}} = -K_1 + K_2$ given in (2.14) to (2.17) to obtain the conclusion. \[ \square \]

In the rest of this section, we always assume that $\partial \Omega$ is $C^{1,\alpha}$ for some $\alpha > 1/2$. For the proof of Theorem 1.4, we derive a representation formula for the eNP operator $K$ which relates $K$ with the space $H_{\text{div}}$ (Proposition 4.7). We begin with the following lemma.

**Lemma 4.2.** Let $\psi \in C^{0,\alpha}(\partial \Omega)$ for some $\alpha > 1/2$. The mapping $\varphi \mapsto \varphi \psi$ is bounded on $H$ and $H^*$. 

**Proof.** Since $\partial \Omega$ is two-dimensional, the Sobolev norm on $H = H^{1/2}(\partial \Omega)$ is equivalent to following norm (see [14])
\[
(4.1) \quad \left( \|\varphi\|_{L^2(\partial \Omega)}^2 + \int_{\partial \Omega} \int_{\partial \Omega} \frac{|\varphi(x) - \varphi(y)|^2}{|x - y|^3} d\sigma(x) d\sigma(y) \right)^{1/2}.
\]
If $\psi \in C^{0,\alpha}(\partial \Omega)$ for some $\alpha > 1/2$, then $|\psi(x) - \psi(y)| \lesssim |x - y|^{\alpha}$, and hence
\[
\int_{\partial \Omega} \int_{\partial \Omega} \frac{|(\varphi \psi)(x) - (\varphi \psi)(y)|^2}{|x - y|^3} \, d\sigma(x) \, d\sigma(y) \\
\lesssim \int_{\partial \Omega} \int_{\partial \Omega} \frac{|\varphi(x) - \varphi(y)|^2}{|x - y|^3} \, d\sigma(x) \, d\sigma(y) \\
+ \int_{\partial \Omega} \int_{\partial \Omega} \frac{|\varphi(x)|^2}{|x - y|^{3-2\alpha}} \, d\sigma(x) \, d\sigma(y) \\
\lesssim \int_{\partial \Omega} \int_{\partial \Omega} \frac{|\varphi(x) - \varphi(y)|^2}{|x - y|^3} \, d\sigma(x) \, d\sigma(y) + \int_{\partial \Omega} |\varphi(x)|^2 \, d\sigma(x),
\]
where the last inequality holds since $\alpha > 1/2$. Thus, we have
\[
\| \varphi \psi \|_{H} \lesssim \| \varphi \|_{H}
\]
for all $\varphi \in H$.

If $\varphi \in H^*$ and $\eta \in H$, then
\[
|\langle \varphi \psi, \eta \rangle_{\partial \Omega}| \leq \| \varphi \|_{H^*} \| \eta \psi \|_{H} \lesssim \| \varphi \|_{H^*} \| \eta \|_{H}.
\]
Here $\langle \cdot, \cdot \rangle_{\partial \Omega}$ is the duality pairing between $H^*$ and $H$ as before. Thus, we have
\[
\| \varphi \psi \|_{H^*} \lesssim \| \varphi \|_{H^*}
\]
for all $\varphi \in H^*$.

Let $g \in H^3$. A straightforward calculation shows that
\[
\nabla \cdot S[g](x) = \frac{k_0}{2\pi \mu} \int_{\partial \Omega} \frac{(x - y) \cdot g(y)}{|x - y|^3} \, d\sigma(y)
\]
for $x \in \mathbb{R}^3 \setminus \partial \Omega$. Using the single layer potential $S_0$ with respect to the Laplacian as defined in (1.11), it can be written as
\[
\nabla \cdot S[g](x) = \frac{2k_0}{\mu} \nabla \cdot S_0[g](x).
\]
We now invoke the jump formula (2.19) for $S_0$ to derive the following jump relation:
\[
(\nabla \cdot S[g])|_{\pm}(x) = \frac{2k_0}{\mu} \left( J_{\text{div}}[g](x) \pm \frac{1}{2} n_x \cdot g(x) \right), \quad x \in \partial \Omega
\]
for $g \in H^3$, where the boundary integral operator $J_{\text{div}}$ is defined by
\[
J_{\text{div}}[g](x) := \frac{1}{4\pi} \text{p.v.} \int_{\partial \Omega} \frac{(x - y) \cdot g(y)}{|x - y|^3} \, d\sigma(y), \quad x \in \partial \Omega.
\]
Let $J_{\text{div}}^*$ be the (formal) $L^2$-adjoint of $J_{\text{div}}$, namely,
\[
J_{\text{div}}^* [\varphi](x) = -\frac{1}{4\pi} \text{p.v.} \int_{\partial \Omega} \frac{x - y}{|x - y|^3} \varphi(y) \, d\sigma(y).
\]
The jump formula (2.19) can be rewritten as
\[
\nabla S_0[\varphi]_\pm(x) = -J_{\text{div}}^*[\varphi](x) \pm \frac{1}{2} \varphi(x) n_x, \quad x \in \partial \Omega
\]
for \( \varphi \in \mathcal{H} \).

**Lemma 4.3.** If \( \partial \Omega \) is \( C^{1,\alpha} \) for some \( \alpha > 1/2 \), then \( J_{\text{div}}^* \) is bounded from \( \mathcal{H} \) into \( \mathcal{H}^3 \) and from \( \mathcal{H}^* \) into \( (\mathcal{H}^3)^* \), and \( J_{\text{div}} \) is bounded from \( \mathcal{H}^3 \) into \( \mathcal{H} \) and from \( (\mathcal{H}^3)^* \) into \( \mathcal{H}^* \).

**Proof.** Since \( \partial \Omega \) is \( C^{1,\alpha} \), the unit normal vector field \( n \) is \( C^{0,\alpha} \). Let \( \tau_1 \) and \( \tau_2 \) be locally defined orthonormal vector fields tangent to \( \partial \Omega \). We may choose them to be \( C^{0,\alpha} \). Then, we have
\[
J_{\text{div}}^*[\varphi] = (J_{\text{div}}^*[\varphi] \cdot n) n + \sum_{j=1}^{2} (J_{\text{div}}^*[\varphi] \cdot \tau_j) \tau_j
\]
for \( \varphi \in \mathcal{H}^* \).

Since \( J_{\text{div}}^*[\varphi] \cdot n = -\mathcal{K}_0^*[\varphi] \) where \( \mathcal{K}_0 \) is the NP operator with respect to the Laplace operator. Thus, we have
\[
\|J_{\text{div}}^*[\varphi] \cdot n\|_{\mathcal{H}^*} \leq C\|\varphi\|_{\mathcal{H}^*}
\]
for some constant \( C \). Note that \( J_{\text{div}}^*[\varphi] \cdot \tau_j = -\tau_j \cdot \nabla S_0[\varphi] \). Since \( S_0 \) is bounded as a mapping from \( \mathcal{H}^* = H^{-1/2}(\partial \Omega) \) into \( \mathcal{H} = H^{1/2}(\partial \Omega) \) \([30]\) and \( \tau_j \cdot \nabla \) is a tangential derivative on \( \partial \Omega \), we have
\[
\|J_{\text{div}}^*[\varphi] \cdot \tau_j\|_{\mathcal{H}^*} \leq C\|\varphi\|_{\mathcal{H}^*}
\]
for some constant \( C \). We then glue the above local estimates by a partition of unity and infer from Lemma 4.2 that \( J_{\text{div}}^*: \mathcal{H}^* \to (\mathcal{H}^3)^* \) is bounded.

By duality, we see that \( J_{\text{div}}: \mathcal{H}^3 \to \mathcal{H} \) is bounded, from which we immediately see that \( J_{\text{div}}^*: \mathcal{H} \to \mathcal{H}^3 \) and \( J_{\text{div}}: (\mathcal{H}^3)^* \to \mathcal{H}^* \) are bounded. \( \square \)

We define operators \( Q_\pm \) by
\[
Q_\pm[\varphi] := -\frac{k_0}{\mu} \nabla S_0[\varphi]_\pm
\]
for \( \varphi \in \mathcal{H} \). We show that \( Q_\pm \) is extended as a bounded from \( \mathcal{H}^* \) to \( (\mathcal{H}^3)^* \). To do so, we invoke the following theorem.

**Theorem 4.4** ([13, Corollary 6.6]). If \( \Omega \subset \mathbb{R}^m \) \((m \geq 2)\) is a bounded domain with the \( C^{1,\alpha} \) boundary for some \( \alpha > 1/2 \), then the trace \( u \in C^\infty(\overline{\Omega}) \mapsto u|_\pm \in L^2(\partial \Omega) \) is extended to a unique bounded linear operator
\[
\{u \in L^2(\Omega) \mid \Delta u \in L^2(\Omega)\} \to H^{-1/2}(\partial \Omega).
\]
Here, we equip the space \( \{u \in L^2(\Omega) \mid \Delta u \in L^2(\Omega)\} \) with the graph norm \( \|u\|_{L^2(\Omega)} + \|\Delta u\|_{L^2(\Omega)} \).

**Lemma 4.5.** If \( \Omega \subset \mathbb{R}^3 \) is a bounded domain with the \( C^{1,\alpha} \) boundary for some \( \alpha > 1/2 \), then \( Q_\pm \) is bounded from \( \mathcal{H}^* \) to \( (\mathcal{H}^3)^* \).
Proof. We denote the norms on $\mathcal{H}^3$ and $\mathcal{H}^*$ by $\| \cdot \|_{\mathcal{H}^3}$ and $\| \cdot \|_{\mathcal{H}^*}$ respectively. Let $\varphi \in \mathcal{H}^*$. We apply Theorem 4.4 to each component of $u = \nabla S_0[\varphi]$ to have

$$\| Q_-[\varphi]\|_{(\mathcal{H}^*)^3} \lesssim \| \nabla S_0[\varphi]\|_{L^2(\Omega)^3} \lesssim \| \varphi\|_{\mathcal{H}^*}.$$  

To deal with $Q_+$, let $B$ be a ball such that $\overline{\Omega} \subset B$. Then, by Theorem 4.4 again, we have

$$\| u_-\|_{H^{-1/2}(\partial B, \partial \Omega)^3} \lesssim \| \nabla S_0[\varphi]\|_{L^2(B \setminus \Omega)^3} \lesssim \| \nabla S_0[\varphi]\|_{L^2(\mathbb{R}^m \setminus \Omega)^3} \lesssim \| \varphi\|_{\mathcal{H}^*}.$$  

Here we emphasize that $u_-|_{\partial B}$ in the left hand side stands for the trace on $\partial B \cup \partial \Omega$ from the interior of $B \setminus \Omega$, which coincides on $\partial \Omega$ with the trace $u_+|_{\partial B}$ from the exterior of $\Omega$. It thus follows that

$$\| Q_+[\varphi]\|_{(\mathcal{H}^*)^3} \lesssim \| u_-\|_{H^{-1/2}(\partial B, \partial \Omega)^3} \lesssim \| \varphi\|_{\mathcal{H}^*},$$  

as desired. \hfill $\square$

We then obtain the following corollary from the formula (4.3):

**Corollary 4.6.** If $\Omega \subset \mathbb{R}^3$ is a bounded domain with the $C^{1,\alpha}$ boundary for some $\alpha > 1/2$, then the following identity holds for all $\varphi \in \mathcal{H}^*$:

$$Q_+[\varphi] = \frac{\mu}{\kappa_0} \left( \mathcal{J}_{\text{div}}^*[\varphi] + \frac{1}{2} \varphi n^\cdot \right).$$  

We now prove the following proposition which plays a crucial role in proving Theorem 1.4.

**Proposition 4.7.** Assume that the boundary $\partial \Omega$ is $C^{1,\alpha}$ for some $\alpha > 1/2$. Then the following identity holds for $f \in \mathcal{H}^3$:

$$\mathcal{K}[f] = -\kappa_0 \mathcal{Q}_-[\nabla \cdot u^f|_-] + \kappa_0 \mathcal{Q}_+[\nabla \cdot u^f|_-] + \mathcal{T}[f],$$  

where $\mathcal{T}$ is a compact operator on $\mathcal{H}^3$.

Here, as we will observe in the proof, the function $\mathcal{Q}_-[\nabla \cdot u^f|_-]$ is the image of the following composition of the bounded operators.

$$\mathcal{H}^3 \xrightarrow{u^f} H^1(\Omega)^3 \xrightarrow{\nabla} L^2(\Omega)^3 \xrightarrow{\nabla \cdot} \mathcal{H}^* \xrightarrow{Q_+} (\mathcal{H}^3)^* \xrightarrow{\mathcal{S}} \mathcal{H}^3$$  

where $f \mapsto u^f$ is invertible. The operator $f \in \mathcal{H}^3 \mapsto \mathcal{Q}_-[\nabla \cdot u^f|_-] \in \mathcal{H}^3$ is described similarly.

Proof. Let $f \in \mathcal{H}^3$ and $g = \mathcal{S}^{-1}[f] \in (\mathcal{H}^3)^*$ so that $u^f = \mathcal{S}[g]$. Since $L_{\lambda, \mu}u^f = 0$ in $\mathbb{R}^3 \setminus \partial \Omega$, $\nabla \cdot u^f$ is harmonic there. Moreover, $\nabla \cdot u^f|_{\Omega} \in L^2(\Omega)$ and $\nabla \cdot u^f|_{\mathbb{R}^3 \setminus \overline{\Omega}} \in L^2(\mathbb{R}^3 \setminus \overline{\Omega})$ by Lemma 2.11. Thus, we can apply Theorem 4.4 and the argument in the proof of Lemma 4.5 to infer that $(\nabla \cdot u^f|_-)$ and $(\nabla \cdot u^f)|_+$ belong to $(\mathcal{H}^3)^*$.
It follows from the jump relations (4.2) and (4.4) that
\[
Q_-[\nabla \cdot u^f|_+] = \frac{k_0}{\mu} Q_-[n \cdot g + 2J_{\text{div}}[g]]
\]
\[
= 2J_{\text{div}}^* J_{\text{div}}[g] + J_{\text{div}}^*[n \cdot g] + J_{\text{div}}[g]n + \frac{1}{2}(n \cdot g)n.
\]
Likewise, we have
\[
Q_+[\nabla \cdot u^f|_-] = 2J_{\text{div}}^* J_{\text{div}}[g] - J_{\text{div}}^*[n \cdot g] - J_{\text{div}}[g]n + \frac{1}{2}(n \cdot g)n.
\]
It then follows that
\[
-k_0S Q_-[\nabla \cdot u^f|_+] + k_0S Q_+[\nabla \cdot u^f|_-] = -2k_0S[n J_{\text{div}}[g] + J_{\text{div}}^*[n \cdot g]].
\]
By the definition of $J_{\text{div}}$ and $J_{\text{div}}^*$, we have
\[
n_x J_{\text{div}}[g](x) + J_{\text{div}}^*[n \cdot g](x)
\] 
\[
= \frac{1}{4\pi} \int_{\partial \Omega} \frac{n_x((x - y) \cdot g(y)) - (x - y)(n_y \cdot g(y))}{|x - y|^3} d\sigma(y).
\]
One can see from the formula (2.15) for the operator $K_1$ that
\[
K_1^*[g](x) = \frac{1}{4\pi} \int_{\partial \Omega} \frac{(x - y)(n_x \cdot g(y)) - n_x((x - y) \cdot g(y))}{|x - y|^3} d\sigma(y).
\]
Thus, we obtain
\[
n_x J_{\text{div}}[g] + J_{\text{div}}^*[n \cdot g] = -K_1^*[g] + T'[g],
\]
where
\[
T'[g](x) = \frac{1}{4\pi} \int_{\partial \Omega} \frac{(x - y)(n_x - n_y) \cdot g(y)}{|x - y|^3} d\sigma(y).
\]
Therefore, we have
\[
(4.6)\quad -k_0S Q_-[\nabla \cdot u^f|_+] + k_0S Q_+[\nabla \cdot u^f|_-] = 2k_0S K_1^* S^{-1}[f] - 2k_0S T'S^{-1}[f].
\]
If $\partial \Omega$ is $C^{1,\alpha}$ for some $\alpha > 0$, then
\[
|n_x - n_y| \leq C|x - y|^{\alpha}
\]
for some constant $C$, and hence $T'$ is a compact operator on $(H^3)^*$. We infer from (2.17) that $K^*$ is decomposed as
\[
K^* = 2k_0(K_1^* + K_2^*) + 3(1 - 2k_0)K_3^*,
\]
where $K_2^*$ and $K_3^*$ are compact on $(H^3)^*$. Thus we have
\[
2k_0S K_1^* S^{-1} = S K^* S^{-1}
\]
modulo a compact operator on $H^3$. We employ Plemelj’s symmetrization principle to obtain
\[
S K^* S^{-1} = K.
\]
Hence, by (4.6), we obtain
\[
-k_0S Q_-[\nabla \cdot u^f|_+] + k_0S Q_+[\nabla \cdot u^f|_-] = K[f] + T[f]
\]
with some compact operator $T$ on $H^3$, as desired. \qed
Now we are ready to prove Theorem 1.4.

**Proof of Theorem 1.4.** By Lemma 4.1, \( K + k_0 I = -2k_0 (K^{\text{div}} - 1/2 I) \) is compact on \( H^3 \). Since \( H_{\text{div,rot}} = \text{Ker} (K^{\text{div}} - 1/2 I) \) (Theorem 2.9), we infer that \( K + k_0 I \) is compact on \( H_{\text{div,rot}} \). In the same way, one can show that \( K - k_0 I \) is compact on \( H^{\text{+div,rot}} \). The compactness of \( K \) on \( H^{\text{div}} \) is an immediate consequence of Proposition 4.7 since \( \nabla \cdot u f|_+ = \nabla \cdot u f|_+ = 0 \) if \( f \in H^{\text{div}} \). \( \square \)

5. **Properties of subspaces** \( H_{\text{div,rot}}^-, H_{\text{div,rot}}^+ \) and \( H^{\text{div}} \)

We first obtain the following theorem which asserts that all the subspaces appearing in the decomposition in Theorem 1.1 are of infinite dimensions. This theorem plays a crucial role in proving Theorem 1.6 in the next section.

**Theorem 5.1.** If \( \Omega \) be a bounded Lipschitz domain in \( \mathbb{R}^3 \), then \( H_{\text{div,rot}}^-, H_{\text{div,rot}}^+ \) and \( H^{\text{div}} \) are infinite-dimensional.

**Proof.** As before, \( P_k \) is the space of all homogeneous harmonic polynomial of degree \( k \) and \( u^*(x) \) stands for the Kelvin transform of \( u \) as defined in (3.1).

For each \( k \) let \( V_k^- := \{ p \in P_k^3 \mid \nabla \cdot p = 0, \nabla \times p = 0 \} \). Then \( V_k^- \) is isomorphic to \( W_k^- \) defined in (3.2), and hence \( \dim V_k^- = 2k + 3 \) by Corollary 3.8. If \( p \in \oplus_{k=0}^\infty V_k^- \), then \( p|_{\partial \Omega} \in H_{\text{div,rot}}^- \). The mapping \( p \in \oplus_{k=0}^\infty V_k^- \mapsto p|_{\partial \Omega} \in H_{\text{div,rot}}^- \) is linear and it is injective because of the maximum principle and homogeneity. Thus, \( \dim H_{\text{div,rot}}^- \geq \sum_{k=0}^\infty (2k + 3) = \infty \).

To prove that \( \dim H_{\text{div,rot}}^+ = \infty \), we assume \( 0 \in \Omega \) without loss of generality, and define \( V_k^+ := \{ p \in P_k^3 \mid \nabla \cdot p^* = 0, \nabla \times p^* = 0 \} \) for \( k \geq 1 \). Then, \( V_k^+ \) is isomorphic to \( W_k^+ \), and hence \( \dim V_k^+ = 2k - 1 \). By considering the linear mapping \( p \in \oplus_{k=1}^\infty V_k^+ \mapsto p^*|_{\partial \Omega} \in H_{\text{div,rot}}^+ \), we infer \( \dim H_{\text{div,rot}}^+ \geq \sum_{k=1}^\infty (2k - 1) = \infty \).

To prove that \( H^{\text{div}} \) is infinite-dimensional, we first show that if \( u \) is a \( C^1 \) function in a neighborhood of \( \overline{\Omega} \), then the following formula holds:

\[
(5.1) \quad \nabla \times S_0[u n]|_+ = \nabla \times S_0[u n]|_- = S_0[\nabla u \times n]|_{\partial \Omega},
\]
where \( S_0 \) is the single layer potential with respect to the Laplacian given in (1.11). In fact, if \( x \in \mathbb{R}^3 \setminus \Omega \), then we have
\[
\nabla \times S_0[un](x) = \frac{1}{4\pi} \int_{\partial\Omega} \frac{(x-y) \times n_y u(y)}{|x-y|^3} d\sigma(y)
\]
\[
= -\frac{1}{4\pi} \int_{\Omega} \nabla u(y) \times \frac{x-y}{|x-y|^3} dy
\]
\[
= -\frac{1}{4\pi} \int_{\Omega} \nabla u(y) \times \nabla_y \frac{1}{|x-y|} dy
\]
\[
= -\frac{1}{4\pi} \int_{\partial\Omega} |x-y| \frac{n_y}{|x-y|} d\sigma(y)
\]
\[
= S_0[\nabla u \times n](x).
\]

If \( x \in \Omega \), we apply the same argument to \( \Omega \setminus B_\varepsilon(x) \), where \( B_\varepsilon(x) \subset \mathbb{R}^3 \) is the ball with the center at \( x \) and the radius \( \varepsilon \), and send \( \varepsilon \) to 0 to prove that
\[
\nabla \times S_0[un](x) = S_0[\nabla u \times n](x).
\]

In the course of the proof, we use the fact that \( (x-y) \times n_y = 0 \) if \( y \in \partial B_\varepsilon(x) \). This proves (5.1).

The formula (5.1) implies
\[
S_0[\nabla u \times n]|_{\partial\Omega} \in \mathcal{H}_{\text{div}}.
\]

Let \( \mathcal{P} \) be the space of all harmonic polynomials. Using (5.2), we define a linear transform \( T_0 : \mathcal{P} \to \mathcal{H}_{\text{div}} \) by
\[
T_0[p] := S_0[\nabla p \times n]|_{\partial\Omega}.
\]

If \( p \in \mathcal{P} \) and \( T_0[p] = 0 \), then we infer from (5.1) that
\[
\nabla \times S_0[pn] = 0 \quad \text{in} \quad \mathbb{R}^3 \setminus \partial\Omega.
\]

Therefore we have
\[
\nabla (\nabla \cdot S_0[pn]) = \nabla \times (\nabla \times S_0[pn]) + \Delta S_0[pn] = 0 \quad \text{in} \quad \mathbb{R}^3 \setminus \partial\Omega.
\]

Note that \( \nabla \cdot S_0[pn] = -D_0[p] \) where \( D_0 \) is the double layer potential with respect to the Laplace operator. Thus \( D_0[p] \) is constant in each connected component of \( \mathbb{R}^3 \setminus \partial\Omega \). Therefore we have from (2.21) that \( p = D_0[p]_+ - D_0[p]_- \) is a piecewise constant function on \( \partial\Omega \), and hence \( p \) is constant in \( \mathbb{R}^3 \). This implies \( \dim \ker T_0 \leq 3 \) and hence
\[
\dim \text{ran} T_0 = \dim (\mathcal{P}/\ker T_0) = \infty.
\]

This proves, in particular, that \( \dim \mathcal{H}_{\text{div}} = \infty \). \( \square \)

In the rest part of this section, we assume that the boundary \( C^{1,\alpha} \) for some \( \alpha > 1/2 \). We now prove the following theorem which shows that the decomposition in Theorem 1.1 is ‘almost’ direct sum in the sense that
intersections of two subspaces appearing in the decomposition are finite-dimensional.

**Theorem 5.2.** If $\partial \Omega$ is $C^{1,\alpha}$ for some $\alpha > 1/2$, then
\[
\dim(\mathcal{H}_{\text{div}} \cap \mathcal{H}_{\text{div,rot}}^\pm) < \infty.
\]

**Proof.** Since $\mathcal{K}$ is compact on $\mathcal{H}_{\text{div}}$ by Theorem 1.4, $\mathcal{K} + k_0 I \equiv k_0 I$ modulo compact operators on $\mathcal{H}_{\text{div}} \cap \mathcal{H}_{\text{div,rot}}^\mp$. Since $\mathcal{K} + k_0 I$ is compact on $\mathcal{H}_{\text{div}} \cap \mathcal{H}_{\text{div,rot}}^\mp$ by Theorem 1.4 again, we infer that $k_0 I$ is compact on $\mathcal{H}_{\text{div}} \cap \mathcal{H}_{\text{div,rot}}^\mp$. Thus, $\mathcal{H}_{\text{div}} \cap \mathcal{H}_{\text{div,rot}}^\mp$ is of finite dimensions. It can be proved similarly that $\mathcal{H}_{\text{div}} \cap \mathcal{H}_{\text{div,rot}}^\pm$ is of finite dimensions. □

Since
\[
\mathcal{H}_{\text{div}} \cap (\mathcal{H}_{\text{div,rot}}^- + \mathcal{H}_{\text{div,rot}}^+) = (\mathcal{H}_{\text{div}} \cap \mathcal{H}_{\text{div,rot}}^-) \oplus (\mathcal{H}_{\text{div}} \cap \mathcal{H}_{\text{div,rot}}^+),
\]
we see immediately from Theorem 5.2 that the inclusion $(\mathcal{H}_{\text{div,rot}}^- + \mathcal{H}_{\text{div,rot}}^+) \perp \subseteq \mathcal{H}_{\text{div}}$ in (1.13) is of finite codimension, as stated in the following corollary.

**Corollary 5.3.** If $\partial \Omega$ is $C^{1,\alpha}$ for some $\alpha > 1/2$, then
\[
\dim \mathcal{H}_{\text{div}}/(\mathcal{H}_{\text{div,rot}}^- + \mathcal{H}_{\text{div,rot}}^+) \perp < \infty.
\]

We now investigate the spectral structure of the div-free eN P operator.

**Theorem 5.4.** Assume that $\partial \Omega$ is $C^{1,\alpha}$ for some $\alpha > 1/2$.

(i) The spectrum $\sigma(\mathcal{K}_{\text{div}})$ of $\mathcal{K}_{\text{div}}$ on $\mathcal{H}^3$ consists of $-1/2$, $1/2$, $0$ and a sequence of eigenvalues $\lambda_j \in (-1/2, 1/2)$ of finite multiplicities converging to 0, where $\pm 1/2$ are eigenvalues of infinite multiplicities.

(ii) The spaces $\text{Ran}(\mathcal{K}_{\text{div}} \pm 1/2 I)$ are closed in $\mathcal{H}^3$. In particular, we have
\[
(\mathcal{H}_{\text{div,rot}}^- + \mathcal{H}_{\text{div,rot}}^+) \perp = \text{Ran}(\mathcal{K}_{\text{div}} + \frac{1}{2} I) \left(\mathcal{K}_{\text{div}} - \frac{1}{2} I\right).
\]

**Proof.** Set $\mathcal{X} := (\mathcal{H}_{\text{div,rot}}^+ + \mathcal{H}_{\text{div,rot}}^-) \perp$ for convenience. Since $\mathcal{H}_{\text{div,rot}}^\pm$ and $\mathcal{X}$ are invariant under $\mathcal{K}_{\text{div}}$ by Theorem 2.9 and Theorem 2.15, we have
\[
\sigma(\mathcal{K}_{\text{div}}) = \sigma(\mathcal{K}_{\text{div}}^+, \mathcal{H}_{\text{div,rot}}^+) \cup \sigma(\mathcal{K}_{\text{div}}^-, \mathcal{H}_{\text{div,rot}}^-) \cup \sigma(\mathcal{K}_{\text{div}}^\mathcal{X}, \mathcal{X})
\]
\[
= \left\{-\frac{1}{2}, \frac{1}{2}\right\} \cup \sigma(\mathcal{K}_{\text{div}}^\mathcal{X}, \mathcal{X}),
\]
where $\pm 1/2$ are eigenvalues of infinite multiplicities since $\dim \mathcal{H}_{\text{div,rot}}^\pm = \infty$ (Theorem 5.1). Since $\mathcal{K}$ is compact on $\mathcal{X}$ (Theorem 1.4), so is $\mathcal{K}_{\text{div}}$ by Lemma 4.1. Thus $\sigma(\mathcal{K}_{\text{div}}^\mathcal{X}, \mathcal{X})$ consists of 0 and eigenvalues of finite multiplicities converging to 0. Since $\sigma(\mathcal{K}_{\text{div}}) \subset [-1/2, 1/2]$ (Corollary 2.13), the proof is complete.

Since $\sigma(\mathcal{K}_{\text{div}}^\mathcal{X}, \mathcal{H}_{\text{div,rot}} \perp \mathcal{X})$ consists of 1/2 and eigenvalues in $(-1/2, 1/2)$ of finite multiplicities converging to 0, $\mathcal{K}_{\text{div}} + 1/2 I$ is invertible on $\mathcal{H}_{\text{div,rot}} \perp \mathcal{X}$,
and hence \(\text{Ran}(\mathcal{K}^{\text{div}} + 1/2I) = \mathcal{H}^-_{\text{div,rot}} \oplus \mathcal{X}\), in particular, \(\text{Ran}(\mathcal{K}^{\text{div}} + 1/2I)\) is closed in \(\mathcal{H}^3\). It can be proved in the same way that we have \(\text{Ran}(\mathcal{K}^{\text{div}} - 1/2I) = \mathcal{H}^+_{\text{div,rot}} \oplus \mathcal{X}\). Since \(\mathcal{K}^{\text{div}} \pm 1/2I\) is invertible on \(\mathcal{X}\), we have \(\mathcal{X} = (\mathcal{K}^{\text{div}} + 1/2I)(\mathcal{K}^{\text{div}} - 1/2I)(\mathcal{X})\), and (5.3) follows. \(\square\)

6. Proof of Theorem 1.2

In this section, we prove Theorem 1.2. We prove the inequality

\[
\dim \mathcal{H}_{\text{div}} \big/ (\mathcal{H}^-_{\text{div,rot}} + \mathcal{H}^+_{\text{div,rot}})^\perp \leq b_1(\partial \Omega)
\]

under the assumption that \((\mu, k_0) = (1, 1/2)\), or equivalently, \((\lambda, \mu) = (-1, 1)\). It amounts to saying that the inner product on \(\mathcal{H}^3\) defined in (1.10) is given by

\[
\langle f, g \rangle_* := -\langle S_0^{-1}[f], g \rangle_{\partial \Omega}
\]

where \(S_0\) is the single layer potential for the Laplace operator. In other words, \((\mathcal{H}^-_{\text{div,rot}} + \mathcal{H}^+_{\text{div,rot}})^\perp\) in (6.1) is with respect to this inner product. Once we prove (6.1) with this inner product, then (6.1) holds for any pair of Lamé parameters. It is because the identity

\[
\dim \mathcal{H}_{\text{div}} \big/ (\mathcal{H}^-_{\text{div,rot}} + \mathcal{H}^+_{\text{div,rot}})^\perp = \dim \mathcal{H}_{\text{div}} \cap (\mathcal{H}^-_{\text{div,rot}} + \mathcal{H}^+_{\text{div,rot}})
\]

holds for any pair of Lamé parameters and the right hand side is independent of Lamé parameters.

For the proof of Theorem 1.2, we introduce subspaces \(\mathcal{M}^\pm\) of \(\mathcal{H}^\pm_{\text{div,rot}}\) defined by

\[
\mathcal{M}^- := \{ f \in \mathcal{H}^-_{\text{div,rot}} \mid \exists \varphi \in C^\infty(\Omega) \text{ such that } v^- = \nabla \varphi \text{ in } \Omega \},
\]

\[
\mathcal{M}^+ := \{ f \in \mathcal{H}^+_{\text{div,rot}} \mid \exists \varphi \in C^\infty(\mathbb{R}^3 \setminus \overline{\Omega}) \text{ such that } v^+ = \nabla \varphi \text{ in } \mathbb{R}^3 \setminus \overline{\Omega} \}.
\]

Here \(v^+ = S_0[S_0^{-1}[f]]\). We prove the following proposition.

Proposition 6.1. Let \(\Omega \subset \mathbb{R}^3\) be a \(C^{1, \alpha}\) domain for some \(\alpha > 1/2\). Then we have

\[
(\mathcal{H}^\pm_{\text{div,rot}})^\perp \subset \mathcal{H}^\pm_{\text{div}} \subset (\mathcal{M}^\pm)^\perp.
\]

In particular, we have

\[
(\mathcal{H}^-_{\text{div,rot}} + \mathcal{H}^+_{\text{div,rot}})^\perp \subset \mathcal{H}_{\text{div}} \subset (\mathcal{M}^- + \mathcal{M}^+)^\perp.
\]

That \((\mathcal{H}^+_{\text{div,rot}})^\perp \subset \mathcal{H}^\pm_{\text{div}}\) is already proved in Lemma 2.16 (it holds even if the inner product is given by (6.2)). To prove \(\mathcal{H}^\pm_{\text{div}} \subset (\mathcal{M}^\pm)^\perp\), we prepare three lemmas.

Lemma 6.2. Let \(K \subset \mathbb{R}^3\) be a compact set. If a \(C^1\) function \(\varphi\) on \(\mathbb{R}^3 \setminus K\) satisfies \(|\nabla \varphi(x)| = O(|x|^{-2})\) as \(|x| \to \infty\), then the limit \(\varphi(\infty) := \lim_{|x| \to \infty} \varphi(x) \in \mathbb{R}\) exists and \(|\varphi(x) - \varphi(\infty)| = O(|x|^{-1})\) as \(|x| \to \infty\).
Let \( F_R : B_R \setminus \{0\} \to \mathbb{R}^3 / \overline{B_R} \) be the inversion with respect to \(|x| = R\), that is, \( F_R(x) := R^2 x / |x|^2 \). Then, for \( x \in B_R \setminus \{0\} \), we have
\[
\nabla (\varphi \circ F_R)(x) = R^2 \left( \frac{1}{|x|^2} (\nabla \varphi)(F_R(x)) - \frac{2x}{|x|^4} x \cdot \nabla \varphi(F_R(x)) \right).
\]
Since \(|\nabla \varphi(x)| = O(|x|^{-2})\) as \(|x| \to \infty\), we have
\[
|\nabla (\varphi \circ F_R)(x)| \leq C \quad (x \in B_R \setminus \{0\})
\]
for some constant \(C > 0\) independent of \(x \in B_R \setminus \{0\}\). Hence we have
\[
|\varphi(F_R)(x) - \varphi(F_R)(y)| \leq C|x - y|
\]
for all \(x, y \in B_R \setminus \{0\}\). Therefore the limit \(\varphi(\infty) := \lim_{x \to 0}(\varphi \circ F_R)(x)\) exists. Equivalently, we have \(\lim_{|x| \to \infty} \varphi(x) = \varphi(\infty)\). Moreover, by taking \(y \to 0\) in (6.4), we have
\[
|\varphi(F_R)(x) - \varphi(\infty)| \leq C|x|
\]
for all \(x \in B_R \setminus \{0\}\), and hence
\[
|\varphi(x) - \varphi(\infty)| \leq C|x|^{-1}
\]
for all \(x \in \mathbb{R}^3 \setminus \overline{B_R}\). The proof is completed. \(\square\)

**Lemma 6.3.** Let \(\partial \Omega\) is \(C^{4,\alpha}\) for some \(\alpha > 1/2\). The following relation holds for all \(g \in (\mathcal{H}^3)^*\) and \(\psi \in \mathcal{H}\):
\[
\langle g, \nabla S_0[\psi] \rangle_{\partial \Omega} = -\frac{\mu}{2k_0} \langle \nabla \cdot S[g], \psi \rangle_{\partial \Omega}.
\]

**Proof.** We first note that \(J_{\div}^\pm[\psi] \in \mathcal{H}^3\) and \(J_{\div}[g] \in (\mathcal{H}^3)^*\) by Lemma 4.3. We invoke the jump formulas (4.2) and (4.3) and obtain
\[
\langle g, \nabla S_0[\psi] \rangle_{\partial \Omega} = \langle g, -J_{\div}^\pm[\psi] \pm \frac{1}{2} \nabla n \rangle_{\partial \Omega} = -\langle J_{\div}[g] \pm \frac{1}{2} g \cdot n, \psi \rangle_{\partial \Omega}
\]
\[
= -\frac{\mu}{2k_0} \langle \nabla \cdot S[g], \psi \rangle_{\partial \Omega},
\]
as desired. \(\square\)

**Lemma 6.4.** Assume \(\partial \Omega\) is \(C^{1,\alpha}\) for some \(\alpha > 1/2\). Then we have the following.

1. If \(f \in \mathcal{H}^1_{\div,\rot}^+\), then \(|v_f^+(x)| = O(|x|^{-2})\) as \(|x| \to \infty\).
2. If \(f \in \mathcal{M}^+\), then there exists a function \(\varphi \in C^\infty(\mathbb{R}^3 \setminus \overline{\Omega})\) such that \(v_f^+ = \nabla \varphi \in \mathcal{H}^3 \setminus \overline{\Omega}\) and \(|\varphi(x)| = O(|x|^{-1})\) as \(|x| \to \infty\). Moreover, if \(B \subset \mathbb{R}^3\) is an open ball which contains \(\overline{\Omega}\), then \(\varphi \in H^1(B \setminus \overline{\Omega})\).
3. If \(\varphi \in C^\infty(\mathbb{R}^3 \setminus \overline{\Omega})\) is as in (2), then there exists a function \(\psi \in \mathcal{H}\) such that \(\varphi = S_0[\psi]\) in \(\mathbb{R}^3 \setminus \overline{\Omega}\).
Proof. (1) Let $\mathcal{Y}$ be the space of constant vector-valued functions. Since $\mathcal{Y} \subset H_{\text{div,rot}}^-$, we have $H_{\text{div,rot}}^+ \subset (H_{\text{div,rot}}^-)^\perp \subset \mathcal{Y}$. Thus, if $f \in H_{\text{div,rot}}^+$, then $f \in \mathcal{Y}$, namely,

$$(S_0^{-1}[f], \psi)_{\partial \Omega} = 0$$

for any constant function $\psi$, in particular, $\int_{\partial \Omega} S_0^{-1}[f] \, d\sigma = 0$. Since $v_+^f = S_0[S_0^{-1}[f]]$, we have

$$v_+^f(x) = \int_{\partial \Omega} \Gamma_0(x-y)S_0^{-1}[f](y) \, d\sigma(y)$$

for some $y_0$, where $\Gamma_0$ is the fundamental solution to the Laplacian. Thus, $|v_+^f(x)| = O(|x|^{-2})$ as $|x| \to \infty$.

(2) Since $|\nabla \varphi(x)| = O(|x|^{-2})$ as $|x| \to \infty$ by (1), we can apply Lemma 6.2 to infer that the limit $\varphi(\infty) = \lim_{|x| \to \infty} \varphi(x)$ exists. Replacing $\varphi(x)$ with $\varphi(x) - \varphi(\infty)$ if necessary, we can assume that $\varphi(\infty) = 0$.

Let $B$ be a ball containing $\Omega$. Since $\nabla \varphi = v_+^f \in H^1(B \setminus \overline{\Omega})^3 \subset L^2(B \setminus \overline{\Omega})^3$, we have $\varphi \in L^2(B \setminus \overline{\Omega})$. Thus we have $\varphi \in H^1(B \setminus \overline{\Omega})$.

(3) Since $\varphi \in H^1(B \setminus \overline{\Omega})$, the boundary value $\varphi_+$ exists on $\partial \Omega$ and belongs to $\mathcal{H}$. Moreover, $\varphi$ is harmonic in $\mathbb{R}^3 \setminus \overline{\Omega}$ and $|\varphi(x)| = O(|x|^{-1})$ as $|x| \to \infty$. Thus, if we set $\psi := S_0^{-1}[\varphi_+] \in \mathcal{H}^*$, then we have $\varphi = S_0[\psi]$ in $\mathbb{R}^3 \setminus \overline{\Omega}$.

We claim $\psi \in \mathcal{H}$. In fact, by the jump formula for $S_0$ in terms of the NP operator $K_0$ for the Laplacian, we have

$$n \cdot \varphi_+ = (n \cdot \nabla)S_0[\psi]_+ = K_0[\psi] + \frac{1}{2} \psi.$$ 

Since $\partial \Omega$ is $C^{1,\alpha}$ for some $\alpha > 1/2$, we have $n \cdot \varphi_+ \in H^{1/2}(\partial \Omega)$ by Lemma 4.2. Thus we have $(K_0^\ast + 1/2I)[\psi] \in H^{1/2}(\partial \Omega)$. As we remarked in the proof of Lemma 4.1, the integral kernel of the operator $K_0$, which is same as $K_2$ in (2.17), satisfies the conditions (A.1) and (A.2) with $\beta = \alpha$ and $\gamma = 1$ and $K_0[1] = 1/2$, we can apply Corollary A.3 (iv) to obtain $\psi \in L^2(\partial \Omega)$.

One can also prove that the integral kernel of $K_0^\ast$ satisfies the conditions (A.1) and (A.2) with $\beta = 1$ and $\gamma = \alpha$. Then, we apply Corollary A.3 (i) to obtain $\psi \in H^{1/2}(\partial \Omega)$, noting $\alpha > 1/2$. \qed

Now we prove Proposition 6.1.

Proof of Proposition 6.1. We already proved $(H_{\text{div,rot}}^\perp)^\perp \subset H_{\text{div}}^\perp$ in Lemma 2.16 as mentioned before.

Let $f \in H_{\text{div}}^-$ and set $g := S^{-1}[f] \in (H^3)^\ast$. Then $\nabla \cdot S[g] = 0$ in $\Omega$. Let $h \in M^+$. Then there exists a function $\varphi \in C^\infty(\mathbb{R}^3 \setminus \overline{\Omega})$ such that $v_+^h = \nabla \varphi$ in $\mathbb{R}^3 \setminus \overline{\Omega}$. By Lemma 6.4, there exists a function $\psi \in \mathcal{H}$ such that $\varphi = S_0[\psi]$. \qed
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in \( \mathbb{R}^3 \setminus \overline{\Omega} \). Then, since \( \psi \in \mathcal{H} \) and \( \nabla S_0[\psi] + = h \in \mathcal{H}^3 \), we can apply Lemma 6.3 and obtain

\[
\langle f, h \rangle_* = -\langle g, h \rangle_{\partial\Omega} = -\langle g, \nabla S_0[\psi] + \rangle_{\partial\Omega} = \frac{\mu}{2k_0} \langle \nabla \cdot S[g], \psi \rangle_{\partial\Omega} = 0.
\]

Hence we have \( H_{\div}^- \subset (\mathcal{M}^+)^\perp \).

Similarly, one can prove \( H_{\div}^+ \subset (\mathcal{M}^-)^\perp \).

□

Next we estimate the dimension of \( H_{\div,\rot}^\pm /\mathcal{M}^\pm \) by using the de Rham theory (for the de Rham theory, see [5, 6, 21] for example).

**Proposition 6.5.** Assume that \( \partial\Omega \) is \( C^{1,\alpha} \) for some \( \alpha > 1/2 \).

1. \( \dim(\mathcal{H}_{\div,\rot}^- /\mathcal{M}^-) \leq b_1(\Omega) \).
2. \( \dim(\mathcal{H}_{\div,\rot}^+ /\mathcal{M}^+) \leq b_1(\mathbb{R}^3 \setminus \overline{\Omega}) \).

**Proof.** We denote the first singular homology group of a topological space \( X \) with the real coefficient by \( H_{\text{sing}}^1(X) \). We remark that \( H_{\text{sing}}^1(X) \) is a real vector space and the first Betti number of \( X \) is defined as the dimension of the first homology group, that is, \( b_1(X) := \dim H_{\text{sing}}^1(X) \). Moreover, we denote the de Rham cohomology group of an open subset \( U \subset \mathbb{R}^3 \) by \( H_{1\text{dR}}(U) \), which is defined as

\[
H_{1\text{dR}}^1(U) := \frac{\text{Ker}(\nabla \times : C^\infty(U)^3 \to C^\infty(U)^3)}{\text{Ran}(\nabla : C^\infty(U) \to C^\infty(U)^3)}
\]

in terms of the vector calculus. The following formula holds:

\[
\dim H_{1\text{dR}}^1(U) = b_1(U).
\]

In fact, this follows from the de Rham theorem (see [21, Theorem 18.14]) and (a simple case of) universal coefficient theorem (see [15, p.198 and p.199]):

\[
H_{1\text{dR}}^1(U) \simeq H_{\text{sing}}^1(U) \simeq H_{1\text{dR}}^1(U)^*.
\]

for any open sets \( U \subset \mathbb{R}^3 \) where \( \simeq \) means a vector space isomorphism and the vector space \( H_{1\text{sing}}^1(U) \) stands for the first singular cohomology group with real coefficient and \( H_{1\text{dR}}^1(U)^* \) stands for the dual space of \( H_{1\text{dR}}^1(U) \).

In the following, we only prove the assertion (2). The assertion (1) is proved similarly. We define a linear mapping

\[
A^+ : \mathcal{H}_{\div,\rot}^+ \to H_{1\text{dR}}^1(\mathbb{R}^3 \setminus \overline{\Omega}), \quad A^+(f) := [v_+^f] \in H_{1\text{dR}}^1(\mathbb{R}^3 \setminus \overline{\Omega})
\]

where \([v_+^f]\) stands for the de Rham cohomology class to which the function \( v_+^f \in \mathbb{R}^3 \setminus \overline{\Omega} \) belongs, that is, the image of \( v_+^f \) by the natural projection

\[
\text{Ker}(\nabla \times : C^\infty(\mathbb{R}^3 \setminus \overline{\Omega}) \to \mathbb{R}^3 \setminus \overline{\Omega}) \to H_{1\text{dR}}^1(\mathbb{R}^3 \setminus \overline{\Omega}).
\]

Since \( f \in \mathcal{H}_{\div,\rot}^+ \), \( \nabla \times v_+^f = 0 \) in \( \mathbb{R}^3 \setminus \overline{\Omega} \) and hence the operator \( A^+ \) is well-defined.
By definition of the de Rham cohomology, we can easily show \( \text{Ker} A^+ = \mathcal{M}^+ \), which implies that \( A^+ \) induces the injection \( \overline{A}^+ : \mathcal{H}_{\text{div,rot}}^+ / \mathcal{M}^+ \rightarrow H_{\text{DR}}^1(\mathbb{R}^3 \setminus \overline{\Omega}) \) defined by \( \overline{A}^+(f) := A^+(f) \).

Hence we have \( \dim(\mathcal{H}_{\text{div,rot}}^+ / \mathcal{M}^+) \leq \dim H_{\text{DR}}^1(\mathbb{R}^3 \setminus \overline{\Omega}) \) by the injectivity of \( \overline{A}^+ : \mathcal{H}_{\text{div,rot}}^+ / \mathcal{M}^+ \rightarrow H_{\text{DR}}^1(\mathbb{R}^3 \setminus \overline{\Omega}) \). This and (6.6) imply

\[
\dim(\mathcal{H}_{\text{div,rot}}^+ / \mathcal{M}^+) \leq \dim H_{\text{DR}}^1(\mathbb{R}^3 \setminus \overline{\Omega}) = b_1(\mathbb{R}^3 \setminus \overline{\Omega}).
\]

This completes the proof. \( \square \)

Now we are ready to prove Theorem 1.2.

**Proof of Theorem 1.2.** By Proposition 6.1, we have

\[
\dim \mathcal{H}_{\text{div}} / (\mathcal{H}_{\text{div,rot}}^- + \mathcal{H}_{\text{div,rot}}^+)^{-1}
\leq \dim(\mathcal{M}^- + \mathcal{M}^+) / (\mathcal{H}_{\text{div,rot}}^- + \mathcal{H}_{\text{div,rot}}^+) = \dim(\mathcal{H}_{\text{div,rot}}^- + \mathcal{H}_{\text{div,rot}}^+) / (\mathcal{M}^- + \mathcal{M}^+)
\leq \dim(\mathcal{H}_{\text{div,rot}}^- + \mathcal{H}_{\text{div,rot}}^+) / (\mathcal{M}^- + \mathcal{M}^+).
\]

Since \( \mathcal{M}^\pm \subset \mathcal{H}_{\text{div,rot}}^\pm \) and \( \mathcal{H}_{\text{div,rot}}^- \cap \mathcal{H}_{\text{div,rot}}^+ = \{0\} \), we have

\[
(\mathcal{H}_{\text{div,rot}}^- + \mathcal{H}_{\text{div,rot}}^+) / (\mathcal{M}^- + \mathcal{M}^+) \simeq (\mathcal{H}_{\text{div,rot}}^- / \mathcal{M}^-) \oplus (\mathcal{H}_{\text{div,rot}}^+ / \mathcal{M}^+).
\]

Hence we have

\[
\dim(\mathcal{H}_{\text{div,rot}}^- + \mathcal{H}_{\text{div,rot}}^+) / (\mathcal{M}^- + \mathcal{M}^+)
= \dim(\mathcal{H}_{\text{div,rot}}^- / \mathcal{M}^-) + \dim(\mathcal{H}_{\text{div,rot}}^+ / \mathcal{M}^+)
\leq b_1(\Omega) + b_1(\mathbb{R}^3 \setminus \overline{\Omega})
\]

by Proposition 6.5. Since the equality

(6.7) \[ b_1(\Omega) + b_1(\mathbb{R}^3 \setminus \overline{\Omega}) = b_1(\partial \Omega) \]

holds, we obtain the desired inequality (1.15).

The identity (6.7) is probably known. However, since we could not find a proper reference, we describe a proof of (6.7) for readers’ sake. There exists a small interval \( I = (-\varepsilon, \varepsilon) \) such that the mapping

\[
(x, t) \in \partial \Omega \times I \mapsto x + tn_x \in N := \{x + tn_x \mid x \in \partial \Omega, t \in I\}
\]

is a homeomorphism. We set \( U := \Omega \cup N \) and \( V := (\mathbb{R}^3 \setminus \Omega) \cup N \). Then \( U \) and \( V \) are homeomorphic to \( \Omega \) and \( \mathbb{R}^3 \setminus \overline{\Omega} \), respectively. Since \( \{U, V\} \) is an open covering of \( \mathbb{R}^3 \), we invoke the Mayer-Vietoris exact sequence (see [15, p.149] for example)

\[
H_2^{\text{sing}}(\mathbb{R}^3) \rightarrow H_1^{\text{sing}}(U \cap V) \rightarrow H_1^{\text{sing}}(U) \oplus H_1^{\text{sing}}(V) \rightarrow H_1^{\text{sing}}(\mathbb{R}^3),
\]

where \( H_2^{\text{sing}}(\mathbb{R}^3) \) stands for the second homology group of \( \mathbb{R}^3 \). Since \( \mathbb{R}^3 \) is contractible, we have \( H_2^{\text{sing}}(\mathbb{R}^3) = \{0\} \) and \( H_1^{\text{sing}}(\mathbb{R}^3) = \{0\} \). Moreover, since \( H_1^{\text{sing}}(U) \simeq H_1^{\text{sing}}(\Omega) \), \( H_1^{\text{sing}}(V) \simeq H_1^{\text{sing}}(\mathbb{R}^3 \setminus \overline{\Omega}) \) and \( H_1^{\text{sing}}(U \cap V) \simeq
$H^1_\text{sing}(\partial \Omega)$ by the homotopy invariance of the homology group, we obtain the exact sequence
\[
0 \longrightarrow H^1_\text{sing}(\partial \Omega) \longrightarrow H^1_\text{sing}(\Omega) \oplus H^1_\text{sing}(\mathbb{R}^3 \setminus \overline{\Omega}) \longrightarrow 0.
\]
This exact sequence is equivalent to the linear isomorphism
\[
(6.8) \quad H^1_\text{sing}(\partial \Omega) \simeq H^1_\text{sing}(\Omega) \oplus H^1_\text{sing}(\mathbb{R}^3 \setminus \overline{\Omega}).
\]
Thus, we count the dimension of both spaces in (6.8) and obtain the identity (6.7).

7. Proofs of Theorem 1.6 and 1.7, and more

In this section, we consider a bounded $C^{1,\alpha}$-domain $\Omega \subset \mathbb{R}^3$ for some $\alpha > 1/2$ to prove Theorem 1.6 and 1.7. Furthermore, we prove Theorem 7.1 regarding estimates on the rotation and the divergence of the solutions to the problem (2.26) and (2.27).

**Proof of Theorem 1.6.** Since $\mathcal{K}(\mathcal{K}^2 - k_0^2 I)$ is compact on $\mathcal{H}^3$ by Corollary 1.5, it suffices to prove that the operators $\mathcal{K}^2 - k_0^2 I$, $\mathcal{K}(\mathcal{K} - k_0 I)$, and $\mathcal{K}(\mathcal{K} + k_0 I)$ are not compact on $\mathcal{H}^3$.

According to Theorem 1.4, $\mathcal{K}^2 - k_0^2 I \equiv -k_0^2 I$ modulo a compact operator on $\mathcal{H}_{\text{div}}$. Since $\mathcal{H}_{\text{div}}$ is infinite-dimensional by Theorem 5.1, $\mathcal{K}^2 - k_0^2 I$ is not compact on $\mathcal{H}_{\text{div}}$. By Theorem 1.4 again, $\mathcal{K} \equiv -k_0 I$ modulo a compact operator on $\mathcal{H}_{\text{div}}^{-\text{rot}}$. Thus, $\mathcal{K}(\mathcal{K} - k_0 I) \equiv 2k_0 I$ modulo a compact operator on $\mathcal{H}_{\text{div}}^{-\text{rot}}$, and hence $\mathcal{K}(\mathcal{K} - k_0 I)$ is not compact on $\mathcal{H}_{\text{div}}^{-\text{rot}}$. Similarly, it can be proved that $\mathcal{K}(\mathcal{K} + k_0 I)$ is not compact on $\mathcal{H}_{\text{div}}^+$. □

**Proof of Theorem 1.7.** Since $\{f_j\}_{j=1}^\infty$ is an orthonormal system with respect to (1.10), it weakly converges to 0 as $j \to \infty$. Moreover, the operator $\mathcal{K} + 2k_0 \mathcal{K}^{\text{div}}$ is compact by Lemma 4.1. Thus, we have $\|\mathcal{K}[f_j] + 2k_0 \mathcal{K}^{\text{div}}[f_j]\|_* \to 0$ as $j \to \infty$. Then, by the assumption $\mathcal{K}[f_j] = \lambda_j f_j$, we obtain
\[
(7.1) \quad \lim_{j \to \infty} \|\lambda_j f_j + 2k_0 \mathcal{K}^{\text{div}}[f_j]\|_*^2 = 0.
\]

We set $\mathcal{X} := \text{Ran}(\mathcal{K}_{\text{div}}^+ - 1/2I)(\mathcal{K}_{\text{div}}^+ + 1/2I) = (\mathcal{H}_{\text{div}}^{-\text{rot}}, \mathcal{H}_{\text{div}}^+)\perp$, where the second equality is due to the proof of Theorem 1.1. Since $f_j^\pm \in \text{Ker}(\mathcal{K}^d \pm 1/2I) = \mathcal{H}_{\text{div}}^{-\text{rot}}$ (Theorem 2.9) and $f_j^\pm, \mathcal{K}^{\text{div}}[f_j^\pm] \in \mathcal{X}$, and the decomposition (1.12) is orthogonal with respect to (1.10), we have
\[
\|\lambda_j f_j + 2k_0 \mathcal{K}^{\text{div}}[f_j]\|_*^2 = |\lambda_j + k_0|^2 \|f_j^+\|_*^2 + |\lambda_j - k_0|^2 \|f_j^-\|_*^2 + \|\lambda_j f_j^\circ + 2k_0 \mathcal{K}^{\text{div}}[f_j^\circ]\|_*^2.
\]
Hence, (7.1) implies
\[
(7.2) \quad \lim_{j \to \infty} |\lambda_j \mp k_0| \|f_j^\pm\|_* = \lim_{j \to \infty} \|\lambda_j f_j^\circ + 2k_0 \mathcal{K}^{\text{div}}[f_j^\circ]\|_* = 0.
\]
If $\lambda_j \to 0$, then (7.2) implies
\[
\lim_{j \to \infty} \| f_j^- \|_* = \lim_{j \to \infty} \| f_j^+ \|_* = 0.
\]
Thus we have
\[
\lim_{j \to \infty} \| f_j - f_j^0 \|^2_* = \lim_{j \to \infty} (\| f_j^- \|^2_* + \| f_j^+ \|^2_* ) = 0,
\]
which proves (i).

For the proof of (ii), we assume $\lambda_j \to k_0$. Then, by (7.2), we have
\[
\lim_{j \to \infty} \| f_j^- \|_* = \lim_{j \to \infty} \| k_0 f_j^0 + 2 k_0 K^{\text{div}} [f_j^0] \|_* = 0.
\]
The proof of Theorem 5.4 shows that $K^{\text{div}} + 1/2 I : X' \to X'$ is invertible. Hence we have
\[
\lim_{j \to \infty} \| f_j^0 \|_* = \lim_{j \to \infty} \left\| \left( K^{\text{div}} + \frac{1}{2} I \right)^{-1} \left( K^{\text{div}} + \frac{1}{2} I \right) [f_j^0] \right\|_* = 0.
\]
Thus we have
\[
\lim_{j \to \infty} \| f_j - f_j^+ \|^2_* = \lim_{j \to \infty} (\| f_j^- \|^2_* + \| f_j^0 \|^2_* ) = 0,
\]
which proves (ii). The other statement (iii) is proved similarly. □

The following theorem characterizes eigenfunctions of the eNP operator in terms of corresponding solutions $u_f$ to the boundary value problems (2.26) and (2.27). The estimates (7.3), (7.5), and (7.7) below characterize the subspaces $H_{\text{div}}$, $H_{\text{div,rot}}^+$, and $H_{\text{div,rot}}^-$, respectively. In view of (2.32), (7.4), (7.6), and (7.8) may be regarded as complementary ones.

Theorem 7.1. We use the same notation as in Theorem 1.7.

(i) If $\lambda_j \to 0$, then
\[
\lim_{j \to \infty} \| \nabla \cdot u_f \|_\Omega = \lim_{j \to \infty} \| \nabla \cdot u_f \|_{\text{fin}} = 0
\]
and
\[
\lim_{j \to \infty} \| \nabla \times u_f \|_\Omega = \lim_{j \to \infty} \| \nabla \times u_f \|_{\text{fin}} = \frac{1}{\sqrt{2} \mu}.
\]

(ii) If $\lambda_j \to k_0$, then
\[
\lim_{j \to \infty} \| \nabla \cdot u_f \|_{\text{fin}} = \lim_{j \to \infty} \| \nabla \times u_f \|_{\text{fin}} = 0
\]
and
\[
\lim_{j \to \infty} \left( \mu \| \nabla \times u_f \|^2_\Omega + \frac{\mu}{2 k_0} \| \nabla \cdot u_f \|^2_\Omega \right) = 1.
\]
(iii) If $\lambda_j \to -k_0$, then

$$\lim_{j \to \infty} \|\nabla \cdot u^{f_j}\|_{\Omega} = \lim_{j \to \infty} \|\nabla \times u^{f_j}\|_{\Omega} = 0$$

and

$$\lim_{j \to \infty} \left( \mu \|\nabla \times u^{f_j}\|_{\Omega}^2 + \frac{\mu}{2k_0} \|\nabla \cdot u^{f_j}\|_{\Omega}^2 \right) = 1.$$ 

Proof. Let $T := \mathcal{K} + 2k_0\mathcal{K}^{\text{div}}$, which is compact on $\mathcal{H}^3$ by Lemma 4.1. As before, since $\{f_j\}_{j=1}^\infty$ is an orthonormal system on $\mathcal{H}^3$, we have $\|T[f_j]\|_* \to 0$ as $j \to \infty$. Thus, by $\mathcal{K}^{\text{div}}[f_j] = -(2k_0)^{-1}(\mathcal{K}[f_j] - T[f_j]) = -(2k_0)^{-1}(\lambda_j f_j - T[f_j])$, we obtain

$$\lim_{j \to \infty} \left\langle \left( \mathcal{K}^{\text{div}} - \frac{1}{2} I \right) [f_j], f_j \right\rangle_* = -\frac{1}{2k_0} \lim_{j \to \infty} \left\langle \left( \lambda_j I - T \mp k_0 I \right) [f_j], f_j \right\rangle_*$$

$$= \pm \frac{1}{2} - \frac{1}{2k_0} \lim_{j \to \infty} \lambda_j,$$

if the limit $\lim_{j \to \infty} \lambda_j$ exists. Combining this equation with (2.3) and (2.5), we obtain

$$\frac{1}{2} + \frac{1}{2k_0} \lim_{j \to \infty} \lambda_j = \lim_{j \to \infty} \left( \mu \|\nabla \times u^{f_j}\|_{\Omega}^2 + \frac{\mu}{2k_0} \|\nabla \cdot u^{f_j}\|_{\Omega}^2 \right),$$

$$\frac{1}{2} - \frac{1}{2k_0} \lim_{j \to \infty} \lambda_j = \lim_{j \to \infty} \left( \mu \|\nabla \times u^{f_j}\|_{\Omega}^2 + \frac{\mu}{2k_0} \|\nabla \cdot u^{f_j}\|_{\Omega}^2 \right).$$

In what follows, we prove each statement.

(i) By Theorem 1.7 (i) and Lemma 2.11, we have

$$\frac{\mu}{2k_0} \|\nabla \cdot u^{f_j}\|_{\Omega}^2 = \frac{\mu}{2k_0} \|\nabla \cdot u^{f_j} - \nabla \cdot u^{f_j}_0\|_{\Omega}^2$$

$$\leq - \left\langle \left( \mathcal{K}^{\text{div}} - \frac{1}{2} I \right) [f_j - f^0_j], f_j - f^0_j \right\rangle_* \to 0,$$

and similarly

$$\frac{\mu}{2k_0} \|\nabla \cdot u^{f_j}\|_{\Omega}^2 \leq \left\langle \left( \mathcal{K}^{\text{div}} + \frac{1}{2} I \right) [f_j - f^0_j], f_j - f^0_j \right\rangle_* \to 0$$

as $j \to \infty$. This proves (7.3). Moreover, by (7.9) and (7.10), we obtain

$$\frac{1}{2} = \mu \lim_{j \to \infty} \|\nabla \times u^{f_j}\|_{\Omega}^2$$

and

$$\frac{1}{2} = \mu \lim_{j \to \infty} \|\nabla \times u^{f_j}\|_{\Omega}^2,$$

which prove (7.4).

(ii) If $\lambda_j \to k_0$, then (7.9) and (7.10) immediately imply (7.6) and (7.5) respectively. The assertion (iii) is proved similarly to (ii). \qed
8. Higher dimensional case

In this section we deal with the case of dimensions higher than 3. As we will see, most results in three dimensions hold to be true in higher dimensions with slight differences in details. We emphasize that the decomposition theorem for the surface vector fields is valid in the same form in higher dimensions. We will highlight those differences and will not repeat arguments if they are the same as the three-dimensional case. The decomposition of vector fields is different in two dimensions; \( \mathcal{H}_{\text{div}} = \{0\} \) as Theorem 9.4 shows.

The div-free conormal derivative in higher dimensions is most conveniently introduced if we use the terminology of the exterior calculus. We recall some of them necessary for our purpose. For more details, see \([5, 6]\) for example. Let \( U \) be an open subset of \( \mathbb{R}^m \) \( (m \geq 2) \) and \( p = 0, 1, 2 \). We denote the \( p \)-th exterior power of the cotangent bundle over \( U \) by \( \Lambda^p \), omitting the base space \( U \). We denote the space of \( C^\infty \)-differential \( p \)-forms, which are the sections of the vector bundle \( \Lambda^p \), by \( C^\infty(U; \Lambda^p) \). For \( p = 0 \), we just define \( C^\infty(U; \Lambda^0) := C^\infty(U) \). We identify the vector-valued function \( u = (u_1, \ldots, u_m) \in C^\infty(U)^m \) with a differential 1-form

\[
    u = \sum_{j=1}^{m} u_j \, dx_j \in C^\infty(U; \Lambda^1)
\]

where \((x_1, \ldots, x_m)\) is the Cartesian coordinates on \( \mathbb{R}^m \). The exterior derivative \( d : C^\infty(U; \Lambda^p) \to C^\infty(U; \Lambda^{p+1}) \) \( (p = 0, 1) \) is defined by

\[
    d\varphi(x) := \sum_{j=1}^{m} \frac{\partial \varphi}{\partial x_j} \, dx_j \in C^\infty(U; \Lambda^1)
\]

for a function \( \varphi \in C^\infty(U) \) and

\[
    du := \sum_{i,j=1}^{m} \frac{\partial u_j}{\partial x_i} \, dx_i \wedge dx_j \in C^\infty(U; \Lambda^2)
\]

for a differential 1-form \( u \in C^\infty(\mathbb{R}^m; \Lambda^1) \). The formal adjoint \( d^* : C^\infty(U; \Lambda^p) \to C^\infty(U; \Lambda^{p-1}) \) \( (p = 1, 2) \) is defined as

\[
    d^* u := -\sum_{j=1}^{m} \frac{\partial u_j}{\partial x_j}
\]

for \( u \in C^\infty(U; \Lambda^1) \) and

\[
    d^* A := \sum_{i,j=1}^{m} \frac{\partial}{\partial x_j} (A_{ij} - A_{ji}) \, dx_i
\]
for \( A = \sum_{i,j=1}^{m} A_{ij} \, dx_i \wedge dx_j \in C^\infty(U; \Lambda^2) \). Then, one can see easily that the following identity holds:

\[
\Delta u := \sum_{i,j=1}^{m} \frac{\partial^2 u_i}{\partial x_j^2} \, dx_i = -dd^*u - d^*du
\]

for \( u \in C^\infty(U; \Lambda^1) \), and the Lamé operator

\[
L_{\lambda,\mu} = \mu \Delta u + (\lambda + \mu) \nabla(\nabla \cdot u)
\]

can be expressed, analogously to (2.1), as

\[
L_{\lambda,\mu}u = -\mu d^*du - \frac{\mu}{2k_0} dd^*u.
\]

Let \( \Omega \) be a bounded domain in \( \mathbb{R}^m \) with the Lipschitz boundary \( \partial \Omega \) and \( U \) be either \( \Omega \) or \( \mathbb{R}^m \setminus \overline{\Omega} \). The div-free conormal derivative \( \partial^\nu_{\text{div}} \) on \( \partial \Omega \) is defined by

\[
(8.1) \quad \partial^\nu_{\text{div}} u(x) := \mu \iota_{n_x} du(x) - \frac{\mu}{2k_0}(d^*u(x)) n^b_x.
\]

Here \( \iota_{n_x} \) is the interior product, namely,

\[
\iota_{n_x} A := - \sum_{i,j=1}^{m} (A_{ij} - A_{ji}) n_j \, dx_i \in C^\infty(U; \Lambda^1)
\]

for \( n_x = (n_1, \ldots, n_m) \) and \( A = \sum_{i,j=1}^{m} A_{ij} \, dx_i \wedge dx_j \in C^\infty(U; \Lambda^2) \), and \( n^b_x \) is the differential 1-form defined by

\[
n^b_x := \sum_{j=1}^{m} n_j \, dx_j \quad \text{(a.e. } x \in \partial \Omega\text{)}.
\]

**Remark** (Relation to vector calculus). We identify

\[
(8.2) \quad \sum_{j=1}^{m} u_j \, dx_j \simeq (u_1, \ldots, u_m)
\]

and

\[
(8.3) \quad A_1 \, dx_2 \wedge dx_3 + A_2 \, dx_3 \wedge dx_1 + A_3 \, dx_1 \wedge dx_2 \simeq (A_1, A_2, A_3).
\]

Then we have the following.

- The operator \( d^* \) acting on the 1-form \( u \) is nothing but the divergence (with the minus sign):

\[
d^*u = -\nabla \cdot u.
\]

- If \( m = 3 \), the exterior derivative \( du \) of the 1-form \( u \) corresponds to the rotation of \( u \):

\[
du = \nabla \times u.
\]

- The 1-form \( d^*A \) of the 2-form \( A \) corresponds to the rotation of \( A \):

\[
d^*A = \nabla \times A.
\]
The div-free conormal derivative $\partial_\nu^{\text{div}} u$ is represented as

$$(8.4) \quad (\partial_\nu^{\text{div}} u)_i = \mu \sum_{j=1}^{m} \left( \frac{\partial u_i}{\partial x_j} - \frac{\partial u_j}{\partial x_i} \right) n_j + \mu \frac{1}{2k_0} (\nabla \cdot u) n_i.$$ 

In particular, when $m = 3$, since

$$\sum_{j=1}^{3} \left( \frac{\partial u_1}{\partial x_j} - \frac{\partial u_j}{\partial x_1} \right) n_j = -(\nabla \times u)_3 n_2 + (\nabla \times u)_2 n_3 = -(n \times (\nabla \times u))_1$$

and the other components is calculated similarly, the div-free conormal derivative $(8.4)$ coincides with that in the three dimensional case $(2.2)$ under the identification $(8.2)$ and $(8.3)$.

For $m = 2$, the differential 1-form and 2-form are identified with

$$u_1 \ dx_1 + u_2 \ dx_2 \simeq (u_1, u_2), \quad A \ dx_1 \wedge dx_2 \simeq A$$

respectively. Then the exterior derivative and its formal adjoint are identified with

$$du = -\frac{\partial u_1}{\partial x_2} + \frac{\partial u_2}{\partial x_1}, \quad d^* A = -\left( -\frac{\partial A}{\partial x_2}, \frac{\partial A}{\partial x_1} \right).$$

These relations appear in the definition of the div-free eNP in two-dimensional case in Section 9. For example, one can see that the div-free conormal derivative $(8.1)$ coincides with $(9.1)$ for the two-dimensional case.

We define the $L^2$-inner products of differential $p$-forms $(p = 1, 2)$ by

$$\langle u, v \rangle_{L^2(U; \Lambda^1)} := \sum_{j=1}^{n} \langle u_j, v_j \rangle_{L^2(U)}$$

for differential 1-forms $u = \sum_{j=1}^{m} u_j \ dx_j$ and $v = \sum_{j=1}^{m} v_j \ dx_j$, and

$$\langle A, B \rangle_{L^2(U; \Lambda^2)} := \frac{1}{2} \sum_{i,j=1}^{m} \langle A_{ij} - A_{ji}, B_{ij} - B_{ji} \rangle_{L^2(U)}$$

for differential 2-forms $A = \sum_{i,j=1}^{m} A_{ij} \ dx_i \wedge dx_j$ and $B = \sum_{i,j=1}^{m} B_{ij} \ dx_i \wedge dx_j$.

We also define an inner product

$$\langle f, g \rangle_{L^2(\partial \Omega; \iota^* \Lambda^1)} := \sum_{j=1}^{m} \langle f_j, g_j \rangle_{L^2(\partial \Omega)}$$

for $f(x) = \sum_{j=1}^{m} f_j(x) \ dx_j$ and $g(x) = \sum_{j=1}^{m} g_j(x) \ dx_j$ $(x \in \partial \Omega)$. Here, in terms of differential geometry, $\iota^* \Lambda^1$ means the pull-back of the vector bundle $\Lambda^1 = T^* \mathbb{R}^m$ by the inclusion mapping $\iota: \partial \Omega \rightarrow \mathbb{R}^m$. We denote the Sobolev space of order $s$ of the differential $p$-forms on $U$ by $H^s(U; \Lambda^p)$.
For $\varphi \in H^1(\Omega)$, $u \in H^1(\Omega; \Lambda^1)$ and $A \in H^1(\Omega; \Lambda^2)$, we have
\[
\langle d\varphi, u \rangle_{L^2(\Omega; \Lambda^1)} = \left\langle \varphi n^h, u \right\rangle_{L^2(\partial\Omega; \Lambda^*)} + \langle \varphi, d^*u \rangle_{L^2(\Omega)} ,
\]
\[
\langle du, A \rangle_{L^2(\Omega; \Lambda^2)} = \langle u, \iota_n A \rangle_{L^2(\partial\Omega; \Lambda^*)} + \langle u, d^*A \rangle_{L^2(\Omega; \Lambda^1)} .
\]

The corresponding formulas in $\overline{\Omega}^c = \mathbb{R}^m \setminus \overline{\Omega}$ is obtained similarly. For example, the second identity is obtained as follows. We calculate the integrand as
\[
\frac{1}{2} \sum_{i,j=1}^m \left( \frac{\partial u_{ij}}{\partial x_i} - \frac{\partial u_{ij}}{\partial x_j} \right) (A_{ij} - A_{ji})
\]
\[
= \sum_{j=1}^m \frac{\partial}{\partial x_j} \left( \sum_{i=1}^m u_i (A_{ji} - A_{ij}) \right) - \sum_{i=1}^m u_i \sum_{j=1}^m \frac{\partial}{\partial x_j} (A_{ji} - A_{ij}).
\]

Thus we have
\[
\langle du, A \rangle_{L^2(\Omega; \Lambda^2)}
\]
\[
= \sum_{i=1}^m \int_{\partial\Omega} u_i \sum_{j=1}^m n_j (A_{ji} - A_{ij}) d\sigma - \sum_{i=1}^m \int_\Omega u_i \sum_{j=1}^m \frac{\partial}{\partial x_j} (A_{ji} - A_{ij}) dx
\]
\[
= \langle u, \iota_n A \rangle_{L^2(\partial\Omega; \Lambda^*)} + \langle u, d^*A \rangle_{L^2(\Omega; \Lambda^1)}
\]
as desired.

Using these formulas, we obtain the following lemma similar to Lemma 2.1. Here again $\langle \cdot, \cdot \rangle_\Omega$ denotes either the inner product on $L^2(\Omega)$ or $L^2(\Omega; \Lambda^1)$ or $L^2(\Omega; \Lambda^2)$ (or the duality pairing between $H^{-1}(\Omega; \Lambda^1)$ and $H^1(\Omega; \Lambda^1)$), and likewise for $\langle \cdot, \cdot \rangle_{\overline{\Omega}^c}$ and $\langle \cdot, \cdot \rangle_{\partial\Omega}$.  

**Lemma 8.1.** Let $\Omega$ be a bounded domain in $\mathbb{R}^m$ with the Lipschitz boundary $\partial\Omega$. Then the following statements hold.

(i) It holds for all $u, v \in H^1(\Omega; \Lambda^1)$ that
\[
\langle L_{\lambda, \mu} u, v \rangle_\Omega = \left( \partial^\text{div}_\nu u|_- , v \right)_{\partial\Omega} - \mu \langle du, dv \rangle_\Omega - \frac{\mu}{2k_0} \langle d^*u, d^*v \rangle_\Omega
\]
and
\[
\langle L_{\lambda, \mu} u, v \rangle_\Omega - \langle u, L_{\lambda, \mu} v \rangle_\Omega = \left( \partial^\text{div}_\nu u|_- , v \right)_{\partial\Omega} - \left( u, \partial^\text{div}_\nu v|_- \right)_{\partial\Omega}.
\]

(ii) If $u, v \in H^1(\Omega)^m$ satisfy $|u(x)|, |v(x)| = O(|x|^{-m/2+1-\delta})$, $|\nabla u(x)|, |\nabla v(x)| = O(|x|^{-m/2-\delta})$ and $|L_{\lambda, \mu} u(x)|, |L_{\lambda, \mu} v(x)| = O(|x|^{-m/2-1-\delta})$ as $|x| \to \infty$ for some $\delta > 0$, then we have
\[
\langle L_{\lambda, \mu} u, v \rangle_{\overline{\Omega}^c} = -\left( \partial^\text{div}_\nu u|_+ , v \right)_{\partial\Omega} - \frac{\mu}{2} \langle du, dv \rangle_{\overline{\Omega}^c} - \frac{\mu}{2k_0} \langle d^*u, d^*v \rangle_{\overline{\Omega}^c}
\]
and
\[
\langle L_{\lambda, \mu} u, v \rangle_{\overline{\Omega}^c} - \langle u, L_{\lambda, \mu} v \rangle_{\overline{\Omega}^c} = -\left( \partial^\text{div}_\nu u|_+ , v \right)_{\partial\Omega} + \left( u, \partial^\text{div}_\nu v|_+ \right)_{\partial\Omega}.
\]
In what follows, for $m \geq 2$, we assume that the Lamé constants $(\lambda, \mu)$ satisfies
\begin{equation}
    m\lambda + 2\mu > 0, \quad \mu > 0,
\end{equation}
which is a generalization of the condition (1.6) to a general dimensional case. The Kelvin matrix $\Gamma(x) = (\Gamma_{ij}(x))_{i,j=1}^m$ of the fundamental solution to the Lamé system in $\mathbb{R}^m$ is given by
\begin{equation}
    \Gamma_{ij}(x) = -\frac{\alpha_1}{(m-2)\omega_m |x|^{m-2}} - \frac{\alpha_2 x_i x_j}{\omega_m |x|^m}
\end{equation}
where $\omega_m$ is the area of the unit sphere in $\mathbb{R}^m$ and $\alpha_1$ and $\alpha_2$ are constants defined in (1.8) (see [9, (0.1)] or [20] for example). The div-free double layer potential $D^{\text{div}}$ and eNP $\mathcal{K}^{\text{div}}$ are defined respectively by (2.6) and (2.13). One can show that $D^{\text{div}}$ produces div-free solutions (cf. Lemma 2.3). Like the three-dimensional case, we define
\begin{equation}
    K_1[f](x) = \frac{1}{\omega_m} \text{p.v.} \int_{\partial \Omega} \frac{(x - y)(n_y \cdot f(y)) - n_y((x - y) \cdot f(y))}{|x - y|^m} d\sigma(y),
    \end{equation}
\begin{equation}
    K_2[f](x) = -\frac{1}{\omega_m} \text{p.v.} \int_{\partial \Omega} \frac{(x - y) \cdot n_y f(y)}{|x - y|^m} d\sigma(y),
    \end{equation}
\begin{equation}
    K_3[f](x) = \frac{1}{\omega_m} \text{p.v.} \int_{\partial \Omega} \frac{((x - y) \cdot f(y))((x - y) \cdot n_y(x - y))}{|x - y|^{m+2}} d\sigma(y).
\end{equation}
Then one can show that the following formulas hold:
\begin{equation*}
    K = 2k_0(K_1 + K_2) - m(1 - 2k_0)K_3, \quad \mathcal{K}^{\text{div}} = -K_1 + K_2.
\end{equation*}
(cf. (2.14), (2.17)). Thus $K + 2k_0\mathcal{K}^{\text{div}}$ is compact on $\mathcal{H}^m$ if $\partial \Omega$ is $C^{1,\alpha}$ for some $\alpha > 0$ (cf. Lemma 4.1).

One can show in the same way as the three-dimensional case that the single layer potential $S$ defined by $\Gamma$ in (8.6) is bounded and invertible as the linear mapping from $(\mathcal{H}^*)^m$ onto $\mathcal{H}^m$ so that (1.10) yields an inner product on $\mathcal{H}^m$. One can also prove, in the same as the three-dimensional case, the Green’s formula (cf. Lemma 2.2), jump formulas (cf. Proposition 2.4 and 2.6), and Plemelj’s symmetrization principles (cf. (1.18) and (2.7)).

Like the three dimensional case, in higher dimensions $u^f = S[S^{-1}[f]]$ (in $\mathbb{R}^m$) provides the unique solutions to the interior problem (2.26) and the exterior problem (2.27) (with the condition $u(x) = O(|x|^{-m+2})$ as $|x| \to \infty$). Thus we apply Lemma 8.1 to $u = v = u^f$ and obtain
\begin{equation*}
    \left\langle \left( -\mathcal{K}^{\text{div}} + \frac{1}{2}I \right) [f], f \right\rangle_s = \mu \left\| du^f \right\|_{\Omega}^2 + \frac{\mu}{2k_0} \left\| d^s u^f \right\|_{\Omega}^2
\end{equation*}
and
\begin{equation*}
    \left\langle \left( \mathcal{K}^{\text{div}} + \frac{1}{2}I \right) [f], f \right\rangle_s = \mu \left\| du^f \right\|_{\Omega}^2 + \frac{\mu}{2k_0} \left\| d^s u^f \right\|_{\Omega}^2
\end{equation*}(cf. Lemma 2.11).

Then, by the same argument as in the three dimensional case, we obtain the following theorem which collects the results analogous to those in three
dimensions. We indicate the corresponding theorems in three dimensions. In what follows, the subspaces \( \mathcal{H}^\pm_{\text{div,rot}} \) are defined as in (1.4) with \( \nabla \times v^f_\pm \) replaced by \( dv^f_\pm \). In other words, \( \mathcal{H}^\pm_{\text{div,rot}} \) is the collection of all \( v \in \mathcal{H}^m \) such that
\[
\nabla \cdot v^f_\pm = 0, \quad \frac{\partial (v^f_\pm)_i}{\partial x_j} = \frac{\partial (v^f_\pm)_j}{\partial x_i} \quad (i, j = 1, \ldots, m)
\]
in respective space. The orthogonality of subspaces or functions in \( \mathcal{H}^m \) is with respect to the inner product (1.10).

**Theorem 8.2.** Let \( \Omega \) be a bounded domain in \( \mathbb{R}^m \) \((m \geq 3)\) with the Lipschitz boundary. Then the following statements hold.

1. (L1) (cf. Theorem 1.1) The orthogonal decomposition
\[
\mathcal{H}^m = \mathcal{H}^-_{\text{div,rot}} \oplus \mathcal{H}^+_{\text{div,rot}} \oplus (\mathcal{H}^-_{\text{div,rot}} + \mathcal{H}^+_{\text{div,rot}})^\perp
\]
and the inclusion
\[
(\mathcal{H}^-_{\text{div,rot}} + \mathcal{H}^+_{\text{div,rot}})^\perp \subset \mathcal{H}_{\text{div}}
\]
hold.

2. (L2) (cf. Theorem 2.9) \( \mathcal{H}^\pm_{\text{div,rot}} = \text{Ker}(\mathcal{K}^\text{div} \pm 1/2I) \).

3. (L3) (cf. Theorem 2.15) The operator \( \mathcal{K}^\text{div} \) preserves the subspace \( \mathcal{H}_{\text{div}} \).

4. (L4) (cf. Theorem 5.1) The spaces \( \mathcal{H}^\pm_{\text{div,rot}} \) and \( \mathcal{H}_{\text{div}} \) are infinite-dimensional.

Furthermore, if \( \partial \Omega \) is \( C^{1,\alpha} \) for some \( \alpha > 0 \), then the following statement holds.

5. (H1) (cf. Theorem 1.4) The restricted operators
\[
\mathcal{K} \pm k_0I : \mathcal{H}^-_{\text{div,rot}} \to \mathcal{H}^m,
\]
\[
\mathcal{K} \pm k_0I : \mathcal{H}^+_{\text{div,rot}} \to \mathcal{H}^m
\]
are compact. Here \( k_0 \) is the positive constant defined by (1.1).

Furthermore, if \( \partial \Omega \) is \( C^{1,\alpha} \) for some \( \alpha > 1/2 \), then the following statements hold.

6. (S1) (cf. Theorem 1.2 and Corollary 1.3) The inequality
\[
\dim \mathcal{H}_{\text{div}}/(\mathcal{H}^-_{\text{div,rot}} + \mathcal{H}^+_{\text{div,rot}})^\perp \leq b_1(\partial \Omega)
\]
holds. Furthermore, if \( \partial \Omega \) is simply connected, then \( \mathcal{H}^m \) admits the orthogonal decomposition \( \mathcal{H}^m = \mathcal{H}^-_{\text{div,rot}} \oplus \mathcal{H}^+_{\text{div,rot}} \oplus \mathcal{H}_{\text{div}} \).

7. (S2) (cf. Theorem 1.4 and Corollary 1.5) The restricted operator
\[
\mathcal{K} : \mathcal{H}_{\text{div}} \to \mathcal{H}^m
\]
is compact. Moreover, the operator \( \mathcal{K}^2 - k_0^2I \) is compact on \( \mathcal{H}^m \).

8. (S3) (cf. Theorem 1.6) The spectrum of the eNP operator \( \mathcal{K} \) on \( \mathcal{H}^m \) consists of three infinite sequences of real eigenvalues converging to 0, \( k_0 \) and \( -k_0 \).
(S4) (cf. Theorem 5.4) The spectrum \( \sigma(\mathcal{K}^\text{div}) \) of \( \mathcal{K}^\text{div} \) on \( H^m \) consists of
\(-1/2, 1/2, 0\) and sequence of eigenvalues \( \lambda_j \in (-1/2, 1/2) \) of finite multiplicities converging to 0, where \( \pm 1/2 \) are eigenvalues of infinite multiplicities. The spaces \( \text{Ran}(\mathcal{K}^\text{div} \pm 1/2I) \) are closed in \( H^m \). In particular, we have
\[
(\mathcal{H}^-_{\text{div,rot}} + \mathcal{H}^+_{\text{div,rot}})^\perp = \text{Ran}(\mathcal{K}^\text{div} + 1/2I)(\mathcal{K}^\text{div} - 1/2I).
\]

The proof of Theorem 8.2 is almost same as that in the three dimensional case. We make three remarks.

The formula (4.5) for \( \mathcal{K} \) holds in higher dimensions with \( S_0 \), the single layer potential with respect to the Laplacian on \( \mathbb{R}^m \), namely,
\[
S_0[f](x) := -\frac{1}{(m-2)\omega_m} \int_{\partial \Omega} \frac{1}{|x-y|^{m-2}} f(y) \, d\sigma(y).
\]
The formula is used in proving (S2).

The argument in the proof of Theorem 5.1 is also applicable if we replace \( \nabla \) (gradient) and \( \nabla \times \) (rotation) with the exterior derivative \( d \) for functions and differential 1-forms respectively. In fact, if we set \( u := S_0[\varphi n] \in C^\infty(\mathbb{R}^m \setminus \partial \Omega)^m \simeq C^\infty(\mathbb{R}^m \setminus \partial \Omega; \Lambda^1) \) and assume \( du = 0 \), we have \( \Delta u = 0 \) and thus
\[
-dd^*u = d^*du + \Delta u = 0 \quad \text{in} \quad \mathbb{R}^m \setminus \partial \Omega.
\]
Hence \( -d^*u \) is locally constant on \( \mathbb{R}^m \setminus \partial \Omega \). Since \( -d^*u \) is nothing but \( \nabla \cdot u \) under the identification \( C^\infty(\mathbb{R}^m \setminus \partial \Omega)^m \simeq C^\infty(\mathbb{R}^m \setminus \partial \Omega; \Lambda^1) \), we can apply the same argument as in Theorem 5.1.

Concerning (S1), the spaces \( M^\pm \) in (6.3) are defined by replacing \( \nabla \varphi \) to \( d\varphi \). Furthermore, the first de Rham cohomology of the open subset \( U \) of \( \mathbb{R}^m \) is defined as
\[
H^1_{\text{dR}}(U) := \frac{\text{Ker}(d : C^\infty(U; \Lambda^1) \to C^\infty(U; \Lambda^2))}{\text{Ran}(d : C^\infty(U) \to C^\infty(U; \Lambda^1))}.
\]
This coincides with the three-dimensional case (6.5).

We emphasize that Theorem 3.1 holds for higher dimensions with the same proof as in three-dimensional case:

**Theorem 8.3.** If \( \Omega \) is a ball in \( \mathbb{R}^m \) \((m \geq 3)\), then we have the orthogonal decomposition
\[
H^m = \mathcal{H}^-_{\text{div,rot}} \oplus \mathcal{H}^+_{\text{div,rot}} \oplus \mathcal{H}_{\text{div}}.
\]

**Proof.** Let
\[
W_k^\pm = \mathcal{H}^\pm_{\text{div,rot}} \cap P^m_k, \quad W_k^0 = \mathcal{H}^\pm_{\text{div}} \cap P^m_k
\]
as in (3.2). We need to have the relation analogous to (3.8). We claim that the following relation holds for \( f \in W_k^0 \) in dimension \( m \):
\[
S^{-1}[f] = -\mu(2k + m - 2)f.
\]
To show this, let, for $f \in W^0_k$, $p \in P^m_k$ be such that $p|_{\partial \Omega} = f$. Then, we have

$$p^*(x) = \frac{1}{|x|^{2k+m-2}} p(x).$$

Here, the Kelvin transform $p^*(x)$ of $p(x)$ is defined as

$$p^*(x) := \frac{1}{|x|^{m-2} p \left( \frac{x}{|x|^2} \right)}.$$

Thus we have

$$S^{-1}[f] = \partial_{\nu^\ast}^\text{div} p^* - \partial_{\nu^\ast}^\text{div} p = -\mu \nu p^* + \mu \nu p = -\mu (2k + m - 2) f(x),$$

where the last equality holds since $x \cdot p(x) = 0$. \qed

We also obtain the results analogous to Theorem 1.7 and Theorem 7.1 by the same argument as in the three dimensional case.

**Theorem 8.4.** Let $m \geq 3$ and $\Omega$ be a bounded domain in $\mathbb{R}^m$ whose boundary is $C^{1,\alpha}$ for some $\alpha > 1/2$. Let $\{f_j\}_{j=1}^\infty$ be an orthonormal system in $\mathcal{H}^m$ consisting of eigenfunctions of $\mathcal{K}$. Let $\lambda_j \in \mathbb{R}$ be the corresponding eigenvalue, i.e., $\mathcal{K}[f_j] = \lambda_j f_j$. We decompose $f_j$ into the sum $f_j = f^+_j + f^-_j + f^0_j$ where

$$f^\pm_j \in \mathcal{H}^\pm_{\text{div,rot}}, \quad f^0_j \in (\mathcal{H}^-_{\text{div,rot}} + \mathcal{H}^+_{\text{div,rot}})^\perp \subset \mathcal{H}_{\text{div}}.$$

Then, the following statements hold.

(i) If $\lambda_j \to 0$, then

$$\lim_{j \to \infty} \|f_j - f^0_j\|_* = 0,$$

$$\lim_{j \to \infty} \|d^* u f_j\|_\Omega = \lim_{j \to \infty} \|d^* u f_j\|_{\Omega^c} = 0,$$

$$\lim_{j \to \infty} \|d u f_j\|_\Omega = \lim_{j \to \infty} \|d u f_j\|_{\Omega^c} = \frac{1}{\sqrt{\mu}}.$$

(ii) If $\lambda_j \to k_0$, then

$$\lim_{j \to \infty} \|f_j - f^+_j\|_* = 0,$$

$$\lim_{j \to \infty} \|d^* u f_j\|_{\Omega^c} = \lim_{j \to \infty} \|d u f_j\|_{\Omega^c} = 0,$$

$$\lim_{j \to \infty} \left( \mu \|d u f_j\|_\Omega^2 + \frac{\mu}{2k_0} \|d^* u f_j\|_{\Omega^c}^2 \right) = 1.$$
(iii) If \( \lambda_j \to -k_0 \), then
\[
\lim_{j \to \infty} \| f_j - f^- \|_* = 0,
\]
\[
\lim_{j \to \infty} \| d^* u^f_j \|_{\Omega} = \lim_{j \to \infty} \| du^f_j \|_{\Omega} = 0,
\]
\[
\lim_{j \to \infty} \left( \mu \| du^f_j \|^2_{\Omega} + \frac{\mu}{2k_0} \| d^* u^f_j \|^2_{\Omega} \right) = 1.
\]

9. The two-dimensional case

We define
\[
\nabla^\perp u := \left( -\frac{\partial u}{\partial y}, \frac{\partial u}{\partial x} \right)
\]
for \( u \in C^1(\mathbb{R}^2) \), and
\[
\text{rot } u = \nabla^\perp \cdot u := -\frac{\partial u_1}{\partial y} + \frac{\partial u_2}{\partial x}
\]
for \( u = (u_1, u_2) \in C^1(\mathbb{R}^2)^2 \). Similarly to (2.1) and (2.2) for the three-dimensional case, the Lamé operator \( \mathcal{L}_{\lambda, \mu} \) is represented as
\[
\mathcal{L}_{\lambda, \mu} u = \mu \nabla^\perp (\text{rot } u) + \frac{\mu}{2k_0} \nabla (\nabla \cdot u).
\]
The Lamé constants \((\lambda, \mu)\) is assumed to satisfy the condition (8.5) with \( m = 2 \). Let \( \Omega \) be a bounded domain in \( \mathbb{R}^2 \) with the Lipschitz boundary \( \partial \Omega \).

The div-free conormal derivative on \( \partial \Omega \) is defined by
\[
\partial^\text{div}_\nu u := \mu (\text{rot } u)n^\perp + \frac{\mu}{2k_0} (\nabla \cdot u)n,
\]
where \( n \) is the outward normal vector field on \( \partial \Omega \) and \((x_1, x_2)^\perp := (-x_2, x_1)\).

Like the three-dimensional case, the div-free double layer potential \( \mathcal{D}^\text{div} \) and eNP \( \mathcal{K}^\text{div} \) are defined respectively by (2.6) and (2.13). We compare these operators with the Cauchy integral \( \mathcal{C} \), which is defined to be
\[
\mathcal{C}[f](z) := \frac{1}{2\pi i} \int_{\partial \Omega} \frac{f(w)}{w - z} \, dw, \quad z \in \mathbb{C} \setminus \partial \Omega.
\]
Let \( \mathcal{C}_b \) be the Cauchy transform on \( \partial \Omega \), namely,
\[
\mathcal{C}_b[f](z) := \frac{1}{2\pi i} \text{p.v.} \int_{\partial \Omega} \frac{f(w)}{w - z} \, dw, \quad z \in \partial \Omega.
\]
It is well-known that the following jump relation holds:
\[
\mathcal{C}[f]_\pm = \left( \mathcal{C}_b \mp \frac{1}{2} I \right) [f].
\]
See [27, (17.2)] for the case when \( \partial \Omega \) smooth, and [7, 12, 30] for the Lipschitz case.
The Kelvin matrix $\Gamma = (\Gamma_{ij})_{i,j=1}^2$ of fundamental solutions to the Lamé operator in two dimensions is given by

$$\Gamma_{ij}(x) = \frac{\alpha_1}{2\pi} \delta_{ij} \ln |x| - \frac{\alpha_2}{2\pi} \frac{x_i x_j}{|x|^2}$$

with $\alpha_1$ and $\alpha_2$ given in (1.8). The operators $S$, $K$, $D_{\text{div}}$ and $K_{\text{div}}$ are defined by (1.9), (1.16), (2.6) and (2.13), respectively.

In what follows, we identify $(v_1, v_2) \in \mathbb{R}^2$ with $v_1 + iv_2 \in \mathbb{C}$ and denote both of them by $v$, namely, $v = (v_1, v_2)$ and $v = v_1 + iv_2$.

The following lemma plays a crucial role in this section.

**Lemma 9.1.** Let $\Omega$ be a bounded domain in $\mathbb{R}^2$ with the Lipschitz boundary. It holds for all $f \in H^2$ that

$$(9.2) \quad D_{\text{div}}[f](x) = \mathcal{C}_f(x), \quad x \in \mathbb{R}^2 \setminus \partial \Omega$$

and

$$(9.3) \quad K_{\text{div}}[f] = \mathcal{C}_b[f] \quad \text{on } \partial \Omega.$$  

**Proof.** Straightforward calculations show the following formula:

$$(9.4) \quad (\partial_{\nu_y} \Gamma(x - y))^T f(y) = -\frac{1}{2\pi} \frac{(n_y^\perp \cdot f(y))(x - y)^\perp + (n_y \cdot f(y))(x - y)}{|x - y|^2}.$$ 

We use notation $z = x_1 + ix_2$ for $x = (x_1, x_2)$ and $w = y_1 + iy_2$ for $y = (y_1, y_2)$. Then we have

$$x \cdot y = \text{Re}(z\bar{w}), \quad x^\perp = iz.$$  

Suppose that $x \neq y$ and $y \in \partial \Omega$. Then (9.4) becomes

$$(9.5) \quad (\partial_{\nu_y} \Gamma(x - y))^T f(y) = -\frac{1}{2\pi} \frac{\text{Re}(-\overline{w} f(w))i(z - w) + \text{Re}(\overline{w} f(w))(z - w)}{|z - w|^2} = -\frac{1}{2\pi} \frac{\overline{w} f(w)(z - w)}{|z - w|^2} = -\frac{1}{2\pi} \frac{f(w)}{z - w} \overline{n}_w.$$  

If $\partial \Omega$ is connected, then we parametrize the boundary $\partial \Omega$ by the arc-length parameter $s \in [0, L]$ where $L$ is the length of $\partial \Omega$. Let $w(s) : [0, L] \to \partial \Omega$ be the parametrization and denote the velocity vector $dw/ds$ by $\dot{w}$. Since $s$ is the arc-length parameter, we have $i\dot{w}(s) = \overline{n}_w(s)$. Then we have

$$n_w d\sigma(w) = -i\dot{w}(s) ds = \frac{1}{i} dw.$$  

Thus (9.5) yields (9.2).

If $\partial \Omega$ has multiple connected components, then we argue in the same way as above on each connected component and obtain the same result. □

We immediately obtain the following proposition from (9.2) and (9.3):
Proposition 9.2. Let $\Omega$ be a bounded domain in $\mathbb{R}^2$ with the Lipschitz boundary. It holds that
\[
D^{\text{div}}[f]|_\pm = \left( K^{\text{div}} \mp \frac{1}{2} I \right)[f]
\]
for all $f \in \mathcal{H}^2$.

If the function $u = u_1 + iu_2$ is holomorphic in $\Omega$, then the vector-valued function $\overline{u} = (u_1, -u_2)$ satisfies $\nabla \cdot \overline{u} = 0$ and $\text{rot} \overline{u} = 0$ in $\Omega$, and vice versa. Thus we have
\[
\mathcal{H}^{\text{div,rot}}_{\overline{\partial} \Omega} = \{ f \in \mathcal{H}^2 \mid \overline{f} \text{ extends to } \Omega \text{ as a holomorphic function} \}.
\]
If $f$ extends to $\Omega$ as a holomorphic function, then $\mathcal{C}[f](z) = 0$ for all $z \in \mathbb{C} \setminus \overline{\Omega}$ by Cauchy’s theorem, and hence $(\mathcal{C}_b - 1/2I)[f] = 0$. The converse also holds. In fact, if $(\mathcal{C}_b - 1/2I)[f] = 0$, then $\mathcal{C}[f]$ is the holomorphic function in $\Omega$ such that $\mathcal{C}[f]|_{\partial \Omega} = (\mathcal{C}_b + 1/2I)[f] = f$. Thus we have
\[
\overline{f} \in \mathcal{H}^{\text{div,rot}}_{\overline{\partial} \Omega} \iff f \in \text{Ker} \left( \mathcal{C}_b - \frac{1}{2} I \right).
\]
Moreover, if $f = (\mathcal{C}_b + 1/2I)[g]$ for some $g$, then $\mathcal{C}[f]$ is the holomorphic function in $\Omega$ such that $\mathcal{C}[f]|_{\partial \Omega} = f$, and hence $f \in \text{Ker} (\mathcal{C}_b - 1/2I)$. If $f \in \text{Ker} (\mathcal{C}_b - 1/2I)$, then the identity
\[
f = -\left( \mathcal{C}_b - \frac{1}{2} I \right)[f] + \left( \mathcal{C}_b + \frac{1}{2} I \right)[f]
\]
shows that $f \in \text{Ran}(\mathcal{C}_b + 1/2I)$. Thus we have
\[
\text{Ker} \left( \mathcal{C}_b - \frac{1}{2} I \right) = \text{Ran} \left( \mathcal{C}_b + \frac{1}{2} I \right).
\]
Similarly, one can show that
\[
\overline{f} \in \mathcal{H}^{\text{div,rot}}_{\text{div}} \iff f \in \text{Ker} \left( \mathcal{C}_b + \frac{1}{2} I \right) = \text{Ran} \left( \mathcal{C}_b - \frac{1}{2} I \right).
\]

There are two-dimensional bounded domain $\Omega$ on which the operator $S : (\mathcal{H}^2)^* \to \mathcal{H}^2$ is not invertible (see [2]). However, we may dilate the domain so that $S$ becomes invertible on the dilated domain. This fact is well-known for the Laplace case (see [30]), and we include in Appendix B a proof for the case of the Lamé system. Since dilation of a domain does not alter spectral properties of (e)NP operators, we assume from the beginning that $S : (\mathcal{H}^2)^2 \to \mathcal{H}^2$ is invertible and the bilinear form (1.10) is a genuine inner product on $\mathcal{H}^2 = H^{1/2}(\partial \Omega)$. Then, since the symmetrization principle (2.24) holds in the two-dimensional case as well as in the three-dimensional case, the div-free eNP operator $K^{\text{div}}$ is realized as a self-adjoint operator on $\mathcal{H}^2$ with respect to (1.10).

We thus obtain the following theorem from (9.3).
Theorem 9.3. Let $\Omega$ be a bounded domain in $\mathbb{R}^2$ with the Lipschitz boundary. It holds that

$$H_{\text{div,rot}}^\pm = \text{Ker} \left( \mathcal{K}^{\text{div}} \pm \frac{1}{2} I \right) = \text{Ran} \left( \mathcal{K}^{\text{div}} \mp \frac{1}{2} I \right).$$

We see from the identity (9.6) that

$$f = \left( \mathcal{K}^{\text{div}} + \frac{1}{2} I \right) [f] - \left( \mathcal{K}^{\text{div}} - \frac{1}{2} I \right) [f],$$

where the sum is direct. Thus we obtain the following theorem.

Theorem 9.4. Let $\Omega$ be a bounded domain in $\mathbb{R}^2$ with the Lipschitz boundary. It holds that

$$H^2 = H^-_{\text{div,rot}} \oplus H^+_{\text{div,rot}},$$

where the sum is orthogonal with respect to the inner product (1.10).

Remark. There is a decomposition analogous to (9.7) in higher dimensions: a decomposition of Clifford algebra-valued functions in terms of Dirac operators. For this we refer to [16, 23].

Like the three-dimensional case, we see that if $\partial \Omega$ is $C^{1,\alpha}$ for some $\alpha > 0$, then $\mathcal{K} + 2k_0 \mathcal{K}^{\text{div}}$ is compact on $H^2$, and hence obtain the following theorem proved in [2].

Theorem 9.5 ([2]). If $\Omega$ is a bounded domain in $\mathbb{R}^2$ whose boundary is $C^{1,\alpha}$ for some $\alpha > 0$, then the restricted operators

$$\mathcal{K} + k_0 I : H_{\text{div,rot}} \longrightarrow H^2, \quad \mathcal{K} - k_0 I : H_{\text{div,rot}}^+ \longrightarrow H^2$$

are compact, and the operator $\mathcal{K}^2 - k_0^2 I$ is compact on $H^2$. The eigenvalues of the eNP operator $\mathcal{K}$ on $H^2$ consist of two infinite sequences converging to $k_0$ and $-k_0$.

We now have the following theorem analogous to Theorem 1.7. We omit the proof since it can be proved in a similar way.

Theorem 9.6. Let $\Omega$ be a bounded domain in $\mathbb{R}^2$ whose boundary is $C^{1,\alpha}$ for some $\alpha > 0$. Let $\{f_j\}_{j=1}^\infty$ be an orthonormal system in $H^2$ consisting of eigenfunctions of $\mathcal{K}$ with respect to the inner product (1.10) and let $\lambda_j \in \mathbb{R}$ be the corresponding eigenvalue, i.e., $\mathcal{K}[f_j] = \lambda_j f_j$. We decompose $f_j = f_j^- + f_j^+$ by the orthogonal sum (9.7) where $f_j^\pm \in H_{\text{div,rot}}^\pm$. Then the following statements hold.

(i) If $\lambda_j \to k_0$, then $f_j^- - f_j^+ \to 0$ in $H^2$.

(ii) If $\lambda_j \to -k_0$, then $f_j^- - f_j^+ \to 0$ in $H^2$. 
Discussions

In this paper, we proved that the following decomposition holds:

\[(9.8) \quad H^3 = H^{-\text{div},\text{rot}} \oplus H^{+\text{div},\text{rot}} + H_{\text{div}}.\]

We then proved that if \(\partial \Omega\) is \(C^{1,\alpha}\) for some \(\alpha > 1/2\), then the operators \(K + k_0 I, K - k_0 I\) and \(K\) are compact on \(H^{-\text{div},\text{rot}}, H^{+\text{div},\text{rot}}\) and \(H_{\text{div}}\), respectively. As a consequence, we showed that the eigenvalues of the eNP operator \(K\) on \(H^3\) consists of three infinite real sequences converging to 0, \(k_0\), and \(-k_0\), and corresponding eigenfunctions are characterized by \(H^{+\text{div},\text{rot}}, H^{+\text{div},\text{rot}}\) and \(H^{-\text{div},\text{rot}}\).

We proved that if \(\partial \Omega\) is simply connected, then the decomposition \((9.8)\) is orthogonal. However, we do not know if this is the case in general and it is quite interesting to prove (or disprove) this. In relation to this question, we mention that the following three statements are equivalent.

(i) \((H^{-\text{div},\text{rot}} + H^{+\text{div},\text{rot}}) \perp H_{\text{div}}\).
(ii) \(H_{\text{div},\text{rot}}^{\pm} \cap H_{\text{div}} = \{0\}\).
(iii) If \(u_-\) and \(u_+\) are divergence-free solutions to \((2.26)\) and \((2.27)\), respectively, then there are \(f_-\) and \(f_+\) in \(H^3\) such that \(D_{\text{div}}[f_-] = u_-\) and \(D_{\text{div}}[f_+] = u_+\).
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Appendix A. Smoothing properties of integral operators

In this appendix we prove regularity properties of certain integral operators which have been used at several places in this paper. These facts may be known. Since we fail to pinpoint a reference, we include proofs for readers’ sake.

Let \(\Omega \subset \mathbb{R}^m \quad (m \geq 2)\) be a bounded Lipschitz domain. The Sobolev norm on \(H^s(\partial \Omega)\) \((0 \leq s < 1)\) is equivalent to the square root of the quantity

\[
\|\varphi\|_{L^2(\partial \Omega)}^2 + \int_{\partial \Omega} \int_{\partial \Omega} \frac{|\varphi(x) - \varphi(y)|^2}{|x - y|^{m-1+2s}} d\sigma(x)d\sigma(y)
\]

(see [14]). We observe that the norm in \((4.1)\) is the special case when \(m = 3\) and \(s = 1/2\).

Theorem A.1. Let \(m \geq 2\) and \(\Omega \subset \mathbb{R}^m\) be a bounded Lipschitz domain and \(T(x, y) \in L^1(\partial \Omega \times \partial \Omega)\) satisfy

\[
\|T\|_{L^1(\partial \Omega \times \partial \Omega)} \leq \frac{1}{|x - y|^{m-\beta - \gamma}} \quad (x \neq y),
\]

\[
|T(x, y) - T(z, y)| \leq \frac{|x - z|^{\gamma}}{|x - y|^{m-\beta}} \quad (2|x - z| < |x - y|)
\]
for some $\beta, \gamma > 0$ ($\gamma \leq 1$) with $\beta + \gamma > 1$. The integral operator

$$T[\varphi](x) := \int_{\partial \Omega} T(x, y) \varphi(y) \, d\sigma(y)$$

has the following mapping properties:

(i) $T$ is a bounded linear operator from $L^2(\partial \Omega)$ to $H^s(\partial \Omega)$ for all $s$ satisfying

$$0 \leq s < \min\{\beta + \gamma - 1, \gamma\}.$$  

(ii) Additionally, if $T[1]$ is constant on $\partial \Omega$, then $T$ is a bounded linear operator from $H^t(\partial \Omega)$ to $H^s(\partial \Omega)$ for all $(t, s)$ satisfying

$$\begin{cases} 
0 \leq s < \gamma, \\
\max\{0, s - \beta - \gamma + 1\} \leq t, \\
(t, s) \neq (0, \beta + \gamma - 1).
\end{cases}$$

Proof. Since $T(x, y) \in L^1(\partial \Omega \times \partial \Omega)$, $T$ is bounded on $L^2(\partial \Omega)$ (Schur’s test). So we only have to estimate the (square of) seminorm

$$\int_{\partial \Omega \times \partial \Omega} \frac{|T[\varphi](x) - T[\varphi](z)|^2}{|x - z|^{m+2s-1}} \, d\sigma(x) \, d\sigma(z)$$

for $\varphi \in H^t(\partial \Omega)$, $s > 0$ and $t \geq 0$ satisfying either (A.3) or (A.4).

For $x, z \in \partial \Omega$, we set

$$A_{x,z} := \{y \in \partial \Omega \mid 2|x - z| < |x - y|\}.$$

Then, we have

$$T[\varphi](x) - T[\varphi](z) = \int_{\partial \Omega} (T(x, y) - T(z, y))(\varphi(y) - \varphi(x)) \, d\sigma(y)$$

$$+ \varphi(x) \int_{\partial \Omega} (T(x, y) - T(z, y)) \, d\sigma(y)$$

$$= \int_{A_{x,z}} \int_{A_{x,z}} (T(x, y) - T(z, y))(\varphi(y) - \varphi(x)) \, d\sigma(y)$$

$$+ \varphi(x) (T[1](x) - T[1](z))$$

$$=: I_1 + I_2 + I_3.$$

Since

$$|T[\varphi](x) - T[\varphi](z)|^2 \lesssim |I_1|^2 + |I_2|^2 + |\varphi(x)|^2 |I_3|^2,$$

we have

$$\int_{\partial \Omega \times \partial \Omega} \frac{|T[\varphi](x) - T[\varphi](z)|^2}{|x - z|^{2s+m-1}} \, d\sigma(x) \, d\sigma(z) \lesssim J_1 + J_2 + J_3$$

(A.5)
where

\[ J_1 := \int_{\partial \Omega \times \partial \Omega} \frac{d\sigma(x)d\sigma(z)}{|x-z|^{2s+2\gamma-2\tau}} \int_{A_{x,z}} \frac{\vert \varphi(y) - \varphi(x) \vert^2}{|x-y|^{m-2(\beta-\tau)}} d\sigma(y), \]

\[ J_2 := \int_{\partial \Omega \times \partial \Omega} \frac{d\sigma(x)d\sigma(z)}{|x-z|^{2s-2\theta+m}} \int_{3|x-z|\geq|x-y|} \frac{\vert \varphi(y) - \varphi(x) \vert^2}{|z-y|^{m-2(\beta+\gamma-\theta)}} d\sigma(y), \]

\[ J_3 := \int_{\partial \Omega \times \partial \Omega} \frac{\vert \varphi(x) \vert^2 I_3}{|x-z|^{m+2s-1}} d\sigma(x)d\sigma(z). \]

Since \( s < \gamma \), we can take \( \tau \in (1/2 - \gamma + s, 1/2) \). Then, we use (A.2) to have

\[ |I_1|^2 \lesssim \left( \int_{A_{x,z}} \left| T(x, y) - T(z, y) \right| \left| \varphi(y) - \varphi(x) \right| d\sigma(y) \right)^2 \]

\[ \lesssim \left( \int_{A_{x,z}} \frac{|x-z|^{2\gamma}}{|x-y|^{m-\beta}} \left| \varphi(y) - \varphi(x) \right| d\sigma(y) \right)^2 \]

\[ \lesssim |x-z|^{2\gamma+2\tau-1} \int_{A_{x,z}} \frac{\left| \varphi(y) - \varphi(x) \right|^2}{|x-y|^{m-2(\beta-\tau)}} d\sigma(y), \]

where the last inequality holds since \( 0 < \tau < 1/2 \).

Note that

\[ |I_2| \leq I_{2,1} + I_{2,2} + I_{2,3} \]

where

\[ I_{2,1} = \int_{A_{x,z}} \left| T(x, y) \right| \left| \varphi(y) - \varphi(x) \right| d\sigma(y), \]

\[ I_{2,2} = \int_{A_{x,z}} \left| T(z, y) \right| \left| \varphi(y) - \varphi(z) \right| d\sigma(y), \]

\[ I_{2,3} = \left| \varphi(x) - \varphi(z) \right| \int_{A_{x,z}} \left| T(z, y) \right| d\sigma(y). \]

Take \( \theta \in (1/2, 1/2 + s) \). We use (A.1) to have

\[ I_{2,1}^2 \lesssim \left( \int_{A_{x,z}} \frac{\left| \varphi(y) - \varphi(x) \right|}{|x-y|^{m-\beta-\gamma}} d\sigma(y) \right)^2 \]

\[ \lesssim \left( \int_{2|x-z|\geq|x-y|} \frac{d\sigma(y)}{|x-y|^{m-2\theta}} \right) \left( \int_{2|x-z|\geq|x-y|} \frac{\left| \varphi(y) - \varphi(x) \right|^2}{|x-y|^{m-2(\beta+\gamma-\theta)}} d\sigma(y) \right) \]

\[ \lesssim |x-z|^{2\theta-1} \int_{2|x-z|\geq|x-y|} \frac{\left| \varphi(y) - \varphi(x) \right|^2}{|x-y|^{m-2(\beta+\gamma-\theta)}}. \]
Thus we have

$$I_{2,2}^2 \lesssim |x-z|^{2\theta-1} \int_{3|x-z| \geq |z-y|} \frac{\| \varphi(y) - \varphi(z) \|^2 \, d\sigma(y)}{|z-y|^{m-2(\beta + \gamma - \theta)}}.$$ 

Concerning $I_{2,3}$, since

$$\int_{A_{\delta,x}^t} |T(z, y)| \, d\sigma(y) \lesssim \int_{3|x-z| \geq |z-y|} \frac{d\sigma(y)}{|z-y|^{d-\beta - \gamma}} \lesssim |x-z|^{\beta + \gamma - 1}$$

by $\beta + \gamma - 1 > 0$, we have

$$|I_{2,3}| \lesssim |x-z|^{\beta + \gamma - 1} |\varphi(x) - \varphi(z)|.$$ 

Thus we have

$$|I_2|^2 \lesssim |x-z|^{2\theta-1} \int_{2|x-z| \geq |x-y|} \frac{\| \varphi(y) - \varphi(x) \|^2 \, d\sigma(y)}{|x-y|^{m-2(\beta + \gamma - \theta)}} + |x-z|^{2\theta-1} \int_{3|x-z| \geq |z-y|} \frac{\| \varphi(y) - \varphi(z) \|^2 \, d\sigma(y)}{|z-y|^{m-2(\beta + \gamma - \theta)}} + |x-z|^{2(\beta + \gamma - 1)} |\varphi(x) - \varphi(z)|^2.$$ 

Since $s < \gamma + \tau - 1/2$, we have

$$\int_{2|x-z| \leq |x-y|} \frac{d\sigma(z)}{|x-z|^{2s-2\gamma + 1/2}} \lesssim \frac{1}{|x-y|^{2s-2\gamma - 2\tau + 1}}.$$ 

It thus follows that

$$J_1 = \int_{\partial \Omega \times \partial \Omega} d\sigma(x) d\sigma(y) \frac{\| \varphi(y) - \varphi(x) \|^2}{|x-y|^{m-2(\beta - \tau)}} \int_{2|x-z| \leq |x-y|} \frac{d\sigma(z)}{|x-z|^{2s-2\gamma + 1/2}} \lesssim \int_{\partial \Omega \times \partial \Omega} \frac{\| \varphi(y) - \varphi(x) \|^2}{|x-y|^{m-2(\beta + 2s-2\gamma + 1)}} d\sigma(x) d\sigma(y).$$

We see from this inequality that

$$J_1 \lesssim \begin{cases} \| \varphi \|^2_{L^t(\partial \Omega)} & \text{if } t \geq s - \beta - \gamma + 1 > 0, \\ \| \varphi \|^2_{L^2(\partial \Omega)} & \text{if } s - \beta - \gamma + 1 < 0. \end{cases}$$

Since $s > \theta - 1/2$, we have

$$\int_{3|x-z| \geq |z-y|} \frac{d\sigma(z)}{|x-z|^{2s-2\theta + m}} \lesssim \frac{1}{|z-y|^{2s-2\theta + 1}}$$

and

$$\int_{3|x-z| \geq |z-y|} \frac{d\sigma(x)}{|x-z|^{2s-2\theta + m}} \lesssim \frac{1}{|z-y|^{2s-2\theta + 1}}.$$
and hence

\[ J_2 = \int_{\partial \Omega \times \partial \Omega} d\sigma(x) d\sigma(y) \frac{|\varphi(y) - \varphi(x)|^2}{|x - |y|^m - 2(\beta + \gamma - \theta)} \int_{2|x - z| \geq |x - y|} d\sigma(z) \]

\[ + \int_{\partial \Omega \times \partial \Omega} d\sigma(z) d\sigma(y) \frac{|\varphi(y) - \varphi(z)|^2}{|z - |y|^m - 2(\beta + \gamma - \theta)} \int_{2|x - z| \geq |z - y|} d\sigma(x) \]

\[ + \int_{\partial \Omega \times \partial \Omega} \frac{|\varphi(x) - \varphi(z)|^2}{|x - z|^{|m + 2s - 2(\beta + \gamma - 1)|}} d\sigma(x) d\sigma(z) \]

\[ \lesssim \int_{\partial \Omega \times \partial \Omega} \frac{|\varphi(y) - \varphi(x)|^2}{|x - y|^{m - 2(\beta + \gamma) + 2s + 1}} d\sigma(x) d\sigma(y). \]

Thus we have

(A.7) \[ J_2 \lesssim \begin{cases} \|\varphi\|_{H^1(\partial \Omega)}^2 & \text{if } t \geq s - \beta - \gamma + 1 > 0, \\ \|\varphi\|_{L^2(\partial \Omega)}^2 & \text{if } s - \beta - \gamma + 1 < 0. \end{cases} \]

We now estimate \( J_3 \). We write

\[ I_3 = \int_{A_{x,z}} + \int_{A_{y,z}} (T(x, y) - T(z, y)) d\sigma(y) =: I_{3,1} + I_{3,2}. \]

We use (A.2) to have

\[ |I_{3,1}| \lesssim \int_{A_{x,z}} \frac{|x - z|^\gamma}{|x - y|^{m - \beta}} d\sigma(y) \lesssim |x - z|^\gamma h_\beta(|x - z|) \]

where

\[ h_\beta(\xi) := \begin{cases} \xi^{\beta - 1} & \text{if } 0 \leq \beta < 1, \\ 1 + |\log \xi| & \text{if } \beta = 1, \\ 1 & \text{if } \beta > 1. \end{cases} \]

for \( \xi > 0 \). We then use (A.1) to have

\[ |I_{3,2}| \lesssim \int_{A_{y,z}} \left( \frac{1}{|x - y|^{m - \beta - \gamma}} + \frac{1}{|z - y|^{m - \beta - \gamma}} \right) d\sigma(y) \]

\[ \lesssim \int_{A_{y,z}} \frac{d\sigma(y)}{|x - y|^{m - \beta - \gamma}} + \int_{3|x - z| \geq |z - y|} \frac{d\sigma(y)}{|z - y|^{m - \beta - \gamma}} \]

\[ \lesssim |x - z|^{\beta + \gamma - 1}. \]

Thus we have

\[ J_3 \lesssim \int_{\partial \Omega \times \partial \Omega} \frac{h_\beta(|x - z|)^2 |\varphi(x)|^2}{|x - z|^{2s - 2(\beta + \gamma - 1) + m - 1}} d\sigma(x) d\sigma(z) \]

\[ + \int_{\partial \Omega \times \partial \Omega} \frac{|\varphi(x)|^2}{|x - z|^{2s + m - 2(\beta + \gamma - 1) + 1}} d\sigma(x) d\sigma(z). \]

If (A.3) holds, namely, if \( s < \min\{\beta + \gamma - 1, \gamma\} \), then we see from (A.8) that

\[ J_3 \lesssim \|\varphi\|_{L^2(\partial \Omega)}^2. \]
We also see from (A.6) and (A.7) that

\[ J_1 + J_2 \lesssim \| \varphi \|^2_{L^2(\partial \Omega)}. \]

It then follows from (A.5) that

\[
\int_{\partial \Omega \times \partial \Omega} \frac{|T[\varphi](x) - T[\varphi](z)|^2}{|x - z|^{2s + m - 1}} \, d\sigma(x) \, d\sigma(z) \lesssim \| \varphi \|^2_{L^2(\partial \Omega)},
\]

and hence \( T : L^2(\partial \Omega) \to H^s(\partial \Omega) \) is bounded if \( s < \min\{\beta + \gamma - 1, \gamma\} \). This proves (i).

If \( T[1] \) is constant on \( \partial \Omega \), then \( I_3 = 0 \). It thus follows from (A.5), (A.6) and (A.7) that

\[
\int_{\partial \Omega \times \partial \Omega} \frac{|T[\varphi](x) - T[\varphi](z)|^2}{|x - z|^{2s + m - 1}} \, d\sigma(x) \, d\sigma(z) \lesssim \begin{cases} 
\| \varphi \|^2_{H^s(\partial \Omega)} & \text{if } t \geq s - \beta - \gamma + 1 > 0, \\
\| \varphi \|^2_{L^2(\partial \Omega)} & \text{if } s - \beta - \gamma + 1 < 0.
\end{cases}
\]

This completes the proof. \( \square \)

**Corollary A.2.** Under the assumptions of Theorem A.1, the following hold.

(i) \( T \) is compact on \( H^s(\partial \Omega) \) for all \( 0 \leq s < \min\{\beta + \gamma - 1, \gamma\} \).

(ii) If \( T[1] \) is constant on \( \partial \Omega \), then \( T \) is compact on \( H^s(\partial \Omega) \) for all \( s \in [0, \gamma) \).

**Proof.** Take \( 0 < s < \min\{\beta + \gamma - 1, \gamma\} \). Since \( T : L^2(\partial \Omega) \to H^s(\partial \Omega) \) is bounded by Theorem A.1 (i) and the embedding \( H^s(\partial \Omega) \to L^2(\partial \Omega) \) is compact by the Rellich-Kondrachov theorem, \( T \) is compact on \( H^s(\partial \Omega) \). (ii) is proved in the same way. \( \square \)

We also obtain the following corollary.

**Corollary A.3.** Under the assumptions of Theorem A.1, the following hold.

(i) If \( \varphi \in L^2(\partial \Omega) \) and \( (T - \lambda I)[\varphi] \in H^s(\partial \Omega) \) for some \( \lambda \neq 0 \) and \( 0 < s < \min\{\beta + \gamma - 1, \gamma\} \), then \( \varphi \in H^s(\partial \Omega) \).

(ii) Suppose that \( T[1] \) is constant on \( \partial \Omega \). If \( \varphi \in L^2(\partial \Omega) \) and \( (T - \lambda I)[\varphi] \in H^s(\partial \Omega) \) for some \( \lambda \neq 0 \) and \( 0 < s < \gamma \), then \( \varphi \in H^s(\partial \Omega) \).

Furthermore, the following hold for the \( L^2 \)-adjoint \( T^* \) of \( T \).

(iii) If \( \varphi \in H^{-s}(\partial \Omega) \) and \( (T^* - \lambda I)[\varphi] \in L^2(\partial \Omega) \) for some \( \lambda \neq 0 \) and \( 0 < s < \min\{\beta + \gamma - 1, \gamma\} \), then \( \varphi \in L^2(\partial \Omega) \).

(iv) Suppose that \( T[1] \) is constant on \( \partial \Omega \). If \( \varphi \in H^{-s}(\partial \Omega) \) and \( (T^* - \lambda I)[\varphi] \in L^2(\partial \Omega) \) for some \( \lambda \neq 0 \) and \( 0 < s < \gamma \), then \( \varphi \in L^2(\partial \Omega) \).

**Proof.** (i) follows from Theorem A.1 (i) and the identity \( \varphi = \lambda^{-1}(T[\varphi] - (T - \lambda I)[\varphi]) \). For the proof of (ii), take \( 0 < \varepsilon < \beta + \gamma - 1 \). Then Theorem A.1 (ii) implies that the operator \( T : H^s(\partial \Omega) \to H^{t+\varepsilon}(\partial \Omega) \) is bounded if \( 0 \leq t < t + \varepsilon < \gamma \). In particular, \( T : L^2(\partial \Omega) \to H^{s_1}(\partial \Omega) \), where \( s_1 := \min\{s, \varepsilon\} \), is bounded since \( s < \gamma \). Then, since \( (T - \lambda I)[\varphi] \in H^s(\partial \Omega) \), we have \( \varphi \in
Since $\mathcal{T} : H^{s_1}(\partial \Omega) \to H^{s_2}(\partial \Omega)$, where $s_2 := \min\{s, s_1 + \varepsilon\} = \min\{s, 2\varepsilon\}$ is bounded, we have $\varphi \in H^{s_2}(\partial \Omega)$. We iterate this procedure to obtain $\varphi \in H^{s_k}(\partial \Omega)$, where $s_k := \min\{s, k\varepsilon\}$ for all integer $k \in \mathbb{N}$. Thus we obtain $\varphi \in H^s(\partial \Omega)$.

(iii) and (iv) hold by duality. 

APPENDIX B. DILATION OF DOMAIN AND SINGLE LAYER POTENTIAL IN ELASTICITY

For a bounded Lipschitz domain $\Omega \subset \mathbb{R}^2$ and a positive number $r > 0$, we define the dilation of $\Omega$ as $
abla r := \{\frac{1}{r}x \mid x \in \Omega\}$. 

For $f : \partial \Omega \to \mathbb{R}^2$, we define $f_r(x)$ for $x \in \partial \Omega$ by $f_r(x) := rf(rx)$. 

We denote $(\mathcal{H}^2_r)^* := H^{-1/2}(\partial \Omega_r)^2$, $\mathcal{H}^2_r := H^{1/2}(\partial \Omega_r)^2$ and the single layer potential on $\partial \Omega_r$ by $S_r$ (without confusion with the single layer potential for the Laplacian $S_0$ which appeared before). Then we obtain the following theorem.

**Theorem B.1.** For a bounded Lipschitz domain $\Omega \subset \mathbb{R}^2$, there exists (large) $r > 0$ such that $S_r : (\mathcal{H}^2_r)^* \to \mathcal{H}^2_r$ is invertible and the bilinear form in (1.10) defines an inner product on $\mathcal{H}^2_r$. The induced norm is equivalent to the Sobolev norm on $\mathcal{H}^2_r$.

On a two-dimensional domain $\Omega$, the single layer potential $S$ may have a non-trivial kernel and it prohibits the bilinear form in (1.10) from being an inner product. We show that if we dilate $\Omega$ by sufficiently large $r$, then $S_r$ has a trivial kernel. In fact, we prove that

$$\langle f, S_r[f] \rangle_{\partial \Omega_r} > 0.$$

for all $f \in (\mathcal{H}^2_r)^*$

**Proof of Theorem B.1.** To prove (B.1), we assume $\Omega$ is simply connected without loss of generality.

Let us recall some facts whose proofs can be found in [2].

(i) $-\langle f, S[f] \rangle_{\partial \Omega} > 0$ for all $f \in \mathcal{V} := \{f \in (\mathcal{H}^2)^* \mid \int_{\partial \Omega} f \, d\sigma = 0\}$.

(ii) Let $\mathcal{W}^* := \text{Ker}(K^* - 1/2I)$ (on $(\mathcal{H}^2)^*$) and $\mathcal{W} := \text{Ker}(K - 1/2I)$ (on $\mathcal{H}^2$). Then $\mathcal{W}^*$ and $\mathcal{W}$ are three-dimensional, $S$ maps $\mathcal{W}^*$ into $\mathcal{W}$, $\text{Ker} S \subset \mathcal{W}^*$, and $\mathcal{W}$ is spanned by $(1,0)^T, (0,1)^T, (-y,x)^T$. In particular, the constant vectors constitute a two-dimensional subspace of $\mathcal{W}$.

We first show that there are linearly independent $f_1, f_2 \in (\mathcal{H}^2)^*$ such that $S[f_1]$ and $S[f_2]$ are constant on $\partial \Omega$. To prove this, we consider the restriction $S|_{\mathcal{W}^*} : \mathcal{W}^* \to \mathcal{W}$. If $\dim \text{Ker} S|_{\mathcal{W}^*} = 0$, then $S|_{\mathcal{W}^*}$ is invertible and we set
$f_1 := (S|_{W^*})^{-1}[(1,0)^T]$ and $f_2 := (S|_{W^*})^{-1}[(0,1)^T]$. If $\dim \ker S|_{W^*} = 1$, then we take $f_1 \in \ker S|_{W^*}$ and $f_1 \neq 0$. Since $\ran S|_{W}$ must contain at least one non-zero constant vector, say, $b \in \mathbb{R}^2$, we can take $f_2 \in W$ such that $S|_{f_2} = b$. Clearly $f_1$ and $f_2$ are linearly independent. If $\dim \ker S|_{W} \geq 2$, then we just take linearly independent $f_1, f_2 \in \ker S$.

We then show that $\int_{\partial \Omega} f_1 \, d\sigma$ and $\int_{\partial \Omega} f_2 \, d\sigma$ are linearly independent in $\mathbb{R}^2$. In fact, if $a_1 \int_{\partial \Omega} f_1 \, d\sigma + a_2 \int_{\partial \Omega} f_2 \, d\sigma = 0$ for some $a_1, a_2 \in \mathbb{R}$, then $f := a_1 f_1 + a_2 f_2$ satisfies $\int_{\partial \Omega} f \, d\sigma = 0$, and

$$- \langle S[f], f \rangle_{\partial \Omega} = -S[f] : \int_{\partial \Omega} f \, d\sigma = 0.$$

By (i) above, $f = 0$. Since $f_1$ and $f_2$ are linearly independent, we obtain $a_1 = a_2 = 0$.

In particular, by considering appropriate linear combinations of $f_1$ and $f_2$, we may assume

$$\int_{\partial \Omega} f_1 \, d\sigma = (1,0)^T, \quad \int_{\partial \Omega} f_2 \, d\sigma = (0,1)^T.$$

A direct calculation shows that for $f \in (H^2)^*$,

$$- \langle f_r, S_r[f_r] \rangle_{\partial \Omega} = \frac{\alpha_1}{2\pi} \ln r \int_{\partial \Omega} f \, d\sigma \bigg| \bigg. - \langle f, S[f] \rangle_{\partial \Omega}$$

where $\alpha_1$ is the constant in (1.8). We decompose $f \in (H^2)^*$ as $f = f_0 + \tilde{f}$ where

$$\tilde{f} := a_1 f_1 + a_2 f_2 \quad \text{with} \quad (a_1, a_2)^T = \int_{\partial \Omega} f \, d\sigma$$

and $f_0 := f - \tilde{f} \in V$. Then $S[\tilde{f}]$ is constant on $\partial \Omega$, and hence

$$\frac{\alpha_1}{2\pi} \ln r \int_{\partial \Omega} f \, d\sigma \bigg| \bigg. - \langle f, S[f] \rangle_{\partial \Omega} \quad = \frac{\alpha_1}{2\pi} \ln r \int_{\partial \Omega} \tilde{f} \, d\sigma \bigg| \bigg. - \langle f_0, S[f_0] \rangle_{\partial \Omega} - 2 \langle f_0, S[\tilde{f}] \rangle_{\partial \Omega} - \langle \tilde{f}, S[\tilde{f}] \rangle_{\partial \Omega} = \frac{\alpha_1}{2\pi} \ln r \int_{\partial \Omega} \tilde{f} \, d\sigma \bigg| \bigg. - \langle f_0, S[f_0] \rangle_{\partial \Omega} - \langle \tilde{f}, S[\tilde{f}] \rangle_{\partial \Omega}.$$

Note that

$$\frac{\alpha_1}{2\pi} \ln r \int_{\partial \Omega} \tilde{f} \, d\sigma \bigg| \bigg. - \langle \tilde{f}, S[\tilde{f}] \rangle_{\partial \Omega} = \frac{\alpha_1}{2\pi} \ln r \bigg( a_1^2 + a_2^2 \bigg) - \sum_{i,j=1}^{2} a_i a_j \langle f_i, S[f_j] \rangle_{\partial \Omega}.$$

Thus we have

$$- \langle f_r, S_r[f_r] \rangle_{\partial \Omega} = \frac{\alpha_1}{2\pi} \ln r \bigg( a_1^2 + a_2^2 \bigg) - \sum_{i,j=1}^{2} a_i a_j \langle f_i, S[f_j] \rangle_{\partial \Omega} - \langle f_0, S[f_0] \rangle_{\partial \Omega}.$$
One can easily see from this identity that \(- \langle f_r, S_r[f_r] \rangle_{\partial \Omega_r} > 0\) for any \(f \neq 0\) if \(r > 0\) is sufficiently large. Hence \(S_r : (H^2_r)^* \to H^2_r\) is invertible and the bilinear form (1.10) on \(H^2_r\) is positive-definite. It can be proved easily that the inner product (1.10) induces a norm which is equivalent to the Sobolev norm on \(H^2_r\).

□

REFERENCES

[1] M.S. Agranovich, B.A. Amosov and M. Levitin. Spectral problems for the Lamé system with spectral parameter in boundary conditions on smooth or nonsmooth boundary, Russ. J. Math. Phys., 6(3) (1999), 247–281.

[2] K. Ando, Y. Ji, H. Kang, K. Kim and S. Yu, Spectral properties of the Neumann–Poincaré operator and cloaking by anomalous localized resonance for the elasto-static system, Euro. J. Appl. Math, 29 (2018), 189–225.

[3] K. Ando, H. Kang, and Y. Miyaniishi. Elastic Neumann–Poincaré operators on three dimensional smooth domains: Polynomial compactness and spectral structure. Int. Math. Res. Notices, 2019(12) (2019), 3883–3900.

[4] K. Ando, H. Kang and Y. Miyaniishi, Convergence rate for eigenvalues of the elastic Neumann–Poincaré operator in two dimensions, Jour Math Pures Appl., 140 (2020), 211–229.

[5] R. Bott and L.W. Tu, Differential forms in algebraic topology, Graduate Texts in Mathematics, 82, Springer-Verlag, New York-Berlin, 1982.

[6] G.E. Bredon, Topology and geometry, Graduate Texts in Mathematics, 139, Springer-Verlag, New York, 1993.

[7] A.P. Calderón, Cauchy integrals on Lipschitz curves and related operators, Proc. Nat. Acad. Sc. USA, 74 (1977), 1324–1327.

[8] M. Capoferri, G. Rozenblum, N. Saveliev and D. Vassiliev, Topological obstructions to the diagonalisation of pseudodifferential systems, Proc. Amer. Math. Soc. Ser. B, 9 (2022), 472–486.

[9] B.E.J. Dahlberg, C.E. Kenig and G.C. Verchota, Boundary value problems for the systems of elastostatics in Lipschitz domains, Duke Math. J., 57(3) (1988), 795–818.

[10] Y. Deng, H. Li and H. Liu, On spectral properties of the Neumann–Poincaré operator and plasmonic resonances in 3D elastostatics, Journal of Spectral Theory, 9 (3) (2019), 767–789

[11] R. Duduchava and D. Natroshvili, Mixed crack type problem in anisotropic elasticity, Math. Nachr., 191 (1998), 83–107.

[12] L. Escauriaza, E. B. Fabes, and G. Verchota, On a regularity theorem for weak solutions to transmission problems with internal Lipchitz boundaries, Proc. Amer. Math. Soc., 115 (4) (1992), 1069–1076.

[13] F. Geishtesy and M. Mitrea, A description of all self-adjoint extensions of the Laplacian and Krein-type resolvent formulas on non-smooth domains, J. Anal. Math., 113 (2011), 53–172.

[14] D. Gilbarg and N. S. Trudinger, Elliptic partial differential equations of second order, Reprint of the 1998 edition, Classics in Mathematics. Springer-Verlag, Berlin, 2001.

[15] A. Hatcher, Algebraic topology, Cambridge University Press, Cambridge, 2002.

[16] S. Hofmann, E. Marmolejo-Olea, M. Mitrea, S. Pérez-Estevea and M. Taylor, Hardy spaces, singular integrals and the geometry of Euclidean domains of locally finite perimeter, Geom. Funct. Anal., 19(3) (2009), 842–882.

[17] S. Hofmann, M. Mitrea and M.E. Taylor, Singular integrals and elliptic boundary problems on regular Semmes-Kenig-Toro domains, Int. Math. Res. Not. IMRN, (14) (2010), 2567–2865.
[18] K. Howell, Uniqueness in linear elastostatics for problems involving unbounded bodies, *J. Elasticity*, 10(4) (1980), 407–427.

[19] D. Khavinson, M. Putinar and H. S. Shapiro, Poincaré's variational problem in potential theory, *Arch. Ration. Mech. An.*, 185 (2007), 143–184.

[20] V.D. Kupradze, *Potential methods in the theory of elasticity*, Daniel Davey & Co., New York, 1965.

[21] J.M. Lee, *Introduction to smooth manifolds*, Second edition, Graduate Texts in Mathematics, 218. Springer, New York, 2013.

[22] I. Mitrea, Spectral radius properties for layer potentials associated with the elastostatics and hydrostastics equations in nonsmooth domains, *J. Fourier Anal. Appl.*, 5(4) (1999), 385–408.

[23] M. Mitrea, *Clifford wavelets, singular integrals, and Hardy spaces*, Lecture Notes in Mathematics, 1575, Springer-Verlag, Berlin (1994).

[24] Y. Miyanishi, Weyl's law for the eigenvalues of the Neumann-Poincaré operators in three dimensions: Willmore energy and surface geometry, *Adv. Math.*, 406 (2022), 108547.

[25] Y. Miyanishi and G. Rozenblum, Eigenvalues of the Neumann-Poincare operator in dimension 3: Weyl's law and geometry, *St. Petersburg Math. J.*, 31(2) (2019), 371-386

[26] Y. Miyanishi and G. Rozenblum, Spectral Properties of the Neumann-Poincaré Operator in 3D Elasticity, *Int. Math. Res. Notices*, 2021(11) (2020), 8715–8740.

[27] N.I. Muskhelishvili, *Singular integral equations. Boundary problems of function theory and their application to mathematical physics*, Translated from the second (1946) Russian edition and with a preface by J. R. M. Radok, Noordhoff International Publishing-Leyden, 1977.

[28] G. Rozenblum, Eigenvalue asymptotics for polynomially compact pseudodifferential operators, *St. Petersburg Math. J.*, 33(2) (2022), 341–353.

[29] G. Rozenblum, The discrete spectrum of the Neumann-Poincaré operator in 3D elasticity, *J. Pseudo-Differ. Oper. Appl.*, 14(2) (2023), Paper No. 26, 36.

[30] G. Verchota, Layer potentials and regularity for the Dirichlet problem for Laplace’s equation in Lipschitz domains, *J. Funct. Anal.*, 59(3) (1984), 572–611.