Improved effective estimates of Pólya’s Theorem for quadratic forms
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Abstract. Following de Loera and Santos, the Pólya exponent of a \( n \)-ary real form (i.e. homogeneous polynomial in \( n \) variables with real coefficients) \( f \) is the infimum of the upward closed set of nonnegative integers \( m \) such that \( (x_1 + \cdots + x_n)^m f \) strictly has positive coefficients. By a theorem of Pólya, a form assumes only positive values over the standard \( (n-1) \)-simplex in Euclidean \( n \)-space if and only if its Pólya exponent is finite. In this note, we compute an upper bound of the Pólya exponent of a quadratic form \( f \) that assumes only positive values over the standard simplex. Our bound improves a previous upper bound due to de Klerk, Laurent and Parrilo. For example, for the binary quadratic form \( f_κ = \lambda^2 x_1^2 - 2κλ x_1 x_2 + x_2^2 \), which assumes only positive values over the standard simplex whenever \( 0 \leq κ < 1 < λ \), our upper bound of its Pólya’s exponent is \( O(1/λ) \) times that of de Klerk, Laurent and Parrilo’s as \( λ \) tends to infinity.

Following de Loera and Santos \[1\], the Pólya exponent of a real form (i.e. real homogeneous polynomial) \( f \) in \( \mathbb{R}[x] := \mathbb{R}[x_1, \ldots, x_n] \) is the infimum of the upset of nonnegative integers \( m \in \mathbb{N} := \{0, 1, 2, \ldots \} \) such that \( (x_1 + \cdots + x_n)^m f \) strictly has positive coefficients. Here, a form \( g = \sum_{|\beta|=\ell} b_{\beta} x_{\beta} \in \mathbb{R}[x] \) of degree \( \ell \) is said to strictly have positive coefficients if \( b_{\beta} > 0 \) whenever \( |\beta| = \ell \). As usual \( x_{\beta} := x_1^{\beta_1} x_2^{\beta_2} \cdots x_n^{\beta_n} \) and \( |\beta| := \beta_1 + \beta_2 + \cdots + \beta_n \) for \( \beta = (\beta_1, \beta_2, \ldots, \beta_n) \in \mathbb{N}^n \). We introduce the notation \( \mu(f) \) for the Pólya exponent of a form \( f \in \mathbb{R}[x] \). For instance, \( \mu((x_1 + \cdots + x_n)^d) = 0 \) whenever \( d \) is a nonnegative integer and \( \mu(-1) = \infty \).

By a theorem of Pólya \[6\] (reproduced in \[5\] pp. 57-60)), a form assumes only positive values over the \((n-1)\)-simplex in \( \mathbb{R}^n \) whose vertices are \((1,0,\ldots,0)\), \((0,1,\ldots,0)\), \ldots, \((0,\ldots,0,1)\) if and only if its Pólya exponent is finite. Let \( \Delta_n \) denote this \((n-1)\)-simplex, which is referred to as the standard \((n-1)\)-simplex in \( \mathbb{R}^n \) (see e.g. \[8\] p. 7]). As a subset of \( \mathbb{R}^n \),

\begin{equation}
\Delta_n = \{(x_1, \ldots, x_n) \in \mathbb{R}^n : x_1, \ldots, x_n \geq 0, x_1 + \cdots + x_n = 1 \}.
\end{equation}

From the work of de Klerk, Laurent and Parrilo \[2\], an upper bound of the Pólya exponent of forms of general degree \( d \) that assume only positive values over \( \Delta_n \) can be

\[2010\ Mathematics Subject Classification.\] Primary 12D99; Secondary 14P99, 26C99.

\[Key\ words\ and\ phrases.\] Positive values, quadratic form, standard simplex.
obtained. In the case of $d = 2$ (i.e. for quadratic forms), this bound can be formulated explicitly as follows. For a quadratic form $f = \sum_{i,j=1}^{n} a_{ij} x_i x_j \in \mathbb{R}[x]$ where $a_{ij} = a_{ji}$ for all $i, j = 1, \ldots, n$, if $f$ assumes only positive values over $\Delta_n$, then it follows from [2, Proof of Theorem 1.1] that

$$
\mu(f) \leq \left[ \frac{\max_{i,j=1,\ldots,n} a_{ij}}{\inf_{t \in \Delta_n} f(t)} \right] - 1.
$$

This bound from the work of de Klerk, Laurent and Parrilo improves a previous upper bound that can similarly be obtained from the work of Powers and Reznick [7, Proof of Theorem 1].

A goal of this note is to further improve this upper bound (2) of the Pólya exponent of quadratic forms that assume only positive values over $\Delta_n$. To state our improved upper bound, given a quadratic form $f = \sum_{i,j=1}^{n} a_{ij} x_i x_j \in \mathbb{R}[x]$ where $a_{ij} = a_{ji}$ for all $i, j = 1, \ldots, n$, define an associated quadratic form

$$
\hat{f} := \frac{1}{2} \sum_{i,j=1}^{n} (a_{ii} + a_{jj}) x_i x_j \in \mathbb{R}[x].
$$

Then we have

**Theorem 1.** Let $f \in \mathbb{R}[x]$ be a quadratic form. If $f$ assumes only positive values over $\Delta_n$, then

$$
\mu(f) \leq \sup_{t \in \Delta_n} \left| \frac{\hat{f}(t)}{f(t)} \right| - 1.
$$

Here, as usual, $[s]$ is the floor of $s \in \mathbb{R}$, namely the supremum of the downset of integers less than or equal to $s$.

**Proof.** Observe that $(x_1 + \cdots + x_n)^m f$ has strictly positive coefficients if and only if

$$
[x^{t-(m+2)}][(x_1 + \cdots + x_n)^m f] > 0 \text{ for all } t \in \Delta_n \text{ and } m \in \mathbb{N} \text{ with } t \cdot (m+2) \in \mathbb{N}^n,
$$

where $[x^a]g := b_a$ denotes the coefficient of $x^a$ in a form $g = \sum_a b_a x^a \in \mathbb{R}[x]$. But the following identity holds for all quadratic forms $f \in \mathbb{R}[x]$:

$$
[x^{t-(m+2)}][(x_1 + \cdots + x_n)^m f] = \frac{1}{m+1} \left( \frac{m+2}{t \cdot (m+2)} \right) \left( (m+2) f(t) - \hat{f}(t) \right).
$$

(This identity, being linear in $f$, can be verified by checking on basis quadratic forms: namely $f = x_k^2$ for $k = 1, \ldots, n$ and $f = x_i x_j$ for $1 \leq i < j \leq n$.) Thus $[x^{t-(m+2)}][(x_1 + \cdots + x_n)^m f] > 0$ whenever $m > \hat{f}(t)/f(t) - 2$. Therefore $(x_1 + \cdots + x_n)^m f$ strictly has positive coefficients whenever $m \in \mathbb{N}$ satisfies $m > \sup_{t \in \Delta_n} (\hat{f}(t)/f(t)) - 2$. This implies (4).
Corollary 2. Let $f = \sum_{i,j=1}^{n} a_{ij}x_i x_j \in \mathbb{R}[x]$ be a quadratic form where $a_{ij} = a_{ji}$ for all $i, j = 1, \ldots, n$. If $f$ assumes only positive values over $\Delta_n$, then

$$(5) \quad \mu(f) \leq \left[ \frac{\max_{i=1,\ldots,n} a_{ii}}{\inf_{t \in \Delta_n} f(t)} \right] - 1.$$ 

Proof. By Theorem 1, it suffices to show that

$$(6) \quad \sup_{t \in \Delta_n} \left\lfloor \frac{\hat{f}(t)}{f(t)} \right\rfloor \leq \left[ \frac{M(f)}{\inf_{t \in \Delta_n} f(t)} \right], \quad \text{where } M(f) := \max_{i=1,\ldots,n} a_{ii}.$$ 

But $\hat{f}(t) = \frac{1}{2} \sum_{i,j=1}^{n} (a_{ii} + a_{jj}) t_i t_j \leq M(f) \sum_{i,j=1}^{n} t_i t_j = M(f) (t_1 + \cdots + t_n)^2 = M(f)$ whenever $t \in \Delta_n$, since $t_1 + \cdots + t_n = 1$ from (1). Hence

$$\frac{\hat{f}(t)}{f(t)} \leq \frac{M(f)}{f(t)} \leq \frac{M(f)}{\inf_{t \in \Delta_n} f(t)} \quad \text{for all } t \in \Delta_n,$$

so (6) follows by the monotonicity of the floor function.

Since $\max_{i} a_{ii} \leq \max_{i,j} a_{ij}$, this bound (5) in Corollary 2 already improves the upper bound (2) from the work of de Klerk, Laurent and Parrilo – not to mention our bound (4) in Theorem 1.

To illustrate the relative tightness of the upper bounds (4) and (5) over (2), let a parameter $\lambda > 1$ be given and consider a binary quadratic form

$$(7) \quad f_{\lambda} := \begin{pmatrix} x_1 & x_2 \end{pmatrix} \begin{pmatrix} \lambda^2 & -\kappa \lambda \\ -\kappa \lambda & 1 \end{pmatrix} \begin{pmatrix} x_1 \\ x_2 \end{pmatrix} = \lambda^2 x_1^2 - 2\kappa \lambda x_1 x_2 + x_2^2 \in \mathbb{R}[x_1, x_2] \quad (\kappa \in \mathbb{R}).$$

If $0 \leq \kappa < 1$, then $f_{\lambda} = (\lambda x_1 - x_2)^2 + 2(1-\kappa)\lambda x_1 x_2 > 0$ whenever $(x_1, x_2) \in \Delta_2$, hence $f_{\lambda}$ has finite Pólya exponent, from Pólya’s Theorem. Calculations show that

$$\sup_{t \in \Delta_2} \frac{\hat{f}_{\lambda}(t)}{f_{\lambda}(t)} - 1 = \frac{\lambda^2 + 2\kappa \lambda + 1}{2\lambda - 2\kappa \lambda} - \frac{\lambda^2 + 2\kappa \lambda + \kappa^2}{1 - \kappa^2} = \frac{\max\{\lambda^2, 1\}}{\inf_{t \in \Delta_2} f_{\lambda}(t)} - 1 = \frac{\max\{\lambda^2, -\kappa \lambda, 1\}}{\inf_{t \in \Delta_2} f_{\lambda}(t)} - 1.$$

Hence $\sup_{t \in \Delta_2} \left[ \frac{\hat{f}_{\lambda}(t)}{f_{\lambda}(t)} \right] - 1 = \frac{1}{2(1-\kappa)} \cdot \lambda + O_{\kappa}(1)$ which is $O_{\kappa}(1/\lambda)$ times that of $[\max\{\lambda^2, 1\}/\inf_{t \in \Delta_2} f_{\lambda}(t)] - 1 = [\max\{\lambda^2, -\kappa \lambda, 1\}/\inf_{t \in \Delta_2} f_{\lambda}(t)] - 1 = \frac{1}{1-\kappa \lambda} \cdot \lambda^2 + O_{\kappa}(\lambda)$ as $\lambda \to \infty$. Here $O_{\kappa}(\lambda^c)$ indicates a quantity bounded in absolute value by $C(\kappa)\lambda^c$ whenever $\lambda \geq 1$, where $C(\kappa)$ is a constant depending only on $\kappa \in [0,1)$ (for $c \in \mathbb{R}$). Therefore

$$\left( \sup_{t \in \Delta_2} \left[ \frac{\hat{f}_{\lambda}(t)}{f_{\lambda}(t)} \right] - 1 \right) / \left( \left[ \frac{\max\{\lambda^2, -\kappa \lambda, 1\}}{\inf_{t \in \Delta_2} f_{\lambda}(t)} \right] - 1 \right) = \frac{1 + \kappa}{2} \cdot \frac{1}{\lambda} + O_{\kappa}(\frac{1}{\lambda^2}) \text{ as } \lambda \to \infty.$$

From the proof of their effective version of Pólya’s Theorem for a general degree real form that assumes only positive values over the standard simplex $\Delta_n$, de Klerk, Laurent and Parrilo obtained an estimate for rate of convergence of an associated hierarchy of linear programming (LP) approximations to the problem of computing the infimum of a polynomial of fixed degree $d$ over $\Delta_n$ [2]. In the same way, we hope that our proof of Theorem [1] in the case of quadratic forms would be of interest to the estimation of the rate of convergence of the particular hierarchy of LP approximations to the standard quadratic optimization (SQO) problem when $d = 2$ (see e.g. [4] and also [3] on a further specialization of the SQO problem to the maximum stable set problem).

The author thanks CheeWhye Chin, Maurice Chng, Jeremiah Lock, Chee Guan Sih, Ze Kang Tan, Wing-Keung To for discussions and suggestions leading to this paper. The author is also grateful to his wife for her continued love and care.

References

[1] de Loera, J. A.; Santos, F. An effective version of Pólya’s theorem on positive definite forms. J. Pure Appl. Algebra 108 (1996), no. 3, 231–240.

[2] de Klerk, E.; Laurent, M.; Parrilo, P. A. A PTAS for the minimization of polynomials of fixed degree over the simplex. Theoret. Comput. Sci. 361 (2006), no. 2-3, 210–225.

[3] de Klerk, E.; Pasechnik, D. V. Approximation of the stability number of a graph via copositive programming. SIAM J. Optim. 12 (2002), no. 4, 875–892.

[4] de Klerk, E.; Pasechnik, D. V. A linear programming reformulation of the standard quadratic optimization problem. J. Global Optim. 37 (2007), no. 1, 75–84.

[5] Hardy, G. H.; Littlewood, J. E.; Pólya, G. Inequalities. Reprint of the 1952 edition. Cambridge Mathematical Library. Cambridge University Press, Cambridge, 1988. xii+324 pp. ISBN: 0-521-35880-9.

[6] Pólya, G. Über positive Darstellung von Polynomen. Vierteljschr. Naturforsch. Ges. Zürich 73 (1928) 141–145, in Collected Papers 2 (1974), MIT Press, 309–313.

[7] Powers, V.; Reznick, B. A new bound for Pólya’s theorem with applications to polynomials positive on polyhedra. Effective methods in algebraic geometry (Bath, 2000). J. Pure Appl. Algebra 164 (2001), no. 1-2, 221–229.

[8] Ziegler, G. M. Lectures on polytopes. Graduate Texts in Mathematics, 152. Springer-Verlag, New York, 1995. x+370 pp. ISBN: 0-387-94365-X

Colin Tan, General Education Unit, Office of the Senior Deputy President and Provost, National University of Singapore

Email address: pvotwc@nus.edu.sg