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Abstract

This paper is a contribution to formal ontology study. Some entities belong more or less to a class. In particular, some individual entities are attached to classes whereas they do not check all the properties of the class. To specify whether an individual entity belonging to a class is typical or not, we borrow the topological concepts of interior, border, closure, and exterior. We define a system of relations by adapting these topological operators. A scale of typicality, based on topology, is introduced. It enables to define levels of typicality where individual entities are more or less typical elements of a concept.

1. Introduction

Some entities belong more or less to a class. In particular, some individual entities are attached to classes whereas they do not check all the properties of the class. To illustrate this phenomenon, let us consider the ontological network above (see Figure 1).

Figure 1: The element Paul does not satisfy all the properties of Human being

This network corresponds to the eight following declarative statements:

(1) Human beings are bipeds;
(2) Bipeds are animals;
(3) Mammals are animals;
(4) Human beings are mammals;
(5) Peter is a human being;
(6) Paul is a unijambist;
(7) Paul is a human being;
(8) One cannot be at the same time biped and unijambist.

Because Paul is a human being, he inherits all the typical properties of a human being, in particular to be a biped. A paradox is introduced by the statement (8) because “Human beings are bipeds” is a general fact but not a universal fact. The statement (1) means “Human beings in general are bipeds but there are exceptions to this law”.

The same phenomenon is observed with distributive classes. Some subclasses are attached more or less to a general class because some of theirs elements may not check all the properties of this general class. To illustrate this phenomenon, let us consider the ontological network above (see Figure 2).

Figure 2: The subclass “Ostrich” does not satisfy all the properties of the class “Bird”

This network corresponds to the five following declarative statements:

(9) Birds fly;
(10) Sparrows are birds;
(11) Ostriches are birds;
(12) Ostriches do not fly;
(13) One cannot be at the same time a flying being and a not flying being.

For identical reasons to the first example, the statement (13) introduces a paradox.

2. Related Works

In Artificial Intelligence, the solution for this kind of problem is default reasoning: an individual A belonging to a concept F inherits concepts subsuming F except contrary indications. This technique of default reasoning led for example Reiter (Reiter 1980) to propose non-monotonic logics.

In terminology, traditionally, the problem of the atypical entities is solved with the idea of Frege (1893): a concept is seen like a function from a field to the set of the values of truth. The concept is used to decide which objects “fall
under the concept” and which do not; i.e. those where the concept applies and those where it does not. We define the extension of a concept F the set of all the individual entities which fall under the concept F, i.e.:

$$\text{Ext}(F) = \{ A / F(A) = \text{True} \}$$

For instance, Ext(“Human being”) = {“Peter”, “Paul”, …}.

Two models close to our proposition in Section 3 are presented below.

B. Smith introduced mereotopology (Smith 1996). Mereology is the theory of parts and wholes. This theory is reformulated and detailed by Smith in order to serve as a foundation for topology.

From the mereologic primitive x is part of y (noted xPy), three relations are defined: x overlaps y (xOy ⇔ ∃z (zPx ∧ zPy)), x is a discrete from y (xSy ⇒ ¬xOy), and x is a point (Pt(x) ⇔ ∀y (yPx ⇒ y=x)).

A condition ϕ in a free variable x is satisfied iff the sentence σx represents the sum of all entities x where σx. This permits to define the set operations x∩y ⇔ σz (zPx χ zPy) and x∪y ⇔ σz (zPx ∨ zPy).

The topological primitive x is an interior part of y (noted xIPy) and the relation x crosses y (xSy ⇔ ¬xPy ∧ ¬xDy) enable to define x straddles Y (xSty ⇔ ∀z (xIPZ ⇒ zXy)) and the border as xBy ⇔ ∀z (zPx ⇒ zSty).

The closure is then defined as cl(x) = xBx and a neighbourhood of a point x is any a set U such that the concept F applies to; i.e. those where the concept applies and those where it does not. We define the extension of a concept F the set of all the individual entities which fall under the concept F, i.e.:

$$\text{Ext}(F) = \{ A / F(A) = \text{True} \}$$

Two models close to our proposition in Section 3 are presented below.

3. Modeling using topology

3.1 Topology Basics

Let E be any set and let T be a family of subsets of E. Then T is a topology on E if

1. Both the empty set and E are elements of T.
2. Any union of elements of T is an element of T.
3. Any intersection of finitely many elements of T is an element of T.

If T is a topology on E, then E together with T is called a topological space. All sets in T are called open; note that not all subsets of E are in T. A subset of E is said to be closed if its complement is in T (i.e., it is open). A subset of E may be open, closed, both, or neither.

• A set U is called open if, intuitively speaking, starting from any point x in U one can move by a small amount in any direction and still be in the set U. In other words, the distance between any point x in U and the edge of U is always greater than zero. The empty set is open. The union of any number of open sets is open. The intersection of a finite set of open sets is open.

• A closed set is a set whose complement is open.

• The interior of a set S –in(S)– consists of all points which are intuitively "not on the edge of S". A point which is in the interior of S is an interior point of S. The notion of interior is in many ways dual to the notion of closure.

The closure of a set S –cl(S)– consists of all points which are intuitively "close to S". A point which is in the closure of S is a point of closure of S. The notion of closure is in many ways dual to the notion of interior: cl(S) = co(in(co(S))) = co(ex(S)), where co(S) represents complementary to S.

• The exterior of a set –ex(S)– is the interior of its complement co(S); ex(S) = in(co(S)).

• The boundary (or frontier or border) of a set –bo(S)– is the set's closure minus its interior: bo(S) = cl(S) - in(S). Equivalently, the boundary of a set is the intersection of its closure with the closure of its complement: bo(S) = cl(S) ∩ cl(co(S)).

• A neighborhood of a point x is a set containing an open set which in turn contains the point x. More generally, a neighborhood of a set S is a set containing an open set which in turn contains the set S. A neighborhood of a point x is thus a neighborhood of the singleton set {x}. (Note that under this definition, the neighborhood itself need not be open. Many authors require that neighborhoods be open).
3.2. Our Proposal

To specify whether an individual entity belonging to a class is typical or not, we borrow the topological concepts of interior, border, closure, and exterior. In topology these concepts are derived in the following operators: in, bo, cl and ex, respectively. There exist interesting properties of combination of the operators which enable the definition of an algebra (Kuratowski 1958, p. 24). In particular:

∀ A a set,

\[ \text{in}(A) \subseteq A \subseteq \text{cl}(A) \]

\[ \text{bo}(A) \subseteq \text{cl}(A) \]

because \( \text{cl}(A) = \text{def} A \cup \text{bo}(A) \)

\[ A \cap \text{ex}(A) = \emptyset \]

\[ \text{bo}(A) = \text{co}(\text{in}(A)) \cap \text{co}(\text{ex}(A)) \]

\[ \text{in}(A) = \text{in}(A) \]

\[ \text{cl}(\text{cl}(A)) = \text{cl}(A), \text{etc.} \]

We define a system of relations by adapting these topological operators into the following algebraic relations: \( \epsilon \text{-in, \epsilon \text{-bo, \epsilon -ex, \epsilon -in, \epsilon -bo and \epsilon -ex.} \]

We apply these relations to the extension of a class. For instance:

\( (X \epsilon \text{-in } F) \Leftrightarrow (X \in \text{in}(\text{Ext}(F)). \]

Individual entities belonging to the extension of a class are more or less typical depending whether they are inside or at the border of the extension. We define the relations of inclusion and membership by distinguishing the interior, the border and the exterior of a class. The topological properties enable us to define rules of combination of the six relations \( \epsilon \text{-in, \epsilon \text{-bo, \epsilon \text{-ex, \epsilon \text{-in, \epsilon \text{-bo and \epsilon \text{-ex.}}} \]

3.3. Membership at the interior of a class

We define \( (X \epsilon \text{-in } F) \) if and only if \( X \) inherits all the properties of \( F \). Like the membership, the relation \( \epsilon \text{-in} \) is irreflexive, asymmetric and transitive. The relation \( \epsilon \text{-in} \) is a specification of the relation \( \epsilon \), therefore:

Rule R1: \( (X \epsilon \text{-in } F) \Rightarrow (X \in F)^2 \]

The heritage of property will be valid for the prototypic occurrences of the class, i.e.:

Rule R2: \( (X \epsilon \text{-in } F) \wedge (F \epsilon \text{-in } G) \Rightarrow (X \epsilon \text{-in } G) \]

R2bis: \( (X \epsilon \text{-in } F) \wedge (F \epsilon \text{-bo } G) \Rightarrow (X \epsilon \text{-bo } G) \)

3.4. Membership at the border of a class

We define \( (X \epsilon \text{-bo } F) \) if and only if \( X \) is an atypical individual entity of \( F \). Like the membership, the relation \( \epsilon \text{-bo} \) is irreflexive, asymmetric and intransitive. The relation \( \epsilon \text{-bo} \) is a specification of the relation \( \epsilon \), therefore:

Rule R3: \( (X \epsilon \text{-bo } F) \Rightarrow (X \in F)^3 \]

The heritage of property is valid for atypical occurrences of a class, only if these occurrences belong to the border:

Rule R4: \( (X \epsilon \text{-bo } F) \wedge (F \epsilon \text{-in } G) \Rightarrow (X \epsilon \text{-bo } G) \]

Rule R5: \( (X \epsilon \text{-bo } F) \wedge (F \epsilon \text{-bo } G) \Rightarrow (X \epsilon \text{-bo } G) \)

We consider that \( (X \epsilon \text{-cl } F) \Rightarrow (X \in F) \) and \( (F \subseteq \text{cl } G) \Rightarrow (F \subseteq G) \), because \( F \subseteq \text{cl}(F) \) and \( (X \epsilon \text{-cl } F) \Leftrightarrow (X \in \text{cl}(\text{Ext}(F)) \Rightarrow (F \subseteq G) \Rightarrow (F \subseteq \text{Ext}(G)). \)

1 Because \( \forall A \) a set, \( \text{in}(A) \subseteq A \).

2 Because \( \forall A \) a set, \( \text{bo}(A) \subseteq \text{cl } (A) \).

3.5. Inclusion at the interior of a class

We define \( (F \subseteq \text{in } G) \) if and only if \( F \) is a typical subclass of \( G \). Like inclusion, \( \subseteq \) is irreflexive, asymmetric and transitive. The relation \( \subseteq \) is a specification of the relation \( \subseteq \), therefore:

Rule R6: \( (X \subseteq \text{in } F) \Rightarrow (X \subseteq F)^2 \]

The transitivity of inclusion results in rules of composition of the relations \( \subseteq \) and \( \subseteq \text{-bo} : \)

Rule R7: \( (F \subseteq \text{in } G) \wedge (G \subseteq \text{bo } H) \Rightarrow (F \subseteq \text{bo } H) \]

Rule R8: \( (F \subseteq \text{bo } G) \wedge (G \subseteq \text{in } H) \Rightarrow (F \subseteq \text{bo } H) \)

3.6. Inclusion at the border of a class

We define \( (F \subseteq \text{bo } G) \) if and only if \( F \) is an atypical subclass of the class \( G \). Like inclusion, \( \subseteq \text{-bo} \) is asymmetric and transitive. However, \( \subseteq \text{-bo} \) is irreflexive. The relation \( \subseteq \text{-bo} \) is a specification of the relation \( \subseteq \), therefore:

Rule R9: \( (X \subseteq \text{bo } F) \Rightarrow (X \subseteq F)^3 \]

The transitivity of inclusion results in rules clarified in item 2.3., i.e.:

Rule R7: \( (F \subseteq \text{in } G) \wedge (G \subseteq \text{bo } H) \Rightarrow (F \subseteq \text{bo } H) \]

Rule R8: \( (F \subseteq \text{bo } G) \wedge (G \subseteq \text{in } H) \Rightarrow (F \subseteq \text{bo } H) \)

3.7. External membership and inclusion

We define \( (X \subseteq \text{-ex } F) \) if and only if \( X \) cannot belong neither the interior nor the border of \( F \) (and in the same way recursively for the subclasses of \( F \)). Thanks to inheritance, the relation \( \subseteq \text{-ex} \) is applied to more general classes:

Rule 10: \( (X \subseteq \text{-ex } F) \wedge (F \subseteq G) \Rightarrow (X \subseteq \text{-ex } G) \]

The relation \( \subseteq \text{-ex} \) is irreflexive, asymmetric and intransitive.

The relation \( \subseteq \text{-ex} \) corresponds to the relation of disjunction between classes, i.e. \( \subseteq \text{-ex} \) is irreflexive, symmetric and intransitive. The relation \( \subseteq \text{-ex} \) is propagated in the more specific classes:

Rule R11: \( (F \subseteq \text{-ex } G) \wedge (H \subseteq G) \Rightarrow (H \subseteq \text{-ex } F) \]

Rule R12: \( (F \subseteq G) \wedge (H \subseteq \text{-ex } G) \Rightarrow (H \subseteq \text{-ex } F) \)

Rule R13: \( (X \subseteq \text{-in } F) \wedge (H \subseteq \text{-ex } G) \Rightarrow (X \subseteq \text{-ex } G) \)

3.8. Topological interpretation of the two examples

Figure 3 represents an interpretation of Figure 1 using our topological relations. In particular, we notice that Paul is an atypical element of the class “Human being.”
Dotted arrows represent some possible deductions thanks to the rules of combination we defined in the previous section. For example:

(14) “Human being” is a typical class of “Animal” (statements 3 and 4 and \( \subset \)-in is transitive);

(15) “Peter” is a typical element of the “Animal” class (statement 14 and rule R2);

(16) “Paul” is an atypical element of the “Animal” class (statement 14 and rule R4).

Figure 4 represents an interpretation of Figure 2 using our topological relations. In particular, we notice that the class “Ostrich” is an atypical subclass of the class “Bird”. Dotted arrows represent some possible deductions thanks to the rules of combination we defined in the previous section.

For example:

(17) The class “Sparrow” is a typical subclass of the class “Which fly” (statements 9 and 10 and \( \subset \)-in is transitive);

(18) The class “Ostrich” is an atypical subclass of the class “Which fly” (statements 9 and 11 and rule R8).

4. Combination table of the six relations

With respects to the rules defined in section 3, we define the combination table of all the possibilities. An element \( R_z \) of the table represents the combination of an element \( R_x \) in lines and an element \( R_y \) in columns.

| \((A \times R_x) \land (B \times R_y) \Rightarrow (A \times R_z)\) | \(e\)-bo | \(e\)-in | \(e\)-ex | \(c\)-in | \(c\)-bo | \(c\)-ex |
|---------------------------------------------------------------|------|------|------|------|------|------|
| \(e\)-bo                                                   | NIL  | NIL  | NIL  | NIL  | NIL  | NIL  |
| \(e\)-in                                                   | NIL  | NIL  | NIL  | NIL  | NIL  | NIL  |
| \(e\)-ex                                                   | NIL  | NIL  | NIL  | NIL  | NIL  | NIL  |
| \(c\)-in                                                   | NIL  | NIL  | NIL  | NIL  | NIL  | NIL  |
| \(c\)-bo                                                   | NIL  | NIL  | NIL  | NIL  | NIL  | NIL  |
| \(c\)-ex                                                   | NIL  | NIL  | NIL  | NIL  | NIL  | NIL  |

Comments:

1. \(e\) is intransitive; 2. rule R4; 3. rule R2; 4. rule R10; 5. inheritance of properties is not in this direction; 6. \(c\)-in is transitive; 7. rule R5; 8. rule R2bis; 9. rule R7; 10. rule R8; 11. \(c\)-bo is transitive; 12. rule R11; 13. rule R12; 14. we can not conclude; 15. rule R13.

5. Scale of typicality

In this section, a scale of typicality, based on topology, is introduced. It enables to define degrees of typicality where individual elements belonging to a class are more or less typical. The most typical elements are the elements where there exists no doubt on their class membership. Atypical elements miss some properties of class’ typical elements which involve a reduction of their typicality degree.

For example, in the “Bird” class a “Sparrow” is more typical than a “Crow” because for the common sense (at least in France) birds are small. A “Hen” which flies hardly is less typical than a “Crow”, but more than an “Ostrich” which does not. These differences involve a scale of typicality. To model this scale of typicality, the thickness of the border of a class is introduced (see Figure 5).

![Figure 5: Thickness of the border of the “Birds” class](image)

The more elements with a low typicality degree are allowed to belong to a class, the more its border is thick. In our example, typicality degrees decrease with the loss of the flying property or in function of the common sense. Being given \(e\), an integer constant arbitrarily set, which model the thickness of the border, it is then possible to define the interior \(\text{in}(F, e)\), the exterior \(\text{ex}(F, e)\), and the border \(\text{bo}(F, e)\) of a class \(F\) in function of \(e\) in the following way.

5.1. Interior of \(F\) in function of \(e\), \(\text{in}(F, e)\)

if \(e = 0\), \(\text{in}(F, e) = \text{in}(F)\);

if \(e > 0\), \(\text{in}(F, e) = \text{in}(F)\);

\(x \in \text{in}(F, e) \Leftrightarrow \exists n \in N(x) : n \subset \text{in}(F, e-1)\), where \(N(X)\) represents the set of the neighbourhoods of \(X\).

5.2. Exterior of \(F\) in function of \(e\), \(\text{ex}(F, e)\)

if \(e = 0\), \(\text{ex}(F, e) = \text{ex}(F)\);

if \(e > 0\), \(\text{ex}(F, e) = \text{ex}(F)\);

\(x \in \text{ex}(F, e) \Leftrightarrow \exists n \in N(x) : n \cap F = \emptyset \land n \subset \text{ex}(F, e-1)\).

5.3. Border of \(F\) in function of \(e\), \(\text{bo}(F, e)\)

if \(e = 0\), \(\text{bo}(F, e) = \text{bo}(F)\);

if \(e > 0\), \(\text{bo}(F) \subset \text{bo}(F, e)\);

\(x \in \text{bo}(F, e) \Leftrightarrow \exists n \in N(x) : n \cap \text{in}(F, e) = \emptyset \land n \cap \text{ex}(F, e) = \emptyset\).
These definitions remain compatible with the classical operators of topology by defining:

\[ \text{ex}(F) = \bigcap_{i=0}^{e} \text{ex}(F, i) \]
\[ \text{in}(F) = \bigcap_{i=0}^{e} \text{in}(F, i) \]
\[ \text{bo}(F) = \bigcap_{i=0}^{e} \text{bo}(F, i) \]

Because the border has a thickness, it is then possible to define the interior border and the exterior border in the following way:

\[ x \in \text{bo}_{\text{in}}(F, e) \Leftrightarrow \exists n_e \in N(x), \forall n \in N(F) : n_e \subset n \land n_e \cap \text{in}(F, e) \neq \emptyset \]
\[ x \in \text{bo}_{\text{ex}}(F, e) \Leftrightarrow \exists n_e \in N(x), \forall n \in N(F) : n_e \subset n \land n_e \cap \text{ex}(F, e) \neq \emptyset \]

The interior border represents non-typical elements, i.e. elements with a lower typicality degree than typical elements of a class. The exterior border represents atypical elements which do not inherit all the properties of a class (see Figure 6).

![Figure 6: A concept in which the border has a thickness](image)

### 6. Conclusion

In this paper, the topological concepts of interior, border, closure and exterior are used to specify whether an individual entity belonging to a class is typical or not. By adapting these operators, a system of relations is defined. A scale of typicality is introduced. It enables to define levels of typicality where individual entities are more or less typical element of a class.

This model can be used by ontology builders during the modelisation process or maintenance. When a certain size is achieved by an ontology and an atypical entity is discovered, the cost of ontology redesign may be too expensive. This model facilitates the ontology maintenance by avoiding redesign.
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