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Machine learning has emerged as a promising approach to unveil properties of many-body systems. Recently proposed as a tool to classify phases of matter, the approach relies on classical simulation methods—such as Monte Carlo—which are known to experience an exponential slowdown when simulating certain quantum systems. To overcome this slowdown while still leveraging machine learning, we propose a variational quantum algorithm which merges quantum simulation and quantum machine learning to classify phases of matter. Our classifier is directly fed labeled states recovered by the variational quantum eigensolver algorithm, thereby avoiding the data reading slowdown experienced in many applications of quantum enhanced machine learning. We propose families of variational ansatz states that are inspired directly by tensor networks. This allows us to use tools from tensor network theory to explain properties of the phase diagrams the presented method recovers. Finally, we propose a nearest-neighbour (checkerboard) quantum neural network. This majority vote quantum classifier is successfully trained to recognize phases of matter with 99% accuracy for the transverse field Ising model and 94% accuracy for the XXZ model. These findings suggest that our merger between quantum simulation and quantum enhanced machine learning offers a fertile ground to develop computational insights into quantum systems.

Introduction. The best contemporary algorithms to emulate quantum systems using classical computers suffer from an exponential slowdown in limiting cases. A recent approach is to apply machine learning, which offers new techniques for large-scale data analysis. In particular, machine learning was recently proposed as a tool to recognize phases of matter \[6\,31\]. These methods still rely on Monte Carlo sampling (or alternative classical simulation methods) which suffers from an exponential slowdown induced by the so-called sign problem. Independently, quantum algorithms have also been proposed as a platform for machine learning \[4\,14\,15\,26\,28\]. In addition, unlike classical algorithms, quantum simulators are predicted to simulate quantum systems efficiently \[2\,3\,12\]. Here we merge quantum machine learning with quantum simulation, leveraging quantum mechanics to overcome two classical bottlenecks. Namely, we leverage quantum algorithms as a tool to simulate quantum systems by preparing states which are labeled and fed into a quantum classifier. The later removes the data reading slowdown experienced in many applications of quantum enhanced machine learning. While the former utilizes quantum simulators to avoid classical methods with known limitations. We also replace the standard unitary coupled cluster ansatz found in implementations of the variational quantum eigensolver \[23\] with families of tensor network ansatz states.

The idea of machine learning is to recognize patterns in data. Using machine learning techniques, one can analyze the phase diagrams of strongly interacting quantum systems and thus directly address system properties. In this approach, Monte Carlo samples of such systems are used as input data and classified using supervised \[6\,31\] or unsupervised \[33\] learning. This way, spin Hamiltonians of up to a few hundreds of entities can be studied. Nonetheless, for fermionic systems, the use of Monte Carlo methods is drastically restricted by the sign problem, leading to an exponential slowdown.

In the variational quantum circuits approach \[21\,34\], the quantum computer is required to prepare a sufficiently rich variety of probe states (or circuits, e.g. if the problem is to approximately compile a certain quantum gate \[18\]). This approach emerged in response to challenges to adopt quantum algorithms for existing hardware. A particular example, the variational quantum eigensolver (VQE), represents an implementation of variational quantum circuits which uses a quantum processor to prepare a family of states characterized by a polynomial number of parameters and minimizes the expectation value of a given Hamiltonian within this family. This approach is widely taken on small- and middle-size quantum computers \[7\,22\,23\].

In this Letter, we propose a way around the sign problem using a quantum computer. To classify the phases of a given quantum Hamiltonian, we first prepare its approximate ground states variationally, and then feed them as an input to a quantum classifier. In this respect, there is no need in sampling of microscopic configurations with Monte Carlo based methods. Instead, the classifier has direct access to the quantum states \[13\], yielding thus an effective realization of quantum-enhanced machine learning. To make this algorithm realizable on near-term quantum computers, we propose preparing the quantum states using shallow tensor network based circuits. Numerical tests show that this technique allows the quantum classifier to correctly recognize phase transition in transverse field spin models.
Tensor network ansatz states for VQE. VQE is a hybrid iterative quantum-classical algorithm used to approximate the ground state of a given Hamiltonian. It relies on preparing an ansatz state $|\psi(\theta)\rangle$ by applying a sequence of quantum gates $U(\theta)$ and sampling the expectation value of a given Hamiltonian relative to this state, followed by a classical optimizer to minimize the energy, $\langle \psi(\theta) | H | \psi(\theta) \rangle$. Within the VQE method, we approach the ground state of a given Hamiltonian using tensor networks ansatz states.

We proceed with representing the Hamiltonian as a sum of tensor products of Pauli operators:

$$H = \sum J_{\alpha_1 \alpha_2 \ldots \alpha_n} \sigma_{\alpha_1} \otimes \sigma_{\alpha_2} \otimes \cdots \otimes \sigma_{\alpha_n},$$

where $\alpha_i \in \{0, 1, 2, 3\}$ enumerate the Pauli matrices $\{1, X, Y, Z\}$. With the decomposition (1), individual terms of $\langle \psi(\theta) | H | \psi(\theta) \rangle$ can be estimated and variationally minimized elementwise using a classical-to-quantum process. In each iteration one prepares the state $|\psi(\theta)\rangle$ and measures each qubit in the local $X$, $Y$, or $Z$ basis, estimates the energy and updates $\theta$. This method can become scalable only if the number of terms in the Hamiltonian is polynomially bounded in the number of spins and the coefficients $J_{\alpha_1 \alpha_2 \ldots \alpha_n}$ are defined up to poly($n$) digits.

It is therefore not surprising that the performance of VQE crucially depends on the choice of the ansatz state. A common approach is to use the unitary version of the coupled cluster method, the unitary coupled cluster (UCC) ansatz. For interacting spin problems, the (non)unitary coupled cluster ansatz can be composed out of spin-flip operators. There is no known classical algorithm to efficiently implement this method, even when the series is truncated to lower-order terms. In principle, a quantum computer could efficiently prepare this state, truncated up to some $k$-th order using the Suzuki–Trotter decomposition. However, for a system of $n$ qubits it requires $O(n^k)$ unitary gates, making this technique out of reach for the available quantum computers. Still, even if UCC is truncated to single and double interactions (UCCSD), it requires $9n^2$ operations and necessitates applying some optimization strategy that would remedy this problem.

Instead, we test a number of shorter ansatz states inspired by tensor network states, namely (i) a rank-one circuit; (ii) a tree tensor network circuit (Fig. 2a); and (iii) a family of checkerboard-shaped circuits (Fig. 2b) with varying depth.

In particular, these states differ in the amount of entanglement they can support. In general, quantum states of $n$ qubits can be represented by $n$-index tensors, while quantum circuits are embodied by tensor networks. Each quantum gate is seen as a vertex, and each string is an index running through $\{0, 1\}$, while the maximum amount of entanglement is determined by the number of strings one needs to cut to separate the subsystems (see Fig. 1). Each string corresponds to at most one ebit of entanglement. An $n$-qubit state can contain at most $\lfloor n/2 \rfloor$ ebits of entanglement. To formalize the latter, suppose there exists a certain bipartition in the system that brings $n_1$ qubits to the first subsystem and $n_2$ qubits to the second. It is then possible to regroup the tensor state into a $2^{n_1} \times 2^{n_2}$ matrix. The rank of this matrix provides an upper bound to the amount of entanglement across this bipartition: a rank-$k$ state can support at most $\log_2 k$ ebits of entanglement, i.e. when it is in the maximally entangled state.

State preparation. We first approximate the ground state of a Hamiltonian by rank-one states. One can prepare any unentangled state using $2n$ gates by subsequently applying $R_x$ and $R_z$ rotations to each qubit. This ansatz essentially matches the first order truncation of UCC.

Fig. 2a illustrates a circuit implementing a tree tensor network state. Such a structure enables long-range correlations but limits the entanglement entropy that a state bipartition can potentially have: any contiguous region can be isolated by $O(1)$ cuts. It is easy to contract $\langle \psi_{\text{tree}} | A | \psi_{\text{tree}} \rangle$ classically with $A$ being a local observable and $|\psi_{\text{tree}}\rangle$ being a tree tensor network state. Noteworthy, there is some freedom in choosing the two-qubit blocks that comprise the tree TN. In principle,
one can implement any unitary in $SU(4)$ by using three controlled-NOTs and 15 single-qubit rotations [32]. However, we used two-qubit gates with fewer parameters $\xi$ to simplify the optimization:

$$U(\xi) = (R_z(\xi_5) \otimes R_z(\xi_3)) \circ$$
$$\circ R_{zz}(\xi_3) \circ (R_x(\xi_1) \otimes R_x(\xi_2)), \quad (2)$$

where $R_z(\xi) = e^{i\xi Z/2}$, $R_x(\xi) = e^{i\xi X/2}$, and $R_{zz}(\xi) = e^{i\xi Z \otimes Z/2}$. Remarkably, the block (2) is inspired by the parametrized Hamiltonian approach [22] and the unitary operators used in QAOA [10]. Of course, the ansatz with such blocks is weaker than it would be if each block implemented the entire $SU(4)$ group. However, such an ansatz would also have some redundancy as the ansatz gates are applied to a fixed $n$-qubit input state $|0\rangle^\otimes n$.

In a checkerboard tensor network, the entangling blocks are positioned in a checkerboard pattern as shown in Fig. 2. In the following, we impose periodic boundary conditions, meaning that the last qubit is linked to the first.

To isolate a region in a checkerboard tensor network state with $d$ layers, one has to cut at least $O(d)$ bonds regardless of the region size (if the region is very small, one can also make a “horizontal cut” of $O(L)$ bonds). Therefore, if we set the number of layers to be equal to $\lfloor \log_2(n) \rfloor$, the upper bound on the entanglement scaling is equal to that in critical one-dimensional systems. To implement any maximally entangled state, that is, a state with the maximum possible amount of ebits, one needs to cut $\lfloor \frac{n}{2} \rfloor$ bonds, which gives a lower bound of $2\lfloor \frac{n}{2} \rfloor$ layers for open boundary conditions and $\lfloor \frac{n}{2} \rfloor$ for periodic boundary conditions.

Quantum classifier. Not only can the checkerboard tensor network be used as a VQE ansatz but it also functions as a quantum majority vote classifier. Each VQE solution is labeled with “0” or “1” depending on whether the magnetic field is above or below the phase transition point. We then prepare a circuit made of two parts: the first part implements the VQE solution $U_{\text{VQE}}(\theta)$, the second one is the classifier $U_{\text{class}}(\varphi)$. We measure the output of the circuit in the $Z$-basis. Let $g_0$ and $g_1$ be the total number of measurements in which more than half of the qubits are in “0” or “1” states respectively. Finally, the classifier returns the predicted probability $p = g_1/(g_0 + g_1)$ for the state belonging to the class “1” being equal to the probability that the majority of qubits vote “1”, excluding ties. The log loss between the predicted labels and actual labels is used as a cost function to be minimized during the training using the SPSA algorithm.

Numerical results. To compare the performance of various VQE ansatz states, we apply our quantum circuit of $n = 10$ qubits to the transverse field Ising model (TFIM), which being exactly solvable [20, 24] serves for testing purposes. This model is specified by the Hamiltonian

$$H_{\text{TFIM}} = J \sum_{i=1}^{n} \sigma_i^z \sigma_{i+1}^z + h \sum_{i=1}^{n} \sigma_i^x, \quad J > 0, \quad h > 0, \quad (3)$$

where $\sigma_i^\alpha$ is the Pauli matrix $\alpha$ acting on the $i$th spin, and we impose periodic boundary conditions $\sigma_{n+1}^z = \sigma_1^z$.

The ground state of TFIM is determined by the trade-off between Heisenberg exchange coupling, the first term in (3), favoring collinear orientation of magnetic moments in $z$ direction, and the Zeeman coupling to the transverse magnetic field, the second term. The latter has the tendency to flip the $z$-component, being thus the source of ‘quantum fluctuations’ in the system. In a magnetically ordered state, a strong magnetic field $h \geq J$ destroys magnetic order even at zero temperature. This induces quantum fluctuations resulting in ground state restructuring, which is manifested by non-analiticity in the ground state energy of the quantum Hamiltonian [3].

It is therefore intuitively clear that in the absence of magnetic field, $h = 0$, or in the case of high spin polarization, $h = \infty$, the Hamiltonian is dominated by a single interaction, making the ground state disentangled so that even rank-one approximations could provide quantitatively correct results. Meanwhile, this is not the case at criticality, $h = J$, where the competition between two mechanisms in the Hamiltonian (3) favors the formation of highly entangled ground state.

In our numerical implementation, we use Qiskit [11] to simulate quantum circuits and L-BFGS-B method to update the parameters during the classical step of the VQE, while all measurements are assumed ideal. We scan the values of $h$ from 0 to $2J$. For $h = 0$, the optimization process started from a random point, then each additional point started from the previous solution. To eliminate any obviously sub-optimal solutions, we also ran the
Figure 4: Left: predicted probability of phase II as a function of magnetic field for transverse field Ising model. Right: predicted probability of phase II as a function of $J_z$ for the XXZ model. Roman numbers denote the phases I and II of the models.

scanning in the opposite direction and for each value of the field we keep the better result.

All ansatz states show an increase in error near the phase transition point (Fig. 3). With the increasing depth, the checkerboard states show better approximation. It is interesting to point out that the low-depth ansatz states, namely rank-one, tree tensor network and checkerboard states of depth one, all show surprisingly similar results, which is associated with the relative simplicity of the Hamiltonian (3). To feed the dataset into the classifier we prepare 100 data points using VQE with four-layered checkerboard ansatz states. This data was then shuffled and split into the training set (80%) and the test set (20%). Strikingly, the accuracy of the prediction achieves 99%. The outcome of the quantum classifier is presented in Fig. 4 (left).

Another exactly solved model which we use to test our classifier is the antiferromagnetic XXZ spin chain with the Hamiltonian:

$$H = \sum_{i=1}^{n} \left[ J_\perp (\sigma_i^x \sigma_{i+1}^x + \sigma_i^y \sigma_{i+1}^y) + J_z \sigma_i^z \sigma_{i+1}^z \right]. \quad (4)$$

From a physical perspective, (4) corresponds to a uniform exchange coupled system with a uniaxial anisotropy specified by $J_z$. At $|J_z| < J_\perp$, this model is in the XY, or planar, phase which is characterized by algebraic decay of equal-time spin-spin correlation functions. In the regime $J_z > J_\perp$ the Hamiltonian corresponds to the antiferromagnetic Ising state. The system undergoes a Berezinsky–Kosterlitz–Thouless type phase transition at $J_z = J_\perp$ is II. At the phase transition point, the ground state has the highest nearest-neighbour concurrence and a cusp in nearest-neighbour quantum discord.

This model has symmetry with respect to rotations in the $xy$ plane, as well as spin-flip symmetry. This fact allows us to augment the training data. Given a VQE approximation, we can create another, equally good approximation by applying a rotation or spin-flip. The structure of the VQE ansatz is conserved in the sense that the new states are produced by the same quantum circuit with different control parameters (see Supplemental Material for more details). In total, we produce 4000 data points.

Despite being more subtle, the phase transition in the XXZ model is also correctly learned by the classifier, yielding correct labels on 94.6 % of test data (Fig. 4, right). In this case, we have added two more layers to the classifier circuit to increase the accuracy.

Conclusions. We proposed a method of classifying phases of matter using a quantum machine learning algorithm paired with quantum simulation. In our numerical tests we achieved 99% accuracy for the transverse field Ising model with a 4-layered classifier and 94% accuracy for the XXZ model with a 6-layered classifier. The quantum classifier works intrinsically with quantum data, providing advantage over the classical methods based on Monte-Carlo sampling.
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Appendix A: Supplemental Material

1. Data augmentation for the XXZ model

The XXZ Hamiltonian is symmetric with respect to spin flips and $xy$ plane rotations. Despite the fact that its ground state is non-degenerate, applying these symmetries to a VQE state produces a different state with the same energy, which is an equally valid data point. Thankfully, these actions can be easily performed on the checkerboard states without changing their structure.

Let us start considering rotation symmetry. This rotation is implementing by applying a $Z$ rotation to each qubit:

$$U_{rot} = (e^{i \varphi Z})^\otimes n. \quad (A1)$$

In the ansatz we deloped, the two-qubit blocks precede $Z$ rotations. So, applying this symmetry amounts to changing the angles in the $Z$ rotations of the last checkerboard layer by $\varphi$.

Somewhat more complicated is the application of spin flips. We consider spin flips as applying one of $X,Y,$ or $Z$ operations to all spin simultaneously. The Z spin flip is a special case of the $Z$ rotation(s). The $Y$ flip can be composed out of $X$ and $Z$ flips, so we only need consider the $X$ flip. Consider the quantum circuit in Fig. 5.

Let us use the fact that $X$ and $Z$ Pauli matrices anticommute and push the $X$ gates to the front:

$$Xe^{i \varphi Z} = \cos \frac{\theta}{2} X + i \sin \frac{\theta}{2} XZ = (\cos \frac{\theta}{2} - i \sin \frac{\theta}{2} Z^2)X = e^{-i \varphi Z} X. \quad (A2)$$

Thus, if we push the $X$ gates to the left and invert the angles of the $Z$ rotations, the circuit remains invariant.

Now, the next gate is the $Z \otimes Z$ rotation. $[X \otimes X,Z \otimes Z] = 0$, therefore the $X$ gates can go through the $R_{Z\otimes Z}$ gate without any changes. Finally, the $X$ gates merge with the $X$ rotations by incrementing the angle by $\pi/2$. Thus, to augment the data with the spin-flipped states, one inverts the angles of the $Z$ rotations in the last layer, and increase the angles of the $X$ rotations in the last layer by $\pi/2$. 

Figure 5: Two-qubit entangler gate with additional X rotations applied.