1 Introduction

This work is a continuation of the paper [Za], where we introduced general
ized compressed algebras and began their study.

Before explaining our new results, let us recall the setting: we work with standard graded artinian algebras, i.e. artinian quotients

\[ A = R/I \]

of the polynomial ring \( R = k[x_1, \ldots, x_r] \), where the \( x_i \)’s have degree 1 and \( I \) is a homogeneous ideal of \( R \). We assume that
$k$ is a field of characteristic zero.

The $h$-vector of $A = \bigoplus_{i=0}^e A_i$ is $h(A) = h = (1, h_1, ..., h_e)$, where $h_i = \dim_k A_i$ and $e$ is the last index such that $\dim_k A_e > 0$. Since we may suppose that $I$ does not contain non-zero forms of degree 1, $r = h_1$ is defined to be the embedding dimension (emb.dim., in brief) of $A$.

The socle of $A$ is the annihilator of the maximal homogeneous ideal $\mathfrak{m} = (x_1, ..., x_r) \subset A$, i.e. $soc(A) = \{a \in A \mid a\mathfrak{m} = 0\}$. Since $soc(A)$ is a homogeneous ideal, we define the socle-vector of $A$ as $s(A) = s = (s_0, ..., s_e)$, where $s_i = \dim_k soc(A)_i$. Notice that $s_0 = 0$ and $s_e = h_e > 0$. The type of $s$ is $type(s) = \sum_{i=1}^e s_i$.

The minimum embedding dimension of a socle-vector $s$ (briefly, $\text{min.emb.dim.(s)}$) is defined as the least integer $r$ such that there exists any algebra $A$ with data $(r, s)$. It is easy to see that, if there exists an algebra with data $(r, s)$, then there also exists an algebra with data $(r + 1, s)$.

We will say that an $h$-vector $h$ is admissible for the pair $(r, s)$ if there exists an algebra $A$ with $\text{emb.dim.}(A) = r$, $s(A) = s$ and $h(A) = h$.

When the pair $(r, s)$ is clear from the context, we will simply say that $h$ is admissible.

We place a partial ordering on $h$-vectors of the same length, by defining $h \geq h'$ if every entry of $h$ is greater than or equal to the corresponding entry of $h'$. Using this ordering, given a pair $(r, s)$, two admissible $h$-vectors, $h$ and $h'$, are called comparable if either $h \geq h'$ or $h' > h$. Otherwise, $h$ and $h'$ are non-comparable.

Finally, given a pair $(r, s)$, define an admissible $h$-vector $h$ as a rela-
tive maximum for the set of all the admissible $h$-vectors if, for every other admissible $h'$ which is comparable with $h$, we have $h \geq h'$.

If $h \geq h'$ for every other admissible $h$-vector $h'$, i.e. if $h$ is the only relative maximum for the set of all the admissible $h$-vectors, we will simply say that $h$ is the maximum.

The problem of finding all the admissible $h$-vectors for a given pair $(r, s)$ seems very difficult in general, even in the Gorenstein case, i.e. when $s = (0, \ldots, 0, 1)$. Iarrobino (cf. [Ia]) and Fröberg and Laksov (cf. [FL]) considered a more restricted question. More precisely, Iarrobino, putting some natural restrictions on a given pair $(r, s)$, showed that any admissible $h$-vector is bounded from above by a certain maximal $h$, and defined an algebra $A$ with the data $(r, s)$ as compressed if this maximal $h$ satisfies $h = h(A)$; moreover, he proved that, under his hypotheses on $r$ and $s$, there always exists a compressed algebra.

This problem of Iarrobino’s was taken up again in [FL] by Fröberg and Laksov, who used a different approach.

We finally recall the seminal work on compressed algebras, Emsalem and Iarrobino’s 1978 article [EI].

In our previous paper [Za], we took a more general view and considered the following question: given any $(r, s)$, is there a maximum $h$ among all the admissible $h$-vectors? If such an $h$ exists, we defined as generalized compressed any algebra with the data $(r, s, h)$ (see [Za], Def. 2.7). Naturally, this more general definition coincides
with Iarrobino's in the cases satisfying his conditions, and, with our generalized definition, we enlarged the set of compressed algebras beyond those found in [Ia] and [FL].

Our main contributions in [Za] were: an upper-bound, sharper than that of Fröberg and Laksov, for the admissible $h$-vectors for a given pair $(r, s)$ (cf. [FL], Prop. 4, i) and [Za], Thm. A); the theorem that, under certain restrictions on $(r, s)$, our upper-bound is actually achieved by a generalized compressed algebra (cf. [Za], Thm. B). As we saw from some examples, the hypotheses of Theorem B of [Za] cannot (in general) be improved, i.e. under weaker conditions on the pair $(r, s)$, the upper-bound of [Za], Theorem A is not always admissible.

Instead, in Section 3 of this paper we will use a result of Cho and Iarrobino on Gorenstein $h$-vectors to exhibit a new class of socle-vectors that admit a generalized compressed algebra (whose $h$-vector is lower than the upper-bound given by [Za], Theorem A). In particular, we will deduce that for every socle-vector $s$ of type 2 there exists a generalized compressed algebra.

In Section 4, using Stanley’s characterization of Gorenstein $h$-vectors of embedding dimension 3, we will prove the most important result of this paper: there exist pairs $(r, s)$ that do not admit a generalized compressed algebra, i.e. for these pairs $(r, s)$ the set of all the admissible $h$-vectors has more than one relative maximum.

We will also show that (unfortunately??) the scenario can be as bad as we want, even in embedding dimension $r = 3$: for every $M > 0$
we will construct a pair \((3, s)\) whose set of admissible \(h\)-vectors has more than \(M\) different relative maxima.

A question which naturally arises now is the following: what are the pairs \((r, s)\) which admit a generalized compressed algebra?

At this stage it seems very difficult to give an answer to this question in the general case. Nevertheless, in Section 5 we will make a first step in this direction, limiting ourselves to a particular class of socle-vectors in embedding dimension 3.

The results obtained in this paper will be part of the author’s Ph.D. dissertation, written at Queen’s University (Kingston, Ontario, Canada), under the supervision of Professor A.V. Geramita.

2 Preliminary results

Fix \(r\) and \(s = (s_0 = 0, s_1, ..., s_e)\); from now on we may suppose, to avoid trivial cases, that \(r > 1\) and \(e > 1\). Recall that \(R = k[x_1, ..., x_r]\).

**Definition-Remark 2.1.** Following [FL], define, for \(d = 0, 1, ..., e\), the integers

\[
r_d = N(r, d) - N(r, 0)s_d - N(r, 1)s_{d+1} - ... - N(r, e - d)s_e,
\]
where
\[ N(r, d) = \dim_k R_d = \binom{r - 1 + d}{d}. \]
It is easy to show (cf. \([FL]\)) that \( r_0 < 0, r_e \geq 0 \) and \( r_{d+1} > r_d \) for every \( d \).
Define \( b \), then, as the unique index such that \( 1 \leq b \leq e \), \( r_b \geq 0 \) and \( r_{b-1} < 0 \).

Let us now recall briefly the main facts of the theory of Inverse Systems which we will use throughout the paper. For a complete introduction, we refer the reader to \([Ge]\) and \([IK]\).
Let \( S = k[y_1, ..., y_r] \), and consider \( S \) as a graded \( R \)-module where the action of \( x_i \) on \( S \) is partial differentiation with respect to \( y_i \).
There is a one-to-one correspondence between artinian algebras \( R/I \) and finitely generated \( R \)-submodules \( M \) of \( S \), where \( I \) is the annihilator of \( M \) in \( R \) and, conversely, \( M \) is the \( R \)-submodule of \( S \) which is annihilated by \( I \) (cf. \([Ge]\), Remark 1), p. 17).
If \( R/I \) has data \((r, s)\), then \( M \) is minimally generated by \( s_i \) elements of degree \( i \), for \( i = 1, ..., e \), and the \( h \)-vector of \( R/I \) is given by the number of linearly independent derivatives in each degree obtained by differentiating the generators of \( M \) (cf. \([Ge]\), Remark 2), p. 17).
In particular, Gorenstein algebras correspond to cyclic \( R \)-submodules of \( S \).
Notice that, given an \( R \)-submodule \( M \) of \( S \), if we construct a new \( R \)-submodule \( M' \) by adding \( t \) minimal generators in degree \( p \) to \( M \), then the \( h \)-vector of the algebra corresponding to \( M' \) is unchanged in degrees larger than \( p \), and it increases by exactly \( t \) in degree \( p \).
The number
\[ N(r, d) - r_d = N(r, 0)s_d + N(r, 1)s_{d+1} + \ldots + N(r, e-d)s_e \]
is an upper-bound for the number of linearly independent derivatives yielded in degree \( d \) by the minimal generators of \( M \) and, therefore, is also an upper-bound for the \( h \)-vector of \( R/I \). This is the reason for the introduction of the numbers \( r_d \).

**Proposition 2.2** (Fröberg-Laksov). Let \((r, s)\) be as above, \( r \geq \min.\emb.\dim.(s) \). Then an upper-bound for the \( h \)-vectors admissible for the pair \((r, s)\) is given by
\[ H = (h_0, h_1, \ldots, h_e), \]
where
\[ h_i = \min\{N(r, i) - r_i, N(r, i)\} \]
for \( i = 0, 1, \ldots, e \).

**Proof.** See \([FL], \text{Prop. 4, i})\). \(\square\)

**Remark 2.3.** A second proof of the proposition follows immediately from our comment about Inverse Systems and the numbers \( r_d \). The same upper-bound was already supplied by Iarrobino (cf. \([Ia])\) under the natural restriction \( s_1 = \ldots = s_{b-1} = 0 \), where \( b \) is as in Definition-Remark 2.1.

**Proposition 2.4** (Iarrobino, Fröberg-Laksov). Let \((r, s)\) be as
above, \( r \geq \min.\emb.\dim.(s) \). If, moreover, \( s_1 = \ldots = s_{b-1} = 0 \), then the upper-bound \( H \) yielded by Proposition 2.2 is admissible for the pair \( (r, s) \).

**Proof.** See \([Ja]\), Thm. II A; \([FL]\), Prop. 4, iv) and Thm. 14. \( \square \)

**Definition-Remark 2.5.** Let \( n \) and \( i \) be positive integers. The \textit{i-binomial expansion of} \( n \) is

\[
n_{(i)} = \binom{n_i}{i} + \binom{n_{i-1}}{i-1} + \ldots + \binom{n_j}{j},
\]

where \( n_i > n_{i-1} > \ldots > n_j \geq j \geq 1 \).

Under these hypotheses, the \( i \)-binomial expansion of \( n \) is unique.

Following \([BG]\), define, for any integer \( a \),

\[
(n_{(i)})_a = \binom{n_i + a}{i + a} + \binom{n_{i-1} + a}{i - 1 + a} + \ldots + \binom{n_j + a}{j + a}.
\]

A well-known result of Macaulay is:

**Theorem 2.6** (Macaulay). Let \( h = (h_i)_{i \geq 0} \) be a sequence of non-negative integers, such that \( h_0 = 1 \), \( h_1 = r \) and \( h_i = 0 \) for \( i > e \).

Then \( h \) is the \( h \)-vector of some standard graded artinian algebra if and only if, for every \( 1 \leq d \leq e - 1 \),

\[
h_{d+1} \leq ((h_d)_a)_a^{+1}.
\]

**Proof.** See \([St]\). \( \square \)
Lemma 2.7 (Bigatti-Geramita). Let $a, b$ be positive integers, $b > 1$. Then the smallest integer $s$ such that $a \leq (s(b-1))_{+1}^{+1}$ is

$$s = (a(b))_{-1}^{-1}.$$  

Proof. See [BG], Lemma 3.3. □

Remark 2.8. This result yields a lower-bound for the $i$-th entry of an $h$-vector, once the $(i+1)$-st entry is known. In terms of Inverse Systems, it supplies a lower-bound for the number of linearly independent first derivatives of any given set of linearly independent forms of degree $i+1$.

An upper-bound, sharper than that of Proposition 2.2, is:

Theorem 2.9 ([Za]). Let $(r, s)$ be as above, $r \geq \min \text{emb.dim.}(s)$. Then an upper-bound $H$ for the $h$-vectors admissible for the pair $(r, s)$ is given by

$$H = (h_0, h_1, ..., h_e),$$

where $h_0 = 1$, $h_1 = r$ and, inductively, for $2 \leq i \leq e$,

$$h_i = \min\{((h_{i-1} - s_{i-1})(i-1))_{+1}^{+1}, N(r, i) - r_i\}.$$  

Proof. See [Za], Thm. A. □
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Comparing the two upper-bounds, we have:

**Proposition 2.10 ([Za]).** The upper-bounds $H$ yielded by Proposition 2.2 and Theorem 2.9 coincide if and only if $s_0 = s_1 = \ldots = s_{b-2} = 0$ and

$$s_{b-1} \leq N(r, b-1) - ((N(r, b) - r_b)_{(b)})^{-1}_{-1}.$$

Otherwise, Theorem 2.9 yields a sharper $H$.

**Proof.** See [Za], Prop. 3.3. ⊓ ⊔

Before stating the next theorem, notice that we always have

$$\max\{N(r, b-1) - (N(r, b) - r_b), 0\} \leq N(r, b-1) - ((N(r, b) - r_b)_{(b)})^{-1}_{-1},$$

since clearly $((N(r, b) - r_b)_{(b)})^{-1}_{-1} \leq ((N(r, b) - r_b)$, and $r_b > 0$, whence

$$N(r, b-1) - ((N(r, b) - r_b)_{(b)})^{-1}_{-1} \geq N(r, b-1) - ((N(r, b))_{(b)})^{-1}_{-1} = 0.$$

**Theorem 2.11 ([Za]).** Fix $(r, s)$ and suppose that $s_0 = s_1 = \ldots = s_{b-2} = 0$. Then, for

$$s_{b-1} \leq \max\{N(r, b-1) - (N(r, b) - r_b), 0\},$$

the upper-bound $H$ of Proposition 2.2 and Theorem 2.9 (which is the same, by Proposition 2.10 and the observation above) is admissible for the pair $(r, s)$.

**Proof.** See [Za], Thm. 3.4. ⊓ ⊔
Recall that a vector \( v = (v_0, v_1, ..., v_e) \) is called differentiable if its first difference,

\[
\Delta v = ((\Delta v)_0 = 1, (\Delta v)_1 = v_1 - v_0, ..., (\Delta v)_e = v_e - v_{e-1}),
\]

is an \( O \)-sequence (i.e., it is the \( h \)-vector of some standard graded algebra). It is easy to see that if \( v \) is differentiable, then \( v \) is itself an \( O \)-sequence.

With this definition, we can state two important results about Gorenstein \( h \)-vectors:

**Theorem 2.12** (Stanley). Let \( h = (h_0, h_1, ..., h_e) \), \( h_1 = 3 \). Then \( h \) is a Gorenstein \( h \)-vector if and only if \( h \) is symmetric with respect to \( \frac{e}{2} \) and its first half, \( (h_0, h_1, ..., h_{\lfloor \frac{e}{2} \rfloor}) \), is differentiable.

**Proof.** See \([St]\), Thm. 4.2. \( \square \)

**Theorem 2.13** ([CI]). Let \( h = (h_0, h_1, ..., h_e) \) be an \( h \)-vector, symmetric with respect to \( \frac{e}{2} \), whose first half, \( (h_0, h_1, ..., h_{\lfloor \frac{e}{2} \rfloor}) \), is differentiable. Then \( h \) is a Gorenstein \( h \)-vector.

**Proof.** See \([CI]\). \( \square \)

Finally, in Section 5 we will need Theorem B of \([Za]\), which is a generalization of Theorem 2.11 to any socle-vector \( s \).

**Definition-Remark 2.14.** Fix the pair \( (r, s) \), where \( r \geq \min.\emb.dim.(s) \),
and let the $h$-vector $H$ be as in Theorem 2.9. Define $c$ as the largest integer such that $h_c$ is generic (i.e. $h_c = N(r, c)$), and $t$ as the largest integer such that

$$h_t = ((h_{t-1} - s_{t-1})_{(t-1)})^{+1}_{+1} + 1 < N(r, t) - r_t,$$

where we set $(1(0))^{+1}_{+1} = r$ and $((h_{-1} - s_{-1})_{(-1)})^{+1}_{+1} = 1$, in order to avoid pathological cases.

It is easy to see that $0 \leq t \leq e - 1$ and $1 \leq c \leq t + 1$.

**Theorem 2.15 ([Za]).** Let $(r, s)$ be as above, $r \geq \min.\text{emb.dim.}(s)$, and the upper-bound $H$ given by Theorem 2.9. Then $H$ is admissible in the following cases:

1) $c = t + 1$;

2) $c = t$ and $s_c \leq \max\{N(r, c) - h_{c+1}, 0\}$;

3) $c \leq t - 1$ and $s_c \geq N(r, c) - c$.

**Proof.** See [Za], Thm. B. □
3 Generalized compressed algebras: a special class of socle-vectors

In this section we study the existence of generalized compressed algebras having embedding dimension $r$ for the class of socle-vectors $s = (s_0 = 0, s_1, \ldots, s_e)$, where $s_e = 1$ and only one more entry, say $s_p$, is non-zero, making use of Inverse Systems and the properties of Gorenstein $h$-vectors.

In our Theorem 3.1 below the reader will notice the restriction $1 \leq s_p \leq r - 1$. That this condition is necessary for the conclusion of the theorem will be shown in Example 4.1. In fact, we will see in the next section that, already in emb.dim. 3, the case $s_p \geq r$ leads to a completely different scenario. Also in emb.dim. $r \geq 4$, as we will see from Example 3.4, the study of the case $s_p \geq r$ would be very different, requiring knowledge of Gorenstein $h$-vectors beyond the state of the art.

Notice that, under the hypotheses on $s$ that we made above, i.e. that the socle is concentrated in degrees $p$ and $e$ and $s_e = 1$, by Definition 2.1 we have

$$r_i = N(r, i) - N(r, p - i)s_p - N(r, e - i)$$

for $0 \leq i \leq p$, and

$$r_i = N(r, i) - N(r, e - i)$$

for $p < i \leq e$. 
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Theorem 3.1. Fix \((r, s = (s_0 = 0, ..., s_p, ..., s_e))\), \(r \geq \min \text{emb.dim.}(s)\), where \(1 \leq s_p \leq r - 1\) for some \(p < e\), \(s_e = 1\) and \(s_i = 0\) otherwise.

Then: 1). There exists a generalized compressed algebra for the pair \((r, s)\).

Moreover, if we let \(H = (1, h_1, ..., h_e)\) denote the \(h\)-vector of this generalized compressed algebra, then:

2). a). If \(p \geq \frac{e}{2}\), then \(H\) is the upper-bound of Proposition 2.2, i.e.

\[ h_i = \min\{N(r, i) - r_i, N(r, i)\} \]

for \(i = 0, 1, ..., e\);

b). If \(p < \frac{e}{2}\), then \(H\) is as follows:

\[ h_i = N(r, i) \text{ for } i = 0, ..., p, \]

\[ h_{p+a} = ((N(r, p) - s_p)_{(p)})^a \text{ for } a = 1, ..., \lfloor \frac{e}{2} \rfloor - p, \]

\[ h_i = h_{e-i} \text{ for } i > \lfloor \frac{e}{2} \rfloor, i \neq e - p \]

and

\[ h_{e-p} = h_p - s_p = N(r, p) - s_p. \]

Since in the level case (i.e. when the socle is concentrated only in the last degree) the existence of (generalized) compressed algebras is well-known (e.g., it follows from Proposition 2.4), it is immediate from Theorem 3.1 that:

Corollary 3.2. Fix \((r, s)\), \(r \geq \min \text{emb.dim.}(s)\). If \(\text{type}(s) = 2\), then there always exists a generalized compressed algebra (and its
$h$-vector is given by Theorem 3.1).

Since in emb.dim. 2 we already know that a generalized compressed algebra always exists (see [Za], Prop. 3.12), it also follows from Theorem 3.1 that:

**Corollary 3.3.** Fix $(r, s)$, $r \geq \min\text{.emb.dim.}(s)$. If type$(s) = 3$, with $s_e = 1$ and $s_p = 2$ for some $p < e$, then there exists a generalized compressed algebra (and its $h$-vector is given by Theorem 3.1).

**Proof of Theorem 3.1.** Case $p > \frac{e}{2}$. We first determine the integer $b$ associated to $(r, s)$ (see Definition-Remark 2.1). Consider $r_p$; as we have observed before the statement of the theorem,

$$r_p = N(r, p) - s_p - N(r, e - p).$$

Since $p > e - p$, then $N(r, p) \geq N(r, e - p + 1)$. Furthermore, since $s_p \leq r - 1$, we obtain

$$r_p \geq N(r, e - p + 1) - N(r, e - p) - (r - 1) = N(r - 1, e - p + 1) - (r - 1),$$

which is greater than or equal to 0, since $e - p + 1 \geq 1$. Therefore $b \leq p$. Thus $s_1 = \ldots = s_{b-1} = 0$, whence it follows, by Proposition 2.4, that the upper-bound $H$ of Proposition 2.2 is admissible.

Case $p = \frac{e}{2}$. Of course now $e$ is even. As in the previous case, we seek the integer $b$ associated to $(r, s)$. As in the observation before the statement,

$$r_p = r_{\frac{e}{2}} = N(r, \frac{e}{2}) - s_p - N(r, \frac{e}{2}) = -s_p < 0$$
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and
\[ r_{p+1} = r_{\frac{e}{2}+1} = N(r, \frac{e}{2} + 1) - N(r, \frac{e}{2} - 1) > 0. \]
Hence \( b = \frac{e}{2} + 1 \), i.e. \( p = b - 1 \), and therefore \( s_1 = ... = s_{b-2} = 0 \).
We now want to show that \( s_{b-1} \leq \max\{0, N(r, b-1) - (N(r, b) - r_b)\} \), in order to use Theorem 2.11.

\[
\begin{align*}
\max\{0, N(r, b-1) - (N(r, b) - r_b)\} &= \max\{0, N(r, \frac{e}{2}) - N(r, \frac{e}{2} + 1) + N(r, \frac{e}{2} + 1) - N(r, \frac{e}{2} - 1)\} \\
&= \max\{0, N(r, \frac{e}{2}) - N(r, \frac{e}{2} - 1)\} = N(r, \frac{e}{2}) - N(r, \frac{e}{2} - 1) \\
&= N(r - 1, \frac{e}{2}) \geq r - 1 \geq s_p = s_{b-1}.
\end{align*}
\]

Therefore we are in the hypotheses of Theorem 2.11, and it follows that the upper-bound \( H \) of Proposition 2.2 is admissible.

**Case** \( p < \frac{e}{2} \). By Inverse Systems, any \( h \)-vector \( h \) which is admissible for our pair \((r, s)\) must have the entries of degrees \( p + 1, ..., e \) equal to the number of linearly independent derivatives of some form \( F \) of degree \( e \). Since the \( h \)-vector of \( R/Ann(F) \) is Gorenstein and therefore symmetric, in degrees \( p \) and \( e - p \) it must be less than or equal to \( N(r, p) - s_p \), in order to leave room for \( s_p \) more linearly independent forms of degree \( p \); thus, by the symmetry of the Gorenstein \( h \)-vectors and Theorem 2.6, it follows that the \( H \) described in the statement for \( p < \frac{e}{2} \) is an upper-bound for the admissible \( h \)-vectors for our pair \((r, s)\).

It remains to show that \( H \) is admissible. Notice that this is true if the symmetric \( h \)-vector whose first half is given by
\[ v_0 = N(r, 0), v_1 = N(r, 1), ..., v_{p-1} = N(r, p-1), \]
\[ v_p = N(r, p) - s_p, \quad v_{p+1} = ((N(r, p) - s_p)_{(p)})^{1}_{1}, \]
\[ v_{p+2} = ((N(r, p) - s_p)_{(p)})^{2}_{2}, \ldots, v_{\left\lfloor \frac{e}{2} \right\rfloor} = ((N(r, p) - s_p)_{(p)})^{\left\lfloor \frac{e}{2} \right\rfloor - p}_{\left\lfloor \frac{e}{2} \right\rfloor - p} \]

is a Gorenstein \( h \)-vector. To see why this is so, observe that, if this is a Gorenstein \( h \)-vector, then there exists a form of degree \( e \) which yields \( N(r, p) - s_p \) derivatives in degree \( p \); therefore, if we now add \( s_p \) generators in that degree to our Inverse System, we immediately obtain \( H \).

We turn now to the proof that the vector

\[ v = (v_0, v_1, \ldots, v_{\left\lfloor \frac{e}{2} \right\rfloor}) \]

is the first half of a Gorenstein \( h \)-vector. Since, by Theorem 2.13, any symmetric \( h \)-vector whose first half is differentiable is a Gorenstein \( h \)-vector, it is enough to show that the vector \( v \) is differentiable.

Let

\[ \Delta v = ((\Delta v)_0 = 1, (\Delta v)_1 = v_1 - v_0, \ldots, (\Delta v)_{\left\lfloor \frac{e}{2} \right\rfloor} = v_{\left\lfloor \frac{e}{2} \right\rfloor} - v_{\left\lfloor \frac{e}{2} \right\rfloor - 1}) \]

be the first difference of \( v \). Then we have:

i) \[ (\Delta v)_i = N(r, i) - N(r, i - 1) = N(r - 1, i) \]
for \( i = 0, \ldots, p - 1; \)

ii) \[ (\Delta v)_p = N(r, p) - s_p - N(r, p - 1) = N(r - 1, p) - s_p; \]

iii) \[ (\Delta v)_{p+a} = ((N(r, p) - s_p)_{(p)})^{a}_{a} - ((N(r, p) - s_p)_{(p)})^{a-1}_{a-1} \]
for $a = 1, \ldots, \left\lceil \frac{e}{2} \right\rceil - p$.

From $i)$ and $ii)$ we immediately obtain that $\Delta v$ is an $O$-sequence up to degree $p$. Thus, by $ii)$ and $iii)$, it is enough to show that

$$((N(r - 1, p) - s_p)_{(p)})^1_1 \geq ((N(r, p) - s_p)_{(p)})^1_1 - (N(r, p) - s_p) \quad (1)$$

and that, for $j \geq 1$,

$$((N(r, p) - s_p)_{(p)})^j_j - ((N(r, p) - s_p)_{(p)})^{j-1}_{j-1})^1_1$$

$$\geq ((N(r, p) - s_p)_{(p)})^{j+1}_{j+1} - ((N(r, p) - s_p)_{(p)})^j_j. \quad (2)$$

We will, in fact, show that equality holds in (1) and (2).

Since

$$N(r, p) = \binom{r + p - 1}{p} = \binom{r + p - 2}{p} + \binom{r + p - 3}{p - 1}$$

$$+ \ldots + \binom{r}{2} + \binom{r - 1}{1} + 1$$

and $1 \leq s_p \leq r - 1$, we have that

$$(N(r, p) - s_p)_{(p)} = \binom{r + p - 2}{p} + \ldots + \binom{r}{2} + \binom{r - s_p}{1} \quad (3)$$

and, in a similar fashion,

$$(N(r - 1, p) - s_p)_{(p)}$$

$$= \binom{r + p - 3}{p} + \ldots + \binom{r - 1}{2} + \binom{r - 1 - s_p}{1}. \quad (4)$$

(Note that, if $s_p = r - 1$, then the r.h.s. of (4) finishes with $\frac{r - 1}{2}$.)

So, to continue the argument, we should really separate the two cases $s_p = r - 1$ and $s_p < r - 1$. We will continue the proof only for
the case $s_p < r - 1$, the other one having no different features). Therefore, by (3) and (4), showing equality in (1) is equivalent to showing that

\[
\binom{r+p-2}{p+1} + \binom{r+p-3}{p} + \ldots + \binom{r}{3} + \binom{r-s_p}{2} = \binom{r+p-1}{p+1} + \binom{r+p-2}{p} + \ldots + \binom{r+1}{3} + \binom{r+1-s_p}{2} - \binom{r-1+p}{p} + s_p.
\]

(5)

It is easy to check that, for any integers $a$ and $b$ such that $a - 1 \geq b \geq 1$, we have the equality

\[
\binom{a}{b} - \binom{a-1}{b} = \binom{a-1}{b-1}.
\]

(6)

By (6), a simple calculation shows that (5) can be rewritten as

\[
\binom{r-1+p}{p} - s_p = \binom{r+p-2}{p} + \binom{r+p-3}{p-1} + \ldots + \binom{r}{2} + \binom{r-s_p}{1},
\]

which is true by (3). This proves equality in (1).

Now we want to show equality in (2). By (3) and (6), we can see that the l.h.s. of (2) is equal to

\[
((\binom{r+p+j-2}{p+j} - \binom{r+j-1}{j+1}) + \binom{r+j-s_p-1}{j+1})_{(p+j)}!.
\]

(7)

It is easy to check that

\[
\binom{r+p+j-2}{p+j} - \binom{r+j-1}{j+1}
\]

\[
= \binom{r+p+j-3}{p+j} + \binom{r+p+j-4}{p+j-1} + \ldots + \binom{r+j}{j+3} + \binom{r+j-1}{j+2}.
\]

Therefore (7) is easily seen to equal

\[
\binom{r+p+j-1}{p+j+1} - \binom{r+j}{j+2} + \binom{r-s_p+j}{j+2}.
\]

(8)
Similarly, the r.h.s. of (2), by (3) and (6), becomes
\[
\left( \frac{r + p + j - 1}{p + j + 1} \right) - \left( \frac{r + j}{j + 2} \right) + \left( \frac{r - s_p + j}{j + 2} \right),
\]
which is equal to (8). This completes the proof of the theorem. □

Example 3.4. Now we will see that Cho and Iarrobino’s theorem (see Theorem 2.13), which was a fundamental tool in our proof of Theorem 3.1, is no longer useful if we drop the hypothesis \( s_p \leq r - 1 \).

For instance, let \( r = 4, s = (0, 0, 0, 4, 0, 0, 0, 0, 1) \). Then, reasoning as in Theorem 3.1, an upper-bound for the admissible \( h \)-vectors for the pair \((r, s)\) is
\[
H = (1, 4, 10, 20, 25, 16, 10, 4, 1).
\]

But the first difference of \((1, 4, 10, 16, 25)\) is \((1, 3, 6, 6, 9)\), which is not an \(O\)-sequence; therefore Theorem 2.13 is not applicable. (Actually, it can be shown that the \(h\)-vector \(H\) is not admissible. However, we still do not know if there exists a generalized compressed algebra for this pair \((r, s)\)).

The problem in studying the case \(s_p \geq r\) for \(r \geq 4\) is that, today, very little is known about Gorenstein \(h\)-vectors whose first half is not differentiable.

In emb.dim. \(r = 3\), instead, we will see in the next section how bad the scenario can be for \(s_p \geq r\).
4 Generalized compressed algebras: cases of non-existence

In this section, as we already mentioned, we will show that there are cases where a generalized compressed algebra does not exist, and that, moreover, the way this pathology occurs can be arbitrarily bad. To do this, we will make strong use of both Inverse Systems and Stanley’s characterization of Gorenstein $h$-vectors of emb.dim. 3 (see Theorem 2.12).

**Example 4.1.** Let $r = 3$, $s = (0, 0, 0, 3, 0, 0, 0, 1)$. Then, for any $h$-vector $h = (h_0, h_1, ..., h_8)$ admissible for this pair $(r, s)$, by Inverse Systems and Macaulay’s theorem (2.6), we must have $h_5 \leq 7$; in fact, for $i \geq 4$, the $h_i$’s are given by the final part of a Gorenstein (hence symmetric) $h$-vector whose entry of degree 3 must be less than or equal to 7, in order to allow $s_3 = 3$.

A Gorenstein $h$-vector starting with $(1, 3, 6, 7)$ has first difference starting with $(1, 2, 3, 1)$. Then, by Theorem 2.12, since $(1^{(3)})_1 = 1$, the maximal entry of this $h$-vector in degree 4 can be $7 + 1 = 8$, and $(1, 3, 6, 7, 8, 7, 6, 3, 1)$ is a Gorenstein $h$-vector. Using Inverse Systems, we know that there is a form of degree 8 which yields this $h$-vector. Since $s_3 = 3$, if now we add 3 generators in degree 3 to our Inverse System, we immediately obtain $H' = (1, 3, 6, 10, 8, 7, 6, 3, 1)$, which therefore is admissible and is also a relative maximum for the admissible $h$-vectors for our pair $(r, s)$.

Similarly, by Stanley’s theorem, $(1, 3, 5, 7)$ has maximal growth equal
to $7 + 2 = 9$ in degree 4, and $(1, 3, 5, 7, 9, 7, 5, 3, 1)$ is a Gorenstein $h$-vector. Therefore, reasoning as above, we can see that also $H'' = (1, 3, 6, 10, 9, 7, 5, 3, 1)$ is admissible and is a relative maximum for the admissible $h$-vectors for our pair $(r, s)$.

Since $H'$ and $H''$ are different, it follows that the pair $(r, s)$ of this example admits no generalized compressed algebra.

It also can be checked that $H'$ and $H''$ are the only two relative maxima for the admissible $h$-vectors for this pair $(r, s)$. We will see from the next theorem that things may be even worse: in fact the number of different relative maximal $h$-vectors for any pair $(r, s)$ is not bounded from above, even in emb.dim. 3.

**Theorem 4.2.** For every $M > 0$ there exists a pair $(3, s)$ such that the set of its admissible $h$-vectors has more than $M$ different relative maxima.

**Proof.** Fix $n \geq 2$. Let $r = 3$ and $s = (s_0, s_1, ..., s_e)$, where $e = 4n$, $s_{4n} = 1$, $s_{2n-1} = 2n+1$ and $s_i = 0$ otherwise. Consider the $n$ vectors of the form

$H = (1, 3, 6, ..., N(3, 2n-1), h_{2n}, h_{2n+1}, h_{2n+2}, N(3, 2n-3), ..., 6, 3, 1),$

where the tuple $(h_{2n}, h_{2n+1}, h_{2n+2})$ assumes the values:

$$(N(3, 2n - 2) - 1, N(3, 2n - 2) - 1, N(3, 2n - 2) - 1),$$

$$(N(3, 2n - 2), N(3, 2n - 2) - 1, N(3, 2n - 2) - 2),$$

$$(N(3, 2n - 2) + 1, N(3, 2n - 2) - 1, N(3, 2n - 2) - 3),$$

22
\[ (N(3,2n-2) + n - 2, N(3,2n-2) - 1, N(3,2n-2) - n). \]

These are easily seen to be \( h \)-vectors of artinian algebras, by Macaulay’s theorem, since they are generic up to degree \( 2n - 1 \) and then they are non-increasing.

We want to show that all these \( n \) \( h \)-vectors are relative maxima in the set of the admissible \( h \)-vectors for the pair \((3,s)\) defined above.

First we show that they themselves are admissible.

Notice that the midpoint of these \( h \)-vectors occurs in degree \( 2n \), and that

\[ h_{2n+1} + s_{2n-1} = N(3,2n-2) - 1 + (2n + 1) = N(3,2n-1), \quad (9) \]

which is equal to the (generic) entry of degree \( 2n - 1 \) of all of our \( n \) \( h \)-vectors.

Hence, showing that these \( h \)-vectors are admissible means showing that the \( n \) symmetric \( h \)-vectors whose first half is given by

\[ v = (1,3,6,\ldots,N(3,2n-3),h_{2n+2},h_{2n+1},h_{2n}) \]

are Gorenstein \( h \)-vectors.

In fact, using Inverse Systems, each of these Gorenstein \( h \)-vectors is generated by a form of degree \( 4n \). Hence, if now we add \( s_{2n-1} = 2n + 1 \) generators in degree \( 2n - 1 \) to our Inverse Systems, by (9) we easily obtain the \( n \) \( h \)-vectors above.

Therefore, by Theorem 2.12, it is enough to show that \( v \) is differentiable for each of the \( n \) choices of \((h_{2n},h_{2n+1},h_{2n+2})\) described above.
The first difference of \( v \) is

\[
\Delta(v) = (\Delta(v)_0 = 1, \Delta(v)_1 = 2, \ldots, \Delta(v)_{2n-3} = 2n - 2, \\
\Delta(v)_{2n-2} = h_{2n+2} - N(3, 2n - 3), \Delta(v)_{2n-1} = h_{2n+1} - h_{2n+2}, \\
\Delta(v)_{2n} = h_{2n} - h_{2n+1}).
\]

Notice that \( \Delta(v) \) is generic up to degree \( 2n - 3 \). In order to prove that it is an \( O \)-sequence, it suffices to show that it does not increase from degree \( 2n - 3 \) to degree \( 2n \). We have:

\[
\Delta(v)_{2n-2} = h_{2n+2} - N(3, 2n - 3) \leq (N(3, 2n - 2) - 1) - N(3, 2n - 3) \\
= 2n - 2 = \Delta(v)_{2n-3}.
\]

\[
\Delta(v)_{2n-2} \geq \Delta(v)_{2n-1} \text{ is clearly equivalent to } 2h_{2n+2} \geq N(3, 2n - 2) - 1 + N(3, 2n - 3), \text{ and this is easy to check, since } h_{2n+2} \geq N(3, 2n - 2) - n.
\]

Finally, by definition, we immediately have \( \Delta(v)_{2n-1} = \Delta(v)_{2n} \). Hence we have shown that \( \Delta(v) \) is an \( O \)-sequence, and therefore that the \( n \) \( h \)-vectors \( H \) defined above are admissible for our pair \((r, s)\).

It remains to show that they are relative maxima. The entries up to \( N(3, 2n - 1) \) are naturally maximal, and the same holds for the entries from \( N(3, 2n - 3) \) on, since, by Proposition 2.2, they are the final entries of an upper-bound for the Gorenstein \( h \)-vectors.

The entry \( h_{2n+1} = N(3, 2n - 2) - 1 \) is also maximal. In fact, using Inverse Systems, the second half of our \( h \)-vectors \( H \) is generated by a form of degree \( 4n \), which, by symmetry, has \( h_{2n+1} \) derivatives in degree \( 2n - 1 \). Since, in our Inverse Systems for \( H \), we also have
\[ s_{2n-1} = 2n + 1 \] generators of degree \(2n - 1\), it immediately follows that

\[ h_{2n+1} \leq N(3, 2n - 1) - (2n + 1) = N(3, 2n - 2) - 1; \]

hence the entry \(h_{2n+1} = N(3, 2n - 2) - 1\) is maximal.

Now consider the first tuple \((h_{2n}, h_{2n+1}, h_{2n+2})\), i.e.

\[ (N(3, 2n - 2) - 1, N(3, 2n - 2) - 1, N(3, 2n - 2) - 1). \]

Using Inverse Systems as above, since, by Theorem 2.12, Gorenstein \(h\)-vectors in emb.dim. 3 are unimodal (i.e. they do not increase once they start decreasing), we have at once that the value \(N(3, 2n - 2) - 1\) is maximal for \(h_{2n+2}\). Hence, by Stanley’s theorem, we obtain \(h_{2n} = N(3, 2n - 2) - 1\). Therefore it follows that the \(h\)-vector \(H\) corresponding to the first tuple is a relative maximum.

Now, arguing as above, by Inverse Systems and Theorem 2.12 it is easy to see that also the remaining \(n - 1\) \(h\)-vectors \(H\) described above are relative maxima.

Therefore, we have shown that, for each \(n \geq 2\), the set of the admissible \(h\)-vectors for the pair \((3, s)\) defined above has at least \(n\) different relative maxima (actually, it can be seen that there are more than \(n\) relative maxima for \(n \geq 4\)). This clearly completes the proof of the theorem. □
5 Generalized compressed algebras: characterization in a particular case

As we already stated in the Introduction, it would be very interesting to have a complete characterization of the pairs \((r, s)\) which admit a generalized compressed algebra. In general, today, this problem seems very hard to attack. However, in embedding dimension \(r = 3\), there are cases where we can be successful.

**Theorem 5.1.** Let \(r = 3\), \(s = (0, ..., s_p, ..., s_e)\), \(3 \geq \min.\text{emb.dim.}(s)\). Suppose that \(s_p \geq 1\) for some \(p < e\), \(s_e = 1\) and \(s_i = 0\) otherwise. Then there exists a generalized compressed algebra for the pair \((3, s)\) if and only if one of the following holds:

\[ \begin{align*}
  i) & \ p < \left\lfloor \frac{e}{2} \right\rfloor \text{ and either } s_p \leq 2 \text{ or } s_p \geq N(3, p) - p; \\
  ii) & \ p \geq \left\lfloor \frac{e}{2} \right\rfloor.
\end{align*} \]

Equivalently, there does not exist a generalized compressed algebra for the pair \((3, s)\) above if and only if:

\[ p < \left\lfloor \frac{e}{2} \right\rfloor \text{ and } 3 \leq s_p < N(3, p) - p. \]

**Proof.** We begin by showing that there exists a generalized compressed algebra in all the cases mentioned in the statement.

\( i) \). Let \( p < \left\lfloor \frac{e}{2} \right\rfloor \). If \( s_p \leq 2 \), then there exists a generalized compressed algebra by Theorem 3.1, 2) b).

Now consider \( s_p \geq N(3, p) - p \). Since \( N(3, p) - s_p \leq p \), we have
\((\mathcal{N}(3, p) - s_p)_{(j)}\)

\[ 1 = \mathcal{N}(3, p) - s_p \text{ for every } j \geq p. \]

Therefore the upper-bound \( H \) given by Theorem 2.9 for this pair \((3, s)\) is

\((1, h_1, \ldots, h_e),\)

where

\[ h_i = \begin{cases} 
\mathcal{N}(3, i), & \text{if } 1 \leq i \leq p \\
\min\{\mathcal{N}(3, p) - s_p, \mathcal{N}(3, e - i)\}, & \text{if } p + 1 \leq i \leq e.
\end{cases} \]

In particular, we immediately have that \( h_i = \mathcal{N}(3, p) - s_p \) for \( p + 1 \leq i \leq e - p \).

With notation as in Definition-Remark 2.14, it is easy to see that \( c = p \) and \( t \geq \lceil \frac{e}{2} \rceil \). Hence \( c \leq t - 1 \); thus, by Theorem 2.15, \( iii) \), there exists a generalized compressed algebra for the pair \((3, s)\).

\( ii) \). Let \( p \geq \lceil \frac{e}{2} \rceil \). It follows that \( p + 1 > e - p - 1 \), and therefore (see Definition-Remark 2.1),

\[ r_{p+1} = \mathcal{N}(3, p + 1) - \mathcal{N}(3, e - p - 1) = \left(\frac{2^{p+1}}{2}\right) - \left(\frac{2^{e-p-1}}{2}\right) > 0.\]

Thus \( b \leq p + 1 \), i.e. \( p \geq b - 1 \).

We have that \( r_p = \mathcal{N}(3, p) - s_p - \mathcal{N}(3, e - p) \). If \( r_p \geq 0 \), then \( p \geq b \) and the existence of a generalized compressed algebra follows from Proposition 2.4.

Thus, suppose \( r_p < 0 \), i.e. \( s_p > \mathcal{N}(3, p) - \mathcal{N}(3, e - p) \).

\textit{Claim.} The maximal \( h \)-vector for our pair \((3, s)\) is

\[ H = (1, h_1, \ldots, h_e),\]

where

\[ h_i = \begin{cases} 
\mathcal{N}(3, i), & \text{if } 1 \leq i \leq p \\
\min\{\mathcal{N}(3, i), \mathcal{N}(3, p) - s_p\}, & \text{if } p + 1 \leq i \leq e.
\end{cases} \]
Proof of claim. We first show that $H$ is an upper-bound. By Inverse Systems, the entries of degree $i$, for $i \geq p + 1$, of any $h$-vector admissible for this pair $(3, s)$ are given by the number of linearly independent derivatives (of order $e - i$) of a form $F$ of degree $e$; moreover, $F$ must have at most $N(3, p) - s_p$ derivatives of order $e - p$, in order to leave room for $s_p$ more linearly independent forms of degree $p$. Since $p \geq \lfloor \frac{e}{2} \rfloor$ and Gorenstein $h$-vectors of embedding dimension 3 are unimodal, we must have $h_i \leq N(3, p) - s_p$ for every $i \geq p + 1$. This immediately shows that $H$ is an upper-bound for the admissible $h$-vectors for the pair $(3, s)$.

Now we want to show that $H$ is admissible. Reasoning as above, it is enough to show that the entries of degrees $i \geq p + 1$ are the final entries of a Gorenstein $h$-vector, but this is clear by construction. Hence the proof of the claim is complete.

Therefore we have shown $ii)$.

Let us assume, for the rest of the proof, that $p < \lfloor \frac{e}{2} \rfloor$ and $3 \leq s_p < N(3, p) - p$. It remains to show that, under these hypotheses, there exists no generalized compressed algebra for the pair $(3, s)$.

We break up the range $[3, N(3, p) - p]$ into $[3, p + 1]$ and $[p + 1, N(3, p) - p]$ (since clearly $p + 1 \leq N(3, p) - p$).

Define $a = p + 1 - s_p$. Notice that $a \leq p - 2$.

Let us consider first the case $3 \leq s_p \leq p + 1$, i.e. $a \geq 0$.

Claim. A relative maximum for this pair $(3, s)$ is

$$H = (1, h_1, ..., h_e),$$
where
\[ h_i = N(3, e - i) \text{ for } i \geq e - p + 1, \]
\[ h_{e-p-j} = N(3, p) - s_p + aj \text{ for } j = 0, 1, \ldots, \left\lfloor \frac{e}{2} \right\rfloor - p, \]
\[ h_i = h_{e-i} \text{ for } i \leq \left\lfloor \frac{e}{2} \right\rfloor, i \neq p \]
and
\[ h_p = N(3, p) = h_{e-p} + s_p. \]

**Proof of claim.** We will just sketch the argument, since it closely follows that for Theorem 4.2.

We first show that \( H \) is admissible. By Inverse Systems, it is enough to show that the second half of \( H \), written the other way around, is the first half, say \( v \), of a Gorenstein \( h \)-vector, and this easily follows from Stanley’s theorem, since as soon as \( v \) is no longer generic, its first difference, \( \Delta(v) \), by construction, becomes constantly equal to \( a \).

To see why \( H \) is also a relative maximum, just observe that the entries of degree \( i \leq p \) and \( i \geq e - p \) must be maximal, and that \( \Delta(v) = (1, 2, \ldots, p, a, a, \ldots, a, 0) \). Since \( a \leq p-2 \), it easily follows that \( H \) is a relative maximum, and the proof of the claim is complete.

In order to show that the pair \((3, s)\) above, for \(3 \leq s_p \leq p + 1\), admits no generalized compressed algebra, it is enough to exhibit an admissible \( h \)-vector for the pair \((3, s)\) which is not comparable with \( H \).

**Claim.** Such an \( h \)-vector is
\[ H' = (1, h'_1, \ldots, h'_e), \]
where
\[ h'_i = h_i \text{ for } i \leq p \text{ and } i \geq e - p + 2, \]
\[ h'_{e-p+1} = h_{e-p+1} - 1 = N(3,p-1) - 1, \]
\[ h'_{e-p-j} = N(3,p) - s_p + (a+1)j \text{ for } j = 0, 1, ..., \left\lfloor \frac{e}{2} \right\rfloor - p, \]
\[ h'_i = h'_{e-i} \text{ for } i \leq \left\lfloor \frac{e}{2} \right\rfloor, i \neq p \]
and
\[ h'_p = N(3,p) = h'_{e-p} + s_p. \]

Proof of claim. Notice that \( H \) and \( H' \) are non-comparable, since
\[ h'_{e-p+1} < h_{e-p+1} \text{ and } h'_{e-p-j} > h_{e-p-j} \text{ for } j = 1, ..., \left\lfloor \frac{e}{2} \right\rfloor - p. \]
Therefore it remains to show that \( H' \) is admissible.

By the same argument we used above, it is enough to show that the second half of \( H' \), written the other way around, is the first half, \( v \), of a Gorenstein \( h \)-vector, i.e., by Stanley’s theorem, that the first difference, \( \Delta(v) \), of \( v \) is an \( O \)-sequence.

We have
\[ \Delta(v) = (1, 2, ..., p - 1, p - 1, a + 1, a + 1, ..., a + 1, 0). \]

Hence it suffices to show that \( \Delta(v) \) is non-increasing after degree \( p - 1 \), i.e. that \( p - 1 \geq a + 1 \). But, since \( s_p \geq 3 \), we immediately have \( a + 1 = p + 1 - s_p \leq p - 1 \), and therefore the proof of the claim is complete.

This finishes the case \( 3 \leq s_p \leq p + 1 \), i.e. \( a \geq 0 \).

It remains to show that also for \( p < \left\lfloor \frac{e}{2} \right\rfloor \) and \( p + 1 \leq s_p < N(3,p) - p \) (i.e. \( a \leq 0 \)) there exists no generalized compressed algebra for the pair \((3,s)\). Again, it is enough to exhibit a relative maximum \( H \)
and an admissible $h$-vector $H'$ which is not comparable with $H$.

**Claim.** A relative maximum for our pair $(3, s)$ is

$$H = (1, h_1, ..., h_e),$$

where

$$h_i = \begin{cases} 
N(3, i), & \text{if } 1 \leq i \leq p \\
\min\{N(3, p) - s_p, N(3, e - i)\}, & \text{if } p + 1 \leq i \leq e.
\end{cases}$$

**Proof of claim.** This proof is similar to the previous one and will be omitted.

It remains to find an admissible $h$-vector $H'$ which is not comparable with $H$.

**Claim.** Such an $h$-vector is

$$H' = (1, h'_1, ..., h'_e),$$

where

$$h'_i = N(3, i) \text{ for } 1 \leq i \leq p,$$

$$h'_{e-p+j} = \min\{N(3, p) - s_p - j, N(3, p - j)\} \text{ for } j = 0, 1, ..., p,$$

$$h'_{e-p-j} = N(3, p) - s_p + j \text{ for } j = 0, 1, ..., \left\lfloor \frac{e}{2} \right\rfloor - p$$

and

$$h'_i = h'_{e-i} \text{ for } i = p + 1, ..., \left\lfloor \frac{e}{2} \right\rfloor.$$

**Proof of claim.** First of all, notice that $H$ and $H'$ are non-comparable. In fact it is easy to see that, since $p < \left\lfloor \frac{e}{2} \right\rfloor$, we have $h'_{e-\left\lfloor \frac{e}{2} \right\rfloor} > h_{e-\left\lfloor \frac{e}{2} \right\rfloor}$, and $H$ is a relative maximum for the pair $(3, s)$.

Hence, it remains to show that $H'$ is admissible. As usual, it suffices to prove that the second half of $H'$, written the other way around, is
equal to the first half, \( v \), of a Gorenstein \( h \)-vector of embedding dimension 3, i.e. that the first difference, \( \Delta(v) \), of \( v \) is an \( O \)-sequence. Let \( q \) be the smallest integer such that

\[
N(3, p) - s_p - q \geq N(3, p - q).
\]

It is easy to see that, since \( p + 1 \leq s_p \leq N(3, p) - p \), \( q \) is uniquely determined in the range \([2, p]\).

We have

\[
\Delta(v) = (1, 2, \ldots, p-c+1, N(3, p) - s_p - q + 1 - N(3, p-q), 1, 1, \ldots, 1, 0).
\]

Therefore, in order to prove that \( \Delta(v) \) is an \( O \)-sequence, it remains to show that

\[
p - q + 2 \geq N(3, p) - s_p - q + 1 - N(3, p - q) \geq 1. \quad (10)
\]

The second inequality of (10) follows immediately from the definition of \( q \). In order to prove the first inequality, notice that, by definition of \( q \), we have

\[
N(3, p) - s_p - (q - 1) < N(3, p - (q - 1)).
\]

Hence

\[
N(3, p) - s_p < q - 1 + N(3, p - q + 1)
\]

\[
= q - 1 + N(3, p - q) + p - q + 2 = N(3, p - q) + p + 1,
\]

and the first inequality of (10) follows.

This completes the proof of the claim and that of the theorem. \( \square \)
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