1. Introduction and statement of results

The study of representations of integers as sums of polygonal numbers has a long and storied history. For \( m \in \mathbb{N}_{\geq 3} \) and \( \ell \in \mathbb{N}_0 \), let \( p_m(\ell) \) be the \( \ell \)-th \( m \)-gonal number

\[
p_m(\ell) := \frac{1}{2}(m - 2)\ell^2 - \frac{1}{2}(m - 4)\ell,
\]

which counts the number of points in a regular \( m \)-gon with side lengths \( \ell \). Fermat famously conjectured in 1638 that every positive integer may be written as the sum of at most \( m \) \( m \)-gonal numbers, or equivalently that for every \( n \in \mathbb{N}_0 \)

\[
\sum_{1 \leq j \leq m} p_m(\ell_j) = n
\]  

(1.1)
is solvable. Lagrange proved the four-squares theorem in 1770, resolving the case \( m = 4 \) of Fermat’s conjecture. The case \( m = 3 \) of triangular numbers was solved by Gauss in 1796 and is sometimes called the Eureka Theorem because Gauss famously marked in his diary “EYPHKA! num=\( \triangle + \triangle + \triangle \)”. Cauchy [3] finally completed the full proof of the conjecture in 1813, and Nathanson [11] shortened Cauchy’s proof in 1987; he also provided some additional history.

More generally, given \( \alpha \in \mathbb{N}^d \) (throughout we write vectors in bold letters) and \( n \in \mathbb{N} \) one may consider Diophantine equations of the type

\[
\sum_{1 \leq j \leq d} \alpha_j p_m(\ell_j) = n.
\]  

(1.2)

It is natural to ask for a classification of those \( n \in \mathbb{N} \) for which (1.2) is solvable with \( \ell \in \mathbb{N}_0^d \). The case \( m = 4 \) is well-understood: by applying the theory of modular forms (see [20, Proposition 11]), for \( m = 4 \) one not only knows the existence of a solution to (1.1) but has a precise formula for the number of such solutions. Namely, Jacobi showed in 1834 (see e.g. [19, p. 119]) that

\[
\# \left\{ \ell \in \mathbb{Z}^4 : \sum_{1 \leq j \leq 4} \ell_j^2 = n \right\} = 8 \sum_{4|d|n} d.
\]  

(1.3)

Although formulas like (1.3) are rare, they are often “almost true” in the sense that the number of solutions to equations like (1.2) with \( \ell \in \mathbb{Z}^d \) may be written in the shape of (1.3) up to an error
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term. For example, in the case \( \alpha = 1 \) with arbitrary even \( d \) and \( m = 4 \), Ramanujan stated \([12, (146)]\) a formula for the number of solutions to (1.2) which was later proven by Mordell \([10]\). Set

\[
r_{2k}(n) := \# \left\{ \ell \in \mathbb{Z}^{2k} : \sum_{1 \leq j \leq 2k} \ell_j^2 = n \right\}
\]

and suppose for simplicity that \( k \geq 10 \) is even. Ramanujan’s claim \([12, (146)]\) together with \([12, (143)]\) implies that there exists \( \delta > 0 \) such that for \( n \in \mathbb{N} \)

\[
r_{2k}(n) = \frac{2k(-1)^{n+1}}{(2^k-1)B_k} \sum_{d|n} (-1)^{d+\frac{n}{2}}d^{k-1} + O \left(n^{k-1-\delta}\right),
\]

(1.4)

where \( B_k \) is the \( k \)-th Bernoulli number. More generally, Kloosterman \([7, (I.31)]\) applied the Circle Method to show formulas resembling (1.4) (where the main term is the singular series from the Circle Method) in the case \( m = 4 \) and \( d = 4 \) of (1.2).

The goal of this paper is to obtain formulas resembling (1.4) for the number of solutions

\[
r_{m,\alpha}(n) := \# \left\{ \ell \in \mathbb{N}_0^d : \sum_{1 \leq j \leq d} \alpha_j p_m(\ell_j) = n \right\}.
\]

Note that in (1.3) and (1.4), we are counting solutions with \( \ell_j \in \mathbb{Z} \), while the goal in this paper is to restrict to solutions with \( \ell_j \in \mathbb{N}_0 \). The reason for this restriction is the connection with regular polygons. Although the formula defining \( p_m(\ell_j) \) is still well-defined for \( \ell_j \in \mathbb{Z} \), their interpretation as the number of points in a regular \( m \)-gon with side lengths \( \ell_j \) is lost when \( \ell_j < 0 \) because side-lengths cannot be negative. For \( m \in \{3, 4\} \), the restriction \( \ell_j \in \mathbb{N}_0 \) does not lead to a fundamentally different question than taking \( \ell_j \in \mathbb{Z} \). Indeed, using that \( p_3(-\ell - 1) = p_3(\ell) \), we obtain for \( m = 3 \) a bijection between solutions with \( \ell_j \geq 0 \) and those with \( \ell_j < 0 \). Similarly, since \( p_4(-\ell) = p_4(\ell) \), we have for \( m = 4 \) a bijection between solutions with \( \ell_j \geq 0 \) and those with \( \ell_j \leq 0 \). The case \( \ell_j = 0 \) is double-counted, but formulas for solutions with \( \ell_j = 0 \) may be obtained by taking \( d \mapsto d - 1 \) and removing \( \alpha_j \) in (1.2). Thus for \( m \in \{3, 4\} \), finding the number of solutions to (1.2) with \( \ell_j \in \mathbb{N}_0 \) is equivalent to finding the number of solutions with \( \ell_j \in \mathbb{Z} \), and we hence assume \( m \geq 5 \) throughout.

To the best of our knowledge, in this case formulas like (1.4) for the number of solutions to (1.2) if \( \ell \in \mathbb{N}_0^d \) are not known. However, standard techniques yield formulas of this type for \( \ell \in \mathbb{Z}^d \).

Completing the square in (1.2), solutions to (1.2) are in one-to-one correspondence with solutions to certain sums of squares with fixed congruence conditions. Using this relationship, one finds that studying

\[
r_{m,\alpha}^*(n) := \# \left\{ \mathbf{x} \in \mathbb{Z}^d : \sum_{1 \leq j \leq d} \alpha_j x_j^2 = n \right\}
\]

is equivalent to evaluating \( s_{r,M,\alpha}^*(An + B) \) (for some appropriate \( A, B, r, \) and \( M \)), where

\[
s_{r,M,\alpha}^*(n) := \# \left\{ \mathbf{x} \in \mathbb{Z}^d : \sum_{1 \leq j \leq d} \alpha_j x_j^2 = n, \ x_j \equiv r \mod M \right\}.
\]

The generating function \((q := e^{2\pi i \tau} \text{ with } \tau \in \mathbb{H} := \{\tau \in \mathbb{C} : \text{Im}(\tau) > 0\}) \)

\[
\Theta_{r,M,\alpha}^*(\tau) := \sum_{n \geq 0} s_{r,M,\alpha}^*(n) q^{\frac{n^2}{4}}
\]
is a modular form of weight \( \frac{d}{2} \) for some congruence subgroup (see, e.g., [13, Proposition 2.1]). Using the theory of modular forms, formulas like (1.4) may be obtained by splitting \( \Theta_{r,M,\alpha}^* \) into an Eisenstein series and a cusp form and using a result of Deligne [5] to bound the coefficients of the cusp form as an error term. As noted above, although one obtains formulas like (1.4) for \( r_{p,\alpha}(n) \) due to its connection with modular forms, one loses the interpretation for \( p_m(\ell_j) \) in terms of regular \( m \)-gons. The aim of this paper is to link the study of \( r_{m,\alpha}(n) \) to modular forms while simultaneously preserving the connection with regular \( m \)-gons by restricting to \( \ell_j \in \mathbb{N}_0 \).

However, the restriction of \( \ell_j \) to \( \mathbb{N}_0 \) breaks an important symmetry and as a result the generating function for \( r_{m,\alpha}(n) \) is unfortunately not a modular form, so one cannot employ standard methods to obtain a formula for \( r_{m,\alpha}(n) \). Indeed, in his last letter to Hardy in 1920, Ramanujan commented that “unlike the ‘False’ theta functions”, the mock theta functions that he discovered “enter into mathematics as beautifully as the ordinary theta functions”. However, contrary to Ramanujan’s claims about the false theta functions, recent work by Nazaroglu and the first author [2] shows that the generating function has some modular properties and in particular can be “completed” to a function transforming like a modular form. This gives that the generating function has some explicit “obstruction to modularity”. The investigation of this obstruction to modularity plays a fundamental role in this paper and causes most of the technical difficulties.

Given the results in [2], one approach to obtaining formulas like (1.4) would be to establish structure theorems or generalizing results on modular forms to extend to functions with this type of obstruction to modularity. In this paper, we instead link the \( r_{m,\alpha}(n) \) and \( r_{m,\alpha}^*(n) \), showing that they are essentially equal up to an error term. As above, by completing the square, one finds that this is equivalent to relating \( s_{r,M,\alpha}^*(An + B) \) to \( s_{r,M,\alpha,C}(An + B) \) (for some \( A, B, C \)), where

\[
s_{r,M,\alpha,C}(n) := \# \left\{ x \in \mathbb{Z}^d : \sum_{1 \leq j \leq d} \alpha_j x_j^2 = n, \ x_j \equiv r \ (\text{mod} \ M), \ x_j \geq C \right\}.
\]

If \( C = 1 \) (i.e., if \( x \in \mathbb{N}^d \)), then we omit it in the notation. Heuristically, one would expect that solutions with \( \varepsilon_j x_j > 0 \) are equally distributed independent of the choice of \( \varepsilon_j \in \{\pm 1\} \). Our main theorem shows that this is indeed the case.

**Theorem 1.1.** Let \( \alpha \in \mathbb{N}^4 \) and \( r, M \in \mathbb{N} \) be given.

1. We have
   \[
s_{r,M,\alpha}(n) = \frac{1}{16} s_{r,M,\alpha}^*(n) + O \left( n^{15 \over 16} + \varepsilon \right).
   \]

2. For \( m > 4 \) we have
   \[
r_{m,\alpha}(n) = \frac{1}{16} r_{m,\alpha}^*(n) + O \left( n^{15 \over 16} + \varepsilon \right).
   \]

**Remark.** The main term of \( s_{r,M,\alpha}^*(n) \) comes from the Eisenstein component of \( \Theta_{r,M,\alpha}^* \). The computation of the corresponding Eisenstein series appears throughout the literature in a variety of different shapes. In one direction, Kloosterman [7] computed this component as the singular series coming from the Circle Method. On the other hand, the corresponding Eisenstein series appears in the work of Siegel [15, 16] and follow-up work of Weil [18], van der Blij [17], and Shimura [14] in two different forms. Firstly, the Eisenstein series may be realized as a certain weighted average of the solutions over the genus of the given sum of squares with congruence conditions. Secondly, Siegel computed its coefficients as certain \( p \)-adic limits. Finally, since the space of modular forms of a given weight and congruence subgroup is a finite-dimensional vector space, one may explicitly construct a basis and determine the Eisenstein series component using Linear Algebra.
As noted above, combining Theorem 1.1 with known techniques from the theory of modular forms yields formulas resembling (1.4). As a first corollary, we obtain such a formula for the number of representations of \( n \) as a sum of four hexagonal numbers; the main term is given in terms of the sum of divisors function \( \sigma(n) := \sum_{d|n} d \).

**Corollary 1.2.** We have

\[
r_{6,(1,1,1,1)}(n) = \frac{1}{16} \sigma(2n + 1) + O\left( n^{\frac{11}{16} + \varepsilon} \right).
\]

**Remark.** Since \( \sigma(2n+1) \geq 2n+1 \), Corollary 1.2 implies that \( r_{6,\alpha}(n) > 0 \) for \( n \) sufficiently large. Guy [6] proposed a study of the numbers which are not the sum of four polygonal numbers. Moreover, Corollary 1.2 implies that the number of such solutions is \( \gg n \).

Another example is given by sums of five hexagonal numbers where the last hexagonal number is repeated at least twice. To state the result, let \((\cdot,\cdot,\cdot,\cdot)\) be the generalized Legendre symbol.

**Corollary 1.3.** For \( \alpha = (1,1,1,2) \) and \( m = 6 \), we have

\[
r_{6,\alpha}(n) = -\frac{1}{64} \sum_{d|(8n+5)} \left( \frac{8}{d} \right) d + O\left( n^{\frac{15}{16} + \varepsilon} \right).
\]

In particular, for \( n \) sufficiently large \( r_{6,\alpha}(n) > 0 \).

The proofs of Corollaries 1.2 and 1.3 rely on formulas of Cho [4] which use the fact that \( \Theta^*_{1,4,\alpha} \) is an Eisenstein series in the cases \( \alpha = (1,1,1,1) \) and \( \alpha = (1,1,1,2) \); indeed, as pointed out by Cho in [4, Examples 3.3 and 3.4], the space of modular forms containing them is spanned by Eisenstein series in these cases. However, to obtain similar corollaries from Theorem 1.1, we do not require the corresponding theta function to be an Eisenstein series. In order to exhibit how to use Theorem 1.1, we give one such example.

**Corollary 1.4.** For \( \alpha = (1,1,1,1) \) and \( m = 5 \), we have

\[
r_{5,(1,1,1,1)}(n) = \frac{1}{24} \sigma(6n + 1) + O\left( n^{\frac{15}{16} + \varepsilon} \right).
\]

The paper is organized as follows. In Section 2, we connect sums of squares and polygonal numbers, introduce partial theta functions, and relate them to theta functions and false theta functions. In Section 3, we recall some facts about Farey fractions that are used for the Circle Method. In Section 4, we give modular transformation properties of the theta functions and the false theta functions in a shape that is useful for our application of the Circle Method. Section 5 is devoted to studying the obstruction to modularity of the false theta functions and bounding them in a suitable way to use in the Circle Method. In Section 6, we apply the Circle Method to prove Theorem 1.1. Finally, we prove Corollaries 1.2, 1.3, and 1.4 in Section 7 to demonstrate how to apply Theorem 1.1 to obtain identities resembling (1.4).

## 2. Sums of squares with congruence conditions and polygonal numbers

In this section, we relate sums of polygonal numbers and sums of squares and give a relationship between \( s_{r,M,\alpha} \) and \( s_{r,M,\alpha}^* \). Without loss of generality, we pick the ordering \( \alpha_j \geq \alpha_{j+1} \) for \( j \in \{1,2,3\} \) in (1.2). As noted in the introduction, we investigate sums of polygonal numbers via a connection with sums of squares satisfying certain congruence conditions. Writing

\[
p_m(\ell) = \frac{1}{2} \left( m - 2 \right) \left( \ell - \frac{m - 4}{2(m - 2)} \right)^2 - \frac{(m - 4)^2}{8(m - 2)},
\]  

(2.1)
Lemma 2.3. A direct calculation shows the following. One sees directly that most of the solutions to (1.2) come from solutions with \( \ell \) numbers instead of at most four polygonal numbers. Defining \( r_{m,\alpha}(n) \) via the generating function

\[
\sum_{n \geq 0} r_{m,\alpha}(n) q^n = \sum_{\ell \in \mathbb{N}_0^4} q^{\sum_{j=1}^4 \alpha_j \rho_m(\ell_j)} = q^{-\sum_{j=1}^4 \alpha_j (m-4)^2/8} \prod_{j=1}^4 \sum_{\ell \in \mathbb{N}_0^4} q^{\alpha_j m - 2/2(m-2)} \left( \ell - \frac{m-4}{2(m-2)} \right)^2.
\]

Using (2.1), we have the generating function

\[
\sum_{n \geq 0} r_{m,\alpha}(n) q^n = \sum_{\ell \in \mathbb{N}_0^4} q^{\sum_{j=1}^4 \alpha_j \rho_m(\ell_j)} = q^{-\sum_{j=1}^4 \alpha_j (m-4)^2/8} \prod_{j=1}^4 \sum_{\ell \in \mathbb{N}_0^4} q^{\alpha_j m - 2/2(m-2)} \left( \ell - \frac{m-4}{2(m-2)} \right)^2.
\]

We restrict our investigation of solutions to (1.2) to the case \( d = 4 \) and \( \ell \in \mathbb{N}_0^4 \). We claim that most of the solutions to (1.2) come from solutions with \( \ell_j \neq 0 \), i.e., sums of precisely four polygonal numbers instead of at most four polygonal numbers. Defining \( r_{m,\alpha}(n) \) via the generating function

\[
\sum_{n \geq 0} r_{m,\alpha}(n) q^n := \sum_{\ell \in \mathbb{N}_4^4} q^{\sum_{j=1}^4 \alpha_j \rho_m(\ell_j)} = q^{-\sum_{j=1}^4 \alpha_j (m-4)^2/8} \prod_{j=1}^4 \sum_{\ell \in \mathbb{N}_0^4} q^{\alpha_j m - 2/2(m-2)} \left( \ell - \frac{m-4}{2(m-2)} \right)^2,
\]

a direct calculation using [1, Lemma 4.1(a)] shows the following.

Lemma 2.1. For \( \alpha \in \mathbb{N}_0^4 \), we have

\[
r_{m,\alpha}(n) = r_{m,\alpha}(n) + O \left( n^{1/2+\varepsilon} \right).
\]

Define the partial theta function

\[
\Theta_{r,M,\alpha}(\tau) := \sum_{n \geq 0} s_{r,M,\alpha}(n) q^{\tau n^2},
\]

which is closely related to the generating function of \( r_{m,\alpha}(n) \) by (2.2).

Lemma 2.2. For \( m \geq 5 \) and \( \alpha \in \mathbb{N}_0^4 \), we have

\[
\sum_{n \geq 0} r_{m,\alpha}(n) q^n = q^{-\sum_{j=1}^4 \alpha_j (m-4)^2/8} \Theta_{r,2(m-2),\alpha} \left( \frac{\tau}{4} \right).
\]

By Lemma 2.2 and Lemma 2.1, to prove Theorem 1.1 it suffices to approximate the Fourier coefficients of \( \Theta_{r,M,\alpha}(\tau) \). These functions \( \Theta_{r,M,\alpha} \) are closely related to the usual (unary) theta functions \( \vartheta(r, M; \tau) \) and false theta functions \( F_{r,M}(\tau) \), defined for \( 0 \leq r \leq M-1, M \in \mathbb{N} \) by

\[
F_{r,M}(\tau) := \sum_{\nu \equiv r (\mod 2M)} \text{sgn}(\nu) q^{\nu^2/2M}, \quad \vartheta(r, M; \tau) := \sum_{\nu \equiv r (\mod M)} q^{\nu^2/2M}.
\]

A direct calculation shows the following.

Lemma 2.3. For \( M \in \mathbb{N}, 0 < r < 2M, \) and \( \alpha \in \mathbb{N}_0^4 \), we have

\[
\Theta_{r,2M,\alpha}(\tau) = \frac{1}{16} \sum_{J \subseteq \{1,2,3,4\}} \prod_{j \in J} \vartheta(r, 2M; 2\alpha_j \tau) \prod_{\ell \in \{1,2,3,4\} \setminus J} F_{r,M}(2\alpha_\ell \tau).
\]

By Lemmas 2.2 and 2.3, for \( J \subseteq \{1,2,3,4\} \) it is natural to define

\[
F_{r,M,\alpha,J}(q) := q^{-\sum_{j \in J} \alpha_j} \prod_{j \in J} \vartheta(r, 2M; 2\alpha_j \tau) \prod_{\ell \notin J} F_{r,M}(2\alpha_\ell \tau),
\]
where hereafter $\ell \notin J$ means $\ell \in \{1, 2, 3, 4\} \setminus J$. Then for each $J \subseteq \{1, \ldots, 4\}$ we set
\[
F_{r,M,\alpha,J}(q) = \sum_{n \geq 0} c_{r,M,\alpha,J}(n)q^n.
\]
If $J = \{1, 2, 3, 4\}$, then we omit $J$ in the notation. A straightforward calculation yields the following.

**Lemma 2.4.**

(1) For $M \in \mathbb{N}$, $0 < r < 2M$, and $\alpha \in \mathbb{N}^4$, we have
\[
F_{r,M,\alpha}(q) = q^{-\frac{2}{2M}} \sum_{j=1}^{\alpha_j} \Theta_{r,2M,\alpha}^*(\tau).
\]
In particular, for every $n \in \mathbb{N}_0$
\[
c_{r,M,\alpha}(n) = s_{r,2M,\alpha}^* \left( 2Mn + r^2 \sum_{1 \leq j \leq 4} \alpha_j \right).
\]

(2) For $m \geq 5$ and $\alpha \in \mathbb{N}^4$, we have
\[
c_{m,m-2,\alpha} \left( 4 \left( n - \sum_{1 \leq j \leq 4} \alpha_j \right) \right) = r_{m,\alpha}^*(n).
\]

### 3. Basic facts on Farey fractions

The Farey sequence of order $N \in \mathbb{N}$ is the sequence of reduced fractions in $[0, 1)$ whose denominator does not exceed $N$. If $\frac{h}{k}$, $\frac{h_1}{k_1}$ are adjacent elements in the Farey sequence then their mediant is $\frac{h+h_1}{k+k_1}$. When computing mediants below, we consider $\frac{N-1}{N}$ to be adjacent to $\frac{1}{N}$ and take the mediant between $\frac{N-1}{N}$ and $\frac{1}{N}$. The Farey sequence of order $N$ is then iteratively defined by placing the mediant between two adjacent Farey fractions of order $N - 1$ if the denominator of the mediant in reduced terms is at most $N$. We see that two Farey fractions $\frac{h}{k}$, $\frac{h_1}{k_1}$ of order $N$ are adjacent if and only if the mediant in reduced terms has denominator larger than $N$. This implies that
\[
hk_1 - h_1k = 1,
\]
and the converse is also true; if $hk_1 - h_1k = 1$, then $\frac{h}{k}$ and $\frac{h_1}{k_1}$ are adjacent Farey fractions of order $\max(k,k_1)$. For three adjacent Farey fractions $\frac{h}{k_1} < \frac{h}{k} < \frac{h_2}{k_2}$, we set for $j \in \{1, 2\}$ (note that $k_j$ depends on $h$)
\[
g_{k,j}(h) := k + k_j - N.
\]
Since the mediant between adjacent terms has denominator larger than $N$ and $k_j \leq N$, we have
\[
1 \leq g_{k,j}(h) \leq k.
\]

The following lemma is straightforward to prove.

**Lemma 3.1.** If $\frac{h}{k} < \frac{h_2}{k_2}$ are adjacent Farey fractions of order $N$, then $1 - \frac{h_2}{k_2} < 1 - \frac{h}{k}$ are also adjacent Farey fractions of order $N$ and
\[
g_{k,2}(h) = g_{k,1}(k - h).
For $n \in \mathbb{N}$, set $N := \lfloor \sqrt{n} \rfloor$ and define arcs along the circle of radius $e^{-\frac{3\pi}{N}}$ through $e^{2\pi i \tau}$ with \( \tau = \frac{h}{k} + \frac{i z}{k} \in \mathbb{H} \). Note that $\tau \in \mathbb{H}$ is equivalent to $\text{Re}(z) > 0$. Specifically, we choose Farey fractions $\frac{h}{k}$ of order $N$ with $0 \leq h < k \leq N$ and $\gcd(h, k) = 1$ and set $z := k(\frac{1}{N} - i \Phi)$ with $-\vartheta'_{h,k} \leq \Phi \leq \vartheta''_{h,k}$. Here, for adjacent Farey fractions $\frac{h_1}{k_1} < \frac{h}{k} < \frac{k_2}{k_2}$ in the Farey sequence of order $N$, set
\[
\vartheta'_{h,k} := \frac{1}{k(k + k_1)}, \quad \vartheta''_{h,k} := \frac{1}{k(k + k_2)}.
\]
By (3.3), we have
\[
|\Phi| \leq \max \left\{ \vartheta'_{h,k}, \vartheta''_{h,k} \right\} < \frac{1}{kN}, \quad j \in \{1, 2\}. \tag{3.4}
\]

4. Modular Transformations

Kloosterman’s version of the Circle Method [7] plays a fundamental role in the proof of Theorem 1.1. In order to integrate along arcs from $-\vartheta'_{h,k}$ to $\vartheta''_{h,k}$, one requires the asymptotic behaviour of $F_{r,M,\alpha,j}(\tau)$ near $\frac{k}{N}$. Transformation properties relating the cusp $\frac{k}{N}$ to $i\infty$ thus play a pivotal role in determining the asymptotic growth near the cusp $\frac{k}{N}$. To state these, for $a, b, c \in \mathbb{Z}$, define the Gauss sum
\[
G(a, b; c) := \sum_{\ell \pmod{c}} e^{2\pi i (-at^2 + \ell c)}.
\]

4.1. The theta functions. We use the following modular transformation properties.

Lemma 4.1. We have
\[
\vartheta \left( r, 2M; 2\alpha_j \left( \frac{h}{k} + \frac{i z}{k} \right) \right) = \frac{e^{\frac{\pi i \alpha_j h r^2}{Mk}}}{2\sqrt{Mk\alpha_j z}} \sum_{\nu \in \mathbb{Z}} e^{-\frac{\pi^2 \nu^2}{4Mk\alpha_j z} + \frac{\pi i \nu r^2}{Mk}} G(2M\alpha_j h, 2r\alpha_j h + \nu; k).
\]

Proof. Writing $\nu = r + 2M\alpha + 2Mk\ell$ with $\alpha \pmod{k}$ and $\ell \in \mathbb{Z}$ in definition (2.3), we obtain
\[
\vartheta \left( r, 2M; 2\alpha_j \left( \frac{h}{k} + \frac{i z}{k} \right) \right) = \sum_{\alpha \pmod{k}} e^{\frac{\pi i \alpha_j h r^2}{2Mk}} \sum_{\ell \in \mathbb{Z}} e^{2\pi i \alpha_j h (r + 2M\alpha)^2} e^{\frac{2\pi i \alpha_j h (r + 2M\alpha + 2Mk\ell)^2i z}.
\]
Using the modular inversion formula (see [13, (2.4)])
\[
\vartheta \left( r, M; -\frac{1}{\tau} \right) = M^{-\frac{1}{2}} (-i\tau)^{-\frac{1}{2}} \sum_{k \pmod{M}} e^{\frac{2\pi i k}{M}} \vartheta(k, M; \tau)
\]
on the inner sum, the claim easily follows. \( \square \)

4.2. The false theta functions. We next establish analogous modular properties for the false theta functions. For $\mu \in \mathbb{Z} \setminus \{0\}$ set
\[
\mathcal{I}(\mu, k; z) = \mathcal{I}_{M,\alpha_j}(\mu, k; z) := \lim_{\epsilon \to 0^+} \int_{-\infty}^{\infty} e^{-\frac{\pi^2 \nu^2}{4Mk\alpha_j z}} \frac{dx}{x - (1 + i\epsilon)\mu}.
\]
Throughout we write $\sum_{\nu \geq 0}^*$ for the sum where the $\nu = 0$ term is counted with a factor $\frac{1}{2}$ and moreover abbreviate
\[
\sum_{\nu \in \mathbb{N}}^* := \prod_{j=1}^{4} \sum_{\nu_j \geq 0}^*.
\]
For \( d \in \mathbb{N} \), set
\[
\mathcal{L}_d := [1 - d, -1] \cup [1, d].
\]

**Lemma 4.2.** We have
\[
F_{r,M}(2\alpha_j \left( \frac{h}{k} + \frac{iz}{k} \right)) = \frac{1}{2} e^{\pi i \alpha j / 2k} \sum_{\nu \in \mathbb{Z}} \text{sgn}(\nu) e^{-\pi \nu^2 / Mk} G(2M \alpha_j h, 2\alpha_j hr + \nu; k) + \frac{ie^{\pi i \alpha j / 2k}}{2 \sqrt{Mk(\alpha_j z)}} \sum_{\ell \in \mathbb{L}_{Mk}} \sum_{\nu \geq 0} \pm e^{\pi i \ell / Mk} G(2M \alpha_j h, 2\alpha_j h + \ell; k) \mathcal{I}(\ell \pm 2Mk, k; z).
\]

**Proof.** We have, writing \( \nu \equiv r + 2M \alpha + 2Mk \ell \) \((0 \leq \alpha \leq k - 1, \ell \in \mathbb{Z})\)
\[
F_{r,M}(2\alpha_j \left( \frac{h}{k} + \frac{iz}{k} \right)) = \sum_{\alpha = 0}^{k-1} e^{\pi i \alpha j / Mk} (r + 2M \alpha)^2 F_{r+2M \alpha, Mk}(2\alpha_j iz).
\]
Choosing the + -sign in [2, two displayed formulas after (4.5)] implies that
\[
F_{\beta,M} \left( -\frac{1}{\tau} \right) - \frac{1}{\tau^2} \sum_{r=1}^{M-1} \psi_{\beta,r} \left( \begin{array}{cc} 0 & -1 \\ 1 & 0 \end{array} \right) F_{r,M}(\tau) = \sqrt{2M} \int_0^{-\frac{1}{\tau} + i\alpha + i\epsilon} \frac{f_{\beta,M}(\overline{\tau})}{\sqrt{i(\overline{\tau} - \tau)}} d\overline{\tau},
\]
where
\[
fr,M(\tau) := \frac{1}{2M} \sum_{\nu \equiv r \pmod{2M}} \nu q^2, \quad \psi_{\beta,r} \left( \begin{array}{cc} 0 & -1 \\ 1 & 0 \end{array} \right) := e^{-\pi i \beta r / M} \sqrt{2M} \sin \left( \frac{\pi \beta r}{M} \right).
\]
Changing \( \tau \mapsto -\frac{1}{\tau} \), and using
\[
F_{0,M}(\tau) = F_{M,M}(\tau) = 0, \quad F_{2M-r,M}(\tau) = -F_{r,M}(\tau),
\]
we obtain, after a short calculation
\[
F_{\ell,M} \left( -\frac{1}{\tau} \right) = e^{\frac{\pi i}{4}} \sqrt{-\tau} \sum_{\beta \pmod{2M}} e^{2\pi i \ell \beta / 2M} F_{\beta,M}(\tau) + e^{-\pi i} \sqrt{-\tau} \sum_{\beta \pmod{2M}} e^{2\pi i \ell \beta / 2M} \int_0^{\tau + i\alpha + i\epsilon} \frac{f_{\beta,M}(\overline{\tau})}{\sqrt{i(\overline{\tau} - \tau)}} d\overline{\tau} \quad (4.2)
\]
Thus
\[
F_{r+2M \alpha, Mk}(2\alpha_j iz) = e^{\frac{\pi i}{4}} \sum_{\beta \pmod{2Mk}} e^{2\pi i (r + 2M \alpha) \beta / 2M} F_{\beta,M} \left( \frac{i}{2\alpha_j z} \right) + e^{-\frac{3\pi i}{4}} \sqrt{2\alpha_j iz} \sum_{\beta \pmod{2Mk}} e^{2\pi i (r + 2M \alpha) \beta / 2M} \int_0^{\frac{1}{2\alpha_j z} + i\alpha + i\epsilon} \frac{f_{\beta,M}(\overline{\tau})}{\sqrt{i(\overline{\tau} - \frac{1}{2\alpha_j z})}} d\overline{\tau}.
\]
The first term can easily be rewritten, giving the first summand claimed in the lemma.
In the second term of (4.2), $f_{0,Mk} = 0$ and for $\beta \neq 0$ and $\tau = \frac{i}{2\alpha}$, we write the integral as

$$\frac{i}{2M} \lim_{\delta \to 0^+} \sum_{\nu \equiv \beta \pmod{2M}} \nu e^{-\frac{\pi \nu^2}{2M}} \int_{\beta + \delta}^{\infty - i \delta} \frac{e^{-\frac{\pi \nu^2}{2M}}}{\sqrt{-3}} d\beta.$$

We split up the integral in a way that allows $\delta = 0$ to be directly plugged in termwise by Abel’s Theorem. For this, we use [2, displayed formula after (3.4)] to obtain that

$$\int_{\beta + \delta}^{\infty - i \delta} \frac{e^{-\frac{\pi \nu^2}{2M}}}{\sqrt{3}} d\beta = -\frac{i\sqrt{2M}}{\nu} \left( \text{sgn}(\nu) + \text{erf} \left( i\nu \sqrt{\frac{\pi}{2M}}(-i\tau - \delta) \right) \right).$$

We split the error function as

$$\text{erf} \left( i\nu \sqrt{\frac{\pi}{2M}}(-i\tau - \delta) \right) = \frac{i e^{-\frac{\pi \nu^2}{2M}(-i\tau - \delta)}}{\sqrt{2M \nu} \sqrt{-i\tau - \delta}} + \frac{ie^{-\frac{\pi \nu^2}{2M}(-i\tau - \delta)}}{\sqrt{2M \nu} \sqrt{-i\tau - \delta}} \left( \sum_{\nu \geq 1} \sum_{\pm} e^{-\frac{\pi \nu^2}{2M}(\beta \pm 2M\nu)^2} + e^{-\frac{\pi \nu^2}{2M} \beta^2} \right). \tag{4.3}$$

Plugging in the asymptotic expansion of the error function towards $\infty$ for the error function, one finds that the series in $\nu$ of $\text{sgn}(\nu)$ plus the first term of (4.3) converges absolutely for $\delta \geq 0$, and hence we may just take the limit $\delta \to 0^+$. For the second term, we need to compute

$$\lim_{\delta \to 0^+} \frac{1}{\sqrt{-i\tau - \delta}} \sum_{\nu \equiv \beta \pmod{2M}} e^{-\frac{\pi \nu^2}{2M}} \nu = \lim_{\delta \to 0^+} \frac{1}{\sqrt{-i\tau - \delta}} \left( \sum_{\nu \geq 1} \sum_{\pm} e^{-\frac{\pi \nu^2}{2M}(\beta \pm 2M\nu)^2} + e^{-\frac{\pi \nu^2}{2M} \beta^2} \right).$$

Using the fact that $\sum_{\nu \geq 1} \frac{1}{\beta \pm 2M\nu} = \frac{2\beta}{\beta^2 - 4M^2 \nu_x}$, the above series converges absolutely for $\delta \geq 0$ and hence by Abel’s Theorem we have, for $\beta \neq 0$

$$\int_{0}^{\tau + i\infty + \epsilon} \frac{f_{\beta,M}(\beta)}{\sqrt{i(\beta - \tau)}} d\beta = \frac{1}{\sqrt{2M}} \sum_{\nu \geq 0} \sum_{\pm} \left( \text{sgn}(\beta \pm 2M\nu) + \text{erf} \left( i(\beta \pm 2M\nu) \sqrt{-\frac{\pi \nu^2}{2M}} \right) \right) e^{-\frac{\pi \nu^2}{2M}(\beta \pm 2M\nu)^2}$$

$$+ \frac{1}{\sqrt{2M}} \left( \text{sgn}(\beta) + \text{erf} \left( i\beta \sqrt{-\frac{\pi \nu^2}{2M}} \right) \right) e^{-\frac{\pi \nu^2}{2M} \beta^2}. \tag{4.3}$$

We now use the following identity from [2, (3.8)] ($s \in \mathbb{R} \setminus \{0\}$, $\text{Re}(V) > 0$)

$$\left( \text{sgn}(s) + \text{erf} \left( is \sqrt{\pi V} \right) \right) e^{-\pi s^2 V} = -\frac{i}{\pi} \lim_{\epsilon \to 0^+} \int_{-\infty}^{\infty} \frac{e^{-\pi V x^2}}{x - s(1 + i\epsilon)} dx,$$

to obtain that

$$\int_{0}^{\tau + i\infty + \epsilon} \frac{f_{\beta,M}(\beta)}{\sqrt{i(\beta - \tau)}} d\beta = -\frac{i}{\sqrt{2M} \pi} \sum_{\nu \geq 1} \sum_{\pm} \lim_{\epsilon \to 0^+} \int_{-\infty}^{\infty} \frac{e^{-\frac{\pi \nu^2}{2M}}}{x - (1 + i\epsilon)(\beta \pm 2M\nu)} dx$$

$$-\frac{i}{\sqrt{2M} \pi} \lim_{\epsilon \to 0^+} \int_{-\infty}^{\infty} \frac{e^{-\frac{\pi \nu^2}{2M}}}{x - (1 + i\epsilon)\beta} dx.$$
5. Bounding $\mathcal{I}(\mu, k; z)$

5.1. Rewriting $\mathcal{I}(\mu, k; z)$. In the following lemma, we rewrite $\mathcal{I}(\mu, k; z)$. To state the lemma, set

$$g(x) := e^{-\frac{\pi(x+\mu)^2}{4Mk\alpha^2}}, \quad R_g(x) := \Re(g(x)), \quad I_g(x) := \Im(g(x)).$$

**Lemma 5.1.** For every $\delta > 0$ and $\mu \in \mathbb{Z} \setminus \{0\}$, we have

$$\mathcal{I}(\mu, k; z) = \text{sgn}(\mu)i\pi e^{-\frac{\pi\mu^2}{4Mk\alpha^2}} + \int_{-\delta}^{\delta} \left( R_g(y_1, x) + iI_g(y_2, x) \right) dx + \text{sgn}(\mu) \sum \pm \int_{\delta}^{\infty} \frac{1}{x} e^{-\frac{\pi(x+\mu)^2}{4Mk\alpha^2}} dx$$

for some $y_1, y_2$ between $0$ and $x$ (in particular, $y_\ell, x \in (-\delta, \delta)$).

**Proof.** We make the change of variables $x \mapsto x + \mu$ in (4.1) to rewrite the integral as

$$\int_0^\infty e^{-\frac{\pi x^2}{4Mk\alpha^2}} dx = \int_0^\infty e^{-\frac{\pi(x+\mu)^2}{4Mk\alpha^2}} dx.$$

We then split the integral into three pieces as

$$\int_{-\infty}^{\infty} = \int_{-\delta}^{\delta} + \int_{\delta}^{\infty} + \int_{-\infty}^{-\delta} =: \mathcal{I}_1 + \mathcal{I}_2 + \mathcal{I}_3.$$

To evaluate $\mathcal{I}_1$, we note that by Taylor’s Theorem, there exist $y_{1, x}$ and $y_{2, x}$ between $0$ and $x$ such that

$$R_g(x) = R_g(0) + R'_g(y_{1, x}) x \quad \text{and} \quad I_g(x) = I_g(0) + I'_g(y_{2, x}) x.$$

Therefore

$$g(x) = e^{-\frac{\pi\mu^2}{4Mk\alpha^2}} \left( R'_g(y_{1, x}) + iI'_g(y_{2, x}) \right) x.$$

Thus

$$\lim_{\varepsilon \to 0^+} \mathcal{I}_1 = \lim_{\varepsilon \to 0^+} \int_{-\delta}^{\delta} e^{-\frac{\pi\mu^2}{4Mk\alpha^2}} \left( R'_g(y_{1, x}) + iI'_g(y_{2, x}) \right) x dx$$

$$= \lim_{\varepsilon \to 0^+} e^{-\frac{\pi\mu^2}{4Mk\alpha^2}} \int_{-\delta}^{\delta} \frac{1}{x - i\varepsilon\mu} dx + \int_{-\delta}^{\delta} \left( R'_g(y_{1, x}) + iI'_g(y_{2, x}) \right) dx. \quad (5.1)$$

The second term on the right-hand side of (5.1) is precisely the second term in the claim.

Evaluating the integral explicitly, the first term in (5.1) equals

$$e^{-\frac{\pi\mu^2}{4Mk\alpha^2}} \lim_{\varepsilon \to 0^+} \int_{-\delta}^{\delta} \frac{1}{x - i\varepsilon\mu} dx = e^{-\frac{\pi\mu^2}{4Mk\alpha^2}} \lim_{\varepsilon \to 0^+} \left( \log(\delta - i\varepsilon\mu) - \log(-\delta - i\varepsilon\mu) \right). \quad (5.2)$$

Here and throughout, $\log$ denotes the principal branch of the complex logarithm. We then evaluate, using the fact that $\mu \neq 0$,

$$\lim_{\varepsilon \to 0^+} \log(\delta - i\varepsilon\mu) = \log(\delta),$$

$$\lim_{\varepsilon \to 0^+} \log(-\delta - i\varepsilon\mu) = \begin{cases} \log(-\delta) = \log(\delta) + \pi i & \text{if } \mu < 0, \\ \log(-\delta) - 2\pi i = \log(\delta) - \pi i & \text{if } \mu > 0. \end{cases}$$

Therefore (5.2) becomes

$$\pi i \text{sgn}(\mu) e^{-\frac{\pi\mu^2}{4Mk\alpha^2}}.$$
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Since the paths of integration in $I_2$ and $I_3$ do not go through zero, we can plug in $\varepsilon = 0$ to obtain

$$
\lim_{\varepsilon \to 0^+} (I_2 + I_3) = \int_{\delta}^{\infty} \frac{1}{x} e^{-\frac{\pi x (\mu + \varepsilon)^2}{4Mk\alpha j}} \, dx + \int_{-\infty}^{-\delta} \frac{1}{x} e^{-\frac{\pi x (\mu - \varepsilon)^2}{4Mk\alpha j}} \, dx.
$$

(5.3)

Making the change of variables $x \mapsto -x$ in the second integral, we see that (5.3) becomes

$$
\int_{\delta}^{\infty} \frac{1}{x} e^{-\frac{\pi x (\mu + \varepsilon)^2}{4Mk\alpha j}} \, dx - \int_{\delta}^{\infty} \frac{1}{x} e^{-\frac{\pi x (\mu - \varepsilon)^2}{4Mk\alpha j}} \, dx = \text{sgn}(\mu) \sum_{\pm} \pm \int_{\delta}^{\infty} \frac{1}{x} e^{-\frac{\pi x |\mu|}{4Mk\alpha j}} \, dx.
$$

\(\square\)

5.2. Asymptotics for $I(\mu, k; z)$. The main result in this subsection is the following approximation of $I(\mu, k; z)$.

**Proposition 5.2.** If $1 \leq k \leq N$ and $|\Phi| \leq \frac{1}{k\sqrt{\pi}}$, then for $0 < \delta < \frac{|\mu|}{2}$ we have, for some $c > 0$

$$
I(\mu, k; z) = -\frac{2\sqrt{Mk\alpha j}z}{\mu} + O \left( \frac{(k^2|z|^2)}{\mu^3} + \left( 1 + \frac{|\mu|\delta}{k|z|} \right) \log \left( \frac{|\mu|}{\delta} \right) \right) e^{-\frac{c\mu^2}{4\Re\left( \frac{1}{z} \right)}}.
$$

Before proving Proposition 5.2, we approximate the third term from Lemma 5.1. We set $A := \frac{\pi \mu^2}{4Mk\alpha j |z|}$ and make the change of variables $x \mapsto |\mu|x$ to obtain that the third term in Lemma 5.1 equals

$$
\text{sgn}(\mu) \sum_{\pm} \pm \int_{\frac{1}{|\mu|}}^{\infty} \frac{1}{x} e^{-\frac{A|\mu|(x\pm)|x^2}{4}} \, dx.
$$

(5.4)

We split the integral at $x = \frac{1}{2}$. To approximate the contribution from $x \geq \frac{1}{2}$, we define for $d \in \mathbb{N}_0$

$$
J_{d, \pm} := C_d \left( \frac{z}{2A|z|} \right)^{d-1} \int_{\frac{1}{2}}^{\infty} \frac{1}{x^d} e^{-\frac{A|\mu|}{4}(x\pm|x^2|)} \, dx,
$$

(5.5)

where

$$
C_d := \begin{cases} (d-1)! & \text{if } d \geq 1, \\ 1 & \text{if } d = 0. \end{cases}
$$

Note that $J_{1, \pm}$ is the contribution from $x \geq \frac{1}{2}$ to the integral in (5.4). The following trivial bound for $J_{d, \pm}$ follows immediately by bringing the absolute value inside the integral.

**Lemma 5.3.** For $d \in \mathbb{N}_0$, we have

$$
|J_{d, \pm}| \leq \frac{2\sqrt{\pi}C_d A^{\frac{1}{2}-d}}{\sqrt{|z|Re\left( \frac{1}{z} \right)}}.
$$

To obtain a better approximation for $J_{d, \pm}$, we next relate $J_{d, \pm}$ with $J_{d+1, \pm}$ and $J_{d-1, \pm}$.

**Lemma 5.4.** For $d \in \mathbb{N}$, we have

$$
J_{d, \pm} = \mp (d-1)! \left( \frac{z}{A|z|} \right)^d e^{-\frac{A|\mu|}{4}(\frac{1}{z}\pm 1)^2} + J_{d+1, \pm} + \max(d-1, 1) \frac{z}{2A|z|} J_{d-1, \pm}.
$$

Proof. We first rewrite

$$
J_{d, \pm} = J_{d, \pm} \mp C_d A |z| J_{d-1, \pm} \mp C_d A |z| J_{d+1, \pm}.
$$

(5.6)
Using integration by parts, the first two terms in (5.6) equal
\[ \pm C_d \left( \frac{z}{2A|z|} \right)^{d-1} \int_{\frac{1}{2}}^{\infty} \frac{1}{x^d} (x \pm 1) e^{-A|z|^2(x \pm 1)^2} \, dx = \pm C_d \left( \frac{z}{A|z|} \right)^d e^{-\frac{A|z|^2}{2}} \pm J_{d+1, \pm}. \]

Plugging back into (5.6) and using \( C_d = (d-1)! \) and \( \frac{C_d}{e_{d-1}} = \max(d-1, 1) \) yields the claim. \( \square \)

We also require an approximation for \( J_{0, \pm} \).

**Lemma 5.5.** There exists \( c > 0 \) such that
\[ J_{0, \pm} = 2\delta_{1=-1} \sqrt{\pi A|z|} + O \left( \frac{\sqrt{Ae^{-cA|z|Re(\frac{1}{z})}}}{\sqrt{|z|Re(\frac{1}{z})}} \right). \]

**Proof.** We first make the change of variables \( x \mapsto x \mp 1 \) in (5.5) to obtain that
\[ J_{0, \pm} = \frac{2A|z|}{z} \int_{\frac{1}{2} \pm 1}^{\infty} e^{-\frac{A|z|^2}{2} x^2} \, dx. \]

For \( \pm = -1 \), we rewrite this as
\[ J_{0, -} = \frac{2A|z|}{z} \left( \int_{-\infty}^{\infty} e^{-\frac{A|z|^2}{2} x^2} \, dx - \int_{\frac{1}{2}}^{\infty} e^{-\frac{A|z|^2}{2} (x - 1)^2} \, dx \right) = \frac{2A|z|}{z} \int_{-\infty}^{\infty} e^{-\frac{A|z|^2}{2} x^2} \, dx + O \left( A \int_{\frac{1}{2}}^{\infty} e^{-\frac{A|z|^2}{2} Re(\frac{1}{z}) x^2} \, dx \right). \]

Hence we have
\[ J_{0, \pm} = 2\delta_{1=-1} \frac{A|z|}{z} \int_{-\infty}^{\infty} e^{-\frac{A|z|^2}{2} x^2} \, dx + O \left( A \int_{1 \mp \frac{1}{2}}^{\infty} e^{-\frac{A|z|^2}{2} Re(\frac{1}{z}) x^2} \, dx \right). \]

Noting that \( Re(\frac{1}{z}) > 0 \), we then bound
\[ \int_{1 \mp \frac{1}{2}}^{\infty} e^{-\frac{A|z|^2}{2} Re(\frac{1}{z}) x^2} \, dx \leq \frac{\sqrt{\pi} e^{-\frac{1}{2} Re(\frac{1}{z})}}{2A|z|Re(\frac{1}{z})}. \]

The claim follows, evaluating
\[ \int_{-\infty}^{\infty} e^{-\frac{A|z|^2}{2} x^2} \, dx = \sqrt{\frac{\pi}{A|z|}}. \] \( \square \)

We next combine Lemmas 5.4 and 5.5 to obtain an approximation for \( J_{1, \pm} \). To compare the asymptotic growth of different terms, we note that by (3.4) and the fact that \( k \leq N \)
\[ \sqrt{\frac{\text{Re}(\frac{1}{z})}{k}} = \frac{1}{kN \sqrt{\frac{1}{N^2} + \Phi^2}} \geq \frac{1}{\sqrt{2}}, \]
\[ k^2 \frac{N^2}{N^2} \leq k|z| = k^2 \left( \frac{1}{N^2} + \Phi^2 \right)^\frac{1}{2} \leq \sqrt{2}. \]

**Lemma 5.6.** If \( 1 \leq k \leq N \) and \( |\Phi| < \frac{1}{kN} \), then we have
\[ J_{1, \pm} = \delta_{1=-1} \sqrt{\frac{\pi z}{A|z|}} + O \left( A^{-\frac{3}{2}} + e^{-cA|z|Re(\frac{1}{z})} \right). \]
**Proof.** By Lemma 5.4 with \( d = 1 \), we have
\[
J_{1, \pm} = \mp \left( -\frac{z}{A|z|} e^{-\frac{A|z|}{2} (\frac{1}{2} \pm 1)^2} + \frac{z}{2A|z|} J_{0, \pm} \right).
\]
We then plug in Lemma 5.4 again twice (once with \( d = 2 \) and then once with \( d = 1 \)) to obtain that
\[
J_{1, \pm} = \mp \left( \left( -\frac{z}{A|z|} + \left( -\frac{1}{2} \pm 1 \right) \frac{z}{A|z|} \right)^2 e^{-\frac{A|z|}{2} (\frac{1}{2} \pm 1)^2} \mp J_{3, \pm} + \frac{z}{2A|z|} J_{2, \pm} + \frac{z}{2A|z|} + \left( \frac{z}{2A|z|} \right)^2 \right) J_{0, \pm}.
\]
The first term can be bounded against
\[
O \left( \left( 1 + \frac{1}{A^2} \right) e^{-cA|z| \text{Re} \left( \frac{1}{2} \right)} \right) = O \left( \frac{1}{A} e^{-cA|z| \text{Re} \left( \frac{1}{2} \right)} \right),
\]
using that \( A \gg 1 \) by (5.8). Moreover, by Lemma 5.3, we have
\[
|J_{3, \pm}|, \frac{z}{2A|z|} |J_{2, \pm}| \ll \frac{A^{-2}}{A|z| \text{Re} \left( \frac{1}{2} \right)}.
\]
For the terms with \( J_{0, \pm} \), we use Lemma 5.5 to approximate these by
\[
\mp e^{\pi z A|z| \text{Re} \left( \frac{1}{2} \right)} + O \left( A^{-3} + \frac{1}{A} \right).
\]
Noting that \( \mp e^{\pi z A|z| \text{Re} \left( \frac{1}{2} \right)} = e^{\pi z A|z| \text{Re} \left( \frac{1}{2} \right)} \), this gives
\[
J_{1, \pm} = \delta_{\pm 1 = -1} \sqrt{\frac{\pi z}{A|z|}} + O \left( A^{-\frac{3}{2}} + \frac{1}{A} \right) e^{-cA|z| \text{Re} \left( \frac{1}{2} \right)} + \frac{A^{-2}}{A|z| \text{Re} \left( \frac{1}{2} \right)}.
\]
We then use (5.7) and the trivial bound \( |z| \text{Re} \left( \frac{1}{2} \right) \leq 1 \) to compare the O-terms, obtaining
\[
\frac{A^{-2}}{A|z| \text{Re} \left( \frac{1}{2} \right)} \ll A^{-\frac{3}{2}} \quad \text{and} \quad \frac{1}{A} \ll \frac{1}{A|z| \text{Re} \left( \frac{1}{2} \right)} \ll 1.
\]
This gives the claim. \( \square \)

We are now ready to prove Proposition 5.2.

**Proof of Proposition 5.2.** The first term in Lemma 5.1 yields the second error term in Proposition 5.2. For the second term in Lemma 5.1, we note that
\[
R_g(y) = e^{-\frac{\pi (y + \mu)^2}{4Mk \alpha_j} \text{Re} \left( \frac{1}{2} \right)} \cos \left( \frac{-\pi (y + \mu)^2}{4Mk \alpha_j} \text{Im} \left( \frac{1}{z} \right) \right)
\]
\[
I_g(y) = e^{-\frac{\pi (y + \mu)^2}{4Mk \alpha_j} \text{Re} \left( \frac{1}{2} \right)} \sin \left( \frac{-\pi (y + \mu)^2}{4Mk \alpha_j} \text{Im} \left( \frac{1}{z} \right) \right)
\]
and then explicitly take the derivatives and bound $|\text{Re}(z)| < |z|$, $|\text{Im}(z)| < |z|$, and the absolute value of the sines and cosines that occur against 1. This yields

$$|R'_y(y_{1,x}) + iR'_y(y_{2,x})| \leq \frac{\pi}{Mk\alpha_j |z|} \sum_{\ell=1}^{2} |y_{\ell,x} + \mu| e^{-\frac{\pi}{4Mk\alpha_j} \text{Re}\left(\frac{1}{z}\right)}.$$

To bound the right-hand side, we use $y_{\ell,x} < \delta < \frac{|\mu|}{2}$ to conclude that $|\mu| \leq |y_{\ell,x} + \mu| \leq \frac{3|\mu|}{2}$. Noting that $\text{Re}\left(\frac{1}{z}\right) > 0$ yields that the second term in Lemma 5.1 contributes the third error term in Proposition 5.2. We rewrite the third term in Lemma 5.1 as in (5.4) and split the integral in (5.3).

Summing where the value of $c$ is changed from the previous line. These correspond to the main term and the first, second, and fourth error terms in Proposition 5.2.

We next approximate the sum over $\nu$ in the second term of Lemma 4.2.

**Lemma 5.8.** There exists $c > 0$ such that for all $0 < k \leq N$ and $\ell \in \mathcal{L}_M$ we have

$$\sum_{\nu \geq 0}^\prime \sum_{\pm} I(\ell \pm 2M\nu, k; z) = -\pi \sqrt{\frac{\alpha_j}{M\kappa}} \cot \left(\frac{\pi \kappa}{2M\kappa}\right) + O \left(\frac{k^2 |z|^{3/2}}{|\mu|^3} + \log \left(\frac{\mu^2}{k|z|}\right) e^{-\frac{c\mu^2}{k}\text{Re}(\frac{1}{z})}\right)$$

$$= O \left(\frac{\sqrt{k|z|}}{|\mu|} + \log(k|z|) e^{-\frac{c\mu^2}{k}\text{Re}(\frac{1}{z})}\right)$$

$$= O \left(\frac{c\mu^2}{k}\right).$$
Remark. Note that the first term on the right-hand side of (5.11) is always finite because $1 - Mk \leq \ell \leq Mk$ with $\ell \neq 0$ implies that the parameter is never an integer multiple of $\pi$.

Proof of Lemma 5.8. Plugging Corollary 5.7 with $\mu = \ell \pm 2Mk\nu$ into the left-hand side of Lemma 5.8 and using

$$\pi \cot(\pi x) = \lim_{N \to \infty} \left( \frac{1}{x} + \sum_{n=1}^{N} \left( \frac{1}{x+n} + \frac{1}{x-n} \right) \right),$$

the main term in (5.11) becomes the claimed main term.

To obtain (5.11), we are left to bound the error terms. Note that since $1 - Mk \leq \ell \leq Mk$ (with $\ell \neq 0$), we have $\frac{2Mk}{|\ell|} \geq 2$. We conclude that since $|\frac{2Mk}{\ell}\nu - 1| \geq 2\nu - 1 \geq \nu$ for $\nu \geq 1$, the sum of the first $O$-term in Corollary 5.7 is

$$\sum_{\nu \geq 0} \sum_{\pm \ell} \frac{1}{|\ell \pm 2Mk\nu|^3} \leq \frac{1}{|\ell|^3} + \frac{2}{|\ell|^3} \sum_{\nu \geq 1} \nu^2 \ll \frac{1}{|\ell|^3},$$

yielding the first error-term in the lemma. For the final error-term, we write

$$\sum_{\nu \geq 0} \sum_{\pm} \log \left( \frac{|\ell \pm 2Mk\nu|^2}{k|z|} \right) e^{-\frac{c(\ell+2Mk\nu)^2}{k}} \text{Re} \left( \frac{1}{\ell} \right)$$

$$= -\log(k|z|) \sum_{\nu \geq 0} \sum_{\pm} e^{-\frac{c(\ell+2Mk\nu)^2}{k}} \text{Re} \left( \frac{1}{\ell} \right) + 2 \sum_{\nu \geq 0} \sum_{\pm} \log(|\ell \pm 2Mk\nu|) e^{-\frac{c(\ell+2Mk\nu)^2}{k}} \text{Re} \left( \frac{1}{\ell} \right).$$

(5.14)

Since $1 - Mk \leq \ell \leq Mk$, we have $d := |\ell \pm 2Mk\nu| \geq |\ell|$ for every $\nu$ and the terms in all sums in (5.14) are non-negative. Hence we may bound (5.14) against a constant multiple of

$$e^{-\frac{cd}{2\pi} \text{Re} \left( \frac{1}{\ell} \right)} \log(k|z|) \sum_{d \geq |\ell|} e^{-\frac{cd^2}{2\pi} \text{Re} \left( \frac{1}{\ell} \right)} \sum_{d \geq |\ell|} \log(d) e^{-\frac{cd^2}{2\pi} \text{Re} \left( \frac{1}{\ell} \right)}.$$

Each of the sums is absolutely convergent and may be bounded by the sum with $|\ell| = 1$, giving a uniform bound independent of $\ell$. The first term is dominant because $\log(k|z|) \gg 1$, yielding (5.11). The approximation (5.12) follows by showing that

$$\frac{k^2}{|\ell|^3} \sqrt{|z|} \cot \left( \frac{\pi \ell}{2Mk} \right) \ll \frac{k|z|}{\ell}. $$

Finally (5.13) follows by (5.7), (5.8), and (5.12). \qed

6. Proof of Theorem 1.1

6.1. Kloosterman’s Fundamental Lemma. To describe Kloosterman’s Fundamental Lemma [7, Lemma 6], we note that for each $0 \leq h < k$ with $\gcd(h,k) = 1$, there exists a unique $g(h) = g_k(h)$ with $0 < g(h) \leq k$ for which

$$h(N + g(h)) \equiv -1 \pmod{k}.$$

Lemma 6.1. For any $\nu \in \mathbb{Z}^4$, $k \in \mathbb{N}$, $0 < q < k$, and $n \in \mathbb{Z}$, we have

$$\sum_{\substack{0 \leq h < k \quad \gcd(h,k) = 1 \quad g(h) \leq q \quad \gcd(n,k) = 1 \quad \gcd(h,k) = 1 \quad \gcd(n,k) = 1}} e^{-\frac{2\pi i \nu h}{k}} \prod_{j=1}^{4} G(2M\alpha_j h, \nu_j; k) = O \left( k^{2 + \frac{1}{2} + \varepsilon} \gcd(n,k)^{\varepsilon} \right).$$
Here the O-constants is absolute (and in particular independent of \( \nu \) and \( g \)).

One obtains the value of \( g(h) \) by (3.1) and (3.3).

**Lemma 6.2.** We have

\[
g(h) = q_{k,1}(h).
\]

6.2. Setting up the Circle Method. Fix \( J \subseteq \{1, 2, 3, 4\} \) and write \( F(q) := F_{r, M, \alpha, j}(q) \). By Cauchy’s Theorem, we have

\[
J = \frac{1}{2 \pi i} \int_{C} \frac{F(q)}{q^{n+1}} dq,
\]

where \( C \) is an arbitrary path inside the unit circle that loops around zero in the counterclockwise direction. We choose the circle with radius \( e^{-\frac{2\pi}{N}} \) with \( N := \lceil \sqrt{n} \rceil \) and the parametrization \( q = e^{-\frac{2\pi t}{N}} + 2\pi i t \) with \( 0 \leq t \leq 1 \). Thus

\[
c(n) = \int_{0}^{1} F\left( e^{-\frac{2\pi}{N}} z \right) e^{2\pi i nt} dt.
\]

Decomposing the path of integration along the Farey arcs \( -\vartheta_{h,k}^{1} \leq \Phi \leq \vartheta_{h,k}^{*} \) with \( \Phi = t - \frac{h}{\pi}, \)

\[
c(n) = \sum_{0 \leq h < k \leq N} e^{2\pi i n t} \int_{-\vartheta_{h,k}^{1}}^{\vartheta_{h,k}^{*}} F\left( e^{\frac{2\pi i}{N}} (h + iz) \right) e^{2\pi i nt} d\Phi,
\]

where \( z = k(\frac{1}{N} - i \Phi) \) as above. Since for \( J \neq \{1, 2, 3, 4\} \) we may use Lemma 2.4, we consider the case that \( J = \{1, 2, 3, 4\} \). For \( 1 \leq \ell \leq 4, \nu \in \mathbb{N}_{0}^{4}, \lambda \in \mathcal{L}_{M,k}^{4}, \) and \( \epsilon \in \{\pm\}^{4} \), set

\[
I_{\nu, \lambda, \epsilon, \ell}(z) = I_{\nu, \lambda, \epsilon, 0}(z) = \begin{cases} \frac{1}{4Mk-1}, & \text{if } \ell \in J, \\ \\
\sum_{\nu \in \mathbb{N}_{0}^{4}, \lambda \in \mathcal{L}_{M,k}^{4}} e^{-\frac{\pi_{\nu}^{2}}{4Mk^{2}z^{2}}} G(2M\alpha_{j}h, 2r\alpha_{j}h + d_{\nu, \lambda, \epsilon, j}; k) I_{\nu, \lambda, \epsilon, j}(z).
\end{cases}
\]

By Lemmas 4.1 and 4.2, we have

\[
16M^{2} F\left( e^{\frac{2\pi i}{N} (h + iz)} \right) \prod_{j=1}^{4} \sqrt{\alpha_{j}}
\]

\[
= e^{-\frac{\pi_{\nu}^{2}}{4Mk^{2}z^{2}}} \sum_{\nu \in \mathbb{N}_{0}^{4}, \lambda \in \mathcal{L}_{M,k}^{4}} e^{\sum_{j=1}^{4} \frac{\pi_{\nu}^{2}}{4Mk^{2}z^{2}}} G(2M\alpha_{j}h, 2r\alpha_{j}h + d_{\nu, \lambda, \epsilon, j}; k) I_{\nu, \lambda, \epsilon, j}(z).
\]

Plugging (6.2) back into (6.1), we see that the contribution to \( c(n) \) from the term \( \nu \in \mathbb{N}_{0}^{4} \) is

\[
I_{\nu}(n) = I_{\nu, \lambda, M, J}(n) := \sum_{0 \leq h < k \leq N} e^{-\frac{\pi_{\nu}^{2}}{4Mk^{2}z^{2}}} \sum_{\lambda \in \mathcal{L}_{M,k}^{4}} e^{\sum_{j=1}^{4} \frac{\pi_{\nu}^{2}}{4Mk^{2}z^{2}}} G(2M\alpha_{j}h, 2r\alpha_{j}h + d_{\nu, \lambda, \epsilon, j}; k)
\]

\[
\times \int_{-\vartheta_{h,k}^{1}}^{\vartheta_{h,k}^{*}} e^{2\pi i n t} (n + \frac{1}{2\pi} \sum_{j=1}^{4} \alpha_{j}) z - \sum_{j=1}^{4} \frac{\pi_{\nu}^{2}}{4Mk^{2}z^{2}} \prod_{j=1}^{4} I_{\nu, \lambda, \epsilon, j}(z) d\Phi.
\]
6.3. **Bounding** \( \sum_{\nu \in \mathbb{N}_0^4 \setminus \{0\}} I_{\nu}(n) \). The following lemma proves useful for bounding the sum of \( I_{\nu}(n) \) with \( \nu \neq 0 \).

**Lemma 6.3.** Suppose that \( 0 \leq \varrho_1 \leq \varrho_2 \leq \infty \), \( c > 0 \), and for each \( 0 < k \leq N \) let a subset \( \Lambda_k \subseteq \mathbb{Z}^4 \setminus \{0\} \) be given. Then, with \( \|\nu\|^2 := \sum_{1 \leq j \leq 4} \nu_j^2 \),

\[
\sum_{0 < k \leq N} \frac{1}{k^2} \sum_{\nu \in \Lambda_k} \sum_{\lambda \in \mathbb{L}_M^4} \frac{4}{\lambda_j} \sum_{\epsilon \in \{\pm\}^4} \sum_{\bar{\epsilon} = \bar{\varrho}_1} \sum_{\theta = \varrho_1} 1_{\frac{k(N + \theta)}{4} \leq \frac{R_{\nu}(\frac{1}{k})}{k} d\Phi}
\]

\[
\times \sum_{0 < h < k \mid \gcd(h, k) = 1 \mid \vartheta(h) \leq \vartheta} e^{-\frac{2\pi ihb}{k}} \prod_{j=1}^{\frac{4}{\lambda_j}} G(2M\alpha_j h, 2\alpha_j h \pm d_{\nu, \lambda, \vartheta, j}; k) \ll n^{\frac{11}{10} + \varepsilon}.
\]

**Proof.** We first use Lemma 6.1 and the fact that

\[
\sum_{\lambda_j \in \mathbb{L}_M^4} \frac{1}{\lambda_j} \ll \log(k) \ll k^c. \tag{6.3}
\]

Uniformly bounding against the cases \( \varrho_1 = 0 \) and \( \varrho_2 = \infty \) in the lemma, the left-hand side of the lemma may be bounded against

\[
\ll \sum_{0 < k \leq N} k^{\frac{7}{10} + \varepsilon} \gcd(n, k)^{\frac{1}{4}} \sum_{\nu \in \Lambda_k} \int_{0}^{\frac{1}{kN}} \frac{1}{|z|^2} e^{-c\|\nu\|^2 R_{\nu}(\frac{1}{k})} d\Phi. \tag{6.4}
\]

By assumption, for every \( \nu \in \Lambda_k \) we have \( \|\nu\| \geq 1 \) and using (5.7) we obtain that (6.4) may be bounded against

\[
\ll \sum_{0 < k \leq N} k^{\frac{7}{10} + \varepsilon} \gcd(n, k)^{\frac{1}{4}} \sum_{\nu \in \Lambda_k} e^{-\frac{\pi}{\lambda} \|\nu\|^2} \int_{0}^{\frac{1}{kN}} \frac{1}{|z|^2} e^{-c\|\nu\|^2 R_{\nu}(\frac{1}{k})} d\Phi. \tag{6.5}
\]

It remains to show that (6.5) is \( O(n^{\frac{11}{10} + \varepsilon}) \). Since \( \Lambda_k \subseteq \mathbb{Z}^4 \setminus \{0\} \), we may bound the sum over \( \nu \) uniformly by

\[
\sum_{\nu \in \mathbb{Z}^4 \setminus \{0\}} e^{-\frac{\pi}{\lambda} \|\nu\|^2} \leq \sum_{\nu \in \mathbb{Z}^4 \setminus \{0\}} e^{-\frac{\pi}{\lambda} \|\nu\|^2} \ll 1.
\]

We then split the sum and integral in (6.5) into three pieces:

\[
\sum_{1} := \sum_{0 < k \leq N^{1-\varepsilon}} \int_{0}^{\frac{1}{kN^{1+\varepsilon}}} \sum_{2} := \sum_{0 < k \leq N^{1-\varepsilon}} \int_{0}^{\frac{1}{kN^{1+\varepsilon}}} \sum_{3} := \sum_{N^{1-\varepsilon} < k \leq N} \int_{0}^{\frac{1}{kN}}
\]

for \( \ell \) some (arbitrary small) number. We first consider \( \sum_{1} \). Plugging \( 0 < |\Phi| < \frac{1}{kN^{1+\varepsilon}} \) into the right-hand side of the equality in (5.7), we have

\[
\text{Re} \left( \frac{1}{z} \right) > \frac{kN^{2\ell}}{2}.
\]

Combining this with the first inequality in (5.8), the contribution from \( \sum_{1} \) to (6.5) is \( O(e^{-\frac{\pi}{\lambda} N^{2\ell}}) \).
We next turn to $\sum_3$. Using the fact $\text{Re}(\frac{1}{z}) > 0$, we bound

$$\sum_3 \ll \sum_{0 < k \leq N^{1-\epsilon}} k^{\frac{7}{8} + \epsilon} \gcd(n, k)^{\frac{1}{4}} \int_{kN^{1+\epsilon}}^\infty \frac{1}{|z|^2} d\Phi.$$ 

One can show that the integral is $O\left(\frac{N^{1+\epsilon}}{k}\right)$, yielding $\sum_2 \ll N^{\frac{15}{16} + \epsilon}$. Choosing $\ell$ sufficiently small (depending on $\epsilon$), we obtain $\sum_2 = O(n^{\frac{15}{16} + \epsilon})$. We finally turn to $\sum_3$. We bound, choosing $\ell \leq 8\epsilon$

$$\sum_3 \ll N^2 \sum_{N^{1-\epsilon} < k \leq N} k^{-\frac{2}{3} + \epsilon} \gcd(n, k)^{\frac{1}{4}} \arctan\left(\frac{N}{k}\right) \ll n^{\frac{15}{16} + \epsilon}. \quad \square$$

We next bound the contribution from the sum over all $h, k$ of the terms $\nu \neq 0$ from (6.2).

**Proposition 6.4.** If $J \neq \{1, 2, 3, 4\}$, then

$$\sum_{\nu \in \mathbb{N}_0^4 \setminus \{0\}} I_\nu(n) = O\left(n^{\frac{15}{16} + \epsilon}\right).$$

**Proof.** Writing $k + k_j = N + \varrho_{h, j}(h)$ as in (3.2), we split the integral in $I_\nu(n)$ as

$$\int_{0}^{\nu} = \int_{-\varrho_{h, k}}^{0} + \int_{\varrho_{h, k}}^{0} \frac{1}{k(N + \varrho_{k, h}(h)))} = \sum_{\varrho = \varrho_{h, k}(h)} \int_{\varrho = \varrho_{h, k}(h)}^{\varrho = \varrho_{k, h}(h)} + \sum_{\varrho = \varrho_{k, h}(h)} \int_{\varrho = \varrho_{k, h}(h)}^{\varrho = \varrho_{k, h}(h)}.$$ Interchanging the sums on $h$ and $\varrho$ for the first sum in (6.6), its contribution to $I_\nu(n)$ equals

$$\sum_{0 < k \leq N} \frac{1}{k^2} \sum_{\lambda \in \mathbb{Z}_M^4} \sum_{\varepsilon \in \{\pm\}^4} e^{\frac{2\pi i k}{M} \sum_{j=1}^{4} \varepsilon_j \mu_j} \sum_{\varrho = 0}^{\infty} \int_{\varrho = \varrho_{k, h}(h)}^{\varrho = \varrho_{k, h}(h)} \frac{1}{(\varrho + h)^{\frac{1}{2}}} \frac{2\pi e^{2\pi i k (n + \varrho_{k, h}(h)) \sum_{j=1}^{4} \alpha_j}}{\Lambda_{\varrho_{k, h}(h)}^{n + \varrho_{k, h}(h)} - \sum_{j=1}^{4} \frac{\varpi_j^2}{M\alpha_j}}$$

$$\times \prod_{j=1}^{4} I_\nu,\lambda,\epsilon_j(z) d\Phi \sum_{0 < h < k} \sum_{\gcd(h, k) = 1} \sum_{\varrho_{h, k}(h) \leq \varrho} e^{-\frac{2\pi i \varrho_{h, k}(h)}{k}} G(2M\alpha_j h, 2\alpha_j h + d_\varrho, \lambda, \epsilon_j; k). \quad (6.7)$$

Similarly, interchanging the sums over $h$ and $\varrho$ in the second sum in (6.6) and then applying Lemma 3.1 yields a contribution to $I_\nu(n)$ of

$$\sum_{0 < k \leq N} \frac{1}{k^2} \sum_{\lambda \in \mathbb{Z}_M^4} \sum_{\varepsilon \in \{\pm\}^4} e^{\frac{2\pi i k}{M} \sum_{j=1}^{4} \varepsilon_j \mu_j} \sum_{\varrho = 0}^{\infty} \int_{\varrho = \varrho_{k, h}(h)}^{\varrho = \varrho_{k, h}(h)} \frac{1}{(\varrho + h)^{\frac{1}{2}}} \frac{2\pi e^{2\pi i k (n + \varrho_{k, h}(h)) \sum_{j=1}^{4} \alpha_j}}{\Lambda_{\varrho_{k, h}(h)}^{n + \varrho_{k, h}(h)} - \sum_{j=1}^{4} \frac{\varpi_j^2}{M\alpha_j}}$$

$$\times \prod_{j=1}^{4} I_\nu,\lambda,\epsilon_j(z) d\Phi \sum_{0 < h < k} \sum_{\gcd(h, k) = 1} \sum_{\varrho_{h, k}(h) \leq \varrho} e^{-\frac{2\pi i \varrho_{h, k}(h)}{k}} G(2M\alpha_j h, 2\alpha_j h + d_\varrho, \lambda, \epsilon_j; k). \quad (6.8)$$

Making the change of variables $h \mapsto k - h$ in the inner sum, the inner sum becomes

$$\sum_{0 < h < k < N} \frac{e^{-\frac{2\pi i \varrho_{h, k}(h)}{k}}}{k} \prod_{j=1}^{4} G(2M\alpha_j h, 2\alpha_j h - d_\varrho, \lambda, \epsilon_j; k).$$
We then take the absolute value inside all of the sums except the sum on \( h \) in both (6.7) and (6.8). Noting that \( |z|^2 \) and Re(\( \frac{1}{z} \)) are the same for \( \Phi \) and \( -\Phi \), we may make the change of variables \( \Phi \mapsto -\Phi \) in (6.7) to bound both (6.7) and (6.8) against

\[
\ll \sum_{0 < k \leq N} \frac{1}{k^2} \sum_{\lambda \in \mathcal{L}_h^c} \sum_{\nu \in \{\pm\}^4} \sum_{\theta = 0}^{\infty} \int_{k(N+\theta)}^{k(N+\theta+1)} \frac{1}{|z|^2} e^{\frac{2\pi i}{n} \left( n \right.} \left. + \frac{2}{n} \sum_{j=1}^{4} \alpha_j \right) \text{Re}(z) - \sum_{j=1}^{4} \frac{\pi \nu^2}{G(h_j)} \text{Re}\left( \frac{1}{z} \right) \bigg|_{0 < h < k \leq N, \gcd(h,k) = 1, \varrho_k,1(h) \leq \theta} \bigg| d\Phi \times |I_{\nu,\lambda,\epsilon,j}(z)| d\Phi.
\]

where \( \pm \) is chosen as “+” for (6.7) and “-” for (6.8). We note that since \( \text{Re}(z) = \frac{k}{N^2} \sim \frac{k}{n} \), we have

\[
e^{-2\pi i h k} \left( n \right.} \left. + \frac{2}{n} \sum_{j=1}^{4} \alpha_j \right) \text{Re}(z) \ll 1.
\]

We next bound \( |I_{\nu,\lambda,\epsilon,j}(z)| \). In the case that \( j \in J \) or \( \nu_j \neq 0 \), we trivially bound (using \( \lambda_j \in \mathcal{L}_M \))

\[
I_{\nu,\lambda,\epsilon,j}(z) = \frac{1}{2Mk-1} < \frac{1}{|\lambda_j|}.
\]

If both \( j \notin J \) and \( \nu_j = 0 \), then we use (5.13) to bound

\[
|I_{\nu,\lambda,\epsilon,j}(z)| \ll \frac{n^\varepsilon}{|\lambda_j|}.
\]

Hence, setting \( c := \frac{\pi}{4M \min_j(|\alpha_j|)} \), (6.9) may be bounded against

\[
\ll n^\varepsilon \sum_{0 < k \leq N} \frac{1}{k^2} \sum_{\lambda \in \mathcal{L}_h^c} \prod_{j=1}^{4} \frac{1}{|\lambda_j|} \sum_{\nu \in \{\pm\}^4} \sum_{\theta = 0}^{\infty} \int_{k(N+\theta)}^{k(N+\theta+1)} \frac{1}{|z|^2} e^{-\nu \|z\|^2} G(2M \alpha_j h, 2\alpha_j h \pm d_{\nu,\lambda,\epsilon,j}; k) \bigg|_{0 < h < k \leq N, \gcd(h,k) = 1, \varrho,1(h) \leq \theta} \bigg| d\Phi \times \prod_{j=1}^{4} G(2M \alpha_j h, 2\alpha_j h \pm d_{\nu,\lambda,\epsilon,j}; k).
\]

By Lemma 6.2, we have \( \varrho(h) = \varrho_{k,1}(h) \). Summing over \( \nu \in \mathbb{N}_0^4 \setminus \{0\} \), we may therefore use Lemma 6.3 with \( \Lambda_k = \mathbb{N}_0^4 \setminus \{0\}, \varrho_1 = 0, \varrho_2 = \infty \) to conclude that \( \sum_{\nu \neq 0} I_\nu(n) \) is \( O(n^{\frac{15}{16} + \varepsilon}) \), giving the bound claimed in the proposition. \( \square \)

6.4. Bounding \( I_0(n) \). This subsection is devoted to bounding \( I_0(n) \).

**Proposition 6.5.** If \( J \neq \{1,2,3,4\} \), then

\[
I_0(n) = O\left(n^{\frac{15}{16} + \varepsilon}\right).
\]

**Proof.** As in the proof of Proposition 6.4, we first split the sum as in (6.6) and interchange the sums on \( h \) and \( \varrho \) and then take the absolute value inside all of the sums other than the sum on \( h \).
Since \( J \neq \{1, 2, 3, 4\} \), without loss of generality we have \( 4 \notin J \). For \( 1 \leq j \leq 3 \), we use (6.11) and we bound \( \mathcal{I}_{0, \lambda, \varepsilon, l}(z) \) with (5.12). Plugging in (6.10), we hence obtain

\[
\mathcal{I}_0(n) \lesssim n^\varepsilon \sum_{0 < k \leq N} \frac{1}{k^2} \sum_{\lambda \in \mathcal{L}_{mk}} \frac{1}{|\lambda_j|^2} \int_{0}^{\infty} \frac{1}{|k(n+1)|} \frac{1}{|z|^2} \sum_{\phi \in \{\pm\}} \omega_{\lambda_j} \left( \frac{\sqrt{k}|z|}{|\lambda_j|} + \log(k|z|) e^{-\frac{\epsilon k^2 \Re(\frac{1}{z})}{k}} \right) \ d\Phi
\]

\[
\times \prod_{j=1}^{3} \frac{1}{|\lambda_j|} \sum_{0 \leq h < k, \gcd(h, k) = 1} e^{-\frac{2\pi i h}{k}} \prod_{j=1}^{4} G(2M\alpha_j h, 2\alpha_j h \pm \delta_{j \neq l} \lambda_j; k). \tag{6.12}
\]

Plugging in Lemma 6.2, the contribution to \( \mathcal{I}_0(n) \) from the first term in the \( O \)-constant in (6.12) is bounded by

\[
\lesssim n^\varepsilon \sum_{0 < k \leq N} \frac{1}{k^2} \sum_{\lambda \in \mathcal{L}_{mk}} \prod_{j=1}^{4} \frac{1}{|\lambda_j|} \sum_{\phi \in \{\pm\}} \omega_{\lambda_j} \left( \frac{1}{|k(n+1)|} \int_{0}^{\infty} \frac{1}{|z|^2} \right)^2 \sum_{0 \leq h < k, \gcd(h, k) = 1} e^{-\frac{2\pi i h}{k}} \prod_{j=1}^{4} G(2M\alpha_j h, 2\alpha_j h \pm \delta_{j \neq l} \lambda_j; k). \tag{6.13}
\]

Using Lemma 6.1 and (6.3), we can bound this against

\[
\lesssim n^\varepsilon \sum_{0 < k \leq N} k^{\frac{11}{8} + \varepsilon} \gcd(n, k)^{\frac{1}{2}} \sum_{\lambda \in \mathcal{L}_{mk}} \prod_{j=1}^{4} \frac{1}{|\lambda_j|} \sum_{\phi \in \{\pm\}} \omega_{\lambda_j} \left( \frac{1}{|k(n+1)|} \right)^2 \int_{0}^{\frac{2\pi}{\sqrt{k}}} \frac{d\Phi}{|z|^2} \cdot \tag{6.13}
\]

We split the integral in (6.13) into the ranges \( \Phi < \frac{1}{N^2} \) and \( \Phi \geq \frac{1}{N^2} \). Using that for \( \Phi \geq \frac{1}{N^2} \), we have \( |z|^2 \gg k^{\frac{3}{8}} \Phi^2 \), the contribution from \( \Phi \geq \frac{1}{N^2} \) to (6.13) may be bounded against

\[
\lesssim n^\varepsilon \sum_{0 < k \leq N} k^{-\frac{9}{8} + \varepsilon} \gcd(n, k)^{\frac{1}{2}} \int_{\frac{1}{N^2}}^{\frac{2\pi}{\sqrt{k}}} \Phi^{-\frac{9}{8}} d\Phi \ll n^\varepsilon N \sum_{0 < k \leq N} k^{-\frac{9}{8} + \varepsilon} \gcd(n, k)^{\frac{1}{2}}.
\]

For \( 0 < \Phi < \frac{1}{N^2} \), we use the trivial bound \( |z|^2 \gg \frac{k^3}{N^2} \), to obtain that the contribution from \( 0 < \Phi < \frac{1}{N^2} \) to (6.13) is

\[
\ll n^\varepsilon N \sum_{0 < k \leq N} k^{-\frac{9}{8} + \varepsilon} \gcd(n, k)^{\frac{1}{2}}.
\]

Therefore (6.13) is \( O(n^{\frac{11}{8} + \varepsilon}) \).

We next consider the contribution to (6.12) coming from the second \( O \)-term. Using (5.8) to bound \( \log(k|z|) \ll n^\varepsilon \), the contribution to (6.12) from the second term in the \( O \)-constant is

\[
\ll n^\varepsilon \sum_{0 < k \leq N} \frac{1}{k^2} \sum_{\lambda \in \mathcal{L}_{mk}} \prod_{j=1}^{3} \frac{1}{|\lambda_j|} \sum_{\phi \in \{\pm\}} \omega_{\lambda_j} \left( \frac{1}{|k(n+1)|} \right)^2 \sum_{\epsilon \in \{\pm\}^4} \frac{1}{|z|^2} \int_{0}^{\frac{2\pi}{\sqrt{k}}} e^{-\frac{\epsilon k^2 \Re(\frac{1}{z})}{k}} d\Phi
\]
\[
\sum_{0 \leq h < k, \gcd(h,k) = 1} e^{-\frac{2\pi i h}{k}} \prod_{j=1}^{4} G(2M\alpha_j h, 2\alpha_j h + \delta_{j \not= 1} \lambda_j; k) \ll n^{\frac{15}{16} + \varepsilon},
\]

using Lemma 6.3 with \( g_1 = 0, g_2 = \infty \), and \( \Lambda_k = \{(0 0 0 \lambda_4)^T : \lambda_4 \in \mathcal{L}_k \} \) yields that this may be bounded against \( O(n^{\frac{15}{16} + \varepsilon}) \).

6.5. **Proof of Theorem 1.1.** We are now ready to prove the main theorem.

**Proof of Theorem 1.1.** (1) We first use Lemma 2.3. If \( M \) is odd, then we use the fact that

\[
\Theta^+_{r,M,\alpha}(\tau) = \Theta^+_r(\tau) \tag{7}
\]

Thus we may assume without loss of generality that \( M \) is even. We deal with the terms from Lemma 2.3 termwise for each \( J \subseteq \{1, 2, 3, 4\} \).

Plugging Propositions 6.4 and 6.5 into (6.2), we conclude that for \( J \neq \{1, 2, 3, 4\} \) we have

\[
c_r,M,\alpha,J(n) = O\left(n^{\frac{15}{16} + \varepsilon}\right).
\]

Thus by Lemma 2.3, we have

\[
s_{r,2M,\alpha}\left(2Mn + r^2 \sum_{1 \leq j \leq 4} \alpha_j\right) = \frac{1}{16} c_{r,M,\alpha}(n) + O\left(n^{\frac{15}{16} + \varepsilon}\right).
\]

Plugging in Lemma 2.4 (1) then yields

\[
s_{r,2M,\alpha}\left(2Mn + r^2 \sum_{1 \leq j \leq 4} \alpha_j\right) = \frac{1}{16} s^*_{r,2M,\alpha}\left(2Mn + r^2 \sum_{1 \leq j \leq 4} \alpha_j\right) + O\left(n^{\frac{15}{16} + \varepsilon}\right).
\]

Since

\[
s_{r,2M,\alpha}(n) = s^*_{r,2M,\alpha}(n) = 0
\]

if \( n \not= r^2 \sum_{j=1}^{4} \alpha_j \) (mod \( 2M \)), the claim follows.

(2) By Lemma 2.1, we have

\[
r_{m,\alpha}(n) = r^+_{m,\alpha}(n) + O\left(n^{\frac{15}{16} + \varepsilon}\right).
\]

Lemma 2.2 then yields

\[
r^+_{m,\alpha}(n) = s_{m,2(m-2),\alpha}\left(8(m-2)\left(n - \sum_{1 \leq j \leq 4} \alpha_j\right) + m^2 \sum_{1 \leq j \leq 4} \alpha_j\right).
\]

Thus by part (1) and Lemma 2.4 we have

\[
r^+_{m,\alpha}(n) = \frac{1}{16} s^*_{m,2(m-2),\alpha}\left(8(m-2)\left(n - \sum_{1 \leq j \leq 4} \alpha_j\right) + m^2 \sum_{1 \leq j \leq 4} \alpha_j\right) + O\left(n^{\frac{15}{16} + \varepsilon}\right)
\]

\[
= \frac{1}{16} r^*_{m,\alpha}(n) + O\left(n^{\frac{15}{16} + \varepsilon}\right). \quad \Box
7. Proof of Corollary 1.2 and Corollary 1.3

In this section, we prove Corollaries 1.2 and 1.3.

Proof of Corollary 1.2. By Theorem 1.1 (2), we have
\[ r_{6, \alpha}(n) = \frac{1}{16} r_{6, \alpha}^*(n) + O \left( n^{15/16} \right). \]  
(7.1)

Completing the square in the special case \( \alpha = (1, 1, 1, 1) \), we obtain
\[ r_{6, (1, 1, 1, 1)}^*(n) = s_{3,4,1,1,1}(8n + 4). \]

Note that by the change of variables \( x_j \mapsto \varepsilon_j x_j \) with \( \varepsilon \in \{ \pm \}^4 \), we have
\[ s_{3,4,1,1,1}(8n + 4) = \frac{1}{16} s_{1,2,1,1,1}(8n + 4). \]

Cho [4, Example 3.3] computed
\[ s_{1,2,1,1,1}(8n + 4) = 16\sigma(2n + 1). \]

Thus
\[ r_{6, (1, 1, 1, 1)}^*(n) = \sigma(2n + 1). \]
Plugging this back into (7.1) yields the claim. \( \square \)

We next prove Corollary 1.3.

Proof of Corollary 1.3. Using [4, Example 3.4], the argument is essentially identical to the proof of Corollary 1.2, except that in this case it is not immediately obvious that the main term is always positive. For this we use multiplicativity to bound
\[ - \sum_{d|8(n+5)} \left( \frac{8}{d} \right) d \geq \varphi(8n + 5) \gg n^{1-\varepsilon}, \]
where \( \varphi \) denotes the Euler totient function. \( \square \)

We finally prove Corollary 1.4.

Proof of Corollary 1.4. By Theorem 1.1 (2), we have
\[ r_{5, (1,1,1,1)}(n) = \frac{1}{16} r_{5, (1,1,1,1)}^*(n) + O \left( n^{15/16} \right). \]  
(7.2)

Completing the square, we obtain
\[ r_{5, (1,1,1,1)}^*(n) = s_{5,6,1,1,1}^*(24n + 4). \]  
(7.3)

Using [13, Proposition 2.1], it is not hard to show that the generating function \( \Theta_{5,6,1,1,1}^* \) for \( s_{5,6,1,1,1}^* \) is a modular form of weight two on \( \Gamma_0(144) \). We next claim that
\[ \Theta_{5,6,1,1,1}(\tau) = \frac{2}{3} E(4\tau) + \frac{1}{3} \eta^3(24\tau), \]  
(7.4)

where
\[ E(\tau) := \sum_{n \equiv 1 (\text{mod } 6)} \sigma(n)q^n, \quad \eta(\tau) : = q^{1/3} \prod_{n \geq 1} (1 - q^n). \]
For this we note first that $\tau \mapsto \eta^4(24\tau)$ is a cusp form of weight two on $\Gamma_0(144)$. We next recall that for a translation-invariant function $f$ with Fourier expansion $f(\tau) = \sum_{n \geq 0} c_f(v;n) q^n$, the quadratic twist of $f$ with a character $\chi$ is given by
\[
 f \otimes \chi(\tau) := \sum_{n \geq 0} \chi(n) c_f(v;n) q^n.
\]
For $\delta \in \mathbb{N}$, one also defines the $V$-operator and $U$-operator by
\[
 f|_{V\delta}(\tau) := \sum_{n \geq 0} c_f(\delta v;n) q^{\delta n}, \quad f|_{U\delta}(\tau) := \sum_{n \geq 0} c_f\left(\frac{v}{\delta};\delta n\right) q^n.
\]
A straightforward generalization of the proof for holomorphic modular forms (see [8, Proposition 17 (b) of Section 3] and [9, Lemma 1]) yields that if $f$ satisfies weight $k \in \mathbb{Z}$ modularity on $\Gamma_0(N)$ and $\chi$ is a character with modulus $M$, then $f \otimes \chi$ satisfies weight $k$ modularity on $\Gamma_0(M \delta)$ with character $\chi^2$, $f|_{U\delta}$ satisfies weight $k$ modularity on $\Gamma_0(\text{lcm}(\delta M, M^2))$, and $f|_{V\delta}$ satisfies weight $k$ modularity on $\Gamma_0(\delta N)$. Recall the weight two Eisenstein series
\[
 E_2(\tau) := 1 - 24 \sum_{n \geq 1} \sigma(n) q^n
\]
and set $\chi_D(n) := (\frac{D}{n})$. We see that
\[
 E = -\frac{1}{48} \left( E_2 \otimes \chi_{-3} + E_2 \otimes \chi_{2^3} \right) \mid (1 - U_2 V_2).
\]
Letting $\tilde{E}_2(\tau) := E_2(\tau) - \frac{3}{\pi} \theta$ be the completed weight two Eisenstein series, we easily conclude
\[
 E = -\frac{1}{48} \left( \tilde{E}_2 \otimes \chi_{-3} + E_2 \otimes \chi_{2^3} \right) \mid (1 - U_2 V_2).
\]
Since $\tilde{E}_2$ is modular of weight two on $\text{SL}_2(\mathbb{Z})$, we see that $E$ is modular of weight two on $\Gamma_0(36)$. Since it is holomorphic, we conclude that the right-hand side of (7.4) is a weight two modular form on $\Gamma_0(144)$. By the valence formula, (7.4) is true as long as it is true for the first 48 Fourier coefficients, which is easily checked with a computer.

By work of Deligne [5], we know that the $n$-th coefficient of $\eta^4(24\tau)$ is $\ll n^{\frac{1}{2} + \varepsilon}$. Therefore, writing the $n$-th coefficient of $E$ as $c_E(n)$, we conclude from (7.4) that
\[
 s_{5,6,(1,1,1)}^*(24n + 4) = \frac{2}{3} c_E(6n + 1) + O\left(n^{\frac{1}{2} + \varepsilon}\right) = \frac{2}{3} \sigma(6n + 1) + O\left(n^{\frac{1}{2} + \varepsilon}\right).
\]
Plugging back into (7.3) and then plugging this into (7.2) implies that
\[
 r_{5,(1,1,1)}(n) = \frac{1}{16} r_{5,(1,1,1)}^*(n) + O\left(n^{\frac{1}{2} + \varepsilon}\right) = \frac{1}{24} \sigma(6n + 1) + O\left(n^{\frac{1}{2} + \varepsilon}\right).
\]
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