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Abstract—In this letter, a neural network-based interelement phase estimation method using radiation power pattern of the linear phased array is proposed. To validate the proposed method, a radiation pattern measured in an anechoic chamber is input to the neural network to estimate the initial phase errors, and to confirm practical estimation accuracy. The proposed method requires only single radiation pattern measurement and no additional measurements only for estimation. This indicates the proposed method is significantly more time-saving, compared to other conventional techniques. Furthermore, we propose a method to suppress the failure rate of estimation by recursively reinputting patterns into the neural network, and discuss its effectiveness. These results show that the proposed methods useful for phase estimation of the linear array in experiments.

Index Terms—Antenna arrays, calibration, deep learning, neural network (NN), radiation patterns.

I. INTRODUCTION

Beamforming is one of the key techniques for 5G and beyond to cope with severe path loss in millimeter-wave (mmWave) bands, and to enable reliable high-data-rate transmission [1], [2]. A beamformer equipped with phased array systems is required to generate the desired beam pattern by controlling excitation amplitudes and phases of multiple antenna elements [3], [4]. Therefore, it is essential to calibrate initial excitation errors for each antenna element caused by manufacturing errors, and/or characteristic changes in RF components with temperature or time. In the mmWave band called FR2 in 5G NR, the components are smaller due to the shorter wavelengths and various functions are integrated, making it difficult to test antenna with a connector. Instead, over-the-air tests are being conducted in anechoic chambers. In order to align the initial complex excitation coefficients of all antenna elements, the rotating-element electric-field vector (REV) method or multielement phase-toggling (MEP) method are widely used [5], [6]. The REV method, while requiring only power measurements, always gives two candidate solutions, which are technically difficult to distinguish [5]. The MEP method can extract calibration values more effectively in exchange for the accuracy compared to REV by electric field vector measurements. Various calibration methods using power or electric field measurements have been proposed [7]–[15]. All of these methods require multiple measurements and repetitive numerical calculations taking up to a few dozen minutes to derive the excitation errors from measurement results.

Recently, the application of artificial intelligence-related technologies, such as deep learning using neural networks (NNs) has been attempted in all industrial fields, including wireless communications [16]. Pattern synthesis methods for phased-array antennas have already been proposed using deep NN [17] and convolutional NN [18], although both works show no statistical results and discussion on estimation accuracy. A compressed sensing-based online calibration using NN has also been proposed, whereas it requires signal processing, indicating immediate calibration is difficult [19]. However, all the abovementioned reports lack proof of concept based on an actual experimental data. Another NN approach to calibrate both transmit and receive channels for phased array antenna by power-only measurement has been reported [20]. This method allows for simple hardware implementation using little computational power, while still requiring multiple power measurements.

In this letter, we introduce an NN-based phase estimation method for phased array using radiation power pattern as an input, which is designed to overcome the aforementioned drawbacks. The trained NN model works as an inverse function that outputs the excitation phase coefficients of the antenna elements in milliseconds in response to a radiation pattern input.

The rest of this letter is organized as follows. In Section II, the synthesis process of the radiation patterns for the training and validation of NN is described. Section III presents the architecture of the NN model for radiation pattern. Section IV describes training, validation, and experimental results for evaluation and accuracy of the NN model. We further discuss recursive application of the calibrated radiation pattern to the NN in order to improve the calibration by reducing the failure rate. Finally, Section V concludes this letter.

II. PATTERN SYNTHESIS OF ANTENNA ARRAY

Experimentally, power patterns measured by a combination of signal generator and spectrum analyzer provide more accurate single point frequency results than the patterns measured by a vector network analyzer with banded power transmission. Considering these factors, we prepare the NN model for using measured power pattern to estimate the excitation phase errors of the elements.

A large number of radiation patterns with constant amplitudes and random combinations of excitation phase coefficients for
multiple elements generated by random selection from a uniform distribution are used to train the NN model for calibration. The radiation field pattern of a linear array antenna can be described by complex value as follows [21]:

\[ E(\delta, \theta) = \sum_{k=1}^{N} g_k(\theta) A_k \exp \left\{ \frac{2\pi}{\lambda} \left( (k - 1) d \sin \theta - \delta_k \right) \right\} \]  

where \( \delta = [\delta_1, \ldots, \delta_N] \) is the initial phase error vector, \( \theta \) is the azimuth angle measured from the broadside, \( N \) is the number of antenna elements, \( \lambda \) is the wavelength, \( d \) is the distance between antenna elements, \( g_k(\theta) \), \( A_k \), and \( \delta_k \) are the directivity function, normalized amplitude, and the initial phase error of \( k \)-th antenna element, respectively. In this work, the use of uniform excitation amplitude \( A_k = 1 \) is assumed for all \( k \). The eight-element vertically polarized linear array antenna for 28 GHz with patch antennas evenly spaced at \( d = 6.0 \times 10^{-3} \) [\( m \)] was designed. The radiation gain pattern for each antenna element, \( g_k(\theta) \), was measured and is reported in [22]. Since the antenna elements are separated by a distance of \( \geq 0.5 \lambda \), the antenna coupling effect are neglected in this work.

We generate 1 250 000 radiation power patterns \( P(\delta, \theta) = |E(\delta, \theta)|^2 \) for a range of \(-90^\circ \leq \theta \leq 90^\circ \) in 1° step by setting random phase values \(-180^\circ \leq \delta_k \leq 180^\circ \) for \( k = 2, \ldots, 8 \) of eight elements, keeping \( \delta_1 = 0^\circ \). This is because only the relative phase difference between the elements is important for the radiation power pattern. It takes approximately 10 min to generate all the radiation patterns. The power patterns are normalized to range from 0 to 1 for training the NN. A total of 96% of the dataset is used as for training, and the remaining 4%, consisting of 50 000 patterns, is used for validation. Therefore, a real valued matrix with the size of 1 200 000 \( \times \) 181, as well as training label \( |\delta_k| \) with phase values of 1 200 000 \( \times \) 7 is prepared as an input dataset for the NN model. We note that the validation dataset is chosen uniformly at random from the total dataset. Three examples of randomly set phase patterns and corresponding radiation patterns are shown in Fig. 1(a) and (b), respectively.

III. NN Model

The NN consists of eight layers, including six hidden layers. The activation function in the output layer is the “sigmoid” function with the remaining layers using the rectified linear unit (ReLU) function. Each layer consists of a dense layer that is fully connected without dropouts. As a loss function, we use the mean squared error (MSE). The optimizer “Adam” is chosen and batch size is set to 16 384 for training. Detailed parameters for the model are summarized in Table I.
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Fig. 1. (a) Three samples of randomly chosen phase set generated from a uniform random distribution. (b) Normalized power patterns calculated for each phase values in (a) using element patterns in [22].

IV. RESULTS AND DISCUSSION

A. Training and Validation Results

The training and validation loss recorded over 1000 epochs are converged to 1.76 \( \times \) 10^{-4} and 8.01 \( \times \) 10^{-3}, respectively. Total training time was approximately 3.5 h on an Intel Core i5-8400 CPU at 2.80 GHz with 8 GB of RAM and NVIDIA GeForce GTX 1060 6 GB.

As an indicator of the performance of the learning model, we evaluate the root mean squared errors (RMSEs) of the estimated phase patterns as follows:

\[ \delta_{\text{RMSE}} = \sqrt{\frac{1}{7} \sum_{k=2}^{8} \left( \left| \delta_k - \hat{\delta}_k \right|, 360^\circ - \left| \delta_k - \hat{\delta}_k \right| \right)^2} \]

where \( \hat{\delta}_k \) is the estimated outputs of phase for \( k \)-th antenna element, and we take into account that (1) is invariant under translation of 360° of the phase factor \( \delta_k \). The averaged \( \delta_{\text{RMSE}} \) over all the test data is \( \delta_{\text{RMSE}} = 6.96^\circ \), which is comparable to the phase estimation accuracy of REV or MEP methods using 6-bit phase shifter [23], indicating sufficient estimation accuracy for practical use. The best value among the test data is \( \delta_{\text{RMSE}} = 0.616^\circ \), and the worst value is \( \delta_{\text{RMSE}} = 89.8^\circ \). The actual and predicted phase pattern and corresponding radiation patterns for the worst case, and for the case where \( \delta_{\text{RMSE}} \) has the closest value to the average obtained by the NN.
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Fig. 2. Actual and predicted phase patterns and corresponding radiation patterns for the worst case, and for the case where \( \delta_{\text{RMSE}} \) has the closest value to the average obtained by the NN.
Assuming that the phase of each element are uncorrelated and generated uniformly, they would be distributed in a grid pattern in a seven-dimensional hypercube at approximately \(360/(1250000)^{1/7} = 48.5^\circ\) intervals. Despite this sparsity of data set, \(\delta_{\text{RMSE}}\) in the test data can be kept below 9.2\(^\circ\) with a probability of 90\%. If we try to achieve a 10\(^\circ\) spacing in the phase space using simpler searching algorithms, we would require a data set with \(7.8 \times 10^{10}\) patterns.

### B. Experimental Data

To test the usefulness of our proposed model in actual antenna array calibration experiments, we use previously reported results [22] of uncalibrated radiation patterns of the eight-element linear array, which is the same antenna as the one assumed in this work. This experimental power pattern data is input to the NN model to confirm the estimation accuracy for the real measurement data. The obtained estimated phase pattern vector \(\delta_{\text{exp}}\) and the calculated radiation pattern, assuming the estimated phase as the initial excitation error, are presented in Fig. 3, along with the estimated phase vector \(\delta_{\text{REV}}\) and corresponding radiation pattern by REV obtained in the previous work and the uncalibrated radiation pattern measured in the experiment [22]. Although the true initial phase offset for the linear array cannot be identified in the experiment, we have confirmed that the phase offset estimated by REV is close enough to the true offset by showing excellent agreement between the calibrated radiation pattern and the ideal radiation pattern. This was done by calculating and comparing the offset estimated by MEP, which shows good agreement with the REV result. Thus, regarding the REV result as the true phase offset, the RMSE in the predicted phase is calculated to be \(\delta_{\text{RMSE}} = 11.1^\circ\). The experimental pattern contains amplitude imbalances of up to 1.4 dB [22], but the phase estimation nevertheless works as shown in Fig. 3. This indicates that even the NN model constructed without considering amplitude imbalance may be able to robustly handle the imbalance up to about 1.4 dB. This is because the phase imbalance makes a larger contribution to the radiation pattern than the amplitude imbalance.

### C. Recursive Calibration

It is shown that the trained NN can be used recursively until the estimation accuracy goes within the acceptable range as shown in Fig. 4. By inputting test radiation patterns [see Fig. 4(1)], the NN model outputs phase estimates \(\delta\) [see Fig. 4(2)]. For the test patterns, \(\delta_{\text{RMSE}}\) can be calculated using the residual phase error after calibration \(\delta'_k = \delta_k - \hat{\delta}_k\) [see Fig. 4(3)]. However, since neither \(\delta_k\) nor \(\delta'_k\) are known in the experiment and \(\delta_{\text{RMSE}}\) cannot be calculated. Therefore, we need a reference and index to evaluate the accuracy of phase estimation by the NN from experimental radiation patterns [see Fig. 4(4)]. As a reference, we propose the ideal radiation pattern obtained by setting \(\delta_k = 0^\circ\) in (1). Since the accuracy of the absolute value of experimental pattern is not always guaranteed, the difference should be quantified by comparing the shape of the remeasured pattern after calibration. For this purpose, we propose to use the correlation coefficient as a comparison index. Therefore, the degree of difference \(D_C\) for all test patterns is calculated [see Fig. 4(5)] as follows:

\[
D_C \equiv \frac{(1 - C)}{2} \quad (3)
\]

\[
C = \frac{\sum_{\theta=0}^{90} (P(\theta) - \bar{P}) (I(\theta) - \bar{I})}{\sqrt{\sum_{\theta=0}^{90} (P(\theta) - \bar{P})^2} \sqrt{\sum_{\theta=0}^{90} (I(\theta) - \bar{I})^2}} \quad (4)
\]

where \(P(\theta)\) is the pattern after phase calibration, \(I(\theta)\) is the ideal pattern, and \(\bar{P}\) and \(\bar{I}\) are the averaged values of calibrated and ideal patterns, respectively. \(D_C\) calculated for all test patterns is shown in Fig. 4(a), where a smaller value indicates greater similarity. We use this data to evaluate whether an estimation has failed, based on a threshold RMSE \(\delta_{\text{RMSE}}\). To achieve this, we introduce a polynomial fitting function

\[
f(x) = \sum_{i=1}^{n} C_i x^i \quad (5)
\]

chosen such that \(f(0) = 0\). The real coefficients \(C_i\) are determined by Lasso regression fitting with \(D_C\) data-points in Fig. 4(a). In this work, we set \(n = 6\) in (5), with the coefficients \(C_1 = C_2 = 0.0, C_3 = 1.098 \times 10^{-6}, C_4 = -2.004 \times 10^{-8}, C_5 = -8.264 \times 10^{-11}, C_6 = 2.838 \times 10^{-12}\). The resultant fitting curve \(f(\delta_{\text{RMSE}})\) is given by the solid orange line in Fig. 4(a).

As can be seen by broken black line and dot-dashed green line in Fig. 4(a), if the threshold \(\delta'_{\text{RMSE}}\) is set to 15\(^\circ\), the estimation is considered to be successful for the outputs satisfying \(D_C < f(\delta'_{\text{RMSE}})\) and unsuccessful for the outputs satisfying \(D_C \geq f(\delta'_{\text{RMSE}})\). For samples determined to be failed estimations, the radiation pattern with the residual phase error \(\delta'\) [see Fig. 4(7)] is reinput to the NN [see Fig. 4(8)]. Then, the NN estimates the residual error of the inputs and outputs the estimated value \(\delta''\) [see Fig. 4(9)]. This output value is subtracted from the original residual error \(\delta''_k = \delta'_k - \hat{\delta}'_k\) [see Fig. 4(10)]. By comparing the pattern formed by the second-order residual phase error \(\delta''_k\) with the ideal pattern [see Fig. 4(4)], \(D_C\) is evaluated again [see Fig. 4(5)]. If \(D_C < f(\delta''_{\text{RMSE}})\), the estimation is successful and the recursive application of the NN is completed, otherwise the process (7)(8)(9)(10)(4)(5)(6) is repeated until \(D_C < f(\delta''_{\text{RMSE}})\) is realized. As shown in Fig. 5, each time the estimation by the NN is repeated, the number of failure decreases, i.e., the estimation failure rate is suppressed. For \(\delta''_{\text{RMSE}} = 15^\circ\), it indicates that if the input to the NN is repeated four times, the data where \(D_C \geq f(\delta''_{\text{RMSE}})\) will be 1\% of the total.
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Fig. 4. Schematic diagram of the NN architecture, along with (a) relationship between $D_C$ and $\delta_{\text{RMSE}}$, and the recursive calibration workflow.

Fig. 5. Suppression of estimation failure rate by recursive application of NN for each tolerance threshold setting.

Fig. 6. (Left panel) Real residual phase error $\delta_k'$ and the residual error predicted by the NN $\hat{\delta}_k'$ for each antenna index $k$. (Right panel) Radiation patterns calculated with the first-order residual error $\delta_k'$ (broken red line) and second-order residual error $\delta_k''$ (solid blue line), respectively, compared with the ideal pattern (dotted black line).

As a proof of concept, we perform a recursive calibration on the worst estimated result of $\hat{\delta}$ (lower panel of Fig. 2) in the test pattern is used for the recursive calibration, and the results are summarized in Fig. 6. With the residual error $\delta_k' = \delta_k - \hat{\delta}_k$ shown by the solid line in the left panel of Fig. 6, the radiation pattern is calculated and shown by the broken red line in the right panel of Fig. 6. When this pattern is input again to the NN, the estimation result $\hat{\delta}_k'$ is obtained as shown by the broken orange line in the left figure of Fig. 6. In this case, the RMSE decreases from $\delta_{\text{RMSE}} = 89.1^\circ$ to $\delta_{\text{RMSE}} = 5.37^\circ$. Also, the difference $D_C$ decreases from $4.62 \times 10^{-1}$ to $1.80 \times 10^{-4}$. The calculation result of the corrected pattern is shown as the solid blue line in the right panel of Fig. 6, and it can be seen that the phase calibration works well by comparing the calibrated pattern and the ideal pattern shown by the dotted black line. Therefore, the worst-case estimation result is corrected by a single recursive calibration cycle.

V. CONCLUSION

An NN-based phase estimation method for a linear antenna array was designed. The interelement excitation phase errors in the array are estimated via a trained NN, using radiation pattern measured by a power-only measurement as an input. To validate the proposed method, a radiation pattern measured in an anechoic chamber is input to the NN to estimate the initial phase errors, and it is confirmed that the estimation accuracy is comparable to the conventional methods using 6-bit phase shifter. Our method requires only single radiation pattern measurement before calibration, indicating that the method is significantly more time-saving, compared to other conventional calibration methods. Furthermore, we propose a method to suppress the failure rate of estimation by recursively reinputting patterns into the NN, and confirmed its effectiveness by comparing calibrated pattern and ideal pattern quantitatively. These results show that the proposed methods are useful for experimental phase calibration in a linear array.
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