Dynamical control over the confinement of spatially indirect excitons in electrostatic traps of GaAs coupled quantum wells
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We study spatially indirect excitons confined in a 10 µm wide electrostatic trap of a GaAs double quantum well. We introduce a technique to control the amplitude of the electric field interacting with the excitons electric dipole, with nanosecond precision. Our approach relies on electronic waveforms corrected for the distortions occurring at highest frequencies so that impedance matching is not necessary. Thus, we manipulate the confinement of cold gases without inducing sizeable perturbations down to sub-Kelvin bath temperatures.

I. INTRODUCTION

Spatially indirect excitons are long-lived semiconductor quasi-particles which constitute a model system in order to explore collective quantum phenomena \cite{1}. They are engineered by enforcing a spatial separation between their electrons and holes constituents, a geometry which is conveniently achieved using two coupled quantum wells subject to a perpendicular electric field \cite{2}. Thus, minimum energy states for electrons and holes lie each in a distinct layer, indirect excitons resulting from the Coulomb attraction between opposite-charge carriers. By imposing such spatial separation one provides indirect excitons with a large permanent electric dipole and unique physical properties to probe cold gases. For example, electrons and holes confined in coupled quantum wells have wave functions with a reduced overlap, leading to optical lifetimes typically around 100 ns for indirect excitons. Combined to a nanosecond cooling in two-dimensional heterostructures \cite{3, 4}, this lifetime allows studying gases at thermal equilibrium with the semiconductor matrix, down to sub-Kelvin temperatures \cite{5}.

To possibly explore the exotic many-body phases predicted below a few Kelvin for indirect excitons \cite{6-10}, it is crucial to control their spatial confinement. This requirement may be achieved by controlling the strength of the field interacting with the large electric dipole characterizing indirect excitons, oriented perpendicular to the plane of the bilayer heterostructure. To this aim, a new technology has emerged about ten years ago. It relies on nano-fabricated gate electrodes deposited at the surface of a field-effect device embedding two coupled quantum wells (CQW) \cite{11-15}. By patterning the shape of the surface electrodes, one can manipulate the electric field applied perpendicular to a CQW and thus trap indirect excitons in the regions where the field is the strongest \cite{5, 13, 16-18}, or even control the exciton transport \cite{19-21}.

While rapid progress has been achieved for the static control over the excitons confinement, the dynamical control of electrostatic traps has evolved less. So far, it has only been achieved by adapting the very large impedance of a field-effect device embedding a CQW, i.e. by placing it in parallel to a calibrated impedance \cite{22}. Combined to electrical transmission lines, this approach ensures that the shape of short electrical pulses is efficiently transferred towards an electrostatic trap cooled in a helium cryostat. Thus, the internal electric field acting on indirect excitons is varied within nanoseconds.

Although impedance matching is efficient from the electronic point of view, it is not very suited to low temperature measurements. Indeed, this approach leads to thermal heating since a few D.C. volts are typically necessary to control exciton traps, thus dissipating \~100 mW if the impedance of a field-effect device is matched to 50 Ω. Such heating can not be compensated cryogenically in the sub-Kelvin regime, i.e. in the regime where indirect excitons can realise quantum gases \cite{23}. Accordingly, the frontiers that can be addressed experimentally are limited. As a concrete example, let us first note that exciton cooling by acoustic phonons is inefficient at sub-Kelvin temperatures \cite{3, 4}. This limitation poses intriguing questions regarding the thermalisation in this regime and the underlying role of exciton-exciton interactions. Interestingly, this open problem could be addressed by varying dynamically the strength of an electrostatic trap confining indirect excitons, in a fashion similar to evaporative cooling schemes routinely utilised for atomic gases \cite{24}. Moreover, a dynamical control over the confinement of indirect excitons, free from additional heating, constitutes a crucial requirement to explore innovative schemes to couple exciton and polariton condensation \cite{25}. Ultra-fast electric-field tuning might also find applications in quantum information science to control dynamically the emission/absorption energy of neutral or charged quantum dots \cite{26}.

Here we report experiments highlighting that electrostatic traps have a confinement strength that can be varied with nanosecond precision, without relying on impedance matching. We show that arbitrary temporal waveforms, e.g. square pulses, can be pro-
grammed in-situ once the transfer function of the electronic circuit, including all passive elements, has been quantified. Limiting factors such as signal overshoot or capacitive-like slow-down are then overcome by reverse engineering. In this way, we vary the strength of the exciton confinement by about 2 meV at 330 mK, i.e. about 10 times the excitons homogeneous broadening [27], with nanosecond time precision and without inducing measurable perturbations such as heating. Higher variations are also accessible, up to 10 meV, but at the cost of a transient current which alters strongly the electrostatic environment explored by excitons.

II. EXPERIMENTAL DETAILS

As illustrated in Fig.1.a, we study a field-effect device embedding two 8 nm wide GaAs quantum wells, separated by a 4 nm AlGaAs barrier. The heterostructure is connected to a custom designed printed circuit board mounted onto the He\(^3\) insert of a closed-cycle He\(^3\) cryostat. Our device is thus cooled to a bath temperature \(T_b=330\) mK. Moreover, Fig.1.a shows that we study an exciton trap relying on two surface gate electrodes, namely a central 10 \(\mu\)m wide disk which is separated by 400 nm from an outer wide electrode. In the following we refer to the central electrode as the trap gate and the second electrode as the guard gate. In our experiments, these electrodes are polarised independently at \(V_t\) and \(V_g\). These potentials consist of a static part, -4.8 V and -3.5 V for the trap and guard electrodes respectively, which is mixed with a high-frequency (HF) component for the trap electrode only, with an amplitude of at most 1.5V.

In Fig.1.c we detail the sequence used in the following experiments. It incorporates laser and electrical pulses. Precisely, we use a 100 ns long laser pulse to load the electrostatic trap with indirect excitons, in a trapping regime (|\(V_t\)| > |\(V_g\)|). The laser pulse is obtained by electro-optic modulation of a CW laser diode tuned on resonance with the direct exciton absorption of the two quantum wells (at about 794 nm see Fig.1.b). The laser light has a fixed power equal to 2 \(\mu\)W and covers the trap electrode area. At a controlled delay to the extinction of the loading laser pulse, we add a voltage pulse to the trap gate only and monitor the electric field induced in the field-effect device, through the energy \(E_X\) of the photoluminescence emitted by indirect excitons. Indeed, \(E_X\) reflects directly the strength of the electric field component perpendicular to the CQW \(F_z\), since \(E_X \sim -dF_z\) where \(d\) denotes the dipole moment of indirect excitons, of about 12 nm in our device. Note that the photoluminescence signal is recorded by an imaging spectrometer coupled to an intensified CCD camera with a time resolution set to 2 ns for the following experiments.

III. RESULTS

Figure 1.d presents the variation of \(E_X\) when a square voltage pulse is applied to the trap gate. We note directly that the induced time profile does not reproduce the input signal. Instead it exhibits strong distortions with rise and fall times both of the order of a few tens of nanoseconds. Nevertheless, the variation of \(E_X\) amounts to about 5 meV, which reveals that \(F_z\) is efficiently varied by the voltage pulse. This can seem surprising at first because the input pulse is almost completely reflected at the surface of our device, due to the mismatch between the large impedance of the field-effect device and the 50 \(\Omega\) coaxial cables connecting our sample to an analog waveform programmer. In fact, the variation of \(E_X\) signals the cou-
pling between the excitonic dipole and the electric field evanescent in the heterostructure. Indeed, the CQW is only positioned 900 nm away from the gate electrodes. This distance is small compared to the attenuation length at high frequencies thus resulting in a strong coupling, nevertheless for short pulses (∼10-50 ns) $E_X$ is always varied ∼ 30 – 50% less than its value obtained with a static polarisation.

To optimise the dynamical control of $E_X$ we computed the electrical transfer function for our experiments, from the response of the photoluminescence energy to an input square pulse. By inverting the transfer function we deduced the input signal that shall be applied onto the trap gate so that $E_X$ varies as a square function, with rise and fall times that are ultimately limited by the temporal resolution of our detection. The profile of such a corrected input signal is shown in Fig.1.e for the transfer function obtained from the measurements shown in Fig.1.d. We note that the corrected input signal exhibits both overshoot and downshoot, at the rising and falling edges respectively, to correct for high-frequency losses and distortions occurring along the transmission of the electric pulse.

Figure 2 reports experiments where a corrected 30 ns long pulse is applied to the trap gate, starting from 30 ns after extinction of the loading laser. This measurement is compared to a reference situation where the electrical pulse is applied with zero amplitude. In the latter case $E_X$ decays monotonously, reflecting the decrease of the population in the trap due to radiative recombination, with a characteristic timescale of the order of 100 ns. Remarkably, Fig. 2.b shows that the dynamics of $E_X$ is only modified during the targeted time interval when a corrected voltage pulse is applied to the trap gate. In particular, $E_X$ is varied by as much as 5 meV within 2 ns, a level of performance which is actually limited by the time resolution of our detection.

We illustrate further the dynamical control of the excitons confinement in Fig.2.d where we report experiments including two laser excitations. As previously, a first beam excites the trap region, while a second beam is positioned a few tens of micrometers away from the trap, on the guard gate. Thus, we first verify that the electrical pulse applied onto the trap gate does not affect the exciton confinement under the guard. Also, Fig. 2.d shows that the voltage pulse makes the confinement evolve from a trap regime, i.e. when the electric field is stronger under the trap electrode, to an anti-trap regime where the photoluminescence energy is higher under the trap gate, and finally back to a trapping configuration. Overall, the excitons energy is then varied electronically by about 8 meV during this sequence. However, as shown in Fig.2.e, the photoluminescence intensity also varies strongly when the trap gate is pulsed. Particularly, we note transient losses of photoluminescence, coincident with the two edges of the voltage pulse, at the falling edge the photoluminescence even vanishes.

The transient losses of photoluminescence may first be attributed to a thermal heating of the heterostructure, and therefore of the trapped gas too. Indeed, the photoluminescence is only emitted by optically active states, i.e. excitons with a kinetic energy lower than about 1.5K. To assess the presence of such direct thermal heating we performed the same experiments as in Figure 2, but at a bath temperature of 2.5K. We then observed intensity losses at the pulse edges, with amplitudes similar to the ones observed at 330 mK. Accordingly, we conclude that thermal heating of the heterostructure is not dominant in our experiments. Alternatively, intensity losses may be the
result of a transient current induced by the sudden variation of the internal electric field. Such a transient current would vary the occupation of the lowest energy and optically active exciton states through collisions between cold excitons and additional free electrons/holes. In a limit where hot carriers are injected one can not exclude that the photoluminescence transiently vanishes.

Measuring directly a transient current is unfortunately technically inaccessible. Indeed, Fig.2.c shows that photoluminescence losses last about 10 ns while the average photocurrent amounts to about 100 pA in these experiments. Resolving current variations in such a short time interval then requires a transimpedance of about 10^6 with a bandwidth greater than 100 MHz, well beyond state-of-the-art technology. To test the presence of a transient current, we then varied the amplitude of the voltage pulse applied onto the trap gate while monitoring the variation of photoluminescence intensity at the pulse edge. We observed that the intensity drops rapidly above 0.4 V, supporting that a transient current may be activated while the internal electric field is pulsed.

Comparing the experiments where the trap gate is electrically pulsed to the reference situation where it is not, we finally note in Fig.2.c that after its transient decrease the photoluminescence intensity is smaller in the trap during the period of electrical pulsing. This behaviour is surprising since the photoluminescence intensity is not expected to decrease when the exciton energy is varied by a few meV. However, the transient current induced in these experiments can directly increase the density of excess electrons that interact with indirect excitons in the trap. Such variation would then alter the photoluminescence yield. Indeed, recent measurements [28] have underlined that the photoluminescence intensity is decreased when indirect excitons interact with excess electrons. Although our experiments are not realised in a static regime as in Ref.[28], the behaviour observed in Fig.2.c reproduces qualitatively the same trend and underlines further the difficulty to quantify the origin of a photoluminescence decrease at low temperatures [5].

Having characterised the limitations of our approach, we performed a last experiment under optimised conditions. Precisely, we applied a smooth square pulse, i.e. an erf-function of 50 ns duration and corrected by the inverse transfer function, ~70 ns after extinction of the loading laser. By comparing the situation where the pulse has 0.4 V amplitude to a reference case with zero amplitude, Fig. 4.a shows that the photoluminescence energy reproduces quantitatively the targeted variation, E_X increasing by about 2 meV when the voltage pulse is applied. At the same time, Fig.4.b shows that the photoluminescence intensity does not vary significantly between the two measurements. Thus, we verify that the electrical pulse does induce a sizeable transient current, so that the photoluminescence intensity has no transient variations and is also comparable to its reference value throughout the explored delays to the termination of the loading laser pulse. This highlights that the electrostatic environment is not altered in these experiments, e.g. that the concentration of excess carriers interacting with indirect excitons does not vary significantly.

To summarize, we have shown that electrostatic traps are possibly varied up to GHz frequencies, without inducing large perturbations even at sub-Kelvin bath temperatures. This degree of control is accessible by applying electric pulses directly onto the gate electrodes making an electrostatic trap. Experimentally, we have verified that highest performances require neither impedance matching from an analog waveform generator to the sample heterostructure, nor coaxial cables for the cryogenic environment. Indeed, our approach only relies on the coupling between the dipole moment of indirect excitons and the electric field evanescent inside a field-effect device. It is then sufficient to ensure that the waveform of the signal is faithfully transferred to the surface of the device. The technique that is introduced here then opens the way towards hydrodynamical studies of cold indirect excitons, for instance to explore evaporative cooling schemes and thus quantify the role of exciton-exciton interactions in the thermalisation to sub-Kelvin temperatures.

![FIG. 3: (a) Variation of the photoluminescence energy when a 50 ns long erf-function, with a temporal profile corrected by the inverse transfer function, is applied onto the central trap gate. The solid blue line shows the response measured when the pulse has 0.4 V amplitude while the dashed black line shows the same measurements when the amplitude is set to 0. The panel (b) displays the corresponding integrated intensity of the photoluminescence emitted from the trap. Measurements were all realized at a bath temperature set to 330 mK.](image)
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