The Underground Explosion Point Measurement Method Based on High-Precision Location of Energy Focus

JIAN LI\(^1,2\), FEIFEI ZHAO\(^2\), XIAOLIANG WANG\(^2\), FENGCAI CAO\(^2\), AND XINGCHENG HAN\(^2\)

\(^1\)National Key Laboratory of Electronic Measurement Technology, North University of China, Taiyuan 030051, China
\(^2\)Shanxi Key Laboratory of Information Detection and Processing, North University of China, Taiyuan 030051, China

Corresponding author: Jian Li (lijian851208@126.com)

This work was supported in part by the National Science Foundation of China under Grant 61901419, in part by the Shanxi Provincial Youth Fund Funding under Grant 201801D221205, in part by the Shanxi Provincial University Innovation Project Funding under Grant 201802083, in part by the 13th Five-Year Equipment Pre-research Weapons Industry Joint Fund under Grant 6141B012904, in part by the Equipment Pre-research Weapon Equipment Joint Fund under Grant 6141B021303, in part by the Shanxi Provincial Natural Fund Project under Grant 201901D111158, in part by the National Defense Key Laboratory of Electronic Testing Technology of China under Project 614200180410, and in part by the Transformation and Cultivation Project of Scientific and Technological Achievements in Universities of Shanxi Province under Grant 2020CG038.

ABSTRACT Source positioning based on energy time-inverse focus is a hot subject in the sphere of shallow underground source positioning. Due to the grave wave group aliasing and the complex, irregular geological structure typical of the shallow underground explosion, the reconstruction accuracy of the energy focus is low and thus the recognition of the focus is a difficult task, ultimately leading to a low accuracy of source positioning. To address the above problems, this article proposes a method based on deep learning energy focus recognition, whereby the process of recognizing and positioning the energy focus in an energy field is made equivalent to the end-to-end feature extraction of the energy field–energy focus. The time-variant characteristics of explosive vibration signals are put to use in the construction of an adaptive time window. First, within the time window and by combining cross-correlation and autocorrelation operations, a 3D energy field image sequence in the time-space domain is produced by grouped energy synthesis; second, a densely connected 3DCNN network is built and, through multiple layer span layer splicing, a higher repetitive use is made of the focus point features in the energy field images; third, a spatial pyramid pooling network is used to extract multi-scale features from different focus areas, which helps achieve high-precision focus recognition. Finally, numerical simulations and field tests were conducted. The results demonstrated that compared with the quantum particle swarm optimization (QPSO)-based energy focus search method, the proposed one is more effectively in recognizing the coordinates of the focus in the energy field, thus allowing high-precision localization of shallow underground sources. This method is of some engineering application value in the field of underground source positioning.

INDEX TERMS Position measurement, energy field reconstruction, underground explosion.

I. INTRODUCTION

Distributed source positioning in shallow underground spaces is a location measurement technique that integrates sensing, networking, transmission, and positioning [1]. It works by setting up a large number of wireless vibration sensor nodes on the ground and then acquiring through these nodes the vibration signal generated by the explosion. After the explosion event, the data acquired by the sensor nodes are gathered at the control center through the wireless transmission network [2]. The control center then pre-processes the data, extracts the characteristics, builds the positioning model, and solves the model, to determine the location of the source, as shown in Fig. 1 [3]. This method is capable of locating underground shot points and fuze initiation points as well as giving advance prediction of rock bursts and water
inrushes and monitoring underground chamber blasting, etc.

Compared with deep-seismic, deep coal mining, and petroleum exploration source positioning or similar extensive, deep, and long-duration source positioning, the shallow source positioning method described in this article offers the following characteristics: (1) The number of sensors required for shallow positioning is small, and the layout can be arbitrary, unlike the high-density layout in natural earthquake source positioning; (2) The depth of underground seismic sources are shallow, typically not more than 100m. The geological structure within shallow depths is complex and unknown, so it is impractical to develop a shallow speed field model from the deep earth crust structure model; (3) The vibration wave group is complex in aliasing and, as the near-field soil, due to its constitutive characteristics, is elastoplastic, the elastic wave is greatly affected as a result of reflection and refraction by the ground, weakening the phase [4], [5]. Therefore, the conventional natural earthquake positioning method is not fit for locating shallow sources.

With the ever-advancing earthquake exploration and computational imaging theory, the positioning technology based on energy field imaging has become a hot subject in the field of underground source positioning. It does not depend on the extraction accuracy of the seismic phase characteristic parameters and works by scanning the focus position of the underground energy field to locate the source. It is one of the best ways to solve the problem of shallow underground space source positioning.

Gajewski et al., who first proposed this method, suggests that the signals obtained by the ground sensors be used as the boundary conditions for the time-inverse wave field simulation and reconstruct the time-inverse energy field of the source through 2D and 3D single pass acoustic wave equation continuation [6]. The feasibility of the method has been verified by many numerical simulation experiments. Sava et al. proposes some improvements on this method: after performing quasi-Wigner distribution function transform on the microseismic time-inverse wave field, the energy field is reconstructed using the interferometric imaging condition, which improves the energy field focusing accuracy [7]. Li et al. propose a weighted elastic wave interferometric imaging method for microseismic positioning, which improves the reconstruction accuracy of the energy field [8]. As can be seen from above, researchers mainly try to improve the accuracy of source positioning by improving the reconstruction accuracy of the energy field. However, this type of method depends to a higher degree on the speed model when performing energy field imaging, thereby poses certain requirements on the number and layout of the sensors.

Due to the complexity of the underground velocity model as well as the limited number and arbitrary layout of the sensors in shallow source positioning, the conditions for high-precision reconstruction of the underground energy field are beyond attainment. Before expanding the applicability of this method, an urgent problem that needs to be solved in the field of underground positioning with low energy field reconstruction accuracy is how to quickly and effectively recognize the energy focus. Kao et al. proposes a positioning method of the grid search class, the main principle of which is to decompose the underground monitoring area into grids of equal size, after which it is determined by analyzing and calculating each grid whether the source location is situated in the grid [9]. Angus et al. has improved on the method by using the speed model correction combined grid search method, which improves the positioning accuracy of the source [10]. Lagos and Velis, drawing on previous research, compare global optimization calculating methods such as very fast simulated annealing (VFSA), QPSO, and grid search class methods and, by analyzing 2D and 3D seismic source positioning results, conclude that the accuracy is the highest when the energy focus is recognized using QPSO [11]. Although the QPSO-based energy focus recognition method improves the accuracy of the energy field source positioning, it involves some blindness and randomness in the search, leading to unstable focus recognition and poor robustness.

To address the above problems, this article proposes a positioning method based on deep learning energy focus recognition, whereby the process of recognizing and locating the energy focus in an energy field is made equivalent to the end-to-end learning of the energy field–energy focus. First, with a small number of sensor nodes, the number of energy field samples along with the generalization of the model are increased by group mutual imaging. Second, with a densely connected 3DCNN and in a multi-layer span layer splicing mode, the number of features of the energy focuses is maximized with a small number of energy field samples. Finally, a 3DSPN network is used to perform high-rise multi-scale feature extraction on focus areas of different sizes to find the focus coordinates, hence a method for extracting features of energy focuses.

II. PRINCIPLE OF UNDERGROUND 3D ENERGY FIELD TIME-REVERSE IMAGING

Time-inverse imaging operates on the reciprocity of the direction of vibration wave propagation [12]. From the vibration signal acquired by the sensor array a reverse wave field in a reverse propagation is developed, as shown in Fig. 2 (a). With reasonable imaging conditions, a virtual 3D energy field...
containing source information is established, of which the energy focus point is the source, as shown in Fig. 2 (b). The time-inverse propagation mode and the imaging conditions of the wavefield are the keys to high-precision time-inverse imaging [13], [14].

A. REVERSE PROPAGATION OF UNDERGROUND WAVEFIELD

Suppose the vibration wave propagates from the source \( X_s = (x_s, y_s, z_s) \) to the surface, and the signal recorded by the \( i \)-th sensor \( X_{si} = (x_{si}, y_{si}, z_{si}) \) is \( D(X_{si}, t) \). According to the underground wave theory, the forward propagation process of the wavefield can be expressed as [15]:

\[
D(X_{si}, t) = F^{-1}\{S(X_s, w) G(X_{si}, X_s, \omega)\} \tag{1}
\]

where, \( G \) and \( S \) are respectively the Green function and the source function, \( \omega \) and \( \omega \) respectively the propagation time and the frequency; and \( D \) is the signals recorded by the sensors, and \( F^{-1} \) represents inverse Fourier transform.

If the signal \( D(X_{si}, t) \) acquired by the \( i \)-th sensor is taken as a virtual source of a reverse propagation in the underground space. Then the signal at any underground point can be expressed as:

\[
R_i(X, t) = F^{-1}\{D(X_{si}, \omega) G^*(X_{si}, X_s, \omega)\} \tag{2}
\]

where, \( * \) represents complex conjugation, \( R_i(X, t) \) is the wavefield formed by the \( i \)-th sensor in time-inverse propagation, and \( X = (x, y, z) \) represents a location in the underground space.

A 3D high-order finite difference algorithm is used to evaluate the following acoustic wave equations, the solution of which leads to the time-inverse back propagation field. The differential formula is:

\[
\nabla^2 R_i(X, t) + \frac{1}{\nu(X)^2} \frac{\partial^2 R_i(X, t)}{\partial t^2} = D(X_{si}, T - t) \tag{3}
\]

where, \( \nu \) denotes the wave propagation speed in the underground medium, \( T \) is the total time length of the vibration signal recorded by the sensor, and \( t \) is the propagation time of the reverse propagation wavefield.

With the optimal layer matching method as the boundary condition, assuming the calculation area is \( D = \{x, y, z, t|x \in [-a, a], y \in [-b, b], z \in [-c, 0], t \in [0, T]\} \), the expression of the boundary absorption condition in the process of back propagation is as follows:

\[
\frac{\partial^2 R_i(X, t)}{\partial x^2} + \frac{1}{\nu(X)} \frac{\partial^2 R_i(X, t)}{\partial t^2} - \frac{1}{2} \left( \frac{\partial^2 R_i(X, t)}{\partial x^2} + \frac{\partial^2 R_i(X, t)}{\partial z^2} \right) = 0, \quad x = \pm a
\]

\[
\frac{\partial^2 R_i(X, t)}{\partial y^2} + \frac{1}{\nu(X)} \frac{\partial^2 R_i(X, t)}{\partial t^2} - \frac{1}{2} \left( \frac{\partial^2 R_i(X, t)}{\partial x^2} + \frac{\partial^2 R_i(X, t)}{\partial z^2} \right) = 0, \quad y = \pm b
\]

\[
\frac{\partial^2 R_i(X, t)}{\partial z^2} + \frac{1}{\nu(X)} \frac{\partial^2 R_i(X, t)}{\partial t^2} - \frac{1}{2} \left( \frac{\partial^2 R_i(X, t)}{\partial x^2} + \frac{\partial^2 R_i(X, t)}{\partial y^2} \right) = 0, \quad z = \pm c \tag{4}
\]

B. IMAGING CONDITIONS

Proper imaging conditions are critical to suppressing noise and reaching accurate imaging of the source [16]. There are two types of noise in the process of the time-inverse imaging: 1. Noise in the vibration signal acquired by the sensor; 2. Noise generated by the high-order finite difference algorithm in time-inverse back propagation (calculation error). For the two types of noise, the following two imaging conditions are proposed.

1) AUTOCORRELATION IMAGING CONDITIONS

In the process of wavefield reverse-time continuation, every spatial point in the ground is auto-correlated. The instantaneous energy information of each point is obtained by linear amplitude superposition. Energy information is integrated over the time domain to produce 3D time-inverse energy field images, and the specific imaging condition is as follows:

\[
\text{Image}(X) = \sum_{t=0}^{t=T} \sum_{i=1}^{i=N} R_i(X, t) R_i(X, t) \tag{5}
\]

where, \( R_i(X, t) \) is the wavefield formed by the \( i \)-th sensor in time-inverse propagation, \( N \) is the total number of sensors, and \( T \) is the total time length of the vibration signal recorded by the sensors. This method suppresses the noise in sensor signals, but is unable to eliminate the imaging noise generated by the time-inverse back propagation of the wavefield [17].
2) CROSS-CORRELATION IMAGING CONDITIONS

In this method, each detection point is treated as an independent source, and time-inverse back propagation is then performed separately. Cross-correlation operation is performed on the wave field information of each spatial point. The energy is integrated over the time domain to arrive at the 3D energy field in the spatial domain. The imaging condition is as follows:

\[
\text{Image}(X, t) = \sum_{i=1}^{N} \prod_{j=1}^{M} R_j(X, t)
\]

where, \( R_j(X, t) \) is the wavefield formed by the \( i \)-th sensor in time-inverse propagation, \( N \) is the total number of sensors, and \( T \) is the total time length of the vibration signal recorded by the sensors.

The noise between the time-inverse wavefields of the sensors can be eliminated through cross-correlation operation, which improves the resolution and SNR of the imaging. However, this method is insufficient in its ability to suppress the noise in the sensor signal. Meanwhile, for all sensors 3D high-order finite difference operation shall be carried out during time-inverse back propagation, which will inevitably involve greater calculation load and lower efficiency [18], [19].

To address the above problems, this article proposes a group mutual imaging condition, as follows:

\[
\text{Image}(X, t) = \frac{1}{T} \sum_{t=t_1}^{T} \prod_{i=1}^{M} \sum_{j=1}^{N} R_j(X, t) R_i(X, t)
\]

where, \( \text{Image}(X, t) \) is the instantaneous 3D energy field images of the underground space, \( R_j(X, t) \) is the wave field formed by the \( i \)-th sensor in reverse propagation, \( L \) is the number of sensors in the group, \( M \) is the number of sensor groups, \( t_1 \) and \( t_2 \) is the starting time and end time of the time window, and \( T \) is the length of the time window.

For vibration signal \( R(t) \), find its Hilbert transform spectrum \( R^h(t) \) to get its analytical signal

\[
c(t) = R(t) + jR^h(t)
\]

The local signals near time \( t \) can be expressed using analytical signal \( c(t) \):

\[
R(t + \tau) \approx \frac{1}{2} \left( c(t) e^{j\Omega(t)\tau} + c^*(t) e^{-j\Omega(t)\tau} \right)
\]

\[
= |c(t)| \cos(\Omega(t)\tau) + \arg(c(t))
\]

where, \( \Omega(t) = \frac{d}{dt} \arg(c(t)) \), which represents the instantaneous frequency. The symbol \( * \) stands for complex conjugation.

The length of the adaptive time window at time \( t \) is expressed as \( T(t) \), defined to be:

\[
T(t) = \frac{2\pi k}{\Omega(t)}
\]

where, \( k \) is the weight.

In Eq. 7, the sensor arrays are grouped for imaging based on the principle of high-dimensional spatial similarity. First, the efficiency of time-inverse imaging and the diversity of energy field samples are improved by grouping. Second, autocorrelation and linear amplitude superposition operations are performed within the sensor groups. This helps to eliminate the noise of the vibration signal, improve the resolution of the energy field imaging at each moment. Finally, inter-group cross-correlation operation is performed to eliminate the imaging interference caused by the time-inverse back propagation, to arrive at the 3D energy field for each moment.

In the time domain, the time window length is determined having regard to the instantaneous frequency characteristics of the signal. The energy field information within the length of the time window is linearly superimposed. This superimposed energy field is used as the instantaneous energy field at that moment, as shown in Fig. 3.

The energy focusing degree of the instantaneous energy field image is improved in this way, and at the same time, the 3D energy field images in the space domain are converted into a 3D energy field image sequence in the time-space domain.

III. METHOD OF ENERGY FIELD FOCUS RECOGNITION AND POSITIONING

So far, researchers mainly use QPSO and other swarm intelligent optimization algorithms to locate the energy focus by scanning a large area [20]. This method operates on the energy focusing principle, constructs the energy flow objective function using the QPSO algorithm. This objective function is evaluated by iterative optimization to find the energy focus. The energy objective function is as follows [18]:

\[
\max \xi(x, y, z) = \sum_{k=1}^{N} \left| A_k^T \cdot \bar{e}(m, x, y, z) \right|^p
\]

where, \( \bar{A}_k^T \) is the signal amplitude recorded by this sensor at time \( T \), \( \bar{e}_k \) is the direction of propagation, \( \bar{e}_k(m, x, y, z) \) is the direction cosine of the seismic wave propagation at the \( k \)-th sensor as estimated by the above finite difference time-inverse numerical simulation, \( m \) is the stratum velocity information, \( (x, y, z) \) is the source coordinates, \( |\cdot| \) represents the vector dot product, and \( p \) represents the 2-norm, and \( N \) is the number of sensors.
where, $x_l$ is expressed as follows:

$$x_l = H([x_0, x_1 \ldots x_{l-1}])$$

where, $[x_0, x_1 \ldots x_{l-1}]$ means splicing up the features from layer 0 to layer $l - 1$.

Taking advantage of dense connections in DenseNet, this article introduces it into 3D CNN to form a dense structure-based 3D CNN [24], [25]. With this network, the feature information in the 3D energy field is extracted. Its network structure is shown in Fig. 5.

The proposed densely connected 3D CNN contains 7 layers of networks, 5 convolutional layers, and 2 pooling layers. The 3D energy field images as the input and the feature maps as the output are applied to connecting subsequent 3D SPP networks. The above-described network forms a dense connection module through multiple layer span layer splicing, which enables the reuse of the feature information. Pooling layer P1, convolutional layer C2, and convolutional layer C3 make up dense connection module 1; the feature maps generated by pooling layer P1 and convolutional layer C2 are, after being spliced, used as the input of convolutional layer C3. Pooling layer P1 and convolutional layer C2, convolutional layers C3 and C4 make up dense connection module 2; that is, the feature maps generated by pooling layer P1, convolutional layer C2, and convolutional layer C3 are spliced and then used as the input of convolutional layer C4. Pooling layer P1 and convolutional layers C2, C3, C4 and C5 make up dense connection module 3, that is, pooling layer P1, the feature maps generated by convolutional layers C2, C3 and C4, after splicing up, are used as input to convolutional layer C5.

The specific network parameters of the densely connected 3D CNN are shown in Table 1. The 3D convolution kernel size, step size, and Padding method are the same across all convolution layers, so they are not included in the table. To accelerate the convergence during network training, an extra batch normalization (BN) layer is included [26], [27]. Here are the notes on some parameters in Table 1:

1. The size of the energy field samples is $96 \times 192 \times 192$;
2. The image format of the network input layer and the representation format of the feature map are as “number of channels @ height x length x width”;
3. Each 3D convolution kernel has a size of $3 \times 3 \times 3$, convolution kernel step sizes being all $1 \times 1 \times 1$. Padding is of ‘SAME’ mode, which makes the spatial size of the feature map remain unchanged after 3D convolution operation;
4. 3D pooling is of a ‘max-pooling’ type.
TABLE 1. Densely connected 3DCNN structure.

| Layer          | Feature input         | Number of convolution kernels | Pooling window size (voxel) | Feature output |
|----------------|-----------------------|-------------------------------|-----------------------------|----------------|
| Conv3d_1 (C1) | 1@96×192×192          | 64                            | --                          | 64@96×192×192  |
| BN_ReLU_1     | Conv3d_1              | --                            | --                          | 64@96×192×192  |
| Pool3d_1 (P1) | BN_ReLU_1             | --                            | 2×2×2                       | 64@48×96×96    |
| Conv3d_2 (C2) | Pool3d_1              | 32                            | --                          | 32@48×96×96    |
| Concat_1      | [Pool3d_1,Conv3d_2]   | --                            | --                          | 96@48×96×96    |
| BN_ReLU_2     | Concat_1              | --                            | --                          | 96@48×96×96    |
| Conv3d_3 (C3) | BN_ReLU_2             | 32                            | --                          | 32@48×96×96    |
| Concat_2      | [Pool3d_1,Conv3d_2,Conv3d_3] | --                         | --                          | 128@48×96×96   |
| BN_ReLU_3     | Concat_2              | --                            | --                          | 128@48×96×96   |
| Conv3d_4 (C4) | BN_ReLU_3             | 32                            | --                          | 32@48×96×96    |
| Concat_3      | [Pool3d_1,Conv3d_2,Conv3d_3, Conv3d_4] | --                         | --                          | 160@48×96×96   |
| BN_ReLU_4     | Concat_3              | --                            | --                          | 160@48×96×96   |
| Conv3d_5 (C5) | BN_ReLU_4             | 32                            | --                          | 32@48×96×96    |
| BN_ReLU_5     | Conv3d_5              | --                            | --                          | 32@48×96×96    |
| Pool3d_2 (P2) | BN_ReLU_5             | --                            | 2×2×2                       | 32@24×48×48    |

Note: Conv3d_ represents a convolution layer, and Concat_ represents the splicing operation, which splices up the feature maps sequentially without changing the dimensions of the feature maps, but only increasing the number of channels.

B. 3DSPP MODEL

SPP is a new type of network that is capable of multi-scale feature extraction [28], [29]. In this article, such a network is introduced into the recognition of the energy focus, and hence a 3DSPP model designed. By dividing a feature map into different sizes, multi-resolution recognition of the feature of the focus is made possible, thereby improving the recognition accuracy of the focus.

Assuming that the size of the input feature map is a × a, the SPP layer evenly divides the feature map into n × n bins, with n being customizable, and then the maximum pooling of each bin generates n × n feature vectors. Even division of different sizes can be made a number of times. Then, the pooling window size is \( \text{win} = \lceil a/n \rceil \), and the step is \( \text{str} = \lfloor a/n \rfloor \). Among them, \( \lceil \cdot \rceil \) and \( \lfloor \cdot \rfloor \) represent rounding up and rounding down.

A 3D energy field image, after going through a dense structure-based 3DCNN, outputs a feature map of 32 × 24 × 48 × 48 in size. After going through the dense structure-based 3DCNN, connection is made to the 3DSPP model. The actual network structure of the 3DSPP model is shown in Fig.6.

The 3DSPP model structure under study incorporated a total of 5 3DSPP layers, namely 1 × 2 × 2, 2 × 4 × 4, 4 × 8 × 8, 8 × 16 × 16, and 12 × 24 × 24 structures respectively. Dimension reduction was performed on the feature maps through the pooling layers. As shown in Fig. 6, the final output was 32D eigenvectors to the number of \( 4 + 32 + 256 + 2048 + 6912 = 9252 \). When it was flattened into a one-dimensional vector, we got \( 1 \times 9252 \times 32 = 296064 \). In this way, the feature maps could be reduced in dimension, such that the network outputs eigenvectors of a fixed
size; meanwhile, multi-level 3DSP could be employed to extract features across the energy focus area at multiple scales, which significantly improved the accuracy of the focus recognition [30].

After being converted into a 1D vector, it was connected to an FC layer [31]. Since the source coordinates were defined by x, y, z, this article used a FC layer containing 3 neurons. For fear of over-fitting in training the FC layer, the Dropout technology \( p = 0.5 \) was employed so that half of the connection weights were randomly inactivated. In the course of training, the optimization function was based on the stochastic gradient descent method, with the mean square difference as the loss function.

**IV. SIMULATION VERIFICATION**

To demonstrate the feasibility of this method, an underground source positioning model was built with MATLAB. The energy focus point was located with the deep learning method and the QPSO separately. The positioning accuracy was evaluated in terms of Root Mean Square Error (RMSE), SEP (spherical error probable), and relative errors in the X, Y, and Z directions. RMSE evaluates the deviation of the positioning results of the two methods from the actual sources, SEP evaluates the uncertainty of the positioning results, and the triaxial relative errors evaluate the positioning accuracy of the two methods in 3D space.

The underground source simulation location model had its center on the origin of the surface and was of X \([-50m, 50m]\), Y \([-50m, 50m]\), and Z \([0m, -50m]\) in size. In this underground model, the P-wave propagation velocity was 800m/s, and there were 9 preset sources, which were Ricker wavelets. The underground space noise was Gaussian white noise, the SNR of which was 20dB.

35 vibration sensors are arranged at equal intervals on the surface of the model to form an array of vibration sensors. The signal sampling rate was set to 100kHz and the sampling time to 0.2s. The deep network model was trained using the first 8 source locations and their corresponding sensor signals; the data acquired from the 9th test were used for evaluating the deep learning and QPSO methods regarding their focus point recognition accuracy. The following paragraphs describe, using as example the sensor data acquired from the first blasting, how a 3D energy field image is generated in the deep learning process. Fig. 7 (b) shows some of the sensor signals corresponding to the first blasting source.

The underground space was divided into grids, and 4 were selected from the 35 sensor signals to form up a group. A total of 50,000 energy field images were generated at a time through autocorrelation imaging. Fig. 8 gives some of the energy field images.

The results of autocorrelation imaging were subjected to cross-correlation and amplitude superposition operations. A part of the energy field image sequence generated by the group cross-correlation method is shown in Fig. 9.

More than 200,000 energy field image samples were generated through grouped cross-correlation. To increase the generalization of the model, samples with different energy field focusing effects, including: (1) incomplete energy focusing areas, (2) divergent energy focusing areas, (3) low SNR energy focusing areas, and (4) low intensity energy focus points, were taken as training data.

Table 2 gives the source coordinates corresponding to 9 simulation experiments; the explosion data of groups 1-8 were used as training samples for deep learning. The 9th group of experiments was used to evaluate the positioning accuracy of the deep learning method and QPSO algorithm.

With the source locations of the first 8 times as the output tags, the energy field images and the source locations were loaded respectively into the deep neural network. The times of training of the network was set to 2,000, to establish the loss value and the accuracy curve of the network in training. At the end of training, 10,000 samples were loaded into the network, to get the network’s loss value and accuracy curve during the test phase, as shown in Fig. 10.

As can be seen from the Fig.10, the proposed deep neural network produced curves of the same trend in training...
TABLE 2. Source location (unit: m).

| SOURCE COORDINATES | X     | Y     | Z     |
|---------------------|-------|-------|-------|
| 1                   | -10.000 | 0.000 | -25.000 |
| 2                   | 15.000  | 32.000 | -30.000 |
| 3                   | 12.000  | -15.000 | -30.000 |
| 4                   | -40.000 | 35.000 | -20.000 |
| 5                   | 30.000  | -27.000 | -25.000 |
| 6                   | -34.000 | -23.000 | -30.000 |
| 7                   | 0.000   | -30.000 | -15.000 |
| 8                   | 0.000   | 0.000  | -46.000 |
| 9                   | -20.000 | -15.000 | -20.000 |

Note: The data of groups 1-8 were used to train the deep neural network, and the data of group 9 was used to test out the source positioning accuracy of this method.

and testing. Stabilization appears after 400 trainings, and the loss value drops to 0.02 when iteration proceeds to 1,000 times, giving a test accuracy stabilizing at 95%. At the end of the network training and testing, the source data of the 9th blasting were loaded into the network, to give the energy focus location.

To determine the benefit of this method, the energy focus was located with the ninth experiment as an example and using the QPSO algorithm [18], [32], [33]. To begin with, the search range of the source was set to x(-50m,50m), y(-50m,50m), z(-50m,0m), the swarm size to 40, the spatial dimensions to 3, the iteration times to 5000. The initial particle swarm was randomly generated. Second, with the energy target function as the particle fitness value, the location with the greatest fitness value among the swarm was found and taken as the optimal source position of the current source swarm. Third, the average optimal location of the 40 swarms was determined, and each source location was updated by the evolution equation. Finally, when the number of iterations was reached, the optimized source location was output.

As can be seen from Fig. 11, the large-scale scanning search of the particle swarm in the underground space, it is gradually converges when iterating to 1400 times.

After completing the deep neural network model training and searching the QPSO focus, the two methods were evaluated for their real-time positioning accuracy in terms of RMSE in the course of 2000 iterations, as shown in Fig.12.

As can be seen from Fig.12, during the 2000 iterations, the QPSO method searches the energy focus in steps, and after 1400 times of iteration, the search result begins to stabilize and the “precocity” phenomenon appears. The RMSE eventually approaches 0.26m. In contrast, with the deep learning method, in the energy focus search process the RMSE drops rapidly to 0.15m after 400 times of training. Then the energy focus was further recognized using the deep neural network method, to end up with an RMSE of 0.09m. Throughout the 2000 iterations, the method based on deep learning fared better than the one based on QPSO.

To further compare their positioning performance after the focus point search stabilizes down, more comparison was made based on the positioning results reached between the 1400th and 2000th time of iteration [34]. The performance is evaluated in terms of SEP (spherical error probable), X-axis, Y-axis, and Z-axis relative errors [35], [36].

Fig. 13 shows the SEP error curves of the two methods. It can be seen that from 1400 to 2000 times of energy focus point scanning, with the deep learning-based source localization method the SEP radius is significantly smaller and the accuracy of focus positioning is higher.

Fig.13 shows the relative error curves, in the X, Y, and Z directions, corresponding to the two methods. As can be seen from the Fig.13, in the X and Y directions, the two methods are close in their positioning errors; in the Z direction, the localization based on deep learning is slightly better than the one based on QPSO.

The positioning accuracy was evaluated in terms of Root Mean Square Error (RMSE), SEP (spherical error probable),
and relative errors in the X, Y, and Z directions. From Fig.12, Fig.13 and Fig.14, the positioning results of the two positioning methods in the 9th test can be found, as shown in Table 3.

As can be seen from Table 3, in point of RMSE, SEP, and relative errors in X, Y, and Z directions, the proposed method performs better in focus positioning accuracy than the method based on QPSO, though the advantage is not much obvious. This is mainly because the simulation dealt with ideal underground medium, which favors a higher energy focus, making focus recognition less of a hard task. Anyway, when it comes to the calculation speed, the proposed method is more competitive. To output a set of valid positioning results, the QPSO has to complete 2000 times of searching in the energy field. Conversely, the deep neural network, once trained using the network parameters, is able to output a set of valid positioning results after one running.

V. EXPERIMENTAL VALIDATION

To further evaluate the feasibility of this method in engineering applications, it was necessary to conduct field tests. The project team conducted a field experiment of source positioning at Shanxi 247 shooting range. The experiment included a total of 64 sets of sensors and 10 sets of multi-channel acquisition nodes and wireless bridges, developed by North University of China, to build up an acquisition system of distributed source parameters, as shown in Fig. 15.

The experiment involved a total of 8 explosions, as shown in Table 4. The 1-5th initiation locations, in different quadrants, were used to train the deep neural network model, and the 6-8th test data were used to evaluate the positioning accuracy of the method. The 64 sensor nodes were arranged in the source monitoring area, as shown in Fig. 16.

The actual coordinates of the TNT explosive, as shown in Table 4, was measured with the BeiDou positioning system CC50II-BG-T.
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The generation process of the energy field samples will be described here using the first test as an example. First, the underground space was meshed, with $x$(-50m, 50m), $y$(-50m, 50m), and $z$(-50m, 0m) as the energy field reconstruction range. Second, the sensor array was grouped using the high dimension space distance method. Finally, 3D energy field images were obtained using the grouped cross-correlation method. The size of each 3D energy field image was $96 \times 192 \times 192$.

The time corresponding to the first and the final phase was evaluated, and in this test the period of the valid signal was found to be 0.4s-1s. With a sampling rate of 20kHz, the number of valid samples was 60,000. Following the method of grouped cross-correlation, 3D energy field samples in the effective time range, that is, 4D tensor information of deep learning, were obtained, and corresponding source coordinates were used as the output tag. Samples with different energy field focusing effects were taken as training data, as shown in Fig. 19. The following: (1) incomplete energy focusing areas, (2) divergent energy focusing areas, (3) low SNR energy focusing areas, and (4) low intensity energy focus points, were among the training data.

Similarly, the training data of the second to fifth tests were used as the training data of the network, with the times of network training set to 2000, to train the deep neural network. After completing network training, 10,000 random samples were loaded into the network to test out its performance, for which the corresponding loss values and accuracy curves are shown in Fig. 20.

As can be seen from Fig.20, after 1300 times of deep network model training, the internal parameters of the network stabilized practically. The loss value is close to 0.8, and
the accuracy is as high as 93%. Compared with the training process during simulation, adjusting network parameters took significantly greater time. The network was tested after training. The loss values and accuracy curves of testing resemble those of training; however, due to the complex geological structure and grave energy field focus blurring, the final test accuracy of the network was 87%, lower than in simulation, which was 95%. After completing the network training and testing, the network was made to output the source coordinates for the 6-8th explosions, which are given in Table 4.

To examine the benefits of this method, the source coordinates for the 6-8th explosions were also estimated using the QPSO algorithm. To begin with, the search range of the source was set to x(-50m,50m), y(-50m,50m), z(-50m,0m), the swarm size to 40, the spatial dimensions to 3, the iteration times to 2000. The initial particle swarm was randomly generated. Second, with the energy target function as particle fitness value, the location with the greatest fitness value among the swarm was found and taken as the optimal source location of the current source swarm. Third, the average optimal
TABLE 6. Positioning results of three tests.

| Sequence of blasting | Algorithm                                      | X (m)  | Y (m)  | Z (m)  | RMSE (m) | SEP (m) | Running time(s) |
|----------------------|------------------------------------------------|--------|--------|--------|----------|---------|-----------------|
| 6                    | Actual coordinates                             | 20.035 | 35.023 | -50.015| -        | -       | -               |
|                      | Results of energy field focus positioning based on deep learning | 20.070 | 35.047 | -50.031| 0.162    | 0.034  | 1.521           |
|                      | Results of energy field focus positioning based on QPSO  | 20.276 | 35.249 | -50.417| 0.548    | 0.390  | 20.345          |
| 7                    | Actual coordinates                             | -8.021 | -20.018| -35.011| -        | -       | -               |
|                      | Results of energy field focus positioning based on deep learning | -8.062 | -20.049| -35.049| 0.192    | 0.048  | 1.521           |
|                      | Results of energy field focus positioning based on QPSO  | -7.829 | -20.153| -35.223| 0.425    | 0.237  | 20.345          |
| 8                    | Actual coordinates                             | -4.998 | 11.013 | -40.987| -        | -       | -               |
|                      | Results of energy field focus positioning based on deep learning | -4.958 | 11.039 | -40.948| 0.189    | 0.046  | 1.521           |
|                      | Results of energy field focus positioning based on QPSO  | -5.598 | 11.554 | -41.526| 0.750    | 0.745  | 20.345          |

It can be seen from Table 6, under the actual geological conditions and in terms of positioning accuracy and calculation time, the proposed method works significantly better than the QPSO-based energy focus positioning method. The QPSO-based energy focus positioning method develops certain blindness and randomness in the process of scanning the energy focus. The RMSE varies between 0.425-0.750, and the SEP varies between 0.237-0.745. The greatest of relative errors of the three axes is close to 0.6m.

To further compare their positioning performance after the focus point search stabilizes down, the performance was evaluated in terms of SEP (spherical error probable), and X-axis, Y-axis, and Z-axis relative errors. Table 5 compares further the positioning results in the intervals of 1400 to 2000 searches (in the 6th test), of 1600 to 2000 searches (in the 7th test), and of 1200 to 2000 searches (in the 8th test).

As can be seen from Table 6, under the actual geological conditions and in terms of positioning accuracy and calculation time, the proposed method works significantly better than the QPSO-based energy focus positioning method. The QPSO-based energy focus positioning method develops certain blindness and randomness in the process of scanning the energy focus. The RMSE varies between 0.425-0.750, and the SEP varies between 0.237-0.745. The greatest of relative errors of the three axes is close to 0.6m.
Its positioning accuracy is unstable and the robustness is poor. With the proposed method however, the RMSE falls between 0.15m-0.20m, the SEP stabilizes between 0.03-0.05, and all the relative errors in the three directions are below 0.040, hence giving higher robustness and having evident positioning advantages. In point of positioning speed, this method shortens the calculation time from 20s to 1.5s. It thus follows that the proposed method has evident advantages in focus recognition and positioning.

However, it is not without demerits when compared with the QPSO method. 1. This method necessitates detonating several seismic sources in advance in order to train the deep neural network. This, as a result, drives up the experiment cost and time. 2. The network training is a long process. In this experiment, the deep learning environment was constructed with Keras as the framework and Tensorflow as the back end. Two 1080Ti GPUs were used along with the parallel computing architecture CUDA to accelerate the image processing process. Iterative training was performed 2000 times, each iteration taking 10s. The total training time took close to 6 hours. Therefore, further research shall focus on how, in actual engineering applications, to reduce the amount of data in deep learning and to improve the training efficiency of the network while ensuring the positioning accuracy.

VI. CONCLUSION
To address the unsatisfactory recognition and positioning of the energy field focus in shallow underground source positioning, this article proposes an energy field focus searching and positioning method, which is based on and takes advantage of deep learning, a technique used in the field of image recognition. This method, by use of the grouped cross-correlation, generates 4D input information for deep learning and then, through the 3DCNN structure and the 3DSPP model, constructs a deep learning framework. The source coordinates are used as the output tags to generate an end-to-end model that converts energy field images to the source coordinates. Simulation and field testing results show that compared with the QPSO-based energy point recognition and positioning method, the proposed method reduced the RMSE from a maximum of 0.75m to 0.18m, to stabilize in the range of 0.15–0.20m, and lowered the SEP from a maximum of 0.745m to 0.035m, indicating that the proposed method is not only more robust but significantly more accurate in positioning. More prominently is the performance in SEP; and particularly in terms of positioning speed, the proposed method shortened the calculation time from 20s to 1.5s. It can be seen that this method significantly improves the recognition accuracy of the energy focus and accelerates the recognition process, affording therefore promising value of engineering application in the field of underground space positioning.
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