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1 Introduction

1.1 Background and statement of main result

We shall be interested in the existence of non-trivial $p$-adic zeros of $p$-adic forms. Recall that a form is a homogeneous polynomial in several variables. From now on we shall say a zero to mean a non-trivial zero unless we state otherwise. To set the scene, Artin originally thought about $C_i$ fields. A $C_i$ field is one in which every form of degree $d$ in $n$ variables is guaranteed to have a zero provided that $n > d^i$. For example $\mathbb{C}$ is a $C_0$ field, every finite field $\mathbb{F}_q$ is a $C_1$ field (this is the Chevalley-Warning theorem) and $\mathbb{F}_q((t))$ is a $C_2$ field (this was proved by Lang [15]). So in some sense one can view this $C_i$ property as a measure of how ‘algebraically closed’ a field is. Artin then conjectured [1] that $\mathbb{Q}_p$ is a $C_2$ field. We should note that one can easily construct forms with $n = d^2$ which only have the trivial $p$-adic zero so this is in fact the best one can hope for. It had already been well known that for the case of quadratic forms this conjecture holds. Demyanov [10] and Lewis [18] independently showed that the conjecture holds for cubic forms (Demyanov requiring that $p \neq 3$). Artin’s conjecture was proved to be false by Terjanian [20] who exhibited a quartic form with 18 variables which only has the trivial zero in $\mathbb{Q}_2$. It is however still open whether the result holds for odd degree forms.

The first breakthrough in the general question came when Brauer [7] proved that for all $d$ there exists a least integer $v_d$ such that all forms of degree $d$ with $n > v_d$ have a $p$-adic zero for every prime $p$. Much work has been spent on trying to get the best possible bounds for $v_d$, the current record
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being due to Wooley [22] who has proved the neat result that

\[ v_d \leq d^{2^d}. \]  

(1)

Wooley’s analysis does give us better bounds on \( v_d \) than (1), which we shall describe in due course. We should establish the notation \( v_d(p) \) at this point, to mean the least integer such that every form of degree \( d \) with \( n > v_d(p) \) has a non-trivial \( p \)-adic zero.

In another direction Ax and Kochen [2] proved using methods from Mathematical Logic that for any \( d \) there exists a least positive integer \( p(d) \) such that provided \( p \geq p(d) \) then every form with \( n > d^2 \) has a \( p \)-adic zero. So in some sense Artin’s conjecture is ‘almost’ true. Later work by Brown [8] provided a bound for \( p(d) \). If we write \( a \uparrow b \) for \( a^b \) and \( a \uparrow b \uparrow c \) for \( a \uparrow (b \uparrow c) \) then Brown showed that

\[ p(d) \leq 2 \uparrow 2 \uparrow 2 \uparrow 2 \uparrow 2 \uparrow d \uparrow 11 \uparrow (4d). \]

As we have established a fair amount of notation at this point it is worth noting a few results that are currently known about the values of \( v_d \) and \( p(d) \). So for example Lewis’ result tells us that \( v_3 = 9 \) and hence \( p(3) = 1 \), Demyanov’s counterexample tells us that \( v_4 \geq 18 \) and \( p(4) \geq 2 \). Recently Heath-Brown [14] showed that \( v_4 \leq 9144 \), with \( v_4(p) \leq 312 \) for \( p \neq 2 \). Leep and Yeomans [17] showed that \( p(5) \leq 47 \) and this was subsequently improved by Heath-Brown [14] to \( p(5) \leq 17 \). Hence \( v_5(p) = 25 \) for \( p \geq 17 \).

**Question.** What is the best bound we can get for \( v_5 \)?

Wooley’s bound (1) tells us that

\[ v_5 \leq 5^{32} \approx 2.3 \times 10^{22}. \]  

(2)

But in fact we know already that \( v_5(p) = 25 \) for \( p \geq 17 \), so by considering the primes \( 2 \leq p \leq 13 \) Wooley’s analysis gives us more information than this viz.

\[ v_5 \leq 6792217044067. \]  

(3)

This gives a considerable improvement to (2) and it is with this better estimate our new bounds shall be compared. We should now note the main results of this paper.

**Theorem 1.** We have

\[(a) \quad (i) \quad v_5(2) \leq 300509,\]
\[(ii) \quad v_5(3) \leq 520329,\]
\(\text{(iii)}\ v_5(7) \leq 180164,\)
\(\text{(iv)}\ v_5(13) \leq 179592;\)

\(\text{(b)}\ v_5(11) \leq 348497.\)

**Theorem 2.** We have \(v_5(5) \leq 4562911.\)

The result for \(p = 5\) has been stated separately since a non-standard version of Hensel’s lemma is required to lift a zero modulo 25 to a zero in \(\mathbb{Q}_5\). There are also some differences for the case \(p = 11\). However the same version of Hensel’s lemma is used throughout in proving Theorem 1. The difference in approach between our argument and Wooley’s, is in the former requiring the vanishing of a ‘smaller’ system of auxiliary forms than the latter, resulting in less stringent conditions on the number of variables to achieve this.

We can also prove some results concerning systems of cubic and quadratic forms. However to be able to describe them effectively we need to introduce some notation first. We assume we are working over the field \(\mathbb{Q}_p\). Given any system of \(r_1, r_2, \ldots, r_d\) forms of degrees 1, 2, \ldots, \(d\) respectively in \(n\) variables, we define \(V(r_d, \ldots, r_1)\) to be the least integer \(V\) such that the system above has a zero, provided that \(n > V\). More generally we shall write, \(V^{(m)}(r_d, \ldots, r_1)\) to mean the least integer \(V\) such that any system as above vanishes on some subspace (over \(\mathbb{Q}_p\)) of dimension strictly greater than \(m\), provided that \(n > V\). For convenience we set \(V^{(m)}(0, 0, \ldots, 0) = m\). Also we may sometimes write \(V(r_d, \ldots, r_1; p)\) to indicate that we are restricting to the field \(\mathbb{Q}_p\) for some fixed prime \(p\). We should note that the following relation is fairly obvious.

\[
V^{(m)}(r_d, \ldots, r_1) = V^{(m)}(r_d, \ldots, r_2, 0) + r_1. \tag{4}
\]

Although Artin’s conjecture was originally stated for single forms of a certain degree we could have also stated it in the following way.

\[
V(r_d, \ldots, r_2, r_1) = r_1 + 4r_2 + \ldots + d^2r_d. \tag{5}
\]

So we can ask questions concerning systems of forms rather than a single form, and as it will turn out our analysis will require us to think more generally about systems rather than single forms. In fact it was Lang [15] (at the time a student of Artin) who proved that if \(\mathbb{Q}_p\) is \(C_2\) then this implies (4). But as Terjanian showed that \(\mathbb{Q}_p\) is not \(C_2\), it is still worth studying systems for their own sake. The first result concerning systems of forms came from Birch, Lewis and Murphy [5] who proved that
\[ V(2, 0) = 8. \]

So Artin’s conjecture holds for a system of two quadratic forms. The next two simplest cases after this concerns a system of a cubic and a quadratic form and a pair of cubic forms. However it is still unknown whether Artin’s conjecture holds in these cases viz. do we have

\[ V(1, 1, 0) = 13 \quad \text{and} \quad V(2, 0, 0) = 18? \]

We shall give bounds for these quantities by using the following theorem.

**Theorem 3.** Let \( r_1, r_2, r_3 \) be non-negative integers, with \( r_3 > 0 \). For \( p \neq 3 \) we have

\[ V(r_3, r_2, r_1; p) \leq V(r_3 - 1, r_2 + 6(r_3 - 1), r_1 + 6r_2 + 9r_3; p). \]

We shall give a proof of this in due course. However we should note the immediate corollary

**Corollary 1.** For \( p \neq 3 \) we have

(i) \( V(1, 1, 0; p) \leq 19 \),

(ii) \( V(2, 0, 0; p) \leq 119 \).

**Proof.** By Theorem 3 and (4) we have

\[ V(1, 1, 0; p) \leq V(1, 15; p) = 4 + 15 = 19, \]

and

\[ V(2, 0, 0; p) \leq V(1, 6, 18; p) \leq V(6, 0; p) + 63. \]

We shall see later (Lemma 2) that, \( V(6, 0; p) \leq 56 \). Hence we obtain

\[ V(2, 0, 0; p) \leq 119. \]

To put these results into context we should note that the best bound one can obtain for \( V(1, 1, 0) \) is by using the techniques of Leep and Schmidt [16], where one can show that

\[ V(1, 1, 0) \leq 22. \]

Also Dietmann and Wooley [11] showed
\[ V(2,0,0) \leq 298. \]

They also show that
\[ V(2,0,0;3) \leq 233. \]

It might be possible to extend Theorem 3 to the case \( p = 3 \). This would require us to show form has a zero modulo 9 which lifts to a zero in \( \mathbb{Q}_3 \).

We shall now briefly focus our attention to forms over \( \mathbb{Q} \). We can ask the same questions that we asked about forms over the local field \( \mathbb{Q}_p \): is there an equivalent to Brauer’s theorem [7] for \( \mathbb{Q} \)? The answer is no: there always exist positive definite forms which don’t even have a zero in \( \mathbb{R} \). For example
\[
F(x_1, \ldots, x_n) = x_{1}^{2k} + \ldots + x_{n}^{2k}
\]
has only the trivial zero for all \( k \geq 1 \). However it is a remarkable theorem of Birch [3] that for all odd \( d \) there exists a least integer \( w_d \) such that all forms of degree \( d \) over \( \mathbb{Q} \) with \( n > w_d \) have a zero. Birch famously said that his bounds for \( w_d \) are “not even astronomical”. Heath-Brown [13] has shown that \( w_3 \leq 14 \), by using the circle method approach. More recently Wooley [21] has shown that \( w_5 \leq 1.38 \times 10^{14} \), by employing an elegant idea which involves finding zeros of the form in an algebraic extension of \( \mathbb{Q} \).

If we restrict ourselves to non-singular forms, much better bounds can be obtained for the required number of variables to guarantee solubility. If we denote \( w^*_d \) to mean \( w_d \), where we have restricted to non-singular forms, then Birch proved [4] that \( w^*_d \leq (d-1)2^d \) provided that we have \( p \)-adic solubility for all \( p \). Heath-Brown [12] has shown that \( w^*_5 \leq 9 \). Moreover Theorem’s 1 and 2 imply that \( w^*_5 \leq 4562911 \).

## 2 Quintic forms

In this section we shall show how one obtains Wooley’s bound (3) and go on to prove Theorems 1 and 2.

### 2.1 Some Preliminaries

We should at this point establish the notation \( \phi_d(p) \) to mean the least integer such that every diagonal form of degree \( d \) with \( n > \phi_d(p) \) variables has a non-trivial \( p \)-adic zero, and similarly \( \phi_d = \sup_p \{ \phi_d(p) \} \). Clearly \( \phi_d \leq v_d \). Moreover it was shown by Davenport and Lewis [9] that for every \( d \) we have \( \phi_d \leq d^2 \), thus establishing Artin’s conjecture for the class of diagonal forms. The key result in Wooley’s argument as found in [22, Lemma 2.1] is as follows.
Lemma 1. Let $d$ and $r_i$ ($1 \leq i \leq d$) be non-negative integers with $d \geq 2$ and $r_d > 0$. Then provided $\phi_d < \infty$ one has

$$V(r_d, r_{d-1}, \ldots, r_1) \leq \phi_d + V(r'_d, r'_{d-1}, \ldots, r'_1)$$

(6)

where $r'_d = r_d - 1$ and

$$r'_j = \sum_{i=j}^d r_i \left( \frac{\phi_d + i - j - 1}{i - j} \right) \quad (1 \leq j < d).$$

Heath-Brown [14] has made a small improvement to this replacing (6) by

$$V(r_d, r_{d-1}, \ldots, r_1) \leq V(r'_d, r'_{d-1}, \ldots, r'_1).$$

(7)

We begin by using (6) to prove (3). From (6) we have

$$v_5(p) = V(1, 0, 0, 0; p) \leq \phi + V\left(\phi, \left(\frac{\phi + 1}{2}\right), \left(\frac{\phi + 2}{3}\right), \left(\frac{\phi + 3}{4}\right); p\right),$$

(8)

where we have set $\phi = \phi_5(p)$ for brevity. Furthermore in writing $\varphi = \phi_4(p)$ we have

$$V(a, b, c, d; p) \leq \varphi + V(a', b', c', d'; p)$$

where

$$a' = a - 1, \quad b' = b + a\varphi, \quad c' = c + b\varphi + a\frac{\varphi(\varphi + 1)}{2},$$

$$d' = d + c\varphi + b\frac{\varphi(\varphi + 1)}{2} + a\frac{\varphi(\varphi + 1)(\varphi + 2)}{6}.$$

It follows from an easy induction argument that by applying (6) $a$ times we have

$$V(a, b, c, d; p) \leq a\varphi + V(\alpha, \beta, \gamma; p)$$

(9)

where

$$\alpha = b + \frac{\varphi}{2}a(a + 1),$$

$$\beta = c + \varphi ab + \frac{\varphi(\varphi + 1)}{2}a^2 - \frac{\varphi}{4}a(a - 1) + \frac{\varphi^2}{12}a(a - 1)(4a + 1),$$

$$\gamma = d + \frac{\varphi}{6}a(2a + 3b + 6c + 3\varphi(a + b) + \varphi^2 a) + \frac{\varphi}{12}a(a - 1)(-2 + 6\varphi(a + b) + 3\varphi^2 a).$$
Moreover by setting $\psi = \phi_3(p)$, we can show similarly by induction that by applying (6) $a$ times, we have

$$V(a, b, c; p) \leq a\psi + V(\alpha, 0; p) + \beta$$

where

$$\alpha = b + \frac{\psi}{2}a(a + 1),$$

$$\beta = c + \psi ab + \frac{\psi^2}{3}a(a^2 - 1) + \frac{\psi(\psi + 1)}{2}a(a + 1).$$

At this point we should say something about $V(r, 0)$. We could iteratively apply (6) again, however one can do slightly better than this. For ease of notation, let $u(r, m; p) = V^{(m)}(r, 0; p)$ and we shall denote $u(r; p) = u(r, 0; p)$. In proceeding we shall note two results from Heath-Brown’s paper [14, Lemma 1 and 2].

**Lemma 2.** For every prime $p$ we have

(i) $u(1; p) = 4$,

(ii) $u(2; p) = 8$,

(iii) $u(3; p) \leq 16$,

(iv) $u(4; p) \leq 24$,

(v) $u(5; p) \leq 40$,

(vi) $u(6; p) \leq 56$,

(vii) $u(r; p) \leq 2r^2 - 16$ for even $r \geq 8$,

(viii) $u(r; p) \leq 2r^2 - 14$ for odd $r \geq 7$.

For $p \geq 11$ it was proved by Schuur [19] that $u(3; p) = 12$. It transpires that for $p \geq 11$ one can do slightly better.

**Lemma 3.** For every prime $p \geq 11$ we have

(i) $u(3; p) = 12$. 
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(ii) $u(4;p) \leq 24$,

(iii) $u(5;p) \leq 32$,

(iv) $u(6;p) \leq 56$,

(v) $u(r;p) \leq 2r^2 - 2r - 12$ for $r \equiv 1 \pmod{3}$ and $r \geq 7$,

(vi) $u(r;p) \leq 2r^2 - 2r - 8$ for $r \equiv 2 \pmod{3}$ and $r \geq 8$,

(vii) $u(r;p) \leq 2r^2 - 2r - 8$ for $r \equiv 0 \pmod{3}$ and $r \geq 9$.

In order to get a bound on $v_5$ all we need now is some information on $\phi_d(p)$ for $2 \leq d \leq 5$ and $2 \leq p \leq 13$. The techniques used to study $\phi_d(p)$ are fairly routine, see the work of Davenport and Lewis [9] for example, so we shall state the following lemma without proof.

**Lemma 4.** The following table contains the values $\phi_d(p)$ for, $2 \leq d \leq 5$ and $2 \leq p \leq 13$

| $p$ | $\phi_2(p)$ | $\phi_3(p)$ | $\phi_4(p)$ | $\phi_5(p)$ |
|-----|-------------|-------------|-------------|-------------|
| 2   | 4           | 3           | 15          | 5           |
| 3   | 4           | 4           | 8           | 5           |
| 5   | 4           | 3           | 16          | 7           |
| 7   | 4           | 6           | 8           | 5           |
| 11  | 4           | 3           | 8           | 15          |
| 13  | 4           | 6           | 12          | 5           |

It transpires that the worst bound for (8) occurs whenever $p = 11$ since this gives the largest value of $\phi_5(p)$. For $p = 11$ we compute

$$v_5(11) \leq 15 + V(15, 120, 680, 3060).$$

Now by applying (9) we obtain

$$V(15, 120, 680, 3060) \leq 120 + V(1080, 91080, 4410900).$$

So now applying (10) we get

$$V(1080, 91080, 4410900) \leq 3240 + u(1842300; 11) + 4082145300.$$

Finally by Lemma 3 we have

$$u(1842300; 11) \leq 6788134895392.$$
Hence we obtain \( v_5 \) viz.
\[
v_5 \leq 6792217044067.
\]

We should note that by using Heath-Brown’s improvement (7) we may replace (10) by
\[
V(a, b; c, p) \leq V(\alpha, 0; p) + \beta
\]
where
\[
\alpha = b + \frac{\psi}{2}a(a+1),
\]
\[
\beta = c + \psi ab + \frac{\psi^2}{3}a(a^2-1) + \frac{\psi(\psi+1)}{2}a(a+1).
\]

### 2.2 The Proof of Theorems 1 and 2

We shall now develop the hybrid approach to Artin’s problem as found in Heath-Brown [14]. We shall argue as Heath-Brown does for cubic and quartic forms. However in some cases we shall need a larger ‘admissible set’. Arguing by contradiction, we suppose that \( F(x) \in \mathbb{Q}_p[[x]] \) is a form of degree 5 in \( n \) variables with only the trivial \( p \)-adic zero. We will find conditions on \( n \) which give us a contradiction and thereby obtain a bound for \( v_5(p) \). Let \( \theta_s(F(x)) \) denote the obvious reduction of \( F(x) \in \mathbb{Z}_p[[x]] \) modulo \( p^s \), for \( s \geq 1 \). Our strategy shall be the following, we will find a collection of vectors \( e_1, \ldots, e_k \in \mathbb{Q}_p^n - \{0\} \) such that (for some \( r \in \mathbb{Z} \)) by applying Hensel’s Lemma to the form \( \theta_s(p^{-r}F(1e_1 + \ldots + t_ke_k)) \), we shall be able to lift a suitably non-singular zero modulo \( p^s \) to a non-trivial zero in \( \mathbb{Z}_p \). It will follow that we will need to take \( s = 1 \) and \( s = 2 \) for \( p \in \{2, 3, 7, 11, 13\} \) and \( p = 5 \) respectively, each case requiring a different version of Hensel’s Lemma.

When \( x \in \mathbb{Q}_p^n - \{0\} \) we say that \( x \) has “level \( r \)” where \( 0 \leq r \leq 4 \), if \( v(F(x)) \equiv r \pmod{5} \). Since we have assumed that \( F(x) \neq 0 \), the level of \( x \) is a well-defined property. Given any quadratic form
\[
Q(x_1, \ldots, x_n) = \sum_{i \leq j} c_{ij}x_i x_j
\]
we define the “length of \( Q \)” by
\[
l(Q) := \# \{ c_{ij} \neq 0 : 1 \leq i \leq j \leq n \}.
\]
Clearly \( 0 \leq l(Q) \leq \binom{n}{2} \). For any set
\[
S = \{e_1, \ldots, e_m\} \subset \mathbb{Q}_p^n - \{0\}
\]
we shall say that \( S \) is “\((s, t)\)-admissible” provided that the following conditions hold

\[
\frac{\psi}{2}a(a+1),
\]
\[
\frac{\psi^2}{3}a(a^2-1) + \frac{\psi(\psi+1)}{2}a(a+1).
\]
(i) For each vector $e_i \in S$, we have $0 \leq v(F(e_i)) \leq 4$,

(ii) There is some subset $S_r \subseteq S$ of cardinality $s$, whose vectors all have level $r$,

(iii) If $e_{i_1}, \ldots, e_{i_s} \in S$ all have the same level, with $i_1 < i_2 < \ldots < i_s$ then, by writing $e_{i_r} = e'_r$ we have

$$F(t_1e'_1 + \ldots + t_ke'_s) = \sum_i a_it_i^5 + \sum_{i<j} b_{ij}t_i t_j^4 + \sum_{i<j<k} c_{ijk}t_i t_j t_k^3$$

for some $a_i, b_{ij}, c_{ijk} \in \mathbb{Q}_p$. Furthermore we have the condition that for any $3 \leq k \leq n$

$$l\left(\sum_{i<j} c_{ijk}t_i t_j\right) \leq t.$$

We shall show in due course that $(s, t)$-admissible sets exist for every $s \geq 2$ and $t \geq 0$, provided that $n$ is large enough. Before proceeding further we shall note that if $e_i, e_j, e_k \in S$, then $\theta_p F(xe_i + ye_j + ze_k)$ must have coefficients in $\mathbb{Z}_p$. This comes immediately from the following result.

**Lemma 5.** Let $f(x, y, z) = ax^d + bxy^{d-1} + cy^d + dxyz^{d-2} + (ex + fy)z^{d-1} + gz^d \in \mathbb{Q}_p[x, y, z]$

where $a, c, g \in \mathbb{Z}_p$. Suppose that $f(x, y, z)$ has only the trivial zero in $\mathbb{Q}_p$, then $b, d, e, f \in \mathbb{Z}_p$.

**Proof.** We need to prove that $b, d, e, f$ are all $p$-adic integers. We shall argue by contradiction. Suppose that

$$s := \min\{v(b), v(d), v(e), v(f)\} < 0$$

Then

$$\theta_p^{-s} f(x, y, z) = b'x y^{d-1} + d'x y z^{d-2} + (e'x + f'y)z^{d-1} + g'z^d \in \mathbb{F}_p[x, y, z]$$

(12)

where at least one of $b', d', e'$ or $f'$ is non-zero. If $b' \neq 0$, then $(0, 1, 0)$ is a non-singular solution to (12), which by Hensel’s Lemma lifts to a non-trivial $p$-adic zero of $f(x, y, z)$. This contradicts our assumption that $f$ has only the trivial zero, therefore $b' = 0$. Similarly if either $e'$ or $f'$ $\neq 0$ then $(0, 0, 1)$, is a non-singular solution to (12). Hence as before we deduce that $e', f' = 0$. This forces $d' \neq 0$, however in this case $(0, 1, 1)$ is a non-singular solution to (12). So as before we deduce that $d' = 0$. Hence $s \geq 0$, so $b, d, e, f \in \mathbb{Z}_p$ as required. \qed
To ensure linear independence we note the following result from Heath-Brown’s paper [14, Lemma 4].

**Lemma 6.** Let $F(x) \in \mathbb{Q}_p[x_1, \ldots, x_n]$ be a form of degree $d$, having only the trivial zero in $\mathbb{Q}_p^n$. Let $e_1, \ldots, e_m$ be linearly independent vectors in $\mathbb{Q}_p^n$, and suppose we have a non-zero vector $e$ such that the form

$$F_0(t_1, \ldots, t_m, t) := F(t_1 e_1 + \ldots + t_m e_m + te)$$

contains no terms of degree one in $t$. Then the set \{e_1, \ldots, e_m, e\} is linearly independent.

Hence it follows that if we have a $(s, t)$-admissible set with a subset $S_r$ of cardinality $s$ as in (ii), then $S_r$ is a linearly independent set. To prove this we note that without loss of generality

$$S_r = \{e_1, \ldots, e_s\}.$$  

Then by (iii)

$$F(t_1 e_1 + \ldots + t_i e_i)$$

contains no terms of degree one in $t_i$, for $l \leq s$. So by applying Lemma 6 inductively for $l \leq s$ we deduce that \{e_1, \ldots, e_s\} is a linearly independent set. If we have a $(s, t)$-admissible set with a subset $S_r$, then it follows that

$$p^{-r}F(t_1 e_1 + \ldots + t_k e_s) = \sum_i a_i t_i^5 + \sum_{i<j} b_{ij} t_i t_j^4 + \sum_{i<j<k} c_{ijk} t_i t_j t_k^3 \in \mathbb{Z}_p[t_1, \ldots, t_s]$$

where $v(a_i) = 0$, i.e. all the $a_i$ are $p$-adic units. This can be seen by applying Lemma 5 to the form $p^{-r}F(t_i e_i + t_j e_j + t_k e_k)$, for each triple $(i, j, k)$. We shall now show that $(s, t)$-admissible sets exist provided that $n$ is large enough.

We define $(u)_+ := \max\{u, 0\}$, for any $u \in \mathbb{R}$.

**Lemma 7.** Let $F$ be a form of degree 5 in $n$ variables, with only the trivial zero over $\mathbb{Q}_p$. Then for $s \geq 2$ and $t \geq 0$ there exists a $(s, t)$-admissible set $S$ provided that

$$n > V(r_3, r_2, r_1; p)$$

(13)

where

$$r_3 = 5 \left( \binom{s}{2} - t \right)_+, \quad r_2 = 5 \left( \frac{s + 1}{3} \right), \quad r_1 = 5 \left( \frac{s + 2}{4} \right)$$
Proof. We shall prove this by inductively constructing a \((s, t)\)-admissible set. Let \(e_1 \in \mathbb{Q}_p^\times \setminus \{0\}\), then we can ensure that (i) holds by multiplying \(e_1\) by an appropriate power of \(p\). Next suppose that (i) and (iii) hold for the set \(S = \{e_1, \ldots, e_m\}, \) where \(m \geq 1\). We need to find a vector \(e_{m+1}\) such that (i) and (iii) hold for \(S \cup \{e_{m+1}\}\). Suppose that in \(S\) there are \(l_i\) vectors of level \(i\), where \(0 \leq l_i < s\) and \(0 \leq i \leq 4\) (note that if \(l_i \geq s\) then \(S\) is already \((s, t)\)-admissible since (ii) holds). Moreover let

\[
L_i = \{e_1^{(i)}, \ldots, e_{l_i}^{(i)}\} \subseteq S
\]

be the subset of \(S\) which contains all the vectors of level \(i\). Clearly \(S = L_0 \cup \ldots \cup L_4\). Now consider

\[
F(t_1 e_1^{(i)} + \ldots + t_{l_i} e_{l_i}^{(i)} + te_{m+1}) = \sum_{|u| \leq 5} t^u t^{5-|u|} F_i(e_{m+1}; u)
\]

where

\[
t^u = \prod_{j=1}^{l_i} t_j^{u_j}.
\]

and \(F_i(e_{m+1}; u)\) is a form of degree \(5 - |u|\) in \(e_{m+1}\). Since \textit{a priori} we don’t know what the level of \(e_{m+1}\) will be, it follows that for \(S \cup \{e_{m+1}\}\) to satisfy (iii), we require that for each \(0 \leq i \leq 4\)

\[
F_i(e_{m+1}; u) = 0, \quad \text{for all } 3 \leq |u| \leq 4
\]

and

\[
F_i(e_{m+1}; u) = 0, \quad \text{for } \left(\binom{l_i+1}{2} - t\right)_+ \text{ vectors } u, \text{ such that } |u| = 2.
\]

Hence it follows as before (cf. proof of (7)), that we require

\[
n > V(s_3, s_2, s_1; p)
\]

where

\[
s_3 = \sum_{i=0}^{4} \left(\binom{l_i + 1}{2} - t\right)_+, \quad s_2 = \sum_{i=0}^{4} \left(\binom{l_i + 2}{3}\right), \quad s_1 = \sum_{i=0}^{4} \left(\binom{l_i + 3}{4}\right).
\]

with the understanding that \(\binom{a}{b}\) = 0 if \(a < b\). Moreover we can easily ensure that \(e_{m+1}\) satisfies (i), by multiplying it by an appropriate power of \(p\). So we have just shown that we can construct a set \(S\) of arbitrary size \(m\), in which the conditions (i) and (iii) hold. We should now remark that if \(m > 5(s-1)\) then
(ii) automatically holds. It is clear that the scenario in which $V(s_1, s_2, s_3; p)$ gives the largest bound is when, $l_i = s - 1$ for each $0 \leq i \leq 4$. Hence we are guaranteed to have a $(s, t)$-admissible set $S$ provided

$$n > V(r_3, r_2, r_1; p)$$

where

$$r_3 = 5\binom{s}{2} - t, \quad r_2 = 5\binom{s + 1}{3}, \quad r_1 = 5\binom{s + 2}{4},$$

as required.

We are now set up to prove Theorems 1 and 2. Note the following results, which are due to MAGMA [6] calculations.

**Result 1.** Suppose we are working over $\mathbb{F}_p$, for $p \in \{2, 3\}$. Consider the form

$$f(t_1, t_2, t_3) = a_1 t_1^5 + b_{12} t_1 t_2^4 + a_2 t_2^5 + b_{13} t_1 + b_{23} t_2 + c_{123} t_1 t_2 t_3 + a_3 t_3^5$$

where $a_1 a_2 a_3 \neq 0$. Then $f$ has at least one non-singular zero over $\mathbb{F}_p$.

Suppose $n > V(15, 20, 25; p)$, then by Lemma 7 we have a $(3, 0)$-admissible set $S$ and hence an associated subset $S_r = \{e_1, e_2, e_3\}$ as in (ii). So by Lemma 5, the form

$$g(t_1, t_2, t_3) := \theta_1(p^{-r}F(t_1 e_1 + t_2 e_2 + t_3 e_3))$$

$$= \sum_{i} \bar{a}_i t_i^5 + \sum_{i < j} \bar{b}_{ij} t_i t_j^4$$

is such that $\bar{a}_i, \bar{b}_{ij} \in \mathbb{F}_p$ and $\bar{a}_i \neq 0$. Hence by Result 1, $g(t_1, t_2, t_3)$ has a non-singular zero over $\mathbb{F}_p$ for $p \in \{2, 3\}$. Consequently by Hensel’s Lemma $F$ has a non-trivial zero over $\mathbb{Z}_p$; a contradiction to our original assumption. So we have just proved that for $p \in \{2, 3\}$

$$v_5(p) \leq V(15, 20, 25; p).$$

(14)

**Result 2.** Suppose we are working over $\mathbb{F}_p$, for $p \in \{7, 13\}$. Consider the form

$$f(t_1, t_2, t_3) = a_1 t_1^5 + b_{12} t_1 t_2^4 + a_2 t_2^5 + c_{123} t_1 t_2 t_3 + a_3 t_3^5$$

where $a_1 a_2 a_3 \neq 0$. Then $f$ has at least one non-singular zero over $\mathbb{F}_p$. 
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Suppose \( n > V(10, 20, 25; p) \), then by Lemma 7, we have a \((3, 1)\)-admissible set \( S \) and hence an associated subset \( S_r = \{ e_1, e_2, e_3 \} \) as in (ii). So by Lemma 5, the form

\[
g(t_1, t_2, t_3) := \theta_1(p^{-r}F(t_1e_1 + t_2e_2 + t_3e_3))
\]

\[
= \sum_i \bar{a}_i t_i^5 + \sum_{i<j} \bar{b}_{ij} t_i t_j^4 + \bar{c}_{123} t_1 t_2 t_3^3
\]

is such that \( \bar{a}_i, \bar{b}_{ij}, \bar{c}_{123} \in \mathbb{F}_p \) and \( \bar{a}_i \neq 0 \). Hence by Result 2, \( g(t_1, t_2, t_3) \) has a non-singular zero over \( \mathbb{F}_p \) for \( p \in \{7, 13\} \). Consequently by Hensel’s Lemma \( F \) has a non-trivial zero over \( \mathbb{Z}_p \); a contradiction to our original assumption. So we have just proved that for \( p \in \{7, 13\} \)

\[
v_5(p) \leq V(10, 20, 25; p).
\]  

(15)

Result 3. Suppose we are working over \( \mathbb{F}_{11} \). Consider the form

\[
f(t_1, t_2, t_3, t_4) = \sum_i a_i t_i^5 + \sum_{i<j} b_{ij} t_i t_j^4 + (c_{12} t_1 t_2 + c_{13} t_1 t_3 + c_{23} t_2 t_3) t_4^3
\]

where \( a_1 a_2 a_3 a_4 \neq 0 \). Then \( f \) has at least one non-singular zero over \( \mathbb{F}_{11} \).

So by exactly the same argument as above, if we have a \((4, 3)\)-admissible set we can deduce from Result 3 that

\[
v_5(11) \leq V(15, 50, 75; 11).
\]  

(16)

Result 4. Suppose we are working over \( \mathbb{Z}_5 \). Consider the form

\[
f(t_1, \ldots, t_6) = \sum_i a_i t_i^5 + \sum_{i<j} b_{ij} t_i t_j^4 + (c_{125} t_1 t_2 + c_{135} t_1 t_3 + c_{145} t_1 t_4 + c_{235} t_2 t_3) t_5^3 + \sum_{i<j<k} c_{ijk} t_i t_j t_k^3
\]

where \( a_1 \cdots a_6 \not\equiv 0 \pmod{5} \). Then there exists some \( t \in \mathbb{Z}_5^6 \) and \( 1 \leq i \leq 6 \) such that

\[
f(t) \equiv 0 \pmod{25}, \quad \frac{\partial f}{\partial t_i}(t) \equiv 0 \pmod{5}, \quad \frac{\partial f}{\partial t_i}(t) \not\equiv 0 \pmod{25}
\]

\[
\text{and} \quad \frac{\partial^2 f}{\partial t_i^2}(t) \equiv 0 \pmod{5}.
\]

In particular we have \( t \not\equiv 0 \pmod{5} \).
We need to be careful in dealing with this case. To be clear we are constructing our set \(\{e_1, \ldots, e_6\}\) in a way that the associated form takes the shape given in Result 4. In finding the vector \(e_5\) we need an \((5, 4)\)-admissible set. Therefore by Lemma 7 we require \(n > V(30, 100, 175)\). Moreover in finding the vector \(e_6\), it is not difficult to show that we require \(n > V(25, 175, 350)\). Using our reduction analysis on systems of cubic and quadratic forms, it transpires that on taking \(n > V(30, 100, 175)\) we get the largest lower bound of \(n\). Therefore to get our quintic form in the shape as in Result 4 we require \(n > V(30, 100, 175)\). The difference in this case opposed to the cases when \(p \neq 5\), is that we look at the form

\[
g(t_1, \ldots, t_6) := \theta_2(p^{-r}F(t_1e_1 + \ldots + t_6e_6)) = \sum_i a_i t_i^5 + \sum_{i<j} b_{ij} t_i t_j^4 + \sum_{i<j<k} c_{ijk} t_i t_j t_k^3
\]

Where we have \(a_i, b_{ij}, c_{ijk} \in \mathbb{Z}/p^2\mathbb{Z}\) with \(5a_i \neq 0\). So for \(p = 5\) we deduce that \(F\) has a non trivial zero over \(\mathbb{Z}_p\) (a contradiction) by applying Result 4 along with the following Lemma.

**Lemma 8.** Let \(F(x) \in \mathbb{Z}_p[x]\) be a polynomial of any degree. Suppose there exists some \(a \in \mathbb{Z}_p\), such that

\[
p^2 | F(a), \quad p \| F'(a) \quad \text{and} \quad p | F''(a)
\]

then there exists an \(\alpha \in \mathbb{Z}_p\) such that, \(F(\alpha) = 0\). Moreover, \(\alpha \equiv a \pmod{p}\).

In order not to interrupt our discussion we shall postpone the proof of this Lemma until the end of the present section. We have just proved that

\[
v_5(5) \leq V(30, 100, 175; 5).
\]

We now have all the information we need to go ahead and prove Theorems 1 and 2. We shall use (10) to deal with the primes \(p \in \{2, 3, 5, 11\}\) and for \(p \in \{7, 13\}\) we shall use Theorem 3. By Theorem 3 we can prove that for \(p \neq 3\) we have

\[
V(a, b, c; p) \leq V(\alpha, 0; p) + \beta
\]

where

\[
\alpha = b + 3a(a - 1),
\]

\[
\beta = c + 3a(2b + 3a) + \frac{1}{2}a(a - 1)(24a - 21).
\]

\(p = 2:\) By (11) we have

\[
V(15, 20, 25; p) \leq V(380, 0; p) + 11725.
\]
By using Lemma \[2\] we get
\[ V(380, 0; p) \leq 288784. \]
Hence we obtain
\[ v_5(2) \leq 300509 \]
as required.

\( p = 3 \): By (11) we have
\[ V(15, 20, 25; p) \leq V(500, 0; p) + 20345. \]
By using Lemma \[2\] we get
\[ V(500, 0; p) \leq 499984. \]
Hence we obtain
\[ v_5(3) \leq 520329 \]
as required.

\( p = 5 \): By (11) we have
\[ V(30, 100, 175; p) \leq V(1495, 0; p) + 92875. \]
By using Lemma \[2\] we get
\[ V(1570, 0; p) \leq 4470036. \]
Hence we obtain
\[ v_5(5) \leq 4562911 \]
as required.

\( p = 7 \): By (19) we have
\[ V(10, 20, 25; p) \leq V(290, 0; p) + 11980. \]
By using Lemma \[2\] we get
\[ V(290, 0; p) \leq 168184. \]
Hence we obtain
\[ v_5(7) \leq 180164 \]
as required.

\( p = 11 \): By (11) we have
\[
V(15, 50, 75; p) \leq V(410, 0; p) + 13125.
\]

By using Lemma 3
\[
V(410, 0; p) \leq 335372.
\]
Hence we obtain
\[
v_5(11) \leq 348497
\]
as required.

\( p = 13 \): By (19) we have
\[
V(10, 20, 25; p) \leq V(290, 0; p) + 11980.
\]
By using Lemma 3
\[
V(290, 0; p) \leq 167612.
\]
Hence we obtain
\[
v_5(13) \leq 179592
\]
as required.

It remains to prove Lemma 8. By (17) we have, \( F(a) = p^2 \tilde{F}(a), F'(a) = pF'(a) \) where \( p \nmid \tilde{F}'(a) \) and \( F''(a) = pF''(a) \), for some polynomial \( \tilde{F}(x) \). Now consider
\[
F(a + pa') \equiv F(a) + pa'F'(a) + p^2 a^2 \frac{F''(a)}{2} \pmod{p^3}
\]
\[
\equiv p^2 (\tilde{F}(a) + a' \tilde{F}'(a)) \pmod{p^3}
\]
Hence to find an \( a' \) such that \( F(a + pa') \equiv 0 \pmod{p^3} \), we require
\[
\tilde{F}(a) + a' \tilde{F}'(a) \equiv 0 \pmod{p}
\]
However since \( p \nmid \tilde{F}'(a) \), this is always possible. It follows by repeating this process with \( \alpha_r = a + \ldots + p^r a^{(r)} \), we can always find some \( a^{(r)} \) such that \( F(\alpha_r) \equiv 0 \pmod{p^{r+2}} \). We complete the proof by taking \( \alpha = \lim_{r \to \infty} \alpha_r \).
3 Proof of Theorem 3

We can develop Heath-Brown’s [14] hybrid approach for a single cubic form to deal with a system of cubic and quadratic forms. Many of the key ideas required to prove Theorem 3 have already been introduced in the previous section. Suppose we have a system $F = (f^{(i,j)})$ where $f^{(i,j)}(x_1, \ldots, x_n) \in \mathbb{Q}_p[x_1, \ldots, x_n]$ is a form of degree $i$ for $0 \leq j \leq r_i$ and $1 \leq i \leq 3$. We will of course assume throughout that $r_3 > 0$, since otherwise we are reduced to a question concerning a system of quadratic forms. Our approach will be to apply the hybrid reduction to one of the cubic forms in the system, whilst simultaneously requiring that the vectors we obtain in our “admissible” set are such that the rest of the system vanishes in the span of this set. Let $F = \{F\} \cup G$ where $F = f^{(3,1)}$. Suppose that for each $x \neq 0$ such that $G(x) = 0$ we have $F(x) \neq 0$. From now on let

$$\tilde{r}_i = \begin{cases} r_d - 1, & i = 3 \\ r_i, & i < d \end{cases}$$

For $x \neq 0$ such that $G(x) = 0$ we shall say that $x$ has “level $r$” if $0 \leq r \leq 2$ and $v(F(x)) \equiv r \pmod{3}$. Clearly the level of $x$ is a well defined property since for any such $x$ we have assumed that $F(x) \neq 0$. For any set

$$S = \{e_1, \ldots, e_m\} \subset \mathbb{Q}_p^n - \{0\}$$

We shall say that $S$ is “$F$-admissible” provided that the following conditions hold

(i) For each vector $e_i \in S$, we have $0 \leq v(F(e_i)) \leq 2$

(ii) There is some subset $S_r \subseteq S$ of cardinality 3, whose vectors all have level $r$

(iii) If $e_{i_1}, \ldots, e_{i_l} \in S$ all have the same level, with $i_1 < i_2 < \ldots < i_l$ for $l \leq 3$ then, by writing $e_{i_r} = e'_{i_r}$ we have

$$F(t_1e'_{i_1} + \ldots + t_le'_{i_l}) = \sum_{1 \leq i \leq l} a_i t_i^3 + \sum_{1 \leq i < j \leq l} b_{ij} t_i t_j^2$$

for some $a_i, b_{ij} \in \mathbb{Q}_p$ and

$$f^{(i,j)}(t_1e'_{i_1} + \ldots + t_le'_{i_l}) = 0$$

for any $t_1, \ldots, t_l \in \mathbb{Q}_p$, where $0 \leq j \leq \tilde{r}_i$ and $1 \leq i \leq 3$
We shall now show that we can find an $\mathbf{F}$-admissible set provided $n$ is sufficiently large.

**Lemma 9.** With the same hypothesis as above, we can always find an $\mathbf{F}$-admissible set provided

$$n > V(r_3 - 1, r_2 + 6(r_3 - 1), r_1 + 6r_2 + 9r_3).$$

(20)

**Proof.** As in the proof of Lemma 7, we shall inductively construct an $\mathbf{F}$-admissible set. We can choose $e_1 \in \mathbb{Q}_p^n - \{0\}$, so that (iii) holds, since

$$n > V(r_3 - 1, r_2 + 6(r_3 - 1), r_1 + 6r_2 + 9r_3) > V(r_3 - 1, r_2, r_1).$$

Moreover we can ensure that (i) holds by multiplying $e_1$ by an appropriate power of $p$. Next suppose that (i) and (iii) hold for the set $S = \{e_1, \ldots, e_m\}$, where $m \geq 1$. We need to find a vector $e_{m+1}$ such that (i) and (iii) hold for $S \cup \{e_{m+1}\}$. Suppose that in $S$ there are $l_r$ vectors of level $r$, where $0 \leq l_r < 3$ and $0 \leq r \leq 2$ (note that if $l_r \geq 3$ then $S$ is already $\mathbf{F}$-admissible since (ii) holds). Moreover let

$$L_r = \{e_1^{(r)}, \ldots, e_{l_r}^{(r)}\} \subseteq S$$

be the subset of $S$ which contains all the vectors of level $r$. Clearly $S = L_0 \cup L_1 \cup L_2$. Now consider

$$F(t_1 e_1^{(r)} + \ldots + t_{l_r} e_{l_r}^{(r)} + te_{m+1}) = \sum_{|u| \leq 3} t^u t^{3-|u|} F_r(e_{m+1}; u)$$

and

$$f^{(i,j)}(t_1 e_1^{(r)} + \ldots + t_{l_r} e_{l_r}^{(r)} + te_{m+1}) = \sum_{|u| \leq i} t^u t^{i-|u|} f^{(i,j)}_r(e_{m+1}; u)$$

where

$$t^u = \prod_{j=1}^{l_r} t_j^{u_j}.$$
Since \textit{a priori} we don’t know what the level of $e_{m+1}$ will be, it follows that for $S \cup \{e_{m+1}\}$ to satisfy (iii), we require

$$F_r(e_{m+1}; u) = 0, \quad \text{for all } |u| = 1 \text{ and } 0 \leq r \leq 2$$

and

$$f_r^{(i,j)}(e_{m+1}; u) = 0, \quad \text{for all } u, \quad 1 \leq j \leq \tilde{r}_i, \quad 1 \leq i \leq 3 \text{ and } 0 \leq r \leq 2.$$ 

Hence it follows as before, that we require

$$n > V(s_3, s_2, s_1; p)$$

where

$$s_3 = \tilde{r}_3, \quad s_2 = \tilde{r}_2 + \tilde{r}_3 \sum_{i=0}^{2} l_i, \quad s_1 = \tilde{r}_1 + \tilde{r}_2 \sum_{i=0}^{2} l_i + \tilde{r}_3 \sum_{i=0}^{2} \left(\frac{l_i + 1}{2}\right) + 9.$$ 

with the understanding that $\binom{a}{b} = 0$ if $a < b$. Moreover we can easily ensure that $e_{m+1}$ satisfies (i), by multiplying it by an appropriate power of $p$. So we have just shown that we can construct a set $S$ of arbitrary size $m$, in which the conditions (i) and (iii) hold. We should now remark that if $m > 6$ then (ii) automatically holds. It is clear that the scenario in which $V(s_1, s_2, s_3; p)$ gives the largest bound is whenever, $l_i = 2$ for each $0 \leq i \leq 4$. Hence we are guaranteed to have a $F$-admissible set $S$ provided

$$n > V(r_3 - 1, r_2 + 6(r_3 - 1), r_1 + 6r_2 + 9r_3; p)$$

as required. \(\square\)

We proceed by noting a key result as found in Heath-Brown’s paper [14, Lemma 6].

\textbf{Lemma 10.} Suppose $p \neq 3$ and consider

$$f(x, y, z) = ax^3 + bxy^2 + cy^3 + (dx + ey)z^2 + f z^3 \in \mathbb{F}_p[x, y, z]$$

where $acf \neq 0$. Then $f$ has at least one non-singular zero over $\mathbb{F}_p$.

We are now in a position to complete the proof of Theorem 3. By Lemma 9 we can find an $F$-admissible set provided that (20) holds. So without loss generality there exists some set

$$S_r = \{e_1, e_2, e_3\}$$
which satisfies (ii) and (iii). By Lemma 6, $S$ is a linearly independent set, since the form

$$F(t_1e_1 + \ldots + t_je_j)$$

contains no terms of degree one in $t_j$ for $j \leq 3$. Moreover by Lemma 5, we have that the form

$$p^{-r}F(t_1e_1 + t_2e_2 + t_3e_3) = \sum_{1 \leq i \leq 3} a_it_i^3 + \sum_{1 \leq i < j \leq 3} b_{ij}t_i^2t_j^2$$

is such that $a_i, b_{ij} \in \mathbb{Z}_p$ and $v(a_i) = 0$. So by looking at the form \((21)\) modulo $p$, we can apply Lemma 10 to deduce that $F$ has a zero $x \neq 0$ such that $G(x) = 0$. This is a contradiction, hence we complete the proof of Theorem 3.
References

[1] E. Artin. *The collected papers of Emil Artin*. Addison-Wesley, London, 1965.

[2] J. Ax and S. Kochen. Diophantine problems over local fields. I. *Amer. J. Math.*, 87:605–630, 1965.

[3] B. J. Birch. Homogeneous forms of odd degree in a large number of variables. *Mathematika*, 4:102–105, 1957.

[4] B. J. Birch. Forms in many variables. *Proc. Roy. Soc. Ser. A*, 265:245–263, 1961/1962.

[5] B. J. Birch, D. J. Lewis, and T. G. Murphy. Simultaneous quadratic forms. *Amer. J. Math.*, 84:110–115, 1962.

[6] W. Bosma, J. Cannon, and C. Playoust. The magma algebra system. 1. the user language. *J. Symbolic Comput.*, 24, pages 235–265, 1997.

[7] R. Brauer. A note on systems of homogeneous algebraic equations. *Bull. Amer. Math. Soc.*, 51:749–755, 1945.

[8] S. S. Brown. Bounds on transfer principles for algebraically closed and complete discretely valued fields. *Mem. Amer. Math. Soc.*, 15(204):iv+92, 1978.

[9] H. Davenport and D. J. Lewis. Homogeneous additive equations. *Proc. Roy. Soc. Ser. A*, 274:443–460, 1963.

[10] V. B. Demyanov. On cubic forms in discretely normed fields. *Doklady Akad. Nauk SSSR (N.S.)*, 74:889–891, 1950.

[11] R. Dietmann and T. D. Wooley. Pairs of cubic forms in many variables. *Acta Arith.*, 110(2):125–140, 2003.

[12] D. R. Heath-Brown. Cubic forms in 10 variables. In *Number theory, Noordwijkerhout 1983 (Noordwijkerhout, 1983)*, volume 1068 of *Lecture Notes in Math.*, pages 104–108. Springer, Berlin, 1984.

[13] D. R. Heath-Brown. Cubic forms in 14 variables. *Invent. Math.*, 170(1):199–230, 2007.

[14] D. R. Heath-Brown. Zeros of $p$-adic forms. arXiv:0805.0534v1, 2008.
[15] S. Lang. On quasi algebraic closure. *Ann. of Math. (2)*, 55:373–390, 1952.

[16] D. B. Leep and W. M. Schmidt. Systems of homogeneous equations. *Invent. Math.*, 71(3):539–549, 1983.

[17] D. B. Leep and C. C. Yeomans. Quintic forms over $p$-adic fields. *J. Number Theory*, 57(2):231–241, 1996.

[18] D. J. Lewis. Cubic homogeneous polynomials over $p$-adic number fields. *Ann. of Math. (2)*, 56:473–478, 1952.

[19] S. E. Schuur. On systems of three quadratic forms. *Acta Arith.*, 36(4):315–322, 1980.

[20] G. Terjanian. Un contre-exemple à une conjecture d’Artin. *C. R. Acad. Sci. Paris Sér. A-B*, 262:A612, 1966.

[21] T. D. Wooley. to appear.

[22] T. D. Wooley. On the local solubility of Diophantine systems. *Compositio Math.*, 111(2):149–165, 1998.