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Abstract

The current bottleneck of globally solving mixed-integer (nonconvex) quadratically constrained problem (MIQCP) is still to construct strong but computationally cheap convex relaxations, especially when dense quadratic functions are present. We propose a cutting surface procedure based on multiple diagonal perturbations to derive strong convex quadratic relaxations for nonconvex quadratic problem with separable constraints. Our resulting relaxation does not use significantly more variables than the original problem, in contrast to many other relaxations based on lifting. The corresponding separation problem is a highly structured semidefinite program (SDP) with convex but non-smooth objective. We propose to solve this separation problem with a specialized primal-barrier coordinate minimization algorithm. Computational results show that our approach is very promising. Firstly, our separation algorithm is at least an order of magnitude faster than interior point methods for SDPs on problems up to a few hundred variables. Secondly, on nonconvex quadratic integer problems, our cutting surface procedure provides lower bounds of almost the same strength with the “diagonal” SDP bounds used by (Buchheim and Wiegele, 2013) in their branch-and-bound code Q-MIST, while our procedure is at least an order of magnitude faster on problems with dimension greater than 70. Finally, combined with (linear) projected RLT cutting planes proposed by (Saxena, Bonami and Lee, 2011), our procedure provides slightly weaker bounds than their projected SDP+RLT cutting surface procedure, but in several order of magnitude shorter time. Finally we discuss various avenues to extend our work to design more efficient branch-and-bound algorithms for MIQCPs.

Keywords: Quadratic Programming; Convex Relaxation; Cutting Plane Procedure;

Mathematics Subject Classification: 90C10, 90C20, 90C22, 90C25, 90C26, 90C30

*Department of Mathematics, Washington State University, Pullman, WA, 99164, USA
1 Introduction

In this paper we focus on constructing convex quadratic relaxations for the following class of problems,

$$\min_{x \in \mathbb{R}^n} \quad x^T Q x + q^T x \quad \text{s.t.} \quad x_i \in S_i, \quad \forall i \in \{1, \ldots, n\},$$

where $\mathbb{R}^n$ is the Euclidean space of dimension $n$, $Q$ is indefinite and $S_i \subseteq \mathbb{R}$ is not necessarily convex. We restrict to this simple structure to simplify discussion and notation in this paper. In principle, our approach can be incorporated into branch-and-bound frameworks, such as [FLM13], to solve general mixed integer nonlinear programing if the main nonconvexity comes from nonconvex quadratic functions. However, we remark that this formulation (P) already contains many interesting problem, whose global solution or strong relaxation is of interest in various applications.

The idea of constructing convex relaxations by diagonal perturbation is not new. The so-called $\alpha$-BB method is a general method to convexify nonlinear functions by diagonally perturbing their Hessian matrices. See [SWMF12] and references therein. For the important and well-studied case that $S_i = \{0, 1\}, \forall i$, or equivalently, the Max-Cut problem, the problem (P) can be equivalently reformulated as a binary convex quadratic problem by some diagonal perturbations to $Q$. [RRW10] provides a review of solution approaches for this problem and proposes to incorporate some strong SDP-based relaxations by solving them using bundle method. Another relevant line of research [FG07, GL10, ZSL10, DL13] focused on globally solving convex quadratic programming with binary indicator variables, when combined with the so-called perspective constraints, diagonal perturbations are also shown to be very important.

We remark that in many of these approaches, diagonal perturbations are determined using only partial problem information, e.g., Hessian matrices in the problem data and possibly equality constraints. Although in [BEP09] and [ZSL10], the authors determine a single diagonal perturbation by solving a complicated semidefinite program that exploits full problem information, these approaches are computationally very costly and can only be done at the root node in a branch-and-bound tree. After branching, the problem structure may change and the computed diagonal perturbation may not be useful anymore. On the contrary, our proposed approach in this paper is based on treating diagonal perturbations as cutting surfaces. These cutting surfaces are generated iteratively and adaptively to separate current relaxed solution, hence implicitly we exploit all problem information including other linear and nonlinear inequalities. Furthermore, our separation routine is computationally much cheaper than the SDPs in [BEP09] and [ZSL10], therefore it is possible to revise diagonal perturbations after branching to reflect the most updated problem structure.

Many current general purpose global solvers for mixed-integer nonlinear programs are based on the $\alpha$BB and/or the lifting methodology. For the quadratic case, whenever term $x_i x_j$ is present, one introduces the lifted variable $X_{ij}$ with the following so-called RLT
We remark that when dense quadratic functions are present, this lifting approach generates a lot of additional variables, which may significantly slow down the whole branch-and-bound algorithm. Anstreicher [Ans09] shows that by combining the SDP constraint with RLT inequalities, one obtains much stronger relaxations than each of these methods alone, although the resulting SDP+RLT relaxation is generally considered to be computationally expensive. To overcome this difficulty, [SBL11] proposes an illuminating approach which generates convex quadratic cutting surfaces by projecting down the SDP+RLT constraints onto the original variable space. Our work is partially motivated by their work.

Following a different strategy, Burer [BC12] proposes a competitive branch-and-bound algorithm to solve mixed-binary quadratic constrained programs. Their algorithm is based on an alternative projection augmented Lagrangian algorithm to (approximately) compute the doubly nonnegative relaxations for completely positive reformulations of the original problem. However, this approach is relatively inflexible to represent arbitrary nonconvex structure in $S_i$ (for example, when $S_i$ comprises of integers in a bounded region, or is a union of disjoint intervals), and the bounding algorithm is sensitive to parameter tuning.

Our work is related to the recent work [BW13] by Buchheim and Wiegele. In [BW13], a branch-and-bound algorithm Q-MIST is designed to solve (P) globally, based on solving a “diagonal” SDP relaxation with interior point methods. Q-MIST is shown to compare favorably to Couenne [Bel12], a general purpose global solver. We establish the theoretical connections between our approach and [BW13] in Section 3 and compare the numerical performance in Section 5.2.

The full paper is organized as follows. In Section 2 we derive an iterative cutting surface procedure to construct strong relaxations for (P). In Section 3 we establish the connections between our cutting surface approach and the Buchheim-Wiegele SDP relaxation. Section 4 is devoted to a specialized primal-barrier coordinate minimization algorithm to solve the separation problem in our cutting procedure. Finally, Section 5 reports our numerical results.

2 Convex cutting surfaces by diagonal perturbations

For problem (P), consider the following two-dimensional set for each $i$,

$$D_i := \{(x_i, x_i^2) | x_i \in S_i\}.$$
It is usually possible to fully characterize the convex hull of $D_i$. For simplicity of discussion we assume that $S_i$ is closed and bounded in this paper, and denote $L_i := \min \{x | x \in S_i\}$ and $R_i := \max \{x | x \in S_i\}$. Further let us denote $\ell_i(\cdot)$ the lower convex envelop of $D_i$, i.e., the largest convex function defined on $[L_i, R_i]$, such that $\ell_i(x) \leq x^2, \forall x \in S_i$, and $u_i(\cdot)$ the upper concave envelop, i.e., the smallest concave function defined on $[L_i, R_i]$ such that $u_i(x) \geq x^2, \forall x \in S_i$. We have the following simple characterizations.

**Proposition 1.** Let $S_i$, $D_i$, $L_i$, $R_i$, $\ell_i(\cdot)$ and $u_i(\cdot)$ be defined as above, then

1. $\text{conv}(D_i) = \{(x, y) | \ell_i(x) \leq y \leq u_i(x)\}$;

2. $x^2 \leq \ell_i(x) \leq u_i(x), \forall x \in [L_i, R_i]$;

**Proof.** We prove (1) first. Since $\text{conv}(D_i)$ is the smallest convex set that contains $D_i$, $\text{conv}(D_i) \subseteq \{(x, y) | \ell_i(x) \leq y \leq u_i(x)\}$. To show the opposite inclusion, we assume otherwise that $\ell_i(\bar{x}) \leq \bar{y} \leq u_i(\bar{x})$ and $(\bar{x}, \bar{y}) \not\in \text{conv}(D_i)$. Since $D_i$ is compact, there exists scalars $a, b$ and $c$ such that at least one of $a$ and $b$ is non-zero, and

$$a\bar{x} + b\bar{y} < c, \text{ and } ax + bx^2 \geq c, \forall x \in D_i.$$

Note the case of $b = 0$ implies $\bar{x} \notin [L_i, R_i]$, which contradicts with the implicit assumption that $\ell_i(\bar{x})$ and $u_i(\bar{x})$ are well-defined. If $b > 0$, we rescale such that $b = 1$. Then $x^2 \geq -ax + c, \forall x \in D_i$ and $\bar{y} < -ax + c$. One can then verify that $\ell_i(x) := \max(\ell_i(x), -ax + c)$ is a larger convex function such that $\ell_i(x) \leq x^2, \forall x \in D_i$, which contradicts with the assumption that $\ell_i(\cdot)$ is the lower convex envelop. The case of $b < 0$ is similar.

To prove (2), note that function $x^2$ is a convex function. By the definition of $\ell_i(\cdot)$, we must have $\max\{x^2, \ell_i(x)\} \leq \ell_i(x), \forall x \in [L_i, R_i]$, i.e., $x^2 \leq \ell_i(x), \forall x \in [L_i, R_i]$. Further $u_i(x) - \ell_i(x)$ is a concave function such that $u_i(x) - \ell_i(x) \geq 0$ for all $x \in S_i$, including $L_i$ and $R_i$. Therefore we must have $u_i(x) - \ell_i(x) \geq 0$ for all $x \in [L_i, R_i]$.

Note that simply studying valid inequalities for the convex hull of the feasible region of (P) typically does not provide satisfactory lower bounding approach. For example in the BoxQP case, $S_i = [0, 1]$ and $\text{conv}\{x | x_i \in S_i, i = 1, ..., n\}$ only provides the trivial box constraints. To incorporate information of the objective function, we first rewrite (P) as a quadratically constrained problem,

$$\min_{x, v} v + q^T x \text{ s.t. } v \geq x^T Q x, \ x_i \in S_i,$$

and study valid constraints in the space of $(x, v)$. In this paper we study convex valid constraints obtained by perturbing the quadratic form $x^T Q x$ with separable terms. Given a vector $d \in \mathbb{R}^n$, consider the inequality

$$v \geq x^T Q x + \sum_{i=1}^n (d_i x_i^2 - d_i y_i(x_i)) = x^T (Q + \text{diag}(d)) x - \sum_{i=1}^n d_i y_i(x_i),$$

(1)
where \( y_i(x_i) \) is some uni-variate function of \( x_i \), whose form possibly depends on the sign of \( d_i \). We remark that \( y_i(x_i) \) can be thought as a “compensating term” for the perturbation \( x_i^2 \). Now we consider conditions under which (1) is valid and convex. First of all, it is valid if \( d_i(x_i^2 - y_i(x_i)) \leq 0, \forall i \). That is, \( y_i(x_i) \geq x_i^2 \) when \( d_i > 0 \) and \( y_i(x_i) \leq x_i^2 \) when \( d_i < 0 \). Secondly, to guarantee the overall convexity, in addition to \( Q + \text{diag}(d) \succeq 0 \), we require \( y_i(x_i) \) to be concave when \( d_i > 0 \), and convex when \( d_i < 0 \). Finally, since it is preferable to have \( d_i(x_i^2 - y_i(x_i)) \) as large (close to 0) as possible, natural choices of \( y_i(x_i) \) are the lower and upper envelops of \( D_i \), i.e.,

\[
y_i(x_i) = \begin{cases} 
\ell_i(x_i), & d_i < 0; \\
u_i(x_i), & d_i > 0.
\end{cases}
\]

Hence we focus on convex valid constraints in the following form, which is parametrized by a vector \( d \) where \( Q + \text{diag}(d) \succeq 0 \),

\[
v \geq x^TQx + \sum_{i : d_i < 0} d_i(x_i^2 - \ell_i(x_i)) + \sum_{i : d_i > 0} d_i(x_i^2 - u_i(x_i)). \tag{CUT}
\]

Given \((\bar{x}, \bar{v})\), the corresponding separation problem is the following convex program

\[
\inf_{d \in \mathbb{R}^n} \sum_{i=1}^n g_i(d_i) \tag{SEP}
\]

\[
Q + \text{diag}(d) \succeq 0,
\]

where \( g_i(d_i) := \begin{cases} 
(\ell_i(\bar{x}_i) - \bar{x}_i^2)d_i, & d_i < 0, \\
u_i(\bar{x}_i) - \bar{x}_i^2)d_i, & d_i \geq 0.
\end{cases} \]

is a convex function because \( \bar{x}_i^2 \leq \ell_i(\bar{x}) \leq u_i(\bar{x}) \). For the convenience of discussion later, we use \( \alpha_i \) and \( \beta_i \) to denote the corresponding linear coefficients, i.e.,

\[
g_i(d_i) := \begin{cases} 
\alpha_i \cdot d_i, & d_i < 0, \\
\beta_i \cdot d_i, & d_i \geq 0.
\end{cases}
\]

Note that we have \( 0 \leq \alpha_i \leq \beta_i \), and the set of optimal solutions to (SEP) is bounded if and only if \( \beta_i > 0, \forall i \). A feasible vector \( d \) defines a valid constraint (CUT) that cuts off \((\bar{x}, \bar{v})\) as long as

\[
\sum_i g_i(d_i) < -\bar{v} + \bar{x}^TQ\bar{x}.
\]

We remark that (SEP) is in a highly structured form. For example, if \( \alpha_i = \beta_i, \forall i \), (SEP) corresponds to the dual problem of the well-know Max-Cut problem.

Provided that the univariate functions \( \ell_i(\cdot) \) and \( u_i(\cdot) \) can be represented in a tractable manner, for any finite set \( \mathcal{D} \subseteq \{d \mid Q + \text{diag}(d) \succeq 0\} \), the following problem is a tractable
convex relaxation to (P),
\[
\mu_D := \min_{v,x} \; v + q^T x \\
\text{s.t.} \; v \geq x^T Q x + \sum_{i:d_i<0} d_i(x_i^2 - \ell_i(x_i)) + \sum_{i:d_i>0} d_i(x_i^2 - u_i(x_i)), \; \forall d \in D \quad \text{(DiagR)} \\
L_i \leq x_i \leq R_i, \; i = 1, \ldots, n.
\]

With an initial choice of $D$, we can then iteratively solve (DiagR) and update $D$ by adding a new violated constraint (CUT) by solving (perhaps a perturbed version of) problem (SEP). This procedure is summarized in Algorithm 1.

### Algorithm 1: A cutting surface algorithm to derive a convex relaxation of (P)

**Data:** $Q \in S^n$, $q \in \mathbb{R}^n$, and black box routines to evaluate $\ell_i(\cdot)$ and $u_i(\cdot)$;  
**Result:** A tractable model (DiagR) as a convex relaxation of (P).  
$D = \{\lambda \cdot e\}$, where $e$ is the all-one vector and $\lambda > |\lambda_{\min}(Q)|$;  
**for** $k = 1$ to $\text{maxIter}$ **do**  
| Solve (DiagR); Let $(\bar{x}, \bar{v})$ denote an optimal solution;  
| Compute a feasible vector $d^{\text{new}}$ by (approximately) solving (SEP);  
| **if** (CUT) with $d = d^{\text{new}}$ cuts off $(\bar{x}, \bar{v})$ **then**  
| | $D \leftarrow D \cup \{d^{\text{new}}\}$;  
| **else**  
| | Terminate;  
| **end**  
**end**

It is worth noting that when $\ell_i(\cdot)$ is relatively complicated and $D$ has more than one vectors, we can strengthen (DiagR) by introducing variables $y_i$. This makes our procedure a “partial lifting” procedure.

\[
\min_{v,x} \; v + q^T x \\
\text{s.t.} \; v \geq x^T Q x + \sum_{i:d_i<0} d_i(x_i^2 - y_i) + \sum_{i:d_i>0} d_i(x_i^2 - y_i), \; \forall d \in D \quad \text{(DiagR+)} \\
\ell_i(x_i) \leq y_i \leq u_i(x_i), \; \forall i \\
L_i \leq x_i \leq R_i, \; \forall i.
\]

However, in all of our computational results later, (DiagR+) seems providing same level of bounds with (DiagR).
3 Connection with Buchheim-Wiegele’s SDP relaxation

In this section we show that our cutting surface procedure is closely related with a semidefinite relaxation for \( P \) proposed in [BW13], where the authors proposed to globally solve \( P \) based on solving the following SDP relaxation at each node,

\[
\mu_{BW} := \min_{x,X} \langle Q, X \rangle + q^T x \\
\text{s.t.} \quad \ell_i(x_i) \leq X_{ii} \leq u_i(x_i), \quad \begin{bmatrix} 1 & x^T \\ x & X \end{bmatrix} \succeq 0. 
\]

(BW)

In fact they solve \( \text{(BW)} \) iteratively using interior point methods for SDPs and treat the constraints

\[
\ell_i(x_i) \leq X_{ii} \leq u_i(x_i).
\]

as cutting planes.

We show that our cutting surface procedure is in fact equivalent to \( \text{(BW)} \) in a weak sense. First, in Theorem 1, we show \( \text{(DiagR)} \) cannot be stronger than \( \text{(BW)} \) for any \( D \subseteq \{ d | Q + \text{diag}(d) \succeq 0 \} \). Then in Theorem 2, we show that if for a certain choice of \( D \), \( \text{(DiagR)} \) is strictly weaker than \( \text{(BW)} \), we can cut off current relaxed solution by adding a new vector into \( D \).

**Theorem 1.** For any set \( D \subseteq \{ d | Q + \text{diag}(d) \succeq 0 \} \), \( \mu_{BW} \geq \mu_D \).

**Proof.** Note that \( \ell_i(x_i) \leq u_i(x_i) \) implies \( L_i \leq x_i \leq R_i \), the problem \( \text{(BW)} \) is equivalent to

\[
\min_{x,v} \quad v + q^T x \\
\text{s.t.} \quad L_i \leq x_i \leq R_i, \\
v = \min_X \{ \langle Q, X \rangle \mid X \succeq x x^T, \ell_i(x_i) \leq X_{ii} \leq u_i(x_i) \}.
\]

(2)

It suffices to show that for any \((x, X)\) feasible in \( \text{(BW)} \), and any \( d \in D \)

\[
\langle Q, X \rangle \geq x^T Q x + \sum_{i:d_i<0} d_i (x_i^2 - \ell(x_i)) + \sum_{i:d_i>0} d_i (x_i^2 - u(x_i)).
\]

By re-arranging terms, this inequality is equivalent to

\[
\langle Q + \text{diag}(d), X - x x^T \rangle - \sum_{i:d_i<0} d_i (X_{ii} - \ell(x_i)) - \sum_{i:d_i>0} d_i (X_{ii} - u(x_i)) \geq 0,
\]

which is valid for any \( d \in D \) as \( Q + \text{diag}(d) \succeq 0 \).

\( \square \)
Theorem 2. Suppose that \( \mathcal{D} \subseteq \{d | Q + \text{diag}(d) \succeq 0 \} \), \( \mu_\mathcal{D} < \mu_{\text{BW}} \), and that \((\bar{x}, \bar{v})\) is an optimal solution to \([\text{DiagR}]\), then there exists a new vector \( \hat{d} \) such that \( Q + \text{diag}(\hat{d}) \succeq 0 \) and
\[
\bar{v} < \bar{x}^T Q \bar{x} + \sum_{i: \hat{d}_i < 0} \hat{d}_i (\bar{x}_i^2 - \ell(\bar{x}_i)) + \sum_{i: \hat{d}_i > 0} \hat{d}_i (\bar{x}_i^2 - u(\bar{x}_i)).
\]
Proof. By the reformulation \([2]\), \( \mu_\mathcal{D} < \mu_{\text{BW}} \) implies that
\[
\bar{v} - \bar{x}^T Q \bar{x} < \min_X \{ \langle Q, X - \bar{x} \bar{x}^T \rangle | X - \bar{x} \bar{x}^T \succeq 0, \ell_i(\bar{x}_i) \leq X_{ii} \leq u_i(\bar{x}_i) \}.
\]
Now we derive the Lagrange dual for the minimization on the right hand side. To simplify notation, we let \( \bar{\ell}_i := \ell_i(\bar{x}_i) \) and \( \bar{u}_i := u_i(\bar{x}_i) \).
\[
\bar{v} - \bar{x}^T Q \bar{x} < \min_X \sup_{M \succeq 0 \atop \alpha \geq 0, \beta \geq 0} \langle Q - M, X - \bar{x} \bar{x}^T \rangle - \sum_{i=1}^n \alpha_i (X_{ii} - \bar{\ell}_i) - \sum_{i=1}^n \beta_i (\bar{u}_i - X_{ii})
\]
\[
\leq \sup_{M \succeq 0 \atop \alpha \geq 0, \beta \geq 0} \inf_X \langle Q - M - \text{diag}(\alpha - \beta), X - \bar{x} \bar{x}^T \rangle - \sum_{i=1}^n \left[ \alpha_i \left( \bar{x}_i^2 - \bar{\ell}_i \right) + \beta_i \left( \bar{u}_i - \bar{x}_i^2 \right) \right]
\]
\[
= \sup_{Q - \text{diag}(\alpha - \beta) \succeq 0 \atop \alpha \geq 0, \beta \geq 0} 0 - \sum_{i=1}^n \left[ \alpha_i \left( \bar{x}_i^2 - \bar{\ell}_i \right) + \beta_i \left( \bar{u}_i - \bar{x}_i^2 \right) \right].
\]
Since the dual problem satisfies the Slater’s condition, strong duality holds and the second inequality above is indeed an equality. Further notice that \( \bar{x}_i^2 \leq \bar{\ell}_i \leq \bar{u}_i \), we can assume \( \min(\alpha_i, \beta_i) = 0, \forall i \) without loss of generality by shifting \( \alpha_i \) and \( \beta_i \) towards zero. Now let \( d = \beta - \alpha \). The full inequality implies that there exists \( \hat{d} = \beta - \hat{\alpha} \) such that \( Q + \text{diag}(\hat{d}) \succeq 0 \) and
\[
\bar{v} - \bar{x}^T Q \bar{x} < \sum_{i: \hat{d}_i < 0} \hat{d}_i (\bar{x}_i^2 - \ell(\bar{x}_i)) + \sum_{i: \hat{d}_i > 0} \hat{d}_i (\bar{x}_i^2 - u(\bar{x}_i)).
\]
Note that this result does not necessarily guarantee that the cutting surface algorithm \( \square \) would generate a sequence of lower bounds that converges to \( \mu_{\text{BW}} \). We leave the more detailed analysis for future study while focusing on computation in this work.

4 A Primal-Barrier Coordinate Minimization Algorithm to Solve (SEP)

To solve (SEP), it is desirable to use an fast approximate but strictly feasible algorithm, i.e., we always maintain \( d \) such that \( Q + \text{diag}(d) \succeq 0 \). We design a coordinate minimization
algorithm for this aim. Our algorithm is in principle a primal barrier method, i.e., we solve
the log-det penalty form of (SEP), and then update the penalty parameter intelligently. Our
algorithm is motivated by the so-called “row-by-row” method for general SDPs [WGS12].
From now on we assume that \( \beta_i > 0, \forall i \), and that the optimal solution to (SEP) is finitely
attained. If this is not the case, we perturb (SEP) slightly by adding a small positive scalar
to all \( \alpha_i \) and \( \beta_i \). We now define the log-det perturbation to (SEP) as follows, where \( \sigma \) is a
positive penalty parameter,

\[
\min_d f(d; \sigma) := \sum_{i=1}^{n} g_i(d_i) - \sigma \log \det(Q + \text{diag}(d))
\]

\( (\text{SEP}_\sigma) \)

\( Q + \text{diag}(d) \succ 0 \).

The sub-differential of \( f(d; \sigma) \) is

\[
\partial f(d; \sigma) = -\sigma \text{diag}\left( (Q + \text{diag}(d))^{-1} \right) + \oplus_i \partial g_i(d_i),
\]

where \( \oplus_i \partial g_i(d_i) \) is the direct product of sub-differentials of \( g_i(\cdot) \), which are

\[
\partial g_i(d_i) = \begin{cases} 
\alpha_i, & d_i < 0; \\
[\alpha_i, \beta_i], & d_i = 0; \\
\beta_i, & d_i > 0.
\end{cases}
\]

Since the constraint \( Q + \text{diag}(d) \succ 0 \) defines an open set and cannot be active, the optimality condition of \( (\text{SEP}_\sigma) \) is

\[
0 \in \partial f(d), \quad Q + \text{diag}(d) \succ 0.
\]

We solve \( (\text{SEP}_\sigma) \) in a coordinate minimization manner. In each iteration, we store
and update a feasible vector \( \bar{d} \) and the matrix \( V = (Q + \text{diag}(\bar{d}))^{-1} \). Motivated by the optimality condition (4), with a initial feasible vector \( \bar{d} \), we choose index \( i \in \{1, ..., n\} \) with
the largest magnitude in the following vector \( s(\bar{d}) \) to perform the minimization,

\[
s(\bar{d}) := \min \left\{ \|u\|_2 \mid u \in \partial f(\bar{d}; \sigma) \right\}, \quad i = \arg \max_j \left\{ s(\bar{d})_j \right\}.
\]

Notice that by (3), \( s(\bar{d}) \) can be evaluated in linear time with the information of \( V \). With
this choice of \( i \) we solve the following one-dimensional minimization problem,

\[
\min_{\Delta d_i} f(\bar{d} + \Delta d_i e_i; \sigma) \quad \text{s.t.} \quad Q + \text{diag}(\bar{d} + \Delta d_i e_i) \succ 0,
\]

where \( e_i \) is the i-th vector in the canonical basis of \( \mathbb{R}^n \). We will later derive a closed form
solution to this problem using the problem data and \( V \). For now we assume \( \Delta d_i^* \) is an
optimal solution to (6), then we update $\bar{d}$ by $\bar{d} \leftarrow \bar{d} + \Delta d_i e_i$ and $V$ by the Sherman-Morrison formula

$$V \leftarrow V - \frac{\Delta d_i^* \cdot v_i v_i^T}{1 + \Delta d_i^* \cdot V_{ii}},$$

(7)

where $v_i$ is the i-th column of the previous $V$.

To derive a closed form solution to (6), we first consider what choices of $\Delta d_i$ guarantee feasibility after the update.

**Lemma 1.** Suppose that $\bar{d}$ is a vector such that $Q + \text{diag}(\bar{d}) \succ 0$ and $V = [Q + \text{diag}(\bar{d})]^{-1}$, then for each $i$, $Q + \text{diag} (\bar{d} + \Delta d_i e_i) \succ 0$ if and only if $\Delta d_i > -\frac{1}{V_{ii}}$.

**Proof.** Without loss of generality we assume $i = n$, and

$$Q + \text{diag}(\bar{d}) := \begin{bmatrix} M & q \\ q^T & Q_{nn} + \bar{d}_n \end{bmatrix}, \quad V = [Q + \text{diag}(\bar{d})]^{-1} := \begin{bmatrix} \bar{V} & v_n \\ v_n^T & V_{nn} \end{bmatrix}.$$

Note that $V_{nn} > 0$ as $V \succ 0$. By pre-multiplying $\begin{bmatrix} I \\ 0 \end{bmatrix}$ to the equation $V(Q + \text{diag}(\bar{d})) = I$, we obtain

$$\begin{bmatrix} \bar{V} - \frac{v_n v_n^T}{V_{nn}} & 0 \\ (Q_{nn} + \bar{d}_n) v_n^T & (Q_{nn} + \bar{d}_n) V_{nn} \end{bmatrix} \begin{bmatrix} M & q \\ q^T & Q_{nn} + \bar{d}_n \end{bmatrix} = \begin{bmatrix} I & -\frac{v_n}{V_{nn}} \\ 0 & Q_{nn} + \bar{d}_n \end{bmatrix}.$$

(8)

Therefore we have $M^{-1} = \bar{V} - \frac{v_n v_n^T}{V_{nn}}$. Now by the Schur Complement theorem, $Q + \text{diag} (\bar{d} + \Delta d_n e_n) \succ 0$ if and only if

$$Q_{nn} + \bar{d}_n + \Delta d_n - q^T M^{-1} q > 0 \iff \Delta d_n > -(Q_{nn} + \bar{d}_n) + q^T \left( \bar{V} - \frac{v_n v_n^T}{V_{nn}} \right) q.$$

(9)

By the upper-right block in (8) and the lower-right block in $V(Q + \text{diag}(\bar{d})) = I$, we have

$$(\bar{V} - \frac{v_n v_n^T}{V_{nn}}) q = -\frac{v_n}{V_{nn}} \quad \text{and} \quad v_n^T q + (Q_{nn} + \bar{d}_n) V_{nn} = 1,$$

then the condition (9) is equivalent to

$$\Delta d_n > -(Q_{nn} + \bar{d}_n) - \frac{q^T v_n}{V_{nn}} = -(Q_{nn} + \bar{d}_n) V_{nn} + \frac{q^T v_n}{V_{nn}} = -\frac{1}{V_{nn}}.$$

Now we solve (6) with the constraint of Lemma 1 in mind. The sub-differential of $f(\bar{d} + \Delta d_i e_i)$ in (6) is

$$\partial g_i(\bar{d}_i + \Delta d_i) = \sigma \left\{ [Q + \text{diag}(\bar{d}) + \Delta d_i E_{ii}]^{-1} \right\}_{ii}.$$
where

\[
\partial g_i(\bar{d}_i + \Delta d_i) = \begin{cases} 
\alpha_i, & \text{if } \Delta d_i < -\bar{d}_i; \\
[\alpha_i, \beta_i], & \text{if } \Delta d_i = -\bar{d}_i; \\
\beta_i, & \text{if } \Delta d_i \geq -\bar{d}_i;
\end{cases}
\]

(10)

and by the Sherman-Morrison formula,

\[
\sigma \left\{ \left[ Q + \text{diag}(\bar{d}) + \Delta d_i E_{ii} \right]^{-1} \right\}_{ii} = \sigma \left( V_{ii} - \frac{\Delta d_i V_{ii}^2}{1 + \Delta d_i \cdot V_{ii}} \right) = \frac{\sigma V_{ii}}{1 + \Delta d_i V_{ii}}.
\]

(11)

Then finding a solution to (6) is equivalent to finding the intersection point between a nonlinear curve (11) and the piecewise linear curve (10), with the constraint \( \Delta d_i > -\frac{1}{V_{ii}} \) in Lemma 1. Such an intersection point is guaranteed to exist as \( \lim_{\Delta d_i \to +\infty} \frac{\sigma V_{ii}}{1 + \Delta d_i V_{ii}} = 0 \) and that \( \beta_i > 0 \). By evaluating (11) at \( \Delta d_i = -\bar{d}_i \), the solution to (6) is

\[
\Delta d_i^* = \begin{cases} 
\frac{\sigma}{\bar{d}_i} - \frac{1}{V_{ii}}, & \text{if } -\bar{d}_i < -\frac{1}{V_{ii}} \text{ or } \sigma \frac{V_{ii}}{1 - d_i V_{ii}} > \beta_i; \\
-\bar{d}_i, & \text{if } -\bar{d}_i \geq -\frac{1}{V_{ii}} \text{ and } \alpha_i \leq \sigma \frac{V_{ii}}{1 - d_i V_{ii}} \leq \beta_i; \\
\frac{\sigma}{\alpha_i} - \frac{1}{V_{ii}}, & \text{if } -\bar{d}_i \geq -\frac{1}{V_{ii}} \text{ and } \sigma \frac{V_{ii}}{1 - d_i V_{ii}} < \alpha_i.
\end{cases}
\]

(12)

Figure 1 illustrates the case of \( \alpha_i \leq \frac{\sigma V_{ii}}{1 - d_i V_{ii}} \leq \beta_i \) and \( -\bar{d}_i \geq -\frac{1}{V_{ii}} \), where the intersection takes place at \( \Delta d_i^* = -\bar{d}_i \). We further remark that \( \alpha_i = 0 \) would incur no numerical problem because \( -\bar{d}_i \geq -\frac{1}{V_{ii}} \) and \( \sigma \frac{V_{ii}}{1 - d_i V_{ii}} < 0 \) cannot be simultaneously satisfied (recall that \( \sigma > 0 \) and \( V_{ii} > 0 \)).

Figure 1: Illustration of the case when the optimal solution to (6) is \( \Delta d_i^* = -\bar{d}_i \)
As in typical primal barrier algorithms, we update $\sigma$ whenever problem $\text{(SEP}_\sigma$) is solved to some satisfactory precision. Again we use $s(\bar{d})$ defined in (5) as our measure of optimality, and update $\sigma$ according to the following rule,

$$
\sigma \leftarrow \max(\text{SMIL_SIG}, \text{SIG_UPD} \cdot \sigma), \quad \text{if} \quad \frac{s(\bar{d})}{\|\beta\|_2} \leq \text{SUBG_TOL}.
$$

(13)

$\text{SMIL_SIG}$ is a safe-guard parameter to avoid $\sigma$ to become too small. Our full algorithm to solve $\text{(SEP)}$ is summarized in Algorithm 2. Note that the most expensive step in each iteration is a single rank one update of $V$, which takes $O(n^2)$ time with a small constant factor.

**Algorithm 2:** A primal-barrier coordinate minimization algorithm to solve $\text{(SEP)}$

- **Data:** $Q, \alpha \in \mathbb{R}_+^n, \beta \in \mathbb{R}_+^{n \times n}, \sigma > 0, \bar{d} \in \mathbb{R}^n$ such that $Q + \text{diag}(\bar{d}) \succ 0$;
- **Result:** Vector $\bar{d}$ that is feasible and solves $\text{(SEP)}$ approximately.

\[
V = (Q + \text{diag}(\bar{d}))^{-1};
\]

\[
\text{for } k = 1 \text{ to } \text{maxIter do}
\]

- Compute index $i := \text{arg max}_j \{|s(d)_j|\};$
- Update $\bar{d}_i \leftarrow \bar{d}_i + \Delta d^*_i$ where $\Delta d^*_i$ is computed by (12); 
- Update $V$ using (7);
- Update $\sigma$ using rule (13);
- Terminate if some termination rule is met;

\[
\text{end}
\]

4.1 Implementation Details

In our implementation and computational experiments, we set $\text{SMIL_SIG} = 10^{-5}$, $\text{SIG_UPD} = 0.8$ and $\text{SUBG_TOL} = 0.03$. We choose initial $\bar{d}$ to be $-1.5\lambda_{\text{min}}(Q)$ times the identity matrix, where $\lambda_{\text{min}}(\cdot)$ is the minimal eigenvalue. With $Q$ normalized to have matrix 2-norm 1, initial $\sigma$ is selected to be the median value of the set

$$
\left\{ \frac{u_i}{V_{ii}} \right\}_{i=1}^n, \quad \text{where} \quad u_i \in \partial g_i(\bar{d}_i).
$$

The intuition is that we want the information from $g(\cdot)$ and $\log \det(Q + \text{diag}(\cdot))$ to be “mixed” at the initial point. In every $n$ iterations, we check our improvement of the objective value, and terminate our algorithm if the relative improvement in last $n$ iterations is less than a parameter $\text{SMIL_PROGRESS}$, which we set at $5E-4$. We implement Algorithm 2 in C language on a Mac OS X system and exploit Apple’s Accelerate framework (to vectorize computation) and their implementation of cblas library whenever necessary. We wrap our implementation as a MATLAB mex function to be called within the MATLAB environment in later experiments.
5 Computational Experiments

We conduct three numerical experiments to validate our contributions. We implement the cutting surface procedure Algorithm 1 in the MATLAB environment. Convex quadratically relaxations (DiagR) are solved using the open source interior point code IPOPT [WB06] through the MATLAB interface they provided. Some other separation procedures, i.e., projected RLT cuts [SBL11] used in our third numerical experiment, are implemented using Yalmip [Löf04] and linear programming routines of Gurobi. Sometimes the MATLAB overhead is not negligible, especially when Yalmip is used to prepare inputs to optimization solvers. In these scenarios, we report only the aggregated time used by optimization solvers only, and remark that the Yalmip overhead can be avoided given a more efficient implementation.

5.1 Algorithm 2 versus interior point methods for SDP to solve (SEP)

In this section, we illustrate by numerical experiments that our Algorithm 2 can solve (SEP) to moderate precision in significantly shorter time than general purpose interior point algorithm for SDPs.

We generate \( Q \in S^n \) with each entry i.i.d \( \mathcal{N}(0,1) \), and then normalized such that \( \|Q\|_2 = 1 \). \( \{\alpha_i\} \) are generated uniformly from \([0, 0.5]\) while \( \{\beta_i\} \) uniformly from \([0.5, 1]\). We report the objective values and solver time (wall clock time) used by CSDP (which shows better or equivalent performance than two other interior point softwares, SeDuMi and SDPT3 on our instances). The RelErr column reports the relative differences between objective values reported by CSDP and Algorithm 2 and the final column is the ratio between CSDP time and time used by Algorithm 2.

| n  | CSDP obj time(s) | Alg 2 obj time(s) | RelErr | SpeedUp |
|----|-----------------|-------------------|--------|---------|
| 50 | 32.35 0.108     | 32.36 0.002       | 3.8E-4 | 40X     |
| 100| 68.30 0.355     | 68.32 0.014       | 3.8E-4 | 24X     |
| 200| 135.08 1.160    | 135.13 0.071      | 3.7E-4 | 16X     |
| 400| 274.36 4.813    | 274.48 0.406      | 4.4E-4 | 12X     |

Clearly Algorithm 2 find near optimal strictly feasible solutions to (SEP) in time at least a magnitude shorter than CSDP. Although the speed-up ratio decreases as \( n \) becomes larger, we remark that nonconvex instances of (P) with \( n = 50 \) are already considered difficult for current global solvers.
5.2 Cutting surface procedure Algorithm 1 versus Buchheim-Wiegele SDP

In this section we compare our cutting surface procedure Algorithm 1 with the semidefinite relaxation (BW) in [BW13], on nonconvex integer problems where $S_i = \{-3, ..., 3\}$. In [BW13] the authors developed a branch-and-bound algorithm Q-MIST based on solving semidefinite relaxations (BW). It was shown that the Q-MIST algorithm compares favorably to Couenne [Bel12], a general purpose global solver for mixed-integer nonlinear programs. However, they only tested instances when $n \leq 60$. We observe that the cost of solving (BW) using interior point methods increases significantly when $n > 50$, while our cutting surface procedure provides the almost identical strength of lower bounds at least one magnitude faster.

We generate random test instances similarly as in [BW13]. For the sake of completeness we repeat the settings here. Matrix $Q$ is generated randomly by $Q = \sum_{i=1}^{n} \mu_i v_i v_i^T$, where for a percentage $p$ (parameter used to control the level of convexity of $Q$), the first $\lfloor pn/100 \rfloor$ number of $\mu_i$ are chosen randomly from $[-1, 0]$, and the rest of them are chosen randomly from $[0, 1]$. Next, each $v_i$ is a random vector of length $n$ with entries independently and uniformly generated from $[-1, 1]$, then normalized such that $\|v_i\|_2 = 1$. Finally the $q$ vector in (P) has all entries uniformly generated from $[-1, 1]$. As a baseline for comparison, we run the general purpose global solver BARON [Sah13] for 600 seconds on each instance and record the best upper bound (feasible objective value) and the relative gap. We then compare the relaxations for the cases $n = 30, 50, 70, 100$, $p = 0.2, 0.5, 0.8$ and report our computational results in Table 2. Since in [BW13] (BW) is solved by treating constraints $\ell_i(x_i) \leq X_{ii} \leq u_i(x_i)$ as cutting planes, and the number of cutting planes added is very small, for a more fair comparison, we use the lower bounds provided by the full model (BW) while report only the running time of their “initial model” by replacing $\ell_i(x_i) \leq X_{ii} \leq u_i(x_i)$ with a single constraint $X_{ii} \leq (L_i + R_i)x_i - L_i R_i$. (The right hand side is a scalar $9$ in our test case.) All the columns reporting relative gaps are computed by

$$\text{Gap} := \frac{UB - LB}{UB} \times 100\%,$$

where $LB$ is the corresponding lower bound, i.e., solution value of relaxations. The column “#it” is the number of iterations used by Algorithm 1 and “$T_{cut}$” is the percentage of time used by the separation procedure (Algorithm 2).

BARON is able to solve all three instances of $n = 30$ to optimality within 600 seconds, while for all other instances, the remaining gaps are significantly larger than those produced by of BW-SDP and our Algorithm 1. In all instances, Algorithm 1 provides only slightly weaker bounds than BW-SDP, but in significantly less time when $n \geq 50$. The numbers of iterations used by Algorithm 1 remains below 15 for all instances. The percentage of time used by our separation procedure increases as $n$ increases, but remains below 10% for all instances.
5.3 BoxQP instances: Comparison with the projected SDP+RLT approach by Saxena, Bonami and Lee

In our last numerical experiment, we compare our cutting surface procedure with the projected SDP+RLT procedure proposed in [SBL11] for the Box QP problem, where $S_i = [0,1]$, $\forall i$. We remark that when specialized to BoxQP problems, our procedure is similar to the projected SDP+RLT procedure in [SBL11], in the following sense:

1. Both Algorithm 1 and projected SDP+RLT procedure generate convex quadratic relaxations with multiple quadratic constraints;

2. Both Algorithm 1 and projected SDP+RLT procedure have an underlying semidefinite relaxation model (BW-SDP versus lifted SDP+RLT relaxation for BoxQP), and produce convex quadratic relaxations that are shown to capture most of the strength of corresponding SDP relaxations;

3. Both Algorithm 1 and projected SDP+RLT procedure employ a first-order feasible approximate method to generate new cutting surfaces (primal-barrier coordinate minimization versus projected subgradient in [SBL11]);

On the other hand, our approach is different from the projected SDP+RLT procedure for the following reasons:

1. Our procedure exploits more nonconvexity in $S_i$, while the projected SDP+RLT only exploits variable bounds;
2. For the case of BoxQP problems, our Algorithm 1 essentially exploit only the diagonal RLT constraints

\[ 0 \leq X_{ii} \leq x_i, \quad \forall i, \]

while ignoring other off-diagonal RLT constraints. Therefore our procedure is theoretically weaker than the \((\text{ProjSDP})\) model in Theorem 3 of \([\text{SBL11}]\). However, this loss is remedied by the fact that we can employ a more efficient separation procedure, i.e., Algorithm 2 versus the projected subgradient algorithm in \([\text{SBL11}]\), which requires an eigenvalue factorization in each iteration.

In order to further exploit the off-diagonal RLT inequalities, we combine the linear cutting plane procedure \((\text{ProjLP})\) in \([\text{SBL11}]\) into Algorithm 1. We remark that \((\text{ProjLP})\) essentially projects down the full RLT inequalities and generates linear valid inequalities in the original variable space by solving some simple linear programs with \(O(n^2)\) number of variables, and is computationally very cheap.

Again motivated by the \((\text{MIQCP-Initial})\) reformulation in \([\text{SBL11}]\), we augment the \((\text{DiagR})\) model with a convex inequality generated by splitting \(Q\) into its convex and concave parts and introducing an additional scalar variable \(\tau\),

\[
\begin{align*}
\min_{v,x} & \quad v + q^T x \\
\text{s.t.} & \quad v \geq x^T Q x + \sum_{i,d_i<0} d_i(x_i^2 - \ell_i(x_i)) + \sum_{i,d_i>0} d_i(x_i^2 - u_i(x_i)), \quad \forall d \in \mathcal{D} \\
& \quad v \geq x^T Q^+ x + \tau, \\
& \quad L_i \leq x_i \leq R_i, \quad i = 1, \ldots, n.
\end{align*}
\]

where \(Q = Q^+ + Q^-\), \(Q^+ = \sum_{i,\lambda_i>0} \lambda_i v_i v_i^T\) and \(\{\lambda_i, v_i\}\) are the eigen-pairs of \(Q\). Next we enforce the nonconvex constraint \(\tau \geq x^T Q^- x\) by separating the following set by using the methodology of \((\text{ProjLP})\) in \([\text{SBL11}]\),

\[
(x, \tau, v) \in \begin{cases}
(x, \tau, v) \mid \exists X, & \langle Q^+, X \rangle + \tau - v \leq 0 \\
& \langle Q^-, X \rangle - \tau \leq 0 \\
& L_i \leq x_i \leq R_i, \quad \forall i \\
& y_{ij}^- (x) \leq X_{ij} \leq y_{ij}^+ (x), \forall i, j
\end{cases}
\]

where

\[
\begin{align*}
y_{ij}^- (x) &= \max\{R_i x_j + R_j x_i - R_i R_j, L_i x_j + L_j x_i - L_i L_j\}, \quad \forall i, j \\
y_{ij}^+ (x) &= \min\{L_i x_j + R_j x_i - L_i R_j, R_i x_j + L_j x_i - R_i L_j\}, \quad \forall i, j.
\end{align*}
\]

We name this augmented procedure “Alg 1+” in our later comparison.

Finally we present our numerical results on all 90 BoxQP instances in \([\text{VN05}]\) and compare to the results of “W3” method reported in \([\text{SBL11}]\), which corresponds to their implementation of the projected SDP+RLT cutting model \((\text{ProjSDP})\). (Though we have
no information on the specific machine they are using, it is extremely unlikely that their computer/implementation is several orders of magnitude slower than ours.) Similar to their comparison strategy, we use the gap between the optimal values and the naive RLT relaxations as a baseline, and calculate how much more gap can be closed by more sophisticated bounding procedures (ProjSDP) and our aforementioned “Alg [1+]” procedure. We report our summary in Table 3 and leave the detailed results of each instance in the Appendix. The “Diff” column is the average difference of the amount of gap closed by these two procedures. A negative number means Alg [1+] is worse. We remark that in all instances, Alg [1+] is only weaker with a small amount, but requires significantly less time to compute. On the other hand, the difference in time required by these two procedures is several order of magnitude.

| Groups            | #inst. | Average % gap closed | Average Time (s) |
|-------------------|--------|----------------------|------------------|
|                   |        | SBL Alg [1+] Diff.   | SBL Alg [1+]     |
| spar020*-030*     | 18     | 97.14% 94.65% -2.49% | 119.73 0.38      |
| spar040*          | 24     | 96.37% 91.51% -4.86% | 82.31 0.46       |
| spar050*-070*     | 21     | 93.41% 89.61% -3.80% | 209.92 0.63      |
| spar080*-100*     | 27     | 94.24% 92.89% -1.34% | 618.74 0.84      |

Table 3: Summary of comparison with the projected SDP+RLT procedure in [SBL11] on BoxQP instances

We believe the main reason for the huge time difference is that we only search for convex cutting surfaces in a very restricted form, i.e., with Hessian matrices simply diagonal perturbations of the original quadratic function. This restriction greatly simplifies the separation SDP problem one needs to solve. Moreover, this diagonal perturbation approach apparently captures much of problem structure very effectively, e.g., the separability in the constraints $x_i \in S_i, \forall i$, and only small number of iterations are needed to derive a strong relaxation.

One may argue that like all cutting plane procedures, the SBL procedure has a strong tailing effect. Could it the case that most of the time used by SBL procedure is devoted to closing an insignificant amount of gap? Fortunately, [SBL11] also reports the time needed to close the amount of gap that is only 1% less than the final amount of gap closed, in the columns titled “W3(Adj)” in many of their tables. We remark that in many instances, Alg [1+] provides better bounds than that of “W3(Adj)”, including 7 out of 9 largest instances “spar100*”, while Alg [1+] is still several order of magnitude faster (see table 4). This clearly demonstrates the advantage of Alg [1+] over projected SDP+RLT procedures on BoxQP problems, especially on the larger instances.
| Instance     | RLT     | OPT     | % duality gap closed | Time taken (s)   |
|-------------|---------|---------|----------------------|------------------|
|             | W3(Adj) | Alg[□]+ | Diff.                | Alg[□]+         |
| spar100-025-1 | -7660.75 | -4027.50 | 91.36% 91.66% 0.30% | 385.64 1.09     |
| spar100-025-2 | -7338.50 | -3892.56 | 91.16% 91.90% 0.74% | 321.79 1.55     |
| spar100-025-3 | -7942.25 | -4453.50 | 92.26% 91.38% -0.88%| 299.23 1.26     |
| spar100-050-1 | -15415.75| -5490.00 | 92.62% 93.88% 1.26% | 286.59 0.93     |
| spar100-050-2 | -14920.50| -5866.00 | 93.13% 93.50% 0.37% | 288.09 1.11     |
| spar100-050-3 | -15564.25| -6485.00 | 94.81% 94.49% -0.32%| 279.41 0.99     |
| spar100-075-1 | -23387.50| -7384.20 | 94.84% 96.06% 1.22% | 366.24 0.92     |
| spar100-075-2 | -22440.00| -6755.50 | 95.47% 96.04% 0.57% | 330.70 1.00     |
| spar100-075-3 | -23243.50| -7554.00 | 95.06% 95.49% 0.43% | 303.30 1.23     |

Table 4: Comparison with the projected SDP+RLT on 9 largest BoxQP instances

6 Conclusion and Possible Extensions

We propose a cutting surface procedure based on multiple diagonal perturbations to derive strong but efficiently solvable convex quadratic relaxations for nonconvex quadratic problem with separable constraints $x_i \in S_i, \forall i$. The corresponding separation problem is a highly structured semidefinite program (SDP) with convex non-smooth objective. We propose to solve the separation problem with a specialized primal-barrier coordinate minimization algorithm. We show that our separation algorithm is at least one order of magnitude faster than interior point method for SDPs on problems up to a few hundred variables. On nonconvex quadratic integer problems, our cutting surface procedure provides lower bounds of almost the same strength with the SDP bound used by Buchheim and Wiegele [BW13] in their branch-and-bound code Q-MIST, while our procedure is at least an order of magnitude faster on problems with dimension greater than 70. Combined with linear projected RLT cutting planes proposed in [SBL11], our procedure provides slightly weaker bounds than the projected SDP+RLT cutting surface procedure by Saxena, Bonami and Lee [SBL11], but in several order of magnitude shorter time.

There are many avenues to extend our work to devise more effective branch-and-bound algorithms for mixed-integer nonlinear program with nonconvex quadratics. First, if there are linear equality constraints $Ax = b$, our separation strategy can be revised to exploit this. For example, in (SEP), $Q + \text{diag}(d)$ only needs to be positive semidefinite over the null space of $A$, although computationally care has to be taken to deal with the case that the primal optimal solution is not finitely attained. Secondly, it is reasonable to expect that when incorporate our diagonal perturbation procedure into a branch-and-bound framework to solve (IP) globally, the new algorithm should perform better than Q-MIST, at least on relatively larger instances. Finally, since our procedure can be thought as a partial lifting procedure that lifts only the diagonal entries $X_{ii}$, and exploiting one-
variable valid constraints $\ell_i(x_i) \leq x_i^2 \leq u_i(x_i)$, it would be interesting to identify important multi-variable valid constraints and generalize our approach to a sparse lifting or sparse perturbation approach.
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| spar030-070-1    | -1569.00 | -654.00 | 89.88% | 88.99% | -0.89% | 12.33 | 0.17 |
| spar030-070-2    | -1940.25 | -1313.00 | 98.51% | 95.45% | -3.06% | 188.12 | 0.50 |
| spar030-070-3    | -2302.75 | -1657.40 | 95.62% | 89.67% | -5.95% | 33.92 | 0.47 |
| spar030-080-1    | -2107.50 | -1296.50 | 99.21% | 96.79% | -2.42% | 53.39 | 0.35 |
| spar030-080-2    | -2178.25 | -1597.00 | 100.00% | 98.73% | -1.27% | 226.60 | 0.45 |
| spar030-080-3    | -2403.50 | -1809.78 | 99.20% | 98.59% | -0.61% | 339.41 | 0.42 |
| spar030-090-1    | -2602.00 | -1227.13 | 99.88% | 95.45% | -4.42% | 23.57 | 0.18 |
| spar030-090-2    | -2729.25 | -1260.50 | 100.00% | 98.73% | -1.27% | 226.60 | 0.45 |
| spar030-090-3    | -2751.75 | -1511.05 | 99.88% | 95.45% | -4.42% | 23.57 | 0.18 |
| spar040-030-1    | -1088.00 | -839.50 | 97.64% | 92.02% | -5.62% | 56.98 | 0.36 |
| spar040-030-2    | -1635.00 | -1429.00 | 99.20% | 98.59% | -0.61% | 339.41 | 0.42 |
| spar040-030-3    | -1303.25 | -1086.00 | 93.60% | 74.38% | -17.22% | 68.46 | 0.65 |
| spar040-040-1    | -1606.25 | -837.00 | 87.85% | 83.55% | -4.30% | 114.57 | 0.50 |
| spar040-040-2    | -1920.75 | -1227.13 | 99.20% | 95.45% | -4.42% | 23.57 | 0.18 |
| spar040-040-3    | -2538.25 | -1957.00 | 99.20% | 98.59% | -0.61% | 339.41 | 0.42 |
| spar040-050-1    | -2146.25 | -1154.50 | 97.16% | 93.03% | -4.13% | 56.98 | 0.44 |
| spar040-050-2    | -2357.25 | -1430.98 | 99.88% | 95.34% | -4.55% | 114.57 | 0.50 |
| spar040-050-3    | -2616.00 | -1653.63 | 99.88% | 95.34% | -4.55% | 114.57 | 0.50 |
| spar040-060-1    | -2872.00 | -1322.67 | 94.81% | 89.95% | -4.86% | 44.05 | 0.39 |
| spar040-060-2    | -2917.50 | -2004.23 | 96.20% | 91.18% | -5.02% | 80.14 | 0.52 |
| spar040-060-3    | -3434.00 | -2454.50 | 99.18% | 97.06% | -2.12% | 134.80 | 0.82 |
| spar040-070-1    | -3144.00 | -1605.00 | 98.85% | 95.72% | -3.13% | 101.61 | 0.41 |
| spar040-070-2    | -3369.25 | -1867.50 | 98.56% | 94.76% | -3.80% | 94.96 | 0.37 |
| spar040-070-3    | -3760.25 | -2436.50 | 97.83% | 94.15% | -3.68% | 112.96 | 0.41 |
| spar040-080-1    | -3846.50 | -1838.50 | 98.43% | 94.72% | -3.71% | 134.03 | 0.30 |
| spar040-080-2    | -3833.00 | -1952.50 | 98.26% | 95.78% | -2.48% | 47.06 | 0.24 |
| spar040-080-3    | -4361.50 | -2545.50 | 97.98% | 96.11% | -1.87% | 83.80 | 0.86 |

Continued on next page
| Instance     | RLT         | OPT         | % duality gap closed | Time taken (s) |
|--------------|-------------|-------------|----------------------|----------------|
|              | SBL Alg 1+  | Alg 1+ Diff.|                      | SBL Alg 1+     |
| spar040-090-1| -4376.75    | -2135.50    | 98.22% 94.45% -3.77% | 103.96 0.48    |
| spar040-090-2| -4357.75    | -2113.00    | 98.04% 92.53% -5.51% | 83.69 0.33    |
| spar040-090-3| -4516.75    | -2535.00    | 99.00% 97.01% -1.99% | 81.20 0.45    |
| spar040-100-1| -5009.75    | -2476.38    | 98.72% 97.14% -1.58% | 81.56 0.46    |
| spar040-100-2| -4902.75    | -2102.50    | 97.93% 95.72% -2.21% | 121.76 0.41    |
| spar040-100-3| -5075.75    | -1866.07    | 95.87% 94.17% -1.70% | 40.16 0.24    |
| spar050-030-1| -1858.25    | -1324.50    | 96.40% 90.23% -6.17% | 165.74 0.89    |
| spar050-030-2| -2334.00    | -1668.00    | 90.74% 85.47% -5.27% | 79.42 0.50    |
| spar050-030-3| -2107.25    | -1453.61    | 91.45% 83.55% -7.90% | 121.65 0.71    |
| spar050-040-1| -2632.00    | -1411.00    | 97.23% 92.86% -4.37% | 177.96 0.45    |
| spar050-040-2| -2923.25    | -1745.76    | 94.06% 87.88% -6.18% | 85.63 0.40    |
| spar050-040-3| -3273.50    | -2094.50    | 97.53% 93.25% -4.28% | 180.96 0.63    |
| spar050-050-1| -3536.00    | -1198.41    | 87.88% 90.36% 2.48%  | 50.22 0.36    |
| spar050-050-2| -3500.50    | -1776.00    | 93.13% 89.00% -4.13% | 67.20 0.30    |
| spar050-050-3| -4119.75    | -2106.10    | 95.01% 91.59% -3.42% | 93.62 0.36    |
| spar060-020-1| -1757.25    | -1212.00    | 91.00% 85.57% -5.43% | 163.42 0.77    |
| spar060-020-2| -2238.25    | -1925.50    | 90.22% 85.51% -4.71% | 226.11 1.22    |
| spar060-020-3| -2098.75    | -1483.00    | 85.78% 79.44% -6.34% | 121.83 0.45    |
| spar070-025-1| -3832.75    | -2538.91    | 92.61% 87.48% -5.13% | 249.97 1.17    |
| spar070-025-2| -3248.00    | -1888.00    | 89.79% 86.47% -3.32% | 191.12 0.86    |
| spar070-025-3| -4167.25    | -2812.28    | 90.52% 85.51% -4.71% | 226.11 1.22    |
| spar070-050-1| -7210.75    | -3252.50    | 94.40% 92.10% -2.30% | 240.93 0.69    |
| spar070-050-2| -6620.00    | -3296.00    | 95.77% 93.53% -2.24% | 283.03 0.45    |
| spar070-050-3| -7522.00    | -4306.50    | 99.36% 97.00% -2.36% | 693.28 0.46    |
| spar070-075-1| -11647.75   | -4655.50    | 96.90% 96.06% -0.84% | 365.50 0.58    |
| spar070-075-2| -10884.75   | -3865.15    | 95.57% 94.45% -1.12% | 293.31 0.58    |
| spar070-075-3| -11262.25   | -4329.40    | 96.18% 94.81% -1.37% | 342.92 0.56    |
| spar080-025-1| -4840.75    | -3157.00    | 93.91% 89.06% -4.85% | 524.07 1.16    |
| spar080-025-2| -4378.50    | -2312.34    | 88.14% 87.17% -0.97% | 257.62 0.79    |
| spar080-025-3| -5130.25    | -3090.88    | 91.59% 90.17% -1.42% | 420.61 1.17    |
| spar080-050-1| -9783.25    | -3448.10    | 92.65% 92.42% -0.23% | 355.97 0.45    |
| spar080-050-2| -9270.00    | -4449.20    | 97.50% 95.21% -2.99% | 892.96 0.62    |
| spar080-050-3| -10029.75   | -4886.00    | 95.58% 93.60% -1.98% | 435.41 0.55    |
| spar080-075-1| -15250.75   | -5896.00    | 96.93% 96.02% -0.91% | 387.48 0.64    |
| spar080-075-2| -14246.50   | -5341.00    | 96.95% 95.72% -1.23% | 450.96 0.37    |
| spar080-075-3| -14961.50   | -5980.50    | 96.11% 95.16% -0.95% | 416.32 0.54    |
| spar090-025-1| -6171.50    | -3372.50    | 90.12% 88.36% -1.76% | 408.73 0.90    |

Continued on next page
Table 5 – continued from previous page

| Instance | RLT | OPT     | % duality gap closed | Time taken (s) |
|----------|-----|---------|----------------------|----------------|
|          |     |         | SBL Alg [2] Diff.    |                |
| spar090-025-2 | -6015.00 | -3500.29 | 89.45% 85.12% -4.33%  | 444.30 0.95    |
| spar090-025-3 | -6698.25 | -4299.00 | 90.57% 85.10% -5.47%  | 446.74 1.16    |
| spar090-050-1 | -12584.00 | -5152.00  | 95.02% 93.82% -1.20%  | 506.72 0.48    |
| spar090-050-2 | -11920.50 | -5386.50  | 96.61% 96.15% -0.46%  | 514.05 0.83    |
| spar090-050-3 | -12514.00 | -6151.00  | 95.90% 93.56% -2.34%  | 991.04 0.45    |
| spar090-075-1 | -19054.25 | -6267.45  | 95.66% 95.81% 0.15%   |                |
| spar090-075-2 | -18245.50 | -5647.50  | 95.92% 95.40% -0.52%  | 784.59 0.60    |
| spar090-075-3 | -18929.50 | -6450.00  | 96.11% 95.87% -0.24%  | 602.44 0.44    |
| spar100-025-1 | -7660.75 | -4027.50  | 92.36% 91.66% -0.70%  | 670.15 1.09    |
| spar100-025-2 | -7338.50 | -3892.56  | 92.16% 91.90% -0.26%  | 538.03 1.55    |
| spar100-025-3 | -7942.25 | -4453.50  | 93.26% 91.38% -1.88%  | 656.59 1.26    |
| spar100-050-1 | -15415.75 | -5490.00  | 93.62% 93.88% 0.26%   | 757.14 0.93    |
| spar100-050-2 | -14920.50 | -5866.00  | 94.13% 93.50% -0.63%  | 929.91 1.11    |
| spar100-050-3 | -15564.25 | -6485.00  | 95.81% 94.49% -1.32%  | 747.46 0.99    |
| spar100-075-1 | -23387.50 | -7384.20  | 95.84% 96.06% 0.22%   | 1509.96 0.92   |
| spar100-075-2 | -22440.00 | -6755.50  | 96.47% 96.04% -0.43%  | 936.61 1.00    |
| spar100-075-3 | -23243.50 | -7554.00  | 96.06% 95.49% -0.57%  | 657.84 1.23   |