ABSTRACT

Evaluating the real-world performance of network protocols is challenging. Randomized control trials (RCT) are expensive and inaccessible to most, while simulators fail to capture complex behaviors in real networks. We present CausalSim, a trace-driven counterfactual simulator for network protocols that addresses this challenge. Counterfactual simulation aims to predict what would happen using different protocols under the same conditions as a given trace. This is complicated due to the bias introduced by the protocols used during trace collection. CausalSim uses traces from an initial RCT under a set of protocols to learn a causal network model, effectively removing the biases present in the data. Key to CausalSim is mapping the task of counterfactual simulation to that of tensor completion with extremely sparse observations. Through an adversarial neural network training technique that exploits distributional invariances that are present in training data coming from an RCT, CausalSim enables a novel tensor completion method despite the sparsity of observations. Our extensive evaluation of CausalSim on both real and synthetic datasets and two use cases, including more than nine months of real data from the Puffer video streaming system, shows that it provides accurate counterfactual predictions, reducing prediction error by 44% and 53% on average compared to expert-designed and supervised learning baselines.

1 INTRODUCTION

Causa Latet Vis Est Notissima — The cause is hidden, but the result is known. (Ovid: Metamorphoses IV, 287)

Evaluating the real-world performance of network protocols is challenging. The gold standard is to run randomized control trials (RCT). However, RCTs are time consuming, risk disruptions or SLA violations [37], and require significant infrastructure that is available only to large network operators. The research community typically resorts to network simulators (e.g., NS3 [26]) or trace-driven simulation (or emulation) to assess new ideas. However, network simulators are notoriously unreliable in capturing real-world behavior [21] and they require detailed knowledge of network characteristics (e.g., topology, traffic patterns, etc.). On the other hand, trace-driven simulation, as we will see in this paper, is fraught with challenges due to data quality and bias issues [12, 33, 65].

This paper investigates the problem of learning a model to perform counterfactual simulation of network protocols using offline historical data. Given a trace describing the system trajectory for one protocol, our goal is to produce the hypothetical system trajectory that would have occurred if we had used a different protocol under the same conditions. Such a model, if accurate, would allow network operators to rapidly evaluate new ideas under real conditions without deploying them on their network. By contrast, today even those operators who have the ability to perform RCTs, can afford to evaluate only a small fraction of proposals. Moreover, full-trajectory simulation provides more insights than merely collecting performance metrics for a protocol in the wild. Designers can inspect and compare the actions of different protocols under the exact same conditions to understand their behavior and diagnose problems. Finally, if accurate counterfactual simulators based on real networks existed, operators could share them with the research community, enabling those without access to large networks to benchmark their ideas.

While obviously appealing, counterfactual trace-driven simulation is difficult. As we discuss in depth in §2, the challenge lies in biases introduced into the observed data by the protocols used during data collection. Consider, for example, a trace of the execution of an adaptive bitrate (ABR) algorithm [30, 46, 58, 65, 67] during a video streaming session. Observed quantities, such as the throughput achieved when the player downloads a video chunk, are caused by certain latent properties of the network path (e.g., the underlying bottleneck capacity, the number and type of competing flows, etc.), as well as the particular choices made by the ABR algorithm (the bitrates chosen for each chunk). The observed data reflects the combined effect of these two causes. But to simulate a new algorithm, we need to identify the underlying latent factors (i.e. the unobserved cause) and the causal relationships that lead to the
observations. Only then can we answer counterfactual questions like “what would have happened had the ABR selected a higher bitrate at this point in a video streaming session?”

We present CausalSim, a framework for learning unbiased trace-driven counterfactual simulation models for network protocols. CausalSim can be applied in a wide range of networking problems, such as ABR algorithms, congestion control, load balancing, and more. CausalSim starts with traces collected using an initial RCT under a set of protocols. It uses this data to learn a causal model of the underlying network dynamics. CausalSim’s model can then be used to simulate any protocol (including new ones that were not in the RCT) on any of the traces collected during the RCT. Therefore, while CausalSim requires an RCT for training, it greatly extends the utility of this initial RCT by enabling the evaluation of new unseen protocols. Periodically or whenever an operator observes the underlying path characteristics have changed significantly, they can collect fresh data using an RCT (again, with the same fixed set of protocols) to retrain CausalSim.

CausalSim simulates a new protocol in two steps. First, it estimates the latent factors at every time step of each trace based on the observed data. Then, it uses the estimated latent factors to predict the alternate evolution of actions and observed variables, under the same conditions for the new protocol. This two-step process effectively removes the bias introduced by the protocol that was used to collect the trace, enabling accurate counterfactual simulation.

CausalSim’s design begins with the observation that counterfactual estimation can be viewed as a matrix (or tensor) completion problem [6, 11]. Consider a matrix $M$ of observations (it is a tensor if observations are higher dimensional), with rows corresponding to possible protocol actions and columns corresponding to different time steps in the trace data. For each column, the entry for one action is “revealed”; all other entries are missing. Counterfactual estimation can be viewed as recovering the missing entries. This is of course hopeless in general, but a significant body of work has shown that recovery is possible under certain assumptions about the matrix and the pattern of missing data. Roughly speaking, the typical assumptions for recovery to be possible are that the matrix has low rank, the entries revealed are chosen at random, and that enough entries are revealed. Low-rank structure is prevalent in many real-world problems [64] and has also been observed in network measurement data [13, 38, 39, 55]. But unfortunately the other two assumptions do not hold in our problem. As we detail in §4.1, one observed entry per column is below the information-theoretic bound for low-rank matrix completion (even for rank $r = 1$). Moreover, not only are the entries revealed in our problem not random, they depend on other entries of the matrix, since the actions are being taken by protocols based on observed variables.

CausalSim exploits a novel form of additional problem structure to overcome these challenges. First, it assumes a network model (§3) where the latent factors are *exogenous* properties of a network path, beyond the impact of a particular user’s actions. For example, in ABR, the bottleneck link speed on a network path is not affected by a user’s ABR policy, whereas ABR decisions do impact what that user *observes* (e.g., the achieved throughput). Second, CausalSim uses a basic feature of training data collected via an RCT. Since an RCT assigns protocols to users (and thus network paths) at random, we expect the distribution of the exogenous latent network properties to be the same for the traces obtained using different protocols. We show that this “policy invariance” of the latent variable distribution is sufficient to recover low-rank matrices in our setup (§4.2), and we operationalize this idea in a practical learning algorithm that exploits the invariance using an adversarial neural network training technique (§5).

We evaluate CausalSim on two use cases, ABR and server load balancing, with both real-world and synthetic datasets. Our main findings are:

1. **Evaluation of CausalSim on more than nine months of real data from the Puffer [65] video streaming system shows 44% and 53% reduction in average counterfactual prediction error with respect to expert-designed and standard supervised learning baselines, respectively.**

2. **Using a synthetic (simulated) network environment, we find that a Reinforcement Learning (RL) ABR policy [46] trained on a CausalSim model of the environment performs similarly to a policy trained directly through interaction with the environment.** Compared to the baseline simulators, training on CausalSim lead to a 200 kbps boost in attained bitrate with a small increase in rebuffering, resulting in a 5.8% better QoE metric (and 26% in populations where not accounting for latent factors leads to a more noticeable bias). Policies trained on the baseline simulator underutilize the network, performing even worse than the non-learning policies (e.g., MPC [67]) used to collect the trace data.

3. **Evaluation of CausalSim on a synthetic load balancing dataset shows that its representation of the latent factors has extremely high accuracy i.e. Pearson Correlation Coefficient (PCC) of 0.99 with the latent job size value, enabling accurate counterfactual simulation.**
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Figure 1: Top: CausalSim is accurate in predicting buffer level distribution of FabABR users, while baseline simulators’ predictions are similar to BBA users. Bottom: Distribution of achieved throughput is different in BBA and FabABR users.

2 MOTIVATION

Suppose a graduate student designs a new Adaptive Bit Rate (ABR) algorithm, which selects a bitrate amongst several options for each video chunk (e.g., 2 seconds of video) based on network conditions. The students calls the algorithm FabABR (Fabulous ABR) and claims that it leads to 50% lower rebuffering than Buffer-Based Algorithm (BBA) [30], according to simulations on a set of network traces. A video service provider becomes interested in FabABR and wishes to evaluate it on its own network. The standard approach to do so would be to run a Randomized Control Trial (RCT). However, an RCT is time-consuming and has potential undesirable side effects (some users getting poorer experience), and hence it is not feasible to run an RCT every time a new proposal is made. This naturally raises the following questions: (i) Is it possible to predict the performance of FabABR using historical observational data? (ii) Could a service provider use historical data to build a realistic simulation model that would enables researchers to evaluate their ideas without direct access to the real network?

2.1 The Problem with Trace-Driven Network Simulation

This section describes two strawman approaches to address the tasks above using trace-driven network modeling and simulation. For concreteness, we evaluate these approaches with more than nine months of data from Puffer, a recently deployed system for experimenting with video streaming techniques [65]. Through this study, we show the pitfalls of using standard trace-driven simulation techniques to evaluate network protocols.

Puffer collects data from a continual RCT switching between several ABR algorithms. In the period of interest (1 August 2020 – 15 May 2021), the tested algorithms include BBA [30], two versions of BOLA-BASIC [58], and two versions of an algorithm called Fugu developed by the Puffer authors. The dataset we use includes more than 62 million chunk downloads of more than 32 thousand streaming sessions, totaling four years of streamed videos. To evaluate a new ABR algorithm, we may be interested in various performance measurements, e.g. buffer occupancy, rebuffering rate, chunk download time, chosen chunk sizes, etc. For simplicity, we focus only on predicting the distribution of playback buffer occupancy. The buffer dynamics capture the core behavior of ABR algorithms and serve as a good proxy for other metrics of interest like rebuffering.

The Puffer dataset contains logs of chosen chunk sizes, available chunk sizes, achieved chunk download throughputs, and playback buffer levels. We let BOLA-BASIC v1 play the role of the new “FabABR” algorithm that we wish to evaluate. So our task is: predict the distribution of buffer level for the users assigned to BOLA-BASIC v1 (henceforth called FabABR) in the Puffer dataset, using only the data from the other algorithms.

Before proceeding, it is important to make a subtle point. Our ultimate goal is more ambitious than the above task suggests. By trace-driven simulation, we mean predicting the entire trajectory of the system (e.g., buffer, bits, etc.) for one algorithm in the same network conditions that were present when a trace was collected using a different algorithm. Full trajectory simulation provides more insight than merely evaluating a policy’s performance. It allows a designer to inspect the algorithm’s actions in detail and diagnose/debug problems. When simulating algorithm B based on a trace collected

---

1We use a simulated environment for these experiments due to time constraints. The Puffer [65] paper estimates that it takes about 8 months of data collection to make a statistically significant comparison of ABR policies in the wild due to high variability across network paths (see §6.2 for details).

2BOLA-BASIC v1 and v2 are variations on BOLA-BASIC adjusted to target the SSIM quality metric instead of bitrate [49]. They pursue different objective functions and use different principles for hyperparameter adjustment.

3We select logs, available on the puffer website, with a minimum length of 500 chunks (≈17 minutes) and average observed throughputs below 7 Mbps.
using algorithm \( A \), we will refer to \( A \) as the "source" algorithm (or policy) and to \( B \) as the "target" algorithm.

Unfortunately, it is not possible to evaluate the accuracy of full trajectory simulation in practice, because we don’t have ground truth for the target algorithm under the same exact network conditions that were present when running the source algorithm. Therefore, as a proxy, we validate predictions about distributional properties of the target algorithm, such as the CDF of buffer occupancy for FabABR which we can obtain from the Puffer data. In our evaluation, we also use synthetic network environments where we can obtain ground-truth trajectories for any algorithm to bridge this gap (see §D.3).

2.1.1 Simulation via Expert Modeling (ExpertSim). As our first strawman, we build a simple trace-driven simulator (ExpertSim) using our knowledge of how an ABR system works. ExpertSim models the playback buffer dynamics for each step, where a step corresponds to one ABR decision and the download of a single video chunk. Let \( \hat{c}_t \) be the throughput achieved in step \( t \) (for the \( t^{th} \) chunk) of a particular video streaming session using, say, the BBA algorithm. To simulate FabABR for the same user, ExpertSim assumes that the user would achieve the same throughput \( \hat{c}_t \) in each step under the FabABR algorithm as well. In other words, it assumes that the different actions of the ABR algorithms (BBA vs. FabABR) do not affect the observed network throughput. Under this assumption, ExpertSim models the evolution of the video playback buffer for FabABR as follows. Let \( b_t \) be the buffer level at the beginning of step \( t \) (before the download of chunk \( t \)), \( r_t \) be the bitrate chosen by FabABR in step \( t \), and \( s_t \) be the size of the \( t^{th} \) chunk implied by the bitrate chosen by FabABR. Then the buffer at the end of step \( t \) is derived as: \( b_{t+1} = \max(0, b_t - s_t / \hat{c}_t) + T \), where \( T \) is the chunk duration.\(^4\) Although simple, the assumption that throughput is an "exogenous" property of a network path is common in modelling ABR protocols. For example, both FastMPC [67] and FESTIVE [34] assume that the observed throughput does not depend on the chosen bitrate.

Figure 1a shows the true distribution of buffer level for BBA and FabABR (BOLA-BASIC v1) users in the Puffer dataset (the two dashed lines), as well as the distribution predicted by running FabABR on the traces collected from BBA users using ExpertSim (solid blue line). We see that the predictions are inaccurate: the buffer distribution generated by ExpertSim closely follows the buffer distribution of BBA users (the "source" algorithm) and fails to match the buffer distribution of FabABR users (the "target" algorithm).

2.1.2 Simulation via Supervised Learning (SLSim). Perhaps the simple model of buffer dynamics in ExpertSim does not accurately reflect the actual system behavior. As a next attempt, we turn to machine learning and try to learn the system dynamics from data. Specifically, we use supervised learning to train a neural network that models the step-wise dynamics of the system. This fully connected neural network includes 2 hidden layers, each with 128 ReLU activated neurons. For each timestep \( t \), the neural network takes as input the buffer level before download of \( t^{th} \) chunk \( b_t \), the achieved throughput \( \hat{c}_t \) for chunk \( t \), and the chunk size \( s_t \) (which depends on the bitrate chosen by ABR). The neural network outputs the buffer level after the download of \( t^{th} \) chunk \( b_{t+1} \). We train the neural network to minimize the mean squared error of the predictions (L2 loss) on our dataset. To avoid information leaking, we exclude the logs for FabABR from the training data.

Figure 1a shows the predicted buffer level distribution via this approach (SLSim) for FabABR. As with ExpertSim, we use the traces collected from BBA users as the source algorithm. The results are similar to ExpertSim; once again, the predicted buffer distribution is closer to that of BBA than FabABR.

2.1.3 What Went Wrong? To understand the limitations of ExpertSim and SLSim, we plot the distribution of achieved per-chunk throughput for users assigned to BBA and FabABR in Figure 1b. Since policy assignment is completely random, we would expect inherent network path properties such as bottleneck link capacity to have the same distribution for users assigned to different ABR policies. However, such an invariance should not be expected for achieved throughput, because even on the same path different ABR algorithms could achieve different throughput. For example, since congestion control protocols take time to discover available bandwidth (e.g., in slow start) or converge to their fair share rate when competing against other flows, an ABR algorithm that tends to choose lower bitrates (and hence download less data per chunk) may achieve less throughput than an ABR algorithm that picks higher bitrates [29]. We can see this behavior in the Puffer dataset. The achieved throughput for BBA and FabABR is clearly different in Figure 1b.

Indeed, the fundamental flaw in both ExpertSim and SLSim is that they view the achieved throughput observed in a trace as an exogenous property of that network path, unaffected by ABR. However, the throughput achieved when downloading a video chunk is impacted by the actions taken by the ABR policy. This "bias", induced by the actions of a network protocol on observed behavior, needs to be carefully corrected for accurate trace-driven simulation.

2.2 Causal Inference to the Rescue!

If the traces provided the underlying network capacity when each chunk was downloaded (rather than only the achieved throughput), our problem would be simple. First, we would learn the relationship between network capacity and achieved
CausalSim: Unbiased Trace-Driven Network Simulation

3 MODEL

3.1 Causal Dynamics

We consider a discrete-time controlled dynamics system with partially observed state. Let \( t \) denote the time index, the state at time \( t \) be comprised of observed state \( o^*_t \) and latent state \( u_t \), and \( a_t \) be the control or action chosen at time \( t \). Then:

\[
o^*_{t+1} = F_{\text{evolution}}(o^*_t, u_t, a_t),
\]

where \( F_{\text{evolution}} \) models the system dynamics. We assume that the latent states are decided in an exogenous manner and are not impacted by the choice of actions. Such Structural Causal Models (SCM) with exogenous latent factors are widely used in the causal inference literature [52, 53].

The ABR example is an instance of such a model. Specifically, a time step corresponds to the download of a new chunk. The observable \( o^*_t \) represents playback buffer level, achieved throughput for different ABR actions using our data. Then, to simulate FabABR for a given trace, we would start with the network capacity at each step of the trace and predict the achieved throughput taking into account the bitrate chosen by FabABR in that step. This would then allow us to predict how the buffer evolves. This works because unlike achieved throughput, underlying capacity is an exogenous property of a network path and is not affected by the ABR actions.

However, underlying network capacity is a latent quantity — we do not observe it in our traces. The key challenge is therefore to infer such latent quantities from observational data. Concretely, in our running example, we wish to estimate the latent factors like network capacity in each step of a trace, using observations such as bitrate, chunk size, achieved throughput, etc.\(^3\)

Inferring such latent confounders and using them for counterfactual prediction is the core issue in the field of causal inference [52, 53]. In this paper, we draw upon causal inference to develop CausalSim, a framework for unbiased trace-driven simulation that is particularly well-suited to networking. As discussed in §3 and §5, CausalSim exploits (1) the properties of latent factors in a simple, but effective, network model, and (2) certain distributional invariances present in training data collected via an RCT. By taking advantage of this structure in the data generation process, CausalSim can infer the latent factors underlying its input data and learn a causal model of network dynamics. As an illustration, Figure 1a shows the predicted buffer occupancy distribution when simulating FabABR on the traces of users assigned to BBA using CausalSim. As we can see, CausalSim matches the ground-truth distribution for FabABR much more accurately than the alternatives.

\(^3\)For simplicity, we only mention network capacity here, but in reality there are other latent path conditions like the number of competing flows that could also affect achieved throughput, and the same reasoning applies to them.

\(^5\)We borrow this term from the causal inference literature [52].
the evolution of other observed quantities like the playback buffer; no other information about the latent factors is needed.

3.2 Data
We are given \( N \) trajectories (network traces), collected using \( K \) specific policies. Let \( H_i \) be the length of trajectory \( i \in [N] \equiv \{1, \ldots, N\} \). For trajectory \( i \in [N] \), we observe \( \{m_i^t, o_i^t, a_i^t\}_{t=1}^{H_i} \). We assume that the traces are generated using an RCT, i.e. that each trace was assigned one of the \( K \) policies at random in the observed data.

3.3 Trace-Driven Simulation is Counterfactual Estimation

Our goal is to estimate the observations under an arbitrary given policy for each of the \( N \) trajectories. Let \( \{u_{i}^{H_{i}}\}_{i=1}^{N} \) be the exogenous latent network conditions for trajectory \( i \in [N] \). Formally, for any given trajectory \( i \in [N] \) and given a sequence of actions \( \{a_{i}^{H_{i}}\}_{t=1}^{H_{i}} \), starting with observation \( o_{i}^{t} \) and under the same sequence of latent network conditions \( \{u_{i}^{H_{i}}\}_{t=1}^{H_{i}} \), we wish to estimate the counterfactual observations \( \{\tilde{a}_{i}^{t}\}_{t=1}^{H_{i}} \) that are consistent with eqs. (2) and (3).

This is counterfactual estimation since it requires (i) estimating latent \( \{u_{i}^{H_{i}}\}_{i=1}^{N} \) for observed trajectory \( i \) and using it along with the counterfactual actions \( \{\tilde{a}_{i}^{H_{i}}\}_{i=1}^{N} \) to predict counterfactual mediators \( \{\tilde{m}_{i}^{H_{i}}\}_{i=1}^{N} \) consistent with eq. (2), and then (ii) using counterfactual mediators and actions to predict counterfactual observations \( \{\tilde{a}_{i}^{t}\}_{t=1}^{H_{i}} \) consistent with eq. (3).

For (ii), learning \( \mathcal{F}_{\text{system}} \) is a supervised learning task because its inputs, \((o_{t}, m_{t}, a_{t})\), and output, \( o_{t+1} \), are fully observed. If \( \{u_{i}^{H_{i}}\}_{i=1}^{N} \) was observed, then (i) would also boil down to learning \( \mathcal{F}_{\text{mediation}} \) in a supervised manner. It is the lack of observability of \( \{u_{i}^{H_{i}}\}_{i=1}^{N} \) that makes the task of simulation extremely challenging. In short, we are left with (i), the task of estimating \( \{\tilde{m}_{i}^{H_{i}}\}_{i=1}^{N} \) and learning \( \mathcal{F}_{\text{mediation}} \).

4 CAUSALSIM: KEY INSIGHTS

In this section, we discuss the key insights behind CausalSim. We show that counterfactual estimation can be viewed as a challenging variant of the matrix completion problem [6, 11], where very few entries of a matrix are observed (below information theoretic thresholds in the standard formulation) and these entries are not sampled at random (as is required by standard matrix completion procedures). We then discuss how a certain distributional invariance property that is present in data collected in an RCT allows us to complete the matrix.

4.1 Counterfactual Estimation as Matrix Completion

Recall the task of estimating the counterfactual mediators \( \{\tilde{m}_{i}^{H_{i}}\}_{i=1}^{N} \) consistent with eq. (2) (§3.3). In this section, we pose this task as a variant of the classical matrix completion problem. For simplicity, let action \( a_{t} \) be one of the finitely many options \( |A| = \{1, \ldots, A\} \) for some \( A \geq 2 \). Imagine an \( A \) by \( U \) matrix \( M \), where rows correspond to \( A \) potential actions, and columns corresponds to a \( U = \sum_{i=1}^{N} H_{i} \) latent network conditions \( (u_{i}^{t}) \) for the different choices of \( i \) and \( t \) in the observed data. To order the columns, we may index \( u_{i}^{t} \) as a tuple \((i, t)\) and order these tuples in lexicographic order. The matrix \( M \) is called the potential outcome matrix in the causal inference literature [56].

At the \( t \)-th step of the \( i \)-th trajectory, we observe \( m_{i}^{t} = \mathcal{F}_{\text{mediation}}(\tilde{a}_{i}^{t}, u_{i}^{t}) \), which is the entry in \( M \) in the row corresponding to \( a_{t} \) and the column corresponding to \( u_{i}^{t} \). The counterfactual quantities of interest, \( \tilde{m}_{i}^{t} = \mathcal{F}_{\text{mediation}}(\tilde{a}_{i}^{t}, u_{i}^{t}) \) for \( \tilde{a}_{i} \neq a_{t} \), are the missing entries in \( M \) in the same column. In summary, we observe one entry per column of the matrix \( M \) and we wish to estimate the missing values in the matrix.

The question of completing or filling missing values in a matrix based on its partially observed entries is known as Matrix completion [15], a topic that has seen tremendous progress in the past two decades [14, 16, 43]. Matrix completion methods make some assumptions about the matrix and the revealed entries, which makes it possible to recover the whole matrix.

The first assumption these methods make is that the matrix has some structure such as being (approximately) low-rank. Low-rank structure holds in many real-world problems [64], and exploiting it has been fruitful in many domains (see §7 for details). Furthermore, prior work has observed low-rank structure in network measurements e.g. in traffic matrices [13, 38, 39, 55] and network distance (i.e. RTT) [42, 48, 61].

Low-rank structure roughly means that the data generation process is “simple” and can be explained by a small number of factors. We expect this to be true in many networking problems, because network path behaviors emerge from the interactions of a relatively small number of simple components (e.g., rate limiters, traffic policers, queue management schemes, link schedulers, congestion controllers, etc.). The emergent behavior can appear complex but the underlying components can typically be described (approximately) using simple functions. Although we have no way of knowing the true function \( \mathcal{F}_{\text{mediation}} \) underlying real-world data like the Puffer dataset, our successful counterfactual predictions (§6.1) suggest that the low rank structure exists. In §6.2, we use a simple model of congestion control to provide intuition on how low-rank structure can emerge in ABR data.

The second assumption of matrix completion methods is randomness in the pattern of missing entries. These methods
have a difficult time recovering the matrix if the missing pattern is not random, and depends on the latent factors, or the entries themselves [5]. In the ABR example, this assumption does not hold at all. Revealed entries are determined by the actions policies take based on some observations, and these observations often include the history of achieved throughput. This means that not only the missing pattern is not random, but it is a function of the matrix entries in previous columns.

The third assumption of matrix completion methods is that a large enough number of matrix entries are revealed. There exists an information-theoretic lower bound of $4Ur - r^2$ on the minimum number of revealed elements for a matrix of rank $r$ to be recoverable [35]. In our ABR example, only $U$ matrix elements are revealed (one in each of $U$ columns), which is at least 4 times less than the information-theoretic lower bound (assuming the low-rank structure i.e. $r \ll U$). This means that the problem is highly under-specified [18].

In summary, the second and third assumptions do not hold in our ABR problem, so we cannot use existing matrix completion methods. However, as we shall argue, the existence of certain distributional invariance properties in the data implied by the RCT setting, makes matrix completion feasible.

To that end, consider an RCT setting where each of $N$ trajectories is assigned to one of $K$ policies completely at random. The key observation is that, if the latent exogenous network conditions across trajectories were generated from an (unknown) underlying distribution, then their distribution would remain the same for trajectories assigned to any of the $K$ policies. In other words, since policies are assigned to paths at random, they all "experience" the same distribution of latent network conditions. The fact that distribution of latent network conditions is policy invariant helps recover the matrix, as we show next through a simple example.

### 4.2 Exploiting the Policy Invariance of Latent Factors

Consider a very simple example where $A = 2$ and $U = 2n$, and the rank of potential outcome matrix $M$ is equal to 1. Rank 1 means $M = au^T$ for some $a \in \mathbb{R}^2$ and $u \in \mathbb{R}^{2n}$ with $M_{i,j} = a_i \cdot u_j$ for $i \in [2], j \in [2n]$. Suppose we have $K = 2$ simple policies, where each policy always chooses only one of the two actions. Furthermore, we consider an RCT setting. That is, the distribution of latent network conditions across trajectories assigned to both policies should be the same.

Without loss of generality, we can re-order the columns of $M$ so that the first $n$ columns correspond to the latent exogenous states of the trajectories assigned to policy 1, and the second $n$ columns are those assigned to policy 2. Then the observed entries of matrix $M$ appear as

$$
\begin{bmatrix}
M_{1,1} & M_{1,2} & \cdots & M_{1,n} & \ast & \cdots & \ast & \ast & \ast \\
\ast & \ast & \cdots & \ast & M_{2,n+1} & \cdots & M_{2,2n-1} & M_{1,2n}
\end{bmatrix}
$$

where $\ast$ represents the missing values.

Let’s consider recovering the missing observation $M_{2,1}$. For column 1, we know the observation under the first action, i.e. $M_{1,1}$. Due to rank 1 structure, we have

$$
\frac{M_{2,1}}{M_{1,1}} = \frac{a_2 u_1}{a_1 u_1} = \frac{a_2}{a_1}.
$$

Therefore, to find $M_{2,1}$ (and by a similar argument, to find all missing entries of $M$), we need to estimate the ratio $\frac{a_2}{a_1}$.

Due to the distributional invariance induced by RCT, the samples $u_1, \ldots, u_n$ (which correspond to the latent factors encountered by policy 1) come from the same distribution as the samples $u_{n+1}, \ldots, u_{2n}$ (which correspond to the latent factors encountered by policy 2), for large enough $n$. Thus, their expected value should be equal. Precisely,

$$
\frac{1}{n} \sum_{j=1}^{n} u_j \approx \frac{1}{n} \sum_{j=n+1}^{2n} u_j.
$$

However, we do not have access to the latent $u$! But (5) implies

$$
\frac{\sum_{j=1}^{n} M_{1,j}}{\sum_{j=n+1}^{2n} M_{2,j}} = \frac{\sum_{j=1}^{n} a_1 \cdot u_j}{\sum_{j=n+1}^{2n} a_2 \cdot u_j} \approx \frac{a_1}{a_2}.
$$

This provides precisely the quantity of interest in (4) based on the observed entries, enabling us to complete the matrix.

This simple illustrative example relied on a convenient observational pattern (based on policies that always choose one action) and rank 1 structure. But the idea can be generalized. For a generic setting with rank $r$, and the observational pattern required to complete the matrix in the general setting, refer to Appendix A. Roughly, it shows that we can still recover the matrix if entries of $M$ are $m$-dimensional and $m \geq r$ where $r$ is the rank, and also policies used in the RCT have the following three conditions: 1) $K \geq r \times A$, 2) policies are sufficiently diverse, and 3) have good coverage of the action space.

## 5 CAUSALSIM: DETAILS

The analytical method described in §4.2 (and its generalization in Appendix A) is usually not applicable in practice, since it relies on strict assumptions. For example, the matrix $M$ must be exactly rank $r$; if it is approximately rank $r$, we have found the calculation can be brittle. Moreover, the method above only uses invariance of the mean of the latent factors. However, we know that the invariance property holds for distribution of the latent factors in an RCT, and not only the mean. Potentially, using invariance of higher moments as well could help relax its assumptions.

This section describes the details of CausalSim, a practical method that overcomes these drawbacks. CausalSim builds
To that end, we utilize a discriminator from the learned latent state and adversarial learning [24, 63]. Specifically, the policy discriminates upon the insights presented earlier but replaces the analytical calculation with a learning algorithm.

Algorithmic architecture. As discussed, using observed data, CausalSim aims to learn \( u'_t: t \leq H, i \leq N, F_{\text{mediation}} \) and \( F_{\text{system}} \). Figure 3 summarizes the algorithmic architecture of CausalSim to learn them.

From the lens of matrix completion as discussed earlier, \( m_i^t \approx g(a_i^t)^T u_i^t \), (i.e. “dot product” between vectors \( g(a_i^t) \) and \( u_i^t \)), where \( g(a_i^t) \) is an encoding of action \( a_i^t \). For a potential outcome matrix \( M \) of (approximate) rank \( r \), both \( u_i^t \) and \( g(a_i^t) \) can be assumed to belong to \( \mathbb{R}^r \). More generally, matrix completion suggests a factorized structure where \( m_i^t = \Phi(g(a_i^t), u_i^t) \), i.e. \( m_i^t \) is a generic function applied to \( g(a_i^t) \) and \( u_i^t \). Replacing a traditional “dot product” with a generic function \( \Phi \) (e.g. a Multi Layer Perceptron (MLP)) provides model flexibility, which we exercise in our experiments.

CausalSim uses observed trajectories \((o_{t+1}, a_{t}, m_{t}, a_{t}) : t < H, i \leq N\) to learn the action encoder \( g \), the latent factor extractor which extracts \( u_{t} \) from \( a_{t} \) and \( m_{t} \), the generalized dot product \( \Phi \), and a mapping \( F_{\text{system}} \), all using MLPs.

Loss function. The loss function imposes consistency with observed data, and invariance induced by the RCT.

In particular, we use quadratic loss between the estimated \( \hat{m}_i^t \) and observed \( m_i^t \) and also quadratic loss between \( \hat{o}_i^t \) and observed \( o_i^t \) to enforce consistency with the observations.

For the distributional invariance (due to RCT) across the learned \( u_i^t : t \leq H, i \leq N \) we need to make sure that the distribution of latent factors \( u \) across policies is identical. To that end, we utilize a discriminator neural network. Such neural networks have been considered in the paradigm of adversarial learning [24, 63]. Specifically, the policy discriminator aims to predict the policy \( \pi \in [K] \) that took action \( a_i^t \) from the learned latent state \( u_i^t \) (see Figure 3). Towards that, we use a cross-entropy loss to train the policy discriminator:

\[
L_{\text{disc}} = \mathbb{E}_D[-\log(P(\pi|\hat{u}))], \tag{7}
\]

where the expectation is over the training dataset \( D \).

If the extracted latent factors are policy invariant, the policy discriminator should do no better at this task than guessing at random. Hence our goal is to ensure that the policy discriminator’s predictions are as uniform as possible across all policies, and we use this as a training signal for other components.

Training procedure. CausalSim’s training procedure alternates between: (i) training the policy discriminator using the loss \( L_{\text{disc}} \) and the ground truth policy labels; and (ii) fixing the discriminator and training other components using an aggregated loss \( L_{\text{total}} \). This aggregated loss, in its most general form, combines the negated discriminator loss with the two aforementioned quadratic losses using a mixing hyper-parameter \( \kappa \).

\[
L_{\text{total}} = \mathbb{E}_D [\delta(m_i^t - \hat{m}_i^t)^2 + (o_i^t - \hat{o}_i^t)^2] - \kappa L_{\text{disc}}. \tag{8}
\]

Note the negative sign of discriminator loss, which means we train other components to maximize discriminator loss i.e. fool the discriminator to ensure policy invariance as described above. Algorithm 1 in the appendix provides a detailed description of CausalSim’s training procedure.

Counterfactual estimation. To produce counterfactual estimates, as described above, the \( u_i^t \): \( t \leq H, i \leq N \) are extracted from observed data. Counterfactual actions \( \hat{a}_i^t \) are encoded with learned mapping \( g(\cdot) \) and the counterfactual mediators \( \hat{m}_i^t \) are estimated through factorization (i.e. the function \( \Phi \)). Using the inferred counterfactual mediators, along with the learned system function \( F_{\text{system}} \), we start with \( o_i^t \) and predict counterfactual observations \( \hat{o}_i^t \): \( t \leq H, i \leq N \), one step at a time.

6 Evaluation

We evaluate CausalSim using one real-world and two synthetic datasets, comparing its performance with two baselines:

- **ExpertSim** from §2.1.1: Uses a system expert’s knowledge for simulation.
- **SLSim** from §2.1.2: Uses a standard supervised-learning technique to learn dynamics of the system from data.

We evaluate CausalSim’s ability to do accurate counterfactual simulation (§6.1 and §6.3) and its application in policy learning and optimization using offline trace data (§6.2).

6.1 A Real-world ABR Experiment

Our real-world ABR dataset comes from Puffer [65], a research project that evaluates ABR algorithms in an RCT setting with real video streaming sessions. Whenever a client initiates a video streaming session in Puffer’s website, a random ABR algorithm is chosen and assigned to that session. Sessions are logged (buffer levels, chunk sizes, timestamps, download times, etc) anonymously and the data is available for public use. We use the trajectories in these logs as data for training and evaluation. Each of these trajectories uses

![Figure 3: Algorithmic architecture of CausalSim. Dashed boxes indicate neural networks.](image-url)
one of the five ABR algorithms (linear BBA, BOLA-BASIC v1, BOLA-BASIC v2, Fugu-CL, Fugu-2019), assigned at random. Further details of the setup can be found in §C.5.

6.1.1 Can CausalSim Simulate a New Policy? We choose one of BBA, BOLA-BASIC v1, and BOLA-BASIC v2\(^8\) as the new policy that we want to simulate, and call it the target policy. The remaining four policies are called source policies. Trajectories assigned to the four source policies comprise our training dataset, which we use for training CausalSim and the two baselines. The goal is to simulate the outcome of applying the target policy on trajectories assigned to one of the source policies.

Ideally, we need ground-truth labels to evaluate the simulation performance. However, we do not have access to these labels because each trace is only assigned to a single policy in the Puffer dataset. To overcome this issue, we resort to distributional evaluation. Puffer data is collected in an RCT setting, which means that the characteristics of network paths assigned to each policy is the same. Therefore, if we accurately simulate the target policy on trajectories assigned to one of the source policies, the distribution of each variable (e.g., buffer level) must be similar in simulated trajectories and actual trajectories assigned to the target policy. This motivates using similarity of the two distributions as our performance metric.

To quantify the similarity of two distributions, we use the Earth Mover Distance (EMD) \( [57] \). We can calculate EMD for one-dimensional distributions as:

\[
\text{EMD}(P, Q) = \int_{-\infty}^{+\infty} |P(x) - Q(x)| \, dx,
\]

where \( P \) and \( Q \) are the Cumulative Distribution Function (CDFs) of \( p \) and \( q \), respectively. A small EMD between two distributions implies that they are similar.

Figure 4a shows the CDF of the EMD (between actual and simulated buffer level distributions) for CausalSim and baselines, over all possible source/target policy pairs. EMD of CausalSim is smaller than EMD of baselines across almost all experiments. In terms of the median EMD across all experiments, CausalSim bests ExpertSim and SLSim by 44% and 53% respectively. Figure 1a shows the source, target, and simulated buffer level distribution in a typical scenario, where BBA and BOLA-BASIC-v1 are source and target policies respectively.

In about 30% of cases, SLSim is slightly better than CausalSim. These cases are “easy” simulation scenarios where the source and target policies make similar actions (for more details see §C.2). In these cases, the EMD is low for both CausalSim and baseline simulators (< 0.2), and all perform well. For instance, Figure 8i (in the Appendix) shows source, target, and simulated buffer level distribution in an easy scenario, where

\(^8\)We exclude Fugu as a test policy since it requires access to some TCP information which is not logged in the dataset (see §C.5).

Figure 4b shows where CausalSim most shines i.e. hard simulation scenarios. The Y-axis is the error (EMD), and the X-axis is the mean absolute difference (MAD) between actions taken by the source policy and the target policy, in SLSim simulation. The larger the action difference, the harder the scenario (§C.2). As we move toward harder scenarios, error increase for baselines. However, CausalSim is robust to the difficulty of simulation.

6.1.2 Additional experiments. We perform further evaluations of CausalSim in the ABR environment. Due to space constraints, we summarize these results here and defer details to the appendix.

A more fine-grained evaluation. In the results above, we evaluate the performance of CausalSim and baselines using the distribution of buffer occupancy across the whole population. One way to further validate the results is to test whether they will hold on carefully partitioned sub-populations. In §C.3, we show that this is indeed the case when the sub-populations are partitioned according to the Min Round Trip Time (RTT), a network property that is independent of the selected ABR algorithm in Puffer.

Hyperparameters tuning. Counterfactual estimation (§3.3) is inherently an Out of Distribution (OOD) prediction task. Hence, typical supervised-learning hyper-parameter tuning methods do not work. In §C.4, we describe and evaluate CausalSim’s hyper-parameter tuning procedure.

Ground truth evaluation. Real data never comes with ground truth counterfactual labels. As a result, we cannot evaluate CausalSim’s simulations for each time step in real data, but we can do this in a synthetic environment. In §D.3,
we evaluate CausalSim using ground truth counterfactual labels and show that it still outperforms baselines. Specifically, CausalSim achieves a MAPE of (~5%) which is significantly lower than both ExpertSim’s and SLSim’s (~10%).

6.2 Learning ABR policies with CausalSim

We observed how CausalSim can simulate a real-world ABR environment more accurately compared to baselines, and therefore better evaluate newly proposed algorithms. We now take these experiments one step further and ask can CausalSim be used to design better policies using offline trace data?

Recent work has shown that reinforcement learning (RL) algorithms can learn strong ABR policies by learning through interactions with the environment [46]. Could we use a CausalSim model to train high-performance ABR policies without direct environment interaction? Ideally, we would investigate this by training RL policies with each simulator trained on the Puffer dataset, and would evaluate the policies on the running Puffer framework. The authors of Puffer point out, however, that it took 8 months of continual data collection to be able to dial down the statistical variance in the results and make statistically significant comparisons between ABR policies. As such, we decided to carry out an initial experiment in the aforementioned synthetic ABR environment. This allows us to rapidly evaluate policies across a large number of network traces, and importantly, to compare policies on the same set of traces eliminating an important source of variability. Our synthetic environment uses a basic model of congestion control. It captures the relationship between chunk size and achieved throughput for paths with different capacity and RTT, and it uses a statistical model to generate a wide variety of network capacity behavior (e.g., different average bandwidth, variability, etc.). We build a CausalSim model using traces from a “simulated RCT” on the synthetic environment. For a full explanation of the simulation setup, network capacity generation procedure, and the simulated policies, refer to §D.4 in the appendix.

Performance Metric. ABR algorithms are typically evaluated through QoE metrics [67]. Assuming the chosen bitrate at step $t$ was $q_t$, the download time was $d_t$, and the buffer was $b_t$, we use the following QoE definition:

$$QoE_t = q_t - |q_t - q_{t-1}| - \mu \cdot \max(0, d_t - b_{t-1})$$

This QoE metric captures three goals (in succession): 1) Stream in high quality, 2) Maintain a stable quality, 3) Avoid rebuffering. Better policies yield higher QoE values, where an ideal QoE is equal to the max bitrate.

6.2.1 How to train policies via simulators? To train the RL agent, we take a set of logged trajectories where the source policy was MPC and feed them to CausalSim. In each step, CausalSim will predict the next counterfactual observation and reward, and the RL agent will choose the next counterfactual action based on that observation. This process repeats until this simulated session is over, after which the counterfactual trajectory is used to train the RL agent. For the RL algorithm, we utilize the Advantage Actor Critic (A2C) method, a prominent on-policy algorithm, along with Generalized Advantage Estimation (GAE). For a detailed description of the setup and hyperparameters refer to §D.6.

6.2.2 Does CausalSim train better policies? Figure 5a plots the CDF of average session QoE that each policy attains. Here, Real Environment refers to training directly with the synthetic ABR environment, and CausalSim, ExpertSim and SLSim refer to policies trained by using each of these simulators. CausalSim trains policies nearly as well as training directly on the environment, while ExpertSim and SLSim fail to provide robust policies across all sessions. Figure 5b plots the CDFs for the high RTT (above 300 ms) clients, where the gap between CausalSim and the baseline simulators is even larger.

In this environment, chunk are downloaded according to a slow start model, where congestion control must ramp up its window size over several RTTs before the download rate can reach the available bandwidth. As a result, downloads of smaller chunks (with lower bitrates) incur a noticeable overhead, particularly on high-RTT paths. This overhead becomes less apparent as chosen bitrates become larger. Biased simulators such as SLSim and ExpertSim, which assume all actions lead to the same observed bandwidth, overestimate the achieved rate when counterfactual bitrates are smaller than factual ones (chosen by the source policy) and underestimate it when the counterfactual bitrates are larger. Since the source policy is conservative and tends to choose low bitrates, ExpertSim and SLSim find larger bitrates to be undesirable in the QoE trade-off. This can be seen in Figure 5c, which visualizes the 3 aspects of QoE in terms of rebuffering rate and the smoothed bitrate, i.e., the chosen bitrates with the smoothness penalty. Notice how policies trained on the real environment and CausalSim utilize the network by 200 kbps more than other policies. The extra rebuffering that CausalSim incurs is negligible compared to the extra bitrate: 5.9 seconds every hour.

6.3 Server Load Balancing

We now apply CausalSim to a second use case, server load balancing, to evaluate its versatility.

6.3.1 Environment Setup and Simulation Dynamics. We consider a Load Balancing problem with heterogeneous servers. This synthetic environment consists of $N = 8$ servers (and a queue for each) with different processing powers, a load balancer, and a series of jobs that need to be processed on these servers. Each job has a specific size which is unknown to the load balancer. Each server can process jobs at a specific rate $\{r_i\}_{i=1}^N$, which is also unknown to the load balancer. The load balancer receives jobs and must assign them to one of $N$ servers. Assuming the $k^{th}$ arriving job has size $S_k$ and gets assigned to server $a_k$, the job processing time will be $S_k / r_{a_k}$. 
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from other training policies. Note that while we observe the processing time of each job, the actual size of the job is not observed, i.e., it is the latent state in this problem. For both CausalSim and the baseline, we assume access to $T_{\text{system}}$ and focus on the more challenging task of estimating the mediator quantities $m_i^t$ for $i \leq 5000$, and $t \leq 1000$. In load balancing, the mediator quantity which mediates the effect of the latent state (job size) on the observations (latency) is the processing time. In other words, the counterfactual task is to estimate the processing time of a job on servers other than the one that it actually ran on (without knowing either the job size or the server processing rates).

In the absence of an expert baseline analogous to that of the ABR experiments, we compare CausalSim against SLSim. Specifically, in this adapted variant of SLSim, the input to the neural network is the observed processing time and the target server, and its output is the processing time under the targeted server. Despite its simplicity, this setup presents an interesting challenge for SLSim. While training the observed and target processing time are always the same, and hence it is almost impossible for SLSim to learn the true dynamics (e.g., the server’s underlying processing power). As we show next, CausalSim sidesteps this problem by estimating policy invariant latent states. For details regarding the network architecture and training details for both SLSim and CausalSim, refer to Table 7 in the appendix.

**Performance Metric.** We compare CausalSim and SLSim predictions with the underlying ground truth through the Mean Absolute Percentage Error (MAPE) metric. Let $\hat{p} = \{\hat{p}_i\}_{i=1}^N$ and $p = \{p_i\}_{i=1}^N$ denotes the vectors of predicted and ground truth quantity of interest, respectively. Then, MAPE is defined as:

$$\text{MAPE}(p, \hat{p}) = \frac{100}{N} \sum_{i=1}^N \frac{|\hat{p}_i - p_i|}{p_i}.$$
Figure 7: Two-dimensional histogram heatmap of CausalSim extracted latent state vs. latent job sizes.

6.3.3 Can CausalSim Faithfully Simulate New Policies? As is done in the ABR case studies, we train CausalSim and SLSim models based on a dataset generated using all policies except one, which will be the target policy. We use the same hyperparameter tuning approach explained in §C.4. We carry out this evaluation on eight target policies. We evaluate the performance for each pair of source-target policies, as was done in §6.1. In total, we have 120 different source/target policy pairs.

In Figure 6a and Figure 6b, we show the CDF of the MAPE of estimating the processing time and the latency, respectively, using both CausalSim and SLSim. As evident in these two figures, CausalSim’s error is significantly lower than that of SLSim for both the processing time and latency. In particular, the average MAPE when estimating processing time/latency is 27.1%/29.1% for CausalSim and 102.4%/240.8% for SLSim.

Further evidence of the accuracy of CausalSim counterfactual predictions is illustrated in Figure 6c and Figure 6d. Specifically, the two figures show the distribution of the actual and estimated (using CausalSim and SLSim) processing time and latency under the Power of Two policy using the random policy as the source policy. The two figures show how well CausalSim estimates the performance of a target policy, as its estimates distribution is virtually identical to the actual distribution. In contrast, SLSim overestimates these quantities.

6.3.4 Does CausalSim Faithfully Infer Latent States? We test the claim that estimating the exogenous latent state and using it to predict the next state was indeed the key to producing accurate counterfactual predictions, as the architecture of CausalSim suggests. To do so, we compare CausalSim’s estimated latent state with the underlying job sizes—the job size is indeed the latent state that dictates the dynamics in the load balancing environment. We find that the estimated latent states and the job sizes are highly correlated, as illustrated in Figure 7, with a PCC of 0.994. This demonstrates that CausalSim can learn faithful representations of true latent states.

7 RELATED-WORK

Data-driven simulation and policy evaluation in systems and networking. Packet level simulators [17, 26, 40] tend to sacrifice either scalability or accuracy when simulating large networks. Recent research combines machine learning with packet-level modeling to improve speed and accuracy of datacenter [69] and wide-area network [10] simulators. For instance, MimicNet [69] uses full fidelity simulation of a small portion of a datacenter to learn a mimic model, and replaces other portions of datacenter with the mimic to improve simulation speed. However, it avoids bias by requiring the full fidelity simulation in the training step to have the same configuration (e.g. congestion control protocol and workload) as the whole datacenter simulation step. There has been a surge in the use of data-driven optimization in network systems [45–47] to propose superior control algorithms. These works often evaluate their proposals on a set of traces, but trace-driven evaluation can be problematic [12, 65] because of the skews in the traces caused by the logging strategy and also the lack of coverage for certain sub-populations. Re-weighting schemes such as like Inverse Propensity Scoring [28] aim to mitigate the aforementioned skew, by accounting for the difference between the logging and the evaluation policy [32, 41]. Re-weighting schemes suffer from variance, especially in long trajectories, if the logging and evaluation policies are not similar. Furthermore, these schemes typically rely on random data collection policies, which are unrealistic to run in many production network settings. Doubly Robust techniques [12] aim to reduce both variance and bias by combining model-based and re-weighting based methods. Generally, such policy evaluation methods cannot respond to counterfactual questions at sub population or personalized levels, such as a single trajectory. What-If Scenario Evaluator (WISE) [62] builds a Causal Bayesian Network from the data that is able to answer what-if (intervention) questions. However, their method requires no latent confounding variables in the problem setting.

Unlike policy evaluation methods, CausalSim can do counterfactual estimation, with which one can do policy evaluation as well. Recent work [59] assumes a known latent bandwidth process in a synthetic environment to motivate counterfactual estimation for ABR simulation and identify latent bandwidth as a confounder, but fails to come up with a general solution. Causal Inference. Identifying causal relationships from observational data is a critical problem in many domains [25], including medicine [50], epidemiology [54], economics [31], and education [20]. Indeed, identifying causal structure and answering causal inference queries is an emerging theme in different machine learning tasks recently, including computer vision [66, 68], reinforcement learning [3, 22], fairness [23], and time-series analysis [4] to name a few. One important aspect about causal inference is its ability to answer counterfactual queries. For such queries, many methods were developed; where some approaches are motivated by Pearl’s structural causal model [52], and by Rubin’s potential
outcome framework [56]. We refer the interested reader to recent surveys such as [25] and references therein for an overview of recent advances in our ability to infer causal relationships from observational data.

Another related line of work within this literature is synthetic controls and its extension synthetic interventions, which aims to build synthetic trajectories of different units (e.g., individuals, geographic locations) under unseen interventions by appropriately learning across observed trajectories [1, 2, 6–9]. However, these approaches assume a static set of intervention and do not apply to our setting.

8 CONCLUDING REMARKS

CausalSim provides a simple and general solution for unbiased trace-driven simulation of network protocols, as we showcase in this paper using both synthetic and real-world data. The success of this approach has many implications. One major implication is that RCT data can be harnessed to provide a more robust and accessible benchmark for researchers to evaluate new algorithms. Further, our evaluations with synthetic data show that CausalSim provides accurate point-wise counterfactual predictions; this suggests that one may be able to use CausalSim to design and evaluate personalized policies for specific scenarios/users.

CausalSim is successful in problems with low-dimensional states. Evaluating it in problems with a higher-dimensional latent factors is an avenue for empirical work.

Moreover, in §4.2 and further in §A, we took an important step in identifying requirements for CausalSim to work, i.e. observation dimensionality and policy requirements. However, the theoretical method and its analysis was only exploiting the invariance of the mean of the latent factors, while the invariance property holds for the distribution of latent factors in an RCT. We believe that exploiting invariance of higher moments can relax the current assumptions needed in our analysis, which we leave as an interesting theoretical future work.
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APPENDIX A TENSOR COMPLETION WITH POLICY INVARIANCE

Here, we discuss a more generic version of the problem considered in §4 from the lens of tensor completion. Specifically, in Section 4 we considered simplified setting where the observed mediator were considered to be of one dimensional. Here, we shall consider higher dimensional observed mediator. This, naturally suggests using the lens of Tensor instead of Matrix completion. We will also discuss how higher dimensional observed mediator can enable recovery of more complex system dynamics or model compared to the simple solution we discussed in Section 4 for rank 1 setup.

Potential Outcomes Tensor. As considered in Section 4 let all possible actions be denoted as \([A] = \{1, ..., A\}\) for some \(A \geq 2\). Let the observed mediator be of \(D\) dimension. As before, we have \(N\) traces or trajectories of interest with trace or trajectory \(i \in [N]\) being of length \(H_i \geq 1\) time steps. As before, let \(U = \sum_{i=1}^{N} H_i\).

Consider an order-3 tensor \(M\) of dimension \(A \times U \times D\), where \(M = \{m_{\alpha \beta \gamma}: \alpha \in [A], \beta \in [U], \gamma \in [D]\}\) with \(m_{\alpha \beta \gamma}\) corresponds to the \(y\)th co-ordinate of the \(D\)-dimensional mediator corresponding to action \(a_t = \alpha \in [A]\) when exogenous latent state is \(u_t\) with \(\beta\) corresponding to enumeration of \((i, t)\) for some \(i \in [N]\) and \(t \leq H_i\). Recall that, as explained in Section 4, all possible \((i, t): t \leq H_i, i \in [N]\) are mapped to an integer in \([U]\). We call this tensor \(M\) as the Potential Outcomes Tensor.

Indeed, if we know \(M\) completely, then we can answer the task of simulation or counter factual estimation well since we will be able to estimate the mediator for each trajectory under a given possible sequence of counterfactual actions, and subsequently estimate the counterfactual observation (assuming we could learn the \(F_{\text{system}}\)).

We shall assume that there are \(P \geq 1\) policies under which these traces were observed. In particular, each trajectory was observed under one of these \(P\) policies and the assignment of policy to the trajectory was done uniformly at random. Define \(\Pi_p \subset [U]\) as collection of indices corresponding to trajectories \(i \in [N]\) and their times \(t \leq H_i\) where trajectory \(i\) was assigned policy \(p\) for \(p \in [P]\). Let \(U_p = |\Pi_p|\).

Tensor factorization, low CP-rank. The tensor \(M\) admits (not necessarily unique) factorization of the form: for any \(\alpha \in [A], \beta \in [U], \gamma \in [D]\)

\[
m_{\alpha \beta \gamma} = \sum_{t=1}^{r} x_{\alpha t} y_{\beta t} z_{\gamma t}, \tag{9}
\]

for some \(r \geq 1\). For any tensor, such a factorization exits with \(r\) at most \(\text{poly}(A, U, D)\).

Assumption 1 (low-rank). We shall make an assumption that \(r\) is small, i.e. does not scale with \(A, U, D\) and specifically a small constant.

Assumption 2 (sufficient measurements). We shall assume that number of measurements per instance, \(D\), is at least as large as the underlying rank \(r\) of the tensor \(M\), i.e. \(D \geq r\).

Distributional invariance and RCT. As before, we shall assume that the distribution of exogenous latent states is invariant across policies due to random assignment of policies to trajectories in the setup of RCT. In the context of the tensor \(M\), this corresponds to the distribution invariance of factors \(y_{\beta} \in \mathbb{R}^r\) over \(\beta \in \Pi_p\) for any \(p \in [P]\). Concretely, for any \(p \neq p' \in [P]\) and \(t \in [r]\), we have

\[
\frac{1}{U_p} \sum_{\beta \in \Pi_p} y_{\beta t} \approx \frac{1}{U_{p'}} \sum_{\beta' \in \Pi_{p'}} y_{\beta' t}. \tag{10}
\]

More generally, any finite moment (not just first moment or average) of exogenous latent states should be empirically invariant across policies. As in Section 4, we would like to utilize property (10) to estimate the tensor \(M\).

A Simple Estimation Method and When It Works. We describe a simple method that can recover entire tensor as long as rank \(r \leq D\). For simplicity, we shall assume \(r = D\) (the largest possible rank for which method will work). By (9), for a given fixed \(\alpha \in [A]\) and across \(\beta \in [U], \gamma \in [D]\),

\[
m_{\alpha \beta \gamma} = \sum_{t=1}^{r} y_{\beta t} z_{\gamma t}, \tag{11}
\]

where \(\hat{z}_{\gamma t} = x_{\alpha t} z_{\gamma t}\). Since \(D = r\), the matrix \(\hat{Z}_\alpha = \{\hat{z}_{\gamma t}: \gamma \in [D], t \in [r]\}\) is a square matrix. With this notation, we have that for any fixed \(\alpha \in [A]\), the matrix \(M^\alpha = \{m_{\alpha \beta \gamma}: \beta \in [U], \gamma \in [D]\}\) is \(\mathbb{R}^{U \times D}\) (or \(\mathbb{R}^{U \times r}\) since \(r = D\)) and can be represented as

\[
M^\alpha = Y \hat{Z}_\alpha T, \tag{12}
\]

where \(Y = \{y_{\beta t}: \beta \in [U], t \in [r]\} \in \mathbb{R}^{U \times r}\).

Assumption 3 (full rank). We shall assume that the \(D \times D\) (i.e. \(r \times r\)) square matrices \(\hat{Z}_\alpha\) for each \(\alpha \in [A]\) are full rank and hence invertible.

The Assumption 3 implies that \(Y = M^{\alpha}(\hat{Z}_\alpha T)^{-1}\) for all \(\alpha \in [A]\).

For policy \(p \in [P]\), indices \(\beta \in \Pi_p\) are relevant. For a given \(\beta \in \Pi_p\), if the policy \(p\) utilized action \(\alpha \in [A], m_{\alpha \beta} \in \mathbb{R}^D\) is observed. To that end, let \(\Pi_{p, \alpha} = \{\beta \in \Pi_p : \text{policy utilized action } \alpha\}\). Let \(U_{p, \alpha} = |\Pi_{p, \alpha}|\) for any \(\alpha \in [A]\). Then, define \(Y_{p, \alpha} = \{y_{\beta t}: \beta \in \Pi_{p, \alpha}, t \in [r]\}\) and \(M_{p, \alpha} = \{m_{\alpha \beta \gamma}: \beta \in \Pi_{p, \alpha}, \gamma \in [D]\}\). Then we have \(Y_{p, \alpha} = M_{p, \alpha}(\hat{Z}_\alpha T)^{-1}\).
Therefore, for any $\ell \in [r = D]$, 
\[
\sum_{\beta \in \Pi_{p,\alpha}} y_{\beta \ell} = 1^{p,\alpha,T} Y_{p} \epsilon_{\ell} = 1^{p,\alpha,T} M^{\alpha,p} (\tilde{Z}^{\alpha,T})^{-1} \epsilon_{\ell},
\]  
(13)
where $1^{p,\alpha} \in \mathbb{R}^{U_{p,\alpha}}$ is vector of all 1s, and $\epsilon_{\ell} \in \mathbb{R}^{r}$ be vector with all entries 0 but the $\ell$ $\in [r]$th co-ordinate 1.

Then, for any $\ell \in [r]$ and $p \in [P]$, 
\[
\frac{1}{U_p} \sum_{\beta \in \Pi_{p,\alpha}} y_{\beta \ell} = \frac{1}{U_p} \sum_{\beta \in \Pi_{p,\alpha}} 1^{p,\alpha,T} M^{\alpha,p} (\tilde{Z}^{\alpha,T})^{-1} \epsilon_{\ell} = \frac{1}{U_p} \sum_{\alpha \in [A]} \sum_{\beta \in \Pi_{p,\alpha}} 1^{p,\alpha,T} M^{\alpha,p} (\tilde{Z}^{\alpha,T})^{-1} \epsilon_{\ell} = \sum_{\alpha \in [A]} M^{\alpha,p} (\tilde{Z}^{\alpha,T})^{-1} \epsilon_{\ell},
\]  
(14)
where $M^{\alpha,p} = \left( \frac{1}{U_p} \sum_{\beta \in \Pi_{p,\alpha}} 1^{p,\alpha,T} M^{\alpha,p} \right) \in \mathbb{R}^{1 \times r}$ is an observed quantity, while $\tilde{Z}^{\alpha,T}$ is unknown. Using (14) and (10), we obtain that for any $\ell \in [r]$ and $p \neq p' \in [P]$, 
\[
\sum_{\alpha \in [A]} M^{\alpha,p} (\tilde{Z}^{\alpha,T})^{-1} \epsilon_{\ell} \approx \sum_{\alpha \in [A]} M^{\alpha,p'} (\tilde{Z}^{\alpha,T})^{-1} \epsilon_{\ell}.
\]  
(15)
Let $\tilde{z}^{\alpha,\ell} = (\tilde{Z}^{\alpha,T})^{-1} \epsilon_{\ell} \in \mathbb{R}^{r}$ be the $\ell$th column vector of $r \times r$ matrix $\tilde{Z}^{\alpha,T}$. Then (15) implies that for any $\ell \in [r]$ and $p \neq p' \in [P]$, 
\[
\sum_{\alpha \in [A]} (M^{\alpha,p} - M^{\alpha,p'}) \tilde{z}^{\alpha,\ell} = 0.
\]  
(16)
Thinking of a flatten vector $z \in \mathbb{R}^{Ar^{2}}$ obtained by concatenating $r$-dimensional vectors $\tilde{z}^{\alpha,\ell}$ across $\alpha \in [A]$ and $\ell \in [r]$, (16) can be re-written as, for any $p \neq p' \in [P]$, 
\[
v^{p,p'} \epsilon_{T} Z \approx 0,
\]  
(17)
where $v^{p,p'} \in \mathbb{R}^{Ar^{2}}$ is vector formed using entries from $M^{\alpha,p} - M^{\alpha,p'}$ across $\alpha \in [A]$ and stacking them up appropriately. By definition, $v^{p,p'}$ is observed quantity for each $p \neq p' \in [P]$. Now if we consider $P-1$ equations produced by considering pair of policies $(1,2),(2,3),..., (P-1,P)$ in (17), by design they are non-redundant linear equations. Let matrix $V \in \mathbb{R}^{P-1 \times Ar^{2}}$ be formed by stacking $v^{1,2},...,v^{P-1,P}$.

**Assumption 4 (policy requirements).** Let $P \geq Ar^{2} + 1$ and the rank of $V = Ar^{2} - 1$.

Under Assumption 4, it follows that we can uniquely (up to scaling) recover $z$ by solving for system of linear equation $Vz = 0$ as the null space of $V$ is of dimension 1.

Once we know $z$, i.e. by undoing flattening, we obtain $(\tilde{Z}^{\alpha,T})^{-1}$ for each $\alpha \in [A]$. Since for each policy $p \in [P]$ and $\alpha \in [A]$, $Y_{p,\alpha} = M^{\alpha,p} (\tilde{Z}^{\alpha,T})^{-1}$ and we observe $M^{\alpha,p}$, we can recover $Y_{p,\alpha}$ and hence subsequently $Y \in \mathbb{R}^{U \times r}$.

By (12), we can now recover slice of tensor $M$, the $M^{\alpha}$ for each $\alpha \in [A]$, and hence we can recover entire tensor $M$ as desired.

**APPENDIX B CAUSAL SIM’S ALGORITHM**

Algorithm 1 provides a detailed description of CausalSim’s training procedure.

**Algorithm 1 CausalSim Training**

1. initialize $g_{\psi}$ to represent the action encoder
2. initialize $E_{0}$ to represent the latent factor extractor
3. initialize $\Phi_{r}$ to represent the function $\Phi$
4. initialize $P_{\psi}$ to represent $F_{\text{system}}$
5. initialize $W_{r}$ to represent the policy discriminator
6. initialize hyper-parameters $\kappa, \delta$
7. initialize batch size $b$
8. initialize learning rates $\eta_{1}, \eta_{2}, \eta_{3}, \eta_{4}, \eta_{5}$
9. initialize hyper-parameter $num\_train\_it, num\_disc\_it$
10. initialize dataset $D \leftarrow \{(o_{i,m_{i},a_{i}})\}_{i=1}^{m}$ from an RCT
11. for $num\_train\_it$ do
12. for $num\_disc\_it$ do
13. sample batch $B \leftarrow \{(o_{i,m_{i},a_{i}})\}_{i=1}^{b}$
14. for $l=1,2,...,b$ do
15. $u_{l} \leftarrow E_{0}(m_{l},a_{l})$
16. end for
17. $y = y - \eta_{1} \cdot \nabla_{y} \left[ \frac{1}{\kappa} \sum_{l=1}^{b} \log W_{r}(m_{l},u_{l}) \right]$
18. end for
19. sample batch $B \leftarrow \{(o_{i+1,m_{i},a_{i}})\}_{i=1}^{b}$
20. for $l=1,2,...,b$ do
21. $u_{l} \leftarrow E_{0}(m_{l},a_{l})$
22. $m_{l} \leftarrow \Phi_{r}(g_{\psi}(a_{l}),u_{l})$
23. end for
24. $L_{\text{disc}} \leftarrow \frac{1}{\kappa} \sum_{l=1}^{b} \log W_{r}(m_{l},u_{l})$
25. $L_{\text{pred}} \leftarrow \frac{1}{\kappa} \sum_{l=1}^{b} \left( o_{i+1,m_{l},a_{l}} - P_{\psi}(a_{l},m_{l},u_{l}) \right)^{2} + \delta (m_{l} - \bar{m}_{l})^{2}$
26. $L_{\text{total}} \leftarrow L_{\text{disc}} - \kappa \times L_{\text{pred}}$
27. $\psi = \psi - \eta_{2} \cdot \nabla_{\psi} L_{\text{pred}}$
28. $\theta = \theta - \eta_{3} \cdot \nabla_{\theta} L_{\text{total}}$
29. $\phi = \phi - \eta_{4} \cdot \nabla_{\phi} L_{\text{total}}$
30. end for
APPENDIX C  REAL-WORLD ABR

C.1 Comprehensive results

Figure 8 compares CausalSim predictions with ExpertSim and SLSim baselines in all possible source/left-out policy pairs.

C.2 What makes a simulation scenario easy/hard?

Figure 8 shows source, target, and simulated buffer level distributions in all possible source/target scenarios of the Puffer dataset. In about 30% of these scenarios, which we call easy scenarios, all simulators perform well. However, in about 70% of the source/target scenarios, which we call hard simulation scenarios, baseline predictions are highly biased towards the source distributions. In these hard scenarios, CausalSim is able to de-bias the trajectories and its predictions match target distribution pretty well. So it is natural to wonder what makes a simulation scenario easy/hard?

An easy simulation scenario happens when source and target policies take similar actions. Similar action means that the factual achieved throughput (of the source policy) is similar to the counterfactual achieved throughput (of the target policy). This is what both ExpertSim (explicitly) and SLSim (implicitly) assume for doing simulation. Making this assumption is the core reason their simulations are biased in hard cases, where source and target policies take different actions, as we discussed in detail in §2.1.3.

Figure 9 validates our reasoning for difficulty of a simulation scenario. X axis shows the mean absolute difference between source and simulation actions (bitrates) when simulating with SLSim in a specific source/target scenario. Y axis shows EMD (Our performance metric for simulation, action for a single step. In other words, there is no way to get

ground truth for individual counterfactual predictions in the observational data, which is referred to as the fundamental problem of Causal Inference[27]. This is the reason we evaluated predictions on a distributional level.

However, there is a way to evaluate CausalSim’s predictions at a more fine-grained level. Instead of evaluating the predicted distribution of buffer occupancy across the whole population, we can evaluate on certain sub-populations of users. The only requirement is that the way we select these sub-populations should be statistically independent of the ABR algorithm. For example, we can partition users by a metric such as Min RTT, which is independent of the policy chosen for each user in the RCT. Min RTT is an inherent property of a network path⁹, and we would expect Min RTT distribution to be the same for users assigned to different ABR policies.

We use the MinRTT to create the following four sub-populations:

1. Sub1: users with Min RTT < 35ms
2. Sub2: users with 35ms ≤ Min RTT < 70ms
3. Sub3: users with 70ms ≤ Min RTT < 100ms
4. Sub4: users with 100ms ≤ Min RTT

Now, we can ask questions of the following type: had the users in sub-population two, who were assigned the source ABR algorithm, instead used the left-out ABR algorithm, what would the distribution of their buffer level look like? As the ground truth answer to this question, we can use the buffer level distribution of users in sub-population two assigned to the left-out policy.

Figure 10b shows the CDF of CausalSim’s EMD when simulating the left-out ABR algorithm over the whole population, and each of the above sub-populations. We can see that the EMD achieved for sub-populations is similar to the whole population, indicating that CausalSim’s predictions are good across all sub-populations. This further suggests that even at surgically small subpopulations, CausalSim maintains accuracy, and does not overfit to whole distribution.

C.4 How to Tune CausalSim’s Hyper-parameters?

Counterfactual prediction is not a standard supervised learning task that optimizes in-distribution generalization. Rather, it is always an OOD generalization problem, i.e., we collect data from a training policy (distribution 1), and want to accurately simulate data under a different policy (distribution 2). Since we do not use data from the test policy when we train CausalSim, we use the following natural proxy for tuning hyper-parameters: Simulating ABR algorithms in the training data using trajectories of other ABR algorithms in the training data. This of course can be viewed as an OOD problem as

---

⁹This is true to a first order approximation, if we ignore the possibility that a video streaming session drives up queueing delays throughout the course of a video, thereby inflating the observed Min RTT.
Figure 8: Buffer level distribution of source, target, CausalSim predictions, and baseline predictions across all source/target scenarios.
Figure 9: Simulation difficulty is related to how different counterfactual actions are from factual ones. This figure shows scatterplot of EMD versus mean absolute bitrate difference, for ExpertSim and SLSim, over all possible source left-out pairs. The pink cluster signifies the ‘easy’ scenarios and the green cluster signifies ‘hard’ ones.

Figure 10: Top: validation EMD and test EMD are highly correlated. This justifies our hyper-parameter tuning strategy. Bottom: Comparing the distribution of CausalSim EMDs in the whole population with smaller sub-populations with ExpertSim and SLSim.

C.5 Dataset & Algorithms
Our trajectories in the real-world (Puffer) data come from the time span of August 1, 2020 until May 15, 2021. In this period of time, 5 ABR algorithms appear consistently and are listed in Table 1. Each trajectory is an active client session streaming a live TV channel. We used trajectories with a minimum length of 500 chunks to filter out short-lived sessions. The observed throughputs are in the range of 200Kbps to 300Mbps. Since the highest quality chunks rarely surpass 7Mbps, paths with higher bandwidth will always stream the highest quality chunks under all policies. Hence we only use trajectories with less than 7Mbps of average observed bandwidth.

To test out CausalSim, we need to simulate the streaming session using a different algorithm than the one that was actually used in that session. This requires implementation of the ABR algorithms. However, Fugu’s implementation needs access to the history of the streaming session’s Transmission Control Protocol (TCP) info, which is not fully logged in the data-set. More specifically, our attempts for reconstructing Fugu’s chosen chunk sizes fail to match the logged ones in the data-set. Therefore, we do not consider Fugu-2019 or Fugu-CL as candidates for left-out algorithms.
CausalSim: Unbiased Trace-Driven Network Simulation

We use MLPs as the neural network structures for CausalSim models and the SLSim model. All implementations use the Pytorch [51] library. Table 2 is a comprehensive list of all hyperparameters used in training.

APPENDIX D SYNTHETIC ABR

As explained in §6.1.2, we also evaluate CausalSim in a synthetic ABR environment, in which we can obtain ground truth for individual counterfactual predictions on a step-by-step basis for a trajectory. In these experiments, we also use a larger set of policies than available in the real data.

D.1 Simulation Dynamics

In each simulated training session, we start with an empty playback buffer and a latent network path characterized by an RTT and a capacity trace. In each step, an ABR algorithm chooses a chunk size, which is transported over this network path to the client as the buffer is depleting. Once the user receives the chunk, the buffer level increases by the chunk duration. This simple system can be modeled as follows:

\[ b_{t+1} = \min(b_t - d_t, 0) + c \]  \hspace{1cm} (18)

where \( b_t, d_t \), and \( c \) refer to the buffer level at time step \( t \), the download time of the chunk at time step \( t \), and the chunk video length in seconds, respectively. Streaming the next chunk is started immediately following receiving the previous one, except when the buffer level surpasses a certain value (in our case, 10 seconds to mimic a live-stream ABR setting). To compute \( d_t \), we model the transport as a TCP session with an Additive Increase - Multiplicative Decrease (AIMD) congestion control mechanism with slow start. For every chunk, the TCP connection starts from the minimum window size of 2 packets and increases the window according to slow start. Therefore, it takes the transport some time to begin fully utilizing the available network capacity. The overhead incurred by slow start depends on the RTT and bandwidth-delay product of the path. When downloading chunks with large sizes, the probing overhead is minimal but it can be significant for small chunks. Therefore, as we observed in the Puffer data, the throughput achieved for a given chunk in this synthetic simulation depends on the size of the chunk.

Our simulation consists of 5000 to 16000 trajectories, for each of whom a policy is randomly chosen from the list of available policies. For a full explanation of the simulation setup, network capacity generation procedure, and the simulated policies, refer to §D.4.

Performance Metric: We compare CausalSim predictions with ground truth counterfactual trajectories, via the Mean Squared Error (MSE) distance between the two time series:

\[ \text{MSE}(p,q) = ||p - q||_2^2 \]  \hspace{1cm} (19)
Table 2: Training setup and hyperparameters for the real-world ABR experiment

| Model                  | Hyperparameter   | Value               |
|------------------------|------------------|---------------------|
| SLSim (1 network)      | Hidden layers    | (128, 128)          |
|                        | Hidden layer Activation function | Rectified Linear Unit (ReLU) |
|                        | Output layer Activation function | Identity mapping |
|                        | Optimizer        | Adam [36]           |
|                        | Learning rate    | 0.001               |
|                        | $\beta_1$        | 0.9                 |
|                        | $\beta_2$        | 0.999               |
|                        | $\epsilon$       | $10^{-8}$           |
|                        | Batch size       | $2^{19}$            |
| CausalSim (3 networks) | $\kappa$         | $\{1, 5, 10, 15, 20, 25\}$ |
|                        | $\delta$         | $\{0\}$            |
|                        | num_train_it     | 5000                |
|                        | num_disc_it      | 10                  |
| SLSim                  | Training iterations | 10000              |

Here, $p = \{p_t\}_{t=1}^N$ and $q = \{q_t\}_{t=1}^N$ are time series vectors. Better predictions yield smaller MSE values, where an ideal MSE is 0.

D.2 Low-rank structure

As discussed in §4.1, we can formulate the counterfactual estimation problem in the context of matrix completion. For each time step, we know the chosen bitrate (action) and the achieved throughput (mediator). We also know the mediator is computed using a latent factor and the action. Suppose the latent factor is the network bottleneck capacity $c_t$.

$F_{\text{mediation}}$ describes how the achieved throughput (the mediator) relates to this latent factor. Intuitively, this should be a close-to-linear function, $m_t \approx c_t$. But it’s not exactly linear; for example, congestion control may under-utilize the network capacity for small transfers on high-RTT paths.

We form a matrix $M$, where the rows denote actions $a_t \in A$ and the columns denote the latent factors $u_t^i$ for each trajectory. The ‘factual’ data we have are single observed mediator values in each column, i.e for each step and each latent, we have observed the mediator from a single action. To estimate counterfactuals, we must complete the matrix. This modeling inherently assumes low-rank structure $M$, which results from $F_{\text{mediation}}$. However, we have no way of knowing the true $F_{\text{mediation}}$ in the Puffer dataset. But to get a sense for what it might look like and whether it’s plausible that $M$ is low rank, we can investigate this in a simple controlled ABR environment which confirms the low-rank assumption.

Let us consider a simple model of congestion control that allows us to compute the observed throughput. We describe this model in detail in §D.1, but the basic idea is to assume that for each chunk, the congestion control begins in slow start and ramps up its window size over several RTTs until it fills up the available capacity or the transfer completes. For this model, $F_{\text{mediation}}$ takes the following form:

$$
\text{Let } \hat{RTT} := \frac{RTT}{\ln(2)}
$$

$$
m_t = \begin{cases} 
    c_t & \text{if } s_t \geq \hat{RTT} \cdot (c_t - \hat{c}) \\
    1 + \frac{\frac{RTT \cdot \ln(s_t / (c_t + \hat{c}))}{s_t}}{\frac{RTT \cdot \ln(\frac{s_t}{RTT + 1})}{s_t}} & \text{otherwise}
\end{cases}
$$

where $s_t$ is the chunk size (which itself is determined by the bitrate chosen by ABR) and $\hat{c}$ is the starting download rate in the slow start algorithm (in our case, equal to 2 MTUs). We use this model to generate a version of $M$ with $A = 6$ actions and $U = 49000$ latent network conditions. We compute the singular value decomposition with the 6 singular values represented in non-increasing order ($\sigma_1 \geq \sigma_2 \geq \cdots \geq \sigma_6$). The total “energy” of matrix is given by sum of squares of these singular values. It turns out that $\frac{\sigma_1^2 + \sigma_2^2}{\text{total energy}}$ is more than 0.999. This suggests that most of the matrix is captured by its rank-2
We have 9 possible datasets and models. There are 8 possible associations with synthetic ABR suggest that $M$ is approximately rank 2.

As evident, both baselines suffer from inaccurate predictions lower than both ExpertSim’s and SLSim’s (CausalSim maintains a MAPE of 10%).

Figure 11: Singular values of potential outcome matrix $M$ associated with synthetic ABR suggest that $M$ is approximately low (= 2) rank.

D.3 Can CausalSim Faithfully Simulate New Policies?

Similar to our real-data evaluations, we train models based on training data generated using all policies except a left-out policy, for which the model does not observe any data. Although traces come from the same generative process, no two trajectories in the dataset collected with different policies share the exact same trace, as this would be an unrealistic data collection scenario. Given that we have 9 possible policies to leave out, we have 9 possible datasets and models. There are 8 possible groups of trajectories to choose as sources, based on the policy that generated them. In total this leaves 72 different combinations and scenarios. We use the same hyper-parameter tuning approach examined in §C.4. Figure 12a compares the CDF of MSE values resulting from CausalSim and the two baselines. As evident, both baselines suffer from inaccurate predictions and in some cases are catastrophically inaccurate. On the contrary, CausalSim maintains favorable performance, even in the tail of its MSE distribution. Figure 12b gives a closer look at the CDF curves. We see CausalSim dominates at every scale.

Figure 12c is a heatmap of the two dimensional histogram of CausalSim predictions and ground truths. A fully accurate prediction scheme would perfectly match the ground truth and only the diagonal of this histogram would be populated. CausalSim almost achieves that, indicating it produces accurate trajectories on a step-by-step basis.

Further, in Figure 13, we compare the the Mean Absolute Percentage Error (MAPE) of CausalSim, ExpertSim and SLSim predictions across all trajectories at each time step for the first 35 steps. Note that the error naturally accumulates for all three methods as we move froward in time. However, CausalSim maintains a MAPE of (~5.1%) which significantly lower than both ExpertSim’s and SLSim’s (~10%).

D.4 Data & Algorithms

Simulating a trajectory in our synthetic ABR environment needs three components:

- A video, with several bit-rates available. We use “Envivio-Dash3” from the DASH-246 JavaScript reference client [19].
- An ABR algorithm. We have a set of 9 policies to choose from, presented in Table 3.
- A network path, which is characterized by the latent network capacity and the path RTT.

We use random generative processes to generate network traces and RTTs. The RTT for a streaming session is sampled randomly, according to a uniform distribution:

$$rtt \sim Unif(10 \text{ ms}, 500 \text{ ms})$$

Our trace generator is a bounded Gaussian distribution, whose mean comes from a Markov chain. Prior work shows Markov chains are appropriate models for TCP throughput [60], and Gaussian distributions can model throughputs in stationary segments of TCP flows [44].

Concretely, at the start of the trace, the following parameters are randomly sampled:

- $v \sim Unif(30, 100)$
- $p = 1/v$
- $l, h \sim Unif(0.5, 4.5)$
- $s.t. \frac{h-l}{h+l} > 0.3$
- $s_0 \sim Unif(l, h)$
- $c_\sigma \sim Unif(0.05, 0.3)$

At each time step, the state remains unchanged with probability $1-p$ and changes otherwise. When changing, the next state is sampled from a double exponential distribution centered around the previous state:

$$\lambda = \text{solve}(1 - e^{\lambda - s_{t-1}} - e^{s_{t-1} - \lambda} = 0)$$

$$s_t = \text{DoubleExp}(s_{t-1}, \lambda)$$

The point for this specific transition kernel is that small changes in network capacity should be more likely than drastic changes. Finally, the network capacity $c_t$ in each step is sampled from a Gaussian distribution, defined by these parameters:

$$c_t \sim \text{Normal}(s_t, s_t \cdot c_\sigma)$$

D.5 Training setup

Similar to the real-world ABR experiment, we use MLPs as the neural network structures for CausalSim models and the SLSim model. Table 4 comprehensively lists all hyperparameters used in training.
Figure 12: **Left:** Distribution of CausalSim, ExpertSim, and SLSim MSEs over all possible source left-out pairs. **Middle:** The same figure with a smaller MSE range. In this magnified view, CausalSim clearly outperforms the baselines. **Right:** Two-dimensional histogram heatmap of CausalSim predictions vs. ground truth.

| Policies                      | Hyperparameter | Value                      | Used as source | Used as left out |
|-------------------------------|----------------|----------------------------|----------------|-----------------|
| BBA                           | Cushion        | 5                          | ✓              | ✓               |
|                               | Reservoir      | 10                         |                |                 |
| BOLA-BASIC                    | \( V \)        | 0.71 (Computed using puffer formula) | ✓              | ✓               |
|                               | \( \gamma \)   | 0.22 (Computed using puffer formula) |                |                 |
|                               | Utility function | ln(chunk sizes) (As used in BOLA paper[58]) |                |                 |
| Random                        | -              | -                          | ✓              | ✓               |
| BBA-Random mixture 1          | Cushion        | 5                          | ✓              | ✓               |
|                               | Reservoir      | 10                         |                |                 |
|                               | Random choices | 50%                        |                |                 |
| BBA-Random mixture 2          | Cushion        | 10                         | ✓              | ✓               |
|                               | Reservoir      | 20                         |                |                 |
|                               | Random choices | 50%                        |                |                 |
| MPC                           | Lookback length | 5                          | ✓              | ✓               |
|                               | Lookahead length | 5                          |                |                 |
|                               | Rebuffer penalty | 4.3                        |                |                 |
|                               | Throughput estimate | Harmonic mean |                |                 |
| Rate-based                    | Lookback length | 5                          | ✓              | ✓               |
|                               | Throughput estimate | Harmonic mean |                |                 |
| Optimistic Rate-based         | Lookback length | 5                          | ✓              | ✓               |
|                               | Throughput estimate | Max |                |                 |
| Pessimistic Rate-based        | Lookback length | 5                          | ✓              | ✓               |
|                               | Throughput estimate | Min |                |                 |

**Table 3:** ABR algorithms used in the synthetic ABR experiments.
### CausalSim: Unbiased Trace-Driven Network Simulation

**Preprint under review**

| Model          | Hyperparameter                        | Value          |
|----------------|---------------------------------------|----------------|
| SLSim (1 network) | Hidden layers (SLSim)                 | (128, 128)     |
| CausalSim (4 networks) | Hidden layers (CausalSim: Extractor, Discriminator and $F_{system}$) | (128, 128)     |
| CausalSim (4 networks) | Hidden layers (CausalSim: Action encoder) | (64, 64)       |
| Rank $r$       |                                       | 2              |
| Hidden layer Activation function | CausalSim | ReLU          |
| Output layer Activation function | CausalSim | Identity mapping |
| Optimizer      | SLSim                                 | Adam [36]      |
| Learning rate  | SLSim                                 | 0.0001         |
| $\beta_1$      |                                       | 0.9            |
| $\beta_2$      |                                       | 0.999          |
| $\epsilon$     |                                       | $10^{-8}$      |
| Batch size     |                                       | $2^{15}$       |
| $\kappa$       | CausalSim                              | [0.01, 0.1, 1, 10, 100] |
| $\delta$       | CausalSim                              | [0, 1]         |
| Training iterations (num_train_it) | SLSim | 20000         |
| num_disc_it     | SLSim                                 | 10             |
| Training iterations | SLSim | 20000         |

**Table 4: Training setup and hyperparameters for the synthetic ABR experiments.**

![Figure 13: A time series plot of the Mean Absolute Percentage Error (MAPE) across all trajectories, for CausalSim, ExpertSim and SLSim predictions. Notice how errors can aggregate in trajectory simulation.](image)

**D.6 RL setup**

We use the A2C algorithm for training the policies. Table 5 lists all hyperparameters for the RL training.

**APPENDIX E  LOAD BALANCING**

**E.1 Data & Algorithms**

To simulate the load balancing problem described in §6.3.1, we need to set the server processing rates $\{r_i\}_i$, and arriving job sizes $S_k$. Server rates are generated randomly, as follows:

$$r_i = e^{\mu_i}$$

where $u_i \sim Unif(-\ln(5),\ln(5))$

We generate job sizes using a time-varying Gaussian distribution. At step $k$ of the trajectory, job size $S_k$ is sampled as follows:

$$S_k \sim Normal(\mu_k, \sigma_k)$$

where $\mu_k$ and $\sigma_k$ signify the mean and variance of the generative distribution at time step $k$. At each time step, with a probability of $p = 1/12000$, the mean and variance change and with a probability of $1 - p$, they remain the same. The mean and variance values are drawn from random distributions, both at the start of a trajectory and when a change occurs, in the following manner:

If $k=0$ (start of trace) or, mean and variance must change:

$$\mu_k \sim Pareto(\alpha = 1, L = 10^1, H = 10^{2.5})$$

$$\sigma_k \sim Unif(0, 0.5\mu_k)$$

Else:

$$\mu_k = \mu_{k-1}$$

$$\sigma_k = \sigma_{k-1}$$
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| Group                  | Hyperparameter               | Value                  |
|------------------------|------------------------------|------------------------|
| Neural Network         | Hidden layers                | (32, 32)               |
|                        | Hidden layer activation function | ReLU                |
|                        | Output layer activation function | A2C actor: Softmax |
|                        | A2C critic: Identity mapping |                       |
|                        | Optimizer                    | Adam [36]              |
|                        | Learning rate                | 0.001                  |
|                        | \( \beta_1 \)                | 0.9                    |
|                        | \( \beta_2 \)                | 0.999                  |
|                        | \( \epsilon \)               | \( 10^{-8} \)          |
|                        | Weight decay                 | \( 10^{-4} \)          |
| A2C training           | Episode lengths              | 490                    |
|                        | Epochs to convergence (\( T_e \)) | 8000 (3920000 samples) |
|                        | Random seeds                 | 4                      |
|                        | \( \gamma \)                 | 0.96                   |
|                        | Entropy schedule             | 0.1 to 0 in 5000 epochs|
|                        | \( \lambda \) (for GAE)     | 0.95                   |
| Environment            | Chunk length \( c \)        | 4                      |
|                        | Number of actions (bitrates) | 6                      |

Table 5: Training setup and hyperparameters for learning RL policies in the synthetic ABR environment.

| Policies                              | Description                                                                 | Used as source | Used as left out |
|---------------------------------------|-----------------------------------------------------------------------------|----------------|------------------|
| Server limited policy (8 variations)  | Randomly assign to only two servers                                         | ✓              | ×                |
| Shortest queue                        | Assign to server with smallest queue                                       | ✓              | ✓                |
| Power of \( k \) (\( k \in \{2,3,4,5\} \)) | Poll queue lengths of \( k \) server and assign to shortest queue          | ✓              | ✓                |
| Oracle optimal                        | Normalize queue sizes with server rates and assign to shortest normalized queue | ✓              | ✓                |
| Tracker optimal                       | Similar to oracle, but estimates server rates with historical observations of processing times | ✓              | ✓                |

Table 6: Scheduling policies used in the load balancing experiment.

Jobs generated according to this process are temporally correlated, and therefore not independent and identically distributed. Training data consists of 5000 trajectories of length 1000, each of which was randomly assigned a policy from Table 6.

Finally, Table 6 describes the 16 policies used in these experiments.

E.2 Training setup

As before, we use MLP as the neural network structures for CausalSim models and the SLSim model and Table 5 is a comprehensive list of all hyperparameters used in training. Note that, as mentioned in §6.3, we assume access to \( F_{\text{system}} \) and focus on the more challenging task of estimating the mediator quantities, for both CausalSim and SLSim. Therefore, in training, there are no observations and hence \( L_{\text{total}} \) consist of only two terms: the squared loss of the mediator quantities and the discriminator loss. Given this, we only use one value for the hyper-parameter \( \delta \), which we set to one.
| Model                  | Hyperparameter                  | Value                     |
|------------------------|---------------------------------|---------------------------|
| Hidden layers (SLSim)  |                                 | (128, 128)                |
| Hidden layers (CausalSim: Extractor, Discriminator) | (128, 128)                |
| Hidden layers (CausalSim: Action encoder) | No hidden layers             |
| Rank $r$               |                                 | 1                         |
| Hidden layer Activation function | ReLU                  |
| Output layer Activation function | Identity mapping          |
| Optimizer              |                                 | Adam [36]                 |
| Learning rate          |                                 | 0.0001                    |
| $\beta_1$              |                                 | 0.9                       |
| $\beta_2$              |                                 | 0.999                     |
| $\epsilon$             |                                 | $10^{-8}$                 |
| Batch size             |                                 | $2^{13}$                  |
| $\kappa$               |                                 | $\{0.01, 0.1, 1, 10, 100\}$|
| $\delta$               |                                 | $\{1\}$                  |
| Training iterations (num_train_it) | 10000              |
| num_disc_it            |                                 | 10                        |
| Training iterations    |                                 | 10000                     |

Table 7: Training setup and hyperparameters for the load balancing experiment.