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Abstract—True real-life data presents a strong, but exciting challenge for sentiment and emotion research. The high variety of possible 'in-the-wild' properties makes large datasets such as these indispensable with respect to building robust machine learning models. A sufficient quantity of data covering a deep variety in the challenges of each modality to force the exploratory analysis of the interplay of all modalities has not yet been made available in this context. In this contribution, we present MuSe-CaR, a first of its kind multimodal dataset. The data is publicly available as it recently served as the testing bed for the 1st Multimodal Sentiment Analysis Challenge, and focused on the tasks of emotion, emotion-target engagement, and trustworthiness recognition by means of comprehensively integrating the audio-visual and language modalities. Furthermore, we give a thorough overview of the dataset in terms of collection and annotation, including annotation tiers not used in this year’s MuSe 2020. In addition, for one of the sub-challenges – predicting the level of trustworthiness – no participant outperformed the baseline model, and so we propose a simple, but highly efficient Multi-Head-Attention network that exceeds using multimodal fusion the baseline by around 0.2 CCC (almost 50 % improvement).
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1 INTRODUCTION

Global video traffic is estimated to grow four-fold in the coming years [1], accounting for 80 % of all online traffic in 2019 [2]. On social media, users watch eight billion videos daily on Facebook [3] and YouTube has become the second biggest social network with nearly two billion active users and one billion hours watched each day [4]. The internet has undergone a rapid transformation from a largely text-based Web 2.0 to a multimedia, user content-driven net. However, extracting, processing, and analysing relevant information from the huge amounts of semi-structured user-generated data available remains a challenge [5].

Text-based sentiment analysis is now widely used, e. g., for brand perception or customer satisfaction assessment, as machine learning approaches are able to learn rich text representations from data that can be applied to sentiment classification [6], [7]. However, the increased availability of other modalities (e. g., facial and vocal cues) offers new opportunities for affective computing by incorporating diverse information. Fused representations from text and images have shown improvements over unimodal models for the prediction of sentiment and emotion [8]. As well as this, inter-modality dynamics are harnessed through the integration of multiple modalities, and this has brought forward advancements with respect to sentiment prediction [9], [10], [11].

Furthermore, the engagement of multimodal data for sentiment analysis has received an increasing level of attention lately [12]. The interest of the research community and industry to develop methods, for areas including multimodal sentiment analysis – which analyse the interaction between users’ emotions and topics in multimedia content – has grown with the wide dissemination of multimodal user-generated content [9], [13], [14]. While it is established that multimodal approaches lead to higher quality prediction results as compared to unimodal input data [15], due to a lack of robustness, it is still an on-going challenge to develop and employ these techniques in real-world applications. Despite the recent progress for constructing larger datasets [16] to explore and develop counter strategies for novel ‘in-the-wild’ paradigms, there are many areas which remain unexplored to this day.

In this work, we present in detail the process for the collection and annotation of the multimodal sentiment analysis in Car Reviews (MuSe-CaR) dataset. The MuSe-CaR dataset is a large, extensively annotated multimodal (video, audio, and text) dataset that has been gathered under real world conditions with the intention of developing appropriate methods and further understanding of multimodal sentiment analysis ’in-the-wild’. To the best of the authors’ knowledge, it is more than three times larger than any other continuously annotated dataset aimed at pushing the understanding of multimodal sentiment beyond discrete modelling. Further to this, MuSe-CaR provides never before seen annotations, which explicitly allows for modelling of speaker topic and physical entity in relation to continuous emotions. A
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* The data are available online: https://www.muse-challenge.org

†These authors equally contributed to the design of the dataset.
selection of the MuSe-CaR dataset was utilised for the First International Multimodal Sentiment Analysis in Real-life Media Challenge (MuSe 2020) [17], which was held at the ACM Multimedia 2020 conference.

In previous research, multimodal sentiment analysis and emotion recognition are often applied in the context of product reviews [18–19] and sourced from the open-accessible video platform YouTube [18]. With MuSe-CaR, we are influenced by this collection strategy, and have designed the dataset with an abundance of computational tasks in mind. Furthermore, the dominant focus for MuSe-CaR is to aid in machine understanding of how positive and negative sentiment as well as emotional arousal is linked to an entity and aspects in a review (and other user-generated content in general). In doing so, MuSe-CaR aims to bridge fields within affective computing, which currently utilise a variety of emotionally annotated signals (dimensional and categorical).

We collected over 40 hours of user-generated video material with more than 350 reviews and 70 host speakers (as well as 20 overdubbed narrators) from YouTube. The extensive annotations consist of 15 different annotation tiers/ tracks (3 continuous dimensional, 3 partially continuous binary, 5 categorical, and 4 automatically extracted tiers). Among others, MuSe-CaR offers conversational topic labelling, the novel continuous dimension of Trustworthiness, and full word-aligned transcription.

When selecting the data, it was of particular importance to balance between the uncontrollable ‘in-the-wild’ influences and constraining properties to allow for meaningful learning and generalisation using current deep learning methods. Such ‘in-the-wild’ characteristics of MuSe-CaR include: i) video: face-angle, shot size, camera motion, reviewer visibility, reviewer face occlusion’ ((sun-)glasses), and highly varied backgrounds within a single video; ii) audio: ambient noises, narrator and host diarisation, diverse microphone types, and speaker locations; iii) text: colloquialisms, and domain-specific terms. However, the contextual interaction with emotions, e.g., towards entities and aspects, is content dependent.

The number of different entities, topics, and aspects that appear in the videos requires special consideration in order to create balanced records for supervised tasks based on vision (image object detection), audio, and linguistics (aspect detection) and their derived fusion. For this reason, we have limited the dataset to vehicle reviews. We consider that reviews from the Automobile domain bring together many of these aspects that are lacking in other review domains (e.g., travel, clothing, electronics). For example, the automobile review videos show half-covered faces, different soundscapes (e.g., engine, wind) simultaneously as the reviewers articulate product descriptions and their opinions. Furthermore, most of the reviewers are semi-or professional reviewers (e.g., YouTube channels, influencers). This has several practical advantages: on the one hand, it increases the video quality significantly; on the other hand, it makes the videos more consistent (a broad but similar range of topics around the vehicle is covered, e.g., vehicle safety). Finally, approval to use multiple videos is greatly simplified, as a channel with multiple videos (and independent speakers) only needs to be contacted once and not per video.

Based upon this dataset, our contributions in this work are:

- First, we give in-depth information regarding the MuSe-CaR selection, collection, and annotation process, which was not addressed in the MuSe 2020 challenge baseline paper [17]. This includes the presentation of additional annotation tiers that have not been utilised and introduced, yet (cf. Section 3.5). We expect that this will assist future participants and other researchers to conduct and interpret studies on MuSe-CaR more easily.
- Second, we revisit the tasks introduced in MuSe 2020 and demonstrate that the limits in terms of performance in, at least one of these tasks, has not been reached, yet. When doing so, by proposing a simple, yet efficient model which utilises state-of-the-art components we beat the baseline of MuSe-Trust by around 50%. Furthermore, we describe extensive experiments run to identify the key settings in modelling the novel task of Trustworthiness.

Given the novelty of the described dataset, and the extensive analysis that has already been made by the authors, there are numerous ideas and further directions which could be taken by researchers in the community. With this in mind, we outline an array of research directions which make use of various combinations of the data annotation tiers.

2 Related Resources

In the following, we highlight important databases for MuSe-CaR to build upon which focus on computational sentiment and emotion analysis from audio-visual recordings. For an overview of databases which utilise only one or other combinations of modalities in this area, the reader is referred to recent survey studies (e.g., for text [20], for vision [21], and for audio [22]). An overview of findings based on our specific areas of interest are summarised in Table 1.

2.1 Multimodal sentiment analysis datasets

It is generally accepted [39,40] that (multimodal) sentiment analysis consists of a holder and the object (subject, entity) that the emotion is evoked from. Furthermore, the survey of [12] divides the field into three major groups: multimodal sentiment analysis i) in (monologue) video reviews e.g., from video platforms [15], [32], [41], ii) in human-machine and human-human interactions [16,], iii) analysing of general multimedia content (e.g., images, gifs) from social media [42], and stresses the need for additional datasets to extend the field. Recently, UR-FUNNY [31] collected a large number of TED-Talk videos on more than 400 topics. On a small part of this data, binary humour is predicted. MOSEAS [32] is a multilingual collection of 40,000 audio-visual sentences consisting of sentiment, emotion, and attribute labels. MO-SEI [33] contains videos of 250 topics for sentiment analysis (7 classes) and emotion recognition (6 classes). Videos with no transcriptions and punctuation are provided by the creator.

Note: In the case of multimedia sentiment analysis databases, we have usually indicated the total size. However, the exclusion of non-spoken parts typically reduces the size significantly, and authors tend not to specify the size of the adjusted audio-visual database. For example, 33 hours of audio-visual data were collected for the SEWA database, but only 14% of the corpus are annotated with emotions. For Aff-Wild, only the total size of the dataset but the extend of annotation is not explicitly stated.
Selection of multimodal sentiment analysis and affective computing datasets focusing on at least one of three types of prediction targets: (Sentiment) classes, (Primitive) Emotions, Object-of-Interest. Modalities available: Language: MULTI 1 = CN, DE, EN, GR, HU, SE & MULTI 2 = DE, ES, FR, PT; Annotation Duration (hh:mm)\(\)\# Number of minimum Annotations per target. Subjectivity includes Sentiment: \# Number of sentiment classes (* derived sentiment intensity from Valence), \# number of (basic) Emotions; Continuous, Primitive: Dimensions: Valence, Arousal, Trustworthiness, Likability, Intensity, Power, Excitation, Dominance; \# number of Increment Steps, Trace annotations; Object-of-Interest: classes of topics or entities.

| Name            | Modal | Language | AnDu | \# Anno | Sentiment | # Sect | # Emo | Primitive | Class | # IncSt | Cont | Ool |
|-----------------|-------|----------|------|---------|-----------|--------|------|-----------|-------|--------|------|-----|
| AFEW-VA         | V,A   | EN       | 13:00| 6       | V,A       | x      | 6    | x         | V,A   | x      | x    | x  |
| SEWA [16]       | V,A   | MULTI 1  | 4:39 | 5       | V,A       | x      | x    | x         | V,A   | x      | x    | x  |
| HUMAINE [24]    | V,A   | EN       | 4:31 | 6       | V,A       | x      | V,A  | 7         | x     | x      | x    | x  |
| RECOLA          | V,A   | FR       | 3:50 | 6       | x         | x      | V,A  | 9         | x     | x      | x    | x  |
| AFFEW-VA        | V,A   | EN       | 2:28 | x       | x         | x      | V,A  | 21        | x     | x      | x    | x  |
| VAM [27]        | V,A   | EN       | 12:00| 6     | V,A       | x      | x    | V,A       | 5     | x      | x    | x  |
| IEMOCAP [28]    | V,A   | EN       | 11:28| 5       | x         | 9      | V,A  | 5         | x     | x      | x    | x  |
| SEMAINE [29]    | V,A   | EN       | 6:30 | 6       | x         | 7      | V,A  | 3         | x     | x      | x    | x  |
| MOSEAS [30]     | V,A   | EN       | 3:57 | 6       | x         | x      | V,A  | x         | x     | x      | x    | x  |
| ICT-MMMO        | V,A   | EN       | 13:56| 2       | 5         | x     | x    | x         | x     | x      | x    | x  |
| Ext. POM [31]   | V,A   | EN       | 15:40| 1       | 5         | x     | x    | x         | x     | x      | x    | x  |
| CH-SIMS [32]    | V,A   | CN       | 2:20 | 5       | 5         | x     | x    | x         | x     | x      | x    | x  |
| AMMER [33]      | V,A   | DE       | 1:16 | 1       | x         | 5      | V,A  | 11        | x     | x      | x    | x  |
| YouTubers [34]  | V,A   | EN       | 1:12 | 2       | 3         | 3     | x    | x         | x     | x      | x    | x  |
| MOUD [35]       | V,A   | ES       | 0:59 | 2       | 3         | 3     | x    | x         | x     | x      | x    | x  |
| Youtube [36]    | V,A   | EN       | 0:29 | 3       | 3         | x     | x    | x         | x     | x      | x    | x  |

Additionally they exclude video content where the camera was not fixed in place. [43] extended POM [44], an audio-visual film review dataset, with annotations at the level of opinion-forming segments and components. It consists of 600 videos with an average length of 94 seconds in which a person looks straight into the camera and talks about six film videos to predict the sentiment. CH-SIMS [35] acquired 60 Mandarin raw videos from movies, and television series and shows with segments of up to 10 seconds. It is limited to parts where both, the face and the voice appears at the same time. Youtubers [37] collects seven popular product reviews of one cell phone model with aspect and sentiment annotations. MOUD [38] includes YouTubers clearly visible (no occlusions) and oriented frontally to the camera expressing their opinions in 30 second segments without any background music. The YouTube corpus [19] provides sentiment labels for a wide range of YouTube product reviews. AMMER [36] focuses on emotional interactions in a simulated car journey in German. Discrete emotions used in these databases are not fully eligible to represent the sentiment, making more complex representations [12] e.g., through polarity and intensity scores necessary.

### 2.2 Affective computing datasets

One such way to represent the sentiment more comprehensively is through the primitive dimensions of emotions, e.g., the circumplex model of emotions [45]. In this context, Valence often serves as an umbrella term of sentiment and is used interchangeably [46, 47, 48]. Aff-Wild [23] consists of 30 hours of audio-video material on emotion recognition (valence, arousal) focusing on facial images in a variety of head poses, lighting conditions and occlusions. It was later expanded [49] by an additional 260 YouTube videos with a total length of about 13 hours, annotated under similar conditions and at frame level adding action units and 7 basic expressions. SEWA [16] provides a large audio-visual data with continuous arousal, valence, and likeability traces during human-human interactions recorded online via static webcams. However, only around 4 hours are continuously annotated. HUMAINE [24] provides continuous intensity annotations in addition to Arousal and Valence. The RECOLA dataset [25] contains subjects interacting in a tightly controlled laboratory environment. The audio, visual, and electro-dermal activity were annotated with Arousal and Valence traces. AFEW-VA includes 7 facial expressions from films, annotated by 3 raters, in addition to Arousal and Valence with intensities from -10 to 10 hard incremental steps. VAM consists of clips from a German talk-show. Besides Valence, Arousal, and dominance, which are annotated on a discretised 5-point scale, there are also six basic emotions which are sparsely labelled. IEMOCAP [28] consists of audio, video, and transcriptions of ten actors in dyadic sessions in a controlled setting. SEMAINE [29] is a richly annotated database of 21 human-agent interaction sessions. Belfast [30] is a collection of actively stimulated participants evoke moderate emotional response due to specific tasks. The recordings come with continuous values of Valence and Arousal annotations.

#### 2.3 Summary

From this overview of recent literature, on the one hand, we find that multimodal sentiment analysis databases currently try to select content from a wide range of topics, which increases the (linguistic) generalisation potential of developed models. However, multimedia databases which utilise topics or aspects as a prediction target [37, 43] are rare, limiting the (supervised) understanding of the context almost exclusively to linguistic analysis. To date, no such methods offer complete solutions and rely on the spoken word. In situations where spoken language is not present and towards multimodal understanding, we want to examine the relationships between emotion and object/physical entity. As the literature suggests a) these topic definitions, e.g., reviews [33] are too high-level to justify an in-depth understanding of the opinion-topic structure and their multimodal interactions, a point which is necessary for real-life applications, and b) with the drastic improvements  //
of general language models ([50]) generalisation improves naturally over time [51].

On the other hand, with a wide range of (health and wellbeing) situations in mind, affective computing focuses on the elementary sensing of affects using often primitive and generalistic (continuous) emotional dimensions, making it very broadly applicable [52]. These enable short- and long-range understanding and aggregation of affects, emotions, and sentiments. However, understanding what these are aimed at (e.g., subject, entity) is not necessarily seen as part of the field. Moreover, the shift towards perception in a noisy environment (in-the-wild), especially with regard to visual characteristics, has only recently been made a focus [16, 29]. We argue that a) with the improvements of models through deep learning and its efficient utilisation on large-scale data, this focus might change, and b) the properties of continues traces might be helpful when dynamically breaking down a large sequence of audio-visual emotional events into shorter segments, e.g., sentences, aspects or noun-adjective pairs in the future.

The MuSe-CaR dataset described in this work was designed to overcome some of these basic limitations when utilising user-generated, real-life media on a large-scale and attempts to bring the best of two worlds together. We consider the following aspects in the design of MuSe-CaR listed below.

- The recording of the database should be as uncontrolled to a high degree in terms of recording settings, emotional and linguistic content as possible. However, there should be a certain overlap in the topics and aspects addressed.
- Instead of isolated segments and sentences, the database should contain long sequences across multiple aspects of a topic.
- The emotion-object interaction of the speaker should be in various environments (e.g., outside and inside of a car).
- The depicted speaker is not actively acting emotions, but rather, emotions are naturally elicited depending on the topic, aspect and situation.
- The audio-visual material provides verbal and nonverbal information. However, occasionally, one modality provides only limited information (voice but no face, e.g., the camera focuses on an object; face but no voice, e.g., acceleration; audio-visual but no transcription, e.g., speech-to-text failed due to complex audio scenarios).
- The emotional and topic annotations should be assigned based on human subjective evaluations.

3 THE MuSE-CaR DATABASE

In the following, we describe how we identified relevant material based on the previously defined criteria. Furthermore, we outline the communication process with the creators to reach consent for the use of their content. Then, we provide information regarding the dataset composition, as well as the data annotation process and the utilised annotation tools.

3.1 Data acquisition

The selection of videos from YouTube was carried out in a semi-automatic process. We developed a basic crawler which receives a number of hand selected keywords (e.g., ‘review’ and a car brand) and provides metadata of pre-selected videos. In our view, the legal situation for crawling videos from the web is inconclusive in many countries §. Therefore, we contacted the creators of the videos with high user engagement (views, likes, etc.) which most likely indicates relevance and high-quality content. Requesting actively the creators’ consent to use the data for academic purposes in an opt-in approach, gives researchers worldwide legal certainty when using the dataset. We sent up to three (follow-up) emails to the creators over a period of three months, reaching an agreement in around 50 % of requests. In the emails, we explained the intention of the dataset for non-commercial use in challenges and for research and provided an example of an End User License Agreement (EULA).

3.2 Data inspection and selection

If the consent was given, three individuals carried out a deeper initial inspection by viewing around 10 % of each video (one assessment per video). In total, 366 videos were inspected. Based on the criteria defined in Section 2.3 and the content of each video, the inspectors filled out a survey, asking to estimate important data properties such as the level of in-the-wild characteristics. These also included the emotionality and quality of the video for our purpose (cf. meet the derived criteria in Section 2.3) on a scale of 1 to 5 (where 1 is substandard, and 5 is optimal). For example, a substandard video would rather have shots of a car but is not a review or the majority of the filming took place in a studio. Regarding emotionality, less than 5 % are rated below 3 and around 80 % as 4 or 5. Furthermore, regarding video quality properties, they seem suitable for our purpose with more than 85 % holding scores equal to or higher than 4. For instance, purely neutral videos with no emotional interaction, e.g., without a human, synthetic speech narration listing criteria of the car. Furthermore, additional estimation questions reveal more detailed information about the videos (e.g., face inclusion): shot range, or camera selfie-angles, the scene and noise settings (including the quality of sound), whether there are background music and other speakers present, and if speakers have a dialect or accent. These additional estimation questions, are specifically general, and the annotators prior to observing did not receive detailed instruction on their definition, other than being given the ‘template’ video which was given as a ‘gold standard’ in regards to nativeness and dialect, although we do not have a ground truth for this, and we notes that particular non-native speakers may have a less obvious accent, we consider consider that deeper analysis that a ‘first-impression’ may be out of scope.

A detailed analysis can be seen in Figure 2. Interesting observations are that there are fewer close up than medium sized shots in most videos (only accounts for 1-25 % of the

§Uploading a video to YouTube automatically issues that video under the YouTube own license. Regarding this licence, the use of the data in the EU is only possible by YouTube directly or with the consent of the creator. In similar works [13, 23, 33], the database producers refer to the fair use principle for academic use. These exceptions of intellectual property rights, however, do not seem to be applicable in the European legal sphere. Furthermore, YouTube’s standard terms and conditions as well as of those from the API have to be considered. A fraction of videos are also available under the Creative Commons (CC-BY, full use if the creator credits are mentioned) licence model.
It is well established that linguistic information of the spoken language can facilitate the learning of emotions and is a cornerstone for understanding context. To support future research into the interplay of the audio, visual, and text modalities, we automatically transcribed the data. In recent years, speech-to-text achieved almost human-level quality in popular languages, such as English. Furthermore, using the text modality for emotion recognition in a real-life scenario would need to work independently, without human intervention, and considering the size of the dataset along with these prerequisites, we decided to use automatic transcription services on our corpus.

The transcriptions from the videos using Google Cloud speech API and Amazon Transcribe were both of sufficient quality. The first contains also non-verbal cues and audio elements, such as laughter, music, theme, etc.

Ten videos were randomly selected for human transcription to estimate the word-error rate (WER). The total number of transcribed words is 10,576. The WER of Google Cloud speech API in this sample corresponds to 25.04%, while that of Amazon Transcribe is 28.39%. In Figure 3, we have shown an example of a section from the video with the highest error rate from our sample. This analysis indicates that even if the values seem objectively high, typical errors are often minor such as “A1 is Audi’s” (hand) vs “a1 is Aldys” (google) vs “a one is Audi” (AWS). We provide both, but only use the latter for our experiments since we felt that the word timestamps and car-specific vocabulary slightly exceeds the first one. One reason for this improvement may be the option to create a customised dictionary to improve the transcription quality regarding domain-specific, automotive typical terms.

The transcriptions of the spoken language includes punctuation (e.g., period, question mark, exclamation mark) and every transcribed word comes with a beginning and an end timestamp as well as duration. These metadata help to align the text with the annotations (different sampling rate) and other modalities as well as enabling studies on more than 28,295 sentences exceed all English Multimodal Sentiment Analysis databases (cf. Section 2) and have almost 5k more sentences than the next biggest (MOSEI).

Although we have not rigorously evaluated them, our preliminary screening suggests that the punctuation and boundaries are accurate and even better than commonly available voice activity detectors we also have tried.

3.4 Data annotation

3.4.1 Annotation roles and organisation

The size of the dataset and fine-grained annotations required a highly efficient annotation process. In order to ensure high quality, ethical and meaningful annotations for the MuSe-CaR dataset, we considered that keeping a human in the loop was a vital aspect [53]. We therefore defined three functional roles:

1) **Annotator**: It is the responsibility of the annotator to label the data based on the subsequent instruction.

2) **Auditor**: It is the responsibility of the auditor to review the performance of the information labelled, and ensure it is in line with the annotation protocol. Only after the annotations have been manually and automatically checked, verified and endorsed by the auditors is the annotation deemed usable.

---

https://cloud.google.com/speech-to-text

https://aws.amazon.com/transcribe/
3) **Administrator**: Manage all parties, and assign duties during the entire annotation process. During annotation, an interactive process between the annotator, auditor, and administrator was applied:

1) **Assignment of tasks**: The annotator is assigned one or more packages by the administrator. Similar to previous work [28], a session package corresponds to ca. 40 minutes of video material. The annotators were instructed to have suitable rests between videos and sessions, so that the expected (and paid) working time was one hour. In one session, all videos had to be annotated with the same annotation type (e.g., Valence). The videos are distributed in two rounds. In the first round, three annotators annotate a package and after all of them have finished, round two takes place, where the remaining 2 annotations per package are carried out. This division of allocation is necessary to determine the quality in round one (1 vs 2 annotators) and that no imbalance occurs by improving the quality of late assigned packages. In other words, with equal distribution, early assigned packages have a worse quality than those assigned at the end, see also quality tracking).

2) **Annotation**: The annotator annotates the videos piece by piece and package by package and sends packages to the auditor after completion. Once all packages have been processed and evaluated by the auditor, new packages can be assigned to the annotator.

3) **Progress tracking**: The administrator regularly tracks the progress of the annotators and auditors. This keeps track of which packages are still to be annotated or audited – in the worst case, reevaluating the suitability of the work load.

4) **Quality tracking**: By calculating the similarity (Concordance Correlation Coefficient (CCC)) of the annotations in a “one vs all” strategy of the batch-wise assigned videos, high disagreements can be identified. These are then manually investigated regarding qualitative aspects by the Auditor (see above) according to the annotation protocol. The Auditor provides detailed feedback to the annotators and with continuous auditing throughout, the quality of the annotator can be tracked and the quality is therefore continuously improved.

All annotators hold at least a Bachelor’s degree, while the minimum requirement for the auditors and administrators was a Master’s degree in a technical field and at least 2 years of work experience related to the research field.

### 3.4.2 Annotation tools

For categorical annotation (e.g., speaker topic), we used the annotation software ELAN 4.9.4 [54] – chosen for its multimodal interface which allows for a waveform and video display (see Figure 4), as well as other useful functionalities including the ability to jump to areas of interest [53].

**Fig. 3.** The video (ID: 265) with the worst speech-to-text result from our hand-transcribed (middle selection with a word error rate of 37.85% from Google-Transcribe (left) and 39.44% from AWS (right)).

**Fig. 4.** Interface of the annotation software ELAN when labelling speaker topics (cf. Section 3.5.7).

**Fig. 5.** Overview of the type and granularity (sampling rate) of all our annotations: 1-3: continuous real-valued annotations (cf. Section 3.5.1 and Section 3.5.2); 4-5: continuous binary annotations (cf. Section 3.5.6 and Section 3.5.4); 6: physical car entity classes (cf. Section 3.5.8); 7: speaker topic segments (cf. Section 3.5.7); 8: likert assessment (cf. Section 3.5.10).

It was shown that some emotions are transmitted more strongly via visual signals (e.g., sadness) while others more via audio (e.g., anger) [55]. In addition, context information transported by both modalities plays a crucial role in emotion perception [56]. For an audio-visual annotation of the continuous emotions, we choose the software DARMA [57]. DARMA enables to record annotation signals from a Logitech Extreme 3D Pro Joystick. The joystick allows for the transfer of perceived emotions more intuitively [16]. The continuous annotation was made from the very start to the end of a video and was sampled at 0.25 Hz with an axis magnitude of range -1000 and 1000. In other words, while an annotator was watching a video, the joystick was simultaneously moved in real-time depending on the perceived emotion, i.e., downwards when the valence changes from positive to negative and the joystick signal are recorded by DARMA.

### 3.5 Annotation tiers

The MuSe-CaR contains annotations for continuously-valued (Valence, Arousal, and Trustworthiness), binary-valued (host/narrator turns, banner, and person appearance), and categorical (topics, entities) ratings. Overall, we have annotated 11 tiers for each video. The dimensional annotation reflects the continuous emotional state of the individuals speaking.
In parallel to the continuously-evaluated signals, simple continuous binary (activated/deactivated) annotations are recorded simultaneously by pressing and holding the trigger adjacent to the index finger of the joystick: i) Trustworthiness + the turns between the host and the narrator, ii) Valence + the appearance of banners, and iii) Arousal + the appearance of more than one person.

In addition to the annotations, we provide more than 10 pre-computed features, e.g., facial landmarks, acoustic low-level descriptors (LLDs), hand gestures, head gestures, facial action units, etc., which in other works [11], [16] were also decelerated as (semi-)automatic generated annotations for prediction. A detailed description of these can be found in [17].

3.5.1 Arousal and Valence

The videos are annotated using a continuous dimensional model of emotion [45], considering both Arousal and Valence (cf. Figure 6). We discuss these together for ease, however, the literature shows that it is important to annotate them separately [16]. In the dataset, an example of high Arousal is Stressed or Elated (happiness), however Stressed would be negative Valence, and Elated (happiness) would be positive Valence.

The annotators were trained in-person. First, the axes were introduced by showing them an explanatory video to impart a general understanding of aspects of emotion. After further explanation and examples, they could experience the handling of the software and the reaction of the joystick in a hands-on session. The test annotations were followed by a group discussion, where individual annotations were compared to an up-hand recorded annotation of an experienced annotator as well as between the group members. The final packages were done individually in a quite environment with headsets.

3.5.2 Trustworthiness

User-generated information has proven useful when creating large (emotional) datasets with real-world content [33]. It is known [58] that to build up reputation of a – in real life unknown – creator has a strong influence to the user engagement and, thus, also most likely on other perceived emotions. However, quantifying Trustworthiness is hard [59], and there is yet no dataset that offers the possibility to link it to Arousal and Valence as well as train cross-domain detectors.

Since this is a completely novel dimension, we explain our definition more deeply. Generally there is no single, prevailing definition of Trustworthiness due to the lack of a conceptual agreement [59], [60], [61]. Analogous to our understanding, in [62], Trustworthiness is defined as the ability, benevolence, and integrity of a trustee.

In the context of a stranger (our moderator) from social media content, Trustworthiness presupposes that this person can objectively assess the (facts of the) matter on the one hand and on the other hand communicates this assessment unbiased, therefore honestly. Building on this definition, we asked the annotators to evaluate the Trustworthiness throughout the video, i.e., when the host is discussing a particular aspect, how honest and knowledgeable does the annotator feel their review is? In other words, this could also include the annotator perceiving a commercial gain rather than a truthful review of the product.

Several video examples and cases were given to the annotators. Although, we reiterate that trustworthiness can be a subjective tier for annotation, and therefore additionally consider this from the annotator’s perspective: Do you believe the information that is given to you? Do you have the feeling their argumentation is based on facts and experience or is it that they are rather trying to sell something.

3.5.3 Dimensional annotation fusion

Several methods exist to fuse a set of subjective emotion annotations to establish a consensus from individual annotations [63], [64]. Since there can be no fully objective signal of subjective information such as emotions, this label is referred to as the gold-standard.

Figure 8 depicts the frequency distribution of the created gold-standards utilising the Evaluator Weighted Estimator (EWE) approach [64]. Essentially, EWE considers the reliability of each annotation by calculating the cross-correlation of the annotation with the mean annotation (over all annotators). It can also be seen as the weighted mean of the annotators’ agreement [65], [66]. EWE is described further in [64], and has been applied to multiple similar continuous emotion databases [16], [25], [67].

For MuSe-CaR, every video is annotated by at least five independent annotators employed by the EIHW Chair from a group of eleven (six female and five male), all fluent in English. The age of the annotators ranges from 21 to 30 years. In this context, the mean concordance correlation coefficient (CCC) is used to measure the inter-rater agreement across all annotations for each dimension is given as: Arousal .265, Valence .350, and Trustworthiness .316. The levels of agreement are moderate as to be expected [68] and consistent with those of other emotional datasets [16], [69] showing that the stronger ‘in-the-wild’ characteristics seem not to have a strong influence on the perception of emotions. We would like to note that the trustworthiness dimension in fig. 8 is strongly left-skewed. Additional research is required to understand whether the underlying cause of this phenomenon, e.g., our data source (YouTube), domain, or selection approach.

3.5.4 Host & narrator turns

Within the videos, there are two human subjects which are of main interest to the annotators; these have been defined as follows:

- The host is the reviewer/presenter of the car and its features, talking often directly to the audience and expressing own opinions.
The focus of this database is on videos with only one visible speaker/person. In a few cases, more than one person may appear, either for specific comments or for demonstration purposes, e.g., how many people fit in the back seat, or the host is being shown a novel feature. These situations are binary annotated in parallel to Arousal.

3.5.7 Speaker topic

Speaker Topics rely on generalisable topics vocalised by the host and related to the object of interest. To obtain the topic labels, we started by selecting a broad range of the most mentioned nouns from automatically extracted transcriptions. This list of elements was then reduced manually by watching a random selection of 20 videos from the dataset, gradually gaining knowledge of more frequent topics, based on speaker interests and expressions. These higher-level topics combine many different aspects under one term. The videos are labelled by speaker topic segments while often one topic segment compromises of several sentences (cf. Figure 9). A detailed overview of sub-topics and aspects covered by each topic can be found in Table 2. It also shows the distribution of the topics across all 28k sentences, while 20% have more than one topic annotated.

| Feature exterior (relative %) | Feature interior (relative %) |
|-------------------------------|-------------------------------|
| Light | door exterior |
| headlight, foglight, tailight | brake, handle |
| lock, seat belt, split folding backs | audio system |
| sound, seat belt, split folding backs | radio, speaker |
| Driving Status | Handling, Driving Experience (relative %) |
| Door open, door closed | User Experience (relative %) |
| Foot rests, pedals, gear shifting, seat position | Comfortability (relative %) |
| Control, interface, iDrive system, gestures | Quality & Aesthetics (relative %) |
| Engine | Fuel economy, hybrid, combustion |
| Performance (relative %) | Design |
| Powertrain | Interior, exterior, style (sporty, etc.) |
| Engine horsepower, RPM, acceleration | Material quality, clearance |
| Handling, Driving Experience (relative %) | Feature exterior (relative %) |
| Safe & Reliable (relative %) | Safe & Reliable (relative %) |
| Hero assistance sys | Safety (relative %) |
| NHTSA, Euro NCAP, test | Emergency |
| space leg room, head room, luggage | roadside |
| Safety (relative %) | Feature exterior (relative %) |
| Interior, exterior, style (sporty, etc.) | Comfortability (relative %) |
| General Information (relative %) | User Experience (relative %) |
| One-off retail price, base price, feature price | comparison models, brands, competitors |
| after sale, future price, price, feature price | cost of ownership |
| after sale, future price, price, feature price | insurance, maintenance, resale |

3.5.8 Physical entities

In contrast to the voice-based speaker topics, the physical entities rely purely on visual input. The domain-specific objects of human-object interaction, and car parts, were annotated with bounding boxes for all recordings with a step size of 4 frames per second. 28 types of exterior and interior car parts, such as, door, steering wheel, and infotainment were labelled.

Manual bounding box annotation of all frames, each with a high number of classes, are highly labour intensive. Based on previous experiments [23], [74], we can assume that around two boxes per minute can be labelled. Since there are 576,000 frames to annotate with up to 15 boxes for each frame, it would be impractical to label all of them manually (requiring between 4800 and 7200 hours for a single annotator).

We chose a semi-automatically process. First, a localiser (Darknet-53 network) is pre-trained on 15,003 vehicle images from other datasets. This underlying data does not include any human interaction. Therefore, we extracted and labelled another 1000 frames compromising of more than 8000 boxes from MuSe-CaR and fine-tuned the algorithm. A detailed description can be found in a separate paper [75].

Fig. 7. Annotation example (video id: 236) for the three continuous, real-valued dimensions (valence, arousal, trustworthiness) with a sample rate of 250ms showing the single annotations and the EWE fusion (bold, red).

Fig. 8. Density estimation of the continuously-annotated dimensions Arousal, Valence, and Trustworthiness tiers after EWE fusion of individual annotator tracks. While Arousal is almost perfectly Gaussian-shaped, Valence is skewed toward the positive end of the spectrum, and Trustworthiness is even more peaked.

Fig. 9. Examples of interaction between the host and the car parts from GO-CarD [75].

The focus of this database is on videos with only one visible speaker/person. In a few cases, more than one person may appear, either for specific comments or for demonstration purposes, e.g., how many people fit in the back seat, or the host is being shown a novel feature. These situations are binary annotated in parallel to Arousal.

- The narrator presents in some videos, may occur in the opening and closing sequences, may provide additional information, and is not visible to the audience.

During the annotation of Trustworthiness, the turns between the host and the narrator were annotated using the binary trigger. When the host is not speaking, and the narrator speaks, the binary trigger is held.

3.5.6 Multiple people

Banners appear with a variety of properties: i) appearance: static, or dynamic, ii) positions: bottom-right, bottom-left, upper-right, upper-left, entire footer, centre, or changing, iii) timing: on-screen billing, opening statement, in-between, or closing credits, iv) duration: highlight (very short), short (few seconds), or consistent (copyright), and v) transparency: none, partly, or mostly transparent.

3.5.6 Multiple people

The focus of this database is on videos with only one visible speaker/person. In a few cases, more than one person may appear, either for specific comments or for demonstration purposes, e.g., how many people fit in the back seat, or the host is being shown a novel feature. These situations are binary annotated in parallel to Arousal.
network achieves a mean average precision of 67.6% with scores up to 94.0% for very distinctive parts. A visual inspection was performed on the annotations and those deemed unsatisfactory were removed or corrected. Figure 9 shows examples of these parts during human-object interactions.

3.5.9 Face extraction

For the same reasons as in Section 3.5.8, we applied a semi-automatic process to the extraction of faces, the start (start of visible face) and end (end of visible face) point of occurrence as well as the relative position within a frame. We labelled faces in a small selection of videos from each channel by hand, to measure quantitatively the success of our automatic extraction and localisation. MTCNN [79] provides a robust framework for this task, previously already proved to be accurate for face annotation in an emotional context [16]. It has a cascaded structure of three stages and is trained on the datasets WIDER FACE [77] and CelebA [78].

We classified the detected bounding boxes into true and false positives resulting in an accuracy of 90%, and an F1 score of 86% on our selection. Furthermore, we conducted a visual inspection of the bounding boxes. Given the high level of visual in-the-wild characteristics, for instance, partly visible faces, different sizes, side-shots, sunglasses, etc., we consider both, quantitative and qualitative results as strong and sufficient for further feature extraction.

As described in [17] in detail, we use frameworks such as VGGFace [79], and OpenFace [80] to extract face-related features including intensity and presence Facial Action Units (FAUs), facial landmarks, head pose, and gaze position.

3.5.10 Additional annotation-related metadata

Each dimensional and categorical annotation is followed by a very brief survey of the annotator’s perception of the content viewed and a self-assessment of their own annotation. On a 10 point Likert scale (0 not at all, 10 very much) annotators are asked four questions: i) How appealing did you find the video? ii) How emotional did you find the host? iii) How trustworthy did you find the content? iv) How confident are you about your annotation?

This data is directly linked to each annotation. An overview of the answers collected is depicted in Figure 10. Although being somewhat subjective attributes to evaluate, we see a general agreement across our annotations for all questions with a coefficient of variation between 0.12 and 0.25. The appeal of the videos to the annotators seems rather strong with > 20% of the ratings between seven and eight. Similarly, the level of emotionality and trustworthiness portrayed by the hosts were perceived high. Regarding the self-assessment of the annotation quality, the annotators seem very confident in their performance.

3.6 First proposed tasks and data availability

For the MuSe 2020 challenge, we proposed a selection of tasks, and a detailed description can be found in [17]. To make the (pre-processed) data for each task (e.g., specific features) easily accessible after the challenge, we moved them to several Zenodo repositories [4], a high-speed research data host with storage in the CERN data centre. The MuSe-CaR database is available online for researchers who fulfill the requirements of the EULA (e.g., academic-use only). The specific links can be found in each of the following sub-sections.

Multimodal Sentiment in-the-Wild (MuSe-Wild) [††]
MuSe-Wild aims to predict the level of the affective dimensions of Arousal and Valence in a time-continuous manner. Timestamps to enable modality alignment and fusion on word-, sentence-, and utterance-level as well as several acoustic, visual and textual-based features are pre-computed and provided with the task package.

Multimodal Emotion-Target Engagement (MuSe-Topic) [‡‡]
The MuSe-Topic task focuses on the prediction of 10-classes of domain-specific (automotive, as given by the chosen database) topics as the target of categorical Valence and Arousal emotions. The three classes (low, medium, and high) of Valence and Arousal are each predicted for every topic segment. These classes are created by averaging the mean value of the temporally aggregated continuous labels of MuSe-Wild and then dividing them into three equally sized classes (33%) for each label.

Multimodal Trustworthiness (MuSe-Trust) [§§]
The last task aims to develop methods to predict a continuous Trustworthiness signal in a sequential manner. Aligned Valence and Arousal annotations are also provided, to explore the relationship between all three dimensions e.g., by training multi-task networks.

The evaluation metric of MuSe-Wild and MuSe-Trust is the CCC, which is often used in similar tasks [67, 81] as it stands for a theoretically well understood measure [82] able to reflect the reproducibility and performance while being robust to changes in scale and location [83]. MuSe-Topic is measured in a combination of F1 and Unweighted Average Recall.

Table 3 shows the size of the training, validation, and test partitions which consider emotional ratings, speaker/channel independence, and duration, and come with the packages. In other words, the same host/speaker does not appear across partitions. Before partitioning, we removed less informative data in a pre-processing step. MuSe-Wild and MuSe-Topic: https://zenodo.org/record/4134609
MuSe-Trust): https://zenodo.org/record/4134733
10 MuSe-Topic: https://zenodo.org/record/4134758

**Metadata, and raw material: https://zenodo.org/record/4651164
Although the organisers of MuSe 2020 received several prediction submissions for the MuSe-Trust task, none could surpass the results of the baseline models, resulting in no papers for this task being accepted for the official challenge workshop [84]. In this section, we show that a simple but efficient neural network architecture called DeepTrust utilising a Multi-Attention Head (MAHL) for encoding in addition to a bi-directional (bi) Long Short-Term Memory Recurrent Neural Network (LSTM) with augmentation is suitable for modelling Trustworthiness. We use provided feature sets from the challenge task as well as extracting new ones, shown to be effective in the other MuSe tasks, resulting in two different (for acoustic and vision: one handcrafted, and one based on deep representations) feature sets for each modality. We run extensive experiments regarding augmentation, complexity, architecture, and learning the impulse (loss) of such a network. Furthermore, we evaluate the performance of unimodal features and multimodal fusion, as well as the training style (single- vs multi-task learning) for the prediction of Trustworthiness.

4 SURPASSING THE MUSE-TRUST BASELINE

The Facial Action Units (FAU), are widely adopted in tasks close to emotion recognition, describing visually perceivable facial movements. FAUs break down facial expressions into 17 individual components of muscle movement, which we obtain from the OpenFace Toolkit [88].

MusE-Trust only includes parts where an active voice or a visible face are included. Only MusE-Trust includes non-product related video segments, such as, advertisements which might have an impact on the Trustworthiness perception. MusE-Topic, the more NLP-related task only includes parts with a speaker topic annotation and transcription.

4.1 Features

**Acoustic:** For the handcrafted acoustic feature set, we use the extended Geneva Minimalist Acoustic Parameters Set (eGeMAPS) [85] provided by the MuSe challenge. It is based on 23 acoustic spectral, cepstral, and prosodic low-level descriptors (LLDs) from which statistical functions are calculated. We extract this 88-dimensional feature vector with a window size of 5 seconds and a hop size of 250 ms to enable an alignment to the annotation sampling rate. We further apply standardisation to the vector dimensions.

In addition, we extract VGGish functions [86] pre-trained on an extensive YouTube audio dataset (AudioSet) [87]. The underlying data contains 600 classes and the recordings contain a variety of ‘in-the-wild’ noises that we expect to be beneficial to obtain robust features from our ‘in-the-wild’ videos. By aligning the frame and hope size to the annotation sample rate, we extract a 128-dimensional VGGish embedding vector every 0.25 s from the underlying log spectrograms.

**Vision:** The Facial Action Units (FAU), are widely adopted in tasks close to emotion recognition, describing visually perceivable facial movements. FAUs break down facial expressions into 17 individual components of muscle movement, which we obtain from the OpenFace Toolkit [88].

For the deep features, the pre-trained VGGFACE features [79], which were originally developed to identify faces of people are utilised. By removing the last softmax activation layer, we acquire a vector feature representation of the face.

**Text:** A standard method to transfer words from a symbolic to a continuous representation are word embeddings. These calculate a static, numerical vector per word, depending on the semantics in which the word occurs during training. We extract a 300-dimensional FASTTEXT vector for each word of the automatic transcription [89]. Instead of a static vector representation, context-based NLP transformers extract one vector per word in direct dependence on the context – during the time of inference. For this technique, we apply a BERT Model [90], well established for a number of NLP tasks, and extract the sum of the last four layers as a 768 dimensional feature vector similar to [91].

All features are aligned using the timestamps introduced in Section 3.5.

4.2 DeepTrust: Multihead attention network for Trustworthiness prediction

We utilise two neural network mechanisms to model the short- and long-term dependencies of continuous Trustworthiness: enhancing the encoding of the input state by a MHAL and modelling the temporal dynamics of state changes by an LSTM. The attention heads improve the local representation of the extracted features and are able to sustain the long-term (global) dynamics of a sequence in its representation. However, this does not inherit a deeper positional understanding by nature [22]. To this end, we use the functionality of LSTMs, which are particularly capable of learning short- and mid-term patterns. Similar architectures were used by [91] and [93] for emotion recognition.

Mathematically, we train a function $F(X_t)$, where $X$ is a sequence of uni- or multimodal input features, which predicts a sequence of regression point estimates $y_t$. For this, we apply $h$ multi-attention heads to obtain more meaningful sequence representations $s_t$, with $T$ being the maximum number of steps. Multi-attention heads are the key building block of transformer networks. In this process, $h$ softmax dot-product attentions (self-attention mechanism, $Att$) are calculated in parallel to learn different discriminative patterns in each head from the three linear projection inputs (query $Q$, key $K$, and values $V$), whereby the division by $\sqrt{d_k}$ prevents very small gradients. After scaling, the results of the individual heads are concatenated and fed into a subsequent linear layer $W^S$:

$$MultiHead = s_t = Concat(head_1, \ldots, head_h) W^S,$$  

(1)

$$head_h = \alpha \left( QW^Q_h, KW^K_h, VW^K_h \right),$$  

(2)

$$\alpha(Q, K, V) = \text{softmax} \left( QK^T / \sqrt{d_k} \right) V.$$  

(3)

The resulting enhanced sequence $S$ is the input of, e.g., a one-directional LSTM to receive the temporal encoded sequence $O$:

$$o_t = \text{LSTM}(s_t), t \in \{1, \ldots, T\}.$$  

(4)

Finally, the temporally encoded information are feed into a regression layer, predicting $y_t$. 

---

**Table 3**

Partitioning of the three tasks. Reported are the number of unique videos, and the duration for each task in hh:mm:ss.

| Partition | No. | MuSe-Wild | MuSe-Topic | MuSe-Trust |
|-----------|-----|-----------|------------|------------|
| Train     | 166 | 22:16:43  | 22:35:55   | 22:45:52   |
| Devel.    | 62  | 06:48:58  | 06:49:46   | 06:52:22   |
| Test      | 64  | 06:02:20  | 06:14:08   | 06:12:53   |
4.3 Experimental settings

Unlike most large emotional datasets with continuous annotations, MuSe-CaR does not break the videos down into artificial, equally-sized segments, so that content and context can remain largely intertwined. However, this has the disadvantage that some sequences end up very long (> 5000 steps) increasing the amount of computation power needed. To solve this issue and increase the amount of data, the length is segmented to a fixed number of sequence steps \( ws \) moving with a hop size \( hs \) as proposed by the baseline paper \[17\] and several participants \[91\]. Furthermore, we utilise the segment id, as it provides the models with an additional positional encoding \[91\].

The models are trained for a maximum of 100 epochs using an Adam optimiser, while the learning rate is reduced, as it reaches a plateau for more than 10 epochs. As in the challenge, the CCC is evaluated on the development set after each epoch, and after the training, the best configurations is subsequently evaluated on the test set.

As we aim for an integrated approach of modality fusion, we use early (concatenate the inputs) as well as late (using a LSTM) fusion in order to better learn from the interaction of the modalities.

For the ablation study, we choose to set \( ws = 200, hs = 100 \) after initial experiments, and the number of hidden neurons of the bidirectional LSTM to 64. If not otherwise stated, we run a hyperparameter optimisation using \( h \in \{2, 4, 8\} \) heads, \( lr \in \{0.0001, 0.001, 0.005\} \), a batch size \( \in \{512, 1024, 2048\} \) and report the best result indicating the hyperparameter setting by \( HP \).

4.4 Results

Unimodal: First, we compare the performance of our feature sets. As shown in Table 4 the advanced BERT features and the deep acoustic features VGGish yield higher results in terms of CCC. Only the results on the vision features behave contrary, where the deep face features VGGFace seem to easily overfit on the development set, while FAU scores are lower, but generalise better. Early fusion of the both text modalities adds a small advantage compared to single use. For all other modalities, the results are worse on the test set. When comparing the model with EGMAPS and FASTText features with those of the baseline, both show large improvements on the development set and the result for FASTText almost doubled on the test set. For the following experiments, we use the best performing feature set of each modality, namely BERT, VGGish, and FAU.

Augmentation: Previous challenges \[21\] identified the effective use of the available data as a key performance driver. Table 5 shows the results under changing number of sequence steps \( ws \) and hop sizes \( hs \). When \( ws \) is equal \( hs \), the sequences have no overlap. A larger \( ws \) appears to be generally valuable. Most likely, this variable (\( ws \)) improves the ability to capture global dynamic changes, leading to a more expressive representation of the state of trust. Having no overlap yields stable, generalisable results, while, when applying an overlap, the results could be either better or worse. As a rule of thumb, the longer the sequences are, the higher the overlap can be, while a good estimate ranges between \( hs = 0.3 - 0.5 ws \). However, if \( ws \) is small (e.g., 100, 200), the results might not be generalisable to test. This might be counteracted by applying additional augmentation to the reappearing sequence steps.

Other side effects are that, as the length of the sequence increases, both the memory requirement and the training time grow. With our standard architecture, a maximum of \( ws = 750 \) is supported on a 32 GB Memory GPU, which makes it necessary to trade-off performance for usability.

Heads: In a unimodal setting, the most suitable number of heads varies from modality to modality, with no clear tendency (e.g., number of dimensions). The best results (cf. Table 6) are obtained with 4 heads for BERT (5.495 on test), 16 heads for VGGish (4.592 on test), and 2 heads for FAU (3.774 on test). On average, 2, 4, and 16 heads perform very similarly on the development set with a slight advantage for 16 heads (4.352) and 8 heads (4.388) on test data.

### Table 4

| Feature sets                        | Dev. | Test | HP   |
|-------------------------------------|------|------|------|
| FASTText                           | .4559| .4782| I    |
| BERT                               | .5624| .5539| I    |
| BERT + FASTText                    | .5648| .5478| II   |
| EGMAPS                             | .3921| .4120| III  |
| VGGish                             | .5376| .4035| I    |
| VGGish + EGMAPS                    | .4751| .2402| I    |
| FAU                                | .3675| .3623| I    |
| VGGFace                            | .4000| .2802| IV   |
| VGGFace + FAU                      | .3936| .3298| V    |

### Table 5

| steps | ws  | hs  | BERT  | Dev. | Test | VGGish | Dev. | Test | FAU  | Dev. | Test | O    | Dev. | Test |
|-------|-----|-----|-------|------|------|--------|------|------|------|------|------|------|------|------|
|       | 750 | 750 | .5641 | .5540 | .4274 | .4344 | .5775 | .5719 | .4563 | .4534 |
| 750   | 750 | 5739| .5747 | .5634 | .4699 | .5731 | .5779 | .5005 | .5171 |
| 750   | 750 | 5898| .5693 | .5386 | .4686 | .4305 | .4843 | .5193 | .5074 |
| 200   | 200 | .5512| .5245 | .4566 | .4752 | .3614 | .2170 | .4897 | .4236 |
| 200   | 150 | .5500| .5533 | .5517| .2034 | .3558 | .3958 | .4858 | .4025 |
| 200   | 100 | .5624| .5359 | .5376| .4035 | .3675 | .3623 | .4992 | .4399 |
| 200   | 100 | .5282| .5160 | .5440| .4081 | .3319 | .1820 | .4680 | .3687 |
| 100   | 100 | .5167| .5128 | .5064| .4445 | .3971 | .3709 | .4647 | .4227 |
| 100   | 50  | .5312| .5068 | .5369| .2918 | .3916 | .3294 | .4832 | .3763 |
| 100   | 25  | .5233| .5216 | .5264| .2517 | .3642 | .2911 | .4713 | .3548 |

### Table 6

| heads | BERT  | VGGish | FAU  | O    |
|-------|-------|--------|------|------|
|       | Dev.  | Test   | Dev. | Test | Dev. | Test | Dev. | Test |
| 2     | .5698 | .4745 | .5375 | .4308 | .5356 | .3774 | .4058 | .4296 |
| 4     | .5624 | .5539 | .5376 | .4035 | .3675 | .3591 | .4892 | .4388 |
| 8     | .5539 | .5454 | .4055 | .2671 | .3623 | .3280 | .4399 | .3802 |
| 16    | .5693 | .5112 | .5619 | .4592 | .3548 | .3352 | .4953 | .4352 |
MSE and L1 loss, for the BERT and VGGish features as well as for the average results of the two correlation based metrics (CCC and PCC). However, this is not the case for FAU where L1 and MSE perform equally or outperform the CCC loss. For RMSE, FAU has such a strong impact that also the average RMSE of both other loss functions are better.

TABLE 7
Results of MuSe-Trust using the development and test set. Results are reported in CCC, PCC, and RMSE.

| loss metric | BERT | VGGish | FAU | \(\sum\) |
|---|---|---|---|---|
| CCC | 3624 | 5579 | 5576 | 4035 | 3675 | 3625 | 0.4922 | 0.4399 |
| PCC | 5684 | 5998 | 5384 | 4421 | 3700 | 4301 | 0.4946 | 0.4907 |
| RMSE | 3652 | 3485 | 3867 | 4399 | 4695 | 4780 | 4071 | 4155 |

Model: Next, we compare several architectural choices on the unimodal feature selections. As we can see in Table 8, using the combination of both modules is sensible. One configuration (2 MHAL+Bi-LSTM) yields a better result on the BERT test set. For all others and on average, the one-layer MHAL and a bidirectional LSTM architecture achieves the best results.

TABLE 8
Results of MuSe-Trust using the development and test set. Results are reported in CCC.

| network | BERT | VGGish | FAU | \(\sum\) |
|---|---|---|---|---|
| MHAL | 5117 | 5248 | 4230 | 3150 | 3677 | 3551 | 3675 | 3625 |
| LSTM | 3640 | 5175 | 5434 | 4771 | 3259 | 2513 | 4625 | 3858 |
| MHAL+LSTM | 5423 | 5526 | 5386 | 5248 | 3609 | 3047 | 4800 | 3607 |
| MHAL+2 Bi-LSTM | 5456 | 5504 | 5259 | 5368 | 3642 | 2973 | 4786 | 4055 |
| MHAL+Bi-LSTM | 5624 | 5539 | 5576 | 4035 | 3675 | 3625 | 4822 | 4399 |
| 2 MHAL+Bi-LSTM | 5548 | 5702 | 4918 | 3818 | 3645 | 3447 | 4704 | 4342 |
| 2 MHAL+2 Bi-LSTM | 5410 | 5344 | 5492 | 5233 | 3553 | 3523 | 4635 | 4033 |
| 3 MHAL+3 Bi-LSTM | 5437 | 5089 | 4977 | 3376 | 3435 | 3104 | 4623 | 3806 |

Multimodal fusion: Fusing the best single modalities improves all results on the development set. However, the best – the fusion of BERT and VGGish – generalises poorly (devel: 5833 CCC vs. test: 5108 CCC) achieving a lower result than BERT only. In comparison, the fusion of text and vision features generalises well and achieves 5880 CCC on test data (.5803 CCC on development) – a better result than every single modality. Similarly, VGGish and FAU achieve slightly higher results on both sets when being fused resulting in .4287 CCC on the test set.

Multi-task learning: Using our approach to predict Arousal, Valence, and Trustworthiness simultaneously, outperforms the baseline by more than .2 on development and almost .15 on the test set. Adding more weight to the Trustworthiness predictions (IL) improves the result slightly.

Best configuration: Our best results are shown Table 9 achieving on development: .6507 CCC and on test: .6105 CCC (late) fusing all except the VGGish predictions of the fully trained uni-modal models. The results represent a major improvement in terms of the baselines established by [17] more than 50 % on the development set.

5 Future work and limitations
In the future, we plan to extend the first proposed tasks in several directions by using the additional levels of annotation presented. Of particular interest are the possible presence of a connection between the novel dimension of Trustworthiness and Arousal/Valence and its usability to evaluate user-generated data, which could give insights on the subjective perception of Trustworthiness.

One focus for the MuSe challenge is to bring together communities from different computational disciplines; mainly, the sentiment analysis community preferring to predict discrete sentiment/emotion categories coming from an NLP background [95], and the audio-visual emotion recognition community predicting continuous-valued Valence and Arousal dimensions of emotion (circumplex model of affect [45]) originated in intelligent audio and visual signal processing, while often disregarding the potential of the textual modality [67], [81], [86], [97]. However, both have its advantages, e.g., classes of emotions are more intuitive for humans (happy label vs Arousal and Valence scores) and dimensions are more generaliseable and are highly influenced by related, explicitly multimodal learning, techniques [98], [99], [100]. In theory, the russell' circumplex model of emotion allows a mapping (diarisation) from continuous signals to emotion labels, which is often refuted [101]. To date, no reliable approaches exist for dynamically modeling continuous emotional values to classes on a large scale.

The question arises whether a special mapping can be derived for ‘in-the-wild’ environments. This would also help enabling transfer-learning capabilities between the two categories of research and accompanying datasets. Connected to the previously introduced direction, the continuous annotation signals also have to be summarised time-wise on e.g., sentence- or segment-level for the mapping process. Emotions are an intense feeling that is rather
short-term and is typically directed at a source/topic. We want to explore suitable ways to time-aggregated emotion annotations to reference topics. According fusion and aggregation approaches might even rely directly on the five raw annotations, such as in Dynamic Time Warping (DTW) [102] and Deep Canonical Time Warping (DCTW) [103] and might incorporate an explicit model of uncertainty expressed by the (dis-)agreement of annotators. Starting with unsupervised approaches, one might extend the dataset to specific classes in the future. Furthermore, one should explore ways to generally improve the time and cost of intensive continuous annotation. One idea is to learn stable representations of annotators behaviours to create additional artificial annotations based on a reduced number of real annotations.

Since multimodal sentiment analysis ‘in-the-wild’ often utilises user-generated data and a variety of ‘in-the-wild’ characteristics, we want to explore those directions in more depth.

With the collected YouTube metadata of user engagement (e.g., view count, like and dislike ratio/count, sentimentality of the video comments), we want to investigate if they can be predicted purely relying on (features of) annotated continuous emotions.

The investigation of ‘in-the-wild’ influences and data imbalance is of further interest. Typically, when developing models for emotion recognition, the aim is to work with a dataset that is as balanced and clean as possible with regard to the people and environment characteristics. This avoids bias in the modelling which leads to worse results when predicting data with an unknown distribution, as well having ethical implications in real-world implementation if not counteracted. When collecting data ‘in-the-wild’, however, this is sometimes not possible. For this reason, the community needs to explore the effects as well as develop appropriate counter-strategies of, e.g., gender-wise unbalanced training data. Another example is the relevance of facial-related features in the prediction of Valence. While in most lab settings it is rather unusual for participants to wear glasses or sunglasses, this is more often the case for ‘in-the-wild’ data. Previous studies showed that the degree of occlusion of the face is negatively correlated with the performance of face recognition [104] and the presence of occlusion, such as sunglasses or masks, degrades the performance of facial expression recognition systems [105]. We have deliberately collected around 30% hosts wearing glasses or sunglasses in order to be able to deepen these studies and also estimate how multimodal approaches are of help to overcome those kinds of challenges. A similar directions is to measure the influence of superimposed banners which might obscure important video content, such as interaction objects. We want to explore ways to detect, artificially remove and replace such occlusion e.g., by utilising Generative Adversarial Networks.

**Limitations.** As defined by the categories of [65], collecting meaningful in-the-wild data is always a trade-off of naturalness and lack of control. Although we provide natural, minutes-long context to capture the change in emotions towards multiple topics instead of short dialogues, we see some limitation regarding the range of possible context. In this corpus, we wanted to connect emotions to overarching topics enabling emotion-context interaction; hence, only selected material of one domain (car reviews) was considered which naturally limits the range of topic. This has also been done in other large emotional datasets as in, e.g., advertisement in the case of [16]. We see improvements on the other criteria: Primitive descriptors are only common in affective computing but not in multimodal sentiment. We address the gap by providing two dimensions of real continuous emotions and a user-generated content specific one giving advanced flexibility and help to bridge the two communities. The scope of the dataset (e.g., number of hosts, modalities), based on the previous results, does seem to be sufficient to generalise personal-independent affect well and the provided linguistic transcriptions are of high value. Focusing on the user-generated area, we kept a high degree of naturalness, only excluding parts not sensitive to affective recognition (e.g., no face and no voice) while keeping all others, even very noisy sections (e.g., occlusions, selfie-camera, or half faces etc.).

### 6 Summary and Conclusion

In this paper, we introduced MuSe-CaR – a multimodal sentiment analysis in real-life media dataset. It was collected in user-generated, noisy environments, and consists of around 300 audio-visual and transcript recordings of more than 70 hosts. We described the extensive annotation process in depth covering 11 tiers including dimensional emotions and layers to model the interaction between them and speaker topics and to visual entities. We intentionally selected videos containing novel and challenging in-the-wild characteristics, including dynamic backgrounds and changing shots as well as angles of the face.

From this multimodal corpus of emotional car reviews, we derived three initial tasks: i) MuSe-Wild, where the level of the affective dimensions of Arousal and Valence has to be predicted; ii) MuSe-Topic, where the domain-related conversational topics and three intensity classes of Arousal and Valence have to be predicted; and, iii) MuSe-Trust, where the level of continuous Trustworthiness has to be predicted. These task are publicly available to the research community, representing a testing bed for efforts in automatic analysis of audio-visual behaviour. In addition, we proposed a simple but efficient network DeepTrust using attention-enhanced encoding to tackle the last task, largely outperforming baseline results of MuSe-Trust. We provided exhaustive experiments and showed it has also multi-task prediction capabilities which is both helpful in advancing this novel task as well as the field of continuous affect estimation. Finally, we introduced some of our future research directions and limitations of the dataset. We hope this dataset is another valuable extension for the research community and another cornerstone in mastering multimodal sentiment analysis.
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