Chiral phase structure and critical end point in QCD
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We map out the QCD phase structure at finite temperature and chemical potential for 2-flavour and 2 + 1-flavour QCD. This is done within a generalised functional approach to QCD put forward in \cite{1}. Specifically we compute the quark propagator and the finite-temperature and density fluctuations of the gluon propagator and the quark-gluon vertex on the basis of precision data for vacuum correlation functions. The novel ingredient is the direct self-consistent computation of the DSEs for the dressings of the quark-gluon vertex, in contrast to the common use of STI-inspired vertices.

For small densities the results for the chiral order parameter agree with the respective lattice and functional renormalisation group results, for large densities the present results are in a quantitative agreement with the latter, including the location of the critical end point.
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I. INTRODUCTION

The QCD phase structure at finite density has been the subject of many works within functional methods in the past two decades, for results with the functional renormalisation group (fRG) see e.g. \cite{2–7}, for results with Dyson-Schwinger equations (DSE) see e.g. \cite{1, 8–12}. At small densities these studies are accompanied by respective lattice studies, see e.g. \cite{13–20}. By now the results from both, lattice and functional methods, agree at small densities. In turn, at larger densities the lattice is hampered by the sign problem, while the approximations to the full QCD effective action within functional approaches require systematic qualitative improvements. This is the topic of the present work, bases on the generalised functional approach (fRG-DSE) put forward in \cite{1}. These advances should finally lead to a quantitative theoretical access to the QCD phase structure, mapped out by running and planned heavy-ion experiments, for reviews see \cite{8, 11, 21–28}.

In the generalised functional approach put forward in \cite{1}, the DSEs of correlation functions at finite temperature and chemical potential have been solved in an expansion about quantitative $N_f = 2$ flavour QCD vacuum correlation functions obtained with the fRG in \cite{29}. Special emphasis has been put on the full quark-gluon vertex, which is the key input for the solution of the quark gap equation. In \cite{1} the thermal and density fluctuations of the quark gluon vertex have been derived from the respective Slavnov-Taylor identities (STIs), further gauge symmetry constraints, and the fRG vacuum vertex. The results for the phase boundary for small chemical potential agree well with the fRG, \cite{3} and lattice results, \cite{20} (WB), \cite{17} (HotQCD). For larger chemical potential the results from functional methods, \cite{1, 3}, still agree, while there are no lattice results. However, the locations of the critical end point (CEP) for fRG- and DSE-approaches differ, even though they are still compatible with in the rapidly systematic error of both computations in this regime, see the respective discussions in \cite{1, 3}.

In the present work compute the QCD phase structure within systematic qualitative improvements of the truncation level used in \cite{1}. In particular, the reliability of the results at larger chemical potential is enhanced qualitatively: the novel ingredient is the self-consistent solution of the DSEs for strange, thermal and density fluctuations of the quark-gluon vertex in contradistinction to the standard STI-vertex constructions.

This first principles approach gives access to the phase structure of QCD without the need of phenomenological infrared parameters. The only input are the fundamental parameters in QCD: the strong coupling and the current quark masses. At small densities the chiral phase boundary computed in the present work agrees quantitatively with that from functional studies, \cite{1, 3} and lattice data, e.g. \cite{17, 20}. At larger densities the present result agrees quantitatively with the results from the fRG-study in \cite{3}, including the location of the CEP. This is a chiefly important reliability test of the respective results, in particular given the different resummation schemes implemented for the set of fRG- and DSE-equations.

II. FRG-ASSISTED DSES

We first outline the generalised functional approach put forward and detailed in \cite{1}. Then the improved truncation used in the present work is discussed.

A. Setup for fRG-assisted DSEs

The DSEs for correlation functions are one- or two-loop exact loop relations that rely on full propagators as well as full and classical vertices. They have to be renormalised non-perturbatively in the vacuum, and finite temperature and density fluctuations do not change the renormalisation. This suggests to parameterise the
In the present work the quark propagator is obtained from its gap equation depicted above. In turn, we solve the gluon gap equation and DSE of quark gluon vertex for the strange-, thermal and density fluctuations, $\Delta \Gamma_{AA}^{(2)}$ and $\Delta \Gamma_{qqA}^{(2)}$, as described in (1) and below. A discussion of the reliability of this approximation is found in the text.

In contradistinction to the use of the difference-DSEs for gluon propagator and quark-gluon vertex, we solve the full quark gap equation for $\Gamma_{qq}^{(2)}$. The set of DSEs considered in the present work is depicted in Figure 1a and Figure 1b, where we display the full DSEs also for gluon propagator and quark-gluon vertex instead of the respective difference-DSE for the sake of simplicity. We also emphasise, that the computation of the quark propagator (and not its difference $\Delta \Gamma_{qq}^{(2)}$) from the quark gap equation is the first consistency check of the procedure (and the input), as it can be compared with existing functional and lattice data for the vacuum quark propagator.

The difference-DSEs for the gluon propagator and quark-gluon vertex are solved within further truncations discussed below:

**Difference-DSE for $\Delta \Gamma_{AA}^{(2)}$, see Figure 1a:** In short: We drop the ghost loop in the difference-DSE for the gluon propagator, as it gives negligible contributions. Furthermore, the full three-gluon vertex is approximated by its classical counterpart.

**B. Truncation scheme**

In the present work we use the split (1) for the gluon propagator and the quark-gluon vertex, and solve the respective DSEs for $\Delta \Gamma_{AA}^{(2)}$ and $\Delta \Gamma_{qqA}^{(3)}$. In the latter case the DSE is only solved for the dominant three tensor structures, while the others five tensor structures are determined from symmetry constraints. The quantitative reliability of this procedure is discussed in detail and tested in [1]. Further information about this hierarchy as well as the derivation of the symmetry constraints are found in the fRG-works [29, 32]. Moreover, for the strange-quark–gluon vertex we use

$$\Gamma_{ssA}^{(n)}(p)\big|_{0,0,2} := \Gamma_{llA}^{(n)}(p)\big|_{0,0,2}, \quad (2)$$

as detailed in [1]. Here $s$ is the strange quark and $l = u, d$ are the isospin-symmetric light flavours. Then, $\Delta \Gamma_{ssA}^{(3)}$ also comprises the differences of vacuum diagrams with light and strange quarks.

In short: We only compute the first two diagrams in the first line of Figure 1b within the difference-DSE for the quark-gluon vertex.
vertex. We consider this approximation to be quantitatively small in all temperatures considered in the present work, and the density regime \( \mu_B \lesssim 400 \text{ MeV} \). For larger densities, its reliability decreases. There, the discussion of the systematic error is based on the comparison between different functional approaches, fRG and DSE, used quite different resummations.

In detail: The third diagram in the first line (with the four-quark vertex) and the first diagram in the second line (with the quark-gluon scattering vertex) carry some information about hadron resonances. We consider in particular the neglect of the first diagram in the difference-DSE as the source for the largest systematic error in the present approximation: In the vacuum it is completely dominated by the scalar-pseudoscalar tensor structure (sigma-pion resonance channel), the lowest lying hadronic states. This already follows from conceptual considerations and is at the root of e.g. chiral perturbation theory. It is corroborated by the \( N_f = 2 \)-flavour vacuum computation with the fRG in [29] within a Fierz-complete computation with all tensor structures, which serves as the vacuum input here. At finite density we expect a change of the dominance order to a diquark channel, see in particular the analysis [5] in QCD, also [57, 58]. This change is also reflected in the non-trivial pion dispersion observed in [3] at larger density and sizable quark condensate, see the red-hatched regime in Figure 5. We infer furthermore from DSE-studies with resonance contributions (hadronic and diquark resonances) in the [11, 33, 59], that the resonance-triggered deformations of the phase structure at finite density are subleading, though sizable. Consequently, in the ongoing quest for a systematic improvement towards quantitative reliability of functional QCD studies at large densities we will include this term in future work. This can be done on the basis of the vacuum and finite density fRG-data in [3, 29], as well as the difference-DSE for the four-quark vertex, also utilising bound-state approaches as put forward in [11, 33, 59].

As already discussed for the difference-DSE for the gluon propagator, the contribution of the ghost diagram in the second line of Figure 1b to the difference-DSE of the quark-gluon vertex can safely be neglected. This also holds true for the contributions of the purely gluonic two-loop diagrams: the last diagram effectively dresses the classical three-gluon vertex in the first diagram in the second line, and this dressing is mild as discussed above. In turn, the penultimate diagram adds a tree-level contribution to the 1PI quark-gluon vertex. In combination this results in a diagram with the Bethe-Salpeter (BS) scattering vertex, that is relevant for the full consideration of resonances. This summarises the truncations used in the difference-DSE for the quark-gluon vertex.

We conclude the discussion of the truncation with a short wrap-up: First we emphasise that the full system of DSEs, depicted in Figure 1a and Figure 1b, is computed self-consistently within the truncation described above: all quantum, temperature and density corrections computed here are fed back into the diagrams in the DSEs. We take into account all dressings of the quark-gluon vertex. For more details see Section II B.
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**FIG. 2.** Set of correlation functions, whose DSEs or Difference-DSEs are computed self-consistently in the present work: all quantum, temperature and density corrections computed here are fed back into the diagrams in the DSEs. The respective system of propagators and vertices is depicted in Figure 2.

Secondly, on the basis of the detailed error analysis above we consider this truncation to be quantitative for \( \mu_B \lesssim 400 \text{ MeV} \). In turn, for larger chemical potentials, the systematic error analysis based on the evaluation of the potential contributions of the dropped diagrams and tensor structures is not fully conclusive. In the present work we rely on a comparison with the fRG-results from [3]. The existing and ongoing work on the resonance contributions in functional approaches (fRG and DSE-BSE), will lead to quantitative reliability of functional approaches in this regime within the next years.

### C. Gap equation and quark-gluon vertex DSE at finite temperature and density

At finite temperature and density the quark two-point function reads,

\[
\Gamma^{(2)}_{q\bar{q}}(\tilde{p}) = Z_q(\tilde{p}) \left[ \frac{Z_{\bar{q}}(\tilde{p})}{Z_{q}(\tilde{p})} \left[ \gamma_0 \tilde{p}_0 + M_q(\tilde{p}) \right] + \gamma_i \tilde{p}_i \right],
\]

with \( \tilde{p} = (p_0 - i \mu \gamma / 3, \mathbf{p}) \), and quark Matsubara-frequencies \( p_0 = 2\pi T (n + \frac{1}{2}) \). For more details see [1]. The quark gap equation at finite temperature and density is given by

\[
\Gamma^{(2)}_{q\bar{q}}(\tilde{p}) - S_{q\bar{q}}^{(2)}(\tilde{p}) = \sum_{\tilde{q}} \frac{dq_0}{2\pi} \int \frac{d^3\tilde{q}}{(2\pi)^3} \left[ G_{AA\mu\nu}(\tilde{q} + \tilde{p}) \times \frac{\lambda^a}{2} (-ig\gamma_\mu) G_{q\bar{q}}(\tilde{q}) \left[ \Gamma^{(3)}_{q\bar{q}A}(\tilde{q}, -\tilde{p}) \right] \right].
\]

In (4) \( S_{q\bar{q}}^{(2)} \) is the inverse of classical quark propagator, the full quark and gluon propagators are given by \( G_{q\bar{q}} = (1/\Gamma^{(2)})_{q\bar{q}} \) and \( G_{AA} = (1/\Gamma^{(2)})_{AA} \) respectively, and all momenta are counted as incoming. Glioun (and ghost) Matsubara-frequencies are given by \( q_0 + p_0 = 2\pi T n \).
For the gluon propagator, we use the $O(4)$-symmetric approximation, in which the color-electric and color-magnetic components agree. For the quark-gluon vertex, the splitting is even weaker and we only keep the vacuum tensor structures. In [1, 29] the full transverse quark-gluon vertex has been written as follows,

$$\Gamma^{(3)}_{q\bar{q}A}(p,q) = \frac{\lambda^a}{2} \sum_{i=1}^{3} \lambda^{(i)}_{q\bar{q}A}(p,q) \Pi_{\mu\nu}(k_+) \left[T^{(i)}_{q\bar{q}A}\right]_\mu(p,q),$$

with the transverse projection operator $\Pi_{\mu\nu}(k) = \delta_{\mu\nu} - k_{\mu}k_{\nu}/k^2$ and the Gell-Mann matrices $\lambda^a$. The tensor basis $\{T^{(i)}_{q\bar{q}A}\}$ in (5) is given by

$$\begin{align*}
T^{(1)}_{q\bar{q}A}(p,q) &= -i \gamma^\mu , \\
T^{(2)}_{q\bar{q}A}(p,q) &= k^\mu , \\
T^{(3)}_{q\bar{q}A}(p,q) &= k^\mu \gamma^\mu , \\
T^{(4)}_{q\bar{q}A}(p,q) &= k^\mu + \gamma^\mu , \\
T^{(5)}_{q\bar{q}A}(p,q) &= k^\mu - \gamma^\mu , \\
T^{(6)}_{q\bar{q}A}(p,q) &= i k^\mu - k^\mu + \gamma^\mu , \\
T^{(7)}_{q\bar{q}A}(p,q) &= i k^\mu - k^\mu - \gamma^\mu .
\end{align*}$$

In [1] it has been shown, that the full results are already approached quantitatively by only considering the three dominant tensor structures, $T^{(1,4,7)}_{q\bar{q}A}$. The vertex construction in [1] for the thermal and density-fluctuations $\Delta\lambda^{(i)}_{q\bar{q}A}$ has utilised the STI and further gauge symmetry constraints. In turn, in the present work we compute the vertex dressings for $i = 1, 4, 7$ directly with their respective (difference-)DSEs. The other vertex dressings are obtained with their respective symmetry constraints from the $\Delta\lambda^{(1,4,7)}_{q\bar{q}A}$, see [1, 29, 32],

$$\begin{align*}
\Delta\lambda^{(2)}_{q\bar{q}A} &\approx \frac{1}{2} \Delta\lambda^{(4)}_{q\bar{q}A} , \\
\Delta\lambda^{(3,8)}_{q\bar{q}A} &\approx 0 , \\
\Delta\lambda^{(5)}_{q\bar{q}A} &\approx \frac{1}{2} \Delta\lambda^{(7)}_{q\bar{q}A} , \\
\Delta\lambda^{(6)}_{q\bar{q}A} &\approx \frac{1}{2} \Delta\lambda^{(7)}_{q\bar{q}A} .
\end{align*}$$

The results for $\Delta\lambda^{(1,4,7)}_{q\bar{q}A}$ along the phase transition line are displayed in Figure 3.

### III. RESULTS

The functional fRG-DSE setup based on [1] allows for a fully self-consistent computation of the QCD phase structure. The qualitatively novel feature of the present computation is the self-consistent direct computation of the dressing of the three dominant tensor structures of the quark-gluon vertex at finite temperature and density, see Figure 3. This qualitatively improves the reliability of the truncation at large densities as discussed in the previous Section II.

#### A. Renormalisation and benchmark results

The current computation relies only on the determination of the fundamental parameters of QCD: the renormalisation scale of the present computation is $\mu = 40 \text{ GeV}$ in accordance with the RG-scale of the fRG-input data. At this scale the strong coupling agrees with the RG-scale of the fRG-input parameters. A full discussion of self-consistent RG-schemes for DSEs for given input data will be given in [60].

The chiral transition temperature $T_c(\mu_B)$ is derived from the thermal susceptibility $\partial_T \Delta_{l,R}$ of the renormalised light chiral condensate $\Delta_{l,R}$ as in [1, 3],

$$\Delta_{l,R} = \frac{1}{2N_R} \sum_{q = u,d} \left[ \Delta_q(T, \mu_B) - \Delta_q(0,0) \right].$$

where $N_R$ is a convenient normalization which leads $\Delta_{l,R}$ dimensionless, and here we choose $N_R = m^4$. The quark condensates $\Delta_q$, with $q = u,d$, are given by

$$\Delta_q \simeq -m_q^2 T \sum_{n \in \mathbb{Z}} \int \frac{d^3q}{(2\pi)^3} \text{tr} G_{q,q}(q).$$

The results for (8) at vanishing chemical potential are in quantitative agreement with the respective lattice results, see Figure 4. The chiral crossover temperature at
vanishing density or chemical potential is readily derived from the susceptibility, and we obtain for 2- and 2 + 1-flavour QCD,

\[ T_{c,N_f=2} = 166.0 \text{ MeV}, \quad T_{c,N_f=2+1} = 155.1 \text{ MeV}, \quad (10) \]

in quantitative agreement with the results obtained with the STI-vertices in [1]: \( T_{c,N_f=2} = 166 \text{ MeV} \) and \( T_{c,N_f=2+1} = 154 \text{ MeV} \). These results provide further support to the STI-construction of the thermal and density-corrections of the quark-gluon vertex put forward in [1]. There, it has been carefully argued that such a construction is quantitatively reliable for the temperature regime of interest and not too large chemical potential.

A further benchmark computation concerns the curvature of the chiral phase boundary at vanishing chemical potential. It is determined from the transition temperature \( T_c(\mu_B) \) within the expansion about \( \mu_B = 0 \),

\[ \frac{T_c(\mu_B)}{T_c} = 1 - \kappa \left( \frac{\mu_B}{T_c} \right)^2 + \lambda \left( \frac{\mu_B}{T_c} \right)^4 + \cdots, \quad (11) \]

with \( T_c = T_c(\mu_B = 0) \). This leads us to

\[ \kappa_{N_f=2} = 0.0175(7), \quad \kappa_{N_f=2+1} = 0.0147(5). \quad (12) \]

Again, (12) is in quantitative agreement (within the error bars) with the results obtained with the STI-vertices in [1]: \( \kappa_{N_f=2} = 0.0179(8) \) and \( \kappa_{N_f=2+1} = 0.0150(7) \), and provides further evidence for the quantitative reliability of the STI-construction for not too large densities. Respective results from the fRG, [3, 6], and lattice simulations, e.g. [13, 61, 62] also agree well with the results (10) and (12). For a comprehensive comparison see [1, 3, 11].

B. Chiral phase structure and critical end point

Now we proceed to the central result of the current work, the chiral phase structure at finite density. It is derived from the thermal susceptibility of the renormalised light chiral condensate \( \langle \bar{q} q \rangle \), which is depicted as a function of temperature in Figure 4 for selected chemical potentials. As \( \mu_B \) increases, the crossover steepens, finally leading to 2nd order CEP and a first order regime.

The resulting phase structure is depicted in Figure 5, together with the DSE-results with STI-vertices, [1], the fRG-results [3], and results from lattice simulations, [17, 20]. For a comprehensive comparison see [1, 3, 11].

In summary, the present results as well as that from [1] agree with up-to-date functional results and lattice results for densities \( \mu_B/T \lesssim 2 \). For densities \( \mu_B/T \gtrsim 2 \) the present results agree with the fRG-results in [3] including the location of the CEP.

**Phase diagram for 2+1 flavour QCD in comparison to other theoretical results and phenomenological freeze-out data.** The blue dashed line displays the results from the current work. For small chemical potential the results agree well with the fRG and DSE, [3, 11] and lattice results, [20] (WB), [17] (HotQCD). In the red hatched regime the fRG-results from [3] show a minimum of the pion dispersion at non-vanishing spatial momentum together with a sizable chiral condensate. This may indicate an inhomogeneous regime. For large chemical potential the results agree quantitatively with the fRG-results from [3] including the location of the CEP.

Freeze-out data: [22] (STAR), [63] (Alba et al.), [23] (Andronic et al.), [64] (Becattini et al.), [65] (Vovchenko et al.), and [66] (Sagun et al.). Note that freeze-out data from Becattini et al. with (light blue) and without (dark green) afterburner-corrections are shown in two different colors.

**FIG. 4.** The renormalised light chiral condensate at \( \mu_B = 0, 200, 400, 600 \text{ MeV} \) (Black, blue, red, olive curves, respectively) as a function of \( T \). The result agrees with the lattice [61] at vanishing chemical potential, and with the fRG-results from [3] for all chemical potentials, see the inlay.

**FIG. 5.** Phase diagram for 2+1 flavour QCD in comparison to other theoretical results and phenomenological freeze-out data. The blue dashed line displays the results from the current work. For small chemical potential the results agree well with the fRG and DSE, [3, 11] and lattice results, [20] (WB), [17] (HotQCD). In the red hatched regime the fRG-results from [3] show a minimum of the pion dispersion at non-vanishing spatial momentum together with a sizable chiral condensate. This may indicate an inhomogeneous regime. For large chemical potential the results agree quantitatively with the fRG-results from [3] including the location of the CEP.
assisted DSE-approach within the truncation used here, as well as the fRG computation used in [3]. Still, the impressive agreement of the results from both approaches including the location of the CEP is a non-trivial reliability check. For $N_f = 2 + 1$ flavours we get

$$(T, \mu_B)_{\text{CEP}} = (109, 610) \text{ MeV}, \quad \frac{\mu_B}{T}_{\text{CEP}} = 5.59. \quad (13)$$

This result agrees quantitatively with the fRG-prediction $(T, \mu_B)_{\text{CEP}} = (107, 635) \text{ MeV}$ with the ratio $\frac{\mu_B}{T}_{\text{CEP}} = 5.54$ in [3].

While this quantitative agreement between the fRG-computation and the present DSE-computation is indeed very intriguing and has to be seen as a respective support of the reliability of the results, it has to be taken with a grain of salt. As emphasised before, for quantitative predictions the approximations in both functional approaches have to be improved in order to allow for the potential resonance as well as competing order effects. Only then firm predictions on the location of the CEP can be made. Still, these improvements are within reach, and in summary the results of the present work together with the fRG-results in [3], entail, that in functional approaches to QCD we are but one step away from quantitative statements concerning the phase structure at large densities.

## IV. SUMMARY

In this work we have evaluated the QCD phase structure with a combination of the functional renormalisation group (fRG) and Dyson-Schwinger (DSE) equations: fRG-results from [29] for the 2-flavour gluon propagator and quark-gluon vertex in the vacuum have been used as an input for the DSEs of 2- and 2 + 1-flavour QCD at finite temperature and density. We have solved the coupled set of DSEs for the quark propagator and for the strange-quark, thermal and density corrections of the gluon propagator and quark-gluon vertex for 2- and 2+1-flavour QCD. No phenomenological infrared parameters have been tuned, and the only parameters are the fundamental ones in QCD: the current quark masses which are determined with the pion pole mass, and, in the 2+1 flavour case, also with the ratio of light and strange current quark masses.

After these successful benchmarks the setup has been used for the computation of the phase structure for 2- and 2 + 1-flavour QCD at finite temperature and density. For 2 + 1-flavour QCD the results have been compared with other theoretical results as well as freeze out data, see Figure 5 and the discussion in Section III. At chemical potentials $\mu_B/T < 2$ the present result agrees quantitatively with up-to-date functional and lattice results. For chemical potentials $\mu_B/T > 2$, lattice simulations are obstructed by the sign problem. In this regime the present fRG-assisted DSE-results agree quantitatively with the fRG-results in [3], including the location of the critical end point. This non-trivial agreement enhances the reliability of the respective results, given the very different resummation schemes of DSE and fRG used in particular in the matter sector. The self-consistent computation of the quark gap equation and the thermal and density fluctuations of the gluon propagator and quark-gluon vertex leads to a critical endpoint at $(T_{\text{CEP}}, \mu_B)_{\text{CEP}} = (109, 610) \text{ MeV}$, see (13).

The present results and the analysis of the systematic error at large chemical potentials calls for a decisive final improvement of the truncation of functional approaches, both the fRG and the DSE, for full quantitative reliability in this regime: the inclusion of potentially dominant resonance structures of multi-quark states, in particular in the diquark channel, see [5]. This is subject of current work both in the fRG- and DSE-approach and we hope to report on results soon.
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