Abstract

Deep learning models used in medical image analysis are prone to raising reliability concerns due to their black-box nature. To shed light on these black-box models, previous works predominantly focus on identifying the contribution of input features to the diagnosis, i.e., feature attribution. In this work, we explore counterfactual explanations to identify what patterns the models rely on for diagnosis. Specifically, we investigate the effect of changing features within chest X-rays on the classifier’s output to understand its decision mechanism. We leverage a StyleGAN-based approach (StyleEx) to create counterfactual explanations for chest X-rays by manipulating specific latent directions in their latent space. In addition, we propose EigenFind to significantly reduce the computation time of generated explanations. We clinically evaluate the relevancy of our counterfactual explanations with the help of radiologists. Our code is publicly available.\footnote{https://github.com/CAMP-eXplain-AI/Style-CheXplain}

1. Introduction

Chest X-ray, benefiting from its simple accessibility and fast availability, is currently one of the most common ways for the screening and diagnosis of a variety of thoracic diseases. Deep learning models have demonstrated promising potential for automated interpretation of chest X-rays at the level of practicing radiologists (Rajpurkar et al., 2017; Irvin et al., 2019; Wang et al., 2017). However, the black-box nature of deep learning models raises concerns about their reliability in clinical applications (Khakzar et al., 2021b;a).

It is essential to know which patterns the models rely on for diagnosis in the clinical routine.

To interpret deep learning models in chest X-ray analysis, so far, most works leverage feature attribution (saliency) methods (Wang et al., 2017; Khakzar et al., 2021b; Rajpurkar et al., 2017). These methods identify the contribution of input features to the diagnosis. Despite providing valuable information to the users, they only show which regions are important for the prediction on medical images, but there is ambiguity surrounding what these features are. Some works (Wu et al., 2018; Khakzar et al., 2021a) provide further information regarding these features by analyzing neuron activation patterns on images with different concepts.

However, there is an emerging avenue for neural network interpretation that is not explored in medical applications...
We first pretrained a DenseNet (Iandola et al., 2014) classifier on a Positive vs. Healthy binary setting per pathology in the dataset. Both the Generator and the Discriminator will then be conditioned on the class labels $y$ predicted from the classifier by concatenating an embedding of the image labels to their inputs. The encoder is based on the Discriminator architecture while removing the batch-normalization layer. The main purpose of the encoder is to allow for mapping of any kind of image into the latent space, by which we will be able to create counterfactuals for real images.

To create counterfactual explanations, we need a method to extract visual features in images and change them in a semantic way. GAN-based models turn out to be an appropriate choice. Specific GAN structures can capture latent representations from the input data and control their features along these latent directions. Lang et al. (2021) presented a novel framework StyleEx to create a classifier-specific latent space and counterfactual explanations.

In this paper, we explore counterfactual explanations for chest X-ray diagnosis models. We evaluate whether the counterfactual explanations are clinically relevant with the help of radiologists from our university hospital. We employed a method based on StyleEx (Lang et al., 2021) and applied it to chest X-ray models to generate the counterfactual explanations. We improved the original method by factorizing the latent space instead of working on it directly, thus reducing the search time considerably.

### 2. Method

In this section, we introduce the details of deploying the StylEx (Lang et al., 2021) inspired methodology on chest X-ray models to generate counterfactual explanations. We further proceed with improving the style space search method to increase computational efficiency.

Given an input X-ray image $x \in X$ and its matching classifier label $C(x) = y$, to create its counterfactual explanation, the aim is to change $x$ in a meaningful way, such that the changed image $\tilde{x}$ is as close as possible to $x$ but $C(\tilde{x}) = \tilde{y}$ where $\tilde{y} \neq y$.

The method we use for counterfactual generation is based on StylEx proposed by Lang et al. (2021). Our implementation of StylEx is trained on the CheXpert dataset (Irvin et al., 2019). The architecture is comprised of a conditional StyleGAN2 (Karras et al., 2020), a frozen pretrained Classifier and an Encoder (Figure 2).

We first pretrained a DenseNet (Iandola et al., 2014) classifier on a Positive vs. Healthy binary setting per pathology in the dataset. Both the Generator and the Discriminator will then be conditioned on the class labels $y$ predicted from the classifier by concatenating an embedding of the image labels to their inputs. The encoder is based on the Discriminator architecture while removing the batch-normalization layer. The main purpose of the encoder is to allow for mapping of any kind of image into the latent space, by which we will be able to create counterfactuals for real images.

We trained the entire architecture at once, passing in each iteration both latents originating in noise and in encoded images. Training along with the raw noise input will help us to maintain the optimal training direction of the conditional StyleGAN. The trained StyleSpace will capture the features that are decisive for the classifier’s prediction, the most significant features of which will be later detected and extracted using specific searching algorithm for counterfactual generation.

We propose our algorithm EigenFind (Algorithm 1) for a more efficient counterfactual search. In the previous paper, Lang et al. (2021) presented the AttFind algorithm which iterates over all coordinates in the StyleSpace while changing them one by one, searching for coordinates with the largest affect on the classifier decision. We factorize the StyleSpace with PCA (Shen & Zhou, 2021) and modify the algorithm to iterate over Eigenvectors instead.

In EigenFind, for images $X$ classified as $y$, we calculate how moving their latents in the direction of each of the top $k$ StyleSpace Eigenvectors affects the classifier decision. 

---

### Algorithm 1 EigenFind

**Input:** Classifier $C$, Encoder $E$, Generator $G$, number of Eigenvectors to consider $k$, Degree of change $d$, Images $X$ classified as $y$

**Return:** Counterfactuals $X_{explained}$

\[
X_{explained} \leftarrow \emptyset \quad V_{max} \leftarrow \emptyset \\
V \leftarrow \text{PCA}(G)[1 : k]
\]

for $v$ in $V$ do

for $x$ in $X$ do

$\tilde{x} \leftarrow G(E(x) + d \cdot v)$

$\delta[x,v] \leftarrow C(\tilde{x}) - C(x)$

end for

$\Delta[v] = \frac{1}{|X|} \sum_{x \in X} \delta[x,v]$

end for

repeat

$v_{max} \leftarrow \text{argmax}_v \Delta$

for $x$ in $X$ do

$\tilde{x} \leftarrow G(E(x) + d \cdot v_{max})$

if $C(\tilde{x}) = \tilde{y}$ then

$X_{explained} = X_{explained} \cup \tilde{x}$

$X = X \setminus x$

end if

end for

$V_{max} = V_{max} \cup v_{max}$

delete $\Delta[v_{max}]$

until $|X| = 0$ or $|\Delta| = 0$

---

2Both positive and negative directions are evaluated, but the negative directions are omitted here for brevity.
Next, we follow Lang et al. (2021) and estimate the most significant Eigenvectors by calculating the average difference between the classifier logit before and after the change on all input images $X$. Finally, for each image, we find which of the most significant Eigenvectors is able to flip the image label to $\tilde{y}$. The resulting image $\tilde{x} \in X_{explained}$ is the counterfactual.

The time complexity of EigenFind is $O(kn)$, where $n$ is the number of images and $k$ is the number of top Eigenvectors we consider. The time complexity of AttFind (Lang et al., 2021) is also linear $O(mn)$, where $m$ is the number of channels in the StyleSpace feature map. In practice, $m$ is determined by the StyleGAN architecture based on the size of the input image (for $256 \times 256$ $m = 3040^3$) and we chose $k = 8$. Since $k \ll m$ the running time is considerably reduced.

### 3. Experiments & Evaluation

We trained the pipeline separately for three common thoracic pathologies in the CheXpert dataset (Irvin et al., 2019): Cardiomegaly, Pleural Effusion and Atelectasis. Based on our EigenFind, we then generated counterfactual explanations for these pathologies. Some examples are shown in Figure 1 - the first row demonstrates the original healthy chest x-ray images, while the second row concludes the corresponding generated counterfactuals. From each pair of images, the features emerging in the counterfactuals are representative of the main features of each disease, which visually affirms the pathological-relevance of the features found by EigenFind.

Furthermore, in order to evaluate whether the counterfactual explanations found by our method are indeed clinically relevant, we cooperated with radiologists from our university hospital. They helped to diagnose which features changed in counterfactuals vs. the originals for these three pathologies (Table 2).

In our evaluation setting, the radiologists first listed the main features and possible secondary findings during diagnosis of each disease. After randomly selecting 10 images that have been classified as Healthy samples (i.e., originals), we separately moved their latent representations in the direction of each of the three most significant Eigenvectors, which were obtained with EigenFind (Algorithm 1). After each movement, the radiologists evaluated whether the previously listed disease features existed in the newly generated images (i.e., counterfactuals) or not.

The evaluation results are demonstrated in the last three columns of Table 2. The results indicate that most of the main features could be spotted in the counterfactuals generated by our EigenFind, thus indicating that our most signifi-
Table 1. Comparison of the percentage of explained images for each of the three pathologies in CheXpert (Irvin et al., 2019) (i.e., ones for which a counterfactual could be created), along with the search time between the two algorithms: AttFind by Lang et al. (2021) and our EigenFind. Both algorithms achieved comparable results on counterfactual generation, while our method reduced the searching time considerably.

| Pathology       | AttFind  | EigenFind |
|-----------------|----------|-----------|
| Atelectasis     | 94%      | 94%       |
| Cardiomegaly    | 96%      | 95%       |
| Pleural Effusion| 94%      | 91%       |
| Search Time     | 12 hours | 5 minutes |

Table 2. Radiologists’ evaluation of our generated counterfactuals. Common disease features and secondary findings for each of the three pathologies are listed by the radiologists in the first column. Then the radiologists evaluated if the corresponding features existed, after moving the latent representation of a set of 10 Healthy images in the direction of the 3 most significant Eigenvectors respectively (listed as the last three columns).

In our experiments, the StyleGAN2 pipeline was trained with an Adam optimiser for $40K$ iterations with a batch size of 32 on images of size $256 \times 256$. The learning rate was set to 0.0016 for the Generator, 0.0018 for the Discriminator and 0.002 for the Encoder. Path length regularization was applied every 4 epochs for the Generator and $R1$ regularization was applied every 16 epochs for the Discriminator. For the evaluation of the counterfactual search algorithms, we took 600 random images for each pathology. For EigenFind we considered the top $k = 8$ Eigenvectors and a degree of change of $d = 10$.

4. Conclusion

To address the concerns regarding the explainability of deep learning models in medical image analysis, we explored the chest X-ray domain and investigated counterfactual explanations to identify the feature changes in chest X-ray images that can lead the classifier to a different diagnosis.

To create such counterfactual explanations, we leveraged a StyleGAN-based approach by manipulating specific latent directions in the pre-trained latent space of the generator. The newly generated images after the latent space manipulation become our counterfactuals. We also propose the EigenFind algorithm to significantly reduce the computation time for counterfactuals generation by factorizing the latent space with PCA, and working on the Eigenvectors instead.

Furthermore, we evaluated whether such classifier-decisive features spotted by our EigenFind algorithm are clinically relevant with the help of radiologists. The results demonstrate that the most significant Eigenvectors obtained from EigenFind are able to help with identifying clinical-relevant features in chest X-rays. The feature changes in the generated counterfactuals are in accordance with the main diagnosing features for common thoracic diseases. In addition, the model also learned to associate thoracic diseases with relevant indicators such as pacemaker and age.
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