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Abstract

We introduce Compositional Quantum Field Theory (CQFT) as an axiomatic model of 
Quantum Field Theory, based on the principles of locality and compositionality. Our model 
is a refinement of the axioms of General Boundary Quantum Field Theory, and is phrased in 
terms of correspondences between certain commuting diagrams of gluing identifications between 
manifolds and corresponding commuting diagrams of state-spaces and linear maps, thus making 
it amenable to formalization in terms of involutive symmetric monoidal functors and operad 
algebras. The underlying novel framework for gluing leads to equivariance of CQFT. We study 
CQFTs in dimension 2 and the algebraic structure they define on open and closed strings. We 
also consider, as a particular case, the compositional structure of 2-dimensional pure quantum 
Yang-Mills theory.
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1 Introduction

Compositionality describes how information about complex systems can be pieced together from information about their simpler components. In this paper we propose an axiomatic system describing Quantum Field Theory (QFT) following the principles of compositionality.

A compositional model for QFT should allow for the study of states, amplitudes and observables in “small regions” of spacetime, in such a way that when two of these regions are glued into a “more complex region” the physical information of the larger region can be deduced from the physical information in the smaller ones. Pictorially, if we know the physics of two regions:
we should be able to deduce, from that, the physics of the region:

\[ X_1 \rightarrow X_2 \]

obtained by gluing the smaller regions. In this paper, by physics of a region we will mean state spaces and amplitude maps. State spaces are associated to boundaries of regions, and more generally to hypersurfaces. State spaces should compose in a way compatible with the way we glue bounding regions. In particular, we should be able to piece together the state space of the boundary of a region from any decomposition as gluing of smaller pieces. Pictorially, if we know the state spaces of two “smaller hypersurfaces”:

we should be able to reconstruct, from that information, the state space of the “larger hypersurface”:

\[ X_1 \rightarrow X_2 \]

obtained by gluing along corresponding boundary components. A compositional model of QFT should thus describe how to translate the arithmetic of gluing regions and hypersurfaces, into physically significant data reflecting these operations. Observe that any such model should automatically be required to be local, in the sense that we should be able to isolate the physics of a region or a hypersurface from all other regions or hypersurfaces.

Models for or inspired by QFT satisfying some of the above observations abound in the mathematical literature. Sheaf-theoretical models such as Algebraic Quantum Field Theory (AQFT), describe observables compositionally, but usually assume a fixed space of states, or no explicit compositional descriptions of state spaces is provided. Topological Quantum Field Theory (TQFT) on the other hand provides compositional models of state spaces and amplitudes. However, due to its in-out structure, compositionality is coherently directed, and thus usually associated with time evolution only. This means that instead of full spacetime locality (Picture 1 right-hand side) only temporal locality can be implemented (Picture 1 left-hand side), somewhat similar to traditional formulations of QFT in curved spacetime in the physics literature.\(^1\) Moreover, the application of TQFT to QFT faces important obstacles. One is the restriction of state spaces in TQFT to be finite-dimensional, in contrast to the requirements of QFT. Even more serious is the lack of proper

\(^1\)This particular shortcoming of TQFT is remedied in certain versions of extended TQFT.
rules for the prediction of measurement outcomes. This is fine (and even expected) for a purely mathematical framework, but indispensable when modeling a quantum theory is intended.\textsuperscript{2} On the other hand, TQFT has very attractive mathematical features, not least its functorial formulation.

In this paper we focus on General Boundary Quantum Field Theory (GBQFT), developed by the first author in the framework of the General Boundary Formulation of Quantum Theory (GBF) \cite{1–6}. GBQFT is a model for QFT, inspired by ideas of extended TQFT but implementing a notion of locality closer to sheaf-theoretical models such as factorization homology. One can think of GBQFT as a minimal incarnation of the ideas of compositionality and locality described above, having simple versions of realistic QFTs as examples. This is the first installment of a series papers, whose main goal is to provide a precise categorical interpretation of the GBQFT axioms and related theories.

Compositional Quantum Field Theory (CQFT) is an axiomatic system refining the axioms of GBQFT, formulated as a correspondence between certain commuting diagrams, representing the algebra of spacetime pieces, and certain other commuting diagrams, representing the corresponding physics. One elementary but novel characteristic of our approach is the way we model the operation of gluing. We consider specific witnesses of gluings, which we call gluing functions, and we account for gluing ambiguities by considering isomorphisms as part of our algebraic data. Gluing on the nose and implementing up-to-isomorphism conditions as another part of the data, suggests the use of symmetric monoidal double categories, and more specifically decorated or structured cospans, see \cite{7,8} to model the compositional structure of spacetime. The work presented in this paper should be thought as a step previous to this. We consider the appropriate categorical structures in the followup paper \cite{9}. CQFT considers key observations not considered in previous GBQFT installments, it is a first step towards categorification of the ideas of GBQFT, and its formulation makes certain pieces of structure, previously unknown to us, evident, e.g. in Section 4 we provide the state space of an interval with area in quantum Yang-Mills theory with area with the structure

\textsuperscript{2}Unfortunately, the rules of the standard formulation of quantum theory do not make sense for most objects appearing in TQFT. Only for globally hyperbolic manifolds or time-slices of these can these rules be applied, precluding spacetime-local compositionality for physical quantities.
1.1 General Boundary Quantum Field Theory

Quantum Field Theory (QFT) is a framework for constructing and presenting relativistic quantum theories. It is used to describe phenomena in different areas of physics, but most prominently in high-energy physics, where it forms the basis of the Standard Model of Elementary Particle Physics. However, in spite of its quantitative predictive success, no rigorous mathematical formulation of QFT has been found to date. Prominent approaches (both emerging in the 1960s) at axiomatizing and making rigorous QFT are the Wightman Axioms \[10\] and Algebraic Quantum Field Theory \[11\]. For physicists, a problem even more important than making QFT rigorous is the incompatibility of QFT with the principles of General Relativity. Also here, one might hope that an axiomatic approach would help.

Topological Quantum Field Theory (TQFT), which emerged in the late 1980s, was originally inspired by QFT. It was thought at the time that it might lead to a framework addressing both of the mentioned problems. There are a number of works, going into the 1990s where it is proposed that TQFT might form the basis of a theory of quantum gravity. While hugely successful in mathematics, the early expectations for TQFT to catalyze developments in physics have not been born out at the time. A new attempt, inspired by TQFT, was started in 2003 with the programme of the general boundary formulation of quantum theory (GBF) \[1,12\], meant as an axiomatic approach not only to QFT, but to quantum theory more generally. The most crucial aspect of the GBF compared to previous approaches based on TQFT is, that it comprehensively establishes a relation between the mathematical formalism and physical predictions \[2,13\]. We shall refer to the main axiomatic system that has been proposed so far for the GBF as General Boundary Quantum Field Theory (GBQFT) \[2\].

One important application of TQFT is to produce invariants of manifolds. For most physical applications, spacetimes have the topology of \(\mathbb{R}^4\). Only for certain astrophysical applications involving black holes or for cosmological applications (considering the universe as a whole) might we consider other topologies, and the interesting choices would be very limited. As for pieces of spacetime, these are principally of interest to implement locality, and describe physics in a “small” region. Their typical topology would be that of a ball. This also means that we need to be able to glue along parts of boundaries, as in gluing two balls to one ball and self-gluing a ball to another ball. To this end not only regions need boundaries, but also hypersurfaces. This suggests an extended TQFT setting. However, it is not clear in general what data should be associated to manifolds of codimension 2 or higher. What is more, there does not seem to be any immediate physical motivation for such data. GBQFT as considered here allows for the implicit appearance of manifolds of codimension 2 or larger, but is minimalistic in not explicitly associating any data to them. Another “unphysical” aspect of TQFT for the present purposes is the fact that regions are cobordisms. Thus, the morphism associated to the cobordism in the category of state spaces represents a time evolution map from initial to final states. However, as explained previously, this is not tenable if we want to implement spacetime locality in QFT. Thus, the consequential move, implemented in GBQFT, is to abolish the distinction between “in” and “out” on the boundary. This also means that orientation plays a more important role.

Returning to the question of values associated to closed manifolds, these are not of any intrinsic physical interest, except possibly for yielding renormalization constants.\(^3\) What is of interest, are

---

\(^3\)In QFT these values generally arise from a path integral. While the functional dependence of the path integral
the linear maps associated to manifolds with boundary. This implies more freedom in “adjusting” values associated to closed manifolds. In fact, we shall assume that the value associated to a closed manifold is always 1, as has proven fruitful in constructive applications of GBQFT, see e.g. [3]. Related to this, we explicitly admit in GBQFT a gluing anomaly in the sense of Turaev [14]. We mention however, that for the purposes of the present paper this assumption could easily be relaxed.

In most applications of TQFT the manifolds are topological manifolds or essentially smooth manifolds. However, in spite of the name “topological” the possibility of adding more structure to the manifolds was foreseen from the beginning [15]. The application to QFT that we are interested in here certainly suggests that we should consider manifolds with (Lorentzian) metric structure. The bare axiomatic system of GBQFT is deliberately agnostic in this respect. Throughout the paper we shall use the term region to refer to an oriented manifold of maximal dimension \( n \), possibly with boundary, and we shall use the term hypersurface to refer to an oriented manifold of dimension \( n - 1 \), also possibly with boundary. These manifolds may carry additional structure, and we suppose notions of gluing that take this additional structure into account. For more motivation in this respect see for example [16–18].

1.2 Axioms

We now present the axioms for GBQFT. Quantum field theories come in two flavors: bosonic and fermionic ones. As has been known for a long time, the fermionic case translates to a non-trivial symmetric structure on the relevant monoidal category, while the bosonic case translates to the trivial symmetric structure provided by the trivial flip isomorphism. In the fermionic case we use a \( \mathbb{Z}_2 \)-grading to specify the symmetric structure. This is straightforward enough for an implementation in TQFT. What is rather more surprising is that to physically correctly encode fermionic theories, we also need to replace the Hilbert spaces ubiquitous in quantum theory with Krein spaces. The latter are indefinite (but non-degenerate) inner product spaces. As far as we are aware this was discovered only in the work [4]. In the following we present the axioms of GBQFT in a version essentially as in that work.

**Definition 1.1.** A GBQFT consists of the following data:

1. **(T1)** A complex separable Krein superspace \( H_\Sigma \), called the state space of \( \Sigma \), for each hypersurface \( \Sigma \). We denote its indefinite inner product by \( \langle \cdot, \cdot \rangle_\Sigma \). We require \( H_\emptyset = \mathbb{C} \).

2. **(T1b)** An anti-linear graded isometric isomorphism \( \iota_\Sigma : H_\Sigma \to H_\Sigma \) satisfying the equation \( \iota_\Sigma \iota_\Sigma = \text{id}_{H_\Sigma} \) for each hypersurface \( \Sigma \).

3. **(T2)** Given a decomposition of a hypersurface \( \Sigma \) as a union \( \Sigma = \Sigma_1 \cup \ldots \cup \Sigma_n \) of hypersurfaces, a graded epimorphism \( \tau_{\Sigma_1,\ldots,\Sigma_n,\Sigma} : H_{\Sigma_1} \otimes \ldots \otimes H_{\Sigma_n} \to H_\Sigma \). We require \( \tau_{\Sigma_1,\ldots,\Sigma_n,\Sigma} \) to be associative. If the decomposition is disjoint we also require \( \tau_{\Sigma_1,\ldots,\Sigma_n,\Sigma} \) to be a graded isometric isomorphism.

4. **(T2a)** The map \( \tau_{\Sigma_2,\Sigma_1,\Sigma}^{-1} \circ \tau_{\Sigma_1,\Sigma_2,\Sigma} : H_{\Sigma_1} \otimes H_{\Sigma_2} \to H_{\Sigma_2} \otimes H_{\Sigma_1} \) is the graded transposition,

\[
\psi_1 \otimes \psi_2 \mapsto (-1)^{|\psi_1||\psi_2|} \psi_2 \otimes \psi_1.
\]

5. **on insertions** such as sources or observables is physically important, the pure path integral is not. Physical quantities arise from quotients of the path integral with insertions by the path integral without insertions. In the present article we will not consider such insertions.

6. By essentially smooth we also subsume those cases where the manifolds carry a (usually Riemannian) metric, but the TQFT only sees at most a finite number of degrees of freedom of the metric on top of the smooth structure.
(T2b) Orientation change and decomposition are compatible. In particular, for a disjoint decomposition of hypersurfaces $\Sigma = \Sigma_1 \sqcup \Sigma_2$ we have,

$$\tau_{\Sigma_1, \Sigma_2, \Sigma}((\iota_{\Sigma_1} \otimes \iota_{\Sigma_2})(\psi_1 \otimes \psi_2)) = \iota_{\Sigma} (\tau_{\Sigma_2, \Sigma_1, \Sigma}(\psi_2 \otimes \psi_1)).$$  

(2)

(T4) A graded map $\rho_X : \mathcal{H}_{\partial X} \to \mathbb{C}$ for every region $X$. We call $\rho_X$ the amplitude map associated to $X$. We require $\rho_{\emptyset} = \text{id}_\mathbb{C}$, and we also require that the amplitude $\rho_X$ of the region $X$ obtained from $X$ by inverting orientation, is the conjugate composition $\overline{\rho_X}$. 

(T3x) Let $\Sigma$ be a hypersurface. Let $\hat{\Sigma}$ be its slice region. The boundary $\partial \hat{\Sigma}$ of $\hat{\Sigma}$ decomposes as the union $\Sigma \sqcup \hat{\Sigma}$ of two copies of $\Sigma$ with opposite orientation. The bilinear map $\langle \cdot, \cdot \rangle : \mathcal{H}_{\Sigma} \otimes \mathcal{H}_{\Sigma} \to \mathbb{C}$ given by $\rho_{\Sigma} \tau$ is related to the inner product of $\mathcal{H}_{\Sigma}$ via the equation $\langle \cdot, \cdot \rangle = (\iota_{\Sigma}(\cdot), \cdot \rangle_{\Sigma}$.

(T5a) Let $X_1, X_2$ be regions. Let $X = X_1 \sqcup X_2$ be their disjoint union. For all $\psi_1 \in \mathcal{H}_{\partial X_1}$ and $\psi_2 \in \mathcal{H}_{\partial X_2}$ the following equation holds:

$$\rho_X \tau_{\partial X_1, \partial X_2}(\psi_1 \otimes \psi_2) = \rho_{X_1}(\psi_1) \rho_{X_2}(\psi_2).$$

(3)

(T5b) Let $X$ be a region with its boundary decomposed as $\partial X = \Lambda \cup \Sigma \cup \tilde{\Sigma}$. Let $X'$ denote the gluing of $X$ to itself along $\Sigma$ and $\tilde{\Sigma}$. Suppose $X'$ is a region. There exists a non-zero complex number $c_{\Lambda, \Sigma, \tilde{\Sigma}}$, which we call the gluing anomaly of the gluing of $X$ into $X'$, such that for any orthonormal basis $\{\zeta_k\}_{k \in I}$ of $\mathcal{H}_\Sigma$ and for every $\psi \in \mathcal{H}_{X'}$ the following equation holds:

$$\rho_{\partial X'}(\psi) = c_{\Lambda, \Sigma, \tilde{\Sigma}} \sum_{k \in I} (-1)^{|\zeta_k|} \rho_X \tau_{\Lambda, \Sigma, \tilde{\Sigma}}(\psi \otimes \zeta_k \otimes \iota_\Sigma(\zeta_k)).$$

(4)

We explain some notation used in the axioms. A superspace is a $\mathbb{Z}_2$-graded vector space. A Krein superspace is a Krein space that also carries the structure of a superspace. To make this explicit we write $\mathcal{H}_\Sigma = \mathcal{H}_\Sigma^0 \oplus \mathcal{H}_\Sigma^1$ and $\|\psi\| = 0, 1$ for $\psi \in \mathcal{H}_\Sigma^1$. The inner product and grading are compatible in the sense that $\langle \psi, \psi' \rangle_\Sigma = 0$ if $\|\psi\| \neq \|\psi'\|$. Graded linear maps (homomorphisms) between superspaces are linear maps that preserve the grading. $\mathbb{C}$ is canonically a Krein superspace with the odd part trivial and the inner product $(1, 1) = 1$. In particular, $\rho_X(\psi) = 0$ if $\|\psi\| = 1$. An anti-linear graded isometric isomorphism between Krein superspaces is a map $\alpha$ satisfying $\langle \alpha(\psi), \alpha(\psi') \rangle = (-1)^{|\psi| |\psi'|} \langle \psi, \psi' \rangle$. An orthonormal basis of a Krein superspace is a decomposition $\mathcal{H} = \mathcal{H}^+ \oplus \mathcal{H}^-$ into complete positive-definite and negative-definite parts that are separately superspaces and an orthonormal basis for each part. For basis elements we use in Axiom (T5b) the notation $|\zeta| = 0$ if $\zeta \in \mathcal{H}^+$ and $|\zeta| = 1$ if $\zeta \in \mathcal{H}^-$. 

We proceed to comment on the difference between the version of the axioms presented here and that of the work [4]. The Axiom (T2) of [4] is split here into two axioms, a more basic Axiom (T2a) and Axiom (T2b). This is convenient in allowing us to specifically refer to this more basic version of Axiom (T2), which was used previously in other works. What is more, we should expect that in certain theories, such as those linked to the representation theory of quantum groups only the more basic version holds, i.e., what we call Axiom (T2a) would not hold there. Also, what we call here Axiom (T2b) arises from a combination of the new Axiom (T2a) and what was called Axiom (T2b) in [4]. Conversely, Axiom (T2b) in [4] arises from combining Axioms (T2a) and (T2b) as presented here. The advantage of our presentation here is that Axiom (T2b) as presented still makes sense, even if Axiom (T2a) does not hold.
The axioms for GBQFT describe ways of coherently associating algebraic data, namely Krein superspaces and their maps, to composite geometric systems, namely hypersurfaces and regions obtained from simpler manifolds through the operations of gluing and taking disjoint unions. While the GBQFT axioms are meant to be applied in contexts where the manifolds carry various types of additional structure, we shall restrict in the present paper to the simplest case of interest: oriented topological manifolds. In fact, one characteristic of our approach, to be explored in subsequent work, is that we wish to introduce a systematic way to add additional structure.

Remark 1.2. In Definition 3.1, we take an agnostic point of view on our notion of gluing, i.e. the axioms involving gluings of hypersurfaces and regions are purposely phrased in a vague notion of gluing. We will develop the specific notion of gluing of manifolds we will use throughout the paper and subsequent work in Section 2.1. The gluing operation of regions used to state Axiom (T5b) is of a specific kind: It describes the self-gluing of a region along two copies of the same hypersurface, with opposite orientations, contained in the boundary. By combining this operation with the operation of taking disjoint unions, the notion of gluing described in Axiom (T5b) subsumes the usual gluing of cobordisms. We develop a formal notion of gluing expressing gluings appearing in Axiom (T5b), which will be easily generalized to situations where more structure is involved.

A slice region \( \hat{\Sigma} \), as appearing in Axiom (T3x) of Definition 3.1 is a special type of region that should be thought of as an infinitesimal thickening of \( \Sigma \), which, under the action of a GBQFT relates inner products to amplitudes. Slice regions were introduced originally in [2] under the name “empty regions”. The following is a pictorial representation of a slice region on the circle \( \Sigma \) with its usual orientation:

where the arrowed circle (red) represents \( \Sigma \) and the outer annulus (non-arrowed circles) is meant to be thought of as having infinitesimally small width.

Remark 1.3. Similarly to the case of gluings, the notion of slice region appearing in Definition 3.1 is intentionally phrased in a vague manner. In Section 3.4 we present a formal definition of slice region on a hypersurface, completely stated in terms of the desired formal properties a slice region should satisfy. In the context of the present paper, i.e. in the context of oriented topological manifolds, the slice region \( \hat{\Sigma} \) of a hypersurface \( \Sigma \), can be identified simply with the cylinder over \( \Sigma \), as we shall see in Section 2.3. Stating the definition of a slice region in terms of its formal properties will allow us to extend our notion of slice region to contexts where more spacetime structure is involved.

1.3 Examples

In vanilla TQFT the gluing in codimension 0 is conveniently described in terms of the gluing together of two distinct cobordisms (although it is also permissible to glue a cobordism to itself). In the present setting, where manifolds of codimension 1 may have boundaries, it is more convenient to describe gluing in codimension 0 in terms of two separate cases: A disjoint gluing as in Axiom (T5a),
e.g. gluing two \( n \)-balls, along a common \( n-1 \)-ball, and a self-gluing as in Axiom (T5b), e.g. self-gluing an \( n \)-ball into an \( n \)-ball. We illustrate these two examples in the following for GBQFT of dimension 2.

**Example 1.4.** Assume we are given a GBQFT of dimension 2. Let \( X_1 \) and \( X_2 \) be two copies of the standard disk \( \mathbb{D}^2 \). Let \( X \) denote the disjoint union \( X_1 \sqcup X_2 \) of \( X_1 \) and \( X_2 \). Consider the boundary decompositions of \( X_1 \) and \( X_2 \) as two intervals \( I^1_i \) and \( I^2_i \), \( i = 1, 2 \) glued together along their endpoints. Pictorially:

\[
\begin{array}{c}
\includegraphics[width=0.5\textwidth]{boundary_decompositions.png}
\end{array}
\]

The above boundary decompositions of \( X_1 \) and \( X_2 \) define a boundary decomposition of \( X \). Write \( \Lambda \) for \( I^1_1 \cup I^2_2 \), i.e. \( \Lambda \) is the disjoint union of the outer (blue) intervals above. Write \( \Sigma \) for the interval \( I^1_1 \) and identify \( I^2_2 \) with \( \Sigma \). Doing this we are in a situation in which we can apply Axiom (T5b) to obtain a formula involving the amplitude maps of the standard disk. Let \( X' \) be the region obtained by gluing \( X \) along \( \Sigma \) and \( \Sigma \). Thus defined \( X \) is a new copy \( X' \) of the standard disk \( \mathbb{D}^2 \). We represent \( X' \) pictorially as:

\[
\begin{array}{c}
\includegraphics[width=0.5\textwidth]{boundary_decompositions.png}
\end{array}
\]

Every state \( \psi \in \mathcal{H}_{\partial X'} \) is a linear combination of states of the form \( \tau(\psi_1 \otimes \psi_2) \), where \( \psi_1 \in \mathcal{H}_{I^1_1} \) and \( \psi_2 \in \mathcal{H}_{I^2_2} \), where \( \tau \) is the isometric isomorphism in Axiom (T2) associated to the boundary decomposition \( \partial X' = I^1_1 \cup I^2_2 \) depicted in the picture above. Thus, in order to compute \( \rho_{X'} \) on every state of \( \mathcal{H}_{\partial X'} \) it is enough to compute \( \rho_{X'} \) on states of the form \( \tau(\psi_1 \otimes \psi_2) \) as above. Let \( \{\zeta_k : k \in I\} \) be an orthonormal basis for \( \mathcal{H}_\Sigma \). Axiom (T5b) yields the formula:

\[
\rho_{X'} \tau(\psi_1 \otimes \psi_2) = c \sum_{k \in I} (-1)^{|\zeta_k|} \rho_X \tau(\psi_1 \otimes \psi_2 \otimes \zeta_k \otimes \iota_\Sigma(\zeta_k)) \tag{5}
\]

for a complex number \( c \). Identifying \( X' \), \( X_1 \) and \( X_2 \) with \( \mathbb{D}^2 \), \( \Sigma \) with \([0, 1]^2\) and using Axiom (T5a), we obtain the formula:

\[
\rho_{\mathbb{D}^2} \tau(\psi_1 \otimes \psi_2) = c \sum_{k \in I} (-1)^{|\zeta_k|} \rho_{\mathbb{D}^2}(\psi_1 \otimes \zeta_k) \rho_{\mathbb{D}^2}(\psi_2 \otimes \iota_{[0,1]}(\zeta_k)) \tag{6}
\]

which involves the amplitude of the disk \( \mathbb{D}^2 \) on the two sides of the equation. The evaluation of a GBQFT of general dimension \( n \) on the gluing of two copies of the standard \( n \)-ball onto a third copy of the standard \( n \)-ball will yield a similar formula.

The following example illustrates the behavior of self-gluing a disk into itself in the context of a GBQFT of dimension 2. We obtain another formula for the amplitude of the standard disk \( \mathbb{D}^2 \).
Example 1.5. As in Example 1.4 assume we are given a GBQFT of dimension 2. Let $X$ denote the standard disk $\mathbb{D}^2$. Consider the boundary decomposition $\partial X = \Lambda \sqcup \Sigma \sqcup \overline{\Sigma}$ where $\Sigma$ and $\Lambda$ are copies of the standard interval $[0,1]$ pictorially described as:

![Diagram]

where $\Sigma, \overline{\Sigma}$ are pictured as straight lines (red) and $\Lambda$ is pictured as a circle segment (blue). The region $X'$ obtained from $X$ by gluing itself along the above decomposition is again the standard disk $\mathbb{D}^2$. We picture the gluing of $X$ into $X'$ as:

![Diagram]

Let $\{\zeta_k\}_{k \in I}$ be an orthonormal basis for $\mathcal{H}_\Sigma$. Axiom \textbf{(T5b)} of Definition 1.1 yields the following equation:

$$\rho_{X'}(\psi) = c \sum_{k \in I} (-1)^{|\zeta_k|} \rho_X(\psi \otimes \zeta_k \otimes \tau(\zeta_k))$$

(7)

for every $\psi \in \mathcal{H}_{\partial X'}$. Identifying $X$ and $X'$ with the standard disk $\mathbb{D}^2$, $\partial X'$ with the standard circle $S^1$ and $\Sigma$ with the standard interval $[0,1]$ we obtain the formula:

$$\rho_{\mathbb{D}^2}(\psi) = c \sum_{k \in I} (-1)^{|\zeta_k|} \rho_{\mathbb{D}^2}(\psi \otimes \zeta_k \otimes \tau(\zeta_k))$$

(8)

for every $\psi \in \mathcal{H}_{S^1}$.

Finally, the following example illustrates the evaluation of the usual self-gluing of the standard cylinder $S^1 \times [0,1]$ onto the standard torus $T^2$ that occurs in vanilla TQFT, under a GBQFT of dimension 2. This will provide an explicit formula for gluing anomalies.

Example 1.6. As in Examples 1.4 and 1.5, assume we are given a GBQFT of dimension 2. Denote the standard circle $S^1$ by $\Sigma$, and denote the standard cylinder $S^1 \times [0,1]$ by $X$. In the notation of Axiom \textbf{(T5b)} let $\Lambda$ be the empty hypersurface $\emptyset$, and let $\partial(S^1 \times [0,1]) = S^1 \sqcup \overline{S^1}$ be the boundary decomposition $\partial X = \Sigma \sqcup \overline{\Sigma} \sqcup \Lambda$ of $X$ along which we wish to glue $X$. Pictorially:

![Diagram]

Here, in the pictorial notation of Examples 1.4 and 1.5 the circle segment (blue) boundary component, i.e. $\Lambda$ is empty. Let $X'$ be the region obtained by gluing $X$ to itself along the above boundary decomposition. We represent $X'$ pictorially as:

![Diagram]
We obtain a formula relating the dimension of the state space \( \mathcal{H}_{S^1} \) of \( S^1 \) and the corresponding gluing anomaly \( c \). Let \( \{ \zeta_k \}_{k \in I} \) be an orthonormal basis for \( \mathcal{H}_\Sigma \). A combination of Axioms (T4) and (T5b) yields the equation:

\[
1 = c \sum_{k \in I} (-1)^{|\zeta_k|} \rho_{S^1} \tau(\zeta_k \otimes \iota_{S^1}(\zeta_k))
\]

(9)

Identifying \( \Sigma \) with \( S^1 \) and \( X \) with \( S^1 \times [0, 1] \) we obtain the formula:

\[
c^{-1} = \sum_{k \in I} (-1)^{|\zeta_k|} \rho_{S^1} \tau(\zeta_k \otimes \iota_{S^1}(\zeta_k))
\]

(10)

Following the comments after Definition 3.1, the standard cylinder \( S^1 \times [0, 1] \) is a slice region \( \hat{S}^1 \) for \( S^1 \). Therefore, using Axioms (T2) and (T3x) we can rewrite this as,

\[
c^{-1} = \sum_{k \in I} (-1)^{|\zeta_k|} \rho_{S^1} \tau(\zeta_k \otimes \iota_{S^1}(\zeta_k))
\]

where \( |\zeta_k| \) is the absolute value of the dimension of \( \zeta_k \).

(11)

Observation 1.7. Equation (11) implies that in the situation of Example 1.6, the state space \( \mathcal{H}_{S^1} \) of \( S^1 \) is finite-dimensional. Since the cylinder over any closed hypersurface \( \Sigma \) can be glued to itself in the same manner, its corresponding state space \( \mathcal{H}_\Sigma \) must be finite-dimensional. The above is a modification of the standard argument for the finite-dimensionality of state spaces in TQFT.

Observation 1.7 appears to indicate a serious problem. We cannot have infinite-dimensional state spaces, and so the theory must apparently be trivial. To resolve this problem, GBQFT introduces another ingredient that we have not mentioned so far. State spaces are generically infinite-dimensional in QFT. So, we need to deal with this situation, even apart from Observation 1.7. To address this, GBQFT introduces a notion of admissibility for manifolds and for gluings. Simply put, the regions and hypersurfaces mentioned in the axioms are not to be taken to be all topological manifolds of dimension \( n \) and \( n - 1 \), but only certain classes of them. What is more, not all gluings are admissible. In particular, in Example 1.6 the hypersurface \( S^1 \) would be admissible as well as the cylinder \( S^1 \times [0, 1] \), but not the self-gluing that yields the torus. Of course this notion of admissibility must be coherent in the sense that boundaries of admissible regions are admissible hypersurfaces, compositions of admissible gluings are admissible gluings etc. The price to pay is the diminished usefulness of GBQFT to deal with a wide variety of topologies and underlying gluings. However, as stated previously, such topologies do not actually appear in the use case of primary interest here, QFT. It turns out that in order to make the GBQFT axioms work successfully with infinite-dimensional state spaces in realistic QFT, further adjustments have to be made. In particular, the amplitude map \( \rho_X \) of Axiom (T4) will not in general be defined on the whole Krein superspace \( \mathcal{H}_{\partial X} \), but only on a dense subspace \( [3] \). These details will be taken into account in Section 3.

Remark 1.8. Formulas (6) and (8) are obtained from formulas (5) and (7) by identifying certain homeomorphic hypersurfaces and regions. This suggests that the items in Definition 3.1 are invariant under orientation preserving homeomorphisms, and thus formulas obtained from the GBQFT axioms should be defined “up to isomorphisms”. This is intentionally not explicitly stated in Definition 3.1. The gluing formalism developed in Section 3 will allow for a finer identification of formulas “up to isomorphisms” while not strictly identifying homeomorphic hypersurfaces and regions. This is done by making spacetime symmetries native to our formalism.
1.4 Plan for the paper

In Section 2 we present the definitions of gluing function, relative gluing diagram, and slice region. We present examples and study their formal properties. Gluing functions, relative gluing diagrams, and slice regions form the gluing formalism we use to formalize the notion of composite spacetime system in CQFT. In Section 3 we present the definition of CQFT. We provide examples of computations and compare them to corresponding computations in GBQFT. In Section 4 we specialize the definition of CQFT to dimension 2. We study relevant structures defined by 2-dimensional CQFTs, and after specializing our axioms to regions surfaces with area, we describe 2-dimensional quantum Yang-Mills theory with corners as a special case of a 2-dimensional CQFT in Section 5. We end the paper with an Outlook.

2 Gluings: A new perspective

In Atiyah’s original TQFT axioms the notion of gluing of manifolds is implicit in the choice of a suitable cobordism category. The hypersurfaces are the objects and the regions, having the structure of cobordisms, correspond to morphisms. Gluing of regions, performed with the aid of a choice of collar structure, is defined “up to isomorphisms”, and encodes the composition of morphisms. The TQFT set-up no longer makes sense once we forget the in-out distinction of cobordisms and allow hypersurfaces to have boundaries. A choice of collar structure can be a subtle problem in more involved cases, e.g. on Riemannian or conformal cobordisms, see [18], and considering regions “up to isomorphisms” suppresses natural spacetime symmetry axioms. In order to promote the categorification of notions of manifolds and their gluings in the context of the GBF, and to overcome some of the issues described above, we propose a new formalism centered around a notion of \textit{gluing functions}. This formalism is based on four principles:

1. The way one glues a manifold into another manifold contains topological data we wish to record. We thus consider the identification performing a gluing as our fundamental operation, rather than the gluing itself.

2. The boundary components along which one glues a region contains vital information in a QFT and thus our gluing formalism should allow us to naturally keep track of “boundary components along which we glue a region”.

3. Gluing of regions should be unital, i.e., our formalism should accommodate the existence of regions acting trivially by gluing. These are the \textit{slice regions} appearing in the GBQFT axioms.

4. Symmetries of manifolds, i.e., homeomorphisms, should be seen as integral parts of the description of the gluing process. In particular, pure symmetries should appear as “trivial” gluings. This should lead to an equivariant formalism.

The proposed formalism for treating gluings of hypersurfaces and regions in the context of the axioms of GBQFT will provide a roadmap on how to systematically treat gluings in more involved and more general settings.
2.1 Gluing functions

We formally introduce our notion of gluing function. Gluing functions as presented in this section describe the most basic notion of gluing we consider. We provide examples and computations and set notational conventions for the rest of the paper.

Fix a positive integer \( n \). If not indicated otherwise, in the following a hypersurface is any oriented compact \((n - 1)\)-dimensional topological manifold, possibly with boundary. Similarly, a region is any oriented compact \( n \)-dimensional topological manifold, possibly with boundary. We consider identifications between manifolds in which only points in the boundary are non-trivially identified. The fact that we only consider compact manifolds allows us to characterize identifications as closed, epic, continuous functions. The following definition captures our notion of gluing function.

**Definition 2.1.** Let \( \Sigma, \Sigma' \) be hypersurfaces or regions. Let \( f : \Sigma \to \Sigma' \) be a continuous function. We will say that \( f \) is a gluing function if \( f \) is an identification, i.e., \( f \) is epic and closed; if the restriction \( f|_{\Sigma^o} \) of \( f \) to the interior \( \Sigma^o \) of \( \Sigma \) is an embedding; and if \( f \) preserves orientation.

In the following, we sometimes omit to explicitly mention the orientation of manifolds. In these cases it is understood that a coherent choice of orientations is made.

We present examples of gluing functions. In what follows we consider first manifolds of dimension 1. Compact, oriented, connected topological manifolds of dimension 1 with boundary are usually referred to as abstract intervals, see [19], or open strings, see [16]. Every open string is homeomorphic to the standard unit interval \([0,1]\). Compact, oriented, connected, closed topological manifolds of dimension 1 are referred to as abstract circles, or closed strings, and every closed string is homeomorphic to the standard circle \( S^1 \). We will use the words interval and open string interchangeably, and we will use the words circle and closed string interchangeably.

**Example 2.2.** Definition 2.1 supports the operation of composing open strings into composite open strings. Given two open strings \( O_1 \) and \( O_2 \) we can form the glued open string \( O_1 \vee O_2 \) by considering the quotient of \( O_1 \sqcup O_2 \) by identifying boundary components of \( O_1 \) and \( O_2 \) in such a way that \( O_1 \vee O_2 \) inherits an orientation from \( O_1 \) and \( O_2 \), see [16,19]. Let \( \alpha : O_1 \sqcup O_2 \to O_1 \vee O_2 \) be the identification map of \( O_1 \sqcup O_2 \) onto \( O_1 \vee O_2 \). Thus defined \( \alpha \) is a gluing function. Pictorially, the operation of composing two open strings \( O_1 \) and \( O_2 \) into a composite open string \( O_1 \vee O_2 \) is described as:

\[
O_1 \quad O_2 \quad \alpha \quad O_1 \vee O_2
\]

Observe that the gluing function \( \alpha : O_1 \sqcup O_2 \to O_1 \vee O_2 \), is, “up to isomorphism”, the identification of the disjoint union \([0,1/2] \sqcup [1/2,1]\) of the two halves of the unit interval, onto \([0,1]\), by identifying the two boundary components \( \{1/2\} \) of \([0,1/2]\] and \([1/2,1]\), or equivalently is, “up to isomorphism”, the identification \([0,1] \vee [0,1]\) of two copies of the standard interval \([0,1]\) along 0 and 1.

**Example 2.3.** Definition 2.1 also supports the operation of closing an open string: Given an open string \( O \) with boundary \( \partial O = \{p,q\} \) we can form a closed string \( C \) by identifying \( p \) and \( q \) in \( O \), making \( C \) inherit the orientation of \( O \). Let \( \alpha \) now be the identification map \( \alpha : O \to C \). Thus defined \( \alpha \) is a gluing function. Pictorially, the operation of closing an open string \( O \) into a closed string \( C \) is described as:
The closing string operation described above is, “up to isomorphisms” the operation of closing the standard interval \([0,1]\) to the standard circle \(S^1\) through the gluing function \(\alpha(t) = e^{2\pi it}\).

The following trivial observation follows directly from Definition 2.1.

**Observation 2.4.** The collection of gluing functions is closed under disjoint unions, composition, and orientation change, and these operations satisfy the obvious strict associativity conditions, i.e. given gluing functions \(\alpha_1, \alpha_2\) and \(\alpha_3\), such that the compositions \((\alpha_1 \sqcup \alpha_2) \sqcup \alpha_3\) and \(\alpha_1 \sqcup (\alpha_2 \sqcup \alpha_3)\) are defined, the equation \((\alpha_1 \sqcup \alpha_2) \sqcup \alpha_3 = f_1 \sqcup (\alpha_2 \sqcup \alpha_3)\) holds, and if the compositions \(\gamma(\beta \alpha)\) and \((\gamma \beta)\alpha\) are defined, then the equation \(\gamma(\beta \alpha) = (\gamma \beta)\alpha\) holds. The operation of changing orientation is involutive in the sense that the equation \(\alpha = \alpha\) holds for every gluing function \(\alpha\). The operations of disjoint union, composition, and orientation change of gluing functions distribute over each other, i.e. given gluing functions \(\alpha, \beta, \gamma, \delta\), the equation \(((\alpha \sqcup \beta) \sqcup \gamma) = \alpha \sqcup (\beta \sqcup \gamma)\) holds, whenever the three compositions are defined, given two gluing functions \(\alpha, \beta\), the equation \(\alpha \sqcup \beta = \beta \sqcup \alpha\) always holds, and for any pair of gluing functions \(\alpha, \beta\) such that the composition \(\beta \alpha\) is defined the equation \(\beta \alpha = \alpha \beta\) always holds.

Observation 2.4 says that we can form gluing functions from arrangements of simpler gluing functions through taking disjoint unions, compositions and by inverting orientations; and that any expression formed by these operations is independent on the order in which the operations are performed, as long as they are well-defined. The following observation also trivially follows from Definition 2.1.

**Observation 2.5.** Homeomorphisms satisfy the conditions of Definition 2.1 and thus are examples of gluing functions. Moreover, homeomorphisms are precisely the invertible gluing functions.

Homeomorphisms encode spacetime symmetries. Homeomorphisms are precisely the gluing functions, where the “gluing” performed is trivial. Considering symmetries as gluing functions allows us to formally consider formulas such as (6) and (8), and allows us to provide formal meaning to statements such as the “up to isomorphisms” statements made at the end of Examples 2.2 and 2.3. The following example explains how to do this.

**Example 2.6.** Let \(\alpha : \Sigma \rightarrow \Sigma'\) be a gluing function, and let \(\beta : \Lambda \rightarrow \Sigma\) and \(\gamma : \Sigma' \rightarrow \Lambda'\) be homeomorphisms. The composition \(\gamma \alpha \beta\) is a gluing function from \(\Lambda\) to \(\Lambda'\). Thus, if we know how to glue a manifold \(\Sigma\) to itself in order to produce a manifold \(\Sigma'\), then we unambiguously know how to glue any manifold \(\Lambda\) homeomorphic to \(\Sigma\) to itself in order to produce any manifold \(\Lambda'\) homeomorphic to \(\Sigma'\). As a particular case of this consider the following arrangement \(\Sigma\) of open strings:
and consider the obvious identification:

That is, $\Sigma$ is closed into a closed string $\Sigma'$. We can unambiguously describe $\alpha$ as a gluing function from the disjoint union of the three copies $\Lambda = [0,1] \sqcup [0,1] \sqcup [0,1]$ to the standard circle $\Sigma' = S^1$. To do this, choose a homeomorphism $\beta : \Lambda \to \Sigma$ and choose a homeomorphism $\gamma$ from $\Sigma'$ to $\Lambda'$. In that case $\gamma \alpha \beta$ is a gluing function from $\Lambda = [0,1] \sqcup [0,1] \sqcup [0,1]$ to $\Lambda' = S^1$ obtained by deforming $\alpha$. We can also think $\alpha$ as a gluing function from $\Lambda = [0,1] \sqcup [0,1] \sqcup [0,1]$ to $\Lambda' = S^1$ deformed by $\beta^{-1}$ and $\gamma^{-1}$ into a gluing function from $\Sigma$ to $\Sigma'$.

### 2.2 Relative gluing diagrams

We introduce relative gluing diagrams as a further ingredient in our gluing formalism, allowing us to phrase the GBQFT Axiom (T5b) of Definition 1.1 in terms of gluing functions. As presented in Section 2.1, gluing functions are only used for hypersurface gluings. However, Axiom (T5b) considers the gluing of a region to itself along two copies of a given hypersurface boundary component with opposite orientations, and is phrased in terms of this data explicitly. Relative gluing diagrams allow us to encode such gluings, while keeping track of the boundary components that are involved in the gluing operation. Relative gluing diagrams are types of decorated spans [7] defined as coequalizers of pairs of continuous functions satisfying certain diagrammatic equations.

**Definition 2.7.** Let $X$ and $X'$ be regions. Let $\Sigma$ and $\Lambda$ be hypersurfaces. Let $\alpha : \Sigma \sqcup \Sigma \sqcup \Lambda \to \partial X$ be a gluing function. A gluing diagram on $X$, relative to $\alpha$, is a pair $(f, \beta)$, where $f : X \to X'$ and $\beta : \Lambda \to \partial X'$ are gluing functions, $f$ is a coequalizer of the diagram

$$\Sigma \rightrightarrows \Sigma \sqcup \Lambda \xrightarrow{\alpha} \partial X \twoheadrightarrow X$$

and $\beta$ makes the following diagram commute:

$$\begin{array}{ccc}
\Lambda & \xrightarrow{\beta} & \partial X' \\
\alpha|_{\Lambda} \downarrow & & \downarrow \alpha|_{\partial X'} \\
\partial X & \xrightarrow{f} & X' \\
\end{array}$$

**Remark 2.8.** The condition of $f : X \to X'$ being a coequalizer in Definition 2.7 says that the function $f$ glues $X$ to $X'$ along the two copies of $\Sigma$ with opposite orientation appearing in $\alpha$. The condition on $\beta$ making the second diagram in Definition 2.7 commute says that the restriction of $f$ to $\Lambda$ provides a gluing decomposition of $\partial X'$. We summarize the data of a relative gluing diagram $(f, \beta)$ as in Definition 2.7 by a commutative diagram of the form:
Observe that the main difference between Definition 2.1 and Definition 2.7 is the fact that relative gluing diagrams include relative gluing data as an explicit part of the defining structure. Relative gluing diagrams should be understood as the data of a self-gluing of a manifold along two copies of the same hypersurface with opposite orientation, as in Axiom (T5b), phrased within the gluing functions formalism developed in the previous subsection. We further clarify the diagram appearing in Remark 2.8 and the pieces of structure involved in Definition 2.7 with examples. The following example encodes the information necessary to make the computation presented in Example 1.4 in terms of a relative gluing diagram.

**Example 2.9.** Let $X_1, X_2, X, X', \Sigma$, and $\Lambda$ be as in Example 1.4. Let $f : X \to X'$ be the gluing function pictorially described by:

![Diagram](image)

We organize the boundary data of $f$ used in Example 1.4 to put formula (6) in terms of a relative gluing diagram. Let $\alpha : \Sigma \sqcup \Sigma \sqcup \Lambda \to \partial X$ be the gluing function pictorially described by:

![Diagram](image)

The function $f$ clearly satisfies the coequalizer condition with respect to $\alpha$. Let $\beta : \Lambda \to \partial X'$ be the gluing function pictorially described by:

![Diagram](image)

The function $\beta$ clearly makes the diagram appearing in Definition 2.7 commute. The pair $(f, \beta)$ is a relative gluing diagram with respect to the boundary decomposition $\alpha$. The diagram appearing in Remark 2.8 summarizing this is:
The following example encodes the necessary data to compute the formula appearing in Example 1.5 as a relative gluing diagram.

**Example 2.10.** Let $X, X', \Sigma$ and $\Lambda$ be as in Example 1.5. Let $f : X \to X'$ be the gluing function pictorially described by:

Let $\alpha : \Sigma \sqcup \Sigma \sqcup \Lambda \to \partial X$ be the gluing function of Example 2.6, i.e. let $\alpha$ be the gluing function pictorially described by:

The function $f$ described above clearly satisfies the coequalizer condition with respect to $\alpha$. Let $\beta : \Lambda \to \partial X'$ be the gluing function appearing in Example 2.3. Pictorially:

This clearly makes the second diagram in Definition 2.7 commute. The pair $(f, \beta)$ is thus a gluing diagram relative to $\alpha$. We summarize this, as in Remark 2.8, in the diagram:
In TQFT a cylinder is an elementary cobordism. In our present setting the cylinder can be obtained by gluing the disk to itself.

**Example 2.11.** Let $X, X'$ be the square $[0,1]^2$ and the cylinder $S^1 \times [0,1]$ respectively. Let $f$ to be the function that glues $X$ along its top and bottom edges. Pictorially:

![Diagram](image)

We let $\Sigma$ be the bottom edge of the disk $[0,1]^2$ (red), $\sum$ the top edge of $[0,1]^2$ (also red), and we let $\Lambda$ be the disjoint union of the left and right edges of $[0,1]^2$ (blue). Let $\alpha : \Sigma \sqcup \sum \sqcup \Lambda \to \partial X$ be the function described pictorially as:

![Diagram](image)

The function $f$ described above clearly satisfies the coequalizer condition with respect to $\alpha$. We let $\beta : \Lambda \to \partial X'$ be the function describe pictorially by:

![Diagram](image)

This is a gluing function by Example 2.3 and Observation 2.4 and clearly makes the second diagram in Definition 2.7 commute. The pair $(f, \beta)$ is thus a gluing diagram relative to $\alpha$. We summarize this, as in Remark 2.8, in the diagram:
The following example shows that Definition 2.7 generalizes the usual gluing operation between cobordisms [15]. Example 2.10 shows that Definition 2.7 captures a more general notion of gluing.

**Example 2.12.** Let \( \Sigma_i, i \in \{1, 2, 3\} \) be hypersurfaces. Let \( X_1, X_2 \) be cobordisms from \( \Sigma_1 \) to \( \Sigma_2 \) and from \( \Sigma_2 \) to \( \Sigma_3 \) respectively. Let \( X_2 \circ X_1 \) be the cobordism obtained from \( X_1 \) and \( X_2 \) by gluing along a common collar neighborhood of \( \Sigma_2 \). In the notation of Definition 2.7 we take \( X \) to be \( X_1 \sqcup X_2 \), \( X' \) to be \( X_2 \circ X_1 \), \( \Sigma \) to be \( \Sigma_2 \), \( \Lambda \) to be \( \Sigma_1 \sqcup \Sigma_3 \), \( \alpha \) to be the homeomorphism from \( \Sigma \sqcup \Sigma \sqcup \Lambda \) to \( \partial X \) defining the cobordism structures of \( X_1 \) and \( X_2 \), and \( \beta \) the homeomorphism from \( \Lambda \) to \( \partial (X_2 \circ X_1) \) providing its cobordism structure. With this notation \((f, \beta)\) is a gluing diagram with respect to \( \alpha \). An example of this is the composition of cobordisms described pictorially as:

![Diagram](image)

where \( X_1 \) is the left pair of pants, \( X_2 \) is the union of the cylinder and the disk on the right, \( \Lambda \) is the union of the two closed strings on the extreme left and right (blue), \( \Sigma \) is the union of the two right-facing closed strings (red) on the left and \( \overline{\Sigma} \) is the union of the two left-facing closed strings on the right (red). The relative gluing diagram describing the composition \( X_2 \circ X_1 \) is:

![Diagram](image)

The following immediate observation says that we may construct complicated relative gluing diagrams out of simpler relative gluing diagrams through the operations of taking disjoint unions and reversing orientations.

**Observation 2.13.** The collection of relative gluing diagrams is closed under orientation change and disjoint union. Precisely, if \((f, \beta)\) is a gluing diagram relative to \( \alpha \), then \((f', \beta')\) is a gluing diagram relative to \( \alpha ' \), and if \((f_i, \beta_i)\) are gluing diagrams relative to \( \alpha_i \), with \( i \in \{1, 2\} \), then \((f_1 \sqcup f_2, \alpha_1 \sqcup \alpha_2)\) is a gluing diagram relative to \( \beta_1 \sqcup \beta_2 \).

**Observation 2.14.** Every homeomorphism fits in a relative gluing diagram. Precisely, let \( X \) and \( X' \) be regions. Let \( f : X \to X' \) be a homeomorphism. If in the notation of Definition 2.7 we set \( \Sigma \) to be the empty hypersurface \( \emptyset \), \( \Lambda \) to be the boundary \( \partial X \) of \( X \), \( \alpha : \Sigma \sqcup \overline{\Sigma} \sqcup \Lambda \to \partial X \) be the identity and \( \beta : \Lambda \to \partial X' \) to be the restriction \( f|_{\partial X} \) of \( f \) to \( \partial X \), then it is easily seen that the diagram is a relative gluing diagram.
The following observation says that every relative gluing diagram can be “deformed” by a homeomorphism on the left and on the right into another relative gluing diagram.

**Observation 2.15.** Let

\[
\begin{align*}
\Lambda & \quad \overset{\beta}{\longrightarrow} \quad \partial X' \\
\Sigma \sqcup \Sigma \sqcup \Lambda & \quad \overset{\alpha}{\longrightarrow} \quad \partial X \quad \longrightarrow \quad X \quad \overset{f}{\longrightarrow} \quad X'
\end{align*}
\]

be a relative gluing diagram. Let \( g : Y \to X \) and \( h : X' \to Y' \) be homeomorphisms. In that case it is easily seen that the diagrams

\[
\begin{align*}
\Lambda & \quad \overset{h|_{\partial X'}}{\longrightarrow} \quad \partial Y' \\
\Sigma \sqcup \Sigma \sqcup \Lambda & \quad \overset{\alpha}{\longrightarrow} \quad \partial X \quad \longrightarrow \quad X \quad \overset{h_f}{\longrightarrow} \quad Y'
\end{align*}
\]

and

\[
\begin{align*}
g^{-1}\Lambda & \quad \overset{\beta g|_{\partial Y'}}{\longrightarrow} \quad \partial X' \\
g^{-1}\Sigma \sqcup g^{-1}\Sigma \sqcup g^{-1}\Lambda & \quad \overset{g^{-1}\alpha g}{\longrightarrow} \quad \partial Y \quad \longrightarrow \quad Y \quad \overset{fg}{\longrightarrow} \quad X'
\end{align*}
\]

are relative gluing diagrams. In the above cases we will usually write the composite boundary gluing functions \( h|_{\partial X'} \beta \) and \( \beta g|_{\partial Y'} \) as \( h\beta \) and \( \beta g \). With this notation the “deformed” relative gluing diagrams above can be succinctly written as \((hf, h\beta)\) and \((fg, \beta g)\) respectively.

We interpret Observation 2.14 as the fact that any relative gluing diagram can be composed with compatible relative diagrams associated to homeomorphisms, as in Observation 2.14 on the left and on the right. It is not clear however, how relative gluing data should behave with respect to composition in general. Consider for example the gluing function \( f : [0, 1]^2 \to S^1 \times [0, 1] \) pictured as:
The red and blue boundary components make \( f \) fit into a relative gluing diagram. Consider now the gluing function \( g \) from \( S^1 \times [0, 1] \) to the punctured torus \( \mathbb{T}^2 \setminus \mathbb{D}^2 \) obtained by gluing two copies of the interval \([0, 1]\) in the boundary of \( S^1 \times [0, 1] \) intersecting the common interval \( \Sigma \) forming \( S^1 \times [0, 1] \). Pictorially:

\[
\begin{array}{c}
\includegraphics[width=0.3\textwidth]{diagram1.png}
\end{array}
\]

where relative gluing is done along the front-facing half-circle intervals (green). It is unclear how to equip \( gf \) with the structure of relative gluing diagram from the structure of \( f \) and \( g \). This can be done if we assume the green intervals above do not intersect the red interval \( \Sigma \), i.e. if \( g' \) represents the relative gluing diagram pictured as:

\[
\begin{array}{c}
\includegraphics[width=0.3\textwidth]{diagram2.png}
\end{array}
\]

In that case a relative gluing structure for \( g'f \) can be pictorially represented as:

\[
\begin{array}{c}
\includegraphics[width=0.3\textwidth]{diagram3.png}
\end{array}
\]

where we identify red and green intervals. The axioms in Definition 1.1 do not directly involve composition of relative gluings. We propose to address the issues concerning compositions of relative gluing diagrams in their full generality in subsequent work.

### 2.3 Slice regions

We introduce slice regions as the final ingredient of our gluing formalism. Slice regions are meant to behave as units with respect to the relative gluing operation. In GBQFT they provide the key ingredient in order to relate inner products with amplitudes via Axiom \((T3x)\) of Definition 1.1. Slice regions are, in our setting, analogous to identity cobordisms in different formulations of topological quantum field theory or to unit cylinders in Walker and Morrison’s near-disk categories \([20]\). We use the relative gluing diagrams of Section 2.2 to define slice regions through their desired properties. We provide specific examples and construct models for slice regions.

**Definition 2.16.** Let \( \Sigma \) be a hypersurface. A slice region on \( \Sigma \) is a pair \((S, s)\) where \( S \) is a region and \( s : \Sigma \sqcup \Sigma \to \partial S \) is a gluing function, satisfying the following gluing triviality condition: For every region \( X \), hypersurface \( \Gamma \), and gluing function \( \beta : \Sigma \sqcup \Gamma \to \partial X \) there exists a relative gluing diagram:
where the bent arrows represent the disjoint union of the inclusion of $\Sigma$ in $\Sigma \sqcup \Sigma$ and the inclusion of $\Gamma$ in $\Sigma \sqcup \Gamma$ respectively.

**Remark 2.17.** Let $\Sigma$ be a hypersurface. Let $(S, s)$ be a slice region on $\Sigma$. The gluing function $s$ provides a decomposition of $\partial S$ as a gluing of two copies of $\Sigma$ with opposite orientation. We call $s$ the **slice boundary decomposition** of $S$. The **gluing triviality** condition of Definition 2.16 says that given any region $X$ such that $\partial X$ decomposes as $\Sigma$ glued to some other hypersurface $\Gamma$, we can glue $S$ to $X$ along the common copies of $\Sigma$ in $\partial S$ and $\partial X$, with opposite orientations, in such a way that the glued region is homeomorphic to $X$ in a canonical way. We thus consider slice regions as units with respect to the operation of relative gluing.

We present specific examples clarifying Definition 2.16. We do this in the case in which $\Sigma$ is closed, i.e., in the case in which $s$ is trivial, and in the case in which $\partial \Sigma \neq \emptyset$ separately.

**Example 2.18.** In the notation of Definition 2.16 let $\Sigma$ be the circle $S^1$ with its usual orientation. Let $S$ be the cylinder $\Sigma \times [0, 1]$. Let $s : \Sigma \sqcup \Sigma \rightarrow \partial S$ be the disjoint union of the inclusion of $\Sigma$ in $S$ as $\Sigma \times \{0\}$ and as $\Sigma \times \{1\}$ respectively. Pictorially:

Thus defined, $S$ is a slice region on $\Sigma$ with slice boundary decomposition $s$. We illustrate the pieces of data involved in the gluing triviality condition for $S$ with a specific example. Let $X$ be a three-punctured torus. We orient $X$ in such a way that $X$ admits a pictorial representation as:

We let $\Gamma$ be the blue component of $\partial X$, and we take $\eta : \Sigma \sqcup \Gamma \rightarrow \partial X$ to be the obvious inclusion. Gluing triviality on $(X, \eta)$ is provided by the function $f$ from the left-hand side to the right-hand side of the following picture:
Remark 2.19. The construction presented in Example 2.18 is generic, in the sense that for every closed hypersurface $\Sigma$, the cylinder $\Sigma \times [0, 1]$, with boundary decomposition $\Sigma \sqcup \Sigma \to \partial(\Sigma \times [0, 1])$ provided by the inclusions of $\Sigma$ and $\Sigma$ in $\Sigma \times [0, 1]$ as $\Sigma \times \{1\}$ and $\Sigma \times \{0\}$ is a slice region on $\Sigma$. Every closed hypersurface thus admits a slice region.

We now illustrate the pieces of data involved in Definition 2.16 for hypersurfaces with non-empty boundary with a specific example.

Example 2.20. In the notation of Definition 2.16 let $\Sigma$ be a closed string. Let $S$ be the pinched cylinder on $\Sigma$, i.e., let $S$ be the surface obtained from $\Sigma \times [0, 1]$ by identifying the boundary component $\partial \Sigma \times [0, 1]$ with $\partial \Sigma$. Let $s : \Sigma \sqcup \Sigma \to \partial S$ be the composition of the inclusion of $\Sigma$ and $\Sigma$ in $\Sigma \times [0, 1]$ analogous to Example 2.18 and the projection of $\Sigma \times [0, 1]$ onto $\Sigma$. We picture $(S, s)$ as:

The pair $(S, s)$ is a slice region on $\Sigma$. We illustrate the pieces of data involved in the gluing triviality condition for $S$ with a specific example. Let $X$ be the cylinder $S^1 \times [0, 1]$, which for our convenience we picture as:

We consider the boundary decomposition of $X$ described by red and blue components as above. In that case $\Gamma$ is the disjoint union of the inner closed string pictured in blue and the open string boundary component pictured in blue, and $\eta : \Gamma \sqcup \Sigma \to \partial X$ is described above. A gluing trivialization diagram for $S$ and $X$ is described by the picture:
In this case the upper left corner of the diagram in Definition 2.16 is provided by the disjoint union of the upper copy of $\Sigma$ in $\partial S$ and the blue components of $\partial X$.

**Remark 2.21.** The construction presented in Example 2.20 is again generic. Given a hypersurface $\Sigma$ such that $\partial \Sigma \neq \emptyset$, the pinched cylinder $S$ on $\Sigma$, see [21], is a slice region on $\Sigma$. Every non-closed hypersurface thus admits a slice region. From this and from Remark 2.19 it follows that every hypersurface admits a slice region.

The following lemma proves that the collection of slice regions on hypersurfaces is closed under taking disjoint unions and reversing orientations.

**Lemma 2.22.** Let $\Sigma$ be a hypersurface. Let $(S, s)$ be a slice region on $\Sigma$. $(S, s)$ is also a slice region on $\Sigma$ and $(\Sigma, s)$ is also a slice region on $\Sigma$ and $\Sigma$. Let $\Sigma_i$, $i = 1, 2$ be hypersurfaces. Let $(S_i, s_i)$ be a slice region for $\Sigma_i$, $i = 1, 2$. The pair $(S_1 \sqcup S_2, s_1 \sqcup s_2)$ is a slice region on $\Sigma_1 \sqcup \Sigma_2$.

**Lemma 2.23.** Let $\Sigma$ be a hypersurface. If $(S, s)$ and $(S', s')$ are slice regions on $\Sigma$ then $S$ and $S'$ are homeomorphic.

**Proof.** Let $\Sigma$ be a hypersurface. Let $(S, s)$ and $(S', s')$ be slice regions on $\Sigma$. If we make $X$ be equal to $S$ or $S'$ in Definition 2.16 we obtain relative gluing diagrams $f : S \sqcup S' \rightarrow S$ and $f' : S \sqcup S' \rightarrow S'$, by Definition 2.7 both $S$ and $S'$ are coequalizers of the diagram:

\[
\Sigma \rightrightarrows (\Sigma \sqcup \Sigma) \sqcup (\Sigma \sqcup \Sigma) \xrightarrow{s_{\sqcup}s'} \partial S \sqcup \partial S' \rightarrow S \sqcup S'
\]

and are thus homeomorphic. \[\blacksquare\]

Remark 2.19, Remark 2.21 and Lemma 2.23 imply that every slice region $(S, s)$ on a hypersurface $\Sigma$ is homeomorphic to the standard cylinder $\Sigma \times [0, 1]$ on $\Sigma$ in the case in which $\Sigma$ is closed and to the pinched cylinder on $\Sigma$ in the case in which $\partial \Sigma \neq \emptyset$. The reader might be wondering why we have chosen to define slice regions through the formal properties appearing in Definition 2.16 and not directly as cylinders in the case in which the hypersurface $\Sigma$ is closed or as pinched cylinders in the case in which $\partial \Sigma \neq \emptyset$. We have done this in order lay the formal foundations of slice regions in such a way that Definition 2.16 may be adapted to contexts where spacetime systems are defined through more complicated structures, e.g., area functions [17], defects [22], metric [18], etc. We urge the reader to think of slice regions as regions that “behavior like topological cylinders” and that in the particular context of this paper happen to be topological cylinders. We end this section with the following observation.

**Observation 2.24.** Every slice region can be interpreted as a relative gluing diagram in the sense of Definition 2.7. To see this let $\Sigma$ be a hypersurface and let $(S, s)$ be a slice region on $\Sigma$. $S$ and $s$ can be identified with the following relative gluing diagram:

\[
\begin{array}{ccc}
\Sigma \sqcup \Sigma & \xrightarrow{s} & \partial S \\
\downarrow id & & \downarrow \\
\Sigma \sqcup \Sigma & \rightarrow \partial S & \rightarrow S & \xrightarrow{id} & S
\end{array}
\]
3 Implementing gluing functions: CQFT

In this section we combine the gluing formalism introduced in Section 2 with GBQFT. The axiomatic system of Definition 1.1 requires an underlying notion of gluing, but is rather agnostic about how such a notion is defined. Taking the notion of gluing to be given by the formalism of Section 2 allows us to extract a tighter axiomatic system that (as we shall see) is more amenable to categorification. The new axiomatic system, to be presented in this section, cannot be equivalent to the one of Definition 1.1 as it has a different scope, presupposing the formalism of Section 2. Moreover, it integrates notions of symmetry of hypersurfaces and regions inherent in our novel gluing formalism, thus exhibiting equivariance. To emphasize the key feature of categorical compositionality (which subsumes in our mind both locality and functoriality) we shall refer to the new axiomatic system as Compositional Quantum Field Theory (CQFT). At the same time, in laying down the new axiomatic system we take the opportunity to be more precise as compared to GBQFT, especially concerning coherence conditions. What is more, we present two versions of the axiomatic system, differing only in including or not one specific axiom, corresponding to Axiom (T2a) of Definition 1.1. We also provide missing explanations of certain notions used in Definition 1.1, but omitted in the introduction for brevity.

3.1 Axiomatic presentation

We begin with a few technical remarks on Definition 1.1. In Axiom (T2) decompositions of hypersurfaces Σ of the form Σ = Σ1 ∪ ... ∪ Σn represent inductive decompositions as unions of hypersurfaces Λ ∪ Σi where Λ is the union Σ1 ∪ ... ∪ Σi−1 and where the symbol ∪ is taken to mean either the disjoint union Λ ⊔ Σi or a gluing Λ ∪B Σi along a common closed codimension 0 sub-hypersurface B of ∂Λ and ∂Σi. An example of this in dimension d = 2 is the decomposition of

where all the hypersurfaces Σi are open strings, and the union Σ1 ∪ Σ2 represents the closing Λ of the blue and red open strings Σ1, Σ2 along their common boundary. The union Λ ∪ Σ3 represents the disjoint union of the closed string Σ1 ∪ Σ2 and the green open string Σ3. The associativity condition on the morphism τ in Axiom (T2) should be taken to mean that the value of τ does not depend on the order in which the inductive union procedure described above is performed. Precisely, the decomposition Σ = Σ1 ∪ Σ2 ∪ Σ3 above can be interpreted as Σ = (Σ1 ∪ Σ2) ∪ Σ3 or as Σ = Σ1 ∪ (Σ2 ∪ Σ3). In both cases we obtain a composition of morphisms τΣ1∪Σ2,Σ3 ◦ τΣ1,Σ2 and τΣ1,Σ2∪Σ3 ◦ τΣ2,Σ3. Associativity requires that the equation τΣ1∪Σ2,Σ3 ◦ τΣ1,Σ2 = τΣ1,Σ2∪Σ3 ◦ τΣ2,Σ3 should always hold, i.e., that the following diagram be commutative:
We sometimes omit the subscript in this notation and simply write $\tau$ for $\tau_{\Sigma_1, \ldots, \Sigma_n}$. The above diagram will be part of the new axiomatic system to be presented.

The two interpretations of the union symbol $\sqcup$ in Axiom (T2) are of a different nature: While the disjoint union $\Sigma \sqcup \Lambda$ of hypersurfaces is a parallel operation depending only on the components $\Sigma$ and $\Lambda$, the gluing $\Sigma \sqcup_B \Lambda$ of $\Sigma$ and $\Lambda$ along a common closed sub-hypersurface of $\partial \Sigma$ and $\partial \Lambda$ is a compositional operation, depending on extra data provided by $B$. Gluing is closer to cospans, see [8], while disjoint union is closer to tensor products. It is thus natural to consider gluings and disjoint unions as separate associative operations as in Axioms (T5a) and (T5b) above. Doing this requires separate versions of Axioms (T2) and (T2b) providing isometric isomorphisms $\tau$ and epimorphisms $\gamma$ associated to disjoint union and gluing respectively, satisfying associativity diagrams as described above, together with an extra axiom requiring compatibility of $\tau$ and $\gamma$ allowing us to combine the two operations. We do this in Definition 3.1. Finally, when interpreting the symbol $\sqcup$ in expressions $\Sigma = \Sigma_1 \sqcup \ldots \sqcup \Sigma_n$ appearing in Axiom (T2) as disjoint union $\sqcup$, it is implicitly assumed that the isomorphism $\tau$ commutes with any possible rearrangement of the factors appearing in the tensor product $H_{\Sigma_1} \otimes \ldots \otimes H_{\Sigma_n}$. We again include this consideration in Definition 3.1.

We divide the axioms of Definition 3.1 into axioms providing structure data, numbered 1–5 below, and axioms providing coherence equations for this data, numbered (A)–(J) below. We also include the coherence Axiom (S) as an optional separate axiom. The numbering scheme and general structure of the new axiomatic system differs from that of Definition 1.1. In Section 3.4 below we explain the differences in detail. At first, we present the axioms for the case that all superspaces involved are finite-dimensional. In this case we call the CQFT rigid.

**Definition 3.1.** A rigid CQFT consists of the following data:

1. **State spaces:** There is a complex superspace $H_{\Sigma}$ for every hypersurface $\Sigma$. We call $H_{\Sigma}$ the state space associated to $\Sigma$. The equation $H_{\emptyset} = \mathbb{C}$ holds.

2. **Graded involution:** There is an anti-linear graded isomorphism $\iota_{\Sigma} : H_{\Sigma} \to H_{\Sigma}^*$ for every hypersurface $\Sigma$. The equation $\iota_{\Sigma}^2 = \text{id}_{H_{\Sigma}}$ holds for every $\Sigma$. We call $\iota_{\Sigma}$ the graded involution associated to $\Sigma$.

3. **Graded tensor isomorphism:** There is a graded isomorphism $\tau$ from $H_{\Sigma_1} \otimes H_{\Sigma_2}$ to $H_{\Sigma_1 \sqcup \Sigma_2}$ for every pair of hypersurfaces $\Sigma_1, \Sigma_2$. We call $\tau$ the graded tensor isomorphism associated to $\Sigma_1, \Sigma_2$.

4. **Graded gluing epimorphism:** There is a graded epimorphism $\gamma_f$ from $H_{\Sigma}$ to $H_{\Sigma'}$ for every hypersurface gluing function $f : \Sigma \to \Sigma'$. We call $\gamma_f$ the graded gluing epimorphism associated to $f$. If $f$ is a homeomorphism, then $\gamma_f$ is a graded isomorphism. Moreover, if $f$ is the identity then so is $\gamma_f$. 
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5. **Graded amplitude maps:** There is a graded linear map \( \rho_X : \mathcal{H}_X \to \mathbb{C} \) for every region \( X \). We call \( \rho_X \) the *graded amplitude map* associated to \( X \). We require that \( \rho_\emptyset = \text{id}_\mathbb{C} \).

The data presented above satisfies the following conditions:

(A) **Associativity of tensor isomorphism:** Let \( \Sigma_1, \Sigma_2, \Sigma_3 \) be hypersurfaces. Then, the following square commutes:

\[
\begin{array}{ccc}
\mathcal{H}_{\Sigma_1} \otimes \mathcal{H}_{\Sigma_2} \otimes \mathcal{H}_{\Sigma_3} & \xrightarrow{\tau \otimes \text{id}_{\mathcal{H}_{\Sigma_3}}} & \mathcal{H}_{\Sigma_1 \cup \Sigma_2} \otimes \mathcal{H}_{\Sigma_3} \\
\text{id}_{\mathcal{H}_{\Sigma_1}} \otimes \tau & & \tau \\
\mathcal{H}_{\Sigma_1} \otimes \mathcal{H}_{\Sigma_2 \cup \Sigma_3} & \xrightarrow{\tau} & \mathcal{H}_{\Sigma_1 \cup \Sigma_2 \cup \Sigma_3}
\end{array}
\]

(B) **Associativity of gluing epimorphism:** Let \( \Sigma \) be a hypersurface. Let

\[
\begin{array}{ccc}
\Sigma & \xrightarrow{f_2} & \Sigma_2 \\
\downarrow f_1 & & \downarrow f_{2,1} \\
\Sigma_1 & \xrightarrow{f_1,2} & \Sigma_{1,2}
\end{array}
\]

be a commuting square of hypersurface gluing functions. Then, the following square commutes:

\[
\begin{array}{ccc}
\mathcal{H}_{\Sigma} & \xrightarrow{\gamma f_2} & \mathcal{H}_{\Sigma_2} \\
\gamma f_1 & & \gamma f_{2,1} \\
\mathcal{H}_{\Sigma_1} & \xrightarrow{\gamma f_{1,2}} & \mathcal{H}_{\Sigma_{1,2}}
\end{array}
\]

(C) **Tensor and involution isomorphisms:** Let \( \Sigma_1, \Sigma_2 \) be hypersurfaces. Then, the following diagram commutes:
Here, $\sigma$ is the flip map and the maps from the cartesian products to the tensor products are the usual projections.

(D) **Tensor isomorphism and gluing epimorphism:** Let $f_1 : \Sigma_1 \to \Sigma'_1$, $f_2 : \Sigma_2 \to \Sigma'_2$ be hypersurface gluing functions. The following square commutes:

$$
\begin{array}{ccc}
\mathcal{H}_{\Sigma_1} \o \mathcal{H}_{\Sigma_2} & \xrightarrow{\gamma f_1 \o \gamma f_2} & \mathcal{H}_{\Sigma'_1} \o \mathcal{H}_{\Sigma'_2} \\
\tau_{\Sigma_1, \Sigma_2} & & \tau_{\Sigma'_1, \Sigma'_2} \\
\mathcal{H}_{\Sigma_1 \cup \Sigma_2} & \xrightarrow{\gamma f_1 \cup f_2} & \mathcal{H}_{\Sigma'_1 \cup \Sigma'_2}
\end{array}
$$

(E) **Gluing homomorphism and involution:** Let $f : \Sigma \to \Sigma'$ be a gluing function of hypersurfaces. The following square commutes:

$$
\begin{array}{ccc}
\mathcal{H}_\Sigma & \xrightarrow{\gamma f} & \mathcal{H}_{\Sigma'} \\
\iota_\Sigma & & \iota_{\Sigma'} \\
\mathcal{H}_\Sigma & \xrightarrow{\gamma f'} & \mathcal{H}_{\Sigma'}
\end{array}
$$

(F) **Amplitude and tensor isomorphism:** Let $X_1, X_2$ be regions. The following diagram commutes:
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(G) **Amplitude and involution:** Let $X$ be a region. The following square commutes:

$$
\begin{array}{ccc}
\mathcal{H}_{\partial X_1} \otimes \mathcal{H}_{\partial X_2} & \xrightarrow{\rho_{X_1} \otimes \rho_{X_2}} & \mathbb{C} \otimes \mathbb{C} \\
\tau & \Downarrow & \id \\
\mathcal{H}_{\partial X_1 \cup \partial X_2} & \xrightarrow{\rho_{X_1 \cup X_2}} & \mathbb{C}
\end{array}
$$

Here, $\overline{(-)}$ denotes the complex conjugation as an anti-linear automorphism of $\mathbb{C}$.

(H) **Amplitude and homeomorphism:** Let $X$ and $X'$ be regions. Let $f : X \to X'$ be a homeomorphism. The following diagram commutes:

$$
\begin{array}{ccc}
\mathcal{H}_{\partial X} & \xrightarrow{\iota_{\partial X}} & \mathcal{H}_{\partial X'} \\
\rho_X & \Downarrow & \rho_{X'} \\
\mathbb{C} & \xrightarrow{\overline{(-)}} & \mathbb{C}
\end{array}
$$

(I) **Evaluation and slice regions:** Given a hypersurface $\Sigma$ and associated slice region $(S, \alpha)$, we define the following map:

$$
ev_{\Sigma} : \mathcal{H}_{\Sigma} \otimes \mathcal{H}_{\Sigma} \xrightarrow{\tau_{\Sigma \Sigma}} \mathcal{H}_{\Sigma \cup \Sigma} \xrightarrow{\gamma_{\alpha}} \mathcal{H}_{\partial S} \xrightarrow{\rho_{S}} \mathbb{C}
$$

(By Axiom (H) combined with Lemma 3.2, this is independent of the choice of $(S, \alpha)$.) We require $\ev_{\Sigma}$ to be non-degenerate in the sense that there exists a map $\coev_{\Sigma} : \mathbb{C} \to \mathcal{H}_{\Sigma} \otimes \mathcal{H}_{\Sigma}$ such that the following diagram commutes:

$$
\begin{array}{ccc}
\mathbb{C} \otimes \mathcal{H}_{\Sigma} & \xrightarrow{\id} & \mathcal{H}_{\Sigma} \\
\coev_{\Sigma} \otimes \id & \Downarrow & \id \\
\mathcal{H}_{\Sigma} \otimes \mathcal{H}_{\Sigma} \otimes \mathcal{H}_{\Sigma} & \xrightarrow{id \otimes \ev_{\Sigma}} & \mathcal{H}_{\Sigma} \otimes \mathbb{C}
\end{array}
$$
(J) **Amplitude and relative gluing diagrams:** Let

\[
\begin{array}{ccc}
\Lambda & \rightarrow & \partial X'
\\ \downarrow & & \downarrow
\\ \Sigma \sqcup \Sigma \sqcup \Lambda & \rightarrow & X \\
\end{array}
\]

be a relative gluing diagram. Then, the following diagram commutes:

\[
\begin{array}{ccc}
\mathbb{C} \otimes \mathcal{H}_\Lambda & \leftarrow & \mathcal{H}_\Lambda \\
\coev_\Sigma \otimes \id & & \id \otimes \gamma \beta \\
\mathcal{H}_\Sigma \otimes \mathcal{H}_\Sigma \otimes \mathcal{H}_\Lambda & \rightarrow & \rho_X \\
\tau_{\Sigma,2} & & \rho_X \\
\mathcal{H}_{\Sigma_1 \sqcup \Sigma_2} & \rightarrow & \mathcal{H}_{\Sigma_2 \sqcup \Sigma_1}
\end{array}
\]

Here, \( c_{f,\beta} \in \mathbb{C} \setminus \{0\} \) depends on the gluing diagram \((f, \beta)\). We call the number \( c_{f,\beta} \) the gluing anomaly associated to \((f, \beta)\). The arrow labeled by \( c_{f,\beta} \) represents multiplication by this number. We require \( c_{f,\beta} = 1 \) for trivial gluing diagrams in the sense of Observation 2.14, i.e., for any homeomorphism \( f : X \rightarrow X' \) the gluing anomaly \( c_{f,f|_{\partial X}} \) is equal to 1.

We call a CQFT **symmetric** if in addition it satisfies the following axiom:

(S) **Tensor isomorphism and graded symmetry:** Let \( \Sigma_1, \Sigma_2 \) be hypersurfaces. Then, the following square commutes:

\[
\begin{array}{ccc}
\mathcal{H}_{\Sigma_1} \otimes \mathcal{H}_{\Sigma_2} & \rightarrow & \mathcal{H}_{\Sigma_2} \otimes \mathcal{H}_{\Sigma_1} \\
\tau_{\Sigma_1,\Sigma_2} & & \tau_{\Sigma_2,\Sigma_1} \\
\mathcal{H}_{\Sigma_1 \sqcup \Sigma_2} & \rightarrow & \mathcal{H}_{\Sigma_2 \sqcup \Sigma_1}
\end{array}
\]

Here, \( s_{\Sigma_1,\Sigma_2} \) is the isomorphism defined as \( s_{\Sigma_1,\Sigma_2}(v_1 \otimes v_2) = (-1)^{|v_1||v_2|}(v_2 \otimes v_1) \) for homogeneous \( v_1 \in \mathcal{H}_{\Sigma_1} \) and \( v_2 \in \mathcal{H}_{\Sigma_2} \) and where the bottom-most arrow is the identity of the state space associated to \( \Sigma_1 \sqcup \Sigma_2 = \Sigma_2 \sqcup \Sigma_1 \).

### 3.2 First consequences and an inner product

The first implication of the axioms that we remark on concerns the fact that Axiom (H) arises as a special case of Axiom (J).

**Lemma 3.2.** Axiom (J) implies Axiom (H).
**Proof.** Let \( X \) and \( X' \) be regions. Let \( f : X \to X' \) be a homeomorphism. Let \((f, f|_{\partial X})\) be the trivial relative gluing diagram associated to \( f \) as in Observation 2.14:

\[
\begin{array}{ccc}
\partial X & \xrightarrow{f|_{\partial X}} & \partial X' \\
\downarrow{id_{\partial X}} & & \downarrow{id_{\partial X}} \\
\partial X & \xrightarrow{id_{\partial X}} & X \\
\downarrow{id_{\partial X}} & & \downarrow{f} \\
X & \xrightarrow{f} & X'
\end{array}
\]

In the notation of Axiom (J), \( \Lambda = \partial X, \Sigma = \emptyset \) (and thus \( \mathcal{H}_\Sigma = \mathbb{C} \)), \( \alpha = id_{\partial X} \) and \( \beta = f|_{\partial X} \). The second diagram of Axiom (J) then collapses to the equation,

\[
\rho_{X'} \circ f|_{\partial X} (w) = c_{f, f|_{\partial X}} \rho_X (w)
\]

(12)

for all \( w \in \mathcal{H}_{\partial X} \). Since \( f \) is a homeomorphism, Axiom (J) requires \( c_{f, f|_{\partial X}} = 1 \). We conclude that the triangle in the statement of Axiom (H) commutes. ■

In spite of this result, it might appear as if Axiom (H) was not in fact redundant, for the following reason. Axiom (I) depends on Axiom (H). In turn Axiom (J) depends on Axiom (I). So replacing the dependency on Axiom (H) in Axiom (I) with a dependency on Axiom (J) would lead to an apparent dependency loop. However, as we have seen with Lemma 3.2, Axiom (H) arises as a special case of Axiom (J). Crucially, in this special case the coevaluation map is trivial and the invariance property of the corresponding evaluation map of Axiom (I) is trivially satisfied, without recurrence to Axiom (H). Thus, Axiom (H) may be considered redundant after all, and we will often omit it when considering the axiomatic system of Definition 3.2. The main reason we have included it, is that we sometimes wish to consider a subset of the axioms. In particular, we will be interested at some point in considering a subset that does not include Axiom (J), but does include Axiom (H).

We continue with the observation that from the evaluation map defined in Axiom (I) we may derive a sesquilinear form \( \langle \cdot, \cdot \rangle_\Sigma \) on \( \mathcal{H}_\Sigma \) given by,

\[
\langle v, w \rangle_\Sigma := ev_\Sigma (\iota_\Sigma (v) \otimes w).
\]

(13)

**Theorem 3.3.** The sesquilinear form \( \langle \cdot, \cdot \rangle_\Sigma \) has the following properties:

1. It is hermitian, non-degenerate and graded and thus a graded inner product.

2. The graded gluing epimorphisms of Axiom 4 that originate from gluing functions that are homeomorphisms, are isomorphic isometries.

If Axiom (S) is satisfied, the following additional properties hold:

3. The graded involutions of Axiom 2 are anti-linear graded isometries.

4. The graded tensor isomorphisms of Axiom 3 are isometries.

**Proof.** The proof is provided point by point.
1. The non-degeneracy of the sesquilinear form is mandated by Axiom (I). It is graded since it is a composition of graded maps. The hermiticity follows with the Axioms (C), (E), and (G). To see this consider a slice region \((S, \alpha)\) for the hypersurface \(\Sigma\) with boundary gluing map \(\alpha : \Sigma_1 \sqcup \Sigma_2 \to \partial S\). (For greater clarity, we distinguish the two copies of \(\Sigma\) with indices.) The following diagram commutes.

2. Let \(f : \Sigma \to \tilde{\Sigma}\) be a homeomorphism between hypersurfaces. Let \((\tilde{S}, \tilde{\alpha})\) be a slice region for \(\tilde{\Sigma}\). Then, \((S, \alpha)\) is a slice region for \(\Sigma\), where \(\alpha = \tilde{\alpha} \circ \tilde{f} \sqcup f\). It follows from Axioms (B), (D) and (E) that \(\gamma_f\) is an isometric isomorphism. This is the following commutative diagram.

3. The graded isometry property of the involutions can be stated as,

\[
\langle i_{\Sigma}(a), i_{\Sigma}(b) \rangle_{\Sigma} = (-1)^{|a||b|} \langle b, a \rangle_{\Sigma}.
\]

In terms of the evaluation this is equivalent to the relation,

\[
ev_{\Sigma}(a \otimes b) = (-1)^{|a||b|} ev_{\tilde{\Sigma}}(b \otimes a).
\]

Consider again a slice region \((S, \alpha)\) for the hypersurface \(\Sigma\) with boundary gluing map \(\alpha : \Sigma_1 \sqcup \Sigma_2 \to \partial S\). (Again we distinguish the two copies of \(\Sigma\) with indices.) The stated relation then follows from Axiom (S) as can be seen via the commutation of the following diagram.
4. Let $\Sigma$ and $\Sigma'$ be hypersurfaces. The stated property can be written as,

$$
\langle \tau_{\Sigma_1, \Sigma_2}(a \otimes b), \tau_{\Sigma_1, \Sigma_2}(a' \otimes b') \rangle_{\Sigma_1 \cup \Sigma_2} = \langle a, a' \rangle_{\Sigma_1} \langle b, b' \rangle_{\Sigma_2}.
$$

Using the definition of the inner product in terms of the evaluation map and using Axiom (C), this can be seen to be equivalent to the following relation,

$$
ev_{\Sigma_1 \cup \Sigma_2}(\tau_{\Sigma_2, \Sigma_1}(b \otimes a) \otimes \tau_{\Sigma_1, \Sigma_2}(a' \otimes b')) = ev_{\Sigma_1}(a \otimes a')ev_{\Sigma_2}(b \otimes b').
$$

We invite the reader to verify that a similar relation can be derived using Axioms (A), (D), (F), as well as (S). In fact, the relation obtained is the following,

$$
ev_{\Sigma_1 \cup \Sigma_2}(\tau_{\Sigma_2, \Sigma_1}(b \otimes a) \otimes \tau_{\Sigma_1, \Sigma_2}(a' \otimes b')) = (-1)^{|a|+|a'|}|b|ev_{\Sigma_1}(a \otimes a')ev_{\Sigma_2}(b \otimes b').
$$

Observe, however, that the evaluation map is graded and has image of even degree. Thus, only terms where the degree of $a \otimes a'$ is even, contribute. But then, $|a|+|a'|$ is even and $(-1)^{|a|+|a'|}|b| = 1$, so both relations are equivalent.

This completes the proof. 

**Observation 3.4.** The property of the inner product being graded is equivalent to the decomposition $H_\Sigma = H_\Sigma^0 \oplus H_\Sigma^1$, being orthogonal. We thus have individually inner products on $H_\Sigma^0$ and on $H_\Sigma^1$. The inner products are in general indefinite, and we can decompose in terms of orthogonal positive and negative-definite subspaces as $H_\Sigma^0 = H_\Sigma^{0,+} \oplus H_\Sigma^{0,-}$ and $H_\Sigma^1 = H_\Sigma^{1,+} \oplus H_\Sigma^{1,-}$ with the obvious notation. Consider now an orthonormal basis $\{\zeta_k\}_{k \in I}$ of the space $H_\Sigma$ consisting of orthonormal basis of the subspaces $H_\Sigma^{0,+}$, $H_\Sigma^{0,-}$, $H_\Sigma^{1,+}$, $H_\Sigma^{1,-}$. By an orthonormal basis for a negative-definite inner product space we understand here an orthonormal basis for the sign-reverted inner product. We use the notation $|v| = 0$ if $v \in H_\Sigma^0$ and $|v| = 1$ if $v \in H_\Sigma^1$. For basis elements, the evaluation map $ev_\Sigma : H_\Sigma \otimes H_\Sigma$ takes the form,

$$
ev_\Sigma(t_\Sigma(\zeta_k), \zeta_l) = (-1)^{|\zeta_k|} \delta_{k,l}.
$$

The coevaluation map $coev_\Sigma : \mathbb{C} \rightarrow H_\Sigma \otimes H_\Sigma$ may be identified with the element $coev_\Sigma(1) \in H_\Sigma \otimes H_\Sigma$. This takes the form,

$$
coev_\Sigma(1) = \sum_{k \in I} (-1)^{|\zeta_k|} \zeta_k \otimes t_\Sigma(\zeta_k).
$$

We may then write the second diagram of Axiom (J) as the following identity, to be satisfied for any $v \in H_\Lambda$,

$$
\rho_Y(\gamma_\beta(v)) = c_{f,\beta} \sum_{k \in I} (-1)^{|\zeta_k|} \rho_X \gamma_\alpha \tau(\zeta_k \otimes t_\Sigma(\zeta_k) \otimes v).
$$

We exhibit here one further consequence of the axioms: The invariance of the gluing anomaly factor under deformation by homeomorphisms.

**Lemma 3.5.** Let $(f, \beta)$ be a relative gluing diagram of the form:
Let \( g : Y \to X \) and \( h : X' \to Y' \) be homeomorphisms. Let \( (h_f, h_\beta) \) and \( (f_g, \beta_g) \) be the relative gluing diagrams associated to \( (f, \beta) \), \( h \) and \( g \) in Observation 2.15. The gluing anomalies \( c_{h_f, h_\beta} \) and \( c_{f_g, \beta_g} \) associated to \( (h_f, h_\beta) \) and \( (f_g, \beta_g) \) respectively, are both equal to the gluing anomaly \( c_{f, \beta} \) associated to \( (f, \beta) \).

**Proof.** Let \( (f, \beta) \) be a relative gluing diagram as in the statement of the Lemma. Let \( g : Y \to X \) and \( h : X' \to Y' \) be homeomorphisms. We first compute the graded amplitude of the “deformed” gluing diagram \( (h_f, h_\beta) \). Let \( u \in \mathcal{H}_\Lambda \). Applying Axiom (J) to \( (h_f, h_\beta) \) and evaluating in \( u \) we obtain the formula:

\[
\rho_{Y'}(\gamma_{h_\beta}(u)) = c_{h_f, h_\beta} \sum_{k \in I} (-1)^{|\zeta_k|} \rho_X \gamma_\alpha(\zeta_k \otimes \iota_\Sigma(\zeta_k) \otimes u)
\]

(22)

Here, \( \{\zeta_k\}_{k \in I} \) is any orthonormal basis of \( \mathcal{H}_\Sigma \). By Axiom (B) we have \( \gamma_{h_\beta} = \gamma_h \gamma_\beta \) and with Lemma 3.2 we then obtain the equation \( \rho_{Y'}(\gamma_{h_\beta}(u)) = \rho_{X'}(\gamma_\beta(u)) \). Equation (22) transforms into the following equation:

\[
\rho_{X'}(\gamma_\beta(u)) = c_{h_f, h_\beta} \sum_{k \in I} (-1)^{|\zeta_k|} \rho_X \gamma_\alpha(\zeta_k \otimes \iota_\Sigma(\zeta_k) \otimes u).
\]

(23)

Comparing this equation to the equation obtained by applying Axiom (J) to the original diagram \( (f, \beta) \) we find that \( c_{h_f, h_\beta} = c_{f, \beta} \).

We now compute the graded amplitude map associated to \( (f_g, \beta_g) \). Let \( v \in \mathcal{H}_{\gamma^{-1}_g} \). Applying Axiom (J) to \( (f_g, \beta_g) \) and evaluating in \( v \) we obtain the equation:

\[
\rho_{X'}(\gamma_{\beta_g}(v)) = c_{f_g, \beta_g} \sum_{k \in I} (-1)^{|\xi_k|} \rho_{Y'} \gamma_{g^{-1}_g}(\xi_k \otimes \iota_{g^{-1}_\Sigma}(\xi_k) \otimes v)
\]

(24)

Here, \( \{\xi_k\}_{k \in I} \) is any orthonormal basis of \( \mathcal{H}_{\gamma^{-1}_g} \). Let \( u \in \mathcal{H}_\Sigma \) be given by \( u = \gamma_g(v) \) and \( \zeta_k = \gamma_g(\xi_k) \). By Theorem 3.3, \( \{\zeta_k\}_{k \in I} \) is an orthonormal basis of \( \mathcal{H}_\Sigma \) and \( [\xi_k] = [\zeta_k] \). Combining Lemma 3.2 with Axioms (B), (D) and (E) we obtain the equality,

\[
(-1)^{|\zeta_k|} \rho_{Y'} \gamma_{g^{-1}_g}(\xi_k \otimes \iota_{g^{-1}_\Sigma}(\xi_k) \otimes v) = (-1)^{|\zeta_k|} \rho_X \gamma_\alpha(\zeta_k \otimes \iota_\Sigma(\zeta_k) \otimes u).
\]

(25)

We also have \( \gamma_{\beta_g}(v) = \gamma_\beta(u) \). This yields,

\[
\rho_{X'}(\gamma_\beta(u)) = c_{f_g, \beta_g} \sum_{k \in I} (-1)^{|\zeta_k|} \rho_X \gamma_\alpha(\zeta_k \otimes \iota_\Sigma(\zeta_k) \otimes u)
\]

(26)

Comparing this with the equation obtained by applying Axiom (J) to the original diagram \( (f, \beta) \) we obtain the equation \( c_{f, \beta} = c_{f_g, \beta_g} \). This concludes the proof. 

\[ \blacksquare \]
3.3 Infinite dimensions

An obvious problem when transitioning from the finite-dimensional to an infinite-dimensional setting is the sum appearing in the coevaluation (20), see Observation 3.4. This sum would be infinite and thus not exist in the category of (super) vector spaces. We may work around this by replacing the second diagram in Axiom (J) with the corresponding explicit equation (13). Of course, we need to require convergence of the sum. As laid out in the introduction, we shall guarantee this by explicitly restricting to admissible manifolds, gluing functions and gluing diagrams. Another aspect of the infinite-dimensional setting is that to make sense of orthonormal basis we need to equip the spaces \( \mathcal{H}_\Sigma \) with topologies which are precisely determined by the inner products. In other words, the spaces \( \mathcal{H}_\Sigma \) have to be complete with respect to their inner product. The suitable notion here is that of Krein space. That is, instead of dealing with the category of (finite-dimensional) superpaces we deal with the category of Krein superspaces. This also implies that the tensor product is not that of vector spaces, but its completion. This has wide-ranging consequences. Since the tensor product plays a role in many axioms, it has to be determined before an inner product would emerge from Axiom (1). The most straightforward way to deal with this, is to equip the superspaces \( \mathcal{H}_\Sigma \) with the structure of a Krein space from the outset, that is in Axiom 1. Axiom (I) then merely requires that the given inner product coincides with that derived from the evaluation map. This setup is reflected in the GBQFT axioms of Definition 1.1.

There is another issue that has to be taken into account in the infinite-dimensional setting. It turns out that the amplitude map of Axiom 5 is generically unbounded for realistic quantum field theories [2]. In particular, given a region \( X \) it can be defined only on a dense subspace \( \mathcal{H}_\partial^0 X \subseteq \mathcal{H}_\partial X \) as \( \rho_X : \mathcal{H}_\partial^0 X \to \mathbb{C} \). This has repercussions not only for Axiom (F), but for all axioms involving the amplitude map. Apart from the mere restriction of the amplitude map, there are also certain compatibility conditions that arise. We enumerate them in the following:

- in Axiom (F): \( \tau \pi(\mathcal{H}_\partial^0 X_1 \times \mathcal{H}_\partial^0 X_2) \subseteq \mathcal{H}_\partial^0 X_1 \cup \partial X_2 \)
- in Axiom (G): \( \iota \Sigma(\mathcal{H}_\Sigma^0) \subseteq \mathcal{H}_\Sigma^0 \)
- in Axiom (I): \( \gamma_\alpha \tau_{\Sigma, \Sigma} \pi(\mathcal{H}_\Sigma \times \mathcal{H}_\Sigma) \subseteq \mathcal{H}_\partial S \)
- in Axiom (J): \( \gamma_\alpha \tau(\zeta \otimes \iota_\Sigma(\zeta) \otimes v) \in \mathcal{H}_\partial^0 X \) for \( \zeta \in \mathcal{H}_\Sigma \) and \( v \in \mathcal{H}_\Lambda^0 \).

**Definition 3.6.** A CQFT consists of the axioms of Definition 3.1, modified as laid out in this section.

3.4 Comparison of axiomatic systems

In this subsection we explain in more detail the relationship between the axiomatic system of Definition 3.1 (or Definition 3.6) and that of Definition 1.1. In doing so we refer to the axioms in Definition 1.1 by the numbering presented there, which differs from the numbering in Definition 3.6 by the combination of numbers and letters, e.g. (T1), (T2), etc. in Definition 1.1 versus 1, (A), etc. in Definition 3.6. There exists an approximate correspondence between the axiomatic systems, summarized in Table 1 and explained in detail in the following.

Axioms 1 and 2 are Axioms (T1) and (T1b), Axioms 5 and (G) are Axiom (T4), Axioms 3, 4, (A), (B) together form a refined version of Axiom (T2). Precisely, given hypersurfaces \( \Sigma, \Sigma_1 \) and \( \Sigma_2 \), a decomposition of \( \Sigma \) as \( \Sigma_1 \cup \Sigma_2 \) as in (T2) means that there exists a gluing function
Table 1: Approximate correspondence between CQFT and GBQFT.

| GBQFT (Definition 1.1) | CQFT (Definition 3.1) |
|------------------------|-----------------------|
| Axiom (T1)             | Axiom 1               |
| Axiom (T1b)            | Axiom 2               |
| Axiom (T2)             | Axioms 3, 4, (A), (B), (D) |
| Axiom (T2a)            | Axiom (S)             |
| Axiom (T2b)            | Axioms (C), (E)       |
| Axiom (T4)             | Axioms 5 and (G)      |
| Axiom (T5a)            | Axiom (F)             |
| Axiom (T3x)            | Axiom (I)             |
| Axiom (T5b)            | Axiom (J)             |

\( \alpha : \Sigma_1 \sqcup \Sigma_2 \to \Sigma \). The composition \( \gamma_\alpha \tau_{\Sigma_1, \Sigma_2} \) of the graded epimorphisms provided by Axioms 3 and 4 of Definition 3.6 is a graded epimorphism from \( \mathcal{H}_{\Sigma_1} \otimes \mathcal{H}_{\Sigma_2} \) to \( \mathcal{H}_\Sigma \), which by Axioms (A) and (B) is associative, i.e., the graded epimorphism \( \gamma_\alpha \tau_{\Sigma_1, \Sigma_2} \) satisfies the conditions in (T2). If the graded epimorphism is also compatible with graded symmetry (i.e., if Axiom (S) holds) then this means it also satisfies (T2a). Axiom 4 is more powerful than the self-gluing case of axiom (T2) as it also allows considering homeomorphisms of hypersurfaces for example. This also means that the new Axiom (D) is required, which states that tensor isomorphisms and gluing epimorphisms should combine in a coherent way. The condition \( \gamma_{id_{\Sigma}} = id_{\mathcal{H}_{\Sigma}} \) in Axiom 4 is new, and it states that the graded gluing epimorphism of the “trivial” gluing functions, i.e., identities, are precisely the “trivial” isomorphisms of state spaces. Similarly, we require homeomorphic gluing functions to induce isomorphisms. Axiom (C) is equivalent to Axiom (T2b). Axiom (I) is Axiom (T3x), where the notion of slice region has been substituted for that introduced in Section 2.3. By Theorem 3.3 the isometric properties of maps in Axioms (T1b) and (T2) follow (supposing Axiom (S)).

Axiom (F) is Axiom (T5a). Axiom (J) is Axiom (T5b) phrased in the language of relative gluing diagrams, where \( \tau \) appearing in equation (21) is the graded tensor isometry associated to \( \Sigma \sqcup \Sigma \sqcup \Lambda \), i.e., is any of the two corners of the diagram appearing in Axiom (A) in the case in which \( \Sigma_1 = \Sigma, \Sigma_2 = \bar{\Sigma} \) and \( \Sigma_3 = \Lambda \). The condition \( c_{f, f \alpha x} = 1 \) is new, and it states that the gluing anomaly of “trivial” relative gluing diagrams, i.e., of relative gluing diagrams associated to homeomorphisms should be trivial. This arises due to the novel possibility of encoding homeomorphisms in terms of gluing diagrams.

The paragraphs above are intended to make it clear that the information contained in the axiomatic systems in Definition 1.1 and 3.6 is largely the same, apart from formal considerations in the concept of gluing and organizational differences. A novelty of the new axiomatic system is that it naturally also encodes spacetime symmetries in the form of homeomorphic gluing functions. We consider Definition 3.6 an ad hoc formalization of Definition 1.1, but shall mostly use the more elegant rigid version, Definition 3.1, when referring to CQFT in the following. In circumstances where the difference between the finite and infinite-dimensional state spaces is important, we shall comment on this explicitly.
3.5 Admissibility

As outlined in the introduction, an important ingredient in ensuring that certain models of interest with infinite-dimensional state spaces can be treated in GBQFT is *admissibility*. That is, instead of considering all possible manifolds of dimension \(n\) as regions, all possible manifolds of dimension \(n - 1\) as hypersurfaces etc., we may restrict to certain classes that we shall call *admissible*. Similarly, we may restrict slice regions, gluing functions and gluing diagrams to admissible ones. The axioms thus only apply to admissible structures.

We shall apply precisely the same principle to CQFT. It is rather straightforward to enumerate the conditions that the notion of admissibility has to satisfy to be consistent.

1. The empty hypersurface is admissible.
2. The empty region is admissible.
3. The boundary of an admissible region is admissible.
4. The domain and codomain of an admissible gluing function are admissible.
5. The components of an admissible gluing diagram are admissible.
6. The components of an admissible slice region are admissible.
7. For every admissible hypersurface, there is an admissible slice region on it.
8. The operation of disjoint union preserves admissibility.
9. The operation of orientation-reversal preserves admissibility.

3.6 Area-dependent theory

As explained in the introduction, the setting of topological manifolds for the axiomatic framework of CQFT in Section 3.1 should be considered a bare minimum. For many models of interest we require additional structure that is reflected in a corresponding augmentation of the axioms. For the example to be considered in Section 5 we need to augment regions with one additional datum: A non-negative real number, that has the interpretation of an \(n\)-volume. However, since the main case of interest is in dimension \(n = 2\), we refer to this as *area*. Thus, a region is now given by a pair \((X, a)\), where \(X\) is an \(n\)-manifold and \(a \geq 0\).

We proceed to describe the behavior of this additional datum with respect to all relevant operations:

**Empty region**: For \((\emptyset, a)\) we have \(a = 0\).

**Orientation-reversal**: Given a region \((X, a)\) we have \((\overline{X}, a) = (X, a)\).

**Disjoint union**: Given regions \((X, a)\) and \((X', a')\) we have \((X, a) \sqcup (X', a') = (X \sqcup X', a + a')\).

**Gluing functions**: Given \(n\)-manifolds \(X, X'\) and \(a \geq 0\), a gluing function \(f : (X, a) \to (X', a)\) is a gluing function \(f : X \to X'\) in the sense of Definition 2.1. There are no gluing functions between regions with different areas.

**Relative gluing diagrams**: No further restrictions are imposed.
Slice regions: \((S,a,s)\) is a slice region iff \((S,s)\) is a slice region in the sense of Definition 2.16 and if \(a = 0\). That is, slice regions always have vanishing area.

No further non-trivial changes need to be applied to the axioms of a CQFT.

**Definition 3.7.** An area-dependent rigid CQFT consists of the axioms of Definition 3.1, modified as laid out in this section. An area-dependent CQFT consists of the axioms of Definition 3.6, modified as laid out in this section.

# 4 2-dimensional CQFT

In this section we explore symmetric CQFT in the special case of dimension \(n = 2\).

## 4.1 Elementary objects

We shall take a generators-and-relations approach. First we identify in the collections of hypersurfaces, regions, and gluing functions a small and finite number of objects such that any other object in these collections can be obtained, up to homeomorphism, through iteration of the operations of orientation-reversal, disjoint union, composition and gluing as laid out in Section 2. We call these elementary objects. Axioms 1–5 of Definition 3.1 assign to these corresponding objects in the category of super vector spaces. We call these assignments generators, because they determine, through the axioms, the assignment for any object in the source category, up to homeomorphism. Finally, Axioms (A)–(J) impose constraints on these assignments that we shall refer to as relations. At first, we shall not take into account non-trivial automorphisms of manifolds. We treat these separately in a subsequent section.

Any hypersurface can be described as a finite disjoint union of connected hypersurfaces, here, compact connected oriented topological manifolds of dimension 1, possibly with boundary. There are two homeomorphism classes of these which we referred to in Section 2.1 as open and closed strings. In the following we shall prefer to refer to them as intervals and circles.

**Definition 4.1.** We fix a standard choice of interval and circle, and we will denote these choices by \(I\) and \(C\) respectively. For each of the above choices we have an operation of orientation reversal, \(I \rightarrow \overline{I}\) and \(C \rightarrow \overline{C}\).

The choice of standard objects brings with it some notational challenges. When we contemplate operations on manifolds all the manifolds involved are to be considered as distinguishable objects. This is no different when some of these manifolds are copies of standard manifolds. In order to distinguish different copies it is sometimes convenient to equip these with extra labels. We shall choose in such cases a numerical subscript. For example, for the disjoint union of two standard intervals \(I\) the notation \(I \sqcup I\) suggests itself. However, when it is useful to explicitly distinguish the two copies involved we shall write \(I_1 \sqcup I_2\) or \(I_2 \sqcup I_1\). Of course \(I_1 \sqcup I_2\) and \(I_2 \sqcup I_1\) are identical, but when we want to write this identity explicitly it is \((x,y) \mapsto (y,x)\). On the other hand, the map \((x,y) \mapsto (x,y)\) would represent in this case a non-trivial homeomorphism. When orientation is reversed, it turns out to be convenient to reverse the order in our notation. For example, we set \(I_1 \sqcup I_2 = I_2 \sqcup I_1\).

Any gluing function for hypersurfaces can be obtained, up to homeomorphism, by composing just two types of gluing functions: The gluing of two intervals into one as in Example 2.2 and the
gluing of one interval into a circle as in Example 2.3. We choose a fixed representative for each, acting on the elementary hypersurfaces.

**Definition 4.2.** We fix a standard choice of “product” gluing function as in Example 2.2, and we denote it by $f_{I \sqcup I} : I \sqcup I \to I$. We further fix a standard choice of “closure” gluing function as in Example 2.3, and we denote it by $f_{I \to C}$. We denote the orientation reversals of $f_{I \sqcup I}$ and $f_{I \to C}$ as $f_{I \sqcup I}$ and $f_{I \to C}$, respectively. In ordered notation, the 2-interval gluing is $f_{I \sqcup I} : I_1 \sqcup I_2 \to I_3$. For its orientation reversal we have, $f_{I \sqcup I} : I_1 \sqcup I_2 = I_2 \sqcup I_1 \to I_3$.

We can glue more than two copies of the standard interval $I$ into a single standard interval $I$ by iterating the gluing function $f_{I \sqcup I}$ combined with identity maps. In general, there are different ways of doing this that do not coincide. In the simplest case of gluing three intervals together we can relate the two ways of doing so through a homeomorphism $\delta : I \to I$ as follows.

**Definition 4.3.** We fix a standard choice of a homeomorphism $\delta : I \to I$ making the following equation hold,

$$f_{I \sqcup I} \circ (\text{id}_I \sqcup f_{I \sqcup I}) = \delta \circ f_{I \sqcup I} \circ (f_{I \sqcup I} \sqcup \text{id}_I).$$

(27)

We represent $\delta$ diagrammatically as filling the square:

$$\begin{array}{ccc}
I \sqcup I & \xrightarrow{f_{I \sqcup I} \sqcup \text{id}_I} & I \sqcup I \\
\downarrow & & \downarrow \\
I \sqcup I & \xrightarrow{\delta} & I \\
\downarrow & & \downarrow \\
I \sqcup I & \xrightarrow{f_{I \sqcup I}} & I \\
\end{array}$$

The above diagram is not strictly commutative, but is commutative “up to the action of $\delta$”. The above notation is suggestive of the fact that $\delta$ should be regarded as the associator isomorphism of a weak monoid in an appropriate monoidal category. In order to handle the gluing of multiple intervals in a canonical way we introduce the following notation that implements a gluing where in each step only the two right-most intervals are glued together,

$$f_{I_3 \sqcup \cdots \sqcup I_1} := f_{I \sqcup I} \circ (\text{id}_I \sqcup f_{I \sqcup I}) \circ \cdots \circ (\text{id}_I \sqcup \cdots \sqcup \text{id}_I \sqcup f_{I \sqcup I}).$$

(28)

Any region is an oriented, topological Riemann surface with holes. We pick a standard Riemann surface for each choice of genus $g \in \mathbb{N}_0$ and number of holes $k \in \mathbb{N}_0$.

**Definition 4.4.** Let $g \in \mathbb{N}_0$ and $k \in \mathbb{N}_0$. We fix a standard choice of Riemann surface of genus $g$ and with $k$ holes, and denote it by $S_{g,k}$. In particular $S_{0,1}$ will denote the standard disk. We will also write $D$ for $S_{0,1}$.

We can produce any Riemann surface with holes by gluing a single disk. We thus take the disk $D$ as an elementary region. Moreover, we arrange things in such a way that the boundary of $D$ is precisely the standard circle $C$.

We proceed to consider the assignment of objects in the category of super vector spaces to the elementary objects via Axioms 1–5 of Definition 3.1. By Axiom 1, we assign to the interval $I$ and the circle $C$ corresponding super vector spaces $\mathcal{H}_I$ and $\mathcal{H}_C$. Since we envisage an infinite-dimensional setting, we consider these as super Krein spaces and require also the dense subspaces.
Table 2: Elementary objects and generating assignments

| Elementary object                      | Generating assignment |
|----------------------------------------|-----------------------|
| standard interval $I$                  | $\mathcal{H}_I$       |
| standard circle $C$                    | $\mathcal{H}_C$       |
| interval orientation reversal          | $\iota_I : \mathcal{H}_I \to \mathcal{H}_I$ |
| circle orientation reversal            | $\iota_C : \mathcal{H}_C \to \mathcal{H}_C$ |
| 2-interval gluing $f_{I\sqcup I,I}$     | $\gamma_{I\sqcup I,I} : \mathcal{H}_I \otimes \mathcal{H}_I \to \mathcal{H}_I$ |
| interval self-gluing $f_{I,C}$         | $\gamma_{I,C} : \mathcal{H}_I \to \mathcal{H}_C$ |
| standard disk $D$                      | $\rho_D : \mathcal{H}_C^0 \to \mathbb{C}$ |

$\mathcal{H}_I^0 \subseteq \mathcal{H}_I$ and $\mathcal{H}_C^0 \subseteq \mathcal{H}_C$. Axiom 2 requires graded involutions $\iota_I : \mathcal{H}_I \to \mathcal{H}_I$ and $\iota_C : \mathcal{H}_C \to \mathcal{H}_C$ associated to orientation-reversal. These must restrict to the corresponding dense subspaces. That is, $\iota_I(\mathcal{H}_I^0) \subseteq \mathcal{H}_I^0$ and $\iota_C(\mathcal{H}_C^0) \subseteq \mathcal{H}_C^0$. On the other hand, we shall consider the graded tensor isomorphisms (Axiom 3) as essentially trivial, implicit structures. According to Axiom 4 we assign graded epimorphisms $\gamma_{I\sqcup I,I} : \mathcal{H}_I \otimes \mathcal{H}_I \to \mathcal{H}_I$ and $\gamma_{I,C} : \mathcal{H}_I \to \mathcal{H}_C$ to the gluing maps $f_{I\sqcup I,I} : I \sqcup I \to I$ and $f_{I,C} : I \to C$ respectively. (We have simplified the notation in the obvious way and taken the relevant graded tensor isomorphism $\tau$ to be implicit.) Again, restriction to the relevant dense subspaces in the domains must land in the dense subspaces of the images. That is, $\gamma_{I\sqcup I,I}(\mathcal{H}_I^0 \otimes \mathcal{H}_I^0) \subseteq \mathcal{H}_I^0$ and $\gamma_{I,C}(\mathcal{H}_I^0) \subseteq \mathcal{H}_C^0$. Finally, according to Axiom 5, we assign an amplitude map to the standard disk, $\rho_D : \mathcal{H}_C^0 \to \mathbb{C}$. The generators obtained so far are listed in Table 2.

4.2 Special homeomorphisms

In this section we consider additional homeomorphic gluing functions that we shall add to the elementary objects as they bring out special properties of already considered elementary hypersurfaces and regions. Concerning the standard interval $I$ we note that there are orientation preserving homeomorphisms that map $I$ to $I$. For example, if we identify $I$ with the unit interval $[0,1]$, then the homeomorphism $t \mapsto (1-t)$ has this property.

**Definition 4.5.** We fix a standard choice of orientation-preserving “twisting homeomorphism” $f_{I,T} : I \to T$ of the standard interval $I$. We denote the orientation reversal $\overline{f_{I,T}}$ of $f_{I,T}$ by $f_{T,I}$. We choose $f_{T,I}$ in such a way that $f_{T,I} \circ f_{I,T} = \text{id}_I$. Additionally, we impose as a consistency condition with $f_{I\sqcup I,I}$ the commutativity of the following diagram:

\[
\begin{array}{ccc}
I_1 \sqcup I_2 & \xrightarrow{f_{I_1 \sqcup I_2,I}} & I \\
\downarrow f_{I_1,I_1} & & \downarrow f_{I_2,I_2} \\
I_1 \sqcup I_2 & \xrightarrow{f_{I_1 \sqcup I_2,I}} & I \\
\end{array}
\]

(29)
We proceed similarly for the circle. If we identify the standard circle $C$ with $\{ z \in \mathbb{C} : |z| = 1 \}$ then, $z \mapsto \overline{z}$ is an example of an orientation-preserving homeomorphism $C \to \overline{C}$.

**Definition 4.6.** We fix a standard choice of orientation-preserving “twisting homeomorphism” on $C$, $f_{C,\overline{C}} : C \to \overline{C}$. We denote the orientation reversed version of $f_{C,\overline{C}} : C \to \overline{C}$, which we will assume is also its inverse, by $f_{\overline{C},C}$. Moreover, we require $f_{I,C}$ to satisfy

$$f_{\overline{C},C} \circ f_{I,C} = f_{C,\overline{C}} \circ f_{I,C}. \quad (30)$$

We also consider a half rotation on the standard circle $C$, e.g. via the homeomorphism $z \mapsto -z$.

**Definition 4.7.** We write $f_{\pi} : C \to C$ for a standard choice of a half-rotation on $C$. This is a homeomorphism of $C$ satisfying $f_{\pi}^2 = \text{id}_C$. Moreover, we require $f_{\pi}$ to make the following diagram commute:

\[
\begin{array}{ccc}
I_1 \sqcup I_2 & \xrightarrow{\sigma} & I_2 \sqcup I_1 \\
\downarrow f_{I_1 \sqcup I_2, I} & & \downarrow f_{I_2 \sqcup I_1, I} \\
I & & I \\
\downarrow f_{I,C} & & \downarrow f_{I,C} \\
C & \xrightarrow{f_{\pi}} & C
\end{array}
\]

(31)

Here, $I_1$ and $I_2$ are two copies of the standard interval $I$ and $\sigma$ denotes the identity map that interchanges the components of the disjoint union. We also require the orientation reversed version of $f_{\pi}$ to be compatible with the circle twist map. That is,

$$f_{\pi} \circ f_{C,\overline{C}} = f_{C,\overline{C}} \circ f_{\pi}.$$ \quad (32)

There is an orientation preserving homeomorphism that maps the disk to its orientation reversed version. Again, we can choose such a homeomorphism for the standard disk $D$ such that it is inverse to its orientation reversed version. For example, identifying $D$ with $\{ z \in \mathbb{C} : |z| \leq 1 \}$ we may consider $z \mapsto \overline{z}$.

**Definition 4.8.** We fix a standard choice of “twisting homeomorphism” of the standard disk $D$, and we denote it by $f_{D,\overline{D}} : D \to \overline{D}$. We write $f_{\overline{D},D} : \overline{D} \to D$ for the orientation reversal of $f_{D,\overline{D}}$. We require compatibility with $f_{C,\overline{C}}$ in the sense that the latter is the restriction of $f_{D,\overline{D}} : \overline{D} \to D$ to the boundary.

According to Axiom 4 we assign graded epimorphisms $\gamma_{I,\overline{I}} : \mathcal{H}_I \to \mathcal{H}_I$, $\gamma_{C,\overline{C}} : \mathcal{H}_C \to \mathcal{H}_C$ and $\gamma_{\pi} : \mathcal{H}_C \to \mathcal{H}_C$ to the gluing maps $f_{I,\overline{I}}$, $f_{C,\overline{C}}$ and $f_{\pi}$ respectively. Restriction to the relevant dense subspaces in the domains must land in the dense subspaces of the images. That is, $\gamma_{I,\overline{I}}(\mathcal{H}_I) \subseteq \mathcal{H}_I$, $\gamma_{C,\overline{C}}(\mathcal{H}_C) \subseteq \mathcal{H}_C$, and $\gamma_{\pi}(\mathcal{H}_C) \subseteq \mathcal{H}_C$. The additional special homeomorphisms of the present section and their generating assignments are summarized in Table 3.
Table 3: Special homeomorphisms and generating assignments

| Special homeomorphism | Generating assignment |
|-----------------------|-----------------------|
| interval twist $f_{I,T}$ | $\gamma_{I,T}: \mathcal{H}_I \to \mathcal{H}_T$ |
| circle twist $f_{C,T}$ | $\gamma_{C,T}: \mathcal{H}_C \to \mathcal{H}_T$ |
| half rotation $f_{\pi}$ | $\gamma_{\pi}: \mathcal{H}_C \to \mathcal{H}_C$ |
| disk twist $f_{D,T}$ |

4.3 Relations

We proceed to consider the most important relations that Axioms (A)–(J) impose on the generating assignments. Note that we shall use Axiom (A) implicitly and throughout in accordance with our convention in this section of absorbing the tensor isomorphisms $\tau$ into the gluing epimorphisms $\gamma$.

The first piece of structure we consider is the gluing transformation $\gamma_{I \sqcup I_I}$ associated to $f_{I \sqcup I_I}$.

Lemma 4.9. The map $\gamma_{I \sqcup I_I}: \mathcal{H}_I \otimes \mathcal{H}_I \to \mathcal{H}_I$ is a binary operation, associative up to the isomorphism $\gamma_{\delta}$. Precisely, the gluing transformations $\gamma_{I \sqcup I_I}$ and $\gamma_{\delta}$ satisfy the equation:

$$\gamma_{I \sqcup I_I} \circ (\text{id}_I \otimes \gamma_{I \sqcup I_I}) = \gamma_{\delta} \circ \gamma_{I \sqcup I_I} \circ (\gamma_{I \sqcup I_I} \otimes \text{id}_I).$$

Moreover, the gluing transformations $\gamma_{I_1 \sqcup I_2,I}$ associated to two copies $I_1$ and $I_2$ of the interval $I$, $\gamma_{I_1 \sqcup I_2,I}$, and the isomorphism $\iota_I$ satisfy the equation:

$$\gamma_{I_1 \sqcup I_2,I}(\iota_I(\eta) \otimes \iota_I(\psi)) = \iota_I(\gamma_{I_1 \sqcup I_2,I}(\eta \otimes \psi)).$$

for every $\eta \in \mathcal{H}_{I_1}$ and $\psi \in \mathcal{H}_{I_2}$.

Proof. Equation (33) follows from Axiom (B) and equation (27), and equation (34) follows from Axioms (C) and (E).

Observation 4.10. We represent equation (33) pictorially by the commutativity of the square up to a filler isomorphism $\gamma_{\delta}$,

The convention on the above square “filled” by $\gamma_{\delta}$ is the same as in Definition 4.3. Equation (34) is equivalent to commutativity of the diagram:
We now consider the gluing transformation \( \gamma_{I,C} \) associated to our standard choice of “closing an interval” gluing function \( f_{I,C} : I \to C \). We also consider the graded isomorphism \( \gamma_\pi \) associated to our choice of half-rotation homeomorphism \( f_\pi \).

**Lemma 4.11.** The transformations \( \gamma_{I,C} \), \( \gamma_{I,C} \), \( \iota_I \), and \( \iota_C \) satisfy the equation:

\[
\gamma_{I,C} \circ \iota_I = \iota_C \circ \gamma_{I,C}.
\] (35)

The transformations \( \iota_C \) and \( \gamma_\pi \) satisfy the equation:

\[
\gamma_\pi \circ \iota_C = \iota_C \circ \gamma_\pi.
\] (36)

**Proof.** Equations (35) and (36) follow with Axiom (E).

**Observation 4.12.** Equation (35) is equivalent to the commutativity of the square:

\[
\begin{array}{ccc}
H_I & \xrightarrow{\gamma_{I,C}} & H_C \\
\downarrow \iota_I & & \downarrow \iota_C \\
H_T & \xrightarrow{\gamma_{T,C}} & H_{\bar{C}}
\end{array}
\]

Equation (36) is equivalent to the commutativity of the square:

\[
\begin{array}{ccc}
H_C & \xrightarrow{\gamma_\pi} & H_C \\
\downarrow \iota_C & & \downarrow \iota_{\bar{C}} \\
H_{\bar{C}} & \xrightarrow{\gamma_{\bar{C}}} & H_{\bar{C}}
\end{array}
\]

Next, it turns out to be useful to combine the twist maps with orientation reversal, both for the interval and for the circle.

**Notation 4.13.** We denote the anti-linear composite maps \( \iota_T \circ \gamma_{I,T} : H_I \to H_I \) and \( \iota_{\bar{C}} \circ \gamma_{C,\bar{C}} : H_C \to H_C \) by \( \alpha_I \) and \( \alpha_C \) respectively.

**Lemma 4.14.** \( \alpha_I \) and \( \alpha_C \) are an anti-linear involution, and thus define real structures on \( H_I \) and \( H_C \) respectively. Moreover, \( \alpha_T = \iota_T \circ \alpha_I \circ \iota_T \) and \( \alpha_{\bar{C}} = \iota_{\bar{C}} \circ \alpha_C \circ \iota_{\bar{C}} \), define real structures on \( H_T \) and \( H_{\bar{C}} \).
Proof. The claim for $\alpha_I$ follows from the fact that the inverse of $\alpha_I$ is the anti-linear isomorphism $\gamma_{I,I} \circ \iota_I$, which by Axiom (E), is equal to $\alpha_I$. The claim for $\alpha_C$ follows from an analogous argument. The rest of the statement follows from Lemma 4.11.

Observation 4.15. The real structures of Lemma 4.14 preserve dense subspaces.

We now consider relations between the real structures $\alpha_I$ and $\alpha_C$, and the structure maps considered above.

Lemma 4.16. $\alpha_I$ and $\gamma_{I,I,I}$ are compatible, in the sense of the following equation,

$$\gamma_{I,I,I}(\alpha_I(\psi) \otimes \alpha_I(\eta)) = \alpha_I(\gamma_{I,I,I}(\eta \otimes \psi)),$$

(37)

for every $\psi, \eta \in \mathcal{H}_I$. Moreover, $\alpha_I$, $\alpha_C$ and $\gamma_{I,C}$ are compatible in the sense of the following equation:

$$\alpha_C \circ \gamma_{I,C} = \gamma_{I,C} \circ \alpha_I.$$

(38)

Finally, $\gamma_\pi$ and $\alpha_C$ commute, i.e., the following equation holds:

$$\gamma_\pi \circ \alpha_C = \alpha_C \circ \gamma_\pi.$$

(39)

Proof. Equation (37) follows from Axiom (B), applied to (29), together with (34). Equation (38) follows by applying Axiom (B) to (30), together with (35). Finally, combining Axiom (B) applied to (32) with (36) we obtain Equation (39).

Observation 4.17. Equation (37) is equivalent to the commutativity of the square:

$$\begin{array}{ccc}
\mathcal{H}_I^\otimes 2 & \xrightarrow{\gamma_{I,I,I}} & \mathcal{H}_I \\
\downarrow \alpha_I^\otimes 2 & & \downarrow \alpha_I \\
\mathcal{H}_I^\otimes 2 & \xrightarrow{\gamma_{I,I,I}} & \mathcal{H}_I
\end{array}$$

Equation (38) is equivalent to the commutativity of the square:

$$\begin{array}{ccc}
\mathcal{H}_I & \xrightarrow{\gamma_{I,C}} & \mathcal{H}_C \\
\downarrow \alpha_I & & \downarrow \alpha_C \\
\mathcal{H}_I & \xrightarrow{\gamma_{I,C}} & \mathcal{H}_C
\end{array}$$

Equation (39) is equivalent to the commutativity of the following square:

$$\begin{array}{ccc}
\mathcal{H}_C & \xrightarrow{\gamma_\pi} & \mathcal{H}_C \\
\downarrow \alpha_C & & \downarrow \alpha_C \\
\mathcal{H}_C & \xrightarrow{\gamma_\pi} & \mathcal{H}_C
\end{array}$$
We now consider relations between the binary product operation $\gamma_{I\cup I,I}$, the “closing an interval” transformation $\gamma_{I,C}$, the “half rotation” transformation $\gamma_{\pi}$, and the graded symmetry operation of Krein spaces.

**Lemma 4.18.** The transformations $\gamma_{I\cup I,I}$, $\gamma_{I,C}$, and $\gamma_{\pi}$ satisfy the equation:

$$\gamma_{\pi}(\gamma_{I,C}(\gamma_{I\cup I,I}(\psi \otimes \eta))) = (-1)^{|\psi||\eta|} \gamma_{I,C}(\gamma_{I\cup I,I}(\eta \otimes \psi)).$$

(40)

for every $\psi, \eta \in H_I$.

**Proof.** The lemma follows directly from diagram (31), together with Axiom (B) and Axiom (S).

Observation 4.19. Equation (40) says that the “closure” transformation $\gamma_{I,C}$ is a trace for the binary operation $\gamma_{I\cup I,I}$, up to the “half rotation” isomorphism $\gamma_{\pi}$. More precisely, for two copies $I_1$ and $I_2$ of the standard interval $I$, and $s : H_{I_1} \otimes H_{I_2} \rightarrow H_{I_2} \otimes H_{I_1}$ the graded symmetry isomorphism of Krein spaces, equation (40) is equivalent to the commutativity of the diagram:

We now consider relations of the structure transformations described above and amplitude maps on our choice of standard disk.

**Lemma 4.20.** The following equations hold for every $\psi \in H_C$:

$$\rho_D (\iota_C(\psi)) = \rho_D (\psi),$$

(41)

and

$$\rho_D (\gamma_C(\psi)) = \rho_D (\psi).$$

(42)

Moreover, from this, we obtain the following equation for every $\psi \in H_I$:

$$\rho_D (\alpha_C(\psi)) = \rho_D (\psi).$$

(43)

**Proof.** Equations (41) and (42) follow directly from Axioms (F) and (G).

**Lemma 4.21.** The following equation holds:

$$\rho_D \circ \gamma_{\pi} = \rho_D.$$  

(44)

Further, $\rho_D$ satisfies the following equation for every $\psi, \eta \in H_I$:

$$\rho_D (\gamma_{I,C}(\gamma_{I\cup I,I}(\psi \otimes \eta))) = (-1)^{|\psi||\eta|} \rho_D (\gamma_{I,C}(\gamma_{I\cup I,I}(\eta \otimes \psi))).$$

(45)
Proof. There exists a homeomorphism of the standard disk $D$ that restricts to $f_\pi$ on the boundary of $D$. By Axiom (G) this implies the equation (44). This, applied to the identity (40) yields the equation (45). \hfill \square

Proposition 4.22. The inner product of $\mathcal{H}_I$ is given by,

$$\langle \psi, \eta \rangle_I = \rho_D(\gamma_{I,C}(\gamma_{I,I,I}(\alpha_I(\psi) \otimes \eta))).$$  

(46)

This satisfies,

$$\langle \alpha_I(\psi), \alpha_I(\eta) \rangle_I = (-1)^{\|\psi\|\|\eta\|}(\eta, \psi)_I = (-1)^{\|\psi\|\|\eta\|}(\bar{\psi}, \bar{\eta})_I.$$  

(47)

In particular, with respect to the decomposition of $\mathcal{H}_I$ of Observation 3.4 we have, $\alpha_I(\mathcal{H}_I^{0,\pm}) = \mathcal{H}_I^{0,\pm}$ and $\alpha_I(\mathcal{H}_I^{1,\pm}) = \mathcal{H}_{I^\mp}$. As a consequence, if $\{\zeta_k\}_{k \in I}$ is an orthonormal basis of $\mathcal{H}_I$, then $\{\alpha_I(\zeta_k)\}_{k \in I}$ is an orthonormal basis of $\mathcal{H}_I$ but with $|\alpha_I(\zeta_k)| = |\zeta_k|$ and $[\alpha_I(\zeta_k)] = [\zeta_k] + [\zeta_k]$.

Proof. We start with the notion of evaluation as given by Axiom (1). Consider first a slice region associated to the standard interval hypersurface $I$. Topologically, this slice region is a disk, which we identify with the standard disk $D$. The boundary of the disk $D$ is the circle $C$, and we can decompose this circle into two intervals. These two intervals are a copy of the original interval $I$ and its orientation reversed version $I^\mp$. In order to construct the necessary gluing function $f_{I,I,I} \circ C$ from elementary objects, we compose the 2-interval gluing $f_{I,I,I}$ with the interval twist $f_{I^\mp}$. That is, the required gluing function is $f_{I,I,I} \circ (f_{I^\mp} \circ \text{id}_I)$. In terms of assignments, we get $ev_I : \mathcal{H}_{I^\mp} \otimes \mathcal{H}_I \rightarrow C$ as,

$$ev_I(\psi \otimes \eta) = \rho_D(\gamma_{I,C}(\gamma_{I,I,I}(\alpha_I(\psi) \otimes \eta))).$$  

(48)

The inner product on $\mathcal{H}_I$ is then obtained from (13), yielding (46). Relation (47) follows with relation (45). \hfill \square

Proposition 4.23. The inner product of $\mathcal{H}_C$ admits the following expression,

$$\langle \gamma_{I,C}(v), \gamma_{I,C}(v') \rangle_C = \sum_{k \in I} (\zeta_k^+ | \zeta_k|^v) \rho_{D} \circ \gamma_{I,C} \circ \gamma_{I,I,I,I,I,I,I,I,I}(\zeta_k \otimes \alpha_I(v) \otimes \alpha_I(\zeta_k) \otimes v').$$  

(49)

Here $v, v' \in \mathcal{H}_I$ and $cc_{C,I}$ is the gluing anomaly of the relative gluing diagram of Example 2.11.

In addition, the real structure $\alpha_{I,C}$ is a conjugate linear graded isometry. That is,

$$\langle \alpha_{C}(\psi), \alpha_{C}(\eta) \rangle_C = (-1)^{\|\psi\|\|\eta\|}(\eta, \psi)_C = (-1)^{\|\psi\|\|\eta\|}(\bar{\psi}, \bar{\eta})_C.$$  

(50)

Proof. We first work out the amplitude of the cylinder, which is the slice region for the circle. To this end we produce the cylinder by gluing a disk to itself following Example 2.11. The challenge is here to construct the maps $\alpha : I_\uparrow \sqcup I_\downarrow \sqcup I_\uparrow \sqcup I_\uparrow \rightarrow C$ and $\beta : I_\uparrow \sqcup I_\uparrow \rightarrow C \sqcup C_\downarrow$ in terms of elementary standard maps. For $\beta$ this is straightforward, it is simply $\beta = f_{I_\uparrow,3} \sqcup f_{I_\uparrow,3}$. The map $\alpha$ can be constructed as follows,

$$\alpha = f_{I,C} \circ f_{I,I,I} \circ \text{id}_I \circ \sigma_{23} \sqcup \text{id}_4 \circ (\text{id}_1 \sqcup f_{I_\uparrow,2} \sqcup f_{I_\uparrow,2} \sqcup \text{id}_4).$$  

(51)

Applying Axiom (J) in the form of identity (21) to $(f, \beta)$ and $\iota_C(v) \otimes v'$ we obtain for the cylinder amplitude,

$$\rho_{C,I}(\iota_C(\gamma_{I,C}(v)) \otimes \gamma_{I,C}(v'))) = \sum_{k \in I} (-1)^{\|\zeta_k^+\|\|\zeta_k^+\|^v} \rho_{D} \circ \gamma_{I,C} \circ \gamma_{I,I,I,I,I,I,I,I,I}(\zeta_k \otimes \alpha_I(v) \otimes \alpha_I(\zeta_k) \otimes v').$$  

(52)
By Axiom (I) the left-hand side can be read as an evaluation map, which by equation (13) in turn yields the inner product given precisely by equation (49). Finally, using (iterations of) relation (33) with Axioms (B) and (H) as well as relation (45) we obtain the graded isometry property (50). ■

**Proposition 4.24.** The following relation is satisfied by the disk amplitude,
\[
\rho_D(\gamma_{I,C}(v)) = c \sum_{k \in I} (-1)^{|k|} \rho_D \circ \gamma_{I,C} \circ \gamma_{I\cup I\cup I,I}(\zeta_k \otimes \alpha_{I}(\zeta_k) \otimes v). \tag{53}
\]
Here, \(v \in \mathcal{H}_I\) and \(c\) is the gluing anomaly of the relative gluing diagram of Example 2.10.

**Proof.** Consider gluing the standard disk to itself as in Example 2.10. Take the gluing map \(\beta : I \to C\) to be \(f_{I,C}\) and construct the gluing map \(\alpha\) out of standard gluing maps as follows,
\[
\alpha = f_{I,C} \circ f_{I\cup I\cup I,I} \circ (\text{id}_{I_1} \sqcup f_{I_2,I_2} \sqcup \text{id}_{I_3}). \tag{54}
\]
Applying Axiom (J) in the form of identity (21) to \((f, \beta)\) we obtain relation (53). ■

### 4.4 Associative algebra

In this section we shall make two additional assumptions on CQFTs, strictness and anomaly-freedom. As a consequence of these we obtain general structural results on the state spaces associated to the open and closed strings \(I\) and \(C\).

**Definition 4.25.** A CQFT is called strict, if for every homeomorphism \(f : \Sigma \to \Sigma\) of a hypersurface \(\Sigma\) to itself, the gluing isomorphism \(\gamma_f\) is the identity \(\text{id}_{\mathcal{H}_\Sigma}\).

Under the assumption of strictness, the automorphism \(\gamma_\delta : \mathcal{H}_I \to \mathcal{H}_I\) associated to the self-homeomorphism \(\delta : I \to I\) of the standard interval (recall equation (27)) is the identity. This has the notable consequence that the algebra structure on \(\mathcal{H}_I\) induced by the epimorphism \(\gamma_{I\cup I\cup I,I}\) is associative, compare the associator equation (33). Another affected homeomorphism is the half-rotation of the circle \(f_{\pi} : C \to C\) with the associated isomorphism \(\gamma_{\pi} : \mathcal{H}_C \to \mathcal{H}_C\) becoming the identity.

**Definition 4.26.** A CQFT is called anomaly-free, if the anomaly factor associated to every gluing diagram is equal to 1.

We assume all CQFTs in this subsection are 2-dimensional, strict and anomaly-free. We adopt the following notation, which clarifies the algebra structure defined in Section 4.3.

**Notation 4.27.** Let \(\Sigma\) be a hypersurface. We write,
1. \(\psi \bullet \eta := \gamma_{I\cup I,I}(\psi \otimes \eta)\) for every \(\psi, \eta \in \mathcal{H}_I\).
2. \(\psi^* := \alpha_{I}(\psi)\) for every \(\psi \in \mathcal{H}_I\).
3. \(p\text{Tr}(\psi) := \gamma_{I,C}(\psi)\) for every \(\psi \in \mathcal{H}_I\).
4. \(\psi^* := \alpha_{C}(\psi)\) for every \(\psi \in \mathcal{H}_C\).
5. \(\text{Tr}(\psi) := \rho_D \gamma_{I,C}(\psi)\) for every \(\psi \in \mathcal{H}_I\).
The product $\bullet$ is thus an associative, and a priori, non-unital binary operation on $\mathcal{H}_I$, and the $\star$-operation is a conjugate linear involution on $\mathcal{H}_I$. Lemma 4.16 relates these two operations in a clean way and takes the following form in the present setting. (Note also that the last statement of the Lemma, equation (39), becomes trivial due to strictness.)

**Observation 4.28.** The following equation holds for every $\psi, \eta \in \mathcal{H}_I$:

$$(\psi \bullet \eta)^* = \eta^* \bullet \psi^*. \quad (55)$$

Compare equation (37). The operations $\bullet$ and $\star$ thus provide $\mathcal{H}_I$ with the structure of an associative $\star$-algebra. Moreover, the $\star$-operation is compatible with the map $p\text{Tr}$,

$$p\text{Tr}(\psi^*) = p\text{Tr}(\psi)^* \quad \forall \psi \in \mathcal{H}_I. \quad (56)$$

Compare equation (38).

Lemma 4.18 simplifies to the following observation.

**Observation 4.29.** The following equation holds for every $\psi, \eta \in \mathcal{H}_I$:

$$p\text{Tr}(\psi \bullet \eta) = (-1)^{||\psi|| \cdot ||\eta||} \cdot p\text{Tr}(\eta \bullet \psi). \quad (57)$$

The map $p\text{Tr} : \mathcal{H}_I \to \mathcal{H}_C$ thus makes $\mathcal{H}_I$ into a vector-valued tracial $\star$-algebra, with graded trace valued in $\mathcal{H}_C$. The map $\text{Tr} : \mathcal{H}_I \to \mathbb{C}$ inherits the cyclic commutativity property (57) from the partial trace, see equation (45) of Lemma 4.21. Also, with equation (43) of Lemma 4.20 it satisfies compatibility with the $\star$-structure. We summarize this as follows.

**Observation 4.30.**

$$\text{Tr}(\psi \bullet \eta) = (-1)^{||\psi|| \cdot ||\eta||} \cdot \text{Tr}(\eta \bullet \psi) \quad \forall \psi, \eta \in \mathcal{H}_I. \quad (58)$$

$$\text{Tr}(\psi^*) = \overline{\text{Tr}(\psi)} \quad \forall \psi \in \mathcal{H}_I. \quad (59)$$

**Corollary 4.31.**

$$\langle \psi, \eta \rangle_I = \text{Tr}(\psi^* \bullet \eta) \quad \forall \psi, \eta \in \mathcal{H}_I. \quad (60)$$

*Note also that we have from this,*

$$\langle \psi, \xi \bullet \eta \rangle_I = \langle \xi^* \bullet \psi, \eta \rangle_I \quad \forall \psi, \xi, \eta \in \mathcal{H}_I. \quad (61)$$

A Krein algebra is the Krein-space analog of a Hilbert algebra, i.e. it is simultaneously a Krein space, and a $\star$-algebra, and the $\star$-structure coincides with the adjoint of its regular representation. The following theorem follows from with the previous observations.

**Theorem 4.32.** The state space $\mathcal{H}_I$ of the open string $I$ is a Krein algebra, the trace $\text{Tr}$ is precisely the usual (graded) trace of the operator algebra on a (graded) Krein space, and the inner product (60) is precisely the Hilbert-Schmidt inner product.

The following proposition says that the algebra $\mathcal{H}_I$ is approximately unital.
Proposition 4.33. Let \( \{ \zeta_k : k \in \mathbb{N} \} \) be an orthonormal basis for \( \mathcal{H}_I \). The sequence

\[
1_{I,n} = \sum_{k=1}^{n} (-1)^{[\xi_k]} \zeta_k \cdot \zeta_k^*
\]  

forms a left-right approximate identity for \( \mathcal{H}_I \). If the sum

\[
1_I = \sum_{k=1}^{\infty} (-1)^{[\xi_k]} \zeta_k \cdot \zeta_k^*
\]

converges, then \( 1_I \) is a unit for \( \mathcal{H}_I \).

**Proof.** Let \( \psi \in \mathcal{H}_I \). Rewrite equation (53) as,

\[
\text{Tr}(\psi) = \sum_{k \in I} (-1)^{[\xi_k]} \text{Tr}(\zeta_k \cdot \zeta_k^* \cdot \psi).
\]

Combining this and equation (60) we obtain,

\[
\langle \psi, \eta \rangle_I = \sum_{k \in I} (-1)^{[\xi_k]} \text{Tr}(\zeta_k \cdot \zeta_k^* \cdot \psi^* \cdot \eta).
\]

Due to the non-degeneracy of the inner product (Axiom (I)), this implies

\[
\psi = \sum_{k \in I} (-1)^{[\xi_k]} \zeta_k \cdot \zeta_k^* \cdot \psi.
\]

This, together with (graded) commutativity of the trace provides us with the identity,

\[
\psi = \sum_{k \in I} (-1)^{[\xi_\psi]} \zeta_k \cdot \zeta_k^* \cdot \psi.
\]

This concludes the proof. \( \blacksquare \)

We also find that we can express the trace as the usual (graded) operator algebra trace.

**Corollary 4.34.**

\[
\text{Tr}(\psi) = \sum_{k \in I} (-1)^{[\xi_k]+[\xi_\psi]} \langle \zeta_k, \psi \cdot \zeta_k \rangle_I.
\]

**Proof.** This may be obtained by rewriting equation (64) using equation (60) on the right-hand side. \( \blacksquare \)

The following proposition allows us to identify the state space \( \mathcal{H}_C \) with a subspace of \( \mathcal{H}_I \) and, moreover, the partial trace map \( \text{pTr} \) with the orthogonal projection of \( \mathcal{H}_I \) onto \( \mathcal{H}_C \).

**Proposition 4.35.** There exists a \( \ast \)-structure- and grade-preserving linear isometry \( j : \mathcal{H}_C \to \mathcal{H}_I \) such that the composition \( P := j \circ \text{pTr} \) is the orthogonal projection of \( \mathcal{H}_I \) onto \( \text{Im}(j) \).
\textbf{Proof.} Rewrite formula (49) for the inner product on $\mathcal{H}_C$ as follows,

$$\langle \text{pTr}(v), \text{pTr}(v') \rangle_C = \sum_{k \in I} (-1)^{|\zeta_k| + |\zeta_k| |v|} \text{Tr}(\zeta_k \cdot v^* \cdot \zeta_k \cdot v').$$  \hfill (69)

for any $v, v' \in \mathcal{H}_C$. This, together with formula (60) implies the identity,

$$\langle \text{pTr}(v), \text{pTr}(v') \rangle_C = \sum_{k \in I} (-1)^{|\zeta_k| + |\zeta_k| |v|} \langle \zeta_k \cdot v \cdot \zeta_k^*, v' \rangle_I.$$  \hfill (70)

From this and from non-degeneracy of the inner products on $\mathcal{H}_I$ and $\mathcal{H}_C$ it follows that if $P : \mathcal{H}_I \to \mathcal{H}_I$ denotes the map

$$v \mapsto \sum_{k \in I} (-1)^{|\zeta_k| + |\zeta_k| |v|} \zeta_k \cdot v \cdot \zeta_k^*,$$  \hfill (71)

then the kernel of pTr and $P$ coincide. In particular, the orthogonal complement of $\ker P$ is isometrically isomorphic to $\mathcal{H}_C$ and this provides an isometry $j : \mathcal{H}_C \to \mathcal{H}_I$ such that $P = j \circ \text{pTr}$. $P$ is an orthogonal projection, and moreover, $P$ and $j$ are $\ast$-maps and respect the grading. \hfill $\blacksquare$

We identify $\mathcal{H}_C$ with $\text{Im}(j)$ from now on. With this convention the partial trace map $\text{pTr}$ is the orthogonal projection $P$ of $\mathcal{H}_I$ onto $\mathcal{H}_C$.

\textbf{Theorem 4.36.} With the above convention $\mathcal{H}_C$ is the center of $\mathcal{H}_I$ and in particular $\mathcal{H}_C$ is a $\ast$-subalgebra of $\mathcal{H}_I$.

\textbf{Proof.} Under the above conventions the identity (70) becomes the trivial identity,

$$\langle P v, P v' \rangle_I = \langle P v, v' \rangle_I.$$  \hfill (72)

The condition (57) now acquires the meaning that projection onto the subspace $\mathcal{H}_C$ after multiplication is graded commutative. What is more, combining this with the defining identity (60) of the inner product yields the equality,

$$\langle u, v \cdot P w \rangle_I = \text{Tr}(u^* \cdot v \cdot P w) = \langle v^* \cdot u, P w \rangle_I = \langle P(v^* \cdot u), P w \rangle_I = (-1)^{|v| |u|} \langle P(u \cdot v^*), P w \rangle_I,$$

$$= (-1)^{|v| |u|} \text{Tr}(v \cdot u^* \cdot P w) = (-1)^{|v| |w|} \text{Tr}(u^* \cdot P w \cdot v) = (-1)^{|v| |w|} \langle u, P w \cdot v \rangle_I.$$  \hfill (73)

This means that elements of $\mathcal{H}_C$ (graded) commute with all elements of $\mathcal{H}_I$. In other words, $\mathcal{H}_C$ is contained in the (graded) center of $\mathcal{H}_I$. On the other hand, suppose that $v$ is in the center of $\mathcal{H}_I$. Then we have,

$$P v = \sum_{k \in I} (-1)^{|\zeta_k| + |\zeta_k| |v|} \zeta_k \cdot v \cdot \zeta_k^* = \sum_{k \in I} (-1)^{|\zeta_k|} \zeta_k \cdot \zeta_k^* \cdot v = v.$$  \hfill (74)

That is, $v \in \mathcal{H}_C$. This concludes the proof. \hfill $\blacksquare$

\textbf{Lemma 4.37.} Let $\mathcal{H}_C^{\perp}$ denote the orthogonal complement of $\mathcal{H}_C$ in $\mathcal{H}_I$. Then, $\mathcal{H}_C \cap \mathcal{H}_C^{\perp} \subseteq \mathcal{H}_C^{\perp}$ and $\mathcal{H}_C \cap \mathcal{H}_C^{\perp} \subseteq \mathcal{H}_C^{\perp}.$
Figure 2: Gluing of the disk to itself to obtain a sphere with \( k \) holes. The blue intervals are glued pairwise as indicated by the dotted lines. The red intervals form the boundaries of the holes after gluing. The intervals marked \( 1 \) and \( k \) form the boundaries of holes \( 1 \) and \( k \) respectively. The intervals marked \( 2 \) to \( k - 1 \) appear in pairs and form the boundaries of the holes \( 2 \) to \( k - 1 \) with each interval contributing a half-circle.

**Proof.** Let \( \xi, \eta \in \mathcal{H}_C \) and \( \psi \in \mathcal{H}_C^\perp \). By the subalgebra property, we have, \( \langle \psi, \xi \cdot \eta \rangle_I = 0 \). But with relation (61) we also have \( \langle \xi^* \cdot \psi, \eta \rangle_I = 0 \). Since \( \psi, \xi, \eta \) were arbitrary, this implies \( \mathcal{H}_C \cdot \mathcal{H}_C^\perp \subseteq \mathcal{H}_C^\perp \).

Due to the center property we equally have \( \mathcal{H}_C^\perp \cdot \mathcal{H}_C \subseteq \mathcal{H}_C^\perp \). \( \square \)

**Proposition 4.38.** Consider the Riemann surface \( S_{0,k} \) of genus 0 and with \( k \) holes, where \( k \geq 1 \).

Assign states \( \eta_j \in \mathcal{H}_C \) to the holes, for \( 1 \leq j \leq k \). Then, the amplitude for \( S_{0,k} \) is given by the following formula,

\[
\rho_{0,k}(\eta_1 \otimes \eta_2 \otimes \cdots \otimes \eta_{k-1} \otimes \eta_k) = \rho_D(\eta_1 \cdot \eta_2 \cdot \cdots \cdot \eta_{k-1} \cdot \eta_k). \tag{75}
\]

**Proof.** By Axiom (H), the amplitude is invariant under homeomorphisms. Thus, it does not matter how exactly we construct the Riemann surface. We construct \( S_{0,k} \) here by gluing a single disk to itself as illustrated in Figure 2. Let \( \psi_{j,L} \) and \( \psi_{j,R} \) be vectors in the state spaces associated to the left and right intervals labeled by \( j, 1 < j < k \), \( \psi_1 \) and \( \psi_k \) be vectors in the state spaces associated to the intervals marked with \( 1 \) and \( k \). With Axiom (J) this leads to the formula,

\[
\rho_{0,k}(P\psi_k \otimes P(\psi_{k-1,L} \cdot \psi_{k-1,R}) \otimes \cdots \otimes P(\psi_{2,L} \cdot \psi_{2,R}) \otimes P\psi_1) = \sum_{n_1, \ldots, n_{k-1}} s(-1)^{\left|\sum\right|_{n_1} + \cdots + \left|\sum\right|_{n_{k-1}}} \text{Tr}(\zeta_{n_1}^* \cdot \psi_{2,L} \cdot \zeta_{n_2} \cdot \cdots \cdot \psi_{k-1,L} \cdot \zeta_{n_{k-1}} \cdot \psi_k \cdot \zeta_{n_{k-1}} \cdot \psi_{k-1,R} \cdot \cdots \cdot \zeta_{n_2} \cdot \psi_{2,R} \cdot \zeta_{n_1} \cdot \psi_1). \tag{76}
\]

Here, \( s \) is a factor of 1 or \( -1 \) depending on the fermionic degrees of the vectors appearing on the right-hand side. \( s \) arises from the permutations required to change the order as appearing on the left-hand side to that appearing on the right-hand side, taking also into account the basis vectors summed over. We can evaluate the right-hand side as follows. We first notice that the terms around \( \psi_k \) imply the application of the projector \( P \), then we may move \( P\psi_k \) to the extreme left inside the trace using graded commutativity. Next we notice that \( \psi_{k-1,L} \cdot \psi_{k-1,R} \) is similarly subject to \( P \) and move \( P(\psi_{k-1,L} \cdot \psi_{k-1,R}) \) to the second position on the left inside the trace. Iterating this
Figure 3: Gluing of a sphere with $2g + k$ holes into a Riemann surface of genus $g$ and $k$ holes. Red ($2g$) and blue ($k$) circles are holes in the sphere. The $g$ pairs of red circles are glued together as indicated by the purple lines.

procedure yields the identity,

$$
\rho_{0,k}(P\psi_k \otimes (P\psi_{k-1,L} \cdot \psi_{k-1,R}) \otimes \cdots \otimes (P\psi_{2,L} \cdot \psi_{2,R}) \otimes P\psi_1)
= \text{Tr}(P\psi_k \cdot (P\psi_{k-1,L} \cdot \psi_{k-1,R}) \otimes \cdots \otimes (P\psi_{2,L} \cdot \psi_{2,R}) \cdot P\psi_1).
$$

(77)

We note that we may replace $\psi$ with $P\psi$ because the trace implies the projector $P$, and we have the commutativity property of $P$ with left multiplication by elements in $H_C$. It is now convenient to work directly with elements in $H_C$. We take $\eta_1 = P\psi_1$, $\eta_2 = P(\psi_{2,L} \cdot \psi_{2,R})$, etc. Thus,

$$
\rho_{0,k}(\eta_k \otimes \eta_{k-1} \otimes \cdots \otimes \eta_1) = \rho_D(\eta_k \cdot \eta_{k-1} \cdot \cdots \cdot \eta_1).
$$

(78)

Proposition 4.39. If $\dim H_I < \infty$, then the amplitude of the sphere $S_{0,0}$ is given by the superdimension of $H_I$,

$$
\rho_{0,0} = \dim H_I^0 - \dim H_I^1.
$$

(79)

Proof. We obtain the sphere by gluing the disk to itself. This yields,

$$
\rho_{0,0} = \sum_{k \in I} (-1)^{|\xi_k|+|\zeta_k|} \text{Tr}(\xi_k \cdot \zeta_k) = \sum_{k \in I} (-1)^{|\xi_k|+|\zeta_k|} \langle \xi_k, \zeta_k \rangle_I = \sum_{k \in I} (-1)^{|\xi_k|}
$$

$$
= \dim H_I^0 - \dim H_I^1.
$$

(80)

Observation 4.40. If $\dim H_I = \infty$, then we exclude the sphere from the admissible regions and exclude gluings that yield the sphere from the admissible gluings.

Theorem 4.41. Consider a Riemann surface $S_{g,k}$ of genus $g$ with $k$ holes. Assign states $\eta_1, \ldots, \eta_k \in H_C$ to the holes. If $k \geq 1$, then its amplitude is given by,

$$
\rho_{g,k}(\eta_1 \otimes \cdots \otimes \eta_k) = \sum_{j_1, \ldots, j_k \in I'} (-1)^{|\xi_{j_1}|+\cdots+|\xi_{j_k}|} \rho_D(\xi_{j_1} \cdot \xi_{j_2}^* \cdot \cdots \cdot \xi_{j_{k-1}} \cdot \eta_1 \cdot \cdots \cdot \eta_k).
$$

(81)
Here \( \{\xi_j\}_{j \in I'} \) is an orthonormal basis of the subspace \( \mathcal{H}_C \). This formula is also valid if \( k = 0 \) and \( g \geq 1 \) and the sum converges. Moreover, if the element

\[
x := \sum_{j \in I'} (-1)^{|\xi_j|} \xi_j \star \xi_j^*
\]

exists in \( \mathcal{H}_C \), then we may rewrite the amplitude as,

\[
\rho_{g,k}(\eta_1 \otimes \cdots \otimes \eta_k) = \rho_D(x \star \eta_1 \otimes \cdots \otimes \eta_k).
\]

In this case it exists also for \( k = 0 \) and \( g \geq 1 \).

**Proof.** We obtain \( S_{g,k} \) from the Riemann surface of genus 0 with \( 2g + k \) holes, \( S_{0,2g+k} \), by gluing \( g \) pairs of holes together, see Figure 3. We consider the holes as circles with standard orientations, ordered from left to right, and we glue the first \( g \) pairs of holes together. To this end we need \( g \) pairs of circles \( C \sqcup \overline{C} \) (standard circle plus oppositely oriented pair) to glue along, together with \( k \) standard circles \( C \). In terms of Axiom (J), the gluing function \( \beta \) is simply the identity on the disjoint union of the \( k \) standard circles. As for the gluing function \( \alpha \), we need to twist the oppositely oriented circles so that we can map to the Riemann surface \( S_{0,2g+k} \). That is, \( \alpha \) is given by,

\[
\alpha = \text{id}_{C_1} \sqcup f_{C_1,C_2} \sqcup \cdots \sqcup \text{id}_{C_{2g-1}} \sqcup f_{C_{2g-1},C_{2g}} \sqcup \text{id}_{C_{2g+1}} \cdots \sqcup \text{id}_{C_{2g+k}}.
\]

Consequently, the amplitude for \( S_{g,k} \) is given by equation (81) as stated.

**Observation 4.42.** The Riemann surfaces of genus \( g \) without holes, for which the corresponding sum (81) does not converge, have to be declared non-admissible. Note that if the sum converges for genus \( g \), it also converges for any higher genus.

**Observation 4.43.** Consider the setting of 2-dimensional TQFT. The state spaces \( \mathcal{H}_C \) are then finite dimensional. Moreover, they form a commutative Frobenius algebra [23]. We sketch how this is recovered from our setting. The algebra structure \( A : \mathcal{H}_C \otimes \mathcal{H}_C \to \mathcal{H}_C \) arises there from a pair-of-pants cobordism which has two incoming circles and one outgoing circle. This map is obtained here by dualizing one tensor factor in the amplitude for the sphere with three holes. With Proposition 4.38 and Corollary 4.31 we have,

\[
A(\eta_1 \otimes \eta_2) = \sum_{j \in I'} \rho_{0,3}(\xi_j^* \otimes \eta_1 \otimes \eta_2) \xi_j = \sum_{j \in I'} \rho_D(\xi_j^* \otimes \eta_1 \otimes \eta_2) \xi_j = \sum_{j \in I'} (\xi_j, \eta_1 \otimes \eta_2) \eta_j = \eta_1 \otimes \eta_2.
\]

That is, the TQFT product \( A \) is precisely the product we have obtained here for \( \mathcal{H}_C \). Similarly, we obtain the coproduct and the Frobenius property is automatic from Proposition 4.38.

### 4.5 Area-dependent theory

In this section we consider the modified axioms for the area-dependent theory in dimension \( n = 2 \), according to Section 3.6. In GBQFT, an area-dependent theory was considered in the example of pure 2-dimensional Yang-Mills theory in [16]. We consider this example in Section 5. In TQFT, area-dependent theories were classified by Runkel and Szegedy [17].

As for the elementary objects given by hypersurfaces and their gluing functions, there is no change at all. The same applies to the generators and their relations as long as no regions are involved. As before, any region is an oriented, topological Riemann surface with holes. However, regions now also carry an area \( a \geq 0 \). We pick a standard Riemann surface for each choice of genus \( g \in \mathbb{N}_0 \), number of holes \( k \in \mathbb{N}_0 \) and area \( a \in \mathbb{R}_0^+ \).
Definition 4.44. Let \( k \in \mathbb{N}_0 \) and \( a \in \mathbb{R}_0^+ \). We make a choice of standard Riemann surface with genus \( g \), \( k \) holes, and area \( a \), and we denote it by \( S_{a;g,k} \). We identify the previously introduced standard Riemann surfaces with those of vanishing area, i.e., \( S_{g,k} = S_{0;g,k} \).

As we did in 4.3 we use a separate notation for our choice of standard disk with area.

Definition 4.45. Let \( a \in \mathbb{R}_0^+ \). We denote our choice of standard disk with area \( a \), \( S_{a;0,0} \), by \( D_a \). We make it so that the boundary of each disk \( D_a \) is the standard circle \( C \).

As for the generators, according to Axiom 5, we have an assignment of an amplitude to the standard disk \( D_a \) for value \( a \geq 0 \) of the area now, instead of a single assignment. That is, we have the 1-parameter family of maps,

\[
\rho_{D_a} : \mathcal{H}_C^0 \to \mathbb{C}.
\]

Except for this family of maps, the list of generators of Table 2 remains unchanged.

We proceed to consider what changes with respect to special homeomorphisms in the area-dependent theory. Since we now have one standard disk \( D_a \) for each value of the area \( a \geq 0 \), we need a standard choice of “orientation twist” homeomorphism that identifies \( D_a \) with its orientation-reversed \( \overline{D}_a \) for each \( a \).

Definition 4.46. We make a choice of standard “twist” gluing functions as above, and we denote them by \( f_{D_a,\overline{D}_a} : D_a \to \overline{D}_a \). We denote the corresponding orientation reversed versions by \( f_{\overline{D}_a,D_a} : \overline{D}_a \to D_a \). We require these functions to be mutually inverse. We moreover require compatibility with \( f_{C,\overline{C}} \) in the sense that the latter is the restriction of \( f_{\overline{D}_a,D_a} : \overline{D}_a \to D_a \) to the boundary. Also, \( f_{D_a,\overline{D}_a} \) coincides with the previously defined \( f_{D,\overline{D}} \).

The generating assignments of the special homeomorphisms are still as summarized in Table 3, except for the disk twists now being parametrized by area.

We turn to consider how the relations (Section 4.3) are adapted to the area-dependent theory. Relations that do not involve regions are unchanged and relations that do involve regions continue to hold unchanged for regions of area \( a = 0 \). The latter implies in particular the inner products in \( \mathcal{H}_I \) and in \( \mathcal{H}_C \). Also, many relations generalize straightforwardly to regions of positive area. In particular Lemmas 4.20 and 4.21 with relations (41), (42), (43), (44), (45) for the standard disk amplitude generalize to the disk amplitude with arbitrary area.

Lemma 4.47. The following relations hold:

\[
\rho_{\overline{D}_a}(\iota_C(\psi)) = \rho_{D_a}(\overline{\psi}),
\]

(87)

\[
\rho_{\overline{D}_a}(\gamma_C(\psi)) = \rho_{D_a}(\overline{\psi}),
\]

(88)

\[
\rho_{D_a}(\alpha_C(\psi)) = \rho_{D_a}(\psi),
\]

(89)

\[
\rho_{D_a} \circ \gamma_k = \rho_{D_a},
\]

(90)

\[
\rho_{D_a}(\gamma_{I,C}(\gamma_{I,I,I}(\psi \otimes \eta))) = (-1)^{|\psi|} |\eta| \rho_{D_a}(\gamma_{I,C}(\gamma_{I,I,I}(\eta \otimes \psi))).
\]

(91)

Proposition 4.24 arising from gluing a standard disk to itself along parts of its boundary generalizes to arbitrary area.

Proposition 4.48. For every \( \psi \in \mathcal{H}_C \) and \( \{\zeta_k\}_{k \in I} \) orthonormal basis of \( \mathcal{H}_I \), the following relation holds:

\[
\rho_{D_a}(\gamma_{I,C}(\psi)) = c_a \sum_{k \in I} (-1)^{|\zeta_k|} \rho_{D_a} \circ \gamma_{I,C} \circ \gamma_{I,I,I,I}(\zeta_k \otimes \alpha_I(\zeta_k) \otimes \psi).
\]

(92)
Note that the gluing anomaly factor $c$ is replaced by a gluing anomaly factor $c_\alpha$ that may depend on the area $a$, with $c_0 = c$.

Another relation for disk amplitudes arises from gluing two disks together to form a single disk, see Example 2.9. If disks have no area this just reduces to the completeness of the inner product. Only in the present area-dependent context does this yield a non-trivial additional relation. In this case the areas of the disks sum.

**Lemma 4.49.** Apply the relative gluing Axiom $(J)$ to Example 2.9 with $\Lambda = I_3 \sqcup I_4$, $\Sigma = I$, $X = D_a \sqcup D_b$ and $X' = D_{a+b}$. Moreover, $\beta = f_{I,C} \circ f_{I\sqcup I, I}$ and,

$$
\alpha = (f_{I,C} \sqcup f_{I,C}) \circ (f_{I_1 \sqcup I_1, I} \sqcup f_{I_2 \sqcup I_4, I}) \circ (id_{I_1} \sqcup \sigma_{23} \sqcup id_{I_4}) \circ (id_{I_1} \sqcup f_{I_2, I_2} \sqcup id_{I_3} \sqcup id_{I_4}).
$$

The resulting relation for disk amplitudes is,

$$
\rho_{D_{a+b}}(\gamma_{I,C} \circ \gamma_{I\sqcup I, I}(v \otimes v'))
= c_{a,b} \sum_{k \in I} (-1)^{|\zeta_k|} \rho_{D_a} \circ \gamma_{I,C} \circ \gamma_{I\sqcup I, I}(v \otimes \zeta_k) \rho_{D_b} \circ \gamma_{I,C} \circ \gamma_{I\sqcup I, I}(\alpha_I(\zeta_k) \otimes v').
$$

Here we have applied (91) in the second step. If $a = 0$ or $b = 0$ the corresponding disk amplitude can be interpreted as an inner product. This implies, $c_{0,b} = c_{a,0} = 1$.

**Proof.** We have,

$$
\rho_{D_{a+b}}(\gamma_{I,C} \circ \gamma_{I\sqcup I, I}(v \otimes v'))
= c_{a,b} \sum_{k \in I} (-1)^{|\zeta_k| + |v|} \rho_{D_a} \circ \gamma_{I,C} \circ \gamma_{I\sqcup I, I}(\zeta_k \otimes v) \rho_{D_b} \circ \gamma_{I,C} \circ \gamma_{I\sqcup I, I}(\alpha_I(\zeta_k) \otimes v').
$$

Applying relation (91) yields the desired result (94). \(\blacksquare\)

We proceed to adapt the setting of Section 4.4. That is, we require strictness and anomaly-freedom for the remainder of this section. As a first remark, all results of Section 4.4 remain true if we identify the regions considered there with the corresponding regions of vanishing area in the present setting. We shall thus adopt in the following the notations and conventions of that section.

**Definition 4.50.** We denote by $\text{Tr}_a$ the composition $\rho_{D_a} \circ \gamma_{I,C}$. The maps $\text{Tr}_a$ form a 1-parameter family of (complete) traces $\text{Tr}_a$ on the algebra $\mathcal{H}_I$. The previously defined trace is the special case $\text{Tr} = \text{Tr}_0$.

**Observation 4.51.** The trace maps $\text{Tr}_a$ inherit the cyclic graded commutativity property (57) from the partial trace, see (91). Also, with equation (89) they satisfy compatibility with the $*$-structure,

$$
\text{Tr}_a(\psi^*) = \overline{\text{Tr}_a(\psi)}.
$$

Relation (94) of Lemma 4.49 arising from the gluing of two disks to one may then be rewritten as,

$$
\text{Tr}_{a+b}(v \cdot v') = \sum_{k \in I} (-1)^{|\zeta_k|} \text{Tr}_a(v \cdot \zeta_k) \text{Tr}_b(\zeta_k^* \cdot v').
$$
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This in turn is suggestive of generalizing the inner product formula (60) for arbitrary area. We write this as,

\[ \langle \psi, \eta \rangle_a = \text{Tr}_a(\psi^* \bullet \eta). \] (98)

Then, \( \langle \cdot, \cdot \rangle_a \) is a 1-parameter family of sesquilinear forms on \( \mathcal{H}_a \), where \( \langle \cdot, \cdot \rangle_0 = \langle \cdot, \cdot \rangle_f \). These are hermitian as can be seen either by adapting the relevant proof of Theorem 3.3 or by using the \(*\)-algebra properties and property (96).

**Notation 4.52.** We rewrite relation (97) as the generalized completeness relation,

\[ \langle v, v' \rangle_{a+b} = \sum_{k \in I} (-1)^{|\zeta_k|} \langle v, \zeta_k \rangle_a \langle \zeta_k, v' \rangle_b. \] (99)

We consider the amplitudes for Riemann surfaces with area. These are derived in complete analogy to the area-less setting. We exhibit first the generalization of Propositions 4.38 and Proposition 4.39.

**Proposition 4.53.** For the Riemann surface \( S_{a;0,k} \) with \( k \geq 1 \) holes, vanishing genus and area \( a \geq 0 \), we obtain in analogy to relation (75),

\[ \rho_{a;0,k}(\eta_1 \otimes \cdots \otimes \eta_k) = \rho_{D_a}(\eta_1 \bullet \cdots \bullet \eta_k). \] (100)

For the sphere we get in analogy to relation (79),

\[ \rho_{a;0,0} = \sum_{k \in I} (-1)^{|\zeta_k|} \langle \zeta_k \rangle_a = \sum_{k \in I} (-1)^{|\zeta_k|} \langle \zeta_k \rangle_a. \] (101)

As in the area-less case the expression (101) might or might not exist, compare Observation 4.40.

Finally, we consider the amplitude for a Riemann surface \( S_{a;g,k} \) with genus \( g \geq 1 \). This generalizes Theorem 4.41.

**Theorem 4.54.** Consider a Riemann surface \( S_{g,k} \) of genus \( g \) with \( k \) holes. Assign states \( \eta_1, \ldots, \eta_k \in \mathcal{H}_C \) to the holes. If \( k \geq 1 \), then its amplitude is given by, compare (81),

\[ \rho_{a;g,k}(\eta_1 \otimes \cdots \otimes \eta_k) = \sum_{j_1, \ldots, j_y \in J'} (-1)^{|\xi_{j_1}| + \cdots + |\xi_{j_y}|} \rho_{D_a}(\xi_{j_1} \bullet \cdots \bullet \xi_{j_y} \bullet \eta_1 \bullet \cdots \bullet \eta_k). \] (102)

Here \( \{\xi_j\}_{j \in J'} \) is an orthonormal basis of the subspace \( \mathcal{H}_C \). This formula is also valid if \( k = 0 \) and \( g \geq 1 \) and the sum converges. If \( x \) as given by expression (82) exists, this is, compare (83),

\[ \rho_{a;g,k}(\eta_1 \otimes \cdots \otimes \eta_k) = \rho_{D_a}(x^{\bullet} \bullet \eta_1 \bullet \cdots \bullet \eta_k). \] (103)

## 5 Pure quantum Yang-Mills theory in 2 dimensions

In the present section we consider a first example of a symmetric area-dependent CQFT. This is 2-dimensional pure quantum Yang-Mills theory with corners. We take advantage of our findings in Section 4 concerning the specific structure of 2-dimensional CQFTs and particularly the area-dependent setting of Section 4.5. Our presentation here can be seen as essentially corroborating and making more rigorous the previous treatment of the theory within GBQFT [16]. A treatment
in TQFT was given already around 1990, see in particular Witten’s paper [24]. The latter was brought into a rigorous and categorical setting by Runkel and Szegedy as an example of area-dependent quantum field theory [17].

Let \( G \) be a group. We introduce convenient notation concerning the rigid symmetric monoidal category of finite-dimensional complex representations of \( G \). Given two representations \( V \) and \( W \), the symmetric structure \( s_{V,W} : V \otimes W \to W \otimes V \) is given by the trivial transposition \( v \otimes w \mapsto w \otimes v \) inherited from the underlying category of finite-dimensional vector spaces. Given a representation \( V \) we denote the action \( G \times V \to V \) as \((g,v) \mapsto g \bowtie v\). We recall that the action of \( G \) on the dual representation \( V^* \) is given by \((g \bowtie w)(v) = w(g^{-1} \bowtie v)\), where \( v \in V, \ w \in V^*, \ g \in G \). Functions \( G \to \mathbb{C} \) that can be written in the form \( g \mapsto w(g \bowtie v) \) are called \textit{representative functions}. Note that in this way \( V^* \otimes V \) acquires the structure of a vector space of functions on \( G \). We denote the vector space of all representative functions on \( G \) by \( \mathcal{C}_{\text{alg}}(G) \). Also, a function \( f : G \to \mathbb{C} \) that is invariant under conjugation, i.e., satisfies \( f(ghg^{-1}) = f(g) \), is called a \textit{class function}.

Let \( G \) be a compact Lie group. We consider its category of unitary finite-dimensional representations. This is a semisimple rigid symmetric monoidal category. \( G \) admits a bi-invariant normalized Haar measure. This allows to define an invariant positive-definite inner product on functions on \( G \) via
\[
\langle \psi, \eta \rangle = \int \overline{\psi(g)} \eta(g) \, dg.
\] (104)

We denote the measurable functions on \( G \) that are square-integrable with respect to this inner product by \( \mathcal{C}(G) \). Crucially, \( \mathcal{C}_{\text{alg}}(G) \) is a dense subspace of \( \mathcal{C}(G) \). We also denote the subspace of class functions in \( \mathcal{C}(G) \) by \( \mathcal{C}_{\text{class}}(G) \). By the Peter-Weyl Theorem, there is an isomorphism of unitary representations of \( G \times G \),
\[
\mathcal{C}_{\text{alg}}(G) = \bigoplus_V V^* \otimes V.
\] (105)

\( G \) acts on \( \mathcal{C}_{\text{alg}}(G) \) by multiplication from the left and from the right which gives rise to an action of \( G \times G \). The direct sum runs over one irreducible unitary representation \( V \) of \( G \) per equivalence class. Each copy of \( G \) acts on one tensor factor.

We choose an orthonormal basis \( \{ v_i \}_{i \in I^V} \) for each representation \( V \) and introduce a matrix element notation for representative functions,
\[
t_{ij}^V(g) := \langle v_i, g \bowtie v_j \rangle_V.
\] (106)

This provides an orthogonal basis of \( \mathcal{C}(G) \) as follows,
\[
\langle t_{ij}^V, t_{kl}^W \rangle = \delta_{V,W} \delta_{i,k} \delta_{j,l} \frac{1}{\dim V}.
\] (107)

We also denote \( \chi^V := \sum_k t_{kk}^V \). These form an orthonormal basis of \( \mathcal{C}_{\text{class}}(G) \),
\[
\langle \chi^V, \chi^W \rangle = \delta_{V,W}.
\] (108)

We proceed to consider pure 2-dimensional quantum Yang-Mills (2QPYM) theory with compact gauge group \( G \) as a model in the sense of the area-dependent and symmetric version of our axiomatic system. To this end we rely on the work [16], but adapt its results to the present setting. We start by specifying the generating assignments listed in Tables 2 and 3, adapted to the area-dependent setting as explained in Section 4.5. We add to these the maps \( \alpha_I, \alpha_C \). The model assignments for
2PQYM are indicated in Table 4. Note that in this model the gluing automorphisms associated to hypersurface homeomorphisms are identity maps and gluing anomalies are trivial. In particular, we are in the situation of Section 4.4 of a strict and anomaly-free CQFT and shall use corresponding notation as we see fit. Note that the inclusion \( \mathcal{H}_C \subseteq \mathcal{H}_I \) found in that Section is precisely the inclusion \( \mathcal{C}^{\text{class}}(G) \subseteq \mathcal{C}(G) \) here.

The 2-interval gluing map \( \gamma_{I,I,I} \), the interval self-gluing map \( \gamma_{I,C} = P \), and the real structures admit explicit expressions in terms of matrix elements,

\[
t^V_{ij} \bullet t^W_{kl} = \delta_{V,W} \delta_{j,k} \frac{t^V_{ij}}{\dim V}, \quad \chi^V \bullet \chi^W = \delta_{V,W} \frac{\chi^V}{\dim V},
\]

(109)

\[
P t^V_{ij} = \delta_{i,j} \frac{\chi^V}{\dim V}, \quad (t^V_{ij})^* = t^V_{ji}, \quad (\chi^V)^* = \chi^V.
\]

(110)

(111)

In particular, we obtain the \( \star \)-algebra structure of a direct sum of matrix algebras. We have one matrix algebra per unitary irreducible representation \( V \). Moreover, \( P \) is an orthogonal projector as required. It projects in each matrix algebra on a multiple of the identity element \( 1_V := \dim V \chi^V \).

Compared to the work [16], there are some important differences. In particular, the maps \( \gamma_{I,7} \) and \( \gamma_{C,\overline{C}} \) were implicit in that work. Therefore, the maps \( \iota_\rho \) and \( \iota_\omega \) from that work correspond to the maps \( \alpha_I \) and \( \alpha_C \) here. Moreover, the constants \( \beta_V \) were taken to be imaginary numbers in that work. Here, however, we have from relation (89) of Lemma 4.47 and from relation (111),

\[
\rho_{D_a}(\chi^V) = \rho_{D_a}((\chi^V)^*) = \rho_{D_a}(\chi^V).
\]

(112)

With Table 4 we then get,

\[
\exp(\beta_V a) = \exp(\beta_V a)
\]

(113)

for any \( a \geq 0 \). Thus, we require the constants \( \beta_V \) to be real.

We may verify the relations that we have presented in Section 4.3, either in the form given there, or in the form as given in Section 4.4. Specifically, it is straightforward to verify relations (55),
(56), (57) of Observations 4.28 and 4.29. It is also easy to see that relation (60) of Corollary 4.31 precisely recovers the inner product (107) on \( \mathcal{H}_I \). As for the identity (63) in the algebra, described in Proposition 4.33, we would have,

\[
1_I = \sum_{k \in I} \zeta_k \cdot \zeta^*_k = \sum_{V,i,j} \dim V \ t^V_{ij} \cdot t^V_{ji} = \sum_{V} \dim V \chi^V = \sum_{V} 1_V. \tag{114}
\]

However, \( \|1_V\| = \dim V \) and so \( \|1_I\|^2 = \sum_V (\dim V)^2 \). This does not converge, so \( 1_I \) does not exist in \( \mathcal{H}_I \). Given an enumeration \( \{V_l\}_{l \in \mathbb{N}} \) of one unitary irreducible representation per equivalence class, the \textit{sequential approximate identity} \( \{1_{I,n}\}_{n \in \mathbb{N}} \) given by expression (62) does exist,

\[
1_{I,n} = \sum_{l=1}^{n} 1_{V_l}. \tag{115}
\]

As for the subalgebra \( \mathcal{H}_C \subseteq \mathcal{H}_I \), the formula (71) for the projector \( P \) of Proposition 4.35 is straightforward to verify,

\[
\sum_{V,i,j} \dim V \ t^V_{ij} \cdot t^W_{kl} \cdot t^V_{ji} = \delta_{kl} \frac{\chi^W}{\dim W}. \tag{116}
\]

We proceed to evaluate the formulas for amplitudes of Riemann surface as described in Proposition 4.53 of Section 4.5. Firstly, for the case of vanishing genus and with at least one hole we have from relation (100),

\[
\rho_{a,0,k}(\chi^V_1 \otimes \cdots \otimes \chi^V_k) = \rho_{D_a}(\chi^V_1 \cdot \cdots \cdot \chi^V_k) = \delta_{V_1,\ldots,V_k}(\dim V_1)^{1-k} \rho_{D_a}(\chi^V_1) = \delta_{V_1,\ldots,V_k}(\dim V_1)^{2-k} \exp(\beta_{V_a}). \tag{117}
\]

This is clearly well-defined on \( \mathcal{H}_C^o \otimes \cdots \otimes \mathcal{H}_C^o \). For the sphere we find with expression (101),

\[
\rho_{a,0,0} = \sum_{k \in I} (-1)^{|\zeta_k|} |\zeta_k| \cdot \text{Tr}_a(\zeta_k^* \cdot \zeta_k) = \sum_{V} \text{Tr}_a(1_V) = \sum_{V} \rho_{D_a}(1_V) = \sum_{V} (\dim V)^2 \exp(\beta_{V_a}). \tag{118}
\]

For \( a = 0 \) this expression is not well-defined if there are infinitely many non-equivalent irreducible representations of \( G \). This is the case if \( G \) is any non-trivial compact Lie group. So, we have to exclude the sphere of vanishing area from the admissible regions, as well as any gluings that results in this sphere. For \( a > 0 \) the expression is well-defined if the sequence \( \{\beta_{V_a}\} \) converges to \(-\infty\), and fast enough.

For Riemann surfaces of non-zero genus (Theorem 4.54) we first remark that the element \( x \) given by expression (82) is well-defined,

\[
x = \sum_{j \in I'} (-1)^{|\xi_j|} \xi_j \cdot \xi^*_j = \sum_{V} \chi^V \cdot \chi^V = \sum_{V} \frac{\chi^V}{\dim V}. \tag{119}
\]

Note \( \|x\|^2 = \sum_{V} (\dim V)^{-2} \). Moreover, as is easy to see,

\[
x^g = \sum_{V} \frac{\chi^V}{(\dim V)^{2g-1}}. \tag{120}
\]
With this we obtain as the amplitude for a Riemann sphere of genus $g \geq 1$ with $k \geq 1$ holes and area $a$, from expression (103),

$$\rho_{a;g,k}(\chi V_1 \otimes \cdots \otimes \chi V_k) = \rho_{D_a}(x^{\otimes g} \cdot \chi V_1 \cdot \cdots \cdot \chi V_k) = \delta_{V_1,\ldots,V_k} (\dim V)^{2-2g-k} \exp(\beta V_1 a).$$  \hspace{1cm} (121)

This is clearly well-defined on $H_C^\otimes \otimes \cdots \otimes H_C^\otimes$. For genus $g \geq 1$ and $k = 0$ holes with area $a$ we obtain,

$$\rho_{a;g,k} = \rho_{D_a}(x^{\otimes g}) = \sum_V (\dim V)^{2-2g} \exp(\beta V a).$$ \hspace{1cm} (122)

We have already discussed the case of the sphere. The case of the torus ($g = 1$) is similar, we must exclude at least the torus of vanishing area. For area $a > 0$ the torus amplitude is well-defined if the sequence $\{\beta_V\}$ converges to $-\infty$, and fast enough. For surfaces of higher genus, i.e., $g \geq 2$ it is sufficient for the amplitude to be well-defined that the dimensions of irreducible representations increase stronger than the square-root and that the parameters $\{\beta_V\}$ are bounded from above.

6 Conclusions and Outlook

In this work we introduce the notion of Compositional Quantum Field Theory (CQFT) in terms of an axiomatic system (Section 3). This is motivated from physics as an attempt towards axiomatizing realistic Quantum Field Theory (QFT) and theories that go beyond it, in particular Quantum Gravity. As such CQFT is meant as an improvement of General Boundary Quantum Field Theory (GBQFT), which in turn is inspired by Topological Quantum Field Theory (TQFT), see the Introduction. Mathematically, CQFT is motivated by recent developments in Applied Category Theory. In particular, while also alluding to a notion of locality in GBQFT and QFT, the attribute compositional is to be understood in a categorical sense. The version of CQFT presented in this paper should be understood as the first step towards a functorial formulation of GBQFT. In the accompanying paper [9] we prove that the state space correspondence of a CQFT is precisely the data of an involutive symmetric monoidal functor [25,26], defined on the category of gluing functions, and thus has the structure of an algebra over an involutive operad [27]. Apart from these categorical aspects, the key innovations in CQFT compared to GBQFT (and also TQFT) are a new framework for encoding the notion of gluing, through gluing functions and relative gluing diagrams, see Section 2. Compared to TQFT (but not to GBQFT) also the slice regions are a novelty. As a consequence of this new framework for gluing, the axioms of CQFT automatically have a notion of equivariance built-in (Section 3). In the following we provide a few additional comments and an outlook concerning different aspects of the present work.

In Section 4, the case of CQFT of dimension 2 is investigated in some depth. We stop short of a full classification result, although we suspect this might be achieved with not too much additional effort. Remarkably (under mild additional assumptions) the emerging structure is that of a Krein $*$-superalgebra with a special central commutative subalgebra. The former is associated to the interval or open string and the latter to the circle or closed string. If the symmetric structure of the target category is trivial (i.e., the grading of the state spaces is trivial), this is a Hilbert $*$-algebra with a special central commutative subalgebra. It is suggestive to try to recover the classifying results of 2-dimensional TQFT [28], i.e, equivalence with the category of commutative Frobenius algebras. An initial remark in this direction is Observation 4.43. While it is not yet completely clear what the algebraic objects parametrizing 2d CQFTs are, these are expected to contain the corresponding classifying objects of 2d TQFT while satisfying higher dimensional relations; as
oriented surfaces with corners can be generated by a single disk with multi-directional compositions, whereas the category of 2-dimensional bordisms needs at least two generators and only considers in-out composition and relations. These ideas, as the other ideas presented in this subsection, will be further explored elsewhere.

In the present article, we consider topological manifolds as models for pieces of spacetime. This is only meant as a first and most basic setting. In Sections 3.6 and 4.5 we add a notion of area. In general, however, we are interested in equipping the manifolds with additional structure, such as differentiable structure, conformal structure or a metric. The latter is essential if we are to describe physically realistic QFTs. Of further particular interest are different types of fiber bundles, for example to model gauge theories. By comparison, differential structures have also played an important role in TQFT, but richer structures not so much, in part related to the restriction of TQFT to finite-dimensional state spaces. The traditional way to implement additional structure would be to revise the axiomatic system and modify the axioms one-by-one to make them compatible with the new structure. This has been followed both in TQFT and GBQFT. The categorical point of view suggests a different and more powerful route, however: enrichments. Here the structure is added at the category level and the whole axiomatic system of CQFT (encoded as a functor) is lifted at once. This will be detailed in future work by the authors.

An additional structure of importance in QFT is that of observable. In textbook accounts of QFT these appear most often in the guise of spacetime point-localized field operators. Spacetime region-localized observables play a fundamental role in Algebraic Quantum Field Theory (AQFT) [11]. In GBQFT, observables have been implemented as spaces of observable functions associated to spacetime regions [5]. The amplitude then plays the role of a kind of unit object under gluing in the space of observable functions for the respective spacetime region. Extending CQFT to include such a notion of observable should be relatively straightforward. Such a CQFT with observables promises to have interesting relations not only to AQFT, but also to the factorization algebra approach to QFT in the sense of Costello and Gwilliam [29].

CQFT as presented here, as well as GBQFT and TQFT are modeled on QFT. In particular, the spaces associated to hypersurfaces are Krein or Hilbert or at least vector spaces that are meant to play the role of state spaces of a quantum theory. One might, on the other hand, envisage a similar axiomatic system for classical field theory. Indeed, a simple axiomatic system, broadly analogous to that of GBQFT for classical field theory was introduced in [3] based on earlier work by Kijowski and Tulczyjew [30]. This allows to express a notion of geometric quantization in a way that should be a functor (or natural transformation) once the categorical underpinnings are properly formalized.

As explained in the introduction, GBQFT is the axiomatic system of the General Boundary Formulation of Quantum Theory (GBF). The latter has seen considerable development inspired by operational approaches to the foundations of quantum theory. This has culminated in the Positive Formalism (PF) [13,31,32], a compositional framework for describing physical theories, based on the concepts of operationalism and locality. The axiomatic system of the PF is very similar to GBQFT, but the state spaces are now partially ordered vector spaces. Remarkably, this axiomatic system may encode both classical and quantum theories (plus theories that are neither). In the classical case this is really classical statistical field theory and in the quantum case this is a mixed state formalism. What is more, a notion mathematically analogous to that of observable of QFT is present, but with a physical interpretation of probe or process. It is highly desirable and appears very feasible to generalize CQFT to such a setting. Eventually, one would hope that the analog of moving from GBQFT to the axiomatic system of the PF would be as easy as replacing the target category of a functor. This will be fleshed out in future work by the authors.
A final aspect we would like to mention here concerns the physically correct treatment of fermionic field theories. This has been a difficult subject for TQFT. In GBQFT the decisive step in understanding this was made in \([4]\). In particular, it was recognized that state spaces in this case are generally Krein spaces. Only with a restriction to hypersurfaces that are exclusively spacelike is the traditional treatment in terms of Hilbert spaces recovered. Recognizing this has required a convergence of different physical and mathematical considerations in \([4]\). In contrast, we find here that in CQFT this same treatment of fermions acquires an extremely simple and natural form, making it even more compelling. In the axioms of Definition 3.1 the only trace of this is that all state spaces and maps between them are \(\mathbb{Z}_2\)-graded. Moreover, in Axiom (S) this grading is linked to a factor \(-1\) when interchanging fermionic particles. As the categorically minded reader immediately recognizes, this axiom just specifies the symmetric structure of the target category.
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