Filter analysis for the stochastic estimation of eigenvalue counts
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Abstract

To estimate the number of eigenvalues of a Hermitian matrix that are located in a given interval, existing methods include polynomial filtering and rational filtering. Both filtering approaches are based on stochastic approximations for matrix trace. In this paper, we analyze a rational filtering method that is based on polynomial filtering in which the solutions to the linear systems are approximated by a Krylov subspace method. Our analysis and numerical experiments indicate that the rational filtering method is effective when the eigenvalues of a given matrix are sparsely distributed in the target interval.
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1. Introduction

We consider estimating the number of eigenvalues of a Hermitian matrix that are located in a given interval. Estimations of eigenvalue counts are useful for several applications. For example, the band gap of energy state in materials science can be obtained by estimating the eigenvalue counts in an interval where eigenvalues are sparsely distributed (e.g. see [1]). Estimations of eigenvalue counts are also useful for finding parameters in some kinds of eigensolvers to achieve high efficiency. For these purposes, exact eigenvalue counts are not always necessary.

For estimating the number of eigenvalues, the polynomial filtering method[2] and the rational filtering method[3] are reasonable choices. Both filtering approaches are based on stochastic approximations of a band-pass filter function for the target interval. The polynomial filtering method utilizes filtering techniques based on the Chebyshev polynomials, and the rational filtering method uses a contour integration.

The rational filtering method requires solving linear systems. For a rough estimation of the eigenvalue counts, highly accurate solutions of the linear systems are not required [2]. By applying a Krylov subspace method to the linear systems, we can get an approximation of the eigenvalue counts at each iteration.

In this paper, we analyze the filter function and the error of the estimated eigenvalue counts in the rational filtering method when using a Krylov subspace method applied to the linear systems with a fixed number of iterations. In Section 4, we confirm our results by some numerical experiments. Finally, our conclusions are presented in Section 5.

2. Polynomial and rational filtering methods

In this section, we introduce the polynomial filtering method[2] and the rational filtering method[3] for eigenvalue counts. Let $A \in \mathbb{C}^{n \times n}$ be a Hermitian matrix, and let $\lambda_i$, $i = 1, 2, \ldots, n$ be the eigenvalues. The number of eigenvalues $m$ in an interval $[a, b]$ is given by $m = \sum_{i=1}^{n} h(\lambda_i)$, where $h(\lambda_i)$ is the band-pass filter function for the interval $[a, b]$ and is defined by

$$h(\lambda_i) = \begin{cases} 1 & (a \leq \lambda_i \leq b), \\ 0 & \text{(otherwise)}. \end{cases}$$

The polynomial filtering method uses the Chebyshev polynomials to approximate the band-pass filter $h(\lambda_i)$:

$$h(\lambda_i) \approx P_p(\lambda_i) := \sum_{j=0}^{p} \gamma_j T_j(\lambda_i),$$

where $T_j(\cdot)$ is the Chebyshev polynomial of the first kind of degree $j$, and $\gamma_j$ is the expansion coefficient of the
band-pass filter function\textsuperscript{[2]}. Without loss of generality, it is assumed in the polynomial filtering method that all of the eigenvalues lie in the interval $[-1, 1]$. The number of eigenvalues $m$ can be estimated by

$$m \approx m_p^{(p)} = \sum_{i=1}^{n} P_p(\lambda_i) = \text{tr}(P_p(A)),$$

(1)

where $\text{tr}(\cdot)$ is the matrix trace. The polynomial filtering method produces Gibbs oscillations. To reduce this behavior, the Jackson coefficients\textsuperscript{[4]} can be used.

Next, we introduce the rational filtering method for the eigenvalue counts\textsuperscript{[3]}. Let $\Gamma$ be a positively oriented closed Jordan curve which intersects the real axis at $a$ and $b$. The number of eigenvalues $m$ in $[a, b]$ can be computed by

$$m = \frac{1}{2\pi i} \oint_{\Gamma} \text{tr} \left( (zI - A)^{-1} \right) dz,$$

where $i = \sqrt{-1}$. This is approximated by the $N$-point quadrature rule

$$m \approx \hat{m}_R = \sum_{k=1}^{N} w_k \text{tr} \left( (z_k I - A)^{-1} \right),$$

(2)

where $w_k$ is a quadrature weight and $z_k$ is an integration node on $\Gamma$\textsuperscript{[3]}.

The stochastic trace can be approximated by using the stochastic estimation described in \textsuperscript{[5, 6]}:

$$\text{tr} (A) \approx \frac{N}{L} \sum_{\ell=1}^{L} v^T \ell A v, \tag{3}$$

where $v_\ell$, $\ell = 1, 2, \ldots, L$ are real random vectors such that the mean of their entries is zero and $\|v_\ell\|_2 = 1$. The polynomial filtering method\textsuperscript{[2]} applies (3) to (1):

$$m^{(p)} \approx \hat{m}_p^{(p)} = \frac{N}{L} \sum_{\ell=1}^{L} v^T \ell P_p(A) v.$$

(4)

The rational filtering method\textsuperscript{[3]} applies (3) to (2):

$$\hat{m}_R \approx \hat{m}_R = \frac{N}{L} \sum_{\ell=1}^{L} \sum_{k=1}^{N} w_k v^T \ell (z_k I - A)^{-1} v.$$

(5)

### 3. Filter analysis for the rational filtering method

The most time-consuming step in evaluating (5) is solving the $L \times N$ independent linear systems $(z_k I - A)\tilde{x}_{k, \ell} = v_\ell$. However, we do not always require the exact value of the eigenvalue counts, and in this case $\hat{m}_R$ can be approximated by using the approximate solutions $\tilde{x}_{k, \ell}$ of the linear systems:

$$\hat{m}_R \approx \frac{N}{L} \sum_{\ell=1}^{L} \sum_{k=1}^{N} w_k v^T \ell \tilde{x}_{k, \ell}.$$

When applying a Krylov subspace method to these linear systems, we obtain estimated eigenvalue counts at each iteration, and the filter function for the rational filtering method varies according to the iteration. In this section we analyze the filter function and the error of the estimated eigenvalue counts in the rational filtering method at each iteration. We use the polynomial expression of the Krylov subspace method.

### 3.1 Filter function for the rational filtering method

Let $x_{k, \ell}^{(p+1)}$ be the $(p+1)$-st approximate solution obtained by a Krylov subspace method for a linear system $(z_k I - A)\tilde{x}_{k, \ell} = v_\ell$, with a zero initial guess. Then we have $x_{k, \ell}^{(p+1)} = S_p^{(k, \ell)}(z_k I - A)v_\ell$, where $S_p^{(k, \ell)}(z_k I - A)$ is the polynomial of degree $p$.

Using $S_p^{(k, \ell)}(z_k I - A)$, $\hat{m}_R$ in (5) is approximated as

$$\hat{m}_R \approx \hat{m}_R^{(p)} = \frac{N}{L} \sum_{\ell=1}^{L} \sum_{k=1}^{N} w_k v^T \ell S_p^{(k, \ell)}(z_k I - A) v, \tag{6}$$

The linear combination of $S_p^{(k, \ell)}(z_k I - A)$ can be represented as $Q_p^{(N, \ell)}(A)$ because of the shift invariance of the Krylov subspace\textsuperscript{[7]}:

$$Q_p^{(N, \ell)}(A) = \sum_{k=1}^{N} w_k S_p^{(k, \ell)}(z_k I - A).$$

As shown in Section 2, the polynomial filtering method approximates the band-pass filter $h(\lambda_i)$ by $P_p(\lambda_i)$. The rational filtering method uses the Krylov subspace method to approximate $h(\lambda_i)$. Let $A$ be a diagonal matrix whose diagonal elements are eigenvalues of $A$, and let $U$ be a unitary matrix whose $(i, i)$-th column is the eigenvector $u_i$ of $A$, that is, $A = UAU^H$. The estimated eigenvalue counts in (6) can be written as

$$\hat{m}_R^{(p)} = \frac{N}{L} \sum_{\ell=1}^{L} v^T \ell U Q_p^{(N, \ell)}(A) U^H v,$$

$$= \frac{N}{L} \sum_{\ell=1}^{L} \sum_{k=1}^{N} Q_p^{(N, \ell)}(\lambda_i) |v^T \ell u_i|^2.$$

Therefore, the rational filtering method approximates the band-pass filter $h(\lambda_i)$ by

$$R_p^{(N, L)}(\lambda_i) = \frac{N}{L} \sum_{\ell=1}^{L} Q_p^{(N, \ell)}(\lambda_i).$$

In practice, the value of $p$ is decided when the $(p+1)$-st residual norm of the linear systems or $|\hat{m}_R^{(p)} - \hat{m}_R^{(p-1)}|$ is smaller than a tolerance. The number of iterations of the Krylov subspace method is same as the degree $p$ of $R_p^{(N, L)}(\lambda_i)$. The coefficients of the filter function $P_p(\lambda_i)$ do not depend on the eigenvalue distribution. Therefore, $P_p(\lambda_i)$ has a fixed form that depends on $p$ and $[a, b]$. On the other hand, the coefficients of the filter function $R_p^{(N, L)}(\lambda_i)$ depend on the eigenvalue distribution. Therefore, $R_p^{(N, L)}(\lambda_i)$ has a transmuted form that depends on $p$, $[a, b]$, $v_\ell$, $w_k$, $z_k$ and $\lambda_1, \lambda_2, \ldots, \lambda_N$.

### 3.2 Error of the estimated eigenvalue counts

Let $e_R = \hat{m}_R^{(p)} - \hat{m}_R$ be the error of the estimated eigenvalue counts. Using (5) and (6), $e_R$ can be written
as
\[ e_R = \frac{n}{L} \sum_{k=1}^{L} \sum_{\ell=1}^{L} w_k v^T (z_k I - A)^{-1} r_{k,\ell}^{(p+1)} , \]
where \( r_{k,\ell}^{(p+1)} = v_\ell^T (z_k I - A) x_{k,\ell}^{(p+1)} \) is the \((p+1)\)-st residual. The \((p+1)\)-st residual \( r_{\sigma}^{(p+1)} \) of the COCG method applied to \((\sigma I - A)x = v_\ell^T \) with a zero initial guess satisfies
\[ r_{\sigma}^{(p+1)} = \xi_{k,\ell}^{(p+1)} r_{\sigma}^{(p+1)} = \xi_{k,\ell}^{(p+1)} c_{p+1}^{(p)} (\sigma I - A) v_\ell, \]
where \( c_{p+1}^{(p)} (\sigma I - A) \) is the residual polynomial, and \( \xi_{k,\ell}^{(p+1)}, \sigma \in \mathbb{C} \). Then, the error \( e_R \) can be written as
\[
e_R = \frac{n}{L} \sum_{\ell=1}^{L} \sum_{k=1}^{L} w_k v^T (z_k I - A)^{-1} r_{\sigma}^{(p+1)} c_{p+1}^{(p)} (\sigma I - A) v_\ell \]
\[ = \frac{n}{L} \sum_{\ell=1}^{L} \sum_{k=1}^{L} g_{\ell+1} (\lambda_i) \| r_{\sigma}^{(p+1)} \|_2^2 c_{p+1}^{(p)} (\sigma - \lambda_i) \| v_\ell^T u_\ell \|^2 , \]
where \( g_{\ell+1} (\lambda_i) = \| r_{\sigma}^{(p+1)} \|_2^2 \sum_{k=1}^{L} w_k k_{\ell}^{(p+1)} \) and \( k_{\ell}^{(p+1)} = (z_k - \lambda_i) \). Here, if \( \sigma I - A \) is Hermitian positive definite, then the polynomial \( c_{p+1}^{(p)} (\lambda_i) \) is constructed so that it minimizes \( \| r_{\sigma}^{(p+1)} \|_2^2 \sum_{k=1}^{L} w_k k_{\ell}^{(p+1)} \). It is expected that \( g_{\ell+1} (\lambda_i) \) is a function which decays outside the given interval, i.e., \( g_{\ell+1} (\lambda_i) \approx 0 \) for \( \lambda_i \notin [a, b] \). Therefore, we expect \( e_R \) is small when eigenvalues sparsely distribute in the target interval.

4. Numerical examples

Two numerical examples are presented in this section. The first example depicts how polynomials work as filter functions in the stochastic estimation methods. The second example depicts how the degrees of the polynomials in (4) and (6) affects the estimation of the eigenvalue counts. All the computations were performed using MATLAB 8.3. The elements of the sample vectors were constructed by the MATLAB function `randn` with seed 0.

4.1 Example 1

In this example, we explore the behavior of the filter functions in the polynomial and rational filtering methods by changing the distribution of the eigenvalues. The test matrices are diagonal. The diagonal elements of the test matrices are diagonal. The diagonal elements of \( A = \{ a_i \}_{i=1,\ldots,1000} \) were set for the two cases: case 1: \( a_i = c_i \); and case 2: \( a_i = \text{sign}(c_i) \sqrt{|c_i|} \), where the values of \( c_i \) are linearly spaced in the interval \([-1, 1]\), that is, \( c_i = -1 + 2i (i-1)/999 \), and \( \text{sign}(\cdot) \) is the sigmoid function. The target interval \([a, b]\) was set to \([-0.035, 0.035]\). The exact eigenvalue counts for the matrices of cases 1 and 2 are 34 and 2, respectively. The parameters were set to \( p = 200, L = 30, N = 16 \), and the integral path \( \Gamma \) was taken to be a circle centered at \((b + a)/2\) with radius \((b - a)/2\). The linear systems were dealt with the shifted COCG method \((s\text{-COCG}) \) [8], and \( \sigma = 2 > \max(\lambda_i) \).

The filter functions and \( g_{\ell+1} (\lambda) \) for the cases 1 and 2 are shown in Figs. 1 and 2, respectively. The horizontal axes indicate the eigenvalues. Markers indicate the approximated filter function for each eigenvalue, as obtained by the polynomial filtering method \( P_p (\lambda) \), the polynomial filtering method with the Jackson coefficient \( P_p (\lambda) \), and the rational filtering method \( R_p^{(N,L)} (\lambda) \). Here, \( h(\lambda) \) is the exact band-pass filter. We can see that \( P_p (\lambda) \) and \( P_p (\lambda) \) have the same form for each case, whereas \( R_p^{(N,L)} (\lambda) \) has a different form for each case, and \( g_{\ell+1} (\lambda) \) decays outside the target interval. In Fig. 2, we can see that \( R_p^{(N,L)} (\lambda) \) and \( g_{\ell+1} (\lambda) \) decay more rapidly outside the given interval than the case 1.

This results indicate that the rational filtering method is more effective when the distribution of the eigenvalues in a given interval is sparse.

4.2 Example 2

In this example, we investigated how the estimated eigenvalue counts varied as the degree \( p \) of the polynomial increased. The test matrix was taken from the ELSES matrix library [9], and its physical origin was a thermally vibrating carbon nanotube. This matrix is a real symmetric matrix of dimension \( n = 4000 \). The target intervals \([a, b]\) were set to \([0.1, 0.15], [-0.125, -0.075], \) and \([0.33, 0.38]\); note that these all have the same width. The exact eigenvalue counts in these intervals are 32, 4, and 2, respectively. The parameters were set to \( p = 10, 20, 50, 100, 150, \) and 200, and \( \sigma = 2 > \max(\lambda_i) \), and \( \lambda_1, \lambda_2, \ldots, \lambda_n \) were computed by the MATLAB function `eig`. The other parameter values were the same as in Example 1.

The estimated eigenvalue counts for these intervals are given in Tables 1, 2, and 3, and the approximated filter functions and \( g_{\ell+1} (\lambda) \) are shown in Figs. 3, 4, and 5. The value \( \tilde{m}_p (\lambda) \) indicates the estimated eigenvalue counts of the polynomial filtering method using the Jackson coefficients. In Table 3, we can see that...
...asymptotic estimate of eigenvalue counts effectively when the target interval lies in a sparse region of the eigenvalue distribution.

5. Conclusion

In this paper, we analyzed the filter function in the rational filtering method in which the solutions of the linear systems are approximated by a fixed iteration of a Krylov subspace method. We showed that the rational filtering method is effective in an interval where the eigenvalues are sparsely distributed, and it was confirmed by some numerical experiments. As an area of future work, we intend to analyze the filter function of the stochastic estimation method for generalized non-symmetric eigenvalue problems.
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