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**Abstract**—In order to achieve the full potential of the Internet-of-Things, connectivity between devices should be ubiquitous and efficient. Wireless mesh networks are a critical component to achieve this ubiquitous connectivity for a wide range of services, and are composed of terminal devices (i.e., nodes), such as sensors of various types, and wall powered gateway devices, which provide further internet connectivity (e.g., via Wi-Fi). When considering large indoor areas, such as hospital or industrial scenarios, the mesh must cover a large area, which introduces concerns regarding range and the number of gateways needed and respective wall cabling infrastructure, including data and power. Solutions for mesh networks implemented over different wireless protocols exist, like the recent Bluetooth Low Energy (BLE) 5.1. While BLE provides lower power consumption, some wall-power infrastructure may still be required. Alternatively, if some nodes are battery powered, concerns such as lifetime and packet delivery are introduced. We evaluate a scenario where the intermediate nodes of the mesh are battery powered, using a BLE relay of our own design, which acts as a range extender by forwarding packets from end-nodes to gateways. We present the relay’s design and experimentally determine the packet forwarding efficiency for several scenarios and configurations. In the best case, up to 35% of the packets transmitted by 11 end-nodes can be forwarded to a gateway by a single relay under continuous operation. A battery lifetime of 1 year can be achieved with a relay duty cycle of 20%.

**Index Terms**— BLE, Bluetooth, low-energy, wireless sensor networks, mesh networks.

I. INTRODUCTION

Wireless mesh networks can be the platform for many applications. A common use case are sensor networks [1], but others include domotics [2], automated inventory tracking or localization [3]. Specific scenarios include healthcare [4], [5], security [6], [7] and warehouses and industrial facilities [8].

Depending on the application, mesh networks can be built with Wi-Fi devices, for example, but Wi-Fi end-points or routers are more costly, and typically require wall power.

On the other hand, BLE devices benefit from a comparatively lower cost, power efficiency, and smaller device sizes. The specification for Bluetooth Mesh networking was introduced in 2017 [9], and is meant to operate over implementations of BLE, which itself was integrated into the Bluetooth specification as of version 4 [10].

A controlled flood routing mechanism allows for global connectivity among all nodes for applications where only advertising channels are used, avoiding the need to establish specific channels. Although this simplifies the network setup and adds some resilience to node failure, it causes not only congestion due to collisions, but also increases energy cost due to the redundant transmissions. Also, nodes that are battery powered may power down periodically to save energy, in which case packet transit may be compromised. To support this, some nodes act as friends to these low-power nodes. Friends will buffer packets meant for the low-power nodes. Friends will buffer packets meant for the low-power nodes, until these become active. This however implies that the friend nodes must be constantly powered, otherwise the packet delivery would again be compromised. In other works, the majority of the network, i.e., the intermediate nodes acting as relays, must either be equipped with long lasting batteries, or wall-power must be readily available. This is not only costly, but may make the deployment of BLE mesh solutions unviable in legacy locations without this prior infrastructure.
Therefore, despite the relative maturity of the BLE Mesh specification, and its suitability for the Internet-of-Things (IoT), the current specification is not without drawbacks \cite{11}. Some works in the state-of-the-art have identified some limitations or potential improvements which are mostly driven by specifics of the use-case \cite{11}--\cite{13}. In fact, the Bluetooth Special Interest Group (SIG) defines operational models at the application-layer, based on the most common use cases suitable for BLE mesh \cite{14}.

As pointed out, relays and friend nodes must, in the general purpose use case of the BLE mesh, be powered on at all times. However, for more significant deployment of BLE mesh networking for future IoT applications, devices reliant only on battery power would be more beneficial. So, in this paper, we present an evaluation of a battery-powered relay node design, and of the effect of different operating policies on the relay’s lifetime, and the Packet-Delivery-Rate (PDR).

The relay’s main purpose is two-fold: 1) to allow for installation of BLE mesh networks where wall-power is not available for intermediate nodes, and 2) to allow for packet relaying in indoor environments where Line-of-Sight (LOS) is more important than actual transmission range. Although BLE 5 now supports transmission ranges up to 100 m \cite{15}, this greater transmission range would mainly allow for a reduction in the number of relays by covering longer distances in LOS with fewer devices. This is typically not the case in most scenarios, with exceptions such as large warehouses.

We consider use cases where the end-nodes periodically transmit sensor data, and rely on the relays to extend their range to the gateways. The relays must be strategically placed such as to, ideally, ensure LOS throughout the indoor space. This contrasts with the conventional friend node and low-power node topology, as the relay/friend nodes must now preserve battery life. We also contemplate that end-nodes may be subject to an application dependent degree of mobility, e.g., if they are attached to mobile equipment, or are intended to verify the existence of assets in storage. In this regard, the end-nodes themselves may or may not also be battery powered, but our focus is on the lifetime and forwarding efficiency of the relay as a function of its configuration.

Continuous operation by the relays would result in an unsuitably short battery life. Therefore, by configuring their listening period with a low duty-cycle, the battery life can be extended. As expected, this results in packet losses, especially as the traffic is uplink (from the end-nodes to the gateway), whereas in the conventional case, the network configuration is designed to assure high PDR. However, some applications may not consider that all data is high priority, and some degree of data loss and/or end-to-end delay may be acceptable.

We present an in-house design for a battery-powered BLE relay, and characterize the system’s packet loss in different conditions. Specifically, we vary the number of client nodes, the listening time spent on each BLE channel, and apply two different forwarding policies. Additionally, we subject the system to noise from other Bluetooth devices external to the network. We validate the operation of our BLE relay design by manufacture and assembly, employing some of the units as beacons (so we may configure transmission periods), while another unit performs the relay function under several software configurations which implement our operating policies.

This paper is organized as follows: Section II reviews related work, Section III describes the network topology we addressed, Section IV:node presents the design characteristics of the BLE relay node, and the configurable operating parameters, like the duty cycle and forwarding policy. Section V presents experimental evaluation of packet reception rates for different scenarios. Section IV concludes the paper.

## II. Related Work

As we mentioned previously, the performance of BLE based mesh networking can vary based on use-case, and on which quality metric we wish to ensure, e.g., longevity, PDR, or resilience to failure. A comprehensive survey on the research efforts in BLE mesh topologies is presented by Darroudi et al. \cite{16}. The survey categorizes and compares nearly 30 approaches to BLE network designs, including standardization solutions proposed by the Bluetooth SIG and the Internet Engineering Task Force (IETF), academic solutions, and proprietary solutions. Additional studies address emergent applications, limitations, and potential improvements \cite{11}, \cite{13}, \cite{17}, \cite{18}.

A major distinction between mesh approaches is whether data is transmitted by flooding (e.g., using the BLE advertising channels), or through end-to-end connections through specific nodes. A comparison is presented in \cite{19}, where the authors compare the Trickle flooding protocol \cite{20} with the FruityMesh connection based protocol \cite{21}. Both are evaluated regarding their multi-hop efficiency, for a network of nine intermediate nodes placed between two source and sink nodes. The packet delivery ratio and the end-to-end delay are measured. Both approaches are comparable in this scenario, with a packet delivery rate of close to 40% when 10 packets are generated per second by the source node. FruityMesh suffers an end-to-end delay which is approximately 9× higher compared to Trickle, but in turn requires 3× less power.

Kim et al. \cite{22} present BLEMesh. A packet forwarding protocol is proposed to transmit batches of packets. Less transmissions are required in total to transport data end-to-end, through intermediate nodes, relative to naive flooding or routing based approaches. The packets include priority tables used by intermediate nodes to determine if a received packet should be re-transmitted, based on whether or not that packet was already forwarded by a node of higher priority. A downside is that the payload capability of the BLE packet diminishes as the number of nodes and batch size increases. A simulated evaluation for a mesh with 5 nodes, and assuming only one advertising channel, achieves a reduction of 54.5% in the required number of transmissions, relative to flood routing.

Brândão et al. \cite{23} propose the Drypp protocol, based on the Trickle flooding protocol \cite{20}. Trickle is a mesh network protocol for BLE where each node captures and attempts to re-transmit data at a later time, unless it meanwhile listens to redundant transmissions sent by other nodes. Drypp introduces a load balancing method which relies on dynamic adaptation of the protocol parameters based on each node’s battery level. For three test nodes implementing the Drypp protocol,
an 11% increase in network lifetime was achieved relative to Trickle, in exchange for a 7.5% decrease in throughput.

A BLE mesh network relying on a routing protocol is evaluated in [24]. The proposed mesh network is designed for environmental monitoring and disaster scenarios, and both the edge (sensor nodes) and the Wi-Fi capable gateway nodes are battery powered. Information is propagated based on Trickle routing [20]. To extend battery life, the sensor nodes are periodically shut off, and modifications to the Trickle algorithm are introduced to prevent packet loss due to these power-down periods. Given the periods for listening and transmission time, the authors estimated a lifetime of 589 days for a sensor node, and 511 days for a gateway, when equipped with 6000 mAh and 8000 m Ah lithium polymer batteries, respectively.

The work in [25] addresses optimization of the use of Bluetooth relays in mesh networks. Connection-less mesh networks propagate data by controlled flooding between nodes, until the destination node of a particular data packet is reached. However, this leaves the network vulnerable to excessive flooding as a function of the number of nodes used as relays and/or selected to be relays. The authors employ state-of-the-art relay selection algorithms to a BLE mesh network, and evaluate the effect of six different relay selection algorithms to a Connected Dominating Set (CDS) representation of the mesh. Using an in-house simulator, different relays densities were tested with two end nodes exchanging 1000 messages one-way. The lowest packet loss can be achieved by computing the routing with the fewest hops, but the lowest power consumption is possible for a genetic algorithm which finds the minimum CDS of the network, at the cost of suffering the highest packet loss (as high as 80%).

In [26], a method for relay node management is proposed based on a tree representation for the mesh network, together with an integer linear programming formulation which minimizes the number of relay nodes required to ensure connectivity between all nodes. The algorithm requires that the number of nodes and network topology be known to determine the relay routing. Using an in-house simulator, the authors evaluate the routing efficiency and energy consumption of a system composed of up to 100 nodes in an indoor configuration where LOS is not possible for all pairs of nodes. A power consumption reduction of up to 12× is claimed over the conventional case where any relay node can be used as a relay during forwarding (i.e., flooding).

In [27] the same issue of relay selection to avoid excessive flooding and collisions in BLE mesh topologies is addressed. The authors argue that BLE mesh is designed for simple devices, and that therefore relay selection algorithms may be difficult to implement. Regardless, adequate selection is required in order to reduce broadcast flooding and overall power consumption of the mesh by avoiding redundant re-transmissions. Three relay selection algorithms are implemented by simulation of the lowermost layers of the BLE stack specification. They are compared in terms of PDR and resilience of the resulting network when relay failures occur. All algorithms start with a network discovery phase where only some nodes are chosen as relays. The first is a greedy algorithm that selects as relays those nodes which have the most yet undiscovered neighbours, the second algorithm applies pruning to redundant relays, and the third is a modification of a state-of-the-art ad-hoc networking algorithm [28]. For meshes with 100 nodes, and several tested node densities, all algorithms outperform the case where all nodes act as relays, which is the default behaviour of the BLE mesh specification. The choice of algorithm is concluded to be application dependent, as node failure resiliency and PDR vary based on node sparsity and the number of relay nodes.

Darroudi et al. [12] note that while BLE mesh was proposed to increase coverage over previously existing star topologies, the issue of the resulting power consumption is significantly overlooked in other works. The use case where end-nodes are considered lower-power nodes is addressed. The end-nodes sleep periodically, and the rest of the network assumes wall-powered relays, including friend nodes. At the time of writing, the friendship feature was not supported by the Nordic SDK, therefore the authors implement this behaviour at user level according to the BLE specification. The authors conclude that the design, configuration, and topology of a BLE mesh has significant impact on mesh lifetime and PDR, and since these are mostly application dependant (i.e., determined by requirements) no optimal configuration exists. While the BLE mesh specification allows for low-power end nodes to idle often, it requires that all intermediate relay nodes (i.e., friend nodes) be constantly powered to ensure packet delivery. Therefore, BLE mesh in general does not cover all use cases for IoT, specifically in the absence of wall power for all nodes, or where lifetime of battery-powered nodes is a concern.

In [13] improvements of the friendship mechanism are also addressed. The authors point out that although the friendship feature was introduced to support low-power nodes, the remaining nodes must remain in a constant scanning state. Additionally, the specification is better suited for use cases where the low-power nodes primarily transmit data, being unsuitable for cases where they are desired as data receivers. Also, the friendship mechanism suffers from asynchronicity between the friend node and its connected low-power nodes, and the retransmissions on the multiple advertising channels. The authors briefly evaluate the possibility of very precise time synchronization to reduce request and listening periods, and also transmission using only one channel, but discard these possibilities in favor of two modifications to the request and response protocol between friend nodes and low-power nodes. Firstly, the low-power node’s listening window is reset per every packet the friend node dispatches, allowing for a burst mode where multiple requests by the low-power nodes are avoided, thereby reducing the amount of time the receiving low-power node must remain active. However, this in turn increases the polling time of other waiting nodes. Therefore, the low-power nodes are also modified in a second strategy, Burst Transmissions with Listen Before Transmit (BTLBT), where each low-power node first probes the medium before sending a request. The strategies were evaluated using five Nordic Semiconductor nRF52840 based devices, and by modifying an open-source implementation of the BLE mesh specification. For a configuration of one friend node and four low-power nodes, and a power consumption model presented
TABLE I
SUMMARY OF EXPERIMENTAL RESULTS OF COMPARABLE APPROACHES

| Work      | Protocol/Strategy     | Type* | Total #Nodes | #Sources / #Sinks | Node Dist. (m) | TX Rate (p/second) | End-to-End Delay (ms) | Packet Delivery Ratio (%) | Node Power (mW) |
|-----------|-----------------------|-------|--------------|------------------|----------------|---------------------|------------------------|------------------------|---------------|
| [19]      | FruityMesh            | phys. | 9            | 1 / 1            | 1.5            | 1, 5, 10            | ~3.8E3                 | 100%, ~90%, 40%         | 9.4           |
| [19]      | Trickle               | phys. | 9            | 1 / 1            | 1.5            | 1, 5, 10            | 0.5E3                  | 100%, 80%, ~35%         | 28.5          |
| [23]      | Drypp                 | phys. | 5            | 1 / 1            | 1.5            | ~24^1               | -                      | 91%^1                  | 21.11^1 |
| [24]      | BLEMesh (batching)    | sim.  | 5            | 1 / 1            | -              | -                   | -                      | -                      | -             |
| [24]      | Trickle (modified)    | phys. | 6^1          | 6 / 1            | ~5             | 1/60                | 5–10                   | -                      | 1.85          |
| [25]      | MOC-CDS               | sim.  | 77–572       | 1 / 1            | 7              | 20–33^1             | 50–90                  | ~80%–95%               | N/A^1         |
| [25]      | Genetic algorithm     | sim.  | 77–572       | 1 / 1            | 7              | 20–33^1             | 60–130                 | ~20%                   | N/A^1         |
| [26]      | Minimum Relay Tree    | sim.  | 50^2         | 50 / 1           | 20             | 5/60, 4/6           | 97, 99                 | 63%, 56%               | 1.5, 5.5      |
| [26]      | Full Flooding         | sim.  | 50^2         | 50 / 1           | 20             | 5/60, 4/6           | 102, 128               | 90%, 82%               | 6.2, 22.6     |
| [27]      | Greedy Connect        | sim.  | 1000 random  | ~1.8–10          | 1–200          | -                   | ~95%–30%               | -                      | -             |
| [27]      | K2 Pruning            | sim.  | 1000 random  | ~1.8–10          | 1–200          | -                   | ~95%–30%               | -                      | -             |
| [13]      | BLE Mesh Standard Spec.| phys. | 5            | 1 / 4            | 1              | ~4                  | 248                    | 100%                   | 0.0624 |
| [13]      | Burst Tx.             | phys. | 5            | 1 / 4            | 1              | ~16                 | 67                     | 100%                   | N/A |
| [13]      | BTLLT                 | phys. | 5            | 1 / 4            | 1              | ~10                 | 95                     | 100%                   | 0.05 |
| Ours      | Immediate Fwd.        | phys. | 4, 13        | 2, 11 / 1        | ~1–5           | 1                   | -                      | 58%, 16%               | 24.74 |
| Ours      | Batching and Fwd.     | phys. | 13           | 11 / 1           | ~1–5           | 1                   | -                      | 35%–9%                 | 24.75–6.19 |

*Simulation or Physical, ^1+ Gateway, ^2 Given only as relative decrease, ^3 To the best of our understanding
^4Relative to Trickle, ^5 Derived from reported values

by [12], the BLE mesh standard was evaluated versus the proposed burst and BTLLT strategies. Depending on the expected downlink traffic, the lifetime of the low-power nodes can be increased by up to 2.5 months for the specific use case, which affords long idle periods for both the friend and low-power nodes. This approach is similar to the batching and forwarding approach we present, but the relay/friend node takes on an active role rather than a passive role, by holding and forwarding messages while periodically preserving its own battery.

In general, the choice of protocol and network topology is application dependant [11], [12]. Table I summarizes the results from the experimental evaluations shown in this section, including our own. The values reported are our best effort at a comparison of the presented approaches. Depending on the respective experiments, some columns show either scalar, ranges of values, or lists (correspondence between list values is kept column to column). Node power reports the power consumption of each node of the tested mesh, taking into account the entire operating time, including any sleep periods of the nodes (i.e., the average power consumption throughout the experiment lifetime).

The experiments we conducted can be categorized as controlled flooding mechanism, but where we rely on details specific to a class of applications to determine forwarding behaviour. We consider end nodes with a constant packet rate, and envision a topology for the network where a relay is responsible for the end nodes within its range. Additionally, we are not concerned with end-to-end delay, as data is non-critical and given equal importance. We also conduct experiments while introducing real-world noise due to other wireless devices external to the network, which we have not observed in other works we have identified. We implement a behaviour similar to the BLE friend node, but we consider the case of unidirectional data transmissions, where the end-nodes do not idle, and instead the relay (acting as a friend, due to data batching), must sleep in order to preserve its own battery. As for the battery life of end-nodes, if we envision applications where the data to be retrieved originates from mobile equipment or assets in long-term storage, where longer lasting batteries and/or very lower transmission periods can be used to not compromise functionality. Our batching and forwarding approach is not dissimilar to Marco et al. [29], also mentioned in [27], where end-nodes randomize advertisement intervals, and only first hops are repeated, but only once. We study the effect of further repetitions.

III. NETWORK TOPOLOGY

The use-case network topology for the evaluation of our relay, and respective forwarding policies, is shown in Figure 1. We target use cases where the end nodes are battery powered, and periodically transmit information about the environment (e.g., sensor data). The gateways are BLE/Wi-Fi devices which synchronize the status of the network with the centralized system. The devices were programmed by resorting to version 15.2.0 of the nRF5 SDK [30], which is certified to be BLE 5 compliant by the Bluetooth SIG.

One of the characteristics of BLE is the transmission range (approximately 20m). This means that either all nodes placed throughout the site have to be within this range of a wall-powered gateway in order for data to be retrieved by those nodes, or that data is forwarded through nodes. However, if the end-nodes are simple sensors and cannot move data to and from each other (or if they are physically placed in such a way that a sequence of hops from end node to gateway cannot be established), more sophisticated battery-powered intermediate nodes are required which do not gather data themselves, but serve as range extenders to the gateways.

This paper presents a design of a relay node, which functions as a packet receiver, gatherer, and re-transmitter.
Fig. 1. BLE mesh topology, with battery-powered end nodes and intermediate relay nodes, and wall-powered BLE/Wi-Fi gateways interfacing with an upstream server system.

This makes it possible to extend the network range in situations where the indoor configuration or cost do not allow for a more ubiquitous distribution of wall-powered gateways. It also provides a cheaper solution relative to fully-fledged gateways, since it may replace them where Wi-Fi capabilities are not needed. Additionally, since the relays are battery powered, they are easy to relocate according to changes in the application requirements, or simply to tune the quality of the sensed data.

IV. BLE RELAY NODE

The purpose of the BLE relay device is to serve as a packet forwarder. It discards (i.e., does not forward) packets originating from devices which are not part of its own network. Currently this is done by MAC address filtering. The only payload sent is the identification of each node.

We implemented two functionally identical relay designs, both based on a single Nordic Semiconductor nRF52832 micro-controller [31], which performs the packet reception and re-transmission, and idles the relay by going into a low-power mode. The configuration parameters listed earlier, such as listening intervals and periodicity, are controlled by the firmware residing on the non-volatile program memory of the nRF52832 chip. All relay implementations are composed by one single-layer, dual-sided, FR-4 PCB with a 1 mm thickness.

The first prototype relay contains the nRF52832 chip, a J-Link type programming header, and a single 3.3 V CR2032 button cell battery. The relay is considerably small, with a 23 mm × 38 mm × 10 mm profile. The antenna for reception and transmission of Bluetooth packets is a co-planar Inverted F Antenna (IFA), tuned for 2.4 GHz.

The schematic of the second prototype is shown in Figure 2. It is designed for a longer lifespan, relying on a series of four 3.3 V AA batteries when deployed in a location where wall power is unavailable, which is the primary use-case of the device. Alternatively, a mini-USB connector accepts a 5 V input. An LTC4419 chip [32] is used as a power selector, which prioritizes the USB power input. A TPS62125 [33] regulates the chosen input to 3.3 V for the nRF52832. Finally, the J-Link programming header powers the device in the absence of other power sources. The antenna design is identical to that of prototype A (albeit with a longer trace to the PCB edge, of 2.1 cm), and the device is 74 mm × 64 mm × 25 mm. Experimental evaluations in this paper consider only this relay variant.

The relay’s software can accept a number of configuration parameters which will be the focus of the experimental evaluation. Figure 3 shows the cyclical operation mode of the relay during scanning. The relay stays in a given channel during a scan interval, and listens on that channel during the length of the scan window. In our tests we vary the length of the scan interval and set the scan window to an equal value. We evaluate the effects of two forwarding policies and estimate lifetime of the devices as a function of the sleep time (for the best performing scan interval and policy). Only advertising channels are used, and paired connections are not established, which is typical for one-way sensor meshes.

V. EXPERIMENTAL EVALUATION

We evaluate the relay’s performance regarding packet reception and forwarding, for different scan interval lengths,
policies, and sleep time. We employed the experimental setup shown in Figure 4. In addition to the elements of the system shown, additional BLE nodes were placed in the environment, to act as noise, thus subjecting the system to a realistic operating condition. For all our tests, the scan window occupies the entire duration of the scan interval, in order to evaluate only the effects of the listening time, forwarding policy and sleep time. Exploring the effects of the length of sleep time (i.e., device duty cycle), in conjunction with non-equal scan window and interval lengths, on power savings and performance is out of the scope of this paper.

Given this, we evaluated the following characteristics:
- the rate of packets received by the relay while subject to noise, for different scan intervals (i.e., advertising channel switching periods);
- the forwarding efficiency between the relay and a gateway using an immediate forwarding policy, first with two client nodes, and then with 11 client nodes;
- forwarding efficiency for 11 nodes, under a policy which buffers received packets and forwards replicas to the gateway, to reduce the overhead of switching between radio modes;
- power consumption as a function of device duty cycle (i.e., sleep time).

In order to account for all transmitted and received packets, the relay and the terminal gateway communicate every packet received via serial connection. Each packet is annotated with the originating node. Since the transmission period of the nodes is known, we know the total transmitted packets for a given run time. We can then compute the packet losses in different conditions, between the nodes and the relay, and between the relay and the gateway.

### A. Relay Reception Efficiency for 2 Nodes

In this test, the relay’s packet reception rate under noise was tested for two client nodes, set to transmit advertising packets with period of 1 s. The test environment contained another 15 BLE nodes, external to the network, advertising at different intervals and thus acting as noise.

We varied the relay’s scan interval between 50 ms and 1150 ms. The scan window occupies the entire period. What is measured in this case is the packet reception rate under noise, and due to the intrinsic loss of packets due to the randomness of the selected transmission and reception channels. The Bluetooth specification outlines a total of 40 channels, three of which (37, 38 and 39) are used for advertising packets.

![Fig. 4. Experimental setup for relay efficiency evaluation.](image)

**Figure 5** shows the measured reception rates of the relay. Three runs were performed per configuration. Per run, each of the two nodes transmitted 600 packets. For a transmission rate of 1 packet per second, this totals an experimental time of 90 min per configuration. For all experiments the average reception rate is 88% ($\sigma = 1.02\%$).

The scan interval does not affect the reception rate significantly. Even so, it is marginally more efficient for the relay to stay tuned into a single channel for as long as possible, i.e., longer scan intervals. This might contribute to a slightly reduced packet loss since less time is spent switching radio channels, which contributes to idle time. Also, since the Bluetooth protocol also dictates that an advertising event must be sent by a node on all three channels, the likelihood of the relay capturing a packet is higher by staying on a single channel for a period of time which is greater than the node’s transmission period.

Note that in this scenario the relay’s radio never transmits, and we evaluated the best case reception rate in a noisy scenario. Since the radio is half-duplex, once the relay begins forwarding packets, its reception rate will consequently decrease, as we present next.

### B. Relay Forwarding Efficiency for 2 and 11 Nodes

**Figure 6** shows the reception efficiencies between the nodes and the relay, and between the relay and gateway. Figure 6a shows the case with 2 client nodes, and 15 nodes acting as noise, and Figure 6b shows the case with 11 client nodes, and 6 nodes acting as noise. In these experiments, the sleep time is zero, as we wish to evaluate the performance, for a long period of operation, only as a function of the network size, scan interval, and noise introduced by other devices. The relay has an immediate forwarding policy for every packet received.

**Figure 6a** shows that the relay experiences a greater packet loss relative to the data in Figure 5, since it was configured to interrupt the scan interval and re-transmit immediately. This policy intended to reduce the travel time of the packets to the gateway. However this means that only one packet is relayed per scan interval, which explains the loss of packets from the nodes to the relay. Consequently, the number of packets...
forwarded to the gateway diminishes as the scan interval increases.

For scan intervals greater than 350 ms, the number of packets received by the gateways actually exceeds those forwarded. This is due to two factors. Firstly, for forwarding the relay must be switched to advertising mode for a duration such that only one packet is sent. However, non-deterministic behaviour during channel switching and switching between reception and transmission sometimes produces duplicate packets. Secondly, the gateway may receive packets directly from the nodes, depending on transmission power. This leads to an apparent increase in system performance for lengthier scan intervals, despite the relay’s losses.

Figure 6b shows the same metrics when 11 nodes are introduced into the system. For the same reason as before, the reception rate (for both the relay and gateway) decreases with the relay’s scan interval. However, this case shows how the relay effectively acts as an intermediate buffer to hold packets. The shorter the scan intervals, the quicker the relay echoes packets, decreasing the likelihood that packets are missed while the gateway is occupied, either by being in a non-listening state, e.g., switching between channels, or by being busy processing beacons received either directly from the nodes or by the relay.

However, even in the best case, only approximately 16% of the total packets sent arrive at the gateway, which implies significant energy expenditure by the beacons without benefit. The next section improves this with a different forwarding policy.

C. Relay Forwarding Efficiency for 11 Nodes & Batching Policy

We programmed the relay with a forwarding policy based on a listening period, and a forwarding period. During the listening period, the relay accumulates the captured packets, e.g., 4 packets from node #1, 10 from node #2, and one from node #3. During forwarding, the relay echoes up to \( N \) repetitions of a packet per node, regardless of how many packets were received per node. For instance, for 10 packets received for node #1, five echoes will be transmitted. This reduces the total traffic, and also normalizes the amount of packets sent upstream to the gateways, potentially boosting reception of packets sent by nodes under noisier conditions.

Figure 7 shows the reception rates, this time including also the rate of successful transfer between the relay and gateway. The three scenarios employ a listening period of 10 s, and a different number of packet repetitions each, e.g., five packet repetitions for Figure 7a. For each case, the interval between repetitions is also varied. Once again, the sleep time is zero, and the scan interval is 50 ms for all cases.

The listening time is also shown, which represents the amount of time during each listen-and-forward cycle that the relay is listening. The relay first listens during the scan time \( S_{\text{Time}} \) (switching between channels every scan interval), and buffers the packets. Then it enters forwarding mode where each packet is re-sent a given number of times \( (N_{\text{Repeats}}) \) at a set interval \( R_{\text{Interval}} \). Given that there are 11 nodes, the ratio between listening and forwarding time can be estimated as:

\[
L(%) = \frac{S_{\text{Time}}}{S_{\text{Time}} + R_{\text{Interval}} \times N_{\text{Repeats}} \times N_{\text{Nodes}}} \tag{1}
\]

In the best case, with 5 repetitions at 10 ms interval, up to 35% of packets are now successfully forwarded to the gateway, which is a 2.2x increase in performance relative to immediate forwarding. Although the relay captures less packets directly from the nodes, due to the lengthier forwarding period, the overall forwarding efficiency is higher.

That is, further energy savings could be obtained by now adjusting the end nodes to a less frequent transmission period, as the effort required to successfully deliver a packet to the gateway has decreased. In a multi-relay scenario, a superior performance should be expected, although the best strategy regarding scan interval, repeat interval, and repeat count would have to be determined. However, a possible approach would be to have each relay in the system forward only a subset of
Fig. 7. Reception rates between the several levels of the network, for different forwarding repetitions (i.e., Figures 7a to 7c), and for different intervals between repetitions. The listening time indicates the time the relay spends listening to the nodes and the remaining time is spent forwarding. The scan interval and window are 50 ms for all cases.

all nodes, thus reducing its own load and preventing excessive in-system noise. We leave these aspects as future work.

D. Estimated Power Consumption Vs. Sleep Time

This section explores the power consumption in continued operation as a function of sleep time, given that the forwarding rates during uptime are indicated by the previous experiments. To retrieve power consumption, we utilized a power profiler kit from Nordic Semiconductors [34].

We first use the power profiler to measure the current draw during radio operation (i.e., during scan window periods). Regardless of configuration values, the relay draws 7.5 mA.

We then evaluate the power consumption for different duty cycles defined by the scan and sleep times. The scan interval and window remain equal at 50 ms, and adopt a batching policy with 5 repetitions and a 10 ms repeat time. The efficiency for this case was 35%. The average current draw and efficiency as a function of the duty cycle can be calculated by the product of the cycle and these baseline values of 7.5 mA and 35%, respectively. The battery life is computed based on the relay’s four AA batteries totaling 12000 mAh.

Figure 8 shows the resulting efficiencies and battery life. The efficiency is shown based on the experimental runs with 11 nodes transmitting at a 1 s interval. In this case, a duty cycle of 100% leads to the 35% efficiency, but a battery life of only approximately 2.16 months. To attain a battery life of a year, a duty cycle of 20% is required, with an estimated efficiency of 7%. Note that the effective efficiency of forwarding remains 35%, since a duty cycle of 20% implies that, in the best case, 20% of all packets would be forwarded.

Additionally, note that for all experiments, the efficiency is dependant on the total amount of packets sent by the nodes. These experimental runs impose a 1 s period per node. For some applications like sensor networks for temperature or light intensity readings with periods of in the order of minutes, longer update periods would be tolerable, especially since a long battery life is also desired for the nodes.

We can extrapolate that for a node transmission period of 2.5 s, the relay could forward 87% of the packets, given the same up-time and fewer packets, a behaviour similar to the one observed for [19] (see Table I). For a duty cycle of 20% to ensure close to a year of battery life, the estimated efficiency would increase by 10 percentage points.

The efficiency and power consumption are still subject to additional parameters such as multiple relays, tweaks to the batching policy, different values for scan and sleep times which resulting the same duty cycle, node transmission period and number of nodes. As other works have illustrated, an optimal networking policy would largely be application dependant. [12]
VI. CONCLUSION

We have presented an evaluation of a Bluetooth device and packet forwarding policies in mesh networks. The objective of the relay device is to extend the range of transmission between end devices, such as Bluetooth nodes, and the gateway devices, which are wall-powered and communicate with a central server. The relays allow for more area coverage without additional gateways, which are more costly, and with further investment in wall-power infrastructure.

We first evaluated the relay’s packet reception with 2 nodes, under noise generated by 17 nodes which were not part of the system, for values of the scan window between 50 ms and 1150 ms, and found that the relay can receive up to 90% of the node transmissions, for a node transmission period of 1 s.

We then evaluated the forwarding efficiency, measured as the number of packets received by the gateway versus the total number of packets sent by the nodes. For a policy where the relay immediately forwards a received packet, only 16% of packets sent by 11 nodes are received by the gateway. By employing a policy of deferred forwarding, and multiple packet repetitions per listened node, this increases to 35%, given the setup of a single relay under load of 11 clients transmitting at a period of 1 s. Varying these parameters would influence the delivery ratio, and an acceptable ratio would be application-dependant.

Finally, we measured the power draw of the device using a power analyzer, and estimated the lifetime of the four AA batteries (12000 mAh) for different duty cycles and node transmission periods.

Future work includes study of different end-node transmission periods, the effect of hops over multiple relays, and the effect of larger relay batch sizes and/or packet repeats. Devices with capabilities antenna arrays for beamforming may provide even more efficient indoor mesh networking by avoiding reflections and optimizing energy usage [11].
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