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Abstract

Defocus blur always occurred in photos when people take photos by Digital Single Lens Reflex Camera (DSLR), giving salient region and aesthetic pleasure. Defocus blur Detection aims to separate the out-of-focus and depth-of-field areas in photos, which is an important work in computer vision. Current works for defocus blur detection mainly focus on the designing of networks, the optimizing of the loss function, and the application of multi-stream strategy, meanwhile, these works do not pay attention to the shortage of training data. In this work, to address the above data-shortage problem, we turn to rethink the relationship between two tasks: defocus blur detection and salient region detection. In an image with bokeh effect, it is obvious that the salient region and the depth-of-field area overlap in most cases. So we first train our network on the salient region detection tasks, then transfer the pre-trained model to the defocus blur detection tasks. Besides, we propose a novel network for defocus blur detection. Experiments show that our transfer strategy works well on many current models, and demonstrate the superiority of our network.

1. Introduction

Defocus blur detection (DBD) aims to separate the out-of-focus and the depth-of-field areas in photos, these photos with bokeh effects are usually taken by DSLR with a wide aperture lens[5].

DBD is an essential work for many computer vision tasks, as it has latent relationships with several tasks, such as salient region detection[35], rendering realistic bokeh[34], quality assessment[8], image deblurring[24], and so on.

During recent years, there are various DBD methods have been proposed. It can be divided into two categories: hand-craft based methods and deep learning-based methods, we will discuss these methods in Related Work with more details.

Current deep learning based methods are more focused on the design of model structures and loss functions. Those methods ignore the fact that the number of training samples in DBD dataset is quite limited. For instance, the training dataset used by current deep learning-based methods is Shi et al.’s dataset[38], which contains 704 defocus blur images, previous works often split them into two categories, images for training and for testing, 604 and 100 separately. Compared with other computer vision tasks which usually contain thousands even billions of training samples, the number of DBD training samples is not sufficient.

Salient region detection (SOD) is another prosperous region of computer vision, it aims at detecting and segmenting the most salient objects in the image. Coincidentally, there are some similarities between these two areas. Firstly, SOD and DBD are both binary segmentation. In other words, almost all deep learning models designed for SOD or DBD task can easily be applied to each other via retraining. From Figure.2, we can find that 255 represents salient regions s
and 0 represent background regions on salient region masks. Meanwhile, from Figure.3, 255 represents defocus blur regions $d$ and 0 represents non-defocus regions on defocus region masks. Besides, non-defocus regions are also named bokeh regions $b$. Figure.2 and Figure.3 are chosen from Shi et al.’s dataset[38] and DUTS-TR[48]. Secondly, those two tasks are very similar or even the same in some scenarios. In the image group in the upper right corner of Figure.3, the black area, the soldier, namely, the 0-pixel region, is obviously a salient region in the SOD subject. But the bokeh region in the first image group in the second row is not identical to its salient region, because some grasses and flowers are in the bokeh region, but the salient region in SOD tasks should not contain these grasses and flowers. Besides, this phenomenon widely exist in the other images in the two datasets.

We can draw a conclusion from this observed phenomenon: in photos with bokeh effects taken by DSLR, the bokeh region and the salient region are overlapping, and sometimes they are identical, which is represented as:

$$s \cap d \neq \emptyset$$  \hspace{1cm} (1)

In Figure.1, we describe the relationship between binary segmentation, SOD and DBD. It can be seen that SOD and DBD are subtasks of binary segmentation, and SOD tasks and DBD tasks are closely related.

Current development of the SOD task is faster than that of the DBD task. On the one hand, the DUT-TR dataset is the common training dataset for most SOTA models in SOD, which contains about 10553 images. It is far more than Shi et al.’s dataset. Plus, there are more elegant and fancy ideas in current SOD jobs due to the prosperity of the SOD task, there are more researchers who are interested in SOD task and more fancy models proposed for SOD task.

In this work, we hypothesize that leverage the use of SOD prior could alleviate the data shortage of the DBD task and take advantage of the well-developed network structure of SOD task. Furthermore, we draw on the experience of elegant SOD models and design a novel model to capture the
deeper information of different levels for DBD task. Experiments show that our strategy quantitatively and qualitatively outperforms many previous works. In addition, due to the highly correlated prior provided by salient region detection, we can make the DBD model to converge faster.

Overall, our main contributions can be summarized as follows:

- We find an elegant way to improve the DBD results: training our model on SOD dataset first, and then utilize the pre-trained model as the prior to fine-tuning the model on DBD dataset, which can markedly improve the final results and reduce the training time.
- We propose a novel network architecture named Adaptive Feature Integration UNet(AFIU) to solve the scale variance problem in the salient object detection task. This architecture achieves great performance on SOD and DBD tasks.
- We will release our results and code publicly to promote the development of SOD&DBD tasks.

2. Related Work

2.1. Defocus Blur Detection

Defocus blur Detection aims to separate the out-of-focus and depth-of-field area in photos, which is a fundamental work in computer vision. Thus, various models have been proposed to solve these problems. In early works, they mainly focus on the extracting of hand-crafted features[41, 38, 30, 39, 58, 44, 9, 54]. With the development of deep learning, CNN based methods have upset the ecological balance of many computer vision tasks, such as DBD task. DHDE was the first work extracting CNN based features on DBD task[31], it extracted hand-crafted features and CNN based features, and combined them together into a fully convolutional classifier to detect the blur region. Purohit et al.[33] proposed a double-branch structure to extract global features and local features separately. Zhang et al.[64] proposed a dilated fully convolutional neural network, which contains a pyramid pooling module and edge refinement module to improve the capability of the model. BTBNet[66] proposed a multi-stream bottom-top-bottom fully convolutional network, which includes two streams, a low-level stream and a high-level semantic information stream separately. DeFusionNET[45] detected blur regions via recurrently fusing and refining multi-scale deep features, which can effectively extract multi-scale features. CENet[67] divided DBD detector into multitudinous smaller detectors and proposed a cross-ensemble network to reduce the detection error of small classifiers. R^2MRF[43] improves the capability of extracting multi-scale information of the model via recurrently refining multi-Scale residual features.

2.2. Salient Region Detection

People could detect visually distinctive, namely, salient. Scene regions effortlessly and repeatedly in a pre-attentive stage[3]. Classical approaches for salient object detection are based on hand-crafted features [12, 19, 2, 15], and use multi-layer perception to classify these features like pixels and small sub-regions. Those traditional methods are not robust to scale changes and fail in complex scenes easily. Fully Convolutional Networks (FCN) gain great attention to many computer vision tasks and become a dominating approach in the salient object detection task. A good result of salient map detection depends on how effective multi-level features are aggregated. Previous works have provided manifold approaches to aggregate multi-level features. Our basic skeleton U-Net fuses multi-level features directly via transpose convolution and concatenation. Direct concatenation is simple, but it may lack the ability to aggregate the most important information from previous layers. It may also fuse redundant information as those features come from the same scale level. LEGS [47] proposes a network architecture that combines local estimation and global proposals via two sub-networks and introduces an extra global search module to fuse the estimation from those two sub-networks. This approach enlarges the network size significantly. Also, performing local and global predictions separately may not aggregate the multi-level features extracted by adjacent layers efficiently. [61] uses a bi-directional message-passing model to integrate multi-level information and use a gate function to control message passing; [65] leverage the attention module to select the most informative feature from multi-level architecture by giving it large weights. Compared to those two approaches, our network allows gaining the feature map in one-pass while still fusing multi-level features very well.

2.3. Deep Transfer Learning

Deep Transfer Learning can be classified into four categories[42]: instance-based deep transfer learning[55], mapping-based deep transfer learning[27], network-based transfer learning[27], and adversarial-based deep transfer learning[46]. We mainly focus on the network-based transfer learning method.

Network-based transfer learning method means reusing part of network weights on source domain, including connecting weights and model skeleton, and then transfer to a part of networks on the target domain. Normally, the reusing part of pre-trained models is the front-layers, which can be treated as a feature extractor. [13] divides the network into two parts. The first part is language-independent, and the last layer is a language-relative classifier. The former can be transformed into various languages. [27] uses the front-layers of CNN trained on ImageNet dataset[6] to calculate mid-level image representa-
tions on other datasets. Various works underline the benefit can be taken from fine-tune strategy from pre-trained models trained on big datasets[14], such as image retrieval[56], semantic segmentation[7], object detection[37], salient region detection[28] and defocus blur detection[45]. While most current DBD works used well-trained models trained on ImageNet as the backbone and achieved a positive effect, we think that compared with image classification, SOD has a stronger correlation with DBD as mentioned above. So in this work, we select SOD model as a pre-trained model to fine-tune our model.

3. Proposed Method

3.1. Transfer Method

Previous works only train the model on DBD datasets from scratch, which ignores the fact that the figure of the DBD dataset training samples is limited. To get the best performance of a model \( f \), we select the pre-training method as our transfer method, as it is the commonly used, convenient and sufficient approach[10]. We first train a model \( f \) on DUT-TR[48], then the well-trained model \( f \) is used to initialize the parameters of the whole network. We train the above model on Shi et al.’s dataset[38]. Similar to ImageNet pre-training, before the model trained on the DBD training set, we firstly train the model on the SOD training set.

3.2. Model

Our network is built upon the ResNet-50 [11] backbone. In the following demonstration, we use \( E_x \) to refer to the corresponding levels in ResNet-50. Eg. \( E_1 \) represents \( \text{conv}1 \) in ResNet-50, \( E_2 \) represents \( \text{conv}2_x \) in ResNet-50, etc. Multi-level features will first be sent to AIM modules in the encoder. AIM module is designed to provide relevant and effective supplement by combining features from adjacent levels. Then, the outputs from AIMS are fed individually into separate SIM modules for extracting multi-scale information from the current level adaptively. Finally, the processed information will be fused via a convolutional module and sent into the decoder. The decoder is designed as a stacked U-net to capture intra-stage multi-scale features.

The main components in the encoder module include aggregate interaction modules (AIMs) and self-interaction modules (SIMs) as proposed in [29]. After receiving different resolutions of features learned by different levels in ResNet50, we apply AIMs for aggregating features from these different levels, and then apply SIMs for further feature extraction. Each AIM module receives 2 or 3 different levels features from ResNet50 and the output from the AIM module will become the input into the SIM module. For the SIM module, it first applies convolutions of different parameters to the input to obtain two branches with different feature resolutions. It then performs up-sampling to the branch with low resolution and adds it to the original high-resolution branch via element-wise addition. Meanwhile, it also performs down-sampling to the branch with high resolution and adds it to the original low-resolution branch via element-wise addition.

Such interaction between features of different resolutions can help obtain abundant information about variant scales. The objective of SIM module is for acquiring multi-scale features from integrated features. In Figure.4, it includes five U-Net-like decoders. In the deepest level (the level corresponds to \( E_5 \) (conv5_x)), the feature output(\( E_5^* \)) from ResNet-50 will first be sent into the encoder, and the output (\( EC_5 \)) from the encoder will be sent to RSU5 block, which outputs decoded feature(\( D_5 \)). In the intermediate levels, similarly, before sent to the U-Net block, the feature (\( E_x^* \)) extracted from the backbone will first be fed into our adaptive feature fuse encoder. Then, we combine this encoded feature (\( EC_x \)) with the decoded feature (\( D_{x+1} \)) from the deeper level by concatenation. This combined feature will be fed into the UNet block at the current level for decoding. In the most shallow level (the level corresponds to \( E_1 \) (conv1)), after getting the decoded feature from RSU2, the final output will be obtained via a 1 \times 1 convolution layer.

The details of each RSU module are illustrated on the bottom of Figure. 4, the legend on the left indicates the elements with the corresponding sub-module.

![Figure 4. Model Architecture](image-url)
3.3. Implementation Details

To get a well-trained model, we first train the model on the SOD training set from scratch, and then finetune the above model on DBD dataset.

When train our model, we select DUTS-TR [48] as our SOD training dataset. The images are resized to 320 × 320 with 50% probability of vertical flip. Also, Random Color jittering is used for data augmentation. We choose Adam as our optimizer, with the initial learning rate set to 1e−5, the betas set to (0.9,0.999), and the weight decay set to 0. We set the batch size as 8. The network is converged after around 150 epochs (24 hours) and 200 epochs (6 hours) in the first stage and finetune stage separately. The loss function we use is standard binary cross-entropy,

\[
L = - \sum_{(r,c)} \left[ P_G(r,c) \log P_S(r,c) + (1 - P_G(r,c)) \log (1 - P_S(r,c)) \right]
\]

where \( (r,c) \) indicates the coordinates in the salient maps and \( (h,w) \) indicates the output size; \( P_G \), \( P_S \) denote for the ground truth salient map and predicted salient map, respectively.

In the fine-tuning stage, we train the model just follow the details of training our proposed model on SOD training set. the only differences are the figure of training epoch which is about 200 and we need to load the model weights trained on SOD dataset as initial weights rather than train from scratch.

Our training and testing are calculating on a 6-core, 12 threads PC with an INTEL i7-8700 3.2 GHz CPU (64GB RAM) and a GTX 2080ti GPU (11GB memory). We will release our code and results maps later.

4. Experiments

4.1. Datasets

4.1.1 SOD datasets

For the SOD pre-training, our network is trained on the DUTS-TR [48] dataset which contains 10533 images. It is a widely-used large-scale training dataset for salient object detection tasks. We choose to evaluate our method on six commonly used datasets, DUT-OMRON [57], DUTS-TE [48], ECSSD [40], HKU-IS [17], PASCAL-S [23] and SOD [21], to make comparison with other state-of-the-art methods.

DUT-OMRON, DUT-TE, ECSSD and HKU-IS are large-scale datasets with 5168, 5019, 1000 and 4445 test images, respectively. DUT-OMRON and DUT-TE contain rich object subjects with many complex scenes. Images in HKU-IS dataset have larger diversity on the spatial distribution and many of these images have indistinguishable backgrounds; ECSSD contains massive images taken in complex environments, therefore with high-level semantic meaning; PASCAL-S contains 850 challenging images with multiple objects and background clutter; SOD only contains 300 images but it is the most challenging one, where object overlapping happens frequently. Thus, we include all of these datasets to test the generalization capacity and accuracy of our method from different aspects.

4.1.2 DBD datasets

We train our model on Shi et al’s dataset[38], Shi et al’s dataset contain 704 images with defocus blur and corresponding masks. We select 604 for training and the rest for evaluation. Besides, We use DUT[66] for evaluation. DUT contains 500 images with pixel-wise annotations. This dataset is more challenging because some images may have low contrast focal regions, homogeneous regions, and background clutter.
4.2. Evaluation Metrics

In order for a comprehensive evaluation, we choose two common metrics to evaluate our model, $F_B[1]$ and MAE[32].

$F_{max}$: $F_B$ is the weighted harmonic mean of precision and recall. The higher the beta is, the more important the recall is considered. We set $\beta^2$ to 0.3 as most state-of-the-art methods did. The maximal $F_B$ values from the PR curve is denoted as $F_{max}$. $F_B$ is defined as

$$F_B = \frac{(1 + \beta^2) \times \text{precision} \times \text{recall}}{\beta^2 \times \text{precision} + \text{recall}}$$

(3)

MAE: MAE stands for the Mean Absolute Error, it calculates the mean of the absolute value of the difference between the ground truth salient map and the predicted salient map. It is defined as

$$MAE = \frac{1}{H \times W} \sum_{r=1}^{H} \sum_{c=1}^{W} |P_{(r,c)} - G_{(r,c)}|$$

(4)

where $(r,c)$ indicates the coordinates in the salient maps, $H,W$ denote the height and width of salient maps, and $G,P$ denote ground truth and prediction salient maps, respectively.
4.3. Effectiveness of the transfer learning

4.3.1 Quantitative Comparison

To verify the effectiveness of the fine-tuning strategy for DBD task, we compare results of test various methods with our strategy and results without our strategy. Thanks to the open-source of the current SOD works, we can directly use their well-trained model as the pre-trained model, which including SUN[20], U2-Net[35], u2-Netp[35], BASNet[36], MINet_res[28], MINet_vgg[49], CPD_vgg[52], CPD_res[52]. For fair comparisons, all models are trained repeatedly and kept their training strategies on SOD dataset, the best result is selected for comparisons.

From Table 2 and Figure 5, We could find out that our strategy works on most State-of-the-art deep learning based detection methods. In particular, in terms of the MAE, $F_\beta$, PR curves on DUT, and Shi et al.’s dataset, our strategy works well on the overwhelming majority of methods.

4.3.2 Qualitative Comparison

Figure 6 provides visual comparisons of various models results with and w/o our training strategy. We choose 12 images to represent different situations. According to the results in each set in Figure 6, we can find that our training strategy could easily improve the visual results on various models and preserve better boundary details compared to the results without our training strategy. For instance, in the fourth group of photos on the right, due to the low contrast in the images, the result without our training strategy can not distinguish the left ear and the background in most models.

4.3.3 Comparison of Rate of Convergence

Figure 7 shows the train loss curves of the DBD training period with and w/o fine-tune strategy on our model. As shown in Figure 7, with fine-tune strategy, the optimization process time can ease to no more than 200 epochs. At the same time, it will be over 400 epochs without our strategy. Meanwhile, the training error also be reduced. In conclusion, our training strategy could improve the capability of the model in convergence rate and accuracy.

4.4. Comparison with the state-of-the-art methods on SOD&DBD

In the next two sections, we will show the quantitative comparison of MAE and F-measure scores. The visual comparisons and other scores will be shown in the supplementary material.
Table 3. Performance comparison on six datasets. Red, Green, and Blue indicate the best, second best and third best performance. All methods are annotated by its conference and published year.

| Method     | SOD maxFβ | MAE          | DUTS-TE maxFβ | MAE          | ECSSD maxFβ | MAE          | HKU-IS maxFβ | MAE          | PASCAL-S maxFβ | MAE          | DUT-OMRON maxFβ | MAE          |
|------------|------------|--------------|---------------|--------------|-------------|--------------|--------------|--------------|----------------|--------------|----------------|--------------|
| MDF [18]   | 0.746      | 0.192        | 0.729         | 0.099        | 0.832       | 0.105        | 0.860         | 0.129        | 0.759          | 0.142        | 0.694          | 0.142        |
| AMU [63]   | -          | -            | 0.778         | 0.085        | 0.915       | 0.059        | 0.899         | 0.050        | 0.841          | 0.098        | 0.744          | 0.098        |
| MSRNet [16] | 0.808     | 0.148        | 0.829         | 0.061        | 0.911       | 0.054        | 0.914         | 0.040        | 0.858          | 0.081        | 0.782          | 0.073        |
| UCF [17]   | 0.841      | 0.125        | 0.773         | 0.112        | 0.903       | 0.069        | 0.888         | 0.062        | 0.814          | 0.115        | 0.730          | 0.120        |
| NLDF [26]  | 0.811      | 0.062        | 0.905         | 0.063        | 0.902       | 0.048        | 0.822         | 0.098        | 0.753          | 0.080        |
| C2Net [59] | -          | -            | 0.778         | 0.085        | 0.832       | 0.105        | 0.860         | 0.129        | 0.759          | 0.142        | 0.694          | 0.142        |
| AMU [63]   | -          | -            | 0.778         | 0.085        | 0.915       | 0.059        | 0.899         | 0.050        | 0.841          | 0.098        | 0.744          | 0.098        |
| MSRNet [16]| 0.808     | 0.148        | 0.829         | 0.061        | 0.911       | 0.054        | 0.914         | 0.040        | 0.858          | 0.081        | 0.782          | 0.073        |
| UCF [17]   | 0.841      | 0.125        | 0.773         | 0.112        | 0.903       | 0.069        | 0.888         | 0.062        | 0.814          | 0.115        | 0.730          | 0.120        |
| NLDF [26]  | 0.811      | 0.062        | 0.905         | 0.063        | 0.902       | 0.048        | 0.822         | 0.098        | 0.753          | 0.080        |
| C2Net [59] | -          | -            | 0.778         | 0.085        | 0.915       | 0.059        | 0.899         | 0.050        | 0.841          | 0.098        | 0.744          | 0.098        |
| AMU [63]   | -          | -            | 0.778         | 0.085        | 0.915       | 0.059        | 0.899         | 0.050        | 0.841          | 0.098        | 0.744          | 0.098        |
| MSRNet [16]| 0.808     | 0.148        | 0.829         | 0.061        | 0.911       | 0.054        | 0.914         | 0.040        | 0.858          | 0.081        | 0.782          | 0.073        |

Figure 7. The comparison of training loss of our model with scratch training strategy and with fine-tuning strategy.

4.4.1 Results on DBD task

In Table 1, we compare our method against 14 current models. The table contains two columns of methods, the above methods are the model proposed for DBD task which including SS [44], LBP [58], KSFV [30], DHDE [31], HiFST [9], BTBNet [66], DefusionNet [45], R2MRF [43]. The methods below are designed for SOD task which including SUN [20], U2Net [35], BASnet [36], MINet [28], SRM [49], CPD [53]. From the Table 1 we could find that SUN method outperforms on the Shi et al.’s dataset and our methods achieves highest result on DUT dataset.

4.4.2 Results on SOD task

In order to make a deep comparison, we show our measurement of F-score and MAE in Table 3, meanwhile comparing our model with 16 current state-of-the-art methods including MDF [18], AMU [63], MSRNet [16], UCF [16], NLDF [26], C2SNET [22], DGRL [50], RAS [4], B2MPM, HRS [59], MLMS [51], MSWS [60], CPD [53], U2Net [35] and MINet-VGG. All results used are obtained from relevant papers or official sites. Our model achieves the best performance on SOD dataset on both metrics and achieves the highest F-score (higher is better) on HKU-IS dataset. Except for the MAE metric on ECSSD dataset and DUT-OMRON dataset, our model achieves either second best or third best results on the remaining datasets.

5. Conclusions

In this paper, we propose a novel fine-tune strategy to improve the performance of a model on the DBD task. Firstly, we train a model on the SOD training set, then the well-trained model is fed to the DBD training set for finetuning. The experiment shows that our training strategy could outperform the model trained from scratch or a pre-trained backbone. By this strategy, we could utilize the prior of the SOD model to improve the model capability. Besides, we proposed a novel model, it shows robust performance in SOD&DBD tasks with scale variance. It achieves remarkable results on 2 DBD public tasks and 6 SOD public tasks.

Although our strategy can achieve remarkable promotion to the results of the DBD task on the various models, we can not ignore the fact that the transfer learning method contains various strategies, not just fine-tune strategy. In the future, we could try more transfer methods to explore how to improve the DBD results via SOD prior.
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