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Abstract—Reinforcement learning is commonly associated with training of reward-maximizing (or cost-minimizing) agents, in other words, controllers. It can be applied in model-free or model-based fashion, using a priori or online collected system data to train involved parametric architectures. In general, online reinforcement learning does not guarantee closed loop stability unless special measures are taken, for instance, through learning constraints or tailored training rules. Particularly promising are hybrids of reinforcement learning with “classical” control approaches. In this work, we suggest a method to guarantee practical stability of the system-controller closed loop in a purely online learning setting, i.e., without offline training. Moreover, we assume only partial knowledge of the system model. To achieve the claimed results, we employ techniques of classical adaptive control. The implementation of the overall control scheme is provided explicitly in a digital, sampled setting. That is, the controller receives the state of the system and computes the control action at discrete, specifically, equidistant moments in time. The method is tested in adaptive traction control and cruise control where it proved to significantly reduce the cost.
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I. INTRODUCTION

Reinforcement learning is an optimal control method that employs learning techniques imitating adaptation of living beings in environments [3], [4]. It entails a data-driven character through exploitation of the state space to infer an optimal policy, usually over an infinite horizon of future rewards (or stage costs, depending on the application), possibly with experience replay [1]. Oftentimes, reinforcement learning implies extensive offline training of controllers to learn the optimal policy though there exist online learning approaches that omit offline state exploration. However, guaranteeing stability of the closed loop is a challenge for online reinforcement learning and requires careful selection of the training procedure. Attempts have been made towards this problem using so-called adaptive critics [3], [4], [7], [20], also referred to as value-based methods, using specially tailored learning rules.

Oftentimes the existing approaches, which are reviewed in detail below, rely on prior assumptions about the optimal infinite-horizon cost (the optimal accumulated stage cost) and/or the optimal policy (see, e.g., [33], [53]) or assume additional information about the system such as the existence of a control Lyapunov function [17] or a fallback controller [30]. The current work takes the latter path and suggests to analyze closed loop stability of a model-based reinforcement learning design by means of a particular adaptive control framework, namely the use of an adaptive control Lyapunov function, and to ensure stability without resorting to assumptions on the infinite-horizon cost as well as to omit extensive offline data collection and controller training. In comparison to, e.g., [17], the herein presented approach is an online learning design in which the controller is not bound to Sontag’s formula [31], requiring the infinite-horizon cost approximant to be a control Lyapunov function, and a specific condition on the approximant learning rate is proposed.

Related work:

a) Safe Reinforcement Learning: In safe reinforcement learning, performance and stability includes the notion of risks which seeks to overcome risky, e.g., arbitrary, state space exploration and render it sensitive to risks such as safety constraint violation (see, e.g., [14] for a survey). Such safety aspects were also addressed, e.g., in [6], where a region of attraction to a given safe policy is characterized and a policy optimization procedure including safe state space exploration is proposed. A related investigation was made in [37], where a neural network Lyapunov function candidate is used to construct sets for safe control learning. In [19], safety and stability is provided through multi-step ahead predictions in combination with safety constraints, relying on a given backup controller. The importance of a (local) backup controller, which is frequently used in, e.g., robust and learning-based model predictive control, is highlighted in several studies [18], [19], [35]. It is noteworthy that the aforementioned analyses use a system model, i.e., are model based, to assert closed loop properties. Early works of (robustly) stabilizing reinforcement learning include, e.g., [21] in which integral quadratic constraints (IQCs) were introduced to inspect closed loop stability properties. ICQs allow learning related errors in the closed loop to be treated as bounded (input) uncertainty and have appeared in several other stability analyses including, e.g., the recent work [16].

b) Model-free Reinforcement Learning: Complementary to model-based analyses, so-called “model-free” control problems [3], [29], [43], [46], [53] or such with partially unknown dynamics [11], [30] have been gaining interest. The unknown part may, e.g., be approximated by a parametric structure after which a model-based analysis can be conducted [8], [26], [53]. Remaining model uncertainties which may be interpreted as external disturbances were investigated in, e.g., [54], [55] or handled by the aforementioned ICQs in [16]. Integral reinforcement learning may even omit requiring (and thus...
modeling) the systems drift dynamics (see, e.g., 22). Though the control design may be model free, certain assumptions on the dynamics are required to ensure closed loop properties such as, e.g., second-order differentiability 8 or linearity 46 on the uncertain dynamics. As was noted in, e.g., 6, such assumptions are critical in particular for safety aspects.

c) Convergence Results: For either model-based or model-free online reinforcement learning, exploration of the state space is desirable when addressing convergence of controller and/or cost approximants to their respective best fit under a selected approximating structure. Ultimate uniform boundedness (UUB) denotes one specific notion of stability which can be found frequently for controller and cost approximant parameters (as well as possibly the closed loop state) 12, 31, 48, 49, 53. A repeatedly observable property (in preceding listed references) is the dependence of convergence bounds on the choice of approximant and related approximation errors. Though adjustable through offline training experience, it may be unsuitable for online learning approaches on problems.

In conclusion, closed loop stability is a result of specific construction of the controller’s learning rule as well as that of the cost approximation; most commonly gradient or optimization based. While offline trained approximants, remaining fixed during the de facto control process (refer to, e.g., 40 and references therein), may offer more possibilities in state space exploration, (purely) online learning controllers base experience on the current trajectory. Subsequently, risky, e.g., stability harming, control actions must be carefully addressed and still requires significant research efforts.

d) Adaptive Control: The field of adaptive control 22, 38 offers a variety of control strategies in which (parametrically) unknown dynamics can be integrated into the reinforcement learning setting and vice versa by augmenting the controller with an identification apparatus. Asymptotic stability can be achieved under various techniques, one of which follows control and system identification rules alongside an adaptive control Lyapunov function 23. Although it can be argued that finding such an adaptive control Lyapunov function is potentially hard, this approach does not require convergent parameters (to the true parameters) in the model or of the cost approximation to stabilize the system. Some effort has already been made to improve adaptive control approaches by incorporating optimal control components in the form of (near) optimal value functions 28. However, no respective fusion of adaptive control Lyapunov function based control and reinforcement learning has been made in the literature to the knowledge of the authors, which motivates the current work.

Contribution: This work suggests a new model based reinforcement learning method with closed-loop stability guarantee for nonlinear systems with parametric uncertainty. We start with the classical techniques of adaptive control that do not require convergence of the parameter estimate, design special learning constraints and show that the resulting controller practically stabilize the system in the sample-and-hold sense. That is, the reinforcement learning controller updates neural network weights and computes actions at discrete equidistant moments in time. The main result may be summarized as follows:

The designed reinforcement learning controller practically stabilizes the given system with parametric uncertainty under the designed learning conditions, provided adaptive control Lyapunov function with an associated stabilizing controller.

Practical stability commonly arises from consideration of system properties in sampled settings 10. The controller and cost approximant, which are sought to satisfy these stability conditions, are trained online via reinforcement learning rules. An adaptive control Lyapunov function is assumed to be known for the reinforcement learning control design. The stability conditions that are posed as learning conditions are checked at each sampling instance, though they may be embedded into the related optimization routine as constraints. If a violation of these conditions is detected, the nominal stabilizing controller associated with the adaptive control Lyapunov function is invoked. By this approach, practical stability of the closed loop is assured.

In the following Section II preliminary tools are introduced including the adaptive control framework used to embed reinforcement learning mechanisms reviewed thereafter. Furthermore, the sample-and-hold approach is reviewed leading along with practical stability. Then, based on the foregoing insight, a learning based adaptive controller algorithm is proposed. Section III covers the closed loop analysis and concludes closed loop practical stability. Two case studies in Section IV demonstrate the efficacy of the approach on processes to which an adaptive control Lyapunov function is available.

Notation: A closed ball of radius \( r > 0 \) centered at \( z \in \mathbb{R}^n \) is denoted by \( B_r(z) \), while \( B_r := B_r(0) \) for brevity. The inner product is denoted as \( \langle \cdot, \cdot \rangle \). For any \( z \in \mathbb{R}^n \) and positive semi-definite \( H \in \mathbb{R}^{n \times n} \), \( \|z\| \) denotes the two-norm while \( \|H\| \) denotes a matrix norm and \( \lambda_{\min}(H) \) as well as \( \lambda_{\max}(H) \) the smallest and largest eigenvalue, respectively. The partial derivative of \( J(z) \in \mathbb{R} \) with respect to \( z \in \mathbb{R}^n \) is denoted by \( \nabla_z J(z) = \partial J(z)/\partial z \), being a column vector.

II. Preliminaries

This section introduces the problem setup as well as certain related and utilized tools to solve the former.

A. Problem Setup

This work is concerned with nonlinear dynamical systems

\[
\dot{x} = f(x) + F(x)\theta + g(x)u, \quad x(0) = x_0, \quad t \geq 0, \quad (1)
\]

with state \( x \in \mathbb{R}^n \), input \( u \in \mathbb{R}^m \) and parameter \( \theta \in \mathbb{R}^p \), where \( f : \mathbb{R}^n \to \mathbb{R}^n, g : \mathbb{R}^n \to \mathbb{R}^{n \times m}, F : \mathbb{R}^n \to \mathbb{R}^{n \times p} \) are continuously differentiable and \( f(0) = 0, F(0) = 0 \). For brevity, denote \( F(x,u,\theta) := f(x) + F(x)\theta + g(x)u \).

The control task motivating the later proposed approach is to find a control \( u(\cdot) \) that minimizes

\[
J(x_0, u(\cdot)) := \int_0^\infty r(x(t), u(t)) \, dt \quad (2)
\]
along the solution $x(\cdot)$ to $[1]$ under $u(\cdot)$ for any $x_0$, where $r: \mathbb{R}^n \times \mathbb{R}^m \to \mathbb{R}_{\geq 0}$ is a continuous positive-definite (p.d.) *running cost*, i.e., satisfying $r(0,0) = 0$ and $r(x,u) > 0$ otherwise. Denote the optimal cost $J^*(x) := J(x,u^*(\cdot))$ with the associated minimizing control policy $u^*(\cdot)$.

Under the Bellman’s principle of optimality, $J^*$ satisfies the Hamilton-Jacobi-Bellman (HJB) equation

$$0 = \min_{u \in \mathbb{R}^m} r(x,u) + \nabla_x^\top J^*(x) F(x,u,\theta)$$

for all $x \in \mathbb{R}^n$ (assuming the minimum exists). Due to the curse of dimensions, finding $J^*$ analytically is challenging [23], though certain techniques exist to compute the latter approximately on $\mathbb{R}^n$.

Herein, the parameter $\theta$ is assumed unknown which poses a challenge and will be addressed via adaptive control.

B. Adaptive Control Lyapunov Function

The adaptive control literature offers a great variety of tackling partially or completely unknown system dynamics; one particular approach involves an adaptive control Lyapunov function as an extension of the classical control Lyapunov functions [41].

**Definition 1 (Adaptive CLF [23]):** A smooth function $V: \mathbb{R}^n \times \mathbb{R}^p \to \mathbb{R}_{\geq 0}$, p.d. and proper in $x$ and $\theta$ is called an adaptive control Lyapunov function for $[1]$ if there exists a p.d. matrix $\Gamma \in \mathbb{R}^{p \times p}$ such that for each $\theta \in \mathbb{R}^p$, $V(x,\theta)$ is a CLF for the modified system

$$\dot{x} = f(x) + F(x)(\theta + \Gamma \nabla_{\theta} V(x,\theta)) + g(u),$$

$$=: G(x,u,\theta)$$

That is, for any bounded subset $\mathfrak{X} \subset \mathbb{R}^n$ containing the origin there exists a compact set $\mathfrak{U}_\mathfrak{X} \subset \mathbb{R}^m$ and a continuous function $\nu: \mathbb{R}^n \times \mathbb{R}^p \to \mathbb{R}_{\geq 0}$, p.d. in $x$ for all $\theta$, such that

$$\forall \theta \in \mathbb{R}^p, \forall x \in \mathfrak{X}, \exists u \in \mathfrak{U}_\mathfrak{X},$$

$$\langle \nabla_x V(x,\theta), G(x,u,\theta) \rangle \leq -\nu(x,\theta).$$

Given $V$, a policy $u = \mu(x,\theta) : \mathbb{R}^n \times \mathbb{R}^p \to \mathbb{R}^m$ can be constructed according to, e.g., Sontag’s formula [41].

Furthermore, for $\Theta \in \mathbb{R}^p$, there exists $\alpha_{1,2}^p \in \mathcal{K}_{\infty}$ such that

$$\alpha_{1,2}^p(||x||) \leq V(x,\theta) \leq \alpha_{1,2}^p(||x||)$$

for all $\theta \in \Theta$.

Along the control process only an estimate $\hat{\theta}(t)$ of the unknown $\theta$ is available. Within the adaptive control Lyapunov function framework it is suggested to use

$$\dot{\hat{\theta}} = \Gamma \tau(x,\hat{\theta}), \quad \tau(x,\hat{\theta}) = \left(\nabla_x^\top V(x,\hat{\theta}) F(x)\right)^\top.$$

**Lemma 1 [23]:** Let $V$ be an adaptive control Lyapunov function as per Def. 1 and let

$$V_c(x,\tilde{\theta}) := V(x,\tilde{\theta}) + \frac{1}{2} \tilde{\theta}^\top \Gamma^{-1} \tilde{\theta},$$

with $\tilde{\theta} := \theta - \hat{\theta}$, $\Gamma \in \mathbb{R}^{p \times p}$ p.d.. Then

$$\dot{V}_c(x,\tilde{\theta}) \leq -\nu(x,\hat{\theta})$$

along the solution of $[1]$ under $u = \mu(x,\hat{\theta})$ and (6).

It follows that $x = 0$ and $\hat{\theta} = \theta$ are globally stable and furthermore $x \to 0$ [23]. Note that the decay rate $\nu$ of the adaptive control Lyapunov function $V$ is recovered in $V_c$.

The next assumption is central to the current work.

**Assumption 1:** System $[1]$ admits a smooth adaptive control Lyapunov function $V: \mathbb{R}^n \to \mathbb{R}_{\geq 0}$ as per Def. 1 for which there exist $\alpha_{1,2} \in \mathcal{K}_{\infty}$ and $\alpha_{\nu} \in \mathcal{K}$ such that $\alpha_{1,2}(||x||) \leq V(x) \leq \alpha_{2}(||x||)$ and $\alpha_{\nu}(||x||) \leq \nu(x,\theta)$ for all $(x,\theta) \in \mathbb{R}^n \times \mathbb{R}_p$, i.e.,

$$\langle \nabla_x V(x), G(x,u,\theta) \rangle \leq -\nu(x,\theta) - \alpha_{\nu}(||x||).$$

**Remark 1:** For any compact $\Theta$, one can always choose $\alpha_{1,2} \in \mathcal{K}_{\infty}$ independent of $\theta$ such that for all $\theta \in \Theta$, $\alpha_{1}(||x||) \leq V(x,\theta) \leq \alpha_{2}(||x||)$ for any $x$, whence explicit dependence on $\theta$ in $V$ is omitted for the ease of exposition. Since $V$ is independent of $\theta$, $\tau(x,\theta) = \tau(x)$ in (6).

**Remark 2:** From a practical viewpoint, requiring knowledge of a (parameter independent) adaptive control Lyapunov function may be appear challenging to satisfy, but luckily a great variety of concrete examples exists. These include, e.g., the adaptive cruise control [24], [45], car traction control [34] and biochemical processes [22, Chap. 3.4.2]. Also, systematic procedures exist to construct adaptive control Lyapunov functions for systems in the strict-feedback form.

C. Sample-and-Hold Framework

Consider the following sample-and-hold (SH) form of [1]

$$\dot{x} = F(x,u_k,\theta), \quad x(0),$$

$$t \in [k\delta,(k+1)\delta], \quad u_k = \kappa(x(k\delta)), \quad k \in \mathbb{N}_0.$$  

At any $k \in \mathbb{N}_0$ and sampling period $\delta > 0$, the state trajectory $x(t;u), t \in [0,\delta], \forall u \in \mathbb{R}^n$ is defined as

$$x(t;u) = x_k + \int_0^t F(x(k\delta + s),u,\theta) \, ds.$$  

Denote $x_k := x(k\delta)$ and $x_{k+1}(u) := x((k+1)\delta;u)$, for brevity and the corresponding trajectory to (10) will be referred to as the SH-trajectory.

**Definition 2:** A control policy $\kappa(\cdot)$ is said to practically semi-globally stabilize [1] if, given $0 < r < R < \infty$, there exists a $\tilde{\delta} > 0$ such that any SH-trajectory of (10) with sampling time $0 < \delta \leq \tilde{\delta}$ starting in $B_R$, is bounded, enters $B_r$ after a time $T$, which depends uniformly on $R, r$, and remains there for all $t \geq T$.

In the sampled setting, the next section introduces the model-based learning approach to be utilized herein.

D. A Model-Based Reinforcement Learning Method

In the following, some elements of a particular reinforcement learning inspired method, namely approximate dynamic programming (ADP), are introduced that will be used in the presented control scheme (see Sec. 11-F). Since $J^*$ is difficult to determine analytically and thus the associated optimal controller is hard to obtain, a parametric model $J = J(x,u)$ called “critic” is employed to approximate $J^*$, e.g., by the use of neural networks (see, e.g., [24], [36], [52] and references.
An approximate optimal controller can be drawn from, e.g., the HJB with $\hat{J}$ replacing $J^*$.

**Remark 3:** A particular difficulty comes from the fact that $\theta$ is unknown and a substitute $\hat{\theta}$ must be used in the minimization of $J^*$. Adaptive control aims at tuning such a $\theta$ so as to achieve the closed-loop stability. This perk of adaptive control is made use of in the currently suggested reinforcement learning method.

Define the critic as

$$\hat{J}(x, w) : \mathbb{R}^n \times \mathbb{R}^l \to \mathbb{R}_\geq 0; (x, w) \mapsto \langle w, \varphi(x) \rangle,$$  

(12)

with weights $w \in \mathbb{R}^l$, $l \in \mathbb{N}$ and $\varphi : \mathbb{R}^n \to \mathbb{R}^l$ is the so-called regressor, consisting of $l$ twice continuously differentiable basis functions, that satisfies the local Lipschitz continuity property: for any $0 < r < \infty$ and $z \in \mathbb{R}^n$, $\exists L_\varphi(z, r) > 0$ such that for all $x, y \in B_r(z)$,

$$\|\varphi(x) - \varphi(y)\| \leq L_\varphi(z, r) \cdot \|x - y\|. \tag{13}$$

The choice (12) has been used frequently in the literature (see, e.g., [15], [47], [51]). Note that, as an approximant of basis functions, that satisfies the local Lipschitz continuity

$\|w^* - w\| \leq \varepsilon_w$ for some $\varepsilon_w \geq 0$ associated to $w$.

**Remark 4:** Note that in online reinforcement learning, repeated runs are not available and thus finding $w$ at any time $t$ can either depend only on $x(t)$ or a history of $M$ state samples. The use of data has impact on the performance of $\hat{u}$ which may be estimated empirically. However, the focus herein lies in ensuring that $\hat{u}$ (practically) stabilizes the system despite errors in $\|w^* - w\| \|\theta - \hat{\theta}\|$.

Consider the user-defined $\varphi$ to satisfy the following:

**Assumption 2:** For any bounded $X \subset \mathbb{R}^n$ containing the origin, i) there exist $q_1, q_2 \in \mathbb{K}_\infty$ such that for all $x \in X$ and all $w \in \mathbb{W}$, $q_1(\|x\|) \leq \hat{J}(x, w) \leq q_2(\|x\|)$, ii) there exist $\varphi_1, \varphi_2 > 0$ such that

$$\sup_{x \in X \ \forall w \in \mathbb{W}} \|\nabla_x \hat{J}(x, w)\| \leq \varphi_1, \quad \sup_{x \in X \ \forall w \in \mathbb{W}} \|\nabla_x^2 \hat{J}(x, w)\| \leq \varphi_2,$$

iii) given an adaptive control Lyapunov function $V(x)$, there exists $w^# \in \mathbb{W}$ such that

$$V(x) \equiv \hat{J}(x, w^#), \tag{19}$$

in other words, $\forall x \in X$, $V(x) = \hat{J}(x, w)$, and, iv), there exists a subset $\mathbb{W}' \subset \mathbb{W}$ such that for all $w \in \mathbb{W}'$, $V(x) \leq \hat{J}(x, w)$ for all $x \in X$.

**Remark 5:** All requirements of Assumption 2 can be met by suitable design of $\varphi$. For instance, iii) implies that the activation function be constructed so as to allow structural matching with $V$, which is thus required in analytical form, through a particular $w$. This assumption may be relaxed in principle to approximate structure matching without disrupting the subsequent analysis substantially. By construction of $\varphi$, the set $\mathbb{W}$ may be decomposed into those weights $\mathbb{W}'$ that hold the critic not smaller than the adaptive control Lyapunov function over the state space. A somewhat similar approach was used, e.g., in [17]. For instance, take $V$ as a basis function of the form

$$\hat{J}(x, w) = w_1 V(x) + \sum_{j=2}^l w_j \varphi_j(x)$$

to which $w^# = [1, 0 \ldots 0]^T$ is the recovering weight as per the above assumption. With, e.g., $\varphi_j(x) \geq V(x)$, $\mathbb{W}' = \{w \in \mathbb{W} : w_1 \geq 1, w_j \geq 0, j = 2, \ldots, l\}$ yields a suitable constraint set.

Positive definiteness of the approximant can be guaranteed by using, e.g., [37] Thm. 2, in which the Cauchy-Schwarz inequality and $\mathbb{W}$ ensure an upper bound and the lower bound is provided by the adaptive control Lyapunov function. That is,

$$q_1(\|x\|) := \alpha_1(\|x\|) \leq V(x) \leq \hat{J}(x, w) \leq \varphi L_\varphi(z, r)\|x\| := q_2(\|x\|).$$

Property ii) is a bounding condition on the gradient and Hessian of the regressor, of which the former is a common assumption (see, e.g., [8], [49]) and the latter is required in establishing a sampling time.
E. Algorithm

To ensure closed loop state convergence, these training rules should satisfy stability conditions. Satisfaction of these conditions is checked at each sampling instance. The aim of the algorithm is to ensure practical stability by associating the critic to a given adaptive control Lyapunov function and to establish a variation of $V_c$ of Lemma 1 as effective Lyapunov function for the closed loop.

Instead of posing constraints on the critic weights $w_k$ and the approximate optimal controller $u_k$, they have to fulfill conditions that may be checked post-computation at each sampling time $k\delta$. If violated, the backup controller $\mu(x_k, \hat{\theta}_k)$ is called and $w_k = w^\#$ of Assumption 2 is set.

In particular, decay along the system is desired. Since only an estimate of $\theta$ is available, it should hold that
\[
\left\langle \frac{\partial \hat{J}}{\partial x}(x_k, w_k), \delta F(x_k, u_k, \hat{\theta}_k) \right\rangle \leq -\frac{\delta}{2} \nu(x_k, \hat{\theta}_k) + \varepsilon_1 \tag{20}
\]
for some $\varepsilon_1 \geq 0$, along the estimated dynamics under $\hat{\theta}$.

Remark 6: Condition (20) may be embedded directly in the optimization and a backup may be called should no admissible solution be found by the optimizer.

At $k = 0$, $\hat{\theta}_0$ is an initial parameter guess. The parameter tuning (19) is a construct from the stability proof of Lem. 1(see also [23]) which using the approximant $\hat{J}$ transfers to
\[
\hat{\theta}_{k+1} = \hat{\theta}_k + \delta \Gamma \tau(x_k, w_k), \tag{21a}
\]
\[
\tau(x, w) := \left( \frac{\partial^\top \hat{J}}{\partial x}(x, w) F(x) \right)^\top, \tag{21b}
\]
starting at $\hat{\theta}_0$.

The algorithm is summarized in Algorithm 1 involving several technicalities discussed in the following Section III.

III. MAIN RESULTS

In the following, practical stability under the resulting control sequence $\{u_k\}_{k\in\mathbb{N}_0}$ of Algorithm 1 in the sense of Definition 2 is addressed. For certain practical applications, only a subset of the state needs to be practically stabilized which is addressed via an ISS property of the state and modified properties of the adaptive control Lyapunov function and of $\hat{J}$. First, some technicalities are inspected.

A. Technical preliminaries

Due to the SH nature and given a sampling period $\delta$, feasibility of (18) cannot be ensured inside a small enough vicinity of the origin, in general. Let $B_r$, denote a core ball for some $0 < r^* < r$, which can be used to tackle the aforementioned. That is, once $x_k \in B_{r^*}$, the setting $\{u_k, w_k\} = \{\mu(x_k, \hat{\theta}_k), w^\#\}$ is used, where $w^\#$ is the adaptive control Lyapunov function recovering weight of Assumption 2.

The following Lipschitz condition is satisfied for the system $F$ due to differentiability: for any $0 < r < \infty$, any compact

Input: pair $(V, \nu)$ as per Assumption 1 balls $(B_R, B_r)$, stage cost $r$, initial parameter guess $\hat{\theta}_0$, weight matrix $\Gamma$, initial state $x_0 \in B_R$, membership set $\Theta$;

Do:
- select regressor $\varphi$ satisfying Assumption 2;
- define critic weight sets $\mathcal{W}$, $\mathcal{W}'$, weight $w^\# \in \mathcal{W}$ of Assumption 2 and set $w_0 \in \mathcal{W}'$;
- define critic weight update (15) or (16) with rate $l_w$;
- define control input update (17) or (18);
- select sampling time $\delta$ as per [49];
- determine bounds $\tilde{\delta}_1, w$ as per [47];

while $k \geq 0$ do
  \[
  \begin{align*}
  &\text{get } \hat{\theta}_{k+1} \text{ from (21)}; \\
  &\text{get } w_k \text{ from (15) or (16)}; \\
  &\text{get } u_k \text{ using (17) or from (18)}; \text{if if } (u_k, w_k) \text{ satisfy i) (20) with } \varepsilon_1 \leq \tilde{\delta}_1, ii) & w_k - w_{k-1} \leq \tilde{\delta}_1, iii) & w_k \in \mathcal{W}' \text{ then take } (u_k, w_k) \text{ as computed}; \\
  &\text{else set } (u_k, w_k) = (\mu(x_k, \hat{\theta}_k), w^\#); \text{end}
  \end{align*}
\]
end $k \mapsto k + 1$;

Algorithm 1: Algorithm of reinforcement learning with closed-loop stability guarantee based on adaptive control.

$\Theta \subset \mathbb{R}^p$, $U \subset \mathbb{R}^m$ and any $z \in \mathbb{R}^n$, $\exists L_F(z, r) > 0$ such that for all $x, y \in B_{r^*}(z)$, $\theta \in \Theta, u \in U$
\[
\|F(x, u, \theta) - F(y, u, \theta)\| \leq L_F(z, r)\|x - y\|. \tag{22}
\]

Let
\[
\hat{J} := \max_{x \in B_{r^*}} \hat{J}(x, w). \tag{23}
\]

Motivated by $V_c$ of Lemma 1 a stability guarantee is established in the subsequent Section III using the Lyapunov function candidate
\[
V_c(x, \hat{\theta}) := \hat{J}(x, w) + \frac{1}{2} (\theta - \hat{\theta})^\top \Gamma^{-1} (\theta - \hat{\theta}). \tag{24}
\]

Observe that with Assumption 2 there exists $q_{1,2,3,4} \in \mathcal{K}_\infty$ such that
\[
q_{1}(||x||) + q_{3}(||\hat{\theta}||) \leq V_c(x, \hat{\theta}) \leq q_{2}(||x||) + q_{4}(||\hat{\theta}||). \tag{25}
\]
in which $q_{3}(||\hat{\theta}||) = \frac{1}{2} \lambda_{\text{max}}(\Gamma^{-1}) ||\hat{\theta}||^2$ and $q_{4}(||\hat{\theta}||) = \frac{1}{2} \lambda_{\text{max}}(\Gamma^{-1}) ||\hat{\theta}||^2$. Regarding the overshoot and core balls as well as respective state membership, note that
\[
q_{1}(||x||) \leq \hat{J}(x, w) \leq q_{2}(r) \Rightarrow x \in B_{r^*} \tag{26}
\]
for any $r \geq 0$ and with $r^* := q_{2}^{-1}(v^*/2)$,
\[
v^* < \hat{J}(x, w) \leq q_{2}(||x||) \Rightarrow x \notin B_{r^*}. \tag{27}
\]
for any $v^* > 0$. Ensuring that the core ball radius satisfies $r^* < r$, take $v^* := q_{1}(r)$.
B. Practical Stability

Now, practical stability is discussed. In particular, bounds of $\varepsilon_{1,w}$ as well as $\delta$ are established to ensure decay of a Lyapunov function candidate.

**Theorem 1:** Consider system $\{1\}$ in the SH-mode $\{10\}$. Let Assumptions $\{1\}$ and $\{2\}$ hold. Assume that $\theta \in \Theta$, where $\Theta \subset \mathbb{R}^p$ is compact. Then there exists $\delta > 0$ and $\varepsilon_{1,w} > 0$ such that if the sampling time satisfies $0 < \delta \leq \delta'$, then $\{u_k\}_{k \in \mathbb{N}_0}$ of Algorithm $\{1\}$ practically semi-globally stabilizes $\{1\}$ as per Definition $\{2\}$.

The proof, which can be found in the appendix, is organized as follows: First, some technicalities are reviewed and a Lyapunov function candidate is proposed. Then, conditions are established such that the trajectory remains inside $B_R$ as well as $\mathcal{B}_R$ after some (computable) time. Finally, decay of the candidate is established by constraining $\varepsilon_{1,w}$ and $\delta$ suitably.

In practice, sometimes it is not required to steer the entire state vector to the target but only certain states $x_1(t)$ of cardinality $1 \leq d < n$ while the other system states remain bounded. Such situation arises when a particular subsystem of $\{1\}$, i.e., a subset of states $x_{(n-d)}$, is input-to-state (ISS) stable $\{42\}$ w.r.t. to the states $x_1(t)$. The system in Section IV.A inherits such property.

**Assumption 3:** Given any $I \subset \{1, \ldots, n\}$, let Assumption $\{1\}$ hold for a p. d. $\nu : \mathbb{R}^I \times \mathbb{R}^p \to \mathbb{R}_{\geq 0}$ and a p. d. $\alpha_w : \mathbb{R}^I \to \mathbb{R}_{\geq 0}$, i.e., the decay of $V$ is dependent on $x_1(t)$. Additionally, there exists a partition $V_{\{1\}} : \mathbb{R}^I \to \mathbb{R}_{\geq 0}$ of $V$ and $\hat{J}_{\{1\}} : \mathbb{R}^I \times \mathbb{R}^I \to \mathbb{R}_{\geq 0}$ to there is a recovering weight $w$ as in Assumption $\{2\}$ for all $x_1(t)$ and there exist bounding functions $q_1, q_2$ such that $q_1(\|x_1(t)\|) \leq \hat{J}(x_1(t), w) \leq q_2(\|x_1(t)\|)$. Under these modifications, the following relation to the preceding theorem can be made:

**Proposition 1:** Let $I \subset \{1, \ldots, n\}$, $d = n - I \in \{0, n\}$ and $x_{\{1\}}$ be the state to an $I$-dimensional subsystem of $\{1\}$ such that $x$ can be written as $x = [x_{\{1\}} \ x_{\{d\}}]^\top$. Let Assumptions $\{1\}$ and $\{2\}$ hold and $\delta > 0$. If the $\{d\}$-subsystem is ISS w.r.t. to the $\{I\}$-subsystem, then Theorem $\{1\}$ applies to the $\{I\}$-subsystem, i.e., the set $\mathcal{B}_R := \{x \in \mathbb{R}^n : \|x_{\{1\}}\| \leq r\} \subset \mathbb{R}^{n-d}$ is practically stabilized, while $x_{\{d\}}$ remains bounded.

IV. Case Study

As remarked in Section II, finding an adaptive control Lyapunov function – in particular satisfying Assumption $\{1\}$ – is potentially difficult. Subsequently the approach is more suitable for lower dimensional systems. However, dynamics of special form allow the recursive construction of (adaptive) control Lyapunov functions efficiently as, e.g., in the case of systems in (parametric) strict-feedback form $\{22\}$ Thm. 3.5

$$
\begin{align*}
\dot{x}_1 &= x_2 + F_{1}^\top(x_1)\theta \\
\dot{x}_2 &= x_3 + F_{2}^\top(x_1, x_2)\theta \\
&\quad \vdots \\
\dot{x}_{n-1} &= x_n + F_{n-1}^\top(x_1, \ldots, x_{n-1})\theta \\
\dot{x}_n &= F_{n}^\top(x)\theta + g(x)u, \quad g(x) \neq 0, \forall x.
\end{align*}
$$

Since the state of the presented practically stabilizing reinforcement learning controller must not, in general, converge to the origin, the infinite-horizon cost $\{2\}$ may not be finite. Subsequently, another measure of the controller’s performance should be considered. In the comparison of the learning controller to the adaptive control Lyapunov function based controller, only the transient performance until the target set is reached after some time $K \in \mathbb{N}_0$ is considered, e.g., by

$$
C_{K}(x_0) = \frac{\sum_{k=0}^{K} r(x_k, u_k)}{\sum_{k=0}^{K} r(x_k, \mu(x_k, \hat{\theta}_k))} \ dt,
$$

where $K_{u, \mu} \in \mathbb{N}_0$ denote the respective times required until the state reaches $B_r$ from $x_0 \in B_R$.

To highlight the potentials of a known adaptive control Lyapunov function, consider the following two case studies.

A. Car Traction Control

Consider the following dynamical traction model

$$
\begin{align*}
\dot{v} &= \frac{1}{m} (mg\lambda(s) - \tau_f) \\
\dot{s} &= a_1 \frac{\omega}{v} + \frac{mg}{v}h(s)\lambda(s) - a_2 - \tau_d - a_3 \frac{\omega}{v^2} \tau_f
\end{align*}
$$

with a slip ratio $s$, horizontal speed $v$, control input $\tau_d$ and

$$
\begin{align*}
\lambda(s) &= c_1 (1 - e^{-c_2 s}) - c_3 s + \Delta \lambda(s) \\
h(s) &= \frac{1}{m} (1 - s) + \frac{1}{J}.
\end{align*}
$$

Here, $\Delta \lambda(s)$ denotes a (Lipschitz continuous) uncertainty and $a_{1,2,3} > 0$ as well as $c_{1,2,3} > 0$ are constants (values of the latter depending on the road surface). Furthermore, $m, g, \lambda(s), J, \tau_f, \omega, \nu$ denote the vehicle mass, the gravitational acceleration, the friction coefficient, the wheel inertia, a condensed friction term referred to as braking torque, the angular speed of the wheel and its radius, respectively. A schematic of the model is presented in Figure 1. The goal is to control the slip ratio $s$ to a constant reference $s^* \in (0, 1)$ – the specific task herein is to stabilize $s^* = 0.2$.

The given system falls in the category of Proposition $\{1\}$. Specifically, the $v$-coordinate can be made input-to-state stable (ISS) with respect to the input $s$ given a specific control $\tau_d$ – the reader may refer to $\{34\}$ for a detailed derivation. For brevity, denote $x := [v, s]^\top$. It can be shown that the function

$$
V(x, \theta) = V(x) = \frac{1}{2} \hat{x}_2^2, \quad \hat{x}_2 := x_2 - x_2^*,
$$

where $x_2 := x_2 - x_2^*$ and $x_2^*$ is the slip ratio set point, is an adaptive control Lyapunov function for $\{29\}$ that satisfies Assumption $\{1\}$. In the given setting, $\theta = [\theta \ c_3 \ M \ \tau_f]^\top$ represent uncertain parameters of the system as well as of ISS.
specific bounds. The coefficients $c_1 = 1.2801$, $c_2 = 23.99$ and $c_3 = 0.52$ in equation (30) represent dry asphalt conditions and $\Gamma, \varepsilon, k, M, J, r, d$ are set according to [34].

According to [34], given the adaptive control Lyapunov function (32), the controller $\tau_d = \mu$ reads as

$$
\mu(x, \hat{\theta}) = \frac{a_1}{a_2} \omega + \left( \frac{x_1 k + mg h(x_2) M}{a_2} \right) \hat{x}_2 \\
- \frac{a_3 \omega}{a_2 x_1} + \frac{mg h(x_2)}{a_2} \left( \hat{\theta} (1 - e^{-\kappa x_2}) - \hat{c}_3 x_2 \right),
$$

(33)

with $\hat{\theta} = [\hat{\phi} \hat{c}_3 \hat{M} \hat{\tau}_f]^T$ and a controller gain $k > 0$, and the parameter estimator dynamics (34) are given through

$$
\tau(x, \hat{\theta}) = \tau(x) = \Phi(x) \hat{x}_2, \\
\Phi := \left[ -\frac{a_3 \omega}{x_1} \frac{mg h(x_2)}{x_1} (1 - e^{-\kappa x_2}) - \frac{mg h(x_2) x_2}{x_1} \frac{mg h(x_2) \hat{x}_2}{x_1} \right]^T.
$$

(34)

Then, a Lyapunov function for system (29)–(31) with (33) and (34) reads as

$$
V_c(x, \hat{\theta}) = \frac{1}{2} \hat{x}_2^2 + \frac{1}{2} \hat{\theta}^T \Gamma^{-1} \hat{\theta},
$$

(35)

which attains a decay rate of $\dot{V}_c = k \hat{x}_2^2$.

Note that the decay rate complies with Assumption [1] as it can be lower bounded uniformly.

Regarding Assumption 2 and 3, take $\varphi = \hat{x}_2^2$ for simplicity. Hence $w^\# = 0.5$ and $W'$ consist of values $w_k \geq w^\#$. Suitable weight norm bounds for $W'$ can be selected arbitrarily. Computation of $w_k$ is done via (15) for $x^* = x_k$ only. The stage cost is chosen as

$$
\rho(x, u) = 5 \hat{x}_2^2 + 0.1 u^2.
$$

The sampling time is set to $\delta = 0.01$. The parameter estimate $\hat{\theta}$ is initialized with zeros in all entries, i.e., $\hat{\theta}_0 = 0$.

Fig. 2 depicts the tire slip of the car, converging to the target ball, and the associated control signals. As is common for sampled control Lyapunov function based stabilization (refer to, e.g., [9]), the input experiences chattering behavior.

For a selected range of initial states $x(0) = [\nu(0), s(0)]^T$, the cost difference $C_{\mu}(x_0)$ for reaching the target set $\|s - s^\ast\| \leq \tau = 0.03$ under the control sequence $\{u_k\}_{k \in \mathbb{N}}$ and the adaptive controller $\{\mu(x_k, \hat{\theta}_k)\}_{k \in \mathbb{N}}$ is shown in Fig. 3. It can be seen that the reinforcement learning scheme outperforms the baseline controller $\mu$. An increased computational effort may be expected when $u_k$ is obtained via (18) – this may be circumvented, however, by resorting to gradient based rules as per (17).

Though the cost comparison reveals significant performance improvement, it should be kept in mind that factors such as, e.g., the critic update rule, sampling frequency or the initial parameter $\hat{\theta}_0$ may have influence on the performance.

Fig. 2: Practically stable slip and associated control signal for $x_0 = [85, 0.35]^T$. To keep the state in a vicinity of the reference slip, the input is required to chatter.

Fig. 3: Contour of $C_{\mu}(x_0)$ over a grid $x_0 \in [70, 110] \times [0.05, 0.5]$. A cost reduction of up to 90% can be achieved compared to the adaptive controller $\mu$. A possible conclusion may be that if the initial state is near the target set, the optimizer tends to resorts to the feasible action $\mu$ and thereby achieves less performance improvement.

Aside confirming the functionality of the proposed control scheme of Section II-E, i.e., practical stability by a reinforcement learning controller, another point of view of this work is to additionally reveal the potentials of “augmenting” the baseline adaptive controller with an ADP strategy.

B. Adaptive Cruise Control

As a second example, consider a simplified adaptive cruise control problem as investigated in [2], [45]. The system dynamics are given by

$$
\dot{v} = -\frac{1}{m} \left( f_0 + f_1 + u^2 f_2 \right) + \frac{1}{m} u
$$

(36)

with $v$ describing the velocity of a vehicle. The task is bring the velocity to a desired value $v^\ast$ while $f_{0,1,2}$ are unknown
frictional force parameters. Suppose henceforth \( v^* = 14 \). These parameters will be estimated by (21b) to yield \( \hat{\theta} = [f_0 \ f_1 \ f_2]^T \). It was shown in (2) that the function
\[
V(v, \theta) = V(v) = \hat{v}^2
\]
with \( \hat{v} = v - v^* \) is an adaptive control Lyapunov function associated with the controller
\[
\mu(v, \hat{\theta}) = -\varepsilon \frac{m}{2} \hat{v} + \hat{f}_0 + \hat{f}_1 v + \hat{f}_2 v^2
\]
for some \( \varepsilon > 0 \). The effective Lyapunov function \( V_c \) is thus given by
\[
V_c(x, \hat{\theta}) = \hat{v}^2 + \frac{1}{2} \hat{\theta}^\top \Gamma^{-1} \hat{\theta}.
\]
Again, for simplicity, take \( \varphi = [\hat{v}^2]^\top \) such that \( w^\# = 1 \) and \( V(x) \leq \hat{J}(x,w) \) for \( w \geq 1 \). All system and control associated parameters can be found in (2). Therein, it was observed that the stabilizing input \( \mu \) may take high values. To comply with the desirable bound \( \varepsilon_w \) as to ensure decay of \( V_c \) (refer to Theorem 1), the learning rate \( \varepsilon_w \) and the weight matrix \( R \) of the stage cost \( r(x,u) = x^\top Q x + u^\top R u \) with
\[
r(v,u) = \hat{v}^2 + 10^{-7} u^2
\]
are chosen sufficiently small. Note that by choosing a small learning rate, switches the the backup controller may occur less frequent. Note further that \( R \) can be chosen freely and the condition can be met by the choice of \( \varepsilon_w \). The sampling time is set to \( \delta = 0.01 \) and \( w_0 = w^\# \).

Fig. 4 depicts the practically stable state with respect to \( v^* \) and the associated control values \( u_k \) together with the weight \( w_k \) of the critic and the effective Lyapunov function of the system \( V_c \). It was observed that \( C_{50}(v_0 = 10) \approx 0.12 \) which indicates a significant performance improvement.

V. CONCLUSION

This work presented a reinforcement learning method with a closed-loop practical stability guarantee. The stability guarantee was achieved via employing techniques of adaptive control. By means of a sample-and-hold control, it was shown that the system state converge to a prescribed vicinity of the origin, that does not depend on the approximation quality of the optimal control function or “richness” of the respective approximating structure. A set of conditions for the reinforcement learning controller was presented so as to ensure closed-loop stability. If a condition is violated, the backup adaptive control Lyapunov function and its associated stabilizing controller are invoked. Knowledge of the adaptive control Lyapunov function is a particular issue postponed to future studies but which may involve the use of deep neural net structures in the critic.

APPENDIX

\textbf{Proof:} (of Thm. 1) Consider the Lyapunov function candidate
\[
V_c(x, \hat{\theta}) = \hat{J}(x, w) + \frac{1}{2} (\theta - \hat{\theta})^\top \Gamma^{-1} (\theta - \hat{\theta}) = : \mathcal{T}(\hat{\theta})
\]

and define its difference
\[
\Delta_k V_c = \Delta_k \hat{J} + \Delta_k \mathcal{T}
\]
along (10) and (21) with
\[
\Delta_k \hat{J} := \hat{J}(x_{k+1}(u_k), w_{k+1}) - \hat{J}(x_k, w_k)
\]
\[
\Delta_k \mathcal{T} := \mathcal{T}(\hat{\theta}_{k+1}) - \mathcal{T}(\hat{\theta}_k)
\]
and \( \hat{\theta}_k = \theta - \hat{\theta}_k \).

First, boundedness of the state trajectory is addressed. Recalling that \( \hat{\theta}_k \) is updated in discrete time steps \( k \in \mathbb{N}_0 \), the Lipschitz property yields
\[
\hat{J}(x(t; u_k), w_k) + \mathcal{T}(\hat{\theta}_k) \leq \hat{J}(x_k, w_k) + \mathcal{T}(\hat{\theta}_k) + \|L_x \delta \| F
\]
for $t \in [0, \delta)$, with $L_\varphi$ the Lipschitz constant of $\varphi$ on a to
be defined domain. Assuming that $\tilde{J}(x_k, w_k) \leq \tilde{J}$, specifying
$R^* > R$ gives the respective $\delta > 0$ such that
\[
\tilde{J} + \underline{w} L_\varphi \delta \tilde{F} \leq q_1(R^*)
\]  
(40)
with $L_\varphi = L_\varphi(0, R^*)$, implying that
\[
\mathcal{V}_c(x(t; x_k), \hat{\theta}_k) \leq \tilde{J}(x_k, w_k) + \mathcal{T}(\hat{\theta}_k) + \underline{w} L_\varphi \delta \tilde{F}
\leq \tilde{J} + \mathcal{T}(\hat{\theta}_k) + \underline{w} L_\varphi \delta \tilde{F}
\leq q_1(R^*) + q_2(\|\hat{\theta}_k\|)
\]  
(41)
\[\Rightarrow \tilde{J}(x(t; x_k), w_k) \leq q_1(R^*)\]
for any $k \in \mathbb{N}_0$ and for any $t \in [0, \delta)$ which in turn gives
$x(t; x_k) \in B_{R^*}$ due to (26). Since $x_0 \in B_R$ and $w_0 \in \mathcal{W}$
by constraint, $\tilde{J}(x_k, w_k) \leq \tilde{J}$ holds at $k = 0$ and if $\Delta \mathcal{V}_c = \mathcal{V}_c(x_{k+1}, \theta_{k+1}) - \mathcal{V}_c(x_k, \theta_k) < 0$, the state is bounded to $B_{R^*}$
for all $k \in \mathbb{N}_0$ and inter sampling times $t \in [0, \delta)$. Denote $U := \bigcup_{B_{R^*}}$, the control set associated to $B_{R^*}$ as per Definition [1].
Next, the decay of $\mathcal{V}_c$ is discussed. Consider the following variant of (11)
\[x(t; u) = x_k + \delta \left( \frac{1}{\delta} \int_0^t \mathcal{F}(x(k\delta + s), u_k, \theta) \, ds \right) =: \Phi_t\]
with $t \in [0, \delta)$. Assume for now that the state remains in a
ball $B_{R^*}$ with $R^* > R$ for all times, i.e., $x(t; u_k) \in B_{R^*}$ for
all $t \in [0, \delta)$ and $k \in \mathbb{N}_0$, which will be shown to hold using
$\mathcal{V}_c$ and a suitable choice of $\delta > 0$. Let
\[\tilde{\mathcal{F}} := \sup_{x \in B_{R^*}} \mathcal{F}(x, u, \theta)\]
with $U := \bigcup_{B_{R^*}}$, the respective control set associated with the
adaptive control Lyapunov function as per Definition [1] and
\[\tau := \sup_{w \in \mathcal{W}} \tau(x, u)\]
Regarding $\Psi_t$, note that
\[\Psi_t = \frac{1}{\delta} \int_0^t \mathcal{F}(x(k\delta + s), u_k, \theta) \, ds\]
\[= \frac{1}{\delta} \int_0^t \mathcal{F}(x(k\delta + s), u_k, \theta) \, ds + \frac{t}{\delta} \mathcal{F}(x_k, u_k, \theta)\]
\[- \frac{t}{\delta} \mathcal{F}(x_k, u_k, \theta)\]
\[= \frac{1}{\delta} \int_0^t \mathcal{F}(x(k\delta + s), u_k, \theta) - \mathcal{F}(x_k, u_k, \theta) \, ds\]
\[+ \frac{t}{\delta} \mathcal{F}(x_k, u_k, \theta)\]
\[= \mathcal{F}(x_k, u_k, \theta) + \mathcal{T}(x_k, u_k, \hat{\theta}_k)\]
as well as $\|\Psi_t\| \leq \frac{\tau}{\delta} \tilde{\mathcal{F}} \leq \tilde{\mathcal{F}}$ which leads to $\|x(t; u_k) - x_k\| \leq \delta \tilde{\mathcal{F}}$. By (22), with $L_{\tilde{F}} := L_{\tilde{F}}(0, R^*)$,
\[\|\int_0^t \mathcal{F}(x(k\delta + s), u_k, \theta) - \mathcal{F}(x_k, u_k, \theta) \, ds\|
\leq \int_0^t \underline{w} \tilde{F}(x(k\delta + s) - x_k \| \leq \delta^2 L_{\tilde{F}} \tilde{F}.
\]
To tackle $\Delta \tilde{J}$ in $\Delta \mathcal{V}_c$, the Taylor expansions is considered yielding
\[\tilde{J}(x_k + \delta \Psi_t, w_k) \leq \tilde{J}(x_k, w_k) + (\nabla \tilde{J}(x_k, w_k), \delta \Psi_t) + \frac{\delta^2}{2} \sup_{x \in \mathcal{B}_{R^*}} \left\| \nabla^2 \tilde{J}(x, w) \right\|_{\mathcal{W}} \leq \varphi_2\]
for any $w_k \in \mathcal{W}$, $x_k \in B_{R^*}$ and $t \in [0, \delta)$.
Additionally, at $k + 1$ the critic weights are updated along (15) or (16) to yield
\[\Delta \tilde{J} \leq \tilde{J}(x_{k+1}(u_k), w_k) - \tilde{J}(x_k, w_k)
+ \langle w_k - w_{k+1}, \varphi(x_{k+1}(u_k)) \rangle
\leq \tilde{J}(x_{k+1}(u_k), w_k) + \varepsilon_w \left( \sup_{x \in \mathcal{B}_{R^*}} \left\| \varphi(x) \right\| \right)_{\mathcal{W}} \leq \varphi_2\]
Regarding $\Delta \mathcal{T}$, observe that with (21b)
\[\Delta \mathcal{T} = \frac{1}{2} \hat{\theta}_k \Gamma^{-1} \hat{\theta}_k - \tau(x_k, w_k) \tilde{\mathcal{F}} \mathcal{T}(x_k, w_k) - \frac{1}{2} \hat{\theta}_k \Gamma^{-1} \hat{\theta}_k
\]
\[= - \tau(x_k, w_k) \tilde{\mathcal{F}} \mathcal{T}(x_k, w_k) + \frac{\delta^2}{2} \tau(x_k, w_k) \Gamma \tau(x_k, w_k)
\]
\[\leq - \tau(x_k, w_k) \tilde{\mathcal{F}} \mathcal{T}(x_k, w_k) + \frac{\delta^2}{2} \left( \tau(x_k, w_k) \right)^2 \| \Gamma \|.
\]
Merging $\Delta \tilde{J}$ and $\Delta \mathcal{T}$ yields
\[\Delta \mathcal{V}_c
= \Delta \tilde{J} + \Delta \mathcal{T}
\leq \tilde{J}(x_{k+1}(u_k), w_k) - \tilde{J}(x_k, w_k) + \varepsilon_2 + \Delta \mathcal{T}
\]  
(42)
\[\leq \langle \nabla \tilde{J}(x_k, w_k), \delta \Psi_t \rangle + \frac{\delta^2}{2} \mathcal{F}^2 \varphi_2
\]  
(43)
\[= \langle \nabla \tilde{J}(x_k, w_k), t \mathcal{F}(x_k, u_k, \hat{\theta}_k) \rangle
\]  
(43)
\[= \langle \nabla \tilde{J}(x_k, w_k), t \mathcal{F}(x_k, u_k, \hat{\theta}_k) \rangle
\]  
(43)
performed for $\pm \delta \tau(x_k, w_k) \hat{\theta}_k$ resulting in
\[
\Delta_k V_c \\
\leq \langle \nabla_x J(x_k, w_k), \delta F(x_k, u_k, \hat{\theta}_k) \rangle + \frac{\delta^2}{2} \mathcal{F}^2 \varphi^2 + \varepsilon_w \varphi \\
+ \sup_{x \in \mathbb{R}^n, \varphi \in \mathbb{W}} \| \nabla_x J(x_k, w_k) \| \delta^2 \mathcal{L}_F \mathcal{F} + \frac{\delta^2}{2} \varphi^2 \| \Gamma \| \\
\leq -\frac{1}{2} \mathcal{D}(\hat{\varphi}_1 \mathcal{L}_x \mathcal{F} + \frac{1}{2} \mathcal{F}^2 \varphi_2),
\]
where the last inequality uses constraint (20).

Under $\Delta_k V_c < 0$, which will be encoded in the choice of \{\delta, \varepsilon_1, \varepsilon_w\}, the state will enter the target ball $B_c$. Several cases emerge.

Case 1 - $\hat{J}(x_k, w_k) \geq \frac{u^*}{2}$. Implies $V_c(x_k, \hat{\theta}_k) \geq \frac{u^*}{2}$ and by (27) also that $\|x_k\| > r^*$. Define
\[
\hat{\nu} := \inf_{r^* \leq \|x\| \leq R^*} \frac{1}{2} \mathcal{D}(x).
\]
Selecting $\delta > 0$ such that
\[
\delta^2 \hat{\Delta} \leq \hat{\nu} \frac{\mu}{10}
\]
as well as
\[
0 \leq \varepsilon_1 \leq \frac{2\hat{\nu}}{5} \delta = \varepsilon_1, \quad 0 \leq \varepsilon_w \leq \hat{\varphi}^{-1} \hat{\varphi} \delta = \varepsilon_w
\]
yields decay $\Delta_k V_c = -\hat{\nu} \delta/10 < 0$.

Case 1.1 - repeated violation: If at two consecutive sampling times $k\delta$ and $(k+1)\delta$ the desired decay is not achieved, i.e., the bounds $\varepsilon_1, \varepsilon_w$ are not satisfied for $(u_k, w_k)$, the backup pair $(\mu(x_k, \hat{\theta}_k), w^\#)$ will result in recovering the decay of the Lyapunov function $V_c$ associated with $V$ as per Lemma 1 on the set $B_{R^*} \setminus B_c$ as well as $\tau$ of the parameter estimation dynamics (6) as follows.

With $\hat{J}(x_k, w_k) = V(x_k)$, $V_c$ reduces to $V_c$ of Lemma 1 and the decay rate for $\delta \to 0$ will be given by $\nu$ as per (8).

Since along $F(x, u, \theta)$ and $\Gamma \tau(x, w^\#)$, the Taylor expansion yields
\[
V_c \left( x_{k+1}(\mu(x_k, \hat{\theta}_k), \hat{\theta}_k) \right) - V_c(x_k, \hat{\theta}_k) \\
\leq -\hat{\nu} \mu(x_k, \hat{\theta}_k) + \sigma(\delta^2)
\]
for any $\delta > 0$, given balls $B_{R^*} \setminus B_c$, there exists $\tilde{\delta}_a > 0$ such that for any $0 < \delta < \tilde{\delta}_a$, for all $x_k \in B_{R^*} \setminus B_c$, $k \in \mathbb{N}_0$,
\[
\Delta_k V_c = V_c \left( x_{k+1}(\mu(x_k, \hat{\theta}_k), \hat{\theta}_k) \right) - V_c(x_k, \hat{\theta}_k) \\
\leq -\frac{\hat{\nu}}{2} \mu(x_k, \hat{\theta}_k) \leq -\hat{\nu} \delta,
\]
with consecutive employment of $w_{k+1} = w^\#$ and $u_k = \mu(x_k, \hat{\theta}_k)$.

\subsection*{Case 1.2 - single violation: Consider (43) and (44), by which}
\[
\Delta_k V_c = -\hat{\nu} + \Delta_k \mathcal{T}
\]
\[
= \hat{J}(x_{k+1}(u_k), w_{k+1}) - \hat{J}(x_k, w_k) + \Delta_k \mathcal{T}
\]
\[
\leq -\frac{\delta}{2} \nu(x_k, \hat{\theta}_k) + \varepsilon_1 + \delta^2 \Delta
\]
+ $\hat{J}(x_{k+1}(u_k), w_{k+1}) - \hat{J}(x_k, w_k)$.

If the conditions are violated at $k+1$ but hold at $k$, $w_{k+1} = w^\#$ and thus
\[
\hat{J}(x_{k+1}(u_k), w_{k+1}) - \hat{J}(x_k, w_k) \leq V(x_{k+1}(u_k)) - V(x_k(u_k))
\]
\[
\leq 0.
\]
If the conditions are violated at $k$, i.e., $w_k = w^\#$, but can be recovered at $k+1$, then $u_k = \mu(x_k, \hat{\theta}_k)$ and
\[
\hat{J}(x_{k+1}(u_k), w_{k+1}) \leq V(x_{k+1}(u_k)) + \|w_{k+1} - w^\#\| \hat{\varphi}
\]
can be used to obtain
\[
\Delta_k V_c \leq -\hat{\nu} + \|w_{k+1} - w^\#\| \hat{\varphi}
\]
from (48). Since $\varepsilon_w$ upper bounds $\|w_{k+1} - w_k\|$ with margin (47), $\Delta_k V_c \leq -\delta^3 \hat{\nu}/5$.

Case 2 - $V_c(x_k, \hat{\theta}_k) \leq \frac{3r^*}{4}$: Due to the specification of $v^*$ as in Section II-E and
\[
q_1(\|x_k\|) \leq \hat{J}(x_k, w_k) \leq V_c(x_k, \hat{\theta}_k) \leq \frac{3r^*}{4} \Rightarrow \|x_k\| \leq \frac{3r^*}{4},
\]
the state has entered the target ball. Using (41), if $\delta > 0$ satisfies
\[
\bar{w} \mathcal{L}_w \delta \hat{\varphi} \leq \frac{v^*}{4}
\]
then
\[
V_c(x(t; x_k), \hat{\theta}_k) \leq V_c(x_k, \hat{\theta}_k) + \bar{w} \mathcal{L}_w \delta \hat{\varphi} \leq v^*.
\]
Subsequently $\|x(t; x_k)\| \leq r$, $t \in [0, \delta)$. Being in Case 1, the state may either remain there or trigger Case 2.

Therefore, choosing the sampling time $0 < \delta \leq \tilde{\delta}$, where
\[
\tilde{\delta} := \max_{0 < \delta \leq \tilde{\delta}_a} \delta
\]
such that
\[
\bar{w} \mathcal{L}_w \delta \hat{\varphi} \leq \frac{v^*}{4}, \quad \hat{J} + \bar{w} \mathcal{L}_w \delta \hat{\varphi} \leq q_1(R^*)
\]
\[
\delta^2 \hat{\Delta} \leq \frac{\hat{\nu}}{10}
\]
and $\tilde{\delta}_a$ from Case 2.1, renders $x = 0$ practically semi-globally stable as per Definition 2 and $\hat{\theta} = \theta$ globally stable.

\textbf{Proof:} (of Prop. 1) The proof of Thm. 1 can be transferred to a $\{I\}$-subsystem case using the new $\alpha_c$ to calculate a minimum decay rate of $V_c$. Specifically, the analysis is performed using the balls $B_{R^*}, \mathcal{R} \in \{R, r, R^*, r^*\}$, and new bounding functions $\alpha_{1,2}$ to relate level sets of a partition of $V_c$ to the former.
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