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ABSTRACT Logistic regression is a popular method that is used for estimating causal effects in observational studies using propensity scores. We examine the use of deep learning models such as the deep neural network (DNN), PropensityNet (PN), convolutional neural network (CNN), and convolutional neural network-long short-term memory network (CNN-LSTM)) to estimate propensity scores and evaluate causal inference. Deep learning models, unlike logistic regression, do not depend on assumptions regarding (i) how variables are selected, (ii) specification of the correct functional form, (iii) statistical distributions of the variables, and (iv) interactions are specified. If these assumptions are not met when using logistic regression, one may obtain biased estimates of treatment effects due to not achieving covariate balance. We conducted studies using simulated data with different sample sizes (N = 500, N = 1000, N = 2000), 15 covariates, a continuous outcome and a binary exposure. These data were used in seven scenarios that were different in the degree of nonlinearity and non-additivity associations between the exposure and covariates. The estimation of propensity scores was considered as a classification task, and performance metrics that included the classification accuracy, the receiver operating characteristic curve area under the curve (AUCROC), the covariate balance, the standard error, the absolute bias, and the 95% confidence interval coverage were evaluated for each model. Overall, CNN and CNN-LSTM achieved good results for covariate balance, classification accuracy, AUCROC, and Cohen’s Kappa. Logistic regression provided substantially better bias reduction, but it had subpar performance based on classification accuracy, AUCROC, Cohen’s Kappa, and 95% confidence interval coverage. The results suggest that deep learning methods, especially CNN, may be useful for estimating propensity scores that are used to estimate causal effects.
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NOMENCLATURE

| Term          | Definition                                      |
|---------------|-------------------------------------------------|
| Acc           | Accuracy                                        |
| ASAMD         | Average standardised absolute mean difference   |
| AUC ROC       | Area under curve receiver operating characteristic |
| ATE           | Average treatment effect                        |
| CNN-LSTM      | Convolutional neural network-long short-term memory |
| CNN           | Convolutional neural network                     |
| DNN           | Deep neural network                             |
| LR            | Logistic regression                             |
| MCC           | Mathew’s correlation coefficient                |
| NIR           | No Information Rate                             |
| PN            | PropensityNET                                   |

I. INTRODUCTION Typically, observational studies focus on estimating the causal effect that a treatment has on the outcome. The ‘gold’ standard to infer the causal effect of treatment is through randomised clinical trials (RCT) [1]. This is because with RCTs, a researcher is able to randomise the treatment assignment mechanism, ensuring that the treatment and control groups are comparable [1]. By comparing the average values of the outcome between the control and treatment groups, a researcher can obtain unbiased estimates of the treatment effect [1, 2]. Due to ethical considerations, random assignment may not always be done. Reference [3] states that assigning individuals randomly to the control condition or the treatment condition may be unethical. For example, individuals assigned to the control group may not benefit from an important resource (e.g., receiving antiretroviral drugs that save lives) compared to those in the treatment group who receive the important resource. Due to the imbalance present in the confounders, which affects both the treatment and the
outcome, evaluating causal inference in observational studies becomes challenging. According to [4] then it becomes necessary to use techniques such as weighting or matching to achieve balance in the observed covariates between control and the treated and the groups.

The propensity scores introduced by [1] provide a useful way to assign individuals to different treatment conditions when random assignment fails due to the presence of ethical constraints. The propensity score summarises a multidimensional set of confounders into a one-dimensional summary. This is a key property of propensity scores, which means that if there is balance in the propensity score distribution between the control and treatment groups, then the observed confounders are balanced in expectation between the control and treatment groups. This simplifies the process of adjusting the multivariate set of observed characteristics by simply adjusting the one-dimensional propensity scores [2]. Generally, propensity scores are estimated using logistic regression (LR). Using LR to estimate propensity scores and achieve covariate balance usually involves an iterative process of adding interaction terms and non-linear transformations of the explanatory variables until an acceptable covariate balance is obtained [2]. However, this process of achieving covariate balance is not only time consuming, but it does not guarantee that covariate balance may be reached or improved [2].

Although propensity score methods have been widely used, there are still some notable and specific problems that need to be addressed. First, the use of deep learning methods to estimate propensity scores remains open. Secondly, the use of the propensity scores obtained from deep learning models to assess covariate balance is still very open. With the advent of ‘Big data’ and increased computing capabilities, new possibilities have opened up, where more deep learning methods are needed to estimate propensity scores and assess covariate balance. For example, [2, 5, 6] have proposed machine learning algorithms for estimating propensity scores and assessing causal inference.

This paper is structured as follows. In Section II, we give a theoretical background for estimating the average effects of treatment using propensity scores. In Section III, we outline the research methods, i.e., the data generation mechanisms using Monte Carlo simulations, a description of the proposed algorithms, a description of the experiments to be carried out, and the performance evaluation metrics. In Section IV, we present the results and discussion. Finally, Section V concludes the paper by summarising the findings and making recommendations for further work.

II. THEORETICAL BACKGROUND

We estimate average treatment effects using propensity scores by considering a set-up where there are $N$ units indexed by $i = 1, \ldots, N$ and $W_i \in \{0, 1\}$, a binary indicator for treatments where $W_i = 0$ indicates that unit $i$ received the control treatment and $W_i = 1$ indicates that unit $i$ received the treatment. Furthermore, if we let $X_i$ be an $L$-component vector of features, covariates or pretreatment variables that are known to not be affected by treatment, we can formally define the propensity score as $p(x) = Pr(W_i | X_i = x)$ [7]. Thus, the propensity score is the conditional probability of assignment to a certain treatment given a vector of observed covariates, features, or pretreatment variables [6]. Propensity scoring is a statistical technique that is very useful in evaluating treatment effects, especially when using quasi-experimental or observational data [8]. However, two vital assumptions related to causality must be considered before using propensity scores, and these are the assumption of Ignorable Treatment Assignment [4] and the endogeneity assumption [9].

The counterfactual approach depends on the assumption ("unconfoundedness") stated below [10]:

$$W_i \perp (Y_i(0), Y_i(1)) | X_i$$  \hspace{1cm} (1)

The assumption indicates that the outcomes $(Y_i(1), Y_i(0))$ are independent of $W_i$ given the covariates $X_i$ [3]. This assumption is also stated as the Ignorable Treatment Assignment Assumption [4]. Confounding bias is usually controlled by using propensity scores. Propensity scores achieve this by estimating the probability of $W_i$ given the covariates $X_i$. The Rubin Causal Model or the potential outcomes framework [11] depends on this assumption. This assumption holds in a randomised experiment without the need to condition on covariates. However, [7] state that the assumption can be justified in observational studies if the researcher can observe all variables that affect the assignment of the unit to a treatment. Reference [12] states that it is important to ensure that the propensity score is strictly between 0 and 1. This requirement is known as the positivity assumption. Estimates of treatment effects may be biased when the positivity assumption [13] is not met.

Reference [2] states that if Equation 1 holds conditional on the set of covariates $(X_i)$, then it should also hold conditional on the propensity score ($p(x)$). This means that if the distribution of the propensity scores is balanced between the control and treatment groups, then the distribution of the observed covariates will also be balanced in expectation between the groups. Reference [14] refers to this as the balancing property of the propensity score. Subsequently, the one-dimensional propensity score can be used instead of the multivariate set of observed variables, $X_i$’s, to achieve covariate balance. This paper focuses on the inverse propensity of treatment weighting to adjust for confounding. There are basically two methods that can be considered to implement covariate balance, namely: propensity score matching (PSM) [15] and inverse probability of treatment weighting (IPTW) [16, 17]. PSM involves finding units with the same propensity scores in the control and treated groups, then forming a matched data set of the original data [3]. If the assumptions of
unconfoundedness and positivity hold [18], then the average effect of treatment is estimated by comparing the control and treatment groups in the matched data set. In addition, IPTW employs propensity scores to weight the observations to achieve covariate balance. When calculating ATE, units in the treatment group are assigned a weight equal to $1/p(x)$. On the other hand, a weight of $1/(1-p(x))$ is assigned to the units in the control group [2]. Attaching these weights to the treatment and control groups ensures that the covariate distributions of the treatment and control groups are comparable. Therefore, estimates of unbiased treatment effects under unconfoundedness [4] are obtained from weighted differences in the average outcomes of the treated and control observations. The IPTW will be used to evaluate the covariate balance because according to [2], the IPTW gives a lower bias compared to PSM.

A. PROBLEM STATEMENT

Propensity scores are generally estimated using logistic regression. Estimation of propensity scores using logistic regression requires assumptions regarding (i) how variables are selected, (ii) specification of the correct functional form, (iii) statistical distributions of the variables, and (iv) interactions are specified [5]. If the assumptions are not met, one may obtain biased estimates of treatment effects due to the failure to achieve covariate balance. Propensity scores are primarily used to achieve a covariate balance between the treatment group and the control group to obtain valid and unbiased estimates of the treatment effect. According to [14], propensity scores are used to adjust for observed confounding through matching, subclassification, weighting, regression or their combinations. Main effects LR propensity score models have generally been found to provide acceptable covariate balance [5]. However, as models become more complex with interactions and non-linear terms, LR propensity score models have produced large biases when estimating average treatment effects [5]. Machine learning algorithms have generally been employed to perform classification and prediction. Classification tasks use an input data set $\mathcal{D}$ of size $N$ and the corresponding target classes: $\mathcal{D} = \{(x(i), y(i))\}_{i=1}^{N}$, where $X \subset \mathbb{R}$ represents the feature space and $Y = \{1, ..., K\}$ is the label space [19]. We define the classification problem as one of mathematical optimisation. The loss or objective function can be expressed as the cross-entropy between $Y$ and $\hat{Y}$. The cross-entropy loss function is almost the only choice for classification tasks in practice. This loss function, $L(Y, \hat{Y}) \geq 0$, estimates the extent to which the true value of a model $\hat{Y}$ differs from the predicted value $Y$. Ideally, we are given $\mathcal{D}$, where each $(x(i), y(i)) \in (X \times Y)$ and a classifier is therefore a function that maps the input feature space to the label space $f: X \rightarrow R^K$. Reference [2] states that machine learning algorithms are typically designed to minimise misclassification rates and not to estimate class-membership probabilities. However, the classification task can be used to estimate the probabilities of class-membership. For example, [5, 6, 20, 21] used machine learning algorithms to estimate class membership probabilities and found that machine learning algorithms work rather well in this regard and can be used successfully to estimate propensity scores using class membership probabilities. Estimating class membership probabilities using deep neural networks has not been widely used. Therefore, the literature on the use of deep learning methods to estimate propensity scores using class-membership probabilities is still limited. It is vital to investigate whether deep neural networks can reduce or eliminate the reliance on LR assumptions that include functional form, variable selection, distribution of variables, and specification of interactions. In addition, statistical machine learning techniques, such as deep neural networks, are needed to estimate propensity scores and evaluate whether these deep neural networks perform better than LR in the estimation of propensity scores and bias reduction when estimating average treatment effects.

B. RELATED WORK

Researchers have made several efforts to use the power of machine learning techniques for causal inference problems [6]. References [2, 22] have compared machine learning algorithms to model propensity scores. Reference [23] reported on the full potential of machine learning to estimate the average effects of treatment with propensity score methods and found that machine learning methods can be helpful in high-dimensional data sets (that is, a large number of covariates and observations). Reference [24] proposed matching methods based on the random forest to obtain covariate balance between the control and treatment groups for arge observational study data. The authors noted that their approach provided better estimates of the effect of treatment. Reference [6] concluded in their paper that although the assumptions of logistic regression are well understood, those assumptions are often ignored. They noted that boosting (meta-classifiers) [25] and, to a lesser extent, decision trees (particularly CART) [5], appear to be the most important in propensity score analysis, but extensive simulation studies are needed to establish their utility in practice. Reference [26] constructed a normalized empirical probability density distribution (NEPDF) matrix and trained a convolutional neural network (CNN) on the NEPDF matrix for causality predictions. The authors demonstrated that the use of the NEPDF matrix allowed CNN to work very well on image classification problems for the task of causal inference. By using experiments on simulated and real data, their method generally worked well on a diverse set of input data types.

Reference [27] proposed an approach to adapt neural networks to process incomplete data, and found that neural networks give results comparable to methods that require complete data in training. Reference [28] states that there has been limited adoption of deep learning algorithms in the social sciences due to the lack of sufficient data. Reference [29] estimated propensity scores through simulation studies using a deep neural network referred to in their research as
PropensityNet instead of traditional logistic regression and verified the superior performance of their proposed PropensityNet over logistic regression in estimating propensity scores. This paper extends the work of [29] by developing a deep neural network (DNN) that aims to improve PropensityNet performance. The aim is to determine whether deep learning methods; DNN, PropensityNet, convolutional neural network (CNN), and convolutional neural network-long short-term memory (CNN-LSTM) can be used to estimate propensity scores. Furthermore, the article seeks to assess whether deep learning methods are better at reducing bias in estimated average treatment effects compared to logistic regression. Specifically, the paper makes the following contributions.

(a) Estimate propensity scores and assess covariate balance for logistic regression (LR), deep neural network (DNN), PropensityNet (PN), convolutional neural network (CNN), and the convolutional neural network-long short-term memory (CNN-LSTM) algorithm.

(b) Compare the performance of deep learning methods and logistic regression in estimating the average treatment effects using simulation techniques.

(c) Assess the performance of the deep learning methods when they are applied to a real-world data set.

III. RESEARCH METHOD

A. DATA GENERATION USING MONTE-CARLO SIMULATIONS

To assess the performance of deep learning models and logistic regression, we performed a series of Monte Carlo simulation experiments that follow the structure of [30] adapted from [2, 5, 20, 22]. Samples of sizes N = 500, N = 1000 and N = 2000, a binary treatment variable. The general LR model is expressed as follows:

\[ Pr[Y_i|W_i, X_i] = \frac{1 + exp(-\alpha_0 + \alpha_1 X_1 + \alpha_2 X_2 + \alpha_3 X_3 + \alpha_4 X_4 + \alpha_5 X_5 + \alpha_6 X_6 + \alpha_7 X_7 + \alpha_8 X_9 + \alpha_9 X_{10})}{1 + exp(-\gamma_1 W_i)} \]

Random numbers between 0 and 1 were generated from a uniform distribution using the R software, setting \( Y_i = 1 \) if the randomly generated number was less than \( Pr[Y_i|W_i, X_i] \) and 0 otherwise. The binary outcome variable for each scenario was used in training the deep learning models (DNN, PN, CNN, and CNN-LSTM) and consequently predicted propensity scores for each of these models. Logistic regression was used to generate a continuous outcome variable \( Y_i \) (for each scenario A-G), as a function of \( W_i \) and \( X_i \) and setting the effect of treatment \( W_i \) to be constant with coefficient \( \gamma_i = -0.4 \) as proposed by [5, 20].

\[ Y_i = -\alpha_0 + \alpha_1 X_1 + \alpha_2 X_2 + \alpha_3 X_3 + \alpha_4 X_4 + \alpha_5 X_8 + \alpha_6 X_9 + \alpha_7 X_{10} + \gamma_1 W_i \]

Weighted linear regressions of \( Y_i \) as a function of \( W_i \) and \( X_i \) were performed for Scenarios A-G using \( 1/p(x) \) and \( 1/(1-p(x)) \) as weights to estimate the effect of treatment for each scenario. We use the same parameter values \( \alpha_i \) through \( \alpha_7 \) as were used by [5, 20] in Equations 2 and 3.

B. LOGISTIC REGRESSION

Logistic regression (LR) is a common and useful statistical technique that is used to estimate propensity scores [3, 32]. Reference [6] report that other techniques include discriminant analysis [33], general boosted models [20], classification trees [34], and neural networks [35] just to mention a few. They point out that several propensity score analyses use LR to estimate the scores. In its basic form, LR is a statistical model that uses a logistic function to model a binary dependent variable. The general LR model is expressed as follows:

\[ \ln \left( \frac{Pr(W_i = 1|X_i)}{1 - Pr(W_i = 1|X_i)} \right) = x_i^T \beta \]

where \( x_i \) is a vector of the continuous and dummy variables described in Section III-A, and \( \beta \) is the vector of parameters. According to [7], the propensity score is stated as \( p(x) = \)
$Pr(W_i = 1|X_i)$. In this paper, LR is used to estimate the propensity score, $p(x)$.

Logistic regression is mathematically constrained to produce probabilities between $[0, 1]$ and therefore is attractive for probability prediction [37]. Logistic regression can be easily implemented in a wide variety of statistical software such as R, SPSS, STATA, and SAS. There are several shortcomings that can result from estimating propensity scores using logistic regression. Reference [24] states that logistic regression is prone to misspecification errors that result in imprecise estimates of the propensity score. Missing data presents problems when estimating propensity scores using logistic regression, and these missing data must be dealt with beforehand. Covariates with a large proportion of observations with missing data become unusable when logistic regression is implemented. According to [6], the performance of logistic regression is below par compared to other methods that estimate propensity scores, such as tree ensembles or other machine learning algorithms.

### C. USING DEEP LEARNING METHODS FOR CLASSIFICATION

1) The Cross-Entropy Loss Function

The cross-entropy loss function, $L(Y, f(X))$, is almost the only choice for classification tasks in practice. As discussed in Section II-A, a classifier is represented by the mapping $f: X \rightarrow R^K$.

For multiclassification $L(Y, f(X))$ is defined as:

$$L(Y, f(X)) = -\frac{1}{N} \sum_{i=1}^{N} \sum_{j=1}^{K} y_{ij} \log(f_{j\theta}|x_i) \quad (5)$$

where $\theta$ is the set of parameters of the classifier, $y_{ij}$ corresponds to the $j$th element of the one-hot encoded label of the $x_i$, $y_i \in \{0, 1\}^K$ such that $1^T y_i = 1 \forall i$ and $f_j$ denotes the $j$th element of $f$. Note that $\sum_{j=1}^{K} f_j(x_{ij}; \theta) = 1$, and $f_j(x_{ij}; \theta) \geq 0, \forall j, i, \theta$, are the outputs obtained using softmax [38].

Equation 5 gives the average differences between the predicted outputs (probabilities) and the target probabilities. Reference [39] indicates that the above can be described as a classification model $\mathcal{N}$ with an architecture $A$, and a vector of parameters $\Theta$ that express the output as a function of the input as follows:

$$\hat{Y} = \mathcal{N}(X; A, \Theta) \quad (6)$$

$A$ will represent the design choices of a deep learning model and $\Theta$ are the parameters that will be tuned during training. Design choices $A$ usually include (i) how the layers are organised, (ii) the activation function, which could be a rectified linear unit $ReLU$ [40], hyperbolic $tanh$, logistic function, (iii) the number of layers of the deep learning model and (iv) the nodes of a layer, $n_l$, $l = 1, 2, 3, ..., L$. For example, for a deep neural network (DNN), the parameter $\Theta$ will include the weights $W_l$ and the biases $b_l$ of the layers, $l = 1, 2, 3, ..., L$.

### D. DEEP NEURAL NETWORK (DNN)

A DNN model is created based on algorithms called artificial neural networks (ANNs) that are structured as stacks of layers on top of each other. It can employ supervised and unsupervised learning [39]. DNN models use weights that are contained in hidden layers. These weights are adjusted during training as they take in and process input. The purpose of adjusting the weights is to find patterns that give better predictions. A DNN self-learns, and the researcher is not required to specify in advance any patterns to consider. Deep learning methods are based on a branch of machine learning called representation learning (feature learning) [41]. These methods perform automatic feature selection compared to machine learning algorithms that require feature selection by the researcher before they are used.

#### TABLE 1. Architecture of DNN

| Type of Layer     | Output shape | Number of Parameters |
|-------------------|--------------|----------------------|
| Dense             | (None, 64)   | 768                  |
| Dropout           | (None, 64)   | 0                    |
| Dense             | (None, 32)   | 2080                 |
| Dropout           | (None, 32)   | 0                    |
| Dense             | (None, 16)   | 528                  |
| Dropout           | (None, 16)   | 0                    |
| Batch Normalization | (None, 16) | 64                   |
| Dense             | (None, 1)   | 17                   |

The DNN architecture shown in Table 1 consists of four dense hidden layers, that is, fully connected layers. Reference [42] states that deep learning models are built by using compatible layers that enable useful data-transformations. This means that every layer in a deep learning model will only accept input tensors of a certain shape and will return output tensors of a certain shape. In addition, [42] indicate that there is no need to worry about compatibility of interconnected layers because they are built to match the shape of the incoming layer. The output shape of a layer refers to the dimensions of a tensor that is returned by that layer. For example, Table 1 shows that the first hidden layer of DNN will return a tensor of dimension (None, 64). This first hidden layer has an output shape equal to (None, 64) with 64 neurons/units. The second layer automatically infers as its input shape the output shape from the first layer. A None dimension is used to allow for a variable batch size, that is, it is a dynamic dimension of a batch (mini batch) that allows one to set any batch size to the deep neural network. None is the first dimension that does not need to be fixed at this stage, unless in very specific cases (for instance, when working with stateful=True LSTM layers). The batch size is then defined in the fit or predict phase of the models.

The dropout layers after the dense layers are used as a powerful regularisation technique [43] to prevent the models...
from overfitting. The architecture uses batch normalisation to stabilise the learning process and significantly reduce the number of training epochs for DNN.

The DNN learning process with the architecture shown in Table 1 involves two important steps: the first step is the forward propagation phase of the training data, which takes in the raw data from the input layer. The second step involves the back-propagation of the error signal [44]. Neurons in the hidden layers are used to process the data which is passed on to the output layers to generate the output data. These output data are passed to the next layer by non-linear functions [29]. These non-linear functions are referred to as activation functions. Examples of activation functions include the logistic function, the hyperbolic tangent \( \tanh \), and the rectified linear unit \( \text{ReLU} \). Their main purpose is to convert an input signal from an input node in a DNN to an output signal. In this work, we use the \( \text{ReLU} \) activation function, as it substantially reduces the computational cost of training and guarantees faster computation and convergence [45]. \( \text{ReLU} \) offers better performance and generalization in deep learning compared to the \( \text{sigmoid} \) and \( \tanh \) activation functions. For a detailed discussion and comparison of the different activation functions, see [45]. Reference [44] provides a detailed procedure for how these two steps work.

For multiclass models, DNN uses a \textit{softmax layer} [39] as its last layer to retain the probabilities of each class. The \textit{softmax layer} that is used for classification into \( K \) classes is defined as follows [39, 46]:

\[
f(x_i) = \frac{\exp(x_i)}{\sum_j \exp(x_j)} \quad \forall j \in \{1, \ldots, K\}
\]

The softmax function, \( f(x_i) \), produces an output between 0 and 1, with the sum of the probabilities equal to 1. Since we are performing binary classification, we will use a \textit{sigmoid} function as the last layer to give probabilities between 0 and 1. These probabilities are a measure of the propensity score for each new/test unit.

**E. PROPENSITYNET**

PropensityNet (PN) is a deep neural network that can be used to estimate propensity scores that was proposed by [29]. PN is similar to DNN and it consists of five dense layers, that is, fully connected, as shown in Table 2. PropensityNet uses \textit{Adam} [47] as an optimiser and the binary cross-entropy as an error metric, as it is solves a binary classification problem. A \textit{sigmoid} function is used as the last layer to give probabilities between 0 and 1. These probabilities are a measure of the propensity score for each new/test unit. Keras with Tensorflow backend in R [48] was used to build PropensityNet.

**F. CONVOLUTIONAL NEURAL NETWORKS (CNN)**

Table 3 shows the architecture of the CNN model used in this paper.

CNN is a deep learning algorithm that can produce cutting-edge binary or multiclassification results. In contrast to machine learning algorithms that require a user to choose the best features, a CNN model can automatically extract important features from the input data set [49]. The CNN model consists of a nonlinearity layer (convolutional layer) followed by a max-pooling layer, and a fully connected layer [50]. As shown in Table 3, CNN’s architecture shows that the output shape of the first hidden layer is a \( 15 \times 64 \) matrix. This means that there are 64 filters, and each filter will contain 15 weights. The output of the first layer of CNN is fed into the second layer which again contains 64 filters. Therefore, using the same logic as used in the first layer, the output matrix of the second layer will be a matrix of size \( 15 \times 64 \). The architecture in Table 3 uses a max pooling layer. This layer prevents overfitting by reducing the complexity of the output. Table 3 also shows that there is another 1D CNN layer with a matrix of size \( 15 \times 32 \) that is used to learn higher-level features. A dropout layer is employed to prevent overfitting and increase accuracy on the test data. The architecture includes a flatten layer that is used to convert the data into a 1-dimensional array that is then fed to the last layer. The last layer is a dense (fully connected layer) that will output probabilities that estimate the propensity scores as described in Section III-H.

CNNs have produced excellent results when they were used for natural language processing (NLP) [51], computer vision [52], spam detection [53], text classification [54], topic categorisation [55], and image classification [56]. In this

---

**TABLE 2. Architecture of PN**

| Type of Layer | Output shape  | Number of Parameters |
|---------------|---------------|----------------------|
| Dense         | (None,32)     | 512                  |
| Dropout       | (None,32)     | 0                    |
| Dense         | (None,32)     | 1056                 |
| Dropout       | (None,32)     | 0                    |
| Dense         | (None,32)     | 1056                 |
| Dropout       | (None,32)     | 0                    |
| Dense         | (None,32)     | 1056                 |
| Dense         | (None,1)      | 33                   |

**TABLE 3. Architecture of CNN**

| Type of Layer | Output shape  | Number of Parameters |
|---------------|---------------|----------------------|
| Conv1D        | (None, 15, 64)| 128                  |
| Maxpooling1D  | (None, 15, 64)| 0                    |
| Conv1D        | (None, 15, 64)| 4160                 |
| Maxpooling1D  | (None, 15, 64)| 0                    |
| Conv1D        | (None, 15, 32)| 2080                 |
| Maxpooling1D  | (None, 15, 32)| 0                    |
| Dropout       | (None, 15, 32)| 0                    |
| Flatten       | (None, 480)   | 0                    |
| Dense         | (None, 128)   | 61568                |
| Dropout       | (None, 128)   | 0                    |
| Dense         | (None, 1)     | 129                  |
paper, we will use the CNN to perform binary classification on non-image or non-sequential or non-text data. The sigmoid function is used as the last layer to give probabilities (propensity scores) between 0 and 1.

G. CONVOLUTIONAL NEURAL NETWORKS-LONG SHORT-TERM MEMORY NETWORK (CNN-LSTM)

Typically, long short-term memory networks (LSTMs) [57] have been used to learn long-term dependencies through recurrently connected memory blocks (subnets). They are an example of recurrent neural networks (RNNs) [57]. RNNs are described in detail in [58]. In this paper, we use a hybrid model that combines the CNN and the LSTM models to process non-temporal/sequential data. Therefore, we investigate whether the hybrid model can be modified to estimate class-membership probabilities (propensity scores). To do this, we will use a sigmoid function as the last layer to give probabilities (propensity scores) between 0 and 1. A detailed description of CNN-LSTM and other hybrid models can be found in [59]. The architecture of the hybrid CNN-LSTM model is shown in Table 4.

| Type of Layer | Output shape | Number of Parameters |
|---------------|--------------|----------------------|
| Conv1D        | (None, 15, 64) | 128                  |
| Maxpooling1D  | (None, 15, 64) | 0                    |
| Conv1D        | (None, 15, 64) | 4160                 |
| Maxpooling1D  | (None, 15, 64) | 0                    |
| Conv1D        | (None, 15, 32) | 2080                 |
| Maxpooling1D  | (None, 15, 32) | 0                    |
| Dropout       | (None, 15, 32) | 0                    |
| LSTM          | (None, 15, 32) | 8320                 |
| Flatten       | (None, 480)   | 0                    |
| Dense         | (None, 128)   | 61568                |
| Dropout       | (None, 128)   | 0                    |
| Dense         | (None, 1)     | 129                  |

H. EXPERIMENTS

We performed experiments to fit deep learning methods and evaluated their performance in performing the classification task, and in estimating propensity scores. We provide some comparisons of LR, DNN, PN, CNN, and CNN-LSTM. We focus on analysing the performance of the aforementioned deep learning models in estimating propensity scores and not explaining the technical details of the methods. To estimate propensity scores using deep learning models, we used the covariates \( X_{ij} \) and the outcome variable \( Y_{ij} \) for all units as input and \( W_i \) as output.

The architecture of DNN used in this study is shown in Table 1. The proposed DNN is a variation of PropensityNet. DNN will have four hidden layers. The activation functions used are ReLU for DNN, PN, CNN, and CNN-LSTM. Reference [29] used Adadelta [47] as an optimiser for PropensityNet. However, for DNN, CNN, and CNN-LSTM will use the efficient Adam [45, 60] optimiser. Since we are performing binary classification, the binary cross-entropy is employed as the loss function. The dropout technique is used in all deep learning models to prevent overfitting [43]. Each deep learning model uses a sigmoid function as the last layer to give output probabilities between 0 and 1. Thus, the output is made up of probabilities, \( p(x) = Pr(W_i|X_i = x) \in [0, 1] \) for each unit of the test data set and these probabilities are the measure(s) of the propensity scores.

Keras [48] with the TensorFlow back end in R is used to build the deep learning models described above. Using R [61], we build logistic regression models using \( W_i \) as the dependent variable and \( X_i \) as the regressors to estimate propensity scores. We train the deep learning models using \( (X_i, Y_i) \) as the inputs for each unit. We have used simulation-based research for model performance evaluation because the true treatment effects are usually unknown in the real world when working with observational data [5].

I. EVALUATION METHODOLOGY

The performance of the models used in this paper was evaluated using the scenarios A−G, that were generated using a series of Monte Carlo simulation experiments that follow the structure of [30]. These scenarios A−G, represent different levels of linearity and additivity (including quadratic and interaction terms ) in the true propensity score models as described in Section III. 1000 data sets for each of the sample sizes equal to \( N = 500, N = 1000 \) and \( N = 2000 \) were used in each of the seven scenarios (A−G). The generated datasets are clearly imbalanced. Therefore, we used SMOTE (Synthetic Minority Oversampling Technique) [62] to closely match the minority class with the majority class.

The following evaluation metrics are used to assess whether our models estimate propensity scores that result in valid estimates of treatment effects [5, 20]. Therefore, these metrics are used to assess how LR, and the deep learning methods are performing in the binary classification task to obtain propensity scores as well as in estimating the treatment effects.

(i) Absolute Bias: Absolute bias is used to evaluate how the average treatment effect obtained from 1000 simulations of the different sample sizes agrees with the true value −0.4 for each scenario,

(ii) Standard error (s.e): This is calculated as the average standard error of the treatment effects resulting from the 1000 simulations for each scenario and different sample size. The smaller the average standard error, the less the spread and the more likely that an estimated treatment effect sample mean is close to the true value -0.4 of the treatment effect,

(iii) Average standardised absolute mean difference (ASAMD): We used Cobalt [63] to calculate the average standardised absolute mean difference between the treatment and control groups after incorporating propensity score weights. The ASMD is the average
of the absolute values of the standardised difference in means across all covariates for different scenarios and sample sizes. The average value of 1000-simulations is referred to as the mean ASAMD [5]. Lower ASAMD values suggest that the treatment and control groups are comparable for a given set of covariates.

(iv) **Accuracy (Acc):** Classification accuracy is used as a metric for evaluating the classification performance of our models. The classification accuracy simply gives the proportion of predictions that our model got right. For example, the higher the classification, the better the model is at classifying 0s as 0s and 1s as 1s. We note that classification accuracy may not be a good performance metric when one is working with a rare outcome $Y_i$, where there is a significant disparity between the number of 0s and 1s. Our outcome variable is a "rare" binary outcome $Y_i$ with $p(Y_i) \approx 0.02$ of the minority class and it is highly imbalanced. As a result, other performance metrics such as Cohen’s Kappa, AUC-ROC, and No Information Rate (NIR) are also used to evaluate the class-imbalanced data considered in this study instead of classification accuracy.

(v) **Cohen’s Kappa ($\kappa$):** is calculated using the formula, $\kappa = \frac{Pr(a) - Pr(e)}{1 - Pr(e)}$, where $Pr(a)$ represents the observed actual agreement, and $Pr(e)$ represents the chance agreement. In binary classification, accuracy is a common performance metric. However, it can be misleading in the case of imbalanced data [64]. For an imbalanced data set, the classification task may be influenced by the majority class. Therefore, instead of using the classification accuracy metric, Cohen’s Kappa will be used as one of the metrics to evaluate the agreement between the actual classes and the classes predicted by the DNN, PN, CNN, and CNN-LSTM and LR models. Cohen’s Kappa takes values between 0 and 1 with a value of 1 implying perfect agreement and values less than 1 imply less perfect agreement between actual and predicted classes [65].

(vi) **No Information Rate (NIR) and P-Value [Acc > NIR]:** The “no-information rate (NIR)” is the highest proportion of observed classes. This means that given a ‘rare’ binary outcome $Y_i$ with $p(Y_i) \approx 0.02$, the majority class has a probability approximately equal to 98%. A model whose classification accuracy is say 90% and the NIR is 98% tells us that if we just pick the majority class, we will be correct 98% of the time. A hypothesis test is also computed to evaluate whether the overall accuracy rate is greater than the rate of the majority class.

(vii) **AUC-ROC** is used as a performance measure to classify the binary class variable $Y_i$. The AUC-ROC is a probability curve that represents the degree or measure of separability. This means that it gives us a measure of how a model is capable of distinguishing between classes. For example, the higher the AUC, the better the model is at predicting 0s and 1s correctly. The AUC-ROC is a function of sensitivity and specificity.

(viii) **95% CI coverage:** This is the proportion of the 1000 data sets that contained the true treatment effect with 95% confidence.

**IV. RESULTS AND DISCUSSION**

1) **Parameter Settings**

We adapted the parameters settings from [59] and adjusted them to give the following optimal parameter settings (Tables 5 and 6) that were used to train CNN and CNN-LSTM models.

**TABLE 5. Optimum parameter settings for CNN and CNN-LSTM training**

| Parameters                        | CNN  | CNN-LSTM |
|-----------------------------------|------|----------|
| Droup-out                         | 0.1  | 0.1      |
| Learning-rate                     | 0.001| 0.001    |
| Batch-size                        | 64   | 64       |
| Number of LSTM cells              | -    | 32       |
| Number of CNN Kernels             | 64   | 64       |
| Number of training epochs         | 100  | 100      |
| Number of iterations for a scenario | 1000 | 1000    |

**TABLE 6. Optimum parameter settings for training DNN and PN**

| Parameters                        | DNN  | PNN |
|-----------------------------------|------|-----|
| Droup-out                         | 0.2  | 0.2 |
| Learning-rate                     | 0.001| 0.001|
| Batch-size                        | 128  | 128 |
| Number of hidden layers           | 3    | 5   |
| Batch Normalization               | 64   | -   |
| Trainable Parameters              | 3457 | 3713|
| Number of epochs                  | 100  | 100 |
| Number of iterations              | 1000 | 1000|

Using the parameter settings described in Tables 5 and 6, the results obtained by using the dataset of size $N = 1000$ generated from the Monte Carlo simulations, are presented first. Subsequently, we present performance comparisons of the different models using different sample sizes. This study was conducted to evaluate the performance of LR, DNN, CNN, CNN-LSTM and PN in estimating propensity scores, assessing covariate balance, and consequently, average treatment effects. Several critical discoveries about the performance of the different methods used in this paper in estimating propensity scores and average treatment effects were made. The aim was to determine whether propensity scores can be estimated using deep learning methods. The study extended the work by [2, 5, 20, 29] incorporating nonparametric statistical tests such as Cohen’s Kappa and the No Information Rate. Hypotheses tests were also performed to evaluate whether the overall accuracy rate was greater than the majority class (NIR) rate for each model. The performance of these propensity score methods was tested under different sample size conditions.
### A. SIMULATIONS OF $N = 1000$ SAMPLE SIZES

**TABLE 7.** Performance metrics for logistic regression (LR); deep neural network (DNN); PropensityNet (PN), convolutional neural network-long-short term model (CNN-LSTM), and convolutional neural network (CNN) for samples of size $N = 1000$.

| Scenario          | Metric     | LR    | DNN   | PN    | CNN   | CNN-LSTM | Average |
|-------------------|------------|-------|-------|-------|-------|----------|---------|
|                   | ASAMD      | 0.051 | 0.402 | 0.251 | 0.021 | 0.021    | 0.075   |
|                   | Absolute Bias | 0.005 | 0.025 | 0.010 | 0.013 | 0.013    | 0.038   |
|                   | Standard Error | 0.027 | 0.045 | 0.019 | 0.015 | 0.015    | 0.027   |
|                   | Accuracy (%) | 64.40 | 99.09 | 73.87 | 99.63 | 92.30    | 33.66   |
|                   | AUCROC (%)  | 27.91 | 99.76 | 50.18 | 99.34 | 86.32    | 33.66   |
|                   | Cohen' Kappa | 0.046 | 0.819 | 0.001 | 0.988 | 0.735    | 0.022   |
|                   | 95% Coverage | 90.60 | 96.10 | 100.00| 99.00 | 99.00    | 82.19   |
|                   | p-value [Acc > NIR] | 1.000 | 0.010 | 0.000 | 0.000 | 0.000    | 1.000   |
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ASAMD is an excellent measure to assess the covariate balance because it can effectively predict the bias of the average effect of treatment [66]. Reference [2] suggested as a "rule of thumb" a more stringent criterion for obtaining ASAMD values lower than 0.1 to achieve covariate balance. Using Table 7, DNN, and PropensityNet did not achieve covariate balance because their average ASAMD of each of these models was greater than 0.1 in all scenarios. On the other hand, LR, CNN and CNN-LSTM achieved covariate balance, as their respective mean ASAMD values were all less than 0.1.

Propensity score weighting is an important preprocessing technique used to achieve covariate balance. Achieving covariate balance justifies ignorability assumption on the observed covariates, which in turn allows for a valid causal inference to be made. Although logistic regression achieved covariate balance (Table 7), in all scenarios A-G, its absolute biases were consistently higher than those of DNN, PropensityNet, CNN, and CNN-LSTM. This important finding may suggest that achieving covariate balance may not be enough to lower absolute bias, or it may be that the ASAMD does not adequately measure covariate balance. This finding is supported by [2, 5, 67].

Table 7 shows that the absolute bias for the logistic regression for scenario A was generally acceptable and low (0.005, 95% CI =90.6%). Scenario A represents additivity and linearity (only main effects). However, as the scenarios became more nonadditive and non-linear (scenarios B-G), the performance of logistic regression was poor. For example, with moderate non-additivity and nonlinearity (scenario G), LR produced an average absolute bias of 0.043 and a 95% CI coverage of 51.1% (scenario G). These results show that the LR propensity score model gave higher estimates of the true causal effect of the treatment as the data became more non-additive and nonlinear. Furthermore, Table 7 shows that deep learning models; DNN, PN, CNN, and CNN-LSTM had low absolute biases averaging (in all scenarios) 0.009, 0.012, 0.018, and 0.015, respectively, and high 95% CI coverage. The DNN displayed the lowest bias as non-additivity, and nonlinearity in the data was increased. Therefore, DNN performed better in reducing absolute bias compared to LR, PN, CNN, and CNN-LSTM.

Standard errors for PN, CNN, and CNN-LSTM were comparable with averages of 0.019, 0.015, and 0.015 across all scenarios, respectively. On the other hand, the standard errors for LR and DNN were higher than those of PN, CNN, and CNN-LSTM as shown in Table 7. The low standard errors for PN, CNN, and CNN-LSTM were coupled with very good 95 percent CI coverage, which averaged 100.00%, 97.86%, and 95.00%, respectively for PN, CNN, and CNN-LSTM, across all scenarios.

Table 7 shows that on average, DNN, CNN, and CNN-LSTM gave higher classification accuracy values of 99.71%, 99.93%, and 97.03%, respectively, in all scenarios compared to LR (33.66%) and PN (75.72%). This means that DNN, CNN, CNN-LSTM were able to accurately classify the rare binary outcome variable $Y_i$, compared to PN and LR. The accuracy performance metric can be a useful measure if we have the same number of samples per class, but if we have an imbalanced set of samples, it is not useful at all. Therefore, we considered other measures such as the AUC-ROC, which gives the performance of a model, while addressing the issue of class imbalance to evaluate the performance of our models.

Based on the AUC-ROC, CNN performed better than the other models in all scenarios. The average AUC-ROC in the different scenarios was 27.9% for LR, 99.89% for CNN, 97.6% for DNN, 93.97% for CNN-LSTM, and 54.6% for PN, as shown in Table 7. The AUC-ROC results revealed that CNN returned a better classification compared to other algorithms. The AUC-ROC for LR and PN was poor and unacceptable. The AUC-ROC gives a better measure of accuracy because it is a function of sensitivity and specificity. The AUC-ROC curve is insensitive to differences in class proportions.

In addition to evaluating the models using classification accuracy and AUC-ROC, we also considered Cohen’s Kappa. The average Cohen’s Kappa values for LR, DNN, PN, CNN, and CNN-LSTM were 0.022, 0.906, 0.003, 0.998, and 0.881, respectively, for all scenarios (Table 7). Cohen’s Kappa statistic values for DNN, CNN, CNN-LSTM indicates that there was substantial agreement between the actual classes and the predicted classes [65]. Thus, DNN, CNN, CNN-LSTM can handle the imbalanced class problem very well. This means that DNN, CNN, CNN-LSTM are doing a good job of predicting propensity scores and also classifying 0s and 1s. Cohen’s Kappa statistic values for LR and PN did not offer any agreement between actual classes and predicted classes. These models are not capable of distinguishing between classes, that is, they are not good at predicting 0s and 1s correctly.

Table 7 shows that on average the $p$-value [Acc $> \text{NIR}$ ] is $0.000 < 0.05$, $0.009 < 0.005$, and $0.032 < 0.05$ for CNN, DNN, and CNN-LSTM, respectively. This means that the average classification accuracy for CNN, DNN, and CNN-LSTM is significantly greater than the No Information Rate. Thus, CNN, DNN, and CNN-LSTM are useful models to predict propensity scores that are used to calculate the average effects of treatment. The $p$-values [Acc $> \text{NIR}$ ] for LR and PN were not significant as they were all greater than 0.05. With the no-information rate in mind, we now see that the accuracy of the LR model is poor. We note that a good model is one where the no information rate is significantly less than the classification accuracy. It is important to check whether the accuracy is significantly greater than the no information rate (NIR) to determine whether the model is actually doing anything useful for the particular outcome it claims to predict.
B. PERFORMANCE COMPARISONS FOR SAMPLES OF SIZE $N = 500$, $N = 1000$, AND $N = 2000$.

In this section we investigate the discriminative performances of LR, DNN, PN, CNN, and CNN-LSTM models. These models were evaluated on the same training datasets derived from the datasets of sizes $N = 500$, $N = 1000$, and $N = 2000$.

1) Performance Comparison of the Classification Accuracy

According to Fig. 1, we can see that based on the classification accuracy, the deep learning models CNN, DNN, and CNN-LSTM outperform LR across the different sample sizes. These results demonstrate that these models are effective for estimating propensity scores using class-membership probabilities compared to LR.

2) Performance Comparison of the AUCROC

As shown in Fig. 2, we find that the AUCROC of CNN and DNN are consistently greater than 0.9 for the different sample sizes. The comparison results in Fig. 2, for the different models empirically demonstrate that CNN and DNN are very useful models for classifying imbalanced datasets. However, the combination of CNN and LSTM does not appear to improve the AUROC. This may be due to the fact that LSTMs, an instance of recurrent neural networks, are more suitable for temporal data such as time series [68] or sequential data [59].

3) Performance comparison of the ASAMD

Fig. 2 shows the ASAMD values of LR, DNN, PN, CNN, and the hybrid model CNN-LSTM. We see that LR, CNN, and CNN-LSTM produced ASAMD values less than 0.1 compared to DNN and PN that produced ASAMD values greater than 0.1. Therefore, LR, CNN, and CNN-LSTM models achieved covariate balance, and they are highly useful for estimating propensity scores and achieving covariate balance. This is the first time that the CNN, and a hybrid CNN-LSTM model have been used to estimate propensity scores, and at the same time assess covariate balance of the CNN and CNN-LSTM models.

4) Performance comparison of Absolute Bias

The results in Fig. 4 clearly show that LR had higher absolute bias across all the sample sizes, compared to CNN that consistently produced lower absolute bias. Furthermore, DNN produced the least bias for samples of size $N = 500$ and 1000. These results show that CNN, DNN, and CNN-LSTM are useful models for reducing absolute bias of the estimated causal effects of the treatment. This means that these deep learning methods can be used as alternatives to LR for estimating propensity scores and consequently, average causal effect estimates of the treatment.
5) Performance comparison of Cohen's Kappa

The Cohen's Kappa results shown in Fig. 5 for CNN, DNN, and CNN-LSTM clearly outperform those of LR and PN. This means that CNN, DNN, and CNN-LSTM offer better agreement between the actual classes and the predicted classes compared to LR and PN. Therefore, CNN, DNN, and CNN-LSTM have greater predictive capability compared to LR and PN.

6) CPU elapsed time

Table 9 shows the CPU elapsed time in seconds for LR, DNN, PN, CNN, and CNN-LSTM, respectively. These times represent the average time it takes for each model to execute 100 epochs. Furthermore, Table 9 shows that CNN and CNN-LSTM have more than 18 times the number of trainable parameters than those of DNN and yet their model training time is comparable to that of DNN. These results show that CNN takes much less time to execute 100 epochs than DNN and PN. Moreover, the results in Table 9 show that the additional time, and the additional trainable parameters of CNN-LSTM do not offer better performance compared to CNN. Therefore, we can conclude that CNN has outperformed all the models based on the performance metrics and the model training times.

C. CASE STUDY

We apply the proposed models to a quasi-real-world data set [69]. This publicly available dataset is used a case study to assess how well our proposed models perform when they are used to estimate propensity scores using a real-world dataset. This data set comes from the Atlantic Causal Inference Conference (ACIC) Data Challenge 2019 (https://www.mcgill.ca/epi-biostat-occh/seminars-events/atlantic-causal-inference-conference-2019). The data set has a known estimate of the population ATE. The challenge was to calculate an estimate of the population ATE. Some of the covariates used in the ACIC 2019 data challenge were derived from simulations and publicly available data sets. The link to the R code for the data generation processes is available in [69]. Various challenges of estimating the average treatment effects were incorporated into the processes to generate the binary treatment assignment, as well as the binary or continuous outcomes. These challenges include violations of the positivity assumption, different proportions of true confounders among the observed covariates, heterogeneity of the treatment effect, and nonlinearity of the response surface. The data sets consist of 3200 low-dimensional data sets and 3200 high-dimensional data sets. We randomly selected a low-dimensional data set of size \( N = 5735 \) with 26 covariates and the true \( \text{ATE} = 2.5274 \).

The chosen data set has six binary variables, one categorical variable with four levels, 14 continuous variables, and five integer variables. The data set is unbalanced with a less frequent binary outcome \( Y_i \) with \( P(Y_i) \approx 0.12 \) and a binary treatment variable \( A_i \) with \( P(A_i) \approx 0.46 \).

The results in (Table 10) show that the average treatment effect estimates obtained from the CNN had the least biased causal effect estimates compared to the other models.

Furthermore, the ASAMD results for DNN and PN were greater than 0.1, indicating that these models did not achieve more than 18 times the number of trainable parameters than those of PN, and yet its model training time is comparable to that of PN. These results show that CNN takes much less time to execute 100 epochs than DNN and PN. Moreover, the results in Table 9 show that the additional time, and the additional trainable parameters of CNN-LSTM do not offer better performance compared to CNN. Therefore, we can conclude that CNN has outperformed all the models based on the performance metrics and the model training times.
covariates balance. CNN gave much better classification accuracy (99.97%). The AUC-ROC for CNN was between 90%-100%, which is considered excellent [70]. The AUC-ROC for LR and PN were between 30%-60% suggesting that these models were poor at classifying 0s and 1s. Table 10 shows that Cohen’s Kappa for CNN is above 0.90, indicating excellent agreement between actual and predicted classes. There was no agreement between the actual and predicted classes for PN because it had a very low Cohen Kappa value. Furthermore, the classification accuracy values for CNN, DNN, and CNN-LSTM were significantly higher than the No Information Rate (NIR) as the p-value [Acc > NIR] for each of these models was significant (> 0.05). This means that CNN, DNN, and CNN-LSTM are useful models to estimate propensity scores because they all produced high classification accuracy, Cohen’s Kappa, and AUC-ROC values. Furthermore, they produced low absolute bias values when applied to the complex ACIC real-world dataset compared to LR. The ACIC 2019 data set used in this paper was complex because challenges such as nonlinearity of the response surface, treatment effect heterogeneity, varying proportion of true confounders among the observed covariates, and near violations of the positivity assumption were incorporated into the data generation process of the dichotomous treatment assignment, and the binary or continuous outcomes.

V. CONCLUSION
In conclusion, our simulation results show that using deep learning models (CNN, DNN, and CNN-LSTM) offers a number of advantages over logistic regression in the estimation of the propensity score. In this paper, we have considered the estimation of propensity scores as the classification task described in Sections III and III-C. We have modelled not only a class label for a data item, but also a probability of class membership (propensity scores). In performing the classification task, the functional forms for LR and deep learning models differ in that LR is a parametric method, whereas deep learning models are semi-parametric or non-parametric. This distinction is important because the contribution of parameters in LR (coefficients and intercept) can be interpreted, whereas this is not always the case with the parameters of a deep learning models (weights). Due to nonlinearity in the hidden neurons of deep learning models, the output of deep learning models is a non-linear function of the inputs. This means that in performing the classification task, deep learning models are more flexible compared to LR.

LR has low model complexity and loses its flexibility because of the need to perform feature selection. On the other hand, deep learning algorithms learn the features from the data instead of handcrafted feature extraction. Therefore, compared to LR, deep learning models are more flexible. However, deep learning models are more susceptible to overfitting with improper configuration. Proper configuration of some deep learning models includes restricting the network size, decreasing the number of variables and hidden neurons, pruning the network after training, and regularization. This paper has presents an in-depth comparison between LR and deep learning algorithms. The research used several performance metrics to compare LR and deep learning models. Generally, deep learning models outperformed LR. The difference in performance comes from the nonlinearity of the solutions developed by LR and the deep learning models. Furthermore, LR applies nonlinearity to each individual variable followed by a linear multivariate transformation, whereas deep learning models apply a non-linear transformation in a truly multidimensional space. This means that deep learning models can estimate many more parameters as well as many more permutations of the parameters than LR.

The fact that deep learning models outperformed LR shows that deep learning models achieve a good ratio of data points to parameters, thereby achieving more reliable estimates of the propensity scores. The reliability of the propensity scores derived from the deep learning models supported by the good performance metrics results that these models produced. For example, the results show that CNN, DNN, and CNN-LSTM can significantly improve the 95% CI coverage and also significantly reduce bias over a range of sample sizes from N = 500 to N = 2000, and scenarios A-G, compared to logistic regression. CNN, DNN, and CNN-LSTM also have excellent predictive performance in modelling rare binary outcomes. These deep learning models proved to be useful in predicting propensity scores, as they produced excellent values for classification accuracy, AUC-ROC, Cohen’s Kappa and significant p-values [Acc > NIR]. PN with five fully connected layers performed poorly compared to DNN with four hidden layers. Furthermore, we have shown that deep learning models can successfully be employed as suitable options for estimating propensity scores. The advantage of using deep learning models compared to logistic regression is that they do not depend on assumptions regarding (i) how variables are selected, (ii) specification of the correct functional form, (iii) statistical distributions of the variables, and (iv) interactions are specified [18]. If assumptions are not met when using logistic regression, biased estimates of treatment effects may be obtained due
to not achieving covariate balance. The literature on using deep learning methods to estimate propensity scores using class-membership probabilities is still limited. This study has shown that with the correct configuration, deep learning methods can be employed to reduce or eliminate the reliance on logistic regression assumptions regarding variable selection, the functional form, distribution of variables, and specification of interactions. Furthermore, CNN and CNN-LSTM have shown that they can perform better than logistic regression in estimating the propensity score and achieving covariate balance. Furthermore, they can reduce bias when used to estimate the average effects of treatment. Thus, the deep learning models, CNN, DNN, and CNN-LSTM can be used in situations where the objective is to reduce absolute bias in the causal effect estimates.

We strongly recommend that further research should focus on applying CNN, DNN, and CNN-LSTM models in more real-life situations to estimate propensity scores. More research should be done using these models to compare the performance of propensity score matching and propensity score weighting when there are multiple treatment groups. The results of such research will further inform researchers and practitioners regarding the advantages and disadvantages of deep learning methods in situations where we have different propensity score analysis techniques (matching vs. weighting) and more than two treatment groups. To our knowledge, the application of propensity scores derived from deep learning methods to estimate average treatment effects has not been explored for studies with multiple treatment groups.
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