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Abstract—We study opinion dynamics in a social network with stubborn agents who influence their neighbors but who themselves always stick to their initial opinion. We consider first the well-known DeGroot model. While it is known in the literature that this model can lead to consensus even in the presence of a stubborn agent, we show that the same result holds under weaker assumptions than has been previously reported. We then consider a recent extension of the DeGroot model in which the opinion of each agent is a random Bernoulli distributed variable, and by leveraging on the first result we establish that this model also leads to consensus, in the sense of convergence in probability, in the presence of a stubborn agent. Moreover, all agents’ opinions converge to that of the stubborn agent. We also consider a variation on this model where the stubborn agent is replaced with a drifting agent and show that herding is achieved also in this case. Finally, we offer a detailed critique of a proof regarding a claim about a closely related model in the recent literature.

I. INTRODUCTION

The study of opinion dynamics in social networks goes back several decades; for a review, see e.g. [2], [3]. For an overview of recent publications, see e.g. [4]. One of the most well-known models is the DeGroot model [5] which has been studied extensively (for a literature survey see for instance [2, Section 3] and [3, Section 3]). In this model an agent’s opinion is represented by a continuous real variable, which at each time step $n \in \{1,2,\ldots\}$ is updated to a linear combination of the opinions of itself and its neighbors,

$$x[n+1] = Tx[n],$$

(1)

where $x[n]$ represents the agents’ opinions at time $n$ and $T$ is a matrix that encodes the trust between agents (this is explained in detail in Section III-A).

A particular case in opinion dynamics is where one or more agents are stubborn (agents whose opinions remain unchanged independent of the others’ opinions). This scenario was first introduced by Mobilia in 2003 [6] who established convergence rates towards consensus under the so-called voter model [7] with a single stubborn agent. The voter model was again considered in [8] where the optimal placement of stubborn agents for maximal influence on the long-term expected opinions was investigated, among other properties. In [9] the authors considered a model in which agents can have a continuous degree of stubbornness, and gave bounds on the rate of convergence to a consensus of opinions. A more recent study [10] showed that the influence of stubborn agents under the DeGroot model can, under suitable conditions, be used to recover the topology of the network. Specifically the authors derived equations for the expected opinions of the ordinary (non-stubborn) agents that depend on the topology, and then showed how a regression problem could be formulated which estimated matrices with information about the topology by observing opinions that fit the equations. A related study [11] explored the problem of inferring the graph Laplacian from consensus dynamics, subject to various levels of uncertainties of diffusion rates, observation times and the input signal power. By leveraging on the spectral properties of the observed data and by utilizing tools from graph signal processing, the authors proposed a set of inference algorithms that were demonstrated numerically to outperform the previous state-of-the-art algorithms. In [12], the authors studied the effect of partially stubborn agents on a modified DeGroot model in which an agent takes into account both the opinions of its neighbors as well as those of its neighbors’ neighbors.

Another class of models of particular interest in relation to this paper incorporates randomness, for example in terms of random interactions [13], [14], or as in [15], where at each time $n$ a randomly selected agent communicates a random opinion to its neighbors. The latter model also features the interesting novelty that an agent may grow increasingly stubborn over time. A recent extension of the DeGroot model which incorporates randomness was given in [16]. Under this setting, at every time step $n$ each agent $k$ chooses a Bernoulli distributed random action $A_k[n] \sim \text{Bernoulli}(X_k[n])$, and the corresponding update rule is

$$X[n+1] = (1 - \alpha)X[n] + \alpha TA[n],$$

(2)

as described further in Section III-B.\(^1\) In this model, which we will refer to as the Random Actions model (RA model for short), the probabilities of the actions, rather than the actions/opinions themselves, are updated as a weighted average over the neighbors’ actions.

II. CONTRIBUTIONS

Much of the motivation of this work stems from the RA model in [16] and the proof of Theorem 1 therein, in which all agents are claimed to converge almost surely towards a consensus. However, we have not been able to verify all steps

\(^1\)We use uppercase letters for random variables, e.g., $X[n]$. They are distinguishable from matrices (which are deterministic), e.g., $T$, $Q$, since the matrices are not time dependent.
in the proof of that theorem, and we have concerns with some of the arguments. In this paper we give a detailed critique of the proof of [16, Theorem 1], and rigorously prove a somewhat weaker version of it.

In particular we extend the RA model by the introduction of a stubborn agent and establish that the opinion dynamics converges in probability to a consensus, and furthermore that all agents adopt the stubborn agent’s initial opinion. While this result is intuitively expected, the proof entails some non-trivial mathematical techniques. We also show that this result holds even when the stubborn agent is replaced with a so-called drifting agent. The status of the proofs of various modes of convergence under the different RA models are summarized in Table I: for details, see Section VI.

As a stepping stone towards the analysis of the aforementioned models we first consider the DeGroot model with a stubborn agent as described in [10] and show that the convergence results from that paper can be obtained with weakened assumptions on the model. Specifically, instead of assuming that every ordinary agent has a non-zero trust in the stubborn agent, it suffices to assume that at least one ordinary agent has such a trust.

A conference version of this paper was published in [1]. The novel contributions in the current paper are the additional analysis of the RA model with a drifting agent and a detailed critique of the proof of [16, Theorem 1].

III. MODELS AND DEFINITIONS

In all models described in this section, we will consider a directed, weighted, single-component network with \( K \) nodes, where the nodes are interpreted as agents. Before giving the details of the models, let us at this point remind the reader of some definitions. A sub-(row)-stochastic matrix is a square, non-negative matrix such that the row sums are less than or equal to 1. The word “row” will be omitted and implied from hereon. There are two special cases of these matrices: A stochastic matrix is a sub-stochastic matrix where all rows sum to 1, and a strictly sub-stochastic matrix is a sub-stochastic matrix whose row sums are all strictly less than 1.

A. The DeGroot Model with a Stubborn Agent

In the DeGroot model [5], at every time step \( n \in \{0, 1, \ldots \} \), each agent \( k \in \{1, 2, \ldots, K\} \) observes the opinions of its neighbors, and updates its opinion to a linear combination of its own opinion and those of its neighbors. The update rule is given by (1) where \( \mathbf{x}[0] \in \mathbb{R}^K \) is a column vector representing the initial opinions of the \( K \) agents and \( \mathbf{T} \) is a \( K \times K \) stochastic matrix representing the trusts between agents. If \( \mathbf{T}^n \) converges to a limit \( \mathbf{T}^\infty \) as \( n \to \infty \), then consensus is reached and is given by

\[
\lim_{n \to \infty} \mathbf{x}[n] = \lim_{n \to \infty} \mathbf{T}^n \mathbf{x}[0] = \mathbf{T}^\infty \mathbf{x}[0].
\]

If the agents are viewed as nodes in a network, then \( \mathbf{T} \) is interpreted as an adjacency matrix with elements \( t_{ij} \), and we use the convention that \( t_{ij} > 0 \) represents an edge from \( j \) to \( i \) whose weight is equal to the trust that \( i \) puts in \( j \).

A special case is when one agent is stubborn, that is, an agent who never updates its opinion, corresponding to a node whose only incoming edge is a self-loop. Let the agents’ opinions be partitioned into two sets of opinions,

\[
\mathbf{x}_1[n] \quad \text{and} \quad \mathbf{y}[n] = (x_2[n], x_3[n], \ldots, x_K[n])^T,
\]

held respectively by a stubborn agent and \( K - 1 \) ordinary agents. Then we write

\[
\mathbf{x}[n] = \begin{pmatrix} \mathbf{x}_1[n] \\ \mathbf{y}[n] \end{pmatrix}.
\]

In this case the trust matrix \( \mathbf{T} \) has the structure

\[
\mathbf{T} = \begin{bmatrix} 1 & 0_{1 \times (K-1)} \\ r & \mathbf{Q} \end{bmatrix},
\]

where the scalar 1 represents the stubborn agent, the vector \( r \) with dimensions \( (K - 1) \times 1 \) represents the edges from the stubborn to ordinary agents, and the matrix \( \mathbf{Q} \) represents the edges between ordinary agents. We will assume that all ordinary agents are strongly connected, i.e., \( \mathbf{Q} \) is irreducible.

B. The RA Model with a Stubborn Agent

In the RA model [16], at every time step each agent \( k \in \{1, 2, \ldots, K\} \) chooses one of two actions, 0 or 1, and these actions are generated by a Bernoulli random variable \( A_k[n] \) with probability \( X_k[n] \). The update of these probabilities is governed by (2), where \( \alpha \in (0, 1) \), \( \mathbf{T} \) is a trust matrix (as defined in Section III-A), and

\[
\mathbf{A}[n] = (A_1[n], A_2[n], \ldots, A_K[n])^T \in \{0, 1\}^K
\]

are the actions with corresponding probabilities

\[
\mathbf{X}[n] = (X_1[n], X_2[n], \ldots, X_K[n])^T \in [0, 1]^K,
\]

which themselves are stochastic for \( n \geq 0 \).

In the case with a stubborn agent we can assume w.l.o.g. that this is agent 1 and that it always chooses action 0 with probability 1 and thus 1 with probability 0, i.e., \( X_1[n] = 0 \) for all \( n \geq 0 \). Analogously to (5) and (6), we have

\[
\mathbf{X}[n] = \begin{pmatrix} 0 \\ \mathbf{Y}[n] \end{pmatrix}, \quad \mathbf{T} = \begin{bmatrix} 1 & 0 \\ r & \mathbf{Q} \end{bmatrix}, \quad \mathbf{A}[n] = \begin{pmatrix} A_1[n] \\ B[n] \end{pmatrix}
\]

where \( r \) has dimension \((K - 1) \times 1\) and

\[
\mathbf{B}[n] = (A_2[n], A_3[n], \ldots, A_K[n])^T \in \{0, 1\}^{K-1}.
\]

Then \( A_1[n] = 0 \) with probability 1 for all \( n \geq 0 \) and the other agents update as in the original RA model. Again we assume that \( \mathbf{Q} \) is irreducible.
C. The RA Model with a Drifting Agent

In this model we replace the stubborn agent in Section III-B with a drifting agent which chooses action 1 with probability $f[n]$, where $f : \mathbb{N} \to [0, 1]$ is a deterministic function such that $\lim_{n \to \infty} f[n] = 0$. In relation to (2), we have

$$
T = \begin{bmatrix}
1 & 0 \\
r & Q
\end{bmatrix}, \quad A[n] = \begin{pmatrix} A_1[n] \\ B[n] \end{pmatrix},
$$

where

$$A_1[n] = \begin{cases}
1, & \text{w.p. } f[n], \\
0, & \text{w.p. } 1 - f[n].
\end{cases}
$$

As before, $Q$ is assumed to be irreducible.

\section*{IV. Results}

The first proposition establishes the conditions for convergence of the model in Section III-A with trust matrix $T$ as defined in (6).

**Proposition 1.** If at least one ordinary agent puts a non-zero trust in the stubborn agent, that is, $t_{ii} > 0$ for some $i > 1$, then the limit $T^n, n \to \infty$, exists and has the structure

$$T^\infty = \begin{bmatrix}
1 & 0 \\
(I - Q)^{-1} r & 0
\end{bmatrix}.
$$

For the proof of Proposition 1 we need the following lemma.

**Lemma 1.** Let $A$ be an $M \times M$ irreducible sub-stochastic matrix with at least one row sum being strictly less than 1, and let $\rho(A)$ be the spectral radius of $A$. It holds that $\rho(A) < 1$.

The proofs of all lemmas in this paper are given in the appendix. Note that for a strictly sub-stochastic matrix $A$, we can remove the assumption of irreducibility since it follows directly from Theorem 8.1.22 in [17] that $\rho(A) < 1$.

**Proof of Proposition 1.** The $n$th power of $T$ is

$$T^n = \begin{bmatrix}
(I + Q + Q^2 + \cdots + Q^{n-1}) r & 0 \\
(1 - Q)^{-1} r & Q^n
\end{bmatrix},$$

where $Q$ is sub-stochastic with at least one row sum strictly less than 1. This is due to the assumption that $t_{ii} > 0$ for some $i > 1$, and since $T$ is stochastic, the $i$th row of $Q$ must have sum less than 1. Finally, since $Q$ is irreducible, Lemma 1 applies, and we have $\rho(Q) < 1$. By Theorem 5.6.12 in [17], this implies that

$$\lim_{n \to \infty} Q^n = 0. \quad \text{(14)}$$

Now, consider

$$(I - Q) \sum_{k=0}^{n-1} Q^k = \sum_{k=0}^{n-1} (Q^k - Q^{k+1}) = I - Q^n. \quad \text{(15)}$$

By (14), the right hand side of (15) tends to $I$ in the limit as $n \to \infty$, and since $\rho(Q) < 1$ the matrix $I - Q$ is invertible. It follows that

$$\lim_{n \to \infty} \sum_{k=0}^{n-1} Q^k = (I - Q)^{-1}. \quad \text{(16)}$$

With the previously discussed decomposition of $x[n]$ into stubborn and ordinary agents in (5), the opinions of ordinary agents converge as $n \to \infty$:

$$\lim_{n \to \infty} y[n] = (I - Q)^{-1} r x_1[0]. \quad \text{(17)}$$

The second proposition concerns the RA model in Section III-B with a stubborn agent.

**Proposition 2.** The opinion dynamics of (2) under the restrictions imposed by (9) leads to herding in the sense of convergence in probability, i.e., for every $\varepsilon > 0$,

$$\lim_{n \to \infty} \mathbb{P}(x_k[n] < 1 - \varepsilon) = 0, \text{ for all } k \in \{1, 2, \ldots, K\}.$$

The first part of the proof of Proposition 2 treats the convergence of opinions towards a consensus in the subnetwork induced by the ordinary agents and follows partly the proof of Theorem 1 in [16], but with some modifications due to the presence of the stubborn agent. The second part shows that the consensus opinion must be equal to that of the stubborn agent. In this part we deviate from [16] in that we show convergence in probability, as opposed to the claimed proof of almost sure convergence therein, which we have been unable to verify. A detailed discussion of the differences will be provided in Section V. We need the following facts for the main proof.

**Lemma 2.** If $\{W[n]\}_{n=0}^\infty$ is a sequence of random variables such that $W[n] \in [0, 1]$ for all $n \geq 0$, and

$$\lim_{n \to \infty} \mathbb{E}[W^2[n](1 - W[n])] = 0,$$

then for all $\varepsilon > 0$,

$$\lim_{n \to \infty} \mathbb{P}(W[n] \leq \varepsilon \cup W[n] \geq 1 - \varepsilon) = 1.$$

**Lemma 3.** Consider the update rule in (2) with $X[n] = (X_1[n], X_2[n], \ldots, X_K[n])^T$.

Suppose agent $i$ puts some trust in agent $j$ (so that $t_{ij} > 0$). If $X_j[n] \xrightarrow{P} 0$ and

$$\lim_{n \to \infty} \mathbb{E}[X_i^2[n](1 - X_i[n])] = 0,$$

then $X_i[n] \xrightarrow{P} 0$ as well.

**Proof of Proposition 2.** Let $Y[n], B[n], r$ and $Q$ be defined as in (9). Since the vector $r$ has at least one positive element, $Q$ is sub-stochastic with at least one row sum strictly less than one, so by Lemma 1 it has a largest eigenvalue $\lambda \in (0, 1)$ with corresponding left eigenvector $\psi$. Let $S[n] = \psi^T Y[n]$. The proof will proceed as follows: First we show that $S[n]$ is a strict super-martingale that converges in the limit as $n \to \infty$ to a random variable $S[\infty]$. Then we show that the conditional variance of the martingale difference sequence $S[n] - S[n - 1]$ converges to zero in the mean square sense. We conclude that all elements in $Y[n]$ converge in probability to the value of the stubborn agent, $X_1[0] = 0$. 

---

2To see this, suppose $I - Q$ is not invertible. Then there exists a non-zero vector $\nu$ such that $(I - Q)\nu = 0$, or equivalently $Q\nu = \nu$, which shows that 1 is an eigenvalue of $Q$. But this is impossible since $\rho(Q) < 1$. 

3With the previously discussed decomposition of $x[n]$ into stubborn and ordinary agents in (5), the opinions of ordinary agents converge as $n \to \infty$:

$$\lim_{n \to \infty} y[n] = (I - Q)^{-1} r x_1[0]. \quad \text{(17)}$$
We will now show that \( S[n] \) is a strict super-martingale w.r.t. \( Y[n] \), that is, \( \mathbb{E}[S[n+1] \mid Y[n]] < S[n] \). First, note that by the update rule in (2),
\[
X[n+1] = \begin{pmatrix} 0 \\ Y[n+1] \end{pmatrix} = (1 - \alpha) \begin{pmatrix} 0 \\ Y[n] \end{pmatrix} + \alpha T \begin{pmatrix} 0 \\ B[n] \end{pmatrix}.
\]
Then we have
\[
S[n+1] = \psi^T Y[n+1] = \psi^T ((1 - \alpha) Y[n] + \alpha Q B[n]),
\]
and by taking expectations of both sides conditioned on \( Y[n] \) we obtain
\[
\mathbb{E}[S[n+1]|Y[n]] = (1 - \alpha) \mathbb{E}[\psi^T Y[n] + \alpha \lambda \psi^T Y[n]] = (1 - \alpha (1 - \lambda)) S[n] < S[n],
\]
for some random variable \( S[\infty] \).
Consider now the martingale difference sequence
\[
\Delta S[n] = S[n] - S[n-1]
\]
for \( n > 1 \). First note that the almost sure convergence of \( S[n] \) in (22) implies
\[
\Delta S[n] \overset{a.s.}{\to} 0, \quad n \to \infty.
\]
Furthermore, \( Q \) is irreducible and non-negative, so by the Perron-Frobenius Theorem [17, Theorem 8.4.4] all elements of \( \psi \) are positive. Let \( \psi \) be normalized so that \( \psi^T 1 = 1 \), where \( 1 = (1, 1, \ldots, 1)^T \). Since \( Y_k[n] \in [0, 1] \), \( k = 1, 2, \ldots, K-1 \), for all \( n \geq 0 \) we then have \( 0 \leq S[n] \leq 1 \) and
\[
|\Delta S[n]| = |\psi^T (Y[n] - Y[n-1])| \leq 1.
\]
Therefore, by the Dominated Convergence Theorem [18, Theorem 1.5.8] together with the almost sure convergence in (24), \( \Delta S[n] \) converges to 0 in \( n \)th mean, i.e.,
\[
\lim_{n \to \infty} \mathbb{E}[|\Delta S[n]|^n] = 0, \quad \text{for all } m \geq 1.
\]
We will now show that the variance of \( \Delta S[n+1] \) conditioned on \( Y[n] \) converges to zero in mean square as \( n \to \infty \), and then conclude that the elements of \( Y[n] \) converge in probability to all 0s or all 1s. We have:
\[
\begin{align*}
\text{Var}(\Delta S[n+1] \mid Y[n]) &= \mathbb{E} \left[ \left( \Delta S[n+1] - \mathbb{E}[\Delta S[n+1] \mid Y[n]] \right)^2 \mid Y[n] \right] \\
&= \mathbb{E} \left[ (\psi^T (Y[n+1] - Y[n]) - \psi^T (Y[n] - Y[n-1]))^2 \mid Y[n] \right] \\
&= \mathbb{E} \left[ (\alpha \psi^T Y[n+1] + \alpha \lambda \psi^T Y[n] - (1 - \alpha) \psi^T Y[n] + \alpha \lambda \psi^T Y[n])^2 \mid Y[n] \right] \\
&= \alpha^2 \lambda^2 \mathbb{E} \left[ (B[n] - Y[n])^2 \mid Y[n] \right] + \alpha^2 \lambda^2 \mathbb{E} \left[ (B[n] - Y[n])^2 \mid Y[n] \right] \\
&= \alpha^2 \lambda^2 \mathbb{E} \left[ (B[n] - Y[n])^2 \mid Y[n] \right] \\
&= \alpha^2 \lambda^2 \mathbb{E} \left[ (B[n] - Y[n])^2 \mid Y[n] \right] \psi,
\end{align*}
\]
where in the last step we used that \( \psi \) is a left eigenvector to \( Q \) with eigenvalue \( \lambda \). The actions \( B[n] \sim \text{Bernoulli}(Y[n]) \) are statistically independent conditioned on \( Y[n] \), so only the diagonal elements of the covariance matrix \( \mathbb{E} [(B[n] - Y[n]) Y[n]] \) are non-zero. They can be expressed explicitly as
\[
\begin{align*}
\mathbb{E} [B_k^2[n] \mid Y[n]] &= (\mathbb{E} [B_k[n] \mid Y[n]])^2 \\
&= Y_k[n] - Y_k^2[n], \quad \text{for all } k = 1, 2, \ldots, K-1.
\end{align*}
\]
Therefore,
\[
\text{Var}(\Delta S[n+1] \mid Y[n]) = \alpha^2 \lambda^2 \sum_{k=1}^{K-1} \mathbb{E} [B_k^2[n] \mid Y[n]] (1 - Y_k[n]).
\]
To see that the left hand side of (29) converges to zero in the mean square sense, consider its square:
\[
\begin{align*}
&\mathbb{E} [\text{Var}(\Delta S[n+1] \mid Y[n])]^2 \\
&= \left( \mathbb{E} [\text{Var}(\Delta S[n+1] \mid Y[n])] \right)^2 \\
&\leq \mathbb{E} [\text{Var}(\Delta S[n+1] \mid Y[n])] + \mathbb{E} [\text{Var}(\Delta S[n+1] \mid Y[n])] \\
&\leq \mathbb{E} [\text{Var}(\Delta S[n+1] \mid Y[n])] + \mathbb{E} [\text{Var}(\Delta S[n+1] \mid Y[n])] \\
&= \mathbb{E} [\text{Var}(\Delta S[n+1] \mid Y[n])] = 0.
\end{align*}
\]
where the first inequality holds since \( (\Delta S[n+1])^2 \) is non-negative, and the second inequality is due to Jensen’s inequality [18, Theorem 1.6.2]. By taking expectations on both sides of (30) and using the result of convergence in \( n \)th mean in (26), we obtain
\[
\begin{align*}
&\lim_{n \to \infty} \mathbb{E} [\text{Var}(\Delta S[n+1] \mid Y[n])] \\
&\leq \lim_{n \to \infty} \mathbb{E} [\text{Var}(\Delta S[n+1] \mid Y[n])] \\
&\leq \lim_{n \to \infty} \mathbb{E} [\text{Var}(\Delta S[n+1] \mid Y[n])] = 0.
\end{align*}
\]
As already noted, all elements of \( \psi \) are positive which, in view of (29) together with the mean square convergence just proved, means that
\[
\lim_{n \to \infty} \mathbb{E} [Y_k[n] (1 - Y_k[n])] = 0, \quad \text{for all } k = 1, 2, \ldots, K-1.
\]
By Lemma 2 this implies that for all \( Y_k[n], k = 1, 2, \ldots, K-1 \) and for all \( \varepsilon > 0 \), we have
\[
\lim_{n \to \infty} \mathbb{P}(Y_k[n] < \varepsilon \cup Y_k[n] > 1 - \varepsilon) = 1.
\]
Let the set of ordinary agents be denoted by \( O \), and define \( V_0 \) as the subset of ordinary agents who put some trust in the stubborn agent, i.e., \( V_0 = \{ i \in O : t_{i} > 0 \} \subset O \); let \( V_1 \subseteq O \setminus V_0 \) denote the set of ordinary agents who put some trust in at least one of the agents in \( V_0 \), and so on. Then by Lemma 3 together with (33) it follows that the elements in \( \{Y_k[n] : k \in V_0\} \) must converge in probability to 0. Consequently, the elements in \( \{Y_k[n] : k \in V_1\} \) must again converge to 0. Since \( Q \) is irreducible there is some index \( P \).
such that the union of the disjoint sets $V_1, V_2, \ldots, V_P$ makes up the set of ordinary agents, i.e.,
\[ \bigcup_{p=1}^{P} V_p = \mathcal{O}. \] (34)

By repeating the argument for $V_2, \ldots, V_P$, it therefore follows that all elements in \( \{k \in \mathcal{O} : k \in \mathcal{O} \} \) must converge in probability to the value of the stubborn agent, $X_1[n] = 0$. □

**Proposition 3.** The opinion dynamics of (2) under the restrictions imposed by (11) leads to herding in the sense of convergence in probability, i.e., for every $\epsilon > 0$,
\[ \lim_{n \to \infty} \mathbb{P}(X[k]n < 1 - \epsilon) = 0, \text{ for all } k \in \{1, 2, \ldots, K\}. \]

**Proof of Proposition 3.** In the proof of Proposition 2 we showed that the random variables $Y_k[n]$ satisfy the conditions of Lemma 2, and since the network for the drifting agent model has the same structure, that result still holds here. Furthermore, $X_1[n] = f[n]$, so we have
\[ \lim_{n \to \infty} X_1[n] = \lim_{n \to \infty} f[n] = 0, \] (35)
and thus, trivially, $X_1[n] \xrightarrow{P} 0$. Note also that at least one non-drifting agent $j \in \{2, \ldots, K\}$ puts some trust in the drifting agent, so by Lemma 3, $X_j[n] \xrightarrow{P} 0$. From this point it is clear that we can use the same argument as in the end of the proof of Proposition 2. □

V. A CRITIQUE OF THE PROOF OF THEOREM 1 IN [16]

In [16, Theorem 1], it is claimed that the RA model described by (2) leads to herding, in the sense that
\[ \forall k = 1, 2, \ldots, K, \mathbb{P} \left( \lim_{n \to \infty} X_k[n] \in \{0, 1\} \right) = 1, \] (36)
and moreover that the limit is identical to all agents. This is a stronger result than our Proposition 2, since it states that all agents will almost surely take identical actions in the limit as time goes to infinity, even in the absence of a stubborn agent. In contrast, we proved that the presence of a stubborn agent leads to herding in the sense of convergence in probability.

The main steps of the proof of [16, Theorem 1] are:

1) First, the random variable $Q[n] = \pi^T X[n]$ is defined, where $\pi$ is an left eigenvector of $T$ with eigenvalue 1, and it is shown that $Q[n]$ is a martingale with respect to $\mathcal{F}[n]$, i.e.,
\[ \mathbb{E}[Q[n+1] | \mathcal{F}[n]] = Q[n]. \] (37)

2) Then the martingale difference sequence
\[ \Delta Q[n] = Q[n] - Q[n-1] \] (38)
is shown to satisfy $\Delta Q[n] \xrightarrow{a.s.} 0$, as $n \to \infty$.

3) The almost sure convergence in 2) is used to show that $\Delta Q[n]$ converges in the mean square sense, i.e.,
\[ \mathbb{E}[|\Delta Q[n]|^2] \to 0, \text{ as } n \to \infty. \] Up to this point in the proof we have been able to verify all the arguments.

Our main concern with the proof is the following. The proof claims that
\[ \text{“since for all } k, \pi_k > 0, \text{ the MS convergence implies that} \]
\[ \lim_{n \to \infty} X_k[n] (1 - X_k[n]) = 0, \forall k. \] (39)

It is not clear in what sense one should understand the convergence in (39). Clearly, convergence holds in the mean square sense: Similar to (32), we can show that
\[ \lim_{n \to \infty} \mathbb{E}[(X_k[n] (1 - X_k[n])]^2 = 0, \forall k. \] (40)

However, for the convergence in (39) to be useful for subsequent arguments in the proof in [16], (39) must hold almost surely. More specifically, the convergence is later used (in [16, Equation (18)]) to argue that
\[ \lim_{n \to \infty} X_k[n] = 0 \text{ or } \lim_{n \to \infty} X_k[n] = 1. \] (41)

But (39), interpreted in the sense of mean square convergence, does not imply convergence in (39) almost surely, let alone does it imply (41). As a counterexample, consider a distribution which always results in the outcome
\[ X_k[n] = \begin{cases} 1, & n \text{ odd}, \\ 0, & n \text{ even}. \end{cases} \] (42)

Then $X_k[n] (1 - X_k[n]) = 0$ for all $n$, but $\lim_{n \to \infty} X_k[n]$ does not exist, regardless of the mode of convergence.

While the issue just explained constitutes our main point of criticism, we note in passing that [16, Equation (16)] as written is inaccurate. That equation states that
\[ \mathbb{V}ar(\Delta Q[n] | Q[n-1]) = \mathbb{E}[(\Delta Q[n])^2 | Q[n-1]] \]
\[ = \alpha^2 \sum_{k=1}^{K} \pi_k^2 \mathbb{V}ar(A_k[n]) \] (43)
\[ = \alpha^2 \sum_{k=1}^{K} \pi_k^2 X_k[n] (1 - X_k[n]), \]
but should read
\[ \mathbb{V}ar(\Delta Q[n] | X[n-1]) = \mathbb{E}[(\Delta Q[n])^2 | X[n-1]] \]
\[ = \alpha^2 \sum_{k=1}^{K} \pi_k^2 \mathbb{V}ar(A_k[n-1] | X_k[n-1]) \] (44)
\[ = \alpha^2 \sum_{k=1}^{K} \pi_k^2 X_k[n-1] (1 - X_k[n-1]). \]

The corrections that should be applied to [16, Equation (16)] are the following:

- The conditional variance and conditional expectation on the first line should be with respect to $X[n-1]$, not $Q[n-1]$. Otherwise one cannot make use of the definition $Q[n] = \pi^T X[n]$ to simplify the expression, and hence the subsequent equality would not hold.
- On the second line, the variance should be the conditional variance $\mathbb{V}ar(A_k[n-1] | X_k[n-1])$.
- On the third line, the summand should be $\pi_k^2 X_k[n-1] (1 - X_k[n-1])$, i.e., once again the time variable should be shifted.
VI. POSSIBLE EXTENSIONS, OPEN PROBLEMS AND CONCLUSIONS

In this paper we have shown that the presence of a stubborn or a drifting agent leads all agents to herd to the same action in the sense of convergence in probability. However, to our knowledge it is an open question whether this result can be strengthened to convergence almost surely, or to convergence in the mean square sense. From (32) it is clear that the product \( X_k[n](1 - X_k[n]) \) converges to zero in mean square, but by the counterexample (42) this does not necessarily mean that each factor converges to zero in mean square. Note, however, that it is in itself an open question whether the sequence in the counterexample can be the outcome of a probability distribution given the model assumptions: It is conceivable that the constraints that the subnetwork of non-stubborn agents must be irreducible, and that the trust matrix is stochastic, are sufficient to keep actions from oscillating that rapidly between extremes, but we have not been able to prove this.

Further, consider the original RA model without a stubborn or drifting agent. In view of our critique of the proof of [16, Theorem 1], it is still an open question whether a network under that model leads to herding almost surely. It is also an open question whether the model leads to herding in the mean square sense, or even in probability. Note that this is an independent question from the one about almost sure convergence, since these two notions of convergence do not in general imply each other.

Finally, we remark that the RA model without a stubborn agent behaves chaotically in simulations. For example, all agents might come very close towards a consensus to, say, 0 only to collectively jump in a few time steps towards 1. It is therefore hard to draw conclusions about convergence to a consensus based on observations of simulated realizations.

We conclude by summarizing the open problems:

- Does the RA model lead to herding with almost sure convergence?
- Can the correctness of the proof of [16, Theorem 1] be verified in view of our critique?
- Does the RA model lead to herding with mean square convergence?
- Can the sequence in (42) be the outcome of a distribution that is compatible with the stochasticity and irreducibility constraints imposed on the matrices \( Q \) and \( T \) (defined in (6)), respectively?
- Does the RA model with a stubborn/drifting agent lead to herding with almost sure convergence?
- Does the RA model with a stubborn/drifting agent lead to herding with mean square convergence?

While some of these questions would be settled if [16, Theorem 1] holds, our critique in Section V casts doubts on the validity of the proof.

APPENDIX

Proof of Lemma 1. Let \( 1 = (1,1,\ldots,1)^T \) and for any \( m, 1 \leq m \leq M \), let \( r_{m}^{(n)} = [A^n 1]_m \) be the \( m \)-th row sum of \( A^n = \{a_{ij}^{(n)}\} \). Since \( A \) is sub-stochastic we have that \( 0 \leq r_{m}^{(1)} \leq 1 \) for all \( m \), and further that for any \( n \geq 1 \),

\[
    r_{m}^{(n+1)} = \sum_{j=1}^{M} a_{mj}^{(n+1)} = \sum_{j=1}^{M} \left( \sum_{k=1}^{M} a_{mk}^{(n)} a_{kj} \right) = \sum_{k=1}^{M} \left( a_{mk}^{(n)} \sum_{j=1}^{M} a_{kj} \right) = \sum_{k=1}^{M} a_{mk} r_{k}^{(n+1)},
\]

(45)

Therefore

\[
    r_{m}^{(n+1)} \leq \sum_{k=1}^{M} a_{mk}^{(n)} = r_{m}^{(n)},
\]

(46)

so the row sums are non-increasing with powers of \( A \). By assumption at least one row sum is strictly less than 1, so w.l.o.g. we can assume that the rows of \( A \) are ordered such that this applies to the first row sum, i.e., \( r_{1}^{(1)} < 1 \). By the irreducibility of \( A \), for any \( m \) there is a positive integer \( l_m \) such that \( a_{m1}^{(l_m)} > 0 \) (since the induced network is strongly connected). In fact, if \( m \neq 1 \) we have \( l_m < M \) (take the shortest path from node \( m \) to node 1). By using (45) we therefore obtain, for any row \( m \),

\[
    r_{m}^{(l_m+1)} = \sum_{j=1}^{M} a_{mj}^{(l_m)} r_{j}^{(1)} = \sum_{j=2}^{M} a_{mj}^{(l_m)} r_{j}^{(1)} + a_{m1}^{(l_m)} r_{1}^{(1)}
\]

\[
    \leq \sum_{j=2}^{M} a_{mj}^{(l_m)} + a_{m1}^{(l_m)} < \sum_{j=1}^{M} a_{mj}^{(l_m)} = r_{m}^{(l_m)},
\]

(47)

which together with (46) shows that every row sum of \( A^n \) is strictly less than 1 for all \( n \geq M \). By Theorem 8.1.22 in [17], the spectral radius of a non-negative matrix is bounded from above by the maximum row sum. This means that \( \rho(A^M) < 1 \), and since \( \rho(A^M) = \rho(A)^M \), we therefore obtain \( \rho(A) < 1 \).

Proof of Lemma 2. Let \( \mu > 0 \), and set \( \gamma = \mu \varepsilon^2 (1 - \varepsilon)^2 \). We know that

\[
    \lim_{n \to \infty} \mathbb{E}[W^2[n] \{1 - W[n]\}^2] = \lim_{n \to \infty} \int_{0}^{1} w^2 (1 - w)^2 f_{W[n]}(w) dw = 0,
\]

(48)

where \( f_{W[n]}(w) \) is the probability density function of \( W[n] \). Thus there exists \( N > 0 \) such that \( A + B + C < \gamma \) for \( n \geq N \), where

\[
    A = \int_{0}^{\varepsilon} w^2 (1 - w)^2 f_{W[n]}(w) dw,
\]

\[
    B = \int_{\varepsilon}^{1 - \varepsilon} w^2 (1 - w)^2 f_{W[n]}(w) dw,
\]

\[
    C = \int_{1 - \varepsilon}^{1} w^2 (1 - w)^2 f_{W[n]}(w) dw.
\]

(49)

But \( A > 0 \) and \( C > 0 \), so \( B < \gamma \) for all \( n \geq N \), and

\[
    \gamma > B \geq \varepsilon^2 (1 - \varepsilon)^2 \int_{\varepsilon}^{1 - \varepsilon} f_{W[n]}(w) dw,
\]

(50)

which implies

\[
    \int_{\varepsilon}^{1 - \varepsilon} f_{W[n]}(w) dw \leq \frac{\gamma}{\varepsilon^2 (1 - \varepsilon)^2} = \mu.
\]

(51)
Since (51) holds for all $\mu > 0$ and $\varepsilon > 0$, we have
\[
\lim_{n \to \infty} \mathbb{P}(\varepsilon < W[n] < 1 - \varepsilon) = 0,
\]
or equivalently,
\[
\lim_{n \to \infty} \mathbb{P}(W[n] \leq \varepsilon \cup W[n] \geq 1 - \varepsilon) = 1.
\]

**Proof of Lemma 3.** We know from Lemma 2 that for all $\varepsilon > 0$ and $\delta > 0$ there exists $N_1 > 0$ such that for all $n \geq N_1$,
\[
\mathbb{P}(\varepsilon < X_i[n+1] < 1 - \varepsilon) < \frac{\delta}{2}.
\]

The assumption that $X_i[n] \overset{p}{\to} 0$ as $n \to \infty$, together with the uniform integrability of $X_i[n]$ (it is bounded by the interval $[0, 1]$) implies that the expected value of $X_i[n]$ also converges to 0. (This is a standard result in probability theory. See, e.g., [18, Theorem 5.5.2].) Thus, for all $\delta > 0$ there exists $N_2 > 0$ such that for all $n \geq N_2$,
\[
E[X_i[n]] < \frac{\delta}{2}.
\]

We want to show that $X_i[n] \overset{p}{\to} 0$ as $n \to \infty$. To this end, recall that $\alpha \in (0, 1)$ and that $t_{ij} > 0$ since we assume that $i$ puts a trust in $j$. Let $0 < \varepsilon < \alpha t_{ij}$ and $\delta > 0$. Then for all $n > \max\{N_1, N_2\}$, we have
\[
\mathbb{P}(X_i[n+1] > \varepsilon)
\]
\[=
\mathbb{P}(\varepsilon < X_i[n+1] < 1 - \varepsilon) + \mathbb{P}(X_i[n+1] \geq 1 - \varepsilon)
\]
\[< \frac{\delta}{2} + \mathbb{P}(X_i[n+1] \geq 1 - \varepsilon)
\]
\[= \frac{\delta}{2} + \int_x \mathbb{P}(X_i[n+1] \geq 1 - \varepsilon \mid X_i[n] = x) f_{X_i[n]}(x) dx
\]
\[= \frac{\delta}{2} + \int_x \mathbb{P}(1 - \alpha x_i + \alpha \sum_{k=1}^{K} t_{ik} A_k[n] \geq 1 - \varepsilon \mid X_i[n] = x)
\]
\[\cdot f_{X_i[n]}(x) dx
\]
\[\leq \frac{\delta}{2} + \int_x \mathbb{P}(1 - \alpha + \alpha(1 - t_{ij}(1 - A_j[n])) \geq 1 - \varepsilon \mid X_i[n] = x)
\]
\[\cdot f_{X_i[n]}(x) dx
\]
\[= \frac{\delta}{2} + \int_x \mathbb{P}(\alpha t_{ij}(1 - A_j[n]) \leq \varepsilon \mid X_i[n] = x) f_{X_i[n]}(x) dx
\]
\[= \frac{\delta}{2} + \int_x \mathbb{P}(1 - A_j[n] \leq \frac{\varepsilon}{\alpha t_{ij}} \mid X_i[n] = x) f_{X_i[n]}(x) dx
\]
\[= \frac{\delta}{2} + \int_x \mathbb{P}(A_j[n] \geq 1 - \frac{\varepsilon}{\alpha t_{ij}} > 0 \mid X_i[n] = x) f_{X_i[n]}(x) dx
\]
\[= \frac{\delta}{2} + \int_x x_i f_{X_i[n]}(x) dx
\]
\[= \frac{\delta}{2} + E[X_j[n]] < \frac{\delta}{2} + \frac{\delta}{2} = \delta,
\]
where the first inequality follows from (54), the second inequality follows from the facts that
\[
\sum_{k=1}^{K} t_{ik} A_k[n] \leq \sum_{k=1, k \neq j}^{K} t_{ik} + t_{ij} A_j[n] = 1 - t_{ij} + t_{ij} A_j[n]
\]
and $X_j[n] \leq 1$, and the last inequality follows from (55). We have also used the fact that $A_j[n] \sim \text{Bernoulli}(X_j[n])$ conditioned on $X_j[n]$. 

\[\Box\]
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