FAILURE OF THE LOCAL CHAIN RULE FOR THE FRACTIONAL VARIATION
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ABSTRACT. We prove that the local version of the chain rule cannot hold for the fractional variation defined in [7]. In the case $n = 1$, we prove a stronger result, exhibiting a function $f \in BV^\alpha(\mathbb{R})$ such that $|f| \notin BV^\alpha(\mathbb{R})$. The failure of the local chain rule is a consequence of some surprising rigidity properties for non-negative functions with bounded fractional variation which, in turn, are derived from a fractional Hardy inequality localized to half-spaces. Our approach exploits the results of [9] and the distributional approach of the previous papers [5–8]. As a byproduct, we refine the fractional Hardy inequality obtained in [28, 31] and we prove a fractional version of the closely related Meyers–Ziemer trace inequality.

1. Introduction

1.1. The fractional variation. Let $\alpha \in (0,1)$. The fractional $\alpha$-gradient of a function $f \in \text{Lip}_c(\mathbb{R}^n)$ is defined as

$$\nabla^\alpha f(x) = \mu_{n,\alpha} \int_{\mathbb{R}^n} \frac{(y-x)(f(y) - f(x))}{|y-x|^{n+1+\alpha}} \, dy, \quad x \in \mathbb{R}^n,$$

where

$$\mu_{n,\alpha} = 2^\alpha \pi^{-\frac{n}{2}} \frac{\Gamma \left( \frac{n+\alpha+1}{2} \right)}{\Gamma \left( \frac{1-\alpha}{2} \right)}$$

is a renormalizing constant controlling the behavior of $\nabla^\alpha$ as $\alpha \to 1^-$. A simple computation (see [7, Proposition 2.2] for instance) shows that one can equivalently write $\nabla^\alpha f = \ldots$
\( \nabla I_{1-\alpha} f \) whenever \( f \in C_c^\infty(\mathbb{R}^n) \) (and even for less regular functions, see [7, Lemma 3.28(i)] for a more precise statement), where

\[
I_s f(x) = 2^{-s} \pi^{-\frac{n}{2}} \frac{\Gamma\left(\frac{s+n}{2}\right)}{\Gamma\left(\frac{s}{2}\right)} \int_{\mathbb{R}^n} \frac{f(y)}{|x-y|^{n+s}} \, dy, \quad x \in \mathbb{R}^n,
\]

is the \textit{Riesz potential} of order \( s \in (0,n) \).

The literature around the operator \( \nabla^\alpha \) has been quickly growing in the recent years in various research directions. On the one side, we refer the reader to [15, 22-25, 27, 28] for well-posedness results concerning solutions of PDEs and minimizers of functionals involving this fractional operator, and to [3, 4, 13] for the study of polyconvexity and quasiconvexity in connection with the present fractional setting. On the other side, the properties of \( \nabla^\alpha \) led to the discovery of new (optimal) embedding inequalities [26, 30, 31] and the development of a distributional and asymptotic analysis in this fractional framework [3, 9, 29]. For a general panoramic on the fractional framework, the reader may consult the survey [32] and the monograph [19].

At least for sufficiently smooth functions, the operator \( \nabla^\alpha \) obeys the following natural fractional integration-by-parts formula

\[
\int_{\mathbb{R}^n} f \text{div}^\alpha \varphi \, dx = - \int_{\mathbb{R}^n} \varphi \cdot \nabla^\alpha f \, dx,
\]

where

\[
\text{div}^\alpha \varphi(x) = \mu_{n,\alpha} \int_{\mathbb{R}^n} \frac{(y-x) \cdot (\varphi(y) - \varphi(x))}{|y-x|^{n+\alpha+1}} \, dy, \quad x \in \mathbb{R}^n,
\]

is the \textit{fractional \( \alpha \)-divergence} of the vector field \( \varphi \in \text{Lip}_c(\mathbb{R}^n; \mathbb{R}^n) \).

Equality (1.2) is the fundamental basis of the distributional theory in the present fractional setting developed in the previous papers [3,9]. In more precise terms, by imitating the classical definition of \( BV \) functions, for a given exponent \( p \in [1, +\infty) \), we define the (total) fractional variation of a function \( f \in L^p(\mathbb{R}^n) \) as

\[
|D^\alpha f|(\mathbb{R}^n) = \sup \left\{ \int_{\mathbb{R}^n} f \text{div}^\alpha \varphi \, dx : \varphi \in C_c^\infty(\mathbb{R}^n; \mathbb{R}^n), \|\varphi\|_{L^\infty(\mathbb{R}^n; \mathbb{R}^n)} \leq 1 \right\}. \tag{1.3}
\]

The above definition naturally gives rise to the linear space of \( L^p \) functions with bounded \textit{fractional \( \alpha \)-variation}

\[
BV^{\alpha,p}(\mathbb{R}^n) = \{ f \in L^p(\mathbb{R}^n) : |D^\alpha f|(\mathbb{R}^n) < +\infty \}
\]

that can be endowed with the norm

\[
\|f\|_{BV^{\alpha,p}(\mathbb{R}^n)} = \|f\|_{L^p(\mathbb{R}^n)} + |D^\alpha f|(\mathbb{R}^n), \quad f \in BV^{\alpha,p}(\mathbb{R}^n).
\]

The resulting normed space is Banach and, moreover, one easily checks that \( f \in L^p(\mathbb{R}^n) \) belongs to \( BV^{\alpha,p}(\mathbb{R}^n) \) if and only if there exists a finite vector-valued Radon measure \( D^\alpha f \in \mathcal{M}(\mathbb{R}^n; \mathbb{R}^n) \), the \textit{fractional \( \alpha \)-variation measure} of \( f \), such that

\[
\int_{\mathbb{R}^n} f \text{div}^\alpha \varphi \, dx = - \int_{\mathbb{R}^n} \varphi \cdot dD^\alpha f \quad \text{for all } \varphi \in \text{Lip}_c(\mathbb{R}^n; \mathbb{R}^n), \text{ see [6, Theorem 3].}
\]

In a very similar way, one can define the \textit{distributional fractional Sobolev space}

\[
S^{\alpha,p}(\mathbb{R}^n) = \{ f \in L^p(\mathbb{R}^n) : \nabla^\alpha f \in L^p(\mathbb{R}^n; \mathbb{R}^n) \}\]
where $\nabla^\alpha f$ stands for the distributional fractional $\alpha$-gradient, see [7, Definition 3.9]. As proved in [5, Corollary 1] and in [13, Theorem 2.7], $S^\alpha p(\mathbb{R}^n) = L^\alpha p(\mathbb{R}^n)$ whenever $p \in (1, +\infty)$, where $L^\alpha p(\mathbb{R}^n)$ stands for the Bessel potential space. We refer the reader to [5, Section 2.1] and to the references therein for an agile account on Bessel potential spaces, and to the discussion in [7, Section 3.9] for the relations between $L^\alpha p(\mathbb{R}^n)$ and the Gagliardo–Sobolev–Slobodeckij fractional space $W^\alpha p(\mathbb{R}^n)$.

The study of the space $BV^\alpha(\mathbb{R}^n) = BV^\alpha,1(\mathbb{R}^n)$ in the geometric regime $p = 1$ was initiated in [7], also in connection with the naturally associated notion of fractional Caccioppoli perimeter (see [7, Definition 4.1]), and then further investigated in the subsequent works [5, 8]. The fractional variation of an $L^p$ function for an arbitrary exponent $p \in [1, +\infty)$ has been explored in [6, 8, 9].

Throughout this paper, with a slight abuse of notation (that, however, can be rigorously justified thanks to the analysis done in the previous works [5 –9]), in the integer case $\alpha = 1$ we let

$$BV^1 p (\mathbb{R}^n) = \{ f \in L^p (\mathbb{R}^n) : Df \in \mathcal{M} (\mathbb{R}^n; \mathbb{R}^n) \}$$

be the space of $L^p$ functions, $p \in [1, +\infty]$, with bounded variation.

1.2. Hardy inequality and chain rule. Due to the central role played by the classical Hardy inequality in the theory of integer as well as of fractional Sobolev spaces, see [18] for an account, in [28], Shieh and Spector investigated the validity of the natural analogue of the Hardy inequality in the present fractional setting. In [28, Theorem 1.2], they proved the validity of the following inequality

$$c_{n,\alpha} \int_{\mathbb{R}^n} \frac{|f(x)|}{|x|^\alpha} \, dx \leq \int_{\mathbb{R}^n} |\nabla^\alpha f| \, dx$$

for all measurable functions $f$ such that $|\nabla^\alpha f| = |\nabla I_{1-\alpha} f| \in L^1 (\mathbb{R}^n; \mathbb{R}^n)$, where $c_{n,\alpha} > 0$ is a constant depending on $\alpha \in (0, 1)$ and $n \geq 2$ only. Actually, the validity of (1.4) for $n = 1$ is not explicitly shown in [28], but one can still recover it via an ad hoc modification of their argument.

Motivated by (1.4), the authors in [28] asked if it is possible to remove the modulus in the right-hand side of (1.4), that is, more generally, if the following chain rule for the fractional gradient

$$\int_{\mathbb{R}^n} |\nabla^\alpha f| \, dx \leq c_{n,\alpha} \int_{\mathbb{R}^n} |\nabla^\alpha f| \, dx$$

holds whenever $f$ is measurable with $|\nabla I_{1-\alpha} f| \in L^1 (\mathbb{R}^n; \mathbb{R}^n)$, where $c_{n,\alpha} > 0$ is a constant depending on $\alpha$ and $n$ only, see [28, Open Problem 1.4].

Later, Spector proved the validity of the fractional Hardy inequality

$$c_{n,\alpha} \int_{\mathbb{R}^n} \frac{|f(x)|}{|x|^\alpha} \, dx \leq \int_{\mathbb{R}^n} |\nabla^\alpha f| \, dx$$

for $n \geq 2$, whenever $f \in L^p (\mathbb{R}^n)$ with $p \in \left[ 1, \frac{n}{1-\alpha} \right)$ and $\nabla^\alpha f = \nabla I_{1-\alpha} f \in L^1 (\mathbb{R}^n; \mathbb{R}^n)$, see [31, Theorem 1.4]. The approach used in [31] completely bypasses the validity of (1.5) and instead relies on an optimal embedding in Lorentz spaces for the Riesz potential, see [31, Theorem 1.1].
The relation between the Hardy inequality in (1.4), as well as the one in (1.6), with the one valid in the usual fractional Sobolev space $W^{\alpha,1}(\mathbb{R}^n)$ easily follows from the elementary inequality

$$\|\nabla^\alpha f\|_{L^1(\mathbb{R}^n)} \leq \mu_{n,\alpha} |f|_{W^{\alpha,1}(\mathbb{R}^n)}$$

naturally available for all functions $f \in W^{\alpha,1}(\mathbb{R}^n)$, see [7, Section 1.1]. Similar considerations can be done for the Hardy inequalities in the integrability regime $p \in (1, +\infty)$, see the introductions of [27, 28].

The current lack of a counterexample to (1.5) may suggest that a stronger version of the chain rule could be valid for the fractional variation for $n \geq 2$, in analogy with the chain rule available for $BV$ functions. More precisely, for a given $\Phi \in \text{Lip}(\mathbb{R})$ such that $\Phi(0) = 0$, one may wonder if the local chain rule

$$|D^\alpha \Phi(f)| \leq C(\Phi) |D^\alpha f| \quad \text{in} \quad \mathcal{M}(\mathbb{R}^n)$$

holds for all $f \in BV^{\alpha,p}(\mathbb{R}^n)$ with $n \geq 2$, where $C(\Phi) > 0$ is a constant depending on the chosen function $\Phi$ only. In the present work, we disprove the validity of (1.7) for all $n \geq 2$ and, actually, we prove the following stronger result.

**Theorem 1.3** (Failure of the local chain rule). Let $\alpha \in (0,1)$ and $p \in \left[1, \frac{n}{n-\alpha}\right)$. Let $\Phi \in \text{Lip}(\mathbb{R})$ be such that $\Phi(0) = 0$ and $\Phi \geq 0$. If $\Phi(f) \in BV^{\alpha,p}(\mathbb{R}^n)$ with

$$\text{supp } |D^\alpha \Phi(f)| \subset \text{supp } |D^\alpha f|$$
for all \( f \in BV^{\alpha,p}(\mathbb{R}^n) \), then \( \Phi \equiv 0 \).

In particular, if we consider \( \Phi(t) = |t| \) for \( t \in \mathbb{R} \), an immediate consequence of Theorem 1.3 is that, for all \( \alpha \in (0, 1) \) and \( p \in \left[ 1, \frac{n}{n-\alpha} \right) \), there exists a function \( f \in BV^{\alpha,p}(\mathbb{R}^n) \) such that \( \text{supp} |D^\alpha f| \) is not contained in \( \text{supp} |D^\alpha f| \).

The validity of Theorem 1.3 is a simple consequence again of the analysis made in [7] and of a new surprising rigidity property of non-negative \( BV^{\alpha,p} \) functions with \( p \in \left[ 1, \frac{n}{n-\alpha} \right) \), see Theorem 1.4 below. Here and in the rest of the paper, given \( \nu \in S^{n-1} \) and \( x_0 \in \mathbb{R}^n \), we let

\[
H^+_\nu(x_0) = \{ y \in \mathbb{R}^n : (y - x_0) \cdot \nu > 0 \}
\]

and

\[
H_\nu(x_0) = \{ y \in \mathbb{R}^n : (y - x_0) \cdot \nu = 0 \}.
\]

In the case \( x_0 = 0 \), we simply write \( H^+_\nu = H^+_\nu(0) \) and \( H_\nu = H_\nu(0) \). Moreover, for \( \alpha \in (0, 1) \) and \( p \in [1, +\infty) \), we let

\[
BV^{\alpha,p}_+(\mathbb{R}^n) = \{ f \in BV^{\alpha,p}(\mathbb{R}^n) : f \geq 0 \}.
\]

**Theorem 1.4** (Rigidity property in \( BV^{\alpha,p}_+(\mathbb{R}^n) \) for \( p \in \left[ 1, \frac{n}{n-\alpha} \right) \)). Let \( \alpha \in (0, 1) \), \( p \in \left[ 1, \frac{n}{n-\alpha} \right) \) and \( f \in BV^{\alpha,p}_+(\mathbb{R}^n) \). If either

\[
\text{supp} |D^\alpha f| \text{ is bounded},
\]  

or

\[
|D^\alpha f|(H^+_\nu(x_0)) = 0 \text{ for some } x_0 \in \mathbb{R}^n, \nu \in S^{n-1}, \]

or

\[
f \in L^\infty(\mathbb{R}^n) \text{ and } D^\alpha f(H^+_\nu(x_0)) = 0 \text{ for some } x_0 \in \mathbb{R}^n, \nu \in S^{n-1},
\]

then \( f \equiv 0 \).

The rigidity property given by Theorem 1.4 strongly underlines the difference between the non-local operator \( \nabla^\alpha \) and its local integer counterpart \( \nabla \). Indeed, it is easily seen that \( BV^{1,p} \) functions do not possess such a rigidity property for any given \( p \in [1, +\infty] \), due to the locality of the classical variation measure (for instance, one may consider the characteristic function of the unit ball).

In addition, we recall that, despite of the non-local nature of the fractional gradient, there exist functions \( f \in BV^{\alpha,p}(\mathbb{R}^n) \), for \( p \in \left[ 1, \frac{n}{n-\alpha} \right) \), such that \( |D^\alpha f| \) is a finite Radon measure with compact support, see the function defined in Theorem 1.1 for \( n = 1 \), and [7] Lemma 3.28 as well as [6] Proposition 4 for the general case. Hence, Theorem 1.3 immediately tells us that such functions cannot have constant sign. Conversely, as observed in [13] Section 2.2 in the case \( n = 1 \), given any non-zero function \( f \in C_0^\infty(\mathbb{R}^n) \) with \( f \geq 0 \) and \( \text{supp} \ f \subset (-L,L)^n \) for some \( L > 0 \), for each \( j \in \{1, \ldots, n\} \) we have

\[
\nabla^\alpha_j f(x) = e_j \cdot \nabla^\alpha f(x) \neq 0 \text{ at each } x \in \mathbb{R}^n \text{ with } |x_j| \geq L,
\]

where \( e_j \) is the \( j \)-th vector of the standard coordinate basis of \( \mathbb{R}^n \).

We end this section by stating a simple consequence of Theorem 1.2. To this purpose, we define

\[
LSC_b(\mathbb{R}^n) = \{ f : \mathbb{R}^n \to \mathbb{R} : f \text{ lower semicontinuous and bounded} \}.
\]
Corollary 1.5. Let \( \alpha \in (0,1) \) and \( p \in \left[1, \frac{n}{1-\alpha}\right] \). The operator
\[
I_{n-\alpha} : BV^{\alpha,p}(\mathbb{R}^n) \to LSC_b(\mathbb{R}^n)
\]
is continuous. In addition, if \( n \geq 2 \), then \( I_{n-\alpha} : BV^{\alpha,p}(\mathbb{R}^n) \to L^\infty(\mathbb{R}^n) \) is continuous.

1.4. Integration-by-parts formulas. The rigidity property of non-negative \( BV^{\alpha,p} \) functions stated in Theorem 1.3 is, in turn, a consequence of a fractional Gauss–Green formula on half-spaces, see Theorem 1.6 below, which can be regarded as a `vectorial’ Hardy-type equality for the fractional variation. Here and in the rest of the paper, for \( \alpha \in (0,1) \) and \( p,q \in [1, +\infty] \), we let
\[
B^{\alpha}_{p,q}(\mathbb{R}^n) = \left\{ u \in L^p(\mathbb{R}^n) : |u|_{B^{\alpha}_{p,q}(\mathbb{R}^n)} < +\infty \right\}
\]
be the space of Besov functions on \( \mathbb{R}^n \), see [14, Chapter 17] for its precise definition and main properties, where
\[
|u|_{B^{\alpha}_{p,q}(\mathbb{R}^n)} = \left\{ \begin{array}{ll}
\left( \int_{\mathbb{R}^n} \frac{\|u(\cdot + h) - u\|_{L^q(\mathbb{R}^n)}}{|h|^{n+\alpha q}} dh \right)^{\frac{1}{q}} & \text{if } q \in [1, +\infty), \\
\sup_{h \in \mathbb{R}^n \setminus \{0\}} \frac{\|u(\cdot + h) - u\|_{L^q(\mathbb{R}^n)}}{|h|^\alpha} & \text{if } q = +\infty.
\end{array} \right.
\]

Theorem 1.6 (Fractional Gauss–Green formula on half-spaces). Let \( \alpha \in (0,1) \), \( p \in \left[1, \frac{n}{n-\alpha}\right] \) and \( q \in \left(\frac{n}{\alpha}, +\infty\right] \) be such that \( \frac{1}{p} + \frac{1}{q} = 1 \). If \( f \in BV^{\alpha,p}(\mathbb{R}^n) \cap L^\infty(\mathbb{R}^n) \), then
\[
\frac{\mu_{1,\alpha}}{\alpha} \lim_{R \to +\infty} \int_{\mathbb{R}^n} \eta_R(x) \frac{f(x) \nu}{|x - x_0|} \frac{dx}{|\nu|^\alpha} = -\eta(0) D^\alpha f(H^+_{\nu}(x_0)) \quad (1.11)
\]
whenever \( \nu \in S^{n-1} \) and \( x_0 \in \mathbb{R}^n \), where \( \eta_R(x) = \eta \left(\frac{x}{R}\right) \) for \( x \in \mathbb{R}^n \) and \( R > 0 \), for some fixed \( \eta \in B^{\alpha}_{q,1}(\mathbb{R}^n) \) with compact support. In particular, if either \( \text{supp} \ f \) is bounded or \( f \) has constant sign, then
\[
\frac{\mu_{1,\alpha}}{\alpha} \int_{\mathbb{R}^n} \frac{f(x) \nu}{|x - x_0|} \frac{dx}{|\nu|^\alpha} = -D^\alpha f(H^+_{\nu}(x_0)). \quad (1.12)
\]

We let the reader note that the requirement that \( \eta \in B^{\alpha}_{q,1}(\mathbb{R}^n) \) naturally comes from the general integration-by-parts formula obtained in [9, Theorem 1.1], see (2.1) below for a more detailed account.

Actually, Theorem 1.6 is a particular case of the following result, which can be seen as an extension of the integration-by-parts formula (1.2) in the spirit of the fractional Gauss–Green formulas established in [9, Section 3.3]. Here and in the following, we let
\[
f^*(x) = \begin{cases} 
\lim_{r \to 0^+} \frac{1}{r} \int_{B_r(x)} f(y) \, dy & \text{if the limit exists,} \\
0 & \text{otherwise,}
\end{cases} \quad (1.13)
\]
be the precise representative of \( f \in L^1_{\text{loc}}(\mathbb{R}^n) \).
Theorem 1.7 (Limit integration-by-parts formula). Let \( \alpha \in (0,1) \) and let \( p \in \left[ 1, \frac{n}{n-\alpha} \right] \) and \( q \in \left( \frac{n}{\alpha}, +\infty \right) \) be such that \( \frac{1}{p} + \frac{1}{q} = 1 \). If \( f \in BV^{\alpha,p}(\mathbb{R}^n) \cap L^\infty(\mathbb{R}^n) \) and \( g \in W^{\alpha,1}_{loc}(\mathbb{R}^n) \cap L^\infty(\mathbb{R}^n) \) with \( \nabla^\alpha g \in L^1_{loc}(\mathbb{R}^n; \mathbb{R}^n) \), then

\[
\lim_{R \to +\infty} \int_{\mathbb{R}^n} \eta_R f \nabla^\alpha g \, dx = -\eta(0) \int_{\mathbb{R}^n} g^* \, dD^\alpha f,
\]

where \( \eta_R \) is as in Theorem 1.6 and the limit in (1.13) defining \( g^*(x) \) exists for \( |D^\alpha f| \)-a.e. \( x \in \mathbb{R}^n \).

In order to apply Theorem 1.7 to get Theorem 1.6 one then just need to explicitly compute the fractional gradient of the characteristic function of a half-space.

Proposition 1.8 (\( \nabla^\alpha \) of a half-space). Let \( \alpha \in (0,1) \), \( \nu \in S^{n-1} \) and \( x_0 \in \mathbb{R}^n \). We have

\[
\nabla^\alpha \chi_{H^\nu_\alpha(x_0)}(x) = \frac{\mu_{1,\alpha}}{\alpha} \frac{\nu}{|(x-x_0) \cdot \nu|^\alpha}
\]

(1.14) for \( x \in \mathbb{R}^n \setminus H_\nu(x_0) \).

It is worth noticing that Theorem 1.6 immediately implies the following version of the fractional Hardy inequality for non-negative \( BV^{\alpha,p} \) functions in the regime \( p \in \left[ 1, \frac{n}{n-\alpha} \right) \), where the right-hand side does not involve the knowledge of the fractional variation on the whole space, but just on a specific half-space.

Corollary 1.9 (Fractional Hardy inequality in \( BV^{\alpha,p}_+(\mathbb{R}^n) \) for \( p \in \left[ 1, \frac{n}{n-\alpha} \right) \)). Let \( \alpha \in (0,1) \) and \( p \in \left[ 1, \frac{n}{n-\alpha} \right) \). If \( f \in BV^{\alpha,p}_+(\mathbb{R}^n) \), then

\[
\frac{\mu_{1,\alpha}}{\alpha} \int_{\mathbb{R}^n} \frac{f(x)}{|(x-x_0) \cdot \nu|^\alpha} \, dx \leq |D^\alpha f|(H^\nu_\alpha(x_0))
\]

(1.15) for all \( x_0 \in \mathbb{R}^n \) and \( \nu \in S^{n-1} \).

As the reader may notice, Theorem 1.6 allows to prove Theorem 1.4 under the assumption (1.10). To deal with the assumption (1.8), one needs to perform a further integration with respect to the direction \( \nu \in S^{n-1} \) and obtain the following fractional weighted inequality of Hardy-type. Again, we underline that the fractional variation appearing in the right-hand side is not computed on the whole space, but just on the complement of a particular ball.

Corollary 1.10 (Weighted fractional Hardy-type inequality). Let \( \alpha \in (0,1) \) and \( p \in \left[ 1, \frac{n}{n-\alpha} \right) \). If \( f \in BV^{\alpha,p}_+(\mathbb{R}^n) \), then

\[
\int_{\mathbb{R}^n} f(x) w_{n,\alpha}(|x-x_0|, r) \, dx \leq |D^\alpha f|(\mathbb{R}^n \setminus B_r(x_0))
\]

for all \( x_0 \in \mathbb{R}^n \) and \( r > 0 \), where

\[
w_{n,\alpha}(t, r) = \begin{cases}
\frac{(n-1)\omega_{n-1}}{n \omega_n} \frac{\mu_{1,\alpha}}{\alpha} \int_{-1}^{1} \frac{(1-s^2)^{\frac{n-1}{2}}}{|st-r|^\alpha} \, ds & \text{for } n \geq 2, \\
\frac{\mu_{1,\alpha}}{2\alpha} \left( \frac{1}{|t-r|^\alpha} + \frac{1}{|t+r|^\alpha} \right) & \text{for } n = 1.
\end{cases}
\]
In the particular geometric case \( f = \chi_E \) for some measurable set \( E \subset \mathbb{R}^n \), the above results read as follows (recall that, by \([7, \text{Corollary 5.4}]\), if \( \chi_E \in BV^\alpha(\mathbb{R}^n) \), then we have \( |D^\alpha \chi_E| \ll \mathcal{H}^{n-\alpha} \)). Here and in the following, \( \mathcal{F}^\alpha E \) denotes the \emph{fractional reduced boundary} in the sense of De Giorgi, see \([7, \text{Definition 4.7}]\).

**Corollary 1.11** (Geometric case). Let \( \alpha \in (0,1) \). If \( \chi_E \in BV^\alpha(\mathbb{R}^n) \), then

\[
\frac{\mu_{1,\alpha}}{\alpha} \int_E \frac{\nu}{|(x-x_0) \cdot \nu|^\alpha} \, dx = -D^\alpha \chi_E(H^+_\nu(x_0)),
\]

\[
\int_E |\nabla^\alpha \chi_{H^+_\nu(x_0)}| \, dx \leq |D^\alpha \chi_E|(H^+_\nu(x_0)),
\]

\[
\int_E w_{n,\alpha}(|x-x_0|, r) \, dx \leq |D^\alpha \chi_E|(\mathbb{R}^n \setminus B_r(x_0)),
\]

for \( x_0 \in \mathbb{R}^n \), \( \nu \in S^{n-1} \) and \( r > 0 \), where \( w_{n,\alpha} \) is as in Corollary 1.10. Moreover, if either \( \text{supp} |D^\alpha \chi_E| \) is bounded or \( D^\alpha \chi_E(H^+_\nu(x_0)) = 0 \) for some \( x_0 \in \mathbb{R}^n \), \( \nu \in S^{n-1} \), then \( |E| = 0 \).

In particular, if \( |E| > 0 \), then \( \mathcal{F}^\alpha E \) must be unbounded and must intersect all half-spaces.

### 1.5. Fractional Meyers–Ziemer Trace Inequalities

As discussed in \([32]\), the Hardy inequality in \((1.6)\) can be also seen as a particular consequence of known interpolation inequalities in Lorentz spaces. Precisely, one recognizes that

\[
\frac{1}{| \cdot |^\alpha} \in L^{\frac{n}{n-\alpha},\infty}(\mathbb{R}^n),
\]

so that \((1.6)\) follows by combining the Hölder inequality

\[
\int_{\mathbb{R}^n} \frac{|f(x)|}{|x|^\alpha} \, dx \leq \|f\|_{L^{\frac{n}{n-\alpha},1}(\mathbb{R}^n)} \left\| \frac{1}{| \cdot |^\alpha} \right\|_{L^{\frac{n}{n-\alpha},\infty}(\mathbb{R}^n)},
\]

with the bound

\[
\|f\|_{L^{\frac{n}{n-\alpha},1}(\mathbb{R}^n)} \leq c_{n,\alpha} |D^\alpha f|(\mathbb{R}^n)
\]

valid for \( n \geq 2 \), which, in turn, is a consequence of \([31, \text{Theorem 1.1}]\).

In the classical integer case, an even more general approach is possible. Indeed, if \( f \in BV(\mathbb{R}^n) \) and \( \mu \in \mathcal{M}^+_\text{loc}(\mathbb{R}^n) \) is a non-negative locally finite measure, then

\[
\int_{\mathbb{R}^n} |f^*| \, d\mu \leq c_n \|\mu\|_{n-1} |Df|(\mathbb{R}^n),
\]

for a dimensional constant \( c_n > 0 \), where \( f^* \) is as in \((1.13)\) and

\[
\|\mu\|_s = \sup_{x \in \mathbb{R}^n, r > 0} \frac{\mu(B_r(x))}{r^s}
\]

whenever \( s \in [0,n] \). The inequality in \((1.16)\) can be found in \([17, \text{Theorem 4.7}]\) and is nowadays called the \emph{Meyers–Ziemer Trace Inequality}. We also refer the reader to the recent work \([21]\) for an interesting historical panoramic around the inequality \((1.16)\). In particular, the authors of \([21]\) note that V. G. Maz’ya proved such an inequality in \([10]\), a few years before the aforementioned \([17]\).
Inequality (1.16) plays a central role in the classical $BV$ framework, since it can be considered as the mother inequality of several embedding inequalities, like the Hardy inequality
\[
\int_{\mathbb{R}^n} \frac{|f(x)|}{|x|} \, dx \leq c_n |Df|(\mathbb{R}^n),
\]
the Gagliardo–Nirenberg–Sobolev inequality
\[
\|f\|_{L^{n/(n-\alpha)}(\mathbb{R}^n)} \leq c_n |Df|(\mathbb{R}^n),
\]
and its refinement, the Alvino inequality
\[
\|f\|_{L^{n/(n-1)}(\mathbb{R}^n)} \leq c_n |Df|(\mathbb{R}^n).
\]
For a more detailed discussion, we refer the reader to [30, Section 1] and [32, Section 6]. Indeed, as soon as $g \in L^{n,\infty}(\mathbb{R}^n)$, one immediately recognizes that the measure
\[
\mu(A) = \int_A g(x) \, dx, \quad A \subset \mathbb{R}^n,
\]
satisfies
\[
\|\mu\|_{n-1} \leq c_n \|g\|_{L^{n,\infty}(\mathbb{R}^n)}
\]
for some dimensional constant $c_n > 0$ (for instance, see [32, Section 6]), so that one can recover the above inequalities (1.17), (1.18) and (1.19) from (1.16) via known interpolation inequalities in Lorentz spaces.

Motivated by the analogy between $BV$ and $BV^\alpha$ functions, one would be tempted to say that, at least for $n \geq 2$, an inequality of the form
\[
\int_{\mathbb{R}^n} |f| \, d\mu \leq c_{n,\alpha} \|\mu\|_{n-\alpha} \int_{\mathbb{R}^n} |\nabla^\alpha f| \, dx,
\]
that is, equivalently,
\[
\int_{\mathbb{R}^n} |I_\alpha f| \, d\mu \leq c_{n,\alpha} \|\mu\|_{n-\alpha} \int_{\mathbb{R}^n} |Rf| \, dx,
\]
may hold for all sufficiently regular functions $f$, see [32, Question 7.1], where
\[
Rf(x) = \pi^{-\frac{n+1}{2}} \Gamma\left(\frac{n+1}{2}\right) \lim_{\epsilon \to 0^+} \int_{|y|>\epsilon} \frac{y f(x+y)}{|y|^{n+1}} \, dy, \quad x \in \mathbb{R}^n,
\]
is the (vector-valued) Riesz transform of $f$. Unfortunately, in [30, Theorem 1.3], Spector ruled out the validity of (1.20), as well as of (1.21), whenever $\alpha \in (0,1)$.

Nonetheless, recalling that $\nabla^\alpha f = \nabla I_{1-\alpha} f$, one may apply the Meyers–Ziemer trace inequality (1.16) to the function $I_{1-\alpha} f$ to get
\[
\int_{\mathbb{R}^n} |(I_{1-\alpha} f)^*| \, d\mu \leq c_n \|\mu\|_{n-1} \int_{\mathbb{R}^n} |\nabla^\alpha f| \, dx.
\]
Interestingly, inequality (1.22) turns out to behave as the mother inequality for the Meyers–Ziemer trace inequality (1.16) as well as for the fractional Hardy inequality (1.4). Indeed, on the one side, taking the limit as $\alpha \to 1^-$ in (1.22), then one gets inequality (1.16) back. On the other side, if one takes $f \geq 0$ and $\mu = \int_{\mathbb{R}^n} x^n$, then one easily recognizes that
\[
\int_{\mathbb{R}^n} I_{1-\alpha} f \, dx = c_n \int_{\mathbb{R}^n} I_{1-\alpha} f \, dx = c_n \int_{\mathbb{R}^n} I_{n-\alpha} f \, dx = c_n \int_{\mathbb{R}^n} \frac{f(x)}{|x|^\alpha} \, dx,
\]
recovering (1.4).

Having the above observations in mind, our last main result is the following rigorous statement of the inequality (1.22).

**Theorem 1.12** (Fractional Meyers–Ziemer trace inequality). Let \( \alpha \in (0,1) \) and \( p \in \left[ 1, \frac{n}{1-\alpha} \right) \). There exists a dimensional constant \( c_n > 0 \) such that

\[
\int_{\mathbb{R}^n} |(I_{1-\alpha}f)^{*}| \, d\mu \leq c_n \|\mu\|_{n-1} |D^\alpha f|(\mathbb{R}^n)
\]  

for all \( f \in BV^{\alpha, p}(\mathbb{R}^n) \) and all \( \mu \in \mathcal{M}^+_{\text{loc}}(\mathbb{R}^n) \).

As formally observed above, besides providing an alternative route for the proof of Theorem 1.2, Theorem 1.12 leads to the following consequences. Here and in the rest of the paper, we let

\( \mathcal{H}^1(\mathbb{R}^n) = \left\{ f \in L^1(\mathbb{R}^n) : Rf \in L^1(\mathbb{R}^n; \mathbb{R}^n) \right\} \)

be the (real) Hardy space, see [12, 33] for a detailed exposition.

**Corollary 1.13** (Meyers–Ziemer trace inequalities). There exists a dimensional constant \( c_n > 0 \) with the following properties.

(i) If \( f \in BV^{\alpha, p}(\mathbb{R}^n) \) for some \( p \in [1, +\infty) \), with \( p \leq \frac{n}{n-1} \) if \( n \geq 2 \), and \( \mu \in \mathcal{M}^+_{\text{loc}}(\mathbb{R}^n) \), then

\[
\int_{\mathbb{R}^n} |f^{*}| \, d\mu \leq c_n \|\mu\|_{n-1} |Df|(\mathbb{R}^n).
\]  

(ii) If \( f \in \mathcal{H}^1(\mathbb{R}^n) \) and \( \mu \in \mathcal{M}^+_{\text{loc}}(\mathbb{R}^n) \), then

\[
\int_{\mathbb{R}^n} |(I_1 f)^{*}| \, d\mu \leq c_n \|\mu\|_{n-1} \|Rf\|_{L^1(\mathbb{R}^n; \mathbb{R}^n)}.
\]  

We notice that Corollary 1.13(i) positively answers [32] Question 7.1] in the (solely possible) case \( \alpha = 1 \) and, as well-known, it implies the following stronger version of the Stein–Weiss inequality,

\[
\|I_1 f\|_{L^{\frac{n}{n-1}}(\mathbb{R}^n)} \leq c_n \|Rf\|_{L^1(\mathbb{R}^n; \mathbb{R}^n)}
\]  

for all \( f \in \mathcal{H}^1(\mathbb{R}^n) \), see [32] Section 1 for a more detailed discussion. Consequently, once again choosing the measure \( \mu = \frac{1}{|\cdot|} \mathcal{L}^n \), inequality (1.25) implies the Hardy-type inequality

\[
\int_{\mathbb{R}^n} \left|\frac{I_1 f(x)}{|x|}\right| \, dx \leq c_n \|Rf\|_{L^1(\mathbb{R}^n; \mathbb{R}^n)}
\]  

whenever \( f \in \mathcal{H}^1(\mathbb{R}^n) \). Inequality (1.27), in turn, can be also inferred from the Hardy inequality (1.17), thanks to the continuity of the map \( I_1 : \mathcal{H}^1(\mathbb{R}^n) \to BV^{1, \frac{n-1}{n-2}}(\mathbb{R}^n) \) provided by (1.26) (see [5, Proposition 3.4(i)] for the fractional case \( \alpha \in (0, 1) \)).

1.6. **Organization of the paper.** The paper is organized as follows. Section 2 is dedicated to the proof of Theorem 1.7. In Section 3, we apply it first to prove Theorem 1.6 and then, in turn, its consequences Corollary 1.10, Theorem 1.1, Theorem 1.4. Finally, in Section 4 we prove Theorem 1.12 and its consequences in Corollary 1.13.
2. Proof of Theorem 1.7

In the proof of Theorem 1.7, we take advantage of the following non-local Leibniz rule for BV functions, see [9] Theorem 1.1 and Corollary 2.7. For $p \in \left[1, \frac{2}{\alpha} \right]$ and $q \in \left(\frac{\alpha}{\alpha}, +\infty\right]$ such that $\frac{1}{p} + \frac{1}{q} = 1$, if $f \in BV^{\alpha,p}({\mathbb{R}}^n)$ and $g \in B_q^{\alpha,1}({\mathbb{R}}^n)$, then $fg \in BV^{\alpha,r}({\mathbb{R}}^n)$ for all $r \in [1,p]$, with $\nabla_{NL}^{\alpha}(f,g) \in L^1({\mathbb{R}}^n; {\mathbb{R}}^n)$ and

$$D^{\alpha}(fg) = g^*D^{\alpha}f + f^\alpha g \mathcal{L}^n + \nabla_{NL}^{\alpha}(f,g) \mathcal{L}^n \quad \text{in } \mathcal{M}({\mathbb{R}}^n; {\mathbb{R}}^n).$$

(2.1)

Here and in the rest of the paper, we let

$$\nabla_{NL}^{\alpha}(f,g)(x) = \mu_{n,\alpha} \int_{{\mathbb{R}}^n} \frac{(y-x)(f(y)-f(x))(g(y)-g(x))}{|y-x|^{n+\alpha+1}} dy,$$

be the non-local fractional $\alpha$-gradient of the couple $(f,g)$.

**Proof of Theorem 1.7** Let $R > 0$ be fixed. Since $\eta_R \in B_q^{\alpha,1}({\mathbb{R}}^n)$ with $q \in \left(\frac{\alpha}{\alpha}, +\infty\right]$, by the Sobolev Embedding Theorem (see [1] Theorem 7.34(c) and [14] Theorem 17.52 for instance) we know that $\eta_R \in C^1({\mathbb{R}}^n)$. Now let $(\varphi_\varepsilon)_{\varepsilon > 0}$ be a family of standard mollifiers (see [2] Section 3.3 for example) and let $g_\varepsilon = \varphi_\varepsilon * g$ for all $\varepsilon > 0$. We note that $g_\varepsilon \in \text{Lip}_b({\mathbb{R}}^n)$ and $\nabla^{\alpha} g_\varepsilon = \varphi_\varepsilon * \nabla^{\alpha} g$ for all $\varepsilon > 0$, so that

$$\lim_{\varepsilon \to 0^+} \int_{{\mathbb{R}}^n} \eta_R f \nabla^{\alpha} g_\varepsilon \, dx = \lim_{\varepsilon \to 0^+} \int_{{\mathbb{R}}^n} \varphi_\varepsilon * (f \eta_R) \nabla^{\alpha} g \, dx = \int_{{\mathbb{R}}^n} \eta_R f \nabla^{\alpha} g \, dx$$

by the Dominated Convergence Theorem, since

$$|\varphi_\varepsilon * (f \eta_R)| \leq \|f\|_{L^\infty({\mathbb{R}}^n)} \|\eta_R\|_{L^\infty({\mathbb{R}}^n)} \chi_{A_R}$$

for all $\varepsilon > 0$ sufficiently small, where $A_R \subset {\mathbb{R}}^n$ is a bounded set such that $A_R \supset \text{supp } \eta_R$. Now let $\varepsilon > 0$ be fixed. By (2.1), we have that $f \eta_R \in BV^\alpha({\mathbb{R}}^n)$, with

$$D^{\alpha}(f \eta_R) = \eta_R D^{\alpha}f + f^\alpha \eta_R \mathcal{L}^n + \nabla_{NL}^{\alpha}(f, \eta_R) \mathcal{L}^n \quad \text{in } \mathcal{M}({\mathbb{R}}^n; {\mathbb{R}}^n).$$

Consequently, by [3] Proposition 2.7, we can compute

$$\int_{{\mathbb{R}}^n} \eta_R f \nabla^{\alpha} g_\varepsilon \, dx = - \int_{{\mathbb{R}}^n} g_\varepsilon \, dD^{\alpha}(f \eta_R)$$

$$= - \int_{{\mathbb{R}}^n} \eta_R g_\varepsilon \, dD^{\alpha}f - \int_{{\mathbb{R}}^n} f g_\varepsilon \nabla^{\alpha} \eta_R \, dx - \int_{{\mathbb{R}}^n} g_\varepsilon \nabla_{NL}^{\alpha}(f, \eta_R) \, dx.$$ 

On the one side, we can estimate

$$\left| \int_{{\mathbb{R}}^n} f g_\varepsilon \nabla^{\alpha} \eta_R \, dx \right| \leq \|g_\varepsilon\|_{L^\infty({\mathbb{R}}^n)} \int_{{\mathbb{R}}^n} |f| \|\nabla^{\alpha} \eta_R| \, dx$$

$$\leq \|g\|_{L^\infty({\mathbb{R}}^n)} \|f\|_{L^p({\mathbb{R}}^n)} \|\nabla^{\alpha} \eta_R\|_{L^q({\mathbb{R}}^n; {\mathbb{R}}^n)}$$

$$\leq \mu_{n,\alpha} R^{n-\alpha} \|f\|_{L^p({\mathbb{R}}^n)} \|g\|_{L^\infty({\mathbb{R}}^n)} [\eta]_{B^{q,1}_{\alpha}({\mathbb{R}}^n)},$$

thanks to [9] Corollary 2.3. On the other side, in a similar way, we can bound

$$\left| \int_{{\mathbb{R}}^n} f \nabla_{NL}^{\alpha}(g_\varepsilon, \eta_R) \, dx \right| \leq \int_{{\mathbb{R}}^n} |f| \|\nabla_{NL}^{\alpha}(g_\varepsilon, \eta_R)| \, dx$$

$$\leq \|f\|_{L^p({\mathbb{R}}^n)} \|\nabla_{NL}^{\alpha}(g_\varepsilon, \eta_R)\|_{L^q({\mathbb{R}}^n; {\mathbb{R}}^n)}$$

$$\leq 2\mu_{n,\alpha} \|f\|_{L^p({\mathbb{R}}^n)} \|g_\varepsilon\|_{L^\infty({\mathbb{R}}^n)} [\eta R]_{B^{q,1}_{\alpha}({\mathbb{R}}^n)}.$$
\[ \leq 2\mu_{n,\alpha} R^n_{n-\alpha} \| f \|_{L^p(\mathbb{R}^n)} \| g \|_{L^\infty(\mathbb{R}^n)} \| \eta \|_{B^\alpha_q(\mathbb{R}^n)} \]

thanks to [9 Corollary 2.7]. Therefore, thanks to these estimates (which are uniform in \( \varepsilon \)), we get the limit

\[ \lim_{R \to +\infty} \sup_{\varepsilon > 0} \left| \int_{\mathbb{R}^n} f g_{\varepsilon} \nabla^\alpha \eta_R \, dx \right| + \left| \int_{\mathbb{R}^n} f \nabla_\text{NL}^\alpha (g_{\varepsilon}, \eta_R) \, dx \right| = 0. \]

Now we need to show that

\[ \lim_{\varepsilon \to 0^+} \int_{\mathbb{R}^n} \eta_R g_{\varepsilon} \, dD^\alpha f = \int_{\mathbb{R}^n} \eta_R g^* \, dD^\alpha f. \]  \hspace{1cm} (2.2)

Indeed, since \( f \in BV^{\alpha,\infty}(\mathbb{R}^n) \), by [6 Theorem 1] we have that \( |D^\alpha f| \ll \mathcal{H}^{n-\alpha} \). Moreover, being \( g \in W^{1,1}_{loc}(\mathbb{R}^n) \), by [20 Proposition 3.1] we can infer that

\[ \lim_{\varepsilon \to 0^+} g_{\varepsilon}(x) = \lim_{\varepsilon \to 0^+} g(x) = \lim_{r \to 0^+} \int_{B_r(x)} g(y) \, dy = g^*(x) \]  \hspace{1cm} \text{for } \mathcal{H}^{n-\alpha}\text{-a.e. } x \in \mathbb{R}^n,

so that (2.2) immediately follows by the Dominated Convergence Theorem (with respect to the finite measure \( |D^\alpha f| \)). Finally, since

\[ \lim_{\eta \to +\infty} \eta_R(x) = \lim_{\eta \to +\infty} \eta \left( \frac{x}{R} \right) = \eta(0) \]  \hspace{1cm} \text{for all } x \in \mathbb{R}^n,

by the Dominated Convergence Theorem (with respect to the finite measure \( |g^*| \, |D^\alpha f| \)) we conclude that

\[ \lim_{R \to +\infty} \int_{\mathbb{R}^n} \eta_R g^* \, dD^\alpha f = \eta(0) \int_{\mathbb{R}^n} g^* \, dD^\alpha f \]

and the proof is complete. \( \square \)

3. Hardy inequalities and failure of the chain rule

3.1. Integration by parts on half-spaces. We begin with the proof of the formula for the fractional gradient of the characteristic function of a half-space.

Proof of Proposition 1.8. By the translation invariance of the fractional gradient (recall [20 Theorem 2.2]), we have

\[ \nabla^\alpha \chi_{H^+_R}(x_0) = \nabla^\alpha \chi_{H^+_R}(x-x_0) \]

for all \( x \in \mathbb{R}^n \) and so we can assume \( x_0 = 0 \) without loss of generality. Since \( \chi_{H^+_R} \in BV_{loc}(\mathbb{R}^n) \cap L^\infty(\mathbb{R}^n) \) and clearly

\[ |D\chi_{H^+_R}|(\partial B_R) = \mathcal{H}^{n-1}(H^+_R \cap \partial B_R) = 0 \]

for all \( R > 0 \), by [8 Proposition 3.5] we get \( \nabla^\alpha \chi_{H^+_R} \in L^1_{loc}(\mathbb{R}^n; \mathbb{R}^n) \) and

\[ \int_{\mathbb{R}^n} \varphi \cdot \nabla^\alpha \chi_{H^+_R} \, dx = \lim_{R \to +\infty} \int_{\mathbb{R}^n} \varphi \cdot I_{1-\alpha} (\chi_{B_R} D\chi_{H^+_R}) \, dx \]

\[ = \lim_{R \to +\infty} \nu \cdot \int_{\mathbb{R}^n} \varphi \cdot I_{1-\alpha} (\chi_{B_R} \mathcal{H}^{n-1} L H^+_R) \, dx \]  \hspace{1cm} (3.1)

for all \( \varphi \in \text{Lip}_c(\mathbb{R}^n; \mathbb{R}^n) \). By the Monotone Convergence Theorem, we get

\[ \lim_{R \to +\infty} I_{1-\alpha} (\chi_{B_R} \mathcal{H}^{n-1} L H^+_R)(x) = I_{1-\alpha} (\mathcal{H}^{n-1} L H^+_R)(x) \]
for $\mathcal{L}^n$-a.e. $x \in \mathbb{R}^n$. We now claim that

$$I_{1-\alpha}(\mathcal{H}^{n-1} \mathbf{1}_{H^c})(x) = \frac{\mu_{1,\alpha}}{\alpha} \frac{1}{|x \cdot \nu|^\alpha} \quad \text{for all } x \notin H^c,$$

(3.2)

which defines a function in $L^1_{\text{loc}}(\mathbb{R}^n)$. The case $n = 1$ is easy. For $n \geq 2$, we argue as follows. Let $\mathcal{R} \in \text{SO}(n)$ be such that $\mathcal{R} \nu = e_1$, so that $(\mathcal{R} x)_1 = (\mathcal{R} x) \cdot e_1 = x \cdot \mathcal{R} e_1 = x \cdot \nu$. By simple changes of variables, we get

$$\int_{H^c} \frac{d\mathcal{H}^{n-1}(y)}{|y - x|^{n+\alpha-1}} = \int_{H^c} \frac{d\mathcal{H}^{n-1}(y)}{|y - \mathcal{R} x|^{n+\alpha-1}} = \int_{\mathbb{R}^{n-1}} \frac{dy_2 \cdots dy_n}{(\mathcal{R} x_1^2 + \sum_{j=2}^n (y_j - (\mathcal{R} x)_j)^2)^{\frac{n+\alpha-1}{2}}}$$

$$= \int_{\mathbb{R}^{n-1}} \frac{1}{|(\mathcal{R} x)_1|^{\alpha}} \frac{dy_2 \cdots dy_n}{(1 + |(y_2, \ldots, y_n)|^2)^{\frac{n+\alpha-1}{2}}}$$

$$= \frac{(n-1) \omega_{n-1}}{|x \cdot \nu|^{\alpha}} \int_0^{+\infty} \frac{\varrho^{n-2}}{(1 + \varrho^2)^{\frac{n+\alpha-1}{2}}} d\varrho$$

whenever $x \notin H^c$. By known properties of the Gamma function, it is not difficult to recognize that

$$\int_0^{+\infty} \frac{\varrho^{n-2}}{(1 + \varrho^2)^{\frac{n+\alpha-1}{2}}} d\varrho = \frac{\Gamma \left( \frac{n}{2} \right) \Gamma \left( \frac{n-1}{2} \right)}{2 \Gamma \left( \frac{n+\alpha-1}{2} \right)},$$

so that

$$I_{1-\alpha}(\mathcal{H}^{n-1} \mathbf{1}_{H^c})(x) = \frac{\mu_{n,\alpha}}{(n+\alpha-1)} \frac{\Gamma \left( \frac{n}{2} \right) \Gamma \left( \frac{n-1}{2} \right)}{2 \Gamma \left( \frac{n+\alpha-1}{2} \right)} \frac{(n-1) \omega_{n-1}}{|x \cdot \nu|^\alpha} = \frac{\mu_{1,\alpha}}{\alpha} \frac{1}{|x \cdot \nu|^\alpha}$$

whenever $x \notin H^c$, proving (3.2). Therefore, we can apply the Dominated Convergence Theorem in (3.1) to obtain

$$\int_{\mathbb{R}^n} \varphi \cdot \nabla^\alpha \chi_{H^c}^\alpha \, dx = \nu \cdot \int_{\mathbb{R}^n} \varphi I_{1-\alpha}(\mathcal{H}^{n-1} \mathbf{1}_{H^c}) \, dx = \frac{\mu_{1,\alpha}}{\alpha} \nu \cdot \int_{\mathbb{R}^n} \frac{\varphi(x)}{|x \cdot \nu|^\alpha} \, dx$$

and the conclusion immediately follows. \hfill \Box

Having Proposition 1.8 at disposal, we can easily deduce the limit Gauss–Green formula on half-spaces.

**Proof of Theorem 1.6** The validity of (1.11) is an immediate consequence of Theorem 1.7 since $\chi_{H^c}(x_0) \in BV_{\text{loc}}(\mathbb{R}^n) \cap L^\infty(\mathbb{R}^n)$ with $\nabla^\alpha \chi_{H^c}(x_0) \in L^1_{\text{loc}}(\mathbb{R}^n, \mathbb{R}^n)$ thanks to Proposition 1.8. For the proof of (1.12), we can simply choose $\eta \in C_c^\infty(\mathbb{R}^n)$ such that $0 \leq \eta \leq 1$ and $\eta(x) = 1$ for $x \in B_1$, so that, arguing component-wise,

$$\lim_{R \to +\infty} \int_{\mathbb{R}^n} \eta R(x) \frac{f(x) \nu}{|(x - x_0) \cdot \nu|^\alpha} \, dx = \int_{\mathbb{R}^n} \frac{f(x) \nu}{|(x - x_0) \cdot \nu|^\alpha} \, dx$$

either trivially if supp $f$ is bounded, or by the Monotone Convergence Theorem if $f$ has constant sign. Thus, the proof is complete. \hfill \Box
3.2. Fractional Hardy inequalities. We can now deal with the proofs of the fractional Hardy inequalities in Corollary 1.9, Corollary 1.10 and Theorem 1.2.

Proof of Corollary 1.9. Let \((\varrho_\varepsilon)_{\varepsilon > 0}\) be a family of standard mollifiers and set \(f_\varepsilon = \varrho_\varepsilon \ast f\) for all \(\varepsilon > 0\). Clearly, \(f_\varepsilon \in BV^{n,p}_+ (\mathbb{R}^n) \cap L^\infty (\mathbb{R}^n)\), so that (1.12) implies
\[
\frac{\mu_{1,\alpha}}{\alpha} \int_{\mathbb{R}^n} \frac{f_\varepsilon (x)}{|(x-x_0) \cdot \nu|^\alpha} \, dx \leq |D^\alpha f_\varepsilon (H_\nu^+ (x_0))|
\]
for all \(x_0 \in \mathbb{R}^n\) and \(\nu \in S^{n-1}\). On the left-hand side, we employ Fatou’s Lemma to obtain
\[
\liminf_{\varepsilon \to 0^+} \frac{\mu_{1,\alpha}}{\alpha} \int_{\mathbb{R}^n} \frac{f_\varepsilon (x)}{|(x-x_0) \cdot \nu|^\alpha} \, dx \geq \frac{\mu_{1,\alpha}}{\alpha} \int_{\mathbb{R}^n} \frac{f(x)}{|(x-x_0) \cdot \nu|^\alpha} \, dx.
\]
As for the right-hand side, thanks to [2] Theorem 2.2(b) we notice that
\[
\limsup_{\varepsilon \to 0^+} |D^\alpha f_\varepsilon (H_\nu^+ (x_0))| \leq \limsup_{\varepsilon \to 0^+} |D^\alpha f (H_\nu^+ (x_0) + B_\varepsilon)| \leq |D^\alpha f(H_\nu^+ (x_0))|
\]
and this proves (1.13).

\[\square\]

Proof of Corollary 1.10. At first, let us also assume that \(f \in BV^{n,p}_+ (\mathbb{R}^n) \cap L^\infty (\mathbb{R}^n)\). Let \(r > 0\) be fixed. Choosing \(x_0 + r \nu\) in place of \(x_0\) in (1.12) and taking the integral average on \(S^{n-1}\), we get
\[
\frac{\mu_{1,\alpha}}{\alpha} \int_{S^{n-1}} \frac{f_\varepsilon (x)}{|(x-x_0) \cdot \nu - r|^\alpha} \, dx \, d\mathcal{H}^{n-1} (\nu) = -\frac{\mu_{1,\alpha}}{\alpha} \int_{S^{n-1}} \nu \cdot D^\alpha f (H_\nu^+ (x_0 + r \nu)) \, d\mathcal{H}^{n-1} (\nu)
\]
\[
\leq |D^\alpha f (\mathbb{R}^n \setminus B_r (x_0))|
\]
By Tonelli’s Theorem, we can compute
\[
\int_{S^{n-1}} \frac{f_\varepsilon (x)}{|(x-x_0) \cdot \nu - r|^\alpha} \, dx \, d\mathcal{H}^{n-1} (\nu) = \int_{\mathbb{R}^n} f(x) \int_{S^{n-1}} \frac{d\mathcal{H}^{n-1} (\nu)}{|(x-x_0) \cdot \nu - r|^\alpha} \, dx
\]
\[
= \int_{\mathbb{R}^n} f(x) \, w_{n,\alpha} (|x-x_0|, r) \, dx,
\]
where in the last inequality we exploited the formula proved in [11] Section D.3 for \(n \geq 2\) (the case \(n = 1\) being trivial).

Now let \(f \in BV^{n,p}_+ (\mathbb{R}^n)\) be possibly unbounded. Let \((\varrho_\varepsilon)_{\varepsilon > 0}\) be a family of standard mollifiers and set \(f_\varepsilon = \varrho_\varepsilon \ast f\) for all \(\varepsilon > 0\). Clearly, \(f_\varepsilon \in BV^{n,p}_+ (\mathbb{R}^n) \cap L^\infty (\mathbb{R}^n)\), so that
\[
\int_{\mathbb{R}^n} f_\varepsilon (x) \, w_{n,\alpha} (|x-x_0|, r) \, dx \leq |D^\alpha f_\varepsilon (\mathbb{R}^n \setminus B_r (x_0))|
\]
for all \(\varepsilon > 0\). On the one side, we have
\[
\liminf_{\varepsilon \to 0^+} \int_{\mathbb{R}^n} f_\varepsilon (x) \, w_{n,\alpha} (|x-x_0|, r) \, dx \geq \int_{\mathbb{R}^n} f(x) \, w_{n,\alpha} (|x-x_0|, r) \, dx
\]
by Fatou’s Lemma. On the other side, thanks to [6] Theorem 4] and [2] Theorem 2.2(b)], we can estimate
\[
|D^\alpha f_\varepsilon (\mathbb{R}^n \setminus B_r (x_0))| \leq (\varrho_\varepsilon \ast |D^\alpha f|) (\mathbb{R}^n \setminus B_r (x_0)) \leq |D^\alpha f (\mathbb{R}^n \setminus B_{r-\varepsilon} (x_0))|
\]
for all \(\varepsilon \in (0, r)\). Consequently, we get
\[
\int_{\mathbb{R}^n} f(x) \, w_{n,\alpha} (|x-x_0|, r) \, dx \leq \lim_{\varepsilon \to 0^+} |D^\alpha f (\mathbb{R}^n \setminus B_{r-\varepsilon} (x_0))| = |D^\alpha f (\mathbb{R}^n \setminus B_r (x_0))|
\]
Remark 3.1. Let

\[ f = \varphi \ast f \quad \text{for all } \varepsilon > 0. \]

By [8, Theorem 4], we know that \( f_\varepsilon \in BV^{\alpha,p}(\mathbb{R}^n) \) and \( \nabla \alpha f_\varepsilon = \varphi \ast D^\alpha f \) for all \( \varepsilon > 0 \). Moreover, thanks to [7, Lemma 3.28(i)] and [6, Proposition 4(i)], we have \( \nabla \alpha f_\varepsilon = \nabla I_{1-\alpha} f_\varepsilon \in L^1(\mathbb{R}^n; \mathbb{R}^n) \). Therefore the conclusion follows by applying (1.6) to \( f_\varepsilon \) and then passing to the limit as \( \varepsilon \to 0^+ \) via Fatou’s Lemma and [6, Theorem 4].

Let now \( n = 1, f \in BV^{\alpha,p}(\mathbb{R}) \) with \( p \in \left[ 1, \frac{1}{1-\alpha} \right) \), and \( f_\varepsilon = \varphi \ast f \) for all \( \varepsilon > 0 \). Clearly, \( f_\varepsilon \geq 0 \), so that we may employ Corollary [1.9] to get

\[
\frac{\mu_{1,\alpha}}{\alpha} \int_{\mathbb{R}} \frac{f_\varepsilon(x)}{|x - x_0|^\alpha} \, dx = \frac{\mu_{1,\alpha}}{\alpha} \int_{\mathbb{R}} \frac{f_\varepsilon(x)}{|(x - x_0) \cdot \nu|^\alpha} \, dx \leq |D^\alpha f_\varepsilon|(|H^+_{\nu}(x_0))
\]

for all \( x_0 \in \mathbb{R} \) and \( \nu \in \{ \pm 1 \} \), since \( f_\varepsilon \in BV^{\alpha,\infty}(\mathbb{R}) \), and so \( |D^\alpha f_\varepsilon| \ll \mathcal{H}^{1-\alpha} \) by [6, Theorem 1]. Hence, if we substitute \( \nu \) with \(-\nu\) in (3.3) and then add the two inequalities, we get

\[
\frac{2\mu_{1,\alpha}}{\alpha} \int_{\mathbb{R}} \frac{f_\varepsilon(x)}{|x - x_0|^\alpha} \, dx \leq |D^\alpha f_\varepsilon|(\mathbb{R}) \leq |D^\alpha f|(\mathbb{R}).
\]

Thus, we can pass to the limit as \( \varepsilon \to 0^+ \) exploiting again Fatou’s Lemma. In order to prove the optimality of the constant \( c_{1,\alpha} = \frac{2\mu_{1,\alpha}}{\alpha} \), we choose \( f = \chi_{(x_0-1,x_0+1)} \), so that

\[
\int_{\mathbb{R}} \frac{\chi_{(x_0-1,x_0+1)}(x)}{|x - x_0|^\alpha} \, dx = \frac{2}{1 - \alpha}.
\]

Since

\[
|D^\alpha \chi_{(x_0-1,x_0+1)}|(\mathbb{R}) = \frac{4\mu_{1,\alpha}}{\alpha(1 - \alpha)}
\]

thanks to [7, Example 4.11], we get the optimality of \( c_{1,\alpha} \) and the proof is complete.

**Remark 3.1.** Let \( \alpha \in (0,1) \) and \( p \in \left[ 1, \frac{n}{n-\alpha} \right] \). Arguing as in the second part of the proof of Theorem [1.2], it is possible to show that

\[
\frac{2\mu_{1,\alpha}}{\alpha} \int_{\mathbb{R}^n} \frac{f(x)}{|x - x_0|^\alpha} \, dx \leq |D^\alpha f|(\mathbb{R}^n)
\]

for all \( f \in BV^{\alpha,p}(\mathbb{R}^n) \). Combining this with [28, Theorem 1.2], we deduce that

\[
c_{n,\alpha} \int_{\mathbb{R}^n} \frac{f(x)}{|x - x_0|^\alpha} \, dx \leq |D^\alpha f|(\mathbb{R}^n)
\]

for all \( f \in BV^{\alpha,p}(\mathbb{R}^n) \), where

\[
c_{n,\alpha} = \max \left\{ \frac{2\mu_{1,\alpha}}{\alpha}, \gamma_{n,\alpha} \right\}
\]

and

\[
\gamma_{n,\alpha} = \frac{2^n \Gamma \left( \frac{n}{2} \right) \Gamma \left( \frac{n+1}{2} \right)}{\pi^{1-\frac{n}{2}} \Gamma \left( \frac{n-\alpha}{2} \right)}.
\]

However, for \( n \geq 3 \), one can see that \( \gamma_{n,\alpha} > \frac{2\mu_{1,\alpha}}{\alpha} \) for all \( \alpha \in (0,1) \). To the best of our knowledge, it is not known whether \( c_{n,\alpha} \) is the optimal constant for some \( n \geq 2 \) and \( \alpha \in (0,1) \).
3.3. Failure of the fractional chain rule. We begin with the proof of the rigidity property contained in Theorem 1.4.

Proof of Theorem 1.4. If supp $|D^a f|$ is bounded, then $|D^a f|(\mathbb{R}^n \setminus B_r) = 0$ for some $r > 0$. Hence, by Corollary 1.10, we must have $f = 0$ $\mathcal{L}^n$-a.e. in $\mathbb{R}^n$, being $w_{n,\alpha} > 0$. If, instead, $|D^a f|(H^a_+(x_0)) = 0$ or $f \in L^\infty(\mathbb{R}^n)$ and $D^a f(H^a_+(x_0)) = 0$ for some $x_0 \in \mathbb{R}^n$ and $\nu \in \mathbb{S}^{n-1}$, then we similarly conclude by (1.12) in Theorem 1.6 and Corollary 1.9.

We can now end this section by showing the failure of the fractional chain rule. Here and in the following, we let

$$(-\Delta)^{\frac{\alpha}{2}} f(x) = \nu_{n,\beta} \int_{\mathbb{R}^n} \frac{f(x+y) - f(x)}{|y|^{n+\beta}} dy,$$

be the fractional Laplacian of order $\beta \in (0,1)$ of the function $f \in W^{\beta,1}(\mathbb{R}^n)$, where

$$\nu_{n,\beta} = 2^n \pi^{-\frac{n}{2}} \Gamma \left(\frac{n+\beta}{2}\right),$$

Note that $(-\Delta)^{\frac{\alpha}{2}} : W^{\beta,1}(\mathbb{R}^n) \rightarrow L^1(\mathbb{R}^n)$ is continuous (see [7, Section 3.10] for a more detailed discussion). In particular, this operator is well-posed on BV functions.

Proof of Theorem 1.5. Let $Q_1 = (-1,1)^n$. We consider the function $f = (-\Delta)^{-\alpha} \chi_{Q_1}$, that is,

$$f(x) = \nu_{n,1-\alpha} \left( -\chi_{Q_1}(x) \int_{\mathbb{R}^n \setminus Q_1} \frac{1}{|y-x|^{n+1-\alpha}} dy + \chi_{\mathbb{R}^n \setminus Q_1}(x) \int_{Q_1} \frac{1}{|y-x|^{n+1-\alpha}} dy \right), \quad (3.4)$$

for $x \in \mathbb{R}^n \setminus \partial Q_1$. Thanks to [7, Lemma 3.28(ii)], we know that $f \in BV^n(\mathbb{R}^n)$ with $D^a f = D\chi_{Q_1}$. By [8, Theorem 6], we also have that $f \in BV^{\alpha,p}(\mathbb{R}^n)$ for all $p \in \left[1, \frac{n}{n-\alpha}\right]$. Now let $\Phi \in \text{Lip}_b(\mathbb{R})$ be such that $\Phi(0) = 0$ and $\Phi \geq 0$ and assume that $\Phi(f) \in BV^\alpha(\mathbb{R}^n)$ with

$$\text{supp } |D^\alpha \Phi(f)| \subset \text{supp } |D^a f| = \text{supp } |D\chi_{Q_1}| = \partial Q_1.$$ 

Note that, again by [8, Theorem 6], $\Phi(f) \in BV^{\alpha,p}_+(\mathbb{R}^n)$ for all $p \in \left[1, \frac{n}{n-\alpha}\right]$. Consequently, $\text{supp } |D^\alpha \Phi(f)|$ is compact, so that $\Phi(f) \equiv 0$ thanks to Theorem 1.4. Since $\nu_{n,1-\alpha} < 0$, we observe that $f(x) \rightarrow 0^-$ as $|x| \rightarrow +\infty$ and, moreover,

$$\liminf_{t \rightarrow 1^+} \int_{Q_1} \frac{1}{|y-te_1|^{n+\alpha-1}} dy \geq \int_{Q_1} \frac{dy}{|y-e_1|^{n+\alpha-1}} \geq \sup_{\varepsilon \in (0,1)} \int_{(-1,-1-\varepsilon) \times (-\varepsilon,\varepsilon)^{n-1}} \frac{dy}{|y-e_1|^{n+\alpha-1}} \geq c_{n,\alpha} \sup_{\varepsilon \in (0,1)} \int_{(-1,-1-\varepsilon) \times (-\varepsilon,\varepsilon)^{n-1}} \frac{dy}{|y_1-1|^{n+\alpha-1}} = c_{n,\alpha} \varepsilon^{n-1} (\varepsilon^{\alpha-n} - 2^{\alpha-n}) = +\infty,$$

thanks to Fatou’s Lemma. As a consequence, $f(\mathbb{R}^n) \supset (-\infty,0)$ and thus $\Phi(t) = 0$ for all $t \in (-\infty,0)$. Replacing $f$ with $-f$, we also get that $\Phi(t) = 0$ for all $t \in (0, +\infty)$, proving that $\Phi \equiv 0$ and the proof is complete. □
**Proof of Theorem 1.1.** By [17, Theorem 3.26], we know that \( f_\alpha \in BV^\alpha(\mathbb{R}) \). We claim that \( |f_\alpha| \notin BV^\alpha(\mathbb{R}) \). By contradiction, if \( |f_\alpha| \in BV^\alpha(\mathbb{R}) \), then Theorem 1.2 implies that

\[
c_\alpha \int_\mathbb{R} \frac{|f_\alpha(x)|}{|x|^\alpha} \, dx \leq |D^\alpha|f_\alpha||(\mathbb{R}) < +\infty.
\]

However, for \( x \in (0,1) \), we have

\[
\frac{|f_\alpha(x)|}{|x|^\alpha} = |\mu_{1,-\alpha}| \left( \frac{1}{x} + \frac{(1-x)^{\alpha-1}}{x^\alpha} \right),
\]

contradicting (3.5) and the proof is complete. \( \square \)

4. Fractional Meyers–Ziemer Trace Inequality

We begin by noticing that, somehow formulating in a more rigorous way the ideas sketched in the introduction, one can prove Theorem 1.12 by directly applying the standard Meyers–Ziemer trace inequality (1.16) to the function \( u = I_{1-\alpha} f \) whenever \( f \in BV^{\alpha,p}(\mathbb{R}^n) \) with \( p \in (1, \frac{n}{1-\alpha}) \), since

\[
I_{1-\alpha}: BV^{\alpha,p}(\mathbb{R}^n) \to BV^{1,q,\alpha}(\mathbb{R}^n)
\]

with \( Du = D^\alpha f \) in \( \mathcal{M}(\mathbb{R}^n; \mathbb{R}^n) \), thanks to [6, Proposition 4(i)]. In the case \( p = 1 \), we only have

\[
I_{1-\alpha}: BV^\alpha(\mathbb{R}^n) \to BV^{1,q}(\mathbb{R}^n)
\]

for all \( q \in \left( \frac{n}{n-1+\alpha}, \frac{n}{n-1} \right) \) with \( Du = D^\alpha f \) in \( \mathcal{M}(\mathbb{R}^n; \mathbb{R}^n) \), in virtue of [7, Remark 3.29] and [6, Theorem 6], but this is still enough in order to directly exploit (1.16).

Below, we instead outline a direct argument showing that the very same line of reasoning used in [17] (see [32, Section 7] for a more detailed explanation) to prove (1.16) works as well for proving Theorem 1.12.

**Proof of Theorem 1.12.** Let \( f \in BV^{\alpha,p}(\mathbb{R}^n) \) for some \( p \in \left[ 1, \frac{n}{n-1+\alpha} \right] \). Let \( (\varrho_\varepsilon)_{\varepsilon>0} \) be a family of standard mollifiers and let \( f_\varepsilon = \varrho_\varepsilon * f \) for all \( \varepsilon > 0 \). By [6, Theorem 4], we know that \( f_\varepsilon \in BV^{\alpha,p}(\mathbb{R}^n) \) with \( \nabla^\alpha f_\varepsilon = \varrho_\varepsilon * D^\alpha f \) for all \( \varepsilon > 0 \). Now let \( u_\varepsilon = I_{1-\alpha} f_\varepsilon \) for all \( \varepsilon > 0 \). By what we have just observed above, it is not difficult to see that \( u_\varepsilon \in BV^{1,q}(\mathbb{R}^n) \cap C^\infty(\mathbb{R}^n) \) for some \( q \in \left( \frac{n}{n-1+\alpha}, \frac{n}{n-1} \right) \) with

\[
|\nabla u_\varepsilon| = |\nabla^\alpha f_\varepsilon| \leq \varrho_\varepsilon * |D^\alpha f| \quad \text{in } L^1(\mathbb{R}^n).
\]

Therefore, we can estimate

\[
\int_{\mathbb{R}^n} |\nabla u_\varepsilon| \, dx = \int_{\mathbb{R}^n} |\nabla^\alpha f_\varepsilon| \, dx \leq |D^\alpha f||(\mathbb{R}^n) < +\infty
\]

and, moreover, the set

\[
E^\varepsilon_t = \{ x \in \mathbb{R}^n : |u_\varepsilon(x)| > t \}
\]

is open with finite perimeter for a.e. \( t > 0 \). Since

\[
\frac{|E^\varepsilon_t \cap B_r(x)|}{|B_r(x)|} \leq \min \{ |E^\varepsilon_t|, |B_r(x)| \}
\]

for
and

$$|E^t_f| = \{ x \in \mathbb{R}^n : |I_{1-\alpha}f(x)| > t \} \leq c_{n,\alpha,p} \left( \frac{\|f\|_{L^p(\mathbb{R}^n)}}{t} \right)^{\frac{\mu}{n-(1-\alpha)p}} < +\infty$$

by the Hardy–Littlewood–Sobolev inequality (see [12, Theorem 1.2.3] for instance), for each given $x \in E^t_f$ the function

$$r \mapsto \frac{|E^t_f \cap B_r(x)|}{|B_r(x)|}$$

is continuous, equals 1 for small $r > 0$ (since $E^t_f$ is open) and tends to zero as $r \to +\infty$. Thus, reasoning exactly as in [30, Section 6], via a routine Vitali covering argument we can estimate

$$\mu(E^t_f) \leq c_n \|\mu\|_{n-1} |D\chi_{E^t_f}|(\mathbb{R}^n)$$

for a.e. $t > 0$, where $c_n > 0$ is a dimensional constant. Therefore, by the coarea formula and the chain rule for functions with bounded variation, we can estimate

$$\int_{\mathbb{R}^n} |u_\varepsilon| \, d\mu = \int_{\mathbb{R}} \mu(E^t_f) \, dt$$

$$\leq c_n \|\mu\|_{n-1} \int_{\mathbb{R}} |D\chi_{E^t_f}|(\mathbb{R}^n) \, dt$$

$$\leq c_n \|\mu\|_{n-1} \int_{\mathbb{R}^n} |\nabla u_\varepsilon| \, dx$$

$$\leq c_n \|\mu\|_{n-1} |D^\alpha f|(\mathbb{R}^n)$$

for all $\varepsilon > 0$. Now, assuming $\|\mu\|_{n-1} < +\infty$ without loss of generality, it is standard to see that $\mu \ll \mathcal{H}^{n-1}$, see [20] and the references therein for a more detailed discussion. Therefore, since

$$\lim_{\varepsilon \to 0^+} u_\varepsilon(x) = \lim_{\varepsilon \to 0^+} \rho_\varepsilon \ast u(x) = u^*(x) \quad \text{for } \mathcal{H}^{n-1}\text{-a.e. } x \in \mathbb{R}^n$$

(see [10, Section 5.9] for instance), by the Fatou’s Lemma we conclude that

$$\int_{\mathbb{R}^n} |(I_{1-\alpha}f)^*| \, d\mu \leq \liminf_{\varepsilon \to 0^+} \int_{\mathbb{R}^n} |u_\varepsilon| \, d\mu \leq c_n \|\mu\|_{n-1} |D^\alpha f|(\mathbb{R}^n)$$

and the proof is complete. \qed

We now conclude our paper with the proof of Corollary 1.13.

**Proof of Corollary 1.13** The validity of (i) for any $f \in C^\infty_c(\mathbb{R}^n)$ follows directly from Theorem 1.12 combined with the asymptotic analysis obtained in [8]. For a general $f \in BV^{1,\frac{n}{n-1}}(\mathbb{R}^n)$, one just needs to perform a routine approximation argument thanks to [6, Proposition 1]. The validity of (ii) follows in a similar way, this time relying on the asymptotic analysis carried out in [5]. \qed

**References**

[1] R. A. Adams and J. J. F. Fournier, *Sobolev spaces*, 2nd ed., Pure and Applied Mathematics (Amsterdam), vol. 140, Elsevier/Academic Press, Amsterdam, 2003.

[2] L. Ambrosio, N. Fusco, and D. Pallara, *Functions of bounded variation and free discontinuity problems*, Oxford Mathematical Monographs, The Clarendon Press, Oxford University Press, New York, 2000.
J. C. Bellido, J. Cueto, and C. Mora-Corral, Fractional Piola identity and polyconvexity in fractional spaces, Ann. Inst. H. Poincaré Anal. Non Linéaire 37 (2020), no. 4, 955–981.

J. C. Bellido, J. Cueto, and C. Mora-Corral, Γ-convergence of polyconvex functionals involving s-fractional gradients to their local counterparts, Calc. Var. Partial Differential Equations 60 (2021), no. 1, Paper No. 7, 29.

J. C. Bellido, J. Cueto, and C. Mora-Corral, A distributional approach to fractional Sobolev spaces and fractional variation: asymptotics II (2020), to appear on C. R. Math., available at https://arxiv.org/abs/2011.03928.

G. E. Comi, D. Spector, and G. Stefani, The fractional variation and the precise representative of BVα,p functions, Fract. Calc. Appl. Anal. 25 (2022), 520–558.

G. E. Comi and G. Stefani, A distributional approach to fractional Sobolev spaces and fractional variation: Existence of blow-up, J. Funct. Anal. 277 (2019), no. 10, 3373–3435.

G. E. Comi and G. Stefani, A distributional approach to fractional Sobolev spaces and fractional variation: Asymptotics I (2019), to appear on Rev. Mat. Complut., available at https://doi.org/10.1007/s13163-022-00429-y.

G. E. Comi and G. Stefani, Leibniz rules and Gauss–Green formulas in distributional fractional spaces, J. Math. Anal. Appl. 514 (2022), no. 2, Paper No. 126312.

L. C. Evans and R. F. Gariepy, Measure theory and fine properties of functions, Revised edition, Textbooks in Mathematics, CRC Press, Boca Raton, FL, 2015.

L. Grafakos, Classical Fourier analysis, 3rd ed., Graduate Texts in Mathematics, vol. 249, Springer, New York, 2014.

L. Grafakos, Modern Fourier analysis, 3rd ed., Graduate Texts in Mathematics, vol. 250, Springer, New York, 2014.

C. Kreisbeck and H. Schönberger, Quasiconvexity in the fractional calculus of variations: Characterization of lower semicontinuity and relaxation, Nonlinear Anal. 215 (2022), Paper No. 112625.

G. Leoni, A first course in Sobolev spaces, 2nd ed., Graduate Studies in Mathematics, vol. 181, American Mathematical Society, Providence, RI, 2017.

G. Leoni, The role of the Hardy type inequalities in the theory of function spaces, Rev. Roumaine Math. Pures Appl. 63 (2018), no. 4, 447–525.

A. Schikorra, T.-T. Shieh, and D. Spector, Lp theory for fractional gradient PDE with VMO coefficients, Atti Accad. Naz. Lincei Rend. Lincei Mat. Appl. 26 (2015), no. 4, 433–443.

A. Schikorra, T.-T. Shieh, and D. E. Spector, Regularity for a fractional p-Laplace equation, Commun. Contemp. Math. 20 (2018), no. 1, 1750003, 6.

A. Schikorra, D. Spector, and J. Van Schaftingen, An L1-type estimate for Riesz potentials, Rev. Mat. Iberoam. 33 (2017), no. 1, 291–303.

T.-T. Shieh and D. E. Spector, On a new class of fractional partial differential equations, Adv. Calc. Var. 8 (2015), no. 4, 321–336.
[28] ______, On a new class of fractional partial differential equations II, Adv. Calc. Var. 11 (2018), no. 3, 289–307.
[29] M. Šilhavý, Fractional vector analysis based on invariance requirements (Critique of coordinate approaches), M. Continuum Mech. Thermodyn. (2019), 1–22.
[30] D. Spector, A noninequality for the fractional gradient, Port. Math. 76 (2019), no. 2, 153–168.
[31] ______, An optimal Sobolev embedding for $L^1$, J. Funct. Anal. 279 (2020), no. 3, 108559, 26.
[32] ______, New directions in harmonic analysis on $L^1$, Nonlinear Anal. 192 (2020), 111685, 20.
[33] E. M. Stein, Harmonic analysis: real-variable methods, orthogonality, and oscillatory integrals, Princeton Mathematical Series, vol. 43, Princeton University Press, Princeton, NJ, 1993.