A Scalable Control Strategy for CHB Converters in Photovoltaic Applications
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Abstract: Renewable energy sources are becoming more relevant in recent decades in power generation, leading to investment in developing efficient systems. Specifically, in photovoltaic energy, modular converters are attracting interest since their characteristics enable them to work at high voltage and optimize the generated energy. However, the control strategies found in literature limit the scalability potential of modular converters. The main aim of this paper is to propose a scalable control strategy for a grid-tied CHB (Cascaded H-Bridge) converter for large-scale photovoltaic power plants. The control proposed is able to take full advantage of converter scalability and modularity, being based on the parameters needed for bipolar sinusoidal PWM (Pulse Width Modulation), and thus reducing the calculus required and simplifying its implementation. Power imbalances are overcome including the zero-sequence vector injection to allow power exchange between phases. Furthermore, the parameter used for power factor control has been discretized and discretization time analysis shows that the control strategy is stable and does not require a high-speed communication channel. For validation purposes, simulations are conducted on a downsized 12 H-bridge model.
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1. Introduction

In the last decade, renewable sources of energy have become more competitive due to the major reduction in costs of wind and solar energies [1]. Moreover, battery-based energy storage systems have also seen how their costs have dropped dramatically [2]. As a consequence, a large proportion of the electric energy generated throughout the world is expected to come from a renewable source of energy by the year 2050 [3], also achieving a significant reduction in pollution.

The increase in the number of renewable source power plants which are connected to the grid on a mass scale is going to entail a challenge for the grid as a whole. For low power applications, micro inverters have been developed as shown in [4,5]. However, for utility scale photovoltaic plants, converters have to face other challenges. From the technological perspective, the high stress under which the semiconductor devices will have to operate is the main limitation, especially high voltage stress, due to the fact that, depending on the power of the power station, connection line voltage may be higher than 66 kV [6].

As a result, multilevel converters have become common architectures in this area. In [7], an NPC (Neutral Point Clamped) converter handles 40 MVA connected to 3.3 kV and 4.16 kV grids, with the trend showing that photovoltaic plant capacity is increasing up to several MW and will continue to do so in the future. Nonetheless, as a consequence of the increasing voltage and power at which switching devices have to operate, the widely used two-level inverter and NPC type converters result in inefficient or unviable solutions when it comes to applications such as large photovoltaic plants [8].
Thus, topologies with modular capacity, such as the CHB topology [9–11], have gained attention lately because they allow devices to operate with lower voltage, obtaining a final output that may be several times higher. Indeed, the modular nature of the CHB topology is at the root of its potential scalability, providing a more efficient maximum power point tracking (MPPT) feature than their two-level counterparts [12,13].

Regarding control strategies for CHB converters, it is possible to find methods based on direct power control [14], although voltage-oriented control (VOC) is the most commonly used [15–17]. The control scheme for grid-tied CHB inverters based on VOC usually consists of a voltage loop that controls the equivalent DC voltage, measuring the capacitor voltage of each H-bridge. Additionally, $dq$ current control loops [18], imbalance control and inter-module H-bridge balancing control generate the voltage references for Phase Shifted Pulse Width Modulation (PS-PWM) [19,20]. The main drawback of this compensation method is that the number of I/O signals and ADC (Analog to Digital Converter) channels that are required for control is limited by the controller (DSP or FPGA), greatly reducing scalability of the CHB topology. Moreover, the computational load needed to perform these types of control strategy is rather high.

There have been numerous attempts to ensure a distributed control technique for CHB inverters with a view to solving the scalability problem. Authors in [21,22] propose distributed control strategies that rely on complex communication networks involving EtherCAT (Beckhoff Automation) or optical fiber. In addition, as the references sent to each H-bridge are different, they may overload the communication channel in large-scale power plants. In [23], a distributed control strategy is proposed, but there is a centralized modular converter integrated in the system that regulates the currents injected into the grid, which means limiting scalability.

Consequently, to take advantage of the modular nature of the CHB topology and expand its scalability feature without using a high-speed communication protocol, this paper proposes a novel scalable control strategy for large photovoltaic power plants. The novelty of the control technique is using the sinusoidal modulation instead of the vector modulation employed in VOC-based strategies. The sinusoidal modulation enables the use of specific control variables to regulate different aspects of the converter independently. On the one hand, a controller that takes place in each cell measures a local variable to regulate the power delivered by each cell. On the other hand, a global controller measures the global variables to control the power factor and compensate imbalances. The global controller includes zero-sequence vector injection to prevent distortions in the currents injected when there are imbalances in the power generated by each phase [24].

The paper is structured as follows: in Section 2, the system as a whole is described, while in Section 3, the control strategy is analyzed. Subsequently, simulation results are shown in Section 4 and finally the conclusions are provided in Section 5.

2. System Description

The control strategy proposed is applied to a CHB grid-tied inverter in a photovoltaic plant, as shown in Figure 1. The CHB inverter consists of 12 H-bridges grouped into four cells per phase. In addition, in each cell, there are solar panels and a DC/DC converter.

The H-bridge of each cell is connected to the photovoltaic panels through isolated unidirectional DC/DC converters whose main function is to perform the MPPT algorithm based on voltage and current measurements of the photovoltaic panels ($V_{PV}$ and $I_{PV}$, respectively). As a high voltage DC bus can cause damage to the panels due to isolation issues and some countries have limitations and regulations governing this [25], the DC/DC converters must provide galvanic isolation to prevent a high voltage DC bus from being created in the side of the solar panels. The behavior of the group formed by the solar panels and the DC/DC converter can be modeled as a current source according to [26], as it is separate from the control proposed.
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Figure 1. Grid tied CHB inverter in a photovoltaic plant.

3. Scalable Control Strategy

In the last few years, VOC control has been widely used to control CHB converters and forms the basis of other control strategies [21–24]. Figure 2 shows a VOC control scheme, which includes the zero-sequence vector injection, applied to an N cell per phase CHB grid-tied converter. There are three different sections in the control scheme: the overall balance loop, the inter-phase balance loop and the inter-bridge balance loop. The first one regulates the equivalent DC voltage bus, which is the sum of the voltage of each capacitor, generating the direct current reference and performing the current control loops. The quadrature current reference is set according to the reactive power requested by the grid controller [27]. The central section generates the zero-sequence vector that modifies the voltage references to compensate inter-phase imbalances and, in the last one, 3N PI controllers regulate the capacitor voltage of each cell.

Figure 2. VOC control with zero-sequence vector injection for a generic CHB grid-tied converter.
In the strategies based on schemes similar to the one shown in Figure 2, the scalability of CHB converters is limited because they require too many I/O signals as the number of cells grows, or they rely on complex communication protocols.

The scalable control strategy proposed focuses on the parameters included in bipolar sinusoidal PWM (B-SPWM) modulation [28] of the H-bridges. These parameters are the electric angle ($\omega t$), the modulation index ($m$) and the phase delay ($\delta$). The electric angle guarantees synchronization with the grid, while the modulation index regulates the active power delivered by each cell to the grid, which is mostly equal to the power generated by the photovoltaic panels. The phase delay, which is the same for all cells, controls the power factor of the whole system.

As shown in Figure 3, there are two different types of controllers in the scalable control proposed: one for each cell and another for global system control. CHB cell control, which is implemented in each cell, regulates the active power delivered by each cell by adjusting the modulation index to control capacitor voltage. This controller is equivalent to the loop that regulates the global DC voltage bus in the overall balance loop and the inter-bridge balance loop in VOC control. The global system control regulates the system power factor by modifying the phase delay and includes the zero-sequence vector injection in order to compensate for any power imbalance between phases. Hence, it plays the same role as the current control loops of the overall balance control and the inter-phase balance loop of the VOC control method. The global system control is outside the CHB cells, and so the control strategy proposed needs a communication channel. The dotted lines in Figure 3 indicate the data exchanged between the controllers. For its part, the communication channel between the controller and CHB cells does not require a large amount of data or a high transmission rate, as explained in the following sections. Furthermore, both types of controllers measure the phase to neutral voltages ($v_{an}$, $v_{bn}$ and $v_{cn}$) for synchronization purposes.

![Figure 3. Control scheme proposed.](image-url)

Given that the CHB cells only need to measure six magnitudes to perform their control strategy and the low requirements for communication protocol demanded by the global control, the scalability feature improves dramatically thanks to the scheme proposed. Detailed explanations of each control method are provided in the following sections.
3.1. CHB Cell Control

To control the power delivered by each cell independently, the controller of each CHB cell regulates capacitor voltage by adjusting the modulation index \( m \) of the H-bridge while MPPT is performed by the isolated DC/DC converter. Furthermore, the control is connected to grid phase voltage measurements to obtain the electric angle \( (\omega t) \) through a Phase Locked Loop (PLL), as depicted in Figure 3. There is also a communication channel between the cell and global system control. The cells send the power measurement generated by the solar panels \( (P_{cell,i}) \), where "i" is the index referring to each cell, and the global control sends a phase delay \( (\delta) \) for power factor control and another phase delay \( (\alpha_j) \) for zero-sequence vector injection, where "j" is the index referring to each phase.

Obtaining the transfer function is necessary for controller design and, as stated previously, the group formed by the solar panels and the isolated DC/DC may be modeled as a current source [26]. Therefore, the equivalent circuit shown in Figure 4 represents a CHB cell.

![Figure 4. Equivalent circuit of a CHB cell.](image)

Figure 4. Equivalent circuit of a CHB cell.

The magnitude that is compensated is the capacitor mean voltage \( \langle v_c \rangle \) and the controlling variable is the modulation index \( m \). In the linear region of the B-SPWM, the amplitude of the voltage generated by the H-bridge, \( V_{HB} \), is the capacitor mean value multiplied by the modulation index.

\[
V_{HB} = m\langle v_c \rangle \tag{1}
\]

Additionally, according to Figure 4, the variation in capacitor voltage can be described by:

\[
\frac{dv_c(t)}{dt} = \frac{i_{in}(t) - i_{out}(t)}{C} \tag{2}
\]

where \( v_c \) is the capacitor voltage, \( i_{in} \) is the input current, \( i_{out} \) is the output current and \( C \) is the capacitance. If the mean value is calculated for a fundamental grid period for all the variables, then Equation (2) can be rewritten as:

\[
\frac{d\langle v_c \rangle}{dt} = \frac{\langle i_{in} \rangle - \langle i_{out} \rangle}{C} \tag{3}
\]

where \( \langle v_c \rangle, \langle i_{in} \rangle \) and \( \langle i_{out} \rangle \) are the mean values of their respective variables. The output current in the AC side is proportional to a sinusoidal waveform while the output current in the DC side may be approximated to the absolute value of the same waveform if the power factor is close to unity. The output current in the AC side can be then expressed as a function of the modulation index \( m \) and the equivalent resistive load \( (R_e(Z)) \), given that the RMS value of the output voltage refers to the modulation index multiplied by the mean DC voltage divided by the square root of 2.

\[
i_{out \ RMS} = \frac{m\langle v_c \rangle}{\sqrt{2R_e(Z)}} \tag{4}\]
Hence, the mean value of the output current in the DC side may be expressed as:

\[
\langle i_{\text{out}} \rangle = \frac{2m \langle v_{c} \rangle}{\pi R_{c}(Z)}
\]  

(5)

Replacing (5) in (3), the variation in capacitor voltage may be expressed as:

\[
\frac{d\langle v_{c} \rangle}{dt} = \frac{(i_{\text{in}})}{C} - \frac{2m\langle v_{c} \rangle}{\pi R_{c}(Z)C}
\]  

(6)

To obtain the small signal model, in a steady state, \( \langle v_{c} \rangle, \langle i_{\text{in}} \rangle \) and \( m \) can be expressed according to

\[
\langle v_{c} \rangle = V_{c} + \hat{v}_{c}
\]  

(7)

\[
\langle i_{\text{in}} \rangle = I_{\text{in}} + \hat{i}_{\text{in}}
\]  

(8)

\[
m = M + \hat{m}
\]  

(9)

where the uppercase variables are the mean values and \( \hat{v}_{c}, \hat{i}_{\text{in}} \) and \( \hat{m} \) are the small signal perturbations. Introducing (7)–(9) in (6) and neglecting second order terms as follows:

\[
\frac{dV_{c}}{dt} = \frac{I_{\text{in}}}{C} - \frac{2MV_{c}}{\pi R_{c}(Z)C}
\]  

(10)

\[
\frac{d\hat{v}_{c}}{dt} = \frac{\hat{i}_{\text{in}}}{C} - \frac{2\hat{m} V_{c}}{\pi R_{c}(Z)C} - \frac{2\hat{v}_{c} M}{\pi R_{c}(Z)C}
\]  

(11)

Equation (10) shows that in a steady state, the mean capacitor voltage value does not change if input and output currents are the same. Furthermore, when applying the Laplace transform to Equation (11), the transfer function of a cell is obtained.

\[
G_{vm}(s) = \frac{\hat{v}_{c}(s)}{\hat{m}(s)} = -\frac{2V_{c}}{2M + \pi R_{c}(Z)Cs}
\]  

(12)

This transfer function represents a first order system with a pole on the left-hand side of the s-plane. Therefore, a PI compensator, as shown in Figure 3, can keep capacitor voltage under control. Due to differences in the power generated by the solar panels of each cell, some authors use an inter-bridge balance submodule to control capacitor voltage [29]. However, with the CHB cell control proposed here, it is not necessary to do so, as each cell can regulate their capacitor voltage without measuring variables from other cells.

### 3.2. Global System Control

While the cell controller regulates the active power delivered by each cell, the global system control is in charge of performing the power factor control needed to meet the requirements of the grid codes and the imbalance control in order to ensure proper behavior of the converter and prevent any current distortions. The first section explains the power factor control while the second describes the imbalance control.

#### 3.2.1. Power Factor Control

As stated previously, the phase delay of the B-SPWM regulates the power factor. A model of a monophasic CHB converter, shown in Figure 5, is analyzed to justify this statement.

![Figure 5. Model of a monophasic CHB grid-tied inverter.](image-url)
A current \((i_L)\) flows through the inductor \((L)\) and the voltages generated by the cells from the CHB converter \((v_{CHB})\) and grid \((v_{grid})\) can be ideally expressed as:

\[
v_{CHB}(t) = V_{CHB} \cos(\omega t + \delta) \tag{13}
\]

\[
v_{grid}(t) = V_{grid} \cos(\omega t) \tag{14}
\]

where \(V_{CHB}\) and \(V_{grid}\) are the peak values. Solving the circuit shown in Figure 5, the active power \((P)\) and reactive power \((Q)\) can be described by:

\[
P = \frac{V_{CHB} V_{grid} \sin \delta}{\omega L} \tag{15}
\]

\[
Q = \frac{V_{grid}}{\omega L} \left( V_{CHB} \cos \delta - V_{grid} \right) \tag{16}
\]

Equation (16) shows that to control the reactive power, \(V_{CHB}\) must be larger than \(V_{grid}\), in which case the phase delay \((\delta)\) can then control the power factor. Taking into account that the power factor is a global variable and the architecture of the CHB, the phase delay \((\delta)\) must be the same for all the CHB cells to ensure all of them are synchronized.

However, according to Equations (15) and (16) and taking into account that the modulation index \((m)\) is directly linked to \(V_{CHB}\) (see Equation (1)), the control variables are not completely decoupled. Therefore, changes in any of them will result in variations in the power factor and active power. Having said this, sizing the cell capacitor properly can minimize the cross-effect to ensure that the control proposed remains valid. Thus, an analysis of how a perturbation in the phase delay affects the capacitor voltage of the cells can determine the capacitance value. By differentiating Equation (15), the power variation due to a variation in the phase delay \((\delta)\) is:

\[
\Delta P = \frac{V_{CHB} V_{grid} \cos \delta}{\omega L} \Delta \delta \tag{17}
\]

For a positive variation in the phase delay \((\delta)\), there is an increment in the power delivered to the grid, which means an increment in the RMS value of the current injected into the grid and with that current increment being:

\[
\Delta i_{RMS} = \frac{\Delta P \sqrt{2}}{V_{grid} \cos \phi} \tag{18}
\]

where \(\cos \phi\) is the power factor. In a steady state prior to perturbation, the mean values of the input and output current of the cell capacitor were the same and, consequently, the mean value of the capacitor voltage remained constant.

\[
\frac{d \langle v_C \rangle}{dt} = \frac{\langle i_{in} \rangle - \langle i_{out} \rangle}{C} = 0 \tag{19}
\]

However, due to the increment in the current delivered to the grid, the capacitor voltage mean value drops according to the following equation:

\[
\frac{d \langle v_C \rangle}{dt} = \frac{\langle i_{in} \rangle - \langle i_{out} \rangle - \langle \Delta i_{out} \rangle}{C} = - \frac{2\sqrt{2} V_{CHB} \cos \delta}{\pi \omega L C \cos \phi} \Delta \delta \tag{20}
\]

Thus, if the variation takes place during the time interval \(\Delta t\) and allowable voltage drop is \(\Delta V\), the minimum capacitance is:

\[
C_{min} = \frac{2\sqrt{2} V_{CHB} \cos \delta}{\pi \omega L \cos \phi} \frac{\Delta \delta \Delta t}{\Delta V} \tag{21}
\]
To select the appropriate capacitor, the values of $V_{\text{CHB}}$ and $\delta$ are calculated from Equations (15) and (16) when the system is operating at nominal power with a power factor of value 1. In addition, the increment in phase delay records the value needed to change the power factor from unity to the minimum allowable value. The capacitor also absorbs the variations in the power delivered by the solar panels and reduces the perturbation caused in the power factor.

To design the power factor controller, the block diagram shown in Figure 6, which represents the system shown in Figure 5 extended to three phases according to [30], is used to obtain the transfer function.

$$\varphi \cong \varphi^{\text{CHB}} + \omega \left( 1 + \frac{1}{sL} \right)^{-1}$$

(29)

Figure 6. Block diagram of a three-phase inductor in the $dq$ frame.

In the block diagram shown in Figure 6, $v_{\text{CHB},d}$, $v_{\text{CHB},q}$, $v_{\text{grid},d}$, and $v_{\text{grid},q}$ are the voltages generated by the converter and the grid expressed in the $dq$ frame, $\omega$ is the grid frequency and $L$ is the grid connection inductor. If the $d$-axes is aligned with the phase A voltage of the grid and the phase currents ($i_A$, $i_B$ and $i_C$) are then given by Equations (22)–(24) as follows:

$$i_A = I_0 \cos(\omega t + \varphi),$$

(22)

$$i_B = I_0 \cos \left( \omega t - \frac{2\pi}{3} + \varphi \right),$$

(23)

$$i_C = I_0 \cos \left( \omega t + \frac{2\pi}{3} + \varphi \right),$$

(24)

where $I_0$, is the current amplitude and $\cos \varphi$ is the power factor. Using Clarke’s and Park’s power invariant transformation, the angle formed by $dq$ components of the current ($i_d$ and $i_q$) is related to the power factor as shown in:

$$\varphi = \tan^{-1} \left( \frac{i_q}{i_d} \right)$$

(25)

Moreover, with the $d$-axes is aligned with phase A voltage of the grid, $v_{\text{grid},d}$ and $v_{\text{grid},q}$ may be written as:

$$v_{\text{grid},d} = V_{\text{grid}}$$

(26)

$$v_{\text{grid},q} = 0,$$

(27)

where $V_{\text{grid}}$ is the amplitude of the grid voltage. Expressing the voltage generated by the CHB in the $dq$ frame in terms of voltage amplitude ($V_{\text{CHB}}$) and phase delay ($\delta$) and taking into consideration Equation (25), the analytical expression of the angle ($\varphi$) is:

$$\varphi = \tan^{-1} \left( \frac{V_{\text{grid}} - V_{\text{CHB}} \cos \delta}{V_{\text{CHB}} \sin \delta} \right)$$

(28)
As the modulation indexes of the cells determine voltage amplitude \( V_{CHB} \) in order to control the power generated in each cell, the phase delay is the variable that regulates the power factor. Thus, to obtain the transfer function, Equation (28) is approximated to:

\[
\varphi \approx \varphi_0 + \frac{d\varphi}{d\delta} \bigg|_{\delta_0} (\delta - \delta_0),
\]

where \( \varphi_0 \) and \( \delta_0 \) are the angles at a determined operating point. In a steady state, \( \varphi \) and \( \delta \) can be expressed according to the following equations.

\[
\varphi = \varphi_0 + \hat{\varphi}
\]

\[
\delta = \delta_0 + \hat{\delta}
\]

Replacing Equations (30) and (31) in Equation (29) and evaluating the derivative at point \( \delta_0 \) leads to the transfer function being obtained as follows:

\[
G_{\varphi\delta}(s) = \frac{\phi(s)}{\delta(s)} = \frac{V_{CHB}^2 - V_{CHB}V_{grid} \cos \delta_0}{V_{CHB}^2 - 2V_{CHB}V_{grid} \cos \delta_0 + V_{grid}^2}
\]

The resulting transfer function is a gain and, consequently, the stability and transient response of the closed loop system depends on the poles of the PI controller. Furthermore, as the power factor control needs a communication channel (see Figure 3), discretization time plays a key role in the control strategy and determines the specifications of the communication protocol. According to the transfer function of Equation (32) in the discrete case, the PI controller also determines the transient response and stability of the closed loop system. However, the influence of the discretization time is verified in the simulation section.

### 3.2.2. Imbalance Control

In photovoltaic applications, several factors can lead to unequal power generation in CHB cells [31]. The imbalances that may occur inside each phase are compensated by CHB cell control, but this cannot compensate imbalances between phases that cause distortions in the currents injected into the grid. The zero-sequence vector injection proposed in [24] solves this problem by redistributing the power generated among the three phases. However, the control method proposed in this paper cannot apply the zero-sequence vector injection in the same way as in [24] and so an alternative solution is proposed. In the control method proposed, the global system control cannot establish the module of the phasors that represent the voltage generated by the converter because CHB cell control performs that task. Nevertheless, the global system control method determines the direction of each vector based on the power generated by each cell, grid voltage and phase delay (\( \delta \)), which refers to the output of the power factor controller. Thus, for the scalable control method proposed, zero-sequence vector injection requires modifications in order to calculate the direction of each vector.

To explain these modifications, Figure 7a shows the phasor diagram under normal operation, i.e., when the power generated by the solar panels of each phase is the same, while Figure 7b shows the phasor diagram after zero-sequence vector injection once the power generated by the solar panels of each phase is different. This case is equal to the scenario described in [24], where the power generated in phase A (\( P_A \)) is lower than that generated in phase C (\( P_C \)), which is in turn lower than that generated in phase B (\( P_B \)). This implies that voltage amplitudes will be different as well. The system gets balanced because the zero-sequence vector allows power exchange between phases. To achieve balanced operation under imbalanced circumstances the zero sequence vector is added to ideal vectors of an equivalent normal operation scenario, Figure 7a, leading to the scenario depicted in Figure 7b.
According to [24], the zero-sequence vector can be calculated as:

$$|V_0| = \frac{V_{grid}}{2\sqrt{2}P_{avg}} \sqrt{\left(P_A - P_B\right)^2 + \left(P_B - P_C\right)^2 + \left(P_C - P_A\right)^2}$$  \hspace{1cm} (33)

$$\theta = \tan^{-1}\left(\frac{\sqrt{3}(P_C - P_B)}{2P_A - P_B - P_C}\right)$$  \hspace{1cm} (34)

where $V_{grid}$ denotes the peak value of the phase-to-neutral voltage and $P_{avg}$ is the mean power generated by the solar panels of the three phases. Hence, by adding the vector $V_0$ to vectors $V_{A,CHB}$, $V_{B,CHB}$ and $V_{C,CHB}$ of Figure 7a and taking into account their relationships with the phase delay $(\delta)$ and grid voltage, the resulting vectors shown in Figure 7b can be expressed as:

$$V_{A,CHB} = V_0 \cos \theta + V_{grid}$$  \hspace{1cm} (35)

$$V_{A,CHB} = V_0 \sin \theta + V_{grid} \tan \delta$$  \hspace{1cm} (36)

$$V_{B,CHB} = V_0 \cos \theta - \frac{1}{2} V_{grid} + \frac{\sqrt{3}}{2} V_{grid} \tan \delta$$  \hspace{1cm} (37)

$$V_{B,CHB} = V_0 \sin \theta - \frac{\sqrt{3}}{2} V_{grid} - \frac{1}{2} V_{grid} \tan \delta$$  \hspace{1cm} (38)

$$V_{C,CHB} = V_0 \cos \theta - \frac{1}{2} V_{grid} - \frac{\sqrt{3}}{2} V_{grid} \tan \delta$$  \hspace{1cm} (39)

$$V_{C,CHB} = V_0 \sin \theta + \frac{\sqrt{3}}{2} V_{grid} - \frac{1}{2} V_{grid} \tan \delta$$  \hspace{1cm} (40)

Consequently, the phase delay $(\alpha_j)$ sent to each phase may be written as:

$$\alpha_A = \tan^{-1}\left(V_{A,CHB} / V_{A,CHB}\right) - \delta$$  \hspace{1cm} (41)

$$\alpha_B = \tan^{-1}\left(V_{B,CHB} / V_{B,CHB}\right) - \delta + \frac{2\pi}{3}$$  \hspace{1cm} (42)

$$\alpha_C = \tan^{-1}\left(V_{C,CHB} / V_{C,CHB}\right) - \delta - \frac{2\pi}{3}$$  \hspace{1cm} (43)

As a result, the system can provide a balanced operation in an unequal power generation scenario if the global system control method receives information about the power generated in each cell and sends the phase delay $(\alpha_j)$ to each cell in order to inject the corresponding zero-sequence vector. The power measurements of each cell will vary as the
irradiation received by the solar panels varies, although this phenomenon is slow compared to a typical communication channel bit rate.

To sum up, this section fully describes the scalable control strategy proposed, including all the blocks that form the control scheme shown in Figure 3. CHB cell control regulates active power, which takes place in each cell, whereas the global system control method regulates the power factor and makes zero-sequence vector injection possible in order to compensate for any phase imbalances.

4. Results and Discussion

The aim of this section is to validate the control strategy by conducting simulations on an illustrative downsized 12 H-bridge model using PSIM (Powersim). Firstly, power factor control and CHB cell control are analyzed. Afterwards, the communication requirements are studied and, finally, the zero-sequence vector injection is tested.

4.1. Power Factor Control and CHB Cell Control Validation

Validation of power factor control and CHB cell control takes place in two different scenarios. In the first, each cell generates 80 kW and the power factor reference changes from 1 to 0.9, which is the minimum power factor allowed in this case. In the second scenario, the power factor reference is 1 and the cells generate 80 kW each when one cell from each phase starts to generate 88 kW instantaneously. In the case of both scenarios, Table 1 summarizes the parameters included in the simulation.

Table 1. PSIM simulation parameters.

| Simulation Parameters | Value |
|-----------------------|-------|
| L (mH)                | 5     |
| f (Hz)                | 50    |
| f_s (kHz)             | 10    |
| C (mF)                | 2.5   |
| V_C^* (V)             | 800   |
| V_grid (V)            | 2200  |

Capacitor size is selected considering that at nominal power of 960 kW and with a power factor of value 1, voltage $V_{CHB}$ records the theoretical value of 2212 V and phase delay $\delta$ is 0.1042 rad, according to Equations (15) and (16). Changing the power factor from 1 to 0.9 means a variation in phase delay of 0.004 rad. However, as the phase delay does not change instantaneously, the maximum phase delay increment ($\Delta \delta$) allowed is 0.002 rad over 50 ms. Thus, Equation (21) establishes a minimum capacitance of 2.5 mF to limit voltage drop to 50 V. This value guarantees that the available DC voltage bus of each phase will be greater than the grid voltage amplitude during transient time.

In the first scenario, the system tracks the angle that determines the power factor and the transition takes place smoothly, as can be seen in Figure 8a–c, in which the reference tracking, grid voltages and injected currents are shown, respectively. Additionally, Figure 8d shows a perturbation in capacitor voltage that demonstrates that the control variables are not totally decoupled, as explained in the power factor control section. However, the perturbation does not affect system performance while the controllers are working independently because capacitor value limits the voltage drop to less than 35 V, which is less than 5% of the reference value. This, in turn, is better than the approximation because of the CHB cell controller action.
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Figure 8. (a) Angle tracking, (b) grid phase-to-neutral voltages, (c) injected currents and (d) capacitor voltage of one cell of each phase in the first scenario.

In case of the second scenario, where the power factor reference is 1, the cells generate 80 kW each and one cell from each phase starts to generate 88 kW instantaneously. Figure 9 shows that the power increment has little effect on power factor control, even though the former is instantaneous. Indeed, the perturbation affects capacitor voltage more, considering that voltage mean value rises to around 50 V whereas the maximum error in the angle tracking is 0.06 rad, which means a power factor of 0.9982, less than 1% error. Moreover, the power factor recovers the reference value faster than the capacitor voltage. The capacitor voltages shown in Figure 9d correspond to the cells with the power increment because they show perturbations while the mean value of the capacitor voltage of other cells remains constant.

Thus, despite the fact that the control variables are not completely decoupled, power factor control and CHB cell control can operate as if they were decoupled in these kinds of applications. Additionally, these results show that the control strategy proposed has an equivalent behavior to VOC-based strategies described in [9–11].

4.2. Communication Requirements

Due to data exchange between the controllers, communication channel requirements are the limiting factor of the scalability of the control strategy. Hence, the influence of discretization time in the power factor controller determines the transmission rate of the communication channel. To observe the effect of discretization time, the simulations of the first scenario are repeated with discretized controllers to ensure power factor control. Discretization times are 10 ms and 100 ms because they are typical transmission periods in CAN communication channels, with Figure 10a,b showing the step responses for discretization times of 10 ms and 100 ms, respectively.
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The responses are stable and slower than in the continuous case as expected, taking into consideration the transfer function shown in Equation (32). There is a wide range available from which to choose the transmission rate according to the number of cells. Furthermore, while the data received by global control grows linearly as the number of cells grows, the data transmitted via global control to the cells is independent of the number of cells, which improves scalability and removes the size limitation of the strategy proposed in [23]. Additionally, the wide range of transmission period allows for using a communication protocol less demanding than the control methods proposed in [21,22].
4.3. Zero-Sequence Vector Injection

For validation of the zero-sequence vector injection, the simulation represents an unequal power generation scenario that might be caused by a partial shading of the photovoltaic panels in a section of the power plant. The scenario consists of two cells from phase A ($a_1$ and $a_2$) that generate 64 kW while the other two from phase A ($a_3$ and $a_4$) and those from phases B and C generate 80 kW. In a steady state, the angular variables $\delta$, $\alpha_A$, $\alpha_B$ and $\alpha_C$ record values of 0.1593 rad, 0.0084 rad, $-0.0489$ rad and 0.0407 rad, respectively.

Additionally, Figure 11a shows that three phases share the power evenly among them and keep the injected currents balanced in an unequal power scenario, while Figure 11b,c proves that each cell can adjust their modulation index to regulate the power delivered via the control strategy proposed, keeping the capacitor voltage stable. Therefore, it is not necessary to use an inter-module balancing controller that reduces the scalability dramatically and control strategy proposed is able to implement the zero-sequence vector injection technique described in [24] correctly.

![Figure 11. (a) Injected currents, (b) modulation indexes and (c) capacitor voltage of cells from phase A in an unequal power generation scenario.](image)

5. Conclusions

Until now, the control strategies that appear in literature have not been able to take advantage of the modularity feature of CHB inverters because control methods require too many signals or rely on complex communication protocols. The present paper describes a scalable control strategy for CHB converters in photovoltaic applications based on sinusoidal modulation instead of vector modulation. The method proposed regulates different aspects of the converter independently dividing the control into two different compensators, which improves scalability of the CHB topology. The first is CHB cell control that regulates the active power delivered by each cell by adjusting the modulation index, which is calculated in terms of internal magnitudes. The other controller is the global system control that regulates the power factor and any inter-phase imbalances. The power factor control method uses phase delay as a control variable and transmits the phase delay to the cells.

The simulation results show that the scalable strategy proposed is capable of controlling a photovoltaic power plant under imbalanced circumstances. Discretization time mainly influences the rise and stabilization time and, as shown in the simulation results, the value of the discretization time is high enough for the use of a high-speed communication protocol not to be mandatory. Indeed, a CAN communication network could be used for...
the present application. Furthermore, the value of the phase delay is the same in the case of all cells, which is significantly different from what papers state about distributed control of CHB inverters and improves greatly the scalability feature. The perturbations that appear during a change of power factor are also controlled with the cell capacitors so that they will not affect the behavior of the whole system.

To sum up, the distributed control strategy presented here constitutes an effective way of taking full advantage of CHB modularity. The communication requirements are far less demanding than in previous works because of the novel control strategy. Moreover, the control method can be easily implemented in commonly used DSPs and may help to improve the performance of large-scale solar power plants in the future.
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Nomenclature

\( i_a, i_b, i_c \) \quad \text{phase currents}  
\( I_0 \) \quad \text{phase currents amplitude}  
\( v_{an}, v_{bn}, v_{cn} \) \quad \text{phase to neutral grid voltages}  
\( V_{\text{grid}} \) \quad \text{phase to neutral grid voltage amplitude}  
\( v_{\text{CHB}} \) \quad \text{CHB generated voltage}  
\( V_{\text{CHB}} \) \quad \text{CHB generated voltage amplitude}  
\( L \) \quad \text{grid connection inductor}  
\( N \) \quad \text{number of cells}  
\( C \) \quad \text{cell capacitor}  
\( V_C \) \quad \text{capacitor voltage}  
\( V_{PV} \) \quad \text{photovoltaic panel voltage}  
\( I_{PV} \) \quad \text{photovoltaic panel current}  
\( P_{\text{cell},i} \) \quad \text{ith cell power}  
\( P_A, P_B, P_C \) \quad \text{DC power generated by cells of phases A, B and C}  
\( P_{\text{avg}} \) \quad \text{mean phase power}  
\( \omega \) \quad \text{grid frequency}  
\( m \) \quad \text{modulation index}  
\( \delta \) \quad \text{phase delay}  
\( \varphi \) \quad \text{power factor angle}  
\( \alpha_j \) \quad \text{imbalance control phase delays}  
\( P \) \quad \text{active power}  
\( Q \) \quad \text{reactive power}  
\( V_0 \) \quad \text{zero sequence vector amplitude}  
\( \theta \) \quad \text{zero sequence vector angle}
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