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We present a new hybrid Cauchy-characteristic evolution method that is particularly suited for the study of gravitational collapse in spherically-symmetric asymptotically (global) Anti-de Sitter (AdS) spacetimes. The Cauchy evolution allows us to track the scalar field through the different bounces off the AdS boundary while the characteristic method can bring us very close to the point of formation of an apparent horizon. Here, we describe all the details of the method, including the transition between the two evolution schemes and the details of the numerical implementation for the case of massless scalar fields. We use this scheme to provide more numerical evidence for a recent conjecture on the power-law scaling of the apparent horizon mass resulting from the collapse of subcritical configurations. We also compute the critical exponents and echoing periods for a number of critical points and confirm the expectation that their values should be the same as in the asymptotically-flat case.
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I. INTRODUCTION

One of the main results in General Relativity (GR) is the discovery of critical phenomena in gravitational collapse by Choptuik [1]. Using numerical relativity computations Choptuik investigated a suggestion by Christodoulou [2] (see also [3,4] and [5,6] for reviews) on whether gravitational collapse of a massless scalar field in an asymptotically-flat spacetime can form a black hole (BH) with arbitrarily small mass. This study ignores quantum effects that may create stable stationary states that do not collapse. Indeed, in the case of degenerate stars, quantum properties of matter establish a lower limit for the mass of an astrophysical BH [7]. In the original Choptuik computations [1] there are only two possible final states: (i) The formation of a (Schwarzschild) BH, (ii) Dispersion of the scalar field leading to flat space as the final state of the evolution. Choptuik found that near the threshold between these two possibilities, but within BH formation, the behavior of the system exhibits critical phenomena with the BH mass depending on the deviations of a single initial-data parameter from a critical value in a universal way (the same for any family of initial configurations and for any initial-data parameter). Previous to Choptuik’s work, Goldwirth and Piran [8] found out that collapse to a BH takes place for initial scalar field configurations with large enough amplitudes. The work of Choptuik is based on a Cauchy-type initial-value problem formulation and relies on the use of Adaptive Mesh Refinement (AMR). Soon after Choptuik’s work, Garfinkle [9] reproduced the main results by using a characteristic formulation of the problem that did not use AMR techniques. These important results also constitute the first great triumph of the field of numerical relativity. Other important results of numerical relativity in asymptotically-flat spacetimes are motivated by the developments in gravitational wave astronomy (see [10–14] for reviews).

There are three maximally-symmetric families of spacetimes: Minkowski (Mink) spacetime, which has vanishing Riemann curvature tensor; de Sitter (dS) spacetime, which has vanishing positive and constant scalar curvature; and Anti-de Sitter (AdS) spacetime, which has negative and constant scalar curvature. These three maximally-symmetric spacetimes, (Mink, dS, AdS), are vacuum solutions of the Einstein Field Equations (EFEs) for a null, positive, and negative cosmological constant respectively. Both Mink and dS spacetimes have been extensively studied. The first one due to its relevance not only in GR but also in Special Relativity and in Quantum Field Theory, and the second for its importance in Cosmology. However, the AdS spacetime was forgotten for many years and there were only a few classical books (see, e.g. [15]) where it was mentioned. However, recently, AdS and asymptotically-AdS (AAdS) spacetimes have been extensively studied in connection with the AdS/Conformal Field Theory (AdS/CFT) correspondence [16] (see, e.g. [17]), also known as the Gauge/Gravity duality. This conjecture establishes a relationship between a purely gravitational theory in an AAdS spacetime and a CFT that lives in its boundary. This duality has found diverse applications to subjects like the thermalization of quark gluon plasma [18], superconductors [19], and many others in condensed matter physics [20]. This activity has motivated a number of developments in numerical relativity to deal with AAdS spacetimes (see [21,22]).

A natural question that arises is the stability of the (global) AdS spacetime. Mink [23,24] and dS [25] spacetimes have been proven to be stable under small finite perturbations. We also know that AdS is stable under linear perturbations [26], but the problem of the stability of AdS is still under debate [27]. The first numerical studies of gravitational collapse in AdS spacetime appeared
sharper profiles that we need to evolve all the way to the AdS boundary while it develops sharper and quite challenging from the numerical point of view because in AAdS spacetimes is much richer than in the case of spherical symmetry \[73–75\].

In this paper, instead of looking at the long-term evolution we focus on the details of the collapse, i.e. we look at the dynamics of AH formation. This is motivated by the fact that the landscape of gravitational collapse in Einstein-Klein-Gordon (EKG) system of equations and, for the spherical-symmetric case, we adapt them to a Cauchy-type formulation in Sec. II A and to a characteristic formulation in Sec. II B. In Sec. II C we describe the transition from the Cauchy-type evolution to the characteristic one. In Sec. III we describe the ingredients of the numerical implementation. In Sec. IV we show numerical results for the validation of the code, including convergence and some special features arising in AAdS spacetimes. Finally, in Sec. V using this hybrid Cauchy-Characteristic code, we present new numerical results on the dynamics of AH formation.

We use units in which \( c = 1 \) and \( 8\pi G_d = d - 1 \), where \( G_d \) is the \((d+1)\)–dimensional Newton’s gravitational constant.
stant and $d$ is the number of spatial dimensions. A semicolon denotes covariant differentiation with respect to the canonical connection; a dot denotes differentiation with respect to the time coordinate $t$, $\dot{x} \equiv \partial \phi / \partial t$; and differentiation with respect to the compactified radial coordinate $x$ is denoted by a prime, $\phi' \equiv \partial \phi / \partial x$. For other partial derivatives we use the notation: $\partial_y f \equiv \partial f / \partial y \equiv f_y$.

We use small-case Greek letters $\alpha, \beta, \ldots = 0, \ldots, d$ for spacetime indices.

II. FIELD EQUATIONS

The field equations for a self-gravitating, real massless scalar field in an AAdS spacetime are the EKG system of equations for the metric $g_{\mu \nu}$ and scalar field $\phi$:

$$G_{\mu \nu} + \Lambda g_{\mu \nu} = (d - 1) \left( \phi_{,\mu} \phi_{,\nu} - \frac{1}{2} g_{\mu \nu} \phi_{,\alpha} \phi_{,\alpha} \right), \quad (2)$$

$$g^{\mu \nu} \phi_{,\mu \phi_{,\nu}} = 0, \quad (3)$$

where $G_{\mu \nu}$ is the $(d+1)$-dimensional Einstein tensor and $\Lambda$ is the (negative) cosmological constant.

We restrict our study to spherically-symmetric configurations. This assumption simplifies the structure of the spacetime metric and the field equations. Spherically symmetric spacetimes have a warped geometry, which means that their metric tensor can be written in the form $ds^2 = g_{AB}(x^C)dx^A dx^B + r^2(x^C) \gamma_{ab} dx^a dx^b$ ($A, B, \ldots = 0, 1, 2, \ldots, d$), where $g_{AB}$ is a Lorentzian metric (with associated manifold $M^2$), $\gamma_{ab}$ is the unit curvature metric on the $(d-1)$-sphere (with associated manifold $S^{d-1}$), and $r = r(x^A)$ is the radial area coordinate. The fact that $r^2(x^C) \gamma_{ab}$ is not a true metric on $S^{d-1}$ is what prevents the spacetime manifold $M^{d+1}$ from being a true product of the two manifolds $M^2$ and $S^{d-1}$. Instead, it is said that the spacetime manifold is the warped product of $M^2$ and $S^{d-1}$ and this is sometimes denoted in the literature as $M^{d+1} = M^2 \times_r S^{d-1}$.

We can freely choose the coordinates in the Lorentzian manifold $M^2$. In this work we will consider two different choices according to the type of spacetime slicing that they induce: (i) Timelike slicing: We will consider coordinates $(x^A) = (t, x)$ so that the spacetime is sliced in spacelike (with timelike normal) hypersurfaces $\{ t = \text{const.} \}$. In addition, we take $x$ to be a radial coordinate that compactifies the radial direction so that it is in the range $x \in [0, \pi/2]$, where $x = 0$ corresponds to the center of the radial coordinate system and $x = \pi/2$ corresponds to the AdS boundary. Using these coordinates we can set up a Cauchy-type system of evolution equations with some constraints. Given the causal structure of AAdS spacetimes, the scalar field can propagate to reach the AdS boundary in a finite time. Previous works on this problem (see, e.g., \cite{31, 32}) showed that we can expect the field to bounce off the AdS boundary a number of times and eventually collapse near the center $x = 0$. It is for this reason that we use the compactified coordinate $x$ in order to track the field up to the AdS boundary.

The equations are given in Sec. II A (ii) Lightlike slicing: We will consider coordinates $(x^A) = (u, r)$ so that the spacetime is foliated by outgoing null slices (composed by outgoing null rays) $\{ u = \text{const.} \}$. The radial coordinate $r$ is not a compactified radial coordinate as in the previous case, in the sense that the AdS boundary is located at $r = \infty$. This system of coordinates allows us to set up a characteristic-type system of evolution of equations. In contrast to the coordinates $(t, x)$, the coordinates $(u, r)$ do not allow us to follow the field up to the AdS boundary. Instead, we want to use them in order to track the evolution of the field near collapse, that is, near the center $r = x = 0$. The fact that the $\{ u = \text{const.} \}$ slices are outgoing means that as we evolve in $u$ we approach faster the collapse than in the case of Cauchy evolution. As we will see, the characteristic evolution allows us to get much closer to the formation of an AH than the Cauchy evolution. The equations for this case are given in Sec. II B.

A. Cauchy-type Evolution of the EKG System

Following \cite{31, 32} and our previous discussion, the metric of an spherically-symmetric AAdS spacetime in $d + 1$ dimensions can be written as

$$ds^2 = \frac{\ell^2}{\cos^2 x} \left( -Ae^{-2\delta} dt^2 + \frac{dx^2}{A} + \sin^2 x d\Omega_{d-1}^2 \right), \quad (4)$$

where $d\Omega_{d-1}^2$ is the metric of the unit $(d - 1)$-sphere ($S^{d-1}$): $A$ and $\delta$ are the two metric functions that completely determine the metric and depend only on $(t, x)$; and $\ell$ is the AdS length scale, which is related to the cosmological constant $\Lambda$ by the expression: $\ell^2 = -d(d-1)/2 \Lambda$. The time coordinate $t$ has an infinite range, i.e. $t \in (-\infty, \infty)$, whereas $x$ is a radial compactified that goes from $x = 0$ (center) to $\pi/2$ (AdS boundary). We can recover AdS spacetime by setting $A = 1$ and $\delta = 0$.

From the field equations (2) and (3) we can derive partial differential equations (PDEs) for $A$, $\delta$, and $\psi$ (see,
Then, from the field equations (2) and (3) we derive the variable associated with the scalar field:

\[ U = \frac{1}{\cos^{i-2}x} \left( \phi' - \frac{\epsilon}{A} \right), \]  

\[ V = \frac{1}{\cos^{i-2}x} \left( \phi' + \frac{\epsilon}{A} \right). \]  

It is also convenient to introduce the following normalized variable associated with the scalar field:

\[ \psi = \frac{\phi}{\cos^{i-1}x}. \]  

Then, from the field equations (2) and (3) we derive the PDEs for \((\psi, U, V, A, \delta)\): (i) Evolution equations:

\[ \psi = \frac{Ae^{-\delta}}{2 \cos x} (V - U), \]  

\[ \dot{U} = -Ae^{-\delta} U_x - \frac{(d - 2 \cos^2 x)}{\sin x \cos x} U e^{-\delta} (1 - A) \]  

\[ - \frac{1}{2} \frac{(d-1) Ae^{-\delta}}{\sin x \cos x} (U + V) + (d - 2) \frac{\sin x U}{\cos x} A e^{-\delta}, \]  

\[ \dot{V} = Ae^{-\delta} V_x + \frac{(d - 2 \cos^2 x)}{\sin x \cos x} V e^{-\delta} (1 - A) \]  

\[ + \frac{1}{2} \frac{(d-1) Ae^{-\delta}}{\sin x \cos x} (U + V) - (d - 2) \frac{\sin x V}{\cos x} A e^{-\delta}, \]  

\[ \dot{A} = -\frac{1}{2} A^2 e^{-\delta} \sin x \cos^{2d-3} x (V^2 - U^2), \]  

(ii) Constraint equations:

\[ \dot{A}' = \frac{d - 2 + 2 \sin^2 x}{\sin x \cos x} (1 - A) \]  

\[ - \frac{A}{2} \sin x \cos^{2d-3} x (V^2 + U^2), \]  

\[ \delta' = -\frac{1}{2} \sin x \cos^{2d-3} x (V^2 + U^2). \]  

It is interesting to note that we have both an evolution and a constraint equation for \(A\). As we have already indicated, only the scalar field sector have a distinctive hyperbolic structure, Eqs. (9) and (10), while the evolution of \(A\) does not contain any gradients of the variables. In practice, we can solve for \(A\) either by evolving it using Eq. (11) or by solving the elliptic equation (12). On the other hand, from the definition of \(U\) and \(V\), Eqs. (5) and (6), we can find also a constraint equation for the scalar field variable \(\psi\):

\[ \psi' = \frac{1}{2} \cos^{d-2} x (U + V), \]  

and therefore also for the normalized scalar field \(\psi\):

\[ \psi = \psi_0 + \psi_2 x^2 + O(x^4), \]  

\[ U = U_0 + U_1 x + U_2 x^2 + O(x^3), \]  

\[ V = -U_0 + U_1 x - U_2 x^2 + O(x^3), \]  

and the metric coefficients admit the expansions:

\[ A = 1 + A_2 x^2 + O(x^4), \]  

\[ \delta = \delta_0 + \delta_2 x^2 + O(x^4), \]  

where \(\delta_0\) is a time-dependent quantity always greater than zero.

We can also obtain a power expansion near the AdS boundary by just introducing a coordinate change in the radial direction: \(\rho = \pi/2 - x\). Then, the expansions for the normalized scalar field \(\psi\) and the characteristic variables \(U\) and \(V\) are:

\[ \psi = \psi_0 + \psi_2 x^2 + O(x^4), \]  

\[ U = U_0 + U_1 x + U_2 x^2 + O(x^3), \]  

\[ V = -U_0 + U_1 x - U_2 x^2 + O(x^3), \]  

and for the metric functions \(A\) and \(\delta\):

\[ A = 1 + O(\rho^d), \]  

\[ \delta = O(\rho^{2d}). \]  

B. Characteristic-type Evolution of the EKG System

For the characteristic evolution, we adapt the scheme first introduced by Christodoulou \cite{[2]} and later used

---

\(^1\) The distinction between evolution and constraint equations we make here is not in correspondence with the evolution and constraint equations of the 3+1 ADM formalism \cite{[19]}.\footnote{The distinction between evolution and constraint equations we make here is not in correspondence with the evolution and constraint equations of the 3+1 ADM formalism \cite{[19]}.}
in \[8\] to the case of AAdS spacetimes with spherical symmetry. The form of the metric is:
\[
ds^2 = -g \bar{g} \, du^2 - 2g \, du \, dr + r^2 \, d\Omega^2_{d-1},
\]
where \(u\) is an outgoing null coordinate (\(u = \text{const.}\) is an outgoing null geodesic) and \(r\) is the radial area coordinate. The coordinate range for \((u, r)\) is: \(u \in (-\infty, \infty)\) and \(r \in (0, +\infty)\) (although the range of \(r\) depends on whether gravitational collapse takes place). The AdS boundary corresponds to \(r \to \infty\). The functions \(g = g(u, r)\) and \(\bar{g} = \bar{g}(u, r)\) are always greater that some normalization value at the origin that we choose to be 1. The coordinate range for \((u, r)\) have dimensions of length and, throughout this paper, the numerical values that we quote are in units of \(\ell\).

To write down the field equations \([2]\) and \([3]\) in the coordinates of Eq. \((26)\) we introduce two variables associated with the scalar field \(\phi\):
\[
\bar{h} = \phi, \quad (27)
\]
and
\[
\frac{d-1}{2} r \frac{d}{dr} \bar{h} = \left( r \frac{d}{dr} \bar{h} \right)_{,r}. \quad (28)
\]
Then, we can recover \(\bar{h}\) from \(h\) as follows
\[
\bar{h}(u, r) = \frac{d-1}{2} r \frac{d}{dr} \int_0^r r \frac{d}{dr} \bar{h}(u, r') \, dr'. \quad (29)
\]
Moreover, from the \((r, r)\) and \((u, r)\) components of the Einstein equations \([2]\) for the metric of Eq. \((26)\), we get:
\[
g_{,r} = r g(\bar{h}, r)^2, \quad (30)
\]
\[
(r^{d-2} \bar{g})_{,r} = \left( d - 2 + \frac{d \bar{r}^2}{\ell^2} \right) r^{d-3} g, \quad (31)
\]
and from here, we can solve for the metric variables \((g, \bar{g})\) in terms of scalar field variables \((h, \bar{h})\) as:
\[
g(u, r) = \exp \left\{ \frac{(d-1)^2}{4} \int_0^r dr' \left( h(u, r') - \bar{h}(u, r') \right)^2 \right\}, \quad (32)
\]
\[
\bar{g}(u, r) = \frac{1}{r^{d-2}} \int_0^r dr' \left( d - 2 + \frac{d \bar{r}^2}{\ell^2} \right) r^{d-3} g(u, r'). \quad (33)
\]
That is, as expected we can find all the variables of the problem from \(h\). An important observation about Eq. \((33)\) is that both the numerator and denominator of the right-hand side go to zero as we approach the origin \(r = 0\), although they do it in a way that the limit is well-defined and finite. However, this can problematic from the point of view of the convergence of a numerical algorithm. Then, following \([80\] \([81\) we can get an alternative form for this equation by using integration by parts. The result is:
\[
\bar{g}(u, r) = \left( 1 + \frac{r^2}{\ell^2} \right) g(u, r) - \frac{(d-1)^2}{4} \int_0^r dr' r^{d-3} \left( 1 + \frac{r'^2}{\ell^2} \right) \left( h(u, r') - \bar{h}(u, r') \right)^2 g(u, r'), \quad (34)
\]
where we have used the boundary conditions at the origin and the equation for \(g(u, r)\) \([32]\). Now, the second term in this equation goes to zero as we approach the origin and hence, it is more amenable for numerical computations. The only remaining equation is the one for \(h\), which can be obtained from the Klein-Gordon equation \([6\) and can be written as:
\[
\frac{\partial^2 \bar{h}}{\partial u \partial r} - \frac{1}{2} \frac{\partial}{\partial r} \left( \bar{g} \frac{\partial \bar{h}}{\partial r} \right) + \frac{d-1}{2r} \left( \frac{\partial \bar{h}}{\partial u} - \bar{g} \frac{\partial \bar{h}}{\partial r} \right) = 0. \quad (35)
\]
Using Eq. \((28)\) we finally get the equation for \(h\):
\[
\frac{\partial h}{\partial u} - \frac{1}{2} \frac{\partial}{\partial r} \left( \bar{g} \frac{\partial h}{\partial r} \right) = \frac{h - \bar{h}}{2r} \left[ \left( d - 2 + \frac{d \bar{r}^2}{\ell^2} \right) g - \frac{d-1}{2} \bar{g} \right]. \quad (36)
\]
In this work we use the characteristic initial-value problem in the traditional way, in the sense that we integrate the hyperbolic equations along their associated characteristic lines \([\text{see, e.g.} \ 178\] \([32]\). Then, we set up initial data on an initial outgoing null slide \(\{u = u_o = \text{const.}\} \) and evolve that data onto the next slide \(\{u = u_o + \Delta u = \text{const.}\} \) through the ingoing null geodesics \(\{\text{the purple lines in Fig. 2}\}\), which are given by
\[
\frac{dr}{du} = -\frac{1}{2} \bar{g}. \quad (37)
\]
Integrating along the ingoing null geodesics allows us to exchange partial derivatives of our variables by total derivatives with respect to \(u\). For instance, in the case of the field variable \(h\) we have
\[
\frac{dh(u, r(u))}{du} = \left( \frac{\partial h}{\partial u} \right)_{r=r(u)} + \left( \frac{\partial h}{\partial r} \right)_{r=r(u)} \frac{dr(u)}{du}, \quad (38)
\]
where \(r(u)\) is an ingoing null geodesic, solution of Eq. \((37)\). In this way we can replace Eq. \((36)\) by ordinary differential equations, one for the variable \(h\),
\[
\frac{dh}{du} = \frac{h - \bar{h}}{2r} \left[ \left( d - 2 + \frac{d \bar{r}^2}{\ell^2} \right) g - \frac{d-1}{2} \bar{g} \right]. \quad (39)
\]
and another one for \( r(u) \), namely Eq. (37). The first one, Eq. (39), tells us how to evolve \( h \) from a \( \{ u = \text{const.} \} \) slice to the next one. The second one tells us that the \( r \)-coordinate of a point in a \( \{ u = \text{const.} \} \) slice changes according to the ingoing null radial geodesic to which that point belongs.

Some of the previous expressions can be problematic at the origin and in order to make perfect sense of them we need to understand their behaviour around \( r = 0 \), from where we can also extract boundary conditions. Assuming the following expansion for the scalar field \( \phi = \bar{h} \):

\[
\bar{h} = \phi_0 + \phi_1 r + \phi_2 r^2 + O(r^3),
\]

we obtain the following expansions for the rest of variables:

\[
h = \phi_0 + \frac{d+1}{d-1} \phi_1 r + \frac{d+3}{d-1} \phi_2 r^2 + O(r^3),
\]

\[
g = 1 + \frac{1}{2} \phi_1^2 r^2 + O(r^3),
\]

\[
g = 1 + O(r^2).
\]

C. Transition from the Cauchy Evolution to the Characteristic Evolution

During the Cauchy evolution we can monitor our variables to see when we are approaching the collapse. Then, we can make the transition from the Cauchy evolution of Sec. II A to the characteristic evolution of Sec. II B in order to follow better the dynamics near collapse. This transition consists in constructing initial data on an initial null slide \( \{ u = u_o = \text{const.} \} \) from the outcome of the Cauchy evolution. It is important to cover a portion of the spacetime that guarantees that the characteristic evolution will cover the formation of the apparent horizon as it is represented in Fig. 2, where we take the first purple line (a null outgoing geodesic) as the initial slice for the characteristic evolution. As we can see, the initial data on that slice uses the information of the Cauchy evolution for a time \( t_f - t_i \approx \pi/2 \), and in this way AH formation is covered.

This transition requires to find the relations between different objects of the Cauchy and characteristic evolutions. First we need to find the relation between the coordinates \( (t, x) \), used for the Cauchy evolution, and the coordinates \( (u, r) \) of the characteristic one. The relation between the radial coordinates \( x \) and \( r \) is quite straightforward considering the factor in front of the metric of the unit \( (d-1) \)-sphere in Eqs. (4) and (26), from where we get:

\[
r = \ell \tan x.
\]

The second important ingredient is the construction of the initial null slice for the characteristic evolution from the information extracted from the Cauchy evolution. This can be done by finding the outgoing null geodesics from the Cauchy evolution. From the expression of the metric in Eq. (4) we have that the outgoing null geodesics are given by:

\[
\frac{dx}{dt} = +\lambda e^{-\delta} \equiv v(t, x),
\]

where the plus sign has been included to emphasize that these radial null geodesics are outgoing (a minus sign would correspond to the ingoing null geodesics). To integrate this ODE we need to know the metric functions \( A(t, x) \) and \( \delta(t, x) \), for which we need to have the evolution of the Cauchy initial-value problem over the spacetime region that includes the null geodesics of interest. Some of these geodesics are shown in Fig. 2 in a \( t - x \) diagram.

The next important ingredient is the construction of initial data for the characteristic evolution on one of the null outgoing geodesics that constitute the slicing \( \{ u = \text{const.} \} \). To begin with, let us apply the coordinate transformation of Eq. (44), adding the transformation \( \tau = \ell t \), to the metric in Eq. (4). This brings this metric to a
more familiar form of AAdS spacetime metrics:

\[
    ds^2 = - Ae^{-2\delta} \left( 1 + \frac{r^2}{\ell^2} \right) dt^2 + \frac{dr^2}{A\left(1 + \frac{r^2}{\ell^2}\right)} + r^2 d\Omega_{d-1}^2.
\]

The AdS limit \( A \to 1 \) and \( \delta \to 0 \) gives us the well-known form of the AdS spacetime metric. With this in mind, let us perform a general coordinate transformation from the Cauchy-formulation metric to characteristic-formulation metric:

\[
    \tau = \mathcal{F}(u, r),
\]

which transforms the metric in Eq. (46) to the following metric:

\[
    ds^2 = - Ae^{-2\delta} \left( 1 + \frac{r^2}{\ell^2} \right) \mathcal{F}_u^2 du^2
    - 2Ae^{-2\delta} \left( 1 + \frac{r^2}{\ell^2} \right) \mathcal{F}_u \mathcal{F}_r du dr
    + \left[ 1 - A^2 e^{-2\delta} \left( 1 + \frac{r^2}{\ell^2} \right)^2 \mathcal{F}_r^2 \right] \frac{dr^2}{A\left(1 + \frac{r^2}{\ell^2}\right)}
    + r^2 d\Omega_{d-1}^2,
\]

where \( \mathcal{F}_u \equiv \partial \mathcal{F}/\partial u \) and \( \mathcal{F}_r \equiv \partial \mathcal{F}/\partial r \). Now, let us impose two conditions on the general coordinate transformation of Eq. (47). The first one comes by comparing with the characteristic metric of Eq. (26), namely from the fact that the vector \( \partial / \partial r \) is a null vector for this metric. If we impose the same condition on the metric in Eq. (48) we are imposing a condition in the transformation between the coordinates \((t, x)\) and \((u, r)\), i.e. on the function \( \mathcal{F} \) in Eq. (47), which is the following: \( g_{rr} = 0 \). Since the slides \( u = \text{const.} \) must be composed of null outgoing radial geodesics we can write

\[
    \mathcal{F}_r = \frac{1}{\left(1 + \frac{r^2}{\ell^2}\right)} Ae^{-\delta}.
\]

In the case of ingoing geodesics we would have chosen the opposite sign for \( \mathcal{F}_r \). The second condition that we impose on the coordinate change has to do with the freedom in rescaling the coordinate \( u \), which is a freedom in the choice of the quantity \( \mathcal{F}_u \). Our choice, motivated by the implementation of the Cauchy-characteristic transition, is:

\[
    \mathcal{F}_u = e^{\delta_0},
\]

where \( \delta_0 \) is the value of the metric function \( \delta \) at \( x = 0 = r \). Now, by comparing the line element in Eq. (48) with the one for the characteristic formulation in Eq. (26), and using the conditions on the function \( \mathcal{F} \) given in Eqs. (49) and (50), we find the following relations between \((A, \delta)\) and \((\bar{g}, g)\):

\[
    g = e^{\delta_0 - \delta},
\]

\[
    \bar{g} = A e^{\delta_0 - \delta} \frac{1}{\cos^2 x},
\]

\[
    A = \frac{\bar{g}}{g \left(1 + \frac{r^2}{\ell^2}\right)}.
\]

These are key relations to carry out the transition from the Cauchy to the characteristic evolution, both for the construction of the initial slice and for the initial data on that slice. Given that AH formation in the Cauchy evolution is given by the limit \( A \to 0 \), from Eq. (53) we have that in the characteristic evolution we can track AH formation by monitoring the right-hand side of this equation and controlling when it approaches unity.

On the other hand, from our particular choice of coordinate change, Eqs. (47), (49), and (50), we can write the following relation between \( \tau \) and \( u \) (and \( r \)):

\[
    \tau = u + \int_0^x \frac{dx'}{v(t_+(x'), x')},
\]

where \( t_+(x) \) denotes the solution for the outgoing null geodesics, Eq. (45), and \( v \) is the function of \((t, x)\) defined there.

Finally, we give the relations between the metric and scalar field variables in both formulations. First, \( \psi \) and \( \bar{h} \) are, by definition, directly related with the scalar field:

\[
    \bar{h} = \psi = \cos^{d-1} x \psi.
\]

The scalar field variable \( h \) can be constructed along the outgoing null geodesics in term of the Cauchy variables as follows:

\[
    h = \bar{h} + \frac{2}{d-1} r \bar{h},
\]

\[
    = \phi + \frac{2}{d-1} r(x) \left( \frac{\partial \phi}{\partial r} + \frac{\partial \phi}{\partial t} \right) x
\]

\[
    = \cos^{d-1} x \left( \psi + \frac{2}{d-1} \sin x V \right),
\]

where we have used Eqs. (6), (28), (44), and (54). It is remarkable that \( h \) depends on the scalar field itself, through the variable \( \psi \), and the ingoing (negative speed) characteristic variable \( V \) [see Eq. (3)], but not on the outgoing (positive speed) characteristic variable \( U \) [see Eq. (5)]. The reason is that we are doing the characteristic evolution using null slides made out of outgoing null geodesics, and hence the evolution from one slide to the next one of \( h \) takes place along ingoing null geodesics [see Eq. (37)].

In summary, Eqs. (51)-(56) contain all the information we need to construct the initial null slide during the Cauchy evolution, the associated coordinate change, and the initial data to initiate the characteristic evolution. This completes the procedure to perform the transition from the Cauchy to the characteristic evolution.

### III. Basics of the Numerical Implementation

In this section we describe the basic ingredients for the numerical implementation of the two evolution schemes,
and the transition between them, described in Sec. II. In the case of the Cauchy evolution we use pseudospectral collocation methods with multiple domains following the line of previous works in the context of the computation of the self-force in black-hole spacetimes \cite{92,83–85,86,87–89}. For the characteristic evolution we use the method introduced in \cite{87,88,89}, consisting in using a null foliation where the points of each slide follow ingoing null geodesics (the characteristic lines). Finally, we describe the details of how we store the information from several Cauchy slides in order to construct the initial slide and data for the characteristic evolution.

A. Numerical Implementation of the Cauchy Evolution

In order to have a precise numerical evolution we are going to use the PseudoSpectral Collocation (PSC) method (see, e.g. \cite{87,88}) for the space discretization, which in our case means in the radial direction, in the compactified radial coordinate $x$ to be more precise. The main tools of the PSC method used in this paper are briefly described in Appendix B. In a standard spectral method the outcome of the spatial discretization of a set of hyperbolic PDEs is a (much larger) set of ODEs for the time-dependent spectral coefficients. Instead, in the PSC method we obtain a set of ODEs for the time-dependent values of our variables, $U = (U, V, ...)$ (which variables are evolved in time depends on the choice of equations since some variables, like $A$ and $\psi$, can be found either by time evolution or by radial integration) at the collocation points, $\{U_i(t) \equiv U(t, x_i)\}$, where the equations are forced to be satisfied exactly. The number of ODEs that we obtain is equal to the total number of variables ($N_v$) times the number of collocation points ($N$), i.e. $N \times N_v$. The numerical evolution of the resulting ODEs for the collocation values $\{U_i(t)\}$ is performed using a standard Runge-Kutta 4 (RK4) algorithm (see, e.g. \cite{90,91}).

The great advantage of the PSC method is that for smooth solutions it provides exponential convergence, i.e. the truncation error of the spectral series, which can be approximated by the last spectral coefficient, $a_N$, decays as $e^{-N}$. In contrast, the cost of most operations like derivatives, computation of non-linear terms, etc. increases as $N^2$ with the number of collocation points, unless we use a fast Fourier algorithm to transform from the physical space (the collocation values of our variables) to the spectral space (the coefficients of the spectral series for our variables), in which case the cost increases only as $N \log N$. In addition, the Courant-Friedrichs-Lewy (CFL) condition for the stability of the evolution of the PDEs (see, e.g. \cite{92}), in the case of the PSC method, is of the form $\Delta t < C N^{-2}$ (where $C$ is a certain constant), in contrast with the typical form of standard finite difference schemes for PDEs, where $\Delta t < C' N^{-1}$ and $C'$ is another constant. This is due to the structure of the Lobatto-Chebyshev grid that we use (see details in Appendix B), where the points cluster near the boundaries of the domain. As a consequence, the evolution in the PSC method can be significantly more expensive than in the case of finite-difference schemes. A way to alleviate this is to use refinement via a multidomain PSC method. The idea is to adapt the size and number of the domains so that different regions in the radial direction with different resolution requirements are covered by an adequate number of collocation points. We can change the number and size of the different domains along the evolution, following the resolution needs of the problem. The practical implementation of the AMR is described in Sec. III B. Most computations are done at each domain in an independent way. The different domains are connected via the corresponding matching conditions, which depend on the type of equation that each variable satisfies.

The Cauchy evolution allows us to follow the system from its initial conditions to the latest stages, just before the collapse. As we have already mentioned we can expect the scalar field to travel to the AdS boundary ($x = \pi/2$) several times, and in this sense using the compactified radial coordinate $x$ gives us control over the whole space. On the other hand, when the scalar field is close to collapse, large gradients will be generated in our variables and the AMR is crucial in order to guarantee the high resolution requirements needed to resolve the dynamics near collapse.

In Sec. II A we have presented the equations we obtain from Einstein’s field equations and from energy-momentum conservation in terms of the Cauchy-type variables, namely $(\psi, U, V, A, \delta)$. Some variables have two equations, for instance the metric function $A$ can be obtained either by evolving Eq. (11) or by integrating Eq. (12) and the same happens with the scalar field variable $\psi$ (see Eqs. (8) and (15)). We have numerically implemented several combinations of equations but in general we obtained the best results and efficiency by evolving in time $U$ and $V$ [with Eqs. (9) and (10)] and then obtaining $\psi, A$, and $\delta$ from radial integration [with Eqs. (15), (12), and (13) respectively].

From Eqs. (12) and (13) we can find an integral expression for the metric functions $A$ and $\delta$:

$$A(t, x) - 1 = -\frac{\cos d x e^\delta}{2 \sin d^2 x} \int_0^x dy \, e^{-\delta} \sin d^2 - 3 \, y \cos d^2 - 3 \, y (U^2 + V^2),$$

(57)

$$\delta(t, x) = \frac{1}{2} \int_0^x dy \, \sin y \cos 2d^2 - 3 \, y (U^2 + V^2),$$

(58)

and using Eq. (15) for the scalar field:

$$\psi(t, x) = -\frac{1}{\cos d^2} \int_0^{\pi/2} dy \, \cos d^2 - 2 \, y (U^2 + V^2).$$

(59)
On the other hand, we can introduce the energy density
\[ \mathcal{E}(t, x) = e^{-\delta} \sin^{d-1} y \cos^{d-3} y \left( \frac{U^2 + V^2}{2} \right), \]
and from it we can compute the energy contained inside a sphere of a given radius \( x \), which we call the mass function:
\[ M(t, x) = e^\delta \int_0^x dy \mathcal{E}(t, y), \]
which is related to the metric function \( A \) by
\[ A(t, x) = 1 - \frac{\cos^d x}{\sin^{d-2} x} M(t, x). \]
Then, the ADM mass is just the limit: \( M_{\text{ADM}} = \lim_{x \to \pi/2} M(t, x) \). The ADM mass is a constant, it does not depend on time, that we can use in our simulations to check the numerical accuracy. In addition, we can define the following quantity:
\[ x_{\text{cm}} = \frac{1}{M_{\text{ADM}}} \int_0^x dy y \mathcal{E}(t, y), \]
which plays the role of a radial center of mass, in the sense that we can use it to track where the energy is concentrated, which is specially useful when evolving localized scalar field configurations, like for instance those corresponding to the initial conditions given in Eq. (72).

There are other possible definitions of a radial center of mass, for instance we can use the radial position of the minimum of the metric function \( A \), i.e. \( x_{\min} \) such that \( A(x_{\min}) = \min(A(x)) \equiv A_{\min} \). We compare these two definitions of radial center of mass, \( x_{\text{cm}} \) and \( x_{\min} \), in Fig. 3, where their evolution is compared with the evolution of \( A_{\min} \) for two different sets of initial data, the one given in Eq. (72), which collapses after five bounces off the AdS boundary, and the one given in Eq. (79). As we can see in Fig. 3 for the initial profiles in Eq. (72) (left panel) the differences between \( x_{\min} \) and \( x_{\text{cm}} \) are quite small although \( x_{\min} \) presents some small abrupt features. These features are more prominent for the more complex initial profile of Eq. (79) (right panel), where the evolution of both \( x_{\text{cm}} \) and \( x_{\min} \) is more complex, but \( x_{\text{cm}} \) appears to be a much smoother indicator to track the evolution of the scalar field profile.

Finally, regarding more technical details of the numerical implementation, we remark that all the operations involving the spatial radial direction, including the integrals, are performed within the framework of the PSC method as briefly described in Appendix A. Another important ingredient of the numerical implementation is how to deal with the multiple domains. In our scheme the boundaries of each domain have duplicated information because the boundary points of one domain are identified, with the exception of the global boundaries (\( x = 0 \) and \( x = \pi/2 \)), with the boundary points of the contiguous domains. Although most operations are done locally at each domain we need to communicate the different domains through these boundary points. This is the main reason why we have introduced the characteristic variables \( U \) and \( V \). These variables have always a well defined direction of propagation (see Appendix A), which is crucial in order to establish the communication between domains. The characteristic variable \( U \) always propagates with positive speed (in direction to the AdS boundary) and the characteristic variable \( V \) always travels with negative speed (towards the origin). Then, the way to communicate two given contiguous domains during the Cauchy evolution is to take the value of the variable \( U \) from the right boundary of the domain to the left.
and to copy it into the $U$-value of the left boundary of the domain to the right (see Fig. 1) and the equivalent procedure for $V$. That is, we take the value of the variable $V$ from the left boundary of the domain to the right and copy it into the $V$-value of the right boundary of the domain to the left. This way of communicating the characteristic variables ensures that we will not find discontinuities in our variables across the boundaries during the numerical evolution. In other words, we perform the communication between domains according to the directions of propagation of the information.

B. Adaptive Mesh Refinement for the Cauchy Evolution

The typical scalar field configurations that we consider in this work, which are quite localized in the radial direction, follow the same evolutionary pattern, already described in Sec. II A. The scalar field attempts to collapse near the origin but if the initial amplitude is below some threshold, the scalar field bounces off the origin and disperses towards the AdS boundary. Then, it bounces off the AdS boundary and travels again towards the origin. Then, this sequence is repeated until the scalar field distribution is compact enough to collapse and form an AH. This means that we need to simulate a compact scalar field distribution back and forth and some of the scalar field variables exhibit growing gradients as the evolution proceeds. Then, in order to track the features of the scalar field during the evolution in an efficient way we resort to AMR techniques based on our multidomain PSC approach. The aim is to design a method in which the resolution follows the field in its travel with the minimal loss of precision and without slowing down much the evolution. In this sense, it is important to mention that although we know the evolutionary pattern the details can vary significantly as we change the initial conditions. To illustrate this, in Fig. 4 we show profile of the scalar field variable $U$ at a similar time for two different simulations where collapse happens after one bounce. We see that the shapes are quite different and require different grids in order to resolve them. In Fig. 5 we show the profile of $U$ at three different times of a simulation where collapse takes place after three bounces. The snapshots of these figures are taken when the field is traveling towards the boundary so most of the energy is concentrated in the $U$ mode (the one propagating to the right as shown in Fig. 1). They illustrate the need for AMR in our simulations. We have developed two AMR methods for our simulations.

1. First Approach: Gradient Density Estimator

The first AMR method for our spectral multidomain grid is based on a functional that we call gradient density and that is defined at each domain as:

$$\rho_D = \frac{1}{N} \int_D dx |V_x| \geq 0,$$

(64)

where $D$ is the domain and as we can see this indicator is based on the characteristic variable $V$. The idea is to distribute the domain nodes to minimize the gradient density functional. In our numerical experiments we
find a threshold for \( \rho_D \) above which the evolution is no longer valid because of the appearance of high-frequency numerical noise. Then, during the simulations we modify the domain structure to keep \( \rho_D \) below the threshold, adding more domains if needed.

This method works reasonably well for capturing the gradients generated during the collapse but it has several caveats. In particular, it can generate numerical noise far from the region where the scalar field is localized if we do not allow for a minimum resolution there. It can also give problems when the scalar field presents very sharp features that have to be propagated to the AdS boundary and back, which are precisely the most relevant cases for the study of the mass gap in [17].

2. Second Approach: Domains over a Curve in Configuration Space

In order to deal with the most extreme cases, where the gradients of variables like \( U \) and \( V \) are very large but still these functions are smooth, we have developed an alternative method that appears to be more robust.

The starting point is to consider a combination of our Cauchy variables that reflects in a very clear way the regions where more refinement is needed, that is, where we find the largest variations in our variables, let us call it \( \gamma(A, \delta, \psi, U, V) \). The curve defined in the plane \((x, \gamma(x))\) has a length that, when large gradients in our variables appear, will have a large contribution from the relatively small interval in the \( x \) direction where gradients occur. Then, let us consider the length of this curve from the origin to a certain radial location \( x \):

\[
L(x) = \int_0^x d\tilde{x} \sqrt{1 + \gamma'(\tilde{x})^2},
\]

where \( \gamma' = (\partial_t / \partial A)A' + \ldots \). The idea of this refinement method is to distribute the nodes of our domains so that they cover the same length of the curve \((x, \gamma(x))\), in contrast with the traditional choice of taking them equally distributed over the \( x \) direction. That is, we select the nodes of our domains, \( \{\tilde{x}_i\} \), as: \( L(\tilde{x}_i) = i L(\pi/2)/D \) \((i = 0, \ldots, D)\), where \( D \) is the total number of domains.

In our simulations we have seen that this method does not require to establish any threshold, instead we just have to change the multidomain structure every a certain number of time steps to adapt to the changes in the variables in a quite smooth way. Every time we change the domain structure we have to interpolate the variables into the new grid. The interpolation between the old and new grids is performed via the pseudospectral representation (see Appendix B for details), and in this way the numerical error introduced is relatively small.

The specific choice of the function \( \gamma \) is the key ingredient of this method and is quite flexible in the sense that we can tune this choice to the type of initial scalar field profiles or even to the particular state of the numerical evolution. For not very demanding simulations in terms of gradients we can choose \( \gamma \) to be just \( A \) and this provides a very good performance. For the more demanding simulations, a better choice is to take the scalar field characteristic variables \( U \), when the field is traveling to the AdS boundary, and \( V \), when it is traveling towards the origin. This is motivated by the character of this variables (see Sec. III.A), \( U \) is the eigenfunction that captures the movement with positive velocity and \( V \) the one that captures the movement with negative velocity. In practice we have seen that these simple choices work quite well and allow us to resolve the large changes in these variables that appear during the collapse in the most extreme cases.

C. Numerical Implementation of the Characteristic Evolution

The characteristic evolution described in Sec. III.B is completely different from the Cauchy one. We need to set a grid on the initial null slide in the radial coordinate \( r \). When we evolve to the next null slide the \( r \)-values of each grid point change according to the ingoing null geodesics [see Eq. (57)]. This has two main effects: First, our last grid point (largest \( r \)) evolves making our physical computational domain to shrink every step as we show in Fig. 2. Second, the points near the origin are swallowed because, according to the equation for ingoing null geodesics, these points should evolve to negative values of \( r \), which do not have a well-defined physical meaning. This means that we need to control the size of our grid and be careful with the computations near the origin, but other than that it is not problematic. Actually, the reduction of the grid as we proceed with the characteristic evolution helps to focus our numerical resolution around the region where the collapse takes place and we do not need mesh refinement methods here. In the cases where the collapse does not occur we will see that it gets scattered towards infinity as it would do in the asymptotically-flat case [8, 9]. However, since we are considering AAdS spacetimes, the scalar field has to reach the AdS boundary in a finite time, but the region around the AdS boundary is not covered by our characteristic grid. This means that we have made the transition from the Cauchy to the characteristic evolution too early and therefore, we just need to continue the Cauchy evolution until we can construct an initial null slice that can cover the collapse.

To set up our initial characteristic grid it is very important to establish its size, or equivalently the \( r \)-coordinate of the last grid point, \( r_{max} \). Once this is done, we can freely distribute the other points. However, a uniform distribution of the grid points in the radial coordinate \( r \) is not a good idea because of the CFL condition. For the characteristic evolution the CFL condition implies:

\[
\Delta u < \frac{1}{2} \min \left( \frac{r_i - r_{i-1}}{\beta_i} \right),
\]

where \( r_i \) and \( r_{i-1} \) are two contiguous grid points and
If we have a uniform grid, \( r_i - r_{i-1} = \Delta r \) is the same for any \( i \). But when we go to large values of \( r \) we have that the metric function \( \tilde{g} \) behaves as in pure AdS spacetime, that is: \( \tilde{g} \sim r^2 \). This means that the CFL condition in this case is controlled by the outer grid points, the ones with largest \( r \), where \( \Delta u \) should be too small. But on physical grounds it should be the opposite, the CFL condition should be dominated by the points where we need more resolution, around the region where the AH will form. What we do is to construct a grid where the grid point separation is constant with respect to the radial coordinate \( x \) instead of \( r \), and then the outer points are well separated in \( r \). From the Cauchy evolution we extract the values of the scalar field variable \( h \) at the different grid points and, from the values of \( h \) we find the other variables, \( \tilde{h} \), \( g \) and \( \tilde{g} \), by integration [see Eqs. (29)-(33), or Eq. (34)]. The first grid point for integration is the origin, where we need to prescribe the boundary conditions:

\[
\tilde{h}(r = 0) = h(r = 0) \\
\tilde{g}(r = 0) = g(r = 0) = 1.
\]

(67)

The integration proceeds to the next grid points by using Simpson’s rule:

\[
I_i \equiv \int_{r_i}^{r_{i+1}} dr f(r) = I_{i-1} + \frac{r_i - r_{i-1}}{6} \left[ f(r_{i-1}) + 4f(r_M) + f(r_i) \right],
\]

(68)

where \( r_M \equiv (r_i + r_{i-1})/2 \) is the \( r \)-coordinate of the midpoint between \( r_i \) and \( r_{i-1} \), where the value of the integrand is evaluated using spline interpolation [93].

Each grid point evolves according to the ODE system of Eqs. [39] and [47]. To that end, we use a standard RK4 algorithm (see Refs. [90] [91]).

### IV. CODE VALIDATION

In this section we show the performance of the different pieces of the numerical code that we have developed to implement the Cauchy-characteristic scheme described in the previous section to study gravitational collapse in spherically-symmetric AAdS spacetimes.

#### A. Convergence Analysis for the Cauchy Evolution

The Cauchy evolution uses a PSC discretization method for the radial direction with multiple domains. At each domain we use a Chebyshev-Lobatto grid (with a linear mapping to the physical radial space; see Appendix B for details). The PSC method provides two representations for each variable, the spectral representation typical of general spectral methods, and the physical representation where the values of our variables at the collocation points are the unknowns to be found numerically. The truncation error, the difference between the true values of our variables and their numerical approximation, is given by the terms in spectral series that we neglect by truncating it. We can estimate the truncation error by the absolute value of the last spectral coefficient, \( |a_N| \) (see, e.g. [87]). For smooth functions, the convergence rate of the Chebyshev series is exponential [87] (spectral convergence), i.e. the truncation error drops exponentially with the number of collocation points. We check convergence for our Cauchy-evolution code by performing a series of runs with the same number of domains (\( D = 50 \)), uniformly distributed in the radial coordinate \( x \), and with no refinement. We set the same initial conditions for all of them, from the family of configurations in Eq. (72), and evolve it for a fix interval of time (\( t_f \approx 2 \), i.e. after a bounce off the AdS boundary). Then, we look at the last spectral coefficients for the characteristic variables \( U \) and \( V \). Here we only show the plot in the bottom shows that deviations in the ADM mass during the evolution also decrease exponentially with the number of collocation points per domain until saturation.
results from the domain where these variables present more features, which is in principle the most challenging one from the numerical point of view, and we have checked that we obtain equivalent results for the other domains. In Fig. 6 at the upper and middle panels, we show the spectral convergence for these two variables in a logarithmic plot of the absolute value of the last spectral coefficient versus the number of collocation points. As we can see, the linear scaling in the logarithmic plot stops at some point, followed by an almost flat profile, indicating that we have reached the round-off error of the computer and hence we cannot expect to improve the truncation error. In the bottom panel of Fig. 6, we show the variations in the ADM mass, $M_{\text{ADM}}$, with respect to its initial value, $M_{\text{ADM}}(t_0)$, due to numerical inaccuracies during the Cauchy evolution (in an ideal situation this quantity should vanish for all times). Actually, what we show in this figure is the normalized quantity:

$$\Delta M_{\text{ADM}}(t) = \frac{|M_{\text{ADM}}(t) - M_{\text{ADM}}(t_0)|}{M_{\text{ADM}}(t_0)}.$$  \hfill (69)

In Fig. 6 we also see an exponential convergence of the deviations from the ADM mass ($\Delta M_{\text{ADM}}(t_f)$, with $t_0 = 0$) that saturate at a value around $10^{-10}$ for our particular test runs.

B. Convergence Analysis for the Characteristic Evolution

In the characteristic scheme, we have a non-uniform discretization in the radial coordinate $r$ in the initial grid, and it turns out that the evolution of the $r$-coordinate of the grid points [according to the ingoing null geodesic Eq. (57)] makes our grid even more unequally spaced. Despite this, the resolution increases with the number of grid points and we can study how the results converge as we increase this number. To that end, we run simulations with different initial number of grid points (the number of grid points changes along the evolution because we lose points through the origin) but with the same initial scalar field profile [see Eq. (70)]. These initial conditions form an AH and the point of the evolution that we take to analyze the convergence is just before the formation of the AH, when $A = 10^{-8}$ [$A$ is estimated via Eq. (53)]. That is, we monitor how the location of AH formation changes with the number of grid points, $N$. We use the following indicator:

$$p = \log_2 \left( \frac{|r_{\text{AH}}^{N/2} - r_{\text{AH}}^N|}{|r_{\text{AH}}^N - r_{\text{AH}}^{N/2}|} \right).$$  \hfill (70)

For $N = 120000$ we obtain $p \approx 3.0034$. This value means that the convergence of our code is third-order, in agreement with the convergence rate of the Simpson integration rule that we use.

C. Comparison between the Cauchy and characteristic evolutions

The main reason for implementing a hybrid Cauchy-characteristic evolution scheme is to bring together the best of these two methods of evolution in order to tackle interesting questions about gravitational collapse in AdS spacetimes, taking into account that the Cauchy evolution based on the PSC method allows us to follow the possible different bounces of the matter fields (a scalar field in our case) off the AdS boundary with high precision, whereas the characteristic evolution allows us to get very close to the point of formation of an AH. Then, although the two evolution schemes are used in different stages of the evolution, it is interesting to see how they compare when they are applied to the final moments of the collapse, when an AH forms. This comparison is also a justification for the introduction of our hybrid scheme, which on top of the two evolution methods requires a non-trivial transition between them. Then, we have evolved the same scalar field configurations with both evolution schemes to as close as possible to the point of AH formation, which can be monitored with the metric function $A$, which in the characteristic scheme can be computed using Eq. (53). We show the results of this comparison in Fig. 7 where we include a zoom to the relevant region for AH formation. In the left zoomed plot,
we show the metric function $A$ for a simulation with the Cauchy evolution scheme until the numerical code is not stable anymore without adding more domains, and such that if we keep adding resolution the evolution would essentially freeze because of the tiny time step allowed by the CFL condition. For the right zoomed plot, we initiated the evolution also with the Cauchy evolution scheme (in order to guarantee that we are comparing the same physical configuration) and then changed to the characteristic scheme until the point where the numerical noise becomes significant or the evolution effectively stops due to a too small $\Delta u$ step. As we can see, with the characteristic evolution we can get the function $A$ many orders of magnitude closer to the collapse than with the Cauchy scheme. This clearly illustrates the power of our hybrid scheme to study the collapse near AH formation.

D. Ingoing Null Geodesics

In order to understand better the magnitude of the numerical challenge posed by the study of gravitational collapse in AAdS spacetimes it is interesting to analyze the ingoing null geodesics in the characteristic evolution of AAdS spacetimes and compare them with the ingoing null geodesic in asymptotically-flat spacetimes. To begin with, let us look at the difference between the ingoing null geodesics in AdS spacetime, Eq. (26), and in Mink spacetime, in the equivalent coordinate system where the metric has the same form as in Eq. (26). The equation for the ingoing null geodesics has also the same form in both cases, i.e. Eq. (37), but the form of the metric function $\tilde{g}$ is different. In AdS spacetime we have $\tilde{g}_{\text{AdS}}(r) = 1 + r^2/\ell^2$ whereas in Mink we have $\tilde{g}_{\text{Mink}}(r) = 1$. Therefore, by solving the ingoing null geodesic equation, Eq. (37), we get the following expressions for the ingoing null geodesics:

$$
u_{\text{Mink}}(r) = 2(r_0 - r) ,$$
$$
u_{\text{AdS}}(r) = 2(\arctan(r_0) - \arctan(r)) .$$

(71)

These geodesics have been plotted in Fig. 8. This illustrates what can happen with our characteristic grid in AAdS evolutions in comparison with the asymptotically-flat case. As shown in Fig. 8, the grid points of an initial null slide ($u = 0$) move towards the origin much faster in AdS spacetime than in Mink spacetime. The conclusion of this for our simulations is that we must be very careful in choosing the initial null slide, in particular its size, because the grid points in AdS travel very fast towards the region near the origin, which means that our grid shrinks very fast and we may miss the interesting phenomena, in particular the formation of an AH.

On the other hand, in Fig. 9 we show the comparison between ingoing null geodesics in AdS spacetime and the ones of an AAdS spacetimes where the scalar field collapses forming an AH. We compute these geodesics numerically as the solution of Eq. (37). As soon as the geodesics approach to the spacetime point in the $(u, r)$-plane where the AH forms, all the ingoing null geodesics with $r > r_{AH}$ focus at that point as it can be seen in the zoom-in area of this figure, while those with $r < r_{AH}$ follow a different pattern.

V. RESULTS FROM THE NUMERICAL EVOLUTION

In this section we present results of our evolutions of the EKG system, Eqs. (2) and (3), in spherically-symmetric AAdS spacetimes. The families of initial configurations that we use for our evolutions are shown below: Eqs. (72) and (79) are initial data for Cauchy-only and Cauchy-characteristic evolutions, whereas Eq. (76) shows initial data used for characteristic-only evolutions.

The landscape of the gravitational collapse that emerged after the pioneer work of Ref. [31] can be summarized by saying that initially-compact scalar field configurations will sooner or later form an AH, depending on how many bounces off the AdS boundaries are required for the AdS turbulent instability to convert long-wavelength modes into short-wavelength ones so that the scalar field profile gets compressed enough to form a BH. This is illustrated in Fig. 10, where show the AH radius, $r_{AH}$, obtained by evolving a number of initial configurations from the family of Eq. (72) with our Cauchy-characteristic evolution scheme. This three-dimensional plot has been obtained by varying both the amplitude, $\varepsilon$, and the width, $\sigma$, of the initial configurations. It shows the different branches that appear and that represent configurations that have bounced off the AdS boundary a
fixed number of times (indicated by the color and branch number in Fig. 10) before collapsing and forming an AH, in contrast with the asymptotically-flat case where we have a single branch. The branches are clearly seen in the direction of the amplitude $\varepsilon$, where we have a high number of points, but it can be seen that it also happens in the direction of the width $\sigma$. The same should happen if we look at any direction in the plane $(\varepsilon, \sigma)$.

In what follows we describe new results regarding the critical collapse, that is, analyzing the configurations in FIG. 10 near the plane $r_{AH} = 0$, and we also describe results about the mass gap between branches and the power-law scaling found in our recent study [77] for the AH mass of the near subcritical configurations. These results consolidate further the conclusion reached in [77].

A. Critical Phenomena in AAdS Gravitational Collapse

In [77] it was concluded that at the critical points separating the branches, the supercritical configurations form an AH with mass going to zero with the same scaling as in the case of asymptotically-flat spacetimes [1], that is: $r_{AH} \sim (p - p_n)^{\gamma}$ where $p$ is an arbitrary parameter of the family of initial configurations, $p_n$ is the $n$-th critical value at which the AH mass goes to zero, and $\gamma$ is an universal exponent that in $d = 3$ has the expected value: $\gamma \approx 0.374$. This conclusion was confirmed in [77] for the branch 0 in FIG. 10 by fitting a large number of simulations near the critical point. In the present work we extend this result for the next five branches (up to branch 5) using the same family of initial data (similar to the one used in [31]):

$$U(t_o, x) = \varepsilon \exp \left(-\frac{4 \tan^2 x}{\pi^2 \sigma^2}\right),$$

$$V(t_o, x) = -U(t_o, x).$$

that represents a profile centered around the origin at the initial time, and characterized by the amplitude $\varepsilon$ and width $\sigma$. This particular choice, and anyone that fulfill the condition $V(t_o, x) = -U(t_o, x)$, directly implies: $(\partial_x^2 \phi)(t_o, x) \equiv 0$.

To obtain the scaling of the AH mass near the critical points of the different branches we have used the method introduced in [94], which consists in following the evolution of subcritical configurations very near the critical point and tracking the behaviour of the curvature scalar $R$ at the origin ($x = 0$). The subcritical character of these evolutions allows us to make the computation accurately using only the Cauchy evolution. The curvature scalar $R$ at $x = 0$, as well as other curvature scalars, starts to grow when the scalar field attempts to form an AH, reaching a maximum value (in absolute value), and then disperses towards the AdS boundary. This maximum will be higher the closer we approach the critical point $p_n$, being infinite at that point. Actually, it follows an scaling law of the kind [94]:

$$R_{\text{max}}|_{x=0} \sim (p_n - p)^{-2\gamma}.$$  

The scalar field near the critical point exhibits discrete self-similarity (type II critical behaviour) with an echoing period $\Delta$, which for the same reasons than $\gamma$ should be

FIG. 9. Comparison between ingoing null geodesics in pure AdS spacetime (green color) and in an AAdS spacetime describing gravitational collapse of a scalar field (fuchsia color). In the second, the geodesics focus around the forming AH. The small plot is a zoom-in of the region inside the red circle where it can be seen how the geodesics behave around $r_{AH}$. This size of the zoom-in plot is $\Delta r \approx 10^{-4}$ around $r \approx 0.03952$ and $\Delta u \approx 10^{-15}$ around $u \approx 0.224673828858275$.

FIG. 10. AH location in a 2-parameter phase space. We show the radial location of the AH formed for initial configurations from the family in Eq. (72) for different values of the amplitude, $\varepsilon$, and the width, $\sigma$. In the second, the geodesics focus around the forming AH. AdS spacetime (green color) and in an AAdS spacetime de-
We have carried out a series of Cauchy evolutions of initial configurations of the family in Eq. (72) with fixed width $\sigma = 0.05$ and amplitudes chosen to be subcritical for the first six critical points (see Fig. 10). The results of these simulations are plotted in Fig. 11 with the corresponding fittings. The values of the critical amplitudes, $\varepsilon_n$, the critical exponents, $\gamma$, and the echoing periods, $\Delta$, are presented in Table I. We can see that the values obtained for $\gamma$ and $\Delta$ are consistent with the known values for the collapse of massless scalar fields in asymptotically-flat spacetimes [1,4]. This was already shown for the first branch in [40] and also checked in [77].

We have already mentioned that the characteristic method of Sec. II B cannot be used to follow the full evolution of the scalar field because the characteristic grid shrinks with time and hence we cannot track bounces of the scalar field off the AdS boundary. However, we can in principle use the characteristic evolution for the particular cases in which the scalar field collapses directly, or in other words, we can in principle study the branch 0 with the characteristic evolution. Actually, this was already done in [40] using a double-null characteristic scheme. Here we repeat this analysis as a way of confirming this result and, at the same time, as a way of testing further our characteristic evolution. To that end, we have to prescribe initial data on a null slice $u = \text{const.}$ for the scalar field variable $h$. We choose the following family of initial conditions:

$$\phi(r) = \bar{h}(r) = \varepsilon \frac{r^2}{\ell^2} \exp\left(-\frac{(r-r_0)^2}{\ell^2 \sigma^2}\right).$$

(76)

We have performed a series of characteristic evolutions varying the amplitude $\varepsilon$ for three fixed values of the width $\sigma = 0.01, 0.05$ and 0.10. We compute the characteristic exponent $\gamma$ and echoing period $\Delta$ from the AH mass, in AAdS spacetimes $M_{\text{AH}} = r_{\text{AH}} \left(1 + r_{\text{AH}}^2/\ell^2\right)/2$ (the values of this mass that we quote in this paper are in units of $\ell$); that is, we fit our characteristic-only simulations to the
corresponding to the critical parameters for the six first branches as it is shown in Fig. 11.

\[ M_{AH} = \gamma \ln(p - p_n) + b_0 + F(\ln(p - p_n)) , \quad (77) \]

where \( F \) is again a periodic function with period \( \Delta/2\gamma \) [4, 74]. The results obtained from these simulations are plotted in Fig. 12 with the fittings to Eq. (77). The critical values of the amplitude, \( \varepsilon_0 \), the critical exponent \( \gamma \), and the echoing period \( \Delta \) are given in Table I. Again, the results are consistent with the predictions for the asymptotically-flat case.

| Branch | Critical Value \((\varepsilon_n)\) | Critical Exponent \((\gamma)\) | Echoing Period \((\Delta)\) |
|--------|---------------------------------|-------------------------------|-----------------------------|
| \( n = 0 \) | 335.572231 ± 0.000005 | 0.374 ± 0.006 | 3.33 ± 0.15 |
| \( n = 1 \) | 251.0942779 ± 0.00000001 | 0.3746 ± 0.0008 | 3.45 ± 0.02 |
| \( n = 2 \) | 216.208077165 ± 0.00000001 | 0.3743 ± 0.0004 | 3.45 ± 0.02 |
| \( n = 3 \) | 193.9755275 ± 0.0000001 | 0.377 ± 0.007 | 3.43 ± 0.04 |
| \( n = 4 \) | 178.070915 ± 0.0000001 | 0.376 ± 0.007 | 3.42 ± 0.06 |
| \( n = 5 \) | 165.946674 ± 0.000004 | 0.377 ± 0.010 | 3.46 ± 0.10 |

The second application of our Cauchy-characteristic evolution scheme is to study the mass gap between the branches of collapsed scalar field configurations [see Fig. 10]. In a previous work [77], using already this evolution scheme, we found that the subcritical solutions that are very close to the critical points form BHs with an AH whose mass obeys a scaling law of the form:

\[ M_{AH} - M_{g}^{n+1} \propto (p_n - p)^\xi , \quad (78) \]

where \( p_n \) denotes the critical value of the initial-data parameter \( p \) for the \( n \)-th branch; \( M_{g}^{n+1} \) is the mass of the \((n + 1)\)-th gap, between the branches \( n \) and \( n + 1 \), corresponding to the minimum mass of the AH formed by subcritical configurations; and \( \xi \) is the power-law exponent. In [77] we found that the exponent \( \xi \) has a value \( \xi \approx 0.70 \) and it was conjectured that this value is universal, the same for all families of initial configurations and for all branches/critical points. The numerical support for this conjecture given in [77] came from the evolution of two different one-parameter families of initial configurations and for the first two mass gaps, the one between branches 0 and 1, and the one between branches 1 and 2. The two one-parameter families of initial configurations both came from the same larger family of initial conditions given in Eq. (72), one by fixing the width \( \sigma \) and the other one by fixing the amplitude \( \varepsilon \).

In this work we give new evidence for this conjecture. First by considering a completely new different family of initial configurations, in the sense that it is functionally different, and second, by extending the study to the third mass gap, between the branches 2 and 3.

The new family of initial conditions that we consider is inspired by a proposal in [59, 60] of setting the initial profile far from the origin and centered close to the AdS boundary. The form for the initial values of our Cauchy variables is given by

\[ U(t_\alpha, x) = \varepsilon \cosh^{-1} \left( \frac{\tan(x) - \tan(x_0)}{\sigma} \right) , \quad (79) \]

This family has also two parameters, an amplitude \( \varepsilon \) and a width \( \sigma \). These configurations are evolved using the Cauchy-characteristic evolution scheme. It turns out that the simulations for the configurations within the parameter region of interest, those that lead to subcritical scalar field collapse, are numerically more challenging than in the case of the initial conditions from the family in Eq. (72). The reason for this is that the energy distribution in the new family of configurations is not as compact as in the old one. This has already been illustrated in the evolutions tracking the center of mass of the

| Width \((\sigma)\) | Critical Value \((\varepsilon_0)\) | Critical Exponent \((\gamma)\) | Echoing Period \((\Delta)\) |
|-----------------|---------------------------------|-------------------------------|-----------------------------|
| 0.01            | 7.828039 ± 0.000002             | 0.376 ± 0.006                 | 3.2 ± 0.4                   |
| 0.05            | 25.907772996 ± 0.00000003       | 0.3748 ± 0.0004               | 3.33 ± 0.10                 |
| 0.10            | 23.8595911 ± 0.000001           | 0.375 ± 0.005                 | 3.45 ± 0.10                 |
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FIG. 13. Mass gap 1, between the branches 0 and 1. The behavior near the subcritical solutions marked by the red circle follows the power law in Eq. (78). The zoom-in plot shows the fitting of the data. The critical point is located at an amplitude $\varepsilon_0 = 1.093435 \pm 0.000001$. The values for the mass gap, $M_1\text{gap}$, and power law exponent, $\xi$, are given in Eqs. (80) and (81) respectively.

scalar field profile shown in Fig. 3. For our simulations we set $x_0 = 1.2$ and $\sigma = 0.2$. With this choice the first critical point is found at $\varepsilon = \varepsilon_0 = 1.093435 \pm 0.000001$. In Fig. 13 we show, in the plane $\varepsilon - M_{AH}$, the region near this first critical point. The red circle in the figure indicates the area from where we have taken the data to fit the power law of Eq. (78), which is shown in the zoom-in plot of the same figure. In this case we find that the mass gap is:

$$M_1\text{gap} = (7.2954 \pm 0.0008) \times 10^{-3},$$

and the power-law exponent has a consistent with the conjectured universal character:

$$\xi = 0.68 \pm 0.07.$$  

On the other hand, we have also studied the power law of Eq. (78) for additional mass gaps, beyond the gaps between branches 0-1 and 1-2, already studied in [77]. This is a particularly challenging goal since it involves a number of simulations where we have to track the scalar field through two bounces off the AdS boundary. Then, the problem is challenging from the point of view of accuracy because the subcritical configurations are quite challenging in terms of resolution requirements since we have to evolve the sharp features originated during the quasi-collapse stage to the AdS boundary and back. It is also challenging from the point of view of computational cost since each of these simulations takes significantly much more time than the previous ones. We need to perform many of them in order to locate the critical point and to have enough subcritical configurations close to it in order to extract the values of the mass gap and power-law exponent with a good precision. Again, considering the conjecture established in [77] we expect to find the same power law [Eq. (78)] around all the mass gaps. We have analyzed the situation around the third mass gap, between the branches 2 and 3, using the initial configurations in Eq. (72) fixing the value of the width to $\sigma = 0.05$. The critical point associated with the second branch is located at a value of $\varepsilon = \varepsilon_2 = 216.203 \pm 0.009$. Then, from the evolution of subcritical configurations associated with this critical point we obtained the $\varepsilon - M_{AH}$ plot shown in Fig. 14. The fit to this data gives us the value of the mass gap:

$$M_2\text{gap} = (5.44 \pm 0.02) \times 10^{-4},$$

and the power-law exponent of Eq. (78) is found to be:

$$\xi = 0.69 \pm 0.04.$$  

This value is also consistent with the values found in [77], for the first two mass gaps, and with the value found here [see Eq. (81)], for the first mass gap, using a functionally different family of initial data, namely the one given by Eq. (79). Therefore, these results give more numerical support to the conjecture about the universality of the power law of Eq. (78), with an exponent of $\xi \simeq 0.70$.

VI. CONCLUSIONS

The collapse of a massless scalar field in a spherically-symmetric AAdS spacetime shows a much richer phenomenology than the analogous problem in asymptotically-flat spacetimes as it was realized for the first time in [31] and is illustrated by our Fig. 10. Both the long-term evolution and the dynamics of gravitational collapse present distinctive features that are not yet fully understood. In this work we have focused on the dynamics near collapse, when an AH is forming. To study this question we need to resort to numerical methods, taking into account that we are dealing with a problem that represents an important challenge for the design and performance of a numerical code that solves the PDEs describing the system, despite the fact that we are dealing with a 1+1 problem (spherical symmetry). The main reason for this lies behind the causal structure of global AdS, where light-like signals can reach the AdS boundary in a finite time. As a consequence, an scalar field configurations that fails to form an AH in a first attempt will travel to the AdS in a finite time, bounce and travel back towards the origin, where it will have a second chance to form an AH. This process will be repeated until, after a number of bounces, the scalar field will collapse forming an AH. This is not the whole story as we
have evidence of stable scalar field configurations, but the whole picture is not yet completely understood. The near subcritical configurations are very challenging since they are very close to collapse, which induce large gradients in the field variables that we have to propagate to the AdS boundary and back. In this sense, AAdS spacetimes constitute an excellent arena for the development of new numerical relativity methods and tools.

In this paper we have presented a new numerical scheme to study these situations which, in essence, is a hybrid Cauchy-characteristic evolution scheme. The Cauchy evolution uses a multidomain PSC method for the spatial discretization and the characteristic evolution follows the ingoing null geodesics, which allows us to get much closer to the point of AH formation than with the Cauchy evolution. An additional crucial part of this method is the transition between the two schemes. We have described in detail all the analytic and numerical ingredients of this Cauchy-characteristic evolution scheme. In doing so we have also analyzed the differences between evolution in AAdS and asymptotically-flat spacetimes, pointing out how the effect of the cosmological constant makes our simulations more challenging. We have also shown the convergence properties of the different parts of the scheme and how we implement AMR techniques for the Cauchy-evolution sector. Given that the scalar field configurations that we have considered are localized in the radial direction, in the sense that the energy density is concentrated within a single radial interval, we have studied how two definitions of center of mass can track the evolution of the field and how by using them we can also have a sense of how compact a certain scalar field configuration is.

With this numerical scheme we studied in [177] the subcritical scalar field configurations near the different branches that appear depending on the number of times that field bounced off the AdS boundary. We found evidence that these configurations follow the power law: $M_{\text{AH}} - M_{g}^{n+1} \propto (p_n - p)^{\xi}$, with the mass gap between branches (separated by the location of the critical point, $p_n$) given by $M_{g}^{n+1}$ and the exponent $\xi$ was conjectured to be universal, independent of the initial data and also the same for all the mass gaps/branches. The numerical support provided in [177] comes from the first two mass gaps using the initial conditions of Eq. (72) varying both the amplitude and the width. In this paper we have further evidence for this conjecture, first by using a completely different class of initial conditions, the one in Eq. (79), and second, by looking at the third mass gap. All these results support our conjecture for the power law at the mass gaps and the universal character of the exponent which, in all cases, has been found to be consistent with a value of $\xi \approx 0.7$.

In addition, we have also obtained the critical exponents associated with the multiple critical points that appear in the case of AAdS spacetimes. By tracking supercritical configurations using only the Cauchy evolution we have been able to find the critical points associated with the branches 0 to 5. We have confirmed the expected result [21] that at AH formation the presence of the negative cosmological constant is irrelevant. Indeed, the critical exponents and echoing periods that we have found are consistent with the values of the asymptotically-flat case.

In summary, we have introduced a hybrid Cauchy-characteristic method that is particularly suited to study the dynamics in spherically-symmetric spacetimes near the point of formation of an AH. This has allowed us to find new features and understand better gravitational collapse in AAdS spacetimes. This evolution scheme is quite general and it can be applied to other scenarios of physical interest, including different spacetime dimension, other matter fields, or even for a different spacetime causal structure.
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method with a multidomain grid. The communication between subdomains becomes very clear in terms of the characteristic variables.

**Appendix B: Basic ingredients of the PSC Method**

Broadly speaking, spectral methods can approximate solutions of PDEs by finite expansions of the variables using a given basis of functions. The coefficients of such expansion are determined by imposing an appropriate criterion that forces this expansion to approach the exact solution as we increase the number of terms in the expansion. In the case of the PSC method, the criterion consists in imposing the expansion to be exact at a set of collocation points (see, e.g. [87]). Here we use the Chebyshev polynomials, \{T_n(X)\} (\(X \in [-1, 1]\), the spectral domain), as the basis functions, which can be expressed in the following form:

\[ T_n(X) = \cos \left( n \cos^{-1}(X) \right). \]  

They are orthogonal in the continuum in the following sense:

\[ (T_n, T_m) = \int_{-1}^{1} \frac{dX}{\sqrt{1 - X^2}} T_n(X) T_m(X) = \frac{\pi c_n^2}{2} \delta_{nm}, \]  

where the coefficients \(c_n\) are

\[ c_n = \begin{cases} 2 & \text{for } n = 0, \\ 1 & \text{otherwise}. \end{cases} \]  

The set of collocation points that we use are those of a Lobatto-Chebyshev grid. The spectral coordinates of these points are the zeros of the polynomial \((1 - X^2)T_n'(X) = 0\), where the prime here indicates differentiation with respect to \(X\). The zeros can be written as

\[ X_i = -\cos \left( \frac{\pi i}{N} \right) \quad (i = 0, 1, \ldots, N), \]  

which means that the boundary points \(X = \pm 1\) are included in the grid, in contrast with other collocation grids, like for instance the Gauss-Chebyshev grid (see, e.g. [87]). Taking into account the properties of the Gauss-Lobatto-Chebyshev quadratures (see, e.g. [87]), the Chebyshev polynomials have another orthogonality relation, in the discrete, in the following sense \((n, m = 0, \ldots, N)\):

\[ [T_n, T_m] = \sum_{i=0}^{N} w_i T_n(X_i) T_m(X_i) = \nu_n^2 \delta_{nm}, \]  

where \(w_i\) are the weights associated with the Chebyshev-Lobatto grid, \(w_i = \pi / (N \tilde{c}_i)\), and where the \(\tilde{c}_i\)'s are normalization coefficients given by

\[ \tilde{c}_i = \begin{cases} 2 & \text{for } i = 0, N, \\ 1 & \text{otherwise}. \end{cases} \]  

Finally, the constants \(\nu_n\) in Eq. (B5) are given by \(\nu_n^2 = \pi \tilde{c}_n / 2\).

In general the computational domain, say \([x_L, x_R]\), does not coincide with the spectral one, \([-1, 1]\) and we need a one-to-one mapping between them. The simplest choice, and the one we use, is the linear mapping:

\[ x \rightarrow X(x) = \frac{2x - x_L - x_R}{x_R - x_L}. \]  

and the inverse one is:

\[ X \rightarrow x(X) = \frac{x_R - x_L}{2} X + \frac{x_L + x_R}{2}. \]  

For mesh refinement purposes (see Sec. III B) we use a multidomain PSC method consisting in the split the computational domain, \(\Omega = [x_L, x_R]\), into a number of disjoint subdomains \((D)\):

\[ \Omega = \bigcup_{a=1}^{D} \Omega_a, \quad \Omega_a = [x_{a,L}, x_{a,R}], \]  

where \(x_{a,L}\) and \(x_{a,R}\) are the left and right boundaries of the subdomain \(\Omega_a\) \((x_{a,L} = x_{a-1,R}\) and \(x_{a,D,R} = x_{a,R}\)). Since they are disjoint subdomains we have that \(x_{a,L} = x_{a+1,R}\) \((a = 1, \ldots, D)\). We apply the PSC method to each subdomain, and hence our variables have different expansions in Chebyshev polynomials in each subdomain. Then, each physical subdomain is mapped to the spectral domain \([-1, 1]\) using the linear mappings of Eqs. (B7) and (B8), which we call \(x_a(X)\) and \(X_a(x)\). The different expansion for the different subdomains are then matched by using the appropriate boundary conditions (see the description in Sec. III A).

Let us now look at the spectral approximation for the variables of our problem, which we arranged in the vector \(\mathbf{Z}\). At a given subdomain \(\Omega_a\), in the PSC method, we have two representations of the approximation for our variables. First, we have the standard spectral representation of the approximation to our variables in a given subdomain \(a\), \(U_{a,N}(t,x)\):

\[ U_{a,N}(t,x) = \sum_{n=0}^{N} \mathbf{a}_{a,n}(t) T_n(X_a(x)) \]  

where the \(\mathbf{a}_{a,n}\) are (time-dependent) vectors that contain the spectral coefficients of the expansion of our variables. In the PSC method, we have also a physical expansion, which looks as follows:

\[ U_{a,N}(t,x) = \sum_{i=0}^{N} U_{a,i}(t) C_i(X_a(x)), \]  

where \(C_i(X)\) are the cardinal functions [7] associated with our choice of basis functions (Chebyshev polynomials) and set of collocation points (Lobatto-Chebyshev grid). Their expression is

\[ C_i(X) = \frac{(1 - X^2)T_n'(X)}{(1 - X_i^2)(X - X_i)T_n'(X_i)}. \]
The cardinal functions have the following remarkable property:
\[ C_i(X_j) = \delta_{ij} \quad (i, j = 0, \ldots, N), \]
so that the time-dependent (vector) coefficients, \( \{U_{j}\}_i \), of the expansion in Eq. (B11) are the values of our variables at the collocation points
\[ U_{a,N}(t, x_a(X_j)) = U_{a,i}(t). \]
These are the unknowns that one looks for in the PSC method. The spectral and physical representations [Eqs. (B10) and (B11), respectively] are related via a matrix transformation \([87]\). The computations (float-point operations) required to change representation using the matrix transformations increase, with the number of collocation points, as \( \sim N^2 \). Nevertheless, we can introduce a new spectral coordinate via \( X = \cos \theta \) (with \( \theta \in [0, \pi] \)), in such a way that the Chebyshev polynomials become
\[ T_n(\cos \theta) = \cos(n\theta). \]
Then, an spectral expansion in Chebyshev polynomials like the one in Eq. (B10) can be mapped to a cosine series. Then, we can perform the change of representation by means of a discrete Fourier transform using a Fast-Fourier Transform (FFT) algorithm. In our numerical codes, we use the routines of the FFTW library \([96]\). Then, the number of computations required for a change of representations increases as \( \sim N \ln N \) with the number of collocation points.

Changing between representations is useful in order to compute derivatives and nonlinear terms. In the case of derivatives, they are much simpler to be computed in the spectral representation. Then, we can transform from the physical to the spectral representation, compute derivatives there, and finally transform back to the physical representation. In the case of a Chebyshev PSC method, the differentiation process can be described by the following scheme
\[ \partial_x : \{U_{j}\} \xrightarrow{FFT} \{a_{n}\} \xrightarrow{\partial_x} \{b_{n}\} \xrightarrow{FFT} \{(\partial_x U)_i\}, \]
where \( \{b_{n}\} \) are the spectral coefficients associated with the spatial derivative \( \partial_x \), and their relation to the spectral coefficients of the variables, \( \{a_{n}\} \), is given by (see, e.g. \([87]\))
\[ b_N = b_{N-1} = 0, \quad (B17) \]
\[ b_{n-1} = \frac{1}{c_n} \{2n a_n + b_{n+1}\} \quad (n = N - 1, \ldots, 1), \quad (B18) \]
where the coefficients \( c_n \) are given in Eq. (B3).

Another important operation where the changing between representation is very useful is integration. Let us assume we want to integrate the function \( g(X) \) (we assume we have already changed to the spectral coordinate \( X \)) from the right, that is, \( f(X) = \int_X^{X_{N+1}} dX' g(X') \), which assumes that an integration constant/boundary condition is imposed on the right boundary, \( f(X_N) = f_N \). Then, we can follow the scheme
\[ \int_X^N : \{U_{j}\} \xrightarrow{FFT} \{a_{n}\} \xrightarrow{\partial_x} \{b_{n}\} \xrightarrow{FFT} \{(f_X')_i\}, \quad (B19) \]
where \( \{b_{n}\} \) are the spectral coefficients associated with the integral from the right, \( f(X) \), and their relation to the spectral coefficients of the function \( g(X) \), \( \{a_{n}\} \), is given by
\[ b_N = \frac{a_{N-1}}{2N}, \quad (B20) \]
\[ b_n = \frac{1}{2n} \{c_{n-1} a_{n-1} - a_{n+1}\} \quad (n = N - 1, \ldots, 1), \quad (B21) \]
\[ b_0 = f_N - \sum_{n=1}^{N} b_n. \quad (B22) \]
The process to integrate from the left, \( f(X) = \int_{X_{N-1}}^X dX' g(X') \), is very similar. In this paper we use both since some variables that are obtained via integration with respect to \( x \) require a boundary condition at the origin and others on the AdS boundary. It is simple to extend these rules to our multidomain scheme.

Finally, in the PSC method, we find a discretization of our system of equations in Eqs. (8)-(13) by imposing them at every collocation point. In practice, this is done by introducing the expansion (B11) into the Eqs. (8)-(13), and then we evaluate the result at every collocation point of our Chebyshev-Lobatto grid (B4). We obtain a system of ODEs for the variables \( \{U_{j}(t)\} \)
\[ \dot{U}_i = \mathbb{A} \cdot (\partial_x U)_i + \mathbb{B} \cdot U_i + \mathbb{S}_i, \quad (B23) \]
where the dot denotes differentiation with respect to the time coordinate \( t \), and \( (\partial_x U)_i \) has to be interpreted according to the scheme in Eq. (B16).
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