ON MULTIPLICATIVE FUNCTIONS WITH SMALL PARTIAL SUMS

STELIOS SACHPAZIS

ABSTRACT. In analytic number theory, several results make use of information regarding the prime values of a multiplicative function in order to extract information about its averages. Examples of such results include Wirsing’s theorem and the Landau-Selberg-Delange method. In this paper, we are interested in the opposite direction. In particular, we prove that when $f$ is a suitable divisor-bounded multiplicative function with small partial sums, then $f(p) \approx -p^{\gamma_1} \cdots -p^{\gamma_m}$ on average, where the $\gamma_j$’s are the imaginary parts of the zeros of the Dirichlet series of $f$ on the line $\text{Re}(s) = 1$. This extends a result of Koukoulopoulos and Soundararajan and it builds upon ideas coming from previous work of Koukoulopoulos for the case where $|f| \leq 1$.

1. INTRODUCTION

Let $D$ be a fixed positive integer and let $f$ be a multiplicative function such that $|f| \leq \tau_D$. Recent work of Granville and Koukoulopoulos [3] implies that if $f(p) \approx v$ on average, in the sense that

$$\sum_{p \leq x} f(p) \log p = vx + O_M \left(\frac{x}{\log x}^M\right)$$

for all $x \geq 2$ and $M > 0$, then

$$\sum_{n \leq x} f(n) = \frac{c(f, v)}{\Gamma(v)} x (\log x)^{v-1} + O_{D,M,v} \left(x (\log x)^{\text{Re}(v)-2}\right)$$

for some constant $c(f, v)$. This result builds on earlier work of Landau-Selberg-Delange [2, 7, 8, 10] and of Wirsing [12, 13].

Since $|f| \leq \tau_D$, condition (1.1) implies that $|v| \leq D$. So, if $v \notin \mathbb{Z}_{\leq 0}$ and $c(f, v) \neq 0$, then the “main term” of the asymptotic formula (1.2) does not vanish and it thus determines the asymptotic behaviour of the partial sums of $f$. More precisely, it is then true that

$$\left|\sum_{n \leq x} f(n)\right| \sim \left|\frac{c(f, v)}{\Gamma(v)}\right| \frac{x}{(\log x)^{1-\text{Re}(v)}}$$

as $x \to \infty$.

Of course, $\text{Re}(v) \geq -|v| \geq -D$, and this means that, asymptotically, the size of the partial sums $\sum_{n \leq x} f(x)$ can get no smaller than $x/(\log x)^{D+1}$.

Hence, if $c(f, v) \neq 0$, then by further assuming that

$$\sum_{n \leq x} f(n) \ll \frac{x}{(\log x)^A}$$

for some fixed $A > D + 1$. 
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we force the complex number \( v \) to be a non-positive integer of \( \{0, -1, \ldots, -D\} \).

The trivial upper bound for \( \sum_{n \leq x} f(n) \) is \( x \log x)^{D-1} \), the upper bound that one can get by replacing \( f \) by \( \tau_D \). Therefore, the above reasoning claims that when \( c(f, v) \neq 0 \) and \( f \) has small averages, that is (1.3) is satisfied, there exists only a finite number of possibilities for the average size of \( f(p) \). However, the respective argument was developed under condition (1.1), a condition that guarantees a priori knowledge on the average size of \( f \) on the primes. Consequently, we might start wondering whether it is possible to draw specific conclusions about the average size of \( f(p) \) when (1.3) holds without assuming (1.1). The goal of the present paper is to provide an answer to this question. To this end, in the last section we prove the following theorem, which is our main result.

**Theorem 1.1.** Fix a positive integer \( D \) and a real number \( A > D + 1 \). Let also \( f \) be a multiplicative function such that \( |\Lambda_f| \leq D \cdot \Lambda \), where \( \Lambda_f \) is the unique arithmetic function defined through the relation \( f \cdot \log = \Lambda_f \cdot f \) and \( \Lambda \) is the von Mangoldt function. Assume further that

\[
\sum_{n \leq w} f(n) \ll \frac{w}{(\log w)^A} \quad \text{for all} \quad w \geq 2.
\]

Then there exists a multiset \( \Gamma \) of \( m \) real numbers with \( m \leq D \) and such that

\[
(1.4) \quad \left| \sum_{p \leq x} \left( f(p) + \sum_{\gamma \in \Gamma} p^{i\gamma} \right) \log p \right| \leq O_{f, T} \left( \frac{x(\log \log x)^{D+m}}{(\log x)^{\min(1, A-D-1)/2}} \right) + O_{f, T} \left( \frac{x(\log T)^{D+m}}{\sqrt{T}} \right),
\]

for all \( x \geq 3 \) and any \( T \geq 1 \). The implied constants depend also on \( D \) and \( A \).

**Corollary 1.2.** Under the assumptions of Theorem 1.1, there exists a multiset \( \Gamma \) of at most \( D \) real numbers such that

\[
(1.5) \quad \lim_{x \to +\infty} \frac{1}{x} \sum_{p \leq x} \left( f(p) + \sum_{\gamma \in \Gamma} p^{i\gamma} \right) \log p = 0.
\]

So, Theorem 1.1 predicts that \( f(p) \approx - \sum_{\gamma \in \Gamma} p^{i\gamma} \) on average. It turns out that \( \Gamma \) is the multiset of the ordinates of the zeros of the Dirichlet series of \( f \) on the line \( \text{Re}(s) = 1 \).

Results like Wirsing’s theorem [12, 13] and the Landau-Selberg-Delange method [2, 7, 8, 10] require information about the prime values of a multiplicative function and they give us back information about its averages. Theorem 1.1 does the converse. It uses the fact that the averages of an appropriate multiplicative function are small and it returns information about its structure on primes.

In 2013, Koukoulopoulos [4] covered the case where \( D = 1 \) and \( A > 2 \). Seven years later, in 2020, in joint work with Soundararajan [6], they proved an analogue of Theorem 1.1 when \( D \) is any fixed positive integer and \( A > D + 2 \). In the special case where the Dirichlet series of \( f \) has a single root of multiplicity \( D \) on the line \( \sigma = 1 \), they proved the same result in the range \( A > D + 1 \). Theorem 1.1 extends both of their results, since it takes the full range \( A > D + 1 \) into account and makes no assumptions on the zeros of the Dirichlet series of \( f \).

**Remark 1.1.** If the hypothesis \( A > D + 1 \) is replaced by the inequality \( A < D + 1 \), then the prediction of Theorem 1.1 is false and we can verify this with a counterexample. Let \( \kappa \in \mathbb{R} \setminus \mathbb{Q} \)
be such that $A - 1 < \kappa < D$. Then $|\Lambda_{\tau_{-\kappa}}| = \kappa \cdot \Lambda \leq D \cdot \Lambda$ and $\sum_{n \leq x} \tau_{-\kappa}(n) \ll_{\kappa} x/(\log x)^{\kappa+1}$ for all $x \geq 3$, meaning that $\tau_{-\kappa}$ would meet the conditions of Theorem 1.1 with $A < D + 1$. The Dirichlet series of $\tau_{-\kappa}$ is $\zeta^{-\kappa}(s)$ and it has no zeros on $\text{Re}(s) = 1$, because $\kappa$ is irrational and this implies that $\zeta^{-\kappa}$ has a singularity at $s = 1$ which is not a pole. So, the multiset $\Gamma$ is empty in the case of $\tau_{-\kappa}$. Consequently, under the assumption $A < D + 1$, for the function $\tau_{-\kappa}$, Theorem 1.1 would yield that $-\kappa = \tau_{-\kappa}(p) \approx 0$ on average, which is absurd.

Remark 1.2. Note that in Theorem 1.1 one can restrict the sum $\sum_{\gamma \in \Gamma} p^{i\gamma}$ to the ordinates $|\gamma| \leq T$. Indeed, for $|\gamma| > T$, we have that

$$\sum_{p \leq x} p^{i\gamma} \log p = \frac{x^{1+i\gamma}}{1+i\gamma} + O\left(\frac{x}{\log x}\right) \ll \frac{x}{T} + \frac{x}{\log x}.$$ 

Notation and definitions. For notational ease, throughout the rest of the text we suppress any dependence of the implied constants on $D$ and $A$. We are doing this because there are many such dependencies. For an integer $n > 1$, we denote the smallest prime factor of $n$ by $P^-(n)$. For $n = 1$, we define $P^-(1) = +\infty$. Moreover, in this paper, the lowercase greek letter $\phi$ denotes the Euler totient function and the arithmetic functions $\omega$ and $\Omega$ are defined, as usual, through the relations $\omega(n) = \sum_{p|n} 1$ and $\Omega(n) = \sum_{p^a || n} a$. An arithmetic function which is bounded by a divisor function $\tau_k$ will be called divisor-bounded. Finally, we will be denoting the Dirichlet series of an arithmetic function $f$ by

$$L(s, f) = \sum_{n \geq 1} \frac{f(n)}{n^s},$$

provided that the series of the right-hand side converges.
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2. The Ideas Behind the Proof of Theorem 1.1

In this section we sketch and motivate the proof of Theorem 1.1. But, before doing so, we give some necessary notation.

First, as in the statement of Theorem 1.1, for a multiplicative function $g$, we will be using the notation $\Lambda_g$ for the unique arithmetic function defined through the relation

$$g \cdot \log = \Lambda_g \ast g.$$ 

The function $\Lambda_g$ is supported on prime powers and in particular, $\Lambda_g(p) = g(p) \log p$ on the primes. It is also true that $\Lambda_{g \ast h} = \Lambda_g \ast \Lambda_h$ for any two multiplicative functions $g$ and $h$.

We now introduce two classes of multiplicative functions and make a few comments about the first one. Given an integer $D \in \mathbb{N}$ and a real number $A > 0$, we define the sets
\[ \mathcal{F}(D) := \{ f : \mathbb{N} \to \mathbb{C}, f \text{ multiplicative}, |\Lambda_f| \leq D \cdot \Lambda \}, \]

\[ \mathcal{F}(D, A) := \left\{ f \in \mathcal{F}(D), \sum_{n \leq x} f(n) \ll \frac{x}{(\log x)^A} \text{ for all } x \geq 2 \right\}. \]

Note that for a function \( f \in \mathcal{F}(D) \), we have that

\[ -\frac{L'(s, f)}{L(s, f)} = \sum_{n \geq 1} \frac{\Lambda_f(n)}{n^s} \text{ for } \text{Re}(s) > 1 \]

and that the series converges absolutely when \( \text{Re}(s) > 1 \).

The class \( \mathcal{F}(D) \) includes many important number-theoretic functions, like the Möbius function \( \mu \), the Liouville function \( \lambda \) and the generalized divisor functions \( \tau_k \) for \( k \leq D \). There are technical reasons that make the class \( \mathcal{F}(D) \) very convenient to work with. For example, if \( f \in \mathcal{F}(D) \), then \( f^{-1} \in \mathcal{F}(D) \), where \( f^{-1} \) is the Dirichlet inverse of \( f \), namely, the inverse of \( f \) with respect to the Dirichlet convolution. Furthermore, if \( f \in \mathcal{F}(D) \), then both \( f \) and \( f^{-1} \) satisfy the inequalities

\[ |f| \leq \tau_D, \quad |f^{-1}| \leq \tau_D. \]

These two last results are proved in [6, Lemma 2.2].

Having now defined the classes \( \mathcal{F}(D) \) and \( \mathcal{F}(D, A) \), we continue by describing the ideas behind the proof of Theorem 1.1. For a multiset \( \Gamma = \{ \gamma_1, \ldots, \gamma_m \} \), we let

\[ \tau_\Gamma(n) = \sum_{d_1^{\gamma_1} \cdots d_m^{\gamma_m} = n} d_1^{\gamma_1} \cdots d_m^{\gamma_m} \text{ for } n \in \mathbb{N}. \]

Then, for a function \( f \in \mathcal{F}(D, A) \), we consider the multiplicative function \( f_\Gamma = f \ast \tau_\Gamma \). On the primes \( p \), the values of the function \( f_\Gamma \) are

\[ f_\Gamma(p) = f(p) + \sum_{\gamma \in \Gamma} p^{\gamma}. \]

From now on, we focus on establishing a bound for the sums \( \sum_{p \leq x} f_\Gamma(p) \log p \) for some suitable multiset \( \Gamma \). Note that

\[ (2.1) \quad \Lambda_{f_\Gamma}(n) = \Lambda_f(n) + \sum_{\gamma \in \Gamma} \Lambda(n) n^{i\gamma}. \]

Therefore, \( |\Lambda_{f_\Gamma}| \leq (D + m) \cdot \Lambda \), as \( f \in \mathcal{F}(D) \). Moreover, since \( \Lambda_{f_\Gamma} \) is supported on prime powers, and the contribution of the squares of primes, the cubes of primes and all the larger powers of primes in \( \sum_{n \leq x} \Lambda_{f_\Gamma}(n) \) is at most \( O_m(\sqrt{x}) \), we have

\[ \sum_{p \leq x} f_\Gamma(p) \log p = \sum_{n \leq x} \Lambda_{f_\Gamma}(n) + O_m(\sqrt{x}), \]

and so our goal now is to estimate the sums of the right-hand side.

With \( \Gamma \) being the multiset of the ordinates of the zeros of the continuous extension of \( L(\cdot, f) \) on \( \text{Re}(s) \geq 1 \), Koukoulopoulos and Soundararajan [6] bounded the sums \( \sum_{n \leq x} \Lambda_{f_\Gamma}(n) \) by applying
a smoothed version of Perron’s formula to the Dirichlet series of \(- (L'/L)\)'(\cdot, f_T)\). Their approach requires information on the size of \(L(\cdot, f_T)\) and of its two first derivatives. It turns out that this information is available once \(A > D + 2\). The wider range \(A > D + 1\) can only ensure bounds for \(L(\cdot, f_T)\) and \(L'(\cdot, f_T)\). However, if they had used a variant of Perron’s formula for \((L'/L)'(\cdot, f_T)\), so that they avoided the presence of the second derivative \(L''(\cdot, f_T)\), the resulting bound at the end of their argument would have been off by one factor of \(\log x\), making it trivial.

In the present paper, we circumvent the use of higher derivatives which are responsible for the condition \(A > D + 2\) in the work of Koukoulopoulos and Soundararajan [6]. We do so by resorting to the recursiveness of the mean values of multiplicative functions. By this, we mean the identity

\[
\sum_{n \leq x} f_T(n) \log n = \sum_{n \leq x} \Lambda_{f_T}(n) \sum_{d \leq x/n} f_T(d).
\]

The idea that is about to be described is inspired by the work of Koukoulopoulos [4]. By establishing an estimate for the sums \(\sum_{n \leq x} f_T(n)\), we can apply partial summation to bound the sums of the left-hand side in (2.2). One might then make use of Dirichlet’s hyperbola method to obtain an estimate for

\[
\sum_{n \leq \sqrt{x}} f_T(n) \sum_{d \leq x/n} \Lambda_{f_T}(d).
\]

The summand corresponding to \(n = 1\) is \(\sum_{d \leq x} \Lambda_f(d)\), which is the sum that we are trying to bound. The problem is that the next term equals \(f(2) \sum_{d \leq x/2} \Lambda_f(d)\) and this term is expected to have roughly the same size as the “main term” \(\sum_{d \leq x} \Lambda_f(d)\). In order for this obstacle to be overcome, sieve methods come into play. By combining sieves with the hyperbola method and the “recursiveness” of averages for the function \(f_T \cdot 1_{p-1 > z}\), we aim to estimate

\[
\sum_{n \leq \sqrt{x}} f_T(n) \sum_{d \leq x/n} \Lambda_{f_T}(d).
\]

The summand for \(n = 1\) is again the sum \(\sum_{d \leq x} \Lambda_f(d)\), but this time all the summands for \(n \in (1, z]\) vanish. So, the problem that occurred before is now resolved. In addition, the summands with \(n > z\) are supported on a set of density \(\ll 1/\log z\).

With this approach we will bound \(\sum_{d \leq x} \Lambda_{f_T}(d)\) in terms of its integrals

\[
\int_1^x \left| \sum_{d \leq t} \Lambda_{f_T}(d) \right| \frac{dt}{t^2}.
\]

We finally estimate these integrals by proceeding in the following way. After an application of the Cauchy-Schwarz inequality, we apply Parseval’s theorem to bound the above integral by an integral involving the logarithmic derivative of \(L(\cdot, f_T)\). We continue by splitting the integral in the ranges \(|t| \leq T\) and \(|t| > T\). In the first range we bound the integral trivially by using the continuity of \(L(\cdot, f_T)\) and \(L'(\cdot, f_T)\) and in the second one we apply a mean value theorem about \(L^2\) norms of Dirichlet series.
3. Auxiliary Results

This section is a collection of lemmas, propositions and theorems that will be of use later in the text. We begin with a lemma [1, Theorem 2.22] which is an immediate consequence of Möbius inversion.

**Lemma 3.1.** Let \( F : (0, +\infty) \to \mathbb{C} \) and \( G : (0, +\infty) \to \mathbb{C} \) be two complex-valued functions such that \( F(x) = G(x) = 0 \) for \( x \in (0, 1) \). Let \( h \) be an arithmetic function which has an inverse under Dirichlet convolution which we denote by \( h^{-1} \). If

\[
G(x) = \sum_{n \leq x} h(n) F(x/n),
\]

then

\[
F(x) = \sum_{n \leq x} h^{-1}(n) G(x/n).
\]

**Proposition 3.2.** Let \( \{a_n\}_{n \in \mathbb{N}} \) be a sequence of positive real numbers and let \( k \) be a positive integer. For \( y \geq 0 \), we have that

\[
\# \left\{ (\nu_1, \ldots, \nu_k) \in \mathbb{N}^k : \sum_{j=1}^k a_j \nu_j \leq y \right\} \leq \frac{(y + \sum_{j=1}^k a_j)^k}{k! \prod_{j=1}^k a_j}.
\]

**Proof.** See [11, Theorem 3, p. 363]. \( \square \)

**Theorem 3.3.** If \( f \) is a multiplicative function such that \( 0 \leq f \leq \tau_k \) for some positive integer \( k \), then

\[
\sum_{n \leq x} f(n) \ll_k x \exp \left\{ \sum_{p \leq x} \frac{f(p) - 1}{p} \right\}.
\]

**Proof.** See [5, Theorem 14.2]. \( \square \)

For the next lemma we introduce some notation which will appear again in Proposition 4.5: for \( t \in \mathbb{R} \), set

\[
V_t := \exp \{100(\log(|t| + 3))^{2/3}(\log \log(|t| + 3))^{1/3}\}.
\]

**Lemma 3.4.** Let \( z \geq 2 \) and \( t \in \mathbb{R} \) such that \( z \geq V_t \). For \( x \geq z \), we have that

\[
\sum_{n \leq x} n^{it} = \frac{x^{1+it}}{1+it} \prod_{p \leq z} \left( 1 - \frac{1}{p} \right) + O \left( \frac{x^{1-1/(30 \log z)}}{\log z} \right).
\]

**Proof.** See [4, Lemma 3.1]. \( \square \)

**Proposition 3.5.** Let \( f \) be a function of the class \( \mathcal{F}(D, A) \) with \( A > D + 1 \).

(a) The series \( L^{(j)}(s, f) \) with \( 0 \leq j < A - 1 \) all converge uniformly in compact subsets of the region \( \text{Re}(s) \geq 1 \).
(b) Counted with multiplicity, \( L(s, f) \) has at most \( D \) zeros on the line \( \text{Re}(s) = 1 \).
(c) Let \( \Gamma \) denote the (possibly empty) multiset of ordinates \( \gamma \) of zeros \( 1 + i\gamma \) of \( L(s, f) \). Let \( \Gamma \) denote a (multi-)subset of \( \Gamma \) and let \( m_{\Gamma} \) denote the largest multiplicity of an element in \( \Gamma \).

The Dirichlet series

\[
L(s, f_{\Gamma}) = L(s, f) \prod_{\gamma \in \Gamma} \zeta(s - i\gamma)
\]

and the series of derivatives \( L^{(j)}(s, f_{\Gamma}) \) for \( 1 \leq j < A - m_{\Gamma} - 1 \) all converge uniformly in compact subsets of the region \( \text{Re}(s) \geq 1 \).

**Proof.** See Proposition 2.4 in [6]. \( \square \)

**Theorem 3.6.** Fix a positive integer \( D \) and a real number \( A > D + 1 \). If \( f \in \mathcal{F}(D, A) \) and \( L(\cdot, f) \) has one zero \( 1 + i\gamma \) of multiplicity \( D \) on the line \( \text{Re}(s) = 1 \), then

\[
\sum_{p \leq x} |f(p) + Dp^{i\gamma}| \log p \ll f \left( \frac{x}{(\log x)^{(A-1-D)/2}} \right).
\]

**Proof.** See [6, p. 12-13]. \( \square \)

The following result is due to Montgomery [9, Theorem 3, p. 131] and it is a classic mean value theorem for Dirichlet series.

**Lemma 3.7.** Let \( A(s) = \sum_{n \geq 1} a_n n^{-s} \) and \( B(s) = \sum_{n \geq 1} b_n n^{-s} \) be two Dirichlet series which converge for \( \text{Re}(s) > 1 \). If \( |a_n| \leq b_n \) for all \( n \in \mathbb{N} \), then

\[
\int_{-T}^{T} |A(\sigma + it)|^2 \, dt \leq 3 \int_{-T}^{T} |B(\sigma + it)|^2 \, dt,
\]

for any \( \sigma > 1 \) and any \( T \geq 0 \).

The last result of this section is a standard sieve type lemma which may be found in [5] as part (b) of Exercise 19.4.

**Lemma 3.8.** Let \( k, \kappa \) and \( C \) be positive constants and let also \( z \geq 2 \), \( \mathcal{P} \subseteq \{ p \leq z \} \), \( P(y) = \prod_{p \in \mathcal{P}, p \leq y} p \) for all \( y \leq z \) and \( u \geq u_\kappa := 1 + 2/(e^{0.53/k} - 1) \). Suppose further that \( \nu \) is a multiplicative function such that \( 0 \leq \nu(p) < \min\{k, p\} \) for all \( p \in \mathcal{P} \) and

\[
\prod_{\substack{p \in \mathcal{P}, \ \log w_1 \leq \log p \leq \log w_2 \leq w_2}} \left( 1 - \frac{\nu(p)}{p} \right)^{-1} \leq \left( \frac{\log w_2}{\log w_1} \right)^\kappa \left( 1 + \frac{C}{\log w_1} \right) \text{ for } 2 \leq w_1 \leq w_2.
\]

There exist two arithmetic functions \( \lambda^- \) and \( \lambda^+ \) such that

- \( \lambda^\pm(1) = 1, |\lambda^\pm| \leq 1 \),
- \( \text{supp}(\lambda^\pm) \subseteq \{ d \mid \prod_{p \in \mathcal{P}} p : d \leq z^u \} \),
- \( (1 * \lambda^-)(n) \leq 1_{\mathcal{P}(z)}(n) \leq (1 * \lambda^+)(n) \) for all \( n \in \mathbb{N} \) and
for every \( r \in \mathbb{N} \).

**Proof.** First we show the following claim and then we use it to prove Lemma 3.8.

**Claim 1.** Let \( \nu^* \) be a multiplicative function such that \( \nu^*(p) = 1 \) for \( p \mid P(2ke) \) and \( \nu^*(p) = \nu(p)p^{\log z} \) when \( p \in P \setminus (2ke, +\infty) \). Then

\[
\sum_{d \mid P(y)} \frac{\mu(d) \nu(d)(\log d)^r}{d} = \sum_{d \mid P(y)} \frac{\mu(d) \nu(d)(\log d)^r}{d} + O_{r,k} (\log z)^r u^{-u/2} \prod_{p \in P} \left( 1 - \frac{\nu(p)}{p} \right),
\]

for all \( y \in [2, z] \) and for all \( m \mid \prod_{p \in P, p \geq y} P \).

**Proof of Claim 1.** Let \( y \in [2, z] \). For any \( s \in \mathbb{C} \) with \( |s| \leq 1/ \log z \), we may easily show that

\[
\prod_{p \in P \cap (2ke, y)} \left( 1 - \frac{\nu(p)}{p^{1-s}} \right) \approx_k \prod_{p \mid P(y)} \left( 1 - \frac{\nu(p)}{p} \right),
\]

upon noticing that \( p^s = 1 + O(\log p/ \log z) \) and that \( |\nu(p)/p^{1-s}| \leq 1/2 \) for \( p \in [2ke, z] \cap P \).

We now consider the function \( g: \mathbb{C} \to \mathbb{C} \) with

\[
g(s) = m^s \prod_{p \mid P(y)} \left( 1 - \frac{\nu(p)}{p^{1-s}} \right) = \sum_{d \mid P(y)} \frac{\mu(d) \nu(d)(md)^s}{d}, \quad s \in \mathbb{C}.
\]

For \( r \in \mathbb{N} \) and \( m \mid \prod_{p \in P, p \geq y} P \), Cauchy’s residue theorem implies that

\[
\left| \sum_{d \mid P(y)} \frac{\mu(d) \nu(d)(md)^r}{d} \right| = \nu(m) |g^{\nu(r)}(0)| = \frac{r! \cdot \nu(m)}{2\pi} \left| \int_{|s| = \frac{1}{\log z}} \frac{g(s)}{s^{r+1}} ds \right|
\leq_k (\log z)^r \nu(m) m \frac{1}{\log z} \max_{|s| = 1/ \log z} \left| \prod_{p \mid P(y)} \left( 1 - \frac{\nu(p)}{p^{1-s}} \right) \right|
\leq_k (\log z)^r \nu(m) m \frac{1}{\log z} \prod_{p \mid P(y)} \left( 1 - \frac{\nu(p)}{p} \right).
\]

For the last estimate we first noted that \( |\prod_{p \mid P(2ke)} (1 - \nu(p)p^{s-1})| \leq \prod_{p \mid P(2ke)} (1 + kp^{\log z - 1}) \leq \prod_{p \leq 2ke} (1 + kp^{\log z - 1}) =: c_1(k) \) and then we used (3.2).

Applying (3.2) with \( s = 1/ \log z \), it follows that

\[
\prod_{p \mid P(y)} \left( 1 - \frac{\nu(p)}{p} \right) = \prod_{p \mid P(2ke)} \left( 1 - \frac{1}{p} \right) \prod_{p \in P \cap (2ke, y)} \left( 1 - \frac{\nu(p)}{p} \right) \approx_k \prod_{p \mid P(y)} \left( 1 - \frac{\nu(p)}{p} \right).
\]
The term $\prod_{p\mid P(2ke)}(1 - 1/p)$ was absorbed in the implied constants, because $c_4(k) := \prod_{p\leq 2ke}(1 - 1/p) \leq \prod_{p\mid P(2ke)}(1 - 1/p) < 1$. We make use of (3.4), and so (3.3) becomes

$$
(3.5) \quad \left| \sum_{d\mid P(y)} \mu(d)\nu(md)(\log(md))^r \right| \lesssim_{r,k} (\log z)^r \nu(m)m^{1/\log z} \prod_{p\mid P(y)} \left( 1 - \frac{\nu^*(p)}{p} \right).
$$

At this point, we write $m = m_1m_2$, where $m_1 = \prod_{p\mid m, p\leq 2ke} p$ and $m_2 = \prod_{p\mid m, p > 2ke} p$. For the positive integer $m_1$ we have

$$
0 \leq \nu(m_1) \leq \prod_{p\mid m, p\leq 2ke} \nu(p) \leq k^{2ke} \quad \text{and} \quad m_1^{1/\log z} \leq m_1^{1/\log z} \leq (2ke)^{2ke/\log z}.
$$

Thus, $\nu(m)m^{1/\log z} \lesssim_k \nu(m_2)m_2^{1/\log z} = \nu^*(m)$, and combining this inequality with (3.5), we arrive at the estimate (3.1). So, the claim has now been proven. \(\square\)

Since $p \leq z$ for any prime $p \in \mathcal{P}$, if $p \in \mathcal{P} \cap (2ke, +\infty)$, then $\nu^*(p) \leq ke < p/2$. On the other hand, if $p \in \mathcal{P}$ and $p \leq 2ke$, then $\nu^*(p) = 1 < p/2$ as well. So, $0 \leq \nu^*(p) < p/2$ and $\nu^*$ is bounded on the primes $p \in \mathcal{P}$. Now we use the inequalities $0 \leq \nu^*(p) < p/2$ for all $p \in \mathcal{P}$ and Claim 1 to prove that

$$
\sum_{d\mid \prod_{p\in \mathcal{P}} p} \lambda^\pm(d)\nu(d)(\log d)^r = \sum_{d\mid \prod_{p\in \mathcal{P}} p} \mu(d)\nu(d)(\log d)^r + O_{r,k}
\left( (\log z)^r u^{-u/2} \prod_{p\in \mathcal{P}} \left( 1 - \frac{\nu^*(p)}{p} \right) \right),
$$

where $\lambda^\pm$ are arithmetic functions satisfying the conditions mentioned in the statement of the lemma. The proof of the lemma will then be complete, since one may replace $\nu^*$ by $\nu$ in the big-Oh term by using (3.4) with $y = z$.

First, let us put $f = \nu \cdot \log^r$ for simplicity. The construction of the functions $\lambda^\pm$ is described in [5, Chapter 19]. The proof of the last aforementioned equality is along the same lines as the proof of Theorem 19.1 in [5]. One only has to make minor notational changes and rename the $y_j$’s to $z_j$’s and redefine $V(y)$ as

$$
V_f(y) = \sum_{d\mid P(y)} \mu(d)f(d).
$$

They also have to redefine $V_n$ as

$$
V_{n,f} = \sum_{z_n < p_n < \ldots < p_1 \leq z} \sum_{p_1, \ldots, p_n \in \mathcal{P}} \mu(d)f(p_1 \cdots p_m d) d.
$$

Then, in an analogous way as in [5, Theorem 19.1], we have that

$$
(3.6) \quad V_f(z) - \sum_{d\mid \prod_{p\in \mathcal{P}} p} \frac{\lambda^\pm(d)f(d)}{d} = -\sum_{j > J} V_{2j - 1,f},
$$

for the integer $J$ which is defined in [5, Chapter 19, p. 195, 197]. Furthermore, since $z_n < p_n$, using (3.1), we deduce that
\[ |V_n| \ll_{r,k} (\log z)^r \sum_{z_n < p_n < \ldots < p_1 \leq z} \frac{\nu^*(p_1) \cdots \nu^*(p_n)}{p_1 \cdots p_n} \prod_{p \mid P(p_n)} \left( 1 - \frac{\nu^*(p)}{p} \right) \]
\[ \ll_{r,k} (\log z)^r \prod_{p \mid P(z_n)} \left( 1 - \frac{\nu^*(p)}{p} \right) \sum_{z_n < p_n < \ldots < p_1 \leq z} \frac{\nu^*(p_1) \cdots \nu^*(p_n)}{p_1 \cdots p_n} \]
\[ \ll_{r,k} (\log z)^r \prod_{p \mid P(z_n)} \left( 1 - \frac{\nu^*(p)}{p} \right) \left( \sum_{p \in P \cap (z_n, z]} \nu^*(p) \right)^n. \]

(3.7)

In the last step we applied the Erdős trick to drop the ordering condition from the sum of the second line. Now we can simply use (3.6) and (3.7) and follow the proof of Theorem 19.1 of [5] to show that

\[ \sum_{d \mid \prod_{p \in P} p} \frac{\lambda^\pm(d) \nu(d)(\log d)^r}{d} = \sum_{d \mid \prod_{p \in P} p} \frac{\mu(d) \nu(d)(\log d)^r}{d} + O_{r,k} \left( (\log z)^r u^{-u/2} \prod_{p \in P} \left( 1 - \frac{\nu^*(p)}{p} \right) \right). \]

The proof for the function \( \lambda^- \) is similar. Its only difference is the use of the identity

\[ V_f(z) - \sum_{d \mid \prod_{p \in P} p} \frac{\lambda^+(d)f(d)}{d} = \sum_{j > J} V_{2j,f} \]

in place of (3.6).

\[ □ \]

4. Estimates for Sifted Sums of Multiplicative Functions

We begin by proving two preliminary estimates, Lemma 4.1 and Lemma 4.2. These lemmas are essential for the proof of Proposition 4.3 which is one of the central results of this section.

**Lemma 4.1.** Let \( D \in \mathbb{N} \) and set \( k_D = \prod_{p \leq D^3} p \). There exists a real number \( c = c(D) \in (0, 1) \) such that

\[ \sum_{n \leq x, (n, k_D) = 1} D^\Omega(n) = x \sum_{i=0}^{D-1} a_{i,D}(\log x)^i + O(x^{1-c}) \]

for some constants \( a_{i,D} \) that depend at most on \( i \) and \( D \).

**Proof.** This lemma follows from a routine application of the convolution method. We write \( I_{(\cdot, k_D) = 1} \cdot D^\Omega = \tau_D * h \) and use the fact that there exists a real number \( \eta \in (0, 1) \) such that

\[ \sum_{n \leq y} \tau_D(n) = y \sum_{i=0}^{D-1} \alpha_{i,D}(\log y)^i + O(y^{1-\eta}), \]

for all \( y \geq 1 \). We leave the details to the reader. \[ □ \]
Lemma 4.2. Fix a natural number \( D \) and a real number \( A > 0 \). If \( x \geq 3 \) and \( f \in \mathcal{F}(D, A) \), then

\[
\sum_{\substack{n \leq x \\ (n,d) = 1}} f(n) \ll \frac{x}{(\log x)^A} \left( \frac{d}{\phi(d)} \right)^D \quad \text{for} \quad d \leq x.
\]

Proof. For any \( n \), there is a unique way to write it as \( n = a m \), where all prime divisors of \( a \) divide \( d \) and \( (m, d) = 1 \). Consequently, we find that

\[
S(x) := \sum_{n \leq x} f(n) = \sum_{n \leq x} h(n) \sum_{m \leq x/n \ (m,d) = 1} f(m),
\]

where \( h \) is the multiplicative function with \( h(p^n) = f(p^n) \mathbb{1}_{p|d} \) for \( \nu \in \mathbb{N} \). By applying Lemma 3.1, we get that

\[
\sum_{n \leq x \ (n,d) = 1} f(n) = \sum_{n \leq x} h^{-1}(n) S(x/n),
\]

where \( h^{-1} \) denotes the Dirichlet inverse of \( h \). Note that \( h \in \mathcal{F}(D) \). Therefore, \( h^{-1} \in \mathcal{F}(D) \) too. Furthermore, one observes that \( h^{-1}(p^n) = f^{-1}(p^n) \mathbb{1}_{p|d} \) for any \( \nu \in \mathbb{N} \).

We now split the sum of the right-hand side of (4.3) into the two parts

\[
T_1 = \sum_{n \leq x \sqrt{x}} h^{-1}(n) S(x/n) \quad \text{and} \quad T_2 = \sum_{\sqrt{x} < n \leq x} h^{-1}(n) S(x/n).
\]

We begin with the estimation of \( T_1 \). Since \( h^{-1} \in \mathcal{F}(D) \), it is true that \( |h^{-1}| \leq \tau_D \), and so

\[
|T_1| \leq \sum_{n \leq \sqrt{x}} \tau_D(n) |S(x/n)| \ll \frac{x}{(\log x)^A} \sum_{n \leq \sqrt{x}} \frac{\tau_D(n)}{n} \leq \frac{x}{(\log x)^A} \prod_{p|d} \left( 1 + \frac{\tau_D(p)}{p} + \frac{\tau_D(p^2)}{p^2} + \ldots \right) = \frac{x}{(\log x)^A} \prod_{p|d} \left( \sum_{j \geq 0} \left( \frac{D + j - 1}{j} \right) \frac{1}{p^j} \right) = \frac{x}{(\log x)^A} \left( \frac{d}{\phi(d)} \right)^D.
\]

We continue by bounding the sum \( T_2 \). Since \( \tau_D(n) \ll n^{1/4} \ll x^{1/4} \) for \( n \leq x \), we have

\[
|T_2| \leq \sum_{\sqrt{x} < n \leq x \ (p|n \Rightarrow p|d)} \tau_D(n) |S(x/n)| \ll x \sum_{\sqrt{x} < n \leq x \ (p|n \Rightarrow p|d)} \frac{\tau_D(n)}{n} < \sqrt{x} \sum_{\sqrt{x} < n \leq x \ (p|n \Rightarrow p|d)} \tau_D(n) \ll x^{3/4} \sum_{n \leq x \ (p|n \Rightarrow p|d)} 1.
\]

Proposition 3.2 implies that

\[
\sum_{n \leq x \ (p|n \Rightarrow p|d)} 1 \leq \omega(d) \cdot \frac{(\log x + \log d)^{\omega(d)}}{\omega(d)! \left( \prod_{p|d} \log p \right)} < 4^{\omega(d)} \left( \frac{\log x}{\log 2 \cdot \omega(d)!} \right) \ll 32^{\omega(d)} x^{1/8},
\]
and so $T_2 \ll 32\omega(d)x^{7/8}$. Using the maximal order of $\omega$, we have that $\omega(d) \ll \log x / \log \log x$ for $d \leq x$. Therefore, there exists a constant $C > 0$ such that

$$T_2 \ll \frac{x \log x}{C} \ll \frac{x}{(\log x)^A} \left( \frac{d}{\phi(d)} \right)^D.$$ 

Combination of (4.3), (4.4) and (4.5) completes the proof of the lemma. \qed

Now that Lemmas 4.1 and 4.2 are proven, we combine them with Lemma 3.8 to establish an upper bound for the sifted partial sums $\sum_{n \leq x, P^-(n) > z} f(n)$ of a function $f \in \mathcal{F}(D, A)$, where $D \in \mathbb{N}$ and $A > 0$.

**Proposition 4.3.** Fix a natural number $D$ and a positive real number $A$. If $x \geq 3$ and $f \in \mathcal{F}(D, A)$, then there exists a constant $\alpha = \alpha(D) \in (0, 1)$ such that

$$\sum_{n \leq x, P^-(n) > z} f(n) \ll \frac{x (\log z)^D}{(\log x)^A} \frac{x^{1-\alpha} / \log z}{\log z},$$

for all $z \in [2, x]$.

**Proof.** Let $C = \min \{1/16, c/2\}$, where $c$ is the constant appearing in Lemma 4.1. First we show that the estimate holds trivially when $z > x^{C/(4D+1)}$. Indeed, in this case $\log x / \log z \asymp 1$, and so using Theorem 3.3 with the divisor-bounded, multiplicative function $\tau_D \cdot \mathbb{1}_{P^-(n) > z}$, we conclude that

$$\left| \sum_{n \leq x, P^-(n) > z} f(n) \right| \leq \sum_{n \leq x, P^-(n) > z} \tau_D(n) \ll \frac{x}{\log x} \left( \frac{\log x}{\log z} \right)^D \ll \frac{x^{1-C/(2\log z)}}{\log z}.$$ 

Now it remains to prove the proposition when $z \leq x^{C/(4D+1)}$. Assuming that $x$ is large enough in terms of $D$, when $z \leq D^3$, we can use Lemma 4.2. For $z > D^3$, the condition $P^-(n) > z$ implies that $(n, k_D) = 1$, where $k_D = \prod_{p \leq D^3} p$. So, using the arithmetic functions $\lambda^-$ and $\lambda^+$ of Lemma 3.8 with $u = C \log x / \log z$, we write

$$\sum_{n \leq x, P^-(n) > z} f(n) = \sum_{n \leq x, (n, k_D) = 1} (\lambda^+ \ast 1)(n) f(n) + O\left( \sum_{n \leq x, (n, k_D) = 1} (\lambda^+ \ast 1 - \lambda^- \ast 1)(n) |f(n)| \right).$$

Since $|f(n)| \leq \tau_D(n) \leq D^{\Omega(n)}$ for all $n \in \mathbb{N}$, it follows that

$$\sum_{n \leq x, (n, k_D) = 1} (\lambda^+ \ast 1 - \lambda^- \ast 1)(n) |f(n)| \leq \sum_{(d, k_D) = 1} (\lambda^+(d) - \lambda^-(d)) D^{\Omega(d)} \sum_{m \leq x/d, (m, k_D) = 1} D^{\Omega(m)}.$$ 

We insert the formula of Lemma 4.1 in the right-hand side of (4.7) and use the binomial theorem to expand the resulting powers $(\log(x/d)^v = (\log x - \log d)^v$ with $\nu \leq D-1$. Since $|\lambda^\pm| \leq 1$, the contribution coming from the error term of (4.1) is
\[
\ll x^{1-c} \sum_{d \leq x^c} D^{2\Omega(d)} \ll x^{1-c+C(\log x)^{D-1}} \leq x^{1-c/2}(\log x)^{D-1} \ll \frac{x(\log z)^D}{(\log x)^A}.
\]

The summands coming from the main term of (4.1) contain expressions of the form

\[
\sum_d \frac{(\lambda^+(d) - \lambda^-(d))D^{\Omega(d)}1_{(d,k_D)=1}(\log d)^j}{d} \ll \frac{x^{-\frac{C}{\log x}}}{(\log z)^{D-j}} \quad \text{for} \quad j \in \{0, \ldots, D-1\}.
\]

for \(j \in \{0, \ldots, D-1\}\). Each one of these expressions is multiplied by a logarithmic factor \((\log x)^\ell\) with \(\ell + j \leq D - 1\). Since Lemma 3.8 implies that

\[
\sum_{(d,k_D)=1} (\lambda^+(d) - \lambda^-(d))D^{\Omega(d)}(\log d)^j \ll \frac{x^{-\frac{C}{\log x}}}{(\log z)^{D-j}} \quad \text{for} \quad j \in \{0, \ldots, D-1\},
\]

we finally infer that

\[
\sum_{n \leq x} (\lambda^+ - \lambda^-)(n)|f(n)| \ll \frac{x^{1-\frac{C}{2\log x}}}{\log z}.
\]

So, if we define \(\alpha := C/2\), relation (4.6) becomes

\[
(4.8) \quad \sum_{n \leq x} f(n) = \sum_{n \leq x} (\lambda^+)(n)f(n) + O\left(\frac{x(\log z)^D}{(\log x)^A} + \frac{x^{1-\alpha/\log z}}{\log z}\right).
\]

We now turn to the estimation of the “main term” of (4.8). For every two natural numbers \(m, d\), there is a unique way to write \(md = m'd'\) where \((m', d') = 1, d' \mid d'\) and all the prime factors of \(d'\) divide \(d\). Then

\[
\sum_{n \leq x} (\lambda^+)(n)f(n) = \sum_{md \leq x} \lambda^+(d)f(md) = \sum_{md \leq x} \lambda^+(d) \sum_{d' \leq x, d'd' = 1} f(d') \sum_{p | d' \Rightarrow p | d'} f(m').
\]

We divide the inner sum on \(d'\) into two sums \(S_1\) and \(S_2\). In \(S_1\) we are summing over the range \(d' \leq \sqrt{x}\). In the sum \(S_2\) we have \(\sqrt{x} < d' \leq x\). We apply Lemma 4.2 with \(x\) large enough to the sums

\[
\sum_{m' \leq x/d'} f(m').
\]

Then, the sum on \(d\), coming from \(S_1\), is

\[
\ll \frac{x}{(\log x)^A} \sum_d \left(\frac{d}{\phi(d)}\right)^D \sum_{d', d'd' = 1} \frac{\tau_D(d')}{d'}
\]

(4.9)
and the sum on \( d \), coming from \( S_2 \), is

\[
\ll \sqrt{x} \sum_d \left( \frac{d}{\phi(d)} \right) D \sum_{d' \leq x \atop \gcd(d, d') = 1} \tau_D(d').
\]

So, in order for the proof to be completed, we need to show that the quantities of (4.9) and (4.10) are \( \ll x(\log z)^D / (\log x)^A \).

First, we have that

\[
\sum_{d' \mid d', \gcd(d', d) = 1} \prod_{p \mid d} \left( \sum_{j \geq 1} \frac{\tau_D(p^j)}{p^j} \right) = \prod_{p \mid d} \left( 1 - \frac{1}{p} \right)^{-D} \leq \frac{D^{\omega(d)}}{d} \left( \frac{d}{\phi(d)} \right)^{D+1},
\]

where the last estimate follows from the inequality \((1 - 1/p)^{-D} - 1 \leq Dp^{-1}(1 - 1/p)^{-D-1}\), which may be obtained by applying the Mean Value Theorem to the function \( t \mapsto t^{-D} \). Therefore, the expression of (4.9) is bounded by

\[
\frac{x}{(\log x)^A} \sum_{d \mid \prod_{p \leq z} p} D^{\omega(d)} \left( \frac{d}{\phi(d)} \right)^{2D+1} \leq \frac{x}{(\log x)^A} \prod_{p \leq z} \left( 1 + \frac{D}{p} \left( 1 + \frac{1}{p-1} \right)^{2D+1} \right)
\]

\[
= \frac{x}{(\log x)^A} \prod_{p \leq z} \left( 1 + \frac{D}{p} + O \left( \frac{1}{p^2} \right) \right)
\]

\[
\ll \frac{x}{(\log x)^A} \exp \left( D \sum_{p \leq z} \frac{1}{p} \right) \ll \frac{x(\log z)^D}{(\log x)^A}.
\]

We now continue with the estimation of the expression of (4.10). As in the proof of Lemma 4.2, Proposition 3.2 implies that

\[
\sum_{d' \mid d, \gcd(d, d') = 1} 1 < 4^{\omega(d)} \frac{(\log x)^{\omega(d)}}{\log 2 \cdot \omega(d)!} \ll 16^{\omega(d)} x^{1/4}.
\]

We also have the inequalities \( d/\phi(d) \ll \log \log d \ll \log \log x \) and \( \tau_D(d) \ll d^{1/8} \ll x^{1/8} \) for \( d \leq x \). Consequently, the expression of (4.10) is

\[
\ll x^{7/8}(\log \log x)^D \sum_{d \leq x^C} 16^{\omega(d)} \ll x^{15/16}(\log x)^{15}(\log \log x)^D \ll \frac{x(\log z)^D}{(\log x)^A}
\]

and the proposition is finally proved. \( \square \)

The next lemma is a rather technical result and is useful for the proof of Proposition 4.5. It concerns a bound for the tails of a Dirichlet series and its proof is an easy application of partial summation.
Lemma 4.4. Fix a natural number $D$ and two real numbers $\varepsilon > 0$ and $z \geq 2$. Let $\Gamma$ be a multiset of $m$ elements, counting the multiplicities. Let also $f$ be an arithmetic function and suppose that there exist some $\delta \in (0, 1)$ and some $A \geq m + 1 + \varepsilon$ such that

\begin{equation}
\sum_{n \leq x \in \mathcal{P} \setminus (n) > z} f_{\Gamma}(n) \ll \frac{x (\log z)^{D-m}}{(\log x)^{A-m}} + \frac{x^{1-\delta / \log z}}{\log z} \quad \text{whenever} \quad x \geq z,
\end{equation}

where $f_{\Gamma} = f \ast \tau_{\Gamma}$. For $N = \max\{3, z\}$ and $s = \sigma + it$ with $\sigma \in [1, 2]$ and $t \in \mathbb{R}$, we have

\begin{equation}
\sum_{n > N \in \mathcal{P} \setminus (n) > z} \frac{f_{\Gamma}(n)}{n^s} \ll \varepsilon, \delta \left(1 + |t|\right)N^{1-\sigma} \left(\frac{(\log z)^{D-m}}{(\log N)^{A-m-1}} + N^{-\frac{\delta}{\log z}}\right).
\end{equation}

Proof. Let $M > N$. Then, partial summation implies that

\begin{equation}
\sum_{N < n \leq M \in \mathcal{P} \setminus (n) > z} \frac{f_{\Gamma}(n)}{n^s} = \left(\sum_{n \leq x \in \mathcal{P} \setminus (n) > z} f_{\Gamma}(n)\right)x^{-s}\bigg|_{x=N}^{x=M} + s \int_{N}^{M} \left(\sum_{n \leq y \in \mathcal{P} \setminus (n) > z} f_{\Gamma}(n)\right) \frac{dy}{y^{s+1}}.
\end{equation}

Using the hypothesis (4.11) twice, once with $x = N$ and once with $x = M$, we conclude that

\begin{equation}
\left(\sum_{n \leq x \in \mathcal{P} \setminus (n) > z} f_{\Gamma}(n)\right)x^{-s}\bigg|_{x=N}^{x=M} \ll \frac{(\log z)^{D-m}}{(\log N)^{A-m}N^{\sigma-1}} + \frac{N^{-\frac{\delta}{\log z}}}{N^{\sigma-1}(\log z)}.
\end{equation}

We now focus on the integral of the right-hand side of (4.12). The hypothesis (4.11) yields

\begin{equation}
\int_{N}^{M} \left(\sum_{n \leq y \in \mathcal{P} \setminus (n) > z} f_{\Gamma}(n)\right) \frac{dy}{y^{s+1}} \ll (1 + |t|)\left(\int_{N}^{M} \frac{(\log z)^{D-m}}{(\log y)^{A-m}y^\sigma} dy + \frac{1}{\log z} \int_{N}^{M} \frac{dy}{y^{\frac{\sigma}{\log z} + \sigma}}\right).
\end{equation}

We also have that

\begin{equation}
\int_{N}^{M} \frac{(\log z)^{D-m}}{(\log y)^{A-m}y^\sigma} dy \ll \frac{(\log z)^{D-m}}{N^{\sigma-1}} \int_{N}^{\infty} \frac{dy}{(\log y)^{A-m}y} \ll \varepsilon \frac{(\log z)^{D-m}}{(\log N)^{A-m-1}N^{\sigma-1}}.
\end{equation}

Furthermore,

\begin{equation}
\int_{N}^{M} \frac{dy}{y^{\frac{\sigma}{\log z} + \sigma}} \leq \int_{N}^{\infty} \frac{dy}{y^{\frac{\sigma}{\log z} + \sigma}} = \frac{N^{-\frac{\sigma}{\log z}}}{N^{\sigma-1}(\sigma + \frac{\delta}{\log z} - 1)} \leq \delta^{-1}(\log z)N^{1-\sigma-\frac{\delta}{\log z}}.
\end{equation}

Therefore, we infer that

\begin{equation}
\int_{N}^{M} \left(\sum_{n \leq y \in \mathcal{P} \setminus (n) > z} f_{\Gamma}(n)\right) \frac{dy}{y^{s+1}} \ll \varepsilon, \delta \left(1 + |t|\right)N^{1-\sigma} \left(\frac{(\log z)^{D-m}}{(\log N)^{A-m-1}} + N^{-\frac{\delta}{\log z}}\right).
\end{equation}
We insert the estimates (4.13) and (4.14) in (4.12) and obtain the desired inequality. □

We close this section with the following stronger version of Proposition 4.3 which will serve as the first basic ingredient going into the proof of Theorem 1.1.

**Proposition 4.5.** Suppose that $D \in \mathbb{N}$ and that $A > D + 1$. Let also $f \in \mathcal{F}(D, A)$ and $\widetilde{\Gamma}$ be a (multi-)subset of the multiset $\Gamma$ of the ordinates of the zeros of $L(\cdot, f)$ on $\text{Re}(s) = 1$. Using the definition of $V_t$ for $t \in \mathbb{R}$ before Lemma 3.4, if $x \geq z \geq W_{\tilde{\Gamma}} := \max_{\gamma \in \tilde{\Gamma}} V_\gamma$, then there exists a real number $\kappa = \kappa(D) \in (0, 1)$ such that

$$\sum_{n \leq x \atop P^-(n) > z} f_{\tilde{\Gamma}}(n) \ll \frac{x(\log z)^{D-m}}{(\log x)^{A-m}} + \frac{x^{1-\kappa/\log z}}{\log z},$$

where $m$ is the number of elements of $\widetilde{\Gamma}$ with the multiplicities being counted.

**Proof.** We perform induction on the number of elements $m$ of a multisubset of $\Gamma$. The proposition holds when $m = 0$ because of Proposition 4.3. For $m = 1$, we assume that the proposition is true for any multisubset of $\Gamma$ with $m - 1$ elements. We will show that it remains true for a multisubset $\tilde{\Gamma}$ of $m$ elements.

When $\sqrt{x} < z$, then $\log x \asymp \log z$ and we may argue as in the beginning of the proof of Proposition 4.3 to show that

$$\sum_{n \leq x \atop P^-(n) > z} f_{\tilde{\Gamma}}(n) \ll \tilde{\Gamma}_{1 \varphi} \frac{x^{1-\varepsilon/\log z}}{\log z},$$

for any $\varepsilon > 0$.

If $\sqrt{x} \geq z$, let $\gamma$ be an element of $\tilde{\Gamma}$ and write $\tilde{\Gamma} = \Gamma' \cup \{\gamma\}$. We have that the cardinality of $\Gamma'$ is $m - 1$ and that $f_{\tilde{\Gamma}}(n) = \sum_{ab=n} f_{\Gamma'}(a) b^{i\gamma}$ for all $n \in \mathbb{N}$. So,

$$\sum_{n \leq x \atop P^-(n) > z} f_{\tilde{\Gamma}}(n) = \sum_{a \leq \sqrt{x} \atop P^-(a) > z} f_{\Gamma'}(a) \sum_{b \leq x/a \atop P^-(b) > z} b^{i\gamma} + \sum_{b \leq \sqrt{x} \atop P^-(b) > z} b^{i\gamma} \sum_{\sqrt{x} < a \leq x/b \atop P^-(a) > z} f_{\Gamma'}(a) := S_1 + S_2,$$

say. Since $\sqrt{x} \geq z$, Lemma 3.4 gives that

$$S_1 = \frac{x^{1+i\gamma}}{1+i\gamma} \prod_{p \leq z} \left(1 - \frac{1}{p}\right) \sum_{a \leq \sqrt{x} \atop P^-(a) > z} f_{\Gamma'}(a) a^{1+i\gamma} + O\left(\frac{x^{1-\frac{1}{30}}}{\log z} \sum_{a \leq \sqrt{x} \atop P^-(a) > z} \frac{\tau_{D,m-1}(a)}{a^{1-\frac{1}{30} \log z}}\right).$$

First we bound the sum in the big-Oh term. From Mertens’s theorem it follows that
\[
\sum_{a \leq \sqrt{x}} \frac{\tau_D(a)}{a^{1-\frac{1}{30\log x}}} \leq x^{\frac{1}{60\log x}} \sum_{a > \sqrt{x}} \frac{\tau_D(a)}{a} \leq x^{\frac{1}{60\log x}} \prod_{z < p \leq \sqrt{x}} \left( \sum_{j \geq 0} \frac{\tau_D(p^j)}{p^j} \right)
\]
(4.17)
\[
= x^{\frac{1}{60\log x}} \prod_{z < p \leq \sqrt{x}} \left( 1 - \frac{1}{p} \right)^{(D+m-1)} \ll x^{\frac{1}{60\log x}} \left( \frac{\log x}{\log z} \right)^{D+m-1} \ll \Gamma x^{\frac{1}{60\log x}}.
\]

We continue by bounding the sum outside the big-Oh term on the right-hand side of (4.16). Since we have that \( V_{\Gamma'} \leq V_{\Gamma} \leq z \) and that \( \Gamma' \) contains \( m - 1 \) elements, the inductive hypothesis implies that for all \( w \geq z \) it is true that

\[
\sum_{a \leq w} f_{\Gamma'}(a) \ll_{\Gamma'} \frac{w (\log z)^{D-m+1}}{(\log w)^{A-m+1}} + \frac{w^{1-\kappa_0/\log z}}{\log z},
\]
(4.18)

where \( \kappa_0 = \kappa_0(D) \) is some real number of \((0, 1)\). We have that \( m \leq D \) because of part (b) of Proposition 3.5. So, \( A > (m - 1) + 2 \). Therefore, we can use (4.18) to apply Lemma 4.4 with \( \varepsilon = 1 \), \( \delta = \kappa_0 \), \( N = \sqrt{x} \) and \( \sigma = 1 \) and deduce that

\[
\sum_{a > \sqrt{x}} f_{\Gamma'}(a) \ll_{\Gamma'} \frac{(\log z)^{D-m+1}}{(\log x)^{A-m}} + x^{-\kappa_0/(2\log z)}.
\]

Since \( \gamma \) is an element of \( \tilde{\Gamma} \), the complex number \( 1 + i\gamma \) is a zero of \( L(\cdot, f) \). In addition, the multiplicity of \( \gamma \) in \( \Gamma' \) is smaller than its multiplicity in \( \Gamma \), because \( \tilde{\Gamma} = \Gamma' \cup \{ \gamma \} \) and \( \tilde{\Gamma} \) is a multiset of \( \Gamma \). Therefore, \( L(1 + i\gamma, f_{\Gamma'}) = 0 \), and so

\[
\sum_{a \leq \sqrt{x}} \frac{f_{\Gamma'}(a)}{a^{1+i\gamma}} = L(1 + i\gamma, f_{\Gamma'}) \cdot \prod_{p \leq z} \left( \sum_{j \geq 0} \frac{f_{\Gamma'}(p^j)}{p^j(1+i\gamma)} \right)^{-1} - \sum_{a > \sqrt{x}} \frac{f_{\Gamma'}(a)}{a^{1+i\gamma}}
\]
(4.19)
\[
= - \sum_{a > \sqrt{x}} \frac{f_{\Gamma'}(a)}{a^{1+i\gamma}} \ll_{\Gamma'} \frac{(\log z)^{D-m+1}}{(\log x)^{A-m}} + x^{-\kappa_0/(2\log z)}.
\]

Now, combination of (4.16) with the estimates (4.17) and (4.19) gives

\[
S_1 \ll_{\Gamma'} \frac{x(\log z)^{D-m}}{(\log x)^{A-m}} + \frac{x^{1-\kappa_1/\log z}}{\log z},
\]

for some \( \kappa_1 = \kappa_1(D) \in (0, 1) \).

It only remains to estimate

\[
S_2 = \sum_{b \leq \sqrt{x}} \sum_{\sqrt{x} < a \leq b} f_{\Gamma'}(a).
\]
In fact, we are going to show that \( S_2 \) satisfies the same bound as \( S_1 \) and then the proof of the proposition will be complete. In the innermost sum of \( S_2 \), we have that \( x/b \geq \sqrt{x} \geq z \). So, using the inductive hypothesis once for \( \sqrt{x} \) and once for \( x/b \), we get that

\[
S_2 \ll \Gamma', \frac{x(\log z)^{D-m+1}}{(\log x)^{A-m+1}} \sum_{b \leq \sqrt{x}} \frac{1}{b} + \frac{x^{1-\kappa_0/\log z}}{\log z} \sum_{b \leq \sqrt{x}} \frac{1}{b^{1-\kappa_0/\log z}}.
\]

For \( u \geq z \), it is known that \( \#\{n \leq u : P^{-}(n) > z\} \ll u/\log z \). This estimate and partial summation imply that \( \sum_{b \leq \sqrt{x}, P^{-}(b) > z} 1/b \ll \log x/\log z \). Then,

\[
\sum_{b \leq \sqrt{x}, P^{-}(b) > z} \frac{1}{b^{1-\kappa_0/(2\log z)}} \ll x^{\kappa_0/(2\log z)} \sum_{b \leq \sqrt{x}, P^{-}(b) > z} \frac{1}{b} \ll x^{\kappa_0/(2\log z)} \frac{\log x}{\log z} \ll x^{2\kappa_0/(3\log z)}.
\]

So, finally, the estimate (4.20) becomes

\[
S_2 \ll \Gamma' \frac{x(\log z)^{D-m}}{(\log x)^{A-m}} + \frac{x^{1-\kappa_0/(3\log z)}}{\log z}
\]

and the proof is finished with \( \kappa := \min\{\kappa_0/3, \kappa_1\} \).

\[\square\]

5. PROOF OF THEOREM 1.1

We now move on to the proof of Theorem 1.1. First, we introduce some auxiliary notation. If \( g \) is an arithmetic function and \( x \geq 2 \) is a real number, we define

\[
S(x, g) = \sum_{n \leq x} g(n).
\]

Moreover, for \( z \geq 1 \), we set \( g_z(n) = g(n) \) when \( P^{-}(n) > z \) and \( g_z(n) = 0 \) otherwise.

The multiset \( \Gamma' \) in the statement of the theorem consists of the ordinates of the zeros of \( L(\cdot, f) \) on the vertical line \( \sigma = 1 \). If \( L(\cdot, f) \) has a single root \( 1 + i\gamma \) of multiplicity \( D \), then Theorem 1.1 follows directly from Theorem 3.6. So, for the rest of this proof we assume that the largest multiplicity of the roots of \( L(\cdot, f) \) on \( \text{Re}(s) = 1 \) is at most \( D - 1 \). Let \( m \) be the number of elements of \( \Gamma' \), with the multiplicities being counted. In Proposition 4.5 we take \( \tilde{\Gamma} = \Gamma \) and

\[
z = x^{1/(L \log u)} \quad \text{with} \quad L = 8(\min\{\kappa, \log \log 3 \cdot (A - D - 1)\})^{-1} \quad \text{and} \quad u = \min\{((\log x)^{A-D-1}, \sqrt{T})}.
\]

We further assume that \( x \) is large enough in terms of \( \Gamma' \). Indeed, for bounded \( x \), Theorem 1.1 holds trivially by adjusting the implied constant in its statement. Then, for \( w \in [x^{1/4}, x] \subseteq [z^{1/4}, x] \), we have

\[
\sum_{n \leq w \atop P^{-}(n) > z} f_{\Gamma}(n) \ll_{\Gamma} \frac{w}{u \log x}.
\]
Consequently,\[
\sum_{n \leq x} f_\Gamma(n) \log n = O\left(x^{1/3}\right) + \sum_{x^{1/4} < n \leq x} f_\Gamma(n) \log n \ll \frac{x}{u},
\]
where we used the inequality \(|f_\Gamma| \leq \tau_{D+m}\) to control the summands with \(n \leq x^{1/4}\), whereas we used partial summation and (5.1) for the summands with \(n > x^{1/4}\). Now, combining this bound with Dirichlet’s hyperbola method applied to the convolution \((f_\Gamma)_z * \Lambda((f_\Gamma)_z)\), we get

\[
(5.2) \quad \sum_{n \leq x^{1/4}} f_\Gamma(n) S(x/n, \Lambda((f_\Gamma)_z)) = S\left(x^{1/4}, (f_\Gamma)_z\right) S\left(x^{3/4}, \Lambda((f_\Gamma)_z)\right) - \sum_{n \leq x^{3/4}} \Lambda((f_\Gamma)_z)(n) S(x/n, (f_\Gamma)_z) + O_\Gamma\left(\frac{x}{u}\right).
\]

Note that \(\Lambda((f_\Gamma)_z) = (\Lambda f_\Gamma)_z\). So, since \(|\Lambda f_\Gamma| \leq (D + m) \cdot \Lambda\), we deduce that \(|S(x^{3/4}, \Lambda((f_\Gamma)_z))| \leq \sum_{n \leq x^{3/4}} |\Lambda f_\Gamma(n)| \leq (D + m) \sum_{n \leq x^{3/4}} \Lambda(n) \ll x^{3/4}\). Hence, from (5.1) and (5.2), we conclude that

\[
\sum_{n \leq x^{1/4}} f_\Gamma(n) S(x/n, \Lambda((f_\Gamma)_z)) \ll \frac{x}{u} + \frac{x}{u \log x} \sum_{n \leq x^{3/4}} \frac{|\Lambda f_\Gamma(n)|}{n}.
\]

The sum of the right-hand side is \(\leq \sum_{n \leq x^{3/4}} |\Lambda f_\Gamma(n)|/n \leq (D + m) \sum_{n \leq x^{3/4}} \Lambda(n)/n \ll \log x\), and so

\[
\sum_{n \leq x^{1/4}} f_\Gamma(n) S(x/n, \Lambda((f_\Gamma)_z)) \ll \frac{x}{u}.
\]

In addition, for \(u \geq 1\) we have that

\[
|S(v, \Lambda((f_\Gamma)_z)) - S(v, \Lambda f_\Gamma)| \leq \sum_{p \leq z \atop p^\nu \leq v} |\Lambda f_\Gamma(p^\nu)| \leq (D + m) \sum_{p \leq z} \Lambda(p^\nu) \ll \log v \sum_{p \leq z} 1 \ll z \log v.
\]

Consequently, since \(|f_\Gamma| \leq \tau_{D+m}\) and \(\sum_{n \leq y} \tau_{D+m}(n)/n \ll (\log y)^{D+m}\) for any \(y \geq 1\), it follows that

\[
S(x, \Lambda f_\Gamma) + \sum_{1 < n \leq x^{1/4} \atop P^-(n) > z} f_\Gamma(n) S(x/n, \Lambda f_\Gamma) = \sum_{n \leq x^{1/4} \atop P^-(n) > z} f_\Gamma(n) S(x/n, \Lambda f_\Gamma)
\]

\[
= \sum_{n \leq x^{1/4} \atop P^-(n) > z} f_\Gamma(n) S(x/n, \Lambda((f_\Gamma)_z)) + O(z x^{1/4} (\log x)^{D+m}) \ll \frac{x}{u}.
\]

For the last estimate we used the fact that \(z \leq x^{1/8}\), an inequality which follows from the choice of \(z\) that we made. The Brun-Titchmarsh theorem guarantees that
\[ S(x/n, \Lambda f) - S(t/n, \Lambda f) \ll \frac{x}{nu} \]

for \( t \in [x - x/u, x] \) and \( n \leq x^{1/4} \). Using again the inequality \(|f_\Gamma| \leq \tau_{D+m}\), we have

\[
\sum_{n \leq x^{1/4}} \frac{|f_\Gamma(n)|}{n} \ll (\log u)^{D+m}.
\]

Thus, if we set \( \Delta = x/u \), relation (5.3) becomes

\[
S(x, \Lambda f) = -\frac{1}{\Delta} \sum_{1 < n \leq x^{1/4}} \frac{f_\Gamma(n)}{P^{-n}(n) > z} \int_{x-\Delta}^{x} S(t/n, \Lambda f) dt + O_{f_{\Gamma}} \left( \frac{x(\log u)^{D+m}}{u} \right)
\]

\[
= -\frac{1}{\Delta} \sum_{1 < n \leq x^{1/4}} \frac{f_\Gamma(n)n}{P^{-n}(n) > z} \int_{x-\Delta}^{x} S(t, \Lambda f) dt + O_{f_{\Gamma}} \left( \frac{x(\log u)^{D+m}}{u} \right)
\]

\[
= -\frac{1}{\Delta} \int_{\frac{x-\Delta}{x^{1/4}}}^{x} S(t, \Lambda f) \left( \sum_{(x-\Delta)/t < n \leq x/t} \frac{f_\Gamma(n)n}{P^{-n}(n) > z} \right) dt + O_{f_{\Gamma}} \left( \frac{x(\log u)^{D+m}}{u} \right).
\]

Using Shiu’s theorem [5, Theorem 20.3, p. 209] with the non-negative, divisor-bounded, multiplicative function \( \tau_{D+m} \cdot 1_{P^{-n}(n) > z} \), we obtain

\[
\left| \sum_{(x-\Delta)/t < n \leq x/t} \frac{f_\Gamma(n)n}{P^{-n}(n) > z} \right| \leq \frac{x}{t} \sum_{(x-\Delta)/t < n \leq x/t} \tau_{D+m}(n) \ll \frac{x\Delta(\log u)^{D+m}}{t^2 \log x},
\]

for \( t \leq x/z \) and \( \Delta = x/u \). Thus, we arrive at the estimate

\[(5.4) \quad S(x, \Lambda f) \ll \frac{x(\log u)^{D+m}}{\log x} \int_{1}^{x} \frac{|S(t, \Lambda f)|}{t^2} dt + O_{f_{\Gamma}} \left( \frac{x(\log u)^{D+m}}{u} \right).\]

We continue by bounding the integral of the right-hand side and we start with the Cauchy-Schwarz inequality which implies that

\[
\int_{1}^{x} \frac{|S(t, \Lambda f)|}{t^2} dt \leq \left( \log x \int_{1}^{x} \frac{|S(t, \Lambda f)|^2}{t^3} dt \right)^{1/2}
\]

\[
\ll \left( \log x \int_{1}^{\infty} \frac{|S(t, \Lambda f)|^2}{t^{3+2/\log x}} dt \right)^{1/2}.
\]

(5.5)

Partial summation and a suitable change of variables give
\[ s \int_{0}^{+\infty} S(e^u, \Lambda_{fT})e^{-u\sigma}e^{-iuT}du = -\frac{L'}{L}(s, f_T) \quad \text{when} \quad \sigma > 1. \]

So, for \( c = 1 + 1/\log x \), Parseval’s theorem allows us to write

\[ \int_{1}^{+\infty} \frac{|S(t, \Lambda_{fT})|^2}{t^{3+2/\log x}} dt = \int_{0}^{+\infty} |S(e^u, \Lambda_{fT})|^2 e^{-2(1+1/\log x)u}du = \frac{1}{2\pi} \int_{\mathbb{R}} \left| \frac{L'}{L}(c + it, f_T) \right|^2 \frac{dt}{c^2 + t^2} \]

and (5.5) implies that

\[ \int_{1}^{x} \frac{|S(t, \Lambda_{fT})|}{t^2} dt \ll \sqrt{\log x} \left( \int_{\mathbb{R}} \left| \frac{L'}{L}(c + it, f_T) \right|^2 \frac{dt}{c^2 + t^2} \right)^{1/2}. \]

As was explained in Section 2, we proceed to splitting the integral into two parts. In the first part we integrate over the interval \([-T, T]\), whereas the range of integration of the second integral consists of the large values \(|t| > T\). In the beginning of the proof we assumed that the largest multiplicity of the zeros of \( L(\cdot, f) \) is at most \( D - 1 \). So, using Proposition 3.5 (c) and the non-vanishing of \( L(s, f_T) \) on the vertical line \( \sigma = 1 \), we conclude that

\[ \int_{|t| < T} \left| \frac{L'}{L}(c + it, f_T) \right|^2 \frac{dt}{c^2 + t^2} \ll \max_{|t| < T, \sigma \in [1.2]} \left| \frac{L'}{L}(\sigma + it, f_T) \right|^2 =: C_f(T). \]

The first part has been estimated and it remains to bound the second one. Since \( |\Lambda_{fT}(n)n^{-ik}| \ll (D + m)\Lambda(n) \) for any two positive integers \( n \) and \( k \) and \( \zeta(s) \asymp (s - 1)^{-1} \) in a fixed region around 1, Lemma 3.7 yields that

\[
\int_{|t| > T} \left| \frac{L'}{L}(c + it, f_T) \right|^2 \frac{dt}{c^2 + t^2} \leq \sum_{|k| > T-1/2} \int_{|t| - 1/2}^{k+1/2} \left| \frac{L'}{L}(c + it, f_T) \right|^2 \frac{dt}{c^2 + t^2} \\
\leq 4 \sum_{|k| > T/2} \frac{1}{k^2} \int_{-\frac{1}{2}}^{\frac{1}{2}} \left| \frac{L'}{L}(c + i(t + k), f_T) \right|^2 dt \\
\ll \left( \sum_{|k| > T/2} \frac{1}{k^2} \right) \cdot \int_{-\frac{1}{2}}^{\frac{1}{2}} \left| \frac{\zeta'}{\zeta}(c + it) \right|^2 dt \\
\ll \frac{1}{T} \int_{-\frac{1}{2}}^{\frac{1}{2}} \frac{dt}{(\log x)^2 + t^2} \ll \frac{\log x}{T} \int_{\mathbb{R}} \frac{d\alpha}{1 + \alpha^2} \ll \frac{\log x}{T}. \]

Combining (5.7) and (5.8), we get that

\[ \int_{\mathbb{R}} \left| \frac{L'}{L}(c + it, f_T) \right|^2 \frac{dt}{c^2 + t^2} \ll C_f(T) + \frac{\log x}{T}. \]

We now insert this estimate into (5.6) to find that
Together with (5.4), this implies that

\[
S(x, A_{f_\Gamma}) \leq O_{f,T} \left( \frac{x (\log u)^{D+m}}{\sqrt{\log x}} \right) + O_{\Gamma} \left( \frac{x (\log u)^{D+m}}{\min\{u, \sqrt{T}\}} \right).
\]

Recalling that we chose \( u = \min\{(\log x)^{A-D-1}, \sqrt{T}\} \) and that \( \sum_{p \leq x} (f(p) + \sum_{\gamma \in \Gamma} p^\gamma) \log p = \sum_{p \leq x} f_\Gamma(p) \log p = S(x, A_{f_\Gamma}) + O(\sqrt{x}) \), the proof of Theorem 1.1 readily follows.
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