Application of Particle Swarm Optimization on Reliability Sampling Inspection Program for Success or Failure Product
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Abstract. Reliability sampling inspection program for success or failure product is an intractable problem in the reliability test field. Meta-heuristic algorithm provides a new idea to solve the problem. Particle swarm algorithm is a new meta-heuristic algorithm in recent years, which has been widely used in many fields because of its simplicity but efficiency. In this paper, a reliability sampling inspection program model is developed to minimize the distance of risk. In addition, the mechanism of the particle swarm algorithm is expounded, and a case study reveals that the method in this paper is feasible and effective.

1. Introduction

Sampling Inspection test is a special kind of hypothesis test, which uses statistical methods to develop test program for a batch of products’ inspection according to the concerted request of the producer and the user and make acceptation or rejection judgment according to the testing results of this batch of products.[1] In the sampling inspection test, every application of the tests is independent from each other. And for those products that have only two kinds of result as success and failure are called success or failure products, such as explosives, missiles and rockets. At present, the most close to the requirement of the producer and the user is picked as the design of success or failure product sampling inspection program from GB5080.5-85, the success rate of equipment reliability test validation test plan. And GB5080.5-85 gives four kinds of condition of optimal solution when both sides of risk are equal to 5%, 10%, 15% and 20%. However, the risk in fact might be other values, for example 6%, 15% and 18% etc. or the two sides of risk might not be the same, which makes the application of the standard has certain limitations.

The sampling inspection program is determined by n and Ac (when the product batch is large), where n is the sample size extracted and Ac is the number of conformity determined. In essence, the design of reliability sampling inspection program is an integer optimization problem with constraints, and there is still no general analytical method for accurate solution. If the traversal of n and Ac is adopted, it needs to traverse \( n \times Ac \) times, with very low efficiency. For example, if n is 500 and Ac is 40, it needs to traverse \( 2 \times 104 \) times. Reference [3] studied the testability verification test program based on the development information by using the evidence theory method on the basis of the success or failure fixed-number verification model considering the risks of both parties, and achieved good results in testability verification. Reference [4] proposed equivalent deformation of the identification program equations and designed relevant algorithms to solve them, but the algorithm process was relatively complicated. Reference [5] proposed a method of dynamic step size selection to solve the equations, but the solution requires the scheme in GB5080.5-85 and has high requirements for users.
These research methods are complicated and cannot simplify the solution process of scheme design effectively. Therefore, it is extremely urgent to design a practical and efficient algorithm to solve this problem.

Particle swarm optimization is a new swarm intelligence algorithm, which is favored and widely used by researchers due to its high performance, few parameters and strong robustness [6]. As an efficient and novel optimization algorithm, particle swarm optimization has not been introduced into the design of reliability sampling inspection program. In this paper, the design model of sampling inspection program is established first, then the mechanism of the standard particle swarm optimization algorithm is described, and the solution process is designed. Finally, the improved algorithm is applied to the design of inspection program.

2. Design model of success or failure product sampling inspection program

2.1. Problem

Success or failure product sampling inspection program design process: randomly select \( n \) samples from a batch of products that total amount is \( N \) for inspection. Hypothetically, it is tested out \( d \) unqualified products, then when \( d \) is less than or equal to \( Ac \), receive this batch of products, otherwise refuse. Usually this test plan is written as \((N, n, Ac)\), where \( N \) as the known quantity, and as long as \( n \) and \( Ac \) are determined, the sampling inspection program is determined. When \( N \) is relatively large compared with \( n \), the influence of batch \( N \) is not significant. Therefore, under this condition, the sampling inspection program can be denoted as \((n, Ac)\), and \( Ac < n \) is obviously available.

There are two kinds of risks in the sampling inspection program: producer’s risk and user’s risk. The producer’s risk is the probability that the conforming critique is a nonconforming batch, and the user’s risk is the probability that the nonconforming critique is a conforming batch. The calculation methods of and are shown in equation (1)[7], where \( R_0 \) is the superior limit of the test and \( R_1 \) is the inferior limit of the test.

\[
\begin{align*}
\alpha &= 1 - \sum_{i=0}^{Ac} \binom{n}{i} (1 - R_0)^i R_0^{n-i} \\
\beta &= \sum_{i=0}^{Ac} \binom{n}{i} (1 - R_1)^i R_1^{n-i}
\end{align*}
\]  

In the design process, both sides want to keep their risk as low as possible, but theoretical research shows that to making \( \alpha \) small larges \( \beta \), and to make \( \beta \) small leads to large \( \alpha \). It is important for both sides to design a program that can balance the risks of both sides. In practice, the producer and user first agree on a mutually acceptable risk rating of \( \alpha_0 \)(producer rated risk) and \( \beta_0 \)(user rated risk) based on the inspection superior and inferior limits, and then weigh the program by comparison.

2.2. The objective function of the problem

In the design of the sampling program, the producer wants the lower \( \alpha \) and the closer to \( \alpha_0 \)the better; the user hopes that the lower \( \beta \) and the closer to \( \beta_0 \)the better, both sides want their risk as close as possible to the rated risk, therefore, sampling scheme design process is the game of risk balance both sides, the objective function can not just consider one side of risk and risk distance minimum, but should consider both \( \alpha \) close to \( \alpha_0 \), and to ensure \( \beta \) close to \( \beta_0 \). Based on the risk and risk rating on both sides of the Manhattan distance minimum as objective function, defined as shown in formula (2), so we can make the design conforms to the interests of both parties, that both sides can accept.

\[
\min f(n, Ac) = \sqrt{(\alpha - \alpha_0)^2 + (\beta - \beta_0)^2}
\]  (2)
2.3. The constrain condition of the problem  
Taking \( N = 500 \) and \( Ac = 40 \) as examples, the response surface of sample size, qualified decision number to risk distance and sample size - qualified decision number profile view are made, as shown in Fig.1.
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From Fig.1 (a), we can find that the good feasible solutions are concentrated in a very narrow region. Theoretically, the following analysis is made: if the estimated boundary point value \((1 - AC/n)\) is less than the inferior limit the user's risk will increase. Then if \((n, Ac)\) falls in the red area at the upper left of Fig. 1 (b), the risk difference is relatively large, and the user is obviously not satisfied. If the estimated boundary point value is greater than the superior limit value, then the producer risk is too large. At this time, if \((n, Ac)\) falls in the red area in the lower right and the producer is obviously not satisfied. When the estimated boundary point is between the upper limit and the lower limit of the test, as it falls in the blue triangle area in Fig. 1 (b), the risk difference between the two sides becomes smaller, and the risk distance can be balanced. Based on the above analysis, the value range of \( Ac \) is determined as follows:

\[
(n(1 - R_0) \leq Ac \leq n(1 - R_1))
\]

(3)

2.4. Optimization model

Based on the above analysis, the design model of reliability sampling inspection program for success or failure products targeting risk distance is as follows:

\[
\begin{align*}
\min f(n, Ac) &= \sqrt{(\alpha - \alpha_0)^2 + (\beta - \beta_0)^2} \\
&= \begin{cases} 
    n(1 - R_0) \leq Ac \leq n(1 - R_1) \\
    0 < n \leq n_{\text{max}} \\
    \alpha = 1 - \sum_{i=0}^{\left[\frac{n}{Ac}\right]} \binom{n}{i} (1 - R_0)^i R_0^{n-i} \\
    \beta = \sum_{i=0}^{\left[\frac{n}{Ac}\right]} \binom{n}{i} (1 - R_1)^i R_1^{n-i} \\
    Ac \in \mathbb{N}^+, n \in \mathbb{N}^+
\end{cases}
\end{align*}
\]

(4)

Where, \( n_{\text{max}} \) is the maximum sample size in the formula.

3. Particle swarm algorithm

3.1. The basic principle

Suppose in a d-dimensional target search space, there are m particles forming a community, in which the position of the \( ith \) particle in the d-dimensional search space is represented as a d-dimensional vector, and the position of each particle represents a potential solution. Let \( X_i = (x_{i1}, x_{i2}, \ldots, x_{id}) \) is the
current position of particle \( i \); \( v_i=(v_{i1}, v_{i2}, \ldots, v_{id}) \) is particle \( i \)'s current flight speed; \( p_i=(p_{i1}, p_{i2}, \ldots, p_{id}) \) is the best position experienced by particle \( i \), that is, the position with the best adaptive value experienced by particle \( i \), which is called the individual optimal position; \( g_d=(g_{d1}, g_{d2}, \ldots, g_{dD}) \) is the optimal location searched so far by the whole particle swarm, which is called the global optimal location. If \( X_i \) is plugged into the target function, its adaptive value can be calculated, and \( X_i \) can be evaluated according to its adaptive value. The position and velocity of each particle are iterated by following equations (5) and (6) [8].

\[
V_i(t+1) = wV_i(t) + c_1r_1(t)(p_i(t) - X_i(t)) + c_2r_2(t)(g_d(t) - X_i(t)) \tag{5}
\]

\[
X_i(t+1) = X_i(t) + V_i(t+1) \tag{6}
\]

The subscript \( j \) is the \( j \)th dimension of the particle \( (j=1,2,\ldots,d) \), and \( i \) represents the \( i \)th particle \( (i=1,2,\ldots,m) \), \( t \) represents the \( t \) generation, \( w \) is the inertia weight coefficient, \( c_1 \) and \( c_2 \) are the acceleration coefficient, \( c_1 \) regulates the step size of the particle flying to its own optimal position, \( c_2 \) regulates the step size of the particle flying to the global optimal position. \( r_1,U(0,1) \) and \( r_2,U(0,1) \) are two independent random numbers. In order to reduce the possibility of particles leaving the search space during iteration, \( v_i \) is usually limited to a certain range, namely \( v_i \in [-v_{max},v_{max}] \). If the search space of the problem is limited within \([v_{max},v_{max}]\), then \( v_{max}=k\times x_{max} \), \( 0.1 \leq k \leq 1 \). In iteration, if the position and velocity of the particle are beyond the limit range, the boundary value is adopted. The initial position and velocity of all particles are randomly generated, and then the equations (5) and (6) are used to iterate, constantly changing their speed and position until a satisfactory solution is found or the maximum number of iterations is reached. For particle swarm optimization algorithm, there are usually several important control parameters as follows [9].

- Particle swarm size is how many particles contained in number;
- Acceleration constants \( c_1 \) and \( c_2 \), generally value between 0 ~ 2;
- Inertia weight coefficient \( w \), general take \([0.9, 1.2]\);
- Control particle speed \( v_{max} \), usually set the superior limit for the variable.

3.2. Algorithmic solution flow

The main calculation steps of particle swarm algorithm are as follows:

1. Parameters were set, acceleration constants \( c_1 \) and \( c_2 \) were set, the maximum number of iterations was \( iter_{max} \), and the initial population position \( X(0) \) and velocity \( V(0) \) were randomly generated;
2. Evaluate the population \( X(t) \) and calculate the adaptive value of each particle in each dimensional space;
3. Calculate the fitness value of each particle according to the fitness function, store the position and fitness of each particle in \( lbest \), and store the position and fitness of the individual with the best fitness in \( lbest \) or \( gbest \);
4. Compare the particle fitness value with the optimal value of the population. If the current value is better than \( gbest \), assign the current optimal value to \( gbest \);
5. Update the velocity and position formulas of particles according to formulas (5) and (6) to generate a new population \( X(t+1) \);
6. Check whether the end condition is satisfied. If it is, the optimization calculation is finished; otherwise, \( t = t + 1 \) and then go to (2). The ending condition is generally optimized to achieve the maximum evolutionary algebra \( iter_{max} \), or the change of the objective function value is less than the given accuracy \( \epsilon \).

4. The example analysis

A new intelligent ammunition requires batch inspection, including batch \( N = 10000 \), the largest sample size \( n_{max} \) does not exceed 500 (large batch), reliability index in the contract for \( R_0 = 0.9 \), \( R_1 = 0.8 \), the
risk of producer and user is $\alpha_0=10\%$ and $\beta_0=15\%$. The reliability appraisal test solution model as shown in formula (7).

$$\min f (n, Ac) = \sqrt{\left(\alpha - \alpha_0\right)^2 + \left(\beta - \beta_0\right)^2}$$

$$0.1n \leq Ac \leq 0.2n$$

$$0 < n \leq 500$$

$$\alpha = 1 - \sum_{i=0}^{n}\left(\frac{n!}{i!}\right)0.1^i0.9^{n-i}$$

$$\beta = \sum_{i=0}^{n}\left(\frac{n!}{i!}\right)0.2^i0.8^{n-i}$$

$$Ac \in N^+, n \in N$$

In order to verify the rationality of the proposed model, the three groups were given the same risk: $\alpha_0=\beta_0=5\%$, $\alpha_0=\beta_0=10\%$ and $\alpha_0=\beta_0=20\%$. Then the optimal sampling inspection program designed by the method in this paper was compared with the scheme in GB5080.5-85. The results are listed in Table 1.

| $R_0$ | plans in GB5080.5-85 | plans in this paper |
|-------|----------------------|---------------------|
| $n=1$ | $\alpha=4.8\%$      | $\alpha=4.8\%$      |
| $n=2$ | $\beta=9.9\%$       | $\beta=9.9\%$       |
| $n=3$ | $\alpha=19.0\%$     | $\alpha=19.0\%$     |
| $n=4$ | $\beta=20.4\%$      | $\beta=20.4\%$      |

TABLE 1 Comparison of plans in GB5080.5-85 and this paper

As it showed in the Table 1, when the rated risk is 5%, the program in this paper is the same as the GB program. When the rated risk is 10%, $\alpha$ is 10%, which equal to the rated risk; $\beta$ is 10.1%, which is 1% different from the rated risk. While in GB program the $\alpha$ is 8.6% which is 14% different from the rated risk; $\beta$ is 9.9%, which has 1% different from the rated risk. When the rated risk is 20%, the $\alpha$ and $\beta$ of the proposed program differ from the rated risk by 6% and 2% respectively, but $\alpha$ and $\beta$ of the GB program differ by 5% and 10% respectively. The program in this paper is closer to the rated risk than the national standard program, which shows the advance of the model in this paper.

5. Conclusions

The key of success or failure product reliability sampling inspection program design is how to balance the risk of producer and user. In this paper, the reliability sampling inspection program optimization model targeting at risk distance can accurately quantitatively describe the problem and quantify the design process, which avoid the problem that can be solved only by trying method. The result of the example shows that particle swarm algorithm can solve the integer optimization model in this paper, and it is easier to find the optimal solution compared with other algorithms, which provides a new way to solve the problem of reliability sampling inspection program for success or failure products.
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