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Abstract We examine the total mixed scalar curvature of a smooth manifold endowed with a distribution as a functional of a pseudo-Riemannian metric. We develop variational formulas for quantities of extrinsic geometry of the distribution and use this key and technical result to find the critical points of this action. Together with the arbitrary variations of the metric, we consider also variations that preserve the volume of the manifold or partially preserve the metric (e.g., on the distribution). For each of those cases, we obtain the Euler–Lagrange equation and its several solutions. Examples of critical metrics that we find are related to various fields of geometry such as contact and 3-Sasakian manifolds, geodesic Riemannian flows, codimension-one foliations, and distributions of interesting geometric properties (e.g., totally umbilical and minimal).
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1 Introduction

Distributions on manifolds appear in various situations—e.g., as fields of tangent planes of foliations or kernels of differential forms. When the metric of a pseudo-Riemannian manifold is non-degenerate on a distribution, it defines a pseudo-Riemannian almost-product
structure—i.e., a pair of orthogonal, complementary distributions that span the tangent bundle \cite{8}. The mixed scalar curvature is one of the simplest curvature invariants of a pseudo-Riemannian almost-product structure. It is defined as a sum of sectional curvatures of planes that non-trivially intersect with both of the distributions. (We give the exact definition and formula (1) later.) Its investigation led to multiple results regarding the existence of vector fields \cite{5}, foliations \cite{18}, and submersions \cite{19} of interesting geometric properties.

The fundamental and open question (similar to the question about existence of Einstein metrics on a manifold) is the following: What are the best metrics on a smooth manifold endowed with a distribution? On a manifold with a distribution, we can define the total mixed scalar curvature as a functional on the space of all pseudo-Riemannian metrics that are non-degenerate on the distribution. Every such metric yields a pseudo-Riemannian almost-product structure and hence the mixed scalar curvature of our distribution (and of its metric-dependent orthogonal complement). Since we deal also with non-compact manifolds, we assume that the total mixed scalar curvature is in fact an integral of the mixed scalar curvature over a sufficiently large, relatively compact set. When viewed as a functional of the metric, the total mixed scalar curvature may be considered an analogue of the Einstein–Hilbert action \cite{1}, and the best metrics (of the above question) are proposed to be among critical metrics of the action.

The goal of this paper is to examine metrics critical for the total mixed scalar curvature with respect to different kinds of variations of metric. Apart from varying among all the metrics that are non-degenerate on the distribution, we shall also restrict to the case when the varying metric remains fixed on the distribution, and the “complementary” case when metric varies only on the distribution—preserving its orthogonal complement and the metric on it. This approach applies to finding an optimal extension of a metric that is defined only on a distribution—which is a problem of the relationship between sub-Riemannian and Riemannian geometry. Moreover, in analogy to the Einstein–Hilbert action, all variations will be considered in two versions: with and without the additional requirement that the metrics preserve the volume of the manifold \cite{3}. The Euler–Lagrange equations that we obtain for those various cases are actually similar enough to be viewed as slight modifications of one general equation, and hence can be presented in a concise form.

The first part of the paper starts with all necessary definitions, continues to the development of variation formulas for several geometric quantities, and culminates in the formulation of the Euler–Lagrange equation for the total mixed scalar curvature. The equation we obtain is difficult to solve in full generality, although it can be related to Ricci-type curvatures previously described in the literature \cite{12}. It can be decomposed into three independent parts, two of them being symmetric with respect to interchanging the given distribution and its orthogonal complement. Those two equations are also the same as the ones obtained for more restrictive, so-called adapted variations, considered in \cite{2,14}. It is worth noting that the variation formulas for geometric quantities, that we obtain along the way to the Euler–Lagrange equation, can be of use also for many other functionals.

The second part of the paper is dedicated to examples of metrics critical for the total mixed scalar curvature. In Sect. 3.1, we consider the case when the fixed distribution is one-dimensional, i.e., tangent to the flowlines of a unit vector field. (In four-dimensional, general relativity setting, this case corresponds to the one examined in \cite{1}.) We rephrase the Euler–Lagrange equation and examine it in the case of geodesic Riemannian flows, comparing the results for different types of variations. In Sect. 3.2, we consider situation “dual” to the one from Sect. 3.1—fixing a distribution tangent to a codimension-one foliation. Then, with the assumption of a special coordinate system, the Euler–Lagrange equation can be in some cases explicitly solved. This setting allows us to find more critical metrics in the case
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of general variations preserving the volume of the manifold. In Sect. 3.3, we consider the one-dimensional distribution spanned by the Reeb field on a contact manifold, which allows us to give an interpretation of some geometric quantities that appear in the Euler–Lagrange equation. Using the results obtained earlier for geodesic Riemannian flows, we show that the metrics of $K$-contact structures are critical with respect to all variations that fix the volume and partially preserve the metric (either on the distribution or everywhere else except it), thus generalizing a theorem from [4]. As a different application of the variational formulas obtained earlier, we also examine a measure of non-integrability of the orthogonal complement of the Reeb field, showing that contact metric structures are critical for this functional. The results we obtain for contact manifolds are then generalized to the setting of 3-Sasakian manifolds. Finally, in Sect. 3.4, we consider variation of the total mixed scalar curvature of a manifold endowed with a non-integrable distribution. Because of the complexity of the arising Euler–Lagrange equation, we look only for those critical metrics for which the orthogonal complement of the distribution is integrable. We show that $K$-contact and 3-Sasakian metrics (when the orthogonal complement of the distribution is integrable and has dimension one or three) are critical with respect to all variations that fix the volume and partially preserve the metric also in this setting. In case of codimension-one distribution, one of the variations that we consider has a particularly interesting geometric interpretation; we give an additional example of metric critical with respect to it.

2 Main results

In this part, we give necessary definitions, develop variation formulas for geometric quantities (that is the most technical and key result), and formulate the Euler–Lagrange equation for the total mixed scalar curvature of a manifold endowed with a distribution.

2.1 Preliminaries

This section recalls definitions of some functions and tensors, used also in [2,14] and introduces several new notions related to geometry of pseudo-Riemannian almost-product manifolds.

Let $\text{Sym}^2(M)$ be the space of all symmetric $(0, 2)$-tensors tangent to a smooth manifold $M$. A pseudo-Riemannian metric of index $q$ on $M$ is an element $g \in \text{Sym}^2(M)$ such that each $g_x$ ($x \in M$) is a non-degenerate bilinear form of index $q$ on the tangent space $T_x M$. For $q = 0$ (i.e., $g_x$ is positive definite), $g$ is a Riemannian metric, and for $q = 1$ it is called a Lorentz metric. Let $\text{Riem}(M) \subset \text{Sym}^2(M)$ be the subspace of pseudo-Riemannian metrics of given signature.

Let $R(X, Y) = \nabla_Y \nabla_X - \nabla_X \nabla_Y + \nabla_{[X,Y]}$ be the curvature tensor of the Levi–Civita connection $\nabla$ of $g$. At a point $x \in M$, a two-dimensional linear subspace $X \wedge Y$ (called a plane section) of $T_x M$ is non-degenerate if $W(X, Y) := g(X, X) g(Y, Y) - g(X, Y) g(X, Y) \neq 0$. For such section at $x$, the sectional curvature is the number $K(X \wedge Y) = g(R(X, Y)X, Y) / W(X, Y)$.

A subbundle $\mathcal{D} \subset TM$ (called a distribution) is non-degenerate, if $g_x$ is non-degenerate on $\mathcal{D}_x \subset T_x M$ for every $x \in M$; in this case, the orthogonal complement of $\mathcal{D}$, denoted by $\mathcal{D}^\perp$, is also non-degenerate [10], and we have $\mathcal{D}_x \cap \mathcal{D}_x = 0$, $\mathcal{D}_x \perp \mathcal{D}_x = T_x M$ for all $x \in M$. A connected manifold $M^{n+p}$ with a pseudo-Riemannian metric $g$ and a pair of complementary orthogonal non-degenerate distributions $\mathcal{D}$ and $\mathcal{D}$ of ranks $\dim \mathcal{D}_x = n$ and $\dim \mathcal{D}_x = p$ for every $x \in M$ is called a pseudo-Riemannian almost-product structure on $M$, [8]. Such $(M, \mathcal{D}, \mathcal{D}, g)$ is also sometimes called a pseudo-Riemannian almost-product...
manifold. Let $\text{Riem}(M, \tilde{\mathcal{D}}, \mathcal{D}) \subset \text{Riem}(M)$ be the subspace of metrics making $\tilde{\mathcal{D}}$ and $\mathcal{D}$ orthogonal and non-degenerate.

Let $\mathcal{X}_M$ be the module over $C^\infty(M)$ of all vector fields on $M$, and let $\mathcal{X}_\mathcal{D}$ and $\mathcal{X}_{\tilde{\mathcal{D}}}$ be the modules of sections of $\mathcal{D}$ and $\tilde{\mathcal{D}}$, respectively. The following convention is adopted for the range of indices:

$$a, b, c \ldots \in \{1 \ldots n\}, \quad i, j, k \ldots \in \{1 \ldots p\}.$$

The “musical” isomorphisms $\sharp$ and $\flat$ will be used for rank one and symmetric rank 2 tensors. For example, if $\omega \in T^1_0 M$ is a 1-form and $X, Y \in \mathcal{X}_M$, then $\omega(Y) = g(\omega^\sharp, Y)$ and $X^\sharp(Y) = g(X, Y)$. For $(0, 2)$-tensors $A$ and $B$ we have $\langle A, B \rangle = \text{Tr}_g(A^\sharp B^\sharp) = \langle A^\sharp, B^\sharp \rangle$.

The sectional curvature $K(X \wedge Y)$ is called mixed if $X \in \tilde{\mathcal{D}}$ and $Y \in \mathcal{D}$. Let $\{E_a, \epsilon_i\}$ be a local orthonormal frame adapted to $(\tilde{\mathcal{D}}, \mathcal{D})$, i.e.,

$$E_a \in \tilde{\mathcal{D}}, \quad \epsilon_i \in \mathcal{D},$$

and let $\epsilon_i = g(\epsilon_i, \epsilon_i)$, $\epsilon_a = g(E_a, E_a)$. We have $|\epsilon_i| = |\epsilon_a| = 1$ and $W(E_a, \epsilon_i) = \epsilon_a \epsilon_i \neq 0$. The function on $M$,

$$S_{\text{mix}} = \sum_{a, i} K(E_a \wedge \epsilon_i) = \sum_{a, i} \epsilon_a \epsilon_i g(R(E_a, \epsilon_i)E_a, \epsilon_i)$$

is called the mixed scalar curvature, see [18], and does not depend on the choice of the adapted orthonormal frame. If a distribution is spanned by a unit vector field $g$, then $S_{\text{mix}} = \epsilon_N \text{Ric}_{N, N}$, where $\text{Ric}_{N, N}$ is the Ricci curvature in the $N$-direction.

To compute $S_{\text{mix}}$ on $(M, g)$ we only need to fix one of the distributions, say $\tilde{\mathcal{D}}$, then we obtain the second distribution as its $g$-orthogonal complement and the function (1) is well defined. Given a pair $(M, \tilde{\mathcal{D}})$ of a manifold and a distribution, we shall study pseudo-Riemannian structures non-degenerate on $\tilde{\mathcal{D}}$ and critical for the functional

$$J_{\text{mix}, \tilde{\mathcal{D}}, \Omega} : g \mapsto \int_\Omega S_{\text{mix}}(g) \, d\text{vol}_g,$$

where $\Omega$ in (2) is a relatively compact domain of $M$ (and $\Omega = M$ when $M$ is closed), containing supports of variations of the metric. The Euler–Lagrange equation for (2), that we shall obtain later, is expressed in terms of extrinsic geometry of the distribution $\tilde{\mathcal{D}}$ and its orthogonal complement $\mathcal{D}$. In order to understand it, we shall define several notions on a pseudo-Riemannian almost-product manifold $(M, \tilde{\mathcal{D}}, \mathcal{D}, g)$.

For every $X \in \mathcal{X}_M$ we have $X = \tilde{X} + X^\perp$, where $\tilde{X} \equiv X^\top$ is the $\tilde{\mathcal{D}}$-component of $X$ (respectively, $X^\perp$ is the $\mathcal{D}$-component of $X$) with respect to $g$. We define $g^\perp$ and $g^\top$ by

$$g^\perp(X, Y) = g(X^\perp, Y^\perp), \quad g^\top(X, Y) = g(X^\top, Y^\top), \quad (X, Y \in \mathcal{X}_M).$$

The symmetric $(0, 2)$-tensor $r_\mathcal{D}$, given by

$$r_\mathcal{D}(X, Y) = \sum_a \epsilon_a g(R(E_a, X^\perp)E_a, Y^\perp), \quad (X, Y \in \mathcal{X}_M),$$

is referred to as the partial Ricci tensor adapted for $\mathcal{D}$; see [2, 14]. In particular, by (1),

$$\text{Tr}_g r_\mathcal{D} = S_{\text{mix}}(g). \quad (3)$$

Note that the partial Ricci curvature $r_\mathcal{D}(X, X)$ in the direction of a unit vector $X \in \mathcal{D}$ is the sum of sectional curvatures over all mixed planes containing $X$. 
Let \( T, h : \tilde{\mathcal{D}} \times \tilde{\mathcal{D}} \to \mathcal{D} \) and \( T, \tilde{h} : \mathcal{D} \times \mathcal{D} \to \tilde{\mathcal{D}} \) be the integrability tensors and the second fundamental forms of \( \tilde{\mathcal{D}} \) and \( \mathcal{D} \), respectively.

\[
T(X, Y) = (1/2) [X, Y]^{\perp}, \quad h(X, Y) = (1/2) (\nabla_X Y + \nabla_Y X)^{\perp} \quad (X, Y \in \mathfrak{X}_{\tilde{\mathcal{D}}}),
\]

\[
\tilde{T}(X, Y) = (1/2) [X, Y]^\top, \quad \tilde{h}(X, Y) = (1/2) (\nabla_X Y + \nabla_Y X)^\top \quad (X, Y \in \mathfrak{X}_{\mathcal{D}}).
\]

Using an orthonormal adapted frame, one may find the formulae

\[
\langle \tilde{h}, \tilde{h} \rangle = \sum_{i,j} \epsilon_i \epsilon_j g(\tilde{h}(\mathcal{E}_i, \mathcal{E}_j), \tilde{h}(\mathcal{E}_i, \mathcal{E}_j)),
\]

\[
\langle h, h \rangle = \sum_{a,b} \epsilon_a \epsilon_b g(h(E_a, E_b), h(E_a, E_b)),
\]

\[
\langle \tilde{T}, \tilde{T} \rangle = \sum_{i,j} \epsilon_i \epsilon_j g(\tilde{T}(\mathcal{E}_i, \mathcal{E}_j), \tilde{T}(\mathcal{E}_i, \mathcal{E}_j)),
\]

\[
\langle T, T \rangle = \sum_{a,b} \epsilon_a \epsilon_b g(T(E_a, E_b), T(E_a, E_b)).
\]

The mean curvature vector fields of \( \tilde{\mathcal{D}} \) and \( \mathcal{D} \) are, respectively,

\[
H = \text{Tr} \, gh = \sum_a \epsilon_a h(E_a, E_a), \quad \tilde{H} = \text{Tr} \, g\tilde{h} = \sum_i \epsilon_i \tilde{h}(\mathcal{E}_i, \mathcal{E}_i).
\]

A distribution \( \tilde{\mathcal{D}} \) is called \textit{totally umbilical}, \textit{minimal}, or \textit{totally geodesic}, if \( h = \frac{1}{n} H g^{\top}, H = 0, \) or \( h = 0, \) respectively. There exist minimal, nowhere totally geodesic distributions of any codimension \( > 1 \) on Lie groups with left-invariant metrics, see [15]. In the case of foliations, the metric can be chosen to be bundle-like and mixed scalar curvature is leafwise constant.

The Weingarten operator \( A_Z \) of \( \tilde{\mathcal{D}} \) with respect to \( Z \in \mathcal{D} \), and the operator \( T^2_Z \) are defined by

\[
g(A_Z(X), Y) = g(h(X, Y), Z), \quad g \left( T^2_Z(X), Y \right) = g(T(X, Y), Z) \quad (X, Y \in \mathfrak{X}_{\tilde{\mathcal{D}}}).
\]

Similarly, we define for \( N \in \tilde{\mathcal{D}} \)

\[
g(\tilde{A}_N(X), Y) = g(\tilde{h}(X, Y), N), \quad g \left( \tilde{T}^2_N(X), Y \right) = g(\tilde{T}(X, Y), N) \quad (X, Y \in \mathfrak{X}_{\mathcal{D}}).
\]

For the local orthonormal frame \( \{ E_i, \mathcal{E}_a \} \) (adapted to the distributions), we use the following convention for various \((1,1)\)-tensors: \( \tilde{T}^a_i := \tilde{T}_{\mathcal{E}_a E_i}, \ A_i := A_{\mathcal{E}_i}, \) etc.

The Divergence Theorem states that \( \int_M (\text{div} \, \xi) \, \text{vol}_g = 0 \), when \( M \) is closed; this is also true if \( M \) is open and \( \xi \in \mathfrak{X}_M \) is supported in a relatively compact domain \( \Omega \subset M \).

The \( \mathcal{D}^{\perp} \)-\textit{divergence} of \( \xi \) is defined by \( \text{div}^{\perp} \xi = \sum_i \epsilon_i g(\nabla_{\mathcal{E}_i} \xi, \mathcal{E}_i) \); similarly, \( \tilde{\text{div}} \, \xi = \sum_a \epsilon_a g(\nabla_{E_a} \xi, E_a) \). Thus, the divergence of \( \xi \) is \( \text{div} \, \xi = \text{Tr} \, (\nabla \xi) = \text{div}^{\perp} \xi + \text{div} \tilde{\xi} \). Observe that for \( X \in \mathfrak{X}_{\mathcal{D}} \) we get

\[
\text{div}^{\perp} X = \text{div} X + g(X, H). \tag{4}
\]

Indeed, using \( H = \sum_{a \leq n} \epsilon_a h(E_a, E_a) \) and \( g(X, E_a) = 0 \), one derives (4):

\[
\text{div} X - \text{div}^{\perp} X = \sum_a \epsilon_a g(\nabla_{E_a} X, E_a) = -\sum_a \epsilon_a g(h(E_a, E_a), X) = -g(X, H).
\]
For a $(1, 2)$-tensor $P$ define a $(0, 2)$-tensor $\text{div}^\perp P$ by
\[
(\text{div}^\perp P)(X, Y) = \sum_i \epsilon_i \, g((\nabla \epsilon_i P)(X, Y), \epsilon_i) \quad (X, Y \in X_{\overline{D}}).
\]
Then the divergence of $P$ is $\text{div} P = \text{div}^\perp P + \text{div}^\perp P$. For a $D$-valued $(1, 2)$-tensor $P$, similarly to (4), we have
\[
\sum_a \epsilon_a \, g((\nabla \epsilon_a P)(X, Y), E_a) = -g(P(X, Y), H)
\]
and
\[
\text{div}^\perp P = \text{div} P + \langle P, H \rangle,
\]
where $\langle P, H \rangle(X, Y) := g(P(X, Y), H)$ is a $(0, 2)$-tensor. For example, $\text{div}^\perp h = \text{div} h + \langle h, H \rangle$.

For any function $f$ on $M$, we introduce the following notation of the projections of its gradient onto distributions $\overline{D}$ and $D$:
\[
\nabla^\top f \equiv \nabla f := (\nabla f)^\top, \quad \nabla^\perp f := (\nabla f)^\perp.
\]
The $\overline{D}$-Laplacian of a function $f$ is given by the formula $\overline{\Delta} f = \text{div} (\nabla f)$. The $D$-deformation tensor $\text{Def}_D Z$ of a vector field $Z$ (e.g., $Z = H$) is the symmetric part of $\nabla Z$ restricted to $D$,
\[
2 \text{Def}_D Z(X, Y) = g(\nabla_X Z, Y) + g(\nabla_Y Z, X) \quad (X, Y \in X_{\overline{D}}).
\]
As in [2, 14], we define self-adjoint $(1, 1)$-tensors: $A := \sum_i \epsilon_i A_i^2$, called the Casorati operator of $D$, and $\mathcal{T} := \sum_i \epsilon_i (T_i^2)^2$. Similarly, we define $\tilde{A} = \sum_a \epsilon_a \tilde{A}_a^2$ and $\tilde{\mathcal{T}} = \sum_a \epsilon_a (\tilde{T}_a^2)^2$. We also define the symmetric $(0, 2)$-tensors $\Psi$ and $\tilde{\Psi}$ by formulas
\[
\Psi(X, Y) = \text{Tr} \left( A_Y A_X + T_Y^2 T_X^2 \right) \quad (X, Y \in X_{\overline{D}}),
\]
\[
\tilde{\Psi}(X, Y) = \text{Tr} \left( \tilde{A}_Y \tilde{A}_X + \tilde{T}_Y^2 \tilde{T}_X^2 \right) \quad (X, Y \in X_{\overline{D}}).
\]
The partial Ricci tensor can be presented in terms of the extrinsic geometry. Using its definition and the decomposition of tangent bundle into two orthogonal distributions, similarly as in [2], one can obtain the following lemma, that we prove below for readers’ convenience.

**Lemma 1** Let $g \in \text{Riem}(M, \overline{D}, D)$. Then the following identity holds:
\[
r_{\overline{D}} = \text{div} h + \langle h, \tilde{H} \rangle - \tilde{A}^b - \tilde{\mathcal{T}}^b - \Psi + \text{Def}_D H.
\]

**Proof** For $X$, $Y \in X_{\overline{D}}$ and $U$, $V \in X_D$ we have, see [11, Lemma 2.25],
\[
g(\nabla_X U, V) = g(((\nabla_U \tilde{C})_V - \tilde{C}_V \tilde{C}_U)X, Y) + g(((\nabla_X C)_Y - C_Y C_X)U, V),
\]
where the conullity tensors $\tilde{C} : \overline{D} \times D \to D$ and $C : D \times \overline{D} \to \overline{D}$ are defined by
\[
\tilde{C}_U(X) = -((\nabla_X U)^\perp, \quad C_X(U) = -(\nabla_U X)^\top.
\]
Note that $\tilde{C}_U = \tilde{A}_U + \tilde{T}_U^2$, $C_X = A_X + T_X^2$, $\tilde{\Psi}(U, V) = \text{Tr} g(\tilde{C}_V \tilde{C}_U)$ and $\Psi(X, Y) = \text{Tr} g(C_Y C_X)$. We can assume that $\nabla_X Y \in \overline{D}$ and $\nabla_X E_a \in D$ at a given point $x \in M$. Note that
\[
\sum_a \epsilon_a g((\nabla_X C)_Y(E_a), E_a) = \nabla_X \left( g \left( \sum_a \epsilon_a h(E_a, E_a), Y \right) \right) = g(\nabla_X H, Y).
\]

\textcircled{2} Springer
Let \( \text{div} \, \tilde{C} = \sum_{a=1}^{n} \epsilon_{a} (\nabla_{a} \, \tilde{C})_{a} \). Then, tracing (7) over \( \tilde{D}_{x} \) yields

\[
 r_{D}(X, Y) = g(\text{div} \, \tilde{C}(X), Y) - g \left( \sum_{a} \epsilon_{a} \tilde{C}_{a}^{2}(X), Y \right) + g(\nabla_{X} H, Y) - \text{Tr} \, g(C_{Y} C_{X}). \tag{8}
\]

Using \( \text{Tr} \, g(A_{Y} T_{X}^{\sharp}) = 0 = \text{Tr} \, g(T_{Y}^{\sharp} A_{X}) \) (since \( h \) is symmetric and \( T \) is antisymmetric), we extract (6) as the symmetric part of (8).

The extrinsic scalar curvatures of \( \tilde{D} \) and \( D \) are defined by

\[
 S_{\text{ex}} = g(H, H) - \langle h, h \rangle, \quad \tilde{S}_{\text{ex}} = g(\tilde{H}, \tilde{H}) - \langle \tilde{h}, \tilde{h} \rangle,
\]

respectively. Tracing (6) over \( D \) and applying (3) and the equalities

\[
 \text{Tr} \, A = \langle h, h \rangle, \quad \text{Tr} \, T = -(T, T),
\]

\[
 \text{Tr} \, g(\Psi) = \text{Tr} (A + T) = \langle h, h \rangle - (T, T),
\]

\[
 \text{Tr} \, g(\text{Def}_{D} H) = \text{div} \, h = \text{div} H, \quad \text{Tr} \, g(\text{Def}_{\tilde{D}} H) = \text{div} H + g(H, H)
\]
yields the formula (see also [18])

\[
 S_{\text{mix}} = S_{\text{ex}} + \tilde{S}_{\text{ex}} + (T, T) + (\tilde{T}, \tilde{T}) + \text{div}(H + \tilde{H}), \tag{9}
\]

which shows how \( S_{\text{mix}} \) is built of invariants of the extrinsic geometry of the distributions.

We define the following (1, 2)-tensors on \( (M, \tilde{D}, D, g) \) for all \( X, Y, Z \in X_{M} \):

\[
 \alpha(X, Y) = \frac{1}{2} \left( A_{X\perp}(Y^\perp) + A_{Y\perp}(X^\perp) \right), \quad \tilde{\alpha}(X, Y) = \frac{1}{2} \left( \tilde{A}_{X\perp}(Y^\perp) + \tilde{A}_{Y\perp}(X^\perp) \right),
\]

\[
 \theta(X, Y) = \frac{1}{2} \left( T_{X\perp}^{\sharp}(Y^\perp) + T_{Y\perp}^{\sharp}(X^\perp) \right), \quad \tilde{\theta}(X, Y) = \frac{1}{2} \left( \tilde{T}_{X\perp}^{\sharp}(Y^\perp) + \tilde{T}_{Y\perp}^{\sharp}(X^\perp) \right),
\]

\[
 \tilde{\delta}_{Z}(X, Y) = \frac{1}{2} \left( g(\nabla_{X\perp} Z, Y^\perp) + g(\nabla_{Y\perp} Z, X^\perp) \right).
\]

For any (0, 2)-tensors \( P, Q \) and \( S \) on \( TM \), we define a tensor \( \Lambda_{P,Q} \) by

\[
 \langle \Lambda_{P,Q}, S \rangle = \sum_{\lambda, \mu} \epsilon_{\lambda} \epsilon_{\mu} \left[ S(P(e_{\lambda}, e_{\mu}), Q(e_{\lambda}, e_{\mu})) + S(Q(e_{\lambda}, e_{\mu}), P(e_{\lambda}, e_{\mu})) \right],
\]

where \( \{e_{\lambda}\} \) is a full orthonormal basis of \( TM \) and \( \epsilon_{\lambda} = g(e_{\lambda}, e_{\lambda}) \in \{-1, 1\} \). Note that

\[
 \Lambda_{P,Q} = \Lambda_{Q,P} \quad \text{and} \quad \Lambda_{P,Q_{1}+Q_{2}} = \Lambda_{P,Q_{1}} + \Lambda_{P,Q_{2}}
\]

for all (0, 2)-tensors \( P, Q, Q_{1}, Q_{2} \). We also use symmetric (0, 2)-tensors \( \Phi_{h} \) and \( \Phi_{T} \) defined as in [2,14],

\[
 \langle \Phi_{h}, S \rangle = S(H, H) - \sum_{a,b} \epsilon_{a} \epsilon_{b} S(h(E_{a}, E_{b}), h(E_{a}, E_{b})),
\]

\[
 \langle \Phi_{T}, S \rangle = - \sum_{a,b} \epsilon_{a} \epsilon_{b} S(T(E_{a}, E_{b}), T(E_{a}, E_{b}))
\]

for any symmetric (0, 2)-tensor \( S \). Note that \( \Phi_{T} = -\frac{1}{2} \Lambda_{T,T} \) and \( \Phi_{h} = H^{b} \otimes H^{b} - \frac{1}{2} \Lambda_{h,h} \). Tensors \( \Phi_{h} \) and \( \Phi_{T} \) are defined analogously.
and its counterpart $\tilde{K} = \sum_a \epsilon_a [\tilde{T}^x_a, \tilde{A}_a]$. It is easy to see that all the above tensors defined with the use of an adapted orthonormal frame in fact do not depend on the choice of such frame.

**Remark 1** (see [14]) Let us clarify the geometrical sense of $\Phi_h$ and $\tilde{K}$. If $g$ is definite on $\tilde{D}$, then $\Phi_h = 0$ if and only if one of the following point-wise conditions holds:

1. $h = 0$;
2. $H \neq 0$, $S_{ex} = 0$ and the image of $h$ is spanned by $H$.

If $D$ is integrable, then $\tilde{T}^x_a = 0 (a = 1, \ldots, n)$, hence $\tilde{K} := \sum_a \epsilon_a [\tilde{T}^x_a, \tilde{A}_a] = 0$. If $D$ is totally umbilical, then every operator $\tilde{A}_a$ is a multiple of identity and $\tilde{K}$ vanishes as well.

### 2.2 Variation formulas

Let $(M, \tilde{D}, g)$ be a manifold with distribution and a pseudo-Riemannian metric $g$. We consider smooth 1-parameter variations $\{g_t \in \text{Riem}(M) : |t| < \varepsilon\}$ of the metric $g_0 = g$. We assume that the induced infinitesimal variations, represented by a symmetric $(0,2)$-tensor $B_t = \partial g_t / \partial t$, are supported in a relatively compact domain $\Omega$ in $M$, i.e., $g_t = g$ outside $\Omega$ for all $|t| < \varepsilon$. We adopt the notations

$$\partial_t \equiv \partial / \partial t, \quad B \equiv \partial_t g_t |_{t=0},$$

but we shall also write $B$ instead of $B_t$ to make formulas easier to read, wherever it does not lead to confusion. Since $B$ is symmetric, for any $(0,2)$-tensor $C$, we have $\langle C, B \rangle = \langle \text{Sym}(C), B \rangle$. We denote by $\mathcal{D}(t)$ the $g_t$-orthogonal complement of $\tilde{D}$.

**Definition 1** (i) Let $\tilde{D}$ be a distribution on $(M, g)$. A family of metrics $\{g_t \in \text{Riem}(M) : |t| < \varepsilon\}$ such that $g_0 = g$ and for all $|t| < \varepsilon$:

$$g_t(X, Y) = g(X, Y) \quad (X, Y \in \mathcal{D}),$$

will be called $g^\perp$-variation. For $g^\perp$-variations the metric on $\tilde{D}$ is preserved.

(ii) Let $\tilde{D}$ be a distribution on $(M, g)$ and let $D$ be its $g$-orthogonal complement. A family of metrics $\{g_t \in \text{Riem}(M) : |t| < \varepsilon\}$ such that $g_0 = g$, for all $|t| < \varepsilon$ the distributions $\tilde{D}$ and $D$ remain orthogonal and

$$g_t(X, Y) = g(X, Y) \quad (X, Y \in \mathcal{D}),$$

will be called $g^\top$-variation. For $g^\top$-variations only the metric on $\tilde{D}$ changes.

We will now relate the variations defined above to arbitrary variations of $g$. Let $\mathcal{D} = \mathcal{D}(0)$ be the $g$-orthogonal complement of $\tilde{D}$. While the distributions $\tilde{D}$ and $\mathcal{D}$ may not be $g_t$-orthogonal for $t > 0$, we can assume that they span the tangent bundle. For any $X \in TM$, let $X_{\tilde{D}}$ denote the $g$-orthogonal projection of $X$ onto $\tilde{D}$ and let $X_D$ denote the $g$-orthogonal projection of $X$ onto $\mathcal{D}$. Let $V = (\mathcal{D} \times \tilde{D}) + (\tilde{D} \times \mathcal{D})$ be the subspace of $TM \times TM$ spanned by $(\mathcal{D} \times \tilde{D}) \cup (\tilde{D} \times \mathcal{D})$. Then, given $g \in \text{Riem}(M)$, we have $g_t = g_t |_{\mathcal{D} \times \mathcal{D}} + g_t |_{\mathcal{D} \times \tilde{D}} + g_t |_{\tilde{D} \times \mathcal{D}} + g_t |_{\tilde{D} \times \tilde{D}}$, where

$$g_t |_{\tilde{D} \times \tilde{D}}(X, Y) = g_t(X_{\tilde{D}}, Y_{\tilde{D}}), \quad g_t |_{\mathcal{D} \times \mathcal{D}}(X, Y) = g_t(X_D, Y_D),$$

$$g_t |_{\tilde{D} \times \mathcal{D}}(X, Y) = g_t(X_{\tilde{D}}, Y_D), \quad g_t |_{\mathcal{D} \times \tilde{D}}(X, Y) = g_t(X_D, Y_{\tilde{D}});$$

thus, $g_t |_{V}(X, Y) = g_t(X_D, Y_{\tilde{D}}) + g_t(X_{\tilde{D}}, Y_D)$, and we can present $g_t$ in the following form:

$$g_t = \begin{pmatrix} g_t |_{\mathcal{D} \times \mathcal{D}} & g_t |_{\mathcal{D} \times \tilde{D}} \\ g_t |_{\tilde{D} \times \mathcal{D}} & g_t |_{\tilde{D} \times \til{D}} \end{pmatrix}.\]
Similarly, \( B_t = B_t^+ + B_t^- + \tilde{B}_t \), where \( B_t^\perp = \partial_t g_{t|D \times D} \), \( \tilde{B}_t = \partial_t g_{t|\tilde{D} \times \tilde{D}} \) and \( B_t^\parallel = \partial_t g_{t|V} \). For \( g^\perp \)-variations, \( g_t = g_{t|D \times D} + g_{t|V} + g_{0|\tilde{D} \times \tilde{D}} \) and for \( g^\parallel \)-variations \( g_t = g_{0|D \times D} + g_{t|\tilde{D} \times \tilde{D}} \) (as \( g_{t|V} = g_{0|V} = 0 \)), we have, respectively,

\[
B_t = B_t^\perp + B_t^\parallel = \begin{pmatrix} B_t^\perp & B_t^\parallel \\ B_t^\parallel & 0 \end{pmatrix}, \quad B_t = \tilde{B}_t = \begin{pmatrix} 0 & 0 \\ 0 & \tilde{B}_t \end{pmatrix}.
\]

By the above, the derivative \( B_t \) of any variation \( g_t \) can be decomposed into sum of derivatives of some \( g^\perp \) and \( g^\parallel \)-variations.

For all \( X, Y, Z \in \mathfrak{X}_M \), the Levi–Civita connection \( \nabla' \) of \( g_t \) (\( |t| < \varepsilon \)) evolves as, see for example [17],

\[
2 g_t \left( \partial_t (\nabla^t_X Y), Z \right) = (\nabla^t_X B)(Y, Z) + (\nabla^t_Y B)(X, Z) - (\nabla^t_Z B)(X, Y),
\]

where the first covariant derivative of a \((0, 2)\)-tensor \( B \) is expressed as

\[
(\nabla^t_Z B)(Y, V) = Z(B(Y, V)) - B(\nabla^t_Z Y, V) - B(Y, \nabla^t_Z V).
\]

Let \( D(t) \) be the \( g_t \)-orthogonal complement of \( \tilde{D} \). Let \( ^\perp \) and \( ^\parallel \) denote the \( g_t \)-orthogonal projections onto \( \tilde{D} \) and \( D(t) \), respectively; note that these projections are \( t \)-dependent.

**Lemma 2** Let \( g_t \) be a \( g^\perp \)-variation of \( g \) with \( B_t = \partial_t g_t \). Let \( \{ E_a, E_i \} \) be a local \((\tilde{D}, D)\)-adapted and orthonormal for \( t = 0 \) frame, that evolves according to

\[
\partial_t E_a = 0, \quad \partial_t E_i = -(1/2) \left( B^\perp_t(E_i) \right)^\perp \quad \text{for} \quad E_i \neq 0.
\]

Then, for all \( t \), \( \{ E_a(t), E_i(t) \} \) is a \( g_t \)-orthonormal frame adapted to \((\tilde{D}, D(t))\).

**Proof** Since \( \partial_t E_a = 0 \) and \( E_a(0) \in \tilde{D} \), we have for \( g^\perp \)-variation \( \partial_t g_t(E_a, E_b) = 0 \). Also,

\[
\partial_t(g_t(E_a, E_i)) = (\partial_t g_t)(E_a(t), E_i(t)) + g_t(\partial_t E_a(t), E_i(t)) + g_t(E_a(t), \partial_t E_i(t))
\]

\[
= B_t(E_a(t), E_i(t)) - \frac{1}{2} g_t \left( \left( B^\perp_t(E_i(t)) \right)^\perp, E_a(t) \right)
\]

\[
- g_t \left( E_a(t), B^\perp_t(E_i(t))^\perp \right) = 0.
\]

Now that we know that \( g_t(E_a, E_i) = 0 \), it follows that \( E_i(t) \in D(t) \), and for any \( X \), we have \( g_t(E_i, X^\parallel) = 0 \). We can finish the proof by computing

\[
\partial_t(g_t(E_i, E_j)) = (\partial_t g_t)(E_i(t), E_j(t)) + g_t(\partial_t E_i(t), E_j(t)) + g_t(E_i(t), \partial_t E_j(t))
\]

\[
= B_t(E_i(t), E_j(t)) - \frac{1}{2} g_t \left( \left( B^\perp_t(E_i(t)) \right)^\perp, E_j(t) \right)
\]

\[
- \frac{1}{2} g_t \left( E_i(t), \left( B^\perp_t E_j(t) \right)^\perp \right) = 0.
\]

The evolution of \( D(t) \) gives rise to the evolution of both \( \tilde{D} \)- and \( D(t) \)-components of any vector \( X \) on \( M \).

**Lemma 3** Let \( g_t \) be a \( g^\perp \)-variation of \( g \). Then for any \( t \)-dependent vector \( X \) on \( M \), we have

\[
\partial_t(X^\perp) = (\partial_t X)^\perp + (B^\perp(X^\perp))^\perp, \quad \partial_t(X^\parallel) = (\partial_t X)^\parallel - (B^\perp(X^\perp))^\perp.
\]
Proof Using the frame from Lemma 2, we can write
\[ X^\top = \sum_a \epsilon_a g_t(X_t, E_a(t))E_a, \quad X^\perp = \sum_i \epsilon_i g_t(X_t, E_i(t))E_i. \tag{12} \]

We have
\[ B_t(E_a(t), E_b(t)) = (\partial_t g_t)(E_a(t), E_b(t)) = \partial_t(g_t(E_a, E_b)) - g_t(\partial_t E_a(t), E_b(t)) - g_t(E_a(t), \partial_t E_b(t)) = 0; \]
hence, \((B^\sharp(X^\top))^\top = 0\), which implies
\[ (B^\sharp(X))^\top = (B^\sharp(X^\perp))^\top. \tag{13} \]
The proof follows from differentiating (12) and using (11) and (13). \(\Box\)

Remark 2 Let \(B\) be a symmetric \((0,2)\)-tensor. The following computations will be used to obtain variation formulas:
\[ \langle \langle \alpha, \tilde{H} \rangle, B \rangle = \sum_{a,i} \epsilon_a \epsilon_i g(\alpha(E_a, E_i), \tilde{H})B(E_a, E_i) + \sum_{a,i} \epsilon_a \epsilon_i g(\alpha(E_i, E_a), \tilde{H})B(E_i, E_a) = 2 \sum_{a,i} \epsilon_a \epsilon_i g(\alpha(E_a, E_i), \tilde{H})B(E_a, E_i) = \sum_{a,i} \epsilon_a \epsilon_i g(A_i(E_a), \tilde{H})B(E_a, E_i), \]
\[ \langle \Lambda_{\alpha, \tilde{\theta}}, B \rangle = \sum_{a,i} \epsilon_a \epsilon_i B(A_i(E_a), T^\sharp_i(E_a)). \]

Later we will also use the fact that for \(X \in \tilde{\mathcal{D}}, N \in \mathcal{D}\) we have
\[ \Lambda_{\alpha, \tilde{\theta}}(X, N) = \frac{1}{2} \sum_{a,i} \epsilon_a \epsilon_i g(X, A_i E_a)g(N, \tilde{T}^\sharp_i E_i). \]

Similar formulas can be obtained for \(\Lambda_{\alpha, \tilde{\vartheta}}, \Lambda_{\theta, \tilde{\vartheta}}, \) etc.

The key and most technical result of this section is the following.

Proposition 1 Let \(g_t\) be a \(g^\perp\)-variation of \(g\). Then
\[ \partial_t \langle \tilde{h}, \tilde{h} \rangle = \langle \text{div} \tilde{h} - 4 \Lambda_{\tilde{\vartheta}, \tilde{\theta}} + \tilde{K}^\flat, B \rangle - \text{div} \langle \tilde{h}, B \rangle, \tag{14a} \]
\[ \partial_t g(\tilde{H}, \tilde{H}) = \langle (\text{div} \tilde{H}) g^\perp + 4 (\tilde{\theta}, \tilde{H}), B \rangle - \text{div}((\text{Tr} \mathcal{D} B^\sharp) \tilde{H}), \tag{14b} \]
\[ \partial_t \langle h, h \rangle = 2 \text{div}(\langle \alpha, B \rangle) - 2 \langle (\text{div} \alpha) |_V + \Lambda_{\alpha, \tilde{\vartheta}} - \frac{1}{2} \Phi_h, B \rangle - B(H, H), \tag{14c} \]
\[ \partial_t g(H, H) = 2 \langle \tilde{\theta} - \tilde{\vartheta}, H \rangle + \text{Sym}(H^\flat \otimes \tilde{H}^\flat) - \delta_H, B \rangle - B(H, H) + 2 \text{div}(B^\sharp H) \tag{14d} \]
\[ \partial_t \langle \tilde{T}, \tilde{T} \rangle = 2 \langle \tilde{T}^\flat + \Lambda_{\tilde{\vartheta}, \tilde{\vartheta}} - (\text{div} \tilde{\theta}) |_V, B \rangle + 2 \text{div} \langle \tilde{\theta}, B \rangle, \tag{14e} \]
\[ \partial_t \langle T, T \rangle = -\langle \Phi_T, B \rangle. \tag{14f} \]
\textbf{Proof} \ In the proof we denote by \((i)_j\) the \(j\)th term of the right-hand side of formula \((i)\). We shall use an adapted frame that satisfies \(\nabla_X^\varepsilon_j \in \tilde{D}\) and \(\nabla_X^\varepsilon b \in D\) for all \(X \in T_x M\), at a point \(x \in M\) for which all the formulas are considered, and for the value of parameter \(t\) at which the variation is computed. (All the results hold true without this assumption, but it simplifies the computations.)

\textbf{Proof of (14a).} We use Lemma 3 to compute \(\partial_t (\tilde{h}, \tilde{h})\), as a sum of 10 terms in \(g(\cdot, E_a)\),

\[
\partial_t (\tilde{h}, \tilde{h}) = \sum_{i,j} e_i e_j B(\tilde{h}(\varepsilon_i, \varepsilon_j), \tilde{h}(\varepsilon_i, \varepsilon_j)) \\
+ \sum_{i,j} e_i e_j g \left( \tilde{h}(\varepsilon_i, \varepsilon_j), \partial_t \left( \left( \nabla^\varepsilon_i \varepsilon_j + \nabla^\varepsilon_j \varepsilon_i \right)^T \right) \right) \\
= \sum_{i,j,a} e_i e_j e_a g(\tilde{h}(\varepsilon_i, \varepsilon_j), E_a) g \left( \nabla^\varepsilon_i \varepsilon_j + \nabla^\varepsilon_j \varepsilon_i + \nabla^\varepsilon_i \left( \partial_\varepsilon_j \varepsilon_i \right)^T \right) \\
+ \nabla^\varepsilon_i \left( \partial_\varepsilon \varepsilon_i \right)^T + \nabla^\varepsilon_i \left( \partial_\varepsilon \varepsilon_i \right)^\perp + \nabla^\varepsilon_i \left( \partial_\varepsilon \varepsilon_i \right)^\perp + \nabla^\varepsilon_i \left( \partial_\varepsilon \varepsilon_i \right)^\perp + \nabla^\varepsilon_i \left( \partial_\varepsilon \varepsilon_i \right)^\perp + \nabla^\varepsilon_i \left( \partial_\varepsilon \varepsilon_i \right)^\perp + \nabla^\varepsilon_i \left( \partial_\varepsilon \varepsilon_i \right)^\perp + \nabla^\varepsilon_i \left( \partial_\varepsilon \varepsilon_i \right)^\perp + \nabla^\varepsilon_i \left( \partial_\varepsilon \varepsilon_i \right)^\perp \\
+ (\partial_t \nabla^t) \varepsilon_i \varepsilon_j + (\partial_t \nabla^t) \varepsilon_j \varepsilon_i + E_a \varepsilon_i \varepsilon_j, \quad (15)
\]

where we used \(B(\tilde{h}(\varepsilon_i, \varepsilon_j), \tilde{h}(\varepsilon_i, \varepsilon_j)) = 0\) (since \(B\) vanishes on \(\tilde{D} \times \tilde{D}\)). The last two terms \((15)_9\) and \((15)_{10}\) are equal, and their sum can be computed in the following way:

\[
2g \left( (\partial_t \nabla^t) \varepsilon_i \varepsilon_j, E_a \right) = \left( \nabla^\varepsilon_i \varepsilon_j, E_a \right) - \left( \nabla^\varepsilon_i \varepsilon_j, E_a \right)
\]

Using Lemma 2, we rewrite (15) as

\[
\partial_t (\tilde{h}, \tilde{h}) = - \sum_{i,j,a} e_i e_j e_a \nabla^t_{E_a} B(\varepsilon_i, \varepsilon_j) g(\tilde{h}(\varepsilon_i, \varepsilon_j), E_a) \\
- \sum_{i,j} e_i e_j g \left[ \tilde{h}(B^2 \varepsilon_i, \varepsilon_j), \tilde{h}(\varepsilon_i, \varepsilon_j)) + g(\tilde{h}(B^2 \varepsilon_i, \varepsilon_j), \tilde{h}(\varepsilon_i, \varepsilon_j)) \right] \\
- \sum_{i,j,a} e_i e_j e_a g \left( \nabla^\varepsilon_i \left( (B^2 \varepsilon_i)^\perp \right), E_a \right) g(\tilde{h}(\varepsilon_i, \varepsilon_j), E_a) \\
+ \nabla^\varepsilon_i B(\varepsilon_j, E_a) + \nabla^\varepsilon_j B(\varepsilon_i, E_a) - B \left( \nabla^t_{E_a} \varepsilon_i, E_j \right) \\
- \nabla^t_{E_a} B(\varepsilon_i, E_j) + B \left( \nabla^t_{E_a} \varepsilon_i, E_j \right) + B \left( \nabla^t_{E_a} \varepsilon_j, E_i \right).
\]

(16)
From the definition $2 \text{Sym}(C) = C + C^*$, we have
\[
\left\langle 2 \sum_a \epsilon_a \left( \tilde{T}_a^* \tilde{A}_a \right)^b, B \right\rangle = 2 \left\langle \text{Sym} \left( \sum_a \epsilon_a \tilde{T}_a^* \tilde{A}_a \right)^b, B \right\rangle = \left\langle \sum_a \epsilon_a \left[ \tilde{T}_a^*, \tilde{A}_a \right]^b, B \right\rangle = \langle \tilde{K}^b, B \rangle,
\]
and we obtain (14a), using the following computations for all seven lines of (16):
\[
\sum_{i,j} \epsilon_i \epsilon_j g(\tilde{h}(B^2 \mathcal{E}_i, \mathcal{E}_j), \tilde{h}(\mathcal{E}_i, \mathcal{E}_j)) = \langle \tilde{A}^b, B \rangle,
\]
\[
\sum_{i,j,a} \epsilon_i \epsilon_j \epsilon_a g \left( \nabla_{\mathcal{E}_i} \left( B^2 (\mathcal{E}_j)^\top \right), E_a \right) g(\tilde{h}(\mathcal{E}_i, \mathcal{E}_j), E_a) = \text{div}(\tilde{a}, B) - \langle \text{div} \tilde{a} \rangle_{\nabla, B},
\]
\[
\sum_{i,j,a} \epsilon_i \epsilon_j \epsilon_a g \left( \nabla_{(B^2 \mathcal{E}_j)^\top} \mathcal{E}_i, E_a \right) g(\tilde{h}(\mathcal{E}_i, \mathcal{E}_j), E_a) = -\sum_{i,a} \epsilon_i \epsilon_a B \left( \tilde{A}_a (\mathcal{E}_i), A_i (E_a) - T_i^a (E_a) \right) = -\langle \Lambda_{\tilde{a},a-\theta}, B \rangle,
\]
\[
\sum_{i,j,a} \epsilon_i \epsilon_j \epsilon_a g(\tilde{h}(\mathcal{E}_i, \mathcal{E}_j), E_a) \nabla_{\mathcal{E}_i} B(\mathcal{E}_a, E_a) = \text{div}(\tilde{a}, B) - \langle \text{div} \tilde{h} \rangle_{\nabla, B},
\]
\[
\sum_{i,j,a} \epsilon_i \epsilon_j \epsilon_a g(\tilde{h}(\mathcal{E}_i, \mathcal{E}_j), E_a) \nabla_{E_a} B(\mathcal{E}_i, \mathcal{E}_j) = \text{div}(\tilde{h}, B) - \langle \text{div} \tilde{h} \rangle_{\nabla, B},
\]
\[
\sum_{i,j,a} \epsilon_i \epsilon_j \epsilon_a B \left( \nabla_{\mathcal{E}_i} E_a, E_j \right) g(\tilde{h}(\mathcal{E}_i, \mathcal{E}_j), E_a) = -\langle \tilde{A}^b + \tilde{K}^b / 2, B \rangle,
\]
\[
\sum_{i,j,a} \epsilon_i \epsilon_j \epsilon_a g(\tilde{h}(\mathcal{E}_i, \mathcal{E}_j), E_a) B \left( \nabla_{E_a} \mathcal{E}_i, E_j \right) = -\sum_{i,a} \epsilon_i \epsilon_a B \left( \tilde{A}_a (\mathcal{E}_i), A_i (E_a) + T_i^a (E_a) \right) = -\langle \Lambda_{\tilde{a},a+\theta}, B \rangle.
\]
As an example, we give a detailed computation of the fourth line above:
\[
\sum_{i,j,a} \epsilon_i \epsilon_j \epsilon_a g(\tilde{h}(\mathcal{E}_i, \mathcal{E}_j), E_a) \nabla_{\mathcal{E}_i} B(\mathcal{E}_a, \mathcal{E}_j) = \sum_{i,j,a} \epsilon_i \epsilon_j \epsilon_a \nabla_i^l (g(\tilde{h}(\mathcal{E}_i, \mathcal{E}_j), E_a) B(\mathcal{E}_a, \mathcal{E}_j))
\]
\[
= \sum_{i,j,a} \epsilon_i \epsilon_j \epsilon_a \nabla_i^l (g(\tilde{h}(\mathcal{E}_i, \mathcal{E}_j), E_a) B(\mathcal{E}_a, \mathcal{E}_j))
\]
\[
- \sum_{i,j,a} \epsilon_i \epsilon_j \epsilon_a B(\mathcal{E}_a, \mathcal{E}_j) \nabla_i^l (g(\tilde{h}(\mathcal{E}_i, \mathcal{E}_j), E_a))
\]
\[
= \sum_{i,j,a} \epsilon_i \epsilon_j \epsilon_a \nabla_i^l (g(B(\mathcal{E}_a, \mathcal{E}_j) \tilde{A}_a \mathcal{E}_j, \mathcal{E}_i))
\]
\[
- \sum_{i,j,a} \epsilon_i \epsilon_j \epsilon_a B(\mathcal{E}_a, \mathcal{E}_j) \left( \nabla_i^l g \left( \tilde{A}_a \mathcal{E}_j, \mathcal{E}_i \right) \right)
\]
\[
= \sum_{i} \epsilon_i \left( \nabla_i^l \left( \sum_{j,a} \epsilon_j \epsilon_a B(\mathcal{E}_a, \mathcal{E}_j) \tilde{A}_a \mathcal{E}_j \right) , \mathcal{E}_i \right)
\]
\[
- \sum_{j,a} \epsilon_j \epsilon_a B(E_a, E_j) g \left( \sum_i \epsilon_i \nabla^i \tilde{A}_a \epsilon_j, \epsilon_i \right) \\
= \text{div} \left( B, \tilde{\alpha} \right) - \langle B|_{\nabla}, \text{div} \nabla \tilde{\alpha} \rangle = \text{div} \langle \tilde{\alpha}, B \rangle - \langle \text{div} \tilde{\alpha} |_{\nabla}, B \rangle.
\]

Note that while \( \tilde{\alpha} = \tilde{\alpha}|_{\nabla} \), its divergence \( \text{div} \tilde{\alpha} \) may not vanish on \( D \times D \) or \( \tilde{D} \times \tilde{D} \).

**Proof of (14b).** We compute for any \( X \in T_x M \), using Lemmas 2 and 3,
\[
g(\partial_i \bar{H}, X) = \sum_i \epsilon_i g \left( \left( \nabla^i E_i \right)^\top, X \right) = \sum_i \epsilon_i g \left( \left( \nabla^i E_i \right)^\top, X^\top \right)
\]
\[
= \sum_i \epsilon_i \left( \nabla (-B^2 E_i)^\top E_i - \nabla \left( \frac{1}{2} B^2 E_i \right)^\top E_i \right.
\]
\[
- \nabla E_i \left( \left( \frac{1}{2} B^2 E_i \right)^\perp \right) \left) \right) + \left( \partial_i \nabla^i E_i, E_i, X^\top \right). \tag{17}
\]

Using known formula (10) for \( t \)-derivative of the Levi–Civita connection, see [17], we present (17)5 (i.e., the fifth term in \( g(\cdot, X^\top) \) of (17)) as the following sum (we omit summation by \( i \) below):
\[
g \left( \left( \partial_i \nabla^i \right)^\top E_i, X^\top \right) = \nabla E_i \left( g \left( B^2 E_i, X^\top \right) \right) - g \left( B^2 E_i, \nabla E_i, X^\top \right)
\]
\[
- \frac{1}{2} \nabla_{X^\top} (B(E_i, E_i)) - B \left( (A_i + T_i^2) \right) X^\top, E_i \right)
\]
\[
B \left( (\nabla^\top_{X^\top} E_i)^\perp, E_i \right) \right) - B \left( \nabla^i E_i, E_i, X^\top \right). \tag{18}
\]

The last two terms above, \((18)_5 \) and \((18)_6 \), vanish by the assumption \( (\nabla^i_{X^\top} E_i)^\perp = (\nabla^i E_i)^\perp = 0 \) and vanishing of \( B \) on \( \tilde{D} \times \tilde{D} \). We present the term \((17)_3 \) as the sum of two terms
\[
- g \left( \nabla E_i \left( \left( B^2 E_i \right)^\top \right), X^\top \right) = - g \left( \nabla E_i \left( B^2 E_i \right), X^\top \right) + g \left( \nabla E_i \left( \left( B^2 E_i \right)^\perp \right), X^\top \right), \tag{19}
\]

and then rewrite the term \((19)_2 \) as
\[
g \left( \nabla E_i \left( \left( B^2 E_i \right)^\perp \right), X^\top \right) = - g \left( \left( B^2 E_i \right)^\perp, \nabla E_i, X^\top \right)
\]
\[
= - \sum_j \epsilon_j g \left( \left( B^2 E_i \right)^\perp, E_j \right) \left( E_j, \nabla E_i, X^\top \right)
\]
\[
= \sum_j \epsilon_j B(E_i, E_j) g \left( \nabla E_i, E_j, X^\top \right)
\]
\[
= \sum_j \epsilon_j B(E_i, E_j) g(\tilde{h}(E_i, E_j), X^\top). \]

Note that \((18)_1 \) + \((18)_2 \) + \((19)_1 \) = 0. For the sum \((17)_2 \) + \((17)_4 \), we get
\[
g \left( \left\langle \frac{1}{2} B^2 E_i \right\rangle^\perp, E_i \right) \left( \left( \frac{1}{2} B^2 E_i \right)^\perp, X^\top \right) = - g \left( \tilde{h} \left( E_i, B^2 E_i \right), X^\top \right).
\]

For the term \((17)_1 \), we get
\[
- \sum_i \epsilon_i g \left( \nabla \left( B^2 E_i \right)^\top, X^\top \right) = - \sum_{i,a} \epsilon_a \epsilon_i g \left( \nabla E_a, E_i, X^\top \right) g \left( B^2 E_i, E_a \right)
\]
For the term \((18)_3\), we obtain

\[-\sum_i \epsilon_i \nabla_{X^\top}(B(E_i, E_i)) = -X^\top(\text{Tr}_\nabla B)\]

For the term \((18)_4\), we get

\[-\sum_i \epsilon_i B \left(\left(A_i + T_i^z\right)(X^\top), E_i\right) = -\sum_i \epsilon_i g \left(\left(A_i + T_i^z\right)(X^\top), B^a(E_i)\right)\]

\[-\sum_{i,a} \epsilon_i \epsilon_a g \left(B^a(E_i), E_a\right) g \left(\left(A_i + T_i^z\right)(X^\top), E_a\right)\]

\[-\sum_{i,a} \epsilon_i \epsilon_a B(E_i, E_a) g \left(\left(A_i - T_i^z\right)(E_a), X^\top\right)\]

\[-\sum_{i,a} \epsilon_i \epsilon_a B \left(E_i, E_a\right) g \left(\left(A_i - T_i^z\right)(E_a), X^\top\right)\]

\[-\sum_{i,a} \epsilon_i \epsilon_a B \left(E_i, E_a\right) g \left(\left(A_i - T_i^z\right)(E_a), X^\top\right)\]

Finally, we collect results: \((17) = (17)_1 + (17)_2 + (19)_1 + (19)_2 + (17)_4 + (18)_1 + (18)_2 + (18)_3 + (18)_4 + (18)_5 + (18)_6\) to obtain

\[g(\partial_t \tilde{H}, X) = \left<\langle \theta, X^\top\rangle, B\right> - \frac{1}{2} X^\top(\text{Tr}_\nabla B).\] \((20)\)

Let \(X = \tilde{H}\). Using \(B(\tilde{H}, \tilde{H}) = 0\) and \(\tilde{H}(\text{Tr}_\nabla B^z) = \text{div}((\text{Tr}_\nabla B^z)\tilde{H}) - (\text{Tr}_\nabla B^z)\text{div} \tilde{H}\), we get

\[\partial_t g(\tilde{H}, \tilde{H}) = 2 g(\partial_t \tilde{H}, \tilde{H}) = \left<4 \langle \theta, \tilde{H}\rangle, B\right> - \text{div}((\text{Tr}_\nabla B^z)\tilde{H}) + (\text{Tr}_\nabla B) \text{div} \tilde{H}\]

Finally note that \(\text{Tr}_\nabla B = \langle g, B\rangle\), and that completes the proof of \((14b)\).

The computations for \(h\) and \(H\) are easier, since \(B(X, Y) = 0\) for \(X, Y \in \mathcal{D}\).

**Proof of (14c)**. We observe that

\[\partial_t \langle h, h \rangle = \sum_{a,b} \epsilon_a \epsilon_b \left(\left(B(h(E_a, E_b), h(E_a, E_b)) + 2 g(\partial_t h(E_a, E_b), h(E_a, E_b))\right)\right)\]

where, using Lemma 3 and formula (10) for \(\partial_t \nabla^l\), we compute

\[g(\partial_t h(E_a, E_b), h(E_a, E_b)) = \frac{1}{2} g \left(\partial_t \left(\nabla^{l_i}_{E_a} E_b + \nabla^{l_i}_{E_b} E_a\right)\right), h(E_a, E_b)\]

\[= \frac{1}{2} g \left(\partial_t \left(\nabla^{l_i}_{E_a} E_b + \nabla^{l_i}_{E_b} E_a\right)\right), h(E_a, E_b)\]

\[= \frac{1}{2} g \left(\left(\partial_t \nabla^l\right)_{E_a} E_b + \left(\partial_t \nabla^l\right)_{E_b} E_a, h(E_a, E_b)\right)\]

\[= \frac{1}{2} \sum_i \epsilon_i g \left(h(E_a, E_b), E_i\right) \left(\nabla^{l_i}_{E_a} B(E_i, E_b) + \nabla^{l_i}_{E_b} B(E_i, E_a)\right)\]

\[\text{We used in the above}\]

Springer
\[ 2 g((\partial_t \nabla^t)_{E_a} E_b, E_i) = \nabla^t_{E_a} B(E_i, E_b) + \nabla^t_{E_b} B(E_i, E_a) \]
\[ - 2 B(h(E_a, E_b), E_i) + B \left( \nabla^t_{E_i} E_a, E_b \right) + B \left( \nabla^t_{E_i} E_b, E_a \right) \]
\[ - B \left( \left( \nabla^t_{E_a} E_b + \nabla^t_{E_b} E_a \right)^\top, E_i \right) - \nabla_{E_i} B(E_a, E_b) - B \left( \nabla_{E_a} E_i, E_b \right) \]
and the assumptions \( \left( \nabla^t_{E_a} E_b \right)^\top = 0, \left( \nabla^t_{E_b} E_i \right)^\top = 0 \) and \( B(X, Y) = 0 \) for \( X, Y \in \mathcal{T} \), due to which the last four terms in the formula above vanish. Note that
\[
\sum_{a,b,i} \epsilon_a \epsilon_b \epsilon_i g(h(E_a, E_b), E_i) \nabla^t_{E_a} B(E_b, E_i) = \text{div}(B, \alpha) - \langle \text{div} \alpha \rangle_{\mathcal{V}^2, B}, \\
\sum_{a,b,i} \epsilon_a \epsilon_b \epsilon_i g(h(E_a, E_b), E_i) B(\nabla^t_{E_i} E_a, E_b) = - \langle \Lambda_{\alpha, \tilde{\alpha} + \tilde{\beta}} \rangle_{B}.
\]
Finally, we obtain (14c):
\[
\partial_t \langle h, h \rangle = \sum_{a,b} \epsilon_a \epsilon_b g(h(E_a, E_b), h(E_a, E_b)) + 2 \text{div}(B, \alpha) - 2 \langle \text{div} \alpha \rangle_{\mathcal{V}, B} \]
\[ - 2 \sum_{a,b} \epsilon_a \epsilon_b g(h(E_a, E_b), h(E_a, E_b)) - 2 \langle \Lambda_{\alpha, \tilde{\alpha} + \tilde{\beta}} \rangle_{B}.
\]
**Proof of (14d).** We observe that
\[ \partial_t g(H, H) = B(H, H) + 2 g(\partial_t H, H). \]
For arbitrary \( X \in T_x M \), using Lemma 3 and formula (10) for \( \partial_t \nabla^t \), we obtain
\[
g(\partial_t H, X) = \sum_a \epsilon_a g \left( \partial_t \left( \left( \nabla^t_{E_a} E_a \right)^\perp \right), X \right) \\
= \sum_a \epsilon_a g \left( \left( \partial_t \nabla^t \right)_{E_a} E_a, X^\perp \right) - \sum_a \epsilon_a g \left( B^z \left( \left( \nabla^t_{E_a} E_a \right)^\perp \right), X^\top \right) \\
= \sum_a \epsilon_a \left( \nabla^t_{E_a} B \right) \left( E_a, X^\perp \right) - \frac{1}{2} \sum_a \epsilon_a \left( \nabla^t_{X^\perp} B \right) (E_a, E_a) - B(H, X^\top).
\]
We have
\[
\sum_a \epsilon_a \left( \nabla^t_{E_a} B \right) (E_a, X^\perp) = \sum_a \epsilon_a \nabla^t_{E_a} g \left( B^z(X^\perp), E_a \right) \\
- \sum_a \epsilon_a B \left( \nabla^t_{E_a} E_a, X^\perp \right) - \sum_a \epsilon_a g \left( B^z E_a, \nabla^t_{E_a} X^\perp \right) \\
= \sum_a \epsilon_a g \left( \nabla^t_{E_a} (B^z(X^\perp)), E_a \right) + g \left( B^z(X^\perp), H \right) - B(H, X^\perp) \\
- \sum_{a,i} \epsilon_a \epsilon_i g(B_{E_a}, E_i) g \left( \nabla^t_{E_a} X^\perp, E_i \right) \\
= \text{div}(B^z(X^\perp))^\top + g \left( B^z(X^\perp), \tilde{H} \right) - g \left( B^z(X^\perp), H \right) - \langle \tilde{\delta}_{X^\perp}, B \rangle.
\]
Also, for $g^\perp$-variations
\[
\frac{1}{2} \sum_a \epsilon_a \left( \nabla^t_{X^\perp} B \right) (E_a, E_a) = - \sum_a \epsilon_a B \left( \nabla^t_{X^\perp} E_a, E_a \right) = \langle (\bar{\alpha} - \bar{\theta}, X^\perp), B \rangle;
\]
hence,
\[
g(\partial_t H, X) = \text{div}(B^\perp(X^\perp))^\top + g(B^\perp(X^\perp), \tilde{H}) - g(B^\perp(X^\perp), H) - \langle (\bar{\alpha} - \bar{\theta}, X^\perp), B \rangle - B(H, X^\top).
\]

It follows that
\[
\partial_t g(H, H) = B(H, H) + 2 \left( \langle (\bar{\theta} - \bar{\alpha}, H), B \rangle + \text{div}(B^\perp H)^\top - B(H, H) \right) + B(H, \tilde{H}) - \langle \tilde{\delta}_H, B \rangle.
\]

Finally, using $B(H, \tilde{H}) = \langle \text{Sym}(H^\top \otimes \tilde{H}^\top), B \rangle$, we obtain (14d).

Proof of (14e). We compute
\[
\partial_t (\tilde{T}, \tilde{T}) = \sum_{i,j} \epsilon_i \epsilon_j \partial_t g(\tilde{T}(\mathcal{E}_i, \mathcal{E}_j), \tilde{T}(\mathcal{E}_i, \mathcal{E}_j))
= \sum_{i,j} \epsilon_i \epsilon_j \left( B(\tilde{T}(\mathcal{E}_i, \mathcal{E}_j), \tilde{T}(\mathcal{E}_i, \mathcal{E}_j)) + 2 g(\partial_t (\tilde{T}(\mathcal{E}_i, \mathcal{E}_j), \tilde{T}(\mathcal{E}_i, \mathcal{E}_j)) \right).
\]

For the last term of the above, by symmetry $(\partial_t \nabla^t)_{\mathcal{E}_i} \mathcal{E}_j = (\partial_t \nabla^t)_{\mathcal{E}_j} \mathcal{E}_i$ and omitting sum, we get
\[
2 g(\partial_t \tilde{T}(\mathcal{E}_i, \mathcal{E}_j), \tilde{T}(\mathcal{E}_i, \mathcal{E}_j)) = g \left( \partial_t \left( \nabla^t_{\mathcal{E}_i} \mathcal{E}_j - \nabla^t_{\mathcal{E}_j} \mathcal{E}_i \right)^\top, \tilde{T}(\mathcal{E}_i, \mathcal{E}_j) \right)
= g \left( \partial_t \left( \nabla^t_{\mathcal{E}_i} \mathcal{E}_j - \nabla^t_{\mathcal{E}_j} \mathcal{E}_i \right), \tilde{T}(\mathcal{E}_i, \mathcal{E}_j) \right)
+ g \left( B^\perp \left( \nabla^t_{\mathcal{E}_i} \mathcal{E}_j - \nabla^t_{\mathcal{E}_j} \mathcal{E}_i \right)^\perp, \tilde{T}(\mathcal{E}_i, \mathcal{E}_j) \right)
= g \left( \nabla_{(\partial_t \mathcal{E}_i)^\top} \mathcal{E}_j + \nabla_{(\partial_t \mathcal{E}_i)^\perp} \mathcal{E}_j + \nabla_{(\partial_t \mathcal{E}_j)^\top} \mathcal{E}_i + \nabla_{(\partial_t \mathcal{E}_j)^\perp} \mathcal{E}_i, \tilde{T}(\mathcal{E}_i, \mathcal{E}_j) \right)
- \nabla_{(\partial_t \mathcal{E}_i)^\perp} \mathcal{E}_i - \nabla_{(\partial_t \mathcal{E}_j)^\perp} \mathcal{E}_j - \nabla_{(\partial_t \mathcal{E}_i)^\perp} \mathcal{E}_j
- \nabla_{(\partial_t \mathcal{E}_j)^\top} \mathcal{E}_i, \tilde{T}(\mathcal{E}_i, \mathcal{E}_j) \right),
\]
where we have used the assumption $(\nabla^t_{\mathcal{E}_i} \mathcal{E}_j)^\perp = (\nabla^t_{\mathcal{E}_j} \mathcal{E}_i)^\perp = 0$. We will compute eight terms in (22) separately. First we calculate
\[
g \left( \tilde{T} \left( (\partial_t \mathcal{E}_i)^\perp, \mathcal{E}_j \right), X^\top \right) = - \frac{1}{2} g \left( \tilde{T} \left( (B^\perp \mathcal{E}_i)^\perp, \mathcal{E}_j \right), X^\top \right)
= - \frac{1}{2} \sum_a \epsilon_a g \left( \tilde{T} \left( (B^\perp \mathcal{E}_i)^\perp, \mathcal{E}_j \right), E_a \right) g(E_a, X^\top)
= - \frac{1}{2} \sum_a \epsilon_a g \left( \tilde{T}^\perp_a (B^\perp \mathcal{E}_i), \mathcal{E}_j \right) g(E_a, X^\top).
\]
Then, assuming $X = \tilde{T}(\mathcal{E}_i, \mathcal{E}_j)$, we find the sum $(22)_2 + (22)_8$:

$$2 \sum_{i,j,a} \epsilon_i \epsilon_j \epsilon_a \left( -\frac{1}{2} \right) g \left( \tilde{T}_{a}^{\mathcal{E}}(B^a \mathcal{E}_i), \mathcal{E}_j \right) g \left( E_a, \tilde{T}(\mathcal{E}_i, \mathcal{E}_j) \right)$$

$$= \sum_{i,j,a} \epsilon_i \epsilon_j \epsilon_a g \left( \tilde{T}_{a}^{\mathcal{E}} \mathcal{E}_j, B^a \mathcal{E}_i \right) g \left( \tilde{T}_{a}^{\mathcal{E}} \mathcal{E}_i, \mathcal{E}_j \right)$$

$$= \sum_{i,j,a,k} \epsilon_i \epsilon_j \epsilon_a \epsilon_k g \left( \tilde{T}_{a}^{\mathcal{E}} \mathcal{E}_j, \tilde{T}_{a}^{\mathcal{E}} \mathcal{E}_i \right) B(\mathcal{E}_i, \mathcal{E}_k) g \left( \tilde{T}_{a}^{\mathcal{E}} \mathcal{E}_i, \mathcal{E}_j \right)$$

$$= -\sum_{i,a,k} \epsilon_i \epsilon_a \epsilon_k g \left( \tilde{T}_{a}^{\mathcal{E}} \mathcal{E}_k, \tilde{T}_{a}^{\mathcal{E}} \mathcal{E}_i \right) B(\mathcal{E}_i, \mathcal{E}_k)$$

$$= \sum_{i,a,k} \epsilon_i \epsilon_a \epsilon_k g \left( \left( \tilde{T}_{a}^{\mathcal{E}} \right)^2 \mathcal{E}_k, \mathcal{E}_i \right) B(\mathcal{E}_i, \mathcal{E}_k).$$

For $(22)_4 + (22)_6$ we have the same, thus $(22)_2 + (22)_4 + (22)_6 + (22)_8 = 2(\tilde{T}, B)$.

For $(22)_1$, which is equal to $(22)_5$, we have

$$-\sum_{i,j} \epsilon_i \epsilon_j g \left( \nabla_{(B^a \mathcal{E}_i)^T} \mathcal{E}_j, \tilde{T}(\mathcal{E}_i, \mathcal{E}_j) \right)$$

$$= -\sum_{i,j,a} \epsilon_i \epsilon_j \epsilon_a g \left( \nabla_{E_a} \mathcal{E}_j, \tilde{T}(\mathcal{E}_i, \mathcal{E}_j) \right) B(\mathcal{E}_i, E_a)$$

$$= \sum_{i,j,a} \epsilon_i \epsilon_j \epsilon_a g \left( \left( A_j + T_j^a \right) E_a, \tilde{T}(\mathcal{E}_i, \mathcal{E}_j) \right) B(\mathcal{E}_i, E_a)$$

$$= \sum_{i,j,a,b} \epsilon_i \epsilon_j \epsilon_a \epsilon_b g \left( \left( A_j + T_j^a \right) E_a, E_b \right) g \left( \tilde{T}_b^a \mathcal{E}_i, \mathcal{E}_j \right) B(\mathcal{E}_i, E_a)$$

$$= -\sum_{i,j,b} \epsilon_i \epsilon_j \epsilon_b B \left( \mathcal{E}_i, \left( A_j - T_j^a \right) E_b \right) g \left( \tilde{T}_b^a \mathcal{E}_i, \mathcal{E}_j \right)$$

$$= -\sum_{i,j,b} \epsilon_i \epsilon_j \epsilon_b B \left( \tilde{T}_b^a \mathcal{E}_j, \left( A_j - T_j^a \right) E_b \right) = (A_{\tilde{\theta}, \theta - a}, B).$$

Thus, $(22)_1 + (22)_5 = 2 A_{\tilde{\theta}, \theta - a}, B$. For the term $(22)_3$, we have

$$\sum_{i,j} \epsilon_i \epsilon_j g \left( \nabla_{\mathcal{E}_i} \left( (B^a \mathcal{E}_j)^T \right), \tilde{T}(\mathcal{E}_i, \mathcal{E}_j) \right)$$

$$= \sum_{i,j,a} \epsilon_i \epsilon_j \epsilon_a g \left( \nabla_{\mathcal{E}_i} \left( (B^a \mathcal{E}_j)^T \right), E_a \right) g \left( \tilde{T}(\mathcal{E}_i, \mathcal{E}_j), E_a \right)$$

$$= -\sum_{i,j,a} \epsilon_i \epsilon_j \epsilon_a g \left( \nabla_{\mathcal{E}_i} g \left( (B^a \mathcal{E}_j)^T, E_a \right) - g \left( (B^a \mathcal{E}_j)^T, \nabla_{\mathcal{E}_i} E_a \right) \right) g \left( \tilde{T}_{a}^{\mathcal{E}}(\mathcal{E}_i), \mathcal{E}_j \right)$$

$$= -\sum_{i,j,a} \epsilon_i \epsilon_j \epsilon_a \left( \nabla_{\mathcal{E}_i} g \left( B(\mathcal{E}_j, E_a) \left( -\tilde{T}_{a}^{\mathcal{E}} \mathcal{E}_j \right), \mathcal{E}_i \right) \right) - B(\mathcal{E}_j, E_a) \nabla_{\mathcal{E}_i} g \left( -\tilde{T}_{a}^{\mathcal{E}} \mathcal{E}_j, \mathcal{E}_j \right)$$

$$= \text{div}^\perp (\tilde{\theta}, B) - \sum_{i,j,a} \epsilon_i \epsilon_j \epsilon_a B(\mathcal{E}_j, E_a) \nabla_{\mathcal{E}_i} g \left( \tilde{T}_{a}^{\mathcal{E}} \mathcal{E}_j, \mathcal{E}_j \right)$$

$$+ g \left( (B^a \mathcal{E}_j)^T, \nabla_{\mathcal{E}_i} E_a \right) g \left( \tilde{T}_{a}^{\mathcal{E}} \mathcal{E}_i, \mathcal{E}_j \right)$$
\[ \text{div} \langle \tilde{\theta}, B \rangle - \langle (\text{div} \tilde{\theta}) |_{V}, B \rangle = \text{div} \langle \tilde{\theta}, B \rangle + \langle (\tilde{\theta}, B), H \rangle - \langle (\text{div} \tilde{\theta}) |_{V}, B \rangle - \langle (\tilde{\theta}, B), H \rangle, \]

where we have used the assumption \( \left( \nabla_{\tilde{E}_i} E_a \right)^\top = 0 \) to remove the second term of the third line above. Thus, \( (22)_3 + (22)_7 = 2 \text{ div} \langle \tilde{\theta}, B \rangle - 2 \langle (\text{div} \tilde{\theta}) |_{V}, B \rangle \). Using the above, we obtain (14e).

**Proof of (14f).** We calculate using Lemma 3,

\[
g(\partial_t T(E_a, E_b), X) = \frac{1}{2} g \left( \partial_t \left( \left( \nabla_{E_a} E_b - \nabla_{E_b} E_a \right)^\perp \right), X \right) - \frac{1}{2} g \left( B^2 \left( \left( \nabla_{E_a} E_b - \nabla_{E_b} E_a \right)^\perp \right), (X^\perp)^\top \right) = 0.
\]

Then we obtain (14f):

\[
\partial_t \langle T, T \rangle = \partial_t \sum_{a,b} \epsilon_a \epsilon_b g(T(E_a, E_b), T(E_a, E_b))
\]

\[
= \sum_{a,b} \epsilon_a \epsilon_b \left( B(T(E_a, E_b), T(E_a, E_b)) + 2 g(\partial_t T(E_a, E_b), T(E_a, E_b)) \right)
\]

\[
= \sum_{a,b} \epsilon_a \epsilon_b B(T(E_a, E_b), T(E_a, E_b)) = -\langle \Phi_T, B \rangle.
\]

This completes the proof. \( \square \)

**Corollary 1** For \( g^\perp \)-variations, we have

\[
\partial_t \tilde{S}_{ex} = \langle (\text{div} \tilde{H}) g^\perp + 4(\tilde{\theta}, \tilde{H}) - \text{div} \tilde{h} + 4 \Lambda_{\tilde{a}, \tilde{b}} - \tilde{K}^\perp, B \rangle + \text{div}(\langle \tilde{h}, B \rangle - (\text{Tr } \mathcal{D} B) \tilde{H}),
\]

\[
\partial_t S_{ex} = (\Phi_B + 2(\tilde{\theta} - \tilde{\alpha}), H) + 2 \text{Sym}(H^b \otimes \tilde{H}^b) - 2 \tilde{\delta}_H + 2(\text{div} \alpha) |_{V}
\]

\[
+ 2 \Lambda_{\alpha, \tilde{\alpha} + \tilde{\theta}, B} + 2 \text{ div } \left( (B^2 H)^\top - \langle \alpha, B \rangle \right).
\]

**Proof** Formula (23a) follows from (14a) and (14b), and (23b) follows from (14c) and (14d). \( \square \)

Similarly as Lemma 2, one can prove the following

**Lemma 4** Let \( \{ E_a, \ E_i \} \) be a local \((\tilde{\mathcal{D}}, \mathcal{D})\)-adapted and \(g\)-orthonormal frame. For any variation \( g_t \), the frame evolving according to equations:

\[
E_a(0) = E_a, \ \partial_t E_a = -\frac{1}{2} (B^2 E_a)^\top,
\]

\[
E_i(0) = E_i, \ \partial_t E_i = -(B^2 E_i)^\top - \frac{1}{2} (B^2 E_i)^\perp,
\]

where \( B = \partial_t g_t \), remains an orthonormal frame adapted to \( \tilde{\mathcal{D}} \) and \( \mathcal{D}(t) \).

For any \( g^\perp \)-variation, the frame evolving according to equations:

\( \square \) Springer
\[ E_a(0) = E_a, \quad \partial_t E_a = -\frac{1}{2}(B^2 E_a)^\top, \]
\[ E_i(0) = E_i, \quad \partial_t E_i = 0, \]

where \( B = \partial_t g_t \), remains an orthonormal frame adapted to \( \tilde{\mathcal{D}} \) and \( \mathcal{D} \).

Lemma 3 remains true without any changes for both \( g_t \)- and \( g^\top \)-variations, and Proposition 1 has the following analogue.

**Proposition 2** For \( g^\top \)-variations of \( g \), we have

\[ \partial_t \langle \hat{h}, \tilde{h} \rangle = \langle \Phi_k, B \rangle - B(\tilde{\mathcal{H}}, \tilde{\mathcal{H}}), \quad (24a) \]
\[ \partial_t g(\tilde{\mathcal{H}}, \tilde{\mathcal{H}}) = -B(\tilde{\mathcal{H}}, \tilde{\mathcal{H}}), \quad (24b) \]
\[ \partial_t \langle h, h \rangle = \langle \text{div} \ h + \mathcal{K}^\flat, B \rangle - \text{div} \langle h, B \rangle, \quad (24c) \]
\[ \partial_t g(\mathcal{H}, \mathcal{H}) = \langle (\text{div} \ h) g^\top, B \rangle - \text{div} \langle \mathcal{H} B^2 \mathcal{H} \rangle, \quad (24d) \]
\[ \partial_t \langle \tilde{T}, \tilde{T} \rangle = -\langle \Phi_k, B \rangle, \quad (24e) \]
\[ \partial_t \langle T, T \rangle = 2 \langle T^\flat, B \rangle. \quad (24f) \]

**Proof** The claim follows in fact from the computations that we already did in the proof of Proposition 1. Careful comparison of Lemmas 2 and 4 indicates that in order to obtain (24a)–(24f) it is enough to take formulas dual (with respect to interchanging \( \tilde{\mathcal{D}} \) and \( \mathcal{D} \)) to (14a)–(14f) and assume in them that \( B = B_{\tilde{\mathcal{D}} \times \mathcal{D}}. \) \( \square \)

**Remark 3** Note that \( g^\top \)-variations coincide with one of two families of adapted variations considered in a previous paper of the authors [14] and in [2]. The adapted variations are a special case of variations considered in this paper—as they are additionally required to keep the distributions \( \tilde{\mathcal{D}} \) and \( \mathcal{D}(0) \) orthogonal for all \( g_t \). Here we make no such assumption, allowing the \( g_t \)-orthogonal complement of the distribution \( \tilde{\mathcal{D}} \) to vary, which enables us to consider arbitrary variations of the metric. Indeed, one can prove that variation formulas for general variations \( g_t \) are sums of the corresponding formulas from Propositions 1 and 2. This follows from the fact that every infinitesimal variation of \( g \) can be decomposed into the sum of infinitesimal \( g^\perp \)- and \( g^\top \)-variations. Such decomposition would not be possible with the use of adapted variations only.

As the last of technical tools that we shall use, we note the following formula for variation of the volume form, true for any variation of a metric \( g_t \) with \( B = \partial_t g_{t|t=0} \) [17]:

\[ \partial_t \text{vol}_{g|t=0} = \frac{1}{2} (\text{Tr} \ g B) \text{ vol}_{g}. \]

**2.3 Euler–Lagrange equation**

In this section, we present the Euler–Lagrange equation for the action (2). We consider different kinds of variations of metric. For arbitrary variations of the metric, the Euler–Lagrange equation is simply a condition for vanishing of the gradient of the functional: \( \delta J_{\text{mix}, \tilde{\mathcal{D}}, \Omega}(g) \), where

\[ \frac{d}{dt} J_{\text{mix}, \tilde{\mathcal{D}}, \Omega}(g_t) \big|_{t=0} = \int_\Omega \langle \delta J_{\text{mix}, \tilde{\mathcal{D}}, \Omega}, B \rangle \text{ vol}_{g}. \]
for any variation $g_{t}$ with $B = \partial_{t} g_{t}|_{t=0}$. In analogue to the Einstein–Hilbert action, one can also consider variations preserving the volume of $\Omega$. For such variations, using (25), we have

$$0 = \partial_{t} \int_{M} \text{d} \text{vol}_{g} = \int_{M} \partial_{t} \text{d} \text{vol}_{g} = \int_{M} \frac{1}{2} (\text{Tr} \ B) \text{d} \text{vol}_{g} = \frac{1}{2} \int_{\Omega} (g, B) \text{d} \text{vol}_{g}.$$

Hence, metric $g$ is critical for the volume-preserving variations if and only if the condition

$$\int_{\Omega} (\delta J_{\text{mix}, \tilde{D}, \Omega}, B) \text{d} \text{vol}_{g} = 0$$

holds for all $B$ satisfying $\int_{\Omega} (g, B) = 0$. It follows that the Euler–Lagrange equation is now

$$\delta J_{\text{mix}, \tilde{D}, \Omega} = \lambda \text{g},$$

(26)

where $\lambda \in \mathbb{R}$ is an arbitrary constant [3] (i.e., every metric satisfying it with some constant $\lambda \in \mathbb{R}$ is critical). Unfortunately, in our case the functional $J_{\text{mix}, \tilde{D}, \Omega}$ is not a Riemannian functional (i.e., it is not invariant under all diffeomorphisms of $M$), hence we cannot take as $\lambda$ an arbitrary function [3]. Note that the Euler–Lagrange equation for arbitrary variations is a special case of (26), with $\lambda = 0$.

We can also consider volume-preserving $g^{\top}$- and $g^{\perp}$-variations. For $g^{\top}$-variations, $B$ is restricted to $\tilde{D} \times \tilde{D}$ and for $g^{\perp}$-variations $B$ vanishes on $\tilde{D} \times \tilde{D}$. Hence, the Euler–Lagrange equation is still (26), only either restricted to $\tilde{D} \times \tilde{D}$ (for $g^{\top}$-variations) or considered everywhere except $\tilde{D} \times \tilde{D}$ (for $g^{\perp}$-variations).

**Theorem 1** (Euler–Lagrange equation) A metric $g \in \text{Riem}(M, \tilde{D}, \tilde{D})$ is critical for the action (2) with respect to volume-preserving $g^{\perp}$-variations if and only if

$$r_{\tilde{D}} - \langle \tilde{h}, \tilde{H} \rangle + \tilde{A}^{b} - \tilde{T}^{b} + \Phi_{\tilde{h}} + \Phi_{\tilde{T}} + \Psi - \text{Def}_{\tilde{D}} (H) + \tilde{\kappa}^{0}$$

$$- \frac{1}{2} \left( S_{\text{mix}} + \text{div}(\tilde{H} - H) \right) g^{\perp} = \lambda g^{\perp},$$

(27a)

$$2 \langle \theta, \tilde{H} + 2 \Lambda_{\alpha, \theta} + \Lambda_{\alpha, \tilde{a}} + \Lambda_{\alpha, \tilde{\theta}} = 0.$$  

(27b)

A metric $g \in \text{Riem}(M, \tilde{D}, \tilde{D})$ is critical for the action (2) with respect to volume-preserving $g^{\top}$-variations if and only if

$$r_{\tilde{D}} - \langle h, H \rangle + A^{b} - T^{b} + \Phi_{h} + \Phi_{T} + \tilde{\Psi} - \text{Def}_{\tilde{D}} (H) + \kappa^{0}$$

$$- \frac{1}{2} \left( S_{\text{mix}} + \text{div}(H - \tilde{H}) \right) g^{\top} = \lambda g^{\top}.$$  

(27c)

**Proof** Let $g_{t}$ be a $g^{\perp}$-variation, and let $Q(g) := S_{\text{mix}} - \text{div}(H + \tilde{H})$. Then

$$\frac{d}{dt} J_{\text{mix}, \tilde{D}, \Omega} (g_{t}|_{t=0} = \frac{d}{dt} \int_{\Omega} Q(g_{t}) \text{d} \text{vol}_{g_{t}|_{t=0} = \frac{d}{dt} \int_{\Omega} \text{div}(H + \tilde{H}) \text{d} \text{vol}_{g_{t}|_{t=0}}.$$

Differentiating the formula $\text{div} X \cdot \text{d} \text{vol}_{g} = \mathcal{L}_{X} (\text{d} \text{vol}_{g})$, and using (25) we obtain $\partial_{t} (\text{div} X) = \text{div}(\partial_{t} X) + (1/2) X (\text{Tr} B^{2})$ for any $t$-dependent vector field $X$. In particular, it follows that

$$\frac{d}{dt} \int_{\Omega} \text{div}(H + \tilde{H}) \text{d} \text{vol}_{g_{t}} = \int_{\Omega} \partial_{t} (\text{div}(H + \tilde{H})) \text{d} \text{vol}_{g_{t}} + \int_{\Omega} \text{div}(H + \tilde{H}) \partial_{t} (\text{d} \text{vol}_{g_{t}})$$

$$= \int_{\Omega} \text{div}(\partial_{t} (H + \tilde{H})) \text{d} \text{vol}_{g_{t}}$$

$\Box$ Springer
For \( g^\perp \)-variations supported inside \( \Omega \), it follows from (20) and (21) that both fields \( \partial_t (H + \bar{H}) \) and \( (\text{Tr } B^2) \cdot (H + \bar{H}) \) vanish on \( \partial \Omega \), and hence \( \frac{d}{dt} \int_{\Omega} \text{div}(H + \bar{H}) \, d\text{vol}_g = 0 \). We have therefore

\[
\frac{d}{dt} J_{\text{mix}, \vec{D}, \Omega}(g_t) \big|_{t=0} = \frac{d}{dt} \int_{\Omega} Q(g_t) \, d\text{vol}_g \big|_{t=0},
\]

and \( Q(g) \) can be presented using (9) as

\[
Q(g) = S_{\text{ex}}(g) + \mathcal{S}_{\text{ex}}(g) + \langle T, T \rangle_g + \langle \bar{T}, \bar{T} \rangle_g .
\] (28)

Applying Corollary 1 and Proposition 1 to (28), using (5) and removing integrals of divergences of vector fields compactly supported in \( \Omega \), we get

\[
\int_{\Omega} \partial_t Q(g_t) \big|_{t=0} \, d\text{vol}_g = \int_{\Omega} \{ 4 \Lambda_{\hat{\alpha}, \theta} - \text{div} \bar{H} - \bar{K}^b - \Phi_h - \Phi_T + 2 \bar{T}^b \} + 4 \langle \theta, \bar{H} \rangle + (\text{div} \bar{H}) g^\perp + 2(\text{div} \alpha) |_V + 2 \Lambda_{\alpha, \bar{\alpha} + \hat{\alpha}} + 2 \langle \hat{\theta} - \bar{\alpha}, H \rangle + 2 \text{Sym}(H^b \otimes \bar{H}^b) - 2 \delta_H + 2 \Lambda_{\hat{\theta}, \theta - \bar{\alpha}} - 2(\text{div} \bar{\theta}) |_V, B \} \, d\text{vol}_g ,
\] (29)

where \( B = \{ \partial_t g_t \} |_{t=0} \). Since

\[
\frac{d}{dt} J_{\text{mix}, \vec{D}, \Omega}(g_t) \big|_{t=0} = \int_{\Omega} \partial_t Q(g_t) \big|_{t=0} \, d\text{vol}_g + \int_{\Omega} Q(g) (\partial_t d\text{vol}_g) \big|_{t=0} ,
\]

by (29) and (25), we have

\[
\frac{d}{dt} J_{\text{mix}, \vec{D}, \Omega}(g_t) \big|_{t=0} = \int_{\Omega} \{ 4 \Lambda_{\hat{\alpha}, \theta} - \text{div} \bar{H} - \bar{K}^b - \Phi_h - \Phi_T + 2 \bar{T}^b \} + 4 \langle \theta, \bar{H} \rangle + 2(\text{div} (\alpha - \bar{\theta})) |_V + 2 \Lambda_{\alpha, \bar{\alpha} + \hat{\alpha}} + 2 \langle \hat{\theta} - \bar{\alpha}, H \rangle + 2 \text{Sym}(H^b \otimes \bar{H}^b) - 2 \delta_H + 2 \Lambda_{\hat{\theta}, \theta - \bar{\alpha}} + \frac{1}{2} \left( S_{\text{mix}} + \text{div} (\bar{H} - H) \right) g^\perp, B \} \, d\text{vol}_g .
\] (30)

If \( g \) is critical for \( J_{\text{mix}, \vec{D}, \Omega} \) with respect to \( g^\perp \)-variations, then the integral in (30) is zero for arbitrary symmetric \((0,2)\)-tensor \( B \) vanishing on \( \vec{D} \times \vec{D} \). This yields the Euler–Lagrange equation, that we can decompose into two independent parts: its \( D \times D \) and \( V \)-components, obtaining the following:

\[
\text{div} \bar{H} + \bar{K}^b + \Phi_h + \Phi_T - 2 \bar{T}^b - \frac{1}{2} \left( S_{\text{mix}} + \text{div} (\bar{H} - H) \right) g^\perp = 0 ,
\] (31a)

\[
2 \langle \theta, \bar{H} \rangle + 2 \Lambda_{\hat{\alpha}, \theta} + (\text{div} (\alpha - \bar{\theta})) |_V + \Lambda_{\alpha, \bar{\alpha} + \hat{\alpha}} + \langle \hat{\theta} - \bar{\alpha}, H \rangle + \text{Sym}(H^b \otimes \bar{H}^b) - \delta_H + \Lambda_{\hat{\theta}, \theta - \bar{\alpha}} = 0 .
\] (31b)
For volume-preserving $g^\perp$-variations, the Euler–Lagrange equation will be (31b), and instead of (31a), one needs to consider the following:

$$\text{div} \tilde{h} + \kappa^0 + \Phi\tilde{h} + \Phi T - 2\tilde{T}^0 - \frac{1}{2} \left( S_{\text{mix}} + \text{div}(\tilde{H} - H) \right) g^\perp = \lambda g^\perp. \quad (32)$$

Using tensor $r_D$ (Lemma 1) and replacing $\text{div} \tilde{h}$ in (31a) according to (6), we rewrite (32) as (27a). Using the properties $\Lambda P, Q = \Lambda Q, P$ and $\Lambda P, Q_1 + Q_2 = \Lambda P, Q_1 + \Lambda P, Q_2$, we rewrite (31b) as (27b). Finally, using the fact that all variation formulas for $g^\top$-variations are dual to the $D \times D$ components of the variation formulas for $g^\perp$-variations, we can take the dual equation to (32) to obtain the following Euler–Lagrange equation for volume-preserving $g^\top$-variations:

$$\text{div} h + \kappa^0 + \Phi h + \Phi \tilde{T} - 2\tilde{T}^0 - \frac{1}{2} \left( S_{\text{mix}} + \text{div}(H - \tilde{H}) \right) g^\top = \lambda g^\top, \quad (33)$$

as the dual to $S_{\text{mix}}$ is $S_{\text{mix}}$. Using the dual of Lemma 1 yields (27c).

**Remark 4**

(i) Equations (27a) and (27c) are dual to each other and coincide with the equations obtained in [14] for adapted variations of metric (see Remark 3 with a discussion of their relationship with $g^\perp$- and $g^\top$-variations). However, (27a) corresponds to the variation of the orthogonal complement of $\tilde{D}$ and cannot be obtained by means of adapted variations.

(ii) We can relate the Euler–Lagrange equation for different types of variations. To obtain the Euler–Lagrange equation for arbitrary, not necessarily preserving volume of $(M, g)$, $g^\perp$-variations (respectively, $g^\top$-variations), one should merely set $\lambda = 0$ in the Euler–Lagrange equation obtained for volume-preserving $g^\perp$-variations (respectively, $g^\top$-variations). To obtain the Euler–Lagrange equation for arbitrary variations $g_t$ preserving the volume of $(M, g)$, one should consider both Euler–Lagrange equations for volume-preserving $g^\perp$- and $g^\top$-variations, with the same, arbitrary constant $\lambda \in \mathbb{R}$.

In general, it is difficult to find critical points of (2) for arbitrary variations of metric. A trivial example of such metric is the one of the metric product of manifolds, i.e., with both $\tilde{D}$ and $D$ integrable and totally geodesic. A more interesting case (to be considered in further work) are critical left-invariant metrics on Lie groups endowed with left-invariant distributions. There exist, however, many interesting examples of metrics critical with respect to volume-preserving variations, or volume-preserving $g^\perp$- and $g^\top$-variations considered separately—we shall present some of them in further sections. Note that the volume-preserving $g^\perp$- and $g^\top$-variations generalize other variations considered in literature, e.g., the variation among associated metrics on a contact manifold [4], discussed in Sect. 3.3.

3 Particular cases

In this part of the paper, we examine the Euler–Lagrange equations (27a)–(27c), assuming particular (co)dimension of the distribution $\tilde{D}$ or the existence of an additional structure on the manifold $M$. In these special geometric settings, we obtain examples of metrics critical for the action (2), with respect to variations previously discussed.
3.1 Flows

Let $\tilde{D}$ be spanned by a nonsingular vector field $N$, and then it is tangent to the one-dimensional foliation by the flowlines of $N$. In this case, $S_{\text{mix}} = \epsilon_N \text{Ric}_{N,N}$, $R_N = R(N, \cdot)N$ is the Jacobi operator and the partial Ricci tensor takes a particularly simple form:

$$r_{\tilde{D}} = \epsilon_N \text{Ric}_{N,N} g^\top, \quad r_D = \epsilon_N (R_N)^b.$$ 

We have $\tilde{h} = \tilde{h}_{\text{sc}} N$, where $\tilde{h}_{\text{sc}} = \epsilon_N (\tilde{h}, N)$ is the scalar second fundamental form of $D$. Let $\tilde{A}_N$ be the Weingarten operator associated with $\tilde{h}_{\text{sc}}$ and let $\tilde{\tau}_i = \text{Tr} \tilde{A}^i_N (i \geq 0)$. We have $S_{\text{ex}} = g(H, H) - \langle h, h \rangle = g(H, H) - g(H, H) = 0$, $\tilde{S}_{\text{ex}} = \tilde{\tau}_1^2 - \tilde{\tau}_2$ and

$$\text{div} N = \sum_i \epsilon_i g(\nabla_{E_i} N, E_i) = -g \left( N, \sum_i \epsilon_i \nabla_{E_i} E_i \right) = -g(N, \tilde{H}) = -\tilde{\tau}_1,$$

$$\text{div}(\tilde{\tau}_1 N) = N(\tilde{\tau}_1) + \tilde{\tau}_1 \text{div} N = N(\tilde{\tau}_1) - \tilde{\tau}_1^2.$$ 

The curvature of the flow lines is $H = \epsilon_N \nabla_N N$. From Theorem 1, we obtain the following.

**Corollary 2** (Euler–Lagrange equation) *Let a distribution $\tilde{D}$ be spanned by a unit vector field $N$ on a manifold $M$ with respect to $g \in \text{Riem}(M, \tilde{D}, D)$. Then $g$ is critical for the action (2) with respect to volume-preserving $g^\top$-variations if and only if*

$$\epsilon_N \left( R_N + \tilde{A}_N^2 \right) - \left( \tilde{T}_{\nu}^\sigma \right)^2 + \left[ \tilde{T}_{\nu}^\sigma, \tilde{A}_N \right] \right)^b - \tilde{\tau}_1 \tilde{h}_{\text{sc}} + H^b \otimes H^b - \text{Def}_D H \right. \right.$$

$$- \frac{1}{2} \left( \epsilon_N \text{Ric}_{N,N} + \text{div}(\epsilon_N \tilde{\tau}_1 N - H) \right) g^\perp = \lambda g^\perp,$$ 

$$\text{div}^\perp \tilde{T}_{\nu}^\sigma \big|_D + 2 \left( \tilde{T}_{\nu}^\sigma (H) \right)^b = 0;$$ 

**and the metric $g$ is critical for the action (2) with respect to volume-preserving $g^\top$-variations if and only if**

$$\epsilon_N \text{Ric}_{N,N} - 4\langle \tilde{T}, \tilde{T} \rangle - \text{div}(\epsilon_N \tilde{\tau}_1 N + H) = 2\lambda.$$ 

**(34c)**

Moreover, the metric $g$ is critical for the action (2) with respect to all volume-preserving variations if and only if all equations (34a)–(34c) hold, with the same constant $\lambda$.

**Proof** An easy computation shows that

$$\tilde{A} = \epsilon_N \tilde{A}_N^2, \quad \langle \tilde{h}_{\text{sc}} N, \tilde{H} \rangle = \tilde{\tau}_1 \tilde{h}_{\text{sc}}, \quad \Psi = H^b \otimes H^b, \quad \tilde{\Psi} = (\epsilon_N \tilde{\tau}_2 - \langle \tilde{T}, \tilde{T} \rangle) g^\top,$$

$$A = g(H, H) \tilde{A}, \quad T = 0, \quad \langle h, H \rangle = g(H, H) g^\top,$$

$$H = \epsilon_N \nabla_N N, \quad h = H g^\top, \quad \langle h, h \rangle = g(H, H),$$

$$\tilde{H} = \epsilon_N \tilde{\tau}_1 N, \quad \tilde{\tau}_1 = \epsilon_N \text{Tr} \tilde{h}_{\text{sc}}, \quad \langle \tilde{h}, \tilde{h} \rangle = \epsilon_N \tilde{\tau}_2, \quad \text{Def}_D \tilde{H} = \epsilon_N N(\tilde{\tau}_1) g^\top.$$ 

**(35)**

Notice that $(H^b \otimes H^b)(X, Y) = g(H, X) g(H, Y)$. Substituting

$$\Phi_h = 0 = S_{\text{ex}}, \quad \tilde{S}_{\text{ex}} = \epsilon_N (\tilde{\tau}_1^2 - \tilde{\tau}_2), \quad \tilde{T} = \epsilon_N \tilde{T}_{\nu}^\sigma \tilde{T}_{\nu}^\sigma$$

into (27a) and using (35) yields (34a). Substituting

$$h = H g^\top, \quad \Phi_h = \epsilon_N (\tilde{\tau}_1^2 - \tilde{\tau}_2) g^\top, \quad \Phi_{\tilde{T}} = -\langle \tilde{T}, \tilde{T} \rangle g^\top, \quad \kappa^b = 0$$

into (27c) and using (35) yields (34c).
Let $X$ be orthogonal to $N$ with $\nabla_Z X \in \tilde{D}$ for all $Z \in TM$. We have $\theta = 0$ and since
\[
2 \langle \tilde{\theta} - \tilde{\alpha}, H \rangle(X, N) = g(\tilde{\tau}_1 H, X),
\]
\[
2 \text{Sym}(H^b \otimes H^b)(X, N) = g(\tilde{\tau}_1 H, X),
\]
we have \(\theta = 0\) and since
\[
2 \langle \tilde{\theta} - \tilde{\alpha}, H \rangle(X, N) = g(\tilde{\tau}_1 H, X),
\]
\[
2 \tilde{\delta}_H(X, N) = g(\nabla_H N, X),
\]
\[
2 \Lambda_{\alpha, \tilde{\alpha}}(X, N) = g(\tilde{A}_N(H), X),
\]
the Euler–Lagrange Eq. (27b) reduces to
\[
(\text{div} \tilde{\theta})_{|V} - \langle \tilde{\theta}, H \rangle = 0.
\] (36)

For $X \in D$ such that $\nabla_Z X \in \tilde{D}$ for all $Z \in TM$, we have
\[
2 \text{div} \tilde{\theta}(X, N) = \sum_i \epsilon_i g \left(\left(\nabla_{E_i} \tilde{T}_N^a\right)(X), E_i\right) + \epsilon_N g \left(\nabla_N \left(\tilde{T}_N^a(X)\right), N\right)
\]
\[
= \left(\text{div}^\perp \tilde{T}_N^a\right)(X) + g \left(\tilde{T}_N^a(H), X\right).
\]
Hence, (36) is written as (34b).

By (5), we have $\text{div} \tilde{h} = N(\tilde{h}_{sc}) - \tilde{\tau}_1 \tilde{h}_{sc}$ and $\text{div} h = (\text{div} H) \tilde{g}$. Then, see (6) and (9),
\[
\epsilon_N \left(\nabla_N + \tilde{A}_N^2 + \left(\tilde{T}_N^a\right)^2\right)^b = N(\tilde{h}_{sc}) - H^b \otimes H^b + \text{Def}_D H,
\]
\[
\epsilon_N \text{Ric}_{N, N} = \text{div} H + \epsilon_N (N(\tilde{\tau}_1) - \tilde{\tau}_2) + \langle \tilde{T}, \tilde{T} \rangle.
\] (37)

Remark that (37)2 is simply the trace of (37)1.

A flow of a unit vector $N$ is called geodesic if the orbits are geodesics ($h = 0$) and Riemannian if the metric is bundle-like ($\tilde{h} = 0$). A nonsingular Killing vector field clearly defines a Riemannian flow; moreover, a Killing vector field of constant length generates a geodesic Riemannian flow. Restricting Corollary 2 to the case of a geodesic Riemannian flow, we obtain the following.

**Corollary 3** Let $\tilde{D}$ be spanned by a unit vector field $N$ that generates a geodesic Riemannian flow on a pseudo-Riemannian manifold $(M^{p+1}, g)$. Then $g$ is critical for the action (2) with respect to volume-preserving $g^\perp$-variations if and only if all the following conditions hold:
\[
R_N = (1/p) \text{Ric}_{N, N} \text{id}^\perp,
\]
\[
\text{Ric}_{X, N} = 0 \ (X \in D),
\]
\[
\text{Ric}_{N, N} = \text{const};
\] (38a) (38b) (38c)

and the metric $g$ is critical for the action (2) with respect to volume-preserving $g^\top$-variations if and only if (38c) holds.

**Proof** From (37)1 we obtain $R_N = -\left(\tilde{T}_N^a\right)^2$ and (34a) takes the form
\[
2\epsilon_N (R_N)^b - \frac{1}{2} \epsilon_N \text{Ric}_{N, N} g^\perp = \lambda g^\perp,
\]
which together with $\text{Ric}_{N, N} = \text{Tr} R_N$ yields (38a) and (38c).
For a geodesic Riemannian $N$-flow, (34b) reduces to condition $\text{div}^\bot \tilde{T}_N^\varepsilon(X) = 0$ for all $X \in \mathcal{D}$, that we shall now examine. A Riemannian geodesic flow locally gives rise to a Riemannian submersion with totally geodesic fibers. Such mappings can be described by the following tensor, introduced by Gray [8] and adjusted here to our notation:

$$O_XY = (\nabla_X Y)^\bot + (\nabla_X Y^\bot)^\top \quad (X, Y \in TM).$$

It follows that $O$ is antisymmetric with respect to $g$ and $O_XY = \tilde{T}(X, Y)$ for $X, Y \in \mathcal{D}$. Hence, for $X, Y \in \mathcal{D}$ we have $g(\tilde{T}_N^\varepsilon X, Y) = g(\tilde{T}(X, Y), N) = g(O_X Y, N) = -g(O_X N, Y)$ and we obtain $T_N^\varepsilon X = -O_X N$.

Let $X \in \mathcal{D}$ and $\nabla_Z X \in \tilde{D}$ for all $Z \in TM$. Using an adapted frame with $\mathcal{E}_i \in \tilde{D}$ at a point, the fact that $\nabla_N N = 0$, and the antisymmetry of $\nabla_Z O$ for all $Z \in TM$, we obtain:

$$\left(\text{div}^\bot \tilde{T}_N^\varepsilon\right)(X) = \sum_i g \left(\nabla_{\mathcal{E}_i} \tilde{T}_N^\varepsilon X, \mathcal{E}_i\right) = \sum_i g \left(\nabla_{\mathcal{E}_i} O_X N, \mathcal{E}_i\right) = \sum_i g \left(\nabla_{\mathcal{E}_i} O_X \mathcal{E}_i, N\right).$$

From the formula (5.37e) from [16], adjusted to our definitions of $R$ and $\text{Ric}$, it follows that

$$\left(\text{div}^\bot \tilde{T}_N^\varepsilon\right)(X) = -\sum_i g(R(\mathcal{E}_i, X)\mathcal{E}_i, N) = -\text{Ric}_{X,N}.$$  

Thus, we obtain (38b). Finally, for volume-preserving $g^\top$-variations, we have the Euler–Lagrange Eq. (34c), that for geodesic Riemannian flows takes the form $\epsilon_N \text{Ric}_{N,N} = -\frac{2}{3} \lambda$.  

From Corollary 3, we immediately obtain the following.

**Corollary 4** Let $(M^{n+1}, g)$, with $p > 1$, be an Einstein manifold with a geodesic Riemannian flow. Let $\mathcal{D}$ be the 1-dimensional distribution tangent to the flowlines. Then $g$ is critical for the action (2) with respect to volume-preserving $g^\bot$ and $g^\top$-variations.

The following proposition shows that the only manifolds with geodesic Riemannian flows critical for the action (2) with respect to all volume-preserving variations locally are in fact metric products.

**Proposition 3** Let $\mathcal{D}$ be spanned by a unit vector field $N$ that generates a geodesic Riemannian flow on a pseudo-Riemannian manifold $(M^{n+1}, g)$. If $g$ is a critical metric for the action (2) with respect to all volume-preserving variations then $\mathcal{D}$ is integrable.

**Proof** Using Remark 4(ii), we can write the Euler–Lagrange equation for arbitrary volume-preserving variations as follows:

$$\epsilon_N \left(R_N - \left(\tilde{T}_N^\varepsilon\right)^2\right)^b = \frac{1}{2} \left(\epsilon_N \text{Ric}_{N,N} + 2\lambda\right) g^\bot, \quad (39a)$$

$$\text{Ric}_{X,N} = 0 \quad (X \in \mathcal{D}), \quad (39b)$$

$$\epsilon_N \text{Ric}_{N,N} = 4 \langle \tilde{T}, \tilde{T}\rangle + 2\lambda, \quad (39c)$$

where $\lambda \in \mathbb{R}$ is an arbitrary constant. Using $R^N = -\left(\tilde{T}_N^\varepsilon\right)^2$ and $\text{Tr} \left(\tilde{T}_N^\varepsilon\right)^2 = -\langle \tilde{T}, \tilde{T}\rangle$, we obtain from (39c) $\lambda = -3\langle \tilde{T}, \tilde{T}\rangle/2$. On the other hand, (39a) yields

$$-2 \left(\left(\tilde{T}_N^\varepsilon\right)^2\right)^b = \frac{1}{2} \left(\langle \tilde{T}, \tilde{T}\rangle + 2\lambda\right) g^\bot.$$
and taking its trace we obtain \((4 - p)\langle \tilde{T}, \tilde{T} \rangle = 2\lambda p\). It follows from \(n, p \geq 0\) that the two equations for \(\lambda\) have a solution only for \(\langle \tilde{T}, \tilde{T} \rangle = 0\). \(\square\)

### 3.2 Codimension-one foliations

In this section, we consider the action \((2)\), where \(\tilde{D}\) is tangent to a codimension-one foliation (of dimension \(n > 1\)). We find metrics critical with respect to volume-preserving \(g^\perp\)- and \(g^\top\)-variations, as well as arbitrary volume-preserving variations.

Let \(\mathcal{F}\) be a codimension-one foliation tangent to the distribution \(\tilde{D}\). Let \(h_{sc}\) be the scalar second fundamental form, and \(A_N\) the Weingarten operator of \(\mathcal{F}\); then we define the functions \(\tau_i = \text{Tr} A_i \quad (i \geq 0)\)—the power sums of the principal curvatures \(k_i\) of the leaves. The \(\tau\)'s can be expressed using the elementary symmetric functions \(\sigma_1, \ldots, \sigma_n\), called mean curvatures in the literature. For example, \(\sigma_0 = 1 = \tau_0\), \(\sigma_1 = \tau_1\), and \(\sigma_2 = \tau_2^2 - \tau_2\).

We have \(T = 0 = \tilde{T}\) and

\[
h_{sc}(X, Y) = \epsilon_N \langle \nabla_X Y, N \rangle, \quad A_N(X) = -\nabla_X N \quad (X, Y \in T\mathcal{F}).
\]

We define the vector field \((\text{div } A_N)^\sharp \in \mathcal{X}_{\tilde{D}}\) by the following equation:

\[
g((\text{div } A_N)^\sharp, X) = (\text{div } A_N)(X) \quad (X \in \mathcal{X}_{\tilde{D}}).
\]

Then we can formulate the following.

**Proposition 4** Let \(\tilde{D}\) be the distribution tangent to a codimension-one foliation of a manifold \(M^{n+1}\). Then a metric \(g\) on \(M\) is critical for the action \((2)\) with respect to volume-preserving \(g^\perp\)-variations if and only if

\[
\tau_1^2 - \tau_2 = 2\epsilon_N \lambda, \quad (40a)
\]

\[
(\text{div } A_N)^\sharp - \nabla^\top \tau_1 = 0, \quad (40b)
\]

and \(g\) on \(M\) is critical for the action \((2)\) with respect to volume-preserving \(g^\top\)-variations if and only if:

\[
\nabla_N h_{sc} - \tau_1 h_{sc} = \frac{1}{2} \left(2 \epsilon_N \left(N(\tau_1) - \tau_1^2\right) + \epsilon_N \left(\tau_1^2 - \tau_2\right) + 2\lambda\right) g^\top. \quad (40c)
\]

Moreover, a metric \(g\) on \(M\) is critical for the action \((2)\) with respect to all volume-preserving variations if and only if \((40a)\)–\((40c)\) hold with the same constant \(\lambda\).

**Proof** Equations \((40a)\) and \((40c)\) follow from \((27a)\) and \((27c)\). This can be shown by a direct computation, but since the orthogonal complement of \(\tilde{D}\) is spanned by a single vector field \(N\), we can use the equations obtained for flows, as adapted (i.e., with \(\partial_t g\) restricted to \(D \times D\)) \(g^\perp\)-variations in this section correspond to \(g^\top\)-variations in Sect. 3.1. (See Remarks 3 and 4(i).) Hence, \((40a)\) is dual to \((34c)\) and \((40c)\) is dual to \((34a)\), with the additional assumption that \(\tilde{D}\) is integrable. Indeed, using \((37)\) in \((34c)\) and \((34a)\), then taking their duals and setting \(T = 0\), we obtain \((40a)\) and \((40c)\). For \(X \in \tilde{D}\) and \(N \in D\), we have

\[
2 \langle \tilde{a}, H \rangle(X, N) = \tau_1 g(X, \tilde{H}),
\]

\[
2 \text{Sym}(H^\top \otimes \tilde{H}^\top)(X, N) = \tau_1 g(X, \tilde{H}),
\]

\(\square\) Springer
Using the above equations and the fact that for all \( X \in \tilde{D} \) we have
\[
(\text{div } A_N)(X) = \sum_{\lambda} \epsilon_\lambda g(\nabla_\lambda (A_N(X)), e_\lambda) - \sum_{\lambda} \epsilon_\lambda g(A_N(\nabla_\lambda X), e_\lambda)
\]
\[
= \sum_a \epsilon_a g(\nabla_{E_a} (A_N(X)), E_a) + \epsilon_N g(\nabla_N (A_N(X)), N)
\]
\[
- \sum_a \epsilon_a g(A_N(\nabla_{E_a} X), E_a) = (\text{div } A_N)(X) - g(A_N(X), \tilde{H}),
\]
we reduce (27b) to (40b).

From Proposition 4, we obtain the following.

**Corollary 5** Let \( \tilde{D} \) be tangent to a codimension-one foliation of a pseudo-Riemannian manifold \((M^{n+1}, g)\), and let the unit normal field \( N \) of \( F \) be complete in \( M \). Then metric \( g \) is critical for the action (2) with respect to all volume-preserving variations if and only if
\[
\tau_1^2 - \tau_2 = 2\epsilon_N \lambda, \quad \nabla_N h_{sc} - \tau_1 h_{sc} = \frac{2\lambda}{1-n} g^T,
\]
\[
(\text{div } A_N)^2 - \nabla^T \tau_1 = 0,
\]
and \( \tau_1 \) is bounded on \( M \) only for \( \lambda \geq 0 \); moreover, \( \tau_1 = 0 \) when \( \lambda = 0 \).

**Proof** Taking trace of (40c) and using (40a), we obtain
\[
N(\tau_1) - \tau_1^2 = 2n\epsilon_N \lambda.
\]
Using the above and (40a) in (40c) yields (41). Equation (43) has a global bounded solution only for \( \lambda \geq 0 \), and for \( \lambda = 0 \), this solution is \( \tau_1 = 0 \). \qed

Codimension-one foliations admit biregular foliated coordinates \((x_0, \ldots, x_n)\), see [7, Section 5.1], i.e., the leaves are the level sets \( \{x_0 = c\} \) and \( N \)-curves are given by \( \{x_i = c_i \ (i > 0)\} \). From now on, we assume that a foliated pseudo-Riemannian manifold \((M, \mathcal{F}, g)\) admits orthogonal biregular foliated coordinates (hence, \( g_{ij} = 0 \) for \( i \neq j \)), then \( g = g_{00} dx_0^2 + \sum_{i>0} g_{ii}(dx_i)^2 \). Denote by \( g_{ii,\mu} \) the derivative of \( g_{ii} \) in the \( \partial_\mu \)-direction. We adopt the convention \( \mu \in \{0, \ldots, n\}, a, i, j \in \{1, \ldots, n\} \). We have \( g_{00} = \epsilon_N |g_{00}| \) and \( g_{ii} = \epsilon_i |g_{ii}| \).

**Lemma 5** For a pseudo-Riemannian metric in orthogonal biregular foliated coordinates of a codimension-one foliation on \((M, g)\), one has [13]
\[
N = \partial_0/\sqrt{|g_{00}|} \quad \text{(the unit normal)},
\]
\[
\Gamma^j_i = (1/2) \delta^j_i, g_{00}, \quad \Gamma_i^0 = -(1/2) g_{00,i}/g_{ii}, \quad \Gamma_{ij}^0 = -\delta_{ij} g_{ii,0}/(2 g_{00}).
\]
\[
h_{ij} = \Gamma_i^0 \gamma_i^0 g_{00} = -\frac{1}{2} \epsilon_N \delta_{ij} g_{ii,0}/\sqrt{|g_{00}|} \quad \text{(the second fundamental form)},
\]
\[
A_i^j = -\Gamma_i^0 \gamma_i^j |g_{00}| = -\frac{1}{2} \epsilon_i |g_{ii}| \delta_i^j \frac{g_{ii,0}}{g_{ii}} \quad \text{(the Weingarten operator)},
\]
\[
\text{Springer}
Lemma 6 Let \( F \) be a codimension-one foliation of a pseudo-Riemannian manifold \((M, g)\) tangent to \( \tilde{\mathcal{D}} \), with a unit normal field \( N \) complete in \( M \). Let there exist global orthogonal biregular foliated coordinates \((x_0, x_1, \ldots, x_n)\), with the leaves of \( F \) given by \( x_0 = c \), and \( g \) of the form

\[
g_{ii} = \epsilon_i f_i(x_1, \ldots, x_n) e^{-2 \int \frac{|g_{00}|}{g_{00}} y_i(x_1, \ldots, x_n) dt}, \quad i = 1, \ldots, n.
\]

(45)

where \( f_i \) \((i = 1, \ldots, n)\) are positive functions. Then (41) is written as the system

\[
\tau_1^2 - \tau_2 = 2\epsilon_N \lambda,
\]

(46a)

\[
\partial_0 y_i - \tau_1 \frac{2\lambda}{1 - n} \epsilon_N \frac{|g_{00}|}{g_{00}} = 0, \quad i = 1, \ldots, n
\]

(46b)

where \( \tau_1 = y_1 + \cdots + y_n \), \( \tau_2 = y_1^2 + \cdots + y_n^2 \), \( \lambda \) is a constant and \( g_{00} \) is a smooth function of constant sign. Also, (42) takes the following form:

\[
\partial_i y_i + y_i \sum_{a>0} \Gamma_{ai}^a - \sum_{a>0} y_a \Gamma_{ai}^a - \partial_i \sum_{a>0} y_a = 0, \quad i = 1, \ldots, n,
\]

which can be written equivalently as

\[
\partial_i \sum_{a>0, a \neq i} y_a + \sum_{a>0, a \neq i} \Gamma_{ai}^a (y_i - y_a) = 0, \quad i = 1, \ldots, n.
\]

(47)

Proof This follows from a straightforward computation, using (45) and Lemma 5. \( \square \)

The following lemma shows how the Euler–Lagrange Eqs. (46b) and (46a) are related, when the same constant \( \lambda \) is considered in both of them.

Lemma 7 Let \( g_{00} \equiv 1 \) and let \( y_1, \ldots, y_n \) be functions that satisfy (46b). If at some point \( x_0 = 0 \) (46a) holds, then \( y_1, \ldots, y_n \) satisfy (46a) for all values \( x_0 \in \mathbb{R} \).

Proof Let \( y_1, \ldots, y_n \) satisfy (46b). Then

\[
\partial_0 (\tau_1^2 - \tau_2 x) = \partial_0 \left( \sum_{i=1}^n y_i \right)^2 - \partial_0 \sum_{i=1}^n y_i^2
\]

\( \square \) Springer
Proposition 6 Let $g$ be a metric on $M^n$, $\equiv u$ from the uniqueness of solution of this ODE, that the only solution satisfying $u = -2\lambda \epsilon N + \tau_1^2 - \tau_2$, we can write the above equation as $\partial_0 u = 2\tau_1 \cdot u$. It follows from the uniqueness of solution of this ODE, that the only solution satisfying $u(0) = 0$ is $u \equiv 0$. 

We use the last lemma to give a construction of metric of the form (45) with $g_{00} \equiv 1$, that is critical for the action (2) with respect to arbitrary volume-preserving variations.

Proposition 5 Assume the following for $i = 1, \ldots, n$:

- $\lambda \geq 0$, $g_{00} \equiv 1$ and let $\eta_i(x_1, \ldots, x_n)$ be functions on $\mathbb{R}^n$ satisfying
  \[
  \left( \sum_{i=1}^{n} \eta_i \right)^2 - \sum_{i=1}^{n} \eta_i^2 = -2\epsilon_n \lambda,
  \]

- $y_i(x_0, x_1, \ldots, x_n)$ satisfies (46b) with $\tau_1 = \sum_i y_i$ and $y_i(0, x_1, \ldots, x_n) = \eta_i(x_1, \ldots, x_n)$.

- $\Gamma^a_{ai}$ are any functions satisfying (47) such that $\Gamma^a_{ai} = \Gamma^a_{ia}$.

- $f_a(x_1, \ldots, x_n)$ are any functions satisfying
  \[
  \partial_i f_a = 2f_a \cdot \left( \Gamma^a_{ai} + \partial_i \int y_a(t, x_1, \ldots, x_n) \, dt \right).
  \]

Then the metric $g$ given by (45), with $f_i$ and $y_i$ as above, is critical for the action (2) with respect to arbitrary volume-preserving variations.

Proof Equation (46b) holds by the construction, (46a) holds by Lemma 7, and (47) holds by the construction and Eq. (44).

Example 1 Let $n = 2$, $\epsilon_N = 1$ and $g_{00} \equiv 1$. Then we have the following solution of (46b) and (46a):

\[
    y_1 = -\sqrt{|\lambda|} \coth(\sqrt{|\lambda|} x_0) + \sqrt{|\lambda|} c, \quad y_2 = -\sqrt{|\lambda|} \tanh(\sqrt{|\lambda|} x_0) + \sqrt{|\lambda|} c,
\]

where $c$ is an arbitrary constant.

It is more difficult to find critical metrics of particular geometric properties.

Proposition 6 Let $g$ be a metric on $M^{n+1}$, with $n > 1$, critical for the action (2) with respect to all volume-preserving variations and let $\tilde{D}$ be tangent to a codimension-one foliation. If $\tilde{D}$ is minimal, then $\tilde{D}$ is totally geodesic.

Proof If $\tau_1 = 0$, then (43) yields $\lambda = 0$ and from (46a), we obtain $\tau_2 = 0$. It follows that $y_1 = \cdots = y_n = 0$ and $\tilde{D}$ is totally geodesic.
Proposition 7 Let $g$ be a metric on $M^{n+1}$, with $n > 1$, critical for the action (2) with respect to all volume-preserving variations and let $\mathcal{D}$ be tangent to a codimension-one foliation, with unit normal field $N$. If $\mathcal{D}$ is totally umbilical, then it has constant mean curvature $\tau_1$.

Proof Let $y_1 = \cdots = y_n = y$, then $\tau_1 = ny$, $\tau_2 = \tau_1^2/n$ and (46a) yields $2\varepsilon_N \lambda = (n - 1)\tau_1^2/n$. From (43) we obtain $N(\tau_1) = 0$. For totally umbilical foliations (42) reduces to $n - 1 \nabla^\top \tau_1 = 0$.

Since $n > 1$, $\tau_1$ is constant on $M$. $\square$

3.3 Contact and 3-Sasakian structures

Contact manifolds come with a natural foliation given by the flowlines of the Reeb field. They also admit an (in general, non-unique) associated metric of well examined properties; we show that for such metric one of the Euler–Lagrange Eq. (27b), always holds. We use this fact later to show that 3-Sasakian structures are a natural source of the metrics critical for the action (2). Recall [4] that a manifold $M^{2n+1}$ with a 1-form $\eta$ such that

$$d\eta(\xi, X) = 0 \quad (X \in TM), \quad \eta(\xi) = 1,$$

is called a contact manifold, and $\xi$ is called the characteristic vector field (or the Reeb field). A Riemannian metric $g$ on a contact manifold $(M^{2n+1}, \eta)$ is associated if there exists a $(1, 1)$-tensor $\phi$ such that for all $X, Y \in TM$

$$\eta(X) = g(\xi, X), \quad d\eta(X, Y) = g(X, \phi(Y)), \quad \phi^2 = -I + \eta \otimes \xi.$$

The above $(\phi, \xi, \eta, g)$ is called a contact metric structure on $M$. For all contact manifolds we consider in this section, let $\mathcal{D}$ be spanned by $\xi$ and let $\mathcal{D}$ denote its orthogonal complement.

Remark 5 While we shall consider only the Riemannian metric in this section, there is a natural way to make a Riemannian contact manifold $(M, \eta, g)$ a pseudo-Riemannian contact manifold: by setting $\tilde{g} = g - 2\eta \otimes \eta$ as the new metric [6]. Then $-\tilde{g}(X, \xi) = \eta(X)$ for all $X \in TM$ and the remaining equations of (48) hold for $\tilde{g}$ without changes. This transformation does not invalidate our main results.

Proposition 8 Let $(\phi, \xi, \eta, g)$ be a contact metric structure on $M$. Then the Euler–Lagrange Eq. (34b) is satisfied for $N = \xi$.

Proof For a contact metric structure, we have (see [4])

$$H = \nabla_\xi \xi = 0.$$

For all $X, Y$ such that $g(X, \xi) = g(Y, \xi) = 0$

$$d\eta(X, Y) = -\frac{1}{2} \eta([X, Y]) = -\frac{1}{2} g([X, Y], \xi)$$

$$= -g\left(\tilde{T}_\xi^\sigma(X), Y\right) = g\left(X, \tilde{T}_\xi^\sigma(Y)\right).$$

Hence, it follows from (48), that

$$g(X, \phi(Y)) = g\left(X, \tilde{T}_\xi^\sigma(Y)\right),$$
and since $\phi(\xi) = 0$, we obtain the following equality: $\tilde{T}_\xi^N = \phi$. By (49), (34b) for $N = \xi$ reduces to $\text{div}^\perp(\tilde{T}_\xi^\perp)|_\mathcal{D} = 0$, which takes the following form:

$$\text{(div}^\perp \phi)(Y) = 0 \quad (Y \in \mathcal{D}).$$

(50)

For $Y \in \mathcal{D}$, the formula for contact metric structures in [4, Corollary 6.1] yields

$$2g((\nabla_{\xi_i} \phi)(Y), \xi_i) = g([\phi, \phi](Y, \xi_i), \phi(\xi_i)),$$

where

$$[\phi, \phi](X, Y) = \phi^2[X, Y] + [\phi(X), \phi(Y)] - \phi[\phi(X), Y] - \phi[X, \phi(Y)].$$

As in [4, Corollary 6.1], considering an orthonormal $\phi$-basis (see [4, p. 44]), i.e., assuming that $\xi_{i+p/2} = \phi(\xi_i)$ for $i = 1, \ldots, p/2$, we obtain that

$$\sum_{i=1}^{p/2} g([\phi, \phi](Y, \xi_i), \phi(\xi_i)) = -\sum_{i=1}^{p/2} g([\phi, \phi](Y, \phi(\xi_i)), \phi^2(\xi_i)).$$

Hence, $(\text{div}^\perp \phi)(Y) = 0$ and (34b) is satisfied. \(\square\)

On any contact manifold, there exists a (non-unique) contact metric structure; see [4]. Among them there is a class particularly interesting from the geometric point of view.

**Definition 2** [4] A contact metric structure for which $\xi$ is Killing is called K-contact.

**Proposition 9** Any K-contact metric $g$ is critical for the action (51), with respect to both volume-preserving $g^\perp$- and $g^\top$-variations.

**Proof** We have already seen in (49) that the integral curves of $\xi$ are geodesics for the contact metric structure. On the other hand, a nonsingular Killing vector field defines a Riemannian flow ($\tilde{h} = 0$). Thus, in case of a K-contact structure, we can use Corollary 3.

By [4, Theorem 7.2], if $(M, g)$ is a K-contact manifold then (38a) and (38c) are satisfied with $\text{Ric}_{N, N} = p$. As was shown in Proposition 8, also (38b) holds. \(\square\)

In [4], the action (2), which reduces to

$$J_{\text{mix}, \mathcal{D}, \Omega} : g \to \int_{\mathcal{D}} \text{Ric}_{N, N}(g) \, \text{d} \text{vol}_g$$

(51)

has been studied on the set of metrics associated with a given contact form.

**Definition 3** [4, p. 24] A contact structure is regular if $\xi$ is regular as a vector field, that is, every point of the manifold has a neighborhood such that any integral curve of $\xi$ passing through the neighborhood passes through only once.

**Theorem 2** (see Theorem 10.12 in [4]) An associated metric $g$ on a compact regular contact manifold $(M, \eta)$ is critical for the action (51) considered on the set of metrics associated with $\eta$ if and only if it is K-contact.

We have $g(\xi, \xi) = 1$ for any associated metric and the volume form of associated metric on a contact manifold can be expressed only in terms of $\eta$ and $d\eta$. Therefore, variations of the metric restricted to the set of all associated metrics form a subclass of the volume-preserving $g^\perp$-variations. Hence, on compact regular contact manifolds, Proposition 9 and Theorem 2 together give the following characteristic of some critical metrics—for a larger space of variations.
Corollary 6 Let \((M, \eta)\) be a compact regular contact manifold, and let \(g\) be an associated metric. Then \(g\) is critical for the action (51) for volume-preserving \(g^\perp\)-variations if and only if \(g\) is \(K\)-contact.

Flowlines of Reeb vector fields on contact manifolds are often described as having “maximally non-integrable” orthogonal distributions. We can give this notion a precise meaning by considering the following action:

\[
J_{\tilde{T},\Omega} : g \rightarrow \int_\Omega \langle \tilde{T}, \tilde{T} \rangle \, \text{d} \text{vol}_g,
\]

and showing that contact metric structures are its critical points. Note that (52) is the total norm of the integrability tensor of the varying orthogonal complement of a fixed distribution \(\tilde{D}\).

Proposition 10 A metric \(g \in \text{Riem}(M, \tilde{D}, \mathcal{D})\) is critical for the action (52) with respect to volume-preserving \(g^\perp\)-variations if and only if

\[
2 \tilde{T}^b = -\left( \frac{1}{2} \langle \tilde{T}, \tilde{T} \rangle - \lambda \right) g^\perp, \quad \Lambda_{\tilde{\theta},\tilde{\theta}-\alpha} = (\text{div} \tilde{\theta}) |_V.
\]

Proof Let \(g_t\) be a \(g^\perp\)-variation. Using Proposition 1, we obtain

\[
\frac{d}{dt} J_{\tilde{T},\Omega}(g_t) |_{t=0} = \int_\Omega \langle 2 \tilde{T}^b + 2 \Lambda_{\tilde{\theta},\tilde{\theta}-\alpha} - 2 (\text{div} \tilde{\theta}) |_V + \frac{1}{2} \langle \tilde{T}, \tilde{T} \rangle g^\perp, B \rangle \, \text{d} \text{vol}_g.
\]

Decomposing the resulting Euler–Lagrange equation into parts defined on \(\mathcal{D} \times \mathcal{D}\) and \(V\) yields (53a) and (53b).

Note that, as expected, distributions with integrable orthogonal complement are critical for (52). Also, using the results obtained for the contact metric structure, we get the following.

Proposition 11 Let \((\phi, \xi, \eta, g)\) be a contact metric structure on \(M\) and let \(\tilde{D}\) be spanned by \(\xi\). Then \(g\) is critical for the action (52) with respect to volume-preserving \(g^\perp\)-variations.

Proof Using results from the proof of Proposition 8, we compute

\[
\langle \tilde{T}, \tilde{T} \rangle = \sum_{i,j} g(\tilde{T}(\varepsilon_i, \varepsilon_j), \tilde{T}(\varepsilon_i, \varepsilon_j)) = \sum_{i,j} g(\tilde{T}^e_\xi(\varepsilon_i, \varepsilon_j))^2
\]

\[
= \sum_{i,j} g(\phi(\varepsilon_i) \cdot \phi(\varepsilon_i))^2 = p.
\]

We also have \(\tilde{T} = (\tilde{T}^e_\xi)^2 = -\text{id}\); hence, \(\tilde{T}^b = -g^\perp\). By the above, (53a) is satisfied; (53b) reduces to \((\text{div} \tilde{\theta}) |_V = 0\) and holds by Proposition 8.

In higher dimensions, contact metric structures are generalized by contact 3-structures, defined as follows [9].

Definition 4 A contact 3-structure is defined as a set of three contact structures, \(\eta_a, a = 1, 2, 3\), with the same associated metric \(g\) satisfying

\[
\phi_c = \phi_a \circ \phi_b - \eta_a \otimes \xi_b = -\phi_b \circ \phi_a + \eta_b \otimes \xi_a
\]

for any cyclic permutation \((a, b, c)\) of \((1, 2, 3)\). If each of them is Sasakian structure, it is called a Sasakian 3-structure (some authors call it a 3-Sasakian structure).
Theorem 3 [9] A contact 3-structure is necessarily a Sasakian 3-structure.

For any Sasakian 3-structure, let $\mathcal{D}$ be the distribution spanned by 3 characteristic vector fields $\xi_1, \xi_2, \xi_3$, its orthogonal complement will be denoted by $\mathcal{D}$. Since $[\xi_a, \xi_b] = 2\xi_c$ for any cyclic permutation $(a, b, c)$ of $(1, 2, 3)$, we see that $\mathcal{D}$ is integrable.

Proposition 12 The metric of a Sasakian 3-structure on $M$ is critical for the action (2) (where $\mathcal{D}$ is spanned by the characteristic vector fields), with respect to both volume-preserving $g^\perp$- and $g^\top$-variations.

Proof Since every $\xi_a$ defines a Sasakian structure, we can use the following formulas for any unit vectors $X, Y$ orthogonal to $\xi_a$ (so we can also have $X = \xi_b$, etc.):

$$R(X, Y)\xi_a = \eta_a(Y)X - \eta_a(X)Y, \quad R(X, \xi_a)Y = -g(X, Y)\xi_a + \eta_a(Y)X.$$ 

The above formulas are consistent with their analogues for $\xi_b$ and $\xi_c$, and yield the following:

$$r_\mathcal{D} = 3g^\perp \quad \text{and} \quad r_\mathcal{D} = pg^\top. \quad \text{We also have}$$

$$\Phi_{\tilde{T}}(\xi_a, \xi_b) = \tilde{\Phi}(\xi_a, \xi_b) = -pg(\xi_a, \xi_b), \quad \tilde{T}\phi(X, Y) = -3g(X, Y) \quad (X, Y \in \mathcal{D})$$

and $(\tilde{T}, \tilde{T}) = 3p$. It follows that (27a) and (27c) are satisfied, but never with the same constant $\lambda$. The remaining Euler–Lagrange Eq. (27b) reduces to $(\text{div} \tilde{\theta})_{|\mathcal{V}} = 0$. Since $g$ is a $K$-contact metric for $\xi_a$, for all $Y \in TM$ we have $\nabla_Y \xi_a = -\phi_a(Y)$ [4] and $\tilde{T}\phi_a(Y) = \phi_a(Y)$, and it follows that $(\text{div} \tilde{\theta})(Y, \xi_a) = (\text{div} \phi_a)(Y)$. As for any contact metric structure, we have $\nabla_{\xi_a} \xi_a = 0$ and $\phi_a(\xi_a) = 0$. Any vector $X \in \mathcal{D}$ is orthogonal to $\xi_a$ and in all tensor formulas we can assume that $\nabla_Z X$ is colinear with $\xi_a$ for all $Z \in TM$. Then

$$(\text{div} \tilde{\theta})(X, \xi_a) = \sum_i g((\nabla_{\xi_a} \phi_a)(X), \xi_i) + g((\nabla_X \phi_a)(X), \xi_b)$$

$$+ g((\nabla_{\xi_c} \phi_a)(X), \xi_c) + g((\nabla_{\xi_b} \phi_a)(X), \xi_a)$$

$$= \sum_i g((\nabla_{\xi_a} \phi_a)(X), \xi_i) + g((\nabla_X \phi_a)(X), \xi_b)$$

$$+ g((\nabla_{\xi_c} \phi_a)(X), \xi_c) - g(\phi_a(X), \nabla_{\xi_a} \phi_a)$$

$$= \sum_i g((\nabla_{\xi_a} \phi_a)(X), \xi_i) + g((\nabla_X \phi_a)(X), \xi_b) + g((\nabla_{\xi_c} \phi_a)(X), \xi_c).$$

and similarly for $\xi_b, \xi_c$. The formula obtained above, when considered for a contact metric structure $(\phi_a, \xi_a, \eta_a, g)$ on $M$, is precisely $(\text{div}^\perp \phi_a)(X)$. In the proof of Proposition 8 we showed that (50) holds, and hence (27b) is satisfied. \hfill \Box

3.4 Non-integrable distributions

In this section we examine the action (2) for a fixed, non-integrable distribution $\mathcal{D}$ on a manifold $(M, g)$. As there is no explicit procedure of solving the Euler–Lagrange equation in this case, we must resort to considering particular examples of critical metrics. For this purpose, we set as $\mathcal{D}$ the distribution orthogonal to the Reeb fields on contact and 3-Sasakian manifolds. In this setting, dual to the one considered in Sect. 3.3, $K$-contact and 3-Sasakian metrics are critical for the action (2) for volume-preserving $g^\perp$- and $g^\top$-variations. We show how a $K$-contact metric can be slightly modified and still remain critical. Finally, we consider $g^\perp$-variations of a codimension-one distribution, and give an example of contact metric structure (that is not $K$-contact) critical with respect to them.
Proposition 13 Let \( \widetilde{\mathcal{D}} \) be a totally geodesic, non-integrable distribution with totally geodesic, integrable orthogonal complement \( \mathcal{D} \) on \( (M, g) \). Then \( g \) is critical for the action (2) with respect to volume-preserving \( g^\perp \)-variations if and only if
\[
\Phi_T - \frac{1}{2} \langle T, T \rangle \, g^\perp = \lambda g^\perp; \tag{54a}
\]
and \( g \) is critical for the action (2) with respect to volume-preserving \( g^\top \)-variations if and only if
\[
-2 \, T^\flat - \frac{1}{2} \langle T, T \rangle \, g^\top = \lambda g^\top. \tag{54b}
\]

Proof The Euler–Lagrange Eq. (27b) is always satisfied, since by the assumptions all its terms vanish. Equation (32) becomes (54a) and (33) takes the form (54b). Notice that \( \mathcal{D} \) is tangent to a totally geodesic Riemannian foliation. \( \square \)

One can show, similarly as in the proof of Proposition 3, that (54a) and (54b) cannot hold together with the same constant \( \lambda \). Thus, in the setting of Proposition 13, one can find metrics critical for volume-preserving \( g^\perp \)- and \( g^\top \)-variations, but only considered separately (each with different constant \( \lambda \) in the corresponding Euler–Lagrange equation).

Note that (54a) yields that the mapping \( \mathcal{D} \ni X \mapsto T^\flat_X \in T^*M \otimes TM \) is conformal with respect to the metric \( g \) and the metric induced by \( g \) on \( T^*M \otimes TM \). Since
\[
\Phi_T(X, Y) = -\sum_{a,b} \epsilon_a \epsilon_b g(T(E_a, E_b), X) g(T(E_a, E_b), Y) = \text{Tr} \left( T^\flat_X T^\flat_Y \right)
\]
can be related to the Killing form on \( SO(n) \), it is natural to look for examples of critical metrics on manifolds with the action of this group.

Example 2 (i) Let \( (M, g) \) be a \( K \)-contact manifold and let \( \widetilde{\mathcal{D}} \) be the orthogonal distribution of the Reeb field. Then \( g \) is critical for the action (2) with respect to volume-preserving \( g^\perp \)- and \( g^\top \)-variations. Indeed, for the Reeb field \( \xi \) we have: \( \Phi_T = -ng^\perp \) and \( T^\flat = -g^\top \) (in general, \( T^\flat = -\epsilon Ng^\top \), see Remark 5).

(ii) Let \( (M, g) \) be a 3-Sasakian manifold and let \( \widetilde{\mathcal{D}} \) be the distribution orthogonal to all integral manifolds of the Reeb fields \( \xi_1, \xi_2, \xi_3 \). Then \( g \) is critical for the action (2) with respect to volume-preserving \( g^\perp \)- and \( g^\top \)-variations. Indeed, we have \( \Phi_T = -ng^\perp \) and \( T^\flat = -3 \cdot g^\top \).

(iii) Let \( (M, g) \) be a \( K \)-contact manifold and let \( \widetilde{\mathcal{D}} \) be the orthogonal distribution of the Reeb field. Let \( \widetilde{g} = \phi g^\top + \psi g^\perp \), with positive functions \( \phi, \psi \in C^\infty(M) \), then the relations between geometric quantities on \( (M, \widetilde{g}) \) and \( (M, g) \) are following: \( \langle T, T \rangle_{\widetilde{g}} = \psi \phi^{-2} \langle T, T \rangle \) and \( T^\flat_{\widetilde{g}} = \psi \phi^{-1} T^\flat \). We also have \( \tau_1 = -\frac{a}{n} \psi^{-1/2} \phi^{-1} N(\phi) \) on \( (M, \widetilde{g}) \).

It follows that for all positive functions \( \phi, \psi \in C^\infty(M) \) satisfying \( N(\phi) = 0 \) and \( \psi^{-1/2} \phi = \text{const} \) the metric \( \widetilde{g} \) is critical for the action (2) with respect to volume-preserving \( g^\perp \)- and \( g^\top \)-variations.

Remark 6 Let \( \widetilde{\mathcal{D}} \) be a distribution with integrable complement \( \mathcal{D} \). Then for \( X \in \widetilde{\mathcal{D}} \) and \( N \in \mathcal{D} \) we have \( \langle \theta, \widetilde{H} \rangle(X, N) = \frac{1}{2} g \left( \widetilde{H}, T^\flat_X N \right) \) and \( \Lambda_{\widetilde{g}, \theta}(X, N) = -\frac{1}{2} g \left( \widetilde{H}, T^\flat_X N \right) \). It follows that the Euler–Lagrange Eq. (27b) does not depend of the integrability tensor \( T \) of \( \widetilde{\mathcal{D}} \), only on its extrinsic geometry.

If \( \widetilde{\mathcal{D}} \) is a codimension-one distribution, its orthogonal complement is always integrable. Then every \( g^\perp \)-variation corresponds to a family of foliations (by curves \( g_T \)-orthogonal to \( \widetilde{\mathcal{D}} \)).
that share the same transversal geometry. For example, if $\tilde{D}$ is totally geodesic or umbilical, all foliations corresponding to metrics $g_t$ are Riemannian or conformal. Thus, $g^\perp$-variation can be a tool to find the locally “best” (e.g., minimizing a functional) metrics for foliations of some fixed transverse property. Using equations dual to the ones formulated in Sect. 3.1 and some easy computations, we can obtain the following.

**Proposition 14** Let $\tilde{D}$ be a codimension one distribution on a manifold $M^{n+1}$ with unit normal field $N$. A metric $g$ on $M$ is critical for the action (2) with respect to volume-preserving $g^\perp$-variations if and only if:

$$\epsilon_N \text{Ric}_{N,N} - 4(T, T) - \text{div}(\epsilon_N \tau_1 N + \tilde{H}) = 2\lambda, \quad (55a)$$

$$\text{(div} A_N)^2 - \nabla^\top \tau_1 = 0. \quad (55b)$$

A metric $g$ on $M$ is critical for the action (2) with respect to volume-preserving $g^\top$-variations if and only if:

$$\epsilon_N \left( R_N + A_N^2 - \left( T_N^\sharp \right)^2 + \left[ T_N^\sharp, A_N \right] \right)^b - \tau_1 h_{sc} + \tilde{H}^b \otimes \tilde{H}^b - \text{Def}_{\tilde{D}} \tilde{H}$$

$$- \frac{1}{2} \left( \epsilon_N \text{Ric}_{N,N} + \text{div}(\epsilon_N \tau_1 N - \tilde{H}) \right) g^\top = \lambda g^\top. \quad (55c)$$

A metric $g$ on $M$ is critical for the action (2) with respect to all volume-preserving variations if and only if (55a)–(55c) hold, with the same constant $\lambda$.

**Example 3** As an example, we can consider the following contact metric structure on $\mathbb{R}^3$, which is not $K$-contact [4]. Let

$$\eta = \frac{1}{2} (dz - y \, dx), \quad g = \frac{1}{4} \begin{pmatrix}
1 + y^2 + z^2 & z & -y \\
z & 1 & 0 \\
-y & 0 & 1
\end{pmatrix}.$$  

Using an adapted orthonormal frame: $E_1 = 2(\frac{\partial}{\partial z} - z \frac{\partial}{\partial y} + y \frac{\partial}{\partial z})$, $E_2 = 2 \frac{\partial}{\partial y}$, $E_3 = N = 2 \frac{\partial}{\partial z}$, one can show that in $\{E_1, E_2\}$ basis of $\mathcal{D}$ we have

$$\tilde{A}_N = \begin{pmatrix}
0 & -1 \\
-1 & 0
\end{pmatrix}, \quad \tilde{T}_N^\sharp = \begin{pmatrix}
0 & 1 \\
-1 & 0
\end{pmatrix}.$$  

We have $\text{Ric}_{N,N} = 0$ [4], $\tilde{H} = 0 = H$, $\tau_1 = 0$ and $(R_N + A_N^2 - (T_N^\sharp)^2 + [T_N^\sharp, A_N])^b$ is not conformal, hence (55c) is not satisfied, although (55a) holds. Further computations show that $\nabla_{E_1} E_2 = -2 E_3$ and $\nabla_{E_1} E_3 = 2 E_2$ are the only non-vanishing derivatives of vector fields $E_a$ from the frame, with respect to that frame. We obtain $(\text{div} A_N)^2 = 0$ and hence also (55b) is satisfied. It follows that $g$ is critical for the action (2) with respect to volume-preserving $g^\perp$-variations.
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