Induced Natural Language Rationales and Interleaved Markup Tokens Enable Extrapolation in Large Language Models
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Abstract

The ability to extrapolate, i.e., to make predictions on sequences that are longer than those presented as training examples, is a challenging problem for current deep learning models. Recent work shows that this limitation persists in state-of-the-art Transformer-based models. Most solutions to this problem use specific architectures or training methods that do not generalize to other tasks. We demonstrate that large language models can succeed in extrapolation without modifying their architecture or training procedure. Our experimental results show that generating step-by-step rationales and introducing marker tokens are both required for effective extrapolation. First, we induce a language model to produce step-by-step rationales before outputting the answer to effectively communicate the task to the model. However, as sequences become longer, we find that current models struggle to keep track of token positions. To address this issue, we interleave output tokens with markup tokens that act as explicit positional and counting symbols. Our findings show how these two complementary approaches enable remarkable sequence extrapolation and highlight a limitation of current architectures to effectively generalize without explicit surface form guidance. Code available at https://github.com/MirelleB/induced-rationales-markup-tokens

1 Introduction

The lack of compositional generalization of neural networks has been a long-standing limitation known for decades (Fodor and Pylyshyn, 1988; Schmidhuber, 1990; Marcus, 1998, 2018; Lake and Baroni, 2018; Liška et al., 2018; Keysers et al., 2019). This is often associated with their failure to extrapolate, i.e., the ability to work on sequences that are longer than those presented as training examples. Modern architectures such as the Transformer (Vaswani et al., 2017), which is the core component of state-of-the-art NLP models, perform poorly on this class of problems (Bhattamishra et al., 2020; Nogueira et al., 2021; Wang et al., 2021; Pal and Baral, 2021; Welleck et al., 2021; Bogin et al., 2022; Finlayson et al., 2022; Mittal et al., 2021). In Figure 1-(a), we illustrate how recent large language models such as GPT-3 fail at this task, even when fine-tuned on thousands of examples.

Figure 1: Answers produced by a GPT-3 model on the “length” split of the SCAN dataset when (a) fine-tuned on thousands of examples vs (b) induced via a few in-context examples to generate explanations and markup tokens (in yellow).

Architectures and training methods that target this specific problem are often developed based on synthetic tasks whose creation rules are known (Das et al., 1992; Li et al., 2019b; Russin et al., 2019; Andreas, 2020; Liu et al., 2020a; Chen et al., 2020; Herzig and Berant, 2021; Shaw et al., 2021; Zhu et al., 2021). Thus, they resort to techniques such as augmenting the training data or biasing the model’s architecture to internally represent these rules. However, improvements obtained on one compositional generalization benchmark do not transfer to others (Furrer et al., 2020), i.e., they lose their ability to be used as competitive general-purpose models in real tasks, as these can seldom be solved with a small set of rules.

We study the behavior of Transformer models...
and demonstrate that this problem is not due to an intrinsic limitation of their training algorithm. We show that inducing autoregressive models to rationalize before making a prediction (Wang et al., 2022; Zelikman et al., 2022) is not enough to extrapolate on long sequences: to solve it, we introduce markup tokens (Nogueira et al., 2021; Kim et al., 2021). The two general approaches together allow the models to achieve remarkable extrapolation generalization without requiring changes to the model or architecture. These findings provide evidence that general-purpose models have the ability to both improve their effectiveness and interpretability at the same time. The need to markup tokens also suggests there are fundamental issues that need to be addressed in the Transformer architecture, particularly the need for better positional representations. Thus, our study confirms and supports recent results from previous work that positional embeddings used in current state-of-the-art Transformer models cannot precisely track of token positions or perform precise counting (Liu et al., 2020b; Thawani et al., 2021; Press et al., 2022).

2 Related Work

A long list of architectures and training methods attempt to improve the extrapolation capabilities of deep learning models. For instance, some are specifically designed to solve only a handful of tasks (Singh, 1992; Kaiser and Sutskever, 2015; Kalchbrenner et al., 2015; Price et al., 2016; Andreas et al., 2016, 2017; Trask et al., 2018). Pre-trained word embeddings find it difficult to extrapolate to unseen numbers in training (Wallace et al., 2019). Alternatives to improving the extrapolation ability of neural models include building neural models with a pre-training corpus of numerical text (Geva et al., 2020) or using scientific notation to represent numbers (Zhang et al., 2020). Likewise, better numerical and compositional skills can be achieved by supplementing input texts with pre-computed numerical calculations (Andor et al., 2019) or explicitly assuming rules or mathematical equations from natural language texts (Liu et al., 2019; Li et al., 2019a; Zou and Lu, 2019a,b; Shi, 2020; Qiu et al., 2021). Many of these models are capable of adding numbers larger than those seen during training. In contrast, more general-purpose architectures fail to extrapolate on numerical tasks (Joulin and Mikolov, 2015; Dehghani et al., 2018; Schlag et al., 2019).

Our work derives from recent findings that show that inducing the model to generate explanations in natural language leads to better performance in a wide variety of tasks (Recchia, 2021; Fernandes et al., 2022; Wang et al., 2022; Zelikman et al., 2022; Nye et al., 2022; Katz et al., 2022; Zhou et al., 2022; Khot et al., 2022). In particular, the work proposed by (Zhou et al., 2022) achieves state-of-the-art results in the extrapolation of tasks involving symbolic manipulation, compositional generalization and numerical reasoning. Tasks are solved via few-shot learning applied to a large language model (e.g. text-davinci-002) in two main steps. The first step consists of reducing the question into sub-questions, then, in the second phase, a new interaction is made with the model, now solving sequentially the sub-questions generated in the previous step.

The results shown in Zhou et al. (Zhou et al., 2022) corroborate our intuition that explanations alone are not enough to achieve extrapolations. By inducing the model to generate explanations and markup tokens, we provide evidence that compositional generalization can be achieved without sacrificing the general applicability on other tasks, which is often a feature that is lost with architectural modifications.

However, a limitation of Zhou et al.’s and our method is that both require a programmatic post-processing step: Zhou et al. use a python script to convert the model output (e.g., 3*["LEFT"])), which is in python notation, into the expected format of the final answer (e.g., LEFT LEFT LEFT); in our method, we programmatically remove the markup tokens from the final answer. We argue that the need to call an external script exposes a limitation in the current Transformer architecture, namely, that it cannot handle long sequences of repeated tokens.

3 Methodology

In this section, we describe our proposed method for inducing explanations and markup tokens using in-context learning with a few examples. We first create a prompt $ic||oc$ that concatenates in-context training examples $ic$ with a test example $oc$. The $ic$ examples consist of $N$ triples of “Instruction”, “Explanation” and “Output”, i.e., $ic = \{(i_1^*, e_1^*, o_1^*), ..., (i_N^*, e_N^*, o_N^*)\}$. The test example $oc$ is made of only the “Instruction” field. When we feed $ic||oc$ to a language model, it should
Due to its few-shot nature, our method can be adjusted for different tasks. Likewise, our approach does not require any additional modifications to the language model such as pretraining or changes to the loss function.
| Method                  | Acc. | Specialized Architectures |
|------------------------|------|---------------------------|
| Syntactic Attn. (Russin et al., 2019) | 15.2 |                           |
| CGPS (Li et al., 2019b) | 20.3 |                           |
| T5-base DUEL (Zhu et al., 2021) | 45.0 |                           |
| LANE (Liu et al., 2020a) | 100.0 |                          |
| NSSM (Chen et al., 2020) | 100.0 |                          |
| SBSP (Herzig and Berant, 2021) | 100.0 |                          |
| NQG (Shaw et al., 2021) | 100.0 |                          |
| Synth (Nye et al., 2020) | 100.0 |                          |
| General-purpose Architectures |       |                           |
| T5-base (Furrer et al., 2020) | 14.4 |                           |
| T5-Large (Furrer et al., 2020) | 5.2  |                           |
| T5-3B (Furrer et al., 2020) | 3.3  |                           |
| T5-11B (Furrer et al., 2020) | 2.0  |                           |
| GPT-3 Ada - fine-tuned | 13.9 |                           |
| GPT-3 Curie - fine-tuned | 6.4  |                           |
| GPT-3 Davinci - fine-tuned | 8.2  |                           |
| Least-to-Most (Zhou et al., 2022) | 99.7 |                           |
| Ours (rationales only)   | 2.5  |                           |
| Ours (markups only)      | 22.5 |                           |
| Ours (rationales + markups, inverted prompt) | 30.0 |                           |
| Ours (rationales + markups) | 95.2 |                           |

Table 1: Results on the “length” split of the SCAN dataset.

we evaluated the model on 400 randomly sampled examples from the test set.

4.2 Addition Task

Extrapolation abilities can also be tested with arithmetic tasks. For this, we built a prompt for the addition operation, where we present five in-context training examples with two numbers up to 5 digits and ask the model to generate the explanation and answer for a test set example made of numbers with 4 to 14 digits. We evaluate the model on 400 test samples automatically generated by the “balanced sampling” method from Nogueira et al. (Nogueira et al., 2021), which ensures that the set will have a roughly equal proportion of answers with \(d\)-digit numbers, with \(d \in \{4, 14\}\).

We use a template similar to SCAN’s to feed the in-context examples to the model. We manually generate the explanations for the training examples and inject markup tokens in the instructions and the target output. In the expected output, these tokens are used during the explanation steps. We illustrate in Figure 2 an example of a prompt followed by a completion of the model.

| Digits in the ground-truth answer | Test Accuracy (%) |
|-----------------------------------|-------------------|
| 4-5                               | T5 + 100k examples |
| 6-10                              | Ours, rationale+markup |
| 11-14                             | Ours, markup-only |
| 15-14                             | Ours, rationale-only |

Figure 3: Test set accuracy in the addition task vs number of digits in the ground-truth answer.

5 Results

In Table 1 we show the results for the length split of the SCAN dataset. We see that specialized models like LANE, NSSM, and SBSP solve the compositional generalization proposed by SCAN, whereas generic architectures such as T5 (Raffel et al., 2020) or GPT-3 (Brown et al., 2020) fine-tuned on the task have poor performance.

We also show results for GPT-3’s Ada (300M parameters), Curie (6B parameters) and Davinci (175B parameters) models fine-tuned on all 16,990 training examples of the SCAN dataset for 3 epochs. In these cases, we do not use in-context examples, explanations, or markup tokens. Our methodology of providing prompts with detailed explanations was shown to be more effective than finetuning on thousands of examples.

The same behavior is also observed in the addition task, as seen in Figure 3. Our approach with explanations and markup tokens (rationale + markup) shows that even with as few as 5 examples, the model can perform the task of adding numbers with more than 5 digits, reaching a performance of around 60% in numbers with up to 14 digits and an average accuracy of 73% considering all 400 examples in the test set.

We also investigated the performance of fine-tuning a general-purpose model on this task. We trained a T5-base with 100K samples on numbers with 2 to 5 digits per 10 epochs without adding explanations. We observe that the model reaches 100% accuracy with numbers of up to 5 digits, but fails to add numbers with more than 6 digits.
Figure 4: Model output differences between the markup-only and rationale-only approaches.

5.1 Ablation: Rationale-only vs. markup-only

We also investigate the impact of using explanation and markup tokens in isolation. We compare two scenarios: prompts without explanation (markup-only) and without markup tokens (rationales-only).

In Table 1, we see that the rationale-only and markup-only approaches have significantly lower test accuracy, demonstrating that it is not enough to explain how to solve the task, but it is also important to inject markup tokens. We believe that these tokens help the model generate repeated sequences of tokens.

In Figure 4, we provide qualitative evidence of this hypothesis: Without markup tokens, the model correctly generates the explanation but fails to finish the action sequence, therefore entering a loop.

5.2 Ablation: Inverted prompt

We also experimented with reversing the order in which the "explanations" and "outputs" fields are presented to the model. Therefore we provide the expected output first and then the explanation. The idea of this experiment was to verify if the order explanation followed by the output has an impact on the generation of the answer. In Table 1 we see that the performance drops from 95.2 to 30% (rationales + markups - inverted prompt). This empirical result agrees with the literature in terms that the model possibly processes the explanation before determining the final output.

6 Conclusion

In this work, we show how step-by-step rationales and positional markup tokens enable general-purpose architectures to extrapolate to sequences that are significantly longer than those provided as training examples. Rationales before the answer break down the problem into small executable chunks and markup tokens track the working progress as the output is generated. Importantly, we show how these methods are complementary and, when used together, enable remarkable extrapolation results on two synthetic tasks.

However, we note the use of markup tokens as a limitation of current models and subword tokenizers. Future models should be able to count tokens and keep track of individual tokens in long sequences without resorting to additional supporting tokens. As our qualitative analysis shows, most failure cases are due to one or two tokens generated incorrectly. We see the ability to automatically verify these errors, as proposed by Cobbe et al. (Cobbe et al., 2021), as a promising direction to improve the extrapolation capabilities of current models.
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