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ABSTRACT
We identify the dominant computational cost within the recently introduced stochastic and internally contracted FCIQMC-NEVPT2 method for large active space sizes. This arises from the contribution to the four-body intermediates arising from low-excitation level sampled determinant pairs. We develop an effective way to mitigate this cost via an additional stochastic step within the sampling of the required NEVPT2 intermediates. We find this systematically improvable additional sampling can reduce simulation time by 80% without introducing appreciable error. This saving is expected to increase for larger active spaces. We combine this enhanced sampling scheme with full stochastic orbital optimisation for the first time and apply it to find FCIQMC-NEVPT2 energies for spin states of an iron porphyrin system within (24,24) active spaces with relatively meagre computational resources. This active space size can now be considered as routine for NEVPT2 calculations of strongly correlated molecular systems within this improved stochastic methodology.
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1. Introduction
Full Configuration Interaction Quantum Monte Carlo (FCIQMC) is a computational method for performing efficient Full Configuration Interaction (FCI) calculations in a stochastic framework. It has been found particularly effective for the ab initio Hamiltonians of quantum chemistry in a basis of Hartree–Fock (HF) or other self-consistent-field (SCF) orbitals [1–8]. Its fundamental operational assumption is that while the FCI wavefunction has a combinatorially large expansion in terms of N-electron basis states (Slater determinants), for real systems the FCI wavefunction is generally extremely sparse, with many determinants of extremely low weight [9]. FCIQMC realises the FCI wavefunction by stochastically applying a time propagation matrix (derived from the sparse Hamiltonian of the system) onto a wavefunction that is sparsely represented by ‘walkers’ – automata that carry a signed weight representing FCI expansion coefficients. An efficient approximation designed to mitigate the sign problem introduces a small systematic error called the ‘initiator error’ which can be rapidly reduced by increasing the number of walkers, systematically improving the resolution of the individual probability amplitudes of the states [4,10].
In the pursuit of improved accuracy and application to larger correlated systems of chemical interest, we have recently formulated FCIQMC within a stochastic and fully internally contracted multireference perturbation theory framework [11]. In this approach, an active space of strongly correlated orbitals is first chosen and subsequently sampled within the traditional FCIQMC dynamic. After a steady-state convergence of the active space walker population is achieved, random sampling of effective higher-body operators inside the active space is performed [12]. These sampled quantities allow for an efficient post-processing computation of the perturbative contribution of the large number of degrees of freedom in the external space, as well as their coupling to the strongly correlated active space wave function. This full internal contraction is essential to allow for the integrating out of the external space in the FCIQMC dynamic, and therefore avoidance of explicit sampling of excitations into this space, and the large increase in walkers (and decrease in sampling timestep) which this would incur [13].

Our initial work applied this approach to both 2nd-order Complete Active Space Perturbation Theory (CASPT2) and 2nd-order N-Electron Valence state Perturbation Theory (NEVPT2) [11]. However, it was shown that CASPT2 calculations based on FCIQMC observables are prone to numerical instability [14]. CASPT2 requires inverting the inherently noisy matrices estimated within the FCIQMC dynamic. This non-linear operation amplifies any stochastic error in these quantities, and therefore the resulting CASPT2 correction is very sensitive to any noise in the FCIQMC wavefunction. In contrast, strongly contracted NEVPT2 avoids many of these difficulties of inverting stochastically derived matrices, as well as difficulties with intruder states [15]. Because of this, we found NEVPT2 to be stable and performed well, converging rapidly with walker number to the deterministic results, and allowing straightforward extension to active space sizes beyond those traditionally accessible. Despite this success, for larger active spaces, the sampling of high-rank tensors in the active space in FCIQMC-NEVPT2 can still become a bottleneck of the computation and represents a significant fraction of the time on top of the original active space FCIQMC algorithm. It is this challenge which we tackle in this work, developing and applying an improved sampling scheme for the FCIQMC-NEVPT2 method using both a stochastic CASCI, and also coupled with a self-consistent orbital optimisation obtained via a fully stochastic FCIQMC-CASSCF optimisation [16].

The efficiency of FCIQMC is derived from a dual stochasticisation of the problem – both the wave function amplitudes are stochastically sampled, as well as the Hamiltonian (or propagator) governing the dynamics. This is particularly efficient, as both quantities can be considered ‘sparse’, and can be especially powerful if this sparsity can be effectively predicted in advance. In the previous work on FCIQMC-NEVPT2, the sparsity in the sampling of higher-body active space quantities followed directly from the sparsity of the wave function amplitudes in terms of walkers. However, in this work, we show that the exact and full accumulation of the higher-body quantity for any pair of stochastically sampled configurations can still lead to a significant and rapidly dominating overhead in computational cost in the stochastic NEVPT2. We improve the FCIQMC-NEVPT2 algorithm to show that the introduction of an additional stochastic sampling in the accumulation of higher-body terms can exploit its sparsity and effectively reduce this cost, with minimal and systematically improvable loss of accuracy in the final results. Furthermore, this approach fits well within the framework and motivation of the FCIQMC dynamic in terms of stochastically sampling sparse, high-dimensional quantities, especially where prior information can be used to enable this to be effective.

In Section 3, we show that this stochastic ‘importance sampling’ on the accumulation of higher-body terms for a test C2 system results in a significant speedup even for a relatively small active space of 16 electrons and 16 orbitals, without significant loss of accuracy in the NEVPT2 energy compared to deterministic results. We identify parameter regimes for this additional sampling that correspond to both low and high-fidelity realisations, and in all cases, we obtain at least an order of magnitude speedup over an exact calculation. Introducing more stringent thresholding parameters can achieve close to another order of magnitude improvement, still with errors substantially less than one millihartree.

However, the magnitude of these efficiency improvements are expected to grow far larger as the active space increases in size. To demonstrate this, in Section 4, we apply the same approach to an iron porphyrin system, to investigate the performance for larger (24,24) active spaces, and consider the FCIQMC-NEVPT2 energetics of the low-lying spin dynamics. This is coupled with a stochastic self-consistent field optimisation of the active space to improve the reference state on which the NEVPT2 builds. We find rapid convergence of the NEVPT2 contributions with respect to number of walkers, with stochastic errors of order O(10^{-5}) with relatively small computational resources. We consider this size of active space as relatively straightforward within this enhanced sampling methodology for future multireference quantum chemical studies.
2. Computational challenges in FCIQMC-NEVPT2

In the stochastic NEVPT2 algorithm, higher-body intermediate quantities are sampled within the walker algorithm in addition to the standard dynamics [11]. Pairs of determinant amplitudes which are either three- or four-electron excitations of each other are stochastically sampled in an efficient manner, via spawnings between these determinants which sample, but do not change, the wave function amplitudes. However, in larger active space sizes, we find the dominant cost in the stochastic NEVPT2 algorithm arises from the contributions to high-body intermediates which are derived from pairs of determinants which are low-body excitations of each other. In this section, we start with a short review of FCIQMC and recap of the stochastic internally contracted FCIQMC-NEVPT2 algorithm detailed for the first time in Ref. [2]. We then identify the dominant computational bottleneck as arising from the ‘promotion’ of low-level excitation contributions to the four-body intermediates, as this requires several nested loops over common electron indices. Finally, a stochastic algorithm to effectively mitigate this cost is described in Section 2.4.

2.1. Review of FCIQMC

Full configuration interaction quantum Monte Carlo is an algorithm for generating sparse stochastic realisations of the FCI wavefunction of a system described by an electronic Hamiltonian, \( \hat{H} \). Accurate expectation values, that go beyond common single-reference approximations, can then be obtained by averaging over their stochastic estimates. We briefly summarise the features of FCIQMC that are important to the reader’s understanding of the methodological developments in this work, and to define notation, with more complete technical descriptions to be found in Ref. [17].

The FCI wavefunction is expressed in a basis of \( N \)-electron Slater determinants, \( |D_i\rangle \), formed from a given set of underlying (in this work SCF molecular) orbitals (MOs), as

\[
|\Psi\rangle = \sum_i C_i |D_i\rangle, \tag{1}
\]

where the determinant index \( i \) represents the specific MO occupation vector defining the determinant. In this basis of Slater determinants, the Hamiltonian between configurations, \( H_{ij} \), is sparse, derived from the nature of the Hamiltonian as a two-body operator. We write a discrete snapshot of the wave function amplitudes in terms of walkers at a given timestep, \( \tau \), as \( C(\tau) \). Iteratively and stochastically applying the linearised imaginary-time propagation converges \( C(\tau) \) to a discrete representation of the ground state wave function in FCIQMC, as

\[
C(\tau + \Delta \tau) = [\mathbb{I} - \Delta \tau (\hat{H} - \mathbb{I} S)] C(\tau), \tag{2}
\]

where \( \Delta \tau \) is a small discrete time-step, and \( S \) is a variable energy ‘shift’, introduced to enable a population control of the number of walkers. The key concept of FCIQMC is that for many choices of system and underlying MO basis, the vast majority of configurational amplitudes are very small, and thus treated as \( C_i = 0 \) in the discrete snapshots at any single given time. Therefore at each iteration, the walker population only stores the (signed) non-zero amplitudes as a sparse, yet dynamically evolving population, in an efficient and distributed memory fashion. This leads to an efficient compression of the FCI state without an explicit exponential memory footprint.

An important part of the algorithm for this work is the ‘spawning’ step [18], whereby \( n_i \) excitations (\( j \)) are stochastically generated from each occupied determinant (\( i \)), and new walker weight is created on them as

\[
\Delta C_j^{(\text{spawn})} = -C_i \Delta \tau \frac{H_{ij}}{n_i P_{\text{gen}(ij)}}. \tag{3}
\]

These newly created walkers are then subject to annihilation with walkers of opposite sign, and initiator criteria which aim to limit the growth of sign-incoherent amplitudes. The initiator criteria introduce a systematic error into the average wave function, which can be systematically reduced via an increase in walker number. Ensuring convergence of properties calculated from FCIQMC with respect to the number of walkers is an important test of the method, and this rate of convergence is key for the efficiency of the approach for a given system.

Observables computable from the FCI wavefunction, such as the energy, spin eigenvalues, and reduced density matrices can be extracted from the FCIQMC representation by a statistical averaging process [12,19]. For scalar observables, the memory footprint of accumulating these statistics is of little consequence. However, as we shall see for the higher-order tensor observables required for perturbation theory, the efficient distributed storage of these quantities requires consideration [20].

2.2. Stochastic reduced density matrix accumulation

The normal-ordered reduced density matrix of rank \( N \) (The \( N \)-RDM) of an arbitrary state \( |\Psi\rangle \) is defined as

\[
\Gamma_{i_1i_2\ldots i_Nj_1j_2\ldots j_N}^{(N)} = \langle \Psi| \hat{a}_{i_1}^\dagger \hat{a}_{i_2}^\dagger \ldots \hat{a}_{i_N}^\dagger \hat{a}_{j_1} \hat{a}_{j_2} \ldots \hat{a}_{j_N}|\Psi\rangle, \tag{4}
\]
which in an orthogonal CI basis described by
Equation (1) reduces to
\[
\Gamma^{(N)}_{ij|hi...jNj1...jN} = \sum_{ij} C_i^* C_j \langle D_i | a_i^+ a_j^+ a_{iN}^+ a_{jN} a_{j2} ... a_{i2} | D_j \rangle
\]
where the factor \( \langle D_i | a_i^+ a_j^+ a_{iN}^+ a_{jN} a_{j2} ... a_{i2} | D_j \rangle \) is equivalent to a sign depending on the parity of ordering of the Fermionic operators. We may therefore calculate elements of the reduced density matrix using the stochastic CI coefficients \( \{ C_i \} \) provided by FCIQMC. In practice to eliminate bias from the bilinearity of the RDM with respect to the wavefunction coefficients, \( C_i \) and \( C_j \) are drawn from two different 'replicas' of the FCIQMC wavefunction which are specified by identical parameters, but which use different seeds for random number generation, allowing their evolution by the stochastic application of Equation (2) to generate statistically independent distributions of determinant weights [12,20].

In the FCIQMC propagation, occupied determinants generate spawning events between connected determinants. These connections may be leveraged to also serve as choices of \( |D_i\rangle \) and \( |D_j\rangle \) in Equation (5). The excitation rank of the connection is the number of individual electron replacements required to transform the occupation vector \( i \) into \( j \), or equivalently, the number of excitation operators \( \hat{E}_{ij} = \hat{a}_i^+ \hat{a}_j \) with \( i \neq j \) that are required to transform one determinant into the other. It is easy to see from Equation (5) that if \( |D_i\rangle \) and \( |D_j\rangle \) are separated by an excitation rank greater than \( N \), then their contribution to the \( N \)-RDM will vanish. When the excitation rank is equal to \( N \), the excitation \( |D_i\rangle \rightarrow |D_j\rangle \) describes uniquely a single element of the \( N \)-RDM. For example, considering the second-rank RDM \( \Gamma^{(2)} \), if \( |D_i\rangle \) is a double excitation of \( |D_j\rangle \), such that \( |D_j\rangle = \hat{a}_i^+ \hat{a}_j^+ | \hat{a}_2^+ \hat{a}_N^+ | D_j \rangle \), then this corresponds to only the element \( \Gamma^{(2)}_{ij,ik,jl} \) of the 2-RDM.

When the excitation is of rank less than \( N \), the determinant pair will appear in all elements of the \( N \)-RDM containing the excitation indices, and any other combination of repeated indices occupied in both \( |D_i\rangle \) and \( |D_j\rangle \). If \( |D_i\rangle \) is a single excitation of \( |D_j\rangle \), so \( |D_j\rangle = \hat{a}_i^+ \hat{a}_j | D_j \rangle \), then this corresponds to the unique element \( \Gamma^{(1)}_{ij} \) of the 1-RDM, but also all elements of the 2-RDM of the form \( \Gamma^{(2)}_{ik,jl} \), where \( k \) is any of the other occupied indices of \( |D_i\rangle \) or \( |D_j\rangle \), which are necessarily the same as they differ in only one index by construction.

Therefore, for all generated connections \( |D_i\rangle \rightarrow |D_j\rangle \), it is possible to ‘promote’ them to a set of off-diagonal elements of higher-body RDMs. The number of such elements grows combinatorially as the difference between the excitation rank and the RDM rank increases (for example, to promote the single excitation to a 3-RDM contribution requires constructing all unique unordered pairs of shared indices). It is this cost of promoting low-excitation rank pairs of determinants to high-rank quantities (RDMs and other partially transformed intermediates required for the stochastic NEVPT2) which we focus on in this section.

### 2.3. Stochastic NEVPT2

Quantitative accuracy of quantum chemical calculations is routinely achieved by applying a Second-order perturbation-theoretic (PT2) correction to self-consistently obtained complete active space wave functions [14,21,22]. Applying the second-order excitation operators directly to this state gives rise to an ‘internally-contracted’ formalism, where the coupling of the active space to the external space is described by high-order correlation functions (RDMs) in the active space. The avoidance of explicitly computing excitations from the active space into the external space dramatically decreases the scaling of the approach for large, chemically relevant external spaces. Complete Active Space Perturbation Theory (CASPT2) is a popular choice in this spirit, as it is computationally the cheapest approach [14,23]. However, N-electron Valence State Perturbation Theory (NEVPT2) represents an alternative to CASPT2 that, while strictly more computationally expensive, is size-consistent and also does not suffer from the adverse influence of ‘intruder states’ [15]. More importantly within our stochastic formulation, it has been shown to be more stable and tolerant of random errors, due to its avoidance of inversion of stochastically derived matrices, with almost all of the energy contributions linear with respect to these quantities [24].

The perturbers of NEVPT2 are divided into disjoint classes according to the redistribution of electrons they cause between the core, active, and virtual orbital spaces [22,25,26]. The spaces are denoted \( S_{(l)} \), where \( l \) is a composite index signifying the external space indices involved in the perturbation, and \( k \) is the net displacement of electrons into the active space. The application of the perturbation operators \( \hat{\gamma}_{(l)}^{(k)} \) to the correlated active space wavefunction as a whole (as opposed to the individual determinants in the CI expansion), is key to the internal contraction.

The formulation of NEVPT2 is based on Dyall’s Hamiltonian, defined by
\[
\hat{H}^D = \hat{H}_i + \hat{H}_r
\]
\[
\hat{H}_i = \sum_{r \in \text{core}} \epsilon_r \hat{E}_{ii} + \sum_{r \in \text{virtual}} \epsilon_r \hat{E}_{rr} + C
\]
\[
\hat{H}_n \equiv \sum_{ab \in \text{CAS}} h_{ab}^{\text{eff}} \hat{E}_{ab} + \frac{1}{2} \sum_{abdef \in \text{CAS}} \langle ab|cd \rangle (\hat{E}_{ac} \hat{E}_{bd} - \delta_{bc} \hat{E}_{ad})
\]  

where \( \epsilon_i \) and \( \epsilon_j \) are the external orbital energies obtained from the diagonalisation of the generalised Fock matrix

\[
F_{pq} = h_{pq} + \sum_{rs} \Gamma_{rs}^{(k)} (pq|rs) - \frac{1}{2} (pr|qs)
\]

where all indices extend over the entire orbital space, and hence the external space orbital energies depend on the correlated active space density matrix.

The energies associated with the second-order perturbative correction due to each perturber are given by

\[
E_{\gamma}^{(k)} = -N_{\gamma}^{(k)} \left( \frac{\langle \Psi^{(0)}| \hat{V}_{\gamma}^{(k)} + \hat{H}_{\gamma} | \Psi^{(0)} \rangle}{N_{\gamma}^{(k)}} + \Delta_{\gamma}^{(k)} \right)^{-1}
\]

\[
\equiv -N_{\gamma}^{(k)} \left( \frac{h_{\gamma}^{(k)}}{N_{\gamma}^{(k)}} + \Delta_{\gamma}^{(k)} \right)^{-1}
\]

where \( N_{\gamma}^{(k)} = \langle \Psi^{(0)}| \hat{V}_{\gamma}^{(k)} + \hat{H}_{\gamma} | \Psi^{(0)} \rangle \) are the perturber normalisations, and \( \Delta_{\gamma}^{(k)} \) are the matrix elements of the external part of Dyall’s Hamiltonian (which amount to sums and differences of orbital energies). By these expressions, the sc-NEVPT2 energies can be evaluated given the matrix elements of the Hamiltonian, and the active space density matrices up to rank four.

A recent development by some of the authors has allowed for the required active space expectation value tensors to be stochastically computed within the FCIQMC active space dynamics, allowing for large active space sparse sampling within this framework [11]. In this work, the stochastic RDM sampling capabilities were adapted for the estimation of three-body RDMs. Specifically, since the four-body RDM only appears in the NEVPT2 equations contracted with other quantities, the FCIQMC algorithm need only estimate the contracted three-body active space intermediate derived from the sampling of the four-body RDM, given by

\[
\bar{G}_1^{abcd} = \sum_{def \in \text{CAS}} \sum_{\mu \nu \sigma \tau} \langle de|fa \rangle \Gamma_4^{(4)}_{c_{e}b_{\mu}d_{f}a_{\nu}c_{d}b_{\tau}}
\]

where the Latin subscripts refer to spatial orbitals and the Greek subscripts denote spin indices [11]. It is therefore sufficient to contract the FCIQMC-estimated \( \Gamma_4^{(4)} \) elements on-the-fly and store only elements of the contracted quantity \( \bar{G}_1 \), which obviates the explicit storage of \( \Gamma_4^{(4)} \).

This on-the-fly contraction for sampled four-body excitations scales linearly with the size of the system, through the explicit enumeration required over \( a \), the only orbital index in the definition of \( \bar{G}_1 \) which is not determined by the excitation. However, the promotion of (semi-)stochastic excitations of ranks one, two, and three (by consideration of common occupied indices in the pair of determinants) into \( \Gamma_4^{(4)} \) elements in Equation 12 is the new dominant cost. This is because it entails the enumeration of all combinations of occupied spin orbitals in common between the bra and ket determinants. For instance, for a sampling of a single electron excitation within the active space, an \( \mathcal{O}[N^3] \) operation is required to compute all the contributions to \( \Gamma_4^{(4)} \), followed by another \( \mathcal{O}[M] \) operation to perform the contraction on each, where \( N \) is the number of active space electrons, and \( M \) is the number of active space orbitals. For double electron excitations, there are only \( \mathcal{O}[N^2] \) contributions; however, this is offset against the larger overall number (and frequency of sampling) of double excitations in the active space. Finally, for three-electron active space excitations, there are a linear number of ‘promoted’ contributions required to consider. It is the cost of this promotion which we aim to reduce via an additional stochastic sampling strategy within the accumulation of the NEVPT2 intermediate of Equation (12).

### 2.4. Tackling the NEVPT2 bottleneck

Calculating \( \bar{G}_1 \) based on the stochastic generation scheme outlined in Section 2.2 means that the cost of promoting generated (especially low-body) excitations to elements of the 4-RDM is dominant in comparison to any other stage of the calculation, and will increase as the number of electrons in the active space increases. The basic assumption of the adaptation we present is that many of the sampled \( \Gamma_4^{(4)} \) products are small in magnitude, and that it is therefore practical and efficient to randomly select a subset of the corresponding promotion combinations rather than explicitly enumerating all of them. The importance of each contribution is determined by a monotonic function of \( \gamma_4^{(4)} \), and this function is therefore used to determine the number of randomly selected promoted contributions to the 4-RDM term in Equation (12). This therefore efficiently exploits the sparsity in the sampling of the promoted 4-RDM contributions to the stochastic NEVPT2 energy in such a way that is systematically improvable by increased sampling time, or modifying the parameters defining the sampling function.

We define the function

\[
\chi_{ij} = \frac{C_i^* C_j}{|\langle \Psi | \Psi \rangle|}
\]
as an appropriately normalised measure of the importance of a given excitation to the 4-RDM. A representative plot of the distribution of $\chi_{ij}$ for sampled determinant pairs in the (16,16) CAS of the Chromium dimer in a cc-pVTZ basis is shown in Figure 1. This illustrates that the magnitudes of the sampled contributions to the RDMs vary over six orders of magnitude. Whilst most contributions are $O(10^{-6})$, this is substantially less than the largest contributions, and therefore admitting only a sparse sampling of this distribution over this range seems reasonable.

Furthermore, determinant pairs differing by a single excitation are among the smallest contributions in terms of individual magnitude, however, are required to contribute to the high-rank $\Gamma^{(4)} O(N^3)$ times per sampled pair. It is clear that computational efficiency can be improved by a sparse sampling of these promoted contributions to high-rank objects, based on their magnitude of $\chi_{ij}$.

Two thresholds on this value are defined: $\chi_{\text{min}}$ and $\chi_{\text{max}}$. If $\chi_{ij} < \chi_{\text{min}}$ then the promotion loops are abandoned completely, and for $\chi_{ij} > \chi_{\text{max}}$, then every possible element of the 4-RDM which the pair of determinants contributes to depending on the excitation level between them is computed explicitly and deterministically. We refer to this total number of elements by the binomial coefficient $n_{\text{comb}}$. For determinant pairs with $\chi_{ij}$ between $\chi_{\text{min}}$ and $\chi_{\text{max}}$, there is defined a ‘promotion probability’ $p(\chi)$ that interpolates between $p_{\text{min}} = p(\chi_{\text{min}})$ and $p_{\text{max}} = p(\chi_{\text{max}})$. It is in this region that the stochastic promotion occurs.

In this case, instead of the true number of promotion combinations to $\Gamma^{(4)}$, given by $n_{\text{comb}}$ which depends on the excitation rank, we instead choose a random subset of size $p(\chi) \times n_{\text{comb}}$ to promote. This additional level of stochastisation is done by precomputing and storing the $n_{\text{comb}}$ possible index combinations in the promotion for a given excitation level at initialisation. During the RDM sampling for an active space excitation, the promotion of the contribution is then found via calculation of $p(\chi)$, and then repeatedly drawing random elements from this enumeration, until a total of $p \times n_{\text{comb}}$ have been drawn. The weighting of each contribution to $\Gamma^{(4)}$ is then increased by a factor of $\frac{1}{p(\chi)}$ to unbias for this stochastic selection, before contraction on-the-fly down to $\Gamma^4$. It should be noted that while the estimation of $\chi_{ij}$ in a stochastic simulation may be slightly biased due to the non-linear biases intrinsic to the sampling, the fact that this is unbiased by the same factor ensures that no error is introduced due to any potential discrepancy compared to the exact value of $\chi_{ij}$.

In practice, we found a probability distribution for $p(\chi)$ consisting of a ‘linear ramp’ (illustrated in Figure 2) is effective and simple to interpret. This is described by the equation

$$p(\chi) = \begin{cases} 0, & \chi < \chi_{\text{min}} \\ 1, & \chi > \chi_{\text{max}} \\ p_{\text{min}} + \frac{p_{\text{max}} - p_{\text{min}}}{\chi_{\text{max}} - \chi_{\text{min}}} (\chi - \chi_{\text{min}}), & \text{otherwise} \end{cases}$$

(14)

where $p(\chi) = 0$ and $p(\chi) = 1$ are, respectively, understood to mean that the promotion loops are either aborted, or that the deterministic enumeration is used instead. The deterministic enumeration is distinct from actually performing the stochastic enumeration until $n_{\text{comb}}$ combinations have been selected, as in the stochastistic promotion, it is possible to draw the same combination more than once. By inclusion of a lower limit for $\chi_{\text{min}}$, this form for the promotion probability also ensures that $p(\chi_{\text{min}})$ can be set to a non-zero value. This is important to reduce noise from infrequent stochastic contributions from very small RDM contributions, as otherwise these would be renormalised against a vanishingly small probability, which can introduce a large variance into the sampling. At some larger promotion probability, the loss of sequential data access and the cost of drawing random numbers combine to render the stochastisation ineffective due to its intrinsic overhead compared to explicit enumeration. Therefore $p(\chi_{\text{max}})$ can be set below unity to avoid the introduction of additional computational overhead in cases where the stochastic enumeration would require a time investment comparable to simply calculating the contribution deterministically.
of a and show through to as step-function for low probabilities to almost all of the terms in the sum, contributions of the promotions scheme is applied to the 4-RDM. Finally, we also note that while in this work, the stochastic promotion scheme is only applied to the 4-RDM contributions of the $G^{-2}$ intermediate in Equation 12, in principle, the same scheme could be applied to lower-rank objects if required, such as the 3-RDM. However, as we will see, the 4-RDM promotion consists of the dominant contribution to the computational effort of a calculation, and therefore the added benefits from this would be small.

2.5. Computational procedure

Given a sufficient number of walkers to sample the active space wave function, we are capable of resolving $G^{-1}$ with improvable accuracy in the limit of a large number of sampling iterations. Estimation of $G^{-1}$ is the dominant cause of both computational expense and statistical error, and so every effort is made to ensure that all other relevant quantities are sampled to high accuracy before such a costly process is initiated. The walker number is first grown to a target population at which dynamic shift variation is activated. The population then continues to evolve under initiator-FCIQMC dynamics until certain key metrics (e.g. energy estimators) are seen to stabilise about equilibrium values. Then, the determinants with the highest walker occupation are chosen to make up the ‘deterministic space’ of the semi-stochastic adaptation, which entails the exact propagation of Hamiltonian connections both within and coupled to this chosen space of highly occupied determinants [7,27]. This measure reduces fluctuations in the largest walker occupations and consequently lowers random error in expectation values. Soon after the initialisation of semi-stochastic propagation, RDM estimation can begin.

The use of Dyall’s Hamiltonian in NEVPT2 requires that the molecular orbitals are semi-canonical with respect to the generalised Fock matrix defined in Equation (9). A canonicalising transformation must therefore be applied to the external orbital space prior to the evaluation of the NEVPT2 subspace energies – an operation highly sensitive to the accuracy of the one-body RDM due to its non-linear dependence on the random errors. As is clear from Equation (11), the subspace energies are also sensitive to error in the normalisation of each perturber. The norms and all subspace energies with the exceptions of $\mathcal{E}_i^{(+1)}$ and $\mathcal{E}_r^{(-1)}$ are calculable from $\Gamma_i$ and $\Gamma_r$, thus it is important to prioritise the accurate resolution of the lower-rank RDMs before incurring the dominant computational expense of estimating the $\Gamma^{(+1)}$-dependent NEVPT2 intermediates. Once both the walker population is equilibrated and the cheaper RDMs are well resolved, the $G^{-1}$ estimate is accumulated using the stochastic sampling scheme detailed above. This is performed over multiple statistically independent realisations to ensure that faithful error estimates can be achieved, and until the errors in $\mathcal{E}_i^{(+1)}$ and $\mathcal{E}_r^{(-1)}$ have been reduced within acceptable bounds. All NEVPT2 computation from the sampled intermediates, as well as the CASSCF iterations and RHF calculations are performed via a modified version of the PySCF code [28], while the FCIQMC sampling is developed for this purpose within the NECI code [17].

![Figure 2. Illustrative example of the probability function $p(\chi)$ used to perform stochastic promotion events with a fidelity proportional to their normalised contribution to a single RDM element, $\chi$. Below $\chi_{\text{min}}$, no promotion is performed, and above $\chi_{\text{max}}$, all contributions are included deterministically. In between, a fraction of the total number of combinations, $p(\chi)$, is chosen that interpolates between a minimum and maximum value, to reduce the computational work in calculating these contributions while retaining the accuracy of the final accumulation of the NEVPT2 intermediate.](image-url)
in Figure 3. It is clear that values of $\chi_{\text{min}}$ below $10^{-7}$ do not introduce any additional systematic or stochastic errors into the final result, and these contributions can be safely neglected. However, setting the value of $\chi_{\text{max}}$ in the promotion sampling to greater than $10^{-5}$ is found to rapidly increase the systematic error in the final result. The fact that this wider and coarser sampling manifests as a systematic rather than random error is due to the non-linearities in the NEVPT2 expressions involving $\Gamma^{(4)}$ in the $\mathcal{E}^{(-1)}$ and $\mathcal{E}^{(+1)}$ subspaces, as given in Equation 11. The fact that the converged energies where $\chi_{\text{max}}$ is less than $10^{-5}$ still show a small systematic error of $\mathcal{O}[10^{-4}] E_h$ is indicative of the random errors in quantities due to the original walker sampling of the FCIQMC, rather than the promotion sampling, which are also non-linearly transformed in the NEVPT2 expression (primarily in the 1-RDM in the semi-canonicalisation of the orbitals) [24,31]. This remaining systematic error is able to be reduced via increased sampling time of the appropriate intermediates, as well as increasing walker number, all of which will decrease further the random errors in the sampled RDMs, and hence the systematic error in the NEVPT2 energies. Because of this, we adjusted the simulation procedure to ensure that the lower-rank RDMs are highly sampled to minimise this residual error, before the more costly accumulation via promotion sampling of $\Gamma^{(4)}$ is initiated, as detailed in Section 2.5. However, it is clear that the promotion sampling scheme does not affect the accuracy of the final FCIQMC-NEVPT2 energy for $\chi_{\text{max}} < 10^{-5}$ and $\chi_{\text{min}} < 10^{-7}$. To give an initial indication of the transferability of these parameters to more strongly correlated systems and to ensure that no further systematic error is introduced, they were also applied to the chromium dimer at a stretched bond length of 2.4 Å, where the system is significantly more multiconfigurational. All parameters save for the number of walkers, which must necessarily be increased for a more multiconfigurational system to ensure the initiator error is controlled, were kept the same. This calculation also resulted in systematic error to the deterministic calculation substantially below a millihartree ($0.25(5) mE_h$ compared to exact results). We therefore assert that the parameter set $\chi_{\text{max}} < 10^{-5}$ and $\chi_{\text{min}} < 10^{-7}$ will continue to be a reasonable choice for a range of further systems.

The benefits of this stochastic promotion sampling are evident in Figure 4, where the reduction in computational time is shown for the same ranges of $\chi_{\text{min}}$ and $\chi_{\text{max}}$ parameters. With the most restrictive parameters of $\chi_{\text{min}} = \chi_{\text{max}} = 10^{-9}$, where essentially all but the most insignificant promotion events are deterministically enumerated, it can be seen that approximately 90%
of the calculation time is spent in enumerating the promoted contributions to $G_1$ via samples from $\Gamma^{(4)}$. This is further broken down into the different excitation levels of the determinant pairs, where the fraction of time promoting single excitations is still significant, despite their relatively small number of sampled contributions compared to double and triple excitations. As $\chi_{\text{max}}$ is increased, the fraction of the total walltime spent sampling these promotions substantially reduces. Furthermore, this decrease is most substantial for the lower-rank excitations, eventually leaving the sampled contribution of the most numerous quadruple excitations as the dominant expense. This improvement in the fraction of time spent in the promotion step is reproduced for all three plots, where $\chi_{\text{min}}$ varies between $10^{-7}$ and $10^{-9}$.

Comparing the timing of the least restrictive parameters in Figure 4(a) ($\chi_{\text{min}} = \chi_{\text{max}} = 10^{-9}$) with the $\chi_{\text{min}} = 10^{-7}$, $\chi_{\text{max}} = 10^{-5}$ point in Figure 4(c) (the parameters that were shown in Figure 3 to comfortably continue to give sub-millihartree errors), we can see that the timing is improved by around a factor of four without loss of accuracy. This factor is expected to increase for larger active space sizes, where the number of promotions increases binomially with the number of active electrons. Having verified the approach and a parameter set to use with it, we therefore turn to a final application in a larger active space, where we also include a full stochastic orbital optimisation.

4. Stochastic CASSCF-NEVPT2 applied to the spin states of iron porphyrin

Neutral iron(II) porphyrin, denoted Fe(P), where P is $(C_{20}N_{4}H_{12})^{2-}$, is a biologically important complex from which haem is derived. As such a key molecule, it is unsurprising that much other modern multireference quantum chemistry has been applied to it, including a DMRG-CASPT2 study by Phung et al. [32], as well as previous FCIQMC-CASSCF studies [33–36] amongst other theoretical approaches [37–39]. Part of the difficulty of calculations involving this molecule (and the origin of its biological importance) is the many closely separated low-energy spin states of the system. Theoretical studies, especially those based on CASPT2, often find an incorrect quintet ground state [35,37] attributed to a poor PT2 description of the semi-core correlation [32,35], while experimental and other higher-accuracy computational approaches point to a triplet ground state [35,38,40].

In this work, we focus on the lesser-studied excited $^1A_g$ and $^5A_g$ spin states, which we consider with a stochastic FCIQMC-CASSCF orbital optimisation and subsequent FCIQMC-NEVPT2 with the detailed stochastic promotion. This is performed within a large (24,24) active space including a double d-shell on the iron and substantial semi-core correlation in the CAS, beyond conventional means to solve. The basis is chosen to be cc-pVTZ on the chemically important iron atom, and cc-pVDZ on all other atoms, correlating all electrons. The neglect of any relativistic effects, as well as the choice of a relatively small basis, mean that true quantitative accuracy is unlikely, yet the active space size ensures the study remains a stern test of the methodology. This large active space also reduces the sensitivity of the final results to the choice of initial active space orbitals, as well as the reference Hartree–Fock state, for which there are a number

![Figure 4. Time taken for contracted 4-body ($G_1$) accumulation in FCIQMC-NEVPT2 for various promotion probability ramp parameters. Time is measured proportional to the time for a $\chi_{\text{min}} = \chi_{\text{max}}$ calculation in each plot, where no stochastic promotion is performed. a) $\chi_{\text{min}} = 10^{-9}$, b) $\chi_{\text{min}} = 10^{-8}$, c) $\chi_{\text{min}} = 10^{-7}$. Large proportions of time are taken in promotion when there is little stochastic promotion sampling (small $\chi$ parameters) which is rapidly reduced as these parameters are increased. Total times refer to the $\chi_{\text{min}} = \chi_{\text{max}}$ calculation in each plot (the longest calculation, without stochastic promotion).]
of low-energy competing solutions. Geometries used for this study were taken from Ref. [32] within a $D_{4h}$ symmetry, where they were optimised at the PBE0/def2-TZVP level separately for each spin state.

4.1. FCIQMC-CASSCF orbital optimisation

The FCIQMC-CASSCF procedure is detailed in Ref. [16], and we largely follow this here. The CAS orbitals for the iron porphyrin calculations are selected based on an initial restricted Hartree–Fock calculation performed with PySCF. The 24 orbitals for the CAS (12 occupied and 12 unoccupied) were selected via a meta-Löwdin orbital analysis of the RHF/ROHF molecular orbitals, ensuring that the orbitals with the largest weight on the N 2$p$ and 3$p$, and Fe 3$d$ and 4$d$ atomic orbitals were selected to comprise the initial active space. The active space for each spin state was optimised independently, where the FCIQMC dynamic in the active space was used to sample the 2-RDM used for subsequent orbital optimisation in a two-step procedure [41].

Figure 5 shows the convergence of the FCIQMC-CASSCF energy with respect to orbital optimisation iterations for the $1A_{1g}$ state, with the $5A_{1g}$ state showing similar convergence. This convergence is artificially slow, since we start the optimisation with a small number of FCIQMC walkers at each iteration for a coarse description of the CAS wave function. This leads to a comparatively large error in the subsequent orbital optimisation, but these iterations are particularly cheap to perform. As convergence slows, the number of FCIQMC walkers is increased to improve the accuracy of the final iterations, up to 3 million walkers, at which point we find that the FCIQMC-CASSCF is converged for this system. This is still a comparatively small number of walkers for FCIQMC, and this full optimisation can be considered relatively routine. Plots of the active space orbitals obtained from this procedure are shown in the supporting information for this article [42,43].

4.2. FCIQMC-NEVPT2 energies

The stochastic NEVPT2 was performed on top of the optimised orbitals, with the simulation procedure outlined in Section 2.5. The convergence of the stochastic NEVPT2 energy with respect to number of walkers sampling the active space is given in Figure 6 for the $1A_{1g}$ state. The initial phase of the calculation equilibrated the walker population and sampled the 1-, 2-, and 3-body active space RDMs (12,000 iterations), which require finer sampling than the $G^3$ sampling. This more expensive 4-body sampling is performed in the second phase of the calculation (200 iterations), where the stochastic promotion is used, with parameters $\chi_{\text{min}} = 10^{-7}$, $\chi_{\text{max}} = 10^{-4}$, $p(\chi_{\text{min}}) = 0.05$ and $p(\chi_{\text{max}}) = 0.95$. The sampling of the higher-body excitations was performed with a granularity of 5, meaning that one 3- or 4-body excitation was sampled for every five walkers, each iteration [11]. Finally, deterministic core spaces of 10,000 determinants were used for the exact walker propagation to reduce random errors [7,27].

As can be seen in the figure, the convergence of the FCIQMC-NEVPT2 energies is rapid, with convergence
The contribution is smaller, given by comparison. In comparison, the quintet state NEVPT2 contributes negligibly in comparison to the FCIQMC-CASSCF reference. This random error is wholly derived from the stochastic sampling which avoids the introduction of any further error, but can reduce simulation time by up to 80%. We outline an optimised simulation procedure, which attempts to minimise errors in the cheaper subspaces before the more expensive sampling of the $\mathcal{E}_i^{(+1)}$ and $\mathcal{E}_r^{(-1)}$ intermediates.

This enhanced sampling scheme is then applied to a (24,24) active space of iron porphyrin, combined with full stochastic orbital optimisation. Again, we find significant speedups through this scheme, and reliable convergence with respect to walker number. The $^1A_{1g}$ spin state is found to be preferentially stabilised by the stochastic NEVPT2 treatment, in broad agreement with previous results, although quantitative accuracy will require a more careful treatment of remaining basis set incompleteness in this system. Overall simulation times for this active space size are found to be achievable within large workstation or small compute cluster resources, demonstrating the feasibility of FCIQMC-NEVPT2 with this adaptation for routine calculations in this size of active
space. Future work will apply the approach to the consideration of larger active spaces, where FCIQMC has shown to still be effective with many millions of walkers used in a distributed fashion, as well as the computation of excited state FCIQMC-NEVPT2 in the same symmetry sector [5,31,44].

Note

1. In Figure 1, triple and quadruple excitations are sampled frequently relative to singles and doubles. These higher two excitation levels are sampled purely for the purposes of higher-body RDM sampling and do not affect the dynamics. Therefore, their relative ratio of sampling compared to single and double excitations is not a physical quantity, but rather a user-defined choice. This is controlled by a ‘granularity’ parameter (detailed in previous work [11]), which in this example was set to one, ensuring significant sampling of the higher-body excitations. In production simulations, we often choose to sample the higher-rank excitations less frequently. In this case, the promotion of the more expensive single and double excitations increasingly dominate the cost, and the issue of mitigating their undesirable scaling becomes even more important.
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