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ABSTRACT

Emotions (e.g., Joy, Anger) are prevalent in daily software engineering (SE) activities, and are known to be significant indicators of work productivity (e.g., bug fixing efficiency). Recent studies have shown that directly applying general purpose emotion classification tools to SE corpora is not effective. Even within the SE domain, tool performance degrades significantly when trained on one communication channel and evaluated on another (e.g., StackOverflow vs. GitHub comments). Retraining a tool with channel-specific data takes significant effort since manually annotating a large dataset of ground truth data is expensive.

In this paper, we address this data scarcity problem by automatically creating new training data using a data augmentation technique. Based on an analysis of the types of errors made by popular SE-specific emotion recognition tools, we specifically target our data augmentation strategy in order to improve the performance of emotion recognition. Our results show an average improvement of 9.3% in micro F1-Score for three existing emotion classification tools (ESEM-E, EMTk, SEntiMoji) when trained with our best augmentation strategy.
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1 INTRODUCTION

Emotions can strongly impact activities that are collaborative in nature and require creativity and problem-solving skills, such as software development [1]. Recent research has shown that positive emotions (e.g., Joy) are associated with increased productivity and job satisfaction in software engineering teams [25, 27, 30, 46, 53]. On the other hand, negative emotions (e.g., Frustration) can cause developers to lose motivation and exhibit lower participation, ultimately leading to team attrition [29]. Negative emotions, which are known to impact cognitive processes, could also serve as an obstacle to learning a new programming language, code comprehension, etc. [59]. Thus, for quite a while, software engineering researchers have studied developer emotions and how they impact software development activities [60, 75, 79]. The goals of the research have been to empirically understand the causes and the impact of different emotional states on the productivity of an individual developer or a team [28, 29, 31, 50] and to design techniques that automatically detect developer emotion and provide recommendations to developers [11, 21, 26, 35, 39, 59, 70]. Success in achieving these goals is predicated on the ability to detect emotions with high accuracy.

While several approaches that target emotion detection in software developers’ written text have been proposed, they have not been evaluated extensively due to the limited availability of manually annotated ground truth data [42]. Manual annotation of emotions in text is time consuming and requires additional effort to ensure annotator subjectivity is minimized [33, 42]. At the same time, there is ample evidence that emotion classifiers trained on general purpose data (i.e., not from software engineering) perform poorly in the software engineering domain, likely due to the specific vocabulary and characteristics of software engineering communication (e.g., occasional presence of short snippets of code) [8, 56]. In fact, emotion classification performance appears to be optimal when trained and evaluated on each specific software engineering channel separately, e.g., GitHub issue comments, StackOverflow comments [57].

In this paper, our aim is to understand the current limitations and improve emotion classification in software engineering written communication. More specifically, we address the following two research questions:

RQ1: How effective are existing emotion classifiers in detecting emotions in GitHub comments? What types of emotions are most likely to be misclassified?

To answer this RQ, we first create a new dataset for emotion classification based on GitHub issue and pull request discussions. We annotate the dataset based on the six emotion categories first introduced by Shaver [73], while also going beyond this categorization to a finer grained division using secondary and tertiary emotions. Using our dataset, we evaluate three of the most commonly used...
tools for software engineering emotion classification (ESEM-E [51], EMTk [9], SEntiMoji [13]), showing that their accuracy is further reduced compared to the original datasets that the tools were built and evaluated for. We perform an error analysis focused on the instances that all of the three tools got wrong, in order to understand the limitations of the current generation of approaches. Our results indicate that a large number of the errors (the majority) are due to a simple inability of the tools to recognize clear lexical cues that are present in the text, and not due to more hard-to-discern causes, such as the emotion being implicitly expressed.

RQ2: Can automatic data augmentation techniques be used to improve the effectiveness of existing emotion classifiers?

To answer this RQ, we explore three different strategies for data augmentation. Each of the strategies significantly increases the training set size, generating 10x more training data than what we had at the outset. The strategies contrast between unconstrained augmentation, where we modify the original text in random places and without additional checks, and augmentation with a number of constraints that ensure it does not perturb the original emotion in the text. Our experimental results show that the best strategy focuses on preserving the emotional polarity of the text, which is positive for emotions like Joy and Love and negative for emotions like Anger. Focusing the augmentation directly on individual emotions is not as profitable, as we lack sufficiently large software engineering-specific lexicons that can be used to generate a large and diverse number of augmented instances.

Contributions: Improved emotion recognition taxonomy in developer written communication can impact empirical research as well as motivate new tools that improve emotion awareness in software engineering projects. To the best of our knowledge, we are the first to explore data augmentation strategies in order to deal with the scarcity of high quality annotated data and improve emotion recognition in software engineering-related text. A similar approach to ours could potentially also be leveraged to improve related tasks in software engineering, such as automatic generation of training data for sentiment analysis.

We publish the annotation instructions, annotated dataset, and source code to facilitate the replication of our study at: https://anonymous.4open.science/r/SE-Emotion-Study-0141/

2 BACKGROUND

Over the years, emotions have been conceptualized in different ways by software engineering researchers. We begin by providing background on measuring emotions and the existing annotated datasets. We then introduce data augmentation, a technique for dealing with data scarcity in machine learning by increasing the training set size.

2.1 Emotions in Software Artifacts

Leveraging research in psychology, over the years researchers have used several categorizations of emotions in written text. For instance, Ekman et al. [22] categorized emotions into six basic categories: Anger, Disgust, Fear, Joy, Sadness, and Surprise. On the other hand, Shaver et al. [73] identified six basic emotion categories: Love, Joy, Anger, Sadness, Surprise, and Fear. Shaver et al. expanded the basic set of emotions to secondary and tertiary levels in a tree-like structure. Shaver’s emotional structure was refined in the work of Parrott et al. [62]. Plutchik [63] proposed a wheel-like structure of three layers of emotions with eight basic categories: Anger, Disgust, Fear, Joy, Sadness, Surprise, Trust, and Anticipation. Studies conducted by Cowen et al. identified 27 distinct categories based on 2185 short videos [16], 28 categories using facial expressions [17], and 24 using human vocalization [15]. Based on Cowen et al.’s studies, Demszky et al. devised 27 categories for text-based emotion recognition [19]. They also provided a mapping between these 27 categories and Ekman et al.’s six basic categories [22]. Although, it is widely accepted that emotions are comprised of basic categories that are combined to form more complex emotions (e.g., Frustration), there is no consensus on the complete list of categories that accommodate the wide-range of emotions observed in the software engineering domain [69].

Available Datasets. To conduct studies of software developer emotions in various communication channels and software artifacts, researchers have created a few manually annotated datasets (i.e., gold sets) that leverage the categories described above. For instance, Ortu et al. [61] annotated a JIRA dataset that contained 5992 issue samples in three groups: group 1 contained 392 issue comments labeled with emotions Love, Joy, Surprise, Anger, Fear and Sadness; group 2 contained 1600 issue comments labeled with emotions Love, Joy, and Sadness; and group 2 contained 1600 issue comments labeled with emotions Love, Joy, and Sadness; and group 3 contained 4000 issue comments labeled with emotions Love, Joy, Anger, and Sadness. Novielli et al. [55] annotated a gold set from 4800 StackOverflow questions, answers, and comments. They labeled the sentences with emotions Love, Joy, Anger, and Sadness.

Figure 1: Example of data augmentation using four operators.

2.2 Data Augmentation

Data augmentation (DA) [24, 41] is a technique for increasing training data diversity by targeted modification of the existing data.
Insufficient quantity of high-quality training data is a common problem in machine learning, especially with the emergence of more complex models, e.g., deep learning. The concept of DA originates in image processing, where researchers observed that, e.g., rotating an image by 90 degrees produces a new training instance for image classification tasks that increases the robustness of the model. Applying DA to written text has recently gained popularity despite the fact that this is usually a more difficult problem due to the complex relationship among written words. More specifically, DA has to maintain label invariance, that is, the augmented instance needs to have the same label as the original instance.

Data augmentation works by applying augmentation operators, one or more times to each training set instance. Popular and simple DA operators for text are word insertion, word substitution, sentence shuffling, word deletion, etc. Figure 1 shows an example data augmentation of an utterance from a GitHub issue comment using these operators. However, research shows that operators that target the specific classification task (i.e., emotion detection) are significantly more effective than generic ones [37]. Researchers also often use backtranslation (i.e., automatically translating to another language and back to English) and large language models (e.g., BERT) as DA operators, which are more likely to significantly change the original text, but with more risk towards perturbing the classification label.

3 METHODOLOGY

3.1 Data Selection

We selected four popular GitHub repositories, with each repository containing at least 50K stars. The repositories are: Flutter/flutter, Webpack/webpack, Microsoft/TypeScript, and Angular/angular. From each repository, we collected the last 10K comments (until 11 November, 2021) from pull requests and issues (5K pull request comments and 5K issue comments).

3.2 Preprocessing and Dataset Creation

We preprocessed each issue and pull request comment to replace the url, user mentions, and code with ‘<url>’, ‘<username>’, and ‘<code>’ respectively. Consistent with previous research [8, 69], we did not remove stop words. We also did not include any additional preprocessing, since the emotion classification tools we use (ESEM-E [51], EMTk [9], SEntiEmoji [13]) have their own preprocessing steps.

In a preliminary analysis, we observed that many instances in the GitHub comments are neutral, i.e., do not contain any emotion [52]. Our goal is to avoid creating a sparse dataset with mostly neutral instances, which would be inefficient and time-consuming to annotate. Novielli et al. also made a similar observation and performed selective sampling in creating their dataset of StackOverflow comments [55]. Hence, to avoid including too many neutral instances, we applied a software engineering-specific sentiment analysis tool [4] to label the preprocessed instances into ‘positive’, ‘negative’, and ‘neutral’. For each of the four repositories, we randomly selected 250 pull request comments (125 ‘positive’ comments and 125 ‘negative’ comments), 250 issue comments (125 ‘positive’ comments and 125 ‘negative’ comments), to reach a total of 2000 instances.

3.3 Emotion Categories

As our primary emotion model, we use Shaver’s framework [73] of emotion which has been commonly used in several software engineering studies [9, 51]. As shown in Table 1, Shaver’s framework is a hierarchical (tree-structured) emotion representation model. There are three levels. At the top level, there are 6 basic emotion categories: Anger, Love, Fear, Joy, Sadness, and Surprise. For each of the basic emotions, there are secondary and tertiary level emotions, which refine the granularity of the previous level. For example, Optimism and Hope are the secondary and tertiary level emotions for Joy, respectively.

We observed that some commonly expressed emotions in developer communications, such as Approval, Disapproval, Confusion, Curiosity, etc., are missing from Shaver’s framework, which was not designed for emotions expressed in text. For example, the following GitHub comment can be categorized with the emotion Curiosity, “I’m curious about this - can you give more context on what exactly goes wrong? Perhaps if that causes bugs this should be prohibited instead?”, but it does not clearly fit into any of Shaver’s existing categories. Therefore, to accommodate a wider range of emotions observed in our dataset, we use the recent text-based emotion classification framework by Demszky et al., known as GoEmotions [19]. GoEmotions uses 27 emotions to annotate Reddit comments, which are mapped to Ekman’s [22] 6 basic emotion categories. Note that, 5 of Shaver’s basic emotions (Anger, Fear, Joy, Sadness, and Surprise) are the same as Ekman’s basic categories. Ekman’s basic category Disgust is a secondary emotion of Anger in Shaver’s categories, and Shaver’s basic category Love is a subcategory of Joy in Ekman’s basic categories.

To enhance Shaver’s categories, we include selected emotions from GoEmotions [19] (as shown in Table 1). We adopted GoEmotions’ definitions and mapping only when an emotion is missing and does not conflict with Shaver’s framework. The six additional secondary emotion categories that we adopted from GoEmotions [19] are highlighted in blue in Table 1. Note that all the tertiary level emotions we used come directly from Shaver’s framework [73]; we did not add additional tertiary level emotions.

3.4 Data Annotation

Pull request and issue comments in GitHub usually consist of multiple sentences. While sometimes each sentence may express different emotions, more often, the comment as a whole conveys an unique emotion. Therefore, in this study, we consider comment-level granularity for data annotation.

Two human judges (authors of this paper) were provided a set of GitHub comments with annotation instructions as follows: “You will use the coding schema reported in Table 1. For each row in the spreadsheet, please indicate what emotion it conveys (if any) among the basic emotions (first column in the table), which are: Anger, Love, Fear, Joy, Sadness, Surprise. Multiple emotion labels from the basic emotions are allowed but you should try to avoid them if possible. You can use the second and third levels in the schema as a reference for choosing the primary emotion, but the annotation should be only for the primary emotions. Please mention the second and third-level emotions whenever they are prevalent, and provide a rationale for each annotation. Make sure you consider the emotion(s) of the entire
Table 1: Shaver’s [73] tree-structured emotion categories (additional categories from GoEmotions [19] shown in blue)

| Basic Emotion | Secondary Emotion | Tertiary Emotion |
|---------------|------------------|-----------------|
| Anger         | Irritation       | Envy            |
|               | Exasperation     | Dislike         |
|               | Rage             | Envy            |
|               |                  |                 |
| Love          | Affection        | Lust            |
|               |                  |                 |
| Fear          | Horror           | Nervousness     |
|               |                  |                 |
| Joy           | Cheerfulness     | Contentment     |
|               |                  | Optimism        |
|               | Zest             | Pride           |
|               |                  | Enthusiasm      |
| Suffering     | Suffering        | Relief          |
| Sadness       | Sadness          | Approval        |
|               | Disappoint       | Sympathy        |
|               | Shame            |                 |
|               | Neglect          |                 |
|               | Sympathy         |                 |
| Surprise      | Surprise         |                 |

The judges initially annotated a shared set of 400 comments. The sample size of 400 is sufficient to compute the annotator agreement measure with high confidence [6]. The two annotators manually labeled the comments and measured Cohen’s Kappa inter-rater agreement for the six basic emotions. For each of the emotions, they found agreement greater than 0.8, which is considered to be sufficient (> 0.6) [77]. The annotators further discussed their annotations until all disagreements were resolved. Afterwards, the annotators separately annotated 800 instances each to reach a total of 2000 utterances. Figure 2 shows the distribution of basic emotion categories per project in the final annotated set. In total, our dataset consists of 310 instances of Anger, 220 instances of Love, 198 instances of Fear, 422 instances of Joy, 274 instances of Sadness, and 328 instances of Surprise.

3.5 Studied Emotion Classification Tools

We investigate three existing software engineering-specific emotion classification tools, which we describe as follows:

**ESEM-E** [51]: Murgia et al. proposed a emotion classification tool, which was later referred to as ESEM-E. ESEM-E used Parrott’s emotion categories as classification targets [62], which are also featured in Shaver et al.’s model [73]. While the source code of ESEM-E is not publicly available, we carefully read the descriptions detailed in the paper and implemented it. ESEM-E uses unigram and bigram features and machine learning (ML) models such as SVM, Random Forest, KNN, etc. As recommended by the authors, we use the SVM model.

**EMTk** [9]: Calefato et al. proposed EMTk (also known as EmoTxt), which was designed to identify developer emotions from textual communication channels. EMTk identifies six primary emotions according to Shaver’s framework [73]. The implemented tool is publicly available on GitHub. EMTk provides two types of data sampling, ‘NoDownSampling’ and ‘DownSampling’. ‘DownSampling’ randomly samples the majority class to balance the amount of instances between the majority and minority class, while ‘NoDownSampling’ does not change the training data. We use ‘NoDownSampling’ to ensure that all of the three tools use the same training data set.

**SEntiMoji** [13]: Chen et al. proposed SEntiMoji, a transfer learning approach for emotion detection in software engineering (SE) text based on emojis. They concluded that SEntiMoji can significantly outperform existing emotion detection methods (e.g., DEVA [35], EMTk [9], MarValous [34], ESEM-E [51]) in software engineering. The SEntiMoji source code is publicly available in GitHub. SEntiMoji is developed based on DeepMoji [23] which is
an existing deep learning based emoji representation model. The SEntiMoji model can identify various different emotion categorization schemas including Shaver’s framework [73].

### 3.6 Metrics

We choose popular metrics used to evaluate a classification task: Precision, Recall and F1-score, which aggregates the prior two. In places where we present combined results across all emotions, we use the micro-averaged variants each of the metrics, as they are responsive to the frequency of occurrence of each constituent emotion.

- **Precision**: Precision is the ratio of true positive observations to the total predicted positive observations.

\[
Precision = \frac{TruePositive}{TruePositive + FalsePositive}
\]

- **Recall**: Recall is the ratio of true positive observations to all observations in the class yes.

\[
Recall = \frac{TruePositive}{TruePositive + FalseNegative}
\]

- **F1-score**: F1-score is the weighted average of Precision and Recall.

\[
F1\text{-score} = 2 \times \frac{Recall \times Precision}{Recall + Precision}
\]

### 3.7 Experiment Design

Using random stratified sampling [5] for each basic emotion, we divide our annotated dataset into train (80%) and test (20%) set. The test set contains a total of 400 data points including 68 instances of Anger, 44 instances of Love, 40 instances of Fear, 84 instances of Joy, 55 instances of Sadness and 65 instances of Surprise.

### 4 RQ1: EXISTING EMOTION CLASSIFIERS

**RQ1**: How effective are existing emotion classifiers in detecting emotions in GitHub comments? What types of emotions are most likely to be misclassified?

#### 4.1 Classification Results

To answer this RQ, we evaluate three well-known tools for software engineering emotion classification (ESEM-E [51], EMTk[9], SEntiMoji[13]), on our dataset of GitHub issue and pull request discussions (described in Section 3). The per-emotion performance of the emotion detection tools is summarized in Table 2. The overall trend among all tools is for precision to be significantly higher than recall. In other words, the tools are acting conservatively, choosing to predict more utterances as negative (lacking a certain emotion) than positive, which leads to lower recall. Based on the aggregate measure, F1-score, ESEM-E performed best for Love, Joy and Sadness, EMTk performed best for Fear and Surprise, and SEntiMoji performed best for Anger.

Results across all emotions are summarized in the bottom part of Table 2. Here, on the micro-averaged F1-score metric, ESEM-E improves over the next best tool EMTk by 0.018 (4.3%). On micro-averaged precision, EMTk improves over SEntiMoji by 0.036 (5.0%), while on micro-averaged recall, ESEM-E improves the next best tool EMTk by 0.073 (25.0%). While ESEM-E performs best by far on recall, its performance on precision is worse than EMTk by 0.206 (37.3%) and SEntiMoji by 0.17 (30.7%). Overall, across three tools, the average micro F1-score is 0.421.

To examine whether the tools tend to struggle on the same instances or if they have complementary strengths, we plot Venn diagrams of the false positive and false negative instances in Figure 3. While the false positive instances seem to be broadly spread across different tools, the vast majority of false negatives instances are shared among the three tools. In total, 176/301 (58%) false negative instances across all emotions were misclassified by all three tools.

#### 4.2 Error Analysis of FNs

Because of the unusually high agreement between the tools on the false negative (FN) instances, we focus our error analysis there, i.e., on the 176 FN instances.

---

**Table 2: Comparison of emotion detection tools on GitHub data.**

| Emotion     | Model  | Precision | Recall  | F1-score |
|-------------|--------|-----------|---------|----------|
| Anger       | ESEM-E | 0.405     | 0.250   | 0.309    |
|             | EMTk   | 0.571     | 0.118   | 0.200    |
|             | SEntiMoji | 0.600     | 0.265   | 0.367    |
| Love        | ESEM-E | 0.651     | 0.636   | 0.644    |
|             | EMTk   | 0.768     | 0.500   | 0.611    |
|             | SEntiMoji | 0.733     | 0.500   | 0.595    |
| Fear        | ESEM-E | 0.533     | 0.200   | 0.291    |
|             | EMTk   | 1.000     | 0.200   | 0.333    |
|             | SEntiMoji | 0.714     | 0.125   | 0.213    |
| Joy         | ESEM-E | 0.458     | 0.321   | 0.378    |
|             | EMTk   | 0.640     | 0.190   | 0.294    |
|             | SEntiMoji | 0.609     | 0.167   | 0.262    |
| Sadness     | ESEM-E | 0.759     | 0.400   | 0.524    |
|             | EMTk   | 0.778     | 0.382   | 0.512    |
|             | SEntiMoji | 0.857     | 0.327   | 0.474    |
| Surprise    | ESEM-E | 0.596     | 0.431   | 0.500    |
|             | EMTk   | 0.823     | 0.446   | 0.580    |
|             | SEntiMoji | 0.846     | 0.338   | 0.484    |
| Overall     | ESEM-E | 0.553     | 0.365   | 0.440    |
|             | EMTk   | 0.759     | 0.292   | 0.422    |
|             | SEntiMoji | 0.723     | 0.278   | 0.402    |
| Average     | 0.678  | 0.312     | 0.421   |

---

**Figure 3: Distribution of FPs and FNs across different tools.**
In 61 cases, the tools failed because of the presence of Implicit sentiment polarity in texts. Often, humans use common knowledge to recognize emotions that the tools miss. Consider the following example: "Specifically, I’m less confident in the second commit than the first. AFAICT, it could only return true if a recursive call to itself returned true and all of the recursive base cases returned false." This was annotated as Fear (annotators perceived it as an expression of Worry – a 3rd level emotion that maps to Fear, see Table 1), but the emotion is not present explicitly. Sometimes, annotators inferred an emotion based on external knowledge. For instance, "In that case I would advise you to please file a separate issue with the exact steps and logs to reproduce the issue. Because this issue is about existing apps. Thanks," was annotated as Anger since the speaker is expressing a violation of the community rules (Irritation as the secondary emotion). Implicit sentiment polarity is the most prevalent in 4 out of the 13 secondary emotions in Figure 4 (one category was a tie with General error). As reported by Novielli et al. [56], hostile attitude is often implicit and indirect, which we observe in the error for Anger’s secondary emotions like Exasperation and Irritation. Demszy et al. [19] noted that the Nervousness emotion is likely expressed implicitly, which we also observe in our data; the top error category of comments marked with Nervousness is Implicit sentiment polarity.

In 15 cases, we notice that the tools were not able to correctly classify utterances due to Pragmatics. This type of error occurs when the annotators consider the context of the comment. In the comment "hmm, even after a push I still see this test on github, but not locally," the author seems to have encountered something unexpected, which the annotators marked as Surprise.

Sometimes, the use of Figurative language, such as humor, irony, sarcasm, or metaphors, causes difficulties for the classifiers to identify emotions correctly. Often this type of utterances use neutral words to express an emotion. For example, "Well, if you tried it you’d know". In other cases, the lexical presence of Politeness, such as "thank you", "please", etc., may cause misclassification. For instance, consider the following example, "Hi, thanks for your contribution, but we can’t review this because you didn’t follow the contributing
Table 3: Distribution of the error categories (as defined by Novielli et al. [58]) in the FN instances.

| Error category       | Count |
|----------------------|-------|
| General error        | 77    |
| Implicit sentiment polarity | 61    |
| Pragmatics           | 15    |
| Figurative language  | 15    |
| Politeness           | 10    |
| Polar facts          | 8     |
| Subjectivity in annotation | 6     |

instructions [...]", which is marked as Anger due to the violation of community rules (secondary emotion - Irritation). In other cases, the utterances involve Polar facts, that is the utterance invokes an emotion for most people, i.e., the annotators consider the reported situation to invoke an emotion. For instance, in "I blame the autoformatter", the annotators marked this comment as Anger as they considered the author was irritated for facing same problem (second level emotion - Irritation). Overall, we observe that Figurative language, Politeness and Polar facts usually occur in negative emotions (i.e., Anger, Sadness, Fear). The annotation in emotion and sentiment is a subjective task [71] as the perception of emotions varies depending on personality trait and personal relevant dispositions. We observe this in 3.1% cases in our error distribution. For instance, "Do you understand that it is impossible in some cases or can lead to increase size of bundle?" was considered as Regret (3rd level Sadness) by one annotator, however, the other annotator considered it "Neutral".

Takeaway: Towards improving or designing new emotion classification tools, some types of errors could be more difficult to address than others. We hypothesize that tools should be able to improve on the most prevalent category of General error the most, as the lexical cues can be introduced via better training data, which could then be recognized by the tools. Towards that goal, we next investigate if Data Augmentation can be an effective strategy to automatically build better training data.

5 RQ2: DATA AUGMENTATION

RQ2: Can automatic data augmentation techniques be used to improve the effectiveness of existing emotion classifiers?

5.1 Augmentation Strategies

We explore three different data augmentation strategies that target emotion classification in software engineering. For each strategy, we use augmentation operators that transform each instance from the training set into a number of augmented instances, each introducing a slightly different vocabulary or idioms into the training set. In fact, we augment by applying a randomly chosen set of our augmentation operators, one after the other in a "stacked" fashion. In some of the augmentation operators, we rely on recently-introduced generative techniques that are capable of introducing realistic word spans [18, 38].

Via the different augmentation strategies we propose, we explore unconstrained vs. constrained choices of augmented data. For instance, we examine software-specific vs. generic choices of words to augment with, and how to ensure the original emotions are preserved (or enhanced) by the augmentation. Specifically, we introduce the following three data augmentation strategies: Unconstrained, Lexicon-based, and Polarity-based.

**Unconstrained Strategy.** The unconstrained strategy uses augmentation operators that have been previously shown to be effective in NLP and applies them at a randomly chosen location in the text. Inspired by Kumar et al.’s [38] work where they found that a BART-based [40] generative model outperformed other strategies, we use BART to create generative augmentation operations such as Word Insertion and Word Substitution. The Unconstrained Strategy uses the following four operators:

- **Word Insertion using BART:** We insert a word at any position in the original utterance.
- **Word Substitution using BART:** We substitute a word at any position.
- **Word Deletion:** We randomly delete a word at any position.
- **Sentence Shuffling:** When an utterance has more than one sentence, we randomly shuffle the sentences.

**Lexicon-based Strategy.** We observe that sometimes the Unconstrained Strategy produces utterances that may not preserve the original emotion. Note that one of the primary requirements of data augmentation is label invariance, i.e., for the original label to be preserved through the transformation. To deal with this problem, we leverage a software engineering-specific emotion lexicon [45] in order to validate the augmented words generated through the Unconstrained Strategy. Specifically, for each augmented utterance produced by the Unconstrained Strategy, we check if the augmented words exhibit an emotion and if the word’s emotion does not match the original emotion. In that case, we replace the word with a software engineering emotion-specific word that preserves the original emotion of the instance. If an utterance is annotated as Joy, and an augmented word exhibits a different emotion (and not Joy), we replace the word with a word from the Joy category of a software engineering-specific lexicon. For example, the Unconstrained Strategy augments the following utterance, which is annotated as Love, "This looks good, thanks for clarifying the docs." Here the introduction of the word "worse" changes the emotion of the original. However, if "worse" is replaced with a Love-specific word, i.e., "wonderful", the text becomes "This looks wonderful, thanks for reviewing the docs", which preserves the original label.

As a lexicon, we use NRC’s [48] emotion lexicon combined with the software engineering-specific emotional lexicon from Mäntylä et al.’s work [45], which contains a total of 428 words. Since Mäntylä et al.’s lexicon is not annotated with Shaver’s basic emotion categories, we use NRC’s emotion lexicon to map each word from Mäntylä et al.’s lexicon to Shaver’s basic categories. For example, Mäntylä et al.’s lexicon contains the word afraid, which is also available in the NRC emotion lexicon. Since each word in the NRC lexicon is annotated with a specific category (e.g., the word afraid is annotated under the emotion category Fear), we map these words to Mäntylä et al.’s lexicon to get a lexicon that is software engineering-specific and also has associated emotion categories.
Note that, as the NRC emotion lexicon uses Plutchik’s [63] emotion categories which has 8 basic emotions, we make two adjustments. First, their basic emotion Disgust is a subcategory in Shaver’s basic emotion Anger. Therefore, we combine NRC’s Disgust module with Anger module and use it in our Anger lexicon. Second, Plutchik’s categories do not contain Shaver’s basic category Love, therefore we use NRC’s positive module instead as Love; the positive module contains words with positive polarity.

**Polarity-based Strategy.** While the Lexicon-based Strategy removes some of the noise that is introduced by the Unconstrained Strategy, we believe the process can be streamlined and the augmentation quality further improved. For instance, a significant problem with the Lexicon-based Strategy is that it uses a lexicon with a very limited number of words. To overcome this constraint, instead of specific emotions, we focus on increasing the polarity words in the augmented instances. Inspired by GoEmotions’ [19] grouping of emotions with sentiment polarity, we formulate three rules that augmented instances have to follow: 1) preserve (or increase) positive polarity words when the annotated utterance is Love and Joy, 2) preserve (or increase) negative polarity words when the annotated utterance is Anger, Fear and Sadness, and 3) preserve the original utterance polarity when the annotated utterance is Surprise.

To identify words that exhibit positive polarity, negative polarity or no polarity, we use SentiWordNet 3.0 [3]. While ensuring that each valid instance follows the above criteria, we generate new augmented instances using the same operators as for the Unconstrained Dataset. The only modification is that for *Word Deletion*, we only randomly delete a word if it does not exhibit sentiment polarity.

### 5.2 Augmentation Process

For all three of the above data augmentation strategies, for each instance in our training set, we generate 10 augmented instances, which is considered a reasonable augmentation ratio in the literature [66]. For each generated instance, if *Sentence Shuffling* is used, we only apply it once. We apply $n$ augmentation operations to each instance, where $n = \text{max}(2, 0.2 \times \text{the length (i.e., number of words in the instance)})$ [87]. We use nltk [44] for the generative operations and use bart-base [40] as our BART model’s weights. To further ensure that the augmented instance does not change the meaning of the original instance, we added an additional quality check where we ensure that the cosine similarity of BERTOverflow [78] vectors computed from the augmented and original instance are $(\geq 0.9)$ apart [65]. BERTOverflow is software engineering-specific version of BERT [20], pre-trained on the StackOverflow data dump. We load BERTOverflow using the huggingface library [84].

### 5.3 Augmentation Results and Discussion

Overall, across all three tools, all of the augmentation strategies improved performance over the original results (Table 4). The average micro F1-score improvement with the Unconstrained Strategy is 4.8% (0.441), with the Lexicon Strategy is 7.8% (0.455), and with the Polarity Strategy is 9.3% (0.461). Considering the three tools separately, we observe improved F1-score across the board, with EMTk benefiting the most using the Polarity Strategy with an improvement in F1-score of 13.7%.

The Unconstrained Strategy worked best with SEntiMoji by improving the F1-score by 7.7%. Both Lexicon Strategy and Polarity Strategy improved most with EMTk by 10.7% and 13.7% respectively. The reasons likely lie behind the feature extraction methods of EMTk, as its classification features are based on an emotion lexicon and polarity.

ESEM-E performed best with the Lexicon Strategy, outperforming the original dataset by 6.8%. As ESEM-E directly uses unigrams and bigrams as its features, it is likely that the repetition of lexical cues produced by the Lexicon Strategy significantly helped this tool. EMTk performed most effectively with the Polarity Strategy (13.7% improvement) as positive and negative sentiment polarity scores are one of its features. SEntiMoji performed best with the Polarity Strategy as well, outperforming the original dataset by 8.0%; however, SEntiMoji’s performance did not vary significantly over all three augmentation approaches.

The emotions that are improved most with data augmentation strategies are Sadness and Joy, which is consistent with Murgia et al.’s [52] findings that they are easier to identify compared to other basic emotions. The reason is likely because data augmentation helped to introduce more lexical cues that were missing in the original dataset. In our analysis for RQ1, we observed that the most prevalent error category for Sadness and Joy FNs was General Error. Sadness achieved maximum F1-score of 0.557 in Unconstrained Strategy with SEntiMoji, and Joy achieved a maximum F1-score of 0.406 with the Polarity Strategy and ESEM-E. Surprise performed best with the Polarity Strategy where all three tools improved the F1-score with EMTk producing the best result, an F1-score of 0.630. Previous research shows that Surprise in SE is generally hard to detect, since it is not very frequent [7, 42]. However, with the addition of GoEmotions’s categories and data augmentation, detection of Surprise improved significantly. As noted in previous research [7, 52], Anger and Fear are difficult to predict, as they often depend on the message context. During our error analysis, we saw that most *Implicit sentiment polarity* errors occur with Anger and Fear. These type of errors were difficult to identify even after data augmentation. SEntiMoji did not improve Anger performance in any of the strategies; while EMTk improved, its performance with the initial dataset was very low. In the case of Fear, ESEM-E did not improve with any of the strategies. However, Fear performed significantly better with the Polarity Strategy in EMTk, achieving F1-score of 0.473. Further research on what caused EMTk to perform better for Fear may help to pinpoint how to further improve classifying this emotion.

One interesting case is that with the original dataset, Love performed best across all three tools, however, with data augmentation, the performance of Love did not improve significantly. This points to a limitation of data augmentation in that it can only be of a limited benefit, i.e., useful only in cases where sufficient lexical cues are not already present in the data.

**Takeaway:** Overall, we observe that Data Augmentation generally improves emotion classification performance across different emotions and tools. We observe improvements especially when the initial dataset has insufficient lexical cues for a specific emotion. Out of the three augmentation strategies we experimented with,
the Polarity Strategy worked really well, as it provided a balance between completely unconstrained augmentation (which introduces noise) and highly constrained augmentation (which fails to increase size and diversity). Data augmentation is likely only able to improve performance up to point, as our current augmentation operators do not seem to help in identifying implicit emotions, such as Sarcasm.

6 RELATED WORK

Below, we describe the related work sourced from two different domains: emotion analysis of software artifacts, and data augmentation in the domain of Natural Language Processing (NLP).

6.1 Emotion Analysis of Software Artifacts

One of the earliest emotion analysis of software artifacts can be found in Murgia et al.’s work [52], where they manually analyzed 800 issue comments and concluded that some basic emotions such as Love, Joy and Sadness are easier to identify in text. In their later work, Murgia et al. [51] proposed an automated approach (namely, ESEM-E) to detect emotions in software artifacts. Motivated by their earlier work, they only focused on automatically identifying Love, Joy and Sadness in Ortu et al.’s JIRA-based dataset [61]. Calefato et al. [9] developed a feature extraction-based machine learning technique EMTk (also known as EmoTxt). They evaluated EMTk on the StackOverflow dataset initially developed by Novelli et. al. [55], which was annotated with Shaver’s six basic emotions [73]. Neupane et al. [54] investigated emotion dynamics in GitHub repositories, using EMTk as their primary model. Cabrera-Diego et al. [7] used the multi-label classifiers HOMER [80] and RAKEL [81] on the above mentioned JIRA and StackOverflow datasets, observing that HOMER and RAKEL achieved a better micro F1-score than EMTk on the JIRA dataset and similar performance on the StackOverflow dataset. They concluded that EMTk is a conservative tool in general. Both the JIRA and StackOverflow dataset, however, have a limited number of utterances in certain emotion categories. The JIRA dataset only focuses on four categories of emotions (Love, Sadness, Joy, and Anger), while the StackOverflow dataset has a prevalence of Love compared to other categories and has a very limited number of Surprise instances. One of our focus areas in this paper has been on curating a dataset where all the emotion categories are represented in sufficient quantity.

Venigalla et al. [82] analyzed software developers’ emotions towards software documentation using the NRC emotion analyzer module [48] of the Syuzhet package [36]. In our work, we also use the NRC’s emotion module, but for data augmentation. Another thread of research in this area is based on the VAD (Valence, Arousal, and Dominance) model [68], where specific emotions are represented as mixtures of these three numerically-expressed quantities. For instance, VAD can express emotions such as, Excitement (positive valence and high arousal), Relaxation (positive valence and low arousal), Depression (negative valence and low arousal), and Stress (negative valence and high arousal). A tool named DEVA [35] was one of the first in software engineering that was based on the VAD model. Later, researchers proposed MarValous [34], which significantly outperformed DEVA (by 23.05%). Another focus of recent research has been through the use of emojis in various software artifact such as pull requests, issue comments, chats, GitHub

### Table 4: Emotion classification results for all three data augmentation strategies. For F1-score, we also show the percentage improvement over the original ( unaugmented) dataset.

| Emotion | Strategy   | Model      | Precision | Recall | F1-score                  |
|---------|------------|------------|-----------|--------|---------------------------|
|         | Unconstrained | ESEM-E     | 0.567     | 0.250  | 0.347 (12.3%)             |
|         | Lexicon    | EMTk       | 0.571     | 0.235  | 0.333 (66.5%)             |
|         |            | SentiMoj   | 0.630     | 0.250  | 0.358 (-2.5%)             |
|         |            | Overall    | 0.656     | 0.309  | 0.410 (11.7%)             |
|         | Unconstrained | ESEM-E     | 0.518     | 0.265  | 0.364 (17.8%)             |
|         | Lexicon    | EMTk       | 0.531     | 0.250  | 0.340 (70.0%)             |
|         |            | SentiMoj   | 0.625     | 0.221  | 0.330 (-11.2%)            |
|         |            | Overall    | 0.615     | 0.280  | 0.404 (13.8%)             |
|         | Unconstrained | ESEM-E     | 0.500     | 0.243  | 0.320 (10.6%)             |
|         | Lexicon    | EMTk       | 0.609     | 0.206  | 0.308 (54.0%)             |
|         |            | SentiMoj   | 0.615     | 0.230  | 0.340 (-7.4%)             |
|         |            | Overall    | 0.615     | 0.280  | 0.404 (13.8%)             |

- **Emotion** represents the emotion being classified.
- **Strategy** indicates the type of data augmentation strategy used.
- **Model** refers to the emotion model used for classification.
- **Precision**, **Recall**, and **F1-score** are the evaluation metrics for emotion classification.
- The percentages in parentheses indicate the improvement over the original (unaugmented) dataset.
We categorize and list each of them below. SentiMoji is able to produce output in Shaver’s categories or in the VAD model. When SentiMoji was compared against EMSE-E [51], and EMTk [9] on the JIRA and StackOverflow dataset, it showed overall improvement across all six basic emotions. SentiMoji was also compared against DEVA [35] and MarValous [34], and was shown to achieve better performance than these two tools as well. In our research, we compare the tools that use Shaver’s emotion categories, SentiMoji, EMSM-E, and EMTk, using a GitHub-based dataset that we curate. We consider data augmentation as the means to improve performance in all three of these tools.

6.2 Data Augmentation in NLP

The augmentation of textual data (i.e., in NLP) has been an area of considerable interest in recent years to address the data scarcity problem related to different tasks such as, subjectivity detection [32], question understanding and summarization [49]. Early techniques of interest in data augmentation included synonym replacement [89], i.e., replacing a word with its synonym, and BackTranslation [72], i.e., paraphrasing a text by converting to a second language and then converting back to original language. Inspired by similar approaches in computer vision, researchers also devised MixUp augmentation [74, 88], which meshes together existing examples in order to create new augmented instances. Another recent research direction is Unsupervised Data Augmentation [86] (UDA) which is a semi-supervised model that outperformed state-of-the-art methods using only 20 labeled instances. Wei et al. [83] proposed a method - Easy Data Augmentation (EDA) which worked surprisingly well for smaller datasets despite being a simple technique that uses straightforward operators, e.g., synonym replacement using WordNet [47], random insertion, random swap, and random deletion. As software artifact datasets are often small [64], we were inspired by EDA in devising our data augmentation technique. A recent research thread in data augmentation is contextual augmentation [74], using various large language models such as CBERT [85], BART [38], GPT-2 [2], etc. Kumer et al. [38] showed that for classification tasks, BART outperforms other models due to its ability to generate longer sequences of text in context. In this paper, we also leverage the BART model as part of our augmentation operators.

7 THREATS TO VALIDITY

Several limitations may impact the interpretation of our findings. We categorize and list each of them below.

Construct validity. Construct validity concerns the relationship between theory and observation. Shaver’s emotions model [73] and the GoEmotions model by Demszky et al. [19] are two different schema. We use a combination of the two, which may violate their original design. To mitigate this risk, we carefully read both of the original researches and used Shaver’s model as our primary schema, integrating GoEmotions’ categories only when they are complementary and do not conflict with Shaver’s in any part of their definitions. Furthermore, the error analysis in RQ1 shows that none of the emotion categories that integrated GoEmotions are among the worse performing. Instead, the addition of GoEmotions secondary emotion categories specifically improves the performance of the basic category Surprise, which has exhibited relatively low F1-score in previous research in software engineering emotion classification [42].

Internal validity. Internal validity concerns the study design factors that may influence the results. One such threat to our study is not doing cross validation, which would have improved the reliability of the results. We mitigate this threat by using stratified sampling and a reasonable train-test data split of 80%-20% respectively. Another threat is that, to conduct our experiments we use existing tools and their released code, except for ESEM-E [51]. It is possible that we have incorrectly implemented ESEM-E, although, we explicitly followed the authors’ instructions to mitigate this threat. The subjectivity of annotating emotions (and in the error analysis) presents another threat to internal validity. However, the use of a three tiered emotion structure and high inter rater agreement (> 0.8) ensure the reliability of the annotation procedure.

External validity. External validity concerns the generalization of our findings. Our study shows that data augmentation improves emotion classification across the three tools we experimented with. However, the specific augmentation strategies may not generalize beyond the three tools we studied and our dataset extracted from GitHub comments. More specifically, our findings may not generalize over other types of artifacts in software engineering, such as StackOverflow, JIRA, etc. While our results introduce the potential of data augmentation for emotion classification, further investigation is needed in other to validate our results beyond the tools and the data used in our study.

8 CONCLUSION AND FUTURE WORK

In this paper, we first conduct a qualitative study to understand the limitations of the existing machine learning-based tools for classifying emotions in software engineering-related text. Specifically, we evaluate ESEM-E [51], EMTk [9], SentiMoji [13] on our curated dataset of 2000 GitHub pull requests and issue comments. We observe that some types of errors could be more difficult to address than others, however there is a scope to improve the performance of the existing tools by creating better training data. Thus, next we investigate three types of data augmentation strategies that could be leveraged to improve emotion detection in software-related text. Our results indicate that augmentation operators that target words with specific polarity are significantly more effective than generic augmentation operators. Using polarity-based augmentation shows an average improvement of 9.3% in micro F1-Score across the three existing emotion classification tools.

Our immediate next steps focus on investigating more diverse data sources, including other types of software artifacts such as StackOverflow, Slack chats, etc. We are also interested in exploring new data augmentation techniques based on large language models that are pre-trained on software engineering corpora and fine-tuned to emotion and sentiment-type tasks. Finally, we would like to explore if polarity based data augmentation strategies could improve other related tasks in software engineering, such as sentiment analysis.
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