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Abstract

Protocells are supposed to have played a key role in the self-organizing processes leading to the emergence of life. Existing models either (i) describe protocell architecture and dynamics, given the existence of sets of collectively self-replicating molecules for granted, or (ii) describe the emergence of the aforementioned sets from an ensemble of random molecules in a simple experimental setting (e.g. a closed system or a steady-state flow reactor) that does not properly describe a protocell. In this paper we present a model that goes beyond these limitations by describing the dynamics of sets of replicating molecules within a lipid vesicle. We adopt the simplest possible protocell architecture, by considering a semi-permeable membrane that selects the molecular types that are allowed to enter or exit the protocell and by assuming that the reactions take place in the aqueous phase in the internal compartment. As a first approximation, we ignore the protocell growth and division dynamics. The behavior of catalytic reaction networks is then simulated by means of a stochastic model that accounts for the creation and the extinction of species and reactions. While this is not yet an exhaustive protocell model, it already provides clues regarding some processes that are relevant for understanding the conditions that can enable a population of protocells to undergo evolution and selection.
Keywords: Autocatalytic Sets of Molecules, Catalytic Reaction Sets, Origin of Life, Stochastic Simulations, Protocell

1 Introduction

It is widely believed that the origin of life required the formation of sets of molecules able to collectively self-replicate, as well as of compartments able to undergo fission and proliferate, i.e. protocells [36, 37, 49]. In particular, in order to observe a lifelike behavior it was necessary that some of the chemical reactions were coupled to the rate of proliferation of the compartments.

Several protocell architectures have been proposed [8, 12, 15, 27, 29, 30, 34, 37, 38, 39, 41, 43, 48, 49], most of them identifying the compartment with a lipid vesicle that may spontaneously fission under suitable circumstances.

On the other hand, many distinct models were proposed to describe sets of reactions involving randomly generated molecules [1, 10, 20, 26]. In many cases, although this is not in principle required, it is assumed that only catalyzed reactions take place at a significant rate, therefore these sets are also termed catalytic reaction sets (briefly, CRSs). It is worth noting that the appearance of new molecules implies the appearance of new reactions involving those new molecules, so that both the set of molecular types and the set of reactions change in time. Hence, it is possible that at a certain time a set of molecules able to catalyze each other’s formation emerges [10, 20, 24], and we will refer to it as an autocatalytic set (ACS). It can be noticed that a CRS can contain one or more ACSs, or none.

Even though some models of protocell actually describe the coupling between reaction networks and the dynamics of a lipid container, they consider only a fixed set of molecular species and reactions [8, 23, 30, 32], hence providing an incomplete representation of this complex interplay. Conversely, while there are several studies on collectively self replicating sets of molecules in a continuously stirred open-flow tank reactor, CSTR [1, 19, 23, 46, 47] including our own [11, 13, 42], they provide only limited information about the behavior of a protocell.

Therefore, in order to develop a framework that may unify the CRSs and the protocell modeling approaches, it is necessary i) to analyze the behavior of CRSs in a vesicle, and ii) to investigate the coupling of the evolving chemical population with the growth of the lipid container and its fission. In this paper we propose a step towards the first goal, while deferring the second one to a further work. In particular, we here analyze the behavior of a dynamical model of CRSs in a simplified model of a non-growing vesicle. To the best of our knowledge this is a novel approach.

A few important remarks. Let us first observe that the CSTR is not an a-priori good model of a protocell for at least two reasons: i) in general, in protocells there is no constant inflow and ii) protocells have semipermeable membranes, which allow the inflow/outflow of some, but not all, molecular types.
On the contrary, in open flow reactors all that is contained in the inflow enters the reactor and all that is dissolved in the reactor can be washed out in the outflow. Another important limit of the CSTR concerns its evolvability. It has been argued \[31, 51\] that the presence of different asymptotic dynamical states and the ability to shift between them may be essential to achieve the viable evolution of the first forms of life. Recent works \[50\] have found that, in models of catalytic reaction networks in CSTRs, generally only one of these states is found, apart from fluctuations \[54\].

Furthermore, in order to accomplish the goal of this work, we need to better specify both the model of catalytic reactions sets and that of the protocell. As far as the former is concerned, we have studied the dynamics of random sets of molecules by revisiting a model by Kauffman, who proposed an interesting way to build new molecular species from the existing ones (see section 2 for a description). The original version of the model relied on purely graph-theoretical arguments \[26\], which are important, but fail to appreciate the effects of the dynamics, including noise, fluctuations and small-number effects. The dynamics has been later introduced by Farmer et al. \[1, 10\], who described the kinetics by using ordinary differential equations. However, this formalism does not account for the chance of a species to become extinct in a finite amount of time, as it may instead well happen (so the reaction graph may grow but never shrinks). In order to overcome these limitations, Bagley proposed an empirical correction by setting to zero the concentration values that happen to fall below a certain threshold \[11\]. In our works we rather use from the very beginning a stochastic approach to analyze the dynamics, the well-known Gillespie algorithm \[16, 17\], in order to deal in a rigorous way with low concentrations and with their fluctuations.

Note that the Kauffman model largely relies upon randomness. In particular, every polymer in the system has a fixed probability (that may vanish) to catalyze any possible reaction. Therefore, in different simulations the same species can catalyze different reactions leading to the formation of different “chemistries”. Thus, this is exactly the language we choose: a set of tuples \{\textit{species, catalysis, reaction}\}, where the species catalyzes the reaction, will be called “chemistry”, because it describes a possible artificial world \[16\]. We can then simulate different chemistries and look for generic properties of the set of chemistries; but in a different series of experiments we can also keep the chemistry fixed, and simulate various time histories. In principle, these may differ, since the discovery of a given catalyst at an early phase in a finite system might channel the following evolution in a way or another. Since the number of molecules of some species may be very small, it is not in principle legitimate
to ignore this aspect, and our stochastic model is particularly well suited to analyze it, as it will be shown in Section 2. Of course, there can be conditions where all the simulations of a given chemistry converge asymptotically to the same chemical mixture.

Moving now to the protocell model, note that they are usually based on lipid vesicles, i.e. approximately spherical structures with an aqueous interior and a membrane composed by a lipid bilayer, which spontaneously form when lipids are mixed with water under certain conditions [2, 7, 18, 27, 32, 34, 35]. Even though different protocell architectures have been proposed, we will here consider the simplest model, namely that in which all the key reactions take place in the aqueous phase inside the protocell. It would be indeed straightforward to model the coupling between some of these molecules and the growth of the protocell following an approach similar to that of our previous studies [3, 12, 40]. Yet, the main objective of the present work is that of studying the dynamics of CRSs embedded in a vesicle, so we will simplify our treatment by ignoring the growth dynamics of the protocell, and keeping its volume fixed. This implies that our study will be limited to time intervals that are short with respect to those describing the growth of the whole protocell.

The selective character of membranes is a key ingredient of our model: we will suppose for simplicity that all (and only) the molecules that are shorter than a certain length can cross the membrane. The transmembrane motion of the permeable species is here supposed to be driven by the difference of their concentrations in the internal aqueous volume of the protocell and in the external aqueous environment. We will assume that transmembrane diffusion is extremely fast, so that there is always equilibrium between the concentrations of the species that can cross the membrane; this adiabatic hypothesis could be easily relaxed in the future. Furthermore, we assume that protocells are turgid, so that the constant-volume approximation implies that we will also neglect issues related to osmotic pressure. Another related aspect of the model is that, since it is assumed that the permeable species are at equilibrium, while the non-permeable ones never cross the barriers, infinite concentration growth is possible; this is obviously a nonphysical behavior, so the model validity is limited in time. All these simplifications, which will be removed in subsequent studies, are also justified by the fact that our main goal is that of studying how the dynamics of CRSs are affected by being embedded in a vesicle.

This model can be used in order to investigate the behavior of the system in different conditions and to address some important questions. The first and perhaps most important one is the reason why compartments seem to be necessary for life. Indeed, the very first studies on self-replicating molecules [8, 9, 24, 26] were not interested in this aspect, so the CRSs were supposed to exist, e.g., in a pond or in a beaker. Yet life seems to require compartments, that are ubiquitous. It is then important to understand whether there are major differences between what may happen in a protocell and what happens in the bulk phase.
It would be unconvincing to postulate *a priori* that the internal and external environments are different. It is indeed more likely to assume that the vesicles form in a pre-existing aqueous environment, so the average internal milieu is essentially the same as the external one[1]. Then, if a membrane surrounds a portion of the fluid, what can happen that makes a difference?

Let us first observe that protocells are small (their typical linear dimensions ranging from 0.1 to 10 µm). If we imagine that a population of protocells exists, and they are not “overcrowed”, their total internal volume will typically be much smaller than the total external volume (this is *a fortiori* true for an isolated one). Moreover, every point in the interior of a protocell is not allowed to be far away from the surface of the protocell that contains it. These observations imply that the effect of surfaces will be much larger within protocells than outside them. Suppose for example that the membrane hosts some catalytic activities, so that important molecules are synthesized close to its boundaries, both inside and outside, and diffuse freely. If the membrane width is much smaller than the protocell radius, then the internal and external surface areas are very close to each other, but the external volume is much larger than the external one: therefore the internal concentrations will be much higher than those in the external environment. In this case, the system behavior in the interior can be significantly different from the external one[43]. Note also that this effect may be different for different molecules: the formation of some of them might be catalyzed by the membrane, while others might be unaffected: so even the relative concentrations of different chemicals may differ in the two cases.

Indeed, there are important protocell models that are based on such an active catalytic role of the membrane[37]. In these cases it is easy to understand what the role of the protocell is, since it provides essential catalysts and a way to keep their products closer. But protocells might be able to give rise to an internal environment different from the bulk even if the catalytic activity is absent. The reason for this seemingly counterintuitive behavior is, once again, the smallness of the protocells. Note that we are considering a case where new molecules are formed (from those that are already in the interior of the protocell plus those that can cross the semi-permeable membrane). If the concentrations are not too high, it is likely that the total numbers of newly formed molecules are quite low, so that different protocells might host different groups of molecules. It might even happen that a molecular type is present in some protocells and not in others.

In order to get a feeling for this possibility, let us provide some realistic estimates of the number of molecules of different types that can be present in a protocell. Let us consider typical vesicles (linear dimension about 1 µm) and small ones (0.1 µm). Typical concentrations of macromolecules may be in the
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4It has been observed that some superconcentration phenomena can take place under particular circumstances[4][43] but we will neglect them here.
Typical ($1 \mu M$) & $10^5$ & $10^4$ & $10^2$ & 0.1 & \\
Small ($10^{-3} \mu M$) & $10^5$ & $10^2$ & 10 & 0.1 & $10^{-4}$ &

Table 1: expected number of molecules of a given species in a given protocell; rows refer to protocell volumes, columns to concentrations.

millimolar to nanomolar range; the expected numbers of molecules in a single protocell are therefore given in Table 1.

Let us recall that these numbers refer to the expected values, but there are fluctuations that may be relevant when small numbers are involved. For example, in the case of a $1 \mu M$ concentration in small vesicles, there will be on average 1 molecule every $10^5$ cells: it is apparent that different protocells will have widely different initial compositions. We therefore come to the conclusion that the creation of small compartments can allow the formation of a population of different individuals out of the fluctuations of an environment that looks macroscopically homogeneous. While not yet sufficient, this is definitely a necessary condition for darwinian evolution to take place (obviously supposing that the compartments can divide and that their division rate depends upon composition). Moreover, in small stochastic systems it may also happen that there are different trajectories stemming from the same initial conditions, due to the order in which new molecules are synthesized.

These aspects of protocell dynamics are very important and our model, in spite of its current limitations, is well suited to explore the related phenomena. It is indeed possible to analyze the different possible stochastic effects, that include:

(i) the path dependency induced by the random order in which new molecules are generated, with particular regard to the low concentration effects: if a catalyst is discovered in advance with respect to another, the system evolution may be different; this can be studied by comparing different simulations referring to the same chemistry, starting from the same initial conditions;

(ii) the differences induced by different initial conditions, randomly generated from the same distribution;

(iii) the different behaviors of distinct chemistries: in the real world the rules of the chemistry are given, but in the kind of analysis performed here it is also interesting to understand how different chemistries may affect the behavior of the system and the diversity of a population of protocells. As, for example, the role of RAF sets [20, 21, 22] in the overall dynamics.

In Section 3 we present the results of the simulations on the model. In the concluding Section 4 we will discuss the main findings of this paper, and we will propose further analysis and refinement of the models.
2 Main features of the model

Entities and interactions. The model describes an open system in which simple molecules interact with each other through elementary catalyzed reactions. The basic entities of the system are monomers and polymers, identified by ordered strings of letters oriented from left to right taken from a finite alphabet (e.g. A, B, C, ...). We will refer to the “letters” also as bricks, while the term monomer will be reserved to those molecular types that are composed of a single brick.

Every species $x_i, i = 1, 2, \ldots, N$ composing the entire set of species $X = [x_1, x_2, \ldots, x_N]$ is characterized by its specific amount (either quantity or concentration), denoted by $\hat{x}_i$. The number of copies of a specific species defines its number of molecules.

The two basic reactions are: i) cleavage, i.e. the cutting of a species composed of more than one brick into two shorter species (e.g. $ABBA \rightarrow A + BBA$) and ii) condensation, i.e. the concatenation of two species in a longer one (e.g. $BBA + AAB \rightarrow BBAAAB$).

A key assumption of the model is that any reaction occurs only if catalyzed by one of its specific catalysts; hence we exclude the presence of spontaneous reactions by assuming sufficiently high activation energy for each reaction. In particular, condensation requires an intermediate reaction in which a temporary complex between the catalyst and the substrate is formed.

A further restriction regarding catalysis imposes that only species that are composed of at least a minimum number of bricks can be catalysts. Additionally, we neglect the presence of backward reactions (exception made for the dissociation reaction of intermediate complexes) by hypothesizing that the Gibbs energy $\Delta G$ for any reaction is sufficiently large. A schematic representation of the various reaction types is given in Fig. 1.

The reaction network. Provided that a catalyst for the reaction exists, each species in the system could condensate with any other species in the system, or be split at any cutting point into smaller species. The cardinality of the set $R$ of all the conceivable reactions for the system, at a given time, is therefore given by:

$$\hat{R} = \sum_{i=1}^{N} (L_{(x_i)} - 1) + N^2$$  \hspace{1cm} (1)

where $N$ is the cardinality of $X$ and $L_{(x_i)}$ is the length of $x_i$ (i.e. the number of bricks of that specific species). The first term of Eq. 1 refers to the conceivable cleavages and the second one to the conceivable condensations. Hence, the set of reactions that are actually allowed, i.e. the “chemistry” of the system, is determined by the catalysts involved in the various reactions. Following Kauffman, we define the chemistry of the system at random. In this regard, any species $x_i$ has a finite fixed probability $p_i$ of being chosen as catalyst
Figure 1: Schematic representation of the two possible reaction types, namely condensations and cleavages. $S, S_1$ and $S_2$ represent the substrates of a reaction, $C$ is a species with catalytic function, $S_1C$ is the transient complex that is formed in the first step of the condensation and $P, P_1$ and $P_2$ stand for the products of a reaction. $K_{\text{cleav}}, K_{\text{comp}}, K_{\text{diss}}$ and $K_{\text{cond}}$ respectively stand for the kinetic rates of cleavage, complex formation, complex dissociation and final condensation.

of a randomly chosen reaction among those belonging to $\hat{R}$. It is worth stressing that, although the reaction network is built probabilistically, it remains invariant in time; in other words, once a species is chosen to be the catalyst of a given reaction, that species will always be catalyst for that reaction. Further details concerning the structures of the model can be found in [11, 14].

The dynamics. The system’s dynamics is simulated by means of an extension of the well-known Gillespie algorithm [16, 17] for the stochastic simulation of chemical reaction systems, in which we allow the appearance of novel species and reactions that are not present in the system in the initial conditions. In fact, cleavage and condensation of elements either present within the protocell or entering it from the external environment can generate new species, which, in turn, can be involved in new reactions, both as catalysts and substrates.

The container: the introduction of the protocell. In its classical formulation [11], the catalytic reaction network is modeled within a continuous stirred-tank reactor (CSTR), in which the ingoing and outgoing fluxes could be adjusted according to the experimental needs. In this work, we introduce a major modification of the model by introducing a semi-permeable membrane that separates the catalytic reaction network from the external environment (see Fig. 2).

The semi-permeable membrane is here modeled by allowing only some species to enter and leave the protocell, namely those that are shorter than an arbi-
Figure 2: Schematic representation of the semi-permeable membrane as conceived in our model of protocell. The membrane is here represented as a lipid bilayer that shapes a spherical vesicle. In this example, only the species shorter than 3 letters can cross the membrane, entering or leaving the internal compartment, the dynamics of which is actually simulated in our model of catalytic reaction networks. On the opposite, longer species are confined either inside or outside the vesicle.

trary length $L_{perm}$. All the species that are longer than $L_{perm}$ either remain entrapped within the protocell or never enter it from the outside. Another important assumption is that the concentration of the permeable molecules is homogeneous both inside and outside the protocell, and that they take the same value. That is, we assume infinitely fast diffusion both in the bulk phases and across the membrane, so that the chemical potentials of the permeable species are the same. The species that can cross the membrane will be also defined, from now on, as the buffered species.

In this work, we consider the volume of the protocell to be constant, while it is planned to introduce protocell size and duplication dynamics in further developments of the model.

We also remark that in this model the transport processes in a vesicle are treated in a way that, albeit simplified, parallels their actual dynamics. While small flow reactors have also been proposed as protocell models \cite{22,50}, they are indeed not well suited, since they require a constant inflow that has no physical analogue in a vesicle, and usually also allow the outflow of all the solutes.
Algorithm 1 Formal definition of the model as multiset-rewriting system.

1: let $\Psi$ be the alphabet of symbols denoting monomers, $A, B, C...$;
2: the $\Theta^*$ and $\Xi^*$ be the (infinite) set of all finite-length non-empty polymers and substrate-catalyst complexes over $\Psi$, and let us denote by $P \cdot Q$ (resp. $P \_Q$, substrate-catalyst) the polymer (resp. complex) obtained by concatenating polymers $P$ and $Q$;
3: let the state of the system be multiset $\Phi \equiv P_1 | P_2 | ... | P_n$ counting the
occurrences of each polymer/complex $P_i \in \{\Theta^* \cup \Xi^*\}$;
4: consider the following reaction schema with variables $X, Y$ and $Z$, in a multiset-rewriting notation:

- **[A: Cleavage]**
  $R_{cl}: X \cdot Y | Z \rightarrow X | Y | Z$
  \{Z is the catalyst, $X \cdot Y$ is the polymer breaking to $X$ and $Y$\}

- **[B1: Complex formation]**
  $R_{cf}: X|Y \rightarrow X \_Y$

- **[B2: Complex dissociation]**
  $R_{cd}: X \_Y \rightarrow X | Y$

- **[B3: Final condensation]**
  $R_{fc}: X \_Y | Z \rightarrow X \cdot Z | Y$
  \{X and $Z$ are substrates, $Y$ is the catalyst, $X \_Y$ is the substrate-catalyst complex, $X \cdot Z$ the polymer composed by $X$ and $Z$\}

Variable polymers ($X \cdot Y$) take values in $\Theta^*$, whereas complexes ($X \_Y$) in $\Xi^*$.

5: (Reactions generation) an instantiation map $\varphi$ is evaluated via standard pattern matching to transform the above schema in all the possible rewriting rules

$$\mathcal{R}^\varphi = R_{cl}^\varphi \cup R_{cf}^\varphi \cup R_{cd}^\varphi \cup R_{fc}^\varphi$$

for multiset $\Phi$. The map $\varphi$, which assigns values to $X, Y$ and $Z$, is required to be maximal and univocal, i.e. it must yield all the possible rewriting rules applicable in $\Phi$ and instantiated consistently (via deterministic association) for any of its evaluation.

6: $\Phi$ and $\mathcal{R}^\varphi$ yield a Continuous-time Markov Chain. By firing a reaction in $\mathcal{R}^\varphi$ via the classical Gillespie algorithm a new state of the system is generated. In this particular implementation of the model, polymers shorter than 3 are fed and cannot be instantiated as catalysts (see Appendix [A]).

The simulation proceeds with the new state from previous step.

3 Results of the simulations

The preliminary experiments on the protocell model were performed by keeping fixed some key structural parameters (see the Appendix for the details) and
creating different random chemistries. In particular, we here present the details of two specific chemistries, which were specifically selected among many (on a total of 10 simulated chemistries) because they exhibit very specific dynamical properties. In this regard, it is first important to introduce the concept of RAF set, which be fundamental in the description of these systems.

Following Hordijk et al. [20, 21, 22], given the entire chemistry, a subset of reactions $\mathcal{R}$ is: (i) Reflexively autocatalytic (RA) if every reaction in $\mathcal{R}$ is catalyzed by at least one other reaction belonging to $\mathcal{R}$, (ii) Food-generated (F) if every substrate in $\mathcal{R}$ can be produced from the food set $F$ by means of the reactions belonging to $\mathcal{R}$, (iii) Reflexively autocatalytic and F-generated (RAF) if both the previous conditions are satisfied.

The chemistries of the two presented protocells differ for the presence/absence of a RAF set (RAF in short from now on): in particular, in the first protocell ($CH_1$) no RAFs are present, whereas in the second protocell ($CH_2$) a RAF formed by an autocatalysis consuming molecules from the food set is present.

In order to assess the behavior of the system, a method to measure the similarity between two different states of the system is that proposed by Kaneko [25] and is based on the comparison of the vectors that describe their chemical compositions. Let us define the $k$-dimensional vectors $C_j(t) = [c_{j,1}(t), c_{j,2}(t), ..., c_{j,N}(t)]$ and $C_k = [c_{k,1}(t), c_{k,2}(t), ..., c_{k,N}(t)]$ whose components are the concentrations of the species present at time $t$ in systems $j$ and $k$ respectively. Same positions in vectors refer to same species, hence species present in system $j$ that are not present in $k$ have concentration equal to 0 and vice versa. The similarity between the two systems is then computed by means of the normalized inner product:

$$\Theta_t = \cos^{-1} \left( \frac{C_j(t) \cdot C_k(t)}{||C_j(t)|| \cdot ||C_k(t)||} \right)$$

(2)

where $\Theta_t$ is the angle between the two vectors measured at the time $t$. Throughout this paper, angles will be measured in degrees.

### 3.1 Low concentration effects

In this section we investigate the low concentration effects in protocells. To this end, the selected chemistries are tested with respect to 4 different initial uniform concentrations of the chemical species present inside the vesicle: in detail, the initial concentration of all the non-buffered species is equal to: $1\text{mM}$, $0.1\text{mM}$, $0.01\text{mM}$ and $1\mu\text{M}$. Conversely, the amount of each buffered species is always fixed to $1\text{mM}$.

Notice that, in general, the protocell model presented here does not lead to stationary chemical distributions. Indeed, situations are possible where some particular species indefinitely increases its concentration: an example is the RAF set in $CH_2$, where a particular species catalyses its own formation using two buffered species as substrates: in this case an exponential growth is achieved. Another simple case could be the linear growth of a species produced directly from the buffered species by means of a catalyst not involved in other reactions,
Table 2: In the table the average and the maximum values of $\Theta_{3000}$ relative to 10 distinct simulations of each of the 4 different initial conditions (rows in the table) are shown. The measures are reported for the 2 different chemistries: the one without RAFs and the one with RAFs, for which they are also computed without taking into account the species belonging to the RAF, column “CH2 (no RAFs)”. The 4 conditions differ in the average magnitude of the initial concentrations of the initial set of molecular species not belonging to the buffered flux (the food set). A realization of each of the 4 initial concentration is drawn at random from a Poisson distribution, according to the given parameters, and is maintained invariant across the 10 different runs.

i.e. present in constant concentration. Of course, more complex situations are possible, even not directly originating from the food set. Yet, many simulations show a transient in which the chemicals distribution rapidly change followed by a long quasi-equilibrium, where changes are limited to small adjustments. By applying the parameters adopted in the present work, such a state is already achieved in 2500 seconds, except for the case of very low concentrations (1$\mu$M).

### Diversity.
In table 2 some statistics on how $\Theta$ varies according to the different cases are shown and, in particular, it is possible to appreciate an increase of the dissimilarity among protocells in correspondence with a decrease on the initial concentration, as indicated by the average and the maximum value of $\Theta$ between all the runs of each specific chemistry and specific initial condition, computed at time $t = 3000$ seconds. Since these runs are characterized by identical chemistries and identical initial conditions, the angle reported here is indeed the result of dynamical evolutions that differ only for the simulation random seed. It is worth remarking that the lower is the concentration profile, the higher is the distance among the final distributions, i.e. the angle $\Theta$ reaches its maximum.

---
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4Exceptionally for the case 1$\mu$M, $\Theta$ is not computed after 3000 second but when at least 5000 reactions have occurred within the simulation. The reason for this is that the low concentrations involve a so slow dynamics that 3000 seconds are not enough in order to observe significant chemical changes.

5In regard to CH2 we are here considering the value of $\Theta$ excluding the species belonging to the RAF set (last columns of the table). Since the molecules belonging to the RAF set reach a concentration much greater with respect to the other molecules, considering them in the angle computation would misrepresent the distance among the simulations.
value with regard to very low initial concentrations (e.g. 1 molecule per species on average).

It is interesting to notice that the displayed low concentration effects with respect to the overall similarity of the system are found in both chemistries, hinting at a generic property of such systems, independently of the possible presence of RAF sets.

The influence on RAF set dynamics. The asynchronous framework implies that only one reaction occurs at the time. Given that RAFs in general involve more than one reaction, in order to detect their presence we analyze the system in a time interval (i) sufficiently large to let a significant number of reactions to occur, yet (ii) not embracing the whole simulation (in order to avoid the presence of too rare reactions); It is worth stressing that since the analysis are made ex post with respect to the simulation of the system, they do not affect the simulated dynamics, but just the way of representing it. In fig. 3 we show the presence (or the absence) of the RAF of CH2 every 10 seconds, by using a time window of 5 seconds with respect to the 4 aforementioned different average concentrations.

Note that in all the initial conditions the autocatalytic species has a concentration higher than zero, thus the corresponding RAF is always able to achieve its own growth viability. From Fig. 3 it is possible to observe the strong correlation between the average concentration of the species within the protocell and the presence of RAFs. As long as the concentration decreases, so does the probability of detecting a RAF, yet in the long run in most of the simulations RAFs eventually emerge.

3.2 Sensitivity to initial conditions

We here analyze the effects of variations in the initial concentrations of the single species present within the protocells, while maintaining their average concentration fixed. We simulate 10 different variations of the single species concentrations for both the case of average concentration equal to 0.01 mM (condition 3) and average concentration 1 µM (condition 4).

In Fig. 4 we display the variation of the similarity in time for each couple of simulations, with respect to both conditions, in order to provide a picture of the sensitivity of the overall diversity to the initial conditions.

Note that the very low concentrations of condition 4 (in average, only one molecule for each species) imply that in certain protocell realizations some species are missing; in particular, each simulation starts from a different set of species composed of, on average, 40 species, on the possible 62. This may explain the very high values of $\Theta_0$ with respect to condition 4 (Fig. 4).

Besides, one can see that condition 4 shows an evident bifurcation (Fig. 4). Given that in some simulations, because of the low concentration effects, the
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6We set the sampling frequency and the time threshold of the windows by taking advantage from several initial model threads, not essential to the comprehension of this article.
Figure 3: From the top to the bottom the four traces, accounting for conditions 1, 2, 3 and 4 of the chemistry 2, i.e. the one containing the RAF set, depicting the presence of the RAF during the simulation (time flows from left to right, each row represents a different run of the same condition). The black zones stand for the absence of the RAF set, while gray zones denote the presence of the RAF. It is important to remark that RAFs are searched in a dynamic network created with the reactions occurred in a mobile time window of 5 seconds.

Autocatalytic species (and so the RAF) can be present or absent in the initial condition, the system can indeed reach different regions of the state space, leading to deeply different histories. On the opposite, condition 3 shows the aforementioned regulatory activity of the always active RAF.

Figure 4: The angles between each couple of different simulations in time, for condition 3 (0.01mM - left panel) and condition 4 (1µM - right panel).

Finally, it is important to remark that during each simulation many species disappear and many other appear, so a compact way to follow the process is that of monitoring, during each run, the variation of the angle $\Theta_{T_0 \rightarrow T_t}$ between the initial and the current chemical setting (Fig. 5a). The graph indicates that $\Theta_{0 \rightarrow 3000}$ approaches a value close to 80 degrees, which means a quasi-orthogonality of the system with respect to the initial condition.
The dynamics of the system, in terms of molecular concentrations, leading to such a divergence from the beginning is shown in Fig. 5b. It is reasonable to hypothesize that the clear inversions in the trajectories of the concentrations of certain species may be responsible for this phenomenon.

Figure 5: On the left panel the average angle (and the standard deviation) $\Theta_{T_0 \rightarrow T_t}$ measured from $T_0$ to $T_t$ for each chemical distribution, within each single run of conditions 1 (average molarity $1\,mM$) and 2 (average molarity $0.1\,mM$), is shown. It is worthwhile to remark that $\Theta = 90$ stands for a complete orthogonality between the chemical distributions. In order to appreciate the convergence towards a quasi-orthogonality, on the right panel the concentration of the species in time of a particular simulation are shown (Simulation: CH2, condition 1, run 1). The exponential growth concentration of the autocatalytic species is shown with a limit of $3\,mM$.

4 Conclusion and further developments

In this paper we introduced a simplified model of a non-growing protocell and we investigated the behavior of a stochastic model of catalytic reaction networks in such an environment. To the best of our knowledge this is a novel approach.

The crucial importance of the small size of the protocell has been stressed, and the effects of the fact that some chemicals can be present in low numbers have been investigated. While a broader analysis is ongoing, we have here shown that it is possible to reach different compositions of the chemical species, in the particular case in which some species are present in the bulk at low concentrations. We have also shown that there are two different, possibly overlapping reasons for this diversity: (i) the random sequence of molecular events involving those species and (ii) the random differences in their initial concentrations.

We have also stressed the importance of RAF sets in influencing the overall dynamics.

There are several ways in which this work might seed further research. The most obvious is that of relaxing the physical limitations that have been considered, e.g. infinitely fast diffusion, yet we do not except that this may change the major conclusions summarized above.
Obviously, a very interesting direction is that of considering a protocell that is able to grow and divide. The processes involved in protocell growth and replication are indeed complex and, in particular, a necessary condition for its existence and replication is the coupling between the rates of molecules replication and cell growth. We have shown elsewhere \cite{3,12,40} that the very existence of this coupling suffices to guarantee (under very general conditions) that, in the long run, the rate of cell division and that of duplication of the replicating molecules converge to the same value, thereby allowing sustainable growth of a population of protocells. However, those results were achieved by supposing a fixed set of genetic memory molecules, with some possible extinction. It could be sound to extend this approach to the case where there are evolving chemical reaction sets and to verify whether synchronization occurs. An important aspect to be addressed in the case of growing vesicles is also the effect of volume growth on the concentrations of the various chemicals: a preliminary investigation can be found in \cite{4}.

Besides, we have not here explicitly considered the possibly catalytic role of membranes that, as it has been discussed in section \cite{1} might be a major cause of the difference between the intracellular environment(s) and the bulk. In a fixed volume model this effect can be lumped in the effective reaction rates, but if we consider a growing protocell we have to take into account the differences between surfaces and volumes. This might also lead to interesting phenomena that will be analyzed in future developments.

To conclude, different protocells may host different mixtures of molecular species, even if they share the same chemistry (i.e., they “inhabit the same world”). It might be extremely interesting to model the behavior of populations of different protocells of this kind, which may show different growth rates, but may also undergo phenomena like coalescence, exchange of material, etc. Thus, further investigations will be indeed necessary to assess different generations of protocell populations and their possible evolution pathways.

Last but not least, it will be interesting to extend these studies to other protocell architectures like e.g. the Los Alamos bug, Gard models, and others.
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\footnote{This property was proved earlier by Munteanu et al. for the Los Alamos bug mode \cite{33}.}
A Appendix 1 - Simulation environment and parameter settings

Simulations were performed with the CaRNeSS simulator\textsuperscript{8} developed by the research group.

In the following, the baseline setting of the system used in the simulations is reported (for the parameters that were variated in the different experiments please refer to the text): (●) Alphabet: A, B, (●) Volume $V = 1e - 18 \text{dm}^3 = 1\mu\text{m}^3$, (●) Average catalysis probability = 1 catalyzed reaction for species, (●) Maximum length of the species, $L_{max} = 6$, (●) $L_{perm} = 2$, (●) Monomers and dimers do NOT catalyze, (●) $K_{\text{cleav}} = 25 \text{M}^{-1}\text{sec}^{-1}$, (●) $K_{\text{comp}} = 50 \text{M}^{-1}\text{sec}^{-1}$, (●) $K_{\text{diss}} = 1 \text{M}^{-1}\text{sec}^{-1}$, (●) $K_{\text{cond}} = 50 \text{M}^{-1}\text{sec}^{-1}$.

References

[1] R.J. Bagley and J D Farmer. Spontaneous emergence of a metabolism. Artificial Life II, Santa Fe Institute Studies in the Sciences of Complexity, X:93–141, 1992.

[2] Ann-Sofie Cans, Meghan Andes-Koback, and Christine D Keating. Positioning lipid membrane domains in giant vesicles by micro-organization of aqueous cytoplasm mimic. J Am Chem Soc, 130(23):7400–7406, 2008.

[3] T Carletti, R Serra, M Villani, I Poli, and A Filisetti. Sufficient conditions for emergent synchronization in protocell models. J Theor Biol, 254(4):741–751, 2008.

[4] Timoteo Carletti and Alessandro Filisetti. The Stochastic Evolution of a Protocell: The Gillespie Algorithm in a Dynamically Varying Volume. Computational and Mathematical Methods in Medicine, 2012(Article ID 423627):1–13, 2012.

[5] Xiaofeng Dai, Olli Yli-Harja, and Andre S Ribeiro. Determining noisy attractors of delayed stochastic gene regulatory networks from multiple data sources. Bioinformatics (Oxford, England), 25(18):2362–8, September 2009.

[6] Tereza Pereira de Souza, Pasquale Stano, Frank Steiniger, Erica D’Aguanno, Emiliano Altamura, Alfred Fahr, and Pier Luigi Luisi. Encapsulation of Ferritin, Ribosomes, and Ribo-Peptidic Complexes Inside Liposomes: Insights Into the Origin of Metabolism. Origins of life and evolution of the biosphere : the journal of the International Society for the Study of the Origin of Life, October 2012.

[7] Lisa M Dominak and Christine D Keating. Polymer encapsulation within giant lipid vesicles. Langmuir, 23(13):7148–7154, 2007.

[8] Freeman J Dyson. Origins of life. Cambridge: Cambridge University Press, 1985.

[9] M Eigen and P Schuster. The hypercycle. A principle of natural self-organization. Part A: Emergence of the hypercycle. Die Naturwissenschaften, 64(11):541–65, November 1977.

[10] JD Farmer and SA Kauffman. Autocatalytic replication of polymers. Physica D: Nonlinear Phenomena, 220:50–67, 1986.

\textsuperscript{8}https://github.com/paxelito/carness
[11] A Filisetti, A Graudenzi, R Serra, M Villani, D De Lucrezia, and I Poli. The role of energy in a stochastic model of the emergence of autocatalytic sets. In Lenaerts T, Giacobini M, H Bersini, P Bourgine, M Dorigo, and R Doursat, editors, Advances in Artificial Life, ECAL 2011 Proceedings of the Eleventh European Conference on the Synthesis and Simulation of Living Systems, pages 227–234. MIT Press, Cambridge, MA, 2011.

[12] A. Filisetti, R. Serra, T. Carletti, M. Villani, and I. Poli. Non-linear protocell models: synchronization and chaos. The European Physical Journal B, 77(2):249–256, June 2010.

[13] Alessandro Filisetti, Alex Graudenzi, Roberto Serra, Marco Villani, Davide De Lucrezia, Rudolf M Fuchslin, Stuart A Kauffman, Norman Packard, and Irene Poli. A stochastic model of the emergence of autocatalytic cycles. Journal of Systems Chemistry, 2(1):2, 2011.

[14] Alessandro Filisetti, Alex Graudenzi, Roberto Serra, Marco Villani, Rudolf M Fuchslin, Norman Packard, Stuart a Kauffman, and Irene Poli. A stochastic model of autocatalytic reaction networks. Theory in biosciences = Theorie in den Biowissenschaften, pages 1–9, October 2011.

[15] T Ganti. Chemoton Theory, Vol. I: Theory of fluid machineries: Vol. II: Theory of living systems. New York: Kluwer Academic/Plenum, 2003.

[16] Daniel T Gillespie. Exact Stochastic Simulation of Coupled Chemical Reactions. The Journal of Physical Chemistry, 81(25):2340–2361, 1977.

[17] Daniel T Gillespie. Stochastic Simulation of Chemical Kinetics. Annual Review of Physical Chemistry, 58(1):35–55, 2007.

[18] Martin M Hanczyc, Shelly M Fujikawa, and Jack W Szostak. Experimental models of primitive cellular compartments: encapsulation, growth, and division. Science (New York, N.Y.), 302(5645):618–622, October 2003.

[19] Wim Hordijk and Jose F Fontanari. Catalytic Reaction Sets, Decay, and the Preservation of Information, 2002.

[20] Wim Hordijk, Jotun Hein, and Mike Steel. Autocatalytic Sets and the Origin of Life. Entropy, 12(7):1733–1742, June 2010.

[21] Wim Hordijk and Mike Steel. Detecting autocatalytic, self-sustaining sets in chemical reaction systems. Journal of theoretical biology, 227(4):451–461, April 2004.

[22] Wim Hordijk, Mike Steel, and Stuart Kauffman. The Structure of Autocatalytic Sets: Evolvability, Enablement, and Emergence. page 12, May 2012.

[23] S Jain and S Krishna. A model for the emergence of cooperation, interdependence, and structure in evolving networks. Proc Natl Acad Sci U S A, 98(2):543–547, 2001.

[24] Sanjay Jain and Sandeep Krishna. Autocatalytic set and the growth of complexity in an evolutionary model. Phys Rev Lett, 81:5684–5687, 1998.

[25] Kunihiko Kaneko. Life: An Introduction to Complex Systems Biology (Understanding Complex Systems). Springer-Verlag New York, Inc., Secaucus, NJ, USA, 2006.

[26] S A Kauffman. Autocatalytic sets of proteins. J Theor Biol, 119(1):1–24, 1986.

[27] P.L. Luisi, F. Ferri, and P. Stano. Approaches to semi-synthetic minimal cells: a review. Naturwissenschaften, 93(1):1–13, 2006.

[28] Sheref S Mansy. Model Protocells from Single-Chain Lipids. International Journal of Molecular Sciences, 10(3):835–843, 2009.
[29] Sheref S Mansy, Jason P Schrum, Mathangi Krishnamurthy, Sylvia Tobé, Douglas A Treco, and Jack W Szostak. Template-directed synthesis of a genetic polymer in a model protocell. *Nature*, 454(7200):122–125, 2008.

[30] Harold J. Morowitz, Bettina Heinz, and David W. Deamer. The chemical logic of a minimum protocell. *Origins of Life and Evolution of the Biosphere*, 18(3):281–287, September 1988.

[31] Simon Conway Morris. *Life's Solution, Inevitable Humans in a Lonely Universe*. University of Cambridge, 2003.

[32] O G Mouritsen. *Life - As a Matter of Fat. The Emerging Science of Lipidomics*. Springer, Berlin, first edition, 2005.

[33] A Munteanu, C S Attolini, Steen Rasmussen, H Ziock, and R V Solé. Generic Darwinian selection in protocell assemblies. *DOI: SFI-WP 06-09-032, SFI Working Papers, Santa Fe Institute*, 2006.

[34] Andreea Munteanu and Ricard V Solé. Phenotypic diversity and chaos in a minimal cell model. *J Theor Biol*, 240(3):434–442, 2006.

[35] Alla Polozova, Xingong Li, Tong Shangguan, Paul Meers, Daniel R Schuette, Nozomi Ando, Sol M Gruner, and Walter R Perkins. Formation of homogeneous unilamellar liposomes from an interdigitated matrix. *Biochimica et Biophysica Acta (BBA) - Biomembranes*, 1668(1):117–125, 2005.

[36] Steen Rasmussen, Linoai Chen, David Deamer, David C.Krakauer, Norman H Packard, Peter F Stadler, and Mark A Bedau. Transitions from Nonliving to Living Matter. *Science*, 303, 963-965, 2004.

[37] Steen Rasmussen, Linoai Chen, Martin Nilsson, and Shigeaki Abe. Bridging nonliving and living matter. *Artificial life*, 9(3):269–316, January 2003.

[38] Tristan Rocheleau, Steen Rasmussen, Peter E Nielsen, Martin N Jacobi, and Hans Ziock. Emergence of protocellular growth laws. *Philos Trans R Soc Lond B Biol Sci*, 362(1486):1841–1845, 2007.

[39] D Segré and D Lancet. Composing life. *EMBO reports*, 1(3):217–22, September 2000.

[40] Roberto Serra, Timoteo Carletti, and Irene Poli. Synchronization phenomena in surface-reaction models of protocells. *Artificial life*, 123(2):123–38, 2007.

[41] Roberto Serra, Timoteo Carletti, Irene Poli, Marco Villani, and Alessandro Filisetti. Conditions for emergent synchronization in protocell. In *In J. Jost and D. Helbing (eds): Proceedings of ECCS07: European Conference on Complex Systems*. CD-Rom, paper n.68, 2007.

[42] Roberto Serra, Alessandro Filisetti, Marco Villani, Chiara Damiani, Alex Graudenzi, and Tommaso Panini. A stochastic model of catalytic reaction networks in protocells. *Submitted to Artificial Life*, 2013.

[43] Roberto Serra and Marco Villani. Mechanism for the formation of density gradients through semipermeable membranes. *Physical Review E*, 87(6):062814, June 2013.

[44] R.V. Ricard V Solé, Andreea Munteanu, Carlos Rodriguez-Caso, Javier Macía, and J. Mac\"ia. Synthetic protocell biology: from reproduction to computation. *Philos Trans R Soc Lond B Biol Sci*, 362(1486):1727–1739, 2007.

[45] P F Stadler. Dynamics of autocatalytic reaction networks. IV: Inhomogeneous replicator networks. *Bio Systems*, 26(1):1–19, January 1991.
[46] P F Stadler and P Schuster. Dynamics of small autocatalytic reaction networks–I. Bifurcations, permanence and exclusion. Bulletin of mathematical biology, 52(4):485–508, January 1990.

[47] Peter F. Stadler, Wolfgang Schnabl, Christian Forst, and Peter Schuster. Dynamics of Small Autocatalytic Reaction Networks II: Replication, Mutation and Catalysis, 1995.

[48] Pasquale Stano and Pier Luigi Luisi. Achievements and open questions in the self-reproduction of vesicles and synthetic minimal cells. Chemical communications (Cambridge, England), 46(21):3639–53, June 2010.

[49] J W Szostak, D P Bartel, and P L Luisi. Synthesizing life. Nature, 409(6818):387–390, 2001.

[50] Vera Vasas, Chrisantha Fernando, Mauro Santos, Stuart Kauffman, and Eors Szathmary. Evolution before genes. Biology Direct, 7(1):1, January 2012.

[51] R. Wesson. Beyond Natural Selection. MIT Press, Cambridge, MA, 1991.

[52] Ting F Zhu and Jack W Szostak. Coupled Growth and Division of Model Protocell Membranes. Journal of the American Chemical Society, 131(15):5705–5713, 2009.