Abstract
The Generalized Finite Element Method (GFEM) can be viewed as an extension of the Finite Element Method (FEM) where the approximation space is enriched by shape functions appropriately chosen. Many applications of the GFEM can be found in literature, mostly when some information about the solution is known a priori. This paper presents the application of the GFEM to the problem of structural dynamic analysis of bars subject to axial displacements and trusses for the evaluation of the time response of the structure. Since the analytical solution of this problem is composed, in most cases, of a trigonometric series, the enrichment used in this paper is based on sine and cosine functions. Modal Superposition and the Newmark Method are used for the time integration procedure. Five examples are studied and the analytical solution is presented for two of them. The results are compared to the ones obtained with the FEM using linear elements and a Hierarchical Finite Element Method (HFEM) using higher order elements.
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1 INTRODUCTION
There is an increasingly effort among the engineering community for the design of structures that allow the efficient use of resources and construction procedures. In this context, the design of efficient structures can only be accomplished when the structural behavior is known in details. The dynamic behavior of structures requires particular attention since most methods available for this kind of analysis need significant computational effort. Consequently, the development of more accurate methods can reduce the amount of computational effort needed in order to solve a given problem for the same accuracy, allowing the engineer to study a larger range of structural solutions and thus conceive better structures.

Most practical problems from structural dynamic analysis are solved using numerical methods. When the time response of the structure is sought the problem can be decomposed in
two parts. The first regards the approximation of time variations, that can be made by some time integration scheme such as the Newmark Method and the Modal Superposition Method[7, 15, 42]. The second is the solution of the resulting boundary value problem for each discrete time step. Some methods commonly used for solving boundary value problems are: the Finite Difference Method[27], the Boundary Element Method[2], the Meshfree Methods[29] and the Finite Element Method (FEM)[7, 23, 42].

The application of several methods for the solution of structural dynamics problems have already been proposed[11, 14, 28, 30], being one of the most common approaches the use of the FEM together with direct integration methods[7, 23, 42]. However, several authors observed that low order polynomial finite elements may give poor results for structural dynamic analysis and thus proposed some kind of improved approach[3, 6, 10, 18, 22, 26, 34, 39–41].

Most improved versions of the FEM for structural dynamics involve the enrichment of the approximation space by some set of functions. In this context, two general trends can be observed in literature: the enrichment of the approximation space by complete polynomial bases or trigonometric bases that resemble the polynomial ones [6, 10, 22, 34]; and the enrichment of the approximation space by trigonometric bases that reproduce some fundamental vibration mode of the structure[18, 19, 26, 40, 41].

In the last decades, the development of the Partition of Unity Finite Element Method (PUFEM)[5, 31] and its variants, the Generalized Finite Element Method (GFEM)[4, 37] and the Extended Finite Element Method (XFEM) [1, 16], allowed new possibilities to the problem of structural dynamics[3, 9, 20, 35].

The works by [9] and [20] applied the PUFEM to evaluate the response spectrum of plates, obtaining better results than traditional approaches. The application of the GFEM to the problem of modal analysis of bars and trusses was discussed in details by [3]. The paper by [35] appears to be the only one to apply the concepts of the PUFEM to evaluate the time response of structures using time integration procedures. In the work by [35] the method is used to model discontinuities inside a given structure without the need for a finite element mesh that fits the geometry of the domain. However, in [35] the method is not used to enrich the approximation space of the FEM, but only to reduce the need for using very small finite elements due to mesh geometry constraints.

The work by [3] showed that an approach based on the GFEM is able to obtain very accurate results for the problem of modal analysis. This is possible since the enrichment shape functions can be built as to resemble the fundamental vibration modes of the structure. Since Modal Superposition is based on the fundamental vibration modes of the structure [7, 15, 42], it is expected that the approach proposed by [3] is also able to give accurate results for the time response analysis.

In this paper the approach proposed by [3] for modal analysis of bars subject to axial displacements and trusses is applied to structural dynamic analysis in order to obtain the time response of the structure. For the time integration procedure the Modal Superposition approach and the Newmark Method (with $\alpha = 0.5$ and $\delta = 0.25$) are used [7, 15, 42]. The efficiency of the proposed approach is compared with the polynomial Hierarchical Finite Ele-
ment Method (HFEM) as described by [36] and the standard linear FEM [7, 23] by means of five examples. High resolution versions of the figures containing the time responses presented in this paper are also available online as supplementary files.

The importance of studying the problem in the one dimensional framework is that the shape functions used for two dimensional problems can be obtained by taking products of the one dimensional shape functions [13, 23, 36]. However, it is easier to obtain analytical solutions for one dimensional problems, which allows a rigorous comparison between the accuracy obtained by the approximate methods. The extension of the approach proposed here for two dimensional problems remains as subject of future works.

2 HIERARCHICAL FINITE ELEMENT METHOD

The HFEM for the problem being addressed can be formulated using Lobatto polynomials as described by [36]. Some Lobatto polynomials for a finite element with coordinates $\xi = [-1,1]$ are

$$l_1(\xi) = \frac{1 - \xi}{2},$$

$$l_2(\xi) = \frac{1 + \xi}{2},$$

$$l_3(\xi) = \frac{1}{2} \sqrt{\frac{3}{2}} (\xi^2 - 1),$$

$$l_4(\xi) = \frac{1}{2} \sqrt{\frac{5}{2}} (\xi^2 - 1) \xi,$$

$$l_5(\xi) = \frac{1}{8} \sqrt{\frac{7}{2}} (\xi^2 - 1) \left( 5\xi^2 - 7 \right)$$

and

$$l_6(\xi) = \frac{1}{8} \sqrt{\frac{9}{2}} (\xi^2 - 1) \left( 7\xi^2 - 3 \right),$$

that are presented in Fig. 1. The mass and stiffness matrices can be obtained using the shape functions from Eqs. (1)–(6) by the standard procedure used for the FEM [7, 23, 42]. Here, the consistent mass matrix is used.

By assuming only the shape functions from Eq. (1) and Eq. (2) one obtains the lagrangian linear finite element [7, 23, 42]. However, the extra shape functions that allow higher order approximations are all zero at the nodes of the finite element. This ensures that the standard procedures used for the linear FEM still hold for the HFEM [36]. Imposition of boundary conditions and manipulation of nodal quantities remain the same as used for the FEM. Note that if more than one shape function is not zero in a given node of the finite element, special techniques must be used to impose the boundary conditions of the problem, such as the Lagrange Multiplier Method or some Penalty Method [12, 13]. For this reason most hierarchical approaches introduce extra shape functions that are null at the nodes of the finite element.
The main characteristic of the HFEM is that when the order of the approximation is increased the shape functions already in use remain unchanged. The traditional FEM with shape functions given by Lagrange polynomials do not share this property, making the use of higher order approximations very difficult\[36\].

3 GENERALIZED FINITE ELEMENT METHOD

In the standard lagrangian FEM, the displacements inside a given finite element are approximated by\[7, 8, 23, 42\]

\[ u_h = \sum_{i=1}^{n} u_i N_i(\xi), \]

where \( u_i \) are nodal degrees of freedom, \( N_i \) are the polynomial shape functions, \( \xi \) is the local coordinate system of the element and \( n \) is the number of shape functions.

In the context of the GFEM, the approximation given by Eq. (7) can be enriched by considering an approximate solution given by

\[ u_h = \sum_{i=1}^{n} u_i N_i(\xi) + \sum_{j=1}^{m} c_j \phi_j(\xi), \]

where \( \phi_j \) are enrichment functions and \( c_j \) are the associated degrees of freedom. Here the enrichment functions \( \phi_j \) are obtained using the PUFEM\[31\] as described by \[3, 39\].

In the PUFEM the shape functions are given by the multiplication of a Partition of Unity (PU) by basis functions appropriately chosen. The PU used here is the one defined by the shape functions obtained for the lagrangian linear finite element, since the sum of these functions results in one\[8, 23\]. This PU is as shown in Fig. 2 and respects the conditions described by \[31\].
In Fig. 2, the finite elements are tagged el. 1, el. 2, etc., while the functions that composed the PU are tagged $\eta_{\Omega_1}$, $\eta_{\Omega_2}$, etc. Each function $\eta_{\Omega_j}$ is defined in a subdomain $\Omega_i$ that is defined by the union of two neighbor finite elements, except for $\Omega_1$ and $\Omega_5$. In the context of the PUFEM the subdomains $\Omega_i$ are called covers or patches. In general, each finite element is defined in the intersection between two patches. More details on the PUFEM can be found in[5, 31].

![Figure 2](image)

Figure 2  A PU given by linear shape functions of the lagrangian FEM.

Inside a finite element with local coordinates $\xi = [-1,1]$ the PU can be written as

$$\eta_1(\xi) = \frac{1 - \xi}{2}$$  \hspace{1cm} (9)

and

$$\eta_2(\xi) = \frac{1 + \xi}{2},$$  \hspace{1cm} (10)

that are shown in Fig. 3.

![Figure 3](image)

Figure 3  The PU inside a finite element.
The basis functions used here are the ones proposed by [3]. Inside a finite element with local coordinates $\xi = [-1,1]$ these functions can be written as

$$v_{4j-3} = \sin \left( \beta_j \left( \frac{\xi + 1}{2} \right) \right), \quad (11)$$

$$v_{4j-2} = \cos \left( \beta_j \left( \frac{\xi + 1}{2} \right) \right) - 1, \quad (12)$$

$$v_{4j-1} = \sin \left( \beta_j \left( \frac{\xi - 1}{2} \right) \right), \quad (13)$$

and

$$v_{4j} = \cos \left( \beta_j \left( \frac{\xi - 1}{2} \right) \right) - 1, \quad (14)$$

where $\beta_j$ is a parameter that allows the modification of the shape functions. The basis functions and the PU for $\beta_j = \pi$ are shown in Fig. 4.

The basis functions from Eqs. (11)-(14) were chosen as trigonometric functions since the analytical solution of most problems from dynamic analysis of bars are composed of trigonometric terms[15, 25, 32]. However, the basis functions from Eqs. (11)-(14) were carefully build as to result in shape functions that are zero at the nodes of the finite element, as discussed later.

In the context of modal analysis, an optimal value for $\beta_j$ can be estimated in order to obtain best results for the approximation of a given fundamental vibration mode. An efficient
iterative scheme for evaluating the optimal value for $\beta_j$ was proposed by [3] and leads to very accurate results.

The shape functions for a finite element can be obtained by the multiplication of the PU by the basis functions, following the procedure described by [3]. The contribution from the patch to the left of the finite element is given by the multiplication of $v_{4j-3}$ and $v_{4j-2}$ by $\eta_1$. The contribution from the patch to the right is given by the multiplication of $v_{4j-1}$ and $v_{4j}$ by $\eta_2$. The resulting PUFEM shape functions are:

$$\phi_{4j-3} = \frac{1 - \xi}{2} \sin \left( \frac{\beta_j (\xi + 1)}{2} \right),$$  

$$\phi_{4j-2} = \frac{1 - \xi}{2} \cos \left( \frac{\beta_j (\xi + 1)}{2} \right) - 1,$$

$$\phi_{4j-1} = \frac{1 + \xi}{2} \sin \left( \frac{\beta_j (\xi - 1)}{2} \right),$$

and

$$\phi_{4j} = \frac{1 + \xi}{2} \cos \left( \frac{\beta_j (\xi - 1)}{2} \right) - 1.$$  

The nodal shape functions can be taken as $\eta_1$ and $\eta_2$ itself, that are the Lagrange linear polynomials. The approximation space is then given by

$$V_{GFEM} = V_{FEM} \bigcup V_{PUFEM},$$

where $V_{GFEM}$ is the approximation space of the GFEM used here, $V_{FEM}$ is the approximation space from the FEM using linear finite elements and $V_{PUFEM}$ is the approximation space obtained by the PUFEM and defined by the shape functions from Eqs. (15)-(18). The resulting shape functions for $\beta_j = \pi$ are shown in Fig. 5. The mass and stiffness matrices can be obtained by the standard procedure used for the FEM [7, 23, 42]. Here, the consistent mass matrix is used.

By modifying the value of $\beta_j$ one is able to adapt the shape functions for different cases [3]. Besides, several sets of enrichment function from Eqs. (15)-(18) can be considered by assuming different values of $\beta_j$. In order to build a finite element with 10 shape functions, for example, one can consider $\beta_1 = \pi$ and $\beta_2 = 2\pi$ and include 8 enrichment functions. Including more enrichment functions can be made without changing the enrichment functions already used and thus the GFEM proposed here is a hierarchical method. This simplifies computational implementation and allows the use of higher order approximations.

As can be seen from Fig. 5, the enrichment functions are zero at the nodes of the finite element. It can be demonstrated that this is true for any value of $\beta_j$. Consequently, the implementation of boundary conditions and manipulation of nodal quantities is the same as for the standard FEM and do not require special techniques. However, in order to ensure this property the basis functions were carefully designed. The use of other sets of trigonometric functions may not maintain this property.
Here, both the stiffness and mass matrices remain constant during the entire dynamic analysis. The same occurs for the shape functions. Consequently, the mass and stiffness matrices are evaluated only once, at the beginning of the dynamic analysis, and remain unchanged for the entire analysis. Once the stiffness and mass matrices are evaluated the dynamic analysis is made in the same way as occurs for the standard lagrangian FEM and the HFEM. In this work we have not checked the influence of time dependent shape functions, mass matrices and stiffness matrices. An approach where the shape functions are updated iteratively in order to comply with wave propagation angles was presented by [9], for a two dimensional problem.

The stiffness and mass matrices were obtained using analytical integration, by using software for symbolic manipulation. These matrices were obtained for a finite element with arbitrary values for the element length, elastic modulus, density, cross sectional area and the parameter $\beta$. The stiffness and mass matrices in closed form were then incorporated into the computational routine responsible for the dynamic analysis. It is important to point out that the analytical integration of the mass and stiffness matrices is not possible in most GFEM applications. In fact, numerical integration in the context of the GFEM is a delicate matter, since the shape functions may not be polynomials and then numerical integration may not be exact. A more detailed discussion on numerical integration for the GFEM is presented by [4] and [17].

The nodal degrees of freedom of the FEM, the HFEM and the GFEM (as presented here) are the same and are related to nodal displacements. These degrees of freedom are ruled by the linear lagrangian shape functions. However, the extra degrees of freedom of the HFEM and the GFEM (given by the Lobatto polynomials in the case of the HFEM and by the
PUFEM shape functions in the case of the GFEM) have no direct physical meaning. These extra degrees of freedom affect the displacements inside the domain of the finite element, but are not particularly related to a single point of the domain, as occurs for the nodal degrees of freedom. For this reason, these extra degrees of freedom are also called field degrees of freedom.

Here, the field degrees of freedom are all zero at the nodes of the finite elements and thus nodal displacements can be obtained directly, by taking the value of the associated nodal degree of freedom. If one needs to evaluate displacements inside some finite element, then it is necessary to take into account the contribution of each shape function of the finite element. In this context, the way the degrees of freedom are defined for the HFEM and the GFEM do not affect the comparison of the results. In all three methods, nodal displacements can be read directly while displacements inside the finite elements can be evaluated by summing the contribution of all the shape functions, as occurs in the standard FEM.

4 TRUSS STRUCTURES

In order to obtain the equilibrium equations for a truss finite element, that can be oriented in an arbitrary direction in space, it is necessary to apply some coordinate transformation rule[33].

For a linear finite element of a planar truss the following coordinate transformation hold

$$\begin{bmatrix} u_1' \\ u_2' \\ c_1' \\ \vdots \\ c_n' \end{bmatrix} = \begin{bmatrix} \cos \theta & \sin \theta & 0 & 0 & \cdots & 0 \\ 0 & 0 & \cos \theta & \sin \theta & \cdots & 0 \\ 0 & 0 & 0 & 1 & \cdots & 0 \\ \vdots & \vdots & \vdots & \vdots & \vdots & \ddots \\ 0 & 0 & 0 & 0 & 0 & 1 \end{bmatrix} \begin{bmatrix} u_1 \\ v_1 \\ u_2 \\ v_2 \\ c_1 \\ \vdots \\ c_n \end{bmatrix},$$

where $u'$ are the nodal displacements in local coordinates, $u$ and $v$ are the horizontal and vertical nodal displacements in global coordinates and $\theta$ is the inclination of the bar.

The coordinate transformation for the HFEM and the GFEM follows the reasoning used by[41] for the Composite Element Method. Since the enrichment functions are zero at the nodes of the element, the coordinate transformation is given by

$$\begin{bmatrix} u_1' \\ u_2' \\ \vdots \\ c_n' \end{bmatrix} = \begin{bmatrix} \cos \theta & \sin \theta & 0 & 0 & \cdots & 0 \\ 0 & 0 & \cos \theta & \sin \theta & \cdots & 0 \\ \vdots & \vdots & \vdots & \vdots & \vdots & \ddots \\ 0 & 0 & 0 & 0 & 0 & 1 \end{bmatrix} \begin{bmatrix} u_1 \\ v_1 \\ u_2 \\ v_2 \\ c_1 \\ \vdots \\ c_n \end{bmatrix},$$

where $c'$ are enrichment degrees of freedom in local coordinates and $c$ are enrichment degrees of freedom in global coordinates. That is, the enrichment degrees of freedom in local coordinates are the same as the enrichment degrees of freedom in global coordinates.
5 ERROR EVALUATION

The error between the analytical solution $u(x,t)$ and the approximate solution $u_h(x,t)$ for a given position inside the bar $x = x_0$ in the time interval $[t_i,t_f]$ can be defined as

$$ e = \int_{t_i}^{t_f} |u(x_0,t) - u_h(x_0,t)| dt. \quad (22) $$

In order to evaluate the error inside the entire bar one can integrate Eq. (22) along its length. However, this procedure is not used in this paper because of the computational difficulties involved in the evaluation of this integral.

Evaluating the error by using Eq. (22) may not be efficient in practice since the approximate solution is generally known only at discrete time steps. However, an approximation for Eq. (22) can be written as

$$ e \approx \sum_{i=1}^{n_t} \Delta t |u^{(i)} - u_h^{(i)}|, \quad (23) $$

where $n_t$ is the number of time steps used, $\Delta t$ is the time step used to obtain the approximate solution, $u^{(i)}$ is the analytical solution at time step $(i)$ and $u_h^{(i)}$ is the approximate solution at time step $(i)$.

Error evaluation according to Eq. (23) is illustrated in Fig. 6. The integral from Eq. (22) in a given time interval is approximated by the product between $\Delta t$ and $\Delta u^{(i)}$. Equation (23) can be evaluated efficiently since it only deals with discrete values in time. More details on error evaluation for the time response are presented by[39].

![Figure 6 Error evaluation according to Eq. (23).](image-url)
6 NUMERICAL RESULTS

6.1 Bar subject to initial displacements

The first example is that of a bar fixed at both ends and subject to initial displacements as shown in Fig. 7. The properties of the material were chosen to give the wave velocity equal to \( c = \sqrt{E/\rho} = 1 \text{m/s} \) and the bar length is equal to 1m. The initial displacement field is zero at both ends, has a maximum value \( u_{\text{max}} \) equal to 0.25m at the middle of the bar and has a triangular shape. This initial displacement can be obtained by applying a unitary load at the middle of the bar. Finally, there is no force acting on the bar and the initial velocities are null.

![Initial displacements]

Figure 7 Bar subject to initial displacements.

This problem can be stated as

\[
\frac{\partial^2 u}{\partial x^2} = \frac{1}{c^2} \frac{\partial^2 u}{\partial t^2} \quad \forall x \in [0, 1] \tag{24}
\]

\[
\begin{align*}
  u(x = 0, t) &= u(x = 1, t) = 0 \\
  u(x < 0.5, t = 0) &= \frac{x}{2} \\
  u(x \geq 0.5, t = 0) &= 1 - \frac{x}{2} \\
  \frac{\partial u(x, t=0)}{\partial t} &= 0
\end{align*} \tag{25}
\]

that is a wave propagation problem with wave velocity \( c = 1 \text{m/s} \). The analytical solution can be found by separation of variables and by representing the initial conditions by a Fourier series as described by [25].

This example is first studied using Modal Superposition for a time interval of 20s and using 11 degrees of freedom. The resulting equations from Modal Superposition are solved using the Newmark method (with \( \alpha = 0.5 \) and \( \delta = 0.25 \)) for a time step equal to \( 2.5 \times 10^{-3} \text{s} \). For the FEM the mesh is composed of 10 linear finite elements. For the HFEM the mesh is composed of two finite elements of order 5, by assuming 6 polynomial shape functions. For the GFEM the mesh is composed of two finite elements with 4 enrichment functions as given by Eqs. (15)-(18), by assuming \( \beta_1 = 3\pi/2 \). The analytical and the approximate solutions at \( x = 0.5 \text{m} \) are presented in Fig. 8, considering 5 modes in Modal Superposition.

The errors for different numbers of modes included in the Modal Superposition analysis are presented in Table 1. The errors obtained by considering only the first mode are presented.
Figure 8  Displacements at the middle of the bar obtained with 11 degrees of freedom and 5 modes for a) the time interval 0-20s and b) 17-20s.
Table 1  Errors obtained with 11 degrees of freedom for different numbers of modes considered in Modal Superposition.

| Modes | 1       | 2       | 3       | 4       | 5       | 6       | 7       | 8       |
|-------|---------|---------|---------|---------|---------|---------|---------|---------|
| FEM   | 0.4560  | 0.4560  | 0.5119  | 0.5119  | 0.5231  | 0.5231  | 0.5271  | 0.5271  |
| HFEM  | 0.2931  | 0.2931  | 0.1114  | 0.1114  | 0.1565  | 0.1565  | 0.1611  | 0.1611  |
| GFEM  | 0.2931  | 0.2931  | 0.1112  | 0.1112  | 0.0732  | 0.0732  | 0.0865  | 0.0865  |

Figure 9  Errors obtained with 11 degrees of freedom for different numbers of modes considered in Modal Superposition.

It can be seen that the best results were not obtained by considering every fundamental vibration mode of the structure. This is a general trend when dealing with Modal Superposition because the higher vibrations modes of the structure may be poorly approximated by the FEM[13]. Consequently, including the higher vibrations modes in Modal Superposition may reduce the accuracy of the approximate solution.

From Table 1 and Fig. 9 it can be seen that the best results were obtained with the GFEM when considering 5 or 6 modes. The best results for the HFEM were obtained when 3 or 4 modes were considered. The results obtained with the FEM are very poor in comparison to the ones obtained with both the HFEM and the GFEM. This behavior is confirmed by the displacements presented in Fig. 8.

From Fig. 9 another interesting conclusion can be drawn. The inclusion of the fifth mode improved the solution given by the GFEM, but worsened the solution given by the HFEM. This seems to indicate that the higher modes are better approximate by the GFEM in this case.

The same problem was also solved using 19 degrees of freedom. The mesh used for the FEM is composed of 18 linear finite elements. The mesh used for the HFEM is composed of 2 finite elements of order 9, by assuming 10 polynomial shape functions. For the GFEM
the mesh is composed of two finite elements with 8 enrichment functions as given by Eqs. (15)-(18), by assuming $\beta_1 = 3\pi/2$ and $\beta_2 = 3\pi$. The errors for these cases are presented in Table 2 and Fig. 10.

### Table 2 Errors obtained with 19 degrees of freedom for different numbers of modes considered in Modal Superposition.

| Modes | 1   | 2   | 3   | 4   | 5   | 6   | 7   | 8   |
|-------|-----|-----|-----|-----|-----|-----|-----|-----|
| FEM   | 0.3028 | 0.3028 | 0.2644 | 0.2644 | 0.2816 | 0.2816 | 0.2880 | 0.2880 |
| HFEM  | 0.2931 | 0.2931 | 0.1113 | 0.1113 | 0.0599 | 0.0599 | 0.0384 | 0.0384 |
| GFEM  | 0.2931 | 0.2931 | 0.1113 | 0.1113 | 0.0599 | 0.0599 | 0.0384 | 0.0384 |
| Modes | 9   | 10  | 11  | 12  | 13  | 14  | 15  | 16 |
| FEM   | 0.2903 | 0.2903 | 0.2915 | 0.2915 | 0.2919 | 0.2919 | 0.2925 | 0.2925 |
| HFEM  | 0.0353 | 0.0353 | 0.0404 | 0.0404 | 0.0547 | 0.0547 | 0.0550 | 0.0550 |
| GFEM  | 0.0278 | 0.0278 | 0.0357 | 0.0357 | 0.0470 | 0.0470 | 0.0475 | 0.0475 |

As expected the errors were reduced when more degrees of freedom were used. The best results for 19 degrees of freedom were obtained with the GFEM when considering 9 or 10 modes. However, the results obtained with the GFEM and the HFEM are now very similar. The results given by the FEM are very poor if compared to the two other methods.

### 6.2 Bar subject to harmonic force

The second example is that of a bar fixed at one end and subject to a harmonic force at the other end, as shown in Fig. 11. The properties of the material were chosen to give the wave velocity equal to $c = \sqrt{E/\rho} = 1\text{m/s}$ and the bar length is equal to 1m. The initial displacements and velocities are zero.

For a force given by

$$F(t) = f \sin(\omega t), \quad (26)$$
the problem can be stated as [38]

\[
\frac{\partial^2 u}{\partial x^2} = \frac{\partial^2 u}{\partial t^2} \quad \forall x \in [0, 1] \quad (27)
\]

\[
\begin{aligned}
  &u(x = 0, t) = 0 \\
  &\frac{\partial u(x, t)}{\partial x} = f \sin(\omega t) \\
  &u(x, t = 0) = 0 \\
  &\frac{\partial u(x, t = 0)}{\partial t} = 0
\end{aligned} \quad (28)
\]

The analytical solution of this problem is more difficult to obtain than the previous one since the boundary condition representing the harmonic force is not homogeneous. The problem can be solved using techniques described by [32] and is reproduced here since it was not found elsewhere. Considering \( c \) as the wave velocity, the displacements are given by

\[
u(x, t) = f x \sin(\omega t) + \sum_{i=1}^{m} \left\{ \sin(k_n x) \left[ C_n \sin(k_n c t) + B_n(t) \right] \right\}, \quad (29)
\]

where

\[
C_n = -\frac{A_n \omega}{k_n c}, \quad (30)
\]

\[
B_n(t) = \frac{A_n \omega^2 \sin(\omega t)}{c^2 k_n^2 - \omega^2} - \frac{A_n \omega^3 \sin(k_n c t)}{c^3 k_n^3 - c k_n \omega^2}, \quad (31)
\]

\[
A_n = -\frac{2[k_n \cos(k_n) - \sin(k_n)]}{k_n^2}, \quad (32)
\]

\[
k_n = \pi \left( n - \frac{1}{2} \right). \quad (33)
\]

This problem is solved numerically for \( \omega = 20 \text{rad/s} \) and \( f = 1 \text{N/m}^2 \). The analysis is made using the Modal Superposition Method for a time interval of 20s and the resulting equations are solved using the Newmark method (with \( \alpha = 0.5 \) and \( \delta = 0.25 \)) for a time step equal to 1.25 x 10^{-3}s.

The first comparison is made using 21 degrees of freedom. The mesh of the FEM is composed of 20 linear finite elements, while the mesh of the HFEM is composed of 4 finite elements of order 5. The mesh of the GFEM is composed of 4 finite elements with 4 enrichment functions considering \( \beta_1 = 3\pi/2 \). The analytical and the approximate solutions at \( x = 0.5\text{m} \) considering 10 modes in Modal Superposition are presented in Fig. 12.
Figure 12  Displacements at the middle of the bar obtained with 21 degrees of freedom and 10 modes, in the time intervals a) 0-5s, b)5-10s, c)10-15s and d) 15-20s.
The errors for this example are presented in Table 3 and Fig. 13. The best result was obtained with the GFEM when considering 10 modes and corresponds to an error of 0.0258. The best result obtained with the HFEM was also obtained with 10 modes, but the error in this case is 0.0722. The results given by the FEM are much less accurate than the results obtained with the other two methods, as can be seen from Fig. 12.

A closer inspection of Fig. 12 reveals that the displacements obtained with the HFEM and the GFEM in the time interval 0-10s are both very similar to the analytical solution. However, the results given by the HFEM for the time interval 10s-20s present some deviation from the analytical solution, mainly for peak displacements. The solution given by the GFEM, instead, is very close to the analytical solution even in these cases.

Table 3 Errors obtained with 21 degrees of freedom for different numbers of modes considered in Modal Superposition.

| Modes | 1   | 2   | 3   | 4   | 5   | 6   | 7   |
|-------|-----|-----|-----|-----|-----|-----|-----|
| FEM   | 1.1813 | 1.1823 | 1.2071 | 1.1772 | 1.1407 | 1.2813 | 1.1676 |
| HFEM  | 1.1813 | 1.1820 | 1.2042 | 1.1661 | 1.1259 | 1.1876 | 0.1651 |
| GFEM  | 1.1813 | 1.1820 | 1.2042 | 1.1661 | 1.1259 | 1.1876 | 0.1592 |

| Modes | 8   | 9   | 10  | 11  | 12  | 13  | 14  |
|-------|-----|-----|-----|-----|-----|-----|-----|
| FEM   | 1.1948 | 1.2150 | 1.2019 | 1.1931 | 1.2000 | 1.2068 | 1.2010 |
| HFEM  | 0.0778 | 0.0891 | 0.0772 | 0.0817 | 0.0801 | 0.0817 | 0.0802 |
| GFEM  | 0.0530 | 0.0498 | 0.0258 | 0.0379 | 0.0320 | 0.0346 | 0.0328 |

| Modes | 15  | 16  | 17  | 18  | 19  |
|-------|-----|-----|-----|-----|-----|
| FEM   | 1.1964 | 1.2006 | 1.2048 | 1.2005 | 1.1968 |
| HFEM  | 0.0801 | 0.0801 | 0.0889 | 0.0812 | 0.0843 |
| GFEM  | 0.0339 | 0.0335 | 0.0446 | 0.0351 | 0.0435 |

This example is also solved using 37 degrees of freedom. The FEM mesh is composed
by 36 linear finite elements, the HFEM mesh is composed of 4 elements of order 9, and the GFEM mesh is composed of two finite elements with 8 enrichment functions, by assuming $\beta_1 = 3\pi/2$ and $\beta_2 = 3\pi$. The errors for these cases are presented in Table 4 and Fig. 14. The displacements obtained using 37 degrees of freedom and 20 modes are presented in Fig. 15.

| Modes | 1   | 2   | 3   | 4   | 5   | 6   | 7   | 8   | 9   |
|-------|-----|-----|-----|-----|-----|-----|-----|-----|-----|
| FEM   | 1.1813 | 1.1820 | 1.2045 | 1.1676 | 1.1333 | 1.2368 | 1.2341 | 1.2418 | 1.2483 |
| HFEM  | 1.1813 | 1.1820 | 1.2042 | 1.1661 | 1.1259 | 1.1876 | 0.1593 | 0.0530 | 0.0494 |
| GFEM  | 1.1813 | 1.1820 | 1.2042 | 1.1661 | 1.1259 | 1.1876 | 0.1593 | 0.0530 | 0.0494 |

| Modes | 10  | 11  | 12  | 13  | 14  | 15  | 16  | 17  | 18  |
|-------|-----|-----|-----|-----|-----|-----|-----|-----|-----|
| FEM   | 1.2433 | 1.2412 | 1.2426 | 1.2447 | 1.2429 | 1.2421 | 1.2428 | 1.2439 | 1.2431 |
| HFEM  | 0.0236 | 0.0284 | 0.0168 | 0.0191 | 0.0140 | 0.0169 | 0.0130 | 0.0140 | 0.0126 |
| GFEM  | 0.0236 | 0.0284 | 0.0168 | 0.0191 | 0.0140 | 0.0169 | 0.0130 | 0.0139 | 0.0122 |

| Modes | 19  | 20  | 21  | 22  | 23  | 24  | 25  | 26  | 27  |
|-------|-----|-----|-----|-----|-----|-----|-----|-----|-----|
| FEM   | 1.2425 | 1.2430 | 1.2438 | 1.2431 | 1.2429 | 1.2423 | 1.2436 | 1.2431 | 1.2427 |
| HFEM  | 0.0146 | 0.0128 | 0.0134 | 0.0129 | 0.0129 | 0.0138 | 0.0133 | 0.0146 | 0.0134 | 0.0158 |
| GFEM  | 0.0141 | 0.0120 | 0.0125 | 0.0121 | 0.0131 | 0.0124 | 0.0132 | 0.0125 | 0.0148 |

| Modes | 28  | 29  | 30  | 31  | 32  | 33  | 34  | 35  |
|-------|-----|-----|-----|-----|-----|-----|-----|-----|
| FEM   | 1.2431 | 1.2435 | 1.2431 | 1.2427 | 1.2435 | 1.2425 | 1.2435 | 1.2431 | 1.2428 |
| HFEM  | 0.0136 | 0.0136 | 0.0136 | 0.0137 | 0.0137 | 0.0166 | 0.0137 | 0.0173 |
| GFEM  | 0.0126 | 0.0126 | 0.0126 | 0.0128 | 0.0127 | 0.0164 | 0.0127 | 0.0172 |

From both Table 4 and Fig. 14 it can be seen that the results given by the HFEM and the GFEM are very similar. The best results for both methods were obtained when considering 20 modes in the Modal Superposition analysis. The results given by the FEM are much less accurate than the ones obtained with the other two methods.

The comparison between the errors obtained with the linear FEM from Table 3 and Table 4 indicate that the errors remained almost the same when more degrees of freedom were used. Even if this result seems contradictory, since one expects the errors to be reduced when the approximation is improved, the reason for this occurrence can be found by comparing the displacements from Fig. 12 and Fig. 15. The overall approximation given by the FEM when considering 37 degrees of freedom is better than when considering 21 degrees of freedom, except at the time interval 12s-18s. From Fig. 15 it can be seen that the approximation given by the FEM with 37 degrees of freedom is very poor in the time interval 12s-18s, even worse than the ones obtained with 21 degrees of freedom. This increases the error in the total time interval 0s-20s to the same level as those observed when using 21 degrees of freedom.
Figure 14 Errors obtained with 37 degrees of freedom for different numbers of modes considered in Modal Superposition.

Figure 15 Displacements at the middle of the bar obtained with the FEM using 37 degrees of freedom and 20 modes, at time intervals a) 0s-10s and b) 10s-20s. The results given by the HFEM and the GFEM cannot be distinguished from the analytical solution by visual inspection.
When Modal Superposition is used, the analyst is able to improve the approximate solution by removing the poorly approximated higher modes from the analysis[7], as can be observed in the results of the last two examples. However, in the case that direct integration methods are used one is not able to choose which modes will be considered. According to[7], direct integration methods are expected to give the same results that would be obtained with Modal Superposition by including all fundamental modes in the analysis. The error imbued by the higher modes when using direct integration methods must then be reduced by using appropriate time steps or some kind of numerical damping[7, 23].

In this context, the numerical damping that occurs when some time integration schemes are used (note that not all time integration schemes give numerical damping) can be beneficial, since the influence of the higher vibration modes (that are poorly approximated) can be damped out. The Houbolt Method naturally includes some kind of numerical damping, but the analyst is not able to control the magnitude of this damping[7, 23]. Some time integration schemes that include numerical damping and allow the analyst to control the magnitude of this damping in some way are the \( \alpha \)-HHT method[21, 23] and the generalized-\( \alpha \) method[24]. Here we use the Newmark method (with \( \alpha = 0.5 \) and \( \delta = 0.25 \)), that according to[7] do not cause numerical damping, since we are interested in evaluating the ability of the GFEM and the HFEM to approximate the higher vibration modes of the structures. The comparison of the FEM, the HFEM and the GFEM together with other time integration schemes should be subject of further investigation.

The results presented for the previous two examples indicate that the GFEM was able to obtain better approximations than the HFEM and the FEM when all modes were included in Modal Superposition, possibly because the higher modes have been better approximated by the GFEM. This behavior plays an important role when direct integration methods are used, since in this case the analyst is not able to exclude the influence of higher vibration modes from the analysis.

### 6.3 Truss subject to harmonic force

The third example is that of the truss from Fig. 16, that is subjected to a harmonic force and null initial displacements and velocities. In this case it is not possible to increase the number of degrees of freedom when using the FEM with linear elements, since each bar cannot be divided in two finite elements without making the structure unstable. When using the GFEM and the HFEM, instead, it is possible to increase the number of degrees of freedom by increasing the number of shape functions used.

All bars have \( E = 210 \text{GPa}, \ A = 0.005 \text{m}^2, \ \rho = 8000 \text{kg/m}^3 \) and the truss has \( L = 3 \text{m} \). The example is solved assuming an applied force with magnitude \( f = 1000 \text{N} \) and three different frequencies: \( \omega = 5000 \text{rad/s}, \ \omega = 7500 \text{rad/s} \) and \( \omega = 10000 \text{rad/s} \). No analytical solution is known for this problem and it is solved only by the approximate methods. Thus no error evaluation is performed and the comparison between the results is only qualitative.

The problem is solved using the Newmark method (with \( \alpha = 0.5 \) and \( \delta = 0.25 \)) with a time step equal to \( 1.0 \times 10^{-5} \text{s} \). Four different meshes are considered: a) FEM with linear elements,
\[ F(t) = \sin(\omega t) \]

Figure 16 Truss subject to harmonic force.

b) HFEM with 6 shape functions per bar, c) GFEM with 6 shape functions per bar, d) HFEM with 10 shape functions per bar and e) GFEM with 10 shape functions per bar. All bars of the structure are considered as a single finite element. In the case of the GFEM the enrichment functions are obtained with \( \beta_1 = \frac{3\pi}{2} \) when 6 shape functions are considered and with \( \beta_1 = \frac{3\pi}{2} \) and \( \beta_2 = 3\pi \) when 10 shape functions are considered.

The vertical displacements at node 1 from Fig. 16 for \( \omega = 5000\text{rad/s} \) are presented in Fig. 17. In this case it can be seen that both the HFEM and the GFEM obtained the same results when using 6 and 10 shape functions per bar. The results obtained with the FEM with linear elements, instead, is different from the ones obtained with the HFEM and the GFEM.

Figure 17 Vertical displacements at node 1 for \( \omega = 5000\text{rad/s} \) in the time interval 0s-0.02s. The number after the name of the formulation indicates the number of shape functions used per bar. The FEM uses linear elements with 2 shape functions per bar. The results given by the HFEM and the GFEM cannot be distinguished by visual inspection.
The vertical displacements at node 1 for $\omega = 7500\text{rad/s}$ are presented in Fig. 18. The HFEM and the GFEM converged to the same results when 10 shape functions per bar were used and thus only the results for the HFEM with 10 shape functions are presented. Taking as reference the solutions obtained with 10 shape functions per bar, a close inspection of Fig. 18 seems to indicate that the GFEM with 6 shape functions obtained more accurate results than the HFEM with 6 shape functions. The displacements obtained with the FEM are very different from the ones obtained with the other two methods.

The vertical displacements at node 1 for $\omega = 10000\text{rad/s}$ are presented in Fig. 19. The displacements obtained with the HFEM and GFEM using 10 shape functions per bar converged to the same results again. For this reason only the results given by the HFEM using 10 shape functions are presented. Taking as reference the solutions obtained with 10 shape functions per bar, Fig. 19 indicates that the GFEM with 6 shape functions obtained more accurate results than the HFEM with 6 shape functions per bar. Besides, the difference between the solutions obtained with 6 shapes functions per bar is more noticeable in this case than for $\omega = 7500\text{rad/s}$.

The vertical displacements at node 2 for $\omega = 10000\text{rad/s}$ are presented in Fig. 20. The same conclusions drawn for the displacements at node 1 hold in this case. It seems that the GFEM with 6 shape functions obtained more accurate results than the HFEM with 6 shape function, taking as reference the solutions obtained with 10 shape functions per bar.

The comparisons made for the three different frequencies indicate that the GFEM is able to obtain better results than the HFEM for higher frequencies, as observed in the previous examples and by[3].
Figure 19  Vertical displacements at node 1 for $\omega = 10000\text{rad/s}$ for the time intervals a) 0-0.01s and b) 0.01-0.02s. The number after the name of the formulation indicates the number of shape functions used per bar.

Figure 20  Vertical displacements at node 2 for $\omega = 10000\text{rad/s}$ in the time interval a) 0-0.01s and b) 0.01-0.02s. The number after the name of the formulation indicates the number of shape functions used per bar.
6.4 Bar subject to impact load

The fourth example is that of a bar subject to an impact load. The bar is initially at rest and is subject to the same boundary conditions as shown in Fig. 11. The properties of the bar are now $E = 210\,\text{GPa}$, $A = 0.001\,\text{m}^2$, $\rho = 8000\,\text{kg/m}^3$ and $L = 1\,\text{m}$.

The time dependent load is given by

$$F(t) = \begin{cases} f & \text{if } t \leq t_f, \\ 0 & \text{if } t > t_f, \end{cases}$$

(34)

where $f$ is the force magnitude and $t_f$ is the time when the force stops. This applied force is as shown in Fig. 21 and is used to model the impact load.

![Impact load](image)

Here we assume $f = 1000\,\text{N}$ and $t_f = 0.001\,\text{s}$. Note that very different time responses are obtained when the value of $t_f$ is changed. The problem is solved using the Newmark method (with $\alpha = 0.5$ and $\delta = 0.25$) with a time step equal to $2.5\times10^{-7}\,\text{s}$.

The displacements at the middle of the bar are presented in Fig. 22. The analysis was made using 11 degrees of freedom. In the case of the linear FEM, this mesh is given by dividing the domain into 10 finite elements. In the case of the GFEM and the HFEM the mesh is obtained by dividing the domain into 2 finite elements and assuming 6 shape functions per finite element. For the GFEM $\beta$ is taken equal to $3\pi/2$. The reference solution is taken as the solution given by the HFEM when using 4 finite elements with 10 shape functions. This results in 37 degrees of freedom.

From the results presented in Fig. 22 it can be seen that the results given by the HFEM and the GFEM are very close to the reference solution. The results given by the linear FEM, are also able to represent the main trend of the vibration, but are not as close to the reference solution. This is especially true for peak displacements and larger time intervals, as can be seen in Fig. 22d. The lost of accuracy for larger time intervals appears to be reduced when the HFEM and the GFEM are used.
6.5 Truss subject to impact load

The last example is that of the truss from Fig. 23 that is subject to an impact load. The truss nodes are equally spaced and $dx = dy = 2\text{m}$. The material has properties $E = 210\text{GP}$ and $\rho = 8000\text{kg/m}^3$ while all bars have a cross sectional area equal to $A = 0.001\text{m}^2$. There is an applied force at the central node of the lower chord. This load is as defined in Eq. (34) and Fig. 21, with magnitude $f = 10\text{kN}$ and $t_f = 0.001\text{s}$, and represents an impact load.

Figure 23  Truss subject to impact load.
The problem is solved using the Newmark method (with $\alpha = 0.5$ and $\delta = 0.25$) with a time step equal to $1.0 \times 10^{-5}$s. Each bar is modeled as a single finite element. In the case of the HFEM and the GFEM, the analysis is made using 6 and 10 shape functions per finite element. For the GFEM, we assume $\beta = \frac{3\pi}{2}$ and $\beta = 3\pi$. For the linear FEM, only 2 shape functions are used. Note that the bars cannot be divided in two without creating an unstable structure and consequently it is not possible to refine the mesh when using the linear FEM.

The vertical displacements at the node put in evidence in Fig. 23 are presented in Fig. 24, for three different time intervals.

Figure 24  Vertical displacements for the truss subject to an impact load for different time intervals: a) 0-0.01s, b) 0-0.1s and c) 0.4-0.5s. The results given by the HFEM and the GFEM cannot be distinguished by visual inspection. The markers were removed from b) and c) in order to allow a better visualization of the results.
The results given by the HFEM and the GFEM with 6 and 10 shape functions cannot be distinguished by visual inspection. From the time interval 0-0.01s, presented in Fig. 24a, we note that the displacement wave takes some time in order to arrive at the node monitored. It is also possible to see that the results given by the HFEM and the GFEM are very similar, while the displacements given by the linear FEM are not coincident with the displacements obtained with the other methods.

From Fig. 24b and Fig. 24c we note that the linear FEM is able to represent the main trend of the displacements, but that accuracy is lost for larger time intervals. This lost of accuracy for larger time intervals appears to be reduced when the HFEM and the GFEM are used. This kind of behavior of the linear FEM can lead to difficulties for obtaining very accurate results with the linear FEM, since the mesh cannot be refined just by dividing the finite elements in two.

7 CONCLUSIONS

This paper presented a GFEM formulation for the dynamic analysis of bars and trusses. The time integration procedure was made using Modal Superposition and the Newmark method. Numerical errors can result both from the time integration procedure and from the finite element approximation. Errors from the numerical integration procedure can be reduced by decreasing the time step used or by changing the number of modes considered for Modal Superposition, while errors from the finite element method can be reduced by using a more accurate approximation.

The GFEM allows one to use an enriched approximation for the displacements that is easy to obtain and does not affect nodal quantities. This approximation leads to better results than standard linear FEM. For the examples studied here, the GFEM also presented better results than the HFEM. Besides, this GFEM formulation presented here is a hierarchical one (as is the case of HFEM), since the approximation can be enriched without changing the shape functions used in lower order elements. Finally, the enrichment shape functions proposed do not affect the nodal degrees of freedom and thus standard procedures used for the linear FEM still hold.

The results presented here indicate a strong potential of the GFEM for problems from structural dynamics. The extension of the approach proposed in this paper to beams and two dimensional problems will be subject of future works.
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