Learning Effective Representations for Person-Job Fit by Feature Fusion
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ABSTRACT
Person-job fit is to match candidates and job posts on online recruitment platforms using machine learning algorithms. The effectiveness of matching algorithms heavily depends on the learned representations for the candidates and job posts. In this paper, we propose to learn comprehensive and effective representations of the candidates and job posts via feature fusion. First, in addition to applying deep learning models for processing the free text in resumes and job posts, which is adopted by existing methods, we extract semantic entities from the whole resume (and job post) and then learn features for them. By fusing the features from the free text and the entities, we get a comprehensive representation for the information explicitly stated in the resume and job post. Second, however, some information of a candidate or a job may not be explicitly captured in the resume or job post. Nonetheless, the historical applications including accepted and rejected cases can reveal some implicit intentions of the candidates or recruiters. Therefore, we propose to learn the representations of implicit intentions by processing the historical applications using LSTM. Last, by fusing the representations for the explicit and implicit intentions, we get a more comprehensive and effective representation for person-job fit. Experiments over 10 months real data show that our solution outperforms existing methods with a large margin. Ablation studies confirm the contribution of each component of the fused representation. The extracted semantic entities help interpret the matching results during the case study.
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1 INTRODUCTION
Online recruitment platforms, e.g., LinkedIn, make it easy for companies to post jobs and for job seekers to submit resumes. In recent years, the number of both job posts and resumes submitted to online recruitment platforms is growing rapidly. For example, in U.S., there are over 3 million jobs posted on LinkedIn in every month[18]. Traditionally, resumes submitted for each job are reviewed manually by the recruiter to decide whether to offer the candidates the job interview. However, manual reviewing is slow and expensive to handle the overwhelming new job posts and resumes on online platforms. It is essential to design effective algorithms to do job-resume matching automatically. This problem is called person-job fit.

Multiple approaches have been proposed for person-job fit. Earlier solutions consider person-job fit as a recommendation problem and apply collaborative filtering (CF) algorithms [7, 20, 33]. However, CF algorithms ignore the content of the job post and the resume, e.g., the working experience of the candidate and the job requirement. In contrast, when we do manual reviewing, we read the resume to understand the candidate (e.g., the skills and experience); we read the job post to understand the requirements; then we make a decision, i.e., whether the candidate should be offered an interview. We can see that the content of the resume and job post plays a key role in person-job fit. It is thus vital to extract effective representation of the content.

Recently, deep learning models have largely improved the performance of natural language processing tasks, including semantic matching [12, 22] and question answering. Deep-learning-based methods [4, 17, 23, 32] are consequently introduced for person-job fit, focusing on learning effective representations of the free text of the job post and resume. The learned representations are then compared to generate a matching score. However, they only process the text paragraphs including the working experience and job requirements, and fail to comprehend other (semi-) structured fields like the education, skills, etc. This is partly because deep learning models are typically applied for natural language sentences instead of (semi-) structured fields. As a result, valuable information from these fields are left unexploited.

Moreover, most of existing deep-learning-based solutions ignore the historical applications of the candidate and the job post. It is common for a candidate to apply multiple jobs and for a job to receive multiple resumes, as shown in Figure 1. The numbers are derived from our experiment dataset. In specific, about 36% have applied more than one jobs and about 88% jobs have received more than one resumes. The history data could provide extra information of the candidate and job. Specifically, sometimes the job description is not written carefully or comprehensively, e.g., missing some...
requirements or unclear preference between two skills (Python versus C++); sometimes the recruiter’s requirement or expectation may change dynamically, e.g., increasing if the received resumes so far are of very high quality. For such cases, the history data including accepted resumes and rejected resumes of a job could help to infer the recruiter’s implicit intentions not elaborated in the job description.

In addition, deep learning models are typically difficult to interpret [19] due to complex internal transformations, although a lot of attention has been paid to this issue [3, 16, 25]. As a result, deep-learning-based person-job fit solutions face the interpretation problem. In real deployment, yet, it is necessary to explain why a candidate is accepted or rejected for a given job post.

Towards these issues, in this paper, we propose a feature fusion solution. First, we propose a semantic entity extraction step to extract semantic entities, including the university and working years, from the whole resume and job post. All extracted entities are then concatenated into a vector, which captures the high-level semantics of the content and is easy to interpret. The semantic vector is further transformed through an adapted DeepFM model to learn the correlations among the entities. We also apply a convolutional neural network (CNN) over the text fields in the resume (resp. job post) following existing works. The outputs from DeepFM and CNN are fused via concatenation to produce a feature vector representing the explicit intention of a resume (resp. job post). Second, to exploit the history information, we propose a new encoding scheme for the job-resume pair from an application. All the historical applications, including both the accepted and rejected cases, of a candidate (resp. a job post) are processed by a LSTM model to learn the implicit intention. Last, we do a late fusion of the representations for the explicit and implicit intentions to represent the job and candidate comprehensively.

Extensive experimental evaluations over real data show that our solution outperforms existing methods. We also conduct ablation studies to verify the effectiveness of each component of our solution. In addition, case studies are presented to demonstrate the contribution of semantic entities to model interpretation. Our solution has been deployed partially for one year. Some experience on improving the efficiency and reducing the cost will be shared at the end of this paper.

Our contributions include

1. We propose a method to learn the representation for the explicit intention of the candidate and recruiter by processing the whole content of the resume and job post.
2. We propose a method to learn the representation for the implicit intention of the candidate and recruiter by aggregating the historical applications.
3. We fuse the two sets of representations to get an effective and comprehensive representation for both the job post and candidate. Extensive experiments are conducted to confirm the effectiveness and interpretability of our proposed solution.

## 2. RELATED WORKS
With the proliferation of online recruitment services, various recruitment analysis tasks have been studied, including career transition (a.k.a. talent flow) analysis [5, 30, 31], job (resume) recommendation and person-job fit. We shall review the recent papers on the last two tasks in more details.

### 2.1 Job and Resume Recommendation
Existing online recruitment platforms like LinkedIn typically have the user information including the demographic profile and working experience. They can also record the actions of the user on each job post, e.g., clicking and browsing time. Existing recommendation algorithms such as collaborative filtering have been adapted [8, 20, 21] to recommend jobs to users or recommend resumes to recruiters based on these information together with the user-user relationship (e.g., friends or following). The RecSys Challenge 2016 [1] is about the job recommendation problem.

Our person-job fit problem differs to the job (resp. resume) recommendation problem in two aspects. First, job (resp. resume) recommendation is trying to predict and rank the jobs (resp. resume) based on the users’ (resp. recruiters’) preference; in person-job fit, given a candidate-job pair, we already know that the candidate has applied (i.e., shown interests) for the given job; the task is to predict whether the recruiter will offer him/her an interview or not. Second, in person-job fit, there is no social networking data or action data; instead, only resumes and job posts are available.

### 2.2 Person-Job Fit
Generally, good person-job fit algorithms should follow the manual review process, which checks the resume of the candidate and the job requirement to decide if they are matching. Understanding the semantics of the resume and job post is vital. Therefore, this task is highly related to natural language processing, especially text representation learning. Deep neural networks such as convolutional neural networks [14] (CNN), recurrent neural networks [27] (RNN), attention models [2, 29] and BERT models [6], have made breakthrough in representation learning for text [9], including word, sentence and paragraph representation. Significant improvements are observed in search ranking where the similarity of the query and candidate documents are computed based on the learned representations [12, 26]. These models can be adopted in our algorithm for learning representations of free text in resumes and job posts.

The most relevant works are [23, 24, 32, 34]. They all apply deep neural networks to learn representations for the resumes and jobs. Zhu et al. Chen et al.[34] feed the embedding of each word in

---

**Figure 1:** Frequency for the number of jobs applied per candidate (left) and resumes received per job (right).
3 METHODOLOGY

3.1 Problem Definition

We denote the candidate set as \( C = \{c_i\}_{i=1}^m \) and the job post set as \( P = \{p_j\}_{j=1}^n \). A set of historical applications (i.e., the training dataset) denoted as \( H = \{(c_i, r_{ik}, p_j, t_{ik})\} \) is given, where \( r_{ik} \) is the resume of candidate \( c_i \) submitted to the job post \( p_j \); \( k \) indicates that this is the \( k \)-th resume (i.e., \( k \)-th application) submitted by \( c_i \)

\[ t_{ik} \in \{0, 1\} \] is the truth label for the matching result (1 for accept and 0 for reject). Figure 2 illustrates the interactions between the candidates and job posts, where each edge represents a resume of a candidate submitted for a job. The same candidate may submit different resumes for different jobs. The person-job fit task is to predict the matching result for a new application. It is possible that the candidate and the job post of this new application never appears in \( H \). In the rest of this paper, we use \( r, c, p, t \) respectively for the resume, candidate, job post and truth label from an application when the context is clear.

3.2 Overview

Our overall idea is to learn an effective representation (i.e., feature vector) of the candidate and the job post, denoted as \( f(c) \) and \( g(p) \) respectively. The matching score is then calculated as \( \sigma(f(c)^T g(p)) \), i.e., the inner-product of the feature vectors normalized by sigmoid function. For the feature vector of the candidate (resp. job post), we do a late feature fusion, i.e., concatenation, of the feature vectors learned from two aspects. First, we learn a feature vector of the content of the job post to represent the recruiter’s explicit intention, i.e., the job requirements, denoted as \( g_r(p) \) (resp. the resume \( f_r(r) \) for the candidate’s explicit skills). Second, we learn a feature vector to capture the implicit intention of the recruiter, denoted as \( f_i(p) \), based on the previous applications he/she rejected and accepted. Similarly, we learn a feature vector to capture the implicit capabilities of the candidate denoted as \( g_i(c) \) based on the applications he/she submitted, including accepted and rejected. Two neural network models are trained separately for the explicit and implicit features using the binary cross-entropy loss over the training tuples \( H \).

\[ L_E(c, r, p, t) = -t \log\sigma(f_r(r)^T g_r(p)) \] \hspace{1cm} (1)

\[ L_I(c, r, p, t) = -t \log\sigma(f_i(c)^T g_i(p)) \] \hspace{1cm} (2)

By fusing, i.e., concatenating, the feature vectors from the two models, we get \( f(c) = [f_r(r); f_i(c)] \), \( g(p) = [g_r(p); g_i(p)] \), where \( r \) is the resume of the candidate \( c \) submitted for job post \( p \). A threshold for the matching score \( \sigma(f(c)^T g(p)) \) is tuned using a validation dataset for making the final decision, i.e., accept or reject.

---

In this paper, we process the resume submitted in every application individually, although a candidate may submit the same resume for different job posts.
3.3 Learning Explicit Features

In this subsection, we learn feature vectors directly for the resume and the job post from one application. The learned features represent the explicit information described in the resume and job post. Both the job post and resume have many fields as illustrated in Figure 2. For example, there are (simi-) structured fields (in blue text) such as education and skills in the resume, and job title and skill requirements in the job post. There are also free text fields (in gray text) such as working experience in the resume and job description in the job post. Most of existing works only learn features from the free text fields using deep learning techniques; that is to say, they skip the other fields, which in fact may contain valuable information. Towards this issue, we propose to extract semantic entities from the whole resume (and job post) using machine learning models and rules. The semantic entities are then embedded and fed into an adapted DeepFM [10] to learn the correlations among the features, whose output feature vector is concatenated with the feature vector generated by a convolutional neural network against the free text fields. Figure 3 shows the model structure. In this way, the final output feature vectors represent the resume and job post explicitly and comprehensively. Next, we shall introduce the algorithm to learn the features for resumes. The same algorithm is applied for job posts except for some hyper-parameters which are stated specifically.

Semantic Entities Given a resume, we preprocess it to parse the content into a JSON format data structure, including education, working experience, skills, etc. For different fields, we apply different techniques to extract the semantic entities. First, regular expressions and rules are applied to extract simple entities such as age, gender, location, etc. Some entities have different mentions (e.g., abbreviations) that are not easy to recognize using rules. Second, neural network classifiers are trained to extract these complex entities respectively, including university, major, position of the previous job, etc. For instance, we feed the text from the education field as the input to the model to predict the university index from a predefined university list. The BERT model [6] is fine-tuned for this task. Third, the rest entities are derived based on domain knowledge and the entities from the previous two steps. For example, we get the tier (e.g., top50) of a candidate’s university by checking the university (from the second step) over an university ranking list, e.g., the QS ranking or USNews. After the three steps, we get a list of s entities, among which some are categorical values, e.g., the university index, and some are real values, e.g., the duration of a candidate’s previous job.

By converting every categorical entity into a one-hot representation and standardizing the real value entities, we get a sparse vector $x$ of length $d_x$, which is fed into the adapted DeepFM model as shown in Figure 3 (left). Different to the original DeepFM model that generates a single scalar value as the output of the FM Block, we produce a feature vector consisting of two parts: 1) $\text{squeeze}(w \ast x)$, which multiplies the sparse vector with a weight vector $w \in \mathbb{R}^{d_x}$ (to be trained) element-wisely and then removes the empty entries. Since there are $s$ entities in each resume, the output vector from $\text{squeeze}()$ has $s$ elements. This vector captures the first order feature of the entities. 2) $\sum_{i=1}^{s} V_i \ast x$, where $V_i \in \mathbb{R}^{d_{f,m}}$ is the dense embedding vector (to be trained), as shown in the shadow area, of the $i$-th element in $x$. The summation result is a vector of length $d_{f,m}$. This vector represents the second-order features of the semantic entities. For the Linear Blocks in Figure 3, we follow the structure in the original DeepFM model. The input is a dense vector concatenated by all the embedding vectors of the $s$ entities. Finally, we concatenate the feature vectors from the FM block and Linear blocks as the output from the DeepFM side.

Free Text We follow [34] to extract explicit features from the free text fields. The model is a convolutional neural network (CNN) with 2D convolution blocks and a linear layer. Each sentence from the free text fields is truncated and padded into a fixed length. A maximum sentence length is also set to get a fixed number of sentences via truncation and padding (at the sentence level). Therefore, the input to the CNN model is a matrix (one row per sentence) for each resume. The words are embedded through a dense embedding layer and the result (3D tensor) is fed into the convolution blocks.

Training The output feature vectors from the DeepFM model and the CNN model are concatenated and fed into a linear layer to produce the explicit feature vector of length $d_{e}$, i.e., $f_{e}(r)$ and $g_{e}(p)$ for a resume and a job post respectively. The whole model in Figure 3 is trained end-to-end using back-propagation and mini-batch stochastic gradient descent algorithm (SGD) with the loss function defined in Equation 1.

3.4 Learning Implicit Features

Job Post A job post is written to describe the intention of the job recruiter; however, the text may not capture the intention comprehensively. For example, the recruiters may miss to mention some skills carelessly or dynamically change the expectation if the received resumes are of very high (or low) quality. Nonetheless, previously accepted and rejected resumes can help infer these implicit intentions. Therefore, we exploit the application history to learn the implicit features for each job post.

Given a job post $p_j$ from an application, we extract all applications to $p_j$ before this one from $H$ as $H(p_j) = \{c_{i,j}, r_{i,j}, p_j, t_{i,j}\}$. A LSTM model is applied to learn the features from $H(p_j)$, as shown

---

We created a knowledge base for this purpose. The knowledge base construction is out of the scope of this paper; therefore, we skip it.

We leave the testing of other advanced RNN models, e.g., Bi-directional LSTM, as a future work.
Figure 4: Model structure for learning implicit features.

in Figure 4 (left side). Specifically, we propose a novel input encoding scheme for each tuple in \( H(p_j) \). For each \((c_i, r_{ik}, p_j, t_{ik}) \in H(p_j)\), we concatenate the explicit feature vectors as \([f_E(r_{ik}); \text{onehot}(t_{ik}); g_E(p_j)]\) into \( R^{2d_E+2} \), where \text{onehot}(t_{ik}) is the onehot representation of the result, i.e., 01 for rejecting or 10 for accepting. By feeding the explicit features of the resumes and the current job post as well as the decision (i.e., accept or reject), we expect the LSTM model to learn the features for representing the implicit intention of \( p_j \).

These encoded vectors are fed into the LSTM model according to time when they are reviewed by the recruiter. The last hidden state vector of the LSTM model is transformed by a linear layer with \( d_I \) neurons, whose output is assigned to \( g_I(p_j) \).

**Candidate** Since a candidate may change the resume over time and submit different versions for different job posts, it is more reasonable to learn the implicit intention of the candidate instead of every resume. The same model structure is applied to learn the implicit features for each candidate as shown in Figure 4 (right side). Note that for each job post \( p_j \) applied by candidate \( c_i \), it is encoded into the input to the LSTM as \([f_E(r_{ik}); \text{onehot}(t_{ik}); g_I(p_j)]\) into \( R^{2d_E+2} \), where \( r_{ik} \) is the resume submitted for \( p_j \). The last hidden vector of the LSTM model is transformed by a linear layer with \( d_I \) neurons to generate \( f_I(c_i) \).

**Training** The whole model in Figure 4 is trained end-to-end by back-propagation and SGD with Equation 2 as the loss function. For each training tuple (i.e., application) \((c_i, r_{ik}, p_j, t_{ik}) \in H\), we collect all previously applied jobs for \( c_i \) and all previously received resumes for \( p_j \) to construct the inputs for the two LSTM models respectively. To facilitate fast training, we truncate or pad the inputs to have a fixed length of 20 (left) and 5 (right) respectively. The numbers are derived with reference to the average number of resumes per job and average number of jobs per candidate. If padding is applied, the onehot vector for the decision is 00 (for unknown). For the case where there is no historical data for \( p_j \) (or \( c_i \)), all the input resumes are generated via padding. Note such cases take a small portion of all tuples as it happens only when the job post or the candidate is new to the system. Although the output does not carry any extra (intention) information, we still concatenate it with the explicit features to make all job posts and candidates have the feature vectors of the same length, i.e., \( d_E + d_I \). With that, we can compute a matching score between any job post and candidate.

### 4 EXPERIMENT

#### 4.1 Experiment setup

**Dataset** Both the resumes and job posts are sensitive data. As far as we know, there is no public data available for the person-job fit problem. Existing papers use private data provided by commercial recruitment platforms. In our experiment, we use the real data collected by our recruitment platform from January 2019 to October 2019. In total, there about 13K (K=1000) job posts, 580K candidates and 1.3 million resumes. Each application is a data sample (i.e., a tuple defined in Section 3.1). We order them according to the time when the recruiter reviews the application, which is in accordance with the order of the LSTM model. The last 100K samples are used for testing and the second last 100K samples are used for validation; the rest (about 1.1 million) is used for training.

**Baselines** We compare our feature fusion solution, called PJFFF (Person-Job Fit based on Feature Fusion) with the following baseline methods, including traditional machine learning models, a collaborative filtering algorithm and three deep learning based methods. More details of the last three methods are introduced in Section 2.2.

- Logistic regression (LR), Factorized Machine (FM), Multi-layer Perceptron (MLP) and LightGBM [13]. For each resume and job post pair (from one application), we feed the sparse vector \( x \) from Section 3.3 as the input to these models.
- LightGCN [11] proposes a graph convolutional neural network to implement collaborative filtering. The embedding vectors of the candidate nodes and job nodes are learned and compared (inner-product) for recommendation.
- PJFNN [34] uses two CNN models to learn the features of the free text in the resume and job post respectively. The structure is the same as that for learning the explicit features of the free text in Figure 3 (right side).
- APJFNN [23] applies attention modelling recursively to learn ability-aware representations for the resume and job post.
- JRMPM [32] also exploits the application history. It uses a memory network to embed the preference of the candidate and the job recruiter into their representations.

**Evaluation Metrics** Following previous works [23, 32], we evaluate the accuracy, AUC, precision, recall and F1 of each method.

We tune the threshold for generating the decision (accept or reject) over the validation dataset to maximize the F1 metric. The same threshold is applied for computing the accuracy metric. According to the business requirement, we tune another threshold to make the recall at 0.8 and then compute the precision@recall=0.8.

**Hyper-parameter Setting** In our experiment, we extract \( s = 264 \) entities for each resume and \( s = 57 \) entities for each job post. The length of the sparse feature vector \( d_k \) is about 37K for a resume and 1.6K for a job post respectively. For the adapted DeepFM model in Figure 3, we set embedding vector size as \( d_{fm} = 7 \) and the size of the last linear layer as \( d_E = 128 \). The CNN model in Figure 3 has the...
4.2 Performance Comparison

The performance metrics of all methods are listed in Table 1. We can see that our solution PJFFF outperforms all baseline methods across all evaluation metrics with a large margin. PJFNN, APJFNN and JRMPM are the most relevant methods to our solution. However, they fail to read and process the non-free text fields in resumes and job posts, which actually may contain valuable information to capture the explicit intention of the candidates and recruiters. Moreover, PJFNN and JRMPM ignore the historical applications of each candidate and each job post. In contrast, JRMPM and PJFFF both utilize the historical information to infer the implicit intention. Therefore, they get better performance.

LightGBM is the second best method, which even outperforms the recently proposed deep-learning-based methods, namely, PJFNN, APJFNN and JRMPM. In fact, LR, FM and DNN are comparable to the deep-learning-based methods. We notice that in APJFNN[23] and JRMPM[32] papers, these methods’ performance is much worse than APJFNN and JRMPM. We think the major reason is that we are using different input feature vectors. In APJFNN and JRMPM papers, they average the embeddings of all words from the free text fields of a resume and a job post respectively as the inputs to GBDT. In our experiment, we feed the sparse entity feature vector into these model. The result shows that our entity feature vector is effective in representing the resume and job post.

LightGCN has the worst performance. Although it has shown to be effective than other collaborative filtering approaches for recommendation problems, LightGCN is not a good solution for person-job fit. We think this is mainly because LightGCN does not use the content of the resume and job post at all. It learns the embedding vectors of each resume and each job post merely based on the interactions among the resume nodes and job post nodes in the graph. Moreover, some nodes do not have connections to others. In other words, for new candidates and job posts, LightGCN has the cold starting issue, which is a common challenge for collaborative filtering methods. For our method, although we cannot get any implicit intention information for such cases, we still have the explicit features.

4.3 Ablation Study

Our PJFFF fuses two sets of features, namely explicit and implicit features. The explicit features are generated by the adapted DeepFM and CNN. Consequently, it has multiple variations by combining these components differently. In this section, we evaluate four variations to study the contribution of each component.

1. \( f_{E\&G}(entity) \) This variation uses the adapted DeepFM model only to learn the explicit features, i.e., the left part of Figure 3. The free text data is ignored.

2. \( f_{E\&G}(both) \) This variation learns the explicit features using both DeepFM and CNN, i.e., Figure 3. No implicit features are learned.

3. \( f_{G}(entity) \) This variation fuses the explicit features generated by DeepFM and the implicit features without using the free text data.

4. \( f_{G}(both) \) This is the complete PJFFF model which fuses the implicit features and explicit features over the whole resume and job post.

The ablation study results are listed in Table 2. First, the \( f_{E\&G}(entity) \) variation has the worst performance. However, although it only learns the explicit features using DeepFM over the semantic entities, the performance is comparable to other baseline methods in Table 1. The result confirms that the semantic entities carry valuable information. Second, by comparing the performance of \( f_{E\&G}(both) \) and \( f_{E\&G}(entity) \), we can see there is a significant improvement. This is due to the contribution of the CNN model over the free text fields. Similar improvement is also observed by comparing \( f_{G}(entity) \) and \( f_{G}(both) \). Third, when we compare the rows for \( f_{E\&G}(entity) \) and \( f_{G}(entity) \) (resp. \( f_{E\&G}(both) \) and \( f_{G}(both) \)), the performance is improved. It indicates that the implicit features make positive contributions. To conclude, all components involved in PJFFF contributes positively to the final performance. By combining them together, we get the best model.

4.4 Hyper-parameter Sensitivity Study

In this section, we study the sensitivity of two hyper-parameters of PJFFF pertaining to the model structure, namely the hidden state size of the LSTM layer and the last linear layer size in Figure 4. Other model structure hyper-parameters are mainly set following existing papers; and the training hyper-parameters are tuned over the validation dataset. Figure 5 shows the results when we vary

---

Table 1: Performance comparison for person-job fit.

| Method      | AUC (%) | Accuracy (%) | Precision (%) @Recall=0.8 (%) | F1 (%) |
|-------------|---------|--------------|-------------------------------|--------|
| LR          | 88.6    | 87.6         | 48.5                          | 50.2   |
| FM          | 90.0    | 88.7         | 51.2                          | 60.9   |
| DNN         | 91.2    | 89.4         | 55.9                          | 64.9   |
| LightGBM    | 91.7    | 90.2         | 56.9                          | 67.6   |
| LightGCN    | 64.1    | 87.5         | 12.7                          | 36.5   |
| PJFNN       | 89.6    | 89.3         | 46.0                          | 64.2   |
| APJFNN      | 90.4    | 90.8         | 48.7                          | 68.0   |
| JRMPM       | 91.3    | 88.7         | 51.8                          | 66.7   |
| PJFFF       | 95.3    | 92.9         | 73.3                          | 77.1   |

Table 2: Ablation study of our PJFFF.

| Method          | AUC (%) | Accuracy (%) | Precision (%) @Recall=0.8 (%) | F1 (%) |
|-----------------|---------|--------------|-------------------------------|--------|
| \( f_{E\&G}(entity) \) | 91.4    | 89.6         | 56.4                          | 65.7   |
| \( f_{E\&G}(both) \) | 94.2    | 91.0         | 65.6                          | 73.1   |
| \( f_{G}(entity) \) | 93.1    | 91.5         | 63.3                          | 71.3   |
| \( f_{G}(both) \) | 95.3    | 92.9         | 73.3                          | 77.1   |

(2) \( f_{E\&G}(both) \) This variation learns the explicit features using both DeepFM and CNN, i.e., Figure 3. No implicit features are learned.

(3) \( f_{G}(entity) \) This variation fuses the explicit features generated by DeepFM and the implicit features without using the free text data.

(4) \( f_{G}(both) \) This is the complete PJFFF model which fuses the implicit features and explicit features over the whole resume and job post.
the size. We can see that the performance metrics are almost on horizontal lines, indicating that PJFFF is not sensitive to the two hyper-parameters.

![Figure 5: Sensitivity analysis of hyper-parameters.](image)

4.5 Case Study

Case studies are conducted to inspect and verify our solution from another perspective. Figure 6 shows two application cases for the same job. The left side illustrates the job post and resumes. The right side displays some extracted semantic entities. The matching score generated for Resume 1 and Resume 2 is 0.78 and 0.04 respectively. We can see that our solution is able to rank the accepted resume and rejected resume correctly. To understand why the two resumes get different scores, we can refer to the semantic entities, which clearly indicate the requirement of this job, and the experience and capability of the candidates. We can see that the entities of Resume 1 match those of the job post well. For example, the candidate worked on algorithm development for two jobs, and he/she has the deep learning and AI skills which are required by the job post. However, for Resume 2, the semantic entities are less relevant to those of the job post. To conclude, these semantic entities are informative for interpreting the result generated by our method. For example, human resource (HR) managers who do not have the expertise knowledge of the position can refer to the semantic entities to understand the model’s decision.

4.6 Online Deployment

Our solution is developed in 2 stages, where the first stage learns the explicit features using the semantic entities as the input. For this part, we have deployed it for online serving for 1 year. Some special optimization and engineering work is done to improve the efficiency and reduce the cost for large-scale deployment. In specific, considering that GPUs are expensive, we deploy our method on CPU machines. To improve the efficiency, we re-implement all preprocessing steps and semantic entity extraction steps using the Go language, which reduces the inference time per sample by 50%. We also applied model distillation [28] to replace the BERT model for extracting the complex semantic entities. After that, the inference time is reduced by another 50% and is 0.2-0.3 second per sample. The second stage adds the rest components introduced in this paper. These additional components increase the time complexity. We are optimizing the efficiency and will deploy them later.

5 CONCLUSION

In this paper, we have introduced a feature fusion based method, called PJFFF, for the person-job fit problem. Our method differs to existing solutions in two aspects. First, instead of purely relying on deep learning models to process the free text fields in a resume and job post, PJFFF extract semantic entities from the whole resume and job post in order to learn comprehensive explicit features. Second, we propose a new scheme to encode the historical application data of each candidate and each job post. They are fed into LSTM models to learn implicit intentions of the candidate and recruiters respectively. Finally, the two sets of features are fused together via concatenation to produce an effective representation. Experimental study confirms the superiority of our method over existing methods and verifies the contributions from each component of PJFFF.
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