Adaptive Security and Trust Management for Autonomous Messaging Systems

HABTAMU ABIE and TRENTON SCHULZ, Norwegian Computing Center, Norway
REIJO SAVOLA, University of Jyväskylä, Finland

With society’s increased dependence on information communication systems, the need for dependable, trustable, robust, and secure adaptive systems becomes ever more acute. Modern autonomic message-oriented middleware platforms have stringent requirements for self-healing, adapting, evolving, fault-tolerance, security, and active vulnerability assessment, especially when the internal working model of a system and the environmental influences on the system are uncertain during run-time. In this paper, we present an adaptive and evolving security approach, and adaptive trust management approach to autonomous messaging middleware systems. This approach learns, anticipates, evolves, and adapts to a changing environment at run-time in the face of changing threats. The approach combines adaptive risk-based security, trust-based security, and security-based trust: the resultant supra-additive synergy improves and increases the strength of security and the degree of trust in the system. The approach also integrates different metrics, assessment tools, and observation tools that improve and increase the assessability and verifiability of the trustworthiness of the system. Validation of results is through industrial case studies and end-user assessment.
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1 INTRODUCTION

The environment surrounding modern communication and information systems is in a continuous state of change throughout the lifetime of an application. Autonomous adaptive systems deal with the uncertainty that is ascribable to a number of different factors, by being self-organizing and emergent.

Self-organization is achieved when the system constructs, and adaptively maintains, its own behavior without external control. Emergence is the state of a system when it exhibits coherent system-wide or macroscopic behavior generated dynamically by the local interactions between the individual entities at the microscopic level. Here macroscopic refers to the dynamics of the system as a whole, while microscopic refers to the dynamics and actions of the individual entities within the system.

Message-Oriented Middleware (MOM) enables applications to exchange messages with other applications without having to know details of the other applications’ platforms and networking, thus increasing the interoperability, portability, and flexibility of architectures. Because they must be self-organizing and emergent, modern autonomous MOM platforms have stringent requirements for self-healing, adapting, evolving, fault-tolerance, security, and active vulnerability assessment; this is especially true when the internal working model of a system and the environmental influences on the system are uncertain during run-time.

GEMOM (Genetic Messaging-Oriented Secure Middleware) [4, 23] addresses these issues and provides solutions to overcome limitations in robustness, resilience, it’s ability to evolve, adaptability, scalability, and assurance against vulnerabilities to security threats and erroneous input during run-time in the face of changing threats. In this study, we have developed adaptive trust management (ATM) and adaptive and evolving security (AES), and adaptive trust management (ATM) models that are essential to an autonomous MOM system: models that learn, anticipate, evolve and adapt to the changing environment at run-time in the face of changing threats without sacrificing too much of
the efficiency, flexibility, reliability and security of the system. The main contribution of this study is the analysis of the development and implementation of the AES and ATM models, introduced in our earlier work [2]. This (a) combines adaptive risk-based security, trust-based security, and security-based trust, whose combination improves and increases the strength of security and degree of trust in the system; this work also (b) integrates different metrics, assessments, and observation tools that improve and increase the assessability and verifiability of the trustworthiness of the system. In addition, we analyze the theoretical foundations of adaptivity, the concept all our models are based on, with its benefits and shortcomings, and introduce a trustworthiness and confidence calculation framework.

The rest of this paper is structured as follows. Section 2 gives a brief presentation of the GEMOM-enhanced secure, resilient and reliable MOM. Section 3 presents an analysis of the foundations of adaptivity with its advantages and disadvantages. Section 4 describes the AES model and the function of its core components. Section 5 describes the ATM model, which combines risk-based security, trust-based security, and security-based trust. Section 6 shows how the AES, the ATM, and the different tool-set are combined and deals with prototyping and the validation of results. Section 7 provides a discussion on the results and novel issues raised during the development. Section 8 presents related work and a comparison of our work with that of whose work is most closely related to ours. Finally, our conclusion and future perspectives are presented in Section 9.

2 SECURE, RESILIENT, AND RELIABLE MOM

Self-healing systems attempt to “heal” themselves in the sense of recovering from faults and regaining normative performance levels by employing models, whether external or internal, to monitor system behavior and by using inputs to adapt themselves to the run-time environment [24]. Self-adaptive systems aim at anticipating changes that occur in a complex environment and automatically dealing with them at run-time based on the knowledge of what is happening in the system as guided by objectives and needs of stakeholders, and are characterized by three core functionalities: monitoring (sensing) the environment to recognize problems, making decisions on which behavior to exhibit, and realizing the behavior change by adaptation [17, 34, 46].

In GEMOM, the notion of fault is seen at an abstract level, and fault tolerance is looked at in a more dynamic way. GEMOM’s definition of intelligence and resilience draws attention to the fact that there can be insensitivity to faults or a low awareness of them. These faults can result in the deterioration of the functional profile of the information system, of the volumetric profile, or of the security profile. It also brings up the question of the availability of support for a reconfiguration back to an efficiently working system. GEMOM is able to rectify such vulnerability to faults by researching, developing, and deploying a prototype of a messaging platform that is evolutionary, self-organizing, self-healing, self-adaptive, scalable, and secure. GEMOM is resilient and utilizes redundant modules (hot-swap or switch-over) instantly without information loss. These resilience features allow specialist, independent system actors (e.g., watchdogs, security monitors, situation monitors, routers, and other optimizers) to remove or replace compromised nodes in the broader network instantly without compromising higher levels functionality and security.

Existing MOM technologies are crude, do not scale, and are not suited to future needs. They have neither the robustness nor the resilience appropriate for future real-time systems. GEMOM provides solutions to overcome these limitations to secure autonomic messaging [4]. GEMOM is making advances in the following areas: resilience, self-healing, self-adaptive, scalability, integrated vulnerability management, better interoperability and integration of distributed systems, and holistic and systematic adaptive security monitoring and measurement.
2.1 Resilience, Self-healing and Scalability

The current solutions to self-healing in autonomic communications middleware are incomplete and unsatisfactory and do not support more demanding applications well. In GEMOM, resilience and self-healing are achieved by the use of an overlay of brokers that supports resilience in systems that depend on publish/subscribe MOMs, despite the lack of any privileged knowledge of the underlying infrastructure. The brokers in the overlay are called GBrokers (G-Nodes). A Broker Overlay Manager Agent (OMA) has been developed that performs autonomous adjustments to the run-time configuration of the system to preserve and maintain optimal and uninterrupted operation, also in case of partial breakdowns. It supports mechanisms for adding G-Nodes, measuring QoS between overlay components and publishers and subscribers, deciding what action to be taken to mitigate loss of QoS or breakdowns, discovering and communicating with other components in the overlay network, evaluating the performance of the system in the context of the monitored performance, establishing the state of the overlay network, and making decisions on the reconfiguration of routing and message passing.

The OMA also learns from experience and uses its new knowledge in its prediction and decision-making. Two approaches are used to achieve resilience and evolution: one being the management of reserve resources in such an overlay network, and the other being empirical correlations.

In GEMOM, scalability and resilience are achieved via cooperating brokers, publishers, and subscribers with sufficient replication of paths and namespaces, and clustering topics into groups of one or more with group replication. This allows the system to avoid overloading brokers and survive random or sudden fallout without interruption of service.

2.2 Vulnerability Management

The innovation in the GEMOM vulnerability management system is the integration of the detection systems, intelligent techniques, and the threat and vulnerability management tool-set into the management system. The detection systems include mechanisms for the detection of security vulnerabilities, input errors, misconfiguration errors, and bugs. The vulnerability management system includes intelligent techniques for searching and discovering vulnerabilities and other errors, detecting violations of QoS, detecting violations of the privacy policy. The threat and vulnerability management tool-set provides mechanisms for threat discovery and techniques to support generic, intelligent, adaptive approaches to robustness and security testing in a distributed environment. Knowledge of the different kinds of vulnerabilities, the software functionality, aspects of the semantics of the application domain, and protocols used is integrated into the tools to find vulnerabilities and errors in the software [4].

2.3 Enhanced Interoperability and Integration

The Publish/Subscribe variant of MOM is an efficient mechanism to integrate distributed systems. This messaging paradigm provides key properties for efficient system modeling, e.g., modeling, and re-factoring of the system during run time. The message paradigm also makes the system inherently extensible as new protocols can be made by creating new topics to publish on and subscribe to. This paradigm is also a powerful base for implementation of scalability and resilience. In addition, GEMOM supports better interoperability and integration of information systems by allowing actual instances to be configured so that various functions are subcontracted to one or more separate, external or federated entities. This separation allows for a different security layout of different individual or clusters of services. For the advantages of this approach, see Abie et al. [4].
2.4 Holistic and Systematic Adaptive Security
Existing MOM systems are not able to guarantee holistic and systematic security, privacy and trust management [4]. As GEMOM advances in the areas described above, an adaptive, holistic, and systematic security approach is necessary to meet GEMOM’s stringent requirements for self-healing, adapting, evolving, fault-tolerance, security, and active vulnerability assessment. The GEMOM security solution consists of a continuous cycle of monitoring, measurement, assessment, adaptation, and evolution to meet the challenges in the changing environments. The main components are described in Sections 4 and 5.

2.5 Autonomous and Genetic Makeup
Some of the G-Nodes are operational nodes and some are managerial nodes. The operational nodes can be classified as producer/publisher, consumer/subscriber, and broker nodes with their specialized agents such as sensors, effectors, monitors, detectors, or analyzers. The sensors and effectors communicate with managerial nodes. Managerial nodes can be classified as QoS Managers, Resilient Managers, Security Anomaly Managers (the Anomaly Detectors would be in the operational nodes, but there can be many and they can be layered), Adaptive Security Managers, etc. The managerial nodes make decisions about the run time operation of the system that require a wider perspective than the individual operational nodes have. Each node is aware of its context, dynamically adapting itself to continuously evolving situations, and maintains integrity by reacting to known changes, adapting to unknown changes, or dying.

The biological and ecosystem metaphors provide interesting parallels to the conceptualizations and descriptions of the G-Nodes. The overall GEMOM system architecture has a structure similar to that of a complex adaptive system that utilizes autonomous systems that mimic biological auto-immune systems at the microscopic level (operational level in this case) and that utilize the behaviors of an ecosystem of disparate entities at the macroscopic level (managerial level in this case). Biological and ecological systems maintain system integrity by reacting to known changes, adapting to unknown changes, or dying. The adaptations and responses can be at a macroscopic ecosystem level (e.g., system or species) or a microscopic biological level (e.g., molecular, cellular) [76]. Hence we can consider GEMOM as having a genetic makeup [4].

3 BACKGROUND AND THEORETICAL FOUNDATIONS
In the past, there has always been a problem with security in environments characterized by complexity, heterogeneity and non-uniform foundations for security tools and methods. It has not been possible to predetermine the security process nor to provide complete formalization [64]. In this section, we discuss the theoretical foundations of adaptive security and trust to better understand the aspects of AES and ATM addressed in the later sections.

3.1 Theory of Adaptation
We used Shnitko [64] as the basis for the theory of our security adaptation model, a schematic representation of which is shown in Figure 1. Adaptation may be defined as the optimal control of (i) specified object $F$ in state $S$ whose influence $Y$ on the environment is determined by the influences $X$ of the environment on the object, (ii) the relevant set of adaptable structures or factors $U$, and (iii) the goals $Z$ of the adaptation as defined by specified constraints on the state $S$ of the object.

Security goals are expressed as formal constraints on the state of the system, and the concepts of control theory are used to describe the dynamic security processes. The mathematical formalization
3.2 Forms of Adaptation

Adaptation can take the form of parameter adaptation achieved by specific variations in the control parameter vector, structure adaptation achieved by dynamic changes in the structure of the system, goal adaptation achieved by formally defining specific constraints on the state of the system, or any combination of these. Adaptation can take place at any layer or across-layers, i.e., vertical cooperation among multiple system layers, horizontal cooperation among multiple platforms, and universal adaptation – combination of vertical and horizontal cooperation [59].

3.3 Adaptive, Autonomous and Evolving Security

Adaptive security refers to a security solution that learns and adapts to the changing environment during run-time in the face of changing threats and anticipates threats before they are manifested. Autonomous security refers to the application of the idea of flexibility to the security space itself; this involves automating reconfiguration of the protection mechanisms, resulting in a self-protected system running without (almost) any user intervention. Evolving security refers to the modification of existing security functions and the generation of new functions for long-term adaptivity in a non-disruptive way.

Adaptive, autonomous, and evolving security involves gathering contextual information both within the system and the environment, analyzing the collected information, and making decisions through learning, responding to changes using the forms/methods of adaptation outlined above, and modifying existing functions/structures or generating new ones.
3.4 Adaptation Technologies
Adaptation technologies are required for static and dynamic specification of adaptation behaviors, the enforcement of the adaptation behaviors in the execution of both legacy and new applications, and the detection and resolution of conflicts. Conflicts can arise between adaptation behaviors and the execution of applications. Adaptive systems must detect and resolve the conflicts that arise due to the incompatibilities between configuration units (i.e., feature interactions) or due to the conflicting nature of their objectives. Current state-of-the-art resolution of runtime conflicts include methods developed using microeconomic techniques (analysis of production and pricing), and legal reasoning (logic, analysis, argumentation, and hermeneutics) [10, 16].

3.5 Special Requirements for Adaptation
The special requirements for adaptation are that the adaptive algorithm must respond to changes in the system on the fly and the activities of the adaptive algorithm must have only minimal deviations from the normal mode of operation of the system. Additionally, adaptation must address the reconfiguration of functional logic, the architecture as a whole, and the handling of conflicts. Some obstacles to the implementation of adaptive algorithms are the complexity of the correct definition of goals and restrictions, the necessity for the on-going identification of both system and environment, and the required minimum reaction time of adaptive algorithms. Among those methods proposed in Shnitko [64] are redundancy and optimization, the usage of expert and analytical data, and special algorithms from Control Theory.

3.6 Driving Factors and Needs for Dynamic Adaptation
The driving factors for adaptation are: (i) convergence of advanced electronic technologies (wireless, handheld, sensors, etc.) and the Internet, (ii) the promise of instant access to data and computing, (iii) the changing nature and behavior of the environment, and (iv) the need for systems to operate in the face of failures and attacks.

The need for dynamic adaptation is due to: (i) the heterogeneity of hardware, network, software, etc., (ii) the dynamics of the environmental conditions, especially at the wireless edge of the Internet, (iii) the limited resources (such as battery life), and (iv) the software adaptation technologies for detecting and responding to environmental changes, and strengthening self-auditing capabilities of “always-on” systems [59].

3.7 Fault and Intrusion Tolerance
Fault tolerance ensures system availability by guaranteeing continuity of a service and an acceptable level of service when faults occur. Since the concept naturally lends itself to adaptability, fault and intrusion tolerance mechanisms can be used to increase the availability of a system, and previous faults perpetrated by the user can be used to increase level of suspicion. The system threat-level and user suspicion-level can be maintained by or obtained from the adaptive collectors (for example, intrusion and anomaly detectors). The user suspicion-level can also be calculated based on previous authorization and authentication events that have caused system failures or software errors.

3.8 Adaptive Reasoning and Decision Making Techniques
We have investigated using the algorithm for the analysis of the dependency and correlation between features in Qu et al. [54] as metrics to identify the minimal sets of features that must be monitored and analyzed to detect abnormal behaviors and minimize their impacts on the system operations and are basing our research on them. The model uses the following items: a feature correlation metric, a feature subset evaluation measure, a decision independent correlation defined
as the ratio between mutual information and the uncertainty of the feature, a decision dependent correlation where a decision is associated with the features, a correlation measure to quantify the information redundancy between features, and a new subset evaluation measure [54], and a learning algorithm based on genetic algorithms to train the classification functions.

Our system of reasoning combines expert systems, statistical evaluations, and adaptive models (neural and fuzzy) at all levels. We apply context-aware adaptation and semi-automated reasoning to the adaptation of the security services. In areas where standard threat analysis provides specification of threatening activity patterns, the system can be directed to look explicitly for and detect those patterns. Yet, the real strength of the system lies in its own ability to learn those patterns over time, detect activity patterns that it has not seen before in real-time, and to bring these to the attention of the security analyst.

There are many optimization methods that have been proposed in the literature [22, 44, 49, 52, 66]. Peng and Reggia [49] presented a global optimization criteria decomposed into local optimization criteria that are used to govern node activation updating in the connectionist model for solving the problems of the simultaneous occurrence of multiple disorders that are computationally difficult. The authors also proposed what they call a resettling process to improve accuracy. Miller et al. [44] applied genetic algorithm to the NP-hard problem of multiple fault diagnosis and compared a pure genetic algorithm with several variants that include local improvement operators that are used to accelerate the genetic algorithm in converging on optimal solutions. The authors concluded that, by using the appropriate local improvement operator, the genetic algorithm is able to find an optimal solution at orders of magnitude faster than exact algorithms. Singh et al. [66] presented methodologies for optimization of distributed algorithms and middleware that consisted of: (i) techniques to design distributed algorithms amenable to customization, (ii) infrastructure to analyze applications and the target platform specifications to determine when customization can take place, and (iii) tools to perform the necessary code transformation and compositions to carry out the identified optimizations in the algorithms. Ping Chen et al. [52] reviewed and summarized existing linkage learning techniques for genetic and evolutionary algorithms from three different aspects: (i) the means to distinguish between good linkage and bad linkage, (ii) the methods to express or represent linkage, and (iii) the ways to store linkage information. Learning linkage is the relationship between decision variables. Kramer [33] presented a survey of self-adaptive parameter control in evolutionary computation.

Garcia-Teodoro et al. [22] discussed the foundations of the main anomaly-based network intrusion detection systems technologies, together with their general operational architecture, and provided a classification for them according to the type of processing related to the “behavioral” model for the target system. The authors argued that anomaly-based network intrusion detection techniques are a valuable technology to protect target systems and networks against malicious activities.

3.9 Advantages and Disadvantages of Adaptivity

Adaptivity has a number of advantages in a security context. It contributes to real-world security with fuzzy definitions and under uncertain conditions. It affords access to methods and tools from Control Theory. It provides solutions to the problem of limitations in the robustness and resilience of a system and its performance. Finally, adaptivity provides a solution that learns and adapts to changing environments during run-time in the face of changing threats without significantly sacrificing the efficiency, flexibility, reliability, or security of the system. This improves the reliability, robustness, and dependability of critical systems and infrastructures. Adaptivity has a number of potential positive impacts [2, 59] It increases the robustness of group communication between users with disparate devices and networks. It provides secure self-healing systems that support mission-critical communication and computation under highly dynamic environmental conditions,
and self-auditing systems that report state inconsistencies, and the incorrect or improper use of components. Adaptivity allows the allocation of resources securely and dynamically in devices limited by battery-lifetime, bandwidth, or computing power. Adaptivity allows the systematic secure evolution of legacy software so that the software accommodates new technologies and adapt to new environments. Adaptivity also enables systems to operate through failures and attacks.

In the words of Hinton et al. [29]: "In the trade-offs between security and performance, it seems that security is always the loser. If we allow for adaptive security, we can at least ensure that security and performance are treated somewhat equally. Using adaptive security, we can allow a system to exist in a less secure, more performant state until it comes under attack, and then we adapt the system to a more secure, less performant implementation."

Adaptivity has some disadvantages: its effectiveness depends on the correct definition of security goals; it requires additional resources to carry out the adaptation processes, and it is not always able to ensure only minimal deviations in the system’s normal mode of operations while it is adapting.

4 ADAPTIVE AND EVOLVING SECURITY

GEMOM has developed an AES approach to meet the requirements mentioned above and maintain the proper balance between security and performance in rapidly changing environments. Such an approach involves gathering contextual information, both from within the system and from the environment; measuring security level and metrics, analyzing the collected information, and responding to changes. The response can be by (a) adjusting internal working parameters – such as encryption schemes, security protocols, security policies, security algorithms, different authentication and authorization mechanisms, changing the QoS available to applications, and automating reconfiguration of the protection mechanisms – or (b) by making dynamic changes in the structure of the security system [21, 64, 78]. The analysis part of such an approach requires flexible learning and decision-making processes for parametrical, structural, and goal adaptation that help set priorities and make the best decision when both the qualitative and the quantitative aspects of a decision need to be considered.

The AES security services must adapt to the rapidly changing contexts of the GEMOM environment. The AES model consists of a continuous cycle of monitoring, assessment, and evolution to meet the challenges in the changing relationships within and between organizations both in autonomic MOM-based business environments and today’s rising threat situation. The AES model utilizes contextual information and decision making to select the “best” security model for a given situation. The AES includes the integration of monitoring, analysis functions, response functions and tool-set, elastic and fine-grained adaptive authorization, adaptive authentication, Federated Identity Management, and tools and processes for preemptive vulnerability testing and updating.

4.1 Adaptive Security Manager

The core component of the AES model is the Adaptive Security Manager (ASM), which manages and controls all the security components as an integrated GEMOM security infrastructure. Figure 2 shows the main components of the ASM model. All these main components have been prototyped and tested.

While each component implements a local adaptation control loop, shown in Figure 2 as the “Adaptation Control Loop”, the ASM, depicted by the outer rounded rectangle in the figure, implements a global adaptation control loop. Here the sensors are Anomaly Detector, Security Monitors, Fault Detectors, QoS Monitors, Audit, and Logging. The sensors are described below. Each component owns a public and private key pair to sign and encrypt messages, and a certificate to attest to their identities. The identity certificate, containing inter alia the component’s principal name and the name of the owner, and is signed by the Key Management Framework (KMF), which acts as
a Certification Authority (CA) or Source of Authority (SOA) to guarantee the authenticity of the certificate.

The ASM implements the core functions for an adaptive secure broker, shown in Figure 2 as “Adaptive Secure GEMOM Broker”, which include Authentication, Authorization, Message Encryption, and Message Signature. For these four key components to achieve their goals, they must be supported by managerial components performing the functions of policy management, key management, and identity management. Two of the components, Authorization Module and Key Management Framework, are described below as illustrative examples in our description of the integrating architecture.

4.2 Authorization Manager

Authorization in GEMOM is fine-grained and adaptive in nature. It supports access rights to clusters, groups, topics and single messages. Applying access rights to a single message is the smallest level of granularity that authorization rules can be applied. GEMOM authorization model also supports multiple user roles by defining access rights and varying performance and reliability requirements depending on the type of user.

The Rights and Permissions model in GEMOM describes the relationships between subjects, objects, roles, permissions, and constraints. Based on certain conditions, subjects have rights over objects to create, use, and delete them. Conditions specify the terms, conditions, and obligations under which rights can be exercised.
Operations in the GEMOM system could be performed based on certain extended composite keys. These extended composite keys consist of any combination of the following sub-keys: user, strength of authentication, context, time when operation is performed, and security profile of the system. The context can be an environmental context (e.g., bandwidth, stability of connection, power of the local machine), access context (e.g., include descriptive justification of the access operation, where and when the requested data goes, the duration of the use of the data, the precondition and post-condition of the access operation), or the business context (e.g., in investment banking the same person using the system for trading or risk management implies a marginally different profile).

It is the pair (Actor, Authentication Strength) by which the actor is authenticated that is a unit-entity that GEMOM authorizes. With this pair as a basic composite key the GEMOM authorization process proceeds by using the following key properties: (a) a user belongs to a group, and the basic user authentication strength key is translated into a vector of group authentication strength pairs; (b) the system is perceived as having certain multi-dimensional security profile, and boundaries are defined in each dimension; (c) an application is divided into an arbitrary set of modules, and an abstract notion of operation on a module is defined where a module can allow an arbitrary number of operations to be performed on it. Access rights are defined to the pair (module, operation); and (d) certain groups of users that are authenticated with strengths that fall into certain ranges are allowed to perform certain operations on application modules within certain periods of time, within defined context boundaries, and within certain dynamic security boundaries. The development of adaptive features of the authentication, identity management and authorization processes are described in detail in Abie et al. [4] and Abie [2].

The development of trust in GEMOM involves the identification and understanding of the risks and vulnerabilities of the GEMOM system and forming trust solutions to address the risks and vulnerabilities. Trust building by allowing gradual establishment of trust based on attributes or credentials and by using the authentication strength described above is integrated.

As a flexible and adaptive authorization processes in the GEMOM system, the model supports multiple and dynamic user roles, federated rights, the specification of fine-grained users, messages/topics, and access rights. The system is flexible enough to allow an independent specification of each user’s access rights for each topic or group of topics. The adaptive authorization performs access control by making access decisions based on security policies and permissions and rights specified by the Security-Token described below. It provides adaptive authorization through changing security policies, algorithms, protocols, and encryption schemes according to context parameters, such as environment, system threats, user threats, usage, metrics, faults, or quality of service (QoS). This is further elaborated in Section 6.

4.3 Key Management Framework

The Key Management Framework (KMF) ensures secure communications and message delivery in GEMOM, and is based on Pallickara et al. [48]. It performs several core functions:

1. It generates secret symmetric keys for encrypting and decrypting topic payloads on secure topics.
2. It maintains the list of authorized clients associated with a secure topic, and maintains authorization information related to each of these clients that may be registered to publish, to subscribe, or both.
3. It generates security tokens for every authorized entity. This security-token establishes an entity’s rights for a topic and the duration of the validity of these rights. To enable tampering-evidence the contents of this security-token are hashed and signed by the KMF.
(4) It securely distributes secret keys associated with a secure topic by wrapping the secret key using the entity’s public key. Entities can register new secure topics or request keys for already existing secure topics.

(5) It sets up topics for entities to communicate with the KMF. This was original plan was to use a discovery node, but this is currently done by communicating on well-known topics.

(6) It listens for changes from the security monitor and invalidates current secret keys for secure topics and regenerates keys for higher or lower encryption levels. For example, the KMF could generate stronger keys when it suspects that the system is under attack or it could generate weaker keys when networking or processor capacity is an issue.

The KMF is divided into two parts: A server that acts as a special node and handles all the administration and encryption duties, and a client library for making KMF tasks easier for clients. A given KMF may manage more than one secure topic, but a given secure topic can be managed by only one KMF. Clients communicate with a KMF by sending messages to well-known topics that the KMF server listens to. Messages for registering a secure topic or requesting a secure topic’s key are encrypted with the KMF’s public key. The response sent by the server is encrypted using the client’s public key. For security token requests, the security token is signed by the KMF for validity.

The secret keys generated by the KMF are currently using AES and can be from 128-bit to 256-bit in size. If the KMF finds cause, it will invalidate all its currently issued keys and regenerate new ones. All clients that use secure topics listen to invalidation information from the KMF regarding invalidating keys. In the current implementation, clients must request new keys for the secure topics after a key has been revoked.

Clients can sign the messages that they publish. This is useful for clients that want to ensure that the data they are seeing is actually being published from the correct source. To sign data, the publisher uses its private key to generate a signature of the current data and then adds a new field to the data that includes the signature. Other clients can then use the publisher’s public key to verify the data. There is no official topic for publishing public keys at the moment, so clients wishing to use this capability must provide their own mechanism for exchanging public keys (e.g., communicating over a private topic).

Tokens are essential for protecting messages (e.g., subscriptions) from selective dropping DoS attack. A token is a pseudonym for a topic name and the concept of per-topic key for achieving confidentiality and integrity has been investigated. Signatures play a pivotal role in achieving message authentication and protecting the publish/subscribe services from flooding-based DoS attacks.

4.4 Self-Protection

A self-protecting system, as defined by IBM [30], can anticipate, detect, identify, and protect itself against threats, unauthorized access, and denial of service attacks. Therefore GEMOM as an autonomic MOM has to implement self-protecting capabilities that can detect hostile behaviors as they occur and take corrective actions to make it less vulnerable. In GEMOM, the self-protection is handled by a single entry point (micro property) that gives each node authorization, a coordinated defensive group attack by the other nodes (a macro property), or a combination of the two (defense-in-depth).

Intrusions can be handled by triggering a one-shot behavior of the GEMOM system. Yet, the GEMOM system has to be alert, so the degree of protection over time (ongoing) is important. Based on the structure, the AES self-protection can be decomposed into three levels (threat points) whose granularity is summarized in Table 1. The three levels work together to achieve the necessary self-protection of the GEMOM system.
### Table 1. Self-Protection Threat Points and Solutions

| Granularity level (threat point) | Self-protection Issues | Self-protection Solutions |
|----------------------------------|-------------------------|----------------------------|
| Communication or network level   | Protection from malicious node | Network level self-protection mechanisms. Network level trust management scheme. Confidentiality, integrity or authenticity of underlying IP-network can be guaranteed using TLS/SSL connection between routing nodes. Trust models at this level help assess the quality of new joining nodes and the degree of confidence in their behaviors. Anomaly-Based Self-Protection [53]. |
| Broker Nodes level               | Protection of runtime environment | Trusted execution environment for nodes. Node self-protection such as mutual authentication and authorization of broker nodes for accurate namespace resolution to protect against threats from rogue brokers and to protect confidentiality and integrity. |
| Publisher/subscriber level        | Protection from malicious publisher/subscriber | Security contracts or service level agreements. Use of authentication and sub-set of mechanisms to enforce access control for authorized publishers/subscribers. Node-level trust management scheme such as certificate- or token-based, and adaptation and maintenance of the trust level over time by building a reputation feedback mechanism. |

### 4.5 Security Monitoring

The security and QoS management of GEMOM is based on monitoring utilizing appropriate metrics [61]. The monitoring functionalities were developed and validated against different scenarios of a changing environment. A research prototype Monitoring Tool was developed, supporting both the security and QoS management. The tool includes metrics, thresholds, and sufficient mechanisms for the collection of evidence. The QoS Manager and Security Manager do the actual measuring and make decisions, while the Monitoring Tool carries out tasks like the management of measured data, threshold, averaging, and metrics aggregation. The monitoring solution allows configuring different manager tools to be used together with the Monitoring Tool. Some of the sensing in the GEMOM system is done via QoS measurements.

The QoS Manager and Resilience Manager resolve problems in their domains by using QoS measurement. Details of the Monitoring Tool implementation can be found from Savola and Heinonen [62]. Figures 3 and 4 show screenshots of the metrics management view with examples.
of authentication and access control metrics categories and the requirement for the minimum authentication strength at different time instants, respectively.

Combining on-line and off-line metrics supports adaptive measurement: results from applying the off-line metrics are used to reconfigure the on-line metrics. The combination of on-line and off-line metrics is also used to establish an operational feedback loop to risk analysis activities. The detection of anomalous and the monitoring of behavioral patterns (reactive operations), and the use of up-to-date information about threat, vulnerability, and reputation levels are processed using off-line metrics (proactive operations) based on the online metrics. This metric combination enables us to cope with changing threat levels and develop the system further so that it can achieve and assure security over time [60, 61]. The discovery of anomalies, i.e., patterns that are anomalous to constructed (learned) models of normal characteristics, is the task of the Anomaly Detector. Learning is the task of the Profiler component. While QoS data is fed to the QoS Manager; the Adaptive Security Manager; and the Security Measurement Manager, the output from the Anomaly Detector is fed to the Security Measurement Manager.

4.6 Security Metrics and Their Development
Adapting to changing operational environment – including threats and vulnerabilities – during run-time requires metrics that provide sufficient and credible evidence for decisionmaking. These metrics should be (i) accurate, (ii) meaningful, and (iii) measurable.

The correct and risk-aware Security Objective (SO) management is vital for security metrics development, management, and setting the reference level. The resulting security metrics can be only as effective as the questions they answer, which are based in a meaningful way on SOs. It is advantageous to utilize hierarchical metrics development and maintenance decomposition of SOs
increases meaningfulness by explicitly showing the relationship between the high-level questions and the metrics and measurements. It also lowers the bias between rational measurements and heuristics-based decision-making. Especially in security metrics used to depict the effectiveness of security-enforcing mechanism should support prediction. Predictive correctness is one of the main challenges in these kinds of security metrics.

A general and systematic security metrics development method based on SO decomposition was introduced in Savola and Abie [61]. The method is several highly iterative steps: starting from threat and vulnerability analysis and resulting to a detailed and balanced collection of security metrics. The method also integrates QoS metrics. The method supports well-defined metrics, since the relations between high-level requirements and low-level metrics are shown and maintained using the decomposition approach. Savola and Abie [61] show example metrics developed based on Basic Measurable Components (BMCs), the leaf components of decompositions developed for the purposes of adaptive security management in GEMOM.

SOs should be developed in a prioritized way, based on high-quality risk analysis results. The risk-driven security metrics development is a top-down activity. Yet, bottom-up thinking is needed too: metrics are worthless if the information to be measured is not available or attainable. In GEMOM, security measurability is enhanced by parallel, “hand-in-hand” development of the metrics and the measurement architecture. The mechanisms in GEMOM include utilization of the publish/subscribe mechanism for measurement purposes, auto-recovery on error, measurement mirroring, data redundancy, multi-point measurement, integrity and availability checks, a systematic timing concept of the measured data, use of shared metrics and measurement repositories, utilization of QoS,
performance, delay, packet loss rate parameters, and other indicator data for the purposes of security metrics [62].

5 ADAPTIVE TRUST MANAGEMENT

The GEMOM ATM model is logically organized into a security-based model and a compromise-based model. These two models work together to achieve the adaptability of trust and security in GEMOM. Figure 5 shows these two models and the interaction between them. Our compromise-based trust model is inspired by the recognition of the crucial role played by the assessment and management of trust and by the rejection of the assumption that trust relationships are binary and static in nature and that models based on such an assumption are good approximations to real-life computing situations, expressed in Shrobe and Doyle [65]. The Security-based trust model is achieved via the security services of the AES, which supports the establishment of trust through the provision of a secure and trustworthy environment.

By concentrating on the notion of a fault, the GEMOM project expects to make advances in the security of messaging. In addition to understanding intuitively the nature of a fault that stops any actor being operable, leads to a connection being lost, etc., the GEMOM project extends the notion of fault to include compromised security or the unavailability of adequate bandwidth in the first iteration. The final iteration also includes the abstract notion of a compromised-resource. Therefore, we developed a compromised-based trust model for GEMOM based on Shrobe and Doyle [65]. Our trust model provides information about any attack on the system and the nature of that attack for the purpose of establishing whether, and if so how, different properties of the system have been compromised. In addition, it establishes whether these properties can be trusted for a particular purpose even if it’s compromised and to what degree these judgments should be suspected or monitored. The trust model is organized into three levels and the three levels work together to achieve its adaptability.

The overall ATM system is designed to adapt to the dynamism of the GEMOM environment and to changing degrees of risk of compromise in the GEMOM components. The ATM does this by deciding dynamically which approach is to be adopted, and which approach provides the best likelihood of achieving the greatest benefit for the smallest risk, i.e., maximizing the value of taking a risk. Consequently, our adaptive risk-based security adapts its decision based on the computation of the impact of the security risk.

5.1 Risk, Trust and Security Adaptation

Risk is an inherent part of any security or trust system. To ensure the secure operation of a system, it is necessary to have some well-founded practice for the identification of security risks (as well as the application of appropriate controls to manage risks) [3, 6, 71]. Risk adaptive access control is an important emerging technology that determines access based on a computation of security risk and operational need, and adapts its decision thresholds such that operational need can trump security risk when appropriate [41]. Risk ranking can also be used to evaluate various alternatives by comparing the risk associated with them (taking into account deterioration rates, relative frequency of overload, costs of failure, costs and efficiency of repair strategies, impacts of compromise, etc.), and is based on an overview of the currently most popular dangerous dangerous types of attack. The result of risk ranking is the provision of a common, updateable, and collaborative framework for updating the security vulnerabilities of a system and validating it, which serves the interests of service providers and users alike. Trust is a necessary prerequisite basis for a decision to interact with an entity. Trusting an entity is always associated with risk as there is always a chance the entity will behave contrary to expectations. Security is the reduction of risk to an acceptable level through the use of enforcing mechanisms where what constitutes an acceptable level is decided by
the extent we trust the function of the system. Trust reduces risk, builds confidence in the value of a business, and provides security. Security supports the process of establishing and maintaining trust by provisioning a secure and trustworthy environment. Security reduces the rate and severity of compromises by continuously adjusting and responding to emerging and changing threats.

Figure 2 in Abie et al. [5] shows the relationships of cause and effect as a foundation. The three emerging areas of adaptive risk-based security, trust-based security, and security-based trust can form a combination. This supra-additive synergistic effect improves and increases the strength of the security and the degree of trust in the system, and reduces the rate and severity of compromises by continuously adjusting and responding to constantly emerging and changing threats.

5.2 Interpretations of Attacks and Anomalous Behaviors
At this first level, the necessary information is collected, filtered, and organized for the purpose of triggering analysis and inference. It is not the precise nature of the attacks and anomalous behaviors that have taken place that is of primary interest, but their value as an indication of how the system may have been compromised. It is our intention, on the basis of the work done by the Intrusion Detection System (IDS) community and others, to produce annotated taxonomies of different types of attack and to determine how they can be fed into the next level of the trust model [65]. As part of this work, we developed a holistic framework for security metrics development based on threat and vulnerability analysis, security requirements, and use case information [61]. The adaptive security tool-sets developed in the project are used for the interpretations of attacks and anomalous behaviors.
5.3 Analysis and Categorization of Compromises

At this level we address the following three issues:

- Standard security protections (privacy, integrity, authentication, authorization, confidentiality, non-repudiation, etc.) and operational properties such as QoS are used to classify compromises. For this purpose, we have developed a framework for the identification of basic measurable components, and a process for the development of security metrics [61].

- Control properties – DoS or other compromises of the system – such as (i) the degree of confidence, (ii) the observability of security and operational properties, and (iii) the degree of control (loss of observability) – can come about through attacks on the GEMOM monitoring system. These are observed by the adaptive toolsets described above. There is a need to schedule certain systems for the recognition of low-level attacks with end-to-end and real-time requirements to guarantee their instantiation [70].

- Distinguishing different sub-entities – G-Nodes communication network, the operational processes, the security mechanisms, more finely to distinguish the types of information, operations, information sources, or destination affected, and the identity and roles of entities participating in – or affected by – the compromises.

5.4 Calculation of Trustworthiness and Confidence

At this level, we measure the degree of confidence in the security mechanisms used: in the interpretations of attacks and anomalies, in the analysis and categorization of possible compromises and their possible impact, in our ability to make rational decisions, in the adaptation achieved, and in the maximization of the value of taking risk. For this, we collect knowledge of (a) attack types – to guide our attempts to defend against future attacks, (b) compromises – to indicate the threats to operations, and (c) trust – to state guides as to how GEMOM carries on in the face of partially understood compromises.

For the measuring and calculating the degree of confidence, we have proposed, discussed, and developed a flexible framework for the assessment and calculation of the degree of the trustworthiness of and confidence in the measurement of the overall security level of the system as a whole [60]. The framework is dynamic and adaptive, depending on the behavior and security measurement results of the measurable components. The main contributions of this framework are three sub-frameworks, (i) for the calculation of levels of security, trust, and confidence; (ii) for mapping trust and confidence into a trustworthiness metric; and (iii) for the assessment and calculation of the trustworthiness of the measurements of the overall security of the system through the combination of risk-based security, security-based trust, and trust-based security. These frameworks are based on our earlier framework [61], but this time we separate trust and confidence, and then combine them to form a trustworthiness metric. The definitions of trust, confidence, and trustworthiness are similar to those presented in Zouridaki et al. [80]. The difference is that we used trust to mean the extent we trust the reliability of our estimation of the security level of each BMC (Basic Measurable Components) and used confidence to mean the measure of the level of the accuracy of or the assurance in this trust relationship. The values of trust and confidence are both expressed as a number between zero and one based on Bayesian statistics, where a trust value equal to one indicates absolute trust and a value close to zero indicates low trust. Similarly, a confidence value equal to one indicates high confidence in the accuracy of the trust value and a value close to zero indicates low confidence. To facilitate trust-based decisions, trust and confidence have been combined into a single value – trustworthiness – whose value is measured in the same way. For schematic diagram and the mathematical foundation of this calculation see Savola and Abie [61].
The assessment and calculation of the trustworthiness of the measurement of the security of the system as a whole is based on the aggregation and propagation of the different measurements made of the system at different levels. This propagation and aggregation can for the most part be automated since the interdependencies of the BMCs are modeled automatically on the basis of the structural and functional relations between them.

We assess the trustworthiness of and confidence in the overall GEMOM system according to this trust model to make decisions about how to adapt to rapidly changing environments. The trust model gives a probabilistic representation of the trustworthiness of and confidence in each measurable component in the system.

6 ADAPTIVE INTEGRATION ARCHITECTURE, PROTOTYPES, AND VALIDATION OF RESULTS

As already stated, the AES includes adaptive integration functions and tool-sets. This section briefly describes the integration of these tool-sets using adaptive authorization as an example of how these tools can be integrated.

6.1 Adaptive Integration Architecture

Figure 6 shows the adaptive integration architecture. All these tool-sets, with the exception of the last two mentioned under "Adaptive Tools," have been prototyped and tested.

The Adaptive Authorization component provides adaptive authorization through changing security policies, algorithms, protocols, and encryption schemes according to context parameters such as environment, system threats, user threats, trust levels, usage, security and trust metrics, faults, and quality of service. Fault and intrusion tolerance mechanisms are used to increase the availability of a system, and previous faults caused by the user are used to increase suspicion-level. The system threat-level and the user suspicion-level are maintained by and obtained from the Adaptive Tools (Security Monitor, Anomaly Detector, Fuzzing Tool, etc.). The Adaptive Authorization component allows trust building by allowing the gradual establishment of trust based on attributes, credentials, identities, anomalies, and attack-based trust models [5].

In its adaptive form, the Adaptive Authorization component associates authorization policies and security tokens with trust and threat levels to adapt its restricting or relaxing of authorization constraints. Figure 6 depicts the relationships between the adaptive authorization component and other security components.

The Adaptive Analyzer component analyses the collected information using established analysis and decision-making methods. It processes the collected data, along with other information (e.g., security policy, threat levels, or trust levels boundaries) and proposes actions to bring about a new stage. The Adaptive Tools sense and gather contextual information from within the system and from the environment, and they distribute information about the security environment to the Adaptive Analyzer and adaptive database. The Vulnerability Discovery Toolkit allows the identification and understanding of the risks and vulnerabilities of the GEMOM system and the forming of trust solutions to address the risks and vulnerabilities. The Fuzzing Tool allows an effective black box testing technique to be used for finding security flaws from software.

Policy dissemination: Another major requirement for our ASM implementation is that it should be able to disseminate authorization policies through the publish/subscribe system in a semi-automated way. When a particular policy, such as a subscription or advertisement policy for a topic, needs to evolve, the policy owner (e.g., the topic owner) publishes a policy evolution topic. These topics never reach publishers and subscribers nodes, but they will reach every Node that might currently be caching the policy for this topic type. This is implemented by the Adaptive Policy Manager.
6.2 Prototypes

We used prototyping to explore design alternatives, test theories, and confirm performance. We used our experience to tailor the prototype to our specific requirements. Our prototypes are being used both to confirm and verify user requirements that our design must satisfy through case studies, and to verify the performance and suitability of our design approach. Following the common strategy of the GEMOM project, i.e., design, test, evaluate and then modify the design based on the analysis of the prototype, we have developed, prototyped, and lab-tested: a full-featured message broker, transparent completion and encapsulation publishing framework, adaptive security implementation (authentication, authorization, key management, identity management), a MOM Intelligent Fuzzing Tool for a pre-emptive security black box testing, a Security Monitoring Tool, and tools for the management of configuration and deployment and development process.
Fig. 7. The GEMOM adaptive security manager controls the policy, authentication, authorization, and KMF.

We have also developed demonstrators for enhanced resilience, QoS and security implementation, security and QoS monitoring system, integrators for well-known commercial MOM systems (JMS, Tibco’s, Reuters, and IBM’s MQ Series), and Broker Manager Agent with and without optimization.

Figure 7 shows the Adaptive Security Manager. It contains the adaptive policy manager, adaptive authentication manager, adaptive authorization manager, and a KMF server. It also subscribed to information that was published from the security monitor to make changes based on the monitor’s metrics. Figure 8 shows a client that uses GEMOM to authenticate itself onto the network (in this case, the GEMOM authentication module used its Identity Provider and Microsoft Cardspace). Clients uses the KMF to publish or get keys for topics and clients publications or subscriptions are authorized from security tokens issued from the adaptive authorization manager. The adaptive authorization manager makes its decisions based on the current state of the network, their identity, the policy, or a combination of these.

6.3 Validation of Results
The GEMOM results have been validated in five real-world case studies: a collaborative business portal, a dynamic linked exchange, a financial market data delivery system, a dynamic road management system, and a banking scenario (money transfer). The results of the five case studies have enabled us to predict how the GEMOM system as a whole performs in different real-life scenarios. Below is a quick summary of the case studies.

Collaborative business portal: This case study was a collaborative business portal for emergency services that delivered a mechanism for cross boundary communication of critical actions
in facilitating communication between teams within the emergency planning and response community. The key validation scenarios were for adaptive authentication and authorization, high dependability through broker mirroring and provision of redundant paths, and guaranteed message delivery within the workflow. A more detailed explanation is presented in Ristau et al. [56].

**Dynamic linked exchange:** This case study involved facilitating the economic and commercial information sharing of (i) known procurement requirements for goods and services, principally from local government, government agencies, and SMEs; (ii) availability of goods, services, and skills from SME suppliers to local government and government agency departments. The validation scenarios involved delivering a “matching” service linking together procurers and suppliers with a rating mechanism to help procurers make initial choices. The validation scenarios also stress-tested the following features: system scalability, resilience, and message delivery confidentiality. A more detailed explanation is presented in Ristau et al. [56].

**Financial market data delivery system:** This case study involved financial market data and trading signal delivery that focused on the implementation of a real-time decision support service for institutional and private investors. The application architecture and platform analysis has been carried out with the help of selected stakeholders, i.e. institutional investors. The validation scenarios were (i) the high-frequency data load of market information (e.g., stock quotes, foreign
exchange prices or derivative quotes) to be distributed, processed and analyzed in real time, (ii) the extreme variability of data load during the course of the day caused by cyclic data volumes of the tick data and the varying number of clients connected to the system, and (iii) the ultra-scalability, performance, and functional resilience. A more detailed explanation is presented in Ristau et al. [56].

**Dynamic road management system:** This case study involved designing, developing, and testing the GEMOM self-healing and fault-tolerance on highway toll data management and collection [47]. This case study had two main scenarios: (i) feature validation in defining reference requirements for a set of self-healing and fault-tolerance GEMOM features and validation through experimenting and testing and (ii) exploitability in a specific market sector that involved a representation of a real-world application scenario. This study provided valuable insights on the exploitability of GEMOM in the road transport market sector. The validation test focused on the experimentation of mirroring and self-healing capabilities of GEMOM, testing interoperability with JMS, and configuring contentment transformation rules. The test results showed that GEMOM performed well with 99.5% correctly received messages and 5000 messages per second throughput. Paganelli et al. [47] have more detailed information.

**Universal Banking Hub:** This case study involved the placing of a Universal Banking Hub in a central architectural position as a pervasive pivoting component of the bank’s IT architecture for exchanging – both internally and externally – several types of messages using GEMOM where each message represents a specific kind of business fact [14]. The specific banking scenario selected utilized GEMOM to create, monitor, approve, route, track, and execute money transfers. Since high standards of security, resilience, and adaptation are required in such banking application scenarios, the focus of the test validation was on the analysis of the applicability of security metrics for adaptive authentication, authorization, end-to-end confidentiality, and the applicability of trust metrics. The validation results showed that adaptive security solutions driven by security metrics are applicable in the deployment of a Universal Banking Hub System, and increase the flexibility and security of the system by adapting to changes in the environment in accordance with the requirements of stakeholders. [14] have more detailed information.

7 DISCUSSION

Our most important result is the development of an adaptive and evolving security system, and an adaptive trust management approach to autonomous messaging middleware systems. The model contributes to (i) the autonomous adjustments of the run-time configuration of the system for preserving and maintaining optimal and uninterrupted operation, (ii) the improvement of the strength of security and degree of trust in the system, (iii) the improvement of the assessability and verifiability of the trustworthiness of the system, and (iv) the adaptive integration of the GEMOM solution that consists of a continuous cycle of monitoring, measurement, assessment, optimization, self-healing, adaptation, and evolution to meet the challenges in the changing environments.

Goals of the adaptation (self-healing, self-optimizing, self-protecting) are adapting topology, resource usage, “fidelity,” etc. The self-healing capabilities can prevent and recover from failure by automatically discovering, diagnosing, circumventing, and otherwise recovering from failures that might cause service disruptions. The self-optimizing capabilities enable the system to continuously tune itself both proactively to improve on existing processes and reactively in response to environmental conditions. Its self-protecting capabilities enable the system to detect, identify, and defend against viruses, unauthorized access, and denial-of-service attacks [17]. The ensuing sections discuss this and some of the novel issues raised during the development.
7.1 Self-Protection through Defense In-Depth

IBM [30] defines a self-protecting system as a system that can anticipate, detect, identify, and protect itself against threats, unauthorized access, and denial of service attacks. GEMOM as an autonomic MOM has to implement self-protecting capabilities that can detect hostile behaviors as they occur and take corrective actions to make the system less vulnerable. The proactive identification of, and protection from, arbitrary attacks are achieved via the combination of anomaly-based self-protection and security monitoring and measurement. In our solutions, the self-protection is managed either at a single entry point (a micro property) that gives each node authorization by a coordinated defensive group attack of the other nodes alone (a macro property), or by a combination of the two (defense-in-depth). In the latter, our self-protecting system is a layered security system that manages security risks with multiple defensive strategies; that is, if one layer of defense proves inadequate, another layer of defense will prevent a full breach by containing the attack (see Section 4.4). The different layers are as follows:

**Communication or network level defense (perimeter defense).** This consists of network level self-protection mechanisms, network level trust management scheme, mechanisms for confidentiality and integrity or authenticity of the underlying IP-network using TLS/SSL connection between routing nodes, trust models that assess the quality of new joining nodes and the degree of confidence in their behaviors, and anomaly-based Self-Protection.

**Broker nodes level defense.** This consists of trusted execution environment for nodes, and node self-protection such as mutual authentication and authorization of broker nodes for accurate namespace resolution to protect against threats from rogue brokers and to protect confidentiality and integrity.

**Publisher and subscriber level defense.** This consists of security contracts or service level agreements, use of authentication and sub-set of mechanisms to enforce access control for authorized publishers and subscribers, node-level trust management schemes (either certificate- or token-based), and adaptation and maintenance of the trust level over time by building a reputation feedback mechanism.

A key component in self-protection is the integration of mechanisms to support the detection of anomalies such as high message rates, degradation of broker performance, e.g., in the context of DoS, and of services to support the detection of anomalous message content in appropriate cases. Detectors are divided into different functions e.g., link-state detection, message-rate computation, bottleneck detection, and overall system representation [5]. The component being integrated currently uses Markov models to predict the values of different individual measurable resources of the broker (broker CPU, message rate, subscription rate, etc.) and uses a Naïve Bayes classifier, trained on system operational data, to detect a bottleneck based on the predictions [74]. Experiments based on DoS attacks are being created and the detection and reaction mechanisms are being validated [56].

If human interaction is needed for interpretation, visualization of security evidence has proven to be a useful tool to increase the quality of interpretation. For example, large security metrics models are difficult to understand without visualization approaches sup-porting the simultaneous viewing of detailed measurements and higher-level objectives.

7.2 Adaptation

Some of the challenging issues that are discussed in the literature about adaptation include ways to cause the adaptation to occur in a running system, designing component and systems so that they can be dynamically adapted, and what to do if something goes wrong during the process of adaptation.
One issue with adaptation is the time it takes for the adaptation engine to notice an issue and adapt to it. Part of this delay is from the monitoring system, but part of this is also the time that the adaption engine must take to run its algorithms. New algorithms and hardware can help the engine make decisions quicker, but there will always be some sort of delay. Another way to reduce this time is to dedicate more of the overall resources to monitoring and decision-making. On the other hand, this may reduce the responsiveness and performance of the overall system. Another way to tackle the problem would be to have the adaption engine be a bit more proactive by enforcing stricter security measures before there actually is a need for them. Yet, this simply moves the window to an earlier point. The question is if the chance for an attack succeeding during this decision process time is short enough to be an acceptable risk.

Adaptation engines running on desktops and servers work fine, but it might be a problem with devices with smaller CPUs and limited battery. The Internet of Things will result in many portable devices connected to the Internet and exchanging information. On the other hand, the influx of new devices will benefit from adaptation since the system should be able to adapt to the different capabilities and requirements of all the things that are in the system instead of simply excluding them.

7.3 Security Metrics
Most of the security metrics efforts have been focused on the development of solutions that will be widely accepted, but lack means to obtain evidence of the security level of security-enforcing mechanisms and methodologies to relate the metrics to security objectives. Our security metrics development approaches are most valuable in the management of adaptive security and trust management, focusing on the security-enforcing mechanisms, the establishment and maintenance of trust and the quality of the overall security of the system, through sufficient and credible evidence gathering. It can be argued that some metrics require long-term data gathering before they can be utilized for adaptive monitoring and management and difficulties in attaining measurements, outlining the scope, and integrating the metrics. Our framework for assessing and calculating the trustworthiness of the development of measurable security that combines risk-based assessment of basic measurable components, a security-based trust model, and a trust-based security model into one framework extends the capabilities of each model and leverages their best features to support the adaptive development of quantifiable or measurable security. Although the overall systematic security metrics development method is an initial solution, metrics resulting from the application of the method have been utilized in the case studies that have proven to be useful in evidence based decision-support in runtime adaptive security and trust management. Further experimentation in practical situations is clearly needed to assess the feasibility of the method in the long run. The challenges include especially security risk prediction capabilities, and operational metrics adaptation in highly dynamic threat and other situations.

7.4 Resilience and Self-adaptive Properties
The development of our adaptive security and trust management for an autonomous messaging system – self-healing and secure self-adaptive messaging middleware is inspired by the work of many researchers [5], but is focused more on providing resilience, self-healing, self-adaptive, integrated vulnerability management, better integration of distributed business-critical systems, and holistic and systematic adaptive security monitoring and measurement. The GEMOM system achieves a considerable increase in the end-to-end resilience of complex distributed business-critical systems to ensure secure transmission of data and services across heterogeneous infrastructures and networks [5]. The GEMOM platform consists of these resilience and self-adaptive properties: (i) reliability of message sourcing and delivery, (ii) scalability in messaging, (iii) replication of structural
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and dynamic properties of security policies with adaptive authentication and authorization model, (iv) process-zoning and overall encapsulation to an arbitrary level, and (v) new techniques and tools for preemptive and automated checking a deployed system for robustness and vulnerabilities to faults, oversights and attacks. It supports a messaging infrastructure that enables adaptive functions and assurance against security vulnerabilities and erroneous input vulnerabilities to improve the reliability, robustness, and dependability of business-critical infrastructures [5, 75]. It provides autonomous adjustments of the run-time configuration to preserve and maintain optimal and uninterrupted operation, improvement of the strength of security and degree of trust in the system, and improvement of the assessability and verifiability of the trustworthiness of the system.

7.5 Formal Verification and Assessment

One major challenge in adaptive systems is to provide guarantees about the required runtime quality properties. Formal methods provide the means to rigorously specify and reason about the behavior of adaptive systems. Formal methods have been applied during both system development and runtime to provide guarantees about the required properties of self-adaptive systems [38, 69, 77]. The formal specification, assessment, and verification of ASM and ATM model thus involve verifying that the description of the security and trust management model ensures the correctness of security solutions. It would have been desirable to formalize and validate our proposed model using appropriate formal methods of verification and assessment, but we opted to leave it as future work.

8 RELATED WORK

8.1 MOM Platforms

MOM platforms are available in a wide range of implementations such as JMS, Web-SphereMQ, TIBCO, Herald, Hermes, SIENA, Gryphon, JEDI, and REBECCA. Each of these MOMs has been designed to achieve specific goals, and employs unique functionality to meet specific messaging challenges [19]. Yet, the current state-of-the-art technologies do not allow security mechanisms to actually predict or anticipate future threats nor to adapt to rapidly changing behaviors and threats over time. There are some areas of research that are promising in this regard.

8.2 Security Measurement and Monitoring

A number of adaptive security systems have been developed recently supporting adaptation at different levels (from hardware-level to application-level) and for a number of reasons. That is, security in an autonomic computing environment [17], adaptive security for wireless networks [26] and complex information systems [64], adaptable security manager for real-time transactions [67], dynamic authentication for networked applications [63], adaptive firewall architecture [79], self-contained object for secure information distribution systems [7, 8], adaptive security policies [35], a bio-inspired self-protecting organic message-oriented middleware [51], anomaly-based self-protection against network attacks [53], and virtualized trusted computing platform for adaptive security enforcement [20]. Several taxonomies have been introduced for classifying adaptive and reconfigurable systems [42]. A survey of approaches to adaptive application security and adaptive middleware can also be found in Elkhodary and Whittle [21] and Sadjadi and McKinley [58], respectively. A bus-based architecture for integrating security middleware services is proposed in Goovaerts et al. [25]. Presentations of semantic and logical foundations of and local and global requirements in an adaptive security infrastructure can be found in Marcus [39, 40]. Reinecke et al. [55] propose a framework and methodology for the definition of benefit-based adaptivity metrics that allow an informed choice between systems based on their adaptivity to be made, and provide a broad survey of related approaches that may be used in the study of adaptivity and to
evaluate their respective merits in relation to the proposed adaptivity metric. It was the work of the above researchers that convinced us of the viability of adaptive security and trust, and therefore confidence in the productivity of our research in these directions.

Weise [76] presents a security architecture and adaptive security, and discusses a new perspective on the characteristics of a security architecture that is capable of reducing threats and anticipating threats before they are manifested. This architecture is similar to our AES, but our AES goes further by the integration of a continuous cycle of monitoring, assessment, and evolution, and tools and processes for pre-emptive vulnerability testing and updating. The architecture is similar to ours in that it uses biological and ecosystem metaphors to provide interesting parallels for adjusting and responding to constantly emerging and changing threats, but ours goes further by combining a compromised-based trust model to maximize the value of risk-taking.

Wang and Wulf [73] introduced a generic framework for security measurement based on a decomposition approach. Heyman et al. [28] utilized a security objectives decomposition approach to define a security metrics framework utilizing security patterns. Both approaches share similar methods with the security metrics development introduced in the present study. The Common Vulnerability Scoring System (CVSS) [43] aims at an open and standardized method for rating vulnerabilities. The CVSS, along with some other security rating methods, has been integrated by the NIST into Security Content Automation Protocol (SCAP) [11]. While CVSS and SCAP are important standardization efforts, their basis is not complete, and evidence of the strength of security-enforcing mechanisms is lacking. Despite several major attempts to standardize security evaluation and certification metrics, they have only achieved limited success. This is due to the fact that standards are rigid and created for certification and carrying out these processes requires a lot of time and effort. The most widely used of these efforts is the Common Criteria (CC) ISO/IEC 15408 International Standard [1]. Ankrum and Kromholz [9] did work in security measurability with a focus on software development. Pham et al. [50] suggested the use of attack graphs and anomaly detection metrics. However, security effectiveness is not addressed in these contributions. Surveys of security metrics can be found from Herrmann [27], Jaquith [31], and Bartol et al. [12]. Bayuk [13] investigated the different types of validity criteria for security metrics.

Most adaptive security monitoring approaches are still at theoretical abstraction level and are being based on Bayesian Networks or Markov chains. However, there are some practical approaches. Ciszkowski et al. [18] introduced an end-to-end quality and security monitoring approach for a Voice-over-Internet Protocol (VoIP) service, providing adaptive QoS and DoS/DDoS attack detection. However, this solution does not allow as much flexibility and scalability as the GEMOM Monitoring Tool. Jean et al. [32] described a distributed and adaptive security monitoring system based on agent collaboration. Spanoudakis et al. [68] introduced a runtime security monitoring system based on confidentiality, integrity, and availability patterns. Their architecture contains a Monitoring Manager that takes requirements as an input and control Monitoring Engine. Their architecture can be directly mapped to the GEMOM monitoring architecture.

8.3 Trust Management

Shrobe and Doyle [65] describes an active trust management for autonomous adaptive survivable systems. The trust model described there forms the basis for our compromised-based trust model. However, ours goes further by combining this model with a security-based trust model using an adaptive control loop to minimize the rate and severity of compromises via the provision of a secure communication environment. A number of trust management systems have been developed recently that include adaptive trust negotiation and access control [57], trust-based security [15, 45], and trustworthiness assessment [36, 37].
8.4 Risk Based Security

McGraw [41] describes a Risk Adaptable Access Control (RAdAC). The model is similar to our risk-based security as its access decision is based on a computation of security risk and operational need, but ours goes further by combining trust-based security and security-based trust. The effect of this combination improves and increases the strength of the security and the degree of trust in our system; it also reduces the rate and severity of compromises. The RAdAC model is similar to ours in that it considers multiple factors to determine the security risk and operational need of each access decision, but ours goes further by integrating a continuous cycle of monitoring, assessment, and evaluation and providing tools and processes for pre-emptive vulnerability testing and updating. This integration improves and increases the assessability and verifiability of the trustworthiness of the system. A number of Risk-based security and trust management have recently been developed that include threat-adaptive security policy [61, 72].

9 CONCLUSION AND FUTURE PERSPECTIVES

In this paper we have described GEMOM, which provides solutions to overcome limitations in robustness, resilience, adaptability and scalability, and have presented an adaptive and evolving security (AES) and an adaptive trust management (ATM) approach to such autonomous MOM systems, an approach that is capable of (a) maintaining the proper balance between security and trust, and performance in rapidly changing environments, (b) improving and increasing the strength of security and degree of trust in the system by combining adaptive risk-based security, trust-based security, and security-based trust, and (c) improving the ability to assess and verify the trustworthiness of the system by integrating different metrics, assessment and observation tools. We have also analyzed the theoretical foundations of adaptivity, upon which our models are based, with its benefits and shortcomings, and introduced a framework for the assessment of trustworthiness and calculation of confidence.

Our investigations convince us that our AES and ATM models of GEMOM are capable of impacting on the robustness of communication between users with disparate devices and networks, secure self-healing and self-adaptive systems that support mission-critical communication under highly dynamic environmental conditions, self-auditing systems that can report the state inconsistencies, and incorrect or improper use of components, systematic secure evolution of legacy software to accommodate new technologies and adapt to new environments, and of enabling systems to operate in the face of failures and attacks. Utilization of risk-driven security metrics in adaptive security management is a promising approach. It should be noted that the development of metrics requires rigorous development of security objectives and suitable mechanisms to support sufficient availability and attainability of relevant security effectiveness evidence.

The results of the five case studies have enabled us to predict how the GEMOM system as a whole performs in different real-life scenarios. The validation results showed that adaptive security and adaptive trust management solutions driven by holistic systematic security monitoring and measurement, and security metrics are applicable in the deployment of distributed business-critical systems, and increase the flexibility and security of the system by adapting to changes in the environment in accordance with the requirements of stakeholders.

In our future work we plan to improve the self-abilities of AES and ATM components to detect in real time unknown privacy threats, to swiftly respond to them, and to adapt to the dynamism of the environment and to the changing degree of privacy breaches. Finally, we intend to enhance our AES and ASM framework with a formal model to rigorously verify and reason the correctness of security and trust management solutions and the behavior of self-adaptive system.
ACKNOWLEDGMENTS

This research is in the context of the EU project GEMOM (Genetic Message-Oriented Secure Middleware), grant agreement no 215327, approved by the EU Commission. The authors acknowledge the efforts of all partners who participated in the development of the GEMOM framework.

REFERENCES

[1] ISO/IEC 15408-1. 2005. Common Criteria for information technology security evaluation – Part 1: Introduction and general model.
[2] Habtamu Abie. 2009. Adaptive security and trust management for autonomic message-oriented middleware. In 2009 IEEE 6th International Conference on Mobile Adhoc and Sensor Systems. 810–817. https://doi.org/10.1109/MOBHOC.2009.5336915
[3] Habtamu Abie. 2022. Risk Analysis, Assessment, Management. https://home.nr.no/~abie/RiskAnalysis.htm. [Accessed: 2022-02-26].
[4] Habtamu Abie, Ilesh Dattani, Milan Novkovic, John Bigham, Shaun Topham, and Reijo Savola. 2008. GEMOM - Significant and Measurable Progress beyond the State of the Art. In 2008 Third International Conference on Systems and Networks Communications. 191–196. https://doi.org/10.1109/ICSNC.2008.33
[5] Habtamu Abie, Reijo Savola, John Bigham, Domenico Rotondi, and Giorgio Da Bormida. 2010. Self-healing and secure adaptive messaging middleware for business-critical systems. International Journal on Advances in Security 3, 1&2 (01 2010), 34–51.
[6] Habtamu Abie and Asmund Skomedal. 2005. A conceptual formal framework for developing and maintaining security-critical systems. International Journal of Computer Science and Network Security (2005), 89–98.
[7] Habtamu Abie, Pál Spilling, and Bent Foyn. 2004. A distributed digital rights management model for secure information-distribution systems. Int. J. Inf. Sec. 3 (11 2004), 113–128. https://doi.org/10.1007/s10207-004-0058-4
[8] Habtamu Abie, Pál Spilling, and Bent Foyn. 2004. Rights-Carrying and Self-enforcing Information Objects for Information Distribution Systems. In Information and Communications Security, Javier Lopez, Sihan Qing, and Eiji Okamoto (Eds.). Springer Berlin Heidelberg, Berlin, Heidelberg, 546–561.
[9] T.S. Ankrum and A.H. Kromholz. 2005. Structured assurance cases: three common standards. In Ninth IEEE International Symposium on High-Assurance Systems Engineering (HASE ’05). 99–108. https://doi.org/10.1109/HASE.2005.20
[10] Nagwa L. Badr and Denis Reilly. 2002. A Conflict Resolution Control Architecture For Self-Adaptive Software. In International Workshop on Architecting Dependable Systems WADS 2002 (ICSE 2002), Orlando, Florida.
[11] M. Barrett, C. Johnson, P. Mell, S. Quinn, and K. Scarfone. 2009. Guide to Adopting and Using the Security Content Automation Protocol (SCAP),NIST Special Publication 800-117 (Draft), NIST.
[12] N. Bartol, B. Bates, K. M. Goertzel, and T. Winograd. 2009. Measuring Cyber Security and Information Assurance: a State-of-the-Art Report.
[13] Jennifer L. Bayuk. 2011. Measuring Systems Security: An Initial Security Theoretical Construct Framework. Ph.D. Dissertation. USA. Advisor(s) Mostashari, Ali. AAI3518208.
[14] Lorenzo Blasi, Reijo Savola, Habtamu Abie, and Domenico Rotondi. 2010. Applicability of Security Metrics for Adaptive Security Management in a Universal Banking Hub System. In Proceedings of the Fourth European Conference on Software Architecture: Companion Volume (Copenhagen, Denmark) (ECSA ’10). Association for Computing Machinery, New York, NY, USA, 197–204. https://doi.org/10.1145/1842752.1842792
[15] Azzedine Boukerche and Yonglin Ren. 2008. A Trust-Based Security System for Ubiquitous and Pervasive Computing Environments. Comput. Commun. 31, 18 (dec 2008), 4343–4351. https://doi.org/10.1016/j.comcom.2008.05.007
[16] Licia Capra, Wolfgang Emmerich, and Cecilia Mascolo. 2002. A Micro-Economic Approach to Conflict Resolution in Mobile Computing. SIGSOFT Softw. Eng. Notes 27, 6 (nov 2002), 31–40. https://doi.org/10.1145/605466.605472
[17] D. M. Chess, C. C. Palmer, and S. R. White. 2003. Security in an autonomic computing environment. IBM Systems Journal 42, 1 (2003), 107–118. https://doi.org/10.1147/sj.421.0107
[18] Tomasz Ciszkowski, Charlott Eliasson, Markus Fiedler, Zbigniew Kotulski, Radu Lupu, and Waciech Mazurczyk. 2008. SecMon: End-to-End Quality and Security Monitoring System. Ann. UMCS, Inf. 8, 1 (jan 2008), 185–201. https://doi.org/10.2478/v10065-008-0018-0
[19] Edward Curry, Desmond Chambers, and Gerard Lyons. 2008. Extending Message-Oriented Middleware using Interception. Third International Workshop on Distributed Event-Based Systems (DEBS ’04) at ICSE ’04 (07 2008), 32–37.
[20] I. Djordjevic, S.K. Nair, and T. Dimitrakos. 2007. Virtualised Trusted Computing Platform for Adaptive Security Enforcement of Web Services Interactions. In 2007 IEEE International Conference on Web Services. IEEE Computer Society, Los Alamitos, CA, USA, 615–622. https://doi.org/10.1109/ICWS.2007.188
[21] Ahmed Elkhodary and Jon Whittle. 2007. A Survey of Approaches to Adaptive Application Security. In International Workshop on Software Engineering for Adaptive and Self-Managing Systems (SEAMS ’07). 16–16. https://doi.org/10.
30 Habtamu Abie, Trenton Schulz, and Reijo Savola

Systems (Leipzig, Germany) (SEAMS ’08). Association for Computing Machinery, New York, NY, USA, 9–16. https://doi.org/10.1145/1370018.1370021

[47] Federica Paganelli, Dino Giuli, G. Vannuccini, David Parlanti, and Paolo Cianchi. 2011. GEMOM middleware self-healing and fault-tolerance: a highway tolling case study.

[48] Shrideep Pallickara, Marlon Pierce, Harshawardhan Gadgil, Geoffrey Fox, Yan Yan, and Yi Huang. 2006. A Framework for Secure End-to-End Delivery of Messages in Publish/Subscribe Systems. In 2006 7th IEEE/ACM International Conference on Grid Computing, 215–222. https://doi.org/10.1109/ICGRID.2006.311018

[49] Y. Peng and J.A. Reggia. 1989. A connectionist model for diagnostic problem solving. *IEEE Transactions on Systems, Man, and Cybernetics*, 19, 2 (1989), 285–298. https://doi.org/10.1109/21.31034

[50] Nguyen Pham, Loic Baud, Patrick Bellot, and Michel Riguidel. 2008. A Near Real-Time System for Security Assurance Assessment. In *2008 The Third International Conference on Internet Monitoring and Protection*. 152–160. https://doi.org/10.1109/ICIMP.2008.28

[51] Andreas Pietzowski, Benjamin Satzger, Wolfgang Trumler, and Theo Ungerer. 2006. A Bio-Inspired Approach for Self-Protecting an Organic Middleware with Artificial Antibodies. In *Proceedings of the First International Conference, and Proceedings of the Third International Conference on New Trends in Network Architectures and Services Conference on Self-Organising Systems* (Passau, Germany) (*IWSOS’06/EuroNGI’06*). Springer-Verlag, Berlin, Heidelberg, 202–215. https://doi.org/10.1007/11822035_17

[52] Ying ping Chen, Tian-Li Yu, Kumara Sastry, and David E. Goldberg. 2007. A Survey of Linkage Learning Techniques in Genetic and Evolutionary Algorithms.

[53] Guangzhi Qu and Salim Hariri. 2006. Anomaly-based self protection against network attacks. In *Autonomic Computing: Concepts, Infrastructure, and Applications*. CRC Press, 493–522.

[54] G. Qu, S. Hariri, and M. Youssif. 2005. A new dependency and correlation analysis for features. *IEEE Transactions on Knowledge and Data Engineering*, 17, 9 (2005), 1199–1207. https://doi.org/10.1109/TKDE.2005.136

[55] Philipp Reinecke, Katinka Wolter, and Aad van Moorsel. 2010. Evaluating the Adaptivity of Computing Systems. *Perform. Eval.*, 67, 8 (Aug 2010), 676–693. https://doi.org/10.1016/j.peva.2009.12.001

[56] Petra Ristau, Shaun Topham, Federica Paganelli, and Lorenzo Blasi. 2010. GEMOM Platform Prototype Validation through Case Studies - Main Results and Viewpoints to Exploitation. In *2010 IEEE 30th International Conference on Distributed Computing Systems Workshops*. 290–291. https://doi.org/10.1109/ICDCSW.2010.71

[57] Tatyana Ryutov, Li Zhou, Clifford Neuman, Travis Leithead, and Kent E. Seamons. 2005. Adaptive Trust Negotiation and Access Control. In *Proceedings of the Tenth ACM Symposium on Access Control Models and Technologies* (Stockholm, Sweden) (*SACMAT ’05*). Association for Computing Machinery, New York, NY, USA, 139–146. https://doi.org/10.1145/1063979.1064004

[58] Seyed Masoud Sadjadi and Philip K McKinley. 2003. A survey of adaptive middleware. *Michigan State University Report MSU-CSE-03-35* 13 (2003).

[59] Farshad A Samimi, Philip K McKinley, Seyed Masoud Sadjadi, and Peng Ge. 2004. Kernel-middleware interaction to support adaptation in pervasive computing environments. In *Proceedings of the 2nd Workshop on Middleware for Pervasive and Ad-hoc Networks*. J. Networks 4 (2009), 565–579.

[60] Reijo Savola and Habtamu Abie. 2009. On-Line and Off-Line Security Measurement Framework for Mobile Ad Hoc Networks. *J. Networks* 4 (2009), 565–579.

[61] Reijo Savola and Habtamu Abie. 2010. Development of measurable security for a distributed messaging system. *International Journal on Advances in Security* 2 (01 2010).

[62] Reijo M Savola and Petri Heinonen. 2010. Security-measurability-enhancing mechanisms for a distributed adaptive security monitoring system. In *2010 Fourth International Conference on Emerging Security Information, Systems and Technologies*. IEEE, 25–34.

[63] Phyllis A Schneck and Karsten Schwahn. 1998. Dynamic authentication for high-performance networked applications. In *1998 Sixth International Workshop on Quality of Service (IWQoS’98)(Cat. No. 98EX136)*. IEEE, 127–136.

[64] A. Shnitko. 2003. Adaptive security in complex information systems. In *7th Korea-Russia International Symposium on Science and Technology, Proceedings KORUS 2003. (IEEE Cat. No.03EX737)*, Vol. 2, 206–210 vol.2.

[65] Howard Shrobe and Jon Doyle. 2000. Active trust management for autonomous adaptive survivable systems (atm’s for aass’s). In *International Workshop on Self-Adaptive Software*. Springer, 40–49.

[66] Gurdeep Singh, Valeriy Kolesnikov, and Sanghamitra Das. 2008. Methodologies for optimization of distributed algorithms and middleware. In *2008 IEEE International Symposium on Parallel and Distributed Processing*. IEEE, 1–5.

[67] S.H. Son, R. Zimmerman, and J. Hansson. 2000. An adaptable security manager for real-time transactions. In *Proceedings 12th Euromicro Conference on Real-Time Systems*. Euromicro RTS 2000. 65–70. https://doi.org/10.1109/EMRTS.2000.853993

[68] George Spanoudakis, Christos Kloukinas, and Kelly Androustopoulos. 2007. Towards security monitoring patterns. In *Proceedings of the 2007 ACM symposium on Applied computing*. 1518–1525.
[69] Gabriel Tamura, Norha M Villegas, Hausi A Müller, João Pedro Sousa, Basil Becker, Gabor Karsai, Serge Mankovskii, Mauro Pezzè, Wilhelm Schäfer, Ladan Tahvildari, et al. 2013. Towards practical runtime verification and validation of self-adaptive software systems. In Software Engineering for Self-Adaptive Systems II. Springer, 108–132.

[70] Carol Taylor and Jim Alves-Foss. 2003. Attack recognition for system survivability: a low-level approach. In 36th Annual Hawaii International Conference on System Sciences, 2003. Proceedings of the. IEEE, 7–pp.

[71] Denis Trček, Habtamu Abie, Åsmund Skomedal, and Iztok Starc. 2010. Advanced framework for digital forensic technologies and procedures. Journal of forensic sciences 55, 6 (2010), 1471–1480.

[72] R.M. Venkatesan and S. Bhattacharya. 1997. Threat-adaptive security policy. In 1997 IEEE International Performance, Computing and Communications Conference. 525–531. https://doi.org/10.1109/PCCC.1997.581559

[73] Chenxi Wang and William A. Wulf. 1997. TOWARDS A FRAMEWORK FOR SECURITY MEASUREMENT. In In 20th National Information Systems Security Conference (Baltimore, MD.). 522–533.

[74] Jinfu Wang and John Bigham. 2008. Anomaly Detection in the Case of Message Oriented Middleware. In Proceedings of the 2008 Workshop on Middleware Security (Leuven, Belgium) (MidSec ’08). Association for Computing Machinery, New York, NY, USA, 40–42. https://doi.org/10.1145/1463342.1463350

[75] Jinfu Wang, John Bigham, and Beatriz Murciano. 2010. Towards a Resilient Message Oriented Middleware for Mission Critical Applications. In In Proc. of the Second International Conference on Adaptive and Self-adaptive Systems and Applications (ADAPTIVE 2010). Lisbon, Portugal.

[76] Joel Weise. 2008. Security architecture and adaptive security. SSA Journal (2008), 10–15.

[77] Danny Weyns, Sam Malek, and Jesper Andersson. 2012. FORMS: Unifying Reference Model for Formal Specification of Distributed Self-Adaptive Systems. ACM Trans. Auton. Adapt. Syst. 7, 1, Article 8 (may 2012), 61 pages. https://doi.org/10.1145/2168260.2168268

[78] Liang Xiao. 2009. An adaptive security model using agent-oriented MDA. Information and Software Technology 51 (05 2009), 933–955. https://doi.org/10.1016/j.infsof.2008.05.005

[79] Jun Zou, Kaining Lu, and Zhigang Jin. 2002. Architecture and fuzzy adaptive security algorithm in intelligent firewall. In MILCOM 2002: Proceedings, Vol. 2. IEEE, 1145–1149.

[80] Charikleia Zouridaki, Brian L. Mark, Marek Hejmo, and Roshan K. Thomas. 2009. E-Hermes: A Robust Cooperative Trust Establishment Scheme for Mobile Ad Hoc Networks. Ad Hoc Netw. 7, 6 (aug 2009), 1156–1168. https://doi.org/10.1016/j.adhoc.2008.10.003