An Adaptive Image Inpainting Method Based on the Weighted Mean
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Imaging inpainting is the process of digitally filling-in missing pixel values in images and requires carefully crafted image analysis tools. In this work, we propose an adaptive image inpainting method based on the weighted mean. The weighted mean is assessed to be better than the median because, for the case of corrupted masks, we can exclude the values of the corrupted pixels from evaluating values to fill those corrupted pixels. In the experiments, we implement the algorithm on an open dataset with various corrupted images and also compare the inpainting result by the proposed method to other similar inpainting methods – the harmonic inpainting method and the inpainting by directional median filters – to prove its own effectiveness to restore small, medium as well as fairly large corrupted regions. This comparison will be handled based on two of the most popular image quality assessment error metrics, such as the peak signal to noise ratio, and structural similarity. Further, since the proposed inpainting method is non-iterative, it is suitable for implementations to process big imagery that traditionally require higher computational costs, such as the large, high-resolution images or video sequences.

Povzetek: Opisana je novo razvita metoda določanja manjkajočih točk v sliki s pomočjo uteženega povprečja.

1 Introduction

Image inpainting [1, 2, 3, 4, 5, 6] is one of the interesting problems of image processing [7, 8] that has attracted a lot of attention. Image inpainting or image interpolation is a process of filling the damaged and/or missing parts. Image inpainting has a wide range of applications in practice such as watermark removal [9], image disocclusion [10, 11], restoring old images corrupted by dust, scratches, etc., image zooming, image super-resolution [8], etc.

To solve the image inpainting problem, there are some intensive approaches [12, 13, 14] such as partial-differential-equation-based (PDE-based) methods [1, 8, 15], calculus-of-variation-based methods [8], graph-based methods, stochastic methods, etc. and machine-learning-based methods. In this paper, we only focus on non-learning-based methods, because the comparison of methods based on machine-learning to non-learning-based methods is not fair. In non-learning-based methods, the PDE-based and variation-based methods are highly effective to treat this problem. However, these methods are iterative and the accuracy, performance, execution time depends much on the tolerance.

In this paper, we study an inpainting method based on the weighted mean [16]. Our method is non-iterative, hence, the computational complexity associated with traditional iterative inpainting methods. This advantage is especially appealing as it paves the way for us to apply
inpainting for larger images or high-resolution images, such as Full HD 1080, 2K, 4K, and higher resolution and/or video sequences data.

We propose the method to fill the corrupted parts by the weighted mean because it excludes the value of the corrupted pixels from the evaluating process. The pixels of the corrupted regions are always different from the neighboring pixels’ values. So, their values are not useful for evaluating the values to fill the corrupted regions. This idea is better than using the median. The proposed inpainting method is effective on various corrupted masks: from a small, medium up to large area.

In our experiments, we compare our inpainting results from the proposed method to the harmonic inpainting method [1, 15] (PDE-based inpainting) and the inpainting method by directional median filters [17]. Our results prove that the adaptive inpainting based on the weighted mean is a novel method and performs favorably to other state-of-the-art inpainting methods.

The rest of the paper is organized as follows. Section 2 introduces the general image inpainting problem that is formulated in the form of the optimization problem, and the proposed adaptive inpainting method based on the weighted mean. Section 3 presents the experiments and the comparison of the inpainting result to another similar method. Finally, section 4 concludes.

2 The proposed inpainting method

2.1 Image inpainting problem

Let \( u_0(x, y), u(x, y), v(x, y), (x, y) \in \Omega \subset \mathbb{R}^2 \) be the 2D grayscale original image, the restored image, and the corrupted image, respectively. In the case of image presented in the discrete form, \( x = 1, 2, ..., m; y = 1, 2, ..., n \), where values \( m, n \) are the number of pixels by the image width and image height. Let \( \mathcal{D} \) – the set of corrupted pixels.

The popular general image inpainting model is defined as follows [1, 15]:

\[
\argmin_u \left( \sum_{(x, y) \in \Omega \setminus \mathcal{D}} \Phi(\nabla u) + \lambda \sum_{(x, y) \in \Omega \setminus \mathcal{D}} |u - v|^2 \right),
\]

where the norm \(|\cdot| - L^2 \) norm, \( \Phi(\cdot) \) – a gradient-based smooth function. It can be selected as Total variation [18, 19], Euler’s elastica [1] or Mumford-Shah model [1].

As can be observed from the minimization model, to solve the above inpainting model, we need some complex optimization methods. The algorithms based on this model are iterative manners that the accuracy depends much on the tolerance.

2.2 The proposed inpainting method

In this paper, we propose the inpainting method based on the adaptive weighted mean filter. The adaptive weighted mean filter [16] is proposed by Zhang and Li to solve the denoising problem. Like other median-based and mean-based filters, this method evaluates the corrupted pixels values on the clipping windows by the mean value. However, this method considers the weight of pixels values to evaluate the mean. So, it is called to be the weighted mean.

For the inpainting problem, the corrupted regions are the connected regions with a small, medium or large area. This is quite different from the denoising problem: the corrupted pixels are always separated pixels or connected pixels on a small area (for the high noise levels).

Like the adaptive weighted mean filter for denoising, we also evaluate the corrupted pixels values based on the pixels values of the considered clipping windows.

Let \( I_c, I_r \) be indices of pixels of all image domain \( \Omega \) and of the corrupted regions \( \mathcal{D} \), respectively. We call \( W_{ij}(d) \) a clipping window centered at the pixel \((i, j)\) with a size of \( 2d + 1 \):

\[
W_{ij}(d) = \{ |i - k| \leq d, |j - l| \leq d, (k, l) \in \mathcal{I} \}.
\]

Figure 1 shows an example of the clipping windows centered at the pixel \((3, 3)\) with \( d = 2 \).

![Figure 1: The clipping window centered at the marked pixel (3, 3) with a d = 2 (i.e., the window size is 5).](image)

![Figure 2: The extended pixels matrix with the padding is 2 of the marked 3×2 image.](image)

Our proposed inpainting method starts from the clipping windows of every corrupted pixel \((i, j) \in I_c\). If the corrupted pixels lay on the position \((i, j)\) with \( i - d \leq 0 \) or \( i + d \geq m \) or \( j - d \leq 0 \) or \( j + d \geq n \), we need to extend the pixels matrix to top, bottom, left or right more \( d \) rows or columns of pixels. The values to fill to the padding regions are taken by the symmetric method. In MATLAB, we can use the built-in function \text{padarray}. Figure 2 shows an example of the padding pixels matrix of the image 3×2 (the gray pixels area) with the padding is 2.

Next, step, we need to evaluate the maximum, the minimum and the weighted mean values in every clipping window centered at the corrupted pixels:

\[
A = \max\{W_{ij}(d)\}, (i, j) \in I_c,
\]

\[
B = \min\{W_{ij}(d)\}, (i, j) \in I_c,
\]

Next, step, we need to evaluate the maximum, the minimum and the weighted mean values in every clipping window centered at the corrupted pixels:

\[
A = \max\{W_{ij}(d)\}, (i, j) \in I_c,
\]

\[
B = \min\{W_{ij}(d)\}, (i, j) \in I_c,
\]
\[
\mu = \text{m\text{ean}}\{W_{ij}(d)\} = \begin{cases} 
\sum_{(k,l)\in W_{ij}(d)} a_{k,l}v_{kl}, & \text{if}\; \sum_{i} a_{k,i} \neq 0, \\
-1, & \text{otherwise}
\end{cases}, \quad \forall (i,j) \in I_c,
\]

where

\[
a_{k,i} = \begin{cases} 
1, & \text{if } \min\{W_{ij}(d)\} < v_{k,i} < \max\{W_{ij}(d)\}, \\
0, & \text{otherwise}
\end{cases}
\]

Finally, with every pixel of the corrupted regions \((i,j) \in I_c\), we replace the corrupted pixel value by the weighted mean value \(\mu\).

The proposed image inpainting method has a smaller number of calculations than the denoising method by the adaptive weighted mean filter because we only consider the clipping windows of the corrupted pixels. The algorithm of the proposed image inpainting method by the adaptive weighted mean is presented in Algorithm 1.

**Algorithm 1. The inpainting method base on the adaptive weighted mean.**

---

**Input:** The corrupted image \(v\).

**Output:** The restored image \(u\).

Initial h = 1, \(d_0 = 1, d_{\text{max}} = 39\).

For every pixel \((i,j) \in I_c\)

Set \(d = d_0\).

While \((d \leq d_{\text{max}})\)

Evaluate \( A = \max\{W_{ij}(d)\}\).

Evaluate \( A' = \max\{W_{ij}(d + h)\}\).

Evaluate \( B = \min\{W_{ij}(d)\}\).

Evaluate \( B' = \min\{W_{ij}(d + h)\}\).

Evaluate \(\mu = \text{m\text{ean}}\{W_{ij}(d)\}\).

If \((A == A' \text{ and } B == B' \text{ and } \mu \neq -1)\) Then

Set \(u_{ij} = \mu\).

Break.

Else

Increase \(d = d + h\).

If \((d > d_{\text{max}})\) Then

Set \(u_{ij} = \mu\).

Break.

End.

End.

End.

---

As can be seen in Algorithm 1, the values of the corrupted pixels are replaced by the weighted mean value. The weighted mean value will not contain the values of corrupted pixels in the clipping windows. We choose the weighted mean value because the values of the corrupted pixels always have no similarity with the values of other neighboring pixels in the same clipping window.

### 3 Experiments

We implement the proposed inpainting method and the harmonic inpainting method to recover the corrupted image by MATLAB 2018a. The configuration of the computing system is Windows 10 Pro with Intel Core i5, 1.6GHz, 4GB 2295MHz DDR3 RAM memory. For the harmonic inpainting method, we set the tolerance \(Tol = 10^{-5}\). This value will balance the accuracy and execution time.

#### 3.1 Image quality assessment metrics

To compare the inpainting result of the proposed method to other similar inpainting methods, it is necessary to assess image quality after inpainting based on the error metrics. The popular error metrics are PSNR and SSIM that were used in many works [20, 21, 22, 23, 24, 25, 26, 27]:

\[
\text{PSNR} = 10 \log_{10} \left( \frac{u_{\text{max}}^2}{\text{MSE}} \right) \text{dB},
\]

where

\[
\text{MSE} = \frac{1}{mn} \sum_{i=1}^{m} \sum_{j=1}^{n} (u^{(i)} - u_0^{(i)})^2
\]

is the mean square error with \(u_0\) is the original (latent) image, \(u_{\text{max}}\) denotes the maximum value, for e.g. for 8-bit images \(u_{\text{max}} = 255\); \(u^{(i)}\) and \(u_0^{(i)}\) are pixels values of \(u\) and \(u_0\) at every pixel \((i, j)\). The difference of 0.5dB is visible. The higher PSNR (measured in decibels – dB), the better image quality.

Structural similarity (SSIM) is proven to be a better error metric for comparing the image quality and it is in the range \([0, 1]\) with a value closer to one indicating better structure preservation. This metric based on the characteristic of the human vision. The SSIM is computed between two windows and of common size \(N \times N\),

\[
\text{SSIM} = \frac{(2\mu_{w_1}\mu_{w_2} + c_1)(2\sigma_{w_1w_2} + c_2)}{(\mu_{w_1}^2 + \mu_{w_2}^2 + c_1)(\sigma_{w_1}^2 + \sigma_{w_2}^2 + c_2)}
\]

where \(\mu_{w_1}\) – the average of \(w_1\), \(\sigma_{w_1}^2\) – the variance of \(w_1\), \(\sigma_{w_1w_2}\) – the covariance, and \(c_1, c_2\) numerical stabilizing parameters.

| IDs | Corrupted | Harmonic mean | Directional median | Proposed |
|-----|-----------|---------------|-------------------|----------|
| 119082 | 16.9766 | 25.2881 | 25.5074 | 25.9331 |
| 126007 | 17.3561 | 30.1535 | 31.4514 | 31.6833 |
| 157055 | 19.248 | 26.962 | 27.4127 | 28.3869 |
| 170057 | 18.3731 | 31.0244 | 32.2728 | 33.1103 |
| 182053 | 18.5361 | 25.8607 | 28.2344 | 28.5674 |
| 219090 | 17.2918 | 28.1766 | 30.4586 | 30.7027 |
| 253027 | 18.3034 | 24.7708 | 25.3588 | 25.7218 |
| 295087 | 17.013 | 28.6833 | 32.2062 | 32.2184 |
| 296007 | 19.4597 | 33.2096 | 36.2832 | 36.3026 |
| 380092 | 19.2699 | 27.1973 | 29.597 | 29.7045 |

Table 1: The comparison of PSNR metric of the inpainting methods for the mask 1.

#### 3.2 Image datasets and test cases

We test the performance of the proposed inpainting method on a dataset of natural images with artificial corrupted masks. The dataset is well-known as BSDS of UC Berkeley [https://www2.eecs.berkeley.edu/Research/Projects/CS/vision/bsds/BSDS300/html/dataset/images.html](https://www2.eecs.berkeley.edu/Research/Projects/CS/vision/bsds/BSDS300/html/dataset/images.html).
All images are stored in JPEG format, grayscale and have size 481×321 pixels. Figure 3 shows the selected image of UC Berkeley for the tests. The corrupted masks are presented in Figure 4. In this case, the black areas indicate the corrupted regions. Note that, we use 10 original images and 2 masks. Hence, our experiment will be handled on 20 images. This size is suitable for non-learning-based methods without any trained data.

Table 1: The comparison of PSNR metric of the inpainting methods for the mask 1.

| IDs     | Corrupted | Harmonic method | Directional median | Proposed |
|---------|-----------|-----------------|--------------------|----------|
| 119082  | 0.90632   | 0.85151         | 0.90542            | 0.91662  |
| 126007  | 0.88987   | 0.89776         | 0.94538            | 0.95302  |
| 157055  | 0.91292   | 0.88074         | 0.92816            | 0.9373   |
| 170057  | 0.89567   | 0.90925         | 0.95351            | 0.95409  |
| 182053  | 0.90673   | 0.87299         | 0.9434             | 0.94673  |
| 219090  | 0.89305   | 0.86256         | 0.94373            | 0.94649  |
| 253027  | 0.90216   | 0.84878         | 0.93184            | 0.9351   |
| 295087  | 0.89063   | 0.83746         | 0.94324            | 0.94702  |
| 296007  | 0.89367   | 0.89022         | 0.94741            | 0.95609  |
| 38092   | 0.91695   | 0.83039         | 0.93749            | 0.93903  |

Table 2: The comparison of SSIM metric of the inpainting methods for the mask 1.

| IDs     | Corrupted | Harmonic method | Directional median | Proposed |
|---------|-----------|-----------------|--------------------|----------|
| 119082  | 0.70391   | 0.70878         | 0.76847            | 0.79572  |
| 126007  | 0.69785   | 0.70876         | 0.74967            | 0.77804  |
| 157055  | 0.69232   | 0.69874         | 0.73967            | 0.76847  |
| 170057  | 0.68567   | 0.68925         | 0.72351            | 0.75409  |
| 182053  | 0.68673   | 0.68729         | 0.72934            | 0.75673  |
| 219090  | 0.68905   | 0.68626         | 0.73437            | 0.76469  |
| 253027  | 0.69216   | 0.68487         | 0.73184            | 0.75351  |
| 295087  | 0.68993   | 0.68374         | 0.73124            | 0.75470  |
| 296007  | 0.68367   | 0.68902         | 0.73471            | 0.75609  |
| 38092   | 0.69165   | 0.68303         | 0.73479            | 0.73903  |

Table 3: The comparison of PSNR metric of the inpainting methods for the mask 2.

| IDs     | Corrupted | Harmonic method | Directional median | Proposed |
|---------|-----------|-----------------|--------------------|----------|
| 119082  | 13.1181   | 24.7802         | 24.9254            | 25.0446  |
| 126007  | 14.0723   | 28.5263         | 28.5795            | 28.8802  |
| 157055  | 17.7535   | 27.2226         | 27.9019            | 28.376   |
| 170057  | 14.5046   | 29.8711         | 30.5236            | 31.0405  |
| 182053  | 14.6563   | 24.9808         | 26.1866            | 26.2575  |
| 219090  | 13.7254   | 26.5841         | 26.9604            | 27.5309  |
| 253027  | 15.252    | 23.1356         | 23.1589            | 23.3926  |
| 295087  | 14.0301   | 27.7979         | 29.6814            | 29.7502  |
| 296007  | 15.372    | 32.887          | 35.0773            | 35.158   |
| 38092   | 14.0467   | 26.1847         | 27.4583            | 27.5423  |

Table 4: The comparison of SSIM metric of the inpainting methods for the mask 2.

| IDs     | Corrupted | Harmonic method | Directional median | Proposed |
|---------|-----------|-----------------|--------------------|----------|
| 119082  | 0.80231   | 0.82849         | 0.88415            | 0.88549  |
| 126007  | 0.78606   | 0.87759         | 0.9203             | 0.92621  |
| 157055  | 0.82274   | 0.87131         | 0.91147            | 0.91767  |
| 170057  | 0.77925   | 0.89494         | 0.93326            | 0.93476  |
| 182053  | 0.81001   | 0.85041         | 0.90769            | 0.91723  |
| 219090  | 0.78722   | 0.83843         | 0.90378            | 0.91129  |
| 253027  | 0.8193    | 0.81883         | 0.88859            | 0.89715  |
| 295087  | 0.78451   | 0.81901         | 0.90972            | 0.91991  |
| 296007  | 0.77249   | 0.87662         | 0.93102            | 0.93571  |
| 38092   | 0.80371   | 0.80615         | 0.90268            | 0.90704  |

For our proposed method, the inpainting result is very good. Our method only recovers the value of the corrupted pixels. Because the corrupted area is not large, our proposed method gives perfect inpainting result. By both PSNR and SSIM metrics, our proposed method is better than the harmonic method and directional median filters.

In the case of the mask 1, the corrupted ratio is 5%. The size of the corrupted parts (white square) is 14×14 pixels. The inpainting results are presented in Figure 5. The values of the PSNR metric are presented in table 1. The value of the SSIM metric is shown in table 2. We can see that the inpainting result by the harmonic method is good by the PSNR metric, but it fails for SSIM. The SSIM of the harmonic inpainting method is smaller than one of the corrupted images. However, in Figure 5, the quality of the inpainting result by the harmonic is really better than the corrupted image. The harmonic method changes whole the image (including the uncorrupted regions). The restored image gets smoother. This is the reason to make SSIM metric of the harmonic inpainting method to be lower. The inpainting result by the directional median filters is better, but there are still some defects: flowers on the dress of woman (ID 157055), on leaves and branches of the tree (ID 295087).

In the case of the mask 2, the corrupted ratio is 10%. The lengths of some corrupted regions are very long. The corrupted areas, in this case, are bigger than one of the cases of the mask 1. The inpainting results are presented in Figure 6. The PSNR and SSIM metrics are presented in Table 3 and Table 4, respectively. The harmonic method still made the whole image to be smoother. The inpainting result by the directional median filters looks better. The inpainting result of our proposed method is best. Our proposed method preserves the structure of the image because it did not change the pixels' values outside the corrupted regions. Both PSNR and SSIM metrics of the proposed method, in this case, are also better than ones of the harmonic method and the directional median filters.
From the above experiments, we can see that the proposed method can work well on various masks with small and medium corrupted regions. For the large corrupted regions, our proposed method also works well. However, if the corrupted area is too large, our method will work inefficiently, because the proposed inpainting method uses the clipping windows to evaluate. If a lot of pixels in the clipping windows are corrupted, the recovery process cannot get high accuracy. Figure 7 shows the inpainting results of the proposed method on the large corrupted regions (the corrupted ratio is 42%, the corrupted sizes are 30 pixels by width and 30 pixels by height). As can be seen, our proposed method creates a “paintbrush” effect. By human eyes, the inpainting result is good, and the values of PSNR and SSIM metrics of the inpainting result for this case by the proposed inpainting method are good enough too PSNR=21.9475, SSIM=0.7029.

We have to notice that, in real applications of image inpainting, the most important task is to detect the mask. The mask is not only the corrupted regions on images but also is objects that need to be removed. This task depends on every problem. It can be made manually or automatically. For example, in order to segment skin lesions of dermoscopic images [28], we need to detect hairs and remove them to improve image quality. The hairs can be detected by many methods, including machine learning methods, curvatures-based techniques, etc.

As we discussed above, our proposed method is a non-iterative manner, and it only considers the clipping windows of the corrupted pixels, so it can work very fast. In all the tests, the execution time is under 1 second. The harmonic inpainting method spent up to 40 seconds with above tolerance $10^{-5}$. This is promising as the method is suitable to process large, high-resolution images or video sequences that are our future applications.
4 Conclusion

In this paper, we proposed an adaptive inpainting method based on the weighted mean. The proposed method can restore the images with small and medium corrupted regions effectively. It only recovers the corrupted pixels and do not touch other pixels. Hence, the image structure is unchanged. For the large corrupted areas, our proposed method works well, but it creates an artificial effect – the paintbrush effect.

The proposed inpainting method is non-iterative manner, so it can work very fast. Otherwise, the proposed method only considers the clipping windows of every corrupted pixels, so it requires less memory. These advantages are useful to process large, or high-resolution images or video sequences.

In future works, we would like to improve the proposed method to remove the paintbrush effect during restoring the images with large corrupted areas.
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