Sérsic galaxy models in weak lensing shape measurement: model bias, noise bias and their interaction
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ABSTRACT
Cosmic shear is a powerful probe of cosmological parameters, but its potential can be fully utilised only if galaxy shapes are measured with great accuracy. Two major effects have been identified which are likely to account for most of the bias for maximum likelihood methods in recent shear measurement challenges. Model bias occurs when the true galaxy shape is not well represented by the fitted model. Noise bias occurs due to the non-linear relationship between image pixels and galaxy shape. In this paper we investigate the potential interplay between these two effects when an imperfect model is used in the presence of high noise. We present analytical expressions for this bias, which depends on the residual difference between the model and real data. They can lead to biases not accounted for in previous calibration schemes.

By measuring the model bias, noise bias and their interaction, we provide a complete statistical framework for measuring galaxy shapes with model fitting methods from GRavitational Lensing Accuracy Testing (GREAT) like images. We demonstrate the noise and model interaction bias using a simple toy model, which indicates that this effect can potentially be significant. Using real galaxy images from the Cosmological Evolution Survey (COSMOS) we quantify the strength of the model bias, noise bias and their interaction. We find that the interaction term is often a similar size to the model bias term, and is smaller than the requirements of the current and shortly upcoming galaxy surveys.
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1 INTRODUCTION

Weak gravitational lensing is a very important and promising probe of cosmology (see Schneider 1996, Bartelmann & Schneider 2001, Hoekstra & Jain 2008, for reviews). Matter between a distant galaxy and an observer causes the image of the galaxy to be distorted. This distortion is called gravitational lensing. Almost all distant galaxies we observe are lensed, mostly only very slightly, so that the observed image is sheared by just a few percent. Weak gravitational lensing is particularly effective in constraining cosmological model parameters (Albrecht et al. 2006, Peacock & Schneider 2006, Fu et al. 2008, Kilbinger et al. 2013).

Measuring the spatial correlations of those shear maps in the tomographic bins of redshift can shed light on the evolution of dark energy in time (Hu 2002, Takada & Jain 2004, Huff et al. 2011, Heymans et al. 2013, Benjamin et al. 2013) and modified gravity (Simpson et al. 2013, Kirk et al. 2013).

Several projects are planning to measure cosmic shear using optical imaging. The Kilo-Degree Survey (KIDS), the Dark Energy Survey (DES), the Hyper Suprime-Cam (HSC) survey, the Large Synoptic Survey Telescope (LSST), Euclid and Wide Field Infrared Survey Telescope (WFIRST).

However, accurate measurement of cosmic shear has proved to be a challenging task (Heymans et al. 2006, Massey et al. 2007).
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There is a range of systematic effects that can mimic a shear signal. In this paper, we focus on biases in the measurement of shear. Other important systematics are: intrinsic alignments of galaxy ellipticities, photometric redshift estimates and modeling of the clustering of matter on small scales in the presence of baryons.

Prior to shearing by large scale structure, galaxies are already intrinsically elliptical. This ellipticity is oriented randomly on the sky in the absence of intrinsic alignments. Then a few percent change in this ellipticity is induced as the light travels from the galaxy to the observer through intervening matter. During the observation process, the images are further distorted by a telescope Point Spread Function (PSF) and, in case of ground-based observations, also by atmosphere turbulence. Additionally the image is pixelised by the detectors. Due to the finite number of photons arriving on the detector during an exposure, the galaxy images are noisy. Additional noise is induced by the CCD readout process in the detector hardware.

The complexity of this forward process makes the unbiased measurement of the shear signal very challenging. Bonnet & Mellier (1995) showed that for a very good quality data, simple quadrupole moments of the images can be used as unbiased shear estimators. Example methods utilising this approach are Kaiser, Squires, & Broadhurst (1995); Kaiser (2000); Hirata & Seljak (2003); Okura & Futamase (2011). For PSF convolved galaxy images, one can use DEconvolution In MOment Space (DEIMOS, Melchior et al. 2011) to remove the effects of the PSF from the quadrupole.

Model fitting methods use a parametric model for the galaxy image to create a likelihood function (often multiplied by the prior), and then extract a ellipticity from it. Galaxy images are often modelled by Sersic functions: $I_\text{Sersic} = \sum_{m} c_m R^m$ uses a 7-parameter bulge + disc model and and infers the parameter values by maximum likelihood estimation. Miller et al. (2007, 2013) uses a similar model, and mean posterior for the estimator. Another frequently used galaxy model is a decomposition into a Gaussian-Laguerre orthogonal set (Refregier 2003; Bernstein & Jarvis 2002; Nakajima & Bernstein 2007), 'shapelets'. The complexity of this model can be controlled by changing the number of coefficients in the shapelet expansion.

In the context of model fitting methods, if the model is not able to represent realistic galaxy morphologies well enough, then the shape estimator will be biased (Bernstein 2010; Voigt et al. 2011). This bias is often called the model bias or underfitting bias.

In the presence of pixel noise on the image, the unweighted quadrupole moment will give an unbiased estimate of the quadrupole, with a very large variance. However, the shear is defined as a ratio of quadrupole moments, and Hirata et al. (2004); Melchior & Viola (2012); Okura & Futamase (2013) showed that this induced non-linearity leads to a bias. This bias is often called the noise bias.

For model fitting methods, the noise related bias was studied in Refregier et al. (2012) and Kacprzak et al. (2012). Where analytical expressions were given for the estimator bias. It presented the noise bias as a simple statistical problem, assuming that the true galaxy model was perfectly known. The noise was added to images which were created by the same model function which then later was used to fit it. In Kacprzak et al. (2012), we have used the Sersic galaxy models to quantify the magnitude of noise bias and presented a calibration scheme to correct for it. Again, here the true galaxy model was perfectly known. In Zuntz et al. (2013) we have further developed the calibration scheme. It was then applied to the GREAT08 simulation set (Bridle et al. 2009, 2010), with satisfactory results on most challenge branches.

In this paper we investigate the next piece in the puzzle: what if model biases and noise biases occur at the same time? This will certainly be the case for real galaxy surveys: the galaxies have realistic morphology and the images are noisy. In that situation there may be some interaction between noise and model bias.

Figure 1 demonstrates this concept. Is shows two effects studied so far:

- **model bias** - when the galaxy image is noiseless, and the fitted model does not represent the complicated galaxy features well
- **noise bias** - when galaxy image is noisy, and the fitted model is perfectly representing the galaxy

and the effect we investigate more in this work:

- **model bias, noise bias and their interaction** - when the true galaxy has realistic morphology, the fitted model does not represent the galaxy well, and the observed image is noisy.

We present analytic equations for the noise bias when the true galaxy model is not perfectly known. Then we use a toy model to show that the interaction terms have the potential to be significant. To evaluate the significance of this interaction terms we use 26113 real galaxy images from the COSMOS survey (Mandelbaum et al. 2011), available in the GALSIM toolkit (Rowe et al. 2013, in prep.).

Therefore, by evaluating the model bias, noise bias and their interaction, we attempt to answer the question: can we use Sersic profiles to represent galaxies in fitting to realistic noisy data? However, our answer is limited to a simple bulge + disc galaxy model, which is commonly used in model fitting shape measurement methods for weak lensing. Also, we use the PSF and pixel size that corresponds to the parameters of a conservative upcoming ground-based Stage III survey. It is possible to perform similar analysis for different galaxy models and telescope parameters, as well as for different types of estimator (maximum posterior, mean posterior).

Calibration of biases in shear measurement is becoming an increasingly important part of shear pipelines. Miller et al. (2013) used a calibration for noise bias as a function of galaxy size and signal to noise ratio. Systematic effects may depend on many different galaxy and image quality properties, and increasing the accuracy of the bias measurement will require including more of these effects into the pipeline. This will increase the complexity of the modelling and the computational cost of the simulation. Moreover, it will require knowledge of the true underlying parameters for a galaxy sample, either in the form of a representative calibration sample of images, or an inferred galaxy parameters distribution. Refregier & Amara (2013) introduced a procedure to infer these parameters via a Monte Carlo Control Loops approach. So far, in various simulations, galaxy images were often created using a parametric Sersic model function. An important question is: are the realistic galaxy morphologies important for shear bias measurement? The upcoming GREAT3 challenge (Mandelbaum et al. 2013, in prep) is planning to answer this question by testing using images of galaxies in the COSMOS survey. In this paper we provide an initial answer to this question. A more detailed study of galaxy model selection is going to be presented in (Voigt et al. 2013, in prep.) and calibration sample requirements in (Hirsch et al. 2013 in prep.).
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Figure 1. A demonstration of the concept of noise and model bias interaction. Left-hand side postage stamps show the images which are going to be fit with a parametric galaxy model. Right-hand side postage stamps are the images of best fitting models. In this work we compare the results of two simulations. Simulation 1 uses the real galaxy image directly to measure noise bias, model bias and their interaction jointly in a single step (blue dot-dashed ellipse). Simulation 2 first finds the best fitting parametric model to a real galaxy image (black solid galaxy cartoon), and create it's model image (dashed magenta ellipse). This process introduces the model bias. The next step is to measure the noise bias using this best fitting image as the true image. The fit to the noisy image is represented by red dotted ellipse. In this simulation noise and model bias interaction terms are absent. The difference of the results of Simulations 1 and 2 measures the strength of noise and model bias interaction terms.

It is worth to note that some shear measurement methods apply a fully Bayesian formalism and use a full posterior shear probability (Bernstein & Armstrong 2013) in subsequent analyses. These methods are considered to be free of noise and model related biases and present a promising alternative approach to problems studied in this paper.

This paper is organised as follows. Section 2 contains the principles of cosmic shear analysis. In Section 3 we present the analytic formulae for noise and model bias interaction, as a generalisation of the noise bias equations derived in R12. We present a toy model for the problem in section 4. In Section 5 we use the COSMOS sample to evaluate the noise and model biases, and show the significance of the interaction terms. We conclude in Section 6.

2 SYSTEMATIC ERRORS IN MODEL FITTING

In this section, first we present the basics of the model fitting approach to shear measurement and then discuss the biases it introduces. We discuss the requirements on this bias in the context of current and future surveys. Then we introduce analytical expressions for the noise bias, including interaction terms with the model bias.

2.1 Shear and ellipticity

Cosmic shear as cosmological observable can be related to the gravitational potential between the distant source galaxy and an observer (see Bernstein & Jarvis 2002, for reviews). Ellipticity is defined as a complex number

\[ e = \frac{a - b}{a + b} e^{i\phi}, \]

where \( a \) and \( b \) are the semi-major and semi-minor axes, respectively, and \( \phi \) is the angle (measured anticlockwise) between the x-axis and the major axis of the ellipse. The observed (lensed) galaxy ellipticity is modified by the complex shear \( g = g_1 + ig_2 \) in the following way

\[ e^l = \frac{e^i + g}{1 + g^*e^i}. \]
In the absence of intrinsic alignments the lensed galaxy ellipticity is an unbiased shear estimator \cite{Seitz1997}.

To recover this ellipticity, the shear measurement methods correct for the PSF and the pixel noise effects. This procedure can introduce a bias. Usually shear bias is parametrised with a multiplicative $m$ and additive $c$ component

$$\hat{\gamma}_j = (1 + m_j) \gamma_j^c + c_j,$$

where $\hat{\gamma}$ is the estimated shear and $\gamma_j^c$ is the true shear. Additive shear bias is usually highly dependent on the PSF ellipticity and can be probed using the star-galaxy correlation function \cite{Miller2013}, which can be calculated on the measurements from the real data. Efforts are made to calibrate it using simulations \cite{Miller2013,K12}. Requirements for multiplicative and additive bias are summarised in Table \ref{bias_requirements} derived using \cite{Amara2008}.

When fitting a galaxy model with co-elliptical isophotes, this ellipticity is often amongst the model parameters. An estimator is created using a likelihood function, which in the presence of white Gaussian noise has the form

$$-2 \log L = \frac{1}{\sigma^2} \sum_p (g_p + n_p - f_p(a))^2,$$

where $p$ is the pixel index running from 1 to $N$, where $N$ is the number of pixels, $a$ is a set of variable model parameters, $g_p$ is the noiseless galaxy image, $n_p$ is additive noise with standard deviation $\sigma_n$ and $f_p$ is a model function.

In this approach, the two main systematic effects are noise bias and model bias. Model bias has so far been studied in the context of low noise (or noiseless) images. \cite{Lewis2009,Voigt2010,Bernstein2010} demonstrated that fitting galaxy image with a model which consists of a basis set (or degrees of freedom) smaller than the true galaxy image, then the model fitting method can be biased. This bias can even be larger than the current survey requirements. Voigt et al. (2013, in prep) quantify the model bias using real galaxy images from the COSMOS survey, for different galaxy models used in the fit.

Noise bias arises when the observed galaxy images contain pixel noise. K12 showed that for galaxy with noise level of $S/N > 200$ noise bias is negligible. However, for galaxies with $S/N \approx 20$ it can introduce a multiplicative bias up to $m = 0.08$, which is large compared to our requirements for future surveys (see Table \ref{bias_requirements}). This is a very important systematic effect that will have to be accounted for to utilise the full statistical power of a survey.

K12 showed analytic expressions for the noise bias in the case when the true model is perfectly known. The key idea was that the value of the parameter estimator obtained from the noisy data lies near the true value for this parameter, so an expansion can be used to calculate it. It turns out that the terms which depend on the first power of noise variance disappear when averaged over pixel noise realisations. Second order terms, however, give rise to the noise bias. The bias was quantified for a simple Gaussian galaxy model using both analytical expressions and simulation, which were found to be in good agreement.

In the following section we expand the derivation in R12 to the case when the true galaxy model is not known.

## 3 ANALYTIC EXPRESSIONS FOR NOISE AND MODEL BIAS, WITH THEIR INTERACTION

We introduce a generalisation of noise bias equations in R12 to include the case when the galaxies measured have unknown morphologies. We use an expansion around the parameters of the best fit model to the noiseless data. Note that in this formalism there is no true value of the parameters, as the real galaxy can have morphology which is not captured by the model. This in fact gives rise to model bias, which has to be evaluated empirically from low noise calibration data.

In Appendix \ref{derivations} we derive the noise bias when an incomplete model is used. This derivation is summarised here.

Let us use the galaxy model function $f(a)_p$ for pixel $p$, and Fisher matrix $F$, Jacobian $D^{(1)}_{ij}$, a Hessian for each pixel $D^{(2)}_{ijp}$, and third derivative tensor $D^{(3)}_{ijkp}$

$$D^{(1)}_{ij} := \frac{\partial f(a)_{ij}}{\partial a_t}$$
$$D^{(2)}_{ijp} := \frac{\partial^2 f(a)_{ij}}{\partial a_i \partial a_j}$$
$$D^{(3)}_{ijkp} := \frac{\partial^3 f(a)_{ij}}{\partial a_i \partial a_j \partial a_k}$$

where $a_t$ is a parameter vector which produces a best fit to the noiseless image and summation over repeated indices is used.

The covariance between two parameters of our model is

$$\langle a_i^{(1)} a_j^{(1)} \rangle = \sigma_i^2 F^{(1)}_{ij} F^{(1)}_{ji}$$

where $F_{ik} := (F_{ik} - r_p D^{(2)}_{ijkp})$ is a Fisher matrix modified by the residual of the best fit to the noiseless real galaxy image and our model

$$r_p := g_p - f_p(a).$$

Note that for no model bias $r_p = 0$ and $\langle a_i^{(1)} a_j^{(1)} \rangle = F_{ij}$.

The bias on the parameter estimate is

$$\langle a_i^{(2)} \rangle = \sigma_i^2 \hat{F}^{ik} \left[ + F^{(1)}_{ij} D^{(2)}_{ijp} \right. \right.$$
$$+ \frac{1}{2} F^{(3)}_{ijp} \left. \right.$$
Again, if \( r_p = 0 \), then the expression reduces to the R12 result:

\[
\langle a_j^{(2)} \rangle = \sigma_n^{-2} F_{ik}^{-1} \left[ + F_{ij}^{-1} D_{jp}^{(1)} D_{kp}^{(2)} - F_{ij}^{-1} D_{jp}^{(1)} D_{kp}^{(2)} - \frac{1}{2} F_{ij}^{-1} D_{jp}^{(1)} D_{jp}^{(2)} \right] = -\frac{1}{2} \sigma_n^{-2} F_{ik}^{-1} F_{ij}^{-1} D_{kp}^{(2)} D_{jp}^{(2)}. \tag{12}
\]

These expressions indicate that the residual image modifies the expressions for the noise bias. It prevents a cancellation of two terms and introduces an additional term in \( D_{ij}^{(3)} \).

\section{Toy Model for the Problem}

To demonstrate the noise and model bias interaction we create a simple toy example. Galaxy models used in this example will be single Sersic profiles \( \text{[Sersic1963]} \), where surface brightness at image position \( x \):

\[
I(x) = A \exp(-k[(x-x_0)\,\,\,C^{-1}(x-x_0)]^{1/(2n)}) \tag{13}
\]

where \( x_0 \) is galaxy centeroid, \( C \) is galaxy covariance matrix (see e.g. Voigt & Bridle \text{[2010]} for relation to ellipticity), \( k = 1.9992n - 0.3271 \) and \( n \) is the Sersic index.

Instead of a real galaxy, we use a single Sersic profile with a fixed index. Hereafter we will refer to that galaxy as the real galaxy, as it will serve as a real galaxy equivalent in our toy example, even though it is created using a Sersic function. We fit it with another single Sersic profile, but with a different index. In this section we will refer to it as the galaxy model. This way we introduce model bias - the real galaxy is created using a Sersic profile with a different index than the model we fit.

The impact of the noise and model interaction bias terms introduced in Eqn. \text{[11]} can be measured in the following way (Fig. \text{[1]}). We use the real galaxy, add noise to it, and measure the ellipticity by fitting the galaxy model. This process will include the noise bias, model bias and their interaction terms, which are dependent on the pixel residual between the best fit to the noiseless image and the real galaxy image (Eqn. \text{[10]}). This process is described in Simulation 1 in Fig\text{[1]} These residuals will be zero if instead of the real galaxy image we use the best-fitting galaxy model (Simulation 2 in Fig\text{[1]}) This is the pure noise bias scenario, as described in Eqn. \text{[12]} To measure the model bias and noise bias jointly, we use a two step procedure. In step 1 we obtain the best fit image to the noise-free real galaxy. Thus we obtain the model bias measurement. In step 2 we use this model image to measure the mean of noise realisations by repeatedly adding noise to it. The strength of the noise and model bias interaction terms scaled by the residual \( r_p \) in Eqn. \text{[12]} can be measured by taking the difference between the mean of the noise realisations from the cases when the true image is a real galaxy and when the true image is the best-fitting galaxy, obtained earlier.

Fig. \text{[2]} upper and middle panels 2 show these cases when the real galaxy is a Sersic with an index of 1 and 4, respectively. We used a Moffat PSF with FWHM = 2.85 pixels, and kept the half light radius of these galaxies so that the FWHM of the convolved object divided by the FWHM of the PSF is 1.4. These settings were used in the GREAT08 challenge and in previous noise bias work. The true ellipticity of the real galaxy was set to \( \varepsilon_{1\text{true}} = 0.2 \). For the noisy cases, we used \( S/N = 20 \), where \( S/N = \sqrt{\sum_{p=1}^{N} g_p^2 / \sigma_{\text{noise}}} \) (see Bridle et al. \text{2010}).

Fig. \text{[2]} shows the mean measured ellipticity \( \varepsilon_{1\text{fit}} \) as a function of the Sersic index of the fitted model. The magenta dashed line shows the pure model bias measurement. There was no noise on the images in this case: the mean is taken from the average of simulated images, which had a centroid randomly sampled within a central pixel in the image. Standard errors for this measurement are so small that they are not visible on this plot. We see that if the correct model is used, then the measured ellipticity is equal to the true ellipticity \( \varepsilon_{1\text{true}} = 0.2 \). This point is additionally marked with a star. For the real galaxy case with a Sersic index of 4 (middle panel), ellipticity is underestimated when the index of the fit is smaller than 4. The same applies to the case when the Sersic index of the real galaxy is 1. For that case, ellipticity is overestimated if the fitted index is greater than 1.

The mean of the noisy realisations for the noise bias + model bias + their interaction is marked by a blue solid line with plus + markers. For this case we were adding noise to the real galaxy images (Sersic profiles with indices 1 for the top panel and 4 for the middle panel). Noise bias effects cause overestimation of ellipticity, relative to the underlying model bias, for fitted Sersic indices of 0.5 – 3. For indices 3 – 4 the ellipticity becomes underestimated.

The red solid line with cross x markers shows the model bias and noise bias without the interaction terms. To obtain it, we use the best fit model image to the noiseless real galaxy with a given Sersic index (x-axis). Then we add noise realisations with the same noise variance as in the case above. The mean of noise realisations is marked with the red line and cross points. The interaction terms cause the blue and red lines to differ. When the true model is used in the fit (Sersic index 1 and 4 for the left and right panels respectively), then noise and model interaction bias terms are zero, and mean biases are consistent.

The bottom panel shows the difference between the noise + model + interaction measurement bias and the noise + model only bias, which probes the strength of the interaction terms. In this case we plotted this difference as the fractional bias, \( \delta e_{\text{interact}} / \varepsilon_{\text{true}} \). This fractional bias will be similar to the multiplicative bias in Eqn. \text{[3]} measured from a ring test (Nakajima & Bernstein \text{2007}). Red crosses and green circles correspond to cases where the true Sersic index was 1 and 4, respectively. The current and upcoming survey requirements are shown as light and dark grey bands, respectively. In the toy example, noise and model interaction bias terms in Eqn. \text{[11]} can be as significant as \( \delta e_{\text{interact}} / \varepsilon_{\text{true}} = 0.02 \). This demonstrates the potential significant impact of effect: this contribution can exceed the upcoming survey requirements.

The difference is smaller than the effects of the noise bias or model bias alone. In fractional terms, the noise bias bias on ellipticity was of order \( \delta e_{\text{noise}} = (e_{\text{fit}} - \varepsilon_{\text{true}}) / \varepsilon_{\text{true}} = 0.1 \). The maximum model bias measured in this example was \( \delta e_{\text{model}} = (e_{\text{fit}} - \varepsilon_{\text{true}}) / \varepsilon_{\text{true}} = 0.2 \) when the real galaxy was created using Sersic index \( S_j = 1 \) and fitted model galaxy had Sersic index of \( S_j = 4 \).

We have demonstrated that using the wrong galaxy model can give rise to significant noise and model interaction bias terms. However, this bias will strongly depend on the model we use and the real galaxy morphologies. In next section we quantify the strength of the model bias, noise bias and their interaction using real galaxies from the COSMOS survey, and use a more realistic bulge + disc galaxy model to perform the fit.
Figure 2. Noise and model bias toy model. The upper and middle panels show the galaxy ellipticity estimated when a wrong Sérsic index $S_j$ is used. True ellipticity was $e_1^{true} = 0.2$. True Sérsic index was 1 and 4 for the top and middle panels respectively. Additionally, a star marks the true Sérsic index, to guide the eye. Magenta dash-dotted line with cross dot markers shows the model bias; ellipticity estimated by a fit with Sérsic $S_j$ in the absence of noise. Blue and red lines with $+$ and $\times$ markers, respectively, show the mean ellipticity measured from galaxy image with added noise, when: (1) galaxy image has the true Sérsic index, (2) galaxy image is the best fit with Sérsic index $S_j$. Bottom panel shows the fractional difference between $[(1) - (2)]/e_1^{true}$. Grey bands mark the requirement on multiplicative bias for current and upcoming surveys.
5 BIASES FOR REAL GALAXIES IN THE COSMOS SURVEY

In this section we evaluate the strength of the noise and model bias interaction terms using real galaxy images from the COSMOS survey (Mandelbaum et al. 2011) available in GALSIM (Rowe et al. 2013, in prep.). The comparison is done in a very similar way to that in Section 4: we compare the mean of the estimators from noisy images for the case when the true image is a real galaxy, relative to the case when the true image is a best fit of our model to the real galaxy without added noise. This time, we use more a realistic fitted galaxy model, consisting of two components: bulge and disc. Bulge component is a de Vaucouleurs profile with Sérsic index $n = 4$, disc is an Exponential profile with Sérsic index $n = 1$, ratio of the half light radii of the components was set to $r_{D}/r_{B} = 1$. This model was previously used in Zuntz et al. (2013) and K12.

This time, however, we cannot afford to repeat this procedure for all 26113 galaxies available in the COSMOS sample, due to computational reasons; constraining the multiplicative bias to $\sigma_{m} < 0.004$ for a single galaxy image with $S/N = 20$ requires of order 4 million noise realisations. Instead, we group those galaxies in bins of size, redshift, morphological classification, and also model bias. For each galaxy in a bin we use a number of ring tests, with different shears.

We create a set of 8 shears by using all pairs of $g_1, g_2 \in \{-0.1, 0, 0.1, 0.1\}$, except for $g_1 = g_2 = 0$. The reason for missing out this middle point is that it brings very little statistical power for constraining the multiplicative bias, whereas additive bias is already constrained quite well. For each shear we create a ring test with 8 equally spaced angles.

Our simulation data set consisted of almost 20 million galaxy images; half of them were real galaxy images, the other half their best Sérsic representations. The number of noise realisations per COSMOS galaxy image was variable and dependent on the number of galaxies in bins of redshift and morphological classification. There are very few galaxies with high redshift or low Hubble Sequence index available in the COSMOS sample, so the number of noise realisations for each of these galaxies had to be larger than for others to reach the desired statistical uncertainty for these bins.

The image pixel size was 0.27 arcsec, and we fitted to postage stamps of size 39 × 39 pixels. We use a Moffat profile for the target reconvolving PSF, with FWHM of 0.7605 arcsec = 2.85 pixels, and $\beta = 3$. The ellipticity of the PSF was $g_{1}^{PSF} = g_{2}^{PSF} = 0.05$. When we added noise to the simulated images, the signal to noise ratio was again $S/N = 20$.

We measure the ratio of the FWHM of the convolved galaxy (without noise) to the FWHM of the PSF ($R_{g*P}/R_{P}$). FWHM of the PSF-convolved galaxy is measured numerically from an image of the best fitting bulge plus disc model drawn on a fine grid, with both galaxy and PSF ellipticities set to zero. For small galaxies the shear is strongly underestimated due to noise bias. Multiplicative bias for galaxies in size bin of $R_{g*P}/R_{P} \in (1.2, 1.3)$ is $m_i \approx -0.2$, whereas model bias is still on sub-percent level. Therefore we remove all galaxies with $R_{g*P}/R_{P} < 1.3$ for the purpose of this work.

If we perform a reconvolution and shearing operation on a galaxy image containing noise, the final image will contain correlated noise which may align with the shear direction. To assure that this effect is not dominant in our results, we only consider COSMOS galaxies for which $S/N > 200$.

We compared the bias obtained from real galaxy images (including the interaction terms) and best-fitting images (excluding interaction terms) for the whole sample available in GALSIM. Table 2 shows the differences between those. The results indicate that for the entire selected sample the difference is positive and on a very small level of $m \approx 0.001$, and only 1σ significant.

The mean model bias measured by IM3SHAPE with a bulge + disc model was of order $m = 0.005$ and $c = 0.0003$. Additionally, we measured the model bias for each individual galaxy in the sample and obtained standard deviation on multiplicative bias $std(m) = 0.02$. Model bias can vary significantly, but happens to average out to a rather small value.

In Fig. 4 we show the model bias (magenta diamonds), model bias + noise bias (red crosses), and model bias + noise bias + their interaction (blue circles), for galaxies binned by different properties. We also show directly the strength of the interaction terms (black dashed). The bias obtained from the noisy realisations, where the noiseless image was a real galaxy image from the COSMOS sample (blue circles) and its best Sérsic representation (red crosses).

The upper left panel shows those biases as a function of the true size of the real galaxy, measured as $R_{g*P}/R_{P}$. For more discussion and investigation of the model bias results alone see Voigt et al. (2013, in prep.). Estimates from galaxies with $R_{g*P}/R_{P} > 1.3$ seem to be biased positive in the presence of noise. The noise bias decreases as the size of the galaxy increases. This dependence is similar to the one presented in K12. For a galaxy with $R_{g*P}/R_{P} = 1.6$, in K12 the noise bias was $m = 0.039$ for disc galaxies, $m = -0.013$ for a bulge galaxies and $m = 0.02$ for galaxies with bulge-to-disc ratio of 1. Here, galaxies with this size are biased on the level of $m = 0.035$.

The difference between noise bias obtained from the real galaxies and their best-fitting Sérsic models is shown using the black dashed lines. This difference shows directly the strength of the noise and model bias interaction terms. The difference is very small, consistent with zero to the accuracy limit imposed by the finite number of noise realisations we simulated. This is the case for all the size bins. This means that these terms are either small enough not to make a difference, or their contribution averages out, which should therefore also make no difference to shear statistics, to first order.

The upper middle panels show the multiplicative and additive bias as a function of Hubble Sequence index. The index corresponds to the following types: $1 \ldots 8$ E1-S0, $9 \ldots 15$ Sa-Sc, $16 \ldots 19$ Sd-Sdm, $\geq 20$ starburst from Bruzual & Charlot (2003). The majority of galaxies in our COSMOS sample have Hubble in-

| true image | $m_1$ | $m_2$ | std($m_1$) | std($m_2$) | $c_1$ | $c_2$ | std($c_1$) | std($c_2$) |
|------------|-------|-------|------------|------------|-------|-------|------------|------------|
| real galaxies | 0.0238 | 0.0227 | 0.0006 | 0.0006 | -0.0019 | -0.0018 | 0.0001 | 0.0001 |
| best-fitting galaxies | 0.0008 | 0.0009 | 0.0009 | 0.0009 | -0.0009 | -0.0001 | 0.0001 | 0.0001 |

Table 2. Multiplicative and additive biases measured from the noise realisations with $S/N = 20$. The difference is the strength of the model and noise bias interaction terms.
Figure 3. Model bias, noise bias and their interaction as a function of various galaxy properties. Left and right panels show multiplicative and additive biases, respectively. The biases shown here are the average of two components: $m = (m_1 + m_2)/2$, ditto for additive bias. The series on these plots presents: (i) the model bias, obtained from noiseless real galaxy images from the COSMOS catalogue, available in GALSIM (magenta diamonds), (ii) model bias + noise bias, calculated from noise realisations, when the true galaxy was a bulge + disc Sérsic model (red crosses). The parameters of that model were that of a best-fit to the noiseless real galaxy, (iii) model bias + noise bias + their interaction, calculated from noise realisations, when the true galaxy was the real COSMOS galaxy image (blue circles). The upper left panel shows the biases as a function of galaxy size, measured with respect to the PSF size (FWHM of the convolved galaxy divided by the FWHM of the PSF). The upper right panel shows the biases as a function of the Hubble Sequence Index, where the index corresponds to types: 1...8 Ell-S0, 9...15 Sa-Sc, 16...19 Sd-Sdm, $\geq 20$ starburst. The lower left panel shows the biases as a function of galaxy photometric redshift. The lower right panel shows the biases as a function of the value of the galaxy model bias.
dex > 9. For those galaxies, we can not see a significant difference between noise bias from real galaxy images and their best Sérsic representations. For the elliptical galaxies, however, see a $1 - 2\sigma$ deviation from zero. This difference is still small within the requirements for upcoming galaxy surveys, although they would dominate the error budget. The noise and model bias interaction does not significantly deviate from zero as a function of galaxy redshift, for either additive or multiplicative bias. The model bias should be dependent on the residuals of the best fit image to the real galaxy image, and so should the noise and model bias interaction. We wanted to investigate if there is a dependence between those two effects. Therefore the bottom panels show the biases as a function of model bias. It seems that the noise and model interaction bias terms do not depend strongly on the model bias, which may indicate that their contribution averages out to a very small value, for this galaxy sample.

### 6 DISCUSSION AND CONCLUSIONS

We investigated the problem of shape estimation using model fitting methods, studying in detail the impact of using a model which does not represent the galaxy morphology completely, with noise included. For noiseless galaxies, Bernstein (2010); Voigt et al. (2011) introduced and investigated the model bias, which will depend on the complexity of the fitted model. Noise bias, studied in R12 and K12 was derived for the case when the true noiseless galaxy can be represented perfectly by our fitted model - there was no bias in the absence of noise. This bias depends on the signal to noise of the image, as well as galaxy size and other properties.

In this work we generalised the noise bias derivations to the case when an imperfect model is used. The interaction between the noise and model bias depends on the residual of the best fit model and the real galaxy image. We isolated the terms dependent on this residual, by comparing the noise bias arising when the true underlying image is the real galaxy (residual present), and when it is a best-fitted Sérsic image (residuals absent). We call this difference a noise and model bias interaction. Thus, model bias, noise bias and their interaction make a complete picture of biases we can expect for fitting parametric models to isolated real galaxy images.

A simple toy model was shown to demonstrate the potential influence of these terms. In our simple toy model, we encountered model biases on a level of 20%, noise biases of order 10%, and the interaction terms of order 1 − 2%. For the toy model, the interaction terms are small compared to model and noise biases, but significant enough that we can detect it using a simulation with finite number of noise realisations.

We then investigated the shear bias induced by model fitting for the real galaxy images available in a COSMOS sample (Mandelbaum et al. 2011). The mean model bias measured by IM3SHAPE with a bulge + disc model was small; of order $m = 0.005$ and $c = 0.0003$. The standard deviation of model bias for individual galaxies is higher; on the level of $\text{std}(m) = 0.02$. This indicates that the model bias can be quite variable, but it averages to a very small value.

For the signal to noise level of $S/N = 20$, the maximum noise bias we obtained was on the level of $m \sim 0.04$ and $c \sim -0.003$, for galaxies falling into a size bin of $R_{\text{eff}}/R_0 \sim (1.4, 1.6)$. As a function of galaxy size, the noise bias dependence is very compatible with K12; it decreases as the galaxy size increases. The magnitude of this bias corresponds to a galaxy sample with approximately 2/3 disc-like and 1/3 bulge-like galaxies.

Noise bias as function of other galaxy properties, such as redshift and morphological classification, is also variable. However this is almost certainly due to the correlation of the property with galaxy size, which influences the noise bias the most.

The noise and model bias interaction terms prove to be very small, usually almost consistent with zero to the accuracy we simulated, which varied from $\sigma_m \sim 0.001$ to $\sigma_m \sim 0.006$ across bins in different parameters. The only deviation from zero was found for galaxies with Hubble Sequence Index $< 19$, which corresponds to ellipticals. The noise and model bias interaction terms were estimated as $\tau_m = 0.004 \pm 0.002$, which is a $2\sigma$ deviation from zero and on the borderline of shortly upcoming survey requirements.

The most important shear bias dependence is on galaxy redshift, as it impacts the shear tomography the most. We split our galaxy sample into bins of redshift and measured the model and noise biases for each bin. Noise and model bias interaction does not seem to deviate more than $1 - 2\sigma$ from zero for each bin.

This indicates that the bulge and disc Sérsic model should be a good basis for noise bias calibrations for current surveys. Furthermore, the model bias and noise bias calibrations can be performed in two separate steps. Using Sérsic profile parameters to evaluate the noise bias can reduce the simulation volume significantly, by using a procedure described in K12. Similarly, if noise bias equations can be evaluated analytically or semi-analytically with sufficient precision, the fact that the noise and model bias interaction terms can be neglected to the accuracy of roughly $\sigma_m \sim 0.003$, means that the noise bias prediction task can be simplifed even further. Also, if a galaxy model used proves to be robust enough and introduce negligible model bias, simulations based on Sérsic models should prove sufficient for the shear calibration.

For the results presented in this paper we used a Sérsic, co-elliptical, co-centric bulge + disc model, with fixed radii ratio of the two components. This model choice is well motivated, but arbitrary to some extent. Selecting a good model for a galaxy is not a trivial task. Increasing the model complexity by adding more parameters (for example allowing for different, variable ellipticities for bulge and disc components) can result in lower model biases (Voigt et al. 2011).

For upcoming and far future surveys, the noise and model bias interaction terms might become important. Minimizing this contribution may involve finding a better galaxy model (simultaneously decreasing the model bias), and/or using representative calibration images and reconvolution technique. When a good quality, representative image sample is available, or model bias calibration is necessary, it will always be more accurate to use the images themselves.
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APPENDIX A: DETAILED DERIVATION OF THE NOISE AND MODEL BIAS INTERACTION TERMS

Let’s define the following set of variables

- \( g_p \) - true noiseless image
- \( \alpha^t \) - vector of best fitting parameters for \( g_p \)
- \( f_p(\alpha) \) - model image with parameters \( \alpha \) at pixel \( p \)
- \( n_p \) - noise at pixel \( p \)
- \( \sigma_n \) - noise standard deviation
- \( \rho = \frac{f_0}{\sigma_n} \) - signal to noise, assume total flux \( f_0 = 1 \)

For the signal-to-noise, assume total flux \( f_0 = 1 \). Log - likelihood of image data given a set of parameters is

\[-2\log L = \chi^2(\alpha) = \frac{1}{\sigma^2} \sum_p [g_p + n_p - f_p(\alpha)]^2 \] (A7)

Maximum likelihood point \( \hat{\alpha} \) is defined as

\[ \hat{\alpha} = \arg \min_{\alpha} \chi^2(\alpha) \iff \frac{\partial \chi^2(\alpha)}{\partial \alpha_k} = 0 \quad \forall \quad k \] (A8)
Covariance between a parameter and a noise pixel, using (A15), is

$$\langle \delta \alpha_k \delta n \rangle = \frac{1}{\sigma^2} \sum_p \left[ [g_p + n_p - f_p(\alpha)] \left( -1 \right) \frac{\partial f_p(\alpha)}{\partial \alpha_k} \right]$$  \hspace{1cm} (A9)

An expansion of \( \delta \alpha_k \) around the true parameters \( \alpha^* \) gives

$$\delta \alpha_k = \alpha_k^* + \alpha^{(1)} + \alpha^{(2)}$$  \hspace{1cm} (A10)

Expanding \( f_p(\delta \alpha) \) about \( \alpha^* \) gives

$$f_p(\delta \alpha) = f_p(\alpha^*) + \sum_i \delta \alpha_i \frac{\partial f_p(\alpha^*)}{\partial \alpha_i} + \frac{1}{2} \sum_{ij} \delta \alpha_i \delta \alpha_j \frac{\partial^2 f_p(\alpha^*)}{\partial \alpha_i \partial \alpha_j}$$  \hspace{1cm} (A11)

And finally, expanding \( \frac{\partial f_p(\delta \alpha)}{\partial \alpha_k} \) gives

$$\frac{\partial f_p(\delta \alpha)}{\partial \alpha_k} = \frac{\partial f_p(\alpha^*)}{\partial \alpha_k} + \sum_i \delta \alpha_i \frac{\partial^2 f_p(\alpha^*)}{\partial \alpha_i \partial \alpha_k} + \frac{1}{2} \sum_{ij} \delta \alpha_i \delta \alpha_j \frac{\partial^3 f_p(\alpha^*)}{\partial \alpha_i \partial \alpha_j \partial \alpha_k}$$  \hspace{1cm} (A12)

Now we substitute (A10), (A11), (A12) into (A9), ignore terms \( O(\alpha^2) \), and use the residual \( r_p := g_p - f_p(\alpha^*) \). For convenience let’s use \( \frac{\partial f_p(\alpha^*)}{\partial \alpha_k} = \frac{\partial f_p}{\partial \alpha_k} \), and then we can write

$$\frac{\partial^2 n^2(\alpha)}{\partial \alpha_k} = \frac{-2}{\sigma^2} \sum_p \left( \alpha \left[ n_p \frac{\partial f_p}{\partial \alpha_k} - \sum_i \alpha_i^{(1)} \frac{\partial f_p}{\partial \alpha_i} \frac{\partial^2 f_p}{\partial \alpha_i \partial \alpha_k} + r_p \sum_i \alpha_i^{(1)} \frac{\partial^2 f_p}{\partial \alpha_i \partial \alpha_k} \right] \right) + \alpha^2 \left[ n_p \sum_i \alpha_i^{(1)} \frac{\partial^2 f_p}{\partial \alpha_i \partial \alpha_k} - \sum_{ij} \alpha_i^{(1)} \alpha_j^{(1)} \frac{\partial^2 f_p}{\partial \alpha_i \partial \alpha_j} \frac{\partial^2 f_p}{\partial \alpha_i \partial \alpha_k} \right]$$  \hspace{1cm} (A13)

Using definitions in Eqn. [5] and summation over repeated indices, we can collect the first order terms

$$O(\alpha) = 0 \iff D_{kp}^{(1)} n_p - F_{ik} a_i^{(1)} + r_p D_{kp}^{(2)} a_i^{(1)} = 0 \quad \forall \alpha_k$$  \hspace{1cm} (A14)

Solving for first order terms

$$a_i^{(1)} = (F_{ik} - r_p D_{ikp}^{(2)})^{-1} D_{kp}^{(1)} n_p$$  \hspace{1cm} (A15)

$$a_i^{(1)} = 0$$  \hspace{1cm} (A16)

As expected from the result of (Refregier et al. 2012), the first order terms average to zero. For convenience, we can use a Fisher matrix modified by the residual \( r_p \)

$$\tilde{F}_{ik} := (F_{ik} - r_p D_{ikp}^{(2)})$$  \hspace{1cm} (A17)

Covariance between two parameters is

$$\langle a_i^{(1)} a_j^{(1)} \rangle = \tilde{F}_{ij}^{-1} D_{jp}^{(1)} (n_p n_p) D_{jp}^{(1)} \tilde{F}_{ij}^{-1}$$  \hspace{1cm} (A18)

$$= \sigma^2 \tilde{F}_{ij}^{-1} F_{ij} \tilde{F}_{ij}^{-1}$$  \hspace{1cm} (A19)

Covariance between a parameter and a noise pixel, using (A15), is

$$\langle a_i^{(1)} n_m \rangle = \langle \tilde{F}_{ij}^{-1} D_{jp}^{(1)} n_p n_m \rangle = \tilde{F}_{ij}^{-1} D_{jp}^{(1)} \delta(m = p) \sigma_n^2$$  \hspace{1cm} (A20)
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