It remains unclear how the abundant charged residues in proteins from hyperthermophiles contribute to the stabilization of proteins. Previously, based on molecular dynamics (MD) simulations, we proposed that these charged residues decrease the entropic effect by forming salt bridges in the denatured state under physiological conditions (Yutani et al., Sci. Rep. 8, 7613 (2018)). Because the quality of MD results is strongly dependent on the force fields used, in this study we performed the MD simulations using a different force field (AMBER99SB) along with the one we used before (Gromos43a1), at the same temperatures examined previously as well as at higher temperatures. In these experiments, we used the same ionic mutant (Ec0VV6) of CutA1 from Escherichia coli as in the previous study. In MD simulations at 300 K, Lys87 and Arg88 in the loop region of Ec0VV6 formed salt bridges with different favorable pairs in different force fields. Furthermore, the helical content and radius of gyration differed slightly between two force fields. However, at a higher temperature (600 K), the average numbers of salt bridges for the six substituted residues of Ec0VV6 were 0.87 per residue for Gromos43a1 and 0.88 for AMBER99SB in 400-ns MD simulation, indicating that the values were similar despite the use of different force fields. These observations suggest that the charged residues in Ec0VV6 can form a considerable number of salt bridges, even in the denatured state with drastic fluctuation at 600 K. These results corroborate our previous proposal.
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Proteins from hyperthermophiles, which have optimal growth temperatures near the boiling point of water, are much more stable than those from mesophilic organism, which grow at moderate temperatures near 37°C [1,2]. Hyperthermophile proteins have a high content of charged residues and are thought to be stabilized by ion–ion interactions, which permit the organisms to grow at high temperatures [3–12]. However, it remains unclear how the abundant charged residues contribute to the stabilization of hyperthermophile proteins. The CutA1 protein from the hyperthermophile, Pyrococcus horikoshii, (PhCutA1) has an unusually high denaturation temperature of nearly 150°C and an unusually high content of charged residues (42.2% of amino acid residues, vs. 22.3% for CutA1 from Escherichia coli (EcCutA1)) [13]. However, many charged residues in
PhCutA1 do not exhibit favorable energies for ion–ion interactions [7].

Recently, to investigate this issue, we performed molecular dynamics (MD) simulation suggesting that ion–ion interactions in the denatured state stabilized hyperthermophile proteins [14]; the proposed mechanism is comparable to the stabilization conferred by intramolecular disulfide bonds. Disulfide bonds conformationally stabilize proteins by decreasing the entropy in the denatured state [15]. In our MD simulation, we used an SH-free mutant of EcCutA1 (Ec0SH) with a denaturation temperature (Td) of 85.6°C, a hydrophobic mutant (Ec0VV) with Td of 113.2°C, and an ionic mutant (Ec0VV6) with Td of 136.8°C [16–18]. Ec0VV6 differs from Ec0VV by the addition of six charged residues, and has a Td that is 23.6°C higher. In MD simulations, the average occupancy (proportion) of salt bridges by the six substituted charged residues of Ec0VV6 was 140.1% at 300 K, 84.3% at 400 K, and 89.5% at 450 K, indicating that even in the heat-denatured state, the proportion of salt bridges is 60.2% and 63.9% of the level observed at 300 K.

MD simulations are powerful tools for structural characterization of proteins, but the quality of the results is strongly dependent on the force field used [19–22]. Therefore, in order to confirm this observation (i.e., the formation of salt bridges in the denatured state), in this study we used two different force fields for MD simulations: Gromos43a1 [23] and AMBER99SB [24]. Gromos43a1, which was used in the previous paper, is a united-atom representation for aliphatic CH groups, whereas AMBER99SB is an all-atom representation. In addition, in this work we performed the MD simulations of Ec0VV6 for longer periods: 2000 ns at 450 K. To examine the formation of salt bridges under more severe conditions, we conducted our MD simulations for up to 400 ns at 550 K and 600 K using both force fields. The salt bridge content for each of the six targeted charged residues of Ec0VV6 in 300 K MD simulations, used as a reference, differed significantly between the two force fields. However, using AMBER99SB, the salt bridge occupancies at 450 K, 550 K, and 600 K were 53.0%, 68.5%, and 88.5%, similar to the results obtained with Gromos43a1. These results confirm our previous report [14] that charged residues in a protein can form salt bridges in the denatured state, contributing to stabilization by decreasing entropic effects.

**Materials and Methods**

We used a CutA1 mutant with three identical subunits from *Escherichia coli*, Ec0VV6 (Fig. 1), as a model protein. Ec0VV6 is an SH-free, hydrophobic, ionic mutant with a denaturation temperature of 136.8°C, 23.6°C higher than that of the SH-free and hydrophobic mutant [14]. The substitutions for the ionic mutant are as follows: A39D/S48K/H72K/S82K/Q87K/T88R.

MD simulations were performed using GROMACS software (ver. 4.5.5) [25,26]. The missing atoms in the coordi-
structure of Ec0VV6 was modeled using FoldX, based on the structure of Ec0SH. Hydrogen atoms were added to each protein. The models were solvated in water boxes with a minimum distance of 1.2 nm between the protein and the box. Counter-ions were added to the model to neutralize any net charge. The periodic boundary condition was adopted and the long-range electrostatic interactions were computed using the Particle–Mesh-Ewald (PME) method [27]. The Gromos43a1 [23] or AMBER99SB [24] force field and SPC/E water model [28] were employed. The system was weakly coupled to a heat bath by velocity rescaling [29] with a relaxation time of 0.1 ps. A Parrinello–Rahman barostat [30] was used to maintain a pressure constant at 1 atm with a relaxation time of 0.5 ps. Hydrogen atoms were constrained using LINCS [31], and MD simulations at 300 K, 400 K, and 450 K were conducted with an integration time step of 1 femtosecond (fs). Energy minimizations were done to remove bad van der Waals contacts. Next, the temperature was raised from 50 K to 300 K in increments of 50 K, with 10,000 integration steps at each temperature and a harmonic constraint of C-alpha atoms. Thereafter, the ensemble was equilibrated through four 100-picosecond (ps) cycles with gradually released harmonic constraints: 1000, 100, 10, and 1 kJ mol$^{-1}$ nm$^{-2}$. The subsequent MD stages for the EcCutA1 mutants were carried out without any restraint at 300 K. We also conducted the simulations at higher temperatures, 450 K, 550 K and 600 K. When the system temperature was increased to 450 K, 550 K or 600 K from 300 K, pressure coupling was not set for 1000 ps at 450 K, 550 K or 600 K. A Parrinello–Rahman barostat [30] was used to maintain a constant pressure of 6, 38, and 60 bar at 450 K, 550 K and 600 K, with a relaxation time of 0.5 ps, respectively.

The obtained MD trajectories were analyzed using the GROMACS software, as described previously [14]. However, for estimation of salt bridges, distance (using the command ‘gmx distance’) was calculated between C$_\varepsilon$ atom of Lys (or C$_\zeta$ of Arg) and C$_\gamma$ atom of Asp (or C$_\delta$ of Glu). We did not use ‘gmx saltbr’ as in the previous study because it did not function in the same way with the two force fields. Therefore, the occupancy of obtained salt bridges for which distance was less than 0.6 nm was slightly smaller in this study.

**Results and Discussion**

The crystal structure of EcCutA1 is a tightly intertwined trimer (Fig. 1A) very similar to that of PhCutA1, which has a denaturation temperature of nearly 150°C [13]. The stability of the Ec0VV6 mutant examined was about 50°C higher than that of wild-type EcCutA1, largely due to enrichment of hydrophobic and ionic interactions. We performed MD simulations at 450 K, 550 K, and 600 K for each monomer subunit of Ec0VV6 (Fig. 1B) using two different force fields, Gromos43a1 (hereafter, Gromos) and AMBER99SB (hereafter, Amber) to confirm the formation of salt bridges in the denatured state of Ec0VV6. As a reference, we performed 400-ns MD simulations at 300 K for the native trimer structure of Ec0VV6.

**MD simulation of a trimer structure of Ec0VV6 at 300 K**

Figures 2A and 2B show the trajectory of the root-mean-square deviations (RMSD) of all the C$_\alpha$ atoms from the crystal structure and the radius of gyration (Rg) for Ec0VV6, respectively, in 300 K MD simulations using different force fields. As shown in the figure, both values of RMSD have similar constant values after 140 ns. However, the Rg of the
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trimer structures changed in the opposite direction under the two different force fields; with Amber, the Rg of the protein increased, whereas with Gromos, it decreased (Table 1). The difference in Rg was 0.06 nm; this large difference between the two different force fields; with Amber, the Rg of the protein trimer structures changed in the opposite direction under the indicated conditions.

Table 1 Comparison of RMSD and radius of gyration for Ec0VV6 with different force fields under the indicated conditions

| temp (K) | interval (ns) | Gromos (nm) | Amber (nm) |
|---------|---------------|-------------|------------|
| RMSD    |               |             |            |
| 300 K   | 100–400       | 0.21 ± 0.01 | 0.20 ± 0.01|
| 450 K   | 1000–2000     | 1.52 ± 0.05 | 0.95 ± 0.05|
| 550 K   | 100–400       | 1.60 ± 0.08 | 1.80 ± 0.11|
| 600 K   | 100–400       | 1.70 ± 0.07 | 1.80 ± 0.10|
| Radius of gyration |               |             |            |
| 300 K   | 100–400       | 1.87 ± 0.00 | 1.93 ± 0.01|
| 450 K   | 1000–2000     | 1.33 ± 0.02 | 1.47 ± 0.03|
| 550 K   | 100–400       | 1.41 ± 0.03 | 1.70 ± 0.11|
| 600 K   | 100–400       | 1.47 ± 0.04 | 1.69 ± 0.09|

“±” represents the standard deviation from average values for three subunits during simulations.

It is important to determine the strength of salt bridges in a protein using MD simulations [33–36]. Hence, we examined the differences in formation of salt bridges for the additional six charged residues in Ec0VV6 in 300 K MD simulations using different force fields. Typical trajectories of distance between favorable charged residues in the Ec0VV6 trimer in 300 K MD simulations were shown in Supplementary Figure S2. Lys72 of Ec0VV6 can form a salt bridge with the C-terminal carboxyl group of Arg112 in the same subunit. The fluctuations of salt bridges between Lys72 and the C-terminal did not differ significantly among the three subunits, but the length of the salt bridge is slightly longer in the case of Amber (Supplementary Fig. S2A). The configurations of the salt bridge between Lys72 and the C-terminal of A subunit at 100 ns in 300 K MD simulations using the both force fields are shown in Supplementary Figure S3; the lengths of the salt bridge are 0.32 and 0.48 nm for Gromos and Amber, respectively. The salt bridges between Arg88 and Asp102 form an inter-subunit interaction at the initial state of Ec0VV6. The salt bridge seems to be quite stable in 300 K MD simulations in the case of Amber, whereas they fluctuated drastically (Supplementary Fig. S2B) in the case of Gromos. The snapshots of Ec0VV6 at 100 ns show a large difference in the distance between Arg88 in the A subunit and Asp102 in the B subunit due to differences in the force field (Figs. 3A and 3B). Arg88 in Figure 3A is very distant from Asp102 in the other subunit, whereas Lys87 forms a salt bridge with Glu59 in the same subunit. On the other hand, when using Amber (Fig. 3B), Arg88 forms a strong salt bridge with Asp102 in the B subunit, whereas Lys87 is quite distant from Glu59 in the same subunit. Supplementary Figure S2C also shows that when using Gromos, but not Amber, Lys87 and Glu59 gradually formed salt bridges in MD simulations although the distance between them was quite large at the initial state. Arg88 was positioned near Asp102 in another subunit in the initial structure of Ec0VV6. However, because Arg88 moved farther from Asp102 in the other subunit in MD simulations when using Gromos, but not Amber, Lys87 also moved, resulting in formation of a salt bridge with Glu59 in the same subunit (Fig. 3A). The percent occupancies of ion pairs for substituted residues of Ec0VV6 when the distance of favorable ion pairs was less than 0.6 nm were calculated in 300 K MD simulations using the two different force fields (Supplementary Table S1). An occupancy value greater than 100% indicates that a charged residue forms more than one salt bridge. The average occupancy of six charged residues was 107.5% and 93.6% at 300 K for Gromos and Amber, respectively. These average values were quite similar to each other, but the difference at each charged residue was considerable; the occupancy of

| Temperature | interval (ns) | Gromos structure* | β-sheet | α-helix | Gromos β-sheet | α-helix |
|-------------|---------------|--------------------|--------|---------|----------------|--------|
| 300 K       | 50–400        | 85.5 ± 1.6         | 42.9 ± 1.4 | 35.3 ± 0.9 | 85.1 ± 1.6 | 42.7 ± 1.4 |
|             | 1000–1500     | 38.6 ± 4.6         | 19.6 ± 4.3 | 0.7 ± 1.1 | 68.6 ± 3.4 | 31.7 ± 2.2 |
|             | 1500–2000     | 39.7 ± 4.6         | 20.5 ± 4.2 | 0.5 ± 1.0 | 71.8 ± 3.8 | 33.2 ± 2.7 |
|             | 100–400       | 27.2 ± 5.8         | 2.5 ± 3.0  | 0.4 ± 0.8 | 34.0 ± 6.6 | 1.6 ± 2.3  |
|             | 100–400       | 23.7 ± 5.3         | 1.4 ± 2.0  | 0.4 ± 0.8 | 31.5 ± 6.5 | 0.9 ± 1.5  |

* structure=β-sheet+α-helix+β-bridge+turn

Values represent the average number of secondary structures.

It is important to determine the strength of salt bridges in a protein using MD simulations [33–36]. Hence, we examined the differences in formation of salt bridges for the additional six charged residues in Ec0VV6 in 300 K MD simulations using different force fields. Typical trajectories of distance between favorable charged residues in the Ec0VV6 trimer in 300 K MD simulations were shown in Supplementary Figure S2. Lys72 of Ec0VV6 can form a salt bridge with the C-terminal carboxyl group of Arg112 in the same subunit. The fluctuations of salt bridges between Lys72 and the C-terminal did not differ significantly among the three subunits, but the length of the salt bridge is slightly longer in the case of Amber (Supplementary Fig. S2A). The configurations of the salt bridge between Lys72 and the C-terminal of A subunit at 100 ns in 300 K MD simulations using the both force fields are shown in Supplementary Figure S3; the lengths of the salt bridge are 0.32 and 0.48 nm for Gromos and Amber, respectively. The salt bridges between Arg88 and Asp102 form an inter-subunit interaction at the initial state of Ec0VV6. The salt bridge seems to be quite stable in 300 K MD simulations in the case of Amber, whereas they fluctuated drastically (Supplementary Fig. S2B) in the case of Gromos. The snapshots of Ec0VV6 at 100 ns show a large difference in the distance between Arg88 in the A subunit and Asp102 in the B subunit due to differences in the force field (Figs. 3A and 3B). Arg88 in Figure 3A is very distant from Asp102 in the other subunit, whereas Lys87 forms a salt bridge with Glu59 in the same subunit. On the other hand, when using Amber (Fig. 3B), Arg88 forms a strong salt bridge with Asp102 in the B subunit, whereas Lys87 is quite distant from Glu59 in the same subunit. Supplementary Figure S2C also shows that when using Gromos, but not Amber, Lys87 and Glu59 gradually formed salt bridges in MD simulations although the distance between them was quite large at the initial state. Arg88 was positioned near Asp102 in another subunit in the initial structure of Ec0VV6. However, because Arg88 moved farther from Asp102 in the other subunit in MD simulations when using Gromos, but not Amber, Lys87 also moved, resulting in formation of a salt bridge with Glu59 in the same subunit (Fig. 3A). The percent occupancies of ion pairs for substituted residues of Ec0VV6 when the distance of favorable ion pairs was less than 0.6 nm were calculated in 300 K MD simulations using the two different force fields (Supplementary Table S1). An occupancy value greater than 100% indicates that a charged residue forms more than one salt bridge. The average occupancy of six charged residues was 107.5% and 93.6% at 300 K for Gromos and Amber, respectively. These average values were quite similar to each other, but the difference at each charged residue was considerable; the occupancy of

Table 2 Comparison of residue number of secondary structures in Ec0VV6 in MD simulations using different force fields

| Temperature | interval (ns) | Gromos structure* | β-sheet | α-helix | Gromos β-sheet | α-helix |
|-------------|---------------|--------------------|--------|---------|----------------|--------|
| 300 K       | 50–400        | 85.5 ± 1.6         | 42.9 ± 1.4 | 35.3 ± 0.9 | 85.1 ± 1.6 | 42.7 ± 1.4 |
|             | 1000–1500     | 38.6 ± 4.6         | 19.6 ± 4.3 | 0.7 ± 1.1 | 68.6 ± 3.4 | 31.7 ± 2.2 |
|             | 1500–2000     | 39.7 ± 4.6         | 20.5 ± 4.2 | 0.5 ± 1.0 | 71.8 ± 3.8 | 33.2 ± 2.7 |
|             | 100–400       | 27.2 ± 5.8         | 2.5 ± 3.0  | 0.4 ± 0.8 | 34.0 ± 6.6 | 1.6 ± 2.3  |
|             | 100–400       | 23.7 ± 5.3         | 1.4 ± 2.0  | 0.4 ± 0.8 | 31.5 ± 6.5 | 0.9 ± 1.5  |

* structure=β-sheet+α-helix+β-bridge+turn

Values represent the average number of secondary structures.
However, as shown in Figure 4, the differences in RMSD value between the two force fields did not decrease in the 2000-ns simulations at 450 K. We did not detect large differences at 550 K and 600 K, but the values for Amber were slightly greater and tended to fluctuate more (Table 1). The differences between the two force fields in Rg of the monomer Ec0VV6 at higher temperatures were greater than that of the trimer Ec0VV6 at 300 K (Table 1 and Supplementary Fig. S4). The Rg for monomers decreased due a change in structure, from ellipsoid (Fig. 1B) in the native trimer (Fig. 1A) to globular in the disordered monomer (Supplementary Fig. S5A). There were large differences in the secondary structures at 450 K between Gromos and Amber (Table 2); α-helical structures were completely

Figure 3  Configuration of different salt bridges for Lys87 and Arg88 in the loop region in 300 K MD simulations using both force fields. Green, blue, and magenta represent the A-, B-, and C-subunit, respectively. (A) Force field: Gromos. The distance between Lys87 and Glu59 in the A-subunit is 0.48 nm, whereas the distance between Arg88 in the A-subunit and Asp102 in the B-subunit is 1.45 nm. (B) Force field: Amber. The distance between Arg88 in the A-subunit and Asp102 in the B-subunit is 0.30 nm, whereas the distance between Lys87 and Glu59 in the A-subunit is 1.70 nm.

Lys87 was 60.3% and 1.4% at 300 K for Gromos and Amber, respectively (Supplementary Table S1). These results suggest that the formation of salt bridges in MD simulations differs significantly between force fields [33–36].

MD simulations of a monomer structure of Ec0VV6 at 450 K, 550 K, and 600 K

To confirm the formation of salt bridges of Ec0VV6 in the denatured state, we performed MD simulations for the monomer structures of Ec0VV6 at 450 K, 550 K, and 600 K using two different force fields. Because large differences between two force fields in the RMSD values of Ec0VV6 were detected at 450 K, the simulations were extended for longer periods (2000 ns vs. the previous value of 1400 ns).

However, as shown in Figure 4, the differences in RMSD value between the two force fields did not decrease in the 2000-ns simulations at 450 K. We did not detect large differences in RMSD at 550 K and 600 K, but the values for Amber were slightly greater and tended to fluctuate more (Table 1). The differences between the two force fields in Rg of the monomer Ec0VV6 at higher temperatures were greater than that of the trimer Ec0VV6 at 300 K (Table 1 and Supplementary Fig. S4). The Rg for monomers decreased due a change in structure, from ellipsoid (Fig. 1B) in the native trimer (Fig. 1A) to globular in the disordered monomer (Supplementary Fig. S5A). There were large differences in the secondary structures at 450 K between Gromos and Amber (Table 2); α-helical structures were completely

Figure 4  Trajectories of the RMSD of Cα atoms for the monomer of Ec0VV6 in MD simulations at 450 K, 550 K, and 600 K. Black and red represent data obtained with Gromos and Amber, respectively. Data represent the average values of three subunits.
destroyed at 450 K in the case of Gromos, but two-thirds of them were maintained in the case of Amber. These results are consistent with the large difference in RMSD data between the two force fields (Table 1).

The formation of salt bridges for six substituted residues of Ec0VV6 at high temperatures

A salt bridge is considered to form when the distance between favorable pairs of charged residues is less than 0.6 nm [36]. Because a considerable amount of salt bridges was detected even at 450 K, as reported previously [14], we performed MD simulations of Ec0VV6 at higher temperatures, 550 K and 600 K. In addition, we performed a simulation at 450 K using a different force field, Amber, at a longer period (up to 2000 ns). Figures 5A and 5B show typical trajectories of favorable ion–ion interactions at 450 K and 600 K, respectively. In the case of Gromos at 450 K (Fig. 5A), salt bridges between Arg88 and Asp20 that did not form
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at 300 K were detected in drastic fluctuations, whereas in the case of Amber, these fluctuations were suppressed, and consequently the salt bridges were not observed over the course of the 2000 ns simulation. These results are comparable with the increase in RMSD values and decrease in secondary structures observed with Gromos at 450 K. However, at 600 K (Fig. 5B), the fluctuation became more drastic, and the formation of salt bridges seemed not to differ between the two cases. Figure 5B indicates that Lys72 and Glu4, which are quite distant from one another in the primary sequence, can form salt bridges during drastic fluctuations, whereas Lys82 and Glu78, which are nearer to each other in the primary sequence, form salt bridges to a considerable degree even at the high temperature of 600 K.

Snapshots of salt bridges between Glu4 and Lys72 in 600 K MD simulations using different force fields are shown in Supplementary Figure S5. Strong salt bridges (0.29 nm) between these residues in Ec0VV6 were observed at 103 ns for Gromos (Supplementary Fig. 5A) and 18.2 ns for Amber (Supplementary Fig. 5B) in 600 K MD simulations. In the case of Amber, the α-helices were observed even at 600 K (Supplementary Fig. 5B, 5C), although no such secondary structures were observed in the case of Gromos (Supplementary Fig. 5A). In MD simulations using Amber, average number of residues forming an α-helix was 8.9 at 550 K and 7.4 at 600 K (Table 2). Glu4 and Lys72 of Ec0VV6 were quite distant from each other (5.03 nm) at 239 ns in 600 K MD simulations (Supplementary Fig. 5C), indicating the existence of an α-helix in a long ellipsoid.

All possible pair residues in Ec0VV6 are listed in Supplementary Table S1 (indicated by “pair residues”) for each of six substituted residues. All percent occupancies shown in Supplementary Table S1 were greater than 1.0% at 550 K and 600 K for both force fields. This means that each of the six charged residues was able to form salt bridges with all the favorable ion pairs in Ec0VV6 in MD simulations at these temperatures.

Numbers of salt bridges for each of the six charged residues at high temperatures

The percent occupancies of favorable ion pairs with lengths below 0.6 nm for the six substituted residues of Ec0VV6 are listed in Supplementary Table S1. The values obtained with Gromos at 300 K and 450 K are consistent with reported ones [14] within experimental error, due to slight differences in the definition of distance between salt bridges and the period of MD simulations (see Materials and Methods). The average sum of the occupancies of six charged residues at 300 K was 0.87 ± 0.16 for Gromos and 0.88 ± 0.13 for Amber, indicating that the standard deviation is quite large. This is caused due to the fact that both Asp39 and Lys48 form salt bridge with two pairs, whereas Arg88 (Gromos) and Lys87 (Amber) barely engage in such interactions (Supplementary Table S1). On the other hand, the standard deviation at higher temperatures decreased considerably (Table 3). The values at 600 K were 0.87 ± 0.16 for Gromos and 0.88 ± 0.13 for Amber. Figure 6 shows the trajectories of average numbers for each salt bridge of the six substituted residues at 600 K. From the figure, it can be seen that about 90% of each charged residue formed constantly salt bridges with favorable pairs in 600 K MD simulation. These results indicate that the monomer structure of Ec0VV6 forms a considerable number of salt bridges, even in the denatured state, at temperatures of 550 K and 600 K.

### Table 3 Average number of salt bridges for six substituted residues of Ec0VV6 in MD simulations using different force fields

| Temperatures | Gromos   | Amber   |
|--------------|----------|---------|
|              | Number   | Ratio*  | Number   | Ratio*  |
| 600 K        | 0.87±0.16| 0.80    | 0.88±0.13| 0.94    |
| 550 K        | 0.66±0.10| 0.61    | 0.69±0.16| 0.73    |
| 450 K        | 0.60±0.10| 0.55    | 0.53±0.23| 0.56    |
| 300 K        | 1.08±0.85| 1.00    | 0.94±0.92| 1.00    |

* Relative to the number of salt bridges at 300 K

which are located in a loop and move in different ways as described above (Figs. 3A and 3B). However, the average occupancies of ion pairs for the six charged residues at 550 K and 600 K were 66.1% and 86.7%, respectively, in the case of Gromos, and 68.5% and 88.5%, respectively, in the case of Amber (Supplementary Table S1), indicating that there were no significant differences between these two force fields. The occupancies were also higher than those obtained at 450 K using both force fields.

Table 3 shows the average numbers of salt bridges for each of six substituted residues of Ec0VV6 in MD simulations with different force fields. The values at 300 K were 1.08±0.85 for Gromos and 0.94±0.92 for Amber, indicating that the standard deviation is quite large. This is caused due to the fact that both Asp39 and Lys48 form salt bridge with two pairs, whereas Arg88 (Gromos) and Lys87 (Amber) barely engage in such interactions (Supplementary Table S1). On the other hand, the standard deviation at higher temperatures decreased considerably (Table 3). The values at 600 K were 0.87±0.16 for Gromos and 0.88±0.13 for Amber. Figure 6 shows the trajectories of average numbers for each salt bridge of the six substituted residues at 600 K. From the figure, it can be seen that about 90% of each charged residue formed constantly salt bridges with favorable pairs in 600 K MD simulation. These results indicate that the monomer structure of Ec0VV6 forms a considerable number of salt bridges, even in the denatured state, at temperatures of 550 K and 600 K.

### Confirmation of the formation of salt bridges in the denatured state of Ec0VV6: Concluding remarks

Two different force fields, Gromos43a1 (a united-atom representation for aliphatic CH₂ groups) and AMBER99SB (an all-atom representation) were used for MD simulations to confirm the formation of salt bridges in the denatured structures of CutA1 protein [14] at high temperatures. The stabilities of helical structures and Rg differed slightly between the two force fields in 300 K MD simulations; consequently, Lys87 and Arg88 in the loop region formed a salt bridge with different favorable pairs in the two force fields. However, at higher temperatures (550 K and 600 K), the specificity for favorable pair residues decreased, and each of the targeted charged residues constantly formed salt bridges in the denatured state of Ec0VV6.
bridges with a frequency of about 90% using both force fields. The ratio of formation of salt bridges at 600 K relative to 300 K was considerably high, 80% for Gromos and 94% for Amber (Table 3), indicating that charged residues in EcOV6 can form considerable amounts of salt bridges even in the denatured state, which is accompanied by drastic fluctuations. These results corroborate the findings of previous simulations performed at 400 K and 450 K. That is, the abundance of charged residues in proteins from hyperthermophiles might contribute to their conformational stabilities via entropic effects due to the formation of salt bridges in the denatured state, which equilibrates with the native state under physiological conditions.
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