wildNeRF: Complete view synthesis of in-the-wild dynamic scenes captured using sparse monocular data
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Abstract

We present a novel neural radiance model that is trainable in a self-supervised manner for novel-view synthesis of dynamic unstructured scenes. Our end-to-end trainable algorithm learns highly complex, real-world static scenes within seconds and dynamic scenes with both rigid and non-rigid motion within minutes. By differentiating between static and motion-centric pixels, we create high-quality representations from a sparse set of images. We perform extensive qualitative and quantitative evaluation on existing benchmarks and set the state-of-the-art on performance measures on the challenging NVIDIA Dynamic Scenes Dataset. Additionally, we evaluate our model performance on challenging real-world datasets such as Cholec80 and SurgicalActions160.

1. Introduction

Visual scene understanding is a long-standing problem in computer vision. The ability of machine learning models to identify, cluster, classify, and track pixels within and across frames has seen tremendous growth over the last decade. Recently, novel-view synthesis and novel-time synthesis
have gained significant traction because of neural radiance-based methods [1, 29, 31, 34, 35] that combine deep learning approaches and classical vision modelling. This allows for fine-grained reconstructions in 3D space. These models take a sparse set of input frames as input, from which camera pose information is extracted [41]. A complete scene is generated by modelling a 7D scene representation \( f(x, y, z, \theta, \phi, \lambda, \tau) \) where \( x, y, z \) are spatial locations and \( \theta, \phi \) are camera pose parameters. This generalized representation is known as the Plenoptic function as it describes all image information visible from a particular viewing position [4], for different wavelengths \( \lambda \) and time \( \tau \). This function may be constrained to a 6D representation by assuming a constant wavelength, \( \lambda \). This representation has various real-world applications, including depth estimation [7, 13], 3D tracking [22, 59], and video stabilization [26, 55]. We illustrate this generalized formulation in Figure 2.

Despite significant advances, existing model architectures are still limited. 1. They are extremely computationally intensive and can take days to create believable representations of very small scenes [29, 34, 35]. Various works [10, 33, 38, 57] leverage inefficiencies in neural-radiance architectures and incorporate massively parallel algorithms to speed-up reconstruction times. 2. The problem is extremely under-constrained; e.g., learning a 6D representation from, in some cases, a set of 12 sparse inputs (NVIDIA dynamic scenes dataset [56]) leads to significant artifacts along the time axis. 3. Traditional NeRF-based [29] reconstructions use sparse inputs captured in a more holistic manner to allow for easier generalization.

Our contributions are as follows: 1. We showcase the efficacy of our model using the publicly available NVIDIA dynamic scenes dataset and extend our model to real-world datasets such as the SurgicalActions160 [40] and Cholec80 [47] datasets. 2. To the best of our knowledge, this is the first paper to incorporate CUDA-accelerated training schemes for monocular dynamic scenes, thereby increasing the applicability of such models to applications. 3. We extend state-of-the-art techniques by Li et al [23] and Gao et al [11] to successfully model both rigid and non-rigid motion. 4. We apply this approach to extremely challenging surgical datasets for the purpose of 3D instrument-tracking and video stabilization, the successful implementation of which would open the door to exciting new advances in surgical skill evaluation [18, 19].

2. Related Work

To truly understand scenes, 2D representations are insufficient and thus significant strides have been made in recent years to create highly representative 3D representations. That work is mostly centered around static or rigid geometries such as point-clouds [3, 15, 44, 51], voxels [20, 43, 52, 60], octrees [50, 57], or various computed tomography algorithms [6]. However, these representations are computationally intensive and are seldom extendable to dynamic and non-rigid scenes. Recent advances in implicit functions for representing scenes have shown the ability to implicitly encode photometric attributes such as colour, surface illumination, opacity etc. using shallow neural nets [1, 29, 30, 35], an important characteristic of these approaches is that they are usually self-supervised. The models can be trained in an end-to-end manner by leveraging a pixel-wise photometric reconstruction loss, which is in strong contrast to existing approaches that require strong priors [9, 17, 39] or existing templates [14, 34, 49, 53, 54], each of which are challenging to acquire and significantly limit the generalizability of these approaches to ideal pre-designed scenes.

Some approaches within the implicit representation paradigm have shown the ability to generate incredibly detailed scenes from a limited set of images [11, 23, 34, 35]. These immaculate reconstructions illustrate an important proof-of-concept and the expressibility of well-crafted representations, but aren’t directly extendable to in-the-wild scenes. This is because the input images, although sparse, are well-posed, capture a 360 deg panoramic view of the scene, and must come with pre-computed pose information. In-the-wild scenes are generally captured from a monocular source and do not include pose information. This information is calculated using off-the-shelf models that use structure-from-motion for calculating camera pose and are non-deterministic, and thus prone to error [41].

Some approaches extend the implicit representation paradigm to include time \( \tau \). These are highly relevant to this paper; specifically, in-the-wild approaches that are extremely under-constrained and require off-the-shelf mod-
els. Flow-based methods such as [11, 23] use off-the-shelf methods to constrain the scene by using additional inputs such as depth estimation [21], optical flow [2, 45], and semantic segmentation [12]. Additionally, some work has been done using deformation-based approaches [36, 46] to model dynamic scenes. Although that work is agnostic to input data, and depend on neither pre-trained models nor pre-designed priors, it doesn’t generalize well to in-the-wild scenes. Our approach combines existing flow-based approaches with deformation-based approaches to set the state-of-the-art on the NVIDIA dynamic scenes dataset.

We also leverage the work done in multi-resolution encoding, which have shown the ability to significantly improve reconstructions by encoding data as a multi-resolution subset of high-frequency embeddings, as measured by commonly-used reconstruction metrics, Learned Perceptual Image Patch Similarity (LPIPS) [58], Structural Similarity (SSIM) [5], and peak Signal-to-noise ratio (PSNR) [16].

3. Method

We introduce wildNeRF, a computationally-efficient neural renderer for novel view and time synthesis tasks. The proposed renderer reconstructs complex scenes from sparse inputs captured using a monocular camera source. We build on prior work on flow-based [11, 23] and deformation-based [36, 46] approaches to model dynamic scenes using computationally efficient grid embeddings [33]. These approaches extend traditional neural radiance representations by modelling the change in geometry of objects in the scene over time. This yields high-fidelity reconstructions of complex scenes with varying geometries and intricate dynamics. We illustrate that a combination of deformation and flow-based techniques is able to capture scenes in a holistic manner without loss of generality on novel-view and novel-time synthesis tasks. We leverage off-the-shelf pre-trained models for generating flow [45] and depth priors [21] to constrain the canonical reconstruction space, leading to high-quality reconstructions. We also leverage effective grid encodings [33] to produce results in a fraction of the time of existing models.

3.1. Datasets

In this paper, we show quantitative and qualitative results on the NVIDIA Dynamic Scenes Dataset [56], and qualitative results (due to the lack of ground truth depth data) on complex surgical datasets, Cholec80 [47] and SurgicalActions160 [40], which deal with significant unstructured motion between the camera and the objects in a scene.

**NVIDIA Dynamic Scenes Dataset**: This dataset consists of 8 scenes, each captured using 12 synchronized cameras to mimic motion. In each case, 24 frames from the dataset are held out and used for training and 12 are set aside for testing.

**Cholec80**: This dataset contains 80 full-length surgical videos capturing the cholecystectomy procedure. The scope of existing neural radiance field approaches are limited since they can only model very constrained scenes consisting of a small set of frames. We thus focus on short clips extracted from the longer videos to evaluate the efficacy of these approaches in extremely unconstrained environments.

**SurgicalActions160**: This dataset consists of a total of 160 short clips (~5 seconds) in which surgeons perform critical actions such as suturing, dissection, and knotting.

3.2. Scene registration

To completely learn a scene, we require relative camera pose information as input along with image coordinates. Extracting this information from a set of sparse images is called ‘scene registration’, where the structure of features within a scene are used to generate the relative pose characteristics of the constituent images, this is a well studied problem in computer vision and visual perception, called structure-from-motion. We use COLMAP [41], an open-source structure-from-motion library, for this purpose.

3.3. Volume rendering

We build on the original NeRF [31] formulation and describe the volume rendering equations used in our analysis. We parameterize a ray extending from its point of origin \( \mathbf{o} \), with direction \( \mathbf{d} \) as follows: \( y(b) = \mathbf{o} + b \cdot \mathbf{d} \). Where \( b \) refers to a uniformly sampled point along the ray that exists within the near and far bounds, \( b_n \) and \( b_f \) respectively. Using this formulation, we can define a generalized version of the the expected colour \( C \) of a pixel as follows:

\[
C(\Theta) = \int_{b_n}^{b_f} \tau(b, \Theta) \cdot \sigma(p(b, \Theta)) \cdot c(p(b, \Theta), d) \, db
\]  

The transmittance \( \tau \) defined in eq.1 is the probability that a ray between points \( b_n \) and \( b_f \) is absorbed, scattered, or reflected by other objects in its path.

\[
\tau(b, \Theta) = e^{\int_{b_n}^{b_f} \sigma(p(b, \Theta)) \, db}
\]  

\[
\sigma(p(b, \Theta)) = f_\phi(p(b, \Theta))
\]  

\[
c(p(b, \Theta), d) = f_\theta(p(b, \Theta), d)
\]  

Equations 3 and 4 are outputs of fully-connected models, details of which are depicted in Figure 3. \( \Theta \) is the set of variables that parameterize the model. When modelling rigid or non-rigid body motion, \( \Theta = (x, d, t) \) where \( x, d \) and \( t \) refer to the input points, input directions, and input time, respectively. As in previous work [31], we use numerical quadrature [27] to approximate these integrals. We
uniformly sample a set of evenly-spaced points between the near and far bounds, $b_n$ and $b_f$. The resulting equations are as follows:

$$C(\Theta) = \sum_{b=1}^{N} \tau(b, \Theta) \alpha(p(b, \Theta, \delta)) c(p(b, \Theta, d))$$

(5)

$$\tau(b, \Theta) = e^{-\sum_{n}^{b} \sigma(p(b, \Theta)) \delta_n}$$

(6)

$$\alpha(b, \Theta, \delta) = 1 - e^{-\sigma(p(b, \Theta)) \delta_n},$$

(7)

where $\sigma$ and $c$ are model outputs (Figure 3), and $\delta_n = b_{n+1} - b_n$ is the distance between two consecutive quadrature points.

### 3.4. Pixel pruning

Traditional approaches [29–31] have used strategically designed coarse and fine sampling schedules of subtended rays for calculating colour pixel values, eq. 5. Our approach is inspired by recent advances in efficient training methods of voxel based models [25, 28, 42] in which we systematically turn-off points in space that don’t contribute to our scene for a fixed number of iterations. In doing so, we significantly reduce the number of matrix operations required in downstream calculations. After $N = 5000$ iterations, we continue optimizing the most representative pixels in the image. We illustrate our approach in Figure 4.

### 3.5. Model architecture

Our proposed renderer consists of 3 core lightweight fully-connected models, a flow model for predicting the scene-flow, a deformation model for modelling non rigid-body dynamics of the model from one frame to the next, and a background model that is agnostic of any motion-centric pixels in the scene. We illustrate the two predictive outputs and how they are used for training the model in an end-to-end manner in Figure 3.

#### 3.5.1 Background Network

We model the pixels associated with rigid bodies in a scene using a conventional radiance-based implicit representation
model [31]. We mask the motion-centric pixels and use numeric quadrature approximations (Eq. 5) to map the canonical scene coordinates to the corresponding 2D pixels. For a fair comparison against results in literature, we use $N = 256$ uniformly sampled points along each ray. The static paradigm can thus be represented as follows:

$$\sigma_{\text{static}} = f_{\theta}(r(p_n))$$

and

$$c_{\text{static}} = f_{\phi}(r(p_n), d),$$

where the functions $f_{\theta}$ and $f_{\phi}$ are represented using the static fully connected models illustrated in Figure 3.

$$C^s(x, d) = \sum_{b=1}^{N} \begin{array}{ccc} \tau(b, x, d) & \alpha(p(b, x, d), \delta) & c(p(b, x, d), d) \end{array},$$

$$L^s = \sum_{n} \|C^s - C^{gt}\|^2_2$$

where $M$ is pre-calculated pixel mask that denotes the presence of motion-centric pixels in the training data.

### 3.5.2 Deformation network

We model non-rigid motion across frames by defining a transformation $\Delta x$, that is applied to points in canonical space across different instances in time. This deformation, $\phi$, jointly with flow-based rigid body motion modelling allows us to improve on existing state-of-the-art results on the NVIDIA dynamic scenes dataset. This transformation is learned by minimizing the mean squared error over the entire dataset.

$$\Delta x = f_{\psi}(x, d, t)$$

$$x^* = x + \Delta x,$$

where $x^*$ is our predicted non-rigid body deformation, which is included in our downstream analysis.

### 3.5.3 Scene-flow network

As is the case when attempting to model a large set of variables using the plenoptic function, the scene becomes increasingly under-constrained. We address these anomalies by leveraging photometric constraints to model rigid-body motion of dynamic pixels in our scene. We model the flow field of the non-rigid motion across adjacent frames in both the forward ($t_c = t+1$) and backward ($t_c = t-1$) directions (Figure 5). The flow field is determined as follows:

$$(sf^b, sf^f, \sigma^\text{dynamic}, c^\text{dynamic}) = f_{\phi}(x^*, d, t)$$

$$(sf^b_{t-1}, sf^f_{t-1}, \sigma^\text{dynamic}_{t-1}, c^\text{dynamic}_{t-1}) = f_{\phi}(x^*, d, t - 1)$$

$$(sf^b_{t+1}, sf^f_{t+1}, \sigma^\text{dynamic}_{t+1}, c^\text{dynamic}_{t+1}) = f_{\phi}(x^*, d, t + 1),$$

where $x^*$, $d$, and $t$ refer to the pixels in canonical space, their direction vectors, and instances in time.

We extend eq. 10 to the case of rigid-body motion as follows:

$$C^d(\Theta, t) = \sum_{b=1}^{N} \begin{array}{ccc} \tau(b, \Theta, t) & \alpha(p(b, \Theta, t, \delta)) & c(p(b, \Theta, t, d)) \end{array},$$

where $\Theta = (x^*, d)$

The subsequent fields predicted by the model are compared against the corresponding ground truth images ($C^{gt}$). The overall scene-flow photometric loss is represented as:

$$L^s = \sum_{n} \|C^s - C^{gt}\|^2_2$$
| Method                | Train Time (hours) | Speedup |
|-----------------------|--------------------|---------|
| NeRF [31] (naive)    | 48 (0.1)           | x32     |
| Tretschk et al. [46] | 15 (0.1)           | 5x      |
| Li et al. [23]       | 50 (0.3)           | x35     |
| Gao et al. [11]      | 48 (0.3)           | x33     |
| Ours (w/o pruning)   | 1.7 (0.1)          | x1.1    |
| Ours                 | 1.6 (0.1)          | -       |

Table 1. All experiments were done using an RTX3090 GPU. We present the processing times required to produce the reported PSNR values in Table 2. The speedup column indicates the speedup of the proposed method compared to our method, both with and without pixel pruning.

The scene flow loss is carefully designed to constrain rigid motion across frames eq. 19. We illustrate the predicted scene-flow in Figure 5.

The scene flow loss is carefully designed to constrain rigid motion across frames eq. 19. We illustrate the predicted scene-flow in Figure 5.

\[ L^{sf+\psi} = \sum_{n=1}^{N} \left( \| C_{t+1}^d - C_{t}^g \|_2^2 + \| C_{t-1}^d - C_{t-1}^g \|_2^2 + \| C_{t+1}^d - C_{t+1}^g \|_2^2 \right) \] (18)

3.5.4 Blending approach

Our blending approach utilizes the readily available motion masks generated during the pre-processing step and assigns pixel-level values depending on the masks value. This blending approach is simple and doesn’t require additional networks [36] to model the background pixels. It also avoids a blending parameter that is computed in addition to other network outputs as in [11, 23], each of which require significantly higher computational times and trainable parameters. The final image is computed as follows:

\[ C(p) = \begin{cases} C(p)_{\text{dynamic}}, & \text{if } M \geq 0.5 \\ C(p)_{\text{static}}, & \text{otherwise} \end{cases} \]

3.6. Training Details

For training, we use the pixel-level motion masks to delineate between the static and motion-centric pixels (caused by both rigid and non-rigid motion) in the image. Each image was resized to 480 × 270 to remain consistent with previous approaches. We sample a set of \( N = 4096 \) rays subtending from these pixels and use them to train to separate models, a simple static or background model, inspired by the original NeRF [31] formulation, and a dynamic or motion-centric model, consisting of an in-built deformation network. This schema allowed us to run all our experiments on an RTX3090 GPU with 24Gb of VRAM. We use an ADAM optimized training scheme, with \( l_{\text{network}} = 1e^{-3} \) and \( l_{\text{model}} = 1e^{-2} \). We also use a learning rate scheduler and an exponential decay value of \( 5e^{-5} \). Finally, our overall loss is calculated as follows:

\[ L^{\text{total}} = L^s + L^{sf+\psi} \] (19)

4. Results

4.1. Experimental setup

We evaluate our proposed algorithm on the Dynamic Scene Dataset [56]. The dataset consists of 9 video sequences each captured simultaneously using 12 fixed cameras at 12 time steps. The input for each model is a set of frames \( I_{ct} \), where \( c \) refers to the camera pose and \( t \) refers to an instance in time. Figure 3 illustrates the problem setup as we take individual frames at different points in time and attempt to create a generalizable model for predicting novel-view and novel-time states, should one of the controllable parameters \((c, t)\) be fixed. We use COLMAP [41], a commonly used structure-to-motion model that leverages structural information captured from disjointed frames to create a relative mapping in an unsupervised manner, thus yielding pose information for our input frames. Our setup also uses motion-masking to differentiate between static and motion-centric pixels similar to Gao et al [11]. We discuss our quantitative and qualitative results in the sections below.

![Figure 6](image)
4.2. Quantitative

We present our quantitative results against state-of-the-art benchmarks in Table 2. We observe improvements of 3% and 1% in Peak signal-to-noise ratio (PSNR - ↑) and Structural Similarity (SSIM - ↑) respectively, despite only training for a fraction of the time as earlier works [11, 23, 31]. Additionally, we present a comparison of the training times required by existing approaches in Table 1 and show that pixel pruning (Section 3.4) and a grid generated using a combination of frequency encoding [31] and multi-resolution hash encoding [33] generates results in unparalleled times on complex dynamic scenes. We also observe that most scenes samples are competitive against existing approaches except the Truck scene. We believe that this is due to inconsistent camera pose parameters generated by COLMAP. Dissimilar to other scenes, both the Truck and DynamicFaces scenes required multiple runs of COLMAP as it would regularly fail, as has been documented in earlier works [11, 23]. This inconsistent behaviour is an unfortunate by-product of the structure-from-motion paradigm and is an active area of research [24, 29, 48].

4.3. Qualitative

We present our qualitative results against state-of-the-art benchmarks in Figure 7. Our results are highly competitive against earlier approaches and avoid significant artifacts due to motion, such as the entire object disappearing, or even complete reconstruction failure. Gao et al. [11] have shown some of the most impressive results on this dataset, yet they note in the paper that their approach leads to artifacts when modelling non-rigid motion. This can be seen in (Figure 7 - column (f)). Our approach is not only able to model both rigid and non-rigid motion but is also able to capture light-based effects well (Figure 7 - column (g)).

4.4. Ablation study

We perform an ablation study to examine the effect of each component of our proposed model. The results are presented in Table 3. The background, flow, and deformation models each play a critical role in modelling the overall motion in these dynamic frames, especially the deformation network.

4.5. Limitations

Although we are able to generate realistic outputs in both the novel-view synthesis and the novel-time paradigms, and provide state-of-the-art results, our proposed approach is prone to artifacts due to the extremely unconstrained nature of the tasks. We present some of the failure cases in Figure 6. We address each of the issues from top to bottom, with the ground truth images being displayed on the right-hand side. **Balloon1**: The artifact on the left is due to improper motion-mask generation, which results in a portion of the dinosaurs head to be cut-off. The artifacts on the right are due to grid errors, which is potentially a by-product of the pixel-pruning step described in section 3.4. **Playground**: The woman in the image is holding a ribbon extending from the balloon; this ribbon is only partially visible in our reconstruction, we believe that this is caused by
and SSIM (↑) approach, coupled with a multi-resolution hash encoding rigid body and non-rigid body motion independently. This synthesizing scenes from sparse inputs by modelling both rigid-body motion at the apex of the balloon’s motion. Most of the identified artifacts are caused by improper blending of motion-centric and background pixels which is an inter-

5. Conclusion

We present a novel neural radiance-based approach for synthesizing scenes from sparse inputs by modelling both rigid body and non-rigid body motion independently. This approach, coupled with a multi-resolution hash encoding grid, yield state-of-the-art results on the NVIDIA dynamic scenes dataset, while being much faster than existing methods. We also move away from idealized environments and datasets and show the efficacy of our approach on complex real-world scenes, such as the SurgicalActions160 and Cholec80 datasets. We hope that our work leads to widespread adoption of neural radiance-based techniques, and will make our source code publicly available.

Table 2. Quantitative results: We perform extensive quantitative evaluation and show that our model achieves state-of-the-art PSNR (↑) and SSIM (↑) values compared to existing approaches. For each category, results are ranked and colour coded as follows: 1st, 2nd, 3rd.

| Method          | Balloon1 | Balloon2 | Playground | Overall |
|-----------------|----------|----------|------------|---------|
| NeRF            | 20.57    | 0.681    | 0.105      | 23.04   |
| NSFF (Li et al) | 24.10    | 0.807    | 0.156      | 28.88   |
| Dynamic NeRF    | 23.57    | 0.832    | 0.096      | 31.92   |
| Ours            | 26.03    | 0.821    | 0.287      | 32.02   |

Table 3. Ablation study: We examine the effect of using our blended approach of modelling each of the background, rigid motion and non-rigid motion separately. These experiments are done on the Playground scene in the NVIDIA dynamic scenes dataset.

| Method          | PSNR ↑  | SSIM ↑ | LPIPS ↓ |
|-----------------|---------|--------|---------|
| w/o Background  | 11.741  | 0.186  | 0.889   |
| w/o Flow        | 22.827  | 0.761  | 0.205   |
| w/o Deformation | 23.266  | 0.834  | 0.129   |
| All             | 25.460  | 0.854  | 0.118   |
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6. Supplementary

6.1. Implementation

The code is built on existing repositories and we would like to acknowledge the wonderful contributions made by [37] and [8] for their clean implementation of a fast and modular version of the original NeRF repository [31]. We’d also like to acknowledge the contributions of Muller et al [32, 33] for creating fast CUDA powered kernels and renderers for obtaining excellent speeds during training and inference.

6.2. SurgicalActions160

The Surgical Actions dataset consists of 16 different surgical actions and 10 short samples of each. We select the following: Cutting (Figure 13), Blunt dissection (Figure 8), Dissection thermal (Figure 9), Irrigation (Figure 10), Knot-pushing (Figure 11), and Sling-in (Figure 12).

6.3. Cholec80

The inclusion of the Cholec80 dataset is important as it provides an illustration of possible extensions of this method to the extremely challenging datatype - monocular surgical data. We choose only a very short clip extracted from the dataset and show the resulting outputs (Figure 14). For reference, we sub-sample the clips so as to not have to process and thus reconstruct every frame.
Figure 8. **Qualitative results:** We present our qualitative results on the SurgicalActions160 dataset, specifically the **blunt dissection** action. *Model reconstructions, Depth predictions, and Ground truth (left to right) - Time-steps (top to bottom)*
Figure 9. **Qualitative results:** We present our qualitative results on the SurgicalActions160 dataset, specifically the *dissection thermal* action. *Model reconstructions, Depth predictions, and Ground truth (left to right) - Time-steps (top to bottom)*
Figure 10. **Qualitative results**: We present our qualitative results on the SurgicalActions160 dataset, specifically the *Irrigation* action. Model reconstructions, Depth predictions, and Ground truth (left to right) - Time-steps (top to bottom)
Figure 11. Qualitative results: We present our qualitative results on the SurgicalActions160 dataset, specifically the **knot-pushing** action. Model reconstructions, Depth predictions, and Ground truth (left to right) - Time-steps (top to bottom)
Figure 12. **Qualitative results**: We present our qualitative results on the SurgicalActions160 dataset, specifically the **sling-in** action. *Model reconstructions, Depth predictions, and Ground truth (left to right) - Time-steps (top to bottom)*
Figure 13. **Qualitative results**: We present our qualitative results on the SurgicalActions160 dataset, specifically the cutting action. *Model reconstructions, Depth predictions, and Ground truth (left to right) - Time-steps (top to bottom)*
Figure 14. **Qualitative results**: We present our qualitative results on the SurgicalActions160 dataset. *Model reconstructions, Depth predictions, and Ground truth (left to right) - Time-steps (top to bottom)*