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Abstract

We present an effective model for the one-dimensional Lyman-α flux power spectrum far above the baryonic Jeans scale. The main new ingredient is constituted by a set of two parameters that encode the impact of small, highly non-linear scales on the one-dimensional power spectrum on large scales, where it is measured by BOSS. We show that, by marginalizing over the model parameters that capture the impact of the intergalactic medium, the flux power spectrum from both simulations and observations can be described with high precision. The model displays a degeneracy between the neutrino masses and the (unknown, in our formalism) normalization of the flux power spectrum. This degeneracy can be lifted by calibrating one of the model parameters with simulation data, and using input from Planck CMB data. We demonstrate that this approach can be used to extract bounds on the sum of neutrino masses with comparably low numerical effort, while allowing for a conservative treatment of uncertainties from the dynamics of the intergalactic medium. An explorative analysis yields an upper bound of 0.16 eV at 95% C.L. when applied to BOSS data at 3 ≤ z ≤ 4.2. We also forecast that if the systematic and statistical errors will be reduced by a factor two the upper bound will become 0.1 eV at 95% C.L., and 0.056 eV when assuming a 1% error.
1 Introduction

The Lyman-α forest is an eminent probe of cosmology since it tests the smallest scales in the matter power spectrum that are currently accessible to experiments. The Lyman-α forest contains the absorption lines of neutral hydrogen in a background emitted by high-redshift quasars. The absorption lines result from the intergalactic medium (IGM) along the line-of-sight between the quasars and the observer. Using this setup, it is possible to scrutinize fluctuations in the matter distribution below the Mpc scales, up to scales of hundreds of Mpc. This opens the possibility to probe cosmological models featuring a modified growth of structure on these scales, such as warm or mixed cold/hot dark matter. The latter scenario is realized within the standard cosmological model via the cosmic neutrino background, whose contribution to the total energy density is related to the sum of neutrino masses. There are two main observables that have been used to perform cosmological investigations. On one side we can rely on the one-dimensional flux power spectrum, as extracted from a set of low, medium and high-resolution quasar spectra, to constrain cosmological parameters, warm dark matter scenarios, primordial black holes, fuzzy dark matter, dark matter-dark radiation interactions and neutrino masses; on the other hand the three-dimensional information, probing the largest scales, has been instrumental to provide tight measurements of distances at $z \sim 2.3$ with baryonic acoustic oscillations as seen in the auto-correlation function of the transmitted flux and the cross-correlation between quasars and flux as recently measured by the BOSS collaboration [1]. This complementary view on dynamical growth and geometry of our Universe is very constraining for a large set of beyond the standard model scenarios of structure formation based on a cosmological constant and cold dark matter and is particularly important when these data sets are combined with other large scale structure tracers that probe larger scales and smaller redshifts.

The latest BOSS Lyman-α forest data [2] indicates some mild tension with Planck temperature and polarization measurements [3] within ΛCDM, that can be relaxed when allowing for a running spectral index. Furthermore, it has been demonstrated [4] that strong bounds on the sum of neutrino masses can be derived by combining BOSS and Planck data even when including running ($\sum m_\nu \leq 0.13\text{eV}$ at 95% C.L., compared to $0.10\text{eV}$ without running). When using BOSS Lyman-α data only, also very large neutrino masses (0.71 eV) are compatible with observations, which can be traced back to an approximate degeneracy with the amplitude $A_s$ of the primordial power spectrum (this is nicely demonstrated in [5]).

Extracting information on cosmological models from Lyman-α forest observations requires a description of the IGM. The distribution of the IGM depends on the initial distribution of dark matter in the Universe. Still, the dynamics of the IGM is very complex and non-linear such that extensive hydrodynamic simulations of the IGM are indispensable to arrive at a prediction of the flux power spectrum measured from the absorption spectra of a set of quasars [5–10]. However, these simulations are very expensive which poses a major challenge for parameter estimation and marginalization over the (a priori often unknown) parameters of the IGM dynamics. Furthermore, additional uncertainties can enter through an inhomogeneous
UV background and a large mean free path length of UV photons in the IGM (see e.g. [7,11]).

One possible strategy is to use a grid of simulations. This approach was followed in [4,12,13] to extract bounds on neutrino masses and similarly bounds on warm dark matter as well as dark radiation models have been obtained [14–19]. Besides, bounds on ultra-light axions have been derived along the same lines [20] using an Emulator based on simulation results. The impact of IGM uncertainties has also been emphasized in the analysis performed in the context of warm dark matter in [21]. All these approaches are ultimately based on a suite of high-resolution hydrodynamic simulations that incorporate all the relevant physical ingredients (e.g. [8]). These simulations allow to cover the variations of the one-dimensional flux power in terms of cosmological and astrophysical parameters and build a likelihood function and emulators that ultimately allow to address the agreement with the data.

Alternatively, effective models can be used to extract information from the data. If this strategy can be demonstrated to be accurate at the required precision, it potentially allows one to evaluate a likelihood for many sets of parameters, including both cosmological as well as nuisance parameters that describe the uncertainties in the IGM dynamics and thermal state. Notice that such simple, semi-analytical, models have been found to be promising even in reproducing non-linear quantities like the flux probability distribution function [22] or in reaching small scales with a halo-model based approach [23], once they are calibrated with hydrodynamic simulations.

However, even though simple analytical approaches for the Lyman-α flux power spectrum exist [24], typically they fail to capture the dynamics of the IGM at the level of accuracy that is reached nowadays. In the current work, we follow in broad strokes the philosophy of analytical approaches, but deviate in two important points: First, we do not try to predict the different bias parameters of these models but obtain these parameters through calibration to either experimental or simulation data [22,25,27]. Second, since the flux power spectrum is sensitive to very small scales, we follow an effective theory approach and parametrize our lack of knowledge by two ultra-violet (UV) parameters that carry this information (see section 2.1). By construction, this approach leads to rather conservative bounds. A related approach along these lines has recently been demonstrated to yield meaningful constraints in the context of a full-shape analysis of BOSS galaxy clustering data [28,29].

We build on the framework developed in [30], where we showed that with six parameters, the model can describe BOSS data [31] on the Lyman-α forest. In principle, data for even smaller scales exist, for example from XQ-100 [32] and Hires/Mike [33], but we focus on BOSS data which is on scales much larger than the Jeans scale. This makes the analysis more robust, since smaller scales are more susceptible to the details of reionisation and the dynamics of the IGM. More importantly, the separation of scales is a prerequisite for the effective theory approach.

The main aim of the present work is to demonstrate that an effective model can provide an accurate description for the Lyman-α 1D flux power spectrum, and to assess its predictive power when it comes to the sum of the neutrino masses. One roadblock in obtaining a competitive bound on neutrino masses are the degeneracies in the model. Therefore, we explore a
hybrid approach, where one of the model parameters is calibrated by comparing to simulation results. As a first step, we marginalize over the remaining model parameters, describing the unknown IGM dynamics, for a given ΛCDM model, with all cosmological parameters except for the neutrino mass kept fixed. We demonstrate that, within this framework, meaningful constraints on the neutrino mass can be derived, paving the way for an application in Monte Carlo parameter estimation techniques in the future.

In section 2 we review the effective model for the 1D Lyman-α flux power spectrum and discuss how we incorporate massive neutrinos. Next, we validate the model by comparing to simulation data in section 3 and introduce the hybrid approach. In section 4 we apply the framework to the latest BOSS Lyman-α forest data [2], and discuss the impact of various assumptions, before concluding in section 5.

2 Effective Lyman-α model for massive neutrinos

In this section we first review the effective model for the 1D flux power spectrum [30] on BOSS scales, and then discuss how we incorporate the effect of massive neutrinos.

2.1 Review of the model

In this section we present the phenomenological model to describe the 1D flux power spectrum. Ultimately, we want to model the transmission fraction \( F = \exp(-\tau) \), that is a function of the optical depth for Lyman-α photons, \( \tau \). The fluctuations in the transmission fraction are given by

\[
\delta_F = \frac{F}{\bar{F}} - 1,
\]

where \( \bar{F} \) denotes the average transmission fraction. The transmission fraction, on the other hand, depends on the density contrast \( \delta \) and the dimensionless gradient of the peculiar velocity \( v_p \) along the line of sight

\[
\eta = -\frac{1}{aH} \frac{\partial v_p}{\partial x_p},
\]

where \( x_p \) is the comoving coordinate. At linear order, this relationship can be written as

\[
\delta_F = b_{F\delta} \delta + b_{F\eta} \eta,
\]

in terms of the density contrast \( \delta \) and the velocity gradient \( \eta \). In Zel’dovich approximation [34], the gradient of the velocity is proportional to the density contrast \( \eta \propto \mu^2 \delta \), where \( \mu \) is the angle between the line-of-sight and the momentum mode under consideration, \( \mu = k_\parallel / k \) and \( k_\parallel \) is the projection of the wavevector along the line-of-sight. Hence, the linear approximation to the three-dimensional flux power spectrum fulfills the relation

\[
P_F^{\text{linear}}(k, k_\parallel, z) = b_{F\delta}^2 (1 + \beta \mu^2)^2 P_{\text{lin}}(k, z),
\]
where we introduced the parameter $\beta$ that parametrizes the proportionality between $\delta$ and $\eta$ and $P_{\text{lin}}$ is the linear density power spectrum. Even though $\beta$ can be calculated in Zel’dovich approximation [35], it is known from simulations that this is not very accurate for the reionized intergalactic medium [36]. Hence, we keep $\beta$ as a free parameter in our setup. In the final model, we eventually do not use the linear power spectrum but some theoretical models that reflect the clustering of the dark matter on short scales. At this point it also is possible to differentiate between the density and the velocity power spectra (see discussion below).

In order to improve the model, we include two more physical effects. The first one is the Jeans instability. Below the Jeans scale $k_J = aH/c_s$, baryonic density fluctuations cannot collapse. The Jeans scale is given in terms of the sound velocity

$$c_s^2 = \frac{T\gamma}{\mu_p m_p},$$

where $\mu_p m_p$ is the mean particle mass in the intergalactic medium (we use $\mu_p \approx 0.6$), $T$ its temperature, and $\gamma$ its adiabatic index. The bias function $b_F^2 b_\delta$ is then modified by an additional suppression factor $\exp(-(k/k_F)^2)$ to account for the lack of clustering. The filtering scale $k_F$ can be understood as the redshift space average of the Jeans scale as proposed by Gnedin and Hui [24]

$$\frac{1}{k_F(t)^2} = \frac{1}{D(t)} \int_0^t dt' \frac{a^2(t')}{k_J^2(t')} \left[ \frac{d}{dt'} \left( a(t')^2 \frac{d}{dt'} D(t') \right) \right] \int_{t'}^t dt'' \frac{a^2(t'')}{a^2(t')}.$$  \hspace{1cm} (6)

There are further effects that can suppress the observed power along the line-of-sight $k_\parallel$. For example redshift space distortions due to peculiar velocities [37], the finite resolution of the experimental observation or thermal broadening [38]. The most important effect is hereby the thermal broadening with the scale $k_s \approx \sqrt{m_p/T}$ and we take these effects into account with another exponential suppression factor $\propto \exp(-k_\parallel^2/k_s^2)$ [38]. In contrast to the analysis in [30], we actually use $k_F$ and $k_s$ as model parameters rather than $T$ and $c_s$, since we want to be agnostic about the physics of the intergalactic medium. We explicitly checked that the redshift-dependence implied by [6] has a negligible impact on the outcome compared to choosing a fixed value for $k_F$. The main reason is the overall mild effect of $k_F$ within our setup, as will be explained in detail below.

Finally, a visible modulation in the observed flux power spectrum is induced by Si\textsc{iii} absorption. We model this effect with an additional factor

$$\kappa_{\text{Si\textsc{iii}}} = 1 + 2 \left( \frac{f_{\text{Si\textsc{iii}}}}{1 - \bar{F}} \right) \cos(\Delta V k_\parallel) + \left( \frac{f_{\text{Si\textsc{iii}}}}{1 - \bar{F}} \right)^2,$$

following the literature [31, 39]. Here, $\bar{F}$ denotes the mean transmission fraction and we introduced the two parameters $\Delta V$ and $f_{\text{Si\textsc{iii}}}$.

Integrating the three-dimensional flux power spectrum across the line-of-sight then yields the one-dimensional flux power spectrum [40],

$$P_{1D}(k_\parallel, z) = \frac{1}{2\pi} \int_{k_\parallel} P_F(k, k_\parallel, z) k \, dk,$$  \hspace{1cm} (8)
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and we obtain
\[ P_{1D}(k_{\parallel}, z) = A \kappa_{\text{SHI}}(k_{\parallel}, z) \left( \log F(z) \right)^2 \exp(-\frac{(k_{\parallel}/k_{\ast}(z))^2}{2}) \left( I_0 + 2\beta(z)I_2 + \beta(z)^2I_4 \right), \] (9)

where the parameter \( A \) denotes the overall amplitude, and we defined the three integrals
\[ I_0(k_{\parallel}, z) = \int_{k_{\parallel}} dk \exp(-\frac{(k_{\parallel}/k_F)^2}{2}) P_{\delta\delta}(k, z) + \bar{I}_0(z), \]
\[ I_2(k_{\parallel}, z) = \int_{k_{\parallel}} \frac{dk k^2}{k} \exp(-\frac{(k_{\parallel}/k_F)^2}{2}) P_{\delta\theta}(k, z), \]
\[ I_4(k_{\parallel}, z) = \int_{k_{\parallel}} \frac{dk k^4}{k^3} \exp(-\frac{(k_{\parallel}/k_F)^2}{2}) P_{\theta\theta}(k, z). \] (10)

As mentioned before, this result depends on the different power spectra and the cross-correlation: \( P_{\delta\delta}(k, z) \) is the density power spectrum, \( P_{\theta\theta}(k, z) \) the power spectrum of the velocity divergence and \( P_{\delta\theta}(k) \) is the cross correlation with \( \theta = -\nabla \vec{v} / (aHf) \). \footnote{The normalization in our definition of \( \theta \) ensures that all power spectra are the same at the linear level. The growth rate \( f \) does not appear explicitly below, because we absorb it into the definition of the velocity bias parameter \( \beta \).}

Out of the three integrals \( I_0, I_2, I_4 \) the first one is somewhat special. The latter two are dominated by large-scale (IR) contributions \( k \simeq k_{\parallel} \), while \( I_0 \) can have sizeable contributions from small (UV) scales. The main reason for this difference is the different weight of factors of \( k \) in the integrand in (10). In addition, the velocity and cross power spectra are smaller compared to the density on small scales. \footnote{We use \( z_{\text{pivot}} = 3 \). We note that the effect of HeII reionization on the IGM temperature and adiabatic index is often taken into account by a broken power law ansatz. Since the IGM properties are described by the counterterm and bias parameters within the effective model, this could motivate an extension of \( \beta \) to a broken power law. However, as we focus on a rather narrow redshift range in this work (3 \( \leq \) \( z \) \( \leq \) 4.2, see below), the approximation of the redshift-dependence with a single power law is sufficient. In addition, analyses of the IGM state \footnote{\texttt{[42, 43]} suggest that the impact of HeII reionization either occurs rapidly for \( z \lesssim 3 \), i.e. outside the range of interest to us, or more smoothly at higher redshifts, in which case a single power law provides a reasonable description for 3 \( \leq \) \( z \) \( \leq \) 4.2 as well.}}

The redshift dependence of the parameters \( F(z), \beta(z) \) and \( \bar{I}_0(z) \) is not specified so far. In the simplest model, we use a polynomial dependence on the scale factor, i.e.
\[ \beta = \alpha_{\text{bias}} \left[ a(z_{\text{pivot}})/a(z) \right]^{\beta_{\text{bias}}}, \]
\[ \log F = \alpha_F \left[ a(z_{\text{pivot}})/a(z) \right]^{\beta_F}, \]
\[ \bar{I}_0 = \alpha_{\text{ct}} \left[ a(z)/a(z_{\text{pivot}}) \right]^{\beta_{\text{ct}}}. \] (11)
As we will see below, the effective model can provide an accurate description of both simulation and observation data. Nevertheless, in principle, the model could be further extended, taking for example additional higher-order bias parameters into account [44]. We also note that in the analysis of BOSS Lyman-\(\alpha\) data performed in [4,13], the impact of several astrophysical and systematic uncertainties has been accounted for by various multiplicative and additive terms with coefficients treated as nuisance parameters. While some of these uncertainties are not present in our analysis (e.g. related to combining hydrodynamical simulations of different resolution), the extra free parameters considered in [13] that are related to residual contamination from damped Lyman-\(\alpha\) (DLA) systems, from astrophysical feedback processes, as well as UV background fluctuations could be introduced in the same way within the effective model as well. However, their effect is largely degenerate with the free parameters that were introduced already. While there is no simple one-to-one correspondence in general, the parameterization to account for UV background fluctuations adopted in [4,13] can for example be absorbed in the counterterm parameters within our model. The DLA and feedback corrections corresponds to a combination of counterterm, bias and \(k_s\) parameters. Therefore, we do not explicitly include the extra nuisance parameters considered in [4,13] in our analysis.

In total, our model then incorporates eleven parameters,

\[
\{A, \alpha_F, \beta_F, \Delta V, f_{\text{SiIII}}, k_s, k_F, \alpha_{\text{bias}}, \beta_{\text{bias}}, \alpha_{\text{c.t.}}, \beta_{\text{c.t.}}\}. \tag{12}
\]

In principle, all these parameters can be determined from simulations of the intergalactic medium and all parameters carry uncertainties due to our limited knowledge about the dynamics of the IGM. However, not all parameters are always relevant. For relatively small wavenumbers within the range measured by BOSS (\(k \leq 0.02(\text{km/s})^{-1} \sim 2h/\text{Mpc}\), the Jeans scale and the thermal broadening are not essential. This means that the choice of \(k_F\) and \(k_s\) has only a mild impact on the model. Instead, the relevant parameters absorbing the dependence on the IGM properties are the bias as well as the counterterm. Moreover, when we fit to hydrodynamic simulations, the power spectrum does not contain modulations from Si\(\text{III}\). In this case, we do not need the parameters \(\Delta V\) and \(f_{\text{SiIII}}\).

For our baseline analysis we fix all parameters that have only a minor impact. In particular, we find that neglecting the redshift dependence of \(k_F\) within the range we consider has a minor impact, setting \(k_F = 18h/\text{Mpc}\), and using \(k_s = 0.11(\text{km/s})^{-1} \simeq 13h/\text{Mpc}\) [30]. In addition, we fix the parameters related to Si\(\text{III}\) cross correlation, that are well constrained by BOSS data [2,31]. Specifically, we use fiducial values for the transmission fraction entering in Eq. (7), effectively replacing \(f_{\text{SiIII}}/(1-\bar{F}) \to f_{\text{SiIII}}/(1-\bar{F}_{\text{fid}})\) with \(f_{\text{SiIII}} = 6 \times 10^{-3}, \Delta V = 2\pi/0.0028, \bar{F}_{\text{fid}} = \exp(-0.0025(1+z)^{3.7})\). Note that, within this approximation, the parameter \(\beta_F\) entering the factor \(\ln \bar{F}(z)\) in Eq. (9) is kept as a free parameter, while \(\alpha_F\) can be absorbed into \(A\). In summary, the free parameters in our baseline model are

\[
\{A, \beta_F, \alpha_{\text{bias}}, \beta_{\text{bias}}, \alpha_{\text{c.t.}}, \beta_{\text{c.t.}}\}. \tag{13}
\]

We use no priors on these parameters in our fiducial analysis, that can therefore be considered
as rather conservative. After validating the baseline model by comparing to hydrodynamical simulations, we also consider various modifications to assess the robustness and predictivity.

2.2 Input power spectra for massive neutrinos

After the ultra-relativistic neutrinos decouple from the thermal bath in the early Universe, their large thermal velocities lead to a strong suppression of their density contrast compared to baryons and cold dark matter [45]. The wavenumber above which this suppression sets in is given by the comoving free-streaming scale [46]

\[ k_{fs} \approx \frac{0.0908}{(1 + z)^{1/2}} \frac{m_\nu}{0.1 \text{eV}} \sqrt{\Omega_\nu^0 h/\text{Mpc}}, \]

where \( m_\nu \) is the neutrino mass and \( \Omega_\nu^0 \) is the matter density parameter today.

For \( z \ll z_{nr} = 189 \frac{m_\nu}{0.1 \text{eV}} \) the neutrino background does contribute as a non-relativistic matter species to the expansion rate, while free-streaming suppresses its contribution to the perturbations of the metric, i.e. the gravitational potential. This leads to a slowdown of the growth rate of baryon and cold dark matter perturbations for \( k \gtrsim k_{fs} \) as compared to the case without massive neutrinos, and correspondingly to a scale- and redshift-dependent suppression of the linear matter power spectrum. At \( z = 0 \) and for \( k \gg k_{fs} \) the relative suppression asymptotes to approximately \(-8f_\nu \) for small neutrino masses, where

\[ f_\nu = \frac{\Omega_\nu}{\Omega_m} \approx \frac{1}{\Omega_\nu^0 h^2} \sum m_\nu \]

is the neutrino fraction.

Within the weakly non-linear regime, the suppression of the power spectrum is even more pronounced. Furthermore, the scale-dependence of the suppression relative to a cosmological model with massless neutrinos extends to smaller scales when taking non-linearities into account. At even smaller scales, this effect turns around [6,47], known as “spoon”-effect. Within the halo model, the dip of the spoon can be associated with the scale at which the non-perturbative 1-halo term overtakes the 2-halo contribution [47,48]. While the dip of the spoon is at around \( 1h/\text{Mpc} \) at \( z = 0 \), it occurs beyond \( 5h/\text{Mpc} \) for \( z \gtrsim 3 \). Therefore, the turnaround occurs on scales that are smaller than those covered by BOSS Lyman-\( \alpha \) observations. Within the effective model, any spoon features are therefore completely absorbed into the counterterm parameters. In our approach, it is sufficient to control the three-dimensional input power spectrum within the BOSS range, \( k \lesssim 2h/\text{Mpc} \). Since, at \( z \gtrsim 3 \), non-linearities in the matter density are much weaker than at \( z = 0 \), perturbation theory methods can be used for the matter power spectrum down to smaller scales [30]. Indeed, the non-linear scale moves from \( k \sim 0.3h/\text{Mpc} \) at \( z = 0 \) to \( k \sim 2h/\text{Mpc} \) at \( z \gtrsim 3 \). For \( z \gtrsim 3 \) and \( k \lesssim 2h/\text{Mpc} \), relevant for the BOSS Lyman-\( \alpha \) observations, non-linear corrections to the three-dimensional matter-, velocity- and cross power spectra, that are required as an input for the effective Lyman-\( \alpha \) model described above, can therefore be estimated based on perturbative techniques [30]. In
our analysis, the power spectra $P_{\delta\delta}$, $P_{\theta\theta}$ and $P_{\theta\theta}$ entering (10) are computed at 1-loop. For massive neutrinos, we compute the 1-loop contribution using the linear power spectrum of the combined cold dark matter and baryon perturbations $P_{\text{lin}}^{cb,cb}(k, z)$ as input, as proposed in [49], and add it to the total linear matter power spectrum $P_{\text{lin}}$,

$$P_{\theta\theta}(k, z) = P_{\text{lin}}(k, z) + (1 - f_\nu)^2 P_{1\text{-loop}}^{\delta\theta}(k, z; P_{\text{lin}}^{cb,cb}),$$  \hspace{1cm} (16)

where

$$P_{1\text{-loop}}^{\delta\theta}(k, z; P_0) \equiv \int d^3 q \left[ 2F_2(k, q - k)G_2(k, q - k)P_0(|q - k|, z) + 3(F_3(k, q, -q) + G_3(k, q, -q))P_0(k, z) \right]P_0(q, z).$$  \hspace{1cm} (17)

Here $F_n$ and $G_n$ denote the usual perturbation theory kernels for the density and velocity divergence, respectively [50]. For the $\delta\delta$ power spectrum one replaces $G_n \rightarrow F_n$, and vice versa for $\theta\theta$. The linear power spectra are computed using the Boltzmann solver CLASS [51].

The rationale for computing the loop correction with the cb part of the power spectrum only is that free-streaming suppressed the contribution from neutrino perturbations on scales where non-linearities become important. This prescription has been tested against N-body simulation results for the total matter power spectrum in [49]. The impact of using the conventional perturbation theory kernels for massive neutrino cosmologies has recently been scrutinized by comparing to numerically evolved kernels, fully taking the redshift- and scale-dependent growth in presence of massive neutrinos into account at the non-linear level [52]. While, at $z = 0$, percent-level deviations have been found, the approximation scheme based on computing non-linear corrections for the cold dark matter and baryon perturbations with standard kernels as described above was found to work well far above the neutrino free-streaming scale, and within the matter dominated era [52], which is the case for Lyman-α observations. Therefore, we adopt this “cb” approach here. Nevertheless, it may be interesting to investigate the impact of a relative velocity difference of the cold dark matter and baryon components at $z \gtrsim 3$ in the future [53, 54]. In addition, in [55] it was argued that the distribution of halos follows the cb component even on large scales. We checked that using the linear cb spectrum in (16) (as well as in the analogous expressions for $P_{\delta\delta}$ and $P_{\theta\theta}$) instead of the full matter power spectrum has only a minor impact on our results (see discussion at the end of section 4.3).

In figure 1 we show the ratio of the matter power spectra for massive neutrinos at $z = 3$, relative to the massless case. While the ratio of linear power spectra asymptotes to a plateau (that is slightly smaller than $-8f_\nu$ at $z = 3$), the 1-loop power spectrum shows a further scale-dependent suppression on weakly non-linear scales. In addition, while the density and velocity power spectra agree at the linear level for the normalization of $\theta$ adopted here, they differ at the 1-loop level, with a stronger suppression for the ratio $P_{\delta\delta}/P_{\delta\delta}^{\Lambda\text{CDM}}$ as compared to $P_{\theta\theta}/P_{\theta\theta}^{\Lambda\text{CDM}}$ (note that $P_{\theta\theta}/P_{\delta\delta} \leq 1$ for a fixed neutrino mass).

Within the range of the BOSS Lyman-α data ($k \sim 0.1 - 2 h/\text{Mpc}$), the suppression of the linear matter power spectrum is almost scale-independent for $\sum m_\nu \lesssim 0.5 \text{ eV}$. The
Figure 1: Matter power spectrum for massive neutrinos for $\sum m_\nu = 0, 0.15, 0.3, 0.6 \text{ eV}$ and $z = 3$ normalized to the $\Lambda$CDM spectrum. Dashed lines show the linear power spectrum and solid lines the 1-loop results for $P_{\theta\theta}$ (blue), $P_{\delta\theta}$ (red) and $P_{\delta\delta}$ (orange), respectively. The gray shaded region indicates the scales of BOSS observations.

additional scale-dependence of the power spectrum due to non-linear corrections is therefore an important feature for probing the neutrino mass with Lyman-$\alpha$ observations. In addition, the dependence of the power spectrum on redshift is sensitive to the neutrino mass. For the scales and redshifts $4 \geq z \geq 3$ considered here, it can be approximately described by

$$P_{\delta\delta}(k, z) = D_{\text{eff}}(z)^2 P_{\text{lin}}(k, z_{\text{pivot}}) + D_{\text{eff}}(z)^4 (1 - f_\nu)^2 P_{1\text{-loop}}^{\delta\delta}(k, z_{\text{pivot}}; P_{\text{lin}}^{\theta\theta}^{cb,cb}),$$

(and analogously for $\delta\theta$ and $\theta\theta$) where

$$D_{\text{eff}}(z) = \left( \frac{1 + z_{\text{pivot}}}{1 + z} \right)^{1 - 3f_\nu/5},$$

is the growth factor appropriate for matter domination and $k \gg k_{\text{lin}}$.

Due to the almost scale-independent suppression of the linear power spectrum on scales relevant for Lyman-$\alpha$ observations, it is possible to approximately “cancel” the suppression by increasing the normalization of the primordial power spectrum, described by the parameter $A_\text{s}$ within $\Lambda$CDM. It has been stressed in [5] that this leads to a degeneracy between the sum of neutrino masses $\sum m_\nu$ and $A_\text{s}$. In this work we fix the value of $A_\text{s}$ when comparing models with different neutrino masses, motivated by the strong constraints on this parameter from Planck [3], thereby breaking the degeneracy. Nevertheless, as we will see, a similar degeneracy occurs when using the most conservative realization of the effective model for the 1D Lyman-$\alpha$ power spectrum with a completely free amplitude $A$ in [9]. After validating the baseline model for the Lyman-$\alpha$ power spectrum, we will therefore discuss to which extent the parameter $A$ can be restricted by comparing to hydrodynamical simulations.
3 Validation with simulation data

3.1 Fit of the effective model to simulation data

In order to validate our effective model for the one-dimensional Lyman-α flux power spectrum, we compare to hydrodynamical simulation data [8]. The simulations are based on a ΛCDM cosmology with $h = 0.678$, $\Omega_b = 0.0482$, $\Omega_{CDM} = 0.260$, $n_s = 0.961$, $A_s = 2.12 \cdot 10^{-9}$, $\tau = 0.0952$, and varying values for the sum of neutrino masses $\sum m_\nu = 0, 0.15, 0.3, 0.6, 0.9 \text{eV}$. Note that we keep the baryon and cold dark matter density parameters fixed for all cases, for the purpose of comparing simulations with theoretical predictions of the effective model.

The neutrino simulations are based on the particle implementation described in [56]. Basically, neutrinos are simulated with an extra set of particles implemented in the initial conditions of the hydrodynamic simulations with the correct thermal velocities. Even if other approaches can also be used to simulate neutrino non-linear clustering, the particle based approach guarantees the most accurate non-linear behaviour, once neutrino shot-noise is under control. The simulations are performed in a cubic box with comoving side length $40h/\text{Mpc}$, and using $512^3$ particles for neutrinos, cold dark matter, and baryons, respectively. Furthermore, the IGM parameters correspond to the reference case adopted in [8]. We consider wavenumbers within the BOSS range $0.001 \sim 0.02(\text{km/s})^{-1} \sim 0.1 \sim 2 h/\text{Mpc}$, and focus on redshifts $z = 3.0, 3.2, 3.4, 3.6, 3.8, 4.0, 4.2$. While the BOSS data [2] encompass redshifts within the range $2.2 \sim 4.6$, we conservatively omit redshifts below 3.0 since they are more strongly affected by non-linearities on the scales observed by BOSS, beyond the validity of the analytical model, as well as redshifts above 4.2 due to the increased sensitivity to reionization physics. Furthermore, in order to assess the potential of constraining the neutrino mass with BOSS data we assign relative errors to the simulation data that are equal to those quoted by BOSS [2] (see section 4 for details) and then perform a $\chi^2$ fit.

We consider two models for the input power spectra $P_{\delta \delta}$, $P_{\delta \theta}$ and $P_{\theta \theta}$:

(i) using the linear power spectrum, and

(ii) 1-loop power spectra.

Note that, due to the counterterm included in (10), even (i) captures the impact of strongly non-linear effects on small scales on the 1D power spectrum to a certain degree. The main difference between (i) and (ii) is the redshift- and scale dependence within the BOSS range, corresponding to weakly non-linear scales.

In figure 2 we show the best fit analytical model for the one-dimensional flux power spectrum, compared to the simulation data, for $\sum m_\nu = 0, 0.15, 0.3, 0.6 \text{eV}$. We observe that the analytical model with 1-loop input power spectrum can describe the simulation data well for all redshifts and neutrino masses. Since the simulations are not affected by observational errors, the total value of $\chi^2$ is rather low when using the error bars taken from BOSS [2] ($\chi^2 = 10.84, 12.17, 14.90, 19.32$ for $\sum m_\nu = 0, 0.15, 0.3, 0.6 \text{eV}$, respectively, with 99 degrees
Figure 2: 1D Lyman-α flux power spectrum from hydrodynamical simulations (data points) and best fit analytical model when using 1-loop power spectra (solid lines) or the linear power spectrum (dashed lines) as input, for $\sum m_\nu = 0, 0.15, 0.3, 0.6$ eV.

of freedom). A similar behaviour has been noted in [27]. Below we will see that the total $\chi^2$ value is of the order of the number of degrees of freedom when fitting to the BOSS data. For the simulations, our total value of $\chi^2$ should therefore not be understood in absolute terms as a real “goodness of fit”, but rather its variation reflects whether the model fit improves or not. When using the linear power spectra as input for the analytical model instead of the 1-loop approximation, the fit to the simulation is slightly worse, showing a systematic overestimation of the power towards high $k$, and correspondingly higher values $\chi^2 = 32.55, 31.97, 33.13, 37.65$.

We checked that the agreement between the analytical model and the simulation data does not depend on the cutoff that is used for the numerical evaluation of the integrals in (10) (we use $20 \, h/\text{Mpc}$ as default value, and checked that using $10 \, h/\text{Mpc}$ instead does not influence our results). While, as expected, the value of $I_0$ does depend on the cutoff, this dependence is absorbed in a shift of the model parameters for the flux power spectrum, in particular the counterterm parameter $\alpha_{c.t.}$. Furthermore, our results are stable against variations of the parameters $k_s$ and $k_F$; we will come back to this point in section 4. We conclude that the dominant impact of the complex physics of the intergalactic medium can be accounted for by the free parameters of the analytical model.
3.2 Discrimination of ΛCDM vs massive neutrinos

In order to investigate in how far the analytical model for the Lyman-α flux power spectrum can be used to set constraints on the sum of neutrino masses, we fit the hydrodynamical simulation data for a set of cosmological models with varying “input” neutrino mass, that does not necessarily match the “true” value of $\sum m_\nu$ of the simulation. The resulting $\chi^2$ values are shown in figure 3 as a function of the “input” mass, and for the four simulations corresponding to a “true” neutrino mass $\sum m_\nu = 0, 0.15, 0.3, 0.6 \text{ eV}$, respectively. As mentioned before, the absolute value of $\chi^2$ should be regarded with care when fitting to simulation data. Nevertheless, we take the relative differences as an indicator of the sensitivity to the neutrino mass (we find comparable differences in $\chi^2$ for the BOSS data, see below). When using the baseline Lyman-α model (blue solid line), the sensitivity to the sum of neutrino masses is rather weak. In other words, the analytical model can describe the simulated data very well for a large range of “input” neutrino masses. The main reason is that we leave the overall amplitude $A$ completely free in the baseline model. Together with shifts in the other
free parameters, a change in $A$ can compensate for the suppression of the power spectrum depending on the neutrino mass. This degeneracy is not perfect however, due to the different redshift- and scale-dependence of the 1-loop power spectrum depending on the neutrino mass. In particular, for values of $\sum m_\nu$ of order eV or larger, the free-streaming scale moves towards the range of wavenumbers observed by BOSS, such that the suppression of the power spectrum becomes strongly scale-dependent within the BOSS window, thereby breaking the degeneracy with $A$. This is also apparent when comparing to the analytical model based on the linear power spectra (blue dashed lines). While, as observed above, the overall $\chi^2$ is much larger in that case, the sensitivity to the neutrino mass is even smaller. This is expected, because in this case the scale-dependence of the input power spectrum is less pronounced within the relevant range of wavenumbers, unless for extremely large neutrino masses, where the free-streaming scale approaches the BOSS range (see figure 4).

We therefore also consider a restricted version of the analytical model for which the dependence of the amplitude $A$ on the neutrino mass is assumed to be known. Specifically, we make the ansatz

$$A = A_0 \times \frac{1}{R^c}$$

(20)

where $R$ is the plateau value of the linear matter power spectrum relative to the corresponding $\Lambda$CDM model with massless neutrinos,

$$R(\sum m_\nu) \equiv \frac{P_{\text{lin}}(k, z_{\text{ref}}; \sum m_\nu)}{P_{\text{lin}}(k, z_{\text{ref}}; 0)} \bigg|_{k \gg k_{\text{fs}}},$$

(21)

where we use $z_{\text{ref}} = 3$ (see figure 4). The amplitude $A_0$ is set to the best-fit value determined from fitting the $\Lambda$CDM model with massless neutrinos to the corresponding simulated Lyman-$\alpha$ flux power spectrum, and the power law index $c$ is calibrated by comparing to the hydrodynamical simulations for massive neutrinos. We find that for $c = 0.8$, the $\chi^2$ value when using the ansatz from above to fix the amplitude is the same as for the baseline model with free amplitude for all neutrino masses $\sum m_\nu = 0.15, 0.3, 0.6$ eV, when using the value of the “input” neutrino mass in the fit that matches the “true” neutrino mass of the simulation.
We therefore adopt this choice for $c$ in the following. Note that for $c = 1$, the rescaling of the amplitude would exactly compensate for the suppression of the linear power spectrum. Since the mean Lyman-α flux obtained in the hydrodynamical simulations is rescaled to the observed mean flux, one may expect $c$ to be close to one, up to corrections due to the scale- and redshift-dependence of the input power spectrum within the BOSS range. In summary, the restricted model with $A$ fixed by (20) performs as well as the baseline model when fitting models with an “input” value for the neutrino mass that matches the “true” one used in the simulation. This is non-trivial since (20) contains only two free parameters, while we consider simulations for four sets of neutrino masses, covering a wide range. We also checked that the agreement extends to higher neutrino masses using a simulation with $\sum m_\nu = 0.9$ eV.

In the next step, we reconsider the possibility to constrain the neutrino mass. We therefore fit again cosmological models with varying “input” neutrino mass to each of the simulations. The corresponding $\chi^2$ values are shown by the red lines in figure 3. We observe that, when using 1-loop power spectra (red solid lines), the $\chi^2$ function features a pronounced minimum at the “true” neutrino mass for all simulations. The observation that the value of $\chi^2$ at this minimum lies on top of the blue line corresponds to the finding discussed in the previous paragraph. In addition, the red lines feature a second minimum at a significantly higher neutrino mass. This feature can be attributed to a parameter degeneracy between the bias and counterterm parameters. Nevertheless, the value of $\chi^2$ at the second minimum is larger than for the minimum at the “true” value. We find that, in practice, this feature does not impact the constraint on the sum of neutrino masses for realistic values of its “true” value (see below). Nevertheless, we point out that the degeneracy can be broken by imposing in addition a weak prior on the bias parameter. In particular, if we require that the bias parameter $\alpha_{bias}$ lies within $\pm50\%$ of the best-fit value for the $\Lambda$CDM model (that is, using the bias obtained for vanishing neutrino mass in both the “input” and “true” value as reference value). The corresponding $\chi^2$ values with prior on the bias are shown by the orange solid lines in figure 3. While the (spurious) second minimum is lifted, we observe that the $\chi^2$ values around the minimum at the “true” neutrino mass are robust. Finally, we remark that when using the linear power spectrum instead of 1-loop, there is no sensitivity to the neutrino mass even when fixing the amplitude according to (20) (red dashed lines) and imposing a prior on the bias (orange dashed lines). As expected, the additional scale-dependence of the power spectrum due to non-linear corrections is crucial for being able to constrain the neutrino mass.

In figure 5 we show the 95% C.L. interval for the neutrino mass determined from requiring that $\Delta \chi^2 < 3.84$ (corresponding to $p \leq 0.05$ for a $\chi^2_1$ distribution) relative to the minimum value. The horizontal axis corresponds to the “true” neutrino mass used in the simulation, while the vertical axis shows the resulting upper and lower bound. Since we are assigning error bars to the simulation data that correspond to the ones of the measured flux power spectrum, the precision with which the neutrino mass can be reconstructed should give a realistic estimate of the expected sensitivity. For the baseline model with all parameters left free, the sensitivity is very weak, and no meaningful bound can be extracted (blue area in figure 5). When fixing the amplitude according to (20), one can infer an unbiased estimate of
Figure 5: Inferred 95% C.L. interval for $\sum m_\nu$ when fitting to simulation data with “true” neutrino mass given on the $x$-axis. The blue shaded region corresponds to the case where all parameters are left free. The red region is obtained for fixed amplitude, according to (20), and the orange region when assuming in addition a 50% prior on $\alpha_{\text{bias}}$. Note that the orange and red regions almost overlap. For the case of free bias, a second solution is obtained for large neutrino masses (red region with dashed lines).

The “true” neutrino mass with a precision of about 0.15 eV above or below the “true” value (red area). For “true” values larger than 0.15 eV, one also obtains a lower bound, i.e. can discriminate the neutrino mass from zero at 2$\sigma$, while for “true” values smaller than 0.1 eV, one expects an upper bound of 0.15 – 0.2 eV. For (unrealistically) large “true” values, neutrino masses in the vicinity of the second minimum are also allowed at 2$\sigma$ (red area with dashed boundary). This spurious region is eliminated when imposing a prior on the bias (orange shaded region). Note that, for realistic neutrino masses, the bound extracted with or without prior on $\alpha_{\text{bias}}$ is almost identical. We will therefore use the more conservative Lyman-$\alpha$ model with free bias in our analysis of the BOSS data.

We performed numerous additional tests in order to assess the robustness of the expected neutrino mass sensitivity. In particular, we checked that the cutoff used in the integrals (10) has no effect on the result (we used values in the range $10 - 20h$/Mpc). While a change in the cutoff does lead to different best-fit parameters (in particular for the counterterm, as expected), the shape of the $\chi^2$ curves is robust, in particular close to the minimum. We also verified that the $\chi^2$ curves depend very weakly on the parameters $k_s$ and $k_F$. We will quantify their impact in more detail after presenting results obtained from the Lyman-$\alpha$ flux power spectrum measured by BOSS in the next section.
4 Application to BOSS data

In this section, we apply the effective model for the 1D Lyman-α flux power spectrum to the data reported by BOSS [2], covering the range $0.001 - 0.02 \text{(km/s)}^{-1} \sim 0.1 - 2 h/\text{Mpc}$ and $2.2 \leq z \leq 4.6$. As mentioned before, we restrict our analysis to the redshift bins $z = 3.0, 3.2, 3.4, 3.6, 3.8, 4.0, 4.2$, omitting lower redshifts (for which non-linearities are more pronounced) and the highest bins (due to an increased sensitivity to reionization physics). Furthermore, we consider the baseline model for the 1D flux power spectrum described by the six parameters (13) that are all left free in the fit, as well as the restricted model for which $A$ is given by (20) with $c = 0.8$ determined by a calibration with simulation data. At the end of this section, we discuss the dependence on various assumptions and their impact on the neutrino mass bound. The main purpose of this work is to demonstrate that the analytical Lyman-α model can be used to obtain conservative bounds on the sum of neutrino masses, while marginalizing over IGM parameters. Therefore, as for the comparison to simulation data, we have fixed all cosmological parameters, except for the neutrino mass, as given in the beginning of section 3. This restriction should be kept in mind when interpreting the numerical value of the neutrino mass bounds quoted below.

4.1 Fit of the effective model to BOSS data

In figure 6, we show the best-fit $\Lambda$CDM model together with the BOSS data [2]. We observe that the analytical model with 1-loop input power spectra yields a valid description of the 1D flux power spectrum, with a total $\chi^2 = 193.4$. This can be compared to the number of degrees of freedom, given by $35 k$-bins $\times$ 7 redshifts, and subtracting six free model parameters, giving 239. As expected, the total $\chi^2$ value is significantly larger as for the simulation data. For comparison, also the result when using linear instead of 1-loop input spectra is shown with dashed lines in figure 6. We find a larger value ($\chi^2 = 206.5$) when using linear instead of 1-loop input power spectra. Thus, including non-linear corrections in the input power spectrum improves the fit, similarly as observed for the simulation data.

In figure 7, we show the best-fit analytical model for the cases of $\sum m_{\nu} = 0, 0.6 \text{eV}$ when using a 1-loop input power spectrum and a fixed amplitude. From there we can already see that for large wavenumbers the $\Lambda$CDM model yields a better fit to the BOSS data than the one with $\sum m_{\nu} = 0.6 \text{eV}$. Indeed, we find a total value of $\chi^2 = 193.4$ in the former and $\chi^2 = 230.2$ in the latter case. (Note that for $\Lambda$CDM the case with fixed and free amplitude coincide). In contrast to this, when using linear input power spectra, we obtain a value $\chi^2 = 207.8$ for $\sum m_{\nu} = 0.6 \text{eV}$ that is very similar to the one for $\Lambda$CDM, $\chi^2 = 206.5$.

---

2We use the 1D Lyman-α flux power spectrum as provided in the data attached to [2], in particular the third column of Pk1D_data.dat. For the error used in the fit we sum in quadrature the eight systematic as well as the statistical uncertainties quoted in the files Pk1D_syst.dat and Pk1D_data.dat, respectively. Furthermore, we performed the fits (i) assuming diagonal covariance and (ii) using the covariance matrices reported in Pk1D_cor.dat, respectively. We find that (i) yields slightly more conservative results and therefore quote this case for our fiducial result; we refer to the discussion at the end of section 4.3 for details.
Accordingly, the sensitivity to the neutrino mass is much higher at 1-loop order than in the linear approximation.

The dependence of $\chi^2$ on the neutrino mass is shown in figure 8. We show the result obtained when using 1-loop or linear input power spectra, as well as for the baseline model and the case with fixed amplitude $A$, respectively. As expected, including the 1-loop correction is crucial for the sensitivity to the neutrino mass. In addition, as discussed above, fixing $A$ by calibrating with simulation data breaks the degeneracy between the neutrino mass and the amplitude. The shape of the $\chi^2$ curves is similar as for the fit to simulation data, apart from the overall offset in the total value of $\chi^2$. Note that the results obtained with linear input power spectra in figure 8 are included for illustrative purposes only, and we focus on the 1-loop case in the following. In addition, we use $\Delta \chi^2$ for a relative comparison of different models.

4.2 Neutrino mass bound

The BOSS data are compatible with massless neutrinos. To extract a 95% C.L. upper bound on the neutrino mass, we require that $\Delta \chi^2 < 3.84$ compared to the minimal value. Taking the case with 1-loop input power spectra as well as fixed amplitude $A$ as our fiducial choice, we extract a nominal 95% C.L. upper limit of:

$$\sum m_\nu \leq 0.16 \text{ eV}. \quad (22)$$

Even though we keep the cosmological parameters fixed in this study, it is instructive to compare the upper bound to those derived in [4] based on the full set of BOSS data [2], as
well as a suite of hydrodynamical simulations in order to predict the flux power spectrum. When combining Lyman-α with CMB temperature and polarisation data from Planck [3], the 95% C.L. bound lies in the range $0.10 - 0.13$ eV. While [4] finds a slight tension between Planck and BOSS Lyman-α data (that can be improved when including a running spectral index in the cosmological model), there is overall a good agreement. In our analysis, the Planck results enter indirectly via the fixed set of cosmological parameters, in particular the normalization of the primordial power spectrum $A_s$. We leave an analysis with a combined fit of IGM and cosmological parameters to future work. Given that the analytical model allows for a considerable freedom regarding the impact of the IGM, the upper bound can be considered as conservative. Nevertheless, some input from simulations is required to calibrate the parameter $c$ entering the relation (20) for the amplitude $A$. Further work is required to determine the sensitivity of this relation to changes in the cosmological parameters.

When using Lyman-α data only, together with a prior $H_0 = 67.3 \pm 1.0$ km/s/Mpc, the upper bound at 95% C.L. is found to be $\simeq 0.58 - 0.71$ eV in [4]. The main reasons for the large improvement when combining with CMB data is that the approximate degeneracy between $A_s$ and $\sum m_\nu$ is broken. Within the analytical model considered here, a similar degeneracy between the amplitude parameter $A$ and the neutrino mass occurs. Accordingly, when leaving the amplitude $A$ free, the bound weakens significantly, to $\sum m_\nu \leq 1.24$ eV. Note that the Lyman-α model parameter $A$ describes the overall normalization of the non-linear 1D flux power spectrum, while $A_s$ corresponds to the usual $\Lambda$CDM parameter related to the normalization of the linear 3D matter power spectrum. Therefore, they are distinct parameters, and, depending on the properties of the IGM, $A$ can vary even when $A_s$ is fixed. Nevertheless, the scenario where $A$ is left completely free, while fixing $A_s$, should be considered

Figure 7: 1D Lyman-α flux power spectrum from BOSS [2] (data points) and best-fit analytical models when using 1-loop power spectra as input (lines) and fixing the amplitude. Thick and thin lines show the cases $\sum m_\nu = 0$ eV ($\Lambda$CDM) and $\sum m_\nu = 0.6$ eV, respectively.
Figure 8: $\chi^2$ obtained from a fit of the analytical model to BOSS data [2]. Blue lines correspond to the baseline analytical model with free amplitude, while $A$ is fixed according to (20) for the red lines. Solid lines correspond to 1-loop, and dashed to linear input power spectra.

as extremely conservative. The upper bound obtained for a free amplitude is consistent with the expectation from the simulation data studied in the previous section, and related to the fact that for very large values of the neutrino mass, the neutrino power spectrum becomes strongly scale-dependent within the $k$-range measured by BOSS.

Once the degeneracy between the sum of neutrino masses and the overall amplitude $A$ is lifted by (20), the remaining free parameters are well constrained, and no further significant degeneracy with the neutrino mass remains. This can be seen in figure 9, where two-dimensional confidence contours for the case with fixed amplitude are shown in red. For comparison, also the (much larger) regions obtained when letting the amplitude free are shown by the blue lines. The degeneracy between $A$ and $\sum m_\nu$ can in particular be seen in the lower right panel. In addition, the red line in the lower right panel shows the relation between the amplitude $A$ and the sum of neutrino masses $\sum m_\nu$ obtained from the calibration with simulations. The increase in sensitivity for the model with fixed amplitude is related to the different slope of this line as compared to the narrow blue confidence regions, along which the neutrino mass is degenerate with $A$. We also note that the parameter $\beta_{c.t.}$, which determines the redshift-dependence of the counterterm (cf. (11)), is compatible with large values. This implies that the counterterm-contribution to $I_0$ is mostly relevant towards the lowest redshifts considered in the fit, while it is strongly suppressed at high redshifts. The two-dimensional confidence contours are obtained by minimizing $\chi^2$ over the remaining 4 (5) free parameters for fixed (free) amplitude, and requiring $\Delta \chi^2 < 2.28$ or 5.99 relative to the global best fit at 68% or 95% C.L., respectively, as appropriate for a $\chi^2$ distribution. The latter occurs for $\sum m_\nu = 0.028(0.55)$ eV with $\chi^2 = 193.28(191.96)$ for fixed (free) amplitude,
Figure 9: Two-dimensional 95% and 68% C.L. contours for each of the effective model parameters that are left free in the fit, and the sum of neutrino masses. Blue lines correspond to the baseline model with free amplitude, and red-shaded contours to the case with amplitude fixed by calibration with simulations according to (20). For the lower right panel, only blue contours are shown, since \( A \) is not a free model parameter for the case of fixed amplitude. Instead, the red line in the lower right panel shows the dependence of \( A \) on \( \sum m_\nu \) implied by (20).

but is well compatible with both massless neutrinos (i.e. ΛCDM, \( \chi^2 = 193.39(193.39) \)) as well as 0.05 eV (\( \chi^2 = 193.36(193.13) \)) at 1σ.

4.3 Robustness and dependence on assumptions

We now turn to the discussion of the impact of various assumptions on the neutrino mass bound. The most relevant is the relation (20) for the dependence of the overall amplitude \( A \) on the neutrino mass, that was calibrated from hydrodynamical simulation data. So far we have either assumed that \( A \) is completely free, or entirely fixed according to (20). In order to quantify by how much the neutrino mass bound relaxes when allowing for some freedom in the amplitude \( A \), we have considered an intermediate scenario, where we allow for a relative variation of \( \delta A/A \) above or below the fiducial value (20). The dependence of the upper bound on \( \delta A/A \) is shown in figure 10. For \( \delta A/A \rightarrow 0 \) one recovers the case with fixed amplitude, while for the largest value \( \delta A/A = 26\% \) shown in figure 10 the upper bound is already close to that with completely free amplitude. For \( \delta A/A = 5\% \) the upper bound degrades from 0.16 eV to 0.35 eV. Therefore, an accurate control over the overall amplitude of the 1D flux power spectrum (relative to the total flux) is crucial for the robustness of the neutrino mass bound. We checked that, when using ΛCDM simulation results instead of BOSS data, we obtain a dependence comparable to the one in figure 10.
In order to estimate uncertainties on $A$ due to our incomplete knowledge of the thermal history of the IGM, we performed a test using a set of hydrodynamical simulations that all correspond to the same set of cosmological parameters (identical to the ones assumed in section 3 and for massless neutrinos). However, the thermal histories of the IGM are different. We adopt a “cold” and a “hot” scenario for the IGM temperature, that corresponds to $T = 1.1 (2.3) \times 10^4 \text{K}$ at $z = 3$, compared to the reference case with $T = 1.6 \times 10^4 \text{K}$ (these values refer to the temperature at the mean IGM density). These models conservatively bracket the observed temperature ranges for the IGM. We then fit the fiducial effective model to each of the simulations, within the same $k$ and $z$ range as before. We find that the 1D flux power spectra can be well described by the effective model in each case, i.e. the dependence on the thermal history can indeed be absorbed into shifts of the free model parameters. In particular, the counterterm and velocity bias parameters change by $\mathcal{O}(1)$, which is expected since the IGM temperature varies by more than a factor of two for the cold and hot scenarios. In contrast, the best-fit value for $A$ changes at the level of less than 10% as compared to the reference case. This means that uncertainties related to the IGM evolution are mostly absorbed by the counterterm and velocity bias contributions. Nevertheless, an uncertainty in $A$ of order 10% potentially compromises the ability to constrain the neutrino mass, when following a conservative approach that allows for marginalization over variations in the IGM temperature bracketed by the hot and cold scenarios. Therefore, a detailed modelling of the thermal evolution will be important, especially if smaller scales need to be addressed. We postpone this to a future publication in which we will also discuss the comparison with future Lyman-$\alpha$ observations, which will be helpful to mitigate the impact of IGM uncertainties on the neutrino mass bound (also by relying on astrophysical priors).
Figure 11: Dependence of $\Delta \chi^2$ on the parameters $k_s$ and $k_F$ obtained from a fit of the analytical model with fixed amplitude and 1-loop input spectrum to BOSS data [2]. The shaded regions show the maximal and minimal $\Delta \chi^2$ values when varying $k_F = 14 - 22\, h/\text{Mpc}$, for given values of $k_s$ (see legend). The $\Delta \chi^2$ for the baseline model with $k_F = 0.11\, \text{km/s}$ and $k_F = 18\, h/\text{Mpc}$ is also shown for comparison. The vertical lines indicate the lowest and highest value of the 95% C.L. bound on $\sum m_\nu$ obtained for any set $(k_F, k_s)$ within the ranges indicated in the figure, respectively, as well as the bound obtained for the baseline model.

In addition, we performed an analogous check for a set of hydrodynamical simulations in which the temperature-density relation is varied (corresponding to values of the adiabatic index of $\gamma = 1.0(1.6)$, respectively, instead of 1.4 for the reference case). In this case we find a smaller impact on $A$, of the order of 2.5%. Lastly, we considered a variation in the redshift of reionization, $z_r = 5.4(7.4)$, while $z_r = 6.0$ in the reference model. The impact on $A$ is almost negligible, at the 0.2% level.

Next, we quantify in how far the parameters $k_s$ and $k_F$, related to thermal broadening as well as the Jeans scale due to baryonic pressure, respectively, influence the neutrino mass bound. We stress that, within the analytical model considered here, the impact of the unknown IGM physics is mainly accounted for by the bias and counterterm parameters, that are marginalized over in all cases. The impact of the choice of $k_s$ and $k_F$ on the 1D flux power spectrum on BOSS scales is only minor. For our fiducial analysis, these parameters were therefore fixed to $k_F = 18\, h/\text{Mpc}$ and $k_s = 0.11(\text{km/s})^{-1}$, respectively. In figure 11 we show the envelope of the $\chi^2$ curves obtained when varying $k_F$ in the range $14 - 22\, h/\text{Mpc}$, for various values of $k_s$ within $0.08 - 0.14(\text{km/s})^{-1}$. The corresponding neutrino mass bound, extracted for a grid of fixed values of $k_s$ and $k_F$, chosen within the ranges given above, is always close to the fiducial value 0.16 eV, with the smallest and largest values being 0.144 and 0.167 eV, respectively. Alternatively, when marginalizing over $k_s$ and $k_F$ within the same ranges (i.e. treating these parameters as free values in the fit, and minimizing $\chi^2$), the resulting mass
bound is found to be 0.15 eV. We conclude that the sensitivity to the model parameters $k_s$ and $k_F$ is minor.

As for the simulation data, we also checked that our results are robust when varying the cutoff that is imposed in the computation of the integrals $I_{0,2,4}$ entering the 1D power spectrum, see [10]. When varying the cutoff in the range $10 - 20h$/Mpc, the neutrino mass bound changes within $0.153 - 0.159$ eV. This check indicates that the counterterm and bias parameters are indeed suitable to absorb the unknown UV contributions to the 1D flux power spectrum. We also verified that, within the scope of our analysis, we obtain stable results when computing $\chi^2$ by summing over all $k$-bins individually, or taking the full covariance matrices as provided by BOSS [2] into account. Since the former leads to slightly more conservative results, we adopted this choice for our fiducial analysis. Otherwise, the neutrino mass bounds slightly improve to 0.14 eV and 1.10 eV for fixed or free amplitude $A$, respectively.

Finally, we checked that when using the cold dark matter and baryon (cb) power spectra as input for the effective model on both the linear and one-loop level (see [16]), as suggested by the analysis of the halo power spectrum in [55], only minor differences occur. In particular, the neutrino mass bound obtained in this case with fixed amplitude is practically unaffected (being 0.159 eV in both cases) while the upper bound with free amplitude shifts from 1.24 eV to 1.40 eV. Further investigation of this point in the future would be interesting.

4.4 Prospects

Future surveys such as DESI [57] will observe quasar absorption spectra and provide precise measurements of the 1D Lyman-α forest flux power spectrum [58]. In order to provide a rough estimate for potential future improvements of the neutrino mass bound based on the effective model approach, we consider a setup with the same redshift and $k$-range as applied to the BOSS analysis, but reduced statistical and/or systematic uncertainties. In particular, when assuming the same systematic errors as for the BOSS data [2], but a statistical error that is smaller by a factor of two, we find an improvement in the 95% C.L. neutrino mass bound from 0.16 to 0.14 eV. When assuming that both the statistical and systematic errors can be reduced by a factor two, the projected bound further decreases to 0.10 eV. This limit is promising since it is likely that the improvement over systematic and statistical errors will be soon achieved, with the DESI data set. It is also expected that this limit can be improved further by complementing the 1D flux power with: 3D flux power information; higher order statistics like the bispectrum; other external intergalactic medium data sets like high and medium resolution quasar spectra that will allow to break the internal degeneracies with better measurements of astrophysical and nuisance parameters of the models; external cosmological data sets like Baryonic Acoustic Oscillations measurements.

As a somewhat more aggressive alternative, we follow [59] and use an estimate of 1% for the relative error at all $k$- and $z$-values. We keep the same range for $k$ and $z$ as in our previous analysis, covering the region of validity of the effective model. Based on the simulation data, we find an expected 95% C.L. upper limit of 0.056 eV provided the true value of the sum
of neutrino masses would be zero. For a “true” value of 0.15 eV, the neutrino mass can be determined at 95\% C.L. with a relative uncertainty of 17\%. We checked that the relative uncertainty is around 17 \textendash{} 23\% for all simulated neutrino masses that we considered (being 0.15, 0.3, 0.6, 0.9 eV).

5 Summary

We presented an effective setup to model the flux power spectrum of the Lyman-\(\alpha\) forest. The model is inspired by early analytical models using the Zel’dovich approximation but encodes the complicated dynamics of the IGM into a few effective parameters. One novel ingredient in our model is that the UV dependence of the flux power spectrum is absorbed into a counter term. Overall, this model has only six relevant parameters that are sufficient to fit to simulation or BOSS data to very high precision (within the observed range, far above the Jeans scale).

The main goal of the present work is to assess the predictive power of the model in the context of neutrino masses. When confronted with real data, the model displays a degeneracy between the normalization of the flux power spectrum and the sum of the neutrino masses. A similar degeneracy is also found in the Lyman-\(\alpha\) analysis using simulation data. We removed this ambiguity by calibrating one of the model parameters to simulations. After the degeneracy is lifted, the model predicts an upper bound on the neutrino masses, \(\sum m_\nu \leq 0.16\text{ eV}\) (95\% C.L.), when confronted with BOSS data \cite{2} for \(3 \leq z \leq 4.2\). Notice that this result is based on the 1-loop power spectrum as input to our model, while the linear power spectrum would not allow to deduce any stringent bound on the neutrino masses. In addition, while marginalizing over the model parameters that capture the unknown IGM dynamics, we kept the cosmological parameters fixed (in agreement with Planck CMB data) in this study, and applied a simplified treatment of the statistical and systematic uncertainties of BOSS data. Nevertheless, our results can be regarded as a proof-of-principle for obtaining conservative constraints from Lyman-\(\alpha\) forest observations based on effective theory methods and semi-analytical models. In particular, the low computational cost of the effective model is suitable for applying parameter estimation methods based on Monte Carlo sampling. For a single set of cosmological input parameters, the computational complexity is comparable to a standard 1-loop computation in perturbation theory. Within our implementation, the time required to produce the relevant power spectra for all \(k\) and \(z\) values is of the order of minutes on a standard desktop pc. We expect that this can be further reduced by applying fast Fourier techniques analogously to those described in \cite{60,61} and used in Monte Carlo analyses of BOSS galaxy clustering data based on effective theory \cite{28}. For comparison, a Monte Carlo analysis of Lyman-\(\alpha\) data based on a grid of hydrodynamical simulations can take of the order of a month of CPU time.

In principle, the same strategy can also be followed to obtain an effective model for the 3D spectrum of the optical depth. However, this requires to introduce a large number of
additional counterterms in the analysis, see [11,44], that are degenerate with the counterterms considered here as far as the 1D flux power spectrum is concerned. While such an extended model would lose predictive power when using observational data for the 1D spectrum only, it would be interesting to investigate whether this approach can be used to simultaneously describe the 3D and 1D flux power spectra on large scales.
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