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Abstract. It is shown how the linear method of the Yosida-approximation of the derivative applies to solve possibly nonlinear abstract functional differential equations in both, the finite and infinite delay case. A generalization of the integral solution will provide regularity results. Moreover, this method applies to derive uniform convergence on the halfline, and therefore general results on boundedness and various types of asymptotic almost periodicity.

1. Introduction

To prove the existence and stability of solutions to nonlinear functional differential equation for \( r, T > 0 \), and \( X \) a Banach space let

\[ I \in \{(-\infty, 0], [-r, 0]\}, \]
\[ E = BUC(I, X), \]
\[ Y \in \{BUC((-\infty, T], X), C([-r, T], X), BUC(R, X), BUC([-r, \infty), X)\}. \]

For \( J \in \{[0, T], [0, \infty)\}, \varphi \in E, \) and \( A(\cdot, \cdot) \subset X \times X \) a family of dissipative operators we consider the functional differential equation

\[
\begin{cases}
  u'(t) &\in A(t, u_t)u(t) + \omega u(t) : t \in J \\
u_0 &= \varphi.
\end{cases}
\]

(1)

The first results on this general type of equations were given by Kartsatos and Parrott [12], where either the finite or infinite delay case was considered. Additionally, they found a so called generalized solution, for which they show that in the case of reflexive Banach spaces it becomes a strong solution.

In the present study we show how the method of Yosida approximation of the derivative applies to obtain existence of mild and integral solutions to (1) in general Banach spaces, when considering the corresponding non-autonomous Cauchy problem,

\[
\begin{cases}
  u'(t) &\in B(t)u(t) + \omega u(t) : t \in J \\
u_0 &= \varphi(0),
\end{cases}
\]

(2)

where \( B(t) = A(t, u_t) \). Therefore the regularity results for this class of solutions become applicable. These results are obtained for the finite and infinite delay case with a single proof. Additionally, results on the asymptotic behavior in the finite and infinite delay case are derived with the existence proof. This is a new aspect, since the solutions to a functional differential equation with an initial state and the corresponding whole line problem are not necessarily asymptotically close. Therefore, in case of infinite delay a different approach to the asymptotics is needed. The main method is an application of the results provided in the study [16]. That is, a reduction to methods coming with Yosida approximations of the derivative for non-autonomous Cauchy problems. This abstraction shows the power of linear analysis and
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their interaction with control functions given for nonlinear operators in the Assumptions 2.2, 2.3, 7.6 and 7.7.

2. Abstract Functional Differential Equations

In the underlying paper the topic is the existence, stability and asymptotic behavior of nonlinear functional differential equations. With the notations as above, we have the canonical embedding:

\[ \iota : BUC(I \cup J, X) \rightarrow BUC(I, X) \]

with respect to the finite or infinite delay. For the definition of the equation let \( \omega \in \mathbb{R} \) and \( \varphi \in E \). We consider the functional differential equation:

\[
\begin{cases}
  u'(t) \in A(t, u_t)u(t) + \omega u(t) : t \in J \\
  u_1 = \varphi
\end{cases}
\]

(3)

The main assumptions to solve the problem (3) on the operator \( A \) are:

Assumption 2.1. The family \( \{A(t, \varphi) : t \in J, \varphi \in E\} \) are m-dissipative operators.

Assumption 2.2. There exist bounded and uniformly continuous functions \( h, k : J \rightarrow X \), a constant \( K_0 > 0 \), and \( L_1, L_2 : \mathbb{R}^+ \rightarrow \mathbb{R}^+ \) continuous and monotone non decreasing, such that for \( \lambda > 0 \) and \( t_1, t_2 \in J \) we have

\[
\|x_1 - x_2\| \\
\leq \|x_1 - x_2 - \lambda(y_1 - y_2)\| + \lambda \|h(t_1) - h(t_2)\|L_1(\|x_2\|) \\
+ \lambda \|k(t_1) - k(t_2)\|L_2(\|\varphi_2\|) + K_0 \lambda \|\varphi_1 - \varphi_2\|_E
\]

for all \( [x_i, y_i] \in A(t_i, \varphi_i), i = 1, 2, \varphi_i \in E \).

Assumption 2.3. There exist bounded and Lipschitz continuous functions \( g, h, k : J \rightarrow X \), a constant \( K_0 > 0 \), and \( L_1, L_2 : \mathbb{R}^+ \rightarrow \mathbb{R}^+ \) continuous and monotone non decreasing, such that for \( \lambda > 0 \) and \( t_1, t_2 \in J \) we have

\[
\|x_1 - x_2\| \\
\leq \|x_1 - x_2 - \lambda(y_1 - y_2)\| + \lambda \|h(t_1) - h(t_2)\|L_1(\|x_2\|) \\
+ \lambda \|g(t_1) - g(t_2)\|\|y_2\| + \lambda \|k(t_1) - k(t_2)\|L_2(\|\varphi_2\|) + K_0 \lambda \|\varphi_1 - \varphi_2\|_E
\]

for all \( [x_i, y_i] \in A(t_i, \varphi_i), i = 1, 2, \varphi_i \in E \).

For a dissipative operator \( A \subset X \times X \) we have,

\[ J_\lambda x = (I - \lambda A)^{-1}x \] and \( A_\lambda x = \frac{1}{\lambda}(I - J_\lambda)x \).

With the above we define,

\[ |Ax| := \lim_{\lambda \rightarrow 0} \|A_\lambda x\| \quad \text{and} \quad \hat{D} := \{x \in X : |Ax| < \infty\} \].

Due to Assumption 2.3 we have for given \( \varphi_1, \varphi_2 \in E \), \( t, s \in [0, T] \), and \( x \in \hat{D}(A(t, \varphi_1)) \)

\[ |A(s, \varphi_2)x| \\
\leq |A(t, \varphi_1)x| + \|h(s) - h(t)\|L(\|x\|) + \|g(s) - g(t)\| |A(t, \varphi_1)x| \\
+ \|k(s) - k(t)\|L_2(\|\varphi_2\|) + K_0 \|\varphi_1 - \varphi_2\|_E.
\]

A similar inequality comes with Assumption 2.2. In consequence, \( \hat{D}(A(t, \varphi)) = \hat{D}\varphi \).
Remark 2.4. We have
\[ \dot{D}_{\varphi_1} = \dot{D}_{\varphi_2} \forall \varphi_1, \varphi_2 \in E. \]
Moreover, if \( x \in \dot{D}_{\varphi_0} \) for some \( \varphi_0 \in E \) and \( F \subset E \) is bounded we find some \( K > 0 \), such that
\[ \sup_{t \in J, \varphi \in F} |A(t, \varphi)x| \leq K. \]

In view of the previous observations we define \( \tilde{D} = \dot{D}_{\varphi} \). Thus we have
\[ \overline{D}_{\varphi} \subset \tilde{D} \subset \overline{D} =: \overline{D}. \]

As we consider \( A(t, u_t) + \omega I \) we need the perturbed control inequality of Assumption 2.2 and 2.3. This is computed similar to [16, pp. 1056-1057] and leads with
\[
\begin{align*}
\psi^\omega : J &\rightarrow (X \times X, \|\cdot\|_1) \\
t &\mapsto (h(t), |\omega| g(t))
\end{align*}
\]
and \( L^\omega_1 = L(t) + t \) in case Assumption 2.3 to the modified inequality:
\[
\begin{align*}
\|x_1 - x_2\| \\
&\leq \|x_1 - x_2 - \lambda(y_1 - y_2)\| + \lambda \|h^\omega(t_1) - h^\omega(t_2)\| L^\omega_1(\|x_2\|) \\
&\quad + \lambda \|g(t_1) - g(t_2)\| \|y_2\| + \|k(t_1) - k(t_2)\| L_2(\|\varphi_2\|) \\
&\quad + K_0 \lambda \|\varphi_1 - \varphi_2\|_E + \lambda \omega \|x_1 - x_2\|,
\end{align*}
\]
for \( t_i \in J, \varphi_i \in E, \) and \( (x_i, y_i) \in A(t_i, \varphi_i) \). In the case of Assumption 2.2 we have,
\[
\begin{align*}
\|x_1 - x_2\| \\
&\leq \|x_1 - x_2 - \lambda(y_1 - y_2)\| + \lambda \|h^\omega(t_1) - h^\omega(t_2)\| L^\omega_1(\|x_2\|) \\
&\quad + \|k(t_1) - k(t_2)\| L_2(\|\varphi_2\|) + K_0 \lambda \|\varphi_1 - \varphi_2\|_E + \lambda \omega \|x_1 - x_2\|.
\end{align*}
\]
for \( t_i \in J, \varphi_i \in E, \) and \( (x_i, y_i) \in A(t_i, \varphi_i) \). Throughout this study we define for \( t \in J, x \in X \) and \( \varphi \in E, \)
\[
J^\omega_\lambda(t, \varphi)x := (I - \lambda(A(t, \varphi) + \omega I))^{-1}x \\
= \left(I - \frac{\lambda}{1 - \lambda \omega}(A(t, \varphi))^{-1}\left(1 - \frac{1}{1 - \lambda \omega}\right)\right)x \\
= J^\omega_\lambda(t, \varphi)\left(1 - \frac{1}{1 - \lambda \omega}\right)x,
\]
for all \( 0 < \lambda < \frac{1}{\omega} \).

3. Recursion

The proof of existence is split into three main steps, the initialization of a recursion \( n = 1 \), its step from \( n \rightarrow n+1 \), for every small \( \lambda \), and finally the computation of the double limit \( \lim_{n \rightarrow \infty} \lim_{\lambda \rightarrow 0} \). To approximate the solution the method provided in [16] is used. For given \( \varphi \in E \), the initial history, let
\[
(\partial_\lambda)\mu(t) := \frac{1}{\lambda} \left(u(t) - \varphi(0) - \frac{1}{\lambda} \int_0^t e^{-\lambda \tau}(u(t - \tau) - \varphi(0))d\tau\right).
\]
Additionally, we use an approximation of the history state \( \varphi \). For given \( \psi \in Y \) we define,
\[
\varphi_{\psi, \lambda}(t) := \begin{cases} 
-\frac{\lambda}{\psi}(\varphi(0) + (1 + \frac{\lambda}{\psi})J^\omega_\lambda(0, (\psi_0)\varphi(0)) \varphi(t) : -\lambda \leq t \leq 0 \\
\varphi(t) : t < -\lambda.
\end{cases}
\]

Remark 3.1. Let \( \varphi \in E, \varphi(0) \in \overline{D} \), and \( \psi \in Y \), then
\[ \lim_{\lambda \to 0} \varphi_{\psi, \lambda} = \varphi \quad \text{in } E \]

(2) If \( F \subseteq E \) is bounded, then \( \{\varphi_{\psi, \lambda}\}_{\lambda > 0} \) is bounded as well.

(3) If \( F \subseteq E \) is bounded and \( \varphi \) is Lipschitz and \( \varphi(0) \in \hat{D} \), then \( \{\varphi_{\psi, \lambda}\}_{\lambda > 0} \) is equi-Lipschitz.

**Proof.** For given \( \varphi \in E \) and \( \psi \in Y \) we only have to look at \( -\lambda \leq t \leq 0 \), which leads to

\[
\| \varphi_{\psi, \lambda}(t) - \varphi(t) \| \leq \frac{-t}{\lambda} \| \varphi(-\lambda) - \varphi(t) \| + \left(1 + \frac{t}{\lambda}\right) \| J_\lambda^\varphi(0, \psi_0) \varphi(0) - \varphi(0) \|
\]

\[
+ \left(1 + \frac{t}{\lambda}\right) \sup_{-\lambda \leq t \leq 0} \| \varphi(0) - \varphi(t) \|.
\]

The uniform continuity of \( \varphi \) and the Assumption \( 2.1 \) the m-dissipativeness serves for the proof. For the second claim if \( \phi \in E, x \in \hat{D} \) fix, and \( -\lambda \leq t \leq 0 \) then for \( \psi \in F \) we have

\[
\| \varphi_{\psi, \lambda}(t) - \varphi(t) \| \leq \frac{-t}{\lambda} \| \varphi(-\lambda) - \varphi(t) \| + \left(1 + \frac{t}{\lambda}\right) \| J_\lambda^\varphi(0, \psi_0) \varphi(0) - J_\lambda^\varphi(0, \phi_0) \varphi(0) \|
\]

\[
+ \left(1 + \frac{t}{\lambda}\right) \left( \| J_\lambda^\varphi(0, \phi_0) \varphi(0) - J_\lambda^\varphi(0, \phi_0) x \| + \| J_\lambda^\varphi(0, \phi_0) x - x \| + \| x - \varphi(t) \| \right)
\]

\[
\leq \| \varphi(-\lambda) - \varphi(t) \| + \| \psi - \phi \|_E + \| \varphi(0) - x \| + \lambda \| \psi(0, \phi_0) \| + \| x - \varphi(t) \|.
\]

As \( \varphi \) is assumed to be Lipschitz it remains to to consider \( -\lambda \leq t, s \leq 0 \). Thus we have

\[
\left\| -\frac{t}{\lambda} \varphi(-\lambda) + \left(1 + \frac{t}{\lambda}\right) J_\lambda^\varphi(0, \psi_0) \varphi(0) + \frac{s}{\lambda} \varphi-\lambda - \left(1 + \frac{s}{\lambda}\right) J_\lambda^\varphi(0, \psi_0) \varphi(0) \right\|
\]

\[
= \left\| -\frac{t}{\lambda} \varphi(-\lambda) - \varphi(0) + \left(1 + \frac{t}{\lambda}\right) \left( J_\lambda^\varphi(0, \psi_0) \varphi(0) - \varphi(0) \right)
\]

\[
+ \frac{s}{\lambda} \left( \varphi(-\lambda) - \varphi(0) \right) - \left(1 + \frac{s}{\lambda}\right) \left( J_\lambda^\varphi(0, \psi_0) \varphi(0) - \varphi(0) \right) \right\|
\]

\[
\leq \left\| -\frac{t-s}{\lambda} \left( \varphi(-\lambda) - \varphi(0) \right) + \frac{t-s}{\lambda} \left( J_\lambda^\varphi(0, \psi_0) \varphi(0) - \varphi(0) \right) \right\|
\]

\[
\leq |t-s| \left( L_\varphi + \| \psi(0, \psi_0) \varphi(0) \| \right).
\]

Now apply Remark \( 2.4 \). \qed

By the above definition with a given \( \psi \in Y \) we are able to define a recursion for the approximations.

**Recursion 3.2.** Let \( \psi \in Y \).

\( : n = 1: u_{1,\lambda} \) is the solution to

\[
\begin{align*}
\left\{ \begin{array}{l}
(\partial_t)_\lambda u_{1,\lambda}(t) \in A(t, (\psi)_t)u_{1,\lambda}(t) + \omega u_{1,\lambda}(t) : t \in J \\
(u_{1,\lambda})|_I = \varphi_{\psi, \lambda}.
\end{array} \right.
\end{align*}
\]

\( : n \to n + 1: \) If \( \{u_{n,\lambda}\}_{\lambda > 0} \subseteq Y \) is the solution to the \( n \)-th equation we define \( u_{n+1,\lambda} \) to be the solution to:

\[
\begin{align*}
\left\{ \begin{array}{l}
(\partial_t)_\lambda u_{n+1,\lambda}(t) \in A(t, (u_{n,\lambda})_t)u_{n+1,\lambda}(t) + \omega u_{n+1,\lambda}(t) : t \in J \\
(u_{n+1,\lambda})|_I = \varphi_{u_{n,\lambda}, \lambda}.
\end{array} \right.
\end{align*}
\]
4. Existence on a Bounded Interval

The idea is to apply the Banach Fixpoint Principle on $Y$ for a forthcoming iteration. We start with the following proposition.

**Proposition 4.1.** Let $J = [0, T]$, $\varphi \in E$, $\psi \in Y$, and $A(t, \psi_t)$ satisfy Assumption 2.1 and either Assumption 2.2 or Assumption 2.3. Then $\{x \mapsto J^\varphi_x(t, \psi_t)x\}$ is Lipschitz, and

$$F(u)(t) := J^\varphi_x(t, (\psi)_t) \left( e^{-\frac{t}{\lambda}} \varphi(0) + \frac{1}{\lambda} \int_0^t e^{-\frac{\tau}{\lambda}} u(t - \tau) d\tau \right)$$

has a fix point $(u^+_1, \lambda, \psi)_t \in BUC(J, X)$. Moreover, the fix point satisfies

$$u^+_1(0) = J^\varphi_x(0, \psi_0) \varphi(0) = \varphi_\lambda(0) \in \hat{D}_\psi = \hat{\mathcal{D}}.$$

**Proof.** Let $\psi \in Y$, then either from the inequalities (1) or (2) we obtain $\{x \mapsto J^\varphi_x(t, \psi_t)x\}$ is Lipschitz with $\frac{1}{1 - \lambda \omega}$. Thus, we are in the situation of [[16], Lemma 3.1, p. 1063], which implies that

$$F(u)(t) := J^\varphi_x(t, (\psi)_t) \left( e^{-\frac{t}{\lambda}} \varphi(0) + \frac{1}{\lambda} \int_0^t e^{-\frac{\tau}{\lambda}} u(t - \tau) d\tau \right)$$

has a fix point in $BUC(J, X)$. The fix point equation lead to the additional claim. 

By the above observations we are able to define the solution operator:

$$T_{\lambda, \varphi} : Y \longrightarrow Y$$

$$\psi \longmapsto \begin{cases} u^+_1, \lambda : t \in J \\ \nu^\varphi, \lambda : t \in I. \end{cases}$$

We define

$$u_{n, \lambda} := T_{\lambda, \varphi}^n \psi.$$

In the next step we show how an iterative use of [[16]] applies to approximate the problem (3).

**Lemma 4.2.** Let $J = [0, T]$, Assumption 2.1, and either Assumption 2.2 or Assumption 2.3 hold. If $\psi \in Y$ is Lipschitz and $\varphi \in E$, with $\varphi(0) \in \hat{D}$, then:

a) $\|T_{\lambda, \varphi}(t) - \varphi(0)\| \leq K'(\lambda + t)$ for all $t \in J$ and some $K' \geq 0$. Consequently, $\{T_{\lambda, \varphi}\}_\lambda$ is uniformly bounded on $[0, T]$.

b) $T_{\lambda, \varphi}(0) \in \hat{D}$ for small $\lambda$.

c) $\{T_{\lambda, \varphi}\}$ is equi Lipschitz on $J$ for small $\lambda$ in the case of Assumption 2.3.

d) $T_{\lambda, \varphi}$ is uniformly equi continuous on $J$ for small $\lambda$ in the case of Assumption 2.3.

e) There exists $u_1 \in Y$ s.t. $\lim_{\lambda \to 0} T_{\lambda, \varphi} \psi \to u_1$ uniformly on $I \cup [0, T]$.

**Proof.** We start with a), b), c) and restrict the proof to Assumption 2.3. The Assumption 2.3 and the functions

$$\tilde{h} : [0, T] \longrightarrow (X \times X \times E, \|\cdot\|_1)$$

$$t \longmapsto (h^\omega(t), k(t), \psi_t),$$

and $L(\|x\|, \|\psi\|_E) := L^\omega_1(\|x\|) + L^\omega_2(\|\psi\|_E) + K_0$, imply that

$$\|x_1 - x_2\| \leq \|x_1 - x_2 - \lambda(y_1 - y_2)\| + \lambda \|\tilde{h}(t_1) - \tilde{h}(t_2)\| L^\omega(\|x\|, \|\psi\|_E)$$

$$\lambda \|g(t_1) - g(t_2)\| \|y_2\|,$$

for $(x_i, y_i) \in A(t_i, \psi_{t_i})$. Hence, with $B(t) := A(t, \psi(t))$ for $t \in J$ we are in the situation of the proof of [[16], Lemma 3.2 (1), (2), p. 1064], with $u_0 = \varphi(0) \in \hat{D}$, and obtain for $u_{1, \lambda} = T_{\lambda, \varphi}(0) \in \hat{D}$. The remaining claim $T_{\lambda, \varphi}(0) \in \hat{D}$ follows from,

$$T_{\lambda, \varphi}(0) = J^\varphi_x(0, (\psi)_0) \varphi(0) \in D(A(0, \psi)) \subset \hat{D}(A(0, \psi)) \subset \hat{D}.$$
Remark 4.3. Let $\varphi_i \in E$, $i = 1, 2$, $z \in X$ and $t \in [0,T]$, then
\[
\|J_\lambda(t, \varphi_1)z - J_\lambda(t, \varphi_2)z\| \leq \frac{K_\lambda}{1 - \lambda \omega} \|\varphi_1 - \varphi_2\|_E.
\]
\[\text{Proof.} \] Apply Assumption 2.3 or 2.2 with $A_\lambda(t, \varphi_1)z \in A(t, \varphi_1)J_\lambda(t, \varphi_1)z$. \hfill \square

Lemma 4.4. Let for $J$, Assumption 2.1, and either Assumption 2.2 or 2.3 hold. Further, let $\varphi(0) \in D$, and $\psi \in Y$, then $T_{\lambda, \varphi}$ satisfies the equation
\[
\begin{cases}
(\partial_t)_J T_{\lambda, \varphi}(\psi(t)) = A(t, \psi(t))T_{\lambda, \varphi}(\psi(t)) + \omega T_{\lambda, \varphi}(\psi(t) : t \in J \\
T_{\lambda, \varphi}\psi|_I = \varphi, \psi : t \in I.
\end{cases}
\]
If $t \in J$, and $\psi, \phi \in Y$ and two initial histories $\varphi_1, \varphi_2 \in E$ we have,
\[
\|T_{\lambda, \varphi}(\psi(t) - T_{\lambda, \varphi}(\phi(t))
\]
\[\leq \frac{\lambda K_0}{1 - \lambda \omega} \|\psi - \phi\|_E + \frac{K_0}{1 - \lambda \omega} \int_0^t \exp \left(\frac{\omega}{1 - \lambda \omega} \tau\right) \|\psi_{t-t} - \psi_{t-t}\|_E d\tau
\]
\[+ \left(\frac{1}{1 - \lambda \omega} \exp \left(-\frac{t}{\lambda}\right) + \exp \left(\frac{\omega t}{1 - \lambda \omega}\right)\right) \|\varphi_1(0) - \varphi_2(0)\|
\]
If $0 \leq t \leq T$, $\varphi_1 = \varphi_2$ and $I(t) := I \cup [0, t]$ then
\[
\sup_{x \in I(t)} \|T_{\lambda, \varphi}(\psi(x) - T_{\lambda, \varphi}(x))
\]
\[\leq \frac{\lambda K_0}{1 - \lambda \omega} \sup_{x \in I(t)} \|\psi(x) - \phi(x)\|
\]
\[+ \frac{K_0}{1 - \lambda \omega} \int_0^t \exp \left(\frac{\omega}{1 - \lambda \omega} \tau\right) \sup_{x \in I(t)} \|\psi(x) - \phi(x)\| d\tau
\]
\[\text{Proof.} \] We restrict the proof to Assumption 2.3. For the starting elements $\psi, \phi$ due to Proposition 4.1, the solution operator $T_\lambda$ is well defined. Let $u_{\lambda, \varphi_1, \psi} = T_{\lambda, \varphi_1, \psi}$, and $u_{\lambda, \varphi_2, \phi} = T_{\lambda, \varphi_2, \phi}$, the solution operators with two different initial histories $\varphi_1, \varphi_2$. We start considering $t \in J$, and apply Assumption 2.3
\[
\|T_{\lambda, \varphi}(\psi(t) - T_{\lambda, \varphi}(\phi(t)) = \|u_{\lambda, \varphi_1, \psi}(t) - u_{\lambda, \varphi_1, \phi}(t))
\]
\[\leq \frac{1}{1 - \lambda \omega} \|u_{\lambda, \varphi_1, \psi}(t) - u_{\lambda, \varphi_1, \phi}(t)) - \lambda((\partial_t)_\lambda u_{\lambda, \varphi_1, \psi}(t) - (\partial_t)_\lambda u_{\lambda, \varphi_1, \phi}(t))
\]
\[+ \frac{1}{1 - \lambda \omega} \|\psi - \phi\|_E
\]
\[\leq \frac{1}{\lambda(1 - \lambda \omega)} \int_0^t e^{-\frac{\omega t}{1 - \lambda \omega}} \|u_{\lambda, \psi}(t - \tau) - u_{\lambda, \phi}(t - \tau)\| d\tau
\]
\[+ \exp \left(-\frac{t}{\lambda}\right) \|\varphi_1(0) - \varphi_2(0)\| + \frac{K_0}{1 - \lambda \omega} \|\psi - \phi\|_E.
\]
The integral inequality [10,2] gives
\[
\|u_{\lambda, \varphi_1, \psi}(t) - u_{\lambda, \varphi_2, \phi}(t))
\]
\[\leq \frac{\lambda K_0}{1 - \lambda \omega} \|\psi - \phi\|_E + \frac{K_0}{1 - \lambda \omega} \int_0^t \exp \left(\frac{\omega}{1 - \lambda \omega} \tau\right) \|\psi_{t-t} - \psi_{t-t}\|_E d\tau
\]
\[+ \left(\frac{1}{1 - \lambda \omega} \exp \left(-\frac{t}{\lambda}\right) + \exp \left(\frac{\omega t}{1 - \lambda \omega}\right)\right) \|\varphi_1(0) - \varphi_2(0)\|.
\]
Now, consider \( t \in I \), and \( \varphi_1 = \varphi_2 = \varphi \). Noting that \( u_{\lambda, \varphi} = u_{\lambda, \varphi, \phi} \) for \( t \leq -\lambda \), and using the Assumption 2.3 and \( t \in [-\lambda, 0] \) we have by the Remark 4.3

\[
\|u_{\lambda, \varphi, \psi}(t) - u_{\lambda, \varphi, \phi}(t)\|
\]

\[
= \left\| -\frac{t}{\lambda} \varphi(-\lambda) + \left(1 + \frac{t}{\lambda}\right) J_\lambda(0, \psi) \varphi(0) - \left(1 + \frac{t}{\lambda}\right) J_\lambda(0, \phi) \varphi(0) \right\|
\]

\[
\leq \lambda K_0 \frac{(1 + \frac{t}{\lambda})}{1 - \lambda \omega} \|\psi - \phi\|_E \leq \lambda K_0 \frac{1}{1 - \lambda \omega} \|\psi - \phi\|_E.
\]

Hence,

\[
(15) \quad \|u_{\lambda, \varphi, \psi} - u_{\lambda, \varphi, \phi}\|_E \leq \lambda K_0 \frac{1}{1 - \lambda \omega} \|\psi - \phi\|_E.
\]

Defining for \( n \in \mathbb{N} \cup \{0\} \),

\[
f_n^\lambda : J \rightarrow \mathbb{R}^+ \quad t \mapsto \sup_{\tau \in [0, t]} \left\|T_{\lambda, \varphi}^n \psi(\tau) - T_{\lambda, \varphi}^n \phi(\tau)\right\|,
\]

we have \( \|\psi_t - \phi_t\|_E \leq f_0^\lambda(t) \). The definition of

\[
S_\lambda : BUC(J) \rightarrow \mathbb{R}^+ \quad g \mapsto \left\{ t \mapsto \frac{K_0}{1 - \lambda \omega} \int_0^t \exp \left(\frac{-\omega s}{1 - \lambda \omega}\right) g(t - s) ds \right\},
\]

leads to

\[
(16) \quad \|u_{\lambda, \varphi, \psi}(t) - u_{\lambda, \varphi, \phi}(t)\| \leq \lambda K_0 \frac{1}{1 - \lambda \omega} f_0^\lambda(t) + S_\lambda f_0^\lambda(t).
\]

Note that \( f_0^\lambda \) is non-decreasing and positive, hence \( S_\lambda f_0^\lambda \) is non-decreasing by Proposition 10.1. Thus, by the previous inequalities (14), (15) and using \( f_n^\lambda \) non-decreasing, we end up with the inequality (13)

\[
f_1^\lambda(t) \leq \lambda K_0 \frac{1}{1 - \lambda \omega} f_0^\lambda(t) + S_\lambda f_0^\lambda(t).
\]

\[ \square \]

**Corollary 4.5.** With the notion of the previous Lemma and proof we have for \( T > 0 \):

\[
(17) \quad f_n^\lambda(T) \leq \left(\frac{\lambda K_0}{1 - \lambda \omega} I + S_\lambda\right)^n f_0^\lambda(T),
\]

and for the spectrum we have,

\[
(18) \quad \sigma_{C[0, T]} \left(\frac{\lambda K_0}{1 - \lambda \omega} I + S_\lambda\right) = \left\{\frac{\lambda K_0}{1 - \lambda \omega}\right\}.
\]

**Proof.** The claim (17) comes with iterating (16). The claim (18) is a consequence of \( S_\lambda \) quasi-nilpotent and the Spectral Mapping Theorem [20, Thm. 10.28]. \[ \square \]

Next we provide the methods to prove the existence of the limit \( \lambda \rightarrow 0 \).

**Lemma 4.6.** Let for \( J = [0, T] \) Assumption 2.7 and either Assumption 2.8 or Assumption 2.9 hold. Further let \( \varphi \in E \) with \( \varphi(0) \in \overline{D}, \{\psi_\lambda\}_{\lambda > 0} \subset Y \) and \( \psi \in Y \). If

\[
\lim_{\lambda \rightarrow 0} \psi_\lambda = \psi,
\]
and \( u_\lambda \in Y \) is the solution to
\[
\begin{align*}
(\partial_t) \varepsilon, \lambda u_\lambda(t) & \in A(t, (\varepsilon, \lambda))u_\lambda(t) + \omega u_\lambda(t) : t \in J, \\
(u_\lambda)|_t & = \varphi_{\varepsilon, \lambda} : t \in I,
\end{align*}
\]
and \( v_\lambda \in Y \) is the solution to
\[
\begin{align*}
(\partial_t) \varepsilon, \lambda v_\lambda(t) & \in A(t, (\varepsilon, \lambda))v_\lambda(t) + \omega v_\lambda(t) : t \in J, \\
(v_\lambda)|_t & = \varphi_{\varepsilon, \lambda} : t \in I,
\end{align*}
\]
then
\[
\lim_{\lambda \to 0} \|u_\lambda - v_\lambda\|_Y = 0.
\]

**Proof.** Apply inequality (13) from Lemma 4.4 with \( \phi = \psi_\lambda \) and \( \psi = \psi \). \( \blacksquare \)

**Corollary 4.7.** Under the conditions of the previous lemma, \( \{u_\lambda\}_{\lambda > 0} \) and \( \{v_\lambda\}_{\lambda > 0} \) are Cauchy in \( Y \) for \( \lambda \to 0 \).

**Proof.** Using a uniform continuous extension of \( \psi \) on \( \mathbb{R} \), and a mollifier we find that the Lipschitz functions on \( I \cup J \) are dense in \( Y \). Consider \( \varepsilon, \lambda \) Lipschitz and the equation,
\[
\begin{align*}
(\partial_t) \varepsilon, \lambda v_\lambda^\varepsilon(t) & \in A(t, (\varepsilon, \lambda))v_\lambda^\varepsilon(t) + \omega v_\lambda^\varepsilon(t) : t \geq 0 \\
(v_\lambda^\varepsilon)|_t & = \varphi_{\varepsilon, \lambda} : t \in I.
\end{align*}
\]
Applying Lemma 4.12 we find \( \{v_\lambda^\varepsilon\}_{\lambda > 0} \) for every \( \psi_\varepsilon \) arbitrary close to \( \psi \). The use of (12) from Lemma 4.4 and the triangle inequality gives
\[
\begin{align*}
\|v_\lambda(t) - v_\mu(t)\| \leq \|v_\lambda(t) - v_\lambda^\varepsilon(t)\| + \|v_\lambda^\varepsilon(t) - v_\mu(t)\| & + \|v_\mu(t) - v_\mu(t)\| \\
& \leq \frac{\lambda K_0}{1 - \lambda \omega} \|\psi_t - \psi_\varepsilon^\varepsilon\|_E + \frac{K_0}{1 - \mu \omega} \int_0^t \exp\left(\frac{\omega}{1 - \lambda \omega}\right) \|\psi_{t-\tau} - \psi_{t-\tau}^\varepsilon\|_E d\tau \\
& + \|v_\lambda^\varepsilon(t) - v_\mu(t)\| + \frac{\mu K_0}{1 - \mu \omega} \|\psi_t - \psi_{\varepsilon}^\varepsilon\|_E \\
& + \frac{K_0}{1 - \mu \omega} \int_0^t \exp\left(\frac{\omega}{1 - \mu \omega}\right) \|\psi_{t-\tau} - \psi_{t-\tau}^\varepsilon\|_E d\tau.
\end{align*}
\]
It remains to prove that \( \{v_\lambda^\varepsilon\}_{\lambda > 0} \) is Cauchy, as for small \( \lambda > 0 \)
\[
\|\varphi_{\varepsilon, \lambda}(0) - \varphi(0)\| = \|J_\lambda^\varepsilon(0, \varphi(0)) - \varphi(0)\| \\
& \leq \|J_\lambda^\varepsilon(0, \varphi(0)) - J_\lambda^\varepsilon(0, \varphi(0))\| + \|J_\lambda^\varepsilon(0, \varphi(0)) - \varphi(0)\| \\
& \leq \|\psi_\varepsilon - \psi_\varepsilon^\varepsilon\|_E + \|J_\lambda^\varepsilon(0, \varphi(0)) - \varphi(0)\| \\
& \leq \varepsilon.
\]
For small \( \lambda \) we consider for an \( \alpha > 0 \)
\[
\begin{align*}
(\partial_t) \varepsilon, \lambda w_\lambda^\varepsilon, \alpha(t) & \in A(t, (\varepsilon, \lambda))w_\lambda^\varepsilon, \alpha(t) + \omega w_\lambda^\varepsilon, \alpha(t) : t \in J \\
(w_\lambda^\varepsilon, \alpha)|_t & = J_\alpha(0, \varphi(0)) : t \in I.
\end{align*}
\]
By Lemma 4.12 and [16] Thm 2.9, p. 1058 \( \{w_\lambda^\varepsilon, \alpha\}_{\lambda > 0} \) is Cauchy when \( \lambda \to 0 \). From Lemma 4.4 we obtain with the pairs \( (v_\lambda^\varepsilon(t), J_\lambda^\varepsilon(0, \varphi(0))) \), and \( (w_\lambda^\varepsilon, \alpha(t), \varphi(0)) \)
\[
\begin{align*}
\|v_\lambda^\varepsilon(t) - w_\lambda^\varepsilon, \alpha(t)\| \\
& \leq \frac{1}{1 - \lambda \omega} \exp(-t/\lambda) \|J_\lambda^\varepsilon(0, \varphi(0)) - J_\lambda^\varepsilon(0, \varphi(0))\| \\
& + \exp\left(\frac{\omega t}{1 - \mu \omega}\right) \|J_\lambda^\varepsilon(0, \varphi(0)) - J_\lambda^\varepsilon(0, \varphi(0))\| \\
& \leq \varepsilon.
\end{align*}
\]
when $\alpha, \lambda$ small. Which gives that $\{v^\epsilon_\lambda\}_{\lambda>0}$ is Cauchy, consequently $\{v_\lambda\}_{\lambda>0}$ and therefore $\{u_\lambda\}_{\lambda>0}$ for $t \in J$. For $t \in I$, apply Remark 3.1 with $\psi = \psi^\epsilon$. 

By previous observations we are in the situation to do the induction.

**Lemma 4.8.** Let for $J = [0, T]$ Assumption 2.4 and either Assumption 2.2 or Assumption 2.3 hold. Further let $\varphi \in E$ with $\varphi(0) \in \overline{D}$, and $\psi \in Y$. If $u_{1, \lambda}$ is the solution to (6) then

$$\lim_{\lambda \to 0} u_{1, \lambda} = u \in Y.$$ 

If $\{u_{n, \lambda}\}_{\lambda>0} \subset Y$ is the solution to the n-th step with

$$\lim_{\lambda \to 0} u_{n, \lambda} = u_n \in Y,$$

and $u_{n+1, \lambda}$ is the solution to (7), then

$$\lim_{\lambda \to 0} u_{n+1, \lambda} = u_{n+1} \in Y.$$

**Proof.** Apply Lemma 4.2 and Corollary 4.7 to the start of the induction, the induction step follows by Lemma 4.6 and Corollary 4.7. 

We are ready to state the main result of this section on the existence of a solution to (3) for the finite and infinite delay case, and for arbitrary $\omega \in \mathbb{R}$. As we found a sequence of functions $\{u_n\}_{n \in \mathbb{N}}$ it remains to prove their convergence in $Y$, and the independence of the starting point $\psi$ of the recursion.

**Theorem 4.9.** Let for $J = [0, T]$ Assumption 2.4 and either Assumption 2.2 or Assumption 2.3 hold. Further let $\varphi \in E$ with $\varphi(0) \in \overline{D}$, and $\psi \in Y$. The sequence $\{u_n\}_{n \in \mathbb{N}}$ defined in Lemma 4.8 is uniformly convergent on $I \cup J$. As the solution is independent of the approximation we call this limit the solution to (3) on $I \cup J$.

**Proof.** As $(u_n)_I = \varphi$ it remains to consider $t \in J$. From (12) we obtain with the definition of the operator $T_{\lambda, \varphi}$ given by (8),

$$\|u_{n+1}(t) - u_n(t)\| = \|(T_{\lambda, \varphi} u_{n+1})_t - (T_{\lambda, \varphi} u_{n-1})_t\| \leq \frac{\lambda K_0}{1 - \lambda \omega} \|u_{n+1}(t) - u_{n-1}(t)\| E + \frac{K_\epsilon K_0}{1 - \lambda \omega} \int_0^t \|(u_{n}(t)_{t-\tau} - (u_{n-1}(t)_{t-\tau})\| E d\tau.$$

By Lemma 4.8 we may pass to $\lambda \to 0$ and the previous inequality becomes,

$$\|u_{n+1}(t) - u_n(t)\| \leq K_\epsilon K_0 \int_0^t \|(u_{n}(t)_{t-\tau} - (u_{n-1}(t)_{t-\tau})\| E d\tau$$

$$= K_\epsilon K_0 \int_0^t \|u_{n}(t)_{t-\tau} - (u_{n-1}(t)_{t-\tau})\| E d\tau.$$ 

As the integral is non-decreasing we derive,

$$\|(u_{n+1})_t - (u_n)_t\| E \leq K_\epsilon K_0 \int_0^t \|(u_{n}(t)_{t-\tau} - (u_{n-1}(t)_{t-\tau})\| E d\tau.$$
From Lemma 4.2 we have \( u_{1,\lambda} \) uniformly bounded and therefore \( u_1 \) is bounded. Lemma 4.4 leads by the limit \( \lambda \to 0 \)

\[
\| (u_2)_t - (u_1)_t \|_E \leq K_\epsilon K_0 \int_0^t \| (u_1)_{t-\tau} - \psi_{t-\tau} \|_E d\tau \\
\leq K_\epsilon K_0 \int_0^t Kd\tau \\
= K_\epsilon K_0 Kt.
\]

Iterating the inequality we find,

\[
\| (u_{n+1})_t - (u_n)_t \|_E \leq \frac{(K_\epsilon K_0 KT)^n}{n!}
\]

which yields \( \{u_n\} \) uniformly Cauchy, and by the completeness of \( Y \) we find a limit. Next we show that the limit is independent of the starting point \( \psi \). For two starting points \( \psi, \phi \in Y \) we have by inequality (17) of corollary 4.5,

\[
\| T^n_{\lambda,\psi} \psi - T^n_{\lambda,\phi} \phi \|_Y \leq \left\| \left( \frac{\lambda K_0}{1 - \lambda \omega} I + S_\lambda \right)^n \right\| \| \psi - \phi \|_Y.
\]

As we may pass to \( \lambda \to 0 \) we conclude with \( T^n_{\lambda,\psi} \psi \to u_n \), and \( T^n_{\lambda,\phi} \phi \to v_n \),

\[
\| u_n - v_n \|_Y \leq \| S_0 \| \| \psi - \phi \|_Y.
\]

Using \( S_0 \) quasi-nilpotent we finish the proof when passing to \( n \to \infty \).

\[ \Box \]

5. Half-Line Functional Differential Equations

In this section we show that under sufficient conditions on \( \omega \) we can conclude the convergence on \( J = \mathbb{R}^+ \) of the approximation stated in Recursion 3.2 Moreover, some results on the asymptotic behavior on the half line are given.

**Lemma 5.1.** Let for \( J = \mathbb{R}^+ \), Assumption 2.1, and either Assumption 2.2 with \( \omega < 0 \), or Assumption 2.3 with \( L_g < -\omega \) hold. If \( \psi \in Y \) Lipschitz and \( \varphi \in E \) with \( \varphi(0) \in \overline{D} \), then

a) \( \{T_{\lambda,\varphi}\psi\}_{\lambda > 0} \) is uniformly bounded on \( J \).

b) \( T_{\lambda,\varphi} \psi \) is equi Lipschitz on \( J \) in the case of Assumption 2.3 and \( L_g < -\omega \):

c) \( T_{\lambda,\varphi} \psi \) is uniformly equicontinuous on \( J \) in the case of Assumption 2.2 and \( \omega < 0 \).

d) there exists \( u_1 \in Y \) s.t \( \lim_{\lambda \to 0} T_{\lambda,\varphi} \psi \to u_1 \) uniformly on \( I \cup J \).

**Proof.** Similar to the proof of Lemma 4.2 we derive from Assumption 2.3 the needed inequality for \( B(t) := A(t, \psi_t) \). By [16] Proof of Lemma 3.2 equation(16) p. 1064, and Corollary 3.3] we obtain a). To verify c) apply [16] Corollary 3.4, p. 1068], e) comes with [16] Theorem 2.17, p.1061]. d) is a consequence of [16] Corollary 3.6, p. 1069].

**Lemma 5.2.** Let for \( J = \mathbb{R}^+ \), Assumption 2.1, and either Assumption 2.2 with \( \omega < 0 \) or Assumption 2.3 with \( L_g < -\omega \) hold. Further, let \( \varphi \in E \) with \( \varphi(0) \in \overline{D} \), \( \{\psi_\lambda\}_{\lambda > 0} \subset Y \) and \( \psi \in Y \). If

\[
\lim_{\lambda \to 0} \psi_\lambda = \psi, \text{ in } Y,
\]

\( u_\lambda \in Y \) the solution to

\[
\begin{align*}
(t_\lambda)_{\lambda > 0} u_\lambda(t) & \in A(t, (\psi_\lambda)_t)u_\lambda(t) + \omega u_\lambda(t) : \lambda \in J \\
(\psi(t))_{\lambda > 0} & = \varphi_{\psi,\lambda},
\end{align*}
\]

and \( v_\lambda \in Y \) the solution to

\[
\begin{align*}
(t_\lambda)_{\lambda > 0} v_\lambda(t) & \in A(t, (\psi_\lambda)_t)v_\lambda(t) + \omega v_\lambda(t) : \lambda \in J
\end{align*}
\]

\[ \Box \]
then

\[ \lim_{\lambda \to 0} \| u_\lambda - v_\lambda \|_Y = 0. \]

**Proof.** Apply inequality (13) from Lemma 4.4 with \( \phi = \psi_\lambda \) and \( \psi = \psi \). \( \square \)

**Corollary 5.3.** Under the conditions of the previous lemma \( \{ v_\lambda \}_{\lambda > 0} \), and \( \{ u_\lambda \}_{\lambda > 0} \) are Cauchy in \( Y \) for \( \lambda \to 0 \).

**Proof.** Using a uniform continuous extension of \( \psi \) on \( \mathbb{R} \), and a mollifier we find that the Lipschitz functions on \( I \cup J \) are dense in \( Y \). Consider \( \psi \) Lipschitz and the equation for

\[
\begin{aligned}
\left\{ \begin{array}{ll}
(\partial_t)_\lambda v_\lambda^\varepsilon(t) & \in A(t, (\psi^\varepsilon)_\lambda)v_\lambda^\varepsilon(t) + \omega v_\lambda^\varepsilon(t) : t \in J \\
(v_\lambda^\varepsilon)_I & = \varphi_{\psi,\lambda}.
\end{array} \right.
\end{aligned}
\]

The use of inequality (12) from Lemma 4.4 and the triangle inequality gives

\[
\| v_\lambda(t) - v_\mu(t) \| \leq \| v_\lambda(t) - v_\lambda^\varepsilon(t) \| + \| v_\lambda^\varepsilon(t) - v_\mu^\varepsilon(t) \| + \| v_\mu^\varepsilon(t) - v_\mu(t) \|
\]

\[ \leq \frac{\lambda K_0}{1 - \lambda \omega} \| \psi_t - \psi_t^\varepsilon \|_E + \frac{K_0}{1 - \lambda \omega} \int_0^t \exp \left( \frac{\omega}{1 - \lambda \omega} \right) \| \psi_t - \psi_t^\varepsilon \|_E d\tau \]

\[ + \| v_\lambda^\varepsilon(t) - v_\mu^\varepsilon(t) \| + \frac{\mu K_0}{1 - \mu \omega} \| \psi_t - \psi_t^\varepsilon \|_E \]

\[ + \frac{K_0}{1 - \mu \omega} \int_0^t \exp \left( \frac{\omega}{1 - \mu \omega} \right) \| \psi_t - \psi_t^\varepsilon \|_E d\tau. \]

It remains to prove that \( \{ v_\lambda^\varepsilon \}_{\lambda > 0} \) is Cauchy. Similar to (22) we get

\[ \varphi_{\psi,\lambda}(0) = J_\lambda^\varepsilon(0, \psi_0, \varphi(0)) \to \varphi(0) \]

when \( \lambda \to 0 \), we consider

\[
\begin{aligned}
\left\{ \begin{array}{ll}
(\partial_t)_\lambda w_\lambda^\varepsilon(t) & \in A(t, (\psi^\varepsilon)_\lambda)w_\lambda^\varepsilon(t) + \omega w_\lambda^\varepsilon(t) : t \in J \\
(w_\lambda^\varepsilon)_I & = \varphi(0).
\end{array} \right.
\end{aligned}
\]

By Lemma 5.1 and Thm 2.13 (2), p. 1060 \( \{ w_\lambda^\varepsilon \}_{\lambda > 0} \) is Cauchy when \( \lambda \to 0 \). From Lemma 4.4 we obtain with the pairs \( (v_\lambda^\varepsilon(t), J_\lambda^\varepsilon(0, \psi_0, \varphi(0))) \), and \( (w_\lambda^\varepsilon(t), \varphi(0)) \)

\[
\left| v_\lambda^\varepsilon(t) - w_\lambda^\varepsilon(t) \right| \leq \frac{1}{1 - \lambda \omega} \exp \left( -t/\lambda \right) \| J_\lambda^\varepsilon(0, \psi_0^\varepsilon) \varphi(0) - \varphi(0) \| + \exp \left( \frac{\omega t}{1 - \lambda \omega} \right) \| J_\lambda^\varepsilon(0, \psi_0^\varepsilon) \varphi(0) - \varphi(0) \|
\]

\[ \leq \varepsilon. \]

for small \( \omega > 0 \). Which gives that \( \{ v_\lambda \}_{\lambda > 0} \) is Cauchy, and therefore \( \{ u_\lambda \}_{\lambda > 0} \) for \( t \in J \). For \( t \in I \) recall Remark 3.1 Which implies that \( \{ v_\lambda \}_{\lambda > 0} \) is Cauchy and therefore \( \{ u_\lambda \}_{\lambda > 0} \). \( \square \)

**Lemma 5.4.** Let for \( J = \mathbb{R}^+ \) Assumption 2.7 and either Assumption 2.2 with \( \omega < 0 \) or Assumption 2.3 with \( L_y < -\omega \) hold. Further, let \( \varphi \in E \) with \( \varphi(0) \in \overline{E} \), and \( \psi \in Y \). If \( u_{1,\lambda} \) is the solution to (6) then

\[ \lim_{\lambda \to 0} u_{1,\lambda} = u_1 \in Y. \]

If \( \{ u_{n,\lambda} \}_{\lambda > 0} \subset Y \) is the solution to the \( n \)-th step with

\[ \lim_{\lambda \to 0} u_{n,\lambda} = u_n \in Y, \]

and \( u_{n+1,\lambda} \) is the solution to (7), then

\[ \lim_{\lambda \to 0} u_{n+1,\lambda} = u_{n+1} \in Y. \]
Proof. Apply Lemma \[4.4\] and Corollary \[5.3\] to the start the induction, the induction step follows by Lemma \[5.2\] and Corollary \[5.3\].

**Theorem 5.5.** Let for \( J = \mathbb{R}^+ \) Assumption \[2.1\] and either Assumption \[2.2\] with \( K_0 < -\omega \), or Assumption \[2.3\] with \( \max \{K_0, L_0\} < -\omega \) hold. Further let \( \varphi \in E \) with \( \varphi(0) \in \overline{D} \), and \( \psi \in Y \). The sequence defined in the Lemma \[5.4\] is uniformly convergent on \( I \cup J \). As the limit is independent of the starting point \( \psi \), we call it the solution to \( 3 \) on \( I \cup J \).

Proof. As \( (u_n)\big|_I = \varphi \) it remains to consider \( t \in J \). Let \( t \in J \), and \( n \geq 1 \). The we have by Lemma \[4.4\] and inequality \[13\] that

\[
\sup_{x \in I(t)} \left\| T_{\lambda, \varphi}^{n+1} \psi(x) - T_{\lambda, \varphi}^n \phi(x) \right\| \\
\leq \frac{\lambda K_0}{1 - \lambda \omega} \sup_{x \in I(t)} \left\| T_{\lambda, \varphi}^n \psi(x) - T_{\lambda, \varphi}^{n-1} \phi(x) \right\| \\
+ \frac{K_0}{1 - \lambda \omega} \int_0^t \exp \left( \frac{\omega}{1 - \lambda \omega} \right) \sup_{x \in I(t-\tau)} \left\| T_{\lambda, \varphi}^n \psi(x) - T_{\lambda, \varphi}^{n-1} \phi(x) \right\| d\tau.
\]

As we may pass \( \lambda \to 0 \), we obtain,

\[
\sup_{x \in I(t)} \left\| u_{n+1}(x) - u_n(x) \right\| \leq K_0 \int_0^t \exp (\omega \tau) \sup_{x \in I(t-\tau)} \left\| u_n(x) - u_{n-1}(x) \right\| d\tau \\
\leq \frac{K_0}{|\omega|} (1 - \exp(\omega t)) \sup_{x \in I(t)} \left\| u_n(x) - u_{n-1}(x) \right\|.
\]

Consequently we have

\[
\left\| u_{n+1} - u_n \right\|_Y \leq \left( \frac{K_0}{-\omega} \right)^n \left\| u_1 - \psi \right\|_Y
\]

and \( K_0 < -\omega \) gives \( \{u_n\}_{n \in \mathbb{N}} \) is Cauchy in \( Y \). Thus it remains to prove the independence on the starting point \( \psi \). For two starting points \( \psi, \phi \in Y \) we have by inequality \[17\] of corollary \[4.5\],

\[
\left\| T_{\lambda, \varphi}^n \psi - T_{\lambda, \varphi}^n \phi \right\|_Y \leq \left\| \left( \frac{\lambda K_0}{1 - \lambda \omega} I + S_\lambda \right)^n \left\| \psi - \phi \right\|_Y.
\]

As we may pass \( \lambda \to 0 \) we conclude with \( T_{\lambda, \varphi}^n \psi \to u_n \) and \( T_{\lambda, \varphi}^n \phi \to v_n \),

\[
\left\| u_n - v_n \right\|_Y \leq \left\| S_0^n \right\| \left\| \psi - \phi \right\|_Y.
\]

Using \( \left\| S_0^n \right\| \leq \left( \frac{K_0}{-\omega} \right)^n \) we finish the proof when passing to \( n \to \infty \). \( \square \)

6. **Asymptotic Behavior of the Solution**

**Theorem 6.1.** For \( J = \mathbb{R}^+ \) let Assumption \[2.1\] and either Assumption \[2.2\] with \( K_0 < -\omega \), or Assumption \[2.3\] with \( \max \{K_0, L_0\} < -\omega \) hold. Furthermore, let \( \varphi \in E \) with \( \varphi(0) \in \overline{D} \), and let \( Y = \{ f \in BUC(I \cup J) : \lim_{t \to \infty} f(t) = 0 \} \). If

\[
\{ t \mapsto J_{\lambda}(t, \psi(t)) \} \in Y \quad \text{for all } \psi \in Y,
\]

then the solution \( u \) to \( 3 \) is an element of \( Y \).

**Proof.** As we obtain \( u \) as an iterated uniform limit,

\[
u = \lim_{n \to \infty} \lim_{\lambda \to 0} u_{n, \lambda}
\]
it remains to show that \( u_{n,\lambda} \in Y \). Using (28) implies that \( \{ t \mapsto J^e_\lambda(t, \psi_t) \} \in Y \), thus for \( u \in Y \) we have

\[
\left\| J^e_\lambda(t, (\psi)_t) \left( e^{-\frac{t}{\lambda}} \varphi(0) + \frac{1}{\lambda} \int_0^t e^{-\frac{\tau}{\lambda}} u(t - \tau) d\tau \right) - J^e_\lambda(t, \psi_t) \right\| \\
\leq \frac{1}{1 - \lambda \omega} \left\| \left( e^{-\frac{t}{\lambda}} \varphi(0) + \frac{1}{\lambda} \int_0^t e^{-\frac{\tau}{\lambda}} u(t - \tau) d\tau \right) \right\| \\
to \to 0, \text{ when } t \to \infty
\]

for all \( u \in Y \). Thus,

\[
F : Y \to Y, \quad \psi \mapsto \left\{ t \mapsto J^e_\lambda(t, (\psi)_t) \left( e^{-\frac{t}{\lambda}} \varphi(0) + \frac{1}{\lambda} \int_0^t e^{-\frac{\tau}{\lambda}} u(t - \tau) d\tau \right) \right\}
\]

Hence, \( \{ u_{1,\lambda} \}_{\lambda > 0} \subset Y \), and therefore \( \{ u_{n,\lambda} \}_{\lambda > 0, n \in \mathbb{N}} \), and the proof is finished. \( \square \)

As we are interested in several types of almost periodicity in the next theorem it is shown how to obtain solutions in a general closed and translation invariant subspace \( Z \subset \text{BUC}(\mathbb{R}^+, X) \).

**Theorem 6.2.** Let \( J = \mathbb{R}^+ \) Assumption 2.1 and either Assumption 2.2 with \( \omega < 0 \) or Assumption 2.3 with \( \max \{ K_0, L_0 \} < -\omega \) hold. Further let \( \varphi \in E \) with \( \varphi(0) \in \mathcal{D} \). If for a closed and translation invariant subspace \( Z \subset \text{BUC}(\mathbb{R}^+, X) \),

\[
Y = \{ f \in \text{BUC}(I \cup J, X) : f_{|\mathbb{R}^+} \in Z \}
\]

and

\[
\{ t \mapsto J^e_\lambda(t, \psi_t) f(t) \} \in Z \quad \text{for all } \psi \in Y, f \in Z
\]

then the solution \( u \) to (28) is an element of \( Y \).

**Proof.** For given \( \psi \in Y \) and \( u \in Z \) we have

\[
e^{-\frac{t}{\lambda}} \varphi(0) + \frac{1}{\lambda} \int_0^t e^{-\frac{\tau}{\lambda}} u(t - \tau) d\tau \in Z
\]

and consequently

\[
\left\{ t \mapsto J^e_\lambda(t, \psi_t) \left( e^{-\frac{t}{\lambda}} \varphi(0) + \frac{1}{\lambda} \int_0^t e^{-\frac{\tau}{\lambda}} u(t - \tau) d\tau \right) \right\} \in Z.
\]

Hence, we can define the fixpoint mapping,

\[
F_{0,\lambda} : Z \to Z, \quad u \mapsto \left\{ t \mapsto J^e_\lambda(t, (\psi)_t) \left( e^{-\frac{t}{\lambda}} \varphi(0) + \frac{1}{\lambda} \int_0^t e^{-\frac{\tau}{\lambda}} u(t - \tau) d\tau \right) \right\}
\]

and consequently \( T_{\lambda} \psi_{|\mathbb{R}^+} \in Z \) for every \( \lambda > 0 \). Assuming that \( (u^+_{n-1,\lambda})_{|\mathbb{R}^+} \in Z \) we have \( (u_{n,\lambda})_{|\mathbb{R}^+} \in Y \) for every \( \lambda > 0 \). Consequently, we obtain for every \( \lambda > 0 \) that

\[
F_{n,\lambda} : Z \to Z, \quad u \mapsto \left\{ t \mapsto J^e_\lambda(t, (u_{n-1,\lambda})_t) \left( e^{-\frac{t}{\lambda}} \varphi(0) + \frac{1}{\lambda} \int_0^t e^{-\frac{\tau}{\lambda}} u(t - \tau) d\tau \right) \right\}
\]

has fixpoint \( u \in Z \) which gives

\[
u_{n,\lambda}(t) = T^u_{\lambda,\varphi} \psi(t) = \left\{ \begin{array}{cl} u(t) & : t \in J \\ \varphi_{u_{n,\lambda},\lambda}(t) & : t \in I \end{array} \right. ,
\]

which is an element of \( Y \), for all \( n \in \mathbb{N} \) and \( \lambda > 0 \). Applying Theorem 5.5 we obtain

\[
\lim_{n \to \infty} \lim_{\lambda \to 0} u_{n,\lambda} = u \in Y,
\]
and the proof is finished.

7. Integral Solutions of Abstract Functional Differential Equations

In this section we will show that the solution found in Theorem 4.9 is, under some prerequisites the mild or integral solution to the corresponding Cauchy Problem, with \( x_0 = \varphi(0) \).

\[
(29) \quad \begin{cases} \ w'(t) \in B(t)w(t) + \omega w(t) + f(t) : t \in J \\ \ w(0) = x_0, \end{cases}
\]

with \( B(t) = A(t,u_t) \) and \( u \) the solution to (3). In doing this we need some additional regularity of the solution \( u \).

Definition 7.1. A function \( u : [a,b] \to X \) is called a mild solution to (29) if there exist \( u : [a,b] \to X \) such that

\[
(\partial_t)_{\lambda}u_{\lambda}(t) \in B(t)u_{\lambda}(t) + \omega u_{\lambda}(t) + f(t) \text{ for all } t \in [a,b],
\]

\[
u_{\lambda}(0) \to x_0 \text{ when } \lambda \to 0.
\]

and \( u_{\lambda} \to u \) on \([a,b]\) when \( \lambda \to 0 \).

Lemma 7.2. Let for \( J = [0,T] \) Assumption 2.1 and either Assumption 2.2 or 2.3 hold. If \( \varphi \) Lipschitz, and \( \varphi(0) \in \hat{D}, t \in [0,T] \), then for some \( K > 0 \),

\[
(1) \quad |A(t,(u_{\lambda,n-1})_t)\varphi(0)| \leq K \text{ for all } \lambda > 0, n \in \mathbb{N}
\]

\[
(2) \quad \|u_{\lambda,n}(t) - \varphi(0)\| \leq K(\lambda + t), \text{ for all } \lambda > 0, n \in \mathbb{N}.
\]

Proof. As \( \{u_{\lambda,n}\}_{\lambda>0,n\in\mathbb{N}} \) is uniformly bounded and \( \varphi(0) \in \hat{D} \) by Remark 2.4 we find some \( K > 0 \), such that

\[
A(t,(u_{\lambda,n})_t)\varphi(0) | \leq K \text{ for all } \lambda > 0, n \in \mathbb{N}.
\]

In order to prove the second inequality,

\[
\|u_{\lambda,n}(t) - \varphi(0)\|
\]

\[
\leq \left| J_{\lambda}(t,(u_{\lambda,n-1})_t) \left( e^{-\frac{\tau}{\lambda}}\varphi(0) + \frac{1}{\lambda} \int_0^t e^{-\frac{\tau}{\lambda}}u_{\lambda,n}(t-\tau)d\tau \right) - \varphi(0) \right|
\]

\[
\leq \left| J_{\lambda}(t,(u_{\lambda,n-1})_t) \left( e^{-\frac{\tau}{\lambda}}\varphi(0) + \frac{1}{\lambda} \int_0^t e^{-\frac{\tau}{\lambda}}u_{\lambda,n}(t-\tau)d\tau \right) - J_{\lambda}(t,(u_{\lambda,n-1})_t)\varphi(0) \right|
\]

\[
+ \left| J_{\lambda}(t,(u_{\lambda,n-1})_t)\varphi(0) - \varphi(0) \right|
\]

\[
\leq \frac{1}{\lambda(1-\lambda\omega)} \int_0^t e^{-\frac{\tau}{\lambda}}\|u_{\lambda,n}(t-\tau) - \varphi(0)\|d\tau + \|J_{\lambda}(t,(u_{\lambda,n-1})_t)(t)\varphi(0) - \varphi(0)\|
\]

\[
\leq \frac{1}{\lambda(1-\lambda\omega)} \int_0^t e^{-\frac{\tau}{\lambda}}\|u_{\lambda,n}(t-\tau) - \varphi(0)\|d\tau
\]

\[
+ \lambda ( |A(t,(u_{\lambda,n-1})_t)(t)\varphi(0)| + |\omega| |\varphi(0)| )
\]

\[
\leq \frac{1}{\lambda(1-\lambda\omega)} \int_0^t e^{-\frac{\tau}{\lambda}}\|u_{\lambda,n}(t-\tau) - \varphi(0)\|d\tau + \lambda K
\]

Hence, by [16] Lemma A.8., p. 1096 we have for some adequate \( K > 0 \)

\[
\|u_{\lambda,n}(t) - \varphi(0)\| \leq \lambda K + \int_0^t Kd\tau = K(\lambda + t).
\]
Lemma 7.3. Let for $J = [0, T]$ Assumption 2.7 and Assumption 2.3 hold. Further, let $\varphi$ Lipschitz, $\varphi(0) \in \hat{D}$, $t \in [0, T]$, and $t > s > 0$, then for some $K' > 0$,

\[
\sup_{0 < \alpha \leq t} \limsup_{s \to 0} \frac{1}{s} \| (u_{\lambda,n})_{\alpha-s} - (u_{\lambda,n})_{\alpha} \|_E \\
\leq \sup_{0 \leq \alpha \leq t} \limsup_{s \to 0} \frac{1}{s} \| u_{\lambda,n}(\alpha-s) - u_{\lambda,n}(\alpha) \| + (L\varphi + K').
\]

Proof. As a consequence of Remark 3.1 and the definition of $u_{\lambda,n}$, we obtain

\[
\| (u_{\lambda,n})_{t-s} - (u_{\lambda,n})_t \|_E \leq \sup_{0 < \alpha \leq t} \| u_{\lambda,n}(\alpha-s) - u_{\lambda,n}(\alpha) \| + s(L\varphi + K')
\]

which leads by Lemma 10.5 to,

\[
\limsup_{s \to 0+} \sup_{r \in I} \frac{1}{s} \| u_{\lambda,n}(r + \alpha - s) - u_{\lambda,n}(r + \alpha) \| \\
\leq \limsup_{s \to 0+} \sup_{0 \leq \alpha \leq t} \frac{1}{s} \| u_{\lambda,n}(\alpha-s) - u_{\lambda,n}(\alpha) \| + L\varphi + K'
\]

\[
\leq \sup_{0 < \alpha \leq t} \limsup_{s \to 0+} \frac{1}{s} \| u_{\lambda,n}(\alpha-s) - u_{\lambda,n}(\alpha) \| + L\varphi + K'.
\]

Computing the sup on the left hand side completes the proof. \hfill \Box

From Lemma 4.2 c) we obtain that if the starting point $\psi \in Y$, in the recursion, and $\varphi \in E$ are Lipschitz, and $\varphi(0) \in \hat{D}$ then $u_{\lambda,n}$ is Lipschitz for every $\lambda > 0$, and $n \in \mathbb{N}_0$. In Lemma 7.4 we will show that they are equi-Lipschitz.

Lemma 7.4. Let for $J = [0, T]$ Assumption 2.7 and Assumption 2.3 hold. If the starting point of the recursion $\psi \in Y$, and $\varphi \in E$ are Lipschitz, and $\varphi(0) \in \hat{D}$, then the set of functions $\{u_{\lambda,n} : \lambda > 0, n \in \mathbb{N}\}$ is equi-Lipschitz. Hence the Yosida approximations

\[
(\partial_t)_{\lambda} u_{\lambda,n}(t) := \frac{1}{\lambda} \left( u_{\lambda,n}(t) - \varphi(0) - \frac{1}{\lambda} \int_0^t e^{-\frac{\tau}{\lambda}} (u_{\lambda,n}(t-\tau) - \varphi(0))d\tau \right)
\]

are uniformly bounded for small $\lambda > 0$ and $n \in \mathbb{N}$. 
Proof. By Assumption 2.3 and Recursion 3.2 we have,

\[
\|u_{\lambda,1}(t-s) - u_{\lambda,1}(t)\| \\
\leq \frac{1}{1 - \lambda \omega} \|u_{\lambda,1}(t-s) - u_{\lambda,1}(t) - \lambda \{((\partial_t)\lambda u_{\lambda,1}(t-s) - (\partial_t)\lambda u_{\lambda,1}(t)\| \\
+ \frac{\lambda}{1 - \lambda \omega} \|h^{\omega}(t-s) - h^{\omega}(t)\|_{L_1^{\omega}({\|u_{\lambda,1}(t)\|})} \\
+ \frac{\lambda}{1 - \lambda \omega} \|g(t-s) - g(t)\| \left\| \frac{1}{\lambda} \left( u_{\lambda,1}(t) - \varphi(0) - \int_0^t \frac{e^{-\frac{\tau}{\lambda}}}{\lambda} (u_{\lambda,1}(t-\tau) - u_0) d\tau \right) \right\| \\\n+ \frac{\lambda}{1 - \lambda \omega} \|k(t-s) - k(t)\|_{L_2({\|\psi_t\|})} \\
+ \frac{K_0}{1 - \lambda \omega} \|\psi_{t-s} - \psi_t\|_E \\
\leq \frac{1}{1 - \lambda \omega} \left\| e^{-\frac{t-s}{\lambda} \varphi(0)} + \int_0^{t-s} \frac{e^{-\frac{\tau}{\lambda}}}{\lambda} u_{\lambda,1}(t-s-\tau) d\tau - e^{-\frac{t}{\lambda} \varphi(0)} - \int_0^t \frac{e^{-\frac{\tau}{\lambda}}}{\lambda} u_{\lambda,1}(t-\tau) d\tau \right\| \\
+ \frac{\lambda}{1 - \lambda \omega} \|h^{\omega}(t-s) - h^{\omega}(t)\|_{L_1^{\omega}({\|u_{\lambda,1}(t)\|})} \\
+ \frac{\lambda}{1 - \lambda \omega} \|g(t-s) - g(t)\| \left\| \frac{1}{\lambda} \left( u_{\lambda,1}(t) - \varphi(0) - \int_0^t \frac{e^{-\frac{\tau}{\lambda}}}{\lambda} (u_{\lambda,1}(t-\tau) - \varphi(0)) d\tau \right) \right\| \\
+ \frac{\lambda}{1 - \lambda \omega} \|k(t-s) - k(t)\|_{L_2({\|\psi_t\|})} \\
+ \frac{K_0}{1 - \lambda \omega} \|\psi_{t-s} - \psi_t\|_E \\
\leq \frac{1}{\lambda(1 - \lambda \omega)} \int_0^{t-s} e^{-\frac{\tau}{\lambda}} \|u_{\lambda,1}(t-s-\tau) - u_{\lambda,1}(t-\tau)\| d\tau \\
+ \frac{1}{\lambda(1 - \lambda \omega)} \int_{t-s}^t e^{-\frac{\tau}{\lambda}} \|u_{\lambda,1}(t-\tau) - \varphi(0)\| d\tau \\
+ \frac{\lambda}{1 - \lambda \omega} \|h^{\omega}(t-s) - h^{\omega}(t)\|_{L_1^{\omega}({\|u_{\lambda,1}(t)\|})} \\
+ \frac{\lambda}{1 - \lambda \omega} \|g(t-s) - g(t)\| \left\| \frac{1}{\lambda} \left( u_{\lambda,1}(t) - \varphi(0) - \int_0^t \frac{e^{-\frac{\tau}{\lambda}}}{\lambda} (u_{\lambda,1}(t-\tau) - \varphi(0)) d\tau \right) \right\| \\
+ \frac{\lambda}{1 - \lambda \omega} \|k(t-s) - k(t)\|_{L_2({\|\psi_t\|})} \\
+ \frac{K_0}{1 - \lambda \omega} \|\psi_{t-s} - \psi_t\|_E.
\]

Defining for $s > 0$, and $n \in N_0$,

\[
K_{\lambda,n}(t) := \limsup_{s \to 0^+} \frac{1}{s} \|u_{\lambda,n}(t-s) - u_{\lambda,n}(t)\| \\
K^{\sup}_{\lambda,n}(t) := \sup_{0 \leq \alpha \leq t} K_{\lambda,n}(\alpha) \\
S_{\lambda,n}(t) := \sup_{0 \leq \alpha \leq t} \limsup_{s \to 0^+} \frac{1}{s} \|(u_{\lambda,n})_{\alpha-s} - (u_{\lambda,n})_{\alpha}\|_E.
\]
Note that by Lemma 7.3 we have,

\[ S_{\lambda,n}(t) \leq K_{\lambda,n}^{\text{sup}}(t) + L + K^t. \]

With the use of the notations above we estimate the Yosida approximation of the derivative,

\[
\frac{1}{\lambda} \left\| u_{\lambda,1}(t) - u_0 - \frac{1}{\lambda} \int_0^t e^{-\frac{\tau}{\lambda}}(u_{\lambda,1}(t - \tau) - u_0) d\tau \right\| \leq \frac{1}{\lambda^2} \int_0^t e^{-\frac{\tau}{\lambda}} \left\| u_{\lambda,1}(t - \tau) - u_{\lambda,1}(t) \right\| d\tau + \frac{1}{\lambda} e^{-\frac{t}{\lambda}} \left\| u_{\lambda,1}(t) - u_0 \right\|.
\]

The second term is quite simple to estimate, as

\[
\frac{1}{\lambda} e^{-\frac{t}{\lambda}} \left\| u_{\lambda,1}(t) - u_0 \right\| \leq \frac{1}{\lambda} e^{-\frac{t}{\lambda}} K'(\lambda + t),
\]

\[
\leq K' e^{-\frac{t}{\lambda}} + K' e^{-\frac{t}{\lambda}},
\]

\[
\leq K_1.
\]

Applying Proposition 10.4 for given \( t > 0 \), we have

\[
\sup_{0 < s < t} \frac{1}{s} \left\| u_{\lambda,1}(t - s) - u_{\lambda,1}(t) \right\| \leq K_{\lambda,1}^{\text{sup}}(t).
\]

Hence, for the integral we obtain

\[
\frac{1}{\lambda^2} \int_0^t e^{-\frac{\tau}{\lambda}} \left\| u_{\lambda,1}(t - \tau) - u_{\lambda,1}(t) \right\| d\tau \leq \frac{1}{\lambda^2} \int_0^t e^{-\frac{\tau}{\lambda}} \tau \left\| u_{\lambda,1}(t) - u_0 \right\| d\tau \leq K_{\lambda,1}^{\text{sup}}(t) \leq K_{\lambda,1}(t),
\]

and conclude

\[
\frac{1}{\lambda} \left\| u_{\lambda,1}(t) - u_0 - \frac{1}{\lambda} \int_0^t e^{-\frac{\tau}{\lambda}}(u_{\lambda,1}(t - \tau) - u_0) d\tau \right\| \leq K_{\lambda,1}^{\text{sup}}(t) + K_1.
\]

Applying Lemma 7.2

\[
\left\| u_{\lambda,n}(t) - \varphi(0) \right\| \leq K(\lambda + t), \text{ for all } \lambda > 0, n \in \mathbb{N}_0,
\]

we have

\[
\frac{1}{s} \int_{t-s}^t e^{-\frac{\tau}{\lambda}} \left\| u_{1,\lambda}(t - \tau) - \varphi(0) \right\| d\tau \leq \frac{K}{s\lambda} \int_{t-s}^t e^{-\frac{\tau}{\lambda}}(\lambda + (t - \tau)) d\tau = \frac{K}{s\lambda} \int_0^s e^{-\frac{\tau}{\lambda}}(\lambda + \tau) d\tau
\]

\[
= \frac{K}{s\lambda} \left( \lambda \int_0^s e^{\frac{\tau}{\lambda}} d\tau + s e^{\frac{s}{\lambda}} - \lambda \int_0^s e^{\frac{\tau}{\lambda}} d\tau \right) = K e^{-\frac{s}{\lambda}}.
\]

The boundedness of \( \{u_{\nu,\lambda}\}_{\lambda > 0, \nu \in \mathbb{N}_0} \) leads to a \( C_u \), such that \( L_1(\|u_{\nu,\lambda}(t)\|, L_2(\|u_{\nu,\lambda}(t)\|)) \leq C_u \) for all \( 0 \leq t \leq T, \nu \in \mathbb{N}_0, \) and \( \lambda > 0 \). Moreover, let \( \lambda \omega \leq q < 1 \) and choose \( C_u \) such that \( K_{\lambda,0}^{\text{sup}} \leq C_u \), which implies for the inequality,

\[
(1 - \lambda \omega) \frac{1}{s} \left\| u_{1,\lambda}(t - s) - u_{1,\lambda}(t) \right\| \leq \int_0^{t-s} e^{-\frac{\tau}{\lambda}} \left\| u_{1,\lambda}(t - s - \tau) - u_{1,\lambda}(t - \tau) \right\| d\tau + K \exp \left( \frac{s - t}{\lambda} \right)
\]

\[
+ \lambda C_u (L_{h\omega} + L_k + S_{\lambda,0}(t)) + \lambda L_2 K_1 + \lambda L_2 K_{\lambda,1}^{\text{sup}}(t).
\]
As we are on a bounded interval $0 \leq t \leq T$, we have with some adequate $C_2$,

$$(1 - \lambda \omega)K_{\lambda,1}(t) \leq \frac{1}{\lambda} \int_0^t e^{-\frac{\lambda}{2} t} K_{\lambda,1}(t - \tau) d\tau + \lambda (C_2 + C_u S_{\lambda,0}(t)) + \lambda L_g K_{\lambda,1}^{\sup}(t) + K \exp \left( \frac{-t}{\lambda} \right).$$

Hence we are in the situation to apply Proposition 10.2 and obtain

$$K_{\lambda,1}(t) \leq \lambda L_g K_{\lambda,1}^{\sup}(t) + K \exp \left( \frac{-t}{\lambda} \right) + \lambda (C_2 + C_u S_{\lambda,0}(t))$$

$$+ \frac{1}{\lambda(1 - \lambda \omega)} \int_0^t \exp \left( \frac{\omega(t - \tau)}{1 - \lambda \omega} \right) \left( K \exp \left( \frac{-\tau}{\lambda} \right) + \lambda C_2 \right) d\tau$$

$$+ \frac{1}{\lambda(1 - \lambda \omega)} \int_0^t \exp \left( \frac{\omega(t - \tau)}{1 - \lambda \omega} \right) \lambda \left( L_g K_{\lambda,1}^{\sup}(\tau) + C_u S_{\lambda,0}(\tau) \right) d\tau$$

Similar to [16] p. 1067 we have,

$$\frac{1}{\lambda(1 - \lambda \omega)} \int_0^t \exp \left( \frac{\omega(t - \tau)}{1 - \lambda \omega} \right) K \exp \left( \frac{-\tau}{\lambda} \right) d\tau \leq C_3.$$ 

This yields for some adequate $C_4$ we conclude

$$K_{\lambda,1}(t) \leq \frac{1}{1 - \lambda \omega} \left( C_4 + \lambda L_g K_{\lambda,1}^{\sup}(t) + \lambda C_u S_{\lambda,0}(t) \right)$$

$$+ \frac{C_u}{(1 - \lambda \omega)} \int_0^t \exp \left( \frac{\omega(t - \tau)}{1 - \lambda \omega} \right) S_{\lambda,0}(\tau) d\tau + \frac{L_g}{(1 - \lambda \omega)} \int_0^t \exp \left( \frac{\omega(t - \tau)}{1 - \lambda \omega} \right) K_{\lambda,1}^{\sup}(\tau) d\tau$$

As the right hand side is monotone increasing we find,

$$K_{\lambda,1}(t) \leq \frac{1}{1 - \lambda \omega} \left( C_4 + \lambda L_g K_{\lambda,1}^{\sup}(t) + \lambda C_u S_{\lambda,0}(t) \right)$$

$$+ \frac{C_u}{(1 - \lambda \omega)} \int_0^t \exp \left( \frac{\omega(t - \tau)}{1 - \lambda \omega} \right) S_{\lambda,0}(\tau) d\tau + \frac{L_g}{(1 - \lambda \omega)} \int_0^t \exp \left( \frac{\omega(t - \tau)}{1 - \lambda \omega} \right) K_{\lambda,1}^{\sup}(\tau) d\tau.$$ 

A second application of Proposition 10.2 leads with

$$\gamma = \frac{\omega + L_g - \lambda \omega (\omega + 2 L_g)}{(1 - \lambda \omega)(1 - \lambda (\omega + L_g))}$$

to

$$K_{\lambda,1}^{\sup}(t) \leq \frac{1}{1 - \lambda (\omega + L_g)} \left( C_4 + \lambda C_u S_{\lambda,0}(t) + C_u \int_0^t \exp \left( \frac{\omega(t - \tau)}{1 - \lambda \omega} \right) S_{\lambda,0}(\tau) d\tau \right)$$

$$+ \left( \frac{L_g}{1 - \lambda (\omega + L_g)} \right)^2 \int_0^t \exp(\gamma \lambda (t - \tau)) (C_4 + \lambda C_u S_{\lambda,0}(\tau)) d\tau$$

$$+ \left( \frac{L_g}{1 - \lambda (\omega + L_g)} \right)^2 \int_0^t \exp(\gamma \lambda (t - \nu)) \int_0^\nu \exp \left( \frac{\omega (\nu - \mu)}{1 - \lambda \omega} \right) C_u S_{\lambda,0}(\mu) d\mu. d\nu.$$ 

As we are on a bounded interval $0 \leq t \leq T$ for some adequate constant $C_5$, we obtain

$$K_{\lambda,1}^{\sup}(t) \leq C_5 (1 + \lambda S_{\lambda,0}(t)) + C_5 (1 + \lambda) \int_0^t S_{\lambda,0}(\mu) d\mu + C_5 \int_0^t \int_0^\nu S_{\lambda,0}(\mu) d\mu d\nu.$$
Using the boundedness of \( \{ \varphi_{u_{n,\lambda}} \} \in N, \lambda > 0 \), compare Remark 3.1 and the monotonicity of the right hand side, (30) and defining the integral operator

\[
T : C[0, T] \to C[0, T], \\
f \mapsto \left\{ t \mapsto \int_0^t f(\tau) d\tau \right\},
\]

the integral inequality becomes with some adequate \( C_6 \)

\[
S_{\lambda,1}(t) \leq C_6 \left( 1 + \lambda S_{\lambda,0}(t) + (1 + \lambda)T S_{\lambda,0}(t) + T^2 S_{\lambda,0}(t) \right).
\]

As \( \psi \) is arbitrary in \( Y \) and Lipschitz and the inequalities neither depend on \( \lambda > 0 \) nor on \( n \in N \), we can do the induction step with the same methods. Hence,

\[
S_{\lambda,n+1}(t) \leq C_6 \left( 1 + \lambda S_{\lambda,n}(t) + (1 + \lambda)T S_{\lambda,n}(t) + T^2 S_{\lambda,n}(t) \right).
\]

Due to \( T \) quasi-nilpotent by the Spectral Mapping Theorem [20, Thm. 10.28] \( \sigma(\alpha T + \beta T^2) = \{0\} \), for all \( \alpha, \beta \in R \). Hence for \( \lambda C_6 \leq q < 1 \) we are in the situation of Proposition 10.3 and obtain the uniform bound for the Lipschitz constants of the family \( \{ u_{\lambda,n} \} \in N, \lambda < q/C_6 \).

In order to compare the Cauchy problem coming with \( B(t) = A(t, u_t) \) we recall the Assumptions in the case of a non-autonomous Cauchy problem discussed in the study [16].

**Assumption 7.5.** The set \( \{ B(t) : t \in J \} \) is a family of \( m \)-dissipative operators

**Assumption 7.6.** There exist \( h \in BUC(J, X) \), and \( L_1 : R^+ \to R^+ \), continuous and monotone non-decreasing, such that for \( \lambda > 0 \) and \( t_1, t_2 \in J \) we have

\[
\| x_1 - x_2 \| \leq \| x_1 - x_2 - \lambda(y_1 - y_2) \| + \lambda \| h(t_1) - h(t_2) \| L_1(\| x_2 \|),
\]

for all \( [x_i, y_i] \in B(t_i), i = 1, 2 \).

**Assumption 7.7.** There are bounded and Lipschitz continuous functions \( g, h : J \to X \), and \( L_1 : R^+ \to R^+ \), continuous, and monotone non-decreasing, such that for \( \lambda > 0 \) and \( t_1, t_2 \in J \), we have

\[
\| x_1 - x_2 \| \leq \| x_1 - x_2 - \lambda(y_1 - y_2) \| + \lambda \| h(t_1) - h(t_2) \| L_1(\| x_2 \|) + \lambda \| g(t_1) - g(t_2) \| \| y_2 \|,
\]

for all \( [x_i, y_i] \in B(t_i), i = 1, 2 \).

**Theorem 7.8.** Let for \( J = [0, T] \) Assumption 2.1 and Assumption 2.3 hold. Further, let \( \varphi \in E \) Lipschitz, \( \varphi(0) \in \dot{D} \), \( u \) the solution to (3), \( B(t) = A(t, u_t) \), and \( f = 0 \), then the solution \( u \in Y \) found in Theorem 7.9 is a mild solution to (29).

**Proof.** From Lemma 7.3 we learn that \( u_t \) is the uniform limit of the equi-Lipschitz family \( \{ u_{\lambda,n} \} \in N_{\lambda > 0} \), consequently

\[
\| u_t - u_s \| \leq L |t - s|.
\]

Thus, we obtain with the modified \( h \)

\[
\tilde{h} : J \to (X \times X \times E, \| \cdot \|_1), \\
t \mapsto (h_\omega(t), k(t), u_t),
\]

the modified \( L \),

\[
L_B(t) = L_1(t) + L_2 \left( \sup_{s \in [0, T]} \| u_s \|_E \right) + \frac{K_0}{1 - \lambda \omega},
\]

By Theorem 7.9, the solution is given by

\[
\tilde{u}_t = \tilde{u}_0 + \int_0^t \tilde{f}(\tilde{u}_s) \, ds + \int_0^t \tilde{g}(\tilde{u}_s) \, d\tilde{w}_s + \int_0^t \tilde{h}(\tilde{u}_s, k(t), u_t) \, dw.
\]
Theorem 7.11. Let for $\mathbf{J} = [0,T]$ Assumption 2.7 and Assumption 2.2 hold. Further, let $\varphi \in E$ Lipschitz, $\varphi(0) \in \hat{D}$, $u$ the solution to (3) and $B(t) = A(t,u)$, then the solution $u \in Y$ found in Theorem 4.9 is a mild solution to (29)

\[
\lim_{n \to \infty} \lim_{\lambda \to 0} u_{\lambda,n} = u.
\]

Thus we are in the situation of Lemma 4.6 which concludes the proof.

Proof. As $\{t \mapsto u_t\}$ is continuous we choose control functions for $B(t) := A(t,u_t)$ similar to (35) and (36), and we are in the situation of the proof of Theorem 7.8, with Assumption 7.6 instead of Assumption 7.7.

Definition 7.10. Assume that either the Assumption 7.6 or Assumption 7.7 is satisfied for the family $\{B(t): t \in \mathbf{J}\}$. In the case of Assumption 7.6 choose $g = 0$. Let $\mathbf{J} = \mathbb{R}^+$. A continuous function $u: [a,b] \to X$ is called an integral solution of (29) if $u(a) = x_0$ and

\[
\|u(t) - x\| - \|u(r) - x\| 
\leq \int_r^t \left( |y + f(\nu), u(\nu) - x| + \omega \|u(\nu) - x\| \right) d\nu 
+ L^\omega (\|x\|) \int_r^t \|h^\omega(\nu) - h^\omega(r)\| d\nu 
+ \|y\| \int_r^t \|g(\nu) - g(r)\| d\nu
\]
for all $a \leq r \leq t \leq b$, and $s \in [a,b]$, $[x,y] \in B(s) + \omega I$.

To view the found solution of the functional differential equation as an integral we have to slightly weaken the assumption on $h^\omega$ in the case of Assumption 2.3. The $h^\omega$ is only continuous, but in view of regularity compared with the proof of [9, Theorem 6.37] it is still a sufficient condition.

Theorem 7.11. Let for $\mathbf{J} = [0,T]$ Assumption 2.7 and Assumption 2.3 hold. If $\varphi \in E$ with $\varphi(0) \in \bar{D}$, then the solution $u \in Y$ found in Theorem 4.9 is an integral solution to (29) with $B(t) = A(t,u_t)$ and $f = 0$. That is $u$ satisfies Definition 7.10 with an only continuous $h^\omega$, and adequate $L^\omega$, and $g$.

Proof. To prove the claim we want to apply Theorem 7.8 which needs a Lipschitz initial history with $\varphi(0) \in \hat{D}$ In doing so we will construct an appropriate approximation. For this purpose let the starting point $\psi$ and $\tilde{\varphi}^m \in E$ Lipschitz with $\|\tilde{\varphi}^m - \varphi\|_E \leq \frac{1}{m}$. As $\hat{D} = \bar{D}$ we find $\{x_m\}_{m \in \mathbb{N}} \subset \hat{D}$ such that $\|x_m - \varphi(0)\| \leq \frac{1}{m}$. Defining

\[
\varphi^m(t) := \begin{cases} 
-mt\tilde{\varphi}^m(1/m) + (1 + mt)x_m & : -\frac{1}{m} \leq t \leq 0 \\
\tilde{\varphi}^m(t) & : t < -\frac{1}{m}
\end{cases}
\]

and by Assumption 2.3 that $B(t) = A(t,u_t)$ satisfies Assumption 7.7 with the previously defined control functions.

Thus, by [16, Theorem 2.9] the approximation

\[
\left\{ \begin{array}{l}
(\partial_t)\lambda w_\lambda(t) \in B(t)w_\lambda(t) + \omega w_\lambda(t) : t \in \mathbf{J} \\
w(0) = \varphi(0). 
\end{array} \right.
\]

tends to the integral solution of (29). On the other hand we have the approximation $u_{\lambda,n}$ of the generalized FDE given by Recursion 3.2, with

\[
\lim_{n \to \infty} \lim_{\lambda \to 0} u_{\lambda,n} = u.
\]

Thus we are in the situation of Lemma 4.6 which concludes the proof.
we prove \( \varphi^m \to \varphi \). We only have to verify the convergence for \(-\frac{1}{m} \leq t \leq 0\). For such \( t \) we have

\[
\|\varphi^m(t) - \varphi(t)\| \\
\leq \|mt(\varphi^m(1/m) - \varphi(t))\| + \|((1 + mt)x_m - \varphi(0))\| + \|((1 + mt)(\varphi(0) - \varphi(t))\|
\]

by the uniform continuity of \( \varphi \) and \( \|x_m - \varphi(0)\| \leq \frac{1}{m} \), Next we claim \( \varphi^m \) is Lipschitz with \( L_{\varphi^m} = L_{\varphi^m} + 2 \). As \( \varphi^m \) is Lipschitz, it remains to consider \(-\frac{1}{m} \leq t, s \leq 0\)

\[
\|tm\varphi^m(1/m) + (1 + mt)x_m + sm\varphi^m(1/m) - (1 + ms)x_m\|
\]

\[
\leq \|s - t|L_{\varphi^m} + m \|x_m - \varphi^m(0)\|
\]

\[
\leq \|s - t|L_{\varphi^m} + 2\|x_m - \varphi^m(0)\|
\]

With these settings we consider the following approximation of the functional differential equation,

\[
\begin{cases}
(\partial_t) u_{\lambda,n}^m(t) \in A(t, (u_{\lambda,n-1}^m)_{\lambda,n}(t) + \omega u_{\lambda,n}^m(t) : t \in J \\
(u_{\lambda,n}^m)_t = \varphi_{\lambda,n-1,\lambda}^m \psi
\end{cases}
\]

Note that

\[
u_{\lambda,n}^m = T_{\lambda,\varphi^m} \psi.
\]

As \( \varphi^m \) is Lipschitz and \( \varphi^m(0) \in \bar{D} \) we find by Lemma \( \ref{lemma:lip} \) \( u_{\lambda,n}^m = \lim_{\lambda \to 0} u_{\lambda,n}^m \) is Lipschitz. Moreover \( B(t) = A(t, u_{\lambda,n}^m(t)) \) satisfies Assumption \( \ref{assumption:B} \) with a modified "h" defined by,

\[
h_n^m : J \to (X \times X \times E, \|\cdot\|_1)
\]

\[
t \mapsto (h^m(t), k(t), (u_{\lambda,n-1}^m)_t),
\]

and

\[
L^m_B(t) = L_{A,1} + L_{2,\|\cdot\|_1}(\sup_{n \in \mathbb{N}, s \in [0, T]}\|u_{\lambda,n}^m(s)\|_E) + \frac{K_0}{1 - \lambda \omega}
\]

Let \( h^m := \lim_{n \to \infty} h_n^m \). If the initial value of the Cauchy Problem equals \( \varphi^m(0) \), by \( \ref{thm:existence} \) Theorem 2.9 the integral solution comes with the limit \( \lambda \to 0 \) of

\[
\begin{cases}
(\partial_t) v_{\lambda,n}^m(t) \in A(t, (v_{\lambda,n-1}^m)_{\lambda,n}(t) + \omega v_{\lambda,n}^m(t) : t \in J \\
v_{\lambda,n}^m(0) \to \varphi^m(0)\text{ when }\lambda \to 0.
\end{cases}
\]

Consequently, from the recursion we have \( \lim_{\lambda \to 0} u_{\lambda,n}^m = u_{\lambda,n}^m \) and Lemma \( \ref{lemma:lip} \) leads to \( v_{\lambda,n}^m = u_{\lambda,n}^m \). Hence, \( u_{\lambda,n}^m \) is an integral solution and we find for every \( n, m \in \mathbb{N} \),

\[
\|u_{\lambda,n}^m(t) - x_n^m\| - \|u_{\lambda,n}^m(r) - x_n^m\|
\]

\[
\leq \int_r^t \left( |y_{\lambda,n}^m(\nu) - x_n^m| + \omega \|u_{\lambda,n}^m(\nu) - x_n^m\| \right) d\nu
\]

\[
+ \int_r^t \|h_{\lambda,n}^m(\nu) - h_{\lambda,n}^m(r)\| d\nu + \|y_{\lambda,n}^m\| \int_r^t \|g(\nu) - g(r)\| d\nu
\]

for all \( a \leq r \leq t \leq b \), and \( s \in [a, b], [x_n^m, y_n^m] \in A(s, (u_{\lambda,n}^m)_s) + \omega I \). Applying Remark \( \ref{remark:lip} \) we have

\[
\|J_\lambda(t, u_{\lambda,n}^m)_s) - J_\lambda(t, u^m)_s)\| \leq \frac{\lambda K_0}{1 - \lambda \omega} \|u_{\lambda,n}^m - u^m\|_E,
\]
and the convergence of the recursion gives $\lim_{n \to \infty} u_m^n = u^m$. Using Assumption 2.1 we are in the situation of [9 Theorem 10.5.] and [9 (10.6)]. Thus, for $[x^m, y^m] \in A(t, u^m_t)$ we find $[x_n^m, y_n^m] \in A(t, (u_n^m)_t)$ such that $\lim_{n \to \infty} (x_n^m, y_n^m) = (x^m, y^m)$. Hence we may pass to the limit $n \to \infty$ in the inequality (39).

It remains to do the limit $m \to \infty$, which will be obtained with a stability result on the initial history. From Lemma 11 inequality (12) we obtain

$$
\left\| u_{\lambda,n}^l(t) - u_{\lambda,n}^k(t) \right\| \leq \frac{\lambda K_0}{1 - \lambda \omega} \left( \left\| u_{\lambda,n-1}^l(t) - u_{\lambda,n-1}^k(t) \right\| + \int_0^t \exp \left( \frac{\omega}{1 - \lambda \omega} \right) \left\| u_{\lambda,n-1}^l(t-\tau) - u_{\lambda,n-1}^k(t-\tau) \right\| d\tau \right) + \left( \frac{1}{1 - \lambda \omega} \right) \exp \left( -\frac{t}{\lambda} \right) \left\| \varphi^l(0) - \varphi^k(0) \right\|.
$$

When passing to $\lambda \to 0$ and $n \to \infty$, the estimate $\exp(\omega t) \leq \exp\left( \left\| \omega \right\| T \right)$, and $u_{\lambda}^l = \varphi^l$, we obtain

$$
\left\| u_t^l - u_t^k \right\| \leq K_0 \exp\left( \left\| \omega \right\| T \right) \int_0^t \left\| u_{\tau}^l - u_{\tau}^k \right\| d\tau + \exp\left( \left\| \omega \right\| T \right) \left\| \varphi^l - \varphi^k \right\|.
$$

An application of Proposition 10.2 gives for an adequate constant $K_2$

$$
\left\| u_t^l - u_t^k \right\| \leq K_2 \left\| \varphi^l - \varphi^k \right\|.
$$

Hence, $\{u_t^l\}_{t \in \mathbb{N}}$ is Cauchy in $Y$. Let $u := \lim_{m \to \infty} u^m$, $h := \lim_{m \to \infty} h^m$, and $L_B(t) := \sup_{m \in \mathbb{N}} L_B^m(t)$. Note that $h$ is only continuous as mentioned. By a second application of Remark 4.3

$$
\left\| J_\lambda(t, u^m_s) x - J_\lambda(t, u_s) x \right\| \leq \frac{\lambda K_0}{1 - \lambda \omega} \left\| u^m - u \right\|,
$$

and Assumption 2.1 together with [9 Theorem 10.5.] and [9 (10.6)] lead, for given $[x, y] \in A(t, u_t)$ to $[x^m, y^m] \in A(t, u^m_t)$ such that $\lim_{m \to \infty} [x^m, y^m] = [x, y]$. Recalling inequality (39) we obtain when passing to $m \to \infty$,

$$
\left\| u(t) - x \right\| - \left\| u(r) - x \right\| \leq \int_r^t (|y, u(\nu) - x| + \omega \left\| u(\nu) - x \right\|) d\nu
$$

$$
+ L_B( \left\| x \right\| ) \int_r^t \left\| h(\nu) - h(r) \right\| d\nu + \left\| y \right\| \int_r^t \left\| g(\nu) - g(r) \right\| d\nu
$$

for all $a \leq r \leq t \leq b$, and $s \in [a, b]$, $[x, y] \in A(s, (u_s)_s) + \omega I$, which concludes the proof. \hfill \square

**Corollary 7.12.** Let for $J = [0, T]$ Assumption 2.1 and Assumption 2.2 hold. If $\varphi \in E$ with $\varphi(0) \in T$, then the solution $u \in Y$ found in Theorem 4.9 is an integral solution to (29) with $B(t) = A(t, u_t)$, and $g = 0$.

### 8. Special Case $A(t, \varphi) = B(t) + F(t, \varphi)$

In the following we discuss the special case of $A(t, \varphi) = B(t) + F(t, \varphi)$ and assume throughout this section that $F$ satisfies the Assumption 8.1. We will show that in this case the solution found in Theorem 4.9 coincides with the integral solution.

**Assumption 8.1.** Let $F : \mathbb{R}^+ \times E \to X$ such that for some $K_0 > 0$, a non-decreasing $L_2 : \mathbb{R}^+ \to \mathbb{R}^+$ and $k : \mathbb{R}^+ \to X$,

$$
\left\| F(t, \varphi_1) - F(s, \varphi_2) \right\|_E \leq K_0 \left\| \varphi_1 - \varphi_2 \right\|_E + \left\| k(t) - k(s) \right\| L_2( \left\| \varphi_2 \right\|_E ),
$$

(40)
Remark 8.2. By the triangle inequality we obtain that if $F$ satisfies Assumption 8.1 with $k$ uniformly continuous and $B(t)$ satisfies Assumption 7.6, then $A(t, \varphi) := B(t) + F(t, \varphi)$ satisfies Assumption 2.2, and if $F$ satisfies Assumption 8.3 with $k$ Lipschitz and $B(t)$ satisfies Assumption 7.7, then $A(t, \varphi) := B(t) + F(t, \varphi)$ satisfies Assumption 2.3.

To obtain an integral solution to the Functional-Differential Equation,

$$\begin{aligned}
\left\{ \begin{array}{l}
u'(t) \in B(t)u(t) + \omega u(t) + F(t, u_t) : t \in J \\
u| = \varphi
\end{array} \right.
\end{aligned}$$

we view $F(t, u_t)$ as the inhomogeneity $f$. So the definition becomes:

**Definition 8.3.** Assume that $F$ satisfies Assumption 8.1 and either the Assumption 7.6 or Assumption 7.7 is satisfied for the family $\{B(t) : t \in J\}$. In the case of Assumption 7.6 choose $g = 0$. Let $J = \mathbb{R}^+$. A continuous function $u : [a, b] \to X$ is called an integral solution of (41) if $u| = \varphi$ and

$$\|u(t) - x\| - \|u(r) - x\| \leq \int_r^t \left( [y + F(\nu, u_\nu), u(\nu) - x]_+ + \omega \|u(\nu) - x\| \right) d\nu + L^\omega(\|x\|) \int_r^t \|u(\nu) - x\| d\nu$$

for all $a \leq r \leq t \leq b$, and $s \in [a, b]$, $[x, y] \in B(s) + \omega I$.

**Corollary 8.4.** Let $J = [0, T]$, $\varphi \in E$ with $\varphi(0) \in D$, $F$ satisfies Assumption 8.1, and $B(t)$ Assumption 7.7. If $B(t)$ satisfies either Assumption 7.6 and $k$ is uniformly continuous, or Assumption 7.7 and $k$ is Lipschitz, then the solution $u$ of (41) is an integral solution of (41).

**Proof.** Let $\{u_{n, \lambda}\}_{n \in \mathbb{N}, \lambda > 0}$ be the approximation given by Recursion 3.2, and $u_n = \lim_{\lambda \to 0} u_{n, \lambda}$. Considering the Cauchy problem

$$\begin{aligned}
\left\{ \begin{array}{l}
u_{n, \lambda}(t) \in B(t)\nu_{n, \lambda}(t) + \omega \nu_{n, \lambda}(t) + F(t, u_{n, \lambda}(t)) : t \in J \\
u_{n, \lambda}(0) = \varphi_{n, \lambda, \lambda}(0)
\end{array} \right.
\end{aligned}$$

By [16], Theorem 2.9, $v_n = \lim_{\lambda \to 0} v_{n, \lambda}$ is the integral solution in the sense of Definition 7.10 with $f(t) = F(t, u_n(t))$ to

$$\begin{aligned}
\left\{ \begin{array}{l}
u_{n+1}(t) \in B(t)\nu_{n+1}(t) + \omega \nu_{n+1}(t) + F(t, (u_n)_t) : t \in J \\
u_{n+1}(0) = \varphi(0).
\end{array} \right.
\end{aligned}$$

As $\lim_{\lambda \to 0} u_{n, \lambda} = u_n$ by Lemma 4.6, $v_n = u_n$. Moreover, $u_{n+1}$ satisfies the inequality,

$$\|u_{n+1}(t) - x\| - \|u_{n+1}(r) - x\| \leq \int_r^t \left( [y + F(\nu, (u_n)_\nu), u_{n+1}(\nu) - x]_+ + \omega \|u_{n+1}(\nu) - x\| \right) d\nu + L^\omega(\|x\|) \int_r^t \|u_{n+1}(\nu) - x\| d\nu$$

for all $0 \leq r \leq t \leq T$, and $s \in [a, b]$, $[x, y] \in B(s) + \omega I$. Passing to $n \to \infty$ completes the proof.

For related results, compare the studies of Ghavidel [5], Ghavidel/Ruess [6], Kartsatos [11], Kartsatos/Liu [13], Kartsatos/Parrot [12], Jeong/Shin [10], Ruess/Summers [21], [22], and Tanaka [24]. Moreover, the equation is discussed in the textbook [8].
9. Application

Next we give a short application to asymptotically almost periodic functions, which extends [16, Theorem 7.2] to the cases of finite and infinite delay with a given initial history \( \varphi \). Let

\[
AAP(R^+, X) = \left\{ f \in \text{BUC}(R^+, X) : \{ t \mapsto f(t+s) \}_{s \in R^+} \subset \text{BUC}(R^+, X) \text{ is relatively compact} \right\},
\]

\[
AP(R, X) = \left\{ f \in \text{BUC}(R, X) : \{ t \mapsto f(t+s) \}_{s \in R} \subset \text{BUC}(R, X) \text{ is relatively compact} \right\}
\]

With the above definitions note that,

\[
AAP(R^+, X) = AP(R, X)|_{R^+} \oplus C_0(R^+, X).
\]

Due to the fact that an almost periodic function \( u \) is completely known if \( u|_{R^+} \) is given we can define,

\[
AAP^+(I \cup R^+, X) = \left\{ f \in \text{BUC}(I \cup R^+, X) : \{ R^+ \ni t \mapsto f(t+s) \}_{s \in R^+} \subset \text{BUC}(R^+, X) \text{ is relatively compact} \right\},
\]

and we obtain with the projection

\[
P^+ : AAP^+(I \cup R^+, X) \longrightarrow AP(R, X)
\]

\[
f \longmapsto P_a(f|_{R^+})
\]

and

\[
C_0^+(I \cup R^+, X) = \left\{ f \in \text{BUC}(I \cup R^+, X) : \lim_{t \to \infty} f(t) = 0 \right\}
\]

the decomposition

\[
AAP^+(I \cup R^+, X) = AP(R, X)|_{I \cup R^+} \oplus C_0^+(I \cup R^+, X).
\]

We call \( f^a := P^+(f) \) the almost periodic part of \( f \in AAP^+(I \cup R^+, X) \) as well.

If the resolvent of \( B(t) \), \( J_\lambda(t) \) satisfies for all \( x \in X \), \( \{ t \mapsto J_\lambda(t)x \} \in AAP^+(I \cup R^+, X) \) we conclude with \( \{ t \mapsto J_\lambda^a(t)x \} \in AP(R, X) \), and \( \{ t \mapsto J_\lambda^0(t)x \} \in C_0^+(I \cup R^+, X) \)

\[
\{ t \mapsto J_\lambda(t)x \} = \{ t \mapsto J_\lambda^a(t)x \} + \{ t \mapsto J_\lambda^0(t)x \}
\]

and the almost periodic parts \( \{ t \mapsto J_\lambda^a(t)x \} \) are pseudo resolvents in the sense of [18, Definition 7.1]. Thus, we can define an almost-periodic part of \( B(t) \), the operators

\[
B^a(t) = \frac{1}{\lambda} \left( I - (J_\lambda^a(t))^{-1} \right),
\]

compare [17].

In the forthcoming theorem it is shown that, even in the infinite delay case, an almost periodic solution is found. As consequence of the previous results it is found that not only the operator has to become almost periodic, the initial history as well.

**Theorem 9.1.** Let \( F : R^+ \times E \rightarrow X \) satisfy the Assumption [8.4] \( \varphi \in E \) with \( \varphi(0) \in \overline{D} \),

Let \( B(t) \) satisfy Assumption [7.5] and either Assumption [7.6] with \( K_0 < -\omega \) and \( k \) uniformly continuous, or Assumption [7.7] with \( \max(K_0, L_0) < -\omega \) and \( k \) Lipschitz. Further, let

\[
Y = \left\{ f \in \text{BUC}(I \cup R^+, X) : f|_{R^+} \in AAP(R^+, X) \right\} = AAP^+(I \cup R^+, X).
\]

If

\[
\{ t \mapsto J_\lambda^a(t)x \}, \{ t \mapsto F(t, \psi_t) \} \in AAP^+(I \cup R^+, X)
\]
for all \( \psi \in Y \), and \( x \in X \) then the integral solution \( u \) of (41) is an element of \( Y \). Let for given \( \varphi \in E \) \( \{ t \mapsto F^a(t, \varphi) \} \) the almost periodic part of \( \{ t \mapsto F(t, \varphi) \} \). If
\[
P^+(\{ t \mapsto F(t, \psi_i) \}) = F^a(t, \psi^i_0),
\]
for all \( \psi \in Y \), then the almost periodic part \( u^a \) of the solution \( u \) is a generalized solution to the equation
\[
(u^a)'(t) \in B^a(t)u^a(t) + \omega u^a(t) + F^a(t, u^a_0), \quad \text{for all } t \in \mathbb{R}^+.
\]

**Proof.** We restrict the proof to Assumption 7.7. As \( A(t, \varphi) := B(t) + F(t, \varphi) \) satisfies Assumption 2.1 and 2.3 and \( \max(K_0, L_g) < -\omega \) in view of Theorem 6.2 it remains to show
\[
\{ t \mapsto J^a_X(t, \psi_1)f(t) \} \in AAP(\mathbb{R}^+, X) \quad \text{for all } \psi \in Y, f \in AAP(\mathbb{R}^+, X)
\]
Letting \( J^a_X(t) \) the resolvent to \( B(t) + \omega I \), then
\[
J^a_X(t, \psi_1)x = J^a_X(t)(\lambda F(t, \psi_1) + x),
\]
and the proof concludes with applying the methods shown in the proof of [3, Chapter VII, Lemma 4.1], which apply due to Assumption 8.1 and \( J^a_X(t) \) contractive. To prove the second claim recall that mapping on \( AAP(\mathbb{R}^+, X) \),
\[
F_{n+1, \lambda}(u) := \left\{ t \mapsto J^a_X(t)\left(\lambda F(t, (u_{\lambda,n})_t) + e^{-\frac{\lambda}{\lambda} \varphi(0)} + \frac{1}{\lambda} \int_0^t e^{-\frac{\lambda}{\lambda} u(t-\tau)d\tau}\right)\right\}
\]
is the approximating fix point equation, which lead to \( \{ u_{\lambda,n}\}_{\lambda > 0, n \in \mathbb{N}} \) uniformly convergent, more concrete \( \lim_{n \to \infty} \lim_{\lambda \to 0} u_{\lambda,n} \) exists uniformly on \( I \cup \mathbb{R}^+ \). Consequently, their almost periodic parts are convergent on \( \mathbb{R} \) as well. Moreover, the almost periodic parts become a fix point of the fix point mappings given by
\[
\lambda_{n+1} = \left\{ t \mapsto J^a_{\lambda,n+1}(t)\left(\lambda F^a(t, (u_{\lambda,n})_t) + \frac{1}{\lambda} \int_0^\infty e^{-\frac{\lambda}{\lambda} u_{\lambda,n+1}(t-\tau)d\tau}\right)\right\},
\]
compare the methods [14] and [17, Appendix]. Note that the above fix point equation is the one for the Yosida-approximation of the whole line equation,
\[
\left(\frac{\partial}{\partial t}\right)_\lambda u(t) \in B^a(t)u(t) + \omega u(t) + F^a(t, (u_t)_t), \quad \text{for all } t \in \mathbb{R}.
\]
Compare [16, Proof of Prop. 2.14, p. 1084], with the right hand side \( f_{\lambda,n}(t) = F^a(t, (u_{\lambda,n})_t) \). Due to the uniform convergence on \( I \cup \mathbb{R}^+ \) we may pass to the limits \( \lambda \to 0 \) and \( n \to \infty \) to obtain the desired generalized almost periodic solution.

\[ \square \]

**Remark 9.2.** In the case of finite delay the assumption (44) is given.

10. **Appendix**

**Proposition 10.1.** Let \( f, g \in C[0, T] \) positive and \( f \) non-decreasing, then the convolution
\[
\{ t \mapsto \int_0^t g(\tau)f(t-\tau)d\tau \}
\]
is non-decreasing.

**Proof.** Let \( t, s \in [0, T] \) with \( t \geq s \), then
\[
\int_0^t g(\tau)f(t-\tau)d\tau - \int_0^s g(\tau)f(s-\tau)d\tau = \int_0^s g(\tau)(f(t-\tau) - f(s-\tau))d\tau + \int_s^t g(\tau)f(t-\tau)d\tau.
\]
As the difference is positive we are done.

Lemma 10.2. Let \( t > a, \alpha > 0 \) and \( u, f \in C[0,T] \) such that

\[
u(t) \leq f(t) + \alpha \int_t^a \exp(-\beta(t-\tau))u(\tau)d\tau.\]

Then

\[
u(t) \leq f(t) + \alpha \int_t^a \exp((\alpha - \beta)(t-\tau))f(\tau)d\tau.\]

Proposition 10.3. Let \( X \) be a Banach lattice with \( \|x\| \leq \|x\| \), and \( T, S : X \to X \) positive then:

1. If for all \( x \in X, x \geq 0 \Rightarrow Tx \leq Sx \), then \( \|T^n\| \leq \|S^n\| \) for all \( n \in \mathbb{N} \).
2. If \( 0 \leq \lambda \leq q \) then \( \lambda I + S \leq qI + S \) and consequently \( \|(\lambda I + S)^n\| \leq \|(qI + S)^n\| \).
3. Let \( T \) additionally a quasi-nilpotent operator, \( 0 < q < 1 \), then, if for positive \( g \in X \) and positive \( \{f_n^\lambda\}_{\lambda>0,n\in\mathbb{N}} \subset X \), with \( \{f_n^\lambda\}_{0<\lambda\leq q} \) bounded, and

\[
f_{n+1}^\lambda \leq g + (\lambda I + T)f_n^\lambda,
\]

we have, \( \{f_n^\lambda\}_{0<\lambda\leq q,n\in\mathbb{N}} \) is bounded in \( X \).

Proof. Let \( x \in B_X \). The first claim is an induction. Let \( n = 1 \), by the positivity of \( T \) \cite[p. 58, -2]{23}, and the prerequisite \( T \leq S \) we have

\[
\|Tx\| \leq T \|x\| \leq S \|x\|.
\]

As \( X \) is Banach lattice \cite[Def. 5.1, p. 81]{23} we have \( \|x\| \leq \|y\| \) implies \( \|x\| \leq \|y\| \), and obtain by the assumption \( \|Tx\| \leq \|S\| \|x\| \leq \|S\| \). Thus we have \( \|T\| \leq \|S\| \).

By the positivity of \( T^n \), and the hypothesis \( T^n \|x\| \leq S^n \|x\| \). we have

\[
\|T^{n+1}x\| \leq T^n \|x\| = TT^n \|x\| \leq TS^n \|x\| \leq S^{n+1} \|x\|.
\]

Again the Banach lattice property \cite[Def. 5.1, p. 81]{23} leads to \( \|T^{n+1}x\| \leq \|S^{n+1} \| \|x\| \| \leq \|S^{n+1} \| \) which finishes the induction. The second claim is direct consequence of claim 1. As \( T \) in (3) is assumed to be quasinilpotent, the spectral radius \( r(\lambda I + T) \leq r(qI + T) \leq q \). The recursion (45) leads with an induction to,

\[
f_{n+1}^\lambda \leq \sum_{k=0}^{n-1} (\lambda I + T)^k g + (\lambda I + T)^n f_1^\lambda,
\]

\[
\leq \sum_{k=0}^{n-1} \| (\lambda I + T)^k \| \| g \| + \| (\lambda I + T)^n \| \| f_1^\lambda \|,
\]

\[
\leq \sum_{k=0}^{n-1} \| (qI + T)^k \| \| g \| + \| (qI + T)^n \| \| f_1^\lambda \|
\]

which proves the claim 3.

From \cite[16]{} we have the following Proposition.

Proposition 10.4. Let \( f \in C((0,T),X) \), s.t.

\[
\limsup_{s \to 0} \frac{1}{|s|} \|f(t+s) - f(t)\| \leq L, \quad \forall t \in (0,T),
\]

then \( f \) is Lipschitz with a Lipschitz-constant less or equal \( L \).
As a direct consequence we have:

**Lemma 10.5.** Let \( f \) Lipschitz on \((a,b)\), then

\[
\inf\{ L > 0 : \| f(\alpha) - f(\beta) \| \leq L |\alpha - \beta| , \forall \ a < \alpha, \beta < b\}
\leq \sup_{\alpha \in (a,b)} \limsup_{s \to 0} \frac{1}{|s|} \| f(\alpha - s) - f(\alpha) \|
\]

and

\[
\sup_{\alpha \in (a,b)} \limsup_{s \to 0} \frac{1}{|s|} \| f(\alpha - s) - f(\alpha) \| \geq \limsup_{s \to 0} \sup_{\alpha \in (a,b)} \frac{1}{|s|} \| f(\alpha - s) - f(\alpha) \|.
\]

**Proof.** The first claim is a direct consequence of Proposition [10.4]. For the second claim note that,

\[
\sup_{\alpha, \alpha-s \in (a,b)} \frac{1}{|s|} \| f(\alpha-s) - f(\alpha) \| \leq \inf\{ L > 0 : \| f(\alpha) - f(\beta) \| \leq L |\alpha - \beta| , \forall \ a < \alpha, \beta < b\},
\]

\[
\leq \sup_{\alpha \in (a,b)} \limsup_{s \to 0} \frac{1}{|s|} \| f(\alpha - s) - f(\alpha) \|.
\]

Now, we can pass to the lim sup on the left hand side. \(\Box\)

**References**

[1] Aulbach, B. and Van Minh, N. *A sufficient condition for almost periodicity of nonautonomous nonlinear evolution equations*, Nonlinear Anal. 51 (2002), 145-153.

[2] Crandall, M.G. and Evans, L.C., *On the relation of the operator \( \partial/\partial s + \partial/\partial t \) to evolution governed by accretive operators*, Israel J. Math. 29, (1975), 261–278. MR 52#11676. Zbl 351.34037.

[3] Daleckii Ju,L and Krein, M.G. *Stability of Solutions of Differential Equations in Banach Space* Amer. Math. Soc. Providence, R1, 1974

[4] Evans, L, *Nonlinear Evolution Equations in arbitrary Banach Spaces* Israel J. Math. 26 (1977), 142.

[5] Ghavidel,, S.,M. *Flow Invariance for Solutions to nonautonomous Partial Differential Delay Equations*, J. Math. Anal. Appl. 345, pp. 854-870, (2008).

[6] Ghavidel,, S.,M. and Ruess, W.M. *Flow Invariance for Nonautonomous Nonlinear Partial Differential Delay Equations* Comm. Pure & Appl. Anal. Vol. 11 Issue 6, p. 2351-2369, (2012).

[7] Gripenberg, G., *Volterra integro-differential equations with accretive nonlinearity*. J. Diff. Equations, 60, (1985), 57-79. MR 86m:45017. Zbl 575.45013.

[8] Ha, K. S. *Nonlinear Functional Equations in Banach Spaces* Kluver Acad. Pub. 2003

[9] Ito, K. and Kappel, F. *Evolution Equations and Approximations*, Ser. Adv. Math. Appl. Sci., World Scientific.(2002)

[10] Jin-Gyo Jeong, Ki-Yeon Shin, *Abstract Functional Differential Equations in Banach Spaces*, J. Korean Math. Soc. 34 (1997) No.3 pp.501-513

[11] Kartsatos, A.G. *The Existence of bounded Solutions on the Real Line of Perturbed Nonlinear Evolution Equations in General Banach Spaces*, Nonl. Anal. Vol. 17, No. 11, pp. 1085-1092, 1991.

[12] Kartsatos, A.G. and Parrott, M.E *Existence of Solutions and Galerkin Approximations for Nonlinear Functional Evolution Equations*, Tôhoku Math. J. 34, (1982) pp.509-523

[13] Kartsatos, A.G. and Liu, X. *On the Construction and the Convergence of the Method of Lines for Quasilinear Functional Evolutions in General Banach Spaces*, Nonl. Anal. Theory, Methods & Applications, Vol. 29, No. 4, pp. 385-414, (1997).

[14] Kreulich, J. *Eberlein Weak Almost Periodicity and Differential Equations in Banach Spaces* Ph.D. thesis, Universitat Essen, (1992).

[15] Kreulich, J. *Bounded Solutions of Nonlinear Cauchy Problems*, Abstract and Appl. Anal. 7:12 (2002) 637-661.

[16] Kreulich, J. *Asymptotic Behavior of nonlinear evolution equations in Banach Spaces*, J. math. Anal. Appl. 424 (2015) 1054-1102.

[17] Kreulich, J. *Asymptotic Behavior of Evolution Systems in Arbitrary Banach Spaces Using General Almost Periodic Splittings* Adv. nonl. Anal. (2016)
[18] Miyadera, I., *Nonlinear Semigroups*, Transl. of Math. Mono. 109 (1991).
[19] Prüss, J., *Bounded solutions of Volterra equations*, SIAM J. Math. Anal. 19, p. 133-149, 1988
[20] Rudin, W.; *Functional Analysis*, Mc Graw Hill (1973)
[21] Ruess, W.M., and Summers, W.H., *Almost Periodicity and Stability for Solutions to Functional Differential Equations with Infinite Delay*, Diff. Int. Eq. Vol.9, No.6, pp. 1225-1252, (1996).
[22] Ruess, W.M, *Existence of Solutions to Partial Functional Differential Equations with Delay*, Theory and Applications of Nonlinear Operators of Accretive and Monotone Type (A.G. Kartsatos, ed.), Lecture Notes Pure Appl. Math., no. 178, Marcel Dekker, 1996, pp. 259288.
[23] Schaefer, H. H. *Banach Lattices and Positive Operators* Grundl. math Schriften Bd 215, Springer (1974)
[24] Tanaka, N. *On the existence of solutions for functional evolution equations* Nonlinear Anal. 12 (1988), no. 10, 10871104.
[25] Werner, D. *Einführung in die höhere Analysis*, Springer Verlag 2. Aufl. (2009).