GPU-based real-time beamforming for large arrays of optical wireless acoustic sensors
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Abstract: Recent optical wireless acoustic sensors have demonstrated the possibility to simultaneously sense massive numbers of audio channels in real time. Although this technology has enabled the deployment of large-scale applications, it raises new challenges from the computational perspective. In this regard, Graphics Processing Units provide significant parallel computational power. However, not all the existent algorithms are GPU-implementable in a straightforward way. This paper discusses signal processing schemes and implementation strategies to achieve real-time broadband beamforming using a single GPU card. The experiments introduced here, show our prototype implementation handling over 120 audio channels in real time. The experimental results further highlight the particular advantages of using a video camera-based approach to improve the beamforming performance.
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1. INTRODUCTION

Over the years, acoustic beamforming has found a broad range of applications including noise reduction, hands-free audio interfaces, sound source localization, and acoustic field mapping, to mention some. Along its study, it has been well known that the performance of a beamforming array improves as the array size increases [1,2]. However, the construction of large microphone arrays has been hindered by the cost and complexity of the hardware in the case of wired microphones, and by constraints on the available radio frequency bandwidth when wireless solutions (e.g. [3,4]) are considered, leaving post-processing filters [5–8] as the only choice to achieve optimum array performance with a limited number of microphones.

During the past decade, acoustic sensors with optical output have already started to emerge as an alternative to allow for the deployment of arrays with higher degree of scalability [9,10]. Such sensors rely on free-space optical communication to convey information of the acoustic measurement from the sensor to the processing central.

Particularly, those array systems based on the combination of light emitting diodes (LEDs) and video cameras offer the possibility of capturing the audio signals from multiple sensors at the same time. Indeed, a multichannel audio system with such capability has already been demonstrated in recent literature [11,12]. The prototype described in [11] consists of an array of optical wireless acoustic sensors (OWAS) and a high speed video camera. The OWAS device, such as the one illustrated in Fig. 1, is fundamentally made of a digital microphone, an FPGA-based processor, and a 4 x 4 matrix of LEDs. The digital microphone samples the acoustic waves at the rate $f_s = 16$ kHz, and the field programmable gate array (FPGA) converts the samples into parallel binary data encoded in 16-bit PCM format. Each bit drives one LED into ON or OFF state at the same rate. The encoding process takes place in a period of a few microseconds, therefore the transmission of audio samples through optical signals can be considered to be in real time. On the receiver side, the high speed camera records images of the optical signals from a number of OWAS at the rate $f_c = f_s$ frames per second. The recorded images are immediately transferred to a Graphics Processing Unit (GPU) server where all the
images are simultaneously analyzed with massive parallel processing to decode the optical signals and recover the multichannel audio originally transmitted by the OWAS array. Details of the image decoding process have been published elsewhere [12].

On one hand, the parallel channel transmission offered by the combination of LEDs and video cameras effectively makes an OWAS array highly scalable within the limits of the field of view of the camera. Moreover, the positional information retrievable from the images adds further flexibility to deploy complex array geometries. But on the other hand, such a massive audio recording paradigm raises new challenges from the computational perspective. In order to sustain a real-time factor not only at the audio acquisition level but also in the subsequent multichannel signal treatment, namely beamforming, GPU-based parallel computing turns out to be a promising solution. Hence, this paper is devoted to introduce parallel signal processing strategies (Sect. 3), together with fully detailed GPU implementations (Sect. 4), to achieve real-time acoustic beamforming with large arrays. The validation of these implementations will be shown with experiments, together with a discussion on the advantages of using arrays of OWAS (Sect. 6). But first, let us elaborate on the base acoustic array model in the following section.

2. BASE SIGNAL AND ARRAY MODEL

Consider a planar array of \( N_1 \times N_2 \) identical audio sensor elements arranged as depicted in Fig. 2. \( N_1 \) and \( N_2 \) are the numbers of microphones in the \( \hat{x} \) and \( \hat{y} \) directions, and \( d_1 \) and \( d_2 \) represent the inter-element spacing in the two orthogonal directions. Microphone elements are denoted by the indexes \( (n_1, n_2) \), where \( 0 \leq n_1 \leq N_1 - 1 \) and \( 0 \leq n_2 \leq N_2 - 1 \), respectively. Under far-field assumptions first, planar wavefronts from a broadband source of interest impinge on the reference microphone \((0,0)\) from a direction \((\theta_d, \phi_d)\), where \(\theta_d\) and \(\phi_d\) denote the elevation and azimuth angles, respectively. The particular case where the source is located at a near-field distance to the microphone array will be addressed in the appendix.

Let the broadband signal received on the \( m \)th array element be denoted by

\[
x_m(t) = s_m(t) + n_m(t),
\]

where \(m = \{0, \ldots, N_1 N_2 + n_2, \ldots, N_1 N_2 - 1\} \), \(s_m(t)\) is the desired noiseless signal and \(n_m(t)\) represents the cumulative effect of noise and interference observed at the output of the \( m \)th sensor.

Each array element is followed by an additive network of transversal filters with \( J \) weighting coefficients and tap spacing \( T_s = 1/f_s \), as shown in Fig. 3. The output signal of this Finite Impulse Response (FIR) filter network constitutes the beamformer output \( y(t) \). If \( x_{m,i}(t) = x_m(t - iT_s) \), and \( w_{m,i} \) represents the filter weight for the \( m \)th channel at the \( i \)th tap \((i = 0, \ldots, J - 1)\), then

\[
y(t) = \sum_{m=0}^{N_1 N_2 - 1} \sum_{i=0}^{J-1} x_{m,i} w_{m,i},
\]

which can be expressed in the matrix form [13]:

\[
y(t) = \mathbf{w}^T \mathbf{x}(t),
\]

where \(\mathbf{w}\) and \(\mathbf{x}(t)\) are \(N_1 N_2 J \times 1\) dimensional vectors defined as

\[
\mathbf{w} = [\mathbf{w}_0^T \ldots \mathbf{w}_{J-1}^T],
\]

\[
\mathbf{x}(t) = [\mathbf{x}_0^T(t) \ldots \mathbf{x}_{J-1}^T(t)].
\]

Here, \((\cdot)^T\) denotes the transpose operator and each \(N_1 N_2 \times 1\) dimensional vector \(\mathbf{w}_i\) and \(\mathbf{x}_i(t)\) is defined as

\[
\mathbf{w}_i = [w_{0,i} \ldots w_{N_1 N_2 - 1,i}]^T,
\]

\[
\mathbf{x}_i(t) = [x_{0,i}(t) \ldots x_{N_1 N_2 - 1,i}(t)]^T.
\]
Assuming that plane waves arrive on the broadside of the sensor array, the Linearly Constrained Minimum Variance (LCMV) beamformer is formulated as follows:

$$w_{LCMV} = \arg \min_w w^H R_s w \text{ subject to } C^H w = f, \tag{8}$$

where $R_s = E[x^T x]$ is the correlation matrix of the input signals, $C \in \mathbb{R}^{N_c \times J}$ and $f \in \mathbb{R}^J$ denote the constraints matrix and response vector, respectively, as defined in \cite{13,14}. The well-known solution to the minimization problem (8) is given by the Wiener solution \cite{15}:

$$w_{opt} = R_s^{-1} C (C^H R_s^{-1} C)^{-1} f, \tag{9}$$

and the adaptive version of (9) is given by the stochastic constrained Least Means Squares (LMS) algorithm:

$$w(0) = g, \tag{10}$$
$$w(n + 1) = P(w(n) - \mu (n)x(n)) + g, \tag{11}$$

where $g \in \mathbb{R}^{N_c J \times 1}$ and $P \in \mathbb{R}^{N_c J \times N_c J}$ are defined as

$$g = C (C^T C)^{-1} f, \tag{12}$$
$$P = I_{N_c J \times J} - C (C^T C)^{-1} C^T, \tag{13}$$

and $\mu$ is the scaling factor which controls the steady-state performance of the LCMV beamformer. The choice of $\mu$ is a tradeoff between convergence time and misadjustment from the Wiener solution, as addressed extensively in \cite{13}. A sufficient condition for upper bounded steady-state misadjustment is $\mu < 2/(3E[x^T x])$.

On the basis of this fundamental array model, we are ready to build up an efficient scheme for parallel processing in a real-time beamforming implementation.

### 3. PROPOSED SCHEMES FOR PARALLEL BEAMFORMING PROCESSING

#### 3.1. Steering the Beamforming Array

The beamforming design criterion given by (9) assumes planar wavefronts incoming from the broadside of the array, i.e. $\theta_d = 0^\circ$. In order to electrically steer the array in a different direction, microphone signals must be pre-aligned before they enter the FIR network. Classically, this can be accomplished by introducing delay lines immediately after the microphones (e.g. \cite{16–18}). However, implementing delay filters for each channel adds a substantial computational burden to the overall deployment, especially for big arrays. Instead, the steering process may directly be integrated into the beamforming-filter design itself by redefining a series of linear constraints in the equation $C^H w = f$ of (8). This idea has already been explored and validated previously in \cite{19}, from which elements of the methodology have been adapted here to facilitate a parallel implementation on a GPU. Therefore, the theory of the linearly constrained filter design, updated from \cite{19}, is developed in the following paragraphs.

Recalling the filter structure of Fig. 3, the output of the beamformer can be alternatively expressed as follows:

$$y(t) = \sum_{m=0}^{N_c N_f - 1} \sum_{i=0}^{J-1} w_{m,i} x_{i}(t - \tau_m(\theta_d, \phi_d) - IT_s), \tag{14}$$

which in the frequency domain translates to

$$Y(f) = \sum_{i=0}^{J-1} \sum_{m=0}^{N_c N_f - 1} w_{m,i} e^{-j2\pi f \tau_m(\theta_d, \phi_d)} X_0(f) e^{-j2\pi f T_s}, \tag{15}$$

where

$$\tau_m(\theta_d, \phi_d) = \frac{\sin \theta_d d_1 \cos \phi_d + n_2 d_2 \sin \phi_d}{c} \tag{16}$$

denotes the cumulative delay from the reference to the $m$th microphone at the desired look direction ($\theta_d, \phi_d$), and $c$ is the speed of sound.

The space-frequency transfer function $H(f, \theta_d, \phi_d)$ is then obtained as

$$H(f, \theta_d, \phi_d) = \frac{Y(f)}{X_0(f)} = \sum_{i=0}^{J-1} w_{i}^T \Delta(f, \theta_d, \phi_d) e^{-j2\pi f T_s}, \tag{17}$$

where

$$\Delta(f, \theta_d, \phi_d) = \left[ e^{-j2\pi f \tau(\theta_d, \phi_d)} \right]. \tag{18}$$

In this case, the response vector $f$ of Eq. (8) becomes

$$f_i = w_i^T \Delta(f, \theta_d, \phi_d).$$

This vector can be thought of as the weighting coefficients of a global FIR filter which integrates the filters of each branch $m$. Consequently, in
order to have a distortionless signal at the beamformer output, the following condition should be satisfied:
\[ H(f) = e^{i2\pi f(J-1)/2}, \forall f_k \in [f_{ld}, f_{hd}], \]
where \( k = \{1, \ldots, K_d\} \), \( f_k \) is a discrete frequency bin, \( f_{ld} \) and \( f_{hd} \) represent the low and high edges of the frequency band of interest, respectively, and \( K_d \) denotes the number of discrete frequencies between \( f_{ld} \) and \( f_{hd} \).

Similarly, in the case where one or multiple directional interferences are present, one may suppress the sound from those directions by imposing a null response
\[ H(f) = e, \forall f_k \in [f_{lv}, f_{hv}], \]
where \( k = \{1, \ldots, K_v\} \), \( e \) is an arbitrarily small number, and \( f_{lv} \), \( f_{hv} \) and \( K_v \) are predefined parameters.

In so doing, the constraints matrix \( \hat{C} \in \mathbb{C}^{N_c \times J} \) and response vector \( F \in \mathbb{C}^{K \times 1} \) can be redefined as follows for \( \Gamma \) interference sources impinging on the array from directions \( (\theta_y, \phi_y) \) \( (\gamma = 1, \ldots, \Gamma) \), with \( K = K_d + \Gamma K_v \ll J \) being the total number of discrete frequencies:
\[ \hat{C} = [C_d C_1 \cdots C_y \cdots C_T], \]
\[ F = [f_d^T f_1^T \cdots f_y^T \cdots f_T^T]^T, \]
where \( C_d \in \mathbb{C}^{N_c \times K_d}, C_y \in \mathbb{C}^{N_c \times \Gamma K_v}, f_d \in \mathbb{C}^{K_d \times 1} \) and \( f_y \in \mathbb{C}^{\Gamma K_v \times 1} \) are defined respectively as
\[ C_d = [c_d(f_1) \cdots c_d(f_{K_d})], \]
\[ C_y = [c_y(f_1) \cdots c_y(f_{K_v})], \]
\[ f_d = [e^{-i2\pi f_1 \gamma_1} \cdots e^{-i2\pi f_{K_d} \gamma_1}]^T, \]
\[ f_y = [e^{i \gamma_1}]^T, \]
\[ c(f_k) = \begin{bmatrix} e^{-i2\pi f_k \gamma_1} \\ \vdots \\ e^{-i2\pi f_k \gamma_{\Gamma K_v}} e^{i(2\pi f_k \gamma_1 (0,0) + J(1-1)T_1)} \end{bmatrix}. \]

The reformulation of the LCMV beamforming design in (8) follows
\[ \min_w \|R_{xy}w^H w \| \text{ subject to } \hat{C}^H w = F. \]

With this scheme, the adaptive algorithm (Eqs. (10)–(11)) does not need to be redefined. Further notice that the computation of the elements in the matrices \( C \) and \( F \) is highly parallelizable, thus making this array-steering scheme computationally efficient and amenable for a GPU implementation.

### 3.2. Complexity Reduction

In the case of the conventional Frost beamformer, the size of the constraints matrix \( C \) is \( N_c N_s J \times J \), whereas in the suggested steering scheme introduced above it has been reduced to \( N_c N_s J \times K \), with \( K \ll J \). Despite this extra gain in computational efficiency, the initialization of the filter coefficients using Eqs. (12)–(13) still requires the computation of a Moore-Penrose pseudoinverse involving the constraint matrix \( C \), which impedes parallelization. To address this issue, the following matrix simplifications are proposed, which lead to equations that totally dispense with the need for any matrix inversions.

Consider the truncated Singular Value Decomposition (SVD) of the constraint matrix \( C \) as follows:
\[ C_K = U_K \Sigma_K V_K^H, \]
where \( U_K \in \mathbb{C}^{N_c \times J}, V_K \in \mathbb{C}^{K \times K} \) are the left and right singular vectors of \( C_K \), respectively, and \( \Sigma_K = \text{diag}(\sigma_k) \) denotes the vector of eigenvalues sorted in descending order, such that \( |\sigma_1| > \cdots > |\sigma_K| \).

Substituting \( C \) for \( C_K \) in Eqs. (12)–(13) and performing matrix simplifications yields the redefinition of the iteration parameters as follows:
\[ g = \hat{U}_K^H F, \]
\[ P = I_{N_c \times N_s} - \hat{U}_K \hat{U}_K^H, \]
where \( \hat{U}_K \in \mathbb{C}^{N_c \times J} \) and \( \hat{U}_K \in \mathbb{C}^{N_c \times J \times N_s N_l} \) are defined respectively as
\[ \hat{U}_K = [\sigma_1^{-1} U_1 \cdots \sigma_K^{-1} U_K], \]
\[ \hat{U}_K = [U_K \theta_{N_c N_s - K}], \]
and \((\cdot)^H\) denotes the Hermitian transpose.

With these expressions, the proposed beamforming scheme no longer requires any explicit matrix inversion and the algorithm can now harness the full parallel processing capabilities of a GPU device.

### 4. IMPLEMENTATION ALGORITHMS

#### 4.1. Notation

Figure 4 shows the overall block diagram of the GPU processes involved in the optical receiver proposed in [12], starting from the image frames acquired by the video camera, and up to the decoding and enhancement of the multichannel audio signals. As stated in Sect. 1, this paper focuses particularly on the blocks involved in the beamforming process (gray boxes), and the following sections will address the algorithms for their parallel implementation. The detailed parallelization architecture of the other blocks related to the image processing and audio signal retrieval are described extensively in [12].

Note that for the sake of coherence and clarity, the same terminology and built-in variable names as those employed by NVIDIA’s CUDA (Compute Unified Device Architecture) programming model will be utilized. Also, for brevity purposes, the following notation will be employed for kernel launch parameters:
\[ \ll (\text{gridDim}.x, \text{gridDim}.y), (\text{blockDim}.x, \text{blockDim}.y) \gg \]
where \text{gridDim}.x and \text{gridDim}.y designate the number of
blocks in the grid, and, \( \text{blockDim.x} \) and \( \text{blockDim.y} \) the number of threads per block in the \( x \) and \( y \) directions, respectively. Similarly, variables written in typewriter font will designate iterators, for instance \( k \) and \( n \) whose ranges are \([0, 1, \ldots, K-1] \) and \([0, 1, \ldots, N-1] \), where \( K \) and \( N \) are the lengths of their corresponding targets.

### 4.2. Data Pre-conditioning

The \( N_1 \times N_2 \) audio channels decoded by the image processing blocks (white boxes of Fig. 4 which are described in [12]), are stored in an \( L \times N_1 N_2 \) matrix \( \tilde{x} \), where \( L \) is the length of the signal, as follows:

\[
\tilde{x} = \begin{pmatrix}
x_0(t = 0) & \cdots & x_{N_1 N_2 - 1}(t = 0) \\
\vdots & \ddots & \vdots \\
x_0(t = L - 1) & \cdots & x_{N_1 N_2 - 1}(t = L - 1)
\end{pmatrix}.
\]  

(34)

In order to perform beamforming on those \( L \times N_1 N_2 \) samples in one-pass, as in Eq. (3), the tapped-delay line (Fig. 3) needs to be filled in an appropriate way before the data can be processed concurrently on the GPU. To accomplish that, the kernel architecture shown in Fig. 5 can be implemented in a grid of \( \ll (N_1 N_2, L), (J, 1) \gg \) 2-dimensional blocks and threads. Each thread executes the following assignments to assemble a matrix \( X \) of size \( N_1 N_2 J \times L \):

\[
tid = n_2 + n_1 N_2 + i N_1 N_2 + 1 N_1 N_2 J
\]

(35)

\[
X[tid] = \begin{cases} 
\tilde{x}[1 + (n_2 + n_1 N_2) L - 1] & 1 \leq i \\
\tilde{x}_c[1 + (n_2 + n_1 N_2) L - 1 + L] & \text{else}
\end{cases}
\]

(36)

where \( \tilde{x}_c \) is a copy of the previously processed block of data. The input data \( X \) is now ready to be processed by the beamforming kernel.

### 4.3. Filter Generation

The filter generation process is split into several steps detailed in the next subsections. A flowchart summarizing the different operations is shown in Fig. 6.

#### 4.3.1. Handling complex data structures

Consider a complex matrix \( A \in \mathbb{C}^{M \times N} \). Its real decomposition \( A_{\mathbb{R}^{2M \times 2N}} \) is obtained as follows:

\[
A_{\mathbb{R}^{2M \times 2N}} = \begin{pmatrix}
\Re(A) & \Im(A) \\
-\Im(A) & \Re(A)
\end{pmatrix}.
\]

(37)

where \( \Re(A) \) and \( \Im(A) \) denote the real and imaginary part of the matrix \( A \), respectively. From this point, the subsequent matrix operations can be carried out with standard floating-point computations. Hereafter, a “\( \mathbb{R}^{2M \times 2N} \)” subscript will systematically be appended to the name of a complex matrix to denote its real decomposed version.

#### 4.3.2. Constraints matrix generation

The constraints matrix \( C \) of Eq. (21) can be generated on the GPU in real-time based on the specifications provided by the user during the application runtime. In this case, the constraints-generation kernel can take as input parameters the user-specified the steering directions of the desired source and also of an interference. The kernel can then be implemented using a grid comprising \( \ll (J, K), (N_1, N_2) \gg \) 2D-blocks whose threads are indexed as

\[
tid_1 = n_2 + n_1 N_2 + i N_1 N_2 + 1 N_1 N_2 J
\]

(38)

\[
tid_2 = tid_1 + N_1 N_2 JK
\]

(39)
\[ f = f_l + \frac{f_h - f_l}{K - 1} \]
\[ \text{expr} = \sin \theta \left( \frac{n_1 \cos \phi + n_2 \sin \phi}{c} \right) + iT_s \]
\[ C_C[tid_1] = \cos(-2\pi f \cdot \text{expr}) \]
\[ C_C[tid_2] = \sin(-2\pi f \cdot \text{expr}) \]

4.3.3. SVD decomposition

Upon computation of the real decomposed matrix \( C_R \), its SVD factors can readily be obtained as in Eq. (29) using the single-precision kernels available in CUBLAS libraries [20].

4.3.4. Response vector generation

The generation of the response vector \( F \) from Eq. (22) is straightforward. It can readily be implemented with the following kernel using a grid of \( K \) threads:
\[ \text{expr} = -\pi f (J - 1) \]
\[ F_C[k] = \cos(\text{expr}) \]
\[ F_C[k + K] = \sin(\text{expr}) \]

4.3.5. Filter coefficients generation

This kernel performs the matrix-matrix product of Eq. (30) using the standard CUBLAS routine for matrix-matrix multiplications (SGEMM). The output of this kernel represents the initial filter coefficients to be used in the beamforming. Note that if the input data is real valued, only the real part of the filter is needed.

4.4. Beamforming Filtering

With the data preconditioning and filter generations schemes presented above, the beamforming filtering process boils down to a straightforward matrix-vector product.

\[ y = X^T w. \]

The parallel architecture that implements the beamforming filtering is shown in Fig. 7. At the core of the kernel is the matrix-vector multiplication implemented with the efficient CUBLAS routine SGEMV. The output of this kernel represents the desired beamforming output \( y(t) \) of the FIR structure in Fig. 3.

5. NUMERICAL EXAMPLE

As an example of the beamforming design introduced above, a numerical case is shown in this section. Our goal is to compute the beamforming response of a linear array formed by 30 microphones attached to a filter structure.
Fig. 8 Angle-frequency response of a beamforming filter design to steer a linear array of 30 microphones at a target source located in the direction $\theta_{\text{tar}} = 80^\circ$ and to suppress an interferer at $\theta_{\text{int}} = 30^\circ$.

(Fig. 7) with $J = 127$ taps. During the design, the following settings are considered: $K_d = K_f = 45$ discrete frequencies linearly spaced between 100 Hz and $F_s = 16,000$ Hz, and inter-microphone distance $d_2 = 3.5$ cm. Furthermore, let us assume that a target source is located at an arbitrary direction $\theta_{\text{tar}} = 80^\circ$, and an interferer at $\theta_{\text{int}} = 30^\circ$, in which a flat and a null response is desired respectively.

Figure 8 illustrates the resulting angle-frequency response computed with the proposed far-field beamforming scheme. Observe that the plot shows a flat constant response computed with the proposed far-field beamforming.

The beamforming algorithms introduced in this paper have been implemented in a computing server with GPU capabilities. The test-bed setup consists of a dual-Xeon CPU computer equipped with an NVIDIA Tesla C2070 GP-GPU card (General Purpose Graphics Processing Unit). To this server, a high speed video camera is attached via an image-acquisition PCI card. The video camera captures and streams intensity images to the server at 16 kilo frames per second (kfps). Furthermore, the optical signals captured by the video camera are transmitted by 120 optical wireless acoustic sensors arranged in a grid of $4 \times 30$, as illustrated in Fig. 9. Each one of these sensor devices is similar to the one described in Fig. 1, which takes samples of the acoustic waves at 16 kHz and broadcasts them in digital form through the LEDs at the same rate. Details of this system are described in [11,12], and a demonstration of its performance can be seen in [21]. This section will focus on showing the performance of the proposed beamforming framework.

6. EXPERIMENTAL INVESTIGATIONS
6.1. System Setup
The beamforming algorithms introduced in this paper have been implemented in a computing server with GPU capabilities. The test-bed setup consists of a dual-Xeon CPU computer equipped with an NVIDIA Tesla C2070 GP-GPU card (General Purpose Graphics Processing Unit). To this server, a high speed video camera is attached via an image-acquisition PCI card. The video camera captures and streams intensity images to the server at 16 kilo frames per second (kfps). Furthermore, the optical signals captured by the video camera are transmitted by 120 optical wireless acoustic sensors arranged in a grid of $4 \times 30$, as illustrated in Fig. 9. Each one of these sensor devices is similar to the one described in Fig. 1, which takes samples of the acoustic waves at 16 kHz and broadcasts them in digital form through the LEDs at the same rate. Details of this system are described in [11,12], and a demonstration of its performance can be seen in [21]. This section will focus on showing the performance of the proposed beamforming framework.

6.2. Beamforming Performance
6.2.1. Beam scanning
The task in this experiment is to steer the sensor array of Fig. 9 through the proposed beamforming scheme so as to scan the half space in front of the array, with the purpose of visualizing the presence of two white-noise acoustic sources located 3 meters away from the array in the directions $A(260^\circ, 85^\circ)$ and $B(20^\circ, 45^\circ)$, where the angle pair $(0^\circ \leq \phi_d \leq 360^\circ, 0^\circ \leq \theta_d \leq 90^\circ)$ are the azimuth and elevation as defined in the coordinate system of Fig. 2. The experiment was setup in a room whose average reverberation time is approximately 213 ms measured based on the $T_{60}$ criterion.

By steering the array with steps of 2 degrees in both directions and computing the output power of the beamforming, it is possible to construct an acoustic map that can reveal the locations of the sound sources. Such acoustic imaging technique has been employed here to generate the acoustic map shown in Fig. 10, in which the two sound sources become clearly visible at approximately the expected directions. Note that in Fig. 10, the following coordinate transformations have been used for the sake of easy visualization:

$$u = \sin \theta_d \cos \phi_d,$$

$$v = \sin \theta_d \sin \phi_d.$$  

As expected, the acoustic map reveals a higher spatial resolution (shaper beam) on the horizontal plane as the dimension of the array on that direction is considerably higher than that in the vertical direction. In order to increase the resolution on the axis $v$, more microphones in the vertical dimension should be added to the array.

6.2.2. Improvement by using positional information
While increasing the size of the array leads to improvements in the output SNR, in practice, building a large array introduces other sources of errors that may degrade the performance of the beamforming. One of them
is the error originated from the mismatch between the idealized array geometry and that of the actual sensor positions. Moreover, due to the additive nature of the beamforming filter network, the mismatching error is linearly cumulative as the number of sensors in the array grows. As an example, Fig. 11 shows the cumulative error derived from the mismatch measurements (Fig. 12) corresponding to an idealized 4 × 30 array and the actual setup of Fig. 9.

Therefore, knowing the exact position of the sensors is as important as the filtering processing itself. Here is where a video camera-based approach comes handy. Within the limits of the pixel resolution, the positional information of the sensors can be accurately retrieved from the recorded images, thus allowing us to boost the performance of the beamforming by correcting the mismatches between the idealized and the experimental arrays.

Continuing with the example of Figs. 11–12, let us discuss our next experiment. We investigate the SNR performance of the beamforming in the case of an idealized geometry model, and when positional information of the sensors is used. For this purpose, the SNR of the signals at one of the input channels is measured and compared to that of the signals at the output, for different array sizes.

The results of this experiment are presented in Fig. 13 from which two observations can be drawn. The first one is the typical behavior of a linear performance gain obtained by doubling the number of sensors in a given direction. In Fig. 13, this is mainly evidenced in the SNR levels corresponding to the linear array of sizes from 1 × 2 to 1 × 30. Adding a few rows of sensors (sizes from 2 × 30 to 4 × 30) does not yield considerable improvements because the test sources are located nearly on the same (horizontal) plane, and the array size is much smaller on the vertical direction. Thus, the response of the beamforming is dominated by the largest dimension of the array. To get a higher SNR for the vertical plane, more sensors in that direction should be added.

On the other hand, adding more sensors introduces positional errors which are reflected as a down-performance in the output SNR (diamond dot line in Fig. 13), leading us to our second observation: the agreement between the cumulative error plot of Fig. 11 and the difference of SNR performance in Fig. 13 before and after correcting the sensor positions with the aid of the video camera.

If the number of microphones was extrapolated (in the order of hundreds or more), one may expect a substantial
improvement when positional information is used. At this point, the advantages of deploying a beamforming array based on an optical-wireless multichannel acquisition approach [11] become apparent.

One should keep in mind that the accuracy of the position estimation depends strongly on the camera resolution. Although techniques to detect LEDs close to imaging-sensor resolution have been introduced [12], this is a topic of ongoing research.

6.3. Real-time Performance Analysis

This section addresses the real-time performance of the proposed beamforming scheme and implementation algorithms.

A common metric to assess the processing power of a system is the real-time factor (RTF), which is defined by the ratio between the processing time $T_{\text{proc}}$ taken to process a data block of duration $T_{\text{data}}$ at a constant rate:

$$\text{RTF} := \frac{T_{\text{proc}}}{T_{\text{data}}}.$$  \hfill (50)

Furthermore, a system is said to achieve real-time performance if its real-time factor is $\text{RTF} \leq 1.0$. Having this definition, let us setup an experiment to estimate the timing profiles for processing data blocks of 256 samples of audio sampled at 16 kHz, i.e. $T_{\text{data}} = 16 \text{ ms}$.

The first scenario is a conventional broadband beamformer executing in a single-threaded CPU implementation. The second is the proposed beamforming architecture deployed in a single GP-GPU card (NVIDIA Tesla C7020). In both scenarios, the data was analyzed for several array sizes, starting from 5 microphones, up to 210.

From the results, the processing time taken to generate the initial filter coefficients, involving all the steps described in Sect. 4.3, can be seen in Fig. 14. For arrays of a few microphones, the time profile of the GPU implementation is dominated by the time of data transfers, thus providing a modest speed gain compared to that of the CPU. However, as the array size grows, it becomes clear that the proposed GPU implementation outperforms its CPU counterpart, thus providing a faster response to the array steering.

Upon computation of the initial filter, the multichannel filtering (Sects. 4.2 and 4.4) starts and continues streaming the output signal. At this point, achieving $\text{RTF} \leq 1.0$ is crucial in order to sustain an overall real-time performance. Figure 15 shows the time profile of the beamforming filtering for both implementations. The horizontal dashed line indicates the limit for achieving real-time processing ($\text{RTF} = 1.0$). Note that the processing time taken by the proposed algorithms is well below that limit, reaching approximately $\text{RTF} = 0.6$ when handling 210 audio channels. In contrast, the processing time taken by the CPU version is over two orders of magnitude compared to that of the GPU framework, showing that a CPU-based realization is inadequate for a massive-sensor array deployment.

Finally, a demonstration of the actual system is available online at [21].

7. CONCLUSIONS

In this paper, parallel signal processing strategies to achieve real-time broadband beamforming with massive microphone arrays were introduced. The algorithms developed here are particularly suitable for optical wireless audio acquisition approaches [11,12]. Such multichannel acquisition systems have been shown promising for the deployment of large acoustic sensor arrays, and therefore, massive parallel signal processing architectures become imperative. In this regard, the experimental results presented here have shown that the proposed beamforming processing framework offers a realizable solution for real-
time scenarios with large acoustic arrays. The experiments have further demonstrated the advantages of exploiting the visual information available from the video-camera in order to improve the beamforming quality. On the other hand, the factors that constraint the scalability are the amount of memory available in current commercial GPU cards, and the limited bandwidth of the PCI interface that interconnects them. Nevertheless, the rapid evolution of the GPU devices, and the emerging GPU-enabled cloud computing technologies, will eventually relax those constraints, thus motivating further development of the fundamental signal processing frameworks proposed in this paper.
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APPENDIX: NEAR-FIELD BEAMFORMING

When the broadband source of interest is close to the microphone array, the far-field assumptions are no longer valid and spherical wavefronts (instead of planar wavefronts) as well as signal attenuation have to be considered. The typical rule of thumb is that the far-field assumptions are no longer valid when the following expression no longer holds true:

\[ R \geq \frac{\max[(N_1 - 1)d_1, (N_2 - 1)d_2]^2F_s}{c}, \]  

where \( R \) is the distance from the signal source to the centre of the microphone array and \( \max[(N_1 - 1)d_1, (N_2 - 1)d_2] \) denotes the maximal spatial extension of the planar microphone array.

In presence of a near-field source, the differences in distances between the source and each sensor can be significant, resulting in phase misalignment across sensors. The difference in propagation time to each microphone with respect to the reference microphone \((n_1, n_2) = (0, 0)\) is given by:

\[ \tau_m(l_{01}, l_{02}) = \frac{\| \tilde{p}_x - \tilde{p}_m \|}{c}, \]  

\[ \tilde{p}_m = R(\sin l_{01}\cos l_{02}, \sin l_{01}\sin l_{02}, \cos l_{02}) \]  

is the position of the source from the reference microphone and \( n = (n_1d_1, n_2d_2, 0) \) is the position of the \( n \)th sensor in the 3-dimensional vector space defined in Fig. 2.

In addition, the wavefront amplitude decays at a rate proportional to the distance traveled. The microphone attenuation factors \( \alpha_m(l_{01}, l_{02}) \), with respect to the amplitude of the reference microphone, are given by:

\[ \alpha_m(l_{01}, l_{02}) = \frac{R}{\| \tilde{p}_x - \tilde{p}_m \|}. \]
A near-field beamformer can then be designed by substituting (16) by (A-2) and by introducing the attenuation factors (A-3) into (27).
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