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Abstract. This paper proposed an improved particle swarm optimization algorithm based on analysis of scientific materials. The core thesis of MPSO (Multiple Particle Swarm Algorithm) is to improve the single population PSO to interactive multi-swarms, which is used to settle the problem of being trapped into local minima during later iterations because it is lack of diversity. The simulation results show that the convergence rate is fast and the search performance is good, and it has achieved very good results.
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1 Introduction

In order to solve actual problems, a number of methods of algorithmic Swarm intelligence have been worked out. The most effective of which is Particle Swarm Optimization (PSO)[1]. Enlightened by the biological swarming’s activities, such as school of fish, flocks of birds, and even that of mankind[2,3]. PSO is an optimization instrument, carried out to settle a variety of function optimization problems. Being as a skill to solve problems, the main advantage of PSO is its high speed of convergence, which exceeds that of Evolutionary Algorithms (EA) and the rest global optimization algorithms. However, if PSO is used to settle complicated problems may run into trouble as following: in the evolution of population, premature convergence to the local optimum in former generations may happen to all individuals, which could cause low population diversity of population together with adaptation stagnation in latter generations.[2,3]

The PSO algorithm first randomly initialized a group of particles, in each iteration, the particle is updated by following the two extremes: one is the optimal particle itself to find the solution, called individual best; another is the whole population found in the optimal solution, called global extreme value point, and the local PSO algorithm without the only one part of the population, adjacent particles, is the local extreme in the optimal solution. All the neighbors in the PSO algorithm, the position of the particle represents a potential solution to the optimization problem, the particle velocity indicates the direction and distance of flying particles, each particle at the extent of the position by the particle fitness function the value reflected. Particle velocity and position by tracking individual extreme and global extreme update, each iteration update once, to find the optimal solution or the maximum number of iterations is reached so far.[4,5]

We would analyzes this potential by evaluation of MPSO on both mathematical benchmark functions. In our experiments, there are five benchmark functions used to simulation results, which are compared to that of other optimization algorithms, the advantaged of the proposed algorithms would be clearly reported in this paper.

2 Basic flow of PSO algorithm

Particle swarm optimization algorithm is simple and easy to implement, compared with other evolutionary algorithms, the algorithm not only retains the global search Ability, but also to simple speed displacement operation model replaced the complex genetic operation, and has the specific memory function the according to the current search of dynamic adjustment of the search strategy, is a more efficient parallel search algorithm.[6] The basic particle swarm optimization algorithm is as follows:

The first step: to tell the truth within the scope of random initialization of the particle swarm, including random location and speed.

The second step: to calculate the fitness value of each particle.

The third step: for each particle, the fitness value and the best location fitness value are compared, if better, its value as the particle's best individual historical, personal historical best position is updated with the current position.

The fourth step: for each particle, its historical optimal fitness value and the community or neighborhood experience the best location of the fitness value for comparison, if better, then it as the current ah the best position.

The fifth step: according to the formula (1) and (2) to update the speed and position of the particles.
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The sixth step: if the termination condition is reached, then the second step is to be reversed, and the termination condition is generally a good enough fitness value or to achieve a predetermined maximum iterative algebra. [7,8]

3 PSO algorithm related control parameters.

The selection of control parameters is very important, because it can directly affect the performance of the algorithm if the parameters are chosen properly.[9]

(1) Inertia weight

The inertia weight is an important parameter for the global search ability and local search ability of particle balance, from equation (3) and on the section of the velocity update in the interpretation of the inertia weight represents the size of particles retained the speed much of its state of motion. The degree of trust when the inertia weight is zero, the equivalent speed and update the particle velocity is independent of particle, the search space will be greatly reduced, only equivalent to the local search ability, and the particle is easy to flight to the same position, lead to local minima. When the inertia weight increases, which increases the current state of the particle retention, thus expanding the search space of particles, enhances the algorithm the global search ability, therefore, inertia weight changes and the choice of initial value is very important, choose appropriate or not directly related to the performance of the algorithm.[10]

(2) Accelerating factor,

Acceleration coefficient is adjusted parameters of their own experience and the experience of particle groups of particle trajectories. The update formula from the velocity of particle swarm algorithm (3.1) shows that the acceleration coefficient can balance the global search ability and local search ability of particle, when two values were increased, the local search capability of particle increases this, and know the inertia weight is just the opposite. At the same time, known as cognitive acceleration coefficient, represents the effect of particle velocity updating experience of its own, which is more dependent on their own experience of the particle is larger, vice versa; known as social acceleration, on behalf of the particle in the population social experience influence on speed, which is more dependent on the particle of social experience is, vice versa. Therefore, to adjust their own experience with the particle population social experience for speed, acceleration coefficient value is ten Important points.

(3) Population size M

The population size m, that the number of particles in a population. When the population size M is 1, namely only one particle in the search. At this time there is no groups between information sharing and cooperation to speak; when increasing the population size m, mutual collaboration cooperation of particle is more, the search algorithm can power will increase; when the population size is too large, it is clear, the search process of the algorithm is also more complex, the calculation time of the algorithm will increase a lot, so convergence speed will slow. Therefore, the size of the population size also need to according to the practical application of the selection of appropriate.[11]

(4) Maximum speed

Maximum speed is used to restrict the particle's velocity parameters, that define the maximum distance of particle in every iteration moves. When the maximum speed is too large, the moving distance of each particle will corresponding is too large, although the search speed of particles increases. Global search ability is enhanced, however, particles are easy to miss the optimal solution.[12,13]

4 The proposed multiple particle swarm optimization algorithm

MPSO modify the single population PSO to the interactive multiple swarms model by incorporating the behaviors of cooperation and competition in bacterial swarming. In the MPSO, respective individual moving in the range of solution space by 3 attractors:

(a) The particle previously best position.
(b) Best position of the particle in its own swarm.
(c) Best position of the particle in neighbor swarms.

By imitating cooperation and competition in bacterial swarming process, MPSO algorithm is proposed. Firstly, the section will introduce two kinds of operation, and then gives the specific implementation steps.[14]

In MPSO, the definition of cooperative operation is similar to standard PSO, each particle close to their optimal positions of its and population. The competitive operation indicates the worst position of particle and population in history. The update algorithm of particle velocity is as follows:

\[
\begin{align*}
\mathbf{v}_i(t) &= \mathbf{v}_i(t-1) + R_c \mathbf{c}_1 (\mathbf{W}_{id} - \mathbf{x}_i(t-1)) + R_c \mathbf{c}_2 (\mathbf{W}_{gd} - \mathbf{x}_i(t-1)) + R_c \mathbf{c}_3 (\mathbf{P}_i - \mathbf{x}_i(t-1)) \\
\mathbf{x}_i(t) &= \mathbf{x}_i(t-1) + \mathbf{v}_i(t)
\end{align*}
\]

(1)

(2)

\(\mathbf{W}_{id}\) is the worst position of population ,is the worst position of its history.is the optimal position of global.

5 Summary
In summary, MPSO modifies the single population PSO to interactive multi-swarm model based on analysis of scientific materials.[15] With the theoretical analysis, we've got the results of experiment showing that the MPSO reaches remarkably better results on all the test functions. In order to make a clear demonstration for the MPSO algorithm’s performance, we compared it with optimization on several benchmark functions. Then comparison of experimental results shows that the MPSO algorithm is superior to the PSO in terms of accuracy and speed of convergence.
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