Uniqueness theorems for Kaluza-Klein black holes in five-dimensional minimal supergravity
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We show uniqueness theorems for Kaluza-Klein black holes in the bosonic sector of five-dimensional minimal supergravity. More precisely, under the assumptions of the existence of two commuting axial isometries and a non-degenerate connected event horizon of the cross section topology $S^3$, or lens space, we prove that a stationary charged rotating Kaluza-Klein black hole in five-dimensional minimal supergravity is uniquely characterized by its mass, two independent angular momenta, electric charge, magnetic flux and nut charge, provided that there does not exist any nuts in the domain of outer communication. We also show that under the assumptions of the same symmetry, same asymptotics and the horizon cross section of $S^1 \times S^2$, a black ring within the same theory—if exists—is uniquely determined by its dipole charge and rod structure besides the charges and magnetic flux.
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I. INTRODUCTION

Higher dimensional black holes have played an important role in understanding basic properties of fundamental theories, such as string theory. A number of interesting solutions of higher dimensional black holes have been discovered recently [1–21], revealing much richer structure of their solution space than that of four-dimensional black holes, and we are naturally led to address the question of how to classify them. There have already appeared several papers that generalize the black hole uniqueness theorems [22–31] to higher dimensions [32–46], upon some additional assumptions concerning the horizon topology, symmetry properties, asymptotic structures, etc. In particular, five-dimensional generalizations of the uniqueness theorems have been shown, in various theories, for stationary, axisymmetric (with two rotational symmetries) black holes being non-compact, as a simple higher dimensional generalizations of the well-known four-dimensional setup. However, since our real, observable world is macroscopically four-dimensional, extra-dimensions have to be compactified in realistic, classical spacetime models [75]. Therefore it is of great interest to consider higher dimensional Kaluza-Klein black holes, which look like four-dimensional, at least at large distances. Classifying such Kaluza-Klein solutions may also help us to get some insights into the major open problem of how to compactify and stabilize extra-dimensions in string theory. The purpose of this paper is to address such a classification problem, showing a uniqueness theorem for stationary Kaluza-Klein black hole solutions of five-dimensional minimal supergravity.

Perhaps the simplest example of Kaluza-Klein black holes is a black-string, a direct product of a four-dimensional vacuum black hole and a circle. A more non-trivial class of Kaluza-Klein black holes is given by \textit{Squashed} Kaluza-Klein black holes, found recently by Ishihara-Matsuno [47], applying the squashing technique to five-dimensional black holes. The idea is that for, e.g., the simplest static vacuum case, one first views the $S^3$ section (or horizon manifold) of a five-dimensional Schwarzschild-type black hole spacetime as a fibre bundle of $S^1$ over $S^2$, and then considers a deformation that changes the ratio of the radii of the fibre $S^1$ and base $S^2$, so that the resultant spacetime looks, at large distances, like a twisted $S^1$ over a four-dimensional asymptotically flat spacetime, hence a Kaluza-Klein
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 describes how much the $S^q$ over the base space at infinity, and furthermore the dipole charge dimensional, vacuum Einstein gravity \[65\] with dimensional) and non-vanishing electric component of the Maxwell field. We find that for such a general solution, for two independent arbitrary 'angular' momenta (one of which may be called the momentum along the compactified single horizon of the minimal supergravity that possess the above isometry group, so that the solutions can admit solutions dealt with in \[64\], some of the parameters in our above theorem turn out to be identically zero. The asymptotic region (i.e., at large distances) in \[64\] seems rather simple and straightforward. Furthermore, for the at least, one of the two angular momentum are required to vanish. For this reason, the boundary value analysis in \[64\] corresponds to a highly restricted class of the solutions in which the electric part of the Maxwell field, and, essentially the same as the one we will consider below. However, we should note that the integrable sector considered of five-dimensional pure Einstein-Maxwell system appears quite different, but the basic strategy for the proof is to a non-linear sigma model \[60, 61\], which is much more complicated than the well-known four-dimensional electrovacuum case. Nevertheless, one can derive formulas similar to those used in the four-dimensional uniqueness proof, such as the coset matrix representation of the equations of motion, the divergence (Mazur) identity, etc., \[62\], as we will discuss below. Apart from the difference in the sigma-model, another main difference from the four-dimensional case can be seen in the boundary value analysis, in particular, along the symmetry axis and the horizon. This is because we have a larger variety of the horizon topology in five-dimensions. We can specify the horizon topology in terms of the 'rod-structure' (or interval structure) \[62\].

The new part of the job that is particular for our asymptotic Kaluza-Klein case is in the boundary value analysis at infinity. We need to consider fall-off conditions of the sigma-model fields at infinity more carefully than the globally flat case. When inspecting the asymptotic fall-off behavior of the perturbations, we find that the perturbations of the metric and the gauge field decouple each other at least in the leading order. Then, imposing boundary conditions for the asymptotically Kaluza-Klein spacetime, we will identify the parameters which are used to characterize the solutions. For example, from the leading order of the fall-off behavior of the gravitational sector, we find $N$ which describes how much the $S^1$- fibre (i.e., the compactified 5th-dimension) is twisted with respect to the $S^5$ base space, and $Q$ which may be viewed as the ‘angular’ momentum along 5th-dimension, in addition to the usual angular momentum $J$ along $U(1)$ of the base space. From the Maxwell part, we have, besides the electric charge $q$, the magnetic flux $c_\phi$ over the base space at infinity, and furthermore the dipole charge $q_m$ if the topology of the horizon cross section is $S^1 \times S^2$ (See the next section for their precise definitions.).

The main interest of this paper is in the context of minimal supergravity, and we therefore restrict our attention to the Einstein-Maxwell-Chern-Simons (EMCS) theory with a certain value of the coupling constant. However, one can expect that a similar uniqueness theorem may also hold in other similar theories. For example, restricting attention to some integrable sector of the five-dimensional pure Einstein-Maxwell theory, a uniqueness theorem similar to the above has recently been shown \[64\], based on the classification of Kaluza-Klein black holes in arbitrary, $D$-dimensional, vacuum Einstein gravity \[65\] with $D - 2$ Killing symmetries. The sigma-model for the integrable sector of five-dimensional pure Einstein-Maxwell system appears quite different, but the basic strategy for the proof is essentially the same as the one we will consider below. However, we should note that the integrable sector considered in \[64\] corresponds to a highly restricted class of the solutions in which the electric part of the Maxwell field and, at least, one of the two angular momentum are required to vanish. For this reason, the boundary value analysis in the asymptotic region (i.e., at large distances) in \[64\] seems rather simple and straightforward. Furthermore, for the solutions dealt with in \[64\], some of the parameters in our above theorem turn out to be identically zero.

In this paper we consider more (perhaps the most) general class of Kaluza-Klein black hole solutions with a single horizon of the minimal supergravity that possess the above isometry group, so that the solutions can admit two independent arbitrary ‘angular’ momenta (one of which may be called the momentum along the compactified dimension) and non-vanishing electric component of the Maxwell field. We find that for such a general solution, for
example, the parameter $c_\phi$ appears, in contrast to the case of asymptotically flat cases [45, 46] for which $c_\phi$ vanishes. Note also that for some known exact solutions [8, 53–57, 68, 69], the parameter $c_\phi$ seems to be related to so-called Gödel parameter, whose square is proportional to the energy density of magnetic field. As well known [8, 68, 69], the five-dimensional Gödel type universe is filled with the pressureless magnetic field and due to the rapid rotation of the magnetic field, the spacetime admits closed timelike curves in far regions, but for Kaluza-Klein black holes [55–57] it exhibits no causal pathology outside the event horizon, thanks to the appropriate compactification. As far as we know, the most general solution with all independent parameters has not yet been found. Hence, we would like to show that the such a solution is characterized by their parameters and therefore must be unique if it exists.

In the next section, we will briefly describe our strategy for the proof and write down some necessary formulas, such as the equations of motion, the definitions of relevant sigma-model fields. In Section III by solving straightforwardly EMCS equations near infinity, we derive the Kaluza-Klein asymptotics—the asymptotic behaviors of the metric and gauge potential of Maxwell-Chern-Simons field—in the Weyl-Papapetrou coordinate system. In Section IV we perform the boundary value analysis for black holes with a spherical horizon topology and complete our proof. In Section V we consider the boundary value analysis for black rings with $S^1 \times S^2$ horizon cross section and show the uniqueness theorem. In Section VI we also discuss the boundary value analysis for black lenses. In Section VII we summarize our results.

II. EINSTEIN-MAXWELL-CHERN-SIMONS SYSTEM WITH SYMMETRIES

A. The basic strategy for the proof and mathematical formulas

First we briefly describe the basic strategy for our uniqueness proof, which roughly proceeds as follows. (i) We first reduce the (bosonic sector of) five-dimensional minimal supergravity theory with three commuting independent Killing symmetries to a non-linear sigma model, that is, a set of equations for eight scalar fields $\Phi^A$ on two-dimensional orbits space $\Sigma$, with the target space isometry $G$. With the aid of $G$, the action of the sigma model can be described in terms of a symmetric, unimodular matrix, $M$, on the coset space $G/H$ where $H$ is an isotropy subgroup of $G$. Thus, the solutions of the original system can be expressed by the matrix $M$. Furthermore, the matrix $M$ formally defines a conserved current, $J$, for the solution. (ii) Next, we introduce the deviation matrix, $\Psi$, which is essentially the difference between two coset matrices, say $M_{[0]}$ and $M_{[1]}$, so that when two solutions coincide with each other, the deviation matrix vanishes, and vice versa. What we wish to show is that $\Psi$ vanishes over the entire $\Sigma$ when two solutions satisfy the same boundary conditions that specify relevant physical parameters characterizing the black hole solution of interest. For this purpose, we construct a global identity, called the Mazur identity, (the integral version of) which equates an integration along the boundary $\partial \Sigma$ of a derivative of the trace of $\Psi$ to an integration over the whole base space $\Sigma$ of the trace of ‘square’ of the deviation, $M$, of the two conserved currents, $J_{[0]}$ and $J_{[1]}$. The latter is therefore non-negative. (iii) Then, we perform boundary value analysis of the matrix $\Psi$. We identify boundary conditions for $M$ that define physical parameters characterizing black hole solutions and that guarantee the regularity of the solutions. Then we examine the behavior of $\Psi$ near $\partial \Sigma$. For higher dimensional case, this is the point where the topology and symmetry properties, translated into the language of the rod-structure, come to play a role as additional parameters to specify solutions. Also this is the place where we have to take into consideration the nature of asymptotic structure of the spacetime. When the integral along the boundary $\partial \Sigma$, say the left-side of the Mazur identity, vanishes under our boundary conditions, it then follows from the right-side of the identity, i.e., the non-negative integration over $\Sigma$, that $M$ has to vanish, hence the two currents, $J_{[0]}$ and $J_{[1]}$, must coincide with each other over $\Sigma$, implying that the deviation matrix $\Psi$ must be constant over $\Sigma$. Then, if $\Psi$ is shown to be zero on some part of the boundary $\partial \Sigma$, it follows that $\Psi$ must be identically zero over the entire $\Sigma$, thus proving the two solutions, $M_{[0]}$ and $M_{[1]}$, must be identical.

In our present case, the first two steps (i)-(ii) completely parallel those in Paper [45], and Step (iii) is the new result of this paper. In the following we provide some of the formulas for Steps (i) and (ii), such as the definitions of the relevant sigma-model fields, in order to establish our notation. The reader can also find them in Paper [45]. Some relevant formulas, such as the coset matrix representation of the sigma-model field, are also summarized in the appendix.

B. Einstein-Maxwell-Chern-Simons system with symmetries and the reduction to $\sigma$-model

We start with the five-dimensional minimal supergravity action

$$ S = \frac{1}{16\pi} \left[ \int d^5 x \sqrt{-g} \left( R - \frac{1}{4} F^2 \right) - \frac{1}{3\sqrt{3}} \int F \wedge F \wedge A \right], \quad (1) $$





where we set a Newton constant to be unity and $F = dA$. Varying this action [1], we derive the Einstein equation

$$R_{\mu\nu} - \frac{1}{2} R g_{\mu\nu} = \frac{1}{2} \left( F_{\mu\lambda} F_{\nu}^{\lambda} - \frac{1}{4} g_{\mu\nu} F^\rho_{\sigma} F_{\rho\sigma} \right),$$

and the Maxwell equation

$$d * F + \frac{1}{\sqrt{3}} F \wedge F = 0,$$

which have the extra term coming from the Chern-Simons term of [11]. We are concerned with asymptotically Kaluza-Klein, stationary, charged rotating black hole solutions of this theory. We additionally impose two independent axial symmetries, so that the total isometry group is $\mathbb{R} \times U(1) \times U(1)$ with $\mathbb{R}$ being stationary symmetry, generated by mutually commuting three Killing vector fields $\xi_t = \partial/\partial t$ and $\xi_\alpha = (\xi_\rho, \xi_w) = (\partial/\partial \phi, \partial/\partial w)$ [17]. Using the Einstein equations and the Maxwell equations, we can show that the generators $\xi_t, \xi_\alpha$ of the isometry group satisfy type of integrability conditions discussed in Ref. [63, 66]. As a result, we obtain the coordinate system, \{t, $\phi, w, \rho, z$\}, in which the metric takes the Weyl-Papapetrou form

$$ds^2 = \lambda_{\phi\phi}(d\phi + a^\rho dt)^2 + \lambda_{ww}(dw + a^w dt)^2 + 2\lambda_{\phi w}(d\phi + a^\rho dt)(dw + a^w dt) + |\tau|^{-1}|e^{2z}(d\rho^2 + dz^2) - \rho^2 dt^2|,$$

and the gauge potential is written,

$$A = \sqrt{3} \psi_a dx^a + A_4 dt,$$

where the coordinates $x^a = (\phi, w)$ denote the Killing parameters, and thus all functions $\lambda_{ab}, \tau := -\det(\lambda_{ab}), a^\rho, \sigma, \text{ and } (\psi_a, A_4)$ are independent of $t$ and $x^a$, and where the potentials $\psi_a$ are related to Maxwell field by eq. (8) of Paper [45] [see also Appendix A of Paper [45] for the gauge choice employed in eq. (5)]. Note that the coordinates $(\rho, z)$ that span a two-dimensional base space, $\Sigma = \{(\rho, z)|\rho \geq 0, -\infty < z < \infty\}$, are globally well-defined, harmonic, and mutually conjugate on $\Sigma$. See e.g., [67]. Furthermore, by using the Maxwell’s equation and Einstein’s equations, we introduce the magnetic potential $\mu$ and twist potentials $\omega_a$ by

$$d\mu = \frac{1}{\sqrt{3}} (\xi_\rho \wedge \xi_w \wedge F) - \epsilon^{ab} \psi_a d\psi_b,$$

$$d\omega_a = * (\xi_\rho \wedge \xi_w \wedge d\xi_\alpha) + \psi_a (3d\mu + \epsilon^{bc} \psi_b d\psi_c),$$

where $\epsilon^{\rho w} = -\epsilon^{w \rho} = 1$. Then, the nonlinear sigma-model reduced from the theory [11] with the symmetry assumptions consists of the target space $G = G_{2(2)}$ and the eight scalar fields $\Phi^A = (\lambda_{ab}, \omega_a, \psi_a, \mu)$ on the base space $\Sigma$. All the other fields such as $\sigma, a^\rho, \text{ etc}$ can be determined by $\Phi^A$ through the equations of motion.

It turns out that the sigma model fields, $\Phi^A$, can be expressed by a $7 \times 7$ symmetric unimodular coset $G_{2(2)}/SO(4)$ matrix $M$. [see eq. (34) of Paper [42]], as shown by [63, 64, 62]. We will provide the detail description of the coset matrix in Appendix A. Then we define the deviation matrix, $\Psi$, for two solutions, $M_{[0]}$ and $M_{[1]}$, as in eq. (42) of Paper [45], and derive the Mazur identity,

$$\int_{\partial \Sigma} \rho \partial_{\rho} \text{tr} \Psi dS^p = \int_{\Sigma} \text{tr}(\mathcal{M}^T \cdot \mathcal{M}) \rho d\rho dz,$$

where $\text{dot}$ denotes the inner product on $\Sigma$. As briefly mentioned above, $\mathcal{M}$ in the right-side essentially describes the difference between two matrix currents $J_{[0]}, J_{[1]}$, given by eq. (47) of Paper [42], of which detail is irrelevant to discussion below. Our task is to show that the left-side of eq. (5) vanishes on the boundary, $\partial \Sigma$, and then show $\Psi$ itself vanishes on some part of the boundary.

Now we note that the right-hand side of the identity, (5), is non-negative. Therefore, if we impose the boundary conditions at $\partial \Sigma$, under which the left-hand side of Eq. (127) vanishes, then we must have $\int \Psi = 0$. In that case, it follows from eq. (128) that $\Psi$ must be a constant matrix over the region $\Sigma$. Therefore, in particular, if $\Psi$ is shown to be zero on some part of the boundary $\partial \Sigma$, it immediately follows that $\Psi$ must be identically zero over the base space $\Sigma$, implying that the two solutions $M_{[0]}$ and $M_{[1]}$ must coincide with each other. This is indeed the case as we will analyses in the next section.

### III. KALUZA-KLEIN ASYMPTOTICS IN FIVE DIMENSIONS

Before estimating the boundary integrals in the left-hand side of the Mazur identity, eq. (5), we must derive the asymptotic form of the gauge potential and metric at infinity for asymptotically Kaluza-Klein spacetimes including
all known exact solutions in $D = 5$ minimal supergravity. Here, by the *asymptotically Kaluza-Klein spacetime*, we mean that the five-dimensional spacetime metric at large distances behaves as

$$ds^2 \simeq -dt^2 + dx^2 + dy^2 + dz^2 + dw^2$$

(9)

where the 5-th coordinate $w$ has the periodicity $\Delta w = 2\pi L$. Hence, we can see that at infinity, the spacetime behaves as a four dimensional flat spacetime with a circle. Now in order to study the asymptotics of such a spacetime, it is more convenient to use the radial coordinate $r$ and the angular coordinate $\theta$ defined by

$$r = \sqrt{x^2 + y^2 + z^2},$$

(10)

$$\theta = \arccos \left( \frac{z}{r} \right).$$

(11)

Note that the coordinates, $(\rho,z)$, in the Weyl-Papapetrou coordinate system are related to the above defined coordinates, $(r,\theta)$, by

$$\rho = r \sin \theta,$$

(12)

$$z = r \cos \theta.$$  

(13)

### A. Gauge potential

First, we determine the behavior of the gauge field, $A \simeq A^{(0)}(\theta) + A^{(1)}(\theta)/r + O(r^{-2})$, near infinity. From eq. (3), the gauge potential, $A$, is subject to the Maxwell-Chern-Simons equation,

$$\frac{1}{\sqrt{-g}} \partial_\nu \left( \sqrt{-g} F^{\mu\nu} \right) + \frac{1}{4\sqrt{3}} \epsilon^{\mu\nu\rho\sigma\lambda} F_{\nu\rho} F_{\sigma\lambda} = 0.$$  

(14)

From the $t$-component of eq.(14), we can derive the equation to determine the leading order of $A_t$,

$$\partial_\theta^2 A_t^{(0)} + \cot \theta \partial_\theta A_t^{(0)} = 0.$$  

(15)

Solving the above equation, we obtain

$$A_t^{(0)} = c_t + d_t \log \left| \tan \frac{\theta}{2} \right|,$$  

(16)

where $c_t$ and $d_t$ are integration constants. The regularity of the field strength $F = dA$ requires $d_t = 0$. Note that by using the gauge transformation, *i.e.*, the gauge freedom in adding a constant, we can also set the value of the other constant to be $c_t = 0$. After all, without loss of generality, we may put

$$A_t^{(0)} = 0.$$  

(17)

From the leading order of the $w$-component in eq.(14), we derive the equation to the leading order of $A_w$,

$$\partial_\theta^2 A_w^{(0)} + \cot \theta \partial_\theta A_w^{(0)} = 0.$$  

(18)

Similarly, we get

$$A_w^{(0)} = c_w + d_w \log \left| \tan \frac{\theta}{2} \right|,$$  

(19)

where $c_w$ and $d_w$ are constants. From the same discussion, we can set the values of these two integration constants to be $c_w = d_w = 0$ and therefore obtain

$$A_w^{(0)} = 0.$$  

(20)

The remaining $\phi$-component is written as

$$\partial_\theta^2 A_\phi^{(0)} - \cot \theta \partial_\theta A_\phi^{(0)} = 0.$$  

(21)

The solution is written in terms of integration constants $c_\phi$ and $d_\phi$

$$A_\phi^{(0)} = c_\phi \cos \theta + d_\phi.$$  

(22)
Using the degree of the gauge freedom, we may choose $d\phi = 0$ and hence obtain
\[ A_\phi^{(0)} = c_\phi \cos \theta. \]  
(23)

Substituting eqs. (17), (20) and (23) into eq. (14), we can derive the equations which determine the next order of the gauge fields $A^{(1)}$. It turns out that the equations for $A_t^{(1)}$ and $A_w^{(1)}$ take the exactly same forms as for $A_t^{(0)}$ and $A_w^{(0)}$. Therefore, the next orders of $A_t$ and $A_w$ turn out to be, respectively
\[ A_t^{(1)} = q, \quad A_w^{(1)} = c_w, \]  
(24)

where $q$ and $c_w$ are constants. Note that by using the gauge transformation, we cannot set them to be 0. To summarize, near infinity, the gauge field behaves as
\[ A \approx \frac{q}{r} \left( 1 + O(r^{-1}) \right) dt + c_\phi \cos \theta \left( 1 + O(r^{-1}) \right) d\phi + \frac{c_w}{r} \left( 1 + O(r^{-1}) \right) dw. \]  
(25)

B. Metric

Next we would like to determine the next order of the metric, $g_{ij}^{(1)}$, near infinity, where $g_{ij}^{(1)}$ is defined by
\[ g_{ij}(r, \theta) = g_{ij}^{(0)}(\theta) \sum_{k=1}^{\infty} \left( 1 + \frac{g_{ik}(\theta)}{r^k} \right). \]  
(26)

From the $(tt)$-component of eq. (2), we can derive the equation to determine the next order of $g_{tt}$,
\[ \partial^2 \theta g_{tt}^{(1)} + \cot \theta \partial_\theta g_{tt}^{(1)} = 0. \]  
(27)

This can immediately be solved,
\[ g_{tt}^{(1)} = c_{tt} + d_{tt} \log \left| \tan \frac{\theta}{2} \right|, \]  
(28)

where $c_{tt}$ and $d_{tt}$ are integration constants. The regularity of the metric requires $d_{tt} = 0$. Hence, we obtain
\[ g_{tt}^{(1)} = c_{tt}. \]  
(29)

From the $(ww)$-component and $(tw)$-component of eq. (2), we derive the equations, respectively
\[ \partial^2 \theta g_{ww}^{(1)} + \cot \theta \partial_\theta g_{ww}^{(1)} = 0, \]  
(30)
\[ \partial^2 \theta g_{tw}^{(1)} + \cot \theta \partial_\theta g_{tw}^{(1)} = 0. \]  
(31)

Similarly, in terms of constants $Q$ and $c_{ww}$, $g_{ww}^{(1)}$ and $g_{tw}^{(1)}$ can be written,
\[ g_{ww}^{(1)} = c_{ww}, \]  
(32)
\[ g_{tw}^{(1)} = Q, \]  
(33)

respectively. From the $(\phi w)$-component of eq. (2), we derive the equation,
\[ \partial^2 \theta g_{\phi w}^{(0)} - \cot \theta \partial_\theta g_{\phi w}^{(0)} = 0. \]  
(34)

Solving this, we can obtain
\[ g_{\phi w}^{(0)} = c_{\phi w} + N \cos \theta, \]  
(35)

where $c_{\phi w}$ and $N$ are constants. It turns out here that by performing the coordinate transformation, $w \rightarrow w - c_{\phi w} \phi$, the constant, $c_{\phi w}$, can be set to be 0. Therefore, $g_{\phi w}^{(0)}$ can be written as
\[ g_{\phi w}^{(0)} = N \cos \theta. \]  
(36)
From the \((\phi\phi)\)-component of eq.(2) and the above results, the equation,
\[
\partial_\theta^2 g^{(1)}_{\phi\phi} + \cot \theta \partial_\theta g^{(1)}_{\phi\phi} = 0.
\] (37)
can be derived. The regularity of the metric requires that the solution must take the form
\[
g^{(1)}_{\phi\phi} = c_{\phi\phi},
\] (38)
where \(c_{\phi\phi}\) is an integration constant. From the \((t\phi)\)-component of eq.(2), we derive the equation
\[
\partial_\theta^2 g^{(1)}_{t\phi} - \cot \theta \partial_\theta g^{(1)}_{t\phi} + 2g^{(1)}_{t\phi} - 2QN \cos \theta = 0.
\] (39)
Integrating this equation, we obtain the solution,
\[
g^{(1)}_{t\phi} = J \sin^2 \theta + d_{t\phi} \left(2 \cos \theta + \sin^2 \theta \log \frac{1 + \cos \theta}{1 - \cos \theta}\right) + QN \cos \theta,
\] (40)
in terms of constants \(J\) and \(d_{t\phi}\). Similarly, the regularity requires \(d_{t\phi} = 0\).

Here, recall that in the canonical coordinate system, the three-dimensional metric \(g = (g_{ij}) (i, j = t, \phi, w)\) is subject to the constraint
\[
det(g) = -\rho^2.
\] (41)
Therefore, using the constraint and the formula,
\[
det(g + \delta g) = \det(g(1 + g^{-1}\delta g)) = -\rho^2 \left(1 + \text{tr}(g^{-1}\delta g) + \det(g^{-1}\delta g)\right)
\approx -\rho^2 \left(1 + \text{tr}(g^{-1}\delta g)\right),
\] (42)
we can see in the next order that the metric has to satisfy the constraint
\[
\sum_{i=t, \phi, w} g^{(1)}_{ii} = 0,
\] (43)
which is the same constraint as in the asymptotically flat case. We note that though in the Weyl-Papapetrou coordinate system, the asymptotic form of the metric is not diagonal, the off-diagonal component does not affect this constraint in the order of \(O(r^{-1})\).

Thus, to summarize, in the Weyl-Papapetrou coordinate system, the metric near infinity, \(r = \sqrt{\rho^2 + z^2} \to \infty\), behaves as
\[
ds^2 \simeq \left(-1 + \frac{m}{r} + O(r^{-2})\right) dt^2 + r^2 \sin^2 \theta \left(1 + \frac{m - n}{2r} + O(r^{-2})\right) d\phi^2 + \left(1 + \frac{m + n}{2r} + O(r^{-2})\right) dw^2
+ \frac{2(J \sin^2 \theta + QN \cos \theta)}{r} \left(1 + O(r^{-1})\right) dt d\phi + \frac{2Q}{r} \left(1 + O(r^{-1})\right) dt dw + 2N \cos \theta \left(1 + O(r^{-1})\right) d\phi dw
+ (1 + O(r^{-1})) (d\rho^2 + dz^2).
\] (44)
Here \(\eta\) is a constant that comes from gauge degrees of freedom in the choice of the coordinate \(z\), i.e., degrees of freedom with respect to shift translation \(z \to z + \alpha\). (This gauge freedom exists even after the gauge freedom of the conjugate coordinate, \(\rho\), is fixed at infinity.) Since in our proof we choose the coordinate \(z\) such that the horizons are located at the interval \([-k^2, k^2]\) for two configurations \(M_0\) and \(M_1\), we choose the same values of \(\eta\) for the two solutions.

C. Asymptotic charges and flux

Now let us see the relation between the asymptotic charges and the integration constants appearing in asymptotic form of the metric and gauge potential. We can see from eq. (44) that for \(r \to \infty\), the metric behaves as
\[
ds^2 \simeq -dt^2 + dr^2 + r^2(\sin^2 \theta d\theta^2) + (dw + N \cos \theta d\phi)^2,
\] (45)
It is now clear that the metric has the structure of \(S^1\) bundle over the four-dimensional Minkowski space-time and the spatial infinity is \(S^1\) fibre bundle over \(S^2\) base space. In particular, when \(N = L/2\), or \(N = (L/2)n\ (|n| \text{ natural numbers larger than one})\), the spatial infinity can be regarded as a squashed \(S^3\), or squashed lens space \(L(n; 1)\).
Also note when $N = 0$, the $S^1$ and the Minkowski spacetime are direct product. The asymptotic charges should be defined as boundary integrals over such the spatial infinity $S_\infty$. Since we are concerned with stationary, axisymmetric spacetimes with Killing symmetries in EMCS theory, the conserved charges, mass $M$, angular momenta $J_\phi$ and electric charge $Q_e$ are defined as follows, and are related to the integration constants in asymptotic form of the metric and gauge potential by

$$M = \frac{3}{32\pi} \int_{S_\infty} dS^{\mu\nu} \nabla_\mu (\xi_\nu) = \frac{3\pi m L}{4},$$

$$J_\phi = \frac{1}{16\pi} \int_{S_\infty} dS^{\mu\nu} \nabla_\mu (\xi_\phi) = \frac{\pi J}{3},$$

$$J_w = \frac{1}{16\pi} \int_{S_\infty} dS^{\mu\nu} \nabla_\mu (\xi_w) = \frac{\pi Q L}{2},$$

$$Q_e = \frac{1}{16\pi} \int_{S_\infty} \left( *F + \frac{1}{\sqrt{3}} A \wedge F \right) = \frac{\pi q L}{2}.$$  

As seen later, the magnetic flux $Q_m$ is defined by

$$Q_m = \frac{1}{4\pi} \int_{S_\infty^2} F = c_\phi, \tag{50}$$

where $S_\infty^2$ denotes the base manifold of $S^2$ at infinity.

**IV. BOUNDARY VALUE PROBLEMS FOR BLACK HOLES**

As discussed in [35, 63], under the existence of two commuting axial Killing vectors, the cross-section topology of each connected component of the event horizon of stationary vacuum black hole solutions must be either $S^3$, $S^1 \times S^2$ or a lens space. First, let us start from the boundary value analysis for black holes with a spherical horizon cross-section and with Kaluza-Klein asymptotics. In terms of the Weyl-Papapetrou coordinate system and the rod-structure [63], the boundary $\partial \Sigma$ of the base space $\Sigma = \{(\rho, z) | \rho > 0, -\infty < z < \infty\}$ is described as a set of three rods and the infinity (See FIG1(b) about the rod diagram):

(i) the outer axis: $\partial \Sigma_+ = \{(\rho, z) | \rho = 0, k^2 < z < \infty\}$ with the rod vector $v = (0, 1, N)$ ,

(ii) the horizon: $\partial \Sigma_H = \{(\rho, z) | \rho = 0, -k^2 < z < k^2\}$ ,

(iii) the outer axis: $\partial \Sigma_- = \{(\rho, z) | \rho = 0, -\infty < z < -k^2\}$ with the rod vector $v = (0, 1, N)$ ,

(iv) the infinity: $\partial \Sigma_\infty = \{(\rho, z) | \sqrt{\rho^2 + z^2} \to \infty \text{ with } z / \sqrt{\rho^2 + z^2} \text{ finite}\}$ ,

where here and hereafter $\mathcal{H}$ denotes a spatial cross-section of the event horizon. As mentioned in the previous section, the sphericity of the spatial infinity requires that the nut charge $N$ must be related to the size of the 5-th dimension $L$ by $N = L/2$. Furthermore note also that in the above rod structure there is no turning point such as a nut — the point where two spacelike rods meet with each other — outside the horizon and therefore this means that the topology of the horizon cross section is $S^3$ and the topology of the black hole exterior region is $\mathbb{R} \times \{\mathbb{R}^4 \setminus \mathbb{B}^4\}$. We can see this as following. We here assume the identification $(\phi, w) \rightarrow (\phi + 2\pi, w + 2\pi N)$, $(\phi, w) \rightarrow (\phi + 2\pi, w - 2\pi N)$ and hence the periodicity of $\phi$ and $w$ are $2\pi$ and $4\pi N$, respectively. Therefore, as discussed in ref. [70], the pair of Killing vectors, $\partial/\partial \phi_\pm = \partial/\partial \phi \pm N \partial/\partial w$ ($\phi_\pm = (\phi \pm N^{-1}w)/2$), is identified as a pair of $2\pi$ periodic generators of the $U(1) \times U(1)$ isometry group since the identification $(\phi, w) \rightarrow (\phi + 2\pi, w + 2\pi N)$, $(\phi, w) \rightarrow (\phi + 2\pi, w - 2\pi N)$ in the coordinate $(\phi, w)$ can be regarded as the identification of $\phi_+ \rightarrow \phi_+, \phi_- \rightarrow \phi_+$ in the coordinates $(\phi_+, \phi_-)$.

Accordingly, we can see that the determinant of the two rod vectors $v_\pm := \partial/\partial \phi_\pm$ is $|\det(v_+, v_-)| = 1$, which means that the horizon cross section and the spatial infinity are topologically $S^3$. The boundary integral in the left-hand side of the Mazur identity, eq. [5], is decomposed into the integrals over the three rods (i)–(iii), and the integral at infinity (iv), as

$$\int_{\partial \Sigma} \rho \partial_\rho \text{tr} \Psi dS^p = \int_{-\infty}^{-k^2} \rho \frac{\partial \text{tr} \Psi}{\partial z} dz + \int_{-k^2}^{k^2} \rho \frac{\partial \text{tr} \Psi}{\partial z} dz + \int_{-\infty}^{k^2} \rho \frac{\partial \text{tr} \Psi}{\partial z} dz$$

$$+ \int_{k^2}^{\infty} \rho \frac{\partial \text{tr} \Psi}{\partial z} dz + \int_{\partial \Sigma_\infty} \rho \partial_\rho \text{tr} \Psi dS^p. \tag{51}$$
(iv) the infinity: It immediately follows from eq. (41) that near infinity, the gravitational potentials, \( \lambda_{ab} \), behave as
\[
\lambda_{\phi\phi} \simeq \rho^2 \left( 1 + \frac{m - \eta}{2\sqrt{\rho^2 + z^2}} + \mathcal{O}\left( (\rho^2 + z^2)^{-1} \right) \right),
\]
\[
\lambda_{w\phi} \simeq 1 + \frac{m + \eta}{2\sqrt{\rho^2 + z^2}} + \mathcal{O}\left( (\rho^2 + z^2)^{-1} \right),
\]
\[
\lambda_{\phi\phi} \simeq \frac{Nz}{\sqrt{\rho^2 + z^2}} + \mathcal{O}\left( (\rho^2 + z^2)^{-\frac{1}{2}} \right)
\]
We see directly from eq. (40) that the electric potentials, \( \psi_a \), behave as
\[
\psi_\phi \simeq \frac{c_\phi}{\sqrt{3}} \frac{z}{\sqrt{\rho^2 + z^2}} + \mathcal{O}\left( (\rho^2 + z^2)^{-\frac{1}{2}} \right),
\]
\[
\psi_w \simeq \frac{c_w}{\sqrt{3}} \frac{1}{\sqrt{\rho^2 + z^2}} + \mathcal{O}\left( (\rho^2 + z^2)^{-1} \right).
\]
From the Kaluza-Klein asymptotics (44), we see that the functions, \( \tau \) and \( a^a_{\phi} \), behave as
\[
\tau = \lambda_{\phi w}^2 - \lambda_{\phi \phi} \lambda_{w w} \simeq -\rho^2,
\]
\[
a^\phi_t = \frac{\lambda_{\phi w} g_{w t} - \lambda_{w w} g_{\phi t}}{\tau} \simeq -\frac{J}{\sqrt{\rho^2 + z^2}},
\]
\[
a^w_t = \frac{\lambda_{\phi w} g_{t \phi} - \lambda_{\phi \phi} g_{w t}}{\tau} \simeq \frac{Q}{\sqrt{\rho^2 + z^2}}.
\]
Hence, by integrating these, we find that near infinity, the magnetic potential behaves as
\[
\mu \simeq -\frac{qz}{\sqrt{3\rho^2 + z^2}} + \mathcal{O}\left( (\rho^2 + z^2)^{-1} \right).
\]
On the other hand, the asymptotic behaviors of the derivatives of the twist potentials can be derived
\[
\omega_{\phi, \rho} \simeq \frac{3c_\phi}{\rho} \frac{\lambda_{\phi \phi} a^b_{\phi} \psi_b (3\mu_{\rho} + e^{bc} \psi_b \psi_{c, \rho})}{\sqrt{\rho^2 + z^2}} - \frac{3J\rho^4}{\sqrt{\rho^2 + z^2}} - \frac{(NQ - c_\phi q)\rho z^2}{(\rho^2 + z^2)^2},
\]
\[
\omega_{\phi, z} \simeq \frac{3c_\phi}{\rho} \frac{\lambda_{\phi \phi} a^b_{\phi} \psi_b (3\mu_{\rho} + e^{bc} \psi_b \psi_{c, \rho})}{\sqrt{\rho^2 + z^2}} - \frac{3J\rho^4}{\sqrt{\rho^2 + z^2}} - \frac{(NQ - c_\phi q)\rho z^2}{(\rho^2 + z^2)^2},
\]
\[
\omega_{w, \rho} \simeq \frac{Q\rho z}{\sqrt{\rho^2 + z^2}}
\]
\[
\omega_{w, z} \simeq \frac{Q\rho z}{\sqrt{\rho^2 + z^2}}.
\]
from its definition (14) and eqs. (45)-(49). Integrating these, we obtain
\[
\omega_{\phi} \simeq \frac{(c_\phi q - NQ)z^2}{2(\rho^2 + z^2)} + J \left( \frac{2z^3}{\sqrt{\rho^2 + z^2}} - \frac{2z^3}{\sqrt{\rho^2 + z^2}} \right) + \mathcal{O}\left( (\rho^2 + z^2)^{-\frac{1}{2}} \right),
\]
\[
\omega_{w} \simeq \frac{Qz}{\sqrt{\rho^2 + z^2}} + \mathcal{O}\left( (\rho^2 + z^2)^{-\frac{1}{2}} \right).
\]
Then, using eqs. (52), (54), (55), (56), (57), (59) and (68), we can see that for the two configurations, \( M_{[0]} \) and \( M_{[1]} \), with the same constants, \( m, J, Q, N, q, c_\phi \), \( \rho \text{tr}\Psi \) near infinity behaves as
\[
\text{tr}\Psi \simeq \frac{6}{\rho^2 + z^2}.
\]
Therefore, by using the coordinates \((r, \theta)\), \(\rho \partial_r \text{tr} \Psi dS^p\) at infinity \(r = \infty\) turns out to be
\[
\rho \partial_r \text{tr} \Psi dS^p \simeq 6 \left( \hat{e}_w \right)^2 (r \sin \theta) \cdot (\partial_r r^{-2}) \cdot (r d\theta) = 0, \tag{70}
\]
which does not depend on whether \(\hat{e}_w\) vanishes, or not. Thus, we can show that for the two solutions with the same values of the constants \((m, J, Q, N, q, c_\phi)\), the boundary integral at infinity vanishes
\[
\int_{\partial \Sigma_\infty} \rho \partial_r \text{tr} \Psi dS^p = 0. \tag{71}
\]

(ii) the horizon: \(\partial \Sigma_H = \{(\rho, z)| \ \rho = 0, -k^2 < z < k^2\}\). The regularity on the horizon requires that for \(\rho \to 0\),
\[
\lambda_{ab} \simeq \mathcal{O}(1), \quad \omega_a \simeq \mathcal{O}(1), \tag{72}
\]
\[
\psi_a \simeq \mathcal{O}(1), \quad \mu \simeq \mathcal{O}(1). \tag{73}
\]
Therefore, for \(\rho \to 0\), \(\rho \text{ tr} \Psi\) behaves as
\[
\rho \partial_r \text{tr} \Psi \simeq \mathcal{O}(\rho). \tag{74}
\]

(i), (iv) the outer axises: \(\partial \Sigma_\pm = \{(\rho, z)| \ \rho = 0, k^2 < |z| < \infty\}\). We note that the rod vectors \(v = (1, \pm N)\) vanish on the two outer axises. By just the same discussion as in the black lens \([46]\), the regularity requires that for \(\rho \to 0\), the potentials \(\lambda_{ab}\) must behaves as
\[
\lambda_{\phi\phi} \simeq N^2 g(z) + \mathcal{O}(\rho^2), \tag{75}
\]
\[
\lambda_{\phi w} \simeq \mp N g(z) + \mathcal{O}(\rho^2), \tag{76}
\]
\[
\lambda_{ww} \simeq g(z) + \mathcal{O}(\rho^2), \tag{77}
\]
where \(g(z)\) is some function of \(z\). Note here that in the below boundary value analysis, one need not require \(g(z)_{[0]} = g(z)_{[1]}\) for the two solutions with the same boundary condition. Next, let us consider the boundary conditions for the electric potentials \(\psi_a\). It follows that for \(\rho = 0\),
\[
0 = -i_\nu F = \sqrt{3} (d\psi_\phi \pm N d\psi_w). \tag{78}
\]
Integrating this, we obtain
\[
\psi_\phi \pm N \psi_w = c_0, \tag{79}
\]
where \( c_0 \) is a constant. Note from eqs. (55) and (56) that \( c_0 = \psi_\phi (\rho = 0, z = \pm \infty) = \pm \frac{a}{\sqrt{3}} \). Therefore, we can set the electric potentials to behave as

\[
\psi_\phi \simeq \pm \frac{c_\phi}{\sqrt{3}} \mp Nh(z) + O(\rho^2),
\]

(80)

\[
\psi_w \simeq h(z) + O(\rho^2),
\]

(81)

with \( h(z) \) being some function of \( z \). We cannot determine how the other magnetic potential, \( \psi_w \), behaves near the axes and hence do not require \( h(z)_{|0} = h(z)_{|1} \) for the two solutions.

We further consider the behavior of the magnetic potential \( \mu \) defined by eq. (43). Since the norm of the rod vector \( v \) vanishes over the outer axes, the first term in the right-hand side of eq. (6) vanishes there. Then, it follows from eq. (80) that the derivative of the magnetic potential, \( \mu \), is given by

\[
d\mu = \mp \frac{c_\phi}{\sqrt{3}} dh(z).
\]

(82)

Integrating this, we obtain

\[
\mu = \mp \frac{c_\phi}{\sqrt{3}} h(z) + c_1,
\]

(83)

where \( c_1 \) is an integration constant. Here, note from eqs. (62) that \( \mu = q/\sqrt{3} \) at \( z = -\infty, \rho = 0 \) and \( \mu = -q/\sqrt{3} \) at \( z = \infty, \rho = 0 \). Therefore, the constant \( c_1 \) is determined,

\[
c_1 = \mp \frac{q}{\sqrt{3}}.
\]

(84)

Thus, we can see that the magnetic potential, \( \mu \), must behave as

\[
\mu \simeq \mp \frac{c_\phi}{\sqrt{3}} h(z) \mp \frac{q}{\sqrt{3}} + O(\rho^2),
\]

(85)

near the outer axes.

Finally, let us consider the behaviors of the twist potentials \( \omega_a \) near the outer axes. From eqs. (80) and (81), the derivatives of the twist potentials on the outer axes are give by

\[
d\omega_a = \mp \frac{2c_\phi}{\sqrt{3}} \psi_a dh(z).
\]

(86)

Then, it follows that \( \omega_a \) can be written

\[
\omega_\phi = -\frac{2c_\phi^2}{3} h(z) + \frac{Nc_\phi}{\sqrt{3}} h(z)^2 + c_2, \quad \omega_w = \mp \frac{c_\phi}{\sqrt{3}} h(z)^2 + c_3,
\]

(87)

with \( c_2 \) and \( c_3 \) constants. From eqs. (67) and (68), we easily find that

\[
\omega_\phi = \pm 4J + \frac{1}{2}(c_\phi q - NQ), \quad \omega_w = \mp Q.
\]

(88)

at \( \rho = 0, z = \pm \infty \). These boundary conditions at infinity for the twist potentials and \( h(z = \pm \infty) = 0 \) determine the integration constants, \( c_2 \) and \( c_3 \), as

\[
\frac{c_2}{J} = \frac{3}{4}(c_\phi q - NQ), \quad \frac{c_3}{Q} = \mp 1.
\]

(89)

Therefore, the twist potentials behave as

\[
\omega_\phi = -\frac{2c_\phi^2}{3} h(z) + \frac{Nc_\phi}{\sqrt{3}} h(z)^2 \pm 4J + \frac{1}{2}(c_\phi q - NQ),
\]

(90)

\[
\omega_w = \mp \frac{c_\phi}{\sqrt{3}} h(z)^2 \mp Q.
\]

(91)

near the outer axes.

Therefore, from eqs. (14)-(17), (80), (81), (85), (90) and (91), we can show that for \( \rho \to 0, \rho \partial_\rho \Psi \) behaves as

\[
\rho \partial_\rho \Psi \simeq O(\rho).
\]

(92)

Thus, we find from (i)-(iv) that the boundary integral, eq. (91), vanishes on each rod and the infinity. The deviation matrix, \( \Psi \), is constant and has the asymptotic behavior, \( \Psi \to 0 \). Therefore, \( \Psi \) vanishes over \( \Sigma \), and the two configurations, \( M_{[0]} \) and \( M_{[1]} \), with the same values of constants, \( (m, J, Q, N, q, c_\phi) \), must coincide with each other. This completes our proof for the uniqueness theorem for black holes.
V. BOUNDARY VALUE PROBLEMS FOR BLACK RINGS

In this section we would like to consider the boundary value problem for asymptotically Kaluza-Klein black rings. In the Weyl-Papapetrou coordinate system, the boundaries for a black ring with the $S^1 \times S^2$ horizon topology can be given as follows (See FIG.1(c) about the rod diagram):

(i) the outer axis: $\partial \Sigma_+ = \{(\rho, z)|\rho = 0, ck^2 < z < \infty \}$ with the rod vector $v = (0, 1, N)$ ,
(ii) the inner axis $\partial \Sigma_{in} = \{(\rho, z)|\rho = 0, k^2 < z < ck^2 \}$ with the rod vector $v = (0, 1, -N)$ ,
(iii) the horizon: $\partial \Sigma_h = \{ (\rho, z)| \rho = 0, -k^2 < z < k^2 \}$ ,
(iv) the outer axis $\partial \Sigma_- = \{ (\rho, z)| \rho = 0, -\infty < z < -k^2 \}$ with the rod vector $v = (0, 1, -N)$ ,
(v) the infinity: $\partial \Sigma_\infty = \{ (\rho, z)| \sqrt{\rho^2 + z^2} \to \infty \text{ with } z/\sqrt{\rho^2 + z^2} \text{ finite} \}$

where constants $c$ and $k$ satisfy $c > 1$ and $0 < k^2$.

Therefore, the boundary integral in the left-hand side of the Mazur identity, eq. (8), is decomposed into the integrals over the four rods (i)–(iv), and the integral at infinity (v), as

$$\int_{\partial \Sigma} \rho \partial_v \Psi dS^p = \int_{-\infty}^{-k^2} \rho \frac{\partial \Psi}{\partial z} dz + \int_{-k^2}^{k^2} \rho \frac{\partial \Psi}{\partial z} dz + \int_{k^2}^{\infty} \rho \frac{\partial \Psi}{\partial z} dz,$$

$$+ \int_{\partial \Sigma_\infty} \rho \partial_v \Psi dS^p \quad (93)$$

Note that the only difference between black holes and black rings appears at the third term in the right-side of eq. (93), which corresponds to the integral over the inner axis inside the black ring. As will be seen below, because of the existence of this third integral, a dipole charge comes to appear in our boundary conditions. For the boundaries (i), (iii), (iv) and (v), the boundary conditions of the scalar fields, $\Phi^A$, are exactly the same as those of black holes. Therefore, we consider only (ii).

Noting that the rod vector is $v = (1, -N)$ for the inner axis, we find that the regularity requires that the potentials, $\lambda_{\phi\phi}$, near the inner axis must behaves as

$$\lambda_{\phi\phi} \simeq N^2 k(z) + O(\rho^2), \quad (94)$$
$$\lambda_{\phi w} \simeq N k(z) + O(\rho^2), \quad (95)$$
$$\lambda_{ww} \simeq k(z) + O(\rho^2), \quad (96)$$

where $k(z)$ is some function of $z$. The electric potentials satisfy

$$0 = -i_c F = \sqrt{3}(d\psi_\phi - Nd\psi_w). \quad (97)$$

Hence, integrating this, we obtain

$$\psi_\phi - N\psi_w = c_{in}, \quad (98)$$

where $c_{in}$ is an integration constant. Recall that the dipole charge, $q_m$, of a black ring is defined by

$$q_m = \frac{1}{2\pi} \int_{S^2} F = \sqrt{3} \left[ \psi_{\phi -}(\rho = 0, z = k^2) - \psi_{\phi -}(\rho = 0, z = -k^2) \right] = \sqrt{3}c_{in} + c_\phi. \quad (99)$$

Therefore, we see that the constant $c_{in}$ is related to the dipole charge $q$ by

$$c_{in} = \frac{q_m - c_\phi}{\sqrt{3}}. \quad (100)$$

From eq. (99) and the requirement of regularity, we can set the electric potentials, $\psi_a$, to behave as

$$\psi_\phi \simeq c_{in} + Nh(z) + O(\rho^2), \quad (101)$$
$$\psi_w \simeq h(z) + O(\rho^2) \quad (102)$$

in terms of some function $h(z)$ near the inner axis. Also note that in the boundary value analysis, we do not assume $h(z)[0] = h(z)[1]$. 

Next, let us see how the magnetic potential, $\mu$, behaves near the inner axis. From eqs. (6), (101) and (102), the derivative of the magnetic potential on the inner axis is written as

$$d\mu = -c_{in}dh(z).$$

Integrating this on the inner axis, we obtain

$$\mu = -c_{in}h(z) + \tilde{c}_1,$$

where $\tilde{c}_1$ is an integration constant. On the other hand, from eq. (55), we note that just at the joint point $(\rho, z) = (0, ck^2)$ where the outer axis $\partial\Sigma_+$ and the inner axis $\partial\Sigma_{in}$ meet with each other, the magnetic potential takes the value of

$$\mu = -\frac{c_{in}}{\sqrt{3}}h(ck^2) - \frac{q}{\sqrt{3}}.$$

Hence, the continuity of the potential, $\mu$, at the point determines the value of the integration constant $\tilde{c}_1$,

$$\tilde{c}_1 = \left(c_{in} - \frac{c_{\phi}}{\sqrt{3}}\right)h(ck^2) - \frac{q}{\sqrt{3}}.$$

Note from eqs. (79) and (98) and the continuity of the electric potentials that the equations,

$$\psi_{\phi}(\rho = 0, z = ck^2) + N\psi_w(\rho = 0, z = ck^2) = c_{in},$$

$$\psi_{\phi}(\rho = 0, z = ck^2) - N\psi_w(\rho = 0, z = ck^2) = \frac{c_{\phi}}{\sqrt{3}},$$

should hold at the point. Solving these, the value of $h(z)$ at $z = ck^2$ can be determined as

$$h(ck^2) = \psi_w(\rho = 0, z = ck^2) = -\frac{1}{2N} \left(c_{in} - \frac{c_{\phi}}{\sqrt{3}}\right),$$

in terms of the constants $N, c_{\phi}$ and $c_{in}$, i.e., $N, c_{\phi}$ and $q_{in}$. Therefore, the magnetic potential $\mu$ behaves as

$$\mu \simeq -c_{in}h(z) - \frac{1}{2N} \left(c_{in} - \frac{c_{\phi}}{\sqrt{3}}\right)^2 - \frac{q}{\sqrt{3}} + O(\rho^2)$$

near the inner axis.

By the similar computations, we can see that the twist potentials behaves as

$$\omega_{\phi} \simeq -2c_{in}^2h(z) + Nc_{in}h(z)^2 + \left[4J + \frac{1}{2}(c_{\phi}q - NQ)\right] + \tilde{c}_2 + O(\rho^2),$$

$$\omega_w \simeq c_{in}h(z)^2 - Q + O(\rho^2) + \tilde{c}_3,$$

where the constants $\tilde{c}_2$ and $\tilde{c}_3$ are given by

$$\tilde{c}_2 = -\frac{1}{4N} \left(c_{in} - \frac{c_{\phi}}{\sqrt{3}}\right)^2 \left(5c_{in} + \sqrt{3}c_{\phi}\right),$$

$$\tilde{c}_3 = -\frac{1}{4N^2} \left(c_{in} - \frac{c_{\phi}}{\sqrt{3}}\right)^2 \left(c_{in} + \frac{c_{\phi}}{\sqrt{3}}\right).$$

Therefore, by using eqs. (94)-(96), (101), (102), (110), (111), (112), we can show that for $\rho \to 0$, $\rho \partial_z \psi$ behaves as

$$\rho \partial_z \psi \simeq O(\rho).$$

Thus, we find that the boundary integral, eq. (93), vanishes on each rod and the infinity. The deviation matrix, $\nabla$, is constant and has the asymptotic behavior, $\nabla \to 0$. Therefore, $\nabla$ vanishes over $\Sigma$, and the two configurations, $M_{[0]}$ and $M_{[1]}$, with the same parameters $(m, J, Q, N, q, c_{\phi}, q_{in})$ coincide with each other. This completes our proof for the uniqueness theorem for black rings.
VI. BOUNDARY VALUE PROBLEMS FOR BLACK LENSES

Finally, let us consider the boundary value analysis for black lenses. In terms of the Weyl-Papapetrou coordinate system and the rod-structure, the boundary $\partial \Sigma$ of the base space $\Sigma = \{(\rho, z)| \rho > 0, -\infty < z < \infty \}$ is described as a set of three rods and the infinity: Namely,

(i) the outer axis: $\partial \Sigma_+ = \{ (\rho, z)| \rho = 0, k^2 < z < \infty \}$ with the rod vector $v = (0, 1, N)$,
(ii) the horizon: $\partial \Sigma_H = \{ (\rho, z)| \rho = 0, -k^2 < z < k^2 \}$,
(iii) the outer axis: $\partial \Sigma_- = \{ (\rho, z)| \rho = 0, -\infty < z < -k^2 \}$ with the rod vector $v = (0, 1 - N)$,
(iv) the infinity: $\partial \Sigma_\infty = \{ (\rho, z)| \sqrt{\rho^2 + z^2} \to \infty \text{ with } z/\sqrt{\rho^2 + z^2} \text{ finite} \}$.

The above rod structure is similar to that of black holes but now the relation between the nut charge $N$ and the size of the 5-th dimension $L$ is given by $N = (L/2)n$. As mentioned in sec. III, the spatial infinity is topologically a lens space $L(n; 1)$ and hence from the absence of nuts in the black hole exterior region, we can see that the topology of the horizon spatial cross section is $L(n; 1)$. It is clear that how to prove the uniqueness for the black lenses is entirely the same as the black hole case. Accordingly, we can conclude that the two configurations, $M_{[0]}$ and $M_{[1]}$, with the same parameters $(m, J, Q, N, q, c_\phi)$ coincide with each other.

VII. SUMMARY AND DISCUSSIONS

We have shown the uniqueness theorem which states that in five-dimensional minimal supergravity, stationary charged rotating black hole, or black lens is uniquely specified by its asymptotic conserved charges and magnetic flux. Our theorem generalizes the uniqueness theorem for Kaluza-Klein black holes in five-dimensional vacuum Einstein gravity [34], or in five-dimensional Einstein-Maxwell theory [64] to the case of five-dimensional minimal supergravity.

Finally, we comment on the assumption (3) in our proof. This assumption (3) restricts the topologies of the black hole exterior regions to the simplest cases. When there exists a nut, or a bolt —joint points of two spacelike rods—outside the horizon, the rod structure can have the isolated and finite spacelike rod which cannot be connected with infinity. We here call it inner axis. As seen in the proof of black rings, the integration constant $c'$ which is defined by $\psi_\alpha + N'\psi_\omega = c'$ appears in the boundary condition on the inner axis. We have not been able to relate the integration constant to any of the other charges, except for the vacuum case ($q = c_\phi = 0$). We also see that a similar problem just mentioned above occur when we consider uniqueness theorems for multi-rings, black Saturn, or more complicated black objects. This issue deserves to further study.
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Appendix: Coset matrix and the Mazur identity

Here, to be self-contained, we provide the coset matrix representation and the Mazur identity for our non-linear sigma model.

Following [62], we introduce the $G_{2(2)}/SO(4)$ coset matrix, $M$, defined by

$$
M = \begin{pmatrix}
\hat{A}^T & \hat{B} & \sqrt{2}\hat{U}
\hat{B}^T & \hat{C} & \sqrt{2}\hat{V}
\sqrt{2}\hat{U}^T & \sqrt{2}\hat{V}^T & \hat{S}
\end{pmatrix},
$$

(116)

where $\hat{A}$ and $\hat{C}$ are symmetric $3 \times 3$ matrices, $\hat{B}$ is a $3 \times 3$ matrix, $\hat{U}$ and $\hat{V}$ are 3-component column matrices, and $\hat{S}$ is a scalar, defined, respectively, by

$$
\hat{A} = \begin{pmatrix}
[(1 - y)\lambda + (2 + x)\psi\psi^T - \tau^{-1}\hat{\omega}\hat{\omega}^T + \mu(\psi\psi^T\lambda^{-1}\hat{f} - \hat{f}\lambda^{-1}\psi\psi^T)] & \tau^{-1}\hat{\omega} \\
\tau^{-1}\hat{\omega}^T & \tau^{-1}
\end{pmatrix},
$$

\begin{align}
\hat{B} & = \begin{pmatrix}
\hat{B}_1 & \hat{B}_2
\end{pmatrix}, \\
\hat{C} & = \begin{pmatrix}
\hat{C}_1 & \hat{C}_2
\end{pmatrix}, \\
\hat{U} & = \begin{pmatrix}
\hat{U}_1 & \hat{U}_2
\end{pmatrix}, \\
\hat{V} & = \begin{pmatrix}
\hat{V}_1 & \hat{V}_2
\end{pmatrix}, \\
\hat{S} & = \text{constant},
\end{align}
\[
\begin{align*}
\hat{B} &= \left( (\psi \psi^T - \mu \hat{J})\lambda^{-1} - \tau^{-1}\tilde{\omega} \psi^T \hat{J} \left[(-(1 + y)\lambda \hat{J} - (2 + x)\mu + \psi^T \lambda^{-1}\tilde{\omega})\psi + (z - \mu \hat{J} \lambda^{-1}\tilde{\omega}) \right] \right), \\
\hat{C} &= \left( (1 + x)\lambda^{-1} - \lambda^{-1}\psi \psi^T \lambda^{-1} \tilde{\omega} \hat{J} \right) \left[\omega^T \lambda^{-1}\tilde{\omega} - \hat{J}(z - \mu \hat{J} \lambda^{-1})\psi \right], \\
\hat{U} &= \left( (1 + x - \mu \hat{J} \lambda^{-1} - \mu \tau^{-1} \tilde{\omega}) \right), \\
\hat{V} &= \left( (\lambda^{-1} + \mu \tau^{-1} \hat{J})\psi \tilde{\omega} \mu (1 + x - z) \right), \\
\hat{S} &= 1 + 2(x - y),
\end{align*}
\]

with
\[\tilde{\omega} = \omega - \mu \psi, \quad (117)\]
\[x = \psi^T \lambda^{-1} \psi, \quad y = \tau^{-1} \mu^2, \quad z = y - \tau^{-1} \psi^T \hat{J} \tilde{\omega}, \quad (118)\]

and the 2 × 2 matrix,
\[\hat{J} = \left( \begin{array}{cc} 0 & 1 \\ -1 & 0 \end{array} \right). \quad (119)\]

We note that this 7 × 7 matrix \(M\) is symmetric, \(M^T = M\), and unimodular, \(\det(M) = 1\). Since we choose the Killing vector fields \(\xi_\phi\) and \(\xi_\omega\) to be spacelike, all the eigenvalues of \(M\) are real and positive. Therefore, there exists a \(G_{2(2)}\) matrix \(g\) such that
\[M = g g^T. \quad (120)\]

We define a current matrix as
\[J_i = M^{-1} \partial_i M, \quad (121)\]

which is conserved if the scalar fields are the solutions of the equation of motion derived by the action \([1]\). Then, the action \([1]\) can be written in terms of \(J\) and \(M\) as follows
\[
S = \frac{1}{4} \int d\rho dz \rho \text{tr}(J, J^\dagger)
= \frac{1}{4} \int d\rho dz \rho \text{tr}(M^{-1} \partial_i M M^{-1} \partial^i M). \quad (122)
\]

Thus, the matrix \(M\) completely specify the solutions to our system.

Let us now consider two sets of field configurations, \(M_{[0]}\) and \(M_{[1]}\), that satisfy the equations of motion derived from the action, eq. \((122)\). We denote the difference between the value of the functional obtained from the field configuration \(M_{[1]}\) and the value obtained from \(M_{[0]}\) as a bull’s eye \(\odot\), e.g.,
\[J_i = J_{[1]}^i - J_{[0]}^i, \quad (123)\]

where the subscripts \([0]\) and \([1]\) denote, respectively, the quantities associated with the field configurations \(M_{[0]}\) and \(M_{[1]}\). The deviation matrix, \(\Psi\), is then defined by
\[\Psi = M_{[1]}^{-1} M_{[0]} M_{[1]}^{-1} - 1, \quad (124)\]

where \(1\) is the unit matrix. Taking the derivative of this, we have the relation between the derivative of the deviation matrix and \(J_i^\dagger\),
\[D_i^\dagger \Psi = M_{[1]}^\odot J_i^\odot M_{[0]}^{-1}, \quad (125)\]

where \(D_i\) is a covariant derivative associated with the abstract three-metric \(\gamma\). Taking, further, the divergence of the above formula and also the trace of the matrix elements, we have the following divergence identity
\[D_i D_i^\dagger \Psi = \text{tr} \left( J_i^\odot \left[ D_i^\odot M_{[1]}^{-1} J_i^\dagger M_{[0]}^{-1} \right] \right), \quad (126)\]
where we have also used the conservation equation $D_i J^i = 0$. Then, integrating this divergence identity over the region $\Sigma = \{(\rho, z) | \rho \geq 0, -\infty < z < \infty \}$, we obtain the Mazur identity,

$$
\int_{\partial \Sigma} \rho \partial_p \text{tr}\Psi dS^p = \int_{\Sigma} \rho \hat{h}_{pq} \text{tr}(\mathcal{M}^T p \mathcal{M}^T) d\rho dz,
$$

(127)

where $\hat{h}_{pq}$ is the two-dimensional flat metric

$$
\hat{h} = d\rho^2 + dz^2,
$$

(128)

and the matrix $\mathcal{M}$ is defined by

$$
\mathcal{M}^p = \hat{g}^{-1}_{[0]} \int T^p \hat{g}_{[1]}.
$$

(129)
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