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Abstract

Bernstein-von Mises results (BvM) establish that the Laplace approximation is asymptotically correct in the large-data limit. However, these results are inappropriate for computational purposes since they only hold over most, and not all, datasets and involve hard-to-estimate constants. In this article, I present a new BvM theorem which bounds the Kullback-Leibler (KL) divergence between a fixed log-concave density $f(\theta)$ and its Laplace approximation. The bound goes to 0 as the higher-derivatives of $f(\theta)$ tend to 0 and $f(\theta)$ becomes increasingly Gaussian. The classical BvM theorem in the IID large-data asymptote is recovered as a corollary.

Critically, this theorem further suggests a number of computable approximations of the KL divergence with the most promising being:

$$KL(g_{LAP}, f) \approx \frac{1}{2} \text{Var}_{\theta \sim g(\theta)} (\log f(\theta) - \log g_{LAP}(\theta))$$

An empirical investigation of these bounds in the logistic classification model reveals that these approximations are great surrogates for the KL divergence. This result, and future results of a similar nature, could provide a path towards rigorously controlling the error due to the Laplace approximation and more modern approximation methods.

Introduction

Bayesian inference is intrinsically plagued by computational problems due to the fact that its key object, the posterior distribution $f(\theta|\text{Data})$, is computationally hard to approximate. Solutions to this challenge can be roughly decomposed into two classes. Sampling methods, dating back to the famed Metropolis-Hastings algorithm (Metropolis et al. [1953], Hastings [1970]), provide a first possible solution: approximate the posterior using a large number of samples whose marginal distribution is the posterior distribution (Brooks et al. [2011]). Any expected value under the posterior can then be approximated using the corresponding empirical mean in the samples. A second solution is provided by Variational methods which aim to find the member of a parametric family $g(\theta; \lambda)$ which is the closest (in some sense) to the posterior $f(\theta|\text{Data})$ (Blei et al. [2017]). For example, the historical Laplace approximation (Laplace [1820]) proposes to approximate the posterior by a Gaussian centered at the Maximum A Posterior value while the more modern Gaussian Variational Approximation finds a Gaussian which minimizes the reverse Kullback-Leibler divergence (KL) (Opper and Archambeau [2009]). Computationally, the choice between the two corresponds to a trade-off between accuracy (the error of sampling methods typically converges at speed $s^{-1/2}$ where $s$ is the number of samples, while Variational methods will always have some residual error) and speed (Variational methods tend to quickly and cheaply find the best approximation; e.g. Nickisch and Rasmussen [2008]). Currently, Variational methods are furthermore held back by the fact that they are perceived to be unrigorous approximations due to the absence of results guaranteeing their precision.
One limit for which Variational methods are particularly interesting is for large datasets. Indeed, as the number of datapoints grows, sampling methods struggle computationally since the calculation of one additional sample requires a pass through the whole dataset (but see Bardenet et al. [2014], Chen et al. [2014], Maclaurin and Adams [2015], Bardenet et al. [2017] for modern attempts at tackling this issue). In contrast, Variational methods are still able to tackle these large datasets since they can leverage the computational prowess of optimization. For example, it is straightforward to solve an optimization problem while accessing only subsets (or batches) of the data at any one time, thus minimizing the memory cost of the method while evaluation of the Metropolis-Hastings ratio on subsets of the data is much trickier.

Furthermore, in the large-data limit, it is known that the posterior distribution becomes simple: it tends to be almost equal to its Laplace approximation (with total variation error typically scaling as \(O_P\left(n^{-1/2}\right)\) if the dimensionality \(p\) is fixed), a result known as the Bernstein-von Mises theorem (BvM; Van der Vaart [2000], Kleijn et al. [2012]). Intuitively, we should thus expect that Variational methods would typically have smaller error as \(n\) grows larger.

However, existing variants of the BvM theorem fail to be useful in characterizing whether, for a given posterior \(f(\theta|\text{Data})\) and a given approximation \(g(\theta)\), this approximation is good enough or not. This might be due to historical reasons since the BvM theorems might have aimed instead at proving that Bayesian methods are valid in the frequentist paradigm (under correct model specification; Kleijn et al. [2012]).

In this article which expands upon the preliminary work in Dehaene [2017], I propose to extend the scope of BvM theorems by proving (Th.5 and Cor.7) that the distance (measured using the KL divergence) between a log-concave density \(f(\theta)\) on \(\mathbb{R}^p\) and its Laplace approximation \(g_{LAP}(\theta)\) can be (roughly and with caveats) approximated using the “Kullback-Leibler variance”:

\[
KL\left(g_{LAP}, f\right) \approx \frac{1}{2} \text{Var}_{\theta \sim g(\theta)} \left[\log \left[ f(\theta) \right] - \log \left[ g_{LAP}(\theta) \right] \right]
\]

(1)

thus yielding a computable quantity assessment of whether, in a given problem, the Laplace approximation is good enough or not. Furthermore, the KL divergence scales at most as:

\[
KL\left(g_{LAP}, f\right) = O\left(\Delta_3^2 p^3\right)
\]

(2)

where the scalar \(\Delta_3\) (defined in eq.42 below) measures the relative strength of the third-derivative compared to the second-derivative of \(\log[f(\theta)]\). In the conventional large-data limit, \(\Delta_3\) scales as \(O_P(n^{-1})\) (Cor.6) and this result thus recovers existing BvM theorems since the total variational distance scales as the square-root of the KL divergence due to Pinsker’s inequality.

This article is organized in the following way. Section 1 introduces key notations and gives a short review of existing BvM results. Section 2 then introduces three preliminary propositions which give deterministic approximations of \(KL(g_{LAP}, f)\). These approximations are limited, but provide a key stepping stone towards Th.5. Section 3 then presents the main result, Th.5, and shows that the classical BvM theorem in the IID large-data limit is recovered as Cor.6. Next, I show that Th.6 yields computable approximations of \(KL(g_{LAP}, f)\) and investigate them empirically in the linear logistic classification model. Finally, Section 5 discusses the significance of these findings and how they can be used to derive rigorous Bayesian inferences from Laplace approximations of the posterior distribution.

Note that, due to the length of the proofs, I only give sketches of the proofs in the main text. Fully rigorous proofs are given in the appendix.

1 Notations and background

1.1 Notations

Throughout this article, let \(\theta \in \mathbb{R}^p\) denote a \(p\)-dimensional random variable. I investigate the problem of approximating a probability density:

\[
f(\theta) = \exp(-\phi_f(\theta) - \log(Z_f))
\]

(3)
using its Laplace approximation:

\[ g_{\text{LAP}}(\theta) = \exp(-\phi_g(\theta) - \log(Z_g)) \]

\[ = \exp\left(-\frac{1}{2}(\theta - \mu)^T \Sigma^{-1}(\theta - \mu) - \log(Z_g)\right) \]

I will distinguish whether variables have distribution \( f \) or \( g \) through the use of indices (e.g. \( \theta_f, \theta_g \)) or through more explicit notation. Recall that the mean and covariance of \( g_{\text{LAP}} \) are as follows: \( \mu \) is the maximum of \( f(\theta) \) and \( \Sigma \) is the inverse of the negative log-Hessian of \( f(\theta) \):

\[ \mu = \arg\min_{\theta} \phi_f(\theta) \]

\[ \Sigma^{-1} = H_{\phi_f}(\mu) \]

The Laplace approximation thus corresponds to a quadratic Taylor approximation of the maximum of \( f(\theta) \) or through more explicit notation. Recall that the mean and covariance of \( g_{\text{LAP}} \) are unique, straightforward to compute through gradient descent and \( f(\theta) \) is a log-concave density function, a family with many interesting properties (see Saumard and Wellner [2014] for a thorough review). Note that, in a Bayesian context, it is straightforward to guarantee that the posterior is log-concave since it follows from the prior and all likelihoods being log-concave. These assumptions could be weakened but at the cost of a sharp loss of clarity.

I will furthermore assume that \( \phi_f \) is a strictly convex function that can be differentiated at least three times. This ensures that \( \mu \) is unique, straightforward to compute through gradient descent and \( f(\theta) \) is a log-concave density function, a family with many interesting properties (see Saumard and Wellner [2014] for a thorough review). Note that, in a Bayesian context, it is straightforward to guarantee that the posterior is log-concave since it follows from the prior and all likelihoods being log-concave. These assumptions could be weakened but at the cost of a sharp loss of clarity.

I will measure the distance between \( f \) and \( g \) using the Kullback-Leibler divergence:

\[ KL(g, f) = E_{\theta \sim g(\theta)} \left( \log \left( \frac{g(\theta)}{f(\theta)} \right) \right) \]

\[ KL(f, g) = E_{\theta \sim f(\theta)} \left( \log \left( \frac{f(\theta)}{g(\theta)} \right) \right) \]

I will refer to these as the forward (from truth to approximation) KL divergence \( KL(f, g) \) and the reverse (approximation to truth) KL divergence \( KL(g, f) \) in order to distinguish them.

The KL divergence is a positive quantity which upper-bounds the total-variation distance through the Pinsker inequality:

\[ d_{\text{TV}}^2(g, f) \leq \frac{1}{2} KL(g, f) \]

Contrary to the total-variation distance, the KL divergence is not symmetric nor does it generally respect a triangle inequality.

In order to state convergence results, I will use the probabilistic big-O and small-o notations. Recall that \( X_n = O_P(a_n) \) is equivalent to the sequence \( X_n/a_n \) being bounded in probability: for any \( \epsilon > 0 \), there exists a threshold \( \delta \) such that:

\[ \forall n \ P \left( \left| \frac{X_n}{a_n} \right| > \delta \right) \leq \epsilon \]

while \( X_n = o_P(a_n) \) is equivalent to the sequence \( X_n/a_n \) converging weakly to 0, i.e. for any threshold \( \delta \):

\[ P \left( \left| \frac{X_n}{a_n} \right| > \delta \right) \to 0 \]

Finally, my analysis strongly relies on three key changes of variables. First, I will denote with \( \tilde{\theta} \) the affine transformation of \( \theta \) such that \( g \) is the standard Gaussian distribution:

\[ \tilde{\theta} = \Sigma^{-1/2} (\theta - \mu) \]

Densities and log-densities on the \( \tilde{\theta} \) space will be denoted as \( \tilde{f}, \tilde{g}_{\text{LAP}}, \tilde{\phi}_f, \tilde{\phi}_g \).

Second, I will further consider a switch to spherical coordinates in the \( \tilde{\theta} \) referential:

\[ \tilde{\theta} = re \quad r \in \mathbb{R}^+, \ e \in S^{p-1} \]

\[ r = \|\tilde{\theta}\|_2 \]

\[ e = \frac{\tilde{\theta}}{\|\tilde{\theta}\|_2} \]
where $S^{p-1}$ is the $p$-dimensional unit sphere. Recall that, under the Gaussian distribution $\theta_{LAP}$, $r, e$ are independent, $r$ is a $\chi_p$ random variable and $e$ is a uniform random variable over $S^{p-1}$.

Finally, for technical reasons, I do not work with the radius $r$ but with its cubic root $c$:

$$r = c^3$$

(15)

This change of variable plays a key role in the derivation of Theorem 5 as detailed in section 5.

1.2 The Bernstein-von Mises theorem

The Bernstein-von Mises theorem asserts that the Laplace approximation is asymptotically correct. While it was already intuited by Laplace (Laplace [1820]), the first explicit formulations date back to separate foundational contributions by Bernstein [1911] and von Mises [1931]. The first rigorous proof was given by Doob [1949].

We focus here on the IID setting, which is the easiest to understand but the result can be derived in the very general Locally Asymptotically Normal setup (LAN, Van der Vaart [2000], Kleijn et al. [2012]).

Consider the problem of analyzing $n$ IID datapoints $X_i$, with common density $d(x)$, according to some Bayesian model, composed of a prior $f_0(\theta) = \exp(-\phi_0(\theta))$ and a conditional model describing the conditional IID distribution of $X|\theta$ with density $d(x|\theta)$. The posterior is then:

$$f_n(\theta) = f(\theta|x_1 \ldots x_n)$$

$$\propto f_0(\theta) \prod_{i=1}^n d(X_i = x_i|\theta)$$

(16)

(17)

Noting $NLL_i = -\log[(X_i = x_i|\theta)]$ the negative log-density due to the $i^{th}$ datapoint, and $\phi_n(\theta)$ the negative log-density of the joint distribution $f_n(\theta, x_1 \ldots x_n)$, we have:

$$\phi_n(\theta) = \phi_0(\theta) + \sum_{i=1}^n NLL_i(\theta)$$

$$= n \left[ \frac{1}{n} \phi_0(\theta) + \frac{1}{n} \sum_{i=1}^n NLL_i(\theta) \right]$$

(18)

(19)

The trivial rewriting in eq. (19) makes explicit that $\phi_n(\theta)$ is somewhat akin to a biased empirical mean of the $NLL_i(\theta)$ which are IID function-valued random variables, a structure they inherit from the $X_i$ being IID.

Critically, the BvM theorem does not require correct model specification, i.e. for the data-generating density $d(x)$ to correspond to one of the inference-model densities $d(x|\theta)$. Note that this requires us to reconsider what is the goal of the analysis since it means that there is no true value $\theta_0$ such that $d(x|\theta_0) = d(x)$. As an alternative, we might try to recover the value of $\theta$ such that the conditional density is the closest to the truth. Both Maximum Likelihood Estimation (MLE) and Bayesian inference behave in this manner and aim at recovering the parameter $\theta_0$ which minimizes the KL divergence:

$$\theta_0 = \arg\min_\theta [KL(d(x), d(x|\theta))]$$

(20)

which is equivalent to minimizing the theoretical average of the $NLL_i$:

$$\theta_0 = \arg\min_\theta [E_X(NLL(\theta))]$$

(21)

The connection is particularly immediate for the MLE since it aims at recovering the minimum of the theoretical average by using the minimum of the empirical average $\frac{1}{n} \sum_{i=1}^n NLL_i(\theta)$.

Three technical conditions need to hold in order for the BvM theorem to apply in the IID setting:

1. The prior needs to put mass on all neighborhoods of $\theta_0$. If not, then the prior either rules out $\theta_0$ or $\theta_0$ is on the edge of the prior. Both possibilities modify the limit behavior heavily.
2. The posterior needs to concentrate around $\theta_0$ as $n \to 0$. More precisely, for any $\epsilon > 0$, the posterior probability of the event $||\theta - \theta_0||_2 \leq \epsilon$ needs to converge to 1. Recall that the posterior is random since it inherits its randomness from the sequence $X_i$, this is thus a convergence in probability:

$$\mathbb{P}_{\theta \sim f_n(\theta)} [||\theta - \theta_0||_2 \leq \epsilon] = 1 + o_P(1)$$

(22)

This is a technical condition that ensures that the posterior is consistent in recovering $\theta_0$ as $n$ grows. This is very comparable to the necessity of assuming that the MLE is consistent in order for it to exhibit Gaussian limit behavior (Van der Vaart [2000]).

3. The function-valued random variables $NLL$ needs to have a regular distribution. More precisely:

(a) The theoretical average function: $\theta \to \mathbb{E}(NLL(\theta))$ needs to have a strictly positive Hessian at $\theta_0$.

(b) The gradient of $NLL$ at $\theta_0$ must have finite variance.

(c) In a local neighborhood around $\theta_0$, $NLL$ is $m$-Lipschitz where $m$ is a random variable such that $\mathbb{E}(m^2)$ is finite.

Under such assumptions, then the posterior distribution becomes asymptotically Gaussian, in that the total-variation distance between the posterior $f_n(\theta)$ and its Laplace approximation $g_{LAP,n}(\theta)$ converges to 0 as:

$$d_{TV}(f_n, g_{LAP,n}) = O_P\left(\frac{1}{\sqrt{n}}\right)$$

(23)

Indeed, both $f_n$ and $g_{LAP,n}$ inherit their randomness from the random sequence $X_i$ and the distance between the two is thus random. The BvM theorem establishes furthermore that Bayesian inference is a valid procedure for frequentist inference in that it is equivalent in the large $n$ limit to Maximum Likelihood Estimation. Furthermore, under correct model specification, Bayesian credible intervals are also confidence intervals (Kleijn et al. [2012]).

However, BvM theorems of this nature are limited in several ways. One trivial but worrying flaw is that they ignore the prior. If we consider for example a “strong” Gaussian prior with small variance, then when $n$ is small, the likelihood will have negligible influence on the posterior, and we intuitively expect that the posterior will be almost equal to its Laplace approximation. Existing theorems fail to establish this. Furthermore, such BvM theorems are of a different probabilistic nature than normal Bayesian inference. Indeed, in BvM theorems, the probability statement is made a-priori from the data $X_i$. The result thus applies to the typical posterior and not to any specific one. This complicates the application of such results in a Bayesian setting where the focus is instead in making probabilistic statements conditional on the data. Finally, these theorems are also of limited applicability due to their reliance on theoretical quantities that are inaccessible directly and hard to estimate, like the random Lipschitz constant $m$ and its second moment $\mathbb{E}(m^2)$.

In this article, I will prove a theorem which addresses these limits and gives a sharp approximation of the KL divergence between the Laplace approximation $g_{LAP}(\theta)$ and a fixed log-concave target $f(\theta)$. This bound recovers the classical BvM theorem in the classical large-data limit setup that we have presented here (see Section 3.3). Finally, this bound identifies both the small $n$ and large $n$ regimes in which the posterior is approximately Gaussian (see Section 4.2).

## 2 Three limited deterministic BvM propositions

In this section, I present three simple propositions that are almost-interesting deterministic BvM results. However, all three fall short due to either relying on assumptions that are too restrictive or referring to quantities that are unwieldy. Even then, they still are useful both in building intuition on BvM results and as a gentle introduction into important tools for the proof of Theorem 5.

Note that, while they are restricted in other ways, the following propositions hold under more general assumptions than only for log-concave $f(\theta)$ and for its Laplace approximation $g_{LAP}(\theta)$, as emphasized in every section and in the statement of the propositions.
2.1 The "Kullback-Leibler variance"

Throughout this subsection, let \( f(\theta) \) and \( g(\theta) \) be any probability densities. The KL divergence between \( g \) and \( f \) corresponds to the first moment of the random variable \( \phi_f(\theta) - \phi_g(\theta) + \log(Z_f) - \log(Z_g) \) under the density \( g(\theta) \):

\[
KL(g, f) = \mathbb{E}_{\theta \sim g(\theta)} \left[ \log \left( \frac{g(\theta)}{f(\theta)} \right) \right] = \mathbb{E}_{\theta \sim g(\theta)} \left[ \phi_f(\theta) - \phi_g(\theta) + \log(Z_f) - \log(Z_g) \right]
\]

It is very hard to say anything about this quantity since it requires knowledge of both normalization constants \( Z_f \) and \( Z_g \). Outside of the handful of probability distributions for which the integral is finite, \( KL(g, f) \) is not necessarily restricted to being Gaussian.

Another possible path towards avoiding the normalization constants in the KL divergence is given by the log-Sobolev inequality (LSI, \cite{BakryEmery1985, OttoVillani2000}). The LSI

2.2 The log-Sobolev inequality

Throughout this subsection, \( g(\theta) \) is not restricted to being the Laplace approximation of \( f(\theta) \) and is not necessarily restricted to being Gaussian.

Another possible path towards avoiding the normalization constants in the KL divergence is given by the Log-Sobolev Inequality (LSI, \cite{BakryEmery1985, OttoVillani2000}). The LSI
relates the KL divergence, which requires knowledge of the normalization constants, to the relative Fisher information defined as:

\[ RIF (g, f) = \mathbb{E}_{\theta \sim g(\theta)} \left[ \| \nabla \phi_f (\theta) - \nabla \phi_g (\theta) \|^2 \right] \]  

(33)

which does not require the normalization constants due to the derivative.

A key theorem by Bakry and Émery [1985] shows that the relationship between KL and RIF can be controlled by the minimal curvature of \( \phi_f \), i.e. the smallest eigenvalue of the matrices \( H \phi_f (\theta) \).

In order for the LSI to hold, this minimal curvature needs to be strictly positive, i.e. \( \phi_f (\theta) \) needs to be strongly log-concave (Saumard and Wellner [2014]). The LSI is usually stated in the following form.

**Theorem 2.** LSI [Bakry and Émery [1985]; Otto and Villani [2000] Th.2].

If \( f (\theta) \) is a \( \lambda \)-strongly log-concave density, i.e.

\[ \forall \theta \quad H \phi_f (\theta) \geq \lambda I_p \]  

(34)

then, for any \( g (\theta) \), the reverse KL divergence is bounded:

\[ KL (g, f) \leq \frac{1}{2\lambda} RIF (g, f) \]  

(35)

There are two possible ways to transform the LSI into a BvM result: either we can assume that \( f (\theta) \) is strongly log-concave or we can use the fact that a Gaussian distribution is strongly log-concave. The following two propositions correspond to these two direct applications of the LSI.

**Proposition 3.** Loose/restrictive LSI bound on \( KL (g, f) \).

If \( f (\theta) \) is strongly log-concave so that there exists a strictly positive matrix \( H_{\text{min}} \) such that:

\[ \forall \theta \quad H \phi_f (\theta) \geq H_{\text{min}} \]  

(36)

then, for any approximation \( g (\theta) \), the reverse KL divergence is bounded:

\[ KL (g, f) \leq \frac{1}{2} \mathbb{E}_{\theta \sim g(\theta)} \left[ (\nabla \phi_f (\theta) - \nabla \phi_g (\theta)) H_{\text{min}}^{-1} (\nabla \phi_f (\theta) - \nabla \phi_g (\theta)) \right] \]  

(37)

**Proposition 4.** Unwieldy LSI bound on \( KL (f, g) \).

If \( g (\theta) \) is a Gaussian with covariance \( \Sigma \), then for any \( f (\theta) \) the forward KL divergence is bounded:

\[ KL (f, g) \leq \frac{1}{2} \mathbb{E}_{\theta \sim f(\theta)} \left[ (\nabla \phi_f (\theta) - \nabla \phi_g (\theta)) \Sigma^{-1} (\nabla \phi_f (\theta) - \nabla \phi_g (\theta)) \right] \]  

(38)

Both of these propositions offer an interesting alternative to the KL divergence which can be useful to build heuristic understanding of the BvM result but they fail to be useful in practice.

Prop 3 fails short due to the severity of assuming that the target density \( f (\theta) \), i.e. the posterior in a Bayesian context, is strongly log-concave. Indeed, in order for the bound of Prop 3 to be tight, the minimal curvature \( H_{\text{min}} \) needs to be comparable to the curvature at the MAP value: \( H \phi_f (\theta_{\text{MAP}}) \), or more generally to be representative of the typical curvature. For a typical posterior distribution, these quantities widely differ with the mode being much more peaked than any other region of the posterior distribution, or at least much more peaked than the region with minimum curvature.

Prop 4 fails short for very different reasons. Indeed, it comes with absolutely no restrictions on the target density \( f (\theta) \). However, it bounds the KL divergence with an expected value of a complicated quantity under the target \( f (\theta) \). Dealing with an expected value under \( f (\theta) \) is as complicated as tackling the normalization constant \( Z_f \) for theoretical or computational purposes which makes Prop 4 inapplicable.

## 3 Gaussian approximations of simply log-concave distributions

This section first details the assumptions required and then presents the main result of this article, Theorem 3, establishing an approximation of \( KL (g, f) \) that is well-suited to computational and theoretical investigations of the quality of the Laplace approximation. Finally, I show how to recover the classical IID BvM Theorem as a corollary.
3.1 Assumptions

In this first subsection, I present the assumptions required for Theorem 5 to hold and discuss the reasons why they are necessary. I differ the discussion of their applicability in a Bayesian context to Section 5.

In order for the Laplace approximation $g_{\text{LAP}}(\theta)$ to be close to $f(\theta)$, we need assumptions that control $f(\theta)$ at two qualitatively different levels.

First, we need global control over the shape of $f(\theta)$ so that we can avoid trivial counter-examples such as the following mixture of two Gaussians where the second Gaussian has a very high-variance:

$$f(\theta) = \frac{1}{2} \Phi(\theta; 0, I_p) + \frac{1}{2} \Phi(\theta; 0, 10^{100} I_p)$$  \hspace{1cm} (39)

where $\Phi$ denotes the density of the Gaussian with a given mean and covariance. Around the mode $\mu = 0$, the density $f(\theta)$ is completely dominated by the component with the small variance and the Laplace approximation would completely ignore the second component. The Laplace approximation would then miss half of the mass of $f(\theta)$ and would thus provide a very poor approximation. Less artificial examples are straightforward to construct with fat tails instead of a mixture component.

In the present article, I propose to achieve global control by assuming that $f(\theta)$ is log-concave. Log-concave distributions are not only unimodal but they have tails that decay at least exponentially. As such, it is thus impossible for a lot of mass of $f(\theta)$ to be hidden in the tails and the Laplace approximation thus necessarily captures the global shape of $f(\theta)$. Please see Saumard and Wellner (2014) for a thorough review of their properties.

However, global control is not enough. Since the Laplace approximation is based on a Taylor expansion of $\phi_f(\theta)$ to second order, we need local control on the regularity of $\phi_f(\theta)$. We will do so by assuming that $\phi_f$ is differentiable three times and by controlling the third derivative of $\phi_f(\theta)$ which is an order-3 tensor: a linear operator which takes as input three vectors $v_1, v_2, v_3$ and returns a scalar:

$$\phi_f^{(3)}(\theta)[v_1, v_2, v_3] = \frac{\partial^3}{\partial \alpha_1 \partial \alpha_2 \partial \alpha_3} \phi_f(\theta + \alpha_1 v_1 + \alpha_2 v_2 + \alpha_3 v_3)$$  \hspace{1cm} (40)

The size of the third derivative can be measured by using the max norm which measures the maximum relative size of the inputted vectors and outputted scalar:

$$\|\phi_f^{(3)}(\theta)\|_{\text{max}} = \max_{v_1, v_2, v_3} \|\phi_f^{(3)}(\theta)[v_1, v_2, v_3]\|_{\|v_1\|_2, \|v_2\|_2, \|v_3\|_2}$$  \hspace{1cm} (41)

The smaller the third-derivative, the more accurate the Taylor expansion of $\phi_f(\theta)$ to second order. However, a key technical point is that the absolute size of the third-derivative is not what matters. What matters instead is the relative size of the third-derivative to the second, and more precisely to the Hessian matrix at the mode: $\Sigma^{-1} = H \phi_f(\mu)$. One possibility to measure this relative size is to compute the third-derivative of the log-density on the standardized space $\tilde{\theta}$: $\tilde{\phi}_f(\tilde{\theta})$. Theorem 5 establishes that the maximum of the max-norms as we vary $\theta$ is the key component that controls the distance between $f(\theta)$ and $g_{\text{LAP}}(\theta)$. We will denote this key quantity as $\Delta_3$:

$$\Delta_3 = \max_{\theta} \|\phi_f^{(3)}(\theta)\|_{\text{max}}$$  \hspace{1cm} (42)\hspace{1cm}=

$$\max_{\theta, v_1, v_2, v_3} \|\phi_f^{(3)}(\theta)[\Sigma^{-1/2} v_1, \Sigma^{-1/2} v_2, \Sigma^{-1/2} v_3]\|_{\|v_1\|_2, \|v_2\|_2, \|v_3\|_2}$$  \hspace{1cm} (43)

Note that it is already NP-hard to compute exactly the max norm of an order 3 tensor (Hillar and Lim (2013)). $\Delta_3$ is thus potentially computationally tricky to compute. However, this value is only required in order to control the higher-order error terms and, for computational concerns, we will be able to focus instead on the dominating term. The precise value of $\Delta_3$ can then be bounded very roughly or ignored.
3.2 A general deterministic bound

3.2.1 Structure of the proof

Given the two assumptions that the target density is log-concave and regular, as measured by the scalar $\Delta_3$, it is possible to precisely bound the KL divergence $KL(g_{LAP}, f)$. The bound is actually derived from a direct application of Prop.1 and Prop.3 despite their flaws. This subsection gives an overview of the structure of the proof. Full details are presented in the appendix.

The key step is the use of a tricky change of variables from $\theta$ to the standardized variable $\tilde{\theta}$ and finally to spherical coordinates in $\tilde{\theta}$:

$$\theta = \mu + \Sigma^{1/2} \tilde{\theta}$$

$$\tilde{\theta} = r e$$

where $e$ takes values over the $p$-dimensional unit sphere $S^{p-1}$.

Under the distribution $g_{LAP}$, the pair of random variables $r_g, e_g$ is simple. Indeed, it is a basic result of statistics that they are independent and that $e$ is a uniform random variable over $S^{p-1}$ while $r_g$ is a $\chi_p$ random variable (Appendix Lemma[17]). Expected values under $g_{LAP}$ are thus still simple to compute in the $(r, e)$ parameterization. Furthermore, the KL divergence has the nice feature that it is invariant to bijective changes of variables. This change of variable thus decomposes the KL divergence of interest: $KL(g_{LAP}, f)$ into the KL divergence due to $e$ and that due to $r$ (Appendix Lemma[16]). More precisely, we have:

$$KL(g_{LAP}, f) = KL(e_g, e_f) + \mathbb{E}_{e \sim g_{LAP}(e)} [KL(r_g, r_f|e)]$$

where $KL(e_g, e_f)$ is the KL divergence between the marginal distributions of $e$ under $g_{LAP}$ and $f$ and $KL(r_g, r_f|e)$ is the KL divergence between the conditional of distribution of $r$ under $g_{LAP}$ and $f$.

This decomposition already resurrects Proposition[7]. Indeed, the random direction $e$ takes values over a compact region of space. There is thus going to be a maximum for the difference between the log-densities $\log[f(e)] - \log[g_{LAP}(e)]$ which means that we will be able to approximate $KL(e_g, e_f)$ using the KL variance $KL_{var}(e_g, e_f)$ and precisely bound the error.

Computation of the $KL_{var}$ is further simplified because $g(e)$ is constant. Thus, the variance only comes from $f(e)$. However, computing $\log[f(e)]$ would be slightly tricky here since that would involve a slightly unwieldy integral against $r$. An additional useful trick thus consists in replacing $\log[f(e)]$ with its Evidence Lower Bound (ELBO) computed under the approximation distribution $g_{LAP}(r)$:

$$\log[f(e)] \approx ELBO(e)$$

where $C$ is a constant that does not depend on $e$ and thus does not affect the KL variance. This error of this approximation of $\log[f(e)]$ is precisely equal to $KL(r_g, r_f|e)$ which we now turn to bounding.

The KL divergence between $r_g$ and $r_f|e$ is still challenging. While $r_g$ is strongly log-concave, $r_f|e$ cannot be guaranteed to be more than simply log-concave without additional highly-damaging assumptions. This is due to the tail of $r_f|e$ where the curvature could tend to 0. An additional trick comes into play here: changing the variable from the radius $r$ into its cubic-root $c$:

$$r = c^3$$

Once more, this does not modify the KL divergence, but it does modify the properties of the problem in interesting ways. Indeed, we can now prove that $f(c|e)$ is necessarily strongly log-concave and that its minimum log-curvature tends to the minimum log-curvature of $g_{LAP}(c)$. This unlocks applying the LSI in the interesting direction of Proposition[3] thus yielding a bound on the KL divergence:

$$KL(r_g, r_f|e) = KL(c_g, c_f|e)$$

$$\leq \frac{1}{2\lambda} RI_F [g(c), f(c|e)]$$
3.2.2 Statement of the Theorem

By combining the approximations of both halves of \( KL(g_{LAP}, f) \), we obtain the following Theorem.

**Theorem 5.** A deterministic BvM theorem.

For any log-concave distribution \( f(\theta) \) supported on \( \mathbb{R}^p \) and its Laplace approximation \( g_{LAP}(\theta) \), in the asymptote \( \Delta_3 p^{3/2} \to 0 \) the reverse KL divergence scales as:

\[
\begin{align*}
KL(g_{LAP}, f) &= KL(e_g, e_f) + \mathbb{E}_{e \sim g_{LAP}(e)}[KL(r_g, r_f|e)] \\
KL(r_g, r_f|e) &\leq O\left((\Delta_3)^2 p^2\right) \\
&\leq \frac{1}{2p^{2/3}} e_3^{3/2} \left[r^{4/3} \left(e^T \nabla \hat{\phi}_f(re) - r \right)^2\right] + O\left((\Delta_3)^3 p^{9/2}\right) \\
KL(e_g, e_f) &= O\left((\Delta_3)^2 p^3\right) \\
&= \frac{1}{2} \text{Var}_{e \sim g_{LAP}(e)} \left[\mathbb{E}_{r \sim g_{LAP}(r)} \left[\hat{\phi}_f(re) - \frac{1}{2} r^2\right]\right] + O\left((\Delta_3)^3 p^{9/2}\right) \\
&\leq \frac{1}{2}KL_{\text{var}}(g_{LAP}, f) + O\left((\Delta_3)^3 p^{9/2}\right)
\end{align*}
\]

The reverse KL thus goes to 0 as:

\[
KL(g_{LAP}, f) = O\left((\Delta_3)^2 p^3\right)
\]

This theorem establishes an upper-bound on the rate at which the KL divergence goes to 0 in the large data limit. Critically, this convergence is slower for higher-dimensional probability distributions. It is unclear whether this rate is optimal or pessimistic. We discuss this point further in section 5 where we give an example which scales at this rate but is much less regular than assumed by the theorem since it is continuous in \( r \) but not in \( e \). However, a careful investigation of the proof reveals that the theorem of the proof does not make use of the \( e \)-continuity of \( f \) and this example is thus still very interesting in establishing one worst case of the theorem.

Another important aspect of Theorem 5 to note is that the first order term of the error is only expressed as expected values under \( g_{LAP} \). It is thus straightforward to approximate this term by sampling from \( g_{LAP} \). I take advantage of this property in section 4 in order to give computable asymptotically-correct approximations of the KL divergence.

3.3 Recovering the classical IID theorem

Theorem 5 can be used to recover the classical BvM Theorem that we have presented in Section 1.2. I only briefly sketch the analysis here while I provide a fully rigorous proof in Appendix section C.

First, we need to extend the setup of Section 1.2 so that the assumptions of Theorem 5 hold. This only requires two additional assumptions. First, we need the negative log-prior and all negative log-likelihoods \( NLL_i \) to be strictly convex so that the posterior is guaranteed to be log-concave. Second, we need to control the size of the third log-derivative of the prior and the typical size of the third derivative of the negative log-likelihoods \( NLL_i \).

More precisely, let \( \theta_0 \) denote the pseudo-true parameter value, and let \( J \) be the Hessian-based version of the Fisher information:

\[
J = \mathbb{E}_{NLL}[H_{NLL}(\theta_0)]
\]

Then, let \( \Delta_i \) denote the (random) maximum of the third derivative of \( NLL_i \), normalized by \( J^{1/2} \):

\[
\Delta_i = \max_{\theta, v_1, v_2, v_3} \left[\frac{NLL_i^{(3)}(\theta)}{\|v_1\|_2 \|v_2\|_2 \|v_3\|_2}\right]
\]

Note that this normalization by \( J \) is comparable to the normalization by \( \Sigma^{-1/2} \) in the definition of \( \Delta_3 \) (eq. 42) since asymptotically we will have \( \Sigma^{-1} \approx nJ \). We will assume that \( \mathbb{E}(\Delta_i) \) is finite.
We will similarly assume that the equivalent value computed on the prior term $n$ is finite:

$$
\Delta^{(0)} = \max_{\theta, v_1, v_2, v_3} \frac{\phi_0^{(3)} (\theta)}{v_1 \| v_2 \| v_3} \left[ J^{1/2}v_1, J^{1/2}v_2, J^{1/2}v_3 \right]
$$

(61)

Under these assumptions, the MAP estimator constructed from the first $n$ likelihoods, $\hat{\theta}_n$ is a consistent estimator of $\theta_0$ and asymptotically Gaussian with variance decaying at rate $n^{-1}$ (Appendix Lemma 33, Appendix Prop. 34). As a consequence, the variance of the $n^{th}$ Laplace approximation $g_{\text{LAP},n}$ scales as (using a law-of-large-numbers approximation of the sum):

$$
(S_n)^{-1} = H \phi_0 (\hat{\theta}_n) + \sum_{i=1}^{n} H NLL_i (\hat{\theta}_n)
$$

(62)

$$
= H \phi_0 (\theta_0) + \sum_{i=1}^{n} H NLL_i (\theta_0) + O_p (1)
$$

(63)

$$
= H \phi_0 (\theta_0) + nJ + O_p (1)
$$

(64)

$$
= nJ + O_p (1)
$$

(65)

The scaled third log-derivative of the log-posterior then scales approximately as (using the sub-additivity of maxima):

$$
\Delta_{3,n} = \max_{\theta, v_1, v_2, v_3} \frac{\phi_3^{(3)} (\theta)}{v_1 \| v_2 \| v_3} \left[ \Sigma_n^{-1/2} \Sigma_n^{-1/2} \Sigma_n^{-1/2} \right]
$$

(66)

$$
\approx n^{-3/2} \max_{\theta, v_1, v_2, v_3} \frac{\phi_3^{(3)} (\theta)}{v_1 \| v_2 \| v_3} \left[ J^{1/2}v_1, J^{1/2}v_2, J^{1/2}v_3 \right]
$$

(67)

$$
\lesssim n^{-3/2} \left( \Delta^{(0)} + \sum_{i=1}^{n} \Delta^{(i)} \right)
$$

(68)

From a law-of-large-numbers argument, the sum $\sum_{i=1}^{n} \Delta^{(i)}$ scales approximately as $nE(\Delta^{(i)})$ and $\Delta_{3,n}$ thus scales at most as $n^{-1/2}$. It is furthermore straightforward to establish through a law-of-large-numbers argument that this rate cannot generally be improved if any $\theta$ is such that $E(NLL_i^{(3)})$ is non-zero.

The following corollary of Theorem 5 summarizes this chain of reasoning.

**Corollary 6.** Bernstein-von Mises: IID case.

Let $f_n (\theta)$ be the posterior distribution:

$$
f_n (\theta) \propto \exp \left( -\phi_0 (\theta) - \sum_{i=1}^{n} NLL_i (\theta) \right)
$$

(69)

where the $NLL_i$ are IID function-valued random variables. Let $g_{\text{LAP},n} (\theta)$ be the Laplace approximation of $f_n (\theta)$ and $J$ be the Hessian-based Fisher information:

$$
J = E_{NLL} [H NLL (\theta_0)]
$$

(70)

If $J > 0$ and $\phi_0$ and all $\text{NLL}_i$ are log-concave and have controlled third-derivatives:

$$
\Delta^{(0)} = \max_{\theta, v_1, v_2, v_3} \frac{\phi_0^{(3)} (\theta)}{v_1 \| v_2 \| v_3} \left[ J^{1/2}v_1, J^{1/2}v_2, J^{1/2}v_3 \right]
$$

(71)

$$
\Delta^{(i)} = \max_{\theta, v_1, v_2, v_3} \frac{\text{NLL}_i^{(3)} (\theta)}{v_1 \| v_2 \| v_3} \left[ J^{1/2}v_1, J^{1/2}v_2, J^{1/2}v_3 \right]
$$

(72)
with $\Delta^{(i)} < \infty$ and $\mathbb{E} (\Delta^{(i)}) < \infty$.

Then, as $n \to \infty$, $\Delta_{3,n}^{3/2} = \mathcal{O}_n (1/\sqrt{n})$ and $f_n (\theta)$ and $g_{\text{LAP},n} (\theta)$ converge to one-another as:

$$KL (g_{\text{LAP},n}, f_n) = \mathcal{O}_n \left(\frac{1}{n}\right)$$  \hspace{1cm} (73)

Note that this line of reasoning is straightforward to extend to other models for which the $NLL_i$ might have a more complicated dependence structure. For example, consider linear models with a fixed design. Under such models, the $NLL_i$ are independent but not identically distributed. However, it is still straightforward to establish, as long as the design is balanced so that no one observation retains influence asymptotically, that $(\Sigma_n)^{-1}$ scales linearly asymptotically and that $\Delta_{3,n}$ would scale as $n^{-1/2}$. Similarly, the result could be extended to a situation in which the $NLL_i$ have a time-series dependency. As long as there is a high-enough degree of independence inside the chain, an Ergodic-theorem type argument would yield that $(\Sigma_n)^{-1}$ scales linearly and $\Delta_{3,n}$ as $n^{-1/2}$. More generally, I conjecture that conditions yielding a Locally Asymptotically Normal like-

hood (LAN; Van der Vaart [2000]) and a log-concave posterior would result in Theorem 5 being applicable. I will address this question is future work.

4 Computable approximations of $KL (g_{\text{LAP}}, f)$

In this section, I detail how to approximate the KL divergence $KL (g_{\text{LAP}}, f)$ by using Theorem 5. I further demonstrate the bounds in a simple example: logistic regression.

4.1 Proposed approximations

At face value, Theorem 5 offers two main approximations:

$$KL (r_g, r_f) \leq \text{LSI} (r_g, r_f) = \frac{1}{2\varphi^2 / 3} \mathbb{E}_{r \sim g(r)} \left[ r^{4/3} \left( e^T \nabla \phi_f (re) - r \right)^2 \right]$$  \hspace{1cm} (74)

$$KL (e_g, e_f) \approx \frac{1}{2} \text{Var}_{e \sim \text{LAP}} (e) \left[ \mathbb{E}_{r \sim \text{LAP}} (\nabla \phi_f (re) - \frac{1}{2} r^2) \right]$$  \hspace{1cm} (75)

which can be combined to yield an approximation of $KL (g_{\text{LAP}}, f)$ which we will denote as “LSI+VarELBO” (recall that $ELBO (e) = \mathbb{E}_{r \sim \text{LAP}} \left[ \phi_f (re) - \frac{1}{2} r^2 \right] + C$).

We can similarly use the $KL_{\text{var}}$-based bound of $KL (e_g, e_f)$:

$$KL (e_g, e_f) \leq \frac{1}{2} KL_{\text{var}} (g_{\text{LAP}}, f)$$  \hspace{1cm} (76)

to obtain another approximation of $KL (g_{\text{LAP}}, f)$ which we will denote as “LSI+KLvar”.

However, observe that the KL variance is related to the VarELBO term $	ext{Var}_{e \sim \text{LAP}} (e) \left[ \mathbb{E}_{r \sim \text{LAP}} (\nabla \phi_f (re) - \frac{1}{2} r^2) \right]$ as:

$$KL_{\text{var}} (g_{\text{LAP}}, f) = \text{Var}_{e \sim \text{LAP}} (e) \left[ \mathbb{E}_{r \sim \text{LAP}} (\nabla \phi_f (re) - \frac{1}{2} r^2) \right] + \mathbb{E}_{e \sim \text{LAP}} (e) \left[ \text{Var}_{r \sim \text{LAP}} (\nabla \phi_f (re) - \frac{1}{2} r^2) \right]$$  \hspace{1cm} (77)

where the second term corresponds to the KL divergence due to the $r$-variables (Appendix Lemma 30). The “LSI+KLvar” approximation thus counts twice the contribution of the $r$-variables to $KL (g_{\text{LAP}}, f)$ which seems silly. Theorem 5 thus offer heuristic support for the idea of using directly the KL variance as an approximation of $KL (g_{\text{LAP}}, f)$ as suggested by Proposition 5. I must emphasize again that neither of those results establish rigorously that this is correct but this turns out to be a very accurate of $KL (g_{\text{LAP}}, f)$ in my experiments.

Computing these bounds requires the evaluation of expected values of $\phi_f (\theta)$ which can be performed through sampling from $g_{\text{LAP}} (\theta)$. Further simplification can be achieved by replacing
\( \tilde{\varphi}_f (\tilde{\theta}) \) by its Taylor approximation to third or fourth order. For the KL variance approximation, this yields immediately an explicit expected value. For the LSI and the VarELBO approximations, we need to further perform the rough approximation \( r_g \approx p^{1/2} \) (accurate in the large \( p \) limit; Appendix Lemma 19) in order to simplify the corresponding expected values.

These various approximations are summarized in the following corollary of Theorem 5.

**Corollary 7.** Computable approximations of \( KL (g_{LAP}, f) \).

In an asymptote where \( \Delta_3 p^{3/2} \to 0 \), the KL divergence \( KL (g_{LAP}, f) \) can be approximated as (in order from most interesting to least):

\[
KL (g_{LAP}, f) \approx \frac{1}{2} KL_{var} (g_{LAP}, f) \quad (78)
\]

\[
\approx LSI + \frac{1}{2} KL_{var} (g_{LAP}, f) \quad (79)
\]

\[
\approx LSI + \frac{1}{2} Var ELBO \quad (80)
\]

where:

\[
KL_{var} (g_{LAP}, f) = Var_{\theta \sim g_{LAP}(\theta)} [\varphi_f (\theta) - \varphi_g (\theta)] \quad (81)
\]

\[
LSI = \frac{1}{2 p^{2/3}} E_{r \sim g(r)} \left[ r^{4/3} \left( e^T \nabla \tilde{\varphi}_f (re) - r \right)^2 \right] \quad (82)
\]

\[
Var ELBO = Var_{e \sim g_{LAP}(e)} \left[ E_{r \sim g_{LAP}(r)} \left[ \tilde{\varphi}_f (re) - \frac{1}{2} r^2 \right] \right] \quad (83)
\]

All expected values and variances need to be further approximated by sampling from \( g_{LAP}(\theta) \).

Alternatively, a Taylor approximation of \( \tilde{\varphi}_f (\theta) \) around 0 and the rough approximation \( r_g \approx p^{1/2} \) yields:

\[
KL_{var} (g_{LAP}, f) \approx Var ELBO \quad (84)
\]

\[
\approx \frac{1}{6} \sum_{i,j,k} \left\{ \left[ \tilde{\phi}_{f}^{(3)} (0) \right]_{i,j,k} \right\}^2 + \frac{1}{4} \sum_{i,j,k} \left[ \tilde{\phi}_{f}^{(3)} (0) \right]_{i,j,i} \left[ \tilde{\phi}_{f}^{(3)} (0) \right]_{i,k,k} + \frac{1}{24} \sum_{i,j,k,l} \left\{ \left[ \tilde{\phi}_{f}^{(4)} (0) \right]_{i,j,k,l} \right\}^2 + \frac{1}{8} \sum_{i,j,k,l} \left\{ \left[ \tilde{\phi}_{f}^{(4)} (0) \right]_{i,j,k,k} \right\} \left\{ \left[ \tilde{\phi}_{f}^{(4)} (0) \right]_{i,j,l,l} \right\} \quad (85)
\]

\[
LSI \approx \frac{1}{p} \left[ \frac{3}{4} \sum_{i,j,k} \left\{ \left[ \tilde{\phi}_{f}^{(3)} (0) \right]_{i,j,k} \right\}^2 + \frac{9}{8} \sum_{i,j,k} \left[ \tilde{\phi}_{f}^{(3)} (0) \right]_{i,j,i} \left[ \tilde{\phi}_{f}^{(3)} (0) \right]_{i,k,k} + \frac{1}{3} \sum_{i,j,k,l} \left\{ \left[ \tilde{\phi}_{f}^{(4)} (0) \right]_{i,j,k,l} \right\}^2 + \sum_{i,j,k,l} \left\{ \left[ \tilde{\phi}_{f}^{(4)} (0) \right]_{i,j,k,k} \right\} \left\{ \left[ \tilde{\phi}_{f}^{(4)} (0) \right]_{i,j,l,l} \right\} + \frac{1}{8} \sum_{i,j,k} \left\{ \left[ \tilde{\phi}_{f}^{(4)} (0) \right]_{i,j,i,j} \right\} \left\{ \left[ \tilde{\phi}_{f}^{(4)} (0) \right]_{k,k,l,l} \right\} \right] \quad (86)
\]

Critically, note that these approximations are only appropriate asymptotically as \( \Delta_3 p^{3/2} \to 0 \) so that the additional error terms vanish. This is critical to keep in mind when using these approximations, as we discuss further in Section 5.

Further note that this result establishes that the LSI term is negligible when \( p \) is large since it scales as \( p^{-1} \). This is unsurprising since it corresponds to the contribution of the one-dimensional variable \( r \) to the overall KL divergence due to all coordinates of \( \theta \in \mathbb{R}^p \).

### 4.2 Empirical results in the logistic classification model

In order to validate the theoretical analysis, I checked that the approximations of Cor 7 would be appropriate in a logistic linear classification model under a wide range of circumstances.
More precisely, I constructed artificial datasets with values of $p$ ranging from 10 to 1000 and $n$ ranging from 10 to 5600. These values were chosen due to the memory limitations of the computer on which the simulations were ran. In these datasets, all predictors were IID with a Gaussian distribution (mean 0, standard deviation 1.5) and class labels $Y \in \{-1, 1\}$ were generated from the logistic model with:

$$
P(Y = 1|\mathbf{X}) = \frac{1}{1 + \exp \left( -\frac{1}{\sqrt{p}} \sum_{i=1}^{p} X_i \right)}
$$

(87)

This corresponds to a regression coefficient with constant coefficients $\theta_0 = (1/\sqrt{p} \ldots 1/\sqrt{p})$. The scaling with $p$ (and the standard deviation of $X$) was chosen so that the marginal distribution of $P(Y|\mathbf{X})$ would be approximately spread over the range $0.3 - 0.7$, i.e. most values of $\mathbf{X}$ would be ambiguously classified even with perfect knowledge of $\theta_0$. This ensures that Fisher information is somewhat high and that the asymptotic regime is reached quickly.

Once the data was generated, it was analyzed with the standard logistic linear classification conditional model:

$$
P(Y = \pm 1|\mathbf{X}, \theta) = \frac{1}{1 + \exp \left( -Y \theta^T \mathbf{X} \right)}
$$

(88)

Note that this likelihood function is log-concave.

Under the prior distribution, the coefficients $\theta_i$ were modeled to be IID with standard deviation $1/\sqrt{p}$, encoding the assumption that the norm of the coefficient vector should be of order 1, so that the marginal (in $X$) distribution of $P(Y|X, \theta)$ would be spread over the range $0.3 - 0.7$:

$$
\|	heta\|_2 = \sqrt{\sum_{i=1}^{p} \theta_i^2}
$$

(89)

$$
\sim \frac{1}{\sqrt{p}} \chi_p
$$

(90)

$$
\approx 1
$$

(91)

Note that this prior is more informative for a given coefficient in high dimensions since the prior standard deviation tends to 0 as $p \to \infty$.

Given this model, I then computed the Laplace approximation using a Newton-conjugate gradient method (Nocedal and Wright [2006]) implemented in the Scipy Python library (Jones et al. [2001–]). The optimization was initialized at $\theta_0$. The approximations of Cor[7] were computed in a straightforward fashion by sampling from the Laplace approximation $g_{LAP}(\theta)$ and computing the corresponding empirical means and variances.

Computing the true KL divergence was challenging. I first sampled from $f(\theta)$ using the NUTS algorithm (Hoffman and Gelman [2014]) using an implementation from M. Fouesnau on github. The normalization constant was then approximated as:

$$
\left[ \int \exp (-\phi_f(\theta)) \right]^{-1} = \frac{1}{s} \sum_{i=1}^{s} \frac{g(\theta_i)}{f(\theta_i)}
$$

(92)

Once the normalization constant was approximated, the KL divergence was computed by sampling from $g(\theta)$.

Inspection of the KL divergence reveals the following interesting features (Fig[1]A). First, we observe that, as the size of the dataset $n$ grows, the KL divergence initially rises from a low value then reaches a plateau then decreases at speed $n^{-1}$. The behavior for large $n$ is thus in accordance with the behavior predicted by the asymptotic analysis (Cor[6]). However, the KL divergence is much lower than predicted for small $n$. Indeed, Note that Cor[6] and conventional BvM results fail to identify that the KL divergence is small not only in the asymptote $n \to \infty$ but also when $n$ is close to 0. In contrast, approximating the KL divergence with $KL_{var}$ recovers the full complexity of the evolution of the KL divergence with $n$ (Fig[1]B).

Throughout the range of values I explored, the KL variance proved to be a great approximation of the KL divergence (Fig[2]A). Indeed, the ratio of the KL-variance-based approximation of $KL(g_{LAP}, f)$ to the truth is mostly close to 1 and only has a maximum of 5.
Figure 1: Evolution of the KL divergence with $n$ in a logistic regression model. A: evolution of the true KL divergence $KL(g_{LAP}, f)$ with the number of datapoints $n$. Color indicates the dimension $p$ of the model. For every value of $(n, p)$, multiple simulations were performed (dots). The line corresponds to the average over these simulations. The KL divergence asymptotes as $n^{-1}$ for large values of $n$, but is also small for small values of $n$ when the posterior is almost equal to the Gaussian prior. Usual asymptotic arguments only identify the large $n$ asymptotic behavior. B: evolution of the $KL_{var}$ approximation of $KL(g_{LAP}, f)$ with $n$. The approximation successfully recovers the full range of the dynamics of the KL divergence. Note that the asymptote hasn’t been reached yet for the larger values of $p$.

Figure 2: Quality of the KL-var and the "KL-var + LSI" approximations. A: evolution of the ratio $KL_{var} / KL$ as a function of $n$. A ratio above 1 indicates overestimation of the true KL divergence. Throughout the range of parameters explored, $KL_{var}$ yields a tight approximation of the KL divergence. B: same as A for the "KL-var + LSI" approximation of Cor.7. This approximation consistently upper-bounds the KL divergence in the experiment. Note that the upper-bound behavior is more pronounced for small values of $p$. This is unsurprising since the LSI term is $p$-times smaller than the $KL_{var}$ term (Cor.7).

The ratio of the “LSI+KLvar” approximation to the true KL divergence is similarly close to 1(Fig.2B). However, the ratio is always above 1, indicating that this approximation is always strictly bigger than the KL divergence, thus confirming the approximate upper-bound status of this approximation.
Finally, the varELBO and Taylor-based approximations proved to be very disappointing. The varELBO was mostly uncomputable when compared to the alternatives. This is due to the fact that computing the varELBO requires computing an empirical mean over the radius $r \sim g(r)$, thus increasing the number of samples required by an order of magnitude. However, for the small values of $n, p$ for which the varELBO remained computable, it was almost equal to $KL_{\text{var}}$ (Appendix Fig.4.C).

Taylor-based approximations are similarly very expensive to compute since they require the manipulation of the $d^3$ coefficients of $\tilde{\phi}_f(3)$ and $d^4$ coefficients of $\tilde{\phi}_f(4)$. This proved doable for $p \in \{10, 30, 100\}$. However, in this range, the Taylor-based approximations were quite disappointing in comparison with the corresponding approximations based on empirical means. Indeed, most Taylor-based approximation were five to ten times bigger than the truth for small values of $n$ and only became good approximations when the large-data limit behavior dominated. This is probably due to the fact that Taylor approximations of $\tilde{\phi}_f(\theta)$ are unrepresentative of its shape for small values of $n$ due to them being too local in this regime (Appendix Fig.4.D-G).

Overall, the KL variance and the “LSI+KLvar” approximations appear to yield great approximations of $KL(g_{\text{LAP}}, f)$ in the examples considered here. Indeed, both are always in the correct order of magnitude. Furthermore, the KL-variance approximation is close to being exact in both the small $n$ and large $n$ regimes. In contrast, the varELBO approximations and the Taylor-based approximations appear to be dominated. Indeed, they are computationally trickier while yielding worse approximations.

### 5 Discussion

In this article, I have presented a new Bernstein-von Mises theorem which aims at being more computationally relevant than existing results. I have shown that, in a limit where a log-concave probability distribution has higher derivatives that are small compared to the second derivative, the Laplace approximation becomes exact (Th.5). This result can be used to rederive the classical BvM result that the posterior is asymptotically Gaussian for IID data (Cor.6). However, the main draw of Th.5 is the fact that it yields several computable approximations (Cor.7) of the KL divergence $KL(g_{\text{LAP}}, f)$ and in particular an approximation based on the “KL variance”:

$$KL(g_{\text{LAP}}, f) \approx \frac{1}{2} KL_{\text{var}}(g_{\text{LAP}}, f) \approx \frac{1}{2} \text{var}_{\theta \sim g_{\text{LAP}}(\theta)} [\phi_f(\theta) - \phi_g(\theta)]$$

This approximation can thus be used to compute an indicator of the quality of the Laplace approximation of a given log-concave posterior.

#### 5.1 Validating the Laplace approximation using $KL(g_{\text{LAP}}, f)$

Knowledge of the KL divergence $KL(g_{\text{LAP}}, f)$ can be used to validate whether, in a given problem, it is a valid approximation or not. Indeed, knowing or bounding the KL divergence can be used in two different ways to assess whether $g_{\text{LAP}}(\theta)$ is indeed a good approximation of the target $f(\theta)$.

First, we can use knowledge of $KL(g_{\text{LAP}}, f)$ to derive whether credible intervals of $g_{\text{LAP}}$ have good coverage under $f$. Indeed, for any region $R$, the probabilities:

$$p_g = \mathbb{P}(\theta_g \in R) \quad \quad \quad p_f = \mathbb{P}(\theta_f \in R)$$

must be such that:

$$p_g \log \left( \frac{p_g}{p_f} \right) + (1 - p_g) \log \left( \frac{1 - p_g}{1 - p_f} \right) \leq KL(g_{\text{LAP}}, f)$$

This yields an upper and a lower bound on $p_f$ given the KL divergence and $p_g$ and can thus be used to derive regions with guaranteed coverage under $f$. 
Second, knowledge of the KL divergence can be used to approximate the marginal likelihood of the data under the model in Bayesian inference which is a quantity required to perform model comparison. Given multiple Bayesian models of a dataset $D = d$, a posterior distribution over the models can be constructed by computing the marginal likelihood of the data under each model:

$$ f_{M_i}(D = d) = \int f_{M_i}(D = d | \theta) f_{M_i}(\theta) d\theta $$ (97)

This quantity is very hard to estimate but it can be approximated using an approximation of the posterior density $g(\theta) \approx f_{M_i}(\theta | D = d)$ through the Evidence Lower Bound (ELBO):

$$ \log (f_{M_i}(D = d)) \geq ELBO $$ (98)

$$ \geq \mathbb{E}_{\theta \sim g(\theta)} \left[ \log \frac{f_{M_i}(D = d | \theta) f_{M_i}(\theta)}{g(\theta)} \right] $$ (99)

where the error of this approximation is precisely equal to the KL divergence $KL(g(\theta), f_{M_i}(\theta | D = d))$. Control of the KL divergence can thus enable rigorous Bayesian model comparison based on the ELBO.

Theorem 5 and Cor. 4 thus provide a path towards rigorous Bayesian inference based on the Laplace approximation through approximating or bounding $KL(g_{LAP}, f)$ and then assessing precisely the error introduced by extrapolating inferences drawn from $g_{LAP}$ to the true posterior $f$. My experiments hint at $KL_{var}$ and the “KLvar+LSI” combination being the best approximations for this purpose since they offered respectively a tight approximation and tight upper-bound of the true KL divergence, while being straightforward to compute.

### 5.2 Assumptions

It is instructive to consider the assumptions I propose here in great detail, and in particular to compare them to the classical assumptions of the BvM theorem.

In classical approaches to BvM results, global control is achieved instead by assuming that the posterior concentrates around $\theta_0$. My assumption of the posterior being log-concave is considerably stronger and implies consistency. This is due to log-concave distributions being strongly concentrated around their posterior distribution (Pereyra [2016]). Weakening this assumption on the posterior would thus considerably expand the applicability of Theorem 5 but this appears quite challenging since the LSI will not be applicable anymore to bound $KL(r_{g_{LAP}} r_{f})$.

In contrast, my assumption that the posterior has controlled third derivatives is much closer to the equivalent assumption that the log-likelihood is Locally Asymptotically Normal (LAN; Van der Vaart [2000] Ch. 7). These conditions state that around $\theta_0$, a quadratic approximation of the log-likelihood is asymptotically valid which ensures in turn that the Laplace approximation of the posterior is asymptotically correct. My assumption is stronger in that I assume that a third derivative exists and that it is globally bounded while LAN behavior can emerge with less regularity. For example, the likelihood of a Laplace distribution does not have a second derivative, but still leads to asymptotically Gaussian posteriors. However, extending Theorem 5 to these circumstances appears to be straightforward and I will pursue it in further work.

Finally, note that the assumption that every neighborhood of $\theta_0$ has non-zero prior probability is implied by the assumption controlling the third derivatives of the prior (eq. 71). Indeed, if the third derivative is bounded, then the prior must spread its mass over all of $\mathbb{R}^p$ and it is impossible for the prior not to put mass on all neighborhood of $\theta_0$.

It seems to me straightforward to check whether the posterior in a given model respects the conditions outlined in here. It might be possible to directly assess whether the posterior is log-concave directly. Alternatively, it is also possible to guarantee that the posterior is log-concave by combining a log-concave prior with log-concave likelihoods (such as those of the linear logistic classification model considered in this article). Indeed, log-concavity is clearly conserved by products. Controlling the derivatives of the posterior is similarly straightforward. The easiest possibility consists in deriving an upper-bound on the third derivative of the negative log-likelihood. This upper-bound can be quite pessimistic since the precise value of $\Delta_3$ does not come into play in the $KL_{var}$ approximation of $KL(g_{LAP}, f)$. 

5.3 Scaling with dimensionality

An important aspect of modern asymptotics is the fact the dimensionality $p$ might be comparable to $n$, thus complexifying the asymptotic analysis. In this work, I have established in Theorem 5 that the KL divergence tends to 0 at least as $(\Delta_3)^2 p^3$ in the limit. However, I am doubtful that the exponent of $p$ is accurate here since it might instead reflect limits of the proof. While additional work is required to acquire definite understanding of the scaling $p$, the following examples are instructive.

First, I present an example that saturates the bound. Consider a target density $f(\theta)$ such that:

$$\tilde{\phi}_f(\tilde{\theta}) \approx \frac{1}{2} \|\tilde{\theta}\|_2^2 + \frac{1}{6} \Delta_3 \text{sign} \left( \tilde{\theta}_1 \right) \|\tilde{\theta}\|_2^3$$

(100)

Note that this target is not continuous in $\tilde{\theta}$ due to the discontinuity at $\tilde{\theta}_1 = 0$ so it does not quite fit the assumptions of Theorem 5, but we can still try to compute the quality of the approximation with the standard Gaussian $\tilde{g}(\tilde{\theta})$. Careful examination reveals that the proof of Theorem 5 would still hold for this example since I only actually use continuity in $r$ of $\tilde{\phi}_f(re)$. To understand $KL(g, f)$, first compute the ELBO approximation of $\log[f(e)]$:

$$\log[f(e)] \approx E_{r \sim \text{GAP}(r)} \left[ \tilde{\phi}_f(re) - \tilde{\phi}_g(e) \right] + C$$

(101)

$$\approx \frac{1}{6} \Delta_3 \text{sign} (e_1) E \left( r_s^3 \right) + C$$

(102)

$$\approx \frac{1}{6} \Delta_3 \text{sign} (e_1) p^{3/2} + C$$

(103)

The distribution of $e_f$ is thus uniform on the two half spheres $e_1 > 0$ and $e_1 < 0$. The KL divergence then scales as the variance of $\log[f(e)]$ (Prop 1):

$$KL(g_{\text{GAP}}, f) = O \left( (\Delta_3)^2 p^3 \right)$$

(104)

Thus, this example is such that the limit behavior indeed is reached at the rate $(\Delta_3)^2 p^3$ predicted by Theorem 5. However, this example is less regular than assumed by the Theorem and is not representative of the typical posterior distribution. More regular targets $\phi_f(\theta)$ might have improved scaling in $p$.

In particular, modifying the assumptions on the local control of $\phi_f(\theta)$ might change the exponent of $p$ in the asymptotic behavior. Indeed, if the posterior is such that $\tilde{\phi}_f(\tilde{\theta}) - \tilde{\phi}_g(\tilde{\theta})$ grows at $\|\tilde{\theta}\|_2$ instead of $\|\tilde{\theta}\|_2^3$ as assumed here, we should expect at most a growth at rate $p^k$ because:

$$\text{Var}_{\theta \sim \text{GAP}(\theta)} [\phi_f(\theta) - \phi_g(\theta)] = \text{Var}_{\tilde{\theta} \sim \text{GAP}(\tilde{\theta})} \left[ \tilde{\phi}_f(\tilde{\theta}) - \tilde{\phi}_g(\tilde{\theta}) \right]$$

(105)

$$\leq E_{\tilde{\theta} \sim \text{GAP}(\tilde{\theta})} \left[ \tilde{\phi}_f(\tilde{\theta}) - \tilde{\phi}_g(\tilde{\theta}) \right]^2$$

(106)

$$\leq E \left( \|\tilde{\theta}\|_2^{2k} \right)$$

(107)

$$\leq p^k$$

(108)

More generally, structural assumptions on the target $\phi_f(\theta)$ can have a heavy impact on the dimensionality scaling. For example, if the target distribution factorizes over each component: $f(\theta) = \prod_{i=1}^p f(\theta_i)$, then the Laplace approximation also factorizes, and we have:

$$\text{Var}_{\theta \sim \text{GAP}(\theta)} [\phi_f(\theta) - \phi_g(\theta)] = \sum_{i=1}^p \text{Var}_{\theta_i \sim \text{GAP}(\theta_i)} [\phi_f(\theta_i) - \phi_g(\theta_i)]$$

(109)

$$\leq p \Delta_3 E (\theta^k)$$

(110)

The scaling with dimensionality of the main term of Theorem 5 scales only as $p$ instead of $p^3$. However, note that Theorem 5 would still require $\Delta_3 p^{3/2} \rightarrow 0$ in order to guarantee that the additional error terms go to 0. Once again, I must emphasize that this might reflect a limit of the proof and that the approximations of Cor 7 might be valid even for faster growth of $p$. 
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5.4 Limits

Finally, please beware that quite a bit of care must be taken when using the $KL_{\text{var}}$ approximation of the KL divergence to ensure mathematical rigor.

Indeed, this approximation requires the asymptote $\Delta_3 p^{3/2} \to 0$ to be reached. I have established that this asymptote is reached as $n \to \infty$ in the classical IID setting (Cor.5) and I conjecture that it generally holds whenever the posterior has a Gaussian limit, but further work will be required to check this conjecture. Intuitively, the KL variance approximation should furthermore yield a good approximation of the KL divergence when $n$ is small and the prior is close to Gaussian but further theoretical work is needed to establish this rigorously.

It is furthermore critical to keep in mind the key restriction that $f$ needs to be log-concave in order for Theorem 5 to apply. Indeed, it is straightforward to design counter-examples, such as the mixture of a thin and wide Gaussian discussed in Section 3.1 for which the KL variance is arbitrarily close to 0 while the KL divergence is arbitrarily big. Using the KL variance approximation might thus be inappropriate in the absence of an argument to ensure that most of the mass of $f$ is concentrated around its mode.

Another more trivial limit is the fact that the KL divergence $KL(g_{\text{LAP}}, f)$ is infinite if the support of $f$ is not $\mathbb{R}^p$. Careful application of Theorem 5 would reveal this immediately since the support of $f$ being strictly smaller than $\mathbb{R}^p$ requires $\Delta_3 = \infty$. The KLvar approximation of the KL divergence would also be infinite but empirical approximations of $KL_{\text{var}}(g_{\text{LAP}}, f)$ might fail to recover this infinite value. It is thus necessary to check the support of $f$.

Finally, it is critical to notice that the present work only applies to the Laplace approximation of $f$. Indeed, several important modern alternatives, such as the Gaussian Variational approximation or mean-field approximations (i.e. Gaussian approximation with a Diagonal or block-Diagonal covariance; [Blei et al. 2017]), are not covered by Theorem 5. Non Gaussian approximations are also not covered. While it is possible that the KL variance gives a possible measure of the quality of such approximations, additional work is required to determine this rigorously.

6 Conclusion

In this article, I have shown that, under assumptions, it is asymptotically valid to approximate the KL divergence between a posterior distribution and its Laplace approximation by using one-half of the KL variance instead. This gives a computable measure of the quality of the Laplace approximation that can then be used to measure the error induced by this approximation, and thus assessing whether the it is acceptable, or needs to be replaced by another more precise approximation of the posterior. Future work will be required to assess if this approximation of the KL divergence can be extended to other approximations and weaker assumptions.
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Appendix

This appendix provides detailed proofs of every claim I make in the main text of the article and gives details of how to reproduce the empirical findings. Proofs are contained in Sections A-E. Details of the empirical study of the logistic classification model are given in Section F.

Each section deals with the proof of one result in the main text:

- Section A proves Prop.1
- Section B proves Prop. 3 and 4
- Section C proves Th.5
- Section D proves Cor.6
- Section E proves Cor.7

Since the sequence of proofs is quite involved, I have tried to maximize its readability in the following ways. Each section starts with a detailed description of the structure of the proof of the corresponding claim. The Lemmas proved in each section are almost only required inside the corresponding section. Each Lemma and Proposition of this appendix details its “parents” in the dependency structure of this proof.

A The KL_var approximation

This section deals with the proof of Prop.1 which asserts that, under limiting assumptions, the KL variance can be used as an approximation for the KL divergence.

Recall that throughout this section, \( f(\theta) \) and \( g(\theta) \) can be any probability densities:

\[
\begin{align*}
  f(\theta) &= \exp(-\phi_f(\theta) - \log(Z_f)) \quad (111) \\
  g(\theta) &= \exp(-\phi_g(\theta) - \log(Z_g)) \quad (112)
\end{align*}
\]

A.1 Proof structure

This proof is fairly straightforward. The following results are established in order:

- First, I establish that, for any densities \( f(\theta) \) and \( g(\theta) \), the KL divergence can be rewritten in a way that discards the log-normalizing constants (Lemma 8).
- Then, I prove that the family:
  \[
  h(\theta; \lambda) = g(\theta) \left[ \frac{f(\theta)}{g(\theta)} \right]^\lambda \exp[-C(\lambda)] \quad \lambda \in [0, 1] \quad (113)
  \]

  \[
  C(\lambda) = \log \left\{ \int g(\theta) \left[ \frac{f(\theta)}{g(\theta)} \right]^\lambda d\theta \right\} \quad (114)
  \]

  exists and is an exponential family (Lemma 9).
- Then, I establish key properties of a function \( \tilde{C}(\lambda) \) that is closely related to the cumulant generating function \( C(\lambda) \) (Lemma 10).
- Then, I give a bound on the cumulants of a bounded random variable (Lemma 11).
- Finally, I define the function:
  \[
  K(\lambda) = KL(g(\theta), h(\theta; \lambda)) \quad (115)
  \]

  and show how to approximate it using the KL variance (Lemma 12).

These results then yield Prop.1.
A.2 Proofs

Lemma 8. Another formula for $KL(g, f)$.

Requires: NA.

The KL divergence:

$$KL(g, f) = \mathbb{E}_{\theta \sim \theta} \left[ \log \frac{g(\theta)}{f(\theta)} \right]$$

(116)

$$= \mathbb{E}_{\theta \sim \theta} \left[ \phi_f(\theta) + \log(Z_f) - \phi_g(\theta) - \log(Z_g) \right]$$

(117)

can be rewritten with no reference to the normalizing constants:

$$KL(g, f) = \mathbb{E}_{\theta \sim \theta} \left[ \phi_f(\theta) - \phi_g(\theta) \right] + \log \left\{ \mathbb{E}_{\theta \sim \theta} \left[ \exp(\phi_g(\theta) - \phi_f(\theta)) \right] \right\}$$

(118)

Proof. This proof results from a straightforward manipulation of the expression of $KL(g, f)$.

Starting from the usual formulation for $KL(g, f)$, we first remove the normalizing constants from the expected value:

$$KL(g, f) = \mathbb{E}_{\theta \sim \theta} \left[ \phi_f(\theta) + \log(Z_f) - \phi_g(\theta) - \log(Z_g) \right]$$

(119)

$$= \mathbb{E}_{\theta \sim \theta} \left[ \phi_f(\theta) - \phi_g(\theta) \right] + \log(Z_f) - \log(Z_g)$$

(120)

$$= \mathbb{E}_{\theta \sim \theta} \left[ \phi_f(\theta) - \phi_g(\theta) \right] + \log \left( \frac{Z_f}{Z_g} \right)$$

(121)

Let us make explicit $Z_f$:

$$Z_f = \int g(\theta) d\theta$$

(122)

We can rework this expression in order to make $g(\theta)$ appear:

$$Z_f = \int g(\theta) \exp(-\phi_f(\theta)) d\theta$$

(123)

$$= \int g(\theta) \exp(\phi_g(\theta) + \log(Z_g) - \phi_f(\theta)) d\theta$$

(124)

$$= Z_g \int g(\theta) \exp(\phi_g(\theta) - \phi_f(\theta)) d\theta$$

(125)

$$\frac{Z_f}{Z_g} = \mathbb{E}_{\theta \sim \theta} \left[ \exp(\phi_g(\theta) - \phi_f(\theta)) \right]$$

(126)

Returning to eq.(121) with this final expression, we obtain the claimed result:

$$KL(g, f) = \mathbb{E}_{\theta \sim \theta} \left[ \phi_f(\theta) - \phi_g(\theta) \right] + \log \left( \frac{Z_f}{Z_g} \right)$$

(127)

$$= \mathbb{E}_{\theta \sim \theta} \left[ \phi_f(\theta) - \phi_g(\theta) \right] + \log \left\{ \mathbb{E}_{\theta \sim \theta} \left[ \exp(\phi_g(\theta) - \phi_f(\theta)) \right] \right\}$$

(128)

which concludes this proof. \qed

Lemma 9. The $h(\theta; \lambda)$ family.

Requires: NA.

The family of distributions:

$$h(\theta; \lambda) = g(\theta) \left[ \frac{f(\theta)}{g(\theta)} \right]^\lambda \exp[-C(\lambda)] \quad \lambda \in [0, 1]$$

(129)

$$= g(\theta) \exp \left( \lambda [\phi_g(\theta) - \phi_f(\theta)] - \tilde{C}(\lambda) \right)$$

(130)

$$C(\lambda) = \log \left\{ \int g(\theta) \left[ \frac{f(\theta)}{g(\theta)} \right]^\lambda d\theta \right\}$$

(131)

$$\tilde{C}(\lambda) = \log \left\{ \mathbb{E}_{\theta \sim \theta} \left[ \exp(\lambda [\phi_g(\theta) - \phi_f(\theta)]) \right] \right\}$$

(132)

exists and is an exponential family.
Proof. This Lemma contains multiple statements that we will check in order.

First, let us prove that the family does exist. This requires proving that the function $C(\lambda)$ takes finite values over the range $\lambda \in [0, 1]$. This follows from the Holder inequality with $p = (1 - \lambda)^{-1}$ and $q = \lambda^{-1}$ such that $p^{-1} + q^{-1} = 1$:

$$\int g(\theta) \left[ \frac{f(\theta)}{g(\theta)} \right]^\lambda d\theta = \int \left[ g(\theta) \right]^{1-\lambda} \left[ f(\theta) \right]^\lambda d\theta$$

$$\leq \left\{ \int \left[ g(\theta) \right]^{1-\lambda} d\theta \right\}^{p^{-1}} \left\{ \int \left[ f(\theta) \right]^\lambda d\theta \right\}^{q^{-1}}$$

$$\leq \left\{ \int g(\theta) d\theta \right\}^{1-\lambda} \left\{ \int f(\theta) d\theta \right\}^\lambda$$

Then, we have that, for all $\lambda \in [0, 1]$, $h(\theta; \lambda)$ is a positive function which integrates to 1. It is thus indeed a density. The family thus exists.

In order to see that it is indeed an exponential family, just rewrite the density:

$$h(\theta; \lambda) = g(\theta) \left[ \frac{f(\theta)}{g(\theta)} \right]^\lambda \exp \left[ -C(\lambda) \right]$$

$$= g(\theta) \exp \left[ \lambda \left( \phi_g(\theta) - \phi_f(\theta) \right) + \log \left( \frac{Z_g}{Z_f} \right) \right] - C(\lambda)$$

This is indeed an exponential family. It has base density $g(\theta)$, a single natural parameter $\lambda$, associated sufficient statistic $\phi_g(\theta) - \phi_f(\theta)$ and normalizing constant (or cumulant generating function) $C(\lambda)$.

We can also rewrite the exponential family as:

$$h(\theta; \lambda) = g(\theta) \exp \left[ \lambda \left( \phi_g(\theta) - \phi_f(\theta) \right) + \log \left( \frac{Z_g}{Z_f} \right) \right] - C(\lambda)$$

$$= g(\theta) \exp \left[ \lambda \left[ \phi_g(\theta) - \phi_f(\theta) \right] - \lambda \left[ \log \left( \frac{Z_g}{Z_f} \right) \right] - C(\lambda) \right]$$

$$= g(\theta) \exp \left[ \lambda \left[ \phi_g(\theta) - \phi_f(\theta) \right] - \tilde{C}(\lambda) \right]$$

where:

$$\tilde{C}(\lambda) = \log \left\{ \int g(\theta) \exp \left( \lambda \left[ \phi_g(\theta) - \phi_f(\theta) \right] \right) d\theta \right\}$$

$$= \log \left\{ \mathbb{E}_{\theta \sim g(\theta)} \left[ \exp \left( \lambda \left[ \phi_g(\theta) - \phi_f(\theta) \right] \right) \right] \right\}$$

This concludes the proof. 

\[\square\]

**Lemma 10. Properties of $\tilde{C}(\lambda)$.**

**Requires:** Lemma 9

The Cumulant Generating Function:

$$\tilde{C}(\lambda) = \log \left\{ \mathbb{E}_{\theta \sim g(\theta)} \left[ \exp \left( \lambda \left[ \phi_g(\theta) - \phi_f(\theta) \right] \right) \right] \right\}$$

is convex.

Its derivatives are the cumulants of the statistic $\phi_g(\theta) - \phi_f(\theta)$ for $\theta \sim h(\theta; \lambda)$. In particular:

$$\tilde{C}^{(1)}(\lambda) = k_1(\lambda) = \mathbb{E}_{\theta \sim h(\theta; \lambda)} \left[ \phi_g(\theta) - \phi_f(\theta) \right]$$

$$\tilde{C}^{(2)}(\lambda) = k_2(\lambda) = \text{Var}_{\theta \sim h(\theta; \lambda)} \left[ \phi_g(\theta) - \phi_f(\theta) \right]$$

$$\tilde{C}^{(3)}(\lambda) = k_3(\lambda) = \mathbb{E}_{\theta \sim h(\theta; \lambda)} \left[ \left( \phi_g(\theta) - \phi_f(\theta) - k_1(\lambda) \right)^3 \right]$$
Proof. This Lemma just corresponds to standard properties of exponential families and their CGF. \( \tilde{C}(\lambda) \) is defined as:
\[
\tilde{C}(\lambda) = \log \left\{ \mathbb{E}_{\theta \sim g(\theta)} \left[ \exp \left( \lambda \left[ \phi_g(\theta) - \phi_f(\theta) \right] \right) \right] \right\} \tag{148}
\]
which we can rewrite as:
\[
\exp \left\{ \tilde{C}(\lambda) \right\} = \mathbb{E}_{\theta \sim g(\theta)} \left[ \exp \left( \lambda \left[ \phi_g(\theta) - \phi_f(\theta) \right] \right) \right]
= \int g(\theta) \exp \left( \lambda \left[ \phi_g(\theta) - \phi_f(\theta) \right] \right) d\theta
= \int \exp \left( -\phi_g(\theta) - \log(Z_g) - \lambda \left[ \phi_g(\theta) - \phi_f(\theta) \right] \right) d\theta
= \frac{1}{Z_g} \int \exp \left( - (1 - \lambda) \phi_g(\theta) - \lambda \phi_f(\theta) \right) d\theta \tag{152}
\]
Let us now prove the convexity of \( \tilde{C}(\lambda) \). Let \( \lambda_1 < \lambda_2 < \lambda_3 \). Without loss of generality, we can assume that \( \lambda_1 = 0 \) and \( \lambda_3 = 1 \) and \( \lambda = \lambda_2 \) which simply corresponds to considering new functions \( g(\theta) = h(\theta; \lambda_1) \) and \( f(\theta; \lambda_3) \). Now apply Holder inequality to \( \tilde{C}(\lambda) \) with \( p = (1 - \lambda) \) and \( q = \lambda^{-1} \):
\[
\int \exp \left( - (1 - \lambda) \phi_g(\theta) - \lambda \phi_f(\theta) \right) d\theta \leq \left[ \int \exp \left( -\phi_g(\theta) \right) d\theta \right] \lambda \left[ \int \exp \left( -\phi_f(\theta) \right) d\theta \right] \tag{153}
\]
We thus have:
\[
\tilde{C}(\lambda) = \log \left[ \frac{1}{Z_g} \int \exp \left( - (1 - \lambda) \phi_g(\theta) - \lambda \phi_f(\theta) \right) d\theta \right]
\leq - (1 - \lambda + \lambda) \log(Z_g) + (1 - \lambda) \log \left[ \int \exp \left( -\phi_g(\theta) \right) d\theta \right] + \lambda \log \left[ \int \exp \left( -\phi_f(\theta) \right) d\theta \right]
\leq (1 - \lambda) \tilde{C}(0) + \lambda \tilde{C}(1) \tag{155}
\]
which establishes the convexity of \( \tilde{C}(\lambda) \).

The derivatives of a CGF are (like the name indicates) the cumulants of the associated sufficient statistic. The first derivative of \( \tilde{C}(\lambda) \) is thus the mean of \( \phi_g(\theta) - \phi_f(\theta) \). Its second derivative is similarly the covariance. The third derivative is slightly more tricky to state since it is the third cumulant which is defined, for a variable \( X \), as:
\[
k_3(X) = \mathbb{E} \left\{ \left[ X - \mathbb{E}(X) \right]^3 \right\} \tag{157}
\]
These cumulants are computed under the density \( h(\theta; \lambda) \).

For example, the calculation of the first derivative yields:
\[
\tilde{C}'(\lambda) = \frac{\partial}{\partial \lambda} \log \left\{ \mathbb{E}_{\theta \sim g(\theta)} \left[ \exp \left( \lambda \left[ \phi_g(\theta) - \phi_f(\theta) \right] \right) \right] \right\}
= \frac{\int g(\theta) \frac{\partial}{\partial \lambda} \exp \left( \lambda \left[ \phi_g(\theta) - \phi_f(\theta) \right] \right) d\theta}{\int g(\theta) \exp \left( \lambda \left[ \phi_g(\theta) - \phi_f(\theta) \right] \right) d\theta}
= \frac{\int g(\theta) \phi_g(\theta) - \phi_f(\theta) \right) \exp \left( \lambda \left[ \phi_g(\theta) - \phi_f(\theta) \right] \right) d\theta}{\int g(\theta) \exp \left( \lambda \left[ \phi_g(\theta) - \phi_f(\theta) \right] \right) d\theta}
= \mathbb{E}_{\theta \sim h(\theta; \lambda)} \left[ \phi_g(\theta) - \phi_f(\theta) \right] \tag{161}
\]
This concludes the proof. \( \square \)
Lemma 11. Approximation of KL \((g(\theta), h(\theta; \lambda))\).

Requires: Lemmas 8-10

The KL divergence between \(g(\theta)\) and \(h(\theta; \lambda)\):

\[
KL(g(\theta), h(\theta; \lambda)) = K(\lambda)
\]

\[
= \lambda \mathbb{E}_{\theta \sim g(\theta)} \left[ \phi_f(\theta) - \phi_g(\theta) \right] + \log \left\{ \mathbb{E}_{\theta \sim g(\theta)} \left[ \exp (\lambda \left[ \phi_g(\theta) - \phi_f(\theta) \right]) \right] \right\}
\]

\[
= \lambda \mathbb{E}_{\theta \sim g(\theta)} \left[ \phi_f(\theta) - \phi_g(\theta) \right] + \tilde{C}(\lambda)
\]

has a Taylor approximation with integral remainder:

\[
K(\lambda) = 0 + \frac{\lambda^2}{2} \text{Var}_{\theta \sim g(\theta)} \left[ \phi_g(\theta) - \phi_f(\theta) \right] + \int_0^\lambda \frac{1}{2} t^2 k_3(t) \, dt
\]

\[
k_3(\lambda) = \mathbb{E}_{\theta \sim h(\theta; \lambda)} \left\{ \left[ \phi_g(\theta) - \phi_f(\theta) - k_1(\lambda) \right]^3 \right\}
\]

\[
k_1(\lambda) = \mathbb{E}_{\theta \sim h(\theta; \lambda)} \left[ \phi_g(\theta) - \phi_f(\theta) \right]
\]

Proof. This proof follows from Lemmas 8 and 9 which yield that \(K(\lambda)\) is indeed a correct formula for \(KL(g(\theta), h(\theta; \lambda))\), and then a straightforward manipulation of \(K(\lambda)\).

First, let us check that the formula for \(K(\lambda)\) is indeed correct. Lemma 8 gives us the log-density of \(h(\theta; \lambda)\):

\[
h(\theta; \lambda) = g(\theta) \left[ \frac{f(\theta)}{g(\theta)} \right]^\lambda \exp (-C(\theta))
\]

\[
= \exp \left( -\phi_g(\theta) + \lambda \left[ \phi_g(\theta) - \phi_f(\theta) \right] - \log (Z_g) - \tilde{C}(\theta) \right)
\]

Lemma 8 asserts that we can ignore the normalizing constant terms \(-\log (Z_g) - \tilde{C}(\theta)\). One un-normalized negative log-density for \(h(\theta; \lambda)\) is:

\[
\phi_h(\theta) = \phi_g(\theta) - \lambda [\phi_g(\theta) - \phi_f(\theta)]
\]

and Lemma 8 then gives us the KL divergence as:

\[
K(\lambda) = \mathbb{E}_{\theta \sim g(\theta)} \left[ \phi_h(\theta) - \phi_g(\theta) \right] + \log \left\{ \mathbb{E}_{\theta \sim g(\theta)} \left[ \exp (\lambda \left[ \phi_g(\theta) - \phi_h(\theta) \right]) \right] \right\}
\]

\[
= \mathbb{E}_{\theta \sim g(\theta)} \left[ \phi_f(\theta) - \phi_g(\theta) \right] + \log \left\{ \mathbb{E}_{\theta \sim g(\theta)} \left[ \exp (\lambda \left[ \phi_g(\theta) - \phi_f(\theta) \right]) \right] \right\}
\]

\[
= \lambda \mathbb{E}_{\theta \sim g(\theta)} \left[ \phi_f(\theta) - \phi_g(\theta) \right] + \log \left\{ \mathbb{E}_{\theta \sim g(\theta)} \left[ \exp (\lambda \left[ \phi_g(\theta) - \phi_f(\theta) \right]) \right] \right\}
\]

In the formula for \(K(\lambda)\), we recognize \(\tilde{C}(\lambda)\) in the second term:

\[
K(\lambda) = \lambda \mathbb{E}_{\theta \sim g(\theta)} \left[ \phi_f(\theta) - \phi_g(\theta) \right] + \log \left\{ \mathbb{E}_{\theta \sim g(\theta)} \left[ \exp (\lambda \left[ \phi_g(\theta) - \phi_f(\theta) \right]) \right] \right\}
\]

\[
= \lambda \mathbb{E}_{\theta \sim g(\theta)} \left[ \phi_f(\theta) - \phi_g(\theta) \right] + \tilde{C}(\lambda)
\]

The derivatives of \(K(\lambda)\) at \(\lambda = 0\) are then straightforward to compute:

\[
K(0) = 0 + \tilde{C}(0)
\]

\[
= \log \left\{ \mathbb{E}_{\theta \sim g(\theta)} \left[ \exp (0 \left[ \phi_g(\theta) - \phi_f(\theta) \right]) \right] \right\}
\]

\[
= \log \left\{ \mathbb{E}_{\theta \sim g(\theta)} \left[ \exp (0) \right] \right\}
\]

\[
= \log \left\{ \mathbb{E}_{\theta \sim g(\theta)} \left[ 1 \right] \right\}
\]

\[
= 0
\]

\[
K'(0) = \mathbb{E}_{\theta \sim g(\theta)} \left[ \phi_f(\theta) - \phi_g(\theta) \right] + \mathbb{E}_{\theta \sim g(\theta)} \left[ \phi_g(\theta) - \phi_f(\theta) \right]
\]

\[
= 0
\]

\[
K''(0) = 0 + \text{Var}_{\theta \sim g(\theta)} \left[ \phi_g(\theta) - \phi_f(\theta) \right]
\]
and for \( d \geq 2 \), the derivatives of \( K (\lambda) \) coincide with that of \( \tilde{C} (\lambda) \):

\[
K^{(d)} (\lambda) = \tilde{C}^{(d)} (\lambda) = k_d (\lambda)
\]

A Taylor expansion of \( K (\lambda) \) to third order with integral remainder then yields:

\[
K (\lambda) = K (0) + \lambda K' (0) + \frac{\lambda^2}{2} K'' (0) + \int_0^\lambda \frac{1}{2} l^2 K^{(3)} (\lambda) dl
\]

\[
= 0 + \frac{\lambda^2}{2} \text{Var}_\theta \sim g (\theta) [\phi_\theta (\theta) - \phi_f (\theta)] + \int_0^\lambda \frac{1}{2} l^2 k_3 (l) dl
\]

which concludes the proof.

\[\square\]

**Lemma 12. Bound on the cumulants.**

**Requires:** NA.

If \( X \) is a bounded random variable:

\[
|X| \leq M
\]

Then its absolute cumulants for \( k \in \{1, 2, 3\} \) are bounded:

\[
\mathbb{E} \left( |X - \mathbb{E} (X)|^k \right) \leq M^k
\]
We thus finally have:
\[
\mathbb{E} [a_k (Y)] = \mathbb{E} [\mathbb{E} [a_k (Y) | X]] \geq \mathbb{E} [a_k (X)]
\]
and we have proved that \( Y \) has a higher cumulant than \( X \). Since \( Y \) only takes the values \( \pm M \), it is thus marginally a Bernoulli random variable. Bernoulli random variables thus have the biggest cumulants among bounded random variables.

It is now straightforward to compute the cumulant of a Bernoulli random variable with probability \( p \):
\[
\mathbb{E} (Y) = M p - (1 - p) M = M (2 p - 1)
\]
\[
\mathbb{E} \left( |Y - \mathbb{E} (Y)|^k \right) = p |M - M (2p - 1)|^k + (1 - p) |M - M (2p - 1)|^k
\]
\[
= p M^k |2 - 2p|^k + (1 - p) M^k |2p|^k
\]
\[
= 2^k M^k \left( p (1 - p)^k + (1 - p) p^k \right)
\]
\[
= 2^k M^k p (1 - p) \left[ (1 - p)^{k-1} + p^{k-1} \right]
\]
and we only need to optimize for \( p \).

Consider the polynomial in \( p \):
\[
A (p) = p (1 - p) \left[ (1 - p)^{k-1} + p^{k-1} \right]
\]
The gradient of \( A (p) \) is:
\[
A' (p) = (1 - p) \left[ (1 - p)^{k-1} + p^{k-1} \right] - p \left[ (1 - p)^{k-1} + p^{k-1} \right]
\]
\[
+ p (1 - p) \left[ - (k - 1) (1 - p)^{k-2} + (k - 1) p^{k-2} \right]
\]
\[
= (1 - 2p) \left[ (1 - p)^{k-1} + p^{k-1} \right] + (k - 1) p (1 - p) \left[ - (1 - p)^{k-2} + p^{k-2} \right]
\]
For \( k = 1 \) or \( k = 2 \), we have that \( A' (p) \) is monotone with a unique zero at \( p = 0.5 \).

If \( k = 1 \)
\[
A' (p) = (1 - 2p) (2) + 0 = 2 (1 - 2p)
\]
If \( k = 2 \)
\[
A' (p) = (1 - 2p) (1 - p + p) + p (1 - p) (-1 + 1) = (1 - 2p)
\]
For \( k = 3 \):
\[
A' (p) = (1 - 2p) \left[ (1 - p)^2 + p^2 \right] + 2p (1 - p) \left[ - (1 - p) + p \right]
\]
\[
= (1 - 2p) \left[ (1 - p)^2 + p^2 \right] + 2p (1 - p) [2p - 1]
\]
\[
= (1 - 2p) \left[ (1 - p)^2 + p^2 - 2p (1 - p) \right]
\]
\[
= (1 - 2p) \left[ (1 - p - p)^2 \right]
\]
\[
= (1 - 2p)^3
\]
Once again \( A' (p) \) is monotone and has a unique zero at \( p = 0.5 \).

The maximum of \( \mathbb{E} \left( |Y - \mathbb{E} (Y)|^k \right) \) for \( k \in \{1, 2, 3\} \) is thus:
\[
\mathbb{E} \left( |Y - \mathbb{E} (Y)|^k \right) \leq 2^k M^k \frac{1}{2} \frac{1}{2} \left( \frac{1}{2} \right)^{k-1} + \left( \frac{1}{2} \right)^{k-1}
\]
\[
\leq 2^k M^k \frac{2}{2^k + 1}
\]
\[
\leq M^k
\]
which gives the claimed bound.

At this point, we are now ready to give the proof of Prop.1.

Proof. The statement of Prop.1 combines elements from the various Lemmas of this Appendix Section.

Lemma 9 asserts that $h(\theta; \lambda)$ is indeed an exponential family.

Then, Lemma 11 (in the special case $\lambda = 1$) asserts that the KL divergence $KL(g, f)$ can be approximated using a Taylor expansion.

Finally, we get to the case for which $|\phi_f(\theta) - \phi_g(\theta)| \leq M$. Lemma 12 gives a bound on the absolute cumulants of $\phi_f(\theta) - \phi_g(\theta)$: they must be lower than $M^3$.

The Taylor expansion with integral remainder of $KL(g, f)$ can then be further simplified by bounding the integral remainder:

$$\left| \int_0^1 \frac{1}{2} l^2 k_3(l) \, dl \right| \leq \int_0^1 \frac{1}{2} l^2 |k_3(l)| \, dl$$
$$\leq \int_0^1 \frac{1}{2} l^2 M^3 \, dl$$
$$\leq \frac{M^3}{6}$$

which concludes the proof.

B The LSI-based approximations

This section deals with the proof of Prop.3 and 4 which give upper-bounds on the forward and backward KL divergences based on the Log-Sobolev Inequality (LSI).

Recall that throughout this section, $g(\theta)$ is not restricted to being the Laplace approximation of $f(\theta)$ and is not necessarily restricted to being Gaussian.

B.1 Proof structure

The proof of both propositions is fairly straightforward:

- First, I establish a variant of the classical LSI result which is invariant to affine reparameterizations of the space. This is exactly Prop.3
- Finally, I prove Prop.4 as a straightforward corollary from Prop.3

B.2 Proofs

First, recall the classical statement of the LSI. Or, more precisely, of the fact that strongly log-concave distributions obey the LSI.

**Theorem 13. LSI (Bakry and Émery [1985], Otto and Villani [2000]).**

If $f(\theta)$ is a $\lambda$-strongly log-concave density, i.e.

$$\forall \theta \quad H_{\phi_f}(\theta) \geq \lambda I_p$$

then, for any $g(\theta)$, the reverse KL divergence is bounded:

$$KL(g, f) \leq \frac{1}{2\lambda} \mathbb{E}_{\theta \sim g(\theta)} \left[ \|\nabla \phi_f(\theta) - \nabla \phi_g(\theta)\|_2^2 \right]$$
A trivial limit of this Theorem is that it is not invariant to affine reparameterizations of the parameter space. Indeed, these modify the gradients and $\lambda$ simultaneously in a way that does not lead to the terms canceling.

However, this limit is trivial since it can be solved by making sure that the inequality $\forall \theta \ H(\theta) \geq \Lambda_p$ is tight in all eigenvalues at once. This yields Prop3.

**Proposition 14. Main text Prop3 an affine equivariant LSI.**

**Requires:** Th13

If $f(\theta)$ is strongly log-concave so that there exists a strictly positive matrix $H_{\min}$ such that:

$$\forall \theta \ H(\theta) \geq H_{\min}$$  \hspace{1cm} (227)

then, for any approximation $g(\theta)$, the reverse KL divergence is bounded:

$$KL(g, f) \leq \frac{1}{2} E_{\theta \sim g(\theta)} \left[ \| \nabla_{\phi_f}(\theta) - \nabla_{\phi_g}(\theta) \|_2^2 \right]$$  \hspace{1cm} (228)

**Proof.** Consider a matrix square-root of $[H_{\min}]^{-1}$: $AA^T = [H_{\min}]^{-1}$. Then, consider the change of variable:

$$\theta = A\theta$$  \hspace{1cm} (229)

Log-gradients and log-Hessians in $\theta$-space are:

$$\nabla_{\theta_f}(\theta) = A \nabla_{\phi_f}(A\theta)$$  \hspace{1cm} (230)

$$H_{\theta_f}(\theta) = A H_{\phi_f}(A\theta) A^T$$  \hspace{1cm} (231)

In $\theta$-space, the log-Hessian density is still lower-bounded:

$$\forall \theta \ H(\theta) \geq A H_{\min} A^T$$  \hspace{1cm} (232)

$$\geq I_p$$  \hspace{1cm} (233)

We can thus apply Thm13 with $\lambda = 1$, yielding:

$$KL(\theta, f) \leq \frac{1}{2} E_{\theta \sim g(\theta)} \left[ \| \nabla_{\phi_f}(\theta) - \nabla_{\phi_g}(\theta) \|_2^2 \right]$$  \hspace{1cm} (234)

$$\leq \frac{1}{2} E_{\theta \sim g(\theta)} \left[ \| A \nabla_{\phi_f}(A\theta) - A \nabla_{\phi_g}(A\theta) \|_2^2 \right]$$  \hspace{1cm} (235)

$$\leq \frac{1}{2} E_{\theta \sim g(\theta)} \left[ \| A \{ \nabla_{\phi_f}(A\theta) - \nabla_{\phi_g}(A\theta) \} \|_2^2 \right]$$  \hspace{1cm} (236)

$$\leq \frac{1}{2} E_{\theta \sim g(\theta)} \left[ \{ \nabla_{\phi_f}(\theta) - \nabla_{\phi_g}(\theta) \}^T A A^T \{ \nabla_{\phi_f}(\theta) - \nabla_{\phi_g}(\theta) \} \right]$$  \hspace{1cm} (237)

$$\leq \frac{1}{2} E_{\theta \sim g(\theta)} \left[ \{ \nabla_{\phi_f}(\theta) - \nabla_{\phi_g}(\theta) \}^T (H_{\min})^{-1} \{ \nabla_{\phi_f}(\theta) - \nabla_{\phi_g}(\theta) \} \right]$$  \hspace{1cm} (238)

Finally, observe that the KL divergence is invariant to bijective changes of variable:

$$KL(g, f) = KL(\theta, f)$$  \hspace{1cm} (239)

$$\leq \frac{1}{2} E_{\theta \sim g(\theta)} \left[ \{ \nabla_{\phi_f}(\theta) - \nabla_{\phi_g}(\theta) \}^T (H_{\min})^{-1} \{ \nabla_{\phi_f}(\theta) - \nabla_{\phi_g}(\theta) \} \right]$$  \hspace{1cm} (240)

which concludes the proof. \qed

**Proposition 15. Main text Prop3 a straightforward corollary.**

**Requires:** Appendix Prop14 (Main text Prop3).

If $g(\theta)$ is a Gaussian with covariance $\Sigma$, then for any $f(\theta)$ the forward KL divergence is bounded:

$$KL(f, g) \leq \frac{1}{2} E_{\theta \sim f(\theta)} \left[ \{ \nabla_{\phi_f}(\theta) - \nabla_{\phi_g}(\theta) \}^T \Sigma \{ \nabla_{\phi_f}(\theta) - \nabla_{\phi_g}(\theta) \} \right]$$  \hspace{1cm} (241)
Proof. This proof is a straightforward corollary of Appendix Prop.14 (Main text Prop.3). It is derived by inverting the role of $g$ and $f$.

Indeed, if $g(\theta)$ is a Gaussian with covariance $\Sigma$, then:

$$\phi_g = \frac{1}{2} (\theta - \mu)^T \Sigma^{-1} (\theta - \mu)$$

$$H\phi_g = \Sigma^{-1}$$

and we can thus apply Appendix Prop.14 with $H_{\text{min}} = \Sigma^{-1}$ yielding, with no assumption on $f(\theta)$:

$$KL(g, f) \leq \frac{1}{2} \mathbb{E}_{\theta \sim f(\theta)} \left[ (\nabla \phi_f (\theta) - \nabla \phi_g (\theta))^T \Sigma^{-1} (\nabla \phi_f (\theta) - \nabla \phi_g (\theta)) \right]$$

$$\leq \frac{1}{2} \mathbb{E}_{\theta \sim f(\theta)} \left[ (\nabla \phi_f (\theta) - \nabla \phi_g (\theta))^T \Sigma (\nabla \phi_f (\theta) - \nabla \phi_g (\theta)) \right]$$

which concludes the proof. □

C General deterministic Bound

This section deals with the proof of Th.5, establishing the convergence of $KL(g, f)$ to 0 in the limit $\Delta_{x, p^{3/2}} \to 0$, as well as several approximations of this quantity.

Throughout this section, we will simplify notation by using $g(\theta)$ for the Laplace approximation of $f(\theta)$ (dropping out the index from $g_{LAP}(\theta)$). We also assume that $f(\theta)$ is strictly log-concave.

All results stated from this point onward are restricted to this case.

We recall the notation:

$$f(\theta) = \exp \left( -\phi_f (\theta) - \log(Z_f) \right)$$

$$H\phi_f (\theta) > 0_p$$

$$g(\theta) = \exp \left( -\phi_g (\theta) - \log(Z_g) \right)$$

$$= \exp \left( \frac{1}{2} (\theta - \mu)^T \Sigma^{-1} (\theta - \mu) - \log(Z_g) \right)$$

$$\mu = \arg\min_\theta \left[ \phi_f (\theta) \right]$$

$$\Sigma^{-1} = H\phi_f (\mu)$$

C.1 Proof structure

The proof of this result is very involved.

1. First, I tackle aspects of the proof relating to the variables $r$, $e$ and $c$, $e$. I show the following results:
   a) I establish that $KL(g, f)$ can be decomposed into the contributions of the variables $r$ and $e$ (Lemma 16).
   b) I give the distribution of $e, r$ under $g$ (Lemma 17).
   c) I give the distribution of $c = (r)^{1/3}$ under $g$ (Lemma 18).
   d) I give the moments of $r$ under $g$ (Lemma 19).
   e) I give (Lemma 20):
      - The conditional distribution of $r$ under $f$.
      - The conditional distribution of $c$ under $f$.
      - The marginal distribution of $e$ under $f$.
      - An approximation to the marginal distribution of $e$ under $f$.

2. Then, I tackle the $KL(r_g, r_f | e)$ term and derive the following results:
   a) I prove that $f(c)$ is strongly log-concave (Lemma 22).
(b) I give a lower-bound of the log-curvature of \( f(c) \) (Lemmas 23 and 24).
(c) I give the asymptotic scaling of the lower-bound (Lemma 26).
(d) I give an approximation of \( KL(r_g, r_f|e) \) based on Appendix Prop.14 (Main text Prop.3) (Prop.27).

3. Then, I tackle the \( KL(e_g, e_f) \) term. I further show the following results:
   (a) I give an approximation of \( \log f(e) \) (Lemma 28).
   (b) I give an approximation of \( KL(e_g, e_f) \) based on Appendix Prop.14 (Main text Prop.3) (Prop.29).

4. Finally, I relate the bound on \( KL(e_g, e_f) \) to the KL variance (Lemma 30).

Theorem 5 is finally derived as a combination of all the results proved in this section.

C.2 Proofs: properties of the change of variable

**Lemma 16. Decomposition of \( KL(g, f) \).**

**Requires:** NA.

The KL divergence can be decomposed as:

\[
KL(g, f) = KL(e_g, e_f) + \mathbb{E}_{e \sim g(e)} [KL(r_g, r_f|e)]
\]  

(252)

**Proof.** This proof consists of a simple manipulation of the normal expression for the KL divergence. We simply make appear the variables \( r, e \):

\[
KL(g, f) = \mathbb{E}_{\theta \sim g(\theta)} \left[ \log \frac{f(\theta)}{g(\theta)} \right]
\]  

(253)

\[
= \mathbb{E}_{r, e \sim g(r, e)} \left[ \log \frac{f(r, e)}{g(r, e)} \right]
\]  

(254)

and then use the conditional probability formula:

\[
f(r, e) = f(e) f(r|e)
\]  

(255)

\[
g(r, e) = g(e) g(r|e)
\]  

(256)

yielding:

\[
KL(g, f) = \mathbb{E}_{r, e \sim g(r, e)} \left[ \log \frac{f(e) f(r|e)}{g(e) g(r|e)} \right]
\]  

(257)

\[
= \mathbb{E}_{r, e \sim g(r, e)} \left[ \log \frac{f(e)}{g(e)} + \log \frac{f(r|e)}{g(r|e)} \right]
\]  

(258)

\[
= \mathbb{E}_{e \sim g(e)} \left[ \log \frac{f(e)}{g(e)} \right] + \mathbb{E}_{r, e \sim g(r, e)} \left[ \log \frac{f(r|e)}{g(r|e)} \right]
\]  

(259)

\[
= KL(e_g, e_f) + \mathbb{E}_{e \sim g(e)} \left[ \mathbb{E}_{r \sim g(r|e)} \left[ \log \frac{f(r|e)}{g(r|e)} \right] \right]
\]  

(260)

\[
= KL(e_g, e_f) + \mathbb{E}_{e \sim g(e)} [KL(r_g, r_f|e)]
\]  

(261)

which concludes the proof. \( \square \)

**Lemma 17. Distribution of \( r_g, e_g \).**

**Requires:** NA.

The random variables \( r_g, e_g \) are independent. \( e_g \) has a uniform distribution over the unit sphere \( S^{p-1} \) while \( r_g \) has a \( \chi_p \) distribution.

**Proof.** This proof is a standard of statistics and probability theory.
Start from $\tilde{\theta}_g$ which is a standard Gaussian random variable:

$$g \left( \tilde{\theta} \right) \propto \exp \left( -\frac{1}{2} \left\| \tilde{\theta} \right\|_2^2 \right) \quad (262)$$

The volume of the element $drde$ scales as $r^{p-1}$ because it lives on the surface of a $p$-dimensional sphere of radius $r$. The standard change of variable formula then yields:

$$g \left( r, e \right) \propto r^{p-1} \exp \left( -\frac{1}{2} \| re \|_2^2 \right) \quad (263)$$

$$\propto r^{p-1} \exp \left( -\frac{1}{2} r^2 \right) \quad (264)$$

which proves the well-known result:

- $e_g$ is a uniform random variable over its support: the unit sphere $S^{p-1}$.
- $r_g$ is a $\chi$ ("chi") random variable with $p$ degrees of freedom.
- They are independent.

and concludes the proof. \( \square \)

**Lemma 18.** Distribution of $c_g$.

**Requires:** Lemma[17]

Variable $c_g = (r_g)^{1/3}$ follows a $\chi_{p}^{1/3}$ ("chi-one-third") distribution:

$$g \left( c \right) \propto c^{3p-1} \exp \left( -\frac{c^6}{2} \right) \quad (265)$$

**Proof.** This follows from Lemma[17] through another standard change of variable:

$$g \left( c \right) \propto c^{3(p-1)} \exp \left( -\frac{c^6}{2} \right) \frac{dr}{dc} \quad (266)$$

$$\propto c^{3p-3} \exp \left( -\frac{c^6}{2} \right) \left( 3c^2 \right) \quad (267)$$

$$\propto c^{3p-1} \exp \left( -\frac{c^6}{2} \right) \quad (268)$$

which concludes the proof. \( \square \)

**Lemma 19.** Moments of $r_g$.

**Requires:** Lemma[17]

The 0-centered moments of $r_g$ are:

$$\mathbb{E} \left( r_g^k \right) = 2^{k/2} \frac{\Gamma \left( \frac{p+k}{2} \right)}{\Gamma \left( \frac{p}{2} \right)} \quad (269)$$

For fixed $k$, as $p \to \infty$, the moments of $r_g$ scale asymptotically as:

$$\mathbb{E} \left( r_g^k \right) = p^{k/2} + \mathcal{O} \left( p^{k/2-1} \right) \quad (270)$$

i.e. the ratio $r_g/p^{1/2}$ converges in $L_k$ to the constant 1.
Proof. The following derivation of the moments of $r_g$ is standard. The normalization constant of the $\chi_p$ distribution is:

$$\int r^{p-1} \exp \left(-\frac{r^2}{2}\right) = 2^{p/2-1}\Gamma \left(\frac{p}{2}\right)$$

Thus, we have the expected value of $r^k$ as:

$$\mathbb{E} \left[ (r_g)^k \right] = \int \frac{r^k r^{p-1} \exp \left(-\frac{r^2}{2}\right)}{\int r^{p-1} \exp \left(-\frac{r^2}{2}\right)} = \frac{2((p+k)/2-1)\Gamma \left(\frac{p+k}{2}\right)}{2^{p/2-1}\Gamma \left(\frac{p}{2}\right)}$$

$$= 2^{k/2} \frac{\Gamma \left(\frac{p+k}{2}\right)}{\Gamma \left(\frac{p}{2}\right)}$$

In order to approximate these moments in the limit $p \to \infty$ while $k$ remains fixed, we can consider the following approximation of the ratio of the Gamma function (see Mortici [2010] and additional references therein): for all $s \in [0, 1]$

$$n^{1-s} \leq \frac{\Gamma (n+1)}{\Gamma (n+s)} \leq (n+1)^{1-s}$$

yielding:

$$\frac{\Gamma (n+1)}{\Gamma (n+s)} = n^{1-s} + \mathcal{O} \left(n^{1-s-1}\right)$$

in the limit $n \to \infty$.

Noting $\lfloor k/2 \rfloor$ to be the highest integer smaller than $k/2$, we then further use the recurrence relationship of the Gamma function:

$$\frac{\Gamma \left(\lfloor (p+k)/2 \rfloor \right)}{\Gamma \left(\lfloor p/2 \rfloor \right)} = \frac{\Gamma \left(\lfloor p/2 + [k/2] \rfloor \right)}{\Gamma \left(\lfloor p/2 \rfloor \right)} \frac{\Gamma \left(\lfloor p/2 + [k/2] \rfloor \right)}{\Gamma \left(\lfloor p/2 + [k/2] \rfloor \rfloor \right)}$$

$$= \frac{\Gamma \left(\lfloor p/2 + [k/2] \rfloor \right)}{\Gamma \left(\lfloor p/2 + [k/2] \rfloor \right)} \prod_{i=1}^{\lfloor k/2 \rfloor} (p+i)$$

where the product scales asymptotically as:

$$\prod_{i=1}^{\lfloor k/2 \rfloor} \frac{(p+i)}{2} = \frac{1}{2^{\lfloor k/2 \rfloor}} p^{\lfloor k/2 \rfloor} + \mathcal{O} \left(p^{\lfloor k/2 \rfloor-1}\right)$$

while the ratio scales as:

$$\frac{\Gamma \left(\lfloor p/2 + [k/2] \rfloor \right)}{\Gamma \left(p/2 + [k/2] \right)} = \left(\frac{p}{2}\right)^{k/2-\lfloor k/2 \rfloor} + \mathcal{O} \left(p^{k/2-\lfloor k/2 \rfloor-1}\right)$$

Combining both asymptotic scalings sums the exponents, yielding:

$$\frac{\Gamma \left(\lfloor (p+k)/2 \rfloor \right)}{\Gamma \left(p/2 \right)} = \left(\frac{p}{2}\right)^{k/2} + \mathcal{O} \left(p^{k/2-1}\right)$$
which yields the asymptotic scaling of the moments:

\[
E(r^k_g) = 2^{k/2} \frac{\Gamma\left(\frac{p+k}{2}\right)}{\Gamma\left(\frac{p}{2}\right)}
\]

\[
= p^{k/2} + O\left(p^{k/2-1}\right)
\]

which concludes the proof.

**Lemma 20.** Distribution of \(r_f|e, c_f|e\) and \(e_f\).

**Requires:** NA.

The conditional distribution of \(r_f|e\) is:

\[
f(r|e) \propto r^{p-1} \exp\left(-\tilde{\phi}_f(re)\right)
\]

The conditional distribution of \(c_f|e\) is:

\[
f(c|e) \propto c^{3p-1} \exp\left(-\tilde{\phi}_f(c^3e)\right)
\]

The marginal distribution of \(e_f\) is:

\[
f(e) \propto \int r^{p-1} \exp\left(-\tilde{\phi}_f(re)\right) dr
\]

where the proportionality sign hides a term that does not depend on \(e\). The marginal distribution of \(e_f\) can be approximated using the ELBO as:

\[
|\log[f(e)] - ELBO(e)| \leq KL(r_g, r_f|e)
\]

\[
ELBO(e) = E_{r \sim g(r)} \left\{ \log \left( \frac{f(r, e)}{g(r)} \right) \right\}
\]

\[
= -E_{r \sim g(r)} \left[ \tilde{\phi}_f(re) - \frac{1}{2} r^2 \right] + C
\]

where \(C\) is a constant that does not depend on \(e\).

**Proof.** Like Lemma 17 and 18, the first two claims follow from a standard change of variable:

\[
f(\tilde{\theta}) \propto \exp\left(-\tilde{\phi}_f(\tilde{\theta})\right)
\]

\[
f(r, e) \propto r^{p-1} \exp\left(-\tilde{\phi}_f(re)\right)
\]

thus yielding:

\[
f(r|e) = \frac{f(r, e)}{f(e)}
\]

\[
\propto r^{p-1} \exp\left(-\tilde{\phi}_f(re)\right)
\]

Similarly:

\[
f(c|e) \propto c^{3(p-1)} \exp\left(-\tilde{\phi}_f(c^3e)\right) \frac{dr}{dc}
\]

\[
\propto c^{3(p-1)} \exp\left(-\tilde{\phi}_f(c^3e)\right) (3c^2)
\]

\[
\propto c^{3p-1} \exp\left(-\tilde{\phi}_f(c^3e)\right)
\]

\(f(e)\) is the integral of \(f(r, e)\):

\[
f(e) = \int f(r, e) \, dr
\]
Combining with eq. (293), we obtain:

\[ f(e) = \frac{\int r^{p-1} \exp \left( -\hat{\phi}_f(re) \right) dr}{\int de \int r^{p-1} \exp \left( -\hat{\phi}_f(re) \right) dr} \quad (300) \]

Finally, the Evidence Lower Bound (ELBO; Blei et al. [2017]) is a well-known lower-bound on the log-integral of a density:

\[
\log [f(e)] = \log \left[ \int f(r,e) dr \right]
\]

\[
= \log \left[ \int g(r) \frac{f(r,e)}{g(r)} dr \right]
\]

\[
= \log \left[ E_{r \sim g(r)} \left\{ \frac{f(r,e)}{g(r)} \right\} \right]
\]

\[
\geq E_{r \sim g(r)} \left\{ \log \left[ \frac{f(r,e)}{g(r)} \right] \right\}
\]

\[
\geq \text{ELBO (e)}
\]

where we have used Jensen’s inequality on the concave function \( t \rightarrow \log (t) \). Strictly speaking, the ELBO of \( \log [f(e)] \) is this exact expression: \( E_{r \sim g(r)} \left\{ \log \left[ \frac{f(r,e)}{g(r)} \right] \right\} \) and the error is precisely equal to \( KL (r|g, r|f) \).

We can rework the ELBO slightly to remove terms that are constants in \( e \):

\[
\log \left[ \frac{f(r,e)}{g(r)} \right] = \log \left[ \frac{r^{p-1} \exp \left( -\hat{\phi}_f(re) \right)}{r^{p-1} \exp \left( -\hat{\phi}_f(re) \right) drde} \right]
\]

\[
= \log \left[ r^{p-1} \exp \left( -\hat{\phi}_f(re) \right) drde \right] - \log \left[ r^{p-1} \exp \left( -\frac{1}{2}r^2 \right) drde \right]
\]

\[
= \log \left[ \exp \left( \frac{1}{2}r^2 - \hat{\phi}_f(re) \right) \right] + C
\]

\[
= \frac{1}{2}r^2 - \hat{\phi}_f(re) + C
\]

\[
= - \left( \hat{\phi}_f(re) - \frac{1}{2}r^2 \right) + C
\]

\[
E_{r \sim g(r)} \left\{ \log \left[ \frac{f(r,e)}{g(r)} \right] \right\} = -E_{r \sim g(r)} \left\{ \hat{\phi}_f(re) - \frac{1}{2}r^2 \right\} + C
\]

which yields the claimed result. Note that the \( \frac{1}{2}r^2 \) term could be dropped out too, but it corresponds to the Taylor expansion of \( \hat{\phi}_f(re) \) to second order. It thus makes sense to keep this term.

Let us finally check that the gap is indeed the KL divergence:

\[
E_{r \sim g(r)} \left\{ \log \left[ \frac{f(r,e)}{g(r)} \right] \right\} = E_{r \sim g(r)} \left\{ \log \left[ \frac{f(r|e)f(e)}{g(r)} \right] \right\} \quad (312)
\]

\[
= E_{r \sim g(r)} \left\{ \log \left[ \frac{f(r|e)}{g(r)} \right] \right\} + \log \left[ f(e) \right] \quad (313)
\]

\[
\log \left[ f(e) \right] - E_{r \sim g(r)} \left\{ \log \left[ \frac{f(r,e)}{g(r)} \right] \right\} = -E_{r \sim g(r)} \left\{ \log \left[ \frac{f(r|e)}{g(r)} \right] \right\} \quad (314)
\]

\[
= E_{r \sim g(r)} \left\{ \log \left[ \frac{g(r)}{f(r|e)} \right] \right\} \quad (315)
\]

\[
= KL (r, f|e) \quad (316)
\]
which concludes the proof. \hfill \square

C.3 Proofs: KL \((r_g, r_f|e)\) term.

For this section, we introduce two additional notations:

- Let \(\varphi_e (r)\) be the value of \(\tilde{\phi}_f\) along direction \(e\):
  \[
  \varphi_e (r) = \tilde{\phi}_f (r e) \tag{317}
  \]
  \[
  = \phi_f \left( \mu + r \Sigma_g^{1/2} e \right) \tag{318}
  \]

- Let \(\psi_f (c|e)\) denote the (unnormalized) negative log-density of \(f (c|e)\):
  \[
  \psi_f (c|e) = - \log [f (c|e)] + C \tag{319}
  \]
  \[
  = - (3p - 1) \log (c) + \tilde{\phi}_f (c^3 e) \tag{320}
  \]
  \[
  = - (3p - 1) \log (c) + \varphi_e (c^3) \tag{321}
  
  Similarly, let \(\psi_g (c)\) be the negative log-density of \(g (c)\):
  \[
  \psi_g (c) = - (3p - 1) \log (c) + \frac{1}{2} c^6 \tag{322}
  \]
  where we have used Lemmas \[18\] and \[20\].

**Lemma 21.** Basic properties of \(\varphi_e (r)\).

**Requires:** Lemma \[20\]

\(\varphi_e (r)\) is a convex function. Its higher derivatives are controlled:

\[
\left| \varphi_e^{(3)} (r) \right| \leq \Delta_3
\]

For \(r \leq r_0 = (\Delta_3)^{-1}\), \(\varphi_e (r)\) and its derivatives are bounded through a Taylor expansion:

\[
\varphi_e (r) \geq \frac{r^2}{2} - \frac{\Delta_3}{6} r^3 \tag{323}
\]

\[
\varphi'_e (r) \geq r - \frac{\Delta_3}{2} r^2 \tag{324}
\]

\[
\varphi''_e (r) \geq 1 - \Delta_3 r \tag{325}
\]

For \(r \geq r_0 = (\Delta_3)^{-1}\), \(\varphi_e (r)\) and its derivatives are bounded instead through the convexity of \(\varphi_e (r)\):

\[
\varphi_e (r) \geq \frac{1}{3} \frac{1}{(\Delta_3)^2} + \frac{1}{2\Delta_3} \left( r - \frac{1}{\Delta_3} \right) \tag{326}
\]

\[
\varphi'_e (r) \geq \frac{1}{2\Delta_3} \tag{327}
\]

\[
\varphi''_e (r) \geq 0 \tag{328}
\]

Let \(\varphi_{\text{min}} (r)\) be the function corresponding to the lower-bounds.

**Proof.** This Lemma is proved through several straightforward manipulations of the expression for \(\varphi_e (r)\).

\(\varphi_e (r)\) is defined as the restriction of a convex function, \(\tilde{\phi}_f\), to an arc:

\[
\varphi_e (r) = \phi_f (r e) \tag{329}
\]

It is thus also convex.
Its derivatives are straightforward to compute:
\[
\varphi_e (r) = \tilde{\phi}_f (r e) \\
\varphi'_e (r) = e^T \nabla \tilde{\phi}_f (r e) \\
\varphi''_e (r) = e^T \left[ H \tilde{\phi}_f (r e) \right] e \\
\varphi^{(3)}_e (r) = \tilde{\phi}^{(3)}_f (r e) [e, e, e]
\]
From which we obtain the value of the derivatives for \( r = 0 \):
\[
\varphi'_e (0) = 0 \\
\varphi''_e (0) = 1
\]
and a bound on the third derivative:
\[
\left| \varphi^{(3)}_e (r) \right| \leq \max_{r \geq 0} \left| \tilde{\phi}^{(3)}_f (r e) [e, e, e] \right| \\
\leq \max_{\theta} \left| \tilde{\phi}^{(3)}_f (\tilde{\theta}) \right|_{\text{max}} \\
\leq \Delta_3
\]
A Taylor expansion centered at 0 and using the bound on \( \left| \varphi^{(3)}_e (r) \right| \) then gives a lower-bound for \( \varphi''_e (r) \):
\[
\varphi''_e (r) \geq 1 - \Delta_3 r
\]
This lower-bound is suboptimal for \( r \geq r_0 = (\Delta_3)^{-1} \) for which we already know that \( \varphi''_e (r) \geq 0 \) instead, due to the convexity of \( \tilde{\phi}_f \) and thus that of \( \varphi_e (r) \). This gives a general lower-bound for \( \varphi''_e (r) \):
\[
\varphi''_e (r) \geq \max (1 - \Delta_3 r, 0)
\]
Let \( \varphi_{\min} (r) \) be the function defined through the following equations:
\[
\varphi_{\min}'' (r) = \max (1 - \Delta_3 r, 0) \\
\varphi_{\min}' (0) = 0 \\
\varphi_{\min} (0) = 0
\]
\( \varphi_{\min} \) coincides at 0 with \( \varphi_e \) but has strictly lower second derivative. We can thus find a lower-bound for \( \varphi'_e (r) \) and \( \varphi_e (r) \) by integrating \( \varphi_{\min} (r) \). For \( r \leq r_0 \):
\[
\varphi'_e (r) \geq \varphi'_{\min} (r) = r - \frac{\Delta_3}{2} r^2 \\
\varphi_e (r) \geq \varphi_{\min} (r) = \frac{r^2}{2} - \frac{\Delta_3}{6} r^3
\]
while for \( r \geq r_0 \):
\[
\varphi'_e (r) \geq \varphi'_{\min} (r) = \frac{1}{2 \Delta_3} \\
\varphi_e (r) \geq \varphi_{\min} (r) = \frac{1}{3} \left( \frac{1}{\Delta_3} \right)^2 + \frac{1}{2 \Delta_3} \left( r - \frac{1}{\Delta_3} \right)
\]
which concludes the proof.

Lemma 22. \( f (c|e) \) is strongly log-concave.

Requires: Lemma 21

The derivatives of \( \psi_f (c|e) \) are:
\[
\psi'_f (c|e) = \frac{3p - 1}{c} + 3c^2 \varphi'_e (c^3) \\
\psi''_f (c|e) = \frac{3p - 1}{c^2} + 6c \varphi'_e (c^3) + 9c^4 \varphi'_e (c^3)
\]
The second-derivative of \( \psi_f (c|e) \) is lower-bounded:

\[
\psi_f'' (c|e) \geq \begin{cases} 
\frac{3p-1}{c^2} + \frac{3c}{\Delta_3} & \text{if } c \geq c_0 = (\Delta_3)^{-1/3} \\
\frac{3p-1}{c^2} + 15c^4 - 12\Delta_3c^7 & \text{if } c \leq c_0
\end{cases}
\]

Let \( \psi''_{\min} (c) \) be the function corresponding to these bounds.

**Proof.** The derivative of \( \psi_f (c) \) is straightforward to compute:

\[
\psi_f (c|e) = -(3p-1) \log (c) + \varphi_e (c^3) 
\]

\[
\psi_f' (c|e) = -\frac{3p-1}{c^2} + 3c^2 \varphi'_e (c^3) 
\]

\[
\psi_f'' (c|e) = \frac{3p-1}{c^2} + 6c \varphi'_e (c^3) + 9c^4 \varphi''_e (c^3)
\]

Combining this with the lower-bounds for \( \varphi'_e (r) \) and \( \varphi''_e (r) \) from Lemma 21, we obtain:

\[
\psi_f'' (c|e) \geq \begin{cases} 
\frac{3p-1}{c^2} + 6c \left[ \varphi'_e (c^3) \right] + 9c^4 \left[ \varphi''_e (c^3) \right] & \text{if } c \geq c_0 = (\Delta_3)^{-1/3} \\
\frac{3p-1}{c^2} + 6c \left[ c^3 - \frac{\Delta_3}{2} c^6 \right] + 9c^4 \left[ 1 - \Delta_3 c^3 \right] & \text{if } c \leq c_0
\end{cases}
\]

which concludes the proof.

**Lemma 23.** Detailed lower-bound of \( \psi_f'' (c|e) \) for \( c \geq c_0 \).

**Requires:** Lemma 22

On the \( c \geq c_0 \) region, we have:

\[
\min_{c \geq c_0} \left[ \psi_f'' (c|e) \right] \geq \begin{cases} 
\left(3p-1\right) (\Delta_3)^{2/3} + 3 (\Delta_3)^{-4/3} & \text{if } \Delta_3 \leq \sqrt[3]{\frac{3}{2p-1}} \\
\frac{9}{2} \left( \frac{3p-1}{2p-1} \right)^{1/3} & \text{else}
\end{cases}
\]

**Proof.** We start from the lower-bound of \( \psi_f'' (c|e) \) of Lemma 23

\[
\psi_f'' (c|e) \geq \begin{cases} 
\frac{3p-1}{c^2} + \frac{3c}{\Delta_3} & \text{if } c \geq c_0 = (\Delta_3)^{-1/3} \\
\frac{3p-1}{c^2} + 15c^4 - 12\Delta_3c^7 & \text{if } c \leq c_0
\end{cases}
\]

We consider only the \( c \geq c_0 \) half:

\[
\psi''_{\min} (c) = \frac{3p-1}{c^2} + \frac{3c}{\Delta_3}
\]

To find the minimum, we compute the derivative of the lower-bound:

\[
\psi^{(3)}_{\min} (c) = -2 \frac{3p-1}{c^3} + \frac{3}{\Delta_3}
\]

which we recognize as a strictly increasing function. Its unique root is:

\[
c^* = \left(2\Delta_3 \frac{3p-1}{3} \right)^{1/3}
\]

38
If \(c^*\) is smaller than \(c_0\), then the minimal curvature for \(c \geq c_0\) is reached at \(c_0\). Otherwise, the minimum is reached at \(c^*\).

The condition for \(c^* \leq c_0\) corresponds to:

\[
\begin{align*}
\frac{\Delta_3}{3} \left( \frac{3p-1}{3} \right)^{1/3} & \leq \left( \frac{1}{\Delta_3} \right)^{1/3} \\
(\Delta_3)^2 & \leq \frac{3}{2} \frac{1}{3p-1} \\
\Delta_3 & \leq \sqrt{\frac{3}{2} \frac{1}{3p-1}}
\end{align*}
\]

Finally, we compute the curvature at \(c_0\) and \(c^*\):

\[
\psi''_{\min} (c_0) = \frac{(3p-1)}{(2\Delta_3 \frac{3p-1}{3})^{2/3}} + \frac{3 (\Delta_3)^{1/3} (2\Delta_3 \frac{3p-1}{3})^{1/3}}{\Delta_3}
\]

\[
= (3p-1) \left( \Delta_3 \right)^{2/3} + 3 \left( \Delta_3 \right)^{-4/3}
\]

and:

\[
\psi''_{\min} (c^*) = \frac{3p-1}{(2\Delta_3 \frac{3p-1}{3})^{2/3}} + \frac{3 (2\Delta_3 \frac{3p-1}{3})^{1/3}}{\Delta_3}
\]

\[
= (3p-1) \left( \Delta_3 \right)^{1/3} \left( \frac{1}{(\frac{2}{3})^{2/3}} + 3 \left( \frac{2}{3} \right) \right)
\]

\[
= (3p-1) \left( \Delta_3 \right)^{1/3} \left( \frac{2}{3} \right)^{1/3} \left( \frac{3}{2} + 3 \right)
\]

\[
= \frac{9 (\frac{2}{3}3p-1)^{1/3}}{2 \Delta_3^{2/3}}
\]

We thus obtain a lower bound on \(\psi'' (c|e)\) for the \(c \geq c_0\) region by combining eqs. (366) and (371):

\[
\min_{c \geq c_0} \left[ \psi'' (c|e) \right] \geq \min_{c \geq c_0} \left[ \psi''_{\min} (c) \right]
\]

\[
\geq \begin{cases} 
(3p-1) (\Delta_3)^{2/3} + 3 (\Delta_3)^{-4/3} & \text{if } \Delta_3 \leq \sqrt{\frac{3}{2} \frac{1}{3p-1}} \\
9 (\frac{2}{3}3p-1)^{1/3} & \text{else}
\end{cases}
\]

which concludes the proof of this Lemma.

**Lemma 24.** Detailed lower-bound of \(\psi'' (c|e)\) for \(c \leq c_0\).

**Requires:** Lemma 22.

On the \(c \leq c_0\) region, we have:

\[
\min_{c \leq c_0} \left[ \psi'' (c|e) \right] \geq \min \left[ (3p-1) (\Delta_3)^{2/3} + 3 (\Delta_3)^{-4/3} \right] \left( r(\infty) \right)^{4/3} \left[ 15 + \frac{3p-1}{r(\infty)} \right] - 12 \Delta_3 \left( r(\infty) \right)^{7/3}
\]

Always

\[
\text{if } \Delta_3 \leq \sqrt{\frac{1000}{441} \frac{1}{3p-1}}
\]
where \( r(\infty) \) is the limit of the growing and bounded sequence:

\[
\begin{align*}
    r(0) &= \sqrt{\frac{1}{10} \sqrt{\frac{3p - 1}{3}}} \\
    r(n+1) &= \sqrt{\frac{(3p - 1)/3 + 14\Delta_3 (r(n))^3}{10}}
\end{align*}
\]

(375) (376)

**Proof.** This proof proceeds similarly as for Lemma 23.

We start from the lower-bound of \( \psi'' (c|e) \) of Lemma 23:

\[
\psi'' (c|e) \geq \begin{cases} \\
    \frac{3p - 1}{c^2} + \frac{3c}{c^3} - 12\Delta_3 c^7 & \text{if } c \geq c_0 = (\Delta_3)^{-1/3} \\
    \frac{3p - 1}{c^2} + 15c^4 - 12\Delta_3 c^7 & \text{if } c \leq c_0
\end{cases}
\]

The derivative of the lower bound in the \( c \leq c_0 \) region is:

\[
\psi'''_{\min} (c) = \frac{\partial}{\partial c} \left( \frac{3p - 1}{c^2} + 15c^4 - 12\Delta_3 c^7 \right) = -2 \frac{3p - 1}{c^3} + 60c^3 - 84\Delta_3 c^6
\]

(377) (378)

which has the same sign as a third degree polynomial in \( r = c^3 \) over the range \( c > 0 \):

\[
\text{sign} \left( \psi'''_{\min} (c) \right) = \text{sign} \left( \frac{1}{c^3} \left[ -84\Delta_3 c^9 + 60c^6 - 2 (3p - 1) \right] \right)
\]

(379)

\[
= \text{sign} \left( -84\Delta_3 r^3 + 60r^2 - 2 (3p - 1) \right)
\]

(380)

\[
= \text{sign} \left( -14\Delta_3 r^3 + 10r^2 - \frac{3p - 1}{3} \right)
\]

(381)

Let \( P(r) \) denote this polynomial:

\[
P(r) = -14\Delta_3 r^3 + 10r^2 - \frac{3p - 1}{3}
\]

Depending on the relative values of \( \Delta_3 \) and \( p \), the polynomial \( P(r) \) qualitatively changes behavior. While it is always negative at \( r = 0 \), we further have that, depending on the value of \( \Delta_3 \), it might or might not remain negative on the region \( r \geq 0 \). We can investigate the sign of \( P(r) \) by computing the sign of the maximum.

We find the position of the maximum by computing the derivative of the polynomial:

\[
P'(r) = -42\Delta_3 r^2 + 20r
\]

(382)

which has a unique strictly positive root at:

\[
r^{**} = \frac{20}{42} \frac{1}{\Delta_3}
\]

(383)

\[
= \frac{10}{21} \frac{1}{\Delta_3}
\]

(384)
The maximum of the polynomial is thus:

\[ P(r^*) = -14\Delta_3 (r^*)^3 + 10 (r^*)^2 - \frac{3p - 1}{3} \]  

(385)

\[ = -14\Delta_3 \left( \frac{10}{21} \frac{1}{\Delta_3} \right)^3 + 10 \left( \frac{10}{21} \frac{1}{\Delta_3} \right)^2 - \frac{3p - 1}{3} \]  

(386)

\[ = \left( \frac{10}{21} \right)^2 \left( \frac{1}{\Delta_3} \right)^2 \left( -14 \frac{10}{21} + 10 \right) - \frac{3p - 1}{3} \]  

(387)

\[ = \left( \frac{1}{\Delta_3} \right)^2 \frac{100}{441} \left( -\frac{2}{3} 10 + 10 \right) - \frac{3p - 1}{3} \]  

(388)

\[ = \left( \frac{1}{\Delta_3} \right)^2 \frac{100}{441} \frac{10}{3} - \frac{3p - 1}{3} \]  

(389)

\[ = \left( \frac{1}{\Delta_3} \right)^2 \frac{1000}{1323} - \frac{3p - 1}{3} \]  

(390)

Thus, for large values of \( \Delta_3 \), such that:

\[ \left( \frac{1}{\Delta_3} \right)^2 \frac{1000}{1323} \frac{3p - 1}{3} \leq 0 \]  

(391)

\[ \left( \frac{1}{\Delta_3} \right)^2 \frac{1000}{1323} \frac{3p - 1}{3} \leq 3p - 1 \]  

(392)

\[ (\Delta_3)^2 \geq \frac{1000}{1323} \frac{3p - 1}{3} \]  

(393)

\[ \geq \frac{1000}{441} \frac{1}{3p - 1} \]  

(394)

\[ \Delta_3 \geq \sqrt{\frac{1000}{441} \frac{1}{3p - 1}} \]  

(395)

the minimum of \( \psi''_{\min} (c) \) for \( c \leq c_0 \) is found at the transition point \( c_0 = (\Delta_3)^{-1} \):

\[ \min_{c \leq c_0} \left[ \psi''(c|\epsilon) \right] \geq \psi''_{\min} (c_0) \text{ if } \Delta_3 \geq \sqrt{\frac{1000}{441} \frac{1}{3p - 1}} \]  

(396)

\[ \geq (3p - 1) (\Delta_3)^{2/3} + 3 (\Delta_3)^{-4/3} \]  

(397)

For values of \( \Delta_3 \) smaller than this critical value, the polynomial instead changes signs twice, since it is negative at \( r = 0 \), has a strictly positive maximum and a strictly negative asymptote. The root closest to \( r = 0 \) corresponds to a local minimum while the furthest one is a local maximum.

Let us compute the root closest to 0. This could be solved exactly but is poor in intuition. Instead, consider the following recursive algorithm which starts from the root when \( \Delta_3 = 0 \) and which converges to the first root:

\[ r_{(0)} = \sqrt{\frac{1}{10} \frac{3p - 1}{3}} \]  

(398)

\[ r_{(n+1)} = \sqrt{\frac{(3p - 1) / 3 + 14\Delta_3 (r_{(n)})^3}{10}} \]  

(399)

The properties of the sequence \( r_n \) follow from the fact that the function:

\[ r \rightarrow \sqrt{\frac{(3p - 1) / 3 + 14\Delta_3 r^3}{10}} \]  

(400)

is strictly growing and strictly positive and intersects the identity at the two roots of the polynomial. A straightforward recursion establishes that:
• The sequence \( r_{(n)} \) is strictly growing.
• The sequence \( r_{(n)} \) is upper-bounded by the first root of the polynomial, \( r^* \).

The sequence thus converges to \( r^* \).

We can furthermore upper-bound the root \( r^* \) using the position of the maximum of the polynomial (we must encounter the first root of \( P \) before its maximum due to monotonicity):

\[
r^* \leq r^{**} = \frac{10}{21} \frac{1}{\Delta_3}
\]  

(401)

from which we obtain that \( r^* < r_0 = (\Delta_3)^{-1} \).

In order to bound \( \psi''_{\min} (c) \) on the region \( c \leq c_0 \), we need to split this region into two around the second root of \( P \): \( r^{***} \):

• For smaller values of \( c \): \( c \leq (r^{***})^{1/3} \), \( \psi''_{\min} (c) \) is bounded by the local minimum found at \( (r^*)^{1/3} = (r_{(\infty)})^{1/3} \).

• For larger values of \( c \): \( c \geq (r^{***})^{1/3} \), \( \psi''_{\min} (c) \) is strictly decreasing until \( c_0 \). \( \psi''_{\min} (c) \) is thus bounded by \( \psi''_{\min} (c_0) \).

To summarize, for values of \( \Delta_3 \) that are smaller than the critical value:

\[
\Delta_3 \leq \sqrt{\frac{1000 - \frac{1}{441}}{3p - 1}}
\]  

(402)

we can lower-bound \( \psi''_{\min} (c) \) on the range \( c \leq c_0 \) using the minimum of the two values. We thus have to find the minimum of the two local minima:

\[
\min_{c \leq (r^{***})^{1/3}} \psi''_{\min} (c) \geq \psi''_{\min} \left( r_{(\infty)} \right)^{1/3}
\]

(403)

\[
\geq \frac{3p - 1}{r_{(\infty)}^{2/3}} + 15 \left( r_{(\infty)} \right)^{4/3} - 12 \Delta_3 \left( r_{(\infty)} \right)^{7/3}
\]

(404)

\[
\geq \left( r_{(\infty)} \right)^{4/3} \left[ 15 + \frac{3p - 1}{r_{(\infty)}^2} \right] - 12 \Delta_3 \left( r_{(\infty)} \right)^{7/3}
\]

(405)

and:

\[
\min_{c \geq (r^{***})^{1/3}} \psi''_{\min} (c) \geq \psi''_{\min} (c_0)
\]

(406)

\[
\geq (3p - 1) \left( \Delta_3 \right)^{2/3} + 3 \left( \Delta_3 \right)^{-4/3}
\]

(407)

yielding:

\[
\min_{c \leq c_0} \left[ \psi'' (c) \right] \geq \min \left\{ \left( \frac{3p - 1}{r_{(\infty)}^{2/3}} + 15 \left( r_{(\infty)} \right)^{4/3} - 12 \Delta_3 \left( r_{(\infty)} \right)^{7/3} \right) \right. \quad \text{Always}
\]

(408)

If \( \Delta_3 \leq \sqrt{\frac{1000 - \frac{1}{441}}{3p - 1}} \)

and concluding the proof.

\[ \square \]

**Lemma 25.** Approximate behavior of \( r_{(\infty)} \) in the \( \Delta_3 \to 0 \) limit.

**Requires:** Lemma 24

**In the limit** \( \Delta_3 p \to 0 \), \( r_{(\infty)} \) scales as:

\[
r_{(\infty)} = r_{(0)} + \mathcal{O} (\Delta_3 p)
\]

(409)

\[
= \sqrt{\frac{1}{10} \frac{3p - 1}{3}} + \mathcal{O} (\Delta_3 p)
\]

(410)
Proof. To prove this result, consider the normalized sequence:

\[ t(0) = \frac{r(0)}{\sqrt{3p - 1}} = \sqrt{\frac{1}{30}} \]  

(411)

\[ t(n+1) = \frac{r(n+1)}{\sqrt{3p - 1}} = \sqrt{\frac{1/3 + 14\Delta_3\sqrt{3p - 1} (r(n)/\sqrt{3p - 1})^3}{10}} \]  

(412)

\[ = \sqrt{\frac{1/3 + 14\Delta_3\sqrt{3p - 1} (t(n))^3}{10}} \]  

(413)

Let us compute an order 0 approximation of \( t(1) \):

\[ t(1) = \sqrt{\frac{1/3 + 14\Delta_3\sqrt{3p - 1} (t(0))^3}{10}} \]  

(414)

\[ = \sqrt{\frac{1/3 + 14\Delta_3\sqrt{3p - 1} (30)^{-3/2}}{10}} \]  

(415)

\[ = \sqrt{\frac{1/3 + O(\Delta_3 p^{1/2})}{10}} \]  

(416)

\[ = \sqrt{\frac{1/3}{10} + O(\Delta_3 p^{1/2})} \]  

(417)

\[ = \sqrt{\frac{1}{30}} + O(\Delta_3 p^{1/2}) \]  

(418)

\[ = t(0) + O(\Delta_3 p^{1/2}) \]  

(419)

A straightforward recursion shows that the same is true for all members of the sequence:

\[ t(n) = t(0) + O(\Delta_3 p^{1/2}) \]  

(420)

and thus also true for the limit:

\[ t(\infty) = t(0) + O(\Delta_3 p^{1/2}) \]  

(421)

We then return to \( r(\infty) \):

\[ r(\infty) = \sqrt{3p - 1} t(\infty) \]  

(422)

\[ = \sqrt{3p - 1} \left[ t(0) + O(\Delta_3 p^{1/2}) \right] \]  

(423)

\[ = r(0) + O(\Delta_3 p) \]  

(424)

\[ = \sqrt{\frac{1}{10}} \sqrt{\frac{3p - 1}{3}} + O(\Delta_3 p) \]  

(425)

which concludes the proof. \( \Box \)

Lemma 26. Approximate behavior of \( \psi''_{\text{min}}(c) \) in the \( \Delta_3 \to 0 \) limit.

Requires: Lemmas 23, 24 and 25

In the limit \( \Delta_3 p^{7/6} \to 0 \), the minimum of \( \psi''_{\text{min}}(c) \) scales as:

\[ \min_{c \geq 0} \left[ \psi''_{\text{min}}(c) \right] = 45 \left( \frac{1}{10} \right)^{2/3} \left( \frac{3p - 1}{3} \right)^{2/3} + O(\Delta_3 p^{7/6}) \]  

(426)

NB: in the Gaussian case, we have:

\[ \min_{c \geq 0} \psi''_g(c) = 45 \left( \frac{1}{10} \right)^{2/3} \left( \frac{3p - 1}{3} \right)^{2/3} \]  

(427)
Proof. First, recall the bounds of $\psi''_n(c)$ derived in Lemmas 23 and 24:

$$\min_{c \geq c_0} \psi''_f(c|e) \leq \begin{cases} (3p - 1) (\Delta_3)^{2/3} + 3 (\Delta_3)^{-4/3} & \text{if } \Delta_3 \leq \sqrt[3]{\frac{1}{44}} \frac{1}{3p - 1} \\ \frac{9 (\frac{3}{4} 3p - 1)^{1/3}}{(\Delta_3)^{7/3}} & \text{else} \end{cases}$$

and:

$$\min_{c \geq c_0} \psi''_f(c|e) \geq \min \left\{ (3p - 1) (\Delta_3)^{2/3} + 3 (\Delta_3)^{-4/3} \right\}$$

First, let us determine asymptotically which bounds hold. Both conditions require $\Delta_3 \sqrt{3p - 1}$ small. In the limit $\Delta_3 p^{7/6} \rightarrow 0$, both conditions thus hold.

Thus, asymptotically, we have the overall bound for all values of $c$:

$$\min_{c \geq c_0} \psi''_f(c|e) \leq \begin{cases} (3p - 1) (\Delta_3)^{2/3} + 3 (\Delta_3)^{-4/3} & \text{Always} \\ \frac{9 (\frac{3}{4} 3p - 1)^{1/3}}{(\Delta_3)^{7/3}} & \text{Always} \\ \text{if } \Delta_3 \leq \sqrt[3]{\frac{1}{44}} \frac{1}{3p - 1} \end{cases}$$

$\psi''_f(c)$ will be bounded below by the smallest of the two bounds.

Let us compute the asymptotic scaling of both bounds.

First, consider the $\psi''_n(c_0)$ term:

$$\psi''_n(c_0) = (3p - 1) (\Delta_3)^{2/3} + 3 (\Delta_3)^{-4/3}$$

$$= (\Delta_3)^{-4/3} [3 + (3p - 1) \Delta_3]$$

$$= (\Delta_3)^{-4/3} [3 + O(\Delta_3 p)]$$

In the limit $\Delta_3 \rightarrow 0$, this term diverges due to the presence of the $(\Delta_3)^{-4/3}$ term. We will conclude the proof by showing that this term is negligible compared to the other term in the limit.

Now consider the $\psi''_n(r_\infty)$ term:

$$\psi''_n(r_\infty) = (r_\infty)^{4/3} \left[ 15 + \frac{3p - 1}{(r_\infty)^2} \right] - 12 \Delta_3 (r_\infty)^{7/3}$$

where we have that (Lemma 25):

$$r_\infty = \sqrt[6]{\frac{3p - 1}{10}} + O(\Delta_3 p)$$

Let us tackle each term of $\psi''_n(r_\infty)$ in order.

First:

$$(r_\infty)^{4/3} = \left[ \frac{1}{10} \sqrt[6]{\frac{3p - 1}{3}} + O(\Delta_3 p) \right]^{4/3}$$

$$= \left( \frac{1}{10} \right)^{2/3} \left( \frac{3p - 1}{3} \right)^{2/3} \left[ 1 + O(\Delta_3 p^{1/2}) \right]^{4/3}$$

$$= \left( \frac{1}{10} \right)^{2/3} \left( \frac{3p - 1}{3} \right)^{2/3} \left[ 1 + O(\Delta_3 p^{1/2}) \right]$$

$$= \left( \frac{1}{10} \right)^{2/3} \left( \frac{3p - 1}{3} \right)^{2/3} + O(\Delta_3 p^{1/2} p^{2/3})$$

$$= \left( \frac{1}{10} \right)^{2/3} \left( \frac{3p - 1}{3} \right)^{2/3} + O(\Delta_3 p^{7/6})$$
Then (re-using the term \(t(\infty)\) from Lemma 25):

\[
\left[ 15 + \frac{3p - 1}{(r(\infty))^2} \right] = \left[ 15 + \frac{1}{(t(\infty))^2} \right]
\]

(441)

\[
= \left[ 15 + \frac{1}{\sqrt{\frac{1}{30} + O(\Delta_3 p^{1/2})}} \right]^2
\]

(442)

\[
= \left[ 15 + \frac{1}{1/30 + O(\Delta_3 p^{1/2})} \right]
\]

(443)

\[
= \left[ 15 + \frac{30}{1 + O(\Delta_3 p^{1/2})} \right]
\]

(444)

\[
= 45 + O(\Delta_3 p^{1/2})
\]

(445)

Finally:

\[
12\Delta_3 \left( r(\infty) \right)^{7/3} = 12\Delta_3 \left( \sqrt{\frac{1}{10}} \frac{3p - 1}{3} + O(\Delta_3 p) \right)^{7/3}
\]

(446)

\[
= 12\Delta_3 \left( \frac{1}{10} \right)^{7/6} \left( \frac{3p - 1}{3} \right)^{7/6} \left[ 1 + O(\Delta_3 p^{1/2}) \right]^{7/3}
\]

(447)

\[
= O(\Delta_3 p^{7/6}) \left[ 1 + O((\Delta_3)^{7/3} p^{7/6}) \right]
\]

(448)

\[
= O(\Delta_3 p^{7/6})
\]

(449)

We thus finally have the scaling of \(\psi''_{\text{min}}(r(\infty))\) by combining the three parts:

\[
\psi''_{\text{min}}(r(\infty)) = \left[ \left( \frac{1}{10} \right)^{2/3} \left( \frac{3p - 1}{3} \right)^{2/3} + O(\Delta_3 p^{7/6}) \right] \left[ 45 + O(\Delta_3 p^{1/2}) \right] + O(\Delta_3 p^{7/6})
\]

(450)

\[
= 45 \left( \frac{1}{10} \right)^{2/3} \left( \frac{3p - 1}{3} \right)^{2/3} + O(\Delta_3 p^{7/6}) + O(\Delta_3 p^{1/2} p^{2/3}) + O(\Delta_3 p^{7/6})
\]

(451)

\[
= 45 \left( \frac{1}{10} \right)^{2/3} \left( \frac{3p - 1}{3} \right)^{2/3} + O(\Delta_3 p^{7/6}) + O(\Delta_3 p^{7/6})
\]

(452)

\[
= 45 \left( \frac{1}{10} \right)^{2/3} \left( \frac{3p - 1}{3} \right)^{2/3} + O(\Delta_3 p^{7/6})
\]

(453)

Note that the main term diverges if \(p\) is growing.
In order to conclude the proof, we finally compare the two bounds:

\[
\frac{\psi''_{\min} (r_{(\infty)})}{\psi''_{\min} (c_0)} = \frac{45 \left( \frac{1}{10} \right)^{2/3} \left( \frac{3p-1}{3} \right)^{2/3} + O \left( \Delta_3 p^{7/6} \right)}{(\Delta_3)^{-4/3} \left[ 3 + O \left( \Delta_3 p \right) \right]}
\]

\[
= \frac{45 \left( \frac{1}{10} \right)^{2/3} (\Delta_3)^{4/3} \left( \frac{3p-1}{3} \right)^{2/3} + O \left( (\Delta_3)^{7/3} p^{7/6} \right)}{3 + O \left( \Delta_3 p \right)}
\]

\[
= \frac{O \left( (\Delta_3)^{1/3} p^{2/3} \right) + O \left( (\Delta_3)^{7/3} p^{7/6} \right)}{3 + O \left( \Delta_3 p \right)}
\]

\[
= \frac{O \left( (\Delta_3 p)^{1/2} \right)^{4/3} + O \left( (\Delta_3 p)^{7/3} \right)}{3 + O \left( \Delta_3 p \right)}
\]

\[
= \frac{O \left( (\Delta_3 p)^{4/3} \right) + O \left( (\Delta_3 p)^{7/3} \right)}{3 + O \left( \Delta_3 p \right)}
\]

Thus, the \( \psi''_{\min} (r_{(\infty)}) \) term is asymptotically the smallest.

We thus finally have the asymptotic scaling of the minimum of \( \psi''_{\min} (c) \):

\[
\psi''_{\min} (c) = \psi''_{\min} (r_{(\infty)})
\]

\[
= 45 \left( \frac{1}{10} \right)^{2/3} \left( \frac{3p-1}{3} \right)^{2/3} + O \left( \Delta_3 p^{7/6} \right)
\]

which concludes our proof. \( \square \)

**Proposition 27. Bound on \( KL (r_g, r_f | e) \).**

**Requires:** Lemmas \([22, 23]\) and \([19]\).

The KL divergence between \( r_g \) and \( r_f | e \) is bounded:

\[
KL (r_g, r_f | e) = KL (c_g, c_f | e)
\]

\[
\leq \frac{1}{2} \left\{ \min_c \left[ \psi''_f (c | e) \right] \right\}^{-1} E_{r \sim g (r)} \left[ g_{r^{4/3}} \left( \varphi_{r} (r) - r \right)^2 \right]
\]

In a limit \( \Delta_3 p^{7/6} \to 0 \), then the following approximation holds:

\[
KL (r_g, r_f | e) \leq \frac{1}{2p^{2/3}} E_{r \sim g (r)} \left[ r^{4/3} \left( \varphi_{r} (r) - r \right)^2 \right] + O \left( (\Delta_3)^3 p^{5/2} \right)
\]

\[
\leq O \left( (\Delta_3)^2 p^2 \right)
\]

**Proof.** The first part of the claim follows from applying the LSI to the Strongly Log-Concave density \( f (c | e) \):

- The minimum curvature is strictly positive (Lemma \([22]\)):

  \[
  \min_c \left[ \psi''_f (c | e) \right] \geq \frac{3p-1}{3c} + \frac{3c}{\Delta_3} \quad \text{if } c \geq c_0 = (\Delta_3)^{-1/3}
  \]

  \[
  > 0 \quad \text{if } c \leq c_0
  \]

- The gradient of \( \psi_f (c | e) \) is:

  \[
  \psi_f (c | e) = -(3p-1) \log (c) + \varphi_{c} (c^3)
  \]

  \[
  \psi_f' (c | e) = -\frac{3p-1}{c} + 3c^2 \varphi_{c} ' (c^3)
  \]
• The gradient of $\psi_g(x)$ is:

$$\psi'_g(x) = -\frac{3p - 1}{c} + 3c^5$$  \hspace{1cm} (470)

The LSI then reads:

$$KL(g_c, g_f|e) \leq \frac{1}{2} \left\{ \min_c \left[ \psi''_f(c|e) \right] \right\}^{-1} \mathbb{E}_{r \sim g(r)} \left[ (\psi'_f(c) - \psi'_g(c))^2 \right]$$

which gives us the exact form of the lower-bound by recalling that the KL divergence is invariant to bijective changes of variable:

$$KL(g_r, g_f|e) = KL(g_c, g_f|e)$$

We can give an asymptotic expansion of the expected value under $g(r)$ by performing a Taylor expansion of $\phi'_e(r)$ around 0:

$$|\phi'_e(r) - r| \leq \frac{1}{2} \Delta_3 r^2$$

where we can obtain the order of $\mathbb{E}_{r \sim g(r)} |r^{16/3}|$ from Lemma 19:

$$\mathbb{E}_{r \sim g(r)} \left[ r^{4/3} (\phi'_e(r) - r)^2 \right] \leq \frac{1}{4} (\Delta_3)^2 r^{6/3} + O((\Delta_3)^2 r^{5/3})$$

We can then combine this asymptotic expansion with that of the lower-bound of $\min_c \left[ \psi''_f(c|e) \right]$ in Lemma 26:

$$KL(g_r, g_f|e) \leq \frac{1}{2} \left\{ \min_c \left[ \psi''_f(c|e) \right] \right\}^{-1} \mathbb{E}_{r \sim g(r)} \left[ 9r^{4/3} (\phi'_e(r) - r)^2 \right]$$

which gives us the exact form of the lower-bound by recalling that the KL divergence is invariant to bijective changes of variable:

$$KL(g_r, g_f|e) = KL(g_c, g_f|e)$$

The LSI then reads:

$$KL(g_c, g_f|e) \leq \frac{1}{2} \left\{ \min_c \left[ \psi''_f(c|e) \right] \right\}^{-1} \mathbb{E}_{r \sim g(r)} \left[ 9r^{4/3} (\phi'_e(r) - r)^2 \right]$$

which gives us the exact form of the lower-bound by recalling that the KL divergence is invariant to bijective changes of variable:

$$KL(g_r, g_f|e) = KL(g_c, g_f|e)$$

The LSI then reads:

$$KL(g_c, g_f|e) \leq \frac{1}{2} \left\{ \min_c \left[ \psi''_f(c|e) \right] \right\}^{-1} \mathbb{E}_{r \sim g(r)} \left[ 9r^{4/3} (\phi'_e(r) - r)^2 \right]$$

which gives us the exact form of the lower-bound by recalling that the KL divergence is invariant to bijective changes of variable:

$$KL(g_c, g_f|e) = KL(g_r, g_f|e)$$

We can give an asymptotic expansion of the expected value under $g(r)$ by performing a Taylor expansion of $\phi'_e(r)$ around 0:

$$|\phi'_e(r) - r| \leq \frac{1}{2} \Delta_3 r^2$$

where we can obtain the order of $\mathbb{E}_{r \sim g(r)} |r^{16/3}|$ from Lemma 19:

$$\mathbb{E}_{r \sim g(r)} \left[ r^{4/3} (\phi'_e(r) - r)^2 \right] \leq \frac{1}{4} (\Delta_3)^2 r^{6/3} + O((\Delta_3)^2 r^{5/3})$$

We can then combine this asymptotic expansion with that of the lower-bound of $\min_c \left[ \psi''_f(c|e) \right]$ in Lemma 26:

$$KL(g_r, g_f|e) \leq \frac{1}{2} \left\{ \min_c \left[ \psi''_f(c|e) \right] \right\}^{-1} \mathbb{E}_{r \sim g(r)} \left[ 9r^{4/3} (\phi'_e(r) - r)^2 \right]$$

which gives us the exact form of the lower-bound by recalling that the KL divergence is invariant to bijective changes of variable:

$$KL(g_r, g_f|e) = KL(g_c, g_f|e)$$

The LSI then reads:

$$KL(g_c, g_f|e) \leq \frac{1}{2} \left\{ \min_c \left[ \psi''_f(c|e) \right] \right\}^{-1} \mathbb{E}_{r \sim g(r)} \left[ 9r^{4/3} (\phi'_e(r) - r)^2 \right]$$

which gives us the exact form of the lower-bound by recalling that the KL divergence is invariant to bijective changes of variable:
We can finally give the first order expansion of $KL(r_g, r_f|e)$:

$$KL(r_g, r_f|e) \leq \frac{1}{2} \left\{ \min_c \left[ \psi_f''(c|e) \right] \right\}^{-1} E_{r \sim g(r)} \left[ 9r^{4/3} \left( \varphi_e'(r) - r \right)^2 \right]$$

$$\leq \frac{1}{2} 9E_{r \sim g(r)} \left[ r^{4/3} \left( \varphi_e'(r) - r \right)^2 \right] \leq \frac{1}{2} \frac{9E_{r \sim g(r)} \left[ r^{4/3} \left( \varphi_e'(r) - r \right)^2 \right]}{45 \left( \frac{1}{15} \right)^{2/3} \left( \frac{3p-1}{3} \right)^{2/3} + O \left( \Delta_3p^{7/6} \right)}$$

$$\leq \frac{9E_{r \sim g(r)} \left[ r^{4/3} \left( \varphi_e'(r) - r \right)^2 \right]}{90 \left( \frac{1}{15} \right)^{2/3} \left( \frac{3p-1}{3} \right)^{2/3} + O \left( \Delta_3p^{1/2} \right)}$$

$$\leq \frac{9E_{r \sim g(r)} \left[ r^{4/3} \left( \varphi_e'(r) - r \right)^2 \right]}{10 \left( \frac{1}{10} \right)^{2/3} \left( \frac{3p-1}{3} \right)^{2/3}} \leq \frac{1}{2} \frac{E_{r \sim g(r)} \left[ r^{4/3} \left( \varphi_e'(r) - r \right)^2 \right]}{\Delta_3p^{1/2}} + O \left( \Delta_3 \right)^2 p^2 O \left( \Delta_3p^{1/2} \right)$$

$$\leq \frac{E_{r \sim g(r)} \left[ r^{4/3} \left( \varphi_e'(r) - r \right)^2 \right]}{10 \left( \frac{1}{10} \right)^{2/3} \left( \frac{3p-1}{3} \right)^{2/3}} \leq \frac{1}{2 \Delta_3p^{2/3}}$$

Since we are aiming for an approximate upper-bound, we can slightly simplify some of the terms in the denominator:

$$\frac{1}{10 \left( \frac{1}{10} \right)^{2/3} \left( \frac{3p-1}{3} \right)^{2/3}} = \frac{1}{2.15 \ldots \left( \frac{3p-1}{3} \right)^{2/3}} \leq \frac{1}{2 \left( \frac{3p-1}{3} \right)^{2/3}} \leq \frac{1}{2p^{2/3}}$$

Thus yielding finally:

$$KL(r_g, r_f|e) \leq \frac{1}{2p^{2/3}} E_{r \sim g(r)} \left[ r^{4/3} \left( \varphi_e'(r) - r \right)^2 \right] + O \left( \Delta_3 \right)^3 p^{5/2}$$

which concludes the proof. □

C.4 Proofs: $KL(e_g, e_f)$ term.

Lemma 28. Asymptotic quality of the ELBO approximation of $\log[f(e)]$.

Requires: Lemma 20 Prop 27

In the limit $\Delta_3p^{7/6} \to 0$, the error of the ELBO approximation of $\log[f(e)]$ is upper-bounded:

$$\log[f(e)] = ELBO(e) + O \left( \Delta_3 \right)^2 p^2$$

and in the limit $\Delta_3p^{3/2} \to 0$ the range of values taken by the ELBO is also upper-bounded:

$$\max_e [ELBO(e)] - \min_e [ELBO(e)] = O \left( \Delta_3 \right)^3 p^{3/2}$$

Proof. Lemma 20 defines the ELBO approximation of $\log[f(e)]$ as:

$$\log[f(e)] = -E_{r \sim g(r)} \left[ \hat{\varphi}_f(r|e) - \frac{1}{2} r^2 \right] + C$$
and asserts that error at $e$ is precisely equal to the KL divergence $KL (r_g, r_f | e)$. Since Prop. 27 bounds this KL divergence, it can then be applied to bound the error:

$$\log [f (e)] = ELBO (e) + KL (r_g, r_f | e)$$

$$= ELBO (e) + O \left( (\Delta_3)^2 p^2 \right)$$

(498)

(499)

We can furthermore bound the maximum size of the range of values taken by $ELBO (e)$ by performing a Taylor expansion of $\tilde{\phi}_f (re) - \frac{1}{2} r^2$ at 0:

$$\left| \tilde{\phi}_f (re) - \frac{1}{2} r^2 \right| \leq \frac{1}{6} \Delta_3 r^3$$

(500)

Thus:

$$ELBO (e) = -E_{r \sim g(r)} \left[ \tilde{\phi}_f (re) - \frac{1}{2} r^2 \right] + C$$

(501)

$$ELBO (e) \geq -E_{r \sim g(r)} \left[ \frac{1}{6} \Delta_3 r^3 \right] + C$$

(502)

$$\geq O \left( \Delta_3 p^{3/2} \right) + C$$

(503)

$$ELBO (e) \leq E_{r \sim g(r)} \left[ \frac{1}{6} \Delta_3 r^3 \right] + C$$

(504)

$$\leq O \left( \Delta_3 p^{3/2} \right) + C$$

(505)

Thus yielding:

$$\max_e [ELBO (e)] - \min_e [ELBO (e)] = O \left( \Delta_3 p^{3/2} \right)$$

(506)

and concluding the proof.

Proposition 29. $ELBO$-based approximation of $KL (e_g, e_f)$.

Requires: Lemma 28, Appendix Prop. 1 (Main text Prop. 1).

In the limit $\Delta_3 p^{3/2} \to 0$, the KL divergence $KL (e_g, e_f)$ scales as:

$$KL (e_g, e_f) = O \left( (\Delta_3)^2 p^3 \right)$$

(507)

The dominating term being:

$$KL (e_g, e_f) = \frac{1}{2} Var_{e \sim g(e)} \left\{ E_{r \sim g(r)} \left[ \tilde{\phi}_f (re) - \frac{1}{2} r^2 \right] \right\} + O \left( (\Delta_3)^3 p^{9/2} \right)$$

(508)

Proof. This proof follows from using the KL variance approximation of the KL divergence (Appendix Prop. 1/ Main text Prop. 1). Lemma 28 establishes that $\log [f (e)]$ has bounded range since:

$$\log [f (e)] = ELBO (e) + O \left( (\Delta_3)^2 p^2 \right)$$

(509)

and $ELBO (e)$ has bounded range. Thus:

$$\max_e [\log [f (e)]] - \min_e [\log [f (e)]] = \max_e [ELBO (e)] - \min_e [ELBO (e)] + O \left( (\Delta_3)^2 p^2 \right)$$

(510)

$$\leq O \left( \Delta_3 p^{3/2} \right) + O \left( (\Delta_3)^2 p^2 \right)$$

(511)

$$\leq O \left( \Delta_3 p^{3/2} \right)$$

(512)
Furthermore, \( \log g(e) \) is constant. Thus \( \log \left[ \frac{g(e)}{f(e)} \right] \) also has bounded range:

\[
\max_e \log \left[ \frac{g(e)}{f(e)} \right] - \min_e \log \left[ \frac{g(e)}{f(e)} \right] = \max_e [\log f(e)] - \min_e [\log f(e)] \\
\leq \mathcal{O} \left( \Delta_3 p^{3/2} \right)
\]

We can thus apply Main text Prop[1] yielding:

\[
KL(e_g, e_f) = \frac{1}{2} KL_{\text{var}} (e_g, e_f) + \left[ \frac{1}{6} \mathcal{O} \left( \Delta_3 p^{3/2} \right) \right]^3
\]

\[
= \frac{1}{2} KL_{\text{var}} (e_g, e_f) + \mathcal{O} \left( (\Delta_3)^3 p^{9/2} \right)
\]

Now, we expand the KL variance:

\[
KL_{\text{var}} (e_g, e_f) = \text{Var}_{e \sim g(e)} \left\{ \log \left[ \frac{g(e)}{f(e)} \right] \right\} \\
= \text{Var}_{e \sim g(e)} \left\{ \log [f(e)] \right\} \\
= \text{Var}_{e \sim g(e)} \left\{ \text{ELBO} (e) + \mathcal{O} \left( (\Delta_3)^2 p^2 \right) \right\} \\
= \text{Var}_{e \sim g(e)} \left\{ -\mathbb{E}_{r \sim g(r)} \left[ \hat{\phi}_f (r e) - \frac{1}{2} r^2 \right] + \mathcal{O} \left( (\Delta_3)^2 p^2 \right) \right\}
\]

which is the variance of the sum of two terms that are both small. We can decompose this variance into:

\[
\text{Var} (X + Y) = \text{Var} (X) + \text{Cov} (X, Y) + \text{Var} (Y)
\]

where:

- The first variance is the term we seek to recover:

\[
\text{Var}_{e \sim g(e)} \left\{ -\mathbb{E}_{r \sim g(r)} \left[ \hat{\phi}_f (r e) - \frac{1}{2} r^2 \right] \right\} = \text{Var}_{e \sim g(e)} \left\{ \mathbb{E}_{r \sim g(r)} \left[ \hat{\phi}_f (r e) - \frac{1}{2} r^2 \right] \right\} \\
\leq \text{Var}_{e \sim g(e)} \left\{ \frac{1}{6} \Delta_3 \mathbb{E} \left( (r_3)^2 \right) \right\} \\
\leq \text{Var}_{e \sim g(e)} \left\{ \mathcal{O} \left( \Delta_3 p^{3/2} \right) \right\} \\
\leq \mathcal{O} \left( (\Delta_3)^2 p^4 \right)
\]

- The other variance term is small:

\[
\text{Var}_{e \sim g(e)} \left\{ \mathcal{O} \left( (\Delta_3)^2 p^2 \right) \right\} \leq \mathbb{E}_{e \sim g(e)} \left\{ \mathcal{O} \left( (\Delta_3)^2 p^2 \right) \right\}^2 \\
\leq \mathcal{O} \left( (\Delta_3)^4 p^4 \right)
\]

- And the covariance term is also small because of the Cauchy-Schwarz inequality:

\[
\text{Cov}_{e \sim g(e)} \left\{ -\mathbb{E}_{r \sim g(r)} \left[ \hat{\phi}_f (r e) - \frac{1}{2} r^2 \right], \mathcal{O} \left( (\Delta_3)^2 p^2 \right) \right\} \leq \sqrt{\mathcal{O} \left( (\Delta_3)^2 p^2 \right) \mathcal{O} \left( (\Delta_3)^4 p^4 \right)} \\
\leq \mathcal{O} \left( (\Delta_3)^3 p^{9/2} \right)
\]
We thus have finally:

\[ KL_{\text{var}}(e_g, e_f) = \mathcal{O} \left( (\Delta_3)^2 p^3 \right) \]

\[ = \text{Var}_{e \sim g(e)} \left\{ \mathbb{E}_{r \sim g(r)} \left[ \hat{\phi}_f (re) - \frac{1}{2} r^2 \right] \right\} + \mathcal{O} \left( (\Delta_3)^3 p^{9/2} \right) \]  

which we can insert into eq. (516) yielding:

\[ KL(e_g, e_f) = \frac{1}{2} KL_{\text{var}}(e_g, e_f) + \mathcal{O} \left( (\Delta_3)^3 p^{9/2} \right) \]

\[ = \frac{1}{2} \text{Var}_{e \sim g(e)} \left\{ \mathbb{E}_{r \sim g(r)} \left[ \hat{\phi}_f (re) - \frac{1}{2} r^2 \right] \right\} + \mathcal{O} \left( (\Delta_3)^3 p^{9/2} \right) \]

\[ = \mathcal{O} \left( (\Delta_3)^2 p^3 \right) \]

and concluding the proof.

\[ \square \]

C.5 Proofs: relationship with the KL variance

**Lemma 30.** Relationship between \( \text{Var}_{e \sim g(e)} \{ \text{ELBO} (e) \} \) and \( KL_{\text{var}} (g, f) \).

**Requires:** Lemma[16] Appendix Prop[1][Main text Prop[1].

The KL variance upper-bounds the Variance of the ELBO approximation of \( \log [f (e)] \):

\[ \text{Var}_{e \sim g(e)} \left\{ \mathbb{E}_{r \sim g(r)} \left[ \hat{\phi}_f (re) - \frac{1}{2} r^2 \right] \right\} \leq KL_{\text{var}} (g, f) \]

The difference between the two expressions is equal to a KL-variance-based approximation of \( KL(r_g, r_f) \).

**Proof.** The KL variance is defined as:

\[ KL_{\text{var}} (g, f) = \text{Var}_{\theta \sim g(\theta)} \left[ \log \frac{g(\theta)}{f(\theta)} \right] \]

\[ = \text{Var}_{\tilde{\theta} \sim g(\tilde{\theta})} \left[ \log \frac{\tilde{g}(\tilde{\theta})}{f(\tilde{\theta})} \right] \]

Now perform a change of variable to work instead with the pair \( r, e \). We can then decompose the variance using the conditional variance under \( e \) and the conditional expected value under \( e \):

\[ KL_{\text{var}} (g, f) = \text{Var}_{e \sim g(e)} \left[ \mathbb{E}_{r \sim g(r)} \left[ \log \frac{g(r, e)}{f(r, e)} \right] \right] + \mathbb{E}_{e \sim g(e)} \left[ \text{Var}_{r \sim g(r)} \left[ \log \frac{g(r, e)}{f(r, e)} \right] \right] \]

Since we are computing variances, we can drop out the constant terms, yielding:

\[ KL_{\text{var}} (g, f) = \text{Var}_{e \sim g(e)} \left[ \mathbb{E}_{r \sim g(r)} \left[ \hat{\phi}_f (re) - \hat{\phi}_g (re) \right] \right] + \mathbb{E}_{e \sim g(e)} \left[ \text{Var}_{r \sim g(r)} \left[ \hat{\phi}_f (re) - \hat{\phi}_g (re) \right] \right] \]

\[ = \text{Var}_{e \sim g(e)} \left[ \mathbb{E}_{r \sim g(r)} \left[ \hat{\phi}_f (re) - \frac{1}{2} r^2 \right] \right] + \mathbb{E}_{e \sim g(e)} \left[ \text{Var}_{r \sim g(r)} \left[ \hat{\phi}_f (re) - \frac{1}{2} r^2 \right] \right] \]

where we recognize the expression for the ELBO approximation of \( \log [f (e)] \):

\[ \mathbb{E}_{r \sim g(r)} \left[ \hat{\phi}_f (re) - \frac{1}{2} r^2 \right] \]. Since the second term, an expected value of variances, is necessarily positive, we thus finally have:

\[ \text{Var}_{e \sim g(e)} \left\{ \mathbb{E}_{r \sim g(r)} \left[ \hat{\phi}_f (re) - \frac{1}{2} r^2 \right] \right\} \leq KL_{\text{var}} (g, f) \]

\[ \square \]
Now, let us consider the other term in $KL_{var}(g, f)$. It corresponds to a KL-variance approximation of the second term in the decomposition of $KL(g, f)$ given in Lemma \ref{lemma:kl_decomposition}:

$$E_{e \sim g(e)}[KL(r_g, r_f|e)] \approx E_{e \sim g(e)} \left[ \frac{1}{2} KL_{var}(r_g, r_f|e) \right]$$  \hspace{1cm} (542)

$$KL_{var}(r_g, r_f|e) = \text{Var}_{r \sim g(r)} \left[ \log \frac{g(r)}{f(r|e)} \right]$$  \hspace{1cm} (543)

$$E_{e \sim g(e)}[KL(r_g, r_f|e)] \approx \frac{1}{2} E_{e \sim g(e)} \left[ \text{Var}_{r \sim g(r)} \left[ \tilde{\phi}_f(r|e) - \frac{1}{2} r^2 \right] \right]$$  \hspace{1cm} (545)

This observation concludes the proof.

### C.6 Proof of Theorem \ref{theorem:main}

We can finally now prove Theorem \ref{theorem:main}.

**Proof.** Theorem \ref{theorem:main} simply corresponds to an amalgamation of the results of the various Lemmas and propositions presented in this section:

- The decomposition of $KL(g, f)$ was derived in Lemma \ref{lemma:kl_decomposition}.
- The term $KL(r_g, r_f|e)$ was bounded and approximated in Proposition \ref{proposition:kl_bound}.
- The term $KL(e_g, e_f)$ was bounded and approximated in Proposition \ref{proposition:kl_bound_ef}.
- The term $KL(e_g, e_f)$ was related to the KL variance in Lemma \ref{lemma:kl_variance}.

The final claim of the Theorem: giving the asymptotic order of $KL(g, f)$, simply follows from combining the asymptotic order of $KL(r_g, r_f|e)$ and that of $KL(e_g, e_f)$:

$$KL(g, f) = KL(e_g, e_f) + E_{e \sim g(e)}[KL(r_g, r_f|e)] = O (\Delta_3)^2 p^3 + E_{e \sim g(e)} \left[ O (\Delta_3)^2 p^2 \right]$$  \hspace{1cm} (546)

$$= O (\Delta_3)^2 p^3 + O (\Delta_3)^2 p^2$$  \hspace{1cm} (547)

$$= O (\Delta_3)^2 p^3$$  \hspace{1cm} (548)

### D Recovering the classical IID result

This section deals with the proof of Corollary \ref{corollary:iid_result} detailing how Theorem \ref{theorem:main} can be used to recover the classical BvM result in the IID setting.

Throughout this section, we will assume that $f_n(\theta)$ is a sequence of random posteriors, each one constructed from $n$ IID negative log-likelihood functions:

$$f_n(\theta) \propto f_0(\theta) \exp \left( - \sum_{i=1}^{n} NLL_i(\theta) \right)$$  \hspace{1cm} (550)

$$\propto \exp \left( -\phi_0(\theta) - \sum_{i=1}^{n} NLL_i(\theta) \right)$$  \hspace{1cm} (551)

$$\propto \exp (\phi_n(\theta))$$  \hspace{1cm} (552)

We will further denote by $\hat{\theta}_n$ the sequence of MAP estimators:

$$\hat{\theta}_n = \text{argmin}_{\theta} \left\{ \phi_0(\theta) + \sum_{i=1}^{n} NLL_i(n) \right\}$$  \hspace{1cm} (553)
and we will denote by \( g_n (\theta) \) the sequence of the Laplace approximations of the \( f_n \) and \( \Sigma_n \) their variances.

We further assume that the \( NLL_i \) are all convex, that

\[
\theta_0 = \arg\min_\theta \{ E_{NLL} (NLL (\theta)) \} \tag{554}
\]

exists and is unique, that the Hessian-based Fisher matrix matrix:

\[
J = E [HNLL (\theta_0)] \tag{555}
\]

is strictly positive, that the gradient-based Fisher matrix:

\[
I = E [\nabla NLL (\theta_0) \nabla^T NLL (\theta_0)] \tag{556}
\]

is strictly positive and finally that the scalar random variable:

\[
\Delta^{(i)} = \max_{\theta, v_1, v_2, v_3} \frac{NLL_i^{(3)} (\theta) [J^{1/2} v_1, J^{1/2} v_2, J^{1/2} v_3]}{\|v_1\|_2 \|v_2\|_2 \|v_3\|_2} \tag{557}
\]

has bounded expectation.

We finally assume that the prior is such that \( \phi_0 \) is convex and has controlled third derivative:

\[
\Delta^{(0)} = \max_{\theta, v_1, v_2, v_3} \frac{\phi_0^{(3)} (\theta) [J^{1/2} v_1, J^{1/2} v_2, J^{1/2} v_3]}{\|v_1\|_2 \|v_2\|_2 \|v_3\|_2} \tag{558}
\]

Throughout this section, we will denote that a sequence of random variables \( X_n \) converges in distribution to a limit \( X_\infty \) as: \( X_n \to X_\infty \).

### D.1 Proof structure

The proof of this result is straightforward but a little bit involved.

1. I first establish the asymptotic properties of the MAP estimator: consistency and asymptotic normality. These are established after the following sequence of intermediate results:
   
   (a) Asymptotics of \( \nabla \phi_n (\theta_0) \) and \( H\phi_n (\theta_0) \).
   
   (b) Asymptotics of the third derivative of \( \phi_n (\theta_0) \).
   
   The consistency and asymptotic normality then follow from standard asymptotic arguments.

2. Then, I establish key properties of \( \phi_n \) and the standardized \( \tilde{\phi}_n \):
   
   (a) Rate of growth of \( [\Sigma_n]^{-1} \).
   
   (b) Finiteness and asymptotic evolution of \( \Delta_3 \).
   
   These establish that Theorem 5 is applicable.

3. Finally, I apply Theorem 5 to establish Cor. 6.

### D.2 Proofs: asymptotic analysis of \( \hat{\theta}_n \)

**Lemma 31. Asymptotics of \( \phi_n (\theta_0) \).**

**Requires: NA.**

At \( \theta_0 \), we have the following two asymptotic results:

\[
\frac{1}{\sqrt{n}} \nabla \phi_n (\theta_0) \to \mathcal{N} (0, I) \tag{559}
\]

\[
\frac{1}{n} H\phi_n (\theta_0) \to J \tag{560}
\]
Proof. This result is a straightforward application of the Central Limit Theorem (CLT) and the strong law of large numbers (SLLN).

First, consider the gradient term:

\[
\frac{1}{\sqrt{n}} \nabla \phi_n (\theta_0) = \frac{1}{\sqrt{n}} \nabla \phi_0 (\theta_0) + \frac{1}{\sqrt{n}} \sum_{i=1}^{n} \nabla NLL_i (\theta_0)
\] (561)

The term \( \frac{1}{\sqrt{n}} \nabla \phi_0 (\theta_0) \) is a deterministic term that converges to 0 and plays no further role. The CLT (Van der Vaart [2000]) asserts that, because the \( \nabla NLL_i (\theta_0) \) are IID random variables with mean 0 and finite variance \( I \):

\[
\frac{1}{\sqrt{n}} \sum_{i=1}^{n} \nabla NLL_i (\theta_0) \to \mathcal{N} (0, I)
\] (562)

Combining the two yields (by Slutsky’s theorem):

\[
\frac{1}{\sqrt{n}} \nabla \phi_n (\theta_0) \to \mathcal{N} (0, I)
\] (563)

Similarly, for the Hessian term:

\[
\frac{1}{n} H \phi_n (\theta_0) = \frac{1}{n} H \phi_0 (\theta_0) + \frac{1}{n} \sum_{i=1}^{n} H NLL_i (\theta_0)
\] (564)

where \( \frac{1}{n} H \phi_0 (\theta_0) \to 0 \) and \( \frac{1}{n} \sum_{i=1}^{n} H NLL_i (\theta_0) \to J \) by the SLLN. Slutsky’s then yields:

\[
\frac{1}{n} H \phi_n (\theta_0) \to J
\] (565)

and concludes the proof.

Lemma 32. Asymptotics of the third derivative of \( \phi_n \).

Requires: NA.

The third derivatives of \( \phi_n \) are controlled since:

\[
\frac{1}{n} \Delta_3 (\phi_n) = \max_{\theta, v_1, v_2, v_3} \frac{\phi_n^{(3)} (\theta) \left[ J^{1/2} v_1, J^{1/2} v_2, J^{1/2} v_3 \right]}{\|v_1\|^2 \|v_2\|^2 \|v_3\|^2}
\]

\[
\leq \mathbb{E} \left( \Delta^{(i)} \right) + o_P (1)
\] (566)

\[
\leq E \left( \Delta^{(i)} \right) + o_P (1)
\] (567)

Proof. Once more, this is a straightforward consequence of the SLLN.

Due to the sub-additivity of the maximum:

\[
\max_{\theta, v_1, v_2, v_3} \frac{\phi_n^{(3)} (\theta) \left[ J^{1/2} v_1, J^{1/2} v_2, J^{1/2} v_3 \right]}{\|v_1\|^2 \|v_2\|^2 \|v_3\|^2}
\]

\[
\leq \frac{1}{n} \max_{\theta, v_1, v_2, v_3} \frac{\phi_0^{(3)} (\theta) \left[ J^{1/2} v_1, J^{1/2} v_2, J^{1/2} v_3 \right]}{\|v_1\|^2 \|v_2\|^2 \|v_3\|^2}
\]

\[
+ \frac{1}{n} \sum_{i=1}^{n} \max_{\theta, v_1, v_2, v_3} \frac{NLL_i^{(3)} (\theta) \left[ J^{1/2} v_1, J^{1/2} v_2, J^{1/2} v_3 \right]}{\|v_1\|^2 \|v_2\|^2 \|v_3\|^2}
\] (568)

where, once again, the \( \phi_0 \) term vanishes and the other term is asymptotically \( \mathbb{E} \left( \Delta^{(i)} \right) + o_P (1) \) due to the SLLN. Slutsky’s then yields the claimed result, concluding the proof.

Lemma 33. \( \hat{\theta}_n \) is asymptotically consistent.

Requires: Lemmas 31 and 32.

In the limit \( n \to \infty \), \( \hat{\theta}_n \) converges to \( \theta_0 \).
Proof. This claim would be completely standard if not for the presence of the prior term \( \phi_0 \). The following (involved) proof is almost identical to that of Th. 5.42 of Van der Vaart [2000].

We will prove that a shrinking neighborhood of \( \theta_0 \) must necessarily contain a local minimum of \( \phi_n \). Since \( \phi_n \) is convex, this local minimum is the unique global minimum of \( \phi_n \): \( \hat{\theta}_n \). Thus, \( \hat{\theta}_n \to \theta_0 \).

First, consider the expected value of \( NLL_i \):

\[
E(\theta) = E(NLL_i(\theta))
\]

(569)

Note that \( E(\theta) \) inherits regularity from the assumptions we made on \( NLL_i \). \( E \) is strictly convex and its third derivative is controlled:

\[
\max_{\theta,v_1,v_2,v_3} \left| \mathcal{E}^{(3)}_n(\theta) \left[J^{1/2}v_1,J^{1/2}v_2,J^{1/2}v_3 \right] \right| \leq E\left( \Delta^{(i)} \right)
\]

(570)

We can thus perform a Taylor expansion of \( E(\theta) \) around \( \theta_0 \), yielding:

\[
E(\theta) - E(\theta_0) = \frac{1}{2} (\theta - \theta_0)^T J (\theta - \theta_0) + O \left( \| \theta - \theta_0 \|^3 \right)
\]

(571)

Thus, if we consider the points \( \theta \) on the surface of a sphere of radius \( \delta \), we have that the difference \( E(\theta) - E(\theta_0) \) is exactly of order \( \delta^2 \) (where we have used the strict positivity of J):

\[
\| \theta - \theta_0 \|_2 = \delta \implies E(\theta) - E(\theta_0) = \Theta \left( \delta^2 \right)
\]

(572)

The minimum is thus also of order \( \delta^2 \):

\[
\min_{\| \theta - \theta_0 \|_2 = \delta} E(\theta) - E(\theta_0) = \Theta \left( \delta^2 \right)
\]

Now, consider the difference between \( \frac{1}{n}\phi_n(\theta) \) and its limit \( E(\theta) \). Performing a Taylor expansion of the difference leads to:

\[
\frac{1}{n}\phi_n(\theta) - E(\theta) = \frac{1}{n} \nabla^T \phi_n(\theta_0)(\theta - \theta_0) + \frac{1}{2} (\theta - \theta_0)^T \left[ \frac{1}{n} H \phi_n(\theta_0) - J \right] (\theta - \theta_0) + O_P \left( \| \theta - \theta_0 \|^3 \right)
\]

(573)

where the \( O_P \) term contains both the term derived in Lemma [32] and the deterministic term due to \( E(\theta) \).

The SLLN yields that:

\[
\frac{1}{n} \nabla^T \phi_n(\theta_0) = o_P(1)
\]

(574)

\[
\frac{1}{n} H \phi_n(\theta_0) - J = o_P(1)
\]

(575)

Thus, for all \( \theta \) in a ball of radius \( \delta \) centered on \( \theta_0 \), we have:

\[
\max_{\| \theta - \theta_0 \|_2 \leq \delta} \frac{1}{n} \phi_n(\theta) - E(\theta) = \delta o_P(1) + \delta^2 o_P(1) + \delta^3 O_P(1)
\]

(576)

where the error term is uniform in \( \delta \).

Consider finally the ratio of the distance between \( \frac{1}{n} \phi_n(\theta) \) and \( E(\theta) \) inside the ball and the minimum distance between \( E(\theta) \) on the sphere and \( E(\theta_0) \):

\[
R_\delta = \frac{\max_{\| \theta - \theta_0 \|_2 \leq \delta} \left[ \frac{1}{n} \phi_n(\theta) - E(\theta) \right]}{\min_{\| \theta - \theta_0 \|_2 = \delta} \left[ E(\theta) - E(\theta_0) \right]}
\]

(577)

\[
= \frac{\delta o_P(1) + \delta^2 o_P(1) + \delta^3 O_P(1)}{\Theta(\delta^2)}
\]

(578)

\[
= \delta^{-1} o_P(1) + o_P(1) + \delta O_P(1)
\]

(579)
Now, for every $\delta$ and every $t > 0$, we have:

$$\mathbb{P}(\delta^{-1}o_P(1) + o_P(1) \geq t\delta) \to 0$$

We can thus find a sequence of $\delta_n$ tending to 0 sufficiently slowly so that:

$$\delta_n^{-1}o_P(1) + o_P(1) = \delta_n o_P(1)$$

This implies convergence to 0 of the ratio $R_{\delta_n}$:

$$R_{\delta_n} = \delta_n^{-1}o_P(1) + o_P(1) + \delta_n o_P(1)$$

Finally, consider the difference between the minimum value of $\frac{1}{n}\phi_n(\theta)$ on the sphere of radius $\delta_n$ and $\frac{1}{n}\phi_n(\theta_0)$:

$$\min_{\|\theta - \theta_0\|_2 = \delta_n} \frac{1}{n}\phi_n(\theta) - \frac{1}{n}\phi_n(\theta_0) = \min_{\|\theta - \theta_0\|_2 = \delta_n} \frac{1}{n}\phi_n(\theta) - \mathcal{E}(\theta) + \mathcal{E}(\theta) - \mathcal{E}(\theta_0) + \mathcal{E}(\theta_0) - \frac{1}{n}\phi_n(\theta_0)$$

$$= \min_{\|\theta - \theta_0\|_2 = \delta_n} \frac{1}{n}\phi_n(\theta) - \mathcal{E}(\theta) + \mathcal{E}(\theta) - \mathcal{E}(\theta_0) + o_P(1)$$

$$= \min_{\|\theta - \theta_0\|_2 = \delta_n} \mathcal{E}(\theta) - \mathcal{E}(\theta_0) \left[ 1 + \frac{1}{n}\phi_n(\theta) - \mathcal{E}(\theta) \right] + o_P(1)$$

where the ratio is dominated by $R_{\delta_n}$ and thus converges to 0:

$$\left| \frac{1}{n}\phi_n(\theta) - \mathcal{E}(\theta) \right| \leq R_{\delta_n} = o_P(1)$$

We thus have:

$$\min_{\|\theta - \theta_0\|_2 = \delta_n} \frac{1}{n}\phi_n(\theta) - \frac{1}{n}\phi_n(\theta_0) = \min_{\|\theta - \theta_0\|_2 = \delta_n} \mathcal{E}(\theta) - \mathcal{E}(\theta_0) + o_P(1)$$

where the right hand side is strictly positive.

Thus, in the limit $n \to \infty$, with probability tending to 1, the following event occurs:

$$\frac{1}{n}\phi_n(\theta_0) < \min_{\|\theta - \theta_0\|_2 = \delta_n} \frac{1}{n}\phi_n(\theta)$$

The function $\phi_n(\theta)$ thus has a local minimum in the sphere of radius $\delta_n$ with probability tending to 1. Since $\phi_n$ is furthermore convex, this local minimum is the global minimum $\hat{\theta}_n$.

We have thus established:

$$\left\| \hat{\theta}_n - \theta_0 \right\| \leq \delta_n \quad \text{with probability tending to 1}$$

which concludes the proof.

**Proposition 34.** $\hat{\theta}_n$ is asymptotically Gaussian.

**Requires:** Lemmas 31, 32 and 33

In the limit $n \to \infty$, if $\theta_n$ is consistent then:

$$\sqrt{n} \left( \hat{\theta}_n - \theta_0 \right) \to \mathcal{N}(0, J^{-1}J^{-1})$$
Proof. Establishing the asymptotic Gaussianity is straightforward once consistency is established. The following proof structure is almost identical to Th. 5.41 of [Van der Vaart, 2000].

We start from a Taylor expansion of $\nabla \phi_n (\hat{\theta}_n)$:

$$0 = \nabla \phi_n (\theta_0) + H \phi_n (\theta_0) (\hat{\theta}_n - \theta_0) + \frac{1}{2} \sum_{i=1}^{p} \phi^{(3)}_n (\hat{\theta}_n) [e_i, \hat{\theta}_n - \theta_0, \hat{\theta}_n - \theta_0] e_i \quad (592)$$

where $e_i$ are the canonical basis of $\mathbb{R}^p$ and $\hat{\theta}_n$ stands somewhere on the line from $\hat{\theta}_n$ to $\theta_0$. By dividing the expression by $n$, we obtain:

$$\frac{1}{n} \nabla \phi_n (\theta_0) + \frac{1}{n} H \phi_n (\theta_0) (\hat{\theta}_n - \theta_0) + \frac{1}{2} \sum_{i=1}^{p} \frac{1}{n} \phi^{(3)}_n (\hat{\theta}_n) [e_i, \hat{\theta}_n - \theta_0, \hat{\theta}_n - \theta_0] e_i = 0 \quad (593)$$

where we recognize that: $\frac{1}{n} \nabla \phi_n (\theta_0)$ is of order $n^{-1/2}$ (Lemma 31), $\frac{1}{n} H \phi_n (\theta_0) = J + o_{P} (1)$ (Lemma 31) and $\frac{1}{n} \phi^{(3)}_n (\hat{\theta}_n)$ is of order $O_{P} (1)$ (Lemma 32). We can thus rewrite the equation as:

$$- \frac{1}{n} \nabla \phi_n (\theta_0) = \left( J + o_{P} (1) + O_{P} (1) \left( \hat{\theta}_n - \theta_0 \right) \right) \left( \hat{\theta}_n - \theta_0 \right) \quad (594)$$

which we can further simplify using Slutsky’s Theorem: because of the consistency of $\hat{\theta}_n$, we have:

$$O_{P} (1) \left( \hat{\theta}_n - \theta_0 \right) = o_{P} (1) \quad (595)$$

Thus, we have the further simplification:

$$- \frac{1}{n} \nabla \phi_n (\theta_0) = \left( J + o_{P} (1) \right) \left( \hat{\theta}_n - \theta_0 \right) \quad (596)$$

In the limit, the matrix $J + o_{P} (1)$ will be invertible with probability 1. We then finally have:

$$\hat{\theta}_n - \theta_0 = - \frac{1}{n} \left[ J + o_{P} (1) \right]^{-1} \nabla \phi_n (\theta_0) \quad (597)$$

$$= - \frac{1}{n} J^{-1} \nabla \phi_n (\theta_0) + \frac{1}{n} o_{P} (1) \nabla \phi_n (\theta_0) \quad (598)$$

$$= - \frac{1}{\sqrt{n}} J^{-1} \left[ \frac{1}{\sqrt{n}} \nabla \phi_n (\theta_0) \right] + o_{P} (n^{-1/2}) \quad (599)$$

which is indeed asymptotically Gaussian with mean 0 and covariance $\frac{1}{n} J^{-1} I J^{-1}$ (Lemma 31).

D.3 Proofs: properties of $\phi_n$ and $\tilde{\phi}_n$.

Lemma 35. Properties of $\phi_n$.

Requires: Prop. 34

The log-curvature at the MAP estimate grows linearly:

$$H \phi_n (\hat{\theta}_n) = n J + o_{P} (n) \quad (600)$$

Thus, the covariance of the Laplace approximation goes to 0 as:

$$\Sigma_n = [nJ]^{-1} + o_{P} (n^{-1}) \quad (601)$$

Proof. This result is straightforward.

A Taylor expansion yields:

$$\frac{1}{n} H \phi_n (\hat{\theta}_n) = \frac{1}{n} H \phi_n (\theta_0) + \frac{1}{n} \sum_{i,j} \phi^{(3)}_n (\hat{\theta}_n) \left[ e_i, e_j, \hat{\theta}_n - \theta_0 \right] e_i e_j \quad (602)$$
The second term is a product of a $O_P(1)$ term due to the third derivative and a $O_P(n^{-1/2})$ term due to $\hat{\theta}_n - \theta_0$. Thus:

$$\frac{1}{n} H\phi_n (\hat{\theta}_n) = \frac{1}{n} H\phi_n (\theta_0) + O_P \left( n^{-1/2} \right)$$  \hspace{1cm} (603)

$$J + o_P \left( 1 \right)$$  \hspace{1cm} (604)

$$H\phi_n (\hat{\theta}_n) = nJ + o_P \left( n \right)$$  \hspace{1cm} (605)

The covariance of the Laplace approximation is the inverse of the log-curvature:

$$\Sigma_n = \left[ H\phi_n (\hat{\theta}_n) \right]^{-1}$$  \hspace{1cm} (606)

$$= \left[ nJ + o_P \left( 1 \right) \right]^{-1}$$  \hspace{1cm} (607)

$$= \left[ nJ \right]^{-1} + o_P \left( n^{-1} \right)$$  \hspace{1cm} (608)

which concludes the proof.

\[ \square \]

**Lemma 36. Properties of $\tilde{\phi}_n$.**

**Requires:** Prop[34] and Lemmas[32] and[35]

The third-derivative of the standardized log-density $\tilde{\phi}_n$ decays at rate $n^{-1/2}$:

$$\max_{\theta, v_1, v_2, v_3} \left\| \phi_n^{(3)} (\theta) [v_1, v_2, v_3] \right\|_{v_1, v_2, v_3} \leq n \Delta (i) + o_P \left( n^{-1/2} \right)$$  \hspace{1cm} (611)

**Proof.** Lemma[32] yields that:

$$\max_{\theta, v_1, v_2, v_3} \left\| \phi_n^{(3)} (\theta) \left[ J^{1/2} v_1, J^{1/2} v_2, J^{1/2} v_3 \right] \right\|_{v_1, v_2, v_3} \leq n \Delta (i) + o_P \left( 1 \right)$$  \hspace{1cm} (611)

We thus need to replace the $\Sigma_n^{-1/2}$ terms by $J^{1/2}$:

$$\max_{\theta, v_1, v_2, v_3} \left\| \phi_n^{(3)} (\theta) \left[ \Sigma_n^{-1/2} v_1, \Sigma_n^{-1/2} v_2, \Sigma_n^{-1/2} v_3 \right] \right\|_{v_1, v_2, v_3} \leq n \Delta (i) + o_P \left( 1 \right)$$  \hspace{1cm} (611)

$$\max_{\theta, w_1, w_2, w_3} \left\| \phi_n^{(3)} (\theta) \left[ J^{1/2} w_1, J^{1/2} w_2, J^{1/2} w_3 \right] \right\|_{w_1, w_2, w_3} \leq n \Delta (i) + o_P \left( 1 \right)$$  \hspace{1cm} (611)

$$w_i = J^{-1/2} \Sigma_n^{-1/2} v_i.$$  \hspace{1cm} (611)

In order to restore the $\| w_i \|$ terms in the numerator, we need to bound the ratio of the norms:

$$\frac{\| w_i \|}{\| J^{1/2} \Sigma_n^{1/2} w_i \|_{w_i}} \leq \text{eigmin} \left( J^{1/2} \Sigma_n^{1/2} \right)$$  \hspace{1cm} (613)

which, since $\Sigma_n = [nJ]^{-1} + o_P \left( n^{-1} \right)$, we have:

$$\Sigma_n^{1/2} = [nJ]^{-1/2} + o_P \left( n^{-1/2} \right)$$  \hspace{1cm} (614)

$$\text{eigmin} \left( J^{1/2} \Sigma_n^{1/2} \right) = n^{-1/2} + o_P \left( n^{-1/2} \right)$$  \hspace{1cm} (615)
and thus:
\[
\max_{\theta, v_1, v_2, v_3} \left| \phi_n^{(3)}(\theta) \right| \begin{bmatrix} \Sigma_n^{-1/2} v_1, \Sigma_n^{-1/2} v_2, \Sigma_n^{-1/2} v_3 \end{bmatrix} \leq \left[ n^{-3/2} + o_P\left(n^{-3/2}\right) \right] \max_{\theta, w_1, w_2, w_3} \left| \phi_n^{(3)}(\theta) \right| \begin{bmatrix} J_{1/2}^\top w_1, J_{1/2}^\top w_2, J_{1/2}^\top w_3 \end{bmatrix}
\]
(616)
\[
\leq \left[ n^{-1/2} + o_P\left(n^{-1/2}\right) \right] \mathbb{E}\left(\Delta(i)\right)
\]
(617)
\[
\leq n^{-1/2} \mathbb{E}\left(\Delta(i)\right) + o_P\left(n^{-1/2}\right)
\]
(618)
which concludes the proof.

\[\square\]

### D.4 Proof of Cor. 6

Proof. We can now finally prove the Main text corollary 6.

First, let us verify that we can indeed apply Theorem 5. The dimensionality is fixed and Lemma 36 shows that \(\Delta_3 = O_P\left(n^{-1/2}\right)\). We thus indeed have that \(\Delta_3^{3/2} \rightarrow 0\).

Thus, Theorem 5 yields that:
\[
KL\left(g_n, f_n\right) = O\left((\Delta_3)^2 p^3\right)
\]
(619)
\[
= O_P\left(n^{-1}\right)
\]
(620)
concluding the proof.

### E Approximations \(KL\left(g_{LAP}, f\right)\)

This section deals with the proof of Cor. 7 which derives computable approximations of \(KL\left(g_{LAP}, f\right)\).

#### E.1 Proof structure

We establish the relevance of each approximation detailed in Cor. 7 in its own separate Lemma. In order to improve the exposition, we change the order compared to the order in which the approximations are presented in Cor. 7.

1. First, the three approximations that require sampling from \(g\):
   (a) LSI approximation of \(\mathbb{E}_{e \sim g(e)} \left[ KL\left(r_g, r_f | e\right)\right]\).
   (b) varELBO approximation of \(KL\left(e_g, e_f\right)\).
   (c) KL variance approximation of \(KL\left(g_{LAP}, f\right)\).
2. Then, the approximations of those three approximations removing the expected values through a Taylor expansion of \(\tilde{\phi}_f(\theta)\) at \(\mu\).
   (a) LSI approximation of \(\mathbb{E}_{e \sim g(e)} \left[ KL\left(r_g, r_f | e\right)\right]\).
   (b) varELBO approximation of \(KL\left(e_g, e_f\right)\).
   (c) KL variance approximation of \(KL\left(g_{LAP}, f\right)\).

#### E.2 Proof: sampling-based approximations

**Lemma 37.** Computable approximation of \(\mathbb{E}_{e \sim g(e)} \left[ KL\left(r_g, r_f | e\right)\right]\).

**Requires:** Main text Thm. 5

From Theorem 5 we can approximate the KL divergence due to \(r\) as:
\[
\mathbb{E}_{e \sim g(e)} \left[ KL\left(r_g, r_f | e\right)\right] \approx LSI = \frac{1}{2} \frac{1}{p^{1/2} r} \mathbb{E}_{e \sim g(r)} \left[ r^{4/3} \left( e^T \nabla \tilde{\phi}_f (r e) - r \right)^2 \right]
\]
(621)
This approximation can be computed by sampling from \( r_g, e_g \).

**Proof.** This simply requires integrating over \( e_g \) in Theorem 5 and replacing \( \phi_e'(r) \):
\[
\phi_e'(r) = e^T \nabla \tilde{\phi}_f (re) \tag{622}
\]

**Lemma 38.** Computable approximation of \( KL(e_g, e_f) \).

**Requires:** Main text Thm. 5

From Theorem 5 we can approximate the KL divergence due to \( e \) as:
\[
KL(e_g, e_f) \approx \frac{1}{2} \text{Var}_{e \sim \text{GLAP}}(e) \left[ \mathbb{E}_{r \sim \text{GLAP}}(r) \left[ \tilde{\phi}_f(re) - \frac{1}{2} r^2 \right] \right] \tag{623}
\]

This approximation can be computed by sampling from \( r_g, e_g \).

**Proof.** No work is required in deriving this since this approximation is given as is in Theorem 5.

**Lemma 39.** Second computable approximation of \( KL(e_g, e_f) \).

**Requires:** Main text Thm. 5

From Theorem 5 we can approximate the KL divergence due to \( e \) as:
\[
KL(e_g, e_f) \approx \frac{1}{2} KL_{\text{var}}(g_{\text{LAP}}, f) \tag{624}
\]

This approximation is an upper-bound.

**Proof.** Once again, this approximation is given as is in Theorem 5.

We recall that this approximation is an upper-bound due to the fact that \( KL_{\text{var}}(g_{\text{LAP}}, f) \) also includes a term that corresponds to the KL divergence due to \( r \).

**Lemma 40.** Heuristic computable approximation of \( KL(g_{\text{LAP}}, f) \).

**Requires:** Main text Thm. 5, Lemma 30

Theorem 5 further gives heuristic support for using the KL variance as an approximation of \( KL(g_{\text{LAP}}, f) \).
\[
KL(g_{\text{LAP}}, f) \approx \frac{1}{2} KL_{\text{var}}(g_{\text{LAP}}, f) \tag{625}
\]

**Proof.** Since the KL variance \( KL_{\text{var}}(g_{\text{LAP}}, f) \) already counts the contribution of \( r \) to the KL divergence (see the proof of Lemma 30), it seems unwise to double-count this contribution by further adding the LSI approximation of the contribution of \( r \).

**E.3** Proof: Taylor-based approximations

**Lemma 41.** Further approximation of the LSI approximation.

**Requires:** Lemma 19

Performing a Taylor approximation, and an approximation of the expected value under \( r \) yields:
\[
LSI \approx \frac{1}{p} \left[ \frac{3}{4} \sum_{i,j,k} \left( \tilde{\phi}_f^{(3)}(0)_{i,j,k} \right)^2 + \frac{9}{8} \sum_{i,j,k} \left( \tilde{\phi}_f^{(3)}(0)_{i,j,k} \right) \left( \tilde{\phi}_f^{(3)}(0)_{i,k,k} + \frac{1}{4} \sum_{i,j,k} \left( \tilde{\phi}_f^{(4)}(0)_{i,j,k} \right)^2 + \sum_{i,j,k} \left( \tilde{\phi}_f^{(4)}(0)_{i,j,k} \right) \left( \tilde{\phi}_f^{(4)}(0)_{i,k,k} \right) \right) \right] \tag{626}
\]
Proof. The approximation of Lemma 19 implies that \( r_g \) is equivalent to \( p^{1/2} \) asymptotically. We can then simplify the expected value of interest by introducing an additional \( r^{2/3} \):

\[
\mathbb{E}_{r,e \sim g(r,e)} \left[ r^{4/3} \left( e^T \nabla \tilde{\phi}_f (re) - r \right)^2 \right] \approx \frac{1}{p^{1/3}} \mathbb{E}_{r,e \sim g(r,e)} \left[ r^2 \left( e^T \nabla \tilde{\phi}_f (re) - r \right)^2 \right] \quad (627)
\]

\[
\approx \frac{1}{p^{1/3}} \mathbb{E}_{r,e \sim g(r,e)} \left[ (re^T \nabla \tilde{\phi}_f (re) - r^2)^2 \right] \quad (628)
\]

\[
\approx \frac{1}{p^{1/3}} \mathbb{E}_{\theta \sim g(\theta)} \left[ \left( \tilde{\theta}^T \nabla \tilde{\phi}_f (\tilde{\theta}) - \lVert \tilde{\theta} \rVert^2 \right)^2 \right] \quad (629)
\]

\[
\approx \frac{1}{p^{1/3}} \mathbb{E}_{\theta \sim g(\theta)} \left[ \left( \tilde{\theta}^T \nabla \tilde{\phi}_f (\tilde{\theta}) - \tilde{\theta}^T \nabla \tilde{\phi}_g (\tilde{\theta}) \right)^2 \right] \quad (630)
\]

A Taylor expansion then yields:

\[
\tilde{\theta}^T \nabla \tilde{\phi}_f (\tilde{\theta}) - \tilde{\theta}^T \nabla \tilde{\phi}_g (\tilde{\theta}) = \frac{1}{2} \tilde{\phi}_f^{(3)} (0) \left[ \tilde{\theta}, \tilde{\theta}, \tilde{\theta} \right] + \frac{1}{6} \tilde{\phi}_f^{(4)} (0) \left[ \tilde{\theta}, \tilde{\theta}, \tilde{\theta}, \tilde{\theta} \right] + \frac{1}{12} \left[ \tilde{\phi}_f^{(3)} (0) \left[ \tilde{\theta}, \tilde{\theta}, \tilde{\theta} \right] \right]^2 \quad (631)
\]

\[
\left( \tilde{\theta}^T \nabla \tilde{\phi}_f (\tilde{\theta}) - \tilde{\theta}^T \nabla \tilde{\phi}_g (\tilde{\theta}) \right)^2 = \frac{1}{4} \left[ \tilde{\phi}_f^{(3)} (0) \left[ \tilde{\theta}, \tilde{\theta}, \tilde{\theta} \right] \right]^2 + \frac{1}{36} \left( \tilde{\phi}_f^{(4)} (0) \left[ \tilde{\theta}, \tilde{\theta}, \tilde{\theta}, \tilde{\theta} \right] \right)^2 \quad (632)
\]

We can now easily compute the expected value under \( \tilde{\theta} \). The cross-term vanishes because odd moments of the Gaussian are 0:

\[
\mathbb{E}_{\theta \sim g(\theta)} \left[ \left( \tilde{\theta}^T \nabla \tilde{\phi}_f (\tilde{\theta}) - \tilde{\theta}^T \nabla \tilde{\phi}_g (\tilde{\theta}) \right)^2 \right] = \frac{1}{4} \mathbb{E}_{\theta \sim g(\theta)} \left[ \left( \tilde{\phi}_f^{(3)} (0) \left[ \tilde{\theta}, \tilde{\theta}, \tilde{\theta} \right] \right)^2 \right] + \frac{1}{36} \mathbb{E}_{\theta \sim g(\theta)} \left[ \left( \tilde{\phi}_f^{(4)} (0) \left[ \tilde{\theta}, \tilde{\theta}, \tilde{\theta}, \tilde{\theta} \right] \right)^2 \right] \quad (633)
\]

Now, let us tackle each term in order:

\[
\mathbb{E}_{\theta \sim g(\theta)} \left[ \left( \tilde{\phi}_f^{(3)} (0) \left[ \tilde{\theta}, \tilde{\theta}, \tilde{\theta} \right] \right)^2 \right] = \mathbb{E}_{\theta \sim g(\theta)} \left[ \sum_{a,b,c} \tilde{\phi}_f^{(3)} (0) \left[ \tilde{\theta}, \tilde{\theta}, \tilde{\theta} \right] \right] \quad (634)
\]

The sixth moment of the Gaussian is a sum of all the 15 partitions into pairs of \( \{a, b, c, i, j, k\} \) (Isserlis' Theorem):

\[
\mathbb{E} \left[ \bar{\theta}_a \bar{\theta}_b \bar{\theta}_c \bar{\theta}_i \bar{\theta}_j \bar{\theta}_k \right] = \mathbb{E} \left[ \bar{\theta}_a \bar{\theta}_b \right] \mathbb{E} \left[ \bar{\theta}_c \bar{\theta}_i \right] \mathbb{E} \left[ \bar{\theta}_j \bar{\theta}_k \right] + \mathbb{E} \left[ \bar{\theta}_a \bar{\theta}_c \right] \mathbb{E} \left[ \bar{\theta}_b \bar{\theta}_i \right] \mathbb{E} \left[ \bar{\theta}_j \bar{\theta}_k \right] + \ldots \quad (635)
\]

\[
= I_{a,b} I_{c,i} I_{j,k} + I_{a,c} I_{b,i} I_{j,k} + \ldots \quad (636)
\]

We can simplify the expected value by using the symmetry of the coordinates \( \tilde{\phi}_f^{(3)} \) to permutations. Among the 15 partitions into pairs, 6 corresponds to pairs that all cross from \( abc \) into \( ijk \) (e.g. the pairs \( ai, bj, ck \) or \( aj, bk, ci \)) while there are 9 with at least one pair that is internal to one group. The 6 pairs that cross can all be brought back by symmetry to \( ai, bj, ck \). The crossing pairs can be similarly be brought back to \( ai, bc, jk \).

We then have:

\[
\mathbb{E}_{\tilde{\theta} \sim g(\tilde{\theta})} \left[ \left( \tilde{\phi}_f^{(3)} (0) \left[ \tilde{\theta}, \tilde{\theta}, \tilde{\theta} \right] \right)^2 \right] = 6 \sum_{i,j,k} \left[ \tilde{\phi}_f^{(3)} (0) \right]_{i,j,k}^2 + 9 \sum_{i,j,k} \left( \tilde{\phi}_f^{(4)} (0) \right)_{i,j,k} \quad (637)
\]
Similarly, for the fourth derivative we have 105 total pairs. There are 24 pairs that are fully crossing \((24 = 4!, 4 \text{ choices for } a, \text{ then } 3 \text{ for } b \text{ etc})\), 9 pairs that are fully internal \((9 = 3 \times 3, 3 \text{ choices for } a, \text{ the next pair in } abcd \text{ is forced, then } 3 \text{ choices for } \)\) etc), 9 pairs that are fully internal \((9 = 3 \times 3, 3 \text{ choices for } a, \text{ the next pair in } abcd \text{ is forced, then } 3 \text{ choices for } i, \text{ and the final pair in } ijk \text{ is forced})\) and finally 72 pairs that are composed of two internal pairs and two crossing pairs \((72 = \binom{4}{2} \binom{4}{2}, \text{ selecting each internal pair on each side, then } 2 \text{ possibilities for the crossing pair})\). Symmetrizing then leads to:

\[
E_{\tilde{\theta} \sim g(\theta)} \left[ \left\{ \phi_f^{(4)}(\tilde{\theta}, \tilde{\theta}, \tilde{\theta}, \tilde{\theta}) \right\}^2 \right] = 24 \sum_{i,j,k,l} \left\{ \phi_f^{(4)}(0)_{i,j,k,l} \right\}^2 \\
+ 72 \sum_{i,j,k,l} \left\{ \phi_f^{(4)}(0)_{i,j,k,k} \right\} \left\{ \phi_f^{(4)}(0)_{i,j,l,l} \right\} \\
+ 9 \sum_{i,j,k,l} \left\{ \phi_f^{(4)}(0)_{i,i,j,j} \right\} \left\{ \phi_f^{(4)}(0)_{k,k,l,l} \right\}
\]

(638)

Thus, we finally have:

\[
E_{\tilde{\theta} \sim g(\theta)} \left[ \left( \tilde{\theta}^T \nabla \bar{\phi}_f(\tilde{\theta}) - \tilde{\theta}^T \nabla \bar{\phi}_g(\tilde{\theta}) \right)^2 \right] \approx \frac{3}{4} \sum_{i,j,k} \left\{ \phi_f^{(3)}(0)_{i,j,k} \right\}^2 \\
+ \frac{9}{8} \sum_{i,j,k} \left\{ \phi_f^{(3)}(0)_{i,j,j} \right\} \left\{ \phi_f^{(3)}(0)_{i,k,k} \right\} \\
+ \frac{1}{3} \sum_{i,j,k,l} \left\{ \phi_f^{(4)}(0)_{i,j,k,l} \right\}^2 \\
+ \sum_{i,j,k,l} \left\{ \phi_f^{(4)}(0)_{i,j,k,k} \right\} \left\{ \phi_f^{(4)}(0)_{i,j,l,l} \right\} \\
+ \frac{1}{8} \sum_{i,j,k,l} \left\{ \phi_f^{(4)}(0)_{i,i,j,j} \right\} \left\{ \phi_f^{(4)}(0)_{k,k,l,l} \right\}
\]

(639)

The approximation of the LSI term follows from:

\[
\frac{1}{2} \frac{1}{p^{2/3}} \mathbb{E}_{r, e \sim g(r,e)} \left[ r^{4/3} \left( e^T \nabla \bar{\phi}_f(\tilde{r}e) - r \right)^2 \right] \approx \frac{1}{2} \frac{1}{p} \mathbb{E}_{\tilde{\theta} \sim g(\theta)} \left[ \left( \tilde{\theta}^T \nabla \bar{\phi}_f(\tilde{\theta}) - \tilde{\theta}^T \nabla \bar{\phi}_g(\tilde{\theta}) \right)^2 \right]
\]

(640)

\[
\approx \frac{3}{4} \sum_{i,j,k} \left\{ \phi_f^{(3)}(0)_{i,j,k} \right\}^2 \\
+ \frac{9}{8} \sum_{i,j,k} \left\{ \phi_f^{(3)}(0)_{i,j,j} \right\} \left\{ \phi_f^{(3)}(0)_{i,k,k} \right\} \\
+ \frac{1}{3} \sum_{i,j,k,l} \left\{ \phi_f^{(4)}(0)_{i,j,k,l} \right\}^2 \\
+ \sum_{i,j,k,l} \left\{ \phi_f^{(4)}(0)_{i,j,k,k} \right\} \left\{ \phi_f^{(4)}(0)_{i,j,l,l} \right\} \\
+ \frac{1}{8} \sum_{i,j,k,l} \left\{ \phi_f^{(4)}(0)_{i,i,j,j} \right\} \left\{ \phi_f^{(4)}(0)_{k,k,l,l} \right\}
\]

(641)

**Lemma 42.** Further approximation of the varELBO approximation.
Proof. Recall the expression of the varELBO term:

\[
\text{varELBO} \approx \frac{1}{2} \sum_{i,j,k} \left\{ \left[ \phi_f^{(3)}(0) \right]_{i,j,k} \right\}^2 + \frac{1}{4} \sum_{i,j,k} \left\{ \phi_f^{(3)}(0) \right\}_{i,j,j} \left\{ \phi_f^{(3)}(0) \right\}_{i,k,k} \\
+ \frac{1}{24} \sum_{i,j,k,l} \left\{ \phi_f^{(4)}(0) \right\}_{i,j,k,l} \left\{ \phi_f^{(4)}(0) \right\}_{i,j,k,l}
\]

Performing a Taylor approximation, and an approximation of the expected value under \( r \) yields:

\[
\text{varELBO} \approx \frac{1}{2} \sum_{i,j,k} \left\{ \left[ \phi_f^{(3)}(0) \right]_{i,j,k} \right\}^2 + \frac{1}{4} \sum_{i,j,k} \left\{ \phi_f^{(3)}(0) \right\}_{i,j,j} \left\{ \phi_f^{(3)}(0) \right\}_{i,k,k} \\
+ \frac{1}{24} \sum_{i,j,k,l} \left\{ \phi_f^{(4)}(0) \right\}_{i,j,k,l} \left\{ \phi_f^{(4)}(0) \right\}_{i,j,k,l}
\]

(642)

\[
\text{varELBO} = \text{Var}_{e \sim \text{GLAP}(e)} \left[ \mathbb{E}_{r \sim \text{GLAP}(r)} \left[ \tilde{\phi}_f (re) - \frac{1}{2} r^2 \right] \right]
\]

(643)

Start from a Taylor expansion of \( \tilde{\phi}_f (re) - \frac{1}{2} r^2 \):

\[
\tilde{\phi}_f (re) - \frac{1}{2} r^2 \approx \frac{1}{6} \tilde{\phi}_f^{(3)}(0) \left[ re, re, re \right] + \frac{1}{24} \tilde{\phi}_f^{(4)}(0) \left[ re, re, re, re \right]
\]

(644)

We can now approximate the expected value of this expression under density \( g(r) \) using Lemma 19:

\[
\mathbb{E}_{r \sim \text{GLAP}(r)} \left[ \tilde{\phi}_f (re) - \frac{1}{2} r^2 \right] \approx \frac{p^{3/2}}{6} \tilde{\phi}_f^{(3)}(0) \left[ e, e, e \right] + \frac{p^2}{24} \tilde{\phi}_f^{(4)}(0) \left[ e, e, e \right]
\]

(645)

which we finally need to compute the variance of, under density \( g(e) \).

First, observe that, due to the symmetry of \( e \), the covariance between the two terms is 0:

\[
\mathbb{E}_{e \sim \text{GLAP}(e)} \left[ \tilde{\phi}_f^{(3)}(0) \left[ e, e, e \right] \right] = 0 \quad \text{(646)}
\]

\[
\mathbb{E}_{e \sim \text{GLAP}(e)} \left[ \tilde{\phi}_f^{(4)}(0) \left[ e, e, e \right] \tilde{\phi}_f^{(4)}(0) \left[ e, e, e \right] \right] = 0 \quad \text{(647)}
\]

\[
\text{Cov}_{e \sim \text{GLAP}(e)} \left[ \tilde{\phi}_f^{(3)}(0) \left[ e, e, e \right] \tilde{\phi}_f^{(4)}(0) \left[ e, e, e \right] \right] = 0 \quad \text{(648)}
\]

Thus we only need to compute the variance of both terms.

At this point, use once again Lemma 19 in the reverse direction, i.e. as a heuristic to replace \( p^{1/2} \) with \( \tilde{r}_g \).

\[
\text{Var}_{e \sim \text{GLAP}(e)} \left[ p^{3/2} \tilde{\phi}_f^{(3)}(0) \left[ e, e, e \right] \right] \approx \text{Var}_{r \sim \text{GLAP}(r,e)} \left[ \tilde{\phi}_f^{(3)}(0) \left[ re, re, re \right] \right]
\]

\[
\approx \text{Var}_{\tilde{r} \sim \text{GLAP}(\tilde{r})} \left[ \tilde{\phi}_f^{(3)}(0) \left[ \tilde{r}, \tilde{r}, \tilde{r} \right] \right] \quad \text{(649)}
\]

\[
\text{Var}_{e \sim \text{GLAP}(e)} \left[ p^2 \tilde{\phi}_f^{(4)}(0) \left[ e, e, e, e \right] \right] \approx \text{Var}_{\tilde{r} \sim \text{GLAP}(\tilde{r})} \left[ \tilde{\phi}_f^{(4)}(0) \left[ \tilde{r}, \tilde{r}, \tilde{r}, \tilde{r} \right] \right]
\]

(650)

(651)

Once again, we are dealing with moments of the form:

\[
\mathbb{E}_{\tilde{r} \sim g(\tilde{r})} \left[ \tilde{\phi}_f^{(3)}(0) \left[ \tilde{r}, \tilde{r}, \tilde{r}, \tilde{r} \right] \right] = \mathbb{E}_{\tilde{r} \sim g(\tilde{r})} \left[ \sum_{i,j,k,l} \tilde{\phi}_f^{(3)}(0) \left[ \tilde{r}, \tilde{r}, \tilde{r}, \tilde{r} \right] \right]
\]

which we can express using Isserlis’ Theorem and then simplify by using the symmetry of the derivatives.

Starting with the third derivative, the first expected value simplifies, thus yielding the variance immediately (see the proof of Lemma 41 for details of the computation of the second moment of
\( \tilde{\phi}_f^{(3)} (0) [\tilde{\theta}, \tilde{\theta}, \tilde{\theta}] \):

\[
\mathbb{E}_{\tilde{\theta} \sim \tilde{g}} \left[ \tilde{\phi}_f^{(3)} (0) [\tilde{\theta}, \tilde{\theta}, \tilde{\theta}] \right] = 0 \quad (652)
\]

\[
\mathbb{E}_{\tilde{\theta} \sim \tilde{g}} \left( \left\{ \tilde{\phi}_f^{(3)} (0) [\tilde{\theta}, \tilde{\theta}, \tilde{\theta}] \right\}^2 \right) = 6 \sum_{i,j,k} \left\{ \tilde{\phi}_f^{(3)} (0) \right\}_{i,j,k}^2 + 9 \sum_{i,j,k} \tilde{\phi}_f^{(3)} (0) \tilde{\phi}_f^{(3)} (0)_{i,j,k} \quad (653)
\]

\[
\text{Var}_{\tilde{\theta} \sim \tilde{g} \text{LP}} \left( \tilde{\phi}_f^{(3)} (0) [\tilde{\theta}, \tilde{\theta}, \tilde{\theta}] \right) = 6 \sum_{i,j,k} \left\{ \tilde{\phi}_f^{(3)} (0) \right\}_{i,j,k}^2 + 9 \sum_{i,j,k} \tilde{\phi}_f^{(3)} (0) \tilde{\phi}_f^{(3)} (0)_{i,j,k} \quad (654)
\]

For the fourth derivative, we need to compute the expected value of

\[ \tilde{\phi}_f^{(4)} (0) [\tilde{\theta}, \tilde{\theta}, \tilde{\theta}, \tilde{\theta}] = \sum_{i,j,k,l} \tilde{\phi}_f^{(4)} (0)_{i,j,k,l} \tilde{\theta}_i \tilde{\theta}_j \tilde{\theta}_k \tilde{\theta}_l \quad (655) \]

The fourth moment is composed of only 3 pairs which are of course all “internal” (since there is only one group of terms):

\[
\mathbb{E}_{\tilde{\theta} \sim \tilde{g}} \left[ \tilde{\phi}_f^{(4)} (0) [\tilde{\theta}, \tilde{\theta}, \tilde{\theta}, \tilde{\theta}] \right] = 3 \sum_{i,j} \tilde{\phi}_f^{(4)} (0)_{i,j,i,j} \quad (656)
\]

We recall the second moment from the proof of Lemma 41

\[
\mathbb{E}_{\tilde{\theta} \sim \tilde{g}} \left( \left\{ \tilde{\phi}_f^{(4)} [\tilde{\theta}, \tilde{\theta}, \tilde{\theta}, \tilde{\theta}] \right\}^2 \right) = 24 \sum_{i,j,k,l} \left\{ \tilde{\phi}_f^{(4)} (0) \right\}_{i,j,k,l}^2 + 72 \sum_{i,j,k,l} \tilde{\phi}_f^{(4)} (0)_{i,j,k,l} \tilde{\phi}_f^{(4)} (0)_{i,j,l,l} + 9 \sum_{i,j,k,l} \tilde{\phi}_f^{(4)} (0)_{i,j,i,j} \tilde{\phi}_f^{(4)} (0)_{k,k,l,l} \quad (657)
\]

We then obtain the variance:

\[
\text{Var}_{\tilde{\theta} \sim \tilde{g} \text{LP}} \left( \tilde{\phi}_f^{(4)} (0) [\tilde{\theta}, \tilde{\theta}, \tilde{\theta}, \tilde{\theta}] \right) = 24 \sum_{i,j,k,l} \left\{ \tilde{\phi}_f^{(4)} (0) \right\}_{i,j,k,l}^2 + 72 \sum_{i,j,k,l} \tilde{\phi}_f^{(4)} (0)_{i,j,k,l} \tilde{\phi}_f^{(4)} (0)_{i,j,l,l} + 9 \sum_{i,j,k,l} \tilde{\phi}_f^{(4)} (0)_{i,j,i,j} \tilde{\phi}_f^{(4)} (0)_{k,k,l,l} \quad (658)
\]
We then finally get the rough approximation of the varELBO term:

\[
\text{varELBO} = \text{Var}_{e \sim \text{GLAP}(e)} \left[ \mathbb{E}_{\theta \sim \text{GLAP}(\theta)} \left[ \tilde{\phi}_f (re) - \frac{1}{2} r^2 \right] \right]
\]  

(659)

\[
\approx \text{Var}_{\theta \sim \text{GLAP}(\theta)} \left[ \frac{1}{6} \phi_f^3 (0) \left[ \tilde{\theta}, \tilde{\theta}, \tilde{\theta} \right] + \frac{1}{24} \phi_f^4 (0) \left[ \tilde{\theta}, \tilde{\theta}, \tilde{\theta}, \tilde{\theta} \right] \right]
\]  

(660)

\[
\approx \frac{1}{36} \text{Var}_{\theta \sim \text{GLAP}(\theta)} \left[ \phi_f^3 (0) \left[ \tilde{\theta}, \tilde{\theta}, \tilde{\theta} \right] + \frac{1}{24^2} \text{Var}_{\theta \sim \text{GLAP}(\theta)} \left[ \phi_f^4 (0) \left[ \tilde{\theta}, \tilde{\theta}, \tilde{\theta}, \tilde{\theta} \right] \right] \right]
\]  

(661)

\[
\approx \frac{6}{36} \sum_{i,j,k} \left\{ \tilde{\phi}_f^3 (0) \right\}_{i,j,k}^2 + \frac{9}{36} \sum_{i,j,k} \left\{ \tilde{\phi}_f^3 (0) \right\}_{i,j,k} \left\{ \tilde{\phi}_f^3 (0) \right\}_{i,k,k} + \frac{24}{24^2} \sum_{i,j,k,l} \left\{ \tilde{\phi}_f^4 (0) \right\}_{i,j,k,l}^2 + \frac{72}{24^2} \sum_{i,j,k,l} \left\{ \tilde{\phi}_f^4 (0) \right\}_{i,j,k,l} \left\{ \tilde{\phi}_f^4 (0) \right\}_{i,j,l,l}
\]  

(662)

\[
\approx \frac{1}{6} \sum_{i,j,k} \left\{ \tilde{\phi}_f^3 (0) \right\}_{i,j,k}^2 + \frac{1}{4} \sum_{i,j,k} \left\{ \tilde{\phi}_f^3 (0) \right\}_{i,j,k} \left\{ \tilde{\phi}_f^3 (0) \right\}_{i,k,k} + \frac{1}{24} \sum_{i,j,k,l} \left\{ \tilde{\phi}_f^4 (0) \right\}_{i,j,k,l}^2 + \frac{1}{8} \sum_{i,j,k,l} \left\{ \tilde{\phi}_f^4 (0) \right\}_{i,j,k,l} \left\{ \tilde{\phi}_f^4 (0) \right\}_{i,j,l,l}
\]  

(663)

**Lemma 43.** Further approximation of the KL variance approximation.

**Requires:** NA.

Performing a Taylor approximation yields:

\[
KL_{\text{var}} (\text{GLAP}, f) \approx \frac{1}{6} \sum_{i,j,k} \left\{ \tilde{\phi}_f^3 (0) \right\}_{i,j,k}^2 + \frac{1}{4} \sum_{i,j,k} \left\{ \tilde{\phi}_f^3 (0) \right\}_{i,j,k} \left\{ \tilde{\phi}_f^3 (0) \right\}_{i,k,k} + \frac{1}{24} \sum_{i,j,k,l} \left\{ \tilde{\phi}_f^4 (0) \right\}_{i,j,k,l}^2 + \frac{1}{8} \sum_{i,j,k,l} \left\{ \tilde{\phi}_f^4 (0) \right\}_{i,j,k,l} \left\{ \tilde{\phi}_f^4 (0) \right\}_{i,j,l,l}
\]  

(664)

**Proof.** Once again, perform a Taylor expansion of \( \tilde{\phi}_f (\tilde{\theta}) - \phi_g (\tilde{\theta}) : 

\[
\tilde{\phi}_f (\tilde{\theta}) - \phi_g (\tilde{\theta}) \approx \frac{1}{6} \phi_f^3 (0) \left[ \tilde{\theta}, \tilde{\theta}, \tilde{\theta} \right] + \frac{1}{24} \phi_f^4 (0) \left[ \tilde{\theta}, \tilde{\theta}, \tilde{\theta}, \tilde{\theta} \right]
\]  

(665)

thus yielding:

\[
KL_{\text{var}} (\text{GLAP}, f) \approx \text{Var}_{\theta \sim \text{GLAP}(\theta)} \left[ \frac{1}{6} \phi_f^3 (0) \left[ \tilde{\theta}, \tilde{\theta}, \tilde{\theta} \right] + \frac{1}{24} \phi_f^4 (0) \left[ \tilde{\theta}, \tilde{\theta}, \tilde{\theta}, \tilde{\theta} \right] \right]
\]  

(666)

where we recognize eq.(660). Thus, we read from the end of the proof of Lemma (42) that:

\[
KL_{\text{var}} (\text{GLAP}, f) \approx \frac{1}{6} \sum_{i,j,k} \left\{ \phi_f^3 (0) \right\}_{i,j,k}^2 + \frac{1}{4} \sum_{i,j,k} \left\{ \phi_f^3 (0) \right\}_{i,j,k} \left\{ \phi_f^3 (0) \right\}_{i,k,k} + \frac{1}{24} \sum_{i,j,k,l} \left\{ \phi_f^4 (0) \right\}_{i,j,k,l}^2 + \frac{1}{8} \sum_{i,j,k,l} \left\{ \phi_f^4 (0) \right\}_{i,j,k,l} \left\{ \phi_f^4 (0) \right\}_{i,j,l,l}
\]  

(667)

\[\square\]
Details of the simulations

This section provides additional details and figures on the experimental results that I obtained on the linear logistic classification model.

F.1 Satisfying the assumptions of Cor.6

First, let us show that the model respects the assumptions of Cor.6. To do so, consider the log-posterior \( \phi_f(\theta) \) which is:

\[
\phi_f(\theta) = \frac{1}{2} \|\theta\|_2^2 + \sum_{i=1}^n \log \left[ 1 + \exp \left( -Y_i \theta^T X_i \right) \right] \tag{668}
\]

where \( (\sigma_{prior})^2 \) is the prior variance.

The Hessian matrix of \( \phi_f \) is:

\[
H\phi_f(\theta) = \frac{1}{(\sigma_{prior})^2} I_p + \sum_{i=1}^n \frac{1}{1 + \exp \left( -\theta^T X_i \right)} \left[ \frac{1}{1 + \exp \left( \theta^T X_i \right)} X_i X_i^T \right] \tag{669}
\]

which is clearly strictly positive, since it is a sum of positive matrices.

Furthermore, consider the third derivative of one negative log-likelihood:

\[
NLL_i(\theta) = \log \left[ 1 + \exp \left( -Y_i \theta^T X_i \right) \right] \tag{670}
\]

\[
\left[ NLL_i^{(3)}(\theta) \right]_{abc} = [X_i]_a [X_i]_b [X_i]_c \cdot l^{(3)} \left( Y_i \theta^T X_i \right) \tag{671}
\]

where \( l^{(3)}(a) \) is the third derivative of negative logistic function:

\[
l^{(3)}(a) = \frac{-a \exp(-a) \left[ 1 + \exp(a) \right] + a \exp(a) \left[ 1 + \exp(-a) \right]}{[1 + \exp(-a)]^2 [1 + \exp(a)]^2} \tag{672}
\]

\[
= \frac{-a \exp(-a)}{[1 + \exp(-a)]^2 [1 + \exp(a)]} + \frac{a \exp(a)}{[1 + \exp(-a)] [1 + \exp(a)]^2} \tag{673}
\]

\[
\left| l^{(3)}(a) \right| \leq \frac{2}{[1 + \exp(-a)] [1 + \exp(a)]} \tag{674}
\]

\[
< \infty \tag{675}
\]

The third derivative of \( NLL_i \) is thus bounded by the random quantity:

\[
\left[ NLL_i^{(3)}(\theta) \right]_{abc} = [X_i]_a [X_i]_b [X_i]_c \cdot l^{(3)} \left( Y_i \theta^T X_i \right) \tag{676}
\]

\[
\left| NLL_i^{(3)}(\theta) \right| [v_1, v_2, v_3] \leq \max_a \left| l^{(3)}(a) \right| \prod_{i=1}^3 [X_i^T v_i] \tag{677}
\]

\[
\leq \max_a \left| l^{(3)}(a) \right| \|X_i\|_2^3 \tag{678}
\]

where the random variable \( \|X_i\|_2^3 \) has bounded expected value.

We can thus apply Cor.6 to this model.

F.2 Details on the sampling approximations

In order to approximate normalizing constants, I investigated two methods:
1. I first considered a direct evaluation of the modified expression for the KL divergence derived in the proof of Prop. [1] (more precisely in Lemma [3]).

\[
KL(g_{LAP}, f) = \mathbb{E}_{\theta \sim g_{LAP}(\theta)} [\phi_f(\theta) - \phi_g(\theta)] + \log \left\{ \mathbb{E}_{\theta \sim g_{LAP}(\theta)} [\exp (\phi_g(\theta) - \phi_f(\theta))] \right\}
\]

\[
\approx \frac{1}{s} \sum_{i=1}^{s} [\phi_f(\theta_i) - \phi_g(\theta_i)] + \log \left\{ \frac{1}{s} \sum_{i=1}^{s} [\exp (\phi_g(\theta_i) - \phi_f(\theta_i))] \right\}
\]

(679)

(680)

where the \( \theta_i \) are \( s \) IID samples from \( g(\theta) \).

This yields an asymptotically correct estimator of \( KL(g_{LAP}, f) \) as \( s \to \infty \) but could have possibly bad properties for finite \( s \), depending on the properties of the random variable: \( \exp (\phi_g(\theta_g) - \phi_f(\theta_g)) \), namely whether it has a finite variance that is furthermore small compared to \( s \).

2. I also considered an indirect evaluation of the KL divergence based on first approximating the normalization constant:

\[
Z_f = \int \exp (-\phi_f(\theta))
\]

(681)

I evaluated this quantity by first generating samples from \( f(\theta) \) using the NUTS MCMC algorithm [Hoffman and Gelman [2014]] using an implementation from M. Fouesnau on github. Then, I used the following identity:

\[
\frac{1}{Z_f} = \frac{\int g_{LAP}(\theta) d\theta}{\int \exp (-\phi_f(\theta)) d\theta}
\]

(682)

\[
= \frac{\int g_{LAP}(\theta) \exp (\phi_f(\theta) - \phi_f(\theta)) d\theta}{\int \exp (-\phi_f(\theta)) d\theta}
\]

(683)

\[
= \int f(\theta) \exp (\phi_f(\theta) - \phi_g(\theta)) d\theta
\]

(684)

\[
= \mathbb{E}_{\theta \sim f(\theta)} [\exp (\phi_f(\theta) - \phi_g(\theta))]
\]

(685)

and the corresponding empirical approximation based on the samples to approximate \( Z_f \).

The KL approximation was then computed using the straightforward sampling approximation of the expression:

\[
KL(g_{LAP}, f) = \mathbb{E}_{\theta \sim g_{LAP}(\theta)} [\phi_f(\theta) - \phi_g(\theta)] + \log \{ Z_f \}
\]

(686)

This approximation thus combines IID samples from \( g_{LAP}(\theta) \) and MCMC samples from \( f(\theta) \).

In the experiments, the two approximations of the KL divergence ended up giving similar values (Appendix Fig[3]). The analysis in the main text was thus carried using only the NUTS-based approximation of the KL divergence (considering instead the other approximation does not modify the results; see Appendix Fig[4]).

In the sampling approximations, 50,000 samples from \( g_{LAP}(\theta) \) were used. Similarly, 60,000 samples from the NUTS Markov Chain were constructed if \( p \in \{10, 30, 100\} \). For \( p \in \{300, 1000\} \), 260,000 samples were used instead, to account for increased correlation. The first 10,000 samples were discarded. To minimize storage into RAM for \( p \in \{300, 1000\} \), only one out of five of the remaining 250,000 samples were retained for final analysis, yielding 50,000 samples.

Due to large number of experiments, the 50,000 MCMC samples were inspected automatically. Samples from the chain were deemed appropriate if the max of the empirical auto-correlation of \( \phi_f(\theta_t) \) for offset \( \delta \in [30, 100] \) was smaller than 0.05. This condition was fulfilled throughout our experiments and never resulted in a dataset being rejected.
Figure 3: The two approximation of \( KL(g_{\text{LAP}}, f) \) are similar. As explained in the text, two numerical approximations of the KL divergence were considered. The difference was the computation of the normalization constant \( \log(Z_f) \). This figure corresponds to a simple scatter plot of both approximations, superposed with the identity line. Colors are the same as in Fig.1 and Fig.2. The results presented in the main text relied on the NUTS approximation.

Figure 4: Evolution of the KL-var and "KL-var + LSI" approximations with \( n \), when measured with respect to the other numerical approximation of \( KL(g_{\text{LAP}}, f) \). Panels A and B as in Fig.2. The behavior is qualitatively similar as in Fig.2.
F.3 Additional figures

Due to space constraints, we present here the evolution of the other approximations suggested by Cor.7.

We also present the evolution of the quality of the approximations as a function of the true KL divergence $KL(g_{LAP}, f)$. 
Ratio of approximation to truth

A  KL-var approximation
B  KL-var + LSI approximation
C  var-ELBO + LSI approximation
D  Taylor 3 KL-var approximation
E  Taylor 3 KL-var + LSI approximation
F  Taylor 4 KL-var approximation
G  Taylor 4 KL-var + LSI approximation

Number of datapoints

A
B
C
D
E
F
G
Figure 4: Evolution of the ratio "approximation of KL / KL" for all approximations proposed in Cor. A: KL-var approximation (repeated from Fig.2). B: "KL-var + LSI" approximation (repeated from Fig.2). C: "var ELBO + LSI" approximation. Note that due to the computational costs associated with this approximation, it was not computed for larger values of $p$ and $n$. D,E: Taylor approximations to third order of the KL-var and "KL-var + LSI" approximations. F,G: Taylor approximations to fourth order of the KL-var and "KL-var + LSI" approximations. Please note the change of scale in panels F and G. The Taylor approximations severely overestimate the true KL divergence for small values of $n$ and only become correct as $n$ is high enough. Note that due to computational constraints associated with computing large tensors, the Taylor approximations were not computed for the largest values of $p$. 
Figure 4:
Evolution of the ratio "approximation of KL / KL" for all approximations proposed in Cor 7 but as a function of the true KL divergence. All panels as in Supplementary Fig 4. Once again, note the change of scale in panels F and G. This representation shows that the KL-var approximation, and the other approximations proposed in Cor 7 are consistently tight whenever the true KL divergence is low and that they are otherwise upper-bounds. Further investigations are required in order to determine whether it is possible to prove that this relationship holds in a wider variety of situations.