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Abstract
Reinforcement learning algorithms often require finiteness of state and action spaces in Markov decision processes (MDPs) (also called controlled Markov chains) and various efforts have been made in the literature towards the applicability of such algorithms for continuous state and action spaces. In this paper, we show that under very mild regularity conditions (in particular, involving only weak continuity of the transition kernel of an MDP), Q-learning for standard Borel MDPs via quantization of states and actions (called Quantized Q-Learning) converges to a limit, and furthermore this limit satisfies an optimality equation which leads to near optimality with either explicit performance bounds or which are guaranteed to be asymptotically optimal. Our approach builds on (i) viewing quantization as a measurement kernel and thus a quantized MDP as a partially observed Markov decision process (POMDP), (ii) utilizing near optimality and convergence results of Q-learning for POMDPs, and (iii) finally, near-optimality of finite state model approximations for MDPs with weakly continuous kernels which we show to correspond to the fixed point of the constructed POMDP. Thus, our paper presents a very general convergence and approximation result for the applicability of Q-learning for continuous MDPs.
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1. Introduction
Let $X$ be a Borel set in which the elements of a controlled Markov chain $\{X_t, t \in \mathbb{Z}_+\}$ take values. Here and throughout the paper, $\mathbb{Z}_+$ denotes the set of non-negative integers and $\mathbb{N}$ denotes the set of positive integers. Let $U$, the action space, be a compact Borel subset of some Euclidean space, from which the sequence of control action variables $\{U_t, t \in \mathbb{Z}_+\}$ take values.
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The \{U_t, t \in \mathbb{Z}_+\}, are generated via admissible control policies: An admissible policy \(\gamma\) is a sequence of control functions \(\{\gamma_t, t \in \mathbb{Z}_+\}\) such that \(\gamma_t\) is measurable on the \(\sigma\)-algebra generated by the information variables

\[ I_t = \{X_0, \ldots, X_t, U_0, \ldots, U_{t-1}\}, \quad t \in \mathbb{N}, \quad I_0 = \{X_0\}, \]

where

\[ U_t = \gamma_t(I_t), \quad t \in \mathbb{Z}_+, \]

are the \(U\)-valued control actions. We define \(\Gamma\) to be the set of all such admissible policies.

The joint distribution of the state and control processes is then completely determined by (1), the initial probability measure of \(X_0\), and the following relationship:

\[
\Pr\left( X_t \in B \bigg| (X,U)_{[0,t-1]} = (x,u)_{[0,t-1]} \right) = \int_B T(dx_t|x_{t-1},u_{t-1}), \quad B \in \mathcal{B}(X), \quad t \in \mathbb{N},
\]

where \(T(\cdot|x,u)\) is a stochastic kernel (that is, a regular conditional probability measure) from \(X \times U\) to \(X\), \(\mathcal{B}(X)\) is the Borel \(\sigma\)-algebra of \(X\), and \((X,U)_{[0,t-1]}\) is the set of state-action pairs up until \(t - 1\).

The objective of the controller is to minimize the infinite-horizon discounted expected cost

\[
J_\beta(x_0, \gamma) = \mathbb{E}_{x_0}^{T,\gamma} \left[ \sum_{t=0}^{\infty} \beta^t c(X_t, U_t) \right]
\]

over the set of admissible policies \(\gamma \in \Gamma\), where \(0 < \beta < 1\) is the discount factor, \(c: X \times U \rightarrow \mathbb{R}\) is the stage-wise continuous and bounded cost function, and \(\mathbb{E}_{x_0}^{T,\gamma}\) denotes the expectation with initial state \(x_0\) and transition kernel \(T\) under policy \(\gamma\). For any initial state \(X_0 = x_0\), the optimal value function is defined by

\[
J_\beta^*(x_0) = \inf_{\gamma \in \Gamma} J_\beta(x_0, \gamma).
\]

To calculate the optimal value function and the optimal control policy, various numerical approaches can be adopted, e.g., value iteration, policy iteration, linear programming (Hernandez-Lerma and Lasserre (1996)) under the assumption that the transition probability \(T\) and the cost function \(c\) are known. If the model is unknown, a powerful and popular tool is the Q-learning algorithm by Watkins and Dayan (1992). The Q-learning algorithm provides an iterative approach that is guaranteed to converge under mild assumptions if the model is finite and if the controller has access to the state and cost realizations.

In this paper, we present a very general result on the applicability and near-optimality of Q-learning for setups where the state and action spaces are standard Borel (i.e., Borel subsets of complete, separable and metric spaces).

In what follows, we first provide a review of the related literature and some background.

### 1.1 Literature Review

The Q-learning algorithm (see Watkins and Dayan (1992); Tsitsiklis (1994); Baker (1997); Szepesvári and Littman (1999)) is a stochastic approximation algorithm that does not require the knowledge of the transition kernel, or even the cost (or reward) function for its implementation. In this algorithm,
the incurred per-stage cost variable is observed through simulation of a single sample path. When the state and the action spaces are finite, under mild conditions regarding infinitely often hits for all state-action pairs, this algorithm is known to converge to the optimal cost and arrive at optimal policies.

In this paper, our focus is on the case with continuous spaces. While this setup has attracted significant interest in the literature, there remain significant open questions on rigorous approximation or convergence bounds, as we discuss further below.

The approach we present for continuous spaces is via quantization and by viewing quantized MDPs as partially observed Markov decision processes (POMDPs). We will establish convergence and rigorous near optimality results.

1.1.1 Near Optimality of Quantized MDPs

For MDPs with continuous state spaces, existence for optimal solutions has been well studied. Under either weak continuity of the kernel (in both the state and action), or strong continuity (of the kernel in actions for every state) properties and measurable selection conditions, dynamic programming and Bellman’s equations of optimality lead to existence results. The corresponding measurable selection criteria are given by Himmelberg et al. (1976, Theorem 2), Schäl (1975), Schäl (1974) and Kuratowski and Ryll-Nardzewski (1965). We also refer the reader to Hernandez-Lerma and Lasserre (1996) for a comprehensive analysis and detailed literature review and Feinberg and Kasyanov (2021, Theorem 2.1).

However, the above do not directly lead to computationally efficient methods. Accordingly, various approaches have been developed in the literature, with particularly intense recent research activity, to compute approximately optimal policies by reducing the original problem into a simpler one. A partial list of these techniques is as follows: approximate dynamic programming, approximate value or policy iteration, simulation-based techniques, neuro-dynamic programming (or reinforcement learning), state aggregation, etc. (see e.g. Dufour and Prieto-Rumeau, 2012; Bertsekas, 1975; Chow and Tsitsiklis, 1991; Bertsekas and Tsitsiklis, 1996). Indeed, for MDPs, numerical methods have been studied under very general models with a comprehensive review available by Saldi et al. (2018). Notably, as it is related to our analysis in this paper, Saldi et al. (2015c,a,b, 2017) have shown that under weak continuity conditions for an MDP with standard Borel state and action spaces, finite models obtained by the quantization of the state and action spaces lead to control policies that are asymptotically optimal as the quantization rate increases, where, under further regularity conditions, rates of convergence relating error decay and the number of quantization bins are also obtained. We will make explicit connections throughout our paper.

Despite the above mentioned rigorous results for near optimality under very weak conditions, a corresponding reinforcement learning result for such quantized MDPs with conclusive results on convergence and near optimality under similarly weak conditions does not yet exist despite many related studies which demand more restrictive conditions. A common approach for reinforcement learning for continuous spaces is through using function approximation for the optimal value function (see Szepesvári, 2010; Tsitsiklis and Roy, 1997). The function approximation is usually done using neural networks, state aggregation, or through a linear approximation with finitely many linearly independent basis functions. For the neural network approximations, the results typically lack convergence proofs. For state aggregation and linear approximation methods, while often convergence is studied, the error analysis regarding the limit of the stochastic iterates is typically not stud-
ied in general or an error analysis is not provided at all. Some related work is done by Singh et al. (1995); Melo et al. (2008); Gaskett and D. Wettergreen (1999); Szepesvári and Smart (2004) and references therein: Melo et al. (2008) consider compact models with no error analysis with regard to the limit Q function and the optimal policy. In the context of finite space models, Bertsekas and Tsitsiklis (1996, Chapter 6) and Singh et al. (1995) consider state-aggregation, with the latter studying a soft version, and establish the convergence of the limit iterates. By considering more general (i.e., continuous) spaces, Szepesvári and Smart (2004) generalize the above by the use of Q function approximators (interpolators) that are sufficiently regular (defined by non-expansiveness) in their parametric representation and establish both convergence and optimality properties. A further recent related study along similar lines is Song and Wen (2019) which imposes Lipschitz regularity conditions on the Q functions. Another related direction for continuous models is (model-based) kernel estimation methods (see Ormoneit and Sen, 2002; Ormoneit and Glynn, 2002; Sinclair et al., 2020). For kernel estimation methods, it is typically assumed that the transition probabilities admit a highly regular density function, and the density function, and thus the value functions and optimal policies, are learned using approximating kernel functions in a consistent fashion; for this method, independently generated state pairs are used rather than a single sample path.

Different from the studies above, we will consider MDPs with continuous state and action spaces and with only weakly continuous transition kernels, and establish both convergence and near optimality results. In addition, we will also consider slightly stronger transition kernels, to arrive at stronger convergence results. We note that our approach to be presented can be referred to as state aggregation, although we usually refer to it as the quantization of the state space, and it can also be seen as a linear function approximation where the basis functions are constant over the quantization bins and zero elsewhere. Due to this special approximation structure, we are able to provide a finite MDP model for the limit Q-values, and thus, we can have more insight and intuition on the analysis of the error term (see Remark 15 for further discussion).

One particularly related paper that is closely related our setup is by Shah and Xie (2018) where the authors study the finite sample analysis of a quantized Q-learning method via nearest neighbor mapping. Shah and Xie (2018) assume that the transition model admits a Lipschitz continuous density function with respect to the Lebesgue measure. In our work, we study weaker and more general MDP models where we show that only the weak continuity of the transition models are sufficient for asymptotic consistency or Wasserstein type metrics for convergence rates which do not require continuous density assumptions. Furthermore, we use a general mapping for the quantization as opposed to a nearest neighbor map. We also note that Shah and Xie (2018) study finite sample setup with fast mixing conditions on the transition model which in turn implies geometric convergence to the invariant measure of the controlled process, whereas we only focus on the asymptotic time analysis with weaker stability assumptions on the process.

One reason for the challenges of reinforcement learning theory for quantized models is that quantized MDPs are no longer true MDPs with respect to the probabilistic flow of a true model (even though as an analytical construction quantized MDPs can be designed to be constructed as actual MDPs towards constructing near optimal policies); this essentially generalizes the intuitive and correct result that when one quantizes a Markov process, the quantized outputs are no longer Markovian. This question leads us to the next discussion.
1.1.2 CONVERGENCE OF Q-LEARNING FOR POMDPs

A stochastic control model where the controller can have access to only a noisy or partial version of the state via measurements is called a Partially Observed Markov Decision Process (POMDP). Learning in POMDPs is challenging, mainly due to the non-Markovian behavior of the observation process. A question, which has recently been studied by Kara and Yüksel (2021) (see also Kara and Yüksel (2020)) is the following:

(i) whether a Q-learning algorithm for such a setup would indeed converge,

(ii) if it does, where does it converge to?

The answer to the first part of the question is positive under mild conditions (see Singh et al., 1994, for the case with unit memory) and Szepesvári and Smart (2004); and the answer to the second part of the question is; under filter stability conditions, the convergence is to near optimality with an explicit error bound between the performance loss and the memory window size. Kara and Yüksel (2021) provide a detailed analysis and literature review.

To be more concrete, a natural attempt to learn POMDPs would be to ignore the partial observability and pretend that the noisy observations reflect the true state. For example, for infinite horizon discounted cost problems, one can construct Q-iterations as:

\[
Q_{k+1}(y_k, u_k) = (1 - \alpha_k(y_k, u_k))Q_k(y_k, u_k) + \alpha_k(y_k, u_k) \left( C_k(y_k, u_k) + \beta \min_v Q_k(Y_{k+1}, v) \right)
\]  

(3)

where \(y_k\) represents the observations and \(u_k\) represents the control actions, \(0 < \beta < 1\) is the discount factor, and \(\alpha_k\)'s are the learning rates. We can further improve this algorithm by using not only the most recent observation but a finite window of past observations and control actions.

However, the joint process of the observation and the control variables is not a controlled Markov process (as only \((X_k, U_k)\) is), and hence the convergence does not follow directly from usual techniques (see Jaakkola et al., 1994; Tsitsiklis, 1994). Even if the convergence is guaranteed, it is not immediate what the limit Q-values are, and whether they are meaningful at all. In particular, it is not known what MDP model gives rise to the limit Q-values. Singh et al. (1994) studied the Q-learning algorithm for POMDPs by ignoring the partial observability and constructing the algorithm using the most recent observation variable as in (3), and established convergence of this algorithm under mild conditions (notably that the hidden state process is uniquely ergodic under the exploration policy which is random and puts positive measure to all action variables); see also Szepesvári and Smart (2004). Kara and Yüksel (2021) considered memory sizes of more than zero for the information variables and a continuous state space. It was shown that the Q-iterations constructed using finite history variables converge under mild assumptions on the hidden state process and filter stability, and that the limit fixed point equation corresponds to an optimal solution for an approximate belief-MDP model and established bounds for the performance loss of the policy obtained using the approximate belief-MDP when it is used in the original model.

**Contributions and Main Results.** In this paper, we present, in part by unifying and generalizing the aforementioned ingredients, very general results on the convergence and near optimality of Q-learning for quantized MDPs for non-compact state and compact action spaces. We list the main results of the paper as follows:
In Section 2, we study a finite approximation method for continuous MDP models. In particular,

- In Theorem 3 and 4, we show that the finite state approximations for models with total variation continuous kernels, are nearly optimal, and the error bound is in terms of the expected accumulated quantization error.
- In Theorem 5 and 6, we show that the finite state approximations for models with transition kernels continuous under the first order Wasserstein distance, are nearly optimal, and the error bound is in terms of the uniform quantization error.
- Theorem 7, under weak continuity conditions on the kernel, shows that finite state approximations are asymptotically optimal as the number of bins approach infinity.

In the following, all the presented results except Theorem 7 hold true for complete, separable and metric spaces (that is, Polish spaces), and not only for Euclidean spaces; for Theorem 7 we also require the space to be $\sigma$-compact (that is, $X = \bigcup_{k=1}^{\infty} B_k$ with each $B_k$ compact). However, for clarity in presentation, for most of the results in the following we will consider the state space to be finite dimensional Euclidean, with the generalization to more general metric (Polish) spaces being mostly mechanical, where one needs to replace the norm with the corresponding metric on $X$.

In Section 3, we construct an approximate Q learning algorithm by viewing the quantized models as an artificial POMDP, and in Theorem 8, we establish that this approximate (quantized) Q learning algorithm converges to the optimality equation for the finite models constructed in Section 2. Hence, error bounds are provided for the learned policy in Section 3.3. In particular

- In Corollary 10, we show that the policies learned via the Q learning algorithm are asymptotically optimal with the increasing quantization rate, when the transition kernel of the model is weakly continuous.
- In Corollary 11, we establish a convergence rate for the error of the learned policy, when the transition kernel of the model is continuous in total variation, using Theorem 3 and 4.
- In Corollary 12, we establish a convergence rate for the error of the learned policy, when the transition kernel of the model is continuous under Wasserstein distance (first order), using Theorem 5 and 6.

The proposed method is explained in detail in Section 1.2.2. The algorithm can be summarized in the following steps:

- Step 1: Quantize the action space.
- Step 2: Quantize the state space (since the state space is not compact in general, quantization may be non-uniform).
- Step 3: Run Q-learning on the finite model via (20).
- Step 4: Apply the resulting control policy on the true model by extending it to the true state space (e.g. the resulting policy will be a piece-wise constant function on the state space if we use constant extension over the quantization bins).
1.2 Proposed Approach for Continuous Spaces

In this section, we first review the traditional Q learning algorithm for finite MDP models and we explain the challenges of application of the algorithm to models with continuous state and action spaces. We finally present our proposed approach for the learning problem in continuous models.

1.2.1 REVIEW OF Q-LEARNING FOR FULLY OBSERVED FINITE MODELS

We start with the discounted cost optimality equation (DCOE) for finite models given by

\[ J^*_\beta(x) = \min_{u \in U} \left\{ c(x, u) + \beta \sum_{y \in \mathcal{X}} J^*_\beta(y) T(y|x, u) \right\}. \]

A real-valued function on the state space \( \mathcal{X} \) satisfies the DCOE if and only if it is the optimal value function (Hernandez-Lerma and Lasserre, 1996, Theorem 4.2.3), thus, DCOE is a key tool for the optimality analysis of infinite horizon discounted cost problems.

Note that the optimal value function is defined for every state. We now introduce the optimal Q-function defined for every state and action pair, which satisfy the following fixed point equation

\[ Q^*(x, u) = c(x, u) + \beta \sum_{y \in \mathcal{X}} \min_{v \in \mathcal{U}} Q^*(y, v) T(y|x, u). \] (4)

Furthermore, the optimal Q-function satisfies the following relation for all \( x \in \mathcal{X} \):

\[ \min_{v \in \mathcal{U}} Q^*(x, v) = J^*_\beta(x). \]

The deterministic stationary policy that minimizes the above equation for any \( x \in \mathcal{X} \) is the optimal policy. Hence, if one knows the optimal Q-function, optimal value function and an optimal policy can be calculated. The optimal Q-function can be calculated by applying the contractive operator on the right side of the equation (4) iteratively starting from some initial Q-function. This is the value iteration algorithm for Q-functions and convergence of this algorithm to optimal Q-function follows from the Banach fixed point theorem.

If the transition kernel \( T \) and the stage-wise cost \( c \) are not available, one can apply the Q-learning algorithm to obtain optimal Q-function. In this algorithm, the decision maker applies an arbitrary admissible policy \( \gamma \) and collects realizations of state, action, and stage-wise cost under this policy:

\[ X_0, U_0, c(X_0, U_0), X_1, U_1, c(X_1, U_1), \ldots \]

Using this collection, it updates its Q-functions as follows: for \( t \geq 0 \), if \( (X_t, U_t) = (x, u) \), then

\[ Q_{t+1}(x, u) = Q_t(x, u) + \alpha_t(x, u) \left( c(x, u) + \beta \min_{v \in \mathcal{U}} Q_t(X_{t+1}, v) - Q_t(x, u) \right) \] (5)

where the initial condition \( Q_0 \) is given, \( \alpha_t(x, u) \) is the step-size for \( (x, u) \) at time \( t \), \( U_t \) is chosen according to exploration policy \( \gamma \), and the random state \( X_{t+1} \) evolves according to \( T(X_{t+1} \in \cdot | X_t = x, U_t = u) \) starting at \( X_0 = x \). Under the following conditions, the iterations given in (5) will converge to the optimal Q-function \( Q^* \) almost surely.
Assumption 1 For all \((x, u)\) and for all \(t \geq 0\), we have

\begin{enumerate} 
\item[a)] \(\alpha_t(x, u) \in [0, 1]\).
\item[b)] \(\alpha_t(x, u) = 0\) unless \((x, u) = (X_t, U_t)\).
\item[c)] \(\alpha_t(x, u)\) is a (deterministic) function of \((X_0, U_0), \ldots, (X_t, U_t)\).
\item[d)] \(\sum_{t \geq 0} \alpha_t(x, u) = \infty\), almost surely.
\item[e)] \(\sum_{t \geq 0} \alpha_t^2(x, u) \leq C\), almost surely, for some constant \(C < \infty\).
\end{enumerate}

Hence, Q-learning iterations can be used to calculate the optimal value function and an optimal policy if one has access to state and stage-wise cost realizations. However, this approach is tailored for finite models, and in particular the assumption that every \((x, u)\) pair is visited infinitely often is not feasible for continuous state and action spaces.

1.2.2 Challenges and the Proposed Approach for Continuous Spaces

As we noted in the previous section, for continuous spaces, one cannot visit every state and action pair infinitely often. Hence, traditional Q-learning algorithm given in (5) is not directly applicable. To overcome this obstacle, we will reduce the original problem to a finite one by quantizing the state space and modify the Q-iteration algorithm accordingly. For the moment, we assume that the action space \(U\) is finite; this will be addressed later (in particular, we will show that under mild conditions to be given which only involve weak continuity, \(U\) can be replaced with a finite subset for any approximation error tolerance).

Let \(Y \subset X\) be a finite set, which approximates the original state space \(X\) of the model. Define a mapping \(q : X \rightarrow Y\) such that for any \(x \in X\), \(q(x) = y\) for some \(y \in Y\). For a continuous state space \(X\), \(q\) can be seen as the discretization mapping. For example, one can choose a collection of disjoint Borel measurable sets \(\{B_i\}_{i=1}^M\) such that \(\bigcup_i B_i = X\) and \(B_i \cap B_j = \emptyset\) for any \(i \neq j\). Furthermore, one can choose a representative state, \(y_i \in B_i\), from each disjoint set. For this setting, we have \(Y := \{y_1, \ldots, y_M\}\) and

\[ q(x) = y_i \quad \text{if } x \in B_i. \]

We note that the set \(Y = \{y_1, \ldots, y_M\}\) is only a set of representative states for the collection of disjoint sets \(\{B_i\}_{i=1}^M\) and the actual values of the representative states do not affect the error analysis and the overall algorithm performance. Instead, the collection of sets \(\{B_i\}_{i=1}^M\) is the key element of the performance. The sets \(\{B_i\}_{i=1}^M\) can be chosen depending on the application, e.g., to minimize the loss function \(L(x)\) (see (15)). Quantization theory deals with the optimal design of such maps under a cardinality constraint (see Gray and Neuhoff, 1998).

We also note that even for a finite state space \(X\), in order to reduce size of the state space, one can choose a smaller set \(Y\), by collecting multiple states in one group.

Using the map \(q\), we construct the following Q-learning algorithm. Again, the decision maker applies an arbitrary admissible exploration policy \(\gamma\) and collects realizations of state, action, and stage-wise cost under this policy:

\[ X_0, U_0, c(X_0, U_0), X_1, U_1, c(X_1, U_1), \ldots \]
Using this collection, it updates its Q-functions defined only for state-action pairs in \( Y \times U \) as follows: for \( t \geq 0 \), if \((X_t, U_t) = (x, u) \in X \times U\), then
\[
Q_{t+1}(q(x), u) = (1 - \alpha_t(q(x), u))Q_t(q(x), u)
+ \alpha_t(q(x), u) \left( c(x, u) + \beta \min_{v \in U} Q_t(q(X_{t+1}), v) \right),
\]
that is, for any true value of the state, we use its representative state from the finite set \( Y \) when updating the Q-function.

We have now reduced the iterations to a finite set \( Y \times U \), and therefore, it is feasible to visit every pair \((y, u)\) infinitely often. However, one cannot directly argue that the iterations in (6) will converge to a Q-function satisfying some fixed point equation. Even if the convergence is guaranteed, one needs to give a meaning to the limit fixed point equation, i.e., we need to construct the approximate model whose optimal Q-function satisfies the limit fixed point equation. Two main challenges for the convergence are the following:

- For the convergence of the traditional Q-iterations defined in (5), it is a crucial assumption that the state process \( X_t \) is controlled Markov chain. However, the process \( q(X_t) \) is not a controlled Markov chain; that is, for all \( t \geq 0 \),
  \[
  \Pr\left(q(X_t) \mid q(X_{[0,t-1]}), U_{[0,t-1]}\right) \neq \Pr\left(q(X_t) \mid q(X_{t-1}), U_{t-1}\right).
  \]
  The reason is that \( q(X_{t-1}) \) gives only partial information about the true state \( X_{t-1} \).
- In the algorithm, for any iteration step \( t \geq 0 \), the realized stage-wise cost \( c(X_t, U_t) \) is not a function of the quantized state \( q(X_t) \).

To overcome these challenges, we will view the approximate finite model as a partially observed MDP (POMDP) where the map \( q \) induces a quantizer channel from \( X \) to \( Y \), so that, the controller does not have full access to the true value of the state \( x \) but it observes a quantized version of the true state value. We will then use recent results for convergence of Q-learning algorithms for POMDPs by Kara and Yüksel (2021). Finally, we will prove that the limiting Q-function is the optimal Q-function of the finite approximate model introduced by Saldi et al. (2018, 2017), and provide error bounds using the finite approximate models.

The rest of the paper is organized as follows. In Section 2, we introduce finite approximate models for MDPs with continuous spaces, and we provide various error bounds for the approximate models under different set of assumptions on the system components. In Section 3, we introduce an approximate Q-learning algorithm for POMDPs, and we establish the connection between POMDPs and quantized approximate models. In particular, we show that the Q-iterations defined in (6) converges to the optimal Q-function of the finite model introduced in Section 2. Finally, in Section 4, we present two case studies.

2. Near Optimality of Finite Model Approximations

In this section, we introduce finite MDP models, building on Saldi et al. (2018, 2017) with more general conditions (e.g. to allow for non-uniform quantization), for MDPs with continuous state and action spaces.
2.1 Convergence Notions for Probability Measures and Regularity Properties of Transition Kernels

For the analysis of the technical results, we will use different notions of convergence for sequences of probability measures.

Two important notions of convergence for sequences of probability measures are weak convergence and convergence under total variation. For some $N \in \mathbb{N}$, a sequence $\{\mu_n, n \in \mathbb{N}\}$ in $\mathcal{P}(X)$ is said to converge to $\mu \in \mathcal{P}(X)$ weakly if $\int_X c(x)\mu_n(dx) \to \int_X c(x)\mu(dx)$ for every continuous and bounded $c : X \to \mathbb{R}$.

For probability measures $\mu, \nu \in \mathcal{P}(X)$, the total variation metric is given by

$$\|\mu - \nu\|_{TV} = 2 \sup_{B \in B(X)} |\mu(B) - \nu(B)| = \sup_{f : \|f\|_\infty \leq 1} \left| \int f(x)\mu(dx) - \int f(x)\nu(dx) \right|,$$

where the supremum is taken over all measurable real $f$ such that $\|f\|_\infty = \sup_{x \in X} |f(x)| \leq 1$. A sequence $\mu_n$ is said to converge in total variation to $\mu \in \mathcal{P}(X)$ if $\|\mu_n - \mu\|_{TV} \to 0$.

Finally, for probability measures $\mu, \nu \in \mathcal{P}(X)$ with finite first order moments (that is, $\int \|x\| d\nu$ and $\int \|x\| d\mu$ are finite), the first order Wasserstein distance is defined as

$$W_1(\mu, \nu) = \inf_{\Gamma(\mu, \nu)} \mathbb{E}[|X - Y|] = \sup_{f : \text{Lip}(f) \leq 1} \left| \int f(x)\mu(dx) - \int f(x)\nu(dx) \right|$$

where $\Gamma(\mu, \nu)$ denotes the all possible couplings of $X$ and $Y$ with marginals $X \sim \mu$ and $Y \sim \nu$, and

$$\text{Lip}(f) := \sup_{e \neq e'} \frac{|f(e) - f(e')|}{\|e - e'\|},$$

and the second equality follows from the dual formulation of the Wasserstein distance (Villani, 2009, Remark 6.5). Note that the weak convergence and the Wasserstein convergence are equivalent if the underlying space is compact.

We can now define the following regularity properties for the transition kernels:

- $\mathcal{T}(\cdot|x, u)$ is said to be weakly continuous in $(x, u)$, if $\mathcal{T}(\cdot|x_n, u_n) \to \mathcal{T}(\cdot|x, u)$ weakly for any $(x_n, u_n) \to (x, u)$.
- $\mathcal{T}(\cdot|x, u)$ is said to be continuous under total variation in $(x, u)$, if $\|\mathcal{T}(\cdot|x_n, u_n) - \mathcal{T}(\cdot|x, u)\|_{TV} \to 0$ for any $(x_n, u_n) \to (x, u)$.
- $\mathcal{T}(\cdot|x, u)$ is said to be continuous under the first order Wasserstein distance in $(x, u)$, if

$$W_1(\mathcal{T}(\cdot|x_n, u_n), \mathcal{T}(\cdot|x, u)) \to 0$$

for any $(x_n, u_n) \to (x, u)$. To ensure continuity of $\mathcal{T}$ with respect to the first order Wasserstein distance, in addition to weak continuity, we may assume that there exists a function $g : [0, \infty) \to [0, \infty)$ such that as $t \to \infty$, $\frac{g(t)}{t} \uparrow \infty$, and

$$\sup_{(x, u) \in K \times U} \int g(\|y\|) \mathcal{T}(dy|x, u) < \infty$$
for any compact $K \subset X$. Note that the latter condition implies uniform integrability of the collection of random variables with probability measures $T(dx_1 | x_0 = x_n, U_0 = u_n)$ as $(x_n, u_n) \to (x, u)$, which coupled with weak convergence can be shown to imply convergence under the Wasserstein distance.

**Example 1** Some example models satisfying these regularity properties are as follows:

(i) For a model with the dynamics $x_{t+1} = f(x_t, u_t, w_t)$, the induced transition kernel $T(\cdot | x, u)$ is weakly continuous in $(x, u)$ if $f(x, u, w)$ is a continuous function of $(x, u)$, since for any continuous and bounded function $g$

$$\int g(x_1) T(dx_1 | x_n, u_n) = \int g(f(x_n, u_n, w)) \mu(dw)$$

$$\to \int g(f(x, u, w)) \mu(dw) = \int g(x_1) T(dx_1 | x, u)$$

where $\mu$ denotes the probability measure of the noise process. If we also have that $X$ is compact, the transition kernel $T(\cdot | x, u)$ is also continuous under the first order Wasserstein distance.

(ii) For a model with the dynamics $x_{t+1} = f(x_t, u_t) + w_t$, the induced transition kernel $T(\cdot | x, u)$ is continuous under total variation in $(x, u)$ if $f(x, u)$ is a continuous function of $(x, u)$, and $w_t$ admits a continuous density function.

(iii) In general, if the transition kernel admits a continuous density function $f$ so that $T(dx_1 | x, u) = f(x_1, x, u) dx_1$, then $T(dx_1 | x, u)$ is continuous in total variation. This follows from an application of Scheffé’s Lemma (Billingsley, 1995, Theorem 16.12). In particular, we can write that

$$\|T(\cdot | x_n, u_n) - T(\cdot | x, u)\|_{TV} = \int_X |f(x_1, x_n, u_n) - f(x_1, x, u)| dx_1 \to 0.$$
2.2 Finite Action Approximate MDP: Quantization of the Action Space and Near Optimality of Finite Action Models

Let $d_U$ denote the metric on $U$. Since the action space $U$ is compact, one can find a sequence of finite sets $\Lambda_n = \{u_{n,1}, \ldots, u_{n,k_n}\} \subset U$ such that for all $n$,

$$\min_{i \in \{1, \ldots, k_n\}} d_U(u, u_{n,i}) < 1/n \text{ for all } u \in U.$$  

In other words, $\Lambda_n$ is a $1/n$-net in $U$. For any $f : X \to U$, let us define the mapping

$$\Upsilon_n(f)(x) := \arg \min_{u \in \Lambda_n} d_U(f(x), u),$$

where ties are broken so that $\Upsilon_n(f)(x)$ is measurable. The following assumption is imposed on the transition kernel so that the true MDP model can be approximated well by the MDPs with finite action spaces.

**Assumption 2**

(i) The stochastic kernel $T(\cdot | x, u)$ is weakly continuous in $(x, u) \in X \times U$.

(ii) $c : X \times U \to \mathbb{R}_+$ is continuous and bounded.

For any real-valued continuous and bounded function $v$ on $X$, let $T$ be given by

$$(Tv)(x) := \min_{u \in U} \left[ c(x, u) + \beta \int_X v(y) T(dy|x, u) \right].$$

(8)

Here, $T$ is the *Bellman optimality operator* for the MDP. Analogously, let us define the Bellman optimality operator $T_n$ of $\Lambda_n$, which is defined as the MDP with finite action space $\Lambda_n$, as

$$T_n v(x) := \min_{u \in \Lambda_n} \left[ c(x, u) + \beta \int_X v(y) T(dy|x, u) \right].$$

(9)

Both $T$ and $T_n$ are contraction operators on bounded and continuous functions. Furthermore, value functions of MDP and $\Lambda_n$ are fixed points of these operators: that is, $T J^*_\beta = J^*_\beta$ and $T_n J^*_{\beta,n} = J^*_{\beta,n}$. Let us define $v^0 = v^0_n \equiv 0$, and $v^{t+1} = T v^t$ and $v^{t+1}_n = T_n v^t_n$ for $t \geq 1$; that is, $\{v^t\}_{t \geq 1}$ and $\{v^t_n\}_{t \geq 1}$ are successive approximations to the discounted value functions of the MDP and $\Lambda_n$, respectively (via value iteration). The following result is established using the compactness of the action space and weak continuity of the transition kernel.

**Lemma 1** (Saldi et al., 2018, Lemma 3.19) Under Assumption 2, for any compact $K \subset X$ and for any $t \geq 1$, we have

$$\lim_{n \to \infty} \sup_{x \in K} |v^t_n(x) - v^t(x)| = 0.$$  

(10)

The following theorem states that the optimal value function of $\Lambda_n$ converges to the optimal value function of the original MDP. It can be proved by using Lemma 1 and taking into account that $\{v^t\}_{t \geq 1}$ and $\{v^t_n\}_{t \geq 1}$ are successive approximations to the value functions $J^*_\beta$ and $J^*_{\beta,n}$, respectively.

**Theorem 2** (Saldi et al., 2018, Theorem 3.16) Under Assumption 2, for any compact $K \subset X$, we have

$$\lim_{n \to \infty} \sup_{x \in K} |J^*_\beta(x) - J^*_\beta_n(x)| = 0.$$  

(11)

Since any MDP with weakly continuous transition probability can be approximated by MDPs with finite action spaces by Theorem 2, in the sequel, we assume that $U$ is finite.
2.3 Finite State Approximate MDP: Quantization of the State Space

We now establish near optimality under finite state approximations. We start by choosing a collection of disjoint sets \( \{B_i\}_{i=1}^{M} \) such that \( \bigcup_{i} B_i = X \), and \( B_i \cap B_j = \emptyset \) for any \( i \neq j \). Furthermore, we choose a representative state, \( y_i \in B_i \), for each disjoint set. For this setting, we denote the new finite state space by \( Y := \{y_1, \ldots, y_M\} \), and the mapping from the original state space \( X \) to the finite set \( Y \) is done via

\[
q(x) = y_i \quad \text{if} \ x \in B_i. \tag{12}
\]

Furthermore, we choose a weighting measure \( \pi^* \in \mathcal{P}(X) \) on \( X \) such that \( \pi^*(B_i) > 0 \) for all \( B_i \). We now define normalized measures using the weight measure on each separate quantization bin \( B_i \) as follows:

\[
\hat{\pi}^*_y(A) := \frac{\pi^*(A)}{\pi^*(B_i)}, \quad \forall A \subset B_i, \quad \forall i \in \{1, \ldots, M\}, \tag{13}
\]

that is, \( \hat{\pi}^*_y \) is the normalized weight measure on the set \( B_i \), where \( y_i \) belongs to.

We now define the stage-wise cost and transition kernel for the MDP with this finite state space \( Y \) using the normalized weight measures. Indeed, for any \( y_i, y_j \in Y \) and \( u \in U \), the stage-wise cost and the transition kernel for the finite-state model are defined as

\[
C^*(y_i, u) = \int_{B_i} c(x, u) \hat{\pi}^*_y(dx),
\]

\[
P^*(y_j|y_i, u) = \int_{B_i} T(B_j|x, u) \hat{\pi}^*_y(dx). \tag{14}
\]

Having defined the finite state space \( Y \), the cost function \( C^* \) and the transition kernel \( P^* \), we can now introduce the optimal value function for this finite model. We denote the optimal value function which is defined on \( Y \) by \( \hat{J}_\beta : Y \to \mathbb{R} \). Note that \( \hat{J}_\beta \) satisfies the following DCOE for any \( y \in Y \)

\[
\hat{J}_\beta(y) = \inf_{u \in U} \left\{ C^*(y, u) + \beta \sum_{z \in Y} \hat{J}_\beta(z) P^*(z|y, u) \right\}.
\]

Note that we can easily extend this function over the original state space \( X \) by making it constant over the quantization bins. In other words, if \( y \in B_i \), then for any \( x \in B_i \), we write

\[
\hat{J}_\beta(x) := \hat{J}_\beta(y).
\]

We further define an average loss function \( L : X \to \mathbb{R} \) as a result of the quantization. For some \( x \in X \), where \( x \) belongs to a quantization bin \( B_i \) whose representative state is \( y_i \) (i.e. \( q(x) = y_i \)), the average loss function \( L(x) \) is defined as

\[
L(x) := \int_{B_i} \|x - x'\| \hat{\pi}^*_y(dx') \quad \forall x \in B_i, i = 1, \ldots, M. \tag{15}
\]

That is, \( L(x) \) can be seen as the distance of the state \( x \) to the mean of the bin \( B_i \) under the measure \( \hat{\pi}^*_y \).

In the following, we present error analyses in finite state approximations defined in this section.
2.3.1 Finite State Approximations with Kernels Continuous in Total Variation Under Expected Quantization Error Bounds

In this section, we focus on an MDP model whose transition kernel is Lipschitz continuous in $x$ (uniform in $u$) under the total variation norm. This condition is somewhat different than the continuity of the transition kernel under the total variation distance. Indeed, if we have a model as in Example 1-(ii), then we have the required Lipschitz continuity of the transition kernel when $f$ is Lipschitz continuous in $x$ that is uniform in $u$ and the density of the noise $w$ is Lipschitz continuous.

The following assumptions are imposed on the system.

Assumption 3 (a) There exists a constant $\alpha_c > 0$ such that $|c(x, u) - c(x', u)| \leq \alpha_c \|x - x'\|$ for all $x, x' \in X$ and for all $u \in U$.

(b) There exists a constant $\alpha_T > 0$ such that $\|T(\cdot | x, u) - T(\cdot | x', u)\|_{TV} \leq \alpha_T \|x - x'\|$ for all $x, x' \in X$ and for all $u \in U$.

Note that the cost function $c$ is Lipschitz continuous in $x$ (uniform in $u$), if the partial derivative of $c$ with respect to $x$ is uniformly bounded.

The first result gives an error bound for the approximate value function.

Theorem 3 Under Assumption 3, provided that $c$ is bounded, we have for any initial state $x_0 \in X$

$$\left| \hat{J}_\beta(x_0) - J^*_{\beta}(x_0) \right| \leq \left( \alpha_c + \frac{\beta \alpha_T \|c\|_\infty}{1 - \beta} \right) \sum_{t=0}^{\infty} \beta^t \sup_{\gamma \in \Gamma} E_{x_0}^{T,\gamma} [L(X_t)] ,$$

where $L$ is defined in (15).

Proof The proof can be found in Appendix A.

The following result provides an error bound for the approximate policy of the finite-state model when it is applied to the original model.

Theorem 4 Under Assumption 3, we have for any initial state $x_0 \in X$

$$\left| J_\beta(x_0, \hat{\gamma}) - J^*_\beta(x_0) \right| \leq 2 \left( \alpha_c + \frac{\beta \alpha_T \|c\|_\infty}{1 - \beta} \right) \sum_{t=0}^{\infty} \beta^t \sup_{\gamma \in \Gamma} E_{x_0}^{T,\gamma} [L(X_t)] ,$$

where $L$ is defined in (15) and $\hat{\gamma}$ denotes the optimal policy of the finite-state approximate model given by (14) extended to the state space $\hat{X}$ via the quantization function $q$.

Proof The proof can be found in Appendix B.
2.3.2 Finite State Approximation with Kernels Continuous in Wasserstein Distance under Uniform Quantization Error Bounds

In this section, we focus on the models with transition kernels that are Lipschitz continuous in \( x \) (uniform in \( u \)) under the first order Wasserstein distance. If we have a model as in Example 1-(i), then we have the required Lipschitz continuity of the transition kernel when \( f \) is Lipschitz continuous in \( x \) that is uniform in \( u \). Here, instead of providing an average loss bound using (15) as in Theorem 3, we will provide a uniform loss bound result, and we also assume the state space to be compact. We first define \[ \bar{L} := \max_{i=1,...,M} \sup_{x,x' \in B_i} \|x - x'\|. \] (16)

Here, \( \bar{L} \) is the largest diameter among the quantization bins. The following assumptions are imposed on the components of the model.

Assumption 4

(a) \( \mathbb{X} \) is compact.

(b) There exists a constant \( \alpha_c > 0 \) such that \( |c(x, u) - c(x', u)| \leq \alpha_c \|x - x'\| \) for all \( x, x' \in \mathbb{X} \) and for all \( u \in \mathbb{U} \).

(c) There exists a constant \( \alpha_T > 0 \) such that \( W_1(\mathcal{T}(\cdot|x, u), \mathcal{T}(\cdot|x', u)) \leq \alpha_T \|x - x'\| \) for all \( x, x' \in \mathbb{X} \) and for all \( u \in \mathbb{U} \).

Note that Assumption 4-(a) ensures that the quantity \( \bar{L} \) is finite for each \( M \) and converges to 0 as \( M \to \infty \). Without this assumption, \( \bar{L} = \infty \) for any \( M \). We now present the main results of this section. The first theorem states that the optimal value function of the finite-state model converges to the optimal value function of the original model as \( \bar{L} \to 0 \).

**Theorem 5** Under Assumption 4, we have
\[ \sup_{x_0 \in \mathbb{X}} \left| \hat{J}_\beta(x_0) - J^*_\beta(x_0) \right| \leq \frac{\alpha_c}{(1 - \beta \alpha_T)(1 - \beta)} \bar{L} \]
where \( \bar{L} \) is defined in (16).

**Proof** The proof can be found in Appendix C.

The following result is very similar to (Saldi et al., 2018, Theorem 4.38) with a slightly better bound. It can be established in a straightforward way using Theorem 5.

**Theorem 6** Under Assumption 4, we have
\[ \sup_{x_0 \in \mathbb{X}} \left| J_\beta(x_0, \hat{\gamma}) - J^*_\beta(x_0) \right| \leq \frac{2\alpha_c}{(1 - \beta)^2(1 - \beta \alpha_T)} \bar{L} \]
where \( \bar{L} \) is defined in (16) and \( \hat{\gamma} \) denotes the optimal policy of the finite-state approximate model extended to the state space \( \mathbb{X} \) via the quantization function \( q \).

**Proof** The proof can be found in Appendix D.
2.3.3 Finite State Approximation with Weakly Continuous Kernels and Asymptotic Convergence

In this section, we assume that $X$ is $\sigma$-compact. That is, we can write $X = \bigcup_{k=1}^{\infty} B_k$ where each $B_k$ is compact. A finite dimensional Euclidean space is an example of such a space. Additionally, in this section, we focus on the models with transition kernels that are continuous only under the weak convergence topology. Here, instead of providing a rate of convergence, we will provide an asymptotic result. Let the quantizer be such that the $M^{th}$ bin be the over-flow bin; that is, the first $M - 1$ bins be the quantization of a compact set and the complement be assigned to $B_M$. To this end, let us define

$$L^- := \max_{i=1,\ldots,M-1} \sup_{x,x' \in B_i} \|x - x'\|.$$  \hfill (17)

Note that since $X$ is $\sigma$-compact, for each $M$, one can find a partition $\{B_i\}_{i=1}^{M}$ of the state space $X$ such that $L^- \to 0$ and $\bigcup_{i=1}^{M-1} B_i \uparrow X$ as $M \to \infty$. Note that $B_M = X \setminus (\bigcup_{i=1}^{M-1} B_i)$. In the following result, we assume that such a sequence of partitions is used to obtain the finite-state approximate models.

Theorem 7 (Saldi et al., 2018, Theorem 4.27) Under Assumption 2, we have for any compact $K \subset X$

$$\sup_{x_0 \in K} |\hat{J}_\beta(x_0) - J^*_\beta(x_0)| \to 0$$

and

$$\sup_{x_0 \in K} |J_\beta(x_0, \hat{\gamma}) - J^*_\beta(x_0)| \to 0$$

as $L^- \to 0$, where $\hat{\gamma}$ denotes the optimal policy of the finite-state approximate model extended to the state space $X$ via the quantization function $q$.

We note that the result by Saldi et al. (2018, Theorem 4.27) is more general and applicable to unbounded cost functions as well. Under the bounded cost in Assumption 2, Saldi et al. (2018, Theorem 4.27) implies Theorem 7 above.

Weak continuity, or continuity under Wasserstein distance of the kernels are significantly less restrictive compared to other regularity conditions used in the literature for proving convergence and consistency results, where it is usually assumed that the transition models admit continuous probability density functions.

On the other hand various MDP models used in the literature fail to satisfy total variation continuity or continuous density assumptions, and can only be shown to weakly continuous.

- The belief MDP model, reduction of POMDPs to fully observed counterparts, can be shown to have weakly continuous transition models, see the papers by Kara et al. (2019) and Feinberg et al. (2016). However, belief MDPs fail to satisfy stronger continuity assumptions in general.

- Degenerate controlled diffusion models with piece-wise (in time) constant control policies can be viewed as MDPs, and they can be shown to have weakly continuous transition models (Bayraktar and Kara, 2022), whereas they fail to admit transition models continuous under total variation.
• Similarly, mean field control problems, where several exchangeable agents aim to minimize a common cost, can be posed as probability measure valued MDPs. The measure valued MDP can be shown to weakly continuous (Bayraktar et al., 2023)

2.3.4 Comparison and Discussion

Theorem 4 provides a bound that depends on the expectation of the loss function $L(x)$ defined in (15). This is, in particular, applicable when uniform quantization cannot be applied for a finite model approximation, which is the case when $X$ is not compact. The error bound in Theorem 5, however, uses a uniform bound defined in (16). Although Theorem 4 requires a stronger assumption, the total variation continuity of the kernel instead of weak convergence metrics, the expected quantization error analysis (as opposed to the uniform error) provides the designer with more freedom to optimize the performance of the algorithm. Note that the uniform bound defined in (16) does not depend on the weight measures $\{\hat{\pi}^{y_i}_*\}$ and is always fixed for every time step. Whereas, $L(x)$ defined in (15), uses the weight measures $\{\hat{\pi}^{y_i}_*\}$, for the distance of $x$ to the average of the quantization bin. Furthermore, $L(x)$ is not fixed for every time step, instead, at every time step, one needs the expected distance of $X_t$ to the mean of its quantization bin under the corresponding weight measure. Hence, using the expected loss function $L(x)$, one can adjust the quantization or the selection of the sets $\{B_i\}$’s accordingly, e.g., by performing finer quantization for the more often visited states.

However, for the uniform bound in Theorem 5, to minimize $\bar{L}$ defined in (16), one can only focus on the selection of the sets $\{B_i\}$’s by minimizing the diameter of the maximum possible set in the collection, which indeed provides a cruder upper bound, when $X$ is compact.

Theorem 7, on the other hand, requires only weak continuity and the state space does not need to be compact (and, accordingly, the quantizers are also not uniform). Thus, the model is applicable to many practical setups. On the other hand, Theorem 7 does not provide a rate of convergence.

3. Quantized Models Viewed as POMDPs, the Quantized Q-Learning Algorithm and its Convergence to Near-Optimality

In this section, we view the quantized MDPs as POMDPs with a quantizer channel.

3.1 Q-Learning Algorithm for POMDPs

For a partially observed MDP, the controller does not have full access to the state, but only a noisy version of the state is available, which are called the observations. Let $Y$ denote the observation space, which is assumed to be a finite set. The relation between the state variable $x$ and the observation variable $y$ is determined by a stochastic kernel (regular conditional probability) $O$ from $X$ to $Y$, such that $O(\cdot | x)$ is a probability measure on the power set $P(Y)$ of $Y$ for every $x \in X$, and $O(A | \cdot) : X \to [0, 1]$ is a Borel measurable function for every $A \in P(Y)$. In this setup, since the decision maker has access to a noisy version $Y_t$ of the state $X_t$ at each time step, the admissible policies are sequences of functions of observations and actions at each time step.

The traditional Q-learning algorithm (4) is constructed under the assumption that the controller can see the realizations of the state, and that the state is a controlled Markov chain. However, for POMDPs, the algorithm in (4) is not directly applicable. A natural, though optimistic, suggestion to attempt to learn POMDPs would be to ignore the partial observability and pretend the noisy observations reflect the true state perfectly. Therefore, in this algorithm, the decision maker applies
an arbitrary admissible policy $\gamma$ and collects realizations of observations, action, and stage-wise cost under this policy:

$$Y_0, U_0, c(X_0, U_0), Y_1, U_1, c(X_1, U_1), \ldots$$

Using this collection, it updates its Q-functions as follows: for $t \geq 0$, if $(Y_t, U_t) = (x, u)$, then

$$Q_{t+1}(Y_t, U_t) = (1 - \alpha_t(Y_t, U_t)) Q_t(Y_t, U_t) + \alpha_t(Y_t, U_t) \left( c(X_t, U_t) + \beta \min_{v \in U} Q_t(Y_{t+1}, v) \right).$$

(18)

Note that the observation process is not a controlled Markov chain as past observations, when conditioned on the current observation, can give information about the future state variable, and so, can affect the next observation distribution. Second, the cost realization $c(X_t, U_t)$ depend on the observation $Y_t$ in a random and a time-dependent fashion. Indeed, for some $(y, u) \in \mathcal{Y} \times \mathcal{U}$, let $C_t(y, u)$ be a $\mathbb{R}$-valued random variable with the following distribution:

$$\Pr (C_t(y, u) \in \cdot) = P_t^\gamma \left( c(X_t, U_t) \in \cdot \mid Y_t = y, U_t = u \right),$$

where $P_t^\gamma$ is the conditional distribution of $X_t$ given $(Y_t, U_t)$ under the policy $\gamma$. Then, we can view $c(X_t, U_t)$ as a realization of the random variable $C_t(Y_t, U_t)$, where the expected value of the random variable $C_t(Y_t, U_t)$ is $\int_{\mathbb{R}} c(x, U_t) P_t^\gamma (dx \mid Y_t, U_t)$. For these two reasons, convergence of the above algorithm does not follow directly from usual techniques (Jaakkola et al., 1994; Tsitsiklis, 1994). Additionally, even if the convergence is guaranteed, it is not immediate what the limit Q-function is, and whether it is meaningful at all. In particular, it is not known what MDP model gives rise to the limit Q-function.

A general version of this approach is considered by Kara and Yüksel (2021), where the Q-iterations are constructed not only with the most recent observation but with a finite window of past observation and control action variables. It is shown that the algorithm is convergent under mild ergodicity conditions on the resulting state process $\{X_t\}_{t \geq 0}$, and the limiting Q-function is an optimal Q-function of the approximate belief MDP. Furthermore, the learned policies are shown to be nearly optimal under some filter stability assumptions.

The following assumptions will be imposed for the convergence.

**Assumption 5**

1. We let $\alpha_t(y, u) = 0$ unless $(Y_t, U_t) = (y, u)$. Otherwise, let

$$\alpha_t(y, u) = \frac{1}{1 + \sum_{k=0}^t 1\{Y_k = y, U_k = u\}}.$$  

2. Under the exploration policy $\gamma^*$, $X_t$ is uniquely ergodic and thus has a unique invariant invariant measure $\pi_{\gamma^*}$.

3. During the exploration phase, every observation-action pair $(y, u)$ is visited infinitely often.

We note that a sufficient condition for the second item above is that the state process $\{X_t\}_{t \geq 0}$ is positive Harris recurrent.
The following result is proved by Kara and Yüksel (2021) (see also related results in Szepesvári and Smart (2004) and Singh et al. (1994)). It states the algorithm in (18) converges to the optimal Q-function of a MDP whose system components can be described by transition kernel, observation channel, and stage-wise cost of the original POMDP.

**Theorem 8** (Kara and Yüksel, 2021, Theorem 4.1) Under Assumption 5, the algorithm given in (18) converges almost surely to $Q^*$ which satisfies

$$Q^*(y,u) = C^*(y,u) + \beta \sum_{z \in \mathcal{Y}} P^*(z|y,u) \min_{v \in U} Q^*(z,v).$$

Here, $P^*$ and $C^*$ are defined as follows

$$P^*(y_1|y,u) := \int_X \int_X O(y_1|x_1) \mathcal{T}(dx_1|x_0,u) P^{\pi^*}(dx_0|y)$$

$$C^*(y,u) := \int_X c(x_0,u) P^{\pi^*}(dx_0|y)$$

where $P^{\pi^*}(dx_0|y)$ is the reverse channel induced by the observation channel $O$ and the invariant distribution $\pi^*$ of the state process under exploration policy $\gamma^*$; that is, $O(y|x) \pi^*(dx) = P^{\pi^*}(dx|y) P^{\pi^*}(y)$, where $P^{\pi^*}(y) = \int_X O(y|x) \pi^*(dx)$. In other words,

$$P^{\pi^*}(A|y) := \frac{\int_A O(y|x) \pi^*(dx)}{\int_X O(y|x) \pi^*(dx)},$$

almost surely.

### 3.2 Quantized Models Viewed as POMDPs and the Quantized Q-Learning Algorithm

In this section, we consider the Q-learning algorithm in (6) that is established for fully observed MDPs with a continuous state space. Before the convergence result, recall that we observed in Theorem 2 that any MDP with weakly continuous transition probability can be approximated by MDPs with finite action spaces. Thus, to make the presentation shorter, we will either assume that the action set is finite, or it has been approximated with arbitrarily small approximation error by a finite action set through the construction in Theorem 2. Assuming finite action sets will help us avoid measurability issues (see universal measurability discussions in Saldi et al., 2017) as well as issues with existence of optimal policies.

As before, let $\mathcal{Y}$ be a finite set, which will play a role for the approximations of $X$. Recall the quantization map $q : X \to \mathcal{Y}$ defined in (12) such that for any $x \in X$, $q(x) = y_i$ for some $y_i \in \mathcal{Y}$, where $y_i$’s are the representative states for the collection of disjoint sets $\{B_i\}_{i=1}^M$ so that $\bigcup_i B_i = X$ and $B_i \cap B_j = \emptyset$ for any $i \neq j$.

Let us recall the Q-learning algorithm in (6). In this learning algorithm, the decision maker applies the exploration policy $\gamma^*$ and collects realizations of state, action, and stage-wise cost under this policy:

$$X_0, U_0, c(X_0, U_0), X_1, U_1, c(X_1, U_1), \ldots$$
Using this collection, the Q-functions which are defined for the quantized state action pairs in \( Y \times U \) are updated as follows: for \( t \geq 0 \), if \((X_t, U_t) = (x, u) \in X \times U\), then

\[
Q_{t+1}(q(x), u) = (1 - \alpha_t(q(x), u)) Q_t(q(x), u)
+ \alpha_t(q(x), u) \left( c(x, u) + \beta \min_{v \in U} Q_t(q(X_{t+1}), v) \right).
\]  

(20)

We interpret this iteration as a special case of the POMDP iteration (3) by considering the discretization as a quantizer channel. If we consider the finite set \( Y \) as the observation space and define the observation channel \( O \) as \( O(y_i| x) = 1_{\{x \in B_i\}} \), for \( i = 1, \cdots, M \), then the algorithm in (20) is the same algorithm as in (3). Therefore, the following result is then a direct corollary of Theorem 8.

**Algorithm 1** Learning Algorithm: Quantized Q-Learning

Input: \( Q_0 \) (initial Q-function), \( q : X \rightarrow Y \) (quantizer), \( \gamma^* \) (exploration policy), \( L \) (number of data points), \( \{N(y, u) = 0\}_{(y, u) \in Y \times U} \) (number of visits to state-action pairs).

Start with \( Q_0 \)

for \( t = 0, \ldots, L - 1 \) do

- If \((X_t, U_t)\) is the current state-action pair \( \implies \) generate the cost \( c(X_t, U_t) \) and the next state \( X_{t+1} \sim T(\cdot | X_t, U_t) \), and set

\[
N(q(X_t), U_t) = N(q(X_t), U_t) + 1.
\]

- Update Q-function \( Q_t \) for the inputs \( (q(X_t), U_t) \) as follows:

\[
Q_{t+1}(q(X_t), U_t) = (1 - \alpha_t(q(X_t), U_t)) Q_t(q(X_t), U_t)
+ \alpha_t(q(X_t), U_t) \left( c(X_t, U_t) + \beta \min_{v \in U} Q_t(q(X_{t+1}), v) \right),
\]

where

\[
\alpha_t(q(X_t), U_t) = \frac{1}{1 + N(q(X_t), U_t)}.
\]

- Generate \( U_{t+1} \sim \gamma^* \).

end for

return \( Q_L \)

**Theorem 9** Under Assumption 5, for every pair \((y_i, u) \in Y \times U\), the algorithm given above converges to

\[
Q^* (y_i, u) = C^*(y_i, u) + \beta \sum_{y_j \in Y} P^*(y_j|y_i, u) \min_{v \in U} Q^* (y_j, v).
\]

Here, \( P^* \) and \( C^* \) are defined by

\[
C^*(y_i, u) = \int_{B_i} c(x, u) \hat{\pi}^*_y (dx)
\]
\[ P^*(y_j|y_i, u) = \int_{B_i} T(B_j|x, u) \hat{\pi}^*_y(dx), \quad (21) \]

where
\[ \hat{\pi}^*_y(A) := \frac{\pi_{y^*}(A)}{\pi_{y^*}(B_i)}, \quad \forall A \subset B_i, \quad \forall i \in \{1, ..., M\}, \quad (22) \]

and \( \pi_{y^*} \) is the invariant measure of the state process under the exploration policy \( \gamma^* \).

3.3 Error Analysis for Convergence of Quantized Q-Learning for Continuous Space MDPs

The model described in (14) is the same model given by the equations (21). Hence, the result and error bounds from Section 3 can be used for the error analysis of the Q-learning algorithm given by (20). For the remainder of this section, we present a series of results for the performance of the policies learned through the approximate Q-learning algorithm in (20) building on the results from Section 3. In these corollaries, it is always assumed that \( \pi_{y^*}(B_i) > 0 \) for all \( i \in \{1, ..., M\} \) where \( B_i \)’s are the quantization bins and \( \pi_{y^*} \) is the invariant measure on the state process under the exploration policy \( \gamma^* \).

3.3.1 Error Analysis for Non-Compact MDPs

Our first result is in asymptotic nature and requires very mild conditions for the convergence (i.e., continuity of the stage-wise cost and weak continuity of the transition kernel). It follows from Theorem 9 and Theorem 7.

**Corollary 10** Under Assumption 5 and Assumption 2, the Q-learning algorithm in (20) converges to \( Q^* \) in Theorem 9 with probability 1 and for any policy \( \hat{\gamma} \) that satisfies \( Q^*(x, \hat{\gamma}(x)) = \min_{u \in U} Q^*(x, u) \) (i.e., greedy policy of \( Q^* \)), for any compact \( K \subset X \), we have

\[ \sup_{x_0 \in K} |J_\beta(x_0, \hat{\gamma}) - J^*_\beta(x_0)| \to 0 \]

as \( L^- \to 0 \), where \( L^- \) is defined in (17).

We recall now that the error bounds to be presented in Corollary 11 and Corollary 12 below will involve the function \( L \) and the uniform bound \( \bar{L} \) which are defined as follows: for some \( x \in X \) where \( x \) belongs to a quantization bin \( B_i \) whose representative state is \( y_i \) (i.e. \( q(x) = y_i \)) and averaging measure \( \hat{\pi}^*_y \), we have

\[ L(x) := \int_{B_i} \|x - x'\| \hat{\pi}^*_y(dx') \]
\[ \bar{L} := \max_{i=1, ..., M} \sup_{x, x' \in B_i} \|x - x'\|. \]

The following result follows from Theorem 9 and Theorem 4.

**Corollary 11** Under Assumption 5 and Assumption 3, the Q-learning algorithm in (20) converges to \( Q^* \) in Theorem 9 with probability 1 and for any policy \( \hat{\gamma} \) that satisfies \( Q^*(x, \hat{\gamma}(x)) = \min_{u \in U} Q^*(x, u) \) (i.e., greedy policy of \( Q^* \)), for any initial state \( x_0 \), we have

\[ |J_\beta(x_0, \hat{\gamma}) - J^*_\beta(x_0)| \leq 2 \left( \alpha_c + \frac{\beta\alpha_T\|c\|_\infty}{1 - \beta} \right) \sum_{t=0}^{\infty} \beta^t \sup_{\gamma \in \Gamma} E_{x_0}^\gamma[L(X_t)]. \]
3.3.2 Application to Models with Compact State Spaces

For the case with compact spaces, we obtain sharper bounds in the following.

The following result follows from Theorem 9 and Theorem 6.

**Corollary 12** Under Assumption 5 and Assumption 4, the Q learning algorithm in (20) converges to Q* in Theorem 9 with probability 1 and for any policy \( \hat{\gamma} \) that satisfies \( Q^*(x, \hat{\gamma}(x)) = \min_{u \in U} Q^*(x, u) \) (i.e., greedy policy of \( Q^* \)), we have

\[
\sup_{x_0 \in X} |J_\beta(x_0, \hat{\gamma}) - J^*_\beta(x_0)| \leq \frac{2\alpha_c}{(1 - \beta)^2(1 - \beta\alpha_T)} \bar{L}.
\]

where \( \bar{L} \) is defined in (16).

Building on the results presented, we now show that for compact state spaces, the terms \( L(x) \) and the uniform bound \( \bar{L} \) can be explicitly bounded via cardinality of finite approximating set \( Y \) and dimension \( d \) of the state space. To this end, we assume that the state space \( X \subset \mathbb{R}^d \) is compact, and thus totally bounded. Then, for a given \( M \), we can quantize \( X \) by choosing a finite subset \( Y = \{y_1, \ldots, y_M\} \) such that

\[
\max_{x \in X} \min_{y_i \in Y} \|x - y_i\| \leq \alpha (1/M)^{1/d}
\]

for some \( \alpha > 0 \), which is possible since \( X \) is totally bounded ((Dudley, 2002, Theorem 2.3.1)). Using this construction, one can then write the following immediate bounds:

\[
L(x) \leq 2\alpha (1/M)^{1/d}, \ for \ all \ x \in X,
\]

\[
\bar{L} \leq 2\alpha (1/M)^{1/d}.
\]

We can then state the following results, which follow from Corollary 11 and Corollary 12.

**Corollary 13** If the state space \( X \subset \mathbb{R}^d \) is compact, under Assumption 5 and Assumption 3, the Q-learning algorithm in (20) converges to \( Q^* \) in Theorem 9 with probability 1 and for any policy \( \hat{\gamma} \) that satisfies \( Q^*(x, \hat{\gamma}(x)) = \min_{u \in U} Q^*(x, u) \) (i.e., greedy policy of \( Q^* \)), for any initial state \( x_0 \), we have

\[
|J_\beta(x_0, \hat{\gamma}) - J^*_\beta(x_0)| \leq \left( \frac{\alpha_c + \beta\alpha_T\|c\|_\infty}{1 - \beta} \right) \frac{4\alpha (1/M)^{1/d}}{1 - \beta}
\]

**Corollary 14** If the state space \( X \subset \mathbb{R}^d \) is compact, under Assumption 5 and Assumption 4, the Q learning algorithm in (20) converges to \( Q^* \) in Theorem 9 with probability 1 and for any policy \( \hat{\gamma} \) that satisfies \( Q^*(x, \hat{\gamma}(x)) = \min_{u \in U} Q^*(x, u) \) (i.e., greedy policy of \( Q^* \)), we have

\[
\sup_{x_0 \in X} |J_\beta(x_0, \hat{\gamma}) - J^*_\beta(x_0)| \leq \frac{4\alpha_c}{(1 - \beta)^2(1 - \beta\alpha_T)} \alpha (1/M)^{1/d}
\]

**Remark 15** A linear approximation for the Q-values can be obtained using a collection of linearly independent basis functions \( \{\phi_1, \ldots, \phi_M\} \) where \( \phi_i : X \times U \rightarrow \mathbb{R} \) for each \( i \). One, then, is interested in the optimization of

\[
Q_\theta(x, u) = \sum_{i=1}^{M} \phi_i(x, u)\theta(i)
\]
by optimizing over a parameter $\theta \in \mathbb{R}^M$. In our results, for $i \in \{1, \ldots, M\}$ the basis functions are of the following type

$$
\phi_i(x, u) = 1_{(B,u)_i}(x, u)
$$

where $(B, u)_i$ is a pair of a state space quantization bin under $q$ (see (12)) and a control action such that $M = |Y| \times |U|$ where $Y$ is the finite subset of the original state space $X$.

We have shown that under the quantized Q learning algorithm (20), for $(y, u)_i \in Y \times U$ the parameter $\theta(i)$ is obtained as

$$
\theta(i) = Q^*((y, u)_i)
$$

where $Q^*$ satisfies (19). Furthermore, $Q^*$ is the optimal Q-value function for a finite MDP model. Hence, using finite MDP approximations (Section 2), we are able to provide further insight for the error term.

We should note that, even though the convergence result and the provided error bounds are valid under any quantization map $q$ (sometimes referred to as the state aggregation map in the literature), the choice of $q$ plays a crucial role on the performance of the approximations. A naive choice for $q$ is a uniform quantization map, however, different choices can also be made, e.g.

- One can group the less likely state and action pairs together, considering the error term can be bounded by the expectation of the loss function $L$, see Corollary 11,

- The quantization can be finer where the optimal Q values changes fast or the quantization can be made cruder at parts where the Q values change slower.

These different choices for the quantization structure affect the performance of the learning algorithm, however, the provided error bounds and the convergence result still hold for any map $q$, under the sufficient conditions provided in the paper.

4. Numerical Studies

We present two numerical examples.

4.1 A Fisheries Management Problem

In this numerical example, we consider the following population growth model, called a Ricker model, (see Saldi et al., 2017, Section 7.2):

$$
X_{t+1} = \theta_1 U_t \exp\{-\theta_2 U_t + V_t\}, \ t = 0, 1, 2, \ldots
$$

(23)

where $\theta_1, \theta_2 \in \mathbb{R}_+$, $X_t$ is the population size in season $t$, and $U_t$ is the population to be left for spawning for the next season, or in other words, $X_t - U_t$ is the amount of fish captured in the season $t$. The one-stage ‘reward’ function is $r(X_t - U_t)$, where $r$ is some utility function. In this model, the goal is to maximize the discounted reward. Note that all results in this paper apply with straightforward modifications for the case of maximizing reward instead of minimizing cost.

The state and action spaces are $X = U = [\kappa_{\min}, \kappa_{\max}]$, for some $\kappa_{\min}, \kappa_{\max} \in \mathbb{R}_+$. Since the population left for spawning cannot be greater than the total population, for each $x \in X$, the set of
admissible actions is $\mathcal{A}(x) = [\kappa_{\min}, x]$ which is not consistent with our assumptions. However, we can (equivalently) reformulate above problem so that the admissible actions $\mathcal{A}(x)$ will become $\mathcal{A}$ for all $x \in X$. In this case, instead of dynamics in equation (23) we have

$$X_{t+1} = \theta_1 \min(U_t, X_t) \exp\{-\theta_2 \min(U_t, X_t) + V_t\}, \ t = 0, 1, 2, \ldots$$

and $\mathcal{A}(x) = [\kappa_{\min}, \kappa_{\max}]$ for all $x \in X$. The one-stage reward function is $r(X_t - U_t)1_{\{X_t \geq U_t\}}$.

The noise process $\{V_t\}$ is a sequence of independent and identically distributed (i.i.d.) random variables which are uniformly distributed on $[0, \lambda]$. For the numerical results, we use the following values of the parameters:

$$\theta_1 = 1.1, \ \theta_2 = 0.1, \ \kappa_{\max} = 7, \ \kappa_{\min} = 0, \ \lambda = 0.5, \ \beta = 0.5.$$ 

The utility function $r$ is taken to be the shifted isoelastic utility function

$$r(z) = 3((z + 0.5)^{1/3} - (0.5)^{1/3}).$$ 

We selected 20 different values for the number $M$ of grid points to discretize the state space: $M = 10, 20, 30, \ldots, 200$. The grid points are chosen uniformly over the interval $[\kappa_{\min}, \kappa_{\max}]$. We also uniformly discretize the action space $\mathcal{A}$ by using the number of 70 grid points.

We first implement the value iteration algorithm to compute the optimal value functions of the finite models. Finite models are constructed as in Section 2.3 using uniform distribution $\pi^*$ on $[\kappa_{\min}, \kappa_{\max}]$. Note that $\pi^*$ is not the invariant probability measure of the state processes induced by exploration policy $\gamma^*$, and thus, the learning algorithm may not exactly converge to the optimal value of the finite model when the number of grid points $M$ is small. However, the optimal value functions of finite models are proved to be converging to the optimal value function of the original model as $M$ becomes larger for any $\pi^*$. Hence, the learned value functions converge to the optimal value functions of the finite models obtained via $\pi^*$ as $M$ gets larger. After we run value iteration algorithm for finite models, we use the Quantized Q-learning algorithm in (20) to obtain the approximate value functions of the discretized models using the data points coming from the original model. For each discretization, we gradually increase the training set proportional to the number of states in the discretized model to achieve a high accuracy when the number of grid points is large. Moreover, we also run the learning algorithm for five different episodes. Finally, we compare value functions obtained through value iteration and Q-learning.

Figure 1 shows the graph of the optimal value functions of the finite models and value functions given by Q-learning algorithm for five different runs corresponding to the different values of $M$ (number of grid points), when the initial state is $x = 1.5$. It can be seen that the value functions are close to each other and converge to the optimal value function of the original model as $M$ increases.

### 4.2 An Additive Noise System

In this example, we consider the additive noise system:

$$x_{t+1} = F(x_t, a_t) + v_t, \ t = 0, 1, 2, \ldots$$

where $x_t, a_t, v_t \in \mathbb{R}$ and $X = \mathbb{R}$. Hence, the state space is non-compact. The noise process $\{v_t\}$ is a sequence of $\mathbb{R}$-valued i.i.d. random variables with common density $g$. The one-stage cost function
is $c(x, a) = (x - a)^2$, the action space is $A = [-L, L]$ for some $L > 0$. We assume that $g$ is a Gaussian probability density function with zero mean and variance $\sigma^2$.

For the numerical results, we use the following parameters: $F(x, a) = x + a$, $\beta = 0.3$, $L = 0.5$, and $\sigma = 0.1$.

We selected a sequence $\{-l_n, l_n\}$ of nested closed intervals, where $l_n = 0.5 + 0.25n$, to approximate $R$. Each interval is uniformly discretized. For the first half of the intervals $\{-l_n, l_n\}$, we use $0.1$ as the uniform bin length, and for the second half of the intervals $\{-l_n, l_n\}$, we use $0.05$ as the uniform bin length. Therefore, the discretization is refined after some point. For each $n$, the finite state space is given by $\{x_{n,i}\}_{i=1}^{k_n} \cup \{\Delta_n\}$, where $\{x_{n,i}\}_{i=1}^{k_n}$ are the representation points in the uniform quantization of the closed interval $[-l_n, l_n]$ and $\Delta_n$ is a pseudo state (see (Saldi et al., 2017, Section 3)). Here, the points outside of the interval $[-l_n, l_n]$ is mapped to the pseudo state by quantizer; that is, pseudo state $\Delta_n$ is the representation point of the overload region $\mathbb{R} \setminus [-l_n, l_n]$. We also uniformly discretize the action space $A = [-0.5, 0.5]$ with $0.02$ as the length of the uniform bin. For each $n$, the finite state models are constructed as in Section 2.3 by using $\pi^*(\cdot) = \frac{1}{2}m_n(\cdot) + \frac{1}{2}\delta_{\Delta_n}(\cdot)$, where $m_n$ is the Lebesgue measure normalized over $[-l_n, l_n]$. We use the value iteration algorithm to compute the value functions of the finite models. Note that $\pi^*$ is not the invariant probability measure of the state processes induced by exploration policy $\gamma^*$, and so, the learning algorithm may not exactly converge to the optimal value of the finite model when the number of grid points $M$ is small. However, it is known that optimal value functions of the finite models are proved to be converging to the optimal value function of the original model as $M$ becomes larger for any $\pi^*$. Hence, optimal value functions of the finite models obtained through invariant measure and $\pi^*$ converge to each other as $M$ gets larger. Hence, we expect that learned value functions converge to the optimal value functions of the finite models obtained via $\pi^*$.

After we run value iteration algorithm for finite models, we use the Q-learning algorithm in (20) to obtain the approximate value functions of the discretized models using the data points coming from the original model. For each discretization, we again gradually increase the training set proportional to the number of states in the discretized model to achieve a high accuracy when the

![Figure 1: Optimal rewards of the finite models (dashed curve) and learned rewards (other curves) when the initial state is $x = 1.5$.](image-url)
number of grid points are large. Moreover, we also run the learning algorithm for five different episodes. Finally, we compare value functions obtained through value iteration and Q-learning.

Figure 2 shows the graph of the optimal value functions of the finite models and value functions given by Q-learning algorithm for five different runs corresponding to the different values of $M$ (number of grid points), when the initial state is $x = 0.7$. It can be seen that the value functions are close to each other and converge to the optimal value function of the original model as $M$ increases.

![Figure 2: Optimal costs of the finite models (dashed curve) and learned costs (other curves) when the initial state is $x = 0.7$.](image)

Appendix A. Proof of Theorem 3

**Proof** We start by writing the DCOE for the the cost functions $J^*_\beta$

$$J^*_\beta(x_0) = \inf_{u \in U} \left\{ c(x_0, u) + \beta \int J^*_\beta(x_1) T(dx_1 | x_0, u) \right\}.$$ 

The DCOE for the the cost functions $\hat{J}_\beta$ can be written as

$$\hat{J}_\beta(x_0) = \inf_{u \in U} \left\{ \int_{x \in B_0} c(x, u) \hat{\pi}_{x_0}(dx) + \beta \int_{x \in B_0} \int_{x_1 \in \mathcal{X}} \hat{J}_\beta(x_1) T(dx_1 | x, u) \hat{\pi}_{x_0}(dx) \right\}$$

where $\hat{\pi}_{x_0}(dx)$ is the normalized measure defined on the set $B_0$ such that the $B_0$ is the quantization bin $x_0$ belongs to. We note that, to write the DCOE in this alternative form, we used the fact that $\hat{J}_\beta(x)$ is constant over the quantization bins.

Having these, now we can write

$$\left| \hat{J}_\beta(x_0) - J^*_\beta(x_0) \right| \leq \sup_{u \in U} \left| c(x_0, u) - \int_{x \in B_0} c(x, u) \hat{\pi}_{x_0}(dx) \right|$$

$$+ \beta \sup_{u \in U} \left| \int J^*_\beta(x_1) T(dx_1 | x_0, u) - \int_{x \in B_0} \int_{x_1 \in \mathcal{X}} \hat{J}_\beta(x_1) T(dx_1 | x, u) \hat{\pi}_{x_0}(dx) \right|$$
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The proof follows by noting that

\[
= \sup_{u \in U} \left| \int_{x \in B_0} \left( c(x_0, u) - c(x, u) \right) \hat{\pi}_{x_0}(dx) \right|
+ \beta \sup_{u \in U} \left| \int_{x \in B_0} \left( \int_{x_1 \in X} J_\beta^*(x_1) T(dx_1|x_0, u) - \int_{x_1 \in X} \hat{J}_\beta(x_1) T(dx_1|x, u) \right) \hat{\pi}_{x_0}(dx) \right|
\]

where for the last step we used the fact \( c(x_0, u) \) and \( \int_{x_1 \in X} \hat{J}_\beta(x_1) T(dx_1|x_0, u) \) are constants for the integration over the set \( B_0 \) under \( \hat{\pi}_{x_0}(dx) \).

For the first term above, we write

\[
\sup_{u \in U} \left| \int_{x \in B_0} \left( c(x_0, u) - c(x, u) \right) \hat{\pi}_{x_0}(dx) \right| \leq \sup_{u \in U} \int_{x \in B_0} \alpha_c |x_0 - x| \hat{\pi}_{x_0}(dx) = \alpha_c L(x_0).
\]

For the second term, we start by adding and subtracting \( \int_{x \in B_0} \int_{x_1 \in X} \hat{J}_\beta(x_1) T(dx_1|x_0, u) \hat{\pi}_{x_0}(dx) \) and write

\[
\sup_{u \in U} \left| \int_{x \in B_0} \left( \int_{x_1 \in X} J_\beta^*(x_1) T(dx_1|x_0, u) - \int_{x_1 \in X} \hat{J}_\beta(x_1) T(dx_1|x, u) \right) \hat{\pi}_{x_0}(dx) \right|
\leq \int_{x \in B_0} \int_{x_1 \in X} \left| J_\beta^*(x_1) - \hat{J}_\beta(x_1) \right| T(dx_1|x_0, u) \hat{\pi}_{x_0}(dx)
+ \int_{x \in B_0} \int_{x_1 \in X} \hat{J}_\beta(x_1) T(dx_1|x, u) - \int_{x_1 \in X} \hat{J}_\beta(x_1) T(dx_1|x, u) \hat{\pi}_{x_0}(dx)
\leq \sup_{\gamma \in \Gamma} E^\gamma_{x_0} \left[ \left| J_\beta^*(X_1) - \hat{J}_\beta(X_1) \right| \right] + \int_{x \in B_0} \| \hat{J}_\beta \| \alpha_T |x_0 - x| \hat{\pi}_{x_0}(dx)
= \sup_{\gamma \in \Gamma} E^\gamma_{x_0} \left[ \left| J_\beta^*(X_1) - \hat{J}_\beta(X_1) \right| \right] + \| \hat{J}_\beta \| \alpha_T L(x_0).
\]

Combining what we have so far

\[
\left| \hat{J}_\beta(x_0) - J_\beta^*(x_0) \right| \leq \alpha_c L(x_0) + \| \hat{J}_\beta \| \alpha_T \beta L(x_0) + \beta \sup_{\gamma \in \Gamma} E^\gamma_{x_0} \left[ \left| J_\beta^*(X_1) - \hat{J}_\beta(X_1) \right| \right].
\]

Repeating the same steps for \( E^\gamma_{x_0} \left[ \left| J_\beta^*(X_1) - \hat{J}_\beta(X_1) \right| \right] \), we can have

\[
\left| \hat{J}_\beta(x_0) - J_\beta^*(x_0) \right| \leq \left( \alpha_c + \beta \alpha_T \| \hat{J}_\beta \| \right) \sum_{t=0}^1 \beta^t \sup_{\gamma \in \Gamma} E^\gamma_{x_0} [L(X_t)] + \beta^2 \sup_{\gamma \in \Gamma} E^\gamma_{x_0} \left[ \left| J_\beta^*(X_2) - \hat{J}_\beta(X_2) \right| \right].
\]

By repeating this procedure, since \( c \) is bounded, we can conclude that

\[
\left| \hat{J}_\beta(x_0) - J_\beta^*(x_0) \right| \leq \left( \alpha_c + \beta \alpha_T \| \hat{J}_\beta \| \right) \sum_{t=0}^\infty \beta^t \sup_{\gamma \in \Gamma} E^\gamma_{x_0} [L(X_t)].
\]

The proof follows by noting that \( \| \hat{J}_\beta \| \leq \frac{\| c \| \infty}{1 - \beta} \).
Appendix B. Proof of Theorem 4

Proof With \( \hat{\gamma} \) being optimal for the approximate model, by the triangle inequality we have

\[
|J_\beta(x_0, \hat{\gamma}) - J^*_\beta(x_0)| \leq |J_\beta(x_0, \hat{\gamma}) - \hat{J}_\beta(x_0)| + |\hat{J}_\beta(x_0) - J^*_\beta(x_0)|.
\]

Note that the second term is bounded by Theorem 3. We now focus on the first term. We write the following value function iterations for \( J_\beta(x_0, \hat{\gamma}) \):

\[
v_{k+1}(x_0) = c(x_0, \hat{\gamma}(x_0)) + \beta \int v_k(x_1) T(dx_1 | x_0, \hat{\gamma}(x_0))
\]

for \( v_0(x_0) = c(x_0, \hat{\gamma}(x_0)) \).

Furthermore, the value function iterations for \( \hat{J}_\beta(x_0) \) can be written as

\[
\hat{v}_{k+1}(x_0) = \int_{x \in B_0} c(x, \hat{\gamma}(x_0)) \hat{\pi}_{x_0}(dx) + \beta \int_{x \in B_0} \int_{x_1 \in X} \hat{v}_k(x_1) T(dx_1 | x, \hat{\gamma}(x_0)) \hat{\pi}_{x_0}(dx)
\]

where \( \hat{v}_0(x_0) = \int_{x \in B_0} c(x, \hat{\gamma}(x_0)) \hat{\pi}_{x_0}(dx) \) such that \( B_0 \) is the set \( x_0 \) belongs to.

For the value functions approximations, we have the following uniform bounds using the fact that the dynamic programming approximations is a contraction under the supremum norm with modulus \( \beta \):

\[
|\hat{J}_\beta(x_0) - \hat{v}_k(x)| \leq \|c\|_\infty \frac{\beta^k}{1 - \beta}, \quad |J_\beta(x_0, \hat{\gamma}) - v_k(x_0)| \leq \|c\|_\infty \frac{\beta^k}{1 - \beta}.
\]

We now claim and prove by induction that

\[
|\hat{v}_k(x_0) - v_k(x_0)| \leq \left( \alpha_c + \beta \|c\|_\infty \frac{\alpha c}{1 - \beta} \right) \sum_{t=0}^{k-1} \beta^t \sup_{\gamma \in \Gamma} E_{x_0}^\gamma [L(X_t)] + \beta^k \alpha_c \sup_{\gamma \in \Gamma} E_{x_0}^\gamma [L(X_k)].
\]

For \( k = 0 \):

\[
\hat{v}_0(x_0) = c(x_0, \hat{\gamma}(x_0)), \quad \hat{v}_0(x_0) = \int_{x \in B_0} c(x, \hat{\gamma}(x_0)) \hat{\pi}_{x_0}(dx)
\]

it can be seen that \(|v_0(x_0) - \hat{v}_0(x_0)| \leq \alpha_c \int_{B_0} \|x_0 - x\| \hat{\pi}_{x_0}^*(dx) = \alpha_c L(x_0)\).

For a general \( k \), we write

\[
|v_{k+1}(x_0) - \hat{v}_{k+1}(x_0)| \leq \int_{x \in B_0} |c(x_0, \hat{\gamma}(x_0)) - c(x, \hat{\gamma}(x_0))| \hat{\pi}_{x_0}(dx)
\]

\[
+ \beta \int_{x \in B_0} \int_{x_1 \in X} v_k(x_1) T(dx_1 | x_0, \hat{\gamma}(x_0)) - \int_{x_1 \in X} \hat{v}_k(x_1) T(dx_1 | x, \hat{\gamma}(x_0)) | \hat{\pi}_{x_0}(dx)
\]

\[
\leq \alpha_c L(x_0) + \beta \int_{x_1 \in X} v_k(x_1) T(dx_1 | x_0, \hat{\gamma}(x_0)) - \int_{x_1 \in X} \hat{v}_k(x_1) T(dx_1 | x, \hat{\gamma}(x_0)) | \hat{\pi}_{x_0}(dx)
\]

\[
+ \beta \int_{x \in B_0} \int_{x_1 \in X} \hat{v}_k(x_1) T(dx_1 | x_0, \hat{\gamma}(x_0)) - \int_{x_1 \in X} \hat{v}_k(x_1) T(dx_1 | x, \hat{\gamma}(x_0)) | \hat{\pi}_{x_0}(dx)
\]

\[
+ \beta \int_{x \in B_0} \int_{x_1 \in X} \hat{v}_k(x_1) T(dx_1 | x_0, \hat{\gamma}(x_0)) - \int_{x_1 \in X} \hat{v}_k(x_1) T(dx_1 | x, \hat{\gamma}(x_0)) | \hat{\pi}_{x_0}(dx)
\]
the fact that where for the last two inequalities, we used the induction step and law of iterated expectations with which completes the proof together with Theorem 3.

Proof As in the proof of Theorem 3, we start with

\[
\begin{align*}
\leq \alpha_c L(x_0) + \beta \sup_{\gamma \in \Gamma} E_{x_0}^{\gamma} \left[ |v_k(X_1) - \hat{v}_k(X_1)| \right] + \beta \|\hat{v}_k\|_{\infty} \alpha_T \int_{x \in B_0} \|x - x_0\| \hat{\pi}_x (dx) \\
\leq \alpha_c L(x_0) + \beta \sup_{\gamma \in \Gamma} E_{x_0}^{\gamma} \left[ \left( \alpha_c + \frac{\beta \|c\|_{\infty} \alpha_T}{1 - \beta} \right) \sum_{t=1}^{k} \beta^{t-1} \sup_{\gamma \in \Gamma} E_{X_1}^{\gamma} [L(X_t)] + \beta^k \alpha_c \sup_{\gamma \in \Gamma} E_{X_1}^{\gamma} [L(X_{k+1})] \right] \\
+ \beta \|\hat{J}_\beta\|_{\infty} \alpha_T L(x_0) \\
\leq \left( \alpha_c + \frac{\beta \|c\|_{\infty} \alpha_T}{1 - \beta} \right) \sum_{t=0}^{\infty} \beta^t \sup_{\gamma \in \Gamma} E_{x_0}^{\gamma} [L(X_t)]
\end{align*}
\]

where for the last two inequalities, we used the induction step and law of iterated expectations with the fact that $\|\hat{v}_k\|_{\infty} \leq \|\hat{J}_\beta\|_{\infty} \leq \|c\|_{\infty} \frac{1}{1 - \beta}$.

Using (24), we can conclude that

\[
\left| J_\beta(x_0, \hat{\gamma}) - \hat{J}_\beta(x_0) \right| \leq \left( \alpha_c + \frac{\beta \|c\|_{\infty} \alpha_T}{1 - \beta} \right) \sum_{t=0}^{\infty} \beta^t \sup_{\gamma \in \Gamma} E_{x_0}^{\gamma} [L(X_t)]
\]

which completes the proof together with Theorem 3. \hfill \blacksquare

### Appendix C. Proof of Theorem 5

**Proof** As in the proof of Theorem 3, we start with

\[
\begin{align*}
\left| \hat{J}_\beta(x_0) - J_\beta^* (x_0) \right| & \leq \sup_{u \in U} \left| c(x_0, u) - \int_{x \in B_0} c(x, u) \hat{\pi}_x (dx) \right| \\
& + \beta \sup_{u \in U} \left| \int_{x \in B_0} J_\beta^* (x_1) T(dx_1|x_0, u) - \int_{x \in B_0} \int_{x_1 \in X} \hat{J}_\beta(x_1) T(dx_1|x, u) \hat{\pi}_x (dx) \right| \\
& = \sup_{u \in U} \left| \int_{x \in B_0} c(x_0, u) - c(x, u) \hat{\pi}_x (dx) \right| \\
& + \beta \sup_{u \in U} \left| \int_{x \in B_0} \left( \int_{x \in B_0} J_\beta^* (x_1) T(dx_1|x_0, u) - \int_{x \in X} \hat{J}_\beta(x_1) T(dx_1|x, u) \right) \hat{\pi}_x (dx) \right|
\end{align*}
\]

For the first term, we write

\[
\sup_{u \in U} \left| \int_{x \in B_0} c(x_0, u) - c(x, u) \hat{\pi}_x (dx) \right| \leq \sup_{u \in U} \int_{x \in B_0} \alpha_c |x_0 - x| \hat{\pi}_x (dx) \leq \alpha_c L.
\]

For the second term:

\[
\begin{align*}
\sup_{u \in U} \left| \int_{x \in B_0} \left( \int_{x \in B_0} J_\beta^* (x_1) T(dx_1|x_0, u) - \int_{x \in X} \hat{J}_\beta(x_1) T(dx_1|x, u) \right) \hat{\pi}_x (dx) \right| \\
\leq \int_{x \in B_0} \int_{x_1 \in X} \left| J_\beta^* (x_1) - \hat{J}_\beta(x_1) \right| T(dx_1|x, u) \hat{\pi}_x (dx) \\
+ \int_{x \in B_0} \int_{x_1 \in X} J_\beta^* (x_1) T(dx_1|x_0, u) - \int_{x \in X} J_\beta^* (x_1) T(dx_1|x, u) \hat{\pi}_x (dx)
\end{align*}
\]
where \(\|J^*_\beta\|_L\) denotes the Lipschitz constant of \(J^*_\beta\) that is \(\|J^*_\beta\|_L := \sup_{x \neq x'} \frac{|J^*_\beta(x) - J^*_\beta(x')|}{|x - x'|}\).

Combining what we have, we write

\[
\sup_{x \in \mathcal{X}} |\hat{J}_\beta(x) - J^*_\beta(x)| \leq \alpha c L + \beta \sup_{x \in \mathcal{X}} |\hat{J}_\beta(x) - J^*_\beta(x)| + \beta \alpha T \bar{L} \|J^*_\beta\|_L.
\]

Hence, we can conclude

\[
\sup_{x \in \mathcal{X}} |\hat{J}_\beta(x) - J^*_\beta(x)| \leq \frac{\alpha c + \beta \alpha T \|J^*_\beta\|_L}{1 - \beta} \bar{L}.
\]

The result follows by noting that \(\|J^*_\beta\|_L \leq \frac{\alpha c}{1 - \beta \alpha T}\) (Saldi et al., 2018, Theorem 4.37).

Appendix D. Proof of Theorem 6

Proof We again begin with the following initial bound:

\[
|J_\beta(x_0, \hat{\gamma}) - J^*_\beta(x_0)| \leq |J_\beta(x_0, \hat{\gamma}) - \hat{J}_\beta(x_0)| + |\hat{J}_\beta(x_0) - J^*_\beta(x_0)|.
\]

Note that the second term is bounded by Theorem 5. We now focus on the first term. We have the following fixed point equation for \(J_\beta(x_0, \hat{\gamma})\):

\[
J_\beta(x_0, \hat{\gamma}) = c(x_0, \hat{\gamma}(x_0)) + \beta \int J_\beta(x_1, \hat{\gamma}) T(dx_1|x_0, \hat{\gamma}(x_0))
\]

Furthermore, the following fixed point equation can be written for \(\hat{J}_\beta(x_0)\)

\[
\hat{J}_\beta(x_0) = \int_{x \in B_0} c(x, \hat{\gamma}(x_0)) \hat{\pi}_{x_0}(dx) + \beta \int_{x \in B_0} \int_{x_1 \in \mathcal{X}} \hat{J}_\beta(x_1) T(dx_1|x_0, \hat{\gamma}(x_0)) \hat{\pi}_{x_0}(dx).
\]

With the given fixed point equations, we can write

\[
|J_\beta(x_0, \hat{\gamma}) - \hat{J}_\beta(x_0)| \leq \alpha c \bar{L} + \beta \int |J_\beta(x_1, \hat{\gamma}) - \hat{J}_\beta(x_1)| T(dx_1|x_0, \hat{\gamma}(x_0)) + \beta \int_{x \in B_0} \int_{x_1 \in \mathcal{X}} |\hat{J}_\beta(x_1) T(dx_1|x_0, \hat{\gamma}(x_0)) - J^*_\beta(x_1) T(dx_1|x_0, \hat{\gamma}(x_0))| \hat{\pi}_{x_0}(dx)
\]

\[
\leq \alpha c \bar{L} + \beta \sup_{x_0 \in \mathcal{X}} |J_\beta(x_0, \hat{\gamma}) - \hat{J}_\beta(x_0)| + \beta \int_{x \in B_0} \int_{x_1 \in \mathcal{X}} |\hat{J}_\beta(x_1) T(dx_1|x_0, \hat{\gamma}(x_0)) - J^*_\beta(x_1) T(dx_1|x_0, \hat{\gamma}(x_0))| \hat{\pi}_{x_0}(dx)
\]

\[
+ \beta \int_{x \in B_0} \int_{x_1 \in \mathcal{X}} |J^*_\beta(x_1) T(dx_1|x_0, \hat{\gamma}(x_0)) - J^*_\beta(x_1) T(dx_1|x, \hat{\gamma}(x_0))| \hat{\pi}_{x_0}(dx)
\]

\[
+ \beta \int_{x \in B_0} \int_{x_1 \in \mathcal{X}} |J^*_\beta(x_1) T(dx_1|x, \hat{\gamma}(x_0)) - \hat{J}_\beta(x_1) T(dx_1|x, \hat{\gamma}(x_0))| \hat{\pi}_{x_0}(dx).
\]
≤ αcL + β sup x0∈X |Jβ(x0, γ) − ̂Jβ(x0)| + 2β sup x0∈X | ̂Jβ(x0) − J∗β(x0)| + β∥J∗β∥_LαT L

Using Theorem 5 and noting that ∥J∗β∥_L ≤ αc/(1−βαT) (Saldi et al., 2018, Theorem 4.37)), we can write

|Jβ(x0, γ) − ̂Jβ(x0)| ≤ \left(αc + \frac{2βαc}{(1−βαT)(1−β)} + \frac{βαcαT}{1−βαT}\right) L + β sup x0∈X |Jβ(x0, γ) − ̂Jβ(x0)|

Thus, by taking the supremum on the left hand side, we can conclude

\sup x0∈X |Jβ(x0, γ) − ̂Jβ(x0)| ≤ \frac{(1+β)αc}{(1−β)^2(1−βαT)} L.

Finally, by collecting everything we have so far, we can write

|Jβ(x0, γ) − J∗β(x0)| ≤ \frac{(1+β)αc}{(1−β)^2(1−βαT)} L + \frac{αc}{(1−βαT)(1−β)} L

\leq \frac{2αc}{(1−β)^2(1−βαT)} L.
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