Abstract—Symmetric nonnegative matrix factorization (SNMF) has demonstrated to be a powerful method for data clustering. However, SNMF is mathematically formulated as a non-convex optimization problem, making it sensitive to the initialization of variables. Inspired by ensemble clustering that aims to seek a better clustering result from a set of clustering results, we propose self-supervised SNMF (S3NF), which is capable of boosting clustering performance progressively by taking advantage of the sensitivity to initialization characteristic of SNMF, without relying on any additional information. Specifically, we first perform SNMF repeatedly with a random nonnegative matrix for initialization each time, leading to multiple decomposed matrices. Then, we rank the quality of the resulting matrices with adaptively learned weights, from which a new similarity matrix that is expected to be more discriminative is reconstructed for SNMF again. These two steps are iterated until the stopping criterion/maximum number of iterations is achieved. We mathematically formulate S3NF as a constraint optimization problem, and provide an alternative optimization algorithm to solve it with the theoretical convergence guaranteed. Extensive experimental results on 10 commonly used benchmark datasets demonstrate the significant advantage of our S3NF over 12 state-of-the-art methods in terms of 5 quantitative metrics. The source code is publicly available at https://github.com/jyh-learning/SSSNMF.
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I. INTRODUCTION

Nonnegative matrix factorization (NMF) [1], [2], [3] is a well-known dimensionality reduction method for data representation. Technically, it decomposes a nonnegative matrix as the product of two smaller nonnegative matrices named the basis matrix and the embedding matrix. Due to the nonnegative constraints on both the input matrix and the factorized matrices, NMF is able to learn a parts-based representation. Taking face images as an example, the basis matrix contains the meaningful parts of the input face, e.g., a nose or an eye, and the embedding matrix assembles the bases to recover the face. Such a unique feature enables the success of NMF in many applications, e.g., topic modeling [4], hyperspectral image unmixing [5], blind audio source separation [6], image classification [7], visual tracking [8], [9], etc. See the comprehensive review of NMF in [10] and [11].

In addition to data representation, NMF has been used to solve various clustering problems [12], e.g., tumor clustering [13], community detection [14], document clustering [15], and so on. Particularly, Ding et al. [16] revealed the equivalence between NMF and K-means. However, NMF is only effective for partitioning linearly separable data and usually cannot exploit the non-linear relationship of the input [17]. To solve this drawback, symmetric NMF (SNMF) was proposed [18], [19]. Different from NMF that factorizes the sample matrix into two different matrices, SNMF decomposes an affinity matrix that records the pairwise similarity of samples as the product of a nonnegative matrix and its transpose. Kuang et al. [19] showed that SNMF is related to spectral clustering (SC) [20], and both of them share the same loss function only with different constraints. Therefore, SNMF can be regarded as a graph clustering method [19], and it is more effective for nonlinearily separable data than NMF. Another merit of SNMF is that it can directly generate the clustering indicator without post-processing, while SC needs extra post-processing like K-means to finalize clustering.

A number of advanced SNMF methods were proposed to enhance the clustering ability of SNMF. For example, to encode the geometry structure of data samples, Gao et al. [21] proposed to use a local graph to regularize the decomposition of SNMF. Considering the input affinity matrix affects the performance of SNMF severely, Jia et al. [22] proposed to learn an adaptive affinity matrix from data samples rather than use an empirically defined one, and perform SNMF simultaneously. Zhang et al. [23] extended SNMF to solve the multi-view clustering problem. Besides, many semi-supervised SNMF models were proposed to encode the available supervisory information. For example, Yang et al. [24] proposed to use the supervisory information to regularize SNMF. Wu et al. [25] took advantage of the supervisory information by using them to construct a superior affinity matrix. Although different kinds of optimization methods were proposed, e.g., Newton method [19], alternating nonnegative least squares [26], and multiplicative update [27], and block coordinate descent [28], etc., SNMF is essentially a non-convex optimization problem, and its sensitivity to initialization is inevitable, i.e., the clustering performance of SNMF heavily relies on the initialization, and a bad initialization matrix will degrade clustering performance significantly.

Motivated by ensemble clustering [29], [22], i.e., multiple clustering results obtained by different kinds of cluster-
ing methods could generate a better one, we propose self-supervised SNMF (S$^3$NMF), which is able to boost clustering performance progressively by taking advantage of the sensitivity to initialization characteristic of SNMF without relying on any additional information. Specifically, we perform SNMF repeatedly with a random nonnegative matrix for initialization each time, leading to multiple decomposed matrices. Then, we rank the quality of those matrices adaptively, and form a new affinity matrix from their binarizations (named clustering partition) under the guidance of their ranking. As the clustering partition of an affinity matrix is usually more discriminative than the relationships between samples encoded in the affinity matrix (because an imperfect affinity matrix could produce a perfect partition [22], [29]), it is expected that the newly constructed affinity matrix is superior to the original one. Then, we further learn a set of new clustering partitions from the newly constructed affinity matrix via SNMF. Such two steps are repeated until the proposed stopping criterion is satisfied. During the iteration, the clustering performance grows progressively. Mathematically, we explicitly cast S$^3$NMF as a constrained optimization problem, and provide an efficient and effective algorithm to solve it with the theoretical convergence guaranteed. Moreover, we give empirical values for the hyper-criterion as well as the empirical values.

The rest of this paper is organized as follows. We first introduce the background of NMF and SNMF in Section II. In Section III, we present the proposed model and its numerical solution as well as the theoretical analyses. In Section IV, we experimentally validate the advantages of the proposed method. Finally, we conclude this paper in Section V.

II. RELATED WORK

In this section, we first introduce NMF and the basic SNMF, followed by advanced SNMF-based methods.

A. Nonnegative Matrix Factorization

Let $X = [x_1, \ldots, x_n] \in \mathbb{R}^{d \times n}$ denote the input nonnegative matrix with $n$ samples, where $x_i \in \mathbb{R}^d$ is the vectorial representation of the $i$-th sample of dimension $d$. As a powerful and popular dimensionality reduction method, NMF factorizes $X$ as the product of two smaller nonnegative matrices [30], i.e.,

$$
\min_{U, V} \| X - UV^T \|_{F}^2, \text{ s.t. } U \geq 0, V \geq 0,
$$

where $U = [u_1, \ldots, u_k] \in \mathbb{R}^{d \times k}$ is the basis matrix, $V = [v_1, \ldots, v_n]^T \in \mathbb{R}^{n \times k}$ is the low-dimensional representation, $k$ is the dimension of the new representation, $U \geq 0, V \geq 0$ mean that each element of $U$ and $V$ is nonnegative, and $\| \cdot \|_F$ and $\| \cdot \|^2_F$ indicate the Frobenius norm and the transpose of a matrix, respectively. The conventional NMF requires the input matrix $X$ to be nonnegative. This assumption is reasonable for many real-world signals as they can be naturally represented with nonnegative values, such as pixels of an image, the acoustic signals, and the spectral signature of hyperspectral images. Together with the fact that the outputs $U$ and $V$ are also nonnegative, NMF only allows additive operations, i.e., each sample $x_i$ is reconstructed by the conical combination of columns of $U$, where $v_i$ is the combination coefficient vector. This means that each column of $U$ should only be part of $X$, leading to an interpretable parts-based representation. Owing to the parts-based representation, NMF has been applied in many real-world applications. Especially, NMF has acted as a clustering method [12], Ding et al. [16] pointed out that NMF is a soft version of K-means clustering. Together with the good data representation ability, the clustering performance of NMF is excellent in many problems, like tumor clustering [13], community detection [14], face clustering [31] and document clustering [15].

B. Symmetric Nonnegative Matrix Factorization

The conventional NMF is effective for linear-spreadable data and usually fails to cope with non-linear data [17]. To this end, as a variant of NMF, SNMF [19] was proposed to play as a graph clustering method, which is effective for handling non-linear data [17]. Different from NMF, SNMF decomposes an affinity matrix as the product of a nonnegative matrix and its transpose, i.e.,

$$
\min_V \| W - VV^T \|_{F}^2, \text{ s.t. } V \geq 0,
$$

where $W \in \mathbb{R}^{n \times n}$ is the affinity matrix recording the pairwise relationship between samples, and $V \in \mathbb{R}^{n \times k}$ is the factorized matrix. SNMF is highly related to the well-known spectral clustering (SC) [20]. Concretely, the objective of SC can be formulated as

$$
\min_V \| W - VV^T \|_{F}^2, \text{ s.t. } V^T V = I,
$$

where $I \in \mathbb{R}^{k \times k}$ is the identity matrix. Comparing Eq. (2) with Eq.(3), we can see that SC and SNMF share the same objective function but with different constraints. Particularly, SC seeks an orthogonal decomposition, while SNMF learns a nonnegative embedding. The same objective function reveals why SNMF is capable of acting as a general graph clustering method, while the different constraints increase the interpretability of the factorized matrix of SNMF, i.e., the location of the largest value of $v_i$ can indicate the cluster membership of sample $x_i$ [19]. Specifically, for SNMF, the partition matrix (or clustering membership matrix) $M \in \mathbb{R}^{n \times k}$ is obtained by

$$
M_{ij} = \begin{cases} 
1, & \text{if } V_{ij} = \max_j V_{ij} \\
0, & \text{others}, 
\end{cases}
$$

where $M_{ij}$ and $V_{ij}$ are the $(i,j)$-th entries of $M$ and $V$, respectively. In SNMF, we could set $k = c$ with $c$ being the number of clusters. This is one of the main advantages of SNMF over SC that needs to perform the K-means algorithm on $V$ to obtain the final clustering result.
Plenty of SNMF-based clustering methods were proposed. For example, Gao et al. [21] proposed graph regularized SNMF for clustering, which is formulated as

\[ \min_{V} \| W - V V^T \|_F^2 + \lambda tr(V^T L V), \text{s.t. } V \geq 0, \]

where the Laplacian graph \( L \in \mathbb{R}^{n \times n} \) is utilized to incorporate the local structure of the input into SNMF. Being aware of the importance of the input affinity matrix, Jia et al. [22] proposed to adaptively learn an affinity matrix from the samples rather than use a predefined one, i.e.,

\[ \min_{V:S} \| X - XS \|_F^2 + \lambda \| S - V V^T \|_F^2 + \mu \| S - W \|_F^2, \]

s.t. \( V \geq 0, S \geq 0, \text{diag}(S) = 0, \)

where \( S \in \mathbb{R}^{n \times n} \) is the learned affinity matrix, and \( W \) is the empirically built affinity matrix. SNMF was also extended to solve the multi-view clustering problem [23], [32] and the multi-task clustering problem [33], [34]. Since SNMF is performed on an affinity matrix, SNMF-based methods have been developed as an essential tool in correlation modeling [35], network analysis [36], link prediction [37], and community detection [38], [24]. Moreover, many semi-supervised SNMF models were proposed to incorporate the available supervisory information [24], [27], [25], [17], which can generate better clustering performance than the unsupervised one.

Both the basic SNMF and the above-mentioned advanced models involve solving a 4-th order non-convex optimization problem of \( V \) with the nonnegative constraint iteratively, and there is no closed-form solutions for them. In general, taking the basic SNMF as an example, \( V \) is updated iteratively to optimize Eq. (2) from a random initialization matrix \( V^0 \in \mathbb{R}^{n \times c} \), i.e., \( V^0 \rightarrow \cdots \rightarrow V^{t-1} \rightarrow V^{t} \cdots \), where \( t \) is the iteration index. In each iteration, the loss function is non-increasing, i.e., \( \| W - V V^t \| \leq \| W - V^{t-1} V^{t-1} \| \). However, the objective function of SNMF is non-convex, and thus the initialization matrix \( V^0 \) will severely affect the final solution \( V^* \). This means that some poor initialization matrices will lead to inferior clustering results, which limits the application of SNMF.

### III. PROPOSED MODEL

As earlier mentioned, SNMF needs to solve a non-convex optimization problem, which is sensitive to the initialization of variables. By utilizing such a sensitivity characteristic of SNMF, we propose self-supervised SNMF (S$^3$NMF), which is capable of progressively boosting clustering performance without relying on any additional information. To be specific, S$^3$NMF is inspired by the success of ensemble clustering that aims to seek a consensus and better clustering result from a number of clustering results obtained by different kinds of clustering methods [39] via exploiting the coherence among them. Due to the sensitivity of SNMF to the initialization of variables, we can treat the decomposed matrices of SNMF with various random initialization as diverse clustering results. Thus, our S$^3$NMF boils down to how to improve the clustering performance of SNMF with different initialization.

Unlike the SNMF in Eq. (2), where the variable is initialized with a single random nonnegative matrix \( V^0 \), we first generate a set of random nonnegative matrices denoted as \( \{V^0_m\}_{m=1}^b \), where \( b \) is the size of the set, and thus we can obtain \( b \) clustering partitions denoted as \( \{M_m\}_{m=1}^b \). Considering that each \( M_m \) is usually more discriminative than the original similarity matrix \( W \), we could form a superior affinity matrix \( S \) as

\[ S = \sum_{m=1}^b \alpha_m M_m M_m^T, \]

where \( \alpha_m \) is the \( m \)-th element of \( \alpha \in \mathbb{R}^{b \times 1} \), the weight vector balancing the contribution of each partition whose derivation will be introduced later. With \( S \) obtained, we can generate a group of new and better clustering partitions under multiple initialization again. This process is repeated until the stopping criterion or maximum number of iterations is achieved.

Explicitly, we formulate the above procedure as a constrained optimization model, i.e.,

\[ \min_{V:S,\alpha} \sum_{m=1}^b \alpha_m \| S - V_m V_m^T \|_F^2 \]

s.t. \( V_m \geq 0, \forall m, \alpha_1 = 1, \alpha \geq 0, \)

where \( 1 \in \mathbb{R}^{b \times 1} \) denotes the all one vector, the constraint \( \alpha_1 = 1 \) avoids the trivial solution of \( \alpha \) (i.e., \( \alpha = 0 \)), and \( \alpha \geq 0 \) guarantees that each \( \alpha_m \) is a valid weight. Intuitively, by minimizing Eq. (8), a good (resp. poor) \( V_m \) will produce a smaller (resp. larger) \( \| S - V_m V_m^T \|_F \), and likewise a larger (resp. smaller) \( \alpha_m \). Therefore, the value of \( \alpha_m \) could measure the quality of \( V_m \), and be further employed to construct \( S \) in Eq. (7). However, due to the nonnegative constraint on \( \alpha \), Eq. (8) imposes an implicit weighted \( \ell_1 \) norm on \( \alpha \). This may result in a quite sparse solution when optimizing Eq. (8), i.e., the majority of \( \alpha \) will be or quite close to 0. As we aim to leverage the power of multiple clustering partitions, an extreme sparse \( \alpha \) is not a perfect choice. To this end, we introduce a hyper-parameter \( \tau \) to control the distribution of the entries of \( \alpha \), and the final model is written as

\[ \min_{V:S,\alpha} \sum_{m=1}^b (\alpha_m)^\tau \| S - V_m V_m^T \|_F^2 \]

s.t. \( V_m \geq 0, \forall m, \alpha_1 = 1, \alpha \geq 0, \)

where \( \tau \) lies in the range of \((1, +\infty)\). When \( \tau \) is close to 1, only a few entries of \( \alpha \) will dominate the vector, while, when \( \tau \) tends to \( +\infty \), minimizing Eq. (9) will assign equal weights to \( \alpha \). Therefore, \( \tau \) should be neither too large or too small. Thus, the value of \( \tau \) is empirically set to 2, and the influence of \( \tau \) is experimentally investigated in Section IV.D. After solving Eq. (9), we can obtain a set of clustering partitions \( \{M_m\}_{m=1}^b \), a better affinity matrix \( S \), and an estimated quality measure vector \( \alpha \).

Remark. It is worth pointing out that S$^3$NMF is different from the existing ensemble clustering methods, which require
Algorithm 1 The Proposed S^3NMF

Input: \( W, \tau = 2, b; \)

Initialize: \( \text{iter} = 1, \max \text{iter} = 10, S = W; \)

1: while \( \text{iter} < \max \text{iter} \) do
2: \( \text{Update } V_m, \forall m \text{ and } \alpha \text{ via Algorithm 2; } \)
3: \( \text{Update } S \text{ by Eq. (7); } \)
4: if the stopping criterion is meet then
5: \( \text{break; } \)
6: \( \text{end if } \)
7: \( \text{iter} = \text{iter} + 1; \)
8: \( \text{end while } \)
9: Generate clustering membership matrices \( \{M_m\}_{m=1}^b \) by Eq. (4);

Output: a group of clustering results \( \{M_m\}_{m=1}^b \).

A number of clustering partitions by different kinds of clustering methods as the input. The proposed model only needs an affinity matrix as the input, which is identical to the basic SNMF.

To solve Eq (9), we propose an alternating iterative method. First, with a fixed \( S \) as well as multiple random nonnegative initialization matrices \( V_m^0, s \), we solve \( V_m, \forall m \) and \( \alpha \) by

\[
\min_{V_m, \alpha} \sum_{m=1}^b (\alpha_m)^m \|S - V_m V_m^T\|_F^2 \quad \text{s.t. } V_m \geq 0, \forall m, \alpha 1 = 1, \alpha \geq 0.
\]

See the detailed solution of Eq. (10) in Section III.B. Then, fixing \( V_m, \forall m \) and \( \alpha \) as those previously obtained, we update \( S \) via Eq. (7). Those two steps are performed alternatively and iteratively. See Algorithm 1 for the detailed description.

A. Stopping Criterion of Algorithm 1

We propose a simple yet effective criterion to terminate Algorithm 1 adaptively. It is reasonable to assume that at the first a few iterations, the clustering performance of all the partitions could be improved progressively, and the consensus across them can also be increased. When the largest consensus is achieved, the consensus across them will keep at such a high level or even might decrease and fluctuate due to the randomness in the initialization of variables at that iteration. Therefore, we leverage the level of consensus across different partitions to construct the stopping criterion.

Mutual information is a quantity that measures the relationship between two random variables. We treat the clustering results of two partitions as two sets of random variables, and then use the normalized mutual information (NMI) to assess their correlation, i.e.,

\[
\text{NMI}_{ij} = \frac{I(M_i, M_j)}{(H(M_i) + H(M_j))}/2,
\]

where \( I(M_i, M_j) \) denotes the mutual information between partitions \( i \) and \( j \), and \( H(M_i) \) is the entropy of \( M_i \). The normalized version is adopted as the value of NMI \( \text{ij} \) will be in the range of [0, 1] for all the sets of random variables. Based on NMI, we use the average NMI (ANMI) to measure the consensus level of all the partitions, i.e.,

\[
\text{ANMI} = \frac{1}{b(b-1)} \sum_{i=1}^b \sum_{j=i+1}^b \text{NMI}_{ij}.
\]

ANMI lies in the range of \([0, 1]\), and a larger ANMI indicates a higher level of consensus across different partitions. We terminate Algorithm 1 when the value of ANMI begins to drop, and the outputs of the iteration with the highest ANMI as the final clustering result.

B. Numerical Solution to Eq. (10)

Eq. (10) is non-convex, and thus quite challenging to solve. To tackle this challenge, we propose to optimize \( V_m, \forall m \) and \( \alpha \) alternatively and iteratively, i.e., update \( V_m, \forall m \) with a fixed \( \alpha \), and then update \( \alpha \) with a fixed \( V_m, \forall m \).

1) Update \( V \): With a fixed \( \alpha \), the \( V \)-subproblem is expressed as

\[
\min_{V_m} \sum_{m=1}^b (\alpha_m)^m \|S - V_m V_m^T\|_F^2 \quad \text{s.t. } V_m \geq 0, \forall m.
\]

As the \( b \) decomposed matrices are independent of each other, we could solve each \( V_m \) separately. Specifically, for a typical one, the subproblem is written as

\[
\min_{V_m} (\alpha_m)^m \|S - V_m V_m^T\|_F^2 \quad \text{s.t. } V_m \geq 0.
\]

Eq. (14) is a nonnegativity constrained 4-th order non-convex optimization problem, and there is no closed-form solution. To solve it, we first construct an auxiliary function \([2]\), which is a tight upper bound function of the original function and defined as

Definition 1 \( g(x) \) is an auxiliary function of \( f(x) \), if the following conditions hold

\[
g(x) \geq f(x), \quad g(x = x) = f(x = x),
\]

where \( g(x = x) = f(x = x) \) means that at point \( x \), \( f \) and \( g \) have the same value.

If we decrease \( g(x) \) at each iteration, i.e., \( g(x^{t+1}) < g(x^t) \), the original function \( f(x) \) will also be decreased, i.e., \( f(x^{t+1}) < f(x^t) \) because we have \( f(x^t) = g(x^t) > g(x^{t+1}) \). Therefore, the optimization of Eq. (14) becomes constructing an appropriate auxiliary function and decreasing it at each iteration.

Specifically, at the \( t \)-th iteration, we build the auxiliary function of Eq. (14) as

\[
g(V_m) = (\alpha_m)^m \sum_{i,j,k} (V_m^t V_m^T)_{ik} V_{m_{kj}} \frac{(V_{m_{ij}})^4}{(V_{m_{ij}}^t)^4} - 2(\alpha_m)^m \sum_{i,j,k} S_{s_{ik}} V_{m_{s_{ij}}^t} V_{m_{s_{kj}}} \left(1 + \log \frac{V_{m_{s_{ij}}}}{V_{m_{s_{ij}}}} \right),
\]

where \( V_m^t \) denotes the value of \( V_m \) at the \( t \)-th iteration, and \( V_{m_{ij}} \) denotes the element of \( V_m \) at the \( i \)-th row and \( j \)-th column. To avoid the confusion between iteration index
(e.g., $t$) and the exponentiation operator, for an exponentiation operator we put the base in parentheses, i.e., $(V_{m_{ij}})^4$ denotes the 4-th power of $V_{m_{ij}}$. Appendix A proves that Eq. (16) is a valid auxiliary function of Eq. (14). The first order and second order derivatives of Eq. (16) are

$$\frac{\partial g(V_m)}{\partial V_{m_{ij}}} = 4(\alpha_m)^r \left( V_{m}^{r} - V_{m}^{r+1} \right)_{ij} \left( V_{m_{ij}} \right)^3$$

and

$$\frac{\partial^2 g(V_m)}{\partial V_{m_{ij}} \partial V_{m_{kl}}} = 12(\alpha_m)^r \delta_{ij} \delta_{kl} \left( V_{m}^{r} - V_{m}^{r+1} \right)_{ij} \left( V_{m_{ij}} \right)^2 + 4(\alpha_m)^r \frac{(SV_{m})_{ij}}{(V_{m_{ij}})^2},$$

respectively, where $\delta_{ij} = 1$ (resp. 0) if $i = j$ (resp. $i \neq j$).

Since the second order derivative $\frac{\partial^2 g(V_m)}{\partial V_{m_{ij}} \partial V_{m_{kl}}} > 0$, the constructed auxiliary function $g(V_m)$ is a convex function. The global minimization of $g(V_m)$ is achieved when $\frac{\partial g(V_m)}{\partial V_{m_{ij}}} = 0$, i.e.,

$$V_{m_{ij}}^{r+1} = V_{m_{ij}}^{r} \left( \frac{(SV_{m})_{ij}}{(V_{m_{ij}})^2} \right), \forall i, j.$$  

(19)

According to the property of the auxiliary function, the updating in Eq. (19) also decreases the original function in Eq. (14).

2) Solve $\alpha$: With the fixed $V_m$, $\forall m$, the $\alpha$-subproblem is rewritten as

$$\min_{\alpha} \sum_{m} (\alpha_m)^r h_m, \text{ s.t. } \alpha 1 = 1, \alpha \geq 0,$$

where $h_m = \| S - V_{m}^{r+1} V_{m}^{r+1} \|_F^2$. The Lagrange function of Eq. (20) is

$$\mathcal{L} = \sum_{m} (\alpha_m)^r h_m - \lambda \left( \sum_{m} \alpha_m - 1 \right), \text{ s.t. } \alpha \geq 0.$$  

(21)

Taking the first order derivative of Eq. (21) $\frac{\partial \mathcal{L}}{\partial \alpha_m} = \tau(\alpha_m)^{r-1} h_m - \lambda$, and setting it to zero, we have

$$\alpha_m = \left( \frac{\lambda}{\tau h_m} \right)^{\frac{1}{r-1}}, \forall m.$$  

(22)

Based on the constraint $\sum_{m} \alpha_m = 1$, $\lambda$ can be obtained as

$$\lambda = \left( \frac{1}{\sum_{m} (\tau h_m)^{\frac{1}{r-1}}} \right)^{\frac{1}{r-1}}.$$  

(23)

Substituting $\lambda$ into Eq. (22), $\alpha_m$ is obtained:

$$\alpha_m = \left( \frac{1}{\sum_{m} (\tau h_m)^{\frac{1}{r-1}}} \right)^{\frac{1}{r-1}}.$$  

(24)

Since both the numerator and denominator of Eq. (24) are larger than 0, we have $\alpha_m > 0, \forall m$, and the nonnegative constraint for $\alpha$ is satisfied. The solution in Eq. (24) satisfies the Karush-Kuhn-Tucker (KKT) conditions of Eq. (20), and thus it is a local optimum. Moreover, as Eq. (20) is a convex problem, Eq. (24) is the global optimum of Eq. (20).

The detailed optimization process of Eq. (10) is summarized in Algorithm 2. If the maximum difference of the variables between two iterations are less than $10^{-3}$, i.e., $\max (\| V_{m}^{r} - V_{m}^{r+1}\|_\infty, \| \alpha^{r} - \alpha^{r+1} \|_\infty) < 10^{-3}$, the iteration will stop.

According to the property of the auxiliary function, we can prove that updating $\{V_m\}_{m=1}^b$ will not increase the objective of Eq. (10), i.e. $\mathcal{O}(V_{m}^{r+1}, \alpha^{r+1}) \leq \mathcal{O}(V_{m}^{r}, \alpha^{r})$, where $\mathcal{O}(V_{m}, \alpha)$ denotes the objective function of Eq. (10). Updating $\alpha$ via Eq. (24) achieves the global minimization of Eq. (10) with a fixed $\{V_m\}_{m=1}^b$, and thus we have $\mathcal{O}(V_{m}^{r+1}, \alpha^{r+1}) \leq \mathcal{O}(V_{m}^{r+1}, \alpha^{r})$. Therefore, in each iteration of Algorithm 2, we have $\mathcal{O}(V_{m}^{r+1}, \alpha^{r+1}) \leq \mathcal{O}(V_{m}^{r}, \alpha^{r})$. Moreover, since both $\alpha$ and $\| S - V_{m} V_{m}^T \|_F^2, \forall m$ are nonnegative, the objective of Eq. (10) is lower-bounded, i.e., $\mathcal{O}(V_{m}, \alpha) \geq 0$. Therefore the convergence of Algorithm 2 is guaranteed.

### C. Complexity Analysis of Our S$^3$NMF

We first analyze the computational complexity of Algorithm 2. Algorithm 2 solves the $V$-subproblem and the $\alpha$-subproblem alternatively and iteratively. For the $V$-subproblem, the computational complexity is $\mathcal{O}(n^2cb)$ and the $\alpha$-subproblem has a complexity of $\mathcal{O}(n)$. Therefore, the complexity of each iteration of Algorithm 2 is $\mathcal{O}(n^2cb)$.

Algorithm 1 involves repeatedly solving Algorithm 2 with the computational complexity of $\mathcal{O}(n^2cb)$, where $r$ is the maximum iteration number of Algorithm 2, and constructing $S$ with the computational complexity of $\mathcal{O}(n^2c)$. Therefore, the complexity of each iteration of Algorithm 1 is $\mathcal{O}(n^2cb)$.

### IV. EXPERIMENTS

To evaluate the proposed method, we compared it with three types of methods. The first type refers to basic graph clustering, including SNMF [19] and the classic SC [20]. The second type is the advanced graph clustering methods based on SNMF/SC, including sparse SC (SSC) [40], a convex SC method with a sparse regularizer, which aims to learn a block diagonal representation of the spectral embedding; GSNMF [21], a Laplacian graph regularized SNMF model;
spectral rotation (SR) [41], a variant of SC, which achieves clustering by rotating the spectral embedding of SC; ANLS [26], which relaxes the symmetric constraint of SNMF and uses alternating nonnegative least squares to solve; HALS [26], a more efficient version of ANLS; sBSUM [28], an entry-wise block coordinate descent method for SNMF; and vBSUM [28], a vector-wise block coordinate descent method for SNMF. Since our method is related to ensemble clustering, we also compared it with several state-of-the-art ensemble clustering models, including spectral ensemble clustering (SEC) [39], which efficiently uses a co-association matrix to achieve ensemble clustering; LWCA [42], which performs the SC on a locally weighted co-association matrix that takes the quality of each base partition into account; and LWGP [42], which performs graph partitioning on the local weighted co-association matrix. For a fair comparison, the base partitions of the ensemble clustering methods under comparison were generated by SNMF. We evaluated all the methods on 10 commonly used datasets. The detailed information about the adopted datasets is summarized in Table I.

To compare the clustering performance of all the methods quantitatively, we adopted five commonly used metrics, i.e., clustering accuracy (ACC), normalized mutual information (NMI), purity (PUR), adjust rand index (ARI) and F1-score. The detailed definitions of these metrics can be found in [22]. All the metrics except ARI lie in the range of [0,1], while ARI has a value ranging in [-1,1]. For all the metrics, the larger, the better.

The initial affinity matrix of all the methods was generated by the same $k$-nearest-neighbor graph for a fair comparison, where $k$ was empirically set to $\log_2 n + 1$ [43]. For the compared methods, we exhaustively searched their hyperparameters and selected the ones producing the best clustering performance. Then, we reported their average performance and the associated standard deviation (std) of 20 repetitions. For the proposed method, we fixed the hyperparameters as $\tau = 2$, $b = 20$. According to Algorithm 1, the proposed model could generate 20 different clustering results when $b = 20$, and we reported the average performance as well as the std.

### A. Comparison of Clustering Performance

Tables II-XI show the clustering performance of all the methods on the 10 datasets, where the best performance under each metric is bold, and the second best is underlined. From Tables II-XI, we can observe that:

- Our method significantly outperforms SNMF, especially our method improves ACC up to 0.31 on COIL20. The improvements of our method over SNMF in terms of other metrics are also significant, e.g., the ARI increases from 0.279 to 0.688 on SEEDS. Moreover, the proposed method has a smaller std than SNMF on all the datasets, indicating that the proposed model is more robust to the initialization than SNMF. Note that both SNMF and the proposed method adopt the same affinity matrix as input.
- Compared with the advanced graph clustering methods, the advantage of the proposed one is also significant. For example, on CHART and USPST, our method improves the ACC 0.167 and 0.119, respectively, compared with the best graph clustering model. Moreover, the performance of the proposed method is also superior to that of the ensemble clustering methods. For instance, on IRIS, our method raises the ACC value from 0.720 to 0.886, compared with the best ensemble clustering method.
- Taking all the compared methods into account, the proposed method achieves the best performance under 44 out of 50 cases and the second best performance under 3 out of the remaining 6 cases, suggesting the highly competitive clustering ability of our method.
- The performance of the compared methods is usually not robust to different datasets. For example, LWGP is good at partitioning COIL20, but not on USPST. ALS favors PALM and COIL20 more than SEMENION and CHART. vBSUM performs much better on IRIS than MSRA and COIL20. On the contrary, our method consistently produces the best or almost best performance over these 10 datasets, validating its robustness.
A few iterations, and then becomes relatively stable with the stopping criterion, e.g., on IRIS and MNIST. For the cases ACC = 0.54 ± 0.08, 0.56 ± 0.08, 0.58 ± 0.07, the proposed criterion usually terminates Algorithm 1 within 5 iterations, which can reduce the computational cost. As a summary, the proposed stopping criterion is both effective and efficient.

### B. Influence of the Iteration Number of Algorithm 1

We studied how the number of iterations in Algorithm 1 affects clustering performance. As shown in Fig. 1, the ACC value of the proposed method increases rapidly at the first a few iterations, and then becomes relatively stable with the increase of iteration. We can also observe that on the majority datasets, the highest ACC can be selected by the proposed stopping criterion, e.g., on IRIS and MNIST. For the cases where the highest ACC is not picked, the proposed criterion can also produce a satisfied ACC for the proposed method. Besides, the proposed criterion usually terminates Algorithm 1 with PALM initialization set size.

### C. Influence of the Size of the Set of Initialization

We also investigated the influence of the size of initialization set (the value of $\tilde{b}$) on the proposed method. Fig. 2 shows the ACC of the proposed method with the different sizes of the initialization set on all the datasets. Due to the randomness of the initialization, those curves may fluctuate at some locations. However, generally, a larger size of the initialization set...
leads to a higher ACC. The trend is particularly evident in COIL20, PLAM, IRIS, and CHART. Moreover, 20 different initialization are sufficient for the proposed method to achieve satisfactory performance.

D. Influence of the Value of $\tau$ on Performance

Here we explored the impact of the value of $\tau$ on the performance of our method. Fig. 3 shows the ACC values of our method with various $\tau$2 on all the datasets, where we can find that the curves are quite flat on the majority cases, like SEEDS and COIL20. This observation demonstrates the robustness of the proposed model against $\tau$. On SEMENION and MNIST, $\tau$ should be neither too large or too small. Overall, the suggested value of $\tau$ is acceptable for all the datasets. Moreover, we would also like to emphasize that the flat curves do not dispel the importance of $\alpha$. As will be shown in the next subsection, removing $\alpha$ will significantly degrade the clustering performance of our model.

E. Ablation Study

In this section, we evaluated the importance of different components of the proposed method. Specifically, w/o $\alpha$ denotes our model without the learnable weight $\alpha$, i.e.,

$$\min_{V_m} \sum_{m=1}^{h} \|S - V_m V_m^T\|_F^2, \text{ s.t. } V_m \geq 0, \forall m.$$  

(25)

SOFT represents the reconstruction of $S$ in Eq. (7) is replaced with a soft manner, i.e.,

$$S = \sum_{m=1}^{b} \alpha_m V_m V_m^T.$$  

(26)

Table XII shows the clustering performance of w/o $\alpha$ and SOFT as well as SNMF, where $\lambda$, $\gamma$, and $\cdots$ indicate

2As analyzed in section III, $\tau$ should be larger than 1 to avoid selecting only one basic SNMF. Therefore, the value of $\tau$ was selected from \{1, 2, 1.5, 2, 5, 10, 20\}.
the value of the associated metric of the compared methods is larger than, smaller than and equivalent to our S^3-NMF, respectively. The last column of Table XII presents the average value of each method over all the datasets. From Table XII we can observe that both SOFT and w/o α are superior to SNMF but inferior to our method. Especially, according to the average values in the last column, it is obvious that our method outperforms SNMF, SOFT, and w/o α to a large extent. This observation demonstrates that both the hard manner in the construction of S and the self-weighing scheme contribute to the proposed model. The advantage of the hard manner for constructing S over the soft manner is credited to that the proposed model could receive stronger feedback from the clustering result to guide the affinity matrix construction. α is important because the contribution of each base SNMF can be adaptively balanced based on its quality.

V. Conclusion

In this paper, by taking advantage of the characteristic that SNMF is sensitive to initialization, we have presented novel self-supervised SNMF (S^3-NMF) for clustering. Without relying on any additional information except multiple random nonnegative initialization matrices, our S^3-NMF significantly outperforms the state-of-the-art graph clustering methods and ensemble clustering methods. We formulated S^3-NMF as a self-weighted nonnegative constrained optimization problem, and proposed an alternating iterative optimization method to solve it and proved the convergence theoretically. Moreover, we have presented a stopping criterion to terminate the optimization process, where its effectiveness is validated by the experiments. Additionally, our model is insensitive to its hyper-parameters, and the recommended values for the hyper-parameters empirically work very well, which validate its practicability.
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