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Abstract

This article aims to transform the infinite-order Lagrangian density for ghost-free infinite-derivative linearized gravity into non-local. To achieve it, we use the theory of generalized functions and the Fourier transform in the space of tempered distributions $\mathcal{S}'$. We show that the non-local operator domain is not defined on the whole functional space but on a subset of it. Moreover, we prove that these functions and their derivatives are bounded in all $\mathbb{R}^3$ and, consequently, the Riemann tensor is regular and the scalar curvature invariants do not present any spacetime singularity. Finally, we explore what conditions we need to satisfy so that the solutions of the linearized equations of motion exist in $\mathcal{S}'$.

1 Introduction

Understanding gravity is one of the significant challenges of this century. Einstein’s theory of gravity pioneered giving answers and generating unexpected results, such as black holes and gravitational waves. Unfortunately, there are still unsolved problems making us think that General Relativity (GR) is only an effective theory, which works exceptionally well at low energies but breaks down at the high energies (UV regime). Inspired by quantum field theory \cite{1–4} and quantum gravity \cite{5–7} (for instance, string theory \cite{8,9} among others \cite{10}), the behaviour of the theory in the UV regime was improved by the presence of non-locality in the Lagrangian.

Infinite Derivative Gravity (IDG) is a modified theory of gravity that generally behaves better in the UV regime and gives a chance to avoid cosmological and black hole singularities \cite{11,12}. IDG is made up of form factors, which encapsulate infinite derivatives in series form. More precisely, these form factors are analytic functions with no roots in the complex plane that guarantee the preservation of the same degrees of freedom as in Einstein’s gravity, when it is perturbed around particular backgrounds. It is achieved.*

\*carlosherediapimienta@gmail.com
\textsuperscript{1}i.kolar@rug.nl
\textsuperscript{2}pitu.llosa@ub.edu
\textsuperscript{3}fmaldo01@ucm.es
\textsuperscript{4}anupam.mazumdar@rug.nl
by following a specific criterion [13]. This particular choice within IDG is known as ghost-free infinite-derivative gravity and is characterised by a mass scale $M_s$ at which non-local effects become relevant.

There are many examples where IDG shows that regularisation of the gravitational field is possible, for instance, the well-known gravitational potential $1/r$ of pointlike sources at the linearized level [11]. A similar property remains true for other types of sources, for example: electromagnetic and NUT charges [14–16], accelerated particles [17], models of mini-black-hole production [18], scalar lumps [19], spinning ring distributions [20] and other objects associated with topological defects such as p-branes, cosmic strings and gyratons [21–23]. Furthermore, it was shown that IDG also provides solutions for bouncing cosmology [24–29] and gravitational waves [30–33].

Due to the presence of the infinite number of derivatives (or derivatives that appear non-polynomially) in the Lagrangian, the information provided to determine a solution to the field equations —a priori— should be infinite. Therefore, there is nothing similar to existence and uniqueness theorems under these circumstances to confirm that the solution exists and is unique. This problem is known as the initial value problem or the Cauchy problem. However, recent studies [34–36] show the initial value problem might be well-posed even involving infinite derivatives or integro-differential equations.

Working with infinite series drives us to control their convergence when they act on the functions of class $C^\infty(\mathbb{R}^4)$. Skipping this fact could lead us to the mistake of working with non-convergent series, which would be meaningless. Although such results could be mathematically significant as formal series, numerical results are expected to compare with experimental data.

To avoid this convergence problem, we replace the infinite-derivative linear operator with an integral operator, a convolution operator in the case of translation invariance. To this end, the theory of generalized functions will be convenient, and the Fourier transform in the space of tempered distributions $S'(\mathbb{R}^4)$ will be used [37–39].

As shown below, the space of functions on which the infinite-derivative linear operator is well-defined will be given by a subset of it. Consequently, the functions and their derivatives belonging to this subset—in the static case—will be bounded by a polynomial; in other words, they will be regular in all $\mathbb{R}^3$. Therefore, the Riemann tensor, which involves the second derivatives of the field, will be finite everywhere, and all the scalar curvature invariants shall not present any spacetime singularity.

This approach transforms the infinite-order Lagrangian into a non-local one in which the infinite series are avoided. We will study the solutions of this non-local Lagrangian and observe that they will not be able to be slow-growing functions. Due to the complexity of the initial value problem, we will analyze the homogeneous and static cases separately. We will adopt the point of view of [40–42] where the equations of motion are taken as constraints that limit the functional space. Within this approach, we will explore the conditions that the Hilbert energy-momentum tensor of matter might satisfy to obtain a solution for both cases. We will show that the solution always exists for the static case if the Hilbert energy-momentum tensor in the Fourier space is built by bounded functions.

The plan of the article is as follows: In Section (2), the infinite-derivative Lagrangian for IDG is introduced; in Section (3), we set up the ghost-free non-local operator and, using the inverse Fourier transform in $S'(\mathbb{R}^4)$, we convert it into a convolution operator; in Section (4), we rewrite the infinite-order Lagrangian for IDG in a non-local one; in Section (5), the solution of the field equations and what conditions must be satisfied so that the solution exists are discussed. Appendix (A) is devoted to reviewing some notions of tempered distributions, $S'(\mathbb{R}^4)$, addressed to unfamiliar readers with this topic.
2 Infinite-derivative linearized gravity

The most general infinite-order, parity-invariant and torsion-free action in 4 dimensions is [11]

\[
S([g_{\alpha\beta}]) = \frac{1}{16\pi} \int_{\mathbb{R}^4} dx \sqrt{-g} \left[ R + \frac{1}{2} \left( \mathcal{R} F_1(\square_s) R + R_{\mu\nu} F_2(\square_s) R^{\mu\nu} + R_{\mu\nu}\sigma\lambda F_3(\square_s) R^{\mu\nu}\sigma\lambda \right) \right]
\]

(1)

where \( F_i(\square_s) \) are analytic functions of d’Alembertian \( \square_s := \Box/M_s^2 = \nabla_\mu \nabla^\mu/M_s^2 \), which are called form factors, and \([g_{\alpha\beta}]\) means the functional dependence of the metric field \( g_{\alpha\beta} \). We define the integral action (1) as a functional on the space of all possible fields whether or not they satisfy the field equations. We call this space as the kinematic space \( \mathcal{K} \subset \mathcal{C}_4^\infty(\mathbb{R}^4) \).

As far as this article is concerned, we focus on the first-order expansion of the action (1) around the Minkowski background \( \eta_{\alpha\beta} = \text{diag}(-1, 1, 1, 1) \) in the Cartesian coordinates \((t, x, y, z)\),

\[
g_{\alpha\beta}(x) = \eta_{\alpha\beta} + h_{\alpha\beta}(x) \quad \text{where} \quad |h_{\alpha\beta}(x)| \ll 1 .
\]

(2)

According to [11], the infinite-derivative gravity Lagrangian density for a small perturbation \( h_{\mu\nu}(x) \) around Minkowski spacetime

\[
\mathcal{L}([h_{\alpha\beta}], x) = \frac{1}{2\kappa} \left[ \frac{1}{2} h^{\mu\nu}(x) a(\Box) \Box h_{\mu\nu}(x) - h^{\mu\nu}(x) a(\Box) \partial_\mu \partial_\nu h^\alpha(\sigma) + h^{\mu\nu}(x) c(\Box) \partial_\mu \partial_\nu h(\sigma) \right.
\]

\[
\left. - \frac{1}{2} h(x) c(\Box) \Box h(x) + \frac{1}{2} h^{\mu\nu}(x) \frac{a(\Box) - c(\Box)}{\Box} \partial_\mu \partial_\nu \partial_\alpha \partial_\beta h^\alpha(\sigma) \right]
\]

(3)

where \( \kappa = 8\pi G \) stands for Einstein’s gravitational constant, \( h(x) = \eta^{\alpha\beta} h_{\alpha\beta}(x) \), and \( a(\Box) \) or \( c(\Box) \) are entire functions with no zeros in the complex satisfying \( a(0) = c(0) = 1 \). These entire functions can be expanded as formal Taylor series

\[
a(\Box) = \sum_{n=0}^{\infty} \frac{a^{(n)}(0)}{n!} \Box^n,
\]

(4)

and similarly for \( c(\Box) \). In what follows, we focus on the particular case in which non-local theories of linearized gravity are analytical \( a(\Box) = c(\Box) \). Consequently, the Lagrangian density (3) simplifies to

\[
\mathcal{L}([h_{\alpha\beta}], x) = \frac{1}{2\kappa} \left[ \frac{1}{2} h^{\mu\nu}(x) a(\Box) \Box h_{\mu\nu}(x) - h^{\mu\nu}(x) a(\Box) \partial_\mu \partial_\nu h^\alpha(\sigma) \right.
\]

\[
\left. + h^{\mu\nu}(x) a(\Box) \partial_\mu \partial_\nu h(x) - \frac{1}{2} h(x) a(\Box) \Box h(x) \right]
\]

(5)

From now on, we address the Lagrangian density as \( \mathcal{L}([h_{\alpha\beta}], x) := \mathcal{L}(h_{\alpha\beta}, x) \) where the functional dependency is understood although the square bracket does not emphasize it to make the notation simpler.

The integral action (1) with the Lagrangian density (5) might be divergent because the integration over the whole domain is unbounded. For this reason, we assume the variation of the integral action (1) is finite for all variations of \( \delta h_{\mu\nu}(x) \) with compact support. Then, the Euler-Lagrange equations are

\[
\psi_{\mu\nu}(h_{\alpha\beta}, x) = 0 \quad \text{with} \quad \psi_{\mu\nu}(h_{\alpha\beta}, x) := \int_{\mathbb{R}^4} dy \lambda_{\mu\nu}(h_{\alpha\beta}, y, x)
\]

(6)

where

\[
\lambda_{\mu\nu}(h_{\alpha\beta}, y, x) := \frac{\delta \mathcal{L}(h_{\alpha\beta}, y)}{\delta h^{\mu\nu}(x)}.
\]

(7)
In our case, the Euler-Lagrange equations corresponding to (5) become
\[
\begin{align*}
&\alpha(\Box) \left[ \Box h_{\mu\nu}(x) - \partial_{\sigma}(\partial_{\nu} h_{\mu}^{\sigma}(x) + \partial_{\mu} h_{\nu}^{\sigma}(x)) \\
+ \eta_{\mu\nu} (\partial_{\sigma} h^{\sigma \alpha}(x) - \Box h(x)) + \partial_{\mu} \partial_{\nu} h(x) \right] = -2\kappa T_{\mu\nu}(x)
\end{align*}
\] (8)
where \( T_{\mu\nu} \) is the Hilbert energy-momentum tensor related to some Lagrangian density of matter \( \mathcal{L}_M \),
\[
T_{\mu\nu}(x) := \int_{\mathbb{R}^4} dy \frac{\delta \mathcal{L}_M(h_{\alpha\beta}, y)}{\delta h^{\mu\nu}(x)}.
\] (9)
Rather than working with the metric perturbation \( h_{\mu\nu}(x) \), we use the trace-reversed perturbation \( \hat{h}_{\mu\nu}(x) := h_{\mu\nu}(x) - \frac{1}{\kappa} \eta_{\mu\nu} h(x) \). Noticing that \( \hat{h}(x) = -h(x) \) and imposing the gauge condition
\[
\partial_{\mu} \hat{h}^{\mu\nu}(x) = 0
\] then the field equations simplify greatly and take the form
\[
\alpha(\Box) \hat{h}_{\mu\nu}(x) = -2\kappa T_{\mu\nu}(x).
\] (10)
This equation contains derivatives of any order of \( \hat{h}_{\mu\nu}(x) \), i.e., it is an infinite-order differential equation [43]. Extrapolating what we know about the initial data — that is, the initial data that determines the solution is the field and all its time derivatives up to order \( n - 1 \) —, we would conclude (by analogy) that we need an infinite number of initial data to determine the solution. On the other hand, due to (4), the left-hand side of (10) is an infinite series, whose convergence should be guaranteed so that it all makes sense. Because ensuring convergence is not an easy task, we will instead convert the infinite-derivative linear operator \( \alpha(\Box) \) into an equivalent \(^2\), namely, a convolution, whose domain is a subspace of \( \mathcal{K} \) to ensure the summability of the integral operator.

### 3 Non-local operator definition

Let us consider the linear operator of infinite order \( \mathcal{D}(\partial) = \sum_{|\alpha|=0}^{\infty} a_{\alpha} \partial_{\alpha} \) acting on functions \( h_{\mu\nu}(x) \in \mathcal{C}^\infty(\mathbb{R}^4) \), where \( \alpha = (\alpha_1, ..., \alpha_n) \), \( |\alpha| := n \), \( a_{\alpha} \) are constant coefficients and \( \alpha_j = 1, ..., 4 \). Proceeding as follows,
\[
\mathcal{D}(\partial) h_{\mu\nu}(x) = \sum_{|\alpha|=0}^{\infty} a_{\alpha} \partial_{\alpha} \left[ \frac{1}{(2\pi)^4} \int_{\mathbb{R}^4} dk e^{ikx} \hat{h}_{\mu\nu}(k) \right] (11)
\]
\[
= \frac{1}{(2\pi)^4} \sum_{|\alpha|=0}^{\infty} \int_{\mathbb{R}^4} dk a_{\alpha} (i)^{|\alpha|} k_\alpha e^{ikx} \hat{h}_{\mu\nu}(k) \] (12)
\[
= \frac{1}{(2\pi)^4} \int_{\mathbb{R}^4} dk e^{ikx} \hat{h}_{\mu\nu}(k) \sum_{|\alpha|=0}^{\infty} a_{\alpha} (i)^{|\alpha|} k_\alpha , (13)
\]
where \( \hat{h}_{\mu\nu}(k) \) is the Fourier transform\(^4\) of \( h_{\mu\nu}(x) \) and \( k_\alpha = k_{\alpha_1} \cdot \cdots \cdot k_{\alpha_n} \), we get
\[
\mathcal{D}(\partial) h_{\mu\nu}(x) = \frac{1}{(2\pi)^4} \int_{\mathbb{R}^4} dk e^{ikx} \hat{h}_{\mu\nu}(k) \tilde{\mathcal{D}}(ik) \] (14)

\(^1\)Note that equations of motion (8) are gauge invariant — there are more “unknowns” than independent equations.

\(^2\)This equivalence depends on the domain of operators and is still under study [34, 44].

\(^3\)Along the article, \( \alpha \) will also be used as spacetime tensor index. For that reason, we will explicitly state when referring to the multi-index notation.

\(^4\)See definition (A.3) for the Fourier transform convention used.
where \( \tilde{D}(ik) := \sum_{|\alpha|=0}^{\infty} a_{\alpha} (i)^{|\alpha|} k_{\alpha} \). Note that the validity of steps from (11) to (13) requires that

1. \( h(x) \) has Fourier transform, and that the Fourier integral theorem holds,

2. the differentiation under the integral sign and,

3. the series and the integral commute.

As \( h_{\mu \nu}(x) \) are smooth —i.e., they belong to class \( C^\infty(\mathbb{R}^4) \)—, it is sufficient that \( h_{\mu \nu}(x) \in L(\mathbb{R}^4) \) so that the Fourier integral theorem holds [45].

Requiring \( h_{\mu \nu}(x) \) to be summable is a rather restrictive condition. However, the transition from (11) to (13) can be made by avoiding the summability condition in the mark of the tempered distributions \( S'(\mathbb{R}^4) \).

The field functions \( h_{\mu \nu}(x) \) are smooth and, if we assume that they are slow-growing —more than any polynomial—, we can treat them as regular tempered distributions, i.e. distributions which are made by locally integrable functions of slow growth acting on \( S(\mathbb{R}^4) \).

It is worth noticing that, although for physical reasons\(^5\) \( h_{\mu \nu} \) might be a regular distribution, its Fourier transform \( \tilde{h}_{\mu \nu} \) may be singular. A rather illustrative example would be \( f(x) = x \in S'(\mathbb{R}) \). The Fourier transform in \( S'(\mathbb{R}) \) is \( (\tilde{f}, \varphi) = -2\pi i(\delta, \varphi') \) with \( \varphi \in S \), which is clearly a singular distribution due to the Dirac Delta.

**Proposition 3.1.** Let \( h_{\mu \nu} \) be a regular tempered distribution and \( D(\partial) \) be the non-local operator. The non-local operator acts on \( h_{\mu \nu} \) as follows

\[
D(\partial)h_{\mu \nu} = F^{-1} \left[ \tilde{D}(ik)\tilde{h}_{\mu \nu} \right]
\]  

(15)

where \( \tilde{D}(ik) := \sum_{|\alpha|=0}^{\infty} a_{\alpha} (i)^{|\alpha|} k_{\alpha} \), \( \tilde{h}_{\mu \nu} := F[h_{\mu \nu}] \) and \( F \) stands for the Fourier transform on \( S'(\mathbb{R}^4) \).

**Proof.** Using the fact that the Fourier transform is a continuous linear operator on \( S' \), we obtain

\[
D(\partial)h_{\mu \nu} = \sum_{|\alpha|=0}^{\infty} a_{\alpha} \partial_{\alpha} F^{-1} \left[ \tilde{h}_{\mu \nu} \right]
\]  

(16)

\[
= \sum_{|\alpha|=0}^{\infty} F^{-1} \left[ a_{\alpha} (i)^{|\alpha|} k_{\alpha} \tilde{h}_{\mu \nu} \right]
\]  

(17)

\[
= F^{-1} \left[ \sum_{|\alpha|=0}^{\infty} a_{\alpha} (i)^{|\alpha|} k_{\alpha} \tilde{h}_{\mu \nu} \right], \quad \forall \varphi \in S(\mathbb{R}^4).
\]  

(18)

Now, defining

\[
\tilde{D}(ik) := \sum_{|\alpha|=0}^{\infty} a_{\alpha} (i)^{|\alpha|} k_{\alpha},
\]  

(19)

which is a smooth function, we get

\[
D(\partial)h_{\mu \nu} = F^{-1} \left[ \tilde{D}(ik)\tilde{h}_{\mu \nu} \right].
\]  

(20)

Notice that in this new framework, the step from (16) to (17) is a well-known property of Fourier transform — see [38], equation (9.1) — and the step from (17) to (18) is allowed because \( F \) and \( F^{-1} \) are a continuous linear operator on \( S' \) — see proposition (A.6).  

\(^5\) It seems reasonable to require that the solutions do not consist of singular distributions, such as the Dirac Delta.
3.1 Ghost-free non-local operator

To avoid ghosts and retain the same number of degrees of freedom, one could choose any $a(\Box) = \exp[-\ell^2 \Box]$ entire function with no zeros. For this article, we will focus only on the class of theory in which the form factor is

$$a(\Box) := \exp[-\ell^2 \Box]$$

(21)

where $\ell := 1/M_s > 0$ denotes the length scale at which non-local effects become important\(^6\). This form factor is called ghost-free non-local operator and guarantees that we can always recover the local regime as $\ell \to 0$ since $a(0) = 1$. It is worth pointing out the importance of the negative sign of $a(\Box)$. As shown in \([11, 13]\), this negative sign is crucial to recover the correct Newton potential. If $a(\Box)$ were with positive sign, it would lead to imaginary Newton potentials, which would indicate that the theory is not physical \([46]\).

Consider the non-local operator $D(\partial) := a(\Box)$, then

$$\tilde{D}(ik) = e^{i\ell^2 k_\mu k^\mu} = e^{-\ell^2 \omega^2} e^{i\ell^2 k^2}.$$  

(22)

Due to the second factor, it is not guaranteed that $\tilde{D}(ik) \tilde{h}_{\mu\nu}$ is a tempered distribution. There is no problem with the first factor since multiplying a locally integrable function of slow growth —if $\tilde{h}_{\mu\nu}$ is considered as a regular distribution— by the fast damping smooth function $e^{-\ell^2 \omega^2}$ always yields a locally integrable slow-growing function; however, the latter is not true if the factor $e^{i\ell^2 k^2}$ grows exponentially at infinity. A condition to guarantee that $D(\partial) \tilde{h}_{\mu\nu}$ is a tempered distribution is that

$$\tilde{\Phi}_{\mu\nu} := e^{i\ell^2 k^2} \tilde{h}_{\mu\nu} \in \mathcal{S}'(\mathbb{R}^4).$$

(23)

The above condition is equivalent to saying:

$$\exists \tilde{\Phi}_{\mu\nu} \text{ tempered distribution, such that } \tilde{h}_{\mu\nu} = e^{-\ell^2 k^2} \tilde{\Phi}_{\mu\nu}.$$  

(24)

Furthermore, for the action integral to be meaningful, $e^{-\ell^2 \Box} h_{\mu\nu}(x)$ must be a smooth function (of slow growth) — or maybe a distribution whose domain includes smooth functions of slow growth as $h_{\mu\nu}(x)$ itself. Now, provided that (24) is fulfilled,

$$\tilde{D}(ik) \tilde{h}_{\mu\nu} = e^{-\ell^2 \omega^2} \tilde{\Phi}_{\mu\nu} \text{ is a tempered distribution}.$$  

(25)

**Proposition 3.2.** Let $\Phi_{\mu\nu}$ be a regular tempered distribution, and

$$T(\ell)(t) := \frac{1}{2\ell \sqrt{\pi}} e^{-t^2 / (2\ell^2)} \text{ and } E(\ell)(x) := \frac{1}{(2\ell \sqrt{\pi})^3} e^{-|x|^2 / (4\ell^2)}$$

(26)

be smooth functions\(^7\). The non-local operator $D(\partial) := a(\Box)$ acting on a regular tempered distribution $h_{\mu\nu}$ can be represented as a convolution

$$a(\Box) h_{\mu\nu} = (T(\ell) * \Phi_{\mu\nu})$$  

(27)

as long as

$$h_{\mu\nu} = (E(\ell) * \Phi_{\mu\nu})$$

(28)

\(^6\)There is an interesting line of research where even powers of the $\Box$ operator are considered, see for instance \([17]\).

\(^7\)In fact, they are the heat kernels in 1-dimension and 3-dimension space where $\ell^2$ plays the role of evolution parameter of the heat equation.
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Proof. According to our assumption, condition (28) must be satisfied so that we can represent the non-local operator in convolutional form. Therefore, applying the Fourier transform to (28) in $S' —$ having in mind proposition (A.7), remark (A.1) and the fact that $\Phi_{\mu\nu} \in S' —$, we obtain

$$\tilde{h}_{\mu\nu} = e^{-\ell^2 k^2} \Phi_{\mu\nu}. \quad (29)$$

Now, using proposition (3.1), definition (21) and equation (29), we get

$$\langle a(\Box) h_{\mu\nu}, \varphi \rangle = \left( \mathcal{F}^{-1} \left[ e^{-\ell^2 \omega^2} \Phi_{\mu\nu} \right], \varphi \right) \quad \varphi \in \mathcal{S}(\mathbb{R}^4). \quad (30)$$

By means of proposition (A.7), the following relation in $S'$ holds

$$f * g = \mathcal{F}^{-1} \left[ \mathcal{F}[f] \cdot \mathcal{F}[g] \right] \quad \text{with} \quad f \in S' \quad g \in \mathcal{S}. \quad (31)$$

Consequently, because $e^{-\ell^2 \omega^2} \in \mathcal{S}(\mathbb{R})$ and $\Phi_{\mu\nu} \in S'ℓ(\mathbb{R}^4)$, we can relate them with (31), namely,

$$\mathcal{F}[f] := \Phi_{\mu\nu} \quad \text{and} \quad \mathcal{F}[g](\omega) := e^{-\ell^2 \omega^2}. \quad (32)$$

Applying the inverse Fourier transform in $S'$ to each of them, we obtain that

$$f := \Phi_{\mu\nu} \quad \text{and} \quad g(t) := \mathcal{T}_t(t) \quad (33)$$

where $\mathcal{T}_t(t)$ is (26). Finally, using (33) and (31), equation (30) becomes

$$\langle a(\Box) h_{\mu\nu}, \varphi \rangle = \langle \mathcal{T}_t(t) * \Phi_{\mu\nu}, \varphi \rangle \quad \forall \varphi. \quad (34)$$

The $a(\Box) h_{\mu\nu}$ is correctly defined in $S'(\mathbb{R}^4)$ as long as condition (28) is satisfied. On the other hand, $\Phi_{\mu\nu}$ can be treated as a locally integrable slow-growing function since, in proposition (3.2), $\Phi_{\mu\nu}$ is considered as a regular tempered distribution. As a consequence of this fact, the kinematic space on which the non-local operator acts is reduced as follows

$$\mathcal{K} = \left\{ h_{\mu\nu}(x) \in C^\infty(\mathbb{R}^4) \mid h_{\mu\nu}(x) = (\mathcal{E}_t * \Phi_{\mu\nu})(x) \right\}. \quad (35)$$

On the other hand, by using remark (A.1), we can assert that $\mathcal{E}_t(x) \in \mathcal{S}(\mathbb{R}^3)$. Therefore, the right-hand side of (28) is the value of a regular distribution $\Phi_{\mu\nu}(t, x')$ acting on the test function $\mathcal{E}_t(x - x')$. Consequently, the rigorous meaning of (28) in the algebra $\mathcal{S}'$ is [38]:

$$h_{\mu\nu}(t, x) = (\Phi_{\mu\nu}(t, x'), \mathcal{E}_t(x - x')). \quad (36)$$

Proposition 3.3. Let $s \in \mathbb{N}$. For the static case, the tensor field $h_{\mu\nu}(x)$ is bounded by

$$|h_{\mu\nu}(x)| \leq C_{\mu\nu}(1 + |x|^s). \quad (37)$$

where $C_{\mu\nu}$ is a constant tensor.
Proof. Let \( D^\alpha \) be the derivative of order \( \alpha \) in the multi-index notation and \( P_\alpha(x) \) a polynomial of degree \( \alpha \). By invoking Schwartz’s theorem [38], we get

\[
|h_{\mu\nu}(x)| \leq C_{(1)\mu\nu} \|E_\xi(x - x')\|_s = C_{(1)\mu\nu} \sup_{x' \in \mathbb{R}^3; |\alpha| \leq s} \left(1 + |x'|^2\right)^{\frac{s}{2}} \left| D_\xi^0 e^{-\frac{|x - x'|^2}{4\ell^2}} \right|
\]

\[
\leq C_{(1)\mu\nu} \sup_{x' \in \mathbb{R}^3; |\alpha| \leq s} \left(1 + |x'|^2\right)^{\frac{s}{2}} \left| P_\alpha(x - x') \right| e^{-\frac{|x - x'|^2}{4\ell^2}}
\]

\[
= C_{(1)\mu\nu} \sup_{x' \in \mathbb{R}^3; |\alpha| \leq s} \left(1 + |x'|^2 + |x - x'|^2\right)^{\frac{s}{2}} \left| P_\alpha(x - x') \right| e^{-\frac{|x - x'|^2}{4\ell^2}}
\]

\[
\leq C_{(1)\mu\nu} \sup_{x' \in \mathbb{R}^3; |\alpha| \leq s} \left[\left(1 + |x - x'|^2\right)^{\frac{s}{2}} + |x|^s\right] \left| P_\alpha(x - x') \right| e^{-\frac{|x - x'|^2}{4\ell^2}}
\]

\[
\leq C_{(2)\mu\nu} \sup_{x' \in \mathbb{R}^3; |\alpha| \leq s} \left[\left(1 + |x - x'|^2\right)^{\frac{s}{2}} + |x|^s\right] \left| P_\alpha(x - x') \right| e^{-\frac{|x - x'|^2}{4\ell^2}}
\].

We can always use that

\[
P_\alpha(x - x') \leq C_3 \left(1 + |x - x'|^2\right)^{\frac{s}{2}}
\]

with \( C_3 \in \mathbb{R}^+ \) and \( s/2 > \alpha \). Therefore,

\[
|h_{\mu\nu}(x)| \leq C_{(4)\mu\nu} \sup_{x' \in \mathbb{R}^3; |\alpha| \leq s} \left[\left(1 + |x - x'|^2\right)^{\frac{s}{2}} + |x|^s\right] \left(1 + |x - x'|^2\right)^{\frac{s}{2}} \left| e^{-\frac{|x - x'|^2}{4\ell^2}} \right|
\]

\[
\leq C_{(4)\mu\nu} \sup_{x' \in \mathbb{R}^3; |\alpha| \leq s} \left(1 + |x - x'|^2\right)^{s} + |x|^s \left(1 + |x - x'|^2\right)^{\frac{s}{2}} e^{-\frac{|x - x'|^2}{4\ell^2}}
\]

\[
\leq C_{(4)\mu\nu} \sup_{x' \in \mathbb{R}^3; |\alpha| \leq s} \left(1 + |x - x'|^2\right)^{s} + |x|^s \left(1 + |x - x'|^2\right)^{s} e^{-\frac{|x - x'|^2}{4\ell^2}}
\]

\[
\leq C_{(4)\mu\nu} \left(1 + |x|^s\right) \sup_{x' \in \mathbb{R}^3; |\alpha| \leq s} \left(1 + |x - x'|^2\right)^{s} \left| e^{-\frac{|x - x'|^2}{4\ell^2}} \right|
\]

\[
\leq C_{(5)\mu\nu} \left(1 + |x|^s\right)
\]

where we have used the same procedure as remark (A.1) in the last step.

\[\square\]

**Proposition 3.4.** Let \( s \in \mathbb{N} \) and \( D^\alpha \) be the derivative of order \( \alpha \) in the multi-index notation. For the static case, the derivatives of the tensor field \( h_{\mu\nu}(x) \) are bounded by

\[
|D^\alpha h_{\mu\nu}(x)| \leq C_{\mu\nu}(1 + |x|^s)
\]

where \( C_{\mu\nu} \) is a constant tensor.

**Proof.** Invoking Schwartz’s theorem [38], we get

\[
|D^\alpha h_{\mu\nu}(x)| \leq C_{(1)\mu\nu} \|D^\alpha_{\xi\xi} \mathcal{E}_\xi(x - x')\|_s = C_{(1)\mu\nu} \sup_{x' \in \mathbb{R}^3; |\beta| \leq s} \left(1 + |x'|^2\right)^{\frac{s}{2}} \left| D_\xi^\alpha D_{\xi'}^\beta \mathcal{E}_\xi(x - x') \right|
\]

\[
= C_{(1)\mu\nu} \sup_{y \in \mathbb{R}^3; |\beta| \leq s} \left(1 + |y|^2\right)^{\frac{s}{2}} \left| D^{\alpha + \beta} \mathcal{E}_\xi(y) \right|
\]

\[
\leq C_{(1)\mu\nu} \sup_{y \in \mathbb{R}^3; |\beta| \leq s} \left(1 + |y|^2 + |y|^2\right)^{\frac{s}{2}} \left| D^{\alpha + \beta} \mathcal{E}_\xi(y) \right|
\]

\[8\]
where we have used the same procedure as remark (A.1) in the last step.

Let us emphasize the relevance of the last two propositions. As we have just shown, the tensor field $h_{\mu\nu}(x)$ and its derivatives are bounded by a polynomial, i.e., they are regular in all $\mathbb{R}^3$. This fact implies that, under the definition of the non-local operator via the inverse Fourier transform in the space of tempered distributions and the consequences it has—equation (28)—, one can avoid the problem of spacetime singularities for the approximation where the field is static. As is well known, if the second derivatives of $h_{\mu\nu}(x)$ are regular, the Riemann tensor will be finite everywhere and, consequently, the scalar curvature invariants will be finite as well.

On the other hand, it is necessary to mention that the constraint on the kinematic space is given by the particular case in which the non-local operator is defined as (21). It could be the case that, by choosing another definition for $a(\square)$, the subset of functions for which this operator is well-defined changes. For instance, $a(\square) := \exp(\ell^2 \square)$. For this particular case, note that the “problematic” part would be given by the factor $e^{\ell^2 \omega^2}$, since it would grow exponentially at infinity. Therefore, a tempered distribution $\tilde{\Phi}_{\mu\nu}$ would have to exist, such that $\tilde{h}_{\mu\nu} = e^{-\ell^2 \omega^2} \tilde{\Phi}_{\mu\nu}$, so that $\tilde{D}(ik) \tilde{h}_{\mu\nu}$ is a tempered distribution. This suggests that the kinematic space might be different for each non-local operator\(^9\).

In what follows, we will be more flexible in our notation when describing distributions. For example, we will denote the Dirac delta $\delta(x)$ instead of $(\delta, \varphi)$ with $\varphi \in \mathcal{S}(\mathbb{R})$. The main reason for this choice is for ease of notation and readability in the following sections. However, recall that this notation describes the distribution acting on the variable $x$ of the test function $\varphi$.

4 Non-local Lagrangian density

We are in a position to transform the infinite-order Lagrangian (5) into a non-local one. To do so, let us use proposition (3.2) and condition (28) but with the category of locally integrable functions of slow growth. After a bit of algebra, the Lagrangian density (5) becomes

$$\mathcal{L}(\Phi_{\alpha\beta}; x) = \frac{1}{4\kappa} M^{\mu\nu\alpha\beta\rho} (\mathcal{E}(\ell) * \Phi_{\mu\nu})(x) \partial_\alpha \partial_\beta (\mathcal{T}(\ell) * \Phi_{\sigma\rho})(x)$$

(43)

where $x^\mu = (t, x)$, and $M^{\mu\nu\alpha\beta\rho}$ is

$$M^{\mu\nu\alpha\beta\rho} := \eta^{\mu\rho} \eta^{\nu\beta} \eta^{\alpha\sigma} - 2 \eta^{\mu\alpha} \eta^{\nu\beta} \eta^{\rho\sigma} + 2 \eta^{\mu\alpha} \eta^{\nu\beta} \eta^{\rho\sigma} - \eta^{\mu\nu} \eta^{\alpha\beta} \eta^{\rho\sigma}. \quad (44)$$

Let us make three observations concerning this Lagrangian density. Observe that the kinematic space $\mathcal{K}$ is now coordinatized in terms of $\Phi_{\mu\nu}(x)$, which do not necessarily belong to $C^\infty(\mathbb{R}^4)$. An illustrative example

\(^9\)For the case where $a(\square) := \sin(\square)$ something similar happens. This non-local operator in Fourier space is $\tilde{D}(ik) = \cos(k^2 \sin(\omega^2)) - \sin(k^2 \cos(\omega^2))$ which belongs $\mathcal{S}'$ as a regular distribution. Therefore, the factor $\tilde{D}(ik) \tilde{h}_{\mu\nu}$ is itself already a tempered distribution without the need to introduce an auxiliary tempered distribution $\tilde{\Phi}_{\mu\nu}$. Thus, the kinematic space will be different from (35).
of the latter would be \( f(x) = \frac{1}{|x|^3} \). This function is not infinitely differentiable at \(|x| = 0\), however, it is a locally integrable function of slow growth. Consequently, the space of functions considered is more extensive than the initial one. The second observation, which is a consequence of the first one, is that it could provide solutions that may not belong to IDG. For this reason, the condition (28) must always be satisfied to recover the IDG solutions. The third observation is that the Lagrangian density is not manifestly covariant due to convolutions.

We define the Euler-Lagrange equations as

\[
\int_{\mathbb{R}^4} dx \lambda_{\mu\nu}(\Phi_{\alpha\beta}, x, y) = -J_{\mu\nu}(y)
\]

where \( J_{\mu\nu}(y) \) is a source coming from a Lagrangian density of matter \( \mathcal{L}_M(\Phi_{\alpha\beta}) \). Having in mind \( y^\mu = (\tau, y) \) and using (7), we get

\[
\lambda_{\mu\nu}(\Phi_{\alpha\beta}, x, y) = \frac{1}{4\kappa} \left\{ M_{\mu\nu}^{\alpha\beta\rho\delta} \delta(t - \tau) \mathcal{E}_\ell(x - y) \partial_\delta \partial_\beta \left( T_\ell \mathcal{E}_\ell \right) \Phi_{\rho\delta}(x) + M_{\mu\nu}^{\sigma\rho\alpha\beta} \mathcal{E}_\ell(x) \partial_\alpha \partial_\beta \left[ T_\ell(t - \tau) \delta(x - y) \right] \right\}.
\]

Therefore, the equations of motion are

\[
\left( M_{\mu\nu}^{\alpha\beta\rho\delta} + M_{\mu\nu}^{\sigma\rho\alpha\beta} \right) \partial_\alpha \partial_\beta \left( T_\ell \mathcal{E}_\ell \right) \Phi_{\rho\delta}(x) = -4\kappa J_{\mu\nu}(y)
\]

where \( T_\ell \mathcal{E}_\ell \) := \( T_\ell(t) \mathcal{E}_\ell \) for ease of notation. Recall that coordinating the kinematic space with the functions \( \Phi_{\mu\nu}(x) \) implies that the trace-reversed function \( \hat{h}_{\mu\nu}(x) \) is modified as follows

\[
\hat{\Phi}_{\mu\nu}(x) := \hat{h}_{\mu\nu}(x) = \left( \mathcal{E}_\ell \Phi_{\mu\nu} \right)(x) - \frac{1}{2} \eta_{\mu\nu} \mathcal{E}_\ell \Phi(1) \]

where \( \Phi(x) = \eta^{\mu\nu} \Phi_{\mu\nu}(x) \). Consequently, the gauge condition is

\[
\partial_\mu \hat{\Phi}_{\mu\nu}(x) := \partial_\mu \hat{h}_{\mu\nu}(x) = \left( \partial^\nu \eta^{\beta\nu} - \frac{1}{2} \partial^\nu \eta^{\alpha\beta} \right) \left( \mathcal{E}_\ell \Phi_{\alpha\beta} \right)(x) = 0.
\]

Noticing that \( \hat{\Phi} := \hat{h} = - \left( \mathcal{E}_\ell \Phi \right)(x) \) and using (48) and (49), the equations of motion simplify as follows

\[
\Box \left( T_\ell \Phi_{\mu\nu} \right)(y) = -2\kappa J_{\mu\nu}(y).
\]

**Proposition 4.1.** The relation between the Hilbert energy-momentum tensor for matter \( T_{\mu\nu}(x) \) and the source \( J_{\mu\nu}(x) \) is

\[
J_{\mu\nu}(x) = \left( \mathcal{E}_\ell T_{\mu\nu} \right)(x).
\]

**Proof.** We know that the relation between \( h_{\mu\nu}(x) \) and \( \Phi_{\mu\nu}(x) \) is given by (28). Thus, having in mind (9), \( y^\mu = (\tau, y) \) and \( z^\mu = (\xi, z) \),

\[
\int_{\mathbb{R}^4} dx \frac{\delta \mathcal{L}(\Phi_{\alpha\beta}, x, y)}{\delta \Phi_{\mu\nu}(y)} = \int_{\mathbb{R}^3} dxdz \frac{\delta h_{\sigma\rho}(z)}{\delta \Phi_{\mu\nu}(y)} \frac{\delta \mathcal{L}(h_{\alpha\beta}, x)}{\delta h_{\sigma\rho}(z)} = - \int_{\mathbb{R}^3} d\xi \mathcal{E}_\ell(y - z) T_{\mu\nu}(\tau, z),
\]

and therefore,

\[
J_{\mu\nu}(x) = \left( \mathcal{E}_\ell T_{\mu\nu} \right)(x).
\]
According to [38], the solution $\hat{\Phi}_{\mu\nu}(x)$ of the integro-differential equation (50) might be expressed as,

$$\hat{\Phi}_{\mu\nu}(y) = 2\kappa \left( G \ast J_{\mu\nu}\right)(y)$$  \hspace{1cm} (54)

where the kernel $G$ is the fundamental solution of the integrodifferential operator $\Box (T_\ell \ast -)$ belonging to $S'$ that satisfies

$$\Box (T_\ell \ast G)(y) = -\delta(y).$$  \hspace{1cm} (55)

This kernel is commonly known as the Green function in physics [47]. This solution exists as long as $G \ast J$ and $T \ast G \ast J$ exist in $S'$. Recall that the fundamental solution $G$ is not unique, since we can always add a solution $G_0$ such that it satisfies the homogeneous integro-differential equation $\Box (T \ast G_0) = 0$. Thus, the solution is unique as long as $G_0$ is determined.

5 Euler-Lagrange’s solutions

In order to obtain the complete solution, we need to find the fundamental solution of the integro-differential operator $\Box (T_\ell \ast -)$ in $S'$. For that, we shall previously determine the homogeneous $G_0$ and the inhomogeneous $G_I$ of the integro-differential equation (55). The mathematical tool to find them will be the Fourier transform in $S'$.

5.1 Solution of the homogeneous integro-differential equation

To find the solution for the homogeneous integro-differential equation (55), we need to solve

$$\Box (T_\ell \ast G_0)(y) = 0.$$  \hspace{1cm} (56)

Applying the Fourier transform in $S'(\mathbb{R}^4)$, we get

$$(\omega - |\mathbf{k}|)(\omega + |\mathbf{k}|)\hat{G}_0(\omega, \mathbf{k}) = 0.$$  \hspace{1cm} (57)

Invoking the theorem in which is shown that, if the support of a distribution $f$ is the point $\{0\}$, then it is uniquely representable in the form [38]

$$f(x) = \sum_{j=1}^{n} \sum_{k=0}^{r_j-1} C_{jk}\delta^{(k)}(x - x_j)$$  \hspace{1cm} (58)

where $n$ is the number of zeros, $r_j$ is the periodicity of each one and $C_{jk}$ are real constants, we obtain

$$\hat{G}_0(\omega, \mathbf{k}) = A\delta(\omega - |\mathbf{k}|) + B\delta(\omega + |\mathbf{k}|)$$  \hspace{1cm} (59)

where $A := C_{10}$ and $B := C_{20}$. Therefore,

$$G_0(t, x) = \frac{1}{(2\pi)^4} \int_{\mathbb{R}^3} d\mathbf{k} \left\{ Ae^{i(\mathbf{k}\cdot\mathbf{x} + |\mathbf{k}|t)} + Be^{-i(\mathbf{k}\cdot\mathbf{x} - |\mathbf{k}|t)} \right\}.$$  \hspace{1cm} (60)

\footnote{For the reader who is more familiar with these concepts, the theorem is based on the space in the distributions that acts on compact support functions, namely, on $D'$. Nevertheless, we know that $S' \subset D'$, so if it is true in $D'$ it will also be true of $S'$. See more details in [38].}
5.2 Solution of the inhomogeneous integro-differential equation

Let us discuss the inhomogeneous integro-differential equation (55). Applying the Fourier transformation in \( S'(\mathbb{R}^4) \), we get

\[
\tilde{G}_I(\omega, \mathbf{k}) = -\frac{e^{\ell^2\omega^2}}{\omega^2 - |\mathbf{k}|^2}.
\]  

(61)

Note that isolating \( \tilde{G}_I(\omega, \mathbf{k}) \) causes that the term on the right-side of equation (61) does not belong to \( S'(\mathbb{R}^4) \) since

\[
\left( F^{-1} \left[ \tilde{G}_I(\omega, \mathbf{k}) \right], \varphi \right) = \left( \tilde{G}_I(\omega, \mathbf{k}), F^{-1} [\varphi] \right) = \frac{1}{(2\pi)^4} \int_{\mathbb{R}^4} dx \varphi(x) \int_{\mathbb{R}^4} d\omega d\mathbf{k} \tilde{G}_I(\omega, \mathbf{k}) e^{i(\omega t + \mathbf{k} \cdot \mathbf{x})}
\]

(62)

diverges. Therefore, the inverse of Fourier transform does not exist, and consequently, we cannot find \( G(x) \). This suggests that the kernel might not be a locally integrable function of slow growth. In fact, obtaining the kernel \( G_I(x) \) for any \( \mathcal{J}_{\mu\nu}(x) \), the initial value problem would be wholly determined since the theorem assures that the solution (54) is unique because \( G_0(x) \) is completely determined.

Due to the complexity of this initial value problem, we will adopt the point of view raised in \([40-42]\) and we will assume that the Euler-Lagrange equations (50) are not longer dynamic equations but constraints that limit the kinematic space \( \mathcal{K} \). We will search what conditions \( T_{\mu\nu}(x) \) shall meet to obtain a solution. We will work on the static case and the homogeneous case separately.

5.2.1 Static case

Let us focus only on the static case \( \hat{\Phi}_{\mu\nu}(t, \mathbf{x}) := \hat{\Phi}_{\mu\nu}(\mathbf{x}) \). Under this assumption, equation (50) becomes

\[
\Delta \hat{\Phi}_{\mu\nu}(\mathbf{y}) = -2\kappa \left( E_\ell * T_{\mu\nu} \right)(\mathbf{y})
\]  

(63)

where we have used proposition (4.1). Using proposition (A.7), the solution of this integro-differential equation is

\[
\hat{\Phi}_{\mu\nu}(\mathbf{y}) = 2\kappa F^{-1} \left[ e^{-\ell^2 |\mathbf{k}|^2} \hat{T}_{\mu\nu} \right](\mathbf{y}),
\]  

(64)

which only exists in \( S'(\mathbb{R}^3) \) if, and only if, the inverse of Fourier transform exists in \( S'(\mathbb{R}^3) \). Therefore, not all sources \( T_{\mu\nu}(\mathbf{x}) \) can be used to find a solution in \( S'(\mathbb{R}^3) \), but only those that satisfy that

\[
\frac{e^{-\ell^2 |\mathbf{k}|^2}}{|\mathbf{k}|^2} \hat{T}_{\mu\nu} \in S'(\mathbb{R}^3)
\]

Note that we cannot use proposition (A.7) again to compute the inverse of the Fourier transform, since the factor \( \frac{e^{-\ell^2 |\mathbf{k}|^2}}{|\mathbf{k}|^2} \in S'(\mathbb{R}^3) \) and \( \hat{T}_{\mu\nu} \in S'(\mathbb{R}^3) \). Let us explore a sufficient condition so that the inverse Fourier transform exists.

**Remark 5.1.** A bounded function \( \mathcal{H}(\mathbf{x}) \) belongs to \( S'(\mathbb{R}^3) \) as a regular distribution.

**Proof.** To prove this remark, we will rely on proposition (A.2); Showing that \( \mathcal{H}(\mathbf{x}) \) is a locally integrable function of slow growth, we can assure it belongs to \( S'(\mathbb{R}^3) \) as a regular distribution.

According to our assumption \( \mathcal{H}(\mathbf{x}) \) is bounded. Therefore, there exists a number \( M > 0 \), such that

\[
\sup_{\mathbf{k} \in \mathbb{R}^3} |\mathcal{H}(\mathbf{x})| = M.
\]  

(65)
Thus,
\[
\int_{\mathbb{R}^3} \, dx \, |\mathcal{H}(x)| \left(1 + |x|^2\right)^{-\frac{s}{2}} \leq C \sup_{x \in \mathbb{R}^3} |\mathcal{H}(x)| \int_{\mathbb{R}^3} \frac{dx}{\left(1 + |x|^2\right)^{\frac{s}{2}}} \leq C_1 \sup_{x \in \mathbb{R}^3} |\mathcal{H}(x)| < \infty \tag{66}
\]
where \(C_i\) are positive real constants.

As a consequence of this remark,

**Proposition 5.1.** Let \(\mathcal{H}(k)\) be a bounded function. It is sufficient that \(\tilde{T}_{\mu\nu}(k)\) is
\[
\tilde{T}_{\mu\nu}(k) = C_{\mu\nu} \mathcal{H}(k) \tag{67}
\]
where \(C_{\mu\nu}\) is a constant tensor so that solution (64) exits.

**Proof.** As before, we will rely on proposition (A.2); By showing that \(\frac{-\ell^2|k|^2}{|k|^2} \tilde{T}_{\mu\nu}\) is a locally integrable function of slow growth, we can confirm that it belongs to \(S'(\mathbb{R}^3)\), and consequently, the inverse of the Fourier transform will exist. Therefore, according to our assumption \(\mathcal{H}(k)\) is bounded; there exists a number \(M > 0\), such that
\[
\sup_{k \in \mathbb{R}^3} |\mathcal{H}(k)| = M. \tag{68}
\]
Thus,
\[
\int_{\mathbb{R}^3} dk \frac{e^{-\ell^2|k|^2}}{|k|^2} \left|\tilde{T}_{\mu\nu}(k)\right| \left(1 + |k|^2\right)^{-\frac{s}{2}} = C_{\mu\nu} \int_{\mathbb{R}^3} dk \frac{|\mathcal{H}(k)|}{|k|^2 \left(1 + |k|^2\right)^{\frac{s}{2}}} e^{-\ell^2|k|^2}
\leq C_{\mu\nu} \sup_{k \in \mathbb{R}^3} |\mathcal{H}(k)| \int_{\mathbb{R}^3} dk \frac{e^{-\ell^2|k|^2}}{|k|^2 \left(1 + |k|^2\right)^{\frac{s}{2}}} \left(1 + |k|^2\right)^{\frac{s}{2}}
\leq C_{(1)\mu\nu} \sup_{k \in \mathbb{R}^3} e^{-\ell^2|k|^2} \left(1 + |k|^2\right)^{\frac{s}{2}} \int_{\mathbb{R}^3} dk \frac{1}{|k|^2 \left(1 + |k|^2\right)^{\frac{s}{2}}}
\leq C_{(2)\mu\nu} \int_0^\infty \frac{dr}{\left(1 + r^2\right)^{s}} < \infty \tag{69}
\]
where \(C_{(i)\mu\nu}\) are constant tensors and the spherical coordinates have been used.

Let us illustrate this proposition with three examples.

**First example**

The simplest example of a bounded Hilbert energy-momentum tensor in Fourier space is
\[
\tilde{T}_{\mu\nu}(k) = m \delta_\mu^0 \delta_\nu^0 \mathcal{H}(k) \quad \text{with} \quad \mathcal{H}(k) = 1 . \tag{70}
\]
Applying the inverse of the Fourier transform in \(S'(\mathbb{R}^3)\), we obtain that the Hilbert energy-momentum tensor for matter \(T_{\mu\nu}(x)\) is
\[
T_{\mu\nu}(x) = m \delta_\mu^0 \delta_\nu^0 \delta(x), \tag{71}
\]
which is the habitual Delta Dirac source. Using (64) with (70), we get
\[
\hat{\Phi}_{00}(x) = \frac{\kappa m}{2\pi} \frac{1}{|x|} \text{Erf} \left[\frac{|x|}{2\ell}\right]. \tag{72}
\]
This result was found in [11].
Second example

We take as another possibility

\[ T_{\mu\nu}(k) = m \delta_\mu^0 \delta_\nu^0 \mathcal{H}(k) \quad \text{with} \quad \mathcal{H}(k) = J_0 \left( \sqrt{k_x^2 + k_y^2} a \right) \] (73)

where \( J_0(x) \) is the Bessel function — bounded function — , \( a \) is a real positive constant, and we assume that \( k^2 = k_x^2 + k_y^2 + k_z^2 \). Applying the inverse of Fourier transform using the cylindrical coordinate\(^{11}\) in \( S'(\mathbb{R}^3) \), we find that

\[ T_{\mu\nu}(x) = \frac{m}{\pi} \delta_\mu^0 \delta_\nu^0 \delta(z) \delta(x^2 + y^2 - a^2) \] (74)

is the Hilbert energy-momentum tensor for a distribution of matter on a ring of radius \( a \). Notice that we have used the following property of Bessel functions

\[ \int_0^\infty dr \, r \, J_\alpha(\beta r) \, J_\alpha(\xi r) = \frac{1}{\xi} \delta(\xi - \beta). \] (75)

Plugging equation (73) into (64) and setting \( z = 0 \), the solution becomes

\[ \hat{\Phi}_{00}(x) = \frac{\kappa m}{2\pi} \int_0^\infty dr \, J_0(ar) \, J_0 \left( \sqrt{x^2 + y^2} \right) \text{Erfc}(\ell r) \] (76)

where \( \text{Erfc}(x) \) is the complementary error function. This result was found in [48].

Third example

Note that proposition (5.1) indicates a sufficiency condition. It may therefore be the case that the Hilbert energy-momentum tensor is described in another way, for instance, by the Dirac delta or the Principal Value \( \mathcal{P} \). A very illustrative example is the following:

\[ \tilde{T}_{\mu\nu}(k) = \mathcal{Y}_{\mu\nu}(k_s) \left( i \mathcal{P} \left[ \frac{1}{k_z} \right] + \pi \delta(k_z) \right) \] (77)

where \( \mathcal{Y}_{\mu\nu} \) is a tensor whose components are bounded functions of the \( s \)-component of the vector \( k_s = (k_x, k_y) \). We choose for convenience that \( \mathcal{Y}_{\mu\nu}(k_s) \) is

\[ \mathcal{Y}_{\mu\nu}(k_s) := -i D_{\mu\nu}^{n} j_{sn} k_s \] (78)

where \( D_{\mu\nu}^{n} \) is a constant tensor, \( j_{sn} \) is an antisymmetric angular tensor, and the Latin indices \( s, n \) are two-dimensional indices of the \( xy \)-plane. Applying the inverse Fourier transform in \( S'(\mathbb{R}^3) \) to (77) with (78) and

\[ D_{\mu\nu}^{n} = \delta_\mu^n \delta_\nu^0, \] (79)

we obtain that

\[ T_{\mu\nu}(x) = -\delta_\mu^0 \delta_\nu^0 j_s^0 \partial_s \delta(x) \delta(y) \theta(z) \] (80)

is the Hilbert energy-momentum tensor for a spinning semi-infinite string. One might be tempted to plug equation (77) into (64) and calculate the inverse of Fourier transform. However, this is not the most optimal way to do it. To compute \( \hat{\Phi}_{\mu\nu}(x) \), we will proceed in the same way it is stated in the appendix of [16].

\(^{11}\)The cylindrical coordinates are: \( x = r \cos(\theta) \), \( y = r \sin(\theta) \) and \( z = z \), and the volume element is \( dx = r dr d\theta dz \).
This method consists of deriving with respect to $z$ the Hilbert energy-momentum tensor $T_{\mu \nu}(x)$ in order to transform the Heaviside theta into a Dirac delta and thus get the solution from the standard point source. Due to its simplicity, we will adapt this idea and apply it within this approach. Therefore, we derive with respect to $z$ equation (80),

$$T'_{\mu \nu}(x) = -\delta^{(\mu}_{(\nu)j_n^s} \partial_s \delta(x)$$

where $'$ denotes the derivative with respect to $z$. Consequently, solution (64) becomes

$$\hat{\Phi}'_{\mu \nu}(y) = -2i\kappa \delta^{(\mu}_{(\nu)j_n^s} F^{-1} \left| k_s e^{-|k|^2} \right|$$

$$= -\frac{\kappa}{2\pi} \delta^{(\mu}_{(\nu)j_n^s} \partial_s \left( \frac{1}{|x|} \text{Erf} \left[ \frac{|x|}{2\ell} \right] \right).$$

Finally, by integrating over $z$, we get

$$\hat{\Phi}_{\mu \nu}(x) = \int_{-\infty}^{z} \text{d}z \hat{\Phi}'_{\mu \nu}(x)$$

$$= \frac{\kappa}{2\pi} \delta^{(\mu}_{(\nu)j_n^s} \left( 1 - \left( 1 + \text{Erf} \left[ \frac{z}{2\ell} \right] \right) e^{-\frac{|x|^2}{4\ell^2}} + \frac{z}{|x|} \text{Erf} \left[ \frac{|x|}{2\ell} \right] \right)$$

where $|x|_{(2)} := \sqrt{x^2 + y^2}$ and we have first derived and then integrated. This result was found in [15].

With this example, it is clear that there may be cases where the Hilbert energy-momentum tensor can be described differently, and still, the solution exists. However, note that $e^{-\ell^2 |k|^2} \tilde{T}_{\mu \nu} \in S'(\mathbb{R}^3)$ is still fulfilled for this case.

To finish these three examples, one would have to obtain $h_{\mu \nu}(x)$ from $\hat{\Phi}_{\mu \nu}(x)$. However, thanks to definition (48) and condition (28), for this particular case it is straightforward, since we can directly relate $\hat{\Phi}_{\mu \nu}(x)$ with $h_{\mu \nu}(x)$, i.e,

$$h_{\mu \nu}(x) = \hat{\Phi}_{\mu \nu}(x) - \frac{1}{2} \eta_{\mu \nu} \hat{\Phi}(x).$$

### 5.2.2 Homogeneous time-dependent case

Let us mention a few words about the homogeneous time-dependent case $\hat{\Phi}_{\mu \nu}(t, x) := \hat{\Phi}_{\mu \nu}(t)$. For this particular case, proposition (4.1) do not affect and equation (50) then simplifies as follows

$$\partial_t^2 (\mathcal{T}(t) * \hat{\Phi}_{\mu \nu})(t) = 2\kappa T_{\mu \nu}(t)$$

where the Hilbert energy-momentum tensor for matter $T_{\mu \nu}(t)$ is supported on $\mathbb{R}^+$. The solution of this integral equation in $S'(\mathbb{R}^+)$ is

$$\hat{\Phi}_{\mu \nu}(t) = -2\kappa F^{-1} \left[ \frac{e^{\ell^2 \omega^2} \tilde{T}_{\mu \nu}}{\omega^2} \right](t)$$

which only exists if, and only if, the inverse of Fourier transform exists in $S'(\mathbb{R}^+)$. Therefore, we need that

$$\frac{e^{\ell^2 \omega^2}}{\omega^2} \tilde{T}_{\mu \nu} \in S'(\mathbb{R}^+).$$
As we have discussed above, not all Hilbert energy-momentum tensors for matter can be used to obtain a solution in \( S'(\mathbb{R}) \), but only those that satisfy the condition (87). However, let us note that this condition might be fulfilled as long as the Hilbert energy-momentum tensor is non-local scale-dependent

\[
\tilde{T}_{\mu\nu}(\omega) \sim e^{-a^2 \omega^2}, \quad \text{with} \quad a \in \mathbb{R}^+ \quad \text{and} \quad a^2 > \ell^2
\]

since, it could cancel the exponential growth. From a mathematical point of view, this source provides a correct solution; however, from a physical point of view, the dependence on the non-local scale parameter in the Hilbert energy-momentum tensor makes us discern that the solution obtained does not belong to IDG. Recall that non-locality is introduced only via form-factors (which depend on \( \ell \)), not modified sources. Thus, the interpretation of the sources with dependence on \( \ell \) is not clear in this physical context. Therefore, following this argument (i.e., sources that may depend on the scale are not considered), the condition is not satisfied since \( \frac{a^2 \omega^2}{\ell^2} T_{\mu\nu} \) is not a tempered distribution. Consequently, the Fourier transform does not exist in \( S'(\mathbb{R}^+) \) and therefore, the solution does not exist in \( S'(\mathbb{R}^+) \) either.

6 Conclusion

In IDG, non-locality is introduced by infinite derivatives encapsulated in forms factors. These form factors are entire functions that do not include any additional zeros in the complex plane, and might be then expressed by formal Taylor series. Handling these infinite series requires controlling their convergence when they act on functions belonging to class \( C^\infty(\mathbb{R}^4) \). Failure to do so could lead to the mistake of working with series that could be infinite.

Throughout this article, we focused only on the ghost-free non-local operator and a very particular theory of linearized gravity in which the Lagrangian density is entirely analytical. In order to avoid working with infinite series, we transformed the infinite-order Lagrangian into a non-local one. We achieved this transformation due to the definition of the non-local operator acting on functions \( C^\infty(\mathbb{R}^4) \) via the inverse Fourier transform in the space of tempered distributions \( S'(\mathbb{R}^4) \).

This way of defining how the non-local operator acts on these functions has two significant consequences. The first consequence is the indetification of the kinematic space \( \mathcal{K} \). As we showed, condition (28) must be satisfied, so that proposition (3.2) holds. Consequently, the non-local operator is only well-defined on a subset of it. The second consequence (derived from the first one) is the structure of these functions. As we proved — propositions (3.3) and (3.4) —, the tensor field \( h_{\mu\nu}(x) \) and its derivatives for which the non-local operator is well-defined are bounded by a polynomial in the static case. Therefore, they are regular in all \( \mathbb{R}^3 \). This fact is of great importance since it indicates that the Riemann tensor — where the second derivatives of \( h_{\mu\nu} \) are involved — will be finite everywhere and, consequently, all the scalar curvature invariants will be finite as well. The latter is an indicator that, under these conditions, there is no problem of spacetime singularities.

Transforming the infinite-order Lagrangian into a non-local one causes that the new variables \( \Phi_{\mu\nu}(x) \) are no longer the gravitational fields \( h_{\mu\nu}(x) \), and their sources are not the Hilbert energy-momentum tensor for matter \( T_{\mu\nu}(x) \) but a scaled tensor \( J_{\mu\nu}(x) \). Consequently, we could find solutions that do not belong to IDG. For this reason, we always need to keep in mind the condition (28) to validate whether the solution belongs to IDG or not. Another consequence of this method is that the equations of motion to be solved are inhomogeneous linear integro-differential equations. According to [38], the general solution of this problem might be then expressed by employing the convolution between the source and the fundamental solution of the operator of the inhomogeneous linear integro-differential equation. However, we observed
that the fundamental solution of this integro-differential operator does not exist in $\mathcal{S}'(\mathbb{R}^4)$, implying that it might not be a locally integrable function of slow growth.

Due to the complexity of the initial value problem, we followed the idea of [40–42] where Euler-Lagrange’s equations are taken as constraints that restrict the kinematic space $\mathcal{K}$ rather than dynamic equations. For simplicity, we worked on the static case and the homogeneous time-dependent case separately. Under this approach, we observed that, for the homogeneous time-dependent case, if the Hilbert energy-momentum tensor were non-local scale-dependent, the solution would exist, since condition (87) could be fulfilled. However, as the non-locality in IDG is introduced by form factors and not by modified sources, we discern that these solutions might belong to it. Therefore, considering the case where the Hilbert energy-momentum tensor does not depend on the non-local scale, the solution may not exist in $\mathcal{S}'$. On the other hand, we showed that, for the static case, we could build solutions in $\mathcal{S}'$ if the Hilbert energy-momentum tensor in the Fourier space is a bounded function. To exemplify it, we discussed three examples.

Finally, let us highlight that this mathematical treatment of non-local operators applies to linearized IDG and full IDG, if one focuses on geometries for which the entire field equations reduce to linear equations. This fact happens, for instance, for the class of almost universal spacetimes [33, 49]. On the other hand, note that not having been able to find a general solution resides in how we defined the non-local operator. This definition limits in excess the type of solution we might have. For this reason, one should study further (for instance, using other definitions) how this operator might act on functions of class $C^\infty(\mathbb{R}^4)$ to keep investigating new solutions for these kinds of theories (see [44, 50] and references therein). Moreover, it would be very challenging to consider how to generalize proposition (3.2) in a covariant way. We will leave it for further investigation.
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**Appendix**

A Space of tempered distributions $\mathcal{S}'$

For completeness of this article, let us specify some definitions and review some concepts of tempered distributions [37–39].

**Definition A.1.** $\mathcal{S}$ is the class of all functions $f \in C^\infty(\mathbb{R}^n)$ such that they decay faster than any power of $|x|^{-1}$. The norm defined in $\mathcal{S}$ is

$$||f||_s = \sup_{|\alpha| \leq s, x \in \mathbb{R}^n} (1 + |x|^2)^{\frac{s}{2}} |D^\alpha f(x)|$$

(89)

with $s \in \mathbb{N}$ and

$$D^\alpha f(x) = \frac{\partial^{|\alpha|} f(x)}{\partial x_1^{\alpha_1} \cdots \partial x_n^{\alpha_n}}$$

(90)
where \( \alpha \) denotes the multi-index notation. This space is known as the space of rapidly diminishing functions or Schwartz space [51].

**Proposition A.1.** Functions belonging to \( S \) are always \( L^p \)-integrable functions, i.e. \( S(\mathbb{R}^n) \subset L^p(\mathbb{R}^n) \).

**Proof.** Let \( f \in S(\mathbb{R}^n) \). For a \( s \geq 0 \), \( |f(x)|(1 + |x|^2)^{\frac{s}{2}} \) is bounded, namely

\[
(1 + |x|^2)^{\frac{s}{2}}|f(x)| \leq \sup_{s \geq 0, x \in \mathbb{R}^n} (1 + |x|^2)^{\frac{s}{2}} |f(x)|.
\]

Therefore,

\[
\int_{\mathbb{R}^n} dx |f(x)|^p = \int_{\mathbb{R}^n} dx \left[(1 + |x|^2)^{\frac{s}{2}}|f(x)|^p \right] (1 + |x|^2)^{-\frac{p}{2}}
\]

\[
\leq \int_{\mathbb{R}^n} dx \left[(1 + |x|^2)^{\frac{s}{2}}|f(x)|^p \right] (1 + |x|^2)^{-\frac{p}{2}}
\]

\[
\leq \left[ \sup_{s \geq 0, x \in \mathbb{R}^n} (1 + |x|^2)^{\frac{s}{2}} |f(x)|^p \right] \int_{\mathbb{R}^n} dx \frac{1}{(1 + |x|^2)^{\frac{p}{2}}}
\]

\[
= C||f||_s^p < \infty
\]

as long as \( s > n \), and \( C \) is a real positive constant. \( \square \)

**Remark A.1.** The gaussian function \( f(x) = e^{-a|x|^2} \) belongs to \( S(\mathbb{R}^n) \).

**Proof.** We know that

\[
D_\alpha^a e^{-a|x|^2} = P_\alpha(x) e^{-a|x|^2}
\]

where \( P_\alpha(x) \) is a polynomial of degree \( \alpha \). Moreover, we know that a polynomial can always be bounded by another polynomial of a higher degree, namely

\[
|P_\alpha(x)| \leq C_1 (1 + |x|^2)^{\frac{s}{2}} \quad \text{with} \quad C_1 \in \mathbb{R}^+
\]

(94) where \( \frac{s}{2} \geq \alpha \). On the other hand, we observe that

\[
e^{-|x|^2} = \sum_{j=0}^{\infty} \frac{|x|^{2j}}{j!} \geq C_2 (1 + |x|^2)^{s} \quad \text{with} \quad C_2 \in \mathbb{R}^+
\]

(95) since all the terms are positive. Consequently,

\[
e^{-|x|^2} \leq C_3 \left[ \frac{1}{(1 + |x|^2)^{s}} \right] = C_3 \left[ \frac{1}{(1 + |x|^2)^{s}} \right] \quad \text{with} \quad C_3 \in \mathbb{R}^+.
\]

(96) Applying definition (A.1), we get

\[
(1 + |x|^2)^{\frac{s}{2}}|f(x)| \leq \sup_{x \in \mathbb{R}^n; \alpha \leq s} (1 + |x|^2)^{\frac{s}{2}} \left| D_\alpha^a e^{-a|x|^2} \right|
\]

\[
\leq \sup_{x \in \mathbb{R}^n; \alpha \leq s} (1 + |x|^2)^{\frac{s}{2}} \left| P_\alpha(x) \right| e^{-a|x|^2}
\]

\[
\leq C_4 \sup_{x \in \mathbb{R}^n; \alpha \leq s} (1 + |x|^2)^{s} \left| e^{-a|x|^2} \right|
\]

\[
\leq C_5 \sup_{x \in \mathbb{R}^n; \alpha \leq s} \frac{(1 + |x|^2)^s}{(1 + |x|^2)^s} = C_5 < \infty
\]

(97) where \( C_4 \) and \( C_5 \) are real positive constants. \( \square \)
Definition A.2. $S'$ is the class of all distributions acting on $S$. This space is known as the space of tempered distributions.

Proposition A.2. Every locally integrable function $f(x)$ of slow growth at infinity i.e.

$$
\int_{\mathbb{R}^n} |f(x)|(1 + |x|^2)^{-\frac{s}{2}} dx < \infty
$$

for a certain $s \geq 0$ defines a regular distribution\(^{12}\) $f$ belonging to $S'$ according to

$$(f, \varphi) := \int_{\mathbb{R}^n} f(x)\varphi(x)dx, \quad \varphi \in \mathcal{S}(\mathbb{R}^n).$$

Proof. Let $\varphi \in \mathcal{S}(\mathbb{R}^n)$. Therefore,

$$
\left| \int_{\mathbb{R}^n} f(x)\varphi(x)dx \right| \leq \int_{\mathbb{R}^n} |f(x)||\varphi(x)|dx = \int_{\mathbb{R}^n} |f(x)|(1 + |x|^2)^{-\frac{s}{2}}|\varphi(x)|(1 + |x|^2)^{\frac{s}{2}} dx
$$

$$
\leq \sup_{x \in \mathbb{R}^n; s \geq 0} (1 + |x|^2)^{\frac{s}{2}} |\varphi(x)| \int_{\mathbb{R}^n} |f(x)|(1 + |x|^2)^{-\frac{s}{2}} dx < \infty.
$$

Because the integral is a linear operator, it implies that (99) is also linear. Let us prove now continuity. Let $\varphi_k$ be a sequence belonging to $\mathcal{S}$ that converges to 0 as $k \to \infty$; therefore, having in mind equation (100), $(f, \varphi_k) \to 0, \forall f$. \qed

Proposition A.3. The class of functions belonging to $\mathcal{S}(\mathbb{R}^n)$ can always be considered as tempered distributions, i.e. $\mathcal{S}(\mathbb{R}^n) \subset \mathcal{S}'(\mathbb{R}^n)$.

Proof. To show this proposition, let us prove first of all that $L^p(\mathbb{R}^n) \subset \mathcal{S}'(\mathbb{R}^n)$. Let $f(x) \in L^p(\mathbb{R}^n)$ and $\varphi(x) \in \mathcal{S}(\mathbb{R}^n)$. Therefore,

$$
|(f, \varphi)| \leq \int_{\mathbb{R}^n} dx |\varphi(x)|(1 + |x|^2)^{\frac{s}{2}}(1 + |x|^2)^{-\frac{s}{2}} |f(x)|
$$

$$
\leq \sup_{x \in \mathbb{R}^n; s \geq 0} (1 + |x|^2)^{\frac{s}{2}} |\varphi(x)| \int_{\mathbb{R}^n} dx \frac{|f(x)|}{(1 + |x|^2)^{\frac{s}{2}}}.
$$

As we know that $f(x) \in L^p(\mathbb{R}^n)$ and $1/(1 + |x|^2)^{\frac{s}{2}} \in L^p(\mathbb{R}^n)$, we can use Hölder’s inequality to get

$$
|(f, \varphi)| \leq \sup_{x \in \mathbb{R}^n; s \geq 0} (1 + |x|^2)^{\frac{s}{2}} |\varphi(x)| \left( \int_{\mathbb{R}^n} dx |f(x)|^p \right)^{\frac{1}{p}} \left( \int_{\mathbb{R}^n} dx \left| \frac{1}{(1 + |x|^2)^{\frac{s}{2}}} \right|^q \right)^{\frac{1}{q}} < \infty.
$$

Linearity is clear since the integral is a linear operator. Let us prove now continuity. Let $\varphi_k$ be a sequence belonging to $\mathcal{S}$ that converges to 0 as $k \to \infty$; therefore, having in mind equation (102), $(f, \varphi_k) \to 0, \forall f$. Now, invoking proposition (A.1), we can confirm that $\mathcal{S}(\mathbb{R}^n) \subset \mathcal{S}'(\mathbb{R}^n)$. \qed

Definition A.3. We denote the Fourier transform and the inverse as

$$
\hat{g}(k) = \mathcal{F}[g](k) = \int_{\mathbb{R}^n} dx g(x)e^{-ik \cdot x} \quad \text{and} \quad g(x) = \mathcal{F}^{-1}[\hat{g}](x) = \frac{1}{(2\pi)^n} \int_{\mathbb{R}^n} dk \hat{g}(k)e^{ik \cdot x}.
$$

\(^{12}\)A regular distribution is a distribution that is generated by a function $f(x)$ locally integrable in $\mathbb{R}^n$. On the other hand, a singular distribution cannot be identified with any locally integrable function. The most common examples of singular distribution are the Dirac Delta $\delta(x)$ and the principal value of $1/x$. 
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**Proposition A.4.** The Fourier transform and the inverse always exist in \( S(\mathbb{R}^n) \).

**Proof.** Let \( g(x) \in S(\mathbb{R}^n) \). Therefore, because of \( S(\mathbb{R}^n) \subset L^p(\mathbb{R}^n) \),

\[
|\mathcal{F}[g](k)| = \left| \int_{\mathbb{R}^n} dx \, g(x)e^{-ik \cdot x} \right| \leq \int_{\mathbb{R}^n} dx \, |g(x)e^{-ik \cdot x}| \leq \int_{\mathbb{R}^n} dx \, |g(x)| < \infty.
\]

(104)

For the inverse, the proof is equivalent. \( \square \)

**Definition A.4.** Taking into account that the Fourier transform is a linear and continuous map from \( S \) to \( S \) [38], we define the Fourier transform and the inverse for any distribution of the slow growth \( g \in S'(\mathbb{R}^n) \) as

\[
(\mathcal{F}[g], \varphi) := (g, \mathcal{F}[\varphi]) \quad \text{and} \quad (\mathcal{F}^{-1}[g], \varphi) := (g, \mathcal{F}^{-1}[\varphi]) \quad \forall \varphi \in S(\mathbb{R}^n).
\]

(105)

**Definition A.5.** Let \( f \in S'(\mathbb{R}^n) \) and \( g \in S(\mathbb{R}^n) \). We define the convolution between them as

\[
(f \ast g, \varphi) := (f, \psi \ast \varphi), \quad \forall \varphi \in S(\mathbb{R}^n)
\]

(106)

where \( \psi(x) := g(-x) \) and we have used the fact that, if \( \psi, \varphi \in S \), then \( \psi \ast \varphi \in S \) [37].

Let us verify that this definition is proper, that is to say, the right-hand side of (106) defines a continuous linear functional on \( S' \).

**Proposition A.5.** Let \( f \in S'(\mathbb{R}^n) \) and \( g \in S(\mathbb{R}^n) \). The convolution \( f \ast g \in S'(\mathbb{R}^n) \).

**Proof.** Let \( \varphi, \phi \in S(\mathbb{R}^n) \) and \( a, b \in \mathbb{R} \). The linearity is clear because

\[
(f, \psi \ast (a \varphi + b \phi)) = a(f, \psi \ast \varphi) + b(f, \psi \ast \phi) = a(f \ast g, \varphi) + b(f \ast g, \phi)
\]

(107)

where we have used that the convolution between functions is linear and the fact that \( f \) is a distribution. For continuity, first of all, we invoke the Schwartz’s theorem [38],

\[
| (f, \psi \ast \varphi) | \leq C ||\psi \ast \varphi||_s = C \sup_{x \in \mathbb{R}^n; |\alpha| \leq s} (1 + |x|^2)^{\frac{\alpha}{2}} |D^\alpha(\psi \ast \varphi)(x)|
\]

\[
\leq C \sup_{x \in \mathbb{R}^n; |\alpha| \leq s} (1 + |x|^2)^{\frac{\alpha}{2}} |D^\alpha(\psi)(y)|
\]

\[
\leq C \sup_{x \in \mathbb{R}^n; |\alpha| \leq s} \int_{\mathbb{R}^n} dy \, (1 + |x|^2)^{\frac{\alpha}{2}} |D^\alpha(\psi)(y)||\varphi(x-y)|
\]

\[
= C \sup_{x \in \mathbb{R}^n; |\alpha| \leq s} |\varphi(z)| \int_{\mathbb{R}^n} dy \, (1 + |z|^2)^{\frac{\alpha}{2}} |D^\alpha(\psi)(y)|
\]

\[
\leq C_1 \sup_{x \in \mathbb{R}^n; |\alpha| \leq s} |\varphi(z)| \int_{\mathbb{R}^n} dy \, (1 + |z|^2)^{\frac{\alpha}{2}} |D^\alpha(\psi)(y)|
\]

\[
= C_1 \sup_{x \in \mathbb{R}^n; |\alpha| \leq s} |\varphi(z)| \int_{\mathbb{R}^n} dy \, |D^\alpha(\psi)(y)|
\]
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\[ = C_2 \sup_{z \in \mathbb{R}^n; |a| \leq s} (1 + |z|^2)^s |\varphi(z)| + C_3 \sup_{z \in \mathbb{R}^n; |a| \leq s} |\varphi(z)| \] (108)

where \( C_i \in \mathbb{R}^+ \) and, in the last step, we have used proposition (A.1). Now, let us prove continuity. Let \( \varphi_k \) be a sequence belonging to \( S \) that converges to 0 as \( k \to \infty \); therefore, having in mind equation (108), \( (f, \psi * \varphi_k) \to 0, \forall f. \)

**Proposition A.6.** The Fourier transform and the inverse are continuous and linear operations from \( S' \) to \( S' \).

**Proof.** Let \( g \in S'(\mathbb{R}^n), \varphi, \phi \in S(\mathbb{R}^n) \) and \( a, b \in \mathbb{R} \). The linearity is evident since
\[
(F[g], a\phi + b\varphi) = (g, F[a\phi + b\varphi]) = a(g, F[\phi]) + b(g, F[\varphi]) = a(F[g], \phi) + b(F[g], \varphi)
\] (109)

where we have used the Fourier transform in \( S \) is linear and the fact that \( g \) is a distribution. Let us prove now continuity. Let \( g \) a continuous tempered distribution in the sense that it exists a sequence \( g_k \) belonging to \( S' \) that converges to \( g \) as \( k \to \infty \). Therefore,
\[
\lim_{k \to \infty} (F[g_k], \varphi) = \lim_{k \to \infty} (g_k, F[\varphi]) = (g, F[\varphi]) = (F[g], \varphi),
\]

namely
\[
\lim_{k \to \infty} F[g_k] = F[g].
\] (111)

For the inverse, the proof is equivalent. \( \square \)

**Proposition A.7.** Let \( f \in S'(\mathbb{R}^n) \) and \( g \in S(\mathbb{R}^n) \). Then,
\[
F[f * g] = F[f] \cdot F[g] \in S'.
\] (112)

**Proof.** Let \( \varphi \in S(\mathbb{R}^n) \). According to proposition (A.5), \( f * g \in S' \). Moreover, because of proposition (A.6), the Fourier transform of the convolution belongs to \( S'(\mathbb{R}^n) \). Therefore, using (A.4) and (A.5), we get
\[
(F[f * g], \varphi) = (f * g, F[\varphi]) = (f, \psi * F[\varphi])
\] (113)

where \( \psi(x) := g(-x) \). Using the fact that \( F^{-1}[F[f]] = f \in S' \), equation (113) becomes
\[
(f, \psi * F[\varphi]) = (F[f], F^{-1}[\psi * F[\varphi]]) = (F[f], (2\pi)^n F^{-1}[\psi] \varphi)
\] (114)

where we have used the property
\[
F^{-1} [\phi * \varphi] = (2\pi)^n F^{-1} [\phi] F^{-1} [\varphi] \quad \varphi, \phi \in S(\mathbb{R}^n).
\] (115)

Finally, having in mind that
\[
F^{-1} [\psi] = \frac{1}{(2\pi)^n} F[\psi(-x)],
\] (116)

we get
\[
(F[f * g], \varphi) = (F[f], F[g] \varphi) = (F[f] F[g], \varphi)
\] (117)

where the last step we have used proposition (A.3). Equivalently,
\[
F[f * g] = F[f] F[g] \quad \forall \varphi.
\] (118)

\( \square \)
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