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ABSTRACT

Mechanical ventilation is a lifesaving tool and provides organ support for patients with respiratory failure. However, injurious ventilation due to inappropriate delivery of high tidal volume can initiate or potentiate lung injury. This could lead to acute respiratory distress syndrome, longer duration of mechanical ventilation, ventilator associated conditions and finally increased mortality.

In this study, we explore the viability and compare machine learning methods to generate personalized predictive alerts indicating violation of the safe tidal volume per ideal body weight (IBW) threshold that is accepted as the upper limit for lung protective ventilation (LPV), prior to application to patients. We process streams of patient respiratory data recorded per minute from ventilators in an intensive care unit and apply several state-of-the-art time series prediction methods to forecast the behavior of the tidal volume metric per patient, 1 hour ahead.

Our results show that boosted regression delivers better predictive accuracy than other methods that we investigated and requires relatively short execution times. Long short-term memory neural networks can deliver similar levels of accuracy but only after much longer periods of data acquisition, further extended by several hours computing time to train the algorithm. Utilizing Artificial Intelligence, we have developed a personalized clinical decision support tool that can predict tidal volume behavior within 10% accuracy and compare alerts recorded from a real world system to highlight that our models would have predicted violations 1 hour ahead and can therefore conclude that the algorithms can provide clinical decision support.

1. Introduction

Mechanical ventilation to support patients with respiratory failure is one of the primary interventions in Intensive Care Units (ICU) globally. The projected US national estimates for mechanical ventilation suggest 790,257 hospitalizations of adult patients involving mechanical ventilation in 2005 with an estimated national cost of $27 billion accounting for 12% of all hospital costs [1]. In England, Wales and Northern Ireland during 2012, 44.5% of adult patients admitted to ICUs were mechanically ventilated and this equated to 116,000 cases [2].

Despite its undisputed role as a lifesaving organ support tool, injurious mechanical ventilation has been shown to both initiate and potentiate lung injury [3–5]. Injurious ventilation leads to lung injury secondary to excessive lung stress and strain due to both volume and pressure related factors. The harm from high tidal volume has been clearly demonstrated in the pivotal lung protective ventilation (LPV) trial from ARDSNet investigators that has established the role of LPV by using low tidal volume and appropriate use of positive end expiratory pressure in patients with acute respiratory distress syndrome (ARDS) [6]. There is accumulating supportive evidence for the use of LPV to prevent development of lung injury in all patients. A meta-analysis comparing LPV with conventional ventilation demonstrated a reduced incidence of lung injury as well as lower mortality in non-ARDS patients [7]. Similarly, a 28% reduction is seen in the occurrence of ARDS with an associated increase in ICU free days, hospital free days and mortality benefit [8]. Current data suggest clear harm of tidal volume > 10ml/kg
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body weight with various systematic reviews suggesting a lower tidal volume to be associated with better clinical outcomes.

Development of significant deterioration secondary to worsening ARDS, or the development of ARDS, is characterised by a reduction in lung compliance [9]. A clinical decision support tool (CDS) which is efficient at determining breaches in thresholds of tidal volume for a set pressure will also be able to detect improvement in lung compliance. Seamless integration of a CDS that promotes compliance with LPV leading to early detection of physiological improvement to facilitate early implementation and support of ventilator weaning is crucial during periods of unprecedented pressure on critical care services such as the COVID-19 pandemic. LPV is essential to prevent further lung injury in patients with severe COVID-19 related respiratory failure while aggressive weaning is essential to reducing the duration of mechanical ventilation, currently a median of 17 days, to allow better utilisation of ventilatory resources [10,11].

Despite robust evidence, LPV is still poorly implemented with a third of patients receiving injurious ventilation [12]. A recent multicentre observational study has confirmed ongoing poor adherence to LPV, at 50% which further reduces to 15% if ARDS is unrecognised [13]. While previous studies of CDS include displaying safe thresholds for LPV at time of ventilator set up [14], change of ventilator parameters [15], or even default set ups [16], these solutions do not consider the mode of ventilation, provide decision support to detect a developing condition such as ARDS and ignore the potential changes in physiology between the ventilator interactions. The lack of current methods in improving practice provides further support to the use of automated systems to both diagnose and to use a physician independent alert system to change practice [17].

Intensive care units routinely collect vast volumes of physiological data on their patients. Prior research has shown that these streams have very valuable information buried in them. This trend started in the 1950s at the University of Southern California when physicians realized that the critically ill may have substantially better chances of survival when minute to minute monitoring of vital signs are available [18]. Research in the intervening years has delivered metrics and protocols which are now routinely used in the ICU [19]. In pioneering work, McGregor demonstrated the viability of monitoring physiological parameters to detect sleep apnea in neo-natal ICU [20,21].

Artificial Intelligence (AI) has shown promise in various fields and has potential in the field of ICU, which is a data-rich environment [22,23]. Multiple studies in the areas of ECG analysis, delirium detection, sedation and identification of septic patients have highlighted the potential superiority of AI over routine clinical decision making [24]. In the field of mechanical ventilation, a treatment policy developed using AI techniques was shown to predict extubation readiness [23]. Similar benefit using clinical decision support tool has demonstrated in the management of patients with sepsis and detection of renal impairment [25,26]. Further, artificial intelligence has been proven to aid in the prediction of mortality and outcomes in ICUs [27–29].

It is the essential that alerts are clinically relevant and studies have suggested artefact related alert rates of 30% [31]. Multiple false alerts could lead to alarm fatigue and clinical inattention [15,32], increased response time [33] and there is evidence that clinicians over ride rate is could lead to alarm fatigue and clinical inattention [16,32], increased management of patients with sepsis and detection of renal impairment [23,24]. Both diagnose and to use a physician independent alert system to change even default set ups [16], these solutions do not consider the mode of ventilation, currently a median of 17 days, to allow better utilisation of ventilatory resources [10,11].

In previous work we introduced the VILIAlert system [38], a quality improvement project, presenting an analysis of the performance of the database systems which underpin the collection of streams of patient respiratory data. The data was collected in the Regional Intensive Care Unit (RICU), Royal Victoria Hospital, Belfast over a three year period. RICU is the regional medical surgical ICU and the regional trauma centre. Hence the data and trends observed will be generalisable and representative of most ICUs. VILIAlert monitors patients in real-time by continuously computing a set of metrics from the received streams of ventilation data. Mathematical kernels process the data streams to allow patients to be monitored against the thresholds for lung protective ventilation (LPV). When a threshold is violated consistently (which we defined initially as a period of 60 min), an alarm is immediately raised and sent by SMS message to clinical staff. The aim of the VILIAlert system is to give the clinician an opportunity to intervene early and mitigate the potential damage of over ventilation.

In this paper we turn our attention to the challenge of predicting violations of the LPV thresholds based on the time series of patient readings from the ventilator. By adding this to the VILIAlert system we can send an alert to a clinician before potential damage from over ventilation starts to occur. We operated the VILIAlert system for nearly three years, recording in excess of four million per minute tidal volume readings for almost one thousand patients. We define the LPV violation threshold to be tidal volume per ideal body weight (IBW) greater than 8 ml/kg IBW. We employ a pipeline of well-known methods, including ensemble methods built on decision trees and the long short-term memory (LSTM) form of neural networks, the details of which are comprehensively described already in the literature and for which software in the Python language is available. These newer methods based on supervised learning have proven to be superior to the older ARIMA models [40].

The tidal volume data set for each patient is a set of N discrete observations \( V_i \) recorded at per minute intervals \( t_j, j \in \{1, \ldots, N\} \). N ranges from several hours to many days. We divide each calendar day into 96 periods of 15 min duration and average the recorded tidal volumes within each period, in line with previous work in the field [41]. This smooths out random fluctuations in the data due to the phenomena of a patient taking random deep breaths or moving in the bed. We denote these averaged readings by \( \overline{V} \). Following Friedmann [42], we may state the problem as follows. Output variable \( \overline{V} \), dependent on a vector of n input variables \( x = x_1, x_2, x_3, \ldots, x_n \) through some function, \( F(x) \), the form of which is unknown. This function represents the behavior of the respiratory system of the patient. However, we have a set of m observations, each of which associates one input vector \( x_i \) with one output, \( F(x) \).

This set of observations forms our training set from which we seek to find an approximation, \( F(x) \) to the true function \( F(x) \).
Fig. 1. Flow Diagram highlighting the process and methodology used as described in 2 for the prediction of tidal volume.
Table 1: Comparison of regressor methods for prediction for patients tidal volume metric one time step ahead. The elapsed time for each computation is reported in the format hh:mm:ss.

| Patient | No. data points | Adaboost RMSE | Adaboost Time | RandomForest RMSE | RandomForest Time | Bagging RMSE | Bagging Time | ExtraTrees RMSE | ExtraTrees Time | GradientBoosting RMSE | GradientBoosting Time |
|---------|-----------------|---------------|---------------|-------------------|------------------|--------------|--------------|-----------------|-----------------|---------------------|---------------------|
| 1       | 517             | 0.69          | 00:02:31      | 0.68              | 00:08:54         | 0.70         | 00:08:43     | 0.68            | 00:03:10        | 0.84                | 00:01:00           |
| 2       | 150             | 1.05          | 00:00:10      | 1.03              | 00:00:16         | 1.03         | 00:00:14     | 1.05            | 00:00:09        | 1.23                | 00:00:04           |
| 3       | 1358            | 0.38          | 00:20:17      | 0.38              | 02:12:15         | 0.38         | 02:03:59     | 0.36            | 00:22:36        | 0.39                | 00:06:19           |
| 4       | 40              | 1.05          | 00:00:00      | 0.99              | 00:00:00         | 1.02         | 00:00:00     | 1.00            | 00:00:00        | 0.95                | 00:00:00           |
| 5       | 162             | 0.34          | 00:00:09      | 0.32              | 00:00:16         | 0.32         | 00:00:16     | 0.34            | 00:00:10        | 0.41                | 00:00:04           |
| 6       | 178             | 1.38          | 00:00:38      | 1.28              | 00:00:26         | 1.35         | 00:00:22     | 1.39            | 00:00:14        | 1.32                | 00:00:06           |
| 7       | 1153            | 0.62          | 00:15:09      | 0.63              | 00:38:59         | 0.62         | 00:38:04     | 0.62            | 00:13:09        | 0.61                | 00:05:38           |
| 8       | 1245            | 0.83          | 00:17:48      | 0.84              | 00:42:29         | 0.84         | 00:40:11     | 0.84            | 00:14:50        | 0.91                | 00:06:44           |
| 9       | 1501            | 0.32          | 00:24:37      | 0.32              | 00:59:46         | 0.31         | 00:57:41     | 0.31            | 00:20:15        | 0.38                | 00:08:32           |
| 10      | 167             | 1.66          | 00:00:10      | 1.13              | 00:00:22         | 1.14         | 00:00:26     | 1.22            | 00:00:12        | 1.13                | 00:00:05           |
| 11      | 133             | 0.60          | 00:00:06      | 0.65              | 00:00:09         | 0.62         | 00:00:11     | 0.57            | 00:00:08        | 0.67                | 00:00:04           |
| 12      | 2682            | 0.78          | 01:11:55      | 0.75              | 03:14:42         | 0.75         | 03:15:09     | 0.73            | 01:05:27        | 0.98                | 00:26:27           |
| 13      | 2530            | 0.94          | 01:03:41      | 0.94              | 02:49:55         | 0.93         | 02:49:01     | 0.90            | 00:58:58        | 1.02                | 00:26:32           |
| 14      | 2107            | 0.18          | 00:46:23      | 0.13              | 01:26:02         | 0.14         | 01:23:10     | 0.19            | 00:37:10        | 0.50                | 00:18:42           |
| 15      | 757             | 0.84          | 00:06:32      | 0.85              | 00:11:42         | 0.85         | 00:11:42     | 0.86            | 00:05:13        | 0.87                | 00:02:30           |
| 16      | 1103            | 0.72          | 00:13:38      | 0.68              | 00:30:43         | 0.68         | 00:28:53     | 0.67            | 00:11:28        | 0.77                | 00:05:04           |
| 17      | 795             | 0.39          | 00:06:48      | 0.40              | 00:12:53         | 0.40         | 00:12:51     | 0.40            | 00:05:43        | 0.42                | 00:02:41           |
| 18      | 853             | 0.69          | 00:07:36      | 0.68              | 00:18:59         | 0.67         | 00:18:36     | 0.66            | 00:07:17        | 0.74                | 00:03:08           |
| 19      | 349             | 0.47          | 00:01:36      | 0.46              | 00:01:51         | 0.47         | 00:01:59     | 0.45            | 00:01:02        | 0.45                | 00:00:29           |
| 20      | 545             | 0.64          | 00:03:09      | 0.61              | 00:06:03         | 0.62         | 00:06:03     | 0.54            | 00:02:55        | 0.75                | 00:01:19           |
| 21      | 205             | 1.84          | 00:00:46      | 1.85              | 00:00:35         | 1.82         | 00:00:32     | 2.01            | 00:00:18        | 2.02                | 00:00:08           |
| 22      | 4202            | 0.95          | 03:17:11      | 0.94              | 09:43:39         | 0.94         | 09:47:20     | 0.93            | 02:59:15        | 0.98                | 01:20:19           |
| Mean±sd | 0.79±0.42       | 0.75±0.38     | 0.81±0.41     | 0.76±0.41        | 0.83±0.38       |              |              |                 |                 |                     |                     |

Fig. 2. Tidal volume per kg of predicted body weight for patient 12 raw data in blue. The red points represent the smoothed data from 15 min bins.
2.1. Regression models

We studied five different regression tree approximations, including bagging and boosting approaches which combine simpler decision trees in various ways to obtain the most accurate predictions. In the bootstrap aggregation approach, also known as bagging, we explore the Bagging, ExtraTrees and RandomForest methods. The alternative boosting approach is covered with the AdaBoost and GradientBoosting methods. For each of the methods we utilised the tsfresh software toolkit [43], to extract the features used as input into the models.

2.2. LSTM neural networks

As an alternative to using regression methods, we investigated the use of long short-term memory neural networks (LSTM), using the Keras and Tensorflow libraries [44]. The LSTM form of the recurrent neural network architecture is quite complex relative to the original Elman form [45] of the RNN and this enables LSTMs to store information over longer periods, an ideal attribute for modelling time series. Instead of working with the feature vectors derived from the time series, in this approach we work directly with the time bins and the observed values \( y \).

Gorr [46] argued that machine learning methods do not require pre-processing of the observed data to achieve stationarity of both the mean and the variance. This is the approach that we therefore follow however we note that there is a contrary view expressed by some authors [47].

The key parameters which distinguish one neural network model from another in our work are: the number of layers and the shape of the input and the output layers.

We investigated two models which used different numbers of intermediate layers. The first and last layers are dense layers identical in each model and exist to accommodate the input and the output. The intermediate layers distinguishing the models are as follows: ModelNeuralA has one LSTM layer and ModelNeuralB has three LSTM layers, with a 20% dropout layer between the second and third layers to avoid overfitting.

Each LSTM layer in our model has 50 nodes; this was chosen as 2.5 times the number of input neurons a figure that we believe to be representative of the patient’s recent breathing history. We trained both models using 70% of the available data and then made predictions for the remaining 30% of the data. We trained the models for 500 epochs and for both models we performed computations using the direct forecasting method [48] where we used 20 input points for forecast 4 steps ahead. Our network used the activation function \( \text{relu} \), the rectified linear unit and the optimizer used was \( \text{adam} \). The rectified linear activation function is a piecewise linear function that will output the input directly if is positive, otherwise, it will output zero. It is commonly used because it is easy to compute relative to other activation functions [49, 50]. For ModelNeuralA the above choices created a network with 10,604 trainable parameters and for ModelNeuralB there was a total of 51,004 trainable parameters.

All analysis for this work was carried out using the Python programming language and for each method calculated the root mean square of the absolute error (RMSE) between the observed values at a time point and the values predicted for the time point an interval ahead.

Table 2

Comparison of the RMSE of five regressor methods for prediction of patient 1 up to four timesteps ahead.

| Regressor     | T+2  | T+3  | T+4  |
|---------------|------|------|------|
| AdaBoost      | 0.69 | 0.71 | 0.73 |
| RandomForest  | 0.66 | 0.68 | 0.71 |
| Bagging       | 0.66 | 0.67 | 0.70 |
| ExtraTrees    | 0.64 | 0.69 | 0.71 |
| GradientBoosting | 0.82 | 0.83 | 0.83 |
| Mean±sd       | 0.69±0.07 | 0.72±0.07 | 0.74±0.05 |

Fig. 3. Computation time taken against the number of data points per patient for each of the 5 regressors predicting 1 time step ahead.
Fig. 4. Comparison of tidal volume per kg of predicted body weight for patient 1 predicting one and four time steps ahead shown in Fig. 4a and b. And 4c showing the prediction of patient 12 from cohort 2 four time steps ahead. Raw data in blue, predicted values in green.

(a) Tidal volume per kg of predicted body weight for patient 1 in blue. The line in green is the prediction one time bin ahead (15 minutes) using the AdaBoost regression technique.

(b) Tidal volume per kg of predicted body weight for patient 1 in blue. The line in green is the prediction four time bins ahead (60 minutes) using the AdaBoost regression technique.

(c) Tidal volume per kg of predicted body weight for patient 12 in blue. The line in green is the prediction four time bins ahead (60 minutes) using the AdaBoost regression technique.
We used RMSE [51], a commonly used tool in regression analysis, to quantify the accuracy of our predictions for each patient. RMSE is sometimes criticized as being sensitive to outliers, but we see this property as valuable in clinical application work since it flags more significant differences between the predicted and the actual patient readings when they occur [52]. Fig. 1 shows the process of our work.

3. Results

From our selection of 22 patients that represent a coverage of the profiles seen we were able to identify two cohorts representing the two most frequently used modes of ventilation. From visual analysis we identified cohort 1 to mimic controlled followed by support mode of ventilation and cohort 2 to be pure support mode. While patients can show any combination of controlled and support modes and can even move from one to the other more than once as demanded by disease progression, clinical need etc., we will stick to just two patterns, controlled followed by support or just support alone. Patients 1 to 11 represent cohort 1 and patients 12 to 22 labelled as cohort 2.

3.1. Smoothing raw time series

As discussed in Section 2 we apply smoothing to our raw data in order to extract the true trends in the patients tidal volume. As described we take averaged 15 min bins as our patient data going forward. Fig. 2 shows how smoothing the data can remove the large anomaly and variation in the data that would potentially throw off our predictive models but still captures the overall trend of the patients data.

3.2. Evaluating an optimal regression forecasting method

Initially we investigated predicting one 15 min time step ahead for each of the patients. For each point in each of the time series, we extracted feature vectors using all preceding points and then used the
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Fig. 5. One of the ten regression trees generated by the AdaBoost kernel for patient 1. Refer to Table 6 in appendix for feature explanations.

Table 3
Predicting 4 time steps ahead using AdaBoost Regression for all 22 patients.

| Patient | No. Data points | RMSE | Time |
|---------|-----------------|------|------|
| 1       | 517             | 0.74 | 00:01:08 |
| 2       | 150             | 1.29 | 00:00:05 |
| 3       | 1358            | 0.37 | 00:07:18 |
| 4       | 40              | 1.10 | 00:00:00 |
| 5       | 162             | 0.49 | 00:00:06 |
| 6       | 178             | 1.43 | 00:00:08 |
| 7       | 1153            | 0.65 | 00:05:20 |
| 8       | 1245            | 0.91 | 00:06:22 |
| 9       | 1501            | 0.37 | 00:08:59 |
| 10      | 167             | 1.11 | 00:00:07 |
| 11      | 133             | 0.66 | 00:00:05 |
| 12      | 2682            | 1.02 | 00:33:30 |
| 13      | 2530            | 1.04 | 00:28:40 |
| 14      | 2107            | 0.65 | 00:19:30 |
| 15      | 757             | 0.87 | 00:02:36 |
| 16      | 1103            | 0.82 | 00:05:08 |
| 17      | 795             | 0.42 | 00:02:43 |
| 18      | 853             | 0.79 | 00:03:05 |
| 19      | 349             | 0.50 | 00:00:30 |
| 20      | 545             | 0.72 | 00:01:14 |
| 21      | 205             | 2.32 | 00:00:11 |
| 22      | 4202            | 0.99 | 01:21:26 |
| Mean±sd |                 | 0.88±0.43 |

Table 4
Predicting 4 time steps ahead using both LSTM models for all 22 patients.

| Patient | No. Data points | ModelNeuralA | Time | RMSE | ModelNeuralB | Time |
|---------|-----------------|--------------|------|------|--------------|------|
| 1       | 517             | 4.97         | 00:00:39 | 2.74 | 00:21:57 |
| 2       | 150             | 2.24         | 00:00:12 | 1.90 | 00:05:59 |
| 3       | 1358            | 0.64         | 00:01:38 | 0.66 | 01:02:21 |
| 4       | 40              | –            | –     | –   | –            | –    |
| 5       | 162             | 0.97         | 00:00:13 | 1.24 | 00:06:22 |
| 6       | 178             | 1.83         | 00:00:14 | 2.18 | 00:08:18 |
| 7       | 1153            | 1.00         | 00:01:25 | 1.03 | 00:55:41 |
| 8       | 1245            | 1.26         | 00:01:32 | 1.70 | 00:56:49 |
| 9       | 1501            | 0.94         | 00:01:43 | 0.79 | 01:06:49 |
| 10      | 167             | 2.14         | 00:00:13 | 2.25 | 00:06:30 |
| 11      | 133             | 1.10         | 00:00:11 | 0.87 | 00:06:23 |
| 12      | 2682            | 1.44         | 00:03:15 | 1.54 | 01:41:25 |
| 13      | 2530            | 2.30         | 00:03:06 | 2.57 | 01:39:36 |
| 14      | 2107            | 1.08         | 00:02:33 | 1.19 | 01:22:38 |
| 15      | 757             | 1.40         | 00:00:55 | 1.34 | 00:37:56 |
| 16      | 1103            | 1.62         | 00:01:21 | 1.52 | 00:51:35 |
| 17      | 795             | 0.74         | 00:01:00 | 1.08 | 00:39:35 |
| 18      | 853             | 0.99         | 00:01:02 | 0.98 | 00:38:59 |
| 19      | 349             | 0.50         | 00:00:25 | 0.47 | 00:17:16 |
| 20      | 545             | 1.69         | 00:00:39 | 1.68 | 00:27:44 |
| 21      | 205             | 4.60         | 00:00:16 | 5.03 | 00:10:52 |
| 22      | 4202            | 1.37         | 00:04:41 | 1.41 | 02:24:30 |
| Mean±sd |                 | 1.66±1.16   | 1.64±0.99 |

Fig. 1. The process of our work.
Table 5
Prediction of Alerts: Table 5a shows the total number of alerts with TP and FN reported for AdaBoost and LSTM. Table 5b reports the accuracy using AdaBoost regression for all 22 patients.

(a) Prediction of Alerts. Total being the total number of alerts generated, TP giving the true positives and FN stating the false negatives.

| Patient | Total | TP  | FN  |
|---------|-------|-----|-----|
| 1       | 84    | 81  | 3   |
| 2       | 25    | 23  | 2   |
| 3       | 0     | 0   | 0   |
| 4       | 2     | 1   | 1   |
| 5       | 3     | 2   | 1   |
| 6       | 11    | 3   | 8   |
| 7       | 0     | 0   | 0   |
| 8       | 167   | 142 | 25  |
| 9       | 64    | 44  | 20  |
| 10      | 7     | 3   | 4   |
| 11      | 13    | 8   | 5   |
| 12      | 430   | 382 | 48  |
| 13      | 627   | 627 | 0   |
| 14      | 79    | 55  | 44  |
| 15      | 3     | 0   | 3   |
| 16      | 42    | 25  | 17  |
| 17      | 0     | 0   | 0   |
| 18      | 50    | 18  | 32  |
| 19      | 0     | 0   | 0   |
| 20      | 32    | 27  | 5   |
| 21      | 48    | 48  | 0   |
| 22      | 47    | 17  | 30  |

(b) The accuracy of predicted alerts for all patients using AdaBoost Regression.

| Patient | Accuracy |
|---------|----------|
| 1       | 0.96     |
| 2       | 0.92     |
| 3       | 1.00     |
| 4       | 0.50     |
| 5       | 0.67     |
| 6       | 0.27     |
| 7       | 1.00     |
| 8       | 0.85     |
| 9       | 0.69     |
| 10      | 0.43     |
| 11      | 0.62     |
| 12      | 0.89     |
| 13      | 1.00     |
| 14      | 0.44     |
| 15      | 0.00     |
| 16      | 0.59     |
| 17      | 1.00     |
| 18      | 0.36     |
| 19      | 1.00     |
| 20      | 0.84     |
| 21      | 1.00     |
| 22      | 0.36     |

Table 1 shows that for patient 1 the GradientBoosting method yields a relatively poorer result than others with an RMSE of 0.84 whereas the other four regressors yield similar values of RMSE lying in the range [0.68, 0.70]. This is consistent across our experiments with 17 out of the 22 patients yielding a higher RMSE when predicting with a GradientBoosting regressor. We can further distinguish among the regressors by taking the computational performance into consideration. Across all patients, GradientBoosting yields the quickest compute time of all five regressors, where RandomForest and Bagging have significantly higher compute times. Fig. 3 highlights how the computation time increases as the number of data points increases for each of the five methods. AdaBoost and ExtraTrees regressors give the best trade-off between RMSE and computational time, having an RMSE of 0.69 and 0.68, and taking only 02:31 and 03:10 (mm:ss) for patient 1 respectively. We further report that AdaBoost has the smaller RMSE range [0.18,1.84] compared to that of ExtraTrees [0.19,2.01].

We next investigated predicting up to four time steps ahead. One might at first expect that the further into the future one predicts then the larger the RMSE would be. However the change in RMSE is in the second decimal place, for all five methods in Table 2 as we move from predicting two to predicting four time steps ahead, for patient 1. The RandomForest method had an RMSE of 0.66 predicting two steps ahead, and 0.71 for four steps ahead. Similarly for AdaBoost, the change is from 0.69 to 0.73. This difference is further highlighted in Fig. 4a and b, presenting the raw data for patient 1, in blue and the predictions one time step and four time steps ahead in green. Further, Fig. 4c presents patient 12, from cohort 2, predicting 4 time steps ahead. The computational time was independent of the timestep, matching the computational time values reported in Table 1.

We then proceeded to analyse our two LSTM models as described in Section 2. It is important to note that because our LSTM models use 70% training data and uses 20 input points to predict 4, predictions can not be made on patient 4 as the patient only had 40 data points, a drawback of this method.

Table 3 highlights these results, showing an RMSE range [0.37,2.32].

3.3. Prediction using neural networks

In this section, we compared the performances of our two LSTM models, ModelNeuralA and ModelNeuralB. We noticed that the computation times are a lot quicker compared to the regressor models for ModelNeuralA. While patient 22 takes up to 1 h, 21 min and 26 s to predict 4 time steps ahead using AdaBoost, here the compute time is only 4 min and 41 s. However, we do notice a significantly higher RMSE range of [0.5, 4.97] indicating that our LSTM one layer model does not perform as well as AdaBoost for the prediction of tidal volume values 1 h ahead. Further, our LSTM three layer model has both higher
3.4. Prediction of alerts

The VILIAlert system created an SMS alert to the clinicians whenever the LPV threshold was violated for four time bins consecutively. All of the generated alerts were stored in the database, and used to compare our predictions with. We take the time point for each of the generated alerts and cross reference with our predictions; if the four previous time point predictions are greater than the LPV threshold defined, then our system would have predicted the alert 1 h ahead. Therefore we compared the recorded SMS alerts with the predictions shown in Fig. 5.

Due to the drawback of our LSTM model using 70% training data, we can only test our predictions on the last 30% of data remaining for all patients, highlighted in the differences in results shown in Table 5a. With true positives (TP) being alerts that were generated from the VILIAlert system that our model would have predicted 1 hour ahead and false negatives (FN) being alerts that would not have predicted, we can evaluate the accuracy of our predictive models. We report the accuracy using equation (2) in Table 5b.

\[
\text{Accuracy} = \frac{TP}{TP + FN}
\]  

We can see from Table 5a that our AdaBoost model performs accurately for the prediction of alerts generated by the VILIAlert system. For the 84 alerts generated for patient 1, 81 of these would have been predicted an hour ahead of time and therefore could have been prevented and ensured safer ventilation of the patient. Further, our results show that the different modes of ventilation and thus cohorts of patients does not have an effect on the predictive accuracy. In turn, this would indicate that any patient with any tidal volume profile can be predicted within an accuracy of 10% using our AdaBoost model.

4. Discussion

Ventilation is a valuable tool for treatment of patients in the ICU but has to be managed so that it does not in itself lead to lung injury. Early recognition of the potential for such damage is vital to assist the clinician. In this paper we have studied the viability of methods for the prediction of tidal volume, methods based on machine learning techniques to provide early warning of over ventilation. We further utilised smoothing techniques and have demonstrated a smart alert system that has a predictive accuracy within 10% of true values.

It is important to ensure the quality of alerts in clinical decision support tools in order to reduce alarm fatigue. As discussed alarm fatigue can cause increased response time and alerts can even be overridden. Dependent on the tidal volumes, the results for patients with values oscillating around the 8 ml/kg IBW threshold, the accuracy is low, e.g. in patient 6, the accuracy is only 0.27, thus while we are predicting these values with an RMSE 1.43 they may not always be flagged as alerts. Going forward we would deem it appropriate to have a threshold range ±0.5 ml/kg IBW in order to improve true alert detection. Further, we would propose using a traffic light alert system in real
time; green suggesting no breaches predicted, amber indicating that within the next 1 hour the predictions are within 8 ml/kg ± 0.5 and further a red alert if all 4 predicted values for the next hour are above the 8 ml/kg threshold.

Our data was collected as part of an observational study and as historical data, has allowed us to investigate a significant number of data points, with over 4 million per minute tidal volume readings recorded. We compare two different machine learning methods for the prediction of this metric 1 hour ahead, ensuring enough time for clinical intervention to prevent a threshold breach. We have found that decision trees are an adequate solution in as much as they deliver relevant predictions of threshold breaches within a few hours of starting ventilation and require minimal computational resources. Furthermore, we identified that the magnitude of the Rickler wavelet is a critical determinant in the analysis of the tidal volume waveform. This wavelet analysis arises in the study of seismic wave propagation through viscoelastic homogeneous media, under the approximation that Newtonian viscosity is valid. The viscoelastic characteristic of lung parenchyma and additional fluid component such as haematocrit of blood in the pulmonary circulation have been studied [53], however the changes associated with the development of extraalveolar oedema are yet to be studied. Development of an automated detection tool based on changes in viscoelastic properties could enable rapid detection of development of cardiogenic and non-cardiogenic oedema in the lungs. Earlier and automated detection will guide fluid balance strategies that is associated with clinical outcomes [54], as well as earlier institution of investigations lung ultrasound to assess extravascular lung water [55]. We aim to investigate this further in future studies where we select patients with specific lung pathophysiology. More generally, we are building on the foundational work in this paper in a new project which seeks to optimize mechanical ventilation to deliver lung protective ventilation, predict the development of ventilatory associated conditions and guide weaning. While our work does present limitations as being a single centre, retrospective study, we confirm that our techniques and models work independent of the patient profile or mode of ventilation utilised. Therefore, our models are generalisable despite not being externally validated which we plan on doing in future work.

Human physiology is a complex dynamic system and thus we will incorporate additional physiological data streams to predict deterioration more accurately and gain a more in depth understanding of patient states. Building such systems involves consideration of many variability points and within that several configuration settings. In our work each of the tree based models are ensembles in their own right. Other systems have also been studied recently proving the benefit of machine learning analytics software which generated the results reported in this paper. MS and DJG designed the VILIAlert system and DJG implemented the software to gather the data. RH created and implemented all of the software to implement the VILIAlert system and computational validation of the results. RH led the writing of the manuscript. DJG and RH wrote the acknowledgments. RH led the writing of the acknowledgments. RH created and implemented all of the analytics software which generated the results reported in this paper. MS and DMC provided clinical input on the algorithms and analysis of the results while CJG and IS provided input on the software implementation and computational validation of the results. RH led the writing of the manuscript with feedback from all co-authors.
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