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Abstract

The $\Lambda_c^+$ lifetime is measured using 9.0 fb$^{-1}$ of $e^+e^-$ annihilation data collected on or just below the $\Upsilon(4S)$ resonance with the CLEO II.V detector at CESR. Using an unbinned maximum likelihood fit, the $\Lambda_c^+$ lifetime is measured to be $(179.6 \pm 6.9\text{(stat.)} \pm 4.4\text{(syst.)})$ fs. The precision of this colliding beam measurement is comparable to other measurements, which are based on fixed-target experiments, with different systematic uncertainties.
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Lifetime measurements of heavy quark mesons and baryons provide an important window into the non-perturbative sector of heavy quark decay. Contrary to initial expectations [1], mechanisms other than spectator quark decay make significant contributions to the lifetimes of weakly decaying charm mesons and baryons. Charm baryon lifetimes differ by large amounts (e.g. \( \tau_{\Xi^+} : \tau_{\Lambda^+} : \tau_{\Xi^0} \sim 4:2:1 \)) [2], as is also seen in the charm mesons. However, the underlying reasons for this pattern may be different than for the mesons as \( W \) exchange in baryon decay is neither helicity nor color-suppressed. Other effects, such as Pauli interference, may also play a different role in the baryon sector [1]. This paper reports a new measurement of the lifetime of the \( \Lambda^+_c \), the lowest-mass charm baryon, with a precision comparable to that from measurements of the charm meson lifetimes. The data used in this analysis were obtained in an \( e^+e^- \) colliding beam environment, where the event topologies and backgrounds are very different from those encountered in high energy fixed-target experiments [3], which have historically provided the most precise measurements of charm hadron lifetimes [2].

This analysis uses an integrated luminosity of 9.0 fb\(^{-1}\) of \( e^+e^- \) annihilation data recorded with the CLEO II.V detector at the Cornell Electron Storage Ring (CESR). The data were taken at energies at or slightly below the \( \Upsilon(4S) \) resonance (\( \sqrt{s} = 10.58 \text{ GeV} \)) and contain approximately 11 million \( e^+e^- \rightarrow c\bar{c} \) events. The CLEO II.V detector upgrade consists of an interaction region (IR) and a change in the gas used in the primary tracking volume (refer to [4] for a detector description before the upgrade). The IR consists of a small-radius, low-mass beam pipe surrounded by a three-layer double-sided silicon vertex detector (SVX). The SVX records precision 3-dimensional tracking information close to the interaction point \( [5,6] \). The proximity of the SVX to the IR, combined with the low mass beam-pipe, delivered excellent vertex resolution. The momentum resolution was enhanced as a result of replacing the primary tracking volume gas from a 50:50 mixture of argon-ethane to a 60:40 mixture of helium-propane. This change increased the hit efficiency and decreased the effects of multiple scattering. The helium-propane replacement also enhanced specific ionization information used for particle identification. Further, to optimize the data from the upgraded detector, a Kalman filter track reconstruction package \([7]\) was implemented. The response of the CLEO detector to both signal and background events was simulated in detail using a GEANT-based \([8]\) Monte Carlo package.

The \( \Lambda^+_c \) is reconstructed in the \( pK^-\pi^+ \) decay mode (the charge conjugate mode is implied throughout this paper). General track quality and event shape cuts are used to remove poorly reconstructed tracks and non-hadronic events. A decay vertex measurement is needed for a proper time measurement, so we require at least two of the three decay tracks to have 2 or more hits simultaneously on a track in both the \( xy \) and \( rz \) views [9]. The efficiency to have two or more SVX hits simultaneously in both views is 95% per track, yielding 99% efficiency per \( \Lambda^+_c \); the average decay vertex resolution was about 110 \( \mu\text{m} \).

The combinatoric background to the \( \Lambda^+_c \) signal is suppressed by taking advantage of the detector upgrades. Tracks forming a \( \Lambda^+_c \) candidate are required to originate from a common vertex \( (x_{\text{dec}}, y_{\text{dec}}, z_{\text{dec}}) \) in a 3-dimensional vertex fit. We require the vertex fit probability to be > 0.001. Particle identification information from specific ionization must be consistent with the \( \Lambda^+_c \) daughter hypothesis. Electrons are rejected using drift chamber and calorimeter information. Backgrounds tend to populate the low track momentum spectrum and low \( \Lambda^+_c \) momentum spectrum. Each decay track is therefore required to have momentum greater
than $0.3 \text{ GeV/c}$, and the $\Lambda^+_c$ momentum is required to be greater than $2.6 \text{ GeV/c}$. As a result of these cuts, the selected $\Lambda^+_c$'s have an average momentum of $3.3 \text{ GeV/c}$.

Combinatoric backgrounds from random combinations of tracks from $D^0$, $D^+$, and $D^+_s$ decays, which may populate the reconstructed mass region non-uniformly and bias the lifetime result, are studied using data and Monte Carlo. From tests using CLEO data and Monte Carlo simulated events, we find that $D^+ \rightarrow K^−π^+π^+$ events (where one of the pions passes the proton requirements) preferentially populate the reconstructed mass region above the $\Lambda^+_c$ mass peak. Such events are a potentially problematic kinematic reflection that we remove by rejecting candidates whose reconstructed mass is consistent with a $D^+$ mass when the proton hypothesis is changed to a pion hypothesis. All other backgrounds (e.g. $D^+_s \rightarrow ϕπ^+$) are found to be either uniform throughout the mass region or small enough not to affect the final lifetime result.

The reconstructed mass distribution of the $\Lambda^+_c$ candidates is shown in Fig. 1, and a fit to the data yields $4749 \pm 124 \, \Lambda^+_c \rightarrow pK^−π^+$ signal events. The mass distribution is fit using two Gaussians ($σ_{\text{narrow}}$, $σ_{\text{broad}}$) constrained to a common mean for the signal and a linear function for the background. The fraction of background in the mass region within $7 \text{ MeV/c}^2$ ($1.94 \, σ_{\text{narrow}}$) of the fitted $\Lambda^+_c$ mass value is 27.2%, while 85.2% of the $\Lambda^+_c$'s are within this region as well.

![Reconstructed mass distribution of $\Lambda^+_c$ candidates. The data (squares) are fit (solid line) to two Gaussians constrained to a single mean and a linear background (dotted line). There are $4749 \pm 124 \, \Lambda^+_c \rightarrow pK^−π^+$ signal events. All events between the arrows ($\pm 40 \text{ MeV/c}^2$, or $\pm 11.1 \, σ_{\text{narrow}}$, of the $\Lambda^+_c$ signal peak) are used in the nominal unbinned maximum likelihood fit.]

FIG. 1. Reconstructed mass distribution of $\Lambda^+_c$ candidates. The data (squares) are fit (solid line) to two Gaussians constrained to a single mean and a linear background (dotted line). There are $4749 \pm 124 \, \Lambda^+_c \rightarrow pK^−π^+$ signal events. All events between the arrows ($\pm 40 \text{ MeV/c}^2$, or $\pm 11.1 \, σ_{\text{narrow}}$, of the $\Lambda^+_c$ signal peak) are used in the nominal unbinned maximum likelihood fit.

The $\Lambda^+_c$ production point $(x_{\text{prod}}, y_{\text{prod}}, z_{\text{prod}})$ is needed for the proper time determination. A run-averaged beam centroid determined from two-track and hadronic events provides an estimate of the $\Lambda^+_c$ production point. The dimensions of the beam profile are about $350 \, \mu\text{m}$, $7 \, \mu\text{m}$, and $1 \, \text{cm}$ along the $x$, $y$, and $z$ directions, respectively, as determined by CESR optics. Given the extent of the profile in $x$ and $z$, the measurement is effectively determined by the $y$ component. The $y$-components of the decay length, $l_y \equiv y_{\text{dec}} − y_{\text{prod}}$, and $\Lambda^+_c$ momentum, $p_{y_{\Lambda^+_c}}$, are used to determine the proper decay times, calculated from
\[ t = m_{\Lambda_c^+} l_s / c p_{\Lambda_c^+} \] using the PDG world average for \( m_{\Lambda_c^+} \). The decay length variance \( \sigma_t^2 \) is calculated using the results of the vertex fit and the beam profile dimension uncertainties. The proper time distribution for the \( \Lambda_c^+ \) candidates within 7 MeV/c^2 of the \( \Lambda_c^+ \) signal peak is shown in Fig. 4. The average decay length is about 80 \( \mu m \), comparable to the vertex resolution.

The \( \Lambda_c^+ \) lifetime is extracted from the proper time distribution with an unbinned maximum likelihood fit [11]. There are three inputs to the fit for each \( \Lambda_c^+ \) candidate: the measured proper time \( t_i \), the estimated uncertainty of the measured proper time \( \sigma_{t,i} \), and a reconstructed mass-dependent signal probability \( p_{\text{sig},i} \). The signal probability distribution is obtained from a fit of the reconstructed mass distribution to two Gaussians constrained to the same mean for the signal and a linear function for the background. The likelihood function is

\[
L(\tau_{\Lambda_c^+}; f_{\text{bg}}, \tau_{\text{bg}}, S, f_{\text{mis}}, \sigma_{\text{mis}}, f_{\text{wide}}) = \prod_i \int_0^\infty dt' \left[ \frac{p_{\text{sig},i} E(t')|\tau_{\Lambda_c^+}|}{\text{signal fraction}} + (1 - p_{\text{sig},i}) \left[ f_{\text{bg}} E(t')|\tau_{\text{bg}}| + (1 - f_{\text{bg}}) \delta(t') \right] \right] \\
\times \left[ \frac{(1 - f_{\text{mis}} - f_{\text{wide}}) G(t_i - t'|S\sigma_{t,i}) + f_{\text{mis}} G(t_i - t'|\sigma_{\text{mis}}) + f_{\text{wide}} G(t_i - t'|\sigma_{\text{wide}})}{\text{proper time resolution}} \right],
\]

where the product is over the \( \Lambda_c^+ \) candidates, \( G(t|\sigma) \equiv \exp(-t^2/2\sigma^2)/\sqrt{2\pi}\sigma \), and \( E(t|\tau) \equiv \exp(-t/\tau)/\tau \). The seven output parameters of the lifetime fit are \( \tau_{\Lambda_c^+}, f_{\text{bg}}, \tau_{\text{bg}}, S, f_{\text{mis}}, \sigma_{\text{mis}} \) and \( f_{\text{wide}} \). The parameter \( \tau_{\Lambda_c^+} \) is the \( \Lambda_c^+ \) lifetime. Each candidate is weighted in the fit according to its proper time uncertainty \( \sigma_{t,i} \). The fit allows for a global scale factor \( S \) for the proper time uncertainty estimates. For a small fraction of candidates \( f_{\text{mis}} \) the fitted uncertainty \( S\sigma_{t,i} \) underestimates the true uncertainty. Track reconstruction errors such as those caused by hard multiple scattering are examples of such mismeasurements. The proper time distribution of the background is modeled by a fraction \( f_{\text{bg}} \) having a background lifetime \( \tau_{\text{bg}} \) with the remaining background having zero lifetime. In order to estimate the background properties, we include the candidates in a wide region of \( \pm 40 \text{ MeV}/c^2 \) (\( \pm 11.1 \sigma_{\text{narrow}} \)) around the nominal \( \Lambda_c^+ \) mass in the unbinned maximum likelihood fit. We account for mismeasured candidates with two Gaussians in the fit. In order to accommodate a small fraction \( f_{\text{wide}} \) of candidates that fall outside the resolution parameterization, a wide Gaussian (\( \sigma_{\text{wide}} = 8 \text{ ps} \)) is used to approximate a flat distribution. Fig. 2 shows the proper time distribution of events within 7 MeV/c^2 of the \( \Lambda_c^+ \) signal peak and the results of the unbinned maximum likelihood fit scaled to the \( \pm 7 \text{ MeV}/c^2 \) reconstructed mass region. The fit converges to \( \tau_{\Lambda_c^+} = (178.6 \pm 6.9) \text{ fs} \), where the uncertainty is statistical only, and the correlations between the \( \Lambda_c^+ \) lifetime and the other fit parameters range from -0.26 to 0.10.

Consistency checks are performed by measuring the lifetime as functions of azimuthal angle, polar angle, momentum of the \( \Lambda_c^+ \) candidate, charge of the candidate, and data taking period. No statistically significant variation is found in any of these variables. The lifetime is also measured as a function of reconstructed mass in the background regions for CLEO data and simulated Monte Carlo events. The lifetimes are consistent with being uniform,
FIG. 2. Reconstructed proper time distribution (points) of $\Lambda_c^+$ candidates within 7 MeV/$c^2$ of the $\Lambda_c^+$ signal peak. Overlaid is a representation of the unbinned maximum likelihood lifetime fit scaled to the ±7 MeV/$c^2$ reconstructed mass region (solid line). The fitted background component scaled to the ±7 MeV/$c^2$ reconstructed mass region is also shown (dotted line).

and thus properly parameterized.

**TABLE I.** Contributions to the systematic uncertainty for the $\Lambda_c^+$ lifetime.

| Contribution                                | Uncertainty (fs) |
|---------------------------------------------|------------------|
| Decay vertex resolution                    | ±2.2             |
| Global detector scale                      | ±0.1             |
| Beam spot position                         | negligible       |
| $\Lambda_c^+$ mass measurement             | ±0.05            |
| $\Lambda_c^+$ momentum measurement        | +0.2             |
| Signal probability from mass fit           | +0.1             |
| $t - m(pK\pi)$ correlation                 | −0.7             |
| Large proper times                         | ±0.8             |
| Statistics of Monte Carlo sample           | ±0.9             |
| Total                                       | ±4.4             |

The contributions considered in the systematic uncertainty for the $\Lambda_c^+$ lifetime are listed in Table I and are described below. Decay vertex measurement errors lead to decay length errors which in turn could lead to an error in the lifetime measurement. A (0.0±0.9) $\mu$m bias in the decay vertex position is estimated from a “zero-lifetime” sample of $\gamma\gamma \rightarrow \pi^+\pi^-\pi^+\pi^-$ events. To obtain the corresponding proper time bias, the error of the decay vertex position bias is multiplied by the average $1/\gamma\beta c$ of the $\Lambda_c^+$ candidates. The vertices of events having interactions at the beam pipe are used to determine a relative radial position uncertainty of ±0.2%. The quadrature sum of these uncertainties yields the systematic uncertainty.
due to the decay vertex measurement. The global detector scale is known to a precision of \( \pm 0.1\% \) from detailed surveys using beam pipe interactions. A systematic uncertainty of \( \pm 0.1 \) fs is assigned. In order to determine the sensitivity of the analysis to the beam spot position, the vertical beam spot position is shifted \( \pm 2 \) \( \mu m \), the uncertainty of the beam spot position, and the decay lengths of the \( \Lambda_c^+ \) candidates from CLEO data are recalculated. The differences between these shifted lifetimes and the nominal lifetime are included as a systematic uncertainty.

The uncertainty in the \( \Lambda_c^+ \) mass \( m \) and the \( \Lambda_c^+ \) momentum scale lead to systematic errors since these quantities are used in the conversion of decay lengths to proper times. The statistical uncertainty of the signal probability assigned to each \( \Lambda_c^+ \) candidate leads to systematic uncertainties in the fitted lifetimes, which are estimated by coherently varying the signal probability of each candidate by its statistical uncertainty and repeating the fits. There also exists a correlation between the measurements of the proper time \( t \) and the \( \Lambda_c^+ \) candidate reconstructed mass \( m_{pK\pi} \). This correlation is measured in simulated events and confirmed in data to estimate a corresponding systematic uncertainty.

Poorly measured \( \Lambda_c^+ \) candidates are another source of systematic uncertainty. These candidates are accounted for in the unbinned maximum likelihood fit with a wide Gaussian that approximates a flat distribution \( (\sigma_{\text{wide}} = 8 \text{ ps}) \). Another method of accounting for candidates with large proper times is to omit the wide Gaussian component from the likelihood function and fit the candidates in a restricted proper time interval. The systematic uncertainty due to these candidates is estimated from the maximum variation of \( \tau_{\Lambda_c^+} \) in varying the width of the wide Gaussian from 8 to 12 ps and removing the wide Gaussian in a restricted proper time fit \((|t| < 4 \text{ ps})\).

Other possible sources of lifetime measurement bias include \( \Lambda_c^+ \) selection requirements and parameterization of the background in the likelihood function. These are checked by performing the unbinned maximum likelihood fit on an artificial sample composed of background events extracted from \( e^+e^- \) annihilation data and simulated \( \Lambda_c^+ \to pK^-\pi^+ \) events with known average lifetime of 206.2 fs. Accurately measuring the lifetime of this combined sample is an important test of the unbinned maximum likelihood method. The lifetime obtained from the maximum likelihood fit, \( (205.2 \pm 2.8) \) fs, is consistent with the known input lifetime of the signal Monte Carlo sample. The statistical uncertainty of this measured lifetime, 2.8 fs, is included as a contribution to the total systematic uncertainty. The lifetime difference of \( -1.0 \) fs is subtracted from the lifetime extracted from data yielding a corrected \( \Lambda_c^+ \) lifetime of \( (179.6 \pm 6.9) \) fs, where the uncertainty is statistical only. The total systematic uncertainty of 4.4 fs is obtained by adding the individual contributions in quadrature.

In summary, a new measurement of the \( \Lambda_c^+ \) lifetime using 9.0 fb\(^{-1} \) of integrated luminosity has been made with the CLEO II.V detector. The measured \( \Lambda_c^+ \) lifetime is \( (179.6 \pm 6.9 \pm 4.4) \) fs, where the first uncertainty is statistical and the second systematic. This is the first \( \Lambda_c^+ \) lifetime measurement made in a non-fixed target environment.
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