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Abstract—We consider the uplink of a cloud radio access network (C-RAN), where massive MIMO remote radio heads (RRHs) serve as relays between users and a centralized baseband unit (BBU). Although employing massive MIMO at RRHs can improve the spectral efficiency, it also significantly increases the amount of data transported over the fronthaul links between RRHs and BBU, which becomes a performance bottleneck. Existing fronthaul compression methods for conventional C-RAN are not suitable for the massive MIMO regime because they require fully-digital processing and/or real-time full channel state information (CSI), incurring high implementation cost for massive MIMO RRHs. To overcome this challenge, we propose to perform a two-timescale hybrid analog-and-digital spatial filtering at each RRH to reduce the fronthaul consumption. Specifically, the analog filter is adaptive to the channel statistics to achieve massive MIMO array gain, and the digital filter is adaptive to the instantaneous effective CSI to achieve spatial multiplexing gain. Such a design can alleviate the performance bottleneck of limited fronthaul with reduced hardware cost and power consumption, and is more robust to the CSI delay. We propose an online algorithm for the two-timescale non-convex optimization of analog and digital filters, and establish its convergence to stationary solutions. Finally, simulations verify the advantages of the proposed scheme.

Index Terms—C-RAN, Massive MIMO, Hybrid compression and forward, Two-stage stochastic optimization

I. INTRODUCTION

Cloud radio access network (C-RAN) [1] and massive multiple-input multiple-output (MIMO) [2] are regarded as two key technologies for future wireless systems. Both technologies can significantly improve the spectral and energy efficiency of wireless systems by employing a huge number of antennas per unit area. However, they adopt different architectures and thus have their own pros and cons.

C-RAN is essentially a large-scale distributed antenna system, where plenty of remote radio heads (RRHs) are distributed within a specific geographical area and are connected to a centralized baseband unit (BBU) pool through fronthaul links. Each RRH merely serves as a relay to forward the signals from/to the BBU via its fronthaul link, while all baseband processings are performed at the BBU. Since each user can always find some nearby RRHs with strong channel conditions, the users at different locations can enjoy a uniform quality of experience without suffering from the cell-edge effect. However, in practice, the performance of C-RAN is limited by the fronthaul capacity between each RRH’s and BBU, especially when each RRH has multiple antennas. In contrast, the massive MIMO system deploys a large number of antennas at the base station (BS) to achieve large spatial multiplexing and array gains. In this case, processing is done locally at the BS, hence the performance is no longer limited by the fronthaul capacity.

Recently, massive MIMO aided C-RAN, in which each RRH is equipped with a massive MIMO array, has been proposed to further improve the spectral and energy efficiency of wireless systems [3]. However, moving signal processing of an uplink massive MIMO system from the RRH to the cloud would require a huge amount of digital sampled data to be transported over the fronthaul link. Therefore, it is necessary to compress the uplink data at each RRH to satisfy the limited fronthaul capacity constraint. Various fully-digital fronthaul compression techniques have been proposed for the uplink of C-RAN with small-scale multi-antenna RRHs, from the more complicated quantize-and-forward (QF) schemes [4], [5] to the simpler uniform scalar quantization schemes [6] and RRH selection schemes [7]. In particular, the spatial compression and forward scheme proposed in [8] combines fully-digital linear spatial filtering and uniform scalar quantization to alleviate the performance bottleneck caused by the limited fronthaul capacity. Unfortunately, fully-digital spatial filtering requires a larger number of analog-to-digital converter (ADCs) and radio frequency (RF) chains at each massive MIMO RRH. In [9], a fully-analog linear spatial filtering is used at each RRH to achieve the fronthaul compression with reduced hardware cost and power consumption. However, fully-analog processing is known to be less efficient than hybrid analog and digital processing. Moreover, the analog filtering matrix in [9] is adapted to the instantaneous channel state information (CSI), making it difficult to be extended to wideband systems with many subcarriers, because the instantaneous CSI on different subcarriers is usually different [10].

In this paper, we propose a two-timescale hybrid (analog and digital) compression and forward (THCF) scheme for the uplink transmission of massive MIMO aided C-RAN, to alleviate the performance bottleneck of the limited fronthaul, with reduced hardware cost and power consumption. In this scheme, each RRH first performs a two-timescale hybrid
analog and digital spatial filtering to reduce the dimension of its received signal. Specifically, the analog filtering matrix is adapted to the long-term channel statistics to achieve massive MIMO array gain, and the digital filtering matrix is adapted to the instantaneous effective CSI (i.e., the product of the instantaneous channel and analog filtering matrix) to achieve spatial multiplexing gain. Then, each RRH applies the uniform scalar quantization over each of these dimensions. Finally, the quantized signals at the RRHs are sent to the BBU for joint decoding. The power allocation at users, analog/digital filtering matrices and quantization bits allocation at RRHs, as well as the receive beamforming matrix at the BBU are jointly optimized to maximize a general utility function of long-term average data rates of users, including average weighted sum-rate maximization and proportional fairness (PFS) utility maximization as special cases.

Such a two-timescale hybrid design has several advantages. For example, the analog filtering matrix is robust to the CSI signaling latency. Moreover, since the channel statistics is approximately the same over different subcarriers [11], a single analog filtering matrix is sufficient to cover all subcarriers at each RRH, making it applicable to wideband systems. With the proposed THCF scheme, the massive MIMO aided C-RAN uplink system can enjoy the huge array gain provided by the massive MIMO almost for free (i.e., the complexity and power consumption are similar to the C-RAN with small-scale multi-antenna RRHs). However, there are also several technical challenges in the implementation of this architecture.

- **Two-timescale Stochastic Non-convex Optimization:** The joint optimization of long-term control variables (analog filtering) and short-term control variables (power allocation, digital filtering, quantization bits allocation, and receive beamforming matrix) belongs to two-timescale stochastic non-convex optimization, which is difficult to solve. Specifically, the objective function contains expectation operators and the argument of the expectation operators involves the optimal short-term control variables, which do not have closed-form expressions. In addition, the optimization of the short-term control variables at different time slots are usually coupled together for a general utility function such as PFS. Moreover, both short-term and long-term subproblems are non-convex.

- **Lack of Channel Statistics:** In practice, we may not even have explicit knowledge of the channel statistics. Hence, the solution should be self-learning to the unknown channel statistics.

- **Convergence Analysis:** It is very important to establish the convergence of the algorithm. However, this is non-trivial for a two-timescale stochastic non-convex optimization problem.

To address the above challenges, we propose an online block-coordinate stochastic successive convex approximation (BC-SSCA) algorithm with self-learning capability to solve the two-timescale stochastic non-convex optimization problem without explicit knowledge of the channel statistics. In addition, we establish convergence of the BC-SSCA algorithm to stationary solutions. Finally, simulations show that the proposed two-timescale hybrid scheme achieves better tradeoff performance than the baselines.

The rest of the paper is organized as follows. In Section [1] we give the system model for two-timescale hybrid compression and forward in the uplink of massive MIMO aided C-RAN. In Section [III] we formulate the two-timescale stochastic non-convex optimization problem for the joint optimization of long-term and short-term control variables. The proposed online BC-SSCA algorithm and the associated convergence proof are presented in Section [V] The simulation results are given in Section [V] to verify the advantages of the proposed solution, and the conclusion is given in Section [VI] The key notations used in this paper are summarized in Table [1].

### II. System Model

#### A. Network Architecture and Channel Model

Consider the uplink of a massive MIMO aided C-RAN, where \( N \) RRHs, each equipped with a massive MIMO array of \( M \gg 1 \) antennas and \( S < M \) Rx RF chains, are distributed within a specific geographical area to serve \( K \) single-antenna users, as shown in Fig. I Each RRH \( n \) serves as a relay between the BBU and users, and is connected to the BBU via a fronthaul link of capacity \( C_n \) bits per second (bps). The BBU is in charge of making resource allocation decisions and joint decoding of the users’ messages based on the signals from all the RRHs. We assume that the number of users \( K \) is fixed and \( NS \gg K \) so that there are enough spatial degrees of freedom to serve all the \( K \) users. This is a typical operating regime that has been assumed in many works on massive MIMO systems [10], [12], [13]. As a motivating example, consider a system in

| Symbol | Parameters |
|--------|------------|
| \( N \) | Number of RRHs (index for RRH) |
| \( M \) | Number of antennas at each RRH |
| \( S \) | Number of RF chains at each RRH |
| \( K \) | Number of users (index for user) |
| \( L \) | Signal dimension after compression |
| \( l \) | Index for the entry of compressed signal |
| \( i \) | Index for time slot |
| \( t \) | Index for frame |
| \( v \) | Digital filtering vector (short-term) |
| \( d \) | Quantization bits allocation (short-term) |
| \( u \) | Rx beamforming vector (short-term) |
| \( p \) | Transmit power vector (short-term) |
| \( \theta \) | Phase vector of analog filtering (long-term) |
| \( \Omega \) | Feasible set of \( \theta \) |
| \( X \) | Feasible set of the short-term variables |
| \( \hat{X} \) | Relaxed feasible set of the short-term variables |
| \( \Omega \) | Collection of short-term variables |
| \( (r_k) \) | (Approximate) data rate of user \( k \) |
| \( (r_k) \) | (Approximate) average data rate of user \( k \) |
| \( g(\tau) \) | Utility function |
| \( f^k(r_k) \) | Recursive approximation for \( r_k \) |

Table I

**LIST OF NOTATIONS.**
which the users are a fixed number of pico BSs and the RRH provides backhaul links between the pico-cells and BBU.

For clarity, we focus on a narrowband system with flat block fading channel, but the proposed algorithm can be easily modified to cover the wideband system as well. In this case, the received signal at RRH \( n \) is given by

\[
y_n = \sum_{k=1}^{K} h_{n,k} \sqrt{p_k} s_k + z_n = H_n P^{1/2} s + z_n,
\]

where \( H_n = [h_{n,1}, \ldots, h_{n,K}] \in \mathbb{C}^{M \times K} \) with \( h_{n,k} \in \mathbb{C}^M \) denoting the channel vector from user \( k \) to RRH \( n \), \( s = [s_1, \ldots, s_K]^T \) with \( s_k \sim \mathcal{CN}(0,1) \) denoting the data symbol of user \( k \), \( P = \text{diag}(p_1, \ldots, p_K) \) with \( p_k \) denoting the transmit power of user \( k \), and \( z_n \sim \mathcal{CN}(0, I) \) is the additive white Gaussian noise vector.

### B. Two-timescale Hybrid Compression and Forward at RRHs

Each RRH \( n \) applies the THCF scheme to make sure that the compressed received signal \( \tilde{y}_n \) can be forward to the BBU via its fronthaul with a limited capacity of \( C_n \) bps, as illustrated in Fig. 2. Specifically, a two-timescale hybrid filtering matrix \( F_n V_n \in \mathbb{C}^{M \times L} \) is first applied at RRH \( n \) to compress the received signal \( y_n \) into a low-dimensional signal \( \tilde{y}_n = V_n^H F_n^H y_n = [\tilde{y}_{n,1}, \ldots, \tilde{y}_{n,L}]^T \in \mathbb{C}^L \), where \( F_n \in \mathbb{C}^{M \times S} \) and \( V_n = [v_{n,1}, \ldots, v_{n,L}] \in \mathbb{C}^{S \times L} \) are the analog and digital filtering matrices, respectively, and we set \( L = \min(K, S) \) such that there is no information loss due to digital filtering at each RRH [8]. The analog filtering matrix \( F_n \) is usually implemented using an RF phase shifting network [14]. Hence, \( F_n \) can be represented by a phase vector \( \theta_n \in [0, 2\pi]^{MS} \), whose \((i-1)M + j\)-th element \( \theta_{n,i,j} \) is the phase of the \((i,j)\)-th element of \( F_n \), i.e., \([F_n]_{i,j} = \frac{1}{\sqrt{M}} e^{j \theta_{n,i,j}} \).

In this paper, we assume that high-resolution ADCs are used at each RRH such that the quantization error due to ADCs is negligible. Then, a simple uniform scalar quantization [9] is applied to each element of \( \tilde{y}_n \) at RRH \( n \) to achieve fronthaul compression. Note that the quantization is performed at the baseband after the digital filter instead of at the ADC because we need to dynamically adjust the quantization bits according to the instantaneous channel state to improve the efficiency of fronthaul compression.

### C. Joint Rx Beamforming at the BBU

The received signal \( \bar{y} = [\tilde{y}_1^T, \ldots, \tilde{y}_N^T]^T \) at the BBU from all RRHs can be expressed as

\[
\bar{y} = \bar{V}^H H P^{1/2} s + \bar{V}^H z + e,
\]

where \( \bar{V} = \text{diag}(F_1 V_1, \ldots, F_N V_N) \in \mathbb{C}^{MN \times LN} \), \( H = [h_1, \ldots, h_K] \in \mathbb{C}^{MN \times K} \) with \( h_k = [h_{1,k}, \ldots, h_{N,k}]^T \) denoting the composite channel vector of user \( k \), \( z = [z_1^T, \ldots, z_N^T]^T \), and \( e = [e_1^T, \ldots, e_N^T]^T \). A joint Rx beamforming vector \( u_k \in \mathbb{C}^{N \times 1} \) is applied at the BBU to obtain the estimated data symbol for each user \( k \) as

\[
\hat{s}_k = u_k^H \bar{y} = u_k^H \bar{V}^H H P^{1/2} s + u_k^H \bar{V}^H z + u_k^H e, \forall k.
\]

### D. Frame Structure and Achievable Data Rate

In this paper, we focus on a coherence time interval of channel statistics within which the channel statistics (distribution) are assumed to be constant. The coherence time of channel statistics is divided into \( T_f \) frames and each frame consists of \( T_s \) time slots, as illustrated in Fig. 3. The channel state \( H = \{H_n, \forall n\} \) is assumed to be constant within each time
A distributed optimal resource allocation algorithm needs to obtain the effective CSI number of RF chains, see e.g., [15], [16]. At each time slot, the BBU needs to obtain the effective CSI $F_n^H H_n \in \mathbb{C}^{S \times K}$, $\forall n$, which can also be obtained by uplink channel training. Since the dimension of the effective channel is equal to the number of RF chains at each RRH, a simple least-square (LS) based channel estimation method is sufficient to obtain a good estimation of the effective channel with low computation time, i.e., the delay for effective CSI can be made small relative to the channel coherence time. In our design, the BBU is not required to have explicit knowledge of the channel statistics. By observing one channel sample at each frame, the proposed algorithm can automatically learn the channel statistics (in an implicit way). Specifically, the long-term analog filtering matrices $F_n, \forall n$ are only updated once per frame based on a (possibly outdated) channel sample to achieve massive MIMO array gain with reduced implementation cost. On the other hand, the short-term control variables $\{p, V_n, d_n, u_k\}$ are adaptive to the real-time effective CSI $F_n^H H_n, \forall n$ to achieve the spatial multiplexing gain. For convenience, we let $v = \text{vec}([V_1, ..., V_N]), d = [d_1^T, ..., d_N^T]^T$ and $u = [u_1^T, ..., u_K^T]^T$.

For given long-term control variables $\theta = [\theta_1^T, ..., \theta_n^T]^T$ (phase vectors of analog filtering matrices), short-term control variables $x \triangleq [p^T, v^T, d^T, u^T]^T$ and channel realization $H$, the achievable data rate $d_n, \forall n$ is given by

$$r_k^e(\theta, x, H) = \log(1 + \text{SINR}_k(\theta, x; H)),$$

where $\text{SINR}_k(\theta, x; H)$ is the SINR of user $k$ given by

$$\text{SINR}_k(\theta, x; H) = \frac{p_k|u_k^H V^H h_k|^2}{\sum_{l \neq k} p_l|u_l^H V^H h_l|^2 + |u_k^H V^H|^2 + u_k^H Q(\theta, p, v, d) u_k},$$

with

$$Q(\theta, p, v, d) = \text{diag}(Q_1(p, F_1 V_1, d_1), ..., Q_N(p, F_N V_N, d_N)).$$

Note that $F_n$ is a function of $\theta_n$ and we will explicitly write it as $F_n(\theta_n)$.

Let $x(H)$ denote the short-term control variable under channel state $H$ and $\Omega \triangleq \{x(H) \in \tilde{X}, \forall H\}$ denote the collection of the short-term control variables for all possible channel states, with $\tilde{X}$ denoting the feasible set of the short-term control variables. To be more specific, $\tilde{X}$ is the set of all short-term control variables $x = [p^T, v^T, d^T, u^T]^T$ that satisfy the following constraints:

$$p_k \in [0, P_k], \forall k,$$ (2)

$$2B_W \sum_{l=1}^L d_{n,l} \leq C_n, \forall n,$$ (3)

$$d_{n,l} \geq 0 \text{ is an integer}, \forall n, l,$$ (4)

where $P_k$ is the individual power constraint at user $k$, $B_W$ is the system bandwidth, and (3) is the fronthaul capacity constraint. Then the average data rate of user $k$ is

$$\bar{r}_k^e(\theta, \tilde{\Omega}) = \mathbb{E}[r_k^e(\theta, x(H); H)],$$

where the expectation is taken with respect to the channel state $H$. For convenience, define $\bar{r}_k(\theta, \tilde{\Omega}) \triangleq [\bar{r}_1^e(\theta, \tilde{\Omega}), ..., \bar{r}_K^e(\theta, \tilde{\Omega})]^T$ as the average data rate vector.

### III. TWO-TIMESCALE JOINT OPTIMIZATION AT BBU

#### A. Problem Formulation

Note that $r_k^e(\theta, x, H)$ is not a continuous function of $d_{n,l}, \forall n, l$ because $d_{n,l}$ is an integer. To make the problem tractable, we relax the integer constraint on $d_{n,l}$ and approximate the quantization noise power $q_{n,l}, \forall n, l$ with the following continuous function of a real variable $d_{n,l} \geq 0$ as

$$\tilde{q}_{n,l} = \frac{3}{4d_{n,l}} \left( \sum_{k=1}^K p_k |h_{n,k}^H v_{n,l}|^2 + \|v_{n,l}\|^2 \right).$$ (5)

The same approximation has also been considered in [8]. We use $r_k(\theta, x, H)$ to denote the approximate data rate of user $k$ obtained by replacing $q_{n,l}$ in (1) with $\tilde{q}_{n,l}$ in (5) and the integer constraint in (4) with constraint $d_{n,l} \geq 0$. Moreover, define $\bar{r}(\theta, \Omega) = [\bar{r}_1(\theta, \Omega), ..., \bar{r}_K(\theta, \Omega)]^T$ as the approximate average data rate vector, where $\bar{r}_k(\theta, \Omega) = \mathbb{E}[r_k(\theta, x(H); H)]$ and $\Omega \triangleq \{x(H) \in \tilde{X}, \forall H\}$ with $\tilde{X}$ denoting the set of all short-term control variables that satisfy constraint (2), (3) and $d_{n,l} \geq 0$. To simplify the notation, we drop the arguments in $r_k(\theta, x, H)$, $\bar{r}(\theta, \Omega)$, and write them as $r_k$, $\bar{r}$, when there is no ambiguity.

With the above approximate rate, the two-timescale joint optimization of long-term and short-term control variables can be formulated as the following utility maximization problem

$$\mathcal{P} : \max_{\theta \in \Theta, \Omega} \ g(\bar{r}(\theta, \Omega)),$$ (6)
where the utility function \( g(\mathbf{r}) \) is continuously differentiable (and possibly non-concave) function of \( \mathbf{r} \), \( \Theta \triangleq [0, 2\pi]^N \) is the feasible set of \( \theta \). Moreover, \( g(\mathbf{r}) \) is non-decreasing with respect to \( \tau_k, \forall k \) and its derivative \( \nabla g(\mathbf{r}) \) with respect to \( \mathbf{r} \) is Lipschitz continuous. This general utility function \( g(\mathbf{r}) \) includes many important network utilities as special cases, such as average sum rate (\( g(\mathbf{r}) = \sum_{k=1}^K \tau_k \)) and proportional fairness utility (\( g(\mathbf{r}) = \sum_{k=1}^K \log(\tau_k + \epsilon) \), where \( \epsilon > 0 \) is a small number to avoid the singularity at \( \tau_k = 0 \).

**B. Stationary Solution of Problem \( \mathcal{P} \)**

Since Problem \( \mathcal{P} \) is a two-timescale stochastic non-convex problem, we focus on designing an efficient algorithm to find stationary solutions of Problem \( \mathcal{P} \), as defined below.

**Definition 1** (Stationary solution of \( \mathcal{P} \)). A solution \((\theta^*, \Omega^*) = \{x^*(H) \in \mathcal{X}, \forall H\} \) is called a stationary solution of Problem \( \mathcal{P} \) if it satisfies the following conditions:

1. For every \( H \) outside a set of probability zero,
   \[
   (x - x^*(H))^T J_x(\theta^*, x^*(H); H) \nabla g(\mathbf{r}) \leq 0, \forall x \in \mathcal{X}, \tag{7}
   \]
   where \( J_x(\theta^*, x^*(H); H) \) is the Jacobian matrix of \( g(\mathbf{r}) \) with respect to \( x \) at \( \theta = \theta^* \) and \( x = x^*(H) \), and \( \nabla g(\mathbf{r}) \) is the derivative of \( g(\mathbf{r}) \) at \( \mathbf{r} = \mathbf{x}^* \triangleq \mathbf{r}(\theta^*, \Omega^*) \).

2. \[
   (\theta - \theta^*)^T \nabla g(\mathbf{r}) \leq 0, \forall \theta \in \Theta, \tag{8}
   \]
   where \( \nabla g(\mathbf{r}) \triangleq \mathbb{E}[J_{\theta}(\theta^*, x^*(H); H)] \nabla g(\mathbf{r}) \) is the partial derivative of \( g(\mathbf{r}) \) with respect to \( \theta \) at \( \theta = \theta^* \) and \( \Omega = \Omega^* \). \( J_{\theta}(\theta^*, x^*(H); H) \) is the Jacobian matrix of \( g(\mathbf{r}) \) with respect to \( \theta \) at \( \theta = \theta^* \) and \( x = x^*(H) \).

In other words, a solution \((\theta^*, \Omega^*) \) is called a stationary solution of \( \mathcal{P} \) if for fixed \( \theta^* \), \( \{x^*(H) \forall H \neq H \} \), \( x^*(H) \) is a stationary point of \( \mathcal{P} \) w.p.1., and for fixed \( \Omega^* \), \( \theta^* \) is a stationary point of \( \mathcal{P} \). The stationary solution is a natural extension of the stationary point for a deterministic optimization problem. The global optimal solution must be a stationary solution. However, the set of stationary solutions may also contain local optimal solutions and a certain type of saddle points. When \( \mathcal{P} \) is a two-timescale stochastic convex problem, a stationary solution \((\theta^*, \Omega^*) \) is also a globally optimal solution.

Note that a stationary solution \((\theta^*, \Omega^*) \) of \( \mathcal{P} \) may not satisfy all the integer constraints in \([4]\). To obtain an integer solution for the quantization bits allocation, we use the same method as in \([5]\) to round each \( d_{n,i} \) to its nearby integer as follows.

\[
\hat{d}_{n,i}(\alpha_n) = \begin{cases} 
\lfloor d_{n,i} \rfloor, & \text{if } d_{n,i} \leq \alpha_n, \forall n,i, \\
\lceil d_{n,i} \rceil, & \text{otherwise},
\end{cases}
\]

where \( 0 \leq \alpha_n \leq 1 \) is chosen such that \( \sum_{i=1}^L \hat{d}_{n,i}(\alpha_n) = C_n/2B \). Since \( \sum_{i=1}^L \hat{d}_{n,i}(1) = \sum_{i=1}^L d_{n,i} \leq C_n/2B \) and \( \sum_{i=1}^L \hat{d}_{n,i}(0) = \lceil d_{n,i} \rceil \geq C_n/2B \), we can always find such \( \alpha_n \) using a bisection search over \( \alpha_n \in [0, 1] \).

**IV. ONLINE BLOCK-COORDINATE STOCHASTIC SUCCESSIVE CONVEX APPROXIMATION**

There are several challenges in finding stationary solutions of Problem \( \mathcal{P} \), elaborated as follows.

**Challenge 1.** Complex coupling between the short-term and long-term control variables; no closed-form characterization of the average data rates \( \tau_k(\theta, \Omega), \forall k \); unknown distribution of \( \mathbf{H} \).

To the best of our knowledge, there lacks an efficient and online algorithm with self-learning capability to handle the two-timescale stochastic non-convex optimization problem \( \mathcal{P} \). In this section, we propose an online BC-SSCA algorithm to find stationary solutions of Problem \( \mathcal{P} \). We shall first summarize the proposed BC-SSCA algorithm. Then we elaborate the implementation details.

**A. Summary of the BC-SSCA Algorithm**

The proposed online BC-SSCA algorithm is summarized in Algorithm 1 and its time line is illustrated in Fig. 3. In BC-SSCA, an auxiliary weight vector \( \mathbf{\mu} = [\mu_1, \ldots, \mu_K] \) is introduced to approximate the derivative \( \nabla g(\mathbf{r}) \) at \( \mathbf{r} \). At the beginning of each coherence time of channel statistics, the BBU resets the BC-SSCA algorithm with an initial analog filter phase vector \( \theta^0 \) and a weight vector \( \mu^0 \). Then \( \theta \) and \( \mu \) are updated once at the end of each frame, where \( \theta \) is updated by maximizing a concave surrogate function \( f^\mathbf{r}(\theta) \) with respect to \( \theta \). Note that we cannot obtain the optimal \( \theta \) by directly maximizing \( g(\mathbf{r}) \) because \( g(\mathbf{r}) \) is not concave and it does not have closed-form expression. Specifically, let \( \theta^d \) and \( \mu^d \) denote the analog filter phase vector and weight vector used during the \( t \)-th frame. The \( t \)-th iteration (\( t \)-th frame) of the BC-SSCA algorithm is described as follows.

**Step 1 (Short-term control optimization at each time slot):** At time slot \( i \in [tT_s + 1, (t + 1) T_s] \) in the \( t \)-th frame, the BBU first acquires the effective channel \( \mathbf{F}_n^H(\theta^d) \mathbf{H}_n(i), \forall n \), where \( \mathbf{H}_n(i) \) is the channel state of RRH \( n \) at time slot \( i \). Then it calculates the short-term control variables \( x^d(i) = (\mu^d, \theta^d, \mathbf{H}(i)) \) from \( \mathbf{F}_n^H(\theta^d) \mathbf{H}_n(i), \forall n \) by running a short-term block-coordinate (BC) algorithm with input \( J_t, \mu^d, \theta^d \) and \( \mathbf{H}_n(i) \), where \( J_t \) determines the total number of iterations for the short-term BC algorithm at frame \( t \). Note that \( x^d(i) \) depends on \( \theta^d, \mathbf{H}(i) \) only through the effective channel \( \mathbf{F}_n^H(\theta^d) \mathbf{H}_n(i), \forall n \).

Specifically, for given input \( J_t, \mu \), and \( \theta \), the short-term BC algorithm runs \( J \) iterations to find a stationary point (up to certain accuracy) of the following weighted sum-rate maximization problem (WSRMP):

\[
\mathcal{P}_S(\mu, \theta, \mathbf{H}) : \max_{\mathbf{x}=(\mathbf{p}, \mathbf{w}^x, \mathbf{d}^x, \mathbf{u}^x)} \sum_{k=1}^K \mu_k r_k(\theta, x; \mathbf{H}).
\]
The reason that the short-term control variables \( x \tau J \left( \mu^t, \theta^t, H(i) \right) \) are obtained by solving the WSRRMP \( \mathcal{P}_S \left( \mu^t, \theta^t, H(i) \right) \) is as follows. It follows from \( \mathcal{P}_S \) that at a stationary solution \( \left( \theta^*, \Omega^* \right) = \left( x_\tau (H) \in \mathcal{X}, \forall H \right) \), the short-term control variables \( x^* (H) \) for channel realization \( H \) must be a stationary point of \( \mathcal{P}_S \left( \mu^*, \theta^*, H \right) \) with a stationary weight vector \( \mu^* = \nabla \gamma_{\theta} \left( \nu^* \right) \). Therefore, for fixed long-term control variable \( \theta^* \), once we know \( \mu^* \), the joint optimization of the collection of short-term control variables \( \Omega \) can be decoupled into the optimization of per time slot short-term control variables by solving a WSRRMP \( \mathcal{P}_S \left( \mu^t, \theta^t, H(i) \right) \) at each time slot \( i \). However, \( \mu^* \) is not known before. Therefore, the basic idea of the proposed algorithm is to iteratively update the long-term variable \( \theta^t \) and the weight vector \( \mu^t \) such that \( \theta^t \) and \( \mu^t \) converge to a stationary solution \( \theta^* \) and the corresponding stationary weight vector \( \mu^* \), respectively. Then the short-term control variable \( x^* (H) \) that satisfies \( \mathcal{P}_S \) for each channel state \( H \) can be calculated by finding a stationary point of the corresponding WSRRMP \( \mathcal{P}_S \left( \mu^t, \theta^t, H \right) \) as \( t \to \infty \).

The details of the short-term BC algorithm will be postponed to Section IV-B. Here, we only discuss the impact of \( J_t \) on the convergence. For any finite iteration \( t < \infty \), \( J_t \) is finite, and we can let \( J_t \to \infty \) as \( t \to \infty \) to ensure the convergence to stationary solutions. A larger \( J_t \) for fixed \( t \) usually leads to a faster overall convergence speed at the cost of higher complexity.

Step 2 (Long-term control optimization at the end of frame \( t \)): In Step 2a, the BBU obtains a full channel sample \( H^t \triangleq H \left( tT_s + 1 \right) \) before the end of \( t \)-th frame. Then, in Step 2b (at the end of the \( t \)-th frame), the BBU updates the surrogate function \( f^t (\theta) \) based on \( H^t \), the current iterate \( \theta^t \), and the short-term control variables \( x \left( i \right) \triangleq x^t \left( \mu^t, \theta^t, H(i) \right), \forall i \in \left[ tT_s + 1, (t + 1)T_s \right] \) as

\[
f^t (\theta) = g \left( \nu^t \right) + (f^t) ^T (\theta - \theta^t) - \tau \| \theta - \theta^t \|^2 , \tag{9}
\]

where \( \tau > 0 \) is a constant; \( \nu^t = [\nu^t_1, ..., \nu^t_T] \) is an approximation for the average data rate vector, which is updated recursively as

\[
\nu^t_k = (1 - \rho t) \nu^t_{k-1} + \rho t \sum_{i=tT_s+1}^{(t+1)T_s} \frac{r_k (\theta^t, x(i); H(i))}{T_s}, \forall k ;
\]

(10)

with \( \nu^t_0 = 0 \), \( \forall k \); \( f^t \) is an approximation of the partial derivative \( \nabla \theta g \left( \nu (\theta, \Omega) \right) \) with respect to \( \theta \), which is updated recursively as

\[
F^t = (1 - \rho t) F^t_{k-1} + \rho t J_0 (\theta^t, x(tT_s + 1); H^t) ,
\]

\[
f^t = F^t \nabla \gamma_{\theta} \left( \nu^t \right) , \tag{11}
\]

with \( F^t = 0 \), where \( \rho t \in (0, 1) \) is a sequence to be properly chosen, \( J_0 (\theta, x; H) \) is the Jacobian matrix of the rate vector \( r (\theta, x; H) \) with respect to \( \theta \) and its expression is derived in Appendix A; \( F^t \) is an approximation for \( \mathbb{E} \left[ J_0 (\theta^t, x^t (\mu^t, \theta^t, H); H) \right] \). It will be shown in Lemma 1 that \( \nu^t_k \) and \( f^t \) will converge to the true average data rate and partial derivative, respectively. Therefore, the issues of no closed-form characterization of the average data rates

\[
\tau_k (\theta, \Omega) , \forall k \) and unknown distribution of \( H \) can be addressed by approximating the average data rate and \( \nabla \gamma_{\theta} \left( \nu_0 (\theta, \Omega) \right) \) in a recursive way as in (10) and (11) based on the online observations of the channel samples \( H(i) \) at each time slot \( i \). Moreover, the weight vector \( \mu \) is updated as

\[
\mu^{t+1} = (1 - \gamma t) \mu^t + \gamma t \mu^t . \tag{12}
\]

with \( \mu^t \triangleq \nabla \gamma_{\theta} \left( \nu^t \right) \), where \( \gamma t \in (0, 1) \) is a sequence satisfying \( \sum_{t} \gamma t = \infty \), \( \sum_{t} \gamma t = \infty \). In Step 2c, the optimal solution \( \theta^t \) of the following quadratic optimization problem is solved:

\[
\theta^t = \arg\max_{\theta \in \Theta} f^t (\theta) , \tag{13}
\]

which has closed-form solution \( \theta^t = \mathbb{P}_{\Theta} \left[ \theta^0 + \frac{f^t}{\nu^t} \right] \), where \( \mathbb{P}_{\Theta} \left[ \cdot \right] \) denotes the projection on to the box feasible region \( \Theta \). Finally, \( \theta \) is updated according to

\[
\theta^{t+1} = (1 - \gamma t) \theta^t + \gamma t \theta^t . \tag{14}
\]

Then the above iteration is carried out until convergence.

B. Short-term Block-Coordinate Algorithm

To apply the BC algorithm, we first transform the WSRRMP \( \mathcal{P}_S \left( \mu, \theta, H \right) \) to the following weighted minimum mean square error (WMMSE) problem

\[
\min_{\beta, \nu, \mu, \eta} \sum_{k=1}^{K} \mu_k \left( w_k \eta_k - \log w_k \right) \tag{15}
\]

s.t. \( d \geq 0 \), (2) and (3),

where \( w = [w_1, ..., w_K] \) with \( w_k > 0 \); \( \forall k \) is a weight vector for MSE, \( \beta = [\beta_1, ..., \beta_T] \) with \( \beta_k^2 = p_k \) and

\[
\eta_k \triangleq \mathbb{E} \left[ |s_k - \bar{s}_k|^2 \right] H \right) .
\]

is the MSE of user \( k \). Following similar proof to that of Theorem 1 in [7], it can be shown that Problem \( \mathcal{P}_S \left( \mu, \theta, H \right) \)
Algorithm 2 Short-term Block-Coordinate Algorithm for $\mathcal{P}_S(\mu, \theta, H)$

Input: $J$, $\mu$, $\theta$ and $H$.

Initialization: Let $j = 0$, $\beta_k = \sqrt{P_k}$, $\forall k$, $d_{n,l} = \frac{C_n}{2^{n\eta}}$, $\forall n, l$ and $V_n$, $\forall n$ be the first $L$ eigenvectors of $F^H_n H_n H_n^H F_n$.

Step 1 (Update $u$, $w$ and $\beta$): For $k = 1, \ldots, K$, let

$$u_k = \left( \sum_{l=1}^{K} \beta_k^w h_l |h_k^T h_l^H + \beta_k^w \beta_k^w | \right)^{-1} v^H h_k \beta_k,$$  

$$w_k = \left( 1 - u_k^H v^H h_k \beta_k \right)^{-1},$$

$$\beta_k = \beta_k^w (\lambda_k),$$

where $\beta_k^w (\lambda_k)$ is given in (19).

Step 2 (Update $v$): Let $v = v$. Update $v$ according to (22), which depends on $\beta$.

Step 3 (Update $d$): Let $d_{n,l} = d_{n,l}^*(\lambda_n)$, $\forall n, l$, where $d_{n,l}^*(\lambda_n)$ is given in (22).

Let $j = j + 1$. If $j = J$, terminate the algorithm and output $x^T (\mu, \theta, H) = [p^T, v^T, d^T, u^T]^T$, where $p_n = |\beta_k|^2, \forall k$. Otherwise, go to Step 1.

is equivalent to (15). Moreover, if $(\beta^w, v^*, d^*, u^*, w^*)$ is a stationary point of (15), then $(p^*, v^*, d^*, u^*, w^*)$ is also a stationary point of $\mathcal{P}_S(\mu, \theta, H)$, where $p^* = [p_1^*, \ldots, p_K^*]^T$, with $p_k^* = |\beta_k^w|^2$. Therefore, we shall focus on designing a BC algorithm to find a stationary point of (15).

In the proposed BC algorithm, the short-term control variables $\beta, v, d, u, w$ are optimized in an alternating way by solving a convex subproblem with respect to each variable. The BC algorithm is summarized in Algorithm 2. The choice of the initial point and the update equation for each variable is elaborated below.

1) Choice of Initial Point: For $\beta$, we choose the initial point to be $\beta_k = \sqrt{P_k}$, i.e., each user transmits at the maximum power. For $d$, we choose the initial point to be $d_{n,l} = \frac{C_n}{2^{n\eta}}$, $\forall n, l$, i.e., equal quantization bits allocation at each RRH. For $V_n$, we choose $V_n$, $\forall n$ to be the first $L$ eigenvectors of $F^H_n H_n H_n^H F_n$.

2) Optimization of $u$, $w$ and $\beta$: When fixing the other short-term variables, the optimal $u$ is given by the MMSE receiver in (16), where $Q$ is an abbreviation for $Q(\theta, p, v, d)$, the optimal $w$ is given by (17), and the optimal $\beta$ is given by $\beta_k = \beta_k^w (\lambda_k)$, $\forall k$ with

$$\beta_k^w (\lambda_k) = \mu_k w_k \text{Re} \left[ u_k^H \tilde{V}^H \tilde{h}_k \right] \times \left( \sum_{l=1}^{K} 2\mu_l w_l \tilde{V}^H u_l \tilde{u}_l^H \tilde{V}^H \tilde{h}_k + \nu_k + 2\lambda_k \right)^{-1},$$

where $\nu_k = \sum_{n,l} \frac{6}{P_n} |u_{k,n,l}|^2 |h_{k,n,l}^H \tilde{v}_{n,l}|^2$, $u_{k,n,l}$ is the $((n-1)N + s)$-th element of $u_k$, and $\lambda_k$ is chosen to be zero if $|\beta_k^w (0)|^2 \leq P_k$ and chosen to satisfy $|\beta_k^w (\lambda_k)|^2 = P_k$ otherwise.

3) Optimization of $v$: When fixing the other short-term variables, the optimization of $v$ is not necessarily a strictly convex problem and the optimal $v$ may not be unique. To ensure the convergence of the short-term BC algorithm, we solve the following modified subproblem with respect to $v$ by adding a proximal regularization term $\epsilon \|v - v'\|^2$:

$$\min_v \sum_{k=1}^{K} \mu_k (w_k \eta_k - \log w_k) + \epsilon \|v - v'\|^2,$$  

where $v'$ is the digital filter at the beginning of the current iteration in Algorithm 2, and $\epsilon > 0$ is a small positive number.

Clearly, Problem (20) is an unconstrained quadratic optimization problem. Therefore, we can obtain the optimal digital filter by checking its first-order optimality condition. After some tedious calculations, it can be shown that the first-order optimality condition can be expressed in a compact form as

$$Bv + J + \epsilon (v - v') = 0,$$  

where the LHS is the gradient of the objective function in (20),

$$B = \begin{bmatrix} B_{1,1}, \ldots, B_{N,L} \end{bmatrix}^T$$

and $B_{n,l} = [B_{1,1,n,l}, \ldots, B_{N,L,n,l}]^T$ with

$$B_{n,l} = \begin{bmatrix} \sum_{k=1}^{K} \mu_k w_k |u_{k,n,l}|^2 (\frac{3}{2^m n} + 1) \end{bmatrix},$$

$$J = [J_{1,1}, \ldots, J_{N,L}]^T$$

and $J_{n,l} = \sum_{k=1}^{K} \mu_k w_k \text{Re} \left[ u_{k,n,l}^H \tilde{V}^H \tilde{h}_{n,l} \right], \forall n, l$. From (21), the optimal digital filter for (20) is given by

$$v = (B + \epsilon I)^{-1} (J + \epsilon v').$$

4) Optimization of $d$: The subproblem with respect to $d$ can be expressed as:

$$\min_{d \geq 0} \sum_{k=1}^{K} \mu_k w_k u_k^H Q u_k,$$  

s.t. (3).

Note that we have

$$u_k^H Q u_k = \sum_{n=1}^{N} u_{k,n}^H Q_n u_{k,n} = \sum_{n=1}^{N} \sum_{l=1}^{L} q_{n,l} |u_{k,n,l}|^2 = \sum_{n=1}^{N} \sum_{l=1}^{L} c_{k,n,l} 4^{-d_{n,l}}, \forall k,$$

where $Q_n$ is an abbreviation for $Q_n (p, F_n V_n, d_n)$, and

$$c_{k,n,l} = 3 |u_{k,n,l}|^2 \left( \sum_{k=1}^{K} p_k \tilde{h}_{n,k}^H \tilde{v}_{n,l} |^2 + \| \tilde{v}_{n,l} \|^2 \right), \forall n, l.$$
In the following, we use the Lagrange dual method to solve subproblem (23). The Lagrange function for (23) is
\[
\mathcal{L}(d, \lambda) = \sum_{k=1}^{K} \sum_{n=1}^{N} \sum_{l=1}^{L} \mu_k w_{k,n,l}t^{4-d_{n,l}} + \sum_{n=1}^{N} \lambda_n(2BW \sum_{l=1}^{L} d_{n,l} - C_n), \quad \forall d \geq 0,
\]
where \( \lambda = [\lambda_1, \ldots, \lambda_N]^T \) is the Lagrange multiplier vector. Since subproblem (23) is convex, the optimal quantization bits allocation can be obtained by solving the KKT conditions as
\[
d_{n,l}^*(\lambda_n) = \left[\frac{\log(2BW \lambda_n - \log(4 \sum_{k=1}^{K} \mu_k w_{k,n,l}))}{\log(4)}\right]^+,
\]
\( \forall n, l, \) where the optimal Lagrange multiplier \( \lambda_n \geq 0 \) is chosen such that \( 2BW \sum_{l=1}^{L} d_{n,l}^*(\lambda_n) = C_n \).

5) Convergence of the Short-term BC Algorithm: The short-term BC algorithm is an instance of the MM algorithm in [18]. From Theorem 4.4 in [18], we have the following result.

**Theorem 1** (Convergence of Short-term BC Algorithm). Suppose Problem (15) has a discrete set of stationary points. As \( J \rightarrow \infty \), the short-term BC algorithm converges to a stationary point \( (\beta^*, \mu^*, d^*, u^*, w^*) \) of Problem (15). Moreover,
\[
(x - x^*)^T J_x(\theta^*, x^*, H) \mu^* \leq 0, \forall x \in \mathcal{X},
\]
where \( x^* = [p^{xT}, v^{xT}, d^{xT}, u^{xT} w^{xT}]^T \), and \( p_k^x = |\beta_k^x|^2, \forall k. \)

In Theorem 1 we assume that Problem (15) has a discrete set of stationary points to ensure the convergence of to a single stationary point. Even if this condition is violated, the short-term BC algorithm can still converge to an invariant set of stationary points of (15) in the worst case. However, such worst-case scenario rarely occurs in practice [18, 19].

To ensure the exact convergence of the overall Algorithm 1 to stationary solutions, we need to let \( J_t \rightarrow \infty \), as \( t \rightarrow \infty \). As \( t \rightarrow \infty \), the output of the short-term BC algorithm \( x_{t,\infty}^* (\mu, \theta, H) \equiv \lim_{t \rightarrow \infty} x_{t}^* (\mu, \theta, H) \) is well defined only when it converges to a single stationary point. Therefore, in the convergence analysis of Algorithm 1 in the next subsection, we will assume that the short-term BC algorithm converges to a single stationary point w.p.1. If we allow approximate convergence by running the short-term BC algorithm for only a finite number of iterations i.e., \( \lim_{t \rightarrow \infty} J_t = J_t^\infty < \infty \) (which is always the case in practice), then \( x_{t,\infty}^* (\mu, \theta, H) \) is always well defined and the assumption that Problem (15) has a discrete set of stationary points can be removed.

### C. Convergence Analysis

In this section, we establish the local convergence of BC-SSCA to stationary solutions. Due to the complex coupling between the short-term and long-term control variables, the convergence of long-term control variable depends heavily on the properties of the short-term solution \( x_{t,\infty}^* (\mu, \theta, H(i)) \) found by the short-term BC algorithm. Since there is no closed-form characterization of \( x_{t,\infty}^* (\mu, \theta, H(i)) \), it is difficult to prove the convergence of BC-SSCA, which gives rise to the following challenge.

**Challenge 2.** For the BC-SSCA which involves an iterative short-term BC algorithm without closed-form characterization, it is non-trivial to establish its local convergence to stationary solutions.

To address Challenge 2, we need to make the following assumptions on the parameters \( \{\rho_t, \gamma_t, J_t\} \).

**Assumption 1** (Assumptions on \( \{\rho_t, \gamma_t, J_t\} \)).

1. \( \rho_t \rightarrow 0, \frac{1}{\rho_t} \leq O(t^\kappa) \) for some \( \kappa \in (0, 1), \sum_t (\rho_t)^2 < \infty \).
2. \( \gamma_t \rightarrow 0, \sum_t \gamma_t = \infty, \sum_t (\gamma_t)^2 < \infty. \)
3. \( \lim_{t \rightarrow \infty} \gamma_t/\rho_t = 0. \)
4. For any fixed \( t > 0, J_t < \infty; \) and \( J_t \rightarrow \infty, as \ t \rightarrow \infty. \)

With Assumption 1, we first prove a key lemma which establishes the convergence of the recursive approximations \( \hat{r}^t, f^t \) and the surrogate function \( f^t (\theta) \).

**Lemma 1** (Convergence of \( \hat{r}^t, f^t \) and \( f^t (\theta) \)). Under Assumption 1 we have
\[
\lim_{t \rightarrow \infty} |\hat{r}^t_k - \tau_k (\theta^t, \Omega^t (\mu^t, \theta^t))| = 0,
\]
\[
\lim_{t \rightarrow \infty} \|f^t - \nabla \theta g (\tau (\theta^t, \Omega^t (\mu^t, \theta^t)))\| = 0,
\]
\[
\lim_{t \rightarrow \infty} \|\mu^t - \nabla \theta g (\tau (\theta^t, \Omega^t (\mu^t, \theta^t)))\| = 0,
\]
where \( \Omega^t (\mu, \theta) \equiv \{x^t (\mu, \theta, H), \forall H\} \), and \( x^t (\mu, \theta, H) \) is the output of Algorithm 2 with input \( J_t, \mu, \theta, H \). Moreover, consider a subsequence \( \{\mu^j, \theta^j\}_{j=1}^{\infty} \) converging to a limiting point \( (\mu^*, \theta^*) \), and define a function
\[
\hat{f} (\theta) \triangleq g (\tau (\theta^*, \Omega^j (\mu^*, \theta^*))) - \tau \|\theta - \theta^*\|^2
\]
\[
+ \nabla \theta g (\tau (\theta^*, \Omega^j (\mu^*, \theta^*))) (\theta - \theta^*)^T,
\]
where \( \Omega^j (\mu, \theta) \equiv \{x^j (\mu, \theta, H), \forall H\} \), and \( x^j (\mu, \theta, H) \) is the stationary point of \( \mathcal{P}_S (\mu, \theta, H) \) found by Algorithm 2 (i.e., run Algorithm 2 until convergence to a stationary point). Then, almost surely, we have
\[
\lim_{j \rightarrow \infty} \hat{f}^j (\theta) = \hat{f} (\theta), \quad \forall \theta \in \Theta.
\]

Please refer to Appendix B for the proof. The motivation for some key assumptions and the intuition behind Lemma 1 are explained below. From the recursive update for \( \hat{r}^t_k \) in (10), \( \hat{r}^t_k \) is roughly obtained by averaging the instantaneous rates over a time window of size \( \frac{1}{\rho_t} \). Since \( \theta^t \) is changing over time \( t, \hat{r}^t_k \) may not converge to \( \tau_k (\theta^t, \Omega^t (\mu^t, \theta^t)) \) in general. However, if \( \lim_{t \rightarrow \infty} \tau_t/\rho_t = 0 \), it follows from (14) that \( \theta^t \) is almost unchanged during the time window \( \frac{1}{\rho_t} \) (i.e., \( \theta^{t-1/t^t} \approx \theta^t \approx \mu^t, \theta^t \approx \mu^t, \theta^t \)) for sufficiently large \( t \), and thus \( \hat{r}^t_k \) will converge to \( \tau_k (\theta^t, \Omega^t (\mu^t, \theta^t)) \) as \( t \rightarrow \infty \). The same assumption has also been made in single-timescale stochastic optimization (with long-term control variable only) [20] for the same reason. Another standard

\[3\]We use \( O(\cdot) \) to denote the Big O notation. Therefore, \( \frac{1}{\rho_t} \leq O(t^\kappa) \) means that \( \limsup_{t \rightarrow \infty} |\frac{1}{\rho_t}| < \infty. \]
technical assumption \( \sum \rho_k = \infty \) is required in single-timescale stochastic optimization. However, for the considered two-timescale stochastic optimization in which the short-term control variables \( x(i) \) are obtained by an iterative short-term BC algorithm, a slightly stronger condition \( \sum \rho_k = \infty \) is required. With Lemma 1, the following convergence theorem can be proved.

**Theorem 2 (Convergence of Algorithm 1).** Suppose Assumption \([7]\) is satisfied. Let \( \{\mu_j, \theta_j^1\}_{j=1}^\infty \) denote any subsequence of iterates generated by Algorithm 1 that converges to a limiting point \( (\mu^*, \theta^*) \). Then we almost surely have

\[
\mu^* = \nabla_{\theta^*} g(\varpi^*), \quad (\theta - \theta^*)^T \nabla_{\theta^*} g(\varpi^*) = 0, \quad (29)
\]

\( \forall \theta \in \Theta \), where \( \varpi^* = \varpi(\theta^*, \Omega^\infty(\mu^*, \theta^*)) \). Moreover,

\[
\lim_{j \to \infty} (x - x(i))^T J_x(\theta^*, x(i); H(i)) \nabla_{\theta^*} g(\varpi^*) = 0, \quad (30)
\]

where \( x(i) \triangleq x^{L, i}(\mu^{L, i}, \theta^{L, i}, H(i)), \forall i \in [T, T_s + 1, (T_t + 1) T_s] \).

Please refer to Appendix A for the proof. According to Theorem 2 as \( j \to \infty \), for any \( i \in [T, T_s + 1, (T_t + 1) T_s] \), the short-term solution \( x(i) \) found by the short-term BC algorithm satisfies the stationary condition in (7). Moreover, the limiting point \( \theta^* \) generated by Algorithm 1 also satisfies the stationary condition in (8). Therefore, Algorithm 1 converges to stationary solutions of the two-timescale Problem \( P \).

**D. Computational Complexity**

In this subsection, we compare the computational complexity of the proposed BC-SSCA algorithm with the following baseline schemes.

- **Baseline 1 - Spatial-compression-and-forward (SCF)** \([8]\): This is the SCF scheme in \([8]\) with the consideration of the CSI delay.
- **Baseline 2 - Analog SCF (A-SCF)** \([9]\): This is the fully-analog spatial-compression-and-forward scheme in \([9]\).
- **Baseline 3 - Slow-timescale SCF (S-SCF)**: This scheme is obtained by removing the short-term optimization in the proposed scheme.

We first analyze the complexity of the proposed BC-SSCA algorithm. The complexity order for other schemes can be obtained similarly.

**Complexity order of the short-term BC algorithm:** In each iteration of the short-term BC algorithm, we solve the subproblems for the five blocks of variables in three steps:

1. In Step 1, the calculation of \( \{ \sum_{i=1}^{K} \tilde{V}^H h_k \beta_k + \tilde{V}^H \hat{V} + \hat{V}^H \tilde{V} + Q \}^{-1} \) in \( C^{NL \times NL} \) and \( u_k \) needs \( O(N^3 L^3) \) and \( O(N^2 L^3) \) floating point operations (FPOs), respectively. Moreover, we only need \( O(NL) \) FPOs to compute \( u_k = (1 - u_k^2 \tilde{V}^H h_k \beta_k)^{-1} \), since \( u_k \) and \( \tilde{V}^H h_k \beta_k \) have been already been calculated previously. Similarly, the calculation of \( \beta_k, \forall k \) in \([18]\) needs \( O(1) \) FPOs.

2. In Step 2, the computation complexity of updating \( v \) is dominated by the inversion of \( B \) and is given by \( O(N^3 L^3 S^3) \).

3. In Step 3, the bisection method to find the Lagrangian parameter \( \lambda_n \) requires \( O(1) \) iterations to achieve certain accuracy and \( L \) multiplications are performed in each iteration. Therefore, the computation complexity of updating \( d \) is \( O(S + L) \).

Based on the above analysis, the computation complexity of the short-term BC algorithm is:

\[
C_S \triangleq O \left( N^3 L^3 + N^3 L^3 S^3 + L \right).
\]

**Complexity order of the long-term control optimization:** The computation complexity is dominated by the updating \( f \) and computing the \( J_\theta(\theta, x; H) \), whose complexity order is \( C_L = O(N^2 ML + MSNK) \).

**Overall complexity order of BC-SSCA:** Since each frame consists of \( T_n \) time slots, the overall complexity order of the proposed BC-SSCA algorithm is \( C_{BC-SSCA} \triangleq O \left( C_P + C_S \right) \).

**Comparison of complexity orders:** In Table II, we summarize the complexity orders of different schemes. As seen from Table II, since \( M \gg S \geq L \), the proposed THCF scheme has much lower complexity than that of both the SCF scheme and the A-SCF scheme. Although the S-SCF scheme provides a lower computation complexity than that of the proposed THCF scheme, the performance is in general much worse. Consequently, our proposed THCF scheme offers a better trade-off between complexity and performance.

**E. Implementation Consideration**

At the beginning of each frame, the BBU needs to send \( \theta_n \) to RRH \( n \). Moreover, at each time slot, the BBU needs to send \( V_n, d_n \) to RRH \( n \) and \( p_k \) to user \( k \). In practice, each of these control variables \( \theta_n, V_n, p_k \) needs to be quantized using, e.g., a codebook based method, before sending them to the RRHs or users (note that \( d_n \) is already an integer). The detailed codebook design for each control variable is out of the scope of this paper. In the simulations, we observe that the loss due to the quantization of \( \theta_n \) is already small under the simple uniform scalar quantization with only 3-bits quantization for each element. Since \( \theta_n \) is adaptive to the channel statistics and is only updated once per frame \( (T_f \) time slots), the signaling overhead for communicating the quantized \( \theta_n \) is relatively small. On the other hand, by adapting the short-term control variables \( V_n, d_n \) and \( p_k \) to the effective channel, these variables are updated once per time slot. Note that \( V_n, d_n \) can be conveyed to RRH \( n \) via a dedicated high-speed fronthaul link and this may not cause too much overhead.
Compared to the amount of data symbols that needs to be send to RRH $n$ (since each time slot may contain a large number of data symbols). Although $p_k$ needs to be send to each user $k$ via the downlink wireless channel with a lower capacity compared to the fronthaul link, it is only a scalar and thus the resulting signaling overhead is still acceptable in practice.

For users with higher mobility, the channel coherence time is smaller and the signaling overhead for sending $V_n, d_n$ to RRH $n$ may become unacceptable. In this case, we can simply use a distributed digital filter $V_n$ as in [8] such that each RRH can independently determine its digital filter $V_n$ based on the covariance matrix of its received pilot signal that can be obtained locally at each RRH by sending uplink pilots from the users. Please refer to [8] for the detailed design of the distributed digital filter $V_n$. In addition, we can simply use a uniform quantization (i.e., $d_{n,l} = \frac{C_n}{2^{l+1}}, \forall n, l$) to avoid the signaling overhead of sending $d_n$ to RRH $n$. Therefore, the proposed algorithm framework can be easily modified to achieve a good tradeoff between the performance and signaling overhead for practical implementations.

Remark 1. In this paper, we focus on fast power control and thus the power allocation vector $p$ is a short-term control variable. In practice, for high mobility users with smaller channel coherence time, we may switch to slow power control to avoid frequent fast power control signaling. The proposed algorithm can be easily modified to consider slow power control by removing the power allocation from the short-term control optimization and modifying the surrogate function for long-term control optimization to include the power allocation as a long-term variable.

V. Simulation Results and Discussions

Consider a C-RAN with 4 RRHs placed in a circle cell of radius 500 m. There are 8 users randomly distributed in the cell. The channel bandwidth is 1 MHz. As in [13], we adopt a geometry-based channel model with a half-wavelength space ULA for simulations. The channel vector between RRH $n$ and user $k$ can be expressed as $h_{n,k} = \sum_{i=1}^{N_p} \alpha_{n,k,i} \varphi_{n,k,i}$, where $\varphi$ is the array response vector, $\varphi_{n,k,i}$'s are Laplacian distributed with an angle spread $\sigma_{AS} = 10$, $\alpha_{n,k,i} \sim \mathcal{CN}(0, \sigma_{n,k,i}^2)$, $\sigma_{n,k,i}^2$ are randomly generated from an exponential distribution and normalized such that $\sum_{i=1}^{N_p} \sigma_{n,k,i}^2 = G_{n,k}$. $G_{n,k}$ is the average channel gain determined by the pathloss model $30.6 + 36.7 \log 10(\text{dist}_{n,k})$ [21], and dist$_{n,k}$ is the distance between RRH $n$ and user $k$ in meters. Unless otherwise specified, we consider $M = 64$ antennas, $S = 16$ RF chains and $N_p = 6$ channel paths for each RRH. The power spectral density of the background noise is $-169$ dBm/Hz. The transmit power constraint for each user is $P_k = 23$ dBm. There are $T_s = 10$ time slots in each frame and the slot size is 1 ms. The coherence time for the channel statistics is assumed to be 10 s [22]. As in [10], [23], we assume that the CSI delay is proportional to the dimension of the channel vector that is required at the BS, i.e., if the full-CSI delay (which is defined as the delay required to obtain the full channel sample $H_n, \forall n$) is $\tau$ ms, then the effective-CSI delay (which is defined as the delay required to obtain the effective channel

![Figure 4. Convergence of the BC-SSCA algorithm.](image-url)
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the proposed THCF scheme achieves significant gain over A-SCF and S-SCF, which demonstrates the importance of hybrid analog-and-digital processing and two-timescale joint optimization. When the fronthaul capacity increases, the performance gap between the proposed THCF scheme and the performance upper bound (SCF without CSI delay) becomes smaller. Finally, it is observed that the performance of SCF is inferior to the proposed THCF since the full-CSI delay is larger than the effective-CSI delay.

C. Performance versus the Number of Antennas per RRH

In Fig. 6, we plot the rate performance versus the number of antennas $M$ per-RRH, where the per-RRH fronthaul capacity is fixed as $C = 64$Mbps. We observe that the proposed THCF scheme achieves a near-optimal performance when compared to the SCF scheme without CSI delay (a performance upper bound) and outperforms the competing schemes. Moreover, as $M$ increases, the performance gap between the competing schemes becomes larger. Again, the SCF scheme without CSI delay achieves the best PFS performance, but its hardware complexity and implementation cost are much larger than the proposed THCF especially when the number of antennas $M$ per-RRH is large. Moreover, when there is CSI delay, the proposed THCF scheme will outperform the SCF scheme. In contrast, with the proposed THCF scheme, we can enjoy the huge array gain provided by the massive MIMO almost for free (i.e., the complexity and power consumption are similar to the C-RAN with small-scale multi-antenna RRHs). This indicates that the proposed THCF scheme achieves better tradeoff performance than other baselines.

D. Performance versus the CSI Delay

In Fig. 7, we plot the rate performance versus the CSI delay, where the per-RRH fronthaul capacity is fixed as $C = 64$Mbps. We can see that as the CSI delay increases, the PFS of all schemes decreases gradually. It is observed that the PFS achieved with the proposed THCF scheme is higher than that achieved by the other schemes for moderate and large full-CSI delay. This is because the performance of the proposed THCF scheme is insensitive to the full-CSI delay. Although the performance of the S-SCF scheme is also insensitive to the full-CSI delay, its performance is still much worse than the proposed THCF scheme due to the lack of optimal power control and quantization bits allocation.

E. Performance under Practical Implementation Consideration

To illustrate the impact of quantization on the analog and digital filtering matrices in practice, the performance of all schemes are evaluated in Fig. 8 with different total numbers of quantization bits. The per-RRH fronthaul capacity is fixed as $C = 64$ Mbps. For THCF, we assume that $\theta_n$ is quantized using the simple uniform scalar quantization with only 3-bits quantization for each element. Moreover, the digital filter $V_n$ are quantized using a random vector quantization (RVQ) codebook. For fair comparison, the total number of feedback bits per timeslot of all schemes are set to be equal. As shown in Fig. 8, the PFS utility of SCF and THCF increases with
the total feedback bits per timeslot. On the other hand, the PFS utility of S-SCF and A-SCF almost remain constant when total feedback bits per timeslot ranges from 95 to 159 bits. This is because for S-SCF, a total number of 95 quantization bits corresponds to 3-bits quantization for each phase in $\theta_n$, since the analog filter is updated at the slow timescale in S-SCF. In this case, the quantization loss is already small compared to the unquantized case. For A-SCF, a total number of 159 quantization bits only corresponds to less than 1-bit quantization for each phase in $\theta_n$, since the analog filter is updated at the fast timescale in A-SCF. Therefore, we can only use 1-bit quantization for each phase in A-SCF for the entire range of feedback bits in the simulations. This also demonstrates that the slow-timescale/two-timescale design can significantly reduce the feedback overhead.

VI. Conclusion

We propose a two-timescale hybrid compression and forward (THCF) scheme to reduce the fronthaul consumption in Massive MIMO aided C-RAN. We formulate the optimization of THCF as a general utility maximization problem, and propose a BC-SSCA algorithm to find stationary solutions of this two-stage non-convex stochastic optimization problem. At each iteration, BC-SSCA first runs an iterative BC algorithm to find a stationary point (up to a certain accuracy) of the short-term weighted sum rate maximization subproblem associated with the observed channel state. Then it updates the surrogate function for the objective of the long-term analog spatial filtering problem based on the observed channel state, the current iterate and the stationary point of the short-term subproblem. Finally, it updates the long-term analog spatial filter by solving the resulting convex approximation problem with closed-form solution. We show that the BC-SSCA algorithm converges to stationary solutions of the joint optimization problem almost surely. Finally, simulations verify that the proposed BC-SSCA algorithm achieves significant gain over existing solutions.

APPENDIX

A. Jacobian Matrix of Instantaneous Rate

For given channel state $H$, the Jacobian matrix of the instantaneous rate vector $\nabla r(\theta, x; H)$ with respect to $\theta$ is

$$
J_r(\theta, x; H) = [ \nabla r_1 \nabla r_2 \cdots \nabla r_K ],
$$

where $\nabla r_k = [ \nabla_{\theta_1} r_k \nabla_{\theta_2} r_k \cdots \nabla_{\theta_K} r_k ]^T$. According to the matrix calculus and the chain rule, we can get

$$
\nabla_{\theta_{n,k}} r_k = \frac{a_{n,k}}{\Gamma_k} - \frac{a_{n,-k}}{\Gamma_{-k}},
$$

where

$$
\Gamma_k = \sum_{l=1}^{K} p_l |u_k^H \tilde{V}^H h_l|^2 + |u_k^H \tilde{V}^H|^2 + u_k^H \mathbb{Q}(\theta, p, v, d) u_k,
$$

$$
\Gamma_{-k} = \sum_{l \neq k}^{K} p_l |u_k^H \tilde{V}^H h_l|^2 + |u_k^H \tilde{V}^H|^2 + u_k^H \mathbb{Q}(\theta, p, v, d) u_k,
$$

$$
a_{n,k} = -\text{Vec}(\mathcal{R}(\sqrt{\mathbb{F}_n} \circ A_{n,k})),$n
$$
$$
a_{n,-k} = -\text{Vec}(\mathcal{R}(\sqrt{\mathbb{F}_n} \circ A_{n,-k}),
$$

$$
A_{n,k} = \sum_{l=1}^{K} p_l (h_{n,l} u_{n,k}^H V_n - h_{l}^H \tilde{V} u_k) + F_N V_n u_{n,k}^H V_n H + \sum_{l=1}^{L} 3u_{n,k,l}^H u_{n,k,l}^H (\sum_{k} p_k h_{n,k} h_{n,k}^H F_N v_{n,l} v_{n,l}^H + F_N v_{n,l} v_{n,l}^H),
$$

$$
A_{n,-k} = \sum_{l \neq k}^{K} p_l (h_{n,l} u_{n,k}^H V_n - h_{l}^H \tilde{V} u_k) + F_N V_n u_{n,k}^H V_n H + \sum_{l=1}^{L} 3u_{n,k,l}^H u_{n,k,l}^H (\sum_{k} p_k h_{n,k} h_{n,k}^H F_N v_{n,l} v_{n,l}^H + F_N v_{n,l} v_{n,l}^H).
$$

B. Proof of Lemma 7

The proof relies on the following lemma which characterizes the Lipschitz continuity of $x^J(\mu, \theta, H)$ and $\tau_k(\theta, \Omega^J(\mu, \theta)), \forall k$ with respect to $\mu, \theta$.

**Lemma 2.** Let $x^J(\mu, \theta, H)$ denote the output of Algorithm 2 with input $J$, $\mu$, $\theta$ and $H$. We have

$$
\|x^J(\mu_1, \theta_1, H) - x^J(\mu_2, \theta_2, H)\|
\leq B_2 \sqrt{\|\mu_1 - \mu_2\|^2 + \|\theta_1 - \theta_2\|^2},
$$

$$
\|\tau_k(\theta_1, \Omega^J(\mu_1, \theta_1)) - \tau_k(\theta_2, \Omega^J(\mu_2, \theta_2))\|
\leq B_3 \sqrt{\|\mu_1 - \mu_2\|^2 + \|\theta_1 - \theta_2\|^2},
$$

for any $\mu_1, \mu_2 > 0$, $\theta_1, \theta_2 \in \Theta$, any inner iteration number $J \geq 1$ and some constant $B_x > 0$, $B > 0$.

**Proof:** In Algorithm 2, the initial point $x^J(\mu_1, \theta_1, H) - x^J(\mu_2, \theta_2, H)$ is Lipschitz continuous with respect to $\mu, \theta$. Moreover, each subproblem with respect to one short-term variable has a closed-form solution which is also Lipschitz continuous with respect to $\mu, \theta$ and the other short-term variables. Therefore, after the first iterations, we have

$$
\|x^J(\mu_1, \theta_1, H) - x^J(\mu_2, \theta_2, H)\|
\leq B_1 \sqrt{\|\mu_1 - \mu_2\|^2 + \|\theta_1 - \theta_2\|^2},
$$

for some $B_1 > 0$, and after $J$ iteration, we have

$$
\|x^J(\mu_1, \theta_1, H) - x^J(\mu_2, \theta_2, H)\|
\leq B_1 B_2 \cdots B_J \sqrt{\|\mu_1 - \mu_2\|^2 + \|\theta_1 - \theta_2\|^2},
$$

for some $B_j > 0$, $j = 1, \ldots, J$. Letting $B_x = \max_j B_j$, (31) is proved. Finally, (32) follows immediately from the fact that $r_k(\theta, x; H)$ is Lipschitz continuous with respect to $\theta$ and $x$. ■
In the rest of the proof, we will focus on proving (25). The proof for (26) and (27) is similar. We first show that for any positive integer $J > 0$, we almost surely have
\[
\lim_{t \to \infty} \left| \tau_k - \tau_k \left( \theta^I, \Omega^I \left( \mu^I, \theta^I \right) \right) \right| = \tau_J, \forall k,
\] (33)
where $\tau_J$ satisfies $\lim_{t \to \infty} \tau_J = 0$.

**Step 1 of proving (33):** Define a sequence
\[
\tilde{r}_k^I = (1 - \rho_t) \tilde{r}_k^{I-1} + \rho_t \sum_{i=1}^{(t+1)T_s} r_k(\theta^I, H(i); H(i)) \tag{24}
\]
Comparing with (10) and (24), the update term is only different from (10) by $e_{J,t}$ in
\[
\sum_{i=1}^{(t+1)T_s} r_k(\theta^I, x^I(\mu^I, \theta^I, H(i)); H(i)) - r_k(\theta^I, x^I(\mu^I, \theta^I); H(i)).
\] Then we have
\[
\lim_{t \to \infty} \left| \tilde{r}_k - \tau_k \left( \theta^I, \Omega^I \left( \mu^I, \theta^I \right) \right) \right| = 0.
\] (35)
This is a consequence of (24). Lemma 1, which provides a general convergence result for any sequences of random vectors $\{\eta^I\}$, $\{z^I\}$ that satisfies conditions (a) to (d) in this lemma. When applying (24), Lemma 1 to prove the convergence of $\tilde{r}_k^I$ in (35), we let $\eta^I = \tau_k \left( \theta^I, \Omega^I \left( \mu^I, \theta^I \right) \right)$, $z^I = \tilde{r}_k^I$ and $\zeta^I = \sum_{i=1}^{(t+1)T_s} r_k(\theta^I, x^I(\mu^I, \theta^I, H(i)); H(i))$. Since the instantaneous rate $r_k$ is bounded, we can find a convex and closed box region $\mathcal{Z}$ to contain $r_k$ such that conditions (a) and (b) are satisfied. Since $\mathbb{E} \left( \zeta^I \right) = \tau_k \left( \theta^I, \Omega^I \left( \mu^I, \theta^I \right) \right)$, we have $b^I = 0$ in condition (c) and it follows from $\sum_{\infty} t=0 \left( \rho^I \right)^2 < \infty$ that condition (c) is satisfied. Condition (d) follows from the assumption on $\rho^I$. Finally, from Lemma 2 we have
\[
\lim_{t \to \infty} \left| \tau_k \left( \theta^I, \Omega^I \left( \mu^I, \theta^I \right) \right) \right| = 0.
\] (36)
Assumption 1-2, we have $\lim_{t \to \infty} \rho_t e_{J,t} \left( 1 - \rho_t \right)^{t-n_t} = 0$ and $\lim_{t \to \infty} \rho_t e_{J,t} \left( 1 - \rho_t \right)^{t-n_t} = 0$. Moreover, from Theorem 1 we have $\lim_{t \to \infty} \rho_t e_{J,t} \left( 1 - \rho_t \right)^{t-n_t} = 0$. Then it follows from the above analysis that $\lim_{t \to \infty} \left| \tilde{r}_k - \tau_k \right| \leq \tau_J$ for some error $\tau_J$ satisfying $\lim_{t \to \infty} \tau_J = 0$. Together with (35), it follows that (33) holds.

Then, we prove (25). From Theorem 1 we have
\[
\lim_{t \to \infty} \left| \tau_k \left( \theta^I, \Omega^I \left( \mu^I, \theta^I \right) \right) - \tau_k \left( \theta^I, \Omega^I \left( \mu^I, \theta^I \right) \right) \right| = \tau_J.
\] (37)
for some error $\tau_J$ satisfying $\lim_{t \to \infty} \tau_J = 0$. Note that (33) holds for any finite $J$. Therefore, for any $\epsilon > 0$, there exists sufficiently large but finite $J$ such that $\tau_J \leq \frac{\epsilon}{2}$. Then it follows from (33) and (37) that
\[
\lim_{t \to \infty} \left| \tilde{r}_k - \tau_k \left( \theta^I, \Omega^I \left( \mu^I, \theta^I \right) \right) \right| = 0.
\] (38)
Finally, (28) follows directly from (25) - (27) and the definition of $f(\theta)$.

**C. Proof of Theorem 2**

Let $\phi = \left[ \phi^T, \mu^T \right]^T$ denote the composite long-term control variables. For any $\bar{t} > 0$, we use $g(\phi)$ as an abbreviation for $g \left( \phi ; \phi^T, \Omega_T \left( \mu^T, \phi \right) \right)$, $\mu^T$ as an abbreviation for $\mu^T$, $\Omega_T \left( \mu^T, \phi \right)$, and $\mu^{T+1}$ as an abbreviation for $\mu^{T+1}, \Omega_T \left( \mu^{T+1}, \phi \right)$, when there is no ambiguity.

1. We first prove that $\liminf_{t \to \infty} \left\| \phi^t - \phi^t \right\| = 0$ w.p.1.

Since $f^t(\theta)$ is uniformly strongly concave, we have
\[
\nabla^T f^t(\theta^t) d^t \geq \eta \|d^t\|^2 + \bar{f}^t(\theta^t) - f^t(\theta^t) \geq \eta \|d^t\|^2,
\] (39)
for some $\eta > 0$, where $d^t = \theta^t - \theta^t$. Moreover, we have
\[
g(\phi^{t+1}) \geq g(\phi^t) + \nabla g(\phi^t) d^t + L_0 \left( \gamma^t \right) \|d^t\|^2 - o(\gamma^t)
\]
\[
= g(\phi^t) + L_0 \left( \gamma^t \right) \|d^t\|^2 - o(\gamma^t)
\]
\[
= g(\phi^t) + L_0 \left( \gamma^t \right) \|d^t\|^2 - o(\gamma^t)
\]
\[
= g(\phi^t) + L_0 \left( \gamma^t \right) \|d^t\|^2 - o(\gamma^t)
\]
\[
= g(\phi^t) + L_0 \left( \gamma^t \right) \|d^t\|^2 - o(\gamma^t)
\]
(38)
all $t$. We focus next on such a realization. By choosing a sufficiently large $t_0$ and $\bar{t}$, there exists $\tau > 0$ such that

$$g(\phi^{t+1}) - g(\phi^t) \geq \gamma^t \tau^j \|d^t\|^2, \forall t \geq t_0.$$  \hspace{1cm} (40)

It follows from (40) that

$$g(\phi^t) - g(\phi^{t_0}) \geq \gamma^t \tau^j \sum_{j=t_0}^{t} (\gamma^j)^2,$$

which, in view of $\sum_{j=t_0}^{\infty} (\gamma^j)^2 = \infty$, contradicts the boundedness of $\{g(\phi^t)\}$. Therefore, it must be

$$\lim_{t \to \infty} \|\phi^t - \phi^t\| = 0 \text{ w.p.1.}$$

2. Then we prove that $\limsup_{t \to \infty} \|\phi^t - \phi^t\| = 0 \text{ w.p.1.}$ We first prove a useful lemma.

**Lemma 3.** There exists a constant $\bar{L} > 0$ such that

$$\left\|\phi^t_1 - \phi^t_2\right\| \leq \bar{L} \|\phi^{t_1} - \phi^{t_2}\| + e(t_1, t_2),$$

where $\lim_{t_1, t_2 \to \infty} e(t_1, t_2) = 0$.

**Proof:** Following a similar analysis to that in Appendix [B] it can be shown that

$$\lim_{t \to \infty} \|\hat{f}(\theta) - \hat{g}_T(\phi^t, \phi^t)\| = O(\tau^t),$$

$$\lim_{t \to \infty} \|\hat{\mu}^t - \nabla \tau g(\tau^t)\| = O(\tau^t),$$

where $\hat{g}_T(\phi^t, \phi^t) \equiv g(\phi^t) + \nabla g(\phi^t)(\theta - \phi^t) - \tau \|\theta - \phi^t\|^2$ and $\lim_{t \to \infty} \tau^t \tau^t \to 0$. It can be verified that $\hat{g}_T(\phi^t, \phi^t)$ and $\nabla \tau g(\tau^t)$ are Lipschitz continuous in $\phi^t$, and thus

$$\left\|\hat{g}_T(\theta, \phi^t) - \hat{g}_T(\theta, \phi^t)\right\| \leq B \|\phi^{t_1} - \phi^{t_2}\|,$$

$$\left\|\nabla \tau g(\tau^t) - \nabla \tau g(\tau^t)\right\| \leq B \|\phi^{t_1} - \phi^{t_2}\|,$$

for some constant $B > 0$. Combining (41) to (44), we have

$$\left\|\hat{f}(\theta) - \hat{f}(\theta)\right\| \leq B \|\phi^{t_1} - \phi^{t_2}\| + O(\tau^t) + e(t_1, t_2),$$

$$\|\hat{\mu}^t - \hat{\mu}^t\| \leq B \|\phi^{t_1} - \phi^{t_2}\| + O(\tau^t) + e(t_1, t_2),$$

where $\lim_{t_1, t_2 \to \infty} e(t_1, t_2) = 0$. Since (45) holds for any $\bar{t} > 0$ and $\lim_{\tau \to \infty} \tau^t = 0$, we have

$$\left\|\hat{f}(\theta) - \hat{f}(\theta)\right\| \leq B \|\phi^{t_1} - \phi^{t_2}\| + e(t_1, t_2), \forall \theta \in \Theta.$$  \hspace{1cm} (47)

Then it follows from (47) and the Lipschitz continuity and strong convexity of $\hat{f}(x)$ that

$$\left\|\hat{f}(\theta) - \hat{f}(\theta)\right\| \leq B_1 \|\phi^{t_1} - \phi^{t_2}\| + B_2 e(t_1, t_2),$$

for some constant $B_1, B_2 > 0$. This is because for strictly convex problem, when the objective function (13) is changed by amount $e(\theta)$, the optimal solution $\theta^*$ will be changed by the same order (i.e., $\pm O(\|e(\theta)\|)$). Finally, Lemma 3 follows from (44) and (48).

Using Lemma 3 and following the same analysis as that in [20], Proof of Theorem 1, it can be shown that

$$\lim_{t \to \infty} \|\phi^t - \phi^t\| = 0 \text{ w.p.1.}$$

Finally, we are ready to prove the convergence theorem. By definition, we have $\lim_{t \to \infty} \mu^t = \nabla \tau g(\tau^t)$. Then it follows from (49) that $\mu^* = \lim_{t \to \infty} \mu^t = \nabla \tau g(\tau^t)$. According to (13), Lemma 1 and (49), $\theta^*$ must be the optimal solution of the following convex optimization problem w.p.1.:
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