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Abstract

In this work, we provide robust bounds on the tail probabilities and the tail index of heavy-tailed distributions in the context of model misspecification. They are defined as the optimal value when computing the worst-case tail behavior over all models within some neighborhood of the reference model. The choice of the discrepancy between the models used to build this neighborhood plays a crucial role in assessing the size of the asymptotic bounds. We evaluate the robust tail behavior in ambiguity sets based on the Wasserstein distance and Csiszár $f$-divergence and obtain explicit expressions for the corresponding asymptotic bounds. In an application to Danish fire insurance claims we compare the difference between these bounds and show the importance of the choice of discrepancy measure.
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1 Introduction

At the focus of any risk management process lies the accurate estimation of the underlying model. Modelling assumptions, historical data, or dynamics of the driving systems are sources of errors that may affect the model accuracy. The two main sources of uncertainty come from the statistical estimation of the model parameters, and a possible misspecification of the statistical model itself. The former is known as estimation uncertainty and may be quantified by confidence intervals based on asymptotic theory or bootstrapping. The latter is called the epistemic or model uncertainty and it can be addressed by finding the worst-case model within a neighborhood around the estimated reference model $\hat{P}$ that accounts for the ambiguity of the model choice.

There is large body of literature on the optimal decision under model uncertainty, and in particular, the construction of ambiguity sets. Jagannathan (1977) proposes ambiguity sets with given first two moments, Shapiro and Kleywegt (2002) consider the convex hull of a finite number of models, while Calafiore (2007) uses Kullback-Leibler divergence (KL) around a reference model $\hat{P}$ to build the neighborhood. Pflug and Wozabal (2007) use the Wasserstein ball to robustify a portfolio of assets, and Hansen and Sargent (2008) derive alternative models lying at the maximal KL-divergence from the reference model in a multistage case.

Risk assessment becomes crucial when dealing with rare events of a random variable $X$, as for instance $\{X > x\}$ for large $x$. Such tail events have small occurrence probabilities but may have serious impacts. Examples are financial applications where $X$ is the loss of a stock (Poon et al., 2004), flood risk where $X$ is the river discharge (Asadi et al., 2015), or heatwaves where $X$ is the temperature (Engelke et al., 2019). A proper risk analysis is particularly important in the case where $X$ is heavy-tailed, that is, the tail probabilities decay with polynomial rate

$$P(X > x) = L(x)x^{-\beta},$$

where $L$ is a slowly varying function and $\beta > 0$ is the so-called tail index. Extreme value theory studies asymptotically motivated approximations of these distributional tails, and numerous statistical methods for the estimation of $P(X > x)$ and $\beta$ in (1) exist (e.g., Embrechts et al., 2013; De Haan and Ferreira, 2007). Since these models are used to extrapolate to quantiles outside the range of the data where
model assessment is notoriously difficult, model misspecification cannot be ignored. The tail index $\beta$ in (1) carries particular importance since it determines the heaviness of the underlying distribution and dominates estimates of extreme quantiles.

There has been an increasing interest in the distributionally robust analysis of heavy-tailed distributions. Schneider and Schweizer (2015) study bounds on the tail index in $\alpha$-divergence neighborhoods around a Pareto distribution. In the case of the Wasserstein distance, Blanchet and Murthy (2019) show that the worst-case tail probability can be reformulated in terms of a shift of the reference model $\hat{P}$. Lam and Mottet (2017) adopt a non-parametric approach to determine the worst-case convex tail density that is consistent with the central part of the distribution. Their geometric assumption on the density is satisfied by most of the parametric distributions, and the resulting worst-case tail density has either a bounded support or unbounded support with probability mass at infinity. Blanchet et al. (2020) study the worst-case tail distribution in a Rényi divergence neighborhood around the reference model $\hat{P}$. They show that if the reference model belongs to the maximum domain of attraction of a generalized extreme value distribution, then the worst-case tail model also belongs to the domain of attraction of a generalized extreme value distribution, but with a modified tail index.

In order to address model uncertainty in the distributional tail, in this paper we follow a distributionally robust approach that combines stochastic optimization and extreme value theory. We study the tail probabilities and corresponding robust tail indices of the worst-case distributions in an ambiguity set around the estimated reference model $\hat{P}$. The choice of ambiguity set defines the distributions considered in the robust analysis and may have a strong influence on the worst-case tail. It is thus crucial to understand the theoretical implications of a chosen ambiguity, and the goal of this paper is to provide properties of robust tail estimates for a broad range of ambiguity sets. We assume that $\hat{P}$ is a heavy-tailed probability distribution in the sense of (1). This includes a wide range of distributions such as generalized extreme value or Pareto distribution with positive shape parameters. We consider the following two classes of ambiguity sets.

(a) The first ambiguity set is a neighborhood of the reference model $\hat{P}$ defined through a Wasserstein distance, a popular measure of similarity between general probability distributions (see Villani (2008)). Since this distance induces fairly large ambiguity sets, we find that the worst-case tail probabilities are conservative. Moreover, the corresponding robust tail index depends only on the radius of the ambiguity set and the metric used inside the definition of the Wasserstein distance, but is independent of the tail index of the reference distribution.

(b) The second class of ambiguity sets are neighborhoods of $\hat{P}$ measured in Csiszár $f$-divergence. This class of divergences includes KL, Hellinger and total variation distance, for instance. We prove a representation of the worst-case tail probabilities and the robust tail indices in terms of the function $f$ in the definition of the divergence. As we show in several examples, for Csiszár $f$-divergence, the worst-case tail is more sensitive to the tail of the reference model $\hat{P}$ than in the case of Wasserstein distance. Our theory yields some of the results in Blanchet et al. (2020) as a special case.

The paper is organized as follows: in Section 2, we provide a short introduction of extreme value theory, fixing the notations and the basic concepts. In Section 3, we define the optimization problem in a general setting. We then solve this problem for ambiguity sets defined by Wasserstein distance and $f$-divergence and provide robust asymptotic bounds for tail probabilities. A numerical example using the Danish fire insurance claims that illustrates our pre-asymptotic and asymptotic bounds is presented in Section 4. Some additional technical proofs are gathered in the Appendix.

2 Background on extreme value theory

Extreme value theory provides mathematical theory and statistical tools for the analysis of rare events and the estimation of high quantiles. There are two different perspectives that give rise to different limiting distributions, which are, however, closely related. The first approach considers normalized maxima of independent and identically distributed copies $X_1, X_2, \ldots, X_n$ of some random variable $X$ with distribution function $F$. Suppose that there exist sequences $(a_n)_{n \geq 1} \in \mathbb{R}_+$ and $(b_n)_{n \geq 1} \in \mathbb{R}$ such that the maximum $M_n := \max(X_1, X_2, \ldots, X_n)$ converges in distribution, that is,

$$\lim_{n \to \infty} P\left( \frac{M_n - b_n}{a_n} \leq x \right) = \lim_{n \to \infty} F^n(a_n x + b_n) = H(x), \quad x \in \mathbb{R},$$

(2)
for some non-degenerate, continuous distribution function \( H \). Then \( F \) is said to belong to the maximum domain of attraction of \( H \) and the Fisher–Tippett–Gnedenko theorem states that \( H \) is a generalized extreme value distribution of the form (e.g., Coles, 2001)

\[
H(x) = \exp \left[ - \left( 1 + \frac{y - \mu}{\sigma} \right)^{-1/\xi} \right], \quad x \in \mathbb{R},
\]

where \( \xi \in \mathbb{R}, \mu \in \mathbb{R} \) and \( \sigma > 0 \) are the shape, location and scale parameters, respectively, and \( a_+ = \max(0, a) \) denotes the positive part of a real number \( a \in \mathbb{R} \). The sign of the shape parameter \( \xi \) determines the type of the limiting distribution and the tail heaviness of distributions \( F \) in its domain of attraction: for \( \xi < 0 \), \( F \) has a finite upper end-point and \( H \) is a Weibull distribution; for \( \xi = 0 \), \( F \) is light-tailed and \( H \) is a Gumbel distribution; for \( \xi > 0 \), \( F \) is heavy-tailed and \( H \) is a Fréchet distribution.

The second perspective studies the distribution of the exceedances of the random variable \( X \) over a high threshold \( u \), that is,

\[
F_u(x) := P(X - u \leq x \mid X > u), \quad x > 0.
\]

Under the same mild assumption that guarantees the convergence in (2), the distribution of exceedances converges to the generalized Pareto distribution (Balkema and De Haan, 1974; Pickands, 1975), that is,

\[
\lim_{u \to \infty} \sup_{0 < x < x_F - u} |F_u(x) - G_{\xi,\sigma}(x)| = 0, \quad \text{(3)}
\]

where \( x_F = \sup\{x \in \mathbb{R} : F(x) < 1\} \) is the upper end-point of \( F \), and \( G_{\xi,\sigma}(u) \) is the generalized Pareto distribution

\[
G_{\xi,\sigma}(u) = 1 - \left( 1 + \frac{x}{\sigma(u)} \right)^{-1/\xi}, \quad x \in \mathbb{R},
\]

where \( \xi \) is the same shape parameter as in the generalized extreme value distribution, and \( \sigma(u) > 0 \) is the scale parameter depending on the threshold \( u \).

At this point, the importance of the tail index is worth mentioning. Not only does it characterize the heaviness of a distribution, but it is also preserved regardless of whether the generalized extreme value distribution or the generalized Pareto distribution is chosen to model extreme events. However, the estimation of the shape \( \xi \) is notoriously difficult, and there is an increasing interest in developing robust tail index estimators. For instance, Brazauskas and Serfling (2000) focus on robust tail estimators under the assumption of an underlying Pareto model and Vandewalle et al. (2007) consider a weaker domain of attraction assumption. Dupuis and Field (1998), Peng and Welsh (2001) and Juárez and Schucany (2004) propose estimators in the case where observations originate from a generalized extreme value and generalized Pareto distributions.

We focus on the case of heavy-tailed distributions, which is the most important for risk assessment. In that case, it is common to define the tail index \( \beta = 1/\xi > 0 \). In order to characterize the domain of attraction in this case, we need the definition of regular variation.

**Definition 2.1.** A positive Lebesgue measurable function \( L \) on \((0, \infty)\) is regularly varying at infinity of index \( \gamma \in \mathbb{R} \) if

\[
\lim_{x \to \infty} \frac{L(tx)}{L(x)} = t^\gamma, \quad t > 0,
\]

and we write \( L \in \mathcal{R}_\gamma \). If \( \gamma = 0 \), \( L \) is said to be slowly varying (at infinity) and we write \( L \in \mathcal{R}_0 \).

The random variable \( X \) with distribution \( F \) is in the maximum domain of attraction of the generalized extreme value distribution with positive shape \( \xi = 1/\beta \) if and only if the tail \( P(X > x) \) is regularly varying at infinity with index \( \beta > 0 \) in the sense of (1) (e.g., Embrechts et al., 2013). In this case, both limits in (2) and (3) exist. Moreover, the tail index \( \beta \) corresponds to the number of finite moments (see Embrechts et al. (2013)[Proposition A3.8]).

For more details on extreme value theory and regularly variation we refer to Coles (2001), Resnick (2007) and De Haan and Ferreira (2007).

### 3 Distributionally robust tail bounds

#### 3.1 Problem formulation

Let \((S, \mathcal{B}(S))\) be a measurable space, where \( S \) is a Polish space, and let \( \mathcal{P}(S) \) be the set of probability measures on \((S, \mathcal{B}(S))\). Assume that a reference distribution \( \tilde{P} \in \mathcal{P}(S) \) is obtained either from statistical
analysis of historical data or expert knowledge. The resulting risk estimates depend on the chosen probability model and model uncertainty cannot be excluded. Following the stream of research in robust optimization (Ben-Tal et al. (2013), Jiang and Guan (2016), Esfahani and Kuhn (2018)), we construct a set of plausible models around the reference model $\hat{P}$:

$$\mathcal{P}_D(\delta) := \{ P \in \mathcal{P}(S) : \mathcal{D}(P, \hat{P}) \leq \delta \},$$

which is called the ambiguity set. The mapping $\mathcal{D}: \mathcal{P}(S) \times \mathcal{P}(S) \rightarrow \mathbb{R}_+$ is a measure of the discrepancy between the probability measures $P$ and $\hat{P}$ and $\delta \geq 0$ is called the tolerance level or ambiguity radius. The measure of discrepancy is assumed to satisfy $\mathcal{D}(P, \hat{P}) = 0$ if and only if $P = \hat{P}$. If $\delta = 0$, the ambiguity set $\mathcal{P}_D(\delta)$ reduces to the singleton $\{ \hat{P} \}$.

In this work, we are interested in analyzing the risk associated with a univariate random variable $X$ with values in $S = \mathbb{R}_+ = [0, \infty)$ and distribution function $F$. As argued in Section 2, such a risk crucially relies on the tail of the distribution $F$. For a reference model $\hat{P}$, our aim is therefore to identify the tail behavior of the worst-case exceedance probabilities over high levels $x \in \mathbb{R}_+$ in a neighborhood of $\hat{P}$, that is,

$$1 - F^*_{\hat{P}}(x) = \sup \{ P\{x, \infty) : P \in \mathcal{P}_D(\delta) \},$$

(P)

where $\delta \geq 0$ is the tolerance level. For any $x \in \mathbb{R}_+$, (P) is a separate optimization problem and it is 

3.2 Robust tail bounds for Wasserstein distances

In this section we analyze the structure of problem (P) when the Wasserstein distance is the chosen measure of discrepancy $\mathcal{D}$ between alternative models.

**Definition 3.1.** For a metric $d$ on $S$, the Wasserstein distance of order $r \geq 1$ between probability measures $P$ and $Q$ on $S$ is defined as

$$\text{WD}_{d,r}(P, Q) := \inf_{\pi \in \Pi(P, Q)} \left[ \mathbb{E}_{\pi}[d(X, Y)] \right]^{1/r},$$

where $\Pi(P, Q) := \{ \pi \in \mathcal{P}(S \times S) \mid \pi(A \times S) = P(A), \pi(S \times A) = Q(A), \forall A \in \mathcal{B}(S) \}$ is the set of all couplings between $P$ and $Q$.

The Wasserstein distance defined above is a metric on $\mathcal{P}(S)$; for more on the properties see Villani (2008, Chapter 6). Problem (P) was analysed in Blanchet and Murthy (2019) as a more general optimization problem

$$\Gamma_D(\hat{P}; \delta) := \sup_{P \in \mathcal{P}_d(\delta)} \int_S g(y) dP(y),$$

(P$_1$)

where $g: S \rightarrow \mathbb{R}$ is an upper semi-continuous function. The strong duality of the problem above has been proven by several authors, under different assumptions (e.g., Gao and Kleywegt, 2016; Blanchet et al., 2020; Zhao and Guan, 2018; Esfahani and Kuhn, 2018). The dual problem of (P$_1$) is presented in the next theorem; see Theorem 1 in Blanchet and Murthy (2019) for a proof.

**Theorem 3.1.** Let $g: S \rightarrow \mathbb{R}$ be an upper semi-continuous function with $\mathbb{E}_P[|g(X)|] < \infty$. For any $\lambda \geq 0$, define $\psi_\lambda: S \rightarrow \mathbb{R} \cup \{ \infty \}$, $\psi_\lambda(x) = \sup_{y \in S} \{ g(y) - \lambda d(x, y) \}$, for $x \in S$; by convention, $\lambda d(x, y) = \infty$ whenever $\lambda = 0$ and $d(x, y) = +\infty$. Then,

(a) strong duality holds, i.e.,

$$\Gamma_{\text{WD}}(\hat{P}; \delta) := \sup_{\text{WD}_{d,r}(P, \hat{P}) \leq \delta} \mathbb{E}_P[g(X)] = \inf_{\lambda \geq 0} \left\{ \lambda \delta + \mathbb{E}_P \left[ \sup_{z \in S} \{ g(z) - \lambda d(X, z) \} \right] \right\};$$

(4)
(b) there exists a dual optimal solution given by the pair \((\lambda^*, \psi_{\lambda^*})\), for some \(\lambda^* \geq 0\). Moreover, \(\pi^* \in \left\{ \pi \in \mathcal{P}(S) : \text{WD}_{d_4}(P, \hat{P}) \leq \delta \right\}\) and the dual \((\lambda^*, \psi_{\lambda^*})\) are primal-dual solutions satisfying (4) if and only if
\[
g(y) - \lambda^* d(x, y) = \sup_{z \in S} \{g(z) - \lambda^* d(x, z)\}, \quad \pi^* - a.s.,
\]
Further, if the primal optimal transport plan \(\pi^*\) exists, then it is unique if and only if, for \(\hat{P}\)-almost every \(x \in S\), there exists a unique \(y \in S\) such that \(y \in \arg \max_{z \in S} \{g(z) - \lambda^* d(x, z)\}\).

**Remark 3.1.** From now on and throughout the paper we consider the special case \(S = \mathbb{R}_+\), and we focus on the Wasserstein distance of order \(r = 1\) with
\[
d(y, z) := |\phi(y) - \phi(z)|, \quad \phi(y) = y^s, \quad y \in \mathbb{R}_+.
\]
for some \(s \geq 1\). We call \(s\) the power of distortion. The corresponding Wasserstein distance between probability measures \(P\) and \(Q\) is given by
\[
\text{WD}_{d_4}(P, Q) = \int_0^\infty |F(y) - G(y)| dy = \int_0^\infty |F(y) - G(y)| |\phi'(y)| dy,
\]
where \(F\) and \(G\) are the distribution functions of \(P\) and \(Q\), respectively. The closed form expression of \(\text{WD}_{d_4}\) is obtained similarly to the result in Vallender (1974) for \(\phi(x) = x\), and therefore it is omitted here.

In the following analysis, we use the notation \(\lambda^*(x)\) to emphasize the dependence of the optimal value of the Lagrange multiplier on the input argument \(x \in \mathbb{R}_+\).

**Lemma 3.1.** Consider the Wasserstein distance as in Remark 3.1 and the ambiguity set given by
\[
\mathcal{P}_{WD}(\delta) := \{P \in \mathcal{P}(S) : \text{WD}_{d_4}(P, \hat{P}) \leq \delta\}
\]
for a tolerance level \(\delta \in (0, \infty)\). Then there exists some \(x_0 \geq 0\) large enough such that for all \(x > x_0\) we have \(\lambda^*(x) > 0\) and the worst-case distribution in \(\mathcal{P}_{WD}(\delta)\) is of the form
\[
1 - F_{WD}^\delta(x) := \sup\{P\{x, \infty\} : P \in \mathcal{P}_{WD}(\delta)\} = \hat{P}\left(\phi^{-1}\left(\frac{1}{\lambda^*(x)}\right), \infty\right).
\]

**Proof.** We apply Theorem 3.1 with the upper semi-continuous function \(g(y) = 1(x, \infty)(y), y \in \mathbb{R}_+\). The existence of the primal solution \(\pi^*\) is not guaranteed in general. However, Proposition 2 in Blanchet and Murthy (2019) states that a primal solution \(\pi^*\) always exists if \(S\) is a compact Polish space. If the compactness condition is dropped, it is necessary to impose further topological assumptions on the cost \(d\) and objective function \(g\). In our case, Assumptions (A3) and (A4) in Blanchet and Murthy (2019) are satisfied and Proposition 5 therein implies existence of the primal solution. Indeed, since for any \(y, z \geq 0, |y^s - z^s| \geq |y - z|^s\), by the superadditive property of \(y \mapsto y^s\), Assumption (A3) holds following Example (a) in Blanchet and Murthy (2019) after Proposition 5. Their Assumption (A4) holds trivially since our function \(g\) is bounded.

Assume now that there exists a sequence \((x_n; n \geq 1)\) of positive numbers with \(x_n \to \infty\) as \(n \to \infty\) such that \(\lambda_n := \lambda^*(x_n) = 0\), for all \(n \geq 1\). Let \((F_n^\delta; n \geq 1)\) be the sequence of distribution functions corresponding to the worst-case probability measures \(P_n^\delta\) for the Problem (P) with \(x = x_n\), and let \(\hat{F}\) be the distribution function corresponding to \(\hat{P}\). Note that it follows from (5) that \(F_n^\delta(x_n) = 0\) for all \(n \geq 1\) since the worst-case \(P_n^\delta\) must have all of its mass on \((x_n, \infty)\). As the Wasserstein distance between \(P_n^\delta\) and \(\hat{P}\) is bounded by \(\delta\), it holds that
\[
\delta \geq \text{WD}_{d_4}(P_n^\delta, \hat{P}) = \int_0^\infty |F_n^\delta(y) - \hat{F}(y)| |\phi'(y)| dy
\]
\[
= \int_0^{x_n} |F_n^\delta(y) - \hat{F}(y)| |\phi'(y)| dy + \int_{x_n}^\infty |F_n^\delta(y) - \hat{F}(y)| |\phi'(y)| dy
\]
\[
\geq \int_{x_n}^{\phi(x_n)} \hat{F}(\phi^{-1}(y)) dy + \int_{x_n}^\infty |F_n^\delta(y) - \hat{F}(y)| |\phi'(y)| dy
\]
\[
\geq \hat{F}(\phi^{-1}(\varepsilon))(\phi(x_n) - \varepsilon) + \int_{x_n}^\infty |F_n^\delta(y) - \hat{F}(y)| |\phi'(y)| dy
\]
for some \( \varepsilon > 0 \) such that \( \hat{F}(\varphi^{-1}(\varepsilon)) > 0 \). Taking the limit on both sides, we obtain a contradiction since the first term tends to \( \infty \). We can therefore choose some \( x_0 > 0 \) large enough such that \( \lambda^*(x_0) > 0 \) for all \( x > x_0 \).

Since \( \lambda^*(x) > 0 \) for all \( x > x_0 \), the results from Section 2.4 in Blanchet and Murthy (2019) imply that the worst-case distribution in a Wasserstein neighbourhood is of the form:

\[
1 - F_{\text{WD}}^*(x) = \hat{P}\left\{ y : \inf \{ \text{d}(y, z) : z \in (x, \infty) \} \leq \frac{1}{\lambda^*(x)} \right\}.
\]

In particular, for \( \text{d}(y, z) = |\varphi(y) - \varphi(z)| \), the tail of the worst-case distribution is of the form (8).

The next proposition considers the tail index of the worst-case distribution in a Wasserstein ball around a regularly varying reference model.

**Proposition 3.1.** Let \( \hat{P} \in \mathcal{R}_{-\hat{\beta}} \) be a reference model with a tail index \( \hat{\beta} \geq 1 \). For a distance \( \text{d} \) as in Remark 3.1 for some \( s \geq 1 \) with \( s < \hat{\beta} \), consider the ambiguity set given by

\[
\mathcal{P}_{\text{WD}}(\delta) := \{ P \in \mathcal{P}(S) : \text{WD}_{d,1}(P, \hat{P}) \leq \delta \},
\]

for a tolerance level \( \delta \in (0, \infty) \). The tail of the worst-case distribution in (P) for \( D \) being the Wasserstein distance behaves like

\[
1 - F_{\text{WD}}^*(x) \sim \delta x^{-s}, \quad x \to \infty,
\]

that is, the worst-case tail index is \( \beta^* = s \).

**Proof.** As \( \hat{P} \in \mathcal{R}_{-\hat{\beta}} \), the corresponding distribution can be written as

\[
\hat{F}(y) = 1 - y^{-\hat{\beta}}L(y),
\]

for some slowly varying function \( L \in \mathcal{R}_0 \). Since \( s < \hat{\beta} \), then \( \mathbb{E}_P[X^s] < \infty \).

Lemma 3.1 states that there exists some \( x > 0 \) large enough such that \( \lambda^*(x) > 0 \) and the worst-case distribution has support on

\[
\{ y : \text{d}(y, A) \leq 1/\lambda^*(x) \},
\]

where \( A := [x, \infty) \subset \mathbb{R}_+ \) and \( \text{d}(y, A) := \inf \{ \text{d}(y, z) : z \in A \} \). Observe that \( \text{d}(y, A) = 0 \), if \( y > x \) and \( \text{d}(y, A) = x^s - y^s \), otherwise. Hence, the support of \( F_{\text{WD}}^* \) is

\[
[x^s - 1/\lambda^*(x))^{1/s}, \infty).
\]

To simplify the notation, we let \( U(x) := x^s - \frac{1}{\lambda^*(x)} \). The worst-case distribution in \( \mathcal{P}_{\text{WD}}(\delta) \) for \( \varphi(y) = y^s \) is given in terms of the reference distribution, i.e.,

\[
1 - F_{\text{WD}}^*(x) = \hat{P}\left( \left( x^s - \frac{1}{\lambda^*(x)} \right)^{1/s}, \infty \right) = \hat{P}(U(x)^{1/s}, \infty) = U(x)^{-\hat{\beta}/s}L(U(x)^{1/s}),
\]

where \( \lambda^*(x) \) solves (4). The asymptotic behavior of \( F_{\text{WD}}^* \) depends on the asymptotic behavior of \( U(x)^{1/s} \), as \( x \to \infty \). The slackness condition (6) is equivalent to

\[
\delta = \int_{U(x)^{1/s}}^{x}(x^s - y^s) d\hat{F}(y).
\]

We claim that (9) implies that \( \lim_{x \to \infty} U(x)^{1/s} = \infty \). Assume by contradiction that there exists a sequence of positive numbers \( (x_n : n \geq 1) \) with \( x_n \to \infty \) as \( n \to \infty \) such that \( \liminf_{x_n \to \infty} U(x_n)^{1/s} =: C < \infty \). Hence there exists a sub-sequence \( (x_{n_k} : n_k \geq 1) \) of positive numbers with \( x_{n_k} \to \infty \) as \( n_k \to \infty \) satisfying \( C(1 - \varepsilon) \leq U(x_{n_k})^{1/s} \leq C(1 + \varepsilon) \), for some \( \varepsilon > 0 \) and for all \( n_k \geq n_0 \). The slackness condition (9) becomes

\[
\delta \geq \int_{(C(1 + \varepsilon))}^{x_{n_k}} (x_{n_k}^s - y^s) d\hat{F}(y) = x_{n_k}^s (\hat{F}(x_{n_k}) - \hat{F}(C(1 + \varepsilon))) - \mathbb{E}_P[X^s \mathbb{1}_{(C(1+\varepsilon) \leq X \leq x_{n_k})}] \geq x_{n_k}^s (\hat{F}(x_{n_k}) - \hat{F}(C(1 + \varepsilon))) - \mathbb{E}_P[X^s].
\]
As $X$ has finite $s$-th moment and $x^s_n (\hat{F}(x_n) - \hat{F}(C(1 + \varepsilon))) \to \infty$ for $n_k \to \infty$, we get

$$\delta \geq \lim_{n_k \to \infty} x^s_n (\hat{F}(x_n) - \hat{F}(C(1 + \varepsilon))) - E_P[X^s] = \infty,$$

which contradicts $\delta < \infty$.

The above analysis implies that $U(x)^{1/s} \to \infty$, as $x \to \infty$, if (9) holds. Then we have

$$\delta = \int_{U(x)^{1/s}}^x (x^s - y^s) \frac{d\hat{F}(y)}{x} = \int_{U(x)^{1/s}} x^s \frac{d\hat{F}(y)}{x} - \int_{U(x)^{1/s}}^x y^s \frac{d\hat{F}(y)}{x}$$

$$= x^s \hat{F}(y) \Big|_{U(x)^{1/s}}^x - y^s \hat{F}(y) \Big|_{U(x)^{1/s}} + \int_{U(x)^{1/s}}^x s y^{s-1} \hat{F}(y) dy$$

$$= x^s \left(1 - \beta L(y) \right) \Big|_{U(x)^{1/s}} - y^s \left(1 - \beta L(y) \right) \Big|_{U(x)^{1/s}} + s \int_{U(x)^{1/s}}^x y^{s-1} (1 - \beta L(y)) dy$$

$$= (x^s - U(x)) U(x)^{-\hat{1}/s} L(U(x)^{1/s}) - s \int_{U(x)^{1/s}}^\infty y^{s-\beta - 1} L(y) dy + s \int_x^\infty y^{s-\hat{1}/s} L(y) dy$$

Since $s - \hat{}\beta < 0$, the Karamata theorem yields

$$\int_x^\infty y^{s-\hat{1}/s} L(y) dy \sim -\frac{1}{s - \hat{\beta}} x^{s-\hat{1}/s} L(x), \quad \text{as } x \to \infty.$$  

We then obtain

$$\delta \sim x^s U(x)^{-\hat{1}/s} L(U(x)^{1/s}) - U(x)^{1-\hat{1}/s} L(U(x)^{1/s}) + \frac{s}{s - \hat{\beta}} U(x)^{1-\beta/s} L(U(x)^{1/s})$$

$$- \frac{s}{s - \hat{\beta}} x^{s-\hat{1}/s} L(x)$$

$$\sim - \frac{s}{s - \hat{\beta}} x^{s-\hat{1}/s} L(x) + x^s U(x)^{-\hat{1}/s} L(U(x)^{1/s}) + \frac{\hat{\beta}}{s - \hat{\beta}} U(x)^{1-\beta/s} L(U(x)^{1/s}).$$  

(10)

As $s - \hat{\beta} < 0$ and $\lim_{x \to \infty} U(x) = \infty$, the first and last terms in (10) converge to 0, as $x \to \infty$. It follows that the dominant term is the middle one and, as $\lim_{x \to \infty} x^s = \infty$ for $s \geq 1$, it implies that

$$1 - F_{\text{WD}}(x) = U(x)^{-\hat{1}/s} L(U(x)^{1/s}) \sim \delta x^{-s}, \quad x \to \infty.$$  

Hence the worst-case tail distribution decays as $x^{-s}$, while the ambiguity radius $\delta$ is absorbed as a scaling parameter.

Proposition 3.1 shows that the tail index of the worst-case distributions in a Wasserstein ball does not depend on the tail index of the reference distribution. In the extreme case, when $s = 1$, the worst-case model in $P_{\text{WD}}(\delta)$ has a very heavy tail, independent of the reference tail index $\hat{\beta}$. The reason for this surprising behavior is that one can find two probability measures lying in a Wasserstein ball of any small radius $\delta$, but whose tails have very different decay.

### 3.3 Robust tail bounds for $f$-divergence

Another common choice for discrepancy $D$ in a robust optimization context is the class of $f$-divergences, including for instance the KL-divergence and the Hellinger divergence. There is significant amount of literature that uses these discrepancies to quantify the implication of model error in financial and actuarial risk measurements (e.g., Dupuis et al., 2000; Hansen and Sargent, 2001; Ben-Tal et al., 2013; Glasserman and Xu, 2014). In particular, Breuer and Csöszár (2016) and Csöszár and Breuer (2018) evaluated the maximum expected loss of a portfolio in an ambiguity set $P$ constructed with respect to $f$- and Bregman divergence, and characterized the density of the worst-case distribution in $P$. To the best of our knowledge, the impact of distributional uncertainty in the context of extreme value theory has been investigated only by Blanchet et al. (2020), where the Rényi divergence is chosen as a measure of discrepancy between distributions.

In this section we study the same problem (P) when the measure of discrepancy is the $f$-divergence.
Definition 3.2. Let \( f : (0, \infty) \to \mathbb{R} \) be a convex function such that \( f(1) = 0 \). For \( P, Q \in \mathcal{P}(S) \), suppose that \( P \) is absolutely continuous with respect to \( Q \). The \( f \)-divergence between \( P \) and \( Q \) is
\[
D_f(P\|Q) = \mathbb{E}_Q \left[f \left( \frac{dP}{dQ} \right) \right].
\]

By convention, \( f(0) := \lim_{y \to 0^+} f(y) \in (-\infty, \infty] \), which exists because of the convexity of \( f \) (see Liese and Vajda, 2008, Lemma 2.1). The \( * \)-conjugate of \( f \) is defined as
\[
f^*(y) = yf\left( \frac{1}{y} \right), \quad y \in (0, \infty),
\]
which is also a convex function and we define \( f^*(0) := \lim_{y \to 0^+} f^*(y) \in (-\infty, \infty] \). The \( f \)-divergence enjoys the following properties (see Csiszár (1967), Csiszár (1974)):

1. Non-negativity: \( D_f(P\|Q) \geq 0 \) with equality if and only if \( f \) is strictly convex at 1 and \( P = Q \).
2. Symmetry: \( D_f(P\|Q) = D_{f^*}(Q\|P) \).
3. Joint convexity: for \( \lambda \in [0,1] \) it holds
\[
D_f(\lambda P_1 + (1-\lambda)P_2\|\lambda Q_1 + (1-\lambda)Q_2) \leq \lambda D_f(P_1\|Q_1) + (1-\lambda)D_f(P_2\|Q_2).
\]
4. Monotonicity: \( D_f(P\|G\|Q) \leq D_f(P\|Q) \), for any sub-\( \sigma \)-algebra \( G \subseteq B(S) \).
5. Range of values: \( D_f(P\|Q) \leq f(0) + f^*(0) \).
6. Lower semi-continuous in the pair \( (P,Q) \) in the weak topology: for \( (P_n)_{n \geq 1} \) and \( (Q_n)_{n \geq 1} \) sequences of distributions that weakly converge to \( P \) and \( Q \), respectively, it holds that
\[
\liminf_{n \to \infty} D_f(P_n\|Q_n) \geq D_f(P\|Q).
\]
7. For an arbitrary \( b \in \mathbb{R} \), if the divergence \( \tilde{f} \) is defined as \( \tilde{f}(y) := f(y) + b(y-1) \), for all \( y \geq 0 \), then
\[
D_{\tilde{f}}(P\|Q) = D_f(P\|Q), \quad \text{for any pair } (P, Q), \text{ with } P \ll Q.
\]

Example 3.1. For particular choices of the function \( f \) one can recover known divergences:

(i) Kullback–Leibler divergence: \( \text{KL}(P\|Q) = \mathbb{E}_Q \left[ \frac{dP}{dQ} \log \left( \frac{dP}{dQ} \right) \right] \) for \( f(y) = y \log(y) \).

(ii) Jeffrey’s divergence: \( \text{Jeffrey}(P\|Q) = \mathbb{E}_Q \left[ \left( \frac{dP}{dQ} - 1 \right) \log \left( \frac{dP}{dQ} \right) \right] \) for \( f(y) = (y-1) \log(y) \).

(iii) Hellinger divergence of order \( \alpha \in (1, \infty) \): \( \mathcal{H}_\alpha(P\|Q) = D_f(P\|Q) \) for \( f(y) = y^{\alpha} - \frac{1}{\alpha - 1} \).

(iv) \( \chi^2 \)-divergence is the Hellinger divergence of order 2, i.e., \( \chi^2(P\|Q) = \mathbb{E}_Q \left[ \left( \frac{dP}{dQ} - 1 \right)^2 \right] \) for \( f(y) = y^2 - 1 \) or \( f(y) = (y-1)^2 \).

(v) Total variation distance: \( |P-Q| = D_f(P\|Q) \) for \( f(y) = |y-1| \).

(vi) Triangle discrimination: \( \Delta(P\|Q) = D_f(P\|Q) \) for \( f(y) = (y-1)^2/(y+1) \).

(vii) Jensen–Shannon divergence: \( \text{J-S}(P\|Q) = D_f(P\|Q) \) for \( f(y) = y \log(y) - (1+y) \log \left( \frac{1+y}{2} \right) \).

We denote by \( \mathcal{C}^1(0, \infty) \) the class of continuously differentiable functions on \( (0, \infty) \). For the rest of this analysis, we impose the following assumption.

Assumption 3.1. Let \( f \in \mathcal{C}^1(0, \infty) \) be strictly convex such that \( f'(1) = 0 \) and \( f|_{[1, \infty)} \) is a positive, increasing and regularly varying function of index \( \rho \geq 1 \).

The next remark shows that the above assumption is not very restrictive.
**Remark 3.2.** Assumption 3.1 can be relaxed since different divergence functions may lead to the same f-divergence between P and Q. Indeed, if f ∈ C^1(0, ∞) is a strictly convex divergence function that is regularly varying with index ρ ≥ 0, then we may replace f with \( \tilde{f} : (0, \infty) \to \mathbb{R}, \tilde{f}(y) := f(y) - f'(1)(y - 1) \). The function \( \tilde{f} \) then satisfies Assumption 3.1 and induces the same f-divergence as f. For a proof see Appendix A.

Figure 3.3 shows the divergence functions f from Examples 3.1 (left-hand side) together with the transformation \( \tilde{f} \) from Remark 3.2 (right-hand side).

![Figure 1: Left: divergence function f(y). Right: the divergence function \( \tilde{f}(y) = f(y) - f'(1)(y - 1) \).](image)

Assumption 3.1 is satisfied by all f-divergences listed in Example 3.1, except for the total variation distance. For example, the function f corresponding to the Hellinger divergence of order \( \alpha > 1 \) is strictly increasing and positive on \([1, \infty)\), and it is straightforward to see that \( f \in \mathcal{R}_{\alpha} \).

In light of Definition 3.2, consider the optimization problem (P) when the neighborhood around \( \hat{P} \) is the f-divergence ball:

\[
\mathcal{P}_f(x) := \sup_{P \in \mathcal{P}} \{P[(x, \infty)] : D_f(P\|\hat{P}) \leq \delta\}.
\]

Observe that if \( \delta > f(0) + f^*(0) \geq D_f(P\|\hat{P}) \), then the f-divergence ambiguity set

\[
\mathcal{P}_f(\delta) := \{P \in \mathcal{P}(S) : D_f(P\|\hat{P}) \leq \delta\}
\]

becomes so large that it contains all distributions that are absolutely continuous with respect to \( \hat{P} \). Hence, it is natural to consider a more restrictive neighborhood around \( \hat{P} \) and impose the condition that \( 0 < \delta < f(0) + f^*(0) \).

The lemma below shows that if S is a compact Polish space, then the ambiguity set \( \mathcal{P}_f(\delta) \) is compact with respect to the weak topology.

**Lemma 3.2.** Let \( \hat{P} \) be a reference model and let \( 0 < \delta < f(0) + f^*(0) \). If S is a compact Polish space, then there exists some \( P^* \in \mathcal{P}_f(\delta) \) that is optimal for Problem (11).

**Proof.** For \( \delta \in (0, f(0) + f^*(0)) \), we claim that the ambiguity set \( \mathcal{P}_f(\delta) \) in (12) is compact in the topology of weak convergence. To see this, let \( (P_n)_{n \geq 1} \) be a sequence of distributions in \( \mathcal{P}_f(\delta) \) that converges weakly to a probability distribution \( P \) on \((S, \mathcal{B}(S))\). As \( D_f(\|\hat{P}) \) is lower semi-continuous, it follows that \( \mathcal{P}_f(\delta) \) is a closed set (Cioranescu, 2012, Proposition 1.7) and hence \( P \in \mathcal{P}_f(\delta) \). Since \( \mathcal{P}(S) \) is weak* compact and \( \mathcal{P}_f(\delta) \) is a closed subset in \( \mathcal{P}(S) \), it follows that \( \mathcal{P}_f(\delta) \) is compact. Since the mapping \( P \mapsto P(x, \infty) \) is upper semi-continuous, it follows that there exists an optimizer \( P^* \in \mathcal{P}_f(\delta) \) for Problem (11) (see Puterman, 2014, Theorem B.2). □
Remark 3.3. In the absence of compactness of \( S \), the compactness of \( \mathcal{P}_f(\delta) \) can still be proven for particular choices of divergence (see Van Erven and Harremos (2014) for the case of Rényi or Kullback–Leibler divergences).

Throughout the rest of the section, we consider the special case of the compactified positive real line \( S = [0, \infty) \). According to Lemma 3.2, we thus guarantee that the supremum in Problem (11) is attained.

To obtain a solution of the Problem (11), let us denote the Radon–Nikodym derivative by \( L := d\bar{P}/d\hat{P} \) and (11) becomes

\[
\mathcal{F}_f^*(x) := \sup_{L \geq 0} \{ \mathbb{E}_\rho[f(L)|1_{\{X > x\}}] : \mathbb{E}_\rho[f(L)] \leq \delta, \mathbb{E}_\rho[L] = 1 \}. \tag{13}
\]

The next result presents the solution of the optimization problem (13). The proof follows a similar strategy as in Hu and Hong (2013) that treat the Kullback–Leibler divergence case, or Engelke and Ivanovs (2017) for the \( L^2 \)-distance.

Proposition 3.2. Let \( \hat{P} \) be a reference model and let \( x \geq 0 \) such that \( \hat{P}(x, \infty) > 0 \). Let \( f : (0, \infty) \rightarrow \mathbb{R} \) be a divergence satisfying Assumption 3.1. Then, for \( \delta \in (0, f(0) + f^*(0)) \), \( L^* \geq 0 \) is the optimizer of Problem (13) if and only if \( \mathbb{E}_\rho[f(L^*)] = \delta \).

Proof. The proof is based on the dual formulation of the Problem (13). It is easy to see that (13) is a convex optimization problem with the corresponding Lagrange function defined as

\[
\mathcal{L}(L, \lambda_1, \lambda_2) = \mathbb{E}_\rho[1_{\{X > x\}}]L - \lambda_1(\mathbb{E}_\rho[f(L)] - \delta) + \lambda_2(\mathbb{E}_\rho[L] - 1),
\]

for some \( \lambda_1 \geq 0 \) and \( \lambda_2 \in \mathbb{R} \). Observe that for \( \hat{L} := 1 \hat{P}\text{-a.s., } \mathbb{E}_\rho[f(\hat{L})] = 0 < \delta \) and \( \mathbb{E}_\rho[\hat{L}] = 1 \); the Slater’s condition implies the strong duality (see Boyd and Vandenberghe, 2004, Section 5.2.3) and thus \( L^* \) is the optimal solution of (13) if and only if there exist some \( \lambda_1 \geq 0 \) and \( \lambda_2 \in \mathbb{R} \) and \( L^* \) is the optimal solution of

\[
\sup_{L \geq 0} \mathcal{J}(L) := \sup_{L \geq 0} \mathbb{E}_\rho[(1_{\{X > x\}} + \lambda_2)L - \lambda_1 f(L)], \tag{14}
\]

and in addition to the constraints from Problem (13), the complementary slackness conditions

\[
\lambda_2(\mathbb{E}_\rho[L^*] - 1) = 0 \quad \text{and } \quad \lambda_1(\mathbb{E}_\rho[f(L^*)] - \delta) = 0
\]

must hold. Problem (14) is concave in \( L \), since \( f \) is a convex function. The directional derivative of \( \mathcal{J}(L) \) at \( L \) in the direction of \( V : [0, \infty) \rightarrow [0, \infty) \) is:

\[
\nabla_V \mathcal{J}(L) = \lim_{t \to 0} \frac{\mathcal{J}(L + tv) - \mathcal{J}(L)}{t} = \mathbb{E}_\rho[(1_{\{X > x\}} + \lambda_2)V] - \lambda_1 \lim_{t \to 0} \frac{\mathbb{E}_\rho[f(L + tv) - f(L)]}{t}.
\]

Note that the function \( f(y) \) is convex on \( (0, \infty) \) and hence, for any \( y \) and direction \( v \geq 0 \), the function \( [f(y + tv) - f(y)]/t \) is monotonic in \( t \). To see this, let \( 0 < t_1 < t_2 \); for any direction \( v \), we have:

\[
f(y + t_1 v) = f\left(t_1 t_2 (y + t_2 v) + \left(1 - \frac{t_1}{t_2}\right)y\right) \leq \frac{t_1}{t_2}f(y + t_2 v) + \left(1 - \frac{t_1}{t_2}\right)f(y),
\]

where the last inequality uses the convexity of \( f \). Multiplying both sides by \( 1/t_1 > 0 \) and rearranging the terms yields \( [f(y + t_1 v) - f(y)]/t_1 \leq [f(y + t_2 v) - f(y)]/t_2 \) and hence \( [f(y + tv) - f(y)]/t \) is monotonic in \( t \). The monotone convergence theorem yields

\[
\nabla_V \mathcal{J}(L) = \mathbb{E}_\rho[(1_{\{X > x\}} + \lambda_2)V] - \lambda_1 \mathbb{E}_\rho\left[\lim_{t \to 0} \frac{f(L + tv) - f(L)}{t}\right]
\]

\[
= \mathbb{E}_\rho[(1_{\{X > x\}} + \lambda_2 - \lambda_1 f(L))V].
\]

The optimal \( L^* \) satisfies \( \nabla_V \mathcal{J}(L^*) = 0 \), for all directions \( V \geq 0 \), and consequently, \( L^* \) is optimal if and only if it solves the equation \( 1_{\{X > x\}} + \lambda_2 - \lambda_1 f(L^*) = 0 \) \( \hat{P}\text{-a.s.} \). In the case \( \lambda_1 > 0 \) the complementary slackness conditions state that \( \mathbb{E}_\rho[f(L^*)] = \delta \).
If $\lambda_1 = 0$, then Problem (14) becomes linear in $L$. Again, for all $V \geq 0$, it holds $\mathbb{E}_p[(1_{\{X > x\}} + \lambda_2)V] = 0$, i.e., $\hat{P}(L^*) > 0$, $1_{\{X > x\}} + \lambda_2 = 0 = 1$. Since the indicator function takes only two values, it implies that $\lambda_2 \in \{0, -1\}$.

If $\lambda_2 = 0$ then we must have $1_{\{X > x\}} = 0$ $\hat{P}$-a.s., which contradicts the assumption.

If $\lambda_2 = -1$ then $\hat{P}(L^* > 0, X > x) = 1$, and the corresponding optimal value is $\mathbb{E}_p[L^*1_{\{X > x\}}] = \mathbb{E}_p[L^*] = 1$.

The next proposition provides a characterization of the decay of $1 - F'_f(x)$, in terms of the reference distribution $1 - \hat{F}(x)$ and the tolerance level $\delta$.

**Proposition 3.3.** Let $\hat{P}$ be a reference model and let $x_0 \geq 0$ such that $p_x := \hat{P}(x, \infty) > 0$ for all $x \geq x_0$ and $\lim_{x \to \infty} p_x = 0$. Let $f : (0, \infty) \to \mathbb{R}$ be a divergence satisfying Assumption 3.1. Consider the ambiguity set given by

$$P_f(\delta) := \{P \in \mathcal{P}(S) : D_f(P\|\hat{P}) \leq \delta\},$$

for a tolerance level $\delta < f^*(0) + f(0)$. The worst-case tail distribution in (P) for $\mathcal{D}$ being the divergence is then of the form

$$\begin{cases}
F'_f(x) \sim f^-(\delta/p_x)p_x, & \text{if } f^*(0) = \infty, \\
F'_f(x) \sim \ell \in (0, 1], & \text{if } f^*(0) \in (0, \infty),
\end{cases}$$

where in the second case $\ell$ is the unique root of the equation $\ell f^*(0) - f(1 - \ell) = \delta$, and $f^-(y) := \inf\{z \geq 1 : f(z) \geq y\}$.

**Proof.** According to Problem (13), the worst-case distribution is given by $F'_f(x) = \mathbb{E}_p[L^*1_{\{X > x\}}]$, where the optimal $L^*$ is of the form in Proposition 3.2.

In Case 1 of Proposition 3.2, to find a closed-form solution $L^*$, it is sufficient to determine constants $\lambda_1 > 0$ and $\lambda_2 \in \mathbb{R}$ such that $1_{\{X > x\}} + \lambda_2/\lambda_1 \in \text{im}(f')$, $\hat{P}$-a.s., i.e.,

$$L^* = (f')^{-1}\left(1_{\{X > x\}} + \frac{\lambda_2}{\lambda_1}\right) = (f')^{-1}\left(\frac{\lambda_2}{\lambda_1}\right)1_{\{X < x\}} + (f')^{-1}\left(\frac{\lambda_2 + 1}{\lambda_1}\right)1_{\{X > x\}}$$

$$= ax_01_{\{X < x\}} + b_x1_{\{X > x\}},$$

for $a_x := \lambda_2 \lambda_1^{-1} \in \mathbb{R}$ and $b_x := (\lambda_2 + 1)\lambda_1^{-1} \in \mathbb{R}_+$. As $\mathbb{E}_p[f(L^*)] = \delta$, it holds that

$$\delta = f(a_x)\hat{P}(X < x) + f(b_x)\hat{P}(X > x).$$

Since $\mathbb{E}_p[L^*] = 1$, we also have

$$a_x\hat{P}(X < x) + b_x\hat{P}(X > x) = 1. \quad (15)$$

Let $p_x := \hat{P}(x, \infty)$. If there exists some $b_x \in (1, 1/p_x)$ such that

$$(1 - p_x)f\left(\frac{1 - p_x b_x}{1 - p_x}\right) + p_x f(b_x) = \delta, \quad (16)$$

then the optimal value of (13) is of the form $F'_f(x) = \mathbb{E}_p[L^*1_{\{X > x\}}] = \mathbb{E}_p[b_x1_{\{X > x\}}] = b_x p_x$. To see this, define the function $T : [1, 1/p_x] \to \mathbb{R}$, $T(y) := p_x f(y) + (1 - p_x)f\left(\frac{1 - yp_x}{1 - p_x}\right) - \delta$, continuous and increasing in $y$. Since $f(1) = 0$ then $T(1) = p_x f(1) + (1 - p_x) f(1) - \delta = -\delta < 0$.

Since $f^*(p_x) + (1 - p_x) f(0) < f^*(0) + f(0) < \delta$ as $x \to \infty$, we can choose $x_0$ large enough such that for all $x \geq x_0$ we have $f^*(p_x) + (1 - p_x) f(0) < \delta$. Then $T(1/p_x) > 0$ and hence there exists some $b_x \in (1, 1/p_x)$ such that $T(b_x) = 0$. By definition, we have $b_x = (f')^{-1}(\lambda_2 + 1)/\lambda_1$, and from (15), we also get $a_x = (1 - p_x b_x)(1 - p_x)^{-1}$. To determine $\lambda_1 > 0$ and $\lambda_2 \in \mathbb{R}$, it suffices to solve the linear system of equations:

$$\begin{cases}
\lambda_2 - f'(b_x)\lambda_1 = -1 \\
\lambda_2 - f'(a_x)\lambda_1 = 0.
\end{cases}$$

By solving the system, we obtain $\lambda_1 = (f'(b_x) - f'(a_x))^{-1}$ and $\lambda_2 = (f'(b_x) - f'(a_x))^{-1}f'(a_x)$. Observe that $b_x > a_x$ and since $f'$ is strictly increasing, then $\lambda_1 > 0$. 
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If \( \lim_{y \to \infty} \frac{f(y)}{y} = f^*(0) = \infty \), then according to Lemma B.1 in Appendix B, \( p_x b_x \to 0 \), \( x \to \infty \).

We thus obtain

\[
\lim_{x \to \infty} (1 - p_x) f \left( \frac{1 - p_x b_x}{1 - p_x} \right) = f(1) = 0.
\]

From (16), one gets \( p_x f(b_x) = \delta - \varepsilon(x) \) for some \( \varepsilon(x) \to 0 \) as \( x \to \infty \). As \( f : [1, \infty) \to [0, \infty) \) is regularly varying with index \( \rho \geq 1 \), then there exists \( f^* : [0, \infty) \to [1, \infty) \), \( f^*(y) = \inf \{ y \geq 1 : f(z) \geq y \} \) such that \( f^* \in \mathcal{R}_{1/\rho} \) and

\[
f(f^*(y)) \sim f^*(f(y)) \sim y, \quad \text{as } y \to \infty.
\]

Hence the worst-case tail distribution in a \( f \)-divergence ball is given by

\[
\bar{F}_f(x) = p_x b_x \sim \ell, \quad \text{where } \ell \in (0, 1) \text{ uniquely solves the equation } \ell f^*(0) - f^*(1 - \ell) = \delta.
\]

If \( \lim_{y \to \infty} \frac{f(y)}{y} = f^*(0) \in (0, \infty) \), then from Appendix B, \( \bar{F}_f(x) = p_x b_x \sim \ell \), where \( \ell \in (0, 1] \) uniquely solves the equation \( \ell f^*(0) - f(1 - \ell) = \delta \).

For specific choices of \( f \)-divergence, Proposition 3.3 describes the tail behavior of the worst-case distribution in the corresponding ambiguity set.

Example 3.2. Let the reference model \( \hat{P} \) be a generalized extreme value distribution with tail index \( \hat{\beta} > 0 \), given by

\[
\hat{F}(x) = \exp \left\{ - \left( 1 + \frac{x - \hat{\mu}}{\hat{\sigma}} \right)^{-\hat{\beta}} \right\},
\]

with scale \( \hat{\sigma} > 0 \) and location \( \hat{\mu} > 0 \). The tail of the reference model \( p_x = 1 - \hat{F}(x) \) behaves like

\[
p_x \approx \left( \frac{x}{\hat{\sigma}} \right)^{-\hat{\beta}}, \quad x \to \infty.
\]

Proposition 3.3 provides the asymptotic tails of the worst-case distribution in a \( f \)-divergence neighborhood of radius \( \delta < f^*(0) + f(0) \). Table 1 illustrates the tail index and the scale parameter of the worst-case distribution for different divergence functions \( f \) that satisfy our assumptions. The detailed computations are provided in Appendix C.
then this plot should be concentrated around the line $u$. If the distribution of the excesses of $X$ is a generalized Pareto distribution with scale $\sigma$ and shape $\xi$, then this plot should be concentrated around the line $u \mapsto \frac{\sigma + \xi u}{1 - \xi}$.

(e.g., Embrechts et al., 2013, Theroem 3.4.13). The right panel of Figure 2 shows the mean excess plot for the fire insurance data. Above a threshold of $u = 9.97$, which corresponds to the 95% quantile, the plot is approximately linear and the approximation by a generalized Pareto distribution is justified.
Using maximum likelihood estimation, we therefore fit a generalized Pareto distribution to the conditional distribution $X - u \mid X > u$ based on the exceedances $\{X_i : X_i > u\}$ of insurance claims above the 95% threshold $u = 9.97$. This results in a semi-parametric model for the tail of $X$, since

$$P(X > x) = P(X > u)P(X - u > x - u \mid X > u)$$

$$\approx \hat{P}(X > u)\left(1 + \frac{x - u}{\hat{\beta}\hat{\sigma}}\right)^{-\hat{\beta}} =: p_x, \quad x \geq u,$$

where $\hat{P}(X > u)$ is the empirical estimate of $P(X > u)$, and obtained the estimated scale $\hat{\sigma} = 7.034$ and the estimated tail index $\hat{\beta} = 2.03$ (see also McNeil, 1997). The generalized Pareto distribution in (18) is only an approximation of the tail of $X$, and for risk assessment we have to account for the model uncertainty induced by this modelling choice. From now on, the estimated generalized Pareto distribution will play the role of the reference model $\hat{P}$ around which different ambiguity sets are constructed. More precisely, we consider the worst-case tail $1 - F^*_D(x)$ in (P) for different divergence $D$.

Based on our results in Sections 3.2 and 3.3 on Wasserstein distance and $f$-divergences, respectively, we investigate two different approaches, described in the following.

### 4.1 Pre-asymptotic analysis

First, we consider a pre-asymptotic analysis where we do not rely on the approximations in Propositions 3.1 and 3.3, but where we solve the optimization problem (P) explicitly for each $x > u$.

1. For the Wasserstein distance $D = WD_{d,1}$ for $d$ as in Remark 3.1 for some $s \geq 1$, according to the proof of Proposition 3.1, the worst-case tail satisfies

$$1 - F^*_{WD}(x) = \hat{P}(U(x)^{1/s}, \infty), \quad x > u,$$

where $U(x)$ is defined as the solution of the equation

$$\delta = \int_{U(x)^{1/s}}^{\infty} (x^s - y^s) d\hat{F}(y),$$

with $\hat{F}(y) = 1 - \hat{P}(X > y)$. This equation can be solved numerically.

2. Similarly for the $f$-divergence $D = D_f$, according to the proof of Proposition 3.3, the worst-case tail satisfies

$$1 - F^*_f(x) = b_x \hat{P}(x, \infty), \quad x > u,$$
where \( b_x \in (1, 1/p_x) \) is defined as the solution of the equation

\[
\delta = (1 - p_x)f\left(\frac{1 - p_x b_x}{1 - p_x}\right) + p_x f(b_x),
\]

with \( p_x := \hat{P}(x, \infty) \). Again, this equation can be solved numerically.

First, we consider a pre-asymptotic analysis where we do not rely on the approximations in Propositions 3.1 and 3.3, but where we solve the optimization problem \((P)\) explicitly for each \( x > u \).

1. For the Wasserstein distance \( \mathcal{D} = \ WD_{d,1} \) for \( d \) as in Remark 3.1 for some \( s \geq 1 \), according to the proof of Proposition 3.1, the worst-case tail satisfies

\[
1 - F_{\mathcal{D}}(x) = \hat{P}(U(x)^{1/s}, \infty), \quad x > u,
\]

where \( U(x) \) is defined as the solution of the equation

\[
\delta = \int_{U(x)^{1/s}}^{x} (x^s - y^s) \, d\hat{F}(y),
\]

with \( \hat{F}(y) = 1 - \hat{P}(X > y) \). This equation can be solved numerically.

2. Similarly for the \( f \)-divergence \( \mathcal{D} = D_f \), according to the proof of Proposition 3.3, the worst-case tail satisfies

\[
1 - F_\mathcal{D}(x) = b_x \hat{P}(x, \infty), \quad x > u,
\]

where \( b_x \in (1, 1/p_x) \) is defined as the solution of the equation

\[
\delta = (1 - p_x)f\left(\frac{1 - p_x b_x}{1 - p_x}\right) + p_x f(b_x),
\]

with \( p_x := \hat{P}(x, \infty) \). Again, this equation can be solved numerically.

Before starting the procedure outlined above, we need to estimate the tolerance level \( \delta \). In general, there are different ways to derive an empirical value of \( \delta \). A data-driven way to determine the tolerance level involves computing the divergence between the reference model and some alternative model, inferred from a sample of data. The estimation procedure then focuses either on the density of models or on the divergence itself (Nguyen et al. (2010), Póczos and Schneider (2011)). In the context of distributionally robust optimization of the mean-variance problem with Wasserstein ambiguity sets, Blanchet et al. (2018) prove that the optimal choice of \( \delta \) is of order \( O(n^{-1}) \), where \( n \) is the number of returns in a time series data.

We aim to illustrate the differences between the tail of the reference model and the tails of worst-case models in the Wasserstein and \( f \)-divergence ambiguity sets. We focus here on the Hellinger divergence, for which the parameters of the robust models are obtained in Example 3.2. For the Wasserstein ambiguity set, we select a power \( s < \beta \) to construct the underlying distance \( d \) in Remark 3.1. An estimate for the ambiguity radius \( \delta \) is

\[
\delta_{\mathcal{D}} := \ WD_{d,1}(\hat{F}, \hat{F}_n),
\]

where \( \hat{F} \) is the fitted distribution, \( \hat{F}_n \) is the empirical probability distribution and the Wasserstein distance \( WD_{d,1} \) is computed according to Remark 3.1. For our example, the estimate \( \delta_{\mathcal{D}} = 3.2 \) is used to solve numerically (20) and thus obtain \( U(x) \). In the case of Hellinger ambiguity set, we follow the methodology in Blanchet et al. (2020). Let \( (\hat{\beta}^{-1} - \varepsilon, \hat{\beta}^{-1} + \varepsilon) \) be the 95\% confidence interval for the shape parameter and choose the order \( \alpha \) such that the reciprocal of the worst-case tail index (see Table 1) matches the upper end point of this interval, that is,

\[
\frac{\alpha}{\alpha - 1} = \hat{\beta}^{-1} + \varepsilon.
\]

For our example, we have \( \alpha = 2.86 \). The \( k \)-nearest neighbor algorithm of Póczos and Schneider (2011) is then used to estimate the ambiguity radius \( \delta_H := \mathcal{H}_k(\hat{F}||\hat{F}_n) \) between the fitted and the empirical distribution. In this case, we follow Lall and Sharma (1996) and choose \( k \) of order \( n^{1/2} \), where \( n \) is the sample size. Using the estimation procedure in Póczos and Schneider (2011), the resulting estimate is \( \delta_H = 0.01 \).
Figure 3: Left: the return levels (for return periods in years) of the reference model (fitted generalized Pareto distribution) at 95% threshold (black) and corresponding 95% confidence intervals (dashed lines); return levels of the worst-case model from Wasserstein ambiguity set with \( s = 1.5 \) and \( \delta_{\text{WD}} = 3.2 \) (blue) and from Hellinger ambiguity set with \( \alpha = 2.86 \) and \( \delta_{\text{H}} = 0.01 \) (orange). Right: the corresponding tail probabilities with the same color coding.

The left-hand panel of Figure 3 shows the return levels (for return periods in years) of the fitted generalized Pareto distribution at 95% threshold, the worst-case model in the Wasserstein ambiguity set with the power \( s = 1.5 \) and estimated radius \( \delta_{\text{WD}} = 3.2 \), and the worst-case model in the Hellinger ambiguity set with the estimated order of divergence \( \alpha = 2.86 \) and the estimated radius \( \delta_{\text{H}} = 0.01 \). We observe that the return levels for \( F_{\text{WD}}^* \) are higher than the return levels for both the reference model \( \hat{F} \) and \( F_{\text{H}}^* \). This is explained by the fact that the worst-case distribution in the Wasserstein ambiguity set has a heavier tail, compared to the tail of the reference distribution and the worst-case distribution in the Hellinger ambiguity set; see right-hand panel of Figure 3. It is interesting to note that both worst-case tails are only slightly more conservative than the confidence intervals. That indicates that there is not a large error due to model misspecification by using the generalized Pareto distribution in this data set.

As opposed to the order \( \alpha \) in the Hellinger divergence, the order \( s \) of the Wasserstein distance cannot be chosen in a data-driven way. Therefore we conducted a further study assessing the impact of different values of \( s \) on the worst-case Wasserstein bounds (not shown here). It turns out that the bounds are fairly stable across different values for \( s \), and it is more important to estimate the corresponding \( \delta \) values accurately.

4.2 Asymptotic analysis

In the previous section, we have compared the estimated model \( \hat{F} \) with pre-asymptotic worst-case models in different neighborhoods around \( \hat{F} \). However, we can avoid the numerical optimization and rely on the asymptotic approximations for the worst-case tails derived in Sections 3.2 and 3.3.

1. For the Wasserstein distance \( D = WD_{d,1} \) for \( d \) as in Remark 3.1 for some \( s \geq 1 \), according to Proposition 3.1, the worst-case tail satisfies

\[
1 - F_{\text{WD}}^*(x) \sim \delta x^{-s}, \quad \text{as } x \to \infty.
\]

2. Similarly for the \( f \)-divergence \( D_f \), according to Proposition 3.3, the worst-case tail satisfies

\[
\text{F}^*_{f}(x) \sim f^{-1}(\delta/p_x)p_x, \quad \text{as } x \to \infty.
\]

Similarly as in the pre-asymptotic setting, we fix as reference model \( \hat{F} \) the semi-parametric model fit in (18). Figure 4 shows the return levels (left) computed from this reference model together with 95%
confidence intervals, the return levels from the robust Wasserstein model with the power of distortion $s = 1.5$ and the return levels from the robust Hellinger model at estimated order $\alpha = 2.86$. The parameters are chosen according to the procedure outlined in the previous section. The computations are performed for ambiguity radii $\delta_{\text{WD}} = 3.2$ and $\delta_{\text{H}} = 0.01$. The right panel illustrates the tail decays for $\hat{F}$, $F_{\text{WD}}^*$ and $F_{\alpha}^*$.

The figures show that the asymptotic robust bounds are even closer to the 95% confidence intervals of the references model. This is another indication that the class of generalized Pareto distributions is a good model for the data above the threshold $u$. The fact that we have chosen a “good” threshold $u$ based on the mean excess plot in Figure 2, has certainly helped to minimize model uncertainty in the first place. We observe, however, that especially far in the tail, the tails of the worst-case distributions $F_{\text{WD}}^*$ and $F_{\alpha}^*$ are heavier than the tail of $\hat{F}$.
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Appendix A  Technical result to complete the proof of Remark 3.2

Proposition A.1. Let $f \in \mathcal{C}^1(0, \infty)$ be a strictly convex divergence function such that $f \in \mathcal{R}_\rho$ with $\rho \geq 0$. Define the divergence $\tilde{f} : (0, \infty) \to \mathbb{R}$, $\tilde{f}(y) := f(y) - f'(1)(y - 1)$. Then $\tilde{f}$ satisfies the following properties:

(a) $\tilde{f}'(1) = 0$;
(b) $\tilde{f} \geq 0$ on $[1, \infty)$;
(c) $\tilde{f}$ is increasing on $[1, \infty)$;
(d) there exists some $b \in \mathbb{R}_+$ such that the divergence $f : [0, \infty) \to \mathbb{R}$, $f_1(y) = \tilde{f}(y) + b(y - 1)$ is such that $f_1 \in \mathcal{R}_{\geq 1}$ and $D_f(P\|Q) = D_{f_1}(P\|Q)$, for all $P \ll Q$.

Proof.  (a) Clear by definition of $\tilde{f}$.

(b) The first order condition for differentiable convex functions yields that $\tilde{f}(y) \geq \tilde{f}'(1)(y - 1) \geq 0$ for all $y \geq 1$.

(c) Since $f$ is strictly convex, then $\tilde{f}$ is strictly convex and thus $\tilde{f}'$ is increasing. For $1 \leq y_1 < y_2$, the first order condition states that

$$\tilde{f}(y_2) - \tilde{f}(y_1) \geq \tilde{f}'(y_1)(y_2 - y_1) \geq \tilde{f}'(1)(y_2 - y_1) = 0,$$

where the last inequality follows from the monotonicity of $\tilde{f}'$.

(d) Assume that $f \in \mathcal{R}_\rho$ is regularly varying with index $\rho \in [0, 1)$. If $f'(1) < 0$, then $\tilde{f}$ is regularly varying function of index $\max\{\rho, 1\} = 1$ and, in this case, $b = 0$. Else, if $f'(1) > 0$, let $b > f'(1)$ and define $f_1(y) = f(y) + b(y - 1) = f(y) + (b - f'(1))(y - 1)$. Also in this case, $f_1$ is regularly varying of index $\max\{\rho, 1\} = 1$.

\[\square\]

Appendix B  Technical result to complete the proof of Proposition 3.3

Lemma B.1 below ensures the convergence needed to finish the proof of Proposition 3.3.

Lemma B.1. Let $\tilde{P}$ be a reference model and let $x_0 \geq 0$ such that $p_x := \tilde{P}(x, \infty) > 0$ for all $x \geq x_0$ and $\lim_{x \to x_0} p_x = 0$. Let $f : (0, \infty) \to \mathbb{R}$ be a divergence satisfying Assumption 3.1. Suppose that for all $x \geq x_0$ there exists $b_x \in (1, 1/p_x)$ such that

$$p_x f(b_x) + (1 - p_x) f\left(\frac{1 - p_x b_x}{1 - p_x}\right) = \delta,$$

where $\delta < f^*(0) + f(0)$. Then it holds that

(i) $\lim_{x \to x_0} p_x b_x = 0$ if $f^*(0) = \infty$;

(ii) $\lim_{x \to x_0} p_x b_x = \ell \in (0, 1]$ if $f^*(0) \in (0, \infty)$.

Proof. For (i), assume by contrary that $\limsup_{x \to x_0} p_x b_x = \ell \in (0, 1]$. By (22) it then follows that $\limsup_{x \to x_0} p_x f(b_x) < \infty$. Moreover, since $p_x \to 0$, we have that $b_x \to \infty$. Consequently,

$$\lim_{x \to x_0} p_x f(b_x) = \lim_{x \to x_0} p_x b_x f(b_x)/b_x = \ell \lim_{x \to x_0} f(b_x)/b_x = \infty,$$

since $\lim_{y \to \infty} f(y)/y = f^*(0) = \infty$. This contradicts $\limsup_{x \to x_0} p_x f(b_x) < \infty$ and thus $\lim_{x \to x_0} p_x b_x = 0$.

For (ii), suppose that $p_x b_x$ has the accumulation point $\ell = 0$ for the sequence $(x_k)$. The limit of the left-hand side of (22) is equal to the limit $\lim_{k \to \infty} p_{x_k} f(b_{x_k})$ since $f(1) = 0$. Thus, since $p_{x_k} \to 0$, for (22) to hold it is necessary that $f(b_{x_k}) \to \infty$, and since $b_{x_k} > 1$ that means that $b_{x_k} \to \infty$. Since then $f(b_{x_k}) \sim f^*(0)b_{x_k}$ we have $\lim_{x \to \infty} p_x f(b_x) = \lim_{x \to \infty} p_x b_x f^*(0) = 0$. This contradicts the fact that $b_x$ solves (22). Therefore 0 is not an accumulation point of $p_x b_x$. 
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Suppose now that $p_x b_x$ has the accumulation point $\ell \in (0, 1]$ for the sequence $(x_\ell)$. Then $\lim_{x \to \infty} b_x = \infty$. For large $k$, the limit of the left-hand side of (22) for this sequence as $k \to \infty$ is $g(\ell) := \ell f^*(0) + f(1 - \ell)$ since $f(y) \approx f^*(0)y$. Note that $g'(\ell) = f^*(0) - f'(1 - \ell) > f^*(0) - f'(1) = f^*(0) > 0$ for $\ell \in (0, 1]$. The function $g$ is therefore strictly increasing on $(0, 1]$ with $g(0) = 0$ and $g(1) = f^*(0) + f(0)$. Since $\delta < f^*(0) + f(0)$, there exists a unique $\ell \in (0, 1]$ with $g(\ell) = \delta$. Therefore, all accumulation points of $p_x b_x$ are the same and $\lim_{x \to \infty} p_x b_x = \ell \in (0, 1]$. 

\[ \frac{y}{y + 1} \approx 1, \quad \text{for } |y| < 1 \text{ and } |ay| < 1. \]

Hence $F_{\kappa, \alpha}(x) \approx \left( \frac{x}{\beta \sigma} \right)^{-\beta^*}$ with 

\[ \beta^* = \frac{\alpha - 1}{\alpha} \beta \quad \text{and} \quad \sigma^* = \alpha (\alpha - 1)^{\frac{1}{\alpha}} \delta^{-1} \sigma. \]

In particular, for $\alpha = 2$, the worst-case tail distribution in a $\chi^2$-divergence case has a tail index $\beta^* = \beta/2$ and a scale $\sigma^* = 2\delta^{1/\beta} \sigma$.

3. Triangle discrimination. For $f(y) = \frac{(y - 1)^2}{y + 1}$, observe that $\lim_{y \to \infty} f(y)/y = 1$. Thus the corresponding worst-case distribution is $F_{\Delta}(x) \sim \ell$, where $\ell$ solves the equation 

\[ \ell + \frac{\ell^2}{2 - \ell} = \delta. \]

We obtain that $\ell = \frac{2\delta}{\delta + 2} \leq 1$, since $\delta \leq f^*(0) + f(0) = 2$.

4. Jeffrey divergence. Let us denote by $f_1(y) := (y - 1) \log(y)$ and $f_2(y) := y \log(y)$ the functions corresponding to Jeffrey- and KL-divergence, respectively. Since both $f_1, f_2$ are increasing and positive on $[1, \infty)$ and moreover, $f_2 \in R_{-1}$, it follows from Theorem A in Djurovic and Torgasev (2007) that if $f_1(x) \sim f_2(y)$, as $y \to \infty$, then $f_1^{-1}(t) \sim f_2^{-1}(t)$, as $t \to \infty$. The worst-case tail in the Jeffrey divergence ambiguity set becomes $F_{\ell, f_1}(x) \sim f_1^{-1}(\delta p_x^{-1}) p_x \sim f_2^{-1}(\delta p_x^{-1}) p_x \sim \delta^{-1} \log^{-1}(1 - x)$. 

5. Jensen–Shannon divergence. We observe that $f(y) \approx y \log(2)$, as $y \to \infty$ and $y \log(2) \in R_1$, where $f(y) = y \log(y) - (1 + y) \log((y + 1)/2)$. The corresponding worst-case distribution is $F_{\ell, f}(x) \sim \ell$, where $\ell$ solves the equation 

\[ \ell \log(2) + (1 - \ell) \log(1 - \ell) - (2 - \ell) \log((2 - \ell)/2) = \delta, \]

where $\delta \leq f^*(0) + f(0) = 2 \log(2)$. 

\[ \Delta \]
6. Rényi divergence: Problem (P) has been studied before in Blanchet et al. (2020) when the measure of discrepancy is the Rényi divergence. As the Rényi divergence is connected to the Hellinger divergence, we can recover the tail index of the worst-case distribution obtained in Blanchet et al. (2020).

**Definition C.1.** Consider two probability measures $P$ and $Q$ on $S$ such that $P$ is absolutely continuous with respect to $Q$. For any $\alpha > 1$, the Rényi divergence of degree $\alpha$ is defined as

$$D_\alpha(P\|Q) := \frac{1}{\alpha - 1} \log \mathbb{E}_Q \left[ \left( \frac{dP}{dQ} \right)^\alpha \right].$$

The Rényi divergence of order $\alpha \geq 1$ is a one-to-one transformation of the Hellinger divergence:

$$D_\alpha(P\|\hat{P}) = \frac{1}{\alpha - 1} \log (1 + (\alpha - 1)H_\alpha(P\|\hat{P})).$$

Then $D_\alpha(P\|\hat{P}) = \delta$ is equivalent to $H_\alpha(P\|\hat{P}) = \frac{\exp((\alpha - 1)\delta) - 1}{\alpha - 1} = \delta$. As $p_x \approx \left( \frac{x}{\beta \sigma} \right)^{-\hat{\beta}}$, then the worst-case tail distribution has a tail index $\beta^* = \frac{\alpha - 1}{\alpha} \hat{\beta}$ and a scale parameter $\sigma^*$ of the form

$$\sigma^* = \alpha(\alpha - 1)^{1/\hat{\beta}(\alpha - 1)} \hat{\sigma}^{1/\hat{\beta}(\alpha - 1)} \hat{\sigma} = \frac{\alpha}{\alpha - 1} \left( \exp((\alpha - 1)\delta) - 1 \right)^{1/\hat{\beta}(\alpha - 1)} \hat{\sigma}.$$