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This article fills a gap of literature on the relationship between education and the stock market. We adopt the modified Calderon-Rossell model to estimate the effect of quality of human capital on Capital market. Four different techniques were used to check the robustness of the result. Of all the techniques adopted Newey-West to account for different characteristics of emerging economies turnout to be more efficient and appropriate. The article finds that the quality of human capital is an important determinant of stock market development in emerging market countries. Policy makers in emerging economies must seek to implement policies that would make education accessible and meaningful to the populace. By this Free Senior High School policy in Ghana is in the right direction for capital market development.
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INTRODUCTION

The stock market in every country is one way to access long term funding for investment and development. Generally Stock markets are believed to be the heartbeat of the economy given their ability to respond almost instantaneously to fundamental changes in the economy and the avenue for the needed long term funding for development. As a result of this belief, there has been considerable development in the stock market since the early 1990s in various economic blocks. Before 1989, there were just a few stock markets in the economies sampled for this article. The rise in number can be attributed to the needed long term equity funds for economic development. The pace and extent of stock market development in the sampled countries have been unparalleled. This has led to fundamental shift both in the financial structures and in the capital flows from more economically endowed countries.

Theories identify human capital and technology as major factors of development. To achieve sustainable development, the citizenry needs to change their behavior as individuals and as societies. This can be realized through educational reforms or increase access to education. There are two reasons for expecting to find some link between education and the performance of the stock market. The general reason is that it is intuitively plausible that living standards have risen so much over
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the last millennium because of education.

This article contributes to the literature on the relationship between education and the Stock market. Winful et al. (2013) concluded that education positively affects the Ghana stock market. Goh (1979) present the wealth of an economy in the 21st century is the quality of human resource. This article seeks to substantiate this finding about the Stock markets of emerging economies. The objective here is to establish a relationship between the quality of human capital and Stock market.

Literature

The realization of the important human capital can be linked to classical economics (Fitzsimons, 1999) and became prominent in the 1950’s (Woodhall, 2001). Human capital is now an important factor for a national economic growth in the modern economy.

Intellectual capital assets has become an important resource for performance due to change from manufacturing-based economy to a knowledge-based economy (Firer and Williams, 2003; Orens et al., 2009). The stock market is an example of knowledge-based enterprise or sector.

Rastogi (2002), Garavan et al. (2001), and Youndt et al. (2004) linked human capital to knowledge, skills, education, and abilities. To this article it is the ability to invest appropriately in the stock market. De la Fuente and Ciccone (2002) neglects one’s experience and stresses on human capital as knowledge and skills obtained throughout educational activities such as compulsory education, postsecondary education, and vocational education. In the work of Guiso et al. (2004), they proved that individuals who live or were born in areas with higher levels of social capital are more likely to invest in stocks.

Conventional human capital stock can be largely categorized into three parts: output, cost, and income-based approach. Examples of the measure using the output approach are School enrollment rates, scholastic attainments, adult literacy, and average years of schooling (Barro, 1991; Barro and Lee, 1993). However, the limitation with the measure is that student’s effectiveness can be recognized after participating in activities.

The evidence comes from a few studies. Van Rooij et al. (2011) in their article concluded that individuals with high financial literacy are more likely to invest in the stock market.

The reason being that their knowledge lowers their operation cost. In Maddison (1991) he established that countries with high levels of GDP per Capita are associated with high-quality human capital some thirty years earlier. According to Guiso et al. (2004) individuals born in areas with higher levels of social capital are more likely to invest in stocks.

METHODOLOGY

A relevant empirical proxy for the ability of individuals in a country is secondary school enrolment. The use of this variable deserve cautious treatment since, quality of human capital is endogenous to stock market development. This is because there may be some omitted variables that correlate with both knowledge and stock market development. It also believed that the relationship might suffer from simultaneity (or reverse causality). Secondly, education is a policy output variable and therefore further caution is called before thinking of it as an explanatory variable determining another output.

From Campos and Horvath (2006) and Loayza and De Soto (2002), we argue that the quality of human capital is associated with the stock market variables and macroeconomic stability variables. The direction of causation is from the latter to the former hence we cannot consider the quality of human capital as exogenous policy tool.

Cadlemon-Rosell’s (1990) behavioral structural model was adopted. The model to date represents a more comprehensive attempt to develop the foundation of a financial theory of stock market development. The empirical model includes secondary school education, which is a proxy for the quality of human capital. In this article we create a probabilistic model by starting with a deterministic model that approximates the relationship we want to model:

\( SMC_{itt} = \beta_0 + \beta_1 E_{itt} + \beta_2 GDP_{itt} + \mu_{itt} \)

Where, SMC is stock market capitalization relative to GDP, and \( \mu_{itt} \) is the white noise or the error variable accounting for model misspecification, omitted variables etc. Another model of equation 1 was also ran by introducing the interaction effect of GDP and Education on the relationship in Equation 1 to determine whether the interaction has a significant effect on the relationship.

\( SMC_{itt} = \beta_0 + \beta_1 E_{itt} + \beta_2 GDP_{itt} + \beta_3 GE_{itt} + \mu_{itt} \)

Model

\( SMC_{itt} = b_0 + b_1 E_{itt} + b_2 GDP_{itt} + b_3 (E_{itt} \times GDP_{itt}) + \epsilon_{itt} \)

Where, GE is the interaction between Education and GDP. The interaction effect here tests whether the effect of GDP on the stock market is influenced by education at \( \alpha=0.05 \). The prior signs based on theoretical literature should be \( b_2 > 0; b_3 > 0; b_1 > 0; b_2 > 0 \). Psacharopoulos and Layard (1979) postulated a positive relationship between education and performance. An increase in GDP is an indication of increased productive activities of firms and we expect the values of firms to increase with GDP.

Since we do not need the assumption of homoscedasticity for OLS to be unbiased, we use OLS with heteroskedasticity to run the regression while maintaining the assumption with no autocorrelation. If the variables is tested at \( \alpha=0.05 \) and are not stationary, we then find the first difference model 1 and 3.

“Model difference”, looks at the variables in difference and expects the same prior signs. To address the likely problem serial correlation in the error term, we focus on DOLS estimator instead since serial correlation and the endogeneity can be corrected by using the DOLS estimator. We then also correct for heteroskedasticity and serial correlation together with Newey-West estimation technique.

Descriptive analysis of explanatory variables

The minimum and maximum values for GDP for the 41 countries
covering the period under study is 6.12 and 26.13 million US dollars respectively. The minimum value for SMC is 33.1 and a maximum value of 1089.2. The mean values of SMC and GDP were 391.27 and 18.64 with a standard deviation of 294.24 and 12.46. The mean quality of human capital for the period under study is 68.23, with a standard deviation of 19.004. The minimum and maximum Secondary school enrolments as a percentage of the workforce were 23.415 and 114.134, respectively, as shown in Table 1. The standard deviation for the variables presented is widely spread around their respective mean. The results reveal that ability of the individual to invest varied more than GDP. The skewness of the variables as shown in Table 1, reveals that the variables are all asymmetrical. All variables are positive and skewed.

Table 1 shows that the descriptive statistics are not normally distributed about their mean and variance. The data is a systematic one. This indicates that the aggregate stock price on the emerging markets and quality of human capital and GDP are very sensitive to periodic changes and speculations. To interpret, entrepreneurs can benefit considerably higher normal rate of profit from the stock market. This revelation demonstrates the degree of efficiency of the stock market.

**ANALYSIS OF RESULTS**

The ability of the individual to invest (E) and GDP to test stationary cointegration relationships was assumed. The article examines the time-series properties of the variables by utilizing unit-root tests and the presence of a stochastic trend in the adapted regression model Fosu et al. (2014). The stationarity of variables using the following tests; LLC, Breitung, IPS and Hadri was determined. This certified that the statistical properties of the selected variables do not change overtime. This is important because nonstationary variables tended to give a misleading parameter estimate of the relationship between independent variables and stock market returns. Based on the Schwarz information criterion, the stationarity test is sensitive to lag length of a maximum lag order of 2, as shown in Table 2.

The statistics are normal standard with a left-hand side rejection area, except on the Hadri test, which is the right side. A* indicates the rejection of the null hypothesis of nonstationarity (LLC, Breitung IPS) or stationarity (Hadri) at least at a 5% level of significance. Table 3 shows the stationarity test. At 5% significance and considering p-value, it was found that all three variables had unit-roots. This is so because the variables were lesser than the absolute variables of the test critical values at 5% (55.11, 18.37, and 98.63%). The article fails to reject the null hypothesis of no unit roots in the data series. Variables with unit-roots are transformed into the first difference to bring stationarity in the variable.

To ascertain whether variables were integrated or not, we carried out the test at the first difference. Table 3 indicates that all the variables are stationary at the first difference, meaning that they all had unit-root hence a stable series condition. The p-values of all variables are less than 5%. The absolute values of the test statistics for all variables are also greater than their corresponding test critical values at 5%. This implies the null hypothesis of all the variables having unit roots at first difference cannot be accepted at a 5% significance level. Hence, the article concludes that at first difference all variables, represent a stationary series integrated of the first order.

Since the quality of human capital and GDP are not static, the tendency for multicollinearity to pose some problems concerning with respect to the independent variables’ strengths. This exists because the predictive
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existence highly correlated; hence we are lower than 0.7 as shown in Table 4, the results clearly show that the model fit the data set and that E and GDP are linearly related to SMC. The relationship between GDP and SMC is 1.306 with a standard error of 0.358, which yields a t-statistic of 3.65. The relationship between GDP and SMC is also 1.24 with a standard error of 0.134. For both variables, there is enough evidence to conclude that there is a significant linear relationship between them SMC. The signs are all as expected. The interaction between E and GDP is also significant in explaining SMC variability. That is, there is significant evidence to conclude that GDP complement E in explaining variability in SMC.

Appendix A column 1 is the regression where we determine the relationship between explanatory variables (the ability of the individual to invest in an economy, GDP and interaction of ability of the individual to invest and GDP) with the dependent variable (stock market capitalization) using the variables in levels. We also test the validity of the regression by testing whether all parameters are equal to zero. A large value of F indicates that most of the variation in stock market capitalization is explained by the quality of human capital and GDP. At 5%, there is a great deal of evidence to infer that the model is valid. Analyses of variance with F-test of the probability of zero (0) means that the model fit the data set and that E and GDP are linearly related to SMC. The relationship between E and SMC is 1.306 with a standard error of 0.358, which yields a t-statistic of 3.65. The relationship between GDP and SMC is also 1.24 with a standard error of 0.134. For both variables, there is enough evidence to conclude that there is a significant linear relationship between them SMC. The signs are all as expected. The interaction between E and GDP is also significant in explaining SMC variability. That is, there is significant evidence to conclude that GDP complement E in explaining variability in SMC.

An R-square of 0.415 implies 41.5% of the variations in SMC. The F-value of 48.46 with a probability 0.000 implies the data set fits the model. Breuch-Pagan test of a large chi-square 44.97 is indicative that heteroskedasticity is present.

Column 2 of Appendix A shows the OLS result corrected for heteroskedasticity (Table 5). The reported t-statistics from the regression are based on heteroskedasticity-consistent standard errors and covariance. This addresses minor concerns about the failure to meet assumptions, such as minor problems

Table 3. Stationarity Tests (A).

| Variable       | LLC Test | IPS Test | Hadri Test |
|----------------|----------|----------|------------|
|                | NT       | T        | NT         | T         | NT         | T         |
| SMC            | 0.031(4.53) | 0.178(6.51) | 0.328(0.426) | 0.327(0.457) | 0.000(12.177) | 0.0304(1.384) |
| ∆SMC           | 0.0000(4.866) | 0.0115(2.431) | 0.0000(5.481) | 0.0000(4.047) | 0.276(0.577) | 1.754(0.781) |
| GDP            | 0.047(1.571) | 0.048(1.141) | 0.341(0.754) | 0.304(0.755) | 0.000(14.52) | 0.000(7.915) |
| ∆GDP           | 0.0114(2.141) | 0.0000(3.552) | 0.0000(5.829) | 0.0000(5.534) | 0.235(0.677) | 0.584(-0.597) |
| E              | 0.0000(3.471) | 0.0010(13.147) | 0.0000(3.407) | 0.0003(2.918) | 0.106(1.054) | 0.088(1.113) |
| ∆E             | 0.0124(1.241) | 0.1092(1.188) | 0.0012(2.407) | 0.0123(2.318) | 0.177(1.24) | 0.166(1.003) |
| E×GDP          | 0.0771(1.241) | 0.0472(1.188) | 0.0889(1.407) | 0.0123(2.318) | 0.185(1.23) | 0.137(1.003) |
| ∆E×∆GDP        | 0.0142(1.241) | 0.1092(1.188) | 0.0012(2.407) | 0.0123(2.318) | 0.177(1.24) | 0.166(1.003) |

Variables are tested at 5% significance and p-values displayed with their corresponding t-statistic in parenthesis.
Source: Author (2020).

Table 4. Pearson correlation matrix.

| Variable | SMC  | E    | GDP  | E×GDP |
|----------|------|------|------|-------|
| SMC      | 1    |      |      |       |
| E        | 0.242* | 1    |      |       |
| GDP      | 0.638** | 0.517* | 1    |       |
| E×GDP    | 0.681* | 0.547** | 0.412 | 1     |

*, **, *** Correlation is significant at 1%, 5% and 10% level respectively (2-tailed).
Source: Author (2020).
about normality, heteroscedasticity, or some observations that exhibit large residuals, leverage or influence. With the robust option, the point estimates of the coefficients are the same as in ordinary OLS, but the standard errors take into account issues concerning heterogeneity and lack of normality, hence standard errors did not change any of the conclusions from the original OLS regression as in shown in column 1 of Appendix A.

Since the model fits the data as well and the required conditions are satisfied, the individual coefficients are interpreted. The intercept $b_0=11.14$ is the average stock market capitalization when GDP and E are zero. This value is misleading to interpret since the value zero is outside the range of values of independent variables.

The relationship between SMC and E is described by $1.306$. This is indicates that for each additional increase in the E in an emerging market, SMC increases on average by $1.306$, assuming that the other independent variable in this model (GDP) is held constant. There is sufficient evidence to infer E and SMC are linearly related ($\beta_i = 0$ against an alternative $\beta_i > 0$). The value of the test statistic of 7.28 with an associated p-value of zero (0) shows that there is overwhelming evidence to infer that the E in emerging market and SMC are linearly related and the sign as expected.

The coefficient $b_1=1.24$ specifies that for each additional GDP growth or increase, the average stock market capitalization increases by 1.24%, assuming the constancy of E. The nature of the relationship between SMC on E and GDP was expected. The value of the test statistic $t=2.62$ with a p-value of zero (0) shows that there is evidence to conclude that GDP and SMC of emerging economies are linearly related at a 5% significance level.

GDP is important to the SMC in that it is a measure of the health of the economy (Appendix B). A rational stock investor is expected to invest more as the level of GDP rises, which is an indicative of firms on the whole, are performing positively on the stock market. This aggregate performance of firms allows for more reinvesting which should ultimately lead to higher future earnings and stock prices.

The article introduces the interaction effect of GDP and E on the relationship to determine whether the interaction has significant effect on SMC. That is, we suspect that GDP moderate the effect of E on SMC. AIC test confirms that the interaction term cannot be dropped.

Assuming that there is a partial effect of the E on SMC, in other words, GDP complements E. Simply looking at the coefficient of E, it will incorrectly conclude that E has 1.306 effects on SMC. The reason for interacting E and GDP is backed by the theoretical reason that the higher the level of GDP of a country, the higher the level of secondary school. The result shows explicitly that there is a statistically significant interaction between E and GDP. AIC analysis confirms that the interaction term should be included in the model.

The coefficient of E being greater than zero indicates that improvement in E increases SMC for economies with high GDP. Since $b_3$ is significant, the interpretation of parameter $b_3$ is not straight forward. To explain the partial effect, we plug in the mean value of GDP. At the mean value of GDP, the partial effect of E on SMC is $b_1+b_3$ (mean of GDP) that is $1.306+0.079(18.64) = 2.78$. This means that one percent increase in the E increases SMC by 2.78 standard deviations from the mean of SMC.

To test the coefficient of the interaction term (2.78) that is statistically different from zero (0), the article rerun the regression, where we replace the interaction term (E and GDP) with the difference between GDP and mean GDP multiply by E. This gives a new coefficient on E, the estimated effect of a GDP=18.64, along with its standard error. Running this new regression gives the standard error of the coefficient $\hat{\beta}_i + \hat{\beta}_3 (18.64) = 2.75$ as 0.953, which yields a $t=2.92$. Therefore at the average GDP ($\bar{GDP}$), E has a statistically significant positive effect on SMC. The variable of interest E is also positive and significant as expected indicating that higher levels of E are associated with SMC. This outcome indicates that E is good predictors of SMC in emerging countries. The coefficient of 1.306 of the E is misleading because it does not account for the effect of GDP on E which then affects stock market capitalization.

R square of 0.415 is an indication of a moderate correlation between aggregate SMC and the two independent variables. This means that about 41.5% of fluctuations in SMC are accounted for by E and GDP while 58.5% could be explained by other factors not related to the chosen independent variables. The results also shows that the relationship is an actual one and not merely due to the spurious regression problem.

To determine the unbiasedness of the OLS estimator, the article check for the presence of autocorrelation in the

| Source  | SS         | df | MS       | Number of obs = 615; F(3, 611) = 48.46 |
|---------|------------|----|----------|----------------------------------------|
| Model   | 10949.2575 | 3  | 3649.7525| Prob > F = 0.000                        |
| Residual| 11986.9375 | 611| 19.61855565| R-squared = 0.415; Adj R-squared = 0.411|
| Total   | 22936.195  | 614| 37.35536645| Root MSE = 0.497                        |

Source: Author (2020).
errors since the explanatory variables are strictly exogenous. This is analogous to our results in the case of heteroskedasticity, where the presence of heteroskedasticity alone does not cause bias or inconsistency in the OLS point estimates. The Durbin – Watson (DW) statistic obtained by running the analysis using the data series at the level has a value of (d = 0.217394 < 1). This is an evidence of positive serial correlation among residuals.

The presence of positive serial correlation implies that our OLS coefficients are still unbiased and consistent but inefficient because there is no lagged dependent variable (SMC) on the RHS as an explanatory variable. Breusch-Pagan test of a large chi-square 46.34 implies that heteroskedasticity is present.

To improve upon our results we run OLS with serial correlation and heteroskedasticity using GLS estimating technique. Generalized least squares (GLS) allow models with heteroskedasticity and no cross-sectional correlation and the results are shown in Table 7. This technique also confirms that E, GDP and its interaction are significant in explaining the variations in SMC. Wald chi2 with a p-value of 0.000 implies the model fits the data set.

Comparing column 3 with column 1 of Appendix A we realize an improvement in the result. The parameters were overestimated under column appendix A due to the presence of serial correlation and heteroskedasticity. One percent increase in E is associated with a 0.096% increase in SMC. The partial effect of E on SMC is 0.88. There is a percentage increase given an average GDP, SMC increases by 0.88% instead of 0.096 assuming that GDP is zero for which it is not realistic since the values of GDP for the data series zero cannot be assumed. The parameters are all significant and the signs as expected. A Wald chi-square of p-value of 0.000 implies that the data fits the model. The article could also deduce that correcting for heteroskedasticity and serial correlation, the standard errors of the estimated coefficients reduce in value which shows how efficient and unbiased the results are.

Even though there is statistical evidence to show that E and GDP influence SMC, the article cannot draw a firm conclusion based on these results because the regression results displayed are based on level, nonstationary data series and could represent a spurious problem. The stationarity estimation of nonstationary variables tended to give a misleading parameter estimate of the relationship. It is also established in the literature that stationary and weakly dependent can correct the effect of serial correlation. Since the variables are nonstationary, we find the first difference of the variables. The result from Table 3 shows that the first difference of the variables is stationary. The Pearson correlation matrix of the first difference of the variables improves the problem multicollinearity since the correlation coefficients are relatively lower for the variables in levels (Table 6).

Regression of the first difference of the model using dynamic ordinary least squares technique gives the result in column 4 of Appendix A. The result improves column 1 of appendix A because of the smaller coefficients and Newey standard errors recorded. This implies the result from column 1 of Appendix A is overestimated and that the t-values and standard errors are not reliable. From column 4 of Appendix A the explanatory variables are still significant as expected. The Wald chi-square test is used to test the probability that the correlation coefficients for all the variables included in the models are zero. The article tests the validity of the regression model by testing whether all parameters in each model are all equal to zero. The Wald chi-square 47.3, with a p-value of 0.000, implies that the data set fit the model. The model can be able to explain 31.9% of the variations in SMC. Using DOLS, the article can circumvent the problem of endogeneity between yit and xit and the serial correlation between ut and vit.

Comparatively, the reported standard error and the coefficients of the parameters have improved significantly. All the variables of interest were significant and with their expected signs. Changes in the E, GDP and the interaction (E×GDP) are significant in explaining SMC; that is for every 1% increase in E, SMC of emerging markets increases by 0.04% assuming that other variables are constant. To determine the statistical significance of the coefficient of the partial effect of ∆E on ∆SMC the article replace the interaction variable with GDP minus the average GDP multiple by ∆E. This gives the new coefficient on ∆E (the coefficient of partial effect), the estimated effect at GDP of 18.64, along with a standard error. Running this new regression gives the standard error of 0.0743,

|        | ∆SMC | ∆E  | ∆GDP | ∆E×∆GDP |
|--------|------|-----|------|---------|
| ∆SMC  | 1    |     |      |         |
| ∆E    | 0.071**| 1  |      |         |
| ∆GDP  | 0.252**| 0.197*| 1  |         |
| ∆E×∆GDP | 0.088*| 0.064*| 0.092*| 1       |

*, **, *** (1%, 5%, 10%) (2-tailed).
Source: Author (2020).
which yields $t = 2.77$. Therefore at the average GDP, it can be concluded that $\Delta E$ has a statistical significant positive effect on SMC. That is an enhancement in $\Delta E$ leads 0.206 increases in SMC of emerging economies. The sign is as expected. This suggests that the enhancement of $\Delta E$ for emerging economies is important for SMC. This study conforms to the theoretical postulation and the study of Yartey (2008).

The presence of auto correlated errors, makes the OLS estimators unbiased. This is analogous to the result in the case of heteroskedasticity where OLS point estimates do not cause bias or inconsistency in results. For a DW of 0.349, the null hypothesis is rejected. The article concludes that the data does have the first-order autocorrelation. Breusch-Pagan test with a large chi-square 46.15 implies that heteroskedasticity is present. Wald chi2 of the probability of 0.000 implies the data set fits the model well.

Accounting for serial correlation and heteroskedasticity in the model, the article compute Newey-West estimated standard error as depicted in column 5 of Appendix A addressing the problem of serial correlation and heteroskedasticity. There is a significant improvement in the result compared with column 4 of Appendix A. One percent increase in $\Delta E$ leads to 0.038% increase in $\Delta SMC$. This again confirmed that the quality of human capital (E) complement GDP. The coefficient of the partial effect E on SMC of 0.088 with Newey-West standard error of 0.029 yields a t-statistic of 3.02. By implication, 1% increase $\Delta E$ gives average GDP; SMC will increase by 0.088%. A VIF of 1.07 shows that the coefficients are relatively stable and variance relatively small. Breusch-Pagan test the null hypothesis; the error variances are all equal versus the alternative that the error variances are a multiplicative function of one or more variables. A small chi-square 0.257 implies that heteroskedasticity is probably not a problem or at least that if it is a problem, it is not a multiplicative function of the predicted values. A DW test of 1.93 implies the absence of autocorrelation in the error term at 5% significance level. It is also clear that we correct heteroskedasticity and serial correlation using different estimation techniques; the calculated standard errors reduced in value which, makes the results more reliable.

Conclusion

The model suggests that the ability of individual to invest per labor force and economic growth can make a statistically significant and economically meaningful contribution to stock market development. This study conforms to the theoretical postulation and the study of Yartey (2008). It is clear from these results that countries with high levels of education (E) stand to benefit more in terms of stock market development (SMC). This result is not different from those of Winful et al. (2013). Poor understanding of issues on the part of the public discourages potential investors from participation in stock markets. Our work also confirms the findings of Hong-Yih (2000) where they argue that the propensity to invest in shares rises with the level of education. A higher level of education increases confidence in stock market activities.

The results suggest that policy makers should not expect significant stock market development if the country’s educational structure is poor. The results are generally in agreement with the theoretical and empirical findings. The findings have important policy implications for emerging countries. Firstly, education play’s a crucial role in stock market development. Policymakers in emerging economies may initiate policies to foster growth in secondary school enrolment in emerging economies.

Overall, there is widespread and robust evidence that education play’s a key role in enhancing stock market performance, especially in those sectors where productivity and labour utilization is relatively low. Therefore, improving education – and quantitative and qualitative terms – has to be at the heart of policy measures to raise the stock market performance sustainably. By this Free Senior High School policy in Ghana is in the right direction to position the Stock market. It is expected that other African countries with weak capital markets show come up with policies that will make education affordable and accessible to majority of the populace.
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### APPENDIX

#### Appendix A. Regression Results.

| Variables | OLS | OLS rob | FGLS | DOLS (Newey) | New-West |
|-----------|-----|---------|------|--------------|----------|
|           | Levels | Difference | Levels | Difference | Levels | Difference |
| E         | 1.306*** (0.358) | [3.65] | 1.306*** (0.454) | [2.88] | 0.096*** (0.008) | [12.00] | 0.038 (0.014) | 0.013 (0.014) | [2.66] |
| GDP       | 1.240*** (0.134) | [9.25] | 1.240*** (0.488) | [2.54] | 0.582*** (0.222) | [2.63] | 0.109 (0.041) | 0.109 (0.041) | [2.67] |
| E×GDP     | 0.079*** (0.028) | [2.82] | 0.079*** (0.030) | [2.66] | 0.042*** (0.012) | [3.41] | 0.009 (0.000) | 0.004 (0.001) | [3.19] |
| Constant  | 11.140*** (2.897) | [3.85] | 11.140*** (3.751) | [2.97] | -16.253*** (2.745) | [-5.92] | 0.009 (0.000) | 0.000 (0.000) | 19.54 |
| Obs Groups | 615 | 615 | 615 | 614 | 614 |
| R-squared | 0.415 | 0.415 | 871.14 (0.000) | 0.319 | 47.3 (0.000) | 0.000 |
| Wald prob | 41 | 41 | 41 | 41 | 41 |

Standard error in parenthesis; ***p<0.01, **p<0.05, *p<0.1; t-stat is square brackets. Source: Author (2020).

#### Appendix B. Indicators of stock market development 1996 – 2011.

| Country        | Total Value Traded (% of ∆GDP) | Stock Market Capitalization (% of ∆GDP) | Turnover Ratio (%) | Number of Listed Companies | ∆GDP per Capita $ |
|----------------|--------------------------------|----------------------------------------|-------------------|---------------------------|------------------|
| Argentina      | 3.75                           | 30.10                                  | 23.36             | 135                       | 4285.75          |
| Bangladesh     | 3.77                           | 5.47                                   | 54.44             | 216                       | 377.21           |
| Bolivia        | 0.11                           | 14.26                                  | 0.97              | 27                        | 1020.64          |
| Botswana       | 0.88                           | 23.03                                  | 5.38              | 16                        | 4981.22          |
| Brazil         | 19.67                          | 38.61                                  | 53.21             | 464                       | 4582.71          |
| Bulgaria       | 2.08                           | 13.03                                  | 13.13             | 402                       | 3437.66          |
| Chile          | 12.06                          | 95.18                                  | 12.66             | 252                       | 6669.80          |
| Colombia       | 2.65                           | 25.02                                  | 9.93              | 117                       | 3295.39          |
| Costa Rica     | 0.67                           | 9.72                                   | 5.29              | 17                        | 4683.95          |
| Czech Republic | 12.64                          | 23.77                                  | 53.42             | 265                       | 11852.47         |
| Ecuador        | 0.38                           | 7.16                                   | 5.20              | 47                        | 2903.80          |
| Egypt          | 12.29                          | 34.88                                  | 27.11             | 690                       | 1158.47          |
| Ghana          | 0.45                           | 15.37                                  | 3.29              | 26                        | 486.02           |
| Hungary        | 15.57                          | 20.22                                  | 66.30             | 46                        | 9372.58          |
| India          | 44.04                          | 47.66                                  | 103.11            | 4845                      | 641.97           |
| Indonesia      | 11.72                          | 26.66                                  | 47.89             | 294                       | 1195.98          |
| Jamaica        | 3.88                           | 117.63                                 | 3.14              | 39                        | 4178.91          |
| Jordan         | 39.69                          | 109.20                                 | 29.04             | 169                       | 2135.87          |
| Kenya          | 1.58                           | 23.49                                  | 5.68              | 55                        | 528.17           |
| Malaysia       | 68.64                          | 162.95                                 | 39.58             | 748                       | 4919.38          |
| Mexico         | 8.52                           | 27.38                                  | 32.97             | 168                       | 7468.29          |
| Morocco        | 7.98                           | 38.12                                  | 17.58             | 60                        | 1796.14          |
| Nigeria        | 1.73                           | 14.40                                  | 8.53              | 189                       | 684.49           |
| Pakistan       | 31.50                          | 19.38                                  | 167.50            | 683                       | 631.11           |
| Panama         | 0.55                           | 24.84                                  | 2.75              | 22                        | 4573.13          |
| Paraguay       | 0.12                           | 3.37                                   | 5.17              | 54                        | 1558.13          |
| Peru           | 3.58                           | 31.72                                  | 16.37             | 225                       | 2706.04          |
| Philippines    | 12.26                          | 51.51                                  | 23.53             | 219                       | 1123.98          |
| Poland         | 8.11                           | 19.12                                  | 61.71             | 238                       | 7199.95          |
### Appendix B. Contd.

| Country       | 1.45 | 10.79 | 21.14 | 2963 | 4280.12 |
|---------------|------|-------|-------|------|---------|
| Saudi Arabia  | 73.95| 61.17 | 84.02 | 87   | 13402.12|
| Slovak Republic| 2.18 | 5.83  | 40.82 | 346  | 10871.28|
| Slovenia      | 2.65 | 19.63 | 24.27 | 65   | 16522.56|
| South Africa  | 60.32| 173.05| 32.81 | 534  | 4990.85 |
| Sri Lanka     | 2.81 | 17.92 | 16.10 | 227  | 1103.19 |
| Thailand      | 44.10| 57.64 | 84.48 | 424  | 2401.98 |
| Tunisia       | 1.68 | 13.11 | 12.61 | 39   | 2859.05 |
| Turkey        | 32.11| 23.95 | 135.91| 260  | 6320.72 |
| Uruguay       | 0.02 | 0.74  | 2.77  | 13   | 5460.68 |
| Venezuela     | 1.69 | 8.57  | 14.66 | 74   | 5462.98 |
| Zimbabwe      | 9.40 | 84.05 | 11.03 | 70   | 592.08  |

Source: Author (2020).