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Abstract

The process of symmetrization is often used to construct point sets with low \(L_p\) discrepancy. In the current work we apply this method to the shifted Hammersley point set. It is known that for every shift this symmetrized point set achieves an \(L_p\) discrepancy of order \(O \left(\sqrt{\log N/N}\right)\) for \(p \in [1, \infty)\), which is best possible in the sense of results by Roth, Schmidt and Halász. In this paper we present an exact formula for the \(L_2\) discrepancy of the symmetrized Hammersley point set, which shows in particular that it is independent of the choice for the shift.
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1 Introduction and statement of the result

The local discrepancy \(\Delta(\alpha, \beta, \mathcal{P})\) of an \(N\)-element point set \(\mathcal{P} = \{x_0, \ldots, x_{N-1}\}\) in the unit square \([0,1)^2\) is defined as

\[
\Delta(\alpha, \beta, \mathcal{P}) = A([0,\alpha) \times [0,\beta), \mathcal{P}) - N\alpha\beta
\]

for \(\alpha, \beta \in (0,1)\). In this definition \(A([0,\alpha) \times [0,\beta), \mathcal{P})\) is the number of indices \(0 \leq n \leq N - 1\) satisfying \(x_n \in [0,\alpha) \times [0,\beta)\). The \(L_p\) discrepancy of a point set \(\mathcal{P}\) in \([0,1)^2\) is defined as

\[
L_p(\mathcal{P}) = \frac{1}{N} \left( \int_0^1 \int_0^1 |\Delta(\alpha, \beta, \mathcal{P})|^p \, d\alpha \, d\beta \right)^{\frac{1}{p}}
\]

for \(p \in [1,\infty)\). For \(p \to \infty\) we obtain the notable star discrepancy. In this work we do not study this kind of discrepancy directly, but it should be mentioned that there is a remarkable asymptotic relation between the \(L_p\) discrepancy and the star discrepancy (see [7]). The \(L_p\) discrepancy is a quantitative measure for the irregularity of distribution of a point set \(\mathcal{P}\) in \([0,1)^2\), see e.g. [4, 11, 15]. It is also related to the worst-case integration error of a quasi-Monte Carlo rule, see e.g. [3, 13, 16]. It is well known that for every \(p \in [1,\infty)\) there exists a constant \(c_p > 0\) with the following property: for the \(L_p\) discrepancy of any point set \(\mathcal{P}\) consisting of \(N\) points in \([0,1)^2\) we have

\[
L_p(\mathcal{P}) \geq c_p \frac{\sqrt{\log N}}{N}, \tag{1}
\]
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where \( \log \) denotes the natural logarithm. This was first shown by Roth \cite{Roth} for \( p = 2 \) and hence for all \( p \in [2, \infty) \) and later by Schmidt \cite{Schmidt} for all \( p \in (1, 2) \). The case \( p = 1 \) was verified by Halász \cite{Halasz}.

Here we consider digit shifted Hammersley point sets. Let therefore \( m \) be a positive integer and \( \sigma = (\sigma_1, \sigma_2, \ldots, \sigma_m) \in \{0, 1\}^m \) a dyadic shift. We define the point set
\[
\mathcal{H}_m(\sigma) := \left\{ \left( \frac{t_m}{2} + \frac{t_{m-1}}{2^2} + \cdots + \frac{t_1}{2^m}, \frac{s_1}{2} + \frac{s_2}{2^2} + \cdots + \frac{s_m}{2^m} \right) : t_1, \ldots, t_m \in \{0, 1\} \right\},
\]
where \( s_j = t_j \oplus \sigma_j \) for all \( j \in \{1, \ldots, m\} \) (the operation \( \oplus \) denotes addition modulo 2). The point set \( \mathcal{H}_m(\sigma) \) contains \( 2^m \) elements. We obtain the classical Hammersley point set \( \mathcal{H}_m \) with \( 2^m \) points by choosing \( \sigma = (0, 0, \ldots, 0) \). Additionally, we define the \( m \)-tuple \( \sigma^* = (\sigma_1^*, \sigma_2^*, \ldots, \sigma_m^*) \) by \( \sigma_j^* = \sigma_j \oplus 1 \) for all \( j \in \{1, \ldots, m\} \). Then we introduce the symmetrized Hammersley point set \( \mathcal{H}_m^{\text{sym}}(\sigma) \) as
\[
\mathcal{H}_m^{\text{sym}}(\sigma) := \mathcal{H}_m(\sigma) \cup \mathcal{H}_m(\sigma^*).
\]
This point set has \( 2^m + 1 \) elements and can be regarded as symmetrized, since \( \mathcal{H}_m^{\text{sym}}(\sigma) \) may also be written as the union of \( \mathcal{H}_m(\sigma) \) with the point set
\[
\left\{ \left( x, 1 - \frac{1}{2^m} - y \right) : (x, y) \in \mathcal{H}_m(\sigma) \right\}.
\]
Figure 1 shows examples of two symmetrized Hammersley point sets.

![Figure 1: The symmetrized Hammersley point sets \( \mathcal{H}_8^{\text{sym}}(\sigma_i) \) for \( i = 1, 2 \), where \( \sigma_1 = (0, 0, 0, 0, 0, 0, 0, 0) \) and \( \sigma_2 = (0, 1, 0, 1, 0, 1, 0, 1) \). The \( L_2 \) discrepancy is 0.00255571\ldots in both cases.
](image)

The concept of symmetrizing point sets plays an important role in finding point sets with the optimal order of \( L_p \) discrepancy in the sense of \cite{Davenport}. Davenport \cite{Davenport} used this method in 1956 to construct for the first time a two-dimensional point set with an \( L_2 \) discrepancy of order \( \mathcal{O}\left(\sqrt{\log N/N}\right) \), and therefore showing that the lower bound \cite{Davenport} is sharp for \( p = 2 \). For this reason, the symmetrization method we use here is often referred to as Davenport’s reflection principle.

It is known that \( L_p(\mathcal{H}_m) \) is only of order \( \mathcal{O}(\log N/N) \) for all \( p \in [1, \infty) \) (see \cite{Cohn}). However, in \cite{Schoen} Theorem 2 it was shown with tools from harmonic analysis
(the Haar function system and the Littlewood-Paley inequality) that the symmetrized Hammersley point set achieves an $L_p$ discrepancy of order $O\left(\sqrt{\log N/N}\right)$ for all $p \in [1, \infty)$ independently of the shift $\sigma$. This order is best possible in the sense of (1). For the case $p = 2$, this result follows already from [12, Theorem 2] for the slightly different definition of a symmetrization of the classical Hammersley point set $\mathcal{H}_m$, namely

$$\tilde{\mathcal{H}}_m^{\text{sym}} := \mathcal{H}_m \cup \{(x, 1-y) : (x, y) \in \mathcal{H}_m\}.$$ 

The previously mentioned results have the drawback that they do not deliver an exact value for the implied constant of the leading term of the $L_2$ discrepancy. The aim of this paper is to show an exact formula for the $L_2$ discrepancy of $\tilde{\mathcal{H}}_m^{\text{sym}}(\sigma)$, which gives not only a concrete constant, but also demonstrates that $L_2(\tilde{\mathcal{H}}_m^{\text{sym}}(\sigma))$ solely depends on the number of elements $N = 2^{m+1}$ and not on the shift $\sigma$ whatsoever.

**Theorem 1** Let $m \in \mathbb{N}$ and $\sigma \in \{0, 1\}^m$. Then we have

$$\left(2^{m+1}L_2(\mathcal{H}_m^{\text{sym}}(\sigma))\right)^2 = \frac{m}{24} + \frac{11}{8} + \frac{1}{2^m} - \frac{1}{9 \cdot 2^{2m+1}},$$

which can be displayed in terms of the number of elements $N = 2^{m+1}$ as

$$L_2(\mathcal{H}_m^{\text{sym}}(\sigma)) = \frac{1}{N} \left(\log N \sqrt{\frac{\log N}{24 \log 2}} + \frac{4}{3} + \frac{2}{N} - \frac{2}{9N^2}\right)^{\frac{1}{2}}.$$

We derive the following corollary on the point set $\tilde{\mathcal{H}}_m^{\text{sym}}(\sigma)$ defined as the union of $\mathcal{H}_m(\sigma)$ with the point set $\{(x, 1-y) : (x, y) \in \mathcal{H}_m(\sigma)\}$. This point set also has $2^{m+1}$ elements, where some points might coincide.

**Corollary 1** Let $m \in \mathbb{N}$ and $\sigma \in \{0, 1\}^m$. Then we have with $N = 2^{m+1}$

$$L_2(\tilde{\mathcal{H}}_m^{\text{sym}}(\sigma)) = \frac{1}{N} \sqrt{\frac{\log N}{24 \log 2}} + O\left(\frac{1}{N}\right).$$

**Proof.** From [8, Lemma 4] we have the relation

$$\left|L_2(\mathcal{H}_m^{\text{sym}}(\sigma)) - L_2(\mathcal{H}_m^{\text{sym}}(\sigma))\right| \leq \frac{1}{2^{m+1}} = \frac{1}{N}.$$

Together with Theorem 1 this inequality yields the result.

The proof of Theorem 1 relies strongly on techniques developed and employed in the papers [9, 10, 13, 17]. The methods and results of [9], where the $L_2$ discrepancy of $\mathcal{H}_m(\sigma)$ was computed exactly, are particularly important in order to prove the theorem. We comment on those results in Remark 1, Lemma 6 and Remark 3. The fact that we can write the symmetrized Hammersley point set as a union of two shifted Hammersley point sets allows us to employ the same techniques in this paper. The reader is invited to compare Theorem 1 to the result of Kritzer and Pillichshammer as stated in Lemma 6.

**Remark 1** Theorem 1 shows that we cannot expect a lower $L_2$ discrepancy by first shifting the classical Hammersley point set and then symmetrizing it. We can therefore simply symmetrize the classical Hammersley point set itself. This is a remarkably easy
construction of a point set with very low $L_2$ discrepancy. However, the coefficient of
the leading term $\sqrt{\log N/N}$ of $L_2(H_m^*(\sigma))$ is $\sqrt{1/(24\log 2)} \approx 0.2451 \ldots$, which is
slightly higher than for the shifted Hammersley point set $H_m(\sigma)$ under the condition
that the number of ones and zeros in $\sigma$ is more or less balanced. In this case $H_m(\sigma)$
achieves an $L_2$ discrepancy of optimal order of magnitude in $N$ as shown by Kritzer
and Pillichshammer in \cite{LP}. The coefficient of the leading term of $L_2(H_m(\sigma))$ is then
$\sqrt{5/(192\log 2)} \approx 0.1938 \ldots$ (see also Lemma 6 and Remark 3). The smallest known
leading constant is achieved for the $L_2$ discrepancy of digit scrambled Hammersley point
sets in base 22 and has the value $\sqrt{278629/(2811072\log 22)} \approx 0.1790 \ldots$, as shown in
\cite{LP}.

**Remark 2** A further exact formula for the $L_2$ discrepancy of a symmetrized point set
was discovered in \cite{LP}. There the authors considered symmetrized Fibonacci lattice point
sets, whose $L_2$ discrepancy is also of order $O\left(\sqrt{\log N/N}\right)$. The leading term has a
complicated form, but numerical results indicate that the $L_2$ discrepancy of these point
sets has a constant around 0.176… This would be slightly better than the result for
digit scrambled Hammersley point sets mentioned in Remark 1.

2 Auxiliary results

Throughout this paper, we call a real number $\alpha \in [0, 1)$ $m$-bit if it is contained in
the set $Q(2^m) := \{0, 1/2^m, \ldots, 2^m - 1/2^m\}$. Hence, $\alpha$ is of the form $\alpha = \alpha_1 + \cdots + \alpha_m/2^m$, where
$\alpha_j \in \{0, 1\}$ for all $j \in \{1, \ldots, m\}$. We also set $Q^*(2^m) := Q(2^m) \setminus \{0\}$. We write $\Delta_1(\alpha, \beta)$
for the local discrepancy of $H_m(\sigma)$, $\Delta_2(\alpha, \beta)$ for the local discrepancy of $H_m(\sigma^*)$ and
$\Delta_{sym}(\alpha, \beta)$ for the local discrepancy of $H_{sym}(\sigma)$.

The first lemma, which gives an exact formula for the local discrepancy of $H_m(\sigma)$,
can be derived from a result of Larcher and Pillichshammer in \cite{LP} and was first stated
explicitly in \cite{LP} Lemma 1. The second assertion in this lemma is a consequence of
the fact that the components of all elements in $H_m(\sigma)$ are $m$-bit as it has already been
pointed out in \cite{LP} Remark 3. Here and in the following, $|x| := \min_{z \in \mathbb{Z}} |x - z|$ denotes the distance to the nearest integer of a real number $x$.

**Lemma 1** For the local discrepancy $\Delta(\alpha, \beta)$ of $H_m(\sigma)$ we have

1. $\Delta(\alpha, \beta) = \sum_{u=0}^{m-1} 2^u \beta u \Delta_{m-u} (\alpha_{m-u} \oplus \alpha_{m+1-j(u)})$ for $m$-bit numbers $\alpha = \alpha_1/2^1 +$ $\cdots + \alpha_m/2^m$ and $\beta = \beta_0/2^0 + \cdots + \beta_m/2^m$ (we set $\alpha_{m+1} = 0$), where $j(u)$ for $0 \leq u \leq m-1$
is defined as

   \[
   j(u) = \begin{cases} 
   0 & \text{if } u = 0, \\
   0 & \text{if } \alpha_{m+1-j} = \beta_j \oplus \sigma_j \text{ for } j = 1, \ldots, u, \\
   \max\{j \leq u : \alpha_{m+1-j} \neq \beta_j \oplus \sigma_j\} & \text{otherwise.}
   \end{cases}
   \]

2. $\Delta(\alpha, 1) = 0$ for $m$-bit $\alpha$ and $\Delta(\alpha, \beta) = \Delta(\alpha(m), \beta(m)) + 2^m (\alpha(m) \beta(m) - \alpha \beta)$
for arbitrary $\alpha, \beta \in (0, 1]$, where $\alpha(m)$ and $\beta(m)$ are the smallest $m$-bit numbers
greater than or equal to $\alpha$ or $\beta$, respectively. (For $\alpha, \beta > 1 - 2^{-m}$ we choose $\alpha(m) = 1$ and $\beta(m) = 1$, respectively.)
Lemma 2 For all $\alpha, \beta \in (0, 1]$ we have $\Delta_{\text{sym}}(\alpha, \beta) = \Delta_1(\alpha, \beta) + \Delta_2(\alpha, \beta)$.

Proof. We have

$$\Delta_{\text{sym}}(\alpha, \beta) = A([0, \alpha] \times [0, \beta], H_{m}(\sigma)) - 2^{m+1} \alpha \beta$$

$$= A([0, \alpha] \times [0, \beta], H_{m}(\sigma)) + A([0, \alpha] \times [0, \beta], H_{m}(\sigma^*)) - 2^m \alpha \beta - 2^m \alpha \beta$$

$$= \Delta_1(\alpha, \beta) + \Delta_2(\alpha, \beta)$$

for all $\alpha, \beta \in (0, 1]$.

Throughout the next lemma, we always write $j_1(u)$ if the function $j(u)$ appearing in the first part of Lemma 1 refers to $\Delta_1(\alpha, \beta)$ and $j_2(u)$ if it refers to $\Delta_2(\alpha, \beta)$.

Lemma 3 Let $\alpha = \frac{a_1}{2} + \cdots + \frac{a_m}{2^m}$ and $\beta = \frac{b_1}{2} + \cdots + \frac{b_m}{2^m}$ be $m$-bit.

1. For $u_1, u_2 \in \{0, \ldots, m - 1\}$ with $u_1 \neq u_2$ we have

$$\sum_{a \in \mathbb{Q}^*(2^m)} (\alpha_{m-u_1} + \alpha_{m+1-j_1(u_1)}) (\alpha_{m-u_2} + \alpha_{m+1-j_2(u_2)}) = 2^{m-2}.$$  

2. For $u \in \{0, \ldots, m - 1\}$ we have

$$\sum_{a \in \mathbb{Q}^*(2^m)} (\alpha_{m-u} + \alpha_{m+1-j_1(u)}) (\alpha_{m-u} + \alpha_{m+1-j_2(u)}) = \begin{cases} 2^{m-1} & \text{if } u \in \{0, 1\}, \\ 2^{m-1} \left(1 + \sum_{j=1}^{u-1} 2^j (\gamma_j \oplus 1) \gamma_u + \gamma_j (\gamma_u \oplus 1))\right) & \text{if } u \in \{2, \ldots, m - 1\}. \end{cases}$$

In the last expression, we define $\gamma_j := \beta_j \oplus \sigma_j$ for all $j \in \{1, \ldots, m - 1\}$.

Proof. We mention that Pillichshammer showed in [17, Lemma 2] the formula

$$\sum_{\alpha \in \mathbb{Q}^*(2^m)} \prod_{i=1}^{k} (\alpha_{m-u_i} + \alpha_{m+1-j_i(u_i)}) = 2^{m-k}$$

for an integer $1 \leq k \leq m - 1$ and numbers $u_1, \ldots, u_k \in \{0, \ldots, m - 1\}$ with $u_i \neq u_j$ for $1 \leq i \neq j \leq k$, where $j(u)$ refers to the local discrepancy of the classical Hammersley point set. By studying his proof, one sees that the argumentation does not change at all if we replace some of the $j(u_i)$ appearing in the formula by $j_1(u_i)$ and the others by $j_2(u_i)$, and thus we obtain the claimed identity stated in the first item of this lemma by choosing $k = 2$ and replacing $j(u_1)$ by $j_1(u_1)$ and $j(u_2)$ by $j_2(u_2)$.

We show the second item. For $u = 0$ we have $j_1(u) = 0$ and $j_2(u) = 0$ by definition and hence

$$\sum_{\alpha \in \mathbb{Q}^*(2^m)} (\alpha_{m} + \alpha_{m+1}) (\alpha_{m} + \alpha_{m+1}) = \sum_{\alpha_{1, \ldots, \alpha_{m}=0}}^{1} \alpha_{m} = \sum_{\alpha_{1, \ldots, \alpha_{m-1}=0}}^{1} 1 = 2^{m-1} = 2^{m-u-1}.$$  

If $u = 1$, we use the fact that $j_1(1)$ and $j_2(1)$ only depend on $\alpha_m$ and write

$$\sum_{\alpha \in \mathbb{Q}^*(2^m)} (\alpha_{m-1} + \alpha_{m+1-j_1(1)}) (\alpha_{m-1} + \alpha_{m+1-j_2(1)})$$
We have to distinguish between the cases $\alpha_m = \gamma_1$ and $\alpha_m = \gamma_1 \oplus 1$. In the first case we obviously have $j_1(1) = 0$ and $j_2(1) = 1$ whereas in the second case we have $j_1(1) = 1$ and $j_2(1) = 0$. We conclude

$$2^{m-2} \sum_{\alpha_m = 0}^{1} \left( (\alpha_{m+1-j_1(1)} \alpha_{m+1-j_2(1)}) + (\alpha_{m+1-j_1(1)} \oplus 1)(\alpha_{m+1-j_2(1)} \oplus 1) \right)$$

$$= 2^{m-2} \sum_{\alpha_m = \gamma_1} \left( (\alpha_m \oplus 1) + (\alpha_m \oplus 1) \right)$$

$$= 2^{m-2}(\gamma_1 \oplus 1) + 2^{m-2}\gamma_1 = 2^{m-2} = 2^{m-u-1}.$$ 

We turn to the case $u \in \{2, \ldots, m-1\}$. Since $j_1(u)$ and $j_2(u)$ only depend on $\alpha_{m+1-u}$, \ldots, $\alpha_m$ but not on $\alpha_1$, \ldots, $\alpha_{m-u}$, we observe that

$$\sum_{\alpha \in \mathbb{Q}^*(2^m)} (\alpha_u \oplus \alpha_{m+1-j_1(u)})(\alpha_u \oplus \alpha_{m+1-j_2(u)})$$

$$= \sum_{\alpha_1, \ldots, \alpha_m = 0} \left( \sum_{\alpha_{m+1-u}, \ldots, \alpha_m = 0}^{1} (\alpha_{m+1-u} \oplus \alpha_{m+1-j_1(u)})(\alpha_{m+1-u} \oplus \alpha_{m+1-j_2(u)}) \right)$$

$$= 2^{m-u-1} \sum_{\alpha_{m+1-u}, \ldots, \alpha_m = 0}^{1} \left( (\alpha_{m+1-j_1(u)} \alpha_{m+1-j_2(u)}) + (\alpha_{m+1-j_1(u)} \oplus 1)(\alpha_{m+1-j_2(u)} \oplus 1) \right)$$

$$= 2^{m-u-1} \sum_{j_1 = 0}^{u-1} \sum_{\alpha_{m+1-u}, \ldots, \alpha_m = 0}^{1} \left( (\alpha_{m+1-j_1(u)} \alpha_{m+1-j_2(u)}) + (\alpha_{m+1-j_1(u)} \oplus 1)(\alpha_{m+1-j_2(u)} \oplus 1) \right)$$

$$+ 2^{m-u-1} \sum_{j_2 = 0}^{u-1} \sum_{\alpha_{m+1-u}, \ldots, \alpha_m = 0}^{1} \left( (\alpha_{m+1-j_1(u)} \alpha_{m+1-j_2(u)}) + (\alpha_{m+1-j_1(u)} \oplus 1)(\alpha_{m+1-j_2(u)} \oplus 1) \right)$$

$$= T_1 + T_2.$$ 

One might wonder why the sums over $j_1$ and $j_2$ end in $u-1$ instead of $u$ and why they do not coincide. The reason is that $j_1(u) \in \{0, \ldots, u-1\}$ implies $j_2(u) = u$ and $j_2(u) \in \{0, \ldots, u-1\}$ implies $j_1(u) = u$. This can be seen as follows: $j_1(u) \in \{0, \ldots, u-1\}$ implies $a_{m+1-u} = \gamma_u$, because otherwise we would have $j_1(u) = u$. But from the fact that $a_{m+1-u} = \gamma_u \neq \gamma_u \oplus 1$, we immediately derive $j_2(u) = u$. The other way round can be explained analogously. This means that the case $j_2(u) = u$ is actually contained in the sum over $j_1$ and reversely. We find

$$T_1 = 2^{m-u-1} \sum_{\alpha_{m+1-u} = \gamma_u}^{1} \left( (\alpha_{m+1} \alpha_{m+1-j_2(u)}) + (\alpha_{m+1} \oplus 1)(\alpha_{m+1-j_2(u)} \oplus 1) \right)$$

$$\vdots$$

$$= 2^{m-2}(\gamma_1 \oplus 1) + 2^{m-2}\gamma_1 = 2^{m-2} = 2^{m-u-1}.$$

$$= T_1 + T_2.$$
\[ + 2^{m-u-1} \sum_{j_1=1}^{u-1} \sum_{\alpha_m+1}\ldots\alpha_m=0} (\alpha_{m+1-j_1} \alpha_{m+1-j_2(u)} + (\alpha_{m+1-j_1} \oplus 1)(\alpha_{m+1-j_2(u)} \oplus 1)) \]

\[ = 2^{m-u-1} (\gamma_u \oplus 1) + 2^{m-u-1} \sum_{j_1=1}^{u-1} 2^{j_1-1} ((\gamma_{j_1} \oplus 1)\gamma_u + \gamma_{j_1}(\gamma_u \oplus 1)). \]

Similarly we argue that

\[ T_2 = 2^{m-u-1} \gamma_u + 2^{m-u-1} \sum_{j_2=1}^{u-1} 2^{j_2-1} ((\gamma_{j_2} \oplus 1)\gamma_u + \gamma_{j_2}(\gamma_u \oplus 1)). \]

Adding \( T_1 \) and \( T_2 \) completes the proof of the second item of this lemma. \( \square \)

**Lemma 4** Let \( \beta \) be \( m \)-bit.

1. For \( u_1, u_2 \in \{0, \ldots, m - 1\} \) with \( u_1 \neq u_2 \) we have

\[ \sum_{\beta \in \mathbb{Q}^*(2^m)} \|2^{u_1}\beta\| \|2^{u_2}\beta\| = \frac{2^m}{2^1}. \]

2. For \( u \in \{0, \ldots, m - 1\} \) we have

\[ \sum_{\beta \in \mathbb{Q}^*(2^m)} \|2^u\beta\|^2 = \frac{2^{2m} + 2^{2u+1}}{3 \cdot 2^{m+2}}. \]

**Proof.** The first formula follows from [17, Lemma 3 a)] and the second one is [17, Lemma 3 b)]]. \( \square \)

We introduce the parameter \( l = l(\sigma) := |\{i \in \{1, \ldots, m\} : \sigma_i = 0\}|, \) i. e. \( l \) is the number of components of \( \sigma \) which are equal to zero. We use this notation for the rest of this paper.

**Lemma 5** We have

\[ \frac{1}{2^{2m}} \sum_{\alpha, \beta \in \mathbb{Q}^*(2^m)} \Delta_1(\alpha, \beta) \Delta_2(\alpha, \beta) = -\frac{m^2}{64} - \frac{l^2}{16} + \frac{lm}{16} - \frac{m}{192} - \frac{5}{144} - \frac{1}{9} \cdot 2^{m+2}. \]

**Proof.** In this proof we write for the sake of simplicity \( A(\alpha, \beta, \sigma, u) := \alpha_{m-u} \oplus \alpha_{m+1-j(u)} \), where we emphasize the dependence of \( j(u) \) on \( \alpha, \beta \) and \( \sigma \). With the first point of Lemma 4 we get

\[ \frac{1}{2^{2m}} \sum_{\alpha, \beta \in \mathbb{Q}^*(2^m)} \Delta_1(\alpha, \beta) \Delta_2(\alpha, \beta) \]

\[ = \frac{1}{2^{2m}} \sum_{\alpha, \beta \in \mathbb{Q}^*(2^m)} \left( \sum_{u_1=0}^{m-1} \|2^{u_1}\beta\|(-1)^{\sigma_{u_1+1}} A(\alpha, \beta, \sigma, u_1) \right) \]
In the same way we show between the cases where

\[
\begin{align*}
R = \sum_{u_1=0}^{m-1} \frac{1}{2^{2m}} \sum_{\alpha, \beta \in \mathbb{Q}^*(2^m)} \|2^{u_1} \beta\| \|2^{u_2} \beta\| \sum_{\sigma \in \mathbb{Q}^*(2^m)} A(\alpha, \beta, \sigma, u_1) A(\alpha, \beta, \sigma, u_2) \\
= -\frac{1}{2^{2m}} \sum_{\alpha, \beta \in \mathbb{Q}^*(2^m)} \|2^{u_1} \beta\| \|2^{u_2} \beta\| \sum_{\sigma \in \mathbb{Q}^*(2^m)} A(\alpha, \beta, \sigma, u_1) A(\alpha, \beta, \sigma, u_2) \\
+ \frac{1}{2^{2m}} \sum_{\alpha, \beta \in \mathbb{Q}^*(2^m)} \|2^{u_1} \beta\| \|2^{u_2} \beta\| \sum_{\sigma \in \mathbb{Q}^*(2^m)} A(\alpha, \beta, \sigma, u_1) A(\alpha, \beta, \sigma, u_2) \\
+ \frac{1}{2^{2m}} \sum_{\alpha, \beta \in \mathbb{Q}^*(2^m)} \|2^{u_1} \beta\| \|2^{u_2} \beta\| \sum_{\sigma \in \mathbb{Q}^*(2^m)} A(\alpha, \beta, \sigma, u_1) A(\alpha, \beta, \sigma, u_2) \\
- \frac{1}{2^{2m}} \sum_{\alpha, \beta \in \mathbb{Q}^*(2^m)} \|2^{u_1} \beta\| \|2^{u_2} \beta\| \sum_{\sigma \in \mathbb{Q}^*(2^m)} A(\alpha, \beta, \sigma, u_1) A(\alpha, \beta, \sigma, u_2) \\
=: R_1 + R_2 + R_3 - R_4.
\end{align*}
\]

With the first part of Lemma 3 and Lemma 4 we obtain

\[
R_2 = \frac{1}{2^{2m}} \sum_{u_1=0}^{m-1} \sum_{u_2=0}^{m-1} \sum_{\beta \in \mathbb{Q}^*(2^m)} \|2^{u_1} \beta\| \|2^{u_2} \beta\| \sum_{\alpha \in \mathbb{Q}^*(2^m)} A(\alpha, \beta, \sigma, u_1) A(\alpha, \beta, \sigma, u_2) \\
= \frac{1}{2^{2m}} \sum_{u_1=0}^{m-1} \sum_{u_2=0}^{m-1} \frac{2^m}{2^m} \frac{1}{2^m} = \frac{1}{64} l(m - l).
\]

In the same way we show \( R_3 = \frac{1}{64} l(m - l) \). To calculate \( R_1 \) and \( R_4 \), we need to distinguish between the cases where \( u_1 = u_2 \) and where \( u_1 \neq u_2 \). This leads to

\[
R_1 = \frac{1}{2^{2m}} \sum_{u_1=0}^{m-1} \sum_{u_2=0}^{m-1} \frac{2^m}{2^m} \frac{1}{2^m} \\
+ \frac{1}{2^{2m}} \sum_{u=0}^{m-1} \sum_{\beta \in \mathbb{Q}^*(2^m)} \|2^u \beta\|^2 \sum_{\alpha \in \mathbb{Q}^*(2^m)} A(\alpha, \beta, \sigma, u) A(\alpha, \beta, \sigma, u) \\
= \frac{1}{64} l(l - 1) + \frac{1}{2^{2m}} \sum_{u=0}^{m-1} \sum_{\beta \in \mathbb{Q}^*(2^m)} \|2^u \beta\|^2 \sum_{\alpha \in \mathbb{Q}^*(2^m)} A(\alpha, \beta, \sigma, u) A(\alpha, \beta, \sigma, u).
\]
Similarly, we obtain

$$R_4 = \frac{1}{64}(m-l)(m-l-1) + \frac{1}{2^{2m}} \sum_{u=0}^{m-1} \sum_{\beta \in \mathbb{Q}^*(2^m)} \|2^u \beta\|^2 \sum_{\alpha \in \mathbb{Q}^*(2^m)} A(\alpha, \beta, \sigma, u)A(\alpha, \beta, \sigma^*, u).$$

Adding $R_1$ to $R_4$ yields

$$\frac{1}{2^{2m}} \sum_{\alpha, \beta \in \mathbb{Q}^*(2^m)} \Delta_1(\alpha, \beta) \Delta_2(\alpha, \beta) = -\frac{1}{64}(m^2 + 4l^2 - 4lm - m)$$

$$= -\frac{1}{2^{2m}} \sum_{u=0}^{m-1} \sum_{\beta \in \mathbb{Q}^*(2^m)} \|2^u \beta\|^2 \sum_{\alpha \in \mathbb{Q}^*(2^m)} A(\alpha, \beta, \sigma, u)A(\alpha, \beta, \sigma^*, u).$$

Hence, our final task is to compute the last expression in the above line. We employ the second part of Lemma 3 and Lemma 4 to obtain

$$\frac{1}{2^{2m}} \sum_{u=0}^{m-1} \sum_{\beta \in \mathbb{Q}^*(2^m)} \|2^u \beta\|^2 \sum_{\alpha \in \mathbb{Q}^*(2^m)} A(\alpha, \beta, \sigma, u)A(\alpha, \beta, \sigma^*, u)$$

$$= \frac{1}{2^{2m}} \sum_{u=0}^{m-1} 2^{m-u-1} \sum_{\beta \in \mathbb{Q}^*(2^m)} \|2^u \beta\|^2$$

$$+ \frac{1}{2^{2m}} \sum_{u=0}^{m-1} 2^{m-u-1} \sum_{\beta \in \mathbb{Q}^*(2^m)} \|2^u \beta\|^2 \sum_{j=1}^{2^j} (\gamma_j(\gamma_u + \gamma_j(\gamma_u + 1)))$$

$$= \frac{1}{2^{m+1}} \sum_{u=0}^{m-1} 2^{-u} \frac{2^{2m} + 2^{2u+1}}{3 \cdot 2^{m+2}}$$

$$+ \frac{1}{2^{m+1}} \sum_{u=0}^{m-1} 2^{-u} \sum_{j=1}^{2^j} (2^{j+1}) (\beta_{u+j} + \sigma_u)$$

$$+ \frac{1}{2^{m+1}} \sum_{u=0}^{m-1} 2^{-u} \sum_{j=1}^{2^j} (2^{j+1}) (\beta_{u+j} + \sigma_u) =: \Sigma_1 + \Sigma_2 + \Sigma_3.$$

Finding the value of $\Sigma_1$ is a matter of straightforward calculation. We have

$$\Sigma_1 = \frac{1}{12} \left(1 - \frac{1}{2^m}\right).$$

For $\Sigma_2$ we find

$$\Sigma_2 = \frac{1}{2^{m+1}} \sum_{u=0}^{m-1} 2^{-u} \sum_{j=1}^{2^j} \sum_{\beta_{u+j} = \sigma_u} \|2^u \beta\|^2.$$
We arrive at
\[ \Sigma_2 = \frac{1}{2^{m+1}} \sum_{u=2}^{m-1} 2^{-u} \sum_{j=1}^{u-1} 2^{j(2u-2^j)} \left( \frac{2^{2m} + 2^{2u+1}}{3 \cdot 2^{m+2}} \right) \]
\[ = \frac{1}{2^{m+1}} \sum_{u=2}^{m-1} 2^{-u} (2^u - 2) 2^{u-2^u} \left( \frac{2^m + 2^{2u+1}}{3 \cdot 2^{m+2}} \right) \]
\[ = \frac{m}{96} - \frac{7}{288} + \frac{1}{9 \cdot 2^{2m+1}}. \]

It is clear that \( \Sigma_3 = \Sigma_2 \). Thus, after adding all the results the proof of the lemma is finally complete. \( \square \)

For the proof of Theorem 1 we will also need an exact formula for the \( L_2 \) discrepancy of \( H_m(\sigma) \). Such a formula was presented in [9, Theorem 1].

**Lemma 6 (Kritzer and Pillichshammer)** Let \( m \in \mathbb{N} \) and \( \sigma \in \{0,1\}^m \). We have
\[
(2^m L_2(H_m(\sigma)))^2 = \frac{m^2}{64} - \frac{19m}{192} - \frac{lm}{16} + \frac{l^2}{16} + \frac{l}{4} + \frac{3}{8} + \frac{m}{16 \cdot 2^m} - \frac{l}{8 \cdot 2^m} + \frac{1}{4 \cdot 2^m} - \frac{1}{72 \cdot 4^m}. \]

**Remark 3** It follows from Lemma 6 that the optimal choice for \( l \) is \( \left\lceil \frac{m-5}{2} + \frac{1}{2^m} \right\rceil \), which leads to
\[
(2^m L_2(H_m(\sigma)))^2 = \frac{5m}{192} + \mathcal{O}(1) \]
(see also [9, Corollary 1]). This means that we achieve the optimal order of \( L_2 \) discrepancy for \( H_m(\sigma) \) in this case. In [8, Theorem 1] it was shown that we achieve the optimal order of \( L_p \) discrepancy for all \( p \in [1, \infty) \) if and only if \( |2l - m| = \mathcal{O}(\sqrt{m}) \).

### 3 Proof of Theorem 1

We apply Lemma 2 to write
\[
(2^{m+1} L_2(H_m^\text{sym}(\sigma)))^2 = \int_0^1 \int_0^1 (\Delta_{\text{sym}}(\alpha, \beta))^2 \, d\alpha \, d\beta
\]
\[ = \int_0^1 \int_0^1 (\Delta_1(\alpha, \beta))^2 \, d\alpha \, d\beta + \int_0^1 \int_0^1 (\Delta_2(\alpha, \beta))^2 \, d\alpha \, d\beta
\]
\[ + 2 \int_0^1 \int_0^1 \Delta_1(\alpha, \beta) \Delta_2(\alpha, \beta) \, d\alpha \, d\beta
\]
\[ = (2^m L_2(H_m(\sigma)))^2 + (2^m L_2(H_m(\sigma^*))^2
\]
\[ + 2 \int_0^1 \int_0^1 \Delta_1(\alpha, \beta) \Delta_2(\alpha, \beta) \, d\alpha \, d\beta. \quad (2) \]

We know the values of \( (2^m L_2(H_m(\sigma)))^2 \) and \( (2^m L_2(H_m(\sigma^*))^2 \) already from Lemma 6 (where in the latter case we have to insert \( m-l \) instead of \( l \) in this formula). This yields
\[
(2^m L_2(H_m(\sigma)))^2 + (2^m L_2(H_m(\sigma^*)))^2 = \frac{m^2}{32} + \frac{l^2}{8} - \frac{lm}{8} + \frac{5m}{96} + \frac{3}{4} + \frac{1}{2^{m+1}} - \frac{1}{9 \cdot 2^{2m+2}}. \]

We split the integrals in (2) in four parts:

\[ \int_0^1 \int_0^1 \Delta_1(\alpha, \beta) \Delta_2(\alpha, \beta) \, d\alpha \, d\beta = \int_0^{1-2^{-m}} \int_0^{1-2^{-m}} \Delta_1(\alpha, \beta) \Delta_2(\alpha, \beta) \, d\alpha \, d\beta 
+ \int_0^{1-2^{-m}} \int_1^{1-2^{-m}} \Delta_1(\alpha, \beta) \Delta_2(\alpha, \beta) \, d\alpha \, d\beta 
+ \int_1^{1-2^{-m}} \int_0^{1-2^{-m}} \Delta_1(\alpha, \beta) \Delta_2(\alpha, \beta) \, d\alpha \, d\beta 
+ \int_1^{1-2^{-m}} \int_1^{1-2^{-m}} \Delta_1(\alpha, \beta) \Delta_2(\alpha, \beta) \, d\alpha \, d\beta \]

We can calculate \( I_2, I_3 \) and \( I_4 \) with aid of the second part of Lemma [10, Theorem 1], we only give the results. We have

\[ I_2 = I_3 = \frac{25}{36 \cdot 2^m} - \frac{5}{9 \cdot 4^m} - \frac{25}{36 \cdot 4^m} + \frac{2}{3 \cdot 8^m} - \frac{1}{9 \cdot 16^m} \]

and

\[ I_4 = \frac{7}{6 \cdot 4^m} + \frac{1}{9 \cdot 16^m} - \frac{2}{3 \cdot 8^m}. \]

It remains to evaluate \( I_1 \). We use the second part of Lemma [1] to obtain

\[ I_1 = \int_0^{1-2^{-m}} \int_0^{1-2^{-m}} \left( \Delta_1(\alpha(m), \beta(m)) + 2^m(\alpha(m)\beta(m) - \alpha\beta) \right) \times \left( \Delta_2(\alpha(m), \beta(m)) + 2^m(\alpha(m)\beta(m) - \alpha\beta) \right) \, d\alpha \, d\beta 
+ 2^m \int_0^{1-2^{-m}} \int_0^{1-2^{-m}} \Delta_1(\alpha(m), \beta(m)) \Delta_2(\alpha(m), \beta(m)) \, d\alpha \, d\beta 
+ 2^m \int_0^{1-2^{-m}} \int_0^{1-2^{-m}} \Delta_2(\alpha(m), \beta(m)) (\alpha(m)\beta(m) - \alpha\beta) \, d\alpha \, d\beta 
+ 2^m \int_0^{1-2^{-m}} \int_0^{1-2^{-m}} (\alpha(m)\beta(m) - \alpha\beta)^2 \, d\alpha \, d\beta = S_1 + S_2 + S_3 + S_4. \]

The value of \( S_4 \) can be calculated in a straightforward way and is

\[ S_4 = -\frac{1}{72 \cdot 16^m} (2^m - 1)^2 (32 \cdot 2^m - 25 \cdot 4^m - 8). \]

The expression \( S_2 \) was computed in the proof of [8, Theorem 1] and is given by

\[ S_2 = 2^{m-1} \frac{2^{m+1} - 1}{4^m} \left( \frac{l(\sigma)}{8} - \frac{m}{16} \right). \]

Analogously, we have

\[ S_3 = 2^{m-1} \frac{2^{m+1} - 1}{4^m} \left( \frac{l(\sigma^*)}{8} - \frac{m}{16} \right), \]
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where \( l(\sigma^*) \) is the number of components in \( \sigma^* \) which are equal to zero. Since we obviously have \( l(\sigma^*) = m - l(\sigma) \), we find \( S_2 + S_3 = 0 \). So far we have

\[
I_1 = S_1 - \frac{1}{72 \cdot 16^m} (2^m - 1)^2 (32 \cdot 2^m - 25 \cdot 4^m - 8).
\]

But since

\[
S_1 = \sum_{a,b=1}^{2^m-1} \int_{a/2^m}^{1/2} \int_{b/2^m}^{1/2} \Delta_1 \left( \frac{a}{2^m}, \frac{b}{2^m} \right) \Delta_2 \left( \frac{a}{2^m}, \frac{b}{2^m} \right) \, d\alpha \, d\beta
\]

\[
= \frac{1}{2^{2m}} \sum_{\alpha, \beta \in \mathbb{Q}^* (2^m)} \Delta_1 (\alpha, \beta) \Delta_2 (\alpha, \beta),
\]

we also know the value of \( S_1 \) from Lemma 5. Putting all results together, we obtain the claimed formula in Theorem 1. \( \square \)
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