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Refractive error is the most common eye disorder and is the key cause behind correctable visual impairment, responsible for nearly 80% of the visual impairment in the US. Refractive error can be diagnosed using multiple methods, including subjective refraction, retinoscopy, and autorefractors. Although subjective refraction is the gold standard, it requires cooperation from the patient and hence is not suitable for infants, young children, and developmentally delayed adults. Retinoscopy is an objective refraction method that does not require any input from the patient. However, retinoscopy requires a lens kit and a trained examiner, which limits its use for mass screening. In this work, we automate retinoscopy by attaching a smartphone to a retinoscope and recording retinoscopic videos with the patient wearing a custom pair of paper frames. We develop a video processing pipeline that takes retinoscopic videos as input and estimates the net refractive error based on our proposed extension of the retinoscopy mathematical model. Our system alleviates the need for a lens kit and can be performed by an untrained examiner. In a clinical trial with 185 eyes, we achieved a sensitivity of 91.0% and specificity of 74.0% on refractive error diagnosis. Moreover, the mean absolute error of our approach was 0.75 ± 0.67D on net refractive error estimation compared to subjective refraction measurements. Our results indicate that our approach has the potential to be used as a retinoscopy-based refractive error screening tool in real-world medical settings.
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1 INTRODUCTION

Refractive error is the most prevalent eye disorder [44], where the eye is unable to bend light correctly to focus on the retina, resulting in blurred vision. There are four types of refractive error [63]—myopia, hyperopia, astigmatism, and presbyopia. There are three reasons which can lead to them. First, an eyeball that is too long or too short can make it hard for the eye to focus, leading to myopia (nearsightedness) and hyperopia (farsightedness), respectively. Second, a distortion in the shape of the cornea, which contributes to ~70% of the eye’s refractive power, can
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lead to astigmatism. Third, the eye lens gradually thickens with age and loses its flexibility, making it hard to focus, leading to presbyopia. Refractive error is not a preventable disorder [44]; however, it can be treated using corrective glasses or contact lenses if diagnosed early [63].

Uncorrected refractive error is one of the leading causes of vision impairment [49]. In 2010, uncorrected refractive errors were found to be responsible for visual impairment in 101.2 million people and blindness\(^1\) in 6.8 million people [43]. Blindness due to undiagnosed refractive error is more prevalent in the global south, e.g., in India, it is 1.06% among people aged >40 years [18], compared to 0.24% in the USA [56] and 0.26% in the UK [51]. Undiagnosed refractive error can also cause other severe eye disorders, such as amblyopia in children, in which high refractive error in one eye causes the brain to ignore the blurred image from the weaker eye. This can lead to permanent vision loss of the weaker eye if not corrected in time. Vision screening programs at a large community scale are thus important to address this preventable source of blindness. However, screenings are difficult in developing countries due to a combination of factors, such as poor access to eye care services, unavailability of affordable solutions, and lack of awareness. The conditions are further exacerbated in low-income regions like Central Africa, where less than six trained eye specialists\(^2\) are available for a million people [8]. Therefore, tools to enable refractive error screening in a low-cost and portable manner, without the need of skilled practitioners, can help in democratizing such mass screening programs. Our work is a step in that direction.

There are multiple ways to measure refractive error. Subjective refraction is considered the gold standard, which comprises complex procedural steps performed by an eye specialist. It is subject to the patient’s ability to

---

\(^1\)WHO defines blindness as visual acuity worse than 3/60, i.e., a person with blindness needs to be as close as 3 feet to see what a person with normal vision can see at 60 feet [44].

\(^2\)Eye specialists comprise of ophthalmologists, optometrists, and allied ophthalmic personnel.
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discern changes in clarity while reading the Snellen/logMAR [22] chart with a combination of corrective lenses to obtain the best visual acuity. The feedback and cooperation required from the patient make subjective refraction challenging for young children and infants, developmentally delayed adults, or individuals whose behavior limits the ability to be cooperative. Moreover, language barrier between the patient and examiner, and the time required for the iterative process, act as deterrents toward frequent mass screening using subjective refraction in remote areas.

To address these issues, objective refraction methods (such as retinoscopy, eccentric photorefraction, and autorefractors) have been increasingly used, where no input is required from the patient. Though autorefractors are popular, they are expensive and bulky, and have been found to significantly overestimate myopia [14]. Moreover, they require some cooperation from the patient, making their use challenging for children under 6 years of age [54]. In contrast, retinoscopy is highly accurate and requires minimal patient cooperation. Thus, retinoscopy is preferred over autorefractors [34], and is the recommended starting point for subjective refraction [3]. Retinoscopy is performed using a handheld device called retinoscope, which is low-cost and lightweight. For children, periodic vision screening using retinoscopy helps in detecting amblyopia risk factors, as amblyopia generally develops from birth up to age 7 years [60]. Moreover, retinoscopy is used to detect scissors reflex for diagnosing keratoconus [2], a serious corneal disease.

Although versatile and accurate, retinoscopy has certain limitations. The first and most important is that it can only be performed by skilled eye specialists. There is an acute shortage of eye specialists in low-income countries [8], making retinoscopy inaccessible. Second, retinoscopy depends on the examiner’s perception and is hence prone to inter-observer variability [41, 53]. Third, retinoscopy requires a lens kit of corrective lenses, increasing the cost and bulkiness. These factors limit the use of manual retinoscopy for mass screening efforts.

In this work, we propose an automated way of performing retinoscopy using a smartphone attached to the retinoscope, with the patient wearing a custom pair of paper frames. Our proposed digital approach has a few additional benefits compared to manual retinoscopy. It alleviates the need for a lens kit or skilled examiner, and removes subjectivity from the process, thus helping to democratize retinoscopy for large-scale screening. Moreover, digital retinoscopy allows pausing, (re)playing, and digitally zooming into the recorded retinoscopy video, enabling it to be used as a training device to teach retinoscopy. Finally, the digital record can be used to track the progress of abnormal retinal reflex movements.

To estimate eyes' refractive error, we extended retinoscopy’s mathematical model (derived from the optical principles of streak retinoscopy [7]) to work with videos captured from a smartphone camera. Our proposed video processing pipeline automatically extracts the variables needed by the mathematical model and uses it to predict the net refractive error of the patient’s eye. We evaluated the proposed video processing pipeline in real-world settings on 185 eyes, and achieved a mean absolute error of $0.75 \pm 0.67$D in net refractive power along the horizontal meridian ($\text{net refractive error} = \text{spherical} + (\text{cylindrical} \times \sin(\text{axis})^2)$ [9]) compared to subjective refraction measurements. We also output a 4-class classification—normal (-1D to 1D), moderate myopia (-4D to -1D), high myopia (-4D to -1D), high myopia (-4D to -1D)—based on the estimated net refractive error, and achieved a sensitivity of 91.0% and specificity of 74.0% on our dataset. We make the video analysis pipeline and paper frame details publicly available at our project page.

The contributions of our work can be summarized as follows:

- A method to automate retinoscopy using a smartphone attached to a retinoscope, with the patient wearing a paper frame, thus alleviating dependency of retinoscopy on eye specialist and expensive lens kit.
- An extension of the retinoscopy mathematical model to estimate refractive error from retinoscopic beam position and retinal reflex position from smartphone-captured retinoscopy videos; a video processing

3https://www.microsoft.com/en-us/research/project/auto-retinoscopy-automating-retinoscopy-for-refractive-error-diagnosis/
pipeline to automate the retinoscopy mathematical model, which takes retinoscopy video as input and provides net refractive error as output.

- An evaluation of the proposed approach on 185 distinct eyes from 128 patients in a real-world setting, compared with refractive error measurements using subjective refraction, autorefractor, and manual retinoscopy.

To the best of our knowledge, ours is the first work that automates the manual process of retinoscopy to enable low-cost, portable, and accurate refractive error estimation without a skilled examiner. We envision that our proposed method and findings will help the community for future research in this direction.

2 BACKGROUND

Refractive error comprises three components: spherical error, cylindrical error, and cylindrical axis. Under normal circumstances human eye is spherical in shape, thus refractive errors can be corrected solely using spherical lenses, which refract light in all directions. However, in an aspheric eye, called astigmatism, light is refracted differently at different meridians due to the misshapen cornea. In such cases, cylindrical lenses are prescribed, which are curved along the cylindrical axis and flat along the perpendicular axis. While the focus of a spherical lens is a single point, the focus of a cylinder lens is a line. The cylinder axis is expressed in degrees between 0 and 180. Most prescriptions have some combination of spherical and cylinder lenses. For the purpose of screening, we focus on computing net refractive error, which is a combination of spherical and cylindrical error, along a particular meridian. Here, we describe the principle of retinoscopy for computing spherical error.

In retinoscopy, the examiner shines a linear streak of light (referred to as the retinoscopic beam, Figure 1) and scopes (move along a particular axis) the beam on the patient’s eye using a retinoscope device from a fixed distance (referred to as the working distance). The light beam passes through the different refractive surfaces of the eye, including cornea, anterior chamber, eye lens, and posterior chamber, to form an image (referred to as the retinal reflex) on the retina. After reflection from the retina, the light travels back through the same refractive surfaces in reverse order to form another image, which is viewed by the examiner through a peephole and a semi-silvered mirror in the head of the retinoscope. The examiner observes four characteristics of the reflex movement—size, brightness, direction, and speed—and tries to achieve neutralization by adding corrective lenses. The speed of reflex aids in identifying if the eye is close/far from neutralization [16]. If the examiner observes a slow-moving reflex, it means the eye is far from neutralization, and as corrective lenses are added, the reflex moves more rapidly. Similarly, with respect to size, a narrow streak of reflex means the eye is far from neutralization, and as corrective lenses are added, the reflex broadens, finally filling the pupil at the neutralization. With respect to brightness, large refractive errors form a dull reflex, while the reflex becomes brighter as the refractive error reduces. The direction of reflex movement is categorized as follows:

- **Against Movement**: In this case, the reflex moves in the opposite direction to the retinoscopic beam. The reflected rays from the retina meet at the far point located between the retinoscope and the patient’s eye, and the examiner uses negative lenses to correct this case of myopia.

- **With Movement**: Here, the reflex moves in the same direction as the retinoscopic beam. The far point is either located behind the retinoscope or a virtual far point is formed behind the patient’s eye. It is corrected by using positive lenses.

- **Neutralization**: This is the end goal of retinoscopy, wherein the reflex completely fills the patient’s pupil and is independent of the retinoscopic beam movement. At neutralization, the far point of the patient’s eye is located at the peephole of the retinoscope. The corrective lens power and the working distance can then be used to determine the eye’s refractive error.

---

4 The far point of the eye is the maximum distance at which the eye can see the objects clearly. The far point of the normal human eye (emmetropic eye) lies at optical infinity (6m or more) in the relaxed state.
In retinoscopy, instead of determining the actual far point of the eye, neutralization shifts the far point to the known position of working distance. The power of the corrective lenses to achieve neutrality is termed gross power \( P_{gross} \). The net refractive power \( P_{net} \) of the eye can then be computed by adding a correction term for the known working distance \( d \) as:

\[
P_{net} = P_{gross} - \frac{1}{d}.
\]

The examiner might perform cycloplegic refraction, in which eye drops are added to the patient’s eye to relax the ciliary eye muscles in charge of focusing to reduce accommodation\(^5\). This causes the eye lens to be relaxed, making the eye more hyperopic. Hence a cycloplegic correction is applied, depending upon the used eye drops.

Most retinoscope devices provide two controls—a streak rotator to control the orientation of the beam (from 0-179\( ^\circ \)), and a vergence sleeve to adjust the streak from convergent (concave mirror) to divergent (plane mirror). To perform objective refraction, examiners mainly use diverging light (plane mirror). Orientation of the beam is used to identify the axis of the cylindrical power (in the case of astigmatism).

In this work, we capture retinoscopy videos by moving the vertical streak of the beam along the horizontal meridian of the patient’s eye. The captured video is passed through a video processing pipeline, which estimates the working distance between the patient’s eye and the smartphone, tracks the retinoscopic beam and the position of reflex to output the net refractive error of the eye along the horizontal meridian.

### 3 RELATED WORK

Several portable devices have been proposed over the last few decades for estimating refractive error using a variety of principles, such as self-subjective refraction, eccentric photorefraction, and wavefront aberrometry (Table 1). Our method, on the other hand, is based on the principle of retinoscopy. In this section, we focus on prior work related to refractive error estimation using other principles and demonstrate the relevance of our proposed automatic retinoscopy-based solution.

#### 3.1 Self-subjective Refraction

Subjective refraction, the gold standard for vision screening, relies on an eye specialist. To reduce this dependency, a few works tried estimating refractive error using the patient’s judgment of the sharpness/blurriness of a test object, perceived via novel interactive methods. One of the earliest works, NETRA [47], utilized an array of microlens placed over a smartphone display and asked the user to interactively align patterns as seen from a pinhole plane on the display. Later, using the same principle, they introduced NETRA autorefractor, a $1290 commercially-available device that gamifies the process of measuring refractive error via a series of interactions in a virtual-reality environment. A clinical study with 152 eyes found the NETRA device to estimate refractive error accurately (mean absolute error 0.69 ± 0.53D) [32]. However, a recent work [1] reported that using the NETRA autorefractor had a steep learning curve for healthcare practitioners and patients alike, and took roughly 10 minutes per patient.

Similarly, Folding Foropter (FoFo) [24] is a $1 paper-based self-refraction tool that aids users in determining their refractive error. It consists of a pair of retractable paper tubes with a lens at each end. The user looks through the paper tubes at a distant target (3m) and adjusts the tube such that the target becomes sharp and in focus. A scale embedded on the sides of the tube depicts the spherical refractive error. USee [4] is another self-refraction tool. It comprises of a glass frame with an adjustable progressive lens system for each eye placed in front of a 3mm rectangular slit. An additional refraction bar is moved up and down to change optical power via a dial on each side of the frame until the characters in the logMAR chart are visible clearly. It can estimate spherical refractive power from -6D to +6D. Though FoFo and USee are affordable solutions, they have not been evaluated in a real-world setting. Moreover, the accuracy of self-subjective refraction devices relies on the patients’ cooperation and feedback, making it challenging for young children, infants, and developmentally delayed adults.

---

\(^5\)Accommodation refers to the ability of eye to change its focus from distant to near objects by changing the lens shape via ciliary muscles
Table 1. Summary of approaches for estimating refractive error based on different principles, in contrast to our retinoscopy-based approach. Note: For smartphone-based approaches, ‘Extra Hardware’ states hardware required for diagnosis apart from the smartphone; ‘Cost’ of the solution is categorized into: Low (<= $500), Medium ($500 – $5000), and High (>= $5000).

| Principle            | Prior work / Device | Phone     | Extra hardware | Cost     | Input                  | Output       | Dataset |
|----------------------|---------------------|-----------|----------------|----------|------------------------|---------------|--------|
| Self-subjective      | Jeganathan et al. [32] | Yes       | Eye-Netra AR   | Medium   | User feedback          | Sph, Cyl, Axis | 152 eyes |
| Refraction           | USee [4]            | No        | Lens kit       | Low      | User feedback          | Sph           | 120 eyes |
|                      | FoFo [24]           | No        |                | Low      | User feedback          | Sph           | -      |
| Eccentric            | SPOT [33]           | No        |                | High     | Red reflex image       | Sph, Cyl, Axis | 134 eyes |
| Photorefraction      | Plusoptix A09 [50]  | No        | Computer       | Medium   | Red reflex video       | Sph, Cyl, Axis | 64 eyes  |
|                      | Yang et al. [61]    | Yes       | Trial frame    | Low      | Red reflex image       | Sph           | 165 eyes |
|                      | Fu et al. [25]      | Yes       |                | Low      | Red reflex image       | Sph           | 172 eyes |
| Wavefront            | QuickSee [21]       | No        |                | High     | Wavefront images       | Sph, Cyl, Axis | 82 eyes  |
| Aberrometry          | Ciuffreda et al. [15] | Yes       | SVOne AR [62]  | High     | Wavefront images       | Sph, Cyl, Axis | 50 people |
|                      | Ours                | Yes       | Retinoscope Paper frame | Low | Retinoscopic video | Net refr power | 185 eyes |

3.2 Eccentric Photorefraction

Several objective refraction devices based on the principle of eccentric photorefraction [59] have also been proposed. The solutions vary from expensive commercial devices with sophisticated hardware (like Plusoptix A09, SPOT vision screener) to low-cost smartphone-based approaches [25, 61]. These devices estimate refractive error as a function of the size and tilt of the crescent formed on the patient’s pupil when illuminated with (infrared/visible) light from a known working distance. The Plusoptix<sup>6</sup> and SPOT vision screener<sup>7</sup> have been clinically evaluated and are used to detect myopia, hyperopia, astigmatism, and amblyopia in the pediatric age group [33, 57]. Recently, researchers have utilized image processing and machine learning techniques in conjunction with eccentric photorefraction to estimate refractive error from eye images captured by a smartphone. Yang et al. [61] proposed a data-driven approach to estimate refractive error using SVR trained on handcrafted features (like iris radius, pupil radius, and retinal reflex width). In a follow-up work, Fu et al. [25] proposed a CNN-based solution to predict refractive error using eye images captured by a smartphone.

The unique advantage of these solutions is that they require minimal cooperation from the patient, making them ideal for vision screening in schools and pediatric hospitals. However, the eccentric photorefraction principle has a few inherent limitations, limiting its widespread adoption and questioning the reliability of devices based on this principle. First, eccentric photorefraction based devices have been found to be inaccurate in predicting refractive power of specific ethnic groups (especially Caucasian, East African, African, and Indian) [55] due to variations in defocus calibration factor. Second, such devices accuracy is dependent on illumination distribution around the tear film, which in turn is dependent on the time when the eye image was clicked after a blink. Chen et al. [13] reported significant differences in refractive error estimation across multiple eccentric photorefraction images captured at different time lag after a blink. Third, the eccentric photorefraction principle’s accuracy and operating range rely on the distance between the camera and the light source [52], suggesting that the accuracy of smartphone-based approaches [25, 61] is a function of smartphone-specific parameters.

3.3 Wavefront Aberrometry

Devices based on the wavefront aberrometry principle project a wavefront of light on the patient’s pupil and record the reflected light from the retina as it passes through the different refractive components of the eye.

---

<sup>6</sup>Plusoptix: https://www.plusoptix.com/en-us/products

<sup>7</sup>Welch Allyn Spot Vision Screener: https://www.hillrom.com/en/products/spot-vision-screener/
including the cornea and the eye lens. By analyzing the distortions in that reflected wavefront, a topography map of the eye is created using Zernike decomposition. QuickSee [21] by PlenOptika is a binocular handheld autorefractor that uses this principle. Zhou [62] leveraged the same principle to create SVOne autorefractor. It uses an expensive hardware module to direct light onto the patient’s eye, and a smartphone’s camera to capture the reflected light. Apart from estimating refractive error accurately, devices based on wavefront aberrometry can also measure higher-order aberrations in the reflected wavefronts, potentially useful for estimating spherical aberrations and secondary astigmatism. However, these devices are expensive, restricting their access in low- and middle-income countries.

To summarize, commercial vision screeners (like Plusoptix, SPOT, QuickSee, Eye Netra, and SVOne AR) though clinically evaluated, are expensive and require a minimum skill level to obtain reliable measurements. On the other hand, low-cost solutions [4, 24, 25, 61] have limited evaluation with respect to refractive error range and/or age group. Most importantly, none of the proposed solutions rely on the retinoscopy principle, which requires minimal patient cooperation, and is considered the best starting point for subjective refraction [34]. Perhaps, the only digital retinoscopy prior work is by Chan et al. [12]. They created a digital retinoscope by attaching a standard retinoscope to a smartphone camera, primarily to teach beginners retinoscopy. However, they neither propose a method to estimate refractive error from the recorded videos nor conduct any evaluation. Therefore, we believe that our current work is the first step towards automating retinoscopy.

4 DATA COLLECTION

To evaluate our proposed mathematical model and video processing pipeline, retinoscopy videos were captured using a Pixel 4A android smartphone with a Heine Beta 200 streak[8] retinoscope attached to the smartphone camera at the peephole, with the patient wearing a paper frame (Figure 1a). This allows us to record the beam and reflex movement as observed by the examiner during retinoscopy. Patient volunteers with different refractive powers were recruited from a local eye hospital. Below we describe our data collection procedure, including the paper frame design and data collection app. Next, we elaborate on the diversity of the participant pool and the dataset used for evaluation. All details of our study were approved by the hospital’s Institutional Review Board (IRB).

4.1 Data Collection Procedure

The data was collected from Sept-Dec 2021 in collaboration with a local eye hospital. The eye hospital is a leading eye care and teaching institution in the country, with more than 15 eye doctors and 10 optometrists. For each patient who agreed to participate in the study, we collected subjective refraction data for both the eyes. Additionally, we collected two sets of medical-grade refractive error measurements, using autorefractor (Topcon KR 8900[9]) and manual retinoscopy, whenever possible. The data was collected by a group of staff optometrists (25-40 years age, 1-10 years of experience). Retinoscopy video data from our setup was collected by two student interns (male, 21, and 23 years of age), who were trained by one of the researchers to use the data collection app.

To collect video data, patients were asked to wear a comfortable size of our paper frame. They were seated on a chair with their chin placed on an adjustable chin-rest and were instructed to focus on the LogMAR chart placed at a 3m distance along the eye’s optical axis for relaxing the eye to minimize accommodation. After entering the patient’s demographic information (gender, age) and patient ID on the data collection app, the app prompts the data collector to record the video for the left eye, followed by the right eye. For each eye, the data collector needs to rotate the retinoscope attached to the smartphone such that the beam moves from one end of the paper frame

[8]https://www.heine.com/fileadmin/accessfiles/en_GB/download/HEINEBETA200LEDRetinoscopeInstructionforUse.pdf
[9]https://topconhealthcare.com/product-category/auto-refractometer
to the center and back. This is referred to as a pass. This process is repeated to obtain four passes (2 left-to-right and 2 right-to-left) for a single eye in a video. The retinoscope-attached smartphone was mounted on a tripod stand to minimize camera jitter while panning the retinoscopic beam across the eye. Several instructions were given to the data collector—vergence sleeve should be at the lowest point to ensure plane mirror effect; to adjust chin-rest height such that the patient’s eye is at the same level as the LogMAR chart; to pan the device slowly from left-to-right and back in order to capture more video frames; ensure that the beam is vertical (90°) using the streak rotator, etc.

The hospital staff helped us in recruiting patients as participants. Patients with cataracts or active signs of ocular infection/conjunctivitis/acute eye trauma were excluded from our evaluation. Since retinoscopy-based measurements are possible only when the reflex is visible in the eye, patients with dull reflexes due to corneal haze or very high myopia and small pupil size (less than 3mm) were also excluded. During data collection the participants were given an IRB-approved consent form to read and sign before their data was collected. Every evening, the data collector connected the phone to the hospital’s WiFi network to auto-sync the collected videos along with the metadata to a cloud-based storage. Refractive error readings from autorefractor, retinoscopy and subjective refraction, were recorded from the hospital’s database by matching the patient’s ID saved during data collection. Note: We use the gold standard subjective refraction as the ground truth. Participants were not paid to participate in the study. It took 5-7 minutes per participant for video data collection from our app.

4.2 Paper Frames

Computation of refractive error using the retinoscopy mathematical model (Section 5) needs the position of beam and reflex w.r.t a fixed world co-ordinate system. However, since in our setup the video is captured via a moving camera, we need a fixed target that can be used as a reference point. For this, we use a custom pair of paper frames (without any lens) with a unique pattern of known dimensions (Figure 2) as a robust and low-cost solution. The glasses also allow us to compute the working distance between the smartphone camera and eye accurately, which is again needed by the retinoscopy mathematical model. A single size of glasses for patients with different facial sizes posed a challenge, thus we created three paper frame sizes with varying reflex search space dimensions (width × height)—(1) small: 3.0cm × 2.0cm, (2) medium: 3.5cm × 2.0cm, (3) large: 4.0cm × 2.0cm.

We further number-coded them for easy identification. We tried a variety of unique patterns to estimate the working distance accurately and track the retinoscopic beam (which is falling partially on the top part of the paper frame). Here we describe three patterns and the issues we identified.

4.2.1 Colored Stripes. Inspired by [40], we tried colored stripes of fixed width along the edges of the frame (Figure 2a). For processing the video frames, we leveraged color thresholding and known strip width to uniquely identify and segment the colored stripes. However, the fixed color threshold values failed to detect the colored stripes robustly in varying ambient lighting of the room.

4.2.2 BW Stripes with Square Fiducials. Instead of multiple colored stripes, we switched to black-and-white stripes (Figure 2b) as it needed only a single color threshold value. We also added black squares of fixed known size at the corners (similar to QR code corners) as fiducial markers. The size of fiducials helped us to estimate the working distance, and the stripes helped us to track the retinoscopic beam. However, the processing failed if even a single fiducial marker among the three was undetected due to glare, cropping, or any error. Moreover, the beam light intensity interfered with the stripes, resulting in erroneous beam edge detection.

4.2.3 Square Fiducials. We removed the black-and-white stripes and defined the empty space between fiducials as the search space for beam edges (Figure 2c). We added two more fiducials along the vertical sides of the frame to ensure that the video processing is robust against missing fiducial(s). The fiducials were placed such that the relative position of any fiducial w.r.t any other fiducial is unique. During the video processing, this allowed us to
Fig. 2. Different paper frame designs we tested: (a) frame with colored stripes, (b) frame with black-and-white stripes and square fiducials, and (c) the final frame design with five fiducials.

uniquely identify the detected fiducials if any two (out of 5 for each eye) fiducials were detected. This made the frame localization step of our video processing pipeline very robust.

4.3 Data Collection Parameters

During the initial stage of data collection, we observed that external factors (like room brightness, working distance), video recording settings (like FPS, video resolution), and retinoscope settings (like vergence sleeve position) significantly affected the captured video quality. Hence, we followed an iterative approach to identify their impact on our video processing pipeline and recommend the most suitable setting.

4.3.1 Room brightness. Generally, retinoscopy is performed in a dark setting, as it increases the pupil size to allow more light to enter the eye, enabling the examiner to observe a clear reflex movement. Hence we followed a similar dark room setting for capturing retinoscopy videos. However, videos in the low-light setting are grainy, and at times, all the five fiducials were not visible. We solve these problems via our paper frame design and by leveraging image processing techniques like median filtering for noise reduction and adaptive histogram equalization for contrast adjustment. Moreover, capturing videos with no light source in the room helped us avoid unwanted reflections in the eye.

4.3.2 Working distance. Retinoscopy is performed with the examiner sitting at an arm’s length (50 cm to 1 m) away from the patient. This allows the examiner to quickly add/remove corrective lenses on the trial frame. As our proposed approach does not require external lenses, we used a smaller working distance (approximately 30–40 cm) to obtain a larger resolution in our region of interest (i.e., pupil). Its impact on our proposed mathematical model and results has been discussed in Section 7.2.

4.3.3 FPS and Video resolution. We had a few options for frames/second (30, 60, or 120 fps). Although higher fps provided more precise tracking of beam and reflex movements, it resulted in noisier video in low-light settings as exposure time decreased with increasing fps. Hence we selected 30 fps for recording the videos. For video resolution, we selected the highest available option (3840 × 2160), as an increase in video resolution resulted in capturing more pixels in our region of interest, which helped us in more accurately detecting the beam and reflex position.

4.3.4 Vergence sleeve position. In retinoscope device, the position of the light source is fixed, but the position of the condensing lens inside the retinoscope is controlled by the examiner using the vergence sleeve [16] (Figure 1c). By changing the sleeve position, the retinoscopic beam vergence is altered, thus manipulating its focal point. In
the sleeve up position, the streak emanates as a converging beam (concave mirror effect), and the beam is focused and very bright, thus making it difficult for the video processing pipeline to track the retinal reflex movement. When the retinoscopy sleeve is lowered, the streak emanates as a diverging beam (plane mirror effect), which the examiners use most often. We also recorded our videos with the plane mirror setting.

4.4 Data Collection App

To collect data, we developed an Android application wherein, for each patient, the data collector enters the age, sex, and hospital-assigned patient ID. The patient ID is the only link between the captured video and the medical-grade refractive error measurements (using autorefractor, retinoscopy, and subjective refraction methods) of the patient. Next, the data collector has an option to choose data collection parameters, such as working distance, vergence sleeve position, fps, and video resolution. Our recommended values for these parameters are selected by default. The app also allows the data collector to select the eye drops used in case of cycloplegic refraction. This helps our refractive error estimation algorithm to compensate for the accommodation due to the cycloplegic effect. Next, the app prompts the data collector to start recording video for the left eye. After recording, the app provides an option to recapture the left eye, start recording video for the right eye, or end the session. After completing the session, the app asks the data collector to enter refractive error measured using an autorefractor, retinoscopy, and/or subjective refraction method for both eyes. For each patient, the app stores a metadata file containing the patient’s demographic information, data collection parameters, medical-grade refractive error, etc. The collected data is auto-synced to cloud-based storage in a best-effort manner. The videos were recorded using a Google Pixel 4A smartphone, utilizing its primary camera (12MP, f/1.7 aperture, 4.4mm focal length, 5.6mm × 4.2mm sensor size).

4.5 Participants and Dataset

128 patients (74 male, 54 female) with an average age of 30.2 ± 11.1 years (7-58 years age range) volunteered for the data collection. (Note: Due to COVID-19, we were able to recruit very few patients, resulting in a relatively small dataset). Out of the 256 eye videos collected (128*2), 71 videos were removed due to these factors: (1) retinoscope device movement was very fast, (2) out-of-focus/blurry video, (3) patient was blinking throughout the session, and (4) very small pupil size (happened mostly with old-age patients). Our final dataset comprises 185 distinct eyes (12 dilated and 173 non-dilated eyes), for which we have both smartphone-captured retinoscopic video data and ground truth subjective refraction measurements. The subjective net refractive error along the horizontal meridian ranged from -6.25D to 3.23D (Figure 3b shows normalized distribution), with 74 myopic (<-1D), 15
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Fig. 4. Retinoscopy working principle. (a) Different parts of a retinoscope device, and (b) ray-diagram for a case when the retinoscope is rotated about $\hat{k}$ axis by an angle $\alpha$.

hyperopic (>1D), and 96 normal (-1D to 1D) eyes. Among these 185 eyes, we have autorefractor measurement data for 161 eyes and retinoscopy measurement data for 130 eyes.

As we found our dataset refractive error distribution to be skewed towards myopic eyes, we also collected all patients data (autorefractor, retinoscopy, and subjective refraction measurements for right eye) for 2 days from the hospital’s database, to compare the refractive error distribution of our dataset with the general clinical population. In 2-days, 506 patients (255 male, 251 female) with mean age 40.7 ± 21.7 years had undergone subjective refraction, and the mean spherical power was -0.42 ± 2.58D. Comparing the normalized distribution of subjective power for the general clinical population (Figure 3a) with our dataset (Figure 3b), we found the Kullback-Leibler divergence [35] to be 0.1, thus it is evident that our dataset is a good representation of refractive error among the clinical population.

5 OPTICS BEHIND RETINOSCOPY

In retinoscopy, the examiner observes the speed, direction, size, and brightness of the retinal reflex to achieve neutralization. In this section, we describe the optical principle behind manual retinoscopy, its mathematical formulation only using speed and direction of beam and reflex [7] (note: the formulation encapsulates information provided by the reflex size and brightness [7]), and extend it to estimate refractive error from smartphone-captured retinoscopy video.

5.1 Mathematical Modelling

In streak retinoscopy, light from a linear filament bulb passes through a small aperture via a strong converging lens (Figure 4a). (Note: The bulb and lens are located in the handle of the retinoscope.) The position of the lens with respect to the bulb is controlled by the examiner using the vergence sleeve, which changes the vergence of the projected beam. A beam splitter at a 45° angle present at the top of the retinoscope, changes the direction of light by 90° towards the patient’s eye. Extrapolating these rays backwards produces a virtual image ($I_1$) which acts as a light source for the patient (Figure 4a). However, only the rays travelling from $I_1$ through the peephole form a beam and reach the patient’s eye. We refer to the distance between $I_1$ and retinoscope as the effective source distance ($u$; which is a retinoscope specific parameter). We captured videos using a Heine Beta 200 retinoscope at the lowest sleeve position (i.e., $u = 40cm$).
During retinoscopy, an examiner rotates the retinoscope about the $\hat{k}$ axis from a fixed working distance $d$ (Figure 4b), where working distance is defined as the distance between the apex of the eye and the camera. The retinoscope’s rotation moves the beam along the $\hat{j}$ vertical axis on the pupil plane, sweeping a small angle with the optical axis $AB$, and shifting the virtual light source vertically. For example, Figure 4b shows the beam at an angle $\alpha$, and the virtual light source ($I_1$) shifted by a distance $h$ above the optical axis $AB$. The rays from the virtual light source $I_1$ exit the peephole of the retinoscope in the form of a beam, and enter the patient’s eye through the pupil at a distance $x$ from the optical axis $AB$. After entering the eye, light undergoes multiple refractions through the cornea, anterior chamber, eye lens and the posterior chamber. For simplicity, we assume all those refractions to take place at the pupil plane. These rays then form an image $I_2$ (Figure 4b) on a plane, whose position is dependent on the refractive power of the patient. Note: For emmetropic eye (i.e., eye without any refraction error), the image plane will coincide with the retina; for myopic and hyperopic eye, the image plane will be before and after retina, respectively\(^{10}\). However, since $I_2$ is not directly visible to the examiner, it cannot be used to estimate the refractive error. The rays finally illuminate a region on the retina at point $P$.

After the diffused reflection from retina, point $P$ acts as a light source (Figure 5a), and rays emanating from $P$ undergo multiple refractions to emerge out of the pupil. A subset of these rays, at distance $y$ from optical axis $AB$, pass through the peephole of the retinoscope into the examiner’s eye, creating a perception of the presence of a bright region in patient’s pupil (referred as the reflex). These emergent rays finally meet and form an image $I_3$ at the far point, at a distance $f$ from the pupil plane. For illustration purposes we only show the central ray emerging from the light source and subsequent images.

Based on the similar triangles in Figure 4b:

$$\frac{h}{x} = \frac{u}{d}$$  \hspace{1cm} (1)

Similarly in Figure 5a:

$$\frac{z}{h} = \frac{f}{u + d}$$  \hspace{1cm} (2)

$$\frac{y}{z} = \frac{d}{f - d}$$  \hspace{1cm} (3)

Multiplying these 3 equations we get:

$$\frac{y}{x} = \frac{u \cdot f}{(f - d) \cdot (u + d)}$$  \hspace{1cm} (4)

In equation 4, the values $x$ and $y$ represent the position of beam and the reflex, respectively, in the 3D world co-ordinate system. A version of this formulation has been proposed earlier in [7]. To extend this formulation for refractive error estimation using smartphone captured videos, we further model the formation of the reflex and beam’s image on the smartphone camera image plane. Figure 5b shows the image formation on a camera of focal length $F_c$, where the reflex at a distance $y$ from the optical axis $AB$ forms an image at $y_p$ on the camera’s image plane. The beam at position $x$, will similarly form a corresponding camera image at $x_p$. Again, from similar triangles:

$$\frac{x}{d} = \frac{x_p}{F_c}, \frac{y}{d} = \frac{y_p}{F_c}$$  \hspace{1cm} (5)

\(^{10}\)This is for the gross power, $P_{\text{gross}}$ before adding the working distance correction.
Fig. 5. Mathematical modelling of the retinoscopy principle to estimate the refractive power of a given eye $P_{net}$ as a function of effective light sources distance $u$, working distance $d$, and the ratio $y_p/x_p (= r)$, where $y_p$ is the image location of reflex and $x_p$ is the image location of beam on the camera sensor.

Substituting $y/x$ from equation 5 in equation 4:

$$\frac{y_p}{x_p} = \frac{u + f}{(f - d) \cdot (u + d)}$$  \hspace{1cm} (6)

$$y_p \cdot (f - d) \cdot (u + d) = u \cdot f \cdot x_p$$  \hspace{1cm} (7)

Note that in this formulation $x_p$ and $y_p$ are measured from the optical axis ($AB$) of the pupil, which is not known. To get around this, we compute $y_p$ and $x_p$ at two different timestamps $t_1$ and $t_2$, and take their difference. In equation 7, $u$ and $d$ are fixed for a patient during a retinoscopy session, and so is the far point distance $f$, as it is a property of the patient’s eye. Thus, computing equation 7 at times $t_1$ and $t_2$, and take the difference yields:

$$[(y_p)_{t_2} - (y_p)_{t_1}] \cdot (f - d) \cdot (u + d) = u \cdot f \cdot [(x_p)_{t_2} - (x_p)_{t_1}]$$  \hspace{1cm} (8)

$$\Delta y_p \cdot (f - d) \cdot (u + d) = u \cdot f \cdot \Delta x_p,$$  \hspace{1cm} (9)

where $\Delta y_p = (y_p)_{t_2} - (y_p)_{t_1}$ and $\Delta x_p = (x_p)_{t_2} - (x_p)_{t_1}$ are referred to as the displacement of the reflex and the beam between timestamps $t_1$ and $t_2$.

Next, we estimate the refractive error in terms of the far point distance $f$. Let the eye’s optical system be represented by a single lens at the pupil plane with the retina at a distance $R$ from the pupil plane. For an emmetropic eye (i.e., eye without any refraction error), the eye should have a refractive power $P_e$, such that rays from infinity focus on the retina. Applying lens equation for this condition yields:

$$P_e = \frac{1}{\infty} - \frac{1}{R} = -\frac{1}{R}$$  \hspace{1cm} (10)

Now, if the retinoscopic reflex is formed at a far point distance $f$, it means that the eye has a refractive power, $P_u$, such that the image of point P at distance $R$ is formed at $f$ (Figure 5a). Applying the lens equation for this condition now yields:

$$P_u = \frac{1}{f} - \frac{1}{R}$$  \hspace{1cm} (11)
Aggarwal et al.

Fig. 6. Our proposed video processing pipeline: (a) captured video frame using smartphone camera, (b) frame is initialized with a tracker and cropped to get region of interest, (c) fiducial detection on the edge map, (d) perspective correction via homography estimation, (e) detection of retinoscopic beam edges, and (f) pupil detection and reflex edge detection.

thus the power of the corrective lens, $P_{\text{net}}$, needed to fix such an eye should be such that $P_e = P_u + P_{\text{net}}$. Thus $P_{\text{net}} = P_e - P_u = -\frac{1}{f}$. Finally, substituting $f$ from equation 9 and replacing $\Delta y_p / \Delta x_p$ as $r$, we obtain $P_{\text{net}}$ as:

$$P_{\text{net}} = -\frac{1}{f} = \frac{u - (u + d) * r}{r * d * (u + d)}$$  (12)

At this point $P_{\text{net}}$ represents the net refractive power of the eye along the vertical meridian $\hat{j}$. To obtain spherical, cylindrical power and cylindrical axis of the lens, we can repeat this process along two more predetermined axis and use the results from [9].

6 PROPOSED SOLUTION: VIDEO ANALYSIS PIPELINE

Our video analysis pipeline takes as input the recorded video and the frame size (small / medium / large) used to capture the video, and outputs the net refractive power of the eye along the scoped meridian (i.e., the meridian along which the retinoscope beam was scoped). For estimating refractive power, four data points are needed: (1) camera parameters, (2) pixel location of the fiducial centers, (3) pixels moved by the retinoscopic beam between timestamps $t_1$ and $t_2$, and (4) pixels moved by the retinal reflex between timestamps $t_1$ and $t_2$. Only the camera parameters are known from the smartphone specifications. Below we describe the different components of our proposed pipeline to compute the remaining variables. Note: As the video frames are very noisy, we use Otsu’s thresholding on different regions of the frame—beam search space, reflex search space, etc.—as Otsu is dynamic and adaptive, and hence is generalizable across video quality and lighting conditions.

6.1 Image Cropping and Tracking

The first step in our processing pipeline is to define the region of interest (ROI) in each frame of the video. Since the recorded videos are at a $3180 \times 2160$ pixels (width $\times$ height) resolution, a significant portion of the frame comprises of the background (Figure 6a), which needs to be removed for subsequent processing. Using the fiducials, we detect the paper frame and form a bounding box around it as our ROI (Figure 6b). The ROI is
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• detected on a single frame, and tracked on successive frames using CSRT tracker [39]. In the following steps, we use this cropped ROI ($I_{ROI}$) for each frame as input.

### 6.2 Fiducial Detection

In the cropped region, $I_{ROI}$, the location and size of fiducial squares need to be detected accurately to estimate the working distance. Moreover, location of fiducials also define the search space for beam and reflex detection. As the videos were collected in a dark room, there is uneven distribution of light on the paper frame (e.g., the region of the paper frame closer to the retinoscopic beam is more illuminated than other regions) which makes accurate detection of fiducials non-trivial. We perform three preprocessing steps: (1) convert $I_{ROI}$ to gray-scale based on CCIR-601 standards to obtain $I_G$, (2) noise reduction on $I_G$ using median filtering with a 5×5 kernel, and (3) adaptive histogram equalization [64]. Next, we obtain an edge map of $I_G$ using Canny edge detector [11]. As the square shaped fiducials were captured with a camera panning horizontally, in every frame, a few fiducials appeared as quadrilaterals. So, we identify contours and detect shapes having 4 corners in the edge map. As the fiducial markers would be captured as roughly of same size, we remove quadrilaterals whose area is significantly greater/lesser than median area of the detected quadrilaterals.

To further remove any falsely detected fiducial(s), we leverage the unique fiducial pattern and its dimension to find a fixed ordering among the fiducials. We start with the top-left detected quadrilateral in the frame, and try to fit a set of other detected quadrilaterals using the known fiducial pattern dimension. This step is repeated, starting with each of the identified quadrilaterals, to find the best fit. If the set of identified fiducials is less than five, the locations of the unidentified fiducial(s) is interpolated/extrapolated by tracking their location in consecutive frames. Due to the low resolution of fiducials (≈ 40 × 40 px), we found aliasing artifacts on the fiducial edges. Hence, we estimate the center of detected fiducials using intensity-based weighted averaging on the negative of $I_G$ (i.e., $255 - I_G$).

### 6.3 Perspective Correction

Note that during retinoscopy, participants are asked to look at a logMAR chart placed at a distance of 3m to relax the eye and minimize accommodation. We followed a similar guideline for our data collection. To avoid blocking patient’s view of the logMAR chart, we captured our data by keeping the retinoscope at an angle of ~10-15° from the patient’s line of sight. This resulted in a perspective distortion in the recorded frames. In this step, we remove this distortion in each frame by homography correction using the detected fiducials. The fiducial markers on the paper frame lie on a 2D plane in the 3D world. Hence we define a 3×3 homography matrix ($H$) which maps the points from the captured image ($I_{ROI}$) to a fixed known 2D plane [29]. We compute this $H$ matrix by mapping the centers of the five detected fiducials in $I_{ROI}$ to the centers of the known fiducial pattern dimension on the paper frame, using a least square method. Finally, we apply the transformation $H$ to the image $I_{ROI}$ to generate a distortion free image with the correct perspective.

### 6.4 Beam Detection

We detect the retinoscopic beam edges in the beam search space (Figure 2) between the top two fiducials. Since the videos are recorded in a low-light setting, we used bilateral filtering on $I_{ROI}$ to reduce noise while preserving the beam edges. The beam is orange in color, hence after cropping the beam search space, we perform non-local mean denoising [10] on the red channel of $I_{ROI}$.

There are two possible beam positions. First, the edge is not present in the beam search space. We remove such frames from analysis by comparing the threshold value obtained using Otsu thresholding algorithm [45] with the empirically found mean intensity of the beam. Second, the beam is partially/fully present in the beam search space. In that case, the search space can be divided into two intensity-based clusters—beam and background. To
identify the beam edges, we use Canny edge detector [11] with two threshold values—Otsu threshold and median intensity of the image as threshold—and compute a bitwise OR operation between their outputs. Finally, we label the beam edges as left/right based on the sign of the horizontal gradients at these edges. The gradient value is positive for the left edge as we are moving from low to high pixel intensity and negative for the right edge.

6.5 Pupil Detection
The search space for pupil detection is the empty rectangular area in the interior of the paper frame. We use Hough transform [31] on the edge map of the cropped reflex search space ($I_{eye}$) to detect the circular pupil. The reflected light from the retina illuminates eye’s blood vessels making it appear reddish-orange in color, thus we use the red channel in the RGB color space for pupil detection in the Hough transformed image.

In some frames, Hough transform fails and outputs false positives. Since the patient focuses on the LogMAR chart during data collection, the position of the pupil with respect to the fiducial pattern remains approximately fixed. Therefore, we create a 2D histogram plot of the x,y coordinates of the Hough-detected circle centers with the top-left fiducial as the origin. The peak in this histogram is selected as the pupil coordinates for that frame.

6.6 Reflex Edge Localization
The region of interest for reflex detection is the pupil. Finding the accurate location of the reflex edges (in $I_{eye}$) in each frame is the very challenging, because of the small resolution of the pupil (typically ~ 15 pixels). As a result, even a single pixel error in reflex edge localization significantly impacts our results. Therefore, we super-resolve $I_{eye}$ to 4X using FSRCNN (Fast Super-Resolution CNN) [20], which helps us to obtain a sub-pixel resolution. Next, we perform Otsu adaptive thresholding [45] on the super-resolved $I_{eye}$ to localize one/two boundaries of the retinal reflex in each frame. One of the challenges in the reflex edge localization is the presence of reflections from different surfaces of the patient’s eye, referred to as Purkinje images [17] (Figure 6f). Our video data contains Purkinje image formed by the reflections from the outer surface of cornea, which appears as a bright region, and looks similar to the retinal reflex. To remove Purkinje reflections in $I_{eye}$, we traverse the binary mask indicating the reflex / not-reflex pixels outputted by the Otsu thresholding, and for each column count the percentage of pixels identified as reflex. Since the Purkinje reflections are typically much smaller than the reflex, we can discard columns with have only a small percentage of pixels identified as reflex (we used a threshold of 40% obtained empirically).

Finally, we label the boundaries as left/right edge based on the sign of the gradients along horizontal axis. Furthermore, we use a gradient-based weighted averaging, where the kernel is a gradient along horizontal axis at that pixel, thus increasing the accuracy of reflex edge localization.

6.7 Refractive Error Estimation
After processing all the frames in a video, we obtained five fiducial centers, left and right edge of the beam, pupil center and radius, and left and right edge of the reflex, for each frame. To estimate the net refractive error of the eye according to our formulation 12, we calculate the distances moved by retinal reflex and the retinoscopic beam between a given time interval. However, since the smartphone camera is moving across frames, we need a static object as the point of reference for calculating the distance moved. We use the center of the fiducial markers as the origin since its position does not change in the video.

Next, we want to select the timestamps $t_1$ and $t_2$ between which to calculate the distance of retinal reflex and beam. We aim to choose frames with reflex edges clearly visible and which are farthest apart in time. Choosing frames farthest apart in time gives more robust estimates, as any localization errors in reflex / beam edge become smaller relative to the overall motion. Note, however that since our formulation assumes standard optics assumptions (perfect lens, small angles, etc.), we want to stay near the center of the pupil. Thus, we restrict
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Table 2. Sensitivity and Specificity for the 4-class refractive error screening

| Class               | Power Range | # of eyes | Sensitivity | Specificity |
|---------------------|-------------|-----------|-------------|-------------|
| High Hyperopia      | Above 4D    | 3         | –           | –           |
| Moderate Hyperopia  | 1D to 4D    | 15        | 60.0 %      | 98.2 %      |
| Normal              | -1D to 1D   | 96        | 74.0 %      | 91.0 %      |
| Moderate Myopia     | -4D to -1D  | 51        | 82.4 %      | 80.6 %      |
| High Myopia         | Below -4D   | 23        | 82.6 %      | 96.3 %      |

our search space to only the central 50% of the pupil. We proceed by fitting a linear curve [46] on the position of reflex with respect to time. Then we select the start timestamp $t_1$ closest to the frame where the left/right edge of the retinal reflex covers at least 25% of the pupil diameter, and the end timestamp $t_2$ closest to the frame where the same edge covers just beyond 75% of the pupil diameter.

Next, to calculate the distance travelled by a reflex edge between the selected frames, we draw a line along the scoped meridian and measure the movement along this line. For robustness, we do this computation along multiple such lines and take the median distance. We do a similar computation for the retinoscopic beam. Finally, this is substituted into equation 12 to obtain the refractive error.

7 RESULTS

To evaluate the effectiveness of the proposed video analysis pipeline and the mathematical model, we conducted a clinical study where we collected retinoscopy videos at a local eye hospital. The retinoscopy videos were captured with the vertical streak beam scoping the horizontal meridian of the eye. Our video analysis pipeline predicts the net refractive error along the horizontal meridian. We compare our estimation with refractive error measurements from autorefractor (Topcon KR 8900), retinoscopy, and subjective refraction along the same horizontal meridian (using net refractive error = spherical + (cylindrical × sin(axis)$^2$), where axis $\in \{0^\circ − 179^\circ\}$ [9]). We first examine the efficacy of the proposed video processing pipeline as a screening tool by classifying if the person has a refractive error or not, followed by a 4-class classification to understand the severity and type of refractive error.

Next, we evaluate our estimated net refractive power with the ground truth subjective refraction measurements, and compare our results with prior work.

7.1 Clinical Study

The study included 185 distinct eyes with a mean refractive error of $-1.13 \pm 2.03$D along horizontal meridian, ranging from $-6.25$D to $3.23$D. A person should refer to an eye doctor for further tests if their refractive power is above 1D or below -1D [23]. We use the same cutoff values with the net refractive power for the binary classification—if the patient has a refractive error or not. Among the 185 eyes, 96 eyes were rated as normal (net refractive error between -1D and 1D), while the remaining 89 eyes had a refractive error, according to the subjective refraction measurements. Our proposed method achieves a sensitivity of 91.0% and specificity of 74.0% for this binary classification. Since we had an approximately uniform distribution for normal and refractive error cases, the high sensitivity value indicates that the proposed solution effectively recognizes patients with refractive power. However, our solution achieves a slightly low specificity of 74.0 %, meaning normal eyes were marked as eyes with refractive error. In a medical setting, it is more critical not to let refractive error undiagnosed, hence our proposed solution has the potential to be used as a screening tool.

Next, we examine the type (myopia or hyperopia) and severity (moderate or high) of refractive error. For this we categorize our dataset into five classes: (a) high hyperopia ($\geq$ 4D), (b) moderate hyperopia (1D to 4D), (c) normal (-1D to 1D), (d) moderate myopia (-4D to -1D), and (e) high myopia ($\leq$ -4D). Due to the low prevalence of high
hyperopia cases in the general population (<1%, Figure 3a) and the small sample (3 eyes) in our dataset, we ignore them for this classification. For evaluating the 4-classes, we use one-vs-all approach, i.e., if the predicted class matches the ground truth class, we classify it as true positive, otherwise we consider it to be a false prediction. We achieve high sensitivity and specificity (>= 80%) for myopic eyes (Table 2). This further supports our claim for the proposed system to be used as a screening tool because of the high prevalence of myopic cases in the general population (Figure 3a). For moderate hyperopia cases, we have a small sample size (of 15 eyes), and our approach achieves a low sensitivity of 60.0%, which may be due to the steep gradient of ratio of distances moved by reflex and beam between two timestamps for +1D to +4D refractive power (Figure 9). Existing approaches based on subjective refraction also report low sensitivity (69.2%) and specificity (58.1%) with hyperopic eyes, as evident in the prior work with 4497 eyes [38].

We compare our estimated net refractive error (along the horizontal meridian) against the subjective refraction (ground truth), manual retinoscopy, and autorefractor measurements collected during the data collection (Table 3). Among the 185 eyes in our dataset, we have autorefractor measurements for 161 eyes, and manual retinoscopy measurements for 130 eyes. Figure 7c shows a strong correlation between our predictions and the ground truth subjective refraction measurements, with the mean absolute error of 0.75 ± 0.67D. Similarly, Bland-Altman plots (Figure 8c) of the same measurements show a good agreement with a mean difference of 0.5 ± 0.9D. The Bland-Altman plot also reveals the limits of agreement (95%) as -1.26D to 2.26D. We also achieve a strong Pearson
Table 3. Comparison of mean absolute error (MAE) ± standard deviation for the different measurements in our dataset.

| Method               | Compared against   | # of eyes | MAE ± Std dev     |
|----------------------|--------------------|-----------|-------------------|
| Manual Retinoscopy   | Subjective Refraction | 130              | 0.18 ± 0.27D         |
| Autorefractor        | Subjective Refraction | 161              | 0.33 ± 0.33D         |
| Ours                 | Manual Retinoscopy  | 130              | 0.78 ± 0.72D         |
| Ours                 | Autorefractor       | 161              | 0.71 ± 0.67D         |
| Ours                 | Subjective Refraction | 185          | 0.75 ± 0.67D         |

Table 4. Comparison of different approaches to estimate refractive error using portable devices. (*: Only myopic eyes)

| Principle           | Method               | # of eyes | Mean Age              | Power range          | MAE ± Std dev |
|---------------------|----------------------|-----------|-----------------------|----------------------|---------------|
| Self-subjective Refraction | Eye Netra [32]               | 152       | 51.9 ± 18.3 years     | -15.25D to 4.25D    | 0.69 ± 0.53D  |
|                     | USee [4]              | 120       | 53.1 ± 18.6 years     | -6.00D to 5.00D     |               |
| Eccentric Photorefraction | Plusoptix A09 [50]  | 64       | 58 months             | -                    | 0.52 ± 1.20D  |
|                     | SPOT [33]             | 134       | 29.7 years            | -                    | 0.66 ± 0.56D  |
|                     | Fu et al. [25]        | 172       | 11.34 ± 0.96 years    | -4.00D to 0.50D     | 0.65D         |
|                     | Yang et al. [61]      | 165       | 10 years              | <=0D                 | 0.80D         |
| Wavefront Aberrometry | QuickSee [21]        | 82        | 26.4 ± 9.7 years      | -6.00D to 4.00D     | 0.41 ± 0.53D  |
|                     | SVOne AR* [15]       | 92        | 24.8 years            | -6.63D to 0D        | 0.43D         |
| Retinoscopy         | Ours                 | 185       | 30.2 ± 11.1 years     | -6.25D to 3.23D     | 0.75 ± 0.67D  |

correlation coefficient, r(185) = 0.90, p < 0.01. Figure 7a,b and Figure 8a,b show similar results, comparing our estimation with measurements from autorefractor and manual retinoscopy. Interestingly, 43.2% of our predictions were within ±0.5D, and 74.0% were within ±1D of the prescription given by an experienced optometrist using subjective refraction. These results are at par with the self-subjective refraction methods, like Eye Netra [32] (38.0% predictions within 0.5D) and USee [4] (77.5% predictions within 1D). Though these results are promising, the mean absolute error of manual retinoscopy (0.18 ± 0.27D) and autorefractor (0.33 ± 0.33D) highlight a scope for improvement (refer to Table 3).

Furthermore, we compare our evaluation dataset statistics and performance of our retinoscopy-based approach with prior work (Table 4). Subjective refraction is used as ground truth measurement for reporting mean absolute error in all the methods. Although smartphone-based approaches using eccentric photorefraction [25, 61] report similar performance to our retinoscopy-based approach, their evaluation is limited to the pediatric population, mostly with myopic eyes. On the flip side, self-subjective refraction-based methods (like Eye Netra [32] and USee [4]) evaluate only with the adult population highlighting their reliance on patient’s cooperation. Meanwhile, our proposed automatic retinoscopy-based approach achieves comparable result on a diverse range of refractive power and age groups, in a low-cost manner. Expensive devices based on wavefront aberrometry (like QuickSee [21] and SVOne AR [15]) demonstrate the strongest agreement (< 0.5D) with the ground truth subjective refraction.

7.2 Mathematical Model Analysis

Here we examine results from the mathematical model of retinoscopy (Section 5) to understand the effects of data collection parameters (working distance \(d\) and effective source distance \(u\)). As the working distance decreases from 66 cm (used by optometrist for manual retinoscopy) to 40-30cm (used by our pipeline) with fixed \(u\), the variation of \(\Delta y_p/\Delta x_p\) increases for a fixed range of refractive error (Figure 9 plots the curve representing
equation 12), thus enabling higher precision for the video analysis pipeline. Decreasing the working distance below 30cm should theoretically improve our results (Figure 9). However, there are two reasons why we decided against a working distance of 20cm: (1) the patient starts accommodating as their view of the logMAR chart gets obstructed, and (2) the patient’s pupil size decreases due to increased beam intensity from retinoscope on the patient’s pupil. Hence we strike a trade-off at ∼30-40cm. For the effective source distance $u$, we selected the lowest vergence sleeve position as it was easiest to keep it consistent across the participants. For any other vergence sleeve position, an extra unnecessary step for calibrating $u$ would have been required.

8 DISCUSSION

In this paper, our goal is to automate the process of retinoscopy for refractive error estimation by measuring the retinal reflex and retinoscopic beam movements. By doing so, we reduce the knowledge barrier to perform retinoscopy, eliminate the dependency on the expensive lens kit, and provide a means to preserve a digital record of retinoscopic videos for referring to it in the future. Our video processing pipeline tracks the retinoscopic beam and retinal reflex in the captured video and outputs net refractive error of the eye based on our extended mathematical formulation of retinoscopy. In our evaluation, we found that the proposed pipeline achieved a sensitivity and specificity of 91.0% and 74.0%, respectively, in diagnosing a patient’s eye with a refractive error above 1D or below -1D. We also achieved an acceptable MAE (0.75 ± 0.67D) on a range of refractive powers as well as across different age groups. In comparison, prior portable devices for refractive error estimation are either very expensive, require a minimum skill level to operate or have limited evaluation. For example, low-cost devices based on eccentric photorefraction were evaluated on mainly pediatric population, while devices based on self-subjective refraction were evaluated on only adult population (Table 4). Given the versatility of retinoscopy,
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we believe that capturing retinoscopic videos using a smartphone has the potential to be an important tool in a variety of eye screenings, and our work is the first step toward this goal. We discuss a few such applications. Moreover, though our evaluation is limited to estimating net refractive error along the horizontal meridian, we discuss how this work can be extended to estimate spherical error, cylindrical error and its axis.

8.1 Applications

Uncorrected refractive error is a widespread vision problem, which can lead to permanent vision impairment if not addressed timely. Hence many portable medical-grade autorefractors are available to democratize eye care services. However, these devices are still expensive for the Global South, and they only serve a single purpose. In contrast, the videos that we captured during our retinoscopy procedure can be used for multiple applications, although we focused on estimating refractive error in this paper.

8.1.1 Amblyopia Screening. Undiagnosed refractive error can also cause amblyopia, a serious eye disorder. Amblyopia, also called lazy eye, mainly occurs due to poor vision in one eye, which can cause the brain to ignore the blurred image coming from the weaker eye. Over time this can lead to permanent vision loss in the weaker eye. Amblyopia affects around 3 out of every 100 children [42]. If diagnosed early (children of age 7 years or less), it is treatable by eye patching and wearing corrective lenses.

According to the AAPOS 2013 guidelines (for age >= 4 years) [19], amblyopia risk factors are: (a) difference in refractive power between the two eyes (anisometropia) > 1.5D, (b) hyperopia > 3.5D (along any meridian), (c) myopia < -1.5D (along any meridian), (d) astigmatism > 1.5D, (e) crossed eyes, and (f) media opacity >1 mm in size. The first four risk factors are dependent on refractive error estimation, which can be measured by our proposed pipeline. Moreover, our approach can be extended to detect crossed eyes from the retinoscopy videos, similar to Huang et al. [30]. Hence, our proposed low-cost portable solution has the potential to be useful in remote and resource-constrained settings [6] for amblyopia screening.

8.1.2 Keratoconus Detection. Keratoconus is a severe eye disease that leads to deformation of the cornea, developing a conical bulge. It affects people in the age group of 10-25 years and progresses slowly for several years. If diagnosed early, it can be treated with corrective lenses; however, in advanced stages, it requires a corneal transplant or can lead to partial or complete blindness. Thus timely diagnosis and treatment are essential to cure keratoconus. The diagnosis of keratoconus is performed by expensive and bulky medical devices called corneal topographers, which are not accessible to the masses, especially to people living in low- and middle-income countries. In a recent work [26, 27], a low-cost smartphone-based corneal topographer, SmartKC, was proposed to diagnose keratoconus. However, it requires additional hardware like a 3D printed placido head, USB-powered LEDs, and a paper-based diffuser. Although it achieves high accuracy in keratoconus diagnosis, the additional hardware makes it difficult to assemble by non-experts and requires additional training to use effectively.

On the other hand, retinoscopy has been shown to be very sensitive and reliable for detecting keratoconus even in the early stages of the disease [2, 36]. In keratoconus eyes, the retinal reflex, instead of being evenly distributed and moving in a single direction, shows two edges that move towards each other. This creates the visual effect of a scissor and is known as the scissors reflex. A simple extension to our video processing pipeline can be made to identify such scissors reflex accurately. With that, our proposed system has the potential to be used for mass screening of keratoconus.

8.1.3 Generate Complete Eye Prescription. For evaluating our current system, we computed the net refractive power along the horizontal meridian (0°). However, our approach is not limited to a single meridian. We can perform the same retinoscopy process (i.e., collect retinoscopy videos from the smartphone camera) along different meridians to estimate the net refractive power along those meridians. Leveraging the formulation from meridional
refractometry [9], given the net refractive power along three predetermined meridians of the eye, the complete prescription of the eye (comprising of spherical power, cylindrical power, and cylindrical axis) can be calculated.

8.1.4 Training Device. Retinoscopy is dependent on the examiner’s perception of neutrality and has been found to be prone to inter-observer variability [41, 53]. Moreover, prior work showed a direct relation between accuracy of refractive error estimation using retinoscopy with years of experience [5], thus highlighting the requirement of highly-trained examiners with a certain level of experience. At the same time, learning to use a retinoscope device is known to be hard, e.g., American Association of Ophthalmology states “Retinoscopy is not an easy skill to learn. It takes patience and a lot of practice.” [37].

Looking beyond identifying eye disorders, our system can act as a guide for teaching retinoscopy to medical students. The ability to digitally zoom, pause/play/replay a recorded video, and track progress over time, can be valuable to explain, learn, document, and demonstrate abnormal retinal reflex movements and retinal disorders. Moreover, it can help bridge the communication gap between a teacher and students. There has been prior work [12] supporting the use of digital retinoscope as a training device.

8.2 Real-time Assistance
During the pilot stage of data collection, we iteratively experimented with different parameters such as working distance, room brightness and beam width. Despite fixing these data collection parameters, we had to discard ∼27% of collected videos due to small pupil size, noisy reflex/fiducial, blurry eyes, and out-of-bound working distance. To make the setup more user-friendly, we plan to implement on-device image processing based quality checks to provide real-time feedback to the operator. First, working distance should be calculated on the preview screen to guide the operator to move forward or backward while collecting data. Second, computing the sharpness (similar to [26, 48]) of the eye region and fiducial markers while capturing the video can prompt the operator to recapture video if either of the regions is out-of-focus/blurry. Third, another problem that we identified in our data was the speed at which the retinoscope was rotated by the data collector. As our video processing pipeline tracks retinal reflex throughout the video, it requires a slow movement of the retinoscope. In future deployments, the smartphone app should provide feedback to the operator regarding the speed of movement of the retinoscopic beam based on the readings from the smartphone’s in-built IMU sensors. Finally, thresholds like small pupil size (below 3mm) can be computed in real-time. In such a case, the app can suggest that the operator use cycloplegia drops, to reduce accommodation and increase pupil size.

8.3 Failure Cases
Despite a robust and reliable video processing pipeline, we identified four types of cases (Figure 10) where our proposed solution failed to estimate refractive error correctly. These cases can be classified into two categories: outside operating range (Figure 10a,b) and data collection issues (Figure 10c,d).

First, in high hyperopia cases (> 4D), the pupil size of the patient is significantly smaller than the average pupil size [28] (Figure 10a). In such cases, our pipeline failed to track the retinal reflex movement within the pupil. Second, in high myopia cases (< -6D), the retinal reflex tends to be dull [16] (Figure 10b), again resulting in incorrect refractive error estimate. These problems are even faced by trained examiners while performing manual retinoscopy. However, since manual retinoscopy is a trial and error process, the retinal reflex becomes magnified and brighter as the examiner reaches neutrality by adding combinations of lenses in the trial frame. These two scenarios restrict our operating range from -6.0D to +3.0D, comprising ~95% of the clinical cases (Figure 3a).

Third, a few recorded videos were out-of-focus and/or noisy (Figure 10c). This resulted in blurred reflex edges, which were not correctly detected by our video processing pipeline. This can be identified and corrected with on-device image processing based quality check (similar to Gairola et al. [26]). Fourth, erroneous fiducial detection (Figure 10d) resulted in a significant deviation from the ground truth. This mainly happened in frames where the
beam edges are close to the fiducial, resulting in interference. It can also be recognized and corrected during data collection by ensuring that the patient’s pupil is approximately positioned at the center of the ‘reflex search space’ of the paper frame (Figure 2c).

8.4 Limitations
We acknowledge a few limitations of our current work. First, due to COVID-19, we were able to recruit very few patients, hence we were unable to collect a larger dataset (though it is comparable to recent mobile health sensing work [26, 40, 58]). Although our result seems encouraging on the limited range of refractive error, we believe an evaluation with a larger sample size across the range of refractive errors and age group is needed before real-world deployment. Second, our current evaluation is limited to estimating net refractive error along the horizontal meridian. Modern autorefractors output spherical power, cylindrical power, and cylindrical axis. Our setup can also achieve that by computing spherical power along three predetermined axes (using [9]), though the accuracy of that approach needs to be rigorously evaluated. Third, in the current setup we used a medical-grade retinoscope attached to a smartphone camera for data collection. In the future, we plan to use a cheap retinoscope, or a 3D-printed attachment imitating a retinoscope (similar to [26, 27]), thus reducing the setup cost. Finally, for the current evaluation, the data was collected with a single smartphone by two data collectors. For wider deployment, we need to further evaluate our results on other smartphones with more data collectors.

9 CONCLUSION
Automating retinoscopy can be an important tool for the early diagnosis of refractive error, a leading cause of vision impairment globally. Along with all the advantages of a retinoscope (like low-cost, portable, and no cooperation required from the patient), a digital retinoscope offers two key advantages—no requirement of a lens kit and no requirement of a trained examiner. In this work, we extended the mathematical formulation of retinoscopy to work on smartphone camera captured retinoscopic videos, and developed a video processing pipeline based on that formulation. We collected 185 eyes video data by attaching a smartphone to a retinoscope with the patient wearing a paper frame. Our approach achieved a sensitivity of 91.0% and specificity of 74.0% for refractive error classification, and a mean absolute error of 0.75±0.67D for net refractive error estimation. Although more research is needed to develop a functional smartphone-based digital retinoscope at par with commercial medical devices, we believe that this is the first step in showing the feasibility of such a device.
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