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Abstract

Vision transformers (ViTs) have demonstrated impressive performance in various computer vision tasks. However, the adversarial examples generated by ViTs are challenging to transfer to other networks with different structures. Recent attack methods do not consider the specificity of ViTs architecture and self-attention mechanism, which leads to poor transferability of the generated adversarial samples by ViTs. We attack the unique self-attention mechanism in ViTs by restructuring the embedded patches of the input. The restructured embedded patches enable the self-attention mechanism to obtain more diverse patches connections and help ViTs keep regions of interest on the object. Therefore, we propose an attack method against the unique self-attention mechanism in ViTs, called Self-Attention Patches Restructure (SAPR). Our method is simple to implement yet efficient and applicable to any self-attention based network and gradient transferability-based attack methods. We evaluate attack transferability on black-box models with different structures. The result show that our method generates adversarial examples on white-box ViTs with higher transferability and higher image quality. Our research advances the development of black-box transfer attacks on ViTs and demonstrates the feasibility of using white-box ViTs to attack other black-box models.

1 Introduction

Vision Transformers (ViTs) [Dosovitskiy et al., 2021; Touvron et al., 2021] have achieved satisfying performance on computer vision tasks. ViTs have led to a new wave of research in computer vision because of their unique network architecture and different image processing approaches compared to CNNs. Nevertheless, ViTs are still vulnerable to security threats from adversarial examples. Adversarial examples are malicious images with imperceptible perturbations, leading deep neural networks to misclassification of high confidence.

\*Corresponding author.
samples generated on ViTs, the improvement is not significant. It does not consider the different structures of black-box models and the unique self-attention mechanism of ViTs.

ViTs takes as input a flattened sequence of patches from an image and uses a series of multi-headed self-attention (MSA) layers to learn the connections between the patches [Vaswani et al., 2017]. The self-attention mechanism can obtain the connections between patches and thus get the information of global images. Recent attack methods do not consider the specificity of ViTs architecture and self-attention mechanism, which leads to poor transferability of the generated adversarial samples. In this work, we attack the unique self-attention mechanism in ViTs, breaking the connection between patches in self-attention. We break the connections between the original patches by restructuring the input embedded patches in the self-attention layer with probability $P$. The restructured embedded patches enable the self-attention mechanism to obtain more diverse patches connections, avoid over-fitting some patches during adversarial attacks, and consider the impact of global patches on transferability. At the same time, the restructured embedded patches can help ViTs keep regions of interest on objects during adversarial attacks and generate higher quality adversarial samples. To this end, we propose an attack method against the unique self-attention mechanism in ViTs, called Self-Attention Patch Restructure (SAPR), as shown in Fig. 1. Our method is simple to implement yet efficient and can be easily combined with existing attack methods, and is suitable for any self-attention-based network.

We evaluate the transferability of attacks on state-of-the-art ViTs, CNNs and MLPs models. The experimental results confirm that our proposed method can improve the transferability of adversarial examples generated by ViTs on different structural black-box models and improve the performance of existing gradient-based transferability attack methods on ViTs. To the best of our knowledge, our method improves the average black-box attack success rate by 9.71% compared to the current state-of-the-art SE methods. When combined with SE methods, we can improve the average black-box attack success rate by 19.35% compared to SE methods. Our method enhances the transferability and the quality of the adversarial examples. Our research advances the development of black-box migration attacks on ViTs and demonstrates the feasibility of using white-box ViTs to attack other black-box models.

We briefly summarize our primary contributions as follows:

- We attack the unique self-attention mechanism in ViTs, breaking the connection between the original patches in self-attention. We improve the transferability of adversarial examples generated by ViTs against black-box models with different structures.

- We propose an attack method against the unique self-attention mechanism in ViTs, called Self-Attention Patch Restructure (SAPR). It is simple to implement yet efficient and can be easily combined with existing attack methods and improve their performance on ViTs.

- We evaluate the transferability of attacks on state-of-the-art ViTs, CNNs and MLPs models. Experiments confirm that our method generates adversarial examples by ViTs with higher transferability and higher image quality.

2 Related Work

Vision Transformers. The Vision Transformers (ViTs) was first proposed by [Dosovitskiy et al., 2021]. ViT takes the image patches as input and pre-trains them using a huge dataset. To overcome the factor of model pre-training ViTs, the massive dataset-based DeiT [Touvron et al., 2021] introduced a transformer-specific teacher-student strategy that uses a new distillation token to learn knowledge from CNNs. T2T-vit [Yuan et al., 2021] introduced the T2T module to model the local structure of an image and uses the deep-narrow structure as the backbone of the transformer. Swin [Liu et al., 2021] allows the model to learn information across the window by introducing a sliding window mechanism.

Black-box attack. Transferability-based attacks on CNNs have been well studied and have achieved satisfactory attack success rates. The momentum iteration (MI) attack [Dong et al., 2018] is designed to stabilize the update direction by integrating momentum terms and avoiding local optima. The diversity input (DI) attack [Xie et al., 2019] randomly resizes and fills the input with a fixed probability at each iteration. The scale-invariant method (SIM) [Lin et al., 2020] optimizes the ingestion of the scaled image ensemble at each iteration.

Compared to transfer-based attacks on CNNs, less effort has been made to investigate the transferability of adversarial examples between white-box ViTs and different structural black-box models. A related work [Naseer et al., 2021] proposes a self-Ensemble (SE) method, which uses class labelling at each layer and a shared classification head to construct a model ensemble. The transferability of adversarial examples is improved by optimizing the perturbations on the model ensemble. In addition, [Naseer et al., 2021] introduces a token refine (TR) module to fine-tune the class tokens to enhance transferability. Although this method can improve the transferability of adversarial examples generated on ViTs, the improvement is not significant. It does not consider the different structures of black-box models and the unique self-attention mechanism of ViTs. In addition, TR requires access to the ImageNet training set during fine-tuning, which is very costly and timely. In contrast, our approach can be generalized to different ViTs models without any external auxiliary conditions and is easy to implement.

3 Methodology

Given a classifier $f(x): x \in X \rightarrow y \in Y$, it outputs a label $y$ as a prediction of the input $x$. The goal of the adversarial attack is to find an example $x^*$ near $x$ that mistakes the classifier for $f(x^*) \neq y$. $x^*$ and $x$ satisfy $\|x^* - x\|_p < \epsilon$, for a small perturbation budget $\epsilon$ and a p-norm that is usually set to an $l_\infty$-norm.

ViTs have noticeable structural differences from CNNs. Specifically, ViTs take as input a flattened sequence of patches from an image and use a series of multi-headed self-attention (MSA) layers to learn the connections between
patches. The self-attention mechanism can obtain the connections between patches and thus get the information of global images. In contrast, in CNNs, image information is extracted by convolutional kernels in the convolutional layer but is local to the image. Extending well-established attack methods to ViTs does not consider the specificity of its architecture and self-attention mechanism, resulting in poor performance.

There is a unique structure of multi-headed self-attention in ViTs. By projecting concatenated outputs from multiple heads, MSA combines information from different representation subspaces [Vaswani et al., 2017]. There are three significant vectors in the Attention structure: Query (to match others), Key (to be checked), and Value (information to be extracted) usually expressed as Q, K, V, which are taken from the output matrix of the learned Linear layer and then mapped to the relative dimensions.

There are n transformer blocks in the ViT model, and each block has an attention layer. Take the lth block as an example. The lth attention layer accepts the output \( O^{l-1} \in R(d, N) \) of the embedded patches of the \( l-1 \)th block as the input matrix. Multiply \( O^{l-1} \in R(d, N) \) with the weights \( W \) in the Linear layer of the attention layer to get the intermediate matrices \( Q, K, V \in R(d, N) \). Transpose \( K \) and multiply it with \( Q \) to get attention map \( A \in R(N, N) \), in which each position represents the connection between two patches. Then take the attention map by softmax operation to get the attention map \( \mathcal{A} \). Restructure the input matrix \( O^{l} \in R(d, N) \) to get the final output matrix \( O^{l} \in R(d, N) \). We also consider the output matrix-vector \( O \) as the feature vector in the attention layer. Thus the feature vector in the lth attention layer in ViTs can be expressed using the following equations:

\[
Q, K, V = \text{Linear}(O^{l-1}) \tag{1}
\]

\[
O^{l} = \text{Attention}(Q, K, V) = \text{softmax}(\frac{Q \cdot K^{T}}{\sqrt{d_{k}}})V \tag{2}
\]

All the image information is stored in the self-attention mechanism, and \( A \) stores the connections between different patches. We get different \( Q, K, V \) by restructuring the input matrix \( O^{l-1} \) with probability \( \mathcal{P} \) to break the connection between patches and attack the self-attention mechanism. The restructured embedded patches allow \( A \) to obtain connections with diverse patches. Diverse \( A \) avoids the problem of overfitting in some patches and considers the effect of global patches on the transferability of adversarial examples. When adversarial attacks are performed, the restructured embedded patches cause the self-attention mechanism to focus on the object. The generated adversarial perturbations focus on the object and generate adversarial examples with higher transferability and higher quality. Given a ViT model \( F \), the clean image \( x_{ori} \) with the ground-truth label as \( y \). The embedded patches restructuring probability threshold \( \mathcal{P} \). We want to find an example \( x_{adv} \) near \( x_{ori} \) mistakes the classifier as \( \hat{F}(x_{adv}) \neq y \). ViTs model has \( n \) attention layers, and we define the probability \( p \sim N(0, 1) \) in each attention layer. As Fig.1. For the lth attention layer, \( p^l \sim N(0, 1) \) will be resampled at each forward propagation. If \( p^l \leq \mathcal{P} \) then random restructuring is performed on the embedded patches input of the lth attention layer. If \( p^l > \mathcal{P} \) then no operation is done. For a ViT model, the probability \( p \) in all the attention layers inside it can be regarded as a set, that is \( p = \{p^1, p^2, p^3, \cdots, p^n\} \). Therefore, the feature vector in the lth attention layer in ViTs can be expressed by the following equations:

\[
Q', K', V' = \text{Linear}(\text{Restructure}(O^{l-1}, p^l)) \tag{3}
\]

\[
O^l = \text{Attention}(Q', K', V') = \text{softmax}(\frac{Q' \cdot (K')^T}{\sqrt{d_k}})V' \tag{4}
\]

Where Restructure denotes the random restructuring function. Since the input to ViTs is a flattened patch sequence, it is only necessary to disrupt the whole patch arrangement and perform random combinations. Thus the optimization problem in solving the adversarial example becomes the following equation:

\[
\arg\max_{\delta} J(F(x_{ori} + \delta, y), s.t \| \delta \|_{\infty} < \epsilon \tag{5}
\]

Where \( J \) denotes the loss function is often chosen as the cross-entropy loss, and \( \delta \) is the perturbation. Our proposed method can be combined with any gradient transferability based method, and our attack method is shown in Algorithm 1.

### 4 Experiments and Results

**Experimental Settings.** In this section, we perform experiments on many ViTs, CNNs, robust CNNs and MLPs. We selected 11 ViTs models as white-box models. They are T2T-vit-24, T2T-vit-19, ViT-B/16, ViT-L/32, DeiT-tiny, DeiT-small, DeiT-B/16, DeiT-distilled-small, Swin-B [Liu et al., 2021], Swin-L, Swin-T. We perform transferability experiments on black-box models with different structures. The chosen model types are DenseNet [Huang et al., 2017], VGG [Simonyan and Zisserman, 2015], ResNet [He et al., 2016], Inception [Szegedy et al., 2015], MobileNet [Howard et al., 2017], WideResNet [Zagoruyko and Komodakis, 2016], Efficientnet [Tan and Le, 2019], T2T, ViT, DeiT, MixerMLP.
Table 1: The table reports the attack success rate of 1000 adversarial examples generated by white-box ViTs on different structural black-box models. Our method can improve the average attack success rate of existing methods on black-box ViTs by \{MIM: 20.08\%, DIM: 15.44\%, SIM: 26.12\%\} and on black-box CNNs, robust CNNs and MLPs by \{MIM: 16.75\%, DIM: 18.78\%, SIM: 25.00\%\}.

| model | \(\mathcal{P}\) | method | VGG16 | ResNet50 | RepVGG0.2 | AdvEfficientNetB0 | T2T-vit-19 | ViT-L/32 | DeiT-tiny | Mixer-B/16 | SwinMLP-T/C6 | average |
|-------|----------------|--------|--------|----------|-----------|----------------|-------------|-----------|-----------|------------|-------------|----------|
|       | 0.5            | MIM    | 31.60% | 20.10%  | 27.60%    | 12.70%        | 74.50%      | 5.70%     | 14.50%    | 13.00%     | 17.00%      | 24.08%   |
|       |                | DIM    | 33.10% | 25.40%  | 33.30%    | 12.50%        | 92.50%      | 8.10%     | 21.20%    | 18.30%     | 26.70%      | 30.12%   |
|       |                | SIM    | 35.40% | 25.50%  | 32.10%    | 14.80%        | 88.40%      | 7.00%     | 19.90%    | 17.80%     | 20.30%      | 29.02%   |
|       |                | SIM+Ours | 69.90% | 54.70%  | 66.20%    | 31.60%        | 99.30%      | 17.00%    | 57.20%    | 39.80%     | 56.40%      | 54.68%   |
| T2T-vit-24 | 0.15          | MIM    | 22.20% | 12.20%  | 19.20%    | 10.10%        | 6.00%       | 55.00%    | 32.20%    | 15.40%     | 7.90%       | 20.02%   |
|       |                | DIM    | 13.50% | 10.50%  | 15.80%    | 8.60%         | 9.00%       | 75.10%    | 38.70%    | 17.20%     | 9.90%       | 22.03%   |
|       |                | SIM    | 28.00% | 14.80%  | 22.30%    | 13.20%        | 9.00%       | 69.90%    | 41.90%    | 20.70%     | 12.10%      | 25.77%   |
|       |                | SIM+Ours | 36.10% | 28.80%  | 38.70%    | 24.20%        | 34.10%      | 98.00%    | 85.70%    | 51.20%     | 29.40%      | 47.36%   |
|       | 0.3            | MIM    | 32.90% | 18.80%  | 25.60%    | 14.20%        | 13.10%      | 21.80%    | 76.40%    | 30.10%     | 13.20%      | 27.34%   |
|       |                | DIM    | 32.00% | 24.90%  | 33.30%    | 19.10%        | 34.10%      | 37.20%    | 91.20%    | 45.80%     | 28.80%      | 38.49%   |
|       |                | SIM    | 36.40% | 22.10%  | 31.80%    | 19.30%        | 21.40%      | 33.10%    | 82.20%    | 40.20%     | 17.80%      | 33.81%   |
|       |                | SIM+Ours | 65.40% | 52.40%  | 66.60%    | 42.90%        | 59.10%      | 80.80%    | 99.90%    | 88.90%     | 55.40%      | 67.93%   |
|       | 0.3            | MIM    | 23.70% | 9.10%   | 14.20%    | 6.00%         | 6.50%       | 3.80%     | 5.00%     | 8.10%      | 13.50%      | 10.04%   |
|       |                | DIM    | 22.60% | 11.30%  | 14.60%    | 4.90%         | 12.30%      | 4.30%     | 5.50%     | 7.40%      | 21.50%      | 11.60%   |
|       |                | SIM    | 25.10% | 9.80%   | 14.40%    | 6.40%         | 9.70%       | 4.60%     | 7.00%     | 7.60%      | 15.60%      | 11.13%   |
|       |                | SIM+Ours | 46.20% | 29.10%  | 33.10%    | 15.10%        | 37.40%      | 10.60%    | 28.40%    | 28.70%     | 52.60%      | 31.24%   |

4.1 Probability threshold \(\mathcal{P}\)

The selection of the probability threshold \(\mathcal{P}\) will affect the transferability of the adversarial examples generated by ViTs. We use the MIM method on 11 ViTs models. We sampled \(\mathcal{P}\) at 0.05 intervals. The experimental results are shown in Fig.3, where we report the average attack success rate of the adversarial examples on 60 black-box models with different structures. We found that the effect of \(\mathcal{P}\) on the transferability of adversarial samples generated by ViTs tends to increase and then decrease. The extent to which \(\mathcal{P}\) affects different ViTs models also differ. When the value of \(\mathcal{P}\) is taken between 0.15 and 0.45, it is most beneficial to improve the transferability of the adversarial examples generated by ViTs. Therefore, choosing the suitable probability \(\mathcal{P}\) for different ViTs to attack the Attention layer can effectively improve the adversarial transferability. In our experiments, we choose different probability \(\mathcal{P}\) values for different models \{T2T-vit-24: 0.5, T2T-vit-19: 0.4, ViT-B-16: 0.15, ViT-L-32: 0.25, DeiT-tiny: 0.2, DeiT-small: 0.3, DeiT-B-16: 0.35, DeiT-distilled-small: 0.25, Swin-B: 0.3, Swin-L: 0.3, Swin-T: 0.3\}.

4.2 Black-box against ViTs

We generated adversarial examples on four white-box models using the MIM, DIM, and SIM methods and evaluated their transferability on the three black-box ViTs models. The results are shown in Table 1. We report them in more detail in the supplement. From the experimental results, the attack success rate of existing attack methods on black-box ViTs is not yet satisfactory. Our method obtained a higher attack success rate of black-box ViTs when combined with existing methods. We improved the average attack success rate of existing methods on black-box ViTs by \{MIM: 20.08\%, DIM: 15.44\%, SIM: 26.12\%\}. On some black-box ViTs, we have even improved the performance of existing methods by more than double. Our method improves the attack success rate of white-box ViTs on black-box ViTs.

4.3 Black-box against CNNs and MLPs

To demonstrate that our proposed method can improve the overall transferability of the adversarial examples generated by ViTs. We not only evaluate the attack success rate of black-box ViTs, but we do our best to evaluate black-box
models of different architectures. The black-box attack success rate of the adversarial examples generated by ViT is also evaluated on CNN, robust CNN, and MLP using MIM, DIM, and SIM methods. The results are shown in Table 1. From the experimental results, the existing attack methods have low attack success rates on black-box CNNs, robust CNNs, and MLPs due to the structural differences between ViTs and other types of networks. Combining our method with existing methods obtains higher attack success rates for black-box models and even doubles the attack success rate on some black-box models. We improve the average attack success rate of existing methods on black-box CNNs, robust CNNs, and MLPs by {MIM: 16.75%, DIM: 18.78%, SIM: 25.00%}. It can be learned from all the data in Table 1 that our method can improve the attack success rate of white-box ViTs on different structural black-box models, which indicates that our method can overall enhance the transferability of the adversarial examples generated by white-box ViTs making it possible to attack unknown black-box models.

4.4 Comparison to state-of-the-art method

Our research aims to improve the black-box attack ability of white-box ViTs. To the best of our knowledge, the work with the same goal as ours is the recently proposed self-Ensemble (SE) method at the same time as the state-of-the-art method at present. They also propose Token Refine (TR) method to help white-box ViTs to generate adversarial examples with high transferability. However, the TR method requires accurate parameter tuning through the ImageNet dataset to be effective. And we aim to improve the black-box attack ability of white-box ViTs by means of no additional overhead. So here, we do not compare with the TR method. We use the MIM, DIM, and SIM methods to perform experiments on eight white-box models of ViTs. We report the success rate of the attacks on the VGG16 black-box model. The experimental results are shown in Fig.2. We report them in more detail in the supplement. By analyzing the experimental results, we obtain the following conclusions. 1. Both our method and the SE method can improve the attack success rate of white-box ViTs on black-box models. 2. On all ViTs white-box models our method outperforms the SE method except for the ViT series white-box models, but still outperforms the original method. 3. Our method can also be easily combined with the SE method, and when the two are combined exhibits a higher success rate of black-box attacks. To explore how our proposed method enhances the transferability of adversarial examples generated by white-box ViTs. We plot the grad-cam images of the MIM, MIM+SE, and MIM+Ours methods on the white-box T2T-vit-24 model during the attack-iterative process. The number of iteration rounds is 50. The results are shown in Fig. 4. The first row shows the gradcam images generated using the MIM method. The second row shows the gradcam images generated using the MIM+SE method. The third row shows the gradcam images generated using the MIM+Ours method. The last figure shows the gradcam image of the clean image on ResNet50. Analysis by results. The original MIM method gradually deviates the region of interest from the object during the iteration and does not focus on the global patches. The SE method can improve the adversarial transferability of adversarial examples because it helps ViTs to keep the region of interest on the object during the iteration. However, the SE method focuses on only a part of the object, unlike our method which can include almost the
Figure 4: The gradcam images of the MIM, MIM+SE, and MIM+Ours methods during the attack-iterative process are plotted on the white-box T2T-vit-24 model. The last figure shows the gradcam images of the clean image on ResNet50. Our method enables the ViTs model to focus on the object and the global patches. Most importantly, our method always focuses on the object during the iterative attack and is almost consistent with the region of interest of the CNNs model.

Figure 5: Adversarial examples generated on the DeiT-B/16 model are visualized, and the perturbations generated by our method are more focused on objects and global patches than the original method. By calculating the MS_SSIM quality score, it is found that our method can generate higher quality adversarial examples.

5 Conclusion

Our work focuses on the transferability of the adversarial samples generated by ViTs on black-box models with different structures. We attack the unique self-attention mechanism in ViTs by restructuring the embedded patches of the input. The restructured embedded patches enable the self-attention mechanism to obtain more diverse patches connections and help ViT keep regions of interest on the object. We also propose an attack method against a unique self-attention mechanism in ViTs, called Self-Attention Patch Restructuring (SAPR). Extensive experiments show that our SAPR method effectively improves the transferability and image quality of the adversarial samples generated by ViTs. Our method improves the transferability of adversarial examples generated by ViTs on black-box models with different structures. Our method is simple to implement but efficient and applicable to any self-attention based network. We make it feasible to attack unknown structural black-box models using white-box ViTs models. We demonstrate that the possibility of this threat arises in ViTs. In the long run, our work will support further research to build more robust deep learning models to defend against our proposed attacks, thus eliminating short-term risks.
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