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Abstract: The article is devoted to the author’s approach and tools for regional industries’ modeling, analysis and forecasting, following the general idea of splitting time series into four components: trend, cycles, seasonal component, and residuals. However, the authors introduce new approaches, models, metrics, and identification algorithms, and the components’ interaction structures, having included the analysis of 12 industries in 82 regions of Russia. The models and forecast accuracy were tested on 3–12 month forecasts, thus proving their high accuracy. Therefore, the article proposes not only new systematic econometric tools but a methodology for decision making, developed to provide stable and adequate characteristics of complex non-linear evolutionary dynamics of Russian regions.
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1. Introduction

Regional industries, having both spatial and temporal dimensions, represent a complex meso-economic object of analysis [1]. On the one hand, they represent inter-related socio-economic systems, and their dynamics should be coherent with each other and the country. On the other hand, the regions’ development level and their connectivity may vary a lot.

The common equilibrium approach is based on a mechanistic view of economic systems and is focused on a return to the equilibrium state. However, regional economies tend to shift to an evolutionary approach based on long-term forecasting [2] and the regions’ abilities to change their economic structures [3]. Researchers also point out that regional differences in repeatability tend to become a significant factor in effective economic policy decisions [4].

The research aims at designing tools for modeling and forecasting, in the context of time series concerning regional industries’ dynamics. The acquired results should be adequate and accurate to provide a facility for decision making and to support sustainable evolutionary development.

2. Data

As a statistical database, we are using an official data source provided through the Unified Interdepartmental Information and Statistical System (EMISS) by the Russian Federal State Statistic Service. The EMISS database possesses operational monthly data on the production level of each economic industry (real (volume) growth rate, percent) for each subject (region) of the Russian Federation. The industries are classified hierarchically by the All-Russian Classifier of Types of Economic Activity (OKVED2). We have chosen the twelve most important industries in terms of presence in different regions:

1. Extraction of minerals.
2. Crude oil and natural gas extraction.
3. Mining of metal ores.
4. Manufacturing.
5. Food production.
6. Petroleum production.
7. Chemical production.
8. Pharmaceuticals and materials used for medical purposes.
9. Rubber and plastic production.
10. Metallurgy.
11. Computers, electronics and optical production.
12. Automotive industry. Production of motor vehicles, trailers and semi-trailers.

The data reflect the situation in 82 regions of Russia (except Crimea, Sevastopol, and the Republic of Chechnya due to lack of statistics), as well as for Russia as a whole. However, some industries may be not presented in particular regions, so, in total, there are about 750 time series.

The analysis embraces the period from January 2005 to August 2020. This time interval seems interesting as it covers important periods and milestones within the Russian economy’s evolution. It reveals the economic growth in the noughties of the XXI century, the crisis of 2008–2009, subsequent recession and recovery, the growth of political turbulence, the adoption of economic sanctions against Russia, and the beginning and extension of the COVID-19 pandemic.

3. Research Methods
3.1. Approach

To reach the research goal, we defined some approaches to be used in our algorithms and models. Basically, we are following the idea of splitting time series into trend, cycles, seasonal fluctuations, and residuals (stochastic component). However, we are trying to review the details and characteristics of economic objects at the meso-level.

Firstly, the meso-economic systems are non-linear and show evolutionary development. So, the simple models such as linear or exponential trends are applicable only for short periods of time. For longer periods, perspective changes inside the region, as well as its interrelations with other regions, affect the dynamics and should be appropriately reflected in the models. We provide a complex of different trends, possessing extremums, inflection points, asymptotes, asymmetry, and thus, the ability to adapt to such volatility.

Another approach is using points of structural change [5] to reveal the moments of time where dynamics change drastically and cannot anymore be described by the same model.

The other important factor is the model residuals. Traditionally, the distribution law of the residuals is supposed to be normal (Gaussian). However, real economic systems are rarely normally or even log-normally distributed. The practice shows very different asymmetric and heavy-tailed distributions. We examined all the above-mentioned industries and regions and discovered a wide variety of distributions. So, choosing some particular distribution law or even a fixed set of laws seems inappropriate. It is better to use tools that are more robust and do not depend upon the distribution law.

One of the basic and robust metrics is the median. Instead of choosing the one “best” model, we identify many different models, and at each moment of time use the median of all their fitted values. Thus, we eliminate one of the hardest problems—structural identification of the model. Using the median effectively filters inadequate models and provides sustainable fits.

To find the median, it is better to take the maximum possible fits for each point. Using the bootstrap procedure [6], it is possible to identify a few models with the same structure (formula) but different parameters. The bootstrap procedure is a common approach to increase small sample sizes.

The other important point is the criterion used to identify models’ parameters. The most common approach is using the least squares. However, it is very sensitive to outliers...
presented in heavy-tailed distributions. The least absolute deviations method is seen as more reliable [7]:

\[ \sum_{t=1}^{n} |Y_t - \hat{Y}_t| \to \min, \]

where \( Y_t \) is the original time series, \( t \) is time (ordering indices from 1 to \( n \)), \( \hat{Y}_t \) is the model’s fitted values.

On the other hand, for multiplicative residuals, the least absolute percentage deviations seem more correct:

\[ \sum_{t=1}^{n} \frac{|Y_t - \hat{Y}_t| Y_t}{Y_t} \to \min. \]

Unfortunately, the choice between the additive and multiplicative residuals’ structure is not obvious. The mixed additive–multiplicative structures can also be present. So, we defined combined measures to minimize both:

\[ \frac{1}{n} \sum_{t=1}^{n} |Y_t - \hat{Y}_t| + \sum_{t=1}^{n} \left| \frac{Y_t - \hat{Y}_t}{Y_t} \right| \to \min. \]

The criterion (1) includes two parts to minimize both additive and multiplicative residuals, but the first part is divided by the time series average \( Y \) (which is constant and does not change extremum position), to underline the parts’ comparability. The same effect may be achieved by multiplying the second part by \( Y \), but we prefer to use relative values.

It should be also mentioned that all the models and algorithms described below were implemented in the R language using both the authors’ program code and open-source libraries.

3.2. Models

The most common models for time series structures appear as additive (2) and multiplicative (4):

\[ Y_t = T_t + C_t + S_t + \epsilon_t, \]

\[ Y_t = T_t(1 + C_t)(1 + S_t)(1 + \epsilon_t), \]

where \( T_t \)—trend values; \( C_t \)—cyclical component values; \( S_t \)—seasonal component levels; \( \epsilon_t \)—stochastic component.

It is also reasonable to consider mixed additive–multiplicative structures:

\[ Y_t = (T_t + C_t)S_t + \epsilon_t, \]

\[ Y_t = T_t(1 + C_t) + S_t + \epsilon_t. \]

The authors’ complex of trend models currently includes linear, generalized exponential, power trends, four cumulative logistic (S-shaped) and four impulse logistic (bell-shaped) trends with different asymmetry settings:

\[ T_t = C_0 + A_0 t, \]

\[ T_t = C_0 + A_0 t^\alpha, \]

\[ T_t = C_0 + A_0 e^{\alpha t}, \]

\[ T_t = C_0 + \frac{A_0}{1 + e^{-\alpha(t-t_0)}}, \]

\[ T_t = C_0 + A_0 \arctg(\alpha(t-t_0)), \]

\[ T_t = C_0 + A_0 \exp(-\exp(-\alpha(t-t_0))), \]

\[ T_t = C_0 + A_0 (1 + \exp(-\alpha(t-t_0)))^\alpha. \]
\[ T_t = C_0 + A_0 \exp \left( -\alpha (t - t_0)^2 \right), \quad (15) \]

\[ T_t = C_0 + \frac{A_0}{1 + \alpha (t - t_0)^2}, \quad (16) \]

\[ T_t = C_0 + \frac{A_0}{1 + \alpha (t - t_0)^2} \cdot \frac{1}{1 + \exp(-\sigma (t - t_0))}, \quad (17) \]

\[ T_t = C_0 + \frac{A_0}{1 + (\sigma(t)(t - t_0))^2} \cdot \sigma(t) = \frac{1}{1 + \exp(-\sigma(t - t_0))}, \quad (18) \]

All the trend models (8)–(18) use the unified naming of parameters where: \( C_0 \) is the vertical shift constant and asymptotic level (if any), \( A_0 \) is the trend amplitude (vertical scale), \( \alpha \) is the growth/decline velocity (horizontal scale), \( t_0 \) is the horizontal shift (inflection point for S-shaped trends, extremum point for bell-shaped trends), \( \sigma \) is the asymmetry coefficient. The models differ by their shape, growth velocity, and skewness (symmetric, fixed asymmetry or free asymmetry).

For each dynamic series, all the trend models are identified through the total sample length and can grouped by means of structural changes (the points may be different for each model). Thus, we have up to 22 fitted values for each point in the time series.

As for cycles, we used two general approaches to modeling. The first approach is based on the E. Slutsky [8] hypothesis that any fluctuations could be presented as a sum of a few sinus functions with non-proportional frequencies:

\[ C_t = \sum_{i=1}^{\infty} A_i \sin(\omega_i t + \varphi_i), \quad (19) \]

where \( A_i \) is the \( i \)th sinus amplitude, \( \omega_i \) is the sinus frequency and \( \varphi_i \) is the sinus phase.

This approach is effective for modeling as it gives a well-smoothed model of the cycles. However, there is no guarantee that the amplitudes, phases, and frequencies that optimally described dynamics in the past will remain the same in the future. So, the extrapolation of such a model is simple but unproven. Thus, we turned our attention to wavelet transformation [9–11]. The wavelet transformation is used widely in signal processing to eliminate signal noise, but is now adopted in economics and other sciences for time series smoothing and forecasting.

Wavelets are seen as functions used to identify local non-periodical fluctuations and monitor their changes through time periods. The time series are decomposed on a few levels of so-called wavelet and scaling coefficients. These components may vary from high-frequency ones (representing the “noise”) to lower-frequency components representing local cycles. The low-frequency components of wavelet decomposition can be easily modeled and forecasted with ARMA models and reversely transformed back to provide a smoothed model and forecast.

The variety of wavelet functions’ families is wide. In this study, we used the most generalized discrete transformation from the wavelet families: Haar, Daubechies, etc. (in total, 42 wavelet functions).

### 3.3. Identification Algorithm

Based on the below-mentioned principles, an algorithm to identify time series models is designed with the following sequence of steps:

1. Preprocessing of the initial time series, removing random outliers and using R’s standard library, then replacing them with median smoothed values.
2. Determining the structure of seasonal fluctuations (additive or multiplicative).
3. Detecting seasonal fluctuations using the STL function, which returns the smoothed trend, seasonal fluctuations, and random residuals based on LOESS smoothing. For multiplicative structures, the logarithms are used.
4. Deseasonalization (removing seasonal fluctuations from the initial series).
5. Determining the structure of cyclic fluctuations.
6. Building the median trend without structural shifts and without bootstrapping. To do this, all available types of trends are selected using criterion (1), and the median value from all trend estimates is taken at each point in the time series.
7. Detrending (removing a trend from a series).
8. Fitting cyclic fluctuations to the detrended and deseasonalized data.
9. Removal of cyclical fluctuations from the deseasonalized data.
10. Repeating step 6 but with structural shifts.
11. Repeating steps 7–9 for the newly fitted trend values.
12. Plotting the median trend with both the structural changes and bootstrapped values.
13. Repeating steps 7–9 for the newly fitted trend values.

The resulting estimates of dynamics and their components are used for modeling and forecasting. When studying the Russian regions’ dynamics, regional models are built independently of each other, and general trends are revealed upon the modeling results. The following methods are applied in the algorithm:

- LOESS smoothing to define seasonal coefficients as provided in the stl function in the stats package [12];
- The Breusch–Pagan test on heteroscedasticity to separate additive and multiplicative structures (using the bptest function in the lmtest package) [13];
- The probabilistic simulated annealing algorithm [14] for finding the global minimum area and initial estimates of model parameters;
- The RPROP algorithm [15,16], which is used to minimize errors in training neural networks;
- The minimization algorithm implemented in the standard nlm function [17];
- Wavelet transformation using the wavelets package;
- The ARIMA-models identification algorithm using the forecast package.

4. Results

The identification algorithm was applied for all analyzed time series. The results are shown in Figure 1.

The top part of the chart shows the original data (black points), fitted values (grey solid line), median trend fits (black dashed line) and the fits of all of the trends (dotted grey lines). The middle part of the chart demonstrates the median cycles model. The bottom part of the chart shows seasonal fluctuations. The titles of the middle and bottom of the chart appear as structures (‘mult.’ is abbreviation for multiplicative).

The example demonstrates a median-declining S-shaped trend, and the “cloud” of all the trends, depicting possible distributions of fits for estimates at each point. The cycles clearly show a decline in 2008–2009 (global crisis), 2014–2015 (economic sanctions against Russia) and 2020 (pandemic). Seasonality achieves its peak in December, and shows slow growth through the given period. This is one “typical” example of the dynamics, but for other regions and industries it varies drastically.

Our research goal was, however, not only to obtain the forecasts and models but also to measure their accuracy. To achieve this, we split the time series into two parts: one to identify the model (working sample) and the other to measure forecast accuracy (test sample). At the regional level, short-term and middle term forecasts appear as the most useful. So, we tested the models on 3, 6, 9 and 12-months forecasts. We also varied the forecasting year from 2018 to 2020 to generalize the conclusions, and thus, verify the models’ overall accuracy.
This study uses two common measures of accuracy. The determination coefficient is used to measure the modeling accuracy:

$$R^2 = 1 - \frac{\sum(Y_t - \hat{Y}_t)^2}{\sum(Y_t - \bar{Y})^2}$$ (20)

The Theil’s coefficient is used to measure the forecast error:

$$U_2 = \sqrt{\frac{\sum(Y_t - \hat{Y}_t)^2}{\sum Y_t + \sum \hat{Y}_t}} \times 100\%$$ (21)

For high accuracy, $R^2$ is supposed to be above 0.7 and $U_2$ below 30%.

Table 1 shows the median estimates of $R^2$ and $U_2$ among all regions, separated by industry. The industries are enumerated as mentioned in Section 2.

Judging by the table, the forecast accuracy is generally high. $R^2$ estimates are above 0.7, and $U_2$ are below 20%, for most industries except for the pharmaceutical, electronic and computer production, and automotive industries. These industries are highly volatile at the meso-economic level in Russia, especially the electronic and computer production industry, which is highly subsidized by the state and depends on government support. More stable industries such as mineral extraction, manufacturing, the chemical industry and metallurgy demonstrate low forecast errors. The predictability of the industries’ futures could be assessed as their stability indicator.
Table 1. Median estimates for models and forecasts on test samples.

| Industry No | Year | Depth, Months | 2018 | 2019 | 2020 | 2021 |
|-------------|------|---------------|------|------|------|------|
|             |      | R²            | U₂, %| R²   | U₂, %| R²   | U₂, %|
| 1           | 0.888 | 4.7           | 6.4  | 8.4  | 10.5 | 0.908| 3.9  | 6.6  | 9.0  | 10.3 | 0.910| 5.0  | 9.1  | 11.5 | 0.894|
| 2           | 0.966 | 2.3           | 4.1  | 4.9  | 6.1  | 0.973| 1.3  | 2.4  | 3.2  | 3.5  | 0.976| 2.2  | 6.7  | 7.8  | 0.956|
| 3           | 0.897 | 4.4           | 5.1  | 6.6  | 7.4  | 0.911| 3.6  | 5.2  | 8.3  | 9.3  | 0.915| 6.2  | 7.6  | 7.5  | 0.917|
| 4           | 0.881 | 4.3           | 5.2  | 7.0  | 7.7  | 0.883| 4.0  | 5.8  | 6.9  | 9.8  | 0.891| 4.8  | 9.2  | 11.6 | 0.892|
| 5           | 0.891 | 3.9           | 4.8  | 6.0  | 7.1  | 0.893| 3.5  | 4.8  | 5.9  | 6.8  | 0.896| 4.5  | 5.9  | 7.5  | 0.905|
| 6           | 0.772 | 3.1           | 5.9  | 7.9  | 8.6  | 0.797| 3.9  | 8.6  | 9.3  | 9.4  | 0.798| 4.2  | 10.1 | 10.2 | 0.791|
| 7           | 0.851 | 4.6           | 6.9  | 9.5  | 10.6 | 0.856| 5.0  | 7.0  | 10.4 | 12.1 | 0.862| 7.2  | 11.3 | 11.7 | 0.853|
| 8           | 0.712 | 12.3          | 17.9 | 18.5 | 18.0 | 0.723| 8.8  | 19.0 | 21.1 | 25.9 | 0.696| 17.3 | 28.8 | 29.8 | 0.725|
| 9           | 0.916 | 6.8           | 9.1  | 9.7  | 11.7 | 0.916| 5.4  | 8.2  | 11.1 | 11.9 | 0.916| 6.5  | 11.3 | 13.0 | 0.914|
| 10          | 0.846 | 8.5           | 10.7 | 12.0 | 13.4 | 0.851| 6.5  | 9.9  | 12.0 | 14.8 | 0.858| 8.8  | 12.6 | 14.2 | 0.868|
| 11          | 0.650 | 14.0          | 21.1 | 26.6 | 33.7 | 0.581| 12.2 | 20.2 | 26.8 | 34.7 | 0.582| 23.2 | 36.0 | 38.6 | 0.626|
| 12          | 0.864 | 10.4          | 16.0 | 22.8 | 26.3 | 0.859| 9.4  | 15.0 | 17.8 | 23.6 | 0.877| 13.4 | 26.0 | 28.5 | 0.873|

5. Conclusions

The key findings of the research are as follows:

1. The approaches used to analyze and forecast regional industries’ dynamics are justified. They include time series decomposition, the median approach, increases in the models’ variety, using weighted additive–multiplicative criterion, and applying wavelet transformation for cycles.

2. The complex of models and algorithms is designed, upgraded and applied in the form of a program code in the R language.

3. The designed tools are applied to 12 industries in 82 Russian regions. Decompositions and forecasts are obtained for each time series. The median trend model shows general tendencies (growth, decline and bell) and structural change points. Cycle models define cycle stages and reversion points (peaks, troughs and zero-points). Seasonal models describe calendar effects and their changes through years.

4. The results’ accuracy is proven by short-term and mid-term forecasts (3–12 months), even including the pandemic period.

This paper mostly demonstrates individual series analysis. However, more significant results may be achieved by comparing different regions, both between each other and with Russia as a whole. In our previous research, we showed that cycles and trends in the regions are not synchronous [18] but they may be clustered in terms of model type and the values of parameters.

We plan to continue to develop tools by increasing the trends’ variety, using bootstrapping at all algorithm steps, improving calculation methods, adding interval forecasts, and analyzing regions’ interactions and neighborhoods.
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