The long arm of the algorithm? Automated Facial Recognition as evidence and trigger for police intervention
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A B S T R A C T

Criminal law’s efficient and accurate administration depends to a considerable extent on the ability of decision-makers to identify unique individuals, circumstances and events as instances of abstract terms (such as events raising reasonable suspicion) laid out in the legal framework. Automated Facial Recognition has the potential to revolutionise the identification process, facilitate crime detection, and eliminate misidentification of suspects. This paper commences from the recent decision regarding the deployment of AFR by South Wales Police in order to discuss the lack of underpinning conceptual framework pertinent to a broader consideration of AFR in other contexts. We conclude that the judgment does not give the green light to other fact sensitive deployments of AFR. We consider two of these: a) use of AFR as a trigger for intervention short of arrest; b) use of AFR in an evidential context in criminal proceedings. AFR may on the face of it appear objective and sufficient, but this is belied by the probabilistic nature of the output, and the building of certain values into the tool, raising questions as to the justifiability of regarding the tool’s output as an ‘objective’ ground for reasonable suspicion. The means by which the identification took place must be disclosed to the defence, if Article 6 right to a fair trial is to be upheld, together with information regarding disregarded ‘matches’ and error rates and uncertainties of the system itself. Furthermore, AFR raises the risk that scientific or algorithmic findings could usurp the role of the legitimate decision-maker, necessitating the development of a framework to protect the position of the human with decision-making prerogative.

1. Introduction

This paper commences from the recent decision regarding the deployment of AFR by South Wales Police in order to discuss the lack of underpinning conceptual framework pertinent to a broader consideration of AFR in other contexts (and is not therefore intended to be a case-note in the more traditional sense) (II). We will argue that the judgment does not give the green light to other fact sensitive deployments of AFR. We consider two of these: a) use of AFR as a trigger for intervention short of arrest (III); b) use of AFR in an evidential context in criminal proceedings (IV). AFR may, on the face of it, appear objective and sufficient, but this is belied by the probabilistic nature of the output, and the building of certain values into the tool, raising questions as to the justifiability of regarding the tool’s output as an ‘objective’ ground for reasonable suspicion. We will thus highlight the decisional elements salient in the use of AFR and remind that algorithmic devices can only render data, not decisions (V).

Although modern computational power enables a far more comprehensive and time-efficient approach than before, the core idea underlying Automated Faica Recognition (AFR) goes back to Bertillon’s (one of the fathers of forensic science) anthropometric methods as a means of identifying certain individuals or suspects. At its heart, forensics are about the (testimonial) claim of an expert that a forensic trace can be reduced in a scientifically reliable (replicable) way to a certain individual/object. For individualisation is widely regarded as the essence of forensic science [1]. Forensic experts (including decision support systems) are thus expected to authoritatively inform fact-finders and decision-makers on whether, say, the fingerprint at the crime scene belongs to that suspect or whether the person depicted on CCTV-footage is the wanted criminal – to the exclusion of all others. The problem hereby is not just the possible lack of sufficient empirical basis for a methodologically warranted claim (Source Attribution
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Determination) - a number of blue-ribbon committees have openly questioned the scientific validity of forensic sciences - or that every method is prone to error; the problem is the practice of individualisation as such. The US-American case Willie Allen Lynch v. State of Florida, [2] where the AFR analyst reported that ‘the analyst makes a judgment’ as to whether or not this is the individual and sends that information back to the detective that requested it' exemplifies this practice.

2. Automated Facial Recognition in a world first

(Criminal) law's efficient and accurate administration depends to a considerable extent on the ability of decision-makers to identify unique individuals, circumstances and events as instances of abstract terms (such as events raising 'reasonable suspicion') laid out in the legal framework. Artificial Intelligence (AI) systems aspiring to assist or even automate decision-making processes are - for obvious reasons - attractive for every legal order aiming for coherent management of the infinite number of cases emerging in an increasingly technological world. One of these powerful technologies, AFR, has the potential to revolutionise the identification process, facilitate crime detection, and eliminate misidentification of suspects.

Recently, the High Court of Justice (England and Wales) was called upon to determine whether the current legal regime in the UK was 'adequate to ensure the appropriate and non-arbitrary use of AFR in a free and civilized society' [3]. Its judgment was reported the first in the world to consider AFR, with the grounds of challenge contending breach of Article 8 (1) and (2) ECHR (primarily that use of AFR was not 'in accordance with law'); breach of data protection law, and failure to comply with the public sector equality duty (which we do not discuss).

AFR, as the court described, is technology aimed at assessing whether two facial images depict the same person. It does this by extracting biometric data from a digital image, and then comparing that data against biometric data from images in a database, say 'a watch-list'. If a sufficient amount of biometric data appears to be similar, then a 'match' is declared between the face on the footage and the face on the watch-list. A ‘similarity score’ is generated, with a higher number indicating a greater likelihood of a positive match. A human decision is required as to where to fix the threshold at which the software will indicate a match. Fixing this threshold too high or too low risks high false positive or false negative rates respectively. The case concerned the use of AFR by South Wales Police, in a pilot project called ‘AFR Locate’ which involved deployment of surveillance cameras to capture digital images of members of the public which were then compared with watch-lists compiled for the purposes of the pilot. If the algorithmic process renders a match between a face captured on video and an image on the watchlist, the court noted, then the system operator, i.e. a human being (police officer), has to intervene and make his or her assessment by reviewing the ‘match’.

While the court agreed that use of AFR interfered with the claimant's article 8 rights, it determined that the police's common law powers were 'amply sufficient' for the use of AFR Locate. The court’s view was that use of AFR Locate was not an intrusive act, in the sense of physical entry onto property, contact or force, and therefore fell within the common law duty to prevent and detect crime, and corresponding common law power to take steps to prevent and detect crime. The court dismissed the claim that the generic legal framework (consisting of the common law, data protection and human rights legislation, codes of practice issued under legislation and the police's own local policies) was insufficient: The fact that a technology is new does not mean that it is outside the scope of existing regulation, or that it is always necessary to create a bespoke legal framework for it.

Regarding the substantive article 8 claims, the court held that use of AFR Locate by South Wales Police was not disproportionate by reference to Bank Mellat principles [4]; these were trials conducted for a limited time over a limited footprint; it sought individuals who were justifiably of interest to the police; nobody was wrongly arrested. The court drew attention to the purposes behind the deployment — public safety and detection of crime — and that 'CCTV alone could not have achieved these aims.' This view of proportionality, dismissing the claimant’s argument that use of AFR should be limited to the prevention or detection of 'serious crime', seems likely to have been influenced by the court's view of the intrusiveness of the technology as 'no more intrusive than the use of CCTV on the streets'. This view appears open to challenge, particularly bearing in mind that the court's own analysis of the interference with the claimant's Article 8 rights drew attention to the AFR-derived biometric data and (rather contradistinctly) that AFR 'goes much further than the simple taking of a photograph.' Furthermore, the test as to whether the interference was necessary requires a 'pressing social need', an interference proportionate to the aim pursued, and relevant and sufficient justification [5]. As Fussey and Murray point out, 'a measure may be necessary in a democratic society to justify some infringements of privacy but not for others. In the context of LFR, a number of factors are therefore relevant when considering necessity. These include the nature of the deployments, the interconnectedness of different facial recognition systems, any analysis performed, and the formulation of watchlists.' [6] It is arguable that, although the court considered the high level purposes behind the deployment, it paid insufficient attention to the specific activities and policing purposes underlying particular uses, and to the consequences of these, essential to a consideration of whether an interference is proportionate to the aim pursued.

In respect of data protection, the court agreed with the claimant that processing of his image by AFR Locate individualised him from others, therefore constituting processing of his personal data and so the data protection principles applied. Based on the proportionality determination however, the processing was held to be lawful and fair. The court also agreed that AFR Locate involved sensitive processing of the biometric data of members of the public; again, based on the proportionality assessment, the ‘strictly necessary’ and ‘substantial public interest’ requirements were held to be satisfied. To those who might regard this decision as giving the green light to more general use of AFR by the police, the court gave a note of caution: ‘there is a limit what can sensibly be said in respect of possible future use of AFR Locate. Questions of proportionality are generally fact sensitive.’ It is to this fact sensitive nature of particular deployments of AFR that we now turn. The South Wales police decision involved a trial of the technology, said by the police to be primarily for the purposes of the detecting and arrest of offenders, and so it did not pay particular attention to specific decision-making contexts in which AFR could be deployed and the need for robust frameworks to underpin such contexts. We consider two of these: a) use of AFR as a trigger for intervention short of arrest; b) use of AFR in an evidential context in criminal proceedings.

3. Use of AFR as a trigger for intervention short of arrest

Modern legal orders — including the Fourth Amendment in the USA and the Police and Criminal Evidence Act 1984 (PACE) and its accompanying Codes of Practice in England and Wales — are to a large extent reliant upon context-sensitive notions such as reasonableness. Police must demonstrate ‘reasonable grounds for believing’ and ‘reasonable grounds for suspecting’ on a number of occasions, and, in making this judgement, the officer will be
exercising professional discretion. It is a basic principle in the law of England and Wales that ordinary words such as ‘reasonable’ or ‘sure’, in the many contexts in which they appear, are to be left undefined, so as to enable decision-makers to draw upon their own experience of ordinary life [7].

It is increasingly likely that we will soon see in England and Wales police interventions, such as stop-and-search or arrest, based (partially, or contra legem: exclusively) upon live or after-the-event AFR matching. As regards stop-and-search powers under section 1 of PACE, PACE Code A emphasises the requirement for an objective basis for that suspicion based on facts, information and/or intelligence, and that personal factors can never support reasonable suspicion, unless information or intelligence provides a personal description [8]. In relation to arrest, section 24 of PACE also requires ‘reasonable’ grounds for the suspicion that the individual is about to commit, or has committed, an offence (although the South Wales Police pilot appeared to be operating in this context, this aspect was not discussed in the judgment).

AFR may on the face of it appear objective or even sufficient for further action, but this is belied by the probabilistic (i.e. general) nature of the output; the fact that manufacturers of AFR technology can set the default-threshold value for False Alarm Rates at will; or the fact that the end user is by design allowed to ‘change the threshold value to whatever they choose’. These rates represent the building in of certain values into the tool, for example the avoidance of false negatives, resulting therefore in an increase in false positives. Would the officer be justified in regarding the tool’s output as ‘objective’ in such circumstances?

The human in the loop — ‘the fact that human eye is used to ensure that an intervention is justified’ — was regarded by the court in the South Wales police case as an important safeguard. The potential for unnuanced statistical or computer-generated scores to be highly influential on human decision-makers is well-known [9], thus raising the risk that discretion could be fettered unlawfully [10]. How valid is that safeguard in circumstances when an officer on the ground is presented with a finding from AFR and requested to act on it, especially where decisions around the values built into the tool (and therefore the uncertainties) are made elsewhere? [11].

4. Use of AFR in an evidential context in criminal proceedings

Evidence is the admissible information with which disputed facts in a legal setting including the criminal process are proven. However, evidence, especially scientific/algorhmic evidence, does not equate to (adequate) proof in its own right and legal issues including questions about ordinary words cannot be answered by making recourse solely to inference and empirical observations. The prosecution must use all the evidence in combination to prove the case to the required standard of proof (being ‘sure’ in England and Wales) [12]. Outputs from AFR, as in the US Case of Lynch referred to above, could lead to the arrest and prosecution of a particular individual to the exclusion of others who may have been flagged or matched by the system with less certainty. What is more, there is no guarantee that the abovementioned industrial settings (values) shall reflect the institutional architecture of the criminal process including the overriding objectives of the latter, i.e. acquitting the innocent, convicting the guilty, especially the acceptable rate of errors/trade-off between these objectives. The renowned Blackstone-ratio and the dictum in In Re Winship, stressing the ‘fundamental value […] of our society that it is far worse to convict an innocent man than to let a guilty man go free’ [13], illustrate this point. In other words, in order to answer any practical question (arrest/not-arrest, conviction/acquittal etc), we need more than the available data we have (e.g. AFR output). The choice of any course of action will reflect value judgments made by human beings [14].

In the procedural context, we would argue that the means by which the identification took place must be disclosed to the defence, if Article 6 right to a fair trial is to be upheld, together with information regarding disregarded ‘matches’ and error rates and uncertainties of the system itself. Only then would the defence have the ability to effectively cross-examine the system via the expert witness, in the same way as they would cross-examine an eyewitness. The Strasbourg Court (Grand Chamber) regarded the ability to understand the verdict as ‘a vital safeguard against arbitrariness’ [15]. True, the Grand Chamber made clear that decision-makers have no duty to give reasons for decisions in order to comply with Art 6 of the Convention [16]. But to reiterate this, misses its target. Giving reasons for decisions is one thing. Having reasons for a decision is quite another.

5. Decision-making authority

Criminal courts have drawn attention many times in the past to the risk that scientific or algorithmic findings could usurp the role of the decision-maker in the legal proceedings. As Justice Scalia (SCOTUS) put it pithily: Statistical evidence ‘is worlds away from ‘significant proof’’ [17]. Given that individualisation, i.e. the decision that “the biometric data belong to this person to the exclusion of all others’ requires more than the data we can obtain from an AFR system, the question now is, who will make that decision. Legal orders have their own established routines for resolving factual disputes, a normatively structured decision-making process under uncertainty. A legal order does not only determine what types of behaviour are worthy of censoring and punishment; for it is more than a static set of substantive rules. A legal order regulates itself by conferring legal authority to certain individuals to make decisions, for instance to stop and search or to ascribe criminal liability.

In the province of law, only decisions issued by the competent authority are valid. Any other opinion as to the existence of an ultimate issue (such as the identity of the depicted person) is inadmissible; expert witnesses let alone algorithms are not authorised to make decisions. Given that simple real-life situations including face recognition (or cognition in general) are analytically intractable, we need a ‘human eye’ to decide whether an algorithmically generated match can be declared valid.

The court in the South Wales Police case stated that it was neither ‘necessary not practical’ for legislation to define precisely the circumstances in which AFR may be used. We would argue however for an urgent discussion into what (kind of) decisional framework or safeguards should be put in place for use of AFR as evidence or trigger for police intervention. Treating decisions about unique historical events as if they are indistinguishable from scientific/algorhmic findings does not bring real-life let alone legal problems to heel. It simply adds to the uncertainty. By focusing exclusively on epistemic considerations, we neglect structural features of any legal order which lay out who decides what under which circumstances by following a certain procedure.

Technological developments including AFR show no signs of abating and it is therefore of paramount importance to realise that practical contexts in general and policing or the criminal process in particular are normatively structured decision-making processes under uncertainty [18]. The complexity of the world—and the simple fact that the very effort to catalogue the combinatorial possibilities of all pertinent elements would strain even a supercomputer—[19] means that decision-making is computationally intractable. Each decision including facial recognition is premised on a ‘leap of faith’ rather than valid empirical data [20]. Discussion of the type and level of risks involved, i.e. the acceptable trade-off between different types of erroneous outcomes will also mean that the abovementioned ‘leap’ does not descend to an anything-
goes activity, and should be translated into clear codes of practice for specific decision-making contexts, subject to stringent oversight and regulation. We cannot allow police officers, the judge or the jury to be reduced to the long arm of the algorithm. The former have the decision-making prerogative whilst making judgments under uncertainty [21]. Their decisions may not ultimately be final; but only they can make these decisions.
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