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ABSTRACT

Many precious lives are lost world-wide due to road accidents. To counter this issue, the ultimate solution is Vehicular ad hoc networks (VANETs). Due to the high mobility of vehicles and varying network topology in VANETs, efficient communication among the vehicular nodes is of extreme importance. To enhance communication proficiency in VANETs, clustering is a renowned procedure. Therefore, a clustering algorithm based on Moth-Flame Optimization (MFO), titled AMONET, is projected which can effectively work in high mobility nodes scenario of VANETs. AMONET is based on bio inspired procedure and creates optimized clusters for reliable and efficient communication. Our algorithm is assessed experimentally with well-known procedures such as Ant Colony Optimization (ACO), Comprehensive Learning Particle Swarm Optimization (CLPSO) and Multi Objective Particle Swarm Optimization (MOPSO). Several experiments are conducted to measure the comparative efficiency of these procedures. The average cumulative results for all the grid sizes are 27.1% for AMONET while 36.3% for ACO, 54.9% for CLPSO and 58.7% for MOPSO. The results signify that AMONET produces near ideal results, covers the entire network and generates least number of clusters. It is an efficient technique to accomplish vehicular clustering with the purpose of improving the network’s overall performance and consequently reducing the routing cost of the vehicular network.
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I. INTRODUCTION

Accidents are one of the major reasons behind sudden deaths worldwide. The Global status report of 2018 on safety of roads [1], providing statistics of 180 countries, shows that the number of deaths due to road accidents globally, has soared to 1.35 million annually. The USA’s Fatality Analysis Reporting System (FARS) [2], indicates 35,092 people lost their lives due to 32,166 fatal automobile accidents in the United States only in 2015. National economies are massively affected by road accidents and crashes. These comprises of medical costs, damage to the property and cost on emergency/police services. The present traffic system has many problems. It has accident risks, problem of congestion. It is more time consuming to reach a specific destination and the travel cost is higher. So, to avoid all these issues, VANETs are the decisive solution. VANETs come in the scope of Intelligent Transportation Systems (ITS). Within the past few years VANETs are reasonably a vibrant area amongst researchers. Numerous research papers have been published having recommendations, plug-ins, theoretical evaluation of the concerns/problems involved, simulation outcomes and enhancements in order to improve current techniques and algorithms [3].
Nowadays automobiles are no more the conventional mechanical devices that we once recognized. Vehicles have got smart having numerous sensors that can measure diverse attributes. A smart vehicle will carry the desired gadgets on smart roads. A smart vehicle is depicted in Figure 1. It comprises of numerous sensors like forward and rear radar, and a Global Positioning System (GPS) An event data recorder (EDR) device also exists whose working is analogous to the airplane’s black box. Figure 2 presents a simple infrastructure of VANETs. In the coming years numerous innovative applications will emerge in VANETs which will support V2V and V2I communications. Numerous applications linked with safety of roads, traffic management and infotainment are the focal areas of research.

Scalability is a research field of noteworthy importance for network designers. New algorithms and procedures must be formulated which considers vehicle’s movement patterns. Vehicles can communicate with other vehicles and infrastructure to transfer information within a VANETs scenario.

Vehicles collect diverse kinds of information for instance traffic/road conditions and the information is transmitted to the desired units. However, it’s not a simple job to direct the information to the anticipated destination as the vehicles move in high speed and may travel in opposite directions. Clustering/platooning of vehicles is an ultimate answer to tackle this problem.

Vehicular clustering is the core interest of this research work. Clusters are produced by grouping the nodes that are present in a similar geographical neighborhood. The network become more scalable [4], [5]. Numerous clustering techniques are present in literature [6], [7]. One of the fundamental objectives of a clustering algorithm is the stability of the clustering algorithm. The maintenance cost of cluster is very high, so forming stable clusters is exceptionally important. Cluster stability can be achieved if cluster head (CH) changes are rare or occasional [8]. Therefore, selecting the most appropriate node as the CH can ensure a stable cluster. Different procedures have different solutions as the
Cluster's size depends on the transmission range of the nodes. Similarly, cluster nodes change their CH with the passage of time, as vehicles move along on the road. Minimizing this switching ensures formation of stable clusters [9].

The criteria for a node to be included in a specific cluster depends on typically three important factors namely the speed, the direction and the distance [10]. Routing in vehicles based on clusters is depicted in Figure 3. Clustering of vehicle is a continuous problem and must be solved accordingly. It has been experimentally proved that evolutionary algorithms are efficient in solving continuous problems [11], therefore a method is anticipated for improving the vehicular clustering issue in VANETs. Clustering is an NP hard problem [12], and these techniques have been applied to search near-optimal solutions. Our research work took inspiration from this. Here Moth Flame Optimization (MFO) algorithm, which is an evolutionary procedure, is utilized to accomplish clustering in VANETs.

Evolutionary algorithms offer suitable estimated clarifications to problems which are not easily determined by other approaches. Evolutionary algorithms exhibit very effective results for optimization problems [13]. To ascertain a precise answer exhaustive computation are typically made. In such problems it is not compulsory to find the ideal answer rather sometimes a near-optimal result is acceptable. Evolutionary techniques are fruitful in situations like these. MFO is a bio-inspired optimization procedure which is utilized to handle complex optimization problems. Clustering is regarded as an optimization problem so MFO algorithm is much suitable for it. Consequently, it becomes the inspiration of this work where a novel bio-inspired procedure for clustering of vehicle is projected. The algorithm is based on transverse orientation, the navigating procedure of moths in nature. The procedure has been applied with respect to a highway model. Numerous parameters are considered for instance the transmission range, the vehicle's direction and speed, the number of nodes in a network and the grid size. For an improved analysis, the simulation results are exhibited graphically and evaluated with other renowned meta-heuristics procedures. The average cumulative results for all the grid sizes are 27.1% for AMONET while 36.3% for ACO, 54.9% for CLPSO and 58.7% for MOPSO. The results specify that our algorithm produces near optimum results and helps in generating clusters in VANETs efficiently. The rest of the paper is organized as following:

Section 2 clarifies the key concepts of VANETs and presents some of the related research work. It tries to justify the usage of an evolutionary algorithm to resolve a multi objective problem of clustering of vehicles in VANETs. Section 3 presents the research vision and proposes our algorithm. The experimental arrangement and results are described in detail in section 4. Eventually, section 5 concludes this paper and provides some guidelines for future analysis.

II. RELATED WORK

In ad hoc networks the group of nodes are connected for temporary communication. Vehicular ad hoc networks (VANETs) are a type of ad hoc network, where nodes (vehicles) are connected with each other without a fixed hardware infrastructure. The nodes are connected wirelessly and the topology changes instantly and arbitrarily. These kinds of networks might function in a standalone manner or they may be linked to a broader network. It is a distributed and a decentralized sort of wireless network. In wired networks, routers are used to set up the network. Similarly access points are employed in wireless networks. However, there is no pre-existing infrastructure in these networks, as every node communicate with each other and contributes in routing. Thus, communication is of extreme importance in ad hoc networks. The usage of numerous access technologies that assist V2V and V2I communication is recommended.
in literature. WiFi and WiMAX (Worldwide Interoperability for Microwave Access) technologies are proposed in [14] and ZigBee and WiFi as access technologies in [15] while some have proposed Wireless Access for Vehicular Environments (WAVE) standard [16]. VANETs are foreseen by the automotive business as one of the most vital upcoming technologies. It can sustain a huge number of applications comprising of traffic management, safety and infotainment. VANETs growth will rise in the future and it is currently considered a critical research area [17].

One of the core concerns in VANETs is to transfer information from one vehicle to another efficiently, reliably and without any delay. As vehicles move at a great pace in VANETs, the network topology is ever changing, producing brief connection between the vehicles [18]. The task of transferring data becomes tremendously challenging [19]. To tackle all these issues and create a reliable and efficient network, vehicles are grouped into clusters. Clustering creates dispersed structure of categorized network arrangements by grouping nodes with each other centered on relative velocity and co-related spatial distribution. The reliability and scalability in VANETs are improved by clustering [20]. Besides enhancing routing of vehicles, the clusters assist in an accident situation or can also support in information propagation and entertainment applications.

There are numerous clustering techniques in literature. A file transfer method for VANETs based on clusters is presented in [21]. A vibrant multi clustering scheme is recommended in [22]. It adjusts to the subtleties of the cluster when traffic disruption occurs. All the vehicles are clustered as a central solitary cluster in a tiered scheme. However, it was found that the present vehicle disturbance adaptive method offers a low quality of service with a sole cluster of vehicles. Patel et al. [23] has presented certain routing protocols and their pros and cons. A clustering algorithm using agent technology is anticipated in [5]. The main objective is to define the properties of the agent. The vehicles having similar context information are clustered together. A dynamic on-demand algorithm for routing using ant colony optimization is projected in [24]. In literature several VANETs routing protocols are found [23], [25]. For efficient networking in VANETs there should be reduced number of CHs and lifetime of clusters should be longer.

Most of the algorithms were modelled mathematically before the emergence of heuristic optimization algorithms. These mathematical optimization approaches have a severe problem of local optima stagnation [26]. Therefore, these methods are not helpful in solving real world problems. Swarm intelligence procedures are founded on the collection of animals such as birds, ants, moths known as a swarm. The individual agents in a swarm have a self-organized behavior and follow the local rules, regardless to the global pattern, ultimately accomplish collective intelligence termed as swarm intelligence. This makes them very attractive in solving a problem. SI algorithms for instance bee-inspired algorithms, ACO, particle swarm, cuckoo search and several others are recognized as efficient algorithms to tackle hard optimization problems in static scenarios [27].

In this research work, MFO is compared with PSO, MOPSO and ACO. PSO is a swarm-based procedure which is inspired by birds’ movement. Each bird navigates in correspondence with the local and global best thereby converging to a near optimal position. The individuals apart from retaining their own best position also consider the other bird’s position. If it finds that the other bird’s position is better than its own, the adaptive change will occur. MOPSO is a modification in PSO. Here, the problem is dependent on more than two conflicting objectives. The number of objective functions is minimized or maximized concurrently. Those solutions are considered the best which deals with these conflicting objectives effectively. Ant colony optimization (ACO), is a swarm-based technique. It is based on the movement of ants and the pheromone (a chemical substance) trail. The ants which are following are being guided to follow the direction using pheromone. The concentration of pheromone decides the path for the later ants thus achieving indirect communication between the ants. These techniques have been widely used for solving complex optimization problems [28], [29].

MFO is a nature-inspired optimization procedure which is utilized to tackle complicated optimization problems [30], [31]. It is motivated by the navigation method of moths termed as transverse orientation, an efficient movement technique. A moth flies by keeping a fixed angle in relation with the moon thereby ensuring a straight-line movement in lengthy expanses. MFO has been employed to solve numerous problems in literature. It is a highly effective method in solving optimization problems [32], [33]. It proved to be an efficient technique to train the multi-layer perceptron [34]. It has achieved flourishing results in medical diagnosis [35], [36]. Similarly, MFO has been implemented in image segmentation yielding positive results [37]. Consequently, this becomes the inspiration of this research work where we employed MFO based algorithm named AMONET to solve the vehicular clustering problem in VANETs.

III. PROPOSED METHODOLOGY

The No Free Lunch (NFL) theorem [38] declares that not a single technique can handle all kinds of optimization problems simultaneously. Therefore, an optimizer may accomplish decent results in a scenario while may fail in another. Accordingly, new optimizers may accomplish better results than the existing optimizers in each set of problems. This becomes the motivation of our work. This research work presents AMONET, a novel approach for realizing efficient clustering in VANETs by utilizing Moth Flame Optimization (MFO) algorithm.

A. MOTH FLAME OPTIMIZATION (MFO) ALGORITHM

MFO algorithm is based on moth’s movement. Moths are bugs quite like butterflies. In excess of 160,000 various types of moths exist. Moths can travel at night by flying in accordance with the position of the moon by using an
analogous angle, a movement termed as transverse orientation. The method helps in travelling in straight and long path [39]. Transverse orientation is effective, yet it is commonly observed that moths move around man-made lights in a spiral manner. They are misled by these artificial lights. Transverse orientation is an efficient movement approach if the light source is distant but is inefficient if the light source is nearby. Whenever a moth notices a man-made source of light, it attempts to maintain a similar angle with it to fly in a straight trail. However, this light source is extremely close comparing with the moon, maintaining a similar angle causes a moth to fly spirally, which eventually becomes lethal for it. This movement pattern can help in optimization. MFO is a population-based procedure and has been effectively applied to solve complex optimization problems [40]. Additionally, MFO avoids local optima stagnation and has very high diversification [41], [42].

In this procedure, the candidate solutions are the moths and the moth’s position in space are considered the variables of the problem. The movement of a moth can be 1D, 2D, 3D or hyper dimensional. The matrix M shows the set of moths which is depicted as:

\[
M = \begin{pmatrix}
    m_{1,1} & m_{1,2} & m_{1,3} & \cdots & m_{1,d} \\
    m_{2,1} & m_{2,2} & m_{2,3} & \cdots & m_{2,d} \\
    : & : & : & \cdots & : \\
    m_{n,1} & m_{n,2} & m_{n,3} & \cdots & m_{n,d}
\end{pmatrix}
\]  

(1)

Here n implies the number of moths and the number of dimensions (variables) is represented by d.

An array OM is created where the resulting fitness values for all the moths are saved, shown as:

\[
OM = \begin{bmatrix}
    OM_1 \\
    OM_2 \\
    : \\
    OM_n
\end{bmatrix}
\]  

(2)

It is important to notice from the equations that the fitness function yields the fitness values for each moth. OM for instance in the matrix OM represents the fitness value for the first moth and so on.

Flames are the other key component in this procedure. A flame matrix which is similar to the moth’s matrix is shown below:

\[
F = \begin{pmatrix}
    F_{1,1} & F_{1,2} & F_{1,3} & \cdots & F_{1,d} \\
    F_{2,1} & F_{2,2} & F_{2,3} & \cdots & F_{2,d} \\
    : & : & : & \cdots & : \\
    F_{n,1} & F_{n,2} & F_{n,3} & \cdots & F_{n,d}
\end{pmatrix}
\]  

(3)

In this matrix, n represents the number of moths while d symbolizes the number of dimensions (variables).

Consequently, an array OF shows each flame’s fitness value:

\[
OF = \begin{bmatrix}
    OF_1 \\
    OF_2 \\
    : \\
    OF_n
\end{bmatrix}
\]  

(4)

It is noteworthy to mention here that the moths and the flames both are regarded as solutions. Both are updated and treated differently in every iteration. Moths are regarded as the real search agents that fly in the search space, while the finest spot of moths attained thus far are represented by the flames. Put it in other way, the flames are regarded as pins or flags which are released by the moths while looking through the search space. Consequently, every moth explores nearby a flame (flag) and revises it whenever it finds a superior solution. A moth will not miss its best solution by applying this procedure.

B. METHODOLOGY

The general steps of our algorithm are shown in Figure 4. In the first step, the vehicles are initialized in the grid. The next step shows the mechanism of our proposed algorithm. In this step, all the basic tasks, for instance, creation of cluster matrix and objective matrix and fitness calculation of the candidate solution is performed. The calculation is extensively carried out to retrieve the optimal solution. The final step depicts the creation of cluster. The general block diagram of our algorithm is depicted in Figure 5. The procedure is started by initializing the agents, creating cluster matrix and creating objective matrix which defines the parameters. If the maximum iterations are not reached, the fitness of the search agent is calculated. Then the calculated fitness values are sorted and the whole population is sorted regarding the fitness values. In the next step, the best agent position is updated. This technique is executed till the maximum number of iterations are attained. Consequently, the best solution having the optimum number of clusters is achieved.

C. PSEUDO CODE

The stepwise function of our anticipated procedure is presented next. A pseudo code for AMONET is illustrated in Table 1.

The algorithm initializes by randomly positioning vehicles in a grid, with certain speed and directions. The vehicles are assigned ID’s and Euclidian distance is computed among all of them to form a complete distance matrix of the entire network.

The position of moths assists in creating the search space. Formation of search space rely on some constraints for instance; dimensions, lower and upper bounds. Subsequently, the fitness of moths is calculated by using the moth’s position in the search space. The fitness values are evaluated with the preceding iteration to form an organized matrix in ascending order of fitness values. This fitness matrix identified the lower fitness value of the moth. Hence, the fitness values and the
moth position are used to obtain the best flame score. This helps us to update the value of moth position accordingly. A linearly decreasing factor ‘a’ is employed to converge towards the solution. The range of ‘a’ is \([-2, -1]\), lowest the value of ‘a’ means better the chance to converge earlier. Lastly, the algorithm terminates if the maximum iterations...
TABLE 1. Pseudo code.

| Step | Description |
|------|-------------|
| 1.   | Set the position of all the vehicles arbitrarily on the road. |
| 2.   | Randomly initialize the direction of vehicles. |
| 3.   | Initialize the vehicle’s speed/velocity. |
| 4.   | Generate a mesh topology between the vehicles while each vertex will depict a vehicle ID. |
| 5.   | Calculate and normalize the distance between the vehicles. Then assign the distance values to the equivalent edges accordingly. |
| 6.   | Initialize each moth’s position to create a search space. |
|      | FOR each search agent |
|      | FOR each dimension |
|      | Update the position of moths according to the upper and lower bounds of the moths to create a search space |
|      | END FOR |
|      | END FOR |
| 7.   | Initialize Number of Clusters to zero |
|      | Initialize Cluster Fitness to infinity |
|      | Initialize Number of nodes to zero |
|      | WHILE Iteration is less than or equal to maximum iteration or StallIteration is less than 15 |
|      | FOR each moth in a swarm |
|      | Calculate the fitness of moths using the fitness function |
|      | WHILE Nodes for Clustering is not equal to zero |
|      | Calculate the fitness of cluster using the fitness function |
|      | IF fitness of cluster is better than best solution thus far |
|      | THEN assign fitness of cluster to the best solution |
|      | END IF |
|      | END WHILE |
|      | END FOR |
| 8.   | Sort the moth’s fitness and the complete population with respect to fitness values. |
| 9.   | Update the best flame position according to the sorted fitness values of flames obtained thus far. |
| 10.  | Update the moth’s position in accordance with its corresponding flame. |
|      | FOR each search agent |
|      | FOR each dimension |
|      | Calculate the distance of Moth from Flame |
|      | Update the moth’s position |
|      | END FOR |
|      | END FOR |
| 11.  | IF Convergence of current Iteration is identical to Convergence of previous Iteration |
|      | THEN INCREMENT StallIteration |
|      | ELSE |
|      | Set StallIteration to zero |
|      | END IF |
| 12.  | INCREMENT Iteration |
| 13.  | END WHILE |
|      | Assign best solution to the number of clusters |

have been reached or the result of previous 15 iterations is same. This helps in minimizing the randomness in the results and the algorithm converges effectively. Consequently, the convergence leads us towards the number of clusters required based on different parameters to form a robust communication network.

D. FITNESS FUNCTION

The anticipated algorithm AMONET, can be adopted for multi objective optimization, where weights can be assigned to each objective according to the conditions preferred by user. The Fitness function can be derived as:

\[ F_n = (F_1 \ast W1) + (F_2 \ast W2) \]  \hspace{1cm} (5)

In this equation, W1 and W2 are the weights of the objective functions F1 and F2 respectively. Both the weights have been assigned similar value i.e., 0.5, however these values can be modified in accordance with the user’s preference.

F1 function represents the delta difference of the clusters in n (total number of clusters). The delta difference can be
calculated as:

$$F_1 = \sum_{i=1}^{n} \text{abs}(\text{DeltaDegree} - |CN_i|)$$  \hspace{1cm} (6)

The DeltaDegree depicts the ideal degree of cluster density as specified by the user. For dense clusters, this value will be higher while it will be less for sparse clusters. The total number of vehicles in cluster $i$ is represented by $CN_i$. The lower value of $F_1$ means the clusters have been generated almost optimally according to the user’s specifications.

$F_2$ function represents the sum of distance of all CHs from their cluster nodes. The distance can be calculated as:

$$d_{CH_i} = \sum_{j=1}^{|CN_i|} ED(CH_i, CN_{j,i})$$  \hspace{1cm} (7)

Here ED stands for Euclidean distance, the position of the $i^{th}$ cluster head is shown as $CH_i$ while the position of $j^{th}$ cluster node in cluster $i$ is indicated as $CN_{j,i}$. The sum of all these distances represents the function $F_2$:

$$F_2 = \sum_{i=1}^{n} d_{CH_i}$$  \hspace{1cm} (8)

Here again $n$ denotes the total number of clusters. The lower value of $F_2$ function is desirable. As lower value would mean the CH and the cluster node are nearer to each other, thus requiring low energy for transmission of data. More objective functions can be added to calculate the fitness function and also by varying the weights in accordance with the user’s requirements.

### E. COMPUTATIONAL COMPLEXITY

Computational complexity is one of the most vital features to evaluate an algorithm’s efficiency. The MFO algorithm’s computational complexity is defined by considering some vital factors for instance the total number of moths, variables, maximum iterations and flames ordering procedure in every iteration. As Quicksort procedure is applied here, the sort is of $O(n \log n)$ for the best case while for the worst case the sort is of $O(n^2)$. The overall computational complexity of the $P$ function (main function) of the algorithm, is formulated as following:

$$O(\text{MFO}) = O(t(t(\text{Quick sort}) + O(\text{position update})))$$

$$O(\text{MFO}) = O(t(n^2 + n^d))$$

$$O(\text{MFO}) = O(tn^2 + tnd)$$  \hspace{1cm} (9)

In this equation, the number of moths is symbolized by $n$, $t$ shows the maximum number of iterations and the symbol $d$ represents the number of variables.

An optimal number of clusters in a VANET set-up indicates the stability and efficiency of a network as the network resources are effectively utilized. AMONET optimizes the number of clusters in the network owing to the evolutionary proficiency of MFO which empowers it to select the optimum number of solutions as it is competent and suitable for discrete and continuous variable problems.

### IV. EXPERIMENTATIONS AND RESULTS

#### A. IMPLEMENTATION

The experimental arrangement along with the results are depicted in this section. The results of our anticipated algorithm are comparatively analyzed with three renowned algorithms, specifically MOPSO [43], CACONET [44] and CLPSO [45]. The experimentation proves that our algorithm generates smaller number of clusters in comparison to other techniques mentioned above. Consequently, it helps in curtailing the number of hops and message delivery rates. An efficient network is conceivable by reducing network routing cost.

#### B. EXPERIMENTAL SETUP

The experiments have been achieved on four dimensions of road sections i.e., 1km$^2$ to 4km$^2$. The transmission range of the vehicles is adjusted from 100m to 600m and the nodes are modified from 30 to 60. The movement of vehicles is along the X-axis in both directions like a highway scenario. The simulation factors have been set analogous for all the algorithms as shown in Table 2.

#### C. CLUSTERS GENERATED WITH RESPECT TO GRID SIZE

The clusters are generated in this section, with respect to varying grid sizes keeping number of nodes and the transmission range static. The size of the network is altered from 1000 m$^2$ to 4000 m$^2$. The nodes are kept static at 30, 40, 50 and 60 for Figure 6 to Figure 9 respectively.

In Figure 6 (A), 30 nodes are considered, and the transmission range is also kept static at 300m. The clusters required to incorporate the complete network increases with the expansion of the network. It can be observed in Figure 6 (A) to (D), the clusters required to cover the network minimizes because of the increase in the transmission range. The results show that our algorithm, AMONET is performing the best.

The clusters are created in Figure 7 with respect to varying grid size. The nodes are taken as 40 whereas the transmission range is also kept static at 300m for (A), 400m for (B), 500m for (C) and 600m for (D). Even though MOPSO provides multiple answers to the problem, yet the results are not suitable in comparison with AMONET. There are some rare instances where CACONET, the algorithm based on ACO, performs better than our algorithm. This is due to the random nature of the algorithm. Nevertheless, our algorithm illustrates the best results in general. Now in Figure 8 the experimentations have been carried out keeping the nodes to 50 and the size of network is modified from 1km x 1km to 4km x 4km. One can observe from these experiments that as the number of nodes are increased, more clusters are generated. Conversely, the increase in transmission range lowers the clusters generated. Another noticeable point is that with the increase in network size, more clusters are generated to cover the entire network.

Lastly, in Figure 9, the clusters are created with respect to varying grid size. The nodes are fixed to 60 whereas the
transmission range is also kept static at 300m for (A), 400m for (B), 500m for (C) and 600m for (D). It is apparent from these set of experiments that the performance of our algorithm is quite efficient comparatively.

### D. PERCENTAGE OF CLUSTER HEADS SELECTION

The efficiency of a clustering algorithm is validated if it has lower percentage of cluster heads and higher ratio of cluster members. From Figure 10 to Figure 13, the percentage of nodes designated as CHs for MOPSO, CLPSO, AMONET (MFO) and CACONET are displayed for all the grid sizes from 1km$^2$ to 4km$^2$. These values are generated for all the transmission ranges from 100m to 600m and number of nodes from 30 to 60. For the grid size 1 km$^2$, our algorithm takes 13.1% of the nodes as cluster heads on average while this ratio is higher for other algorithms than our approach.

Conversely speaking, our algorithm considers 86.9% of the nodes as simple cluster members which shows its efficiency. In Figure 11, the size of the network is increased to 2km$^2$. The percentage of nodes chosen as CHs for all the four algorithms is exhibited graphically. The average value is calculated for the nodes in the range from 30 to 60 and for all the transmission ranges from 100m to 600m. CAMONET takes 24.5% of the nodes as cluster heads. While the other three algorithms CLPSO, MOPSO and CACONET considers 50, 55 and 31.1 percent of the nodes as CHs respectively. The ratio of non-cluster heads produced is high for CAMONET which is around 75.5% while the other algorithms have 50%, 45% and 68.9% respectively.

Now in Figure 12, the corresponding average percentage values are displayed which validates the effectiveness of our approach. One can notice that these values are higher than the previous two instances where the size of network was
small compared to this grid size. The rationale behind this is relatively simple, more clusters will be created if the size of the network is expanded.

Finally, the network size is expanded to 4km$^2$. AMONET is considering 37.5% of nodes as cluster heads while 62.5% are taken as cluster members. These values are undoubtedly the best in comparison with other algorithms in discussion. This validates that our algorithm requires a smaller number of CHs to achieve the communication in the network.
FIGURE 8. Clusters generated with respect to grid size. Transmission range: 300 to 600 m. Nodes = 50.

FIGURE 9. Clusters generated with respect to grid size. Transmission range: 300 to 600 m. Nodes = 60.
To clarify the results, Table 3 to Table 6 depicts the complete results of the experimentation. Table 3 represents the clusters generated by modifying the transmission range and the number of nodes whereas the grid size is kept fixed at 1km x 1km. The transmission range has been modified from 100m to 600m, while the nodes are increased from
FIGURE 12. Average cluster heads in percentage. Grid size = 3 km².

FIGURE 13. Average cluster heads in percentage. Grid size = 4 km².

AMONET generates multiple solutions but to simplify the table, we have considered single output for it. Here it can be observed that AMONET is producing the best results. If we examine Table 3 thoroughly, it is apparent that as the range of transmission increases, the clusters required to cover the entire network reduces. The rationale for this inverse relationship is that as the range of transmission increases, more vehicles are included in the transmission range.
range of a specific vehicle, thus lower number of clusters are generated.

Table 4 provides the detailed results for all algorithms by varying the quantity of vehicles and the transmission capabilities of these vehicles. The network size is kept static at 2km x 2km. The results can be viewed in detail where it is apparent that AMONET is generating the ideal number of clusters. The power of our algorithm can further be validated that it produces the best results for all the values of transmission ranges or number of vehicles. There are rare instances, where the results of CACONET are better than our technique. This is due to the random nature of the algorithm.

The complete results for the grid size of 3km² is presented in Table 5. One can notice that the network size has increased so has the number of clusters. This confirms the direct relationship of network size with the number of clusters needed to encompass the complete network. Similarly, more clusters are generated if the nodes are increased. This is understandable as the vehicles are increased in number and placed at arbitrary positions, it will require more clusters to cover the complete network efficiently. The results provided in Table 5 validates the effectiveness of our anticipated procedure.

Table 6 is provided to further clarify the results of Figure 6 to Figure 9. The results are attained by keeping the grid size...
TABLE 5. Clusters generated by modifying transmission range and nodes. Grid size: 3km$^2$.

| Grid Size 3km$^2$ | AMONET | CLPSO | MOPSO | CACONET |
|-------------------|--------|-------|-------|---------|
| Nodes             | 30     | 40    | 50    | 60      | 30     | 40    | 50    | 60      | 30     | 40    | 50    | 60      |
| 100               | 14     | 22    | 25    | 30      | 14     | 22    | 25    | 30      | 24     | 32    | 38    | 47      |
| 150               | 13     | 19    | 25    | 28      | 29     | 36    | 47    | 53      | 20     | 29    | 39    | 48      |
| 200               | 13     | 19    | 22    | 26      | 28     | 33    | 42    | 49      | 29     | 37    | 44    | 49      |
| 250               | 12     | 16    | 18    | 22      | 26     | 33    | 37    | 44      | 28     | 33    | 39    | 45      |
| 300               | 12     | 16    | 17    | 21      | 23     | 30    | 35    | 40      | 26     | 31    | 35    | 40      |
| 350               | 12     | 12    | 15    | 19      | 22     | 27    | 33    | 35      | 25     | 28    | 32    | 35      |
| 400               | 11     | 11    | 12    | 17      | 21     | 24    | 28    | 31      | 24     | 26    | 29    | 32      |
| 450               | 10     | 10    | 10    | 15      | 20     | 22    | 23    | 27      | 22     | 23    | 26    | 28      |
| 500               | 10     | 10    | 9     | 15      | 18     | 21    | 21    | 25      | 20     | 21    | 24    | 26      |
| 550               | 10     | 9     | 8     | 12      | 16     | 19    | 19    | 22      | 19     | 20    | 22    | 23      |
| 600               | 8      | 8     | 7     | 10      | 15     | 19    | 18    | 20      | 18     | 19    | 20    | 21      |

TABLE 6. Clusters generated by modifying transmission range and nodes. Grid size: 4km$^2$.

| Grid Size 4km$^2$ | AMONET | CLPSO | MOPSO | CACONET |
|-------------------|--------|-------|-------|---------|
| Nodes             | 30     | 40    | 50    | 60      | 30     | 40    | 50    | 60      | 30     | 40    | 50    | 60      |
| 100               | 15     | 21    | 24    | 30      | 30     | 40    | 50    | 59      | 30     | 40    | 50    | 60      |
| 150               | 14     | 18    | 24    | 30      | 29     | 39    | 48    | 57      | 30     | 40    | 50    | 59      |
| 200               | 14     | 17    | 24    | 29      | 29     | 38    | 45    | 54      | 30     | 38    | 48    | 56      |
| 250               | 12     | 17    | 21    | 26      | 27     | 36    | 42    | 49      | 29     | 38    | 45    | 53      |
| 300               | 11     | 16    | 21    | 24      | 27     | 33    | 39    | 45      | 28     | 35    | 39    | 48      |
| 350               | 11     | 15    | 16    | 21      | 25     | 31    | 36    | 41      | 26     | 33    | 33    | 43      |
| 400               | 11     | 15    | 16    | 21      | 23     | 29    | 33    | 38      | 24     | 31    | 30    | 40      |
| 450               | 11     | 15    | 14    | 19      | 22     | 27    | 31    | 34      | 24     | 29    | 28    | 37      |
| 500               | 11     | 14    | 13    | 18      | 21     | 25    | 28    | 31      | 23     | 26    | 26    | 35      |
| 550               | 9      | 11    | 13    | 15      | 20     | 24    | 25    | 28      | 22     | 25    | 24    | 30      |
| 600               | 8      | 11    | 13    | 13      | 19     | 22    | 24    | 27      | 21     | 22    | 23    | 28      |

fixed at 4km x 4km but modifying the number of nodes and the transmission range for all the algorithms. The network size has become very huge, yet the results of our technique are superior than the other procedures. One can notice more clusters are created here in the grid size of 4km$^2$ owing to the huge network size.

It is apparent from these results that clusters are reduced drastically by boosting the transmission range, while number of clusters increases if the grid size is increased. Consequently, the number of clusters essential in a network are directly linked to the total grid size. In contrast, it is inversely proportional to the transmission range. Another notable fact to consider here is that as the nodes are increased, more clusters are required to cover the network showing a direct connection between the number of nodes and the clusters being generated. From the above discussion, the following equations can be derived.

\[ X \propto G_s \]  \hspace{1cm} (10)
\[ X \propto \frac{1}{T_r} \]  \hspace{1cm} (11)
\[ X \propto N \]  \hspace{1cm} (12)

In these equations, number of clusters is depicted by \( X \); the grid size is represented by \( G_s \), \( T_r \) represents the transmission range and \( N \) signifies the number of nodes.
Equation (10) implies that increasing the grid size (from 1km² to 4km² in our experiments) will gradually yield more clusters as the overall area has increased enormously. So, to incorporate the complete area, more clusters will be required to cover all the nodes present in the scenario.

Equation (11) in contrast, suggests that if the transmission range is increased (100m to 600m in our experiments), fewer clusters are formed. A logical reason for this is that a vehicle can communicate with more vehicles if it has higher transmission range. It will require smaller number of clusters to encompass the complete network. Conversely, if the transmission range is low, it will not be able to cover those vehicles which are outside its range, hence more clusters will be required to efficiently connect the communication network.

Equation (12) proves that more clusters are generated if the total number of nodes is increased showing the direct relationship between them. This is due to the fact that more clusters will be required to incorporate the increasing number of vehicles. So, it can be concluded that in urban areas, more clusters would be needed while in rural area, where the traffic density is low, a smaller number of clusters will accomplish the job effectively. All the above results demonstrate that the projected clustering algorithm is efficient and adaptable in comparison with different approaches in a VANET scenario. The performance of the proposed method is better than other algorithms in comparison since the diversification of MFO algorithm is very high and it avoids local optima quite efficiently.

V. CONCLUSION AND FUTURE WORK
This paper proposed AMONET, a clustering algorithm founded on Moth-Flame Optimization (MFO) for VANETs. The experimental results are compared with other eminent procedures i.e., CLPSO, MOPSO and CACONET. Due to the evolutionary capability of our procedure, better search spaces are explored, and it creates optimal number of clusters. The results illustrate the efficiency of the procedure which makes it the best amongst the procedures discussed. Smaller number of clusters ensures reduced packet delays and the number of hops is also diminished. As a result, a proficient vehicular network based on clusters can be envisioned. This technique will improve the complete performance of the network by optimizing the clusters and increasing the lifetime of clusters. To extend this work in the future some guidelines are described here. Owing to the high mobility feature, the network shape or topology is ever changing in VANETs. Therefore, re-affiliation frequency of node can be calculated. If several nodes move along and leave a specific cluster, there must be a mechanism to recall the algorithm and re-generate the clusters so that optimal performance can be accomplished. Recalling the clustering algorithm can be one of the vital future lines of action which ensures an efficient vehicular network. To present a vigorous environment, the range of transmission and the total number of nodes can be changed dynamically. The experiments can be carried out using other new evolutionary algorithms such as Grasshopper Optimization Algorithm (GOA), Whale Optimization Algorithm (WOA) or Dragonfly Algorithm (DA) to achieve optimal results.
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