We give an overview of recent advances on the graph isomorphism problem. Our main focus will be on Babai’s quasi-polynomial time isomorphism test and subsequent developments that led to the design of isomorphism algorithms with a quasi-polynomial parameterized running time of the from $n^{\text{polylog}(k)}$, where $k$ is a graph parameter such as the maximum degree. A second focus will be the combinatorial Weisfeiler-Leman algorithm.

1 Introduction

Determining the computational complexity of the Graph Isomorphism Problem (GI) is regarded a major open problem in computer science. Already stated as an open problem in Karp’s seminal paper on the NP-completeness of combinatorial problems in 1972 [48], GI remains one of the few natural problems in NP that is neither known to be NP-complete nor known to be polynomial-time solvable. In a breakthrough five years ago, Babai [6] proved that GI is solvable in quasi-polynomial time $n^{\text{polylog}(n)} := n^{(\log n)^{O(1)}}$, where $n$ denotes the number of vertices of the input graphs. This was the first improvement on the worst-case running time of a general graph isomorphism algorithm over the $2^{O(\sqrt{n \log n})}$ bound established by Luks in 1983 (see [9]).

Research on GI as a computational problem can be traced back to work on chemical information systems in the 1950s (e.g. [73]). The first papers in the computer science literature, proposing various heuristic approaches, appeared in the 1960s (e.g. [79]). An early breakthrough was Hopcroft and Tarjan’s $O(n \log n)$ isomorphism test for planar graphs [45]. Isomorphism algorithms for specific graph classes have been an active research strand ever since (e.g. [28, 36, 54, 58, 63, 72]).

Significant progress on GI was made in the early 1980s when Babai and Luks introduced non-trivial group-theoretic methods to the field [4, 10, 58]. In particular, Luks [58] introduced a general divide-and-conquer framework based on the structure of the permutation groups involved. It is the basis for most subsequent developments. Luks used it to design an isomorphism test running in time $n^{O(d)}$, where $d$ is the maximum degree of the input graphs. The divide-and-conquer framework is also the foundation of Babai’s quasi-polynomial time algorithm. Primitive permutation groups constitute the difficult bottleneck of Luks’s strategy. Even though we know a lot about the structure of primitive permutation groups (going back to [17] and the classification of finite simple groups), for a long time it was not clear how we can exploit this structure algorithmically. It required several groundbreaking ideas by Babai, both on the combinatorial and the group-theoretic side, to obtain a quasi-polynomial time algorithm. Starting from Luks’s
divide-and-conquer framework, we will describe the group-theoretic approach and (some of) Babai’s new techniques in Section 4.

In subsequent work, jointly with our close collaborators Pascal Schweitzer and Daniel Wiebking, we have designed a number of quasi-polynomial parameterized algorithms where we confine the poly-logarithmic factor in the exponent to some parameter that can be much smaller than the number \( n \) of vertices of the input graph. The first result \([38]\) in this direction was an isomorphism test running in time \( n^{\text{polylog}(d)} \) which improves both Luks’s and Babai’s results (recall that \( d \) denotes the maximum degree of the input graph). After similar quasi-polynomial algorithms parameterized by tree width \([61]\) and genus \([68]\), the work culminated in an isomorphism test running in time \( n^{\text{polylog}(k)} \) for graphs excluding some \( k \)-vertex graph as a minor. In Section 5 we will present these results in a unified framework that is based on a new combinatorial closure operator and the notion of \( t \)-CR-bounded graphs, introduced by the second author in \([68]\) (some ideas can be traced back as far as \([61, 71]\)).

The combinatorial algorithm underlying this approach is a very simple partition refinement algorithm known as the Color Refinement algorithm (first proposed in \([65]\)), which is also an important subroutine of all practical graph isomorphism algorithms. The Color Refinement algorithm can be viewed as the 1-dimensional version of a powerful combinatorial algorithm known as the Weisfeiler-Leman algorithm (going back to \([80]\)). The strength of the Weisfeiler-Leman algorithm and its multiple, sometimes surprising connections with other areas, have been a recently very active research direction that we survey in Section 3.

It is not the purpose of this paper to cover all aspects of GI. In fact, there are many research strands that we completely ignore, most notably the work on practical isomorphism algorithms. Instead we want to give the reader at least an impression of the recent technical developments that were initiated by Babai’s breakthrough. For a broader and much less technical survey, we refer the reader to \([12]\).

2 Preliminaries

Let us review some basic notation. By \( \mathbb{N} \), we denote the natural numbers (including 0), and for every positive \( k \in \mathbb{N} \) we let \([k] := \{1, \ldots, k\} \). Graphs are always finite and, unless explicitly stated otherwise, undirected. We denote the vertex set and edge set of a graph \( G \) by \( V(G) \) and \( E(G) \), respectively. For (undirected) edges, we write \( vw \) instead of \([v, w]\). The order of a graph \( G \) is \( |G| := |V(G)| \).

A subgraph of a graph \( G \) is a graph \( H \) with \( V(H) \subseteq V(G) \) and \( E(H) \subseteq E(G) \). For a set \( W \subseteq V(G) \), the induced subgraph of \( G \) with vertex set \( W \) is the graph \( G[W] \) with \( V(G[W]) = W \) and \( E(G[W]) := \{vw \in E(G) \mid v, w \in W\} \). Moreover, \( G - W := G[V(G) \setminus W] \). The set of neighbors of a vertex \( v \) is \( N_G(v) := \{w \mid vw \in E(G)\} \), and the degree of \( v \) is \( \deg_G(v) := |N_G(v)| \). If \( G \) is clear from the context, we omit the subscript \( G \). The maximum degree of \( G \) is \( \Delta(G) := \max\{\deg(v) \mid v \in V(G)\} \).

A homomorphism from a graph \( G \) to a graph \( H \) is a mapping \( h : V(G) \to V(H) \) that preserves adjacencies, that is, if \( vw \in E(G) \) then \( h(v)h(w) \in E(H) \). An isomorphism from \( G \) to \( H \) is a bijective mapping \( \varphi : V(G) \to V(H) \) that preserves adjacencies and non-adjacencies, that is, \( vw \in E(G) \) if and only if \( \varphi(v)\varphi(w) \in E(H) \). We write \( \varphi : G \cong H \) to indicate that \( \varphi \) is an isomorphism from \( G \) to \( H \).

Sometimes, it will be convenient to work with vertex- and arc-colored graphs, or just colored graphs, \( G = (V(G), E(G), \chi_V^G, \chi_E^G) \), where \( (V(G), E(G)) \) is a graph, \( \chi_V^G : V(G) \to C_V \) is a vertex coloring, and \( \chi_E^G : \{(v, w) \mid vw \in E(G)\} \to C_E \) an arc coloring. We speak of an arc coloring rather than edge coloring, because we color ordered pairs \((v, w)\) and not undirected edges \( vw \). Homomorphisms and isomorphisms of colored graphs must respect colors.
3 The Weisfeiler-Leman Algorithm

3.1 The Color Refinement Algorithm

One of the simplest combinatorial procedures to tackle GI is the Color Refinement algorithm. The basic idea is to label vertices of the graph with their iterated degree sequence. More precisely, an initially uniform coloring is repeatedly refined by counting, for each color, the number of neighbors of that color.

Let \( \chi_1, \chi_2 : V(G) \to C \) be colorings of vertices of a graph \( G \), where \( C \) is some finite set of colors. The coloring \( \chi_1 \) refines \( \chi_2 \), denoted \( \chi_1 \leq \chi_2 \), if \( \chi_1(v) = \chi_1(w) \) implies \( \chi_2(v) = \chi_2(w) \) for all \( v, w \in V(G) \). The colorings \( \chi_1 \) and \( \chi_2 \) are equivalent, denoted \( \chi_1 \equiv \chi_2 \), if \( \chi_1 \leq \chi_2 \) and \( \chi_2 \leq \chi_1 \).

The Color Refinement algorithm takes as input a vertex- and arc-colored graph \( (G, \chi_V, \chi_E) \) and outputs an isomorphism-invariant coloring of the vertices. Initially, the algorithm sets \( \chi(0) : V(G) \to C \). Then the coloring is iteratively refined as follows. For \( i > 0 \) we let \( \chi(i) : V(G) \to C \) be defined by

\[
\chi(i)(v) = (\chi(i-1)(v), M_i(v)),
\]

where

\[
M_i(v) := \left\{ \left( \chi(i-1)(w), \chi_E(v, w), \chi_E(w, v) \right) \mid w \in N_G(v) \right\}
\]

is the multiset of colors for the neighbors computed in the previous round.

In each round, the algorithm computes a coloring that is finer than the one computed in the previous round, i.e., \( \chi(i)(G) \leq \chi(i-1)(G) \). At some point this procedure stabilizes, meaning the coloring does not become strictly finer anymore. In other words, there is an \( i_\infty < \infty \) such that \( \chi(i\infty)(G) \equiv \chi(i\infty+1)(G) \). We call \( \chi(i\infty)(G) \) the stable coloring and denote it by \( \chi(\infty)(G) \).

Example 3.1. The sequence of colorings for a path of length 6 is shown in Figure 3.1.

The Color Refinement algorithm is very efficient, and it is used as an important subroutine in all practical isomorphism tools \[19, 47, 56, 61, 62\]. The stable coloring of a graph can be computed in time \( O((n + m) \log n) \), where \( n \) denotes the number of vertices and \( m \) the number of edges of the input graph \[18\] (also see \[70\]). For a natural class of partitioning algorithms, this is best-possible \[12\].

3.2 Higher Dimensions

The \( k \)-dimensional Weisfeiler-Leman algorithm (\( k \)-WL) is a natural generalization of the Color Refinement algorithm where, instead of vertices, we color \( k \)-tuples of vertices of a graph. The 2-dimensional version, also known as the classical Weisfeiler-Leman algorithm, has been introduced.

\[\text{Figure 3.1: The iterations of Color Refinement on a path } P_6 \text{ of length 6.}\]

\[\chi(0)(P_6) \quad \chi(1)(P_6) \quad \chi(2)(P_6) \quad \chi(3)(P_6) = \chi(\infty)(P_6)\]
by Weisfeiler and Leman [80], and the $k$-dimensional generalization goes back to Babai and Matheron (see [16]).

To introduce $k$-WL, we need the notion of the atomic type $\text{atp}(G, \bar{v})$ of a tuple $\bar{v} = (v_1, \ldots, v_k)$ of vertices in a graph $G$. It describes the isomorphism type of the labeled induced subgraph $G[\{v_1, \ldots, v_k\}]$, that is, for graphs $G, H$ and tuples $\bar{v} = (v_1, \ldots, v_k) \in V(G)^k$, $\bar{w} = (w_1, \ldots, w_k) \in V(H)^k$ we have $\text{atp}(G, \bar{v}) = \text{atp}(H, \bar{w})$ if and only if the mapping $v_i \mapsto w_i$ is an isomorphism from $G[v_1, \ldots, v_k]$ to $H[w_1, \ldots, w_k]$. Formally, we can view $\text{atp}(G, v_1, \ldots, v_k)$ as a pair of Boolean $(k \times k)$-matrices, one describing equalities between the $v_i$, and one describing adjacencies. If $G$ is a colored graph, we need one matrix for each arc color and one diagonal matrix for each vertex color.

Then $k$-WL computes a sequence of colorings $\chi_{(i)}^k(G)$ of $V(G)^k$ as follows. Initially, each tuple is colored by its atomic type, that is, $\chi_{(0)}^k(G)(\bar{v}) := \text{atp}(G, \bar{v})$. For $i > 0$, we define

$$\chi_{(i)}^k(G)(\bar{v}) := \left(\chi_{(i-1)}^k(G)(\bar{v}), \mathcal{M}_i^k(\bar{v})\right),$$

where

$$\mathcal{M}_i^k(\bar{v}) := \left\{\left(\text{atp}(G, \bar{v}v), \chi_{(i-1)}^k(G)(\bar{v}[v/1]), \ldots, \chi_{(i-1)}^k(G)(\bar{v}[v/k])\right) \mid v \in V(G)\right\}.$$

Here, for $\bar{v} = (v_1, \ldots, v_k) \in V(G)$ and $v \in V(G)$, by $\bar{v}v$ we denote the $(k+1)$-tuple $(v_1, \ldots, v_k, v)$ and, for $i \in [k]$, by $\bar{v}[v/s]$ the $k$-tuple $(v_1, \ldots, v_{i-1}, v, v_{i+1}, \ldots, v_k)$. Then there is an $i_\infty < n^k$ such that $\chi_{(i_\infty)}^k(G) \equiv \chi_{(i_\infty+1)}^k(G)$, and we call $\chi_{(\infty)}^k(G) := \chi_{(i_\infty)}^k(G)$ the $k$-stable coloring. The $k$-stable coloring of an $n$-vertex graph can be computed in time $O(n^{k \log n})$ [16].

It is easy to see that 1-WL is essentially just the Color Refinement algorithm, that is, for all graphs $G, H$, vertices $v \in V(G)$, $w \in V(H)$, and $i \geq 0$ it holds that

$$\chi_{(i)}^1(G)(v) = \chi_{(i)}^1(H)(w) \iff \chi_{(i)}^1(G)(v) = \chi_{(i)}^1(H)(w). \quad (3.A)$$

In the following, we drop the distinction between the Color Refinement algorithm and 1-WL.

**Example 3.2.** The sequence of colorings of 2-WL on a cycle $C_7$ of length 7 is shown in Figure 3.2. In this example, the coloring is symmetric, that is, $\chi_{(0)}^2(C_7)(v, v') = \chi_{(0)}^2(C_7)(v', v)$ for all $i \geq 0$ and $v, v' \in V(C_7)$. This allows us to show the colors as undirected edges.
Figure 3.3: Two non-isomorphic strongly regular graphs with parameters \((16, 6, 2, 2)\): the line graph of \(K_{4,4}\) (left) and the Shrikande Graph (right).

3.3 The Power of WL and the WL-Dimension

To use the Weisfeiler-Leman algorithm as an isomorphism test, we can compare the color patterns of two given graphs. We say that \(k\)-WL distinguishes graphs \(G\) and \(H\) if there is a color \(c \in \text{rg}(\chi^\infty_k(G)) \cup \text{rg}(\chi^\infty_k(H))\) such that

\[
|\{ \bar{v} \in V(G)^k \mid \chi^k_\infty(G)(\bar{v}) = c \}| \neq |\{ \bar{w} \in V(H)^k \mid \chi^k_\infty(H)(\bar{w}) = c \}|.
\]

Note that \(k\)-WL is an incomplete isomorphism test: if it distinguishes two graphs, we know that they are non-isomorphic, but as we will see, there are non-isomorphic graphs that \(k\)-WL does not distinguish. Let us call two graphs that are not distinguishable by the \(k\)-WL \(k\)-indistinguishable.

Example 3.3. Any two \(d\)-regular graphs are 1-indistinguishable. The simplest example are a cycle of length 6 and the disjoint union of two triangles.

Similarly, any two strongly regular graphs with the same parameters are 2-indistinguishable. Figure 3.3 shows two non-isomorphic strongly regular graphs with parameters \((16, 6, 2, 2)\), which means that they have 16 vertices, each vertex has 6 neighbors, each pair of adjacent vertices has two common neighbors, and each pair of non-adjacent vertices has 2 common neighbors. The first of the graphs is the line graph of the complete bipartite graph \(K_{4,4}\). The second graph is the Shrikande graph, which can be viewed as the undirected graph underlying the Cayley graph for the group \(Z_4 \times Z_4\) with generators \((0,1), (1,0), (1,1)\). To see that they are non-isomorphic, note that the neighborhood of each vertex in the Shrikande graph is a cycle of length 6, and the neighborhood of the each vertex in the line graph of \(K_{4,4}\) is the disjoint union of two triangles.

It is not easy to find two non-isomorphic graphs that are \(k\)-indistinguishable for some \(k \geq 3\). In a seminal paper, Cai, Fürler, and Immerman constructed such graphs for each \(k\).

Theorem 3.4 (Cai, Fürler, Immerman [16]). For every \(k \geq 1\) there are non-isomorphic 3-regular graphs \(G_k, H_k\) of order \(|G_k| = |H_k| = \mathcal{O}(k)\) that are \(k\)-indistinguishable.

The Weisfeiler-Leman algorithm colors tuples of vertices based on the isomorphism type of these tuples and the overlap with other tuples. To distinguish the so called CFI graphs \(G_k, H_k\) of Theorem 3.4, we need to color tuples of length linear in the order of the graphs. As the number of such tuples is \(\Omega(k^k)\), this is prohibitive both in terms of running time and memory space. However, a closer analysis reveals that it suffices to color only some long tuples, to be precise, an isomorphism-invariant set of tuples of size polynomial in \(k\) (this follows from an argument due to Dawar, Richerby and Rossman [21]). In [43], the first author jointly with Schweitzer and Wiebking proposed an algorithmic framework called DEEPWL for combinatorial “coloring” algorithms that allows it to selectively color tuples within isomorphism-invariant families and
thereby color tuples of length linear in the input graphs. **DeepWL** can distinguish the CFI graphs in polynomial time.

While Theorem 3.4 clearly shows its limitations, the Weisfeiler-Leman algorithm still remains quite powerful. In particular, it does yield complete isomorphism tests for many natural graph classes. Let us say that $k$-WL *identifies* a graph $G$ if it distinguishes $G$ from all graphs $H$ that are not isomorphic to $G$. It is long known [8] that even 1-WL (that is, the Color Refinement algorithm) identifies almost all graphs, in the sense that in the limit, the fraction of $n$-vertex graphs identified by 1-WL is 1 as $n$ goes to infinity. Similarly, 2-WL identifies almost all $d$-regular graphs [15].

The **WL dimension** of a graph $G$ is the least $k \geq 1$ such that $k$-WL identifies $G$. Trivially, the WL dimension of an $n$-vertex graph is at most $n$ (in fact, $n - 1$ for $n \geq 2$). The WL dimension of a class $\mathcal{C}$ of graphs is the maximum of the WL dimensions of the graphs in $\mathcal{C}$ if this maximum exists, or $\infty$ otherwise. It is easy to see that the WL dimension of the class of forests is 1. Building on earlier results for graphs of bounded genus and bounded tree width [30, 31, 35], the first author proved the following far-reaching result.

**Theorem 3.5 (Grohe [32]).** All graph classes excluding a fixed graph as a minor have bounded WL dimension.

Explicit bounds on the WL dimension are known for specific graph classes. Most notably, Kiefer, Ponomarenko, and Schweitzer [51] proved that the WL dimension of planar graphs is at most 3. The example of two triangles vs a cycle of length 6 shows that it is at least 2. More generally, the WL dimension of the class of all graphs embeddable in a surface of Euler genus $g$ is at most $4g + 3$ [34]; a lower bound linear in $g$ follows from Theorem 3.4. The second author jointly with Kiefer [50] proved that the WL-dimension of the class of graphs of tree width $k$ is at least $\lceil k/2 \rceil - 3$ and at most $k$.

There are also natural graph classes that do not exclude a fixed graph as a minor (and that are therefore not covered by Theorem 3.4). The WL dimension of the class of interval graphs is 2 [27] and the WL dimension of the class of graphs of rank width at most $k$ is at most $3k + 4$ [37].

Contrasting all these results, Theorem 3.4 shows that the WL dimension of the class of 3-regular graphs is $\infty$, even though isomorphism of 3-regular graphs can be decided in polynomial time [58] (cf. Theorem 5.4). Much more on this topic can found in Kiefer’s recent survey [49].

### 3.4 Characterisations of WL

The relevance of the Weisfeiler-Leman algorithm is not restricted to GI. It has found applications in linear optimisation [33] and probabilistic inferences [1], and because of relations to graph kernels [77] and graph neural networks [66, 82], received attention in machine learning recently. On a theoretical level, connections to other areas are induced by several seemingly unrelated characterizations of $k$-indistinguishability in terms of logic, combinatorics, and algebra.

We start with a logical characterization going back to [16, 40]. Let $\mathcal{C}$ be the extension of first-order predicate logic using counting quantifiers of the form $\exists \geq \ell x$ for $\ell \geq 1$, where $\exists \geq \ell x \varphi(x)$ means that there are at least $\ell$ elements $x$ satisfying $\varphi$. By $\mathcal{C}^k$ we denote the fragment of $\mathcal{C}$ consisting of formulas with at most $k$ variables. For example, the following $\mathcal{C}^2$-sentence $\varphi$ says that all vertices of a graph have fewer than 3 neighbors of degree at least 10:

$$\varphi := \forall x \exists \geq 3 y (E(x,y) \land \exists \geq 10 x E(y,x)).$$

**Theorem 3.6 (Cai, Füredi, Immerman [16]).** Let $k \geq 1$. Then two graphs are $k$-indistinguishable if and only if they are $\mathcal{C}^{k+1}$-equivalent, that is, they satisfy the same sentences of the logic $\mathcal{C}^{k+1}$. 
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This logical characterization of $k$-indistinguishability plays a crucial role in the proof of Theorem \[3.5\] and, via a game characterization of $C_k$-equivalence, in the proof of Theorem \[3.4\].

The next characterization we will discuss is combinatorial. Recall that a graph homomorphism is a mapping that preserves adjacency, and let $\text{hom}(G, H)$ denote the number of homomorphism from $G$ to $H$. An old theorem due to Lovász \[57\] states that two graphs $G, H$ are isomorphic if and only if $\text{hom}(F, G) = \text{hom}(F, H)$ for all graphs $F$. If, instead of all graphs $F$, we only count homomorphisms from graphs of tree width $k$, we obtain a characterization of $k$-indistinguishability.

**Theorem 3.7** (Dvorák \[25\]). Let $k \geq 1$. Then two graphs $G, H$ are $k$-indistinguishable if and only if $\text{hom}(F, G) = \text{hom}(F, H)$ for all graphs $F$ of tree width at most $k$.

Maybe the most surprising characterization of $k$-indistinguishability is algebraic. For simplicity, we focus on $k = 1$ here. Let $G, H$ be graphs with vertex sets $V := V(G), W := V(H)$, and let $A \in \mathbb{R}^{V \times V}, B \in \mathbb{R}^{W \times W}$ be their adjacency matrices. Then $G$ and $H$ are isomorphic if and only if there is a permutation matrix $X$ such that $X^{-1}AX = B$, or equivalently, $AX = XB$. We can write this as a system of linear (in)equalities:

$$\sum_{v' \in V} A_{vv'} X_{vw} = \sum_{w' \in W} X_{vw'} B_{w'w}, \quad (3.B)$$

$$\sum_{w' \in W} X_{vw'} = \sum_{v' \in V} X_{v'w} = 1, \quad (3.C)$$

$$X_{vw} \geq 0, \quad \text{for all } v \in V, w \in W. \quad (3.D)$$

Integer solutions to this system are precisely permutation matrices $X = (X_{vw})$ satisfying $AX = XB$. Thus the system (3.B)–(3.D) has an integer solution if and only if $G$ and $H$ are isomorphic. Now let us drop the integrality constraints and consider rational solutions to the system, which can be viewed as doubly stochastic matrices $X$ satisfying $AX = XB$. Let us call such solutions fractional isomorphisms.

**Theorem 3.8** (Tinhofer \[78\]). Two graphs $G, H$ are 1-distinguishable if and only if they are fractionally isomorphic, that is, the system (3.B)–(3.D) has a rational solution.

Atserias and Maneva \[2\] showed that by considering the Sherali-Adams hierarchy over the integer linear program (3.B)–(3.D), we obtain a characterization of $k$-indistinguishability. To be precise, solvability of the level-$k$ Sherali-Adams (in)equalities yields an equivalence relation strictly between $k$-indistinguishability and $(k + 1)$-indistinguishability. By combining the equations of levels $(k - 1)$ and $k$, we obtain an exact characterization of $k$-indistinguishability \[41, 59\]. A similar, albeit looser correspondence to $k$-indistinguishability has been obtained for the Lasserre hierarchy of semi-definite relaxations of the integer linear program (3.B)–(3.D) \[3, 69\] and in terms of polynomial equations and the so-called polynomial calculus \[3, 13, 29\].

### 4 The Group-Theoretic Graph Isomorphism Machinery

In this section we present recent advances on the group-theoretic graph isomorphism machinery. After giving some basics on permutation groups we first discuss Luks’s algorithm for testing isomorphism of graphs of bounded degree \[58\]. This algorithm forms the foundation of the group-theoretic graph isomorphism machinery. Then, we give a very brief overview on Babai’s quasi-polynomial-time isomorphism test \[6\] which also builds on Luks’s algorithm and attacks the obstacle cases where the recursion performed by Luks’s algorithm does not give the desired running time. Finally, we present recent extensions of Babai’s techniques resulting in more efficient isomorphism tests for bounded-degree graphs \[38\] and hypergraphs \[68\].
4.1 Basics

We introduce the group-theoretic notions required in this work. For a general background on group theory we refer to [23]; background on permutation groups can be found in [22].

Permutation Groups. A permutation group acting on a set Ω is a subgroup Γ ≤ Sym(Ω) of the symmetric group. The size of the permutation domain Ω is called the degree of Γ. Throughout this section, the degree is denoted by \( n := |\Omega| \). If Ω = [n], then we also write \( S_n \) instead of Sym(Ω). The alternating group on a set Ω is denoted by Alt(Ω). As before, we write \( A_n \) instead of Alt([n]).

The group \( \Delta := \langle \alpha \rangle \) of a set \( \Delta \subseteq \Omega \) is called the stabilizer of \( \Delta \) in \( \Gamma \). The group \( \Gamma \) is called primitive if there are no non-trivial blocks. If \( B \subseteq \Omega \) is a block of \( \Gamma \) then \( \Delta := \{ B^\gamma \mid \gamma \in \Gamma \} \) builds a block system of \( \Gamma \). Note that \( \Delta \) is an equipartition of \( \Omega \). The group \( \Gamma_\Delta := \{ \gamma \in \Gamma \mid \forall B \in \Delta : B^\gamma = B \} \) denotes the subgroup stabilizing each block \( B \in \Delta \) setwise. Moreover, the action of \( \Gamma \) on the block system \( \Delta \) is denoted by \( \Gamma[\Delta] := \{ \gamma[\Delta] \mid \gamma \in \Gamma \} \) the induced action of \( \Gamma \) on \( \Delta \), i.e., the group obtained from \( \Gamma \) by restricting all permutations to \( \Delta \).

Algorithms for Permutation Groups. Next, we review some basic facts about algorithms for permutation groups. For detailed information we refer to [76]. In order to handle permutation groups computationally it is essential to represent groups in a compact way. Indeed, the size of a permutation group is typically exponential in the degree of the group which means it is not possible to store the whole group in memory. In order to allow for efficient computation, permutation groups are represented by generating sets. By Lagrange’s Theorem, for each permutation group \( \Gamma \leq \text{Sym}(\Omega) \), there is a generating set of size \( \log |\Gamma| \leq n \log n \) (recall that \( n := |\Omega| \) denotes the size of the permutation domain). Actually, most algorithms are based on so-called strong generating sets, which can be chosen of size quadratic in the degree of the group and can be computed in polynomial time given an arbitrary generating set (see, e.g., [76]).

Theorem 4.1 (cf. [76]). Let \( \Gamma \leq \text{Sym}(\Omega) \) and let \( S \) be a generating set for \( \Gamma \). Then the following tasks can be performed in time polynomial in \( n \) and \( |S| \):

1. compute the order of \( \Gamma \),
2. given $\gamma \in \text{Sym}(\Omega)$, test whether $\gamma \in \Gamma$,
3. compute the orbits of $\Gamma$,
4. compute a minimal block system of $\Gamma$ (if $\Gamma$ is transitive), and
5. given $A \subseteq \Omega$, compute a generating set for $\Gamma_A$.

Let $\Delta \leq \text{Sym}(\Omega')$ be a second group of degree $n' = |\Omega'|$. Also let $\varphi : \Gamma \to \Delta$ be a homomorphism given by a list of images for $s \in S$. Then the following tasks can be solved in time polynomial in $n, n'$ and $|S|$: 

6. compute a generating set for $\ker(\varphi) := \{ \gamma \in \Gamma \mid \gamma^\varphi = \text{id} \}$, and
7. given $\delta \in \Delta$, find $\gamma \in \Gamma$ such that $\gamma^\varphi = \delta$ (if it exists).

Observe that, by always maintaining generating sets of size at most quadratic in the degree, we can concatenate a polynomial number of subroutines from the theorem while keeping the polynomial-time bound. For the remainder of this work, we will typically ignore the role of generating sets and simply refer to groups being the input/output of an algorithm. This always means the algorithm performs computations on generating sets of size polynomial in the degree of the group.

4.2 Luks’s Algorithm

The String Isomorphism Problem. In order to apply group-theoretic techniques to the Graph Isomorphism Problem, Luks \cite{Luks} introduced a more general problem that allows to build recursive algorithms along the structure of the permutation groups involved. Here, we follow the notation and terminology used by Babai \cite{Babai} for describing his quasi-polynomial-time algorithm for the Graph Isomorphism Problem that also employs this recursive strategy.

A string is a mapping $\gamma : \Omega \to \Sigma$ where $\Omega$ is a finite set and $\Sigma$ is also a finite set called the alphabet. Let $\gamma \in \text{Sym}(\Omega)$ be a permutation. The permutation $\gamma$ can be applied to the string $\gamma$ by defining

$$\gamma^\gamma : \Omega \to \Sigma : \alpha \mapsto \gamma \left( \alpha^{\gamma^{-1}} \right).$$

Let $\eta : \Omega \to \Sigma$ be a second string. The permutation $\gamma$ is an isomorphism from $\gamma$ to $\eta$, denoted $\gamma : \gamma \cong \eta$, if $\gamma^\gamma = \eta$. Let $\Gamma \leq \text{Sym}(\Omega)$. A $\Gamma$-isomorphism from $\gamma$ to $\eta$ is a permutation $\gamma \in \Gamma$ such that $\gamma : \gamma \cong \eta$. The strings $\gamma$ and $\eta$ are $\Gamma$-isomorphic, denoted $\gamma \cong_\Gamma \eta$, if there is a $\Gamma$-isomorphism from $\gamma$ to $\eta$. The String Isomorphism Problem asks, given two strings $\gamma, \eta : \Omega \to \Sigma$ and a generating set for a group $\Gamma \leq \text{Sym}(\Omega)$, whether $\gamma$ and $\eta$ are $\Gamma$-isomorphic. The set of $\Gamma$-isomorphisms from $\gamma$ to $\eta$ is denoted by

$$\text{Iso}_\Gamma(\gamma, \eta) := \{ \gamma \in \Gamma \mid \gamma^\gamma = \eta \}.$$  

The set of $\Gamma$-automorphisms of $\gamma$ is $\text{Aut}_\Gamma(\gamma) := \text{Iso}_\Gamma(\gamma, \gamma)$. Observe that $\text{Aut}_\Gamma(\gamma)$ is a subgroup of $\Gamma$ and $\text{Iso}_\Gamma(\gamma, \eta) = \text{Aut}_\Gamma(\gamma) \eta := \{ \delta \gamma \mid \delta \in \text{Aut}_\Gamma(\gamma) \}$ for an arbitrary $\gamma \in \text{Iso}_\Gamma(\gamma, \eta)$.

**Theorem 4.2.** There is a polynomial-time many-one reduction from the Graph Isomorphism Problem to the String Isomorphism Problem.

**Proof.** Let $G$ and $H$ be two graphs and assume without loss of generality $V(G) = V(H) =: V$. Let $\Omega := \{0, 1\}$ and $\Gamma \leq \text{Sym}(\Omega)$ be the natural action of $\text{Sym}(V)$ on the two-element subsets of $V$. Let $\gamma : \Omega \to \{0, 1\}$ with $\gamma(vw) = 1$ if and only if $vw \in E(G)$. Similarly define $\eta : \Omega \to \{0, 1\}$ with $\eta(vw) = 1$ if and only if $vw \in E(H)$ (see Figure \ref{fig:iso}). Let $\varphi : \text{Sym}(V) \to \Gamma$ be the natural homomorphism. Then $\gamma : G \cong H$ if and only if $\gamma^\varphi : \gamma \cong \eta$. \qed
The main advantage of the String Isomorphism Problem is that it naturally allows for algorithmic approaches based on group-theoretic techniques.

**Recursion Mechanisms.** The foundation for the group-theoretic approaches lays in two recursion mechanisms first exploited by Luks [58]. As before, let \( \gamma, \eta : \Omega \rightarrow \Sigma \) be two strings. For a set of permutations \( K \subseteq \text{Sym}(\Omega) \) and a window \( W \subseteq \Omega \) define

\[
\text{Iso}_K^W(\gamma, \eta) := \{ \gamma \in K \mid \forall \alpha \in W : \gamma(\alpha) = \eta(\alpha^\gamma) \}.
\]  

(4.C)

In the following, the set \( K \) is always a coset, i.e., \( K = \Gamma \gamma := \{ \gamma' \gamma : \gamma' \in \Gamma \} \) for some group \( \Gamma \leq \text{Sym}(\Omega) \) and a permutation \( \gamma \in \text{Sym}(\Omega) \), and the set \( W \) is \( \Gamma \)-invariant. In this case it can be shown that \( \text{Iso}_K^W(\gamma, \eta) \) is either empty or a coset of the group \( \text{Aut}_W(\gamma) := \text{Iso}_K^W(\gamma, \gamma) \). Hence, the set \( \text{Iso}_K^W(\gamma, \eta) \) can be represented by a generating set for \( \text{Aut}_W^\gamma(\gamma) \) and a single permutation \( \gamma \in \text{Iso}_K^W(\gamma, \eta) \). Moreover, for \( K = \Gamma \gamma \), it holds that

\[
\text{Iso}_{K, \gamma}^W(\gamma, \eta) = \text{Iso}_K^W(\gamma, \eta^{\gamma^{-1}}) \gamma.
\]

(4.D)

Using this identity, it is possible to restrict to the case where \( K \) is actually a group.

With these definitions we can now formulate the two recursion mechanisms introduced by Luks [58]. For the first type of recursion suppose \( K = \Gamma \gamma \subseteq \text{Sym}(\Omega) \) is not transitive on \( W \) and let \( W_1, \ldots, W_l \) be the orbits of \( \Gamma[W] \). Then the strings can be processed orbit by orbit as follows. We iterate over all \( i \in [l] \) and update \( K := \text{Iso}_{K, \gamma}^W(\gamma, \eta) \) in each iteration. In the end, \( K = \text{Iso}_K^W(\gamma, \eta) \). This recursion mechanism is referred to as orbit-by-orbit processing.

The set \( \text{Iso}_K^W(\gamma, \eta) \) can be computed making one recursive call to the String Isomorphism Problem over domain size \( n_i := |W_i| \). Indeed, using Equation (4.D), it can be assumed that \( K \) is a group and \( W_i \) is \( K \)-invariant. Then

\[
\text{Iso}_K^W(\gamma, \eta) = \{ \gamma \in K \mid \gamma[W_i] \in \text{Iso}_K[W_i](\gamma[W_i], \eta[W_i]) \}
\]

(4.E)

where \( \gamma[W_i] \) denotes the induced substring of \( \gamma \) on the set \( W_i \), i.e., \( \gamma[W_i] : W_i \rightarrow \Sigma : \alpha \mapsto \gamma(\alpha) \) (the string \( \eta[W_i] \) is defined analogously). So overall, if \( \Gamma \) is not transitive, the set \( \text{Iso}_K^W(\gamma, \eta) \) can be computed making \( \ell \) recursive calls over window size \( n_i = |W_i|, i \in [l] \).

For the second recursion mechanism let \( \Delta \leq \Gamma \) and let \( T \) be a transversal\(^2\) for \( \Delta \) in \( \Gamma \). Then

\[
\text{Iso}_K^W(\gamma, \eta) = \bigcup_{\delta \in T} \text{Iso}_{\Delta, \gamma}^W(\gamma, \eta) = \bigcup_{\delta \in T} \text{Iso}_{\Delta}^W(\gamma, \eta^{\delta^{-1}}) \delta.
\]

(4.F)

\(^2\)A set \( T \subseteq \Gamma \) is a transversal for \( \Delta \) in \( \Gamma \) if \(|T| = |\Gamma|/|\Delta| \) and \( \{ \Delta \delta \mid \delta \in T \} = \{ \Delta \delta \mid \delta \in \Gamma \} \) (such a set always exists).
Luks applied this type of recursion when $\Gamma$ is transitive (on the window $W$), $\mathcal{B}$ is a minimal block system for $\Gamma$, and $\Delta = \Gamma^{(\mathcal{B})}$. In this case $\Gamma[\mathcal{B}]$ is a primitive group. Let $t = |\Gamma[\mathcal{B}]|$ be the size of a transversal for $\Delta$ in $\Gamma$. Note that $\Delta$ is not transitive (on the window $W$). Indeed, each orbit of $\Delta$ has size at most $n/b$ where $b = |\mathcal{B}|$. So by combining both types of recursion the computation of $\text{Iso}_W^\Gamma(x, y)$ is reduced to $t \cdot b$ many instances of the String Isomorphism Problem over window size $|W|/b$. This specific combination of types of recursion is referred to as standard Luks reduction. Observe that the time complexity of standard Luks reduction is determined by the size of the primitive group $\Gamma[\mathcal{B}]$.

**Algorithm 1: Luks’s Algorithm:** $\text{StringIso}(x, y, \Gamma, \gamma, W)$

**Input:** Strings $x, y: \Omega \to \Sigma$, a group $\Gamma \leq \text{Sym}(\Omega)$, a permutation $\gamma \in \text{Sym}(\Omega)$, and a $\Gamma$-invariant set $W \subseteq \Omega$

**Output:** $\text{Iso}_W^\Gamma(\gamma, x, y)$

1. if $\gamma \neq 1$ then
   2. return $\text{StringIso}(x, \gamma^{-1}, y, \Gamma, 1, W) \gamma$ /* Equation (4.3) */
3. end
4. if $|W| = 1$ then
   5. if $\gamma(\alpha) = \eta(\alpha)$ where $W = \{\alpha\}$ then
      6. return $\Gamma$
   7. else
      8. return $\emptyset$
   9. end
10. end
11. if $\Gamma$ is not transitive on $W$ then
   12. compute orbit $W' \subseteq W$
   13. return $\text{StringIso}(x, y, \text{StringIso}(x, y, \Gamma, 1, W'), W \setminus W')$
14. end
15. compute minimal block system $\mathcal{B}$ of the action of $\Gamma$ on $W$
16. compute $\Delta := \Gamma^{(\mathcal{B})}$
17. compute transversal $T$ of $\Delta$ in $\Gamma$
18. return $\bigcup_{\delta \in T} \text{StringIso}(x, y, \Delta, \delta, W)$

Overall, Luks’s algorithm is formulated in Algorithm 1. The running time of this algorithm heavily depends on the size of the primitive groups involved in the computation.

**The Role of Primitive Groups.** In order to analyse the running time of Luks’s algorithm (on a specific input group $\Gamma$) the crucial step is to understand which primitive groups appear along the execution of the algorithm and to bound their size as a function of their degree. Let us first analyse the situation for GI for graphs of maximum degree $d$. The crucial observation is that there is a polynomial-time Turing reduction from this problem to the String Isomorphism Problem where the input group $\Gamma$ is contained in the class $\hat{\Gamma}_d$.

Let $\Gamma$ be a group. A **subnormal series** is a sequence of subgroups $\Gamma = \Gamma_0 \triangleright \Gamma_1 \triangleright \cdots \triangleright \Gamma_k = \{\text{id}\}$. The length of the series is $k$ and the groups $\Gamma_{i-1}/\Gamma_i$ are the factor groups of the series, $i \in [k]$. A **composition series** is a strictly decreasing subnormal series of maximal length. For every finite group $\Gamma$ all composition series have the same family (considered as a multiset) of factor groups (cf. [25]). A **composition factor** of a finite group $\Gamma$ is a factor group of a composition series of $\Gamma$.
Definition 4.3. For \( d \geq 2 \) let \( \hat{\Gamma}_d \) denote the class of all groups \( \Gamma \) for which every composition factor of \( \Gamma \) is isomorphic to a subgroup of \( S_d \).

We want to stress the fact that there are two similar classes of groups that have been used in the literature both typically denoted by \( \Gamma_d \). One of these is the class introduced by Luks \[58\] that we denote by \( \hat{\Gamma}_d \), while the other one used in \[7\] in particular allows composition factors that are simple groups of Lie type of bounded dimension.

Lemma 4.4 (Luks \[58\]). Let \( \Gamma \in \hat{\Gamma}_d \). Then

1. \( \Delta \in \hat{\Gamma}_d \) for every subgroup \( \Delta \leq \Gamma \), and
2. \( \Gamma^\varphi \in \hat{\Gamma}_d \) for every homomorphism \( \varphi : \Gamma \to \Delta \).

Now, the crucial advantage of \( \hat{\Gamma}_d \)-groups with respect to Luks’s algorithm is that the size of primitive \( \hat{\Gamma}_d \)-groups is bounded polynomially in the degree for every fixed \( d \).

Theorem 4.5. There is a function \( f : \mathbb{N} \to \mathbb{N} \) such that for every primitive permutation group \( \Gamma \in \hat{\Gamma}_d \) it holds that \( |\Gamma| \leq n^{f(d)} \). Moreover, the function \( f \) can be chosen such that \( f(d) = O(d) \).

The first part of this theorem on the existence of the function \( f \) was first proved by Babai, Cameron and Pálfy \[7\] implying that Luks’s algorithm runs in polynomial time for every fixed number \( d \in \mathbb{N} \). Later, it was observed that the function \( f \) can actually be chosen to be linear in \( d \) (see, e.g., \[53\]).

The theorem allows the analysis of Luks’s algorithm when the input group comes the class \( \hat{\Gamma}_d \). Note that the class \( \hat{\Gamma}_d \) is closed under subgroups and homomorphic images by Lemma 4.4 which implies that all groups encountered during Luks’s algorithm are from the class \( \hat{\Gamma}_d \) in case the input group is a \( \hat{\Gamma}_d \)-group.

Corollary 4.6. Luks’s Algorithm (Algorithm 1) for groups \( \Gamma \in \hat{\Gamma}_d \) runs in time \( n^{O(d)} \).

Proof Sketch. In order to analyze the running time of Algorithm 1 let \( f(n) \) denote the maximal number of leaves in a recursion tree for a \( \hat{\Gamma}_d \)-group where \( n := |W| \) denotes the window size. For \( n = 1 \) it is easy to see that \( f(n) = 1 \). Suppose \( \Gamma \) is not transitive on \( W \) and let \( n_1 := |W'| \) be the size of an orbit \( W' \subseteq W \). Then

\[
    f(n) \leq f(n_1) + f(n - n_1).
\]

Finally, if \( \Gamma \) is transitive on \( W \), the algorithm computes a minimal block system \( \mathcal{B} \) of \( \Gamma[W] \) and performs standard Luks reduction. In this case the algorithm performs \( t \cdot b \) recursive calls over window size \( n/b \) where \( t = |\Gamma[\mathcal{B}]| \). Hence,

\[
    f(n) \leq t \cdot b \cdot f(n/b).
\]

Since \( |\Gamma[\mathcal{B}]| \) is a primitive \( \hat{\Gamma}_d \)-group it holds that \( t = h^{O(d)} \) by Theorem 4.5. Combining the bound on \( t \) with Equation (4.G) and (4.H) gives \( f(n) = n^{O(d)} \). Also, each node of the recursion tree only requires computation time polynomial in \( n \) and the number of children in the recursion tree (cf. Theorem 4.1). Overall, this gives the desired bound on the running time. \( \square \)

In combination with the polynomial-time Turing reduction from the Graph Isomorphism Problem for graphs of maximum degree \( d \) to the String Isomorphism Problem for \( \hat{\Gamma}_d \)-groups \[58, 10\] the former problem can be solved in the same running time \( n^{O(d)} \).

Unfortunately, for the general String Isomorphism Problem, the situation is more complicated. As a very simple example, symmetric and alternating groups \( S_n \) and \( A_n \) are primitive groups.
of exponential size (which means that Luks’s algorithm performs a brute-force search over all elements of the group). However, even in the case of arbitrary input groups, the recursion techniques of Luks are still a powerful tool. The main reason is that large primitive groups, which build the bottleneck cases for Luks’s algorithm, are quite rare and well understood.

Let \( m \in \mathbb{N}, t \leq \frac{m}{2} \) and denote \( \binom{m}{t} \) to be the set of all \( t \)-element subsets of \( [m] \). Let \( S_m^{(t)} \leq \text{Sym}(\binom{m}{t}) \) denote the natural induced action of \( S_m \) on the set \( \binom{m}{t} \). Similarly, let \( A_m^{(t)} \leq \text{Sym}(\binom{m}{t}) \) denote the natural induced action of \( A_m \) on the set \( \binom{m}{t} \). Following Babai [6], we refer to these groups as the Johnson groups.

The classification of large primitive groups by Cameron [17] states that a primitive permutation group of order \( |\Gamma| \geq n^{1+\log n} \) is necessarily a so-called Cameron group which involves a large Johnson group. Here, we only state the following slightly weaker result which is sufficient for most algorithmic purposes.

**Theorem 4.7.** Let \( \Gamma \leq \text{Sym}(\Omega) \) be a primitive group of order \( |\Gamma| \geq n^{1+\log n} \) where \( n \) is greater than some absolute constant. Then there is a polynomial-time algorithm computing a normal subgroup \( N \leq \Gamma \) of index \( |\Gamma : N| \leq n \) and an \( N \)-invariant equipartition \( \mathcal{B} \) such that \( N[\mathcal{B}] \) is permutationally equivalent to \( A_m^{(t)} \) for some \( m \geq log n \).

The mathematical part of this theorem follows from [17, 60] whereas the algorithmic part is resolved in [11] (see also [5] Theorem 3.2.1). The theorem exactly characterizes the obstacle cases of Luks’s algorithm and can be seen as the starting point for Babai’s algorithm solving the String Isomorphism Problem in quasi-polynomial time [6].

### 4.3 Babai’s Algorithm

Next, we give a brief overview on the main ideas of Babai’s quasi-polynomial-time algorithm for the String Isomorphism Problem. By Theorem 4.2 this also gives an algorithm for the Graph Isomorphism Problem with essentially the same running time.

As already indicated above the basic strategy of Babai’s algorithm is to follow standard Luks recursion until the algorithm encounters an obstacle group which, by Theorem 4.7, may be assumed to be a Johnson group. In order to algorithmically handle the case of Johnson groups Babai’s algorithm utilizes several subroutines based on both group-theoretic techniques and combinatorial approaches like the Weisfeiler-Leman algorithm.

Let us start with discussing the group-theoretic subroutines, specifically the Local Certificates Routine which is based on two group-theoretic statements, the Unaffected Stabilizers Theorem and the Affected Orbit Lemma.

Recall that for a set \( M \) we denote by \( \text{Alt}(M) \) the alternating group acting with its standard action on the set \( M \). Moreover, following Babai [6], we refer to the groups \( \text{Alt}(M) \) and \( \text{Sym}(M) \) as the giants where \( M \) is an arbitrary finite set. Let \( \Gamma \leq \text{Sym}(\Omega) \). A giant representation is a homomorphism \( \varphi: \Gamma \to S_k \) such that \( \Gamma^\varphi \geq A_k \). Observe that Johnson groups naturally admit giant representations and thus, the obstacle cases from Theorem 4.7 also have a giant representation (this is a main feature of an obstacle exploited algorithmically).

Given a string \( \gamma: \Omega \to \Sigma \), a group \( \Gamma \leq \text{Sym}(\Omega) \) and a giant representation \( \varphi: \Gamma \to S_k \), the aim of the Local Certificates Routine is to determine whether \( (\text{Aut}_\Gamma(\gamma)^\varphi) \geq A_k \) and to compute a meaningful certificate in either case. To achieve this goal the central tool is to split the set \( \Omega \) into affected and non-affected points.

**Definition 4.8 (Affected Points, Babai [6]).** Let \( \Gamma \leq \text{Sym}(\Omega) \) be a group and \( \varphi: \Gamma \to S_k \) a giant representation. Then an element \( \alpha \in \Omega \) is affected by \( \varphi \) if \( \Gamma^\varphi_\alpha \nsubseteq A_k \).
We remark that, if \( \alpha \in \Omega \) is affected by \( \varphi \), then every element in the orbit \( \alpha^\Gamma \) is affected by \( \varphi \). Hence, the set \( \alpha^\Gamma \) is called an affected orbit (with respect to \( \varphi \)).

Let \( \Delta \leq \Gamma \) be a subgroup. We define \( \text{Aff}(\Delta, \varphi) := \{ \alpha \in \Omega \mid \Delta^\varphi \not\supseteq A_k \} \). Observe that, for \( \Delta_1 \leq \Delta_2 \leq \Gamma \) it holds that \( \text{Aff}(\Delta_1, \varphi) \supseteq \text{Aff}(\Delta_2, \varphi) \).

**Algorithm 2: LocalCertificates(\( \gamma, \Gamma, \varphi \))**

**Input**: A string \( r: \Omega \rightarrow \Sigma \), a group \( \Gamma \leq \text{Sym}(\Omega) \), and a giant representation \( \varphi: \Gamma \rightarrow S_k \) such that \( k \geq \max\{8, 2 + \log_2 n\} \)

**Output**: A non-giant \( \Lambda \leq S_k \) with \( (\text{Aut}_r(\gamma))^\varphi \leq \Lambda \) or \( \Delta \leq \text{Aut}_r(\gamma) \) with \( \Delta^\varphi \geq A_k \).

```plaintext
1 W_0 := \emptyset
2 \Gamma_0 := \Gamma
3 i := 0
4 while \( \Gamma_i^\varphi \geq A_k \) and \( W_i \neq \text{Aff}(\Gamma_i, \varphi) \) do
5     W_{i+1} := \text{Aff}(\Gamma_i, \varphi)
6     N := \ker(\varphi|_{\Gamma_i})
7     \Gamma_{i+1} := \emptyset
8     for \( \gamma \in \Gamma_i^\varphi \) do
9         compute \( \bar{\gamma} \in \varphi^{-1}(\gamma) \)
10        \Gamma_{i+1} := \Gamma_{i+1} \cup \text{Aut}_{N_{\bar{\gamma}}(\bar{\gamma})}^W(\gamma)
11     end
12     i := i + 1
13 end
14 if \( \Gamma_i^\varphi \not\supseteq A_k \) then
15     return \( \Gamma_i^\varphi \)
16 else
17     return \( (\Gamma_i)(\Omega \setminus W_i) \)
18 end
```

The Local Certificates Routine is described in Algorithm 2. The algorithm computes a sequence of groups \( \Gamma = \Gamma_0 \geq \Gamma_1 \geq \cdots \geq \Gamma_i \) as well as a sequence of windows \( \emptyset = W_0 \subseteq W_1 \subseteq \cdots \subseteq W_i \). Throughout, the algorithm maintains the property that \( \Gamma_i = \text{Aut}_{W_i}^r(\gamma) \), i.e., the algorithm tries to “approximate” the automorphism group \( \text{Aut}_r(\gamma) \) taking larger and larger substrings into account. Observe that \( W_{i+1} \) is \( \Gamma_i \)-invariant and thus, \( \text{Aut}_r(\gamma) \leq \Gamma_{i+1} \).

When growing the window \( W_i \) the algorithm adds those points \( \alpha \in \Omega \) that are affected (with respect to the current group \( \Gamma_i \)) and computes the group \( \Gamma_{i+1} \) using recursion. The while-loop is terminated as soon as \( \Gamma_i^\varphi \not\supseteq A_k \) or the window \( W_i \) stops growing. In the first case the algorithm returns \( \Lambda := \Gamma_i^\varphi \) which clearly gives the desired outcome. In the second case the algorithm returns \( \Delta := (\Gamma_i)(\Omega \setminus W_i) \). It is easy to verify that \( \Delta \leq \text{Aut}_r(\gamma) \) since all points inside the window \( W_i \) are taken into account by the definition of group \( \Gamma_i \) and all points outside of \( W_i \) are fixed. The key insight is that \( \Delta \) contains a large number of automorphisms, more specifically, \( \Delta^\varphi \geq A_k \). This is guaranteed by the Unaffected Stabilizers Theorem, one of the main conceptual contributions of Babai’s algorithm.

**Theorem 4.9 (Unaffected Stabilizers Theorem, Babai [6])**. Let \( \Gamma \leq \text{Sym}(\Omega) \) be a permutation group of degree \( n \) and let \( \varphi: \Gamma \rightarrow S_k \) be a giant representation such that \( k > \max\{8, 2 + \log n\} \). Let \( D \subseteq \Omega \) be the set of elements not affected by \( \varphi \).

Then \( (\Gamma(D))^\varphi \geq A_k \). In particular \( D \neq \Omega \), that is, at least one point is affected by \( \varphi \).

Overall, this gives the correctness of the Local Certificates Routine. So let us analyse the
running time. Here, the crucial property is that the orbits of \(N[W]\) are small which guarantees efficient standard Luks reduction when computing \(\Gamma_{t+1}\).

**Lemma 4.10 (Affected Orbit Lemma, Babai [6]).** Let \(\Gamma \leq \text{Sym}(\Omega)\) be a permutation group and suppose \(\varphi: \Gamma \to S_k\) is a giant representation for \(k \geq 5\). Suppose \(A \subseteq \Omega\) is an affected orbit of \(\Gamma\) (with respect to \(\varphi\)). Then every orbit of \(\ker(\varphi)\) in \(A\) has size at most \(|A|/k\).

Overall, this means that the Local Certificates Routine runs in time \(kln^{O(1)}\) and performs at most \(kln\) many recursive calls to the String Isomorphism Problem over domain size at most \(n/k\). Unfortunately, this not fast enough if \(k\) is significantly larger than \(\log n\). The solution to this problem is to not run the Local Certificates Routine for the entire set \([k]\), but only for test sets \(T \subseteq [k]\) of size \(t = O(\log n)\).

Let \(T \subseteq [k]\) be a test set of size \(|T| = t\). We extend the notion of point- and setwise stabilizers to the image of \(\varphi\) and define \(\Gamma(T) := \varphi^{-1}((\Gamma^\varphi)(T))\) and \(\Gamma_T := \varphi^{-1}((\Gamma^\varphi)_T)\). The test set \(T\) is called full if \(( (\text{Aut}_{\Gamma_T}(x))^\varphi) [T] \geq \text{Alt}(T)\). A certificate of fullness is a group \(\Delta \leq \text{Aut}_{\Gamma_T}(x)\) such that \((\Delta^\varphi)[T] \geq \text{Alt}(T)\). A certificate of non-fullness is a non-giant group \(\Lambda \leq \text{Sym}(T)\) such that \(( (\text{Aut}_{\Gamma_T}(x))^\varphi) [T] \leq \Lambda\). Given a test set \(T \subseteq [k]\) we can use the Local Certificates Routine to determine whether \(T\) is full and, depending on the outcome, compute a certificate of fullness or non-fullness (simply run the Local Certificates Routine with input \((x, \Gamma_T, \varphi_T)\) where \(\varphi_T(\gamma) = (\gamma^\varphi)[T]\) for all \(\gamma \in \Gamma_T\). Observe that, for \(t = O(\log n)\), the recursion performed by the Local Certificate Routine for test sets of size \(t\) only results in quasi-polynomial running time.

Going back to the original problem of testing isomorphism of strings, the Local Certificates Routine is applied for all test sets of size \(t\) as well as both input strings \(x, y\). Based on the results, one can achieve one of the following two outcomes:

1. subsets \(M_\varphi, M_\eta \subseteq [k]\) of size at least \(\frac{2}{3}k\) and a group \(\Delta \leq \text{Aut}_{\Gamma_{M_\varphi}}(x)\) such that \(\Delta^\varphi[M_\varphi] \geq \text{Alt}(M_\varphi)\) and \((M_\varphi)^\varphi(\gamma) = M_\eta\) for all \(\gamma \in \text{Iso}_\Gamma(x, \eta)\), or

2. two families of \(r = k^{O(1)}\) many \(r\)-ary relational structures \((\mathcal{A}_{r,j})_{j \in [r]}\) and \((\mathcal{A}_{r,j})_{j \in [r]}\), where each relational structure has domain \([k]\) and only few symmetries, such that

\[
\{\mathcal{A}_{r,1}, \ldots, \mathcal{A}_{r,r}\}^{\varphi(\gamma)} = \{\mathcal{A}_{\eta,1}, \ldots, \mathcal{A}_{\eta,r}\}
\]

for all \(\gamma \in \text{Iso}_\Gamma(x, \eta)\).

Here, we shall not formally specify what it means for a structure to have few symmetries, but roughly speaking, this implies that the automorphism group is exponentially smaller than the full symmetric group.

Intuitively speaking, the first option can be achieved if there are many test sets which are full. In this case, the certificates of fullness (for the string \(x\)) can be combined to obtain the group \(\Delta\). Otherwise, there are many certificates of non-fullness which can be combined into the relational structures.

Now suppose the first option is satisfied. For simplicity assume that \(M_\varphi = M_\eta = [k]\) and \(\Delta^\varphi = S_k\). Then \(\text{Iso}_\Gamma(x, \eta) \neq \emptyset\) if and only if \(\text{Iso}_{\ker(\varphi)}(x, \eta) \neq \emptyset\). Hence, it suffices to recursively determine whether \(\text{Iso}_{\ker(\varphi)}(x, \eta) \neq \emptyset\). Since \(\ker(\varphi)\) is significantly smaller than \(\Gamma\) this gives sufficient progress for the recursion to obtain the desired running time.

In the other case the situation is far more involved and here, Babai’s algorithm builds on combinatorial methods to achieve further progress.

For simplicity, suppose the algorithm is given a single pair of isomorphism-invariant relational structures \(\mathcal{A} := \mathcal{A}_{x,1}\) and \(\mathcal{B} := \mathcal{A}_{y,1}\) (the general case reduces to this case by individualizing one of the relational structures). Recall that \(\mathcal{A}\) and \(\mathcal{B}\) only have few symmetries. On a high level, the
aim of the combinatorial subroutines is to compute “simpler” isomorphism-invariant relational structures $\mathcal{A}^*$ and $\mathcal{B}^*$ such that $\mathcal{A}^*$ and $\mathcal{B}^*$ still have few symmetries and all isomorphisms between $\mathcal{A}^*$ and $\mathcal{B}^*$ can be computed in polynomial time. Roughly speaking, this allows the algorithm to make sufficient progress by computing $\Lambda \Lambda := \text{Iso}(\mathcal{A}^*, \mathcal{B}^*)$ and updating $\Gamma \gamma := \varphi^{-1}(\Lambda \Lambda)$, i.e., the algorithm continues to compute $\text{Iso}_\gamma(\mathcal{A}, \mathcal{B})$. Actually, as before, we compute small families of relational structures $\mathcal{A}^*_1, \ldots, \mathcal{A}^*_m$ and $\mathcal{B}^*_1, \ldots, \mathcal{B}^*_m$ for some number $m$ which is quasi-polynomial in $k$. This does not impose any additional problems since, once again, it is possible to individualize a single relational structure.

To achieve the goal, Babai’s algorithm builds on two subroutines, the Design Lemma and the Split-or-Johnson Routine. The Design Lemma first turns the $t$-ary relational structures into (a small family of) graphs (without changing the domain). For this task, the Design Lemma mainly builds on the $t$-dimensional Weisfeiler-Leman algorithm. The output is passed to the Split-or-Johnson Routine which produces one of the following:

1. an isomorphism-invariant coloring where each color class $C$ has size $|C| \leq \frac{3}{4}k$, or
2. an isomorphism-invariant non-trivial equipartition of a subset $M \subseteq [k]$ of size $|M| \geq \frac{3}{4}k$, or
3. an isomorphism-invariant non-trivial Johnson graph defined on a subset $M \subseteq [k]$ of size $|M| \geq \frac{3}{4}k$.

Here, the Johnson graph $J(m, t)$ is the graph with vertex set $V(J(m, t)) := \binom{[m]}{t}$ and edge set $E(J(m, t)) := \{XY \mid |X \setminus Y| = 1\}$. We remark that $\text{Aut}(J(m, t)) = S_m^\theta$.

Once again, the Split-or-Johnson Routine actually produces a family of such objects. Note that, for each possible outcome, isomorphisms between objects can be computed efficiently and the number of isomorphisms is exponentially smaller than the entire symmetric group. This provides the desired progress for the recursive algorithm.

The Split-or-Johnson Routine again builds on the Weisfeiler-Leman algorithm as well as further combinatorial tools. We omit any details here and refer the interested reader to [44]. Overall, Babai’s algorithm results in the following theorem.

**Theorem 4.11 (Babai [6]).** The String Isomorphism Problem can be solved in time $n^{\text{polylog}(n)}$.

### 4.4 Faster Certificates for Groups with Restricted Composition Factors

In the following two subsections we discuss extensions of Babai’s algorithm for the String Isomorphism Problem. We start by considering again the String Isomorphism Problem for $\Gamma_d$-groups. For such an input group, Babai’s algorithm never encounters an obstacle case (assuming $d = O(\log n)$) and thus, it simply follows Luks’s algorithm which solves the problem in time $n^{O(d)}$ (see also Corollary 4.11). However, in light of the novel group-theoretic subroutines employed in Babai’s algorithm, it seems plausible to also hope for improvements in case the input group is a $\Gamma_d$-group.

Looking at Babai’s algorithm from a high level, there are two major hurdles that one needs to overcome. First, we need to analyse the obstacle cases for Luks’s algorithm, i.e., one needs to classify primitive $\Gamma_d$-groups of size larger than $n^{O(\log d)}$. Without going into any details, let us just state that by a deep analysis of primitive $\Gamma_d$-groups [85], one can prove that such groups are, once again, essentially Johnson groups in a similar manner as in Theorem 4.7.

The second crucial hurdle is the adaption of the Local Certificates Routine. Recall that Babai’s algorithm applies the Local Certificates Routine to test sets $T$ of size $|T| = t = O(\log n)$. The routine runs in time $t n^{O(1)}$ and performs $t n$ many recursive calls to the String Isomorphism
Problem over domain size at most $n/t$. The central issue is that, in order to prove correctness building on the Unaffected Stabilizers Theorem, the Local Certificates Routine requires that $t > \max\{8, \log n + 2\}$. However, to apply the Local Certificates Routine in the setting of $\hat{\Gamma}_d$-groups, we wish to choose $t = \mathcal{O}(\log d)$ to attain the desired running. Hence, a main obstacle for a faster algorithm for $\hat{\Gamma}_d$-groups is to obtain a suitable variant of the Unaffected Stabilizers Theorem. Unfortunately, it is not difficult to see that the natural variant of the Unaffected Stabilizers Theorem (where we restrict the input group to be in $\hat{\Gamma}_d$ and update the bound on $t$ as desired) does not hold (see, e.g., [67, Example 5.5.10]).

The main idea to circumvent this problem [38] is to first normalize the input to ensure suitable restrictions on the input group $\Gamma$ that enable us to prove the desired variant of the Unaffected Stabilizers Theorem. In the following, we only describe the main idea for the normalization. Given a normalized input, one can provide a suitable variant of the Local Certificates Routine and, building on a more precise analysis of the recursion, extend Babai’s algorithm to the setting of $\hat{\Gamma}_d$-groups. This results in an algorithm solving the String Isomorphism Problem for $\hat{\Gamma}_d$-groups in time $n^{\mathcal{O}(\log d)}$. We remark that the algorithm does not exploit the combinatorial subroutines directly, but one can simply rely on using Babai’s algorithm as a black box instead. In particular, this also simplifies the analysis of the entire algorithm.

To describe the normalization procedure, we follow the framework developed in the second author’s PhD thesis [67]. A rooted tree is a pair $(T, v_0)$ where $T$ is a directed tree and $v_0 \in V(T)$ is the root of $T$ (all edges are directed away from the root). Let $L(T)$ denote the set of leaves of $T$, i.e., vertices $v \in V(T)$ without outgoing edges. For $v \in V(T)$ we denote by $T^v$ the subtree of $T$ rooted at vertex $v$.

Let $\Gamma \leq \text{Sym}(\Omega)$ be a permutation group. A structure tree for $\Gamma$ is a rooted tree $(T, v_0)$ such that $L(T) = \Omega$ and $\Gamma \leq (\text{Aut}(T))[\Omega]$, i.e., all $\gamma \in \Gamma$ preserve the structure of $T$.

**Lemma 4.12.** Let $\Gamma \leq \text{Sym}(\Omega)$ be a transitive group and $(T, v_0)$ a structure tree for $\Gamma$. For every $v \in V(T)$ the set $L(T^v)$ is a block of $\Gamma$. Moreover, $\{L(T^w) \mid w \in \text{vAut}(T)\}$ forms a block system of the group $\Gamma$.

Let $\Gamma \leq \text{Sym}(\Omega)$ be a transitive group. The last lemma implies that every structure tree $(T, v_0)$ gives a sequence of $\Gamma$-invariant partitions $\Omega = \mathcal{B}_0 \succ \cdots \succ \mathcal{B}_k = \{\{\alpha\} \mid \alpha \in \Omega\}$ (for each level $h \geq 0$, the blocks associated with the vertices at distance $h$ from the root form one of the partitions). On the other hand, every such sequence of partitions gives a structure tree $(T, v_0)$ with

$$V(T) = \Omega \cup \bigcup_{i=0,\ldots,k-1} \mathcal{B}_i$$

and

$$E(T) = \{(B, B') \mid B \in \mathcal{B}_{i-1}, B' \in \mathcal{B}_i, B' \subseteq B\} \cup \{(B, \alpha) \mid B \in \mathcal{B}_{k-1}, \alpha \in B\}.$$  

The root is $v_0 = \Omega$.

The following definition describes the desired structure of a normalized group. For $\mathcal{B}$ a partition of $\Omega$ and $S \subseteq \Omega$ we denote by $\mathcal{B}[S] := \{B \cap S \mid B \in \mathcal{B}, B \cap S \neq \emptyset\}$ the induced partition on $S$.

**Definition 4.13 (Almost $d$-ary Sequences of Partitions).** Let $\Gamma \leq \text{Sym}(\Omega)$ be a group and let $\{\Omega\} = \mathcal{B}_0 \succ \cdots \succ \mathcal{B}_k = \{\{\alpha\} \mid \alpha \in \Omega\}$ be a sequence of $\Gamma$-invariant partitions. The sequence $\mathcal{B}_0 \succ \cdots \succ \mathcal{B}_k$ is almost $d$-ary if for every $i \in [k]$ and $B \in \mathcal{B}_{i-1}$ it holds that

1. $|\mathcal{B}_i[B]| \leq d$, or
2. $\Gamma_B[\mathcal{B}_i[B]]$ is semi-regular.
If the first option is always satisfied the sequence $\mathfrak{B}_0 \triangleright \cdots \triangleright \mathfrak{B}_k$ is called $d$-ary. Similarly, a structure tree $(T, v_0)$ for $\Gamma$ is (almost) $d$-ary if the corresponding sequence of partitions is.

Let $\Gamma$ be a group for which there is an almost $d$-ary structure tree $(T, v_0)$. Now, we can execute Luks’s algorithm along the given structure tree $(T, v_0)$ (by always picking the next partition when performing standard Luks reduction). Intuitively speaking, this allows us to restrict the primitive groups that are encountered during Luks’s algorithm. For a $d$-ary structure tree all primitive groups are subgroups of $S_d$. For an almost $d$-ary structure tree we additionally need to be able to handle semi-regular groups. However, handling such groups is simple since they have size at most $n$ where $n$ denotes the size of the permutation domain.

The goal of the Normalization Routine is, given an instance $(\Gamma, \varphi, \eta)$ of the String Isomorphism Problem where $\Gamma \in \tilde{\Gamma}_d$, to compute a normalized equivalent instance $(\Gamma^*, (T, v_0), \varphi^*, \eta^*)$ such that $(T, v_0)$ forms an almost $d$-ary structure tree for $\Gamma^*$. The main tool to achieve the normalization are tree unfoldings of certain structure graphs.

Let $(G, v_0)$ be a rooted acyclic directed graph. For $v \in V(G)$ define $N^+(v) := \{w \in V(G) \mid (v, w) \in E(G)\}$ to be the set of outgoing neighbors of $v$. The forward degree of $v$ is $\deg^+(v) := |N^+(v)|$. A vertex is a leaf of $G$ if it has no outgoing neighbors, i.e., $\deg^+(v) = 0$. Let $L(G) = \{v \in V(G) \mid \deg^+(v) = 0\}$ denote the set of leaves of $G$.

Let $\Gamma \leq \text{Sym}(\Omega)$ be a permutation group. A structure graph for $\Gamma$ is a triple $(G, v_0, \varphi)$ where $(G, v_0)$ is a rooted acyclic directed graph such that $L(G) = \Omega$ and $\Gamma \leq (\text{Aut}(G))[\Omega]$ and $\varphi : \Gamma \to \text{Aut}(G)$ is a homomorphism such that $(\varphi^\gamma)[\Omega] = \gamma$ for all $\gamma \in \Gamma$.

Note that each structure tree can be viewed as a structure graph (for trees the homomorphism $\varphi$ is uniquely defined and can be easily computed). As indicated above the strategy to normalize the action is to consider the tree unfolding of a suitable structure graph. The permutation domain of the normalized action then corresponds to the leaves of the tree unfolding for which there is a natural action of the group $\Gamma$.

Let $(G, v_0)$ be a rooted acyclic directed graph. A branch of $(G, v_0)$ is a sequence $(v_0, v_1, \ldots, v_k)$ such that $(v_{i−1}, v_i) \in E(G)$ for all $i \in [k]$. A branch $(v_0, v_1, \ldots, v_k)$ is maximal if it can not to extended to a longer branch, i.e., if $v_k$ is a leaf of $(G, v_0)$. Let $\text{Br}(G, v_0)$ denote the set of branches of $(G, v_0)$ and $\text{Br}^*(G, v_0)$ denote the set of maximal branches. Note that $\text{Br}^*(G, v_0) \subseteq \text{Br}(G, v_0)$. Also, for a maximal branch $\bar{v} = (v_0, v_1, \ldots, v_k)$ let $L(\bar{v}) := v_k$. Note that $L(\bar{v}) \in L(G)$.

For a rooted acyclic directed graph $(G, v_0)$, the tree unfolding of $(G, v_0)$ is defined to be the rooted tree $\text{Unf}(G, v_0)$ with vertex set $\text{Br}(G, v_0)$ and edge set

$$E(\text{Unf}(G, v_0)) = \{(v_0, \ldots, v_k), (v_0, \ldots, v_k, v_{k+1}) \mid (v_0, \ldots, v_{k+1}) \in \text{Br}(G, v_0)\}.$$

Note that $L(\text{Unf}(G, v_0)) = \text{Br}^*(G, v_0)$, i.e., the leaves of the tree unfolding of $(G, v_0)$ are exactly the maximal branches of $(G, v_0)$.

**Example 4.14.** Let $m \leq d$, $t \leq \frac{m}{2}$ and consider the Johnson group $\Gamma = A^t_m$. Then a structure graph $(G, v_0, \varphi)$ for $\Gamma \leq \text{Sym}(\binom{[m]}{t})$ can be constructed as follows. The vertices of the graph are all subsets of $[m]$ of size at most $t$, i.e.,

$$V(G) := \binom{[m]}{\leq t} = \{X \subseteq [m] \mid |X| \leq t\}.$$

Two vertices $X$ and $Y$ are connected by an edge if $Y$ is the extension of $X$ by a single element, i.e.,

$$E(G) := \{(X, Y) \mid X \subseteq Y \land |Y \setminus X| = 1\}.$$

The root of the structure graph is $v_0 := \emptyset$. Note that $L(G) = \binom{[m]}{\leq t}$ as desired. Intuitively speaking, $(G, v_0)$ corresponds to the first $t + 1$ levels of the subset lattice of the set $[m]$. An example is given in Figure 1.2.
For $\gamma \in A_m$ let $\gamma^{(t)}$ be the element obtained from the natural action of $\gamma$ on $\binom{[m]}{t}$. So $\Gamma = \{\gamma^{(t)} \mid \gamma \in A_m\}$. Let $\varphi: \Gamma \to \text{Aut}(G)$ be defined by $X^{\varphi(\gamma^{(t)})} = X^\gamma$ where $X \in V(G)$. Then $(G, v_0, \varphi)$ is a structure graph for $\Gamma$.

Now consider the tree unfolding $\text{Unf}(G, v_0)$ of the graph $(G, v_0)$. A maximal branch $\bar{v} \in \text{Br}^*(G, v_0)$ is a sequence $\bar{v} = (X_0, X_1, \ldots, X_t)$ where $X_{i-1} \subseteq X_i$ and $|X_i| = i$ for all $i \in [t]$. This gives an ordering of the elements in $X_t$. Indeed, it is not difficult to see that there is a one-to-one correspondence between the maximal branches $\text{Br}^*(G, v_0)$ and the set $\binom{[m]}{t}$ of ordered $t$-tuples over the set $[m]$ with pairwise distinct elements.

The group $A_m$ also acts naturally on the set $\binom{[m]}{t}$. Let $A^{(t)}_m$ be the permutation group obtained from this action. Now it can be observed that $\text{Unf}(G, v_0)$ gives a structure tree for $A^{(t)}_m$. Also, the degree of the permutation group $A^{(t)}_m$ is only slightly larger than the degree of $A_m$. Indeed,

$$\left|\binom{[m]}{t}\right|^\log m = \left(\frac{m}{t}\right)^{\log m} \geq \left(\frac{m}{t}\right)^{t \log m} \geq 2^{t \log m} = m^t \geq \left|\binom{[m]}{t}\right|.$$  \hspace{1cm} (4.1)

In order to generalize this example to obtain a normalization for all groups one can first observe that a group $\Gamma$ naturally acts on the set of maximal branches of a structure graph and additionally, the tree unfolding of the structure graph forms a structure tree for this action.

**Lemma 4.15.** Let $\Gamma \leq \text{Sym}(\Omega)$ be a permutation group and let $(G, v_0, \varphi)$ be a structure graph for $\Gamma$. Then there is an action $\psi: \Gamma \to \text{Sym(\text{Br}^*(G))}$ on the set of maximal branches of $(G, v_0)$ such that

1. $L(\bar{v}^{\psi(\gamma)}) = (L(\bar{v}))^\gamma$ for all $\bar{v} \in \text{Br}^*(G)$ and $\gamma \in \Gamma$, and
2. Unf($G, v_0$) forms a structure tree for $\Gamma^\psi$.

Moreover, given the group $\Gamma$ and the structure graph $(G, v_0, \varphi)$, the homomorphism $\psi$ can be computed in time polynomial in $|\text{Br}^*(G, v_0)|$.

Hence, for the normalization, the strategy is to first compute a suitable structure graph $(G, v_0, \varphi)$ for $\Gamma$. Then we update the group by setting $\Gamma^*: = \Gamma^{\psi}$ to be the standard action on the set of maximal branches described in the lemma. Here, the tree unfolding $\text{Unf}(G, v_0)$ should form an almost $d$-ary structure tree for $\Gamma^*$. Towards this end, we say that $(G, v_0, \varphi)$ is an almost $d$-ary structure graph for $\Gamma$ if $\text{Unf}(G, v_0)$ forms an almost $d$-ary structure tree for $\Gamma^*$. Moreover, we also update the strings $\xi, \eta: \Omega \to \Sigma$ by setting $\xi^*: \text{Br}^*(G) \to \Sigma: \bar{v} \mapsto \xi(L(\bar{v}))$ and similarly $\eta^*: \text{Br}^*(G) \to \Sigma: \bar{v} \mapsto \eta(L(\bar{v}))$. One can easily show that

$$(\text{Iso}_\Gamma(\xi, \eta))^{\psi} = \text{Iso}_{\Gamma^*}(\xi^*, \eta^*).$$
Hence, to complete the normalization, it only remains to find an almost \(d\)-ary structure graph for which the number of maximal branches is not too large.

**Theorem 4.16 ([38, 67]).** Let \(\Gamma \leq \text{Sym}(\Omega)\) be a \(\hat{\Gamma}_d\)-group. Then there is an almost \(d\)-ary structure graph \((G, v_0, \varphi)\) for \(\Gamma\) such that \(|\text{Br}(G, v_0)| \leq n^{O(\log d)}\). Moreover, there is an algorithm computing such a structure graph in time polynomial in the size of \(G\).

The proof is the theorem is far from trivial and builds on the characterization of large primitive \(\hat{\Gamma}_d\)-groups (see [38]).

**Corollary 4.17.** There is a Turing-reduction from the String Isomorphism Problem for \(\hat{\Gamma}_d\)-groups to the String Isomorphism Problem for groups equipped with an almost \(d\)-ary structure tree running in time \(n^{O(\log d)}\).

As already indicated above, having normalized the input to the String Isomorphism Problem, one can prove an adaption of the Unaffected Stabilizers Theorem and extend Babai’s algorithm to the setting of \(\hat{\Gamma}_d\)-groups.

**Theorem 4.18 (Grohe, Neuen, Schweitzer [38]).** The String Isomorphism Problem for \(\hat{\Gamma}_d\)-groups can be solved in time \(n^{\text{polylog}(d)}\).

Recall that there is a polynomial-time Turing reduction from the Graph Isomorphism Problem for graphs of maximum degree \(d\) to the String Isomorphism Problem for \(\hat{\Gamma}_d\)-groups [38, 10]. Hence, the Graph Isomorphism Problem for graphs of maximum degree \(d\) can be solved in time \(n^{\text{polylog}(d)}\). Actually, we reprove this result in Section 5 using slightly different tools.

### 4.5 From Strings to Hypergraphs

Next, we present another extension of the presented methods taking more general input structures into account. Specifically, up to this point, we only considered strings for the input structures which are quite restrictive. In this subsection, we briefly describe how to extend the methods to isomorphism testing for hypergraphs.

A hypergraph is a pair \(\mathcal{H} = (V, E)\) where \(V\) is a finite vertex set and \(E \subseteq 2^V\) (where \(2^V\) denotes the power set of \(V\)). As for strings, we are interested in the isomorphism problem between hypergraphs where we are additionally given a permutation group that restricts possible isomorphisms between the two given hypergraphs. More precisely, in this work, the **Hypergraph Isomorphism Problem** takes as input two hypergraphs \(\mathcal{H}_1 = (V_1, E_1)\) and \(\mathcal{H}_2 = (V_2, E_2)\) over the same vertex set and a permutation group \(\Gamma \leq \text{Sym}(V)\) (given by a set of generators), and asks whether there is some \(\gamma \in \Gamma\) such that \(\gamma : \mathcal{H}_1 \cong \mathcal{H}_2\) (i.e., \(\gamma\) is an isomorphism from \(\mathcal{H}_1\) to \(\mathcal{H}_2\)).

For the purpose of designing an algorithm it is actually more convenient to consider the following equivalent problem. The **Set-of-Strings Isomorphism Problem** takes as input two sets \(X = \{x_1, \ldots, x_m\}\) and \(Y = \{y_1, \ldots, y_m\}\) where \(x_i, y_i : \Omega \to \Sigma\) are strings, and a group \(\Gamma \leq \text{Sym}(\Omega)\), and asks whether there is some \(\gamma \in \Gamma\) such that \(X^\gamma := \{x_1^\gamma, \ldots, x_m^\gamma\} = Y\)

**Theorem 4.19.** The Hypergraph Isomorphism Problem for \(\hat{\Gamma}_d\)-groups is polynomial-time equivalent to the Set-of-Strings Isomorphism Problem for \(\hat{\Gamma}_d\)-groups under many-one reductions.

**Proof Sketch.** A hypergraph \(\mathcal{H} = (V, E)\) can be translated into a set \(X := \{x_E \mid E \in E\}\) over domain \(\Omega := V\) where \(x_E\) is the characteristic function of \(E\), i.e., \(x_E(v) = 1\) if \(v \in E\) and \(x_E(v) = 0\) if \(v \notin E\).

In the other direction, a set of strings \(X\) over domain \(\Omega\) and alphabet \(\Sigma\) can be translated into a hypergraph \(\mathcal{H} = (V, E)\) where \(V := \Omega \times \Sigma\) and \(E := \{E_{\alpha} \mid \alpha \in \Omega\}\) where \(E_{\alpha} := \{(\alpha, x) \mid x \in X\}\). The group \(\Gamma \leq \text{Sym}(\Omega)\) is translated into the natural action of \(\Gamma\) on \(V\) defined via \((\alpha, a)^\gamma := (\alpha^\gamma, a)\).

It is easy to verify that both translations preserve isomorphisms. □
For the purpose of building a recursive algorithm, we consider a slightly different problem that crucially allows us to modify instances in a certain way.

Let $\Gamma \leq \text{Sym}(\Omega)$ be a group and let $\mathcal{P}$ be a $\Gamma$-invariant partition of the set $\Omega$. A $\mathcal{P}$-string is a pair $(P, \mathcal{P})$ where $P \in \mathcal{P}$ and $\mathcal{P} : P \to \Sigma$ is a string over a finite alphabet $\Sigma$. For $\sigma \in \text{Sym}(\Omega)$ the string $\mathcal{P}^\sigma$ is defined by $\mathcal{P}^\sigma : P^\sigma \to \Sigma : \alpha \mapsto \mathcal{P}(\alpha\sigma^{-1})$. A permutation $\sigma \in \text{Sym}(\Omega)$ is a $\Gamma$-isomorphism from $(P, \mathcal{P})$ to a second $\mathcal{P}$-string $(Q, \mathcal{Q})$ if $\sigma \in \Gamma$ and $(P, \mathcal{P}) = (Q, \mathcal{Q})$.

The Generalized String Isomorphism Problem takes as input a permutation group $\Gamma \leq \text{Sym}(\Omega)$, a $\Gamma$-invariant partition $\mathcal{P}$ of the set $\Omega$, and $\mathcal{P}$-strings $(P_1, \mathcal{P}_1), \ldots, (P_m, \mathcal{P}_m)$ and $(Q_1, \mathcal{Q}_1), \ldots, (Q_m, \mathcal{Q}_m)$, and asks whether there is some $\gamma \in \Gamma$ such that

$$\{(P_1^\gamma, \mathcal{P}_1), \ldots, (P_m^\gamma, \mathcal{P}_m)\} = \{(Q_1, \mathcal{Q}_1), \ldots, (Q_m, \mathcal{Q}_m)\}.$$  

We denote $\mathcal{X} = \{(P_1, \mathcal{P}_1), \ldots, (P_m, \mathcal{P}_m)\}$ and $\mathcal{Y} = \{(Q_1, \mathcal{Q}_1), \ldots, (Q_m, \mathcal{Q}_m)\}$. Also, $\text{Iso}_\Gamma(\mathcal{X}, \mathcal{Y})$ denotes the set of $\Gamma$-isomorphisms from $\mathcal{X}$ to $\mathcal{Y}$ and $\text{Aut}_\Gamma(\mathcal{X}) := \text{Iso}_\Gamma(\mathcal{X}, \mathcal{X})$.

It is easy to see that the Set-of-Strings Isomorphism Problem forms a special case of the Generalized String Isomorphism Problem where $\mathcal{P}$ is the trivial partition consisting of one block. For the rest of this subsection we denote by $n := |\Omega|$ the size of the domain, and $m$ denotes the size of $\mathcal{X}$ and $\mathcal{Y}$ (we always assume $|\mathcal{X}| = |\mathcal{Y}|$, otherwise the problem is trivial). The goal is to sketch an algorithm that solves the Generalized String Isomorphism Problem for $\Gamma$-groups in time $(n + m)^{\text{polylog}(d)}$.  

As a starting point it was already observed by Miller [64] that Luks’s algorithm can be easily extended to hypergraphs resulting in an isomorphism test running in time $(n + m)^{O(d)}$ for $\Gamma$-groups. Similar to the previous subsection, the main obstacle we are facing to obtain a more efficient algorithm is the adaption of the Local Certificates Routine.

Let $\Gamma \leq \text{Sym}(\Omega)$ be a $\Gamma$-group, $\mathcal{P}$ a $\Gamma$-invariant partition of $\Omega$, and $\mathcal{X}, \mathcal{Y}$ two sets of $\mathcal{P}$-strings. Recall that, in a nutshell, the Local Certificates Routine considers a $\Gamma$-invariant window $W \subseteq \Omega$ such that $\Gamma[W] \leq \text{Aut}(\mathcal{X}[W])$ (i.e., the group $\Gamma$ respects $\mathcal{X}$ restricted to the window $W$) and aims at creating automorphisms of the entire structure $\mathcal{X}$ (from the local information that $\Gamma$ respects $\mathcal{X}$ on the window $W$). In order to create these automorphisms the Local Certificates Routine considers the group $\Gamma_{(\Omega \setminus W)}$ fixing every point outside of $W$. Remember that the Unaffected Stabilizers Theorem (resp. the variant suitable for $\Gamma$-groups) guarantees that the group $\Gamma_{(\Omega \setminus W)}$ is large.

For the String Isomorphism Problem it is easy to see that $\Gamma_{(\Omega \setminus W)}$ consists only of automorphisms of the input string (assuming $\Gamma$ respects the input string $\mathcal{P}$ on the window $W$) since there are no dependencies between the positions within the window $W$ and outside of $W$. However, for the Generalized String Isomorphism Problem, this is not true anymore. As a simple example, suppose the input is a graph on vertex set $\Omega$ (which, in particular, can be interpreted as a hypergraph and translated into a set of strings) and the edges between $W$ and $\Omega \setminus W$ form a perfect matching. Then a permutation $\gamma \in \Gamma_{(\Omega \setminus W)}$ is not necessarily an automorphism of $G$ even if it respects $G[W]$, since it may not preserve the edges between $W$ and $\Omega \setminus W$. Actually, since the edges between $W$ and $\Omega \setminus W$ form a perfect matching, the only automorphism of $G$ in the group $\Gamma_{(\Omega \setminus W)}$ is the identity mapping.

In other words, in order to compute $\text{Aut}(\mathcal{X})$, it is not possible to consider $\mathcal{X}[W]$ and $\mathcal{X}[\Omega \setminus W]$ independently as is done by the Local Certificates Routine.

The solution to this problem is guided by the following simple observation. Suppose that $\mathcal{X}[W]$ is simple, i.e.,

$$m_{\mathcal{X}[W]}(P) := |\{\mathcal{P}[W \cap P] \mid (P, \mathcal{P}) \in \mathcal{X}, W \cap P \neq \emptyset\}| = 1$$

for all $P \in \mathcal{P}[W]$ (in other words, when restricted to $W$, each block $P$ only contains one string).

In this case it is possible to consider $\mathcal{X}[W]$ and $\mathcal{X}[\Omega \setminus W]$ independently since there can be no more additional dependencies between $W$ and $\Omega \setminus W$.  
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Let \( W \subseteq \Omega \) be a \( \Gamma \)-invariant set such that \( \Gamma | W \leq \text{Aut}(\mathcal{X}[W]) \) (this is the case during the Local Certificates Routine). In order to solve the problem described above in general, the basic idea is to introduce another normalization procedure, referred to as Simplification Routine, modifying the instance in such a way that \( \mathcal{X}[W] \) becomes simple. Eventually, this allows us to extend the Local Certificates Routine to the setting of the Generalized String Isomorphism Problem.

In the following we briefly describe the Simplification Routine which exploits the specific definition of the Generalized String Isomorphism Problem. Consider a set \( P \in \mathcal{P} \). In order to "simplify" the instance we define an equivalence relation on the set \( \mathcal{X}[P] := \{ \bar{x} \mid (P, \bar{x}) \in \mathcal{X} \} \) of all strings on \( P \). Two \( \mathcal{P} \)-strings \( (P, \bar{x}_1) \) and \( (P, \bar{x}_2) \) are \( W \)-equivalent if they are identical on the window \( W \), i.e., \( \bar{x}_1[W \cap P] = \bar{x}_2[W \cap P] \). For each equivalence class we create a new block \( P' \) containing exactly the strings from the equivalence class. Since the group \( \Gamma \) respects the induced sub-instance \( \mathcal{X}[W] \) it naturally acts on the equivalence classes. This process is visualized in Figure 4.3 and formalized below.

Let \( \Omega' := \bigcup_{P \in \mathcal{P}} P \times \{ \bar{x}[W \cap P] \mid (P, \bar{x}) \in \mathcal{X} \} \) and \( \mathcal{P}' := \{ P \times \{ \bar{x}[W \cap P] \} \mid (P, \bar{x}) \in \mathcal{X} \} \). Also define

\[
\mathcal{X}' := \left\{ \left( P \times \{ \bar{x}[W \cap P] \}, \bar{x}' : P \times \{ \bar{x}[W \cap P] \} \to \Sigma : (\alpha, \bar{x}[W \cap P]) \mapsto \bar{x}(\alpha) \right) \mid (P, \bar{x}) \in \mathcal{X} \right\}
\]

and similarly define \( \mathcal{Q}' \) for the instance \( \mathcal{Q} \). Note that \( \mathcal{X}' \) and \( \mathcal{Q}' \) are sets of \( \mathcal{P}' \)-strings. Finally, the group \( \Gamma \) faithfully acts on the set \( \Omega' \) via \( (\alpha, \bar{x}) \gamma = (\alpha \gamma, \bar{x} \gamma) \) yielding an injective homomorphism \( \psi : \Gamma \to \text{Sym}(\Omega') \). Define \( \Gamma' := \Gamma^\psi \). It can be easily checked that the updated instance is equivalent to the original instance. Also, \( \mathcal{X}'[W'] \) is simple where \( W' := \{ (\alpha, \bar{x}) \in \mathcal{P}' \mid \alpha \in W \} \).

While this simplification allows us to treat \( \mathcal{X}'[W'] \) and \( \mathcal{X}'[W' \setminus \Omega'] \) independently and thus solves the above problem, it creates several additional issues that need to be addressed. First, this modification may destroy the normalization property (i.e., the existence of an almost \( d \)-ary sequence of partitions). As a result, the Local Certificates Routine constantly needs to re-normalize the input instances which requires a precise analysis of the increase in size occurring from the re-normalization. In turn, the re-normalization of instances creates another problem. In the Aggregation of Local Certificates (where the local certificates are combined into a relational structure), the outputs of the Local Certificates Routine are compared with each other requiring the outputs to be isomorphism-invariant. However, the re-normalization procedure is not isomorphism-invariant. The solution to this problem is to run the Local Certificates Routine

---

**Figure 4.3:** A set \( \mathcal{X} \) of \( \mathcal{P} \)-strings is given in the top and the "simplified" instance \( \mathcal{X}' \) is given below. The window \( W \) is marked in gray. Note that \( \mathcal{X}'[W'] \) is simple where \( W' \) denotes the window marked in gray in the bottom part of the figure.
in parallel on all pairs of test sets compared later on. This way, one can ensure that all instances are normalized in the same way.

Overall, these ideas allow us to obtain the following theorem.

**Theorem 4.20 (Neuen [68]).** The Generalized String Isomorphism Problem for \( \widehat{\Gamma}_d \)-groups can be solved in time \((n + m)^{\text{polylog}(d)}\) where \(n\) denotes the size of the domain and \(m\) the number of strings in the input sets.

Note that this gives an algorithm for the Set-of-Strings Isomorphism Problem as well as the Hypergraph Isomorphism Problem for \( \widehat{\Gamma}_d \)-groups with the same running time. In particular, the Hypergraph Isomorphism Problem without any input group can be solved in time \((n + m)^{\text{polylog}(n)}\). This is the fastest known algorithm for the problem. A different algorithm with the same running time was obtained by Wiebking [81].

5 Quasi-Polynomial Parameterized Algorithms for Isomorphism Testing

In this section we present several applications of the results presented above for isomorphism testing on restricted classes of graphs. Towards this end, we first introduce the notion of \( t \)-CR-bounded graphs recently introduced in [68] and build an isomorphism test for such graphs based on Theorem 4.20. It turns out that the notion of \( t \)-CR-bounded graphs forms a powerful tool when it comes to the task of designing isomorphism tests for restricted classes of graphs. In this direction we build a series of reductions for the isomorphism problem for well-known parameterized classes of graphs to the isomorphism problem for \( t \)-CR-bounded graphs leading to the most efficient algorithms for isomorphism testing for mentioned classes. An overview on the reductions can be found in Figure 5.1.

5.1 Allowing Color Refinement to Split Small Classes

As indicated above, the central tool for designing more efficient isomorphism tests based on the results of the previous section is the notion of \( t \)-CR-bounded graphs. Intuitively speaking, a vertex-colored graph \((G, \chi)\) is \( t \)-CR-bounded if the vertex-coloring can be transformed into a discrete coloring (i.e., a coloring where each vertex has its own color) by repeatedly applying the following operations:

1. applying the Color Refinement algorithm, and
2. picking a color class \([v]_\chi := \{w \in V(G) \mid \chi(w) = \chi(v)\}\) for some vertex \(v\) such that \(|[v]_\chi| \leq t\) and assigning each vertex in the class its own color.

The next definition formalizes this intuition. For formal reason, it turns out to be more convenient to consider vertex- and arc-colored graphs.

**Definition 5.1.** A vertex- and arc-colored graph \(G = (V, E, \chi_V, \chi_E)\) is \( t \)-CR-bounded if the sequence \((\chi_i)_{i \geq 0}\) reaches a discrete coloring where \(\chi_0 := \chi_V\),

\[
\chi_{2i+1} := \chi(\infty)(V, E, \chi_{2i}, \chi_E)
\]

and

\[
\chi_{2i+2}(v) := \begin{cases} 
(v, 1) & \text{if } |[v]_{\chi_{2i+1}}| \leq t \\
(\chi_{2i+1}(v), 0) & \text{otherwise}
\end{cases}
\]

for all \(i \geq 0\).
Also, for the minimal \( i_\infty \geq 0 \) such that \( \chi_{i_\infty} \equiv \chi_{i_\infty+1} \), we refer to \( \chi_{i_\infty} \) as the \( t\text{-CR-stable} \) coloring of \( G \) and denote it by \( \chi_{t\text{-CR}}(G) \).

In order to give an efficient isomorphism test for \( t\text{-CR-bounded} \) graphs we present a polynomial-time reduction to the Set-of-Strings Isomorphism Problem discussed in Section 4.5.

**Theorem 5.2 ([68]).** There is a polynomial-time Turing reduction from the Graph Isomorphism Problem for \( t\text{-CR-bounded} \) graphs to the Set-of-Strings Isomorphism Problem for \( \hat{\Gamma}_d \)-groups.

**Proof Sketch.** Let \( G \) be a \( t\text{-CR-bounded} \) graph and let \((\chi_i)_{i \geq 0}\) be the corresponding sequence of colorings. For simplicity we assume the arc-coloring of \( G \) is trivial and restrict ourselves to computing a generating set for the automorphism group \( \text{Aut}(G) \). Let \( \mathfrak{P}_i := \pi(\chi_i) \) be the partition of the vertex set into the color classes of the coloring \( \chi_i \). Observe that \( \mathfrak{P}_i \) is defined in an isomorphism-invariant manner with respect to \( G \) and \( \mathfrak{P}_{i+1} \leq \mathfrak{P}_i \) for all \( i \geq 0 \).

The basic idea for the algorithm is to iteratively compute \( \hat{\Gamma}_t \)-groups \( \Gamma_i \leq \text{Sym}(\mathfrak{P}_i) \) such that \( (\text{Aut}(G))[\mathfrak{P}_i] \leq \Gamma_i \) for all \( i \geq 0 \). First note that this gives an algorithm for computing the automorphism group of \( G \). Since \( G \) is \( t\text{-CR-bounded} \) there is some \( i_\infty \geq 0 \) such that \( \mathfrak{P}_{i_\infty} \) is the discrete partition. Hence, \( \text{Aut}(G) \leq \Gamma_{i_\infty} \frac{3}{\hat{\Gamma}_i} \) where \( \Gamma_{i_\infty} \) is a \( \hat{\Gamma}_t \)-group and the automorphism group of \( G \) can be computed using Theorems 4.19 and 4.20.

For the sequence of groups the algorithm sets \( \Gamma_0 := \{\text{id}\} \) to be the trivial group (this is correct since \( \chi_0 \) is the vertex-coloring of the input graph \( G \)). Hence, let \( i > 0 \) and suppose the algorithm already computed a generating set for \( \Gamma_{i-1} \).

---

\(^3\) Formally, this is not correct since \( \text{Aut}(G) \leq \text{Sym}(V(G)) \) and \( \Gamma_{i_\infty} \leq \text{Sym}(*\{v\} | v \in V(G)) \). However, the algorithm can simply identify \( v \) with the singleton set \( \{v\} \) to obtain the desired supergroup.

---

Figure 5.1: Dependencies between isomorphism problems considered in this paper. Each solid edge represents a polynomial-time Turing reduction where the parameter is set according to the edge label. The dashed edges represent fpt reductions.

![Diagram showing dependencies between isomorphism problems](image-url)
If \( i \) is even, \( \mathfrak{P}_i \) is obtained from \( \mathfrak{P}_{i-1} \) by splitting all sets \( P \in \mathfrak{P}_{i-1} \) of size at most \( t \). Towards this end, the algorithm first updates \( \Gamma'_{i-1} := \text{Aut}_{\mathfrak{P}_{i-1}}(\{\mathfrak{r}_{i-1}\}) \) where \( \mathfrak{r}_{i-1}(P) = |P| \) for all \( P \in \mathfrak{P}_{i-1} \). Then, for each orbit \( \mathfrak{B} \) of \( \Gamma'_{i-1} \) there is some number \( p \in \mathbb{N} \) such that \( |P| = p \) for all \( P \in \mathfrak{B} \). Now \( \Gamma_i \) is obtained from \( \Gamma'_{i-1} \) by taking the wreath product with the symmetric group \( S_p \) for all orbits where \( p \leq t \). Clearly, \( \Gamma_i \) is still a \( \Gamma_1 \)-group.

If \( i \) is odd, \( \mathfrak{P}_i \) is obtained from \( \mathfrak{P}_{i-1} \) by performing the Color Refinement algorithm. Consider a single iteration of the Color Refinement algorithm. More precisely, let \( \mathfrak{P} \) be an invariant partition (with respect to \( \text{Aut}(G) \)) and \( \Gamma \leq \text{Sym}(\mathfrak{P}) \) be a \( \Gamma_1 \)-group such that \( (\text{Aut}(G))|\mathfrak{P}| \leq \Gamma \). Let \( \mathfrak{P}' \) be the partition obtained from \( \mathfrak{P} \) by performing a single iteration of the Color Refinement algorithm. We argue how to compute a \( \Gamma_1 \)-group \( \Gamma' \leq \text{Sym}(\mathfrak{P}') \) such that \( (\text{Aut}(G))|\mathfrak{P}'| \leq \Gamma' \). Repeating this procedure for all iterations of the Color Refinement algorithm then gives the desired group \( \Gamma_i \).

In order to compute the group \( \Gamma' \) consider the following collection of strings. For every \( v \in V(G) \) define \( \mathfrak{r}_v : \mathfrak{P} \rightarrow \mathbb{N}^2 \) via \( \mathfrak{r}_v(P) = (1,|N(v) \cap P|) \) if \( v \in P \) and \( \mathfrak{r}_v(P) = (0,|N(v) \cap P|) \) otherwise. Observe that, by the Definition of the Color Refinement algorithm, \( \mathfrak{r}_v = \mathfrak{r}_w \) if and only if there is some \( P' \in \mathfrak{P}' \) such that \( v, w \in P' \). Hence, there is a natural one-to-one correspondence between \( \mathfrak{X} := \{\mathfrak{r}_v \mid v \in V(G)\} \) and \( \mathfrak{P}' \). Now define \( \Gamma' \) be the induced action of \( \text{Aut}_\Gamma(\mathfrak{X}) \) on the set \( \mathfrak{P}' \) (obtained from this correspondence). It is easy to verify that \( (\text{Aut}(G))|\mathfrak{P}'| \leq \Gamma' \).

Clearly, all steps of the algorithm can be performed in polynomial time using an oracle to the Set-of-Strings Isomorphism Problem for \( \Gamma_1 \)-groups.

We remark that the proof of the last theorem also implies that \( \text{Aut}(G) \in \widehat{\Gamma}_1 \) for every \( t \)-CR-bounded graph \( G \). In combination with Theorem 1.20 we obtain an efficient isomorphism test for \( t \)-CR-bounded graphs.

**Corollary 5.3.** The Graph Isomorphism Problem for \( t \)-CR-bounded graphs can be solved in time \( n^{\text{polylog}(t)} \).

For the remainder of this section we shall exploit the algorithm from the corollary to design efficient isomorphism tests for a number of graph classes. Towards this end, we typically build on another standard tool for isomorphism testing which is individualization of single vertices. Intuitively, this allows us to break potential regularities in the input graph (for example, on a \( d \)-regular graph, the \( t \)-CR-stable coloring achieves no refinement unless \( t \geq n \)) and identify a “starting point” for analyzing the \( t \)-CR-stable coloring.

Let \( G \) be a graph and let \( X \subseteq V(G) \) be a set of vertices. Let \( \chi^*_V : V(G) \rightarrow C \) be the vertex-coloring obtained from individualizing all vertices in the set \( X \), i.e., \( \chi^*_V(v) := (v,1) \) for \( v \in X \) and \( \chi^*_V(v) := (0,0) \) for \( v \in V(G) \setminus X \). Let \( \chi := \chi_{t\text{-CR}}(G,\chi^*_V) \) denote the \( t \)-CR-stable coloring with respect to the input graph \( (G,\chi^*_V) \). We define the \( t \)-closure of the set \( X \) (with respect to \( G \)) to be the set
\[
\text{cl}^G_t(X) := \{v \in V(G) \mid ||v|_X| = 1\}.
\]
Observe that \( X \subseteq \text{cl}^G_t(X) \). For \( v_1, \ldots, v_t \) we use \( \text{cl}^G_t\{v_1, \ldots, v_t\} \) as a shorthand for \( \text{cl}^G_t(\{v_1, \ldots, v_t\}) \).

If \( \text{cl}^G_t(X) = V(G) \) then there is an isomorphism test for \( G \) running in time \( n^{|X|+\text{polylog}(t)} \). An algorithm first individualizes all vertices from \( X \) creating \( n^{|X|} \) many instances of GI for \( t \)-CR-bounded graphs each of which can be solved using Corollary 5.3. This provides us a generic and powerful method for obtaining polynomial-time isomorphism tests for various classes of graphs.

As a first, simple example we argue that isomorphism for graphs of maximum degree \( d \) can be tackled this way.

**Theorem 5.4.** Let \( G \) be a connected graph of maximum degree \( d \) and let \( v \in V(G) \). Then \( \text{cl}^G_d(v) = V(G) \).
In particular, there is a polynomial-time Turing reduction from the Graph Isomorphism Problem for graphs of maximum degree \(d\) to the Graph Isomorphism Problem for \(d\)-CR-bounded graphs.

**Proof.** Let \(\chi := \chi_{d\text{-CR}}(G, \chi_V^*)\) denote the \(d\)-CR-stable coloring where \(\chi_V^*\) is the coloring obtained from individualizing \(v\). For \(i \geq 0\) let \(V_i := \{w \in V(G) \mid \text{dist}_G(v, w) \leq i\}\). We prove by induction on \(i \geq 0\) that \(V_i \subseteq \chi^G_i(v)\). Since \(V_n = V(G)\) this implies that \(\chi^G_i(v) = V(G)\).

The base case \(i = 0\) is trivial since \(V_0 = \{v\} \subseteq \chi^G_0(v)\) as already observed above. So suppose \(i \geq 0\) and let \(w \in V_{i+1}\). Then there is some \(u \in V_i\) such that \(uw \in E(G)\). Moreover, \(u \in \chi^G_i(v)\) by the induction hypothesis. This means that \(|[w]_\chi| = 1\). Since \(\chi\) is stable with respect to the Color Refinement algorithm \([w]_\chi \subseteq N(u)\). So \(|[w]_\chi| \leq \deg(w) \leq d\). Hence, \(|[w]_\chi| = 1\) because \(\chi\) is \(d\)-CR-stable.

This gives an isomorphism test for graphs of maximum degree \(d\) running in time \(n^{\text{polylog}(d)}\). Observe that the algorithm is obtained via a reduction to the Set-of-Strings Isomorphism Problem for \(\tilde{\Gamma}_d\)-groups. We remark that, using similar, but slightly more involved ideas, there is also a polynomial-time Turing reduction from the isomorphism problem for graphs of maximum degree \(d\) to the String Isomorphism Problem for \(\Gamma_d\)-groups [58, 10] (see also Section 4.2). Recall that the String Isomorphism Problem is a simpler problem which can be seen as a special case of the Set-of-Strings Isomorphism Problem (where the set of strings contains only one element). Indeed, the original \(n^{\text{polylog}(d)}\) isomorphism test for graphs of maximum degree \(d\) from [58] is obtained via this route. However, considering the remaining applications of the isomorphism test for \(t\)-CR-bounded graphs in this section, such a behaviour seems to be an exception and reductions to the String Isomorphism Problem for \(\Gamma_d\)-groups are usually not known. This highlights the significance of the Set-of-Strings Isomorphism Problem in comparison to the String Isomorphism Problem.

### 5.2 Graphs of Small Genus

Next, we turn to the isomorphism problem for graphs of bounded Euler genus. Recall that a graph has Euler genus at most \(g\) if it can be embedded on a surface of Euler genus \(g\). We omit a formal definition of the genus of a graph and instead only rely on the following basic property. A graph \(H\) is a minor of graph \(G\) if \(H\) can be obtained from \(G\) by deleting vertices and edges as well as contracting edges. A graph \(G\) excludes \(H\) as a minor if it has no minor isomorphic to \(H\). It is well known that graphs of Euler genus \(g\) exclude \(K_{3,4g+3}\) (the complete bipartite graph with 3 vertices on the left and \(4g + 3\) vertices on the right) as a minor [74]. The next lemma connects graphs that exclude \(K_{3,h}\) as a minor to \(t\)-CR-bounded graphs.

Recall that a graph \(G\) is 3-connected if \(G - X\) is connected for every set \(X \subseteq V(G)\) of size \(|X| \leq 2\).

**Lemma 5.5.** Let \((G, \chi)\) be a 3-connected, vertex-colored graph that excludes \(K_{3,h}\) as a minor and suppose \(V_1 \uplus V_2 = V(G)\) such that

1. \(|[v]_\chi| = 1\) for all \(v \in V_1\),
2. \(\chi\) is stable with respect to the Color Refinement algorithm, and
3. \(|V_1| \geq 3\).

Then there exists \(u \in V_2\) such that \(|[u]_\chi| \leq h - 1\).
Proof. Let \( C := \text{im}(\chi) \), \( C_1 := \chi(V_1) \) and \( C_2 := \chi(V_2) \). Also define \( H \) to be the graph with vertex set \( V(H) := C \) and edge set
\[
E(H) = \{c_1c_2 \mid \exists v_1 \in \chi^{-1}(c_1), v_2 \in \chi^{-1}(c_2) : v_1v_2 \in E(G)\}.
\]

Let \( C' \subseteq C_2 \) be the vertex set of a connected component of \( H[C_2] \). Then \( |N_H(C')| \geq 3 \) since each \( v \in V_1 \) forms a singleton color class with respect to \( \chi \) and \( G \) is 3-connected.

Now let \( c_1, c_2, c_3 \in N_H(C') \) be distinct and also let \( v_i \in \chi^{-1}(c_i) \) for \( i \in [3] \). Also let \( T \) be a spanning tree of \( H[C' \cup \{c_1, c_2, c_3\}] \) such that \( c_1, c_2, c_3 \in L(T) \) where \( L(T) \) denotes the set of leaves of \( T \) (see Figure 5.2). Moreover, let \( T' \) be the subtree of \( T \) obtained from repeatedly removing all leaves \( c \in C' \). Hence, \( L(T') = \{c_1, c_2, c_3\} \). Then there is a unique color \( c \) such that \( \text{deg}_{T'}(c) = 3 \). Also, for \( i \in [3] \), define \( C'_i \) to be the set of internal vertices on the unique path from \( c_i \) to \( c \) in the tree \( T' \).

Since \( |\chi^{-1}(c_i)| = 1 \) and \( \chi \) is stable with respect to the Color Refinement algorithm it holds that
\[
G[\chi^{-1}(C' \cup \{c_i\})]
\]
is connected. Let \( U_i := \chi^{-1}(C' \cup \{c_i\}), i \in [3] \). Also let \( U = \chi^{-1}(c) \) and suppose that \( |U| \geq h \).

Then \( N(U_i) \cap U \neq \emptyset \) by the definition of the tree \( T \). Moreover, this implies \( U \subseteq N(U_i) \) since \( \chi \) is stable with respect to the Color Refinement algorithm. Hence, \( G \) contains a minor isomorphic to \( K_{3,h} \).

\[ \square \]

Corollary 5.6 ([68]). Let \((G, \chi_V, \chi_E)\) be a 3-connected, vertex- and arc-colored graph that excludes \( K_{3,h} \) as a minor and let \( v_1, v_2, v_3 \in V(G) \). Then \( \text{cl}_{h-1}^G(v_1, v_2, v_3) = V(G) \).

Proof. Let \( \chi^*_V \) be the coloring obtained from \( \chi_V \) after individualizing \( v_1, v_2 \) an \( v_3 \). Also let \( \chi := \chi_{\text{CR}}(G, \chi^*_V, \chi_E) \) be the \((h-1)\)-CR-stable coloring with respect to the graph \((G, \chi^*_V, \chi_E)\).

Suppose towards a contradiction that \( \chi \) is not discrete (i.e., not every color class is a singleton).

Let \( V_2 := \{v \in V(G) \mid ||v||_\chi > 1 \} \) and let \( V_1 := N_G(V_2) \). Then \( |V_1| \geq 3 \) since \( |V(G) \setminus V_2| \geq 3 \) and \( G \) is 3-connected. Also note that \( \chi|_{V_1 \cup V_2} \) is a stable coloring for the graph \( G[V_1 \cup V_2] \). Hence, by Lemma [5.5] there is some color \( u \in V_2 \) such that \( ||u||_\chi \leq h - 1 \). Also \( ||u||_\chi > 1 \) by the definition of \( V_2 \). But this contradicts the definition of an \((h-1)\)-CR-stable coloring.

\[ \square \]

Note that the corollary only provides an isomorphism test for 3-connected graphs excluding \( K_{3,h} \) as a minor. We can easily remedy this problem by using the well-known fact that, for a minor-closed class of graph, it suffices to solve the isomorphism problem on vertex- and arc-colored 3-connected graphs exploiting the standard decomposition into 3-connected components [45]. This gives us an isomorphism test for graphs of Euler genus at most \( g \) running in time \( n^{\text{polylog}(g)} \).
5.3 Graphs of Small Tree Width

After discussing two fairly simple applications of the isomorphism test for $t$-CR-bounded graphs we now turn to the first more involved application considering graphs of small tree width. In the following subsection we will extend some of the basic ideas discussed for graphs of small tree width further to deal with the more general case of excluding the complete graph $K_h$ as a minor.

We assume that the reader is familiar with the notion of tree width (see, e.g., [22, Chapter 12], [20, Chapter 7]). For the sake of completeness, let us nevertheless give the basic definitions. Let $G$ be a graph. A tree decomposition of $G$ is a pair $(T, \beta)$ where $T$ is a rooted tree and $\beta: V(T) \to 2^{|V(G)|}$, where $2^{|V(G)|}$ denotes the powerset of $V(G)$, such that

\[(T.1) \text{ for every edge } vw \in E(G) \text{ there is some } t \in V(T) \text{ such that } v, w \in \beta(t), \text{ and}\]

\[(T.2) \text{ for every } v \in V(G) \text{ the set } \beta^{-1}(v) := \{ t \in V(T) \mid v \in \beta(t) \} \text{ is non-empty and connected in } T, \text{ that is, the induced subgraph } T[\beta^{-1}(v)] \text{ is a subtree.}\]

The sets $\beta(t), t \in V(T)$, are the bags of the decomposition. Also, the sets $\beta(t) \cap \beta(s), st \in E(T)$, are the adhesion sets of the decomposition. The width of a tree decomposition is defined as the maximum bag size minus one, i.e., $\text{wd}(T, \beta) := \max_{t \in V(T)} |\beta(t)| - 1$. The tree width $\text{tw}(G)$, denoted $\text{tw}(G)$, is the minimal width of any tree decomposition of $G$.

Our goal for this section is to design efficient isomorphism tests for graphs of small tree width. Once again, we want to build on the isomorphism test for $t$-CR-bounded graphs. However, compared to graphs of small degree or genus, identifying parts of graphs of bounded tree width that are $t$-CR-bounded (after fixing a constant number of vertices) is more challenging. This comes from the fact that the automorphism group of a graph of tree width $k$ may contain arbitrarily large symmetric groups. For example, let $T_{d,h}$ denote the complete $d$-ary tree of height $h$, where we should think of $d$ as being unbounded and much larger than $k$. Also, let $K_k \otimes T_{d,h}$ denote the graph obtained from $T_{d,h}$ by replacing each vertex with a clique of size $k$ and two cliques being completely connected whenever there is an edge in $T_{d,h}$. Then $\text{tw}(K_k \otimes T_{d,h}) \leq 2k$, the graph $K_k \otimes T_{d,h}$ does not contain any $(k-1)$-separator, and the automorphism group contains various symmetric groups $S_d$.

To circumvent this problem we exploit clique-separator decompositions of improved graphs which already form an essential part of the first fixed-parameter tractable isomorphism test for graphs of bounded tree width [22], running in time $2^O(k^3 \log k)n^5$. We first require some additional notation. Let $G$ be a graph. A pair $(A, B)$ where $A \cup B = V(G)$ is called a separation if $E(A \setminus B, B \setminus A) = \emptyset$ (here, $E(X, Y) := \{vw \in E(G) \mid v \in X, w \in Y\}$ denotes the set of edges with one endpoint in $X$ and one endpoint in $Y$). In this case we call $A \cap B$ a separator. A separation $(A, B)$ is a called a clique separation if $A \cap B$ is a clique and $A \setminus B \neq \emptyset$ and $B \setminus A \neq \emptyset$. In this case we call $A \cap B$ a clique separator.

**Definition 5.7 ([14, 55])**. The $k$-improvement of a graph $G$ is the graph $G^k$ obtained from $G$ by adding an edge between every pair of non-adjacent vertices $v, w$ for which there are more than $k$ pairwise internally vertex disjoint paths connecting $v$ and $w$. We say that a graph $G$ is $k$-improved when $G^k = G$.

A graph is $k$-basic if it is $k$-improved and does not have any separating cliques.

Note that a $k$-basic graph is 2-connected. We summarize several structural properties of $G^k$.

**Lemma 5.8 ([55])**. Let $G$ be a graph and $k \in \mathbb{N}$.

1. The $k$-improvement $G^k$ is $k$-improved, i.e., $(G^k)^k = G^k$.
2. Every tree decomposition of $G$ of width at most $k$ is also a tree decomposition of $G^k$. 
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Lemma 5.10. Let \( G \) be a graph and let \( \chi \) be a coloring that is stable with respect to the Color Refinement algorithm. Let \( X_1, \ldots, X_m \) be distinct color classes of \( \chi \) and suppose that \( E(X_i, X_{i+1}) \neq \emptyset \) for all \( i \in [m-1] \). Then there are \( \min_{i \in [m]} |X_i| \) many vertex-disjoint paths from \( X_1 \) to \( X_m \).

To gain some intuition on the lemma, consider the simple case where \( \ell := |X_i| = |X_j| \) for all \( i, j \in [m] \). Since \( \chi \) is stable we conclude that the bipartite graph \( H_i := (X_i \cup X_{i+1}, E(X_i, X_{i+1})) \) is non-empty and biregular. Hence, by Hall’s Marriage Theorem, there is a perfect matching \( M_i \) in \( H_i \) of size \( |M_i| = \ell \). Taking the disjoint union of all sets \( M_i, i \in [m-1] \), gives \( \ell \) vertex-disjoint paths from \( X_1 \) to \( X_m \). The general case can be proved using similar arguments. The details can be found in [10].

Lemma 5.11. Let \( G \) be a \( k \)-basic graph. Also let \( v \in V(G) \) such that \( \deg(v) \leq k \). Then \( \text{cl}_k^G(v) = V(G) \).

Proof. Let \( \chi \) denote the \( k \)-CR-stable coloring of \( G \) after individualizing \( v \). First note that \( N(v) \subseteq \text{cl}_k^G(v) \) since \( \deg(v) \leq k \). Now suppose towards a contradiction that \( \text{cl}_k^G(v) \neq V(G) \) and let \( W \) be the vertex set of a connected component of \( G - \text{cl}_k^G(v) \). Then \( v \notin N(W) \). Since \( G \) does not have any separating cliques there exist \( w_1, w_2 \in N(W) \) such that \( w_1w_2 \notin E(G) \). Let \( u_0, u_1, \ldots, u_m, u_{m+1} \) be a path from \( w_1 = u_0 \) to \( w_2 = u_{m+1} \) such that \( u_i \in W \) for all \( i \in [m] \). Let \( X_i := [u_i]_\chi \) and note that \( |X_i| \geq k + 1 \). Also note that \( X_1 \subseteq N(w_1) \) and \( X_m \subseteq N(w_2) \) since \( w_1, w_2 \in \text{cl}_k^G(v) \) and \( \chi \) is stable. Hence, by Lemma 5.10 there are \( k + 1 \) internally vertex-disjoint paths from \( w_1 \) to \( w_2 \). But this contradicts the fact that \( G \) is \( k \)-improved.

Theorem 5.9 ([52, 26]). For every connected graph \( G \) there is an isomorphism-invariant tree decomposition \( (T, \beta) \) of \( G \), called clique separator decomposition, such that

1. for every \( t \in V(T) \) the graph \( G[\beta(t)] \) is clique-separator free, and
2. each adhesion set of \( (T, \beta) \) is a clique.

Moreover, given a graph \( G \), the clique separator decomposition of \( G \) can be computed in polynomial time.

Observe that applying the theorem to a \( k \)-improved graph results in a tree decomposition \( (T, \beta) \) such that \( G[\beta(t)] \) is \( k \)-basic for every \( t \in V(T) \). Using standard dynamic programming arguments, this decomposition allows us to essentially restrict to the case of \( k \)-basic graphs at the cost of an additional factor \( 2^{O(k \log k)} \cdot n^{O(1)} \) in the running time. Now, a key insight is that \( k \)-basic graphs are once again \( k \)-CR-bounded after individualizing a single vertex. The next lemma provides us the main tool for proving this. Recall that, for a graph \( G \) and sets \( A, B \subseteq V(G) \), we denote \( E(A, B) := \{vw \in E(G) \mid v \in A, w \in B\} \).

Lemma 5.10. Let \( G \) be a graph and let \( \chi \) be a coloring that is stable with respect to the Color Refinement algorithm. Let \( X_1, \ldots, X_m \) be distinct color classes of \( \chi \) and suppose that \( E(X_i, X_{i+1}) \neq \emptyset \) for all \( i \in [m-1] \). Then there are \( \min_{i \in [m]} |X_i| \) many vertex-disjoint paths from \( X_1 \) to \( X_m \).

To gain some intuition on the lemma, consider the simple case where \( \ell := |X_i| = |X_j| \) for all \( i, j \in [m] \). Since \( \chi \) is stable we conclude that the bipartite graph \( H_i := (X_i \cup X_{i+1}, E(X_i, X_{i+1})) \) is non-empty and biregular. Hence, by Hall’s Marriage Theorem, there is a perfect matching \( M_i \) in \( H_i \) of size \( |M_i| = \ell \). Taking the disjoint union of all sets \( M_i, i \in [m-1] \), gives \( \ell \) vertex-disjoint paths from \( X_1 \) to \( X_m \). The general case can be proved using similar arguments. The details can be found in [10].

Lemma 5.11. Let \( G \) be a \( k \)-basic graph. Also let \( v \in V(G) \) such that \( \deg(v) \leq k \). Then \( \text{cl}_k^G(v) = V(G) \).

Proof. Let \( \chi \) denote the \( k \)-CR-stable coloring of \( G \) after individualizing \( v \). First note that \( N(v) \subseteq \text{cl}_k^G(v) \) since \( \deg(v) \leq k \). Now suppose towards a contradiction that \( \text{cl}_k^G(v) \neq V(G) \) and let \( W \) be the vertex set of a connected component of \( G - \text{cl}_k^G(v) \). Then \( v \notin N(W) \). Since \( G \) does not have any separating cliques there exist \( w_1, w_2 \in N(W) \) such that \( w_1w_2 \notin E(G) \). Let \( u_0, u_1, \ldots, u_m, u_{m+1} \) be a path from \( w_1 = u_0 \) to \( w_2 = u_{m+1} \) such that \( u_i \in W \) for all \( i \in [m] \). Let \( X_i := [u_i]_\chi \) and note that \( |X_i| \geq k + 1 \). Also note that \( X_1 \subseteq N(w_1) \) and \( X_m \subseteq N(w_2) \) since \( w_1, w_2 \in \text{cl}_k^G(v) \) and \( \chi \) is stable. Hence, by Lemma 5.10 there are \( k + 1 \) internally vertex-disjoint paths from \( w_1 \) to \( w_2 \). But this contradicts the fact that \( G \) is \( k \)-improved. \( \square \)
as follows. First, the algorithm computes the clique-separator decomposition of the $k$-improved graph using Lemma 5.8 and Theorem 5.9. The isomorphism problem for the $k$-basic parts can be solved in time $n^\text{polylog}(k)$ by Lemma 5.11 and Corollary 5.3. Finally, the results for the bags can be joined using dynamic programming along the clique separator decomposition. (Formally, this requires the algorithm to solve a more general problem for $k$-basic graphs where information obtained by dynamic programming on the adhesion sets to the children of a bag are incorporated. But this can be easily achieved within the group-theoretic framework; see e.g. [40].)

Using further advanced techniques (which are beyond the scope of this article) this result can be strengthened into two directions. First, building isomorphism-invariant decompositions of $k$-basic graphs, it is possible to build an improved fixed-parameter tractable isomorphism test for graphs of tree width $k$ running in time $2^{k\log k}\text{polylog}(k)$ [39] (improving on the $2^{O(k^2\log k)n^5}$ algorithm by Lokshtanov et. al [55]).

And second, isomorphism of graphs of tree width $k$ can also be tested in time $n^\text{Polylog}(k)$. Here, the crucial step is to speed up to dynamic programming procedure along the clique separator decomposition. Let $D$ be the vertex set of the root bag of the clique separator decomposition and let $Z_1, \ldots, Z_\ell$ be connected components of $G - D$ such that $S := N_G(Z_i) = N_G(Z_j)$ for all $i, j \in [\ell]$. Observe that $|S| \leq k + 1$ since it is a clique by the properties of the clique separator decomposition. After recursively computing representations for the sets of isomorphisms between $(G[Z_i \cup S], S)$ and $(G[Z_j \cup S], S)$ for all $i, j \in [\ell]$ the partial solutions have to be joined into the automorphism group of $(G[Z_1 \cup \cdots \cup Z_\ell \cup S], S)$. A simple strategy is to iterate through all permutations $\gamma \in \text{Sym}(S)$ and check in polynomial time which permutations can be extended to an automorphism. This gives a running time $2^{O(k\log k)}\ell^{O(1)}$ as already exploited above. Giving another extension of Babai’s quasi-polynomial time algorithm, Wiebking [81] presented an algorithm solving this problem in time $\ell^{\text{polylog}(k)}$. This enables us to achieve the running time $n^\text{polylog}(k)$ for isomorphism testing of graphs of tree width $k$.

5.4 Graphs Excluding Small (Topological) Minors

In the previous two subsections we have seen isomorphism tests running in time $n^\text{polylog}(g)$ for graphs of genus $g$ and $n^\text{polylog}(k)$ for graphs of tree width $k$. Both algorithms follow a similar pattern of computing an isomorphism-invariant tree-decomposition of small adhesion-width such that (the torso of) each bag is $t$-CR-bounded after individualizing a constant number of vertices. Recall that the same strategy also works for graphs of bounded degree (taking the trivial tree decomposition with a single bag). This suggests that a similar approach might work in a much more general setting considering graphs that exclude an arbitrary $h$-vertex graph as a minor or even as a topological minor.

Let $G, H$ be graphs. Recall that $H$ is a minor of $G$ if $H$ can be obtained from $G$ by deleting vertices and edges as well as contracting edges. Moreover, $H$ is a topological minor of $G$ if $H$ can be obtained from $G$ by deleting vertices and edges as well as dissolving degree-two vertices (i.e., deleting the vertex and connecting its two neighbors). Note that, if $H$ is a topological minor of $G$, then $H$ is also a minor of $G$ (in general, this is not true in the other direction). A graph $G$ excludes $H$ as a (topological) minor if it has no (topological) minor isomorphic to $H$.

A common argument for the correctness of the algorithms considered so far is the construction of forbidden subgraphs from $t$-CR-stable colorings that are not discrete. In order to generalize the existing algorithms we first introduce a tool that allows us to construct large (topological) minors from $t$-CR-stable colorings which are not discrete, but still contain some individualized
vertices. Let \( G \) be a graph, let \( \chi : V(G) \to C \) be a vertex-coloring and let \( T \) be a tree with vertex set \( V(T) = C \). A subgraph \( H \subseteq G \) agrees with \( T \) if \( \chi|_{V(H)} : H \cong T \), i.e., the coloring \( \chi \) induces an isomorphism between \( H \) and \( T \). Observe that each \( H \subseteq G \) that agrees with a tree \( T \) is also a tree.

For a tree \( T \) we define \( V_{\leq i}(T) := \{ t \in V(T) \mid \deg(t) \leq i \} \) and \( V_{\geq i}(T) := \{ t \in V(T) \mid \deg(t) \geq i \} \). It is well known that for trees \( T \) it holds that \( |V_{\geq 3}(T)| < |V_{\leq 1}(T)| \).

**Lemma 5.12** ([40]). Let \( G \) be a graph and let \( \chi : V(G) \to C \) be a vertex-coloring that is stable with respect to the Color Refinement algorithm. Also let \( T \) be a tree with vertex set \( V(T) = C \) and assume that for every \( c_1, c_2 \in E(T) \) there are \( v_1 \in \chi^{-1}(c_1) \) and \( v_2 \in \chi^{-1}(c_2) \) such that \( v_1v_2 \in E(G) \). Let \( m := \min_{c \in C} |\chi^{-1}(c)| \) and let \( \ell := 2|V_{\leq 1}(T)| + |V_{\geq 3}(T)| \).

Then there are (at least) \( \left\lceil \frac{m}{\ell} \right\rceil \) pairwise vertex-disjoint trees in \( G \) that agree with \( T \).

Intuitively speaking, there is a stable coloring in which all color classes are large, the lemma states that one can find a large number of vertex-disjoint trees with predefined color patterns. Observe that the lemma generalizes Lemma 5.10 which provides such a statement for paths instead of arbitrary trees (ignoring the additional factor of two for the number of vertex-disjoint paths in comparison to the minimum color class size).

The proof of this lemma is quite technical and we omit any details here. As a first, simple application we can provide a strengthened version of Lemma 5.5.

**Lemma 5.13.** Let \((G, \chi)\) be a 3-connected, vertex-colored graph that excludes \( K_{3,h} \) as a topological minor and suppose \( V_1 \cup V_2 = V(G) \) such that

1. \( |[v]_\chi| = 1 \) for all \( v \in V_1 \),
2. \( \chi \) is stable with respect to the Color Refinement algorithm, and
3. \( |V_1| \geq 3 \).

Then there exists \( u \in V_2 \) such that \( |[u]_\chi| \leq 7h - 1 \).

In comparison with Lemma 5.10 the graph \( G \) is only required to exclude \( K_{3,h} \) as a topological minor instead of a minor. Hence, this lemma covers a much larger class of graphs. Observe that the bound on the size of the color class \( |[u]_\chi| \) is slightly worse which however is not relevant for most algorithmic applications since the additional factor disappears in the \( \mathcal{O} \)-notation.

The proof of the lemma is similar to the proof of Lemma 5.10. Recall that in the proof of Lemma 5.10 we constructed a tree \( T' \) with three leaves representing three vertices \( v_1, v_2, v_3 \in V_1 \). Instead of using \( T' \) to construct a minor \( K_{3,h} \) this tree can also be used to construct a topological minor \( K_{3,h} \) building on Lemma 5.12. Note that \( 2|V_{\leq 1}(T')| + |V_{\geq 3}(T')| \leq 7 \) which gives the additional factor on the bound of \( |[u]_\chi| \).

Following the same arguments as in Section 5.2 we obtain a polynomial-time Turing reduction from GI for graphs excluding \( K_{3,h} \) as a topological minor to GI for \((7h - 1)\text{-CR}\)-bounded graphs.

**Theorem 5.14.** The Graph Isomorphism Problem for graphs excluding \( K_{3,h} \) as a topological minor can be solved in time \( n^{\text{polylog}(h)} \).

This generalizes the previous algorithms for graphs of bounded degree as well as graphs of bounded genus (see Figure 5.1).

Next, we wish to generalize the algorithms for graphs of bounded genus and graphs of bounded tree width. More precisely, we aim for an algorithm that decides isomorphism of graphs that exclude an arbitrary \( h \)-vertex graph as a minor in time \( n^{\text{polylog}(h)} \). Towards this end, first observe that a graph \( G \) excludes an arbitrary \( h \)-vertex graph as a minor if and only if \( G \) excludes \( K_h \) as a
minor. The maximum $h$ such that $K_h$ is a minor of $G$ is also known as the Hadwiger number of $G$. Note that a graph of Hadwiger number $h$ excludes $K_{h+1}$ as a minor. So in other words, the goal is to give an isomorphism test for graphs of Hadwiger number $h$ running in time $n^{\alpha\log(h)}$.

As a first basic tool we argue that, given a set $X \subseteq V(G)$, the $t$-closure of $X$ only stops to grow at a separator of small size. Note that similar properties are implicitly proved for graphs of small genus and graphs of small tree width in the previous two subsections.

**Lemma 5.15 ([40]).** Let $t \geq 3h^3$. Let $G$ be a graph that excludes $K_h$ as a topological subgraph. Also let $X \subseteq V(G)$ and let $Z$ be the vertex set of a connected component of $G - cl^G_t(X)$. Then $|N(Z)| < h$.

The strategy for the proof is very similar to the previous arguments building on Lemma 5.12. We assume towards a contradiction that $|N(Z)| \geq h$ for some connected component $Z$ of $G - cl^G_t(X)$ and construct a topological minor $K_h$. Towards this end, it suffices to find vertex-disjoint paths between all pairs of vertices of a subset $Y \subseteq N(Z)$ of size at least $h$. Using Lemma 5.12 we can actually construct a large number of vertex-disjoint trees such that each $v \in Y$ has a neighbor in all of those trees. In particular, this gives the desired set of vertex-disjoint paths.

Now, similar to the previous examples, the central step is to obtain a suitable isomorphism-invariant decomposition of the input graph so that each part of the decomposition is $t$-CR-bounded after individualizing a constant number of vertices. For graphs of bounded genus as well as graphs of bounded tree width we could rely on existing decompositions from the literature. However, for graphs excluding $K_h$ as a minor, such results do not seem to be known. In particular, neither of the decompositions applied for graphs of bounded genus and graphs of bounded tree width are suitable for graph classes that only exclude $K_h$ as a minor.

The central idea to resolve this problem is to use the $t$-closure of a set itself as a way of defining a graph decomposition. We have already established in the last lemma that the $t$-closure can only stop to grow at a separator of small size. In particular, this enables us to bound the adhesion-width of the resulting tree decomposition (i.e., the maximum size of an adhesion set). The second, more involved challenge is to obtain a decomposition which is isomorphism-invariant. Recall that, in all previous examples, we individualized a constant number of vertices to “initiate the growth of the $t$-closure”. In order to still obtain an isomorphism-invariant decomposition we have to ensure that $cl^G_t(v)$ is independent of the specific choice of $v$. Towards this end, we want to argue that there is an isomorphism-invariant set $X \subseteq V(G)$ such that $cl^G_t(v) = cl^G_t(w)$ for all $v, w \in X$.

This basic idea can indeed be realized, but the concrete formulation turns out to be slightly more complicated. More precisely, in order to incorporate information not “visible” to the Color Refinement algorithm, the $t$-closure is computed on an extended graph which allows us to explicitly encode certain structural information of the input graph.

**Lemma 5.16 ([40]).** Let $t = \Omega(h^4)$. There is a polynomial-time algorithm that, given a connected vertex-colored graph $G$, either correctly concludes that $G$ has a minor isomorphic to $K_h$ or computes a vertex-colored graph $(G', \chi')$ and a set $\emptyset \neq X \subseteq V(G')$ such that

1. $X = \{v \in V(G') \mid \chi'(v) = c\}$ for some color $c$,
2. $X \subseteq cl^{G',\chi'}_t(v)$ for every $v \in X$, and
3. $X \subseteq V(G)$.

---

4In [40] Theorem IV.2, this graph is pair-colored, i.e., a color is assigned to each pair of vertices. By adding gadgets for the pair colors such a graph can easily be transformed into a vertex-colored graph while preserving all required properties.
Moreover, the output of the algorithm is isomorphism-invariant with respect to $G$.

The proof of lemma is rather technical and builds on the 2-dimensional Weisfeiler-Leman algorithm. For details we refer the reader to [40].

Now, an algorithm for testing isomorphism of graphs excluding $K_h$ as a minor can proceed as follows. Given a graph $G$, we first compute an isomorphism-invariant set $X \subseteq V(G)$ using Lemma 5.16 as well as its closure $D := \text{cl}_G^t(X)$. Then $|N_G(Z)| < h$ for every connected component $Z$ of the graph $G - D$ by Lemma 5.15. Actually, by proceeding recursively on all connected components of $G - D$ we obtain an isomorphism-invariant tree decomposition $(T, \beta)$ of adhesion-width at most $h - 1$. Moreover, for each bag, we can consider the corresponding extended graph from Lemma 5.16 to obtain a structure associated with the bag that is $t$-CR-bounded for $t = \Omega(h^4)$ (after individualizing a single vertex). Hence, using similar techniques as for graphs of bounded tree width in the previous subsection, we obtain the following result.

**Theorem 5.17 (Grohe, Neuen, Wiebking [40]).** The Graph Isomorphism Problem for graphs excluding $K_h$ as a minor can be solved in time $n^{\text{polylog}(h)}$.

From the algorithm described above we can also infer some information on the structure of automorphism groups of graphs excluding $K_h$ as a minor.

**Theorem 5.18.** Let $G$ be a graph that excludes $K_h$ as a minor. Then there is an isomorphism-invariant tree decomposition $(T, \beta)$ of $G$ such that

1. the adhesion-width of $(T, \beta)$ is at most $h - 1$, and
2. for all $t \in V(T)$ there exists $v \in \beta(t)$ such that $(\text{Aut}(G))_v[\beta(t)] \in \hat{\Gamma}_d$ for $d = \mathcal{O}(h^4)$.

6 Concluding Remarks

We survey recent progress on the Graph Isomorphism Problem. Our focus is on Babai’s quasi-polynomial time algorithm and a series of subsequent quasi-polynomial parameterized algorithms. In particular, we highlight the power of a new technique centered around the notion of $t$-CR-boundedness.

Research on the isomorphism problem is still very active, and interesting questions remain open. Of course, the most important question remains whether isomorphism of graphs can be tested in polynomial time. Let us also mention a few more specific questions that seem to be within reach.

1. Can isomorphism of hypergraphs be tested in time $n^{\text{polylog}(n)}m^{O(1)}$ where $n$ denotes the number of vertices and $m$ the number of hyperedges of the input?

2. Is there an isomorphism algorithm running in time $n^{\text{polylog}(k)}$ for graphs excluding a graph of order $k$ as a topological subgraph?

3. Is GI parameterized by the Hadwiger number fixed-parameter tractable, that is, is there an isomorphism algorithm running in time $f(k)n^{O(1)}$ for graphs excluding a graph of order $k$ as a minor, for some arbitrary function $f$? The same question can be asked for topological subgraphs.

4. Is GI parameterized by maximum degree number fixed-parameter tractable?
The fourth question and the third for topological subgraphs seem to be hardest. The question whether GI parameterized by maximum degree is fixed parameter tractable has already been raised more than twenty years ago in Downey and Fellow’s monograph on parameterized complexity [24].

Other interesting research directions include the Group Isomorphism Problem and the Tournament Isomorphism Problem.
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