Adversarial samples for deep monocular 6D object pose estimation
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Abstract. Estimating 6D object pose from an RGB image is important for many real-world applications such as autonomous driving and robotic grasping. Recent deep learning models have achieved significant progress on this task but their robustness received little research attention. In this work, for the first time, we study adversarial samples that can fool deep learning models with imperceptible perturbations to input image. In particular, we propose a Unified 6D pose estimation Attack, namely U6DA, which can successfully attack several state-of-the-art (SOTA) deep learning models for 6D pose estimation. The key idea of our U6DA is to fool the models to predict wrong results for object instance localization and shape that are essential for correct 6D pose estimation. Specifically, we explore a transfer-based black-box attack to 6D pose estimation. We design the U6DA loss to guide the generation of adversarial examples, the loss aims to shift the segmentation attention map away from its original position. We show that the generated adversarial samples are not only effective for direct 6D pose estimation models, but also are able to attack two-stage models regardless of their robust RANSAC modules. Extensive experiments were conducted to demonstrate the effectiveness, transferability, and anti-defense capability of our U6DA on large-scale public benchmarks. We also introduce a new U6DA-Linemod dataset for robustness study of the 6D pose estimation task. Our codes and dataset will be available at https://github.com/cuge1995/U6DA.
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1 Introduction

Understanding object pose in the three-dimensional world is an important research topic in computer vision. In the past decade, extensive research efforts have been made and achieved significant progress. In particular, recent deep learning based methods show that even using only a single RGB image without any additional depth data, 6D object pose can be predicted with high accuracy on large-scale public benchmarks [33,44,25]. Such monocular 6D object pose estimation models shed light on the possibility of single-RGB sensor based solutions for various 3D applications such as augmented reality [11,47], autonomous driving [28,29] and robotic grasping [43,11,41]. In these real-world scenarios, model
In some recent research, deep learning models are found to be vulnerable to adversarial samples \([5,6]\) in 2D image classification task. The adversarial samples contain human imperceptible perturbations to the input and can result wrong model prediction. Does such problem apply to other tasks? Inspired by such concerns, to the best of our knowledge, this work for the first time studies adversarial samples for the monocular 6D object pose estimation task. To mention, our discussion is focused on instance-level 6D object pose estimation with known object 3D models. Some other works study category-level object pose estimation for unseen objects, which are beyond the scope of this paper’s discussion.

Following the conventions in literature, SOTA deep learning methods for 6D object pose estimation can be roughly divided into three classes: direct methods, key-point based methods and dense coordinate based methods. The latter two classes follow two-stage scheme. The direct methods \([44,46]\) directly output pose parameters from the input RGB image. With two-stage scheme, the key-point based methods \([33]\) use DNN models to detect 2D keypoints in the image first, and then solve a RANSAC-based Perspective-n-Point (PnP) problem \([24]\) for 6D pose estimation. The dense coordinate based methods \([25]\) use DNNs to build dense 2D-3D correspondences, and then estimate 6D pose by solve RANSAC-based PnP problem. Recent research results on public benchmark show that all the top-performing algorithms follow the two stage scheme. It’s noticeable that the two-stage schemes include RANSAC-based PnP that are known to be robust to noise. Meanwhile, the un-differentiable part of RANSAC-based PnP makes it impossible to implement white-box attack \([8]\). These features indicate that a direct application of straight-forward adversarial attack methods may not work for these models.

Based on an observation that all the three classes of methods rely on object instance localization and shape, we infer that the adversarial samples crafted by attacking a segmentation task could be likely to transfer to 6D pose estimation task. To this end, we propose a Unified 6D pose estimation Attack, namely U6DA, which can successfully attack all the three classes of deep learning models for 6D pose estimation. Specifically, we explore a transfer-based black-box attack to 6D pose estimation, and we select the segmentation model as surrogate model. We design the U6DA loss to guide the generation of adversarial examples, the loss aims to shift the segmentation attention map away from its original position.

We perform extensive experimental evaluations on the proposed U6DA on both the Linemod \([14]\) and Linemod Occlusion \([2]\) dataset. Compared to two straight forward task-transfer attack methods \([27,6]\), we show that our U6DA is much more effective to 6D pose estimation attack. We also show the transferability of our U6DA attack. The adversarial samples generated by our U6DA can significantly decrease the ADD metric of all three mainstream RGB-based 6D pose estimation networks. In addition, we make two extension studies. We first examine whether the SOTA physically-based rendering \([18]\) (PBR) training is more robust than normal training. Our experimental results show that the PBR training is not as robust as normal training. Second, we demonstrate that
Fig. 1: Comparison of pose estimation results with clean image and our U6DA generated adversarial image as inputs respectively. Column one shows a clean image and its adversarial image crafted by our U6DA. They are input to three deep learning models [33, 44, 25] of different methodologies, and their estimated poses for an object instance (driller in LINEMOD dataset) are shown in column 2-4. In each image, green and blue box denote ground truth and the predicted pose respectively. All the three deep models predict wrong poses with the adversarial image, which shows our U6DA attack is successful.

the RGB-D based 6D pose estimation networks are more robust to RGB adversary. We also perform experiments to test classical adversarial defense algorithms and show that they are less effective on our U6DA. Finally, we introduce a new U6DA-Linemod dataset for robustness test of 6D pose estimation task, which we hope will benefit the 6D pose estimation community. In summary, the major contributions of this work are as follows:

1. A novel adversarial attack method U6DA is proposed that is effective for several classes of SOTA deep learning models for 6D object pose estimation.
2. Extensive experiments are performed to examine the effectiveness, transferability, anti-defense capability of the U6DA method on large scale public benchmark datasets.
3. We construct a public-available U6DA-Linemod dataset for robustness test of 6D pose estimation models.

2 Related work

2.1 Adversarial attacks

Adversarial attack [8] refers to the process of applying a slight perturbation to the original input of deep learning model to generate adversarial samples that fool the target model (also known as the victim model). Adversarial attack methods have been extensively studied in the image classification task [40, 41]. Most of them are in the white-box setting, where full-knowledge of the DNN is known by the attacker. However, white-box attacks are not practical for many real
applications where the attacker only knows the output of networks. Therefore, the black-box attacks where the attacker has no prior knowledge or only partial knowledge of the model are getting more research attentions. Recently, there are also some works focus on 3D point clouds [26] and 3D meshes [48]. However, to the best of our knowledge, there is no adversarial attack to the 6D pose estimation task. In this paper, we make discussions to explore the black-box attack to 6D pose estimation task.

2.2 6D pose Estimation with RGB image

Following the conventions in literature, SOTA deep learning methods for monocular 6D object pose estimation with one RGB image can be roughly divided into three classes: direct methods, key-point based methods and dense coordinate based methods. Next, we give a brief review for each class of methods respectively.

**Direct methods.** These methods directly forecast the 6D object pose from input image, which treat the 6D pose estimation as a regression or classification task. Xiang et al. [46] propose PoseCNN, a novel end-to-end 6D pose estimation model, which decouples 6D pose estimation task into several different components. For the translation branch, it firstly localizes the object center in the image and estimates the depth with respect to the camera. Then the translation is recovered according to the projection equation. The rotation is regressed a quaternion representation directly. Instead of regressing rotation directly, SSD-6D [22] treats rotation estimation as a classification problem via broken down the rotation space into classifiable ranges. Recently, researchers [44,19] aim at mapping the Perspective-n-Point (PnP) algorithm using DNNs. For instance, the GDRNet [44] predicts the 6D pose via a Patch-PnP solver that is built upon DNNs. However, the DNNs are known to be vulnerable to adversarial attacks [8], it would be interesting to explore whether the direct methods are robust to adversarial samples.

**Key-point based methods.** The keypoint-based methods are generally more accurate compared to the direct methods. It usually uses DNNs to detect 2D keypoints in the image and then follow a Perspective-n-Point (PnP) solver to get the 6D pose. BBS [35] firstly uses DNNs to segment the target object and then builds 2D-3D correspondences via another DNN. Then the 6D pose can be estimated by a PnP solver. YOLO-6D [40] uses the YOLO backbone to detect the 2D projections of 3D keypoints via a 2D heatmaps. PVNet [33] is built upon the idea of voting-based key-point localization. It first trains DNNs to regress pixel-wise vectors pointing to the key-points, and then uses the vectors to vote for key-point locations. The PVNet yields pretty good performance under severe occlusion or truncation due to this vector-field representation. We therefore select PVNet as a victim model as a representative of key-point based method to test our attacks.
Dense coordinate based methods. The dense coordinate based methods solve the 6D pose estimation task via building dense 2D-3D correspondences, followed by a PnP solver to estimate the 6D pose. The dense 2D-3D correspondences are built via forecasting the 3D object coordinate of each target object pixel. CDPN [25] firstly using DNNs for dense coordinates forecasting. Pix2Pose [31] proposes a transformer loss to handle symmetric objects, thus improving the performance of 6D pose estimation of symmetric objects significantly compared to CDPN. In this paper, we select the CDPN as a victim model that represents the dense coordinate based methods.

2.3 Dataset for 6D Pose Estimation

There exist many datasets for 6D pose estimation. The Linemod[14] is the classical benchmark for instance-level 6D object pose estimation. Linemod Occlusion [2] is a variant of Linemod that makes up for Linemod that it lacks occlusion cases. In most papers [44, 33], Linemod Occlusion is used for testing DNNs trained on Linemod. The YCB video [46] is bigger than Linemod, it consists of 21 objects collected from YCB object set [41]. And the various lighting conditions, severe occlusions make it much more challenging than Linemod. The T-LESS [15] aims to push the limit of 6D object pose estimation with texture-less objects. The HomebrewedDB [21] focus on household objects and low-textured industrial objects. The above datasets are mainly focused on occlusion and texture-less of objects. It can be seen that, compared to ImageNet variants [13] in the field of image classification, a large-scale public dataset to evaluate the algorithm robustness is absent in the field of 6D object pose estimation.

3 Methodology

In this section, we introduce our U6DA algorithm. Given an RGB image, the U6DA generates an adversarial perturbation that aims at confusing deep 6D pose estimation networks.

3.1 Problem Definition

In this paper, we focus on the adversarial attacks on instance level monocular 6D pose estimation. Given an RGB image $I$, our goal is to generate an adversarial image $I_{adv}$ that can fool deep learning models of 6D pose estimation. Firstly, we give a brief introduction of deep 6D pose estimation from RGB image. The deep 6D pose estimation networks aim to estimate the object pose of the target instance when given an RGB image $I$ and the target 3D model $M$. The 6D pose can be represented as rotation $R \in SO(3)$ and translation $T \in R^3$ w.r.t the camera. The whole task can be described as follows:

$$[R|T] = F\{I, M|\theta\}$$

(1)
Algorithm 1 Unified 6D Pose Estimation Attack (U6DA) to fool deep 6D pose estimation networks.

**Input:** Original RGB image $I$, trained UNet model $F_{\theta}$, perturbation clipping factor $\epsilon$, max iteration $M$.

**Output:** Perturbed RGB image $I_{adv}$.

1: set initial $I_{adv}^0 = I$, $g_0 = 0$, $\alpha = \epsilon / M$

2: \{Calculate attention map $M_{ori}$ of $I_{adv}^0$\} $\triangleright$ Eq. 4

3: get shifted attention map $M_{sh}$

4: while $i < M$ do

5: \{Calculate attention map $M_{adv}$ of $I_{adv}^i$\} $\triangleright$ Eq. 4

6: $g^i = \frac{\partial L_{6D}(M_{adv} - M_{sh})}{\partial I_{adv}^i}$

7: $g^{i+1} = g^i + \frac{g^i}{\|g^i\|_1}$

8: $I_{adv}^{i+1} = \text{clip}_\epsilon (I_{adv}^i - \alpha * \text{sign}(g^{i+1}))$

9: $i = i + 1$

10: end while

11: return $I_{adv}^i$

where $F$ refers to a specific deep 6D pose estimation network, and $\theta$ refers to the network’s parameters. We aim to generate an adversarial example $I_{adv}^i = I + \epsilon$, which is distorted by carefully designed perturbation $\epsilon$ but will mislead the 6D pose estimation network. Typically, $\ell_p$-norm is commonly adopted to regularize the perturbation. Here, we define the generation of adversarial examples in the following.

$$\arg\min_{I_{adv}} ADD, \text{ s.t. } \|I - I_{adv}^i\|_p \leq \epsilon,$$

where the $ADD$ is pose accuracy metric following the definition in [16,14], and $p = \infty$ in this paper. Owing to two stage scheme of deep 6D pose estimation networks, it is impossible to solve the above problem via the famous Fast Gradient Sign Method [9] (FGSM) or other white-box attacks. Instead, inspired by [20], we generate adversarial examples via transfer-based attack.

### 3.2 Unified 6D Pose Estimation Attack

The overall framework of our Unified 6D Pose Estimation Attack (U6DA) is shown in Algorithm 1. The U6DA generates adversarial examples via a pre-trained segmentation network. The intuition of our U6DA is simple, since the deep 6D pose estimation networks heavily rely on the semantic segmentation information of the target instance to localize the object, we infer that an attack on the segmentation network could transfer to the deep 6D pose estimation network. Therefore, we use the classical segmentation network UNet [36] as our surrogate model.

To pursue high transferability of U6DA to three mainstream deep 6D pose estimation networks, we need to find common features of those networks. Inspired by [20] and the analysis in the previous section, we firstly select deep segmentation networks to learn the general features. Moreover, we attack on the
attention map to avoid overfitting in the segmentation task and fool the models to predict wrong results for object shapes that are essential for correct 6D pose estimation. Specifically, we design the U6DA loss to guide the generation of adversarial examples, the loss aims to shift the segmentation attention map away from its original position. The key idea of our U6DA is if we shift the general features away from their original position, the following RANSAC-based PnP solver would make wrong estimation.

Next, we describe U6DA step by step. We use the Seg Grad CAM \[42\] as the attention map due to its impressive performance in explaining segmentation networks. We therefore first introduce the Grad CAM \[37\] and Seg Grad CAM \[42\] as follows:

**Grad CAM.** The Grad CAM is designed for explain the classification models, which is calculated as follows:

$$M^c = \text{ReLU} \left( \sum_k \alpha^k_c A^k \right) \quad \text{with} \quad \alpha^k_c = \frac{1}{N} \sum_{u,v} \frac{\partial y^c}{\partial A^k_{uv}}$$

where \(\{A^k\}_{k=1}^K\) is a set of selected feature maps of interest (\(K\) kernels of the last convolutional layer of a classification network), and \(y^c\) is the logit for a chosen class \(c\). Grad-CAM averages the gradients of \(y^c\) with respect to all \(N\) pixels (indexed by \(u,v\)) of each feature map \(A^k\) to produce a weight \(\alpha^k_c\) to denote its importance.

**Seg Grad CAM.** The Seg Grad CAM is the extension of Grad CAM that can interpretation of segmentation problems. It is defined as follows:

$$M^c_{\text{seg}} = \text{ReLU} \left( \sum_k \alpha^k_c A^k \right) \quad \text{with} \quad \alpha^k_c = \frac{1}{N} \sum_{u,v} \frac{\partial \sum_{(i,j) \in \mathcal{M}} y^t_{ij}}{\partial A^k_{uv}}$$

where \(\mathcal{M}\) is a set of pixel indices of interest in the output mask.

Let \(M^t_{\text{seg}}\) stand for the attention map for the input \(I\) and a specified class \(t\). We push the attention map away from its original position. Therefore, our loss would be:

$$L_{\text{u6da}}(I) = \|M_{\text{adv}} - M_{\text{sh}}\|_1$$
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**Fig. 2:** Attention map visualization of clean image and adversarial image. The attention map of adversarial image is away from its original position.
where the $M_{adv}$ is the attention map from the adversarial sample, the $M_{sh}$ is the shifted attention map from the clean sample.

The adversarial samples are generated in an update process guided by the U6DA loss $L_{u6da}$. As shown in Algorithm 1, we set $I_{adv}^0 = I$ and the update it by momentum iterative method [6]. Followed previous works [8,6], we restrict our attack via the $\ell_\infty$ distance.

Because its attention maps have shifted away from the original position, U6DA could be used for the black-box attack to the mainstream 6D pose estimation networks. Due to the RANSAC-based PnP solver could be affected by our U6DA, the generated adversarial samples tend to be aggressive to the mainstream 6D pose estimation networks.

4 Experimental Results

4.1 Experimental settings

Dataset and models. Linemod [14] consists of 13 RGBD sequences, and the ground-truth 6D poses of each object are provided for each sequences. The image size is $640 \times 480$. Following previous studies [14,33], we select 15% of images of each sequence for training and the remaining 85% for testing. Note that of the RGBD images, we use only the RGB images as input. Linemod Occlusion [2] is generated from Linemod dataset, and it was generally used for test the performance of 6D pose estimation networks under occlusion conditions. We use Linemod and Linemod Occlusion dataset. Three SOTA models are selected as the target model, which are the GDRNet [44], PVNet [33], CDPN [25]. For segmentation networks, we use Pytorch to build the segmentation networks, such as Unet [36], Unet++ [49], FPN [23], DeepLabV3 [7].

Metrics. We use the ADD metric as our evaluation metric. Following the definition in [16,14], if the distance is less than 10% of the model’s diameter, we suppose the estimated pose is correct.

Implementation details. We implement our U6DA attack in Pytorch [32], the perturbation size is $\epsilon = 16$ for all experiments with pixel values in $[0, 255]$ and the attack steps is 5. We train the segmentation models based on Pytorch using ResNet34 [10] as encoder, the training set is from Linemod. The epoches of training is 40, in the first 25 epoches, the learning rate is 0.001, and the later epoches are with a learning rate 0.00001.

4.2 Sensitivity analysis

Here, we conduct a series of experiments on Linemod dataset to analyze the following aspects of our U6DA. All the attacks are implemented on benchvise instance to PVNet.
Shift Position. In our U6DA attack, we shift the attention map away from its original position and this leads to error in the RANSAC-based PnP solver. In this section, we explore the effect of different shift position on U6DA. In Linemode dataset, the image size is 640 pixels in width and 480 pixels in height, and most objects are located at image center. We therefore firstly perform a shift in the up and down direction of height with the maximum shift distance as half of the height (R test), and then perform shift in the left and right direction of width with the maximum shift distance as half of the width (C test). Lastly, we perform shift in both width and height (RC test). For R test, we first randomly select the up or down direction, and the shift distance is randomly generated within a certain range. We perform four different sets of experiments with shift distance 10-70, 70-130, 130-190, 190-240. For R test, we first randomly select the left or right direction, then the shift distance is randomly selected from 10-80, 80-150, 150-220, 220-290, 290-320. For RC test, both shift directions are generated followed R test and C test, the shift distance is randomly selected from 10-60, 60-110, 110-160, 160-210, 210-240. The experimental results are shown in Figure 3 a,b,c. It can be seen that the width shift is more effective for U6DA. In order to avoid overfitting to PVNet, we select width and height shift with 110-160 shift distance in the following experiments.

The effect of different segmentation models. Since our U6DA attack is firstly performed on the segmentation model and then transfer to the 6D pose estimation models, in this section we explore the effect of different segmentation models on the transferability. We perform U6DA attack on the Unet [36], Unet++ [49], FPN [23], DeepLabV3 [7] and their ensembles. The results are shown in Table 1, the ensemble attack might increase the attack performance but requires much more computing resources. Unlike the adversarial attack of image classification that ensemble victim model will improve the transferability considerably [2], our ensemble models do not always bring a performance improvement. For example, the combination of all models achieves relatively poor performance. Moreover, although the DeepLabV3 achieved the best attack performance over single model, it was slower than Unet, the DeepLabV3 needs 3.24s in every iteration of our U6DA attack while Unet only needs 0.08s in NVIDIA RTX 3090 GPU, we therefore select the Unet as our surrogate model in the following experiments.
Table 1: The ADD of our U6DA attack based on different segmentation models. The clean ADD is 99.52.

| Victim models                  | ADD  |
|--------------------------------|------|
| U-Net                          | 19.65|
| U-Net++                        | 46.12|
| FPN                            | 28.19|
| DeepLabV3                      | 16.27|
| U-Net + U-Net++                | 20.63|
| U-Net + FPN                    | 25.48|
| U-Net + DeepLabV3              | 23.93|
| FPN + U-Net++                  | 22.48|
| DeepLabV3 + U-Net++            | 19.57|
| FPN + DeepLabV3                | 26.06|
| U-Net + FPN + U-Net++          | 14.92|
| U-Net + DeepLabV3 + U-Net++    | 36.82|
| U-Net + FPN + DeepLabV3        | 21.70|
| FPN + DeepLabV3 + U-Net++      | 27.13|
| U-Net + FPN + DeepLabV3 + U-Net++| 40.69|

4.3 Comparasion with SOTA cross task attack.

Our U6DA transfer the adversarial examples from segmentation models to the 6D pose estimation models, which is a cross task attack. We therefore compare our U6DA with SOTA cross task attack, the DR attack [27], which aims to reduce the standard deviation of internal feature map. We also compare a strong transferable attack, MI-FGSM [6]. We perform DR and MI-FGSM attack on the U-Net, which is the same as our U6DA.

As shown in Table 2, our U6DA outperform DR and MI-FGSM attack significantly when transferred to PVNet. We infer that due to the 6D pose estimation
Table 2: The ADD of our U6DA compared to the SOTA cross task attack. The clean denotes the clean data.

| Victim model | clean | U6DA attack | DR attack | MI-FGSM |
|--------------|-------|-------------|-----------|---------|
| PVNet        | 99.52 | 19.65       | 91.18     | 51.93   |

Table 3: The ADD of clean data and adversarial samples of three mainstream RGB based deep 6D pose estimation networks on the LINEMOD dataset. The clean denotes the clean data, the adv denotes the adversarial attack generated by our U6DA.

| Models     | GDRNet | CDPN | PVNet |
|------------|--------|------|-------|
| data       | clean  | adv  | clean | adv  | clean | adv  |
| ape        | 76.29  | 0.00 | 64.67 | 0.13 | 47.71 | 4.09 |
| benchwise  | 97.96  | 3.98 | 96.80 | 37.21| 99.52 | 19.65|
| can        | 95.29  | 0.00 | 90.69 | 3.93 | 84.21 | 0.98 |
| can        | 98.03  | 0.00 | 94.78 | 14.54| 95.86 | 35.62|
| cat        | 93.21  | 0.00 | 85.53 | 2.91 | 77.64 | 17.76|
| driller    | 97.72  | 0.00 | 92.37 | 0.13 | 96.53 | 0.19 |
| duck       | 80.28  | 0.00 | 66.76 | 0.64 | 55.96 | 10.79|
| eggbox     | 99.53  | 0.00 | 99.53 | 5.63 | 100   | 31.45|
| glue       | 98.94  | 0.00 | 98.75 | 6.51 | 81.27 | 17.86|
| holepuncher| 91.15  | 0.00 | 87.44 | 4.24 | 81.16 | 24.17|
| iron       | 98.06  | 0.51 | 95.61 | 34.72| 98.47 | 41.47|
| lamp       | 99.14  | 0.00 | 96.26 | 19.01| 99.42 | 10.75|
| phone      | 92.35  | 0.00 | 85.84 | 13.99| 91.74 | 27.08|
| average    | 93.69  | 0.35 | 88.85 | 11.05| 85.34 | 18.60|

based on DNNs having a different paradigm from the classification, segmentation and object detection task, the DR attack can have high transferability between the later tasks, but have relatively lower transferability on the 6D pose estimation task.

4.4 Transferability Results

In this section, we perform U6DA to three mainstream RGB based deep 6D pose estimation networks, which are the direct methods GDRNet [44], the key-point based methods PVNet [33], the dense coordinate based methods CDPN [25]. The results of U6DA are shown in Table 3. The direct methods GDRNet are the most vulnerable to U6DA attack among three models. We infer that might be caused by the Linear Behavior [5] of deep networks, the direct methods directly output the 6D pose from an input RGB image, a small perturbation to the input is enough to make the prediction result very biased. As for the dense coordinate based methods CDPN, which was not as robust as the key-point based methods PVNet. The ADD of all instance and networks are decreased significantly, which validate the effectiveness of our U6DA attack.
Fig. 5: Visualization of the Visible Object Mask of GDRNet.

Fig. 6: Visualization of the vector field map (bottom row) and segmentation mask (top row) of PVNet.

We also explore how U6DA works for PVNet and GDRNet. We visualized the vector field map and segmentation mask of PVNet with both clean sample and adversarial sample. The benchvise and cat instance are presented. For GDRNet, we randomly select some Visible Object Mask of clean samples and adversarial samples crafted by our U6DA. From Figure 5 and Figure 6, we can observe that the Visible Object Mask of adversarial sample is relatively messy compared to the clean sample, the intermediate representation of PVNet has moved and slightly deformed after U6DA attack. Overall, the intermediate representation of PVNet is much more robust than GDRNet, this might be the reason why PVNet is more robust than GDRNet under our U6DA.

4.5 U6DA under defense

We also evaluate our U6DA attack under several adversarial defenses, such as JPEG compression [38] and pixel deflection [34] (PD). The results are shown in Table 4. The PD defense slightly increased the ADD, but the JPEG compression defense decreased the ADD significantly. The results indicated that the traditional denoising-based defense is ineffective to our U6DA attack.

4.6 Extension studies

Are PBR trained model more Robust? The physically-based rendering [18] (PBR) training are dominated in RGB-based 6D pose estimation to improve the
Table 4: The ADD of our U6DA attack under adversarial defenses. The instance is benchvise of Linemod dataset.

| Victim model | U6DA | JPEG | PD |
|--------------|------|------|----|
| PVNet        | 19.65| 1.74 | 20.25 |

Table 5: The ADD of clean data and U6DA attack of GDRNet [44] on the LINEMOD Occlusion dataset. Where adv16 denotes adversarial samples generated with $\epsilon = 16$ and adv8 denotes adversarial samples generated with $\epsilon = 8$.

| Models     | Real+Syn | Real+Pbr |
|------------|----------|----------|
| data       | clean adv16 adv16 adv8 | clean adv16 adv16 adv8 |
| ape        | 41.28    | 1.03     | 16.67    | 44.87 | 0.09 | 6.32 |
| can        | 71.09    | 17.98    | 50.54    | 79.70 | 1.41 | 24.94 |
| cat        | 18.20    | 0.08     | 1.35     | 30.58 | 0.08 | 0.51 |
| driller    | 54.61    | 0.16     | 5.27     | 67.79 | 0.49 | 0.82 |
| duck       | 41.64    | 20.03    | 26.95    | 39.98 | 4.72 | 17.24 |
| eggbox     | 40.22    | 3.93     | 18.53    | 49.87 | 14.86 | 15.80 |
| glue       | 59.49    | 27.19    | 50.28    | 73.70 | 20.31 | 48.72 |
| holepuncher| 52.56    | 6.12     | 29.59    | 62.73 | 1.57 | 23.88 |
| average    | 47.39    | 9.57     | 24.89    | 56.15 | 5.44 | 17.28 |

accuracy and robustness, one intriguing question would be: are PBR trained model robust to adversarial attacks? To answer this question, we performed U6DA attack on GDRNet [44] with two $\epsilon$ and two versions of GDRNet: One trained with real data from Linemod and synthetic images followed [33], another one is trained with real data and PBR data. As shown in Table 5, the answer is counterintuitive, the PBR doesn’t improve the robustness to adversarial attack by our U6DA, instead, the robustness of real+synthetic training is consistently and significantly outperform the real+pbr training.

Are RGB-D based deep 6D pose estimation networks robust to RGB adversary? The RGB-D based methods are dominated in the BOP benchmark [17]. One interesting question would be are RGB-D based deep 6D pose estimation networks robust to RGB adversary? To answer this, we validate in Linemod dataset. We perform U6DA attack on FFB6D [11], PVN3D [12] and DenseFusion [43]. The results are shown in Table 6, we can observe that the RGB-D based deep 6D pose estimation networks are more robust to RGB adversary compared to the RGB based deep 6D pose estimation networks, the ADD of RGB-D models only slightly affected by RGB adversary.

4.7 U6DA-Linemod dataset

In this section, we introduce U6DA-Linemod dataset. Following the BOP benchmark [18], we use U6DA to attack Unet to generate adversarial samples from
Table 6: The ADD of clean data and U6DA attack of three famous RGB-D based deep 6D pose estimation networks on the LINEMOD dataset. The clean denotes the clean data, the adv denotes the adversarial attack generated by our U6DA attack.

| Models  | FFB6D         | PVN3D         | DenseFusion   |
|---------|---------------|---------------|---------------|
|         | clean adv     | clean adv     | clean adv     |
| ape     | 98.76 51.71   | 97.23 95.61   | 93.42 92.37   |
| benchwise | 100.0 100.0   | 99.61 99.41   | 93.89 93.79   |
| cam     | 100.0 70.88   | 99.60 84.11   | 97.35 95.98   |
| can     | 99.90 99.50   | 99.40 97.54   | 94.19 93.79   |
| cat     | 99.90 90.31   | 99.80 93.81   | 96.91 96.91   |
| driller | 100.0 90.78   | 99.30 49.85   | 87.41 84.84   |
| duck    | 98.87 98.12   | 98.12 96.71   | 92.86 93.15   |
| eggbox  | 100.0 95.86   | 99.81 98.21   | 99.81 99.81   |
| glue    | 99.90 96.23   | 99.61 99.03   | 99.81 99.90   |
| holepuncher | 100.0 74.21 | 99.90 98.47   | 93.24 91.53   |
| iron    | 100.0 99.89   | 99.69 99.28   | 97.96 98.06   |
| lamp    | 100.0 95.49   | 99.81 98.08   | 96.55 96.45   |
| phone   | 99.80 99.90   | 99.32 99.51   | 96.06 95.67   |
| average | 99.78 89.45   | 99.32 93.05   | 95.34 94.79   |

all the Linemod test set, we name this dataset as U6DA-Linemod. This dataset could be used for evaluating the robustness of SOTA 6D pose estimation models, and the adversarial defenses for 6D pose estimation also could benefit from it. The U6DA-Linemod can be download online, and by replacing the original BOP Linemod test set, the robustness of SOTA 6D pose estimation models could be evaluated.

5 Conclusion

In this paper, we propose U6DA, the first adversarial attack to deep 6D pose estimation networks. Our U6DA selects a segmentation model as surrogate model and then crafts adversarial samples by shifting the attention map. Extensive experiments reveal that the U6DA method is effective to fool all the three mainstream classes of 6D pose estimation networks with high transferability. Various experiments are performed to show properties of the U6DA such as parameter selection and effectiveness against data augmentation. Further more, we introduce a new U6DA-Linemod dataset, the first dataset on 6D pose estimation task to evaluate the robustness and defenses. In the future, we plan to explore how to systematically improve pose estimation model’s robustness against adversarial samples such as those generated by the U6DA.
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