Machine learning in medicine: what clinicians should know
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Abstract

With the advent of artificial intelligence (AI), machines are increasingly being used to complete complicated tasks, yielding remarkable results. Machine learning (ML) is the most relevant subset of AI in medicine, which will soon become an integral part of our everyday practice. Therefore, physicians should acquaint themselves with ML and AI, and their role as an enabler rather than a competitor. Herein, we introduce basic concepts and terms used in AI and ML, and aim to demystify commonly used AI/ML algorithms such as learning methods including neural networks/deep learning, decision tree and application domain in computer vision and natural language processing through specific examples. We discuss how machines are already being used to augment the physician’s decision-making process, and postulate the potential impact of ML on medical practice and medical research based on its current capabilities and known limitations. Moreover, we discuss the feasibility of full machine autonomy in medicine.
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INTRODUCTION

The field of artificial intelligence (AI) seeks to understand and develop computer systems that are able to perform tasks that usually require human intelligence. The most common method of classifying AI is by dichotomising it into artificial general intelligence (AGI) and artificial narrow intelligence (ANI).[1] AGI pertains to a universal algorithm for learning and acting in any environment. It is an intelligence that is at least human level – able to perform cognitive tasks in different environments and contexts that the average human is capable of. This would include tasks such as understanding context and making sense of an environment. AGI is likely impossible at the current level of development in AI.[1] ANI concerns algorithms that perform tasks within defined boundaries usually expected of a human or a domain expert. These may be single tasks such as identifying cats as opposed to dogs, translating languages, or in a more relevant context, identifying whether a skin lesion is likely to be malignant or identifying suspicious lung nodules on chest radiographs. ANI could represent what a human can do in a second.[1] This article will mainly deal with ANI.

Machine learning (ML) is considered a branch of AI. ML is defined as the ability of a machine to learn from a set of training data and knowledge to make predictions about data points outside of the initial training dataset.[2] ML does this by utilising the theory of statistics in building mathematical models, as the core task involves drawing inferences from given samples.[1] ML can be subdivided into parametric and non-parametric models. An algorithm that summarises data with a set of parameters of fixed sizes is a parametric model[3,4]; an example is a Gaussian model. Other examples of parametric models include linear regression and logistic regression. By contrast, a non-parametric model, such as the k-nearest neighbour, may have more flexible parameters as it characterises from more data.[5] The model offers greater flexibility as it makes fewer assumptions about the data, but as a consequence, requires much more data to be sufficiently trained. Other examples of non-parametric models include decision tree[6] and support vector machines.[7] This article will focus on ML and attempt to improve its understanding through descriptive examples and relevant diagrams.
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Another important concept with regard to the applicability of ML in medicine is supervised versus unsupervised learning. Supervised learning aims to model the inputs and the corresponding known outputs. The machine is given some examples of input (questions) with the corresponding output (the correct answers); it then learns a function to map questions to answers, frequently through classification and regression. Most real-world applications employ supervised learning. An example would be the deep learning neural networks trained to recognize diabetic retinopathy and related eye diseases. In the study, Ting et al. found that the system had high sensitivity and specificity for identifying referable diabetic retinopathy and vision-threatening retinopathy. Conversely, the goal of unsupervised learning is to find naturally occurring patterns in the input data with no explicit feedback. Techniques such as clustering and association are the mainstay of unsupervised learning. In medicine, unsupervised learning has the potential to unearth previously unknown pathophysiologic mechanisms, which could in turn lead to new treatment regimes [Table 1].

**MACHINE LEARNING IN MEDICINE: THE PRESENT**

The use of algorithms should not be foreign to the medical fraternity. Simply put, an algorithm is a sequence of instructions carried out to transform input to output. A commonly used ML algorithm is a decision tree; to draw parallels to algorithms used in clinical practice, consider the use of flowcharts in many of our work processes. An example would be the Ministry of Health’s clinical practice guidelines on diabetes mellitus 2014 [Figure 1]. The input data in this context is the blood glucose level, and within set parameters, the flowchart will provide an accurate output, which, in this case, is a diagnosis of diabetes mellitus, or otherwise.

Besides the similarities noted between medical flowcharts and decision tree algorithms, clinical scoring systems and supervised learning also share some similarities. The widespread use of clinical scoring systems for diagnosis (e.g. Wells Criteria), prognosis (Model for End Stage Liver Diseases score) and determination of the risk of developing a disease (Framingham Risk score) will likely make it easier for clinicians to understand the basis of supervised learning. Consider ‘Estimation of 10-Year Coronary Artery Disease Risk for Men’ from the Ministry of Health’s clinical practice guidelines for lipids 2016, which predicts the ten-year risk of developing coronary artery disease in men by analysing features such as age, race, total cholesterol, smoking status and blood pressure. Clinical scoring systems are analogous to supervised learning; instead of having the researchers weigh the features and generate a model that matches the population data, an ML algorithm adjusts the weightages by itself to match the output.

---

**Table 1. Terminology and characteristics of artificial intelligence (AI) and machine learning (ML).**

| Terminology                           | Characteristics                        | Example                                      |
|---------------------------------------|----------------------------------------|----------------------------------------------|
| Artificial intelligence               | Universal algorithm, functions in any environment | None currently                              |
| Artificial general intelligence       | Universal algorithm, functions in any environment | Self-driving cars, AI playing chess, poker, go |
| Artificial narrow intelligence        | Specific algorithm, functions within defined boundaries | Decision tree, support vector machines        |
| Machine learning (subset of AI)      |                                        | (Supervised) Deep learning system            |
| Parametric models                     | Fixed set, strong assumptions, less flexible | Linear regression, logistic regression       |
| Non-parametric models                 | Fewer assumptions, greater flexibility  | Decision tree, support vector machines       |
| Supervised learning                   | Trained with ‘correct’ answers          | (Supervised) Deep learning system            |
| Unsupervised learning                 | No explicit feedback, finds patterns    | K-means, [11] means shift                    |

---

**Figure 1:** Flowchart shows the diagnosis of diabetes mellitus when fasting glucose is not ≥7.0 mmol/L or casual/2-hr post-challenge glucose is not ≥11.1 mmol/L.
Now let us take a look at a few descriptive examples of different ML algorithms in various medical fields to see how far machines have come, before we move on to discuss the future of machines in medicine.

**Example 1: computer vision with convolutional neural network**

Computer vision is a subset of AI that encompasses the ability of a computer to gain understanding through exposure to digital images or videos. Tasks such as detection, segmentation and classification can be typically performed with computer vision, although effective complete automation of these tasks has been challenging despite numerous developments in computer vision. However, through the use of convolutional neural networks (CNNs), the utility of computer vision can be taken to the next level. A CNN, which is a subset of AI and ML, is a specialised type of computational model inspired by the neurons and synapses in the human brain. The basic unit of a neural network is the perceptron, which is a single layer of computational neurons [Figure 2]. Addition of more layers between the input and the output makes a neural network [Figure 3].

One of the key advancements in neural networks comes in the form of convolutional layers instead of a fully connected layer plus deep structure. An example is an award-winning CNN (2014 ImageNet Competition) developed by Google (Mountain View, CA, USA) named GoogleNet, which is 22 layers deep and combined with different convolutional kernels (patches). Cicero et al. re-trained GoogleNet to detect cardiomegaly, pulmonary oedema, consolidation, pleural effusion and pneumothorax on single-view posterior-anterior frontal chest radiographs. It was trained with over 30,000 images and was subsequently tested against a set of approximately 2,400 images. The network managed to accurately diagnose 90% of normal chest films and those with pleural effusions. However, it showed slightly worse diagnostic efficacy with regard to the other pathologies (i.e. cardiomegaly, oedema, consolidation and pneumothorax). The study proved that CNNs have the potential to differentiate normal from abnormal with a relatively high confidence, although diagnosing the actual pathology might prove to be difficult at times. The team expressed difficulties in obtaining a large quantity of well-labelled data with a good balance of pathologies, which may skew the algorithm’s training. The team also needed to downsize the resolution of the images to reduce the data burden, which may have affected the network’s accuracy in picking up subtle changes.

**Example 2: decision tree and random forest**

A decision tree takes an input and returns a ‘decision’ as an output. We alluded to this familiar structure earlier in the form of medical flowcharts. A tree is made up of nodes and branches. Each node takes a single input and may generate a range of possible outputs via the branches. The final decision is essentially a path going through several nodes through the branches, arriving at a final leaf output or decision. Figure 4
shows the anatomy of a decision tree. A random forest is, as its name implies, a collection of individual decision trees. Individual, uncorrelated decision trees are placed in an ensemble and the individual errors of each tree are cancelled out in the final output.

Hsich et al. compared a random survival forest of 2,000 trees (with each tree constructed on a bootstrap sample from the original cohort) against the conventional Cox regression statistical model in terms of identifying important risk factors for survival in patients with systolic heart failure. In this case, decision trees were used for two tasks: identification of variables for predictors of survival; and prediction of patient survival. By inspecting individual trees, the researchers were able to identify that the three most important predictive variables were peak oxygen consumption, serum urea nitrogen and treadmill exercise time. With regard to the prediction performance in terms of patient survival, the random survival forest model was as competitive as the traditional Cox proportional hazard model.

Example 3: support vector machines and natural language processing

Support vector machines (SVMs) are commonly used for classification tasks in case of outliers or non-linearities. An SVM algorithm is an example of supervised learning; it is able to separate labelled input data by a wide gap. The SVM is able to place new data into either category after being informed of the characteristics of the gap. Furthermore, SVM can classify examples that are not traditionally linearly separable by generating a hyperplane derived from input data after using a non-linear kernel method [Figure 5].

Natural language processing (NLP) is a wide field encompassing many different tools and concepts, aimed at letting machines have some basic competency in another human skill that is taken for granted, i.e., language. NLP involves extracting features from free-text documents, making inferences and eventually mapping to predicted outcomes. Machines should be able to perform NLP for communication and acquisition of information, perhaps even knowledge.

Goodwin et al. utilised SVMs in conjunction with other ML techniques to conceive a novel method for automatically recognising symptom severity by using NLP of psychiatric evaluation records of patients. The algorithm extracted features from the psychiatric evaluation records and an SVM was used to map the severity score into one of the four discrete severity levels.

In the above study, the researchers had to employ multiple ML techniques including a hybrid model to train a machine to do what a physician does naturally – stratification based on clinical notes. Of course, we can argue that a trained physician will be able to glean much more than just disease severity from well-written medical records; however, if a machine is able to trawl through dense medical notes and provide an accurate assessment of a given parameter (in this case, disease severity), it can potentially be an immense help for the time-starved physician.

The three examples above are newer ML techniques that have emerged in the 21st century. However, research has shown that older ML tools, such as linear regression and principal component analysis, remain the mainstay in biomedical research. Other ML techniques still being used in biomedical research include t-distributed stochastic neighbour embedding and Markov model.

A HYPOTHETICAL SCENARIO: CLINIC CONSULTATION

Let us consolidate what we have learnt through a hypothetical situation. Mr A goes to his family physician, Dr B, for an episode of acute onset breathlessness and decreased effort tolerance. Mr A has a history of coronary artery bypass grafting and is usually on fluid restriction of 1 L per day. It is a busy
day in Dr B’s clinic, with more than ten patients in line after Mr A. After completing his consultation notes for Mr A, Dr B’s newly acquired heart failure SVM + NLP algorithm flashes a pop-up on his computer, stating that Mr A’s symptoms exhibit high-risk features. Dr B does his due diligence and refers Mr A to the emergency department for further management. Mr A heads over to the emergency department and undergoes chest radiography. The emergency department’s state-of-the-art computer vision and CNN algorithm diagnoses cardiomegaly and pleural effusions in Mr A’s chest radiograph. Mr A eventually gets admitted to the cardiology unit. The cardiologist on duty orders some blood tests and inputs these blood test results into his innovative decision tree and random forest algorithm, which predicts that Mr A has a great chance of survival, despite his acute symptoms. Mr A is then discharged well a week later with an increased dose of diuretics and has even downloaded a new app on his phone to keep track of his fluid restriction!

MACHINE LEARNING IN MEDICINE: CHALLENGES AND THE POSSIBLE FUTURE

Maintaining privacy

Although these algorithms may seem promising, they pose unique challenges to medical practitioners. ML relies on copious amounts of data in order to be effective. In medicine, protection of patient’s personal data is paramount. This has been illustrated by the events involving the Royal Free London Trust and DeepMind, where there was a lack of safeguarding of patient data that were handed to Google DeepMind. The millions of identified individuals in the dataset had not provided consent and were not informed prior to the data transfer to DeepMind.[27] Following the incident, the Royal Free Trust had to sign a new agreement that complies with data protection law.[28] Some experts have attempted to minimise data privacy violation when training ML algorithms,[29] although it is unlikely that this method will reduce the mismanagement of sensitive data to zero.

Quality control

All algorithms in ML including regression, deep learning and SVM use the theory of statistics in building mathematical models. It is a probabilistic process, which implies that users of this tool should expect certain percentages of error, rather than demand absolute certainties in the outputs. Hence, users should define acceptable margins of error before embarking on ML projects.

Explainability

The concept of ‘black-box decision-making’ has been touched upon by numerous studies.[30,31] Some ML algorithms (i.e. CNNs) make indecipherable calculations, which make it challenging for physicians to detect error or bias in the decision-making process.[32] This is a key concern because if we are unable to explain to our patients how we arrived at a diagnosis, treatment plan or prognosis, we cannot expect their trust in return.

Patient safety

As clinicians, we are trained to err on the side of caution when faced with a diagnostic dilemma, especially if there is a potentially serious outcome, even if it is at the cost of our diagnostic accuracy. Machines do not execute this behavioural shift when faced with the same situation[33]; yet, this is critical to patient safety. Therefore, machines in clinical care must be trained to be less insensitive to the impact of their decisions.[34]

It is known that machines struggle with distributional shift.[35] In other words, machines are poor at identifying a change in context, which will lead them to make repeated erroneous estimates. A group of expert dermatologists found that their algorithm that was trained with images of lesions biopsied in the clinic does not perform as well when screening the general population, where the appearances and risk profiles of patients differ.[33] Compare this with a clinician; when confronted with a novel situation, we will recognise that there is a gap in expertise and take appropriate action, thus minimising poor patient outcome.

Last but not the least, automation may breed complacency and bias.[36] Clinicians may accept the guidance of a machine and be less vigilant in searching for contrary evidence, or worse, the ground truth, in clinical judgement.[37] To avoid compromising patient safety, it is even more pertinent that doctors have knowledge of the technologies that are or will be deployed as well as understand the limitations and pitfalls of such technologies (including ML), regardless of how complex and reliable the technologies may seem. A simple example would be of the false normal readings given by pulse oximetry devices in carbon monoxide poisoning because standard pulse oximeters cannot differentiate between oxyhaemoglobin and carboxyhaemoglobin.[38] Ultimately, although it is the responsibility of the providers of automotive technologies to clearly state the safety boundaries of their product, clinicians who utilise these inventions must remain cognisant of their limitations.

Current ML capability tends to be narrow in focus and likely limited by the data it learnt from, and machines still lack ‘common sense’ and broad real-world knowledge. Medical care will remain very much an art and a science, and it is very unlikely for machines to easily learn the deep subtleties of history-taking and physical examinations performed by experienced practitioners. Physicians of the future will still need to maintain sharp clinical acumen, while being ready to utilise all available ML tools to augment their ability to arrive at an accurate diagnosis and practise sound clinical decision-making.

In view of the above challenges, we speculate that full machine autonomy (like in self-driving cars[39]) is very
unlikely in the foreseeable future. However, that fact that physicians are not likely to be replaced does not mean that the practice of medicine will continue unchanged. We believe that AI and ML, especially deep learning, will impact our practice in ways yet to be known. In the next section, we will focus on the aspects of medicine that will be influenced the most.

**PROMISES AND THE POSSIBLE FUTURE**

We believe that machines have the potential to impact the practice of medicine in the tasks of screening, diagnosis, analysis, treatment and medical research.

**Screening, diagnosis and analysis**

Consider diseases that are difficult to ‘catch’, such as paroxysmal atrial fibrillation (AF). With the use of smartphones and wearables, deep learning algorithms have been proven to detect paroxysmal AF using photoplethysmographic monitoring with high diagnostic accuracy.[40] Extrapolating from this example, asymptomatic patients may benefit from noninvasive screening tools that incorporate technology and AI/ML, thus leading to greater uptake and improved diagnoses.

We all remember a mantra taught to generations of doctors: ‘Common things occur commonly’. It is now clear that machines have the potential to outdo humans at something we thought we were good at – pattern recognition. Computer vision, NLP and various algorithms represent a paradigm shift in how we appreciate patterns, sifting through large amounts of data in a short span of time, with similar, if not better, accuracy compared with that of human experts. The data can be visual, including dermatology pictures,[33] pathology slides,[41,42] radiological images[2,43] and free text.[25] As we take large strides into the world of big data, massive datasets of images can be used to ‘train’ data-hungry algorithms to draw conclusions on inputted data and issue an almost instantaneous report, within certain limitations. How will we define and convey these limitations? Consider the reasons for which clinicians perform investigations – usually to rule in or rule out conditions that the clinician already has in mind, e.g., intracranial haemorrhage. A computer vision-based ML tool may assess a head CT and deliver the output: intracranial haemorrhage detected (likelihood 75%). This will differ from a radiologist’s assessment, which will include more details and analysis, e.g., the presence of mass effect or a concomitant skull fracture. As such, ML algorithms might play a greater role in situations where a radiologist’s deep analysis is not essential.

Consider the measurement of lesions in follow-up imaging for multiple lung nodules or mammography for known breast lesions. These are tedious and time-consuming tasks that may be fully automated in future.

**Treatment**

ML algorithms have also made inroads in augmenting physicians with treatment, assisting them with certain steps in treatment procedures to achieve better outcomes. For example, a Singapore-based company announced an AI platform that aims to improve our understanding of the response of cancer cells to different drugs, and combines this information with micro-tumour technology to individualise patient treatment, potentially accelerating drug discovery and future cancer therapy development.[44]

**Medical research**

In the field of research, the potential of automated literature review and consolidation of up-to-date knowledge in a short span of time is within the capabilities of current technology. Chinese developers have created a specialised healthcare search engine AskBob, which is said to have amalgamated millions of medical resources and evidence into an unprecedented knowledge bank. The inventors of AskBob are already collaborating with the National University Health System, Singapore, and the SingHealth group, Singapore, to enable smarter medical literature research and trend analysis.[45] If we can ensure anonymity and patient data protection, AI will have a pivotal part to play in medical knowledge maintenance.

**CONCLUSION**

Going forward, what are some strategies that physicians can employ to maintain their competitive advantage in the face of this technological disruption? We refer to an article by Liew that adapted Porter’s framework[46] in strategising for the future.[47] Let us continue to differentiate ourselves from AI, while not losing focus on what matters most: our patients.

The time freed up by the increased productivity and efficiency should be spent with patients, lest we forget that the practice of medicine is as much an art as much as a science.
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