Good Internet connectivity has become a basic necessity all over the world. Although more than one-third of the global population does not have access to the Internet [46], commercial network operators claim that today’s Internet has reached the user footprint that seems commercially viable to serve [22]. Reaching these users requires reducing the cost of providing Internet access to enable actors beyond traditional, large-scale commercial operators to build sustainable, scalable network infrastructure. Operators need effective ways to reduce costs through less expensive equipment and software and less reliance on highly skilled network administrators. At the same time, providers need ways to manage their limited network resources effectively to enable sustainable network operation – typical network policies in today’s commercial networks would be “rate limit customer C to X Mbps until they have sent Y GB in interval $t_1$, then limit to Z Mbps for interval $t_2$.”

Most people today connect to the Internet wirelessly using mobile devices, and two technology standards are predominant – WiFi and cellular, as specified by the 3GPP standards. WiFi networks allow even inexperienced network operators to run simple, low-cost networks on their own, with low barriers to entry thanks to use of unlicensed spectrum and a best-effort service model. However, WiFi access points operating on unlicensed spectrum cannot generally provide efficient coverage to large geographic regions (e.g., sparsely populated rural areas), nor do WiFi networks typically offer fine-grained policies to manage resources. In contrast, cellular base stations can offer wide coverage, support many users, and connect to core networks that support more flexible policies. Yet, although cellular networks scale up to even nation-scale networks, they do not scale down well: a small cellular deployment still has significant up-front costs, relying on expensive core equipment, complex protocols, and skilled administrators.

More fundamentally, we observe that choosing to use a cellular radio access network (RAN) today forces a network operator to make a series of decisions that deeply impact their network operations that are not inherently related to their choice...
of access network technology. Indeed, the two main classes of radio access technology used today emerged as extensions to existing wireline networks – WiFi for IP networks, and cellular for legacy phone networks. These wireline networks represented vastly different design philosophies [18], the legacy of which can still be seen in today’s wireless access networks. In particular, the choice to use cellular radios binds a network operator to: (i) a specific network architecture – namely the 3GPP defined arrangement of interfaces for network management and on-path devices for policy enforcement, (ii) an ecosystem of vendors that has largely evolved to meet the needs of massive-scale telecom operators, (iii) a particular set of radio frequencies and associated regulatory requirements, and (iv) a reliance on highly skilled staff to manage specialized cellular infrastructure.

The differences between WiFi and cellular are not fundamental. The building blocks of network policies are common in each; what is missing is architectural support. Software-defined networking can help address these gaps by enabling network-wide control over a distributed infrastructure, and adopting "scale out" techniques based on commodity components can reduce cost. In short, adopting and extending successful Internet and cloud approaches to scalability and management can make it possible to create a wireless access network that is both flexible and affordable.

The Magma project (magmacore.org) aims to achieve this by creating an open source, carrier-grade wireless networking platform that supports a wide range of deployment scenarios. Specifically, Magma’s design follows from the principle that the choice of radio access technology should not drive network architecture. Magma deployments can leverage whatever radio access technology is available and appropriate for their density of subscribers or deployment scenario. Magma achieves this goal through access gateways that terminate the radio-specific protocols as close to the radios as possible. As a result, Magma allows carriers to augment an existing cellular deployment with WiFi hotspots in popular locations (e.g., athletic venues), or use LTE base stations to serve homes in rural areas, using a single core network and management platform. Ideally, new deployments could start small and grow over time. Magma achieves a "scale as you go" design through horizontal scaling of software components that run on commodity hardware, as is common in cloud-computing environments. Magma also leverages open source software components (e.g., Open vSwitch, gRPC, Kubernetes, Prometheus) commonly used in cloud settings to reduce cost, and it simplifies management by adopting software-defined networking concepts, so that a central point of control can be used to set network policies and manage subscribers. Magma adopts a hierarchical control plane to improve scalability. Magma supports only the essential features for efficient Internet access (e.g., authentication, accounting, and...
per-user policies), and forges some complex features— including aspects of mobility.

We have seen cost savings in one deployment of 43% compared to traditional approaches due to lower operational, hardware, and software costs. Our deployment experience also illustrates how Magma scales both up and down, with one deployment supporting more than 9000 eNodeBs (base stations) in 49 American states as of August 2023— with more than 5000 sites deployed in just five months.

**MAgMA’S KEY DESIGN CHOICES**

In building Magma, we took a clean-slate approach to the network core, inspired by work from software defined networking (SDN), community cellular networks, and modern cloud software architecture. Here, we briefly describe choices we made in the Magma project to achieve our goal of enabling lower-cost access networks. A more complete treatment of Magma’s design is available in our recent NSDI ’23 paper [26].

Magma cannot overcome the shortcomings of existing solutions simply by reimplementing a standard, 3GPP-compliant mobile core. Instead, Magma terminates the radio-specific protocols as close to the radio as possible, in access gateways (AGWs) connected directly to the radio access network, as shown in Figure 2. These access gateways are instrumental in handling a variety of radio technologies in a single design. AGWs are under the control of a centralized orchestrator, which is the central point of control for the system and maintains authoritative state related to system-wide configuration. This design helps to achieve the scaling goals of Magma, in allowing a small minimum footprint (scaling down) as well as scaling up. A minimal Magma deployment would be a single AGW and an orchestrator. The orchestrator is typically three virtual machine instances in a cloud, while the AGW itself is a small (4-core) x86 commodity server. This is dramatically less hardware than a conventional cellular packet core.

The unit of scaling in Magma is the AGW itself: by co-locating the core network function with RAN elements, the RAN is the bottleneck for performance on a per-site basis. A typical eNodeB, for example, supports 96 simultaneously active users and radio channels of at most 20MHz; this channel capacity, in turn, corresponds to a peak aggregate throughput of 126Mbps [13] under ideal conditions, for a typical cell site maximum capacity of 378Mbps. Our benchmarking shows that a Magma AGW deployed even on low-end hardware (such as an Intel J3160 quad-core 1.6GHz CPU with 8GB of RAM and an Intel I210 1Gbps NIC) can easily handle this throughput requirement. Higher loads, as might be seen in a cRAN-style deployment, can easily be handled by server-class hardware.

Each AGW is a small fault domain, ensuring that the failure or upgrade of any one component affects relatively few users. In this way, Magma’s architecture is similar to modern cloud systems designed to run on low-cost hardware that is prone to failure [20]. Magma adopts other ideas from cloud architectures, including the use of gRPC for communication among components, a “desired state” model for state synchronization, and a software-based, programmable data plane. While common in cloud computing deployments, these decisions deviate significantly from the way typical 3GPP networks are designed and managed.

In addition, Magma is able to federate with other mobile networks to support capabilities such as roaming or otherwise extend existing networks. Magma supports this use case via a Federation Gateway (FeG), a component analogous to the AGW but interfacing with legacy 3GPP network cores, rather than RAN elements. The FeG is a centralized, on-path device, but this serves a practical purpose: traditional MNOs prefer a single point of interconnection between their sensitive core network and “extension” networks [24].

We next take a closer look at four key design choices we made below.

**Key idea #1: Abstracting the Radio Access Technology.** The details of the radio access technology traditionally “leak” into the core network. To counter this, Magma identifies a core set of functions that...
the AGW must implement for any radio technology (e.g., finding the appropriate policy for a given subscriber) and provides them in an access-technology-independent way. These functions form the heart of an AGW, as illustrated on the right side of Figure 3. Control protocols, which are specific to a given radio technology, are terminated early in technology-specific modules close to the radio. These modules, on the left of the figure, communicate with the generic functions (e.g., subscriber management, access control and management) on the right using messages that are RAN-agnostic.

Table 1 shows how the various components of 4G, 5G, and WiFi are all mapped onto a common set of Magma abstractions. The key observation here is that there are a certain set of functions that need to be performed to authenticate users, establish session state, control the data plane, and so on. Additionally, Magma adds some generic functions that are not part of the 3GPP standards: device management and telemetry. Coupled with the SDN architecture, this simplifies the management of a large number of devices spread over a wide geographical area. We have found that considering device management and telemetry as first-class responsibilities of Magma significantly reduces the operational complexity and cost of operating access networks (See "Fixed Wireless Hotspots"). We do not claim that Magma's decomposition of functionality (Figure 3) is fundamental, but our operational experience shows that it is useful both from an engineering perspective and for a wide range of use cases.

Key idea #2: Hierarchical SDN Control Plane Magma leverages SDN concepts to reduce operational complexity and minimize reliance on skilled staff. Rather than configuring a distributed collection of devices, providers specify network-wide policies at the orchestrator. The orchestrator provides a central point of control and exposes a northbound API for integration with other systems (e.g., for metrics, alerting, and monitoring). However, running the entire control plane in a central controller would impose limits on the scalability of the system, so Magma adopts a hierarchical control plane, like other practical SDN systems [30,36].

In a hierarchical control-plane design, elements of the control plane that have network-wide scope are placed in the central controller. For example, the long-lived information about a subscriber is network-wide information that is created and maintained by the central controller. Conversely, runtime state associated with a UE is localized to a single AGW. For example, upon becoming active, a UE's session state is created and managed by the local control plane of the AGW to which it is connected. Thus, much of the control plane is able to scale out with increasing numbers of base stations and subscribers, rather than by scaling up the central controller.

This division between central and local control planes roughly corresponds to the timescale of changes to the control-plane state.

In Magma, state can take one of three forms, for which Magma makes different guarantees:

1. **Runtime state** is associated with a UE and its network activity. Runtime state is encapsulated within the AGW, and is both ephemeral and recoverable in the case of failure: a UE can simply reconnect.

2. **Configuration state** is associated with the configuration of an entity such as an AGW or a subscriber. This state is managed centrally, and pushed asynchronously to the AGW. Examples include classes of network policy to be applied to classes of user or radio configuration to be applied by an AGW to connected RAN equipment. This state is stored durably in the orchestrator and generally changes on human timescales (i.e., minutes or hours).

3. **Metrics state** is telemetry from Magma elements, which is captured on a best-effort basis and collected by the orchestrator.

The decision to place local control-plane functions on the AGWs, while beneficial for scalability, does introduce trade-offs. For

| TABLE 1. Magma abstractions vs. RAN-specific versions. |
|-------------------------------------------------------|
| **Magma**                                             |
| Access Control/Management                              |
| Subscriber Management                                  |
| Session/Policy Management                              |
| Data Plane Configuration                               |
| Device Management                                      |
| Telemetry and logging                                  |
| **LTE**                                               |
| MME                                                   |
| HSS                                                   |
| MME/PCRF                                             |
| SGW/PGW                                               |
| SGW/PGW                                               |
| **5G**                                                |
| AMF                                                   |
| UDM/AUSF                                              |
| SMF/PCF                                               |
| SMF                                                   |
| UPF                                                   |
| **WiFi**                                              |
| RADIUS AAA                                            |
| RADIUS AAA                                            |
| RADIUS AAA                                            |
| WiFi data plane                                       |
| WiFi data plane                                       |
| no equivalent defined                                |
example, while Magma supports mobility across radios served by a common AGW, seamless mobility between AGWs would require communicating some control-plane state from one AGW to another. While many use cases can be supported without this feature, we expect to add it in the future.

**Key idea #3: Fault Tolerance Via Small Fault Domains** Building a low-cost solution influences our approach to fault tolerance. Low-cost hardware is prone to failure, and so it is expected that individual components will fail. A failure of a component must affect as few users as possible (i.e., fault domains must be small) and must not affect other components. This is in stark contrast to traditional 3GPP implementations.

In a typical 3GPP implementation, the runtime state of a UE is spread among several large components (e.g., the PGW, SGW, and MME in the LTE case). In contrast, Magma localizes the runtime state of a UE to a single AGW, simplifying failure handling. Runtime state is checkpointed regularly and may be copied to a backup instance of the AGW running as a cloud service. When an AGW fails, the backup cloud instance is brought into service, and can manage connections for the affected set of UEs until the primary AGW is restarted. An AGW may continue to establish sessions to UEs even when disconnected from the orchestrator.

While it is common for a traditional cellular packet core to serve millions of subscribers, each Magma AGW is a fault domain that holds state for a relatively small number of UEs served by a small number (typically less than ten) of base stations. The failure of a single AGW would impact the set of UEs currently served by the attached base stations, but has no impact on the rest of the network or its customers. This contrasts with the much larger fault domains typical of a standard mobile core implementation.

**Key idea #4: Use a programmable, software data plane.** In Magma, the data plane is responsible for (i) recognizing the flows for active sessions (traffic to and from active UEs); (ii) collecting statistics for those flows; (iii) adding and removing tunnel headers; and (iv) enforcing policies such as rate limits per subscriber. Magma uses Open vSwitch (OVS) [40], which provides a programmable data plane controlled by OpenFlow [33]. In our experience, OVS offers entirely adequate performance in software on commodity hardware for Magma’s deployments, which are typically bottlenecked by RAN capacity or backhaul, not our data plane. While OpenFlow and OVS are convenient implementation choices, other data planes could be used, assuming they are programmable and implemented entirely in software.

### MAGMA IN PRODUCTION

Microbenchmarking demonstrates the viability of Magma’s distributed core approach for supporting a wide range of deployment scenarios [26], and further evidence supporting Magma’s approach comes from its commercial adoption. As of February 2022, twenty commercial networks were operating using Magma across eight countries in Africa, Asia, North America, and South America. These networks support a range of access modalities and policies, including providing backhaul for WiFi hotspots, fixed wireless broadband to homes and businesses, “carrier” WiFi to extend a traditional mobile operator’s service to indoor WiFi, and traditional mobile broadband service. More than 250 committers have contributed to the Magma codebase.

To demonstrate how Magma is used, we worked with one of the largest commercial entities, FreedomFi, that provides support to operators deploying Magma. FreedomFi provided data to characterize two significant deployments they help operate. This data was provided to the authors in de-identified form, and only operational data (not user data) was used in our analysis.

### Fixed Wireless Hotspots

One of FreedomFi’s first commercial deployments was AccessParks [1], a US-based operator that provides public WiFi hotspot networks in large outdoor areas; their deployment locations require multiple WiFi access points (APs) to provide consistent service. With the availability of CBRS spectrum, AccessParks sought to use LTE to provide backhaul to their WiFi hotspots in some of their larger deployments. End users connect to AccessParks’s WiFi access points via traditional WiFi mechanisms and an existing captive portal system, and the UEs in the Magma network are fixed wireless modems that connect the WiFi APs to the Internet via Magma.

AccessParks’s deployment began in December 2020 with a ten site pilot to evaluate Magma. Today, the network consists of fourteen sites providing backhaul to over 200 access points, with plans to continue expanding. Figure 4 depicts active subscribers and hourly throughput of the network.

**Operational complexity.** AccessParks’s original Magma pilot was motivated in part by their poor experiences with the operational complexity of other commercial and open-source cellular core software in their previous two years of deployment. Although operational complexity is subjective, one quantifiable way in which it manifests is in an operator’s labor costs: simpler systems should require less staff time and support to manage. Table 3 shows the results of this comparison for AccessParks. For identical access network infrastructure, AccessParks achieved a 43% reduction in per-site deployment costs using Magma compared to traditional architectures, largely driven by a reduction in support costs and engineering time for site configuration and planning.¹

¹ Unfortunately, we do not have data on ongoing maintenance costs from AccessParks; however, AccessParks’ decision to use Magma for future deployments suggests it compared favorably.
Franchised MNO Extension
A second (and, to our knowledge, the largest) deployment of Magma is an early-stage deployment to provide a franchised, neutral host network.2 This network is unique in that the physical deployment of network infrastructure is not managed by any single network operator. Instead, “micro network operators” (which include individuals, small ISPs, and enterprises) deploy LTE and 5G RAN equipment alongside Magma AGWs that have been customized by FreedomFi to support their proprietary traffic accounting and settlement system.

Services and Policy. The neutral host network is operated by FreedomFi and allows customers of incumbent MNOs to use this network for service. The core “policy” supported by this network is tunnelling all user traffic back to the appropriate MNO; a user’s MNO, in turn, applies their standard network policies for billing, charging, and throttling within their existing core network. The FreedomFi network provides access on a best-effort basis, with each micro network operator leveraging shared CBRS spectrum (as done in the previous deployment). This service requires integrating the thousands of distributed AGWs with a partner MNO’s centralized core network, leveraging the federation capabilities described in “Magma’s Key Design Choices.”

Scale. As of this writing, this network is still in early testing, so it does not have significant user traffic. However, it still provides a useful example of how the Magma control plane scales with network size: even without users, Magma still manages device configuration, network monitoring, and supports interconnection with partner MNO core networks.

2 A neutral host network describes a business model in which a mobile network is operated by an entity for the sole purpose of providing wholesale capacity to third-party retail MNOs and MVNOs; the neutral host network operator does not have its own users, but instead enables users of its customers to use the neutral host network on a shared basis.

TABLE 3. Comparison of per-site installed costs for AccessParks’s traditional cellular system compared to Magma. Total cost per site decreased by 43%, driven primarily by Magma’s reduction in operational complexity for deployment.

|                | AccessParks | Magma | Change |
|----------------|-------------|-------|--------|
| RAN            | $7,950      | $7,950| -      |
| Core HW        | $1,200      | $300  | -$900 (-75%) |
| Core SW        | $2,000      | $600  | -$1,400 (-70%) |
| Field Eng.     | $200        | $200  | -      |
| LTE Eng.       | $5,000      | $330  | -$4,670 (-93%) |
| Cost/Site      | $16,350     | $9,380| -$6,970 (-43%) |

3 The network only operates in the United States for regulatory reasons.
4 We note that the Magma AGW’s LTE-specific portion was originally based upon OpenAirInterface [8], as it was the most mature open-source core available at the inception of Magma’s development.

FIGURE 4. Per-hour AccessParks usage during Mar.-Apr. 2022.

MAGMA CREATES AN OPEN SOURCE, CARRIER-GRADE WIRELESS NETWORKING PLATFORM THAT SUPPORTS A WIDE RANGE OF DEPLOYMENT SCENARIOS

The FreedomFi network began initial deployments in November 2021, and as of August 2023 consists of 5,011 AGWs and 9,385 eNodeBs. At peak expansion, the network added on average 150 new AGWs per week, all of which were deployed on an ad-hoc basis by micro-network operators; these AGWs are deployed in 49 states across the United States.3 FreedomFi spends about $4,000 per month on hosting fees for their orchestrator infrastructure (including FeG) to support this entire network.

We view the rapid deployment of this network as cautious evidence for Magma’s ability to support largescale networks with unique business models. We hope to further investigate the operational dynamics of this network in future work.

RELATED WORK
Open-source LTE/5G core networks: Several projects share our goal of creating an open-source LTE/5G cellular core network [4,9,8,12]; these were preceded by similar efforts to build open 2G and 3G networks [10,11]. With the exception of OpenBTS [10] (a GSM-to-VOIP bridge), each of these focuses on implementing traditional, 3GPP-compliant, core networks.4 Aether [2,37] is an open-source 5G-connected edge platform, which brings together 5G connectivity and edge-cloud servers. Like Magma, Aether adopts cloud design principles, but does not refactor the core network to decouple the radio access technology.
Expanding connectivity access: Many efforts have proposed or described novel solutions for expanding Internet access to under-served people [38,23,39,19,48,41,47]. Similarly, small(er)-scale network operators have a rich history providing service to especially rural communities [21], such as community networks [5,6,3,17] and small ISPs [25]. Of this extensive literature, Magma is most closely related to work on community cellular networks [27,15,44].

NextG cellular core architecture: The networking research community is actively rethinking the design of next generation network cores, including refactoring of state [43], support for public cloud deployment [34], and elastic control and data planes [42,16]. Although these works all focus on (logically) centralized core networks, the techniques described are complementary to Magma.

Other work takes a more “clean slate” approach to reimagining the cellular core. CellBricks [32] and LOCA [31] contemplate a highly federated cellular network with location privacy, and are implemented as extensions to Magma. dLITE [29] makes 4G networks more like WiFi through a decentralized design, and SoftCell [28] uses SDN principles to improve the scalability and flexibility of the packet core network. CCM [24] is a distributed cellular 2G core that enables semi-disconnected operation over unreliable rural backhaul connections; this work served as an early inspiration for Magma. Similarly, CoLTE [45] provides a backwards-compatible, standards-compliant extension to Magma. dLTE [29] makes 4G networks more like WiFi through a decentralized design, and SoftCell [28] uses SDN principles to improve the scalability and flexibility of the packet core network. CCM [24] is a distributed cellular 2G core that enables semi-disconnected operation over unreliable rural backhaul connections; this work served as an early inspiration for Magma. Similarly, CoLTE [45] provides a backwards-compatible, standards-compliant extension to Magma. Importantly, Magma also scales down, with a small minimum footprint that supports incremental deployment, thus filling a gap between traditional WiFi and cellular. All software artifacts for Magma are available on GitHub. Magma was designed with the primary goal of reaching under-served communities by supporting heterogeneous radio and backhaul technologies and reducing capital and operational cost. We believe that Magma is a good fit for other deployment scenarios, including enterprise 5G networks. We look forward to extending the Magma code base, and the community of contributors to the software, so the platform can evolve to serve more users.
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CONCLUSION

We have presented our experiences in designing and deploying Magma, an open-source platform for building access networks. The most important design decision was to terminate the RAN-specific protocols in access gateways close to the radio. This simple design decision brings many benefits: supporting diverse radio technologies, tolerating disruptions in backhaul links, using a low-cost software data plane, and scaling naturally with a hierarchical SDN control plane. In line with Magma’s goal to enable practical networks, we demonstrated that Magma can support typical deployment scenarios and discussed two large-scale commercial networks that use Magma. Importantly, Magma also scales down, with a small minimum footprint that supports incremental
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