An iterative refinement method of point cloud for binocular vision 3D reconstruction
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Abstract: This paper introduces a new binocular stereo deep learning network based on point cloud, which can realize higher precision point cloud reconstruction through continuous iteration of the network. Our method directly carries out point cloud processing on the target, calculates the difference between the current depth map and the real depth, estimates the loss according to the predicted point cloud and the information of the dual view input image, and then uses the appropriate loss function to iteratively process the point cloud. In addition, we can customize the number of iterations to achieve higher precision point cloud effect. The proposed network basically achieves good results on KITTI data set.

1. Introduction
Artificial intelligence has become the current trend of scientific and technological development, and has begun to involve all aspects of people's production and life, how to make computers have human visual perception has also become a research hotspot. Binocular vision is similar to the human vision system, which uses binocular camera to collect the image of the target object, and then identifies the location information of the target object through the operation and analysis. However, recognition is only a part of computer vision. Computer vision in the real sense can surpass the recognition and perception of three-dimensional environment. In order to interact and perceive, we must restore the world to three-dimensional space. Therefore, three-dimensional reconstruction technology is of great significance to computer vision. In computer vision, binocular vision 3D reconstruction refers to the process of reconstructing 3D information from two images. Because the information in a single image is incomplete, 3D reconstruction needs empirical knowledge, and binocular vision 3D reconstruction is relatively easy. The vision theory system proposed by Marr[1] lays a foundation for the development of modern computational vision and provides theoretical support for 3D reconstruction methods.

In this paper, we mainly propose a new network-based binocular stereo vision depth learning based on point cloud, which can achieve higher accuracy of point cloud reconstruction through continuous iteration of the network. When the target object is directly processed as point cloud, we can make the 3D high-resolution scene and realize more accurate 3D object reconstruction. Our framework is mainly implemented in two steps: first, the four-dimensional matching cost volume is constructed by connecting the feature volumes of the left and right images. The initial object surface is obtained from the scene by using a 3D convolution network, and then the initial point cloud information is obtained. Then, by predicting the difference between the depth information of the current point cloud and the real point cloud depth information, the loss is estimated according to the predicted point cloud and the information of the dual view input image, and then the point cloud is iteratively processed by using the appropriate
loss function for network training.

2. Related work

Recently, 3D reconstruction methods try to use a priori knowledge to construct 3D reconstruction problems as recognition problems. The development of deep learning technology and, more importantly, the availability of more and more large training data sets has led to a new generation of methods that can recover the three-dimensional geometry and structure of objects from one or more RGB images without complex camera calibration process. Although this is only recent, these methods have shown exciting and promising results in various tasks related to computer vision and graphics[2].

Szelisk et al.[3] first divided the early binocular vision algorithm into four steps: cost calculation, cost aggregation, parallax calculation and parallax optimization, and also proposed a complete set of evaluation criteria for binocular vision algorithm, which promoted the development of binocular vision[4,5]. Min et al.[6] enhanced the robustness of the algorithm by using multi-scale features containing rich information to construct the cost function. Jung et al.[7] used the conditional generation countermeasure network to estimate the depth of a single image, and used the generation network based on the combination of an encoder, decoder and refining network to obtain good experimental results on the objective data set. Zagoruyko et al.[8] proposed a matching similarity calculation network based on convolutional neural network. The network input is two image blocks, and the network directly outputs the similarity of the two image blocks. When the baseline distance is large, the stereo matching problem is solved. Zbontar and Lecun[9] proposed modeling binocular vision as a similarity problem, and intercepting some image blocks from the left and right original images to calculate the similarity; Mayer et al.[10] proposed an end-to-end stereo matching algorithm based on convolutional neural network for parallax calculation and optical flow estimation, which solves the problems of insufficient training data and poor generalization ability of stereo matching model. Pang et al.[11] proposed a Two-level Network CRL, which obtains the parallax map through multi-scale, then refines the parallax map through the idea of residual, and finally obtains the final result through multi-scale parallax fusion. Kendall et al.[12] horizontally shifted the features of the right image and fused them with the features of the left image to generate a four-dimensional feature cost volume. The network uses 3D convolution of encode decode structure to process the cost volume, generates parallax map in an end-to-end manner. Chang et al.[13] introduced spatial pooling pyramid technology into the feature extraction network, used multiple 3D codec modules to process joint features, and finally adopted the training method of deep supervision, which greatly improved the performance of the model.

3. Method

3.1. The network architecture

This section describes the framework structure of the network in detail, as shown in figure 1. According to the steps of three-dimensional reconstruction of binocular vision, our framework is mainly realized in two steps: first, we construct the four-dimensional matching cost by connecting the feature bodies of left and right images. The initial object surface will be obtained from the scene by using the 3D convolution network, and then the initial depth map information will be obtained. Then, the difference between the current point cloud depth information and the real point cloud depth information is predicted through the left and right images, the loss is estimated according to the predicted point cloud and the information of the dual view input image, and then the point cloud is iteratively processed by using the appropriate loss function for network training.
Figure 1. Overview of network architecture. First, a rough depth map is predicted with low computational cost and then projected into the point cloud without the hypothetical point cloud. For each point, features are extracted dynamically from left and right image features. Iterative depth map module uses features to enhance point cloud to predict depth differences and iteratively refine depth maps.

3.2. Initial Depth Map
The first step of our network is dense matching through the deep features of two input images. Here, we learn from the previous method of geometric rules of binocular vision camera. We use eight layers 2D CNN, in which the third and sixth layers are pooling layers. Two convolution layers are used to extract image features in each scale. Except the last layer, there is a batch normalization layer (BN) and a correction linear unit (ReLU) behind each convolution layer, which makes the extracted feature mapping significantly improve the quality of reconstruction.

Then, the 3D cost is constructed from the extracted image features and the input camera. We use $I_i (i = 1, 2)$ to represent the input image. $K_i, R_i, t_i$ represent the camera interior, rotation and translation corresponding to the feature image respectively. Let $n_1$ be the principal axis of the left-view camera, the homography is expressed by a $3 \times 3$ matrix:

$$H_i(d) = K_i \cdot R_i \cdot \left( I - \frac{(t_1 - t_i) \cdot n_1^T}{d} \right) \cdot R_i^T \cdot K_i^T$$

(1)

Homography transforms all feature maps into different parallel planes of the reference camera to form two feature volumes. As the core step connecting two-dimensional feature extraction and three-dimensional regularization network, the end-to-end training of depth map reasoning is realized in a differentiable way. Next, we synthesize multiple feature volumes into a cost volume $C$. in the two input views, let $W, H, D$ and $F$ be the width, height, depth samples of the input image and the number of channels of feature mapping, and $V$ is the size of the feature volume:

$$V = \frac{W}{4} \cdot \frac{H}{4} \cdot D \cdot F$$

(2)

$$C = \frac{\sum_{i=1}^{2} (V_i - \bar{V_i})^2}{2}$$

(3)

Then, we apply softmax operation to normalize the probability along the depth direction.

Finally, the simplest way to retrieve depth map $D$ from the probability volume $P$ is the pixel-wise winner-take-all[14]. We calculate the expected value along the depth direction, that is, the probability weighted sum of all assumptions:
Where $P(d)$ is the probability estimation of all pixels on depth $d$. This operation is also called soft argmin[12]. It is completely differentiable and can approximate the argmax result. Depth hypothesis $[d_{min}, d_{max}]$ in the process of cost construction, the expected value here can produce a continuous depth estimation, and the output depth map is the same size as the two-dimensional image feature map.

3.3. Iterative Calculation

In this section, we use iterative calculation to predict the depth difference. We update the information of point cloud after each iteration and extract point features from image features. Through this method, the features extracted at each voxel are determined by the fixed space partition of the scene. The iterative computing network framework is shown in the figure 2.

Firstly, the input is a feature point cloud, and then the point features of different scales are extracted through two edge convolution layers. Secondly, the point features are transformed through multi-layer perceptron (MLP), and a probability scalar softmax is output at each point. Finally, the depth prediction of the difference can be obtained. In addition, we can also set the number of iterations to continuously reduce the depth difference between the predicted point clouds, so as to capture more detailed features through closer point assumptions to predict more accurate depth information.

![Figure 2. The iterative computing network framework.](image)

3.4. Training Loss

We consider the loss of initial depth map and iterative refinement depth map. The problem is treated as a regression task, and the loss is used to train the network to measure the absolute difference between the predicted depth map and the real depth map:

$$\text{Loss} = \sum_{p \in P_{\text{val}}} \| D(p) - \hat{D}_i(p) \|_1 + \lambda \cdot \| D(p) - \hat{D}_r(p) \|_2$$

(5)

Where $P_{\text{valid}}$ valid is the real pixel set, $D(p)$ is the real depth value of the pixel $\hat{D}_i(p)$ is the initial depth estimation, $\hat{D}_r(p)$ is the refined depth estimation. And $\lambda$ is set to 1.0 in the experiment.

4. Experimental Analysis

4.1 Training

In this experiment, we mainly use the binocular RGB images in Scene Flow and KITTI data sets as the input of network training. KITTI dataset[15] was mainly proposed by Karlsruhe Institute in Germany and is widely used to evaluate algorithms in computer vision fields such as stereo vision and target detection. The data set consists of 194 training images and 195 test image pairs with a resolution of 1240×376. Each image pair is corrected, that is, the way of conversion, so that an object appears in two
images in the same vertical position. A rotating laser scanner, mounted behind the camera on the left, provides the true depth of the ground. The real differences in the test set are retained and an online ranking is provided, on which researchers can evaluate their methods. The goal of KITTI stereo data set is to predict the parallax of each pixel on the left image. Scene Flow is a large synthetic data set, including 35454 training image pairs and 4370 test image pairs. The ground truth disparity map is densely provided, which is enough to directly train the depth learning model. In the data preprocessing, the depth map is generated according to the given ground truth point cloud. During the training, we set the resolution of the input image to 640×512, number of views n=2. For the deep refinement step, we set the number of iterations L=2, use the initial learning rate of 0.0005, and the decrease in each two stages is 0.9. Firstly, the initial prediction network is trained in 4 stages, and then the model is trained in 12 stages.

4.2 Evaluation

We mainly use two method criteria to evaluate the difference between our method and other methods: 3-Pixel-Error, which represents the percentage of pixels with a difference of more than 3 pixels between the predicted parallax and the real parallax. The error is measured by the percentage of pixels with a difference of more than 3 pixels between the real parallax and the predicted parallax, which is converted into depth, which means, for example, The error of an object 2 meters away from the camera is 3 cm, and the error of an object 10 meters away from the camera is 80 cm. End-Point-Error (EPE), that is, the average difference between the predicted difference and the real difference.

| Method         | EPE (%)  |
|----------------|----------|
| PCBP[17]       | 4.04%    |
| PR-Sf+E[16]    | 4.02%    |
| StereoSLIC[17] | 3.92%    |
| PCBP-SS[17]    | 3.40%    |
| SPS-St[18]     | 3.39%    |
| Ours           | 3.15%    |

Table 1: Compares the 3PE of stereo algorithms on this dataset.

| Method            | Scene Flow EPE (px) |
|-------------------|---------------------|
| MC-CNN (Zbontar and LeCun 2016) | 3.79 |
| GC-Net (Kendall et al. 2017) | 2.51 |
| iResNet-i2 (Kendall et al. 2017) | 1.40 |
| SegStereo (Yang et al. 2018) | 1.45 |
| PDS (Tulyakov, Ivanov, and Fleuret 2018) | 1.12 |
| Ours              | 1.08    |

Table 2: EPE of stereo algorithm on Scene Flow is compared.

As can be seen from table 1 and table 2, the results of our method on the data set show that the accuracy of our method is significantly improved compared with other methods. Our network is a good method suitable for computing binocular vision 3D point cloud reconstruction.

5. Conclusion

In this paper, we mainly propose a new point cloud network based on binocular vision, which can achieve higher accuracy of point cloud reconstruction through continuous iteration of the network. When
using the target object directly as a point cloud processing. Our method directly carries out point cloud processing on the target, calculates the difference between the current depth map and the real depth, estimates the loss according to the predicted point cloud and the information of the dual view input image, and then uses the appropriate loss function to iteratively process the point cloud. In addition, we can customize the number of iterations to achieve higher precision point cloud effect. We believe that our approach will help facilitate deep learning research for challenging visual tasks such as stereo, flow, and scene flow estimation.
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