Target-speaker voice activity detection via sequence-to-sequence prediction
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ABSTRACT

Target-speaker voice activity detection is currently a promising approach for speaker diarization in complex acoustic environments. This paper presents a novel Sequence-to-Sequence Target-Speaker Voice Activity Detection (Seq2Seq-TSVAD) method that can efficiently address the joint modeling of large-scale speakers and predict high-resolution voice activities. Experimental results show that larger speaker capacity and higher output resolution can significantly reduce the diarization error rate (DER), which achieves the new state-of-the-art performance of 4.55\% on the VoxConverse test set and 10.77\% on Track 1 of the DIHARD-III evaluation set under the widely-used evaluation metrics.

Index Terms— Speaker Diarization, Target-Speaker Voice Activity Detection, Sequence-to-Sequence Transformers

1. INTRODUCTION

Speaker diarization refers to the task of determining each speaker’s utterance boundaries in multi-party conversational audio [1]. As a front-end processing to segment audio into pieces with different identities, speaker diarization can effectively participate in various downstream tasks [2].

Conventional speaker diarization consists of several independent modules. First, Voice Activity Detection (VAD) [3] removes non-speech regions from the input audio. Then, the remaining is partitioned into multiple short segments, followed by speaker embedding extraction [4]. By measuring segment-wise speaker similarities with cosine distance or PLDA [5], clustering-based methods can group segmented utterances into different identities [6].

One limitation of conventional approaches is that they cannot handle overlapped speech, as each audio segment is assumed to contain only one speaker. To tackle this problem, target-speaker voice activity detection (TS-VAD) [7] has attracted much interest due to its great success in challenging tasks such as VoxSRC [8, 9], and DIHARD-III [10]. Based on speaker profiles from a clustering-based diarization, the TS-VAD system can estimate each speaker’s frame-level voice activities to refine the initial clustering-based results.

In recent years, many researchers improve the TS-VAD system by modifications on front-end preprocess [11], independent-speaker prediction [12], and cross-speaker [13] modeling. We abstract the usual TS-VAD method into the left part of Fig. 1, namely the encoder-only method. The front-end extractor is omitted in the plot, which extracts frame-level representations $\mathbf{E}_{\text{rep}} \in \mathbb{R}^{T \times S}$ from the input audio. Let $\mathbf{E}_{\text{rep}} \in \mathbb{R}^{N \times S}$ denote the given speaker profiles. Each target-speaker embedding in $\mathbf{E}_{\text{rep}}$ has to be repeated $T$ times and concatenated with the $\mathbf{E}_{\text{rep}}$ to produce a 3-dimensional input tensor with the shape of $T \times N \times (S + F)$. Then, various encoders (e.g., Bi-LSTM, Self-Attention) predict speech activities by processing the input data along the time-axis ($T$) and speaker-axis ($N$). However, the encoder-only method leads to high demand for GPU memory since the space consumption of the input tensor is proportional to $T \times N \times (S + F)$. With the growth of $T$ and $N$, the dramatic boost of memory usage limits the model to process longer feature sequences and more speakers at once. Furthermore, the output length of encoder-only models must be equal to $T$, which means the temporal resolution of voice activity detection (VAD) cannot be changed arbitrarily.

Considering the limitations above, we propose a sequence-to-sequence framework for target-speaker voice activity detection, shown in the right part of Fig. 1. Our main contributions include:

1. Frame-level representations and speaker embeddings are separately fed into the encoder and decoder sides. Thus, the memory consumption of the inputs becomes proportional to $T \times F + N \times S$, which reduces redundant tensors.
2. The decoder compresses each speaker’s voice activity information into a fixed-dim ($D$) embedding regardless of the length of input features. The last linear layer can adjust the model to predict voice activities in higher temporal resolution with a small computational cost.
3. Experimental results show that joint modeling of more speakers with higher VAD resolution can reduce the diarization error rate (DER) significantly, which achieves the new state-of-the-art DERs of 4.55\% on the VoxConverse [14] test set and 10.77\% on Track 1 of the DIHARD-III [15] evaluation set.
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\caption{Diagram of encoder-only TS-VAD method (left) and our proposed sequence-to-sequence method (right). $T$ and $F$ denote the length and dimension of extracted frame-level features. $N$ and $S$ denote the number and dimension of speaker embeddings. $D$ represents the output dimension of the decoder.}
\end{figure}
2. METHODS

The framework of our proposed Seq2Seq-TSVAD method is shown in Fig. 2(a). The details are introduced as follows.

2.1. ResNet-34

The front-end feature extractor is ResNet-34 [16], where the widths (number of channels) of the residual blocks are \{64, 128, 256, 512\}. Given \( X \in \mathbb{R}^{T \times D} \) denoting the acoustic feature sequence with the length of \( T \) and dimension of \( H \), the model outputs a CNN feature map \( M \in \mathbb{R}^{C \times \frac{T}{8} \times \frac{H}{8}} \), where \( C \) is the number of channels. Then, we adopt the segmental statistical pooling [12] (SSP) method to aggregate the channel-wise feature map into frame-level representations \( E_{\text{rep}} \in \mathbb{R}^{\frac{T}{8} \times F} \), where \( F \) denotes the output dimension of the SSP layer. This process can be viewed as the downsampling from the input acoustic feature sequence.

2.2. Conformer

We introduce the Conformer [17] to further model long-term dependencies between frame-level representations. The input layer of the Conformer module firstly maps \( E_{\text{rep}} \) to \( E_{\text{rep}}' \in \mathbb{R}^{\frac{T}{8} \times D} \) with sinusoidal positional encodings, where \( D \) is equal to the attention size. Then, the input sequence \( E_{\text{rep}}' \) is encoded into \( E_{\text{enc}} \in \mathbb{R}^{\frac{T}{8} \times D} \) by the following Conformer blocks.

2.3. Speaker-wise Decoder

The Speaker-wise Decoder (SW-D) estimates target-speaker voice activities by considering cross-speaker correlations. The input on the decoder side can be broken into two parts: decoder embeddings and auxiliary queries. In this case, the input decoder embeddings are initialized by zeros, and target-speaker embeddings are fed as auxiliary queries.

Let \( E_{\text{spk}} = [e_1 \ldots e_N]^T \in \mathbb{R}^{N \times S} \) denote the given target-speaker embeddings, where \( N \) is the number of speakers and \( S \) is the embedding dimension. The SW-D module incorporates \( E_{\text{enc}} \) and \( E_{\text{spk}} \) to output processed decoder embeddings which contain information about each speaker’s voice activities. Let \( E_{\text{dec}} = [v_1 \ldots v_N]^T \in \mathbb{R}^{N \times D} \) denote the predicted decoder embeddings, where \( D \) is equal to the attention size used in Conformer blocks. After a linear projection with sigmoid activation, each \( v_i \) can be transformed into posterior probabilities of voice activities belonging to the \( i \)-th speaker. The output dimension of the last linear layer controls the temporal resolution of detected voice activities, which means a longer output length can provide more precise timestamps.

Fig. 2(b) demonstrates the structure of the SW-D module. Inspired by DAB-DETR [18], we modify the vanilla Transformer decoder so that speaker embeddings can be introduced into the attention mechanism. In each decoder block, target-speaker embeddings go through a multi-layer perception (MLP) to generate the within-block representations. Before the first attention layer, the within-block embeddings are concatenated with the original keys and queries to calculate attention scores. Since decoder embeddings are designed to learn positional (temporal) information about voice activities, we also concatenate keys from encoders with corresponding positional embeddings. This way, all key-query calculations can incorporate positional and speaker-related information. The decoding process effectively exchanges information between all speakers by self-attention mechanism.

The adopted MLP module consists of two linear layers with in-between Layer Normalization and ReLU activation. The Pre-LayerNorm method [19] is employed before each attention layer. For clarity, we omit to plot residual connections of attention layers.

2.4. Embedding Augmentation

To align the different speaker numbers in training mini-batch data, a set of augmented embeddings for each audio sample is supplied to ensure that the SW-D module has a fixed decoding length. Each augmented embedding may be directly set to zeros with a probability of 0.5. Otherwise, it will be padded by another one not appearing in the current audio. Then, there is a probability of 0.2 to replace all input speaker embeddings with non-existent speakers. Furthermore, the input embeddings and corresponding ground-truth labels should be shuffled to keep the model invariant to speaker order. This augmentation method is vital because it forces the network to learn to distinguish valid or invalid speakers in given audio.
3. EXPERIMENTAL RESULTS

3.1. Speaker Embedding

We adopt the ResNet-34 model as the pattern extractor. After the statistical pooling [4] layer, a linear projection outputs the 256-dim speaker embedding. The ArcFace (s=32,m=0.2) [20] is used as the classifier. The detailed configuration of the neural network is the same as [21]. The model trained on the VoxCeleb2 [22] dataset finally achieves an equal error rate (EER) of 0.814% on the Vox-O [23] trial. The pre-trained model is used for speaker embedding extraction in the subsequent Seq2Seq-TSVAD system.

3.2. Seq2Seq-TSVAD Configuration

3.2.1. Model Parameters

The front-end ResNet-34 is initialized by the pre-trained speaker embedding model. We replace the original statistical pooling (SP) with a segmental statistical pooling (SSP) [12] layer to extract frame-level features. The back-end model consists of Conformer encoders [17] and Transformer decoders [24]. All encoder-decoder modules have 6 blocks sharing the same settings: 512-dim attentions with 8 heads and 1024-dim feed-forward layers with a dropout rate of 0.1. The kernel size of convolutions in Conformer blocks is 15, and the other implementation details are the same as [17].

3.2.2. Data Simulation

As neural network-based methods can usually benefit from large-scale training data, we create a simulated corpus by the VoxCeleb2 [22] and LibriSpeech [25] datasets. The WebRTC\(^\dagger\) toolkit is used to remove non-speech regions from raw audio. Then, each simulated signal is generated by mixing source utterances of 1-4 speakers from the processed corpus. The overlap ratio of simulated data has not been controlled because each single-speaker component is produced randomly and individually in an online process.

3.2.3. Training Process

All training audio signals are split into 16-s respiratory chunks. The model input takes 80-dim log Mel-filterbank energies with a frame length of 25 ms and a frame shift of 10 ms as acoustic features. Furthermore, background noise from Musan [26] and reverberation from RIRs [27] are applied as the data augmentation.

We implement the BCE loss and Adam optimizer to train the neural network with a linear learning rate warm-up. Firstly, the model with frozen ResNet-34 is trained by simulated data until back-end convergence. Then, all model parameters are unfrozen to keep them trainable. The real data from the specific dataset is added to the simulated data at a ratio of 0.2. Finally, we fine-tune the model on real data without any simulation. The first two stages take around 200 epochs with a learning rate of 1e-4, and the last stage decreases the learning rate to 1e-5.

3.2.4. Inference Settings

A clustering-based diarization first provides an initial result in the inference stage. Based on that, the pre-trained speaker embedding model extracts target embeddings from speech segments. The speakers with non-overlapped speech shorter than 2 seconds are discarded.

---

\(^\dagger\) https://github.com/wiseman/py-webrtcvad

Table 1. DERs (%) of different Seq2Seq-TSVAD models on the VoxConverse test set (collar = 250 ms). * denotes the model training without embedding augmentation.

| VAD Resolution | Decoding Length | 1-10 SPKs | 10+ SPKs | Total |
|----------------|-----------------|-----------|----------|-------|
| R = 80 ms      | L = 10          | 3.94      | 9.16     | 5.01  |
| R = 30         | 4.03            | 7.08      | 4.66     |       |
| L = 30         | 3.96            | 7.03      | 4.59     |       |
| L = 30 *       | 9.07            | 21.66     | 11.65    |       |

| R = 10 ms      | L = 10          | 4.03      | 10.29    | 5.32  |
| R = 20         | 3.99            | 7.10      | 4.63     |       |
| L = 30         | 3.94            | 6.93      | 4.55     |       |
| L = 30 *       | 8.45            | 16.52     | 10.10    |       |

Table 2. Comparisons of our proposed Seq2Seq-TSVAD models with others on the VoxConverse test set (collar = 250 ms).

| Method                        | DER (%) | JER (%) |
|-------------------------------|---------|---------|
| ByteDance [28] \(^\dagger\)   | 5.17    | 29.56   |
| DKU-DukeECE [9] \(^\ddagger\)  | 4.94    | 28.79   |
| Wang et al. [13] \(^\dagger\)  | 4.57    | -       |
| AHC [9]                       | 5.35    | 27.99   |
| + Seq2Seq-TSVAD (R=80ms, L=30) | 4.59    | 29.39   |
| + Seq2Seq-TSVAD (R=10ms, L=30) | 4.55    | 29.13   |

\(^\dagger\) VoxSRC-21 2nd-ranked result with 3-system fusion. The top-ranked team did not report the DER/JER for this set.

\(^\ddagger\) VoxSRC-22 1st-ranked result with 4-system fusion.

* The authors update this result from 4.74% to 4.57% in their latest version.

We split each test recording into 16-sec chunks and feed them into the TS-VAD model with extracted speaker embeddings. Then, the final predictions are stitched chunk by chunk. The maximum number of speaker profiles (decoding length) is set to L. If the detected speakers are less than L, the rest of the speaker embeddings will be padded by zeros. Otherwise, the extra part will be inferred in the next group.

Lastly, we adopt the general voice activity detection (VAD) to revise the TS-VAD predictions as post-processing. According to specific evaluation requirements, Oracle or Estimated VAD information can be obtained from the initial diarization result. The timestamps marked as active speech will directly assign a positive label to the speaker with the highest predicted score. Predictions at the timestamps marked as non-speech will be zeroed.

3.3. Evaluation

3.3.1. VoxConverse Dataset

We directly copy our AHC-based diarization model used in VoxSRC-22 [9] to be the initial system for speaker embedding extraction, which obtains a DER of 5.35% on the VoxConverse [14] test set with a collar of 250 ms.

According to the instructions described in Section 3.2, we train and evaluate our proposed Seq2Seq-TSVAD models using different VAD resolutions (duration per frame-level prediction) and decoding lengths (maximum capacity for speaker embeddings). Two types of VAD resolutions are provided as coarse (80 ms) and precise (10 ms) options, which can be implemented easily by adjusting the dimension of the output layer in our model. As the VoxConverse test set
Table 3. DERs (%) of different Seq2Seq-TSVAD models on Track 1 of the DIHARD-III evaluation set (Oracle VAD). * denotes the model training without embedding augmentation.

| VAD Resolution | Decoding Length | 1-5 SPKs | 5+ SPKs | Total |
|----------------|-----------------|---------|---------|-------|
| R = 80 ms      | L = 5           | 10.46   | 24.57   | 12.44 |
|                | L = 10          | 10.56   | 23.00   | 12.30 |
|                | L = 20          | 10.42   | 22.69   | **12.14** |
|                | L = 20 *        | 10.73   | 25.40   | 12.79 |
| R = 10 ms      | L = 5           | 8.91    | 23.96   | 11.02 |
|                | L = 10          | 8.97    | 22.02   | 10.80 |
|                | L = 20          | 8.94    | 21.99   | **10.77** |
|                | L = 20 *        | 9.29    | 24.25   | 11.39 |

Table 4. Comparisons of our proposed Seq2Seq-TSVAD models with others on Track 1 of the DIHARD-III evaluation set (Oracle VAD).

| Method               | DER (%) | JER (%) |
|----------------------|---------|---------|
| USTC-NELSLIP [10]    | 11.30   | 29.94   |
| Hitachi-JHU [29]     | 11.58   | 32.37   |
| Wang et al. [11]     | 11.30   | -       |
| LSTM-SC [12]         | 15.40   | 33.27   |
| + Seq2Seq-TSVAD (R=80ms, L=20) | 12.14 | 29.49 |
| + Seq2Seq-TSVAD (R=10ms, L=20) | **10.77** | 28.46 |

† DIHARD-III 1st-ranked result with 5-system fusion.
‡ DIHARD-III 2nd-ranked result with 5-system fusion.

has a maximum of 21 speakers in a single recording, we choose the decoding lengths of 10, 20, and 30 to cover situations of insufficient, suitable, and sufficient speaker capacities, respectively.

Table 1 shows that the total DER reduces obviously when the decoding length increases from 10 to 20. And the performance gain mainly comes from the subset of recordings with over 10 speakers. In addition, a longer decoding length of 30 still brings a slight improvement. It can be seen that the precise VAD resolution (10 ms) achieves the lowest DER of 4.55%. Table 2 compares our proposed method with the current state-of-the-art results. Our best performance significantly outperforms previous ones, especially for some multi-system fusion results in past VoxSRC challenges.

3.3.2. DIHARD-III Dataset

To evaluate our proposed method on highly overlapped speech with complex background noises, we also test it on Track 1 of DIHARD-III Diarization Challenge [15]. The LSTM-SC method in [12] is adopted as the initial system for speaker embedding extraction, which has a DER of 15.4% on the evaluation set with Oracle VAD.

Since there are up to 9 speakers can appear in the DIHARD-III recordings, we explore decoding lengths of 5, 10, and 20. Table 3 illustrates that the longer decoding length and more precise VAD resolution can bring a better result, which has the same conclusion as Table 1. Since the DIHARD-III dataset is annotated at 10-ms levels and evaluated without a tolerance collar, it is sensitive to utterance boundaries. Thus, the benefits of precise VAD resolution (10 ms) on it seem more significant than VoxConverse Dataset.

Table 4 shows the comparisons of our proposed method with others. Our best single system obtains a DER of 10.77% on Track 1 of the DIHARD-III evaluation set, demonstrating a competitive performance over previous state-of-the-art results.

3.4. GPU Memory Visualization

There are usually many variable components in a TS-VAD system (e.g., front-end extractors, encoders, decoders), and it is not easy to precisely compare the memory usage of our proposed method with others. To simplify the ablation test, we only count the encoder-decoder modules shown in Fig. 1. The encoders in the two frameworks are Conformer blocks, and the decoder in the Seq2Seq-TSVAD is our modified speaker-wise decoder. All encoder-decoder modules are set to contain a single block.

By fixing the $S$, $F$, and $D$ equal to 256 (dimension of speaker embedding), Fig. 3 visualizes the memory usage of two frameworks in different combinations of $T$ and $N$. With the increase of $T$ and $N$, the memory usage of the encoder-only TS-VAD method shows exponential growth, whereas the Seq2Seq-TSVAD method has a nearly linear trend. It should be noted that the numerical results are not absolutely precise because there are also a series of extra memory costs during model training (e.g., GPU context, optimizer, gradient checkpoints). In practice, the Seq2Seq-TSVAD does not need to adopt longer $T$ for higher VAD resolution but adjusts the last linear layer, which can save more GPU memory.

4. CONCLUSIONS

This paper presents a novel Sequence-to-Sequence Target-Speaker Voice Activity Detection (Seq2Seq-TSVAD) method to be scalable in terms of speaker capacity and temporal resolution. By factorizing the time-axis ($T$) and speaker-axis ($N$) of the original TS-VAD input, our proposed method reduces its space complexity from $O(T \times N)$ into $O(T + N)$, where $S$ and $F$ are ignored as constant values. Consequently, the novel framework can efficiently deal with 30 speakers to predict 10ms-level voice activities in a single 12-GB GPU device, which still does not reach the upper limit. Meanwhile, it obtains new state-of-the-art DERs of 4.55% on the VoxConverse [14] test set and 10.77% on Track 1 of the DIHARD-III [15] evaluation set, respectively.
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