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Abstract

In this paper we propose some mathematical models for the transmission of dengue using a system of reaction-diffusion equations. The mosquitoes are divided into infected, uninfected and aquatic subpopulations, while the humans, which are divided into susceptible, infected and recovered, are considered homogeneously distributed in space and with a constant total population. We find Lie point symmetries of the models and we study theirs temporal dynamics, which provides us the regions of stability and instability, depending on the values of the basic offspring and the basic reproduction numbers. Also, we calculate the possible values of the wave speed for the mosquitoes invasion and dengue spread and compare them with those found in the literature.
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1 Introduction

The *Aedes aegypti* mosquito is a well known vector for the transmission of diseases to humans such as *dengue* and *Zika*, to name a few. Until 2015 these mosquitoes were mostly related to the transmission of dengue. However, evidence suggests that after 2014 FIFA World Cup tournament, Zika virus arrived at South America, finding in Brazil an ideal habitat to grow: a tropical climate, significantly higher population density and an efficient vector for transmission: *Aedes aegypti* [1, 4]. Zika usually causes mild symptoms in most people infected by it. In spite of everything, new data gathered since the end of 2015 from women that got infected – while they where on the last months of their pregnancy – supported the suspicion that Zika is related to microcephaly, a medical condition where the baby’s brain does not develop properly.

To the best of our knowledge no mathematical models of Zika have been proposed or validated so far [10]. On the contrary, things are quite different with dengue. For dengue, *Aedes* mosquito is the primary vector of transmission, and therefore, the study of its dynamics is very important as it permits the determination of the efficacy of different ways of controlling the mosquitoes populations. Furthermore, as a mosquito becomes a carrier of the virus only by biting an already infected human, the transmission can be fully understood only by taking also into account the human populations. On the other hand, for Zika, this is only one of the possible ways of transmission since it can also be transmitted through other ways [10]. Nevertheless, the study of dengue’s transmission may be useful not only for its own sake, but it can also enlighten and provide insights and inspiration to the mathematical understanding of Zika too.

Our paper is concerned with the mathematical modelling for transmission of dengue. In section 2 we propose Malthusian models taking into account a division of human population into three groups (SIR classification): susceptible, infectious and recovered, while the mosquitoes are divided into female winged non-infected and infected, and aquatic sub-populations.

To have a picture of some mathematical features of the biological constitutive parameters of the models considered we look for some point symmetries of the models in section 3. Next, in the section 4 we consider the temporal dynamics of the models. This enables us to determine the equilibrium points of the systems and determine whether these points are stable or not. In section 5 using the invariance under space and time translations, we determine the wave speed for the mosquitoes’ invasion and dispersion. To determine these values we made use of the data used in [13]. Finally, discussions and conclusions are presented in section 6.

2 The models

We start by introducing the models for transmission of dengue relating humans and *Aedes aegypti* mosquitoes dynamics.

The human population is divided into three sub-populations: susceptible, infected and recovered individuals at a time $t$ and a position $x$. The corresponding density functions are denoted by $\tilde{h}(x,t)$, $\tilde{I}(x,t)$ and $\tilde{r}(x,t)$, respectively. By $\tilde{N}(x,t)$ we designate the total human population, that is $\tilde{N}(x,t) = \tilde{h}(x,t) + \tilde{I}(x,t) + \tilde{r}(x,t)$.

The mosquitoes’ population is also divided into three: winged non-infected $\tilde{u}(x,t)$ and infected $\tilde{w}(x,t)$ and aquatic $\tilde{v}(x,t)$. The latter population includes the eggs, larvae and pupae stages of *Aedes* life cycle. The total winged mosquito population is denoted by $\tilde{M}(x,t)$.

The biological parameters used in our models are presented on the Table 1.
Table 1: Biological parameters used for modelling.

| Parameter | Biological meaning |
|-----------|-------------------|
| $\bar{\nu}$ | advection coefficient |
| $\bar{r}_0$ | intrinsic oviposition rate |
| $k_1$ | carrying capacity regarding the winged mosquitoes form |
| $k_2$ | carrying capacity regarding the aquatic mosquitoes form |
| $\gamma$ | rate of maturation from the aquatic form of mosquitoes to winged form |
| $\mu_1$ | mortality rate of the winged mosquito sub-population |
| $\mu_2$ | mortality rate of the aquatic mosquito sub-population |
| $\mu_3$ | mortality rate of human population |
| $\beta_1$ | transmission coefficient from humans to mosquitoes |
| $\beta_2$ | transmission coefficient from mosquitoes to humans |
| $\sigma$ | recovery rate from disease |
| $D$ | diffusion coefficient, which may depend on the winged population |

2.1 Previous models

Here we recall previous models that influenced this study.

2.1.1 Aedes aegypti population models

As in the model proposed in [16], here we consider only two sub-populations: the winged form, comprised of mature female mosquitoes, and an aquatic sub-population, including eggs, larvae and pupae. The spatial density of the winged population is $\bar{M}(x, t) = \bar{u}(x, t)$ and the aquatic sub-population is $\bar{v}(x, t)$. The rate of maturation from the aquatic form to the winged one, denoted by $\gamma$, is saturated by the carrying capacity $k_1$, given by $\gamma \bar{v}(x, t) (1 - \bar{u}(x, t)/k_1)$.

On the other hand, the rate of oviposition is proportional to the density of female mosquitoes, but it is also dependent on the availability of breeders, given by $\bar{r}_0 \bar{u}(x, t) (1 - \bar{v}(x, t)/k_2)$. Therefore, considering the parameters ($\bar{\nu}, \mu_1, \mu_2, k_1, k_2, r_0$) and the diffusion $\bar{D} = \bar{D}(u)$, one has the following mathematical model for the vital dynamics and dispersal process of mosquitoes:

$$
\begin{cases}
\bar{u}_t = (\bar{D}(u) \bar{u}_x)_x - \bar{\nu} \bar{u}_x + \gamma \bar{v} \left(1 - \frac{\bar{u}}{k_1}\right) - \mu_1 \bar{u}, \\
\bar{v}_t = k_1 \left(1 - \frac{\bar{v}}{k_2}\right) \bar{M} - (\mu_2 + \gamma) \bar{v}.
\end{cases}
$$

(1)

Assuming that $\bar{D}(u) = \bar{D}$ is a constant, under the suitable non-dimensional transformation

$$
u = \frac{\bar{u}}{k_1}, \quad v = \frac{\bar{v}}{k_2}, \quad t = \bar{t} \cdot \bar{r}_0, \quad x = \frac{x}{\sqrt{\bar{D}}} \cdot \bar{r}_0, \quad \mu_1 = \frac{\bar{\mu}_1}{\bar{r}_0}, \quad \mu_2 = \frac{\bar{\mu}_2}{\bar{r}_0}, \quad \gamma = \frac{\bar{\gamma}}{\bar{r}_0}, \quad \nu = \frac{\bar{\nu}}{\sqrt{\bar{r}_0 D}}, \quad k = \frac{k_1}{k_2},
$$

(2)

one can transform system (1) into

$$
\begin{cases}
\ u_t = u_{xx} - \nu u_x + \frac{\gamma}{k} v(1 - u) - \mu_1 u, \\
\ v_t = k(1 - v)u - (\mu_2 + \gamma)v.
\end{cases}
$$

(3)
If one assumes nonlinear effects in the diffusion (in section 2.2 we shall revisit this point) of the type \( \bar{D}(u) \sim \bar{u}^p \), it is induced a nonlinear effect on the transport. Then it may be of interest the addition of nonlinear effects in both diffusion and transport. These nonlinear effects can be considered in (3) by making the changes \( u_{xx} \rightarrow (u^p u_x)_x \) and \( \nu u_x \rightarrow 2\nu u^q u_x \), respectively, where \( p \) and \( q \) are arbitrary parameters. Additionally, if one removes the species’ self-regulation term \( uv \) in (3) and add \( \left( \frac{\gamma}{k} \right) \bar{u} \) (for further details, see [8]), one removes the mosquitoes’ saturation. Thus, the following model is obtained:

\[
\begin{align*}
\bar{u}_t &= (u^p u_x)_x - 2\nu u^q u_x + \left( \frac{\gamma}{k} - \mu_1 \right) u, \\
\bar{v}_t &= ku + (k - \mu_2 - \gamma) v.
\end{align*}
\]

(4)

2.1.2 Model for transmission of dengue to humans via Aedes aegypti

In [13], assuming a constant diffusion for transmission of dengue and taking human and mosquito populations into account, the following model has been proposed:

\[
\begin{align*}
\bar{u}_t &= \bar{D} \bar{u}_{xx} - \nu \bar{u}_x + \bar{\gamma} \bar{v} \left( \frac{1 - \bar{M}}{k_1} \right) - \bar{\mu}_1 \bar{u} - \bar{\beta}_1 \bar{u} \bar{I}, \\
\bar{w}_t &= \bar{D} \bar{w}_{xx} - \bar{v} \bar{w}_x - \bar{\mu}_1 \bar{w} + \bar{\beta}_1 \bar{u} \bar{I}, \\
\bar{v}_t &= \bar{r}_0 \left( 1 - \frac{\bar{v}}{k_2} \right) \bar{M} - (\bar{\mu}_2 + \bar{\gamma}) \bar{v}, \\
\bar{h}_t &= \bar{\mu}_3 \bar{N} - \bar{\mu}_3 \bar{h} - \bar{\beta}_2 \bar{h} \bar{w}, \\
\bar{I}_t &= \bar{\beta}_2 \bar{h} \bar{w} - \bar{\sigma} \bar{I} - \bar{\mu}_3 \bar{I}, \\
\bar{r}_t &= \bar{\sigma} \bar{I} - \bar{\mu}_3 \bar{r}.
\end{align*}
\]

(5)

The last three equations of the previous system yields (see [13])

\[
\frac{\partial \bar{N}}{\partial t} = \frac{\partial \bar{h}}{\partial t} + \frac{\partial \bar{I}}{\partial t} + \frac{\partial \bar{r}}{\partial t} = 0
\]

which implies on the constancy of the human population, although each sub-population may vary, e.g., due to natality, mortality or other events. Therefore \( \bar{N} = \bar{N}_0 \) is a constant, where \( \bar{N}_0 \) is the population at \( t = 0 \).

By using (2) together with

\[
w = \frac{\bar{w}}{k_1}, \quad h = \frac{\bar{h}}{\bar{N}}, \quad I = \frac{\bar{I}}{\bar{N}}, \quad r = \frac{\bar{r}}{\bar{N}}, \quad \beta_1 = \frac{\bar{\beta}_1 \bar{N}}{\bar{r}_0}, \quad \beta_2 = \frac{\bar{\beta}_2 k_1}{\bar{r}_0}, \quad \mu_3 = \frac{\bar{\mu}_3}{\bar{r}_0}, \quad \sigma = \frac{\bar{\sigma}}{\bar{r}_0}
\]

(6)
the system is put in the non-dimensional form

\[
\begin{align*}
  u_t &= u_{xx} - \nu u_x + \frac{\gamma}{k} v (1 - M) - \mu_1 u - \beta_1 u I, \\
  w_t &= w_{xx} - \nu w_x - \mu_1 w + \beta_1 u I, \\
  v_t &= k (1 - v) M - (\mu_2 + \gamma) v, \\
  h_t &= (1 - h) \mu_3 - \beta_2 h w, \\
  I_t &= \beta_2 h w - \sigma I - \mu_3 I, \\
  r_t &= \sigma I - \mu_3 r,
\end{align*}
\]

and, in particular, \( h + I + r = 1 \).

### 2.2 New models

Differently from \([16, 13]\), in what follows we assume that the diffusion of the winged population is dependent on the density \( \bar{M} \). Actually, we make the assumption \( \bar{D} \propto \bar{M}^p \), where \( p \) is a parameter. Nonlinearities in the diffusion may be of particular interest in phenomena in which population density is relevant. A typical dependence on the population density is given by

\[
D(\bar{M}) = \bar{D}_0 \left( \frac{\bar{M}}{M_0} \right)^p,
\]

where \( \bar{D}_0 \) is a constant and \( M_0 \) is usually understood as the carrying support capacity of the population or the initial population. Usually \( p \geq 0 \), since with this choice we have \( d\bar{D}/d\bar{M} \geq 0 \), which implies that the diffusion increases with the population. However, in this paper we do not impose such a restriction, leaving the parameter \( p \) arbitrary, which leads us to a richer mathematical problem. We would like to note here that the diffusion of insects is an important phenomena yet to be fully understood, with only a few works considering nonlinear effects on the diffusion.

By assuming a nonlinear diffusion, nonlinear effects of the type \( M^{p-1} M_u u_x \) and \( M^{p-1} M_w w_x \) may contribute to the advection. Therefore, we also assume that the advection terms depend on power nonlinearities of the populations. This is a mathematical assumption. On the other hand, it is worth noticing that we shall carry out a symmetry classification of the models proposed in the next section. Symmetry classifications of systems with several parameters, as is our case, may be influenced by certain constraints involving the parameters of the equations under consideration. Quite frequently, the special cases appearing during the classification of symmetry groups have significance in the physical process involved, see, for instance, \([15]\), exercise 2.18. For this reason we add these nonlinearities \textit{a priori} in the models, leaving a possible interpretation \textit{a posteriori}, after the symmetries are found.

1. **Model 1**: Making in (5) the corresponding modifications applied to (1) in order to obtain (4)
and invoking (2) and (6), one has
\[
\begin{align*}
    u_t &= (M^p u_x)_x - 2\nu u^{q_1} u_x + \frac{\gamma}{k} v + \left(\frac{\gamma}{k} - \mu_1\right) u - \beta_1 u I, \\
    w_t &= (M^p w_x)_x - 2\nu w^{q_2} w_x + \left(\frac{\gamma}{k} - \mu_1\right) w + \beta_1 u I, \\
    v_t &= kM + (k - \mu_2 - \gamma)v, \\
    h_t &= (1 - h)\mu_3 - \beta_2 hw, \\
    I_t &= \beta_2 hw - \sigma I - \mu_3 I, \\
    r_t &= \sigma I - \mu_3 r.
\end{align*}
\]

System (9) can be considered a generalisation of the models studied in [8, 9], incorporating humans and splitting the winged population into infected and non-infected.

2. Model 2: An additional Malthusian model can be obtained by removing the saturation of mosquitoes and eggs (7). This hypothesis yields the following system:
\[
\begin{align*}
    u_t &= (M^p u_x)_x - 2\nu u^{q_1} u_x + \frac{\gamma}{k} v - \mu_1 u - \beta_1 u I, \\
    w_t &= (M^p w_x)_x - 2\nu w^{q_2} w_x - \mu_1 w + \beta_1 u I, \\
    v_t &= kM - (\mu_2 + \gamma)v, \\
    h_t &= (1 - h)\mu_3 - \beta_2 hw, \\
    I_t &= \beta_2 hw - \sigma I - \mu_3 I, \\
    r_t &= \sigma I - \mu_3 r.
\end{align*}
\]

Quite interesting, systems (9) and (10) are members of the family of systems
\[
\begin{align*}
    \Delta_1 &:= u_t - (M^p u_x)_x + 2\nu u^{q_1} u_x - \frac{\gamma}{k} v - (\epsilon\frac{\gamma}{k} - \mu_1) u + \beta_1 u I = 0, \\
    \Delta_2 &:= w_t - (M^p w_x)_x + 2\nu w^{q_2} w_x - (\epsilon\frac{\gamma}{k} + \mu_1) w - \beta_1 u I = 0, \\
    \Delta_3 &:= v_t - kM + (\mu_2 + \gamma - \epsilon k)v = 0, \\
    \Delta_4 &:= h_t - (1 - h)\mu_3 - \beta_2 hw = 0, \\
    \Delta_5 &:= I_t - \beta_2 hw + \sigma I + \mu_3 I = 0, \\
    \Delta_6 &:= r_t - \sigma I + \mu_3 r = 0.
\end{align*}
\]
3 Lie symmetries of the system (11)

In this section we investigate point symmetries of the system (11). As already mentioned, such analysis in mathematical models with several parameters usually reveals those who are really important. In our case, it may enlighten our knowledge on the biological parameters and this is of interest for mathematical studies of some system of type (11). Moreover they are useful to understand how the mathematical structure of the system could be modified in order to improve the fitting of the model with the real phenomenon.

Although it may not have biological meaning for all values of $\epsilon$, system (11) contains both systems (9) and (10) as members, and from the point of view of Lie symmetries the effort for determining the invariance group of either (9) or (10) is the same of (11). Therefore, here, we focus our attention in (9) and (10) as members, and from the point of view of Lie symmetries the effort for determining the invariance group of either (9) or (10) is the same of (11). Therefore, here, we focus our attention in (11).

We shall proceed in the following way: first we give a short overview on Lie point symmetries and then, we find symmetries of (11).

3.1 Lie point symmetries

Definition 1. A continuous one-parameter (local) Lie group of transformations is a family $G$

$$\mathcal{T}_\epsilon := \begin{cases}  
x^* = x^*(x,t,u,w,v,h,I,r,\epsilon), & t^* = t^*(x,t,u,w,v,h,I,r,\epsilon), 
  u^* = u^*(x,t,u,w,v,h,I,r,\epsilon), & w^* = w^*(x,t,u,w,v,h,I,r,\epsilon), 
  v^* = v^*(x,t,u,w,v,h,I,r,\epsilon), & h^* = h^*(x,t,u,w,v,h,I,r,\epsilon), 
  I^* = I^*(x,t,u,w,v,h,I,r,\epsilon), & r^* = r^*(x,t,u,w,v,h,I,r,\epsilon), 
\end{cases}$$

which is locally a $C^\infty$-diffeomorphism in a subset $S \subseteq \mathbb{R}^{2+6}$ with coordinates $(x,t,u,w,v,h,I,r)$, depending analytically on the parameter $\epsilon$ in a neighbourhood $D \subseteq \mathbb{R}$ of $\epsilon = 0$ and reduces to the identity transformation when $\epsilon = 0$. A Lie point symmetry for the system (11) is a transformation (12) leaving (11) invariant.

By expanding with respect to $\epsilon$ around 0 we get the linear form of (12)

$$x^* = x + \epsilon \xi(x,t,u,w,v,h,I,r) + O(\epsilon^2), \quad t^* = t + \epsilon \tau(x,t,u,w,v,h,I,r) + O(\epsilon^2),$$
$$u^* = u + \epsilon \eta^1(x,t,u,w,v,h,I,r) + O(\epsilon^2), \quad w^* = w + \epsilon \eta^2(x,t,u,w,v,h,I,r) + O(\epsilon^2),$$
$$v^* = v + \epsilon \eta^3(x,t,u,w,v,h,I,r) + O(\epsilon^2), \quad h^* = h + \epsilon \eta^4(x,t,u,w,v,h,I,r) + O(\epsilon^2),$$
$$I^* = I + \epsilon \eta^5(x,t,u,w,v,h,I,r) + O(\epsilon^2), \quad r^* = r + \epsilon \eta^6(x,t,u,w,v,h,I,r) + O(\epsilon^2),$$

where

$$\xi(x,t,u,w,v,h,I,r) := \left. \frac{\partial x^*}{\partial \epsilon} \right|_{\epsilon=0}, \quad \tau(x,t,u,w,v,h,I,r) := \left. \frac{\partial t^*}{\partial \epsilon} \right|_{\epsilon=0},$$
$$\eta^1(x,t,u,w,v,h,I,r) := \left. \frac{\partial u^*}{\partial \epsilon} \right|_{\epsilon=0}, \quad \eta^2(x,t,u,w,v,h,I,r) := \left. \frac{\partial w^*}{\partial \epsilon} \right|_{\epsilon=0},$$
$$\eta^3(x,t,u,w,v,h,I,r) := \left. \frac{\partial v^*}{\partial \epsilon} \right|_{\epsilon=0}, \quad \eta^4(x,t,u,w,v,h,I,r) := \left. \frac{\partial h^*}{\partial \epsilon} \right|_{\epsilon=0},$$
$$\eta^5(x,t,u,w,v,h,I,r) := \left. \frac{\partial I^*}{\partial \epsilon} \right|_{\epsilon=0}, \quad \eta^6(x,t,u,w,v,h,I,r) := \left. \frac{\partial r^*}{\partial \epsilon} \right|_{\epsilon=0}.
allows us to introduce the vector field

\[ X(x, t, u, w, v, h, I, r) = \xi(x, t, u, w, v, h, I, r) \frac{\partial}{\partial x} + \tau(x, t, u, w, v, h, I, r) \frac{\partial}{\partial t} + \eta^1(x, t, u, w, v, h, I, r) \frac{\partial}{\partial u} + \eta^2(x, t, u, w, v, h, I, r) \frac{\partial}{\partial w} + \eta^3(x, t, u, w, v, h, I, r) \frac{\partial}{\partial v} + \eta^4(x, t, u, w, v, h, I, r) \frac{\partial}{\partial h} + \eta^5(x, t, u, w, v, h, I, r) \frac{\partial}{\partial I} + \eta^6(x, t, u, w, v, h, I, r) \frac{\partial}{\partial r}. \]  

(14)

This operator is usually called infinitesimal generator of the transformation or infinitesimal generator of the Lie point symmetry. Then, given a transformation (13), it is possible to obtain the corresponding generator (14). Vice-versa, given a generator of the type (14), it is possible to obtain its transformation using the exponential map, that is, the transformation is given by \((x, t, u, w, v, h, I, r) \mapsto (e^{\xi X} x, e^{\tau X} t, e^{\eta^1 X} u, e^{\eta^2 X} w, e^{\eta^3 X} v, e^{\eta^4 X} h, e^{\eta^5 X} I, e^{\eta^6 X} r)\).

In order to obtain the symmetries of system (11), one should extend the operator (14) up to second order and then apply the invariance condition (see the well known references [3, 11, 12, 15] for further details). The solutions of such a system (15) that reads:

\[
\begin{cases}
X^{(2)} \Delta_1 = 0 & \Delta = 0, \\
X^{(2)} \Delta_2 = 0 & \Delta = 0, \\
X^{(1)} \Delta_3 = 0 & \Delta = 0, \\
X^{(1)} \Delta_4 = 0 & \Delta = 0, \\
X^{(1)} \Delta_5 = 0 & \Delta = 0, \\
X^{(1)} \Delta_6 = 0 & \Delta = 0,
\end{cases}
\]

(15)

where \(\Delta := (\Delta_1, \Delta_2, \Delta_3, \Delta_4, \Delta_5, \Delta_6)\), being \(X^{(1)}\) and \(X^{(2)}\) the first and the second extensions of generator \(X\), respectively.

By using the symbolic package SYM for Mathematica® developed by SD, see [5, 6], we obtain from (15) the determining system (see again [3, 11, 12, 15] for further details). The solutions of such a system provide the components \(\xi, \tau, \eta^1, \eta^2, \eta^3, \eta^4, \eta^5, \eta^6\) of the generator (14). The Principal Lie Algebra \(L_P\), i.e., those symmetries leaving the system invariant for all parameters, is spanned by \(X = \partial_x, T = \partial_t\), which correspond to the generators of translations in space and time.

Table 2: Some symmetries of the system (11). A more complete list of symmetries of (11) is presented in the chapter 4 of the references [2]. The biological parameters \(\beta_1, \beta_2, \nu, \mu_3\) and \(\sigma\) are non-negatives, while the nonlinearities \(p, q_1\) and \(q_2\) may assume any real value.

| Case | \(\beta_1\) | \(p\) | \(\beta_2\) | \(\nu\) | \(q_1\), \(q_2\) | \(\mu_3\) | \(\sigma\) | Extensions with respect to \(L_P\) |
|------|---------|-------|---------|------|--------------|-------|------|----------------------------------|
| 1    | \(\checkmark\) | 0     | \(\checkmark\) | 0    | \(\checkmark\) | \(\checkmark\) | \(\checkmark\) | \(X = w \partial_w + w \partial_v + v \partial_t\) |
| 2    | \(\checkmark\) | 0     | \(\checkmark\) | \(p/2\) | \(\checkmark\) | \(\checkmark\) | \(\checkmark\) | \(X_1 = p x \partial_x + 2 (w \partial_w + w \partial_v + v \partial_t)\) |
| 3    | \(\checkmark\) | 0     | \(\checkmark\) | 0    | \(\checkmark\) | \(\checkmark\) | \(\checkmark\) | \(X_1 = (u + w) \partial_u + v \partial_t\) |
| 4    | 0     | 0     | \(\neq 0\) | 0    | \(\checkmark\) | \(\checkmark\) | \(\checkmark\) | \(X_4 = w \partial_w - w \partial_v\) |
| 5    | 0     | 0     | \(\neq 0\) | 0    | \(\checkmark\) | \(\checkmark\) | \(\checkmark\) | \(X_5 = f \partial_t + g \partial_x\) is a solution of \(\Delta = 0, \Delta_w = 0\) |
| 6    | \(\checkmark\) | 0     | \(\checkmark\) | \(\checkmark\) | \(\checkmark\) | \(\checkmark\) | \(\checkmark\) | \(X_6 = f x \partial_x + f y \partial_x + f z \partial_x + f v \partial_t + f s \partial_s + f u \partial_u, (f_1, \cdots, f_6)\) is a solution of \(\Delta = 0\) |

As usually occurs in empirical mathematical models, the search for solutions of the determining system, or more precisely, the search for the symmetries, is quite complex as they depend on the biological parameters \(\beta_1, \beta_2, \nu, \mu_3, \sigma\), jointly with values ensuring nonlinearities \(p, q_1\) and \(q_2\). A more complete list of symmetries of (11) would take a considerable amount of space and is decomposed in several cases and sub-cases, much of them without biological relevance nor meaning. Hence we opt to show only some of them. On Table 2 we present some extensions of the Principal Lie Algebra. In the reference [2] the reader can find several pages reporting the classification of symmetries of (11).
3.2 A case of biological relevance

A case of biological relevance occurs when $\beta_1 \beta_2 \sigma \neq 0$, which implies that the interaction between mosquitoes and humans is present, as well as there are infected humans recovering from the disease. Moreover, we also consider $\mu_3 = 0$, a condition expressing the fact that no human dies, which may occur if a short period of time is considered. Therefore, considering a linear combination of the generators of the Principal Lie Algebra given by $cX + T = c\partial_x + \partial_t$, from the invariant form method (see [3], page 197) we obtain the following invariants: $z = x - ct$ and

$$u = \Phi_1(z), \quad w = \Phi_2(z), \quad v = \Phi_3(z), \quad h = \Phi_4(z), \quad I = \Phi_5(z), \quad r = \Phi_6(z),$$

where the dependence on $(x,t)$ was omitted.

Substitution of (16) into (11) reads

$$\begin{align*}
-c\Phi_1' &= (\Phi_1 + \Phi_2)^p \Phi_1' + p(\Phi_1 + \Phi_2)^p - 1(\Phi_1' + \Phi_2')\Phi_1' - 2\nu(\Phi_1)^{q_1}\Phi_1' + \frac{\gamma}{k}\Phi_3 \\
-c\Phi_2' &= (\Phi_1 + \Phi_2)^p \Phi_2' + p(\Phi_1 + \Phi_2)^p - 1(\Phi_1' + \Phi_2')\Phi_2' - 2\nu(\Phi_2)^{q_2}\Phi_2' \\
-c\Phi_3' &= k(\Phi_1 + \Phi_2) + (\epsilon k - \mu_1 - \gamma)\Phi_3, \\
-c\Phi_4' &= -\beta_2 \Phi_2 \Phi_4, \\
-c\Phi_5' &= \beta_2 \Phi_2 \Phi_5 - \sigma \Phi_5, \\
-c\Phi_6' &= \sigma \Phi_5.
\end{align*}$$

(17)

4 Spatial homogeneity

In what follows we make the assumption that $\epsilon = 0$. This enables us to compare some of our results with those obtained in [16]. It will be of great importance in our analysis the following quantities: the basic offspring number

$$Q_0 = \frac{\gamma}{\mu_1(\gamma + \mu_2)}$$

and the basic reproduction number

$$R_0 = \frac{\beta_1 \beta_2 h^* u^*}{\mu_1 \sigma}.$$  

The latter depends explicitly on the densities of susceptible mosquitoes $u^*$ and humans $h^*$. If we do not choose $\epsilon = 0$, $Q_0$ might depend on this parameter, which would not allow us to proceed to a comparison with the results of [16].

4.1 Preliminaries

At this point it will be useful to recall some facts on the theory of ordinary differential equations. To begin with, let $U \subseteq \mathbb{R}^n$, $I \subseteq \mathbb{R}$, $u : I \to U$ and $f : U \to \mathbb{R}^m$ be, a connected open set, an interval, a smooth function such that $u(t_0) = u_0$, where $t_0 \in I$, and a vector field, respectively. Consider the system of ordinary differential equations with initial condition

$$\begin{align*}
u(t) &= f(u), \\
u(t_0) &= u_0.
\end{align*}$$

(20)
If \( u_0 \) is such that \( f(u_0) = 0 \), then \( u \equiv u_0 \) is said to be an \textit{equilibrium point} of the system (20). In particular, it is also a solution of the system, called equilibrium solution.

A solution \( u \) of the system (20) is said to be stable if, for every \( \varepsilon > 0 \), there is a \( \delta = \delta(\varepsilon) \) such that for any other solution of (20) \( w \) for which \( ||u - w|| < \delta \) at \( t = t_0 \), satisfies the further inequality \( ||u(t) - w(t)|| < \varepsilon \) for \( t \geq t_0 \). Otherwise, the solution \( u \) is said to be unstable.

If \( u_0 \) is an equilibrium point of \( f : U \to \mathbb{R}^m \), then \( u_0 \) is called asymptotically stable to \( f \) if, for any \( \varepsilon > 0 \), there is \( \delta > 0 \) such that, for any \( u \in U \) and any \( t > t_0 \), \( \phi(t) \to u_0 \), \( \phi : \mathbb{R} \times U \to \mathbb{R}^m \) is the flux through \( u \), that is, \( \partial_t \phi(t,u) = f(\phi(t,u)) \).

In what follows, \( f : U \subseteq \mathbb{R}^n \to \mathbb{R}^m \) is a vector field, \( u_0 \in U \) is a point, \( J_f(u_0) \) is the Jacobian matrix of \( f \) evaluated at \( u_0 \). The next three propositions can be found in [7], pages 195, 198 and 49, respectively.

**Proposition 1.** Let \( u_0 \in U \) be a point such that \( f(u_0) = 0 \). If all eigenvalues of \( J_f(u_0) \) have negative real part, then \( u_0 \) is an asymptotically stable point to \( f \).

**Proposition 2.** Let \( u_0 \) be an equilibrium point of \( f \). If \( J_f(u_0) \) has an eigenvalue with positive real part, then \( u_0 \) is an unstable point.

**Proposition 3.** If \( f \) is linear, \( u_0 \) is an equilibrium point of \( f \) and all eigenvalues of \( J_f(u_0) \) have real part negative or 0, then \( u_0 \) is a stable point.

### 4.2 Temporal dynamics

We now consider the temporal dynamics, or temporal conditions of the stability, of the system (11). This condition is necessary for the spatial condition which determine the mosquitoes invasion.

Assuming that \( \mu_3 = 0 \) and \( u_x = u_{xx} = w_x = w_{xx} = 0 \), system (10) becomes

\[
\begin{align*}
\frac{du}{dt} &= \frac{\gamma}{k}v - \mu_1 u - \beta_1 uI, \\
\frac{dw}{dt} &= -\mu_1 w + \beta_1 uI, \\
\frac{dv}{dt} &= k(u + w) - (\mu_2 + \gamma)v, \\
\frac{dh}{dt} &= -\beta_2 hw, \\
\frac{dI}{dt} &= \beta_2 hw - \sigma I, \\
\frac{dr}{dt} &= \sigma I.
\end{align*}
\]

(21)

The equilibrium points of the system (21) are given by \( w^* = 0, \ I^* = 0, \ r^* = 1 - h^*, \ 0 \leq h^* \leq 1, \) and

\[
\begin{align*}
u^* &= \frac{\gamma}{k \mu_1} v^*, \\
v^* &= \frac{k}{\gamma + \mu_2} u^*.
\end{align*}
\]

(22)
Equations (22) can be equivalently rewritten as the system

\[
A \begin{bmatrix} u^* \\ v^* \end{bmatrix} = \begin{bmatrix} 0 \\ 0 \end{bmatrix}, \quad A = \begin{bmatrix} -1 & \gamma/(k\mu_1) \\ k/(\gamma + \mu_2) & 0 \end{bmatrix}.
\]  

(23)

A quick calculation shows that \( \det(A) = 1 - \frac{\gamma}{(\gamma + \mu_2)\mu_1} = 1 - Q_0. \)

In view of the latter equation, system (23) will have unique solution if and only if \( \det(A) \neq 0, \) which is equivalent to \( Q_0 \neq 1. \) Provided that such a condition holds, we have the following set of equilibrium points:

\[
E_0 = \{(u^*, w^*, v^*, h^*, I^*, r^*) = (0, 0, 0, h^*, 0, 1 - h^*), \quad 0 \leq h^* \leq 1 \}. \tag{24}
\]

On the other hand, if one assumes that \( Q_0 = 1, \) then the system (23) loses the uniqueness of solutions. Consequently, the equilibrium points of (21) belong to the region

\[
E_1 = \{(u^*, w^*, v^*, h^*, I^*, r^*) = \left( \frac{v^*\gamma}{k\mu_1}, 0, v^*, h^*, 0, 1 - h^* \right), \quad 0 \leq h^* \leq 1, \quad v^* > 0 \}. \tag{25}
\]

**Remark 1.** If we had not assumed \( \epsilon = 0, \) then the system (23) would have been

\[
A_\epsilon \begin{bmatrix} u^* \\ v^* \end{bmatrix} = \begin{bmatrix} 0 \\ 0 \end{bmatrix}, \quad A_\epsilon = \begin{bmatrix} -1 & \frac{\gamma}{k\mu_1 - \epsilon\gamma} \\ k/(\mu_2 + \gamma - \epsilon k) & 0 \end{bmatrix}
\]  

and \( \det(A_\epsilon) = 1 - \frac{k\gamma}{(k\mu_1 - \epsilon\gamma)(\mu_2 + \gamma - \epsilon k)} =: 1 - Q_\epsilon. \) Then the values of the basic offspring number depend on \( \epsilon \) and, in order to compare with the results of [16], we must take \( \epsilon = 0. \)

### 4.3 Jacobian matrices and eigenvalues in the dynamics of humans and mosquitoes

Let \( p = (0, 0, h^*, 0, 1 - h^*) \in E_0. \) The Jacobian matrix associated to the system (21) at \( p \) is given by

\[
J(p) = \begin{bmatrix}
-\mu_1 & 0 & \gamma/k & 0 & 0 & 0 \\
0 & -\mu_1 & 0 & 0 & 0 & 0 \\
k & k & - (\gamma + \mu_2) & 0 & 0 & 0 \\
0 & -\beta_2 h^* & 0 & 0 & 0 & 0 \\
0 & \beta_2 h^* & 0 & 0 & -\sigma & 0 \\
0 & 0 & 0 & 0 & \sigma & 0
\end{bmatrix}.
\]  

(27)

The eigenvalues of (27) are 0 and the roots of the polynomial

\[
P_1(\lambda) = \lambda^2 + \lambda(\gamma + \mu_1 + \mu_2) + \mu_1(1 - Q_0)(\gamma + \mu_2),
\]  

are

\[
\lambda_{1,2} = \frac{1}{2} \left[ - (\gamma + \mu_1 + \mu_2) \pm \sqrt{(\gamma + \mu_1 + \mu_2)^2 + 4\mu_1(1 - Q_0)(\gamma + \mu_2)} \right].
\]  

(28)

(29)

On the other hand, the Jacobian matrix associated to the system (21) evaluated at a point \( q = (v^*\gamma/(k\mu_1), 0, v^*, h^*, 0, 1 - h^*) \in E_1 \) is

\[
J(q) = \begin{bmatrix}
-\mu_1 & 0 & \gamma/k & 0 & -\gamma\beta_1 v^*/k\mu_1 & 0 \\
0 & -\mu_1 & 0 & 0 & \gamma\beta_1 v^*/k\mu_1 & 0 \\
k & k & - (\gamma + \mu_2) & 0 & 0 & 0 \\
0 & -\beta_2 h^* & 0 & 0 & 0 & 0 \\
0 & \beta_2 h^* & 0 & 0 & -\sigma & 0 \\
0 & 0 & 0 & 0 & \sigma & 0
\end{bmatrix}.
\]  

(30)
whose eigenvalues are 0 and, in addition, the roots of the polynomials
\[ P_2(\lambda) = \lambda^2 + \lambda (\gamma + \mu_1 + \mu_2) + \mu_1(1 - Q_0) (\gamma + \mu_2) = \lambda (\lambda + (\gamma + \mu_1 + \mu_2)), \]
\[ P_3(\lambda) = \lambda^2 + \lambda (\mu_1 + \sigma) + \mu_1 \sigma (1 - R_0). \]
(31)

In \( P_2(\lambda) \) above, we made use the fact that \( Q_0 = 1 \) in the region \( E_1 \).

Our first results regarding the equilibrium points can now be announced.

**Theorem 1.** Let \( p \in E_0 \) and \( Q_0 \), where \( E_0 \) and \( Q_0 \) are given in (24) and (18), respectively. If \( Q_0 > 1 \), then the equilibrium point \( p \) is unstable.

**Proof.** Let \( p \in E_0 \) and \( J(p) \) given by (27). Assuming \( Q_0 > 1 \), it follows from (29) that \( \lambda_1 > 0 \). Thus, by Proposition 2, we have proved the theorem in question. \( \square \)

**Theorem 2.** Let \( Q_0 = 1 \) and \( q \in E_1 \) and \( R_0 \), where \( E_1 \) and \( R_0 \) are given in (25) and (19), respectively. If \( R_0 > 1 \), then the equilibrium point \( q \) is unstable.

**Proof.** Consider the polynomial \( P_3(\lambda) \) given by (31). A straightforward calculation shows that
\[ \lambda = \frac{1}{2} \left[ -(\sigma + \mu_1) \pm \sqrt{(\sigma + \mu_1)^2 + 4\sigma \mu_1 (R_0 - 1)} \right] > 0 \]
under the hypothesis of the theorem. This implies that the matrix (30) has at least one eigenvalue with positive real part and again, the result is a consequence of Proposition 2. \( \square \)

### 4.4 Analysis of the mosquitoes population

Seeing that in both equilibrium regions \( E_0 \) and \( E_1 \) we have \( I^* = 0 \), which implies in the absence of infected humans, the first three equations of (21) have a dynamics independent of that of humans. Moreover, if \( I = 0 \), then \( w = 0 \) and we shall therefore pay attention to the following subsystem of (21):
\[
\begin{align*}
\frac{du}{dt} &= \frac{\gamma}{k} v - \mu_1 u, \\
\frac{dv}{dt} &= k u - (\mu_2 + \gamma) v.
\end{align*}
\]
(32)

Proceeding as in the previous sections, we have the following set of equilibrium points (restricting to a bidimensional space with coordinates \((u, v)\)):
\[ E' = \{ (\gamma v^*/(k \mu_1), v^*), \ v^* \geq 0 \}. \]
(33)

A featured point of \( E' \) is \( e_0 = (0, 0) \), which can only be achieved provided that \( Q_0 \neq 1 \). Otherwise, if \( Q_0 = 1 \) and \( e \in E' \), then \( e \neq e_0 \). In what follows, we denote by \( e \) any point of \( E' \) different from \( e_0 \).

The Jacobian associated to (32) evaluated at \( e_0 \) and \( e \in E' \) are, respectively, given by
\[ J(e_0) = J(e) = \begin{bmatrix} -\mu_1 & \gamma/k \\ k & -(\mu_2 + \gamma) \end{bmatrix}, \]
(34)
whose characteristic polynomial and eigenvalues are, respectively,
\[ \overline{P}(\lambda) = \lambda^2 + \lambda (\gamma + \mu_1 + \mu_2) - \mu_1 (\gamma + \mu_1) (Q_0 - 1), \]
(35)
Lemma 1. If $Q_0 < 1$, then the real part of the roots $\lambda_{1,2}^*$ (36) are negative.

Proof. By the Routh–Hurwitz criteria (see [14], Appendix B), the real part of the roots of the polynomial (35) are negative if all coefficients of the polynomial are positive. Once $\gamma, \mu_1$ and $\mu_2$ are positive, then $\gamma + \mu_1 + \mu_2 > 0$. Since $Q_0 \in (0, 1)$, then $\mu_1 (\gamma + \mu_1)(1 - Q_0) > 0$ and the results follows. \hfill \Box

Lemma 2. If $Q_0 > 1$, then the roots $\lambda_{1,2}^*$ (36) are non-zero and have opposite signs.

Proof. If $Q_0 > 1$, then $\sqrt{(\gamma + \mu_1 + \mu_2)^2 + 4\mu_1 (\gamma + \mu_1)(Q_0 - 1)} > (\gamma + \mu_1 + \mu_2)$. This inequality implies

\[
\lambda_1^* = \frac{1}{2} \left[ - (\gamma + \mu_1 + \mu_2) - \sqrt{(\gamma + \mu_1 + \mu_2)^2 + 4\mu_1 (\gamma + \mu_1)(Q_0 - 1)} \right] < -2(\gamma + \mu_1 + \mu_2) < 0,
\]

\[
\lambda_2^* = \frac{1}{2} \left[ - (\gamma + \mu_1 + \mu_2) + \sqrt{(\gamma + \mu_1 + \mu_2)^2 + 4\mu_1 (\gamma + \mu_1)(Q_0 - 1)} \right] > 0.
\]

\hfill \Box

Theorem 3. The equilibrium point $e_0 = (0, 0)$ of the system (32) is asymptotically stable if $Q_0 < 1$ and unstable if $Q_0 > 1$.

Proof. If $Q_0 < 1$, it follows from Lemma 1 that all eigenvalues (34) have negative real part and the asymptotic stability follows from Proposition 1.

On the other hand, if $Q_0 > 1$, by Lemma 2 we have $\lambda_2^* > 0$, which implies that (34) has an eigenvalue with positive real part. From Proposition 2, $e_0$ is an unstable point of (32). \hfill \Box

Theorem 4. Let $e \in E'$, where $E'$ is given by (33). Then $e$ is an stable equilibrium point of the system (32).

Proof. If $Q_0 = 1$, then the eigenvalues $\lambda_{1,2}^*$ of (34) are given by $\lambda_1^* = 0$ and $\lambda_2^* = - (\gamma + \mu_1 + \mu_2) < 0$. Then the result follows from Proposition 3. \hfill \Box

5 Wave speed during the spatial mosquitoes’ invasion

Here we determine the wave speed during the spatial invasion of mosquitoes, which we would like to compare with analogous results obtained in [13]. For this reason, in addition to the hypothesis $\epsilon = 0$, we shall not consider nonlinearities in the diffusion as well as in the advection, that is, we consider $p = q_1 = q_2 = 0$ in (11). It will be of great importance in our analysis the basic offspring number (18) and the basic reproduction rate (19). In dimensional variables, they are given by

\[
Q_0 = \frac{\bar{\nu}}{\gamma + \mu_2} \times \frac{\bar{r}_0}{\bar{\mu}_1}, \quad R_0 = \frac{\bar{\beta} N h^*}{\bar{\mu}_1} \times \frac{\bar{\beta}_2 k_1 u^*}{\bar{\sigma}}.
\] (37)

From the hypothesis on $p, q_1, q_2$ and $\epsilon$, and the fact that we shall determine the wave speed during the mosquitoes’ invasion, it is sufficient to study system (17) with these conditions.
5.1 Equilibrium points of system (17) with \( p = q_1 = q_2 = \epsilon = 0 \)

Defining auxiliary functions \( \Psi_1(z) := \Phi'_1(z), \) \( \Psi_2(z) := \Phi'_2(z), \) system (17) can be transformed into

\[
\begin{align*}
\Phi'_1 &= \Psi_1, \\
\Psi_1 &= (2\nu - c)\Psi_1 - \frac{\gamma}{k}\Phi_3 + \mu_1\Phi_1 + \beta_1\Phi_5, \\
\Phi'_2 &= \Psi_2, \\
\Psi_2 &= (2\nu - c)\Psi_2 + \mu_1\Phi_2 - \beta_1\Phi_1\Phi_5, \\
\Phi'_3 &= -\frac{k}{c}(\Phi_1 + \Phi_2) + \frac{\mu_2 + \gamma}{c}\Phi_3, \\
\Phi'_4 &= \frac{\beta_2}{c}\Phi_2\Phi_4, \\
\Phi'_5 &= -\frac{\beta_2}{c}\Phi_2\Phi_4 + \frac{\sigma}{c}\Phi_5, \\
\Phi'_6 &= -\frac{\sigma}{c}\Phi_5.
\end{align*}
\]

(38)

Recalling that \( h + I + r = 1, \) the set of equilibrium points of (38) is given by

\[
\hat{E}_0 = \{(\Phi^*_1, \Psi^*_1, \Phi^*_2, \Psi^*_2, \Phi^*_3, \Phi^*_4, \Phi^*_5, \Phi^*_6) = (0, 0, 0, 0, h^*, 0, 1 - h^*), \ h^* \in [0, 1]\}
\]

(39)

if \( Q_0 \neq 1, \) and by

\[
\hat{E}_1 = \left\{(\Phi^*_1, \Psi^*_1, \Phi^*_2, \Psi^*_2, \Phi^*_3, \Phi^*_4, \Phi^*_5, \Phi^*_6) = \left(0, \frac{v^*\gamma}{k\mu_1}, 0, 0, v^*, h^*, 0, 1 - h^*\right), \ v^* > 0, \ h^* \in [0, 1]\right\}
\]

(40)

provided that \( Q_0 = 1. \)

The Jacobian associated to (38) at a point \( \hat{p} \in \hat{E}_0 \) and a point \( \hat{q} \in \hat{E}_1 \) are, respectively,

\[
J(\hat{p}) =
\begin{bmatrix}
0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\
\mu_1 & 2\nu - c & 0 & 0 & -\gamma/k & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & \mu_1 & 2\nu - c & 0 & 0 & 0 & 0 \\
k/c & 0 & k/c & 0 & -(\gamma + \mu_2)/c & 0 & 0 & 0 \\
0 & 0 & -(\beta_2h^*)/c & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & (\beta_2h^*)/c & 0 & 0 & 0 & \sigma/c & 0 \\
0 & 0 & 0 & 0 & 0 & \sigma/c & 0 & 0
\end{bmatrix}
\]

(41)
and

\[
J(\dot{q}) = \begin{bmatrix}
0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\
\mu_1 & 2\nu - c & 0 & 0 & -\gamma/k & 0 & (\gamma_1\nu^*)/k\mu_1 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & \mu_1 & 2\nu - c & 0 & 0 & -\gamma/\mu_1 & 0 \\
k/c & 0 & k/c & 0 & -\gamma/\mu_1 & 0 & 0 & 0 \\
0 & 0 & -\beta_2h^*/c & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & \beta_2h^*/c & 0 & 0 & 0 & \sigma/c & 0 \\
0 & 0 & 0 & 0 & 0 & \sigma/c & 0 & 0
\end{bmatrix}.
\]

(42)

5.2 Method for determining the wave speed

Our procedure for determining the wave speed follows closely that employed in [13, 16] for determining \(c\): let \(J\) be (41) or (42). Denoting by \(P(\lambda, c)\) the corresponding characteristic polynomial, we determine the critical points of \(P(\lambda, c)\). Since both (41) and (42) have 2 columns with all entries 0 it follows that the characteristic polynomial can be factored into two polynomials of degree three. In order to assure a third order degree polynomial \(P(\lambda, c)\) has only real roots, one must impose that at least one of the roots of \(P(\lambda, c)\) is negative and the constant \(c\) must be chosen such that \(P(\lambda, c)\) has at least one positive root.

So, in order to achieve the aforementioned requirements, one should impose the following conditions:

\[
P(0, c) > 0, \quad \lim_{\lambda \to \pm\infty} P(\lambda, c) = \pm\infty.
\]

(43)

To assure the existence of \(c\) such that \(P(\lambda, c)\) has at least one positive real root, one must impose that for a fixed \(c > C_{\text{min}}\), the following conditions holds

\[
\lambda_+ > 0, \quad \left. \frac{dP(\lambda, c)}{d\lambda} \right|_{\lambda=0} < 0,
\]

(44)

where

\[
\lambda_+ = \max \left\{ \lambda : \frac{\partial P(\lambda, c)}{\partial \lambda} = 0 \right\}, \quad C_{\text{min}} = \{ c : P(\lambda_+, c) = 0 \}.
\]

(45)

5.3 Wave speed for mosquitoes’ invasion

The eigenvalues of (41) are \(\lambda_1 = \lambda_2 = 0, \lambda_3 = -\sigma/c\) and roots of the following polynomials:

\[
\hat{P}_0(\lambda, c) = \lambda^2 - \lambda(2\nu - c) - \mu_1,
\]

\[
\hat{P}_1(\lambda, c) = \lambda^3 + \lambda^2 \left( (c - 2\nu) + \frac{\gamma + \mu_2}{c} \right) - \lambda \left( \frac{(2\nu - c)(\gamma + \mu_2)}{c} + \mu_1 \right) + \frac{\mu_1(\gamma + \mu_2)(Q_0 - 1)}{c},
\]

where \(Q_0\) is given by (18).

Once the discriminant of \(\hat{P}_0(\lambda, c)\) in (46) satisfies \((2\nu - c)^2 + 4\mu_1 > 0\) for any values of \(c, \nu\) and \(\mu_1\), this implies that its roots are always real numbers.

With respect to \(\hat{P}_1(\lambda, c)\) in (46), assuming that \(Q_0 > 1\), a condition already obtained in the previous section in order to describe the mosquitoes’ invasion, we have \(\hat{P}_1(0, c) = [\mu_1(\gamma + \mu_2)(Q_0 - 1)]/c > 0\) for any \(c > 0\). Moreover, we have \(\hat{P}_1(\lambda, c) \to \pm\infty\) when \(\lambda \to \pm\infty\).
It follows from (46) that the critical points of $\hat{P}_1(\cdot, c)$ are

$$
\lambda_\pm = \frac{1}{3} \left[ -(2\nu - c) + \frac{\gamma + \mu_2}{c} \right] \pm \sqrt{\left( -(2\nu - c) + \frac{\gamma + \mu_2}{c} \right)^2 + 3 \left( \frac{\gamma + \mu_2}{c} (2\nu - c) + \mu_1 \right)},
$$

It is reasonable to assume that the traveling wave should prevail on the wind if it is opposite to it, that is, one should impose that $2\nu - c > 0$, from which we conclude that $\lambda_+ > 0$ and

$$
\left. \frac{\partial \hat{P}_1(\lambda, c)}{\partial \lambda} \right|_{\lambda=0} = -\left( \frac{\gamma + \mu_2}{c} (2\nu - c) + \mu_1 \right) < 0.
$$

The polynomial $\hat{P}_1$ satisfies the conditions of the method employed to find out the wave speed. Hence, we use this polynomial to find the wave speed of mosquitoes’ invasion. The procedure to obtain the minimum wave speed is illustrated in Figure 2.

Table 3: Biological parameters used in the simulations for finding the speed velocity of the wave. These values are taken from the reference [13]. The last 6 parameters are taken considering a temperature at 15°C and 30°C. The values used for calculating the basic offspring number and the basic reproduction rate (see (37)) are $u^* = v^* \gamma/(k\mu_1)$, $v^* = 0.7$ and $\hat{h}^* = 1$.

| Parameter                                      | Value                                      |
|------------------------------------------------|--------------------------------------------|
| Diffusion coefficient $D$                      | $1.25 \times 10^{-2}$ km$^2$/day           |
| Advection coefficient $2\bar{v}$               | $5 \times 10^{-2}$ km/day                  |
| Carrying capacity (winged) $k_1$               | 25 individuals/km$^2$                      |
| Carrying capacity (aquatic) $k_2$              | 100 individuals/km$^2$                     |
| Transmission coefficient (humans→mosquitoes) $\hat{\beta}_1$ | 0.0033 km$^2$/day                        |
| Transmission coefficients (mosquitoes→humans)$\hat{\beta}_2$ | 0.0025 km$^2$/day                          |
| Period of infection $(\hat{\sigma})^{-1}$     | 7 days                                     |
| Number of humans $\hat{N}$                    | 150 individuals/km$^2$                     |
| Rate of oviposition $\hat{r}_0$               | $1.52 \text{ (15°C)/10 (30°C) days}^{-1}$ |
| Average time in the aquatic form $(\hat{\gamma})^{-1}$ | 52.63 (15°C)/5 (30°C) days                  |
| Average lifetime in the winged form $(\hat{\mu}_1)^{-1}$ | 26.3 (15°C)/35 (30°C) days                |
| Average lifetime in the aquatic form $(\hat{\mu}_2)^{-1}$ | 50 (15°C)/18 (30°C) days                   |
| Basic offspring number $Q_0$                   | 19.45 (15°C)/273.91 (30°C)                 |
| Basic reproduction rate $R_0$                  | 7.97 (15°C)/148.46 (30°C)                  |

Let $p \in \hat{E}_0$ (see Eq. (39)). From the values given in Table 3 and considering a wind current with velocity $2\bar{v} = 18.25$ km/year we obtained the speed $\hat{c} = 89.67$ km/year. In the case of absence of wind $2\bar{v} = 0$, it is obtained $\hat{c} = 75.46$ km/year.

5.4 Wave propagation for $Q_0 = 1$ and $R_0 > 1$: dengue’s dispersion

Let $\hat{q} \in \hat{E}_1$. The eigenvalues of the matrix (42) are $\lambda_1 = \lambda_2 = \lambda_3 = 0$ and the roots of the polynomials

$$
\begin{align*}
\hat{P}_2(\lambda, c) &= \lambda^2 + \lambda \left( -2\nu - c + \frac{\gamma + \mu_2}{c} \right) - \left( \frac{(2\nu - c)(\gamma + \mu_2)}{c} + \mu_1 \right), \\
\hat{P}_3(\lambda, c) &= \lambda^3 + \lambda^2 \left( -2\nu - c + \frac{\sigma}{c} \right) - \lambda \left( \frac{\sigma}{c} (2\nu - c) + \mu_1 \right) + \frac{\sigma \mu_1 (R_0 - 1)}{c}.
\end{align*}
$$

(47)
Figure 2: The figure shows the result of the procedure above for obtaining the minimum wave speed for the wave. Using the values of Table 3, it was found the non-dimensional value $C_{\text{min}} = 0.69$ for the polynomial $\hat{P}_1(\lambda, c)$ given in (46), corresponding to an equilibrium point $\hat{p} \in \hat{E}_0$ (39).

Proceeding as in the last subsection, we intend to determine restrictions on the biological parameters involved in (37) in order to have $Q_0 = 1$ and $R_0 > 1$.

Taking (37) into account and since $u^* = v^* \gamma/(k \mu_1)$, we have

$$R_0 = \frac{\bar{\beta}_1 N h^*}{\bar{\mu}_1} \times \frac{\bar{\beta}_2}{\bar{\sigma}} \times \frac{\bar{v}^* \bar{\gamma}}{\bar{\mu}_1}.$$ (48)

According to Table 3, the lowest possible value to $Q_0$ is achieved at 15°C. Even for this choice, maintained the values of the biological parameters, $Q_0$ is significantly greater than 1. A natural way for decreasing $Q_0$ without affecting the basic reproduction rates (48) would be increasing the value of $\bar{\mu}_2$. Then, considering the values of $\bar{\gamma}^{-1}$, $\bar{\mu}_1^{-1}$ and $\bar{r}_0$ given on Table 3 and imposing that $Q_0 = 1$, one finds

$$\bar{\mu}_2 = 0.74.$$ (49)

Fixing $v^* = 0.7$ and $h^* = 1$, if $\bar{v} = 0$ we would obtain $\bar{c} = 24.08 \, \text{km/year}$, while if $2\bar{v} = 18.25 \, \text{km/year}$, we would get $\bar{c} = 38.72 \, \text{km/year}$.

Figure 3 shows the distribution of velocities $c_{\text{min}}$ as a function of $v^*$. We can observe an increasing of the wave speed when the densities of mosquitoes population increases.

6 Discussion and Conclusion

In this paper we derived two Malthusian models for analysing the transmission of dengue between humans and mosquitoes. These models can be viewed as members of the system (11), and some Lie symmetries are listed on Table 2.

Our results on symmetry analysis show that the transmission coefficients from human to mosquitoes $\bar{\beta}_1$ and mosquitoes to humans $\bar{\beta}_2$ and the wind current $2\bar{v}$, are quite relevant in the manifestation of symmetries other than the translations.

With respect to the power nonlinearities, the most dominant from the point of view of symmetries is $p$. The powers $q_1$ and $q_2$ are relatively important while $\nu$, that is related to the existence of wind
currents, seems to be more relevant than $q_1$ and $q_2$. The most important biological parameters in this analysis are $\beta_1$ and $\beta_2$, which are related to the transmission between humans to mosquitoes and vice-versa.

The temporal dynamics of system (21) shows the existence of regions of instability. They are given by the sets (24) and (25) provided that $Q_0 > 1$ or $Q_0 = 1$ and $R_0 > 1$, respectively, as proved in theorems 1 and 2. The dynamics of the mosquitoes population is also analysed. For this case Theorem 3 shows that the origin, provided that $Q_0 < 1$, is a point of asymptotic stability in the bidimensional space $(u,v)$, corresponding to the winged and aquatic forms of the mosquitoes. For $Q_0 > 1$, the origin is unstable. Apart from the origin, in the bifurcation case $Q_0 = 1$, all points of the set given in (33) are stable, as proved in Theorem 4.

The condition $Q_0 < 1$ leads to the eradication of the mosquitoes’ population. On the other hand, $Q_0 > 1$ means the invasion of the mosquitoes’ population and, since the model is Malthusian, the growth of the population is unlimited. The value $Q_0 = 1$ corresponds to a bifurcation value and a region of nontrivial points for the mosquitoes density is possible. In this case, when $R_0 > 1$, the propagation of dengue disease could be possible.

A case of biological relevance occurs when $\bar{\beta}_1 \bar{\beta}_2 \bar{\sigma} \neq 0$. Under these restrictions, we have transmission of the virus among all populations and we also have recovering among humans. Using the principal Lie Algebra $L_P$ we construct the invariant $z = x - ct$ and transforms system (10), with $p = q_1 = q_2 = \mu_3 = 0$, into the system of second order ODEs (17). For its own turn, this system can be transformed into a system of first order ODEs given by (38). From the analysis of the linear part of the system (38) and using the data from [13] we determined that the wave of minimum speed has velocity $c = 89.67 \text{ km/year}$, considering the biological data at $30^\circ$C and a wind current with velocity of $18.25 \text{ km/year}$. This is the same result obtained in [13]. The value of the wave speed can reach to $75.46 \text{ km/year}$, in the absence of wind currents. Again, a result in agreement with that obtained previously in [13].

On the other hand, if $Q_0 = 1$ and $R_0 > 1$, we obtain the speed of the spatial dispersion of the dengue as a function of the mosquitoes density as shown in Figure 3. However, in order to have this
situation we should have a mortality rate given by \( \frac{q}{1} \), which seems to be unrealistic. Biologically speaking, the situation \( Q_0 = 1 \) would correspond to a high mosquitoes mortality. From mathematical viewpoint, condition \( Q_0 = 1 \) implies bifurcation points, which brings changes in the stability of the system \( \frac{d}{dt} \) and hence, hardly describes a real situation.
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