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Abstract

With the rapid increase in the sales scale of e-commerce platforms is accompanied by the rapid growth of consumer evaluation data on commodities at the same time. How to use big data analysis and visualization technology to mine the valuable information in the massive consumers evaluation data is an urgent issue in promoting the development of e-commerce platforms. However, the amount of e-commerce evaluation data is huge, growing fast, and mostly unstructured data, which is typical big data. In order to efficiently realize the visualization of e-commerce evaluation big data, this paper proposes an end-to-end four-layer framework for data visualization system. The data acquisition layer uses the Webcollector crawler to crawl a total of 420,000 mobile sales evaluation data on the JD website and stores them in the MySQL database; The data import layer uses the Sqoop tool to import MySQL data into the Hadoop platform; The data processing layer uses HDFS and MapReduce to process and analyze big data; The visualization implementation layer uses Jsp+Servelet+JavaScript+echart integrated technology to visualize the big data of distribution of mobile phone sales, user purchase impressions, and user mobile phone portraits. Which helps consumers choose their favorite mobile phones conveniently, and provide decision-making support for e-commerce companies to more accurately launch products, benefiting both parties.
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I. Introduction

Big data 387 technology is developing rapidly and its data scale has reached the level of PB (1024TB). Facing such a huge amount of data, its value cannot be estimated, but we can not quickly process the set data in a specific time. How to extract the value of its storage is the first thing in front of people. In China, big data technology research is distributed in cloud computing, data mining, distributed computing, parallel computing and other fields to achieve the purpose of rapid acquisition, analysis, processing and extracting value from them, focusing on the application of data in various regions. In order to improve the stable operation of power system, Qu Haishan 0 proposed to solve the problem of inaccurate data due to the traditional method of loading data by using data visualization technology in big data analysis. Xing Yue 0 put forward that enterprises should analyze and think about the relevant situation within enterprises by analyzing big data and strong analytical ability, and promptly optimize and adjust the marketing methods and business content of enterprises, so as to formulate marketing strategies that are more in line with market development and promote the sustainable development of enterprises. While in foreign countries, it focuses on the basic model design and algorithm analysis and other aspects. After data processing, data sharing, data retrieval, data analysis, data visualization and other operations can be carried out to mine its internal relations and play different values. Gagan et al 0 Through the analysis of big data such as consumption patterns, emotions and feedback of bank customers, banks can better understand customers, so as to develop personalized solutions for customers and guide customer loyalty. Researchers at the University of Massachusetts at Lowell have identified metabolic inhibitors and promoters by using bigdata analytics technology to study antibodies, improve the productivity of antibody and optimize the production process of (mAb) 0. Vijayakumar, Tamil selvan, et al Error! Reference source not found. Based on Wald adaptive prefetching boosting classification, czekanowski similarity mapping reduction (wapbc-csmr)
technology solves the problem of accuracy and time complexity of query processing. Different metrics are used to analyze wapbc-csmr data on large data sets, which achieves the goal of improving the accuracy of query processing. It reduces the query time and error rate. Figure 1 is a big data ecosystem diagram:

With the rapid development of Internet technology in China, e-commerce companies such as Jingdong and Taobao are online rapidly. The phenomenon of online shopping has been everywhere, the development of e-commerce industry has begun to have a certain impact on the operation of physical stores. Most users will post some comments after purchasing the goods on the Internet. These comments can help the merchants to accurately locate the consumers’ situation, and also help other consumers can more easily choose their favorite mobile phones. Mining users’ evaluation of goods is of great significance, but for a huge number of unstructured users' evaluation of goods, traditional data analysis and data mining methods have been difficult to meet the explosive growth of sales evaluation data analysis and mining potential value and data visualization function existing in the state of big data. Moreover, ordinary technology cannot analyze and mine it quickly and accurately, and cannot perform computational processing on a single computer. Therefore, how to efficiently analyze commodity big data, mine the intrinsic value of data, and visualize data becomes a key issue.

Aiming at the current situation of big data of commodity sales evaluation, based on Hadoop Error! Reference source not found. distributed file system, NoSQL database platform based on HBase massive data, MapReduce distributed data mining analysis and calculation framework, this paper excavates, analyzes and processes the user commodity evaluation data crawling from Jingdong shopping platform, and uses visualization technology to mine, analyze and process the user commodity evaluation data The graph representation method of mobile phone users’ portraits intuitively displays 400000 mobile phone users' product evaluation data in Jingdong mobile phone mall, and helps customers quickly and comprehensively understand their favorite products by referring to the displayed user product evaluation information when purchasing products. Obtain the intrinsic value of the data and provide decision support for e-commerce to launch products more accurately. Greatly promote the development of e-commerce.
Figure 2 is the big data ecosystem. The bottom layer is the big data processing platform built by Hadoop platform and Linux +JVM + programming language. HA Tools and Zookeeper etc. realize the monitoring and operation and maintenance of the cluster. The second top layer is the big data development layer with many tools such as Hadoop, HBase, etc. through these tools, data mining, analysis, storage and other operations make the structure complex, the massive data that is difficult to extract becomes simple and can be used by people. The top layer is to realize data mining and visualization through BI tools, data visualization tools, mahout and R language.

The key technologies used in this paper, such as webcollector crawler architecture, data ETL Technology, data processing mode based on Hadoop distributed file processing platform, MapReduce, Hadoop Distributed File System (HDFS) is a distributed file system with high reliability and high scalability, which can provide massive file storage capacity. The HDFS working mode in big data is streaming data access. Based on common hardware, it mainly supports one write and multiple reads, and is a file system designed to store large files. The MapReduce distributed computing framework is a large-scale massive data platform, which adopts a non shared large-scale cluster system with good cost performance and scalability. MapReduce has the characteristics of simple, easy to understand and easy to use models. In the process of processing large-scale data, MapReduce hides a lot of tedious details and simplifies the development work of programmers. MapReduce can implement a large number of data processing problems such as machine learning and data mining algorithms.

With the rapid development of big data, people generate a large number of data every day, among which e-commerce data accounts for a significant proportion. Therefore, in order to obtain these data, the crawling technology is catching people's eyes. Web crawler is an application that can automatically extract web page information from search engines. The webcollector crawler used in this paper also belongs to the category of network crawler. It can implement different functions of webcollector crawler by writing plug-in modules based on the webcollector kernel. Mining and analyzing the buyer's evaluation data to explore the consumer's love for the goods. The traditional mining algorithm has a good effect on the small data set, but for the user evaluation of the big data set, using Hadoop distributed processing tools can more efficiently process the data. The development of scientific visualization mainly focuses on the two research directions: information visualization and data visualization. Through visualization technology, a large amount of non-intuitive and abstract data and information can be displayed in the form of graphic and image information. Data visualization technology needs to solve the problems of determining the data space, developing data, analyzing the data and visualizing analysis results. In this paper, we use the visualization technology to study the evaluation of mobile phone sales in achieve a model that benefits both sellers.
and consumers.

II. The Design of System Architecture

The system framework of this project is divided into four layers and the contents of each layer are as follows:

The data source layer is the comment information of the mobile phone purchase of Jingdong Mall, and the webcollector crawler project is imported into eclipse to crawl the mobile phone evaluation information of Jingdong client. The ETL layer works together with MySQL and sqoop to import the crawled data into the HDFS distributed file system. The data is stored in the processing layer. Based on the Hadoop platform, MapReduce is used to calculate the data, which is initially stored in Hbase, and phoenix is used to map and store the data. The web presentation layer uses the technology of JSP + servlet + Javascript + echart to visualize the stored data. The system architecture diagram is shown in Figure 3:

![System Architecture Diagram](image)

*Fig 3: The system architecture*

Figure 4 shows the running process of this task:
Webcollector: Distributed crawler architecture for crawling 400,000 mobile phone sales data of Jingdong Mall.

Hadoop: This article implements Distributed File System (HDFS) and MapReduce Distributed Computing Framework based on Hadoop big data platform.

Mysql: Import the sales evaluation big data crawled in the Webcollector in the liunx environment;

Sqoop: Extracts, cleans, transforms, loads, and imports data from MySQL through MapReduce tools and imports them into HBase.

Hbase: Real-time distributed database for accessing sales evaluation data after ETL.

MapReduce: Distributed computing framework for sales evaluation data under Hadoop platform, Sqoop for data ETL operations.

Phoenix: Phoenix provides a standard Sql way to manipulate Hbase data. Perform association mapping on the data in the HBase table, query, insert, modify, and so on.

Zookeeper: A distributed collaboration service that monitors the movement of Master and Slave nodes in the system.

Visualization Tools: For the sales evaluation big data under the Hadoop platform, Jsp+Servelet+JavaScript+echart integrated technology is used to achieve visualization. Figure 4 shows the running process of this task.

III. Data Sources

Open the official website of Jingdong mobile phone, input mobile key words, you can browse a large number of mobile phone information, click commodity evaluation to see detailed evaluation information, as shown in Figure 5:
WebCollector is a JAVA crawler framework (kernel), which can analyze he web pages and write the required plug-ins to realize the powerful function of directional data collection. The kernel diagram is shown in Figure 6:

![WebCollector kernel diagram](image)

**Fig 6: The kernel schematic of web collector**

Install eclipse in the window system and import the WebCollector crawler project; install MySQL and create jd_database database in MySQL, then create spider1 table and design table field: id indicates that the product evaluation number is set as the main key, platform represents the product platform crawled by the crawler program, xinhao Indicates the phone model, title of the title evaluation, content indicates the user's evaluation of the mobile phone, memberlevel: user membership level, fromplatform: which platform the user purchased from, area: user area, userimpression: user's impression of the purchased mobile phone, color: user The selected phone color, price: phone price, productSize: phone size, creationTime: the time the user commented on the phone, zhuaquetime: the time to use the Webcollector crawler to crawl information, label: tag. As shown in Figure 7:
Configure the database user name and password. To start the webcollector crawler and access the mobile phone related information on the JD e-commerce platform, you need to enter the ID and model of a mobile phone. Webcollector starts the crawlDb.DBManager process for content crawling, the maximum depth of crawling is 2, and the average time spent crawling each message is 1 seconds. The crawled data is directly imported into the spider table in jd.db in MySQL. See the running effect in the server as shown in Figure 8:

Fig 7: The table of fields design

![Table design](image)

Fig 8: The web collector of crawl information

![Crawling process](image)

IV. Data ETL

The ETL 0 data is extracted, cleaned, transformed, and loaded and finally data warehouse is built. The main process is to extract the required data from the data source, load the data into the data warehouse according to the data warehouse model defined in advance after the data cleaning process, to realize the data conversion function.

4.1 Building a Massive Data Store NoSQL Database

Build the Hadoop platform, configure the HDFS function required for the cluster to transfer files, configure the zookeeper monitoring cluster, and build a massive HBase data storage platform. When the Hadoop master terminal executes the JPS command, in the printing result, it can be seen that the four main node processes of ResourceManager, JPS, namenode and secondarynamenode, as well as the Hadoop slave terminal input the JPS command, and there will be three processes of nodemanager, datenode and JPS. In addition, after HBase runs, the main node adds the hmaster and hquorumpeer processes, indicating that the cluster has been completely set up, as shown in Figure 9,10:

![Hadoop processes](image)
4.2 Data import and export

Sqoop 0 has a data exchange system to help data exchange between relational databases and Hadoop. The imported data source is a relational database. Before importing, jdbc will be used to connect to the database. The target is the big data system where HDFS and HBASE are located. By extracting the records of the tables imported in MapReduce, they will be written to HDFS 0. Based on the Hadoop big data environment, this article uses the sqoop tool to import the crawled comment data stored in MySQL into the HDFS / HBase cluster through MapReduce parallel computing. The working principle is shown in Figure 11.

In the case where the Hadoop platform is built, all processes are required to be in a startup state. Enter the bin directory of HBase to start the HBase shell operation editing process, and create the PINGJIA.SPIDER table, and the column family is f1, which is used as the table for receiving data. Enter the Sqoop directory, in the bin directory, enter the connection code to import and export data. First, Sqoop connects to MySQL through the primary node address. Sqoop's import tool will run a MapReduce job to read the data in the table, connect to the PINGJIA.SPIDER table with the column family f1 and the primary key is id in Hbase and import the data. As shown in Figure 12:

```
[ZYY@master sqoop - 1.4.5.bin_hadoop-2.0.4-alpha]s bin/sqoop
import --connect jdbc:mysql://172.18.0.2:3306/jd_db --username
hadoop --password hadoop --table spider --hbase-table
PINGJIA.SPIDER --column-family f1 --hbase-row-key id
--hbase-create-table -m 1
```

In the case where the Hadoop platform is built, all processes are required to be in a startup state. Enter the bin directory of HBase to start the HBase shell operation editing process, and create the PINGJIA.SPIDER table, and the column family is f1, which is used as the table for receiving data. Enter theSqoop directory, in the bin directory, enter the connection code to import and export data. First, Sqoop connects to MySQL through the primary node address. Sqoop's import tool will run a MapReduce job to read the data in the table, connect to the PINGJIA.SPIDER table with the column family f1 and the primary key is id in Hbase and import the data. As shown in Figure 12:
The following figure demonstrates how Sqoop interacts with mobile sales evaluation data from MySQL into HBase.

Data import process: Sqoop is written in JAVA and provides JDBC access to data stored in MySQL. Before importing data, Sqoop uses JDBC to retrieve all columns and their SQL data types. Sqoop selects the primary key column of the table as the metadata and determines the query to be executed for each map according to the maximum and minimum values in the primary key. The MapReduce job started by Sqoop acts on the InputFormat class, reads some contents of the table from the MySQL database through JDBC, and start three Map tasks in Hadoop on the Master and Slave nodes to divide the query results. After the query, Sqoop sends the job to MapReduce cluster, deserializes the data in the ResultSet, generates an instance of the class, and writes it to HDFS.

Data export: Similar to the import process, Sqoop selects JDBC method before data is exported. A Java class is defined according to the instance of the class, and the value of the same type of record insertion is parsed from the text. Start the MapReduce job, read the metadata file from HDFS, and start the three Map tasks in Hadoop on the Master and Slave nodes to parse query results and execute export method. Import into a table created by HBase. As shown in Figure 13:

V. Data storage and processing

5.1 HDFS provides Hbase with high reliable underlying storage support

This paper is based on visualization of sales analysis statistics based on the Hadoop + HBASE architecture. At present, Hadoop+HDFS 0 solves unstructured data storage in the Hadoop ecosystem 0, and HBase 0 solves semi-structured data or structured data storage.

HDFS can expand the storage capacity of the system horizontally by adding machines; the system is highly available; cost-effective; suitable for data distributed computing; suitable for storing unstructured data and so on.

The HBase database is based on HDFS, and it can be used for data storage management by column mapping, which can realize the function of fast query in large tables. HDFS is a distributed file processing system in Hadoop and allows users to store data in the form of files, which provides great convenience for crawling data to be stored in hbase. HBase reads files from data memory. The data generator can write files to HDFS and Hbase, and HBase and HDFS can read and write file modes. 

The HDFS and hbase read and write file modes are shown in Figure 14.
5.2 MapReduce provides high performance computing power

MapReduce 0-0 is a parallel programming mode for processing big data, which is mainly used for parallel calculation of big data. MapReduce is composed of several maps and reduces, and through the high concurrent processing function of MapReduce computing model, the speed of data analysis, de-duplication and calculation is greatly improved. The most important two phases of the MapReduce calculation model are Map and Reduce. In the Map phase, calculation model will call user-defined map function to process several key value pairs of user data mapping. In the Reduce phase, it will traverse all the sorted wells. By calling user-defined reduce function, data with the same key value will be merged for production Key value pair 0. Its working principle is shown in Figure 15:

MapReduce performs parallel calculation on the crawled sales data and counts the calculated data. Using HBASE to calculate the calculated data, a total of 399,968 product evaluation data is crawled, and the CPU time is 59,730 ms. MapReduce calculates the total. The duration is 235.3618 seconds, as shown in Figure 16.

5.3 Mapping tables in HBASE using the Phoenix middle key
When solving the sales evaluation data storage and query of the e-commerce platform, the existing HBase is a database, but its query statement is not very easy to use. Although it can access unstructured data, but it needs to frequently use the MapReduce computing framework when reading and writing again, which consumes a lot of hard disk resources and seriously affects the computing efficiency. This article uses ZooKeeper for cluster monitoring, HBase + Phoenix 0.0 storage warehouse to operate unstructured sales evaluation data through MapReduce computing framework. The HBASE+phoenix storage warehouse architecture is shown in Figure 17:

![Fig 17: The framework of HBase and phoenix](image)

Create a corresponding 'PINGJIA.SPIDER' table in hbase in Phoenix, where f1 is the column family of the HBase table, as shown in Figure 18:

```sql
create view PINGJIA.SPIDER(
    id VARCHAR primary key,
    f1 platform VARCHAR,
    f1 xinhao VARCHAR,
    f1 title VARCHAR,
    f1 content VARCHAR,
    f1 memberlevel VARCHAR,
    f1 fromplatform VARCHAR,
    f1 area VARCHAR,
    f1 impression VARCHAR,
    f1 price VARCHAR,
    f1 productId VARCHAR,
    f1 creationTime VARCHAR,
    f1 shoexpotent VARCHAR,
    f1 table VARCHAR
) as select * from PINGJIA.SPIDER;
```

![Fig 18: The table fields about phoenix mapping Hbase](image)

Phoenix 0 is characterized by high integration and completeness, fault tolerance, high scalability, support for heterogeneous systems, intelligence and ease to use. Based on HBase to build a standard SQL operation, phoenix has a low-latency feature, which will compile the SQL into a series of Hbase Scan operations, and then generate the standard JDBC result set online transaction processing. Phoenix supports table creation and versioning incremental changes through DDL commands, and the corresponding metadata is stored in the Hbase table. Metadata is used to describe the relationship mapping between the phoenix tables and Hbase. Figure 19 shows the Phoenix vs. hbase map.
Fig 19: The phoenix mapping to HBase

5.4 Squirrel for Data Manipulation

Squirrel SQL 0.0 is a data tool that can connect multiple data. This article is used to connect to Phoenix database. In a way, it is a better database client tool. Under the Lib of squirrel installation directory, add the jar package required by phoenix, then enter the operation interface to add the phoenix driver, add host information configuration to complete the connection. As shown in Figure 20:

Fig 20: The connection between Squirrel and Phoenix

After accessing the Phoenix interface with JDBC unified database, a unified user interface is used to operate the database to realize data splicing, and SQL language is written to realize data stored in HBase table to be displayed in squirrel interface. The effect is shown in Figure 21.
VI. The Visual Implementation

Based on the Hadoop file distributed system, this paper uses Jsp+Servlet+JavaScript+echart technology to visualize the sales data after phoenix calculation and processing. Through the mapping of the data value, spatial coordinates, the relationship between different location data and other visual channel elements such as mark, location, shape, etc. Through the analysis of visual graphics such as regional map, histogram, line chart, user's mobile phone portrait, etc., it can clearly and effectively convey and communicate information and carry out interactive analysis of data at the same time, so as to help merchants adjust products according to sales conditions, achieve better sales of goods, and help customers to more intuitively see the characteristics of each product so as to choose their favorite products.

As shown in the following three meter diagrams:

we crawled through the evaluation data of mobile phone sales of one e-commerce platform, the evaluation data of 14 mobile phones in Jingdong Mall, and the total evaluation data of mobile phones was 400000. As shown in Figure 22:

![Numbers of e-commerce platforms vs Total Types of Mobile Phones vs Total number of data items](image)

**Fig 22: The evaluation information statistical instrument diagram**

User purchase impression:

From the column and line chart, the horizontal axis represents the type of evaluation, and the vertical axis represents the number of people who published such evaluation. We can see users' different impressions of the purchased products. This kind of graphics can help the merchants improve the quality of the products, and also help the users to better choose the products that are suitable for them. Figure 23, 24 are the users' products of the purchase of the
goods:

Figure 23: The Histogram of User Purchase Impression

Buyer membership level:

From the broken line chart of buyer member level, we can intuitively see the sales tendency of products to members of different levels, and also understand the mobile phone purchases of different levels of buyer members in Jingdong Mall. Figure 25 shows the rating of the buyer member:

Figure 24: The impression line diagram of customer purchasing

User’s mobile phone portrait:
According to the user's evaluation of the product, the user's mobile phone portrait is taken. From the figure, we can clearly see the user's intuitive evaluation of the mobile phone, which can help the business to provide sales quality and help other users to better select the product that suits them.

User’s color preference:

Intuitively reflects the user's love for the color of a certain brand of mobile phones. Help the merchant to locate user's purchase needs more accurately. The user's mobile phone color preference is shown in Figure 26, 27:

![User's color preference](image)

**Fig 26: The char of user color favorites**

![User cell phone portrait](image)

**Fig 27: The portrait of user cell phone**

VII. Conclusion

Throughout the design process, this paper describes the research background of the visualization of e-commerce platform sales data analysis and statistics, and briefly introduces the platform and big data technology used to realize the analysis of e-commerce platform sales evaluation data, as well as the visualization; Secondly, it analyzes and introduces the whole process of building the system: first, it introduces the system architecture composed of data source layer, data ETL layer, data processing and calculation layer, data visualization implementation layer; and shows the system in the form of figure and text description from using webcollector crawler to crawl the big data of mobile phone sales evaluation in Jingdong Mall; the crawled data is imported into MySQL database, then the data is imported to the NoSQL database platform based on HBase massive data through sqoop; finally, under the big data environment, the data is calculated and preprocessed through HDFS and MapReduce, and the processed data is finally realized through the data visualization tool. The following sections...
introduce the core technologies such as Sqoop, Hadoop, HBase, and Phoenix, which are used in the system, including the basic concepts and operating principles of these technologies and their functions in this project. At last, the information content of user's commodity evaluation can be expressed intuitively by means of instrument chart, map, line chart and mobile user's portrait.

The visualization of JD mobile phone sales evaluation data realized in this paper, on the one hand, extracts and cleans the large amount of disorderly and unorganized data to make it organized, and finally stores it in the database, and then visualizes the data to help consumers see JD mobile phone more intuitively, and help consumers quickly and accurately select their favorite products. On the other hand, the visualization of consumer data helps merchants to intuitively understand the needs of consumers and more accurately deliver their products and this technology can also be applied to the visualization of College Students' information.

Although this paper designs a complete system to realize the visualization of big data analysis and statistics of e-commerce platform sales evaluation, there are still some problems in the overall design of the system.

Data Crawling Technology: This article uses the Webcollector crawler technology to crawl the JD mobile phone sales evaluation big data under the Windows system, but crawler crawling speed is not very satisfactory. Using Hadoop-Webcollector distributed crawler technology to crawl sales evaluation big data under Linux system can speed up data crawling.

Data storage technology: Due to the large number of mobile phone evaluation data in Jingdong Mall, the load requirements on this system are relatively high, and MySQL technology may not be able to quickly store the crawled data under windows. Therefore, using the Hive database in Linux system is more conducive to improving the storage speed.

Computation Engine: MapReduce distributed computing framework is used in this paper. Using MapReduce computing framework requires HDFS reading and writing process. However, spark, a fast general-purpose computing engine specially designed for large-scale data processing, can avoid HDFS reading and writing process. Therefore, the use of Spark can be better applied to the data mining processing of big data of JD mobile sales evaluation.

Big data is a very popular word nowadays. When building a big data platform, you may encounter many problems during this period, including computer configuration problems, the proficiency of the Linux language, the number of machines in the design cluster, how to configure the role each node needs to play, the setup of the cluster, the installation and configuration of big data software, the startup sequence and maintenance of the cluster, file format and the realization of sales data visualization by using Java technology. Just because these complex and tedious steps and the unknown problems determine why big data technology has powerful functions and the difficulty of deep learning big data technology, big data technology is full of Psychedelic color.
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