ABSTRACT
The increased mobile connectivity, the range and number of services available in various computing environments in the network, demand mobile applications to be highly dynamic to be able to efficiently incorporate those services into applications, along with other local capabilities on mobile devices. However, the monolithic structure and mostly static configuration of mobile application components today limit application’s ability to dynamically manage internal components, to be able to adapt to the user and the environment, and utilize various services in the network for improving the application experience.

In this paper, we present REACT, a new Android-based framework that enables apps to be developed as a collection of loosely coupled microservices (MS). It allows individual distribution, dynamic management and offloading of MS to be executed by services in the network, based on contextual changes. REACT aims to provide i) a framework as an Android Library for creating MS-based apps that adapt to contextual changes ii) a unified HTTP-based communication mechanism, using Android Inter-Process Communication (IPC) for transporting requests between locally running MS, while allowing flexible and transparent switching between network and IPC requests, when offloading. We evaluate REACT by implementing a video streaming app that dynamically offloads MS to web services in the network, adapting to contextual changes. The evaluation shows the adaptability to contextual changes and reductions in power consumption when offloading, while our communication mechanism overcomes performance limitations of Android IPC by enabling efficient transferring of large payloads between mobile MS.
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1 INTRODUCTION
The mobile device has become the primary device of choice for most users, providing access to most applications and services at their fingertips, from multimedia to personal finance applications. This is enabled by their continuously increasing computing capabilities, high bandwidth and low latency network technologies. According to Cisco’s Trend Report [14], by year 2023 global mobile devices will grow to 13.1 billion from 8.8 billion in 2018. Moreover, advancements in various software (e.g., Machine Learning algorithms) and human-computer interaction (e.g., Augmented Reality) technologies have helped popularize mobile applications and services providing enhanced user experiences and functionality. Thus, gaming, social media and business mobile apps are predicted to be the most popular out of all 299.1 billion downloaded globally by 2023.

Resources and functionalities required for those applications, in turn, increase the demand on resources on mobile devices that they run on, which are inherently resource-constrained. Therefore, the lack of resources in mobile devices limits the user experience and the type of applications and services that can be offered.

Mobile cloud computing [16] bridges the gap between the growing resource demands of mobile applications, and
limited resource availability of mobile devices, through offloading resource-intensive functions to resource-rich application execution environments (e.g., edge, cloud environments) in the network or to other devices. This brings the resource elasticity of cloud computing technology to the much rigid mobile devices. However, existing mobile function offloading frameworks rely on the availability of pre-deployed framework-specific server counterparts in the network [13, 15, 27] to be able to offload computing functions, limiting the overall offloading opportunity. These server counterparts receive and execute offloaded tasks, by following framework-specific execution models and protocols. Partitioning of application components are performed at code level (e.g., through code annotations), maintaining the monolithic code structure, which limits the flexibility and dynamicity in managing independent components. Thus, the application components themselves are monolithically packaged and statically configured for using known server offloading counterparts. This limits the ability of the applications to dynamically use and adapt to newly available services (such as microservice clouds [26]) and new execution environments, respectively.

However, offloading is not always beneficial and may lead to negative performance gains [28]. For example, in cases where it requires large amount of data to be transferred between the mobile device and the cloud when offloading, it may lead to higher execution times as well as increased power consumption. However, under certain conditions the user may prefer to offload functions for obtaining a better functionality and a better user experience, at the expense of increased energy consumption. Therefore, dynamically adapting to various contextual changes [38] when offloading is crucial, while decisions on when to offload, what to offload (which functions) and where to offload (execution environments and other mobile and Internet Of Things devices) have a direct impact on the overall performance of the mobile device.

The availability of services in the network is one of the primary factors that influence mobile function offloading decisions. If there are more services that can be utilized for offloading, the more opportunities and options (e.g., multiple service providers offering same service with varying qualities) the applications have when deciding when and where to offload [29]. Moreover, increased bandwidth, lowered latency and newly introduced edge computing resources in emerging new communication technologies such as 5G [36], do not only increase the efficiency with which those services could be accessed and executed, but also increase offloading opportunities by allowing application and service providers to deploy application and service instances both in the edge and in the cloud.

As a result of the increased ubiquity in services, resource provisioning extends beyond public cloud and the mobile functions may be offloaded to services in the edge as well as to services offered by other mobile/IoT devices. However, as discussed above, monolithic design and statically binding an application to one specific resource or to a specific application server counterpart, offered by the same application provider, limits offloading opportunities that a device may have for improving performance or augmenting functionality. For example, an application provider may deploy instances of the same service at multiple mobile, edge and cloud resources, and a device that is bound only to a specific resource or a server instance in the cloud may not be able to utilize an instance that is closer to the edge or offered by another IoT device within user’s proximity. Moreover, with the increased range of web services provided by the application providers as well as third-party service providers that are available in networks (e.g., varying cloud video encoding/decoding services), allowing applications to dynamically utilize third-party services for offloading mobile functions will further increase offloading opportunities and reduce costs in service provisioning. Therefore, it is imperative that applications can dynamically utilize those third-party services, as opposed to statically binding to a specific server instance in the network provided by the corresponding application provider.

Microservices architecture [25] has become an increasingly popular application structure style and microservice clouds have been used for providing services for various applications [26]. It provides applications with the flexibility to adapt to the underlying technological changes and, the ability to manage resources and control different application functions (i.e., microservices) independently. In this architecture, an application is structured as a set of loosely coupled and independently manageable services that communicate over a lightweight (and often technology-agnostic) protocol (such as HTTP [21]). The fine-grained control of constituent components enabled by the microservices architecture, allows the internal structure of applications to be dynamically changed at runtime. The use of a common communication interface (an application-layer protocol such as HTTP) across all microservices enables dynamic binding to offloading counterparts, i.e., offloading to other microservices over the network. This enables dynamic mobile function offloading and utilization of suitable microservices deployed by the application provider or other third-party service providers. Moreover, with the increased availability, range and number of services (and microservices), mobile offloading frameworks using microservices architecture can significantly increase offloading opportunity and flexibility in choosing the best services to be used towards improving application functionality and performance. Therefore, the
flexibility and adaptability (to contextual changes) of mobile applications can be significantly improved through combining the high flexibility of microservices architecture and the dynamicity of mobile function offloading frameworks.

This paper presents REACT (micRoservice Execution enAbled by effiCient inTer-process communication) \(^1\), a framework (made available as an open-source Android Library \(^2\)) which allows Android mobile applications to be developed as a collection of loosely coupled microservices that can be independently managed. Using the framework, the Android application developers can incorporate into their applications the flexibility provided by the microservices architecture and the adaptability of applications to contextual changes of mobile function offloading frameworks (by offloading functions to improve functionality and/or performance). REACT can be integrated into an application by simply including the provided Android Library and using the provided easy-to-use Application Programming Interface (API). Using REACT, applications can dynamically (based on contextual changes) utilize web services for offloading various mobile Application Functions (AF)/microservices, towards improving performance and functionality of mobile devices, i.e., the presented API allows the developer to modularize an application into constituent microservices, which then in turn can be offloaded independently to be executed on corresponding web services. A new mobile microservice communication mechanism is introduced, which uses the HTTP protocol for communicating between microservices and services in the network, while enabling flexible and dynamic switching between requests to microservices on mobile device and web services in the network, when offloading at runtime, transparently to communicating microservices. Our solution uses Android Inter-Process Communication (IPC) mechanism for transferring messages between communicating microservices within the mobile device. Thus, REACT tackles critical performance limitations incurred by Android IPC when transferring large payloads \([23]\). In the rest of this paper we use ‘Application Functions’ (AF) and ‘Microservices’ interchangeably when referring to application components modularized using REACT.

Our main contributions are;

- An android application framework which enables modularization of app components into microservices for context-aware independent management and offloading of mobile microservices, at runtime.
- A HTTP-based mobile microservice communication mechanism, enabled by Android IPC-based efficient local inter-microservice communication, and flexible switching between local and network communication for dynamic microservice offloading.

2 RELATED WORK

There have been several extensive studies on mobile computation offloading frameworks in the past years \([35]\). These approaches intend to augment capabilities of resource-constrained mobile devices by dynamically offloading computationally intensive tasks to resource-rich destinations. Existing frameworks use services from surrounding computing devices \([2, 17, 30]\) or remote cloud machines \([13, 15, 18, 27, 32, 37]\), where specific protocols and offloading server counterparts are deployed at the offloading destinations, and does not incorporate the microservices architecture i.e., offloading framework specific server counterparts that support their offloading protocol needs to be installed at either surrounding computing devices or remote cloud machines, prior to execution of the application. While work presented in this paper is inspired by insights provided in previous work, REACT focuses on creating flexible mobile applications based on the microservice architecture supporting seamless offloading of local application functions to web services.

MAUI \([15]\) framework allows the developer to provide an initial partition of the application through remordable annotations, indicating methods and classes that can be offloaded to the MAUI server. The main aim of MAUI is to optimize energy consumption by offloading suitable computing intensive application tasks. MAUI runtime on smartphone communicates with the MAUI runtime running on the MAUI server over Remote Procedure Calls when offloading. Likewise, ThinkAir \([27]\) provides method-level task offloading, based on code annotations provided by the developer at design time. ThinkAir code generator then generates remotable method wrappers and other utility functions required for offloading and remote execution of application tasks. Moreover, ThinkAir optimizes application execution by allowing parallel execution of offloaded tasks, speeding up the execution. Both MAUI and ThinkAir gather various hardware, software and network related information through profiling to be used as inputs when making offloading decisions.

CloneCloud \([13]\) provides runtime partitioning of applications at thread level based on a combination of static analysis and dynamic profiling techniques. The system enables partitioning of unmodified applications, i.e., partition without developer’s help. The offloaded tasks are executed on a pre-deployed cloned Virtual Machine (VM) in cloud with higher resource capacity. The application-layer VM-based offloading mechanism is used, where states offloading threads are encapsulated in VMs and them migrated to remote cloud for execution. The execution runtime includes a per-process

\(^{1}\)An early prototype was demonstrated at a major leading congress in 2019, and the complete system was to be demonstrated in 2020

\(^{2}\)The Link to open-source code of REACT Android Library - https://github.com/chathura77/REACT
migrator thread and per-node node manager, for managing thread states (i.e., suspending, packaging, resuming and merging), and for managing nodes (i.e., device-to-clone communication, clone image synchronization and provisioning), respectively. Moreover, the CloneCloud system offloads towards optimizing execution time and energy consumption. Both the local device and the clone are devised with corresponding manager, migrator and profiler counterparts, alongside the application.

Augmenting computational capabilities of mobile devices by offloading tasks at the service level granularity has been studied in [1, 18], where the tasks are offloaded to a remote cloud server that provides computing task execution services as RESTful services. Elgazzar K, et. al [18] presents a task offloading framework which takes the location of the data required for executing offloaded tasks (in a scenario where data is provided by a third-party provider) in addition to the capabilities of the cloud service provider, when making offloading decisions. RMCC [1] framework employs a RESTful API for offloading tasks and takes device energy consumption and execution time when making offloading decisions.

Conventionally, computation task offloading decisions are made for reducing the response time and energy consumption or for exploiting a balance between the two. The seminal work of Kumar et al [28] provided an analytical mode with which one may determine whether offloading tasks can save energy, taking computing resource requirements and instantaneous network condition into consideration. Such decisions may be performed either using rule/policy-based approaches [13, 15, 27] or based on learning techniques [20]. In general, most offloading decision-making strategies consider a combination of factors such as energy consumption, task complexity, network condition, computing resource availability [29] and utilization.

3 DESIGN GOALS & ARCHITECTURE

The ultimate goal of REACT is to improve performance and augmentation of capabilities of mobile devices through utilization of available web services and computing resources in the connected environments. In this section, we present the design objectives of REACT, followed by a high-level overview of REACT’s components.

1. Microservices for mobile applications: Enable mobile applications to be developed as a collection of loosely coupled app functions (i.e., microservices), that communicate using the HTTP protocol [21], allowing them to be independently managed.

2. Dynamic adaptability to contextual changes: Key characteristics of mobile computing environments are their rapid change and volatility. Therefore, any solution that operate in such an environment must adapt to the changes and account for volatility, towards ensuring the requirements of the application execution. REACT enables applications to adapt to contextual changes through allowing functions to be dynamically offloaded based on contextual information gathered from the mobile device.

3. Compatibility with web services: Provide the ability to utilize and incorporate web services in the network as part of the mobile application. Allow mobile devices to dynamically utilize web services over HTTP for mobile function offloading, enabling dynamic binding to offloading server counterparts/web services.

4. Flexible and efficient communication mechanism: Introduce an efficient and flexible communication mechanism unifying inter-AF communication both within device and with services in the network. Use IPC mechanisms provided by Android OS for local AF communication, while also allowing the AF message transport technology (i.e., TCP or Android IPC) to be dynamically switched, transparently to the communicating AFs, depending on their locality.

As depicted in Figure 1, the REACT framework has two major aspects, the API (Section 4) and the REACT Runtime (Section 5). The new IPC-based communication mechanism is introduced in Local Communication Manager (Section 6). The following sections present details of each of those components.

4 PROGRAMMING INTERFACE

The REACT framework provides the developer with an API which can be used for defining various application tasks as independent Application Functions (AF) that can be automatically offloaded to web services running on execution environments in the network (e.g., edge, cloud). Thus, the REACT API enables the creation of interoperable mobile AFs.
that can be executed and dynamically managed within the common REACT platform.

As shown in Figure 2, the REACT library provides a Function Wrapper class which can be used for encapsulating and preparing AF procedures and data structures. This allows the developer to define local AFs matching either existing services in the network, or ones that may be deployed later for enabling runtime offloading (e.g., an app developer may develop and deploy remote counterparts to locally running AFs, as web services, which are in turn used for offloading). For example, in a video viewing application the developer may encapsulate the code that processes the frames into a "process" AF partition along with its constituent procedures and data structures.

Moreover, using the methods provided with the wrapper class, the developer is able to set AF address, e.g., Fully Qualified Domain Name (FQDN) of the service, and handle AF communications by implementing corresponding virtual request handler methods, following the request/response model. At the initialization stage, the wrapper class connects with the underlying REACT runtime and automatically configures AF related parameters (e.g., registering the availability of the AF with the Function Catalogue). All other required AF control and management tasks are done automatically by the underlying management components of the REACT framework, interfacing with the corresponding wrapper classes.

After the initialization phase, AFs become accessible using the provided address, within the device. Any application component (including other AFs) can communicate with the AFs using the "Request" class provided by the framework (or using other provided Request sub-classes which contain methods for parsing and handling responses with specific data types, e.g., ByteArrayRequest, StringRequest).

The API provides the developer with the flexibility to follow other models of application development and structuring methods. Such examples include Microservices and Service Function Chaining (SFC). Microservices is an architecture that structures an application as a collection of loosely coupled services. REACT API allows one to realize microservice based applications on Android devices, using wrapper classes to construct independently manageable components that communicate with other microservices or services over HTTP. SFC model allows one to structure an application as a collection of sequentially connected services. In the example presented in Figure 3, ‘I’ indicates the input interface and ‘O’ indicates the output interface of each AF. Here, the Function Wrapper class is used as the input interface for handling incoming requests while the Request class is used as the output interface for communicating output data to the next AF in chain.

In all above scenarios, the REACT runtime manages both the execution (dynamically offload suitable AF) as well as the communication between AFs (in-device vs network communication).

### 4.1 Function Wrapper

The Function wrapper (as shown in Figure 4) class provides the means for any application component in the device to create independent AFs. It provides an interface for AFs to serve incoming requests on a specific URL. The Java abstract methods provided by the interface allow the developer to handle/serve incoming requests, invoking internal AF procedures, in turn linking them to the REACT runtime. The class also includes other helper functions, that are used by the REACT runtime and not used by the developer (methods automatically invoked for registering/deregistering AFs with the Function Catalogues at runtime). The code snippet in Figure 4 shows the structure of the interface.
4.2 Requests

Requests can be created to request services from AFs or any other web service in the network, in the forms of RESTful (HTTP) or SOAP (Simple Object Access Protocol) requests. In Figure 3, this Request class has been used as the output interface, for transferring the output of one AF to the next one. Once, a request is constructed, depending on the locality of the requested AF, i.e., if the AF is executed locally or in the network, the request is redirected to the locally executed AF or sent over to the service in the network, respectively, by the Execution Engine.

5 EXECUTION & RUNTIME

In this section we describe in detail the REACT runtime components that run on the mobile device. These components are included in the REACT framework library provided to the developer and started automatically when the device and the application start. Since conventional web services can be used for offloading computing tasks in the network and REACT does not require any specific components or configurations to be deployed there, only components at the mobile device are discussed. A separate section has been devoted to the Local Communication Manager component, in Section 6.

5.1 Function Distribution and Execution

Much like the third-party application code that are distributed in the form of libraries today, AFs that use the REACT API (i.e., AFs using the Wrapper class) can be distributed to be used independently in other applications that support the REACT framework. We envision that third-party REACT compatible AF providers may also provide compatible matching web services to be distributed in the network, allowing applications to benefit from the dynamic offloading functionality. Developers can include REACT AF in their apps, and access their services through the Requests. An AF can be dynamically instantiated within an Android application or an Android service, by simply instantiating its corresponding wrapper class (using Java new operator) and invoking start() on the AF instance, after setting required parameters (e.g., Android Application Context [9]).

5.2 Function Catalogues

The function catalogue keeps an up-to-date record of all available functions that are available to serve requests within the device. There exist two catalogues, namely, 1) Local (intra app) function catalogue and 2) Global (inter app) function catalogue. The intra-app catalogue keeps record of AFs that are available only within the application, while the inter-app catalogue keeps record of AFs that area available device wide (i.e., implemented as an independent android service, while a AF registration and query interfaces are exposed over Android IPC) All AFs register with the intra-app catalogue as its default behavior, while the application developers can choose to make an AF available to other apps by setting the corresponding ‘global catalogue’ parameter to ‘true’ in registerFunction() method in the Function Wrapper class. For example, a new functionality may be made available (as an always-on Android Service) for all applications running locally by a third-party application provider or by Android OS, while still enabling the flexibility of offloading to the network (enabled by REACT framework). Each AF record contains the following tuples.

- Address: Each AF is assigned an address. For offloading an AF to be executed by a web services in the network, the address must adhere to the condition that there must be an address mapping logic with which an AF address can be mapped to the URL of the web service in the network. For example, the current implementation uses the reverse-DNS notation of the corresponding web services used for offloading, to name the corresponding AFs, enabling a simple and efficient mapping between local AFs and web services. This mapping logic is realized in lookup() function in the Context Manager.

- Communication method: REACT allows AFs to support multiple communication methods. REACT configures Android Intent broadcast IPC as the default communication method, but a given AF may offer one or more in-device function-to-function communication method for serving requests, using any of existing android IPC mechanisms. REACT allows the developer to specify the supported communication methods when initializing the Function Wrapper instance, which are then automatically added into the catalogue. However, it is advisable not to enable more than one communication method per AF for reducing the communication management overhead caused by separate communication types. To overcome shortcomings such as limited bandwidth and inefficient memory usage of Android IPC mechanisms, we introduce our own communication mechanism in Section 6.1, which can be used by AFs.

5.3 Context manager

The Context Manager gathers various instantaneous and real-time context information which can be used for optimizing application execution, personalizing the user experience and for dynamically adapting the application to the conditions in the environment. The Context Manager is aware of the locally running AFs (received from catalogues as shown in Figure 1) and gathers other information in following categories.

- Location: Mobility of the device play an important role in deciding when to offload, e.g., prior knowledge
of the web services available within a campus, may allow the users within the campus to offload when in the premises. Most modern mobile devices come with GPS sensors which can be used to obtain user’s geographical coordinates. APIs provided by mobile platforms can be used to access instantaneous GPS information.

- **Device Resources:** When making offloading decisions, the status of the resources on the device is crucial, (e.g., when offloading for optimizing local resource consumption). Such status information include: CPU utilization, memory utilization, battery charging status, battery level, and storage capacity. For example, battery “plugged” and “unplugged” statuses as well as the current battery level can be used for deciding whether to offload a resource intensive AF when not plugged into a power source.

- **Connectivity:** Mobile devices today come with a range of communication interfaces supporting a wide range of applications. Such interfaces include, Cellular, Bluetooth, WiFi and NFC, each having different characteristics and capabilities. Real-time network connectivity information is imperative to be used for making offloading decisions. For example, an offloading algorithm may consider the instantaneous network throughput and latency information, as they are two parameters that directly affect the performance when offloading.

### 5.4 Offload Decision Making Engine

The **Decision Making Engine** decides on the best execution strategy for AFs, based on information provided by the **Context Manager**. Based on a set of preconfigured policies (or an algorithm) this component decides whether to execute a given AF locally on the mobile device or to offload to be executed by a service in the network. Thus, it invokes the corresponding callback methods (`offloadFunction` and `initFunction`) for offloading or executing a AF locally. This, in-turn calls the **Wrapper class** to stop/start the AF, and **Execution Engine** to switch traffic between IPC and network. For example, if a specific AF happens to cost more energy when executed locally than offloaded, the **Offload Decision Making Engine** may decide to offload it when the device is not plugged into power. Similarly, when the device is connected to user’s home WiFi network, computing-intensive tasks of a mobile game may be offloaded to a gaming console connected to the same network.

### 5.5 Execution Engine

Requests that are created get added to a First In First Out (FIFO) queue that is managed by the **Execution Engine**. The execution of each request is initiated based on the requested AF’s locality and its chosen communication mechanism, that is provided by the **Offload Decision Making Engine**. This results in either sending the request to a service executed in the network (over the **HttpStack** in REACT that implements HTTP protocol stack), or in-directing it to a locally executing AF (over the **IPCStack**), i.e., if the AF has been decided to be offloaded then the request is sent as a HTTP request to the web service, otherwise, the request is provided to the **Local Communication Manager** for sending it to the locally executing AF using the chosen local function communication mechanism (i.e., any available IPC mechanism).

**Local Communication Manager** uses the same communication medium for responses as their corresponding requests. Switching between IPC and network requests are performed on a request-by-request basis, and transparently to the AFs. AFs are agnostic to the underlying communication mechanism used. Therefore, AFs are not aware of weather peer-ing AFs reside locally or in the network and, do not need communication mechanism specific procedures to be implemented within AFs. Moreover, this decoupling of underlying communication and lifecycle management from AF’s internal procedures, allows REACT to upgrade existing features without altering AFs themselves (i.e., AF specific internal procedures - and its required to recompile after updating the included REACT library). Further details on how requests are handled by the **Local Communication Manager** when AFs communicate locally are presented in Section 6.

### 6 LOCAL COMMUNICATION MANAGER

When in-directing requests to locally executing AFs, any of the IPC mechanisms offered by the mobile platform may be used. The **Local Communication Manager (LCM)** sends the Request (and receives the Response) over the chosen IPC mechanism, while hiding complexities specific to the local communication mechanisms from the **Execution Engine**. For example, it turns all local AF communication into the Request/Response model, i.e., turns all asynchronous Android IPC communication into Request/Response model. Support for each communication mechanism (e.g., Android IPC type) is enabled by the included **IPCStack** implementations, allowing for new communication mechanisms to be added later through new implementations of **IPCStack**. Thus, LCM can easily be extended later to support AF communication mechanisms other than existing Android IPC, although in this paper we focus only on improving existing Android IPC used for AF communication.

Upon receiving a Request, LCM selects a local communication method and the corresponding stack implementation for establishing connectivity. The selection of the most suitable communication method (from available **IPCStack**
implementations) can be based on any meaningful condition and realized as the selection algorithm. However, the current implementation simply selects the one set by the AF developer, i.e., the local communication mechanism set with highest priority (in an ordered list of supported mechanisms provided), by the developer of the requested AF.

The most prominent abstraction to the underlying Binder IPC kernel driver is Android Intent [12]. LCM uses Android Intent [10] messages as the default unified intra-app (process local Intents [5] with improvements made through extensions to android Intent IPC introduced in Section 6.1) and inter-app (Android global broadcasts [4]) communication mechanism due to its flexible, easy to use and optimized management procedures that are widely used throughout the Android OS [12]. Figure 5 shows the message format used when sending AF (request/response) messages over Android Intent IPC. Data in messages are stored as Key-Value pairs, with field names as keys and their values in the corresponding value fields. The Intent action field is used as the AF address field, while extra fields are used for storing all other fields, including the payload.

The ‘Reqid’ field contains an identifier that uniquely identifies the request (which is also in the response for matching responses with requests). The ‘Method’ and ‘URL’ fields contain the request type, which follows the web request type convention (e.g., GET, POST), and the complete AF resource/service URL (if in the Request), respectively. The ‘Payload’ field contains the body of the message. The ‘Status’ field contains the status code of the response, following the same convention of the ‘status code’ values of HTTP [24].

6.1 Application-Layer Heap

A major drawback of using any Android IPC (e.g., Intent, Binder, Content Provider) for communicating among AFs locally when not offloading, is the resulting significant increase in memory overhead when transferring large payloads [23] and inefficient memory management which eventually lead apps to crash. This renders Android IPC impractical to be used for some applications such as, continuous sensing and streaming apps, that require sending a large amount of data between AFs.

Specifically, the focus of this section is on further improving communication efficiency of AFs within the same application (intra-app), for the application scenario of runtime bandwidth and latency requirements of intra-app AF communication are higher, and the messages sent between inter-app AFs do not include large payloads (decided by app developer at design-time - AFs with high bandwidth and latency requirements reside in the same Android app locally in the mobile device). Therefore, we continue to use Android IPC (Intent abstraction of Binder) in its original form for inter-app communication.

We introduce an alternative intra-app AF-to-AF communication mechanism for overcoming aforementioned limitations imposed by Android IPC mechanisms, while still enabling flexible offloading of AFs into the network. Application-layer Heap introduced in Figure 6 provides a shared memory space for storing and communicating data between AFs. When AFs communicate within the same app, Payload data stored on Application-layer Heap are not shared with Android IPC or the broader system and, does not leave the application process. Moreover, Application-layer heap maintains only one copy of data and provides REACT framework with complete control over the management of data (e.g., store, delete), i.e., it stores the payload when initializing a message and deletes it immediately after transmission is complete. This removes any unwanted copying and other inefficiencies when managing large payloads in memory by Android IPC.

Alternatively, it is also possible for AFs to directly access the Application-layer Heap, such that, operations in memory (store, amend, delete) can be manually performed by AFs and, in turn provide/receive the reference to payload in memory to/from REACT for transmitting, respectively. However, details on how this can be done using tools provided by the REACT framework library is not disclosed here as
it is out of scope of this paper. Therefore, in the rest of the paper, all memory operations are assumed to be performed automatically by the LCM.

When communicating using Application-layer Heap, only a reference (‘PaylRef’) to the (non-empty) payload is transmitted between AFs, as can be seen in the format of request/response messages in Figure 5. Given the improved performance when transmitting small messages [23], REACT uses Android app-local Intent IPC [5] for communicating Application-layer Heap based messages that only contain references (‘PaylRef’) in the message body. Once, the message reaches its destination, the payload data is automatically retrieved from the Application-layer Heap and provided to the corresponding AF, before releasing the memory space occupied by the message payload.

It is imperative that application data is localized and external exposure to them are limited (outside the app process) as much as possible, maintaining process-based isolation of data in Android [33]. Therefore, request/response payload data stored in Application-layer Heap is only accessible locally within the app, and the data itself does not leave the app at any point during intra-app AF communication, while the reference information included in the IPC messages is not useful outside the app. Widely used existing secure web protocols, such as HTTPS, may be used when offloading AFs to web services for securing application data against attacks.

Any underlying Application-layer Heap implementation, 1) maintains only one copy of data in the device, 2) contains data within the app process, 3) provides LCM with means for storing and retrieving data, for sending and receiving requests and responses at the function borders, respectively. It is assumed that 3) provides a ’PaylRef’ value per each stored payload data for uniquely identifying and accessing.

REACT library provides a common interface (Heap interface - code snippet shown in Figure 7) which can be used for implementing and providing application-layer heap implementations to LCM, i.e., the interface can be used for providing new application-layer heap implementations, other than the one provided. Any object that implements this interface can be added to LCM using the methods provided by the library. The ‘malloc’ and ‘write’ methods are used for storing payload data, by allocating a block of space (that matches the size of the data) in memory and writing the data to it, respectively, before adding the reference number returned by ’malloc’ to the ’PaylRef’ field in the message body (Figure 5). Likewise, ’read’ and ’free’ method are used for retrieving data and freeing/deleting used memory blocks, respectively.

byte[] read(long reference);

void free(long reference);
with new bytes, according to the new block structure, when the corresponding 'free' portion of memory gets assigned to a new reallocation.

`malloc` reuses 'free' blocks after resizing to match the new block size, releasing the remainder of bytes back to heap as 'free' memory, if any. However, if `ByteArrayHeap` left unmanaged, over time, the operations described above can potentially leave the underlying `ByteArray` increasingly fragmented, e.g., due to residue bytes of reused blocks left unused. Thus, the adjacent 'free' blocks gets periodically merged and 'free' blocks at the end of the list gets deleted (getting released to the non-allocated space). Finally, when retrieving payload data (with the `read` method), only the bytes within the border (bytes from 'reference' location to end location of the block inclusive) of the corresponding block is read.

In summary, LCM enables Execution Engine to flexibly switch between IPC provided by the Android system and network requests, based on AF offloading decisions made by the Offload Decision Making Engine. Moreover, application-layer heap enables, REACT localise intra-app communication data and, transport large payloads using Android IPC between intra-app AFs efficiently.

7 IMPLEMENTATION

When building a REACT prototype, we have used the Android Volley HTTP library [11] for creating and handling HTTP requests/responses that are sent between offloaded services and application functions that are running on the device. We have modified the Volley library for implementing the functionality of the Execution Engine of the REACT architecture (in Figure 1), incorporating interfaces to the Local Decision Making Engine and the Local Communication Manager, for indirection requests to corresponding locally executing application functions, based on the offloading decisions made by the Offloading Decision Making Engine. REACT uses `RequestQueue` of the Volley library for queuing and processing inter-AF requests.

**Microservice/AF Addressing**: REACT identifies all application components, AFs/microservices running locally on the devices and web services in the network by their FQDN (Fully Qualified Domain Name). Locally executing AFs/Microservices may use the same FQDN (as their address), as their matching services (that are used for offloading) in the network. Such an addressing scheme simplifies the identification and mapping of addresses between locally executing AFs and corresponding services in the network, providing a one-to-one mapping. However, following the Java/Android application naming convention [7], addresses of all locally executing AFs use the reverse FQDN of its web service counterpart. For example, an AF may be addressed "com.example.myapp.process" when the address of the web service counterpart is available on "process.myapp.example.com". In this example, the application ID is com.example.myapp and the process function is provided by the application provider ("com.example.myapp"). Likewise, the developer may also include REACT compatible mobile AFs/microservices along with its web service counterparts provided by a third-party application provider (e.g., "com.example2.thirdpartyapp"), i.e., AFs using REACT wrapper class, distributed by the provider as a third-party android library. This allows REACT to discover locally running AFs and indirect corresponding incoming requests to corresponding functions.

8 EVALUATION

We have implemented an REACT prototype for demonstrating how mobile applications can be developed as a collection of AFs (following the microservices architecture), and how they can be managed dynamically at runtime while adapting to contextual changes. Mainly, we focus the on the flexibility provided by the framework for offloading AFs and managing the communication between locally executing AFs and offloaded AFs, using the application scenario presented in Section 8.1. Moreover, we evaluate the performance of the communication mechanism introduced for inter-app AF communication.

The results presented shows the flexibility in managing AFs running on a user’s primary device, while adapting contextual changes. The REACT implementation used for our evaluation is based on Android v.10. We have used Google Pixel 2 XL, Nvidia Shield Pro devices, and a KVM VM deployed in an Openstack environment, which are all connected to the same 2.5GHz Wi-Fi access point.

8.1 Application Use Case

For demonstrating and evaluating the capabilities of the REACT framework, we have implemented an Android video viewing application (setup and app shown in Figure 9). Using the REACT API, the application has been developed as a collection of three AFs, namely, "Control" AF, "Display"
AF and "Process" AF. The Control AF provides the user with a control interface, allowing the user to perform various video control actions (e.g., start/pause video). The "Process" AF receives the video from a video source in the network, processes the video by applying an effect (selected by the user), and provides the output to the "Display" AF, forming a service chain. The "Display" AF displays the video on the screen. However, in this paper, we do not discuss the details of application-specific internal AF implementations themselves (e.g., video synchronization between AFs, video related control signalling between AFs), but instead focuses only on the effect REACT has on the mobile device during management and flexible execution of those AFs in a distributed environment. The video app is run on a Google Pixel 2 XL mobile device, and we fix the resolution of video to 360x640 for all experiments.

**Web services in the network:** We assume that a matching Process function and a Display function are available in the network (i.e., accessible through the WiFi network). A Process service is implemented as a C++ application, and deployed in a Openstack environment which serves Process service requests over the Apache web server [34]. Likewise, a matching Android Display service/AF is deployed on the NVidia Android TV device that is connected to a TV screen, which displays the video on the connected TV, based on requests received from the Control AF over the web interface (using the NanoHTTPD [19] android embedded HTTP server). When the mobile device offloads to the Display service, it retrieves the processed video frames from the Process service deployed in the network, leaving only the Control AF on the mobile device.

**Offload Decision Making:** We have employed a simple offloading policy that takes the network connectivity and NFC tag readings as input. The Process AF is offloaded only when the user is connected to the home network. Likewise, the Display AF is offloaded (and pulled back to mobile device) only on reading a known NFC tag associated with a display device with Display service installed, while at the same time connected to the HOME Wi-Fi network. Both policies are manually programmed into the Offload Decision Making Engine.

### 8.2 Power Consumption

In order to quantitatively demonstrate the overall performance of the REACT framework and the adaptability of the application that use the framework, we analyse the changes in instantaneous power consumption. For measuring the power consumption of the Android device, we use the Android’s BatteryManager [22] [3].

Figure 10 shows the changes in power consumption as a result of dynamic AF offloading, triggered by the changes in network connectivity and NFC readings. As the user connects to the home Wi-Fi network, REACT offloads the Process AF, as instructed by the Offloading Decision Making Engine, reducing the instantaneous overall app power consumption by ∼1.01 watts on average. Then, as the user disconnects from the home Wi-Fi network, the Process function is dynamically initiated locally and the communication between the local Process and Display functions are re-established automatically as the Process AF registers against the function catalogue as a locally available AF. Likewise, when offloading Display AF (along with Process AF), based on NFC tag readings, reducing the instantaneous overall app power consumption by ∼1.53 watts on average.

Improvements that may be made in power usage by offloading, depends on the resource (and communication) intensity of the AF being offloaded. However, choosing or developing suitable AFs towards improving power consumption is out of the scope of this paper, and relies solely on the static polices programmed in Offload Decision Making Engine for showing REACT’s dynamic and flexible management of independent AFs. Figure 11 shows the average power consumption (per second) of the video viewing application running on the mobile device, depending on the video effect (with varying computing intensity) that’s being used. Specifically, on average, offloading can save power when using the

---

**Figure 10:** Power usage when executing Process AF (with “Sharpen” effect enabled), local vs offloading

**Figure 11:** Average power consumption
8.3 Memory Overhead

We used Runtime [6] on Android to measure the Random Access Memory (RAM) usage within the application memory space, and used MemoryInfo [8] for measuring the system-wide RAM usage.

As shown by previous studies [23] (and as mentioned in Section 6.1) Android IPC mechanisms (in our case Android Broadcast Intents) suffer significant performance penalties when used for transferring large payload data. Specifically, this can be observed over time in the application memory usage, both at application level (shown in Figure 12(a)) and system level (shown in Figure 12(b)). In both cases, memory consumption increases continuously over time, until the application crashes, after reaching the maximum amount of memory available to the application, ~110 seconds after running the application.

However, Figure 12(c) and Figure 12(d) shows how memory usage at the application level and system level is being stabilized (at ~200Mb) through our application-layer heap enabled AF communication mechanism, respectively. The shared memory space provided by the app-layer heap has enabled REACT to localise the application specific data in intra-app AF communication while also improving the efficiency of the Android IPC mechanism. The merge procedures introduced in Section 6.1 keeps the application-layer heap de-fragmented. Figure 13(a) shows the average app-layer heap usage per second. Figure 13(b) shows how the number of created memory blocks increase when merge is disabled, while enabling merge procedures keeps the number of blocks to a minimum. As the number of memory blocks increase, the application eventually crashes (~150 seconds after running the application).

9 CONCLUSION

We have presented REACT, an Android-based application framework that enables mobile applications to be developed as a collection of loosely couple AFs/microservices (goal 1). REACT manages microservices individually, allowing fine-grained application components to be dynamically offloaded to be executed by web services in the network (goal 3) based on contextual changes (goal 2). The Local Communication Manager transfers requests and responses between microservices efficiently using our newly introduced application-layer heap enabled Android IPC mechanism, and enables seamless switching between network requests and Android IPC based requests transparently to the communicating microservices. Thus, the communication medium of microservice requests can be dynamically changed, depending on the locality of communicating microservices (goal 4). Our prototype implementation has proved that REACT enables the development of highly flexible microservices-based mobile applications that are highly dynamic and adaptable to contextual changes.

The newly introduced, application-layer heap enabled Android IPC mechanism has proven to improve the efficiency of Android IPC, reducing memory overhead when communicating messages with large payloads between locally executing microservices. We expect REACT, distributed as an easy to use Android Library, to kick start the development of creative and useful microservices based Android mobile applications.
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