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Abstract

Functional data often arise in the areas where the causal treatment effect is of interest. However, research concerning the effect of a functional variable on an outcome is typically restricted to exploring the association rather than the casual relationship. The generalized propensity score, often used to calibrate the selection bias, is not directly applicable to a functional treatment variable due to a lack of definition of probability density function for functional data. Based on the functional linear model for the average dose-response functional, we propose three estimators, namely, the functional stabilized weight estimator, the outcome regression estimator and the doubly robust estimator, each of which has its own merits. We study their theoretical properties, which are corroborated through extensive numerical experiments. A real data application on electroencephalography data and disease severity demonstrates the practical value of our methods.
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1 Introduction

In observational studies, a fundamental question is to investigate the causal effect of a treatment variable on an outcome. Traditionally, a large amount of works focus on a binary treatment variable (i.e., treatment versus control); see e.g., Rosenbaum and Rubin (1983); Hirano et al. (2003); Imai and Ratkovic (2014, 2015); Chan et al. (2016); Athey et al. (2018); Ding et al. (2019); Tan (2020); Guo et al. (2021). Recently, there is a growing interest in studying more complex treatment variables, e.g., categorical (Lopez and Gutman, 2017a,b; Li and Li, 2019) and continuous variables (Hirano and Imbens, 2004; Galvao and Wang, 2015; Kennedy et al., 2017; Fong et al., 2018; Kennedy, 2019; Ai et al., 2021; Bonvini and Kennedy, 2022).

Our interest is to estimate the average dose-response functional (ADRF) of a functional treatment variable. Functional data, usually collected repeatedly over a continuous domain, arise in many fields such as astronomy, economics and biomedical sciences. Such data are essentially of infinite dimension and thus fundamentally different from scalar variables; see Wang et al. (2016) for a review on functional data analysis. Our setting is substantially distinct from those of the observational longitudinal studies (Robins, 2000; Robins et al., 2000; Moodie and Stephens, 2012; Imai and Ratkovic, 2015; Zhao et al., 2015; Kennedy, 2019), where the treatment variable takes binary values at each time point and the outcome variable also depends on time. In contrast, the functional treatment variable considered here is real-valued over a continuous domain (not limited to time but can be space, frequency, etc.) and the outcome variable is a scalar that does not vary with respect to (w.r.t.) that continuous domain. Real data applications of our setting can be found in the literature on the scalar-on-function regression; see Morris (2015) for a review. For example, we may be interested in the causal relationship between daily temperature and crop harvest.
Figure 1: A random subsample of 20 frontal asymmetric curves from the EEG dataset.

(Wong et al., 2019), spectrometric data and fat content of certain types of food (Ferraty and Vieu, 2006), daily air pollution and mortality rate (Kong et al., 2016), etc. Our work is motivated by an electroencephalography (EEG) dataset (Ciarleglio et al., 2022), which was collected to investigate possible causation between the human neuronal activities and severity of the major depressive disorder. A random subsample of 20 frontal asymmetric curves measuring intensity of the human neuronal activities is shown in Figure 1.

In a nonrandomized observational study, it is impossible to identify the causal effect without imposing any assumption. In addition to basic assumptions like the stable unit treatment value assumption, consistency and positivity, a routinely used condition for identification is the unconfoundedness assumption (Rosenbaum and Rubin, 1983) i.e., the potential outcome is independent of the treatment given all the confounding covariates. For a continuous scalar treatment, under the unconfoundedness assumption, the generalized propensity score or the stabilized weight (Hirano and Imbens, 2004; Imai and van Dyk, 2004; Galvao and Wang, 2015; Kennedy et al., 2017; Ai et al., 2021; Bonvini and Kennedy, 2022) has been widely used to calibrate the selection bias, which relies upon the (conditional) density of the treatment variable. However, the probability density function of functional
data generally does not exist (Delaigle and Hall, 2010). Therefore, in our context, neither of the generalized propensity score or stabilized weight is well defined, and thus the traditional methods are not directly applicable. To circumvent the problem, Zhang et al. (2021) proposed to approximate the functional treatment variable based on functional principal component analysis (FPCA) and defined a stabilized weight function by the (conditional) probability density of the PC scores to adjust the selection bias. However, their estimator is not well defined when the number of PCs tends to infinity and thus asymptotic consistency is not guaranteed.

Under the unconfoundedness assumption in the context of a functional treatment variable, we propose three estimators of the ADRF, including a functional stabilized weight (FSW) method, a partially linear outcome regression (OR) method and a doubly robust (DR) approach by combining the two. Specifically, the first estimator assumes a functional linear model for the ADRF and incorporates a new FSW. In contrast to Zhang et al. (2021), our FSW is well defined and guarantees the identification of the ADRF. By constructing a novel consistent nonparametric estimator of the FSW, we can estimate the ADRF by functional linear regression with the weighted outcome. Our second estimator assumes a more restrictive linear model taking the confounding variables into account. The model quantifies the ADRF by the expectation of the linear model with respect only to the confounding variables, which is computed through a backfitting algorithm. Further, by combining the first two estimators, we propose a new DR estimator, which is consistent if either of the first two estimators is consistent. In particular, it enjoys a fast convergence rate as the second estimator if the partially linear model is correctly specified; while it imposes less restrictive modelling assumptions as the first estimator, which is still consistent although has a slower convergence rate. Such double robustness is different from those
in the literature on a continuous scalar treatment variable (see e.g., Kennedy et al., 2017; Bonvini and Kennedy, 2022), where the DR estimator is consistent if one of two models for the conditional outcome and the generalized propensity score is correctly specified. In our case, the functional linear model for the ADRF is required for the consistency of all the three estimators; and the FSW, serving the role of the generalized propensity score, is estimated nonparametrically.

The rest of the paper is organized as follows. We introduce the basic setup for identification of ADRF in Section 2, followed by development of our three estimators in Section 3. We investigate the convergence rates of the estimators in Section 4, and provide detailed cross-validation procedures for selecting tuning parameters in Section 5. The simulation and the real data analysis are presented in Sections 6 and 7, respectively. Section 8 concludes with discussion, and the supplementary material contains all the technical details.

2 Identification of Average Dose-Response Functional

We consider a functional treatment variable such that the observed treatment variable, denoted by  \( Z = Z(\cdot) : \mathcal{T} \to \mathbb{R} \), is a smooth real-valued random function defined on a compact interval  \( \mathcal{T} \), with  \( E\{\int_{\mathcal{T}} Z^2(t) \, dt\} < \infty \). Let  \( Y^*(z) \) be the potential outcome given the treatment  \( Z = z \) for  \( z \in L^2(\mathcal{T}) \), the Hilbert space of squared integrable functions on  \( \mathcal{T} \). For each individual, we only observe a random treatment  \( Z \) and the corresponding outcome  \( Y = Y^*(Z) \in \mathbb{R} \). We are interested in estimating the ADRF,  \( E\{Y^*(z)\} \), for any  \( z \in L^2(\mathcal{T}) \).

Unlike an observational longitudinal study (Robins, 2000; Robins et al., 2000; Moodie and Stephens, 2012; Imai and Ratkovic, 2015; Zhao et al., 2015; Kennedy, 2019), here we assume that the outcome variable  \( Y \) does not depend on  \( t \in \mathcal{T} \), where the interval  \( \mathcal{T} \) is not
limited to representing a time interval, but can also be a space, a domain of frequencies, etc. Instead of considering the association between $Z$ and $Y$ as in the traditional regression setting, here we investigate their causal relationship. We assume that the functional variable $Z$ is fully or densely observed. Essentially, our methodology can be applied when $Z$ is only sparsely observed as long as the trajectory of $Z$ can be well reconstructed, while development of asymptotic properties in such cases would be much more challenging (Zhang and Wang, 2016).

A fundamental problem of causal inference is that we never observe $Y^*(z)$ simultaneously for all $z \in L^2(\mathcal{T})$. This is a more severe issue in our context, compared to the traditional scalar treatment case, because $Z$ is a functional variable valued in an infinite dimensional space. It is then impossible to identify $E\{Y^*(z)\}$ from the observed data alone without any assumption. Let $X = (X_1, \ldots, X_p)^\top \in \mathbb{R}^p$ be the $p$-dimensional observable confounding covariates that are related to both $Y^*(z)$ and $Z$. We impose the following assumptions in order to identify $E\{Y^*(z)\}$.

**Assumption 1**

(i) Unconfoundedness: Given $X$, $Z$ is independent of $Y^*(z)$ for all $z \in L^2(\mathcal{T})$, i.e.,

\[
\{Y^*(z)\}_{z \in L^2(\mathcal{T})} \perp Z \mid X.
\]

(ii) Stable unit treatment value assumption: There is no interference among the units, i.e., each individual’s outcome depends only on their own level of treatment intensity.

(iii) Consistency: $Y = Y^*(z)$ a.s. if $Z = z$.

(iv) Positivity: The conditional density $f_{X \mid Z}$ satisfies $f_{X \mid Z}(X \mid Z) > 0$ a.s.

Assumption 1 is a natural extension of the classical identification assumption in the literature of scalar treatment effect (Rosenbaum and Rubin, 1983; Hirano and Imbens,
2004; Kennedy et al., 2017) to the context of a functional treatment variable. The positivity condition (iv) in Assumption 1 is different from that widely used for identifying the scalar treatment effect, where the generalized propensity score, defined by the probability density of the treatment variable conditional on the confounding covariates, is required to be positive. However, the probability and the conditional probability density functions of functional data, i.e., \( f_Z \) and \( f_{Z|X} \), generally do not exist (Delaigle and Hall, 2010). To circumvent this problem, we impose the positivity condition for the conditional density \( f_{X|Z} \), which is well defined.

Under Assumption 1, the ADRF can be identified from the observable variables \((X, Y, Z)\) in the following three ways,

\[
E\{Y^*(z)\} = E[E\{Y^*(z)|X\}] = E[E\{Y^*(z)|X, Z = z\}] = E\{E(Y|X, Z = z)\}; \quad (2.1)
\]

Alternatively, we have

\[
E\{Y^*(z)\} = E\{E(Y|X, Z = z)\} = \int_{\mathbb{R}^p} E(Y|X = x, Z = z) f_X(x) dx
= \int_{\mathbb{R}^p} E(Y|X = x, Z = z) \frac{f_X(x)}{f_{X|Z}(x|z)} f_{X|Z}(x|z) dx
= E\{\pi_0(Z, X)Y|Z = z\}, \quad (2.2)
\]

where \( \pi_0(Z, X) = \frac{f_X(X)}{f_{X|Z}(X|Z)} \) is called the functional stabilized weight (FSW). Note that if \( Z \) were a scalar random variable, we have \( \frac{f_X(X)}{f_{X|Z}(X|Z)} = f_Z(Z)/f_{Z|X}(Z|X) \), where the right-hand side is the classical stabilized weight. Let \( E_X \) denote the expectation w.r.t. \( X \). Noting that \( E[E_X\{E(Y|X, Z)\}|Z = z] = E\{E(Y|X, Z = z)\} \) and \( E\{E(Y|X, Z)\pi_0(X, Z)|Z = z\} = E\{Y\pi_0(X, Z)|Z = z\} \), together with (2.1) and (2.2), we can also identify \( E\{Y^*(z)\} \) as

\[
E\{Y^*(z)\} = E[\{Y - E(Y|X, Z)\}\pi_0(X, Z) + E_X\{E(Y|X, Z)\}|Z = z]. \quad (2.3)
\]
We assume that our observed data \((X_i, Y_i, Z_i), \text{ for } i = 1, \ldots, n\), are i.i.d. copies of \((X, Y, Z)\). Based on identification strategies (2.1), (2.2), and (2.3), we develop three estimators of \(E\{Y^*(z)\}\) under different model assumptions, each of which has its own merits.

3 Models and Estimation Methods

For all the three methods, we make the following functional linear model assumption on the ADRF:

\[
E\{Y^*(z)\} = a + \int_T b(t) z(t) \, dt,
\]

where \(a\) is the scalar intercept, and \(b \in L^2(T)\) is the slope function. Such model is widely used in the literature of scalar-on-function regression. Under such a model, the slope function \(b = b(\cdot)\) becomes the quantity of primary interest convenient for the causal inference, because it measures the intensity of the functional treatment effect. For example, to compute the average treatment effect (ATE), \(E\{Y^*(z_1) - Y^*(z_2)\}\), of two given \(z_1, z_2 \in L^2(T)\), it suffices to compute \(\int_T b(t) \{z_1(t) - z_2(t)\} \, dt\).

3.1 Functional Stabilized Weight Estimator

Our functional stabilized weight (FSW) estimator does not rely on any model assumption other than (3.1). In particular, equation (2.2) suggests that we can estimate \(E\{Y^*(z)\}\) in (3.1) using the classical functional linear regression technique (e.g., Hall and Horowitz, 2007) with the response variable \(Y\) replaced by \(\hat{\pi}(Z, X)Y\), provided an estimator \(\hat{\pi}\) of \(\pi_0\).

To facilitate the development, suppose that an estimator \(\hat{\pi}\) of \(\pi_0\) is available for now. Let \(G(t, s) = \text{Cov}\{Z(t), Z(s)\}\) be the covariance function of \(Z\). Its eigenvalues \(\lambda_1 \geq \lambda_2 \geq \cdots \geq \).
0 and the corresponding orthonormal eigenfunctions \( \{ \phi_j \}_{j=1}^{\infty} \) are defined as follows,

\[
\int_{\mathcal{T}} G(t, s) \phi_j(s) \, ds = \lambda_j \phi_j(t), \text{ for all } t \in \mathcal{T},
\]

(3.2)

where \( \{ \phi_j \}_{j=1}^{\infty} \), also called the PC basis, is a complete basis of \( L^2(\mathcal{T}) \). According to the Karhunen–Loéve expansion, we have

\[
Z(t) = \mu_Z(t) + \sum_{j=1}^{\infty} \xi_j \phi_j(t),
\]

(3.3)

where \( \mu_Z(t) = E\{ Z(t) \} \) and \( \xi_j = \int_{\mathcal{T}} \{ Z(t) - \mu_Z(t) \} \phi_j(t) \, dt \).

With no ambiguity, let \( G \) denote the linear operator such that \( (G \circ \psi)(t) = \int_{\mathcal{T}} G(t, s) \psi(s) \, ds \), for a function \( \psi \in L^2(\mathcal{T}) \). Combining (2.2), (3.1) and (3.3), we can write

\[
E\{ \pi_0(Z, X) Y | Z = z \} - \mu_{Y,\pi} = \int_{\mathcal{T}} b(t) \{ z(t) - \mu_Z(t) \} \, dt,
\]

where \( \mu_{Y,\pi} = E\{ \pi_0(Z, X) Y \} = a + \int_{\mathcal{T}} b(t) \mu_Z(t) \, dt \). It follows that \( (G \circ b)(t) = e(t) \), where \( e(t) = E[\{ \pi_0(Z, X) Y - \mu_{Y,\pi} \} \{ Z(t) - \mu_Z(t) \}] \). Noting that \( \{ \phi_j \}_{j=1}^{\infty} \) is an orthonormal complete basis of \( L^2(\mathcal{T}) \), we can write \( b(t) = \sum_{j=1}^{\infty} b_j \phi_j(t) \) and \( e(t) = \sum_{j=1}^{\infty} e_j \phi_j(t) \), and combining with (3.2), we obtain for all \( j \) that

\[
b_j = \int_{\mathcal{T}} b(t) \phi_j(t) \, dt, \text{ and } e_j = \int_{\mathcal{T}} e(t) \phi_j(t) \, dt = \int_{\mathcal{T}} (G \circ b)(t) \phi_j(t) \, dt = b_j \lambda_j.
\]

The above argument suggests that we can estimate \( b(t) \) by \( \hat{b}_{FSW}(t) = \sum_{j=1}^{q} \hat{b}_{FSW,j} \hat{\phi}_j(t) \) with \( q \) being a truncation parameter and \( \hat{b}_{FSW,j} = \hat{\lambda}_j^{-1} \hat{\psi}_{FSW,j} \), where the \( \hat{\lambda}_j \)'s and \( \hat{\phi}_j \)'s are the eigenvalues and the eigenfunctions of the empirical covariance function \( \hat{G}(s, t) = \sum_{i=1}^{n} \{ Z_i(s) - \hat{\mu}_Z(s) \} \{ Z_i(t) - \hat{\mu}_Z(t) \} / n \), respectively, and \( \hat{\mu}_Z(t) = \sum_{i=1}^{n} Z_i(t) / n \) is the empirical estimator of \( \mu_Z(t) \). Also, the estimator of \( e(t) \) is given by

\[
\hat{e}_{FSW}(t) = \sum_{i=1}^{n} \frac{\{ Y_i \hat{\pi}(Z_i, X_i) - \hat{\mu}_{Y,\pi} \} \{ Z_i(t) - \hat{\mu}_Z(t) \}}{n}
\]

with \( \hat{\mu}_{Y,\pi} = \sum_{i=1}^{n} Y_i \hat{\pi}(Z_i, X_i) / n \). We then define \( \hat{c}_{FSW,j} = \int_{\mathcal{T}} \hat{e}_{FSW}(t) \hat{\phi}_j(t) \, dt \). Finally, the estimator of \( a \) is given by \( \hat{a}_{FSW} = \hat{\mu}_{Y,\pi} - \int_{\mathcal{T}} \hat{b}_{FSW}(t) \hat{\mu}_Z(t) \, dt \).
It remains to estimate the FSW, $\pi_0(Z, X) = f_X(X) / f_{X|Z}(X|Z)$. In particular, we need to estimate the weights at the sample points, $\pi_0(Z_i, X_i)$, for $i = 1, \ldots, n$. A naive approach would first estimate the densities $f_X$ and $f_{X|Z}$ and then take the ratio, which, however, may lead to unstable estimates because an estimator of the denominator $f_{X|Z}$ is difficult to derive and may be too close to zero. Also, approximating $Z$ by its PC scores would not alleviate the challenge but pose additional difficulty in theoretical justification. To circumvent these problems, we treat $\pi_0$ as a whole and develop a robust nonparametric estimator. The idea of estimating the density ratio directly has also been exploited in Ai et al. (2021) for a scalar treatment variable. However, their method is not applicable to the functional treatment.

Specifically, when the treatment $Z$ was a scalar, Ai et al. (2021) found that the moment equation

$$E\{\pi_0(Z, X)v(X)u(Z)\} = E\{u(Z)\}E\{v(X)\}, \quad (3.4)$$

holds for any integrable functions $v(X)$ and $u(Z)$ and it identifies $\pi_0(\cdot, \cdot)$. Denoting the support of $X$ by $\mathcal{X}$, they further estimated the function $\pi_0(\cdot, \cdot) : \mathbb{R} \times \mathcal{X} \rightarrow \mathbb{R}$ by maximizing a generalized empirical likelihood, subject to the restriction of the empirical counterpart of (3.4), where the spaces of integrable functions $v(X)$ and $u(Z)$ are approximated by a growing number of basis functions; see Section 4 of Ai et al. (2021) for details. However, those restrictions are not applicable in our context where $Z$ is a random function in $L^2(T)$. In particular, it is unclear whether (3.4) still identifies $\pi_0(\cdot, \cdot) : L^2(T) \times \mathcal{X} \rightarrow \mathbb{R}$. Moreover, the space of functionals $\{u(\cdot) : L^2(T) \rightarrow \mathbb{R}\}$ is generally nonseparable, which impedes a consistent approximation of $\pi_0(\cdot, \cdot)$ using the basis expansion.

To overcome the challenge of estimating $\pi_0$, we derive a novel expanding set of equations that can identify $\pi_0$ from functional data and avoid approximating a general functional
$u(\cdot): L^2(T) \to \mathbb{R}$. Specifically, instead of estimating the function $\pi_0(\cdot, \cdot): L^2(T) \times \mathcal{X} \to \mathbb{R}$, we estimate its projection $\pi_0(z, \cdot): \mathcal{X} \to \mathbb{R}$ for every fixed $z \in L^2(T)$, and find that

$$E\{\pi_0(z, X)v(X)|Z = z\} = \int_{\mathbb{R}^p} \frac{f_X(x)}{f_X|x|^z}v(x)f_X|Z|x|z)dx = E\{v(X)\} \quad (3.5)$$

holds for any integrable function $v(X)$. In particular, the following proposition shows that (3.5) indeed identifies the function $\pi_0(z, \cdot)$ for every fixed $z \in L^2(T)$.

**Proposition 3.1.** For any fixed $z \in L^2(T)$,

$$E\{\pi(z, X)v(X)|Z = z\} = E\{v(X)\},$$

holds for all integrable functions $v$ if and only if $\pi(z, X) = \pi_0(z, X)$ a.s.

The proof is given in Supplement A. This result indicates that $\pi_0$ is fully characterized by (3.5), and thus we can use it to define our estimator. Since (3.5) is defined for a fixed $z$ and we need to estimate $\pi_0$ at all sample points $Z_i$, we consider the leave-one-out index set $S_{-i} = \{j : j \neq i, j = 1, \ldots, n\}$ to estimate $\pi_0$ at each $Z_i$. Specifically, for a given sample point $z = Z_i$, the right-hand side of (3.5) can be estimated by its empirical version $\sum_{j \in S_{-i}} v(X_j)/(n-1)$, and we propose to estimate the left-hand side of (3.5) by the Nadaraya–Watson estimator for a functional covariate (see e.g., Ferraty and Vieu, 2006),

\[
\frac{\sum_{j \in S_{-i}} \pi_0(Z_i, X_j)v(X_j)K\{d(Z_j, Z_i)/h}\}}{\sum_{j \in S_{-i}} K\{d(Z_j, Z_i)/h}\}},
\]

where $d(\cdot, \cdot)$ denotes a semi-metric in $L^2(T)$, $h > 0$ is a bandwidth and $K$ is a kernel function quantifying the proximity of $Z_j$ and $Z_i$. Commonly used choices for $d$ include the $L^2$ norm and the projection metric $d(z_1, z_2) = \left[\int_T \{\Pi(z_1) - \Pi(z_2)\}^2 dt\right]^{1/2}$, where $\Pi$ denotes a projection operation to a subspace of $L^2(T)$. The projection metric may yield better asymptotic properties; see Section 4 for more details, and see Section 5 on how to choose $h$ and $K$. 
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As it is not possible to solve (3.5) for an infinite number of \( v \)'s from a given finite sample, we use a growing number of basis functions to approximate any suitable function \( v \). Specifically, let \( \nu_k(X) = (v_1(X), \ldots, v_k(X))^\top \) be a set of known basis functions, which may serve as a finite dimensional sieve approximation to the original function space of all integrable functions. We define our estimator of \( \pi_0(Z_i, X_j) \), for \( j \in S_{-i} \), as the solution to the \( k \) equations,

\[
\frac{\sum_{j \in S_{-i}} \pi(Z_i, X_j) \nu_k(X_j) K\{d(Z_j, Z_i)/h\}}{\sum_{j \in S_{-i}} K\{d(Z_j, Z_i)/h\}} = \frac{1}{n-1} \sum_{j \in S_{-i}} \nu_k(X_j),
\]  

which asymptotically identifies \( \pi_0 \) as \( k \to \infty \) and \( h \to 0 \). However in practice, a finite number \( k \) of equations as in (3.6) are not able to identify a unique solution. Indeed, for any strictly increasing and concave function \( \rho \), replacing \( \pi(Z_i, X_j) \) by \( \rho'(\hat{\eta}_{Z_i}^\top \nu_k(X_j)) \) would satisfy (3.6), where \( \rho'(\cdot) \) is the first derivative of \( \rho(\cdot) \) and \( \hat{\eta}_{Z_i} \) is a \( k \)-dimensional vector maximizing the strictly concave function \( H_{hk,Z_i} \) defined as

\[
H_{hk,Z_i}(\eta) = \frac{\sum_{j \in S_{-i}} \rho(\eta^\top \nu_k(X_j)) K\{d(Z_j, Z_i)/h\}}{\sum_{j \in S_{-i}} K\{d(Z_j, Z_i)/h\}} - \eta^\top \left\{ \frac{1}{n-1} \sum_{j \in S_{-i}} \nu_k(X_j) \right\}.
\]  

This can be verified by noting that the gradient \( \nabla H_{hk,Z_i}(\hat{\eta}_{Z_i}) = 0 \) corresponds to (3.6) with \( \pi(Z_i, X_j) \) replaced by \( \rho'(\hat{\eta}_{Z_i}^\top \nu_k(X_j)) \). Therefore, for a given strictly increasing and concave function \( \rho \) together with \( \hat{\eta}_{Z_i} \) defined above, we define our estimator of \( \pi_0(Z_i, X_j) \) as \( \hat{\pi}_{hk}(Z_i, X_j) = \rho'(\hat{\eta}_{Z_i}^\top \nu_k(X_j)) \), which also induces the estimator \( \hat{\pi}_{hk}(Z_i, X_i) = \rho'(\hat{\eta}_{Z_i}^\top \nu_k(X_i)) \) by replacing \( X_j \) by \( X_i \).

To gain more insight on the function \( \rho \), we investigate the generalized empirical likelihood interpretation of our estimator. As shown in Supplement B, the estimator defined by (3.7) is the dual solution to the following local generalized empirical likelihood maxi-
mization problem. For each $Z_i$, $i = 1, \ldots, n$,
\[
\max_{\{\pi(Z_i, X_j)\}_{j \in S_{-i}}} \frac{-\sum_{j \in S_{-i}} D\{\pi(Z_i, X_j)\} K\{d(Z_j, Z_i)/h\}}{\sum_{j \in S_{-i}} K\{d(Z_j, Z_i)/h\}},
\]
\[\text{s. t. } \frac{\sum_{j \in S_{-i}} \pi(Z_i, X_j) \nu_k(X_j) K\{d(Z_j, Z_i)/h\}}{\sum_{j \in S_{-i}} K\{d(Z_j, Z_i)/h\}} = \frac{1}{n-1} \sum_{j \in S_{-i}} \nu_k(X_j),
\]
where $D(w)$ is a distance measure between $w$ and 1 for $w \in \mathbb{R}$. The function $D(v)$ is continuously differentiable satisfying $D(1) = 0$ and $\rho(-u) = D\{D'(-1)(u)\} - u \cdot D'(-1)(u)$, where $D'(-1)$ is the inverse function of $D'$, the first derivative of $D$. The sample moment restriction stabilizes our weight estimator.

Our estimator $\hat{\pi}_{hk}$ is the desired weight closest to the baseline uniform weight 1 locally around a small neighbourhood of each $Z_i$, subject to the finite sample version of the moment restriction in Proposition 3.1. The uniform weight can be considered as a baseline because when $Z$ and $Y^*(z)$ are unconditionally independent for all $z \in L^2(T)$ (i.e., a randomized trial without confoundedness), the functional stabilized weights should be uniformly equal to 1. Different choices of $\rho$ correspond to different distance measures. For example, if we take $\rho(v) = -\exp(-v - 1)$, then $D(v) = -v \log(v)$ is the information entropy and the weights correspond to the exponential tilting (Imbens et al., 1998). Other choices include $\rho(v) = \log(v) + 1$ with $D(v) = -\log(v)$, the empirical likelihood (Owen, 1988), and $\rho(v) = -(1 - v)^2/2$ with $D(v) = (1 - v)^2/2$, yielding the implied weights of the continuous updating of the generalized method of moments (Hansen et al., 1996). We suggest to choose $\rho(v) = -\exp(-v - 1)$ which guarantees a positive weight estimator $\hat{\pi}_{hk}(Z_i, X_i)$.

3.2 Outcome Regression Estimator and Doubly Robust Estimator

To estimate the ADRF based on the outcome regression (OR) identification method in (2.1), an estimator of $E(Y|X, Z)$ is required. Thus, based on the functional linear model
in (3.1), we further assume the following partially linear model,

\[ Y = a + \int_T b(t)Z(t) \, dt + \theta^\top X + \epsilon, \tag{3.9} \]

where \( a \) and \( b \) are the same as those in (3.1), \( \theta \in \mathbb{R}^p \) is the slope coefficient for \( X \) and \( \epsilon \) is the error variable with \( E(\epsilon|Z, X) = 0 \) and \( E(\epsilon^2|Z, X) < \infty \) uniformly for all \( Z \) and \( X \). Without loss of generality, we assume that \( E(\theta^\top X) = 0 \); otherwise the non-zero mean can be absorbed into \( a \).

Recalling \( E\{Y^*(z)\} = E\{E(Y|X, Z = z)\} \) from (2.1), we can see that (3.9) implies (3.1). Indeed, model (3.9) imposes a stronger structure than model (3.1). For example, the linear part \( \theta^\top X \) can be replaced by any nonparametric function of \( X \), which still implies model (3.1). However, model (3.9) gives a simpler estimator of \( E\{Y^*(z)\} \) with a faster convergence rate and a better interpretability of the effects of the treatment and the confounding variables on the outcome.

It remains to estimate the unknown parameters \( a \) and \( b \) in (3.9), for which the backfitting algorithm (Buja et al., 1989) can be adapted to our context. In the first step, we set \( \theta \) to be zero and apply the same method as in Section 3.1 to regress \( Y \) on \( Z \), which gives the initial estimators of \( a \) and \( b \) in (3.9). Specifically, we estimate \( b(t) \) initially by

\[ \hat{b}_{ini}(t) = \sum_{j=1}^q \hat{b}_{ini,j} \hat{\phi}_j(t) \]

with \( \hat{b}_{ini,j} = \hat{\lambda}_{j}^{-1} \hat{e}_{ini,j} \), where the \( \hat{\lambda}_{j} \)'s and \( \hat{\phi}_j \)'s are the same as those in Section 3.1, while \( \hat{e}_{ini}(t) = \sum_{i=1}^n (Y_i - \hat{\mu}_Y)(Z_i(t) - \hat{\mu}_Z(t))/n \) with \( \hat{\mu}_Y = \sum_{i=1}^n Y_i/n \). We then define \( \hat{e}_{ini,j} = \int_T \hat{e}_{ini}(t) \hat{\phi}_j(t) \, dt \). Finally, the initial estimator \( \hat{a}_{ini} \) of \( a \) is defined as

\[ \hat{\mu}_Y - \int_T \hat{b}_{ini}(t)\hat{\mu}_Z(t) \, dt. \]

In the second step, we use the traditional least square method to regress the residual \( Y_i - \hat{a}_{ini} - \int_T \hat{b}_{ini}(t)Z_i(t) \, dt \) on \( X_i \), for \( i = 1, \ldots, n \). Specifically, we estimate \( \theta \) by \( \hat{\theta} = (\Xi^\top \Xi)^{-1} \Xi^\top \mathbf{Y}_{res} \), where \( \Xi \) is an \( n \times p \) matrix with the \((i,j)\)-th entry being \( X_{ij} \), the \( j \)-th
functions $\tilde{\theta}$ possesses more attractive properties. It is thus of interest to develop an estimator by combining these two that while the FSW estimator requires less modelling assumptions but subject to a slow convergence rate. It is thus of interest to develop an estimator by combining these two that possesses more attractive properties.

Subsequently, we can repeat the first step with $Y_i$ replaced by $Y_i - \tilde{\theta}^\top X_i$ to update the estimators of $\hat{a}_\text{ini}$ and $\hat{b}_\text{ini}$. This procedure is iterated until the outcome regression (OR) estimators of $a$, $b$ and $\theta$, denoted by $\hat{a}_\text{OR}$, $\hat{b}_\text{OR}$ and $\hat{\theta}_\text{OR}$, are stabilized.

The OR estimator is easy to implement but requires strong parametric assumptions, while the FSW estimator requires less modelling assumptions but subject to a slow convergence rate. It is thus of interest to develop an estimator by combining these two that possesses more attractive properties.

Note that (2.3) satisfies the so-called doubly robust (DR) property: for two generic functions $\tilde{E}(Y|X, Z)$ and $\tilde{\pi}(X, Z)$, it holds that

$$E\{Y^*(z)\} = E\{Y - \tilde{E}(Y|X, Z)\} \tilde{\pi}(X, Z) + E_X\{\tilde{E}(Y|X, Z)\}|Z = z] = \frac{1}{n} \sum_{i=1}^{n} \{Y_i - \tilde{E}(Y|X_i, Z_i)\} \tilde{\pi}_{hk}(X_i, Z_i) + \frac{1}{n} \sum_{j=1}^{q} \{\tilde{E}(Y|X_j, Z_i)\} - \hat{\mu}_{Y, \text{DR}} \} \{Z_i(t) - \hat{\mu}_Z(t)\},$$

(3.10)

if either $\tilde{E}(Y|X, Z) = E(Y|X, Z)$ or $\tilde{\pi}(X, Z) = \pi_0(X, Z)$ but not necessarily both are satisfied; see Supplement C for the derivation.

Under model (3.1), (3.10) equals $a + \int_T b(t)z(t) dt$. To estimate $a$ and $b$, it suffices to conduct the functional linear regression as in Section 3.1 to regress an estimator of $\{Y - E(Y|X, Z)\} \pi(X, Z) + E_X\{E(Y|X, Z)\} on Z$. Specifically, we estimate $E(Y|X, Z)$ by the OR estimator, $\tilde{E}(Y|X, Z) = \hat{a}_\text{OR} + \int_T \hat{b}_\text{OR}(t) Z(t) dt + \hat{\theta}_\text{OR}^\top X$, and $\pi_0(X, Z)$ by $\tilde{\pi}_{hk}(X, Z)$.

We define the DR estimator of $b$ as $\hat{b}_{\text{DR}}(t) = \sum_{j=1}^{q} \hat{b}_{\text{DR}, j}\hat{\phi}_j(t)$, where $\hat{b}_{\text{DR}, j} = \hat{\lambda}_j^{-1}\hat{c}_{\text{DR}, j}$ with $\hat{c}_{\text{DR}, j} = \int_T \hat{c}_{\text{DR}}(t)\hat{\phi}_j(t) dt$. Here, $\hat{c}_{\text{DR}}(t)$ is defined as

$$\frac{1}{n} \sum_{i=1}^{n} \left[ \{Y_i - \tilde{E}(Y|X_i, Z_i)\} \tilde{\pi}_{hk}(X_i, Z_i) + \frac{1}{n} \sum_{j=1}^{n} \{\tilde{E}(Y|X_j, Z_i)\} - \hat{\mu}_{Y, \text{DR}} \right] \{Z_i(t) - \hat{\mu}_Z(t)\},$$

where

$$\hat{\mu}_{Y, \text{DR}} = \frac{1}{n} \sum_{i=1}^{n} \left[ \{Y_i - \tilde{E}(Y|X_i, Z_i)\} \tilde{\pi}_{hk}(X_i, Z_i) + \frac{1}{n} \sum_{j=1}^{n} \{\tilde{E}(Y|X_j, Z_i)\} \right].$$
Also, the DR estimator of $a$ is defined as $\hat{a}_{DR} = \hat{\mu}_{Y,DR} - \int_T \hat{b}_{DR}(t) \hat{\mu}_Z(t) \, dt$.

Provided that model (3.1) is correctly specified, according to the DR property (3.10), the DR estimator $\hat{E}_{DR}\{Y^*(z)\} = \hat{a}_{DR} + \int_T \hat{b}_{DR}(t) z(t) \, dt$ is consistent if either $\hat{E}(Y|X,Z)$ or $\hat{\pi}_{hk}(X,Z)$ is consistent. The consistency of $\hat{E}(Y|X,Z)$ mainly depends on correct specification of the partially linear model (3.9), while the consistency of $\hat{\pi}_{hk}(X,Z)$, as a non-parametric estimator, relies on less restrictive (but technical) assumptions; see Section 4 for details.

4 Asymptotic Properties

We investigate asymptotic convergence rates of our proposed three estimators. Recall that our main model is $E\{Y^*(z)\} = a + \int_T b(t) z(t) \, dt$ as in (3.1). Although the estimators of $a$ are based on the estimators of $b$, they are essentially empirical mean estimators, which can achieve the $n^{-1/2}$ convergence rate; see Shin (2009). Thus, our primary focus is to derive the convergence rates of our estimators of $b$, which, depending on the smoothness of $Z$ and $b$, are slower than those in the finite dimensional settings.

Recall that $\mathcal{X} \subset \mathbb{R}^p$ denotes the support of $X$, and let $\mathcal{Z} \subset L^2(T)$ be the support of $Z$. To derive the convergence rate of $\hat{b}_{FSW}$, we first provide the uniform convergence rate of the estimator $\hat{\pi}_{hk}$ of the FSW $\pi_0$ over $\mathcal{X}$ and $\mathcal{Z}$, which requires the following conditions.

**Condition A**

(A1) The set $\mathcal{X}$ is compact. For all $z \in \mathcal{Z}$ and $x \in \mathcal{X}$, $\pi_0(z,x)$ is strictly bounded away from zero and infinity.

(A2) For all $z \in \mathcal{Z}$, $\exists \eta_z \in \mathbb{R}^k$ and a constant $\alpha > 0$ such that $\sup_{(z,x) \in \mathcal{Z} \times \mathcal{X}} |\rho'(\pi_0(z,x)) - \eta_z^T \nu_k(x)| = O(k^{-\alpha})$, where $\rho'^{(-1)}$ is the inverse function of $\rho'$.
(A3) The eigenvalues of \( E\{\nu_k(\mathbf{X})\nu_k(\mathbf{X})^\top|Z = z\} \) are bounded away from zero and infinity uniformly in \( k \) and \( z \). There exists a sequence of constants \( \zeta(k) \) satisfying \( \sup_{x\in\mathcal{X}} \|\nu_k(x)\| \leq \zeta(k) \).

(A4) There exists a continuously differentiable function \( \mu(h) > 0 \), for \( h > 0 \), such that for all \( z \in \mathcal{Z} \), \( P\{d(Z, z) \leq h\}/\mu(h) \) is strictly bounded away from zero and infinity.

There exists \( h_0 > 0 \) such that \( \sup_{h \in (0, h_0)} \mu'(h) \) is bounded.

(A5) The kernel \( K: \mathbb{R} \to \mathbb{R}^+ \) is bounded, Lipschitz and supported on \([0, 1]\) with \( K(1) > 0 \).

(A6) For \( g_{k_1,k_2,z}(\mathbf{X}) = \rho'\{\eta_z^\top \nu_k(\mathbf{X})\} \nu_{k_1}(\mathbf{X}) \) and \( \nu_{k_1}(\mathbf{X})\nu_{k_2}(\mathbf{X}) \), there exists \( \lambda > 0 \) such that for all \( k_1, k_2 = 1, \ldots, k \) and all \( k \), all \( z_1, z_2 \in \mathcal{Z} \) and all \( m \geq 2 \), \( \|E[g_{k_1,k_2,z_1}(\mathbf{X})|Z = z_1] - E[g_{k_1,k_2,z_2}(\mathbf{X})|Z = z_2]\|/d^\lambda(z_1, z_2) \) and \( E[|g_{k_1,k_2,z_1}(\mathbf{X})|^m|Z = z_1] \) are bounded.

(A7) Let \( \psi_Z(\epsilon) \) be the Kolmogorov \( \epsilon \)-entropy of \( \mathcal{Z} \), i.e., \( \psi_Z(\epsilon) = \log\{N_\epsilon(\mathcal{Z})\} \), where \( N_\epsilon(\mathcal{Z}) \) is the minimal number of open balls in \( L^2(\mathcal{T}) \) of radius \( \epsilon \) (with the semi-metric \( d \)) covering \( \mathcal{Z} \). It satisfies \( \sum_{n=1}^{\infty} \exp[-(\delta - 1)\psi_Z((\log n)/n)] < \infty \) for some \( \delta > 1 \), and \( (\log n)^2/\{n\mu(h)\} < \psi_Z((\log n)/n) < n\mu(h)/\log n \) for \( n \) large enough.

Condition (A1) requires that \( \mathbf{X} \) is compactly supported, which can be relaxed by restricting the tail behaviour of the distribution of \( \mathbf{X} \) at the sacrifice of more tedious technical arguments. The boundedness of \( \pi_0 \) in Condition (A1) (or some equivalent condition) is also commonly required in the literature (Kennedy et al., 2017; Ai et al., 2021; D’Amour et al., 2021). This condition can be relaxed if other smoothness assumptions are made on the potential outcome distribution (Ma and Wang, 2020). Condition (A2) essentially assumes that the convergence rate of the sieve approximation \( \eta_z^\top \nu_k(x) \) for \( \rho'^{k-1}\{\pi_0(z, x)\} \) is polynomial. This can be satisfied, for example, with \( \alpha = +\infty \) if \( \mathbf{X} \) is discrete, and with \( \alpha = s/r \) if \( \mathbf{X} \) has \( r \) continuous components and \( \nu_k \) is a power series, where \( s \) is the degree of smoothness.
of $\rho^{(l-1)}\{\pi_0(z, \cdot)\}$ w.r.t. the continuous components in $X$ for any fixed $z \in L^2(T)$. Further, Condition (A3) ensures that the sieve approximation conditional on a functional variable is not degenerate. Similar conditions are routinely assumed in the literature of sieve approximation (Newey, 1997). Conditions (A4) to (A6) are standard in functional nonparametric regression (Ferraty and Vieu, 2006; Ferraty et al., 2010). In particular, the function $\mu(h)$ in Condition (A4), also referred to as the small ball probability, has been studied extensively in the literature (Li and Shao, 2001; Ferraty and Vieu, 2006); Condition (A5) requires that $K$ is compactly supported, which is not satisfied for the Gaussian kernel but convenient for technical arguments; the variable $g_{k_1, k_2, z}(X)$ in Condition (A6) serves as the role of the response variable in the traditional regression setting. Condition (A7) is less standard: it regularizes the support $Z$ by controlling its Kolmogorov entropy, which is used to establish the uniform convergence rate on $Z$. This condition is satisfied, for example, if $Z$ is a compact set, $d(\cdot, \cdot)$ is a projection metric and $(\log n)^2 = O\{n\mu(h)\}$; see Ferraty et al. (2010) for other examples.

**Theorem 4.1.** Under Conditions (A1) to (A7), assuming that $k \to \infty$ and $h \to 0$ as $n \to \infty$, we have

$$\sup_{(z, x) \in Z \times X} |\hat{\pi}_{hk}(z, x) - \pi_0(z, x)| = O\left[\zeta(k)\left\{k^{-\alpha} + h^\lambda \sqrt{k} + \sqrt{\psi_{Z}\{(\log n)/n\}k/n\mu(h)}\right\}\right]$$

holds almost surely.

Theorem 4.1 provides the sup-norm convergence rate of $\hat{\pi}_{hk}$ over the support of $X$ and $Z$. The proof is given in Supplement D. The term $\zeta(k)(k^{-\alpha} + h^\lambda \sqrt{k})$ and the term $\zeta(k)\sqrt{\psi_{Z}\{(\log n)/n\}k/n\mu(h)}$ can be viewed as the convergence rates of the bias and standard deviation, respectively.

To provide the convergence rate of $\hat{b}_{FSW}$, we recall that $E\{\pi_0(Z, X)Y|Z = z\} = a + \int_T b(t)z(t) dt$ under model (3.1). Let $\epsilon_\pi = \pi_0(Z, X)Y - a - \int_T b(t)Z(t) dt$ be the residual
variable. Let $\gamma > 1$ and $\beta > \gamma/2 + 1$ be two constants and the $c_j$’s be some generic positive constants.

**Condition B**

(B1) The variable $\epsilon_\pi$ has a finite fourth moment, i.e., $E(\epsilon_\pi^4) < \infty$.

(B2) The functional variable $Z$ has a finite fourth moment, i.e., $\int_T E\{Z^4(t)\} \, dt < \infty$. The PC score $\xi_j$ defined in (3.3) satisfies $E(\xi_j^4) \leq c_1 \lambda_j^2$, and the eigenvalue $\lambda_j$ defined in (3.2) satisfies $\lambda_j - \lambda_{j+1} \geq c_2^{-1} j^{-\gamma-1}$ for all $j \geq 1$.

(B3) The coefficient $b_j$ satisfies $|b_j| \leq c_3 j^{-\beta}$, for all $j \geq 1$.

Condition (B1) makes a mild restriction on the moment of $\epsilon_\pi$. Condition (B2) imposes regularity conditions on the random process $Z$, which, in particular, requires that the differences of the adjacent eigenvalues do not decay too fast. Condition (B3) assumes an upper bound for the decay rate of $b_j$, the coefficients of $b$ projected on $\{\phi_j\}_{j=1}^\infty$. The latter two conditions are adopted from Hall and Horowitz (2007) for technical purposes.

**Theorem 4.2.** Under Conditions (A1) to (A7), (B1) to (B3) and model (3.1), assuming that $k \to \infty$ and $h \to 0$ as $n \to \infty$ and choosing the truncation parameter $q \asymp n^{1/(\gamma+2\beta)}$, we have

$$\int_T \{\hat{b}_{FSW}(t) - b(t)\}^2 \, dt = O_p\left[\left\{k^{-2\alpha} + h^{2\lambda} k + \frac{\psi_Z ((\log n)/n)^k}{n \mu(h)}\right\} \xi^2(k) n^{(\gamma+1)/(\gamma+2\beta)}\right].$$

The proof of Theorem 4.2 is given in Supplement E. The convergence rate of $\int_T \{\hat{b}_{FSW}(t) - b(t)\}^2 \, dt$ in Theorem 4.2 can be quite slow mainly because of the small ball probability function $\mu(h)$. In the case of Gaussian process endowed with a metric, $\mu(h)$ has an exponential decay rate of $h$ (Li and Shao, 2001), which leads to a non-infinitesimal rate of
\[ \int_T \{ \hat{b}_{\text{FSW}}(t) - b(t) \}^2 \, dt \]. However, \( \mu(h) \) can be much larger by choosing a proper symmetric \( d \) (Ferraty and Vieu, 2006; Ling and Vieu, 2018) so that the final convergence rate of \( \int_T \{ \hat{b}_{\text{FSW}}(t) - b(t) \}^2 \, dt \) reaches a polynomial decay of \( n \). Another way to improve the convergence rate is to impose additional structure assumptions. For example, if we assume that the slope function \( b \) can be fully characterized by a finite number of PC basis functions, or the random process \( Z \) essentially lies on a finite dimensional space (not necessarily Euclidean; see Lin and Yao, 2021), then the truncation parameter \( q \) does not need to tend to infinity and the convergence rate of \( \int_T \{ \hat{b}_{\text{FSW}}(t) - b(t) \}^2 \, dt \) can be much faster. Without such assumptions, estimating \( b \) in an infinite dimensional space with a nonparametric estimator of \( \pi_0 \) leads to a cumbersome convergence rate.

The OR estimator \( \hat{b}_{\text{OR}} \) relies on FPCA and the partially linear model (3.9). Additional conditions are needed to derive the convergence rate of \( \hat{b}_{\text{OR}} \).

**Condition C**

(C1) The covariate \( X \) has finite fourth moment, i.e., \( E(\|X\|^4) < \infty \). For \( m = 1, \ldots, p \) and \( j \geq 1 \), \( |\text{Cov} \{ X_m, \int_T Z(t)\phi_j(t) \, dt \}| < c_4 \gamma^{-\beta} \).

(C2) Let \( g_m(t) = \sum_{j=1}^\infty \text{Cov} \{ X_m, \int_T Z(t)\phi_j(t) \, dt \} \phi_j(t)/\lambda_j \) and \( e_{im} = X_{im} - E(X_m) - \int_T g_m(t) \{ Z_i(t) - \mu_Z(t) \} \, dt \). For \( m = 1, \ldots, p \), \( E(e_{im}^2) < \infty \), and \( E(e_1^\top e_1) \) is positive definite with \( e_1 = (e_{11}, \ldots, e_{1p})^\top \).

Conditions (C1) and (C2) adopted from Shin (2009) make mild assumptions on the covariate \( X \) to ensure \( \sqrt{n}\)-consistency of the estimated coefficient \( \hat{b}_{\text{OR}} \).

**Theorem 4.3.** Under Conditions (B2), (B3), (C1), (C2) and model (3.9), choosing the truncation parameter \( q \approx n^{1/(\gamma+2\beta)} \), we have

\[ \int_T \{ \hat{b}_{\text{OR}}(t) - b(t) \}^2 \, dt = O_p(n^{(-2\beta+1)/(\gamma+2\beta)}) . \]
Because \( \hat{b}_{\text{OR}} \) is theoretically equivalent to the least square estimator proposed by Shin (2009) provided that each component estimator is unique (Buja et al., 1989), the theorem above is a direct result from Theorem 3.2 in Shin (2009) and thus its proof is omitted. The convergence rate of \( \hat{b}_{\text{OR}} \) is the same as that of the estimated slope function in the traditional functional linear regression (see Hall and Horowitz, 2007), i.e., such rate remains unchanged despite of the additional estimation of \( \theta \). Compared with Theorem 4.2, the convergence rate here \( O_p(n^{(-2\beta+1)/(\gamma+2\beta)}) = O_p(n^{-1}) \cdot O_p(n^{(\gamma+1)/(\gamma+2\beta)}) \) is much faster. Specifically, the part of the convergence rate \( O_p\left(\left(\zeta^2(k)[k^{-2\alpha} + h^{2\lambda}k + \psi_\mathcal{Z}\{(\log n)/n\}k/\{n\mu(h)\}]\right)\right) \), which is the convergence rate of \( \sup_{(z,x)\in\mathbb{Z}\times\mathcal{X}}|\hat{\pi}_{hk}(z,x) - \pi_0(z,x)|^2 \), is replaced by a faster one \( O_p(n^{-1}) \), because the nonparametric estimator \( \hat{\pi}_{hk} \) is not used.

According to the DR property (3.10), the estimator \( \hat{b}_{\text{DR}} \) inherits advantages from \( \hat{b}_{\text{OR}} \) and \( \hat{b}_{\text{FSW}} \), depending on which conditions are satisfied. Specifically, if model (3.1) is correctly specified, \( \hat{b}_{\text{DR}} \) has the same convergence rate as \( \hat{b}_{\text{FSW}} \) given that the conditions in Theorem 4.2 are satisfied. If the stronger model assumption (3.9) holds, then \( \hat{b}_{\text{DR}} \) enjoys the faster convergence rate as \( \hat{b}_{\text{OR}} \), provided that Condition C is satisfied.

## 5 Selection of Tuning Parameters

For the FSW estimator, our methodology requires a kernel function \( K \) with a metric \( d \), basis functions \( \nu_k \) and tuning parameters \( h, k \) and \( q \). Using a compactly supported kernel \( K \) would make the denominator of the first term in (3.7) too small for some \( Z_i \) and destabilize the maximization of \( H_{hk,Z_i} \) in (3.7). Therefore, we suggest using the Gaussian kernel, \( K(u) = \exp(-u^2) \), with the semi-metric \( d \) being the \( L^2 \) norm. To develop an estimating strategy for \( \pi_0 \) that is applicable for a generic dataset, we standardize the \( X_i \)'s and use a unified set of choices for \( \nu_k \). Letting \( X_{\text{min}} = (\min_i\{X_{i1}\}_{i=1}^n, \ldots, \min_i\{X_{ip}\}_{i=1}^n)\top \),
\( \mathbf{X}_{\text{max}} = (\max_i \{X_{1i}\}_{i=1}^n, \ldots, \max_i \{X_{ip}\}_{i=1}^n)^\top \), we transform the \( X_i \)'s,

\[
\mathbf{X}_{i,\text{st}} = \frac{2(\mathbf{X}_i - \mathbf{X}_{\text{min}})}{\mathbf{X}_{\text{max}} - \mathbf{X}_{\text{min}}} - 1,
\]

so that they have support on \([-1, 1]\). Let \( X_{ij,\text{st}} \) be the \( j \)-th component of \( X_{i,\text{st}} \) and \( \mathcal{P}_\ell \) be the \( \ell \)-th standard Legendre polynomial on \([-1, 1]\). If \( k \) were given, we define \( v_1(\mathbf{X}_i) = 1 \) and \( v_{p(\ell - 1) + j + 1}(\mathbf{X}_i) = \mathcal{P}_\ell (X_{ij,\text{st}}) \), for \( i = 1, \ldots, n \), \( j = 1, \ldots, p \) and \( \ell = 1, \ldots, (k - 1)/p \).

We restrict the range of \( k \) such that \((k - 1)/p\) is a positive integer, and orthonormalize the resulting matrix \((\nu_k(\mathbf{X}_1), \ldots, \nu_k(\mathbf{X}_n))^\top \).

We suggest to select \( h, k \) and \( q \) jointly by an \( L \)-fold cross validation (CV). Specifically, we randomly split the dataset into \( L \) parts, \( S_1, \ldots, S_L \). Let \( S_{-\ell} \) denote the remaining sample with \( S_\ell \) excluded. We define the CV loss,

\[
\text{CV}^\text{FSW}_L(h, k, q) = \sum_{\ell=1}^L \sum_{i \in S_\ell} \left[ Y_i \hat{\tau}_{hk,-\ell}(Z_i, \mathbf{X}_i) - \hat{a}_{-\ell,\text{FSW}} - \sum_{j=1}^q \hat{b}_{j,-\ell,\text{FSW}} \left\{ \int_T \hat{\phi}_j(t) \hat{\mu}_Z(t) \, dt + \hat{\xi}_{ij} \right\} \right]^2,
\]

where \( \hat{\xi}_{ij} = \int_T \{ \mathbf{Z}_i(t) - \hat{\mu}_Z(t) \} \hat{\phi}_j(t) \, dt \) is the estimated PC score, \( \hat{a}_{-\ell,\text{FSW}} \), \( \hat{b}_{j,-\ell,\text{FSW}} \) and \( \hat{\tau}_{hk,-\ell} \) are obtained by applying the method in Section 3.1 to \( S_{-\ell} \). We choose the one from a given candidate set of \( \{h, k, q\} \) such that \( \text{CV}^\text{FSW}_L(h, k, q) \) is minimized.

For the OR estimator, we need to select the truncation parameter \( q \), which can be chosen by an \( L \)-fold CV similar to the above derivation. Specifically, we consider

\[
\text{CV}^\text{OR}_L(q) = \sum_{\ell=1}^L \sum_{i \in S_\ell} \left[ Y_i - \hat{a}_{-\ell,\text{OR}} - \sum_{j=1}^q \hat{b}_{j,-\ell,\text{OR}} \left\{ \int_T \hat{\phi}_j(t) \hat{\mu}_Z(t) \, dt + \hat{\xi}_{ij} \right\} - \hat{\theta}_{-\ell,\text{OR}}^\top \mathbf{X}_i \right]^2,
\]

where \( \hat{a}_{-\ell,\text{OR}} \), \( \hat{b}_{j,-\ell,\text{OR}} \) and \( \hat{\theta}_{-\ell,\text{OR}} \) are obtained by applying the method in Section 3.2 to \( S_{-\ell} \). From a given candidate set of \( q \), we choose the one that minimizes \( \text{CV}^\text{OR}_L(q) \).

Similarly, for the DR estimator, we still need to select the truncation parameter \( q \). This
can be done by minimizing the CV loss,

\[
CV_{L}^{\text{DR}}(q) = \sum_{\ell=1}^{L} \sum_{i \in S_{\ell}} \left[ \{ Y_i - \hat{E}_{-\ell}(Y|X_i, Z_i) \} \hat{\pi}_{hk,-\ell}(X_i, Z_i) + \frac{1}{|S_{\ell}|} \sum_{j \in S_{\ell}} \{ \hat{E}_{-\ell}(Y|X_j, Z_i) \} \right] \\
- \hat{a}_{-\ell,\text{DR}} - \sum_{j=1}^{q} \hat{b}_{j,-\ell,\text{DR}} \left( \int_{T} \hat{\phi}_{j}(t) \hat{\mu}_{Z}(t) dt + \hat{\xi}_{ij} \right)^{2},
\]

where \(|\{\cdot\}|\) denotes the number of elements in \(\{\cdot\}\), \(\hat{a}_{-\ell,\text{DR}}\), \(\hat{E}_{-\ell}(Y|X_i, Z_i)\), \(\hat{\pi}_{hk,-\ell}\) \(\hat{b}_{j,-\ell,\text{DR}}\) are obtained by applying the methods in Section 3.2 to \(S_{-\ell}\).

6 Simulation Study

As the ADRF is parametrized by a functional linear model, \(E\{Y^*(z)\} = a + \int_{T} b(t) z(t) dt\), we mainly focus on the performances of the estimators of \(b\), which measures the intensity of the functional treatment effect. In addition to the methods of functional stabilized weight (FSW), outcome regression (OR) and double robustness (DR) developed in Section 3, we also consider the method using the nonparametric principal component weight (PCW) proposed by Zhang et al. (2021), which assumes the same functional linear model for the ADRF, as well as the Naive method directly using the functional linear regression of \(Y\) on \(Z\).

We choose the number of PCs used in estimating the PCW so as to explain 95% of the variance of \(Z\) following Zhang et al. (2021), and take \((\hat{h}, \hat{k}, \hat{q}) = \arg\min_{(h, k, q)} CV_{L}^{\text{FSW}}\) for FSW with \(L = 10\). For a fair comparison, we use such truncation parameter \(\hat{q}\) in estimating \(b\) for all other methods.

We consider the sample sizes \(n = 200\) and \(500\). For \(i = 1, \ldots, n\), we generate the functional treatment \(Z_i(t)\), for \(t \in [0, 1]\), by \(Z_i(t) = \sum_{j=1}^{6} A_{ij} \phi_j(t)\), where \(A_{i1} = 4U_{i1}\), \(A_{i2} = 2\sqrt{3}U_{i2}\), \(A_{i3} = 2\sqrt{2}U_{i3}\), \(A_{i4} = 2U_{i4}\), \(A_{i5} = U_{i5}\), \(A_{i6} = U_{i6}/\sqrt{2}\) with the \(U_{ij}\)'s being the independent standard normal variables, \(\phi_{2m-1}(t) = \sqrt{2} \sin(2m\pi t)\) and \(\phi_{2m}(t) = \)
Table 1: Mean (standard deviation) of the integrated squared error (ISE ×10^2) of the slope function with the smallest values highlighted in boldface.

| Model | n  | FSW   | OR     | DR      | PCW  | Naive  |
|-------|----|-------|--------|---------|------|--------|
| (i)   | 200| 20.44 (32.44) | 19.39 (26.33) | 20.34 (29.14) | 37.24 (47.63) | 47.32 (33.41) |
|      | 500| 8.66 (11.91)  | 7.73 (14.08)  | 7.94 (14.08)  | 23.58 (34.93) | 33.56 (16.27) |
| (ii)  | 200| 62.32 (68.12) | 79.71 (124.73) | 64.26 (100.92) | 69.14 (169.68) | 83.96 (131.40) |
|      | 500| 37.71 (42.06) | 39.23 (54.55) | 34.15 (49.04) | 35.62 (48.69) | 43.02 (57.89) |
| (iii) | 200| 39.97 (39.36) | 43.99 (68.86) | 46.68 (72.61) | 96.56 (81.09) | 148.51 (69.76) |
|      | 500| 21.34 (13.11) | 13.94 (14.82) | 14.86 (17.36) | 66.68 (68.84) | 118.98 (27.22) |
| (iv)  | 200| 26.16 (27.40) | 58.16 (45.99) | 51.16 (54.35) | 114.26 (55.43) | 156.95 (51.66) |
|      | 500| 18.27 (17.56) | 48.42 (30.19) | 49.88 (35.27) | 66.68 (30.02) | 139.97 (32.99) |

√2 cos(2mπt) for \( m = 1, 2, 3 \). For the slope function \( b \), we define \( b(t) = 2\phi_1(t) + \phi_2(t) + \phi_3(t)/2 + \phi_4(t)/2 \). The \( Z_i \)'s and \( b \) are the same as those in Zhang et al. (2021). We consider four models for the covariate \( X_i \) and the outcome variable \( Y_i \):

(i) \( X_i = U_i + \epsilon_{i1} \) and \( Y_i = 1 + \int_0^1 b(t)Z_i(t) \, dt + 2X_i + \epsilon_{i2} \),

(ii) \( X_i = U_i + \epsilon_{i1} \) and \( Y_i = 1 + \int_0^1 b(t)Z_i(t) \, dt + 3X_i^2 + 1.5 \sin(X_i) + \epsilon_{i2} \),

(iii) \( X_i = (X_{i1}, X_{i2})^\top = ((U_i+1)^2 + \epsilon_{i1}, U_{i2})^\top \) and \( Y_i = 1 + \int_0^1 b(t)Z_i(t) \, dt + 2X_{i1} + 2X_{i2} + \epsilon_{i2} \),

(iv) \( X_i = (X_{i1}, X_{i2})^\top = ((U_i+1)^2 + \epsilon_{i1}, U_{i2})^\top \) and \( Y_i = 1 + \int_0^1 b(t)Z_i(t) \, dt + 2X_{i1} + 2 \cos(X_{i1}) + 5.5 \sin(X_{i2}) + \epsilon_{i2} \),

where \( \epsilon_{i1} \sim N(0,1) \) and \( \epsilon_{i2} \sim N(0,25) \) are generated independently. The PC scores \( A_{ij} \) of \( Z_i(t) \) affect covariate \( X_i \) linearly in models (i) and (ii) and nonlinearly in models (iii) and (iv), and covariate \( X_i \) affects the outcome variable \( Y_i \) linearly in models (i) and (iii) and nonlinearly in models (ii) and (iv). The functional linear model (3.1) for the ADRF is
correctly specified for all four models, while the partially linear model (3.9) is only correctly specified for models (i) and (iii). Due to the confounding effect of $X$, the Naive method ignoring $X$ is expected to be biased. For each combination of model and sample size, we replicate 200 simulations and evaluate the results by the integrated squared error (ISE) of the slope function, $\int_{[0,1]} (\hat{b}(t) - b(t))^2 \, dt$, where $\hat{b}(t)$ denotes the estimator produced by the FSW, OR, DR, PCW and Naive methods, respectively.

Table 1 summarizes the mean and the standard deviation of the ISEs $\times 10^2$ for all configurations. Our proposed estimators FSW, OR and DR show consistency with sample size increases, and outperform PCW and Naive almost in all the cases. In particular, our three estimators are close to each other and are better than those of PCW and Naive under models (i) and (iii), where covariate $X$ affects the outcome variable $Y$ linearly. In the cases where the partially linear model (3.9) is misspecified, FSW and DR, followed closely by PCW, outperform OR under model (ii); FSW performs the best, followed by OR and DR, which still outperform PCW and Naive significantly under model (iv). Our results suggest that, in the case where the partially linear model is unlikely to hold, FSW or DR is preferred over OR. The performance of PCW is better than Naive but inferior to our methods under all models.

To give visualization of representative estimated slope functions, we show the so-called quartile curves of the samples corresponding to the first, second and third quartile values of 200 ISEs in Figure 2 for model (i). It can be seen that the estimated curves using all the methods except Naive are close to the truth, and those produced by PCW and Naive tend to be more variable than others. Figure 3 corresponds to the results under model (iv), i.e., a more challenging model structure. The differences among the estimators are more significant: FSW performs the best, followed by OR and DR, while PCW and Naive are
more biased and variable than the first three.

7 Real Data Analysis

We illustrate estimation of the ADRF using the five methods, FSW, OR, DR, PCW and Naive, on the electroencephalography (EEG) dataset from Ciarleglio et al. (2022). The EEG is a relatively low-cost tool to measure human neuronal activities. The measurements are taken from multiple electrodes placed on scalps of subjects, and they are then processed and transformed to produce current source density curves on the frequency domain that provide information of the intensity of neuronal activities. In particular, the frontal asymmetry curves, considered as potential biomarkers for major depressive disorder, are treated as the functional treatment variable $Z(t)$, for $t \in [4, 31.75]$ Hz. The outcome variable $Y$ is defined as $\log(\tilde{Y} + 1)$, where $\tilde{Y}$ is the quick inventory of depressive symptomatology (QIDS) score measuring severity of depressive symptomatology. A larger value of $Y$ indi-
Figure 3: True curve (—), first (— – –), second (– –) and third (···) quartile estimated slope functions under model (iv) with $n = 200$ and $500$ for all methods.

cates more severe depressive disorder. We are interested in investigating the causal effect of the intensity of neuronal activities represented by the frontal asymmetry curves on the severity of major depressive disorder. Potential confounding covariates $X = (X_1, X_2, X_3)^\top$ include age $X_1$, sex $X_2$ (1 for female and 0 for male) and Edinburgh Handedness Inventory score $X_3$ (ranging from $-100$ to $100$ corresponding to completely left to right handedness). Individuals with missing $Z$ are removed, which results in a sample of size 85 males and 151 females. The means (standard deviations) of $Y$, $X_1$ and $X_2$ are $2.73$ ($0.72$), $35.97$ ($13.07$) and $72.69$ ($48.76$), respectively. For comparison of the estimated ADRF using different methods, the confounding variables $X$ are centralized.

As in Section 6, we use the number of PCs explaining 95% of the variance of $Z$ (equal to 11 for this dataset) in estimating PCW. We minimize $CV^F_{FSW}$ with $L = 20$ to choose the truncation parameter $q$ used in estimating the slope function $b$ for all methods as well as tuning parameters $h$ and $k$ used in FSW. As a result, $q = 2$ explaining about 80% of the
variance of $Z$ is chosen to estimate the slope function.

The left panel of Figure 4 shows the estimated slope functions. All the estimated slope functions have the same increasing trend over frequencies, while they have negative effect on the outcome variable for low frequencies. In other words, subjects with higher frontal asymmetry values on the low frequency domain tend to be healthier. This is consistent with the observations in Ciarleglio et al. (2022), where the authors found a negative association between the frontal asymmetry curves and the major depressive disorder status, using their functional regression model. More specifically, in the left panel of Figure 4, the estimated slope functions of FSW is the steepest and shows the largest effect in the low frequency domain. In contrast, the estimated slope function of Naive has overall smallest absolute values; the other three curves are quite close to each other.

To illustrate visually the above negative effect found from the estimated slope function, we compute the estimated ADRF $E\{Y^*(z)\}$ of three curves, which correspond to the smallest, median and largest average frontal asymmetry values over low frequencies 4 to 15 Hz. The middle panel of Figure 4 exhibits the selected curves and the right panel shows the corresponding estimated $E\{Y^*(z)\}$ using all methods, which are around 2.9, 2.8 and 2.3 for the three curves, respectively.

8 Discussion

In the case of a functional treatment variable, we propose three estimators of the ADRF, namely, the FSW estimator, the OR estimator and the DR estimator, based on the functional linear model for the ADRF. The consistency of the FSW estimator relies on the functional linear model of $E\{Y^*(z)\}$ by developing a nonparametric estimator of the weight; while the OR estimator requires a more restrictive linear model for $Y$ in terms of $(Z, X)$.
Figure 4: Left: the estimated slope functions using FSW (—), OR (– –), DR (– · –), PCW (⋯) and Naive (○); median: the frontal asymmetry curves corresponding to the smallest (○), median (+) and largest (∗) average values over 4 to 15 Hz; right: the estimated $E\{Y^*(Z)\}$ of the three selected curves with marks corresponding to the middle panel.

The DR estimator is consistent if either of the first two estimators is consistent. Asymptotic convergence rates are provided, and numerical results demonstrate great advantages of our methods.

It is of interest to construct the confidence band for the slope function to better quantify the ADRF or ATE, which, however, is difficult even in the simpler context of functional linear regression. As shown in Cardot et al. (2007), it is impossible for an estimator of the slope function to converge in distribution to a nondegenerate random element under the norm topology. For the OR estimator, it is possible to adapt the method proposed by Imaizumi and Kato (2019) to our context to construct an approximate confidence band. For the other two estimators, construction of the confidence band is challenging due to the less restrictive modelling assumption and the nonparametric estimator of the FSW, which warrants further investigation.
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