Predictive Uncertainty Estimation in Water Demand Forecasting Using the Model Conditional Processor
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Abstract: In a previous paper, a number of potential models for short-term water demand (STWD) prediction have been analysed to find the ones with the best fit. The results obtained in Anele et al. (2017) showed that hybrid models may be considered as the accurate and appropriate forecasting models for STWD prediction. However, such best single valued forecast does not guarantee reliable and robust decisions, which can be properly obtained via model uncertainty processors (MUPs). MUPs provide an estimate of the full predictive densities and not only the single valued expected prediction. Amongst other MUPs, the purpose of this paper is to use the multi-variate version of the model conditional processor (MCP), proposed by Todini (2008), to demonstrate how the estimation of the predictive probability conditional to a number of relatively good predictive models may improve our knowledge, thus reducing the predictive uncertainty (PU) when forecasting into the unknown future. Through the MCP approach, the probability distribution of the future water demand can be assessed depending on the forecast provided by one or more deterministic forecasting models. Based on an average weekly data of 168 h, the probability density of the future demand is built conditional on three models’ predictions, namely the autoregressive-moving average (ARMA), feed-forward back propagation neural network (FFBP-NN) and hybrid model (i.e., combined forecast from ARMA and FFBP-NN). The results obtained show that MCP may be effectively used for real-time STWD prediction since it brings out the PU connected to its forecast, and such information could help water utilities estimate the risk connected to a decision.
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1. Introduction

The variation of the water consumption pattern during the day and week is due to several factors, namely climatic and geographic conditions, commercial and social conditions of people, population growth, technical innovation, cost of supply and condition of water distribution system (WDS) [1,2]. Hence, an accurate short-term water demand (STWD) forecast is required for continuous supply of water to consumers with appropriate quality, quantity and pressures [2]. Several predictive models have been proposed to solve water utility operational decision problems [2–11]. It has been reported in the scientific literature that predicting with hybrid models gives the best forecast for STWD prediction [2,12–15]. However, hybrid forecast is deficient for the kind of operational planning decisions that water utilities make when future demand is uncertain [7]. This is because it does not take into account the real uncertainty connected to the future level of demand, and this is a serious
limitation [2,7,16–18]. Moreover, given that the actual objective of WDS management is not improving demand forecasts per se, but rather to more reliably guarantee short term user’s demand, the problem must be formulated in terms of decision under uncertainty [16,17]. The Bayesian Decision approach is one of the best ways to solve this problem [19,20]. With it, utility function is most often a subjective cost function expressing the propensity of the decision maker to risk and its expected value. Therefore, forecasting the entire predictive density instead of the sole expected value is required, and this can guarantee more reliable and robust decisions [16].

Several authors [16–18,21–25] confirmed that it is absolutely necessary to take into account predictive uncertainty (PU), most especially when the predictive models considered are applied within the framework of water management procedures or to support decision-making [21]. According to [16,18], PU is described by the probability distribution of the future (real) value of the predict, which is conditional on the knowledge available at the time of forecasting. To understand and analyse the overall level of the PU connected to STWD forecast, model uncertainty processors (MUPs) are considered [16,26,27]. Amongst other MUPs (e.g., the Bayesian Model Averaging (BMA) [26], Hydrological Uncertainty Processor (HUP) [27]), the Model Conditional Processor (MCP) proposed by [16] is used in this paper. MCP is an uncertainty post-processor that allows the combination of one or more forecasting models to produce a predictive density instead of a single valued forecast [16,17]. The motivation for the selection of MCP is based on the recent applications that have proven its validity and robustness [16–18].

Furthermore, decisions such as releasing sufficient amount of water to users may be linked to losses such as loss in users credibility, or more consistently in terms of contractual penalties if the objective is not met [16,24]. At the same time, releasing too much water may lead to wastes, thus to potential economical losses. This is why, by means of a predictive density of future demand, one should compromise between the cost of water, including loss of future opportunities injected into the water distribution network (WDN) to meet future demand and the expected value of losses if the demand objectives are not met. The point is that once the decision is made on how much to inject into the WDN, what is injected is a real physical quantity which has a real cost also in terms of lost opportunities, while the economical losses depending on the future actual demand are still uncertain. This is why, to compromise between the real costs for wasting water and the expected losses for not meeting demand, one needs first of all to assess the probability of future demand, conditional on all our available knowledge, and use this information to estimate the future expected losses by integrating the loss function, which depends on demand, times the probability of demand, over the entire domain of possible demands [18,24,28]. Models are the tools to allow us to correctly assess such an uncertainty, but they are not the final goal. Many researchers in the field of hydrology have looked into the problem of assessing the PU connected to a real-time flood forecasting system using the MCP [16,17]. However, to our knowledge, only Alvisi et al. [18] have used MCP to assess the PU within the framework of water demand forecasting on the basis of the forecasts generated by using two deterministic models, namely a cyclicity and persistence based model (Patt-for) and a feed-forward back propagation neural network (FFBP-NN).

Based on the above information, the main contribution of this paper is to apply the MCP approach to demonstrate how a number of comparatively good (or well performing) deterministic models, namely autoregressive-moving average (ARMA), FFBP-NN and hybrid model (combined forecast from ARMA and FFBP-NN) may improve our knowledge, thus estimating the predictive uncertainty when forecasting into the unknown future. This motivation is based on the fact that these models (e.g., hybrid model) are better deterministic models in the current state of the art [2], and have not been tested in assessing the predictive density in another paper before in this perspective. To achieve this aim, the probability density of the future demand is developed based on the forecasts generated by ARMA, FFBP-NN and the hybrid model. Based on an average weekly data of 168 h, the forecasting performances of ARMA, FFBP-NN, hybrid model and MCP are assessed. Furthermore, MCP is used to estimate the PU connected to the STWD forecast. Finally, in this work, we demonstrate how to verify the correctness of the estimated predictive probability by comparing the predicted conditional density
to the sampling density of prediction errors via a graphical/statistical acceptance-rejection test. This is an essential step not present in previous works (for instance in [18]) to guarantee that the assessed probability density can be reliably used to estimate the expected losses in decision-making.

2. Model Conditional Processor (MCP)

MCP is a Bayesian method (i.e., uncertainty post-processor) used to estimate the PU, which is conditional on a set of historical observations and the corresponding values predicted by one or more deterministic forecasting models [16–18,28,29]. In this paper, we demonstrate how to use the models’ information to improve our knowledge on the future demand, in terms of variance of prediction errors, by building the probability density of the future demand conditional on the predictions generated by ARMA, FFBP-NN and hybrid model through the MCP approach.

Todini [16] developed the MCP approach with the aim of estimating the predictive distribution of a given predictand conditional upon one or more model forecasts, on the basis of the following useful properties of the multi-Normal distribution [30]: If a real valued random vector \( x \in \mathbb{R}^{j+k} \), \( j \geq 1, k \geq 1 \), normally distributed \( x \approx N(\mu_x, \Sigma_{xx}) \) with mean \( \mu_x \), and variance-covariance matrix \( \Sigma_{xx} \), is partitioned into two vectors \( x = \begin{bmatrix} y & \hat{y} \end{bmatrix} \), where \( y \in \mathbb{R}^j \) and \( \hat{y} \in \mathbb{R}^k \), then the mean, \( \mu_x = \begin{bmatrix} \mu_y \\ \mu_{\hat{y}} \end{bmatrix} \) and the variance matrix, \( \Sigma_{xx} = \begin{bmatrix} \Sigma_{yy} & \Sigma_{y\hat{y}} \\ \Sigma_{\hat{y}y} & \Sigma_{\hat{y}\hat{y}} \end{bmatrix} \), and the two partitions \( y \) and \( \hat{y} \), will be normally distributed, i.e., \( y \approx N(\mu_y, \Sigma_{yy}) \) and \( \hat{y} \approx N(\mu_{\hat{y}}, \Sigma_{\hat{y}\hat{y}}) \).

Under this assumption, one can derive the distribution of each partition conditional on the other one. Therefore, the distribution of \( y \) conditional on \( \hat{y} \), is the normal distribution \( N(\mu_y|\hat{y}, \Sigma_{yy}|\hat{y}) \) with mean

\[
\mu_{y|\hat{y}} = \mu_y + \Sigma_{y\hat{y}}\Sigma_{\hat{y}\hat{y}}^{-1}(\hat{y} - \mu_{\hat{y}}) \tag{1}
\]

and variance co-variance matrix

\[
\Sigma_{yy|\hat{y}} = \Sigma_{yy} - \Sigma_{y\hat{y}}\Sigma_{\hat{y}\hat{y}}^{-1}\Sigma_{\hat{y}y} \tag{2}
\]

According to [16,18], the MCP method involves the conversion of historical observations and the corresponding predicted values into a normal space using the Normal Quantile Transform (NQT) in order to arrive analytically at an estimate of the joint distribution of the real and forecasted values and hence at a conditional distribution of the real values given the forecasted ones. However, in this paper, we are in the most favourable case since the conversion into and return from the Gaussian space and the problem of the tails fitting are not necessary. Thus in this paper, the observations and model forecasts generated by ARMA, FFBP-NN and the hybrid model are essentially Gaussian.

The MCP approach was here implemented to assess the predictive density of the demand conditional to the hybrid predictions based on the ARMA, FFBP-NN and hybrid model, the latter taken as the third model. The importance of including the hybrid model lays in the fact that in the multi-variate approach described by Equations (1) and (2), the weights and the resulting variance depend directly on \( \Sigma_{y\hat{y}} \) the covariance matrix between observations and model forecasts and inversely on \( \Sigma_{\hat{y}\hat{y}} \) the covariance matrix among the model forecasts. In layman’s terms, as a model contributes to the information, the correlation is higher between its forecast and the observations and the forecasts are less correlated with the other model forecasts. As it stands, the hybrid model, a linear combination between the ARMA and FFBP-NN models, has a high correlation with the observations and to a lesser extent with the single ARMA and FFBP-NN models, which allows for the provision of a small amount of important additional information.
3. Case Study Description and Discussion of Results

The predictive performances of ARMA, FFBP-NN, the hybrid model and the MCP are assessed based on a 168 h (one week) long set of data sampled at hourly time steps estimated from observations by averaging eight weeks of observations (see Figure 1). These averages were the only available data from a case study site located in a hydraulic zone in the small city of Alquerias (Murcia) in south-eastern Spain, which has a population of approximately 5000 consumers and an extension of nearly 8 km² [31]. The number of data used for the calibration and validation sets are approximately 60% and 40% respectively, where the first 100 h are used for calibration.

Figures 2–4 and Table 1 are obtained based on the MCP mathematical expressions given in Equations (1) and (2) together with the ARMA, FFBP-NN and hybrid models respectively given in Equations (3)–(5) [2]. In addition, the predictive performances of ARMA, FFBP-NN, hybrid model and MCP are evaluated by using the following forecasting statistical terms: root mean square error (RMSE), mean absolute percentage error (MAPE) and Nash-Sutcliffe (NS) model efficiency as given in Equations (6)–(8). Although optimising the single value statistics is not the main goal of this paper, the RMSE, MAPE and NS values presented in Table 1 show that MCP generated the best forecast compared to ARMA, FFBP-NN and hybrid model (see Figures 2 and 3). In addition to providing the expected conditional forecast, as all the models do, the MCP approach allows the correct estimation of the full conditional predictive probability distribution (see Figure 4).

\[ Y_t = \mu + \sum_{k=1}^{p} \phi_k Y_{t-k} + \epsilon_t + \sum_{k=1}^{q} \theta_k \epsilon_{t-k} \]  

where \( p \) and \( q \) are the model orders, \( \phi \) is autoregressive parameter, \( \theta \) is the moving average parameter, \( \mu \) is the mean value of the process, and \( \epsilon_t \) is the forecast error at time \( t \). \( Y_t \) is the observed value of demand at time \( t \), \( k \) is the number of historical periods, \( Y_{t-k} \) and \( \epsilon_{t-k} \) is the observation at time \( t-k \) [2].

\[ Y_t = a_0 + \sum_{j=1}^{p} a_j f(\sum_{i=1}^{h} \beta_{ij} Y_{t-j} + \beta_{0j}) + \epsilon_t \]  

where \( p \) is the number of hidden nodes, \( h \) is the number of input nodes, \( f \) is a sigmoid transfer function, \( a_j \) is the vector of the weights from the hidden to the output nodes, \( \beta_{ij} \) are the weights from the input to hidden nodes, \( a_0 \) and \( \beta_{0j} \) are the weights of the arcs leaving from the bias terms [2].

\[ \hat{Y}_t = \beta_0 + \sum_{i=1}^{n} \beta_i \hat{Y}_{i,t} \]  

where \( \hat{Y}_{i,t} \) is the predicted value of the time series at time \( t \) using the \( i \)th model, \( \beta_0 \) is the regression intercept, \( \beta_i \) coefficients are determined by optimisation or least squares regression to minimise the mean square error (MSE) between the hybrid forecast \( \hat{Y}_{i,t} \) and the actual data [2,7].

\[ MSE = \frac{1}{N} \sum_{t=1}^{N} (Y_t - \hat{Y}_t)^2 \]  

\[ RMSE = \sqrt{MSE} \]  

\[ MAPE = \frac{100}{N} \sum_{t=1}^{N} \left| \frac{Y_t - \hat{Y}_t}{Y_t} \right| \]
\[ NS = 1 - \frac{\sum_{t=1}^{N} (Y_t - \hat{Y}_t)^2}{\sum_{t=1}^{N} (Y_t - \mu_Y)^2} \]  

(8)

where \( Y_t \) is the real observation, \( \hat{Y}_t \) is the forecast value at time \( t \), and \( \mu_Y \) is the mean of real observation [2].

![Figure 1. Average water consumption for the 24 h of each day [2].](image)

**Table 1. Performance Assessment:** CAL and VAL mean the Calibration and Validation datasets.

| Model      | RMSE (CAL) | MAPE (%) (CAL) | NS Efficiency (CAL) | RMSE (VAL) | MAPE (%) (VAL) | NS Efficiency (VAL) |
|------------|------------|----------------|---------------------|------------|----------------|---------------------|
| ARMA       | 1.852      | 8.318          | 0.841               | 2.418      | 10.288         | 0.844               |
| FFBP-NN    | 2.151      | 9.027          | 0.786               | 3.462      | 15.700         | 0.681               |
| Hybrid model | 0.926     | 4.123          | 0.960               | 1.677      | 7.357          | 0.925               |
| MCP        | 0.926      | 4.118          | 0.960               | 1.329      | 5.915          | 0.953               |

In Figure 4, the expected conditional value and a 95% probability band are compared to the observations showing that, as expected, most of the observations fall within the uncertainty band. The outcomes show that MCP provides more information in terms of a correct estimate of the full predictive probability density, which allows estimating the “expected utility function” within a Bayesian Decision scheme. In addition, the probability plots obtained in Figure 5 are generated based on [32], which shows the hypothesis that our predictive probability distribution correctly estimated cannot be rejected at the 95% probability level. The following tests (see Figure 5) demonstrate that MCP correctly estimates the predictive probability density, and such outcome is useful within the framework of water management procedures or to support decision-making [16–18,21]. Unlike the forecasts generated by ARMA, FFBP-NN and hybrid model, MCP provided a probabilistic forecast such that Equations (1) and (2) resulted to a mean and variance given below, where \( \hat{y}_1, \hat{y}_2 \) and \( \hat{y}_3 \) are the model forecasts for ARMA, FFBP-NN and hybrid model respectively, and \( y \) is the historical observation.
Figure 2. STWD forecasts generated using ARMA, FFBP-NN and hybrid model.
Figure 3. STWD forecasts generated ARMA, FFBP-NN and MCP.
Figure 4. Calibration and Validation sets: MCP forecasts with estimated predictive uncertainties.
Figure 5. Calibration and Validation sets: 5% probability acceptance limits for MCP prediction.
According to Equations (1) and (2), which correspond to multiple regression in the Normal space, the predictive probability density of the predictand (the future demand) conditional to the three model predictions is the Normal probability density with:

\[
\begin{align*}
\text{mean}\{y|\hat{y}_1, \hat{y}_2, \hat{y}_3\} &= \mu_y + \left[\omega_1 \begin{pmatrix} \hat{y}_1 - \mu_{\hat{y}_1} \\ \hat{y}_2 - \mu_{\hat{y}_2} \\ \hat{y}_3 - \mu_{\hat{y}_3} \end{pmatrix} \right] \\
\text{var}\{y|\hat{y}_1, \hat{y}_2, \hat{y}_3\} &= \omega_y^2 - \omega_1 \begin{pmatrix} \gamma_{y\hat{y}_1} \\ \gamma_{y\hat{y}_2} \\ \gamma_{y\hat{y}_3} \end{pmatrix}
\end{align*}
\]

(9)

where \(\mu_y\) and \(\omega_y^2\) are mean and variance of the predictand, while \(\omega_1, \omega_2,\) and \(\omega_3\) are the means of the three models forecasts. The value of the weights \(\omega_1, \omega_2,\) and \(\omega_3\) can be estimated from the observations \(y\) (the predictand) and the model forecasts \(\hat{y}_1, \hat{y}_2,\) and \(\hat{y}_3\) (the predictors), as:

\[
\begin{bmatrix} \omega_1 \\ \omega_2 \\ \omega_3 \end{bmatrix} = \begin{bmatrix} \gamma_{y\hat{y}_1} & \gamma_{y\hat{y}_2} & \gamma_{y\hat{y}_3} \\ \gamma_{\hat{y}_1\hat{y}_1} & \gamma_{\hat{y}_1\hat{y}_2} & \gamma_{\hat{y}_1\hat{y}_3} \\ \gamma_{\hat{y}_2\hat{y}_1} & \gamma_{\hat{y}_2\hat{y}_2} & \gamma_{\hat{y}_2\hat{y}_3} \end{bmatrix}^{-1} \begin{bmatrix} \gamma_{y\hat{y}_1} \\ \gamma_{y\hat{y}_2} \\ \gamma_{y\hat{y}_3} \end{bmatrix}
\]

(10)

where \(\gamma_{y\hat{y}_i}, \forall i = 1, \ldots, 3\) are the co-variances between the observations \(y\) and the model forecasts \(\hat{y}_i\), while \(\gamma_{\hat{y}_i\hat{y}_j}, \forall i, j = 1, \ldots, 3\) are the variances (\(\forall i = j\)) and the co-variances (\(\forall i \neq j\)) between the model forecasts.

By setting

\[
\omega_0 = \mu_y - \omega_1 \begin{pmatrix} \hat{y}_1 \\ \hat{y}_2 \\ \hat{y}_3 \end{pmatrix}
\]

(11)

Equation (9) becomes:

\[
\begin{align*}
\text{mean}\{y|\hat{y}_1, \hat{y}_2, \hat{y}_3\} &= \omega_0 + \omega_1 \begin{pmatrix} \hat{y}_1 \\ \hat{y}_2 \\ \hat{y}_3 \end{pmatrix} \\
\text{var}\{y|\hat{y}_1, \hat{y}_2, \hat{y}_3\} &= \omega_y^2 - \omega_1 \begin{pmatrix} \gamma_{y\hat{y}_1} \\ \gamma_{y\hat{y}_2} \\ \gamma_{y\hat{y}_3} \end{pmatrix}
\end{align*}
\]

(12)

Accordingly, the estimated weights and variance become: \(\omega_0 = -2.285; \omega_1 = 0.406; \omega_2 = 0.349; \omega_3 = 0.370\) \(\text{var}\{y|\hat{y}_1, \hat{y}_2, \hat{y}_3\} = 0.867\), leading to:

\[
\begin{align*}
\text{mean}\{y|\hat{y}_1, \hat{y}_2, \hat{y}_3\} &= -2.285 + 0.406\hat{y}_1 + 0.349\hat{y}_2 + 0.370\hat{y}_3 \\
\text{var}\{y|\hat{y}_1, \hat{y}_2, \hat{y}_3\} &= 0.867
\end{align*}
\]

(13)

In this work, following [32], we introduce the probability plot as a tool to assess the acceptance of the estimated probability. The probability plot is a plot of the estimated probabilities versus their empirical cumulative distribution function. For a perfect match, the shape of the resulting curve should be a 45 degree line corresponding to the cumulative uniform probability distribution. Alternatively, the curve will approach the bisector line of the diagram. Kolmogorov confidence bands can be represented on the same graph as two straight lines, parallel to the bisector and at a distance dependent upon the chosen significance level of the test. For a 0.05 probability level, corresponding to a 95% band, the distance from the bisector line is \(\frac{1.96}{\sqrt{n}}\), with \(n\) the number of observations used in the test. Figure 5 shows the probability plots relevant to the calibration and validation datasets. It is clear
that the acceptability test for both datasets is passed at the 5% acceptance level, which implies that the developed predictive densities can be reliably used to estimate the expected utility values to be maximised in the Bayesian Decision scheme. Nonetheless, a better outcome could be obtained if a long record of data is used. Based on this study, the results presented in Figures 2–5 and Table 1 show that MCP may be effectively used for real-time STWD forecast.

4. Conclusions

This paper intends to apply the MCP approach to demonstrate how a number of potential predictive models may improve our knowledge, and in turn estimate the predictive uncertainty (PU) when forecasting into the unknown future. To achieve this aim, comparative assessment of the forecasts generated using ARMA, FFBP-NN, hybrid model (i.e., combination of ARMA and FFBP-NN) and MCP conditional on ARMA, FFBP-NN and hybrid models is firstly conducted. Afterwards, the probability density of the future demand is built based on the forecasts generated by ARMA, FFBP-NN and the hybrid model. In addition, in this work, we demonstrate how to verify the correctness of the estimated predictive probability, which is an essential step towards correct expected losses estimates in view of decision making. The PU connected to the STWD forecast is estimated and validated based on 5% probability acceptability test.

The results obtained show that the forecast generated by MCP marginally outperforms those of ARMA, FFBP-NN and hybrid model, and also allows assessment of the full predictive density to be used in the estimation of the expected losses in decision making. Finally, the probability acceptance/rejection tests on both the calibration and verification periods showed that the developed predictive densities are acceptable at 5% probability level.

In conclusion, the outcomes of this study indicate that MCP may be efficiently used for real-time STWD prediction since it brings out the PU connected to the MCP forecast obtained, and with such information, water utilities could estimate the risk connected to a decision.
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