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**Abstract.** In order to improve the reconstruction ability of time series data under probability statistical model, a time series data reconstruction method based on machine learning is proposed. The time series data distribution structure model under probability statistical model is constructed. The spatial multi-sensor information sampling method is used to sample the time series data information flow under the probability statistical model, and the phase space reconstruction method is combined to reconstruct the time series data information structure under the probability statistical model. The probability statistical model is established to decompose the time series data, and the distributed grid computing method is used to extract the big data association features of the time series data under the probability statistical model. Combined with the adaptive weight learning method, the optimal control of the scheduling is carried out. The big data cross-domain scheduling of the time series data under the probabilistic statistical model is realized under the support vector machine learning mode. The simulation results show that the method has good adaptability to time series data cross-domain scheduling under the probability and statistics model, and the load balance of data output is strong.
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1 Introduction

With the development of cloud computing technology, a large number of block chain slicing resource data are distributed in cloud computing storage space, so it is necessary to construct time series data scheduling model under probability and statistics model, combine cloud computing and cloud storage technology to schedule and retrieve time series data across domains, and improve the ability of time series data cross-domain retrieval and query. The research of related time series data cross-domain scheduling method is of great significance in optimizing cloud storage space design and cloud resource information retrieval optimization \cite{1}.

In embedded environment, block chain slicing storage system design and resource optimization scheduling under probability and statistics model are carried out, cloud
computing storage structure model is established, and block chain slicing storage and cross-domain scheduling under probability and statistics model are carried out by using link structure reorganization method [2, 3]. In the traditional method, the clustering energy consumption scheduling algorithm is mainly used in the cloud resource scheduling algorithm. Combined with the priority list control method, the big data partition scheduling of time series data under the probability statistical model is carried out. In reference [4], a time series data scheduling method based on adaptive priority list control is proposed, combined with the optimal storage and distributed retrieval model of cloud resources, the block chain slicing storage scheduling is carried out. However, the reconstruction ability of time series data under probability statistical model is not good. In reference [5], a resource scheduling algorithm for block chain slicing storage system under the probability and statistical model of double threshold equilibrium control is proposed. The time axis of cloud resource scheduling is divided into uniformly distributed time windows, and the time series data scheduling method is combined with the block structure reorganization method, but the computational overhead of this method is large and the real-time performance is not good.

In order to solve the above problems, a time series data reconstruction method based on machine learning is proposed. Firstly, the time series data distribution structure model under the probability statistical model is constructed, the spatial multi-sensor information sampling method is used to sample the time series data information flow under the probability statistical model, and the phase space reconstruction method is used to reconstruct the time series data information structure under the probability statistical model [6]. Then the feature decomposition model of time series data under probability and statistics model is established, and the big data association feature extraction of time series data under probability statistical model is carried out by combining distributed grid computing method, and the optimal control of scheduling is carried out by combining adaptive weight learning method. Big data cross-domain scheduling of time series data under probability and statistics model is realized under support vector machine learning mode. Finally, the simulation results show the superior performance of this method in improving the reconstruction ability of time series data.

2 Time Series Data Sampling and Information Structure Reorganization

2.1 Time-Series Data Sampling Under Probabilistic Statistical Model

In order to realize big data fusion and cross-domain scheduling of time series data under probability statistical model, it is necessary to construct time series data distribution structure model under probability statistical model, and to sample time series data information flow under probability statistical model by using spatial multi-sensor information sampling method, in order to realize time series data scheduling under probability statistical model. Firstly, the kernel structure and resource storage structure model of block chain slicing storage system under probabilistic statistical model are analyzed, and the information flow model and time series analysis of time series data under probabilistic statistical model are carried out. Under the probabilistic statistical
model, cloud computing grid space realizes memory management, process management and spatial distributed structure storage management through resource cross-domain scheduling [7]. The distribution structure model of time series data under probability and statistics model is shown in Fig. 1.

Fig. 1. Model of time series data distribution structure under probabilistic statistical model

In that whole probability statistic model, a block chain fragment storage system adopts a grid form, and various scattered time sequence data are reconstructed and linearly reformed, and through the analysis, a block chain fragment storage structure model of a block chain under a probability statistic model is obtained. In the method, a collaborative distribution method is adopted for designing a resource input interface [8], a time series data large data scheduling in a probability statistical model is adopted, and a cloud computing time series data large data characteristic distribution set of a resource searching module is set as follows:

\[
P = \{p_1, p_2, \cdots, p_m\}, m \in N
\]

Wherein, the \(m\) represents the dimension of the data large data distribution space of the time series data under the probability statistical model, the \(p_m\) is a fuzzy degree function of the slice storage node, and the data fusion is carried out on the data large data stream of the time series data under the multiple probability statistical models, under the embedded platform, the fragment storage and the structure matching are carried out, and the time series data large data stream under the probability statistical model to be distributed is as follows:

\[
flow_k = \{n_1, n_2, \cdots, n_q\}, q \in N
\]

In the above formula, \(q\) represents the storage depth of the large data stream set of time series data under multiple probabilistic statistical models, \(n_q\) represents the data sequence of big data information flow of time series data under probabilistic statistical model, and \(N\) represents the total number of big data symbols of time series data under probabilistic statistical model. According to the above analysis, combined with the phase space reconstruction method, the time series data information structure is reorganized under the probability and statistical model [9].
2.2 Time Series Data Information Structure Reorganization

The characteristic decomposition model of time series data under probability statistical model is established, and the time series data structure under probability statistical model is reorganized with distributed grid computing method. The tasks in the client side of time series data scheduling under probability statistical model are submitted to the server, and a distribution set of time series data with N input time series data is obtained. The random number series components of time series data output are as follows:

\[ x_{n+1} = 4x_n(1 - x_n) \quad n = 1, 2, \cdots, NP \]  \hspace{1cm} (3)

Wherein, \( NP \) is the distributed bandwidth of time series data in time period \( T \), \( n \) represents the number of tasks in process management. The phase space reconstruction method is used to reconstruct the time series of time series data scheduling under probability and statistics model, and the phase space reconstruction equation is obtained as follows:

\[
\begin{align*}
\mathbf{x} &= (x_1, x_2, \ldots, x_n) \\
y &= F(x) = (f_1(x), f_2(x), \ldots, f_m(x))^T
\end{align*}
\]  \hspace{1cm} (4)

Wherein, the \( x = (x_1, x_2, \ldots, x_n) \) is a set of interference data scheduled for the time series data under the probability statistical model; the \( y = F(x) \) represents a delay function of the block chain fragment storage in the probability statistical model; and the type of the characteristic vector set \( n_i \) of the time series data scheduling is \( n_i \), and the association rule mining method is adopted, the error of the inter-layer prediction of the time series data is \( P(n_i) = \{p_k | pr_{kj} = 1, k = 1, 2, \cdots, m\} \), the priority attribute of the time series data scheduling under the probability statistical model is constructed by using the false nearest neighbor method, the reconstruction problem of the time series data under the probability statistical model is converted into a detection problem of a multivariate unknown parameter, The expression of the detected statistical feature quantity is as follows:

\[
\begin{align*}
x_{\min,j} &= \max \{x_{\min,j}, x_{g,j} - \rho(x_{\max,j} - x_{\min,j})\} \\
x_{\max,j} &= \min \{x_{\max,j}, x_{g,j} + \rho(x_{\max,j} - x_{\min,j})\}
\end{align*}
\]  \hspace{1cm} (5, 6)

In the above formula, \( \rho \) is the transmission loss coefficient of time series data reconstruction, and the weight adjustment of the time series data scheduling is constructed in the interval \([x_{\min,j}, x_{\max,j}]\), and the bandwidth of the resource scheduling is SW. Based on the analysis, the information entropy of the time series data scheduling node in the probability statistical model is obtained:

\[
H_i(x) = \sum_{k=1}^{K} p_k \ln \frac{1}{p_k} = -\sum_{k=1}^{K} p_k \ln p_k
\]  \hspace{1cm} (7)
The method for controlling the output of the chain-fragment storage resource to obtain the spatial distribution feature quantity meets the $\Phi : M \rightarrow R^{2d+1}$, so that the integration degree distribution of the time sequence data scheduling is as follows:

$$\Phi(z) = (h(z), h(\varphi_1(z)), \ldots, h(\varphi_{2d}(z)))^T$$  \hspace{1cm} (8)

In the block chain slicing storage system based on probability and statistics model, the adaptive weighted control of time series data is carried out, and the ambiguity function is obtained as follows:

$$x_n = [x(0), x(1), \ldots, x(N - 1)]^T$$  \hspace{1cm} (9)

The third order statistical feature analysis method is used to decompose the time series data under the probability statistical model [10], and the eigenvalues are defined as follows:

$$cum(\lambda_1, \lambda_2, \lambda_3, \ldots, \lambda_k) = \left(\prod_{i=1}^{k} \lambda_i\right) cum(x_1, x_2, \ldots, x_k)$$  \hspace{1cm} (10)

Among them, the k-order cumulant of time series data under probability statistical model is $c_kx(x_1, x_2, \ldots, x_k)$, the load balancing transmission information flow $f x(n)$, according to the above analysis, the time series data information structure reorganization model is constructed, combined with subspace fusion method, the time series data reconstruction is carried out [11].

3 Time Series Data Reconstruction and Optimization

3.1 Association Feature Extraction

On the basis of sampling the information flow of time series data under probability statistical model by using spatial multi-sensor information sampling method, the feature decomposition model of time series data under probability statistical model is established, and the time series data structure of time series data under probability statistical model is reorganized with distributed grid computing method [12]. The optimal control model is obtained, and the output characteristic quantity of time series data cross-domain scheduling is described as follows:

$$x(t) = \text{Re}\{a_n(t)e^{-j2\pi \tau_n(t)}s(t - \tau_n(t))e^{-j2\pi \tau_n(t)}\}$$  \hspace{1cm} (11)

In the support vector machine learning mode, the load balancing characteristics of resource scheduling can be described as follows:

$$c(\tau, t) = \sum_{n} a_n(t)e^{-j2\pi \tau_n(t)} \delta(t - \tau_n(t))$$  \hspace{1cm} (12)
In the above formula, $a_n(t)$ is the output information flow of block chain slicing scheduling on $n$ channels, $\tau_n(t)$ is the delay on $n$ transmission channels, $f_c$ is the modulation frequency of block chain slicing scheduling under probabilistic statistical model, the adaptive weighting method is used to schedule the time series data in real time under probabilistic statistical model [13], and the attribute distribution quantification function of time series data in probabilistic statistical model is as follows:

$$S(i,j) = \frac{\sum_{u \in U_i} (V_{u,i} - 3)(V_{u,j} - 3)}{\sqrt{\sum_{u \in U_i} (V_{u,i} - \bar{V}_i)^2} \sqrt{\sum_{u \in U_j} (V_{u,j} - \bar{V}_j)^2}}$$ (13)

In which, the time series data information resource evaluation matrix of the probability statistical model is an optimized characteristic solution of the time series database distribution set of the $R = (\tau_{ij}, a_{ij})_{m \times n}$ and the probability statistical model:

$$\Phi = \text{diag}[e^{i\phi_1}, \ldots, e^{i\phi_r}]$$ (14)

According to the analysis, the sample set distribution model of the time series data under the probability statistical model is met:

$$T_{ij}(t) = \frac{|p_{ij}(t) - \Delta p(t)|}{p_{ij}(t)}$$ (15)

Where, $U_{ij}(t)$ is used to represent the association rule items of time series data under the probabilistic statistical model. According to the above analysis, the association features are extracted [14].

### 3.2 Weight Analysis and Time Series Data Reconstruction Output

Combined with adaptive weight learning method to optimize scheduling, the time series data of time series data in probabilistic statistical model is scheduled across domains under support vector machine learning model. 4 tuples $(E_i, E_j, d, t)$ is used to represent the main feature decision tree of time series data sharing scheduling under probabilistic statistical model. $E_i$, $E_j$ is the bifurcation node of time series data in directed graph under probabilistic statistical model [15]. The differential fusion feature quantity of time series data sharing under probability and statistics model is obtained.

$$J_m(U, V) = \sum_{k=1}^{n} \sum_{i=1}^{c} \mu_{ik}^m (d_{ik})^2$$ (16)

In the formula, $m$ is a finite data set of time series data distribution under a probability statistical model, and $(d_{ik})^2$ is a similarity distribution map, and the decision-making independent variable of the time series data under the probability statistical model is as follows:
\[(d_{ik})^2 = \|x_k - V_i\|^2\]  \hspace{1cm} (17)

And

\[\sum_{i=1}^{c} \mu_{ik} = 1, k = 1, 2, \ldots, n\]  \hspace{1cm} (18)

The optimal scheduling and mining of time series data under probabilistic statistical model is carried out [16], and the priority clustering model of time series data sharing scheduling under probabilistic statistical model is obtained as follows:

\[V_{u,i} = \frac{D_i^-}{D_i^+ + D_i^-}, V_{j} = \frac{R_j^+}{R_j^+ + R_j^-}\]  \hspace{1cm} (19)

Based on the analysis, the adaptive fusion clustering model of time series data under probabilistic statistical model is constructed, and the reconstruction of time series data under probabilistic statistical model is realized by using time series data fusion method [17–20].

4 Simulation Experiment and Result Analysis

In order to test the application performance of this method in time series data scheduling under probabilistic statistical model, Matlab is used to carry out simulation experiment, and embedded Linux technology is used to design the platform of time series data scheduling under probabilistic statistical model. The sampling time length of time series data under probabilistic statistical model is 60 s, the characteristic sampling

![Fig. 2. Time domain waveform of time series data distribution under probability statistical model](image-url)
frequency is 80 kHz, and the carrier frequency of block chain slicing storage is 12 kHz. A frequency component of 250 Hz is set between 400 and 600 sampling points for distributed adjustment of time series data, and the sampling of time series data information under probability and statistics model is shown in Fig. 2. 

Taking the resource data of Fig. 2 as the research object, the time series data scheduling under the probability statistical model is carried out, and the reconstruction output is shown in Fig. 3.

![Fig. 3. Time series data to reconstruction output under probabilistic statistical model.](image)

The analysis Fig. 3 shows that the proposed method can effectively realize the time series data scheduling under the probability statistical model, and test the equilibrium degree of the block chain storage resource scheduling under the probability statistical model. The comparative results are shown in Table 1.

| Iterations | Proposed method | Reference [4] | Reference [5] |
|------------|-----------------|---------------|---------------|
| 100        | 0.913           | 0.845         | 0.845         |
| 200        | 0.924           | 0.876         | 0.864         |
| 300        | 0.954           | 0.914         | 0.912         |
| 400        | 0.987           | 0.926         | 0.934         |
| 500        | 0.998           | 0.943         | 0.967         |

As shown in Table 1, compared with the traditional method, the proposed method has higher equilibrium of block chain and higher practical application. The analysis Table 1 shows that the proposed method has a better balance in the open source scheduling of the block chain time series data under the probability and statistics model.
In order to verify the complexity of the proposed algorithm and the running time of the algorithm, the experimental results are shown in Fig. 4.

![Fig. 4. Comparison of running time of different methods](image)

As shown in Fig. 4, under the same conditions, the proposed method has the shortest running time, indicating that the proposed method has the lowest complexity and high operating efficiency.

5 Conclusions

In this paper, a time series data reconstruction method based on machine learning is proposed. The time series data distribution structure model under probability statistical model is constructed. The spatial multi-sensor information sampling method is used to sample the time series data information flow under the probability statistical model, and the phase space reconstruction method is combined to reconstruct the time series data information structure under the probability statistical model. The probability statistical model is established to decompose the time series data, and the distributed grid computing method is used to extract the big data association features of the time series data under the probability statistical model. Combined with the adaptive weight learning method, the optimal control of the scheduling is carried out. The big data cross-domain scheduling of the time series data under the probabilistic statistical model is realized under the support vector machine learning mode. The simulation results show that the method has good adaptability to time series data cross-domain scheduling under the probability and statistics model, and the load balance of data output is strong. The method has good application value in time series data reconstruction. However, due to the limited time, the efficiency of reconstruction of time series data needs to be improved, which is also my future research direction.
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