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ABSTRACT

It is important to monitor and analyze crowd events for the sake of city safety. In an EDOF (extended depth of field) image with a crowded scene, the distribution of people is highly imbalanced. People far away from the camera look much smaller and often occlude each other heavily, while people close to the camera look larger. In such a case, it is difficult to accurately estimate the number of people by using one technique. In this paper, we propose a Depth Information Guided Crowd Counting (DigCrowd) method to deal with crowded EDOF scenes. DigCrowd first uses the depth information of an image to segment the scene into a far-view region and a near-view region. Then Digcrowd maps the far-view region to its crowd density map and uses a detection method to count the people in the near-view region. In addition, we introduce a new crowd dataset that contains 1000 images. Experimental results demonstrate the effectiveness of our DigCrowd method.

© 2018 Elsevier Ltd. All rights reserved.

1. INTRODUCTION

With the growth of urban populations and the economy, large collections of people in public places is becoming more and more common (Fig.1). Therefore, intelligent population analysis systems are of great significance for the establishment of smart cities and safe cities. This is a big challenge to the public security management, which makes the analysis, monitoring, and detection of crowd activity one of the most popular research topics in the intelligent video surveillance field. However, crowd analysis comes with many challenges such as occlusions, high clutter, non-uniform distribution of people, non-uniform illumination, intra-scene and inter-scene variations in appearance, scale and perspective making the problem extremely difficult. In some extended depth of field, we observe that crowd movement lead to an increased number of activities such as aggregation behavior, crowd queuing behavior and the smaller size of the crowd block in far-view region, etc. This crowd activity poses many difficulties for researchers. We define these scenes as EDOF scenes. All of these factors make existing crowd counting systems inadequate.

Crowd analysis and its related applications have been deeply studied by researchers in both industry and academia. Based on the limitations of methods or data sources, many researchers focus on a certain type of scenario detection, but these methods do not apply to complex crowd scenarios. The most extensively used methods for crowd counting is regression-based (Redmon et al., 2015; Chan and Vasconcelos, 2009). This method is suitable for more crowded or homogeneous conditions, but not for a single individual object in the scene. A method based on a multi-row convolution neural network model is proposed by Shanghai University of Science and Technology (Zhang et al., 2016). By adding a geometric adaptive Gaussian kernel density map, the corresponding population is calculated by generating the density map method. While the study above provides a good way to detect the number of people in a crowd, the approach is not robust enough when faced with complex scenarios. In order to overcome the problems above, a new mixed method for crowd counting in complex crowd scenes is proposed in this paper. Fig[2][illustrates the overview of the proposed algorithm. Specifically, first of all, a depth map is used to divide the complex crowd scene into a near-view region and a far-view region. The depth map algorithm gets the depth information of the image, and the purpose is to divide the image into a near-view region and a far-view region fixed. Image segmentation based on the yolo framework method is used to detect the effect of the picture, and not every scene is quantitatively divided. We propose two reasons for the failure of yolo methods. One is non-even distribution of people and non-even pixels of person,
the other is the existence of aggregation of the crowd, and the screening effect of serious leak detection. These reasons lead to poor results. Then, a density map method is used for the crowd statistics of the far-view region of the image. Based on the mixed method, the results are automatically merged, and are closer to the actual situation.

Compared with previous work, the contributions of this paper lie in the following aspects:

1) For the representation of crowds in public areas, a concept of complex crowd scenes is proposed, and a crowd density detection system based on depth neural network for video streaming mixed method is proposed.

2) A kind of image segmentation method based on image depth information is proposed, and the image is divided into two parts (near-view region and far-view region) as the input for the neural network. And the spatial context method is used to eliminate duplicate detection.

3) We provide a dataset of complex crowd scenes from an airport and provide a stable, reliable and easily applied method for crowd counting in public places.

The remainder of this paper is organized as followed: Section 2 introduces some background and related work on crowd counting for dense map and crowd analysis. In Section 3, we describe the number of images based on depth information segmentation, the spatial context method, object detection, the density map method, and the total number of images. In Section 4, the experiment results are analyzed. We evaluate the performance of the proposed algorithm.

2. RELATED WORK

Crowd counting has been tackled in computer vision by a myriad of techniques. At present, the crowd counting methods fall into the following categories: detection-based approaches, regression-based approaches, density estimation-based approaches and CNN-based approaches (Sindagi and Patel, 2017).

Most research focuses on a detection style framework, where a sliding window detector is used to detect people in the scene (Wojek et al., 2012) and this information is used to count the number of people. Another method of overall detection of the image uses features extracted from a full body (Dalal and Triggs, 2005; Leibe et al., 2005; Tuoz et al., 2008; Enzweiler and Gavrila, 2009), and then uses the learning method (Yang et al., 2015; Chang and Yang, 2017) to count the number of people. Though successful in low density crowd scenes, these methods are adversely affected by the presence of high density crowds. To overcome these issues, researchers attempted to count by regression where they learn mapping (Chang et al., 2016) between features extracted from local image patches to their counts, such as foreground, edge, texture, gradient and other characteristics, and remove the background interference, and try to count large areas of high-density population (Chan and Vasconcelos, 2009; Ryan et al., 2010; Chan et al., 2008; Shao et al., 2016; Chen, 2012). No detection method is reliable enough to provide sufficient information for accurate counting of high density crowds due to various reasons, such as low resolution, severe occlusion, foreshortening and perspective. Idrees et al. (Idrees et al., 2013) observed that there exists a spatial relationship that can be used to constrain the count estimates in neighboring local regions. With these observations in mind, they proposed to extract features using different methods that capture different information. By treating densely packed crowds of individuals as irregular and non-homogeneous texture, they employed Fourier analysis along with head detections and SIFT interest point-based counting in local neighborhoods. The method is well applied in a wide range of high density populations.

While the earlier methods were successful in addressing the issues of occlusion and clutter, most of them ignored important spatial information as they were regressing on the global count. Lempitsky et al. (Lempitsky and Zisserman, 2010) proposed a linear mapping between local patch features and corresponding object density maps, thereby incorporating spatial information into the learning process. And Pham et al. (Pham et al., 2015) tackled the problem of large variation in appearance and shape between crowded image patches and non-crowded ones by proposing a crowdedness prior and they trained two different
Fig. 2. The overview of crowd counting for complex crowd scene, which consists of 5 steps: (1) Get image depth information. (2) Two regions are obtained based on pixels with similar local features. (3) Segment input image two parts by depth information. (4) Distant view counting by dense map and foreground counting by object detection. (5) Output image.

forests corresponding to this prior. The above method in any region of a density map can calculate the number of objects in the region and optimize the problem of counting the population.

Researchers use the CNN [Chang et al., 2017] to connect the nonlinear function from the crowd image to the corresponding density map or the corresponding counting ability. It is through the depth of learning network to extract the image to be detected feature map (energy map, density map) to be integrated, so as to make the number of estimates. However, according to the limitations of the convolution kernel, the work can only determine the effect of a single scene to deal with, such as the crowd is extremely dense, or the crowd sparse, there is no aggregation phenomenon, so we have to solve the problem is invalid. Zhang et al. [Zhang et al., 2015] analyzed existing methods and identified that their performance reduces drastically when applied to a new scene that is different from the training dataset.

Boominathan et al. [Boominathan et al., 2016] combined deep and shallow fully convolutional networks to predict the density map for a given crowd image. The combination of two networks enables one to build a model robust to non-uniform scaling of crowd and variations in perspective. To overcome this issue, they proposed mapping from images to crowd counts and to adapt this mapping to new target scenes for cross-scene counting.

These methods were a good solution for crowd counting in some difficult situations. However, we found that when the dataset contains a distant view of the scene, and more complex types of population density occurs, often the above cannot deal with the crowd counting problem.

3. OUR PROPOSED SYSTEM

Through the analysis of specific scenes, we found that airports areas are complex and different form other existing dataset. There are many forms of crowd movement in EDOF scenes, and only using one method of crowd counting cannot achieve accuracy. We propose a new fusion method system of the specific scenes. Specifically:

1) We use a new segmentation method, first obtaining the depth information of the input image based on the neural network, and then using the local similarity of the deeper information to classify the image into the near-view region and the far-view region.

2) For the near-view region, our method uses deep convolutional neural networks detect people. Due to its fast network operation, advanced object detection is still maintained. We also apply spatial constraints to solve the problem of repetitiveness detection at the edges of image segmentation.

3) The Yolo detection method cannot deal with distant conditions. Because of the far-view region, there will be a serious occlusion or aggregation phenomenon. So we use the dense map method which fits to calculate small distant targets. This gives a better experimental effect.

3.1. Image segmentation

For our framework, we need to find the lines to accurately divide the image, and accurately assign them to the two different methods of detection. We use the segmentation method of the neural network to get the depth map of the scene [Zbontar and Lecun, 2015; Lecun, 2016].

1) Firstly, we predict depth map from a single image using a multi-scale deep network. We use the work from [Eigen and Fergus, 2014]. The model is a multi-scale deep network that first predicts a coarse global output based on the entire image area, then refines it using finer-scale local networks. The model improved from [Eigen et al., 2014]. They make the model deeper (more convolutional layers) and try best to output high resolution. Third, instead of passing output predictions from scale 1 to scale 2, we pass multichannel feature maps; because they could train the first two scales of the network jointly from the start, simplifying the training procedure and yielding performance gains.

2) Second, we use an approach to generate the near-view area and the far-view area based on their color similarity and proximity in the image. This is done in the five-dimensional [lab] space, where [lab] is the pixel color vector in the color space, which is widely considered as perceptually uniform for small
color distances, and $x, y$ is the pixel position. While the maximum possible distance between two colors in the color space is limited, the spatial distance in the $x, y$ plane depends on the image size. We use a distance measure that considers superpixel size. Using it, methods enforce color similarity as well as pixel proximity in the 5D space such that the expected patch sizes and their spatial extent are approximately equal (Achanta et al., 2010). In order to ensure the integrity of the picture information, we divide the image for the two parts by the rule. Fig.3 shows our segmentation rule to our scenes.

![Fig. 3. Segmentation based on depth information. Using local similarity of depth information divide into two parts.](a) Input image (b) Depth information (c) Split line (d) Far-view region (e) Near-distance part)

### 3.2. Detection on near-view region

We first pre-train weights with a traditional CNN for general feature learning. The convolutional neural network takes a video frame as its input and produces a feature map of the image. Once the pre-trained weights are able to generate visual features, we adopt the YOLO architecture as the detection module (Redmon et al., 2015). On top of the convolutional layers, YOLO adopts fully connected layers to regress feature representation into region predictions. It denotes that the image is divided into $S*S$ splits. Each split has $B$ bounding boxes predicted, represented by its 5 location parameters, including $x, y, w, h$, and its confidence $c$. A one-hot feature vector of length $C$ is also predicted, indicating the class label of each bounding box. In our framework, we follow the YOLO architecture and set $S=7$, so we only focus on one person in our image, so we set the class to one. At test time we multiply the conditional class probabilities and the individual box confidence predictions:

$$Pr(Class_i|Object) \times Pr(Object) \times IOU_{truth}^{pred} = Pr(class_i) \times IOU_{truth}^{pred}(1)$$

which gives us class-specific confidence scores for each box. These scores encode both the probability of that class appearing in the box and how well the predicted box fits the object. Fig.4 is our result of near-view region detection.

![Fig. 4. Object detection for the foreground result.](a) Input foreground image by depth information segmentation; (b) Object detection result)

#### 3.2.1. spatial constraining

By analyzing the experimental data, we find that there are often repeated detection problems near the dividing line. As shown in Fig.5(a). Through analyzing the surveillance video and the statistics of the false detection area for a long time, we find the range of false detection area in the surveillance video is relatively fixed. For example, under normal circumstances, the cutting line will cut through the individual, and repeat count in the near-view region count and the far-view region count. Therefore, we try to process the original test results in the image to eliminate some false detections.

Scene understanding and segmentation is a popular area of research in computer vision. Many related works, Zia et al. (Zia et al., 2015) and Brun et al. (Brun et al., 2014) have been proposed, but there are still some difficulties when scene understanding and segmentation is applied to EDOF scenes. First, it will cause fatal error detection once the scene understanding and segmentation for EDOF scenes is incorrect. Second, the correct region can’t be computed easily according to the state of the crowd (occluded, imbalanced or small). On the contrary, the region where the crowd appears may be judged as an invalid area, which will increase the probability of missing detection. At present, there is still a lack of an effective algorithm to segment the EDOF scenes accurately and automatically. In order to handle those uncorrected cases, we manually segment the EDOF scenes. Fig.5 shows the flow of imposing spatial constraints, the specific steps are as follows:

Step 1: Input the first frame of surveillance video for each scene containing crowd to be detected.

Step 2: Draw a continuous split polyline manually and define a region where there may be a false detection, taking the priori
information of the crowd space distribution into account. The polyline equation is:

\[
\begin{align*}
    y_1 &= k_1 x + b_1, x \in [x_0, x_1); \\
    y_2 &= k_2 x + b_2, x \in [x_1, x_2); \\
    &\vdots \\
    y_n &= k_n x + b_n, x \in [x_{n-1}, x_n].
\end{align*}
\]  

The polyline equation will vary with different scenes.

Step 3: Introduce a multi-clue detection scheme to post-process the detection results. Assume the coordinates of the upper left corner and the lower right corner of the bounding box of detection results are \((x_{\text{min}}, y_{\text{min}}), (x_{\text{max}}, y_{\text{max}})\), then the center coordinates of the bounding box are \(x_c=\frac{x_{\text{min}} + x_{\text{max}}}{2}\) and \(y_c=\frac{y_{\text{min}} + y_{\text{max}}}{2}\). If \(x_c \in [x_i-1, x_i]\) and \(y_c < y_i, i \in (1, n]\), it means the bounding box appears in invalid region. This result will be deleted directly.

Step 4: Directly deleted the bounding box appeared in invalid region. Visualize the final detection results (Fig.5(b)).

![Fig. 5. The flow of imposing spatial constraint. (a) is the detection without spatial constraint. (b) is the detection result after imposing spatial constraint on image (a).](image)

### 3.3. Density map estimation on far-view region

The Yolo module is not good for far-view region which each other’s objects and very small aggregation phenomenon because of the grid in the prediction box. So for the far-view region of the crowd, we use the dense map in our system for detection. The system uses the convolution neural network, the output image is a density map of the crowd, and then the real count is obtained by integration.

We describe how to convert an image with people’s heads to a map of crowd density. At the same time we make the density graph calculation result better match the number of people in the real picture. To convert this to a continuous density function, first we denote the distance to its \(k\) nearest neighbors as \(d_1, d_2, ..., d_m\), The average distance is therefore

\[
\overline{d} = \frac{1}{m} \sum_{i=1}^{m} d_i \tag{3}
\]

shanghaitech may convolve this function with a Gaussian kernel \(G_{\sigma^2}\), so that the density is

\[
F(x) = \sum_{i=1}^{N} \delta(x - x_i) * G_{\sigma^2}(x), \sigma^2 = \beta \overline{d}^2 \tag{4}
\]

When there is a person at pixel \(x_i\), we represent it as a delta function \(\delta(x - x_i)\), \(N\) is the total number of people in the image for some parameter \(\beta\). In other words, we convolve the labels \(H\) with density kernels adaptive to the local geometry around each data point, referred to as geometry-adaptive kernels. In our experiment, we have found empirically \(\beta = 0.3\) gives the best result. In Fig. [5] we have shown density maps of one image in our dataset.

![Fig. 6. Our methods result for far-view region. (a) Original far-view region images; (b) Crowd density maps.](image)

### 3.4. System work results

The advantage of our method is that there are specific detectors in a particular area. Our system detects images by dividing them into near-view region and far-view region. So, we do not need to constantly modify the parameters to match datasets which contain heads of very different sizes. Experimental results show that our system greatly improves detection accuracy.

![Fig. 7. The details of our dataset. There are great differences between the near-view region and far-view region. (a) Airport Hall: In the near-view region, there is random distribution of people. But in the far-view region people gather, with occlusions. (b) Check-in Office: The scene is mainly comprised of queuing people. (c) Corridor: The scene is more distant than the others. There is significant variation in the scale of the people in the images.](image)
4. EXPERIMENTAL RESULT

We evaluate our mixed methods on three different dataset, two existing dataset and our own dataset. The existing dataset is chosen from Zhang et al. (Zhang et al., 2016), and another existing dataset is the Mall dataset (Chen, 2012). We use the training network on the ciisr scene dataset directly for other dataset. At the end of our experiment, we have better results on these dataset. The experimental environment configuration: Intel Xeon(R) CPU E5-1620 v4@3.50GHz, 64G memory, TI-TAN X.

4.1. Evaluation metric

Following the convention of existing works for crowd counting. We use Mean Absolute Error (MAE) and Mean Squared Error (MSE) as the metric for comparing the performance of our methods against the state-of-the-art crowd counting methods. Roughly speaking, MAE indicates the accuracy of the estimates, and MSE indicates the robustness of the estimates. both the absolute error:

\[
MAE = \frac{1}{N} \sum_{i=1}^{N} |\text{observed} - \text{predicted}|
\]

and the mean squared error:

\[
MSE = \frac{1}{N} \sum_{i=1}^{N} (\text{observed} - \text{predicted})^2
\]

which are defined as follows: where \(N\) is the number of test images, \(\text{observed}\) is the actual number of people in the image, and \(\text{predicted}\) is the estimated number of people in the image.

4.2. Ciisr dataset

As existing dataset are not entirely suitable for evaluation of the crowd count task considered in this work, we introduce new EDOF scenes from an airport for a crowd counting dataset named ZZU-CIISR which contains three different scenes: Airport Hall, Check-in Office, Corridor. This dataset contains 20 videos with resolution 1920 × 1080. Each video random sampling 200 frames and depth map of field 30 to 50 meters. This dataset contains 1000 images, with about of 120 people with EDOF scenes in each image.

Each scene of the new dataset was captured using a surveillance camera in an airport with challenging lighting conditions and glass surface reflections. There is a clear difference between our dataset and other dataset. The CIISR dataset covers diverse crowd densities, from sparse to crowded, as well as different activity patterns (static and moving crowds) under a larger range of illumination conditions at different times of the day. In addition, in comparison to the other dataset, the CIISR dataset experiences more severe perspective distortion, which causes larger changes in size and appearance of objects at different depths, and has more frequent occlusion problems caused by the scene objects, e.g. in the near-view region, people in our EDOF scenes have a larger population of pixels. In the far-view region, the crowd is very dense, and the head of the crowd occupies a more uniform pixel. The details of our dataset is shown in Fig[7] Table 1 gives the statistics of CIISR dataset and its comparison with other dataset.

We compare our method with other works for our dataset. We first compare it with the work of Zhang et al. (Zhang et al., 2016), which also uses dense map for crowd counting and achieved state-of-the-art accuracy at the time. We also compare our work with (Redmon et al., 2015), which is a new approach to object detection. They frame object detection as a regression problem to spatially separated bounding boxes and associated class probabilities. It has state-of-the-art object detection performance.

The comparison of the performances of all the methods on the dataset is shown in Table 2. There is no doubt that our method achieves the highest accuracy, compared with the other three methods. And our method has the best mae/mse on our dataset. We effectively use the segmentation rules to accurately predict the number of people sheltered and the crowd in the far-view region. The result of this dataset is shown in Fig. [8]a.

4.3. The Shanghaitech dataset

We also evaluate our method on the Shanghaitech dataset. This dataset was first introduced by Zhang et al. (Zhang et al., 2016). This dataset consists of two parts: there are 482 images in Part A which are randomly crawled from the Internet, and 716 images in Part B which are taken from the busy streets of metropolitan areas in Shanghai. The crowd density varies significantly between the two subsets, making accurate estimation of the crowd more challenging than in most existing dataset. We compare our method with three existing methods on the Shanghaitech partyB dataset, which satisfies the assumptions of EDOF

| Methods | MAE | MSE |
|---|---|---|
| Zhang et al. | 32.0 | 49.8 |
| MCNN | 26.4 | 41.3 |
| YOLO | 83.9 | 111.3 |
| DigCrowd | 21.5 | 32.3 |

Table 3. Comparing performances of methods on Shanghaitech dataset.
Fig. 8. Our system in different dataset. Vertical: (A) from our ciusr dataset. (B) from mall dataset. (C) from shanhaiitech dataset. Horizontal: (a) The input image. (b) The depth map from input image. (c) Our segmentation rule. (d) Our system result. (e) Visualization of results.

scenes. Table 3 shows the performance of our method and other methods on this dataset. Yolo (Redmon et al., 2015) detection of the foreground is better but not good for whole image. MCNN (Zhang et al., 2016) use cnn to get density map estimation to obtain better head detection results in crowd scenes. The work of (Zhang et al., 2015) is based on a crowd CNN model to estimate the crowd count of an image. Our method achieves the best MAE, and comparable MSE with existing methods. The reason is we divide the image into two parts, high-density people we use the dense map. It does not need to adjust too much parameters for the whole image. And for the foreground with low population density we use the detection system for counting to get a precise crowd number. This indicates that our model can estimate not only images with our dataset but also images with other crowd scenes. The result of this dataset is shown in Fig. 8(b).

4.4. The Mall dataset

The Mall dataset was first introduced by Chen et al. (Chen, 2012). This dataset was captured using a publicly accessible surveillance camera in a shopping mall with challenging lighting conditions and glass surface reflections. And the dataset experiences more severe perspective distortion, which causes larger changes in size and appearance of objects at different
depths of the scene, and has more frequent occlusion problems caused by the scene objects, e.g. stalls, indoor plants along the walking path. The Mall dataset also covers diverse crowd densities, from sparse to crowded, as well as different activity patterns (static and moving crowds) under a large range of illumination conditions at different times of the day.

By following the same setting with our method. This dataset does not satisfy assumptions that the crowd is evenly distributed. We choose the images that fit our scenes for evaluation. We delete pictures which fewer than 15 people in the mall dataset. Table 4 shows the results of our method and other methods on the mall dataset. We also achieve better MSE for this dataset. The dataset has fewer people but has a far-view region. This indicates that our model can estimate not only images with extremely dense crowds but also images with relatively sparse crowds. The result of this dataset is shown in Fig. 8c).

Table 4. Comparing performances of different methods on Mall dataset

| Methods          | MAE | MSE |
|------------------|-----|-----|
| RR (Chen 2012)   | 3.59| 19.0|
| CA-RR (Chen et al. 2013) | 3.43| 17.7|
| GPR (Chan and Vasconcelos 2012) | 3.72| 20.1|
| DigCrowd         | 3.21| 16.4|

5. Conclusion

Crowd counting in public areas is one of the challenging issues in the study of crowd behavior and also a very important research subject in the field of public security. Since public areas often contain several different objects moving at the same time, this makes the sizes of these objects usually small with similar appearance on surveillance footage [Xu et al., 2017]. Crowds move randomly causing serious occlusion of individuals. These factors make the analysis of crowd counting in public areas very difficult. In order to achieve efficient and accurate crowd counting, we propose an approach estimation method (Depth Information Guided Crowd Counting (DigCrowd)) for the fusion of EDOF scenes. In order to demonstrate the performance of our system in an actual case of crowd counting, we produced a new airport dataset called CIISR. So far our model has shown excellent results on our dataset. And our model has good performance by fine-tuning the layers of the trained model, which shows that our approach can be applied to other dataset.
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