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Abstract This article provides a survey of recent research efforts on the application of quasi-Monte Carlo (QMC) methods to elliptic partial differential equations (PDEs) with random diffusion coefficients. It considers and contrasts the uniform case versus the lognormal case, single-level algorithms versus multi-level algorithms, first-order QMC rules versus higher-order QMC rules, and deterministic QMC methods versus randomized QMC methods. It gives a summary of the error analysis and proof techniques in a unified view, and provides a practical guide to the software for constructing and generating QMC points tailored to the PDE problems. The analysis for the uniform case can be generalized to cover a range of affine parametric operator equations.
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1 Introduction

In this article we provide a survey of recent research efforts on the application of quasi-Monte Carlo (QMC) methods to elliptic partial differential equations (PDEs) with random diffusion coefficients. Such PDE problems occur in the area of uncertainty quantification. In recent years many papers have been written on this topic, using a variety of methods (see below). QMC methods are relatively new to this application area. This article considers and contrasts different models for the randomness (uniform versus lognormal) and different algorithms (single-level versus multi-level, first-order versus higher-order, deterministic versus randomized). It gives a summary of the QMC error analysis and proof techniques in a unified view, and provides a practical guide to the software for constructing and generating QMC points tailored to the PDE problems. The analysis for the uniform case can be generalized to cover a range of affine parametric operator equations.

1.1 Motivating Example

Many physical, biological or geological models involve spatially varying input data which may be subject to uncertainty. This induces a corresponding uncertainty in the outputs of the model and in any physical quantities of interest which may be derived from these outputs. A common way to deal with these uncertainties is by considering the input data to be a random field, in which case the derived quantity of interest will in general also be a random variable or a random field. The computational goal is usually to find the expected value, higher-order moments or other statistics of these derived quantities.

A prime example is the flow of water through a disordered porous medium. Because of the near impossibility of modeling the microscopic channels through which water can flow in a porous layer, it is common engineering practice to model the porous medium as a random field. Mathematically, the flow can be modeled by Darcy’s law coupled with the mass conservation law, i.e.,

\[ q(x, \omega) + a(x, \omega) \nabla p(x, \omega) = 0, \]
\[ \nabla \cdot q(x, \omega) = 0, \]

for \( x \) in a bounded domain \( D \subset \mathbb{R}^d, \ d \in \{1, 2, 3\} \), and for almost all events \( \omega \) in the probability space \( (\Omega, \mathcal{A}, P) \). Here \( q(x, \omega) \) is the velocity (also called the specific discharge) and \( p(x, \omega) \) is the residual pressure, while \( a(x, \omega) \) is the permeability (or more precisely, the ratio of permeability to dynamic viscosity) which is modeled as a random field. Uncertainty in \( a(x, \omega) \) leads to uncertainty in \( q(x, \omega) \) and \( p(x, \omega) \). Quantities of interest include for example the breakthrough time of a plume of pollution moving through the medium.

To compute the expected value of some quantity of interest, one can generate a number of realizations of the random permeability field, for each realization solve the PDE numerically and compute the quantity of interest, and then take the average of all solutions from different realizations. This describes Monte Carlo (MC) simulation,
and it is regularly employed in such problems; see, e.g., [18,73–75,90,108]. By definition, expected values are integrals, with the dimensionality as high as the number of parameters needed to describe the randomness. This leads to the consideration of quasi-Monte Carlo (QMC) methods, which are quadrature methods for tackling high-dimensional integrals, with the hope to improve upon the slow convergence of MC simulation.

Throughout this article we refer to the number of integration variables $s$ as the “stochastic dimension,” which can be in the hundreds or thousands or more, in contrast to the “spatial dimension” $d$ which is just 1, 2 or 3.

1.2 The QMC Story

QMC methods [77,98], including the families of “lattice rules” and “digital nets,” are equal-weight quadrature rules where the quadrature points are chosen deterministically and designed cleverly to beat the random sampling of MC. They date back to the 1960s from number theorists, but the theories of that era were not adequate for very high-dimensional problems because either that fast convergence was obtained by assuming periodicity which is unrealistic in high dimensions, or that the typical error bounds for a QMC method requiring $n$ function evaluations in $s$ variables were of the form $c_s (\log n)^{s-1}/n$. In the latter case although the convergence rate appears faster than the MC rate of $1/\sqrt{n}$, the fatal flaw is that for fixed $s$, the function $(\log n)^{s-1}/n$ increases with increasing $n$ until $n \approx \exp(s)$, a number that is truly astronomical if $s$ is large.

So until perhaps the middle of the 1990s it was generally thought that QMC methods would not be effective in dimensions of more than say 20 or 30. But then a dramatically successful computational experiment of treating a 360-dimensional integral coming from Wall Street [88] changed people’s perceptions of what might be possible. At that time there was nothing in the available QMC theory that could explain the success. This led to many theoretical developments, as researchers struggled to understand how such high dimensionality could be handled successfully by QMC methods.

Modern QMC analysis takes into account that integrands from practical applications can have “low effective dimension” [9], meaning that the problem although having a very high nominal dimension may in fact depend mainly on a number of leading variables, or may be mainly affected by the interaction of a small number of variables at a time. This concept was formalized in theory through the introduction of “weighted” function spaces [102]: a set of parameters called “weights” are built into the function space norm to model the relative importance between different subsets of variables. Then “tractability” [81–83] analysis has been conducted in these settings to obtain, for example, a necessary and sufficient condition on the weights under which the integration error in the so-called “worst-case” sense is independent of the dimension $s$. Thus, rather than saying that all high-dimensional problems can be successfully tackled by QMC methods, we now know how to recognize and analyze mathematically the particular features that make some high-dimensional problems manageable.

Following the introduction of weighted spaces, a new class of constructive methods known as the “component-by-component (CBC) construction” has flourished [99, 100]. The algorithm constructs the components of the “generating vector” for lattice
rules one at a time: the \((j+1)\)th component is obtained by successive one-dimensional searches, with the previous \(j\) components kept unchanged. The inductive nature of such algorithms provides the means to obtain new methods for arbitrarily high dimensions. It has been established that this “greedy” algorithm yields lattice rules which achieve the optimal rate of convergence close to order \(n^{-1}\) in the underlying weighted function spaces, with the implied constant independent of \(s\); see [19,65]. This was followed by many further works, most notably the use of fast Fourier transform (FFT) to speed up the computation [85,86], the construction of “extensible lattice sequences” [17,32,57], the use of “tent transform” to achieve close to order \(n^{-2}\) convergence [29,56], the carrying over of the lattice technology to digital nets and sequences [26,30,87] and the revolutionary invention of “higher-order digital nets” which allow a convergence rate of order \(n^{-\alpha}, \alpha > 1\), for sufficiently smooth integrands [3–5,20–22,45]. For surveys of these recent QMC developments see [27,31,67,84,97].

By now weights of many forms have been considered in the literature. At the unrealistic extreme we have “general weights” which allow for a different weight parameter to be attached to each of the \(2^s\) subsets of the indices from 1 to \(s\). The original and simplest weights from [102] are now called “product weights,” and in between we have “finite-order” weights, “finite diameter” weights and “order-dependent” weights [33,101]. Furthermore, there are the more recent additions in the context of applying QMC to PDE problems: “POD” (for “product and order-dependent”) weights [68] and “SPOD” (for “smoothness-driven product and order-dependent”) weights [23]. The driving motivation for this flowering of possibilities has been the desire to describe in a more precise way the influence of particular combinations of the variables. For the CBC construction of lattice rules mentioned above, the weights definitely matter, since they appear as parameters in the algorithm that determine the integration rule. The philosophy is therefore to choose the weights according to the dimension structure of the practical integrands and then construct QMC methods that are tailored to the given application.

1.3 Progress on PDEs with Random Coefficients

Returning to the motivating example in Sect. 1.1, because the permeability \(a(\mathbf{x}, \omega)\) is physically positive, it is popular and natural to assume that \(a(\mathbf{x}, \omega)\) is a “lognormal” random field, that is, \(\log(a(\mathbf{x}, \omega))\) is a Gaussian random field on the spatial domain \(D\) with a specified mean and a covariance function. There is some evidence from field data that lognormality gives a reasonable representation of reality in certain cases [35,61]. See below for many recent references which considered lognormal random fields.

A common approach to represent the random field \(a(\mathbf{x}, \omega)\) is to use the Karhunen–Loève (KL) expansion [72] to write \(\log(a(\mathbf{x}, \omega))\) as an infinite series involving the eigenvalues and eigenfunctions of the integral operator associated with the covariance function, where the series is parametrised and depends linearly on a sequence \(y_j = y_j(\omega), j \geq 1\), of i.i.d. standard normal random numbers from \(\mathbb{R}\). In practical computations the infinite sum is truncated to, say, \(s\) terms, giving rise to a truncation error to be managed. While this approach can be very effective when the KL expan-
sion converges rapidly, it faces the serious challenges of high cost combined with large truncation error when the convergence of the KL expansion is slow.

Instead of sampling the continuous random field everywhere in the spatial domain by a truncated KL expansion, an alternative approach is to sample the random field only at a discrete set of grid points with respect to the covariance matrix inherited from the given covariance function of the continuous field. The random field is then represented exactly at these grid points, thus eliminating completely the truncation error. (However, interpolation would be required at the time of assembling the stiffness matrix for solving the PDE numerically, and care is needed to ensure that the interpolation error is no worse than, e.g., the quadrature error in integrating the finite element basis functions.) The resulting large matrix factorization problem can be handled by the “circulant embedding” technique; see, e.g., [34,47,66].

The unbounded parameters \( y = (y_j)_{j \geq 1} \) from the lognormal model present some challenges in the theoretical analysis. One major challenge is that the random coefficient is not uniformly bounded from above and below and so the Lax–Milgram lemma cannot be applied directly. Many researchers therefore consider the simpler “uniform” model where \( a(\mathbf{x}, \omega) \) is written as an infinite series that depends linearly on a sequence \( y_j = y_j(\omega), j \geq 1, \) of i.i.d. uniform random numbers from a bounded interval \( [-1, 1] \) or \( [-\frac{1}{2}, \frac{1}{2}] \).

There is a huge body of the literature on treating these PDEs with random coefficients. Some methods apply simultaneous approximation in both physical and probability space; these go under names such as “stochastic Galerkin,” “stochastic collation,” “polynomial chaos” or “generalized polynomial chaos”; see, e.g., [1,2,13–15,38,49,58,59,64,79,80,94–96,106]. In recent times these methods are also combined with “multi-level” schemes to reduce the computational cost without loss of accuracy; see, e.g., [6,11,12,16,51,52,103,104]. The methods are also being applied to the area of Bayesian inversion; see, e.g., [60,91,92].

Table 1 provides a summary of some recent progress on the application of QMC to PDEs with random coefficients. Firstly, comprehensive numerical experiments were carried out in [47] showing promising results for the lognormal case with the circulant embedding strategy, but without any theoretical justification. The first theoretical analysis was done in [68] for the simpler uniform case under the KL expansion framework. The analysis was then generalized to the lognormal case in [46] and extended to a multi-level scheme for the uniform case in [69]. The use of first-order QMC methods in the uniform case was then replaced by higher-order QMC methods in [23], and the corresponding multi-level analysis was done in [25]. The multi-level analysis for the lognormal case was done in [66], while the analysis for the discrete sampling method combined with circulant embedding technique is being considered in [48]. There are also other QMC-related works; see, e.g., [28,36,37,53,71,89,93].

1.4 Overview of This Article

This article surveys the results from [23,25,46,66,68,69] in a unified view. The first-order results [46,66,68,69] are based on randomly shifted lattice rules and are accompanied by probabilistic error bounds. The higher-order results [23,25] are based
Table 1  Application of QMC to PDEs with random coefficients

|                        | Uniform KL expansion | Lognormal KL expansion | Circulant embedding |
|------------------------|----------------------|------------------------|---------------------|
| Numerical experiments only |                      |                        | [47]*               |
| First-order single-level analysis | [68]                | [46]*                  | [48]*               |
| First-order multi-level analysis | [69]                | [66]*                  |                     |
| Higher-order single-level analysis | [23]                |                        |                     |
| Higher-order multi-level analysis | [25]*               |                        |                     |

The * indicates that there are accompanying numerical results on interlaced polynomial lattice rules and are accompanied by deterministic error bounds. Part of the gain in the improved convergence rates arises because of the switch from an $\ell^2$ norm in the function space setting to an $\ell^\infty$ norm. The lognormal results [46,66] require a non-standard function space setting for integrands with domain $\mathbb{R}^{s}$ for some $s$. There is as yet no QMC theory that can give higher-order convergence for the lognormal case.

We will not discuss the theory [48] for the case of circulant embedding. Also, the results in [23,25] were formulated for general affine parametric operator equations, but we will only touch on this aspect very briefly in the article.

This article includes a practical guide on how to make use of the QMC technology for this and other PDE problems. Computer programs are available from the web site http://people.cs.kuleuven.be/~dirk.nuyens/qmc4pde/.

The structure of this article is as follows. In Sect. 2 we give a parametric formulation of the PDE problem and discuss both the uniform and lognormal cases. In Sect. 3 we provide some minimum background on QMC and finite element (FE) methods as well as the dimension truncation analysis. In Sect. 4 we introduce the single-level and multi-level algorithms for both the deterministic and randomized variants. In Sect. 5 we introduce three weighted function space settings for QMC error analysis. In Sect. 6 we summarize the error analysis from [23,25,46,66,68,69] in a high-level unified way. We explain the strategies and proof techniques, deferring proofs to Sect. 9, the Appendix. In Sect. 7 we provide a practical guide on how to use the software from the Web site for constructing and generating QMC points. In Sect. 8 we end the article with some concluding remarks.

2 Uniform Versus Lognormal Coefficients

With the motivating example from Sect. 1.1 in mind, we consider throughout this article a model parametric elliptic problem with homogeneous Dirichlet condition. This model problem has been considered in many papers. It is simple enough for illustrating the kind of results that we can obtain and the corresponding proof techniques. The strategy can be extended to more general domains and boundary conditions as well as other PDE problems.
We take the view that the random coefficient \( a(\mathbf{x}, \omega) \) has been parameterized by a vector \( \mathbf{y}(\omega) = (y_1(\omega), y_2(\omega), \ldots) \), and, for fixed \( \omega \), we denote the corresponding deterministic parametric coefficient by \( a(\mathbf{x}, \mathbf{y}) \). Specifically, for a given parameter \( \mathbf{y} \) we consider the parametric elliptic Dirichlet problem

\[
-\nabla \cdot (a(\mathbf{x}, \mathbf{y}) \nabla u(\mathbf{x}, \mathbf{y})) = f(\mathbf{x}) \quad \text{for} \quad \mathbf{x} \in D, \quad u(\mathbf{x}, \mathbf{y}) = 0 \quad \text{for} \quad \mathbf{x} \text{ on } \partial D, \tag{2.1}
\]

for domain \( D \subset \mathbb{R}^d \) a bounded, convex, Lipschitz polyhedron with boundary \( \partial D \), where the spatial dimension \( d = 1, 2, \) or \( 3 \) is assumed given and fixed. The differential operators in (2.1) are understood to be with respect to the physical variable \( \mathbf{y} \) which belongs to \( D \). The parametric variable \( \mathbf{y} = (y_j)_{j \geq 1} \) belongs to either a bounded or unbounded domain, depending on which of the two popular formulations of the parametric coefficient \( a(\mathbf{x}, \mathbf{y}) \) is being considered: the “uniform” case or the “lognormal” case; see below.

### 2.1 Uniform Case

In the “uniform” case, we assume that the parameter \( \mathbf{y} \) is distributed on

\[
U := \left[ -\frac{1}{2}, \frac{1}{2} \right]^N
\]

with the uniform probability measure \( \mu(\mathrm{d}\mathbf{y}) = \otimes_{j \geq 1} \mathrm{d}y_j = \mathrm{d}\mathbf{y} \). Throughout the article \( \mathbb{N} = \{1, 2, 3, \ldots\} \) denotes the set of positive integers. The parametric coefficient \( a(\mathbf{x}, \mathbf{y}) \) is further assumed to depend linearly on the parameters \( y_j \) as follows:

\[
a(\mathbf{x}, \mathbf{y}) = a_0(\mathbf{x}) + \sum_{j \geq 1} y_j \psi_j(\mathbf{x}), \quad \mathbf{x} \in D, \quad \mathbf{y} \in U. \tag{2.2}
\]

The functions \( \psi_j \) can arise from either the eigensystem of a covariance operator or other suitable function systems in \( L^2(D) \).

We will impose a number of assumptions on \( a_0 \) and \( \psi_j \) as required. In the following, the \( L^\infty(D) \) norm is defined as the essential supremum in \( D \) as per usual, and for \( \|\nabla v\|_{L^\infty} \) we take the essential supremum of the Euclidean norm of \( \nabla v \). The \( W^{1,\infty}(D) \) norm is defined by \( \|v\|_{W^{1,\infty}} := \max\{\|v\|_{L^\infty}, \|\nabla v\|_{L^\infty}\} \).

(U1) We have \( a_0 \in L^\infty(D) \) and \( \sum_{j \geq 1} \|\psi_j\|_{L^\infty} < \infty \).

(U2) There exist \( a_{\text{max}} \) and \( a_{\text{min}} \) such that \( 0 < a_{\text{min}} \leq a(\mathbf{x}, \mathbf{y}) \leq a_{\text{max}} < \infty \) for all \( \mathbf{x} \in D \) and \( \mathbf{y} \in U \).

(U3) We have \( a_0 \in W^{1,\infty}(D) \) and \( \sum_{j \geq 1} \|\psi_j\|_{W^{1,\infty}} < \infty \).

(U4) The sequence \( \psi_j \) is ordered so that \( \|\psi_1\|_{L^\infty} \geq \|\psi_2\|_{L^\infty} \geq \cdots \).

(U5) There exists \( p_0 \in (0, 1) \) such that \( \sum_{j \geq 1} \|\psi_j\|^{p_0} \|_{L^\infty} < \infty \).

(U6) There exists \( p_1 \in (0, 1) \) such that \( \sum_{j \geq 1} \|\psi_j\| \|_{W^{1,\infty}} < \infty \).

(U7) For a non-negative integer \( t \), there exists \( p_t \in (0, 1) \) such that \( \sum_{j \geq 1} \|\psi_j\|^{p_t} \| \_{\mathcal{C}_t^t} < \infty \), where \( \mathcal{C}_t^t \) denotes a Sobolev space of functions on \( D \) with smoothness scale \( t \), with \( t \) roughly corresponding to the number of derivatives that exist in \( \mathbf{x} \).
Assumption (U1) ensures that the coefficient \( a(x, y) \) is well defined for all parameters \( y \in U \). Assumption (U2) yields the continuity and coercivity needed for the standard FE analysis, so that a unique solution exists. Assumption (U3) guarantees that the FE solutions converge to the solution of (2.1). Assumption (U4) enables the analysis for truncating the infinite sum in (2.2). Assumption (U5) implies decay of the fluctuation coefficients \( \psi_j \), with faster decay for smaller \( p_0 \); Assumptions (U6) and (U7) have similar implications. Although not explicitly specified, we are interested in those values of \( p_0, p_1 \) and \( p_t \) which are as small as possible. Typically we have \( p_0 < p_1 < p_2 < \cdots \). The values of \( p_0, p_1 \) and \( p_t \) will determine our QMC convergence rates for different algorithms.

For convenience of later analysis, we define the sequence \( b = (b_j)_{j \geq 1} \) by

\[
 b_j := \frac{\| \psi_j \|_{L^\infty}}{a_{\min}}, \quad j \geq 1, \tag{2.3}
\]

and define the sequence \( \overline{b} = (\overline{b}_j)_{j \geq 1} \) by

\[
 \overline{b}_j := \frac{\| \psi_j \|_{W^{1,\infty}}}{a_{\min}} = \frac{\max(\| \psi_j \|_{L^\infty}, \| \nabla \psi_j \|_{L^\infty})}{a_{\min}} \geq b_j, \quad j \geq 1. \tag{2.4}
\]

Our goal is to compute the integral, i.e., the expected value, with respect to \( y \in U \), of a bounded linear functional \( G \) applied to the solution \( u(\cdot, y) \) of the PDE (2.1)

\[
 I(G(u)) = \int_{[-1/2, 1/2]^N} G(u(\cdot, y)) \, dy 
 = \lim_{s \to \infty} \int_{[-1/2, 1/2]^s} G(u(\cdot, (y_1, \ldots, y_s, 0, 0, \ldots))) \, dy_1 \cdots dy_s.	ag{2.5}
\]

We remark that our analysis relies heavily on the boundedness and linearity of \( G \), especially in the duality arguments.

The uniform framework can be extended to the general framework of “affine” parametric operator equations; see [93] as well as [23, 25]. Let \( \{A_j\}_{j \geq 1} \) denote a sequence of bounded linear operators in \( L(X, Y^*) \), between suitably defined spaces \( X \) and \( Y^* \). For every \( f \in Y^* \) and every \( y \in U \), the task is to seek \( u(y) \in X \) such that \( A(y) u(y) = f \), where \( A(y) = A_0 + \sum_{j \geq 1} y_j A_j \). In this general setting, coercivity is replaced by inf–sup conditions, and the results depend, e.g., on the summability of \( \sum_{j \geq 1} \| A_j \|_{L(X, Y^*)}^{p_0} \) for \( p_0 \in (0, 1) \). We will not discuss this general framework further in this article, other than to summarize some results from [23, 25] at the end of Sect. 6.

2.2 Lognormal Case

In the “lognormal” case, we assume that the parameter \( y \) is distributed on \( \mathbb{R}^N \) according to the product Gaussian measure \( \mu_G = \bigotimes_{j \geq 1} N(0, 1) \). The parametric coefficient \( a(x, y) \) now takes the form

\[
 a(x, y) = \bigotimes_{j \geq 1} \phi_j (x) \cdot \phi_j (y). \tag{2.6}
\]
\[ a(\mathbf{x}, \mathbf{y}) = a_0(\mathbf{x}) \exp \left( \sum_{j \geq 1} y_j \sqrt{\mu_j} \xi_j(\mathbf{x}) \right), \quad \mathbf{x} \in D, \quad \mathbf{y} \in \mathbb{R}^N, \]  

(2.6)

where \( a_0(\mathbf{x}) > 0 \).

The coefficient \( a(\mathbf{x}, \mathbf{y}) \) of the form (2.6) can arise from the Karhunen–Loève (KL) expansion in the case where \( \log(a) \) is a stationary Gaussian random field with a specified mean and a covariance function. As an example we focus on the isotropic Matérn covariance \( \rho_v(|\mathbf{x} - \mathbf{x}'|) \), with

\[ \rho_v(r) := \sigma^2 \frac{2^{1-v}}{\Gamma(v)} \left( \sqrt{2r} \frac{r}{\lambda_C} \right)^v K_v \left( \sqrt{2r} \frac{r}{\lambda_C} \right), \]  

(2.7)

where \( \Gamma \) is the gamma function and \( K_v \) is the modified Bessel function of the second kind. The parameter \( v > 1/2 \) is a smoothness parameter, \( \sigma^2 \) is the variance and \( \lambda_C \) is the correlation length scale. Then \( \{ (\mu_j, \xi_j) \}_{j \geq 1} \) is the sequence of eigenvalues and eigenfunctions of the integral operator \( (Rw)(\mathbf{x}) = \int_D \rho_v(|\mathbf{x} - \mathbf{x}'|) w(\mathbf{x}') \, d\mathbf{x}' \), with eigenvalues \( \mu_j \) enumerated in non-increasing order and with eigenfunctions \( \xi_j \) normalized in \( L^2(D) \). Moreover, the sequence \( \{ \xi_j \}_{j \geq 1} \) form an orthonormal basis in \( L^2(D) \).

We define the sequence \( \mathbf{\beta} = (\beta_j)_{j \geq 1} \) by

\[ \beta_j := \sqrt{\mu_j} \| \xi_j \|_{L^\infty}, \quad j \geq 1, \]  

(2.8)

and define the set of admissible parameters

\[ U_{\mathbf{\beta}} := \left\{ \mathbf{y} \in \mathbb{R}^N : \sum_{j \geq 1} \beta_j |y_j| < \infty \right\} \subseteq \mathbb{R}^N. \]

We also define the sequence \( \mathbf{\overline{\beta}} = (\overline{\beta}_j)_{j \geq 1} \) by

\[ \overline{\beta}_j := \sqrt{\mu_j} \| \xi_j \|_{W^{1,\infty}} = \sqrt{\mu_j} \max\{ \| \xi_j \|_{L^\infty}, \| \nabla \xi_j \|_{L^\infty} \} \geq \beta_j, \quad j \geq 1, \]  

(2.9)

and define analogously \( U_{\mathbf{\overline{\beta}}} \subseteq U_{\mathbf{\beta}} \subseteq \mathbb{R}^N \).

Similarly to the uniform case, we will impose a number of assumptions in the lognormal case as required. We follow the setting of [66], with the exception of Assumption (L4) which came from [46].

(L1) We have \( a_0 \in L^\infty(D) \) and \( \sum_{j \geq 1} \beta_j < \infty. \)

(L2) For every \( \mathbf{y} \in U_{\mathbf{\beta}} \), the expressions \( a_{\max}(\mathbf{y}) := \max_{\mathbf{x} \in D} a(\mathbf{x}, \mathbf{y}) \) and \( a_{\min}(\mathbf{y}) := \min_{\mathbf{x} \in D} a(\mathbf{x}, \mathbf{y}) \) are well defined and satisfy \( 0 < a_{\min}(\mathbf{y}) \leq a(\mathbf{x}, \mathbf{y}) \leq a_{\max}(\mathbf{y}) < \infty \).

(L3) We have \( a_0 \in W^{1,\infty}(D) \) and \( \sum_{j \geq 1} \overline{\beta}_j < \infty. \)

(L4) There exist \( C_1, C_2 > 0, \Theta > 1 \) and \( \varepsilon \in \left[ \Theta^{-1}, \frac{\Theta+1}{2\Theta} \right] \) such that \( \mu_j \leq C_1 j^{-\Theta} \) and \( \| \xi_j \|_{C^0(\overline{D})} + \mu_j \| \nabla \xi_j \|_{C^0(\overline{D})} \leq C_2 \mu_j^{-\varepsilon} \) for \( j \geq 1. \)
There exists \( p_0 \in (0, 1) \) such that \( \sum_{j \geq 1} \beta_j^{p_0} < \infty \).

There exists \( p_1 \in (0, 1) \) such that \( \sum_{j \geq 1} \beta_j^{p_1} < \infty \).

Assumption (L1) ensures that the series (2.6) converges in \( L^\infty(D) \) for every \( y \in U_\beta \) and that \( \mu_G(U_\beta) = 1 \); see [94, Lemma 2.28]. Moreover, Assumption (L1) implies Assumption (L2), which in turn yields the continuity and coercivity of the bilinear form (see (3.6) below) for every \( y \in U_\beta \). Assumption (L3) ensures that the series (2.6) converges in \( W^{1,\infty}(D) \) for every \( y \in U_\beta \) and that \( \mu_G(U_\beta) = 1 \); it also guarantees that for every \( y \in U_\beta \) the FE solutions converge to the solution of (2.1). Assumption (L4) is needed for the dimension truncation result. Assumptions (L5) and (L6) play analogous roles to Assumptions (U5) and (U6) in the uniform case. Typically we have \( p_0 < p_1 \).

Our goal is again to compute the integral of a bounded linear functional \( G \) applied to the solution \( u(\cdot,y) \) of the PDE, but now the integral is over \( y \in \mathbb{R}^N \) with a countable product Gaussian measure \( \mu_G(dy) \). Recall that we restrict ourselves to \( y \in U_\beta \) with full measure \( \mu_G(U_\beta) = 1 \). Abusing the standard notation in measure and integration theory, we write this integral simply as

\[
I(G(u)) = \int_{\mathbb{R}^N} G(u(\cdot,y)) \prod_{j \geq 1} \phi(y_j) \, dy = \int_{[0,1]^N} G(u(\cdot,\Phi^{-1}(w))) \, dw. \tag{2.10}
\]

Here \( \phi(y) := \exp(-y^2/2)/\sqrt{2\pi} \) is the univariate standard normal probability density function. Denoting the corresponding cumulative distribution function by \( \Phi(y) := \int_{-\infty}^y \phi(t) \, dt \) and its inverse by \( \Phi^{-1} \), we can apply the change of variables componentwise as follows:

\[
y = \Phi^{-1}(w) = (\Phi^{-1}(w_1), \Phi^{-1}(w_2), \ldots) \in \mathbb{R}^N \quad \text{for} \quad w \in (0, 1)^N.
\]

This leads to the transformed integral over the unit cube on the right-hand side of (2.10). The equivalence of the integrals in (2.10) follows from Kakutani’s theorem on the equivalence of infinite product measures (see, e.g., [7]).

3 Quadrature, Spatial Discretization, Dimension Truncation

3.1 QMC Quadrature

For \( F \) a general real-valued function defined over the \( s \)-dimensional unit cube \([0, 1]^s\), with \( s \) finite and fixed, we consider the integral

\[
I(F) = \int_{[0,1]^s} F(y) \, dy.
\]

An \( n \)-point quasi-Monte Carlo (QMC) approximation to this integral is an equal-weight quadrature rule of the form
\[ Q(F) = \frac{1}{n} \sum_{i=1}^{n} F(t_i), \quad (3.1) \]

with carefully chosen points \( t_1, \ldots, t_n \in [0, 1]^s \). See [27] for a comprehensive survey of recent developments on QMC methods. In this article we will consider two families of QMC methods: randomly shifted lattice rules and (deterministic) interlaced polynomial lattice rules. More details about these QMC methods and their error analysis will be given in Sect. 5. Here we provide only a brief overview of the general framework.

We define the worst-case error for QMC integration in some Banach space of functions \( \mathcal{H} \) to be

\[ e_{\text{wor}}(t_1, \ldots, t_n) := \sup_{F \in \mathcal{H}, \|F\|_{\mathcal{H}} \leq 1} |I(F) - Q(F)|. \]

Then we have the error bound

\[ |I(F) - Q(F)| \leq e_{\text{wor}}(t_1, \ldots, t_n) \|F\|_{\mathcal{H}} \quad \text{for all } F \in \mathcal{H}. \]

An error bound of this form conveniently separates the dependence on the QMC point set from the dependence on the integrand. For a given integrand \( F \), the general idea is to choose a suitable function space \( \mathcal{H} \) so that the norm \( \|F\|_{\mathcal{H}} \) is finite, and then to construct QMC points \( t_1, \ldots, t_n \) to make the worst-case error \( e_{\text{wor}}(t_1, \ldots, t_n) \) as small as possible. There could be a trade-off between these two quantities, but the ultimate goal is to make the product of the two quantities as small as possible.

The advantages of deterministic QMC methods include the exact reproducibility and the fully deterministic theoretical error bound; these properties might be favored by practitioners. However, one may also argue that deterministic QMC methods have the drawback of being biased and lacking a practical error estimate. In contrast, randomized QMC methods are unbiased and a practical error estimate can be easily obtained. Here we discuss only the simplest kind of randomization, namely random shifting. For a fixed shift \( \Delta \in [0, 1]^s \), the \( \Delta \)-shift of the QMC rule (3.1) is

\[ Q(F; \Delta) = \frac{1}{n} \sum_{i=1}^{n} F((t_i + \Delta)), \quad (3.2) \]

where the braces around a vector indicate that we take the fractional part of each component in the vector. Essentially, we move all the QMC points by the same amount, and if any point falls outside of the unit cube it is simply “wrapped” back in from the opposite side. If the shift \( \Delta \) is generated randomly from the uniform distribution on \([0, 1]^s\), then it is easy to verify that \( \mathbb{E}[Q(F; \cdot)] = \int_{[0,1]^s} Q(F; \Delta) \, d\Delta = I(F) \), that is, a randomly shifted QMC rule provides an unbiased estimate of the integral, and in turn, the variance of \( Q(F; \cdot) \) is precisely the mean-square error \( \mathbb{E}[(I(F) - Q(F; \cdot))^2] \).

A probabilistic error bound for a randomly shifted QMC rule in \( \mathcal{H} \) is

\[ \sqrt{\mathbb{E}[|I(F) - Q(F; \cdot)|^2]} \leq e_{\text{sh}}^{\text{wor}}(t_1, \ldots, t_n) \|F\|_{\mathcal{H}} \quad \text{for all } F \in \mathcal{H}, \quad (3.3) \]

where the quantity \( e_{\text{sh}}^{\text{wor}}(t_1, \ldots, t_n) := (\int_{[0,1]^s} (e_{\text{wor}}((t_1 + \Delta), \ldots, (t_n + \Delta))^2 \, d\Delta)^{1/2} \) is known as the shift-averaged worst-case error.
The idea is then to construct QMC points $t_1, \ldots, t_n$ to make the shift-averaged worst-case error as small as possible. In practice, we can take a number of independent random shifts $\Delta_1, \ldots, \Delta_r$ drawn from the uniform distribution on $[0, 1]^s$ and use the average

$$Q_{\text{ran}}(F) = \frac{1}{r} \sum_{k=1}^{r} Q(F; \Delta_k)$$

as the approximation to the integral. Notice our use of the subscript “ran” to denote that this is a randomized rule. Since $Q(F; \Delta_1), \ldots, Q(F; \Delta_r)$ are i.i.d. random variables with mean $I(F)$, the variance of their average $Q_{\text{ran}}(F)$ is precisely the variance of a single $Q(F; \Delta_k)$ divided by $r$. This together with (3.3) gives

$$\sqrt{E[|I(F) - Q_{\text{ran}}(F)|^2]} \leq r^{-1/2} e_{\text{wor}}^\text{sh}(t_1, \ldots, t_n) \|F\|_{\mathcal{H}} \quad \text{for all } F \in \mathcal{H}.$$ 

A practical estimate of the standard error can be obtained by calculating

$$\sqrt{\frac{1}{r(r-1)} \sum_{k=1}^{r} (Q(F; \Delta_k) - Q_{\text{ran}}(F))^2},$$

from which a confidence interval for $Q_{\text{ran}}(F)$ can be deduced.

A QMC approximation to an integral which is formulated over the Euclidean space $\mathbb{R}^s$ can be done by first mapping the integral to the unit cube as follows:

$$I(F) = \int_{[0,1]^s} F(\Phi^{-1}(w)) \, dw = \frac{1}{n} \sum_{i=1}^{n} F(\Phi^{-1}(t_i)) = Q(F).$$

Here $\phi$ can be any general univariate probability density function, and $\Phi^{-1}$ denotes the componentwise application of the inverse of the cumulative distribution function corresponding to $\phi$. Note that in many practical applications we need to first apply some clever transformation to formulate the integral in the above form; some examples are discussed in [76].

### 3.2 FE Discretization

In the variational setting, we consider the Sobolev space $V = H_0^1(D)$ of functions with vanishing trace on the boundary, with norm $\|v\|_V := \|\nabla v\|_{L^2}$, together with its dual space $V^* = H^{-1}(D)$ and pivot space $L^2(D)$. We now discuss the weak formulation of (2.1). For $f \in V^*$ and $y \in U$ (or $y \in U_\beta$ in the lognormal case), find $u(\cdot, y) \in V$ such that
\[ \mathcal{A}(y; u(\cdot, y), v) = \langle f, v \rangle \quad \text{for all} \quad v \in V, \quad (3.5) \]

where the parametric bilinear form is given by

\[ \mathcal{A}(y; w, v) := \int_D a(x, y) \nabla w(x) \cdot \nabla v(x) \, dx \quad \text{for all} \quad w, v \in V, \quad (3.6) \]

and \( \langle \cdot, \cdot \rangle \) denotes the duality pairing between \( V \) and \( V^* \).

In the uniform case under Assumptions (U1) and (U2), it follows that for all \( y \in U \) the bilinear form is continuous and coercive on \( V \times V \), and we may infer from the Lax–Milgram lemma that for every \( f \in V^* \) and every \( y \in U \) there exists a unique solution \( u(\cdot, y) \in V \) to (3.5) satisfying the standard \textit{a priori} estimate

\[ \|u(\cdot, y)\|_V \leq \frac{\|f\|_{V^*}}{a_{\min}}. \quad (3.7) \]

In addition, if Assumption (U3) holds and if we assume that the representer \( f \) of the right-hand side of (3.5) is in \( L^2(D) \), then we have

\[ \|\Delta u(\cdot, y)\|_{L^2} \lesssim \|f\|_{L^2}. \quad (3.8) \]

Throughout this article the notation \( P \lesssim Q \) indicates \( P \leq CQ \) for some constant \( C > 0 \) which is independent of all relevant parameters.

We denote by \( \{V_h\}_{h>0} \) a family of subspaces \( V_h \subset V \) of finite dimension \( M_h \). For example, \( V_h \) can be the space of continuous piecewise linear finite elements on a sequence of regular triangulations of \( D \) with meshwidth \( h > 0 \). We define the parametric finite element (FE) approximation as follows: for \( f \in V^* \) and \( y \in U \) (or \( y \in U_B \) in the lognormal case), find \( u_h(\cdot, y) \in V_h \) such that

\[ \mathcal{A}(y; u_h(\cdot, y), v_h) = \langle f, v_h \rangle \quad \text{for all} \quad v_h \in V_h. \]

Then, in the uniform case under Assumptions (U1) and (U2), it is known that the FE approximation \( u_h(\cdot, y) \) of \( u(\cdot, y) \) is stable, that is, (3.7) holds with \( u(\cdot, y) \) replaced by \( u_h(\cdot, y) \). Recall that \( G \in V^* \) is the linear functional considered in (2.5) and (2.10). In the same way as we did with \( f \in V^* \), we use the same notation to denote the representer of \( G \). In addition, if Assumption (U3) holds and \( f \in L^2(D) \) and \( G \in L^2(D) \), then as \( h \to 0 \) we have

\[ \|u(\cdot, y) - u_h(\cdot, y)\|_V \lesssim h \|\Delta u(\cdot, y)\|_{L^2} \lesssim h \|f\|_{L^2}, \quad (3.9) \]

\[ |G(u(\cdot, y)) - G(u_h(\cdot, y))| \lesssim h^2 \|f\|_{L^2} \|G\|_{L^2}, \quad (3.10) \]

\[ |I(G(u)) - I(G(u_h))| \lesssim h^2 \|f\|_{L^2} \|G\|_{L^2}. \quad (3.11) \]

In the lognormal case under Assumptions (L1) and (L2), the \textit{a priori} estimate (3.7) is replaced by
\[ \| u(\cdot, y) \|_V \leq \frac{\| f \|_{V^*}}{a_{\min}(y)} \text{ for all } y \in U_\beta. \]  

Adding also Assumption (L3) and \( f \in L^2(D) \), the bound (3.8) is replaced by

\[ \| \Delta u(\cdot, y) \|_{L^2} \lesssim T(y) \| f \|_{L^2} \text{ for all } y \in U_\beta, \]

where

\[ T(y) := \frac{\| \nabla a(\cdot, y) \|_{L^\infty}}{a_{\min}(y)^2} + \frac{1}{a_{\min}(y)}, \]  

while (3.9) is generalized to

\[ \| a^{1/2}(\cdot, y) \nabla (u - u_h)(\cdot, y) \|_{L^2} \lesssim h a_{\max}(y)^{1/2} \| \Delta u(\cdot, y) \|_{L^2} \text{ for all } y \in U_\beta; \]

see, e.g., [66]. Furthermore, if \( G \in L^2(D) \), then we also obtain an analogous result to (3.11) for the lognormal case; see, e.g., [46, Theorem 6].

3.3 Dimension Truncation

For both the uniform and lognormal cases, we observe that truncating the infinite sum in (2.2) and (2.6) to \( s \) terms is the same as setting \( y_j = 0 \) for \( j > s \). We denote the corresponding weak solution for the truncated case of (3.5) by \( u_h(x, y) := u(x, y_{\{1:s\}}) \). Throughout this article we refer to the value of \( s \) as the “truncation dimension.”

In the uniform case under Assumptions (U1) and (U2), for every \( f \in V^* \), every \( G \in V^* \), every \( y \in U \) and every \( s \in \mathbb{N} \), we have from [68, Theorem 5.1] that, with \( b_j \) defined in (2.3),

\[ \| u(\cdot, y) - u_h(\cdot, y) \|_{\mathcal{X}_0^*} \lesssim h^s \| f \|_{\mathcal{X}_s^*}, \]

\[ |G(u(\cdot, y)) - G(u_h(\cdot, y))| \lesssim h^{s+t'} \| f \|_{\mathcal{X}_{s+t'}^*} \| G \|_{\mathcal{X}_{s+t'}^*}. \]
\[ \|u(\cdot, y) - u^s(\cdot, y)\|_{V} \lesssim \|f\|_{V^*} \sum_{j \geq s+1} b_j, \]

\[ |I(G(u)) - I(G(u^s))| \lesssim \|f\|_{V^*} \|G\|_{V^*} \left( \sum_{j \geq s+1} b_j \right)^2. \quad (3.16) \]

In addition, if Assumptions (U4) and (U5) hold, then

\[ \sum_{j \geq s+1} b_j \leq \min \left( \frac{1}{1/p_0 - 1}, 1 \right) \left( \sum_{j \geq 1} b_j^{p_0} \right)^{1/p_0} s^{-(1/p_0 - 1)}. \quad (3.17) \]

Dimension truncation analysis in the lognormal case is more complicated. We summarize here the results from [46] which make use of [10]. Under Assumption (L4), we know from [46, Theorem 8] that for \( f \in V^* \), \( G \in V^* \), \( s \in \mathbb{N} \) and \( h > 0 \),

\[ |I(G(u_h)) - I(G(u^s_h))| \lesssim \|f\|_{V^*} \|G\|_{V^*} s^{-\chi}, \quad 0 < \chi < \left( \frac{1}{2} - \varepsilon \right) \Theta - \frac{1}{2}. \quad (3.18) \]

For the Matérn covariance (2.7) with \( \nu > d/2 \), we know from [46, Proposition 9] that Assumption (L4) holds with \( \Theta = 1 + 2\nu/d \) and \( \varepsilon \in \left( \frac{1}{2\Theta}, \frac{\Theta - 1}{2\Theta} \right) \). This implies that (3.18) holds for all \( 0 < \chi < \nu/d - 1/2 \).

4 Single-Level Versus Multi-level Algorithms

4.1 Single-Level Algorithms

We approximate the integral (2.5) or (2.10) in three steps:

1. Dimension truncation: the infinite sum in (2.2) or (2.6) is truncated to \( s \) terms.
2. FE discretization: the PDE in weak formulation (3.5) is solved using the piecewise linear FE method with meshwidth \( h \).
3. QMC quadrature: the integral of the FE solution for the truncated problem is estimated using a deterministic or randomized QMC method.

The deterministic version of this algorithm is therefore

\[ A_{\text{det}}^{\text{SL}}(G(u)) := Q \left( G \left( u_h^s \right) \right) = \frac{1}{n} \sum_{i=1}^{n} G(u_h^s(\cdot, y_i)), \quad y_i = \begin{cases} t_i - \frac{1}{2} & \text{for uniform,} \\ \Phi^{-1}(t_i) & \text{for lognormal,} \end{cases} \]

where \( t_1, \ldots, t_n \in [0, 1]^s \) are \( n \) QMC points from the \( s \)-dimensional standard unit cube. In the uniform case, these points are translated to the unit cube \( \left[ -\frac{1}{2}, \frac{1}{2} \right]^s \). In the lognormal case, these points are mapped to the Euclidean space \( \mathbb{R}^s \) by applying the inverse of the cumulative normal distribution function componentwise.
A randomized version of this algorithm with random shifting is then given by

$$A_{\text{ran}}(G(u)) := Q_{\text{ran}}(G(u_h^x)) = \frac{1}{r} \sum_{k=1}^{r} \frac{1}{n} \sum_{i=1}^{n} G(u_h^x(\cdot, y_{i,k})),$$

where $t_1, \ldots, t_n \in [0, 1]^s$ are $n$ QMC points as above, and $\Delta_1, \ldots, \Delta_r \in [0, 1]^s$ are $r$ independent random shifts generated from the uniform distribution on $[0, 1]^s$. Recall that the braces in $\{t_i + \Delta_k\}$ mean that we take the fractional part of each component in the vector $t_i + \Delta_k$. The total number of evaluations of the integrand is $rn$.

We assume that the cost for assembling the stiffness matrix is $O(s h^{-d})$ operations, and further assume that this is higher than the FE solve itself. Thus, the overall cost for the deterministic algorithm is $O(n s h^{-d})$ operations, while for the randomized algorithm it is $O(r n s h^{-d})$ operations. In practice we assume that $r$ is a fixed small constant, e.g., $r = 10$ or 20.

We sometimes refer to these algorithms as “single-level” algorithms, in contrast to “multi-level” algorithms to be discussed next.

### 4.2 Multi-Level Algorithms

The idea of multi-level algorithms in MC simulation originated from [54, 55] and was reinvented in [39, 40]; see also [41]. The general concept is quite easy to explain: If we denote the integral (2.5) or (2.10) by $I_\infty$ and define a sequence $I_0, I_1, \ldots$ of approximations converging to $I_\infty$, then we can write $I_\infty$ as a telescoping sum

$$I_\infty = (I_\infty - I_L) + \sum_{\ell=0}^{L} (I_\ell - I_{\ell-1}), \quad I_{-1} := 0,$$

and then apply different quadrature rules to the differences $I_{\ell} - I_{\ell-1}$, which we anticipate to get smaller as $\ell$ increases.

In our case, for each $\ell \geq 0$ we define $I_{\ell}$ to be the integral of $G(u_h^{x_\ell})$ corresponding to the FE solution with meshwidth $h_\ell$ of the truncation problem with $s_\ell$ terms. We assume that

$$1 \leq s_0 \leq s_1 \leq s_2 \leq \cdots \leq s_L \leq \cdots \quad \text{and} \quad h_0 \geq h_1 \geq h_2 \geq \cdots \geq h_L \geq \cdots > 0,$$

so that $I_\ell$ becomes a better approximation to $I_\infty$ as $\ell$ increases. For convenience we take $h_\ell \asymp 2^{-\ell}$. Throughout this article the notation $P \asymp Q$ means that we have $P \lesssim Q$ and $Q \lesssim P$.

The deterministic version of our multi-level algorithm takes the form (remembering the linearity of $G$)
A_{\text{ML}} (G(u)) := \sum_{\ell=0}^{L} \left( \frac{1}{n_\ell} \sum_{i=1}^{n_\ell} G((u_{h_\ell}^{s_\ell} - u_{h_{\ell-1}}^{s_{\ell-1}})(\cdot, y_i^{\ell})) \right),

\begin{align*}
y_i^{\ell} = \begin{cases}
t_i^{\ell} - \frac{1}{2} & \text{for uniform}, \\
\Phi^{-1}(t_i^{\ell}) & \text{for lognormal},
\end{cases}
\end{align*}

where we apply an $s_\ell$-dimensional QMC rule with $n_\ell$ points $t_1^{\ell}, \ldots, t_{n_\ell}^{\ell} \in [0, 1]^{s_\ell}$ to the integrand $G(u_{h_\ell}^{s_\ell} - u_{h_{\ell-1}}^{s_{\ell-1}})$, and we define $u_{h_{-1}}^{s_{-1}} := 0$. The total number of evaluations of the integrand is $O(\sum_{\ell=0}^{L} n_\ell)$.

We can also use $r_\ell$ random shifts at each level, noting that the shifts should all be independent. Then a randomized version of our multi-level algorithm with random shifting takes the form

$$A_{\text{ML ran}} (G(u)) := \sum_{\ell=0}^{L} \left( \frac{1}{r_\ell} \sum_{k=1}^{r_\ell} \frac{1}{n_\ell} \sum_{i=1}^{n_\ell} G((u_{h_\ell}^{s_\ell} - u_{h_{\ell-1}}^{s_{\ell-1}})(\cdot, y_{i,k}^{\ell})) \right),$$

$$y_{i,k}^{\ell} = \begin{cases}
(t_i^{\ell} + \Delta_i^{\ell,k}) - \frac{1}{2} & \text{for uniform}, \\
\Phi^{-1}((t_i^{\ell} + \Delta_i^{\ell,k})) & \text{for lognormal}.
\end{cases}$$

In this case the total number of evaluations of the integrand is $O(\sum_{\ell=0}^{L} n_\ell r_\ell)$.

We assume that the overall cost for the multi-level algorithm is $O(\sum_{\ell=0}^{L} n_\ell s_\ell h_{\ell}^{-d})$ operations for the deterministic version and $O(\sum_{\ell=0}^{L} n_\ell r_\ell s_\ell h_{\ell}^{-d})$ operations for the randomized version.

5 First-Order Versus Higher-Order Methods

Contemporary analysis of QMC methods is often carried out in the setting of weighted spaces following [33, 101, 102]. The general concept is the observation that in many practical examples, not all the integration variables are of equal importance, and furthermore, there could be a difference in importance associated with each different subset of variables. Under appropriate conditions, it is known that QMC methods can be constructed with error bounds that are independent of the dimension. In this section we briefly summarize known results for randomly shifted lattice rules (first order) and interlaced polynomial lattice rules (higher order) in suitably weighted spaces. Construction of these point sets are surveyed in [84], and we provide practical pointers to a software implementation in Sect. 7. We note that there usually is a tight bond between the QMC method and the chosen function space setting.

5.1 Weighted Sobolev Spaces over $[0, 1]^s$ and Randomly Shifted Lattice Rules

An $n$-point lattice rule in the unit cube $[0, 1]^s$ is a QMC method (3.1) with points
where $\mathbf{z} \in \mathbb{Z}^s$ is known as the generating vector and the braces indicate that we take the fractional parts of a vector, as in (3.2). The quality of a lattice rule is determined by the choice of the generating vector.

We analyze randomly shifted lattice rules in a weighted and unanchored Sobolev space which is a Hilbert space containing functions defined over the unit cube $[0, 1]^s$, with square integrable mixed first (weak) derivatives. The norm is given by

$$
\| F \|_{s, \gamma} = \left[ \sum_{u \subseteq \{1:s\}} \frac{1}{\gamma_u} \int_{[0,1]^{|u|}} \left( \int_{[0,1]^{s-|u|}} \frac{\partial^{|u|} F}{\partial \mathbf{y}_u} (\mathbf{y}_u; \mathbf{y}_{\{1:s\}\backslash u}) \, d\mathbf{y}_u \right)^2 \, d\mathbf{y}_u \right]^{1/2},
$$

(5.2)

where $\{1: s\}$ is a shorthand notation for the set of indices $\{1, 2, \ldots, s\}$, $(\partial^{|u|} F)/(\partial \mathbf{y}_u)$ denotes the mixed first derivative of $F$ with respect to the “active” variables $\gamma_u = (y_j)_{j \in u}$, while $\mathbf{y}_{\{1:s\}\backslash u} = (y_j)_{j \in \{1:s\}\backslash u}$ denotes the “inactive” variables. This norm is said to be “unanchored” because the inactive variables are integrated out, as opposed to being “anchored” at some fixed value, say, 0.

There is a weight parameter $\gamma_u \geq 0$ associated with each subset of variables $\mathbf{y}_u$. A small $\gamma_u$ means that $F$ depends weakly on the set of variables $\mathbf{y}_u$. If $\gamma_u = 0$, then it is understood that the corresponding mixed first derivative is also zero, and then, the convention $0/0 = 0$ is used. We denote by $\mathbf{y}$ the set of all weights $\gamma_u$, and we take $\gamma_{\emptyset} = 1$. There are in general $2^s$ weights in $s$ dimensions, far too many for practical purposes. Special forms of weights have been considered in the literature, including the so-called “product weights” and “order-dependent weights”; see, e.g., [33,101,102]. Later we will show that a hybrid of these two forms of weights, called “product and order-dependent weights” or “POD weights” for short, naturally arise in the context of PDE applications. They take the form

$$
\gamma_u = \Gamma_{|u|} \prod_{j \in u} \Upsilon_j,
$$

(5.3)

which is specified by two sequences $\Upsilon_1 \geq \Upsilon_2 \geq \cdots > 0$ and $\Gamma_0 = \Gamma_1 = 1$, $\Gamma_2$, $\Gamma_3$, $\ldots \geq 0$. In this context the cardinality $|u|$ of the set $u$ is commonly referred to as the “order.” Here the factor $\Gamma_{|u|}$ is said to be order-dependent because it is determined solely by the cardinality of $u$ and not the precise indices in $u$. The dependence of the weight $\gamma_u$ on the indices $j \in u$ is controlled by the product of terms $\Upsilon_j$. Each term $\Upsilon_j$ in the sequence corresponds to one coordinate direction; the sequence being non-increasing indicates that successive coordinate directions become less important.

For randomly shifted lattice rules in the unanchored Sobolev space, we have the root-mean-square error bound (3.3) where an explicit expression for the shift-averaged worst-case error is known, allowing it to be analyzed in theory and computed in practice. It has been proved that a good generating vector $\mathbf{z}$ for an $n$-point rule can be constructed to achieve the optimal convergence rate of $O(n^{-1+\delta})$, $\delta > 0$, and the
implied constant can be independent of the dimension $s$ under appropriate conditions on the weights $\gamma$. The construction is by a component-by-component (CBC) algorithm: the components of the generating vector $z$ are obtained one at a time while keeping previously chosen components fixed. Fast CBC algorithms (using FFT) can construct an $n$-point rule in $s$ dimensions in $\Theta(sn \log n)$ operations in the case of product weights, and in $\Theta(sn \log n + s^2 n)$ operations in the case of POD weights.

We summarize the error bound in the theorem below. In the following, $\zeta(x) := \sum_{k=1}^{\infty} k^{-x}$ denotes the Riemann zeta function.

**Theorem 5.1** Let $F$ belong to the unanchored Sobolev space defined over $[0, 1]^s$ with weights $\gamma$. A randomly shifted lattice rule with $n = 2^m$ points in $s$ dimensions can be constructed by a CBC algorithm such that for $r$ independent shifts and for all $\lambda \in (1/2, 1]$, 

$$\sqrt{\mathbb{E}[|I(F) - Q_{\text{ran}}(F)|^2]} \leq \frac{1}{\sqrt{r}} \left( \frac{2}{n} \sum_{\emptyset \neq u \subseteq \{1:s\}} \gamma_u^\lambda |\varrho(\lambda)|^{|u|} \right)^{1/(2\lambda)} \|F\|_{s, \gamma},$$

where

$$\varrho(\lambda) = \frac{2\zeta(2\lambda)}{(2\pi^2)^\lambda}.$$ 

In the theorem above we have restricted ourselves to the case where $n$ is a power of 2, as this is the most convenient setting for generating the points on a computer. For general $n$, the factor $2/n$ should be replaced by $1/\varphi_{\text{tot}}(n)$, where $\varphi_{\text{tot}}(n)$ is the Euler totient function, i.e., the number of integers between 1 and $n - 1$ that are relatively prime to $n$. When $n$ is a power of a prime, we have $1/\varphi_{\text{tot}}(n) \leq 2/n$, and hence, the theorem as stated also holds in this case.

The best rate of convergence clearly comes from choosing $\lambda$ close to $1/2$, but the advantage is offset by the fact that $\zeta(2\lambda) \to \infty$ as $\lambda \to (1/2)_+$. 

The CBC construction yields a lattice rule which is “extensible” in dimension $s$, meaning that a generating vector constructed for dimension $s$ can be used in lower dimensions by taking only the initial components and that components for higher dimensions can be appended to existing components by continuing with the construction.

It is also possible to construct “lattice sequences” which are extensible or embedded in the number of points $n$, meaning that the same generating vector can be used to generate more points or less points without having to construct the existing points anew. This extensibility in $n$ can be achieved at the expense of increasing the implied constant in the error bound; see, e.g., [17,32].

### 5.2 Weighted Space Setting in $\mathbb{R}^s$ and Randomly Shifted Lattice Rules

For an integral formulated over the Euclidean space $\mathbb{R}^s$ as in (3.4), the transformed integrand $F \circ \Phi^{-1}$ arising from practical applications typically does not belong to the Sobolev space defined over the unit cube due to the integrand being unbounded near the
boundary of the cube, or because the mixed derivatives of the transformed integrand do not exist or are unbounded. Thus, most QMC theories, including Theorem 5.1, generally do not apply in practice. Here we summarize a special weighted space setting in \( \mathbb{R}^s \) for which randomly shifted lattice rules have been shown to achieve nearly the optimal convergence rate of order one; see [70,76]. The norm in this setting is given by

\[
\|F\|_{s,\gamma} = \left[ \sum_{u \subseteq \{1:s\}} \frac{1}{\gamma_u} \int_{\mathbb{R}^{|u|}} \left( \int_{\mathbb{R}^{s-|u|}} \frac{\partial |u|}{\partial y_u} F(y_u; y_{\{1:s\}\setminus u}) \phi(y_j) dy_{\{1:s\}\setminus u} \prod_{j \in \{1:s\}\setminus u} \phi(y_j) \right)^2 \right]^{1/2},
\]

where

\[
\varphi_j(\lambda) = \exp(-2 \alpha_j |y_j|), \quad \alpha_j > 0.
\]

We have the following result from [46, Theorem 15] for randomly shifted lattice rules in this setting; see [76, Theorem 8] for results on general functions \( \varphi \) and \( \varphi_j \). We state the result again for \( n \) a power of 2, but it holds when \( n \) is a power of any prime.

**Theorem 5.2** Let \( F \) belong to the weighted function space over \( \mathbb{R}^s \) with weights \( \gamma \), with \( \phi \) being the standard normal density, and with weight functions \( \varphi_j \) given by (5.5). A randomly shifted lattice rule with \( n = 2^m \) points in \( s \) dimensions can be constructed by a CBC algorithm such that for \( r \) independent shifts and for all \( \lambda \in (1/2, 1] \),

\[
\sqrt{\mathbb{E}[|I(F) - Q_{\text{ran}}(F)|^2]} \leq \frac{1}{\sqrt{r}} \left( \frac{2}{n} \sum_{\emptyset \neq u \subseteq \{1:s\}} \gamma_u \prod_{j \in u} \varphi_j(\lambda) \right)^{1/(2\lambda)} \|F\|_{s,\gamma},
\]

where

\[
\varphi_j(\lambda) = 2 \left( \frac{\sqrt{2\pi} \exp(\alpha_j^2/\eta_*)}{\pi^{2-2\eta_*}(1-\eta_*)\eta_*} \right)^{\lambda} \zeta(\lambda + 1/2), \quad \text{and} \quad \eta_* = \frac{2\lambda - 1}{4\lambda}.
\]

Alternatively, for the lognormal case it is also possible to choose the weight functions \( \varphi_j \) to take the form of a normal density that decays much slower than \( \phi \). The corresponding result is given below, which can be obtained from [76, Theorem 8] together with [70, Example 4].
Theorem 5.3 If we replace the weight functions \( \varpi_j \) in Theorem 5.2 by \( \varpi_{\text{alt}} \), given by
\[
\varpi_{\text{alt}}(y_j) = \exp(-\alpha y_j^2)
\]
with \( \alpha < \frac{1}{2} \), then the root-mean-square error bound in
Theorem 5.2 holds for all \( \lambda \in (1/(2 - 2\alpha), 1] \), but with \( \rho_j(\lambda) \) replaced by
\[
\rho_{\text{alt}}(\lambda) = \frac{\sqrt{2\pi}}{\pi^{2 - 2\alpha}(1 - \alpha)\alpha} \lambda (2(1 - \alpha)\lambda).
\]

5.3 Weighted Space of Smooth Functions over \([0, 1]^s\) and Interlaced Polynomial Lattice Rules

We now introduce interlaced polynomial lattice rules which are a special family of higher-order QMC rules; see, e.g., [20, 21, 23, 43, 44]. We limit ourselves to the case where the polynomials are over the finite field \( \mathbb{Z}_2 \) with two elements. This has major advantages in the computer implementations for constructing these rules and generating the points, and simplifies the presentation.

Let \( \mathbb{N}_0 = \{0, 1, 2, \ldots\} \). We will identify numbers \( x \in [0, 1) \) and \( i \in \mathbb{N}_0 \) that have finite base 2 representations (i.e., having only a finite number of bits being 1) by a vector enumerating the bits, denoted by \( \bar{x} \) and \( \bar{i} \), or by a polynomial in the formal variable \( \varsigma \), denoted by \( x(\varsigma) \) and \( i(\varsigma) \). We will use the common notation \( \mathbb{Z}_2[\varsigma] \) for formal polynomials in \( \varsigma \) and \( \mathbb{Z}_2((\varsigma^{-1})) \) for formal polynomials in \( \varsigma^{-1} \) as well as \( \mathbb{Z}_2(\varsigma) \) for formal Laurent series (with powers going in both directions). Then, for \( x \in [0, 1) \), with \( x_\ell \in \mathbb{Z}_2 \) for \( \ell \geq 1 \) denoting the base 2 digits of \( x \), we have in this multitude of notations

\[
x = \sum_{\ell \geq 1} x_\ell 2^{-\ell} = (0.x_1x_2\ldots)_2 \in \mathbb{R} \simeq (x_1, x_2, \ldots)^\top =: \bar{x} \in \mathbb{Z}_2^\infty \]
\[
\simeq x_1 \varsigma^{-1} + x_2 \varsigma^{-2} + \cdots =: x(\varsigma) \in \mathbb{Z}_2((\varsigma^{-1})).
\]

Similarly for integers \( i \in \mathbb{N}_0 \) where the bit expansion goes in the other direction, with \( i_\ell \in \mathbb{Z}_2 \) for \( \ell \geq 0 \) denoting the base 2 digits of \( i \), we have

\[
i = \sum_{\ell \geq 0} i_\ell 2^\ell = (\ldots i_2i_1i_0)_2 \in \mathbb{N}_0 \simeq (i_0, i_1, i_2, \ldots)^\top =: \bar{i} \in \mathbb{Z}_2^\infty \]
\[
\simeq i_0 \varsigma^0 + i_1 \varsigma^1 + i_2 \varsigma^2 + \cdots =: i(\varsigma) \in \mathbb{Z}_2[\varsigma].
\]

We need one further notation to limit the number of bits to \( m \); this will be denoted by \( [x(\varsigma)]_m \) and \( [\bar{x}]_m \), or \( [i(\varsigma)]_m \) and \( [\bar{i}]_m \).

With this notation in place, the points of a polynomial lattice rule are given by

\[
t_i \simeq [\mathbf{r}_i(\varsigma)]_m, \quad \mathbf{r}_i(\varsigma) = \frac{i(\varsigma) \mathbf{z}(\varsigma) \mod P(\varsigma)}{P(\varsigma)} \in (\mathbb{Z}_2((\varsigma^{-1})))^s, \quad i = 0, \ldots, 2^m - 1,
\]

\[\text{ Springer}\]
where $P(\varsigma)$ is an irreducible polynomial of degree $m$ over $\mathbb{Z}_2$, known as the modulus, and the vector of polynomials $\mathbf{z}(\varsigma) = (z_1(\varsigma), \ldots, z_s(\varsigma)) \in \mathbb{Z}[\varsigma]^s$ is known as the generating vector. We see that polynomial lattice rules take the same form as lattice rules in (5.1), but the integers are replaced by polynomials, and thus, the multiplication and division are replaced by their polynomial equivalents over $\mathbb{Z}_2(\varsigma)$. We remark that the points are here indexed from 0 to $2^m - 1$ which is different from the convention we used in the rest of this article.

Alternatively, the polynomial multiplication and division can be written in matrix–vector notation over $\mathbb{Z}_2$ by identifying a Hankel matrix $C_j = (a_j, r + t - 1)^r, t \geq 1$ with the division $z_j(\varsigma)/P(\varsigma) = \sum_\ell a_j, \ell \varsigma^{-\ell}$ for $j = 1, \ldots, s$. In principle these matrices are in $\mathbb{Z}_2^{\infty \times \infty}$ but we restrict them to be of size $m \times m$. In terms of these “generating matrices” $C_1, \ldots, C_s \in \mathbb{Z}_2^{m \times m}$ we can then write the points of the polynomial lattice rule as

$$t_i \simeq (C_1 [\vec{i}]_m, \ldots, C_s [\vec{i}]_m)^\top, \quad i = 0, \ldots, 2^m - 1. \quad (5.7)$$

The matrix–vector form is to be preferred when generating the actual points as point generation then boils down to simple bit operations. In fact, if the order in which the points are iterated is changed into Gray code ordering so that only one bit changes in the index of the point at a time, then the coordinate of the next point can be obtained by simply applying the XOR-operation between the previous value of that coordinate and the particular column from the generator matrix corresponding to the single bit change in the Gray code.

An interlaced polynomial lattice rule in $s$ dimensions with interlacing factor $\alpha$ is now obtained by taking a polynomial lattice rule in $\alpha s$ dimensions and then interlacing the bits from every successive $\alpha$ dimensions to yield one dimension. More explicitly, for $\alpha = 3$, given three coordinates $x = (0, x_1 x_2 \ldots x_m)_2, y = (0, y_1 y_2 \ldots y_m)_2$ and $z = (0, z_1 z_2 \ldots z_m)_2$ we interlace their bits to obtain $w = (0, x_1 y_1 z_1 x_2 y_2 z_2 \ldots x_m y_m z_m)_2$. Note that interlacing can be applied to any existing point set, but the construction of the polynomial lattice rules in this section actually takes the interlacing into account.

The interlacing operation can also be done directly by constructing new generating matrices which are obtained by interlacing the rows of $\alpha$ successive generating matrices. That is, if we have generating matrices $C_1, \ldots, C_s \in \mathbb{Z}_2^{m \times m}$, then we obtain new generating matrices $B_1, \ldots, B_s \in \mathbb{Z}_2^{\alpha m \times m}$ and the points of the interlaced polynomial lattice rule are given by

$$t_i \simeq (B_1 [\vec{i}]_m, \ldots, B_s [\vec{i}]_m)^\top, \quad i = 0, \ldots, 2^m - 1. \quad (5.8)$$

We remark that for efficiency reasons the points are normally iterated in Gray code ordering such that each coordinate can be obtained by a single XOR operation.

A function space setting for smooth integrands defined over the unit cube was introduced in [23]. Let $\alpha, s \in \mathbb{N}$ and $1 \leq q, r \leq \infty$, and let $\mathbf{\gamma} = (\gamma_u)_{u \subset \mathbb{N}}$ be a collection of weights as in the previous subsections. The norm in this setting for $1 \leq q, r < \infty$ is given by

$$\|f\|_{L^q L^r} = \left( \int_{\mathbb{R}^s} \left( \int_{\mathbb{R}^s} |f(x)|^q \, dx \right)^{r/q} \, dx \right)^{1/r}.$$
\[ \| F \|_{s, \alpha, \gamma, q, r} := \left[ \sum_{u \subseteq [1:s]} \left( \frac{1}{\gamma_u^q} \sum_{v \subseteq u} \sum_{\tau_{u \setminus v} \in [1:|u|]} \left( \int_{[0,1]^{|u|}} \int_{[0,1]^{s-|v|}} \left( \partial^{(\alpha, \tau_{u \setminus v}, 0)} F \right)(y) \, dy \right) \right) \right]^{r/q} \]

with the obvious modifications if \( q \) or \( r \) is infinite; see (5.10). Here \((\alpha, \tau_{u \setminus v}, 0)\) denotes a vector \( \nu \) with \( \nu_j = \alpha \) for \( j \in v \), \( \nu_j = \tau \) for \( j \in u \setminus v \), and \( \nu_j = 0 \) for \( j \notin u \). We denote the \( \nu \)th partial derivative of \( F \) by \( \partial^{\nu} F = (\partial^{\nu_1} F / \partial y_1^{\nu_1} \partial y_2^{\nu_2} \cdots \partial y_s^{\nu_s}) \). We remark that the norm is stated incorrectly in [23, Equation (3.7)].

A new form of weights arose from the analysis of interlaced polynomial lattice rules in this setting in the context of PDE applications; see [23]. They are called “smoothness-driven product and order-dependent weights” or “SPOD weights” for short, and take the form

\[ \gamma_u = \sum_{\nu_u \in [1:|u|]} \Gamma_{|u|} \prod_{j \in u} \gamma_j(v_j). \] (5.9)

For PDE applications, it was shown in [23] that good theoretical results can be obtained by taking \( r = \infty \) while \( q \) can be arbitrary. Therefore, for simplicity, here we take \( q = r = \infty \) and denote the corresponding norm by

\[ \| F \|_{s, \alpha, \gamma, \infty, \infty} := \sup_{u \subseteq [1:s]} \sup_{y \in [0,1]^{|u|}} \left( \int_{[0,1]^{s-|u|}} \left( \partial^{(\alpha, \tau_{u \setminus v}, 0)} F \right)(y) \, dy \right) \]

(5.10)

The following theorem is adjusted from [23, Theorem 3.10] for \( b = 2 \). We made use of a new result in [107] that a constant \( C_{\alpha, b} \) which usually appears is exactly 1 when \( b = 2 \). Furthermore, we followed the proof of [84, Theorem 5.1] to obtain the factor \( 2/n \) instead of \( 2/(n - 1) \). We remark that the interlacing factor \( \alpha \) needs to be at least 2 for the theorem to hold.

**Theorem 5.4** Let \( F \) belong to the weighted space of smooth functions over \([0,1]^s\) with \( \alpha \geq 2 \) and weights \( \gamma \). An interlaced polynomial lattice rule with interlacing factor \( \alpha \), with irreducible modulus polynomial of degree \( m \), and with \( n = 2^m \) points in \( s \) dimensions, can be constructed by a CBC algorithm such that, for all \( \lambda \in (1/\alpha, 1) \),

\[ |I(F) - Q(F)| \leq \left( \frac{2}{n} \sum_{\emptyset \neq u \subseteq [1:s]} \gamma_u^{\lambda} [\rho_{\alpha}(\lambda)]^{|u|} \right)^{1/\lambda} \| F \|_{s, \alpha, \gamma}, \]
where

$$\rho_\alpha(\lambda) = 2^{\alpha\lambda}(\alpha-1)/2 \left( \left( 1 + \frac{1}{2^{\alpha\lambda}} - 2 \right)^\alpha - 1 \right).$$

If the weights \( \gamma \) are SPOD weights, then the CBC algorithm has cost \( O(\alpha s n \log n + \alpha^2 s^2 n) \) operations. If the weights \( \gamma \) are product weights, then the CBC algorithm has cost \( O(\alpha s n \log n) \) operations.

6 Error Analysis

In this section we summarize the error analysis for various algorithms based on QMC methods in the uniform and lognormal cases. Not surprisingly, the error is a combination of dimension truncation error, FE discretization error and QMC quadrature error. The errors are additive in the case of single-level algorithms, while in the case of multi-level algorithms the overall error includes some multiplicative effects between FE and QMC errors. Recall that bounds on truncation and FE errors are summarized in Sect. 3, while bounds on QMC errors for different spaces are summarized in Sect. 5.

The convergence of the QMC method (deterministic or randomized) can be independent of the truncation dimension both in the rate (i.e., the exponent of \( 1/n \) in the error estimate) and in the asymptotic constant. This is achieved by working in weighted spaces with strategically chosen weights \( \gamma_u \). To bound the QMC error we will use Theorems 5.1, 5.2 or 5.4 depending on the setting. From these theorems we see that the key step of our analysis is to obtain bounds on the particular weighted norm of the integrand, which depends on the PDE solution \( u_h^s(x, y) \). Specifically, this means that we need to obtain bounds on the mixed partial derivatives of \( u_h^s(x, y) \) with respect to \( y \). Once we obtain estimates on the norm of the integrand, we then choose suitable weights \( \gamma_u \) to reduce the error bound, optimizing on the theoretical QMC convergence rate while ensuring (under some conditions) that the implied constant is independent of the truncation dimension. The chosen weights \( \gamma_u \) then enter the fast CBC construction to produce tailored QMC methods for the given setting.

In the next subsections we outline the error analysis for different algorithms under different settings. First-order results are based on randomly shifted lattice rules and we obtain probabilistic error bounds. Higher-order results are based on interlaced polynomial lattice rules and we obtain deterministic error bounds. In the latter case we also replace the \( \ell^2 \) norm in the typical definition of the function space norm by the \( \ell^\infty \) norm, and this enables us to gain an extra factor of \( n^{-1/2} \) in the QMC convergence rate in the context of PDE applications. However, this analysis only applies in the uniform case.

To obtain multiplicative error bounds in the case of multi-level algorithms, we need to assume a stronger regularity of \( u_h^s(x, y) \) in \( x \), and we need to establish regularity results simultaneously in \( x \) and \( y \). This makes the analysis more challenging. The resulting weights \( \gamma_u \) are also different from those in the single-level algorithms.

The error versus cost analysis depends crucially on the cost model assumption. In the single-level algorithms we choose \( n, s, h \) to balance the three sources of errors.
In the multi-level algorithms we choose \( n_\ell, s_\ell, h_\ell \), for each level, to minimize the error for a fixed cost using Lagrange multiplier arguments, and we choose \( L \) such that the combined error meets the required threshold. We assume that \( r \) and \( r_\ell \) are fixed constants.

Before we proceed we introduce some notation. For a multi-index \( \nu = (\nu_j)_{j \geq 1} \) with \( \nu_j \in \{0, 1, 2, \ldots\} \), we write its “order” as \( |\nu| := \sum_{j \geq 1} \nu_j \) and its “support” as \( \text{supp}(\nu) := \{j \geq 1 : \nu_j \geq 1\} \). Furthermore, we write \( \nu! := \prod_{j \geq 1} \nu_j! \), which is different from \( |\nu|! := (\sum_{j \geq 1} \nu_j)! \). We denote by \( F \) the (countable) set of all “finitely supported” multi-indices:

\[
F := \{\nu \in \mathbb{N}_0^\infty : \text{supp}(\nu) < \infty\}.
\]

For \( \nu \in F \), we denote the \( \nu \)th partial derivative with respect to the parametric variables \( y \) by

\[
\partial^\nu = \frac{\partial^{|\nu|}}{\partial y_1^{\nu_1} \partial y_2^{\nu_2} \ldots}.
\]

For any sequence of real numbers \( b = (b_j)_{j \geq 1} \), we write \( b^\nu := \prod_{j \geq 1} b_j^{\nu_j} \). By \( m \leq \nu \) we mean that the multi-index \( m \) satisfies \( m_j \leq \nu_j \) for all \( j \). Moreover, \( \nu - m \) denotes a multi-index with the elements \( \nu_j - m_j \), and \( \binom{\nu}{m} := \prod_{j \geq 1} \binom{\nu_j}{m_j} \). We denote by \( e_j \) the multi-index whose \( j \)th component is 1 and all other components are 0.

We remind the reader that throughout this article, the gradient \( \nabla \) and the Laplacian \( \Delta \) are to be taken with respect to the spatial variables \( x \), while the partial derivatives \( \partial^\nu \) are to be taken with respect to the parametric variables \( y \).

Note that in Sect. 5 we have used two different notations for the mixed derivatives with respect to \( y \). In the norms \((5.2)\) and \((5.4)\) we restrict only to mixed first derivatives, and the subsets \( u \subseteq \{1 : s\} \) are used to identify the indices of the variables with respect to which we differentiate. For example, if \( u = \{1, 2, 5\} \) then

\[
\frac{\partial^{|u|} F}{\partial y_u} = \frac{\partial^3 F}{\partial y_1 \partial y_2 \partial y_5} = \partial^\nu F,
\]

with \( \nu = (1, 1, 0, 0, 1, 0, 0, \ldots) \) in the multi-index notation.

### 6.1 First-Order, Single-Level, Uniform

The mean-square error for our single-level algorithm with randomly shifted lattice rules can be expressed as

\[
\mathbb{E} \left[ |(I - A_{\text{ran}}^{\text{SL}}(G(u)))|^2 \right] = |I(G(u - u_h^s))|^2 + \mathbb{E} \left[ |(I - Q_{\text{ran}})(G(u_h^s))|^2 \right], \quad (6.1)
\]

where we used the linearity of \( G \) and the unbiased property of randomly shifted QMC rules, i.e., \( \mathbb{E} \left[ Q_{\text{ran}}(F) \right] = I(F) \). The first term on the right-hand side of \((6.1)\) can be split trivially using linearity of \( I \) and \( G \) into
\[ I (G (u - u_h^s)) = I(G(u - u^s)) + I (G (u^s - u_h^s)) . \] (6.2)

In the uniform case, we estimate the truncation error using (3.16)–(3.17), and estimate the FE error using (3.11) but adapt it to the truncated solutions (this is valid since (3.10) holds for all \( y \in U \), including those with \( y_j = 0 \) for \( j > s \)). For the QMC error we use Theorem 5.1 which requires a bound on the norm \( \|G(u_h^s)\|_{s,y} \), and we see from the definition (5.2) that we need to bound the mixed first partial derivatives of \( G(u_h^s(\cdot, y)) \). Due to linearity and boundedness of \( G \), we have

\[ \left| \frac{\partial^{|u|}}{\partial y_u} G(u_h^s(\cdot, y)) \right| = \left| G\left( \frac{\partial^{|u|}}{\partial y_u} u_h^s(\cdot, y) \right) \right| \leq \|G\|_{V^*} \left\| \frac{\partial^{|u|}}{\partial y_u} u_h^s(\cdot, y) \right\|_{V} . \] (6.3)

Hence, we need a regularity result on the PDE solution \( u_h^s(x, y) \) with respect to the parameters \( y \). In Lemma 6.1 we state such a result for general mixed derivatives using the multi-index notation.

**Lemma 6.1** In the uniform case under Assumptions (U1) and (U2), for every \( f \in V^* \), every \( y \in U \), and every \( \nu \in F \), we have

\[ \left\| \partial^\nu u(\cdot, y) \right\|_V = \left\| \nabla (\partial^\nu u(\cdot, y)) \right\|_{L^2} \leq \left| \nu \right|! \frac{b^\nu \|f\|_{V^*}}{a_{\min}} , \] where the sequence \( b \) is defined in (2.3). The same estimate holds when the exact solution \( u \) is replaced by \( u_h^s \).

This result was proved in [15]. The proof is by induction on \( |\nu| \). We take the mixed partial derivative \( \partial^\nu \) on both sides of the weak formulation (3.5) and then substitute the test function \( v = \partial^\nu u(\cdot, y) \). Rearranging and estimating the terms then yield the required bound. Since the same proof strategy is used repeatedly in subsequent more complicated proofs, we include this relatively simple proof in Sect. 9 as a first illustration.

For bounds on mixed first derivatives in the norm (5.2), we restrict Lemma 6.1 to multi-indices \( \nu \) with \( \nu_j \leq 1 \) for all \( j \). Using also (6.3), we obtain the estimate

\[ \|G(u_h^s)\|_{s,y} \leq \frac{\|f\|_{V^*} \|G\|_{V^*}}{a_{\min}} \left( \sum_{\nu \subseteq \{1:s\}} (|\nu|!)^2 \prod_{j \in \nu} b_j \right)^{1/2} . \] (6.4)

Combining this with Theorem 5.1 gives

\[ \mathbb{E}\left[ \left| (I - Q_{\text{ran}})(G(u_h^s)) \right|^2 \right] \leq \frac{1}{r} \frac{C^2_f(\lambda)}{n^{1/\kappa}} \frac{\|f\|^2_{V^*} \|G\|^2_{V^*}}{a^2_{\min}} , \]
where
\[
C_2^\gamma (\lambda) = \left(2 \sum_{u \subseteq \{1 \ldots s\}} \gamma_u^\lambda [\rho(\lambda)]^{|u|} \right)^{1/\lambda} \left( \sum_{u \subseteq \{1 \ldots s\}} \frac{(|u|!)^2 \prod_{j \in u} b_j^2}{\gamma_u} \right). 
\]

Elementary calculus (see [68, Lemma 6.2]) yields the result that for any given \(\lambda\), \(C_2^\gamma (\lambda)\) is minimized as a function of \(\gamma_u\) by taking
\[
\gamma_u = \left(\frac{|u|! \prod_{j \in u} b_j}{\sqrt[2/(1+\lambda)]{\rho(\lambda)}}\right), 
\]
which are of the POD form (5.3). Under Assumption (U5), it is proved in [68, Theorem 6.4] that if we take
\[
\lambda = \begin{cases} 
\frac{1}{2 - 2\delta} & \text{for some } \delta \in (0, 1/2) \text{ when } p_0 \in (0, 2/3), \\
\frac{p_0}{2 - p_0} & \text{when } p_0 \in (2/3, 1),
\end{cases} 
\]
then the constant \(C_2^\gamma (\lambda)\) can be bounded independently of \(s\). The case \(p_0 = 1\) can also be analyzed but it requires an additional assumption which can be quite restrictive; we omit this case here.

We summarize the final result in the theorem below.

**Theorem 6.1** In the uniform case under Assumptions (U1)--(U5), for every \(f \in L^2(D)\) and every \(G \in L^2(D)\), the single-level algorithm \(A_{SL}^G(u)\) using a randomly shifted lattice rule with \(n = 2^m\) points constructed from a CBC algorithm with POD weights (6.5)--(6.6), at the pre-computation cost of \(O(s n \log n + s^2 n)\) operations, achieves the mean-square error bound
\[
\mathbb{E} \left[ \left| (I - A_{SL}^G(u)) G(u) \right|^2 \right] \leq s^{-4(1/p_0-1)} + h^4 + r^{-1} n^{-2 \min(1/p_0-1/2, 1-\delta)}, \quad \delta \in (0, \frac{1}{2}),
\]
where the implied constant is independent of \(s, h, r\) and \(n\).

If we treat \(r\) as a fixed constant and choose \(s, h, n\) to balance the terms so that the mean-square error is \(O(\varepsilon^2)\), then the cost of the algorithm \(A_{SL}^G(u)\) is \(O(s n h^{-d}) = O(\varepsilon^{-\tau})\) with
\[
\tau = \frac{p_0}{2 - 2p_0} + \frac{d}{2} + \max \left( \frac{2p_0}{2 - p_0}, \frac{1}{1 - \delta} \right), \quad \delta \in (0, \frac{1}{2}).
\]
6.2 First-Order, Multi-Level, Uniform

For our multi-level algorithm with randomly shifted lattice rules, we can write the mean-square error as

\[
\mathbb{E} \left[ |(I - A_{\text{ran}}^{\text{ML}})(G(u))|^2 \right]
\]

\[= |I(G(u - u_{h_L}^{S_L}))|^2 + \sum_{\ell=0}^{L} \mathbb{E} \left[ |(I - Q_{\text{ran}}^\ell)(G(u_{h_L}^{S_{\ell-1}} - u_{h_{\ell-1}}^{S_{\ell-1}}))|^2 \right], \quad (6.7)
\]

where \( Q_{\text{ran}}^\ell \) denotes a randomly shifted lattice rule in \( s_\ell \) dimensions with \( n_\ell \) points and \( r_\ell \) independent shifts. The first term on the right-hand side of (6.7) can be estimated in exactly the same way as for the single-level algorithm in the previous subsection. Each term in the sum over \( \ell \) in (6.7) can be estimated using Theorem 5.1. For simplicity we restrict our discussion here to the case where \( s_\ell = s \) for all \( \ell \). The case \( s_\ell \neq s_{\ell-1} \) was analyzed in [69, Theorem 8]. Thus, we need to estimate the norm

\[
\| G(u_{h_\ell}^s - u_{h_{\ell-1}}^s) \|_{s,\gamma} \leq \| G(u^s - u_{h_\ell}^s) \|_{s,\gamma} + \| G(u^s - u_{h_{\ell-1}}^s) \|_{s,\gamma}.
\]

For this we need to estimate the mixed first derivatives of \( G(u - u_h) \) with respect to \( y \). We state a result for general mixed derivatives in Lemma 6.4.

To establish Lemma 6.4 we need some intermediate results in Lemmas 6.2 and 6.3. These three lemmas together correspond to [69, Theorems 6 and 7], but in addition to a generalization of [69, Theorem 7] from first derivatives to general derivatives, the results are different because the sequence \( \mathfrak{B} \) defined here is simpler compared to [69], and we take a different (arguably more direct) route with the proofs. However, we get bigger factorials here. For simplicity we restrict our discussion to the case \( f, G \in L^2(D) \). The results can be generalized to cover \( f \in H^{-1+t}(D) \) and \( G \in H^{-1+t'}(D) \) for \( t, t' \in [0, 1] \) as in [69].

**Lemma 6.2** In the uniform case under Assumptions (U1)–(U3), for every \( f \in L^2(D) \), every \( y \in U \) and every \( v \in \mathfrak{F} \), we have

\[
\| \Delta(\partial^v u(\cdot, y)) \|_{L^2} \lesssim (|v| + 1)! \mathfrak{B}^v \| f \|_{L^2},
\]

where the sequence \( \mathfrak{B} \) is defined in (2.4).

**Lemma 6.3** In the uniform case under Assumptions (U1)–(U3), for every \( f \in L^2(D) \), every \( y \in U \), every \( v \in \mathfrak{F} \) and every \( h > 0 \), we have

\[
\| \partial^v (u - u_h)(\cdot, y) \|_V = \| \nabla(\partial^v (u - u_h)(\cdot, y)) \|_{L^2} \lesssim h (|v| + 2)! \mathfrak{B}^v \| f \|_{L^2},
\]

where the sequence \( \mathfrak{B} \) is defined in (2.4).
Lemma 6.4 In the uniform case under Assumptions (U1)–(U3), for every \( f \in L^2(D) \), every \( G \in L^2(D) \), every \( y \in U \), every \( \nu \in F \) and every \( h > 0 \), we have

\[
|\partial^\nu G((u - u_h)(\cdot, y))| \lesssim h^2 (|\nu| + 5)! \bar{b}^\nu \| f \|_{L^2} \| G \|_{L^2},
\]

where the sequence \( \bar{b} \) is defined in (2.4).

The proofs of these three lemmas are given in Sect. 9. Lemma 6.2 is proved by induction on \(|\nu|\), similarly to the proof of Lemma 6.1, but this time by differentiating the strong form (2.1) of the PDE and obtaining estimates involving the Laplacian of the mixed derivatives of \( u \); the proof makes use of Lemma 6.1. Lemma 6.3 is also proved by induction on \(|\nu|\), but by differentiating the equation representing Galerkin orthogonality; the proof makes use of Lemma 6.2. Lemma 6.4 is proved using a duality argument and it makes use of Lemma 6.3.

For \( \ell \geq 1 \) we obtain from Lemma 6.4 the norm estimate

\[
\| G(u^\ell_{h\ell} - u^{\ell-1}_{h\ell-1}) \|_{s, q} \lesssim h_{\ell-1}^2 \| f \|_{L^2} \| G \|_{L^2} \left( \sum_{u \subseteq \{1, s\}} [(|u| + 5)!] \prod_{j \in u} j^2 \gamma_u \right)^{1/2},
\]

which also holds for the case \( \ell = 0 \); see (6.4), if we define \( h_{-1} := 1 \). Combining these with Theorem 5.1 gives

\[
\sum_{\ell=0}^L \mathbb{E} \left[ |(I - Q^\ell_{ran})(G(u^\ell_{h\ell} - u^{\ell-1}_{h\ell-1}))|^2 \right] \lesssim C^2_\nu(\lambda) \| f \|_{L^2}^2 \| G \|_{L^2}^2 \sum_{\ell=0}^L r_{\ell}^{-1/n_{\ell}^{-1/\lambda}} h_{\ell-1}^4,
\]

where

\[
C^2_\nu(\lambda) = \left( 2 \sum_{u \subseteq \{1, s\}} \gamma_u^\nu [\rho(\lambda)]^{|u|} \right)^{1/\lambda} \left( \sum_{u \subseteq \{1, s\}} [(|u| + 5)!] \prod_{j \in u} j^2 \gamma_u \right). 
\]

Here \( C^2_\nu(\lambda) \) is minimized by taking a different set of POD weights

\[
\gamma_u = \left( \frac{(|u| + 5)!}{120} \prod_{j \in u} \frac{\bar{b}_j}{\sqrt{\rho(\lambda)}} \right)^{2/(1+\lambda)}.
\]

Under Assumption (U6), we can prove that if we take

\[
\lambda = \begin{cases} 
\frac{1}{2 - 2\delta} & \text{for some } \delta \in (0, 1/2) \text{ when } p_1 \in (0, 2/3), \\
\frac{p_1}{2 - p_1} & \text{when } p_1 \in (2/3, 1),
\end{cases}
\]

(6.9)
then the constant $C_y^2(\lambda_\ell)$ can be bounded independently of $s$. We point out again that the weights (6.8) have a larger factorial factor than those in [69, Theorem 10] due to differences in the definition of $\bar{b}_j$ and the proof argument.

We summarize the final result in the theorem below.

**Theorem 6.2** In the uniform case under Assumptions (U1)–(U6), for every $f \in L^2(D)$ and every $G \in L^2(D)$, the multi-level algorithm $A_{\text{ran}}^{\text{ML}}(G(u))$ using randomly shifted lattice rules with $s_\ell = s$ for all $\ell$, and with $n_\ell = 2^{m_\ell}$ points constructed from a CBC algorithm with POD weights (6.8)–(6.9), at the pre-computation cost of $\mathcal{O}(s n_\ell \log n_\ell + s^2 n_\ell)$ operations, achieves the mean-square error bound

$$\mathbb{E} \left[ \left( \left( I - A_{\text{ran}}^{\text{ML}}(G(u)) \right)^2 \right) \right] \lesssim s^{-4(1/p_0 - 1)} + h_L^{4} + \sum_{\ell=0}^{L} r_\ell^{-1} n_\ell^{-2 \min(1/p_1 - 1/2, 1 - \delta)} h_{\ell - 1}^{4}, \quad \delta \in (0, \frac{1}{2}),$$

where the implied constant is independent of $s$, $h_\ell$, $r_\ell$ and $n_\ell$.

In [69] it is assumed more generally that $f \in H^{-1+t}(D)$ and $G \in H^{-1+t'}$ for $t, t' \in [0, 1]$. Moreover, the analysis allowed for different $s_\ell$ at different levels to arrive at the mean-square error bound

$$s_L^{-4(1/p_0 - 1)} + h_L^{4(2t+t')} + \sum_{\ell=0}^{L} r_\ell^{-1} n_\ell^{-2 \min(1/p_1 - 1/2, 1 - \delta)} (\theta_{\ell - 1} s_{\ell - 1}^{-2(1/p_0 - 1/p_1)} + h_{\ell - 1}^{2(t+t')}),$$

for $\delta \in (0, 1/2)$, where $\theta_{\ell - 1}$ is 0 if $s_\ell = s_{\ell - 1}$ and is 1 otherwise. For this analysis a modified sequence $\bar{b}_j \coloneqq \max(\bar{b}_j, b_j^{p_0/p_1})$ is needed in place of $\bar{b}_j$ in the choice of weights $\gamma_{i_\ell}$; see [69, Theorem 11].

Since the $s_\ell$ are potentially different for different $\ell$, the strategy in [69] is to first choose $s_\ell$ in relation to $h_\ell \propto 2^{-\ell}$ to balance the truncation error and FE error on each level. Observe from the error bound that the truncation error between the levels decays significantly more slowly than the truncation error at the highest level, i.e., comparing the exponent $2(1/p_0 - 1/p_1)$ with $4(1/p_0 - 1)$. For this reason one ends up with a sequence of $s_\ell$ that is strictly increasing initially but then the remaining $s_\ell$ become constant and equal to $s_L$.

Then, with $r_\ell = r$ assumed to be a fixed constant, and with the assumption that the cost of the algorithm $A_{\text{ran}}^{\text{ML}}(G(u))$ is $\mathcal{O}(\sum_{\ell=0}^{L} s_\ell n_\ell h_\ell^{-d})$ operations, a Lagrange multiplier argument is used in [69] to choose $n_\ell$ in relation to $h_\ell$ to minimize the mean-square error subject to a fixed cost. Finally the value of $L$ is chosen so that the combined error meets the required threshold. If the mean-square error is $\mathcal{O}(\varepsilon^2)$, then the cost of the multi-level algorithm can be expressed as $\mathcal{O}(\varepsilon^{-\tau} (\log \varepsilon^{-1}))$, with $\tau$ much smaller than the corresponding exponent in the single-level algorithm in most cases; see [69, Theorem 12].
6.3 First-Order, Single-Level, Lognormal

In the lognormal case, the mean-square error for our single-level algorithm with randomly shifted lattice rules can be expressed as in (6.1), but instead of using (6.2), here we split the first term into

$$I(G(u - u_h^s)) = I(G(u - u_h)) + I(G(u_h - u_h^s)),$$

where we estimate the FE error using an analogous result to (3.11) and we estimate the truncation error using (3.18). We use Theorem 5.2 for the QMC error, namely the second term in (6.1). As in the uniform case, we need an estimate of $\|G(u_h^s)\|_{s, \gamma}$ but now with the norm defined by (5.4). Using again (6.3), we conclude that we need a regularity result analogous to Lemma 6.1.

Lemma 6.5 In the lognormal case under Assumptions (L1) and (L2), with the sequence $\beta$ defined in (2.8), for every $f \in V^*$, every $y \in U_\beta$ and every $v \in \mathcal{F}$, we have

$$\|\partial^v u(\cdot, y)\|_V = \|\nabla(\partial^v u(\cdot, y))\|_{L^2} \leq \frac{|v|!}{(\ln 2)^{|v|}} \beta^v \|f\|_{V^*, \text{min}(y)}.$$ 

The same estimate holds when the exact solution $u$ is replaced by $u_h^s$.

The proof is given in Sect. 9; see also [46, Theorem 14]. It is proved by obtaining an estimate on $\|a^{1/2}(\cdot, y) \nabla(\partial^v u(\cdot, y))\|_{L^2}$ using induction on $|v|$.

Comparing with the corresponding result for the uniform case, the critical difference in the lognormal case is that $a_{\text{min}}(y)$ depends on $y$, thus making the estimation of $\|G(u_h^s)\|_{s, \gamma}$ more complicated. In the following, we argue along the lines of the proofs of [46, Theorems 16 and 20 and Corollary 21]; however, the estimates are slightly different since there was an omission of a factor in [46] which meant that the formula for the weights $\gamma_u$ is different and the implied constant in Theorem 6.3 is smaller here compared with [46].

We can use (6.3) and Lemma 6.5, together with the bound

$$\frac{1}{a_{\text{min}}(y)} \leq \frac{1}{\min_{x \in D} a_0(x)} \prod_{j \geq 1} \exp(\beta_j |y_j|),$$

as well as

$$\int_{-\infty}^{\infty} \exp(\beta_j |y_j|) \phi(y_j) \ dy_j = 2 \exp \left( \frac{\beta_j^2}{2} \right) \Phi(\beta_j) \leq \exp \left( \frac{\beta_j^2}{2} + 2\beta_j / \sqrt{2\pi} \right),$$

(6.10)
to obtain an estimate of the norm (5.4)

$$
\| G(u_h) \|_{s, \gamma}^2 \leq \left( \frac{\| f \|_{V^*} \| G \|_{V^*}}{\min_{x \in D} a_0(x)} \right)^2 \prod_{j=1}^{s} \left[ 2 \exp(\beta_j^2/2) \Phi(\beta_j) \right]^2 
\times \sum_{u \subseteq \{1:s\}} (|u|!)^2 \gamma_u (\ln 2)^2|u| \prod_{j \in u} \frac{\beta_j^2}{2 \exp(\beta_j^2/2) \Phi(\beta_j)} \int_{-\infty}^{\infty} \exp(2\beta_j |y_j|) \sigma_j^2(y_j) \, dy_j.
$$

(6.11)

This leads us to choose the weight functions $\sigma_j$ to be exponential functions given by (5.5), with $\alpha_j > \beta_j$, so that

$$
\int_{-\infty}^{\infty} \exp(2\beta_j |y_j|) \sigma_j^2(y_j) \, dy_j = \frac{1}{\alpha_j - \beta_j},
$$

(6.12)

and thus

$$
\| G(u_h) \|_{s, \gamma}^2 \lesssim \sum_{u \subseteq \{1:s\}} (|u|!)^2 \gamma_u (\ln 2)^2|u| \prod_{j \in u} \frac{\beta_j^2}{2 \exp(\beta_j^2/2) \Phi(\beta_j)} \left( \frac{\beta_j}{\sqrt{(\alpha_j - \beta_j) \rho_j(\lambda)}} \right)^{2/(1+\lambda)},
$$

(6.13)

where the implied constant is independent of $s$ under Assumption (L1).

Combining this with Theorem 5.2 and following the strategy for choosing weights $\gamma_u$ in the uniform case, we obtain

$$
\gamma_u = \left( |u|! \prod_{j \in u} \frac{\beta_j}{2(\ln 2) \exp(\beta_j^2/2) \Phi(\beta_j) \sqrt{(\alpha_j - \beta_j) \rho_j(\lambda)}} \right)^{2/(1+\lambda)},
$$

(6.14)

with $\lambda$ chosen as in (6.6) but with $p_0$ as in Assumption (L5), where $\rho_j(\lambda)$ is as given in Theorem 5.2. We substitute this choice of weights into Theorem 5.2 and (6.13), and then minimize the resulting bound with respect to the parameters $\alpha_j$. As argued in [46, Corollary 21], this corresponds to minimizing $[\rho_j(\lambda)]^{1/\lambda}/(\alpha_j - \beta_j)$ with respect to $\alpha_j$, and yields

$$
\alpha_j = \frac{1}{2} \left( \beta_j + \sqrt{\beta_j^2 + 1 - \frac{1}{2\lambda}} \right).
$$

(6.15)

Note that $2 \exp(\beta_j^2/2) \Phi(\beta_j) \to 1$ as $\beta_j \to 0$, and $\rho_j(\lambda)$ is also bounded away from zero as $\beta_j \to 0$. Moreover, $\alpha_j - \beta_j > 0$ is minimized by the largest $\beta_j$. Thus, the summability of the product factors in (6.14) is determined by the summability of the numerator $\beta_j$. Arguing as in the proof of [46, Theorem 20], we conclude that

$$
\mathbb{E} \left[ \| (I - Q_{\text{ran}}) (G(u_h)) \|^2 \right] \lesssim r^{-1} n^{-1/\lambda},
$$

where the implied constant is independent of $s$ under Assumption (L5).

We summarize the final result in the theorem below.
Theorem 6.3 In the lognormal case under Assumptions (L1)–(L5), for every \( f \in L^2(D) \) and every \( G \in L^2(D) \), the single-level algorithm \( A_{\text{ran}}^{\text{SL}}(G(u)) \) using a randomly shifted lattice rule with \( n = 2^m \) points constructed from a CBC algorithm with POD weights (6.14)–(6.15) together with (6.6), at the pre-computation cost of \( O(s n \log n + s^2 n) \) operations, achieves the mean-square error bound

\[
\mathbb{E} \left[ |(I - A_{\text{ran}}^{\text{SL}})(G(u))|^2 \right] \lesssim s^{-2\chi} + h^4 + r^{-1} n^{-2 \min(1/p_0 - 1/2, 1 - \delta)}, \quad \delta \in \left( 0, \frac{1}{2} \right),
\]

with \( \chi \) as in (3.18), where the implied constant is independent of \( s, h, r \) and \( n \).

Similarly to the uniform case, we can treat \( r \) as a fixed constant and choose \( s, h \) and \( n \) to achieve \( O(\varepsilon^2) \) mean-square error.

We remark that an alternative analysis can be carried out following Theorem 5.3 instead of Theorem 5.2, by choosing different weight functions \( \sigma_j \) in (6.11). This would yield a different formula (6.12), a different bound for the norm (6.13) and a different choice of weights (6.14). This is work in progress and could potentially lead to better constants in the bounds and therefore better numerical results.

6.4 First-Order, Multi-Level, Lognormal

For our multi-level algorithm in the lognormal case, the mean-square error with randomly shifted lattice rules can again be expressed as (6.7). We now need to estimate \( \|G(u_h - u_{h-1})\|_{L^2} \) with the norm defined by (5.4). We need regularity results similar to Lemmas 6.2, 6.3 and 6.4 in the uniform case.

Lemma 6.6 In the lognormal case under Assumptions (L1)–(L3), with the sequence \( \mathbf{B} \) defined in (2.9), for every \( f \in L^2(D) \), every \( y \in U_{\mathbf{B}^{-}} \) and every \( v \in \mathbb{F} \), we have

\[
\|\Delta(\partial^v u(\cdot, y))\|_{L^2} \lesssim T(y) (|v| + 1)! 2^{|v|} \|\mathbf{B}^v\| \|f\|_{L^2},
\]

where \( T(y) \) is defined in (3.13).

Lemma 6.7 In the lognormal case under Assumptions (L1)–(L3), with the sequence \( \mathbf{B} \) defined in (2.9), for every \( f \in L^2(D) \), every \( y \in U_{\mathbf{B}^{-}} \), every \( v \in \mathbb{F} \), for every \( h > 0 \), we have

\[
\|a^{1/2}(\cdot, y) \nabla(\partial^v (u - u_h)(\cdot, y))\|_{L^2} \lesssim h T(y) a_{\max}^{1/2}(y) \frac{(|v| + 2)!}{2} 2^{|v|} \|\mathbf{B}^v\| \|f\|_{L^2},
\]

where \( T(y) \) is defined in (3.13).

Lemma 6.8 In the lognormal case under Assumptions (L1)–(L3), with the sequence \( \mathbf{B} \) defined in (2.9), for every \( f \in L^2(D) \), every \( G \in L^2(D) \), every \( y \in U_{\mathbf{B}^{-}} \), every \( v \in \mathbb{F} \), for every \( h > 0 \), we have

\[
|\partial^v G((u - u_h)(\cdot, y))| \lesssim h^2 T^2(y) a_{\max}(y) (|v| + 5)! 2^{|v|} \|\mathbf{B}^v\| \|f\|_{L^2} \|G\|_{L^2},
\]

where \( T(y) \) is defined in (3.13).
The proof of these three lemmas are given in Sect. 9; see also [66]. These proofs follow the same general steps as in the proofs for Lemmas 6.2, 6.3 and 6.4 in the uniform case. The main challenge is in identifying which power of $a(\cdot, y)$ to be included in the $L^2$ norm estimate so that the recursion works. Lemma 6.6 is proved by obtaining an estimate on $\|a^{-1/2}(\cdot, y)\nabla \cdot (a(\cdot, y) \nabla (\partial^\nu u(\cdot, y)))\|_{L^2}$ using induction on $|\nu|$; the proof makes use of an estimate on $\|a^{1/2}(\cdot, y) \nabla (\partial^\nu u(\cdot, y))\|_{L^2}$ which was established in the proof of Lemma 6.5. Lemma 6.7 is also obtained by induction on $|\nu|$; the proof makes use of the estimate established in proof of Lemma 6.6. The proof of Lemma 6.8 makes use of Lemma 6.7.

As in [66] we can show that

$$T^2(y) a_{\text{max}}(y) \leq \left(1 + \frac{\|\nabla a_0\|_{L^\infty}}{\min_{x \in T} a_0(x)}\right)^2 \frac{\|a_0\|_{L^\infty}^3}{(\min_{x \in T} a_0(x))^4} \prod_{j \geq 1} \exp(9\beta_j |y_j|).$$

Thus, with the weight functions $\varpi_j$ in the norm (5.4) given by (5.5) where $\alpha_j > 9\beta_j$, and using (6.10) and (6.12) with $\beta_j$ replaced by $9\beta_j$, we obtain from Lemma 6.8 the estimate for $\ell \geq 1$

$$\|G(u_{h_{\ell}}^s - u_{h_{\ell-1}}^s)\|_{S,Y}^2 \lesssim h_{\ell-1}^4 \sum_{u \subseteq \{1:s\}} [(|u| + 5)!]^2 2^{2|u|} \prod_{j \in u} \frac{\tilde{\beta}_j^2}{2 \exp(81\beta_j^2/2)\Phi(9\beta_j)]^2 (\alpha_j - 9\beta_j)},$$

where the implied constant is independent of $s$ under Assumption (L1). This also holds for $\ell = 0$ with $h_{-1} := 1$; see (6.13). Combining this with Theorem 5.2 and following the same strategy for choosing weights as in the previous subsections, we conclude that

$$\sum_{\ell = 0}^L \mathbb{E} \left[ |(I - Q_{\text{ran}}^\ell)(G(u_{h_{\ell}}^s - u_{h_{\ell-1}}^s))|^2 \right] \lesssim \sum_{\ell = 0}^L r_{\ell}^{-1} n_{\ell}^{-1/\lambda} h_{\ell-1}^4,$$

where the implied constant is independent of $s$ under Assumption (L6), if we take $\lambda$ as in (6.9) and if we choose the weights

$$\gamma_u = \left(\frac{(|u| + 5)!}{120} \prod_{j \in u} \frac{\tilde{\beta}_j}{\exp(81\beta_j^2/2)\Phi(9\beta_j)} (\alpha_j - 9\beta_j) \rho_j(\lambda)\right)^{2/(1+\lambda)}.$$  

A generalization of [46, Corollary 21] yields the choice

$$\alpha_j = \frac{1}{2} \left(9\beta_j + \sqrt{81\beta_j^2 + 1 - \frac{1}{2\lambda}}\right).$$  

We summarize the final result in the theorem below.
Theorem 6.4 In the lognormal case under Assumptions (L1)–(L6), for every \( f \in L^2(D) \) and every \( G \in L^2(D) \), the multi-level algorithm \( A_{\text{ran}}^{\text{ML}}(G(u)) \) using randomly shifted lattice rules with \( s_\ell = s \) for all \( \ell \), and with \( n_\ell = 2^{m_\ell} \) points constructed from a CBC algorithm with POD weights (6.16)–(6.17) together with (6.9), at the pre-computation cost of \( \mathcal{O}(s n_\ell \log n_\ell + s^2 n_\ell) \) operations, achieves the mean-square error bound

\[
\mathbb{E} \left[ |(I - A_{\text{ran}}^{\text{SL}})(G(u))|^2 \right] \lesssim s^{-4(1/p_0 - 1)} + h^4 + r^{-1} n^{-2 \min(1/p_0 - 1/2, 1 - \delta)}, \quad \delta \in (0, \frac{1}{2}),
\]

where the implied constant is independent of \( s, h, \) and \( n_\ell \).

We can carry out a cost versus error analysis as in the uniform case to obtain the optimal choice of values \( s, h, \) and \( n_\ell \). We could also adjust the levels adaptively in practice, as described in [66]; see also [42].

As in the single-level algorithm, we could choose the weight functions \( \sigma_j \) differently by following Theorem 5.3 and this would yield a different choice of weights (6.16).

6.5 Higher-Order, Single-Level, Uniform

The error for our single-level algorithm with interlaced polynomial lattice rules can be expressed as

\[
(I - A_{\text{ran}}^{\text{SL}})(G(u)) = I \left( G(u - u^s) \right) + \left( G(u^s - u^s_h) \right) + \left( I - Q \right) \left( G(u^s_h) \right).
\]

The truncation error can be estimated using (3.16) as before. The FE error of higher order can be estimated using (3.15). For the QMC error we use Theorem 5.4, and therefore, we need an estimate on the norm \( \|G(u^s_h)\|_{s, \alpha, \gamma} \) defined by (5.10). Due to linearity and boundedness of \( G \) we have \( |\partial^\nu G(u^s_h(\cdot, y))| \leq \|G\|_{V^*} \|\partial^\nu u^s_h(\cdot, y)\|_V \), where the last norm can be estimated as in Lemma 6.1. Thus, we have

\[
\|G(u^s_h)\|_{s, \alpha, \gamma} \leq \frac{\|f\|_{V^*} \|G\|_{V^*}}{a_{\min}} \sup_{u \in \{1\}^s} \frac{1}{\gamma_u} \sum_{u \subseteq \tau, \tau \in \{1\}^s \setminus \{0\}} \sum_{u \in \{1\}^s \setminus \{0\}} |(\alpha_0, \tau \setminus \{0\})! b^{(\alpha_0, \tau \setminus \{0\})} | v_u^! \prod_j (2^{\delta(v_j, \alpha)} b_j^{v_j^*}),
\]

where \( \delta(v_j, \alpha) = 1 \) if \( v_j = \alpha \) and is 0 otherwise.

We choose SPOD weights (5.9)

\[
\gamma_u = \sum_{\nu_u \in \{1\}^s \setminus \{0\}} |v_u^! \prod_j (2^{\delta(v_j, \alpha)} b_j^{v_j})
\]

so that \( \|G(u^s_h)\|_{s, \alpha, \gamma} \leq \|f\|_{V^*} \|G\|_{V^*}/a_{\min} \). Substituting these weights into Theorem 5.4 and following the arguments in [23, pp. 2694–2695], we take \( \lambda = p_0 \) and

\[
\Theta \text{ Springer}
\]
\[ \alpha = \lfloor 1/p_0 \rfloor + 1, \text{ and conclude that} \]
\[ |(I - Q)(G(u_h))| \lesssim n^{-1/p_0}, \]

with the implied constant independent of \( s \).

We summarize the final result in the theorem below.

**Theorem 6.5** In the uniform case under Assumptions \((U1)-(U5)\), for every \( f \in \mathcal{F}_t^* \) and every \( G \in \mathcal{F}_t^* \) with \( t, t' \geq 0 \), the single-level algorithm \( A_{\text{det}}^\text{SL}(G(u)) \) using an interlaced polynomial lattice rule with interlacing factor \( \alpha = \lfloor 1/p_0 \rfloor + 1 \geq 2 \) and with \( n = 2^m \) points constructed from a CBC algorithm with SPOD weights \((6.18)\), at the pre-computation cost of \( \mathcal{O}(\alpha s n \log n + \alpha^2 s^2 n) \) operations, achieves the error bound

\[ |(I - A_{\text{det}}^\text{SL})(G(u))| \lesssim s^{-2(1/p_0 - 1)} + h^{t + t'} + n^{-1/p_0}, \]

where the implied constant is independent of \( s, h \) and \( n \).

Again we can choose \( s, h, n \) to achieve \( \mathcal{O}(\varepsilon) \) error.

### 6.6 Higher-Order, Multi-Level, Uniform

The error for our multi-level algorithm with interlaced polynomial lattice rules can be expressed as

\[ (I - A_{\text{det}}^\text{ML})(G(u)) \]
\[ = I(G(u - u_s)) + I(G(u_s - u_{s-1})) + \sum_{\ell=0}^L (I - Q^\ell)(G(u_{s_\ell} - u_{s_{\ell-1}})), \]

where \( Q^\ell \) denotes an interlaced polynomial lattice rule in \( s_\ell \) dimensions with \( n_\ell \) points. Again for simplicity we restrict our discussion to the case \( s_\ell = s \) for all \( \ell \). So we need an estimate on the norm \( \|G(u_{h_\ell} - u_{h_{\ell-1}})\|_{s,\alpha,\gamma} \). From Lemma 6.4 we conclude that for \( \ell \geq 1 \) we have

\[ \|G(u_{h_\ell} - u_{h_{\ell-1}})\|_{s,\alpha,\gamma} \]
\[ \lesssim h_{\ell-1}^2 \|f\|_{L^2} \|G\|_{L^2} \sup_{u \subseteq \{1:s\}} \frac{1}{Y_u} \sum_{u \subseteq u_r \subseteq \{1:|u|\}} \sum_{\alpha} (\|\alpha \| \|u_r\| \|0\| + 5)! B^{(\alpha,0)} \]
\[ = h_{\ell-1}^2 \|f\|_{L^2} \|G\|_{L^2} \sup_{u \subseteq \{1:s\}} \frac{1}{Y_u} \sum_{u \subseteq \{1:|u|\}} (|v_u| + 5)! \prod_{j \in u} (2^{5(v_j,0)} B_{v_j}). \]

We therefore choose SPOD weights

\[ \gamma_u = \sum_{v_u \subseteq \{1:|u|\}} \frac{(|v_u| + 5)!}{120} \prod_{j \in u} (2^{5(v_j,0)} B_{v_j}). \quad (6.19) \]
Substituting these weights into Theorem 5.4 and following similar arguments as those before, we take now $\lambda = p_1$ and $\alpha = \lceil 1/p_1 \rceil + 1$, and conclude that the convergence rate is $n^{-1/p_1}$, with the implied constant independent of $s$.

**Theorem 6.6** In the uniform case under Assumptions (U1)–(U6), for every $f \in L^2(D)$ and every $G \in L^2(D)$, the multi-level algorithm $A_{\text{det}}^{\text{ML}}(G(u))$ using interlaced polynomial lattice rules with interlacing factor $\alpha = \lceil 1/p_1 \rceil + 1 \geq 2$, with $s_\ell = s$ for all $\ell$, and with $n_\ell = 2^{m_\ell}$ points constructed from a CBC algorithm with SPOD weights (6.19), at the pre-computation cost of $O(\alpha s n_\ell \log n_\ell + \alpha^2 s^2 n_\ell)$ operations, achieves the error bound

$$\left| (I - A_{\text{det}}^{\text{ML}})(G(u)) \right| \lesssim s^{-2(1/p_0-1)} + h_L^2 + \sum_{\ell=0}^L n_\ell^{-1/p_1} h_\ell^{-2},$$

where the implied constant is independent of $s$, $h_\ell$ and $n_\ell$. We could consider higher-order FE methods here, but then we would need stronger regularity on $f$ and $G$, as well as analogous results for Lemmas 6.2, 6.3 and 6.4. This is where Assumption (U7) would be needed. We could also allow different $s_\ell$ at different levels. These generalizations are considered in [25] where a comprehensive error versus cost analysis of the multi-level algorithm is provided for the general setting of affine parametric operator equations.

Now we summarize and compare the results from [23,25,68,69] for the uniform case:

First-order single-level [68]

$$s^{-2(1/p_0-1)} + h^{t+t'} + n^{-\min(1/p_0-1/2,1-\delta)} \quad \text{(rms)}.$$

First-order multi-level [69]

$$s_L^{-2(1/p_0-1)} + h_L^{t+t'} + \sum_{\ell=0}^L n_\ell^{-\min(1/p_1-1/2,1-\delta)} \left( \theta_{\ell-1} s_{\ell-1}^{-1/p_0-1/p_1} + h_{\ell-1}^{t+t'} \right) \quad \text{(rms)}.$$

Higher-order single-level [23]

$$s^{-2(1/p_0-1)} + h^{t+t'} + n^{-1/p_0}.$$

Higher-order multi-level [25]

$$s_L^{-2(1/p_0-1)} + h_L^{t+t'} + \sum_{\ell=0}^L n_\ell^{-1/p_0} \left( \theta_{\ell-1} s_{\ell-1}^{-1/p_0-1/p_1} + h_{\ell-1}^{t+t'} \right) .$$
For the first-order results, “rms” indicates that the error is in the root-mean-square sense since we use a randomized QMC method. The higher-order results are deterministic. The results include general parameters $t, t'$ for the regularity of $f$ and $G$: in the first-order results we have $f \in H^{-1+t}(D)$ and $G \in H^{-1+t'}(D)$ for $t, t' \in [0, 1]$, while in the higher-order results we have $f \in X_t^*$ and $G \in X_t'^*$ for integers $t, t' \geq 0$. For the multi-level results we include the analysis for potentially taking different $s_\ell$ at each level. Recall that $\delta \in (0, 1/2)$, and $\theta_{\ell-1}$ is 0 if $s_\ell = s_{\ell-1}$ and is 1 otherwise.

Note that in many applications $p_\ell$ in Assumption (U7) satisfies

$$p_\ell = \frac{p_0}{1 - tp_0/d},$$

which means it can be much bigger than $p_0$. So the higher-order multi-level algorithm does not necessarily lead to improved error bounds.

7 A Practical Guide to the Software for Constructing QMC Points

In this section we explain how to use the code which accompanies this article to construct QMC rules for the different settings which have been discussed in this article. The construction algorithms are all fast component-by-component constructions, using results from [17, 23, 84–86]. For lattice rules the construction algorithm will output the generating vector and for the interlaced polynomial lattice rules the algorithm will output the generating matrices. These generating vectors and matrices can then be used in the provided sample point generators.

For randomly shifted lattice rules we have to construct a good generating vector $z$ for the lattice rule (5.1). The results in Sects. 5 and 6 were stated for $n = 2^m$ points, but as noted before they hold for any prime power (including $n$ being a prime). The construction script expects the prime $p$ (which defaults to 2) and the power $m$ to be given such that the (maximum) number of points is $n = p^m$. The natural thing to do is to construct such rules to be good for any intermediate power of $p$ as an embedded sequence of lattice rules. Such lattice sequences can then be used as a sequence of QMC rule approximations. A construction of such lattice sequences was proposed in [17] and this is the approach followed in the lattice rule construction code.

For interlaced polynomial lattice rules (5.8) we have to construct the associated generating matrices. We fix the base of the finite field to be 2 for practicalities in the construction, and in the generation of the points. The number of points is $n = 2^m$, but, in contrast to the lattice rules, we currently do not provide these as embedded sequences. The construction script will automatically choose a default irreducible polynomial of degree $m$ as the modulus polynomial (which can be overridden by the user). The specific choice of modulus polynomial does not influence the error bound in Theorem 5.4. The output of the script will be both the generating matrices $C_1, \ldots, C_\alpha \in \mathbb{Z}_2^{m \times m}$ of the polynomial lattice rule (5.7) and the generating matrices $B_1, \ldots, B_\beta \in \mathbb{Z}_2^{am \times m}$ of the interlaced polynomial lattice rule (5.8).

Once the generating vector or the generating matrices have been constructed, they are used as input to the corresponding point generator. These point generators are relatively straightforward to program, and their computational cost to generate a point...
is really minor and so can be neglected for practical purposes; in fact they are comparable to the fastest random number generators. To generate lattice points, one only requires an integer multiplication, a modulus operation, and a fixed float multiplication/division per dimension; see (5.1). This is comparable to the cost of a simple LCG (linear congruential generator) per dimension. To generate (interlaced) polynomial lattice points in Gray code ordering, one only requires an xor instruction and a fixed float multiplication/division per dimension; see (5.7) and (5.8). Additionally, a CTZ (count trailing zeros) algorithm is used to determine the column number of the generating matrices to perform each xor instruction, which is available on most CPUs as a machine instruction or can be implemented with a simple algorithm having a fixed low arithmetic cost. This is comparable to the cost of a LFSR (linear feedback shift register) generator per dimension. In the case of randomly shifted lattice rules the points still have to be randomly shifted before being used as quadrature points. As QMC points are naturally enumerated, it is straightforward to parallelize the solving of the different PDE problems and we therefore equip the point generators with an option to start at any offset in the enumeration of the points.

As the theory in Sect. 6 is often quite involved, we extract the essential properties of the analysis here and allow them to be applied to any general integrand which shares similar characteristics. In essence, the analysis in Sect. 6 made use of bounds on the mixed derivatives, \( \partial^\nu \) for \( \nu \in \{0, \ldots, \alpha\}^s \), of the integrands to derive suitable weights \( \gamma_u \). In the uniform case these bounds can be stated as follows.

- Uniform, single-level, with \( F(y) = G(u_h^s(\cdot, y)) \):

\[
|\partial^\nu F(y)| \lesssim |\nu|! \prod_{j=1}^s b_{\nu_j}^{v_j}.
\]

- Uniform, multi-level, with \( F_\ell(y) = G((u_h^s - u_{h_{\ell-1}}^s)(\cdot, y)) \):

\[
|\partial^\nu F_\ell(y)| \lesssim (|\nu| + 5)! \prod_{j=1}^s B_{\nu_j}^{v_j}.
\]

For first-order methods the multi-index \( \nu \) satisfies \( \nu_j \leq 1 \) for all \( j \). In the lognormal case the bounds are not uniformly bounded in \( y \) and can be stated as follows.

- Lognormal, single-level, with \( F(y) = G(u_h^s(\cdot, y)) \):

\[
|\partial^\nu F(y)| \lesssim |\nu|! \prod_{j=1}^s (\beta_j / \ln 2)^{\nu_j} \exp(\beta_j |y_j|).
\]

- Lognormal, multi-level, with \( F_\ell(y) = G((u_h^s - u_{h_{\ell-1}}^s)(\cdot, y)) \):

\[
|\partial^\nu F_\ell(y)| \lesssim (|\nu| + 5)! \prod_{j=1}^s (2\beta_j)^{\nu_j} \exp(9\beta_j |y_j|).
\]
We note that the results in Sect. 6 for the lognormal case only hold for first-order methods with all $\nu_j \leq 1$.

We provide two Python scripts, `lat-cbc.py` and `polylat-cbc.py` (as interfaces to the construction script `spod-cbc.py`), to construct lattice rules and interlaced polynomial lattice rules, respectively, in which the following generalized bound on the mixed derivatives is assumed: for all $\nu \in \{0, \ldots, \alpha\}^s$,

$$
|\partial^{\nu} F(y)| \lesssim \left(|\nu| + a_1!\right)^{d_1} \prod_{j=1}^{s} (a_2 B_j)^{\nu_j} \exp(a_3 B_j |y_j|),
$$

for some integers $\alpha \geq 1$ and $a_1 \geq 0$, real numbers $a_2 > 0$, $a_3 \geq 0$ and $d_1 \geq 0$, and a sequence of positive numbers $B_j$, corresponding to the values of $b_j, b_j, \beta_j$ or $\beta_j$, appropriate for the setting; see (2.3), (2.4), (2.8) and (2.9). An overview of all parameters and their description for the `lat-cbc.py` and the `polylat-cbc.py` scripts is given in Table 2.

The summary of bounds from the analysis of Sect. 6 corresponds to taking $d_1 = 1$. For randomly shifted lattice rules the order of convergence is limited to 1 and thus $\alpha = 1$. For interlaced polynomial lattice rules we need $\alpha \geq 2$. The uniform case corresponds to taking $a_3 = 0$. The lognormal case corresponds to taking $a_3 > 0$, with $a_3 = 1$ and $a_3 = 9$ for the single-level and multi-level algorithms, respectively. Our analysis lead to $a_1 = 0$ and $a_1 = 5$ for the single-level and multi-level algorithms, respectively. (Following the proof arguments in [25,69] we could set $a_1 = 3$ for the multi-level algorithms in the uniform case, but the sequence $B_j$ is defined differently.)

We have $a_2 = 1$ in the uniform case, while in the lognormal case we have $a_2 = 1/\ln 2$ and $a_2 = 2$ for the single-level and multi-level algorithms, respectively. To cater for other potential integrands which satisfy the generalized bound (7.1), our scripts can take general values of $a_1, a_2, a_3$ and $d_1$ as input.

To specify the sequence $B_j$ the user has two main options. Either the user provides a Python expression (with access to variables $j$ and $\nu$, to stand for the values of $j$ and $\nu_j$) as the argument to command line option `b`, or the user provides the name of an input file containing numerical values for each of the $B_j$ by means of the `b_file` option. (Other possibilities are available, including a configuration file, but are not discussed here for conciseness.)

We remark that the analysis in Sect. 6 takes into account the truncation from infinite dimensions to $s$ dimensions. Therefore, it is essential to have an idea of the summability of the infinite sequence $B_j$. As before we are interested in the value of $p_* \in (0, 1)$ for which $\sum_{j=1}^{\infty} B_j^{p_*} < \infty$ and we would like $p_*$ to be as small as possible. Here it is more convenient to work with the reciprocal value, denoted by $d_2 > 1$, and we call this the “decay” of the sequence $B_j$.

The theoretical QMC convergence rate in the context of PDE problems, with the implied constant independent of $s$, is roughly of order $n^{-\min(1,d_2^{-1/2})}$ for randomly shifted lattice rules, and $n^{-\min(\alpha,d_2)}$ for interlaced polynomial lattice rules with interlacing factor $\alpha \geq 2$.

The analysis in Sect. 6 can be extended to handle the bound (7.1) with a general exponent $d_1$ on the factorial factor, provided that $d_2 > d_1$ (to ensure that the implied
### Table 2 Options for the Python scripts `lat-cbc.py` and `polylat-cbc.py`

| Option   | Description                                                                                                                                 |
|----------|-----------------------------------------------------------------------------------------------------------------------------------------------|
| `s`      | Number of dimensions                                                                                                                        |
| `m`      | Number of points given by $2^m$ (or $p^m$ in case of optional argument `p` for lattice rules)                                                |
| `p`      | Optional<br>• For lattice rules $n = p^m$, prime, defaults to $p = 2$
• For polynomial lattice rules this is the primitive modulus polynomial of degree $m$ (the code uses a table of default polynomials) |
| `alpha`  | Optional<br>• No effect for lattice rules, $\alpha = 1$
• Integer interlacing factor for polynomial lattice rules, $\alpha \geq 2$ (defaults to $\alpha = 2$) |
| `a1`     | Optional, defaults to 0<br>e.g., in our analysis, $a_1 = 0$ for single-level and $a_1 = 5$ for multi-level |
| `a2`     | Optional, defaults to 1<br>e.g., in our analysis, $a_2 = 1$ for uniform and $a_2 = 1/\ln 2$ for single-level lognormal and $a_2 = 2$ for multi-level lognormal |
| `a3`     | Optional, defaults to 0<br>e.g., in our analysis, $a_3 = 1$ for single-level lognormal and $a_3 = 9$ for multi-level lognormal |
| `d1`     | Optional, defaults to 1<br>Extra power on the factorial factor ($d_1 = 0$ implies product weights)                                             |
| `d2`     | Optional, defaults to 2<br>Decay of the $B_j$ sequence, $d_2 > 1$                                                                            |
| `b`      | Optional, defaults to $c_j^{-d_2}$<br>The $B_j$ sequence as a Python expression, see text (alternatively as numerical values through a file with `b_file`) |
| `c`      | Optional, defaults to 1<br>In case no `b` and `b_file` are given, $B_j$ is set to $c_j^{-d_2}$                                               |
| `b_file` | Optional<br>File name containing numerical values for the sequence $B_j$                                                                   |
| `out`    | Optional<br>Output directory to write results to                                                                                           |

A constant in the error estimate is bounded independently of $s$. The case $d_1 = 0$ will lead to product weights $\gamma_u$, in which case the CBC construction has a lower cost.

### 7.1 Constructing Randomly Shifted Lattice Rules

A synopsis of how to call the Python script to construct a randomly shifted lattice rule with $n = 2^m$ points is

```bash
./lat-cbc.py --s={s} --m={m} [--a1={a1}] [--a2={a2}] [--a3={a3}] --d2={d2} \
[--b="{bound-function}" | --b_file={file_name} | --c={c}]
```
In particular, the default value of $a_3 = 0$ specifies the uniform case, while any value of $a_3 > 0$ specifies the lognormal case. These two cases correspond to the different function space settings in Sects. 5.1 and 5.2.

The construction script will automatically choose the parameter $\lambda \in (1/2, 1]$ from Theorems 5.1 and 5.2 as (slightly different from (6.6) and (6.9))

$$\frac{1}{2\lambda} = \begin{cases} 1 - \delta & \text{if } d_2 \geq 3/2 - \delta, \\ d_2 - \frac{1}{2} & \text{if } d_2 \leq 3/2 - \delta, \end{cases}$$

(7.2)

with $\delta = 0.125$, which yields the theoretical convergence rate of order $n^{-(1-\delta)}$ for $d_2 \geq 3/2 - \delta$ and $n^{-(d_2-1/2)}$ for $d_2 \leq 3/2 - \delta$. Therefore, a correct value of $d_2$ should be provided. (The value of $\delta$ can also be changed by a command line argument.)

For the uniform case the script will use the weights (see (6.5) and (6.8))

$$\gamma_u = \left( \left( \frac{(|u| + a_1)!}{a_1!} \right)^{d_1} \prod_{j \in u} \frac{a_2 B_j}{\sqrt{\rho(\lambda)}} \right)^{2/(1+\lambda)}.$$

For the lognormal case the script will set the parameters $\alpha_j$ in the weight functions (5.5) to be (see (6.15) and (6.17))

$$\alpha_j = \frac{1}{2} \left( a_3 B_j + \sqrt{(a_3 B_j)^2 + 1 - \frac{1}{2\lambda}} \right),$$

and use the weights (see (6.14) and (6.16))

$$\gamma_u = \left( \left( \frac{(|u| + a_1)!}{a_1!} \right)^{d_1} \prod_{j \in u} \frac{a_2 B_j}{2 \exp((a_3 B_j)^2/2) \Phi(a_3 B_j) \sqrt{(\alpha_j - a_3 B_j) \rho_j(\lambda)}} \right)^{2/(1+\lambda)}.$$

We give some examples on how to call the script:

```bash
# uniform case, 100-dimensional rule, 2^10 points and with specified bounds b:
./lat-cbc.py --s=100 --m=10 --d2=3 --b="0.1 * j**-3 / log(j+1)"
```

```bash
# as above, but multi-level and with bounds from file:
./lat-cbc.py --s=100 --m=10 --a1=5 --d2=3 --b_file=bounds.txt
```

```bash
# lognormal case, 100-dimensional rule, 2^10 points and with algebraic decay:
./lat-cbc.py --s=100 --m=10 --a2="1/log(2)" --a3=1 --d2=3 --c=0.1
```

```bash
# as above, but multi-level and with bounds from file:
./lat-cbc.py --s=100 --m=10 --a1=5 --a2=2 --a3=9 --d2=3 --b_file=bounds.txt
```

This will produce several files in the output directory. The most important one is $z.txt$ which contains the generating vector. These points then need to be randomly shifted for the theory to apply. In the lognormal case, the randomly shifted points
should be mapped to \( \mathbb{R}^s \) by applying the inverse of the cumulative normal distribution function componentwise.

Codes are available in Python, MATLAB/Octave and C++ to generate lattice points. An example usage in MATLAB is given below:

```matlab
load z.txt
latticeseq_b2('init0', z) % load generating vector
Pa = latticeseq_b2(20, 512); % first 512 20-dimensional points
Pb = latticeseq_b2(20, 512); % next 512 20-dimensional points
```

With respect to the multi-level algorithm there are two important features of these lattice rules: They are lattice sequences in terms of the number of points, and they are constructed by a component-by-component algorithm which allows a rule constructed for \( s \) dimensions to be used for a lower number of dimensions. This means the construction only has to be done once for the maximum number of points \( \max_{0 \leq \ell \leq L} n_{\ell} \) and the maximum number of dimensions \( s_L \), since the parameters in (7.1) are the same for all levels.

As we have already mentioned, for the lognormal case there is work in progress on the analysis with a different choice of weight functions \( \varpi_j \), see Theorem 5.3, and this would yield a different choice of weights \( \gamma_u \). We may provide codes for this alternative setting at a later time.

### 7.2 Constructing Interlaced Polynomial Lattice Rules

A synopsis of how to call the Python script to construct an interlaced polynomial lattice rule with \( n = 2^m \) and interlacing factor \( \alpha \geq 2 \) is

```bash
./polylat-cbc.py --s={s} --m={m} --alpha={alpha} [--a1={a1}] [--a2={a2}] \\
[--b="{bound-function}" | --b_file={file_name} | --d2={d2} --c={c}]
```

The construction script will use the weights (see (6.18) and (6.19))

\[
\gamma_u = \sum_{\nu \in \{1, \ldots, \alpha \}^{|u|}} \left( \frac{(|\nu| + a_1)!}{a_1!} \right)^{d_1} \prod_{j \in u} \left( 2^{\delta(v_j, \alpha)} (a_2 B_j)^{v_j} \right).
\]

We expect the theoretical convergence rate to be of order close to \( n^{-\min(\alpha, d_2)} \).

We give some examples on how to call the script:

```bash
## 100-dimensional rule, 2^10 points, interlacing 3 and with specified bounds b:
./polylat-cbc.py --s=100 --m=10 --alpha=3 --b="0.1 * j**-3 / log(j+1)"

## as above, but multi-level and with bounds from file:
./polylat-cbc.py --s=100 --m=10 --alpha=3 --a1=5 --b_file=bounds.txt
```

Several files will be saved into the output directory. The most important one is \( B_s.col \) which contains the generating matrices of the interlaced polynomial lattice.
rule. (Also the generating matrices of the non-interlaced polynomial lattice rule are available in the file Cs.col.)

Codes are available in Python, MATLAB/Octave and C++ to generate these points. For interlacing to work correctly, the product $\alpha m$ should be no more than the number of available bits. We note that the IEEE double precision type only has 53 bits available and MATLAB uses this type to do its calculations. As a compromise (which comes with no guarantee) we load the generating matrices truncated to 53 bits precision, which are available in the file Bs53.col. Similarly, to cater for the extended long double precision in C++ we provide a file Bs64.col. For instance, with interlacing factor 4 we can have up to $2^{13}$ points in MATLAB and up to $2^{16}$ points in C++ using long double. The Python point generator is implemented such that it can use arbitrary precision. One can also change the C++ generator to use arbitrary precision.

Below we give an example to illustrate how to feed the output from the construction script into the point generator. At the same time we experiment on the effect of truncating the generating matrices. First construct the generating matrices using the Python script and then save these points (in long double precision) to the file points.txt using the C++ example program:

```
./polylat-cbc.py --s=10 --m=15 --alpha=4 --b="0.1 * j**-4" --out=.
./digitalseq_b2g <Bs64.col >points.txt
```

In this example of $2^{15}$ points with interlacing factor 4, we need $4 \times 15 = 60$ bits of precision, which can be realized in full in C++ using long double. Now we use the generating matrices (truncated to 53 bits) in MATLAB, make a plot, and compare these points to the full precision points we just created on the command line:

```
load Bs53.col
s = 10; m = 15;
digitalseq_b2g('init0', Bs53) % initialize the procedural generator
Pa = digitalseq_b2g(s, pow2(m-1)); % first half of the points
Pb = digitalseq_b2g(s, pow2(m-1)); % second half of the points
s1 = 2; s2 = 10;
plot(Pa(s1,:), Pa(s2,:), 'b.', Pb(s1,:), Pb(s2,:), 'r.'
axis([0 1 0 1]); axis square
load points.txt % compare with the C++ generated points in long double
points = points';
Pc = points(:,1:pow2(m-1));
Pd = points(:,pow2(m-1)+(1:pow2(m-1)));
norm(Pc - Pa) % this should be in the order of 1e-14
norm(Pd - Pb) % and this as well...
```

Here the effect of truncating the generating matrices appears to be empirically insignificant, but the higher-order QMC convergence theory no longer applies and there is no guarantee how well they would perform in practice.
7.3 Generating Interlaced Sobol’ Sequences

We note that since the point generators operate using generating matrices, they can be used to generate any other digital sequence, interlaced or not. On the Web site we provide the generating matrices for an implementation of the Sobol’ sequence from [63] with 21201 dimensions (as the file sobol_cs.col), as well as the generating matrices for interlaced Sobol’ sequences with interlacing factor \( \alpha = 2, 3, 4, 5 \) (e.g., sobol_alpha3_Bs53.col). An example usage in MATLAB to generate the points is given below:

```matlab
load sobol_alpha3 Bs53.col % load generating matrices
digitalseq_b2g('init0', sobol_alpha3 Bs53) % initialize the procedural generator
Pa = digitalseq_b2g(10, 1024); % first 1024 10-dimensional points
Pb = digitalseq_b2g(10, 1024); % next 1024 10-dimensional points
```

8 Concluding Remarks

In this article we gave a survey of the results from \([23, 25, 46, 66, 68, 69]\) on the application of QMC methods to PDEs with random coefficients, in a unified view. We outlined three weighted function space settings for analyzing randomly shifted lattice rules (first-order) in both the uniform and lognormal cases, and interlaced polynomial lattice rules (higher-order) in the uniform case. At present there is no QMC theory that can give higher-order convergence for the lognormal case.

We summarized the error analysis for single-level and multi-level algorithms based on these QMC methods, in conjunction with FE methods and dimension truncation. The key step of the analysis is to obtain bounds on the appropriate weighted norm of the integrand, i.e., \( G(uh^\beta) \) for the single-level algorithm and \( G(uh^\beta - uh^{\beta-1}) \) for the multi-level algorithm. We discussed the strategy to obtain suitable weights \( \gamma_u \) for the function space setting and arrived at weights of POD or SPOD form. These weights are to be fed into the CBC construction of QMC points tailored to the PDE problems. This survey is augmented with code to construct such tailored QMC points and we explained how to do this in Sect. 7.

The combination of a particular family of QMC methods with a specific function space setting, and the careful designing of POD or SPOD weights \( \gamma_u \), means that we obtain QMC error bounds that are independent of the truncation dimension, while optimizing on the theoretical convergence rates under minimal assumptions on the PDE problems. Indeed, we could consider other classes of QMC methods, or use the same QMC methods but construct them with weights that are not as prescribed here; however, we might not achieve the same theoretical error bounds. For example, we recall from Sect. 6.1 that in the uniform case with randomly shifted lattice rules we can achieve nearly first-order convergence if \( p_0 \leq 2/3 \), with \( p_0 \) from Assumption (U5). As pointed out in [68], we could consider randomly shifted lattice rules constructed with product weights (instead of POD weights), or the deterministic lattice rules constructed following [62], or Niederreiter and Sobol’ sequences following the analysis in [105], but then to achieve nearly first-order convergence we would require, respectively, \( p_0 \leq 1/2, p_0 \leq 1/2 \) and \( p_0 \leq 1/3 \), meaning that a stronger assumption on the PDE
problem is required to achieve the same convergence rate. More strikingly, we recall from Sect. 6.5 that in the uniform case we can construct interlaced polynomial lattice rules with interlacing factor 2 to achieve first-order convergence when \( p_0 < 1 \), which is a much weaker condition on the PDE problem.

We already pointed out that the uniform framework can be extended to general affine parametric operator equations; see [23,25,93]. Thus, the QMC strategy in this article applies to a wide range of PDE problems including, e.g., stationary and time-dependent diffusion in random media [15], wave propagation [59], parametric nonlinear PDEs [13], and optimal control problems for uncertain systems [64].

There may be additional properties of the functions \( \psi_j \) in (2.2) or \( \xi_j \) in (2.6) that could be exploited to improve the results. For example, in [69] a special orthogonality property for multi-resolution function systems was used to obtain a better dimension truncation estimate for the multi-level error analysis. In a different direction, [23, Theorem 3.2] pointed out that if we were to replace the \( |\nu| = (\sum_{j \geq 1} \nu_j)! \) factor in Lemma 6.1 by \( \prod_{j \geq 1} \nu_j! \), then our analysis would yield product weights \( \gamma_u \) rather than POD or SPOD weights, and this would significantly reduce the CBC construction cost.

We have assumed in this article that the cost for our single-level algorithm is

\[
\mathcal{O}(n s h^{-d}) \quad (8.1)
\]

operations, based on \( n \) instances of FE discretizations where the cost for assembling the stiffness matrix is \( \mathcal{O}(s h^{-d}) \) operations, with the \( \mathcal{O}(s) \) factor coming from the number of KL terms in the coefficient \( a(\mathbf{x}, \mathbf{y}) \). An analogous cost model is assumed for the multi-level algorithm, and we argued that the values of \( n_\ell, s_\ell, h_\ell \) should be chosen by minimizing the error for a fixed cost. Understandably this latter optimization depends crucially on the cost model. Below we discuss two related strategies to reduce cost.

We mentioned the “circulant embedding” strategy for the lognormal case, see [47, 48], but did not go into any details in this article. Roughly speaking, the idea is to sample the random field only at a discrete set of grid points with respect to the covariance matrix, where the number of grid points is of the same order as the number of FE nodes. Then the problem of generating samples turns into a matrix factorization problem which can be done in \( \mathcal{O}(h^{-d} (\log h^{-d})) \) operations using FFT, by embedding the covariance matrix in a larger but circulant matrix (some further padding may be required to ensure positive definiteness). With this strategy the cost becomes

\[
\mathcal{O}(n h^{-d} (\log h^{-d}))
\]

operations, where we effectively replaced the \( \mathcal{O}(s) \) factor in (8.1) by \( \mathcal{O}(\log h^{-d}) \).

The other strategy to reduce cost is the “fast QMC matrix–vector multiplication”; see [24], which exploits a certain structure in the QMC point set. By choosing suitable QMC point sets, and by formulating the QMC quadrature computation as a matrix–vector multiplication with a circulant matrix obtained by indexing the QMC points in a certain way, the cost becomes

\[
\mathcal{O}(n (\log n) h^{-d})
\]
operations by using FFT, which essentially means that the $O(s)$ factor in (8.1) is replaced by $O(\log n)$. Unfortunately, this strategy does not work with randomly shifted lattice rules or interlaced polynomial lattice rules considered in this article, because both randomization and interlacing destroy the required structure in the QMC point sets to yield a circulant matrix. However, this strategy is compatible with “tent transformed” lattice rules or polynomial lattice rules, which are deterministic QMC rules that can achieve nearly first- or second-order convergence; see [29,45]. The error analysis of applying tent transformed lattice rules or polynomial lattice rules for the PDE problems is work in progress.

The above three strategies for cost reduction (namely multi-level algorithms, circulant embedding and fast QMC matrix–vector multiplication) are not mutually exclusive and they could potentially be combined to have a compounding effect in reducing cost. There is also a generalization of the multi-level concept called “multi-index” [50], which is in some sense related to “sparse grid techniques” [8]. Note that each strategy has its prerequisite: multi-level algorithm requires stronger regularity assumptions on the PDE problem, circulant embedding requires stationary covariance functions, while fast QMC matrix–vector multiplication requires a certain structure in the QMC point set. It would be interesting to see which strategy or which combination of strategies yields the most effective reduction in cost under different scenarios.

Now we make some remarks on theory versus practice. Although the careful tuning of weights $\gamma_u$ played a significant role in our analysis and affected the theoretical QMC convergence rates, the outcomes from numerical experiments so far have been inconclusive. We have seen that some “off the shelf” lattice rules (i.e., lattice rules constructed with product weights chosen to have some generic algebraic or geometric decay) perform just as well as those lattice rules which are tailored to the PDE problems. On the other hand, we have also seen that some badly tuned lattice rules (e.g., when the weights $\gamma_u$ are badly scaled) can perform poorly.

We also noted that the theoretical convergence rates are not always reflected in the computations. In the lognormal computations in [46] we see that the convergence rates are not so much influenced by the smoothness parameter $\nu$ of the Matérn covariance function as the theory predicted. Rather, it is the variance and the correlation length that affect the empirical convergence rates.

The numerical experiments for the lognormal case in [47] were obtained using randomly digitally shifted Sobol’ points with no theory, yet the results were very encouraging. One could also try tent transformed Sobol’ points or interlaced Sobol’ points. We suspect that they may work reasonably well in practice, even though at present we are lacking a strong supporting theory. A brief explanation on how to generate interlaced Sobol’ sequences from the code can be found in Sect. 7.

Finally, if the story in this survey article sounds incomplete, we hope the reader will understand that we are trying to tell a story that is changing underneath us, even as we write. We live in interesting times!
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9 Appendix: Selected Proofs

In this section we provide the proofs for Lemmas 6.1–6.8. For simplicity of presentation, in the proofs we will often omit the arguments \(x\) and \(y\) in our notation. We start by collecting some identities and estimates that we need for the proofs.

We will make repeated use of the Leibniz product rule

\[
\partial^\nu(AB) = \sum_{m \leq \nu} \binom{\nu}{m} (\partial^m A) (\partial^{\nu-m} B),
\]

(9.1)

and the identity

\[
\nabla \cdot (A \nabla B) = A \Delta B + \nabla A \cdot \nabla B.
\]

(9.2)

We also need the combinatorial identity

\[
\sum_{m \leq \nu} \binom{\nu}{m} = \binom{|\nu|}{i},
\]

(9.3)

which follows from a simple counting argument (i.e., consider the number of ways to select \(i\) distinct balls from some baskets containing a total number of \(|\nu|\) distinct balls). The identity (9.3) is used to establish the following identities

\[
\sum_{m \leq \nu} \binom{\nu}{m} |m|! |\nu - m|! = (|\nu| + 1)!,
\]

(9.4)

\[
\sum_{m \leq \nu} \binom{\nu}{m} |m|! (|\nu - m| + 1)! = \frac{(|\nu| + 2)!}{2},
\]

(9.5)

\[
\frac{1}{2} \sum_{m \leq \nu} \binom{\nu}{m} (|m| + 2)! (|\nu - m| + 2)! = \frac{(|\nu| + 5)!}{120}.
\]

(9.6)

Additionally, we need the recursive estimates in the next two lemmas. The proofs can be found in [25] and [66], respectively.

Lemma 9.1 Given a sequence of non-negative numbers \(b = (b_j)_{j \in \mathbb{N}}\), let \((A_\nu)_{\nu \in \mathbb{F}}\) and \((B_\nu)_{\nu \in \mathbb{F}}\) be non-negative numbers satisfying the inequality

\[
A_\nu \leq \sum_{j \in \text{supp} (\nu)} \nu_j b_j A_{\nu-e_j} + B_\nu \text{ for any } \nu \in \mathbb{F} \text{ (including } \nu = 0).\]

\(\square\) Springer
Then
\[
A_{\nu} \leq \sum_{m \leq \nu} \binom{\nu}{m} |m| b^m B_{\nu-m} \text{ for all } \nu \in \mathfrak{F}.
\]

The result holds also when both inequalities are replaced by equalities.

**Lemma 9.2** Given a sequence of non-negative numbers \( \beta = (\beta_j)_{j \in \mathbb{N}} \), let \( (A_{\nu})_{\nu \in \mathfrak{F}} \) and \( (B_{\nu})_{\nu \in \mathfrak{F}} \) be non-negative numbers satisfying the inequality
\[
A_{\nu} \leq \sum_{m \leq \nu} \binom{\nu}{m} |m| \beta^m B_{\nu-m} \text{ for any } \nu \in \mathfrak{F} \text{ (including } \nu = 0).\]

Then
\[
A_{\nu} \leq \sum_{k \leq \nu} \binom{\nu}{k} \Lambda_k \beta^k B_{\nu-k} \text{ for all } \nu \in \mathfrak{F},
\]

where the sequence \( (\Lambda_n)_{n \geq 0} \) is defined recursively by
\[
\Lambda_0 := 1 \text{ and } \Lambda_n := \sum_{i=0}^{n-1} \binom{n}{i} \Lambda_i \text{ for all } n \geq 1. \quad (9.7)
\]

The result holds also when both inequalities are replaced by equalities. Moreover, we have
\[
\Lambda_n \leq \frac{n!}{(\ln 2)^n} \text{ for all } n \geq 0. \quad (9.8)
\]

**Proof of Lemma 6.1**

This result was proved in [15]. Since the same proof strategy is used repeatedly in subsequent more complicated proofs, we include this relatively simple proof as a first illustration.

Let \( f \in V^* \) and \( y \in U \). We prove this result by induction on \( |\nu| \). For \( \nu = 0 \), we take \( v = u(\cdot, y) \) in (3.5) to obtain
\[
\int_D a(x, y) |\nabla u(x, y)|^2 \, dx = \int_D f(x) u(x, y) \, dx,
\]
which leads to
\[
a_{\min} \|u(\cdot, y)\|_V^2 \leq \|f\|_{V^*} \|u(\cdot, y)\|_V \quad \implies \quad \|u(\cdot, y)\|_V \leq \frac{\|f\|_{V^*}}{a_{\min}},
\]
as required (see also (3.7)).
Given any multi-index \( \nu \) with \( |\nu| \geq 1 \), suppose that the result holds for any multi-index of order \( \leq |\nu| - 1 \). Applying the mixed derivative operators \( \partial^\nu \) to the variational formulation (3.5), recalling that \( f \) is independent of \( y \), and using the Leibniz product rule (9.1), we obtain the identity (suppressing \( x \) and \( y \) in our notation)

\[
\int_D \left( \sum_{m \leq \nu} \binom{\nu}{m} (\partial^m a) \nabla (\partial^{\nu-m} u) \cdot \nabla z \right) \, dx = 0 \quad \text{for all } z \in V.
\]

Observe that due to the linear dependence of \( a(x, y) \) on the parameters \( y \), the partial derivative \( \partial^m \) of \( a \) with respect to \( y \) satisfies

\[
\partial^m a(x, y) = \begin{cases} a(x, y) & \text{if } m = 0, \\ \psi_j(x) & \text{if } m = e_j, \\ 0 & \text{otherwise}. \end{cases} \quad (9.9)
\]

Taking \( z = \partial^\nu u(\cdot, y) \) and separating out the \( m = 0 \) term, we obtain

\[
\int_D a \left| \nabla (\partial^\nu u) \right|^2 \, dx = - \sum_{j \in \text{supp}(\nu)} v_j \int_D \psi_j \left( \nabla (\partial^{\nu-e_j} u) \cdot \nabla (\partial^\nu u) \right) \, dx,
\]

which yields

\[
a_{\min} \left\| \nabla (\partial^\nu u) \right\|_{L^2}^2 \leq \sum_{j \geq 1} v_j \left\| \psi_j \right\|_{L^\infty} \left\| \nabla (\partial^{\nu-e_j} u) \right\|_{L^2} \left\| \nabla (\partial^\nu u) \right\|_{L^2},
\]

and therefore

\[
\left\| \nabla (\partial^\nu u) \right\|_{L^2} \leq \sum_{j \geq 1} v_j b_j \left\| \nabla (\partial^{\nu-e_j} u) \right\|_{L^2},
\]

where we used the definition of \( b_j \) in (2.3). The induction hypothesis then gives

\[
\left\| \nabla (\partial^\nu u) \right\|_{L^2} \leq \sum_{j \geq 1} v_j b_j \left| \nu - e_j \right|! \, b^{\nu-e_j} \left\| f \right\|_{V^*} \frac{a_{\min}}{a_{\min}} = \left| \nu \right|! \, b^\nu \left\| f \right\|_{V^*}.\]

This completes the proof. \( \square \)

**Proof of Lemma 6.2**

This result corresponds to [69, Theorem 6]. Here we take a more direct route with the proof and the bound depends on the sequence \( \vec{b} \) which is simpler than the sequence in [69] (there the sequence depends on an additional parameter \( \kappa \in (0, 1) \) and other constants), at the expense of increasing the factorial factor from \( |\nu|! \) to \( (|\nu| + 1)! \). For
simplicity we consider here the case \( f \in L^2(D) \), but the proof can be generalized to the case \( f \in H^{-1+t}(D) \) for \( t \in [0, 1] \) as in [69].

Let \( f \in L^2(D) \) and \( y \in U \). For \( \mathbf{v} = \mathbf{0} \), we apply the identity (9.2) to the strong formulation (2.1) to obtain (formally, at this stage, since we do not yet know that \( \Delta u(\cdot, y) \in L^2(D) \))

\[
-a(\mathbf{x}, y) \Delta u(\mathbf{x}, y) = \nabla a(\mathbf{x}, y) \cdot \nabla u(\mathbf{x}, y) + f(\mathbf{x}),
\]

which leads to

\[
a_{\min} \| \Delta u(\cdot, y) \|_{L^2} \leq \| \nabla a(\cdot, y) \|_{L^\infty} \| \nabla u(\cdot, y) \|_{L^2} + \| f \|_{L^2}.
\]

Combining this with (3.7) gives

\[
\| \Delta u(\cdot, y) \|_{L^2} \leq \frac{\sup_{\mathbf{z} \in U} \| \nabla a(\cdot, \mathbf{z}) \|_{L^\infty}}{a_{\min}} \| f \|_{V^*} \frac{a_{\min}}{a_{\min}} + \| f \|_{L^2} \leq C \| f \|_{L^2},
\]

where we could take

\[
C := C_{\text{emb}} \left( \frac{\sup_{\mathbf{z} \in U} \| \nabla a(\cdot, \mathbf{z}) \|_{L^\infty}}{a_{\min}^2} + \frac{1}{a_{\min}} \right), \quad \text{with} \quad C_{\text{emb}} := \sup_{f \in L^2(D)} \frac{\| f \|_{V^*}}{\| f \|_{L^2}}.
\]

Thus, the result holds for \( \mathbf{v} = \mathbf{0} \) (see also (3.8)).

For \( \mathbf{v} \neq \mathbf{0} \), we apply \( \partial^\mathbf{v} \) to the strong formulation (2.1) and use the Leibniz product rule (9.1) to obtain (suppressing \( \mathbf{x} \) and \( \mathbf{y} \))

\[
\nabla \cdot \left( \sum_{m \leq \mathbf{v}} \binom{\mathbf{v}}{m} \partial^m a \nabla (\partial^\mathbf{v-m} u) \right) = 0.
\]

Using again (9.9) and separating out the \( m = \mathbf{0} \) term yield the following identity

\[
\nabla \cdot (a \nabla (\partial^\mathbf{v} u)) = -\nabla \cdot \left( \sum_{j \in \text{supp}(\mathbf{v})} v_j \psi_j(\mathbf{x}) \nabla (\partial^{\mathbf{v}-e_j} u) \right).
\]

Applying the identity (9.2) to both sides yields (formally)

\[
a \Delta (\partial^\mathbf{v} u) + \nabla a \cdot \nabla (\partial^\mathbf{v} u) = - \sum_{j \in \text{supp}(\mathbf{v})} v_j \left( \psi_j \Delta (\partial^{\mathbf{v}-e_j} u) + \nabla \psi_j \cdot \nabla (\partial^{\mathbf{v}-e_j} u) \right).
\]

In turn, we obtain

\[
a_{\min} \| \Delta (\partial^\mathbf{v} u) \|_{L^2} \leq \sum_{j \in \text{supp}(\mathbf{v})} v_j \left( \| \psi_j \|_{L^\infty} \| \Delta (\partial^{\mathbf{v}-e_j} u) \|_{L^2} + \| \nabla \psi_j \|_{L^\infty} \| \nabla (\partial^{\mathbf{v}-e_j} u) \|_{L^2} \right)
\]

\[
+ \| \nabla a \|_{L^\infty} \| \nabla (\partial^\mathbf{v} u) \|_{L^2},
\]
which leads to
\[ \| \Delta (\partial^{v} u) \|_{L^2} \leq \sum_{j \in \text{supp}(v)} v_{j} b_{j} \| \Delta (\partial^{v-e_j} u) \|_{L^2} + B_{v}, \]
where we used the definition of $b_{j}$ in (2.3), and

\[ B_{v} := \sum_{j \in \text{supp}(v)} v_{j} \frac{\| \nabla \psi_{j} \|_{L^\infty}}{a_{\min}} \| \nabla (\partial^{v-e_j} u) \|_{L^2} + \frac{\| \nabla a \|_{L^\infty}}{a_{\min}} \| \nabla (\partial^{v} u) \|_{L^2}. \]

Note that this formulation of $B_{v}$ cannot be used as $B_{\nu}$ in Lemma 9.1 because the base step $A_{0} \leq B_{0}$ does not hold. From Lemma 6.1 we can estimate

\[ B_{v} \leq \sum_{j \in \text{supp}(v)} v_{j} \frac{\| \nabla \psi_{j} \|_{L^\infty}}{a_{\min}} |v - e_{j}|! \| b^{v-e_j} \|_{V\ast} + \sup_{z \in U} \frac{\| \nabla a (\cdot, z) \|_{L^\infty}}{a_{\min}} |v|! \| b^{v} \|_{V\ast} \| f \|_{V\ast} \]

\[ \leq C |v|! \| \tilde{b}^{v} \|_{L^\infty(D)} =: \|B_{v}\|_{L^\infty(D)}. \]

where we used the definition of $\tilde{b}_{j} \geq b_{j}$ in (2.4). This definition of $B_{v}$ ensures that the base step $A_{0} \leq B_{0}$ does hold; see (9.10). Now we apply Lemma 9.1 to conclude that

\[ \| \Delta (\partial^{v} u) \|_{L^2} \leq \sum_{m \leq v} (\begin{pmatrix} v \\ m \end{pmatrix}) \| m \! | \tilde{b}^{v-m} \|_{L^2} \leq C (|v| + 1)! \| \tilde{b}^{v} \|_{L^\infty(D)}, \]

where we used the identity (9.4). This completes the proof. □

Proof of Lemma 6.3

This result appeared as a technical step in the proof of [69, Theorem 7], but only first derivatives were considered there, i.e., $v_{j} \leq 1$ for all $j$. Here we consider general derivatives, and we make use of Lemma 6.2 instead of [69, Theorem 6] so that the sequence $\tilde{b}$ is different, the factorial factor is larger, and we restrict to $f \in L^{2}(D)$.

Let $f \in L^{2}(D), y \in U$ and $v \in \mathbb{F}$. Galerkin orthogonality for the FE method yields

\[ A(y; u(\cdot, y) - u_{h}(\cdot, y), z_{h}) = 0 \quad \text{for all } z_{h} \in V_{h}, \quad (9.11) \]

Let $I : V \to V$ denote the identity operator and let $\mathcal{P}_{h} = \mathcal{P}_{h}(y) : V \to V_{h}$ denote the parametric FE projection onto $V_{h}$ which is defined, for arbitrary $w \in V$, by

\[ A(y; \mathcal{P}_{h}(y) w - w, z_{h}) = 0 \quad \text{for all } z_{h} \in V_{h}. \quad (9.12) \]

In particular, we have $u_{h} = \mathcal{P}_{h} u \in V_{h}$ and

\[ \mathcal{P}_{h}^{2}(y) \equiv \mathcal{P}_{h}(y) \quad \text{on } V_{h}. \quad (9.13) \]
Moreover, since $\partial^v u_h \in V_h$ for every $v \in \mathcal{F}$, it follows from (9.13) that

$$\mathcal{I} - \mathcal{P}_h(y)(\partial^v u_h(\cdot, y)) \equiv 0. \quad \text{(9.14)}$$

Thus,

$$\| \nabla \partial^v(u - u_h) \|_{L^2} = \| \nabla \mathcal{P}_h \partial^v(u - u_h) + \nabla (\mathcal{I} - \mathcal{P}_h) \partial^v(u - u_h) \|_{L^2} \leq \| \nabla \mathcal{P}_h \partial^v(u - u_h) \|_{L^2} + \| \nabla (\mathcal{I} - \mathcal{P}_h) \partial^v u \|_{L^2}. \quad \text{(9.15)}$$

We stress here that, since the parametric FE projection $\mathcal{P}_h(y)$ depends on $y$, in general we have $\partial^v(u(\cdot, y) - u_h(\cdot, y)) \neq (\mathcal{I} - \mathcal{P}_h(y))(\partial^v u(\cdot, y))$; this is why we need the estimate (9.15).

Now, applying $\partial^v$ to (9.11) and recalling (9.9), we get for all $z_h \in V_h$,

$$\int_D a \nabla \partial^v(u - u_h) \cdot \nabla z_h \, dx = - \sum_{j \in \text{supp}(v)} v_j \int_D \psi_j \nabla \partial^{v - e_j}(u - u_h) \cdot \nabla z_h \, dx. \quad \text{(9.16)}$$

Choosing $z_h = \mathcal{P}_h \partial^v(u - u_h)$ and using the definition (9.12) of $\mathcal{P}_h$, the left-hand side of (9.16) is equal to $\int_D a |\nabla \mathcal{P}_h \partial^v(u - u_h)|^2 \, dx$. Using the Cauchy–Schwarz inequality, we then obtain

$$a_{\text{min}} \| \nabla \mathcal{P}_h \partial^v(u - u_h) \|_{L^2}^2 \leq \sum_{j \in \text{supp}(v)} v_j \| \psi_j \|_{L^\infty} \| \nabla \partial^{v - e_j}(u - u_h) \|_{L^2} \| \nabla \mathcal{P}_h \partial^v(u - u_h) \|_{L^2}. \quad \text{(9.17)}$$

Canceling one common factor from both sides, we arrive at

$$\| \nabla \mathcal{P}_h \partial^v(u - u_h) \|_{L^2} \leq \sum_{j \in \text{supp}(v)} v_j b_j \| \nabla \partial^{v - e_j}(u - u_h) \|_{L^2}, \quad \text{(9.17)}$$

where we used the definition of $b_j$ in (2.3). Substituting (9.17) into (9.15), we then obtain

$$\| \nabla \partial^v(u - u_h) \|_{L^2} \leq \sum_{j \in \text{supp}(v)} v_j b_j \| \nabla \partial^{v - e_j}(u - u_h) \|_{L^2} + \| \nabla (\mathcal{I} - \mathcal{P}_h) \partial^v u \|_{L^2}. \quad \text{(9.15)}$$

Noting that $A_0 = B_0$, we now apply Lemma 9.1 to obtain

$$\| \nabla \partial^v(u - u_h) \|_{L^2} \leq \sum_{m \leq v} \binom{v}{m} |v|! b^v \| \nabla (\mathcal{I} - \mathcal{P}_h) \partial^{v - m} u \|_{L^2}. \quad \text{(9.17)}$$
Next we use the FE estimate (3.9) that for all \( y \in U \) and \( w \in H^2(D) \), we have 
\[
\| \nabla (\mathcal{A} - \mathcal{P}_h) w \|_{L^2} \lesssim h \| \Delta w \|_{L^2}.
\]
Hence, from Lemma 6.2 we obtain 
\[
\| \nabla \partial^v (u - u_h) \|_{L^2} \lesssim \sum_{m \leq v} \binom{v}{m} |\mathbf{v}|! \mathbf{b}^v h \| \Delta (\partial^{v-m} u) \|_{L^2} \\
\lesssim \sum_{m \leq v} \binom{v}{m} |\mathbf{v}|! \mathbf{b}^v h (|\mathbf{v} - m| + 1)! \mathbf{b}^{v-m} \| f \|_{L^2} \\
\lesssim h \frac{(|\mathbf{v}| + 2)!}{2} \mathbf{b}^v \| f \|_{L^2},
\]
where we used the identity (9.5). This completes the proof.

**Proof of Lemma 6.4**

This result generalizes [69, Theorem 7] from first derivatives to general derivatives. The proof is based on a duality argument since \( G \) is a bounded linear functional. It makes use of Lemma 6.3, and therefore, the sequence \( \mathbf{b} \) is different, the factorial factor is larger, and we restrict to \( f, G \in L^2(D) \) here.

Let \( f, G \in L^2(D) \) and \( y \in U \). We define \( v^G(\cdot, y) \in V \) and \( v_h^G(\cdot, y) \in V_h \) via the adjoint problems

\[
\mathcal{A}(y; w, v^G(\cdot, y)) = G(w) \quad \text{for all} \quad w \in V, \quad (9.18)
\]

\[
\mathcal{A}(y; w_h, v_h^G(\cdot, y)) = G(w_h) \quad \text{for all} \quad w_h \in V_h. \quad (9.19)
\]

Due to Galerkin orthogonality (9.11) for the original problem, by choosing the test function \( w = u(\cdot, y) - u_h(\cdot, y) \) in (9.18), we obtain

\[
G(u(\cdot, y) - u_h(\cdot, y)) = \mathcal{A}(y; u(\cdot, y) - u_h(\cdot, y), v^G(\cdot, y) - v_h^G(\cdot, y)). \quad (9.20)
\]

From the Leibniz product rule (9.1) and (9.9) we have for \( v \in \mathcal{A} \)

\[
\partial^v G(u - u_h) = \int_D \partial^v \left( a \nabla (u - u_h) \cdot \nabla (v^G - v_h^G) \right) \, dx \\
= \int_D \sum_{m \leq v} \binom{v}{m} (\partial^m a) \partial^{v-m} \left( \nabla (u - u_h) \cdot \nabla (v^G - v_h^G) \right) \, dx \\
= \int_D a \partial^v \left( \nabla (u - u_h) \cdot \nabla (v^G - v_h^G) \right) \, dx \\
+ \sum_{j \in \text{supp}(v)} v_j \int_D \psi_j \partial^{v-e_j} \left( \nabla (u - u_h) \cdot \nabla (v^G - v_h^G) \right) \, dx \\
= \int_D a \sum_{k \leq v} \binom{v}{k} \nabla \partial^k (u - u_h) \cdot \nabla \partial^{v-k} (v^G - v_h^G) \, dx \\
+ \sum_{j \in \text{supp}(v)} v_j \int_D \psi_j \sum_{k \leq v-e_j} \binom{v-e_j}{k} \nabla \partial^k (u - u_h) \cdot \nabla \partial^{v-e_j-k} (v^G - v_h^G) \, dx.
\]
The Cauchy–Schwarz inequality then yields

\[
|\partial^\nu G(u - u_h)| \leq a_{\text{max}} \sum_{k \leq \nu} \binom{\nu}{k} \|\nabla \partial^k (u - u_h)\|_{L^2} \|\nabla \partial^{\nu-k} (v^G - v^G_h)\|_{L^2} \\
+ \sum_{j \in \text{supp}(\nu)} v_j \|\psi_j\|_{L^\infty} \sum_{k \leq \nu - e_j} \binom{\nu - e_j}{k} \|\nabla \partial^k (u - u_h)\|_{L^2} \|\nabla \partial^{\nu-e_j-k} (v^G - v^G_h)\|_{L^2}.
\]  
(9.21)

We see from (the proof of) Lemma 6.3 that

\[
\|\nabla \partial^k (u - u_h)\|_{L^2} \lesssim h \frac{(|k| + 2)!}{2} \bar{b}^k \|f\|_{L^2}.
\]  
(9.22)

Since the bilinear form \(\mathcal{A}(y, \cdot, \cdot)\) is symmetric and since the representer \(g\) for the linear functional \(G\) is in \(L^2(D)\), all the results hold verbatim also for the adjoint problem (9.18) and for its FE discretisation (9.19). Hence, as in (9.22), we obtain

\[
\|\nabla \partial^{\nu-k} (v^G - v^G_h)\|_{L^2} \lesssim h \frac{(|\nu - k| + 2)!}{2} \bar{b}^{\nu-k} \|G\|_{L^2}.
\]  
(9.23)

Substituting (9.22) and (9.23) into (9.21), and using \(\|\psi_j\|_{L^\infty} = a_{\text{min}} b_j \leq a_{\text{max}} \bar{b}_j\), yields

\[
|\partial^\nu G(u - u_h)| \\
\lesssim a_{\text{max}} \|f\|_{L^2} \|G\|_{L^2} h^2 \left( \sum_{k \leq \nu} \binom{\nu}{k} \frac{(|k| + 2)!}{2} \bar{b}^k \frac{(|\nu - k| + 2)!}{2} \bar{b}^{\nu-k} \right) \\
+ \sum_{j \in \text{supp}(\nu)} v_j \bar{b}_j \sum_{k \leq \nu - e_j} \binom{\nu - e_j}{k} \frac{(|k| + 2)!}{2} \bar{b}^k \frac{(|\nu - e_j - k| + 2)!}{2} \bar{b}^{\nu-e_j-k} \\
\lesssim a_{\text{max}} \|f\|_{L^2} \|G\|_{L^2} h^2 \left( \frac{(|\nu| + 5)!}{120} + \sum_{j \in \text{supp}(\nu)} v_j \frac{(|\nu - e_j| + 5)!}{120} \right) \bar{b}^\nu \\
\lesssim a_{\text{max}} \|f\|_{L^2} \|G\|_{L^2} h^2 \frac{(|\nu| + 5)!}{120} \bar{b}^\nu,
\]

where we used the identity (9.6). This completes the proof. \(\square\)

**Proof of Lemma 6.5**

This result is [46, Theorem 14]. We include the proof here since, unlike in the uniform case where we do induction directly for the quantity \(\|\nabla (\partial^\nu u(\cdot, y))\|_{L^2}\), here we need to work with \(\|a^{1/2}(\cdot, y) \nabla (\partial^\nu u(\cdot, y))\|_{L^2}\), and this technical step is needed for the subsequent proof.
Let \( f \in V^* \) and \( y \in U_b \). We first prove by induction on \(|\nu|\) that

\[
\|a^{\nu} \nabla (\partial^\nu u(\cdot, y))\|_{L^2} \leq \Lambda_{|\nu|} \beta^\nu \frac{\|f\|_{V^*}}{\sqrt{a_{\min}(y)}},
\]

(9.24)

where the sequence \((\Lambda_n)_{n \geq 0}\) is defined recursively by (9.7) and satisfies (9.8).

We take \( v = u(\cdot, y) \) in the weak form (3.5) to obtain

\[
\int_D a |\nabla v|^2 \, dx \leq \|f\|_{V^*} \|u(\cdot, y)\|_{V} \leq \|f\|_{V^*} \left( \int_D a |\nabla u|^2 \, dx \right)^{1/2},
\]

and then cancel the common factor from both sides to obtain (9.24) for the case \( \nu = 0 \).

Given any multi-index \( \nu \) with \(|\nu| = n \geq 1\), we apply \( \partial^\nu \) to (3.5) to obtain

\[
\int_D \left( \sum_{m \leq \nu} (\nu_m) \nabla (\partial^m a) \cdot \nabla (\partial^\nu u) \cdot z \right) \, dx = 0 \quad \text{for all} \quad z \in V.
\]

Taking \( z = \partial^\nu u(\cdot, y) \), separating out the \( m = \nu \) term, dividing and multiplying by \( a \), and using the Cauchy–Schwarz inequality, we obtain

\[
\int_D a |\nabla (\partial^\nu u)|^2 \, dx = - \sum_{m \leq \nu} \sum_{m \neq \nu} (\nu_m) \int_D (\partial^m a) \nabla (\partial^m u) \cdot \nabla (\partial^\nu u) \, dx
\]

\[
\leq \sum_{m \leq \nu} (\nu_m) \left\| \frac{\partial^{\nu-m} a(\cdot, y)}{a(\cdot, y)} \right\|_{L^\infty} \left( \int_D a |\nabla (\partial^m u)|^2 \, dx \right)^{1/2} \left( \int_D a |\nabla (\partial^\nu u)|^2 \, dx \right)^{1/2}.
\]

We observe from (2.6) that

\[
\partial^{\nu-m} a = a \prod_{j \geq 1} (\sqrt{\mu_j} \xi_j)^{\nu_j-m_j} \quad \text{for all} \quad \nu \neq m,
\]

(9.25)

and therefore

\[
\left\| \frac{\partial^{\nu-m} a(\cdot, y)}{a(\cdot, y)} \right\|_{L^\infty} = \left\| \prod_{j \geq 1} (\sqrt{\mu_j} \xi_j)^{\nu_j-m_j} \right\|_{L^\infty} \leq \beta^{\nu-m}.
\]

(9.26)

Thus, we arrive at

\[
\left( \int_D a |\nabla (\partial^\nu u)|^2 \, dx \right)^{1/2} \leq \sum_{m \leq \nu} (\nu_m) \beta^{\nu-m} \left( \int_D a |\nabla (\partial^m u)|^2 \, dx \right)^{1/2}.
\]
We now use the inductive hypothesis that (9.24) holds when $|\nu| \leq n - 1$ in each of the terms on the right-hand side to obtain

$$
\left( \int_D a |\nabla (\partial^\nu u)|^2 \, dx \right)^{1/2} \leq \sum_{i=0}^{n-1} \sum_{m \leq \nu, |m|=i} (\nu_m) \beta^{\nu-m} \Lambda_i \beta^m \frac{\|f\|_V^*}{\sqrt{a_{\min}(y)}}
$$

$$
= \sum_{i=0}^{n-1} \binom{n}{i} \Lambda_i \beta^\nu \frac{\|f\|_V^*}{\sqrt{a_{\min}(y)}} = \Lambda_n \beta^\nu \frac{\|f\|_V^*}{\sqrt{a_{\min}(y)}},
$$

where we used the identity (9.3). This completes the induction proof of (9.24).

The desired bound in the lemma is obtained by applying (9.8) on the right-hand side of (9.24), and by noting that the left-hand side of (9.24) can be bounded from below by $\sqrt{a_{\min}(y)} \|\partial^\nu u(\cdot, y)\|_V$. The case $\nu = 0$ corresponds to (3.12). This completes the proof. \qed

**Proof of Lemma 6.6**

This result was proved in [66] based on an argument similar to the proof of Lemma 6.2 in the uniform case. The tricky point of the proof is in recognizing that for the recursion to work in the lognormal case we need to multiply the expression by $a^{-1/2}(\cdot, y)$, which is not intuitive.

Let $f \in L^2(D)$ and $y \in U_{\beta^\nu}$. For any multi-index $\nu \neq 0$, we apply $\partial^\nu$ to (2.1) to obtain (formally, at this stage)

$$
\nabla \cdot \partial^\nu (a \nabla u) = \nabla \cdot \left( \sum_{m \leq \nu} (\nu_m) \partial^{\nu-m} a \nabla (\partial^m u) \right) = 0.
$$

Separating out the $m = \nu$ term yields the following identity

$$
g_\nu := \nabla \cdot (a \nabla (\partial^\nu u)) = -\nabla \cdot \left( \sum_{m \leq \nu, m \neq \nu} (\nu_m) \partial^{\nu-m} a \nabla (\partial^m u) \right)
$$

$$
= -\sum_{m \leq \nu, m \neq \nu} (\nu_m) \nabla \cdot \left( \frac{\partial^{\nu-m} a}{a} \nabla (\partial^m u) \right)
$$

$$
= -\sum_{m \leq \nu, m \neq \nu} (\nu_m) \left( \frac{\partial^{\nu-m} a}{a} \cdot \delta_m + \nabla \left( \frac{\partial^{\nu-m} a}{a} \right) \cdot (a \nabla (\partial^m u)) \right),
$$
where we used the identity (9.2). Due to Assumption (L2) we may multiply $g_\nu$ by $a^{-1/2}$ and obtain, for any $|\nu| > 0$, the recursive bound

$$
\|a^{-1/2}g_\nu\|_{L^2} \leq \sum_{m \leq \nu \atop m \neq \nu} (\nu m) \left( \|\frac{\partial^{\nu-m}a}{a}\|_{L^\infty} \|a^{-1/2}g_m\|_{L^2} \right)
+ \|\nabla\left(\frac{\partial^{\nu-m}a}{a}\right)\|_{L^\infty} \|a^{1/2}\nabla(a^m u)\|_{L^2}.
$$

(9.27)

By assumption, $-g_0 = f \in L^2(D)$, so that we obtain (by induction with respect to $|\nu|$) from (9.27) that $a^{-1/2}(\cdot, y) g_\nu(\cdot, y) \in L^2(D)$, and hence from Assumption (L2) that $g_\nu(\cdot, y) \in L^2(D)$ for every $\nu \in \mathfrak{F}$. The above formal identities therefore hold in $L^2(D)$.

To complete the proof, it remains to bound the above $L^2$ norm. Applying the product rule to (9.25) we obtain

$$
\nabla\left(\frac{\partial^{\nu-m}a}{a}\right) = \sum_{k \geq 1} (\nu k - m_k)(\sqrt{\mu_k} \xi_k)^{\nu_k-m_k-1}(\sqrt{\mu_k} \nabla \xi_k) \prod_{j \geq 1 \atop j \neq k} (\sqrt{\mu_j} \xi_j)^{\nu_j-m_j}.
$$

Due to the definition of $\overline{\beta}_j$ in (2.9), this implies, in a similar manner to (9.26), that

$$
\|\nabla\left(\frac{\partial^{\nu-m}a}{a}\right)\|_{L^\infty} \leq |\nu - m| \overline{\beta}^{\nu-m}.
$$

(9.28)

Substituting (9.26) and (9.28) into (9.27), we conclude that

$$
\|a^{-1/2}g_\nu\|_{L^2} \leq \sum_{m \leq \nu \atop m \neq \nu} (\nu m) \overline{\beta}^{\nu-m} \|a^{-1/2}g_m\|_{L^2} + B_\nu,
$$

where

$$
B_\nu := \sum_{m \leq \nu \atop m \neq \nu} (\nu m) |\nu - m| \overline{\beta}^{\nu-m} \|a^{1/2}\nabla(a^m u)\|_{L^2}
$$

$$
\leq \sum_{m \leq \nu \atop m \neq \nu} (\nu m) |\nu - m| \overline{\beta}^{\nu-m} \lambda_{|\nu|} \beta^m \frac{\|f\|_{V^*}}{\sqrt{a_{\min}(y)}} \leq \Lambda_{|\nu|} \overline{\beta} \frac{\|f\|_{V^*}}{\sqrt{a_{\min}(y)}},
$$

where we used (9.24) and again the identity (9.3) to write, with $n = |\nu|$,

$$
\sum_{m \leq \nu \atop m \neq \nu} (\nu m) |\nu - m| \lambda_{|\nu|} = \sum_{i=0}^{n-1} \sum_{m \leq \nu \atop |m| = i} (\nu m) (n-i) \Lambda_i = \sum_{i=0}^{n-1} \binom{n}{i} (n-i) \Lambda_i =: \overline{\Lambda}_n.
$$
Since \( A_0 = \|a^{-1/2}f\|_{L^2} \leq \|f\|_{L^2}/\sqrt{a_{\min}(y)} \), we now define
\[
\mathbb{B}_v := C_{emb} \Lambda_{|v|} \beta^v \|f\|_{L^2}^{\sqrt{a_{\min}(y)}},
\]
so that \( A_0 \leq \mathbb{B}_0 \) and \( B_v \leq \mathbb{B}_v \) for all \( v \). We may now apply Lemma 9.2 to obtain
\[
\|a^{-1/2}g_v\|_{L^2} \leq \sum_{k \leq v} \binom{v}{k} \Lambda_{|k|} \beta^k C_{emb} \Lambda_{|v-k|} \beta^{v-k} \|f\|_{L^2}^{\sqrt{a_{\min}(y)}}. \tag{9.29}
\]
Note the extra factor \( n-i \) in the definition of \( \Lambda_n \) compared to \( \Lambda_n \) in (9.7) so that \( \Lambda_n \leq \overline{\Lambda}_n \). Using the bound in (9.8) with \( \alpha \leq 1 \), we have
\[
\Lambda_n \leq \sum_{i=0}^{n-1} \binom{n}{i} (n-i) \frac{i!}{\alpha^i} = \frac{n!}{\alpha^n} \sum_{i=0}^{n-1} \frac{\alpha^{n-i-1}}{(n-i-1)!} = \frac{n!}{\alpha^n} \sum_{k=0}^{n-1} \frac{\alpha^k}{k!} \leq \frac{n!}{\alpha^n} \alpha e^\alpha \leq \frac{n!}{\alpha^n},
\]
where the final step is valid provided that \( \alpha e^\alpha \leq 1 \). Thus, it suffices to choose \( \alpha \leq 0.567 \ldots \). For convenience we take \( \alpha = 0.5 \) to bound (9.29). This together with the identity (9.4) gives
\[
\|a^{-1/2}g_v\|_{L^2} \leq C_{emb} (|v| + 1)! 2^{|v|} \beta^v \|f\|_{L^2}^{\sqrt{a_{\min}(y)}}. \tag{9.30}
\]
Since \( a^{-1/2}g_v = a^{-1/2}\nabla \cdot (a\nabla (\partial^v u)) = a^{1/2} \Delta(\partial^v u) + a^{-1/2} (\nabla a \cdot \nabla (\partial^v u)) \) by applying (9.2), we have
\[
\|a^{1/2} \Delta(\partial^v u)\|_{L^2} \leq \|a^{-1/2}g_v\|_{L^2} + \|a^{-1/2} (\nabla a \cdot \nabla (\partial^v u))\|_{L^2},
\]
which yields
\[
\sqrt{a_{\min}(y)} \|\Delta(\partial^v u)\|_{L^2} \leq \|a^{-1/2}g_v\|_{L^2} + \frac{\|\nabla a(\cdot, y)\|_{L^\infty}}{a_{\min}(y)} \|a^{1/2} \nabla (\partial^v u)\|_{L^2},
\]
and in turn
\[
\|\Delta(\partial^v u)\|_{L^2} \leq \frac{\|a^{-1/2}g_v\|_{L^2}}{\sqrt{a_{\min}(y)}} + \frac{\|\nabla a(\cdot, y)\|_{L^\infty}}{a_{\min}(y)} \frac{\|a^{1/2} \nabla (\partial^v u)\|_{L^2}}{\sqrt{a_{\min}(y)}}. \tag{9.31}
\]
Substituting (9.30) and (9.24) into (9.31), and using \( \Lambda_{|v|} \leq 2^{|v|} |v|! \) and \( \beta^v \leq \overline{\beta}^v \), we conclude that
\[
\|\Delta(\partial^v u)\|_{L^2} \leq C_{emb} \left( \frac{1}{a_{\min}(y)} + \frac{\|\nabla a(\cdot, y)\|_{L^\infty}}{a_{\min}^2(y)} \right) (|v| + 1)! 2^{|v|} \overline{\beta}^v \|f\|_{L^2}.
\]
This completes the proof.
Proof of Lemma 6.7

This result was proved in [66]. We include the proof here to provide a complete unified view of the proof techniques discussed in this survey.

Let \( f \in L^2(D) \) and \( \nu \in U_{\beta} \). Following (9.12)–(9.15) in the uniform case, we can write in the lognormal case

\[
\| a^{1/2} \nabla \partial^\nu (u - u_h) \|_{L^2} \leq \| a^{1/2} \nabla \mathcal{P}_h \partial^\nu (u - u_h) \|_{L^2} + \| a^{1/2} \nabla (\mathcal{I} - \mathcal{P}_h) \partial^\nu u \|_{L^2}.
\]

(9.32)

Now, applying \( \partial^\nu \) to (9.11) and separating out the \( \nu = m \) term, we get for all \( z_h \in V_h \) in the lognormal case that

\[
\int_D a \nabla \partial^\nu (u - u_h) \cdot \nabla z_h \, dx = - \sum_{m \leq \nu \atop m \neq \nu} \nu_m \int_D (\partial^{\nu-m} a) \nabla^m (u - u_h) \cdot \nabla z_h \, dx.
\]

(9.33)

Choosing \( z_h = \mathcal{P}_h \partial^\nu (u - u_h) \) and using the definition (9.12) of \( \mathcal{P}_h \), the left-hand side of (9.33) is equal to \( \int_D a |\nabla \mathcal{P}_h \partial^\nu (u - u_h)|^2 \, dx \). Dividing and multiplying the right-hand side of (9.33) by \( a \), and using the Cauchy–Schwarz inequality, we then obtain

\[
\int_D a |\nabla \mathcal{P}_h \partial^\nu (u - u_h)|^2 \, dx \\
\leq \sum_{m \leq \nu \atop m \neq \nu} \nu_m \left( \int_D a |\nabla \partial^m (u - u_h)|^2 \, dx \right)^{1/2} \left( \int_D a |\nabla \mathcal{P}_h \partial^\nu (u - u_h)|^2 \, dx \right)^{1/2}.
\]

Canceling one common factor from both sides and using (9.26), we arrive at

\[
\| a^{1/2} \nabla \mathcal{P}_h \partial^\nu (u - u_h) \|_{L^2} \leq \sum_{m \leq \nu \atop m \neq \nu} \nu_m \| a^{1/2} \nabla \partial^m (u - u_h) \|_{L^2}.
\]

(9.34)

Substituting (9.34) into (9.32), we then obtain

\[
\| a^{1/2} \nabla \partial^\nu (u - u_h) \|_{L^2} \\
\leq \sum_{m \leq \nu \atop m \neq \nu} \nu_m \| a^{1/2} \nabla \partial^m (u - u_h) \|_{L^2} + \| a^{1/2} \nabla (\mathcal{I} - \mathcal{P}_h) \partial^\nu u \|_{L^2}.
\]
Note that we have \( A_0 = B_0 \). Now applying Lemma 9.2 with \( \alpha = 0.5 \), together with (3.14), Lemma 6.6 and (9.5), we conclude that

\[
\| a^{1/2} \nabla \partial^\nu (u - u_h) \|_{L^2} \leq \sum_{m \leq \nu} (\nu_m^k)^{m} \beta^m \| a^{1/2} \nabla (\mathcal{F} - \mathcal{P}_h) \partial^\nu - m \|_{L^2} \\
\lesssim h a^{1/2} (y) \sum_{m \leq \nu} (\nu_m^k)^{m} \beta^m \| \Delta (\partial^{\nu - m} u) \|_{L^2} \\
\lesssim h T(y) a^{1/2} (y) \sum_{m \leq \nu} (\nu_m^k)^{m} \beta^m (|\nu - m| + 1)! \\
\times 2^{\nu - m} \beta^{-\nu - m} \| f \|_{L^2} \\
\lesssim h T(y) a^{1/2} (y) (|\nu| + 2)! 2^{\nu - \nu} \beta^{-\nu} \| f \|_{L^2},
\]

where \( T(y) \) is defined in (3.13). This completes the proof. \( \square \)

**Proof of Lemma 6.8**

This result was proved in [66]. Again we include the proof here to provide a complete unified view of the proof techniques discussed in this survey.

Let \( f, G \in L^2(D) \) and \( y \in U \). Following (9.18)–(9.20) in the uniform case, and using the Leibniz product rule (9.1), we have for the lognormal case that

\[
\partial^\nu G(u - u_h) = \int_D \partial^\nu \left( a \nabla (u - u_h) \cdot \nabla \left( v^G - v^G_h \right) \right) \, dx \\
= \int_D \sum_{m \leq \nu} (\nu_m^k)^{m} \beta^m \partial^{\nu - m} a \partial^m \left( \nabla (u - u_h) \cdot \nabla \left( v^G - v^G_h \right) \right) \, dx \\
= \int_D \sum_{m \leq \nu} (\nu_m^k)^{m} \partial^{\nu - m} a \sum_{k \leq m} (m_k^{m}) \nabla \partial^k (u - u_h) \cdot \nabla \partial^{m - k} \left( v^G - v^G_h \right) \, dx \\
= \int_D \sum_{m \leq \nu} (\nu_m^k)^{m} \partial^{\nu - m} a \sum_{k \leq m} (m_k^{m}) \left( a^{1/2} \nabla \partial^k (u - u_h) \right) \cdot \left( a^{1/2} \nabla \partial^{m - k} \left( v^G - v^G_h \right) \right) \, dx.
\]

Using the Cauchy–Schwarz inequality and (9.26), we obtain

\[
|\partial^\nu G(u - u_h)| \\
\leq \sum_{m \leq \nu} (\nu_m^k)^{m} \beta^{-\nu - m} \sum_{k \leq m} (m_k^{m}) \| a^{1/2} \nabla \partial^k (u - u_h) \|_{L^2} \| a^{1/2} \nabla \partial^{m - k} \left( v^G - v^G_h \right) \|_{L^2}. 
\]

(9.35)
We have from Lemma 6.7 that
\[
\| a^{1/2} \nabla^k (u - u_h) \|_{L^2} \lesssim h T(y) a^{1/2}_{\text{max}}(y) \frac{(|k| + 2)!}{2} 2^{k|\beta|} \| f \|_{L^2}.
\tag{9.36}
\]

Since the bilinear form $\mathcal{A}(\cdot; \cdot, \cdot)$ is symmetric and since the representer $g$ for the linear functional $G$ is in $L^2$, all the results hold verbatim also for the adjoint problem (9.18) and for its FE discretisation (9.19). Hence, as in (9.36), we obtain
\[
\| a^{1/2} \nabla^{m-k} (v^G - v^G_h) \|_{L^2} \lesssim h T(y) a^{1/2}_{\text{max}}(y) \frac{(|m-k| + 2)!}{2} 2^{m-k|\beta|} \| G \|_{L^2}.
\tag{9.37}
\]

Substituting (9.36) and (9.37) into (9.35), and using the identity (9.6), we obtain
\[
| \partial^\nu G(u - u_h) | \lesssim h^2 T^2(y) a_{\text{max}}(y) \sum_{m \leq \nu} \binom{\nu}{m} \frac{(|m| + 5)!}{120} 2^{m|\beta|^\nu} \| f \|_{L^2} \| G \|_{L^2}.
\]

Using again (9.3), with $n = |\nu|$ we have
\[
\sum_{m \leq \nu} \binom{\nu}{m} 2^{|m| \frac{(|m| + 5)!}{120}} = \sum_{i=0}^{n} \binom{n}{i} 2^{(i+5)!} \frac{n!}{120} \sum_{i=0}^{n} (i+1)(i+2)(i+3)(i+4)(i+5)2^i \leq \frac{(n+5)!}{120} \frac{2^n n!}{120}.
\]

This yields the required bound in the lemma. This completes the proof. \qed
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