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We introduce a class of hybrid quantum circuits, with random unitaries and projective measurements, which host long-range order in the area law entanglement phase of the steady state. Our primary example is circuits with unitaries respecting a global Ising symmetry and two competing types of measurements. The phase diagram has an area law phase with spin glass order, which undergoes a direct transition to a paramagnetic phase with volume law entanglement, as well as a critical regime. Using mutual information diagnostics, we find that such entanglement transitions preserving a global symmetry are in new universality classes. We analyze generalizations of such hybrid circuits to higher dimensions, which allow for coexistence of order and volume law entanglement, as well as topological order without any symmetry restrictions.

A major frontier of quantum many-body physics is understanding what types of order can be stabilized in non-equilibrium settings. Much progress has stemmed from many-body localization [1, 2], which is characterized by the breakdown of thermalization and the restricted growth of entanglement. Such non-equilibrium features have usually been achieved by considering models with strong disorder, enabling the existence of “localization protected quantum order” in highly excited states of Hamiltonians [3–5].

Recently, an alternative approach for restricting entanglement growth has been proposed in hybrid quantum circuits involving both unitary evolution and measurements [6–11]. While generic unitary evolution leads to entanglement growth and a steady state with volume law entanglement, measurements generally disentangle degrees of freedom and lead to area law entangled steady states. The competition between the two leads to a fascinating phase transition between area and volume law regimes that has been vigorously explored, stimulating alternative perspectives of the entanglement dynamics [12–23].

A natural question is whether any non-trivial long-range order can be stabilized in the area law regime of such hybrid circuits, and if so, how to understand phase transitions from the ordered phase? This is motivated by not only the search for new orders and universality classes but also the intriguing possibility of quantum effects being relevant in the brain [24, 25]. It has been proposed that the binding of particular molecules realizes projective measurements [26], and thus the possibility of a stable many-body quantum order may be applicable in quantum cognition proposals.

In this work, we present a class of hybrid circuits which hosts long-range quantum order within the area-law phase. The basic intuition is that long-range order cannot be connected to a trivial product state by a finite depth circuit [27], and thus the order can survive up to a threshold ratio of unitaries to measurements. A caveat is that in the circuit architectures presented in [6–8], the basis of any measurement is immediately randomized by a unitary, and we will need to modify the architecture appropriately. As proof of concept, we demonstrate the existence of long-range spin glass order in the area law phase of a class of hybrid circuits with unitaries respecting a global $Z_2$ symmetry and two competing types of measurements. We find a phase diagram which contains both a direct transition between spin-glass area law phase and paramagnetic volume law phase as well as a critical regime. The mutual information at these entanglement transitions exhibits distinct power law scaling, indicating new universality classes due to the global symmetry. We also analyze a two-dimensional version of the hybrid circuit which enables coexistence of spin-glass order and volume law entanglement. We conclude by mentioning generalizations of our construction to other architectures and stabilizing topological order, which would not require a global symmetry.

Setup: We primarily focus on an ensemble of circuits $C$ acting on a one-dimensional chain of qubits of length $L$ with periodic boundary conditions. The circuit architecture consists of a brick-wall pattern of two-qubit operations (Fig. 1). Each operation is either a measurement ($M$), with probability $p$, or a random unitary ($U$), with probability $1−p$. Given that an operation is a measurement, there are two types of measurements $M_1$ and $M_2$. 
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with probability \( r \) and \( 1 - r \). For two neighboring qubits \( i, i + 1 \), we define \( M_1 \) to be the projective measurement of \( Z_i Z_{i+1} \) and \( M_2 \) to be the projective measurement of \( X_i \).

As is the case in previous works, it is convenient for scalable simulation to choose the random unitary from an ensemble of Clifford gates, which have the property of mapping a string of Pauli operators to another Pauli string (in the Heisenberg picture). This enables via the Gottesman-Knill theorem the efficient simulation of the circuit dynamics [28–30], as one need only track the evolution of polynomially many Pauli strings as opposed to an exponentially large wavefunction. It is important that we add an additional symmetry criteria to this ensemble: each Clifford gate \( U \) should map \( X_i X_{i+1} \) to itself; this is sufficient and necessary for preserving a global Ising symmetry given by \( \prod_{i=1}^L X_i \). Thus, both unitaries and measurements in the circuit commute with the Ising symmetry, which is clearly essential for defining any symmetry-breaking order. Details of this ensemble and Clifford/stabilizer technology can be found in the appendix A.

The initial state is the product state \( |\psi_0\rangle = \otimes |+\rangle \), where \( X |+\rangle = |+\rangle \). We are interested in the long time steady state properties after the initial state has been evolved with a deep random circuit \( |\psi\rangle = C|\psi_0\rangle \). In our simulations, we average target quantities over both different realizations of the circuits and different time slices of a given realization at long time; we hereafter refer to this as “averaging over the circuit ensemble”. In particular, to distinguish area and volume law scaling of entanglement, we will compute the Renyi entanglement entropy of \( \psi \) after a bipartition into \( A \) and \( \overline{A} \):

\[
S_A = -\log \text{Tr}(\rho_A^2),
\]

averaged over the circuit ensemble. Here \( \rho_A = \text{Tr}_{\overline{A}}|\psi\rangle \langle \psi| \) and as different Renyi entropies are identical for stabilizer states, we have specified without loss of generality the second Renyi.

We will also compute the spin glass order parameter

\[
O = \frac{1}{L} \sum_{i,j=1}^L \langle \psi | Z_i Z_j | \psi \rangle^2 - \langle \psi | Z_i | \psi \rangle^2 \langle \psi | Z_j | \psi \rangle^2
\]

again averaged over the circuit ensemble. Given the Ising symmetry \( \prod X \), the subtracted piece is always zero. This order parameter probes long-range entanglement in the following sense. For a product state, it is manifestly constant (unity), and the application of finite depth circuits can only lead to exponentially decaying correlators \( \langle Z_i Z_j \rangle \approx e^{-|i-j|/L} \) from Lieb-Robinson bounds [27, 31]. Hence, in the trivial phase of product-like states, this order parameter is constant (independent of system size). On the other hand, consider an ideal spin glass state: a random cat or Greene-Horne-Zeilinger (GHZ) type state \( |s\rangle + (\prod X) |s\rangle \), where \( s \) is a random spin configuration in the z-basis; for this state the order parameter grows linearly with \( L \) because \( \langle Z_i Z_j \rangle^2 = 1 \) for every \( i, j \). Thus, the scaling of this order parameter with system size (constant versus linear) can be used to identify the spin glass phase.

After averaging, these quantities \( S_A, O \) depend only on the parameters of the circuit ensemble \( p, r \).

**Phase Diagram:** We begin by analyzing several cross-sections of the phase diagram.

First consider the \( p = 1 \) cross section (circuits with measurement only). For \( r = 1 \) (ZZ measurement only), the final state has random \( Z_i Z_{i+1} = \pm 1 \) for each pair of qubits and is thus a random cat state described above (due to the Ising symmetry). The other extreme \( r = 0 \) yields random paramagnetic product states. Both spin glass and trivial phases are perturbatively stable to competing measurements respecting the Ising symmetry. For example, an \( X \) measurement on a single qubit \( j \) of a cat state will disentangle the qubit and leave the remaining system in a cat state; this is because the stabilizers \( Z_{j-1} Z_j, Z_j Z_{j+1} \) become \( Z_{j-1} Z_{j+1}, X_j \) after the measurement and the cat heals across \( j \). Note that the Ising symmetry is essential here; a \( Z \) measurement on a single qubit of a cat state would collapse it into a product state.

This ensemble of measurement only circuits has a duality between ZZ, X measurements that is manifest after performing a Jordan-Wigner mapping from spins to Ma-
jorana modes. In the latter representation, each spin corresponds to two Majorana modes, and in the resulting Majorana chain, the two types of measurement correspond to fermion parity measurements between pairs of Majoranas on even and odd bonds (Fig. 2a). The duality fixes a phase transition between spin glass and paramagnetic phases at \( r = 0.5 \), and this critical point in the Majorana representation is explicitly described by a 2d classical loop model at its corresponding critical point; this mapping was detailed in [32]. See Fig. 2a for an example of loops arising from Majorana worldlines.

Next, we consider the cross section with fixed \( r = 0.5 \) and variable \( p \). Remarkably, we find (Fig. 3) that in the range \( p \in [0.5, 1] \), the entanglement scales with subsystem size as \( S_A = c(p) \log |A| \), with coefficient increasing continuously from \( c(p = 1) \approx 0.27 \) (consistent with the loop model prediction \( \sqrt{3}/2\pi \) [33]). For \( p < 0.5 \), the entanglement exhibits volume law scaling. We also compute the mutual information \( I(a, b) = S_a + S_b - S_{a,b} \) between two qubits \( a, b \) and find that in the critical regime, \( I \) decays as a power law with \( |b - a| \); the power also varies continuously with \( p \).

Another important cross section is \( r = 1.0 \) and variable \( p \), in which unitaries compete with exclusively ZZ measurements. We find evidence of a critical point at \( p_c \approx 0.38 \), in which there is a simultaneous transition from a spin glass area law phase above \( p_c \) to a paramagnetic volume law phase below \( p_c \). This is supported by Fig. 4, which depicts a transition of entanglement scaling from area to volume law at \( p_c \approx 0.38 \) and a transition of spin glass order parameter from linear scaling with \( L \) to constant scaling at \( p_c \approx 0.39 \) (the two points are within numerical error). It is evident from the figures that both entanglement and order parameter exhibit log scaling at the critical point and scaling collapse near the critical point:

\[
S_{L/4}(L, p) - S_{L/4}(L, p_c) = F \left( (p - p_c)L^{1/\nu_S} \right)
\]

\[
O(L, p) - O(L, p_c) = G \left( (p - p_c)L^{1/\nu_O} \right)
\]

with \( \nu_S \approx 1.3, \nu_O \approx 1.5 \). The critical exponent \( \nu_S \approx 1.3 \) is comparable to the value \((4/3)\) expected for the percolation transition in two dimensions.

Some intuition for this phase transition can be obtained from the Majorana representation, in which a two-qubit unitary acts locally on the four corresponding Majoranas because the unitary respects the Ising symmetry (fermion parity). In particular, the symmetric 2-qubit Clifford gate is generated by (non-interacting) Majorana swap operations and (interacting) multiplication by the local fermion parity (see Appendix A). As suggested in [8], it is helpful to consider a minimal cut picture which yields the final state’s zeroth Renyi entanglement entropy for an interval with endpoints at qubits \( a, b \). We expect the latter to be proportional to the minimum number of unitaries cut by a curve through the circuit with endpoints fixed to be \( a, b \) at the final time slice (see Fig. 2b). Within this picture, the area-law \( S_0 \) phase corresponds to minimal cuts which pass through a constant number of unitaries as \( |b - a| \to \infty \). Though the minimal cut picture is only strictly valid for the zeroth Renyi entropy of a circuit with Haar random unitaries, we use it as a heuristic for understanding the transition in the Clifford circuit.

Such a minimal cut in the area law phase also implies that the spin glass correlation \( \langle Z_a Z_b \rangle \) is constant as \( |b - a| \to \infty \), yielding a long-range spin glass. This arises from the product of ZZs from the measurements along the minimal cut, which is attenuated by only a constant number of unitaries traversed by the cut. The ZZ correlation begins with the bottom two qubits of the
FIG. 5. (left) Antipodal geometry. Intervals $A$ and $B$ are of the same size and centered on two antipodal points of the periodic qubit chain of length $L$. (right) Simulated mutual information $I(A, B)$ as a function of the ratio $|A|/L$ at critical points corresponding to $r = 0$ ($Z_2$-Clifford unitaries + X measurement) and $r = 1$ ($Z_2$-Clifford unitaries + ZZ measurement).

minimal cut, and as the next measurements along the minimal cut are performed, the pair of qubits which are correlated propagates outward in both directions until it reaches $a, b$.

Hence, the minimal cut links the area law phase and spin glass order, at least for $r = 1$. A minimal cut through only a constant number of unitaries is no longer possible when the unitary cluster percolates. Hence, we expect that the area law spin glass is destroyed near the site percolation threshold of the square lattice 0.59. Our numerical results indicates $1 - p_c \approx 0.62$, which is close to the value 0.59 given by the minimum cut picture.

A useful probe of the critical point is the mutual information between two antipodal intervals $A, B$ of equal size $|A|$ (see Fig. 5). In previous studies without a global symmetry, including both Haar and Clifford random circuits, the mutual information scales as $I_{A,B} \propto (|A|/L)^4$ [7, 8] in the regime of $(|A|/L) \ll 1$. In contrast, in our symmetric hybrid circuit, at the spin glass area-law to paramagnetic volume-law transition described above, we find $I_{A,B} \propto (|A|/L)^{2.7}$ (Fig. 5). These indicate that the entanglement transitions in the presence of a global symmetry are in distinct universality classes than those without symmetry.

The full phase diagram is presented in Fig. 1 and obtained from both cross sections presented above and additional ones in the Appendix C ($r = 0.25, 0.75$ and $p = 0.75$). The shaded central portion is a critical regime including the segment of the $r = 0.5$ cross section discussed earlier, with logarithmic entanglement scaling in our current system sizes. One possibility is that the segment at $r = 0.5$ closely borders two phase boundaries and thus appears critical in finite systems. However, both the large range of the log scaling observed ($p \in [0.5, 1]$) as well as the sharp transition from log to volume law scaling (Fig. 3) (as opposed to a smooth crossover) are surprising. In short, the critical phase in the thermodynamic limit either (1) persists as a critical phase (2) disappears, resulting in two critical lines separating volume law from paramagnetic and spin glass or (3) disappears, resulting in three critical lines meeting at a point.

For understanding the critical regime, one may consider loop models with crossings [34–41] as toy models for our hybrid circuit. As mentioned, the $r = 0.5, p = 1$ critical point is described by non-intersecting loops, and loop crossings represent unitaries which swap Majoranas; these serve as bottlenecks in the circuit/loop configuration which lengthen the minimal cut and increase entanglement. Interestingly, for finite crossing probability, loop models have a critical “Goldstone phase” [34–41], referring to a sigma model description in the continuum. Indeed, the phase diagram in [34] bears much similarity to ours, and it would be interesting to understand in detail the connection. This Goldstone phase has also been discussed in the context of entanglement transitions in random tensor networks [42].

**Higher dimensions:** In contrast to one dimension, higher-dimensional circuit architectures allow for the possibility that both measurement and unitary clusters can percolate in a parameter range. In such a range, the final state consists of an extensive subset of spins connected in the past by a measurement cluster, enabling spin-glass order. On the other hand, the percolating unitary cluster may intersect a minimal surface an extensive number of times, leading to volume law entanglement scaling.

This can be verified by simulating a generalization of our architecture to a two-dimensional system using the
The left panel of Fig. 6 shows a temporal cross-section of our $(2 + 1)d$ circuit; the circuit alternates between the background and foreground, which involve two distinct partitions into sets of 4-qubit operations. Each operation is, with probability $1 - p$ or $p$, either a random 4-qubit Clifford gate commuting with $X_1X_2X_3X_4$, or 3 consecutive measurements in bases $Z_1Z_2$, $Z_2Z_3$, and $Z_3Z_4$. Our result (right panel of Fig. 6) shows that the entanglement transition and the spin glass transition respectively happen at $p_{c,S} \approx 0.5$ and $p_{c,O} \approx 0.25$. The parameter range between them corresponds to a volume-law, spin-glass-ordered phase. See Appendix E for more details.

**Other architectures:** We expect that replacing symmetric Clifford with symmetric Haar random unitaries will not change the qualitative aspects of the phase diagrams. The stability of the ordered phase derives from the inability of finite depth circuits to destroy the order, and this holds for any symmetric unitary circuit.

Furthermore, the hybrid circuits considered in the literature can also support spin glass order, after a small but important modification. Such circuits are brick walls of operations that have probability $1 - p$ of being a random unitary and probability $p$ of being a projective measurement followed by a random unitary, and previous work has considered this setup with $ZZ$ measurements as the projective measurement [6]. However, both the fact that a unitary is always applied, even after a measurement is made, and the fact that each measurement layer was restricted to either even bonds or odd bonds of qubits [6], implies that the measurement basis is irrelevant and no spin-glass order can exist.

Consider a very similar setup in which random unitaries are always applied in a brick-wall pattern, but between each layer of unitaries, $ZZ$ measurements on any neighboring qubits are performed with probability $p$ (see Fig. 7). In this case, for large $p$, connected clusters of $ZZ$ measurements are performed, and the subsequent (single) layer of unitaries cannot destroy the spin-glass order as long as the Lieb-Robinson length is shorter than the typical measurement cluster size. As before, it is essential that each random unitary respect the global Ising symmetry.

We find that the volume law phase persists up to $p \approx 0.52$ and the spin glass order begins at $p \approx 0.58$ (see Appendix D for data). Based on our numerics, the interval between these points appears to be critical (entanglement scaling is not strictly area or volume law), but we cannot rule out finite size effects masking a direct transition between the two phases. Nonetheless, the existence of the spin glass phase is unambiguous.

**Topological order and beyond:** The measurements in the hybrid circuit can be generalized to stabilize other types of quantum order. For example, measurements of the (commuting Pauli) operators in the toric code Hamiltonian [43] would stabilize a random topologically ordered state. One could use the same type of order parameter as Eq. (2), with the $Z$ operator replaced by a string operator (one of the Wilson lines). In contrast to the spin glass order, the unitaries in this hybrid circuit need not respect any global symmetry for the stability of topological order.

The use of measurements to protect against random operations also forms the basis of active quantum error correction. An important difference is that active quantum error correction seeks to reverse errors by applying operations depending on the error syndromes are obtained. In contrast, in our setup, while the measurement operations are essential, their outcomes are not important (our scheme has no feedback). This is because the protocol does not preserve a particular quantum state but instead a particular long-range entanglement structure. Hence the name measurement protected quantum phases.

Nonetheless, it would be interesting to incorporate conditioning on measurements. More generally, can the hybrid unitary and measurement circuits lead to new quantum orders beyond the critical points? And how can these new universality classes with symmetry be understood? We leave these explorations for the future.

**Note added:** While completing this work, we noticed a related work [44] posted recently.
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APPENDIX A: CLIFFORD CIRCUITS WITH SYMMETRY

A stabilizer state over $N$ qubits $|\psi_S\rangle$ is defined to be the unique simultaneous $+1$ eigen-state of a set of stabilizer $S$:

$$s |\psi_S\rangle = |\psi_S\rangle \quad \forall s \in S \quad (5)$$

Where $S = \{s_1, ..., s_N\}$ is a set of mutually commuting and independent (under multiplication) Pauli string operators. The algorithm for obtaining entanglement entropy from $S$ was introduced in [8].

Since any non-identity Pauli string operator $s \in S$ has spectrum $\{1, -1\}$, $\frac{1}{2} (s + 1)$ is a projector to the $s$ ’s positive eigen-space. Further the density matrix of $|\psi_S\rangle$ can be explicitly written as:

$$\rho_S = |\psi_S\rangle \langle \psi_S| = \prod_i \left(\frac{1 + s_i}{2}\right) = \frac{1}{2^N} \sum_{g \in G} g \quad (6)$$

Here $G_S = \{s_1^{b_1}, ..., s_N^{b_N}|b_i \in \{0, 1\} \forall i\}$ is the finite abelian group spanned by $S$ under multiplication, named the stabilizer group of $|\psi_S\rangle$.

A stabilizer state $|\psi_S\rangle$ can be efficiently stored in memory by only keeping track of $S$, which takes $O(N^2)$ bytes. One can also obtain quantities involving $|\psi_S\rangle$ by only referring to $S$. A method for calculating bipartite entanglement entropy from $S$ was introduced in [7]. For the spin glass order parameter $2$, the two-point correlation square term can be expressed as:

$$\langle \psi_S|Z_i Z_j|\psi_S\rangle^2 = \text{Tr}(\rho_S Z_i Z_j \rho_S Z_i Z_j) = \frac{1}{2^N} \text{Tr} \left( \prod_k (1 + s_k) Z_i Z_j \prod_l (1 + s_l) Z_i Z_j \right)$$

$$= \frac{1}{2^N} \text{Tr} \left( \prod_k (1 + s_k)(1 + c_{ki}c_{kj} s_k) \right)$$

$$= \frac{1}{2^N} \text{Tr} \left( \prod_k (1 + s_k)(1 + c_{ki}c_{kj}) \right)$$

$$= \frac{1}{2^N} \text{Tr} \left( \prod_k (1 + s_k) \prod_l (1 + c_{li} c_{lj}) \right)$$

$$= \frac{1}{2^N} \prod_l (1 + c_{li} c_{lj}) = \prod_l 1[c_{li} c_{lj} = 1] \quad (7)$$

where $c$ is a $\{1, -1\}$ valued matrix such that $Z_i s_k = c_{ki} s_k Z_i$. The one-point square term can similarly be obtained as:

$$\langle \psi_S|Z_i|\psi_S\rangle^2 = \prod_l 1[c_{li} = 1] \quad (8)$$

Clifford gates over $N$ qubits $C$ is a class of unitary gates with the property of always mapping one Pauli string operator to another. The action of Clifford gate $U \in C_N$ on a stabilizer state $|\psi_S\rangle$ is given by:

$$U^\dagger |\psi_S\rangle \langle \psi_S| U = \prod_i \left( \frac{1 + U^\dagger s_i U}{2} \right) = |\psi_{SU}\rangle \langle \psi_{SU}|$$

where $SU = \{s_i^{U_1}, ..., s_N^{U_N}\} = \{U^\dagger s_i U, ..., U^\dagger s_N U\}$ is still a valid set of stabilizers. So Clifford group also leaves the set of stabilizer states invariant.

A $N$-qubit Clifford gate is completely determined by its action on single site Pauli operators $\{X_i, Z_i\}_{i \in [N]}$. Clearly the mapping must preserve the commutation relation
with \( \{X_i, Z_i\}_{i \in [N]} \). Moreover, it can be shown that any mapping that maps \( \{X_i, Z_i\}_{i \in [N]} \) to the set of Pauli string operators and preserves their commutation relations uniquely (up to a phase factor) determines a \( U \in C_N \).

In the main text we focused on a subset of \( C_N \) that respects the Ising symmetry, namely the \( Z_2 \) symmetric Clifford gates \( C_N^\text{sym} \). Such gates can be characterized by their defining property of leaving the global flipping operator \( T = \prod_i X_i \) invariant:

\[
C_N^\text{sym} = \{ U \in C_N | U^\dagger T U = T \} \tag{10}
\]

Similar to generic Clifford gates, \( C_N^\text{sym} \) as a finite discrete group can be generated by a much smaller set of one- and two-qubit gates. The description of this set is more clear in the Majorana picture through the Jordan-Wigner transformation:

\[
\gamma_{2i-1} = (\prod_{j<i} X_j) Y_i \\
\gamma_{2i} = (\prod_{j<i} X_j) Z_i
\]

Because the transformation always maps a Pauli string operator to a Majorana one and vice versa, we can conclude that in the Majorana picture a Clifford gate always maps one Majorana string operator to another (up to some phase factor). The \( Z_2 \) symmetry constraint guarantees that the action of \( U \in C_N^\text{sym} \) preserves the Majorana parity, and is local in both spin and Majorana picture.

Within the Majorana picture, \( C_N^\text{sym} \) is generated by two kinds of gates: the two-Majorana swap gate \( U^s = \exp(\frac{i\pi}{4} \gamma_1 \gamma_2) \):

\[
(U^s)^\dagger \gamma_1 U^s = \gamma_2 \\
(U^s)^\dagger \gamma_2 U^s = -\gamma_1
\]

and the four-Majorana “parity gate” (acting like a multiplication by the local fermion parity operator) \( U^p = \exp(\frac{i\pi}{4} \gamma_1 \gamma_2 \gamma_3 \gamma_4) \):

\[
(U^p)^\dagger \gamma_1 U^p = i\gamma_2 \gamma_3 \gamma_4 \\
(U^p)^\dagger \gamma_2 U^p = -i\gamma_1 \gamma_3 \gamma_4 \\
(U^p)^\dagger \gamma_3 U^p = i\gamma_1 \gamma_2 \gamma_4 \\
(U^p)^\dagger \gamma_4 U^p = -i\gamma_1 \gamma_2 \gamma_3
\]

To numerically sample an element \( U \) from \( C_2^\text{sym} \), first a random element is picked in \( \mathcal{P}_2 \) – \( \{I_1 I_2, X_1 X_2\} \) as \( X_1^U \) (\( \mathcal{P}_2 \) is the set of 2-Pauli operators), then \( X_2^U \) is automatically determined through \( X_2^U \). \( Z_1 \) is sampled from a subset of \( \mathcal{P}_2 \) – \( \{I_1 I_2, X_1 X_2, X_1^U, X_2^U\} \) that commutes with \( X_2^U \) and anti-commutes with \( X_1^U \). Finally \( Z_2^U \) can be sampled in a similar manner.

APPENDIX B: DETAILS OF SAMPLING PROCEDURE

In the main text, we are mainly concerned about properties of the ensemble of late time steady states produced by some given circuit architecture. In this section we explain how we sample states from this ensemble numerically.

For a given random realization of circuit with size \( L \), we first evolve the initial state (which is typically chosen to be a product state) for \( \tau L \) steps so that it reaches the equilibrium, then sample the evolving state every \( \Delta t \) steps. By increasing \( \Delta t \), one can reduce the correlation between two adjacent sampled states and increase the convergence speed of target quantities. In our simulations \( \Delta t \) is fixed to be 32. The selection of \( \tau \) is usually simulation-wise as \( \tau L \) needs to be larger than the time required for the system to reach equilibrium, and the latter is usually architecture and parameter dependent. To decide \( \tau \) one can plot the quantity of interest as a function of time steps then take any time after which the quantity saturates divided by \( L \) as \( \tau \). As an example, FIG. 8 shows the transient behavior of \( O(L = 512, p = p_c = 0.39, t) \) at \( r = 1 \).

APPENDIX C: ENTANGLEMENT ENTROPY ON OTHER CROSS SECTIONS

We obtain entanglement entropy scaling for three additional cross sections of the phase diagram: \( r = 0.25, 0.75 \) (FIG. 9) and \( p = 0.75 \) (FIG. 10).
APPENDIX D: DATA FOR ALTERNATIVE ARCHITECTURE

For the alternative architecture (Fig. 7 in main text), we present the entanglement entropy scaling and spin glass order parameter data in Figures 11 and 12. Based on the data, we conclude that the volume law phase is destroyed at $p_{c,S} \approx 0.52$ and the spin glass order onsets at $p_{c,O} \approx 0.58$. The intermediate regime has spin-glass correlation and entanglement scaling that is neither clearly area or volume law. These could be due to finite size effects and require larger systems for further study.

APPENDIX E: FURTHER DATA FOR (2+1)D CIRCUIT AT $p = 0.3$

Fig. 13 and fig. 14 present the behaviors of $S_A(L, p)$ and $O(L, p)$ at $p = 0.3$ in (2+1)D circuit (see fig. 6 in main text). Our result shows that $S_A(L, p) / O(L, p)$ scales linearly with partition size / system size when $p = 0.3$. 
FIG. 11. Entanglement entropy versus log of partition size, for various $p$, for the alternative architecture.

FIG. 12. Spin glass order parameter versus log of system size, for various $p$, for the alternative architecture.

FIG. 13. Simulated bipartite entanglement entropy $S_A(L,p)$ at $p = 0.3$ in (2+1)D circuit with varying partition size $A = (A_x, A_y)$. The total system size $L = (L_x, L_y) = (60, 20)$ and $A_y = 20$ are fixed while $A_x$ is varying. For dashed line $(a_S, b_S) = (4.87, 35.85)$

FIG. 14. Simulated spin-glass order parameter $O(L,p)$ at $p = 0.3$ in (2+1)D circuit with $L_y = 20$ fixed and $L_x$ varying. For dashed line $(a_O, b_O) = (0.33, 0.67)$