Bioinformatics Identified 17 Immune Genes as Prognostic Biomarkers for Breast Cancer: Application Study Based on Artificial Intelligence Algorithms
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An increasing body of evidence supports the association of immune genes with tumorigenesis and prognosis of breast cancer (BC). This research aims at exploring potential regulatory mechanisms and identifying immunogenic prognostic markers for BC, which were used to construct a prognostic signature for disease-free survival (DFS) of BC based on artificial intelligence algorithms. Differentially expressed immune genes were identified between normal tissues and tumor tissues. Univariate Cox regression identified potential prognostic immune genes. Thirty-four transcription factors and 34 immune genes were used to develop an immune regulatory network. The artificial intelligence survival prediction system was developed based on three artificial intelligence algorithms. Multivariate Cox analyses determined 17 immune genes (ADAMTS8, IFNG, XG, APOA5, SIAH2, C2CD2, STAR, CAMP, CDH19, NTSR1, PCDHA1, AMELX, FREM1, CLEC10A, CD1B, CD6, and LTA) as prognostic biomarkers for BC. A prognostic nomogram was constructed on these prognostic genes. Concordance indexes were 0.782, 0.734, and 0.735 for 1-, 3-, and 5-year DFS. The DFS in high-risk group was significantly worse than that in low-risk group. Artificial intelligence survival prediction system provided three individual mortality risk predictive curves based on three artificial intelligence algorithms. In conclusion, comprehensive bioinformatics identified 17 immune genes as potential prognostic biomarkers, which might be potential candidates of immunotherapy targets in BC patients. The current study depicted regulatory network between transcription factors and immune genes, which was helpful to deepen the understanding of immune regulatory mechanisms for BC cancer. Two artificial intelligence survival predictive systems are available at https://zhangzhiqiao7.shinyapps.io/Smart_Cancer_Survival_Predictive_System_16_BC_C1005/ and https://zhangzhiqiao8.shinyapps.io/Gene_Survival_Subgroup_Analysis_16_BC_C1005/. These novel artificial intelligence survival predictive systems will be helpful to improve individualized treatment decision-making.
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INTRODUCTION

As the most common malignant tumor in women, breast cancer (BC) resulted in 2,088,849 new cases and 626,679 deaths in 2018 (1). Although advances in diagnosis and treatments improved the survival rate of patients with early BC, but the survival rate of patients with advanced BC was still poor (2). Early identification of BC patients with poor prognosis and timely individualized treatments were helpful to improve the prognosis of BC patients. The tremendous progress of bioinformatics has provided tremendous support for exploring the intrinsic mechanism of tumorigenesis and prognosis. (3–6). Tumor-infiltrating immune cells were reported to be associated with tumorigenesis and prognosis (7, 8). It was reported that there was a significant correlation relationship between tumor-infiltrating immune and prognosis in BC patients (9). Immune-related genes could be used to calculate the immune scores and evaluate the tumor infiltration of immune cells to analyze the tumor immune characteristics (10). There were several prognostic models for prediction of prognosis in BC patients (11–13). However, these prognostic models could only provide mortality risk prediction for patients in different subgroups, but not individual mortality risk prediction for a specific patient at the individual level. From a specific patient’s point of view, the patient’s own mortality risk prediction was more important than that of patients in different subgroups. Therefore, a prognostic model that can provide individualized mortality risk prediction for a specific patient is helpful to optimize individualized treatment and improve clinical prognosis.

The current research aimed at exploring the relationship of immune-related genes with transcription factor, immune-infiltrating cells, and disease-free survival (DFS) of BC patients. Based on different artificial intelligence algorithms, the current study focused on developing artificial intelligence survival predictive systems for providing individual mortality risk prediction for BC patients.

MATERIALS AND METHODS

Study Datasets

The original gene expression dataset from The Cancer Genome Atlas (TCGA) database contained 21,205 mRNAs from 1,109 tumor specimens to 113 normal specimens. After removal of patients with survival time <1 month and duplicate samples, 1,030 were included in further survival analyses. The original gene expression values have been log_{10} transformed for TCGA dataset. GSE31448 dataset (GPL570 platform) contained 246 patients and 23,319 mRNAs.

Gencode.v29 was used for converting probe IDs name to gene symbols.

Abbreviations: BC, breast cancer; TCGA, The Cancer Genome Atlas; GEO, the Gene Expression Omnibus; ROC, receiver operating characteristic; DFS, disease free survival; HR, hazard ratio; CI, confidence interval; AJCC, the American Joint Committee on Cancer; SD, standard deviation.

Differentially Expressed Analyses

Differentially expressed analyses were conducted with cutoff values of log_{2} [fold change] > 1 and P < 0.05 by “edgeR” (14). Data were normalized by Trimmed mean of M values method.

Immune Gene and Transcription Factor

Immune genes were identified through Immunology Database and Analysis Portal database (15). Transcription factors were defined through Cistrome Cancer database (16).

Tumor Immune Infiltration

Six tumor-infiltrating immune cell data were obtained from Tumor IMmmune Estimation Resource database (16). Single sample gene set enrichment analysis was used to evaluate tumor immune infiltration scores for 28 immune categories (17, 18).

Statistical Analyses

Statistical analyses were conducted by SPSS Statistics 19.0 (SPSS Inc., Chicago, IL, USA). Artificial intelligence algorithms were performed by Python language 3.7.2 and R software 3.5.2.

| TABLE 1 | Clinical features of included patients. |
|---------|-----------------|---|
|         | TCGA dataset    | GSE31448 dataset | P |
| Number [n]                      | 1,030          | 246           |
| Death [n (%)]                   | 202 (19.6)    | 79 (32.1)     | <0.001 |
| Total survival time (mean ± SD, month) | 40.1 ± 35.8 | 61.1 ± 41.2 | <0.001 |
| Survival time for dead patients (month) | 45.0 ± 37.4 | 37.7 ± 28.5 | 0.080 |
| Survival time for living patients (month) | 38.9 ± 35.3 | 72.1 ± 41.7 | <0.001 |
| Age (mean ± SD, year)           | 58.3 ± 13.2   | 55.2 ± 13.5   | <0.001 |
| AJCC PT (T3)                    | 166 (16.1)    | 68 (27.6)     | 0.002 |
| AJCC PT (T2)                    | 588 (57.1)    | 121 (49.2)    |
| AJCC PT (T1)                    | 274 (26.6)    | 57 (23.2)     |
| AJCC PT (NA)                    | 2 (1.9)       | 0             |
| AJCC PN (N1)                    | 529 (51.4)    | 129 (52.4)    | 0.662 |
| AJCC PN (N0)                    | 482 (46.8)    | 115 (46.7)    |
| AJCC PN (NA)                    | 19 (1.8)      | 2 (0.8)       |
| AJCC PM (M2)                    | 157 (15.2)    | NA            |
| AJCC PM (M1)                    | 20 (1.9)      | NA            |
| AJCC PM (M0)                    | 853 (82.8)    | NA            |
| AJCC PM (NA)                    | 0             | NA            |
| Progesterone receptor (positive) | 665 (64.6)    | 124 (50.4)    | <0.001 |
| Progesterone receptor (negative) | 320 (31.1)    | 120 (48.8)    |
| Progesterone receptor (NA)      | 45 (4.4)      | 2 (0.8)       |
| Estrogen receptor (positive)    | 763 (74.1)    | NA            |
| Estrogen receptor (negative)    | 224 (21.7)    | NA            |
| Estrogen receptor (NA)          | 43 (4.2)      | NA            |
| Grade 3                         | NA            | 116 (47.2)    |
| Grade 2                         | NA            | 84 (34.1)     |
| Grade 1                         | NA            | 44 (17.9)     |
| Grade 0                         | NA            | 3 (1.2)       |

Continuous variables are presented as mean ± standard deviation. NA, missing data; AJCC, American Joint Committee on Cancer.
Artificial intelligence algorithms were carried out according to the original articles: Cox survival regression (19), multitask logistic regression (20, 21), and random survival forest (22, 23). Threshold for statistically significant difference was $P < 0.05$.

**RESULTS**

**Study Datasets**

Details of research steps are displayed in Supplementary Figure 1. Table 1 displays the basic information of patients in the model dataset and validation dataset. The mortality rate in the validation dataset was 32.1% (79/246), which was significantly higher than 19.6% (202/1,030) in the model dataset.

**Differentially Expressed Analyses**

Volcano plots of 21,205 mRNAs and 3,627 immune genes are presented in Figures 1A,B. There were 265 up-regulated and 185 down-regulated immune genes in differentially expressed analyses.
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**FIGURE 1** | Differentially expression and functional enrichment. (A) Volcano chart of differentially expressed genes. (B) Volcano chart of immune differentially expressed genes. (C) Barplot chart for functional enrichment analysis.
**Functional Enrichment Analyses**
To explore biological functions of immune genes, Gene Ontology (GO) and Kyoto Encyclopedia of Genes and Genomes (KEGG) were performed. Bar plot (Figure 1C), GO chord chart (Figure 2), and KEGG chord plot (Supplementary Figure 2) showed that biological functions of immune genes were mainly enriched in leukocyte migration, positive regulation of cell adhesion, regulation of inflammatory response, regulation of immune effector process, T cell activation, regulation of lymphocyte activation, positive regulation of leukocyte–cell adhesion, leukocyte chemotaxis, positive regulation of cell–cell adhesion, and leukocyte cell–cell adhesion. The top five KEGG items were as follows: cytokine–cytokine receptor interaction, hematopoietic cell lineage, viral protein interaction with cytokine and cytokine receptor, human T cell leukemia virus 1 infection, and PI3K–Akt signaling pathway.

**Immune Regulatory Network**
Univariate Cox regression determined 179 prognostic genes for DFS. The current research adopted three methods to explore the relationship between immune genes and transcription factors. First, with thresholds of correlation coefficient >0.5 and \( P < 0.01 \), the current study identified transcription factors that were highly correlated with prognostic immune genes. Second, prognostic immune genes and their highly correlated transcription factors were put in STRING database (medium confidence, 0.70) to

![Figure 2 | Chord chart of prognostic genes.](image-url)
explore relationships among prognostic immune genes and transcription factors. Finally, Cytoscape v3.6.1 was used to develop an immune regulatory network (Figure 3) on 34 immune genes and 34 transcription factors (24).

Construction of Prognostic Model
Multivariate Cox regression identified 17 genes as independent influence factors for BC (Table 2 and Figure 4). The formula of prognostic model was as follows:

prognostic score = $(-0.499 * \text{ADAMTS8}) + (-0.698 * \text{IFNG}) + (0.790 * \text{XG}) + (0.645 * \text{APOA5})$
$+ (-0.901 * \text{SIAH2}) + (1.117 * \text{C2CD2})$
$+ (-0.507 * \text{STAR}) + (-0.321 * \text{CAMP})$
$+ (-0.261 * \text{CDH19}) + (0.382 * \text{NTSR1})$
$+ (0.331 * \text{PCDHA1}) + (0.706 * \text{AMELX})$
$+ (-0.655 * \text{FREM1}) + (1.082 * \text{CLEC10A})$
$+ (-0.497 * \text{CD1B}) + (-0.909 * \text{CD6})$
$+ (0.620 * \text{LTA})$.

Prognostic nomogram is shown in Figure 5.

Clinical Performance of Model Cohort
Figure 6A displays survival curves in the high-risk group and low-risk group divided by the median of prognostic scores. Figure 6B demonstrates that concordance indexes were 0.782, 0.734, and 0.735 for 1-, 3-, and 5-year survival, respectively. Supplementary Figure 6 shows calibration curves of the model cohort.

Clinical Performance of Validation Cohort
Figure 7A displays survival curves in the high-risk group and low-risk group. Figure 7B demonstrates that concordance indexes were 0.778, 0.738, and 0.792 for 1-, 3-, and 5-year survival, respectively. Supplementary Figure 7 shows calibration curves of the validation cohort.

Artificial Intelligence Survival Prediction System
Artificial intelligence survival prediction system was constructed to provide individual mortality risk prediction for BC patients (Figure 8). This tool could provide three individual mortality risk predictive curves by using random survival forest algorithm (Figure 8A), multitask logistic regression algorithm (Figure 8B), and Cox survival regression algorithm (Figure 8C). Artificial intelligence survival prediction system is available at https://zhangzhiaqiao7.shinyapps.io/Smart_Cancer_Survival_Predictive_System_16_BC_C1005/.

Gene Survival Analysis Screen System
The Gene Survival Analysis Screen System was constructed for exploratory research of immune genes (Supplementary Figure 8). The Gene Survival Analysis Screen System is available at https://zhangzhiaqiao8.shinyapps.io/Gene_Survival_Subgroup_Analysis_16_BC_C1005/.
| Immune gene       | Univariate analysis | Multivariate analysis |
|-------------------|---------------------|-----------------------|
|                   | HR                  | 95% CI                | P        | Coefficient | HR     | 95% CI | P        |
| ADAMTS8 (high/low)| 0.601               | 0.453                 | 0.796    | −0.499      | 0.607  | 0.444–0.832 | 0.002 |
| IFNG (high/low)   | 0.627               | 0.472                 | 0.833    | −0.698      | 0.497  | 0.335–0.739 | <0.001|
| XG (high/low)     | 1.373               | 1.036                 | 1.819    | 0.790       | 2.203  | 1.520–3.193 | <0.001|
| APOA5 (high/low)  | 1.465               | 1.084                 | 1.979    | 0.645       | 1.906  | 1.331–2.730 | <0.001|
| SIAH2 (high/low)  | 0.686               | 0.519                 | 0.908    | −0.901      | 0.406  | 0.264–0.624 | <0.001|
| C2CD2 (high/low)  | 1.327               | 1.004                 | 1.753    | 1.117       | 3.056  | 1.742–5.361 | <0.001|
| STAR (high/low)   | 0.631               | 0.477                 | 0.835    | −0.507      | 0.602  | 0.432–0.839 | 0.003 |
| CAMP (high/low)   | 0.740               | 0.559                 | 0.979    | −0.321      | 0.725  | 0.580–0.907 | 0.005 |
| CDH19 (high/low)  | 0.676               | 0.510                 | 0.895    | −0.261      | 0.771  | 0.648–0.916 | 0.003 |
| NTSR1 (high/low)  | 1.410               | 1.068                 | 1.850    | 0.382       | 1.465  | 1.162–1.847 | <0.001|
| PCDHA1 (high/low) | 1.475               | 1.116                 | 1.950    | 0.331       | 1.392  | 1.125–1.723 | 0.002 |
| AMELX (high/low)  | 1.488               | 1.019                 | 2.172    | 0.706       | 2.026  | 1.236–3.322 | 0.005 |
| FREM1 (high/low)  | 0.678               | 0.512                 | 0.898    | −0.655      | 0.520  | 0.362–0.747 | <0.001|
| CLEC10A (high/low)| 0.699               | 0.528                 | 0.925    | 1.082       | 2.950  | 1.756–4.957 | <0.001|
| CD1B (high/low)   | 0.729               | 0.550                 | 0.966    | −0.497      | 0.608  | 0.407–0.909 | 0.015 |
| CD6 (high/low)    | 0.619               | 0.467                 | 0.821    | −0.909      | 0.403  | 0.215–0.755 | 0.005 |
| LTA (high/low)    | 0.730               | 0.551                 | 0.967    | 0.620       | 1.860  | 1.048–3.300 | 0.034 |

The medians of gene expression values were used as cutoff values to stratify gene expression values into high expression group (as value 1) and low expression group (as value 0). HR, hazard ratio; CI, confidence interval.

FIGURE 4 | Immune gene survival forest chart.
Independence Assessment
Prognostic signature, AJCC PT, and AJCC PN were independent risk factors for DFS in the model dataset (Table 3). In the validation dataset, prognostic signature was proven to be an independent risk factor for DFS.

Clinical Correlation Analyses
Figure 9 shows a correlation coefficient heatmap between prognostic genes and clinical variables. Supplementary Figure 9 presents correlation significance heatmap between prognostic genes and clinical variables.

Tumor Immune Infiltration Correlation Analyses
Figure 10 presents correlation coefficient heatmap between tumor immune infiltration and prognostic genes. Supplementary Figure 10 presents correlation significance heatmap between tumor immune infiltration and prognostic genes.

Tumor Immune Infiltration
Figure 11 demonstrates expression levels of six tumor immune infiltration in the high-risk group and low-risk group. Figure 12 presents scatterplots between six tumor immune infiltrations and prognostic score.

Gene Differential Expression Between Normal Samples and Tumor Samples
To demonstrate the gene differential expression between normal samples and tumor samples at the molecular level, the current study performed group differential expression analyses between normal samples and tumor samples obtained

---

### FIGURE 5 | Prognostic nomogram chart.

| Points | ADAMTS8 | IFNG | XG | APOA5 | SIAH2 | C2CD2 | STAR | CAMP | CDH19 | NTSR1 | PCDHA1 | AMELX | FREM1 | CLEC10A | CD1B | CD6 | LTA |
|--------|---------|------|----|-------|-------|-------|------|------|-------|-------|--------|-------|-------|--------|------|-----|-----|
|        | 4       | 3.5  | 3  | 2.5   | 2     | 1.5   | 1    | 0.5  | 0     | 0.4   | 0.8    | 1.2   | 1.6   | 2     | 2.5  | 3    | 3.5 |
|        | 3.5     | 3    | 2.5| 2     | 1.5   | 1     | 0.5  | 0    | 0     | 0.4   | 0.8    | 1.2   | 1.6   | 2     | 2.5  | 3    | 3.5 |
|        | 3       | 2.5  | 2  | 1.5   | 1     | 0.5   | 0    | 0    | 0     | 0.4   | 0.8    | 1.2   | 1.6   | 2     | 2.5  | 3    | 3.5 |
|        | 2.5     | 2    | 1.5| 1     | 0.5   | 0     | 0    | 0    | 0     | 0.4   | 0.8    | 1.2   | 1.6   | 2     | 2.5  | 3    | 3.5 |
|        | 2       | 1.5  | 1  | 0.5   | 0     | 0     | 0    | 0    | 0     | 0.4   | 0.8    | 1.2   | 1.6   | 2     | 2.5  | 3    | 3.5 |
|        | 1.5     | 1    | 0.5| 0     | 0     | 0     | 0    | 0    | 0     | 0.4   | 0.8    | 1.2   | 1.6   | 2     | 2.5  | 3    | 3.5 |
|        | 1       | 0.5  | 0  | 0     | 0     | 0     | 0    | 0    | 0     | 0.4   | 0.8    | 1.2   | 1.6   | 2     | 2.5  | 3    | 3.5 |
|        | 0.5     | 0    | 0  | 0     | 0     | 0     | 0    | 0    | 0     | 0.4   | 0.8    | 1.2   | 1.6   | 2     | 2.5  | 3    | 3.5 |
|        | 0       | 0    | 0  | 0     | 0     | 0     | 0    | 0    | 0     | 0.4   | 0.8    | 1.2   | 1.6   | 2     | 2.5  | 3    | 3.5 |
|        | 0       | 0    | 0  | 0     | 0     | 0     | 0    | 0    | 0     | 0.4   | 0.8    | 1.2   | 1.6   | 2     | 2.5  | 3    | 3.5 |

---

*Nomogram predictive chart*
from TCGA database. There were 1,109 tumor samples and 113 normal samples for group differential expression analyses. Supplementary Figure 11 presents the gene differential expression between normal samples and tumor samples at the molecular level.

**Clinical Performance in Different Cancers**

To explore the clinical performance of the current prognostic model for other cancers, four tumor datasets were obtained from TCGA database as external validation datasets. There were 348 patients in the hepatocellular carcinoma dataset, 265 patients in the colorectal cancer dataset, 494 patients in the lung cancer dataset, and 370 patients in the ovarian cancer dataset. The prognostic scores in external validation datasets were calculated according to the previous formula derived from the model dataset. Survival curve analyses indicated good diagnostic performance of the current prognostic model for hepatocellular carcinoma, colorectal cancer, lung cancer, and ovarian cancer (Supplementary Figure 12), suggesting that the current prognostic model might be useful for other malignant tumors.

**External Validation of Accuracy and Clinical Validity**

To validate the accuracy and clinical validity of the current prognostic model in other external validation dataset, hepatocellular carcinoma dataset, colorectal cancer dataset, lung cancer dataset, and ovarian cancer dataset were downloaded from TCGA database. These four malignant-tumor datasets were merged into one joint dataset as external validation dataset with 1,640 tumor patients. Supplementary Figure 13A demonstrates that concordance indexes were 0.832, 0.781, and 0.778 for 1-, 3-, and 5-year survival, respectively. Supplementary Figure 13B suggests that the current prognostic model could distinguish tumor patients with high mortality risk from those with low mortality risk. Calibration curves of external validation dataset showed good accordance between actual mortality percentage and predicted mortality percentage (Supplementary Figure 14).

**DISCUSSION**

The current research determined 17 immune genes as prognostic biomarkers for DFS. Then the current research depicted regulatory relationships among transcription factors and immune genes through correlation analyses and STRING database. Based on these 17 immune genes, the current research created a prognostic nomogram to predict the DFS for BC patients. Based on the previous prognostic nomogram, the current research developed two artificial intelligence survival predictive systems for individual mortality risk prediction. These two artificial intelligence survival predictive systems were helpful to provide precise individual mortality risk prediction and improve individual treatment decision-making.

Several prognostic models have been built for predicting the prognosis in BC patients (11–13). The previous prognosis models could only provide the mortality curves for two groups of tumor patients with different characteristics, failing to provide the individual mortality curve for a special patient. The progress of artificial intelligence algorithms provides necessary basic conditions for the realization of individualized mortality risk prediction of cancer patients. Random survival forest algorithm (25–27), multitask logistic regression (28, 29), and Cox survival regression algorithm (30) have been proposed and used to improve the predictive performance of prognostic models. Based on three artificial intelligence algorithms above, we develop an artificial intelligence survival predictive system. Our artificial intelligence survival predictive system could display three individual mortality risk predictive curves by using random survival forest algorithm, multitask logistic regression algorithm, and Cox survival regression algorithm. At present, there are few prognostic models that can provide individual mortality risk prediction. The current study provides an interesting and feasible way for the transformation and application of artificial intelligence algorithm in the field of medicine.
Tumor immune infiltration acted an important role in oncogenesis and prognosis (7, 31). Immune genes could be used to predict the prognosis of BC patients (32, 33). Three prognostic models have been developed to predict the prognosis for BC patients (11–13). Compared with three previous prognostic models, the current prognostic model could provide individualized mortality risk prediction and online calculation function, which were of great significance for clinical application by patients and clinicians.

Biological processes of immune genes were explored via TISIDB databases (http://cis.hku.hk/TISIDB/index.php). Top biological processes of CD1b molecule (CD1B) were adaptive...
FIGURE 8 | Home page of Smart Cancer Survival Predictive System. (A) Multi-Task logistic regression predicted survival curves. (B) Random survival forest predicted survival curves. (C) Cox survival regression predicted survival curves. (D) Cox survival regression predicted mortality percentage and 95% confidence interval.
### Table 3 | Results of Cox regression analyses.

|                      | HR (95% CI) | P     | Coefficient | HR (95% CI) | P     |
|----------------------|-------------|-------|-------------|-------------|-------|
|                      |             |       |             |             |       |
| TCGA cohort (n = 1030) |             |       |             |             |       |
| Age (high/low)       | 1.573       | 1.189–2.080 | 0.002 | 0.363       | 1.438 | 1.080–1.915 | 0.013 |
| AJCC PT (T3-4/T1-2)  | 1.906       | 1.419–2.643 | <0.001 | 0.562       | 1.754 | 1.279–2.406 | <0.001 |
| AJCC PN (N2-3/N0-1)  | 2.138       | 1.580–2.875 | <0.001 | 0.704       | 2.021 | 1.490–2.741 | <0.001 |
| Prognostic model (high/low) | 3.285 | 2.423–4.453 | <0.001 | 1.146       | 3.147 | 2.308–4.291 | <0.001 |
| GSE31448 cohort (n = 246) |         |       |             |             |       |
| Age (high/low)       | 1.076       | 0.691–1.675 | 0.747 | 0.159       | 1.173 | 0.740–1.858 | 0.498 |
| AJCC PT (T3-4/T1-2)  | 1.471       | 0.904–2.396 | 0.121 | 0.273       | 1.313 | 0.790–2.184 | 0.293 |
| AJCC PN (N2-3/N0-1)  | 1.448       | 0.923–2.271 | 0.107 | 0.337       | 1.401 | 0.883–2.221 | 0.152 |
| Prognostic model (high/low) | 2.850 | 1.791–4.535 | <0.001 | 1.057       | 2.878 | 1.806–4.586 | <0.001 |

The median of prognostic model scores was used as the cutoff value to stratify gastric cancer patients into high-risk group and low-risk group. AJCC, the American Joint Committee on Cancer; HR, hazard ratio; CI, confidence interval.

Immune response, antigen processing and presentation, and antigen processing and presentation via major histocompatibility complex class I b. Top biological processes of lymphotixin α (LTA) were adaptive immune response, lymphocyte-mediated immunity, leukocyte-mediated immunity, and inflammatory response to antigenic stimulus. Top biological processes of CD6 molecule (CD6) were immunological synapse formation, cell recognition, acute inflammatory response, and inflammatory response to antigenic stimulus. Top biological processes of cathelicidin antimicrobial peptide (CAMP) were cell killing, antibacterial humoral response, innate immune response in mucosa, mucosal immune response, and organ- or tissue-specific immune response. Top biological processes of interferon γ (IFNG) were cell killing, neutrophil homeostasis, leukocyte homeostasis, and neutrophil apoptotic process. Top biological processes of ADAM metallopeptidase with thrombospondin type 1 motif 8 (ADAMTS8) were phosphate ion transport, anion transport, and inorganic anion transport. Top biological processes of apolipoprotein A-V (APOA5) were receptor-mediated endocytosis, tissue regeneration, and positive regulation of receptor-mediated endocytosis. Top biological processes of siah E3 ubiquitin protein ligase 2 (SIAH2) were proteasomal protein catabolic process, regulation of cysteine-type endopeptidase activity involved in apoptotic process, and negative regulation of cysteine-type endopeptidase activity involved in apoptotic process. Top biological processes of steroidalogenic acute regulatory protein (STAR) were response to molecule of bacterial origin, response to oxidative stress, and response to reactive oxygen species. Top biological processes of cadherin 19, type 2 (CDH19), were homophilic cell adhesion via plasma membrane adhesion molecules and cell–cell adhesion via plasma-membrane adhesion molecules. Biological processes of C-type lectin domain family 10, member A (CLEC10A), were adaptive immune response.

ADAMTS8 was related with poor prognosis for breast invasive ductal carcinoma patients (34). ADAMTS8 could regulate invasion and apoptosis of hepatocellular carcinoma through ERK signaling pathway (35). The interaction between CD4+ T cells and lung cancer cells could up-regulate expression of DNMT and methylation of IFNG promoter (36). CpG methylation of IFNG gene could induce immunosuppression of tumor-infiltrating lymphocytes (37). High expression level of XG in Ewing sarcoma cell line could promote tumor migration and invasiveness (38). Highly expressed SIAH2 was associated with poor progression-free survival after tamoxifen treatment (39). SIAH2 participated in the regulation of EAF2 polyubiquitin in prostate cancer cells as E3 ligase of EAF2 polyubiquitination (40). Cathelicidin antimicrobial peptide directly activated exchange protein, which regulated migration and apoptosis of BC cells (41). Interleukin 24 enhanced apoptosis of BC cell via cAMP-dependent PKA pathway (42). Low expression of NTSR1 was associated with non-invasive growth of colorectal cancer (43). Interaction of CLEC10A with macrophages and dendritic cells might play an important role in tumor progression (44). As a functional ligand of CLEC10A, s6v6D could induce the maturation of immune cells (45). Variation of STXBP6 might affect the response of TNF-α inhibitors in rheumatoid arthritis patients (46). There was a significant correlation between LTA RS909253GA genotype and the development of Asian gastric cancer (47). These previous studies revealed possible immune regulatory mechanisms and biological roles of previous 17 immune genes in tumorigenesis and progression.

Toll-like receptor–activated plasma-like dendritic cells inhibited growth of BC cells (48). CD56 enhanced formation of cytotoxic immune synapses and strengthened sensitivity of cytotoxicity mediated by natural killer cells (49). CD4 and CD8 T cell tumor infiltration driven by HER2-dendritic cells improved survival of BC mice (50). CD4+ T cells inhibited CD8+ T cell failure at the initiation stage of immune response in BC (51). V delta 2+ gamma delta T lymphocyte had cytotoxicity to MCF 7 BC cells (52). High expression of SEMA4C was correlated with the proliferation...
of tumor cells and the aggregation of macrophages in BC (53). Interleukin 32α suppressed the growth of BC by regulating CCL18 secreted by macrophages (54). Macrophage adhesion regulated by integrin induces lymphovascular dissemination in BC (55). CCL5 induced recurrence of BC via aggregation of macrophages in residual tumors (56). High expression of mast cells induced the tumor size and the incidence of spontaneous metastasis in BC mice (57). Tumor-infiltrating myeloid-derived suppressor cells (MDSCs) was related with therapeutic effect and prognosis of neoadjuvant chemotherapy of BC (58). Neutrophil–lymphocyte ratio could predict prognosis of triple-negative BC patients (59). Interleukin 10 and interleukin 2 promoted proliferation and cytotoxicity of CD8+ T cells (60).

Advantages of current research: First, two artificial intelligence survival predictive systems were developed based on immune genes for BC patients. These two tools could provide online individual mortality risk prediction and provide valuable prognostic information for optimizing individual treatment decision. Second, artificial intelligence survival prediction system provided three individual mortality risk predictive curves based on different artificial intelligence algorithms, providing different valuable individual mortality curves as the references of individual medical decision-making. Third, artificial intelligence survival prediction system provided predicted median survival time and 95% confidence interval of predicted mortality, which were of clinical practical values for optimizing individual medical decision-making.

Shortcomings of current research: First, the current research explored potential biological functions and regulatory mechanisms of immune genes in BC based on public databases, but the conclusion was not validated by confirmative...
experimental studies. Second, estrogen receptor, progesterone receptor, and erb-b2 receptor tyrosine kinase 2 are closely related to prognosis of BC patients. Subgroup studies based on these biomarkers are helpful to provide more accurate individual mortality risk prediction for BC patients in different subgroups. Third, the current studies did not include and analyze the impacts of several clinical factors, such as radiotherapy, chemotherapy, and targeted drug therapy, which should be taken into account for future studies. Fourth, the calculation process of artificial intelligence algorithms are too complex to perform and cannot be present through conventional formula. The operation process of artificial intelligence algorithm is opaque, just like a black box, which limits the clinical application and verification of artificial intelligence algorithm. Because it is difficult for artificial intelligence algorithm to perform repeated verification research, we provided three different artificial intelligence algorithms as references for each other. As the inherent deficiency of artificial intelligence, opaque computing process and lack of verification research need to be solved by future artificial intelligence algorithm research. Fifth,
the current study identified 17 immune genes were correlated with prognosis of BC patients. However, the associations of these immune genes with tumor heterogeneity and tumor resistance were still unclear. Further basic immune research is helpful to clarify the associations of these immune genes with tumor heterogeneity and tumor resistance. Sixth, although the current study demonstrated the gene differential expression between normal samples and tumor samples, the current study was lack of external validation at the cell level and the animal model level. Further validation studies at the cell level and the animal model level were helpful to ascertain the differences of immune regulatory mechanism of BC patients compared with normal people.

In conclusion, comprehensive bioinformatics identified 17 immune genes as potential prognostic biomarkers, which might be potential candidates of immunotherapy targets in BC patients. The current study depicted regulatory network between transcription factors and immune genes, which was helpful to deepen the understanding of immune regulatory mechanisms for BC cancer. Two artificial intelligence survival predictive systems are available at https://zhangzhiqiao7.shinyapps.io/Smart_Cancer_Survival_Predictive_System_16_BC_C1005/ and https://zhangzhiqiao8.shinyapps.io/Gene_Survival_Subgroup_Analysis_16_BC_C1005/. These novel artificial intelligence survival predictive systems will be helpful to improve individualized treatment decision-making.
FIGURE 12 | Scatterplot of tumor-infiltrating immune cells and prognostic signature.

DATA AVAILABILITY STATEMENT
Publicly available datasets were analyzed in this study. This data can be found here: https://zhangzhiaojinhao.shinyapps.io/Gene_Survival_Subgroup_Analysis_16_BC_C1005/.

ETHICS STATEMENT
The studies in TCGA database and GEO database have received ethical approval from ethics committees of their respective research institutes. These studies obtained informed consent from patients before admission. The current study is a second study based on public datasets from TCGA database and GEO database. Details of all patients in public datasets have been anonymously processed and therefore the current research does not involve patients' privacy information. This study was performed according to public database policy and declaration of Helsinki. Ethical approval and informed consent were not applicable.
AUTHOR CONTRIBUTIONS

ZZ, JD, JL, and TH: conceptualization, methodology and resources. ZZ, JD, JL, and TH: investigation, data curation, formal analysis, validation, software, project administration, and supervision. ZZ, and JD: writing and visualization. ZZ: funding acquisition.

FUNDING

The current research was funded by Medical Science and Technology Foundation of Guangdong Province (A2016450 and B2018237).

REFERENCES

1. Bray F, Ferlay J, Soerjomataram I, Siegel RL, Torre LA, Jemal A. Global cancer statistics 2018: GLOBOCAN estimates of incidence and mortality worldwide for 36 cancers in 185 countries. CA Cancer J Clin. (2018) 68:394–424. doi: 10.3322/caac.21492

2. Foster TS, Miller JD, Boye ME, Blieden MB, Gidwani R, Russell MW. The economic burden of metastatic breast cancer: a systematic review of literature from developed countries. Cancer Treat Rev. (2011) 37:405–15. doi: 10.1016/j.ctrv.2010.12.008

3. Zeng J, Cai X, Hao X, Huang F, He Z, Sun H, et al. LncRNA CDKN2B-AS1 promotes tumor growth and metastasis of human hepatocellular carcinoma by targeting let-7c-5p/NAPI1L1 axis. Cancer Lett. (2018) 437:56–66. doi: 10.1016/j.canlet.2018.08.024

4. Domingues P, Gonzalez-Tablas M, Otero A, Pascual D, Miranda D, Ruiz L, et al. Tumor infiltrating immune cells in gliomas and meningiomas. Brain Behav Immun. (2016) 53:1–15. doi: 10.1016/j.bbi.2015.07.019

5. Ali HR, Chlon L, Pharoah PD, Markowitz E, Caldas C. Patterns of immune infiltration in breast cancer and their clinical implications: a gene-expression based retrospective study. PLoS Med. (2016) 13:e1002194. doi: 10.1371/journal.pmed.1002194

6. Yoshikawa K, Shahmoradgoli M, Martinez E, Vegesna R, Kim H, Torres-Garcia W, et al. Inferring tumour purity and stromal and immune cell admixture from expression data. Nat Commun. (2013) 4:2612. doi: 10.1038/ncomms3612

7. Zhang Z, Ouyang Y, Huang Y, Wang P, Li J, He T, et al. Comprehensive bioinformatics analysis reveals potential IncRNA biomarkers for overall survival in patients with hepatocellular carcinoma: an on-line individual risk calculator based on TCGA cohort. Cancer Cell Int. (2019) 19:174. doi: 10.1186/s12935-019-0890-2

8. Cheng C, Wang Q, Zhu M, Liu K, Zhang Z. Integrated analysis reveals potential long non-coding RNA biomarkers and their potential biological functions for disease free survival in gastric cancer patients. Cancer Cell Int. (2019) 19:123. doi: 10.1186/s12935-019-0846-6

9. Asciento ML, Kmiecik M, Idowu MO, Manjili R, Zhao Y, Grimes M, et al. A signature of immune function genes associated with recurrence-free survival in breast cancer patients. Breast Cancer Res Treat. (2012) 131:871–80. doi: 10.1007/s10549-011-1470-x

10. Robinson MD, McCarthy DJ, Smyth GK. edgeR: a Bioconductor package for differential expression analysis of digital gene expression data. Bioinformatics. (2010) 26:139–40. doi: 10.1093/bioinformatics/btp616

11. Bhattacharya S, Andorf S, Gomes L, Dunn P, Schaefer H, Pontius J, et al. ImmPort: disseminating data to the public for the future of immunology. Immunol Res. (2014) 58:234–9. doi: 10.1007/s12026-014-8516-1

12. Meier S, Meyer CA, Zheng R, Qin Q, Wu Q, Jiang P, et al. Cistrome cancer: a web resource for integrative gene regulation modeling in cancer. Cancer Res. (2017) 77:e19–22. doi: 10.1186/s12888-017-3652-0

13. Ali HR, Chlon L, Pharoah PD, Markowitz E, Caldas C, Borders A, et al. Local mutational diversity drives intratumoral immune heterogeneity in non-small cell lung cancer. Nat Commun. (2018) 9:5361. doi: 10.1038/s41467-018-07767-w

14. Charest M, Robinson M, Pei J, Wu J, Oehmen H, Loo C, et al. Pan-cancer immunogenomic analyses reveal genotype-immunophenotype relationships and predictors of response to checkpoint blockade. Cell Rep. (2017) 18:248–62. doi: 10.1016/j.celrep.2016.12.019

15. Aledadi A, Hong SH. A multi-way multi-task learning approach for multinomial logistic regression*. An application in joint prediction of appointment miss-opportunities across multiple clinics. Methods Inform Med. (2017) 56:294–307. doi: 10.3414/ME16-01-0112

16. Bisaro KR, Karungi SA, Kiziragga A, Mukanjo JK, Castelnuovo B. A comparative study of logistic regression based machine learning techniques for prediction of early virological suppression in antiretroviral initiating HIV patients. BMC Med Inform Decis Mak. (2018) 18:77. doi: 10.1186/s12911-018-0859-x

17. Xu H, Gu T, Tadesse MG, Balasubramanian R. A modified random survival forests algorithm for high dimensional predictors and self-reported outcomes. J Comput Graph Stat. (2018) 27:763–72. doi: 10.1080/10618600.2018.1474115

18. Naseje JB, Mbambi H. Application of random survival forests in understanding the determinants of under-five child mortality in Uganda in the presence of covariates that satisfy the proportional and non-proportional hazards assumption. BMC Res Notes. (2017) 10:459. doi: 10.1186/s13104-017-2775-6

19. Shao ZZ, Lai SS, Soegaard M, Wang Q, Zhang P, Weng H, et al. Random survival forest prognosis model to predict clinical outcome in acute myeloid leukemia. J Hematol Oncol. (2019) 330

SUPPLEMENTARY MATERIAL

The Supplementary Material for this article can be found online at: https://www.frontiersin.org/articles/10.3389/fonc.2020.00330/full#supplementary-material

ACKNOWLEDGMENTS

We would like to thank Dr. Gary S Collins (University of Oxford), Dr. Manali Rupji (Emory University), Mrs Qingmei Liu for help and support on development of precision medical tools.
27. Wang H, Shen L, Geng J, Wu Y, Xiao H, Zhang F, et al. Prognostic value of cancer antigen—125 for lung adenocarcinoma patients with brain metastasis: a random survival forest prognostic model. Sci Rep. (2018) 8:5670. doi: 10.1038/s41598-018-23946-7

28. Lan Q, Sun H, Robertson J, Deng X, Jin R. Non-invasive assessment of liver quality in transplanted human liver based on thermal imaging analysis. Comput Meth Prog Biomed. (2018) 164:31–47. doi: 10.1016/j.cmpb.2018.06.003

29. Kim DW, Lee S, Kwon S, Nam W, Cha IH, Kim HJ. Deep learning-based survival prediction of oral cancer patients. Sci Rep. (2019) 9:6994. doi: 10.1038/s41598-019-43727-7

30. Teschendorff AE, Miremadi A, Pinder SE, Ellis IO, Caldas C. A functional polymorphism of lymphoxygen-alpha (LTA) gene rs909233 is associated with gastric cancer risk in an Asian population. Cancer Epidemiol. (2012) 36:e380–6. doi: 10.1016/j.cancen.2012.03.014

31. Wang F, Xu J, Zhu Q, Qin X, Cao Y, Lou J, et al. Downregulation of IFNG as a mechanism to induce immunosuppression [correction 2018] in tumor-infiltrating lymphocytes. J Immunol. (2019) 110:9339–48. doi: 10.4049/jimmunol.1800193

32. A alloys, B. W. Smith, C. H. Williams, J. R. Young, K. J. Morey, and D. J. Higgins. Spatial and temporal changes in the expression of cathepsin B and B2 in the human breast epithelium during pregnancy and lactation. J Immunol. (2013) 190:2813–21. doi: 10.4049/jimmunol.1202261

33. Janson PC, Marits P, Thörn M, Ohlsson R, Winqvist O. CpG methylation of tumour suppressor EAF2 polyubiquitination by ELL1 and SIAH2 in prostate cancer. Mol Cancer Ther. (2018) 17:5065–77. doi: 10.1158/1535-7163.MCT-17-0929

34. Tchekmedyren G, P. M. Jeynes, and T. A. P. Smith. A novel therapeutic strategy for the treatment of triple-negative breast cancer. Cancer Biol Ther. (2017) 18:3551–61. doi: 10.1089/cbj.2016.0499

35. Zhang J, Zeng Z, Qiao L, Jiang X, Ma J, Wang J, et al. Semaphorin 4C promotes macrophage recruitment and angiogenesis in breast cancer. Mol Cancer Res. (2019) 17:235–48. doi: 10.1158/1538-4973.MCR-18-0928

36. Janson PC, Marits P, Thörn M, Ohlsson R, Winqvist O. CpG methylation of the IFNG gene as a mechanism to induce immunosuppression [correction 2018] in tumor-infiltrating lymphocytes. J Immunol. (2019) 110:9339–48. doi: 10.4049/jimmunol.1800193

37. Zhang J, G. M. J. van der Velden, G. H. van der Velden, and J. W. H. van der Velden. A novel therapeutic strategy for the treatment of triple-negative breast cancer. Cancer Biol Ther. (2017) 18:3551–61. doi: 10.1089/cbj.2016.0499

38. Zhang J, G. M. J. van der Velden, G. H. van der Velden, and J. W. H. van der Velden. A novel therapeutic strategy for the treatment of triple-negative breast cancer. Cancer Biol Ther. (2017) 18:3551–61. doi: 10.1089/cbj.2016.0499