Abstract- Face tracking is an importance task in many computer vision based augment reality systems. Correlation filters (CFs) have been applied with great success to several computer vision problems including object detection, classification and tracking, but few CF-based methods are proposed for face tracking. As an essential research direction in computer vision, face tracking is very important in many human-computer applications. In this paper, we present a content aware CF for face tracking. In our work, face content refers to the locality sensitive histogram based foreground feature and the learning samples extracted from complex background. It means that both foreground and background information are considered in constructing the face tracker. The foreground feature is introduced into the objective function which could learn an efficient model to adapt to the face appearance variation. For evaluating the proposed face tracker, we build a dataset which contains 97 video sequences covering the 11 challenging attributes of face tracking. Extensive experiments are conducted on the dataset and the results demonstrate that the proposed face tracker shows superior performance to several state-of-the-art tracking algorithms.
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I. INTRODUCTION

With the repaid development of computer vision and virtual reality, augmented reality systems are becoming more common in many real-world applications, especially in healthcare [1, 2]. Augmented reality is one of the most promising digital health technologies at present. Many of the existing healthcare applications systems require accurate and real-time tracking of human faces in order to finish specific tasks [3, 4, 5]. Face tracking is a fundamental task in related intelligent human-computer interaction systems. This is because face tracking is an essential step to build 3D face models [6, 7]. A good face tracking method should track human face accurately in a variety of lighting conditions, head poses, environments, and occlusions [8].

As is known to all, the main challenges in general object tracking include illumination variation (IV), fast motion (FM), in-plane rotation (IPR), scale variation (SV), motion blur (MB), out-of-plane rotation (OPR), occlusion (OCC), deformation (DEF), background clutter (BC), out-of-view (OV) and low resolution (LR) [9]. Face tracking also suffers these challenges. But different from general object tracking, some of the main challenges in face tracking may stem from the appearance variations induced by heavy makeup, face decorations, severe facial expression changes, and so on (see Fig. 1), which makes face tracking a challenging task in various real-world applications.

In the past two decades, face tracking has been intensively studied in the literature and many advanced algorithms are proposed for face tracking. The existing tracking algorithms can be classified using different standards, one of which is based on whether the whole face is tracked or individual facial features are tracked (facial landmark tracking). There exists a lot of facial landmark tracking methods in the literature [10, 11, 12, 13, 14]. When the whole face is considered during tracking, it can be represented as a general object. Different from
facial landmark tracking, this kind of face tracking aims to localize the exact position of the whole face or head.

Most of the existing face trackers adopt hand-crafted features, such as skin color [15] and geometry [16, 17], Harr-like feature [18], optical flow [19], and so on. Traditional tracking methods like mean shift [20], multiple instances and Online Adaboost [21], particle filters [22], Kalman filter [12, 18], bilateral filtering [23] have been applied successfully in face tracking. Recently, as deep learning has gained special attention in computer vision field, many deep learning based face trackers are proposed in the literature [24, 25, 26, 27, 28]. The main drawback of deep trackers lie in that researchers need strong-computation power to perform online/offline model learning which is quite time-consuming. Another popular tracking framework, correlation filters, also have been applied with success to face verification [29], face recognition [30, 31] and face tracking [32, 33, 34]. Since its first application in object tracking [35], a lot of CF-based trackers are proposed which show improved performance in object tracking [36, 37, 38, 39, 40, 41]. However, the existing CF-based trackers suffer from boundary effects due to the circulant shifted sampling process. Another problem is that the training samples are obtained by shifting the original base sample circularly, which means that the generated samples are virtual samples. At the same time, the samples are generated from foreground target object lacking negative samples from background area which deteriorates the tracking performance in complex and cluttered background.

In order to evaluate the performance of face trackers, a number of video sequences must be collected to run the trackers and compare their performances using specific evaluation metrics. Shen et. al. [11] developed a facial landmark tracking dataset, 300-VW, which contains 110 video sequences. Chrysos et. al. [10] perform comprehensive evaluation of facial landmark tracking method on 300-VW dataset. But this dataset is not suitable for face tracking as it focuses much on facial landmark detection and tracking, while the common challenges mentioned above are not included in this dataset. In [32], Lin et. al. proposed a mobile face tracking which consists of 80 mobile videos. MobiFace dataset contains most of the challenging attributes in online tracking benchmark (OTB), but it does not contain the challenges induced by heavy makeups, face decorations, severe facial expression changes, etc. On the other hand, the sequences are captured by mobile phones which are not suitable for general performance evaluation purpose.

In this paper, we design a CF-based face tracking method and collect a face tracking dataset for performance evaluation. The proposed face tracker considers not only the foreground face feature but also background information of faces. First, negative samples extracted from the background are used for learning CFs. Second, for the foreground feature, we compute the locality sensitive histogram (LSH) [43] based feature of the face and incorporate the feature into the CF model, which can enhance the discriminative ability of the face tracker. The CF model is solved using the alternating direction method of multipliers (ADMM) [44]. In addition, we collect a face tracking dataset which contains both indoor and outdoor situations and includes 11 attributes indicating different challenges in face tracking. We conduct extensive experiments on the collected dataset. Experimental results show that our proposed method outperforms several state-of-the-art tracking methods.

II. Related Works

A. Correlation Filter Tracking

In the past ten years, CF-based tracking methods have gained special attention in object tracking. Bolme et. al. [35] first proposed a CF tracker (MOSSE) for object tracking with a very fast speed of about 700 frames per second. In MOSSE tracker, the filter is trained with only grayscale samples which limits the application of MOSSE in other challenging scenarios. Many improved CF-based trackers learn multi-channel filters on HOG feature or color names feature [36, 38, 40, 45]. Many works on face tracking focus on correlation filters. In [32], My et. al. combine an adaptive CF and Viola-Jones face detection method to design a robust real-time face tracking algorithm for mobile robot. The designed algorithm can help the robot track human face as well as the facial features of eye corners and nose under different illumination conditions.

Gaxiola et. al. [33] proposed a locally-adaptive correlation filter for face tracking. A composite correlation filter which is adapted online is used to detect and locate faces in each frame of a video sequence. In [31], Su et al. propose a fast face tracker based on the kernelized correlation filter (KCF) [36]. Multi-task cascade convolutional neural networks (MTCNNs) are used for detecting face. Liao et. al. [46] apply the KCF to driver face tracking by combining the MTCNN and deepSORT method. Soldic et. al. [47] developed a multi-face tracking system by combining discriminative scale space tracking (DSST [45]) and a robust face detector. The proposed system could handle long-term full occlusions.

B. Deep Learning based Tracking

Deep learning have shown its strong ability in many real-world applications [45]. In the past decades, many deep learning methods, including CNNs, Siamarse network and generative adversarial network (GAN), have been applied with great success in object detection, classification, recognition and tracking. In [25], convolutional neural networks (CNNs) are used for face tracking. The authors take advantage of the strong representation ability of hierarchical CNN features. Discriminative face information is captured at both local and global level using two types of Siamese CNNs, Local-CNNs (L-CNNs) and Global-CNNs (G-CNNs). The L-CNNs are used to extract local features from target area, such as eye, nose and mouth. The G-CNNs are designed to extract global features from the entire face. A correlation filter tracking framework is used to integrated the two-level features to construct a robust face tracker.
Li et al. [26] proposed a simple real-time multi-face tracking system which is composed of three parts: face detection module, feature extraction module and tracking module. The authors adopt multi-task CNN to detect human face, and use a simple CNN to obtain face features of the detected faces. A shallow network is used to track target face on the basis of the extracted features. Lian et al. [27] designed a real-time face tracking system using multi-task CNN for face detection. The authors aim to solve face occlusions or fast motion which induce tracking failure. Multiple features which include appearance, motion and shape features are fused to enhance the robustness of face tracking. Males et al. [19] proposed a multi-agent dynamic system which can be easily adapted for robust multi-face tracking problem. Deep learning method are used for face detection which is integrated in the proposed tracking system.

In [28], the authors design a dual-agent deep reinforcement learning algorithm for deformable face tracking. A unified framework are designed which can simultaneously generate bounding box and perform face alignment tasks. The deep reinforcement learning is used to train the dual agent models which is responsible for exploiting the relationships of the two tasks.

C. Other Face Trackers

Zou et al. [50] proposed to perform face tracking in the gradient logarithm field (GLF) feature space in order to overcome the low-resolution and illumination changes problems. The proposed GLF feature is a global feature which mainly depends on the intrinsic characteristic of a face and is illumination insensitive. In [51], the authors propose to describe a face in a L2-subspace using a relational graph, and proposed a robust face tracking method which specify an importance to appearance features during tracking initialization and the whole face tracking process. They design a weighted score-level fusion scheme to localize target face from output of the tracker that have the highest fusion score. Huang et al. [21] use multiple instance and online AdaBoost to train a face tracking model and incorporate face detection method to recover tracking when occlusions are detected.

In order to solve the drifting problem encountered in face tracking, in [24], Jiang et al. employ a supervised descent method (SDM) and a compressive tracking method (CT) to propose a robust face tracking algorithm. The SDM is employed for correcting drifting errors of CT during frontal face tracking. When face orientation changes severely, SDM tracking failure occurs. The authors switch tracking to CT to keep tracking until SDM recover from tracking failure.

Li et al. [53] designed a face tracker by fusing multiple features within the particle filter framework. Color histogram and edge orientation histogram are used for describing the facial feature while the features are fused using a self-adaptive strategy in order to compute the particle weight. Wu et al. [51] proposed a coupled hidden Markov random field (CHMRF) for simultaneously modeling face clustering and face tracking. Two HMRF models are used for clustering faces and tracklet linking. The authors provided a method for joint optimization of cluster labels and face tracking. Nam et al. [55] propose a face tracking system which comprises detection, tracking and false track removal. The multi-view deformable part-based model (DPM) is used as face detector, and a tracking-by-detection framework is leveraged for tracking adding motion cues, color histogram and SURF features. Wrong detections are filtered out using an explicit false alarm removal step.

Aspandi et al. [56] build a fully end-to-end facial tracking model from Re³ tracker [57]. The proposed model has a long short term memory layer (LSTM) which could model the short and long temporal dependency between frames. The authors perform extensive experiments using 300-VW dataset [11]. Experimental results show that the proposed model perform superior to several advanced face trackers.

III. PROPOSED METHOD

A. Correlation Filters

The goal of the standard discriminative correlation filter (DCF) is to learn a multi-channel CF \( \mathbf{h} \) in the spatial domain based on training examples \( \{ (x_k, y_k) \}_{k=1}^K \), where \( x_k \) is training sample with \( d \) channels, and \( y_k \) is the correlation response. The learning process can be formulated as minimizing the objective function as follow:

\[
\varepsilon(h) = \frac{1}{2} \left\| y - \sum_{k=1}^{K} x_k \ast h_k \right\|_2^2 + \gamma \sum_{k=1}^{K} \|h_k\|_2^2 \quad (1)
\]

where \( y \in \mathbb{R}^D \) denotes the desired correlation response, \( K \) denotes the number of feature channels, \( h_k \) is the \( k \)th channel of the filter, \( \gamma \) is the weight of regularization term, and \( \ast \) denotes the correlation operator. According to [55], (1) can be considered as solving ridge regression problem in the spatial domain using the following objective function:

\[
\varepsilon(h) = \frac{1}{2} \sum_{j=1}^{D} \left\| y(j) - \sum_{k=1}^{K} h_k^j x_k [\Delta \tau_j] \right\|_2^2 + \frac{\gamma}{2} \sum_{k=1}^{K} \|h_k\|_2^2 \quad (2)
\]

where \( y(j) \) is the \( j \)th element of correlation response \( y \), \( \Delta \tau_j \) represents the circular shift operator.

As the baseline CF suffers from the annoying boundary effects caused by the circulant shifted samples, a spatial regularization term is introduced into the objective function to penalized the filter coefficient in the learning process [55] to alleviate the boundary effects. But fixed spatial regularization weight cannot adapt the tracker to complex tracking scenarios. Another problem is that all the training samples are generated from circular shifted foreground patches which ignores the background information. Most of the existing CF trackers only use histogram of gradient (HOG) feature which is insufficient for face tracking when encountering severe appearance changes.
B. Locality sensitive Histogram

Locality sensitive histogram is a location-related statistical feature which has been applied with success to visual tracking as it enhances the trackers’ ability of separating the target from complex background [53]. It considers every pixel in an image region. Let \( H^E_p(b) \) denotes the bin \( b \) of LSH computed at pixel location \( p \), where \( b = 1, 2, ..., B \). Suppose we have an image \( I \), then \( H^E_p(b) \) can be computed as follow:

\[
H^E_p(b) = \sum_{q=1}^{N} \gamma^{p-q} \cdot Q(I_q, b)
\]

where \( N \) represents the number of pixels in image \( I \), \( \gamma \in (0, 1) \) is a parameter used for controlling the weight reduction according to the distance between \( q \) and \( p \). \( I_q \) is the intensity value of pixel \( q \), and the value of \( Q(I_q, b) \) is zero except when \( I_q \) falls into bin \( b \). If the image \( I \) is 1D, \( H^E_p(b) \) can be computed efficiently using the following equation:

\[
H^E_p(b) = H^E_{p\text{-left}}(b) + H^E_{p\text{-right}}(b) - Q(I_p, b)
\]

where \( H^E_{p\text{-left}}(b) \) denotes the LSH on the left of pixel \( p \), and \( H^E_{p\text{-right}}(b) \) is the LSH on the right of pixel \( p \). The two LSHs are computed using the following equation:

\[
H^E_{p\text{-left}}(b) = Q(I_p, b) + \gamma \cdot H^E_{p-1\text{-left}}(b)
\]

\[
H^E_{p\text{-right}}(b) = Q(I_p, b) + \gamma \cdot H^E_{p+1\text{-right}}(b)
\]

Let \( H^O_p \) be the histogram for image region \( O_p \) centered at pixel \( p \), and \( b_p \) is the bin that intensity value \( I_p \) falls in. According to the definition of histogram, we count the number of pixels in the image region \( O_p \) whose intensity values are within the interval \([b_p - e_p, b_p + e_p]\) as follow:

\[
J_p = \sum_{b=b_p-e_p}^{b_p+e_p} H^O_p(b)
\]

where \( e_p \) denotes a parameter used for controlling the integration interval at pixel \( p \). The integral value \( J_p \) represents a statistical feature of the image region \( O_p \). Under the assumption of affine illumination transform, it is practically inaccurate to find an exact image region within which the affine illumination transform keeps invariant [53]. We hence adaptively consider the contribution of all the pixels in the image region \( O_p \). Then, we replace the histogram \( H^O_p \) in (7) by the LSH \( H^E_p \) and (7) becomes:

\[
J_p = \sum_{b=1}^{B} \exp \left( -\frac{(b - b_p)^2}{2\max(\beta, e_p)^2} \cdot H^E_p(b) \right)
\]

where \( \beta = 0.1 \) is a constant, \( e_p = \beta|I_p - \bar{I}_p| \). \( \bar{I}_p \) is the mean intensity value of all the pixels in image region \( O_p \):

\[
\bar{I}_p = \frac{1}{|O_p|} \sum_{q \in O_p} I_q , \quad |O_p| \text{ is the total pixel number in region } O_p.
\]

In (8), \( J_p \) shows an illumination invariant feature computed on the basis of LSH which is different from the intensity value. \( J_p \) keeps invariant even under severe illumination changes (for more details of LSH, please refer to [53]). Figure 2 show examples of LSHs features for two image sequences: Man and sunglasses005. We use this LSH-based feature as foreground feature in our tracking method.

C. Objective Function of Our CF Model

In our work, we aim to learn a content aware CF (CACF) for face tracking. The objective function of the tracker is defined as follow:

\[
\varepsilon(h) = \frac{1}{2} \sum_{j=1}^{T} \left\| y(j) - \sum_{k=1}^{K} (h \odot J_k)P x_k[\Delta \tau_j] \right\|_2^2
\]

\[
+ \frac{\gamma}{2} \sum_{k=1}^{K} \left\| (h \odot J_k) \right\|_2^2
\]

In this equation, \( P \) is a binary matrix used for cropping the mid D elements of a given signal \( x_k \in R^T \), satisfying \( T > D \). The size of \( P \) is \( D \times T \). The \( \odot \) operator denotes the element-wise product. \( h = [h_1, h_2, ..., h_K] \) is the correlation filter \( h \in R^D \). \( J \in R^D \) is the LSH based feature. \( y \in R^T \) is the correlation output.

The training sample \( x \) are circularly shifted and then the cropping operator \( P \) is applied to crop the shifted training sample to obtain desired patches with size \( D \) from current frame. Those patches that correspond to the peak of \( y \) are positive examples showing the target of interest while the patches corresponding to the zero values of \( y \) are negative samples showing the background content. In order to further enhance the content of the
target of interest, the LSH based feature is incorporated into the objective function. When the appearance of the target is changed, the LSH based feature can benefit the filter to avoid possible model drift, which does greatly improve the ability of the filters in dealing with appearance variation induced by out of view, low resolution and in plane rotation.

D. Optimization of Our CF Model

In order to solve (10) efficiently, similar to the typical CF trackers, we can convert it into the frequency domain which is expressed as follows:

\[ \varepsilon(h, g) = \frac{1}{2} \| y - Xg \|_2^2 + \frac{\gamma}{2} \| h \circ J \|_2^2 \]

subject to \( g = \sqrt{T}(FP^T \otimes I_K) * (h \circ J) \)

where \( g \) denotes an auxiliary variable to shorten the expression, and we define the attached matrix \( X = [diag(\hat{x}_1), \ldots, diag(\hat{x}_K)]^T \) and its size is \( T \times KT \). \( h = [\hat{h}_1, \ldots, \hat{h}_K] \), \( g = [\hat{g}_1, \ldots, \hat{g}_K] \) and \( I_K \) is a \( K \times K \) identity matrix. The symbol \( \otimes \) represents the Kronecker product and \( * \) represents the discrete Fourier Transform of a given signal, such that \( h = \sqrt{T}Fh \), where \( F \) represents an orthonormal matrix of complex basis vectors that is used for transforming any \( T \) dimensional vectorized signal into the Fourier domain. The size of \( F \) is \( T \times T \). We use a symbol \( \tilde{O} \) to represent \( I \circ J \).

The ADMM method [14] is adopted to find the optimal solution of the CACF model. First, we can obtain the augmented Lagrangian form of (10) as follow:

\[ L(g, \tilde{O}, \ell) = \frac{1}{2} \| y - Xg \|_2^2 + \frac{\gamma}{2} \| \tilde{O} \|_2^2 + \ell^T(g - \sqrt{T}(FP^T \otimes I_K)\tilde{O}) + \frac{\omega}{2} \| g - \sqrt{T}(FP^T \otimes I_K)\tilde{O} \|_2^2 \]

where \( \ell = [\hat{\ell}_1, \ldots, \hat{\ell}_K]^T \) denotes the Lagrangian vector defined in the Fourier domain with size \( KT \times 1 \), the symbol \( \omega \) is a regularization constant. Then the ADMM method is adopted to solve this equation. It will convert the complex formulas to two subproblems alternatively in order to obtain a closed solution.

Subproblem \( \tilde{O} \):

\[ \tilde{O} = \arg \min_{\tilde{O}} \left\{ \frac{\gamma}{2} \| \tilde{O} \|_2^2 + \ell^T(g - \sqrt{T}(FP^T \otimes I_K)\tilde{O}) + \frac{\omega}{2} \| g - \sqrt{T}(FP^T \otimes I_K)\tilde{O} \|_2^2 \right\} \]

Solve the partial derivative of \( \tilde{O} \):

\[ \frac{\partial L}{\partial \tilde{O}} = \gamma \tilde{O} - T\ell - \omega Tg + \mu T\tilde{O} = 0 \]

So,

\[ \tilde{O} = \left( \omega + \frac{\gamma}{T} \right)^{-1} (\omega g + \ell) \]

where \( g = \frac{1}{\sqrt{T}}(PF^T \otimes I_K)\hat{g} \), and \( \ell = \frac{1}{\sqrt{T}}(PF^T \otimes I_K)\hat{\ell} \). Then \( g \) and \( \ell \) can be divided into \( K \) independent IFFT calculations of \( g = \frac{1}{\sqrt{T}}P^T \hat{g} \) and \( \ell = \frac{1}{\sqrt{T}}P^T \hat{\ell} \). Furthermore, both \( g_k \) and \( \ell_k \) are computed efficiently using IFFT on each \( g \) and \( \ell \) \( (g_k = \frac{1}{\sqrt{T}}F^T \hat{g}, \ell_k = \frac{1}{\sqrt{T}}F^T \hat{\ell}) \). Thus, the computation complexity is \( O(KT \log T) \).

Subproblem \( g \):

\[ g = \arg \min_g \left\{ \frac{1}{2} \| y - Xg \|_2^2 + \ell^T(g - \sqrt{T}(FP^T \otimes I_K)\tilde{O}) + \frac{\omega}{2} \| g - \sqrt{T}(FP^T \otimes I_K)\tilde{O} \|_2^2 \right\} \]

Due to its computation complexity, solving (15) to achieve real-time tracking is extremely difficult. Since the value of each pixel is independent, we consider to solve for \( g \) at all the iterations of ADMM. We can represent \( g \) as \( T \) separate objectives \( g(t) \) : \( g(t) = [conj(\hat{g}_1(t)), \ldots, conj(\hat{g}_K(t))]^T \). The operator \( conj(.) \) refers to the complex conjugate operator of a complex vector. So (15) can be reformulated as:

\[ g(t) = \arg \min_{g(t)} \left\{ \frac{1}{2} \| y - Xg(t) \|_2^2 + \ell(t)^T(g(t) - \tilde{O}(t)) + \omega \| g(t) - \tilde{O}(t) \|_2^2 \right\} \]

where \( \tilde{x}(t) = [\hat{x}_1(t), \ldots, \hat{x}_K(t)] \), \( \tilde{O}_K(t) = \sqrt{T}FP^T\tilde{O} \), \( \tilde{O}(t) = [\tilde{O}_1(t), \ldots, \tilde{O}_K(t)] \). Similar to the solution of (12), the solution of \( g(t) \) can be obtained by:

\[ g(t) = (\tilde{x}(t)\tilde{x}(t)^T + T\omega I_K)^{-1} (\tilde{x}(t)\tilde{x}(t)^T - T\ell(t) + T\tilde{O}(t)) \]

Even if we acquire (15) for \( g(t) \), the calculation is still a puzzle because we need real-time tracking. So we utilize the Sherman-Morrison formula to accelerate computation: \( (A + uv^T)^{-1} = A^{-1} - \frac{A^{-1}uvA^{-1}}{1 + v^TA^{-1}u} \), where in our model, \( A = T\omega I_K \) and \( u = v = \tilde{x}(t) \). Therefore, we rewrite (15) as:

\[ g(t) = \frac{1}{\omega T} (\tilde{x}(t)\tilde{x}(t)^T - T\ell(t) + \omega T\tilde{O}(t)) \]

\[ \frac{\omega}{\omega T} (\tilde{x}(t)\tilde{x}(t)^T - T\ell(t) + \omega T\tilde{O}(t)) \]

where \( \tilde{s}(t) = \tilde{x}(t)^T\tilde{x}, \tilde{s}(t) = \tilde{x}(t)^T\tilde{\ell}, \tilde{s}(t) = \tilde{x}(t)^T\tilde{O}, \) and \( e = \tilde{s}(t) + T\omega \).

Lagrangian Multiplier Update:

\[ \hat{\ell}(t+1) = \hat{\ell}(t) + \omega (\hat{g}(t) - \hat{\ell}(t)) \]

where \( \hat{\ell}(t) \) represents the Fourier transform of the Lagrangain in the previous state. \( \hat{g}(t+1) \) and \( \hat{\ell}(t+1) \) are
the present solutions to the above subproblems at iteration \( i + 1 \) within the iterative ADMM period. It is worth mentioned that \( \omega \) is usually set to be \( \omega^{(i+1)} = \min(\omega_{\text{max}}, \beta \omega^{(i)}) \).

**Online Update:** We adopt an online adaptation scheme which is similar to conventional CF trackers, such as \(^{35} \) \(^{50} \), in order to further boost the performance of our tracker. At frame \( f \), the model adaptation is formulated as:

\[
\hat{x}_{\text{model}}^{(f)} = (1 - \varphi)\hat{x}_{\text{model}}^{(f-1)} + \varphi \hat{x}^{(f)}
\]

(20)

The parameter \( \varphi \) is adaptation rate. In (18), \( \hat{x}_{\text{model}}^{(f)} \) will be used to compute the corresponding terms.

**Object Localization** The final step is to determine the position of the target face which is detected by applying the updated filter of frame \( f - 1 \): \( \hat{g}^{(f-1)} \). The spatial location of the target face can be computed in the Fourier domain using the following equation:

\[
\hat{r} = \sum_{k=1}^{K} \hat{x}_k \odot \hat{g}_k
\]

(21)

where \( \hat{r} \) is the response map and \( \hat{r} \) denotes its Fourier transform. After the response map is obtained, the promising face location is obtained based on the maximum response.

Fig. 3 shows an illustration of the proposed content aware CF.

IV. EXPERIMENT

In this section, we present the experimental result of the CACF tracker. We first describe the face tracking dataset collected for performance evaluation. Then, we demonstrate the effectiveness of our tracker compared with several advanced tracking methods.

Our method is implemented in MATLAB and tested on a tower workstation with CPU Intel Core i7-9700 3.0GHz and 48GB RAM. In our experiment, we adopt 31-channel HOG features with each feature cell size 4 \( \times \) 4, which is commonly used in \(^{36} \) \(^{38} \) \(^{41} \). The regularization weight \( \gamma \) is set to be 0.01. The learning rate \( \varphi \) is 0.013. The ADMM iteration number is 2 and the parameter \( \beta \) for updating \( \omega \) is 4 and \( \omega_{\text{max}} \) is 10000. For LSH feature, as in \(^{43} \), the number of bins is \( B = 32 \) and the parameter \( \alpha = 0.15 \), while the parameter in \(^{39} \) is 0.1.

We compare the proposed CACF tracker with several state-of-the-art tracking methods including CF trackers and deep trackers: SiamRPN++ \(^{60} \), DASiamRPN \(^{61} \), SiamMask \(^{62} \), AutoTrack \(^{63} \), SKSCF \(^{64} \), BACF \(^{40} \), ECO\_HC \(^{65} \), Staple \(^{59} \), SRDCF \(^{33} \), fDSST \(^{45} \), DSST \(^{60} \), SAMF\_CA \(^{39} \).

**A. Evaluation Metrics**

Following the standard paradigm in object tracking, we use the success and precision plots mentioned in \(^{3} \) \(^{67} \) to evaluate all the trackers. All of them are ranked based on the area under curve scores (AUC) of their success plots. The precision plots are generated based on the trackers’ center location errors (CLE), which is defined as the average Euclidean distance between the estimated face location center and ground-truth center. In our experiments, we use 20 pixels as the CLE threshold for ranking trackers.

**B. Collected Face Dataset**

In order to do performance evaluation of the trackers, we collect 97 face video sequences and manually annotate the dataset according to public standard. The challenging dataset contains different kinds of challenging attributes in general object tracking. To the best of our knowledge, our dataset is the largest face tracking dataset that contains both indoor and outdoor faces in the literature. We name the dataset as FaceSet. The video sequences in FaceSet are collected from four visual tracking datasets: OTB100 \(^{67} \), ClemsonHeadSeqs \(^{68} \) and NUS-PRO \(^{69} \) and BUAA-PRO \(^{70} \). Table 1 shows the detailed challenges and resolution of each face sequence.

**C. Quantitative Results**

The success and precision plots of our tracker against state-of-the-art trackers are shown in figure 4. It is clear that our proposed CACF tracker gains the best performance in terms of precision score (0.898), while the runner-up is BACF (0.897). The deep trackers do not obtain satisfactory results over the FaceSet. The best deep tracker is SiamRPN++\_mobile (0.763) which is 23.5% lower than the proposed CACF tracker. AutoTrack, which is very impressive in UAV object tracking, gets a precision score 0.842 that is 6.24% lower than CACF. In light of the success plots, the AUC score of CACF tracker (0.739) is the runner-up which is slightly less than the SRDCF (0.740). When compared to the baseline BACF tracker which is the second runner-up, our CACF obtains 0.004 improvement in terms of the AUC score. It is notable that all the deep trackers do not perform well enough on the FaceSet compared to the CF based trackers.

We also give the attribute-based results in figure 5. From figure 5, it is clear that the winners and runner-ups of different attributes are varied. In terms of precision plots, CACF ranks first in BC and IPR subsets, second in DEF, IV and SV subsets, and third in OCC subset. In OPR subset, the Siamese network based trackers occupy the top five positions, which demonstrates that they can cope with out-of-plane rotation better than CF based trackers. As for the success plots, CACF wins the championship in BC, DEF, IPR and SV subsets. In MB subset, CACF AUC score is 0.630 which is 9.76% higher than BACF (0.574). When it comes to the OCC subset, CACF (0.695) is the second runner-up followed by BACF (0.688), while SRDCF and ECO\_HC ranks top two. For OPR subset, the results are similar to that of precision plots.

From the above analysis, it is clear that the overall performance of our CACF tracker is much stabler than its counterparts and is very competitive under different challenging attributes. When compared with the base-
### Table 1: FaceSet sequences and challenges

| Name             | Resolution | Challenges                                      | Name              | Resolution | Challenges                                      |
|------------------|------------|-------------------------------------------------|-------------------|------------|-------------------------------------------------|
| Biker            | 640 × 360  | OPR, SV, OCC, MB, FM, OV, LR                    | interview003      | 1280 × 720 | IV, DEF, IPR                                     |
| BlurFace         | 640 × 480  | MB, FM, IPR                                     | interview004      | 1280 × 720 | DEF, IPR, BC                                     |
| Boy              | 640 × 480  | OPR, SV, MB, FM, IPR                            | interview005      | 1280 × 720 | MB, IPR, BC                                      |
| David            | 320 × 240  | IV, OPR, SV, OCC, DEF, MB, IPR                  | interview006      | 1280 × 720 | IV, SV, DEF                                      |
| David2           | 320 × 240  | OPR, IPR                                        | interview007      | 1280 × 720 | SV                                               |
| DragonBaby       | 640 × 360  | OPR, SV, OCC, MB, FM, IPR, OV                   | interview008      | 1280 × 720 | SV, IPR                                          |
| Dudek            | 720 × 480  | OPR, SV, OCC, DEF, FM, IPR, OV, BC              | interview009      | 1280 × 720 | SV, BC                                           |
| FaceOcc1         | 352 × 288  | OCC                                             | interview10       | 1280 × 720 | SV, IPR                                          |
| FaceOcc2         | 320 × 240  | OPR, OCC                                        | interview11       | 1280 × 720 | SV, IPR, BC                                      |
| FleetFace        | 720 × 480  | OPR, SV, DEF, FM, IPR                           | interview12       | 1280 × 720 | IV, SV, BC                                       |
| Freeman1         | 360 × 240  | OPR, SV, IPR                                    | interview13       | 1280 × 720 | SV                                               |
| Freeman3         | 360 × 240  | OPR, SV, IPR                                    | interview14       | 1280 × 720 | IV, SV, OCC, IPR                                 |
| Freeman4         | 360 × 240  | OPR, SV, OCC, IPR                               | interview15       | 1280 × 720 | SV, BC                                           |
| Girl             | 129 × 96   | OPR, SV, OCC, IPR                               | interview16       | 1280 × 720 | SV, IPR, BC                                      |
| Jumping          | 352 × 288  | MB, FM                                          | interview17       | 1280 × 720 | IV, SV, IPR, BC                                 |
| KiteSurf         | 480 × 270  | OPR, OCC, IPR                                   | interview18       | 1280 × 720 | DEF, IPR                                         |
| Man              | 241 × 193  | IV                                              | interview19       | 1280 × 720 | SV                                               |
| Mhyang           | 320 × 240  | OPR, DEF, BC                                    | interview20       | 1280 × 720 | IV, SV, OCC, DEF                                 |
| Shaking          | 624 × 352  | OPR, SV, IPR                                    | politician001     | 1280 × 720 | DEF, IPR                                         |
| Soccer           | 640 × 360  | OPR, SV, OCC, MB, FM, IPR, BC                   | politician002     | 1280 × 720 | IV, IPR                                          |
| Surfer           | 480 × 360  | OPR, SV, FM, IPR, LR                            | politician003     | 1280 × 720 | IV, IPR                                          |
| Trellis          | 320 × 240  | OPR, SV, IPR                                    | politician004     | 1280 × 720 | IV, IPR                                          |
| seqBB            | 128 × 96   | OPR, SV, IPR                                    | politician005     | 1280 × 720 | IV, IPR                                          |
| seqCubic         | 128 × 96   | IV, OCC, IPR                                    | politician006     | 1280 × 720 | IV, OCC, IPR                                     |
| seqDh            | 128 × 96   | IV, IPR                                         | politician007     | 1280 × 720 | IV, IPR                                          |
| seqDjb           | 128 × 96   | IV, SV, IPR, BC                                 | politician008     | 1280 × 720 | IPR                                              |
| seqDk            | 128 × 96   | IPR                                             | politician009     | 1280 × 720 | IPR                                              |
| seqDp            | 128 × 96   | IV, SV, OCC, IPR, BC                            | politician010     | 1280 × 720 | IPR                                              |
| seqDt            | 128 × 96   | IV, SV, DEF, IPR                                | sunglasses001     | 1280 × 720 | IV, SV, OCC                                      |
| seqFast          | 128 × 96   | FM                                              | sunglasses002     | 1280 × 720 | IV, OCC, IPR                                     |
| seqId            | 128 × 96   | IV, SV, OCC, IPR, BC                            | sunglasses003     | 1280 × 720 | IV, OCC, IPR                                     |
| seqMg            | 128 × 96   | IV, SV, OCC, IPR, BC                            | sunglasses004     | 1280 × 720 | IV, OCC                                          |
| seqMs            | 128 × 96   | OCC                                             | sunglasses005     | 1280 × 720 | IV, SV, OCC                                      |
| seqSb            | 128 × 96   | IV, SV, OCC, DEF, IPR                           | sunglasses006     | 1280 × 720 | SV, OCC                                          |
| seqSim           | 128 × 96   | IV, SV, OCC, IPR                                | sunglasses007     | 1280 × 720 | SV, OCC                                          |
| seqVillains1     | 128 × 96   | IV, SV, OCC, IPR, BC                            | sunglasses008     | 1280 × 720 | OCC, IPR                                         |
| seqVillains2     | 128 × 96   | IV, SV, OCC, IPR, OV, BC                        | sunglasses009     | 1280 × 720 | OCC                                              |
| hat001           | 1280 × 720 | IV, OCC, IPR                                    | sunglasses010     | 1280 × 720 | OCC, IPR                                         |
| hat002           | 1280 × 720 | IV, OCC, IPR                                    | mask001           | 1280 × 720 | IV, OCC, DEF, IPR                                |
| hat003           | 1280 × 720 | IV, OCC, MB, IPR                                | mask002           | 1280 × 720 | OCC, IPR                                         |
| hat004           | 1280 × 720 | IV, OCC                                         | mask003           | 1280 × 720 | OCC, IPR                                         |
| hat005           | 1280 × 720 | OCC, MB, IPR                                    | mask004           | 1280 × 720 | OCC, IPR                                         |
| hat006           | 1280 × 720 | SV, OCC, MB, IPR                                | mask005           | 1280 × 720 | OCC, DEF, IPR                                    |
| hat007           | 1280 × 720 | IV, SV, OCC                                     | mask006           | 1280 × 720 | OCC                                              |
| hat008           | 1280 × 720 | IV, OCC                                         | mask007           | 1280 × 720 | OCC, IPR                                         |
| hat009           | 1280 × 720 | IV, SV, OCC, DEF                                | mask008           | 1280 × 720 | SV, OCC, IPR                                     |
| hat010           | 1280 × 720 | IV, SV, OCC                                     | mask009           | 1280 × 720 | IV, OCC, IPR                                     |
| interview001     | 1280 × 720 | DEF, IPR                                        | mask010           | 1280 × 720 | IV, OCC, IPR                                     |
| interview002     | 1280 × 720 | IV, SV                                          | –                 | –          | –                                               |
Fig. 3: Illustration of the proposed content aware correlation filter.

line CF trackers, especially the BACF tracker, our CACF could boost the tracking performance in almost all the challenging situations. This is mainly attributed to the incorporation of both foreground and background information within the CF framework.

D. Qualitative Results

We select 6 typical face sequences from FaceSet to show the qualitative results, that are David, hat001, hat003, hat006, mask006 and sunglasses005. Sample tracking results of five CF trackers are shown in figure 3 (CACF, BACF, ECO_HC, SiamMask and SiamRPN++r50).

In the first row (David), it shows that our tracker can capture the face successfully under severe illumination change and in plane rotation. The faces in the second (hat001), third (hat003) and fourth (hat005) rows undergo frequent rotation, deformation and occlusion, but our CACF can still track the faces accurately under these challenging factors. In the fifth and sixth rows, the faces are interrupted by heavy makeups and decorations which makes it difficult to capture them accurately. The fifth row corresponds to the Mask006 sequence while the sixth row Sunglasses005. The sample frames in the two rows show that almost all the five trackers can capture the faces, thus it is difficult to directly show the improved performance of our CACF tracker against the other methods. We compute the center location errors (CLE) of the trackers on these two sequences. The CLEs on these sample frames are listed in Table 2. It is clear that our CACF tracker is obviously better than the other four methods. BACF and ECO_HC are better than SiamRPN++r50 and SiamMask.

V. Discussion

As we analyzed in the experiment section, the proposed CACF could boost the performance of face tracking under different challenging situations. The main advantage of CACF is the real negative training samples drawn from the background patches and the incorporation of the locality sensitive histogram based foreground features. For CF based trackers, traditional negative samples are mainly obtained from circular shifted foreground patches, which leads to annoying boundary effects. In order to suppress such effect, real negative samples must be used for training the CF. On the other hand, leveraging background information could boost the tracking performance and it is common in constructing trackers. As shown in figure 3 the background patches are sampled as the negative samples in the training block. In order to further increase the discriminative ability of the tracker, we adopt the LSH based feature as the foreground feature and incorporate it into the CF framework. By using the above strategies, the learned CF could highlight the target face area in the response map (see figure 3).

Despite the improved face tracking performance of CACF, the main limitation of the CACF lies in that the weight $\gamma$ in the spatial regularization term of our objective function keep invariant during tracking, which cannot well adapt to the variation of target face. Thus, it is necessary to change the weight of spatial regularization according to different face appearances. Another limitation is the ADMM method for solving the objective function. Since the ADMM methods requires ergodic averaging of variables $[44]$, it destroys the sparsity of the solution, leading that the convergence rate is not optimal$[71]$. This problem will ignite the exploration of improved ADMM method for solving the objective function of various CF trackers.

VI. Conclusion

In this paper, we have proposed a content aware correlation filter for face tracking. In order to solve the boundary effect in CF trackers, we exploit the background information for learning a CF in which the background patches are used as negative samples while the target patches as positive samples. A locality sensitive histogram based illumination invariant feature is used as foreground feature to discriminate the target face from complex background. The feature is incorporated into
Fig. 4: Precision plots and success plots on FaceSet compared against state-of-the-art tracking methods.

Fig. 5: Attribute-based comparison. We list the precision and success plots of eight attributes. The other three attributes, FM, LR and OV are not shown because the number of sequences containing the three attributes are 9, 2 and 4, respectively.
Fig. 6: Sample frames of tracking results over several face sequences from FaceSet. Red: CACF, Green: BACF, Blue: SiamRPN++ r50, Black: SiamMask, Pink: ECO_HC

Table 2: CLEs of the trackers on the sample frames of Fig. 6

| Seq. #   | FrameNo. | CACF | BACF | SiamRPN++ r50 | SiamMask | ECO_HC |
|---------|----------|------|------|--------------|----------|--------|
| Mask006#33 | 0.5     | 0.5  | 4.533 | 5.453        | 1.803    |
| Mask006#86 | 0.707   | 1.118| 2.625 | 12.834       | 2.828    |
| Mask006#141| 2.5     | 2.549| 10.052| 6.136        | 2.692    |
| Mask006#240| 5.148   | 5.701| 18.037| 22.255       | 5.523    |
| Mask006#322| 2.0     | 2.236| 19.410| 15.389       | 3.640    |
| Sunglasses#030| 6.042 | 6.50 | 13.481| 12.362       | 7.211    |
| Sunglasses#055| 1.803 | 2.50 | 46.999| 31.098       | 12.806   |
| Sunglasses#093| 7.433 | 8.515| 37.667| 33.056       | 8.016    |
| Sunglasses#210| 8.322 | 6.708| 32.669| 177.741      | 1.803    |
| Sunglasses#222| 2.236 | 2.550| 18.564| 176.217      | 2.915    |
the objective function and the ADMM method is used to solve the objective function. We also build a face tracking dataset (FaceSet) which contains 97 sequences and covers 11 challenging attributes in face tracking. The resulting content aware correlation filter shows promising performance improvement compared to other CF based trackers in the FaceSet. In our future work, we will further explore the potential of the content aware CF framework to incorporate deep features for boosted performance and expand the FaceSet with more sequences. We will also try to improve the CACF tracker by introducing adaptive spatial regularization weight and accelerated ADMM method to further boost the face tracking performance.
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