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Abstract

This paper considers the problem of simultaneous estimation of the attitude (orientation), position and linear velocity for vehicles navigating in a three-dimensional space. We propose two types of hybrid nonlinear observers using continuous angular velocity and linear acceleration measurements as well as intermittent landmark position measurements. The first one relies on a fixed-gain design approach based on an infinite-dimensional optimization, while the second one relies on a variable-gain design approach based on a continuous-discrete Riccati equation. For each case, we provide two different observers with and without the estimation of the gravity vector, respectively. The proposed observers are shown to be exponentially stable with a large domain of attraction. Simulation and experimental results are presented to illustrate the performance of the proposed observers.
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1 Introduction

In the present work, we are interested in the problem of simultaneous estimation of the attitude, position and linear velocity of a rigid body evolving in a three-dimensional space. This type of estimation, referred to as inertial navigation observer, is crucial for autonomous navigation systems. It is well known that the attitude can be estimated using body-frame observations of some known inertial vectors, e.g., using a star tracker or an inertial measurement unit (IMU), while the position and linear velocity can be obtained, for instance, from a Global Positioning System (GPS). However, it is challenging to design inertial navigation observers for applications in GPS-denied environments (e.g., indoor applications). As an alternative solution to the lack of GPS information, one can use, for instance, bearing measurements from vision system or range measurements from Ultra Wideband systems. In this context, some techniques combining IMU and vision-based landmark position measurements have been proposed in the literature (Rehbinder and Ghosh, 2003; Mourikis and Roumeliotis, 2007; Mourikis et al., 2009). A class of nonlinear invariant pose (attitude and position) observers, designed on the matrix Lie group $SE(3)$ using group velocity (angular and linear velocities) and vision-based landmark position measurements, have been proposed in (Vasconcelos et al., 2010; Hua et al., 2015; Khosravian et al., 2015) with almost global asymptotic stability guarantees, and in (Wang and Tayebi, 2017; Wang and Tayebi, 2019) with global asymptotic/exponential stability guarantees.

In practice, obtaining the linear velocity using low-cost sensors in GPS-denied environments is not an easy task. Therefore, it is of great importance to develop estimation algorithms that provide the pose and linear velocity using inertial-vision systems. Vision systems for autonomous navigation have been widely used in robotics application for many years (Kelly and Sukhatme, 2011; Hesch et al., 2013; Scaramuzza and Fraundorfer, 2011). Most of the existing results in the literature for the pose and linear velocity estimation rely on Kalman-type filters such as the extended Kalman filter (EKF) and unscented Kalman filter (UKF) (Mourikis and Roumeliotis, 2007; Mourikis et al., 2009). It is well known that these Kalman-type filters, relying on local linearizations, suffer from large computational overhead and
lack of strong stability guarantees. Recently, nonlinear geometric observers for inertial navigation systems, using IMU and landmark position measurements, have been emerged in the literature. An invariant Extended Kalman Filter (IEKF) has been proposed in (Barrau and Bonnabel, 2017), and a Riccati-based observer, with gravity estimation, has been proposed in (Hua and Allibert, 2018). In contrast to these observers with local stability guarantees, hybrid nonlinear geometric observers with global exponential stability guarantees have been proposed in (Wang and Tayebi, 2018; Wang and Tayebi, 2020).

On the other hand, some interesting results, addressing the estimation problem with intermittent measurements, have been proposed in (Ferrante et al., 2016; Li et al., 2017; Sferlaazza et al., 2019; Alonge et al., 2019; Berkane and Tayebi, 2019). This problem is motivated by the fact that some applications may involve different type of sensors with different bandwidths and communication delays, and as such, irregular sensors sampling may take place. For instance, IMU measurements can be considered as continuous compared to visual measurements which often require low sampling rates due to hardware limitations of the vision sensors and the heavy image processing computations. Therefore, the stability is not guaranteed if one tries to implement continuous-time observers in applications involving intermittent measurements combining sensors with different bandwidth characteristics (such as IMU and vision systems), and as such, the observers needs to be carefully redesigned.

In this paper, we propose two types of hybrid nonlinear observers, with fixed and variable gains, for inertial navigation systems, relying on continuous angular velocity and linear acceleration measurements, and intermittent landmark measurements. The main advantage of the variable gain observers is their efficiency in handling measurement noise via a systematic tuning of the gains. For each type, we provide two different observers, endowed with exponential stability guarantees with a minimum and maximum eigenvalue of A. We denote by λ^A the i-th eigenvalue of A, and by λ^A the minimum and maximum eigenvalue of A, respectively.

Let {I} be an inertial frame and {B} be a frame attached to a rigid body. The matrix R ∈ SO(3) denotes the rotation of frame {B} with respect to frame {I}, where SO(3) := {R ∈ R^{3×3}|RR^T = R^TR = I_3, det R = 1}. We denote by p ∈ R^3 and v ∈ R^3, the position and linear velocity of the rigid-body expressed in the inertial frame {I}, respectively. The Lie algebra of SO(3), denoted by so(3), is given by so(3) = {Ω ∈ R^{3×3}|Ω = −Ω^T}. We denote by × the vector cross-product on R^3, and define the map (·) : R^3 → so(3) such that x × y = x^Ty, ∀x, y ∈ R^3. For any R ∈ SO(3), we define [R]_I ∈ [0, 1] as the normalized Euclidean distance on SO(3) with respect to the identity I_3, such that [R]_I^2 = 1⁄2∥I_3 − R∥^2 = 1⁄2tr(I_3 − R). Let the map R : R × S^2 represent the well-known angle-axis parametrization of the attitude, which is given by R(θ, u) := I_3 + sin θu^x + (1 − cos θ)(u^x)^2 with θ ∈ R denoting the rotation angle and u ∈ S^2 denoting the rotation axis. For any matrix A = [a_ij]_{1≤i,j≤3} ∈ R^{3×3}, we define ψ(A) = [1⁄2(a_{32} − a_{23}, a_{13} − a_{31}, a_{21} − a_{12})^T. One can verify the identity ⟨⟨A, u^x⟩⟩ = 2u^Tψ(A).

2 Preliminary Material

2.1 Notations

The sets of real, non-negative real, natural numbers and non-zero natural numbers are denoted as R, R≥0, N and N>0, respectively. We denote by R^n the n-dimensional Euclidean space, and denote by S^n the set of (n + 1)-dimensional unit vectors. Given two matrices, A, B ∈ R^{m×n}, their Euclidean inner product is defined as ⟨⟨A, B⟩⟩ = tr(A^TB). The Euclidean norm of a vector x ∈ R^n is defined as ||x|| = x^T x, and the Frobenius norm of a matrix X ∈ R^{n×m} is given by ||X||_F = √⟨⟨X, X⟩⟩. A n-by-n identity matrix is denoted by I_n and a n-by-m zero matrix is denoted by 0_{n×m}. For a given matrix A ∈ R^{n×n}, we define E(A) as the set of all unit eigenvectors of A. We denote by λ^A the i-th eigenvalue of A, and by λ^A the minimum and maximum eigenvalue of A, respectively.

Let {I} be an inertial frame and {B} be a frame attached to a rigid body. The matrix R ∈ SO(3) denotes the rotation of frame {B} with respect to frame {I}, where SO(3) := {R ∈ R^{3×3}|RR^T = R^TR = I_3, det R = 1}. We denote by p ∈ R^3 and v ∈ R^3, the position and linear velocity of the rigid-body expressed in the inertial frame {I}, respectively. The Lie algebra of SO(3), denoted by so(3), is given by so(3) = {Ω ∈ R^{3×3}|Ω = −Ω^T}. We denote by × the vector cross-product on R^3, and define the map (·) : R^3 → so(3) such that x × y = x^Ty, ∀x, y ∈ R^3. For any R ∈ SO(3), we define [R]_I ∈ [0, 1] as the normalized Euclidean distance on SO(3) with respect to the identity I_3, such that [R]_I^2 = 1⁄2∥I_3 − R∥^2 = 1⁄2tr(I_3 − R). Let the map R : R × S^2 represent the well-known angle-axis parametrization of the attitude, which is given by R(θ, u) := I_3 + sin θu^x + (1 − cos θ)(u^x)^2 with θ ∈ R denoting the rotation angle and u ∈ S^2 denoting the rotation axis. For any matrix A = [a_ij]_{1≤i,j≤3} ∈ R^{3×3}, we define ψ(A) = [1⁄2(a_{32} − a_{23}, a_{13} − a_{31}, a_{21} − a_{12})^T. One can verify the identity ⟨⟨A, u^x⟩⟩ = 2u^Tψ(A).

2.2 Hybrid Systems Framework

Define the hybrid system as a subset E ⊆ R_{≥0} × N in the form of E = ∪_{j=0}^{∞} [t_j, t_{j+1}] × {j}, for some finite sequence 0 = t_0 ≤ t_1 ≤ · · · ≤ t_j, with the last interval
possibly in the form \([t_j, T]\) with \(T\) finite or \(T = +\infty\).
On each hybrid time domain, there is a natural ordering of points \((t, j) \leq (t', j')\) if \(t \leq t'\) and \(j \leq j'\). Given a smooth manifold \(\mathcal{M}\) embedded in \(\mathbb{R}^n\), define \(T\mathcal{M}\) as the tangent space of \(\mathcal{M}\). We consider the following hybrid system (Goebel et al., 2009):

\[
\mathcal{H} : \begin{cases} 
\dot{x} \in F(x), & x \in \mathcal{F} \\
 x^+ \in G(x), & x \in \mathcal{J} 
\end{cases}
\]

where the flow map \(F : \mathcal{M} \to T\mathcal{M}\) describes the continuous flow of \(x\) on the flow set \(\mathcal{F} \subseteq \mathcal{M}\); the jump map \(G : \mathcal{M} \rightrightarrows \mathcal{M}\) describes the discrete flow of \(x\) on the jump set \(\mathcal{J} \subseteq \mathcal{M}\). Note that \(G : \mathcal{M} \rightrightarrows \mathcal{M}\) denotes a set-valued mapping from \(\mathcal{M}\) to \(\mathcal{M}\). A hybrid arc is a function \(x : \text{dom} \ x \to \mathcal{M}\), where \(\text{dom} \ x\) is a hybrid time domain and, for each fixed \(j\), \(t \mapsto x(t, j)\) is a locally absolutely continuous function on the interval \(I_j = \{t : (t, j) \in \text{dom} \ x\}\). Note that \(x^+\) denotes the value \(x\) after a jump, namely, \(x^+ = x(t, j + 1)\) with \(x(t, j)\) denoting the value of \(x\) before the jump. For more details on dynamic hybrid systems, we refer the reader to (Goebel et al., 2009; Goebel et al., 2012) and references therein. For the hybrid system \(\mathcal{H}\) in (1), a closed set \(\mathcal{A} \subset \mathcal{M}\) is said to be (locally) exponentially stable if every maximal solution to \(\mathcal{H}\) is complete and there exist strictly positive scalars \(\kappa\), \(\lambda\) and \(\mu\) such that, for any \(\|\phi(0, 0)\|_A < \mu\), each solution \(\phi\) of \(\mathcal{H}\) satisfies \(\|\phi(t, j)\|_A \leq \kappa \exp(-\lambda(t + j))\|\phi(0, 0)\|_A\) for all \((i, j) \in \text{dom} \ \phi\) (Teel et al., 2013).

### 2.3 Kinematics and Measurements

Consider the following kinematics of a rigid body navigating in a three-dimensional space:

\[
\begin{align*}
\dot{R} &= R\omega^\times, \\
\dot{p} &= v, \\
\dot{v} &= g + Ra,
\end{align*}
\]

where \(g \in \mathbb{R}^3\) denotes the gravity vector with \(c_g = ||g||\) being the gravity constant, \(\omega \in \mathbb{R}^3\) denotes the angular velocity expressed in the body-frame, and \(a \in \mathbb{R}^3\) is the body-frame apparent acceleration capturing all non-gravitational forces applied to the rigid body expressed in the body-frame. We assume that the measurements of \(\omega\) and \(a\) are continuously available.

Consider a family of \(N\) landmarks with \(p_i \in \mathbb{R}^3\) being the position of the \(i\)-th landmark expressed in the inertial frame \(\{I\}\). The landmark measurements expressed in the body frame \(\{B\}\) are denoted as

\[
y_i := R^\top (p_i - \bar{p}), \quad i = 1, 2, \cdots, N.
\]

Note that the landmark measurements can be directly constructed, for instance, from a stereo vision system.

### Assumption 1

The landmark measurements are available at some instants of time \(t_j, j \in \mathbb{N}_{>0}\), and there exist constants \(0 < t_m \leq T_m < \infty\) such that \(T_m \leq t_{j+1} - t_j \leq T_M\) for all \(j \in \mathbb{N}_{>0}\).

This assumption implies that the time between two consecutive measurements is lower and upper bounded. The lower bound \(T_m\) is required to be strictly positive to avoid Zeno behaviors. Note that one has the regular periodic sampling if \(T_m = T_M\).

To keep track of these time-driven sampling events, a virtual timer \(\tau\), motivated by (Carnevale et al., 2007; Ferrante et al., 2016), is considered with the following hybrid dynamics:

\[
\begin{align*}
\dot{\tau} &= -1, \\
\tau^+ &= \begin{cases} T_m, & \tau \in [0, T_M) \\ 0, & \tau \in \{0\} \end{cases}
\end{align*}
\]

with \(\tau(0) \in [0, T_M)\). This virtual state \(\tau\) decreases to zero continuously, and upon reaching zero (i.e., landmark measurements arrive) it is reset to a value between \(T_m\) and \(T_M\). An example of the solution of the timer \(\tau\) is shown in Fig. 1. With this additional state \(\tau\) the time-driven sampling events can be described as state-driven events. Note that a different increasing timer has also been used in (Carnevale et al., 2007; Sferlazza et al., 2019; Berkane and Tayebi, 2019). The decreasing timer is purposefully chosen here as it suits our stability proofs that will given later.

![Fig. 1. An example of the solution of the timer \(\tau\) with \(T_m = 1\) and \(T_M = 2\).](image)

### Assumption 2

There exist at least three non-collinear landmarks among the \(N \geq 3\) measurable landmarks at each instant of time \(t_j, j \in \mathbb{N}_{>0}\).

Assumption 2 is commonly used in the problem of pose estimation (Vasconcelos et al., 2010; Hua et al., 2015; Khosravian et al., 2015; Wang and Tayebi, 2019) and state estimation for inertial navigation (Barrau and Bonnabel, 2017; Wang and Tayebi, 2020). Consider a set of scalars \(k_i > 0, i = 1, 2, \cdots, N\) such that \(k_c := \sum_{i=1}^N k_i = 1\). Define \(p_c := \sum_{i=1}^N k_i p_i\) as the weighted center of landmarks in the inertial frame. Note that given three non-collinear landmarks and \(k_i > 0, \forall i = 1, 2, \cdots, N\), it is always possible to guarantee that the matrix \(M := \sum_{i=1}^N k_i(p_i - p_c)(p_i - p_c)^\top\)
is positive semi-definite with no more than one zero eigenvalue under Assumption 2.

Our objective is to design a hybrid estimation scheme for pose and linear velocity using the above mentioned available measurements under Assumption 1 and Assumption 2.

3 Hybrid Observers Design

3.1 Fixed-gain design

Known gravity case (without gravity estimation):

Let $\hat{R} \in SO(3)$ denote the estimate of the attitude $R$, $\hat{p} \in \mathbb{R}^3$ denote the estimate of the position $p$, and $\hat{v} \in \mathbb{R}^3$ denote the estimate of the linear velocity $v$. We will make use of an auxiliary variable $\eta \in \mathbb{R}^3$ with hybrid dynamics designed to model the intermittent measurements for attitude estimation. This auxiliary variable remains constant between two consecutive landmark measurements (i.e., $t \in (t_{j-1}, t_j)$, $\forall j \in \mathbb{N}_{>0}$) and updates upon the arrival of the landmark measurements (i.e., $t = t_j, j \in \mathbb{N}_{>0}$). The estimated attitude $\hat{R}$ is obtained through a continuous integration of the attitude kinematics using the angular velocity $\omega$ and the auxiliary variable $\eta$. The position and velocity are obtained via a hybrid observer consisting of a continuous integration of the translational dynamics using $a, g$ and $\eta$ between two consecutive landmark measurements, and a discrete update upon the arrival of the landmark measurements.

Hence, we propose the following hybrid nonlinear observer:

$$\begin{align*}
\dot{\hat{R}} &= \hat{R}(\omega + \hat{R}^\top \eta) \\
\dot{\eta} &= 0_{3 \times 1} \\
\dot{\hat{p}} &= \eta^\top (\hat{p} - p_c) + \hat{v} \\
\dot{\hat{v}} &= \eta^\top \hat{v} + g + \hat{R}a \\
\tau \in & [0, T_M] \\
\eta^+ &= k_R \sigma_R \\
\hat{p}^+ &= \hat{p} + k_p y \\
\hat{v}^+ &= \hat{v} + k_v y \\
\tau \in &= \{0\}
\end{align*}$$

(7)

where $\hat{R}(0) \in SO(3)$, $\hat{p}(0)$, $\hat{v}(0)$, $\eta(0) \in \mathbb{R}^3$, $k_R, k_p, k_v$ are strictly positive scalar gains, and the innovation term $\sigma_R$ and the virtual output $y$ are given by

$$\begin{align*}
\sigma_R &= \frac{1}{2} \sum_{i=1}^N k_i (p_i - p_c) \times (p_i - \hat{R}y_i) \\
y &= \sum_{i=1}^N k_i (p_i - \hat{p} - \hat{R}y_i)
\end{align*}$$

(8)

(9)

Define the geometric estimation errors: $\tilde{R} = R \hat{R}^\top$, $\tilde{v} = v - \tilde{R} \hat{v}$ and $\tilde{p} = p - \tilde{R} \hat{p} - (I_3 - \tilde{R})p_c$. Then, from the definitions of the output $y_i$ and the matrix $M$, the innovation terms $y$ and $\sigma_R$ can be rewritten in terms of the estimation errors as

$$\begin{align*}
\sigma_R &= \frac{1}{2} \sum_{i=1}^N k_i (p_i - p_c) \times \tilde{R}^\top (p_i - p_c) = \psi(M \tilde{R}) \\
y &= \sum_{i=1}^N k_i \tilde{R}^\top (p - \tilde{R} \hat{p} - (I_3 - \tilde{R})p_i) = \tilde{R}^\top \tilde{p}
\end{align*}$$

(10)

(11)

where we made use of the facts: $\sum_{i=1}^N k_i (p_i - p_c) = 0_{3 \times 1}$, $x^\top x = 0_{3 \times 1}$, $\forall x \in \mathbb{R}^3$ and $x \times y = -y \times x = \psi(y x^\top)$, $\forall x, y \in \mathbb{R}^3$. Note that when the weighted center of landmarks $p_c$ is located at the origin (i.e., $p_c = 0_{3 \times 1}$), one has the traditional geometric position estimation error $\tilde{p} = p - \tilde{R} \hat{p}$. The advantage of our position estimation error is that the innovation term $y$ can be directly written in terms of the position estimation error. Moreover, the introduction of $p_c$ in the expression of $\sigma_R$ given in (8) results in $\sigma_R$ being only dependent on the attitude estimation error $\tilde{R}$ and not on the position estimation error $\tilde{p}$ as shown in (10).

In view of (2)-(4), (7) and (10)-(11), one has the following hybrid closed-loop system

$$\begin{align*}
\dot{\tilde{R}} &= \tilde{R}(-\eta) \\
\dot{\eta} &= 0_{3 \times 1} \\
\dot{\tilde{p}} &= \tilde{v} \\
\dot{\tilde{v}} &= (I - \tilde{R})g \\
\tau \in & [0, T_M] \\
\eta^+ &= k_R \psi(M \tilde{R}) \\
\tilde{p}^+ &= \tilde{p} - k_p \tilde{v} \\
\tilde{v}^+ &= \tilde{v} - k_v \tilde{p} \\
\tau \in &= \{0\}
\end{align*}$$

(12)

Consider the new variable $x = [\tilde{p}^\top, \tilde{v}^\top]^\top \in \mathbb{R}^6$, whose dynamics are given by

$$\begin{align*}
\dot{x} &= Ax + \delta_g \\
\dot{x}^+ &= (I - KC)x \\
\tau \in & [0, T_M] \\
\tau \in &= \{0\}
\end{align*}$$

(13)

where $\delta_g := [0_{1 \times 3}, g^\top (I_3 - \tilde{R})]^\top$, $K := [k_p I_3, k_v I_3]^\top$, and $g$ denotes the gravity vector.
and the matrices $A$ and $C$ are given by

$$A = \begin{bmatrix} 0_{3\times3} & I_3 \\ 0_{3\times3} & 0_{3\times3} \end{bmatrix}, C = \begin{bmatrix} I_3 & 0_{3\times3} \end{bmatrix}. \quad (14)$$

The dynamics of $x$ in (13) can be seen as a linear hybrid system with an additional disturbance term $\delta_g$ induced by the gravity. Note that from the definition of $\delta_g$, this additional term will vanish as the attitude estimation error converges to $I_3$. Moreover, one can easily verify that the pair $(A, C)$ given in (14) is uniformly observable.

Define the extended space $\Xi := SO(3) \times \mathbb{R}^3$. Then, we introduce the new state $x_1 = (\hat{R}, \eta, x, \tau) \in \Xi \times \mathbb{R}^6 \times [0, T_M]$. From (12) and (13), one obtains the hybrid closed-loop system $H_1 = (F_1, G_1, J_1, J_1)$ as follows:

$$H_1 : \begin{cases} \dot{x}_1 = F_1(x_1) & x_1 \in J_1 \\ x_1^+ \in G_1(x_1) & x_1 \in J_1 \end{cases} \quad (15)$$

with $F_1 := \hat{\mathcal{O}} \times \mathbb{R}^6 \times [0, T_M], J_1 := \hat{\mathcal{O}} \times \mathbb{R}^6 \times \{0\}$, and the flow and jump maps defined as

$$F_1(x_1) = \left( \hat{R}(\eta)^x, 0_{3\times1}, Ax + \delta_g, -1 \right) \quad (16)$$

$$G_1(x_1) = \left( \hat{R}, k_R\psi(M\hat{R}), (I - KC)x, [T_m, T_M] \right). \quad (17)$$

Note that the flow set $F_1$ and jump set $J_1$ of $H_1$ are closed, and $F_1 \cup J_1 = \hat{\mathcal{O}} \times \mathbb{R}^6 \times [0, T_M]$. Moreover, with the introduction of the virtual timer $\tau$, the hybrid system $H_1$ is autonomous and satisfies the hybrid basic conditions of (Goebel et al., 2009).

Define $\hat{M} := \frac{1}{2}(\text{tr}(M)I_3 - M)$ with $M = \sum_{i=1}^{N} k_i(p_i - p_c)(p_i - p_c)^\top$, which can be easily verified to be positive definite. Let us introduce a constant scalar associated to the minimum and maximum eigenvalues of the matrix $M$ as $\varsigma_M := \lambda_{\min}/\lambda_{\max} > 0$. Define the closed set $A := \{x_1 = (\hat{R}, \eta, x, \tau) \in \Xi \times \mathbb{R}^6 \times [0, T_M] \mid \hat{R} \in I_3, \|\eta\| = 0, \|x\| = 0\}$. Now, one can state the following result:

**Theorem 3** Consider the hybrid dynamical system (15)-(17). Suppose that Assumption 1 - 2 hold, and there exists a symmetric positive definite matrix $P$ satisfying

$$\Xi_P(\tau) := A^\top P \Phi(\tau) P \Phi(\tau) A_g - P < 0, \quad (18)$$

for all $\tau \in [T_m, T_M]$ with $\Phi(\tau) = \exp(A\tau), A_g = (I - KC)$ and matrices $A, K$ and $C$ given in (14). Then, for any $\theta < \epsilon < 1$, there exist constants $\eta^*, k_R^*$ such that for any $|\hat{R}(0)| \leq \epsilon \varsigma_M, \|\eta(0)\| \leq \eta^*, x \in \mathbb{R}^6$ and $k_R < k_R^*$ the set $A$ is exponentially stable.

**PROOF.** See Appendix B.

**Remark 4** To increase the basin of attraction for the attitude estimation error, one can choose $\|\eta(0)\| = 0$ and $\varsigma_M = 1$ (i.e., $M = kI_3$, with some constant $k > 0$) through a proper construction of the matrix $M$, see for instance (Tagebi et al., 2013).

**Remark 5** Note that a necessary condition for the existence of a symmetric positive definite matrix $P$ satisfying (18) for all $\tau \in [T_m, T_M]$ is that the pair $(\Phi(\tau), C)$ is observable for every $\tau \in [T_m, T_M]$, see (Ferrante et al., 2016). The observability of the pair $(\Phi(\tau), C)$ for every $\tau \in [T_m, T_M]$ can be easily verified using $\Phi(\tau) = \exp(A\tau)$ and $A, C$ given in (14). However, it is not straightforward to determine a sufficient condition for the existence of a solution for the optimization problem $\Xi_P(\tau) < 0, \forall \tau \in [T_m, T_M]$. This optimization problem can be solved using the polytopic embedding technique proposed in (Ferrante et al., 2016) and the finite-dimensional LMI approach proposed in the recent work (Sferlazza et al., 2019). A complete procedure for solving this infinite-dimensional optimization problem, adapted from the work in (Sferlazza et al., 2019), is provided in Appendix A. In practice, one can start with the design of a gain $K$ such that the eigenvalues of $\Phi(\tau)(I - KC)$ are inside the unit circle for some $\tau \in [T_m, T_M]$, and apply the procedure in Appendix A with this gain $K$ to check whether (18) is satisfied for all $\tau \in [T_m, T_M]$.

Unknown gravity case (with gravity estimation):

In some applications, the gravity vector $g$ may not be available or not known. Hence, it is of great interest to design observers without the knowledge of the gravity vector. To solve this problem, a new hybrid observer with gravity vector estimation is proposed. Let $\hat{g} \in \mathbb{R}^3$ be the estimate of the gravity vector $g$, and $\hat{g} := g - \hat{R}g$ be the gravity vector estimation error. We propose the following hybrid observer:

$$\begin{cases} \dot{\hat{R}} = \hat{R}(\omega + \hat{R}^\top \eta)^x, \\ \hat{\eta} = 0_{3\times1}, \\ \eta^+ = k_R\sigma_R \\ \dot{\hat{p}} = \eta^x(\hat{p} - p_c) + \hat{v}, \\ \hat{p}^+ = \hat{p} + k_p y \\ \dot{\hat{v}} = \eta^x\hat{v} + \hat{g} + Ra, \\ \hat{v}^+ = \hat{v} + k_v y \\ \dot{\hat{g}} = \eta^x\hat{g} \end{cases} \quad (19)$$

where $\hat{R}(0) \in SO(3), \hat{p}(0), \hat{v}(0), \eta(0), \hat{g}(0) \in \mathbb{R}^3$, the constant scalar gains $k_R, k_p, k_v, k_g > 0$, and the innovation terms $\sigma_R$ and $y$ are given in (8) and (9), respectively. Compared to the hybrid observer (7), in the dynamic of $\hat{v}$ the gravity vector $g$ has been replaced by $\hat{g}$ which is obtained from an appropriately designed adaptation law. From (19), the estimated gravity vector $\hat{g}$ is continuously updated using $\eta$ when the landmark measurements are
not available (i.e., in the flow set), and discretely updated using $y$ upon the arrival of the landmark measurements (i.e., in the jump set).

From (7) and (19), one obtains the same hybrid closed-loop dynamics for $\hat{R}$ and $\eta$ as (12). Let us introduce a new variable $x := [\hat{p}^T, \hat{v}^T, \hat{g}^T]^T \in \mathbb{R}^9$. From (2)-(4), (19), the hybrid dynamics of $x$ are given as follows

$$\begin{align*}
\dot{x} &= Ax \\
x^+ &= (I - KC)x, \quad \tau \in [0, T_M]
\end{align*}$$

(20)

where $K := [k_p I_3, k_v I_3, k_g I_3]^T$, and the matrices $A$ and $C$ are given by

$$A = \begin{bmatrix}
0_{3 \times 3} & I_3 & 0_{3 \times 3} \\
0_{3 \times 3} & 0_{3 \times 3} & I_3 \\
0_{3 \times 3} & 0_{3 \times 3} & 0_{3 \times 3}
\end{bmatrix},
C = \begin{bmatrix}
I_3 \\
0_{3 \times 3} \\
0_{3 \times 3}
\end{bmatrix}. \quad (21)$$

The difference between (13) and (20) is that $\delta_g = 0_{9 \times 1}$ and $x \in \mathbb{R}^9$ in (20). Hence, in view of (13) and (20), one obtains the same form of hybrid closed-loop system as $H_1$ in (15) for observer (19) except that $\delta_g = 0_{9 \times 1}$ and $x \in \mathbb{R}^9$. Let us introduce the following closed set:

$$\mathcal{A} := \{x_1 = (\hat{R}, \eta, x, \tau) \in \mathbb{R}^9 \times [0, T_M] \mid \hat{R} = I_3, \|\eta\| = \|x\| = \|\hat{g}\| = 0\}.$$ 

Now, one can state the following result:

**Corollary 6** Consider the hybrid observer (19) for the system (2)-(4), and there exists a symmetric positive definite matrix $P$ satisfying (18) for all $\tau \in [T_m, T_M]$ with $\Phi(\tau) = \exp(\tau A_R)$ and matrices $A, K$ and $C$ given in (21). Then, for any $0 < \epsilon < 1$, there exist constants $\eta^*, k_R^* > 0$, such that for any $\|\hat{R}(0)\|_L \leq \epsilon \sqrt{T_M}$, $\|\eta(0)\| \leq \eta^*$, $x \in \mathbb{R}^9$ and $k_R < k_R^*$ the set $\mathcal{A}$ is exponentially stable.

The proof of Corollary 6 can be conducted using the same steps as in the proof of Theorem 3, which is omitted here.

### 3.2 Variable-gain Design

**Known gravity case (without gravity estimation):**

In the previous subsection, the fixed-gain design approach was considered based on an infinite-dimensional optimization. However, in practice, it is not straightforward to tune the gain parameters to satisfy condition (18) for all $\tau \in [T_m, T_M]$. Moreover, since this condition is dependent on the parameters $T_m, T_M$, one may need to redesign the gains every time these parameters change. In this subsection, we propose different hybrid observers relying on variable gains automatically designed via continuous-discrete Riccati equations.

We propose the following hybrid nonlinear observer:

$$\begin{align*}
\dot{R} &= \dot{\hat{R}} = \hat{R}(\omega + \hat{R}^T \eta)^x \\
\dot{\eta} &= 0_{3 \times 1} \\
\dot{\hat{p}} &= \eta^x (\hat{p} - p) + \hat{v} \\
\dot{\hat{v}} &= \eta^x \hat{v} + g + \hat{R}a \\
\dot{\hat{g}} &= \eta^x \hat{g} \\
\dot{\hat{R}}^+ &= \hat{R}
\end{align*}$$

(22)

where $\hat{R}(0) \in SO(3), \hat{p}(0), \hat{v}(0), \eta(0) \in \mathbb{R}^3$ and $k_R > 0$. The innovation terms $\sigma_R$ and $y$ are given in (8) and (9), respectively. The main difference with respect to observer (7) is that the gain matrices $K_p, K_v \in \mathbb{R}^{3 \times 3}$ are time-varying matrices. In view of (2)-(4) and (22), one has the following hybrid closed-loop system:

$$\begin{align*}
\dot{\hat{R}} &= \dot{\hat{R}}(\eta)^x \\
\dot{\eta} &= 0_{3 \times 1} \\
\dot{\hat{p}} &= \eta^x (\hat{p} - p_c) + \hat{v} \\
\dot{\hat{v}} &= (I - \hat{R})g \\
\dot{\hat{R}}^+ &= \hat{R}
\end{align*}$$

(23)

Let us introduce a new variable $x = [\hat{p}^T R, \hat{v}^T R]^T \in \mathbb{R}^6$. From (2) and (23), the hybrid dynamics of $x$ are given by

$$\begin{align*}
\dot{x} &= A_t x + \delta_g \\
x^+ &= (I - C_t x), \quad \tau \in [0, T_M]
\end{align*}$$

(24)

where $\delta_g := [0_{1 \times 3} g^T (R - \hat{R})]_L$, $K := [K_p^T, K_v^T]^T$, and the matrices $A_t$ and $C_t$ are given by

$$A_t = \begin{bmatrix}
-\omega^x & I_3 \\
0_{3 \times 3} & -\omega^x
\end{bmatrix},
C_t = \begin{bmatrix}
I_3 & 0_{3 \times 3}
\end{bmatrix}. \quad (25)$$

Similar to (13), the dynamics of $x$ in (24) can be seen as a linear hybrid system with an additional disturbance term $\delta_g$ induced by the gravity. One can also show that $\delta_g$ vanishes as the attitude estimation error converges to $I_3$. The main difference between (13) and (24) is that matrix $A_t$ in (24) is time-varying. Let us design the gain matrix $K$ as

$$K = PC_t^T (C_t PC_t^T + Q_t)^{-1}$$

(26)

where $P$ is the solution of the following continuous-discrete Riccati equation

$$\begin{align*}
\dot{P} &= A_t P + P A_t^T + V_t, \quad \tau \in [0, T_M] \\
P^+ &= P - PC_t^T (C_t PC_t^T + Q_t)^{-1} C_t P, \quad \tau \in \{0\}
\end{align*}$$

(27)
where $P(0)$ is positive definite, $Q_t, V_t \in \mathbb{R}^{6 \times 6}$ are uniformly positive definite, and the matrices $(A_t, C_t)$ are given by (36). The following lemma, modified from (Deyst and Price, 1968; Barrau and Bonnabel, 2017), provides sufficient conditions for the existence of the solution of the continuous-discrete Riccati equations (27a)-(27b).

**Lemma 7** *(Deyst and Price, 1968; Barrau and Bonnabel, 2017)* Consider the pair $(A_t, C_t)$ and let matrices $V_t$ and $Q_t$ be uniformly positive definite. If there exist $\mu_v, \lambda_v, \mu_q, \mu_Q, \Gamma > 0$ such that

$$
\mu_v I \leq \int_{t_j - \Gamma}^{t_j} \Phi^T_t V_t(s)(\Phi^T_t)ds \leq \mu_v I
$$

$$
\mu_q I \leq \sum_{i=1}^{j} (\Phi^T_i) C_i(t_i) Q_t^{-1}(t_i) C_i(t_i) \Phi_i \leq \mu Q I
$$

where $\Phi_t = \Phi(t, s)$ denotes the square matrix defined by $\Phi^T_t = I, \partial_s(\Phi^T_t) / = A_t \Phi^T_t$. Then, the solution $P$ to (27a)-(27b) exists, and there exist constants $0 < p_m \leq p_M < \infty$ such that $p_m I \leq P \leq p_M I$ for all $t \geq 0$.

Note that, if the matrices $A_t, C_t, V_t, Q_t$ are bounded and the pair $(A_t, C_t)$ is uniformly observable, the conditions in Lemma 7 are satisfied.

**Lemma 8** *(Wang and Tayebi, 2020, Lemma 3)* The pair $(A_t, C_t)$ defined in (25) is uniformly observable.

Define the new state $x_2 = (\tilde{\mathbf{R}}, \eta, x, \tau)$. From (23) and (24), one obtains the following hybrid closed-loop system: $\mathcal{H}_2 = (F_2, G_2, \mathcal{F}_2, \mathcal{J}_2)$:

$$
\mathcal{H}_2 : \begin{cases}
\dot{x}_2 = F_2(x_2) & x_2 \in \mathcal{F}_2 \\
\dot{x}_2^+ = G_2(x_2) & x_2 \in \mathcal{J}_2
\end{cases}
$$

(29)

with $\mathcal{F}_2 := \mathcal{O} \times \mathbb{R}^6 \times [0, T_M], \mathcal{J}_2 := \mathcal{O} \times \mathbb{R}^6 \times \{0\}$, and the following flow and jump maps:

$$
F_2(x_2) = \left(\tilde{\mathbf{R}}(-\eta)^{T}, 0_{3 \times 1}, A_t x + \delta_y, -1\right)
$$

(30)

$$
G_2(x_2) = \left(\tilde{\mathbf{R}}, k_R \psi(M \tilde{\mathbf{R}}), (I - KC_t)x, [T_m, T_M]\right)
$$

(31)

Similar to (15), one can show that the hybrid system $\mathcal{H}_2$ satisfies the hybrid basic conditions. Now, one can state the following result:

**Theorem 9** Consider the hybrid dynamical system (29)-(31). Suppose that Assumption 1-2 hold, and the conditions given in Lemma 7 with $(A_t, C_t)$ defined in (25) are satisfied. Then, for any $0 < \epsilon < 1$, there exist constants $\eta^*, k_R > 0$, such that for any $|R(0)| \leq \epsilon$, $\|\eta(0)\| \leq \eta^*, x \in \mathbb{R}^6$ and $k_R < k_R^*$, the set $A$ is exponentially stable.

**Proof.** See Appendix C.

In order to tune the matrices $V_t$ and $Q_t$, related to the covariance of the state and output noise, let us denote the noise in the gyro and accelerometer measurements by $n_w, n_a \in \mathbb{R}^3$, and the noise in the landmark measurements by $n^i_0 \in \mathbb{R}^3, i = 1, \ldots, N$. In this case, the derivative of $x$ in the flows of (24) and the term $y$ can be rewritten as

$$
\begin{align*}
\dot{x} &= A_t x + \delta_y - \left(\begin{array}{c}
(\tilde{\mathbf{R}}^T \tilde{\mathbf{p}})^T \\
(\tilde{\mathbf{R}}^T \tilde{\mathbf{v}})^T
\end{array}\right) \begin{pmatrix}
0_{3 \times 3} \\
I_3
\end{pmatrix}
\begin{pmatrix}
n_w \\
n_a
\end{pmatrix}
\end{align*}
$$

(32)

where $\tilde{\mathbf{p}} = \hat{\mathbf{p}} - p_c$. Then, the matrices $V_t$ and $Q_t$ can be chosen as

$$
V_t = \begin{bmatrix}
(\tilde{\mathbf{R}}^T \tilde{\mathbf{p}})^T & 0_{3 \times 3} \\
(\tilde{\mathbf{R}}^T \tilde{\mathbf{v}})^T & I_3
\end{bmatrix}
\text{Cov} \begin{pmatrix}
n_w \\
n_a
\end{pmatrix}
\begin{bmatrix}
(\tilde{\mathbf{R}}^T \tilde{\mathbf{p}})^T & 0_{3 \times 3} \\
(\tilde{\mathbf{R}}^T \tilde{\mathbf{v}})^T & I_3
\end{bmatrix}^T
$$

(33)

where we made the assumption that the noise in the landmark measurements are uncorrelated.

**Unknown gravity case (with gravity estimation):**

On the other hand, to handle the unknown gravity case, we propose the following new hybrid nonlinear observer with gravity vector estimation:

$$
\begin{align*}
\dot{\tilde{\mathbf{R}}} &= \tilde{\mathbf{R}}(\omega + \tilde{\mathbf{R}}^T \eta)^T \\
\dot{\eta} &= 0_{3 \times 1} \\
\dot{\tilde{\mathbf{p}}} &= \eta^T (p_c - p_c) + \tilde{\mathbf{v}} \\
\dot{\tilde{\mathbf{v}}} &= \eta^T \hat{\mathbf{v}} + \tilde{\mathbf{R}} a \\
\dot{\mathbf{g}} &= \eta^T \tilde{\mathbf{g}} \\
\tau \in [0, T_M]
\end{align*}
$$

(34)

$$
\begin{align*}
\tilde{\mathbf{g}}^+ &= \hat{\mathbf{g}} + \tilde{\mathbf{R}}_K \tilde{\mathbf{R}}^T y \\
\tau \in \{0\}
\end{align*}
$$

where $\tilde{\mathbf{R}}(0) \in SO(3), \tilde{\mathbf{p}}(0), \tilde{\mathbf{v}}(0), \tilde{\mathbf{g}}(0), \eta(0) \in \mathbb{R}^3$, $k_R > 0$, and $K_p, K_v, K_g \in \mathbb{R}^{3 \times 3}$ to be designed. The measurement terms $\sigma_R, y$ are given in (8) and (9), respectively.

Consider the new variable $x = [\tilde{\mathbf{p}}^T R, \tilde{\mathbf{v}}^T R, \hat{\mathbf{g}}^T R]^T \in \mathbb{R}^9$. Then, from (2) and (19), the dynamics of $x$ are given by

$$
\begin{align*}
\dot{x} &= A_t x \\
x^+ &= (I - KC_t)x \\
\tau \in [0, T_M]
\end{align*}
$$

(35)
where \( K := [K_p^T, K_v^T, K_y^T]^T \), and the matrices \( A_t \) and \( C_t \) are given by

\[
A_t = \begin{bmatrix}
-\omega^x & I_3 & 0_{3\times3} \\
0_{3\times3} & -\omega^x & I_3 \\
0_{3\times3} & 0_{3\times3} & -\omega^x
\end{bmatrix},
C_t = \begin{bmatrix}
I_3 \\
0_{3\times3} \\
0_{3\times3}
\end{bmatrix}^T. \tag{36}
\]

The gain matrix \( K \) is designed as

\[
K = PC_t^T(C_tC_t^T + Q_t)^{-1}, \tag{37}
\]

where \( P \) is the solution of the continuous-discrete Riccati equation (27a)-(27b), with \( P(0) \) positive definite, \( V_t, Q_t \) uniformly positive definite, and \( (A_t, C_t) \) given by (36).

In view of (22), (24), (34) and (35), one obtains the same form of hybrid closed-loop system as \( H_2 \) in (29) for observer (34) except that \( \delta_x = 0_{3\times1} \) and \( x \in \mathbb{R}^9 \).

**Lemma 10** The pair \((A_t, C_t)\) defined in (36) is uniformly observable.

The proof of this Lemma 10 is similar to the proof of Lemma 8, which is omitted here. Now, one can state the following result:

**Corollary 11** Consider the hybrid observer (34) for the system (2)-(4). Let Assumption 1-2 hold, and the conditions given in Lemma 7 with \((A_t, C_t)\) defined in (36) are satisfied. Then, for any \( 0 < \epsilon < 1 \), there exist constants \( \eta^*, k_R^* > 0 \), such that for any \( \|R(0)\| \leq \epsilon \sqrt{B_M} \), \( \|\eta(0)\| \leq \eta^*, x \in \mathbb{R}^9 \) and \( k_R < k_R^* \) the set \( \bar{A} \) is exponentially stable.

The proof of Corollary 11 can be conducted using the same steps as in the proof of Theorem 9, which is omitted here. Similar to the derivations in (32)-(33), the matrices \( Q_t \) and \( V_t \) can be tuned related to the covariance of the state and output noise as follows:

\[
V_t = \begin{bmatrix} (\hat{R}^T \hat{p})^x & 0_{3\times3} \\ (\hat{R}^T \hat{v})^x & I_3 \\ (\hat{R}^T \hat{g})^x & 0_{3\times3} \end{bmatrix} \text{Cov} \left( \begin{bmatrix} n_x \\ n_v \\ n_y \end{bmatrix} \right), \]

\[
Q_t = \begin{bmatrix} \hat{R} \end{bmatrix} \sum_{i=1}^N k_i^2 \text{Cov} \left( n_y^i \right) \begin{bmatrix} \hat{R} \end{bmatrix}^T,
\]

with \( \hat{p} = \hat{p} - p_e \), and we made the assumption that the noise in the landmark measurements are uncorrelated.

4 **Simulation Results**

In this section, simulation results are presented to illustrate the performance of the proposed hybrid observers. We refer to the hybrid observer (7) as ‘HINO1-F’, the hybrid observer (19) as ‘HINO2-F’, the hybrid observer (22) as ‘HINO1-V’, and the hybrid observer (34) as ‘HINO2-V’. Moreover, we refer to the invariant observer proposed in (Barrau and Bonnabel, 2017) as ‘IEKF’.

We consider an autonomous vehicle moving on the ‘S’-shape trajectory given by \( p(t) = 10[\text{sin}(t), \text{sin}(t)\cos(t), 1]^T \) (meter), with the initial rotation \( R(0) = I_3 \) and the angular velocity \( \omega(t) = [\text{sin}(0.3\pi), 0.1, \cos(0.3\pi)]^T \) (rad/s). The same initial conditions are considered for each observer \( \hat{R}(0) = R_a(0.1\pi, u) \) with \( u \in S^2 \), \( \eta(0) = \hat{v}(0) = \hat{p}(0) = \hat{g}(0) = 0_{3\times1} \), and \( P(0) = I \).

There are \( N = 25 \) landmarks which are randomly selected on the ground such that Assumption 1 holds. We consider continuous IMU measurements and intermitent landmark position measurements with \( T_m = 0.04 \) and \( T_M = 0.06 \) (about 20Hz sampling rate). Moreover, additive white Gaussian noise has been considered with \( \text{Cov}(n_{\omega}) = 0.0001I_3 \), \( \text{Cov}(n_y) = 0.01I_3 \) and \( \text{Cov}(n_y^i) = 0.01I_3 \), \( \forall i = 1,2,...,N \) for the gyro, accelerometer and landmark measurements, respectively. The same parameters \( k_i = 1/N, i = 1,...,N \) and \( k_R = 1.2 \) are chosen for each of the proposed observers. Moreover, for the fixed-gain observers, we pick \( k_p = 0.5, k_v = 1.0 \) and \( k_g = 0.6 \), such that, for both observers, there exists a matrix \( P \) satisfying \( \Xi_P(t) < 0, \forall t \in [T_m, T_M] \). For the variable-gain observers, matrices \( V_t \) and \( Q_t \) are chosen as (33) for HINO1-V and as (??) for HINO2-V. For the IEKF, the gain matrices are chosen using the same covariance of the measurements noise as per Section V.B in (Barrau and Bonnabel, 2017).

Simulation results are shown in Fig. 2. As one can see, the estimated states from the proposed hybrid observers and IEKF converge, after a few seconds, to the vicinity of the real state. The execution time of each observer, using an Intel Core i7-3540M running at 3.00GHz, is given in the following table:

| \( N \) | HINO1-F | HINO1-V | HINO2-F | HINO2-V | IEKF |
|---|---|---|---|---|---|
| 25 | 0.003s | 0.004s | 0.006s | 0.005s | 0.010s |
| 100 | 0.006s | 0.008s | 0.009s | 0.012s | 0.015s |

From the table, one can see that the computational costs of our fixed-gain observers are lower than the computational costs of our variable-gain observers and IEKF. This is due to the online computations required for solving the continuous-discrete Riccati equations. Moreover, the IEKF comes with the highest computational cost, which is mainly due to the computation of the inverse of a potentially high-dimensional matrix \( S \in \mathbb{R}^{3N \times 3N} \) (see Egn. (35) in (Barrau and Bonnabel, 2017)), especially when the number of landmarks \( N \) is large.

5 **Experimental Results**

To further validate the performance of our proposed hybrid observers, we applied our algorithms to real data
from the EuRoc dataset (Burri et al., 2016), where the trajectories are generated by a real flight of a quadrotor. This dataset includes stereo images, IMU measurements and ground truth. The sampling rate of the stereo images from MT9V034 is 20Hz. The ground truth of the states are obtained by a non-linear least-squares batch solution using the Vicon pose and IMU measurements. More details about the EuRoc dataset can be found in (Burri et al., 2016).

5.1 Experimental Setting

The images are undistorted with the camera parameters calibrated using Stereo Camera Calibrator App. The features are tracked via the Kanade-Lucas-Tomasi (KLT) tracker using minimum eigenvalue feature detection (Shi and Tomasi, 1994), which are shown in Fig. 3. To remove matched point-feature outliers, a simple outliers removal technique proposed in (Hua et al., 2018) has been used with the thresholds $S = 60$, $D = 2$. The three-dimensional coordinates of the point-features from stereo images expressed in the camera frame are transformed to the frame attached to the vehicle using the calibration matrix provided in the dataset. The accelerometer and gyro measurements are corrected via the biases provided by the ground truth.

Since no physical landmarks are available in the EuRoc dataset, a set of ‘virtual’ landmarks are generated from the stereo images and the ground truth pose at the beginning. More precisely, the coordinate of the $i$-th landmark expressed in the inertial frame is calculated as $p_i = R_G y_i + p_G$, where $R_G, p_G$ are the ground truth rotation and position of the vehicle, and $y_i$ is the current $i$-th feature measurement generated from the current stereo images. For the sake of efficiency, we limit the maximum number of detected and tracked point-features to 100. It is quite unrealistic to track the same set of point-features through a long time image sequence. Hence, when the number of visible point-features is less than a certain threshold (6 in our experiments), a new set of point-features is generated using current stereo images and ground truth again. Note that the ground truth pose is used to validate the performance of the proposed algorithms and also to generate the virtual landmarks in the experiments due to the lack of physical landmarks.

5.2 Results

To achieve fast convergence for the attitude estimation, we choose $k_R = 28/\|M\|_F$ with $M = \sum_{i=1}^{N} k_i (p_i - p_e)(p_i - p_e)^\top$ and $k_i = 1/N$ for all $i = 1, \ldots, N$ for each of the proposed observers. For the variable-gain observers, the matrices $V_i$ and $Q_i$ for the continuous-discrete Riccati equations are chosen same as the simulation with the covariance matrices of the measurement noise $\text{Cov}(n_\omega) = 0.0024 I_3$, $\text{Cov}(n_\nu) = 0.0283 I_3$ and $\text{Cov}(n_p^i) = 0.06 I_3$ for all $i = 1, \ldots, N$. For the fixed-gain observers, to achieve similar performance as the variable-gain observers, the gains are picked after several trials as $k_p = 0.85, k_v = 2.5$ and $k_g = 2.0$ with the condition (18) satisfied. In practice, the IMU measurements are not continuous although obtained at a high rate, for example 200Hz in the EuRoc dataset. In our experiments, the numerical integration for the estimated attitude is given as $\hat{R}_{k+1} = \hat{R}_k \exp(\omega_k \Delta t)$ with $\Delta t := t_{k+1} - t_k, \forall k \in \mathbb{N}_{\geq 0}$ and the sequence $\{t_k\}_{k \in \mathbb{N}_{\geq 0}}$ denoting the time instants of the IMU measurements, while a first-order numerical discretization method is applied for the integration of the other state vectors such

Fig. 2. Simulation results of three-dimensional trajectories and estimation errors of rotation, position, linear velocity and gravity vector using intermittent landmark position measurements.

Fig. 3. Example of features detection and tracking in the left and right images of a stereo camera using the Computer Vision System Toolbox. Pictures come from the EuRoc dataset (Burri et al., 2016).
as \( \dot{p}, \dot{v}, \eta \) and \( \dot{g} \). Two sets of experiments have been performed, which are shown in Fig. 4. As one can see, the estimates provided by all the proposed hybrid observers and IEKF, using the high rate IMU measurements and low rate stereo vision measurements, converge after a few seconds to the vicinity of the ground truth. The experimental results show that the performance of the proposed observers, which require less computational cost, are comparable to the performance of the IEKF.

6 Conclusion

Hybrid inertial navigation observers relying on continuous angular velocity and linear acceleration measurements, and intermittent landmark position measurements, have been proposed. Different versions have been developed depending on whether the observer gains are constant or time-varying and whether the gravity vector is known or not. While the fixed-gain observers require less computational cost than the variable-gain observers, the latter are easily tunable via the covariance of the measurements noise. All the proposed observers are endowed with strong exponential stability properties. This is, to the best of our knowledge, the first work dealing with inertial navigation observers design, using intermittent measurements, with strong stability guarantees. Simulation and experimental results, illustrating the performance of the proposed hybrid nonlinear observers, have been provided.

Appendix

A Solving the infinite-dimensional problem

In this section, we provide a procedure motivated by (Sferlazza et al., 2019) to solve the infinite-dimensional problem \( \Xi P(\tau) < 0 \), for all \( \tau \in [T_m, T_M] \). First, let \( (\lambda_i(\tau), v_i(\tau)) \in \mathbb{R} \times S^{n-1} \) be the \( i \)-th pair of eigenvalue and eigenvector of the matrix \( \Xi P(\tau) \) with \( \lambda_i(\tau) = v_i(\tau)^\top \Xi P(\tau) v_i(\tau) \) being a continuous function of \( \tau \). Using the facts \( \partial \Phi(\tau)/\partial \tau = e^{A_T} A = A e^{A_T} \) and \( v_i(\tau)^\top (\partial v_i(\tau)/\partial \tau) = 0 \) for all \( \tau \geq 0 \), the first-order derivatives of \( \lambda_i(\tau) \) with respect to \( \tau \) is given as

\[
\frac{\partial \lambda_i(\tau)}{\partial \tau} = v_i^\top \frac{\partial \Xi P(\tau)}{\partial \tau} v_i = v_i^\top (A_T e^{A_T} \tau (A^\top P + PA)e^{A_T} A_g) v_i \leq 2\|P\|\|A\|\|e^{A_T}\|^2 \|A_g\|^2 := \delta_p.
\]

Then,
Before proceeding with the proof of Theorem 1, we provide the following useful properties: for any \( R \in \text{SO}(3) \) solution of \( \dot{R} = R(\omega)^{x} \) with \( R(0) \in \text{SO}(3) \) and \( \omega \in \mathbb{R}^{3} \), one has

\[
4\lambda_{M}^{2} |R|_{2}^{2} \leq \mathrm{tr}(I - R)M \leq 4\lambda_{M}^{2} |R|_{2}^{2} \tag{B.1}
\]

\[
\|\psi(MR)\|_{F}^{2} = \alpha(M, R)\mathrm{tr}((I - R)W') \tag{B.2}
\]

\[
\dot{\psi}(MR) = E(MR)\omega \tag{B.3}
\]

\[
\|E(MR)\|_{F} \leq \|M\|_{F} \tag{B.4}
\]

where \( E(MR) := \frac{1}{2}\mathrm{tr}(MR)I - \tilde{R}^{\top}M \), \( W' := \mathrm{tr}(M^{2})I - 2MR^{2} \), and \( \alpha(M, R) := 1 - |R|_{2}^{2} \cos^{2}(u, M\omega) \leq 1 \) with \( (\cdot, \cdot) \) denoting the angle between two vectors and \( u \) being the axis of rotation of \( R \). The proof of these properties can be found in (Berkane et al., 2017, Lemma 1 and Lemma 2) and the references therein.

First, we are going to show that \( |\tilde{R}(t)| < 1 \) for all \( t \geq 0 \). This step guarantees that the innovation term \( \sigma_{R} = k_{R}\psi(MR) \) vanishes only at \( \tilde{R} = I_{3} \) excluding the undesired critical points \( \tilde{R} = R_{a}(\pi, v) \) with \( v \in \mathcal{E}(M) \). Consider the following real-valued function on \( \mathcal{U} \times [0, T_{M}] \):

\[
W = \frac{1}{2}\mathrm{tr}((I - \tilde{R})M) - \tau \eta^{\top}\psi(M\tilde{R}) + \mu e^{\top}\eta \tag{B.5}
\]

with some \( \mu > 0 \). Let \( \|\xi\|^{2} := |\tilde{R}|_{2}^{2} + \|\eta\|^{2} \). Using the properties (B.1), (B.2), one has \( \|\psi(M\tilde{R})\|^{2} \leq \mathrm{tr}(I - \tilde{R}W') \leq 4\lambda_{M}^{2} |R|_{2}^{2} \) with \( W := \frac{1}{2}(\mathrm{tr}(W')I_{3} - W') \). For all \( \tau \geq 0 \), one obtains the following inequalities:

\[
\lambda_{m}^{2} \|\xi\|^{2} \leq W \leq \lambda_{M}^{2} \|\xi\|^{2}, \tag{B.6}
\]

where the matrices \( P_{1} \) and \( P_{2} \) are given by

\[
P_{1} = \begin{bmatrix}
2\lambda_{M}^{2} & -\sqrt{\lambda_{M}^{2}T_{M}} \\
-\sqrt{\lambda_{M}^{2}T_{M}} & \mu
\end{bmatrix},
\]

\[
P_{2} = \begin{bmatrix}
2\lambda_{M}^{2} & \sqrt{\lambda_{M}^{2}T_{M}} \\
\sqrt{\lambda_{M}^{2}T_{M}} & \mu e^{T}M
\end{bmatrix}.
\]

To guarantee that matrices \( P_{1} \) and \( P_{2} \) are positive definite, it is sufficient to choose \( \mu > \frac{1}{2}\lambda_{M}^{2}T_{M}/\lambda_{M}^{2} \). Then, the time-derivative of \( W \) along the flows of (15) is given by

\[
\dot{W} = \frac{1}{2}\mathrm{tr}(M\tilde{R}) + \eta^{\top}\psi(M\tilde{R}) + \tau \eta^{\top}E(M\tilde{R})\eta^{\top} - \mu e^{\top}\eta \tag{B.7}
\]

where we made use of the properties (B.3) and (B.4), and the facts: \( e^{\tau} \geq 1 \) for all \( \tau \geq 0 \) and \( \mathrm{tr}(M\tilde{R})^{\times} = -\langle (MR, \eta^{\times}) \rangle = -2\eta^{\top}\psi(M\tilde{R}) \). Choosing \( \mu > \max\{\frac{1}{2}\lambda_{M}^{2}T_{M}/\lambda_{M}^{2}, |M|_{F} \} \), one obtains \( \dot{W} \leq 0 \), which implies that \( \dot{W} \) is negative semi-definite and \( W \) is non-increasing in the flows.

Thanks to the decreasing timer in (6), one has \( \tau = 0 \) at each jump. Let \( \dot{W}^{+} \) be the value of \( \dot{W} \) after each jump.
Then, one can show that

\[ W^+ - W = \frac{1}{2} \text{tr}((I - \tilde{R}^+)M) - \frac{1}{2} \text{tr}(I - \tilde{R})M \]

\[ - \nu(\eta^+)^T \psi(M \tilde{R}^+) + \nu \eta^T \psi(M \tilde{R}) + \mu \eta^T H - h(\eta) \]

\[ \leq - k_R \tilde{R}(T_m - \mu T^M k_R) \| \psi(M \tilde{R}) \|^2 - \mu \| \eta \|^2 \]

\[ \leq - k_R \tilde{R}^* \| \psi(M \tilde{R}) \|^2 - \mu \| \eta \|^2, \quad (B.8) \]

where \( \nu := \tau^+ \in [T_m, T_M] \), \( \tilde{R}^* := \tilde{R} - \mu T^M k_R \), and we made use of the fact that \( \tilde{R} = \tilde{R}^+ \) and \( \eta^+ = k_R \psi(M \tilde{R}) \).

Choosing \( k_R < k^*_R := \frac{1}{\mu} T_m e^{-T M} \), such that \( \tilde{R} = \tilde{R}^+ \), one can further show that \( W^+ - W \leq 0 \), which implies that \( W \) is non-increasing after each jump. From (B.6), (B.7) and (B.8), one can show that \( \lambda^M_2 \| W(t) \| \leq \lambda^M_2 \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \| \|
\(-c_4t, \forall t \in [T_m, T_M] \). Let \( \nu^+_t := \nu_2(x^+, \tau^+) \) and \( \nu := \tau^+ \in [T_m, T_M] \). Then, for each jump at \( \tau = 0 \), one has
\[
\nu^+_\lambda = e^{\lambda \nu}x^T((I - KC)^T\Phi(\nu)^TP\Phi(\nu)(I - KC))x
\]
\[
eq e^{\lambda \nu}x^T\gamma \nu + e^{\lambda \nu}x^TPx
\]
\[
\leq e^{\lambda \nu}c_2x^T + e^{\lambda \nu}pmx^T
\]
\[
\leq (p_m - c_2) \frac{e^{\lambda \nu}T_m}{|x|^2}
\]
\[
\leq e^{-\lambda \nu}V_2(x), \quad \forall x_1 \in \mathcal{J}_1
\]  
\[\text{(B.18)}\]

where \( \lambda^2 := -\ln\left(\frac{p_m - c_2}{\alpha} e^{\lambda \nu}T_m\right) \). Pick \( \lambda^2 > \frac{1}{T_m} \ln\left(\frac{\alpha^2}{p_m - c_4}\right) \) such that \( \frac{p_m - c_2}{\alpha} e^{\lambda \nu}T_m < 1 \) and \( \lambda^2 > 0 \).

Now, we are going to show the exponential stability of the set \( \mathcal{A} \) for the overall hybrid closed-loop system \( \mathcal{H}_1 \) in (15). Let \( |x_1|^2 \geq 0 \) be the distance of \( x_1 \) with respect to the set \( \mathcal{A} \) such that \( |x_1|^2 := \inf \{R_{\mathcal{A}}(\tilde{R}, \eta, \xi) : x_1 \in \mathcal{H}_1(\tilde{R}, \eta, \xi)\} \). Consider the Lyapunov function candidate \( V(x_1) = \varepsilon V_1(\tilde{R}, \eta, \tau) \) for \( \alpha > 0 \). From (B.12) and (B.16), one can show that
\[
\lambda^2 |x|^2 \leq V(x_1) \leq \lambda^2 |x|^2
\]  
\[\text{(B.19)}\]

where \( \lambda^2 := \min\{\varepsilon \lambda_1, \lambda_2\} \) and \( \alpha := \max\{\varepsilon \bar{\alpha}, \tilde{\alpha}\} \). In view of (B.11)-(B.13) and (B.16)-(B.17), one has
\[
\dot{V} = -\varepsilon \lambda^2 V_1 - \lambda^2 V_2 + \beta |x||\dot{x}|
\]
\[
\leq -\varepsilon \lambda^2 V_1 - \lambda^2 V_2 + \frac{\varepsilon \lambda^2}{2} |x|^2 + |x^T| |\dot{x}|^2
\]
\[
\leq -\varepsilon \lambda^2 V_1 - \left(\lambda^2 - \frac{\beta^2}{2\lambda^2}\right) V_2
\]
\[
= -\lambda_F V_2, \quad \forall x_1 \in \mathcal{J}_1
\]  
\[\text{(B.20)}\]

with \( \varepsilon > \frac{\beta^2}{2\lambda^2} \) such that \( \lambda_F := \min\left\{\frac{\varepsilon \lambda^2}{2}, \left(\lambda^2 \frac{\beta^2}{2\lambda^2}\right)\right\} > 0 \), and we have made use of the inequality
\[
\beta |x||\dot{x}| \leq \frac{\lambda_F}{2} |x|^2 + \frac{\beta^2}{2\lambda^2} |x||\dot{x}|^2.
\]
from (B.14) and (B.18), one obtains
\[
V(x^+_{1}) \leq e^{-\lambda J_1} V_1 + e^{-\lambda J_2} V_2 \leq e^{-\lambda J_1} V(x_1), \quad \forall x_1 \in \mathcal{J}_1
\]  
\[\text{(B.21)}\]

where \( \lambda_J := \min\{\lambda_1, \lambda_2\} \). Let \( \lambda_c := \min\{\lambda_F, \lambda_J\} \). In view of (B.20) and (B.21), one has \( V(x_1(t, j)) \leq e^{-\lambda c (t+j)} H(x_1(0, j)) \) for all \( (t, j) \in \text{dom } x_1 \). Since \( T_m \) is strictly positive by Assumption 1, it follows that every maximal solution to the hybrid system \( \mathcal{H}_1 \) is complete as \( \text{dom } x_1 \) is unbounded. \( \therefore \), \( t + j \rightarrow \infty \). Applying (B.19), one can conclude that for all \( (t, j) \in \text{dom } x_1 \)
\[
|x_1(t, j)|_{\mathcal{A}} \leq \sqrt{\frac{\alpha}{\alpha}} e^{-\lambda c (t+j)} |x_1(0, 0)|_{\mathcal{A}}
\]  
\[\text{(B.22)}\]

which shows that the set \( \mathcal{A} \) is exponentially stable. This completes the proof.

\section*{C Proof of Theorem 9}

Following the same steps as the first part of the proof of Theorem 3, one can guarantee that \( |\tau| \leq 1, \forall t \geq 0 \). Moreover, considering the real-valued function \( \nu \) defined in (B.11), one obtains the inequalities (B.12)-(B.14) and the estimation error \( \zeta \) exponentially converges to zero.

On the other hand, consider the real-valued function \( \nu_2(x, \tau) = e^{-\gamma \tau}x^TP^{-1}x \) with some \( \gamma > 0 \), whose upper and lower bounds are given by
\[
\alpha^2 \leq \nu_2(x, \tau) \leq \alpha^2
\]  
\[\text{(C.1)}\]

where \( \alpha^2 := \frac{1}{p_m} e^{-\gamma T_m} \) and \( \alpha^2 := \frac{1}{p_m} \). The time-derivative of \( \nu_2 \) along the flows of (29) is given as
\[
\dot{\nu}_2 = \gamma \nu_2 + \frac{2}{p_m} \nu_2 - \frac{2}{p_m} \frac{\nu_2}{\gamma T_m} \frac{\nu_2}{p_m} \leq \left(\gamma - \frac{2}{p_m} \nu_2 \right) \frac{\nu_2}{p_m}
\]
\[
= -\lambda F \nu_2 + \beta |x||\dot{x}|, \quad \forall x_2 \in \mathcal{F}_2
\]  
\[\text{(C.2)}\]

where \( \lambda_F := \gamma + e^{-\gamma T_m} \frac{\nu_2}{p_m} > 0 \) with \( \gamma \) small enough, \( \nu_2 := \inf_{t \geq 0} \frac{\nu_2}{p_m} > 0 \), and we made use of the facts \( |\delta_2| \leq |\delta_2| I - R \), \( F \leq 2\sqrt{2\zeta} \). Let \( \sigma(\gamma) = \gamma + e^{-\gamma T_m} \frac{\nu_2}{p_m} > 0 \), \( \sigma(\gamma) \) decreases as \( \gamma \) increases, and the solution for \( \sigma(\gamma) \) is given by \( \gamma = \frac{1}{T_m} W(\frac{\nu_2}{p_m} T_m) \) with \( W(\cdot) \) denoting the Lambert \( W \) function. Hence, one can show that \( \lambda^2 > 0 \) for any \( 0 < \gamma < \frac{1}{T_m} W(\frac{\nu_2}{p_m} T_m) \). Since the solution of \( P \) is well defined for all \( (t, j) \in \text{dom } x_2 \) and \( (P^+)^{-1} = P^{-1} + C_2^T Q_1 C_1 \), one verifies that \( I - KC \) is full rank and \( (P^+)^{-1} \) can be rewritten as \( P^{-1} - I - KC \). Let \( \lambda^2 := \nu_2(x^+, \tau^+) \) and \( \nu := \tau^+ \in [T_m, T_M] \). Then, for each jump at \( \tau = 0 \), one has
\[
\nu^+_2 = e^{-\gamma \tau}x^TP^{-1}x
\]
\[
= e^{-\gamma \tau}(I - KC_i)^TP^{-1}(I - KC_i)x
\]
\[
= e^{-\gamma \tau}xTP^{-1}x - e^{-\gamma \tau}C_i^T(C_i PC_i^T + Q_1)^{-1}C_i x
\]
\[
\leq e^{-\lambda c_2} \nu_2, \quad \forall x_2 \in \mathcal{F}_2
\]  
\[\text{(C.3)}\]

where \( \lambda^2 := \gamma T_m \), and we made use of the fact that \( C_i^T(C_i PC_i^T + Q_1)^{-1}C_i \) is positive semi-definite.

Now, we are going to show the exponential stability of the set \( \mathcal{A} \) for overall hybrid closed-loop system \( \mathcal{H}_2 \) in
(29). Let \( |x_2|_A \geq 0 \) be the distance of \( x_1 \) with respect to set \( A \) such that
\[
|x_2|_A^2 := \inf_{\tilde{R},\tilde{\eta},\tilde{\tau}} \mathcal{H}(\tilde{R}\tilde{R}^T) + |\eta_\tau - \tilde{\tau}|^2 + \|x - \tilde{x}\|^2 + \|x_\alpha - \tilde{x}_\alpha\|^2.
\]
with \( \eta_\tau \) and (C.1)-(C.2) one obtains
\[
\mathbf{H}(x_2) = \varepsilon \mathcal{V}_1(\tilde{R}, \eta, \tau) + \mathcal{V}_2(x, \tau), \quad \text{with some } \varepsilon > 0.
\]
In view of (B.12) and (C.1), one has
\[
\alpha |x_2|_A^2 \leq \mathcal{V}(x_2) \leq \alpha |x_2|_A^2
\]
where \( \alpha := \min\{\varepsilon \alpha_1, \alpha_2\} \) and \( \alpha := \max\{\varepsilon \alpha_1, \alpha_2\} \). Applying the same steps as in (B.20), from (B.11)-(B.13) and (C.1)-(C.2) one obtains
\[
\dot{\mathcal{V}} = -\lambda_F \mathcal{V}, \quad \forall x_2 \in \mathcal{F}_2
\]
with \( \varepsilon > \frac{\beta^2_{PM}}{2\lambda_\alpha} \lambda_\alpha \left( 1 - e^{-r_{\alpha\alpha}} \right) \) and \( \lambda_F := \min\{\frac{\lambda_\alpha^F}{2}, (\lambda_\alpha^F - \frac{\beta^2_{PM}}{2\lambda_\alpha} \lambda_\alpha)\} \}. Moreover, in view of (B.14) and (C.3), one obtains
\[
\mathcal{V}(x_2^+) \leq e^{-\lambda_\alpha^F t} \mathcal{V}(x_2) \leq e^{-\lambda_\alpha^F t} \mathcal{V}(x_2), \quad \forall x_2 \in \mathcal{F}_2
\]
where \( \lambda_\alpha := \min\{\lambda_\alpha^F, \lambda_\alpha^I\} \). Let \( \lambda_c := \min\{\lambda_\alpha^F, \lambda_\alpha^I\} \). In view of (C.5) and (C.6), one has \( \mathcal{V}(x_2(t, j)) \leq e^{-\lambda_c (t+j)} \mathcal{V}(x_2(0, 0)) \). Since \( t_n \) is strictly positive by Assumption 1, it follows that every maximal solution to the hybrid system \( \mathcal{H}_2 \) is complete. Then, from (C.4) one can conclude that, for all \( (t, j) \in \text{dom } x_4 \),
\[
|x_2(t, j)|_A \leq \sqrt{\frac{\alpha}{\alpha}} e^{-\frac{1}{2} \lambda_c (t+j)} |x_2(0, 0)|_A,
\]
which shows that the set \( A \) is exponentially stable. This completes the proof.
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