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Abstract

With the development of deep neural language models, great progress has been made in information extraction recently. However, deep learning models often overfit on noisy data points, leading to poor performance. In this work, we examine the role of information entropy in the overfitting process and draw a key insight that overfitting is a process of overconfidence and entropy decreasing. Motivated by such properties, we propose a simple yet effective co-regularization joint-training framework TIER-A: Aggregation Joint-training Framework with Temperature Calibration and Information Entropy Regularization. Our framework consists of several neural models with identical structures. These models are jointly trained and we avoid overfitting by introducing temperature and information entropy regularization. Extensive experiments on two widely-used but noisy datasets, TACRED and CoNLL03, demonstrate the correctness of our assumption and the effectiveness of our framework.

Introduction

Significant advances in information extraction (IE) tasks have been achieved in recent years with the prosperity of deep neural models(Cho et al. 2014)(Vaswani et al. 2017)(Devlin et al. 2018)(Yamada et al. 2020). Despite the gratifying progress, deep neural models overfit easily on noisy datasets, leading to poor performance(Alt, Gabryszak, and Hennig 2020). Unfortunately, in large-scale text datasets, whether annotated manually or automatically, there will inevitably be a large number of incorrectly labeled data points. This problem exists in most widely used benchmarks, such as TACRED(Zhang et al. 2017a) and CoNLL03(Sang and De Meulder 2003), influencing the performance of SOTA methods(Alt, Gabryszak, and Hennig 2020). Hence, it is of vital importance to develop a noise-robust training method for related tasks.

At present, few works have been done on the noise-robust model in IE tasks. Existing work mainly focused on weakly supervision or distantly supervision(Mintz et al. 2009)(Riedel, Yao, and McCallum 2010)(Zeng et al. 2015)(Lin et al. 2016)(Li et al. 2017). Such methods rely on multi-instance learning and can hardly be adapted to supervised settings. Another line is using reinforcement learning to find mislabeled data in datasets(Qin, Xu, and Wang 2018)(Yang et al. 2019). However, such methods are highly related to the noisy rate of the validation set, as they are using the change of F1 score on the validation set as the rewards for agents. In supervised setting, a representative work is CrossWeight (Wang et al. 2019b), which trains multiple independent models on different folds of training data. Data points with inconsistent model predictions will be marked as noise points and their training weights will be reduced. Although this method is effective, it needs to train tens of model copies. Not only is it inefficient, but also difficult to be used in large language models commonly used in natural language processing. Another work is NLLIE (Zhou and Chen 2021). NLLIE is a joint-training framework, which uses the average of several independent models’ predictions as a soft label to prevent model overfitting. Although this method achieves excellent performance, their aggregation upon predictions failed to control the prediction confidence, resulting in overfitting during the later stage of training. According to our research, denoising learning in supervised IE tasks has not been well studied.

In this paper, we propose a compatible noise-robust joint-training framework, as illustrated in Fig 1. Our model is motivated by former studies(Guo et al. 2017)(Liu et al. 2018), which show that deep neural networks tend to make absolute confident predictions. The maximum value of softmax output will be closer and closer to 1 during the process of overfitting. The overfitting and overconfidence in the seen data will hurt the generalization ability of the models. Hence, we introduce temperature calibrated aggregation and information entropy regularization to mitigate the overconfidence in predictions. Our framework consists of two or more independent neural models with different parameter initialization. All models are encouraged to give predictions, which are similar to each other and have greater information entropy. By introducing temperature calibrated task loss, temperature calibrated co-regularization loss, and maximum information entropy regularization, our framework effectively prevents models from overfitting.

In this paper, experiments are carried out on the deep language models including Albert(Lan et al. 2019), Bert(Devlin et al. 2018) and LUKER(Yamada et al. 2020), and the datasets of TACRED(Zhang et al. 2017a) and CoNLL03. The experimental results show that the proposed framework has excellent noise robust training ability and can stably and signifi-
cantly improve the model performance. The contributions of this paper are summarized as follows:

1. This paper proposes a noise-robust training framework for information extraction tasks. This framework not only has satisfying performance but also good interpretability.

2. The method proposed in this paper is independent of the information extraction model, which means that it can be directly applied to any advanced information extraction model.

3. Extensive experiments on named entity recognition and relationship extraction benchmarks show that the proposed training framework can achieve significant improvement with many SOTA models, and outperforms existing methods.

Related Work

In this section, we will mainly discuss two lines of related work. As each of them has a large number of works, our summary will be brief and selected.

Distant Supervision

Distant Supervision [Mintz et al. 2009] combines rich unlabeled data with existing knowledge base via heuristic method. In this way, we will get a large amount of training data containing noise. In order to reduce the impact of data noise on model training, a main method is multi-instance learning (Kiedel, Yao, and McCallum 2010) (Zeng et al. 2015) (Lin et al. 2016) (Ji et al. 2017). Their motivation is that given a batch of noisy data, at least one data is correctly labeled. PCNN (Zeng et al. 2015) uses the instance most consistent with the label of instance bags as training data, where the label of the bag is positive if and only if at least one instance in the bag is predicted to be positive. However, in Supervised learning, most of the data are correctly labeled, it will give us no benefits if we give up tens of data to obtain a promising clean data point. Another direction is to use reinforcement learning agents to relabel the noise data in the training set (Qin, Xu, and Wang 2018) (Yang et al. 2019). By relabeling the training set and using the F1 score in the validation set as policy-based rewards, agents do learn how to find mislabeled data points and how to relabel them. However, this method is highly dependent on a perfectly labeled validation set, which is expensive to get in information extraction tasks.

Supervision

In the field of computer vision, there are many related research directions, such as mutual learning [Zhang et al. 2018] (Rajamanoharan et al. 2019) (Yang et al. 2020), noise filtering layer [Sukhbaatar et al. 2014] (Goldberger and Ben-Reuven 2016), robust loss function or regularization [Zhang and Sabuncu 2018] (Wang et al. 2019a) and sample selection [Jiang et al. 2018] (Yu et al. 2019) (Wei et al. 2020). The above works are very inspiring to our research. Deep mutual learning [Zhang et al. 2018] (Rajamanoharan et al. 2019) (Yang et al. 2020) is a joint-training framework, which consist of several deep models. By using Kullback-Leibler Divergence, models’ predictions are encouraged to approach the average of others to prevent overfitting. Noise filtering layer [Sukhbaatar et al. 2014] (Goldberger and Ben-Reuven 2016) uses a probability transfer matrix to simulate the process from real labels to noise data. Robust loss function method reduces the influence of noise labels on the robustness of the model by designing an appropriate loss function such as Symmetric Cross Entropy [Wang et al. 2019a]. Sample selection [Jiang et al. 2018] (Yu et al. 2019) (Wei et al. 2020) assumes that data instances with large training losses are noise points and will remove them from training. Although this does reduce the impact of noise points, it will also eliminate some long tail classes from the dataset.

Under the supervision of natural language processing, there are only a few related researches. The representative works include CrossWeight (Wang et al. 2019b) and NLLIE [Zhou and Chen 2021]. Crossweight trains multiple independent models on folds of training data. Data points with inconsistent predictions will be regarded as noise points and be assigned with lower training weights. Although this method is effective, it needs to train tens of model copies, which is not only inefficient but also difficult to be used in large language models commonly used in natural language processing. NLLIE is a joint-training framework, which uses a similar strategy to deep mutual learning. Although this method achieves excellent performance, their aggregation upon predictions failed to control the prediction confidence, resulting in overfitting during the later stage of training.

Preliminary

The relation extraction task aims to determine whether a given relationship exists for the specified entity pair in the text. Specifically, the goal of the relationship extraction task is to train a classifier $f$, predict the relationship between $(x, e_s, e_o)$ and $(e_s, e_o)$ for each given triple. Where $x$ is the given sentence, $e_s$ and $e_o$ represent the potential subject and object respectively. Following the previous work (Zhang et al. 2017b) (Shi and Lin 2019) (Soares et al. 2019), this paper formalizes this task as a sentence classification problem, and uses an entity mask to deal with sentences. For example, jobs founded Apple will be formulated to [CLS] [subject-person] founded [object-company] [SEP], where [CLS] and [SEP] marks the beginning and ending of a sentence. We will use [CLS] representation to get the prediction over the relations between entities.

The named entity recognition task aims to find the location of named entities in text and predict their classes. Following the work of Devlin et al. (Devlin et al. 2018), this paper also formalizes this task as a token classification problem. Specifically, given a text sentence $X = \{x_i\}_{i=1}^N$, it will be instantiated into a sub-token sequence $Z = \{z_{ij}\}_{i=1}^N$, where $Z_{ij}$ is the $j$-th sub-token of $x_i$. The representation of the first sub-token of each word will be used as the input of classifiers to determine whether the word is a named entity or not and which type of named entity it belongs to.
Algorithm 1: TIER-A: Training Algorithm

Input: dataset $D$

Parameter: hyperparameters $T, \alpha, \beta, \gamma, n, S$, base model parameters $\{\Theta_i\}_{i=1}^n$

Output: An ensemble classifier $F$

1: Let $t = 0.$
2: for $s=1,2,3,...,S$ do
3: Sample a batch $B$ from $D$
4: Calculate independent training loss $\{L_i\}_{i=1}^n$ by Eq. 5.
5: $L_{ind} = \frac{1}{n} \sum_{i=1}^{n} L_i$
6: if $s \leq S \ast \gamma$ then
7: Update $\{\Theta_i\}_{i=1}^n$ w.r.t. $L_{ind}$
8: else
9: Calculate the soft label $p_i,t$ by Eq. 3.
10: Calculate the joint-training loss $L_{ct}$ by Eq. 4.
11: $L = L_{ind} + \beta L_{ct}$
12: Update $\{\Theta_i\}_{i=1}^n$ w.r.t. $L$
13: end if
14: end for
15: return $\{\Theta_i\}_{i=1}^n$

Method

The overview of TIER-V model is shown in Fig 1.

Learning Process

Our framework consists of $n$ ($n \geq 2$) copies of the task-specific model with different initialization. For models built upon pre-trained language models, only the external parameters (e.g., those of a downstream classifier) are randomly initialized, while the pre-trained parameters are the same. To balance the efficiency and effectiveness, we use two model copies ($n=2$) in this paper. Once initialized, we will have a two-phase training process. The training algorithm is described in Alg. 1.

The first phase is the warm-up stage. In this stage, the joint-training loss function is deactivated. Only is the temperature calibrated independent loss function of each model used to complete the training of $n$ models. As the model converges much faster on the well-labeled data than on the noisy data, a sufficient independent training phase can help the model quickly fit the main data pattern.

The second phase is the joint-training stage. In this stage, the model will conduct training according to both independent training loss and well-designed joint-training loss function. Specifically, the temperature calibrated predictions of $n$ models are aggregated through the aggregation layer, whose result will be used as a soft label to encourage models to have a consistent prediction.

Optimization Objective

Our optimization objective function consist of two parts. The second part is independent training loss.

The first part is joint-training loss. All logits output will be gathered to go through the aggregation layer, which will generate a soft label according to the specified evaluation method.

$$p_{st} = Agg(l_1, ..., l_n; T)$$ (1)

where $n$ is the number of models used in the framework and $Agg()$ is the aggregation function determined by the aggregation method. $T$ is the temperature hyper-parameter. Temperature calibration was originally proposed by Hinton et al. to distill knowledge from neural models. We apply temperature calibration to transform the prediction as

$$p_i = Softmax(l_i/T)$$ (2)

Temperature $T$ decrease the entropy when $0 < T < 1$. As $T \to 0$, the distribution collapses to a point mass, leading to a higher certainty. By setting low temperatures, models can greatly reduce the impact of noisy labels. For example, assume that we have a label (1,0). By setting $t=0.2$, a logit output of (0.6,0.4) will lead to a prediction of (0.73,0.27) instead of (0.55,0.45). The latter will draw a great loss when dealing with wrong labels, leading to a quick rush in the overfitting phase. For data following the main pattern(clean data), a low temperature will curb the trend of overconfidence. When dealing with noisy data points, a lower temperature will encourage the logit output to form a stalemate between true class and wrong label. By curbing the trend of overconfidence in both noisy data and clean data, deep models will have more time to learn long-tail classes before being convinced by noisy data points, and thus have a better performance.

Former works (Zhou and Chen 2021) indicate that deep models can easily fit well-labeled data but need more steps to fit the noisy data. Thus on clean data, models can easily reach an agreement, while on noisy data their predictions are usually inconsistent. By introducing average aggregation, noisy data will arouse great agreement loss, which can reduce their influence on optimization.

$$Agg(l_1, ..., l_n; T) = \frac{1}{n} \sum_{i=1}^{n} p_i$$ (3)

The joint-training loss is as follows

$$L_{ct} = \frac{1}{n} \sum_{i=1}^{n} KL(p_{st}, p_i)$$ (4)

where KL is the KL divergence from $p_i$ to $p_{st}$. The second part is independent-training loss.

$$L_i = CE(p_i, y) + \alpha NIE(p_i)$$ (5)

where CE is the CrossEntropy loss, NIE is the negative information entropy of distribution $p_i$, and $p_i$ is the temperature-calibrated prediction of model $i$. By introducing negative information entropy regularization(NIE), we encourage the model to maintain reasonable uncertainty when giving a prediction and thus prevent the tendency of overfitting.

The objective function will be

$$L = \frac{1}{n} \sum_{i=1}^{n} L_i + \beta L_{ct}$$ (6)
Expand this expression, we will have

\[ L = \frac{1}{n} \sum_{i=1}^{n} \{ CE(p_i, y) + \alpha NIE(p_i) + \beta KL(p_{st}, p_i) \} \]  

\[ (7) \]

**Prediction**

Motivated by ensemble learning methods, we will use weighted voting when making predictions. Intuitively, the logit outputs generally reveal the confidence of each model for each class, we design our confidence soft vote classifier as

\[ r_p = \arg \max_{r \in [0, 1, \ldots, K]} l^r_c \]

\[ (8) \]

where \( r_p \) is our predicted class, \( r \in [0, 1, \ldots, K] \), \( K \) is the number of classes. \( l^r_c \) is the soft vote prediction as

\[ l^r_c = \frac{\sum_{i=1}^{n} l_i}{||l_i||} \]

\[ (9) \]

where \( l_i \) is the logit output of model \( i \), and \( n \) is the number of models used in our framework.

According to our design of training objective function, models are supposed to have sufficient uncertainty when dealing with data points that conflict with the main data pattern. Given a noisy input, overfitting models will give a logit output where the noisy label only exceeds slightly over the true class. Thus it only takes one robust model which can correctly classify the noisy data points to enable the joint-classifier to make a proper prediction. A toy example is shown in Figure 2. The framework consists of three model copies to handle a binary classification problem. For a given input \( x \) belonging to class 0, two of the base models have overfitted on similar noisy data group \( y \) while one remains robust. Although convinced by noisy data, due to the conflict of main data pattern, temperature calibration, and maximum information entropy regularization, the logits from overfitting models are in high uncertainty so that the prediction of a robust model can easily dominate in the voting stage, leading to correct prediction.

Note that our key intuition for the soft vote is highly related to the magnification of temperature calibration, which assures that a model will give a prediction with high uncertainty on data points similar to noisy data even if it has been convinced by specific noisy data patterns. In this case, if there exists a robust model, its confidence in the main data pattern can easily occupy the dominant position in the final prediction.

This kind of soft vote may not always be useful for other joint-training frameworks such as our baseline NLLIE (Zhou and Chen 2021). In NLLIE’s setting, their softmax function will not magnify the gap between different classes in logit output. Thus, if a model is confused by a noisy pattern, it will give predictions with pretty strong confidence. In this case, even if there exists a more robust model, doing the average on logit or prediction distribution still gives no guarantee for a proper prediction.

By introducing soft vote, our model can gain greater performance gain with more copies, which we will discuss in the experiments section.

**Experiment**

**Datasets**

Our experiments will be conducted on the TACRED and CoNLL03 datasets.

- **TACRED** dataset is a large-scale relational extraction dataset developed by the Stanford NLP group. It contains 106264 annotated text data, respectively belonging to 41 TAC KBP relation classes or annotated as no relation. Former work (Alt, Gabryszak, and Hennig 2020) pointed out that there is a large group of noisy data points on it, and accordingly relabeled its validation set and test set.

- **CoNLL03** is a manually annotated named entity identification data set. Recent work (Wang et al. 2019b) pointed out that 5.38% of the sentences in the data set had at least one word incorrectly labeled. And they provide a relabeled version of the test set.

The statistics of the data are shown in Table 1. For this paper, we will mainly focus on the performance on relabeled validation and test set. For TACRED, as it has a complete relabeled evaluation set, we report the F1 score on both the original and relabeled validation and test set. For CoNLL03,
which has a much lower noise rate, as its relabel version only has a relabeled test set, we only report the F1 score on the relabeled test set for simplicity and comparability.

| Dataset   | #train | #dev  | #test | #classes | % noise |
|-----------|--------|-------|-------|----------|---------|
| TACRED    | 68124  | 22631 | 15509 | 42       | 6.62    |
| CoNLL03   | 14041  | 3250  | 3453  | 9        | 5.38    |

Table 1: Data Statistics

Model Configurations

We implement all base models (ALBERT-base, BERT-base, BERT-large, and LUKE) based on Huggingface’s Transformers (Wolf et al. 2019). All models are optimized with Adam (Kingma and Ba 2014). For the most part of the experiments, we use a batchsize of 64 and a learning rate of 6e-5 for TACRED and 1e-5 for CoNLL03. Considering the size of model and capacity of our device, we may scale down batchsize and learning rate for certain base models. We finetune the TACRED model for 5 epochs and the CoNLL03 model for 50 epochs. And we choose the best checkpoint based on the F1 score on the validation set. For TACRED, we use F1 score on the relabeled validation set. For CoNLL03, as there is no relabel version of validation set, we use F1 score on original validation set instead to choose a model checkpoint. We tune α from \{1e−5, 1e−4, 1e−3, 1e−2, 5e−2\}, β from \{5, 10\} and tune T from \{0.2, 0.3, 0.5, 0.8\}. The median F1 of 5 runs using random seeds will be reported.

For efficiency, we use two model copies (n = 2) in the following experiments. We will discuss the situation of more copies in later section, where our improvement can be even more significant.

Base Model

This paper tests the effectiveness of the proposed method on the following SOTA models.

- **ALBERT** is a lightweight improved version of Bert. The ALBERT-base-v2 version was used in the experiment in this paper.

- **BERT** is a transformer-based pre-training language model. Both base and large versions were considered in the experiment in this paper.

- **LUKE** is another transformer-based language model, which has been pretrained on large-scale text corpus and knowledge graph. It achieves SOTA performance on various tasks, including RE and NER.

Main Results

The results in TACRED and CoNLL03 is shown in Tab[2] and Tab[3]. The experiments are divided into several groups. Each group focuses on one pre-trained language model, including four results: the results from a model without any joint-training method (marked as X-Ori), that with our baseline NLLIE (marked as X-CR), and that with our method (marked as X-TIER, X-TIERV). As our baseline NLLIE uses only one model’s prediction for evaluation, to make a comparable result, we will report two versions of our performance, X-TIER for not using vote and X-TIERV for using logits vote.

In TACRED, we consistently outperform baseline even without soft vote, which indicates that our training framework can lead to more robust models. When introducing soft vote, we consistently enhance the existing model for 3.1% to 3.8% and outperform the baseline by from 0.7% to 1.6%. In lite models such as Albert(12M) and BERT-base(108M), our improvement is very significant, but for BERT-large(334M) and LUKE(253M) our improvement is relatively wispy.

In CoNLL03, where data is much cleaner than that in TACRED, our model can still provide a consistent performance gain.

Ablation Study

To verify the effectiveness of each component in our framework, we have tested several combinations of them and report the median F1 score of five runs on relabeled test set. The results are shown in Tab[4].

The experiments are divided into three groups, each has four lines. X+A represents a joint-training framework with average aggregation, X+A+T introduces temperature calibration and X+A+TIER introduces both temperature calibration and information entropy regularization. Note that we have already shown X+A+TIER in Tab[2] as X-TIER.
The temperature calibration and confidence soft vote contribute the most part of the performance gain and IER's contribution is relatively small.

### Noise-robust test

To illustrate the noise-robustness of our method, it is vital for us to report our performance on dataset with different noise rates. Thus we further evaluate our framework on several noisy versions of TACRED. We randomly flipping 10%, 30%, 50%, 70%, or 90% labels in the training set of TACRED. Then we use those noisy training sets to train RE models (we use BERT-base for this experiment) and evaluate them on the relabeled test set of TACRED.

We report the median F1 score of five runs on relabeled test set. Results are shown in Table 5. Note that the original BERT only uses clean data subset, deleting all flipped data points. It is obvious that our method significantly outperforms both our baseline and BERT trained with the clean data subset when the noisy rate is no greater than 50% percent, demonstrating the noise-robustness of our method.

### Extra Copies

The main results show the promising improvement via our method with two model copies. Intuitively, using more copies may achieve higher performance gain. As shown in Table 6, we further explore the performance on TACRED when using three and more BERT-base copies. We report the median F1 score of five runs on relabeled test set.

The performance of our baseline NLLIE (Zhou and Chen 2021) is marked as BERT-CR, the performance for a single model trained in our framework is marked as BERT-TIER while the performance of the soft vote from all joint-training models are marked as BERT-TIERV. On BERT-base, increasing the number of copies slightly improves each model's performance (from 81% to 81.35%). This indicates the gain from prediction aggregation will reach a soft upper limit when use three copies. However, by using soft vote, extra performance gain from 0.5% to 1% can be achieved when adding more copies.

We also observe a decline of performance when using four copies (n=4). This is mainly due to that models are harder to reach an agreement if there are too many of them. This problem can be solved by simply increasing the number of training epochs or training steps.
In this paper, we propose a joint-training framework to reduce the influence of noise data when training deep language models in information extraction tasks. The proposed method is composed of several models with different initialization. Specifically, we designed a joint-training loss and an independent training loss with temperature calibration, which encourage models to give similar predictions with sufficient uncertainty. Extensive experiments on NER and RE benchmarks show that our model achieves significant improvement on various IE models.
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