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Abstract. Emerged in Wuhan city of China in December 2019, COVID-19 continues to spread rapidly across the world despite authorities having made available a number of vaccines. While the coronavirus has been around for a significant period of time, people and authorities still feel the need for awareness due to the mutating nature of the virus and therefore varying symptoms and prevention strategies. People and authorities resort to social media platforms the most to share awareness information and voice out their opinions due to their massive outreach in spreading the word in practically no time. People use a number of languages to communicate over social media platforms based on their familiarity, language outreach, and availability on social media platforms. The entire world has been hit by the coronavirus and India is the second worst-hit country in terms of the number of active coronavirus cases. India, being a multilingual country, offers a great opportunity to study the outreach of various languages that have been actively used across social media platforms. In this study, we aim to study the dataset related to COVID-19 collected in the period between February 2020 to July 2020 specifically for regional languages in India. This could be helpful for the Government of India, various state governments, NGOs, researchers, and policymakers in studying different issues related to the pandemic. We found that English has been the mode of communication in over 64% of tweets while as many as twelve regional languages in India account for approximately 4.77% of tweets.
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1 Introduction

The novel coronavirus that erupted in December 2019 from Wuhan, China marked the beginning of the COVID-19 pandemic. With COVID-19 insurgence around the world, people are heavily dependent on social media platforms (SMPs) like Twitter to post their opinions, raise awareness among the general public,
show their fear, ask for help, and communicate with fellow citizens. Studies show that SMPs like Twitter has the potential to track emergencies in real-time that can be utilized by health officials, government agencies, and NGOs to respond quickly and more effectively[1][2].

Since the outbreak of the COVID-19 pandemic, most countries around the world have enforced several preventive and control measures to limit the spread of the virus. The measures range from early screening, isolation of patients, school and workplace closures, curfews, limited numbers of people in social gatherings, travel restrictions, social distancing to even complete lockdown in chosen cities or country as a whole[3][4]. The success of these preventive measures would effectively imply people maintaining social distance as far as possible and use technology to interact and fulfill their day-to-day needs. In scenarios like this, SMPs like Twitter, Facebook, YouTube, Instagram, Snapchat, Reddit, Pinterest, and LinkedIn, etc. play a vital role by allowing individuals to interact thus helping them to alleviate social isolation. Contrary to the studies which suggest increased loneliness in people by excessive use of social media[5], SMPs have rather emerged as a friend to reduce isolation and boredom during the COVID-19 pandemic[6].

Social media users may use a global or regional language to communicate on the platform based on their understanding of the language and ease of communication with other users producing a lot of data. With a plethora of unstructured data available on social media, it becomes crucial as to how one comprehends the information and uses it effectively to combat COVID-19. India, the second-most populous country in the world, has 23 constitutionally recognized official languages which people may use to communicate. According to a census in 2001, Hindi is the most widely used language in India and is spoken by 53.6% of the Indian population as their first language[7].

A major portion of the social media studies available today is based on the datasets in English. However, to better understand the information posted in the low-resource languages of the largest democracy in the world, we need to study the communication revolving around various Indian languages. Therefore, in this study, we have presented IRLCov19, a large COVID-19 Twitter dataset on various Indian regional languages which we collected between 01 February 2020 to 31 July 2020[8]. We collected nearly 330 million tweets irrespective of the language used and refined it further to remove tweets with duplicate IDs to make the final tweet count to 280 million. We subsequently identified more than 13 million tweets in twelve Indian Regional Languages (IRL) from the dataset collected. This dataset can be advantageous for researchers, Government authorities, and policymakers in studying the pandemic from a varied perspective as listed below[9][10][11][12][13][14]:

- **Public health strategies**: People post the situational information or content on social media corresponding to the need or availability of resources related to various emergency services such as medical supply, bed availability, blood or plasma donation, etc. The dataset we provided, can be used in
developing suitable information publishing strategies by studying situational information to effectively respond in a pandemic situation.

- **Identification of echo chambers in social media**: Misinformation or rumors are said to be escalated by a group of users having similar ideologies or interests, known as an echo chamber of social media. This kind of dataset can be of great help in the identification and investigation of the characteristics or social properties of echo chambers which can be helpful in preventing rumor propagation in the early stage.

- **Understanding public reactions and opinions**: Public post their reactions, sentiments, and opinions on the various events, announcements, and actual implementation of fiscal and monetary policies initiated by the government during or after the pandemic. This kind of dataset can be used to study the pandemic from a social perspective, as well as analyzing the public opinions, human behavior, and information spreading pattern across the network.

- **Individual reaction on different policies roll-out by government**: The Reserve Bank of India, along with the government of India and other regulatory bodies, announced various fiscal and monetary measures to aid businesses during the lockdown. Several fiscal benefits by the government include cash transfers to lower-income households, wage support and employment provision to low-wage workers, and insurance coverage for workers in the healthcare sector etc. The monetary benefits include a reduction in the repo and the reverse repo rate by RBI. The government also announced several measures to ease the tax compliance burden such as postponing the tax and GST filings. The analysis of the Twitter dataset can help gauze the public sentiment related to these policies. This would also help the government and authorities review how strategically the policies were implemented and were able to provide relief to the public.

- **Early detection and surveillance of the pandemic**: Early detection of the pandemic can be helpful in preventing the further spread of the disease and loss of casualties. The analysis of Twitter data can help in the identification of content where masses may report their symptoms, reports, and localities, etc. which can be further used to identify the disease hot spots for prioritizing the further course of actions.

- **Identification of local or global leaders**: Identification of leaders or influencers is very significant during various emergency situations or natural disasters such as Covid-19, earthquake, glacier outbursts, floods, landslides, and wildfires, etc. because of their wide network, reach, popularity, or popular links. Such kind of users could use their remarkable network to spread the awareness information, debunk the misinformation or rumors as quickly as possible, ask for or provide help to the needy, communicate to authorities more effectively during the pandemic.

- **Tracking and debunking misinformation**: During critical and emergency situations it’s of utmost importance to identify the misinformation, fake news, propaganda, or rumors and curb them as quickly as possible. It has been observed in the past studies that such kind of information spreads more
quickly than the correct and factual information and therefore it becomes more important to identify and debunk such kind of unverifiable content that endangers public safety at a time when awareness and suitable preventive measures are of utmost importance and avoid any kind of panic in the public.

The rest of the paper is organized as follows. In the next section 2, we describe COVID-19 related studies and datasets. In Section 3, we provide the data collection and description in detail. Section 4 is about geo-spatial analysis of tweets and section 5 is about identification and analysis of user influence over the Twittersphere. Section 6 and section 7 explains a way to access dataset and conclusion respectively.

2 RELATED WORK

There are a number of studies related to COVID-19 analysis of social media data being focused on various aspects such as human behavior and reactions analysis [16][17], preparedness for emergency management[10], identifying and debunking conspiracy theories, misinformation, propaganda and fake news[18][19][20][21]. Many other studies have collected and shared the COVID-19 related datasets from various social media platforms such as Twitter[22], Instagram[23], Weibo[24] etc. Some of the studies have released datasets belonging to single language such as Arabic[4][25], while others include multilingual datasets[26][27][28][29][30].

The largest available dataset contains 800 million tweets that are collected from 1 Jan 2020 to 8 Nov 2020 [22]. The clean version of the dataset with no retweets is also provided which contains around 194 million tweets. Another large dataset that is collected from 1st Feb 2020 to 1st May 2020 contains 524 million multilingual tweets[26]. It also provides location information in the form of GPS coordinates and places information for some of the tweets as per the availability. The longest-running dataset is of Arabic language[25] which is collected between 27 Jan 2020 to 31 Jan 2021. It also provides information related to propagation networks of the most-retweeted and most-liked tweets that include retweets and conversational threads i.e. threads of replies. However, none of the above datasets focus on the IRL and their research implications. We have included 12 Indian languages in our dataset, IRLCov19 which also includes location information with a subset of tweets depending on the availability of information. We have also analyzed the dataset to compute the local or regional influencers or leaders on the basis of various influencing measures such as followers, retweet count, favourite count and number of mentions, which is discussed in detail in section 5.

3 DATA COLLECTION AND DESCRIPTION

We collected Twitter datasets on COVID-19 during the period from Feb 01 2020 to July 31 2020 using publicly available Twitter streaming API. To download
the dataset we utilized a list of trending keywords and hashtags such as corona, Covid-19, #COVID19, #COVID2019, #Covid_19, #CoronaVirusUpdates etc. We kept updating the list of keywords and hashtags as and when they were available daily.

Initially, we collected a dataset of nearly 330 million tweets irrespective of the language of communication. The Table 1 gives the percentage-wise distribution of tweets collected between a given time period. The downloaded tweets may be redundant as a tweet may contain multiple search keywords and therefore get downloaded multiple times for each such keyword. It is imperative to remove such occurrences for a more robust dataset. We pruned the dataset to remove the redundant tweets to result in over 280 million final tweets. We extracted the tweets specific to 12 Indian languages marked in bold in Table 1. Owing to a small percentage, we could infer from the dataset that not many people were using regional languages for communicating on Twitter. Another reason for this could be that the hashtags or mentioned used by regional languages’ users could not find a place in the trending list of keywords. We have utilized trending hashtags or keywords and hence the latter could be a strong possibility. It is evident from the dataset that people have used various global, national or regional languages to voice out their opinions on varying matters. English comprises 64.11% of the total tweets out of all 65 languages in the dataset.

In this study, we have focussed on studying the dataset on IRL that constitute approximately 13 Million (1,33,63,294) tweets which are about 4.77% of the total collected tweets. The daily distribution of the tweets corresponding to various regional languages is shown in Fig. 1 on a logarithmic scale. It represents the volume of tweets against each language for a period of six months starting Feb 01 2020 to July 31 2020. The data in the table shows that tweets in the Hindi language are consistently high in numbers compared to other IRL. The findings coincide with the fact that Hindi is the most spoken language in the country. The high spikes in the graph after mid-March mark the beginning of a voluntary
public curfew on March 22 2020. As evident from the plot, this was followed by a 21-day nationwide lockdown starting from March 25 2020, which resulted in masses expressing themselves on various SMPs. Table 2 has the count of users with original as well as re-tweeted tweets. The data shows that a total of 14,28,876 unique users were involved in exchanging thoughts and opinions in IRL. While most of these users are non-verified users, a little less than 1% are verified.

The dataset prepared is for research and non-profit uses and includes keywords used for dataset extraction, unique tweet IDs, and everyday language-wise tweet count. We first removed all duplicate entries by keeping the first instance of a tweet and kept a list of tweets corresponding to each language for all days. Later, we identified the location information from each tweet using the metadata in a tweet.

Identification of Location Information From Tweets The location information in a tweet can be identified in three different ways i.e by extracting the location information in the form of GPS coordinates from the downloaded JSON Twitter data, using the place or location information from the Tweet object and extracting the location information from the textual content. The previous studies show that only 1% of the tweets contain GPS coordinates despite Twitter providing an option to capture the exact location of Tweet by enabling geolocation service on mobile devices. We can also deduce the location from the place and location fields in the JSON data. It can correctly identify the approximate location of the user but not the location of the tweet in all cases. Not all the values in these fields are valid locations; for example, Universe, Moon, Planet Earth, Heaven etc. Invalid locations can be handled by transforming them to coordinates i.e. latitude and longitude, by using a python library called GeoPy. It returns coordinates for only valid locations by discarding invalid locations. The library may not always correctly classify valid locations due to misspellings or other possible errors in the text. This inhibits its ability to correctly map the geocode from a given location and such scenarios have been handled manually. The location of a tweet can also be de-
4 Geo-Spatial Analysis of Tweets

Geo-Spatial analysis of tweets during emergencies, such as pandemics and natural disasters, plays a vital role in identifying the pattern of information propagation in the affected areas of the leaders involved in the communication. Therefore, the information gathered can be helpful for various regional, national, and global organizations to evaluate the circumstances and develop a strategy to combat the crises. Notably, it can be utilized to identify the prominent leaders around a region working as spreaders of information or misinformation on the social network. This could essentially be used in numerous ways like disseminating the awareness information, communicating the policies or schemes launched by Governments, reaching out to needy people promptly, and tracking down the source of misinformation to put measures in place, etc.

To analyse the locations of IRLCov19 dataset with respect to each language, we have transformed identified valid locations to their corresponding geo-coordinates with the help of GeoPy35 - A Python client for several popular geocoding web services, that includes geocoder classes for the OpenStreetMap Nominatim, Google Geocoding API (V3), and many other geocoding services. We have used Nominatim, for:

1. **Geocoding** - the process of obtaining GPS coordinates corresponding to a valid location.
2. **Reverse Geocoding** - the process of obtaining location names using GPS coordinates.
Firstly, we listed all the locations and coordinates along with their number of occurrences corresponding to each language. Given that some of these locations were already in the form of coordinates, we transformed the remaining locations available in the textual format into coordinates using geocoding service of Nominatim. We plotted the coordinates over a world map where the size of a RED dot is directly proportional to the frequency or number of tweets done around that location as shown in Fig. 2. The map shows that most of the tweets corresponding to each language have originated from the region of the country where the language is accepted as a regional language. In certain cases, tweets of an otherwise regional language could also originate from a location around the globe based on where the users of the language reside.

Tweets that mention India as their location are by default mapped to the common latitude and longitude coordinates 22.3511148, 78.6677428 and can be seen marked in red in most of the maps. The distribution of state-wise tweets is also shown in Fig. 3. The colour intensity shows the frequency of tweets with the maximum intensity denoting the highest frequency.
5 Identification and Analysis of User Influence Over The Twittersphere

There are multiple ways to identify a user’s influence over the network, such as In-degree (number of followers), number of retweets, number of favourites (likes) received by the user on tweets, and number of mentions for the user in related discussions over a period of time. The metrics, *In-degree*, *retweets*, *favorites*, and *mentions*, in the aforementioned order, represent the user’s popularity, content value, the preference among followers, and the user’s name value. These metrics are collectively called influencing measures\[9\] and is crucial in identifying the influence of a user over the network. Studies suggest that having millions of followers doesn’t necessarily prove the influence of the user over the network and is known as *A millions followers fallacy*\[36\]. Rather, an active audience who mentions a user, likes, and retweets his or her tweets, makes more contribution to the user’s influence.

**Methodology for Comparing User Influence**

We evaluated the influence measure for each user and used the relative order of ranks as a measure of comparison for all 440,837 original users from the dataset. We sorted the users in decreasing order of their *influence measure* where rank 1 indicated a user with the highest influence. The ranks assigned to measures were further used to analyze how ranks varied across various influencing measures and which categories of users were the top influencer for a measure.
We can utilise both the Pearson correlation coefficient or Spearman rank correlation coefficient to measure the strength of an association between two variables. Spearman rank correlation is preferred over Pearson correlation as it can capture the non-linear association between two variables while the latter can only capture the linear relation. Also, Pearson correlation works better on normally distributed data which is quite not the scenarios as visible in Fig. 4. The Spearman does not require data to be normally distributed and is better suited to the need. Spearman correlation coefficient can be calculated by using Eq.1 where $X_i$ and $Y_i$ are the ranks of users based on two different influence measures in a dataset of $N$ users. A perfect positive correlation of +1 or a negative correlation of -1 occurs when each of the variables is a perfect monotone function of the other.

$$\rho = 1 - \frac{6\sum(X_i-Y_i)^2}{N(N^2-1)}$$

(1)

To investigate the correlation between four influencing measures for 4,40,837 original users, we calculated the Spearman rank correlation coefficient between each pair of measures for each regional language as well as for all languages combined as shown in Table 3. A moderately high correlation (above 0.5) exists across the combinations of mention, retweet, and favourite measures. It indicates that, in general, the users who are mentioned and liked more often are most
Table 3: Spearman’s Rank-Order Correlation Coefficients

| Language Codes: Hindi - hi, Tamil - ta, Marathi - mr, Telugu - te, Gujarati - gu, Kannada - kn, Bengali - bn, Malayalam - ml, Oriya - or, Punjabi - pa, Sindhi - sd, All Languages - all |
|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|
| Correlation     | hi              | ta              | ur              | mr              | te              | gu              | kn              | bn              | ml              | or              | pa              | sd              | all             |
| Follow-Favorite | 0.388           | 0.492           | 0.459           | 0.587           | 0.427           | 0.58             | 0.51            | 0.561           | 0.579           | 0.595           | 0.501           | 0.449           | 0.402           | 0.514           |
| Follow-Retweet  | 0.371           | 0.476           | 0.427           | 0.537           | 0.399           | 0.502            | 0.355           | 0.282           | 0.488           | 0.384           | 0.439           | 0.393           | 0.402           | 0.413           |
| Follow-Mention  | 0.467           | 0.522           | 0.488           | 0.584           | 0.474           | 0.56             | 0.447           | 0.384           | 0.594           | 0.458           | 0.522           | 0.471           | 0.473           | 0.427           |
| Favorite-Retweet| 0.641           | 0.714           | 0.698           | 0.717           | 0.713           | 0.727            | 0.677           | 0.601           | 0.661           | 0.591           | 0.652           | 0.647           | 0.693           | 0.603           |
| Favorite-Mention| 0.782           | 0.843           | 0.834           | 0.807           | 0.789           | 0.826            | 0.769           | 0.715           | 0.778           | 0.752           | 0.782           | 0.734           | 0.734           | 0.791           |

Table 4: Influencers Category and Corresponding Frequency

| Categories | O, Fo, M, R, Fa | Categories O, Fo, M, R, Fa |
|------------|-----------------|---------------------------|
| Politics   | 65,32,28,29,36  | Religious                 |
| Media Org. | 54,18,40,2,1    | Sports                    |
| Media Person | 29,9,13,20,18  | NA                        |
| Entertainment | 26,8,4,15,17   | Others                    |
| Actor      | 20,12,0,12,15   | Advocate                  |
| Cricket    | 13,14,0,3,8     | Youtuber                  |
| Law        | 8,2,3,4,9       | Suspend                   |
| Health     | 6,0,4,2,1       | NGO                       |
| Corporate  | 6,2,0,4,2       | Activist                  |

While there is a positive correlation of followers with the other three measures, it doesn’t appear to be as prominent as with a combination of the other three measures. This indicates that users with the most followers are not necessarily most mentioned. Also, they may not always produce content that is liked or retweeted most often. Effectively, the users with the most connections may not necessarily be the most influential people in terms of engaging the audience and having a significant outreach to the masses.

The influential users may fall into various categories of people or organizations based on their profession. We collected the Twitter profiles of the top 100 users of each measure to identify the category where the most influential users might belong. These users were categorized into high-level categories such as people, or organizations belonging to politics, media, entertainment, and sports, etc. The data from Table 4 shows that most users across influencing categories belong to people or organizations related to politics (Narendra Modi, PMO India, Amit Shah, Rahul Gandhi, Arvind Kejriwal, etc.), sports and entertainment industry such as comedian, musicians, actors, cricketers (Salman Khan, Virat Kohli, Kapil Sharma, Kumar Vishwas, Filmfare, Saloni Gaur, etc.), media persons or organizations (NDTV, Times of India, Aaj Tak, ABP News, Rajat Sharma, Sweta Singh, Sudhir Chaudhary, etc.). Most of the users in the top 100 across measures are verified.

Users with a large number of followers get a lot of public attention owing to the fact they are directly connected to people in large number. Those with a relatively higher number of retweets or favourites have more engaging content that people tend to like or even retweet to propagate information further. On the other hand, users mentioned are notably political dignitaries such as the prime
minister and union ministers of the country, chief ministers of various states and media persons or organizations. This indicates a deeper level of engagement or communication among users. It could be in response to the various government policies enacted during the pandemic, people voicing their opinions on the latest policy updates or advisories issued by the government or health organizations, or seeking help from individuals or organizations in emergencies.

We extracted the top 20 frequently occurring mentions from the IRLCov19 as shown in Table 5. The findings show that people who post content in their regional languages generally prefer to mention regional media channels, local or state leaders and authorities. The analysis could be useful to identify local leaders and authorities that could eventually help raise awareness and propagate help to the masses during the pandemic. The data further shows that most of the users mentioned are political dignitaries, be it regional ministers, chief ministers of states, prime minister of the country, along with the media persons or organizations. A significant portion of the mentioned users is verified, while those retweeting or posting the tweets are mostly non-verified.

The top influential users, across all four influential measures, are mostly pre-eminent public figures. Further, the top 100 users in each category show a significant overlap with one or the other. A combined list of the top 100 users from each category contains just 250 unique users. We exploited the inference drawn earlier about the three influential measures - mention, retweet and favorite showing the highest correlation among them to pick up the top twenty mentions across various regional languages as shown in Table 5. The data shows that local leaders dominate in their corresponding region as per the regional language spoken. We have categorized these mentions in various categories as indicated on the top of the table. Each user in the table belongs to the category as indicated by the symbol in () and a verified tag, used as subscript v, corresponding to a verified Twitter profile. The prime ministers of countries and those related to the prime minister’s office are shown in bold italics. The chief ministers, deputy chief ministers and their offices are shown in bold only. For example - narendramodi (Pv) indicates that the user narendramodi is a PM, has a verified Twitter profile and is related to politics.

6 DATASET ACCESS

The dataset is accessible on GitHub. However, to comply with Twitter’s content redistribution policy, we are distributing only the IDs of the collected tweets. Tools such as Hydrator can be used to retrieve the full tweet object.
Table 5: Top 20 Mentions Corresponding To Indian Regional Languages (IRLCov19)

| HINDI            | TAMIL        | URDU           | MARATHI          |
|------------------|--------------|----------------|------------------|
| narendra modi   | pittvoninenews (MO) | ssastapik (MO) | rajeshhopri (HP) |
| saurabh          | news7tamil (MO) | sivam_news (MO) | mahadipgupta (H) |
| kamesh           | thehathamil (MO) | pradippv (MO)  | mohan1996 (H)    |
| dhruvarasai (MP) | cmotomalimadic (P) | boinetwork (MO) | aspinahalat (MO) |
| pmoindia         | pominews (MO) | mahedest (HP)  | pawanpalaks (P)  |
| alipnews (MO)    | minaltikai (P) | arynewad (MO)  | malakakaline (MO) |
| istindianews (MO)| newsnewstamil (P) | mazahlaneed (P) | devindhav (P)    |
| lambaika         | news18aminad (MO) | duniynews (MO) | officeofu (P)    |
| chhauhanshivraj  | thehath (MO) | shikhsinsa (A) | zee24taasnews (MO) |
| cmoguj (P)       | thehath (MO) | malkachaksav (MO) | lokbahatar (MO) |
| mygodiyatyanath  | kalainews (MO) | imranbhagat (P) | supriyak (P)     |
| mokwadjo (MO)    | tamithchandu (MO) | amhofficial (MO) | marathipaksha (MP) |
| iftvindia (MO)   | yayojnewsnet (MO) | puneofficial (P) | bccnewswarang (MO) |
| simarana (MO)    | cmoguj (P) | cmoguj (P) | bccnewswarang (MO) |
| ashokchakot (P) | tiramadurai (P) | natalchaur (P) | narendramodi (P) |
| arvindkejriwal   | rajimkenth (A) | hamindirapak (P) | animeshshukla (P) |
| vikasant (MP)    | thebharat (MO) | smartphone (H) | malkachaksav (MO) |
| smkumaravdhaswar (A) | alovfarazavf (P) | pppak (P) | milokmat (MO) |
| ashutoshk (MP)   | narendramodi (P) | pokpo (P) | ajitpawarspeak (P) |
| sardanarohot (MP) | ajlparavananan (L) | saururad (R) | pmrida (P)     |

| TELUGU          | GUJARATI      | KANNADA         | BENGALI          |
|------------------|---------------|-----------------|------------------|
| ntvjustin (MO)   | tvgujarati (MO) | bswbjp (P) | banglorgarbha (P) |
| arogyanandh (MO) | vijayrupanibjp (P) | ckmka (P) | alpanbanbat (MO) |
| naanacnaptay (P) | newsl8guj (MO) | sindhramah (P) | bharbengla (MO) |
| bincnewstelugu (MO) | narendromodi (P) | sarisamalha (K) | bjpengla (P) |
| vyasang (P)      | emoguj (P) | tiramadurai (P) | bjpwarang (MO) |
| mahendrav (P)    | sindhaleaders (MO) | puneofficial (P) | bccnewswarang (MO) |
| bhanganamo (P)   | thenewswarar (MO) | mwd (OT) | mmtaofficial (MO) |
| bala99900 (A)    | dvbijb (MO) | kumarendeokak (K) | dailytaasnews (MO) |
| nttip (P)        | pm (P) | prajavati (P) | airmnewscity (MO) |
| mithunma (A)     | tnp (P) | mpona (P) | epimita (P) |
| narendromodi (P) | zee24k (MO) | icchasingden (A) | epimita (P) |
| gppnewsmall (P)  | tv9gujarati (MO) | shkunjhalak (P) | aoicofficial (P) |
| bharyatstr (P)   | philmadhab (MO) | bjpunakata (P) | bjpwarang (MO) |
| vijaypolic (P)   | cmvijaypolic (P) | gcmindia (MO) | bcim (MO) |
| bohettulvi (P)   | nithnikhalat (P) | vijayanakata (P) | narendromodi (P) |
| aravindchauhari (MP) | vijaykarnataka (P) | pppak (P) | mralphub (P) |
| vikratachndran (MP) | cmvijayak (P) | smkkm (P) | bccnewswarang (MO) |
| mcmvn (PI)       | bowseta (P) | smkkm (P) | bccnewswarang (MO) |
| mandev (OT)      | gujratasamah (MO) | puneofficial (P) | dailytaasnews (MO) |
| moments (P)      | collector (C) | tram (C) | mmtaofficial (MO) |

| ORIYA          | MALAYALAM  | PUNJABI        | SINDHI         |
|----------------|------------|----------------|----------------|
| bankalnews (MO) | cmmokera (P) | jaganbahome (MO) | khilidikorce (OT) |
| nisargvinayak (NA) | dailynews (MO) | saulinenaral (P) | niaral (NA) |
| samad_gdm (MO)  | vijayanarad (P) | capt_gianindar (P) | niaral (S) |
| etvkinab (MO)   | manikumartar (C) | thecv (MO) | mukhutnosore (OT) |
| nareenud (MO)   | perivp (P)  | makh (MO) | mallakakaline (MO) |
| cmogumla (P)    | flexicapสะอา (P) | shinnasa_pit (A) | lauren (OT) |
| bhfodhna (H)    | manoramona (MO) | punjabspc (P) | bhfodhna (P) |
| odishacentre (P) | ishvehn (OT) | punjabgojvate (A) | ayatapalipal (P) |
| newslatrual (MO) | news18keral (MO) | mlindia (MO) | dainabad (P) |
| prib (P)        | sathyamoun (OT) | mlindia (MO) | drhamadwass (OT) |
| sanyang (OT)    | thanlalmayala (MO) | gurmectrammah (W) | akitsham (OT) |
| anandiprasad (MO) | dailynews (MO) | narendromodi (P) | abassamgrew (OT) |
| dhalmayala (P)  | newsbharat (P) | smkkm (P) | cmvijayak (P) |
| nandikumard (MO) | inzwakalera (OT) | cmop (P) | smkkm (MO) |
| receenaw (MO)   | vikratachndran (P) | pppak (P) | mralphub (P) |
| pravindra (OT)  | newsindia (OT) | tmnp (P) | pravindra (OT) |
| skilter (U)     | cmveeramahila (P) | samb (P) | sanyang (NA) |
| bpi (MO)        | sambath (OT) | punjabpolcenc (P) | sanyang (OT) |
| satyapardar84 (OT) | karysaree1994 (NA) | sportperson (OT) | cmveeramahila (MP) |
| thayaraj_fit (NA) | manoranganews (MO) | sambachana (W) | samb (NA) |
7 CONCLUSION AND FUTURE WORK

This paper presents \textit{IRLCov19} - a Twitter dataset of Indian regional languages on the Covid-19 pandemic. The dataset has been collected over a period of 6 months between Feb 01, 2020, to July 31, 2020, and consists of over 13 million multilingual tweets. The tweets in the \textit{IRLCov19} are from more than 1.4 million Twitter users that includes more than 5k verified users. The tweets in the dataset span 12 different Indian regional languages. The dataset can be advantageous for researchers, Government authorities, and policymakers in studying the pandemic from a varied perspective such as understanding public reactions and opinions, early detection and surveillance of the pandemic etc.

Identifying influencers and their locations is a crucial task amid a crisis or emergency. It paves the way for disease hotspot detection, employing suitable and effective information publishing strategies, and tracking and debunking misinformation floating in the network. We utilized GeoPy, a python library, to extract the location of a tweet and use it to collect relevant tweets from the identified location. We further exploited the collected information to identify the top local leaders or influencers and the profiles to which influencers belong. We plan to update the dataset with more paradigms about the COVID-19 dataset related to Indian Regional Languages. Future studies could explore the information-sharing behaviour among the users and how different groups respond to the pandemic.
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