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Abstract—Based on a one-shot input-output set of data from an LTI system, we present a verification method of dissipativity property based on a general quadratic supply-rate function. We show the applicability of our approach for identifying suitable general quadratic supply-rate function in two numerical examples, one regarding the estimation of \( L_2 \) gains and one where we verify the dissipativity of a mass-spring-damper system.
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I. INTRODUCTION

The use of model-based control design has dominated the landscape of control systems in the previous century. In this case, the (actuator, plant and sensor) systems dynamics are described as state equations or transfer functions based on the underlying first principle models and systems identification methods. Subsequently, they are used to design the controllers in order to meet a number of control specifications, including, stability and robustness of the closed-loop system. For the latter, the notion of dissipative systems has played a key role in defining the concept of \( L_2 \)-stability and \( \mathcal{H}_\infty \) robust control [1].

The rise of system-of-systems, where cyber-physical systems are interconnected with each other, has resulted in complex systems that are hard-to-model. While they can produce a large number of data through the network of sensors in the systems, the lack of computationally tractable model has limited the applicability of the big data for control design and for guaranteeing stability and robustness. Correspondingly, the data-driven input-output characterization of such complex systems, which can be suitable for control design purposes, has received a renewed interest in recent years. In this paper, we are interested in the particular data-driven characterization of LTI systems, namely, the dissipativity property which has been instrumental in the development of model-based \( \mathcal{H}_\infty \) robust control design.

The dissipative systems concept has been studied since the '70s with the seminal works of Jan Willems [2], and Hill and Moylan [3], [4]. In these works, the dissipative systems can be described based on their input-output behaviours, as well as, on the state space realization. The study of dissipative systems was motivated by physical systems where energy functions can be defined for such systems that satisfy energy conservation laws. In other words, the rate change of the energy functions, the so-called storage functions, are upper bounded by the power or work done to the systems which are commonly referred to as the supply-rate functions.

In systems theory, the specific structure of supply-rate functions can be used to determine the stability property of the dissipative systems. When the supply-rate function is given by the product of input and output, the corresponding dissipative systems are called passive systems. It includes the well-studied Euler-Lagrange and port-Hamiltonian systems where the input is given by the generalized forces and the output is given by the generalized velocity. For dissipative systems with supply-rate functions given by \(-k\|y\|^2 + \|u\|^2\), where \( k > 0 \), \( u \) is the input and \( y \) is the output, they are called \( L_2 \)-stable systems with the \( L_2 \)-gain of \( k \). The associated dissipative inequality is also used in robust control design. A larger class of dissipative systems is defined by the supply-rate functions \([y^Tu^T]\begin{bmatrix}Q & S \\ S^T & R\end{bmatrix}[u]\) with symmetric matrices \( Q \) and \( R \), which are known as the \( QSR \)-dissipative systems [3]. Other non-standard supply-rate functions include counterclockwise systems/negative imaginary systems with supply-rate function \( \langle \dot{y}, u \rangle \) [5], [6] and clockwise systems with supply-rate function \( \langle y, \dot{u} \rangle \) [7]. In fact, via behavioural framework, it has been shown that all linear systems can be characterized through a specific form of quadratic supply-rate functions that involves the input \( u \), output \( y \) and all its derivatives (up to the order of the systems) [8].

Correspondingly, we investigate in this paper the characterization of such general supply-rate function for discrete-time LTI systems, particularly, based only on one-shot of input-output data, e.g., a segment of any given input-output trajectory. Such data-driven characterization can be of practical use when we do not have a complete model/state-space knowledge. The availability of such information can further be used to determine the stability of feedback interconnection of complex cyber-physical systems, for instance.

In recent literature on data-driven identification and control, the concept of persistence of excitation [9], which is also known as the Willems’ fundamental lemma, plays an important role to obtain the set of behaviours and to subsequently use them for characterising various discrete-time systems properties. Based on such concept, several data-driven approaches were proposed in the literature, where most of them refer to model identification and/or control, we refer interested readers to, for instance, [10], [11], [12].

A number of methods have been proposed recently to verify the dissipativity of data-driven linear time invariant systems.
(LTI) systems have been proposed, such as, [13], [14]. In [13], the authors propose a method in the behavioural framework to verify the dissipativity of an LTI system using a quadratic differential supply function that was investigated in [8]. The approach in [13] results in a dissipative verification algorithm based on solving a non-convex indefinite quadratic program. In [14], the authors recast the problem in [13] into a convex problem using the standard QSR-dissipative supply function. The approach has been shown to work well for several practical applications in [14].

Inspired by [14], we extend the work of [14] by considering a general quadratic supply-rate function that can capture the behaviour of all linear systems à la [8] in the continuous-time case. More precisely, we propose a data-driven method based on one-shot input-output data for testing the dissipativity with respect to such general quadratic supply-rate functions. It provides us a mean to identify the admissible form of general quadratic supply-rate function which can potentially be used to help finding an admissible storage function, as well as, to determine the stability of interconnected data-driven systems, beyond the standard passivity interconnection. We illustrate our method using two different examples. In the first one, we consider stable LTI systems (with bounded $L_2$-gain) where we validate and compare our approach in verifying the $L_2$-stability of the systems with respect to that presented in [14]. In the second one, we consider a typical mass-spring-damper system and verify if our conditions hold knowing that the system is already dissipative with respect to a known supply function.

Notation: The set of vectors (matrices) of order $n (n 	imes m)$ with real entries is represented by $\mathbb{R}^n$ ($\mathbb{R}^{n \times m}$), for integer entries the equivalent is represented by $\mathbb{Z}^n$ ($\mathbb{Z}^{n \times m}$). Similar notation is applied to denote a vector (matrix) with zero and ones by $0^n$ and $1^n$ (or $0^{n \times m}$ and $1^{n \times m}$), respectively. The $n \times n$ identity matrix is denoted by $I^n$. Additionally, we use a subscript $+$ or $-$ to denote sets with only positive or negative, respectively, for instance, $\mathbb{Z}^+_n (\mathbb{Z}^-_n)$ that denotes a set of positive (negative) integers. For matrices or vectors, the symbol $\top$ denotes the transpose. A positive (or negative) symmetric matrix $P$ is denoted by $P > 0$ (or $P < 0$). The space of discrete signals that are square summable is defined by $\ell_2(\mathbb{R}^+)$. Given $e \in \ell_2(\mathbb{R}^+)$, we denote $\{e\}^\top = \{e(1), \ldots, e(j)\}$, we define its stacked vector by

\[ e_{[i,j]} = [e(i)^\top \ e(i+1)^\top \ \cdots \ e(j)^\top ]^\top. \]  

(1)

Throughout the paper, we use them interchangeably whenever it is clear from the context.

A Hankel matrix with $L \in \mathbb{Z}^+$ block rows of a finite sequence $e_{[0,T-1]}$ is given by

\[ H_L(e) = \begin{bmatrix}
  e(0) & e(1) & \cdots & e(T-L) \\
  e(1) & e(2) & \cdots & e(T-L+1) \\
  \vdots & \vdots & \ddots & \vdots \\
  e(L-1) & e(L-2) & \cdots & e(T-1)
\end{bmatrix}. \]  

(2)

Definition 1 ([15], [9]). A measured trajectory $e_{[k,k+T-1]} : \mathbb{Z} \to \mathbb{R}^n$ is persistently exciting of order $L$ if $\text{rank}(H_L(e)) = nL$.

Lemma 1 (Finsler’s Lemma [16]). If there exist $w \in \mathbb{R}^n$, $Q \in \mathbb{R}^{n \times n}$, $B \in \mathbb{R}^{m \times n}$ with $\text{rank}(B) < n$, and $B^\perp$ is a basis for the null space of $B$, that is, $BB^\perp = 0$, then all the following conditions are equivalent

1) $w^\top Qw < 0$, $\forall w \neq 0 : Bw = 0$,
2) $B^\top QB^\perp < 0$,
3) $\exists \mu \in \mathbb{R} : Q - \mu B^\top B < 0$,
4) $\exists \mathcal{X} \in \mathbb{R}^{n \times m} : Q + XB + B^\top X^\top < 0$.

II. Problem Formulation

Consider the following causal discrete-time linear time-invariant (LTI) system

\[ \Sigma : \begin{cases}
  x(k+1) = Ax(k) + Bu(k), \\
  y(k) = Cx(k) + Du(k), \\
  x(0) = x_0
\end{cases} \]  

(3)

where $x(k) \in \mathbb{R}^n$ is the state vector, $u(k) \in \mathbb{R}^m$ is the control input and $y(k) \in \mathbb{R}^p$ is the output. We assume that the state space matrices are unknown, however, we do have access to the input and output information for all $k = 0, \ldots, T_f$, where $T_f$ is any arbitrary given time. Following the works of Willems [2] and Hill and Moylan [4], system (3) is assumed to be dissipative with respect to a supply rate $w(y(k), u(k))$ as defined below. The manifest variable of $\Sigma$ is denoted by $z(k) = [y(k)^\top \ u(k)^\top]$.

Definition 2 (Dissipativity [17]). System (3) is said to be dissipative with respect to a supply rate $w(y(k), u(k))$ if there exists a storage function $V : \mathbb{R}^n \to \mathbb{R}_+$ with $V(0) = 0$ such that

\[ V(x(k+1)) - V(x(0)) \leq \sum_{i=0}^{k} w(y(i), u(i)) \]  

(4)

or equivalently,

\[ V(x(k+1)) - V(x(k)) \leq w(y(k), u(k)) \]  

(5)

holds along all possible trajectories of (3) for all $k \geq 0$, $x_0 \in \mathbb{R}^n$ and $u \in \ell_2(\mathbb{R}^m)$.

In the context of model-based, we have several methods that can be used to both verify if the system is dissipative with respect to a certain supply rate and to find such supply rate [4], [17], [18]. One particular approach that has been extensively studied in literature is the QSR-dissipativity [4]. System (3) is said to be QSR-dissipative with respect to a supply rate

\[ w(u(k), y(k)) = [y(k)^\top \ u(k)^\top] \begin{bmatrix} Q & S \\ S^\top & R \end{bmatrix} [y(k)^\top \ u(k)^\top], \]  

(6)

where $Q = Q^\top \in \mathbb{R}^{p \times p}$, $R = R^\top \in \mathbb{R}^{m \times m}$ and $S \in \mathbb{R}^{p \times m}$, if there exists a storage function $V : \mathbb{R}^n \to \mathbb{R}_+$ with $V(0) = \Phi$. 
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such that (4) and (5) holds along all possible trajectories of $\Sigma$ for all $k \geq 0$, $x_0 \in \mathbb{R}^n$ and $u \in \ell_2(\mathbb{R}^m)$.

As we are interested in investigating the dissipativity of data-driven linear systems, which are defined solely based on the available measurement data $y$ and $u$, the above definition is no longer suitable as we may not have access to the state variables. As introduced in [13], another approach to verify the $QSR$-dissipativity of a data-driven linear system satisfying (3) is simply by evaluating the following inequality

$$\sum_{k=0}^{\infty} w(u(k), y(k)) \geq 0$$

(7)

where the supply function is given by (6) and its initial state is taken to be zero $x_0 = 0$. When non-zero initial conditions are considered, then the lower-bound in (7) will be a negative-definite function of $x_0$ [2]. Furthermore, the data-driven system (3) is said to be $L$-$QSR$-dissipative if

$$\sum_{k=0}^{L-1} w(u(k), y(k)) \geq 0$$

(8)

holds for all trajectories $(u_{[0,L-1]}, y_{[0,L-1]})$ with $w$ as in (6) and $x_0 = 0$. This last approach has also been explored in [14], in the state-space framework, where the authors introduce an approach to verify the $L$-$QSR$-dissipativity properties of a data-driven system as in (3) using only one batch of data. Additionally, the paper [14] introduces the notion of $(L - \nu)$-$QSR$-dissipativity properties which we explore throughout our main results. For the sake of completeness, let us define this as follows. For a given $n \leq \nu < L$, the system (3) is said to be $(L - \nu)$-$QSR$-dissipative if

$$\sum_{k=0}^{L-\nu} w(u(k), y(k)) \geq 0$$

(9)

holds for all trajectories $(u_{[0,L-\nu-1]}, y_{[0,L-\nu-1]})$ with $w$ as in (6) and $x_0 = 0$.

An important assumption for satisfying (8) is that given the input of the measured trajectories being persistently exciting, we can obtain other admissible trajectories of the system using a single shot of data [15], [9], [10], [11], [13], [14]. This concept is presented formally in the following lemma.

**Lemma 2.** Consider a vector $z(k) = \begin{bmatrix} y(k)^{\top} & u(k)^{\top} \end{bmatrix}^{\top}$ and a measured trajectory $\bar{z}_{[0,T-1]}$ with $u(k)$ being persistently exciting of order $L+n$. Then, a set of data given by $\bar{z}_{[0,L-1]}$ is a trajectory of $\Sigma$ if and only if there exists a vector $\alpha \in \mathbb{R}^{T-L+1}$ such that

$$H_L(z)\alpha = \bar{z}.$$ 

(10)

As presented in [11], we have that (10) is equivalent to

$$\bar{z}_{[0,L-1]} = \sum_{i=0}^{T-L} \alpha_i z_{[i,L-1+i]}.$$ 

It means that if the input of the system is persistently excited, we can obtain a complete set of trajectories through a linear combination of the initial set of measured data considering time shifts. The proof of Lemma 2 has been explored in several works in both contexts of state-space and behavioral systems [15], [9], [13], [10].

Regarding the supply function, in this paper, we are interested to study a case similar to [13], where we assume a supply-rate function that include the time differences of the measured data$^1$. Particularly, we consider the following general supply-rate function

$$w(u(k), y(k)) = \sum_{i,j=0}^{N} \nu \begin{bmatrix} y(k+i) & u(k+i) \end{bmatrix}^{\top} \Phi_{ij} \begin{bmatrix} y(k+j) \\ u(k+j) \end{bmatrix}$$

(11)

where $\Phi_{ij}$ is a $QSR$ matrix as given before in (6) that describes the relation between a pair of measurement data $z(k+i)$ and $z(k+j)$. Furthermore, we consider

$$\Phi_N = \begin{bmatrix} \Phi_{00} & \cdots & \Phi_{0N} \\ \vdots & \ddots & \vdots \\ \Phi_{N0} & \cdots & \Phi_{NN} \end{bmatrix},$$

with $\Phi_{ji} = \Phi_{ij}^{\top}$ for all $i,j = \{0, \ldots, N\}$. In the following, $\Sigma$ is said to be $N$-$QSR$ dissipative if the dissipative inequality (7) holds with the supply-rate be given by (11) for the given $N$. In the same manner, it is $(L,N)$-$QSR$ (or $(L,\nu,N)$-$QSR$) dissipative if (8) (or correspondingly, (9)) holds with the supply-rate be given by (11) for the given $L$, $N$ (and $\nu$), respectively.

**III. MAIN RESULTS**

In this section, we present our main results. In the following theorem, we introduce a method to verify the $(L,N)$- and $(L,\nu,N)$-$QSR$-dissipativity of an LTI system with respect to a general $QSR$ form as in (11).

**Theorem 1.** Let $z(k) = \begin{bmatrix} y(k)^{\top} & u(k)^{\top} \end{bmatrix}^{\top}$ and suppose that $\bar{z}_{[0,T+N-1]}$ is a given measured trajectory of $\Sigma$ in (3). Then the following statements hold.

i) System (3) is $(L,\nu,N)$-$QSR$ dissipative if $u_{[0,T+N-1]}$ is persistently exciting of order $L+N+n$ and

$$\text{trace}(U_{\perp}^{\top} H_L(z)^{\top} \Phi_L H_L(z) U_{\perp}) \geq 0$$

(12)

where $\Phi_L = I_L \otimes \Phi_N$, the data contained in $z_{[0,T+N-1]}$ is rearranged in the form of $Z_{[0,T-1]}$ with $Z(k) = \begin{bmatrix} z(k)^{\top} & \cdots & z(k+N)^{\top} \end{bmatrix}$, and considering $U_{\perp} = \left(U H_L(Z)\right)^{\perp}$ where

$$U = \begin{bmatrix} U_{\text{aux}} \otimes ((m+p)^{(m+p)}(L-\nu)(N+1)) \\ U_{\text{aux}} \otimes ((m+p)^{(m+p)}(m+p)N) \end{bmatrix},$$

(13)

for some $\nu < L$.

ii) Additionally, if the inequality (12) holds for any $n \leq \nu < L$, then system (3) is $(L,N)$-$QSR$-dissipative.

$^1$Note that in the continuous-time domain, this is equivalent to consider the derivatives of the inputs and outputs in the supply function.
Proof: Suppose that the hypotheses in Theorem 1 hold where we have \( u[0,T+N-1] \) being persistently exciting of order \( L + N + n \) and there exists \( \nu < L \) such that (12) holds. From Definition 1 and from Lemma 2, we know that if \( u \) is persistently exciting, then for a given trajectory \( z[0,T+N-1] \) of system \( \Sigma \), we have that

\[
H_{L+N}(z) = z
\]

(14)

with \( \bar{z} = \bar{z}[0,L+N-1] \), for some \( \alpha \in \mathbb{R}^{T-L+1} \), as shown in Lemma 2. In the same way, if the last statement holds, then, considering \( Z[0,T-n] \) where \( Z(k) = [z(k)^T \ldots z(k+N)]^T \), we have that

\[
H_{L+N}(Z) = \bar{Z}
\]

(15)

with \( \bar{Z} = \bar{Z}[0,L-1] \), also holds for the same \( \alpha \in \mathbb{R}^{T-L+1} \) as in (14). Note that \( \bar{Z}[0,L-1] \) is a rearranging and stacking of the elements in \( z = \bar{z}[0,L+N-1] \). Therefore the matrices \( H_{L+N}(z) \) and \( H_{L}(Z) \) share the same rank.

By definition in the theorem, \( U_L \) is a null space of \( U_{H_L}(Z) \), e.g., \( U_{H_L}(Z)U_L = 0 \) holds. This fact together with (15) implies that \( U_{H_L}(Z) = 0 \), for any \( \alpha \in \mathbb{R}^{T-L+1} \) that satisfies (15) with zero initial condition \( \bar{z}[0,L-1] = 0 \) (due to the only non-zero element of identity in \( U \) as in (13)). Therefore, from Finsler's lemma, the inequality in (12) is equivalent to

\[
\text{trace}(\alpha^T H_{L}(Z)^T \Phi_N H_{L}(Z)\alpha) \geq 0,
\]

for all \( \alpha \) as before (which results in admissible trajectories with zero initial conditions). Consequently, we have

\[
\sum_{k=0}^{L-1} \bar{Z}(k)^T \Phi \bar{Z}(k) = \sum_{k=0}^{L-1} \sum_{i,j=0}^{N} \bar{z}(k+i)^T \Phi_{ij} \bar{z}(k+j) \geq 0.
\]

(16)

Equivalently, we have

\[
\sum_{k=0}^{L-1} \bar{Z}(k)^T \Phi \bar{Z}(k) = \bar{Z}^T \Phi_N \bar{Z} \geq 0,
\]

for all trajectories \( \bar{z}[0,L-1+N] \) with initial conditions \( \bar{z}[0,L-1] = 0 \). By evaluating the \((L,\nu,N)\)-QSR-dissipativity in (9) and using the above inequality, it follows that

\[
\sum_{k=0}^{L-1-\nu} \bar{Z}(k+i)^T \Phi \bar{Z}(k+j) = \sum_{k=0}^{L-1} \bar{Z}(k+i)^T \Phi \bar{Z}(k+j) \geq 0
\]

(17)

holds for any trajectory \( \bar{z}[0,L-1+N-\nu] \) with initial conditions \( \bar{z}_0 = 0 \) and for any trajectory \( \bar{z}[0,L-1+N] \) with initial conditions \( \bar{z}[0,L-1] = 0 \). This proves the \((L,\nu,N)\)-QSR-dissipativity of \( \Sigma \).

Additionally, if (17) holds for any \( n \leq \nu < L \) then the \((L,N)\)-dissipativity follows immediately from the definitions in (8) and (9).

Let us make a few remarks on the design choice of \( \nu \), \( L \) and \( T \). From Theorem 1, we can observe (from the way of using \( U \) to constrain the admissible trajectories with zero initial conditions) that \( \nu \) must be greater or equal to the order of the system in (3), which is \( n \). However, in practice, this information may not be obtained \textit{a priori}. As stated in [14, Remark 1], the parameter \( \nu \) can be used as an upper bound of the order of the system. With regards to \( L \), similar as before, the value must be greater than \( \nu \) in order to have well-defined formulation in Theorem 1. Correspondingly, \( L \) can be chosen arbitrarily larger than \( \nu \). Finally, the choice of \( T \) is of utmost importance and comes from the requirement of \( u \) being persistently excited of order \( L + N + n \). In order to verify the latter, we can choose the value of \( T \) such that the matrix \( H_{L+N+n}(u) \) for \( u[0,T+N-1] \) is full row rank, that is \( T \geq (L + n)(m + 1) + Nm - 1 \).

Note that the requirement of \( u \) being persistently exciting of order \( L + N + n \) is only mentioned in the statement (i) of Theorem 1. Therefore, the fulfillment of this condition and (12) are not sufficient to guarantee that statement (ii) also holds. For the latter, as we mention in the proof of Theorem 1 above, we construct \( U_L = (U_{H_L}(Z))^\dagger \) such that we generate all admissible trajectories \( \bar{z} \) with zero initial conditions. For that, we have that the null space of \( U_{H_L}(Z) \) must exist for all \( \nu \), \( L \) and \( T \). One way to guarantee that is by defining \( T \) that depends on the dimension of \( U_{H_L}(Z) \), e.g. \( T \geq \nu(m + p) + L - 1 \) should hold for all choices of \( \nu \) and \( L \). In order to remove the dependency on \( \nu \), we can use the upper bound of the choices of \( \nu \) where \( n \leq \nu < L \). Therefore, if we choose \( T \) such that \( T \geq L(m + p + 1) - 1 \), we guarantee that the null space of \( U_{H_L}(Z) \) exists for any choice of \( L \) and \( \nu \). Correspondingly, if we verify Theorem 1 using some choice of \( L \) and \( \nu \), and \( T \) such that the latter bound holds, then we guarantee the \( L\)-\textit{QSR}-dissipativity without having to check the conditions for all \( \nu \ (n \leq \nu < L) \).

IV. Examples

In this section, we present numerical simulations for checking the general dissipativity based on our data-driven test. For the setup, we use the software Matlab (R2020a) with the help of a Windows 10 Enterprise LTSC computer, Intel Core i7-5600 (2.60 GHz), 16.0 GB RAM.

A. \textit{L}2\text{-gain}

In this example we consider the case of searching for a minimal bound for the \( \text{L}_2 \)-gain of the \( \text{L}_2 \)-gain of discrete-time systems with the aim to illustrate the applicability of the technique and also a comparison with the method described in [14]. With the help of the Matlab function \texttt{drcs} and using \texttt{rng(0)} , we randomly generate 200 stable systems of order 4 and outputs and inputs equal to 2. Using these systems, we generate trajectories of size \( T_f = 500 \) admitting a normally distributed input with standard deviation of 10 and mean zero and zero initial conditions of size 1.

We search for the minimal upper bound \( \gamma \) for the \( \text{L}_2 \)-gain of the system such that \( \|y\|_2 \leq \gamma^2 \|u\|_2 \) holds for all trajectories \( \bar{z}[0,L-1] \) with \( \bar{z}[0,\nu] = 0 \). This is equivalent to search for the minimal \( \gamma \) such that the system is \((L,\nu,N)\)-dissipative with respect to a \textit{QSR} supply function of the
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form (6) with
\[ \Phi = \begin{bmatrix} -I_p & 0 \\ 0 & \gamma^2 I_m \end{bmatrix}, \]
from which we see that \( N = 0 \).

For this example, we arbitrarily assume \( L = 30 \) and \( \nu = \{5, 28\} \). We assume snapshots of size \( T = (L+n)(m+1) - 1 = 101 \) for verifying Theorem 1 and Theorem 2 of [14]. Note that by using the trajectories of size the requirements for the persistency of excitation of the input holds. Additionally, this snapshot does not need to contain the initial conditions, it can be removed from any point of the trajectory. In our case, we assume this snapshot to start from point 50 of the generated trajectories. For this example, we arbitrarily assume \( L = 30 \) depending on \( k \), that is,
\[ w_2(y(k), u(k)) = u_2(k) - 2y(k)u(k). \]
Thus, we verify if
\[ T_f - 1 - \sum_{k=0}^{N} w(u(k), y(k)) \geq 0, \quad (20) \]

For applying Theorem 2 of [14], we need to verify the non-negativeness of the matrix of its main inequality. As mentioned before, in the first part of this example we want to verify if the system is \( QSR \) dissipative with respect to a general supply rate \( w_1 \). The second test is performed to show that the system is \((L, 1)\)-\( QSR \)-dissipative in the sense of Theorem 1.

In order to perform the tests, we generate 1000 different samples each with 300 discrete-time points (e.g., \( T_f = 300 \)), where we consider zero initial conditions of size 2 for both the output and input signals. We assume a normally distributed input with a standard deviation of 10 and mean zero.

As mentioned before, in the first part of this example we want to verify if the system is \( QSR \) dissipative with respect to the general supply rate \( w_1 \) and to the supply rate of the form of \( w_1 \) with only the terms depending on \( k \), that is,
\[ w_2(y(k), u(k)) = u_2(k) - 2y(k)u(k). \]
Thus, we verify if
\[ T_f - 1 - \sum_{k=0}^{N} w(u(k), y(k)) \geq 0, \quad (20) \]
with $w_1$ and $w_2$, holds for all the obtained trajectories. In Figure 2, we can observe the values of the left side of (20) obtained for each sample considering the general supply function $w_1$ and $w_2$.

As one can see in Figure 2, we have that (20) holds considering the general supply function $w_1$ for all the samples tested, while considering the supply rate in $w_2$, we cannot guarantee that (7) always holds. This shows that indeed the system is not dissipative when considering only the terms depending on $k$ in the supply function, but instead, it is dissipative with respect to a general quadratic supply function.

For the second part of this example, we verify the $(L,1)$-QSR-dissipativity of system (18) with different values of $\nu$, $L$ and $T$. Taking, for instance, $L = (n+1, \ldots, 10)$, we can test whether Theorem 1 holds for all or some $n \leq \nu < L$ considering snapshots of length $T$ from all 1000 trajectories. As for the previous example, we assume this snapshot to start from point 50 of the trajectories. Also, we consider two cases for the choice of $T$, one with respect to condition of the input being persistently exciting ($T_1 = (L+n)(m+1)+Nm-1$ with $N = 1$) and another considering that we guarantee that $UH_L(Z)$ has a null space ($T_2 = (m+p+1)L-1$). Using such choices, we have that Theorem 1 holds for all choices of $L$, $\nu$ and $T$. Therefore, using such choices of parameters we can show that, for the values of $L$ tested, the system is $(L,1)$-QSR-dissipative with respect to the supply function $w_1$, which is already expected given that the system is dissipative with respect to the supply function $w_1$. Note that considering $T_1$, we are able to obtain $U_L = \left(UH_L(Z)\right)\perp$ for all choices of $L$ and $\nu$, showing that for this system the choice of $T$ based only on the persistency of excitation of $u$ condition is sufficient to test the dissipativity of the system using Theorem 1. However, for different systems, verifying only this condition can lead to not enough data such that we do not obtain $U_L$.

V. CONCLUSIONS

We proposed a method to verify the dissipativity of discrete-time LTI systems with respect to a quadratic general QSR supply function using only one shot of data. With this new formulation, we are able to verify the general dissipativity that applies to any LTI systems as studied before in the context of behavioural framework [8].

We presented two examples to show the potential of our method, and also to illustrate the reasoning for the choices of the required parameters to solve our main results.

REFERENCES

[1] J. C. Doyle, K. Glover, P. P. Khargonekar, and B. A. Francis, “State-space solutions to standard $H_2$ and $H_\infty$ control problems,” *IEEE Transactions on Automatic Control*, vol. 34, no. 8, pp. 831–847, 1989.

[2] J. C. Willems, “Dissipative dynamical systems part I: General theory,” *Archive for rational mechanics and analysis*, vol. 45, no. 5, pp. 321–351, 1972.

[3] D. J. Hill and P. J. Moylan, “The stability of nonlinear dissipative systems,” *IEEE Transactions on Automatic Control*, vol. 21, no. 5, pp. 708–711, 1976.

[4] D. J. Hill and P. J. Moylan, “Dissipative dynamical systems: Basic input-output and state properties,” *Journal of the Franklin Institute*, vol. 309, no. 5, pp. 327–357, 1980.

[5] A. Lanzon and I. R. Petersen, “Stability Robustness of a Feedback Interconnection of Systems With Negative Imaginary Frequency Response,” *IEEE Transactions on Automatic Control*, vol. 53, no. 4, pp. 1042–1046, 2008.

[6] R. Ouyang and B. Jayawardhana, “Absolute stability analysis of linear systems with Duhem hysteresis operator,” *Automatica*, vol. 50, no. 7, pp. 1860–1866, 2014.

[7] R. Ouyang, V. Andrieu, and B. Jayawardhana, “On the characterization of the Duhem hysteresis operator with clockwise input-output dynamics,” *Systems & Control Letters*, vol. 62, no. 3, pp. 286–293, 2013.

[8] H. Trentelman and J. Willems, “Every storage function is a state function,” *Systems & Control Letters*, vol. 32, no. 5, pp. 249–259, 1997.

[9] J. C. Willems, P. Rapisarda, I. Markovsky, and B. L. De Moor, “A note on persistency of excitation,” *Systems & Control Letters*, vol. 54, no. 4, pp. 325–329, 2005.

[10] C. De Persis and P. Tesi, “Formulas for data-driven control: Stabilization, optimality, and robustness,” *IEEE Transactions on Automatic Control*, vol. 65, no. 3, pp. 909–924, 2019.

[11] J. Berberich and F. Allgöwer, “A trajectory-based framework for data-driven system analysis and control,” *arXiv preprint arXiv:1903.10723*, 2019.

[12] I. Markovsky and P. Rapisarda, “Data-driven simulation and control,” *International Journal of Control*, vol. 81, no. 12, pp. 1946–1959, 2008.

[13] J. Berberich and F. Allgöwer, “A trajectory-based framework for data-driven dissipativity properties from input–output data,” *IEEE Control Systems Letters*, vol. 3, no. 3, pp. 709–714, 2019.

[14] A. R. Teel, J. Berberich, J. K"ohler, and F. Allgöwer, “One-shot verification of dissipativity properties from input–output data,” *Systems & Control Letters*, vol. 116, pp. 1–11, 2018.

[15] H. J. van Waarde, C. De Persis, M. K. Camlibel, and P. Tesi, “Willems’ fundamental lemma for state-space systems and its extension to multiple datasets,” *IEEE Control Systems Letters*, vol. 4, no. 3, pp. 602–607, 2020.

[16] M. C. de Oliveira and R. E. Skelton, “Stability tests for constrained linear systems,” in *Perspectives in robust control*, pp. 241–257, Springer, 2001.

[17] B. Brogliato, R. Lozano, B. Maschke, and O. Egeland, *Dissipative systems analysis and control: Theory and Applications*, vol. 2. Springer, 2007.

[18] N. Kottenstette and P. J. Antsaklis, “Relationships between positive real, passive dissipative, & positive systems,” in *Proceedings of the 2010 American control conference*, pp. 409–416, IEEE, 2010.