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Abstract

In recent years, the trackers based on Siamese networks have emerged as highly effective and efficient for visual object tracking (VOT). While these methods were shown to be vulnerable to adversarial attacks, as most deep networks for visual recognition tasks, the existing attacks for VOT trackers all require perturbing the search region of every input frame to be effective, which comes at a non-negligible cost, considering that VOT is a real-time task. In this paper, we propose a framework to generate a single temporally-transferable adversarial perturbation from the object template image only. This perturbation can then be added to every search image, which comes at virtually no cost, and still successfully fool the tracker. Our experiments evidence that our approach outperforms the state-of-the-art attacks on the standard VOT benchmarks in the untargeted scenario. Furthermore, we show that our formalism naturally extends to targeted attacks that force the tracker to follow any given trajectory by precomputing diverse directional perturbations.

1. Introduction

Visual Object Tracking (VOT) [23] is a key component of many vision-based systems, such as surveillance and autonomous driving ones. Studying the robustness of object trackers is therefore critical from a safety and security point of view. When using deep learning, as most modern trackers do, one particular security criterion is the robustness of the deep network to adversarial attacks, that is, small perturbations aiming to fool the prediction of the model. In recent years, the study of such adversarial attacks has become an increasingly popular topic, extending from image classification [11, 22] to more challenging tasks, such as object detection [43] and segmentation [1, 10].

VOT is no exception to this rule. However, unlike in recognition-driven tasks, where the predictions are typically restricted to a predefined label set, such as image categories in ImageNet or object categories in PASCAL VOC, the category of the objects tracked at test time by VOT methods is not known beforehand and only defined by the first frame of the input video. In other words, adversarial attacks on VOT systems should generalize to object templates that were not seen during the training phase. Several methods [12, 5, 16, 44, 27] have proposed solutions to address this challenging scenario, designing attacks to fool the popular Siamese-based trackers [24, 2, 26, 38]. Among these, however, the attacks in [12, 5, 16] are either too time-consuming or designed to work on the entire video, thus not applicable to fooling a tracker in real time and in an online fashion. By contrast, [44, 27] leverage generative methods [34, 41] to synthesize perturbations in real time and
thus can effectively attack online trackers. Nevertheless, these methods still require generating a perturbation for the search region of every individual input frame, which causes an undesirable computational burden. This burden becomes particularly pronounced for long-term trackers, because the search region grows to incorporate larger context in the presence of occlusions or when losing track of the object, leading to an increased attack time.

In this paper, we address this by introducing a temporally-transferable attack strategy. Specifically, we learn to generate a single, one-shot perturbation that is transferable across all the frames of the input video sequence. To this end, unlike existing works [44, 27] that generate perturbations for the template and for every search image independently, we train a perturbation generator to synthesize a single perturbation from the template, and add this perturbation to every subsequent search image. Because the perturbation is generated only once from the template, applying it to the larger search regions of long-term trackers comes at no additional cost.

Furthermore, in contrast to existing frameworks [44, 27], our approach naturally extends to performing targeted attacks so as to steer the tracker to follow any specified trajectory. To this end, we condition our perturbation generator on the targeted direction and train the resulting conditional generator to produce perturbations that correspond to arbitrary, diverse input directions. At test time, we can then precompute perturbations for a small number of diverse directions, e.g., 12 in our experiments, and apply them in turn so as to generate the desired complex trajectory. We illustrate this in Fig. 1, where a single perturbation computed in 8 ms can steer the tracker to move along a given direction for the entire video sequence, and will show more complex trajectories in our experiments.

Overall, our contributions can be summarized as follows:

• We introduce a temporally-transferable attack strategy to fool Siamese-based trackers by generating a single, one-shot perturbation from the template only.

• Our approach is applicable in an online manner, requiring only 8ms to generate our one-shot perturbation, thus maintaining real-time performance.

• Our framework naturally extends to targeted attacks, and our conditioning scheme allows us to steer the tracker to follow complex, erroneous trajectories. In practice, this would let one generate plausible incorrect tracks, making it harder to detect the attack.

We demonstrate the benefits of our approach on 4 benchmark datasets, namely, OTB100 [40], VOT2018 [20] and UAV123 [30] and VOT2018-LT [20]. Our experiments show that our approach yields more effective attacks than the state-of-the-art method [44], even though it needs to attack every individual video frame while we don’t. We will make our code publicly available.

2. Related Work

Visual Object Tracking. VOT aims to estimate the position of a template cropped from the first frame of a video in each of the subsequent video frames. Unlike most other visual recognition tasks, such as image classification or object detection, that rely on predefined categories, VOT seeks to generalize to any target object at inference time. As such, early works mainly focused on measuring the correlation between the template and the search image [3], extended to exploiting multi-scale correlation operations [2], the introduction of an effective sampling strategy to account for the training data imbalance [45], the use of multi-level feature aggregation and of a spatially-aware sample strategy to better exploit deeper ResNet backbones [25], and the incorporation of an auxiliary segmentation training objective to improve the tracking accuracy [38]. In our experiments, we will focus on the SiamRPN++ [24] tracker due to its popularity in real-world applications. Nevertheless, we will study the transferability of our generated adversarial attacks to other trackers.

Adversarial Attacks. Adversarial attacks were first investigated in [37] to identify the vulnerability of modern deep networks to imperceptible perturbations in the context of image classification. Different attack strategies were then studied, including single step gradient descent [11, 22], DeepFool [29, 9], and computationally more expensive attacks, such as CW [4], JSMA [32], and others [7, 36, 31]. As of today, PGD [28] is considered as one of the most effective attack strategies, and has been employed to other visual recognition tasks, such as object detection [43] and semantic segmentation [1].

Inspired by this progress, iterative adversarial attacks have been studied in the context of VOT. In particular, SPARK [13] computes incremental perturbations by using information from the past frames; [6] exploits the full video sequence to attack the template by solving an optimization problem relying on a dual attention loss. While effective, most of the above-mentioned attacks are time-consuming, because of their use of heavy gradient computations or iterative schemes. As such, they are ill-suited to attack an online visual tracking system in real time. [39] also relies on a gradient-based scheme to generate a physical poster that will fool a tracker. While the attack is then real-time, it requires the attacker to physically alter the environment.
As an efficient alternative to iterative attacks, Adv-GAN [42] proposed to train a generator that synthesizes perturbations in a single forward pass. Such generative perturbations were extended to VOT in [44, 27]. For these perturbations to be effective, however, both [44] and [27] proposed to attack every individual search image, by passing it through the generator. To be precise, while [44] studied the problem of attacking the template only the success of the resulting attacks was shown to be significantly lower than that of perturbing each search image. Doing so, however, becomes increasingly expensive as the search region grows, as can happen in long-term tackers. Here, we show that temporally-transferable perturbations can be generated in a one-shot manner from the template, yet still effectively fool the VOT system in every search image; the success of our approach lies in the fact that, while the perturbation is generated from the template, it is added to every search image. This addition, however, comes at virtually no cost, as it does not involve inference in a network. Furthermore, our approach can be extended to producing targeted attacks by conditioning the generator on desired directions. In contrast to [27], which only briefly studied targeted attacks in the restricted scenario of one specific pre-defined trajectory, our approach allows us to create arbitrary, complex trajectories at test time, by parametrizing them in terms of successive targeted perturbations.

3. Method

In this section, we introduce our temporally-transferable attack framework for object trackers based on Siamese networks. The goal of our method is to efficiently generate a single perturbation from the object template, which we can then transfer to adversarially attack the subsequent video frames. Below, we formalize the task of performing adversarial attacks on an object tracker, and then introduce our one-shot perturbation strategy in detail, first for untargeted attacks and then for targeted ones.

3.1. Problem Definition

Let $X = \{X_i\}_{i=1}^T$ denote the frames of a video sequence of length $T$, and $z$ be the template cropped from the first frame of the video. A tracker $\mathcal{F}(\cdot)$ aims to locate the template $z$ in search regions extracted from the subsequent video frames. Since the tracked target generally does not move wildly between two consecutive frames, most trackers only search for the target in a small region $S_i$ centered at the position obtained in the previous frame. At each time-step, the template $z$ and the search region $S_i$ are first passed individually through a shared backbone network, and the resulting features are processed by some non-shared layers and fused by depth-wise separable correlation. The fused features then act as input to a region proposal network (RPN), which predicts a classification map $H \in \mathbb{R}^{H \times W \times K}$ and a bounding box regression map $R \in \mathbb{R}^{H \times W \times 4K}$, where $K$ denotes the bounding box anchors at each spatial location. In short, at each spatial location, the classification map encodes the probability of each anchor to contain the target, and the regression map produces a corresponding offset for the anchor location and size. In practice, most trackers further re-rank the proposals by exploiting both a Gaussian window, which penalizes the proposals that are away from the region center, and scale change penalty, which prevents the object size from varying too strongly from that in the previous frame.

Formally, given the template $z$, we aim to find a temporally-transferable perturbation $\delta$ that, when added to any search region $S_i$ to obtain an adversarial image $S_i + \delta$, leads to an incorrect target localization in frame $i$. In the untargeted attack scenario, we aim for the bounding box to simply deviate from the trajectory predicted by the unattacked tracker, thereby losing the tracked object. In the case of a targeted attack, we seek to force the center of the tracked window to follow a trajectory specified by the attacker, which can be either a simple fixed, yet arbitrary direction, or a more complicated trajectory.

3.2. One-Shot Perturbation Generator

**Pipeline.** Figure 2 illustrates the overall architecture of our framework, which consists of two main modules: a generator $G$ and tracker $F$. Unlike existing works [44, 27], we train our perturbation generator to synthesize a single perturbation $\delta$ from the template, and simply add this perturbation to every subsequent search image. To train the generator, we therefore extract a template $z$ from the first frame of a given video sequence and feed it to the generator to obtain a perturbation $\delta$. We then crop $N$ search regions from the subsequent video frames using ground-truth information, and add $\delta$ to each such regions to obtain adversarial search regions $S_i = \{S_i\}_{i=1}^N$. Finally, we feed the clean template $z$ and each adversarial search region $S_i$ to the tracker to produces an adversarial classification map $\bar{H}_i \in \mathbb{R}^{H \times W \times K}$ and regression map $\bar{R}_i \in \mathbb{R}^{H \times W \times 4K}$.

Our goal is for these adversarial classification and regression maps to fool the tracker, i.e., result in erroneously locating the target. To this end, we compute the classification map $\bar{H}_i$ for the unperturbed search image, and seek
to decrease the score in $\tilde{H}_i$ of any proposal $j$ such that $H_i(j) > \tau$, where $H_i(j)$ indicates the probability for anchor $j$ to correspond to the target\(^1\) and $\tau$ is a threshold. Following [44], we achieve this by training the perturbation generator $G$ with the adversarial loss term

$$L_{fool}(\mathcal{F}, z, \hat{S}_i) = \lambda_1 \sum_{j \mid H_i(j) > \tau} \max \left(\tilde{H}_i(j) - (1 - \tilde{H}_i(j)), \mu_c\right) + \lambda_2 \sum_{j \mid H_i(j) > \tau} \left(\max(\tilde{R}^w_i(j), \mu_w) + \max(\tilde{R}^h_i(j), \mu_h)\right),$$

(1)

where $\tilde{R}^w_i(j)$ and $\tilde{R}^h_i(j)$ represent the width and height regression values for anchor $j$. The first term in this objective aims to simultaneously decrease the target probability and increase the background probability for anchor $j$ where the unattacked classification map contained a high target score. The margin $\mu_c$ then improves the numerical stability of this dual goal. The second term encourages the target bounding box to shrink, down to the limits $\mu_w$ and $\mu_h$, to facilitate deviating the tracker.

### 3.2.1 Untargeted Attacks

The loss $L_{fool}$ discussed above only aims to decrease the probability of the anchors obtained from the unattacked search region. Here, we propose to complement this loss with an additional objective seeking to explicitly activate a different anchor box, which we will show in our experiments to improve the attack effectiveness. Specifically, we aim for this additional loss to activate an anchor away from the search region center, so as to push the target outside the true search region, which ultimately will make the tracker be entirely lost. To achieve this, we seek to activate an anchor $t$ lying at a distance $d$ from the search region center. We then write the loss

$$L_{shift}(\mathcal{F}, z, \hat{S}_i) = \lambda_3 L_{cls}(\tilde{H}_i(t)) + \lambda_4 L_{reg}(\tilde{R}_i(t), r^*),$$

(2)

where $L_{cls}$ is a classification loss encoding the negative log-likelihood of predicting the target at location $t$, and $L_{reg}$ computes the $L_1$ loss between the regression values at location $t$ and pre-defined regression values $r^* \in \mathbb{R}^4$.

### 3.2.2 Targeted Attacks

The untargeted shift loss discussed above aims to deviate the tracker from its original trajectory. However, it does not allow the attacker to force the tracker to follow a pre-defined trajectory. To achieve this, we modify our perturbation generator to be conditioned on the desired direction we would like the tracker to predict. In practice, we input this information to the generator as an additional channel, concatenated to the template.

Specifically, we compute a binary mask $M_i \in \{0, 1\}^{W \times H}$, and set $M_i(j) = 1$ at all spatial locations under the bounding box which we aim the tracker to output. Let $B_i^j$ be such a targeted bounding box, and $r^i_j$ the corresponding desired offset from the nearest anchor box.

We can then express a shift loss similar to the one in Eq. 2 but for the targeted scenario as

$$L_{shift}(\mathcal{F}, z, \hat{S}_i, M_i) = \lambda_3 L_{cls}(\tilde{H}_i(t)) + \lambda_4 L_{reg}(\tilde{R}_i(t), r^i_j),$$

(3)

where, with a slight abuse of notation, $t$ now encodes the targeted anchor.

### 3.2.3 Overall Loss Function

In addition to the loss functions discussed above, we use a perceptibility loss $L_p$ aiming to make the generated perturbations invisible to the naked eye. We express this loss as

$$L_p = \lambda_5 \|S_i - \text{Clip}_{(X, \epsilon)}\{S_i + \delta\}\|_2^2,$$

(4)

where the Clip function enforces an $L_\infty$ bound $\epsilon$ on the perturbation.

We then write the complete objective to train the generator as

$$L(\mathcal{F}, z, S_i) = L_{fool} + L_{shift} + L_p,$$

(5)

where $L_{shift}$ corresponds to Eq. 2 in the untargeted case, and to Eq. 3 in the targeted one.

### 3.3. Attacking the Tracker at Inference Time

Once the generator is trained using the loss in Eq. 5, we can use it to generate a temporally-transferrable perturbation from the template of any new test sequence, and use the resulting perturbation in an online-tracking phase. Generating such a perturbation takes only $8$ ms, and adding it to the subsequent frames is virtually free.

For targeted attacks, in the simple case where the desired trajectory is a constant direction, we condition the generator on a specific mask $M$, which activates a square patch centered along the desired direction and at a given offset from the center. To force the tracker to follow more complex trajectories during inference, such as following the ground-truth trajectory with an offset, we precompute perturbations for a small number, $K$, of predefined, diverse directions, with $K = 12$ in our experiments.

We then define the desired complex trajectory as succession of these predefined directions.
4. Experiments

Datasets. Following [44], we train our perturbation generator on GOT-10K [15] and evaluate its effectiveness on 3 short-term tracking datasets, OTB100 [40], VOT2018 [20] and UAV123 [30], and on one long-term benchmark VOT2018-LT [20]. We primarily use the SiamRPN [26] and SiamRPN++ [24] trackers with AlexNet [21] and [14] backbones, respectively, and train our generator to perform white-box attacks. We also study our attacks transfer to other popular trackers in Section 4.4.

Evaluation Metrics. As in [44, 12, 6, 27], we report the performance of our adversarial attacks using the metrics employed by each dataset to evaluate the effectiveness of unattacked trackers.

Specifically, for OTB100 [40] and UAV123 [30], we report the precision (P) and success scores (S). The precision encodes the proportion of frames for which the center of the tracking window is within 20 pixels of the ground-truth center. The success corresponds to the proportion of frames for which the overlap between the predicted and ground-truth tracking window is greater than a given threshold. For VOT2018, we report the Expected Average Overlap (EAO), a measure that considers both the accuracy (A) and robustness (R) of a tracker. Specifically, the accuracy denotes the average overlap, and the robustness is computed from the number of tracking failures. Furthermore, we also report the number of restarts because the standard VOT evaluation protocol reinitializes the tracker once it is too far away from the ground truth. For VOT2018-LT [20], we report the tracker precision, recall, and F1-score. To evaluate targeted attacks, we further report the proportion of frames in which the predicted center and the target trajectory’s center are at a distance of at most 20 pixels for short-term datasets and 50 pixels for VOT2018-LT [20].

Implementation Details. We implement our approach in PyTorch [33] and perform our experiments on an NVIDIA Telsa V100 GPU with 32GB RAM. We train the generator using pre-cropped search images uniformly sampled every 10 frames from the video sequences of GOT-10K [15]. We use the Adam [19] optimizer with a learning rate of $10^{-4}$. We set the margin thresholds $m_c$, $m_w$, $m_b$ to -5 as in [44], and the $l_{\infty}$ bound $\epsilon$ to [8, 16]. To fool the tracker, we use $\lambda_1 = 0.1$, $\lambda_2 = 1$ in Eq 1, and activate an anchor at distance $d = 4$ directly below the true center and of size $64 \times 64$ for all untargeted experiments. We set $\lambda_5$ to 500 for all experiments. Furthermore, we set the shift loss weights $\lambda_3$ and $\lambda_4$ to 0.1 and 1, respectively. For targeted attacks, we define $r^f$ in Eq. 3 as a randomly-selected anchor at distance $d = 4$ from the true center and set its size to $64 \times 64$ for all datasets, except for VOT2018-LT where we use $90 \times 90$. We resize the search images to $255 \times 255$ and the template to $127 \times 127$ before passing them to the tracker. For SiamRPN++[24], the final feature map will be of size $W = 25, H = 25$.

Methods. We compare our approach with the state-of-the-art, generator-based CSA [44] attack strategy, which also performs online attacks. CSA can be employed in 3 settings: CSA-T, which on attacks the template, CSA-S, which attacks all search images, and CSA-TS, which attacks the template and all search regions. We denote our temporally-transferable attacks obtained from the total loss in Eq. 5 as Ours and a variant of our method without the term $L_{shift}$ but only with $L_{foo}$ as Ours$_f$.

Unlike CSA [44], which takes 3ms to attack the template and 8ms to compute a perturbation for each search region, our approach generates a single transferable perturbation from the template in 8ms, and uses it at virtually no additional cost for the entire video sequence to attack in an untargeted manner. For targeted attacks, we precompute $K = 12$ diverse directional perturbations, each taking 8ms to generate, and use them to force the tracker to follow any target trajectory. In our experiments, we also report the average attack cost per video over the full dataset for all approaches.

### 4.1. Untargeted Attacks

Results on OTB100. In Table 1, we compare the results of our approach and of the different settings of CSA for both the SiamRPN and SiamRPN++ trackers. Our method works at a speed comparable to CSA-T but significantly outperforms it in all cases. Furthermore, thanks to our shift loss, our attack becomes even stronger than CSA-S and CSA-TS, while requiring only a fraction of their computation budget.

For example, on SiamRPN++, Ours reduces the precision of the tracker to 8%, compared to 51% for CSA-TS.

Results on VOT2018. As shown in Table 2, our approach is equally effective on VOT2018 [20].

Note that, in this dataset, the accuracy does not significantly decrease because the tracker restarts as soon the object moves away from the ground-truth box. Importantly, unlike CSA, we compute the perturbation only from the template extracted from the first frame, even when the tracker restarts with a new template after a failure. In other words, our perturbation computed from the initial template remains effective and transferable to temporally-distance

| Methods | Attack cost (ms) | SiamRPN [26] | SiamRPN++ [24] |
|---------|-----------------|--------------|----------------|
|         | $s = 3$         | $s = 10$     |                 |
| Normal  | 0               | 65.1%        | 85.1%          |
| CSA-T   | 3               | 54.3%        | 72.0%          |
| CSA-S   | 4720            | 34.5%        | 51.4%          |
| CSA-TS  | 4720            | 30.7%        | 46.2%          |
| Ours$_f$| 8               | 46.3%        | 66.5%          |
| Ours    | 8               | 28.8%        | 25.7%          |

Table 1. Unattacked attack results on OTB100 [40].

The additional cost comes from adding the perturbation to the search images, an operation that CSA-S and CSA-TS must also perform.
search regions. As shown in Table 2, for SiamRPN++ [24] with $\epsilon = 16$, our approach significantly decreases the EAO, which is the primary metric to rank trackers, from 0.261 to 0.020 while increasing the number of restarts from 94 to 1249. In Figure 3, we visually compare the results of our approach and of the baselines in different conditions, defined as attribute values in the dataset. Ours generalizes nicely to all these scenarios.

Results on UAV123. In Figure 4, we provide success and precision plots obtained by varying the overlap and location error thresholds, respectively, with $\epsilon = 16$. We observe a similar trend here: Ours yields results that are comparable to those of CSA-T, despite being much faster, and Ours significantly outperforms all the baselines at all the thresholds. For example, at a 20 pixel threshold, while CSA-TS yields a tracking precision of 0.504 precision, Ours decreases it to 0.139.

Results on VOT2018-LT. VOT2018-LT [20] is dedicated to long-term tracking, and thus evaluating the strength of an attack should take into account not only the performance metrics but also the speed of the tracker. This is because, when the detection confidence is less than 0.8 the tracker falls back to using a larger search region of $850 \times 850$ and thus becomes slower. This also means that the attack should not only minimize the probability of the true target but also activate adversarial boxes with the confidence larger than 0.8 so that search images are not resized.

As can be seen from Table 3, Ours yields F1 scores that are similar to those of CSA-T, but lower frame-rates, showing that it tends to produce confidences that are lower than 0.8. By contrast, Ours not only decreases the F1 score to significantly lower values than all the baselines, but it also maintains high frame-rates.

4.2. Targeted attacks

Let us now turn to targeted attacks. In this context, we consider two scenarios:

1. The attacker forces the tracker to follow a fixed direction. We illustrate this with 4 different directions, consisting of shifting the box by $(\pm 3, \pm 3)$ pixels in each consecutive frames, corresponding to the four directions $+45^\circ, -45^\circ, +135^\circ, -135^\circ$.

2. The attacker seeks for the tracker to follow a more complicated trajectory. To illustrate this, we force the tracker to follow the ground-truth trajectory with a fixed offset $(\Delta_x, \Delta_y)$. We set this offset to $(\pm 80, \pm 80)$ for the short-term tracking datasets and to $(\pm 150, \pm 150)$ for VOT2018-LT to account for the larger resolution of its videos.

In both cases, we pre-compute perturbations corresponding $K = 12$ diverse directions and use them to force the tracker to follow the target trajectory. To this end, we first sample $K$ points at a distance $d = 4$ from the true object center and, for each, synthesize a condition mask $M_i \in \{0, 1\}^{W \times H}$ whose active region is centered at the sampled point. We
then feed each such mask with the template to obtain di-
rectional perturbations, which we will then transfer to the
search images. At each frame, we compute the direction the
tracker should move in and use the precomputed pertur-
bation that is closest to this direction.

We report the results for our two attack scenarios in Ta-
ble 4 for all datasets with the SiamRPN++ [24] tracker.
Since the goal is to follow the desired trajectory, we re-
port the precision for a location threshold of 20 pixels for
all short-term datasets and 50 pixels for the long-term one.
For direction-based targets, our perturbations allow us to
effectively follow the target trajectory. For example, on
OTB100 [40], our approach yields a precision of 53.7% on
average on the 4 directions, while the tracker has an or-
iginal precision of 91% on the original data. Similarly, on
VOT2018, our targeted attacks achieve a precision of 69.2%
on average, compared to the original tracker’s precision of
72.8%. For offset-based targets, which are more challeng-
ing than direction-based ones, our approach yields precision
scores of 45.6%, 56.2%, 30.9% and 24.9% on OTB100,
VOT2018, UAV, and VOT2018-LT, respectively.

Figure 6 shows the results of targeted attacks on vari-
ous datasets with SiamRPN++ [24]. The results on the left,
where the tracker follows the ground-truth trajectory with
an offset, illustrate the real-world applicability of our at-
tacks, where one could force the tracker to follow a realistic,
but erroneous path. Such realistic trajectories can deceive
the system without raising any suspicion.

In Figure 5, we visualize adversarial search regions ob-
tained with our framework for $\epsilon = 16$ with SiamRPN++ [24].

In this section, we analyze the impact of each loss term
of our framework. To do so, we use the SiamRPN++
tracker [24] and perform untargeted attacks. In Table 5,
we report our results on OTB100 [40] and VOT2018 [20]
with different combination of loss terms, where $L_{\text{foot}}^{\text{cls}}$ and $L_{\text{foot}}^{\text{reg}}$
represent the classification and regression components of
the fooling loss of Eq. 1. $L_{\text{shift}}^{\text{cls}}$ and $L_{\text{shift}}^{\text{reg}}$ represent the same terms for the
shift loss of Eq. 2. To summarize, while all loss terms are
beneficial, the classification-based terms are more effective
than regression-based ones. For example, using either $L_{\text{foot}}^{\text{cls}}$ or $L_{\text{foot}}^{\text{reg}}$ has more impact than
$L_{\text{foot}}^{\text{cls}}$ or $L_{\text{foot}}^{\text{reg}}$. In Table 6, we study the impact of the shift dis-
tance $d$ in Eq. 2 on the performance of untargeted attacks.
For a feature map of size $25 \times 25$ for SiamRPN++ [24],
the performance of our approach is stable for a drift in the
range 4 to 8. However, for $d = 2$, our attacks have less
effect on the tracker, and for $d = 10$, the influence of the
attack decreases because of the Gaussian prior used by the
tracker.

### 4.4. Transferability Analysis

To evaluate the transferability of our attacks, we ap-
ply the perturbation-generator trained on SiamRPN++ [24]
with a ResNet [14] backbone to three other state-of-the-
art trackers: AlexNet-based SiamFC [2], ResNet-based
SiamMask [38] and a similar SiamRPN++(M) [24] but with
a MobileNet backbone. As can be seen in Table 7, our
approach transfers better than CSA_T to SiamMask and
SiamRPN++(M).

However, neither CSA nor our approach generalize well
Figure 6. Qualitative results. (a) Results of targeted attacks where the tracker is forced to follow the ground-truth with a fixed offset. (b) The tracker is forced to move in a constant direction, indicated by the red arrow.

5. Conclusion

We have presented a one-shot temporally-transferable perturbation framework to efficiently attack a VOT algorithm using only template information. Our generates a single perturbation from the object template in only 8ms, which can then be transferred to attack the subsequent frames of the video. Furthermore, we have demonstrated that conditioning the generator allows us to steer the tracker to follow any specified trajectory by precomputing a few diverse directional perturbations. We believe that our work highlights the vulnerability of object trackers and will motivate the researchers to design robust defense mechanisms in the future.
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