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Abstract

The stochastic block model is widely used for detecting community structures in network data. However, the research interest of much literature focuses on the study of one sample of stochastic block models. How to detect the difference of the community structures is a less studied issue for stochastic block models. In this article, we propose a novel test statistic based on the largest singular value of a residual matrix obtained by subtracting the geometric mean of two estimated block mean effects from the sum of two observed adjacency matrices. We prove that the null distribution of the proposed test statistic converges in distribution to the Tracy-Widom distribution with index 1, and we show the difference between the two samples for stochastic block models can be tested via the proposed method. Further, we show that the proposed test has asymptotic power guarantee against alternative models. Both simulation studies and real-world data examples indicate that the proposed method works well.
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1 Introduction

Network data analysis has become a popular research topic in many fields, including gene classification, social relationship investigation, and financial risk management. The study on network data with community structures has received increasing interest.
and Girvan (2004); Newman (2006); Steinhaeuser and Chawla (2010). In network data analysis, the stochastic block model proposed by Holland et al. (1983) is a popular tool to fit network data with community structure, see, e.g., Snijders and Nowicki (1997); Nowicki and Snijders (2001); Bickel and Chen (2009); Rohe et al. (2011); Choi et al. (2012); Jin (2015); Zhang and Zhou (2016). For a stochastic block model with \( n \) nodes and \( K \) blocks, all nodes can be clustered to \( K \) disjoint block. Specifically, for a node \( i \) belonging to block \( u \), there is a mapping \( g \) such that \( g(i) = u \). In the stochastic block model, the observed network can be represented by an \( n \times n \) adjacency matrix \( A \), where the entries of \( A \) represent whether an edge exists between two nodes. Given the block label \( g \), the model assumes that each entry \( A_{ij} \) of \( A \) can be seen as a Bernoulli random variable with probability \( P_{ij} = B_{g(i)g(j)} \), where \( P \) and \( B \) are \( n \times n \) edge-probability matrix and \( K \times K \) probability matrix, respectively. It is easy to see that given the pair \( (g, B) \) up to community label permutations of nodes, a stochastic block model can be completely and uniquely determined. In this paper, we mainly focus on the undirect and unweight graph, and no self-loop exists, i.e., \( A \) be a symmetric binary matrix and \( A_{ii} = 0 \) for any \( i \).

In the research on the stochastic block model, there are two fundamental problems: model selection and community detection. The model selection aims to estimate the number of blocks (or the number of communities) using the sample adjacency matrix \( A \). To exactly estimate the number of communities, the majority of approaches have been proposed, see, for example, the recursive approach Zhao et al. (2011), the sequential testing methods Lei (2016); Hu et al. (2021) and the likelihood-based methods Saldña et al. (2017); Wang and Bickel (2017); Hu et al. (2020). In addition, the purpose of community detection is to recover the community structure, that is, cluster all nodes into different communities so that the connections between nodes within the community are relatively dense and the nodes between the community are relatively sparse. For this issue, many efficient methods have also been proposed, including the modularity (Newman, 2006), the profile-likelihood method (Bickel and Chen, 2009), the variational method (Daudin et al., 2008), the spectral clustering (Rohe et al., 2011; Jin, 2015), the pseudo-likelihood method (Amini et al., 2013), and the profile-pseudo likelihood method (Wang et al., 2021). Asymptotic properties of the estimation of community membership label have been established (Rohe et al., 2011; Zhao et al., 2012; Choi et al., 2012; Lei and Rinaldo, 2015; Sarkar and Bickel, 2015; Zhang and Zhou, 2016; Wang et al., 2021).
To improve the flexibility of stochastic block models, Karrer and Newman \cite{Karrer2011} proposed the degree-corrected stochastic block model, which introduces the additional degree-corrected parameters to fit the network with degree heterogeneity. Further, Airoldi et al. \cite{Airoldi2008} proposed the mixed membership stochastic block model, in which a single node may belong to several different communities.

In the past decades, many works pay much attention to one sample in the study of stochastic block models. Usually, in social networks, an individual in one party may tend to develop a closer relationship with another party, see, e.g., \cite{Barnett2016}. This situation may cause a problem, that is, the community structure of the network may change over time or other conditions. This also prompts us to consider whether the community structure of the two networks is the same. A direct approach is to judge whether two stochastic block models are identical by the hypothesis testing method.

For the two-sample testing issue, Tang et al. \cite{Tang2017} considered the two-sample test of the random dot product graph, and used the adjacency spectral embedding method to construct the test statistic. This testing procedure can judge whether two independent network samples are from an identical model. Further, Ghoshdastidar and von Luxburg \cite{Ghoshdastidar2018} considered the two-sample testing issue of the general network model. They used the largest singular value of scaled and centralized matrix of the difference between two adjacency matrices to construct the test statistic and proved the asymptotic null distribution is a Tracy-Widom distribution. Similarly, Ghoshdastidar et al. \cite{Ghoshdastidar2020} used the spectral norm and the Frobenius norm to construct two test statistics. However, this procedure needs to choose an appropriate threshold, but the threshold is hard to choose in practice. Recently, Chen et al. \cite{Chen2021b} proposed a new testing statistic to test two general network samples, which simplified the statistic in \cite{Ghoshdastidar2018}. Meanwhile, Chen et al. \cite{Chen2021a} used the trace of a new construction matrix to get the test statistic and prove the null distribution convergence in distribution to the standard normal distribution. However, these methods require multiple samples, which implied that the procedure may not work well when we have less sample information (such as, we only have two network samples). In addition, these methods consider the testing problem \(H_0 : P_1 = P_2\), where \(P_1\) and \(P_2\) are the edge-probability matrices of two network models, and require that the difference of edge-probability matrices is great. But
in the stochastic block model, changes in the community structure may lead to small changes in the edge-probability matrix, which implies that the methods mentioned above may not work well. Hence, we need to consider an appropriate test statistic such that it can test the tiny difference when the network size is large. For the two-sample test of the stochastic block model, based on the locally smoothed adjacency matrix, Wu et al. Wu et al. (2022) proposed a new statistic to test two stochastic block models. This method constructs the locally smoothed adjacency matrix by separating a community into several non-overlapping neighboring sub-communities and averages the entries of the adjacency matrix in non-overlapping local neighborhoods within communities. However, this procedure can only be used when the number of communities is small and the process of construction is complex. Therefore, in this paper, we hope to propose a new test statistic that can be used in the case of $K$ diverging with $n$.

Specifically, let $\mathcal{X} = (X_{ij})_{n \times n}$ and $\mathcal{Y} = (Y_{ij})_{n \times n}$ be two adjacency matrices with stochastic block structures $(g_x, B_x)$ and $(g_y, B_y)$, respectively. In this paper, we assume that the node labels (not community label $g$) of the two networks are predetermined and kept the same, that is, node $i$ in the network $\mathcal{X}$ also appears in the network $\mathcal{Y}$. Hence we could regard $\mathcal{X}$ and $\mathcal{Y}$ as repeated network measurements of a number of individuals. Now the test problem can be formulated as

$$H_0 : (g_x, B_x) = (g_y, B_y) \text{ v.s. } H_1 : (g_x, B_x) \neq (g_y, B_y).$$

(1)

Intuitively, under the alternative hypothesis, there are four mutually exclusive cases: (i) $K_x \neq K_y$, (ii) $K_x = K_y, g_x = g_y, \text{ but } B_x \neq B_y$, (iii) $K_x = K_y, B_x = B_y, \text{ but } g_x \neq g_y$, and (iv) $K_x = K_y, g_x \neq g_y, B_x \neq B_y$.

In this paper, we propose a two-sample test statistic to detect the difference between two stochastic block models. Under two observed adjacency matrices, the largest singular value of the residual matrix obtained by removing the geometric mean of two estimated block mean effects from the sum of two observed adjacency matrices is used to construct the test statistic. Intuitively, if $\mathcal{X}$ and $\mathcal{Y}$ are generated from a common stochastic block model, and the entries $X_{ij}$ and $Y_{ij}$ of $\mathcal{X} + \mathcal{Y}$, that is, the sum of two adjacency matrices, should be independent Binomial random variables. From this view, we consider combining two adjacency matrix samples to obtain a new combined adjacency matrix. Based on the largest singular value of the residual matrix of the combined adjacency matrix, we obtain a new test statistic. We show that the asymptotic null distribution of the test statistic is
the Tracy-Widom distribution with index 1 when $K_x = K_y = o(n^{1/6})$.

Our testing procedure proposed in this paper goes as follows. First, we estimate the numbers of communities $K_x$ and $K_y$ using the existing estimation methods. Then, based on the estimators $\hat{K}_x$ and $\hat{K}_y$, we can get the consistent estimators $\hat{g}_x$ and $\hat{g}_y$. Second, we estimate entries of $B_x$ and $B_y$ by the sample proportions based on $(X, \hat{g}_x)$ and $(Y, \hat{g}_y)$. Third, we combine the two samples $X + Y$, and use $\sqrt{\hat{P}_{ij}^x \cdot \hat{P}_{ij}^y}$ to center and rescale $X_{ij} + Y_{ij}$, and obtain a residual matrix. Finally, we obtain the test statistic by computing the largest singular value of the residual matrix. The detailed mathematical expression and the theoretical results of the test statistic will be given in Section 2. The basic view of this method is that the entries of the sum of two adjacency matrices are Binomial random variables when the null hypothesis is true. Hence, the residual matrix will approximate a generalized Wigner matrix: a symmetric random matrix with independent mean zero upper diagonal entries. According to the random matrix theory, the largest eigenvalue follows a Tracy-Widom distribution. On the other hand, under the alternative hypothesis, the entries of the sum of two adjacency matrices are not Binomial random variables, and the entries of the residual matrix will not approximate a generalized Wigner matrix. This shows that the test statistic can successfully separate $H_0$ and $H_1$ in (1).

Now, we give some notations. For a square matrix $A$, $\text{diag}(A)$ denotes the diagonal matrix induced by $A$. For any $n \times n$ symmetric matrix $A$, $\lambda_j(A)$ denotes its $j$th largest eigenvalue value, ordered as $\lambda_1(A) \geq \lambda_2(A) \geq \cdots \geq \lambda_n(A)$, and $\sigma_1(A)$ is the largest singular value. For a matrix $A$, the notation $\|A\|$ denotes the spectral norm.

The remainder of the article is organized as follows. In Section 2, we introduce the new test statistic, and state its asymptotic null distribution and asymptotic power. Simulation studies and real-world data examples are given in Sections 3 and 4, respectively. Some discussions are given in Section 5. All technical proofs are postponed to the Appendix.
2 A New Two-Sample Test for Stochastic Block Models

Consider a stochastic block model on $n$ nodes. Given a number of communities $K$ and a community label $g$, the maximum likelihood estimator of $B$ is given by

$$\hat{B}_{uv} = \begin{cases} \frac{\sum_{i \in N_u, j \in N_v} X_{ij}}{n_u n_v}, & u \neq v, \\ \frac{\sum_{i,j \in N_u, i \neq j} X_{ij}}{n_u (n_v - 1)}, & u = v, \end{cases}$$

(2)

where $N_u = \{i : g(i) = u\}$ for $1 \leq u \leq K$, $i$ stands for the node label and $n_u = |N_u|$. Throughout, we denote $N^x_u = \{i : g_x(i) = u\}$ and $n^x_u = |N^x_u|$, where $x$ can be replaced by $y$.

For a single observed adjacency matrix $X$, Lei (2016) considered using a test statistic, based on the largest singular value, to test the following hypothesis test:

$$H_0 : K = K_0 \quad \text{v.s.} \quad H_1 : K > K_0,$$

where, we use $K$ to denote the true number of communities, and use $K_0$ to denote a hypothetical number of communities. Let the centered and rescaled adjacency matrix $\tilde{X}$ be

$$\tilde{X} = \begin{cases} \frac{X_{ij} - \hat{P}_{ij}}{\sqrt{(n-1)\hat{P}_{ij}(1-\hat{P}_{ij})}}, & i \neq j, \\ 0, & i = j, \end{cases}$$

where $\hat{P}_{ij} = \hat{B}_{g_0(i),g_0(j)}$, as defined in (2). Under the null hypothesis $H_0 : K = K_0$, if $K = o(n^{1/6})$, Lei (2016) showed that

$$n^{2/3}[\lambda_1(\tilde{X}) - 2] \overset{d}{\rightarrow} TW_1 \quad \text{and} \quad n^{2/3}[-\lambda_n(\tilde{X}) - 2] \overset{d}{\rightarrow} TW_1,$$

where $TW_1$ denotes the Tracy-Widom distribution with index 1 and “$\overset{d}{\rightarrow}$” denotes convergence in distribution. Further, for test $H_0 : K = K_0$, Lei (2016) proposed to obtain $\hat{g}$ using consistent clustering methods (under $K = K_0$) and considered the following test statistic:

$$T_{n,K_0} = \max\{n^{2/3}[\lambda_1(\tilde{X}) - 2], n^{2/3}[-\lambda_n(\tilde{X}) - 2]\},$$

where $g_0$ in $\tilde{X}$ has been replaced by $\hat{g}$. Given the test level $\alpha$, the corresponding rejection rule is then

Reject : $H_0 : K = K_0$ if $T_n \geq t(\alpha/2)$. 
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where \( t_\alpha \) is the \( \alpha \)th quantile of the \( TW_1 \) distribution for \( \alpha \in (0, 1) \).

In this paper, we aim to develop a new test statistic that allows this statistic to test two samples under the case of \( K \) diverging with \( n \). For two samples \( \mathcal{X} \) and \( \mathcal{Y} \) from stochastic block models \((g_x, B_x)\) and \((g_y, B_y)\), there are many methods for estimating \( \hat{K}_x \) and \( \hat{K}_y \). In particular, in this paper, we may use the corrected Bayesian information criterion in Hu et al. (2020) to estimate \( \hat{K}_x \) and \( \hat{K}_y \). Given \( \hat{g}_x \) and \( \hat{g}_y \), the community labels \( g_x \) and \( g_y \) can be estimated, denote by \( \hat{\hat{g}}_x \) and \( \hat{\hat{g}}_y \), by some existing consistent community detection procedures. Then, we can get the \( \hat{\hat{B}}_x \) and \( \hat{\hat{B}}_y \) by equation (2).

To derive a two-sample test for stochastic block models, we extend the method in Lei (2016) to two samples of stochastic block models. For binomial random variables, it is easy to know that the sum of binomial random variables also follows the binomial distribution, i.e.,

\[
\xi + \eta \sim B(n_1 + n_2, p) \quad \text{for} \quad \xi \sim B(n_1, p) \quad \text{and} \quad \eta \sim B(n_2, p).
\]

In the stochastic block model, the entries \( X_{ij} \) (or \( Y_{ij} \)) of the unweight adjacency matrix \( \mathcal{X} \) (or \( \mathcal{Y} \)) can be seen as Bernoulli random variables with parameter \( P_{ij} = B_{g_x(i)g_x(j)} \) (or \( P_{ij} = B_{g_y(i)g_y(j)} \)), so that

\[
\mathbb{E}\{ \mathcal{X} \} = P_x - \text{diag}(P_x) \quad \text{and} \quad \mathbb{E}\{ \mathcal{Y} \} = P_y - \text{diag}(P_y).
\]

Let \( \hat{A}^* \) be

\[
\hat{A}^* = \begin{cases} 
\frac{X_{ij} + Y_{ij} - 2P_{ij}}{\sqrt{(n-1) \cdot 2P_{ij}(1-P_{ij})}}, & i \neq j \\
0, & i = j,
\end{cases}
\]

where \( P_{ij} = \sqrt{P_{ij}^x \cdot P_{ij}^y} \). Here, the reason why we use geometric mean instead of other mean is that when the alternative hypothesis is true, the singular value of the residual matrix will become larger, which helps us get better power of the test. Notice that, under \( H_0 \), \( X_{ij} + Y_{ij} \) follows a binomial distribution with parameters \( n = 2 \) and \( P_{ij} = P_{ij}^x = P_{ij}^y \), i.e., \( X_{ij} + Y_{ij} \sim B(2, P_{ij}) \). Hence \( \hat{A}^* \) is a general Wigner matrix, satisfying \( \mathbb{E}\{ \hat{A}^*_{ij} \} = 0 \) for all \((i, j)\) and \( \sum_j \text{Var}\{ \hat{A}^*_{ij} \} = 1 \) for all \( i \). In the random matrix theory, the asymptotic distribution of the extreme eigenvalues of the general Wigner matrix has been wildly studied. In particular, according to results in Erdős et al. (2012) and Lee and Yin (2014) we have

\[
n^{2/3} [\lambda_1(\hat{A}^*) - 2] \xrightarrow{d} TW_1 \quad \text{and} \quad n^{2/3} [-\lambda_n(\hat{A}^*) - 2] \xrightarrow{d} TW_1,
\]

(4)
We formally state and prove this result as Lemma 1 in Appendix.

The matrix $\tilde{A}^*$ involves unknown model parameters and cannot be used as a test statistic directly. Hence, a natural method is replacing these parameters with their estimators. We first obtain consistent estimators $\hat{K}_x, \hat{K}_y, \hat{g}_x$ and $\hat{g}_y$ by the method described above, then estimate $\hat{B}_x$ and $\hat{B}_y$ using equation (2). Based on the estimators $(\hat{g}_x, \hat{B}_x)$ and $(\hat{g}_y, \hat{B}_y)$, the empirically centered and rescaled adjacency matrix $\tilde{A}$ can be obtained:

$$
\tilde{A} = \begin{cases} 
\frac{X_{ij} + Y_{ij} - 2\hat{P}_{ij}}{\sqrt{(n-1) \cdot 2\hat{P}_{ij}(1 - \hat{P}_{ij})}}, & i \neq j, \\
0, & i = j,
\end{cases}
$$

where

$$
\hat{P}_{ij} = \sqrt{\hat{P}_{ij}^x \cdot \hat{P}_{ij}^y} = \sqrt{\hat{B}_{\hat{g}_x(i)\hat{g}_x(j)} \cdot \hat{B}_{\hat{g}_y(i)\hat{g}_y(j)}}.
$$

It is natural to conjecture that under the null hypothesis $(g_x, B_x) = (g_y, B_y)$ and when the estimates $(\hat{g}_x, \hat{B}_x)$ and $(\hat{g}_y, \hat{B}_y)$ are accurate enough, after $\tilde{A}^*$ replaced by $\tilde{A}$ in (4), the convergence in (4) still holds. Therefore, we can use the largest singular value of $\tilde{A}$ as our test statistic:

$$
T_n = n^{2/3} [\sigma_1(\tilde{A}) - 2].
$$

Hence, the corresponding level $\alpha$ rejection rule is

$$
\text{Reject } H_0, \quad T_n \geq t_{(\alpha/2)},
$$

where $t_{(\alpha/2)}$ is the $\alpha/2$ upper quantile of the $TW_1$ distribution for $\alpha \in (0, 1)$. Since

$$
\sigma_1(\tilde{A}) = \max \{\lambda_1(\tilde{A}), -\lambda_n(\tilde{A})\},
$$

the test statistic also can be written as:

$$
T_n = \max \{n^{2/3}[\lambda_1(\tilde{A}) - 2], n^{2/3}[-\lambda_n(\tilde{A}) - 2]\}.
$$

In Section 2.1 below, we formally state and prove the validity of our test statistic $T_n$ in Theorem 1 by establishing the asymptotic null distributions of both the largest and smallest eigenvalues $\tilde{A}$ under $H_0$.

### 2.1 The Asymptotic Null Distributions

The asymptotic distribution of the test statistic $T_n$ under the null hypothesis depends on the accuracy of the estimated community labels $\hat{g}_x$ and $\hat{g}_y$ and the estimated probability
matrices $\hat{B}_x$ and $\hat{B}_y$. In order to consider the asymptotic behavior of $T_n$, we first consider the following two assumptions:

**Assumption 1.** The entries of $B_x$ and $B_y$ are uniformly bounded away from 0 and 1, and $B_x$ and $B_y$ have no identical rows.

**Assumption 2.** There exist constants $c_x$ and $c_y$ such that

$$\min_{1 \leq k \leq K_x} n^x_k \geq c_x n / K_x \quad \text{and} \quad \min_{1 \leq k \leq K_y} n^y_k \geq c_y n / K_y.$$ 

Assumption 1 requires that the entries of two probabilities $B_x$ and $B_y$ are bounded away from 0 and 1. At the same time, Assumption 1 requires that $B_x$ and $B_y$ are identifiable. These assumptions are the basic conditions in the study of stochastic block models Lei (2016); Wang and Bickel (2017); Hu et al. (2021). Assumption 2 requires each community for $X$ and $Y$ has size at least proportional to $n / K_x$ and $n / K_y$, respectively. This a mild condition. For example, it can be guaranteed almost surely when the community label $g$ is generated from a multinomial distribution with $n$ trials and probability $\pi = (\pi_1, \cdots, \pi_K)$ such that $\min_u \pi_u \geq C_1 / K$.

We now give the asymptotic results of both the largest and the smallest eigenvalues of $\tilde{A}$ and delay the proof to the Appendix.

**Theorem 1.** Suppose that Assumptions (1) and (2) hold. Let $\tilde{A}$ be given as in (5) using corresponding plug-in estimator $(\hat{g}_x, \hat{B}_x)$ and $(\hat{g}_y, \hat{B}_y)$. Then under the null hypothesis $H_0 : (g_x, B_x) = (g_y, B_y)$, as $n \to \infty$, if $K_x, K_y = O(n^{1/6 - \tau})$ for some $\tau > 0$, we have

$$n^{2/3}[\lambda_1(\tilde{A}) - 2] \xrightarrow{d} TW_1 \quad \text{and} \quad n^{2/3}[\lambda_n(\tilde{A}) - 2] \xrightarrow{d} TW_1$$

A natural consequence of Theorem 1 is that we can bound the asymptotic type I error for the rejection rule (6):

$$\mathbb{P}\{T_n \geq t(\alpha/2)\} \leq \mathbb{P}\{n^{2/3}[\lambda_1(\tilde{A}) - 2] \geq t(\alpha/2)\} + \mathbb{P}\{n^{2/3}[\lambda_n(\tilde{A}) - 2] \geq t(\alpha/2)\} = \alpha / 2 + o(1) + \alpha / 2 + o(1) = \alpha + o(1).$$

which implies the reject rule is reasonable. Therefore, we have the following corollary.
Corollary 1. Under the assumptions of Theorem 1, given the level $\alpha$, we have
\[ \mathbb{P}\{T_n \geq t(\alpha/2)\} \to \alpha. \]

2.2 The Asymptotic Power

In this subsection, we study the asymptotic power of the proposed test. The following theorem gives a lower bound of the growth rate of test statistic $T_n$ under the alternative hypothesis.

Theorem 2. Suppose that Assumptions (1) and (2) hold. Let $\tilde{A}$ be given as in (5) using corresponding plug-in estimator $(\tilde{g}_x, \tilde{B}_x)$ and $(\tilde{g}_y, \tilde{B}_y)$. Let $\delta_x$ and $\delta_y$ be the smallest $\infty$ distance among all pairs of distinct rows of $B_x$ and $B_y$, respectively. Then under the alternative hypothesis $H_1 : (g_x, B_x) \neq (g_y, B_y)$, we have
\[ \sigma_1(\tilde{A}) \geq \frac{1}{2\sqrt{2}}[(\delta_x \wedge \delta_y)(c_x \wedge c_y)nK^{-2}] + O_p(1). \]

Theorem 2 is proved in Appendix. The main view is that if the two samples come from different stochastic block models, the sum of corresponding entries of two adjacency matrices cannot be seen as Binomial distribution, and hence it is impossible to obtain a reasonable residual matrix. Meanwhile, the above Theorem 2 shows that $\sigma_1(\tilde{A})$ diverges at least rate $nK^{-2}$ as $n \to \infty$ under alternative hypothesis $H_1$. Then, we have the following corollary saying that the asymptotic power is almost equal to 1.

Corollary 2. Under the assumptions of Theorem 2, we have
\[ \mathbb{P}_{H_1}\{T_n > t_{\alpha/2}\} \to 1. \]

Therefore, the Corollaries 1 and 2 suggest that the null and the alternative hypothesis are well separated, and our proposed test is asymptotically powerful against alternative hypothesis $H_1 : (g_x, B_x) \neq (g_y, B_y)$.

3 Simulation

In this section, we implement numerical simulations to evaluate the performance of our proposed method. In the stochastic block model setting, the correction Bayesian information criterion and the spectral clustering method are used to estimate the number of
communities and the community label, respectively. In the simulation, we consider the test statistic $T_n = \max\{n^{2/3}[\lambda_1(\tilde{A}) - 2], n^{2/3}[-\lambda_n(\tilde{A}) - 2]\}$. Further, we compare our method with the TST-MD in Chen et al. (2021b) and TST-S in Chen et al. (2021a).

3.1 Simulation 1: The Null Distribution Under Stochastic Block Models and a Bootstrap Correction

In the first simulation, we verify the result in Theorem 1 by examining the finite sample null distribution of the test statistic $T_n$. Similarly, since the speed of convergence to a limiting distribution may be slow, we consider the bootstrap correction of the finite sample. The bootstrap correction method was first proposed in Bickel and Sarkar (2015) and later considered in Lei (2016) and Hu et al. (2021). Here, we extend their methods to our setting.

For two adjacency matrices $X$ and $Y$ and null hypothesis $H_0 : (g_x, B_x) = (g_y, B_y)$, the bootstrap corrected test statistic is calculated as the following:

1. Using consistent estimated methods to estimate $\hat{K}_x = \hat{K}_y = \hat{K}$, then get the estimators $(\hat{g}_x, \hat{B}_x)$ and $(\hat{g}_y, \hat{B}_y)$;

2. Calculate $\tilde{A}$ as in (5) and its the largest and the smallest eigenvalues $\lambda_1(\tilde{A}), \lambda_n(\tilde{A})$, respectively.

3. For $m = 1, 2, \ldots, M$,
   (i) Let $X^{(m)}$ and $Y^{(m)}$ be two adjacency matrices independently generated from probability matrix $	ilde{P}_{ij} = \sqrt{\tilde{P}_{ij} \cdot \tilde{P}_{ij}} = \sqrt{\tilde{B}_{\tilde{g}_x(i)\tilde{g}_x(j)} \cdot \tilde{B}_{\tilde{g}_y(i)\tilde{g}_y(j)}}$.
   (ii) Let $\tilde{A}^{(m)} = (\tilde{A}^{(m)}_{ij})_{1 \leq i, j \leq n}$, where $\tilde{A}^{(m)}_{ii} = 0$ and
   $$\tilde{A}^{(m)}_{ij} = \frac{X^{(m)}_{ij} + Y^{(m)}_{ij} - 2\tilde{P}_{ij}}{\sqrt{(n - 1) \cdot 2\tilde{P}_{ij}(1 - \tilde{P}_{ij})}}, \quad 1 \leq i < j \leq n.$$
   (iii) Let $\lambda_1^{(m)}$ and $\lambda_n^{(m)}$ be the largest and the smallest eigenvalues of $\tilde{A}^{(m)}$, respectively.

4. Let $(\tilde{\mu}_1, \tilde{\sigma}_1)$ and $(\tilde{\mu}_n, \tilde{\sigma}_n)$ be the sample mean and variance of $(\lambda_1^{(m)} : 1 \leq m \leq M)$ and $(\lambda_n^{(m)} : 1 \leq m \leq M)$, respectively.

5. The bootstrap corrected test statistic is calculated as
   $$T_n^{\text{boot}} = \mu_{tw} + \sigma_{tw} \max \left\{ \frac{\lambda_1(\tilde{A}) - \tilde{\mu}_1}{\tilde{\sigma}_1}, \frac{-\lambda_n(\tilde{A}) - \tilde{\mu}_n}{\tilde{\sigma}_n} \right\},$$
where $\mu_{tw}$ and $\sigma_{tw}$ are the mean and standard deviation of the Tracy-Widom distribution, respectively. In our simulations, we choose $M = 50$. 

In Figure 1, we plot the distribution of the test statistic $T_n$ and the bootstrap corrected test statistic $T_{n}^{\text{boot}}$ based on 1000 data replications. In this simulation, we set $K_x = K_y = 3$ and use equal-sized communities. The connection probability between communities $u$ and $v$ is $B_{uv}^x = B_{uv}^y = 0.1(1 + 4 \times 1(u = v))$. Let sample sizes be $n = 600$ and $n = 1200$. We use the consistent method to get $\hat{g}_x$ and $\hat{g}_y$, then get $\hat{B}_x$ and $\hat{B}_y$. It is clear that the finite sample null distribution is systematically different from the limiting distribution when $n = 600$, and the difference is reduced but still visible when $n = 1200$. It is worth noting that although the limit distribution of finite sample shifts to the right relative to the limit distribution, there is little difference between the right tail of the distribution of finite sample and that of the limit distribution.

![Figure 1: Null densities under the stochastic block model in Simulation 1 with $n = 600$ (left plot) and $n = 1200$ (right plot). The red dashed lines, blue dash-dotted lines, and black solid lines show the densities of the test statistic $T_n$, the bootstrap corrected test statistic $T_{n}^{\text{boot}}$, and the theoretical limit, respectively.]

**3.2 Simulation 2: Empirical Size for Hypothesis (1)**

In this subsection, we investigate the empirical sizes of the proposed testing procedure for varying $K_x$, $K_y$, $B_x$, and $B_y$ under the null hypothesis. We set the connection probability between communities $u$ and $v$ as $B_{uv}^x = B_{uv}^y = r(1 + 3 \times 1(u = v))$, where $r$ be used to measure the sparsity of the network. Let $K_x, K_y \in \{2, 3, 4, 5, 6, 10\}, r \in \{0.05, 0.1, 0.2\}$,
and the size of each community be 200. Table 1 reports the empirical size based on 200 data replications. From Table 1, the empirical sizes of $T_n$ and $T_n^{\text{boot}}$ are closer to the nominal level and there is little difference between $T_n$’s Type I errors and $T_n^{\text{boot}}$’s Type I errors. When $T_n$ has a high empirical size, the empirical size can be reduced by bootstrap corrected statistic $T_n^{\text{boot}}$. Compared with the sparse situation ($r = 0.05$), the test statistic works better. Meanwhile, we can see that the TST-MD and TST-S are not robust. In the majority of cases, the empirical sizes of TST-MD and TST-S tend to letter undersized.

Table 1: Empirical size at nominal level $\alpha = 0.05$ for hypothesis test $H_0 : (g_x, B_x) = (g_y, B_y)$ v.s. $H_1 : (g_x, B_x) \neq (g_y, B_y)$. In the right half of the table, the values in the parentheses are the empirical size of TST-MD (left) and TST-S (right), respectively.

| $K$ | $T_n$  | $T_n^{\text{boot}}$ |
|-----|--------|----------------------|
|     | $r = 0.05$ | $r = 0.1$ | $r = 0.2$ | $r = 0.05$ | $r = 0.1$ | $r = 0.2$ |
| 2   | 0.08 | 0.04 | 0.01 | 0.05 (0.075, 0.075) | 0.05 (0.04, 0.03) | 0.04 (0.02, 0.06) |
| 3   | 0.10 | 0.05 | 0.05 | 0.05 (0.055, 0.065) | 0.05 (0.025, 0.06) | 0.09 (0.015, 0.055) |
| 4   | 0.05 | 0.04 | 0.04 | 0.04 (0.045, 0.055) | 0.05 (0.015, 0.035) | 0.05 (0, 0.015) |
| 5   | 0.07 | 0.04 | 0.04 | 0.02 (0.045, 0.03) | 0.04 (0.01, 0.035) | 0.05 (0.01, 0.03) |
| 6   | 0.05 | 0.04 | 0.05 | 0.04 (0.03, 0.035) | 0.04 (0.02, 0.04) | 0.06 (0, 0.055) |
| 10  | 0.08 | 0.05 | 0.03 | 0.04 (0.005, 0.045) | 0.06 (0, 0.005) | 0.05 (0.01, 0.025) |

### 3.3 Simulation 3: Empirical Power for Hypothesis (1)

In this subsection, we compare the power for the test statistic $T_n$, the bootstrap corrected statistic $T_n^{\text{boot}}$, TST-MD, and TST-S against various alternative cases under hypothesis test problem (1). We mainly consider three difference alternative cases: i) $g_x = g_y$ but $B_x \neq B_y$; ii) $B_x = B_y$ but $g_x \neq g_y$, iii) $K_x \neq K_y$. For the first alternative, we generate $\mathcal{X}$ from the edge probability between communities $u$ and $v$ as $B_{uv}^x = r(0.5 + 3 \times 1(u = v))$, and generate $\mathcal{Y}$ from the connection probability between communities $u$ and $v$ as $B_{uv}^y = r(3 + 5 \times 1(u = v))$ for $r \in \{0.01, 0.05, 0.1\}$. We set the size of each block to be 200. For the second alternative, we set the connection probability between communities $u$ and $v$ as $B_{uv}^x = B_{uv}^y = r(1 + 3 \times 1(u = v))$ for $r \in \{0.01, 0.05, 0.1\}$. For the community label of $\mathcal{X}$, we set $g_x = (1, \cdots, 1, \cdots, K_x, \cdots, K_x)$. For the community
nity membership label of $\mathcal{Y}$, the community membership label of $g_y$ is generated from a multinomial distribution with $n$ trials and probability $\pi = (1/K_y, \ldots, 1/K_y)$. For the two settings, we set $K_x, K_y \in \{2, 3, 4, 5, 6, 10\}$. For the third alternative, we let $K_x \in \{1, 2, 3, 4, 6, 10\}$ and $K_y = K_x + 2$. We generate $cX$ and $\mathcal{Y}$ with edge probability $4r$ within community and $r$ between communities for $r \in \{0.05, 0.1, 0.2\}$. The sample size is $n = 1200$ with equal-sized communities. For both alternatives, Tables 2-4 report the empirical power for hypothesis test (1) based on 200 data replication. It can be found that the proposed method and TST-MD can successfully detect all three types of alternative hypotheses, which indicates that our proposed two-sample test is powerful. In the second alternative model, however, the empirical power of TST-S is less than 1. As discussed in Section 1, the TST-S method will not separate the null hypothesis and alternative hypothesis well when the difference between the two models is small. For the third alternative model, we consider the case of $K_x \neq K_y$. In fact, when $\hat{K}_x \neq \hat{K}_y$, it is natural that $\hat{g}_x \neq \hat{g}_y$ and $\hat{B}_x \neq \hat{B}_y$. Then, since $\hat{K}_x$ and $\hat{K}_y$ are the consistent estimator of $\hat{K}_x$ and $\hat{K}_y$, we can reject the null hypothesis with probability tending to 1.

Table 2: Empirical power of $T_n$ and $T_n^{\text{boot}}$ at nominal level $\alpha = 0.05$ for the first alternative. In the right half of the table, the values in the parentheses are the power of TST-MD (left) and TST-S (right), respectively.

| $K$  | $T_n$  | $T_n^{\text{boot}}$ |
|------|--------|----------------------|
|      | $r = 0.01$ | $r = 0.05$ | $r = 0.1$ | $r = 0.01$ | $r = 0.05$ | $r = 0.1$ |
| 2    | $1$    | $1$    | $1$    | $1$    | $1$    | $1$    |
| 3    | $1$    | $1$    | $1$    | $1$    | $1$    | $1$    |
| 4    | $1$    | $1$    | $1$    | $1$    | $1$    | $1$    |
| 5    | $1$    | $1$    | $1$    | $1$    | $1$    | $1$    |
| 6    | $1$    | $1$    | $1$    | $1$    | $1$    | $1$    |
| 10   | $1$    | $1$    | $1$    | $1$    | $1$    | $1$    |

4 Real Example

In this section, we apply the proposed method to two real network data. We analyze two Twitter networks Greene and Cunningham (2013) (the original data used can be found
Table 3: Empirical power of $T_n$ and $T_n^{\text{boot}}$ at nominal level $\alpha = 0.05$ for the second alternative. In the right half of the table, the values in the parentheses are the power of TST-MD (left) and TST-S (right), respectively.

| $K$ | $T_n$ | $T_n^{\text{boot}}$ | $T_n$ | $T_n^{\text{boot}}$ | $T_n$ | $T_n^{\text{boot}}$ |
|-----|-------|---------------------|-------|---------------------|-------|---------------------|
|     | $r = 0.01$ | $r = 0.05$ | $r = 0.1$ | $r = 0.01$ | $r = 0.05$ | $r = 0.1$ |
| $K = 2$ | 1 | 1 | 1 | 1 (1, 0.055) | 1 (1, 0.015) | 1 (1, 0.335) |
| $K = 3$ | 1 | 1 | 1 | 1 (1, 0.09) | 1 (1, 0.2) | 1 (1, 0.505) |
| $K = 4$ | 1 | 1 | 1 | 1 (1, 0.03) | 1 (1, 0.22) | 1 (1, 0.565) |
| $K = 5$ | 1 | 1 | 1 | 1 (1, 0.0.085) | 1 (1, 0.0.225) | 1 (1, 0.615) |
| $K = 6$ | 1 | 1 | 1 | 1 (0.985, 0.06) | 1 (1, 0.215) | 1 (1, 0.53) |
| $K = 10$ | 1 | 1 | 1 | 1 (0.995, 0.045) | 1 (1, 0.135) | 1 (1, 0.505) |

at \(http://mlg.ucd.ie/networks\). The first network data is the Twitter social network between 419 members of parliament (MPs) from the United Kingdom. There are many Twitter social relationships in the real world, such as ‘follows’, ‘reweeter’, and ‘mentions’. Hence, the different relationships may lead to different networks. For example, for the relationship ‘follows’, the edge between MP $i$ and MP $j$ exists when MP $i$ (or MP $i$) follows MP $j$ (or MP $j$). Other relationships are similar to the relationship ‘follows’. In addition, all members of parliament can be divided into five groups according to political parties (Conservatives, Labour, Liberal Democrats, SNP, and others.). Here, we delete the 38 members who have no connection with other members in two relationships ‘follows’ and ‘reweeter’, 7 members who do not belong to any political party, as well as 5 SNP members. Finally, we get two networks $X_1$ and $Y_1$ corresponding to relationships ‘follows’ and ‘reweeter’, respectively, which contain 369 nodes. Using the proposed testing procedure, we obtain $T_n = 399.0579$ and $T_n^{\text{boot}} = 374.0122$. Since, $t_{0.975} = 1.453$ for Tracy-Widom distribution, we reject $H_0 : (g_{x_1}, B_{x_1}) = (g_{y_1}, B_{y_1})$ at the level of 0.05. The first network data is the Twitter social network between 276 politicians from the five parties in the Republic of Ireland (Fine Gael, Labour Party, Fianna Fàil, Sinn Féin, and Green Party). Similarly, we get two social networks $X_2$ and $Y_2$ corresponding to relationships ‘follows’ and ‘reweeter’, respectively, which contain 276 nodes. Then we calculate the values of test statistics, and obtain $T_n = 318.9236$ and $T_n^{\text{boot}} = 324.2086$. Hence, we reject $H_0 : (g_{x_2}, B_{x_2}) = (g_{y_2}, B_{y_2})$ at the level of 0.05.
Table 4: Empirical power of $T_n$ and $T_n^{\text{boot}}$ at nominal level $\alpha = 0.05$ for the third alternative. In the right half of the table, the values in the parentheses are the power of TST-MD (left) and TST-S (right), respectively.

| $r$       | $T_n$ | $T_n^{\text{boot}}$ |
|-----------|-------|----------------------|
|           |       |                      |
| $K = 2$   | 1     | 1 (1, 1)             |
| $K = 3$   | 1     | 1 (1, 1)             |
| $K = 4$   | 1     | 1 (1, 1)             |
| $K = 5$   | 1     | 1 (1, 1)             |
| $K = 6$   | 1     | 1 (1, 1)             |
| $K = 10$  | 1     | 1 (1, 1)             |

Figure 2: The adjacency matrices corresponding to the two networks of the UK members of the Parliaments Twitter network (two figures on the left) and the two networks of the Irish politicians’ Twitter network (two figures on the right), where the rows/columns are sorted with respect to the political party memberships.

Figure 2 plots the visual representation of the four social networks. It is easy to see that in the two samples of the two data, although the network has the same community label, the connection probability is obviously different. The connection probability of the 'reweter' relationship is significantly lower than that of the 'follows' relationship, which implies that $K_{x_1} = K_{y_1}$ and $g_{x_1} = g_{y_1}$ but $B_{x_1} = B_{y_1}$, and $X_2$ and $Y_2$ has similar results. Hence, for the two network data, we should reject the null hypothesis, which is consistent with the numerical results.
5 Discussion

In this paper, we have proposed a new test statistic for two samples of stochastic block models. Specifically, we first consider combining two samples into one sample to obtain a new observed matrix, then obtain the novel test statistic based on the largest singular value of a residual matrix obtained by subtracting the geometric mean of two estimated block mean effects from the sum of two observed adjacency matrices. Correspondingly, we have demonstrated that its asymptotic null distribution is a Tracy-Widom distribution when $K_x = K_y = o(n^{1/6})$. This test has extended the method proposed by Lei (2016) of testing one sample to two samples. Empirically, we have demonstrated that the size and power of the test are valid.

It is worth noting that our test method does not work well when the network is spare. However, we may wonder if it can be extended to the sparse case. In the sparse network, the accuracy of the community label estimation may be low. For this case, it is possible to use the community detection algorithm in the sparse network, for instance, regularized spectral clustering (Amini et al., 2013), profile-pseudo likelihood methods (Wang et al., 2021). However, in the real network, the degree-corrected stochastic block model and the mixed membership stochastic block model may be more widely used. The proposed method may not work when applied directly to these two models. We need to consider other statistics. In addition, although the proposed can separate the null hypothesis and alternative hypothesis, the four alternative cases are difficult to be distinguished, which is crucial in the real application. Intuitively, we can judge whether $g_x$ is equal to $g_y$. But, it is no theoretical guarantee. Hence, it would be of interest to investigate the possibility of these issues in future work.

6 Appendix

First, we give some additional notations and results from random matrix theory for the next proof. Let $(\hat{\lambda}_j, \hat{u}_j)$ be the eigenvalue-eigenvector pairs of $\hat{A}$ such that $\hat{\lambda}_1 \geq \hat{\lambda}_2 \geq \cdots \geq \hat{\lambda}_n$. For a pair of random sequences $\{a_n\}$ and $\{b_n\}$, we write $a_n = O_p(b_n)$ if for any $\varepsilon > 0$ and $D > 0$ there exists $n_0 = n_0(\varepsilon, D)$ such that

$$\mathbb{P}\{a_n \geq n^{\varepsilon}b_n\} \leq n^{-D} \quad \text{forall} \quad n \geq n_0.$$
For any matrix $M$, we have $M = \sum_j \sigma_j u_j v_j^\top$ by singular value decomposition, then define $|M| = \sum_j |\sigma_j| u_j v_j^\top$. We will use $c$ and $C$ to denote positive constants independent of $n$, which may vary from line to line.

Now, we give some results from random matrix theory regarding the distributions of the eigenvalues and eigenvectors.

**Lemma 1.** Under $H_0 : (g_x, B_x) = (g_y, B_y)$, for $\tilde{A}^*$ defined in (3) we have

$$n^{2/3}[\lambda_1(\tilde{A}^*) - 2] \xrightarrow{d} TW_1$$

and

$$n^{2/3}[\lambda_1(\tilde{A}^*) - 2] \xrightarrow{d} TW_1.$$  

**Proof.** Let $G$ be a $n \times n$ symmetric matrix whose upper diagonal entries are independent normal with mean 0 and variance $1/(n-1)$, and diagonal entries are 0. Then, under $H_0$, $\tilde{A}^*$ and $G$ have the same first and second moments. According to Theorem 2.4 of Erdős et al. (2012), we have that $n^{2/3}[\lambda_1(\tilde{A}^*) - 2]$ and $n^{2/3}[\lambda_1(G) - 2]$ have the same limiting distribution. On the other hand, according to Lee and Yin (2014), $n^{2/3}[\lambda_1(G) - 2] \xrightarrow{d} TW_1$. Therefore, the results hold.

**Lemma 2.** For each deterministic unit vector $u$ and each $1 \leq j \leq n$, for any $\varepsilon > 0$ and $D > 0$ there exists $n_0 = n_0(\varepsilon, D)$ such that

$$\mathbb{P}\{(u^\top \tilde{u}_j)^2 \geq n^{-1+\varepsilon}\} \leq n^{-D} \text{ for all } n \geq n_0.$$  

Note that the above result is uniform over $j$ and $u$ in the case that $n_0$ does depend on $j$ and $u$. Using above notation, the result can be write as $(u^\top \tilde{u}_j)^2 = O_p(n^{-1})$ uniformly over all $\tilde{u}_j (1 \leq j \leq n)$ and all deterministic unit vector $u$.

**Lemma 3 (Lei (2016)).** Let $c_n$ be a possibly random number of order $o_p(1)$ and $m(c_n)$ be the number of eigenvalues of $\tilde{A}^*$ larger than $\tilde{\lambda}_1 - c_n$. Then $m(c_n) = O_p(nc_n^{3/2}) + \tilde{O}_p(1)$.

**6.1 Proof of Theorem 1**

According to consistent assumptions of the number of communities and community membership labels, we will focus on the event $\{\hat{g}_x = g_x, \hat{g}_y = g_y, \bar{K}_x = K_x, \bar{K}_y = K_y\}$.

First, we consider the result for $\tilde{A}$. The other result can be proved by applying the same argument on $-\tilde{A}$. For ease of presentation, we write $g = g_x = g_y$ and $B = B_x = B_y$ when $H_0$ holds.
Let \( \tilde{A}' \in \mathbb{R}^{n \times n} \) be such that
\[
\tilde{A}' = \begin{cases} 
\frac{X_{ij} + Y_{ij} - 2\hat{P}_{ij}}{\sqrt{(n-1) \cdot 2P_{ij}(1 - P_{ij})}}, & i \neq j, \\
\frac{2P_{ii} - 2\hat{P}_{ii}}{\sqrt{(n-1) \cdot 2P_{ii}(1 - P_{ii})}}, & i = j.
\end{cases}
\]  
(7)

Thus, \( \tilde{A}' = \tilde{A}' + \Delta' \), where \( \Delta'_{ij} = (2P_{ij} - 2\hat{P}_{ij})/\sqrt{(n-1) \cdot 2P_{ij}(1 - P_{ij})} \). Under \( H_0 \), we can see that \( P_{ij} = P_{ij}^x = P_{ij}^y \). Hence, \( \Delta' \) is a \( K \times K \) block-wise constant symmetric matrix, its rank is at most \( K \), and the corresponding principal subspace is spanned by \( (\theta_1, \cdots, \theta_K) \), where \( \theta_k \in \mathbb{R}^n \) is the unit norm indicator of the \( k \)th community in \( g \). That is, the \( i \)th entry of \( \theta_k \) is \( n_k^{-1/2} \) if \( g(i) = k \) and zero otherwise, where \( n_k \) is the size of the \( k \)th community.

On the other hand, by Hoeffding’s inequality, we have \( \max_{u,v} |\hat{B}_{uv}^x - B_{uv}^x| = \max_{u,v} |\hat{B}_{uv}^y - B_{uv}^y| = o_p(K \log n/n) \), which implies that \( \max_{i,j} |\hat{P}_{ij}^x - P_{ij}^x| = \max_{i,j} |\hat{P}_{ij}^y - P_{ij}^y| = o_p(K \log n/n) \). Since \( \frac{\hat{P}_{ij}^x + \hat{P}_{ij}^y}{2} \geq \sqrt{\hat{P}_{ij}^x \cdot \hat{P}_{ij}^y} \), we have
\[
\max_{i,j} |\hat{P}_{ij}^x - 2P_{ij}| \leq 2\max_{i,j} |\hat{P}_{ij} - P_{ij}|
\]
\[
\leq 2\max_{i,j} \left| \sqrt{\hat{P}_{ij}^x \cdot \hat{P}_{ij}^y} - P_{ij} \right| \leq 2\max_{i,j} \left| \frac{\hat{P}_{ij}^x + \hat{P}_{ij}^y}{2} - P_{ij} \right|,
\]
which implies \( \max_{i,j} |\hat{P}_{ij} - 2P_{ij}| = o_p(K \log n/n) \). Let \( \Delta' = \Theta \Gamma \Theta^T \), where \( \Theta = (\theta_1, \cdots, \theta_K) \) and \( \Gamma \) is a \( K \times K \) symmetric matrix. Then each entry of \( \Gamma \) is \( o_p(n^{-1/2} \log n) \), and hence \( \|\Gamma\| = o_p(Kn^{-1/2} \log n) \).

We will show that
\[
\lambda_1(\tilde{A}') = \lambda_1(\tilde{A}^*) + o_p(n^{-2/3}),
\]
bypassing a lower and upper bound on \( \lambda_1(\tilde{A}') \). Both parts use the eigenvector delocalization result (Lemma 2) as follows. Let \( \Theta = (\theta_1, \cdots, \theta_K) \), then, uniformly over \( j \) we have
\[
\|\Theta^T \tilde{u}_j\|_2^2 = \sum_{k=1}^K (\theta_k^T \tilde{u}_j)^2 = \tilde{O}_p(Kn^{-1}),
\]
and hence
\[
|\tilde{u}_j^T \Delta' \tilde{u}_j| \leq |(\Theta^T \tilde{u}_j)^T \Gamma (\Theta^T \tilde{u}_j)| \leq \|\Theta^T \tilde{u}_j\|_2^2 \|\Gamma\| \leq \tilde{O}_p(K^2 n^{-3/2} \log n),
\]
where the last equality holds when taking union bound over \( K \) terms by choosing \( D \) large enough in Lemma 2.
Now, we prove a lower bound on $\lambda_1(\tilde{A}')$:

$$\lambda_1(\tilde{A}') \geq \tilde{u}_1^\top \tilde{A}' \tilde{u}_1$$

$$= \tilde{\lambda}_1 + \tilde{u}_1^\top \Delta' \tilde{u}_1$$

$$\geq \tilde{\lambda}_1 - \tilde{O}_p(K^2 n^{-3/2} \log n),$$

$$\geq \tilde{\lambda}_1 - o_p(n^{-2/3}),$$

where the last inequality uses the assumed upper bound on the rate at which $K$ grows with $n$.

Similarly, we also prove an upper bound on $\lambda_1(\tilde{A}')$. For any unit vector $u \in \mathbb{R}^n$, let $(a_1, \cdots, a_n)$ be a unit vector in $\mathbb{R}^n$ such that $u = \sum_{j=1}^n a_j \tilde{u}_j$.

Let $m$ be the number of $\tilde{\lambda}_j$'s in the interval $(\tilde{\lambda}_1 - 2\|\Delta'\|, \tilde{\lambda}_1]$, and $u_1 = \sum_{j=1}^m a_j \tilde{u}_j$, $u_2 = \sum_{j=m+1}^n a_j \tilde{u}_j$. Then

$$u^\top \tilde{A}' u = u^\top \tilde{A}^* u + u^\top \Delta' u$$

$$\leq \tilde{\lambda}_1 \sum_{j=1}^m a_j^2 + (\tilde{\lambda}_1 - 2\|\Delta'\|) \sum_{j=m+1}^n a_j^2 +$$

$$2u_1^\top \Delta'|u_1 + u_2^\top \Delta'|u_2$$

$$\leq \tilde{\lambda}_1 \sum_{j=1}^m a_j^2 + (\tilde{\lambda}_1 - 2\|\Delta'\|) \sum_{j=m+1}^n a_j^2 +$$

$$2m \sum_{j=1}^m a_j^2 \tilde{u}_j^\top \Delta'|\tilde{u}_j + u_2^\top \Delta'|u_2$$

$$\leq \tilde{\lambda}_1 \sum_{j=1}^m a_j^2 + (\tilde{\lambda}_1 - 2\|\Delta'\|) \sum_{j=m+1}^n a_j^2 +$$

$$2m \tilde{O}_p(K^2 n^{-2/3} \log n) \sum_{j=1}^m a_j^2 + 2\|\Delta'\| \sum_{j=m+1}^n a_j^2$$

$$\leq \tilde{\lambda}_1 + m \tilde{O}_p(K^2 n^{-2/3} \log n)$$

$$\leq \tilde{\lambda}_1 + (O(n\|\Delta'\|^{3/2}) + \tilde{O}_p(1))\tilde{O}_p(K^2 n^{-2/3} \log n)$$

$$= \tilde{\lambda}_1 + \tilde{O}_p(K^{7/2} n^{-5/4} (\log n)^{5/2}),$$

where the second last line uses Lemma 3 together with $\|\Delta'\| = o_p(K n^{-1/2} \log n)$. Thus, (8) holds when $K = O(n^{1/6 - \tau})$ for some small positive $\tau$.

Next, we show that $\lambda_1(\tilde{A}) = \lambda_1(\tilde{A}') + o_p(n^{-2/3})$. Let $\tilde{A}' = \tilde{A}' - \text{diag}(\tilde{A}')$. Consider the partitioned matrix of $\tilde{A}$:

$$\tilde{A} = (\tilde{A}_{(k,l)}) K_{k,l=1}^{K},$$
where $\tilde{A}_{(k,l)}$ is the submatrix corresponding to the rows in community $k$ and columns in community $l$. Similar notations can be defined for $\tilde{A}^{\prime\prime}$.

Note that
\[
\tilde{A}_{(k,l)} = \tilde{A}^{\prime\prime}_{(k,l)} \sqrt{B_{kl}(1 - B_{kl})} = \tilde{A}^{\prime\prime}(1 + o_p(K \log n/n)),
\]
Therefore,
\[
\|\tilde{A} - \tilde{A}^{\prime\prime}\| = K \max_{k,l} \|\tilde{A}_{(k,l)} - \tilde{A}^{\prime\prime}_{(k,l)}\|
\leq o_p(K \log n/n)K \sum_{k,l} \|\tilde{A}^{\prime\prime}_{(k,l)}\|
\leq o_p(K^2 \log n/n)\|\tilde{A}^{\prime\prime}\|
\leq o_p(K^2 \log n/n)[\|\tilde{A}'\| + \|\text{diag}(\tilde{A}')\|]
\leq o_p(K^2 \log n/n)[O_p(1) + O_p(Kn^{-3/2} \log n)]
= o_p(K^2 \log n/n) = o_p(n^{-2/3}).
\]

Then
\[
\|\tilde{A} - \tilde{A}'\| \leq \|\tilde{A} - \tilde{A}^{\prime\prime}\| + \|\text{diag}(\tilde{A}^{\prime\prime})\| = o_p(n^{-2/3}),
\]
combining with (8), we have
\[
\lambda_1(\tilde{A}') = \lambda_1(\tilde{A}^*) + o_p(n^{-2/3}).
\]
By applying Lemma 1, we have
\[
n^{-2/3}[\lambda_1(\tilde{A}) - 2] \xrightarrow{d} TW_1.
\]

6.2 Proof of Theorem 2

For $1 \leq l_x \leq K_x$, $1 \leq k_x \leq K_x$, denote $\mathcal{N}_{k_x}^x = \{i : g_x(i) = k_x\}$, $\hat{\mathcal{N}}_{k_x}^x = \{i : \hat{g}_x(i) = k_x\}$, and $\hat{\mathcal{N}}_{k_x,l_x} = \{i : \hat{g}_x(i) = k_x, g_x(i) = l_x\}$. Note, for each $1 \leq l_x \leq K_x$, $\mathcal{N}_{l_x}^x = \sum_{k_x=1}^{K_x} \hat{\mathcal{N}}_{k_x,l_x}$, where symbol $\sum$ represents the union of pairwise disjoint sets. Thus, for each $1 \leq l_x \leq K_x$, there exist a $1 \leq k_x(l_x) \leq K_x$, which depend on $l_x$, such that $|\hat{\mathcal{N}}_{k_x(l_x),l_x}| \geq |\hat{\mathcal{N}}_{l_x}|/K_x \geq c_x n/K_x^2$. Similarly, the same results hold when the script $x$ is replaced by $y$, and we omit the details. Since, $K_x = K_y$, there exist $l_1, l_2, l_3$ and $l_4$ such that $k_x(l_1) = k_x(l_2) =
By Assumption 1, there exist \( l_5 \) and \( l_6 \) such that \( B_{l_5,l_5}^x \neq B_{l_2,l_5}^x \) and \( B_{l_3,l_6}^y \neq B_{l_4,l_6}^y \), and we have \( |\hat{N}_{k_y(l_5),l_5}^y| \geq c_x n/K_x^2 \) and \( |\hat{N}_{k_y(l_6),l_6}^y| \geq c_y n/K_y^2 \).

Let \( \mathcal{A} \) be the submatrix of \( \hat{A} \) consisting of the rows in \( \hat{N}_{k_x(l_5),l_5}^x \cup \hat{N}_{k_x(l_2),l_2}^x \cup \hat{N}_{k_x(l_3),l_3}^x \cup \hat{N}_{k_x(l_4),l_4}^x \) and the columns in \( \hat{N}_{k_y(l_5),l_5}^y \cup \hat{N}_{k_y(l_6),l_6}^y \). For simplicity, denote \( \mathcal{Z} = \mathcal{X} + \mathcal{Y} \). Hence, \( \mathcal{Z}, \mathcal{P} \) and \( \hat{\mathcal{P}} \) be defined in the same way as \( \mathcal{A} \).

Note, when \( k \neq k_x(l_5) \neq k_y(l_6) \), or \( k_x(l_5) = k_y(l_6) \), \( l_5 \notin \{l_1, l_2\}, l_6 \notin \{l_3, l_4\} \), the submatrix \( \mathcal{A} \) contains only off-diagonal entries of \( A \). Therefore, \( \hat{\mathcal{P}} \) is a constant matrix. It holds that

\[
\|\hat{\mathcal{A}}\| \geq \|\mathcal{A}\| \geq (2n-1)^{-1/2}\|\mathcal{A} - 2\hat{\mathcal{P}}\|
\]

\[
\geq (2n)^{-1/2}(\|\mathcal{P} - 2\hat{\mathcal{P}}\| - \|\mathcal{A} - 2\hat{\mathcal{P}}\|)
\]

\[
\geq (2n)^{-1/2}[2\|\mathcal{P} - \hat{\mathcal{P}}\| - O_p(\sqrt{2n})]
\]

\[
\geq (2n)^{-1/2}[\delta_x \wedge \delta_y](c_x \wedge c_y)nK^{-2}/2 - O_p(\sqrt{2n})].
\]

(9)

To obtain the last inequality, first, note that \( \mathcal{P}_x \) has two distinct blocks each with at least \( c_x n/K^2 \) rows and at least \( c_x n/K^2 \) columns, \( \mathcal{P}_y \) also has two distinct blocks each with at least \( c_y n/K^2 \) rows and at least \( c_y n/K^2 \) columns. Thus, \( \mathcal{P} = \mathcal{P}_x * \mathcal{P}_y \) has two distinct blocks each with at least \( (c_x \wedge c_y)n/K^2 \) rows and at least \( (c_x \wedge c_y)n/K^2 \) columns, where \( * \) indicate Hadamard product of two matrices. Each of these two blocks has constant entries and at least one of them has an absolute entry value of at least \( (\delta_x \wedge \delta_y)/2 \). Thus, \( 2\|\mathcal{P} - \hat{\mathcal{P}}\| \geq (\delta_x \wedge \delta_y)(c_x \wedge c_y)nK^2/2 \).

Finally, when \( k = k_x(l_5) = k_y(l_6) \), and \( l_5 \notin \{l_1, l_2\}, l_6 \notin \{l_3, l_4\} \), the submatrix \( \mathcal{A} \) contains diagonal entries of \( A \). The corresponding entries of \( \hat{\mathcal{P}} \) are 0. These zero entries lead an additional \( O(1) \) term in \( 2\|\mathcal{P} - \hat{\mathcal{P}}\| \) and (9) still holds.

\[\square\]
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