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Abstract

Learning guarantees often rely on assumptions of i.i.d. data, which will likely be violated in practice once predictors are deployed to perform real-world tasks. Domain adaptation approaches thus appeared as a useful framework yielding extra flexibility in that distinct train and test data distributions are supported, provided that other assumptions are satisfied such as covariate shift, which expects the conditional distributions over labels to be independent of the underlying data distribution. Several approaches were introduced in order to induce generalization across varying train and test data sources, and those often rely on the general idea of domain-invariance, in such a way that the data-generating distributions are to be disregarded by the prediction model. In this contribution, we tackle the problem of generalizing across data sources by approaching it from the opposite direction: we consider a conditional modeling approach in which predictions, in addition to being dependent on the input data, use information relative to the underlying data-generating distribution. For instance, the model has an explicit mechanism to adapt to changing environments and/or new data sources. We argue that such an approach is more generally applicable than current domain adaptation methods since it does not require extra assumptions such as covariate shift and further yields simpler training algorithms that avoid a common source of training instabilities caused by minimax formulations, often employed in domain-invariant methods.
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1. Introduction

Common generalization guarantees used to motivate supervised learning approaches under the empirical risk minimization framework (ERM) rely on the assumption that data is collected independently from a fixed underlying distribution. Such an assumption, however, is not without shortcomings; for instance: (i)-i.i.d. requirements are unverifiable (Langford, 2005) in the sense that, given a data sample and no access to the distribution it was observed from, one cannot tell whether such a sample was collected independently, and (ii)-the i.i.d. assumption is unpractical since in several scenarios the conditions under which data is collected will likely change relative to when training samples were observed and, as such, generalization cannot be expected. Yet another practical limitation given by the lack
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of robustness against distribution shifts in common predictors is the fact that one cannot benefit from data sources that differ from those against which such predictors will be tested. In some situations, for example, data can be collected from inexpensive simulations, but generalization to real data depends on how similar the synthetic data distribution is to the data distribution of interest.

Several approaches have been consequently introduced with the goal of relaxing requirements of i.i.d. data to some extent. For instance, domain adaptation approaches (Ben-David et al., 2007) assume the existence of two distributions: the source distribution – which contains the bulk of the training data – and the target distribution – which corresponds to the test-time data distribution. While the domain adaptation setting enlarged the scope of the standard empirical risk minimization framework by enabling the use of predictors even when a distribution other than the one used for training is considered, a particular target is expected to be defined at training time, often with unlabeled examples, and nothing can be guaranteed for distributions other than that particular target, which renders such setting still unpractical since unseen variations in the data are possible during test. More general settings were introduced considering a larger set of supported target distributions while not requiring access to any target data during training (Albuquerque et al., 2019). However, such approaches, including domain adaptation techniques discussed so far, despite of relaxing the i.i.d. requirement, still require other assumptions to be met such as covariate shift (c.f. sec. 2 for a definition).

As will be further discussed in Section 2, a common feature across a number of approaches enabling some kind of out-of-distribution generalization is that they rely on some notion of invariance, be it at the feature level (Ganin et al., 2016; Albuquerque et al., 2019), in the sense that the domains’ data distributions cannot be discriminated after being mapped to some intermediate features by a feature extractor, or in the predictor level (Arjovsky et al., 2019; Krueger et al., 2020) in which case one expects distribution shifts will have little effect over predictions. In this contribution, the research question we pose to ourselves is as follows: can one leverage contextual information to induce generalization to novel data sources? We thus take an alternative approach relative to previous work and propose a framework where the opposite direction is considered in order to tackle the limitations discussed above, i.e. instead of filtering out the domain influence over predictions, we explore approaches where such information is leveraged as a source of context on which predictions can be conditioned. We refer to predictors resulting of such an approach as domain conditional predictors. We argue such a method includes the following advantages compared to settings seeking invariance:

1. Training strategies yielding domain conditional predictors do not rely on minimax formulations, often employed in domain invariant approaches where a domain discriminator is trained against a feature extractor. Such formulations are often observed to be source of training instabilities which do not appear in the setting considered herein.

2. The proposed setting does not rely on the covariate shift assumption since it considers multiple inputs, i.e. for a fixed input data instance, any prediction can be obtained through variations of the conditioning variable.
3. The proposed setting has a larger scope when compared to domain-invariant approaches in the sense that it can be used to perform inferences regarding the domains it observed during training.

The remainder of this paper is organized as follows: related literature is discussed in Section 2 along with background information and notation, while the proposed approach is presented in Section 3. The planned experimental setup is discussed in Section 4 and proof-of-concept results are reported in Section 5. The complete evaluation is reported in Section 6, while conclusions as well as future directions are drawn in Section 7.

2. Background and Related Work

2.1. Domain adaptation guarantees and domain invariant approaches

Assume \((x, y)\) represents instances from \(X \times Y\), where \(X \subseteq \mathbb{R}^D\) is the data space while \(Y\) is the space of labels, and \(Y\) will be a discrete set in the cases we consider. Furthermore, consider a deterministic labeling function, denoted \(f : X \mapsto Y\), is such that \(y = f(x)\). We will refer to domains as the pairs given by a marginal distribution over \(X\), denoted by \(D\), and a labeling function \(f\). We further consider a family of candidate predictors \(H\) where \(h \in H : X \mapsto Y\). For a particular predictor \(h\), we use the standard definition of risk \(R\), which is its expected loss:

\[
R_D[h] = \mathbb{E}_{x \sim D} \ell[h(x), f(x)],
\]

where the loss \(\ell : Y \times Y \rightarrow \mathbb{R}^+\) indicates how different \(h(x)\) and \(f(x)\) are (e.g. the 0-1 loss for \(Y = \{0, 1\}\)).

Ben-David et al. (2007) showed that the following bound holds for the risk on a target domain \(D_T\) depending on the risk measured on the source domain \(D_S\):

\[
R_D[h] \leq R_{D_S}[h] + d_H[D_S, D_T] + \lambda,
\]

and the following details are worth highlighting regarding such result: (i) the term \(\lambda\), as discussed by Zhao et al. (2019), accounts for differences between the labeling functions in the source and target domains, i.e. in the more general case the label \(y'\) of a particular data point \(x'\) depends on the underlying domain it was observed from. The covariate shift assumption thus considers the more restrictive case where labeling functions match across domains, zeroing out \(\lambda\) and tightening the bound shown above. (ii) the term \(d_H[D_S, D_T]\) corresponds to the discrepancy measure in terms of the \(H\)-divergence (c.f. definition in Ben-David et al., 2007)) as measured across the two considered domains.

The covariate shift assumption thus induces a setting where generalization can be expected if the considered domains lie close to each other in the \(H\)-divergence sense. Such setting motivated the domain invariant approaches appearing across a number of recent domain adaptation methods (Ganin et al., 2016; Albuquerque et al., 2019; Bhattacharya et al., 2019; Bashivan et al., 2020) where a feature extractor is forced to ignore domain-specific cues from the data and induce a low discrepancy across domains, enabling generalization. A similar direction was recently proposed to define invariant predictors instead of invariant representations in (Arjovsky et al., 2019; Krueger et al., 2020; Ahuja et al., 2020). In such
setting, while data representations might still be domain-dependent, one seeks predictors that disregard domain factors in the sense that their predictions are not affected by changes in the underlying domains.

2.2. Conditional modeling

The problem of conditional modeling, i.e. that of defining models of a conditional distribution where some kind of contextual information is considered, appears across several areas. In this work, we choose to use a conditioning approach commonly referred to as FiLM, which belongs to a family of feature-wise conditioning methods that is widely used in the literature (Dumoulin et al., 2018). FiLM layers were introduced by Perez et al. (2017) and employed to tackle multi-modal visual reasoning tasks. Another setting where FiLM layers have been shown effective is few-shot learning. This is the case, for instance, of TADAM (Oreshkin et al., 2018), CNAPs (Requeima et al., 2019), and CAVIA (Zintgraf et al., 2019) where FiLM layers are used to enable adapting a global cross-task model to particular tasks. Moreover, the few-shot classification setting under domain shift is tackled in (Tseng et al., 2020), where feature-wise transformations are used as a means to diversify data and artificially create new domains at training time.

In further detail, FiLM layers consist of a per-feature affine transformation where its parameters are themselves a function of the data, as defined in the following:

$$\text{FiLM}(x, z) = \gamma(z)F(x) + \beta(z),$$

where $F(x)$ represents features extracted from an input denoted $x$, while $\gamma(z)$ and $\beta(z)$ are arbitrary functions of some available conditioning information from the data and represented by $z$ (e.g. $x$ corresponded to images and $z$ represented text in the original paper). $\gamma$ and $\beta$ were thus parameterized by neural networks and trained jointly with the main model, function of $x$.

An approach similar to FiLM was employed by Karras et al. (2019) for the case of generative modeling. A conditioning layer consisting of adaptive instance normalization layers (Huang and Belongie, 2017) was used to perform conditional generation of images providing control over the style of the generated data. Moreover, in (Prol et al., 2018) FiLM layers were applied in order to condition a predictor on entire classification tasks. The goal in that case was to enable adaptable predictors for few-shot classification of novel classes.

Other applications of such a framework include, for instance, conditional language modeling. In (Keskar et al., 2019) for example, deterministic codes are given at train time indicating the style of a particular corpus. At test time, one can control the sampling process by giving each such code as an additional input and generate outputs corresponding to a particular style. In the case of applications to speech recognition, a common approach for acoustic modelling is to augment acoustic features with speaker-dependent representations so that the model can account for factors that are specific to the underlying speaker such as accent and speaking speed (Peddinti et al., 2015). Representations such as i-vectors (Dehak et al., 2010) are then combined with spectral features at every frame, and the combined representations are projected onto a mixed subspace, learned prior to training the acoustic model.
3. Domain conditional predictors

The setting we consider consists in designing models that parameterize a conditional categorical distribution which simultaneously relies on data as well as on domain information. We then assume training data comes from multiple source domains. Each example has a label that indicates which domain it belongs to. Additional notation is introduced to account for that, in which case we denote the set of domain labels by \( \mathcal{Y}_D \). We then consider two models given by:

1. \( M_{\text{domain}} : X \mapsto \Delta^{|\mathcal{Y}_D|-1} \) maps a data instance \( x \) onto the \( |\mathcal{Y}_D| - 1 \) probability simplex that defines the following categorical conditional distribution:
   \[
P(\mathcal{Y}_D | x) = M_{\text{domain}}(x).
\]

2. \( M_{\text{task}} : X \times \mathbb{R}^d \mapsto \Delta^{|\mathcal{Y}|-1} \), where an extra input represented by \( z \in \mathbb{R}^d \) is a conditioning variable expected to carry domain information. \( M_{\text{task}} \) maps a data instance \( x \) and its corresponding \( z \) onto the \( |\mathcal{Y}| - 1 \) probability simplex, thus defining the following categorical conditional distribution:
   \[
P(\mathcal{Y} | x, z) = M_{\text{task}}(x, z).
\]

We implement both \( M_{\text{domain}} \) and \( M_{\text{task}} \) using neural networks, and training is carried out with simultaneous maximum likelihood estimation over \( P(\mathcal{Y}_D | x) \) and \( P(\mathcal{Y} | x, z) \) so that the training objective \( \mathcal{L} = (1 - \lambda)\mathcal{L}_{\text{task}} + \lambda\mathcal{L}_{\text{domain}} \) is defined by the sum of the multi-class cross-entropy losses defined over the set of task and domains labels, respectively, and \( \lambda \in [0, 1] \) is a hyperparameter that controls the importance of each loss term during training. Moreover, \( z \) is given by the output of some inner layer of \( M_{\text{domain}} \), since \( z \) is expected to contain domain-dependent information. A training procedure is depicted in Algorithm 1.

In order for \( M_{\text{task}} \) to be able to use the domain conditioning information made available through \( z \), we make use of FiLM layers represented by:

\[
FiLM^k(x^{k-1}, z) = (W^k_1 z + b^k_1)x^{k-1} + (W^k_2 z + b^k_2),
\]

where \( k \) indicates a particular layer within \( M_{\text{task}} \), and \( x^{k-1} \) corresponds to the output of the previous layer. \( W^k_1, b^k_1, W^k_2, \) and \( b^k_2 \) correspond to the conditioning parameters trained along with the complete model.

---

**Algorithm 1** Training procedure.

\[
M_{\text{task}}, M_{\text{domain}} = InitializeModels()
\]

repeat

\[
x, y, y_D = SampleMinibatch()
\]

\[
y_D', z = M_{\text{domain}}(x)
\]

\[
y' = M_{\text{task}}(x, z)
\]

\[
\mathcal{L} = \mathcal{L}_{\text{task}}(y', y) + \mathcal{L}_{\text{domain}}(y_D', y_D)
\]

\[
M_{\text{task}}, M_{\text{domain}} = UpdateRule(M_{\text{task}}, M_{\text{domain}}, \mathcal{L})
\]

until Maximum number of iterations reached

return \( M_{\text{task}}, M_{\text{domain}} \)
At test time, two distinct classifiers can be defined such as the task predictor given by:

$$\arg \max_{i \in [|Y|]} M_{\text{task}}(x, z)_i,$$  \hspace{1cm} (5)

or the domain predictor defined by:

$$\arg \max_{j \in [|Y_D|]} M_{\text{domain}}(x)_j,$$  \hspace{1cm} (6)

thus enabling extra prediction mechanisms compared to methods that remove domain information.

4. Planned evaluation and results

In this section, we list the datasets we consider for the evaluation along with baseline methods, ablations, and the considered variations of conditioning approaches.

4.1. Datasets

Evaluations are to be performed on a subset of the following well-known domain generalization benchmarks:

- PACS (Li et al., 2017): It consists of 224x224 RGB images distributed into 7 classes and originated from four different domains: Photo (P), Art painting (A), Cartoon (C), and Sketch (S).

- VLCS (Fang et al., 2013): VLCS is composed by 5 overlapping classes of objects obtained from the following datasets: VOC2007 (Everingham et al., 2010), LabelMe (Russell et al., 2008), Caltech-101 (Griffin et al., 2007), and SUN (Choi et al., 2010).

- OfficeHome (Venkateswara et al., 2017): This dataset consists of images from the following domains: artistic images, clip art, product images and natural images. Each domain contains images of 65 classes.

- DomainNet (Peng et al., 2019): DomainNet contains examples of 224x224 RGB images corresponding to 345 classes of objects across 6 distinct domains.

**Evaluation metric** Across all mentioned datasets, we follow the *leave-one-domain-out* evaluation protocol such that data from $|Y_D| - 1$ out of the $|Y_D|$ available domains are used for training, while evaluation is carried out on the data from the left out domain. This procedure is repeated for all available domains, and once each domain is left out, the *average top-1 accuracy* is the evaluation metric under consideration. Moreover, in order to provide comparisons with significance, performance is to be reported in terms of confidence intervals obtained from independent models trained with different random seeds.
4.2. Baselines

The main aspect under investigation within this work is whether one can leverage domain information rather than removing or disregarding it such as in typical settings. Our main baselines then correspond to two settings where some kind of domain invariance is enforced: domain-adversarial approaches and invariant predictors. We specifically consider DANN (Ganin et al., 2016) and G2DM (Albuquerque et al., 2019) corresponding to the former, while IRM (Arjovsky et al., 2019) and Rex (Krueger et al., 2020) are considered for the latter. Additionally, two further baselines are evaluated: an unconditional model in the form of a standard classifier that disregards domain labels as well as a model replacing $M_{\text{domain}}$ by a standard embedding layer\(^ 1\).

4.3. Ablations

In order to investigate different sources of potential improvement, we will drop the domain classification term of the loss ($L_{\text{domain}}$), obtaining a predictor with the same capacity as the proposed model while having no explicit mechanism for conditional modeling. A drop in performance should serve as evidence that the conditioning approach yields improvement. Moreover, similarly to ablations performed in the original FiLM paper (Perez et al., 2017), we plan on evaluating cases where scaling and offset parameters (i.e. $\gamma$ and $\beta$ as indicated in Eq. 3) are all set to 1 or 0, indicating which parameter set is more important for the conditioning strategy to be effective.

4.4. Further evaluation details

As discussed in previous work (Albuquerque et al., 2019; Krueger et al., 2020; Gulrajani and Lopez-Paz, 2020), the chosen validation data source used to implement model selection and stopping criteria significantly affects the performance of domain generalization approaches. We remark that, in this work, the access model to left out domains is such that no access to target data is allowed for model selection or hyperparameter tuning. We thus only use in-domain validation data. However, we further consider the so-called “privileged” variants of both our models and baselines in the sense that they are given access to target data. In doing so, we can get a sense of the gap in performance observed across the settings.

5. Proof-of-concept evaluation

We used MNIST to perform validation experiments and considered different domains simulated through transformations applied on training data. Considered such transformations are as follows: (i)-horizontal flip of digits, (ii)-switching colors between digits and background, (iii)-blurring, and (iv)-rotation. Examples from each transformation are shown in Figures 1a-1d. Test data corresponds to the standard test examples without any transformation. In-domain performance is further assessed by applying the same transformations on the test data. Two baselines are considered in this set of experiments consisting of an unconditional model as well as a domain adversarial approach similar to DANN. For the case

\(^1\) For this case, evaluation is performed in-domain, i.e. fresh data from the same domains observed at training time are used for testing.
of the adversarial baselines, training is carried out so that alternate updates are performed to jointly train a task classifier and a domain classifier. The task classifier trains to minimize its classification loss and further maximizes the entropy of the domain classifier aiming to enforce domain invariance in the representations extracted after its convolutional layer. The domain classifier trains to correctly classify domains. Two ablations are also considered. The first one consists of a conditional model with learned domain-level context variables used for conditioning, in which case the conditioning model is replaced by an embedding layer. Such model can only be evaluated in in-domain test data. Additionally, we consider the ablation described above so that the domain classification term of the loss is dropped. For both the case of baselines and conditional approaches, classifiers are implemented as two-layered ReLU activated convolutional networks. Moreover, in the case of conditional models, $M_{\text{domain}}$ is given by a single convolutional layer followed by a linear output layer, and FiLM layers are included after each convolutional layer in $M_{\text{task}}$.

![Images of transformations used to simulate different data sources out of MNIST.](a) Horiz. flip. (b) Flip colors. (c) Blurring. (d) Rotation.

Figure 1: Examples of transformations used to simulate different data sources out of MNIST.

Results, as reported in Table 1, indicate that the conditioning approach boosts performance with respect to standard classifiers that disregard domain information as well as domain invariant approaches. In fact, the conditional predictors presented the highest out-of-domain accuracy amongst all evaluated methods. Surprisingly, in the ablation case where we drop $\mathcal{L}_{\text{domain}}$, domains can still be inferred from $z$ with high accuracy (c.f. Table 2) which indicates the domain conditioning strategy enabled by the proposed architecture is exploited even if not enforced by an explicit training objective when multiple domains are present in the training sample.

The reported proof-of-concept evaluation provided indications that domain-conditional predictors might indeed offer competitive performance under domain shift relative to both invariant approaches as well as standard classifiers. We thus proceed and evaluate to which extent such conclusions hold when larger scale widely adopted evaluation settings are considered. Moreover, validation experiments showed evidence suggesting that $z$ is indeed domain-dependent, and interestingly, that is the case even when $\mathcal{L}_{\text{domain}}$ is dropped, and performance in this case is fairly close to the proposed conditional model. As such, we further use the following evaluation to try and understand the contributions in observed performance improvements given by the architectural changes resulting from the inclusion of FiLM layers, and the actual influence of domain-conditioning in the final performance.

---

2. Implementation of this set of experiments is made available at: https://github.com/google-research/google-research/tree/master/domain_conditional_predictors
Table 1: Classification performance in terms of top-1 accuracy (%). In-domain performance is measured using distorted MNIST test images while out-of-domain results correspond to evaluation on the standard test set of MNIST. The ablation with a learned embedding layer can only be used for in-domain predictions. For the in-domain evaluation, we loop over the test data 10 times to reduce the evaluation variance since each test example will be transformed differently each time.

| Model                                      | In-domain test accuracy (%) | Out-of-domain test accuracy (%) |
|--------------------------------------------|-----------------------------|---------------------------------|
| Unconditional baseline                     | 94.97                       | 92.51                           |
| Adversarial baseline                       | 89.19                       | 88.49                           |
| Ablation: switching $M_{domain}$ for an embedding layer | 92.56                       | –                               |
| Ablation: dropping $L_{domain}$            | 96.20                       | 92.94                           |
| Conditional predictor (Ours)               | 96.00                       | 93.66                           |

Table 2: Domain classification top-1 accuracy (%) measured for predictions of the underlying domain when the same transformations applied to train data are applied to test examples. In the ablation case, a linear classifier is trained on top of $z$ with the rest of the model frozen.

| Model                                      | Test accuracy (%) |
|--------------------------------------------|-------------------|
| Adversarial baseline                       | 84.22             |
| Ablation: dropping $L_{domain}$            | 96.01             |
| Conditional predictor (Ours)               | 99.90             |

6. Domain Generalization Evaluation

6.1. Experiments description

 Seeking to confirm the findings in the proof-of-concept evaluation reported in section 5, we now turn our attention to common benchmarks used for the domain generalization case under the leave-one-domain-out setting described previously. We specifically aim to answer the following questions:

1. Are domain-conditional models able to generalize to data sources other than the ones observed during training? How do they compare against more common domain-invariant approaches?

2. Can in-domain performance be used to reliably determine the best out-of-domain performers?

3. Are conditioning variables indeed domain-dependent? What happens when domain supervision is dropped?

4. What is the best combination of FiLM layers and regularization in order to enable effective conditioning?

We first discuss differences between the planned and executed evaluations, and define a regularization procedure for FiLM layers that we found to be necessary in order to avoid
overfitting. Question 1 listed above is addressed in section 6.3 where standard classifiers, domain-invariant models (both our implementation and published results), and proposed domain-conditional predictors are compared. In section 6.4, given that in realistic practical settings one does not have access to unseen domains and thus can only be able to perform cross-validation using in-domain data, we evaluate the usefulness of different criteria relying on in-domain validation data by comparing best performers under such criteria against the best out-of-domain performers, i.e. those obtained by direct evaluation in the test data of unseen domains. Ablations are reported in section 6.5 where we evaluate self-modulated models, i.e. those with the same architecture as conditional predictors but trained without domain supervision, and further check the resulting performance given by simplified FiLM layers where either scale or offset parameters are dropped. Finally, we check for domain-dependency in the conditioning variable \( z \) in section 6.6 where model-based dependency tests, as defined in appendix B, are carried out to verify whether domain-specific dependency factors are encoded in learned representations.

A note on the final choice of evaluation data and baselines As described in section 4, a subset of four candidate benchmarks would be employed for comparing different approaches. We then briefly describe the features of those datasets that guided the decision regarding which ones to actually use. We found VLCS (Fang et al., 2013), for instance, to be relatively small in terms of training sample size when considering the size of models under analysis. Moreover, one of the domains within VLCS, Caltech-101, is a potential subset of ImageNet, which is commonly used to pre-train models for domain generalization. Yet another relevant factor to consider is the fact that VLCS has all 4 domains corresponding to natural images, representing not much of a shift across training and testing domains. For the case of OfficeHome (Venkateshwara et al., 2017), we found previously reported results to be high enough to leave little room for improvement (c.f. (Peng et al., 2019) for the domain adaptation case, for instance), and, similarly to VLCS, it is not very diverse in terms of domains but also in terms of the classes considered since they all correspond to office objects. We thus focus our resource budget on: PACS (Li et al., 2017) for the smaller scale range (but large enough to avoid instabilities) in terms of both sample size and number and diversity of classes/domains, and DomainNet (Peng et al., 2019) for a much larger scale case. In terms of baselines, we found performances reported across IRM (Arjovsky et al., 2019) and Rex (Krueger et al., 2020) to not be significantly different and then pick only one of them. We remark both approaches attempt to train invariant classifiers for varying domains. Moreover, we included extra baselines for a complete comparison. For the case of PACS, the domain-invariant approach reported by Zhao et al. (2020) is considered, while challenging privileged baselines that have access to unlabeled data from the target domain were also included for the case of DomainNet; those correspond to (Saito et al., 2018; Xu et al., 2018; Peng et al., 2019).

6.2. Regularized FiLM

Given the extra capacity provided by the inclusion of FiLM layers, we found it to be necessary to include regularization strategies aimed at avoiding conditional models of growing too complex, which could incur in overfitting. We thus consider penalizing FiLM layers when
they differ from the *identity map*\(^3\), and do so through the mean squared error (MSE) measured between inputs and outputs of FiLM layers throughout the model. The regularization penalty, indicated by \(\Omega_{FiLM}\), will be given by the average MSE given by:

\[
\Omega_{FiLM} = \frac{1}{|\mathcal{F}|} \sum_{k \in \mathcal{F}} \text{MSE}(x^{k-1}, FiLM^k(x^{k-1}, z))
\] (7)

where \(\mathcal{F}\) stands for the set of indexes of FiLM layers while \(k\) indicates general indexes of layers within \(M_{task}\). The inputs to the conditioning layers correspond to \(z\), the external conditioning variable, and \(x^{k-1}\), representing the output of the layer preceding \(FiLM^k\). The complete training loss then becomes:

\[
\mathcal{L} = (1 - \lambda)\mathcal{L}_{task} + \lambda\mathcal{L}_{domain} + \gamma\Omega_{FiLM},
\] (8)

where \(\gamma\) is a hyperparameter weighing the importance of the penalty in the overall training objective, which allows controlling how far from the identity operator FiLM layers are able to reach. We remark that the case where \(\gamma = 0\) is included within the range of all of our hyperparameter search so that the standard unconstrained FiLM can always be selected by the search procedure. We, however, found that adding some regularization consistently yielded better generalization, but \(\gamma\) was usually assigned to relatively small values such as \(10^{-9}\) or \(10^{-10}\).

### 6.3. Domain-conditional predictors are much simpler than and as performant as domain-invariant approaches

In the following, unless stated otherwise, results are reported in terms of 95% confidence intervals of the top-1 accuracy obtained with a sample of size 5 (i.e. 5 independent training runs were executed to generate each entry in the tables). Across tables, columns indicate left-out domains that were completely disregarded to train the models whose performance is reported under said column. Our models as well as most baselines correspond to the ResNet-50 architecture, and we follow the common practice of pre-training the models on ImageNet. We also freeze batch normalization layers during fine-tuning to comply with previously reported evaluation protocols for the considered tasks. Four FiLM layers are included in \(M_{task}\) in total corresponding to one after each ResNet block. Further implementation details are included in the appendix.

#### 6.3.1. Matching the performance of state-of-the-art invariant approaches on PACS

Evaluation for PACS is reported in Table 3, and two distinct cases are considered consisting of *in-domain performance*, which indicates the evaluation is carried out using fresh data (unseen during training) from the same domains used for training, while the *out-of-domain* case consists of the evaluation performed on the test partition of left-out domains. Moreover, in order to enable a fair comparison with published results of competing approaches, out-of-domain performance is reported in terms of the best accuracy obtained by a given model throughout training, which we indicate by the term *Oracle* (c.f. section 6.4 for a detailed

---

3. The identity map outputs its inputs.
discussion on different methods for selecting models for evaluation). Performance is reported for the conditional models proposed here along with a number of baselines. We use the term unconditional models to refer to models trained under standard ERM and that have the same architecture as $M_{\text{task}}$ after removing conditioning layers, i.e. a standard ResNet-50. In order to control for the effect in performance given by the differences in model sizes, we further considered higher capacity versions of the unconditional baseline, where we doubled the width of the model by using two models trained side-by-side and concatenating their outputs prior to the final layer, and also included a deeper model implemented as a ResNet-101. For the adversarial case as well as IRM, we used the exact same model as ours corresponding to the pair $M_{\text{task}}$ and $M_{\text{domain}}$ as well as FiLM layers, and no domain-related supervision is performed in such cases. State-of-the-art results achieved by the domain-invariant approach reported by Zhao et al. (2020) are finally included.

We highlight that, in the out-of-domain case and across most domains, the conditional model is able to outperform unconditional baselines regardless of their size as well as the domain-invariant approaches that we implemented, and does so without affecting its in-domain performance, which did occur for the domain-invariant baselines. This suggests that inducing invariance has a cost in terms of generalization performance for training domains which was not observed for conditional approaches. Moreover, in-domain performance seems to be a good predictor of out-of-domain differences across models for most cases. As will be further discussed later on, that doesn’t appear to be always the case when using in-domain performance to do model selection or deciding when to stop training. We further remark that the conditional approach is able to closely match the performance of the state-of-the-art domain-invariant scheme while doing so with practical advantages such as a much simpler training scheme and less hyperparameters to be tuned. We further mention that, as observed in previous work (Gulrajani and Lopez-Paz, 2020), unconditional models trained under standard ERM perform surprisingly well in the domain generalization case, and the reason for that remains an open question\(^4\). However, in section 6.6, we show representations learned through ERM are domain-dependent for the types of data we consider. Regarding some of the invariant baselines we highlight that, similarly to what has been reported in the past (Albuquerque et al., 2019; Krueger et al., 2020; Rosenfeld et al., 2020), we found IRM to perform similarly to ERM (referred to as unconditional in the tables). Moreover, considering the case of the adversarial baseline, its performance gap with respect to other approaches is likely due to the added complexity resulting from the adversarial training scheme and the number of hyperparameters it incurs in addition to those conditional models bring in. We thus claim the overall simplicity of the domain-conditional setting as a relevant practical advantage over adversarial formulations of invariant approaches.

6.3.2. Closing the gap between models trained with access to unlabeled target data and domain generalization approaches on DomainNet

For the case of DomainNet, results, as reported in Table 4, include what we refer to as privileged baselines, indicating that such models have an advantage in that they have access to the test distribution through an unlabeled data sample made available to them.

---

4. Considering that the domain generalization setting violates assumptions required in ERM in order to guarantee generalization.
Table 3: Leave-one-domain-out evaluation on PACS. Results correspond to 95% confidence intervals on the top-1 prediction accuracy (%). Results in bold indicate the best performers for each left-out domain. Conditional models perform on par with a state-of-the-art invariant approach while being much simpler to train.

| In-domain test accuracy                  | Art Painting | Cartoon | Photo | Sketch |
|-----------------------------------------|--------------|---------|--------|--------|
| Unconditional                           | 95.48±0.31   | 94.52±0.18 | 94.26±0.28 | 95.91±0.24 |
| Uncond. (Wide)                          | **96.20±0.29** | 94.62±0.33 | 94.42±0.39 | 96.17±0.19 |
| Uncond. (Deep)                          | 95.83±0.24   | 94.41±0.25 | 94.50±0.19 | 95.19±0.32 |
| Adversarial                             | 91.96±0.55   | 91.97±0.76 | 90.60±0.75 | 93.21±0.45 |
| IRM                                     | 94.99±0.50   | 94.00±0.18 | 93.26±0.30 | 95.29±0.32 |
| Conditional (Ours)                      | 95.86±0.31   | **95.06±0.15** | **94.90±0.49** | **96.33±0.29** |

| Oracle out-of-domain test accuracy       | Art Painting | Cartoon | Photo | Sketch |
|-----------------------------------------|--------------|---------|--------|--------|
| Unconditional                           | 85.40±0.57   | 77.28±0.78 | 95.23±0.53 | 74.58±1.09 |
| Uncond. (Wide)                          | 85.98±0.45   | 78.37±0.66 | 95.53±0.44 | 74.31±1.11 |
| Uncond. (Deep)                          | 84.81±0.54   | 79.47±0.51 | 95.09±0.21 | 76.67±2.36 |
| Adversarial                             | 74.74±1.44   | 74.64±0.81 | 92.67±1.03 | **78.65±1.08** |
| IRM                                     | 81.73±0.56   | 76.53±0.57 | 95.07±0.29 | 77.76±2.18 |
| Conditional (Ours)                      | 86.28±0.84   | **80.29±1.48** | 96.75±0.54 | 77.34±2.16 |
| Zhao et al. (2020)                      | **87.51±1.03** | 79.31±1.40 | **98.25±0.12** | 76.30±0.65 |

during training\(^5\). Moreover, the three considered privileged baselines are implemented using deeper models corresponding to a ResNet-101 architecture as discussed by Peng et al. (2019), rendering the comparison unfair in their favor. We then compare such approaches with conditional models as well as the unconditional cases when trained under the domain generalization setting, i.e. with no access to the test domain during training. Once more, conditional models are observed to outperform standard classifiers even if the overall number of parameters is roughly matched considering the wide/deep cases. More importantly, conditional models are observed to be able to perform on par with baselines that have access to the test domain, showing the proposed approach to reduce the gap between models that specialize to a particular target domain and those that are simply trained on diverse data sources, without focusing on any test distribution in particular. This is of practical significance since it can enable deployment of models that readily generalize to new sources, without requiring any prior data collection.

6.4. In-domain performance is a better predictor of out-of-domain accuracy for larger scale data

Following the discussion in previous work (Albuquerque et al., 2019; Krueger et al., 2020), we study the impact in out-of-domain performance resulting from the choice of different criteria used to decide when to stop training. This is an important analysis which we argue

---

\(^5\) The setting under consideration in the case of privileged baselines is commonly referred to as multi-source unsupervised domain adaptation.
Table 4: Leave-one-domain-out evaluation on DomainNet. Results correspond to 95% confidence intervals on the top-1 prediction accuracy (%). Results in bold indicate the best performers for each left-out domain. In all cases, conditional predictors outperform at least one of the privileged baselines.

| Left-out domain       | Clipart  | Infograph | Painting | Quickdraw | Real      | Sketch |
|-----------------------|----------|-----------|----------|-----------|-----------|--------|
| In-domain test accuracy |          |           |          |           |           |        |
| Unconditional         | 60.85±0.78 | 64.42±1.26 | 62.29±1.47 | 62.07±1.19 | 57.19±1.66 | 62.30±1.61 |
| Uncond. (Wide)        | 61.67±1.85 | 63.99±1.48 | 63.18±1.13 | 63.70±0.92 | 58.37±0.64 | 63.98±0.99 |
| Uncond. (Deep)        | 61.22±0.94 | 65.01±1.86 | 63.08±1.40 | 62.88±0.96 | 57.88±0.69 | 63.48±1.08 |
| Conditional (Ours)    | **65.10±0.47** | **69.01±0.75** | **66.99±0.49** | **67.74±0.44** | **60.90±0.59** | **67.43±0.48** |
| Oracle out-of-domain test accuracy |          |           |          |           |           |        |
| Unconditional         | 52.47±1.13 | 19.64±0.42 | 44.12±0.71 | 11.67±0.50 | 51.94±1.68 | 44.40±1.42 |
| Uncond. (Wide)        | 54.12±2.25 | 18.96±0.62 | 44.88±0.83 | 12.16±0.16 | 52.03±1.12 | 45.51±1.68 |
| Uncond. (Deep)        | 54.70±1.26 | 21.05±0.44 | 45.54±0.66 | 12.71±0.33 | 51.62±1.43 | 46.83±1.17 |
| Conditional (Ours)    | 58.37±0.67 | 23.25±0.45 | 50.06±0.43 | **13.32±0.34** | 57.25±0.47 | **50.52±1.05** |

Privileged baselines with access to unlabeled target data

|                        | Saito et al. (2018) | Xu et al. (2018) | Peng et al. (2019) |
|------------------------|---------------------|------------------|-------------------|
| Validation accuracy    | 54.3±0.64           | 48.6±0.73        | **58.6±0.53**     |
| Validation loss        | 22.1±0.70           | 23.5±0.59        | **26.0±0.89**     |

Table 5: Comparison of different stopping criteria on PACS. Results in terms of out-of-domain accuracy (%) are shown for each left-out-domain and each method for selecting models to be evaluated. The best in-domain models are significantly worse than the best out-of-domain performers.

| Left-out domain       | Art painting  | Cartoon  | Photo    | Sketch  |
|-----------------------|---------------|----------|----------|---------|
| Best in-domain performers evaluated out-of-domain |          |           |          |         |
| Validation accuracy   | 80.65±1.83    | 75.80±2.81 | 95.34±0.62 | 71.76±2.60 |
| Validation loss       | 83.84±0.84    | 74.90±2.79 | 95.80±0.67 | 72.59±2.34 |
| Best out-of-domain performer |          |           |          |         |
| Oracle                | **86.28±0.84** | **80.29±1.48** | **96.75±0.54** | **77.34±2.16** |

should be reported by any work proposing approaches targeting domain generalization since performing cross-validation in this setting is non-trivial, given that no specific test domain is defined at training time. We thus consider the performance of the proposed models when two different criteria relying solely on in-domain validation data are used, and compare them against the case where the test data is used to select the best performing model (i.e. the oracle case). In further detail, we follow Albuquerque et al. (2019) and analyze the out-of-domain performance obtained by models that reached the highest in-domain prediction accuracy and the lowest in-domain classification loss, both measured with fresh in-domain data held out from training.

Results are reported in Tables 5 and 6 for the cases of PACS and DomainNet, respectively. For the case of PACS, we observe a significant gap across all domains between the best performance which can be achieved and that observed by the best in-domain performer. The gap reduces drastically when we move to the larger scale case corresponding to Do-
Table 6: Comparison of different stopping criteria on DomainNet. Results in terms of out-of-domain accuracy (%) are shown for each left-out-domain and each method for selecting models to be evaluated. A smaller gap is observed for DomainNet between model selection approaches that use in-domain validation data and those that have access to the test set of the left-out-domain.

| Left-out domain | Clipart | Infograph | Painting | Quickdraw | Real | Sketch |
|-----------------|---------|-----------|----------|-----------|------|--------|
| **Best in-domain performers evaluated out-of-domain** |         |           |          |           |      |        |
| Validation accuracy | 57.56±0.77 | 22.30±0.44 | 49.51±0.61 | 12.35±0.57 | 56.32±0.28 | 49.89±1.12 |
| Validation loss   | 58.04±0.99 | 22.56±0.57 | 49.33±0.61 | 12.58±0.62 | 56.45±1.30 | 49.95±1.40 |
| **Best out-of-domain performer** |         |           |          |           |      |        |
| Oracle            | 58.37±0.67 | 23.25±0.45 | 50.06±0.43 | 13.32±0.34 | 57.25±0.47 | 50.52±1.05 |

mainNet. We attribute the smaller gap in the case of DomainNet to the increased domain diversity since more distinct training sources are available in that case. Considering both datasets, we did not observe a significant difference in selecting either of the considered practical stopping criteria that only use in-domain validation data.

6.5. Ablations

6.5.1. The self-modulated case: dropping domain supervision does not affect performance

We now perform ablations in order to understand what are the sources of improvements provided by the discussed conditioning mechanism. Specifically, we drop the domain supervision term of the training objective defined in eq. 8 to check whether the improvements observed in results reported in Tables 3 and 4 with respect to unconditional and invariant baselines are due to the increase in model size rather than the conditioning approach. We then retrain our models while setting $\lambda = 0$, in which case we refer to the resulting model as self-modulated, given that in this case there’s no supervision signal indicating what kind of information should be encoded in $z = M_{\text{domain}}(x)$ other than the classification criterion $L_{\text{task}}$. Results are reported in Tables 7 and 8 for the cases of PACS and DomainNet, respectively. In both datasets and for all left-out domains, we do not observe significant performance differences across the conditional and self-modulated models. We thus claim one of the two following statements explain the matching performance across the two schemes:

1. Even if domain supervision is not employed, $z$ is still domain-dependent.
2. Conditioning on domain information does not improve out-of-distribution performance, and improvements with respect to unconditional models are simply due to architectural changes.

We provide evidence in section 6.6 supporting the first statement enumerated on the above, where we show linear classifiers to be able to discriminate domains using only $z$ obtained after training self-modulated models with relatively high accuracy. Such result indicates that domain-dependent factors will be encoded in $z$ even if this property is not explicitly enforced via supervision. This finding is of practical relevance given that no domain
Table 7: Ablation: self-modulated models compared with domain-conditional predictors on PACS. Results correspond to the best out-of-domain prediction accuracy (%) obtained by each approach. Best results for each domain are in bold. No significant performance difference is observed across approaches.

| Left-out domain | Art painting | Cartoon | Photo | Sketch |
|-----------------|-------------|---------|-------|--------|
| Conditional     | 86.28±0.84  | 80.29±1.48 | 96.75±0.54 | 77.34±2.16 |
| Self-modulated  | 85.63±0.58  | 80.21±0.60 | 96.42±0.19 | 78.80±1.31 |

Table 8: Self-modulated models compared with domain-conditional predictors on Domain-Net. Results correspond to the best out-of-domain prediction accuracy (%) obtained by each approach. Best results for each domain are in bold. No significant performance difference is observed across approaches.

| Left-out domain | Clipart | Infograph | Painting | Quickdraw | Real | Sketch |
|-----------------|---------|-----------|----------|-----------|------|--------|
| Conditional     | 58.37±0.67 | 23.25±0.45 | 50.06±0.43 | 13.32±0.34 | 57.25±0.47 | 50.52±1.05 |
| Self-modulated  | 58.35±0.94 | 22.86±0.26 | 50.31±0.45 | 12.87±0.21 | 57.69±0.70 | 50.01±0.61 |

labels are required to enable domain-conditioning in this type of architecture, yielding models that perform better than standard classifiers and on pair with complex domain-invariant approaches that do require domain labels. We remark, however, that the conditional setting offers the advantage of enabling domain-related inferences, which are not supported in the self-modulated case. Given that both cases present a similar performance, we argue that the choice regarding which setting to use in a practical application should be guided by factors such as the availability of domain labels as well as the need for performing domain predictions at testing time.

We further qualitatively assess the differences in behavior between the two approaches using Grad-CAM heat-maps (Selvaraju et al., 2017), as shown in Figures 2a and 2b for the cases of conditional and self-modulated models, respectively. Those indicate parts of the input deemed relevant to resulting predictions, and in both cases, models employed in the analysis were trained when sketch was arbitrarily chosen as the left-out-domain. From the left to the right, each group of three images corresponds to the original image, and Grad-CAM plots obtained from \(M_{\text{domain}}\) and \(M_{\text{task}}\), respectively. One can then observe that, for the case of the conditional model, \(M_{\text{domain}}\) accounts for regions of the input other than the object of interest such as the background. On the other hand, \(M_{\text{task}}\) attends to more specific parts of the input that lie on the foreground. Interestingly, this behavior seems to be reverted when the self-modulated case is evaluated. In this case, while \(M_{\text{domain}}\) concentrates in specific regions of the object defining the underlying class, \(M_{\text{task}}\) accounts for the entire input. In both cases however, the two models learn to work in a complementary fashion in such a way that \(M_{\text{task}}\) and \(M_{\text{domain}}\) often focus on different aspects of the input data. Further differences between the two schemes will be discussed in section 6.6.
(a) Grad-CAM heat-maps resulting from the domain-conditional model. Images correspond to the original input, and the results of the analysis performed using $M_{\text{domain}}$ and $M_{\text{task}}$, respectively. While $M_{\text{task}}$ focus on the object of interest, $M_{\text{domain}}$ accounts for secondary features including the background.

(b) Grad-CAM heat-maps resulting from self-modulated model. Images correspond to the original input, and the results of the analysis performed using $M_{\text{domain}}$ and $M_{\text{task}}$, respectively. In this case, $M_{\text{task}}$ spreads its focus over most of the input image while $M_{\text{domain}}$ targets specific regions.

Figure 2: Heat-maps indicating parts of input images implying predictions for the different models we consider.

6.5.2. Dropping FiLM parameters: Full FiLM layers along with regularization yield the best conditioning scheme

We now perform a second set of ablations to determine whether simpler variations of FiLM layers are able to perform similarly to the full model. In table 9, results considering PACS are reported, and the full conditional model is compared against its variations where either the scale or the offset parameters are dropped from all FiLM layers throughout the model. Results indicate that using full FiLM yields better performance across most of the domains. We further highlight that $\gamma$, the parameter controlling the contribution of the regularization penalty $\Omega_{\text{FiLM}}$, was consistently selected to non-zero values. We then conclude that using the full FiLM layers and employing the regularization strategy described in eq. 7 is the best performing combination for the types of models/problems we consider. We finally remark that the combination of over-parameterization and regularization is a common approach within recent work in neural networks, which is aligned with the setting we observed to yield the best performing predictors.

6.6. Understanding properties of $z$: domain-dependency is observed with or without domain supervision

In the following set of experiments, we study whether domain-dependency is indeed achieved in $z = M_{\text{domain}}(x)$, and further investigate what properties appear in $z$ when the self-
Table 9: Dropping parameters of FiLM layers. Results are reported for PACS in terms of the best out-of-domain prediction accuracy (%) obtained by each approach. Best results for each domain are in bold.

| Left-out domain | Art painting | Cartoon | Photo | Sketch |
|-----------------|--------------|---------|-------|--------|
| Conditional     | 86.28±0.84   | 80.29±1.48 | 96.75±0.54 | 77.34±2.16 |
| - scale         | 84.79±0.61   | 78.68±1.34 | 96.50±0.10 | 75.96±2.11 |
| - offset        | 85.09±0.28   | 78.68±0.80 | 95.86±0.37 | 77.46±0.99 |

modulated case is considered. Representations output by unconditional models are also evaluated in order to help understanding the properties of representations resulting from ERM with standard architectures. In order to perform such evaluation, we carry out a dependency analysis between representations extracted from the models and domain or class labels\(^6\). We specifically train two linear classifiers using the domain representations \(z\) for both the cases of conditional and self-modulated models, and further considered the output of the convolutional stack of the unconditional ResNet-50. While one of the classifiers is trained to predict the domains, the other predicts the actual class labels, and these steps are repeated for the test data of training domains for representations obtained by the models trained when each domain is left-out. Extra results corresponding to low-rank projections of \(z\) as well as a similar analysis performed using FiLM parameters rather than \(z\) are included in the appendix.

Results reported in Tables 10 and 11 correspond to 95% confidence intervals of the in-domain test accuracy obtained through 5-fold cross-validation given by logistic regression to predict domains or classes, respectively. Considering the conditional model, representations are clearly domain-dependent as originally expected, and class prediction is not as accurate as in the self-modulated case. Interestingly, the embedding spaces given by the self-modulated models are both domain- and class-dependent, and remarkably, one can predict classes from them with an accuracy comparable to the actual classifier (compare to the in-domain case in table 3), while domains can be predicted with high accuracy relative to a random predictor in all of the considered cases as well.

Table 10: Prediction accuracy (%) of logistic regression for performing domain classification on top of \(z\). Results correspond to 95% confidence intervals obtained through 5-fold cross validation.

| Left-out domain | Art painting | Cartoon | Photo | Sketch |
|-----------------|--------------|---------|-------|--------|
| Conditional     | 98.88±0.18   | 98.19±0.61 | 99.76±0.11 | 96.10±0.51 |
| Self-modulated  | 72.45±1.32   | 80.95±0.82 | 90.86±0.69 | 62.02±0.91 |
| Unconditional   | 98.14±0.31   | 95.11±0.47 | 98.34±0.17 | 90.43±1.16 |

---

\(^6\) Refer to the supplementary materials for a definition of the model-based statistical dependency analysis performed in this set of experiments.
Table 11: Prediction accuracy (%) of logistic regression for predicting class labels using $z$. Results correspond to 95% confidence intervals obtained through 5-fold cross validation.

| Left-out domain | Art painting | Cartoon | Photo  | Sketch |
|-----------------|--------------|---------|--------|--------|
| Conditional     | 79.65±1.30   | 76.71±0.42 | 66.55±1.30 | 73.71±1.07 |
| Self-modulated  | 93.05±0.32   | 92.14±0.96 | 90.87±0.61 | 91.72±0.74 |
| Unconditional   | 94.67±0.67   | 94.47±0.67 | 94.90±0.82 | 95.78±0.51 |

Such observations support the claim that domain-conditional modeling is indeed being enforced by the proposed architecture, and, most notably, this is the case even if domain supervision is dropped. For the unconditional case, it was recently pointed out that simple ERM makes it for strong baselines in the domain generalization setting (Gulrajani and Lopez-Paz, 2020). We found that representations learned by this type of model, in addition to being class-dependent as expected given that those features are obtained prior to the output layer, they are also domain-dependent in that domains can be predicted from the features with high accuracy by linear classifiers. This suggests that domain-dependent high level features are accounted for in this case, and this observation serves to both explain why ERM somewhat works out-of-domain, as well as to motivate domain-conditional approaches, further considering that including explicit conditioning mechanisms in the architecture improved performance relative to unconditional models.

7. Conclusion

In the following, we address the questions posed in section 6.1 and additionally discuss further conclusions drawn from the reported evaluation.

**Which approach is finally recommended? Domain-invariant or domain-conditional models?** We found both approaches to work similarly well in terms of final out-of-domain performance. We however argue that the domain-conditional approach yields several practical advantages such as: (i)-overall simplicity in that no adversarial training is required and a standard maximum likelihood estimation scheme is employed; (ii)-Less hyperparameters need to be tuned for the domain-conditional case; (iii)-There is no reliance on domain labels since the self-modulating case generates domain-dependent representations with no domain supervision.

**Which stopping criterion should be used for domain generalization?** In practice, one might not have any access to data sources over which models are expected to work well, and thus deciding when to stop training and which version of models to use at testing time becomes tricky. In our evaluation, we did not observe significant differences in using either in-domain loss or accuracy as a stopping criterion. However, we found that the scale of the data in terms of both domain diversity and sample size helps in reducing the gap between best in-domain and out-of-domain selected models. A practical recommendation is then to ensure datasets are created including diverse sets of data sources.
Are domain labels necessary for achieving out-of-distribution generalization? We found that dropping domain supervision does not affect performance as much as originally expected. This is due to the fact that learned conditioning representations $z$ are still domain-dependent (in addition to being strongly class-dependent) even if such property is not enforced via supervision, not affecting the conditioning mechanism significantly. We thus claim that the main requirements for achieving out-of-distribution generalization under the domain-conditional framework, besides having explicit conditioning mechanisms built in the architecture, is to have diverse enough training data in the sense that distinct data sources are available. In summary, if no domain-related inference is required for the application of interest, domain supervision can be dropped without significantly affecting performance.

Why does ERM achieve a relatively high accuracy in unseen data sources? We found evidence showing that domain-dependent representations are learned by ERM in the sense that domains can be easily inferred from representations it yields. We then argue that this behaviour suggests that a similar modeling approach to the one we propose herein naturally occurs when performing ERM, given a model family with enough capacity. While this is an interesting feature of ERM, there’s just so much one can do without explicitly enforcing the conditioning behaviour. For instance, we observed that increasing model size did not result in better performance. On the other hand, introducing explicit conditioning mechanisms in the architectures does enable improvements in out-of-domain performance.

What are some open questions and directions for domain generalization research under the domain-conditional setting? Computing domain representations $z$ in the proposed setting is relatively expensive in that a separate model is used for that purpose. Studying approaches alleviating that cost by either reducing the size of $M_{domain}$ or dropping it altogether constitutes a natural extension of the method discussed herein. In addition to that, extending the conditional setting to cases where some information is available regarding possible test data sources is a relevant direction given its practical applicability. This could be achieved by either leveraging an unlabeled data sample from a particular target distribution, or using available metadata to infer, for instance, which training domain is closest to a target of interest, and focusing on that particular domain at training time.

References

Kartik Ahuja, Karthikeyan Shanmugam, Kush Varshney, and Amit Dhurandhar. Invariant risk minimization games. In *International Conference on Machine Learning*, pages 145–155. PMLR, 2020.

Isabela Albuquerque, João Monteiro, Mohammad Darvishi, Tiago H Falk, and Ioannis Mitliagkas. Generalizing to unseen domains via distribution matching. *arXiv preprint arXiv:1911.00804*, 2019.

Martin Arjovsky, Léon Bottou, Ishaan Gulrajani, and David Lopez-Paz. Invariant risk minimization. *arXiv preprint arXiv:1907.02893*, 2019.

Pouya Bashivan, Blake Richards, and Irina Rish. Adversarial feature desensitization. *arXiv preprint arXiv:2006.04621*, 2020.
Shai Ben-David, John Blitzer, Koby Crammer, and Fernando Pereira. Analysis of representations for domain adaptation. In *Advances in neural information processing systems*, pages 137–144, 2007.

Gautam Bhattacharya, Joao Monteiro, Jahangir Alam, and Patrick Kenny. Generative adversarial speaker embedding networks for domain robust end-to-end speaker verification. In *ICASSP 2019-2019 IEEE International Conference on Acoustics, Speech and Signal Processing (ICASSP)*, pages 6226–6230. IEEE, 2019.

Myung Jin Choi, Joseph J Lim, Antonio Torralba, and Alan S Willsky. Exploiting hierarchical context on a large database of object categories. In *2010 IEEE Computer Society Conference on Computer Vision and Pattern Recognition*, pages 129–136. IEEE, 2010.

Najim Dehak, Patrick J Kenny, Réda Dehak, Pierre Dumouchel, and Pierre Ouellet. Front-end factor analysis for speaker verification. *IEEE Transactions on Audio, Speech, and Language Processing*, 19(4):788–798, 2010.

Vincent Dumoulin, Ethan Perez, Nathan Schucher, Florian Strub, Harm de Vries, Aaron Courville, and Yoshua Bengio. Feature-wise transformations. *Distill*, 2018. doi: 10.23915/distill.00011. https://distill.pub/2018/feature-wise-transformations.

Mark Everingham, Luc Van Gool, Christopher KI Williams, John Winn, and Andrew Zisserman. The pascal visual object classes (voc) challenge. *International journal of computer vision*, 88(2):303–338, 2010.

Chen Fang, Ye Xu, and Daniel N Rockmore. Unbiased metric learning: On the utilization of multiple datasets and web images for softening bias. In *Proceedings of the IEEE International Conference on Computer Vision*, pages 1657–1664, 2013.

William Fedus, Barret Zoph, and Noam Shazeer. Switch transformers: Scaling to trillion parameter models with simple and efficient sparsity. *arXiv preprint arXiv:2101.03961*, 2021.

Yaroslav Ganin, Evgeniya Ustinova, Hana Ajakan, Pascal Germain, Hugo Larochelle, François Laviolette, Mario Marchand, and Victor Lempitsky. Domain-adversarial training of neural networks. *The Journal of Machine Learning Research*, 17(1):2096–2030, 2016.

Gregory Griffin, Alex Holub, and Pietro Perona. Caltech-256 object category dataset. 2007.

Ishaan Gulrajani and David Lopez-Paz. In search of lost domain generalization. *arXiv preprint arXiv:2007.01434*, 2020.

Xun Huang and Serge Belongie. Arbitrary style transfer in real-time with adaptive instance normalization. In *Proceedings of the IEEE International Conference on Computer Vision*, pages 1501–1510, 2017.

Tero Karras, Samuli Laine, and Timo Aila. A style-based generator architecture for generative adversarial networks. In *Proceedings of the IEEE conference on computer vision and pattern recognition*, pages 4401–4410, 2019.
Nitish Shirish Keskar, Bryan McCann, Lav R Varshney, Caiming Xiong, and Richard Socher. Ctrl: A conditional transformer language model for controllable generation. *arXiv preprint arXiv:1909.05858*, 2019.

Diederik P Kingma and Jimmy Ba. Adam: A method for stochastic optimization. *arXiv preprint arXiv:1412.6980*, 2014.

David Krueger, Ethan Caballero, Joern-Henrik Jacobsen, Amy Zhang, Jonathan Binas, Remi Le Priol, and Aaron Courville. Out-of-distribution generalization via risk extrapolation (rex). *arXiv preprint arXiv:2003.00688*, 2020.

John Langford. Tutorial on practical prediction theory for classification. *Journal of machine learning research*, 6(Mar):273–306, 2005.

Da Li, Yongxin Yang, Yi-Zhe Song, and Timothy M Hospedales. Deeper, broader and artier domain generalization. In *Proceedings of the IEEE international conference on computer vision*, pages 5542–5550, 2017.

Leland McInnes, John Healy, and James Melville. Umap: Uniform manifold approximation and projection for dimension reduction. *arXiv preprint arXiv:1802.03426*, 2018.

Boris Oreshkin, Pau Rodríguez López, and Alexandre Lacoste. Tadam: Task dependent adaptive metric for improved few-shot learning. In *Advances in Neural Information Processing Systems*, pages 721–731, 2018.

Vijayaditya Peddinti, Daniel Povey, and Sanjeev Khudanpur. A time delay neural network architecture for efficient modeling of long temporal contexts. In *Sixteenth Annual Conference of the International Speech Communication Association*, 2015.

Xingchao Peng, Qinxun Bai, Xide Xia, Zijun Huang, Kate Saenko, and Bo Wang. Moment matching for multi-source domain adaptation. In *Proceedings of the IEEE International Conference on Computer Vision*, pages 1406–1415, 2019.

Ethan Perez, Florian Strub, Harm De Vries, Vincent Dumoulin, and Aaron Courville. Film: Visual reasoning with a general conditioning layer. *arXiv preprint arXiv:1709.07871*, 2017.

Hugo Prol, Vincent Dumoulin, and Luis Herranz. Cross-modulation networks for few-shot learning. *arXiv preprint arXiv:1812.00273*, 2018.

James Requeima, Jonathan Gordon, John Bronskill, Sebastian Nowozin, and Richard E Turner. Fast and flexible multi-task classification using conditional neural adaptive processes. *arXiv preprint arXiv:1906.07697*, 2019.

Elan Rosenfeld, Pradeep Ravikumar, and Andrej Risteski. The risks of invariant risk minimization. *arXiv preprint arXiv:2010.05761*, 2020.

Bryan C Russell, Antonio Torralba, Kevin P Murphy, and William T Freeman. Labelme: a database and web-based tool for image annotation. *International journal of computer vision*, 77(1-3):157–173, 2008.
Kuniaki Saito, Kohei Watanabe, Yoshitaka Ushiku, and Tatsuya Harada. Maximum classifier discrepancy for unsupervised domain adaptation. In Proceedings of the IEEE conference on computer vision and pattern recognition, pages 3723–3732, 2018.

Ramprasaath R Selvaraju, Michael Cogswell, Abhishek Das, Ramakrishna Vedantam, Devi Parikh, and Dhruv Batra. Grad-cam: Visual explanations from deep networks via gradient-based localization. In Proceedings of the IEEE international conference on computer vision, pages 618–626, 2017.

Noam Shazeer, Azalia Mirhoseini, Krzysztof Maziarz, Andy Davis, Quoc Le, Geoffrey Hinton, and Jeff Dean. Outrageously large neural networks: The sparsely-gated mixture-of-experts layer. arXiv preprint arXiv:1701.06538, 2017.

Hung-Yu Tseng, Hsin-Ying Lee, Jia-Bin Huang, and Ming-Hsuan Yang. Cross-domain few-shot classification via learned feature-wise transformation. In International Conference on Learning Representations, 2020. URL https://openreview.net/forum?id=SJl5Np4tPr.

Hemanth Venkateswara, Jose Eusebio, Shayok Chakraborty, and Sethuraman Panchanathan. Deep hashing network for unsupervised domain adaptation. In (IEEE) Conference on Computer Vision and Pattern Recognition (CVPR), 2017.

Ruijia Xu, Ziliang Chen, Wangmeng Zuo, Junjie Yan, and Liang Lin. Deep cocktail network: Multi-source unsupervised domain adaptation with category shift. In Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition, pages 3964–3973, 2018.

Han Zhao, Remi Tachet Des Combes, Kun Zhang, and Geoffrey Gordon. On learning invariant representations for domain adaptation. In International Conference on Machine Learning, pages 7523–7532, 2019.

Shanshan Zhao, Mingming Gong, Tongliang Liu, Huan Fu, and Dacheng Tao. Domain generalization via entropy regularization. Advances in Neural Information Processing Systems, 33, 2020.

Luisa Zintgraf, Kyriacos Shiarli, Vitaly Kurin, Katja Hofmann, and Shimon Whiteson. Fast context adaptation via meta-learning. In International Conference on Machine Learning, pages 7693–7702. PMLR, 2019.
Supplementary material

Appendix A: Training details

Most of evaluated models correspond to a ResNet-50, except for the case of unconditional models where pairs of ResNet-50 or a ResNet-101 is considered (those cases are indicated in the tables by “wide” or “deep”, respectively). Parameters updates are carried out according to Adam (Kingma and Ba, 2014) without any external schedule for decaying the learning rate. The training objective described in eq. 8 is employed, and further regularization strategies are considered corresponding to a $L_2$ penalty on the norm of the parameters of $M_{task}$ and $M_{domain}$ (FiLM layers are not considered since $\Omega$ accounts for bounding the complexity of those layers) as well as label smoothing applied only to compute $L_{task}$. Training hyperparameters are shown in Table 12. For the self-modulated case, we reuse all hyperparameters and set $\lambda = 0$.

Table 12: Hyperparameters used to train models corresponding to results reported across the evaluation cases. The self-modulated case corresponds to setting $\lambda = 0$.

| Hyperparameter                  | Dataset          |
|---------------------------------|------------------|
|                                 | PACS             | DomainNet       |
| Training epochs                 | 1e2              | 5e1             |
| Batch size                      | 3.2e1            | 3.2e1           |
| Learning rate                   | 3e−5             | 3e−5            |
| $\beta_1$                       | 6e−1             | 2.5e−1          |
| $\beta_2$                       | 9e−1             | 9.9e−1          |
| $L_2$ regularization weight     | 3e−4             | 7e−4            |
| Label smoothing                 | 5e−2             | 2e−1            |
| $\gamma$                       | 1e−10            | 9e−9            |
| $\lambda$                      | 5e−2             | 3e−5            |
| Gradient clipping threshold     | 2e2              | 2e2             |

Appendix B: Definition of model-based statistical dependency

Given two random variables $X$ and $Y$ observed in pairs, we are interested in testing the hypothesis $P(Y|X) \neq P(Y)$, i.e. that $Y$ is dependent on $X$. We then use as evidence the performance one can achieve when trying to predict $Y$ from $X$ using a class of predictors $\mathcal{H}$ where $h \in \mathcal{H} : supp(X) \mapsto supp(Y)$. A test statistics is then given by:

$$\min_{h \in \mathcal{H}} \mathbb{E}_{(x,y) \sim (X,Y)} \ell(h(x),y),$$

where $\ell : supp(Y)^2 \mapsto \mathbb{R}^+$ is a given loss function used to assess prediction performance.

We remark that the test result is of course dependent on the choice of $\mathcal{H}$ (hence the model-based term) in the sense that a weak prediction performance might be simply due to a too constrained class of predictors taken into account rather than actual independence between variables of interest. However, reaching a strong performance using a simple enough
\( \mathcal{H} \) (e.g. hyperplanes) serves as strong evidence of statistical dependency. We further highlight that the \( \mathcal{H} \)-divergence (Ben-David et al., 2007) is a particular case of the test statistics stated in 9 for the case where \( Y \) indicates domain labels, and \( \ell \) is the 0-1 loss.

Appendix C: Extra dependency analysis using FiLM parameters

We extend the results reported in Tables 10 and 11 to understand how FiLM parameters are affected by properties of \( z \) as well as how the conditioning procedure acts within the main model in order to induce the desired conditioning effect. We thus repeat linear classification experiments reported in section 6.6, and in this case we use FiLM parameters as inputs to the classifiers\(^7\). Results are reported in Tables 13 and 14 for domain and task labels prediction, respectively. We observe from the results that the conclusions drawn in the case where \( z \) is used as input to classifiers consistently transfer to the case where FiLM parameters are used, i.e. stronger domain/class dependency is observed for the cases of domain-conditional/self-modulated models. Given that, in the case of convolutional models, FiLM parameters determine which feature maps are to be given more or less importance, we claim a masking mechanism similar to cases such as mixture-of-experts (Shazeer et al., 2017; Fedus et al., 2021) is what enforces domain-dependency in \( M_{task} \), with differences lying in the facts that a soft masking happens in this case and feature maps are masked as opposed to weights.

Appendix D: Visualizing the conditioning variable \( z \)

Low dimensional projections of the conditioning variable \( z = M_{domain}(x) \) obtained through UMAP (McInnes et al., 2018) are shown in Figures 3a-3h for the case of conditional models and in Figures 4a-4h for the case of self-modulated predictors. Pairs of images organized horizontally correspond to results obtained with the same models, i.e. when the same domain is left-out of training, and differ only in that that plots placed in the column on the right include representations from the test domain. Plots offer further evidence showing that domain supervision does induce domain-dependency in \( z \). For the self-modulated case the domain-dependency is less evident from the projected \( z \), but can still be verified once the full dimensional \( z \) is used to train domain predictors, as reported in Table 10.

---

\(^7\) We feed \( z \) into FiLM layers and concatenated scaling and offset parameters are used to perform the experiments.
Table 13: Prediction accuracy (%) of logistic regression for performing domain classification on top of FiLM parameters. Results correspond to 95% confidence intervals obtained through 5-fold cross validation.

| Left-out domain | Art painting | Cartoon | Photo | Sketch |
|-----------------|-------------|---------|-------|--------|
| **FiLM**<sup>1</sup> |             |         |       |        |
| Conditional     | 99.01±0.19  | 98.97±0.20 | 99.64±0.11 | 96.10±0.55 |
| Self-modulated  | 77.04±1.25  | 82.24±0.65  | 88.61±0.53  | 65.92±1.48 |
| **FiLM**<sup>2</sup> |             |         |       |        |
| Conditional     | 98.63±0.18  | 98.33±0.20  | 99.64±0.11  | 95.78±0.61 |
| Self-modulated  | 74.44±1.27  | 84.42±0.82  | 90.51±0.52  | 65.58±0.84 |
| **FiLM**<sup>3</sup> |             |         |       |        |
| Conditional     | 98.76±0.27  | 98.20±0.10  | 99.64±0.19  | 96.26±0.56 |
| Self-modulated  | 74.33±1.34  | 83.01±0.99  | 91.46±0.68  | 63.48±1.27 |
| **FiLM**<sup>4</sup> |             |         |       |        |
| Conditional     | 98.26±0.36  | 98.58±0.29  | 99.41±0.21  | 95.62±0.52 |
| Self-modulated  | 75.93±0.62  | 84.81±1.46  | 91.22±0.17  | 63.79±1.90 |

Table 14: Prediction accuracy (%) of logistic regression for predicting class labels using FiLM parameters. Results correspond to 95% confidence intervals obtained through 5-fold cross validation.

| Left-out domain | Art painting | Cartoon | Photo | Sketch |
|-----------------|-------------|---------|-------|--------|
| **FiLM**<sup>1</sup> |             |         |       |        |
| Conditional     | 78.79±0.35  | 77.47±2.11 | 68.56±0.75 | 74.84±0.46 |
| Self-modulated  | 94.30±0.67  | 92.54±1.16 | 91.34±1.08 | 93.51±0.57 |
| **FiLM**<sup>2</sup> |             |         |       |        |
| Conditional     | 79.53±0.87  | 78.12±0.68 | 66.54±1.38 | 75.16±0.59 |
| Self-modulated  | 94.54±0.32  | 92.15±0.37 | 90.98±0.54 | 92.21±1.14 |
| **FiLM**<sup>3</sup> |             |         |       |        |
| Conditional     | 78.29±0.83  | 76.57±1.55 | 70.23±0.72 | 75.00±0.16 |
| Self-modulated  | 94.54±0.65  | 92.92±0.53 | 91.22±0.70 | 93.02±0.66 |
| **FiLM**<sup>4</sup> |             |         |       |        |
| Conditional     | 79.53±0.51  | 77.35±0.72 | 69.04±1.51 | 75.17±1.30 |
| Self-modulated  | 94.29±0.56  | 92.41±0.71 | 90.50±1.03 | 92.37±0.59 |
Figure 3: UMAP projections of $z = M_{domain}(x)$ for conditional models trained on PACS.
Figure 4: UMAP projections of $z = M_{domain}(x)$ for self-modulated models trained on PACS.