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Abstract—We analyze a gradient flow of closed planar curves minimizing the anisoperimetric ratio. For such a flow the normal velocity is a function of the anisotropic curvature and it also depends on the total interfacial energy and enclosed area of the curve. In contrast to the gradient flow for the isoperimetric ratio, we show there exist initial curves for which the enclosed area is decreasing with respect to time. We also derive a mixed anisoperimetric inequality for the product of total interfacial energies corresponding to different anisotropy functions. Finally, we present several computational examples illustrating theoretical results.
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I. INTRODUCTION

The goal of this paper is to investigate a geometric flow of closed plane curves $\Gamma(t), t \geq 0$, minimizing the anisoperimetric ratio. We will show that the normal velocity $\beta$ for such a geometric flow is a function of the anisotropic curvature, the total interfacial energy and enclosed area of an evolved curve,

$$\beta = \delta(\nu)k + F_\Gamma,$$

where $k$ is the curvature and $\delta(\nu) > 0$ is a strictly positive coefficient depending on the tangent angle $\nu$ at a point $x \in \Gamma_t$. Here $F_\Gamma$ is a nonlocal part of the normal velocity depending on the entire shape of the curve $\Gamma = \Gamma^t$ and the term $\delta(\nu)k$ represents the anisotropic curvature. In typical situations, the nonlocal part is a function of the enclosed area $A$ and the interfacial energy $L_\sigma = \int_{\Gamma_t} \sigma ds$, i.e., $F_\Gamma = F(A, L_\sigma)$. As an example one can consider

$$\beta = k - \frac{2\pi}{L},$$

where $L \equiv L_1$ is the length of an evolved closed curve $\Gamma$. It is well known that such a flow represents the area preserving geometric evolution of closed embedded plane curves investigated by Gage [8]. Among other geometric flows with nonlocal normal velocity we mention the curvature driven length preserving flow in which $\beta = k - \frac{1}{\pi} \int_{\Gamma_t} k^2 ds$ studied by Ma and Zhu [16] and the inverse curvature driven flow preserving the length $\beta = -k^{-1} + \frac{1}{\pi L}$ studied by Pan and Yang [21]. The isoperimetric ratio gradient flow with $\beta = k - L/(2A)$ has been proposed and investigated by Jiang and Zhu [14] for convex curves and by the authors in [23] for general closed Jordan curves evolving in the plane.

Recently, a classical nonlocal curvature flow preserving the enclosed area was investigated by Xiao et al. in [25]. They proved uniform upper bound and lower bound on the curvature. Furthermore, Mao et al. [17] showed that such a nonlocal flow will decrease the perimeter of the evolving curve and make the curve more and more circular during the evolution process. Applying inequalities of Andrews and Green-Osher type, Lin and Tsai [15] showed that the evolving curves will converge to a round circle, provided that the curvature is a-priori bounded. However, most of those fine results for area preserving flow still have to be extended to the case of a class of non-local flows minimizing the isoperimetric and/or anisoperimetric ratio.

The main goal of this paper is twofold. First we derive the normal velocity $\beta$ corresponding to the anisoperimetric ratio gradient flow. It turns out that $\beta = k_\sigma - L_\sigma/(2A)$ where $k_\sigma$ is the anisotropic curvature, i.e. $\beta$ has the form of (1). We derive and analyze several important properties of such a geometric flow. In contrast to the isoperimetric ratio gradient flow (c.f. Jiang and Zhu [14], [23]), we show that the anisoperimetric ratio gradient flow may initially increase the total length and, conversely, decrease the enclosed area of evolved curves.

In order to verify such striking phenomena, an accurate numerical discretization scheme for fine approximation of the geometric flow has to be proposed. This is the second principal goal of the paper. We derive a numerical scheme based on the method of flowing finite volumes with combination of asymptotically uniform tangential redistribution of grid points. The idea of a uniform tangential redistribution has been proposed by How et al in [13] and further analyzed by Mikula and Ševčovič in [18]. The asymptotically uniform tangential redistribution has been analyzed in [20], [19]. The scheme is tested on the area-decrease and length-increase phenomena as well as on various other examples of evolution of initial curves having large variations in the curvature.

The paper is organized as follows. In the next section we recall the system of governing PDEs describing the evolution of all relevant geometric quantities. In section 3 we recall basic properties the anisotropic curvature and Wulff shape. We prove an important duality identity between total interfacial energies corresponding to different anisotropies. In section 4 we investigate a gradient flow for the anisoperimetric ratio. It turns out that the flow of plane minimizing the anisoperimetric ratio has the normal velocity locally depending on the anisotropic curvature and nonlocally depending on the total interfacial energy and the enclosed area of the evolved curve. Section 5 is devoted to the proof of a mixed anisoperimetric inequality for the product of two total interfacial energies corresponding to two
anisotropy functions. In section 6 we investigate properties of the enclosed area for the anisoperimetric gradient flow. In contrast to a gradient flow for the isoperimetric ratio, we will show that there are initial convex curves for which the enclosed area is strictly decreasing. Finally, in section 7 we construct a counterexample to a comparison principle showing that there initial noninteresting curves such that they intersect each other immediately when evolved in the normal direction by the anisoperimetric ratio gradient flow. In section 8 we derive a numerical scheme for solving curvature driven flows with normal velocity depending on non-local terms. We present several numerical examples showing that there initial noninteresting curves such that the enclosed area is strictly decreasing. Finally, in section 8 we derive a numerical scheme for solving curvature driven flows with normal velocity depending on non-local terms. We present several numerical examples illustrating theoretical results and interesting phenomena for the gradient flow for anisoperimetric ratio.

II. SYSTEM OF GOVERNING EQUATIONS AND CURVATURE ADJUSTED TANGENTIAL REDISTRIBUTION

In this section we recall description and basic properties of geometric evolution of a closed plane Jordan curve \( \Gamma \) which can be parameterized by a smooth function \( x : [0, 1] \rightarrow \mathbb{R}^2 \) such that \( \Gamma = \text{Image}(x) = \{x(u); \ u \in [0, 1]\} \) and \( |\partial_u x| > 0 \). We identify the interval \([0, 1]\) with the quotient space \( \mathbb{R}/\mathbb{Z} \) by imposing periodic boundary conditions for \( x(u) \) at \( u = 0, 1 \). We denote \( \partial_u F = \partial F / \partial \xi \), and \( |a| = \sqrt{a \cdot a} \) where \( a \) is the Euclidean inner product between vectors \( a \) and \( b \). The unit tangent vector is given by \( T = \partial_u x / |\partial_u x| = \partial_u x \), where \( s \) is the arc-length parameter \( d_s = |\partial_u x| du \). The unit inward normal vector is defined in such a way that \( \text{det}(T, N) = 1 \). Then the signed curvature \( k \) in the direction \( N \) is given by \( k = \text{det}(\partial_u \alpha, \partial_u N) \). Let \( \nu \) be a tangent angle, i.e., \( T = (\cos \nu, \sin \nu)^T \) and \( N = (-\sin \nu, \cos \nu)^T \). From the Frenét formulae \( \partial_s T = kN \) and \( \partial_s N = -kT \) we deduce that \( \partial_s \nu = k \).

Geometric evolution problem can be formulated as follows: for a given initial curve \( \Gamma^0 = \text{Image}(x^0) = \Gamma \), find a family of curve \( \{\Gamma_t\}_{t \geq 0}, \Gamma_t = \{x(u, t); \ u \in [0, 1]\} \) from \( \Gamma^0 \) and evolving in the normal direction with the velocity \( \beta \). In this paper we follow the so-called direct approach (c.f. [23]). A solution to (3)–(6) is subject to periodic boundary conditions for \( g, k, x \) at \( u = 0, 1, \nu(0, t) \equiv \nu(1, t) \mod(2\pi) \) and the initial condition \( k(0, t_0) = k_0(\cdot), \nu(0, t_0) = \nu_0(\cdot), g(0, t) = g_0(\cdot), x(0, t) = x_0(\cdot) \) corresponding to the initial curve \( \Gamma^0 = \text{Image}(x^0) \).

Local existence and continuation of a classical smooth solution to system (3)–(6) has been investigated by the authors in [22], [23]. In this paper we therefore take for granted that classical solutions to (3)–(6) exists on some maximal time interval \([0, T_{\text{max}}]\) (c.f. [23], [20]).

III. THE WULFF SHAPE AND INTERFACIAL ENERGY FUNCTIONAL

The anisotropic curvature driven flow of embedded closed plane curves is associated with the so-called interfacial energy density (anisotropy) function \( \sigma \) defined on \( \Gamma \). It is assumed that \( \sigma = \sigma(\nu) \) is a strictly positive function depending on the tangent angle \( \nu \) only. With this notation we can introduce the total interfacial energy

\[
L_\sigma(\Gamma) = \int_\Gamma \sigma(\nu) \, ds
\]

associated with a given anisotropy density function \( \sigma \). If \( \sigma \equiv 1 \) then \( L_1(\Gamma) \) is just the total length \( L(\Gamma) \) of a curve \( \Gamma \). The Wulff shape is defined as an intersection of hyperplanes:

\[
W_\sigma = \bigcap_{\nu \in S^1} \left\{ x = (x_1, x_2)^T; -x \cdot N \leq \sigma(\nu) \right\}.
\]

If the boundary \( \partial W_\sigma \) of the Wulff shape is smooth and it is parameterized by \( \partial W_\sigma = \{x = -\sigma(\nu)N + \sigma(\nu)T, \nu \in [0, 2\pi]\} \), then, it follows from the relation \( \partial_i \nu = k \) that \( T = \partial_\nu x = (-\sigma'(\nu) + \alpha)kN + (\sigma(\nu) + \alpha'(\nu))kT \). Hence \( a(\nu) = \sigma'(\nu) \) and \( (\sigma(\nu) + \alpha''(\nu))k = 1 \) holds and the boundary \( \partial W_\sigma \) can be parameterized as follows:

\[
\partial W_\sigma = \{x; x = -\sigma(\nu)N + \sigma'(\nu)T, \nu \in [0, 2\pi]\},
\]

and its curvature is given by \( k = (\sigma(\nu) + \alpha''(\nu))^{-1} \). Let us denote by \( k_\sigma \) the anisotropic curvature defined by \( k_\sigma := (\sigma(\nu) + \alpha''(\nu))k \). It means that the anisotropic curvature \( k_\sigma \) of the boundary \( \partial W_\sigma \) of the Wulff shape \( W_\sigma \) is constant, \( k_\sigma \equiv 1 \). Moreover, the area \( |W_\sigma| = A(\partial W_\sigma) \) of the Wulff shape satisfies:

\[
|W_\sigma| = -\frac{1}{2} \int_{\partial W_\sigma} x \cdot N \, ds = \frac{1}{2} \int_{\partial W_\sigma} \sigma(\nu) \, ds = \frac{1}{2} L_\sigma(\partial W_\sigma).
\]

Clearly, \( |W_1| = \pi \) for the case \( \sigma \equiv 1 \). If we consider the anisotropy density function \( \sigma(\nu) = 1 + \varepsilon \cos(m\nu) \) for \( m =

Given curve $\Gamma = \Gamma^0$ and the boundary $\Gamma^T = \partial W_\sigma$ of the Wulff shape $W_\sigma$. The homotopy can be realized by taking a suitable normal velocity $\beta$ (eventually depending on the position vector $x$). Using such a normal velocity we deduce the identity:

$$\int_\Gamma k_\sigma ds = \int_{\partial W_\sigma} k_\sigma ds = L(\partial W_\sigma).$$

(9)

It means that $\int_\Gamma k_\sigma ds$ is equal to the length of the boundary $\partial W_\sigma$ of the Wulff shape. The same result has been recently obtained by Barrett et al. in [2, Lemma 2.1]. We can see that identity (9) is a generalization of the rotation number:

$$\frac{1}{\pi} \int_\Gamma kds = 1,$$

since $2\pi = L(\partial W_1)$.

Remark 1: Identity (9) can be easily shown for convex curves. Indeed, if $\Gamma$ is convex then its arc-length parameterization $s$ can be reparameterized by the tangent angle $\nu \in [0, 2\pi]$. We have $\partial_s \nu = k > 0$ and therefore $ds = k^{-1} d\nu$. Hence

$$\int_\Gamma k_\sigma ds = \int_{\partial W_\sigma} \sigma kds = \int_0^{2\pi} \sigma(\nu)d\nu.$$

For the length $L(\partial W_\sigma)$ of the boundary of a convex Wulff shape we obtain

$$L(\partial W_\sigma) = \int_{\partial W_\sigma} ds = \int_0^{2\pi} \frac{1}{k'} d\nu = \int_0^{2\pi} [\sigma(\nu) + \sigma'(\nu)]d\nu = \int_0^{2\pi} \sigma(\nu)d\nu.$$

Therefore $\int_\Gamma k_\sigma ds = L(\partial W_\sigma)$ because $\int_0^{2\pi} \sigma'(\nu)d\nu = 0$ and $k = [\sigma(\nu) + \sigma'(\nu)]^{-1}$ on $\partial W_\sigma$. If $\Gamma$ is not convex we can apply the famous Grayson’s theorem [12]. We let it evolve according to the normal velocity $\beta = k$ until a time $t = T$ when $\Gamma^T$ becomes convex. Using (8) and previous argument we again obtain identity (9).

Let us denote by $L_1$ the total interfacial energy corresponding to $\sigma \equiv 1$, i.e. $L_1 = LW_1$ be the unit circle. Then, by applying identity (9), we deduce

$$L_1(\partial W_\sigma) = L_\sigma(\partial W_1).$$

(10)

Latter identity can be rephrased as follows: the length of the boundary $\partial W_\sigma$ of the Wulff shape equals to the total interfacial energy of the unit circle. It can be easily generalized to the case of arbitrary two anisotropies $\sigma(\nu)$ and $\mu(\nu)$. We have the following proposition:

Theorem 1: Let $\sigma$ and $\mu$ be two smooth anisotropy functions satisfying $\sigma(\nu) + \sigma'(\nu) > 0$, $\mu(\nu) + \mu'(\nu) > 0$. Then the duality

$$L_\mu(\partial W_\sigma) = L_\sigma(\partial W_\mu)$$

(11)

between total interfacial energies of boundaries $\partial W_\sigma$ and $\partial W_\mu$ of Wulff shapes holds.

Proof. Notice that the Wulff shapes $W_\sigma$ and $W_\mu$ are convex sets because $\sigma(\nu) + \sigma'(\nu) > 0$ and $\mu(\nu) + \mu'(\nu) > 0$ hold. For the curvature $k$ at the boundary $\partial W_\sigma$ we have
IV. GRADIENT FLOW FOR THE ANISOPERIMETRIC RATIO.

Recall that for the enclosed area $A = A(\Gamma^t)$ and the total length $L = L(\Gamma^t)$ for a flow of embedded closed plane curves driven in normal direction by the velocity $\beta$ we have
\[
\frac{d}{dt}A + \int_{\Gamma^t} \beta ds = 0, \quad \frac{d}{dt}L + \int_{\Gamma^t} k\beta ds = 0, \tag{14}
\]
(c.f. [18]). Using governing equations (3)–(6), for the total interfacial energy $L_\sigma = L_\sigma(\Gamma^t)$ of a curve $\Gamma^t$, we obtain
\[
\frac{d}{dt}L_\sigma = \frac{d}{dt} \int_{\Gamma^t} \sigma(v) ds = \frac{d}{dt} \int_0^1 \sigma(v) g du = \int_0^1 [\sigma'(v) \partial_\nu g + \sigma(v) \partial_\nu g] du = \int_\Gamma [\sigma'(v) \partial_\nu \beta - \sigma(v) k\beta] ds = -\int_\Gamma [\sigma''(v) \partial_\nu \beta + \sigma(v) k\beta] ds = -\int_\Gamma [\sigma''(v) + \sigma(v)] k\beta ds = -\int_\Gamma k_\sigma \beta ds.
\]
Here we have used the governing equations (5) and (4) with $\alpha \equiv 0$ and the identity $\partial_\nu = \kappa$. For the anisoperimetric ratio
\[
\Pi_\sigma(\Gamma) = \frac{L_\sigma(\Gamma^t)^2}{4W_\sigma A(\Gamma^t)},
\]
we have $\Pi_\sigma(\Gamma) \geq 1$ and, in particular, $\Pi_\sigma(\partial W_\sigma) = 1$ (see Remark 3). Taking into account identities (15) and (14) we obtain
\[
\frac{d}{dt} \Pi_\sigma = \frac{L_\sigma \partial_\nu L_\sigma}{2|W_\sigma|^2} - \frac{L_\sigma^2 \partial_\nu A}{4|W_\sigma|^2 A^2} = \frac{L_\sigma}{2|W_\sigma| A} \int_\Gamma (k_\sigma - \frac{L_\sigma}{2A}) \beta ds.
\]
Hence, the flow driven in the normal direction by the non-locally dependent velocity
\[
\beta = k_\sigma - \frac{L_\sigma}{2A} \tag{18}
\]
represents a gradient flow for the anisoperimetric ratio $\Pi_\sigma$ with the property $\partial_\nu \Pi_\sigma < 0$ for $\beta \neq 0$. Notice that $\beta \equiv 0$ on $\Gamma$ if and only if $\Gamma = \partial W_\sigma$, i.e. $\Gamma$ is homothetically similar to $\partial W_\sigma$.

In the case $\sigma \equiv 1$ the isoperimetric ratio gradient flow has been analyzed by Jiang and Zhu in [14] and by the authors in [22]. In this case the normal velocity has the form: $\beta = -L/(2A)$.

V. A MIXED ANISOPERIMETRIC INEQUALITY

The aim of this section is to prove a mixed anisoperimetric inequality of the form
\[
\frac{L_\sigma(\Gamma) L_\mu(\Gamma)}{\Lambda(\Gamma)} \geq K_{\sigma,\mu}, \tag{19}
\]
which holds for any $C^2$ smooth Jordan curve $\Gamma$ in the plane. Here $K_{\sigma,\mu} > 0$ is a constant depending only on the anisotropy functions $\sigma$ and $\mu$ such that $\sigma(\nu) + \sigma''(\nu) > 0$ and $\mu(\nu) + \mu''(\nu) > 0$ hold for any $\nu$. The existence of a minimizer of the mixed anisoperimetric ratio is discussed in Remark 2. The idea of the proof of the inequality (19) is rather simple and consists in solving the constrained minimization problem:
\[
\min_{\Gamma} L_\sigma(\Gamma), \quad \text{s.t.} \quad L_\mu(\Gamma) = c A(\Gamma), \tag{20}
\]
where $c > 0$ is a given constant. To this end, let us assume that a curve $\Gamma = \Gamma(x)$ is parameterized by a $C^2$ smooth function $x : S^1 \to \mathbb{R}^2$. If we denote $g \equiv g(x) = |\partial_\nu x|$ the local length then, for the derivative of $g$ in the direction $y : S^1 \to \mathbb{R}^2$, we obtain $2g(x)g'(x)y = 2(\partial_\nu x \cdot \partial_\nu y)$ and so
\[
g'(x)y = (T \cdot \partial_\nu y) g.
\]
Here and here after, for scalar-valued function $f(x)$ and vector-valued function $f(x) = (f_1(x), f_2(x))^T$ we denote their derivatives in the direction $y$ by
\[
f'(x)y := \nabla f(x) \cdot y = \lim_{\varepsilon \to 0} \frac{f(x + \varepsilon y) - f(x)}{\varepsilon},
\]
\[
f'(x)y := \begin{pmatrix} f'_1(x)y \\
f'_2(x)y \end{pmatrix},
\]
respectively.

As for the tangent vector $T = T(x) = (\cos \nu, \sin \nu)^T$, we have $T'(x)y = g^{-1}\partial_\nu x = g^{-2}\partial_\nu x g'(x)y = \partial_\nu y = (N \cdot \partial_\nu y) T = (N \cdot \partial_\nu y) T$. As $N = (-\sin \nu, \cos \nu)^T$, for the derivative of the tangent angle $\nu = \nu(x), \nu'(x) = N \cdot \partial_\nu y$. We obtain
\[
\nu'(x)y = N \cdot \partial_\nu y. \tag{22}
\]
Recall that $k_\sigma := (\sigma(\nu) + \sigma''(\nu)) k$ and $\partial_\nu k = k$. Since $L_\sigma(\Gamma) = \int_\Gamma \sigma(\nu) g du = \int_0^1 [\sigma'(\nu) \nu'(x) y g + \sigma(\nu) g'(x) y] du$
\[
= \int_\Gamma [\sigma'(\nu) (N \cdot \partial_\nu y) + \sigma(\nu) (T \cdot \partial_\nu y)] ds
\]
\[
= \int_\Gamma [\sigma'(\nu) \partial_\nu \nu(N \cdot y) + \sigma' \nu) k(T \cdot y) + \sigma(\nu) k(N \cdot y)] ds
\]
\[
= \int_\Gamma [\sigma(\nu) + \sigma''(\nu)] k(N \cdot y) ds
\]
\[
= \int_\Gamma k_\sigma (N \cdot y) ds.
\]
Hence
\[
L'_\sigma(\Gamma(x))y = -\int_\Gamma k_\sigma (N \cdot y) ds,
\]
\[
L'_\mu(\Gamma(x))y = -\int_\Gamma k_\mu (N \cdot y) ds. \tag{23}
\]
For the area $A = A(\Gamma)$ enclosed by a Jordan curve $\Gamma = \Gamma(x)$ we have $A = \frac{1}{2} \int_0^1 \det (x, \partial_x x) du$. Therefore
\[
A'(\Gamma(x)) y = \frac{1}{2} \int_0^1 \det(y, \partial_x x) + \det(x, \partial_x y) du
\]
\[= \int_0^1 \det(y, \partial_x x) du = \int_\Gamma \det(y, T) ds.
\]
Since $\det(y, T) = -y \cdot N$ we obtain
\[
A'(\Gamma(x)) y = -\int_\Gamma N \cdot y ds. \quad (24)
\]
In order to solve the constrained minimization problem (20) we introduce the Lagrange function $L(x, \lambda) = L_\sigma(\Gamma(x)) + \lambda(\Gamma(x) - cA(\Gamma(x)))$ with $\lambda > 0$.

Then the first order condition for $\hat{\Gamma} = \Gamma(x)$ to be a minimizer of (20) reads as follows: $0 = L'_\sigma(x, \lambda)y = L_\sigma'(\Gamma(x))y + \lambda(L_\mu'(\Gamma(x))y - cA'(\Gamma(x))y)$ at $x = \hat{x}$.

Latter equality has to be satisfied for any smooth function $y : S^1 \to \mathbb{R}^2$. Taking into account (23) and (24) we obtain
\[
k_\sigma + \lambda k_\mu = k_c, \quad \text{on } \hat{\Gamma}.
\]
It means that
\[
k_\sigma = \lambda c, \quad \text{on } \hat{\Gamma}, \quad \text{where } \sigma = \sigma + \lambda u. \quad (25)
\]
In other words, $\hat{\Gamma} = \frac{1}{\lambda c} \partial W_\sigma$ (up to an affine translation in the plane $\mathbb{R}^2$). The Lagrange multiplier $\lambda \in \mathbb{R}$ can be computed from the constraint $L_\sigma(\hat{\Gamma}) = cA(\hat{\Gamma})$. It follows from duality (11) (see Proposition 1) that
\[
L_\mu(\partial W_\sigma) = L_\sigma(\partial W_\sigma) = L_\sigma(\partial W_\sigma) + \lambda L_\mu(\partial W_\sigma).
\]
To calculate the enclosed area $A(\Gamma) = \frac{1}{\lambda c} A(\partial W_\sigma)$ we make use of the identity $A(\partial W_\sigma) = \frac{1}{2} L_\sigma(\partial W_\sigma)$. Clearly, as $\sigma = \sigma + \lambda u$ we obtain
\[
L_\sigma(\partial W_\sigma) = L_\sigma(\partial W_\sigma) + \lambda L_\mu(\partial W_\sigma)
\]
\[= L_\sigma(\partial W_\sigma) + \lambda L_\sigma(\partial W_\sigma) + 2 \lambda L_\mu(\partial W_\sigma).
\]
Since $\frac{1}{\lambda c} L_\mu(\partial W_\sigma) = L_\mu(\Gamma) = cA(\Gamma) = \frac{\pi}{\lambda c} A(\partial W_\sigma)$ we end up with the identity
\[
1 \left( \frac{L_\sigma(\partial W_\sigma) + 2 \lambda A(\partial W_\sigma) \right) = \frac{c}{\lambda c^2} \left( A(\partial W_\sigma) + \lambda L_\sigma(\partial W_\sigma) + \lambda^2 A(\partial W_\sigma).\right)
\]
Since the Lagrange multiplier $\lambda > 0$ it is given by $\lambda = \sqrt{A(\partial W_\sigma)/A(\partial W_\sigma)}$. Furthermore,
\[
L_\sigma(\partial W_\sigma) = L_\sigma(\partial W_\sigma) = L_\sigma(\partial W_\sigma) + \lambda L_\mu(\partial W_\sigma)
\]
\[= 2 A(\partial W_\sigma) + \lambda A(\partial W_\sigma).
\]
Now, let $\Gamma$ be an arbitrary $C^2$ smooth Jordan curve in the plane. Set $c = L_\mu(\Gamma)/A(\Gamma)$. Then
\[
\frac{L_\sigma(\Gamma) L_\mu(\Gamma)}{A(\Gamma)} = \frac{c L_\sigma(\Gamma) \geq c L_\sigma(\hat{\Gamma}) = \frac{c}{\lambda c} L_\sigma(\partial W_\sigma)}{\lambda c} \geq \frac{2 \sqrt{A(\partial W_\sigma) A(\partial W_\sigma)} + L_\sigma(\partial W_\sigma)}{\lambda c}.
\]

Remark 2: The proof of existence of a minimizer of the mixed anisoperimetric ratio $L_\sigma(\Gamma) L_\mu(\Gamma)/A(\Gamma)$ is as follows: let $\Gamma^n = \Gamma(x^n)$ be a sequence of Jordan curves minimizing this ratio. As $L_\sigma(\gamma \Gamma) = \gamma L_\sigma(\Gamma)$, and $A(\gamma \Gamma) = \gamma^2 A(\Gamma)$ for each $\gamma > 0$, without loss of generality, we may assume $L(\Gamma^n) = 1$ for all $n \in \mathbb{N}$. We can also fix the barycenter of $\Gamma^n$ at the origin. Since $c_0 L(\Gamma) \leq L_\sigma(\Gamma) \leq c_1 L(\Gamma)$ where $0 < c_0 = \min \sigma \leq c_1 = \max \sigma < \infty$, then, by the isoperimetric inequality, the value of the infimum is positive. Moreover, the parameterization $x^n$ of $\Gamma^n$ can be chosen in such a way that $|\partial x^n| = L(\Gamma^n) = 1$. As a consequence, the position vectors $(x^n(t), t \in [0, 1])$ are uniformly bounded. By the Arzelà-Ascoli theorem there is a convergent subsequence converging to some function $(x(t), t \in [0, 1])$ which is the minimizer of the mixed anisoperimetric inequality.

In summary, we have shown the following mixed anisoperimetric inequality:

Theorem 2: Let $\Gamma$ be a $C^2$ smooth Jordan curve in the plane. Then
\[
\frac{L_\sigma(\Gamma) L_\mu(\Gamma)}{A(\Gamma)} \geq K_{\sigma, \mu}, \quad (26)
\]

Remark 3: If $\sigma = \mu = 1$ we obtain the well known isoperimetric inequality $L(\Gamma)^2/A(\Gamma) \geq K_{1,1} \equiv \frac{4\pi^2}{\sqrt{W_1}} + L(W_2) = 4\pi$. If $\sigma = \mu$ we obtain the anisoperimetric inequality $L_\sigma(\Gamma)^2/A(\Gamma) \geq K_{\sigma, \sigma} = 2|W_1|^2 + L_\sigma(\partial W_\sigma) = 4|W_1|^2$. Finally, if $\mu \equiv 1$ we obtain the mixed anisoperimetric inequality
\[
\frac{L_\sigma(\Gamma) L_\mu(\Gamma)}{A(\Gamma)} \geq K_{\sigma, 1} \equiv 2\pi|W_\sigma|/L(\partial W_\sigma).
\]

Remark 4: In the case $\mu = \sigma$, the anisoperimetric inequality in the plane has been stated in a paper by G. Wulff [24] from 1901. Later, it was proved by Dinghas in [4] for a special class of polytopes. Recently, Fonseca and Müller [5] proved the anisotropic inequality in the plane. Later Fusco et al. [6] proved it in arbitrary dimension. Giga in [10] pointed out that the anisotropic inequality where $\mu = \sigma$ are $\pi$-periodic function is the isoperimetric inequality in a suitable Minkowski metric. It is a useful tool in the proof of anisotropic version of the so-called Gage’s inequality (c.f. [9, Corollary 4.3]).

However, in all aforementioned proofs, the surface energy was associated with a functional $L_\sigma(\Gamma) = \int_0^1 \Phi(N) ds$ where $\Phi : \mathbb{R}^2 \to \mathbb{R}$ is an absolute homogeneous anisotropy function of degree one, i.e. $\Phi(t x) = |t| \Phi(x)$ for all $t \in \mathbb{R}, x \in \mathbb{R}^2$. The relation between our description of anisotropy and the latter one is: $\sigma(\nu) = \Phi(-\sin \nu, \cos \nu)$ and, conversely, $\Phi(x) = \sigma(\nu)$ where $x/|x| = (-\sin \nu, \cos \nu)$. Since we do not require $\pi$-periodicity of $\sigma$, in our approach of description of anisotropy we therefore allow for non-symmetric anisotropies, like e.g. functions $\sigma$ with odd degree $m$ (see Fig 1) corresponding thus to anisotropy function $\Phi$ which are positive homogeneous only, i.e. $\Phi(t x) = t \Phi(x)$ for any $t \geq 0, x \in \mathbb{R}^2$. 
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In the case of general anisotropy functions \( \mu \neq \sigma \), the mixed anisoperimetric inequality derived in Theorem 2 is, to our best knowledge, new even in the case of symmetric \((\pi\text{-periodic})\) anisotropy functions.

VI. CONVEXITY PRESERVATION, TEMPORAL AREA AND LENGTH BEHAVIOR

In this section we analyze behavior of the enclosed area \( A(\Gamma^t) \) of a curve \( \Gamma^t \) evolved in the normal direction by the anisoperimetric ratio gradient flow, i.e. \( \beta = k_\sigma - L_\sigma/(2A) \).

First we prove the preservation of convexity result stating that the anisoperimetric ratio gradient flow preserves convexity of evolved curves. In the case of the isoperimetric ratio gradient flow of convex curves with \( \beta = k - L/(2A) \), the convexity preserving has been established by Jiang and Pan in \([14]\). However, similarly, as Mu and Zhu in \([16]\), they utilized the Gauss parameterization of the curvature equation (3) by the tangent angle \( \nu \) and this is why their results are applicable to evolution of convex curves only. Moreover, we show the anisoperimetric ratio gradient flow may initially increase the total length and decrease the enclosed area. This phenomenon cannot be found in the isoperimetric ratio gradient flow (c.f. \([14], [22]\)).

**Theorem 3:** Let \( \Gamma^t, t \in [0, T_{max}] \), be the anisoperimetric ratio gradient flow of smooth Jordan curves in the plane evolving in the normal direction by the velocity \( \beta = k_\sigma - \frac{L_\sigma}{2A} \). If the curve \( \Gamma^{t_0} \) is convex at some time \( t_0 \in [0, T_{max}] \) then \( \Gamma^t \) remains convex for any \( t \in [t_0, T_{max}] \).

**Proof:** Since \( \partial_t k = \partial_t^2 k + \beta k^2 + \partial_t \nu k_\sigma = \partial_t k_\sigma + T_k \) we have

\[
\partial_t k_\sigma = (\partial_t \nu) k_\sigma + \partial_t \nu \cdot \partial_t k + \partial_t \nu \cdot \partial_t k \frac{\partial \nu}{\partial k_\sigma}
\]

where \( \partial \nu := (\sigma(\nu) + \sigma''(\nu)/2 \geq 0 \).

Let us denote by \( K(t) = \min_{s \in (-t, t)} k_\sigma(s, t) \) the minimum of the anisotropic curvature \( k_\sigma(\nu) \) over the curve \( \Gamma^t \). Denote by \( s^*(t) \in [0, L^t] \) the argument of the minimum of \( k_\sigma \), i.e. \( K(t) = k_\sigma(s^*(t), t) \). Then \( \partial_t k_\sigma(s^*(t), t) = 0 \) and \( \partial^2_k k_\sigma(s^*(t), t) \geq 0 \). Hence

\[
K'(t) \geq \frac{1}{\Delta(t)} K(t)^2 K(t) + F^{t+}_k,
\]

where \( \Delta(t) = \partial(\nu(s^*(t), t)) \), and \( F^{t+}_k = -L_\sigma^t/(2A^t) \). Notice that \( \Delta(t) \geq \Delta_{\min} := \min_{t \in [0, T_{max}]} \partial \nu(\nu) > 0 \) for all \( t \in [0, T_{max}] \). Suppose that \( K \) is a solution to this ordinary differential inequality existing on some interval \([t_0, T_{max}]\) and such that \( K(t_0) > 0 \). Then, it should be obvious that \( K(t) > 0 \) for \( t \in [t_0, T_{max}] \) provided that

\[
\inf_{t_0 \leq s < t^*} F^{k}(s) > -\infty,
\]

for every \( 0 < t^* < T_{max} \). In order to prove convexity preservation for the anisoperimetric ratio gradient flow it is therefore sufficient to verify that the nonlocal part \( F^{t+}_k = -L_/\sigma^t/(2A^t) \) remains bounded from below for \( t \geq t_0 \). To prove boundedness of \( F^t_k \) from below we utilize a property of the anisoperimetric ratio. Indeed, as \( \beta = k_\sigma - L_\sigma/(2A) \) represents gradient flow for the anisoperimetric ratio \( \Pi_\sigma^t = (L_/\sigma^t)^2/(4W_\sigma|A^t|) \) we have \( 1 \leq \Pi_\sigma^t \leq \Pi_\sigma^0 \) for all \( t \in [0, T_{max}] \). Thus

\[
F^{t+}_k = -\frac{L_/\sigma^t}{2A^t} \geq -\frac{\sqrt{2}}{2A^0} \frac{L_/\sigma^t}{L_/\sigma^0}.
\]

Now, since the classical solution exists on the time interval \([0, T_{max}]\) then \( \min_{t \in [0, T_{max}]} L_/\sigma^t > 0 \) for each \( 0 < t^* < T_{max} \). Hence the estimate (27) follows.

In what follows, we shall investigate the enclosed area and length behavior of curves evolved by the normal velocity \( \beta = k_\sigma - L_\sigma/(2A) \) representing thus a gradient flow for the anisoperimetric ratio.

Using the area equation (14) we obtain

\[
\frac{d}{dt} A = -L(\partial W_\sigma) + \frac{LL_\sigma}{2A}. \quad (28)
\]

By applying the isoperimetric inequality (see Remark 3) for the case \( \sigma \equiv 1 \) and any curve \( \Gamma = \Gamma^t \), the following inequality:

\[
\frac{d}{dt} A = -2\pi + L(\Gamma)^2 \geq 0
\]

holds. It means that the gradient flow for the isoperimetric ratio does not decrease the enclosed area. On the other hand, if anisotropy density function \( \sigma \neq \text{const} \), then for a curve \( \Gamma = \Gamma^t \equiv \partial W_\sigma \) corresponding to the Wulff shape \( W_\sigma \) with the anisotropy function \( \sigma = \sqrt{\pi \sigma + \sqrt{\Pi W_\sigma}} \) we obtain

\[
\frac{d}{dt} A = \sqrt{\pi |W_\sigma|} - \frac{1}{2} L(\partial W_\sigma) < 0 \quad (29)
\]

due to the isoperimetric inequality \( L(\partial W_\sigma)^2 \geq 4\pi A^1(\partial W_\sigma) = 4\pi |W_\sigma| \). It means that the gradient flow for the anisoperimetric ratio may initially decrease the enclosed area for special initial curves.

Next we recall the isoperimetric inequality by Gage. According to \([7]\) the following inequality holds:

\[
\int_\Gamma k_2 d_s \geq \frac{\pi L^0}{A} \quad (30)
\]

for any convex \( C^2 \) smooth Jordan curve in the plane. The equality in (30) holds iff \( \Gamma \) is a circle. Therefore, in the case of isoperimetric gradient flow with \( \sigma \equiv 1 \) and the convex curve \( \Gamma^t \), we have

\[
\frac{d}{dt} L^t = -\int \partial k_\sigma d_s = -\int k_2 d_s + \frac{\pi L^0}{A} \leq 0 \quad (31).
\]

However, if \( \sigma \neq \text{const} \) is a smooth nonconstant anisotropy density function such that \( \sigma + \sigma'' > 0 \), there exists an initial curve \( \Gamma^{t_0} \) such that the length \( L^t \) may initially increase, i.e. \( \frac{dl}{dt} \geq 0 \) at \( t = 0 \). Indeed, let \( \Gamma^{t_0} \) be an initial curve which homothetically similar to the boundary \( \partial W_\sigma \) of the Wulff shape corresponding to the mixed anisotropy function \( \sigma = a \sigma + b \) where \( a, b > 0 \) are constants. Then

\[
k_\sigma = k_2 \frac{1}{a} = k_\sigma - \frac{b}{a} k.
\]
Hence \( k_\sigma = \frac{1}{a} - \frac{2}{c} k \) on the Wulff shape \( \Gamma = \Gamma^0 = \partial W_\sigma \) because \( k_\sigma \equiv 1 \) on \( \partial W_\sigma \). Using (14), we have

\[
\frac{d}{dt} L^\dagger = - \int_\Gamma k_\sigma ds + \frac{L_\sigma(\partial W_\sigma)}{A(\partial W_\sigma)} \int_\Gamma k^2 ds - \frac{2}{\sigma} L_\sigma(\partial W_\sigma) A(\partial W_\sigma).
\]

at \( t = 0 \). Since \( \sigma = (\sigma - b)/a \) we have

\[
L_\sigma(\partial W_\sigma) = \int_{\partial W_\sigma} \frac{\sigma - b}{a} ds,
\]

\[
= \frac{1}{a} L_\sigma(\partial W_\sigma) - \frac{b}{a} L(\partial W_\sigma),
\]

\[
= \frac{2}{a} A(\partial W_\sigma) - \frac{b}{a} L(\partial W_\sigma).
\]

Thus

\[
\frac{d}{dt} L^\dagger = \frac{b}{a} \left( \int_{\partial W_\sigma} k^2 ds - \frac{L(\partial W_\sigma)}{a(\partial W_\sigma)} \right) > 0 \quad \text{at} \quad t = 0,
\]

due to inequality (30) and the fact that \( \partial W_\sigma \) is a convex curve different from a circle for \( \sigma \neq \text{const} \).

In summary, we have shown the following result.

**Theorem 4:** If \( \sigma \equiv 1 \) then the anisoperimetric ratio gradient
flow with the normal velocity \( \beta = k - L/(2A) \) is area nondecreasing and length nonincreasing flow of smooth Jordan curves \( \Gamma^t, t \in [0,T_{\text{max}}] \) in the plane provided that \( \Gamma^0 \) is a convex curve.

Assume the anisotropy function \( \sigma \) is not constant and such that \( \sigma + \sigma' > 0 \). Let \( \Gamma^0 \) be an initial curve which is homothetically similar to the boundary \( \partial W_\sigma \) of a Wulff shape with the modified anisotropy density function \( \bar{\sigma} = \sigma + b \) where \( a, b \) are constants, \( a, b > 0 \). Then, for the anisoperimetric ratio gradient flow \( \Gamma^t, t \in [0,T_{\text{max}}] \), evolving in the normal direction by the velocity \( \beta = k_\sigma - \frac{L_\sigma}{A(\partial W_\sigma)} \), we have

1) \( \frac{d}{dt} L(\Gamma^t) > 0 \) at \( t = 0 \).

2) If, moreover, \( a/b = \sqrt{\pi}/\sqrt{|W_\sigma|} \) then \( \frac{d}{dt} A(\Gamma^t) < 0 \) at \( t = 0 \).

### VII. A COUNTEREXAMPLE TO THE COMPARISON PRINCIPLE

The aim of this section is to demonstrate that the comparison property does not hold under the anisoperimetric gradient flow, which is quite in contrast to the total-length gradient flow \( \beta = k \). It is a well-known fact that the comparison argument plays a key role in the proof of the famous Gage-Hamilton-Grayson theorem for the curvature driven flow \( \beta = k \), and it states that two smooth curves, one of them included in the closure of the interior of the second one, evolved by the normal velocity \( \beta = k \) never intersects each other \([11], [12]\). The aim of this section is to show that the analogous comparison property does not hold for the anisoperimetric gradient flow. As the flow \( \beta = k_\sigma - \frac{L_\sigma}{A(\partial W_\sigma)} \) is nonlocal, violation of comparison principle can be expected. Nevertheless, we provide an explicit construction of a counterexample in this section.

Clearly, any curve \( \Gamma \) homothetically similar to the Wulff shape \( \partial W_\sigma \) is a stationary curve, i.e. \( \beta \equiv 0 \) on \( \Gamma \). Indeed, \( k_\sigma \equiv 1 \) on \( \partial W_\sigma \) and \( F_{\partial W_\sigma} = -L_\sigma(\partial W_\sigma)/(2A(\partial W_\sigma)) = -1 \) and therefore \( \beta = k_\sigma + F_{\partial W_\sigma} \equiv 0 \) on \( \partial W_\sigma \).

In what follows, we shall construct a smooth initial curve \( \Gamma^0 \) containing in its interior the Wulff shape \( \partial W_\sigma \) and such that \( \Gamma^t \) intersects the stationary Wulff shape \( \partial W_\sigma \) for all sufficiently small times \( 0 < t \ll 1 \). The construction is as follows. First, we shall construct a nonsmooth curve \( \tilde{\Gamma} \) as the union \( \tilde{\Gamma} = \partial W_\sigma \cup r \cdot \partial W_1 \) of the Wulff shape \( \partial W_\sigma \) and the circle \( r \cdot \partial W_1 \) of a radius \( r > 0 \) touching the Wulff shape from outside at a point \( y \) (see Fig 2 (left)). For such a curve we have

\[
F_{\tilde{\Gamma}} = -\frac{L_\sigma(\tilde{\Gamma})}{2(2A(\partial W_\sigma) + A(r \cdot \partial W_1))} = -\frac{L_\sigma(\partial W_\sigma) + rL_\sigma(r \cdot \partial W_1)}{L_\sigma(\partial W_\sigma) + 2\pi r^2}
\]

because \( A(\partial W_\sigma) = L_\sigma(\partial W_\sigma)/2 \). Hence \( F_{\tilde{\Gamma}} > -1 \) provided that the radius \( r \) is sufficiently large, \( r > L_\sigma(\partial W_\sigma)/\pi \).

For instance, if \( \sigma(\nu) = 1 + \epsilon \cos(\nu) \), then \( r > 1 \) because \( L_\sigma(\partial W_\sigma) = 2\pi(\text{see section 3}) \).

Let \( \tilde{x}^0 \in \tilde{\Gamma} \cap \partial W_\sigma \) be a point different from \( y \) and belonging to a part of the curve representing the Wulff shape. Now, let us construct an initial smooth curve \( \Gamma^0 \) which is a continuous perturbation of \( \tilde{\Gamma} \), it contains the Wulff shape in the closure of its interior, and such that \( \Gamma^0 \equiv \tilde{\Gamma} \) in some neighborhood \( \mathcal{O}(\tilde{x}) \) of \( \tilde{x} \) (see Fig 2 (right)). The anisoperimetric ratio gradient flow \( \Gamma^t, t \geq 0 \), starting from \( \Gamma^0 \) intersects the stationary Wulff shape \( \partial W_\sigma \) in the neighborhood \( \mathcal{O}(\tilde{x}) \) for any time \( 0 < t < 1 \) (\( \Gamma^t \) is plotted by a dashed curve in Fig 2 (right)). This is a consequence of the fact that the normal velocity \( \beta \) at \( \tilde{x}^0 \) is strictly positive for \( t = 0 \) because \( \beta = k_\sigma + F_{\tilde{\Gamma}^0} = 1 + F_{\tilde{\Gamma}^0} > 0 \) at \( \tilde{x}^0 \), and \( \Gamma^0 \cap \mathcal{O}(\tilde{x}) = \partial W_\sigma \cap \mathcal{O}(\tilde{x}) \), i.e. \( k_\sigma = 1 \) at \( x^0 \).

**Fig. 2.** An initial nonsmooth curve \( \tilde{\Gamma} \) (left) and its smooth perturbation \( \Gamma^0 \) (right). Failure of a comparison principle occurs at the point \( \tilde{x}^0 \) and \( 0 < t \ll 1 \).

### VIII. NUMERICAL EXPERIMENTS

In this section we present several examples of evolution of plane curves minimizing their anisoperimetric ratio. Our scheme belongs to a class of boundary tracking methods taking into account tangential redistribution. In construction of the scheme we employed flowing finite volume discretization in space with a nontrivial tangential velocity, and semi-implicit discretization in time. The advantage of applying a nontrivial tangential velocity consists in its capability to overcome various numerical instabilities of a flow of plane curves like swallow tails and/or merging of numerical grid points leading to break-up of the numerical scheme known for the case when the numerical scheme is constructed with no tangential redistribution. One can find recent progress in \([22], [23]\). Such a scheme is simple and fast, but even if the original problem has a variational structure, it is unclear that the discretized problem has variational structure. On the other hand, in \([3]\), the authors proposed a semi-discrete...
scheme with variational structure in a discrete sense. Their scheme has the second order of accuracy in time. However, discretized polygonal curves are restricted to a certain class of curves which is analogous to the admissible class in crystalline curvature flows or crystalline algorithm. In what follows, we propose a hybrid scheme taking into account advantages from both aforementioned schemes.

**Discretization scheme.** For a given initial \( N \)-sided polygonal curve \( P^0 = \bigcup_{i=1}^{N} S_i^0 \), we will find a family of \( N \)-sided polygonal curves \( \{ P_j^i \}_{j=1}^{i} \), \( P_j^i = \bigcup_{i=1}^{N} S_i^j \), where \( S_i^j = [x_{i-1}^j, x_i^j] \) is the \( i \)-th edge with \( x_0^j = x_N^j \) for \( j = 0, 1, 2, \cdots \). The initial polygon \( P^0 \) is an approximation of \( \Gamma^0 \) satisfying \( \{ x_i^0 \}_{i=1}^{N} \in P^0 \cap \Gamma^0 \), and \( P^j \) is an approximation of \( \Gamma^j \) at the time \( t = t_j \), where \( t_{j+1} = t_j + \tau \) is the \( j \)-th discrete time \( (j = 0, 1, 2, \cdots) \) if we use a fixed time increment \( \tau > 0 \), or \( t_j = \sum_{i=0}^{j} \tau_i \) \((j = 1, 2, \cdots; \tau_0 = 0)\) if we use adaptive time increments \( \tau_i > 0, i = 0, 1, \cdots, j-1 \). The updated curve \( P^j+1 \) is determined from the data for \( P^j \) at the previous time step by using discretization in space and time. Our two steps scheme will be constructed as follows: in the first step we construct moving polygonal curves which is continuous in time and discrete in space. In the second step we make use of the semi-implicit time discretization scheme for moving polygonal curves.

**Step 1:** Moving polygonal curves. Let \( P(t) = \bigcup_{i=1}^{N} S_i(t) \) be an \( N \)-sided polygonal curve continuously in time with \( P(0) = P^0 \), where \( S_i(t) = [x_{i-1}(t), x_i(t)] \) is the \( i \)-th edge and \( x_i(t) \) is the \( i \)-th vertex \((i = 1, 2, \cdots, N; x_0(t) = x_N(t)) \). The length of \( S_i \) is denoted by \( b_i = \sqrt{(x_i^2 - x_{i-1}^2)^2 + (x_i^1 - x_{i-1}^1)^2} \). The \( i \)-th unit tangent vector \( T_i \) can be obtained from \( T_i = \frac{x_i - x_{i-1}}{b_i} \), and the \( i \)-th unit vector tangent angle \( \nu_i \) is obtained from \( \nu_i = \arccos(T_{1i}) = \arccos(x_{1i}, \sin T_{1i}) \). In the following way: Firstly, from \( T_1 = (T_{11}, T_{12})^T \), we obtain \( \nu_1 = \arccos(T_{11}) \) if \( T_{12} < 0 \); \( \nu_1 = \arccos(T_{11}) \) if \( T_{12} \geq 0 \). Secondly, for \( i = 1, 2, \cdots, N \) we successively compute \( \nu_{i+1} \) from \( \nu_i \):

\[
\nu_{i+1} = \begin{cases} 
\nu_i - \arccos(f), & \text{if } D < 0, \\
\nu_i + \arccos(f), & \text{if } D > 0, \\
\nu_i, & \text{otherwise,}
\end{cases}
\]

where \( D = \det(T_i, T_{i+1}). I = T_i \cdot T_{i+1}. \) Finally, we obtain \( \nu_N = \nu_0 - (\nu_{N-1} + \nu_N) \). Then the \( i \)-th interval tangent vector \( N_i \) is given by \( N_i = (\sin \nu_i, \cos \nu_i)^T \).

Let us let the ‘double’ volume \( S_i^* = [x_i^*, x_{i-1}^*, x_i^* x_{i-1}^*] \) of \( S_i \), where \( x_i^* = (x_{i-1} + x_i)/2 \) is the midpoint of the \( i \)-th edge \( S_i \). \( S_i^* = \bigcup_{i=1}^{N} S_i^* \). The length of \( S_i^* \) is \( r_i^* = (r_{i+1} + r_i)/2 \). Then the total length of \( P \) is \( L = \sum_{i=1}^{N} r_i = \sum_{i=1}^{N} r_i^* \), and the enclosed area of \( P \) is \( A = \sum_{i=1}^{N} x_i^* N_i^* / 2 = \sum_{i=1}^{N} x_i^* x_{i-1}^* / 2 \).

We define the \( i \)-th unit tangent angle of \( S_i^* \) by \( \nu_i^* = (\nu_i + \nu_{i-1})/2 \), where \( \phi_i = \nu_i + \nu_{i-1} \) is the angle between the adjacent two edges. Then the \( i \)-th tangent vector at the vertex \( x_i \) is \( T_i^* = (\cos \nu_i^*, \sin \nu_i^*)^T \) and the inward normal vector \( N_i^* = (\sin \nu_i^*, \cos \nu_i^*)^T \). Hereafter we will use the following abbreviations:

\[
c_i = \cos \phi_i/2, \quad s_i = \sin \phi_i/2, \quad (i = 1, 2, \cdots, N).
\]

Then it is easy to check that

\[
T_i^* = c_i T_i + s_i N_i, \quad N_i^* = c_i N_i - s_i T_i, \quad (i = 1, 2, \cdots, N).
\]

The evolution equations of \( P(t) \) read as follows:

\[
\dot{x}_i = \alpha_i T_i^* + \beta_i N_i^* \quad (i = 1, 2, \cdots, N),
\]

where \( \alpha_i \) and \( \beta_i \) are quantities defined on \( S_i^* \). Here and hereafter, we denote \( \dot{u} = du/dt \). The tangential velocities \( \{ \alpha_i \} \) are defined below and the \( i \)-th normal velocity \( \beta_i \) is defined as

\[
\beta_i = \frac{\beta_i^* + \beta_{i+1}^*}{2c_i^*} \quad (i = 1, 2, \cdots, N),
\]

where the \( i \)-th normal velocity \( \beta_i^* \) is defined on \( S_i \). It is an approximation of \( \delta \) such as

\[
\beta_i^* = \delta_i k_i + \mathcal{F}_i \quad (i = 1, 2, \cdots, N).
\]

Here \( k_i \) is the \( i \)-th curvature and the constant value on \( S_i \) defined as

\[
k_i = \frac{\tan(\phi_i/2) + \tan(\phi_{i-1}/2)}{r_i} \quad (i = 1, 2, \cdots, N),
\]

which is the same as the polygonal curvature in [3], and \( \delta_i \) is an approximation of \( \delta(v_i) \) defined later. Then we obtain the time evolution of the total length of \( P(t) \):

\[
\dot{L} = -2 \sum_{i=1}^{N} \beta_i s_i - \sum_{i=1}^{N} k_i \beta_i T_i,
\]

and the time evolution of the enclosed area of \( P(t) \):

\[
\dot{A} = -2 \sum_{i=1}^{N} \beta_i r_i + \eta_A,
\]

\[
err_A = -2 \sum_{i=1}^{N} \beta_i r_{i+1} - 2r_i + r_{i-1} + \frac{\sum_{i=1}^{N} \alpha_i s_i - r_i}{4}.
\]

These identities represent a discrete version of equations (14) provided that the distribution \( r_i = L/N_i, i = 1, 2, \cdots, N \), is uniform because the error term \( \eta_A \) is 0 vanishing.

To realize this uniform distribution asymptotically, we assume that

\[
n_i = \frac{L}{N} = \eta_A e^{-f(t)}
\]

\[
(\sum_{i=1}^{N} n_i = 0, f(t) \rightarrow \infty \text{ as } t \rightarrow T_{\max} \leq \infty).
\]

By using a relaxation term \( \omega(t) = f'(t) \) we obtain

\[
\dot{n}_i = \frac{L}{N} - n_i \omega(t), \quad \int_{0}^{T_{\max}} \omega(t) \, dt = \infty
\]

\((i = 1, 2, \cdots, N)\). Taking into account the relations:

\[
\dot{r}_i = (x_i - x_{i-1}) - T_i,
\]

\[
= -\beta_i s_i - \beta_{i-1} s_{i-1} + c_i \alpha_i - c_{i-1} \alpha_{i-1},
\]

\[
= \frac{L}{N} + \frac{L}{N} - r_i \omega(t),
\]

we deduce \( N - 1 \) equations for tangential velocities \( \alpha_i \) \((i = 2, 3, \cdots, N)\):

\[
\alpha_i = \frac{\Psi_i + c_i \alpha_1}{c_i}, \quad (i = 2, 3, \cdots, N),
\]

\[
\Psi_i = \psi_2 + \psi_3 + \cdots + \psi_i \quad (i = 2, 3, \cdots, N),
\]

\[
\psi_i = \beta_i s_i + \beta_{i-1} s_{i-1} - \frac{2}{N} \sum_{i=1}^{N} \beta_i s_i + \left( \frac{L}{N} - r_i \right) \omega(t).
\]
To determine $\alpha_1$, we add one more linear equation of the form $\sum_{i=1}^{N} \alpha_i p_i = P$, which is independent of the above $N - 1$ equations. Since
\[ R = c_1 \sum_{i=1}^{N} \frac{p_i}{c_i}, \quad Q = \sum_{i=2}^{N} \frac{p_i}{c_i} \varphi_i, \quad \text{(37)} \]
we obtain $\alpha_1 = (P - Q)/R$. Next, we propose three candidates for each $\{p_i\}$ and $P$, and choose one of them in the following way:

**Candidate 1.** We put
\[ p_i = s_i \frac{r_{i+1} - r_i}{2} \quad (i = 1, 2, \cdots, N), \]
\[ P = \sum_{i=1}^{N} \beta_i r_{i+1} - 2r_i + r_{i-1}, \]
and from (37) we calculate $R$ and $Q$. We denote this $R$ by $R_1$. If the above equation holds, then $\text{err}_{\text{ratio}} = 0$ and $\tilde{A} = -\sum_{i=1}^{N} \beta_i r_i$ hold in (35). However, if distribution of grid points are almost uniform, then the above equation is almost nothing. Therefore we need another candidate.

**Candidate 2.** For the $i$-th quantities $F_i$ defined on $S_i$ and $G_i$ defined on $S_i^*$, we define the average along $\mathcal{P}$ such as
\[ \langle F \rangle = \frac{1}{L} \sum_{i=1}^{N} F_i r_i, \quad \langle G \rangle = \frac{1}{L} \sum_{i=1}^{N} G_i r_i^*. \]
Since $L = \sum_{i=1}^{N} r_i = \sum_{i=1}^{N} r_i^*$, we have $\langle 1 \rangle = \langle 1 \rangle^* = 1$. Moreover, for $\sigma_i^* = (\sigma_i + \sigma_{i+1})/2$ defined on $S_i$, the relation $(\alpha_i) = (\alpha_i^*)$ holds.

The second candidate of linear equation is the zero-average $\langle \alpha_i^* \rangle = 0$, that is, $p_i = r_i^*$ for $i = 1, 2, \cdots, N$ and $P = 0$. From this and (37) we calculate $R$ and $Q$. We denote this $R$ by $R_2$.

The purpose of this section is to present numerical simulations of the geometric flow evolving according to the evolution equation (18). Before we introduce the third candidate, we calculate the discrete version of (18). Let the total interfacial energy be
\[ L_\sigma(t) = \sum_{i=1}^{N} \sigma(\nu_i(t)) r_i(t). \]
The time derivative of $T_i = (\cos \nu_i, \sin \nu_i)^T$ is $\dot{T}_i = \dot{\nu}_i \cdot N_i$. Then we have $r_i \dot{\nu}_i = (\dot{x}_i - \dot{x}_{i-1}) \cdot N_i$, from which it follows that
\[ \dot{L}_\sigma = \sum_{i=1}^{N} \sigma_i \dot{r}_i + \sigma_i \dot{\nu}_i r_i + \sum_{i=1}^{N} k_{\sigma_i} \delta_i \dot{\alpha}_i, \]
\[ \dot{\alpha}_i = (\sigma_i^{\prime} + \sigma_{i+1}^{\prime}) s_i + (\sigma_i - \sigma_{i+1}) c_i. \]
Here $\sigma_i = \sigma(\nu_i), \sigma_i^* = \sigma_i^*(\nu_i)$, and $k_{r_i}$ is discrete version of the weighted curvature in the following sense:
\[ k_{r_i} = \frac{\sigma_i^{\prime} - \sigma_{i-1}^{\prime}}{2(t_i + t_{i-1})} + \frac{\sigma_{i+1}^{\prime} + \sigma_i(t_i + t_{i-1}) + \sigma_{i-1} t_{i-1}}{2(t_i + t_{i-1})}, \]
\[ t_i = \tan \frac{\phi_i}{2}, \]
and $\delta_i$ is discrete weight of $\delta(\nu) = \sigma^{\prime\prime}(\nu) + \sigma(\nu)$ at $\nu = \nu_i$. Note that $\delta_i \rightarrow \delta(\nu)$ holds as $\phi_i, \phi_{i-1} \rightarrow 0$ formally, and even the case where $t_i + t_{i-1} = 0, k_{r_i}$, is well-defined, since $k_r = (t_i + t_{i-1})/r_i$ and then denominator of $k_{r_i}$ is $2r_i$. We obtain
\[ \frac{d}{dt} \frac{L_\sigma^2}{A} = 2 \frac{L_\sigma}{A} \left( \frac{L_\sigma}{2A} \right), \]
\[ \dot{L}_\sigma = \frac{L_\sigma}{2A} \dot{A} = -\sum_{i=1}^{N} \left( k_{r_i} - \frac{L_\sigma}{2A} \right) \beta_i r_i + \text{err}_{\text{ratio}}, \]
\[ \text{err}_{\text{ratio}} = \sum_{i=1}^{N} p_i \dot{\alpha}_i \]
\[ + \frac{L_\sigma}{2A} \sum_{i=1}^{N} \beta_i r_{i+1} - 2r_i + r_{i-1} - \frac{\alpha_i s_i (r_{i+1} - r_i)}{2}. \]

**Candidate 3.** We put
\[ p_i = s_i \frac{r_{i+1} - r_i}{2} - 2 \frac{A}{L_\sigma^2} \tilde{p}_i \quad (i = 1, 2, \cdots, N), \]
\[ P = \sum_{i=1}^{N} \beta_i r_{i+1} - 2r_i + r_{i-1}, \]
and from (37) we calculate $R$ and $Q$. We denote this $R$ by $R_3$. Let the $i$-th normal velocity defined on $S_i$ be
\[ \beta^*_i = k_{r_i} - \frac{L_\sigma}{2A} \quad (i = 1, 2, \cdots, N), \]
which is discrete version of (18). If we choose the candidate 3 and its hold exactly, then $\text{err}_{\text{ratio}} = 0$ holds and we obtain
\[ \frac{d}{dt} \frac{L_\sigma^2}{A} = -2 \frac{L_\sigma}{2A} \left( \frac{L_\sigma}{2A} \right)^2 \quad r_i < 0. \]

**Choice one from three candidates.** We choose candidate number $l$ satisfying
\[ |R_l| = \max\{|R_1|, |R_2|, |R_3|\}. \]

**Remark 5:** If, for definition of the normal velocity defined on $S_i^*$, we use
\[ \beta_i = \frac{\beta^*_i + \beta^*_{i+1}}{2} \]
instead of (33), then $k_{r_i}$ can not be divided into weighted part $w_i$ and the curvature $k_i$. Moreover, if we use
\[ \beta_i = \frac{\beta^*_i + \beta^*_{i+1}}{2} \]
instead of (33), then $k_{r_i}$ can be divided into weighted part and the curvature. However, we have $\text{err}_{\text{ratio}} \neq 0$, that is $\dot{A} = -\sum_{i=1}^{N} \beta_i r_i$ does not hold even if uniform distribution $r_i \equiv L_i$ holds for all $i = 1, 2, \cdots, N$.

**Step 2: Discretization in time.** We use semi-implicit scheme for discretization of (32). We develop expression (32) as follows:
\[ \dot{x}_i = \frac{\alpha_i}{2} \left( \frac{\alpha_i}{c_i} + \beta_i N_i^* \right) T_i + \frac{1}{2} \left( \frac{\alpha_i}{c_i} + \beta_i s_i \right) T_{i+1}^* \]
\[ + \beta_i \frac{N_i + N_{i+1}}{2} \]
\[ + \beta_i \frac{N_i + N_{i+1}}{2} \quad (38) \]
Here we have used the relation
\[ T_i^* = \frac{T_{i+1} + T_i}{2}, \]
\[ N_i^* = \frac{N_{i+1} - T_i + c_i N_{i+1} + N_i}{2} = \frac{T_{i+1} - T_i}{2s_i}. \]
Let \( \mu \) be a parameter satisfying \( \mu = 0 \) if \( \min_{1 \leq i \leq N} |s_i| = 0 \), otherwise \( \mu \in (0, 1] \). For the parameter \( \mu \in [0, 1] \) we use the linear interpolation of (38) and (38), since we can not use (38) if \( s_i = 0 \).

Put \( b_i = (1 - \mu)s_i + \mu/s_i \) for \( \mu \in (0, 1] \) and \( b_i = s_i \) for \( \mu = 0 \). Then the evolution equation instead of (32) will be
\[ \dot{x}_i = \frac{1}{2} \left( \frac{\alpha_i}{c_i} - \beta_i b_i \right) T_i + \frac{1}{2} \left( \frac{\alpha_i}{c_i} + \beta_i b_i \right) T_{i+1} + \beta_i c_i (1 - \mu) N_i + N_{i+1} \frac{N_i + N_{i+1}}{2}. \]

From \( T_i = (x_i - x_{i-1})/r_i \), we discretize (39) in time and obtain the following tridiagonal linear system under the periodic boundary condition:
\[ \frac{x_i^{j+1} - x_i^{j}}{\tau_j} = -a_\pm x_i^{j+1} + a_0 x_i^{j+1} - a_+ x_{i+1}^{j+1} + \beta_i c_i (1 - \mu) \frac{N_i + N_{i+1}}{2}. \]

Here \( a_0 = a_- + a_+ \) and
\[ a_- = \frac{1}{2r_i} \left( \frac{\alpha_i}{c_i} - \beta_i b_i \right), \]
\[ a_+ = \frac{1}{2r_{i+1}} \left( \frac{\alpha_i}{c_i} + \beta_i b_i \right), \]
for \( i = 1, 2, \ldots, N \) and \( j = 0, 1, 2, \ldots \). For the choice of \( \mu \) we use
\[ \mu = \min_i \left| \frac{s_i}{r_i} \right| \in [0, 1]. \]

Here and hereafter, \( \min_i \) and \( \max_i \) mean \( \min_{1 \leq i \leq N} \) and \( \max_{1 \leq i \leq N} \), respectively. Note that \( \max_i |s_i| > 0 \) holds for closed curves.

In order to ensure solvability of the above linear system, we require a simple condition on the diagonal dominance. Adopting such a condition the adaptive time step \( \tau_j \) satisfies
\[ \tau_j = \frac{\min_i r_i^j}{2(1 + \lambda)(\max_i |\alpha_i/c_i| + \max_i |\beta_i b_i|)} \]  
\( (\lambda > 0) \).

**Simulation.** In following all figures, for the prescribed \( \tilde{T} > 0 \), we plot every \( \mu \tilde{T} \) discrete time step using discrete points representing the evolving curve. In every \( 3\mu \tilde{T} \) time step, we plot a polygonal curve connecting those points, where \( \mu = \lfloor T/\tilde{T} \rfloor/100 \) (\( \lfloor x \rfloor \) is the integer part of \( x \)), and \( T = 1.5 \) is the final computational time. We use \( \omega = 1000 \) as the relaxation term in (36). Note that if we use small \( \omega \), then asymptotic speed for uniform distribution becomes slow, and for some choice of \( \sigma \) area-decreasing phenomena do not hold near the initial time (cf. Fig 4 (a)).

**Wulff shapes and area-decreasing phenomenon.** If \( \sigma(\nu) = 1 + \epsilon \cos(m \nu) \) is the anisotropy density function of the degree \( m \) then, by using (7), we obtain the explicit expression for the mixed anisotropy function:
\[ \tilde{\sigma} = \sqrt{\pi} \sigma + \sqrt{\left| \int W_\sigma \right|}. \]

In order to verify the area-decreasing and the length-increasing phenomenon at the initial time as in Theorem 4, we use \( \partial W_\sigma \) as the initial curve. Fig 3 (a) indicates \( \partial W_\sigma \) with \( m = 6 \). Its discretization is given by the uniform \( N \)-division of the \( u \)-range \([0, 1]\). Fig 3 (b) indicates the same Wulff shape, but the grid points are distributed uniformly. Fig 3 (c) indicates the time evolution starting from (b).

**Fig. 3.** (a) The Wulff shape \( \partial W_\sigma \) with \( N = 120 \) points, (b) its uniform parameterization and its time evolution (c).

**Fig. 4.** Initial decrease of the enclosed area \( A \) and increase of the total length \( L \).

Although deformation of \( \partial W_\sigma \) is very small (see Fig 3 (c)), the area-decreasing and the length-increasing phenomenon can numerically verified by using the aforementioned numerical discretization scheme. The behavior of the enclosed area and total length of curves evolved from the initial Wulff shape \( \partial W_\sigma \) with the mixed anisotropy density function is shown in Fig 4.
Initial test curves. As initial test examples we use the boundary $\partial W_\sigma$ of the Wulff shape as well as the following initial curves $\mathbf{x}(u,0) = (x_1(u), x_2(u))^T$ ($u \in [0,1]$) parametrized by

(a) ellipse: $x_1(u) = a \cos 2\pi u$, $x_2(u) = b \sin 2\pi u$,
(b) dumbbell shape: $z = 2\pi u$,
   $x_1(u) = \cos z$, $x_2(u) = 2.0 \sin z - 1.99 \sin^3 z$,
(c) $x_1(u) = \cos z$, $x_2(u) = 0.7 \sin z + \sin x_1 + x_3^2$,
   $x_3 = \sin(3z) \sin z$, $z = 2\pi u$,
(d) $x_1(u) = 1.5 \cos z$,
   $x_2(u) = 1.5(0.6 \sin z + 0.5 x_3^2 + 0.4 \sin x_4 + 0.1 \sin x_5)$,
   $x_3 = \sin(3z) \sin z$, $x_4 = 2x_1^2$, $x_5 = 3e^{-x_1}$, $z = 2\pi u$,
(e) thin-dumbbell shape:

$$(x_1(u), x_2(u)) = \begin{cases} 
(x_1(u), x_2(u)) & \text{for } 0 \leq u < 0.5 \\
-(x_1(u - 0.5), x_2(u - 0.5)) & \text{for } 0.5 \leq u \leq 1
\end{cases}$$

$$(\bar{x}_1(u), \bar{x}_2(u)) = \begin{cases} 
(\bar{x}_1(u), \bar{x}_2(u)) & \text{for } 0 \leq u < 0.25 \\
(-\bar{x}_1(0.5 - u), \bar{x}_2(0.5 - u)) & \text{for } 0.25 \leq u \leq 0.5
\end{cases}$$

$$\bar{x}_1(u) = \begin{cases} 
\text{beam} + \text{rad}(1 + \cos(8(\pi - \theta_2)u)) & \text{for } 0 \leq u < 0.125 \\
2(\text{beam} + \text{rad}(1 - \cos \theta_2))(1 - 4u) & \text{for } 0.125 \leq u \leq 0.25
\end{cases}$$

$$\bar{x}_2(u) = \begin{cases} 
\text{rad} \sin(8(\pi - \theta_2)u)) & \text{for } 0 \leq u < 0.125 \\
\varepsilon & \text{for } 0.125 \leq u \leq 0.25
\end{cases}$$

where $\text{beam} > 0$ and $0 < \varepsilon < \text{rad}$ are parameters and $\theta_2 = \arcsin(\varepsilon/\text{rad})$.

In all examples, the initial discretization is given by the uniform $N$-division of the $u$-range $[0,1]$. Fig 5 indicates numerical simulation with the initial curves. We choose several peaks of $\sigma$ such as (a) $m = 2$, (b) $m = 3$, (c) $m = 4$,
(d) $m = 5$, and (e) $m = 6$.

**Breaking of a comparison principle.** In Fig 6 we plot the initial curve consisting of the union of the boundary of a Wulff shape $\partial W_\sigma$ (with $\sigma$ having degree $m = 3$) touched by a circle with a sufficiently large circle with a radius $r > 1$ (see section 7). As soon as it evolved by the anisoperimetric ratio gradient flow it intersects the stationary Wulff shape $\partial W_{\sigma}$. Numerically computed examples displayed in Fig 6 (a) and (c) correspond to those of the conceptual Fig 2.

**IX. Conclusions**

In this paper, we have derived and analyzed a gradient flow of closed planar curves minimizing the anisoperimetric ratio. A geometric law for normal velocity is a function of the anisotropic curvature and it depends on the total interfacial energy and enclosed area of the curve. We also derived a new mixed anisoperimetric inequality for the product of total interfacial energies corresponding to different anisotropy functions. Interestingly enough, there exist initial curves for which the enclosed area is a decreasing function with respect to time. This is in contrast to the known property of a gradient flow minimizing isoperimetric ratio. We also derived a stable numerical scheme based on the flowing finite volumes method. Theoretical results have been illustrated by several computational examples.
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