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Abstract

Grigoriev (2001) and Laurent (2003) independently showed that the sum-of-squares hierarchy of semidefinite programs does not exactly represent the hypercube \(\{\pm 1\}^n\) until degree at least \(n\) of the hierarchy. Laurent also observed that the pseudomoment matrices her proof constructs appear to have surprisingly simple and recursively structured spectra as \(n\) increases. While several new proofs of the Grigoriev-Laurent lower bound have since appeared, Laurent’s observations have remained unproved. We give yet another, representation-theoretic proof of the lower bound, which also yields exact formulae for the eigenvalues of the Grigoriev-Laurent pseudomoments. Using these, we prove and elaborate on Laurent’s observations.

Our arguments have two features that may be of independent interest. First, we show that the Grigoriev-Laurent pseudomoments are a special case of a Gram matrix construction of pseudomoments proposed by Bandeira and Kunisky (2020). Second, we find a new realization of the irreducible representations of the symmetric group corresponding to Young diagrams with two rows, as spaces of multivariate polynomials that are multiharmonic with respect to an equilateral simplex.
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1 Introduction

1.1 Sum-of-Squares and the Grigoriev-Laurent Lower Bound

The sum-of-squares (SOS) hierarchy is a powerful family of semidefinite programming (SDP) algorithms for computing bounds on polynomial optimization problems [Sho87, Nes00, Las01, Par03]. Because of the power of these algorithms for many theoretical problems (see, e.g., [BS14] for a survey and [FKP19] for a monograph treatment), proving lower bounds showing that SOS programs do not give tight bounds on various problems has become an important direction in theoretical computer science [Gri01b, Sch08, MPW15, KMOW17, BHK19, GJJ20, PR20].

In this paper, we revisit an early result on the SOS relaxation of optimizing a polynomial over the Boolean hypercube. We first review the definition of this relaxation; our discussion follows as a special case of the general framework presented in, e.g., the survey [Lau09].

We fix a few basic notations: we adopt the standard $[n] := \{1, \ldots, n\}$, write $(S^k)$ and $(S_{\leq k})$ for the sets of subsets of a set $S$ with exactly $k$ and at most $k$ elements, respectively, and, for a set $S \subseteq [n]$ and $x \in \mathbb{R}^n$, write $x^S := \prod_{i \in S} x_i$. We also write $\mathbb{R}[x_1, \ldots, x_n]_{\leq d}$ for the set of polynomials of degree at most $d$.

Definition 1.1 (Hypercube pseudoexpectation). We say $\tilde{E} : \mathbb{R}[x_1, \ldots, x_n]_{\leq 2d} \to \mathbb{R}$ is a degree $2d$ pseudoexpectation if the following conditions hold:

1. $\tilde{E}$ is linear,
2. $\tilde{E}[1] = 1$,
3. $\tilde{E}[(x_i^2 - 1)p(x)] = 0$ for all $i \in [n]$, $p \in \mathbb{R}[x_1, \ldots, x_n]_{\leq 2d-2}$,
4. $\tilde{E}[p(x)^2] \geq 0$ for all $p \in \mathbb{R}[x_1, \ldots, x_n]_{\leq d}$.

For $\mu$ a probability measure over $\{\pm 1\}^n$, let $E_\mu$ denote the expectation operator with respect to $\mu$. Then, any $E_\mu$ is a pseudoexpectation of any degree; however, some pseudoexpectations do not arise in this way. The use of Definition 1.1 in computation is that, so long as $\deg p \leq 2d$, using this observation we may bound a polynomial optimization problem by

$$\max_{x \in \{\pm 1\}^n} p(x) = \max_{\mu \text{ a probability measure over } \{\pm 1\}^n} E_\mu[p(x)] \leq \max_{\tilde{E} \text{ a degree } 2d \text{ pseudoexpectation}} \tilde{E}[p(x)],$$

and the right-hand side may be computed in time $n^{O(d)}$ by solving a suitable SDP (this was taken for granted in earlier works like [Las01, Par03, Lau09]; more recently [O'D17] noticed an important and previously neglected technicality, which is handled for our specific setting by [RW17]).

How effective are these relaxations? The following result of Laurent [Lau03], one of the first strong lower bounds proved against the sum-of-squares hierarchy, shows that the

1Usually we should specify a pseudoexpectation “over $\{\pm 1\}^n$” or, more precisely yet, “with respect to the constraints $x_i^2 - 1 = 0$,” but we will only work over the hypercube in this paper so we omit these specifications.
relaxation is not tight—achieving equality above for all polynomials $p$—until the very high degree $d \approx n$. Essentially the same result is also latent in the slightly earlier work of Grigoriev [Gri01a], but it will be more convenient for us to follow Laurent’s discussion, phrased over the $\{\pm 1\}^n$ hypercube, than Grigoriev’s, phrased over the $\{0, 1\}^n$ hypercube.

**Theorem 1.2** (Theorem 6 of [Lau03]). For any $n \geq 3$ odd, there exists $\tilde{E}$ a degree $n-1$ pseudoexpectation such that $\tilde{E} \neq E_{\mu}$ for any probability measure $\mu$ over $\{\pm 1\}^n$.

We note that this result is sharp, in the sense that for any $\tilde{E}$ a degree $n+1$ pseudoexpectation, there does exist $\mu$ such that $\tilde{E} = E_{\mu}$, as conjectured by [Lau03] and later proved by [FSP16].

We next present in simple linear-algebraic terms the main technical claim underlying Laurent’s proof.

**Definition 1.3** (Grigoriev-Laurent pseudomoments). Define the constants

$$a_k := \mathbb{1}\{k \text{ even}\} \cdot (-1)^{k/2} \prod_{i=0}^{k/2-1} \frac{2i + 1}{n - 2i - 1}.$$

For $n \geq 2$, set

$$d_{\text{max}} = d_{\text{max}}(n) := \left\lfloor \frac{n}{2} \right\rfloor.$$

Define the matrix $Y^{(n)} \in \mathbb{R}^{([n]) \times ([n])}$ to have entries

$$Y_{S,T}^{(n)} := a_{|S \triangle T|},$$

where $S \triangle T$ denotes the symmetric difference of sets.

**Theorem 1.4** (Theorem 6 of [Lau03], rephrased). For any $n \geq 2$, $Y^{(n)} \succeq 0$.

Indeed, the pseudoexpectation in Theorem 1.2 has $\tilde{E}[x^S] = a_{|S|}$ for all sets $S \subseteq [n]$ and extends to all polynomials by linearity and the property that $\tilde{E}[x_i^2 p(x)] = \tilde{E}[p(x)]$. The matrix $Y^{(n)}$ is then called the **pseudomoment matrix** of $\tilde{E}$, and its entries the **pseudomoments**. With this choice, all properties in Definition 1.1 may be readily verified except the last, which is equivalent to the positivity claimed in Theorem 1.4 (this equivalence is also why SOS optimization problems may be solved with SDPs). Further, $\tilde{E} \neq E_{\mu}$ for any probability measure $\mu$ when $n$ is odd, since a computation shows that $\tilde{E}[(\sum x_i)^2] = 0$, while $E_{\mu}[(\sum x_i)^2] \geq 1$ for all $\mu$ because $\sum x_i$ is an odd integer. We elaborate further on how this argument motivates the choice of the pseudomoments of degree greater than two in Section 2.1.

The matrix $Y^{(n)}$ decomposes as the direct sum of two principal submatrices, those indexed by $\binom{[n]}{d}$ with $d$ even and odd respectively, which Laurent considers separately, but it will be more natural in our calculations to avoid this decomposition.\(^2\) Adjusting for this minor change, Laurent’s proof may be seen as identifying a $\binom{n}{d_{\text{max}}-1}$-dimensional kernel of $Y^{(n)}$,
and proving that the principal submatrix $Z^{(n)}$ of $Y^{(n)}$ indexed by $\binom{[n-1]}{d_{\text{max}}^\circ} \cup \binom{[n-1]}{d_{\text{max}}-1}$, which has total dimension $\binom{n}{d_{\text{max}}}$, is strictly positive definite. That $Y^{(n)} \succeq 0$ then follows by interlacing of eigenvalues. While identifying the kernel is straightforward, for the second part of the argument Laurent uses that each block of $Z^{(n)}$ belongs to the Johnson association scheme, and applies formulae for the eigenvalues of the matrices spanning the Johnson scheme’s Bose-Mesner algebra. Concretely, this expresses the eigenvalues of $Z^{(n)}$ as combinatorial sums involving binomial coefficients and having alternating signs. To establish positivity, Laurent then uses general identities for transforming hypergeometric series [PWZ96], which yield different expressions for the eigenvalues of $Z^{(n)}$ as sums of only positive terms.

Laurent also makes several further empirical observations about $Y^{(n)}$ and its “quite remarkable structural properties” in the appendix of [Lau03], which we restate in Theorem 1.5 below. Most notably, as $n$ increases, the spectrum of $Y^{(n)}$ appears to “grow” in a simple recursive fashion, with the eigenvalues of $Y^{(n+2)}$ equaling those of $Y^{(n)}$ multiplied by $\frac{n+2}{n+1}$, along with a new largest eigenvalue. Unfortunately, the proof outlined above does not make use of this elegant structure and does not give any indication of why it should hold. These intriguing observations have remained unproved to date.

1.2 Main Result and Proof Ideas

Our main theorem proves Laurent’s observations, along with some further details of the recursion she proposed (namely, an explicit formula for the base case—the “new” largest eigenvalue alluded to above—and formulae for the eigenvalue multiplicities).

**Theorem 1.5.** $Y^{(n)}$ has $d_{\text{max}} + 2$ distinct eigenvalues, $0 < \lambda_{n, d_{\text{max}}} < \cdots < \lambda_{n, 1} < \lambda_{n, 0}$. The multiplicity of the zero eigenvalue is $\binom{n}{d_{\text{max}}}$, while the $\lambda_{n, d}$ have the following multiplicities and recursive description:

$$
\lambda_{n, 0} = \sum_{k=0}^{d_{\text{max}}} \binom{n}{k} a_k^2 \text{ with multiplicity 1,}$$

$$
\lambda_{n, d} = \frac{n}{n-1} \lambda_{n-2, d-1} \text{ for } 1 \leq d \leq (n-1)/2 \text{ with multiplicity } \binom{n}{d} - \binom{n}{d-1}.
$$

The following closed form also holds for $0 \leq d \leq d_{\text{max}}$:

$$
\lambda_{n, d} = n! \sum_{k=d}^{d_{\text{max}}} \frac{a_{k-d}^2}{(n-d-k)!(k-d)!} \prod_{i=0}^{d-1} \frac{1}{(n-2i-1-k+d)^2}.
$$

We will reach this result in two stages: first, we will give a new proof of Theorem 1.4, based on some previous observations of [BGP16]. This proof will be a representation-theoretic one, and will give an abstract description of the eigenspaces and eigenvalues of $Y^{(n)}$. This description will suffice to prove positivity, but not to compute the eigenvalues as explicitly as we wish to.

To complete that computation, we will show moreover that $Y^{(n)}$ and the associated pseudoexpectation $\tilde{E}$ arise from a particular case of the spectral extension construction proposed by [KB20, Kun20] which describes $Y^{(n)}$ as a Gram matrix of certain polynomials under the
apolar inner product. This observation will allow us to rephrase the computation of the eigenvalues $Y^{(n)}$ in terms of this Hilbert space of polynomials, which we can carry out in closed form. The basic idea is that, after writing $Y^{(n)} = A^\top A$ using spectral extension, we will use that $Y^{(n)}$ has the same non-zero spectrum as $AA^\top$. It turns out that basic representation-theoretic reasoning about symmetries of the “Gram vectors” that are the columns of $A$ implies that the latter is actually a diagonal matrix. To identify the spectrum of $Y^{(n)}$, it then remains only to extract the diagonal entries and count their multiplicities, which is a non-trivial but tractable combinatorial calculation.

We note also that Laurent observed that it appears plausible to prove $Y^{(n)} \succeq 0$ by repeatedly taking Schur complements with respect to blocks indexed by subsets of fixed size $\binom{n}{d}$, in the order $d = 0, 1, \ldots, d_{\text{max}}$. This would give a perhaps more conceptually-satisfying proof than the original one relying on eigenvalue interlacing—which offers no direct insight into the spectrum of $Y^{(n)}$ itself—but appears quite technical to conduct. Our approach will, in showing that $Y^{(n)}$ is a special case of spectral extension, implicitly carry out this plan, as we discuss later in Section 4.2.

1.3 Related Work

At least three other, conceptually different, proofs of the Grigoriev-Laurent lower bound (that we know of) have since appeared. First, [KLM16] showed that, for highly symmetric problems over subsets of the hypercube, the positivity of the “natural” pseudoexpectation constructed from symmetry considerations reduces to a small number of univariate polynomial inequalities. In the case of Laurent’s result, these inequalities simplify algebraically and yield a proof, while in other cases this machinery calls for analytic arguments.

Second, [BGP16] produced an elegant proof of a stronger result, showing that the function $(\sum_{i=1}^{n} x_i)^2 - 1$ is not even a sum of squares of rational functions of degree at most $d_{\text{max}}$. Their proof works in the dual setting, describing the decomposition of the space of functions on the hypercube into irreducible representations of the symmetric group and considering how a hypothetical sum of squares expression decomposes into associated components in these subspaces. We will present this decomposition below and apply it at the beginning of our computations.

Third, [Pot17] showed that the result, in Grigoriev’s form over the $\{0, 1\}^n$ hypercube, follows from another general representation-theoretic reduction of positivity conditions to a lower-dimensional space of polynomials.

Finally, we mention that many of our results appeared previously in preliminary form in the first author’s dissertation [Kun21].

1.4 Notation

We write $a \wedge b$ and $a \vee b$ for the minimum and maximum, respectively, of $a, b \in \mathbb{R}$. We write $\mathcal{M}_k(S)$ for the set of multisets of size $k$ with elements belonging to $S$, and, as for sets, for $S \in \mathcal{M}_k([n])$ and $x \in \mathbb{R}^n$, we write $x^S := \prod_{i \in S} x_i$. We write $\mathbb{R}[x_1, \ldots, x_{n_{\text{id}}}^{\text{hom}}$ for the polynomials in the given indeterminates that are homogeneous of degree $d$, and write $[x^k]p(x)$ for the coefficient of $x^k$ in $p$. For a collection of vectors $a_1, \ldots, a_m$ of equal dimension, we
write $\text{Gram}(a_1, \ldots, a_m) \in \mathbb{R}^{m \times m}$ for the Gram matrix:
\[
\text{Gram}(a_1, \ldots, a_m)_{ij} := \langle a_i, a_j \rangle.
\] (5)

2 Preliminaries

2.1 More on the Grigoriev-Laurent Pseudomoments

We make a few further remarks on the pseudoexpectation $\widetilde{E}$ described above, which will play an important role later and also give some motivation for this construction. We draw attention to the degree 2 pseudomoment matrix,
\[
\widetilde{E}[x x^\top] = \begin{bmatrix}
1 & -1 & \cdots & -1 \\
-1/n-1 & 1 & \cdots & -1/n-1 \\
\vdots & \vdots & \ddots & \vdots \\
-1/n-1 & -1/n-1 & \cdots & 1
\end{bmatrix} = \frac{n}{n-1}I_n - \frac{1}{n-1}1_n 1_n^\top \in \mathbb{R}^{n \times n}. \quad (6)
\]
This is the Gram matrix of any $n$ unit vectors in $\mathbb{R}^{n-1}$ pointing to the vertices of an equilateral simplex with barycenter at the origin. This choice of $\widetilde{E}[x x^\top]$ ensures that $\widetilde{E}[(\sum x_i)^2] = \mathbf{1}^\top \widetilde{E}[x x^\top] \mathbf{1} = 0$, which, as we saw above, is how we may verify that $\widetilde{E} \neq \mathbb{E}_\mu$ for any probability measure $\mu$ when $n$ is odd.

Given this, it is not difficult to arrive at the values of the other $a_k$ defining the pseudomoments: we assume by symmetry that $\widetilde{E}[x^S]$ depends only on $|S|$; by symmetrizing $\widetilde{E}'[p(x)] := \frac{1}{2}(\widetilde{E}[p(x)] + \widetilde{E}[-p(x)])$ we may assume that $\widetilde{E}[x^S] = 0$ whenever $|S|$ is odd; and we assume that not only does $\widetilde{E}[(\sum_{i=1}^n x_i)^2] = 0$, but moreover that $\widetilde{E}[(\sum_{i=1}^n x_i)p(x)] = 0$ whenever $\text{deg}(p) \leq n-2$ (sometimes called $\widetilde{E}$’s “strongly satisfying” the constraint $\sum_{i=1}^n x_i = 0$). Then, we must have $0 = \widetilde{E}[(\sum_{i=1}^n x_i)x^S] = |S| a_{|S|-1} + (n - |S|) a_{|S|+1}$, and starting with $\widetilde{E}[1] = 1$ the values in (2) follow recursively. We also note that it is impossible to continue this construction past $|S| \leq (n-1)/2$ while retaining these properties, as solving the recursion calls for a division by zero.

An alternative way to motivate the construction of $\widetilde{E}$ is to note that, if $n$ is even and $\mu$ is the uniform measure over those $x \in \{\pm 1\}^n$ satisfying $\sum_{i=1}^n x_i = 0$, then we have by straightforward counting arguments and manipulations of binomial coefficients
\[
\mathbb{E}_{x \sim \mu}[x^S] = 1\{|S| \text{ even}\} \frac{1}{\binom{n}{n/2}} \sum_{k=0}^{\lfloor |S|/2 \rfloor} \binom{|S|}{k} \left(\frac{n-|S|}{n/2-k}\right) (-1)^k = 1\{|S| \text{ even}\}(-1)^{|S|/2} \frac{n/2}{\binom{|S|}{|S|/2}}, \quad (7)
\]
Then, we recover our choice of $\widetilde{E}[x^S]$ if, even when $n$ is odd, we interpret the numerator above formally as
\[
\frac{n/2}{m} := \frac{n}{m!} \frac{m!}{m!} = \frac{n!!}{2^m m! (n-2m)!!}. \quad (8)
\]
\[\text{Actually, one may verify that this property must be satisfied by any } \widetilde{E} \text{ for which } \widetilde{E}[(\sum_{i=1}^n x_i)^2] = 0, \text{ using the “SOS Cauchy-Schwarz inequality”: if } \widetilde{E} \text{ has degree } 2d \text{ and } p, q \in \mathbb{R}[x_1, \ldots, x_n]_{\leq d}, \text{ then } \left|\widetilde{E}[p(x)q(x)]\right| \leq (\widetilde{E}[p(x)^2])^{1/2}(\widetilde{E}[q(x)^2])^{1/2}.\]
In this regard, the Grigoriev-Laurent lower bound shows that the SOS proof system requires high degree to distinguish between genuine binomial coefficients describing a counting procedure and their formal extension to rational inputs.\(^4\)

### 2.2 Spectral Extensions of Pseudomoments

Let us fix \(v_1, \ldots, v_n \in \mathbb{R}^{n-1}\) unit vectors pointing to the vertices of an equilateral simplex with \(\sum v_i = 0\). As we have seen above, \(\mathbb{E}[xx^T]\) is then the Gram matrix of the \(v_i\).

**Remark 2.1.** We may produce a concrete realization of such simplex vectors by starting with \(e_1, \ldots, e_n \in \mathbb{R}^n\), projecting these vectors to the orthogonal complement of \(1 \in \mathbb{R}^n\), and then expressing the resulting vectors in an orthonormal basis of \(n-1\) vectors for this orthogonal complement. For example, they may be realized as linear combinations of the standard basis \(e_1, \ldots, e_{n-1}\) and the all-ones vector \(1\); we may take

\[
v_i = \frac{1}{\sqrt{n-1}} \left( \sqrt{n} e_i - \frac{\sqrt{n} + 1}{n-1} 1 \right) \quad \text{for } i \in [n-1] \quad \text{and} \quad v_n = \frac{1}{\sqrt{n-1}} 1. \tag{9}\]

In such a setting, [KB20, Kun20] proposed the technique of *spectral extension* for determining the values of the higher-degree values of a pseudoexpectation \(\mathbb{E}\). Spectral extension proposes building \(\mathbb{E}\) in a “Gramian” fashion, having \(\mathbb{E}[x^S x^T] = \langle v_S, v_T \rangle\) for suitable vectors \(v_S\). Actually, these vectors may be interpreted as polynomials endowed with a particular inner product, which we review below. We follow the presentation of [Rez96]; see also the unpublished note [Gic].

The inner product we use is defined as follows.

**Definition 2.2** (Apolar inner product). For \(p, q \in \mathbb{R}[z_1, \ldots, z_k]_{\text{hom}}\), we define

\[
\langle p, q \rangle_\circ := \frac{1}{d!} p(\partial_1, \ldots, \partial_k)q, \tag{10}\]

where \(p(\partial_1, \ldots, \partial_k)\) denotes the formal differential operator produced by substituting coordinate differentials into \(p\).\(^5\) As an abbreviation we write \(p(\partial) := p(\partial_1, \ldots, \partial_k)\). For \(p, q\) homogeneous of different degrees we also set \(\langle p, q \rangle_\circ := 0\), and extend by linearity to define \(\langle p, q \rangle_\circ\) for arbitrary \(p, q \in \mathbb{R}[z_1, \ldots, z_k]\).

One may verify that this is merely an inner product on the vectors of coefficients of \(p\) and \(q\) reweighted in a particular way; however, this particular reweighting has the following special property.

**Proposition 2.3** (Theorem 2.11 of [Rez96]). Suppose \(p, q, r \in \mathbb{R}[z_1, \ldots, z_k]_{\text{hom}}\), with degrees \(\deg(p) = a, \deg(q) = b, \text{and} \deg(r) = a + b\). Then,

\[
\langle pq, r \rangle_\circ = \frac{a!}{(a + b)!} \langle p, q(\partial)r \rangle_\circ. \tag{11}\]

\(^4\)We thank Robert Kleinberg for teaching us this interpretation of the Grigoriev-Laurent lower bound.

\(^5\)For example, if \(p(x_1, x_2) = x_1 x_2^2 - x_2^3\), then \(p(\partial_1, \partial_2)q(x_1, x_2) = \frac{\partial^2}{\partial x_1 \partial x_2} - \frac{\partial^3}{\partial x_2^3}\).
Then, we define \( \prod \) the polynomials of harmonics of different degrees. The decomposition is then the decomposition of a polynomial restricted to the sphere into spherical harmonics when restricted to the sphere, are the \((\mathbb{V}^d)^{\text{hom}} \) polynomials.

\[ \langle \vec{v}, \partial \rangle^2 q = 0 \text{ for all } i \in [n] \]  

(12)

We call \( V_{\mathcal{H}}^{(d)} \) in our case the space of \( \text{simplex-harmonic} \) polynomials. By Proposition 2.3, \( V_{\mathcal{H}}^{(d)} \) is precisely the orthogonal complement in \( \mathbb{R}[z_1, \ldots, z_{n-1}]^{\text{hom}} \) (endowed with the apolar inner product) of the ideal generated by the polynomials \( \langle \vec{v}_i, z \rangle^2 \). Thus any polynomial of \( \mathbb{R}[z_1, \ldots, z_{n-1}]^{\text{hom}} \) decomposes into an \( \text{ideal component} \) and a \( \text{harmonic component} \) according to this orthogonality. Moreover, by repeating this decomposition, we find that, for any \( p \in \mathbb{R}[z_1, \ldots, z_{n-1}]^{\text{hom}} \), there exist \( q_T \in V_{\mathcal{H}}^{(d-2[T])} \) such that

\[ p(z) = \sum_{k=0}^{[d/2]} \sum_{T \in \mathcal{M}_k([n])} q_T(z) \prod_{i \in T} \langle \vec{v}_i, z \rangle^2. \]  

(13)

This is sometimes called a \( \text{Fischer decomposition} \), and is an algebraic generalization of the following two more familiar examples where \( \langle \vec{v}_1, z \rangle^2, \ldots, \langle \vec{v}_n, z \rangle^2 \) are replaced by other sequences of polynomials \( f_1(z), \ldots, f_k(z) \). To lighten the notation, we write these over \( m \) indeterminates \( y = (y_1, \ldots, y_m) \) instead; in our case above we have \( m = n - 1 \).

**Example 2.4** (Multilinear polynomials). If we take \( f_j(y) = z_j^2 \) for \( j \in [m] \), then the associated multiharmonic subspace of \( q \in \mathbb{R}[y_1, \ldots, y_m]^{\text{hom}} \) consists of those \( q \) for which \( \frac{\partial^2 q}{\partial y_j^2} = 0 \) for each \( j \), which simply constrains \( q \) to be a homogeneous multilinear polynomial. Indeed, the same holds for \( f_j(y) = \langle w_j, y \rangle^2 \) for any orthonormal basis \( w_1, \ldots, w_m \); all of the interesting behavior of the Grigoriev-Laurent pseudomoments arises precisely because of the slight overcompleteness of the simplex vectors \( \vec{v}_1, \ldots, \vec{v}_n \) as compared to an orthonormal basis.

**Example 2.5** (Spherical harmonics). If we consider just one polynomial \( f_1(y) = \sum_{i=1}^m y_i^2 \), then the associated multiharmonic subspace consists of those \( q \) for which \( \sum_{i=1}^m \frac{\partial^2 q}{\partial y_i^2} = \Delta q = 0 \), where \( \Delta \) is the Laplacian operator. These are harmonic homogeneous polynomials, which, when restricted to the sphere, are the spherical harmonics of classical analysis. The Fischer decomposition is then the decomposition of a polynomial restricted to the sphere into spherical harmonics of different degrees.

To describe the spectral extension prediction, we consider this decomposition applied to the polynomials \( \prod_{i \in S} \langle \vec{v}_i, z \rangle \) for \( S \subseteq [n] \). Let \( h_{S,T} \in \mathbb{R}[x_1, \ldots, x_n] \) be polynomials such that \( h_{S,T}((\langle \vec{v}_1, z \rangle, \ldots, \langle \vec{v}_n, z \rangle)) \in V_{\mathcal{H}}^{(|S|-2[T])} \) and

\[ \prod_{i \in S} \langle \vec{v}_i, z \rangle = \sum_{k=0}^{[d/2]} \sum_{T \in \mathcal{M}_k([n])} h_{S,T}((\langle \vec{v}_1, z \rangle, \ldots, \langle \vec{v}_n, z \rangle)) \prod_{i \in T} \langle \vec{v}_i, z \rangle^2. \]  

(14)

Then, we define

\[ h_{S,k}(x) := \sum_{T \in \mathcal{M}_{(|S|-k)/2([n])}} h_{S,T}(x) \in \mathbb{R}[x_1, \ldots, x_n]^{\text{hom}} \]  

(15)
if $k \leq |S|$ and $k$ and $|S|$ are of equal parity, and $h_{S,k} = 0$ otherwise. Finally, spectral extension predicts that, for suitable constants $\sigma_d^2$, we may take

$$\tilde{E}[x^S x^T] := \sum_{d=0}^{\frac{|S|\land|T|}{2}} \sigma_d^2 \cdot \left< h_{S,d}(\langle v_1, z \rangle, \ldots, \langle v_n, z \rangle), h_{T,d}(\langle v_1, z \rangle, \ldots, \langle v_n, z \rangle) \right> \circ . \quad (16)$$

That is, $\tilde{E}$ is a Gram matrix under the apolar inner product (extended to non-homogeneous polynomials as above) of the polynomials

$$p_S(z) := \sum_{d=0}^{\frac{|S|}{2}} \sigma_d h_{S,d}(\langle v_1, z \rangle, \ldots, \langle v_n, z \rangle). \quad (17)$$

We will show that, with a certain choice of the $\sigma_d$, (16) holds exactly for the $\tilde{E}$ we work with here. This both gives an interesting example where the spectral extension prediction is correct for high degrees (previously it was used to show lower bounds for random problems but only for fixed small degrees as the dimension $n$ diverges), and will allow us to derive the eigenvalues of $Y^{(n)}$. For further details and motivation of spectral extension, see the original references [KB20, Kun20] or the overview in [Kun21].

### 2.3 Representation Theory of the Symmetric Group

The upshot of our proposal above is that, in order to verify that (16) in fact holds, we will need to compute the $h_{S,d}$, which will involve computing orthogonal projections to the simplex-harmonic subspaces $V^{(d)}_{\mathcal{H}}$. While the previous works [KB20, Kun20] using spectral extensions did this in a heuristic and approximate way for random vectors $v_i$, here we will use the special symmetries of the simplex to perform these computations exactly. Namely, we will use that $V^{(d)}_{\mathcal{H}}$ forms a representation of the symmetric group $S_n$. Towards working with this representation, we first recall some general theory.

We will use standard tools such as Schur’s lemma, character orthogonality, and characterizations of and formulae for characters of irreducible representations (henceforth irreps) of the symmetric group. See, e.g., the standard reference [FH04], or [Dia88] for a more explicit combinatorial perspective.

The main combinatorial objects involved in the representation theory of $S_n$ are as follows. A partition $\tau = (\tau_1, \ldots, \tau_m)$ of $n$ is an ordered sequence $\tau_1 \geq \cdots \geq \tau_m > 0$ such that $\sum_{i=1}^{m} \tau_i = n$. We write $\text{Part}(n)$ for the set of partitions of $n$. The associated Young diagram is an array of left-aligned boxes, where the $k$th row contains $\tau_k$ boxes. A Young tableau of shape $\tau$ is an assignment of the numbers from $[n]$ to these boxes (possibly with repetitions). A tableau is standard if the rows and columns are strictly increasing (left to right and top to bottom, respectively), and semistandard if the rows are non-decreasing but the columns are strictly increasing. The content of a tableau $T$ on a diagram of $n$ boxes is the tuple $\mu$ such that $\mu_k$ is the number of times $k$ occurs in $T$.

The distinct (up to isomorphism) irreps of $S_n$ may be viewed as indexed by $\text{Part}(n)$ and described in terms of tableaux. We give a concrete treatment of one such construction in terms of Specht polynomials below, which is less abstract than the usual presentation (e.g., in most of [FH04]) using the group algebra of $S_n$ but will be useful in the sequel.
**Definition 2.6** (Combinatorial representation). The combinatorial representation associated to \( \tau \in \text{Part}(n) \), which we denote \( U^\tau \), is the module of polynomials in \( \mathbb{R}[x_1, \ldots, x_n] \) where, for each \( k \in [m] \), exactly \( \tau_k \) of the \( x_i \) appear raised to the power \((k - 1)\) in each monomial. Thus, these polynomials are homogeneous of degree \( \sum_{k=1}^{m}(k - 1)\tau_k \).

**Definition 2.7** (Specht module). The Specht module associated to \( \tau \in \text{Part}(n) \), which we denote \( W^\tau \), is the \( S_n \)-module of polynomials in \( \mathbb{R}[x_1, \ldots, x_n] \) spanned by, over all standard tableaux \( T \) of shape \( \tau \),

\[
\prod_C \prod_{i,j \in C, i < j} (x_i - x_j),
\]

where the product is over columns \( C \) of \( T \). These polynomials are homogeneous of degree \( \sum_C \left( \begin{array}{c} |C| \\ 2 \end{array} \right) \). We write \( \chi_\tau \) for the character of \( W^\tau \), and identify \( W^{(n,0)} := W^{(n)} \) and \( \chi_{(n,0)} := \chi_{(n)} \) for the sake of convenience, since we will often enumerate over \( \tau \) of length at most two.

The key and classical fact concerning the Specht modules is that, over \( \tau \in \text{Part}(n) \), they are all non-isomorphic and enumerate all irreps of \( S_n \). The main extra fact we will use is the following, showing how to decompose a combinatorial representation in these irreps.

**Proposition 2.8** (Young’s rule). For \( \tau, \mu \in \text{Part}(n) \), the multiplicity of \( W^\mu \) in \( U^\tau \) is the number of semistandard Young tableaux of shape \( \mu \) and content \( \tau \).

In particular, this multiplicity is zero unless \( \mu \preceq \tau \), a “majorization” ordering relation meaning that \( \tau \) may be formed by starting with \( \mu \) and repeatedly producing modified Young diagrams by moving one box at a time up and to the right. For example, this rule tells us that there should be a copy of \( W^\tau \) in \( U^\tau \). Indeed, we have already seen that \( W^\tau \) and \( U^\tau \) consist of homogeneous polynomials of the same degree. Moreover, all monomials in any polynomial of \( W^\tau \) have the same set of exponents, where the number of \( x_i \) raised to the \((k - 1)\)th power is the number of columns of length at least \( k \) in the Young diagram of \( \tau \), which is just the length of the \( k \)th row, \( \tau_k \). Thus \( W^\tau \) occurs as a subspace of \( U^\tau \), verifying the consequence of Young’s rule.

Finally, we will use the following decomposition of the representation consisting of polynomials over the hypercube \( \{\pm 1\}^n \) given in a recent work. We correct a small typo present in the published version in the limits of the second direct sum below.

**Proposition 2.9** (Theorem 3.2 of [BGP16]). Let \( \mathbb{R}[\{\pm 1\}^n] := \mathbb{R}[x_1, \ldots, x_n]/I \), where \( I \) is the ideal generated by \( \{x_i^2 - 1\}_{i=1}^n \). Recall that \( d_{\max} := \lfloor n/2 \rfloor \). Then,

\[
\mathbb{R}[\{\pm 1\}^n] = \bigoplus_{d=0}^{d_{\max}} \bigoplus_{k=0}^{n-2d} \left( \sum_{i=1}^n x_i \right)^k W^{(n-d,d)}.
\]

(Note that this is not merely a statement of the isomorphism type of the irreps occurring in \( \mathbb{R}[\{\pm 1\}^n] \) when it is viewed as a representation of \( S_n \); but an actual direct sum decomposition of the space of polynomials, where the \( W^{(n-d,d)} \) are meant as specific subspaces of polynomials, per Definition 2.7.)
Characters and isotypic projection We recall one more general representation-theoretic idea that will play an important role in our calculations.

**Definition 2.10** (Isotypic component and projection). Let $V$ be a finite-dimensional representation of a finite group $G$, $U$ an irrep of $G$ with character $\chi$, and $W \subseteq V$ the direct sum of all irreps isomorphic to $U$ in a decomposition of $V$ into irreps. Then, $W$ is called the isotypic component of $U$ in $V$, and the linear map $P : V \to V$ defined by

$$Pv := \frac{\dim(U)}{|G|} \sum_{g \in G} \chi(g)gv$$

(20)

is called the isotypic projection to $W$.

We establish some basic properties of these definitions below.

**Proposition 2.11.** $W$ and $P$ satisfy the following:

1. $W$ does not depend on the choice of decomposition of $V$ into irreps.

2. $P$ is a projection to $W$ (i.e., $P^2 = P$ and the image of $P$ is $W$).

3. $P$ is an orthogonal projection with respect to any inner product on $V$ that is $G$-invariant, i.e., satisfying $\langle gv, gw \rangle = \langle v, w \rangle$ for all $g \in G$ and $v, w \in V$.

Combinatorial interpretations of characters As we will be computing extensively with $\chi(n-d,d)$ below, it will be useful to establish a concrete combinatorial description of the values of these characters. For a set $A = \{a_1, \ldots, a_k\} \subseteq [n]$ and $\pi \in S_n$, we write $\pi(A) := \{\pi(a_1), \ldots, \pi(a_k)\}$.

**Definition 2.12.** For each $0 \leq d \leq n$ and $\pi \in S_n$, let

$$c_d(\pi) := \# \left\{ A \in \binom{[n]}{a} : \pi(A) = A \right\}.$$  

(21)

**Proposition 2.13.** For all $1 \leq d \leq n$, $\chi(n-d,d) = c_d - c_{d-1}$, and $\chi(n) = c_0 = 1$.

We give two proofs, one using the Frobenius generating function formula for irrep characters and another using combinatorial representations.

**Proof 1.** The Frobenius formula implies that, for $\pi$ having cycles $C_1, \ldots, C_k$,

$$\chi(n-d,d)(\pi) = [x^d] \left\{ (1 - x) \prod_{i=1}^{k} (1 + x^{\left|C_i\right|}) \right\}.$$  

(22)

Since a subset fixed by $\pi$ is a disjoint union of cycles, the product term is the generating function of the numbers of fixed subsets of all sizes:

$$\prod_{i=1}^{k} (1 + x^{\left|C_i\right|}) = \sum_{d=0}^{n} c_d(\pi)x^d.$$  

(23)

The result follows since multiplication by $(1 - x)$ makes the coefficients precisely the claimed differences.

\end{proof}
Proof. The combinatorial representation $U^{(n-d,d)}$ is the subspace of multilinear polynomials in $\mathbb{R}[x_1, \ldots, x_n]_d^{\text{hom}}$. By Young’s rule, $U^{(n-d,d)} = \bigoplus_{i=0}^{d} W^{(n-i,i)}$. On the other hand, clearly the character of $U^{(n-d,d)}$ is $c_d$. Thus, $\sum_{i=0}^{d} \chi(n-d,d) = c_d$, and the result follows by inverting this relation. \qed

Partial summation of characters We will use the following computation of partial sums of the characters $\chi(n-d,d)$ over certain sets of permutations. The proof of this statement is somewhat involved, so we leave it to Appendix A.

Lemma 2.14. Let $0 \leq a, b \leq d$, $A \in \binom{[n]}{a}$, $B \in \binom{[n]}{b}$, and $0 \leq k \leq a \land b$. Then,

$$\frac{1}{n!} \sum_{\pi \in S_n} \chi(n-d,d)(\pi) = \begin{cases} 0 & \text{if } a \land b < d, \\ (-1)^{k+|A \cap B|} \binom{d}{k} \binom{d}{n} & \text{if } a = b = d. \end{cases} \quad (24)$$

We note also that the special case $a = b = k$ gives the summation of the character over all $\pi$ with a specified mapping $\pi(A) = B$.

2.4 The Simplex-Harmonic Representation

We now discuss how $V^{(d)}_H$ fits into this framework. First, let us see why this is a representation of $S_n$. We have that $S_n$ acts on $\mathbb{R}^{n-1}$ by permuting the $v_i$ (since $\sum_{i=1}^{n} v_i = 0$ this is well-defined); this is the irreducible “standard representation” of $S_n$. The symmetric powers of this irrep give actions of $S_n$ on $\mathbb{R}[z_1, \ldots, z_n]_d^{\text{hom}}$ by likewise permuting the $\langle v_i, z \rangle$, products of which form an overcomplete set of monomials. $V^{(d)}_H$ is an invariant subspace of this action. The next result identifies the isomorphism type of this representation.

Proposition 2.15 (Isomorphism type). $V^{(d)}_H \cong W^{(n-d,d)}$. The map $\Psi : \mathbb{R}[x_1, \ldots, x_n]_d^{\text{hom}} \to \mathbb{R}[z_1, \ldots, z_n]_d^{\text{hom}}$ given by defining $\Psi(x^S) = \prod_{i \in S} \langle v_i, z \rangle$ and extending by linearity is an isomorphism between $W^{(n-d,d)}$ and $V^{(d)}_H$ when restricted to $W^{(n-d,d)}$.

Proof. Let us abbreviate $W = W^{(n-d,d)}$ and $V = V^{(d)}_H$. We first compute the dimensions of $V$ and $W$ and show that they are equal.

For $W$, by the hook length formula,

$$\dim(W) = \frac{n!}{d! \cdot (n-d+1) \cdot (n-2d+2) \cdot (n-2d)!} = \frac{n!(n-2d+1)}{d!(n-d+1)!} = \left(\binom{n}{d} \cdot \frac{n-2d+1}{n-d+1}\right).$$

(The same also follows by evaluating $\chi(n-d,d)$ on the identity using the formula from Proposition 2.13.)
For $V$, we note that $V$ is isomorphic to the subspace of $\text{Sym}^d(\mathbb{R}^n)$ consisting of symmetric tensors that are zero at any position with a repeated index and have any one-dimensional slice summing to zero. The tensors satisfying the first constraint have dimension $\binom{n}{d}$, and there are $\binom{n}{d-1}$ one-dimensional slices. We verify that these slice constraints are linearly independent: they may be identified with the vectors $a_S \in \mathbb{R}^{\binom{n}{d}}$ for $S \in \binom{[n]}{d-1}$ with entries $(a_S)_T = 1\{S \subseteq T\}$. These vectors satisfy

$$\langle a_S, a_{S'} \rangle = \begin{cases} 
  n - d + 1 & \text{if } S = S', \\
  1 & \text{if } |S \cap S'| = d - 2, \\
  0 & \text{otherwise.}
\end{cases}$$

(26)

Therefore, their Gram matrix is equal to $(n - d + 1)I(\binom{n}{d}) + A$, where $A$ is the adjacency matrix of the Johnson graph $J(n, d - 1)$. Its most negative eigenvalue is equal to $-\min(d - 1, n - d + 1) = -(d - 1)$ (see, e.g., Section 1.2.2 of [BVM]), the equality following since $d \leq n/2$. The Gram matrix of the $a_S$ is therefore positive definite. Thus the $a_S$ are linearly independent, and $\dim(V) = \binom{n}{d} - \binom{n}{d-1} = \dim(W)$.

Therefore, to show $V \cong W$ it suffices to show that one of $V$ or $W$ contains a copy of the other. We show that $V$ contains a copy of $W$. Recall from Definition 2.7 that $W$ is the subspace of $\mathbb{R}[x_1, \ldots, x_n]_d^{\text{hom}}$ spanned by

$$\prod_{a=1}^d (x_{i_a} - x_{j_a}) \text{ for } i_1, \ldots, i_{n-d}, j_1, \ldots, j_d \in [n] \text{ distinct and satisfying } i_1 < \cdots < i_{n-d}, j_1 < \cdots < j_d, \text{ and } i_a < j_a \text{ for } 1 \leq a \leq d. \tag{27}$$

Note that $\ker(\Psi)$ is the ideal generated by $x_1 + \cdots + x_n$, and therefore is an invariant subspace of the $S_n$ action. Since $W$ is also an invariant subspace, and is irreducible, if $W$ intersected $\ker(\Psi)$ non-trivially then $W$ would be contained in $\ker(\Psi)$, which is evidently not true (for instance, none of the basis elements in (27) map to zero). Thus $\Psi$ is an isomorphism on $W$, so it suffices to show that $\Psi(W) \subseteq V$. Indeed, all polynomials of $\Psi(W)$ also belong to $V$: writing $M = \text{Gram}(v_1, \ldots, v_n)$, for any basis element and $k \in [n]$,

$$\langle v_k, \partial \rangle^2 \prod_{a=1}^d (\langle v_{i_a}, z \rangle - \langle v_{j_a}, z \rangle) = \sum_{\{a,b\} \in \binom{[n]}{2}} (M_{k,i_a} - M_{k,j_a})(M_{k,i_b} - M_{k,j_b}) \prod_{c \in [d] \setminus \{a,b\}} (\langle v_{i_c}, z \rangle - \langle v_{j_c}, z \rangle), \tag{28}$$

and since the $i_a$ and $j_a$ are all distinct while all off-diagonal entries of $M$ are equal, one of the two initial factors in each term will be zero. Thus, $W \cong \Psi(W) \subseteq V$, and by counting dimensions $V \cong W$.

The following result shows that there are no other copies of irreps of this isomorphism class in $\mathbb{R}[z_1, \ldots, z_{n-1}]_d^{\text{hom}}$. As a consequence, we will later be able to compute orthogonal projections to $V_{\mathcal{H}}^{(d)}$ using the isotypic projection.

**Proposition 2.16 (Multiplicity).** $V_{\mathcal{H}}^{(d)}$ has multiplicity one in $\mathbb{R}[z_1, \ldots, z_{n-1}]_d^{\text{hom}}$. 

Proof. We show the stronger statement that one is the multiplicity of \( V^{(d)}(d) \) in \( \mathbb{R}[x_1, \ldots, x_n]^{\text{hom}} \), which contains a copy of \( \mathbb{R}[z_1, \ldots, z_{n-1}]^{\text{hom}} \) as the quotient by the ideal generated by \( x_1 + \cdots + x_n \). We use that \( \mathbb{R}[x_1, \ldots, x_n]^{\text{hom}} \) admits a decomposition into invariant subspaces \( \tilde{U}^\tau \) over \( \tau \in \text{Part}(d) \), \( \mathbb{R}[x_1, \ldots, x_n]^{\text{hom}} = \bigoplus_{\tau \in \text{Part}(d)} \tilde{U}^\tau \), where \( \tilde{U}^\tau \) consists of polynomials whose monomials have their set of exponents equal to the numbers appearing in \( \tau \).

We claim that each \( \tilde{U}^\tau \) with \( \tau = (\tau_1, \ldots, \tau_m) \) is isomorphic to the combinatorial representation \( U^{(n-m-\ell_1, \ldots, \ell_{k-1})} \), where the \( f_i \) give, in descending order, the frequencies of numbers appearing among the \( \tau_i \). This is because \( \tilde{U}^\tau \) is the space of polynomials where each monomial contains \( m \) variables with the collection of exponents equal to \( \tau \), while \( U^\tau \) is the same but with the collection of exponents equal to some \( \tau' \). While \( \tau \) and \( \tau' \) may be different (indeed, \( \tau' \) may be a partition of some number other than \( d \) into \( m \) parts), the associated partition of \( m \) given by the frequency of each number in either \( \tau \) or \( \tau' \) is the same, namely equal to \( (f_1, \ldots, f_k) \). The isomorphism type of the associated representation only depends on this ancillary partition, so \( \tilde{U}^\tau \cong U^{(n-m-\ell_1, \ldots, \ell_{k-1})} \).

By Young’s rule, among these combinatorial representations, only \( \tilde{U}^{(1, \ldots, 1)} \cong U^{(n-d,d)} \) contains a copy of \( V^{(d)}(d) \cong W^{(n,d)} \) (as, by the majorization condition, for this to happen we must have \( m = d \)), and it contains exactly one copy of \( V^{(d)}(d) \). We note that in this case the isomorphism \( \tilde{U}^{(1, \ldots, 1)} \cong U^{(n-d,d)} \) is immediate, since both representations are just the space of multilinear polynomials of degree \( d \).

\[ \square \]

3 Proof of the Grigoriev-Laurent Lower Bound

Proposition 2.9 gives us a means of showing that \( Y^{(n)} \succeq 0 \), giving a proof of Theorem 1.4. Viewing \( Y^{(n)} \) as operating on \( \mathbb{R}[\{\pm 1\}^n] \), since \( Y^{(n)} \) commutes with the action of \( S_n \), by Schur’s lemma it acts as a scalar on each irreducible subrepresentation of \( \mathbb{R}[\{\pm 1\}^n] \). Since the ideal generated by \( \sum_{i=1}^n x_i \) is in the kernel of \( Y^{(n)} \), by Proposition 2.9 the only possible such irreducible subrepresentations on which \( Y^{(n)} \) has a non-zero eigenvalue are \( W^{(n,0)}, W^{(n-1,1)}, \ldots, W^{(n-d_{\text{max}},d_{\text{max}})} \). Thus it suffices to choose a non-zero element of each isotypic component, \( p_i \in \bigoplus_{k=0}^{n-2d} (\sum_{i=1}^n x_i)^k W^{(n-i,i)} \), and verify that \( \mathbb{E}[p_i(x)^2] > 0 \) for each \( i \).

To identify such polynomials, we compute the isotypic projections of monomials.

Definition 3.1 (Isotypic projection). For each \( S \in \binom{[n]}{d} \), define \( h_S \in \mathbb{R}[x_1, \ldots, x_n]^{\text{hom}} \) by

\[
h_S(x) = \frac{\binom{n}{d} - \binom{d-1}{n-1}}{n!} \sum_{\pi \in S_n} \chi_{(n-d,d)}(\pi)x^{\pi(S)},
\]

Then, by Proposition 2.11, we have that \( h_S(x) \in \bigoplus_{k=0}^{n-2d} (\sum_{i=1}^n x_i)^k W^{(n-|S|,|S|)} \), the isotypic component of \( W^{(n-|S|,|S|)} \) in \( \mathbb{R}[\{\pm 1\}^n] \).

Proposition 3.2. For any \( S \in \binom{[n]}{d} \),

\[
\mathbb{E}[h_S(x)^2] = \frac{n - 2d + 1}{n - d + 1} \prod_{i=0}^{d-1} \frac{n - 2i}{n - 2i - 1} > 0.
\]
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Proof. First, since $h_S(x)$ is the sum of the projection of $x^S$ to one of the eigenspaces of $\tilde{E}$ and an element of the kernel of $\tilde{E}$, we have

$$\tilde{E}[h_S(x)^2] = \tilde{E}[h_S(x)x^S]$$

and from here we may compute directly,

$$\frac{n}{d} - \frac{n}{d-1} \sum_{k=0}^{d} a_{2d-2k} \sum_{\pi \in S_n, |\pi(S)\cap S| = k} \chi_{n-d,d}(\pi)$$

$$\frac{n}{d} - \frac{n}{d-1} \sum_{k=0}^{d} (-1)^{d-k} \binom{d}{k} a_{2d-2k}$$

(Lemma 2.14)

$$\frac{n}{d} - \frac{n}{d-1} \sum_{k=0}^{d} (-1)^k \binom{d}{k} a_{2k}.$$  \hspace{1cm} (31)

It remains to analyze the sum. We view such a sum as a $d$th order finite difference, in this case a forward finite difference of the sequence $f(k) = a_{2k}$ for $k = 0, \ldots, d$. Let us write $\Delta^a f$ for the sequence that is the $a$th forward finite difference. We will show by induction that

$$\Delta^a f(k) = a_{2k} \prod_{i=0}^{a-1} \frac{n-2i}{n-2k-2i-1}. \hspace{1cm} (32)$$

Clearly this holds for $a = 0$. If the result holds for $a - 1$, then we have

$$\Delta^a f(k) = \Delta^{a-1} f(k) - \Delta^{a-1} f(k+1)$$

$$= a_{2k} \prod_{i=0}^{a-2} \frac{n-2i}{n-2k+1-2i-1} - a_{2k+2} \prod_{i=0}^{a-2} \frac{n-2i}{n-2k-2i-3}$$

$$= a_{2k} \prod_{i=0}^{a-2} \frac{n-2i}{n-2k-2i-1} + a_{2k} \prod_{i=0}^{a-2} \frac{n-2i}{n-2k+1} \cdot \frac{n-2(i+1)}{n-2k-2i-3}$$

$$= a_{2k} \prod_{i=0}^{a-2} \frac{n-2i}{n-2k-2i-1} \left(1 + \frac{n-2k+1}{n-2k-1} \cdot \frac{n-2k-1}{n-2k-2a+1}\right)$$

$$= a_{2k} \prod_{i=0}^{a-2} \frac{n-2i}{n-2k-2i-1} \cdot \frac{n-2(a-1)}{n-2k-2(a-1)-1}, \hspace{1cm} (33)$$

completing the induction. Evaluating at $a = d$ then gives

$$\sum_{k=0}^{d} (-1)^k \binom{d}{k} a_{2k} = \Delta^d f(0) = \prod_{i=0}^{d-1} \frac{n-2i}{n-2i-1}, \hspace{1cm} (34)$$

completing the proof.

It is then straightforward to check that, together with some representation-theoretic reasoning, this implies the Grigoriev-Laurent lower bound.
Proof of Theorem 1.4. Let \( p(\mathbf{x}) \in \mathbb{R}[x_1, \ldots, x_n] \). By Proposition 2.9, there exist \( h_{d,k} \in W(n-d,d) \) for \( d \in \{0, \ldots, d_{\text{max}}\} \) and \( k \in \{0, \ldots, n-2d+1\} \) such that

\[
p(\mathbf{x}) = \sum_{d=0}^{d_{\text{max}}} \sum_{k=0}^{n-2d} \left( \sum_{i=1}^{n} x_i \right)^k h_{d,k}(\mathbf{x}).
\]

Since \( \widetilde{\mathbb{E}} \) is zero on multiples of \( \sum_{i=1}^{n} x_i \), its pseudomoment matrix \( Y^{(n)} \) acts as a scalar on each of the \( W(n-d,d) \) by Schur’s lemma, and \( h_{d,0} \) for different \( d \) have different degrees and thus orthogonal vectors of coefficients, we have

\[
\widetilde{\mathbb{E}}[p(\mathbf{x})^2] = \widetilde{\mathbb{E}} \left[ \left( \sum_{d=0}^{d_{\text{max}}} h_{d,0}(\mathbf{x}) \right)^2 \right] = \sum_{d=0}^{d_{\text{max}}} \widetilde{\mathbb{E}}[h_{d,0}(\mathbf{x})^2] \geq 0
\]

by Proposition 3.2, completing the proof.

\[\square\]

4  Pseudomoment Spectrum

We now would like to recover the actual eigenvalues of \( Y^{(n)} \). It may seem that we are close to obtaining the eigenvalues: since the \( W(n-d,d) \) are the eigenspaces of \( \widetilde{\mathbb{E}} \), it suffices to just find any concrete polynomial \( p \in W(n-d,d) \) that it is convenient to compute with, whereupon we will have \( \lambda_{n,d} = \widetilde{\mathbb{E}}[p(\mathbf{x})^2]/\|p\|^2 \), where the norm of a polynomial is the norm of the vector of coefficients (not the apolar norm). However, our computation above does not quite achieve this: crucially, \( h_S(\mathbf{x}) \) does not belong to \( W(n-d,d) \); rather, it equals the projection of \( \mathbf{x}^S \) to all copies of this irrep in \( \mathbb{R}[\{\pm 1\}^n] \), of which there are \( n-2d+1 \). Since those copies that are divisible by \( \sum_{i=1}^{n} x_i \) are in the kernel of \( \widetilde{\mathbb{E}} \), we have actually computed \( \widetilde{\mathbb{E}}[h_S(\mathbf{x})^2] = \widetilde{\mathbb{E}}[\hat{h}_S(\mathbf{x})^2] \) where \( \hat{h}_S(\mathbf{x}) \in W(n-d,d) \) is the relevant component of \( \mathbf{x}^S \). However, not having an explicit description of \( \hat{h}_S(\mathbf{x}) \), we have no immediate way to compute \( \|\hat{h}_S\|^2 \).

Remark 4.1. One possible approach to implement this direct strategy is to try to take \( p \in W(n-d,d) \) to be one of the basis polynomials given in Definition 2.7. However, computing the pseudoepectation of the square of such a polynomial gives an unusual combinatorial sum to which the character-theoretic tools we have developed do not seem to apply.

Instead, we will use use the expression of \( Y^{(n)} \) as a Gram matrix offered by spectral extension, in particular verifying a description of the form (16) suggested above.

4.1 Verifying Spectral Extension Characterization

We now establish that \( \widetilde{\mathbb{E}} \) is an instance of spectral extension. We first show that the basis of \( h_S(\mathbf{x}) \) achieves a block diagonalization of \( \widetilde{\mathbb{E}} \).

Lemma 4.2 (Block diagonalization). \( \widetilde{\mathbb{E}}[h_S(\mathbf{x})h_T(\mathbf{x})] = 0 \) if \( |S| \neq |T| \). If \( S, T \in \binom{[n]}{d} \), then

\[
\widetilde{\mathbb{E}}[h_S(\mathbf{x})h_T(\mathbf{x})] = \sigma_d^2 \cdot \left\langle h_S(\langle \mathbf{v}_1, \mathbf{z} \rangle, \ldots, \langle \mathbf{v}_n, \mathbf{z} \rangle), h_T(\langle \mathbf{v}_1, \mathbf{z} \rangle, \ldots, \langle \mathbf{v}_n, \mathbf{z} \rangle) \right\rangle.
\]

(37)
where
\[
\sigma_d^2 = d! \left( \frac{n-1}{n} \right)^d \prod_{i=0}^{d-1} \frac{n-2i}{n-2i-1} > 0. \tag{38}
\]

**Proof.** For the sake of brevity, let \( V \) be the matrix whose columns are the \( v_i \), so that \( V^\top z \) has entries \( \langle v_i, z \rangle \). The first claim follows since if \( |S| \neq |T| \) then \( h_S(x) \) and \( h_T(x) \) belong to orthogonal eigenspaces of \( \tilde{E} \). For the second claim, recall that \( \Psi : \mathbb{R}[x_1, \ldots, x_n]_{\text{hom}} \to \mathbb{R}[z_1, \ldots, z_{n-1}]_{\text{hom}} \) as defined in Proposition 2.15 is an isomorphism on each eigenspace with non-zero eigenvalue of \( \tilde{E} \). Moreover, by Proposition 2.15, each such eigenspace is isomorphic to some \( V_{\mathcal{H}}^{(d)} \) and thus is irreducible. So, since the apolar inner product in \( \mathbb{R}[z_1, \ldots, z_{n-1}]_{\text{hom}} \) is invariant under the action of \( S_n \) (permuting the \( \langle v_i, z \rangle \)) and \( \Psi(h_S(x)) = h_S(V^\top z) \), the result must hold with *some* \( \sigma_d^2 \geq 0 \) (which must be non-negative by the positivity of \( \tilde{E} \)).

It remains to compute \( \sigma_d^2 \), which is
\[
\sigma_d^2 = \frac{\tilde{E}[h_S(x)^2]}{\|h_S(V^\top z)^2\|^2_\diamond} \tag{39}
\]
for any \( S \in \binom{[n]}{d} \). We computed the numerator in Proposition 3.2, so we need only compute the denominator.

Define, for \( 0 \leq k \leq d \), \( \beta_{d,k} := \langle (V^\top z)^S, (V^\top z)^T \rangle_o \), for any \( S, T \in \binom{[n]}{d} \) with \( |S \cap T| = k \) (as this value only depends on \( |S \cap T| \)). With this notation, since \( h_S(V^\top z) \) is the apolar projection of \( (V^\top z)^S \) to \( V_{\mathcal{H}}^{(d)} \) (as it is by definition the isotypic projection and by Proposition 2.16 \( V_{\mathcal{H}}^{(d)} \) has multiplicity one in \( \mathbb{R}[z_1, \ldots, z_{n-1}]_{\text{hom}} \)),
\[
\|h_S(V^\top z)\|^2_\diamond = \langle h_S(V^\top z), (V^\top z)^S \rangle_o
\]
\[
= \frac{n}{n!} \sum_{k=0}^{d} \sum_{\pi \in S_n, \pi(\tau) = k} \chi(n-d,d)(\pi)
\]
\[
= (-1)^d \left( \begin{array}{c} d \\ |S \cap T| \end{array} \right) \frac{n}{n-d} \sum_{k=0}^{d} (-1)^k \left( \begin{array}{c} d \\ k \end{array} \right) \beta_{d,k}, \tag{Lemma 2.14}
\]
and we are left with a similar sum as in Proposition 3.2, but now a \( d \)th forward difference of the sequence \( f(k) = \beta_{d,k} \). We note that, choosing a concrete \( S \) and \( T \) in the definition, we may write
\[
\beta_{d,k} = \left\langle \prod_{i=1}^{d} \langle v_i, z \rangle, \prod_{i=1}^{k} \langle v_i, z \rangle \prod_{i=d+1}^{2d-k} \langle v_i, z \rangle \right\rangle_o \tag{40}
\]
Using this representation, it is straightforward to show, again by induction, that
\[
\Delta^a f(k) = \left\langle \prod_{i=1}^{d} \langle v_i, z \rangle, \prod_{i=1}^{k} \langle v_i, z \rangle \prod_{i=d+a+1}^{2d-k} \langle v_i, z \rangle \prod_{j=1}^{a} \langle v_{d+j} - v_{k+j}, z \rangle \right\rangle_o. \tag{41}
\]
Therefore, we have
\[
\sum_{k=0}^{d} (-1)^k \binom{d}{k} \beta_{d,k} = \Delta^a f(0)
\]
\[
= \left\langle \prod_{i=1}^{d} \langle v_i, z \rangle, \prod_{i=1}^{d} \langle v_i - v_{d+i}, z \rangle \right\rangle_o
\]
where the only contribution applying the product rule to the inner product is in the matching of the two products in their given order, whereby
\[
= \frac{1}{d!} \left( -1 - \frac{1}{n-1} \right)^d \frac{(-1)^d}{d!} \left( \frac{n}{n-1} \right)^d
\]
and substituting completes the proof. \(\square\)

The following then follows immediately since the \(h_S(x)\) with \(|S| = d\) are a spanning set of the isotypic component of \(W^{(n-d,d)}\) in \(\mathbb{R}[\{\pm 1\}^n]\).

**Corollary 4.3** (Gram matrix expression). Let \(h_{S,T} \in V_{\mathcal{H}}^{(|S|-2|T|)}\) be such that
\[
\prod_{i \in S} \langle v_i, z \rangle = \sum_{k=0}^{|S|/2} \sum_{T \in \mathcal{M}_k([n])} h_{S,T}(\langle v_1, z \rangle, \ldots, \langle v_n, z \rangle) \prod_{j \in T} \langle v_j, z \rangle^2,
\]
Define
\[
h_{S,k}(x) := \sum_{T \in \mathcal{M}_{(|S|-k)/2([n])}} h_{S,T}(x) \in \mathbb{R}[x_1, \ldots, x_n]^\text{hom}
\]
if \(k \leq |S|\) and \(k\) and \(|S|\) are of equal parity, and \(h_{S,k} = 0\) otherwise. Then,
\[
\mathbb{E}[x^S x^T] = \sum_{d=0}^{|S\setminus[T]} \sigma_d^2 \left\langle h_{S,d}(\langle v_1, z \rangle, \ldots, \langle v_n, z \rangle), h_{T,d}(\langle v_1, z \rangle, \ldots, \langle v_n, z \rangle) \right\rangle_o.
\]
We note that (45) is just (16) repeated verbatim.

### 4.2 Iterated Schur Complements in Pseudomoment Matrix

As promised in the introduction, let us revisit Laurent’s proposal of an alternate proof technique by taking iterated Schur complements in \(Y^{(n)}\), as suggested in the appendix of [Lau03] under “A tentative iterative proof.” First, let us give a general description of the Schur complement operation on Gram matrices—though elementary, we have not encountered this observation in the literature and it may be of independent interest.
Proposition 4.4 (Gramian interpretation of Schur complement). Suppose that \( a_1, \ldots, a_m, b_1, \ldots, b_n \in \mathbb{R}^r \). Write \( M \equiv \text{Gram}(a_1, \ldots, a_m, b_1, \ldots, b_n) \) as a block matrix with block sizes \( m \) and \( n \) along each axis:

\[
M = \begin{bmatrix}
M^{[1,1]} & M^{[1,2]} \\
M^{[2,1]} & M^{[2,2]}
\end{bmatrix}.
\] (46)

Write \( P \) for the orthogonal projection to the orthogonal complement of the span of the \( a_1, \ldots, a_m \). Then,

\[
M^{[2,2]} - M^{[2,1]} M^{[1,1]\dagger} M^{[1,2]} = \text{Gram}(P b_1, \ldots, P b_n),
\] (47)

where \( \dagger \) denotes the Moore-Penrose matrix pseudoinverse.

In words, the result says that the Schur complement in a Gram matrix merely keeps track of the effect of “projecting away” one subset of the Gram vectors from the remaining ones.

Proof. Let \( A \) have the \( a_1, \ldots, a_m \) as its columns and \( B \) have the \( b_1, \ldots, b_n \) as its columns. Then,

\[
M = \begin{bmatrix}
M^{[1,1]} & M^{[1,2]} \\
M^{[2,1]} & M^{[2,2]}
\end{bmatrix} = \begin{bmatrix}
A^\top A & A^\top B \\
B^\top A & B^\top B
\end{bmatrix}.
\] (48)

So, the Schur complement is

\[
M^{[2,2]} - M^{[2,1]} M^{[1,1]\dagger} M^{[1,2]} = B^\top B - B^\top A (A^\top A)^\dagger A^\top B
\]

and, recognizing the formula for the projection \( I - P = A (A^\top A)^\dagger A^\top \) to the span of the \( a_1, \ldots, a_m \),

\[
= B^\top B - B^\top (I - P) B \\
= B^\top P B \\
= (PB)^\top (PB),
\] (49)

completing the proof. \( \square \)

Remark 4.5 (Other applications). Proposition 4.4 is a useful intuitive guide to the geometric meaning of the Schur complement; we are surprised that it does not seem to be widely known. We highlight two connections of Proposition 4.4 to other topics. First, taking Schur complements with respect to \( 1 \times 1 \) diagonal blocks in a Gram matrix in some sequence describes precisely the course of the Gram-Schmidt orthogonalization procedure applied to the Gram vectors. Second, for a Gram matrix, the determinant equals the squared volume (Lebesgue measure) of the parallelopiped spanned by the Gram vectors. Thus let us write \( \text{vol}(a_1, \ldots, a_m) := \sqrt{\det(\text{Gram}(a_1, \ldots, a_m))} \). Consider Schur’s determinant identity,

\[
\det(M) = \det(M^{[1,1]}) \det(M^{[2,2]} - M^{[2,1]} M^{[1,1]\dagger} M^{[1,2]}),
\] (50)

in this context. It may be rewritten

\[
\text{vol}(a_1, \ldots, a_m, b_1, \ldots, b_n) = \text{vol}(a_1, \ldots, a_m) \cdot \text{vol}(P b_1, \ldots, P b_n),
\] (51)

which we recognize as a generalized “base \times height” formula for the volume of a parallelopiped.
We now proceed to Laurent’s proposal. The idea is to compute Schur complements in $Y^{(n)}$ with respect to the blocks indexed by $[n]_d$, in the order $d = 0, 1, \ldots, d_{\text{max}}$. Laurent observed that for the first few $d$, each successive block belongs to the Johnson association scheme, and thus its positivity may be verified using the Bose-Mesner algebra tools mentioned in our introduction and its inverse calculated (at least in principle) in closed form.

Let us explain why these observations hold with reference to the tools we have developed so far. We have seen that $Y^{(n)}$ is the Gram matrix of the polynomials

$$p_S(x) := \sum_{d=0}^{|S|} \sigma_d h_{S,d}(\langle v_1, z \rangle, \ldots, \langle v_n, z \rangle)$$

under the apolar inner product. Recall that, for any $S$, we have $h_S(\langle v_1, z \rangle, \ldots, \langle v_n, z \rangle)$ with $|S| = d \text{ span } V_{H}^{(d)}$. Thus, by Proposition 4.4, after $k$ steps of the procedure Laurent proposes, the matrix we are left with will have as its Gram vectors

$$\sum_{d=k}^{|S|} \sigma_d h_{S,d}(\langle v_1, z \rangle, \ldots, \langle v_n, z \rangle)$$

over all $|S| \geq k$. And, the block that we invert in the $(k+1)$th step of the procedure will just be $\sigma_k$ times the Gram matrix of the $h_{S}(\langle v_1, z \rangle, \ldots, \langle v_n, z \rangle)$ over all $|S| = k$. From Definition 3.1 (of $h_S$ in terms of the character $\chi_{n-k,k}$) and Proposition 2.13 (describing the character $\chi_{n-k,k}$) it is then clear that this Gram matrix will always belong to the Johnson association scheme, since it is invariant under the action of $S_n$ on $[n]_k$.

### 4.3 Proof of Theorem 1.5

Returning to our main task, we proceed to the derivation of the eigenvalues of $Y^{(n)}$.

**Proof of Theorem 1.5.** Let $A^{(d)} \in R^{\dim(V_{H}^{(d)}) \times \binom{n}{d}}$ have an isometric (under the apolar inner product) embedding of the $h_{S,d}$ as its columns. Then, the expression in (45) says that

$$Y^{(n)} = \sum_{d=0}^{d_{\text{max}}} \sigma_d A^{(d)^T} A^{(d)}.$$  

Define the matrix

$$A := \begin{bmatrix}
\sigma_0 A^{(0)} \\
\vdots \\
\sigma_{d_{\text{max}}} A^{(d_{\text{max}})}
\end{bmatrix}.$$  

Then, $Y^{(n)} = A^T A$, so the non-zero eigenvalues of $Y^{(n)}$ are equal to those of $AA^T$. We claim that $AA^T$ is actually a diagonal matrix with diagonal entries having multiplicities $\dim(V_{H}^{(d)})$, so that, for some $\lambda_{n,0}, \ldots, \lambda_{n,d_{\text{max}}}$ we have

$$AA^T = \begin{bmatrix}
\lambda_{n,0} I_{\dim(V_{H}^{(0)})} \\
\lambda_{n,1} I_{\dim(V_{H}^{(1)})} \\
\vdots \\
\lambda_{n,d_{\text{max}}} I_{\dim(V_{H}^{(d_{\text{max}})})}
\end{bmatrix}.$$
Consider first the diagonal blocks of $\mathbf{A}\mathbf{A}^\top$. By Schur’s lemma, whenever $d' \geq d$ and $d$ and $d'$ have the same parity, then we have that $\{h_{S,d}\}_{S \in \binom{[n]}{d'}} \subset V^{(d)}_{\mathcal{H}}$ forms a tight frame in $V^{(d)}_{\mathcal{H}}$, that is, $\sum_S h_{S,d} h_{S,d}^\top$ is a multiple of the identity, where again the vectorization is interpreted to be isometric with respect to the apolar inner product, and where we note that the apolar inner product is invariant under the action of $S_n$. This is because the $h_{S,d}$ form a union of orbits under the action of $S_n$ on $V^{(d)}_{\mathcal{H}}$, which is an irrep of $S_n$.

Let $f_{d',d}$ denote the associated frame constant, that is, the constant so that, for all $p \in V^{(d)}_{\mathcal{H}}$, we have
\[ \sum_{S \in \binom{[n]}{d'}} \langle h_{S,d}, p \rangle \cdot h_{S,d} = f_{d',d} p. \] (57)

Let $f_{d',d} = 0$ if $d > d'$ or $d'$ and $d$ have different parity. We then have
\[ \mathbf{A}^{(d)} \mathbf{A}^{(d)^\top} = \sum_{S \in \binom{[\max]}{d}} h_{S,d} h_{S,d}^\top = \left( \sum_{d' = d}^{d_{\max}} f_{d',d} \right) I_{\dim(V^{(d)}_{\mathcal{H}})}. \] (58)

Next, consider the off-diagonal blocks of $\mathbf{A}\mathbf{A}^\top$, say the block indexed by some $d_1 \neq d_2$. We have $\mathbf{A}^{(d_1)} \mathbf{A}^{(d_2)^\top} = \sum_S h_{S,d_1} h_{S,d_2}^\top$. We may view this as a linear operator mapping $V^{(d_2)}_{\mathcal{H}} \to V^{(d_1)}_{\mathcal{H}}$. As before, this operator commutes with the actions of $S_n$ on these two spaces. However, since these are now two non-isomorphic irreps of $S_n$, by Schur’s lemma we must have $\mathbf{A}^{(d_1)} \mathbf{A}^{(d_2)^\top} = 0$.

Thus the diagonal form proposed in (56) holds with eigenvalues $\lambda_{n,0}, \ldots, \lambda_{n,d_{\max}} > 0$ given by
\[ \lambda_{n,d} = \sigma_d^2 \sum_{d' = d}^{d_{\max}} f_{d',d} \] with multiplicity $\dim(V^{(d)}_{\mathcal{H}}) = \binom{n}{d} - \binom{n}{d - 1}. \] (59)

In particular, $\mathbf{A}\mathbf{A}^\top \succ 0$ strictly, so these are also precisely the positive eigenvalues of $\mathbf{Y}^{(n)}$, and the multiplicity of the zero eigenvalue of $\mathbf{Y}^{(n)}$ is
\[ \left( \binom{n}{\leq d_{\max}} - \sum_{d = 0}^{d_{\max}} \left( \binom{n}{d} - \binom{n}{d - 1} \right) \right) = \binom{n}{\leq d_{\max}} - \binom{n}{d_{\max}} = \binom{n}{\leq d_{\max} - 1}, \] (60)
as claimed.

We now turn to the explicit computation of the eigenvalues. Let us write
\[ \eta_{d',d}^2 := \|h_{S,d}\|_2^2 \text{ for any } S \in \binom{[n]}{d'}, \] (61)
noting that these numbers are all equal by symmetry. Then, the frame constants from (57) are
\[ f_{d',d} = \frac{\binom{n}{d'}}{\dim(V^{(d)}_{\mathcal{H}})} \eta_{d',d}^2 = \frac{\binom{n}{d'}}{\binom{n}{d} - \binom{n}{d - 1}} \eta_{d',d}^2. \] (62)
It remains to compute the $\eta_{d',d}$, which will yield the $f_{d',d}$ and then in turn the eigenvalues $\lambda_{n,d}$. We first note that, by our earlier computation in Lemma 4.2, for any given $S \in \binom{[n]}{d}$,

$$\eta_{d,d}^2 = \|h_S\|_2^2 = \binom{n}{d} - \binom{n}{d-1} \frac{1}{d!} \left( \frac{n}{d} \right)^d.$$  

(63)

Therefore,

$$f_{d,d} = \frac{\binom{n}{d} - \binom{n}{d-1}}{\binom{n}{d}} \eta_{d,d}^2 = \frac{1}{d!} \left( \frac{n}{d} \right)^d.$$  

(64)

To compute the $\eta_{d',d}$ with $d' > d$, we use that $\tilde{E}$ itself can be used to compute the following inner products, by Corollary 4.3:

$$\tilde{E}[x^S h_T(x)] = \sigma_d \langle h_{S,d}(x), h_T(x) \rangle.$$  

(65)

Using that the $\{h_T(x)\}_{T \in \binom{[n]}{d}}$ form a tight frame with frame constant $f_{d,d}$, we have

$$\eta_{d',d}^2 = \|h_{S,d}\|_2^2 \quad \quad = \frac{1}{f_{d,d}^2} \sum_{T \in \binom{[n]}{d}} \langle h_{S,d}(x), h_T(x) \rangle^2 \quad \quad = \frac{1}{\sigma_d^2 f_{d,d}^2} \sum_{T \in \binom{[n]}{d}} (\tilde{E}[x^S h_T(x)])^2.$$  

(66)

We next expand these pseudoexpectations directly:

$$\tilde{E}[x^S h_T(x)] = \sum_{\pi \in S_n} \chi_{(n-d,d)}(\pi) x^{S+\pi(T)} \quad \quad = \sum_{\pi \in S_n} \chi_{(n-d,d)}(\pi) a_{d+d' - 2|S \cap \pi(T)|} \quad \quad = \sum_{k=0}^{d'} a_{d+d' - 2k} \sum_{\pi \in S_n, |S \cap \pi(T)| = k} \chi_{(n-d,d)}(\pi).$$

Suppose now that $|S \cap T| = \ell$. Then, by Lemma 2.14 we have

$$= \binom{n}{d} - \binom{n}{d-1} \left( \frac{n-2d}{d'} \right)^{d'} \ell \cdot \frac{d}{d'} \frac{n-2i}{n-d'} \cdot a_{d'}.$$  

(67)
Substituting this into the summation that occurs in our expression for \( \eta_{d,d'} \), we then find

\[
\sum_{T \in \binom{[n]}{d}} \left( \mathbb{E}[x^S h_T(x)] \right)^2 \\
= \sum_{\ell=0}^{d} \binom{d'}{\ell} \binom{n-d'}{d-\ell} \left( \frac{\binom{n}{d} - \binom{n}{d-1}}{(d'-d) \ell, d-d'-\ell, n-d-d'+\ell} \right) \left( n-2d' \right) \left( d' \right) \prod_{i=0}^{d-1} \frac{n-2i}{n-d'+d-2i-1} \cdot a_{d'-d}^2 \\
= a_{d'-d}^2 \left( \left( \frac{\binom{n}{d} - \binom{n}{d-1}}{(d'-d) \ell, d-d'-\ell, n-d-d'+\ell} \right) \left( n-2d' \right) \left( d' \right) \prod_{i=0}^{d-1} \frac{n-2i}{n-d'+d-2i-1} \right)^2 \\
= \frac{d!^2 d'! (n-d')! (n-d-d')! (d'-d)!}{n!^2} \sum_{\ell=0}^{d} \binom{d'-\ell}{d'-d} \binom{n-d-d'+\ell}{n-d-d'} \\
\text{and the remaining sum evaluates by the Chu-Vandermonde identity to} \\
= a_{d'-d}^2 \left( \left( \frac{\binom{n}{d} - \binom{n}{d-1}}{(d'-d) \ell, d-d'-\ell, n-d-d'+\ell} \right) \left( n-2d' \right) \left( d' \right) \prod_{i=0}^{d-1} \frac{n-2i}{n-d'+d-2i-1} \right)^2 \\
= a_{d'-d}^2 \left( \left( \frac{\binom{n}{d} - \binom{n}{d-1}}{(d'-d) \ell, d-d'-\ell, n-d-d'+\ell} \right) \left( n-2d' \right) \left( d' \right) \prod_{i=0}^{d-1} \frac{n-2i}{n-d'+d-2i-1} \right)^2 \\
= \frac{d!^2 d'! (n-d')! (n-d-d')! (d'-d)!}{n!^2} \binom{n-d+1}{d}.
\]

Having reached this expression, we may substitute for \( \eta_{d,d'}^2 \) and find many cancellations, obtaining

\[
\eta_{d,d'} = \frac{1}{\sigma_{d,f_{d,d}}^2} \sum_{T \in \binom{[n]}{d}} \left( \mathbb{E}[x^S h_T(x)] \right)^2 \\
= a_{d'-d}^2 \left( \frac{\binom{n}{d} - \binom{n}{d-1}}{(d'-d) \ell, d-d'-\ell, n-d-d'+\ell} \right) \left( n-2d' \right) \left( d' \right) \prod_{i=0}^{d-1} \frac{n-2i}{n-d'+d-2i-1} \left( \binom{n}{d} - \binom{n}{d-1} \right)^2 \\
= \frac{d!^2 d'! (n-d')! (n-2d)!^2}{n!^2 (n-d-d')! (d'-d)!} \binom{n-d+1}{d}.
\]

(69)
Then we may again substitute for $\lambda_{n,d}$ and find more cancellations, obtaining

$$
\lambda_{n,d} = \sigma_n^2 \sum_{d' = d}^{d_{\text{max}}} f_{d',d} = \sigma_n^2 \sum_{d' = d}^{d_{\text{max}}} \left( \frac{n}{d} \right) - \left( \frac{n}{d-1} \right) \eta_{d',d}^2
= n! \sum_{d' = d}^{d_{\text{max}}} \frac{a_{d'-d}^2}{(n - d - d')(d' - d)!} \prod_{i=0}^{d_{\text{max}}-1} \frac{1}{(n - 2i - 1 - d' + d)^2} \tag{70}
$$

The formula for $\lambda_{n,0}$ then follows immediately. To obtain the recursion, we compute

$$
\lambda_{n+2,d+1} = (n + 2)! \sum_{d' = d+1}^{(n+1)/2} \frac{a_{n+2,d' - d-1}^2}{(n - d - d' + 1)(d' - d - 1)!} \prod_{i=0}^{d_{\text{max}}-1} \frac{1}{(n - 2i + 2 - d' + d)^2}
= (n + 2)! \sum_{d' = d}^{(n-1)/2} \frac{a_{n+2,d'-d}^2}{(n - d - d')(d' - d)!} \prod_{i=0}^{d_{\text{max}}-1} \frac{1}{(n - 2i + 1 - d' + d)^2}
= (n + 2)! \sum_{d' = d}^{(n-1)/2} \frac{1}{(n + 1 - d' + d)^2} \prod_{i=0}^{d_{\text{max}}-1} \frac{1}{(n - 2i - 1 - d' + d)^2}
$$

and noting that $a_{n+2,2k} = \frac{n-2k+1}{n+1} a_{n,2k}$, we find

$$
= \frac{(n + 2)!}{(n + 1)!} \sum_{d' = d}^{(n-1)/2} \frac{a_{n,d'-d}^2}{(n - d - d')(d' - d)!} \prod_{i=0}^{d_{\text{max}}-1} \frac{1}{(n - 2i - 1 - d' + d)^2}
= \frac{n + 2}{n + 1} \lambda_{n,d}, \tag{71}
$$

completing the proof.

\[ \square \]
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A Character Sums: Proof of Lemma 2.14

Definition A.1. For \( \pi \in S_n \), \( 0 \leq a, b \leq n \), and \( 0 \leq k, \ell \leq a \wedge b \), we define

\[
\begin{align*}
    f_{a,k}(\pi) & := \# \left\{ A \in \left[ \frac{n}{a} \right] : |\pi(A) \cap A| = k \right\}, \\
    g_{a,b,k,\ell}(\pi) & := \# \left\{ A \in \left[ \frac{n}{a} \right], B \in \left[ \frac{n}{b} \right] : |A \cap B| = k, |\pi(A) \cap B| = \ell \right\}. 
\end{align*}
\]

We will ultimately be interested in inner products with the \( g_{a,b,k,\ell} \), but the following shows that these reduce to linear combinations of the \( f_{a,k} \).

Proposition A.2. For all \( 0 \leq k, \ell \leq a \wedge b \),

\[
g_{a,b,k,\ell} = g_{a,b,k,\ell} = g_{a,b,k,\ell} = \sum_{j=0}^{a} \left( \sum_{i=0}^{j} \binom{j}{i} \binom{a-j}{k-i} \binom{a-j}{\ell-i} \binom{n-2a+j}{b-k-\ell+i} \right) f_{a,j} \quad (74)
\]

Proof. The first equality holds since \( |\pi(A) \cap B| = |A \cap \pi^{-1}(B)| \), and so since inversion does not change the conjugacy class of \( \pi \), we have \( g_{a,b,k,\ell}(\pi) = g_{b,a,k,\ell}(\pi^{-1}) = g_{b,a,k,\ell}(\pi) \).

Suppose \( A \in \left[ \frac{n}{a} \right] \) with \( |A \cap \pi(A)| = j \). Then, \( B \in \left[ \frac{n}{b} \right] \) with \( |A \cap B| = k \) and \( |\pi(A) \cap B| = \ell \) consists of some \( 0 \leq i \leq j \) elements of \( A \cap \pi(A), k-i \) elements of \( A \setminus \pi(A), \ell-i \) elements of \( \pi(A) \setminus A \), and \( b-i-(k-i)-(\ell-i) = b-k-\ell+i \) elements of \( [n] \setminus A \setminus \pi(A) \). Thus,

\[
g_{a,b,k,\ell}(\pi) = \sum_{A \in \left[ \frac{n}{a} \right]} \sum_{i=0}^{\min(|A \cap \pi(A)|, j)} \binom{|A \cap \pi(A)|}{i} \binom{a-|A \cap \pi(A)|}{k-i} \binom{a-|A \cap \pi(A)|}{\ell-i} \binom{n-2a+|A \cap \pi(A)|}{b-k-\ell+i} \] \quad (75)

and the remaining cardinality is by definition \( f_{a,j}(\pi) \).

The following is our key combinatorial lemma, computing the inner product of \( \chi_{(n-d,d)} \) with the \( g_{a,b,k,\ell} \) so long as one of \( a \) and \( b \) is at most \( d \).

Proposition A.3. For all \( 0 \leq a \leq d \leq n/2 \), \( a \leq b \leq n \), and \( 0 \leq k, \ell \leq a \wedge b \),

\[
\frac{1}{n!} \sum_{\pi \in S_n} \chi_{(n-d,d)}(\pi) g_{a,b,k,\ell}(\pi) = \begin{cases} \\
0 & \text{if } a < d, \\
(-1)^{k+\ell} \binom{d}{k} \binom{n-2d}{b-d} & \text{if } a = d. 
\end{cases} \quad (76)
\]

Proof. We first compute the inner products with the \( f_{a,k} \). To this end, we introduce the functions

\[
F_{a,j} := \sum_{k=j}^{a} \binom{k}{j} f_{a,k}. \quad (77)
\]
Then, we have

\[ F_{a,j}(\pi) = \sum_{A \in \binom{[n]}{a}} \left( |A \cap \pi(A)| \right) \]

\[ = \sum_{A \in \binom{[n]}{a}} \sum_{C \in \binom{[n]}{a-j}} 1\{\pi(C) \subseteq A\} \]

\[ = \sum_{C \in \binom{[n]}{j}} \sum_{B \in \binom{[n]}{a-j} \setminus C} 1\{\pi(C) \subseteq C \cup B\} \]

\[ = \sum_{C \in \binom{[n]}{j}} \left( n - 2j + |\pi(C) \cap C| \right) \]

\[ = \sum_{i=0}^{j} \left( n - 2j + i \right) \frac{a}{a - 2j + i} f_{j,i}(\pi). \quad (78) \]

On the other hand, we may invert the relation (77) (this “inversion of Pascal’s triangle” follows from the binomial coefficients giving the coefficients of the polynomial transformation \( p(x) \mapsto p(x + 1) \), whereby the inverse gives the coefficients of the transformation \( p(x) \mapsto p(x - 1) \); it is also sometimes called the Euler transform) to obtain the closed recursion

\[ f_{a,k} = \sum_{j=k}^{a} (-1)^{j+k} \binom{j}{k} F_{a,j} = \sum_{j=k}^{a} (-1)^{j+k} \binom{j}{k} \sum_{i=0}^{j} \left( a - 2j + i \right) f_{j,i}. \quad (79) \]

In particular, the only non-zero term with \( j = a \) is \((-1)^{a+k} \binom{a}{k} f_{a,a}\). We know that

\[ f_{a,a} = c_a = \sum_{d=0}^{a} \chi_{(n-d,d)}. \quad (80) \]

Thus, by induction it follows that, in the character expansion of \( f_{a,k} \), \( \chi_{(n-d,d)} \) appears only if \( a \geq d \), and when \( a = d \) it appears with coefficient \((-1)^{d+k} \binom{d}{k}\). Thus we have

\[ \frac{1}{n!} \sum_{\pi \in S_n} \chi_{(n-d,d)}(\pi) f_{a,k}(\pi) = \begin{cases} 0 & \text{if } a < d, \\ (-1)^{d+k} \binom{d}{k} & \text{if } a = d. \end{cases} \quad (81) \]

The first case of our claim, with \( a < d \), now follows immediately from Proposition A.2. For the second case, with \( a = d \), we proceed by induction on \( n \). First, making a general manipulation, again by Proposition A.2 we have

\[ \frac{1}{n!} \sum_{\pi \in S_n} \chi_{(n-d,d)}(\pi) g_{a,b,k,\ell}(\pi) \]

\[ = \sum_{j=0}^{d} \sum_{i=0}^{j} \binom{j}{i} \binom{d-j}{k-i} \binom{d-j}{\ell-i} \left( n - 2d + j \right) \frac{1}{n!} \sum_{\pi \in S_n} \chi_{(n-d,d)}(\pi) f_{d,j}(\pi) \]

\[ = \sum_{j=0}^{d} (-1)^{d+j} \binom{d}{j} \sum_{i=0}^{j} \binom{j}{i} \binom{d-j}{k-i} \binom{d-j}{\ell-i} \left( n - 2d + j \right) \left( b - k - \ell + i \right) \]
We start to treat the remaining sum using that \( \sum_{j=0}^{d} (-1)^{j} \binom{d}{j} f(j) \) gives the \( d \)th finite difference of the function \( f \). In particular, for \( f(x) \) a polynomial of degree smaller than \( d \), any such sum is zero. Furthermore, \( \sum_{j=0}^{d} (-1)^{j} \binom{d}{j} j^d = (-1)^d d! \). Therefore, we may continue, always applying the differencing \( \Delta \) transformation to functions of the variable \( j \),

\[
\Delta^w \xi \cdot \Delta^x (d-j)^{k-i} \cdot \Delta^y (d-j)^{-i} \cdot \Delta^z (n-2d+j)^{b-k-l+i} \bigg|_{j=0}
\]

Here, in all cases the first factor, \( \Delta^w \xi \bigg|_{j=0} \), will only be nonzero when \( w = i \).

Let us now first specialize to the base case \( n = 2d \). In this case, the last factor, \( \Delta^z (n-2d+j)^{b-k-l+i} \bigg|_{j=0} \), will likewise only be nonzero when \( b - k - \ell + w = z \). In that case, we must have \( x + y = k + \ell - 2w + d - b \). Since in all nonzero terms \( x \leq k - w \) and \( y \leq \ell - w \), and \( d \leq b \), we will only have a nonzero result if \( d = b, x = k - w \), and \( y = \ell - w \). In this case, we have

\[
\frac{1}{n!} \sum_{\pi \in S_n} \chi(n-d,d) (\pi) g_{d,d,k,\ell}(\pi) = (-1)^{k+\ell} \sum_{w=0}^{d} \binom{d}{w, k-w, \ell-w, d-k-\ell+w} \]

the final step following since the remaining sum counts the number of ways to choose a subset of size \( k \) and a subset of size \( \ell \) from \([d]\), with \( w \) being the size of the intersection. Thus the result holds when \( n = 2d \).

Suppose now that \( n > 2d \) and the result holds for \( n - 1 \). Continuing from (82) above and completing the computation of the differences,

\[
\frac{1}{n!} \sum_{\pi \in S_n} \chi(n-d,d) (\pi) g_{a,b,k,\ell}(\pi)
\]

Reindexing in terms of \( x' := k - w - x, y' = \ell - w - y, z' = b - k - \ell + w - z \), which we note must be non-negative and satisfy \( x' + y' + z' = b - d \), we find

\[
\frac{1}{n!} \sum_{w=0}^{d} \binom{d}{w, k-w-x', \ell-w-y', d-k-\ell+w+x'+y'} \binom{d}{d-k+x', y'} \binom{d-2d+k+\ell-w-x'-y'}{z'}
\]
We emphasize here first that \( b \) appears only in the summation bounds for the inner sum, and second that we have rewritten to leave only one occurrence of \( z' \), in the final factor.

We group the terms of the sum according to whether \( z' = 0 \) or \( z' > 0 \):

\[
S_0(b, d, k, \ell) := \sum_{w=0}^{d} \sum_{x'+y'=b-d} (-1)^{x+y} \left( w, k - w - x', \ell - w - y', d - k - \ell + w + x' + y' \right) \left( d - k + x' \right) \left( d - k - \ell + w + x' + y' \right),
\]

\[ (85) \]

\[
S_1(n, b, d, k, \ell) := \sum_{w=0}^{d} \sum_{x'+y'+z'=b-d-1} (-1)^{x+y} \left( w, k - w - x', \ell - w - y' - z', d - k - \ell + w + x' + y' + z' \right) \left( n - 2d + k + \ell - w - x - y - z' + 1 \right).
\]

\[ (86) \]

Then, the sum we are interested in, that given in (84), is

\[
S(n, b, d, k, \ell) := S_0(b, d, k, \ell) + S_1(n, b, d, k, \ell).
\]

Thus we have

\[
S(n, b, d, k, \ell) = S_0(n - 1, b, d, k, \ell) + S(n - 1, b - 1, d, k, \ell).
\]

(87)

Thus we have

\[
S(n, b, d, k, \ell) = S_0(b, d, k, \ell) + S_1(n - 1, b, d, k, \ell)
\]

\[
= S_0(b, d, k, \ell) + S_1(n - 1, b, d, k, \ell) + S(n - 1, b - 1, d, k, \ell) \quad \text{(by \(87\))}
\]

\[
= S(n - 1, b, d, k, \ell) + S(n - 1, b - 1, d, k, \ell)
\]

and by the inductive hypothesis

\[
= (-1)^{k+\ell} \left( \binom{d}{k} \binom{d}{\ell} \left( \binom{n - 2d - 1}{b - d} + \binom{n - 2d - 1}{b - d - 1} \right) \right)
\]

\[ (88) \]

completing the induction.

**Proof of Lemma 2.14.** Let us write \( \ell := |A \cap B| \). Then, using that \( \chi_{(n-d,d)} \) is a class function,
we may average over conjugations,

\[
\sum_{\pi \in S_n} \chi_{(n-d,d)}(\pi) = \frac{1}{n!} \sum_{\sigma \in S_n} \sum_{\pi \in S_n} \chi_{(n-d,d)}(\sigma^{-1} \pi \sigma)
\]

\[
= \frac{1}{n!} \sum_{\sigma \in S_n} \sum_{\pi \in S_n} \chi_{(n-d,d)}(\pi)
\]

\[
= \frac{1}{\ell, a, b, \ell, n, a, b + \ell} \sum_{a', b' \in [n]} \sum_{\pi \in S_n} \chi_{(n-d,d)}(\pi)
\]

\[
= \frac{1}{\ell, a, b, \ell, n, a, b + \ell} \sum_{\pi \in S_n} \chi_{(n-d,d)}(\pi) g_{a, b, k, \ell}(\pi), \tag{89}
\]

and the result now follows from Proposition A.3 upon simplifying. \qed