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Time-domain averaging (TDA) is an effective signal processing technique in fault diagnosis that can extract the periodic components of interest from signals mixed with noise interference while suppressing other irrelevant periodic signals. However, there are two obvious shortcomings to TDA: first, the acquisition of keyphasor signals is often restricted by the application environment and conditions. Even if the signal is obtained by TDA, owing to the existence of periodic truncation errors, satisfactory results cannot be obtained. Second, due to the velocity fluctuation, the actual mechanical signal is easy to produce a large error in TDA stacking. To solve the above challenges, first, based on the disadvantage of using traditional resampling to solve the TDA synchronization problem, this paper proposes a new method of subsection resampling, which improves the analysis effect of the traditional TDA. Second, to further expand the range of the practical applications, according to the amplitude-frequency map of TDA, a method for realizing TDA function by using the FIR multiband filter is proposed. This approach effectively avoids the requirement of traditional methods to collect the keyphasor signals and broadens the application in practical engineering. Finally, the improved TDA method is compared with the filter implementation technology, and their respective application conditions are given.

1. Introduction

Vibration signal processing has been an effective means to monitor mechanical equipment for many years [1]. However, mechanical vibration signals are usually masked by significant background noise, which leads to many research and development of denoising methods. In the domain of signal denoising, the existing technologies include Fourier transform, short-term Fourier transform, wavelet analysis, empirical mode of decomposition, and so on. Although Fourier transform is used primarily for decomposition, it is not suitable for nonstationary signal decomposition. In order to overcome this defect, an improved short-term Fourier transform method (STFT) is utilized, but it sacrifices the frequency resolution to capture the transient behavior of the signal. The resolution problem of STFT is solved by wavelet transform based on multiresolution analysis. While wavelet transform is a nonadaptive method, which cannot eliminate the high-frequency noise in the signal and is poor at dealing with nonlinear data. EMD technology, which can eliminate high-frequency noise from nonlinear and nonstationary signals (such as ECG), is an adaptive method. Ghosh [2] analyzed that EMD is superior to the other methods discussed above in dealing with nonlinear nonstationary signals. Some scholars combine these methods for research, such as Wang et al. [3] proposed an improved threshold wavelet denoising algorithm based on EMD. Some scholars have proposed some new methods, such as Premanode et al. [4] using the averaging intrinsic mode function to denoise the nonlinear and nonstationary time series data. Due to the complexity of the algorithm and the heavy workload of calculation, it needs long-term exploration to extend the above methods to practical application.

Time-domain averaging (TDA) or time synchronization averaging (TSA) is widely used in practice with its simple
algorithm. It mainly uses the principles of random statistics to stack and average the original signal for many times to eliminate or reduce the noise influence from other sources, to further enhance the signal components of interest [5–8]. It is often used for early fault detection of gears to eliminate irrelevant signal noise and extract weak fault features [9–13]. Traditional TDA has perfect processing effect for stationary signals, but there still exist some shortcomings for non-stationary signals. Strictly speaking, most mechanical vibration signals are non-stationary, for example, signal speed fluctuation caused by benign operational and environmental variations. The velocity fluctuation will make the superposition of TDA difficult or produce large error, so it is urgent to study the improved TDA algorithm for nonstationary signals. Many scholars have done a lot of research on this problem. Rahman et al. [14] proposed the impact-synchronous time averaging technique to solve the problem that the time averaging method cannot process asynchronous signals. Ahamed et al. [15] proposed a multiple-pulse individually rescaled time synchronous averaging technique combined with the traditional TDA and developed a robust method for gear fault detection under fluctuating load and speed conditions. In 2011, Cross et al. [16] introduced the concept of cointegration to deal with the nonstationary time series and remove the environment and operation trend from the original data. The theory of cointegration arose in the field of econometrics, which is mainly used to analyze and understand the common trends in economic and financial time series [17, 18]. It can combine multiple non-stationary time series to produce stationary residuals [19, 20]. TDA resampling technology is also able to process nonstationary signals to ensure good linear superposition [21, 22]. For example, Zhao and Guo [23] used digital resampling technology to solve this problem. These methods have positive effects in processing nonstationary signals.

In summary, the research studies in this domain have enhanced the analysis effect of TDA from different aspects, but most of the research studies only focus on improving the traditional methods. For the problem that it is very difficult to obtain the keyphasor signal in complex and harsh environment, further research is still required. In order to successfully apply the TDA in complex environment, this paper first studies the traditional TDA and points out the shortcoming of using resampling to correct the synchronization problem of TDA. On the basis of the traditional TDA, we propose a subsection resampling method to improve this shortcoming. The simulation and experimental results shows that the segmented resampling can effectively improve the analysis accuracy and has well application value. Secondly, to solve the difficulties of acquisition keyphasor signal in complex environment, a filter implementation technique is proposed to realize the TDA function without the keyphasor signal. The simulation and experimental results show the feasibility and effectiveness of the filter implementation technology. Finally, the improved TDA is compared with the method using the filter implementation technology, and their application conditions are given.

2. Improvement of the Traditional TDA Denoising Method

TDA not only needs to pick up the signal to be analyzed but also needs to acquire the timing pulse of the rotation axis to lock the starting point of each signal segment. Since the signal is digital on average, the same number of points is required for each segment of data. Because the sampling frequency of A/D converter is constant once set and the timing pulse frequency and the period of the signal to be analyzed also change at any time due to the change of mechanical speed even if the small change, it is impossible to guarantee the equal number of data of each segments by conventional sampling. The method to solve this problem is to use frequency tracking technology so that the actual sampling frequency can track the rotation frequency in real time and equal to the integer multiple of it.

The key of TDA is signal synchronization. If the signal is asynchronous, the useful components of the signal after the TDA processing will be attenuated, leading to the preset purpose not being achieved.

At present, frequency tracking technology is generally used to solve the problem of signal synchronization caused by various factors [8, 24]. One method uses hardware to calibrate and collect the fluctuation signals during data acquisition and another method processes the asynchronous signals after data acquisition via software using data resampling technology to realize frequency tracking. To avoid frequent mixing, the final actual sampling frequency should be more than twice the bandwidth of the signal. In this paper, the method of software is adopted, that is the resampling method.

Specific approach of the traditional resampling:

The analyzed signal \( x(t) \) and time-scale pulse \( e(t) \) are input into the two-channel A/D converter to obtain the long-series \( x_n \) and \( e_n \). \( x_n \) is divided into several data segments \( x_{p0} (p = 0, 1, 2, 3, \ldots, P) \) based on \( e_n \). Now, each data segment is not equal in number of points. This is the first sampling. Then, the second sampling, namely, the resampling process, is carried out. Under the premise of satisfying the sampling theorem, the sampling signal \( x_{en} \) is restored to the original signal \( x(t) \), as follows:

\[
x(t) = \sum_{n=-\infty}^{\infty} x_n \frac{\sin(\pi(t - n\Delta)/\Delta)}{\pi(t - n\Delta)/\Delta}.
\] (1)

Assume that the number of points of a data segment sampled for the first time is \( M \) and the number of points of unified sampling for each data segment is \( N \). Resampling of the above recovery signal \( x(t) \) is carried out adaptively with the resampling interval \( \delta = M/N \), and the result is given by formula (2). Thus, data segments \( P \) with the exact same number of points are obtained, and the number of sampling points for each segment is \( N \):

\[
x_r = \sum_{n=-\infty}^{\infty} x_n \frac{\sin(\pi(r\delta - n\Delta)/\Delta)}{\pi(r\delta - n\Delta)/\Delta} \quad r = 0, 1, 2, \ldots, N, \quad \text{where}
\] (2)
\[ \delta = M/N \] is the resampling interval. \hspace{1cm} (3)

According to the uniform sampling number \( N \) and the different first sampling number \( M \) of each segment, each data segment is resampled with an adaptive sampling interval \( \delta \), so as to achieve frequency tracking and phase synchronization.

The sampling interval \( \delta \) used in traditional resampling is carried out under the default condition that the signal velocity is constant within a truncation period, that is, the sampling interval is the same within each truncation period. However, due to the existence of velocity fluctuations, the signal data points within a segment will not be at the same velocity, so that the collected data segment is out of sync. Therefore, a segmented resampling method is proposed in this paper.

2.1. Software Implementation Technology of Frequency Tracking. Software implementation technology of frequency tracking mainly refers to the subsequent processing of the collected asynchronous signals, which mainly uses a programming language to implement certain algorithms to synchronize the collected signals, and frequency tracking is realized by the data resampling technique.

The sampling interval adopted by traditional data resampling technology is carried out under the default constant speed condition within a section of the data signal, that is, the sampling interval is the same for the data within a section, and its procedure is shown in Figure 1. However, due to the existence of speed fluctuations, the speeds of the signal data points within a section are unequal, leading the collected data segment to be asynchronous. Therefore, a segmented resampling technique is adopted in this paper to improve this situation. The procedure of this method is shown in Figure 2:

The only difference between the improved segmented resampling technique and the traditional resampling technique is that the sampling interval of the segmented resampling of the whole truncated data is determined according to the situation. The specific method of segmented resampling is as follows: after the long signal is truncated, each segment signal to be superposed is divided into four parts at phases of 0, \( \pi/2 \), \( \pi \), and \( 3\pi/2 \). In the case where there is no velocity fluctuation by default but there is, when the data collected by each part is too dense due to the velocity change, the segmented resampling method adopts a lower sampling rate to resample to ensure that the final points of each data segment are equal [25]. In the same way, when the collected data points are too sparse, resampling correction is carried out with a higher sampling rate. It should be noted that resampling each small segment separately is not done by cutting the truncated signal into four segments but by adopting stretch sampling or compression sampling, according to the situation, for the data points within the four segments. The flowchart of the segmented resampling technique is shown in Figure 3:

When the rotation frequency is not available, which means the exact period of the periodic component of the signal is not clear, the period can be determined by obtaining the maximum value of the autocorrelation coefficient [26]. Both the cointegration method and the multiple regression method study the correlation between variables. Cointegration method is mostly used to study the relationship between economic variables [27–29], and multiple regression analysis is used to study the linear or nonlinear relationship between multiple variables, which is applied in various fields [30]. In the field of machinery, it is mostly used in the state trend prediction analysis of mechanical equipment [31, 32]. In the segmented resampling, the signal of each segment also has cointegration relationship, and the fluctuation trend of each segment is basically the same. However, the research purpose of this paper is to extract the periodic component from the signals, and less attention is paid to the cointegration relationship of the signal, so the method proposed in this paper is simpler and more effective.

2.2. Numerical Simulation. A composite signal \( s(t) \) is constructed to verify the validity of the segmented resampling method and is mainly composed of three parts, including the power frequency signal of the rotating machinery \( f(t) \), the simulated impact signal \( g(t) \), and the white noise signal \( x(t) \). The power frequency signal \( f(t) \) is the mechanical rotation signal under the ideal state. For example, in this paper, the rotation signal waveform in the ideal state is sinusoidal when the small rotor test bed is under the condition of misalignment. Expression of the composite signal is \( s(t) = f(t) + g(t) + x(t) \). In the synthetic simulation signal, the impact is basically submerged in the noise signal. To simulate the fluctuation situation, the number of data points collected in each phase of the power frequency signal \( f(t) \) is changed when constructing the signal. The respective signals are illustrated in Figure 4.

The composite signal was processed according to Figure 3. Figure 5 shows the figures of the TDA results of the traditional resampling method, the segmented resampling proposed in this paper, and the ideal situation of synchronous stack averaging. Comparing Figures 5(a)–5(c), the results demonstrate that segmented resampling has the same effect as the ideal synchronous averaging method, and the impact signal is highlighted. The traditional resampling method weakens the impact signals, as shown in Figure 5(a). Therefore, the segmented resampling method proposed in this paper effectively improves the analysis accuracy of TDA.

2.3. Experimental Validation. In this section, the improved TDA, the segmented resampling, is applied to the actual vibration signal of the bearing rotation collected in the small rotor test bed under the condition of misalignment. The BK3000XL type eddy current sensor with a probe of \( \phi 5 \) is mounted on the shaft to collect the radial displacement signal of the shaft. The picture of the test rig is shown in Figure 6. This method requires accurate mark points of the phase.

The parameters of the small rotor test bed are set as follows: the sampling frequency is 1600 \( H_z \), the rotation speed is 3000 rpm, the data acquisition card used is Linghua
DAQ2213, the A/D conversion digit is 12, and the keyphasor signal trigger acquisition mode is adopted. The fault signal in this test is obtained under the condition of a mechanical turntable collision and wear fault. Due to external and structural influences, the velocity fluctuation is approximately 8% when the system is stable. The partial amplification figure of the collected signals is shown in Figure 7, where the signal with the large amplitude is the keyphasor signal of the rotating machinery and the other is the vibration signal of the shaft.

The collected signals are analyzed and processed by traditional resampling and the segmented resampling proposed in this paper, and the results are presented in Figures 8 and 9. From Figure 8, it can be seen that there is still a phase difference in the signal with the velocity fluctuation processed by the traditional resampling method, the amplitude of the analog fault signal superimposed and averaged tends to decay, and the fault characteristics are reduced or even submerged. From Figure 9, it can be seen that the phase difference of the superimposed data segment is obviously improved, as shown in Figure 9(a), and the synchronization after processing is well enhanced, as shown in Figure 9(b). The superimposed signal can effectively highlight the mechanical rubbing fault, achieving a good expected effect.

3. Filter Implementation Technology of TDA

3.1. Principle. Obtained from the TDA formula, the amplitude-frequency response is shown in equation (4), and the phase is shown in equation (5):

\[ |H(f)| = \frac{1}{N} \left| \frac{\sin(\pi N f / f_0)}{\sin(\pi f / f_0)} \right| \]  

\[ \varphi(f) = \arg H(f) = \pi (N - 1) \frac{f}{f_0} \]  

Different segment numbers \( N \) (\( N = 8, N = 16, \) and fundamental frequency \( f_0 = 50H_2 \)) are applied in equations...
Figure 4: Simulation signal. (a) The simulated impact signal $g(t)$, (b) the white noise signal $x(t)$, (c) the power frequency signal $f(t)$, and (d) composite signal $s(t)$.

Figure 5: Comparison of treatment results of different methods. (a) Traditional processing results, (b) improved treatment results, and (c) ideal synchronization results.
Figure 6: The picture of the test rig.

Figure 7: Time-domain waveform of the acquisition signal.

Figure 8: Traditional TDA processing results. (a) Synchronous correction data segment before improvement and (b) stacking average result.

Figure 9: Improved TDA processing results. (a) Improved synchronous correction data segment and (b) stacking average result.
3.2. Selection of Filter. The selection of the filter is critical for the realization of the TDA function. There are various kinds of filters, among which digital filters are mainly classified into FIR and IIR filters. The biggest advantage of FIR filter is that it has a linear phase and stable system structures and can realize zero phase shift filtering. To obtain a better filtering characteristic curve, the filtering order is usually selected to be larger. However, the disadvantages of FIR filter are the relatively large amount of computation required and the poor real-time performance of signal processing. The greatest advantage of IIR filter is that it can obtain accurate passband and stopband edge frequencies and effective passband and stopband attenuation. However, the disadvantage is that the system has a stability problem, and the linear phase relationship cannot be guaranteed for the processed signals. Since the TDA highly requires phase, to ensure that there is no phase shift between the fundamental frequency of a specific periodic component and its frequency doubling, a zero phase shift bandpass filter is designed from the FIR digital filtering technology to realize the TDA function [40].

3.3. Filter Implementation of TDA

3.3.1. Construction of the Multiband Filter. A finite length sequence is sought as the unit impulse response $h(n)$ of the system to make the system’s frequency response $H(e^{jω})$ approximate the expected frequency characteristic $H_d(e^{jω})$. The window method was adopted to design the multiband filter. Its design idea is shown in Figure 11. The specific design of the multiband filter is:

From Figure 11, the specific design [41] of multiband filter is:

1. Determining the ideal frequency characteristic of the multiband filter $H_d(f)$
   The multiband filter needs to retain the frequencies around the fundamental frequency and its octave, i.e. that is $f_0$ and $kf_0$ are the center frequencies, and the two sides $\pm P$ are respectively passbands, which need to be selected. Therefore, its ideal frequency characteristic is:
   $$H_d(f) = \begin{cases} 
   1, & kf_0 \pm p \quad k = 0, \pm 1, \pm 2, \ldots, \\
   0, & \text{others}.
   \end{cases}$$

2. Unit sampling response:
   $$h_d(n) = F^{-1}[H_d(f)] = \frac{\sin(PnT)}{2\pi n} \sum_{k=1}^{K} \cos(kf_0nT),$$
   
   where the symbol $K$ indicates the number of passbands of the multiband filter, $T$ is the sampling period and $f_0$ is the fundamental frequency.

3. Selection of window function $\omega(n)$:
   Under the condition that the stopband attenuation meets the requirements, the window function with the narrow main lobe and small side lobe peak should be selected as far as possible. Compared with
rectangular window, Hamming window and Hanning window are commonly used and have slightly wider main lobes, but smaller side lobes and larger attenuation speeds [41, 42]. Here, the Hanning window is selected as the window function.

\[
\omega(n) = \frac{1}{2} \left( 1 + \cos \left( \frac{2\pi n}{N} \right) \right), \quad n = -\frac{N}{2}, \ldots, 0, \ldots, \frac{N}{2}
\]

(8)

(4) Calculating the unit impact response:

\[
h(n) = h_d(n)\omega(n). \tag{9}
\]

Namely:

\[
h(n) = \frac{\sum_{k=1}^{K} \sin (2\pi (f_k + P)nT - 2\pi (f_k - P)nT)}{\pi n} \left( 1 + \cos \left( \frac{\pi n}{N} \right) \right), \tag{10}
\]

where the symbol \( P \) represents the half bandwidth of the channel and \( N \) is the filter order. After the above four steps, under ideal conditions, the unit impulse response \( h(n) \) and its frequency characteristics of the constructed multiband filter are shown in Figure 12 (where \( N = 400, K = 7 \)), and the selection of \( K \) should be \( K \) times \( f_0 \) less than \( f_s/2 \).

3.3.2. Determination of Fundamental Frequency and Octave Frequency. One of the key technologies involved in the construction of multiband filter is the determination of the fundamental frequency and its octave frequency. The error of fundamental frequency \( f_0 \) will directly lead to the cumulative dislocation of the central frequency of each passband, which is illustrated by equation (6). The reason why the fundamental frequency cannot be accurately determined is usually due to spectrum leakage of the common FFT [43]. A computer can only calculate a finite number of samples, and various spectrum analysis methods are only carried out in a finite interval, which inevitably leads to the energy leakage caused by the truncation of the time domain and the fence effect caused by the limited number of analysis points. As a result, the spectrum peak of the frequency spectrum is reduced, that is, the amplitude, phase and frequency of the discrete spectrum may produce large errors, affecting the accuracy of the analysis. To solve this problem, frequency domain interpolation is adopted in this paper.

For discrete signal \( x_n \), FFT is used to obtain discrete spectrum \( X_n \), and then amplitude spectrum \( |X_n| \) is gained. If the maximum spectral line near the fundamental frequency in the amplitude spectrum is \( |X_{\max}| \), its corresponding
frequency is approximation \( \tilde{f}_0 \) of the fundamental frequency, as illustrated in Figure 13. Generally, \( \tilde{f}_0 \) is not equal to the real value \( f_0 \) and exhibits a certain deviation. Therefore, frequency interpolation is used to correct it to obtain the accurate value \( f_0 \).

Set \( |X_{\text{minor}}| \) as the largest spectral line on both sides of \( |X_{\text{max}}| \), and the correction frequency is determined by equation (11):

\[
f_0 = \tilde{f}_0 + \delta \cdot \Delta f, \tag{11}
\]

where the symbol \( \Delta f \) is the frequency interval and \( \delta \) is the frequency correction factor.

\[
\delta = \pm \frac{|X_{\text{minor}}|}{|X_{\text{minor}}| + |X_{\text{max}}|}, \tag{12}
\]

Equation (12) takes the negative value when \( |X_{\text{minor}}| \) is on the left of \( |X_{\text{max}}| \); otherwise, it takes the positive value.

After the fundamental frequency of the period is determined, the frequency multiplication is obtained by equation (13).

\[
f_k = k \cdot f_0, \quad k = 1, 2, \ldots, K, \tag{13}
\]

where the symbol \( K \) is the number of octaves.

3.4. Numerical Simulation. The damage signal of the gear tooth surface is simulated in this paper. When the gear tooth surface is evenly worn, which causes the tooth gap to increase, or even there is cracking, pitting, peeling, and other damage on the tooth surface, the impact vibration will be generated, and the gear will be excited to vibrate according to its natural frequency. In the frequency component, the second and third harmonics or the frequency division component of \( 1/2, 1/3, \) etc., of the meshing frequency are generated. Suppose the analog discrete signal is composed of a periodic signal and random white noise, as follows:

\[
x(n) = \sin(2\pi f_m nT) + 0.2 \sin(4\pi f_m nT) + 0.33 \sin(6\pi f_m nT) + 0.1 \sin(8\pi f_m nT) + \sin(2\pi f_1 nT) + \sin(2\pi f_2 nT) + 0.4 \sin(2\pi f_3 nT) + r(n), \tag{14}
\]

where the signal is composed of the fundamental frequency \( f_0 = f_m = 50 \, \text{HZ} \) (meshing frequency), its frequency multiplication is \( 2f_m, 3f_m, \) and \( 4f_m \), the sinusoidal signals with frequency \( f_1, f_2, \) and \( f_3 \) and white noise \( r(n) \). As the frequency of the interference signal, \( f_1, f_2, \) and \( f_3 \) are not multiples of the fundamental frequency and \( f_x = 1000 \, \text{HZ}, f_1 = 33 \, \text{HZ}, f_2 = 133 \, \text{HZ}, \) and \( f_3 = 233 \, \text{HZ} \). The waveform and spectrum of the signal are shown in Figure 14(a).

From Figure 14, \( f_1, f_2, \) and \( f_3, \) as the interference frequency, are filtered out after passing through the multiband filter, while the fundamental frequency \( f_0 \) and its frequency multiplications \( 2f_0, 3f_0, \) and \( 4f_0 \) are well preserved. Therefore, the multiband filter can filter out the frequency components independent of the given
frequency and retain the frequency components related to a given frequency to perform the same function as the TDA method.

3.5. Experimental Validation. Figure 15(a) shows a group of vibration signals collected from the gear fault simulation test bench. The signal parameters are set as follows: the input shaft speed is 800 rpm, the sampling frequency is 5120 Hz, the sampling number is 16384, the number of whole cycles is approximately 40, and the gear meshing pair is 26/64. The first paragraph signal is taken as reference signal for analysis and processing. The results are shown in Figure 16.

The specific methods are as follows.

1. For signal $x_n$, the fundamental frequency $f_0 = 69.02 \, Hz$ of the correction spectrum is calculated by equations (11) and (12), and the fundamental frequency $f_0$ of the filter bank to be set is determined.

2. Considering the sampling frequency range and the frequency components of interest, the number of passband is set as $K = 7$.

3. The frequency response function of the comb filter [45] is obtained by constructing a multiband (comb) filter. The parameter of the multiband filter is set as $M = 200$, and the width of the passband is $P = 8$.

The signal to be analyzed is filtered through the constructed multiband filter, and the filtering results are shown in Figure 16.

After processing, the waveform signals with serious noise interference, as shown in Figure 15(a), can effectively reflect the time-domain characteristics of the gear operation and can clearly distinguish the impact signals with 26 basically equal intervals, corresponding to the number of teeth on the gears of the input shaft, as shown in Figure 16(a). The amplitude change of each impact presents a process from small to large and then from large to small, illustrating that the gear is not running normally and that there may exist bending or eccentricity problems. From Figure 16(b), the processed signal spectrum is close to the ideal TDA result, making the uncorrelated spectrum components completely suppressed. At the same time, the filter has the advantage of the TDA selectivity analysis signal, as long as the frequency band components of interest are set, and different values for $K$ are selected.

3.6. Feasibility Analysis. The gear signals obtained from the experiment in Section 3.5 were synchronously corrected and then superposed and averaged. The number of segments was 40. The analysis results are shown in Figure 17 and used the multiband filter method and traditional TDA. From Figure 17, the time-domain waveform characteristics of the traditional method are basically consistent with those of the
Two methods were used to analyze and compare the bearing colliding fault signals obtained from the tests in Section 2.3. The processed results are shown in Figure 18, where the dotted line is the result of multiband filtering and the solid line is the TDA processing result. Although the results are not completely consistent, the two methods can reflect the impact wear fault information very well, which further proves the practical feasibility of the multiband filter method, effectively expanding the application range of the multiband filter method, which shows the feasibility of the multiband filter method.

Figure 15: Original signal. (a) Time-domain waveform of the original signal and (b) original signal spectrum.

Figure 16: Processed signal. (a) Time-domain waveform of the processed signal and (b) processed signal spectrum.

Figure 17: Comparison results of two methods of gear signal. The red line is the result of traditional TDA, and the blue line is the result of multiband filter.

Figure 18: Comparison results of two methods for processing the impact wear signal.
4. Conclusion

4.1. Summary. In this paper, the principle of TDA is described, and an improved resampling method, called the segmented resampling method, is proposed to address the synchronicity problem. The effectiveness and practicability of the proposed method are demonstrated by analyzing the simulation signal and the actual signal, respectively. Under the condition of velocity fluctuation, the segmented resampling method broadens the application range of TDA and improves the analysis precision. Then, based on the TDA amplitude-frequency map, this paper proposes a method to realize the TDA function with a multiband filter. The selection, construction, and parameter optimization of the TDA filter are studied, and the feasibility of the method is verified by analyzing and processing the simulated signal and the actual signal. The experimental results of the filter implementation technology show that this method can effectively retain the fundamental frequency and the octave frequency of the periodic signal of interest, filter out the irrelevant interference components, and realize the TDA function.

4.2. Application Comparison. In this section, the calculation complexity is compared. On the premise of reaching a similar result accuracy, the traditional TDA method needs to iterate $N$ times to intercept $N$-segment data, $N$ is 32 in this paper, while the filter implementation method needs to iterate approximately $(N + N2)$ times according to the construction and filtering process of the multiband filter in the previous paper. Therefore, the calculation requirements of the FIR multiband filter to achieve the TDA function are much larger than that of the traditional TDA method. Next, the practical conditions are compared. Although the improved TDA method improves the synchronization accuracy compared with the traditional TDA, the improved method still needs the acquisition of the keyphasor signals, which is greatly limited by the practical application environment or equipment accuracy. Therefore, it is not difficult to see that realizing the TDA function by the multiband filter overcomes the limitation of the TDA method at the expense of the required amount of operations. Therefore, when the practical situation is not too complex and the conditions of the devices allow, the improved TDA method is preferred because of its simplicity, small calculation amount and tendency to not make mistakes; when the situation is complicated and the practical requirements are high, the filter implementation technology is selected to achieve the TDA function.
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