Multiple Sclerosis Lesions Identification/Segmentation in Magnetic Resonance Imaging using Ensemble CNN and Uncertainty Classification
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Abstract

To date, several automated strategies for identification/segmentation of Multiple Sclerosis (MS) lesions with the use of Magnetic Resonance Imaging (MRI) have been presented but they are either outperformed by human experts or perform differently from them. This is mainly due to the ambiguity originated by MRI instabilities, peculiar variability of MS and unspecific nature of MRI with respect to MS. Physicians partially manage the uncertainty generated by ambiguity relying on their personal radiological/clinical/anatomical background and experience.

We present an automated framework based on three pivotal concepts to better emulate human reasoning: 1. the modelling of uncertainty; 2. the proposal of two, separately trained, CNN, one optimized with respect to lesions themselves and the other to the environment surrounding lesions, respectively repeated for axial, coronal and sagittal directions; 3. the definition of an ensemble classifier to merge the information collected by all CNN.

The proposed framework is trained, validated and tested on the 2016 MSSEG benchmark public data set from a single imaging modality, the FLuid-Attenuated Inversion Recovery (FLAIR). The comparison, made with the consensus (the ground-truth) between 7 human raters and with each of the 7 human raters, proves that there is no significant difference between the automated and the human raters. The results of our framework concerning the uncertainty are also reported, even if a comparison with the raters is impossible because they don’t recognize this class.

1 Introduction

Multiple Sclerosis (MS) is a degenerative disease affecting white matter (WM) and spinal cord, with a very heterogeneous clinical presentation across patients both in severity and symptoms \[58\]. Also its clinical course is unpredictable and most patients are initially diagnosed as having relapsing-remitting symptoms characterized by inflammatory attacks interleaved by variable periods of remission and recovery. After the first phase, a second stage follows consisting in unremitting and progressive accumulation of disability. This means that, in the same patient, lesions having a different stage often coexist, and could variate in shape and intensity. Furthermore, often a partial volume effect (PVE) occurs when lesions and healthy tissue are present in the same place.

At present, there are no definitive cures and therapies are focused on symptom attenuation and prevention of further damages through the monitoring of signs and drug modulation. The origins of the disease are not well understood but characteristic signs of tissue degeneration are recognizable as white matter lesions and brain atrophy, or shrinkage. Most of these signs can be observed through Magnetic Resonance Imaging (MRI) which has become the elective mini-invasive tool for MS monitoring \[22\]. Focal lesions in the brain and spinal cord are primarily visible in the white matter on structural MRI,
observable as hyper-intensities on T$_2$-weighted images (T$_2$w), on proton-density images (PD), or on FLuid-Attenuated Inversion Recovery images (FLAIR), and as hypo-intensities on T$_1$-weighted images (T$_1$w).

Physicians often use FLAIR images for WM lesion detection and other modalities mostly to ascertain the lesion stage. Complementary information is collected to visualize cortical lesions by means of MPRAGE and MP2RAGE imaging sequences \[10\] \[19\] \[39\] \[51\].

An examination consists in thousands of images mostly collected pre and post contrast agent administration. MRI is used routinely in clinical practice but it is unspecific for MS and not well correlated to the clinical disability progression (physical and cognitive), to the neuro-plasticity and to the effects of demyelination of nerves, the last being a critical effect which is invisible to MRI. Indeed, WM could appear normal though it has reduced myelin: for a MS patient, the "healthy" brain tissue is usually referred as "apparently healthy" \[22\]. Healthy anatomical structures similar to lesions and close to lesions could contribute to create further ambiguity.

Regarding MRI, there is a huge variability in images due to differences in scanners, magnetic field strength/homogeneity and tuning of parameters \[53\]. Some efforts have been made to standardize MRI like it is Computed Tomography \[16\] but results are still unsatisfactory due to the huge set of parameters to be controlled.

As a consequence, MRI and MS variability, coupled with similarity between lesions and healthy tissues and with PVE, they often create ambiguities and disagreement among radiologists (inter-raters variability) as well as uncertainty in the same radiologist (intra-rater variability) mainly in defining the borders of the lesions, but also in labeling whole regions. This could make the manual segmentation, besides long and boring, also inaccurate, especially when quantitative evaluations are required.

However, expert radiologists fast adapt themselves to implicit contrast variations in MRI and tend to manage part of the uncertainty by relying on unexpressed anatomical/clinical background, on knowledge about MS and its symptoms. Despite that, residual uncertainty remains due to PVE, to the unspecificity of MRI for MS and to MS intrinsic variability.

Several automatic frameworks have been recently proposed and reviewed \[4\] \[19\] \[21\] \[27\] \[28\] \[38\] \[39\] \[55\] \[62\] also for evaluating MS temporal progression \[26\] \[55\] \[62\]. However, to date results are still far from those of human experts, despite the efforts have been huge. Actually, this has led to an increase in the model complexity not corresponding to the expected improvement. Indeed, often state of the art methods have failed when tested on data from a different data set \[47\]. This mainly occurs because automated strategies are not robust to MRI variability, not even sufficiently able to model medical knowledge, human operational capacity and flexibility.

Regarding implicit medical knowledge and experience, they mostly remain unexpressed and are not reported on the labelled data sets used to train the automatic strategies.

The same regards the reasoning methodology used by radiologists during 3D data analysis: data are mostly analyzed in 2D axial slices with a continuous view of coronal and sagittal slices to confirm an hypothesis, to give spatial continuity to a lesion or to check the environment in which the hypothetical lesion is localized \[22\] \[71\]. A recent paper \[46\] highlights the usage of 3D CNN in the pipelines for MS lesion segmentation strategies, but this is quite different by another recent strategy \[70\] in which 2D U-net ensemble models are preferred for automated strategies for WM hyper-intensities evaluation in a way which is similar to the human methodology.

Further, the uncertainty affecting expert radiologists when classifying some regions is not reported in the public data sets used for training: a binary choice is often insufficient to represent the evaluation of an expert. If represented, the uncertainty could greatly help an automatic strategy to better segment also undoubted lesions. This pushed several scientists to investigate on uncertainty in medical data \[5\] \[50\] and to the effect that the rater style could transfer in terms of uncertainty to an automated strategy \[76\].

Implicit information in automated methods is difficult to be modelled and more, if introduced with external supports (dictionary, anatomical atlases, etc.) \[44\], is insufficient to fill the gap with human experts.

We aim at filling this gap, both in performance and in reasoning, by proposing a framework which includes: 1) the classification of uncertainty as an intermediate class between the background and lesions; 2) the optimization of two CNN (2D U-net models), one for the class lesion and one for the class background to contextualize lesions with respect to the surrounding anatomical structures for the three spatial directions (axial, coronal and sagittal); 3) the definition of an ensemble classifier to merge the information collected by all CNN.

To obtain our goal we: use the publicly available large-scale benchmark MRI database and corre-
sponding ground truth proposed in 2016 MICCAI MS Lesion Segmentation Challenges, MSSEG [1];
define the uncertain regions with the help of the binary classifications of 7 human raters in MSSEG;
apply the framework just on FLAIR images. The reasons for these choices are to: compare the proposed
framework with competitive automated strategies and human experts; demonstrate that the uncertain
reasoning modelling could help in reducing the ambiguity and complexity of the, intrinsically uncertain,
problem; demonstrate that a single imaging sequence, FLAIR, is sufficient for MS lesion identifica-
tion/segmentation in WM. It is implicit that the framework is just applied on WM lesions and not on
cortical lesions: MPRAGE and MP2RAGE data are unavailable in MSSEG.

Relevant contributions of the manuscript are: the usage of uncertainty to emulate uncertain reasoning
for improving lesion identification/segmentation; the contemporary exploitation of lesions and lesions in
the context of the surrounding environment, for all the spatial directions; the definition of the ensemble
of CNN-based automated raters approaching the problem from different points of view; the demonstra-
tion that just a single MRI modality, FLAIR, is sufficient to classify/segment MS lesions in WM; the
demonstration that an automatic strategy behaves and performs like a human expert.

The remaining of the manuscript is structured as follows: Section 2 presents a review of automatic
approaches to MS lesion identification/segmentation, in particular those using CNN; Section 3 describes
the proposed framework in the context of the used data set, the defined three-class consensus used for
training, the proposed CNN architecture and the ensemble system; Section 4 details the metrics used
for comparison; Section 5 reports and discusses experimental results; Section 6 concludes the paper and
presents some constructive hints for future improvements.

2 Related work

Medical image analysis is greatly performed with automated methods, mostly involving deep learning [43].
Automated MS lesion identification/segmentation is still an active field of research and several methods
have been provided in the last decade and well reviewed along time [19, 21, 23, 38, 45, 49, 80] and the
role of AI-based methods is emerging [2]. Automated strategies can be classified into three main groups:
methods using pre-selected features modelling (PSFM), methods using a-priori information modelling
(APIM) and methods using deep learning modelling (DLM).

PSFM calculate pre-selected features and learn from previously segmented training images to separate
lesions from healthy tissue [83]. Some PSFM use a large set of features and select the more discriminant
ones through labelled training. One of them is an atlas-based technique, employing topological and
statistical atlases for WM lesion segmentation [65]. Another includes the usage of Decision Random
Forests [25]. Similarly, a framework for segmentation of contrast-agent enhanced lesions using conditional
random fields is defined in [35]. [13] propose a set of features, including contextual features, registered
atlas probability maps and an outlier map, to automatically segment MS lesions through a voxel by voxel
approach. A rotation-invariant multi-contrast non-local means segmentation is proposed in [29] for the
identification and segmentation of lesions from 3D MRI images. Supervised learning by PSFM has been
widely employed in tasks where the training database and the pre-selected feature set cover all possible
cases [14]. Nevertheless, when the heterogeneity of the disease and the potential variability of imaging
are large, as it occurs for MS and MRI, the dimension of the training database and, mostly, the choice
of the pre-selected features are critical.

APIM does not require labelled training data to perform segmentation, but usually exploit some a-
priori information, such as the intensity clustering, to model tissue distribution [79]. In [7], a likelihood
estimator to model the distribution of intensities in healthy brain MR images is presented. Other methods
use threshold with post processing refinement [59, 64] or are based on probabilistic models [50, 69]. A
big challenge for APIM is that the outliers are not specific for lesions because they could be due to
artifacts, intensity inhomogeneity and small anatomical structures like blood vessels: this often produces
false positives [11]. Moreover, APIM is strongly based on the information extracted and simplified by
the knowledge of specific experts.

Though the dimension of the training database is also crucial in DLM, this has no concern regarding
the pre-selection of features as in PSFM or regarding a-priori information modelling as in APIM.

In fact, during the last years DLM has gained popularity in medical imaging especially with CNN
[42] and, in particular, with U-nets ad their variants [17, 38, 56, 84]. CNN, compared to machine learn-
ing approaches, has achieved remarkable success in biomedical image analysis [11, 60, 72]. DLM trains
and learns to design features directly from data [6] and provides best results in MS lesion identifica-
tion/segmentation [11, 28, 34, 38, 75, 81]. This has also been confirmed in recent reviews [19, 21, 38, 80].

Draft
CNN applied to MS often use 2D spatial convolutional layers \[6, 61\], others use 3D convolutional layers to incorporate 3D spatial information simultaneously \[31, 57, 73, 74\] or merge spatial with temporal information \[26, 62\]. All these methods perform segmentation with a minimum lesion volume threshold to avoid the inclusion of small outliers.

However, CNN performance is still far from that obtained by human experts or its performance dramatically drops with other data sets \[47\]. In what follows, we present a robust framework based on CNN that can reach human performance if some human methodological insights are modelled in it.

3 The proposed framework

The framework we propose, sketched in Figure 1, consists of the following steps: 1) deep learning automatic classification, of the images (2D) composing the MRI model, in three classes: Background, Uncertainty and Lesion (capital letter to imply the concept 'class'), optimized for Lesion (lesions from inside) and for Background (lesions seen in the context of the surrounding environment), separately for axial, coronal and sagittal directions (resulting in 6 classifiers); 2) class fusion (separately for Lesion and Uncertainty, starting from Lesion) by performing the Union of the 2 axial segmentation (step 2a in Figure 1), followed by a majority vote taken from the remaining segmentations and used for confirmation of the class (if the class is not confirmed, this is downgraded (step 2b in Figure 1); 3) final output.

For the framework we propose, the following three hypotheses hold:

1) the MSSEG pre-processed data from just one single MRI modality, FLAIR, are the input of the framework;

2) the binary labelled ground-truth is revised to contain, besides Lesion and Background, also the Uncertainty class which is created from part of the original Background, and leaving Lesion unchanged (see detailed description below);

3) the three considered classes are supposed to be ordered, Background < Uncertainty < Lesion: as far as just Lesion and Uncertainty are the subjects of fusion, their downgrading consists in the passage from Lesion to Uncertainty and from Uncertainty to Background, respectively: the process starts from Lesion to allow Uncertainty fusion on the upgraded data set.

Step 2a of Figure 1 serves to include, besides common information, also complementary information coming from the specificity of each of the two axial CNN and, at the same time, to model the reasoning of radiologists who use axial orientation to make the first hypotheses. Step 2b is used to vote for each object resulting from the axial processing (Lesion or Uncertainty), its permanence in the assigned class, or its downgrading. Objects are confirmed when at least two of the other four raters (two coronal and two sagittal) agree with the axial classification. This ensures that false positives are greatly reduced and that 3D contextualization with the environment is maintained. In this way, the model agrees with the radiologist’s reasoning regarding the usage of coronal and sagittal orientations, so to have a confirmation of the hypothesis and to better define 3D object continuity.

The choices regarding the usage of one single imaging modality, the classification in three classes and the use of an ensemble framework are clarified below.

Being supervised, each classifier needs training, validation and test carried on by using data from a public data set. In what follows we first describe the used data set, the ternary ground truth, the CNN architecture, the used loss function, the hyper-parameters optimization and the ensemble, final, classification of Figure 1.

3.1 MSSEG data set

To allow a direct comparison and benchmark of the proposed framework with the state-of-the-art segmentation methodologies, we use the 2016 MSSEG data set [1]. In MSSEG, data were collected with several MRI scanners using different magnetic field strengths: 1.5T Siemens Aera, 3T Siemens Verio, 3T Philips Ingenia and 3T General Electric Discovery. The data set contains, for each examination, T1-w, T1-w gadolinium enhanced (T1-w Gd), T2-w, T2-FLAIR and PD-w images.

We have chosen MSSEG because it is a benchmark data set and includes 7 different classifications made by 7 different expert human raters, making it possible to compare our framework with human classifications, as well as with state of the art automatic strategies. For MSSEG, it has been asked the human raters to perform a binary segmentation (each voxel was identified as lesion/not lesion): the annotated data set has been composed by 15 training cases. Another subset of data, composed of 38 testing cases, has been left without annotation. The training cases have been accompanied by a
Figure 1: The proposed identification/segmentation pipeline which divides the brain tissue in three classes: healthy tissue (Background), tissue that has uncertain nature (Uncertainty), and MS lesions (Lesion). The strategy operates independently on axial, coronal and sagittal images, each processed by two separately trained U-nets, one optimized for Lesion, to directly focus on lesions, and the other optimized for Background, for contextualizing lesions with respect to the environment. After that, it recombines the results by using the Union of axial volumes followed by a majority vote strategy on the coronal and sagittal volumes, for confirmation. Voxels whose classification is not confirmed are downgraded (Lesion becomes Uncertainty and Uncertainty becomes Background). The framework operates separately for Lesion and Uncertainty, starting from Lesion. In step 2b, the procedure is applied voxel by voxel: \( L \) is referred to each single voxel of the class \( c \in \{\text{Lesion, Uncertainty}\} \).

consensus, the ground truth, calculated through a statistical fusion (Lop-STAPLE) \(^{3, 78}\) with the 7 manual binary annotations.

The images have been anonymized and provided both in original form and pre-processed for user convenience.

Pre-processing refers to a series of mathematical adjustments to MR images before segmentation \(^{67}\) for reducing the effects of noise and imaging artifacts, equalizing space, eliminating outliers and stabilizing the contrast. As previously stated, the segmentation from MRI is difficult because of the numerosity and variability of parameters, overlapping intensities, noise, gradients, motion, blurred edges, anatomical variations and susceptibility artifacts \(^{9, 53}\). For this reason, images undergo pre-processing to make classification robust with respect to imaging and scanners. Standard pre-processing consists
in: noise reduction, volume registration and alignment, bias field correction, skull stripping and contrast normalization through $z$-score. However, though reduced, some imaging variability remains mainly depending on the specificity of the used imaging sequences. This could be a problem for an automated strategy which uses more than only a single imaging modality. Indeed, little variations in each single imaging modality could correspond to huge variations in their concatenation, thus resulting in a drop of performance when changing data set [47]. In our framework we opt for the usage of one single modality, FLAIR, the most informative one, to: detect/segment MS lesions in WM; demonstrate that a single modality is sufficient for MS lesion identification/segmentation in WM; avoid that the potential gain of using multiple imaging modalities could be overcome by the drop in robustness and performance due to residual MRI instabilities after pre-processing.

Though a specific pre-processing step for local contrast normalization of FLAIR images has recently been proposed [54], we use FLAIR data as pre-processed in MSSEG for the following reasons: 1) to easily distinguish the advantage that the proposed framework really has with respect to other automated frameworks; 2) to compare the proposed framework with human experts for whom additional pre-processing was unavailable.

Further, we divide the annotated MSSEG data set, composed by 15 subjects, in three subsets respectively for training, validation and test, as follows:

- the training data set contains examinations from 9 subjects, 3 subjects of each centre;
- the validation data set contains data from 3 subjects, one for each centre;
- the test data set contains the remaining data, from 3 subjects, one for each centre.

An exhaustive cross validation is performed while maintaining the proportions between centres. Once the data set is established, it is augmented by adding, for each image, 2 random rotations (between -13 and 13 degrees, 1 degree in resolution), 1 random scaling (between 1.1 and 1.3, 0.01 in resolution) and 1 gaussian random noise addition, 0 mean and 0.001A variance, where A is the maximum amplitude value in the examined volume.

The augmented data set, for each validation and orientation (axial, coronal and sagittal), contains 5216 images for training, 418 images for validation and 435 images for test.

3.2 Ternary ground-truth

In medical imaging it is often made the simplifying assumption that there is a single, unknown, true segmentation map of the underlying anatomy, and each human rater produces an approximation with variations reflecting individual experience. The concept of a single-truth assumption may be correct when assuming that there exists only one (true) boundary of the physical objects captured in an image and the ambiguities in interpretation are due to human mistakes and disagreements.

In the opposite case, it can be assumed that the variable annotations from experts are all realistic and acceptable instances of the true segmentation.

As it often occurs, the truth is in the middle: some ambiguities are indeed specific to human subjectivity or imperfections (extrinsic), while some others are due to the problem itself (intrinsic). In our problem, both are important, but intrinsic ambiguities have the highest role, being due both to MS presentation and to MRI non specificity: lesions are not well separated from healthy tissue in MS (PVE) and MRI is neither sufficiently specific for MS nor sufficiently precise, as discussed above. Regarding human subjectivity, this produces differences that are due to a mix of prior assumptions, like experience in the field, greater or lesser exploitation of additional meta-information (such as anatomical/radiological/clinical knowledge), mistakes or oversights which often are concentrated on small and/or low intensity lesions and lesion borders.

When raters are forced to provide a binary segmentation, as in MSSEG, they cannot express any doubt, whatsoever is the cause. The binary segmentation does not allow the representation of the intrinsic uncertainty and, furthermore, induces a human rater to assume polarized decisions which, from one side, could not correspond to what the rater really believes in and, from the other side, could be confusing and misleading for an automated strategy. In fact, ambiguous decisions might have been assumed by the rater in similar situations (an uncertain region could be considered healthy tissue in one case and lesion in another) which could influence the automated strategy [76].

However, we have to cope with just a binary classification from human raters. If we want to train an automated method to recognize the intrinsic uncertainty of the problem, we have to integrate the binary ground-truth with human uncertainty (doubts), making it robust to out-of-training-set examples and adversarial examples [11, 52]. However, to maintain the possibility of comparing different strategies on the same ground-truth, we don’t want to completely redefine it [28, 36, 37], but just to consider as
uncertainty what at least two of the seven human raters of MSSEG have considered as lesions, while the binary consensus has not. In this way, we don’t touch the Lesion of the binary consensus but we create space for the Uncertainty from the Background.

The method we propose is quite different from other strategies used to define the Uncertainty \cite{28, 36} and it has the following motivations: 1) to maintain the original structure of the lesion ground-truth calculated in MSSEG with STAPLE and its derivations \cite{3, 36, 37}; 2) to account for the Uncertainty affecting both the problem and the raters; 3) to avoid the new class (Uncertainty) could change the original MSSEG consensus which could prevent a direct comparison with other methods; 4) to quantify the gain the proposed framework could effectively get when the Uncertainty is introduced with respect to its absence; 5) to allow the learning strategy to consider as uncertain not only lesion borders, as other Authors do \cite{36}, but also whole regions not necessarily connected to lesions. In fact, the Uncertainty could regard both the lesion borders, where damaged tissues could coexist with healthy tissues (PVE), and whole structures, where doubts are due to MRI unspecific nature for MS.

Fig.2 reports a FLAIR image example with the seven human binary classifications, the binary consensus and the proposed ternary consensus. The Uncertainty, in yellow in the ternary consensus (last image on the right), indicates doubtful regions where discordant decisions are assumed by raters but on which at least two raters agree. The resulting ternary consensus is used as ground truth to train our framework in reaching a ternary classification.

3.3 CNN architecture

The task we are facing with is the classification of a FLAIR volume, separated into slices, in one of the three classes: Background, Uncertainty and Lesion. Since U-nets \cite{56} are specifically designed for these tasks, in this work we use the U-Net 2D architecture depicted in Figure 3 to classify the images composing a volume.

The U-Net is a fully convolutional neural network composed by 2 main sections, Contraction and Expansion, connected by a Bottleneck section. The corresponding Contraction and Expansion modules are also connected through skip connections.

Compared to the traditional U-net architecture, we insert a batch normalization layer in each block to mitigate the effects of the gradient amplification \cite{65} in the regions surrounding the lesions, though this with a relevant increase of computational costs (about 30%).

An important parameter for a U-net is the number of blocks in the Contraction and Expansion sections. If the number of blocks is too low, the network could not have enough features for learning complex structures. On the other hand, if the number of the blocks is too high, the network memorizes complex structures (overfitting).

To optimize the number of blocks, \( n \), we have performed preliminary training, with \( n \in \{3, 4, 5\} \). We have not gone outside this set because for \( n = 5 \) the U-Net started to overfit, even when using high values of \( L_2 \)-Regularization, and for \( n = 2 \) a dramatic drop of performance occurred. With \( n = 4 \), the problems related to overfitting have disappeared and the performance was good. However, we have noticed from the feature maps that some redundancy is present. For this reason, we have trained the CNN with \( n = 3 \) and verified that redundancy is greatly reduced and training converges faster than for \( n = 4 \): hence, \( n = 3 \) is the number of blocks used thereafter.
3.4 Loss function and process optimization

The architecture we use has to solve a three class automatic annotation, for which a Multi-label Cross Entropy Loss Function is necessary, defined as follows:

\[
    \text{loss} = \frac{1}{N} \sum_{n=1}^{N} \sum_{i=1}^{K} (T_{ni}\log(Y_{ni}) + (1 - T_{ni})\log(1 - Y_{ni}))
\]  

where \( N \) and \( K \) are the numbers of observations and classes, respectively.

The use of three classes, besides the problem stabilization (the presence of the Uncertainty class gives better confidence in defining both lesions and background), allows also to consider another important aspect. Indeed, we can optimize two CNN, sharing the same architecture and the same loss function (Eq.1), but with a different learning process deriving from different focuses: one optimized on the Lesion and the other on the Background (the environment in which lesions are immersed). The Uncertainty, is used as a sort of “buffer class”. In the case of a binary classification problem this would not have been possible: the optimization of one would automatically lead to the optimization of the other (what is not Lesion is Background and vice-versa). The usage of the Uncertainty gave to both CNN a new choice to break that constraint.

The training process of a neural network can be controlled through hyperparameters. Different hyperparameters lead to a different learning path and, finally, to a different performance of the neural network. In literature, it is well known that the hyperparameter optimization serves to achieve faster training and better performance \[8, 32, 82\]. In this work, the hyperparameter optimization is also used to train the two CNN separately, which leads to different paths discovered by the Gradient Descent.

The hyperparameter setting is driven by automatic optimization through a Bayesian approach \[66\]. Besides, the hyperparameters to be optimized are:

1. **Starting Learning Rate**: it is related to the data set and to the type of neural network.
2. **L2-Regularization**: it prevents overfitting.
3. **Class balancing**: it optimizes the amplification factor for the represented classes and improves training. Here we have three classes, hence two weights are sufficient (Lesion Weight and Background Weight).
Table 1: The hyperparameter values for the CNN, each trained with the corresponding oriented images. The suffixes In and Out are used to indicate whether Lesion or Background is optimized, respectively.

| CNN   | Learning Rate | L2-Reg. Lesion Weight | L2-Reg. Background Weight |
|-------|---------------|-----------------------|---------------------------|
| Axial In | 5.32E-04     | 3.66E-10              | 7.98E-02                  |
| Axial Out | 4.54E-04     | 1.14E-10              | 2.99E-02                  |
| Cor. In  | 6.50E-04     | 3.66E-10              | 7.98E-02                  |
| Cor. Out | 3.18E-04     | 7.92E-09              | 6.59E-02                  |
| Sag. In  | 1.01E-04     | 5.53E-09              | 7.01E-02                  |
| Sag. Out | 1.08E-04     | 3.41E-09              | 6.02E-02                  |

Of the above, the first two are standard for CNN, while Class balancing is specific for our CNN because it helps to differentiate the path of optimization between the CNN optimized with respect to Lesion and that optimized with respect to Background.

The resulting optimization problem is the following:

\[ x^* = \text{argmin}_{x \in X} f(x) \]  

where \( x \) is the domain of \( x \), \( f(x) \) represents an objective function to be minimized and \( x^* \) is the hyperparameter setting that yields the optimal value of \( f(x) \).

In this work \( f(x) \) is defined as

\[ f(x) = 1 - \text{IoU}(x) \]  

where \( \text{IoU} \) is the Intersection over Union score [21] defined in Section 4.

Regarding the two CNN used therein, for that optimized for the Lesion, the \( \text{IoU} \) is calculated with respect to the Lesion class and, for that optimized for the Background, the \( \text{IoU} \) is calculated with respect to the Background class.

Table 1 reports the hyperparameter setting for both the optimized CNN ('In' and 'Out' indicate Lesion optimization and Background optimization, respectively) in each direction (axial, coronal and sagittal). As it can be observed, the overall change of the hyperparameter setting justifies different training paths for the CNN and different points of convergence for each of them. Figure 4 shows the different behaviour of the two CNN highlighted in the segmentation grad-cams of a sample image, for the axial direction. The CNN optimized for Lesion, tends to enlarge Lesion and Uncertainty with respect to the CNN optimized for Background, which surrounds lesions from outside.

3.5 Ensemble Classification

It is well known that ensemble classifiers often perform better and more robustly than their single components [12, 18, 40, 70]. For the classification of lesions we use 2D slices (axial, coronal and sagittal) of the whole volume, with specific CNN trained separately with axial, radial and sagittal slices, respectively. In this way, we can avoid that a particular orientation could be favourable to lesions (the classifier is deceived) or to the classifier (the good classification of some lesions could be a lucky outcome). Further, it serves to ensure 3D continuity to the classification. Moreover, as explained above, we look at lesions both as they are and with respect to the surrounding environment.

We obtain a set of 6 classifiers, two for each of the three orientations, axial, coronal and sagittal, whose classification has to be merged to produce a single output resembling the reasoning of the radiologists: though 3D FLAIR data are collected following sagittal planes to account for clinical/physical issues,
radiologists often use axial images for data interpretation and use the other orientations for confirmation [22, 71]. Accordingly, we prefer axial classifications and use coronal and sagittal output for confirmation.

Regarding axial classifications, since each of the two CNN referring to the same direction operates in the same scenario but with different approaches, they collect specific information in those regions where reasoning is specific. Since both specific contributions are important, besides common findings, a Union operation between the two classifications is required. This is in accordance with the procedure which expert radiologists would ideally follow [24]. Other forms of fusion, for example statistical fusion through STAPLE [36, 37, 78], are inappropriate because in our case we are combining classifications obtained by different approaches and not classifications from similarly reasoning raters (where it is supposed the use of almost the same approach). Regarding this last point, it is important to notice that also human experts with different experience could assume different decisions [50].

However, being the classified volume a three values data set, the Union does not correspond to the classic binary union operation. In our case, the Lesion is privileged, then comes the Uncertainty and, finally, the Background. In fact, a voxel is classified in a lesion if at least one of the two classifications considers it as a lesion; elsewhere, if at least one of the two classifications considers it as uncertain, it is classified as Uncertainty, elsewhere, it is considered as Background (both classifications affirm the voxel is Background).

After the Union application, false positives are more present than in each single classifier: their number
is reduced by using the majority vote between the other 4 classifications (two coronal and 2 sagittal, being the comparison performed along axial planes). In fact, for each voxel the class is maintained if at least two of the other classifiers confirm it, elsewhere it is downgraded by one (a potential Lesion becomes Uncertainty, a potential Uncertainty becomes Background): a double step is not allowed. There is always at most 1-step downgrading simultaneously. This means that first a decision is made on the Lesion and, then, on the Uncertainty by using the data set resulting from the application of the process to the Lesion.

The ensemble of different classifiers is justified both by the fact that the Union has to join common information, as well as specific information from each of the two axial classifiers, and because each potentially positive voxel needs confirmation from the coronal and sagittal classifiers (in this case, also 3D spatial information is considered). Though we don’t have measured the diversity degree between classifiers [40] we have preferred to resemble the usual procedure used by radiologists and to rely on the usual benefits of using an ensemble classifier [12].

In the proposed automatic pipeline, we have copied the human behavior by privileging axial sections with respect to the others, but we have also performed trials regarding the preference of the other orientations in the fusion process and the results, not shown, confirm that the axial preference gives the best results, closely followed by the coronal and, at a great distance, by the sagittal, though this is the direction used for 3D FLAIR data collection. The thing could be explained, at least partially, by the fact that axial and coronal slices show highly symmetrical shape both regarding brain anatomy and lesion shapes, also across different subjects, thus making the learning process easier than for sagittal slices. For sagittal directions, in fact, symmetry is absent and a huge variation of the image content could correspond to a little rotation of the head.

4 Evaluation Metrics

In the binary classification problem the voxels can be positive (P, or Lesion) or negative (N, Background). In a ternary ground-truth, P represents the voxels of the class we are considering at present (Lesion or Uncertainty), while N represents the negative voxels (those of the other two classes). According to this definition, the same rules apply for each rater (with respect to the class considered at present): \( TP \) are the true positive voxels, \( TN \) are the true negative voxels, \( FP \) are the false positive voxels and \( FN \) are the false negative voxels. Referring to a given class, a voxel can be just in one of the states \( TP, TN, FP \) and \( FN \).

As far as we need an exhaustive comparison between all the raters involved therein (artificial, single humans and ground truth), and being a unique performance parameter unavailable, we define and calculate all the mostly known metrics. In what follows, we define all the used metrics by separating those oscillating in the interval \([0, 1]\), whose ideal value is 1, from those oscillating in the interval \([0, \infty)\), whose best value is 0. The two groups are distinguished for graphical purposes. For more details about the reported metrics, please refer to [15, 19–21, 77].

4.1 Metrics convergent to 1

Sensitivity (also called recall or true positive rate) is defined as:

\[
SENS = \frac{TP}{TP + FN} \tag{4}
\]

\( SENS \) measures the portion of positive voxels that are correctly identified, that is the capability of a method to correctly classify the voxels, without underestimation. In fact, sensitivity ranges between 0 (\( TP = 0 \)) and 1 (when \( FN = 0 \)). We also distinguish an object sensitivity, \( OSENS \), defined as:

\[
OSENS = \frac{TP_o}{TP_o + FN_o} \tag{5}
\]

in which the prefix \( O \) and the subscript \( o \) indicate we are referring to whole objects and not to single voxels. An object is considered as \( TP \) if the intersection with the corresponding object in the ground-truth is not empty.

Specificity, also called true positive rate (\( TPR \)), is defined as:

\[
TPR = \frac{TN}{TN + FP} \tag{6}
\]
$TPR$ represents the portion of negative voxels $N$ that have been correctly identified. For the treated case, since classes are strongly unbalanced, $TPR$ is biased by the fact that most of the image surface is covered by background: for this reason the high specificity does not guarantee a good performance (we have reported it for completeness).

Accuracy ($ACC$) is defined as:

$$ACC = \frac{TP + TN}{P + N}$$ (7)

but, due to unbalancing, we use the following normalized ($ACCN$) definition:

$$ACCN = \left( \frac{TP}{TP + FN} + \frac{TN}{TN + FP} \right) / 2$$ (8)

to make it more representative.

Positive Predicted Value ($PPV$), also called Precision, is defined as:

$$PPV = \frac{TP}{TP + FP}$$ (9)

$PPV$ represents the portion of voxels identified as positives which are really positives ($TP$). $PPV$ measures how the method correctly classifies voxels in the correct class without overestimating the class itself. In fact, $PPV$ ranges between 0 ($TP=0$) and 1 ($FP=0$).

As for $OSENS$, we have defined an object-based $PPV$, $OPPV$, as follows:

$$OPPV = \frac{TP_o}{TP_o + FP_o}$$ (10)

in which the prefix $O$ and the subscript $o$ indicate we are referring to whole objects, as above. $OPPV$ represents the portion of objects identified as positives which are really positives ($TP_o$). $OPPV$ has the same meaning of $PPV$ but for whole objects, not for single voxels.

Correct Detection Ratio ($CDR$) is defined as:

$$CDR = \frac{TP}{P}$$ (11)

Dice score, also called Sorensen–Dice coefficient, is defined as:

$$Dice = \frac{2 \cdot TP}{2 \cdot TP + FP + FN}$$ (12)

Dice score measures the similarity between two data sets. This index is widely used in AI for the validation of image segmentation algorithms. We refer to Dice score as Global Dice score to distinguish it from Image Dice score.

Image Dice score uses the same equation of Global Dice score but, while Global Dice score is calculated on the whole data set, Image Dice score is applied on each single image and finally averaged on the number of images. Image Dice score allows to the so called per-image metrics [20]. Per-image metrics are important because they tend to highlight the local behaviour.

A score similar to $Dice$ is the Intersection Over Union ($IoU$):

$$IoU = \frac{TP}{TP + FP + FN}$$ (13)

where the difference is in the weight of $TP$.

The $F1$ Score (calculated for whole objects and not for single voxels) is defined as:

$$F1 = \frac{2 \cdot OSENS \cdot OPPV}{OSENS + OPPV}$$ (14)

where $OSENS$ and $OPPV$ are defined above.

$BF$ score is a per-image version of $F1$ score.

Pearson Correlation Coefficient ($PCC$), between two data sets $A$ and $B$, is defined as:

$$PCC(A, B) = \frac{cov(A, B)}{\sigma_A \cdot \sigma_B}$$ (15)

where $cov(A, B)$ is the covariance of $A$ and $B$ and $\sigma_A$ and $\sigma_B$ are the standard deviation of $A$ and $B$, respectively. $PCC$ ranges in the interval $[-1, 1]$ and a negative value of $PCC$ indicates a similarity of the object $A$ with the negative version of the object $B$. 
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4.2 Metrics convergent to 0

The following metrics are those used in the present manuscript in which the ideal value is 0.

Extra Fraction \( (EF) \), is defined as:

\[
EF = \frac{FP}{TP + FN} \quad (16)
\]

Detection error rate \( (DER) \) is defined as:

\[
DER = \frac{DE}{MTA} \quad (17)
\]

where \( DE \) is the detection error calculated as the sum of the voxels of a connected region marked as positive by the rater and the mean total area \( (MTA) \) is defined as the average between the number of positive voxels from the rater and the ground-truth. \( DER \) measures the disagreement in detecting the same regions between the rater under evaluation and the ground-truth.

Outline Error Rate \( (OER) \) is defined as:

\[
OER = \frac{OE}{MTA} \quad (18)
\]

where \( OE \) is the outline error calculated as the difference between the number of voxels of the union and that of the intersection between the positive connected regions of both the rater and the ground-truth. \( OER \) measures the disagreement in outlining the same object between the rater under evaluation and the ground truth.

False Detection Ratio \( (FDE) \) is defined as:

\[
FDE = \frac{FP}{P} \quad (19)
\]

Relative Area Error \( (RAE) \) is defined as:

\[
RAE = \frac{TP + FP - P}{P} \quad (20)
\]

Hausdorff Distance \( (HD) \) between two objects \( A \) and \( B \) is defined as:

\[
HD(A, B) = \max(h(A, B), h(B, A)) \quad (21)
\]

where \( h(A, B) \) is:

\[
h(A, B) = \max_{a \in A} \min_{b \in B} \| a - b \| \quad (22)
\]

\( HD \) measures how far two subsets are from each other. In other words, two sets are close with respect to \( HD \) if every point of one set is close to a certain point of the other set.

Euclidean Distance \( (ED) \) between two objects \( A \) and \( B \) is defined as:

\[
ED(A, B) = \max(d(A, B), d(B, A)) \quad (23)
\]

where \( d(A, B) \) is defined as:

\[
d(A, B) = \frac{1}{N} \sum_{a \in A} \min_{b \in B} \| a - b \| \quad (24)
\]

Surface Distance \( (SD) \) is defined as:

\[
SD = \frac{\sum_{i \in AS} d(x_i, G_S) + \sum_{j \in GS} d(x_j, A_S)}{N_A + N_G} \quad (25)
\]

where \( A_S \) and \( G_S \) are two segmentations (one is the rater segmentation and the other is the ground truth), \( d \) denotes the minimal \( ED \) between voxels on both surfaces, while \( N_A \) and \( N_G \) denote the number of points of each surface.
Figure 5: Comparison between the raters and the ground truth, performed on the Lesion class. The reported metrics are separated in those whose ideal value is 1 (a) and those whose ideal value is 0 (b). Average and standard deviation are reported. Euclidean, Hausdorff and Surface distances are shown in cm units.

5 Results and Discussion

The proposed framework has been trained, validated and tested on the ternary consensus defined above. As far as the ternary consensus maintains unaltered all the lesion voxels of the original MSSEG binary consensus, we can guarantee a direct comparison with human raters and, at the same time, with already existing automated methods tested on the same data set. Regarding the segmented Uncertainty, a comparison is possible just with respect to the ternary ground-truth, since for the human raters Uncertainty is unavailable. In principle, we could define the Uncertainty for each rater by considering as uncertain the voxels that the rater has considered Lesion while the binary ground-truth has not. Though we have made some experiments in this direction, we believe this comparison should deserve a specific and deep discussion, being it based on approximated hypotheses (the intention of each rater would be guessed, not real), which is out the scope of this manuscript.

The evaluation of all the raters, of the proposed framework and of the human radiologists, with respect both to the ground-truth and to each other, is performed by applying the cross-validation approach defined in Subsection 3.1. Average and standard deviation values are calculated for the metrics defined in Section 4 and divided in two groups: those whose ideal value is 1 and those whose ideal value is 0.

The first results, reported in Fig 5, are those between the raters and the ground-truth performed on the Lesion class. This is also an indirect comparison, through the ground-truth, between the proposed framework and the human raters. For a better overview, the mean values are also shown in Fig. 6 by using a radar visualization: they confirm that the behaviour of the proposed method is inside the inter-rater variability.

As it can be observed, our framework is never the best or the worst, for at least one of the metrics, as instead occurs for human raters. This can be explained, at least partially, by the fact that it has been trained with the consensus that, for its nature, tends to average pros and cons of the raters from which it has been derived.

A Wilcoxon signed-rank test of the vectors of metric values confirms, with a significance level of 0.01, that there is no significant difference between the behaviour of our method and that of the 7 human raters, with respect to the ground-truth, on the Lesion class. This means that, if data are shown without labels, it would be impossible to recognize the automated rater from humans.
As far as the lesion size could greatly affect the performance of the classification [19] and the previously reported results are averaged with respect to the lesion volume, we repeat the comparison by changing the lesion volume. To this aim, we consider all the lesions separately and the calculations are performed lesion by lesion, by maintaining separated also the lesions of the same volume. In this way we can: 1) visualize potential outliers; 2) represent lesion density; 3) avoid local averaging that could mask specific contributions to the metrics. The results, reported just for the most commonly used metrics [19], are shown in Fig. 7.

Results again confirm the analogy of behavior between the proposed framework and the 7 human raters, though for some volumes our framework has exhibited results close to the borders of oscillation of the 7 human raters. Indeed, a greater dispersion can be observed for F1-score and a relatively high average value is observable for SD, though in line with that of some human raters.

The above good results are not sufficient alone to affirm that our framework behaves like human raters because the comparison is mediated through the consensus. In other words, our framework could be at the same 'distance' as the human raters are from the ground-truth, but from opposite sides. For this reason, a direct comparison is necessary to finally confirm the similarity between the proposed framework and the human raters. To this aim, we perform the experiment of comparing all the raters to each other by considering ground-truth all of them, including our framework, in rotation. Results, for the most frequently used metrics, are reported in Fig. 8.

These results unequivocally confirm that the proposed framework behaviour does not differ from that of the other human raters and that it is not polarized toward a specific rater or toward the consensus. Moreover, as other Authors have highlighted [28], results show similarities among some human raters (R4 with R5 and R6 with R7). Fortunately, results also confirm that the MSSEG consensus is not biased by the similarity between some couples of raters, and that it maintains a "human" behaviour, being it very close to the raters R1 and R2. This is a fundamental aspect because it means that all the people who are attempting to train automated systems with respect to the MSSEG consensus, including ourselves, are not following a "chimera" to which, paradoxically, the closer we get, the more we move away from the proper objective.

After discussing the behaviour of the proposed framework regarding the Lesion, we also have to look at the classification regarding the Uncertainty class. To this aim, Fig. 9 reports average and standard deviation values for the metrics calculated with respect to the corresponding class of the ternary ground truth. If compared with the values obtained for Lesion, results are very poor, especially for metrics whose ideal value is 1. However, the 3D annular shape exhibited by Uncertainty around lesions,
Figure 7: Dice score (a), F1-score (b) and Surface Distance (c), calculated for each lesion and shown with respect to the lesion volume for the human raters and the proposed framework. To improve readability, the logarithmic scale is used for the lesion volume and framework’s values (red) are highlighted.

which includes two borders (external and internal) often discontinuous, greatly contributes to lower the results. Moreover, we don’t have human references for Uncertainty and, for this reason, a comparison is impossible. Hence the results for Uncertainty are just reported for completeness and future comparison.

A visual overview of the behaviour of the proposed framework in the whole process of identifica-
Figure 8: Comparison between all the raters with respect to each other, including our framework and consensus, each alternately considered as the ground-truth. For readability purposes, only some metrics are reported. In this representation, placing together metrics converging to 1 and to 0, the angular position indicates the metric value: clock wise versus for metrics converging to 1, anti-clock wise versus for metrics converging to 0. Radial information is only used to separate the current ground-truth raters. Ground-truth raters have colored bullets placed on the vertical line.

Resolution/segmentation, both for Lesion and for Uncertainty, with respect to the ternary ground truth, is shown in Fig. 10. The ternary ground-truth is reported on the left side, the corresponding segmentation obtained with the proposed framework is presented on the right side, for the same subject and slices.
Figure 9: Average and standard deviation values of the metrics calculated for Uncertainty with respect to the same class in the ternary ground-truth. Values are represented as those converging to 1 (a) and those converging to 0 (b).

Figure 10: Comparison between the ternary ground truth (left) and the proposed automated framework (right). Lesion is red and Uncertainty is yellow. For readability purposes, the upper right panel of each side shows just the healthy brain and Lesion in 3D.

Both for Lesion and Uncertainty, the proposed framework selects more than necessary (FP are evident). Interestingly, FN are almost absent from the segmented volume. The other interesting property shown by the proposed framework is the good spatial continuity of the lesion structures in the 3D model of Lesion (upper right panel, where Lesion is red colored while Uncertainty is yellow colored).

To complete our discussion, it remains to compare the proposed framework with recently proposed automated strategies. To this aim, Table 2 contains this indirect comparison on the metrics calculated for at least one of the other methods. The necessary condition for a method to be considered in Table 2 is to have been trained, validated and tested on the 2016 MSSEG data set. In this way, we can ensure
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Table 2: Comparison between the proposed framework and the state of the art methods. Average data are reported for each metric and the symbol '-' is used when data are unavailable. The reported metrics are those on which at least one method different from the proposed framework has been evaluated.

| Method                  | MRI mod. | Sens | OSens | TPR  | Acc   | PPV   | OPPV  | Dice | F1   | SD       |
|-------------------------|----------|------|-------|------|-------|-------|-------|------|------|----------|
| Team Fusion in [19]     | FLAIR, PD, T2, T1, G-E T1 | 0.71 | 0.60  | 0.99 | 0.65  | 0.53  | 0.64  | 0.50 | 0.91 |          |
| [27]                    | FLAIR, PD, T2, T1, G-E T1 | 0.65 | -     | 0.86 | 0.97  | -     | -     | 0.76 | -    |          |
| [74]                    | FLAIR, T1 | 0.55 | -     | -    | -     | -     | 0.79  | 0.63 | -    |          |
| [4]                     | FLAIR, PD, T1, G-E T1 | 0.76 | -     | -    | -     | -     | 0.82  | -    | -    |          |
| [47]                    | FLAIR, T1, T2 | -   | -     | -    | -     | -     | 0.76  | 0.59 | -    |          |
| Our Framework           | FLAIR    | 0.88 | 0.77  | 0.98 | 0.88  | 0.81  | 0.81  | 0.77 | 0.72 | 0.27     |

that the comparison is homogeneous and performed on the same conditions of that obtained with respect to the 7 human raters.

Though a global ranking is difficult, data reported in Table 2 are clear: the proposed framework is the most stable with respect to different metrics and it generally outperforms the other methods, including those methods which use multiple imaging modality. This could have an interesting implication: as the automated framework performs like human raters just using FLAIR, it means that FLAIR would contain sufficient information, not only the one necessary, to identify and segment all MS lesions occurring in the WM, independently of their stage. Potentially positive consequences are: a) due to the huge variability of MRI and of each single modality, described above, the usage of a single modality could increase the performance above the use of multiple modalities because it could greatly contribute to stabilize automatic identification/classification; b) the acquisition time and stress for the patient can be reduced.

An important aspect that has determined the outstanding performance of the proposed framework is the use of the ternary ground-truth. Indeed, Fig. 11 shows the average performance results when the proposed framework is trained without the Uncertainty (on the binary consensus) as compared to those obtained when trained on the ternary consensus. The ensemble method trained without the Uncertainty outperforms similar automated strategies (team fusion in [19]), though it is still far from humans: the step which places the proposed framework among humans is the inclusion in the pipeline of the class Uncertainty.

This is in line with what reported in [28, 36, 37]: the framework learns better what is surely Lesion, what is surely Background and uses Uncertainty for doubts, as a buffer class. Indeed, the polarized and ambiguous classification of doubtful voxels, sometimes as Lesion and others as Background, disorients any automated strategy and deviates it from the correct reasoning.

6 Conclusion and future work

An automated framework for the identification/segmentation of MS lesions from FLAIR MRI images has been presented. We have demonstrated that traditional CNN architectures, if placed in a context emulating the procedures of human specialists, could effectively behave like a human expert. The strength points of the proposed framework are the following: 1) to train the system both to recognize the lesions as they are and with respect to the environment they are immersed in, thus allowing to incorporate also a sort of meta-information regarding the environment where MS lesions mostly occur; 2) to resemble radiologists in consulting axial slices to discover potential lesions and to check radial and sagittal slices for confirmation, as well as to maintain 3D continuity to their findings; 3) to use an ensemble classification that usually performs better than its components; 4) to use an artificially generated Uncertainty class to improve the performance of an automated strategy and to make it more similar to the human reasoning; 5) to operate just on FLAIR images.

Results have shown that the proposed framework resembles human raters both in behaviour and in performance, when compared with the MSSEG consensus on Lesion. Indeed, Wilcoxon statistical test has assessed the framework ability to exhibit a behaviour that is equivalent to, or indistinguishable from,
Figure 11: The proposed method when trained without and with Uncertainty, compared both on metrics whose ideal value is 1 (a) and for metrics whose ideal value is 0 (b).

that of a human rater.

Results have also confirmed that the proposed framework outperforms the state of the art strategies which have been trained, validated and tested on the MSSEG data set. Regarding the Uncertainty class, a comparison has been impossible because the human segmentation of Uncertainty is unavailable. However, results have demonstrated that the usage of the Uncertainty during training greatly helps to improve the performance of the framework with respect to not using it.

In a recent report [33], the JASON Advisory Group has identified several key recommendations for advancing computation technology into routine clinical practice. One of them is that new technologies should address a significant clinical need, be practical in use and reduce medical system costs. The demonstration that a better performance is possible by including some concepts (Uncertainty and Ensemble) to enrich traditional CNN architectures, more than continuing to search for even more complex single CNN architectures, goes in the direction of the previous Jason’s recommendation.

Future directions of exploration will be: 1) the use of specific pre-processing strategy for the FLAIR images, like the one proposed in [54], to further improve the robustness of the method with respect to MRI and MRI scanners variability; 2) to check if the use of multiple imaging sequences could really contribute to a performance drop more than to a performance improvement; 2) the use of a different loss function, like the one proposed in [51], for better dealing with the problem of class unbalancing; 3) to study a "soft" consensus based on a single class (lesion) with different probability values, similarly to that proposed in [28], to reduce problem complexity; 4) related to the previous point #3, to explore a "soft" loss function, similar to [50], to better deal with "soft" consensus; 5) to use, besides FLAIR images, also complementary imaging modalities such as MPRAGE and MP2RAGE, to identify/segment, besides WM lesion, also cortical lesions, similarly to [58]; 6) to test the proposed framework also for temporal analysis (in this case, besides FLAIR, other imaging modalities, such as T1-w, should be used to define the lesions stages); 7) referred to the previous point #6, to explore specific pre-processing strategies to make all the used modalities robust with respect to MRI and MRI scanners and to avoid drops in performances when using different data sets [47].
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