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Abstract. This paper is a first step to chase the ambitious objective of developing a mathematical theory of living systems. The contents refer modeling large systems of interacting living entities with the aim of describing their collective behaviors by differential models. The contents is in three parts. Firstly, we derive the mathematical method; subsequently, we show how the method can be applied in a number of case studies related to well defined living systems and finally, we look ahead to research perspectives focusing both on mathematical methods and further applications.
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1. Aims and plan of the paper

The search for a mathematical theory of living systems is one of the great scientific challenges of this century. Indeed, scientists are waiting for a rigorous formalization, by mathematical equations and computer architectures, of living systems in biology, economy, social sciences, and various disciplines within the general framework of the so-called soft sciences. This challenging objective might even appear too ambitious as it goes far beyond the present state of the art and it requires new mathematical tools, actually a new mathematical theory.

The specific objective we are chasing requires not only contrasting the negativist position which claims that some research fields should be based only on heuristic methods without deserving the use of the adjective scientific, but also going beyond the classification into hard and soft sciences focusing on the ranking proposed by August Comte \cite{38}. The main concept proposed in \cite{38} is that a classification can be proposed, where physics and chemistry are the hardest sciences, sociology belongs to the softest, while biology is in the middle. An immediate question follows: How mathematics can be classified? The reply is given in Chapter 7 of \cite{12}, where the authors suggest to replace the definition soft sciences with the following: Science of Living Systems. This vision gives to mathematics an essential role towards a unified vision of all sciences which goes beyond any classification from soft
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to hard. Indeed, a first step to develop a strategy to take into account that in the case of the living matter the approach cannot be supported by field theory [12]. The strategy consists in replacing the field theory by a mathematical structure (say a mathematical theory) suitable to capture, as far as it is possible, the complexity features of living systems. This structure defines the conceptual framework for the derivation of models in different fields of soft sciences. Applications refer to a broad variety of possible fields, for instance modeling of social dynamics, financial markets, dynamics of multicellular systems, immune competition, individual and collective learning, and the modeling of large systems of self-propelled particles such as crowds and swarms. The collection of essays edited in [9] reports about a broad variety of applications within the concept that we do live in a complex environment.

This paper is devoted to the presentation and critical analysis of some recent results devoted to mathematical tools which claim to describe some important features of living systems constituted by several interacting entities. The presentation is not limited to theory, as applications play an important role on the overall contents due to their contribution to enlighten the bridge between mathematics and real systems. In addition, a critical analysis is a key feature of each section looking ahead to further development of the theory.

The first part of our paper is devoted to the derivation of mathematical tools in view of a mathematical theory which includes some new ideas, with respect to those proposed in [12] and a more general vision of active particle methods. Subsequently, we present a selection of applications focused on the modeling of dynamics of living systems which can be modeled by the theoretical tools presented in the first part of the paper. The selection accounts for different features of models with special attention to the role of space dynamics by showing how space can have an influence over the collective behavior of the whole system.

Finally, we look ahead to research perspectives within the framework of the complex dialogue between soft and hard sciences. Each section is closed by a critical (and self-critical) analysis whose main aim consists in enlightening how far the mathematical tools proposed in our paper succeed in chasing the mythical objective of designing a mathematical theory of living systems.

This paper has been written during the COVID-19 outbreak and the subsequent pandemic, which has brought to almost all countries across the globe huge problems affecting health, safety, economics, and practically all expressions of collective behaviors in our societies. One of the modifications in our ways of thinking and communicating is the loss of the vis-a-vis way of developing dialogues. Lack of direct dialogue has definitely created additional difficulties to young researchers. Accounting for this difficulty, we have produced training course of seven
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Lectures [15] which is offered to young researchers, motivated by lack of communication, as well as by the present difficulty to move across research centers which is, indeed, an important engine of scientific growth.

Section 2 is devoted to design a strategy towards the derivation of mathematical tools to model large systems of living interacting entities, where their collective dynamics is generated by interactions among the said entities and the external environment. The strategy essentially consists in selecting the key complexity features of living systems, in general, to be specialized into the class of systems object of the modeling approach.

In Section 3 we transfer the strategy proposed in Section 2 into mathematical structures which provide the conceptual framework for the derivation of models which are obtained by inserting in the structures the mathematical description of interactions. The said structures, which is derived within the general framework of the so-called kinetic theory of active particles, is deemed to take the place of the field theories available to support the derivation of models for physical systems of the inert matter. This section presents also some reasonings on the links between the micro-scale (individual based) and the mesoscopic scale (kinetic).

In Section 4 we tackle one of the various aspects of a multiscale vision of living systems and shows how the mathematical theory presented in Section 3 can be developed, according to analogous physical assumptions, within the framework of dynamical systems corresponding to an individual based description. This approach is leads to the so-called mathematical theory of behavioral swarms introduced in [23] and applied to modeling the dynamics of prices in [66].

Section 5 presents a concise survey of applications of the mathematical theory presented in the preceding section. The survey refers to both approaches, namely the kinetic theory of active particles and the theory of swarms made of active particles. The survey is limited to very recent years with the aim of enlightening new ideas on the modeling of interactions.

Finally, we present in the last section a critical analysis mainly focused on multiscale methods to be developed as the key strategy to further modeling perspectives.

2. A strategy towards modeling living systems

This section is devoted to the design of a general strategy towards the modeling of the collective dynamics of large systems of interacting living entities. The quest towards this challenging objective is in three steps, each of them treated in the following subsections. Firstly, we present a general conceptual-philosophical framework, subsequently a strategy
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is proposed in view of mathematical formalizations, lastly a critical analysis is proposed, focusing on a suitable interpretation of the scaling problem, to make operative the strategy towards an appropriate selection of mathematical tools.

2.1. Conceptual framework. A conceptual framework is proposed here to provide a support to the derivation of the modeling strategy based also on some scientific works selected according to the authors’ bias accounting for their contribution to understand the complex interactions between mathematical sciences and the dynamics of living systems.

• Immanuel Kant 1724–1804, *Living Systems: Special structures organized and with the ability to chase a purpose* [61].

• Erwin Schrödinger (1887–1961) looked for a physical theory, where cells modify their state due to interactions with other cells [75]. Schrödinger’s pioneering ideas chased a systems approach motivated by the study of mutations (some of them also induced by external actions such as radiations). We can argue that one of his intuitions was that the dynamics at the level of cells is driven by the dynamics at the molecular scale. This concept is nowadays the most important hint of the interactions between mathematics and biology, where understanding the link between the dynamics at the molecular scale of genes and the functions expressed at the level of cells is the key towards the possible derivation of a bio-mathematical theory. The following sentence:

> *Living systems have the ability to extract entropy to keep their own at low levels*

identifies ability of living systems to develop their own strategy. Hence the concept of *active particles* was already introduced.

• Lee Hartwell (born 1938), Nobel Laureate in 2001, firmly indicates [59] that the mathematical approach to the description of the dynamics of the inert matter cannot be straightforwardly applied to living systems:

> *Biological systems are very different from the physical or chemical systems of the inanimate matter. In fact, although living systems obey the laws of physics and chemistry, the notion of function or purpose differentiate biology from other natural sciences. Indeed, cells are not molecules, but have a living dynamics induced by the lower scale of genes and is organized into organs.*
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Figure 1. Kant - Schrodinger - Hartwell

This statement directly looks forward to a challenging research perspective whose first step consists in acknowledging that the mathematics used for the inert matter fails when applied to the living matter.

Following these two milestones, some specific models have been proposed to describe the dynamics of the aforementioned class of dynamical systems by methods somehow inspired by the mathematical kinetic theory and by the Boltzmann equation in particular [37]. For instance, Prigogine and Hermann developed an approach to describe the dynamics of vehicular traffic on highways [73]. An important feature of this model is that the car-driver subsystem is viewed as an active particle whose ability is heterogeneously distributed, while the overall state of the system is defined by a probability distribution over the micro-scale state. A deep study of the heterogeneity properties has been clearly identified by the structures proposed in [71].

Methods from the kinetic theory, have been subsequently developed by various authors, for instance on the modeling of the social dynamics of families of insects in [60], or of the immune competition between cancer and immune cells [19]. These pioneer papers have been followed by a vast literature mainly developed in this century. A review and a critical analysis on kinetic theory methods is postponed to the next section specifically devoted to transfer the concepts of this section into a mathematical theory. Here we simply indicate the sharp critical analysis presented in [4] which enlightens the conceptual differences between the classical kinetic theory and that referred to active particles.
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In addition, one has to account that all living systems are evolutionary by a dynamics followed by selection. This pseudo-darwinian feature does not belong, as we shall see, to biology only, but it characterizes all living, hence behavioral, hence complex, systems, for instance in economy and sociology, where the dynamics, driven by learning, includes mutations and selection.

The awareness of Hartwell’s legacy motivates a quest towards the search of a rationale to chase the objective of the derivation of a mathematical theory of living systems by going far beyond the classical methods valid for the inert matter. A preliminary contribution to this challenging objective is delivered by the answer to three key questions presented in the following.

- **KQ1: What is complexity?** *Complexity viewed as a barrier.* Imagine a world correctly described in mathematical and logical terms. That would make realistic the Leibniz dream (free translation from Latin language):

  > In the future, when an issue is controversial, it will not be necessary to dispute between two philosophers but between two subjects able in computations. It will suffice them to keep the abacus into their hands, sit down, and say each other—in a friendly way)—start making calculations.

Unfortunately (or luckily?), two hard constraints preclude the actual achievement of a world so entirely known to allow such exciting solutions.

- The so-called chaos, due to the presence of dynamical systems, whose apparently-random states of disorder and irregularities are often governed by deterministic laws (that are highly sensitive to initial conditions);
- The phenomenon of complexity, due to the emergence of entirely new properties at any new level of aggregation.

Arguably, Leibnitz was not aware of the existence of them. Therefore, we might pose to ourselves the following question: *from where to start to understand complexity?* In Aristotle, complexity seems opposed to simplicity as a matter of lifestyle. In Latin, the world *complexus* means what is woven together.

In the 40s of the last century, von Neumann was working with automata and their complexity, but: *he described his own concept of complexity as ”vague, unscientific and imperfect”* (from McMullin, 2000).

If we jump to the 60s of the last century, we have the Kolmogorov complexity, as the length of the shortest computational sequence producing the object as output. Beautiful,
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but again it is not a reply to our search about what complexity is. The concept was there, but missing a clear interpretation and definition, confused with the a-scientific and anti-reductionist holism, i.e., the idea that we should view many systems (physical, biological, social, our body, etc.) as wholes, not merely as collections of parts. Sure, but then what? So, neither holism nor simple reductionism, but with Nobel Laureate Philip Anderson (born 1923), in 1972 the “More is different” clarification [3]:

(p.393) The reductionist hypothesis may still be a topic for controversy among philosophers, but among the great majority of active scientists I think it is accepted without questions. The workings of our minds and bodies, and of all the animate or inanimate matter of which we have any detailed knowledge, are assumed to be controlled by the same set of fundamental laws (….) The main fallacy in this kind of thinking is that the reductionist hypothesis does not by any means imply a “constructionist” one (…) The constructionist hypothesis breaks down when confronted with the twin difficulties of scale and complexity. The behavior of large and complex aggregates of elementary particles, it turns out, is not to be understood in terms of a simple extrapolation of the properties of a few particles. Instead, at each level of complexity entirely new properties appear (….).

Often, complexity is related to biological systems, however this is not an exhaustive vision as complexity is everywhere in our world [9]. In particular, the focus of our paper goes to evolutionary economy referring to the conceptual framework in [49], where it is given evidence of the role of complexity in economical systems. The following quotation from Nobel Laureate in economy Herbert Simon has been extracted from [76] and reported in [49] to enlighten the initial step towards linking economy to the theory of complexity.

Roughly by a complex system I mean one made up of a large number of parts that interact in a non-simple way. In such systems, the whole is more than the sum of the parts, not in an ultimate metaphysical sense, but in the important pragmatic sense that, given the properties of the parts and the laws of their interaction, it is not a trivial matter to infer the properties of the whole.

At this end, as a key milestone towards the development of mathematical theory, it is necessary transferring the aforementioned general concepts to an assessment of the relevant complexity features by answering to the second key question.
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**KQ2: Which are the main complexity features of living system?** A mathematical theory of living system should arguably attempt to capture the complexity feature of living systems [12]. Therefore, the answer to this question aims at contributing to the key objective of our paper. Without naively claiming that our reply can be exhaustive, our proposal for a selection of five key features is as follows:

1. **Ability to express a strategy:** Living entities are capable to develop specific strategies and organization abilities that depend on the state of the surrounding environment.

2. **Heterogeneity:** The ability to express a strategy is not the same for all entities as expression of heterogeneous behaviors is a common feature of a great part of living systems.

3. **Nonlinearity of interactions:** Interactions are nonlinearly additive as well as nonlocal as immediate neighbors, but in some cases also distant entities, are involved.

4. **Learning ability:** Living systems receive inputs from their environments and have the ability to learn from past experience.

5. **Darwinian mutations and selection:** All living systems are evolutionary, as birth processes can generate entities more fitted to the environment, who in turn generate new entities again more fitted to the outer environment.

**KQ3: What is the black swan?** The expression *black swan* has been introduced to denote unpredictable events which are far away from those generally observed by repeated empirical evidence. Let us report the definition by Taleb [78]:

>A Black Swan is a highly improbable event with three principal characteristics: It is unpredictable; it carries a massive impact; and, after the fact, we concoct an explanation that makes it appear less random, and more predictable, than it was.

Actually, the concept of the *black swan* is associated to the concept of *unpredictable event* or, negatively *not predicted event*, but we wish stressing that we want to refer this concept to the ability of mathematical models which should provide all possible scenarios including events which are not those one can figure out. This vision has a well defined implication on the modeling approach which should not include any relaxation term inserted in the model based on observations by empirical data. Indeed, this is a key issue towards the derivation of a mathematical theory of living systems to be carefully tackled in the following.
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2.2. **From philosophical thoughts to figurative fantasy.** Let us now leave the various concepts presented until now and give some space to our fantasy. A free interpretation in [24] suggests that the *Metamorphosis-III* by Cornelius Escher:

https://arthive.com/it/escher/works/200075 *Metamorphosis*

depicts most of the aforementioned features, for instance a strategy to transform a village with houses with almost uniform shapes into an heterogeneous village which includes architectures with different shapes.

We can observe that the evolution is selective as shown by the transition from essential shapes to an organized village, where all available spaces are well exploited. The presence of a church, that takes an important part of the space and a somehow central position, indicates the presence of a cultural evolution. This might even reflect a multiscale dynamics. In fact, it results as the output of the action from the micro-scale of individuals to the macro-scale of the village. In addition, the last part of Metamorphosis-III shows a sudden change from a peaceful village to a chess plate which represents a battle between two antagonist armies. If we hide this part, we should admit that it is a sudden change which is not predicted by early signal. The third key question specifically refers to this topic.

Let us return to Cornelis Escher, by noticing that the village exists in reality (it is in the Mediterranean coast immediately on the South of the village of Amalfi), but the following question can be posed: *Does the Tower truly exists?*

The answer is that the real village looks at the sea, while the tower cannot be observed looking at it from right to left by an observer looking at the sea from the village, as shown on the left picture of Figure 2.2. But an observer the rear left of the village can observe a tower on the cape on the right of the village. In reality, the observation goes from south to north, as shown on the right picture of Figure 2.2.

So far the Metamorphosis teaches us that different visions of the same object can be represented into one unified collective representation. Indeed this is one of the specific features of complex systems. If we leave some additional freedom to our fantasy, the tower can be interpreted as an early signal that an extreme event is going to happen. The various changes in the picture can be interpreted as predictable emerging behaviors, while the last one appears as a non-predictable event. Escher has gone through the experience of two world wars, where peaceful villages transformed into a battlefield between the two armies of the chess plate.

2.3. **On a strategy towards modeling living systems.** We propose a modeling strategy accounting that, in the case of the living matter, the approach cannot be supported by field
theory which explains why the definition *soft sciences* with *science of living systems*. The strategy consists in replacing the field theory by a mathematical structure (say mathematical theory) suitable to capture, as far as it is possible, the complexity features of living systems. This structure defines the conceptual framework for the derivation of models which are obtained by inserting models of interactions into the structure itself. We refer our approach to large systems of interacting living entities. In more details, the sequential steps of the strategy can be summarized as follows:

1. *Understanding the links* between the dynamics of living systems and their *complexity features*;
2. *Derivation of a general mathematical structure*, consistent with the aforesaid features, with the aim of offering the conceptual framework toward the derivation of specific models;
3. *Design of specific models* corresponding to well defined classes of systems by implementing the said structure with suitable models of individual-based, micro-scale, interactions;
4. *Validation of models* by quantitative comparison of the dynamics predicted by them with that one delivered by empirical data. Models are required to reproduce qualitatively emerging behaviors.

This strategy, which leads to a modeling rationale, is represented in figure 3 which indicates, by a flow-chart, how the observation of the real system moves to models, which only approximate, physical reality and, consequently, need to be validated. Some additional remarks contribute to further enlightening the flow chart.
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**Figure 3.** Modeling strategy

- **Multiscale aspects:** Modeling always needs a *multiscale approach*, where the dynamics at the large scale needs to be properly related to the dynamics at the low scales. For instance, the functions expressed by a cell are determined by the dynamics at the molecular (genetic) level.

- **Role of the environment:** The environment evolves in time, in several cases also due to interactions with the internal living system.

- **Large deviations:** Emerging behaviors often present large deviations although the qualitative behaviors is reproduced. In this case, small deviations in the input create large deviations in the output.

- **Individuals within a certain FS can aggregate into groups of affinity:** Communications and subsequent dynamics can take advantage (or disadvantage) from the said aggregation by creating a new communication network.

2.4. **The scaling problem.** As it is known, the representation and modeling of dynamical systems can be developed at each of the three scales namely *microscopic* (individual based), *macroscopic* (hydrodynamical), and at the intermediate *mesoscopic* (kinetic) scale. In the
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kinetic theory approach, the dependent variable is a distribution function over the microscopic state of the individuals.

Our study, refers to the collective dynamics of several heterogeneous interacting individuals. Heterogeneity, which affects interactions, motivates the selection of the kinetic theory approach as the most appropriate towards modeling. In fact, it can naturally account for heterogeneity and stochastic interactions [12]. On the other hand, the number of interacting entities is not, in most cases, large enough to justify continuity assumption of the aforementioned distribution function. This key difficulty cannot be hidden and has to be carefully treated in the derivation of the mathematical structure in addition to further developments of the methods of classical models of the kinetic theory which cannot be straightforwardly applied to living systems.

For instance, the celebrated Boltzmann equation is based on the assumption of a rarefied flow where only binary, short range, interactions occur, while interactions in the Vlasov equations are distributed in the whole space which is not the case of living systems, where the domain of interactions refers both to sensitivity and visibility of individuals. In addition, interactions of classical particles preserve mechanical variables, namely mass, momentum, and energy, while these properties are often lost in the case of living systems.

The mathematical theory reported in the next section is grounded on methods of the kinetic theory consistently with the strategy proposed in this section, however, accounting for the necessary developments imposed by the complexity features of living systems. This selection should be critically examined as none of the scales, standing alone, is sufficient to depict the dynamics of the class of systems under consideration. Indeed, a multiscale vision is necessary and it is a key feature of a mathematical theory of living systems. In addition, the kinetic theory approach requires that the number of interacting entities is large enough to justify the continuity assumption of the distribution function representing the overall state of the system. Therefore, various reasonings on the multiscale vision are going to be a constant presence in the next sections, while a conceptual alternative is developed in Section 4.

3. TOWARDS A MATHEMATICAL KINETIC THEORY OF LIVING SYSTEMS

We show, in this section, how the strategy proposed in Section 2 can be transferred into a mathematical theory, where this term is used to refer to mathematical structures suitable to capture, as far as it is possible, the complexity features of living systems. The contents are focused on the kinetic theory of active particles, where individual entities, called active particles (in short a-particles), interact across networked populations. The micro-scale state
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of a-particles includes, in addition to mechanical variables, also a variable, called activity, which models the behavioral ability of the individual entities.

As mentioned, there exists a well settled literature on this topic which accounts for those we have indicated as pioneering research works [19, 60, 71, 73]. We specifically refer to the book [12] and, in addition, we include some recent developments mainly induced by specific applications. In more details on the contents of this section, the theory is presented in Subsection 3.1, while a critical analysis is proposed in Subsection 3.2 to enlighten how far the theory is consistent with the conceptual approach of Section 2 and how further research activity should be developed in the search of alternative methods.

3.1. The mathematical theory of active particles. We consider the collective dynamics of large systems of interacting individuals. Therefore the kinetic theory approach appears to be the most appropriate to be selected without hiding the key difficulty consisting in that the number of interacting entities is not large enough to fully justify the continuity assumption of the distribution function.

Living entities, at each interaction, play a game with an output that depends on their strategy often related to surviving and adaptation abilities. Interactions are modeled by theoretical tools of stochastic game theory which are characterized as follows:

- Stochastic game theory deals with entire populations of players, where strategies with higher payoff might spread over each population by learning related to the individual based and between each individual and the collectivity interactions.
- The strategy expressed by individuals, i.e. active particles, is heterogeneously distributed over the micro-states of players which include both mechanical and activity variables.
- Players are modeled as stochastic variables linked to a distribution function over the micro-state. The pay-off is heterogeneously distributed over players as well, and it might be motivated by “rational” or even “irrational” strategies.
- The payoff depends on the actions of the co-players as well as on the frequencies of interactions. Both quantities depend on the probability state of the system.
- Interactions are nonlocal and nonlinerly additive in a way that the dynamics of a few entities do not lead straightforwardly to the dynamics of the whole system.

A qualitative description of phenomenological examples of interactions is as follows:
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(1) **Competitive (dissent):** One of the interacting particles increases its status by taking advantage of the other, obliging the latter to decrease it. Competition brings advantage to only one of the two.

(2) **Cooperative (consensus):** The interacting particles exchange their status, one by increasing it and the other one by decreasing it. Interacting active particles show a trend to share their micro-state.

(3) **Learning:** One of the two modifies, independently from the other, the micro-state. It learns by reducing the distance between them.

(4) **Hiding-chasing:** One of the two attempts to increase the overall distance from the other, which attempts to reduce it.

(5) **Mixed competitive-cooperative:** A-particles do not share the same dynamics, but some of them act competitively and some cooperatively.

If the dynamics of interaction depends on space the following geometrical quantities, and related properties, must be introduced:

- **Visibility domain:** $\Omega_v$ which is the domain within which an a-particle can visualize the presence of the other a-particles.

- **Sensitivity domain:** $\Omega_s$ which is the domain within which an a-particle can visualize the presence of the other a-particles. If $\Omega_s \subseteq \Omega_v$, then interactions occur within $\Omega_s$. If $\Omega_v \subseteq \Omega_s$, then interactions occur within $\Omega_v$. The interaction domain $\Omega$ is defined as the intersection between $\Omega_v$ and $\Omega_s$.

- **The size of the sensitivity domain** $\Omega_s$ depends on the amount of information which can be obtained by an active particle, hence $\Omega_s$ depend on the distribution function. The theory proposed in [10] suggests that the size of $\Omega_s$ depends on a critical density, namely a critical number of particles. The mathematical formalization in [22] indicates how $\Omega_s$ is related to the velocity direction and visibility angle of each a-particle.

The following active particles are supposed to be involved, for each functional subsystem, in the interactions:

- **Test** particles of the $i$-th functional subsystem with microscopic state, at time $t$, delivered by the variable $(x, v, u)$, whose distribution function is $f_i = f_i(t, x, v, u)$. The test particle is assumed to be representative of the whole system.

- **Field** particles of the $k$-th functional subsystem with microscopic state, at time $t$, defined by the variable $(x^*, v^*, u^*)$, whose distribution function is $f_k = f_k(t, x^*, v^*, u^*)$. 
What is life within the framework of mathematical sciences?

- **Candidate** particles, of the $h$-th functional subsystem, with microscopic state, at time $t$, defined by the variable $(x_*, v_*, u_*)$, whose distribution function is $f_h = f_h(t, x_*, v_*, u_*)$.

Let us now consider short range interactions, when particles interact within an interaction domain $\Omega$ generally small with respect to the domain $\Sigma$ containing the whole system; and let us use the term $i$-particle to denote a particle in the $i$–th functional subsystem. Bearing in mind that a precise definition and computing of $\Omega$ still needs to be given, the theory states that the modeling of interactions is delivered by the following quantities:

- **Interaction rate for conservative dynamics**: $\eta_{hk}[f](x, v_*, u_*, x^*, v^*, u^*)$ which models the frequency of the interactions between a candidate $h$-particle with state $(x, v_*, u_*)$ and a field $k$-particle with state $(x^*, v^*, u^*)$. Analogous expression is used for interactions between test and field particles.

- **Interaction rate for non-conservative dynamics**: $\mu_{hk}[f](x, v_*, u_*, x^*, v^*, u^*)$ which is analogous to $\eta_{hk}$, but corresponding to proliferative and destructive interactions.

- **Transition probability density**: $C_{ihk}[f](v_* \rightarrow v, u_* \rightarrow u \mid x, v_*, u_*, x^*, v^*, u^*)$ which denotes the probability density that a candidate $h$-particle, with state $(x, v_*, u_*)$, ends up into the state of the test particle of the $i$-th FS after an interaction with a field $k$-particle.

- **Proliferative term**: $P_{ihk}[f](v_* \rightarrow v, u_* \rightarrow u \mid x, v_*, u_*, x^*, v^*, u^*)$ which models the proliferative events for a candidate $h$-particle, with state $(x, v_*, u_*)$, into the $i$-th functional subsystem after interaction with a field $k$-particle with state $(x^*, v^*, u^*)$.

- **Destructive term**: $D_{ik}[f](x, v_*, u, x^*, v^*, u^*)$ which models the rate of destruction for a test $i$-particle in its own functional subsystem after an interaction with a field $k$-particle with state $(x^*, v^*, u^*)$.

These quantities can be viewed in terms of rates by multiplying their interaction rate with the terms modeling transition, proliferative, and destructive events. Hence we have *transition rate*: $\eta_{hk}[f] C_{ihk}[f]$, *proliferation rate*: $\mu_{hk}[f] P_{ihk}[f]$, and *destruction rate*: $\mu_{ik}[f] D_{ik}[f]$. 
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Mathematical structures are obtained by number balance of a-particles within an elementary volume of the space of microscopic states, mechanics and activity, of particles

**Variation rate of the number of active particles**

\[
\frac{\partial}{\partial t} + \mathbf{v} \cdot \nabla \] \( f_i(t, \mathbf{x}, \mathbf{v}, u) = (C_i - L_i + P_i - D_i)[f](t, \mathbf{x}, \mathbf{v}, u), \tag{1}
\]

where the inlet flux includes the dynamics of mutations.

This balance relation corresponds to the following general structure:

where the inlet flux includes the dynamics of mutations.

This balance relation corresponds to the following general structure:

\[
(\partial_t + \mathbf{v} \cdot \nabla) f_i(t, \mathbf{x}, \mathbf{v}, u) = (C_i - L_i + P_i - D_i)[f](t, \mathbf{x}, \mathbf{v}, u),
\]

where the various terms \( C_i, L_i, P_i \) and \( D_i \) can be formally expressed, consistently with the definition of the interaction terms.

**Remark 3.1.** A commonly applied assumption is that the terms \( P_{hk}^i \) and \( D_{ik} \) depend, in addition to \( f \), only on the activity variables, namely \( P_{hk}^i[f](u_s \rightarrow u|u_s, u^*) \) and \( D_{ik}[f](u, u^*) \). This assumption is used in the equations below.

In the spatially homogeneous case, the mathematical structure is specialized as follows:

\[
\partial_t f_i(t, u) = \left( C_i[f] - L_i[f] + P_i[f] - D_i[f] \right)(t, u)
\]

\[
= \sum_{h,k=1}^{n} \int_{D_u \times D_u} \eta_{hk}[f](u_s, u^*) C_{hk}^i[f] (u_s \rightarrow u|u_s, u^*) f_h(t, u_s) f_k(t, u^*) \, du_s \, du^* 
\]

\[
- f_i(t, u) \sum_{k=1}^{n} \int_{D_u} \eta_{ik}[f](u, u^*) f_k(t, u^*) \, du^* 
\]

\[
+ \sum_{h,k=1}^{n} \int_{D_u \times D_u} \mu_{hk}[f](u_s, u^*) P_{hk}^i[f] (u_s \rightarrow u|u_s, u^*) f_h(t, u_s) f_k(t, u^*) \, du_s \, du^* 
\]

\[
- f_i(t, u) \sum_{k=1}^{n} \int_{D_u} \mu_{ik}[f](u, u^*) D_{ik}(u, u^*) f_k(t, u^*) \, du^*. \tag{2}
\]
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The same calculations, in the spatially inhomogeneous case, correspond to Eq. (1), where the interaction terms are given by:

$$\mathcal{C}_i[f] = \sum_{h,k=1}^n \int_{\Omega \times D_u \times D_u \times D_v} \eta_{hk}[f](\mathbf{w}_s, \mathbf{w}^*) \mathcal{C}_{hk}^i[f](\mathbf{v}_s \to \mathbf{v}, \mathbf{u}_s \to \mathbf{u} | \mathbf{w}_s, \mathbf{w}^*)$$

$$\times f_h(t, \mathbf{x}, \mathbf{v}_s, \mathbf{u}_s) f_k(t, \mathbf{x}^*, \mathbf{v}^*, \mathbf{u}^*) \, d\mathbf{x}^* \, d\mathbf{v}_s \, d\mathbf{v}^* \, d\mathbf{u}_s \, d\mathbf{u}^*, \quad (3)$$

$$\mathcal{L}_i[f] = f_i(t, \mathbf{x}, \mathbf{v}, \mathbf{u}) \sum_{k=1}^n \int_{\Omega \times D_u \times D_u} \eta_{ik}[f](\mathbf{w}, \mathbf{w}^*) f_k(t, \mathbf{x}^*, \mathbf{v}^*, \mathbf{u}^*) \, d\mathbf{x}^* \, d\mathbf{v}^* \, d\mathbf{u}^*, \quad (4)$$

$$\mathcal{P}_i[f] = \sum_{h,k=1}^n \int_{\Omega \times D_u \times D_u} \mu_{hk}[f](\mathbf{w}_s, \mathbf{w}^*) \mathcal{P}_{hk}^i[f](\mathbf{u}_s \to \mathbf{u} | \mathbf{w}_s, \mathbf{w}^*)$$

$$\times f_h(t, \mathbf{x}, \mathbf{v}_s, \mathbf{u}_s) f_k(t, \mathbf{x}^*, \mathbf{v}^*, \mathbf{u}^*) \, d\mathbf{x}^* \, d\mathbf{v}_s \, d\mathbf{v}^* \, d\mathbf{u}_s \, d\mathbf{u}^*, \quad (5)$$

$$\mathcal{D}_i[f] = f_i(t, \mathbf{x}, \mathbf{v}, \mathbf{u}) \sum_{k=1}^n \int_{\Omega \times D_u \times D_u} \mu_{ik}[f](\mathbf{w}, \mathbf{w}^*) \mathcal{D}_{ik}[f](\mathbf{u}^*)$$

$$\times f_k(t, \mathbf{x}^*, \mathbf{v}^*, \mathbf{u}^*) \, d\mathbf{x}^* \, d\mathbf{v}^* \, d\mathbf{u}^*, \quad (6)$$

where $\mathbf{w}, \mathbf{w}_s$ and $\mathbf{w}^*$ denote the microscopic states $(\mathbf{x}, \mathbf{v}, \mathbf{u})$, $(\mathbf{x}, \mathbf{v}_s, \mathbf{u}_s)$ and $(\mathbf{x}^*, \mathbf{v}^*, \mathbf{u}^*)$, respectively. Detailed calculations, which are not repeated here, indicate how $\Omega$ can be computed when the sensibility area $\Omega_s$ is given by an arc of circle, with radius $R_s$ around the velocity direction. Then, if the visibility arc, symmetric or non-symmetric, is known, $R_s$ is referred to the critical number of a-particles necessary to a sufficient information.

Further developments of the structures (1)–(6) will be outlined in the next subsection referring to a critical analysis on the limits and possible developments of these structures. Here, we just anticipate some technical remarks that can contribute to enlighten the properties of these mathematical structures in view of derivation of models:

(1) The use of distribution functions, rather than probability density, as dependent variables, accounts for a dynamics with a variable number of a-particles due to birth and loss processes.

(2) Mutations can be modeled by birth processes which can generate entities (gain) more fitted to the environment, who in turn might generate new entities again more fitted to the outer environment. Selection can be modeled by the death (loss) of entities less fitted to the environment.
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(3) Two types of interactions are taken into account: micro-micro or micro-macro, where the term macro corresponds to macroscopic quantities obtained by weighted averaging of the distribution function.

Mathematical models can be obtained by a detailed specialization of these mathematical structures, namely by modeling the interaction terms $\Omega, \eta, \mu, C, P, D$. However, some common features of the modeling approach can be given by a qualitative description to be formalized for each case study, as we shall see in the next sections.

- **Hierarchy**: The study of human crowds [20] has suggested a hierarchy in the decision making by which walkers develop their walking strategies, namely by interactions which firstly induce modification of the social state, subsequently walkers modify their walking direction, and finally they adapt the speed to the local new flow direction.

- **Sensitivity domain**: This quantity is defined by a cone with vertex in $x_i$, vertex angle $\Theta$, and with axis along with the velocity. $\Omega_i$ is finite being truncated at a distance $R$ which might be related to the critical finite number of active particles which have a sensitive influence. The sensitivity domain might be modified by visibility problems.

- **Interaction rate**: The modeling of the interaction rates can be referred to a distance between the interacting entities by a metric suitable to account both for the distance between the interacting entities and that of their statistical distribution.

- **Social action**: The social action depends on the interaction of each particle with those in its sensitivity domain. It is specific of each system to be modeled.

- **Mechanical action**: Mechanical actions follow the rules of classical mechanics, but the parameters leading to accelerations depend on the social state by models to be properly defined.

3.2. **Critical analysis and conceptual alternatives.** It can be rapidly observed that the structures (1)–(6) can lead to the derivation of mathematical models once the various interaction terms $\eta, \mu, C, P, D$ can be modeled on the basis of a phenomenological-theoretical interpretation of each specific system object of the modeling approach. However, a detailed analysis of the structures (1)–(6) is necessary to verify the ability to capture the complexity features identified within the answer to the key question KQ2 within the modeling framework visualized in the flow chart in Figure 1.

Bearing all above in the mind let us focus on each of the key features and analyze critically how far the mathematical theory can effectively account for them. The study of this problem refers also to specific applications.
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- **Ability to express a strategy:** This ability is modeled by the activity variable, say behavioral “soft” variable, then all components can have a reciprocal influence. If it includes both behavioral and mechanical variables, then the latter is influenced by the former. An example of the first case is given by the dynamics of idiosyncratic learning which affects the skill in market sharing \[18\]. An example of the latter case appears in crowd dynamics \[20\] as the strategy by which walkers move depends on the emotional state of people in the crowd.

- **Heterogeneity:** The use of the distribution function over the activity as the independent variable accounts for the heterogeneous behavior of a-particle. Hence players are probability distributions and the interactions account for this specific feature.

- **Nonlinearity of interactions:** The modeling of interactions generally leads to nonlinearly additive outputs from interactions. The output can also depend on the distribution functions. For instance, models of opinion formation include the sensitivity of a-particles not only to individual a-particles, but also to first order moments. This type of dynamics characterizes, as an example, aggregation into political opinions as individual attitudes are modified not only by individual based interactions, but also by individuals as a whole.

- **Learning ability:** Individual entities, namely a-particles, learn from past experience \[33, 34, 35\]. As a consequence, the dynamics of interaction is modified by the level of learning which is heterogeneously acquired by each individual. Besides the application treated in Section 4, an example is given by the reciprocal learning and hiding between security forces and criminality, where learning acts simultaneously with hiding followed, respectively by namely criminal and chasing actions \[16\].

- **Darwinian mutations and selection:** All living systems are evolutionary, as birth processes can generate entities more fitted to the environment. These, in turn, generate new entities again more fitted to the outer environment. An immediate application appears in the immune competition in cancer dynamics, where several mutations generate cancer cells \[57, 58, 52\], while the immune system evolves by learning to produce selection \[69\].

Although we have verified that the mathematical structures produced by the kinetic theory for active particles can capture the complexity features of living systems, additional key problems need to be considered to validate the mathematical theory. We have selected the following ones: large deviations that might lead to unpredictable events, specifically the so-called black swan, aggregation into groups of affinity which generate endogenous networks, continuity assumption of the distribution function, and interactions of the different dynamics depicted by the activity variable should be accounted for based on Section 2. Further critical
analysis is proposed in the next section, while some of the aforementioned problems, and various others, can be treated referring to applications such as those reported in Section 5. An additional problem, which is a stone guest in all applications, is the search for a multiscale vision which is the key passage towards a mathematical theory of living systems.

4. ON A MATHEMATICAL THEORY OF BEHAVIORAL SWARMS

The kinetic theory for active particles requires the continuity assumption of the distribution function deemed to describe the collective state of the system. An alternative approach has been introduced in [23] by inserting the activity variable in the micro-state of the interacting entities whose collective dynamics is modeled within a pseudo-Newtonian framework. This generalization has generated a new class of swarms models which can be viewed as a development of the celebrated Cucker and Smale model [10] which generated a vast literature on the modeling, qualitative analysis, and computational applications. The interested reader is referred to the survey [2], where the theory of swarms is specifically treated in Sections 5 and 6.

The objective of this section consists in showing how the pioneering ideas of [23] can be developed to extend the achievements of this paper to the modeling of living systems along the strategy proposed in Section 2. We firstly introduce the theory proposed in [23], which is somehow inspired by some applications of the theory to social and economical problems [1, 7, 8, 17] and, subsequently, we tackle the aforementioned developments into more general frameworks.

4.1. Mathematical structures of behavioral swarm theory. Let us consider the dynamics of a heterogeneous swarm of $N$ interacting self-propelled particles, which can be subdivided into $m$ functional subsystems, each $k$ functional subsystem contains $n_k$ active particles. Heterogeneity refers to the ability of each particle to express a social state which will be called activity. Individual particles are labeled by the subscript $ik$ and the individual state of each $ik$-th particle is defined by position $x_{ik}$, velocity $v_{ik}$ and activity $u_{ik}$, while the speed of the activity variable, namely the time derivative of $u_{ik}$ is denoted by $z_{ik}$.

The velocity $v_{ik}$ can be represented in polar coordinates as follows:

$$v_{ik} = \{v_{ik}, \omega_{ik}\}, \quad v_{ik} \in [0,1], \quad \omega_{ik} = \frac{v_{ik}}{\|v_{ik}\|},$$

(7)
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where the unit vector $\omega_{ik}$ can be represented by the angular variables referred to a cartesian system and where the cartesian components of the position $x_{ik}$ are referred to the characteristic length $\ell$ of the system, while $v_{ik}$ has been referred to the limit velocity $v_M$ which can be reached by the fastest particle.

In more details, if the system is localized in a bounded domain $\Sigma$, the positive constant $\ell$ is the diameter of the circle containing $\Sigma$, while if the system moves in an unbounded domain, $\ell$ is simply referred to the domain $\Sigma_0$ containing the particles at $t = 0$. The sets of all positions, velocities, and activities of the whole system are denoted by $x$, $v$ and $u$, respectively. The activity variable $u_{ik}$ takes values in $[0, 1]$, where the limit values $u_{ik} = 0$ and $u_{ik} = 1$ represent, respectively, the lowest and highest values of the activity. We firstly consider the simpler case of a scalar activity variable, which simplified notations, while the more general case of vector variables are studied in the next sections.

As in the case of the kinetic theory approach, we look for the derivation of a general mathematical structure consistent with the complexity features of living systems. This structure is deemed to provide the conceptual framework for the derivation of models. This conceptual approach should refer to complexity features analogous to those considered in the KTAP approach:

(1) Each particle is able to develop a specific strategy which is heterogeneously distributed.

(2) Interactions can be nonlocal and nonlinearly additive.

(3) A decisional hierarchy can be used by assuming that interactions first modify the activity and subsequently the motion which depends also on the activity.

(4) Each a-particle has a sensitivity domain and interacts with all particles within the said domain.

(5) The approach is such that firstly a mathematical structure is derived and subsequently it is implemented by models of interactions which lead to specific models.

We consider interactions which modify the microscopic state and might also generate proliferative destructive events. We consider the specific quantities deemed to model, still at a formal level, interactions:

- $\eta_{ik}$ models the interaction rate of individual based interactions between $ik$-particle with all particles in the sensitivity domain.

- $\Omega_{ik}$ is the vision-based sensitivity domain of the $ik$-particle.
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- $\varphi_{ik}$ denotes the action, which occurs with the rate $\eta_{ik}$, over the activity variable over the $ik$-particle by all particles in $\Omega_{ik}$.
- $\psi_{ik}$ denotes the acceleration, which occurs with the rate $\eta_{ik}$, over the mechanical variable by all particles in $\Omega_{ik}$.
- $P_{ik}$ and $D_{ik}$ model, respectively, the destruction and the proliferation of $ik$-particles, which occurs with the rate $\eta_{ik}$, due to the action by all particles in $\Omega_{ik}$.
- $n_k = n_k(t)$ denotes number, which depends on time, of particles in each k-FS.

Formal calculations and obvious interpretation of notations yield, to the following second order framework for a mixture of functional subsystems:

$$
\begin{cases}
\frac{d\mathbf{x}_{ik}}{dt} = \mathbf{v}_{ik}, \\
\frac{d\mathbf{v}_{ik}}{dt} = \sum_{k=1}^{m} \sum_{jq \in \Omega_{ik}} \eta_{ik}(\mathbf{x}_{ik}, \mathbf{v}_{ik}, \mathbf{u}_{ik}, \mathbf{z}_{ik}, \mathbf{x}_{jq}, \mathbf{v}_{jq}, \mathbf{u}_{jq}, \mathbf{z}_{jq}) \times \psi_{ik}(\mathbf{x}_{ik}, \mathbf{v}_{ik}, \mathbf{u}_{ik}, \mathbf{z}_{ik}, \mathbf{x}_{jq}, \mathbf{v}_{jq}, \mathbf{u}_{jq}, \mathbf{z}_{jq}), \\
\frac{d\mathbf{u}_{ik}}{dt} = \mathbf{z}_{ik}, \\
\frac{d\mathbf{z}_{ik}}{dt} = \sum_{k=1}^{m} \sum_{jq \in \Omega_{ik}} \eta_{ik}(\mathbf{x}_{ik}, \mathbf{v}_{ik}, \mathbf{u}_{ik}, \mathbf{z}_{ik}, \mathbf{x}_{jq}, \mathbf{v}_{jq}, \mathbf{u}_{jq}, \mathbf{z}_{jq}) \times \varphi_{ik}(\mathbf{x}_{ik}, \mathbf{v}_{ik}, \mathbf{u}_{ik}, \mathbf{z}_{ik}, \mathbf{x}_{jq}, \mathbf{v}_{jq}, \mathbf{u}_{jq}, \mathbf{z}_{jq}), \\
\frac{dn_{k}}{dt} = \sum_{k=1}^{m} \sum_{jq \in \Omega_{ik}} \eta_{ik}(\mathbf{x}_{ik}, \mathbf{v}_{ik}, \mathbf{u}_{ik}, \mathbf{z}_{ik}, \mathbf{x}_{jq}, \mathbf{v}_{jq}, \mathbf{u}_{jq}, \mathbf{z}_{jq}) \times (P_{ik} - D_{ik})(\mathbf{x}_{ik}, \mathbf{v}_{ik}, \mathbf{u}_{ik}, \mathbf{z}_{ik}, \mathbf{x}_{jq}, \mathbf{v}_{jq}, \mathbf{u}_{jq}, \mathbf{z}_{jq}),
\end{cases}
$$

where all components of the dependent variables, which play a role in the dynamics, appear in the argument of the interaction terms.

4.2. Critical analysis towards further developments. The concise presentation delivered in the preceding sections is consistent with the lectures [18], specifically with Lecture 6 which shows how the theory can be applied to modeling the dynamics of prices in an open market, where buyers and producers interact. In addition, the same lecture shows how the theory can model a variety of behavioral swarms where individuals firstly exchange their social state and subsequently they develop their dynamics conditioned from the time-evolving social state.
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However, we cannot yet state that a complete theory is available as important topics should still be developed. Specifically, we refer to the dynamics across functional subsystems as well as mutations and selections. This specific dynamics is important not only in the modeling of the dynamics of biological systems, for instance multicellular systems in cancer phenomena and the immune competition, where active particles mutate and can be selected, but also in social-economical systems, where pseudo-Darwinist dynamics are observed in various cases.

A further topic, which deserves attention, is the modeling in network dynamics focused on exogenous and endogenous networks. In the former case, in addition to migration across nodes, interactions should include not only interactions within each node, but also between active particles in the nodes and the nodes of the network viewed as a whole. The modeling approach, proposed in within the framework of the KTAP theory, should be technically extended to the case of the theory of swarms.

Analogous reasonings can be focused on endogenous networks, where nodes are created by spontaneous aggregation of active particles, generally based on affinity dynamics. Therefore, an additional dynamics should be inserted in the overall model. Some guide principles towards modeling of endogenous networks have been given in and , referring to the KTAP theory, but additional work should still be developed towards a complete theory.

5. Applications looking ahead to modeling perspectives

This section presents a concise review and critical analysis of applications to modeling of different types of behavioral systems based on the mathematical theory proposed in the first part of this paper. As we have seen, mathematical models are derived by inserting a mathematical description of interactions at the micro-scale into a differential structure selected among those presented in Sections 3 and 4. We present, in the following subsections, some selected applications based on the kinetic theory methods and that of behavioral swarms. The selection is specifically related to Lectures and it goes beyond and as the modeling of interactions can depend not only on the micro-state of the interacting entities, but also on the probability state of the interacting active particles. Moreover, interactions can be selective and non-symmetric. The term nonlinear interactions is used to denote both these specific typology of interactions.

Our review is limited to very recent years and specifically to paper published in the last five years and it is limited to models where the dynamics of interactions is nonlinear as specified
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by the aforementioned definition. A huge enlargement of literature would appear by including interactions whose output would depend only on the micro-state of the interacting pairs.

5.1. **Modeling collective learning dynamics.** The definition *collective learning* is used to denote the dynamics by which an individual learns a well defined skill from a population of interacting individuals. In more details, the following definition can guide the modeling approach [36]:

*It is a social process of cumulative knowledge, based on a set of shared rules and procedures which allow individuals to coordinate their actions in search for problem solutions.*

Collective learning is an *interactive process*, where the transfer of knowledge is induced by interactions which occurs in the individual’s mind as a social and participatory process and that increases his mental knowledge [72, 81]. In addition, it is *lastly cumulative*, since it accumulates over time. A specific example is the *social learning*, originated with the development of psychology sciences, which occurs when the individual learns new behaviors (as specific skills) and concepts from others [11, 74].

Methods of the kinetic theory of active particles on this specific dynamics have been proposed in [33] and [35] with application to modeling scholar learning. Further developments have been treated in [32], where the modeling of the interaction between learning and different dynamics has been investigated. This paper refers to the most important research perspectives which aim at investigating that different types of learning are combined with other dynamics and have an immediate influence on the rules by which the said dynamics develops. This topic is treated in Lecture 3 of [15].

5.2. **Vehicular traffic and human crowds.** Modeling and mathematical problems of vehicular traffic and human crowds were recently reviewed in [2]. Therefore, we will avoid overlap by mentioning that the pioneering path on vehicular traffic were traced in [73, 71]. The modeling of interactions by density dependent rules have been introduced in [39] for discrete velocity models under the assumption that the speed of vehicles could attain only a finite number of velocities defined of a grid depending on the local density and in [42] in the case of a fixed grid. Further developments of this pioneering idea have been given in [53, 54], while a qualitative and computational analysis of the initial value problem has been developed in [25].

The modeling of human crowds accounting for nonlinear interactions has been initiated in [13] and further developed by various authors as reported in [2], see also [51, 52]. Recent
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studies were firstly focused on the modeling of the dynamics of social interactions \[20, 29\] and subsequently to virus contagion problems \[62, 63\]. These two topics can be viewed as key research perspective to be developed within the multiscale framework proposed in \[6\] for the modeling of human crowds. Lecture 4 of \[15\] focuses on some of the topics described in the above concise report.

5.3. From the immune competition to modeling virus pandemics. Modeling the immune competition between cancer and immune cells ended up with the first class of models derived within a mathematical theory of active particles. The main results on this topic can be found in the book \[27\]. This research line has been further developed in \[26\] to account for mutations and selection of tumor cells as well as for the learning ability of the immune system. The modeling of the role of macrophages has been developed in \[50\]. The book \[69\] is a useful reference to understand the complex dynamics in immunology, while the book \[82\] provides a precious description of cancer biology.

The pioneering paper \[41\], devoted to the modeling of virus mutations followed by a learning dynamics, provides some ideas which be developed towards a modeling approach to depict the complex mutation-learning dynamics specifically referred to COVID-19. Actually, the modeling of the dynamics of the corona-virus requires, as shown in \[14\], a multiscale approach suitable to go far beyond deterministic population dynamics as individual reactions to the infection and pandemic events are heterogeneously distributed throughout the population. In fact, the contagion occurs at the high scale of individuals depending on the viral charge inside each individual whose dynamics is at smaller scales determined by the competition between virus particles and the immune system. In addition, spatial dynamics and interactions are important features to be included in the modeling approach as the dynamics are generated by nonlocal interactions and transportation devices as shown in Lecture 4 of \[15\].

5.4. From behavioral to evolutionary economy. The very first application to modeling social dynamics by the kinetic theory methods arguably belongs to the pioneering paper \[60\], while the kinetic theory of active particles was applied in \[28\] by models of interactions related to the micro-state only with focus on opinion formation. Modeling the interaction of more than one dynamics accounting for nonlinear interactions has been studied in \[21\], where it has been shown that unfear social dynamics enhances radicalization and opposition to governments, and in \[16\] modeling the complex interactions between security forces and criminality by a paper which enlighten the role of training of security forces as the key feature
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to contrast criminality. Further studies have followed in the field of behavioral and political economy, as examples [43, 44, 45, 46]. This research activity refers to the stream of behavioral economy [79, 80].

Recent research activity has been devoted to evolutionary economy based on the interaction between mathematics and economy specifically focused on particles and firms meeting within the framework of capitalist economies. In more details, we refer to the dynamics of the capitalist system which is characterized by processes of endogenous self-sustained growth, punctuated by small and big crises. The following statement, from page 83 of [77], enlightens this concept:

\[
\text{Industrial mutation – if I may use the biological term – that incessantly revolu-
\text{tionizes the economic structure from within, incessantly destroying the old}
\\text{one, incessantly creating a new one. This process of Creative Destruction is}
\\text{the essential fact about capitalism.}
\]

In modern capitalism, business firms are a central locus of the efforts to advance technologies, develop new products and operate new production processes [47]. The key features, see [18, 49, 48] of the dynamics are as follows:

- Persistently heterogeneous firms are nested in competitive environments, which shape their individual economic fate and, collectively, the evolution of the forms of industrial organization.

- The process through which heterogeneous firms compete, let us call it Schumpeterian competition, on the basis of the products and services they offer and obviously their prices, and get selected - with some firms growing, some declining, some going out of business, some new ones always entering.

- Such processes of competition and selection are continuously fueled by the activities of innovation, adaptation, imitation by incumbent firms and by entrants.

In more details, the approach developed in [18] includes the following dynamics: Learning or empirically the within effect: idiosyncratic innovation, imitation, changes in technique of production; and selection or empirically the between effect: market interaction where more competitive firms gain at the expense of less competitive ones. The kinetic theory approach accounts for two functional subsystems which are nested into a hierarchical structure:

(1) **Subsystem 1: Evolutionary landscape:** It represents the dynamics of learning to which firms are subject to. It is meant to capture the arrival of new technologies, new ideas, new organizational practices. It evolves independently from firm interactions,
What is life within the framework of mathematical sciences?

and it follows a *continuous growth* process. In economic terms, it represents the evolution of the technological frontier.

(2) **Subsystem 2: Endogenous system of interactions:** It comprises two distinct levels of interactions: one which determines the advancement of knowledge of each individual firm through the action of the first Subsystem, the second which entails the competition in the market arena among heterogeneous firms in terms of knowledge level.

The key objective consists in developing the first mathematical step developed in [18] into a consistent mathematical theory of evolutionary systems in economy.

### 6. Reasonings on multiscale frameworks

Modeling always needs a *multiscale approach*, where the dynamics at the large scale needs to be properly related to the dynamics at the low scales. For instance, in biology the functions expressed by a cell are determined by the dynamics at the molecular (genetic) level. Some of the models reviewed in this section include not only *micro-scale interactions*, but also *micro-macro interactions* occur between particles and FSs viewed as a whole being represented by their mean value. As an example we can refer again to the [15] which presents a multiscale vision of a virus pandemic in a complex world. It is shown how the contagion propagates in a crowd where the awareness of the contagion is heterogeneously distributed and subsequently is followed by a within host dynamics. The scenarios of hospitalization, recovery and death can be delivered by mathematical models developed within a multiscale framework, where the dynamics of individuals depends on the dynamics at smaller scales inside each individual by the competition between virus particles and the immune system.

General, *multiscale methods* are developed by modeling of individual based interactions, which are used firstly to derive models at the microscopic scale, while subsequently, these micro-scale models are used to derive kinetic type models, namely at the mesoscopic scale. The third step consists in developing asymptotic methods which lead to hydrodynamical models by writing equations in a dimensionless form to work out a small dimensionless parameters related to the mean distance between particles. Macroscopic equations are derived by letting this parameter to zero under suitable assumptions. This micro-macro derivation corresponds to the sixth Hilbert problem posed by David Hilbert for classical particles in physics. A development to active particles has been proposed in [30, 31].

Finally, we return to the concept of *interdisciplinary approach* which has pervaded the whole paper and, specifically, our lectures [15]. We do believe that the *interdisciplinary*
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*vision* of science is not simply an approach, but a new way of thinking research activity. This concept is precisely the message in [56].

**References**

[1] S.-M. Ahn, H.-O. Bae, S.-Y. Ha, Y. Kim, and H. Lim, Application of flocking mechanisms, to the modeling of stochastic volatily, *Mathematical Models and Methods in Applied Sciences*, 23, 1603–1628, (2013).

[2] G. Albi, N. Bellomo, L. Fermo, S.-Y. Ha, J. Kim, L. Pareschi, D. Poyato, and J. Soler, Traffic, crowds, and swarms. From kinetic theory and multiscale methods to applications and research perspectives, *Mathematical Models and Methods in Applied Sciences*, 29, 1901–2005, (2019).

[3] P.W. Anderson, More is different, *Science*, 177(4047), 393–396, (1972).

[4] V.V. Aristov, Biological systems as nonequilibrium structures described by kinetic methods, *Results in Physics*, 13, paper n.102232, (2019).

[5] B. Aylaj, N. Bellomo, N. Chouhad, and D. Knopoff, On the interaction between soft and hard sciences: the role of mathematical sciences, *Vietnam Journal of Mathematics*, 1–18, (2020).

[6] B. Aylaj, N. Bellomo, L. Gibelli, and A. Reali, On a unified multiscale vision of behavioral crowds, *Mathematical Models and Methods in Applied Sciences*, 30(1), 1–22, (2020).

[7] H.-O. Bae, S.-Y. Cho, S.-K. Lee and S.-B. Yun, A particle model for herding phenomena induced by dynamic market signals, *Journal of Statistical Physics*, 177(2), 365–398, (2019).

[8] H.-O. Bae, S.-Y. Cho, J. Kim and S.-B. Yun, A kinetic description for the herding behavior in financial market, *Journal of Statistical Physics*, 176(2), 398–424, (2019).

[9] P. Ball, *Why Society is a Complex Matter*, Springer-Verlag, Heidelberg, (2012).

[10] M. Ballerini, N. Cabibbo, R. Candelier, A. Cavagna, E. Cisbani, I. Giardina, V. Lecomte, A. Orlandi, G. Parisi, A. Procaccini, M. Viale, and V. Zdravkovic, Interaction ruling animal collective behavior depends on topological rather than metric distance: evidence from a field study, *Proceedings National Academy of Sciences of USA*, 105(4), 1232–1237, (2008).

[11] A. Bandura, Human agency in social cognitive theory, *American Psychology*, 44, 1175–1184, (1989).

[12] N. Bellomo, A. Bellouquid, L. Gibelli, and N. Outada, *A Quest Towards a Mathematical Theory of Living Systems*, Birkhäuser-Springer, New York, (2017).

[13] N. Bellomo, A. Bellouquid, and D. Knopoff, From the micro-scale to collective crowd dynamics, *Multiscale Modelling Simuluation*, 11, 943–963, (2013).

[14] N. Bellomo, R. Bingham, M. A. J. Chaplain, G. Dosi, G. Forni, D. A. Knopoff, J. Lowengrub, R. Twarock, and M. E. Virgillito, A multi-scale model of virus pandemic: Heterogeneous interactive entities in a globally connected world, *Mathematical Models and Methods in Applied Sciences*, 30, 1591–1651, (2020).

[15] N. Bellomo, D. Burini, G. Dosi, L. Gibelli, D. A. Knopoff, N. Outada, P. Terna, and M. E. Virgillito, *Life, as seen by a Mathematician: Seven Lectures on Collective Dynamics in Science and Society*, https://www.modelingnature.org/collectivedynamic-lectures
What is life within the framework of mathematical sciences?

[16] N. Bellomo, F. Colasuonno, D. Knopoff, and J. Soler, From a systems theory of sociology to modeling the onset and evolution of criminality, *Networks Heterogeneous Media*, 10, 421–441, (2015).

[17] N. Bellomo, S. De Nigris, D. Knopoff, M. Morini, and P. Terna, Swarms dynamics towards a systems approach to social sciences and behavioral economy, *Networks and Heterogeneous Media*, (2020), to be published.

[18] N. Bellomo, G. Dosi, D.A. Knopoff, and M.E. Virgillito, From particles to firms: on the kinetic theory of climbing up evolutionary landscapes, *Mathematical Models and Methods in Applied Sciences*, 30, 1441–1460, (2020).

[19] N. Bellomo and G. Forni, Dynamics of tumor interactions with the host immune system, *Mathematical and Computer Modeling*, 20, 107–122, (1994).

[20] N. Bellomo, L. Gibelli, and N. Outada, On the interplay between behavioral dynamics and social interactions in human crowds, *Kinetic Related Models*, 12, 397–409, (2019).

[21] N. Bellomo, M.A. Herrero, and A. Tosin, On the dynamics of social conflicts looking for the Black Swan, *Kinetic Related Models*, 6(3) 459–479, (2013).

[22] N. Bellomo and Seung-Y. Ha, A quest toward a mathematical theory of the dynamics of swarms. *Mathematical Models and Methods in Applied Sciences*, 27, 745–770, (2017).

[23] N. Bellomo, Seung-Y. Ha, and N. Outada, Towards a Mathematical Theory of Behavioral Swarms *ESAIM: Control Theory and Variational Calculus*, 26 125, (2020). https://doi.org/10.1051/cocv/2020071.

[24] N. Bellomo, D. Knopoff, and J. Soler, On the difficult interplay between life “complexity” and mathematical sciences, *Mathematical Models and Methods in Applied Sciences*, 23, 1861–1913, (2013).

[25] A. Bellouquid, E. De Angelis, and L. Fermo, Towards the modeling of vehicular traffic as a complex system: a kinetic approach, *Mathematical Models and Methods in Applied Sciences*, 22, paper n. 1140003, (2012).

[26] A. Bellouquid, E. De Angelis, and D. Knopoff, From the modeling of the immune hallmarks of cancer to a black swan in biology, *Mathematical Models and Methods in Applied Sciences*, 23, 949–978, (2013).

[27] A. Bellouquid and M. Delitala, *Modelling Complex Biological Systems - A Kinetic Theory Approach*, Series: Modeling and Simulation in Science, Engineering and Technology, Birkhäuser-Springer, (2006).

[28] M.L. Bertotti and M. Delitala, From discrete kinetic and stochastic game theory to modelling complex systems in applied sciences, *Mathematical Models and Methods in Applied Sciences*, 14, 1061–1084, (2004).

[29] A.L. Bertozzi, J. Rosado, M.B. Short, and L. Wang, Contagion shocks in one dimension, *J. Stat. Phys.*, 158(3), 647–664, (2015).

[30] D. Burini and N. Chouhad, Hilbert method toward a multiscale analysis from kinetic to macroscopic models for active particles, *Mathematical Models Methods in Applied Sciences*, 27(7) (2017), 1327–1353.

[31] D. Burini and N. Chouhad, A Multiscale view of nonlinear diffusion in biology: From cells to tissues, *Mathematical Models Methods Applied Sciences*, 29(4) (2019), 791–823.

[32] D. Burini and S. De Lillo, On the complex interaction between collective learning and social dynamics, *Symmetry*, 11, 967; doi:10.3390/sym11080967, (2019).
What is life within the framework of mathematical sciences?

[33] D. Burini, S. De Lillo, and L. Gibelli, Collective learning dynamics modeling based on the kinetic theory of active particles, *Physics of Life Review*, **16**, 123–139, (2016).

[34] D. Burini, S. De Lillo, and L. Gibelli, Learning dynamics towards modeling living systems: reply to comments on “Collective learning dynamics modeling based on the kinetic theory of active particles”, *Physics of Life Review*, **16**, 158–162, (2016).

[35] D. Burini, L. Gibelli, and N. Outada, A kinetic theory approach to the modeling of complex living systems, in *Active Particles, Vol. 1.*, Series: Modelling Simulations Science Engineering Technology, 229–258, (2017).

[36] R. Capello, Spatial transfer of knowledge in high technology milieux: learning versus collective learning processes, *Regional Studies*, **33**, 353–365, (1999).

[37] C. Cercignani, R. Illner, and M. Pulvirenti, *The Kinetic Theory of a Diluted Gas*, Springer, Heidelberg, New York, (1993).

[38] A. Comte, *Cours de Philosophie Positive* Hermann, Paris, (2012).

[39] V. Coscia, M. Delitala, and P. Frasca, On the mathematical theory of vehicular traffic flow models II. Discrete velocity kinetic models, *International Journal Non-linear Mechanics*, **42**, 411-421, (2007).

[40] F. Cucker and S. Smale, Emergent behavior in flocks, *IEEE Transactions Automatic Control*, **52**, 853–862, (2007).

[41] S. De Lillo, M. Delitala and M. Salvatori, Modelling epidemics and virus mutations by methods of the mathematical kinetic theory for active particles, *Mathematical Models and Methods in Applied Sciences*, **19**, 1405–1425, (2009).

[42] M. Delitala, and A. Tosin, Mathematical modelling of vehicular traffic: A discrete kinetic theory approach, *Mathematical Models and Methods in Applied Sciences*, **17**, 901–932, (2007).

[43] M. Dolfin, D. Knopoff, L. Leonida, and D. Patti, Escaping the trap of “blocking”: a kinetic model linking economic development and political competition, *Kinetic Related Models*, **10** 423–443, (2017).

[44] M. Dolfin and M. Lachowicz, Modeling altruism and selfishness in welfare dynamics: the role of nonlinear interactions, *Mathematical Models and Methods in Applied Sciences*, **24** 2361–2381, (2014).

[45] M. Dolfin and M. Lachowicz, Modeling opinion dynamics: How the network enhances consensus, *Networks Heterogeneous Media*, **10**(4) 421–441, (2015).

[46] M. Dolfin, L. Leonida, and N. Outada, Modelling human behaviour in economics and social science, *Physics of Life Review*, **22-23** 1–21, (2017).

[47] G. Dosi, Technology and conditions of macroeconomic development, In *Design, Innovation and Long Cycles in Economic Development*, C. Freeman, Ed., 99–125. London: Design Research Publications, (1984).

[48] G. Dosi, M.C. Pereira, M.E. Virgillito, The footprint of evolutionary processes of learning and selection upon the statistical properties of industrial dynamics, *Industrial and Corporate Change*, Volume 26(2), 187–210, (2017).

[49] G. Dosi, and M.E. Virgillito, In order to stand up you must keep cycling: Change and coordination in complex evolving economies, *Structural Change and Economic Dynamics*, http://dx.doi.org/10.1016/j.strueco.2017.06.0030954-349X/
What is life within the framework of mathematical sciences?

[50] R. Eftimie and L. Gibelli, A kinetic theory approach for modelling tumour and macrophages heterogeneity and plasticity during cancer progression, *Mathematical Models and Methods in Applied Sciences*, 30(04), 659–683, (2020).

[51] A. Elaiw, Y. Al-Turki, and M. Alghamdi, A critical analysis of behavioural crowd dynamics: From a modelling strategy to kinetic theory methods, *Symmetry*, 11, 851, (2019).

[52] A. Elaiw and Y. Al-Turki, Particle methods simulations by kinetic theory models of human crowds accounting for stress conditions, *Symmetry*, 12, 14, (2019).

[53] L. Fermo and A. Tosin, A fully-discrete-state kinetic theory approach to modeling vehicular traffic, *SIAM Journal Applied Mathematics*, 73, 1533–1556, (2013).

[54] L. Fermo and A. Tosin, A fully-discrete-state kinetic theory approach to traffic flow on road networks, *Mathematical Models and Methods in Applied Sciences*, 25(3), 423–461, (2015).

[55] G. Furioli, A. Pulvirenti, E. Terraneo, G. Toscani, Fokker-Planck equations in the modeling of socioeconomic phenomena *Mathematical Models and Methods in Applied Sciences*, 27 115–158, (2017).

[56] P. Greco, La crescita dell’interdisciplinaritá, *Scienza in Rete*, 16-10, (2015).

[57] D. Hanahan and R.A. Weinberg, Hallmarks of cancer: the next generation, *Cell*, 144 646–674, (2011).

[58] L.H. Hartwell, Yeast and Cancer, *Nobel Lecture*, December 9, (2001).

[59] H.L. Hartwell, J.J. Hopfield, S. Leibler, and A.W. Murray, From molecular to modular cell biology *Nature*, 402, c47–c52, (1999).

[60] E. Jager and L.A. Segel, On the distribution of dominance in a population of interacting anonymous organisms, *SIAM Journal Applied Mathematics*, 52 (1992) 1442–1468.

[61] I. Kant, *Critique of the Power of Judgement*, English translation, Cambridge University Press, (2002).

[62] D. Kim and A. Quaini, A kinetic theory approach to model pedestrian dynamics in bounded domains with obstacles. *Kinet. Relat. Mod.*, 12, 1273–1296, (2019).

[63] D. Kim and A. Quaini, Coupling kinetic theory approaches for pedestrian dynamics and disease contagion in a confined environment, *Mathematical Models and Methods in Applied Sciences*, 30, 1893–1915, (2020).

[64] D. Knopoff, On the modeling of migration phenomena on small networks, *Mathematical Models and Methods in Applied Sciences*, 23, 541–563, (2013).

[65] D. Knopoff, On a mathematical theory of complex systems on networks with application to opinion formation, *Mathematical Models and Methods Applied Sciences*, 24, 405–426, (2014).

[66] D. Knopoff, P. Terna, and V. Secchini, Cherry picking: consumer choices in swarm dynamics, considering price and quality of goods, *Symmetry*, 12(11), 1912, (2020).

[67] Gottfried Wilhelm von Leibniz, in *Opera philosophica*, xi. *De scientia universali seu calculo philosophico*, 1646–1616, (1840). [https://fr.wikisource.org/wiki/Page:Leibniz_-_Opera_philosophica,_Ed.Erdmann,1840.djvu/38](https://fr.wikisource.org/wiki/Page:Leibniz_-_Opera_philosophica,_Ed.Erdmann,1840.djvu/38)

[68] B. McMullin, John von Neumann and the evolutionary growth of complexity: Looking backward, looking forward, in *Artificial Life*, volume 6, pages 347–361. MIT Press, (2000). [http://www.eeng.dcu.ie/~alife/bmcm-alj-2000/bmcm-alj-2000.pdf](http://www.eeng.dcu.ie/~alife/bmcm-alj-2000/bmcm-alj-2000.pdf).
What is life within the framework of mathematical sciences?

[69] P. Musiani and G. Forni, Basic Immunology 2019, Issuu, (2019), https://issuu.com/guidoferni5/docs/2019i

[70] L. Pareschi and G. Toscani, Interacting Multiagent Systems: Kinetic Equations and Monte Carlo Methods, Oxford University Press, Oxford, (2013).

[71] S. Paveri Fontana, On Boltzmann like treatments for traffic flow Transportation Research, 9, 225–235, (1975).

[72] J. Piaget, “Piaget’s Theory” Piaget and His School, Springer Berlin Heidelberg, 11–23, (1976).

[73] I. Prigogine and R. Herman, Kinetic Theory of Vehicular Traffic, Elsevier, New York, (1971).

[74] G. Salomon and D.N. Perkins, Individual and social aspects of learning, Review Research Education, 23, 1–24, (1998).

[75] E. Schrödinger, What is Life? The Physical Aspect of the Living Cell, Cambridge University Press, Cambridge, (1944).

[76] H. Simon, The Science of the Artificial, MIT Press, MA, USA, (1969).

[77] J. Schumpeter, Capitalism, Socialism, and Democracy, Taylor and Francis, (1947).

[78] N. N. Taleb, The Black Swan: The Impact of the Highly Improbable, Random House, New York City, (2007).

[79] R.H. Thaler, Behavioral Economics: Past, Present, and Future, American Economic Review, 106(7) 1577–1600, (2016).

[80] R.H. Thaler and C. Sunstein, Nudge: Improving Decisions About Health, Wealth, and Happiness, Penguin, New York, (2016).

[81] L. Vygotsky, Interaction between learning and development, Reading Developmental Children, 23, 34–41, (1978).

[82] R.A. Weinberg, The Biology of Cancer, Garland Sciences - Taylor and Francis, New York, (2007).

(1) University of Granada, Spain. nicola.bellomo@polito.it

(2) University of Perugia, Italy., dilettaburini@alice.it

(3) Scuola Superiore Sant’Anna, Pisa Italy., giovanni.dosi@santannapisa.it

(4) School of Engineering, Inst. for Multiscale Thermofluids, University of Edinburgh, U.K, livio.gibelli@ed.ac.uk

(5) BCAM, Basque Center for Applied Mathematics, Spain, and Centro de Investigación y Estudios de Matemática (CONICET) and Famaf (UNC), Córdoba, Argentina., damian.knopoff@unc.edu.ar

(6) Cadi Ayyad University, Faculty of Sciences Semlalia, LMDP, Morocco and UMMISCO (IRD-Sorbonne University, France) outada@ljll.math.upmc.fr

(7) University of Torino, Torino, Italy, and Fondazione Collegio Carlo Alberto, Torino, Italy., pietro.terna@unito.it

(8) Scuola Superiore Sant’Anna, Pisa, Italy., mariaenrica.virgillito@santannapisa.it