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This article is based on my PhD thesis [1] and covers the following topics: Holographic meson spectra in a dilaton flow background, the mixed Coulomb–Higgs branch in terms of instantons on D7 branes, and a dual description of heavy-light mesons.

Moreover, in a second part the conformal anomaly of four dimensional supersymmetric quantum field theories coupled to classical $N = 1$ supergravity is explored in a superfield formulation. The complete basis for the anomaly and consistency conditions, which arise from cohomological considerations, are given. Possible implications for an extension of Zamolodchikov’s $c$-theorem to four dimensional supersymmetric quantum field theories are discussed.
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1 Introduction

An important goal of theoretical physics is the algorithmic compression of nature to a set of fundamental laws. This means that a minimal description is sought that encodes a maximum of information about our universe. At the current state of knowledge, this description is in terms of the standard model of elementary particles and Einstein gravity, as well as initial conditions and parameters. Although many models used in other areas of physics are not derived from those fundamental theories, in principle such a derivation should nevertheless be possible.

The standard model is a quantum field theory that describes electromagnetism, the weak and the strong force, organised by the principle of gauge invariance. The latter arises from making the formulation manifestly Lorentz invariant which requires the introduction of extra non-physical degrees of freedom. Consequently there are many representations of the same physical state, which are related by so-called gauge transformations. Gauge transformations can be identified with Lie groups having space-time dependent parameters and form the internal symmetry group of the standard model, the group $\text{U}(1) \times \text{SU}(2) \times \text{SU}(3)$, corresponding to quantum electrodynamics (QED) describing photons, the weak interaction, whose gauge fields are the W and Z bosons.
responsible for the $\beta$ decay, and quantum chromodynamics (QCD), the theory of the strong force, which describes the constituents of hadrons like the proton and the neutron.

We shall first have a closer look at QED, which is a remarkably successful theory, confirmed to an incredible accuracy of up to $10^{-11}$ over the past decades. Since a rigorous treatment of interacting quantum field theories is difficult, an important reason for this success is the possibility to treat QED perturbatively. In perturbation theory a theory is effectively split into a solvable part; e.g. a free theory, and the remainder that renders the theory unsolvable; e.g. the interaction terms. Assuming that the solutions of the free theory are only slightly modified by the presence of the additional interaction terms allows an expansion in the coupling constant. However this expansion is not a true series expansion since the coupling constants themselves need to be modified during the expansion by a procedure called renormalisation to absorb infinite contributions arising from the interplay of the quantisation procedure and perturbation theory. Theories allowing to absorb these infinities in a finite number of parameters are called renormalisable and can be treated perturbatively in a well defined manner.

There are basically two points where this strategy can fail and interestingly both have a connection to string theory as will be seen later.

The first problem arises when trying to tackle non-renormalisable theories like gravity. Each order of perturbation theory then produces a growing number of coupling constants that destroy the predictive power of the theory. This can either be interpreted as there being something wrong with the quantisation procedure assuming that gravity has some miraculous ultraviolet (UV) behaviour that is merely poorly understood or that Einstein gravity is just an effective field theory that breaks down when leaving its regime of validity (at the order of the Planck mass $m_P \approx 10^{19}$ GeV) and a more fundamental theory is required.

In the spirit of the introductory remarks at the beginning, such a “more fundamental” theory, from which also the standard model of elementary particles should be derived, is a natural goal, which unfortunately seems to be currently out of reach. However there exists at least a candidate theory that consistently quantises gravity and at the same time incorporates gauge theories similar to the standard model, namely superstring theory. Entertainingly this extremely remarkable feature was not what led to its discovery and it is also not the feature central to this thesis, which shall be explicated in the followings.

The second problem of perturbation theory arises from the phenomenon of running gauge couplings, a result—though not a consequence—of renormalisation. It is the statement that the strength of the interaction and thus the validity of perturbation theory depends on the energy scale. While the electroweak force has small coupling constants at low energies, which become large when going to higher energies, the opposite is true for QCD, which is asymptotically free. For small energies QCD exhibits a phase transition, the confinement, that effectively screens the theory’s fundamental particles, the quarks and gluons, from the dynamics by creating bound states of vanishing colour charge: hadrons. In that sense QCD is an accelerator theory that can only be observed at high energies, although there is very strong evidence from lattice calculations that QCD is also the correct theory for low energies where ordinary perturbation theory is not applicable and the dominating degrees of freedom are better recast in an effective field theory. However a better understanding of the low-energy dynamics of QCD and confinement is still sought after.

Before the break-through of QCD there was another candidate theory for the strong interaction, which could reproduce certain relations in the spectra of low energy hadron physics: string theory.

String theory describes particles as oscillation modes of strings that propagate through space-time, joining and splitting along their way, thus sweeping out a two-dimensional surface, the world-sheet. The action of a string is that of an idealised soap film; i.e. proportional to the area of the world sheet. Another interesting feature of the low energy dynamics of hadrons is the formation of flux tubes between quarks, which are also string like and even though nowadays perfectly understandable from a pure QCD point of view seemed to hint at a connection between string theory and hadron physics. As will be seen later this connection does indeed exist in the
form of the ‘t Hooft large $N_c$ expansion [2], which was born in an attempt to find a small parameter for perturbative calculations in the strong coupling regime. The basic idea is to look at $SU(N_c)$ Yang–Mills theories, where $N_c$ is the number of colours,1 and perform an expansion in $1/N_c$. This implies at leading order the ‘t Hooft limit $N_c \to \infty$, where additionally $\lambda := g_Y^2 N_c$ is kept fixed, with $g_Y$ the Yang–Mills coupling constant. This particular choice is motivated by keeping the strong coupling scale $\Lambda_{QCD}$ constant in a perturbative calculation of the $\beta$ function. In a double line notation, the diagrams associated to each order in $1/N_c$ can be seen to give rise to a topological expansion, which can be interpreted as a triangulation of two dimensional manifolds, the string world sheets in a genus expansion. While this triangulation is not understood in detail—see [3] for recent approaches to this important point—there is nevertheless a map between a particular gauge theory and string theory in a certain background.

This map, tested by a large number of highly non-trivial checks, is Maldacena’s conjecture [4] of AdS/CFT correspondence. In its boldest form, it is the statement that $\mathcal{N} = 4$ super-Yang–Mills (SYM) theory, which is a conformal field theory (CFT) is dual to (quantised) type IIB string theory on AdS$_5 \times$ S$^5$. By “dual” the existence of a map is meant that identifies correlation functions of both theories, thus rendering them actually two different pictures of the same theory. The details will be reviewed in Chapter 2. For now it is sufficient to remark that string theory in that particular background is still ill-understood, but that there are limits in which things are better under control. In the string loop expansion, each hole in the world sheet comes with a factor of $g_s$, while in a similar gauge theory Feynman diagram each hole corresponds to a closed loop and is therefore accompanied by a factor of $g_Y^2$. This naïve analysis allows to identify $g_Y^2 = g_s$, which therefore go to zero simultaneously in the ‘t Hooft limit, demonstrating that the $1/N_c$ expansion corresponds to a genus expansion of the string world sheet.

From the construction of the AdS$_5 \times$ S$^5$ background in type IIB supergravity (SUGRA) theory, which is the small curvature, low energy limit of type IIB superstring theory, it is possible to derive the relation $(L^2)^4 \sim \lambda$, where $L$ is the respective curvature radius of the anti-de Sitter space (AdS$_5$) and the five-sphere (S$^5$), and $\ell_s = \sqrt{\alpha'}$ is the string length.

Therefore, the limit of small curvature $L \gg \ell_s$, where type IIB supergravity on AdS$_5 \times$ S$^5$ is a good approximation of the corresponding string theory, is dual to taking $\lambda$ large in the field theory. Because $\lambda$ takes over the rôle of the coupling constant in the large $N_c$ limit, with $\lambda \ll 1$ the perturbative regime, the duality relates said supergravity theory to strongly coupled $\mathcal{N} = 4$ SYM theory in the large $N_c$ limit. Since the discovery of the actual mapping prescription between correlators on both sides of the correspondence [5, 6], a plethora of non-trivial checks have been performed [7, 8, 9, 10, 11], that did not only extend the correspondence to less symmetric regimes but also provided overwhelming evidence that the conjecture actually holds true.

This thesis is devoted to studying the coupling between supergravity (SUGRA) theories and quantum field theories. Although the idea was revived by the discovery of AdS/CFT duality, where this coupling is realised holographically, that is between a four and a five dimensional theory, it has also been considered earlier in the context of space-time dependent coupling constants [12, 13, 14].

In the first part of this thesis several aspects of AdS/CFT correspondence will be discussed, while the second part uses the idea of space-time dependent couplings to analyse the conformal anomaly in super-Yang–Mills theories coupled to minimal supergravity.

Since at a first glance these two subjects seem rather unrelated, I would like to linger on a bit on the question of what the two topics have in common before continuing the introduction to those two parts.

The idea of space-time dependent couplings is to promote coupling constants to (external) fields. Generically the coupling takes the form $\int d^4 x \, J \mathcal{O}$, where $J$ acts as a source for the operator $\mathcal{O}$. A particularly important example for such a source/operator pair is the metric and

---

1 For $N_c = 3$ this describes the pure glue part of QCD.
the energy-momentum tensor, which couple according to

\[ S \rightarrow S + \int d^4x \, g^{mn} T_{mn}, \]

such that allowing coordinate dependence \( g^{mn} = g^{mn}(x) \) amounts to coupling the quantum field theory to a (classical) gravity background—or a supergravity background for supersymmetric quantum field theories. Invariance of the action under diffeomorphisms \( \delta g^{mn} = \mathcal{L}_\nu g^{mn} \) implies \( \nabla^m T_{mn} = 0 \), while from Weyl invariance \( (\delta g^{mn} = 2\sigma g^{mn}) \) one may conclude \( T_m^m = 0 \). When quantum effects destroy the Weyl symmetry of a classical theory, the trace of the energy-momentum tensor does not vanish anymore. It is said to have an \textit{anomaly}: the Weyl or trace anomaly, which is a standard example of a quantum anomaly. More will be said about it below.

For now let us have a look at the coupling of quantum field theories to supergravity from the \textit{AdS/CFT} point of view. In the \textit{AdS/CFT} correspondence, the prescription for the calculation of CFT correlators in terms of SUGRA fields is given by

\[ \langle \exp \int d^4x \, \phi^{(0)} O \rangle_{\text{CFT}} = \exp \left\{ - S_{\text{SUGRA}}[\phi] \right\}_{\phi(\partial \text{AdS}) = \phi^{(0)}}, \]

where the right hand side is the generating functional of the classical supergravity theory, which is evaluated with its fields \( \phi \) determined by their equations of motion and their boundary values \( \phi^{(0)} \) that appear as sources for field theory operators in the CFT.

Much of the excitement about the \textit{AdS/CFT} duality came from the prospect of gaining insight into the strong coupling regime of Yang–Mills (YM) theories and QCD. Both \( \mathcal{N} = 4 \) SYM and type IIB SUGRA are (almost) entirely determined by their large symmetry group, namely SU(2|4). For the mapping of operators on both sides, this is a beautiful feature, but non-supersymmetric YM has a much smaller field content and the problem arises how to get rid of the extra fields. Furthermore to describe QCD quarks are needed but \( \mathcal{N} = 4 \) SYM contains only one hypermultiplet whose gauge field forces its adjoint representation on all other fields.

The conformal group SO(2,4) of the CFT corresponds to the isometry group of AdS\(_5\). Similarly the SU(4)\(_R\) group is matched by the SO(6) isometry group of the S\(_5\). Therefore a less supersymmetric CFT will be dual to a SUGRA on AdS\(_5\) × M\(_5\), where M\(_5\) is a suitable less symmetric manifold. Unfortunately the operator map relies heavily upon the field theory operators being uniquely determined by their transformational behaviour under the global symmetry groups, such that reducing the symmetry implies making the correspondence less precise. This is especially true when also giving up the conformal symmetry in order to obtain discrete mass spectra.

Therefore the strategy employed in this thesis will be to describe theories that are very symmetric in the \textit{UV} but are relevantly deformed and flow to a less symmetric, phenomenologically more interesting non-conformal infrared (IR) theory. This allows to still use the established AdS/CFT correspondence while at the same time capturing interesting IR physics.

Such a renormalisation group (RG) flow is represented by a supergravity solution that approaches an AdS geometry only towards the boundary, it is \textit{asymptotically AdS}. The interior of the deformed space corresponds to the field theoretic IR. The interpretation of the radial direction of the (deformed) AdS space as the energy scale can be easily seen from considering dilations of the boundary theory. Since the boundary theory is conformal such a dilation should leave the action invariant. To achieve the same in the SUGRA theory, the radial direction has to transform as an energy to cancel in the metric the transformation of the coordinates parallel to the boundary. The interpretation of the radial direction as the renormalisation scale was introduced in \textit{[15, 16]} and has been used for a number of checks of the AdS/CFT duality, for example calculation of the ratio of the conformal anomaly at the fixed points of holographic RG flows \textit{[7, 17]}, which coincides with field theory predictions.
An important step towards a holographic description of QCD is the introduction of fundamental fields into the correspondence. The first realisation of such a theory was a string theory in an $\text{AdS}_5 \times S^5 / \mathbb{Z}_2$ background where a number of D7 branes wrapped the $\mathbb{Z}_2$ orientifold plane with geometry $\text{AdS}_5 \times S^5$ [18, 19], which is dual to an $\mathcal{N} = 2 \text{Sp}(N_c)$ gauge theory. As was realised by [20], a similar scenario of probe D7-branes wrapping a contractible $S^3$ in $\text{AdS}_5 \times S^5$ leads to a consistent description of an $\mathcal{N} = 2 \text{SU}(N_c)$ theory, since a contractible $S^3$ does not give rise to a tadpole requiring cancellation, nor to an unstable tachyonic mode due to the Breitenlohner–Freedman bound [21]. (Further extensions of AdS/CFT using D7 branes to include quarks have been presented in [22, 23, 24, 25, 26, 27, 28, 29].) The full string picture is that of a D3-brane stack, whose near horizon geometry gives rise to an $\text{AdS}_5 \times S^5$ space, probed by parallel D7-branes wrapping and completely filling an $\text{AdS}_5 \times S^3$ geometry. The strings connecting the two stacks give rise to an $\mathcal{N} = 2$ hypermultiplet in the fundamental representation. The resulting field theory is conformal as long as the two brane stacks coincide. In this case the setup preserves an $\text{SO}(4) \times \text{SO}(2)$ subgroup of the original $\text{SO}(6)$ isometry, which is dual to an $\text{SU}(2)_L \times \text{SU}(2)_R \times \text{U}(1)_R$ subgroup of the $\text{SU}(4)_R$.

Separating the two stacks introduces a quark mass and breaks conformal symmetry as well as the $\text{SO}(2) \simeq \text{U}(1)_R$ symmetry. Consequently the induced geometry on the D7-branes becomes only asymptotically $\text{AdS}_5$. At the same time, the $S^3$ starts to slip of the internal $S^3$ when approaching the interior of the $\text{AdS}_5$ and shrinks to zero size. At that point the quarks decouple from the IR dynamics and the D7-brane seems to end from a five dimensional point of view. By solving the Dirac–Born–Infeld (DBI) equations of motion for the fluctuations of the D7 branes about their embedding the meson spectrum can be determined [24]. The setup is reviewed in more detail in Chapter 3.

In Chapter 4, I discuss how to combine the ideas laid out above, that is to consider probe D7-branes in background geometries that only approach $\text{AdS}_5 \times S^5$ asymptotically. The specific geometry under consideration is that of a dilaton flow by Kehagias–Sfetsos and Gubser [39, 40], which preserves an $\text{SO}(1, 3) \times \text{SO}(6)$ isometry while breaking conformal invariance and supersymmetry, thereby allowing chiral symmetry breaking by the formation of a bilinear quark condensate.

In the framework of AdS/CFT correspondence all supergravity fields encode two field theoretic quantities, a source and a vacuum expectation value (VEV). The embedding of a probe D7-brane is determined by a scalar field arising from the pullback of the ambient metric to the world volume of the brane. Solving the equation of motion for this scalar field $\Phi$ yields the following $\text{UV}$ behaviour,

$$\Phi \sim m_q + \frac{\langle \bar{\psi} \psi \rangle}{\rho^2},$$

where $\rho$ is the radial coordinate of the AdS space, whose boundary is approached for $\rho \to \infty$.

Extending the solution to the interior of the space, it turns out that generic combinations of the quark mass $m_q$ and the chiral condensate $\langle \bar{\psi} \psi \rangle$ do not produce solutions that have a reasonable interpretation as a field theoretic flow; i.e. are expressible as a function of the energy scale $\rho$. I demonstrate that this requirement is sufficient to completely fix the condensate as a function of the quark mass. In the limit of vanishing quark mass there is a non-vanishing bilinear quark VEV indicating that the background is indeed a holographic description of spontaneous chiral symmetry breaking.

I then determine the mass of the lowest scalar, pseudoscalar and vector meson by calculating the fluctuations about the embedding solutions. Since the equations of motion for the D7 embedding in the deformed background could only be solved numerically, the same holds true for the fluctuations about these vacuum solutions. Still the spectrum is well understood because it approaches the analytic solutions of the supersymmetric case in the limit of large quark mass. This is to be expected since for larger quark mass, the corresponding mesons decouple from the dynamics at

\footnote{Related models involving other brane setups may be found in [30, 31, 32, 33, 34, 35, 36, 37, 38].}
high energies where supersymmetry is restored. I show that in the limit of vanishing quark mass, where chiral symmetry is broken spontaneously, the pseudoscalar meson becomes massless and is therefore a Goldstone boson for the axial symmetry. For small quark mass \( m_q \), the mass of the Goldstone mode essentially behaves like \( \sqrt{m_q} \) in accordance with predictions from effective field theory.

Moreover I discuss the spectrum of highly radially excited mesons (as opposed to excitations on the \( S^3 \), which are not in mutually same representations of \( SU(2)_L \times SU(2)_R \)). It is explained why in this holographic setup (as in many others [41]) the field theoretic expectation [42, 43] of chiral symmetry restoration cannot be met. The reason is the infrared being probed more densely in the limit of large radial excitations, which also has an interesting effect on the heavy-light spectra discussed below.

In Chapter 5 instead of considering a non-trivial geometry, I discuss the effects of a non-trivial gauge field configuration on the brane. The spectrum of \( N_f \ll N_c \) coincident D7-branes is described by a non-Abelian DBI action plus Wess–Zumino term \( C_4 \wedge F \wedge F \). Both scalar and vector fields on the brane are now matrix valued. Assuming that the branes are coincident one may diagonalise and obtain effectively \( N_f \) copies of the spectrum of a single brane—unless there is a contribution from the Wess–Zumino term. This requires to choose a background configuration with non-trivial second Chern class; i.e. an instanton solution, which I demonstrate to indeed minimise the D7-brane action.

The string connecting the D7 and D3-branes separated by a distance \( (2\pi\alpha') m_q \) introduces a massive \( N = 2 \) hypermultiplet in the fundamental representation, which contributes the term \( \frac{1}{2} m_q + \Phi_3 \) to the superpotential. \( \Phi_3 \) and \( Q^i \) form the fundamental hypermultiplet and \( \Phi_3 \) is the chiral field that is part of the adjoint \( N = 2 \) gauge multiplet. The scalar component of \( \Phi_3 \) is an \( N_c \times N_c \) matrix. If some of its elements acquire a VEV such that \( m_q + \Phi_3 \) is zero, then the corresponding components of the fundamental field may also get a VEV and the theory is on the mixed Coulomb–Higgs branch. I show that this Higgs VEV corresponds to the instanton size of above background and calculate the spectrum of scalar and vector mesons as a function of the Higgs VEV. In the limit of vanishing Higgs VEV I reproduce the analytic spectrum of the SU(\( N_c \)) gauge theory. Not surprisingly there is a sense in which the spectrum of an infinitely large Higgs VEV is equivalent since it belongs to an SU(\( N_c - 1 \)) gauge theory. I show that this equivalence holds only up to a non-trivial rearrangement of the spectrum by a singular gauge transformation.\(^3\)

In Chapter 6 mesons consisting of a light and a heavy quark are discussed. A naïve approach would be to use the non-Abelian DBI action, where the diagonal elements of the matrix valued scalar field now encode a mass and bilinear condensate for each of the corresponding \( N_f \) quarks. Off-diagonal elements of the embedding solution would contain mass-mixing terms and mixed condensates, which one could set to zero for phenomenological reasons. Fluctuations about these embeddings would correspond to the ordinary same-quark meson for the diagonal elements and to heavy-light mesons for the off-diagonal entries. However the latter are not small with respect to the corresponding light quark and expansion of the DBI action to quadratic order is not possible anymore. This step however is crucial to obtain an eigenvalue equation for the meson mass.

The approach chosen here is to find an effective description for heavy-light mesons from the Polyakov action of the string stretched between two D7-branes with different separation from the D3 branes corresponding to two different quark masses. The separation is assumed to be large (that is only one quark is heavy, the light quark is taken massless), such that a semi-classical description of this long string is possible. I take the ansatz of a rigid string spanned in the direction of the separation of the two branes. The string is not allowed to oscillate or bend but only to move along the world volume of the D7s. Then integration over the string length can be carried out to obtain an effective point-particle-like action. Its equation of motion is a generalisation of

\(^3\) After the submission of the thesis, the results obtained in Chapter 5 have been generalized and extended by [44] beyond the approximation employed here; see [45] for related earlier works on defect conformal field theories.
the Klein–Gordon equation which can be quantised. I evaluate the resulting eigenvalue equation for the undeformed $\text{AdS}$ background as well as dilaton deformed backgrounds by Gubser and Kehagias–Sfetsos \[40, 39\] and Constable–Myers \[46\].

The heavy-light meson spectrum for both deformed geometries approximates the $\text{AdS}$ heavy-light spectrum for large quark mass. This behaviour is expected because a large quark mass corresponds to the string probing larger parts of the space-time that are approximately $\text{AdS}$. At the same time, it can be observed that highly excited mesons converge more slowly to their $\text{AdS}$ values. Again this is in accordance with previous results of Section 4.8, where it has been demonstrated that highly excited mesons probe the IR region of the space time more densely, where the deviation from the $\text{AdS}$ geometry is large.

These heavy-light spectra can be used to determine the mass of the $B$ meson by using the results of Chapter 4 as well as the experimental values of the Rho and Upsilon meson mass to fix the confinement scale and heavy quark mass. The prediction for the $B$ mesons is $20\%$ above the experimental value. Since the $B$ mesons are far in the supersymmetric regime of this holographic model while at the same time the field theory is strongly coupled at that scale, this level of agreement is surprisingly good.

The $\text{AdS}/\text{CFT}$ models I considered here describe chiral symmetry breaking, highly excited mesons, the Higgs branch and heavy-light mesons, respectively. They have in common that they are not focused on building a perfect $\text{QCD}$ dual, but instead are used to investigate particular features of $\text{YM}$ theory with matter. The strategy of keeping a connection to standard $\text{AdS}/\text{CFT}$ with flavours worked out and the results show either the qualitative behaviour expected from field theoretic and $\text{SUGRA}$ considerations or could even be matched quantitatively to analytic results in certain limits.

As already mentioned this thesis consists of two parts. In the first part presented so far various aspects of $\text{AdS}/\text{CFT}$ correspondence have been discussed and a number of models extending the $\text{AdS}/\text{CFT}$ correspondence to theories with fundamental quarks have been developed and explored. The second part is devoted to an analysis of the conformal anomaly in super-$\text{Yang–Mills}$ theories coupled to minimal supergravity in four space-time dimensions. This analysis is aimed at providing building blocks for a future generalisation of the two dimensional $c$-theorem, see below, to four-dimensional supersymmetric field theories.

The conformal anomaly expresses the breaking of conformal invariance in a classically conformal field theory by quantum effects. It arises as the trace of the energy-momentum tensor, which—as mentioned above—vanishes in a conformally invariant theory, and is also called trace anomaly, hence.

An investigation of the trace anomaly is interesting because of its potential relation to a four dimensional version of Zamolodchikov’s $c$-theorem \[47\]. The $c$-theorem is a statement about the irreversibility of renormalisation group flows connecting two fixed points of a quantum field theory in two space-time dimensions. To be more precise the theorem states the existence of a monotonic function that at the fixed points, where the $\beta$ functions vanish, coincides with the trace anomaly coefficient $c$ defined by

$$\langle T^m_m \rangle = \frac{c}{24\pi} \mathcal{R},$$

where $\mathcal{R}$ is the scalar curvature. Moreover the coefficient $c$ turns up as the central charge of the Virasoro algebra and in the two point function of the energy-momentum tensor.
The \( c \)-theorem is also interesting from a philosophical point of view, because the \( c \)-function is interpreted to measure the number of degrees of freedom along the RG flow. Suppose that one believes that in the real world this number should be non-increasing when going to lower energies, a future “theory of everything” should certainly incorporate a function that measures these degrees of freedom and is monotonic hereby. While it is not clear that such an irreversibility theorem should be realised in terms of a \( c \)-theorem, the questions remains if there is a class of theories in four dimensions where an analogous statement to the two dimensional \( c \)-theorem can be made. Such a generalisation is not straightforward since conformal symmetry in four dimensions is far less powerful because the conformal algebra contains only a finite number of generators.

In four dimensions the trace anomaly reads
\[
\langle T_m^m \rangle = cC^2 - a\tilde{R}^2 + bR^2 + f \Box R,
\] (1)
with \( C^2, \tilde{R}^2 \) and \( R^2 \) respectively the square of the Weyl tensor, the Euler density and the square of the Ricci scalar \( R \). The first question that arises is which of these coefficients is to take over the rôle of the two dimensional \( c \). While \( f \) can be removed by adding a local counterterm to the quantum effective action, \( c \) is known to be increasing in some theories and decreasing in others and \( b \) is eliminated by Wess–Zumino consistency conditions. For the remaining coefficient, conventionally denoted “\( a \)”, there is no known counterexample to \( a_{\text{UV}} > a_{\text{IR}} \), though explicit checks can only be performed in certain classes of supersymmetric field theories \([48, 49]\). This might be an indication that supersymmetry is a necessary ingredient for such an \( a \)-theorem. The prospect of an \( a \)-theorem \([50]\) has attracted some interest in the recent past under the name \( a \)-maximisation \([51]\).

In this thesis a different approach inspired by an alternative proof of the \( c \)-theorem in two dimensions is chosen \([52]\). The author of \([52]\) couples a quantum field theory that is conformal to a classical gravity background and investigates the anomaly arising from that coupling by promoting the coupling constants \( \lambda \) to external fields \( \lambda(x) \).

This trick yields well-defined operator insertions from functional derivations of the generating functional with respect to the couplings. A generalisation of the Callan–Symanzik equation to Weyl rescalings is found, which becomes anomalous when Weyl symmetry is broken upon quantisation. The structure of this equation is \( \Delta_\sigma W = A \), where \( \Delta_\sigma \) contains a Weyl scaling part and a \( \beta \) function part in analogy to the case of constant couplings and constant scale transformations.

The shape of the anomaly \( A \) is determined by dimensional analysis, yielding an ansatz that is a linear combination between a set of coefficient functions, which only depend on the couplings, and a set of basis terms, which depend on the curvature and derivatives of the couplings. There is only a finite number of possible basis terms and their coefficient functions can be perturbatively determined for a particular theory.

Without resorting to a particular theory, one may nevertheless find constraints between the coefficients arising from a Wess–Zumino consistency condition
\[
[\Delta_\sigma, \Delta_\sigma'] W = 0.
\]

In two dimensions this consistency condition implies \( \beta^i \partial_i (c + w_i \beta^j) = \chi_{ij} \beta^j \), where \( c \) is the central charge and \( w_i (\lambda^k) \) and \( \chi_{ij} (\lambda^k) \) are above mentioned coefficient functions. \( \chi_{ij} \) can be related to the positive definite Zamolodchikov metric, which is the key ingredient for the definition of a monotonic \( c \)-function.

In the four-dimensional case it is such a relation to a positive definite object that is missing. In particular the analogous consistency condition for the \( a \) coefficient in the four dimensional trace anomaly \((*)\) reads
\[
\beta^i \partial_i (a + \frac{1}{8} w_i \beta^j) = \frac{1}{8} \chi_{ij}^g \beta^j \beta^j,
\]
where $\chi^g_{ij}(\lambda^k)$ is one of the (many) coefficients in the four-dimensional anomaly ansatz. There is a relation to a positive definite coefficient $\chi^a$, $\chi^g_{ij} = 2\chi^a_{ij} + (\text{other terms})$, but it is spoiled by the occurrence of extra terms.

In supersymmetric theories, some of these extra terms are known to vanish and there might be hope that additional constraints arise from a local RG equation incorporating super-Weyl transformations that allow the construction of a monotonic $a$-function. Before tackling this ambitious task, a first step is to analyse the trace anomaly in a supersymmetric framework, which is what has been pursued in the second part of this thesis.

In Chapters 7 and 8 respectively, I give an introduction to minimal supergravity in an $\mathcal{N} = 1$ superfield formulation and to the non-supersymmetric local renormalisation group technique outlined above.

In Chapter 9, I present superfield versions of the local RG equation, give a complete ansatz for the trace anomaly, and determine the full set of consistency equations. I then discuss the $\mathcal{N} = 4$ case, which gives rise to an interesting puzzle: In [53] by a component approach a one-loop result for the trace anomaly of $\mathcal{N} = 4$ SYM was found to contain a conformally covariant operator of fourth order, the Riegert operator [54], which is reviewed in Section 8.1.4. In [55] a supersymmetric version of this operator is given in components, but I was not able to find a satisfactory superfield version of this operator. A superfield Riegert operator is known to exist in new-minimal supergravity [56], which however in general is known to be inconsistent on the quantum level [57, 58]. I discuss the possible origin of that problem, which I suspect to arise from the impossibility to separate local $U(1)_R$ transformations from super-Weyl transformations in the minimal supergravity formulation such that a too strong symmetry requirement is imposed on the ansatz. Nevertheless the extended calculations presented here should provide a good starting point for further exploration of this fascinating topic. In the conclusions possible future steps are discussed.

Part I
Generalizations of AdS/CFT

2 Overview

2.1 QCD

The gauge theory of the strong interaction, quantum chromodynamics (QCD), is based on the success of the parton model [59, 60], which describes the high-energy behaviour of hadrons as bound states of localised but essentially free particles, to describe the high-energy hadron spectrum. The other key ingredient was to realise that an additional hidden three-valued quantum number, colour, is needed.

The former means that the theory should be asymptotically free: i.e. the coupling constant becomes small in the ultraviolet regime (UV). This requirement is only met by Yang–Mills theories, that means non-Abelian gauge theories.

The latter (hiding the colour) makes plausible a colour dependent force to form colour singlets only, such that one may assume the colour symmetry (as opposed to the flavour symmetry) to be gauged. Indeed lattice calculations demonstrated that QCD is confining, such that the formation of colour singlets is a consequence of the dynamics.

The QCD Lagrangean describes an $SU(N_c)$ Yang–Mills theory with $N_c = 3$ the number of colours and $N_f = 6$ the number of quarks, with a global $SU(N_f)_L \times SU(N_f)_R \times U(1)_V \times U(1)_A$

\footnote{In new-minimal supergravity this problem does not arise because $U(1)_R$ is indeed a local symmetry of the theory.}
### Quark Masses

| Type | $Q$  | Generations       |
|------|------|-------------------|
| up   | $\frac{2}{3}$ | u 1.5 to 4 MeV, c 1.15 to 1.35 GeV, t 169 to 179 GeV |
| down | $-\frac{1}{3}$ | d 4 to 8 MeV, s 80 to 130 MeV, b 4.1 to 4.4 GeV |

Table 1 Quark masses (Particle Data Group [61])

The $N_f^2 - 1 = 8$ fields $A_m^a$ are called gluons, the $N_f = 6$ quark fields $q_i$ are the Dirac fermions $u, d, s, c, b, t$. The global flavour symmetry is explicitly broken by (the inequality of) the masses $m_i$, though they can be assumed to be realised approximately for the isospin group SU(2)$_f$ or even (including the strange quark) SU(3)$_f$. The corresponding transformation and algebra as well as Noether current and charge read

$$
\delta q_i = i \alpha^a t^a_{ij} q_j, \\
\delta q_i = i \alpha^a t^a_{ij} q_j, \\
J^a_\mu = \bar{q}_i \gamma_\mu t^a_{ij} q_j, \\
J^a_\mu = \bar{q}_i \gamma_\mu t^a_{ij} q_j, \\
Q^a = \int d^3 x J^a_0, \\
Q^a = \int d^3 x J^a_0, \\
[Q^a, Q^b] = i f^{abc} Q^c.
$$

(2.2)

where for SU(3)$_f$ the generators $t^a = \frac{\lambda^a}{2}$ are usually expressed by the eight Gell-Mann matrices $\lambda^a$.

Furthermore the Lagrangean is invariant under an overall U(1)$_V$ vector symmetry $q \mapsto e^{i \alpha} q$, often also referred to by baryon number symmetry. The massless version of (2.1) is in addition invariant under the U(1)$_A$ axial transformations $q \mapsto e^{i \beta_5} q$ giving rise to a second copy of the flavour symmetry group,

$$
\delta q_i = i \alpha^a \lambda^a_{ij} q_j, \\
\delta q_i = i \alpha^a \lambda^a_{ij} q_j, \\
J^a_\mu = \bar{q}_i \gamma_\mu \lambda^a_{ij} q_j, \\
J^a_\mu = \bar{q}_i \gamma_\mu \lambda^a_{ij} q_j, \\
Q^a = \int d^3 x J^5_0, \\
Q^a = \int d^3 x J^5_0, \\
[Q^a, Q^b] = i f^{abc} Q^5 c.
$$

(2.3)

(2.4)

Together they form the chiral symmetry group SU($N_f)_L \times SU(N_f)_R$, whose generators and corresponding algebra are given by

$$
Q^a_L = \frac{1}{2} (Q^a - Q^5 a), \\
[Q^a_L, Q^b_L] = i f^{abc} Q^c_L, \\
[Q^a_L, Q^b_R] = i f^{abc} Q^c_R, \\
[Q^a_L, Q^b_R] = 0.
$$

(2.5)
When switching on mass terms this symmetry is not exact anymore and the associated charges, while still obeying the algebra, are not conserved; i.e. become time dependent.

2.2 \( \mathcal{N} = 4 \) Super-Yang–Mills Theory

While classically Yang–Mills theories are conformally invariant, this is no longer true upon quantisation and the conformal symmetry becomes anomalous. It turns out that it is actually quite hard to find a field theory that is conformally invariant on the quantum level and it comes as a surprise that \( \mathcal{N} = 4 \) SYM, whose formulation was first achieved by compactifying ten dimensional \( \mathcal{N} = 1 \) SYM on a six dimensional torus, actually preserves a larger symmetry group than its higher dimensional ancestor and has vanishing \( \beta \) functions to all orders in perturbation theory [62].

Consequently from the commutators of supercharges and the generator of special conformal transformation, an additional set of (so-called conformal) supercharges is generated. From the perspective of AdS/CFT correspondence this doubling of supercharges is quite important since \( \mathcal{N} = 4 \) has therefore the same number of supercharges as five dimensional maximally supersymmetric supergravity. The full superconformal algebra is \( \text{SU}(2,2|4) \), where its bosonic subgroups are \( \text{SU}(2,2) \cong \text{SO}(2,4) \), the conformal group in four dimensions, and \( \text{SU}(4)_{\text{R}} \), the R-symmetry group.

Being maximally supersymmetric, \( \mathcal{N} = 4 \) SYM consists entirely of one multiplet, the \( \mathcal{N} = 4 \) gauge multiplet. In \( \mathcal{N} = 1 \) language, this corresponds to one gauge multiplet plus three chiral multiplets.\(^5\) So the field content is one vector, four chiral fermions and three complex scalars. As the gauge and SUSY generators commute, all fields are in the adjoint representation. Two of the chiral superfields form an \( \mathcal{N} = 2 \) hypermultiplet, while the other chiral superfield together with the \( \mathcal{N} = 1 \) gauge multiplet forms an \( \mathcal{N} = 2 \) gauge multiplet.

In \( \mathcal{N} = 1 \) superfield language the Lagrangean reads

\[
\mathcal{L} = \int d^4\theta \text{Tr} \left( \bar{\Phi}^i e^{2V} \Phi^i e^{-2V} \right) + \left[ \frac{1}{4g^2} \int d^2\theta W_\alpha W^\alpha + \int d^2\theta W + \text{c.c.} \right],
\]

where the gauge field strength is given by \( W_\alpha = -\frac{1}{8} \bar{D}^2(e^{-2V} D_\alpha e^{2V}) \) and the superpotential is

\[
W = \text{Tr} \Phi^3[\Phi^1, \Phi^2].
\]

2.3 Type IIB Supergravity

There are only two maximally supersymmetric supergravity theories in ten dimensions, called type IIA and type IIB. Both are \( \mathcal{N} = 2 \) SUGRAs and contain (among others) two chiral gravitini, but IIA is non-chiral in the sense that these fermions have opposite chirality while IIB has gravitini of the same chirality. The particle content of the latter is given by Table 2.

IIB contains a self-dual five-form field \( F_5 := F_5 - \frac{1}{2} C_2 \wedge H_3 + \frac{1}{2} B \wedge F \), \( F_5 := dC_4 \), which makes it hard to write down an action from which all equations of motion may be derived.\(^6\)

Often in the literature [66, 63], the following action is used,\(^7\) augmented by the self-duality condition \( F_5 = * F_5 \), which has to be imposed additionally on the equations of motion and where

\(^5\) In an attempt to embrace both naming conventions used in SUSY, multiplets are denoted chiral, gauge or hyper in conjunction with the number of supersymmetries. Super fields on the other hand shall always mean \( \mathcal{N} = 1 \) language and will be distinguished by their constraint (none, chiral, real, linear) and transformation behaviour of the lowest component (scalar, spinor, vector, tensor, density).

\(^6\) See [64, 65] for recent attempts to improve this situation.

\(^7\) The conventions employed here are:

\[ A_p = \frac{1}{p!} A_{A_1 \ldots A_p}, \quad (dA_{p+1})_{A_1 \ldots A_{p+1}} = (p+1)\partial_{[A_1} A_{A_2 \ldots A_{p+1}]}, \quad \text{and} \]

\[ |F_p|^2 = \frac{1}{p!} F_{A_1 \ldots A_p} F^{A_1 \ldots A_p}. \]
### IIB SUGRA Particle Content

| Symbol      | #DOF | Field                        |
|-------------|------|------------------------------|
| $G_{AB}$    | $35_B$ | metric — graviton           |
| $C + i\phi$| $2_B$  | axion — dilaton              |
| $B_{AB} + iC_{2AB}$ | $56_B$ | rank 2 antisymmetric         |
| $C_{ABCD}$  | $35_B$ | antisymmetric rank 4         |
| $\psi^{1,2}_{A_\alpha}$ | $112_F$ | two Majorana–Weyl gravitini |
| $\lambda^{1,2}_{\alpha}$ | $16_F$  | two Majorana–Weyl dilatini  |

**Table 2** IIB SUGRA Particle Content [63]

$^*$ denotes the Hodge dual.

\[
S_{\text{IIB}} = \frac{1}{2\kappa^2} \int d^{10}x \sqrt{G_E} \left( R_E - \frac{\partial A \bar{\partial} A_T}{2(\text{Im} \tau)^2} - \frac{1}{2} |F_1|^2 - \frac{1}{2} |G_3|^2 - \frac{1}{4} |\tilde{F}_5|^2 \right) - \frac{1}{4\kappa^2} \int C_4 \wedge \tilde{G}_3 \wedge G_3, \tag{2.8}
\]

where the expressions in order of appearance are the determinant of the metric, the Ricci scalar $R_E$, axion–dilaton field $\tau := C + i e^{-\phi}$ composed of the axion $C$ and the dilaton $\phi$, field strength $F_1 := dC$ and $G_3 := \sqrt{\text{Im} \tau} (F_3 - i H_3)$ with $F_3 := dC_2$ and $H_3 := dB$. The complex objects have been introduced to make manifest an additional rigid SL(2, $\mathbb{R}$) symmetry of type IIB SUGRA, which transforms

\[
\tau \mapsto \frac{a \tau + b}{c \tau + d}, \quad \det \begin{pmatrix} a & b \\ c & d \end{pmatrix} = 1, \quad (2.9)
\]

\[
G_3 \mapsto \frac{c \tau + d}{|c \tau + d|} G_3, \quad (2.10)
\]

and leaves invariant the other fields.

Many also prefer to follow the historic approach [67, 68, 69, 70, 71] of writing down the equations of motion only, which restricted to the graviton, axion, dilaton, and four-form Ramond–Ramond potential read:

\[
R_{AB} = e^{2\phi} \partial A C \partial B C + \partial A \phi \partial B \phi + \frac{1}{2!} \tilde{F}_{AC_2...C_5} \tilde{F}_{B} C_2...C_5,
\]

\[
\nabla_A \nabla^A C = -2(\nabla_A C)(\nabla^A \phi), \quad (2.11)
\]

\[
\nabla_A \nabla^A \phi = e^{2\phi} (\nabla_A C)(\nabla^A C),
\]

\[
\partial_A (C_4)_{A_2...A_5} = \varepsilon_{A_1...A_5} A_6...A_{10} \partial_{A_6} (C_4)_{A_7...A_{10}},
\]

where by convention the total anti-symmetric Levi-Civita symbol takes values $\pm \sqrt{-\det G_E}$ for all indices lowered (and accordingly $\pm \sqrt{-\det G_E^{-1}}$ for all indices raised).

#### 2.3.1 $p$-brane Solutions

There is a particular class of solutions to the supergravity equations of motion (2.11) that preserve half of the supersymmetry and the subgroup SO(1, $p$) $\times$ SO($9 - p$) of the ten dimensional Lorentz
group. Additionally they have a non-trivial $C_{p+1}$ charge coupled to the supergravity action by

$$S_p \sim \int dC_{p+1}. \quad (2.12)$$

These solutions are called $p$-branes. They are determined by the ansatz

$$ds^2 = H(y)^\alpha \eta_{\mu\nu} dx^\mu dx^\nu + H(y)^\beta (dy^2 + y^2 d\Omega_{8-p}^2) \quad (2.13)$$

with $\eta_{\mu\nu}$ the $(p+1)$-dimensional Minkowski metric, $d\Omega_{8-p}^2$ the line element of the $(8-p)$-dimensional unit sphere and constants $\alpha, \beta$ to be determined by the equations of motion. The directions $x$ are referred to as world-volume or longitudinal coordinates, while $y$ are called transversal.

Since to this thesis, the most relevant $p$-branes are 3-branes, their full solution in terms of bosonic supergravity fields is given,

$$ds^2 = H(y)^{-1/2} \eta_{\mu\nu} dx^\mu dx^\nu + H(y)^{1/2} (dy^2 + y^2 d\Omega_{5}^2),$$

$$\Phi = \Phi_0 = \text{const}, \quad C = \text{const}, \quad B_{AB} = C_{2,AB} = 0,$$

$$C_4 = H(y)^{-1} dx^0 \wedge \cdots \wedge dx^3,$$

$$H(y) = 1 + \sum_i \frac{L^4}{|\vec{y} - \vec{y}_i|}, \quad L^4 = 4\pi g_s N_\alpha^2,$$

for a distribution of 3-branes at positions $y_i$. Close to the origin of a single brane $|\vec{y} - \vec{y}_i| \ll L^4$, the 1 in the warp factor can be neglected such that the geometry becomes approximately $\text{AdS}_5 \times S^5$.

### 2.4 D-branes

A Dp-brane is a $(p+1)$-dimensional hypersurface in the target space of string theory, where open strings can end [72, 73]. Their discovery integrates some features of superstring theory and supergravity that would have been puzzling without them. Firstly, the open string admits two kinds of boundary conditions,

- **Dirichlet**
  $$X^i(\tau, \sigma) = \text{const},$$

- **Neumann**
  $$\partial_\sigma X^i(\tau, \sigma) = 0.$$

However from a naïve point of view, Dirichlet boundary conditions have to be considered unphysical as they break Lorentz invariance and—worse—make the open strings loose momentum through their endpoints. With the discovery of T-duality [74, 75, 76, 77] it became apparent that one could transform from one kind of boundary condition to the other and it was no longer possible to exclude Dirichlet boundary conditions a priori. In the D-brane picture, momentum conservation can be restored by assuming the D-branes as dynamical objects can absorb the above mentioned momentum flow.

Secondly, $p$-brane solutions\(^8\) of SUGRA are interpreted as the low energy effective objects corresponding to D$p$-branes.

Thirdly, it was realised early [78], that it is possible to attach gauge group factors to the end points of open strings. These Chan–Paton factors have a natural explanation as encoding which brane in a stack of coincident branes the string is attached to.

---

\(^8\) $p$-branes are domain wall solutions of SUGRA, see Section 2.3.1 for details.
2.4.1 Abelian

For a single $D_p$-brane this factor is a $U(1)$ in accordance with the fact, that the massless modes of open string theory form a $(p+1)$-dimensional $U(1)$ SYM with one vector, $9-p$ real scalars, whose VEVs describe the position of the brane, and fermionic superpartners, which shall be ignored in the following. For constant field strengths $F_{ab}$, $F = \frac{1}{2} F_{ab} dX^a \wedge dX^b$, by resummation it is possible to determine the action to all orders in $\alpha'$ [79] to be the first (Dirac–Born–Infeld, DBI) part of

$$S_{D_p} = -T_p \int d^{p+1} \xi \ e^{-\varphi} \sqrt{-\det (G + B)_{ab} + 2\pi \alpha' F_{ab}} \pm T_p \int P[\sum C_n e^B] e^{2\pi \alpha' F},$$

which couples the brane to the massless Neveu–Schwarz (NS) sector of closed string theory while the second (Wess–Zumino, WZ) part determines the coupling of the brane to the massless Ramond–Ramond (RR) sector. The index conventions are depicted in Table 3, while the fields are explained in Section 2.3.

The prefactor $T_p$ is given by

$$T_p = \frac{2\pi}{g_s (2\pi \ell_s)^{p+1}},$$

with $g_s$ the string coupling and $\ell_s$ the string length.

Throughout this thesis, for explicit calculations the Kalb–Ramond field will be assumed to vanish. As will be commented on below, the Wess–Zumino term allows coupling to—with respect to the brane’s world volume—lower dimensional RR potentials if the gauge field has a non-trivial Chern class. The only RR potential in the backgrounds discussed here, will be $C_4$ associated to the five-form flux always present in the AdS/CFT correspondence. In the particular case of a $D7$-brane, the Wess–Zumino term then reads

$$S_{D7-WZ} = T_p \int d^8 \xi \ P[C_4] \wedge F \wedge F.$$  \hspace{1cm} (2.17)

2.4.2 Non-Abelian

$N$ parallel D-branes describe a $U(1)^N$ gauge theory. When these branes approach one another, strings stretched between different branes become light and the gauge symmetry is promoted to $U(N)$. Generalising to the case of $U(N)$ is straight forward in the case of $D9$-branes, which does not require a generalised pull-back and thus requires merely an additional trace over gauge indices. The action of $Dp$-branes of arbitrary world volume dimension $p + 1$ can then be determined by

\footnote{Apart from the additional complication of finding the correct series expansion, which is non-trivial due to ordering ambiguities.}
T-duality, which transforms the T-dualized direction from longitudinal to transversal and vice versa. The result [80] in string frame is

\[
S_{Dp} = - T_p \int d^{p+1} \xi \text{STr} \left[ e^{-\frac{1}{2} \sqrt{\det Q} \sqrt{- \det P[\hat{E}]_{ab} + 2\pi\alpha' F_{ab}}} \right]
\]

\[\pm T_p \int \text{STr} \left[ P[e^{i(2\pi\alpha')\hat{E}ij}] \sum_{C_n} \epsilon^{B_j} e^{2\pi\alpha' F} \right], \tag{2.18}\]

where “STr” is a trace operation that shall also take care of any ordering ambiguities in the expansion of the non-linear action. Its name (“symmetrised trace”) is reminiscent of an ordering prescription suggested by [81], which however is not valid beyond fifth order. Throughout this thesis, an expansion to second order will be sufficient and no ordering ambiguities appear at all.

The following abbreviations have been introduced:

\[
\hat{E}_{AB} := E_{AB} + E_{Ai}(Q^{-1} - \delta^{ij}E_{jB}) \tag{2.19a}
\]

\[
E_{AB} := G_{AB} + B_{AB}, \tag{2.19b}
\]

\[
Q^i_j := \delta^i_j + i\gamma[\Phi^i, \Phi^k]E_{kj}, \tag{2.19c}
\]

\[
(Q^{-1} - \delta^{ij})ij := \left[(Q^{-1})^{ij}_k - \delta^{ij}_k\right]E^{kij}, \tag{2.19d}
\]

\[
\gamma := 2\pi\alpha', \tag{2.19e}
\]

\[
i_{\Phi^i} f^{(n)} := \frac{1}{2(n-2)!} \left[ \Phi^i, \Phi^j \right] f^{(n)}_{j_{iA_1...A_n}} dx^{A_1} \wedge \ldots \wedge dx^{A_n}, \tag{2.19f}
\]

where \( f^{(n)} \) is an arbitrary \( n \)-form field acted upon by \( i_{\Phi} \), the interior product with \( \Phi^i \). \( E^{ij} \) is the inverse of \( E_{ij} \) (as opposed to the transversal components of \( E^{AB} \)).

In particular static gauge is chosen,

\[
X^a = \xi^a, \quad X^i = \gamma \Phi^i(\xi^a), \tag{2.20}
\]

which means transversal coordinates \( X^i \) are in one-to-one correspondence to the scalar fields \( \Phi^i \). Then the pull-back of an arbitrary ambient space tensor \( T_{A_1...A_n} \) can recursively be defined by

\[
P[T_{A_1...A_n}]_{a_1...a_n} := P[T_{a_1..A_2...A_n}]_{i_{a_1}...a_{n}} + \gamma (D_{a_1} \Phi^i)P[T_{iA_2...A_n}]_{a_1...a_n}, \tag{2.21}
\]

which yields for the combined metric/Kalb–Ramond field

\[
P[\hat{E}] := \hat{E}_{ab} + \gamma \hat{E}_{ai} D_b \Phi^i + \gamma \hat{E}_{ib} D_a \Phi^i + \gamma^2 \hat{E}_{ij} D_a \Phi^i D_b \Phi^j. \tag{2.22}
\]

\( D_a \) denotes the gauge covariant derivative.

Finally \( E_{ab} \) still may contain a functional dependence on the non-commutative scalars \( \Phi \) and is to be understood as being defined by a non-Abelian Taylor expansion [82]

\[
E_{ab}(\xi^a) = \exp[\gamma \Phi^i(\partial_{X^i})]E_{ab}(\xi^a, X^i) \bigg|_{X^i=0}. \tag{2.23}
\]

Again the Wess–Zumino part shall be given for the eight dimensional case; i.e. a stack of \( D7 \)-branes,

\[
S_{WZ} = T_7 \int \text{STr} \left\{ P[C_8] + \gamma P[i\gamma_i \Phi^i C_8 + C_6] \wedge F + \frac{\gamma^2}{2} P[(i\gamma_i \Phi^i)^2 C_8 + i\gamma_i \Phi^i C_6 + C_4] \wedge F \wedge F + \frac{\gamma^3}{3!} P[(i\gamma_i \Phi^i)^3 C_8 + (i\gamma_i \Phi^i)^2 C_6 + i\gamma_i \Phi^i C_4 + C_2] \wedge F \wedge F \wedge F \right\}, \tag{2.24}
\]
where $B$ has been assumed to vanish. For a 3-brane background, there is only a four-form potential and accordingly the Wess–Zumino part is given by

$$S_{WZ} = T_7 \int \text{STr} \frac{\gamma^2}{2} P[C_4] \wedge F \wedge F + \frac{i\gamma^4}{3!} P[i\Phi \partial \Phi] C_4 \wedge F \wedge F \wedge F. \quad (2.25)$$

While (2.18) encodes the high non-linearity of a D-brane action in a compact manner, it is often not suited for explicit calculations and needs to be expanded.

### 2.4.3 Quadratic Action

As both the non-Abelian scalars and the field strength carry $\gamma$ as a prefactor, it is tempting to think of it as an expansion parameter, keeping track of the order. However in equation (2.19c) in front of the commutator there is a factor of $\gamma$ where following this logic a factor of $\gamma^2$ should be expected.

To avoid these pitfalls and unambiguously define what is meant by “quadratic order”, a parameter $\epsilon$ shall be thought to accompany $\gamma$ in each of the equations of the last Section with the sole exception of (2.19c), where an $\epsilon^2$ is included in front of the commutator. Then, the order $\epsilon^n$ denotes a total of $n$ fields of $\Phi$ or $F_{ab}$ in a term.

Pulling out a factor $E_{ab}(\epsilon = 0)$ (which shall also not depend on transverse directions $X^i$ as they come with an $\epsilon$) from the DBI part of the D-brane action defines a matrix $M(\gamma)$ according to

$$S_{\text{DBI}} = -T_p \int d^{p+1} \xi \text{STr} \left[ e^{-\phi} \sqrt{-\det Q} \sqrt{-\det E_{ab}(0)} \sqrt{-\det M(\epsilon)} \right], \quad (2.26)$$

which has the property $M(0) = 1$ and is given by

$$M(\epsilon)^a_b = E^{ac}(\epsilon = 0) \left( P[\hat{E}(\gamma)]_{cb} + \epsilon \gamma F_{cb} \right). \quad (2.27)$$

$E^{ac}$ is the inverse of $E_{ac}$. An expansion in $\epsilon$ is performed according to

$$\sqrt{-\det M(\epsilon)} = 1 + \frac{\epsilon}{2} \text{Tr}(M'(0)) + \frac{\epsilon^2}{4} \left[ \text{Tr}(M''(0)) - \text{Tr}(M'(0))^2 + \frac{1}{2} \text{Tr}^2(M'(0)) \right] + O(\epsilon^3), \quad (2.28)$$

where

$$M'(0) = \gamma E^{ac} \Phi^i \partial_{X^i} E_{cb} + E^{ac}(\gamma E_{ck} D_c \Phi^k + \gamma E_{ck} D_c \Phi^k) + \gamma E^{ac} F_{cb}, \quad (2.29)$$

$$M''(0) = \gamma^2 E^{ac} \Phi^i \Phi^j \partial_{X^i} \partial_{X^j} E_{cb} + 2\gamma^2 E^{ac} \Phi^i \partial_{X^i} (E_{ck} D_c \Phi^k + E_{ck} D_c \Phi^k) + E^{ac}[E_{ci}(2i\gamma [\Phi^i, \Phi^j] - E^{ij}) E_{jb} + 2\gamma E_{ij} D_c \Phi^i D_c \Phi^j]. \quad (2.30)$$

All quantities on the right hand sides of (2.29) and (2.30) are to be understood as having $\epsilon$ set to zero. In particular this means the right hand sides are evaluated at vanishing transversal coordinates $X^i = 0$.

---

10 Furthermore some authors prefer to use factors of $\alpha'$ to obtain D3-transversal coordinates with mass dimension 1, thus modifying the manifest $\alpha'$ dependence even though in physical observables such redefinitions cancel of course.
For a diagonal metric and vanishing Kalb–Ramond field, the DBI part of the action up to quadratic order simplifies dramatically,

\[
S_{\text{DBI}} = -T_p \int d^{p+1} \xi \text{STr} e^{-\varphi} \sqrt{-\det G_{ab}} \left[ 1 + \text{(lin.)} \right. \\
+ \frac{\gamma^2}{2} G^{ab} G_{ij} D_a \Phi^i D_b \Phi^j + \frac{\gamma^2}{4} G^{ac} G^{bd} F_{ab} F_{cd} \\
\left. + \frac{\gamma^2}{4} (G^{ab} \partial_{X^i} \partial_{X^j} G_{ab}) \Phi^i \Phi^j \right]
\]  

(2.31)

where the following terms vanish unless the transversal coordinates enter the metric linearly,

\[
\text{(lin.)} := \frac{\gamma}{2} \text{Tr} \mathcal{M} - \frac{\gamma}{2} \text{Tr} \mathcal{M}^2 + \frac{\gamma}{8} \text{Tr}^2 \mathcal{M},
\]

\[
\mathcal{M}^a_{bc} := G^{ab} \Phi^i \partial_{X^i} G_{bc}.
\]  

(2.32)

2.5 AdS/CFT Correspondence

The AdS/CFT correspondence (Anti-de Sitter/Conformal Field Theory) is the statement of two seemingly different theories to be equivalent. These theories are ten dimensional Type IIB string theory on an AdS$_5 \times$ S$^5$ space-time background and four dimensional $\mathcal{N} = 4$ extended supersymmetric SU($N_c$) Yang–Mills theory. The latter is a (super)conformal field theory with coupling constant $g_Y^2 M = g_s$, where $g_s$ is the string coupling. The string theory has $N_c$ units of five-form flux through the S$^5$, which is related to the equal curvature radii $L$ of the AdS$_5$ and S$^5$ by $L^4 = 4\pi \ell_s^4 g_s N_c$, where $\ell_s = \sqrt{\alpha'}$ is the string length. This equivalence is supposed to hold for arbitrary values of $N_c$ and the coupling constants, but since string theory on AdS$_5 \times$ S$^5$ is not well-understood, it is usual to take two consecutive limits that make a supergravity description valid but still leave the duality non-trivial.

The first limit to take is the ’t Hooft large $N_c$ limit, with $N_c \to \infty$ while $\lambda := g_Y^2 \lambda N_c$ is kept fixed, in which the field theory reorganises itself in a topological expansion. This can be seen by using a double line representation for Feynman diagrams assigning a line to each gauge index, such that fields in the adjoint are equipped with two indices, while fields in a vector representation carry a single line. The diagrams, see Figure 1, then correspond to polyhedrons, which contribute
with a power of $N_c$ that is suppressed by the diagram’s genus and the polyhedrons are interpreted as triangulating the string world sheet, though the exact nature of this triangulation is still to be understood. Due to $g_s = \lambda / N_c$ the strict ’t Hooft limit corresponds to considering classical string theory on $\text{AdS}_5 \times S^5$. At the same time the ’t Hooft coupling takes over the rôle of the field theoretic coupling constant.

In the second limit $\ell_s \to 0$, the curvature radius is assumed to be large compared to the string length $\ell_s \ll L$. This corresponds to the low energy limit where supergravity becomes an effective description. On the field theory side this implies a large ’t Hooft coupling

$$1 \ll \frac{L^4}{\ell^4} = 4\pi \lambda$$

and a strongly coupled theory therefore, indicating that $\text{AdS}/\text{CFT}$ is a weak-strong duality. This means that one theory in its perturbative regime is dual to the other theory in the strong coupling regime, which renders the duality both extremely useful and hard to proof.

While on the one hand the supergravity version is the weakest form of the $\text{AdS}/\text{CFT}$ conjecture, it is the most useful version for practical calculations on the other hand. The equivalence of both theories to be expressed by

$$\langle \exp \int d^4x \, \phi^{(0)} O \rangle_{\text{CFT}} = \exp \{- S_{\text{SUGRA}}[\phi] \} \bigg|_{\phi(\partial \text{AdS}) = \phi^{(0)}},$$

where the field theoretic operator $O$ is coupled to the boundary value $\phi_0$ of an associated supergravity field $\phi$, which is determined by the supergravity equations of motion and the boundary condition.

This implicitly introduces the notion of the conformal field theory being defined on the boundary of $\text{AdS}_5$, where one may imagine the $\text{AdS}_5$ space being build up from slices of Minkowski spaces parallel to the boundary and fibred over a fifth (“radial”) direction $y$. The line element reads

$$ds_{\text{AdS}_5 \times S^5} = \frac{y^2}{L^2} dx^2 + \frac{L^2}{y^2} dy^2 + L^2 d\Omega_5^2.$$  

For the metric to be invariant under rescalings of the coordinates on the boundary $x$, the radial direction has to transform reciprocal, which means that $y$ transforms as an energy and is interpreted as the renormalisation scale of the boundary theory. Considering domain wall solutions it is actually possible to represent field theoretic renormalisation group flows on the supergravity side [7, 17], establishing the fact that the interior of the $\text{AdS}$ space may be interpreted as the infrared (IR) and the boundary as the ultraviolet (UV) of the field theory.

By the standard $\text{AdS}/\text{CFT}$ dictionary supergravity fields, $\phi$ being solutions to differential equations of second order, encode actually two field theoretic objects, whose conformal dimension can be read off from the asymptotic behaviour,

$$\phi(y \to \infty) \sim J y^{-\Delta} + \langle O \rangle y^{-\Delta},$$

where the radial direction is interpreted as the renormalisation scale. The first, non-normalisable part corresponds to a field theoretic source and has conformal dimension $4 - \Delta$; the normalisable part yields the corresponding VEV of mass dimension $\Delta$. A simple example shall illustrate this. For the bilinear operator $\bar{\psi} \psi$, the dual supergravity field has the asymptotic behaviour

$$\phi(y \to \infty) \sim \frac{m}{y} + \frac{c}{y^3},$$

where $m$ is the mass term of field $\psi$ and $c$ the bilinear quark condensate $\langle \bar{\psi} \psi \rangle$. The difficult part is to find out which supergravity fields correspond to which field theoretic operators. For $\frac{1}{2}$ BPS states, which correspond to superconformal chiral primary operators, the situation is simpler
because they are determined by their transformational behaviour under the large global symmetry group SU(2, 2|4). On the field theory side its bosonic subgroup SO(2, 4) × SU(4) ≃ SO(2, 4) × SO(6) is realised as the conformal and R-symmetry group, while it corresponds to the isometry group on the supergravity side.

From a string theoretical perspective, the correspondence can be understood as two different effective descriptions of a D3-brane stack, namely as a Yang–Mills theory from an open string perspective and a p-brane solution from a closed string perspective. In the latter case, the AdS5 × S5 geometry arises from a near-horizon limit. The picture of AdS/CFT being two descriptions of a D3-brane stack turns out to be particularly useful when adding additional branes to include fundamental fields into the duality. This shall be the topic of the next Chapter.

3 Spicing with Flavour

While the AdS/CFT correspondence has been a remarkable progress in the understanding of the 't Hooft large $N_c$ limit [2], a need to extend the Maldacena conjecture beyond $\mathcal{N} = 4$ super-Yang–Mills (SYM) theory was soon felt, see [84] for a most prominent example. Since $\mathcal{N} = 4$ SYM contains only one multiplet, the gauge field forces its representation on all other fields in the theory. As a consequence, also the fermions transform under the adjoint representation, and thus do not describe quarks.

There have been early attempts to augment the boundary theory with fundamental fields by including D7-branes in an AdS5 × S5/ℤ2 geometry [19, 18]. The orientifold was introduced to satisfy a tadpole cancellation condition, but the dual $\mathcal{N} = 2$ boundary theory had gauge group Sp($N_c$). In order to obtain an SU($N_c$) gauge theory for the description of large $N_c$ cousins of quantum chromodynamics (QCD), [20] dropped the orientifold from the setup. This was justified by the fact, that the probe D7-brane wraps a contractible S3 cycle on the S5 and does not lead to a tadpole, hence. In [20] it was shown that the string mode corresponding to the direction in which the S3 slips from the S5 has negative mass square, but satisfies (saturates) the Breitenlohner–Freedman bound and does not introduce an instability.

In this Chapter, the main ideas of [20] will be reviewed, before calculating the meson spectrum of a field theory dual to a more general geometry in the next Chapter.

3.1 Motivation

Conventional AdS/CFT correspondence can be understood as two different limits (see the introductory Chapter) of the same object, namely a stack of $N_c$ coincident D3-branes in string theory. The choice on which of those $N_c$ branes an open string may end, is reflected by the SU($N_c$) symmetry of the dual field theory. The number of ways to attach both ends to the stack is $N_c^2 - N_c$, indicating that the field describing the open string is in the adjoint representation. When including another, non-coincident brane in this setup, a string connecting it to the stack has $N_c$ choices and thus describes a field transforming under the vector representation of the gauge group. Another perhaps less heuristic way to understand this scenario, is to return to the 't Hooft expansion. If one takes the intuition about the field theory’s reorganisation into a triangulation of the closed string world sheet serious, then apparently, fundamental fields will provide boundaries that lead to a triangulation of the open string world sheet. In this sense, augmenting the AdS/CFT correspondence by additional branes, which exactly provide these open strings, extends the correspondence from an open-closed duality to a full string duality.

While the inclusion of D3 or D5-branes leads to fundamental fields on the boundary of AdS that are confined to a lower dimensional defect (so-called “defect CFTs”), the addition of D7-branes provides space-time filling fields in the fundamental representation. Furthermore it breaks supersymmetry by a factor of two; from $\mathcal{N} = 4$ to $\mathcal{N} = 2$ on the four-dimensional field theory side by
inclusion of an $\mathcal{N} = 2$ fundamental hypermultiplet given rise to by the light modes of strings with one end on the D3s and one on the D7s.

### 3.2 Probe Brane

In order to maintain the framework of conventional AdS/CFT correspondence,\cite{20} neglected the gravitational backreaction of the D7-branes on the geometry, which was justified by requiring the number $N_f$ of D7-branes to be sufficiently small. The contribution of the $N_c$ D3-branes and the $N_f$ D7-branes to the background fields is of order $g_s$ times their respective number. So as long as $N_c \gg N_f$, the geometry is dominated by the D3-branes and the D7-branes are approximately probe branes. In the strict $N_c \to \infty$ limit, which comes with the supergravity description of AdS/CFT, this approximation becomes exact.\footnote{It should be noted that meanwhile there are supergravity solutions that include the backreaction of the D7-branes\cite{85}.}

This is analogous to the so-called quenched approximation in lattice QCD, where the action of the gauge bosons on the matter field is included, while the action of the matter on the bosons is neglected.

The metric of AdS$_5 \times S^5$ can be written as

\[
\begin{align*}
    ds^2 &= \frac{r^2}{L^2} \eta_{\mu\nu} dx^\mu dx^\nu + \frac{L^2}{r^2} (dy^2 + dz^2) \\
    &= \frac{r^2}{L^2} \eta_{\mu\nu} dx^\mu dx^\nu + \frac{L^2}{r^2} dr^2 + L^2 d\Omega_5^2,
\end{align*}
\]

where the index conventions as well as the embedding of the D7-branes have been summarised in Table 4. The multiplication of vectors is supposed to denote contraction with a Euclidean metric, that means $dy^2 = \sum_{4,5,6,7} dy^m dy^m$, $dz^2 = \sum_{8,9} dz^i dz^i$. There are three qualitatively different types of directions: $x$ denote the world volume coordinates of the D3s, $y$ the coordinates transversal to the D3s and longitudinal to the D7s, and $z$ the coordinates transversal to both kinds of branes. Since $y$ and $z$ are on the same footing in the metric, assigning $z$ to the 8,9-plane is arbitrary, but manifestly breaks the SO(6) $\simeq$ SU(4)$_R$ isometry group to SO(4) $\times$ SO(2) $\simeq$ SU(2)$_L \times$ SU(2)$_R \times$ U(1)$_R$, where the orthogonal groups represent rotational invariance in the...
coordinates \( y \) and \( z \), respectively. In the case of coincident D3 and D7 branes, the hypermultiplet stemming from the strings stretched between the two stacks is massless, such that there is no classical scale introduced into the setup and conformal symmetry is maintained in the strict probe limit. Then the R-symmetry of the field theory is \( \text{SU}(2) \times \text{U}(1)_R \).

When separating the stacks in the \( z \)-plane, the \( \text{SO}(2)_{8,9} \approx \text{U}(1)_R \) group is explicitly broken, though one may use the underlying symmetry to parametrise this breaking as

\[
\begin{align*}
    z^8 &= 0, \\
    z^9 &= \tilde{m}_q .
\end{align*}
\] (3.2)

Since this introduces a scale into the setup, namely a hypermultiplet mass \( m_q = \tilde{m}_q/(2\pi\alpha') \), it is not to be expected that conformal symmetry, and hence AdS isometry, can be maintained. The R-symmetry of the field theory becomes \( \text{SU}(2)_R \) only, which is in accordance with the geometric symmetry breaking above.

Indeed, the induced metric on the D7s reads

\[
\begin{align*}
ds^2 &= \frac{y^2 + \tilde{m}_q^2}{L^2} \eta_{\mu\nu} dx^\mu dx^\nu + \frac{L^2 y^2}{y^2 + \tilde{m}_q^2} dy^2 \\
&= \frac{y^2 + \tilde{m}_q^2}{L^2} \eta_{\mu\nu} dx^\mu dx^\nu + \frac{L^2 y^2}{y^2 + \tilde{m}_q^2} dy^2 + \frac{L^2 y^2}{y^2 + \tilde{m}_q^2} d\Omega^2_3,
\end{align*}
\] (3.3)

which towards the boundary at \( |y| \to \infty \), with \( y^2 \equiv |y|^2 := \tilde{y}\tilde{y} \), approximates \( \text{AdS}_5 \times S^3 \), reflecting the fact that a quark mass term is a relevant deformation that is suppressed in the ultraviolet.

This is in accordance with the usual picture of the radial direction \( r = \sqrt{y^2 + \tilde{m}_q^2} \) of the AdS space describing the energy scale of the field theory, where approaching the interior of AdS from the boundary corresponds to following a renormalisation group flow from the ultraviolet (UV) to the infrared (IR).

When the renormalisation scale is lowered below the quark mass, the quarks should drop out of the dynamics. This happens when reaching the radius \( r = \tilde{m}_q \) in the ambient space, which corresponds to the interior of the D7s at \( y = 0 \), where the D7-branes stop from a five dimensional perspective, although as depicted in Figure 2 there is no boundary associated to this ending.

When \( \tilde{m}_q = 0 \), the \( \text{U}(1)_R \) and \( \text{SO}(2,4)_\text{AdS} \) symmetry are restored and the D7s fill the whole of the ambient \( \text{AdS}_5 \), which suggests that conformal symmetry is restored. However, this is only true in the strict probe limit, as otherwise contributions to the beta function of order \( N_f/N_c \) occur [20, 24].

### 3.3 Analytic Spectrum

#### 3.3.1 Fluctuations of the Scalars

The spectrum of the undeformed D3/D7 system described above admits analytic treatment at quadratic order [24] and therefore sets the baseline for the numerical determination of meson spectra in the more complicated setups of the following Chapters.

From equations (2.14), (2.15) and (2.17) the D7-brane action in a background of D3-branes reads

\[
\begin{align*}
S_{\text{D7}} &= -T_7 \int d^8 \xi \sqrt{-\det(P[G]_{ab} + (2\pi\alpha')F_{ab})} \\
&\quad + \frac{2\pi\alpha'}{2} T_7 \int P[C_4] \wedge F \wedge F, \\
C_4 &= \frac{r^4}{L^4} dx^0 \wedge \cdots \wedge dx^3 ,
\end{align*}
\] (3.4)
where $P$ is the pullback to the world-volume of the D7-branes and $r^2 = y^2 + z^2$.

For fluctuations of the scalars, the Wess–Zumino term contributes only at fourth order (with $(\text{scalar})^2 \cdot F^2$). From the action and for an embedding according to

$$z^8 = 0 + (2\pi\alpha')\delta z^8(\xi), \quad z^9 = \hat{m}_q + (2\pi\alpha')\delta z^9(\xi).$$

the expansion of the action to quadratic order (2.31) yields

$$\mathcal{L} = \sqrt{-\det g_{ab}(1 + \frac{1}{2}(2\pi\alpha')^2 g_{ij}g^{ab}\partial_a z^i \partial_b z^j)},$$

where the fact that metric admits a diagonal form has been used. From the induced D7 metric (3.3), the Lagrangean (3.7) reads at quadratic order

$$2(2\pi\alpha')^{-2} \mathcal{L} = y^3 \sqrt{\det(\bar{g})} \sqrt{g^{ij} (\partial_i \delta z^8)(\partial_j \delta z^8)}$$

$$+ \left(\frac{L^2}{y^2 + \hat{m}_q}\right)^2 (\partial_i \delta z^8)^2 + \hat{g}^{\alpha\beta}(\partial_\alpha z^8)(\partial_\beta z^9) + (z^8 \leftrightarrow z^9),$$

with $\hat{g}_{\alpha\beta}$ the metric on the three sphere and the equation of motion

$$\frac{L^4}{(y^2 + \hat{m}_q)^2} \partial^\mu \partial_\mu \delta z^i + y^{-3} \partial_y(y^3 \partial_y \delta z^i) + y^{-2} \tilde{\nabla}^\alpha \tilde{\nabla}_\alpha \delta z^i = 0, \quad i = 8, 9,$$

where $\tilde{\nabla}_\alpha$ is the covariant derivative on the unit $S^3$. An ansatz for separation of variables

$$\delta z^i(x^\mu, y, S^3) = \zeta^i(y) e^{ik \cdot x} Y^i(S^3),$$

with $\tilde{\nabla}^\alpha \tilde{\nabla}_\alpha Y^i = -\ell(\ell + 2)Y^i$, $\ell \in \mathbb{N}_0$ yields

$$\left[\partial_y^2 + \frac{3}{y} \partial_y + \frac{\hat{M}_q^2}{(1 + \hat{y}^2)^2} - \frac{\ell(\ell + 2)}{\hat{y}^2}\right] \zeta^i(\hat{y}) = 0,$$

$$\hat{y} = \frac{y}{\hat{m}_q}, \quad \hat{M}_q^2 = -\frac{k^2 L^4}{\hat{m}_q^2},$$

Fig. 2 The D7-brane wraps an $S^3$ on the internal $S^5$ which slips towards a pole and shrinks to zero size. From the five dimensional point of view, the brane terminates at a certain radius, but there is no boundary associated to this ending. (Figure taken from [86])
where a rescaling has removed all explicit scale dependencies. Requiring regularity at the origin, the radial equation (3.10) can be solved uniquely in terms of a hypergeometric function,

$$
\zeta^i(y) = \frac{y^\ell}{(y^2 + \tilde{m}_q^2)^{n+\ell+1}} 2F_1\left(-n; \ell + 1; -n; \ell + 2; -y^2/\tilde{m}_q^2\right),
$$

$$
M_s^2 = -k^2 = \frac{4\tilde{m}_q^2}{L^4} (n + \ell + 1)(n + \ell + 2),
$$

with the discretisation condition $n \in \mathbb{N}_0$ from normalisability. Note that the spectrum becomes degenerate in the conformal $\tilde{m}_q \to 0$ limit. The conformal dimension of the boundary operator dual to the solution above, can be read off from its scaling behaviour with respect to the radial coordinate. In [24] the UV behaviour is determined from (3.12), but one may instead simply discuss the radial equation (3.10), which for large $\tilde{y}$ becomes approximately

$$
\left[\partial_y^2 + \frac{3}{\tilde{y}} \partial_y - \frac{(\ell + 2)}{\tilde{y}^2}\right] \zeta^i(\tilde{y}) = 0.
$$

Its solutions are of the form $\zeta^i(\tilde{y}) = A\tilde{y}^\ell + B\tilde{y}^{-\ell-2}$, which contradicts the naïve AdS/CFT expectation of $\tilde{y}^{\Delta - 4} + \tilde{y}^{-\Delta}$ as can be seen from taking the sum of the exponents. This is due to the appearance of a determinant factor $\sqrt{-\det g_{ab}} \sim \tilde{y}^4$, which imposes a non-canonical normalisation on the kinetic term. So the generic behaviour should be $\tilde{y}^{\tilde{\Delta} - 4} + \tilde{y}^{-\tilde{\Delta}}$ and subtracting the exponent of the non-normalisable solution, which corresponds to a field theory source, from that of the normalisable one, which corresponds to a vacuum expectation value, it can be seen that

$$
- (\ell + 2) - \ell = (p - \Delta) - (p + \Delta - 4) = -2\Delta + 4
$$

$$
\Rightarrow \Delta = \ell + 3.
$$

3.3.2 Fluctuations of the Gauge Fields

The equations of motion for the gauge fields read

$$
\partial_a (\sqrt{-\det g_{cd}} F^{ab}) - \frac{4\rho(p^2 + \tilde{m}_q^2)}{L^4} \varepsilon^{b\beta\gamma} \partial_\beta A_\gamma = 0,
$$

with $\varepsilon^{\alpha\beta\gamma}$ taking values $\pm 1$, and 0 when the free index $b$ is none of the angular $S^3$ directions.

Expanding the equation of motion yields

$$
\left[(g_{xx})^{-1}\partial_\mu \partial^\mu + y^{-3} \partial_y (y^3 (g_{yy})^{-1} \partial_y) + \tilde{\nabla}_\alpha \tilde{\nabla}^\alpha\right] A_\nu
$$

$$
- \partial_\nu \left[(g_{xx})^{-1}\partial_\mu A^\mu + y^{-3} \partial_y (y^3 (g_{yy})^{-1} A_y) + \tilde{\nabla}^\alpha A_\alpha\right] = 0,
$$

$$
\left[(g_{xx})^{-1}\partial_\mu \partial^\mu + \tilde{\nabla}_\alpha \tilde{\nabla}^\alpha\right] A_y - \partial_y \left[(g_{xx})^{-1}\partial_\mu A^\mu + \tilde{\nabla}^\alpha A_\alpha\right] = 0,
$$

$$
\left[(g_{xx})^{-1}\partial_\mu \partial^\mu + y^{-3} \partial_y (y^3 (g_{yy})^{-1} \partial_y) + \tilde{\nabla}_\alpha \tilde{\nabla}^\alpha\right] A_\delta
$$

$$
- \partial_\delta \left[(g_{xx})^{-1}\partial_\mu A^\mu + y^{-3} \partial_y (y^3 (g_{yy})^{-1} A_y) + \tilde{\nabla}^\alpha A_\alpha\right]
$$

$$
- C'_4 \tilde{g}_{\delta\alpha} \varepsilon^{\alpha\beta\gamma} \partial_\beta A_\gamma = 0,
$$

each of which has to be satisfied for a particular ansatz. For the components $(A_\mu, A_y, A_\alpha)$, the first two should transform under SO(4)$_{\pm 67}$ as scalars, while the last should transform as a vector.
and accordingly be built up from vector spherical harmonics. The simplest choice is \( \hat{\nabla}^\alpha Y^\ell \), which transforms in the \( (\ell, \ell) \). The other two possibilities are \( Y^\ell_\alpha \), which transform in the \( (\frac{\ell+1}{2}, \frac{\ell+1}{2}) \) and obey

\[
\hat{\nabla}^2 Y^\ell_\alpha - 2 \delta_\alpha^\beta Y^\ell_\beta = -(\ell + 1)^2 Y^\ell_\alpha,
\]

\[
\varepsilon_{\alpha\beta\gamma} \hat{\nabla}_\beta Y^\ell_\gamma = \pm (\ell \pm 1) Y^\ell_\alpha,
\]

\[
\hat{\nabla}^\alpha Y^\ell_\alpha = 0.
\]

The modes containing \( Y^\ell_\pm \) should not mix with the others since they are in a different representations. The following types of solutions can be obtained:

\[
\text{Type I} \pm \quad A_\alpha = \phi_\pm(y) e^{ikx} Y^\ell_\alpha, \quad A_\mu = A_y = 0, \quad (3.22a)
\]

\[
\text{Type II} \quad A_\mu = \xi_\mu \phi_{II}(y) e^{ikx} Y^\ell, \quad A_y = A_\alpha = 0, \quad k_\mu \xi^\mu = 0, \quad (3.22b)
\]

\[
\text{Type III} \quad A_y = \phi_{III}(y) e^{ikx} Y^\ell, \quad A_\alpha = \phi_{III}(y) e^{ikx} \hat{\nabla}_\alpha Y^\ell. \quad (3.22c)
\]

Type II and III come from recognising that in the gauge \( \partial_\mu A^\mu = 0 \), \( A_\mu \) does not appear in (3.17) and (3.18), and can therefore be treated independently. Kruczenski et al. argue that modes not satisfying the gauge condition are either irregular or have a polarisation parallel to the wave vector \( k \); i.e. can be brought to the gauge \( \partial_\mu A^\mu = 0 \).

The simplest radial equation arises from the ansatz II,

\[
\left[ \partial_y^2 + \frac{3}{y} \partial_y + \frac{\hat{M}_{II}^2}{(1+y^2)^2} - \frac{\ell(\ell + 2)}{y^2} \right] A_\alpha = 0.
\]

Up to the polarisation vector, this is the same equation as (3.9) and therefore produces a degeneracy of the mass spectrum,

\[
\hat{M}_{II}^2 = \hat{M}_s^2 = 4(n + \ell + 1)(n + \ell + 2), \quad n, \ell \geq 0,
\]

with the same conformal dimension \( \Delta = \ell + 3 \).

For type III and I\( \pm \), an analogous calculation yields the mass formulae and conformal dimensions of the corresponding UV operators,

\[
\hat{M}_{III}^2 = 4(n + \ell + 1)(n + \ell + 2), \quad \Delta = \ell + 3 \quad \ell \geq 1,
\]

\[
\hat{M}_{I\pm}^2 = 4(n + \ell)(n + \ell + 1), \quad \Delta = \ell + 1 \quad \ell \geq 1,
\]

with \( n \geq 0 \) in all cases.

The full mesonic mass spectrum is given in Table 5, were the Dirac fermions needed to fill the states into massive \( \mathcal{N} = 2 \) supermultiplets have been added. Since the SU(2)\( _L \) group commutes with the supercharges, all states in the same supermultiplet should be in the same representation with respect to the left quantum number. Indeed redefining \( \ell \) in such a manner that the SU(2)\( _L \) representations are the same also makes the mass coincide. This argument cannot be applied to the right quantum number, for the supercharges are not singlets under the \( R \)-symmetry. (Although the spectrum is symmetric under swapping the rôles of the left and right group, which corresponds to considering an anti-D7-brane, that is the opposite sign in front of the Wess–Zumino term.)

### 3.4 Operator Map

As has been seen, the fluctuation modes of the D7-brane organise themselves in \( \mathcal{N} = 2 \) multiplets, which are made of a chiral primary field and descendants. The mode with highest SU(2)\( _R \) quantum
### Particle Content

| Type          | SU(2)$_R$ | U(1)$_R$ | $\Delta - \ell$ |
|---------------|-----------|----------|-----------------|
| 1 scalar (I-) | \(\ell + \frac{2}{2}\) | 2        | \(\ell \geq 0\) | 2  |
| 2 scalars (s) | \(\frac{\ell}{2}\)       | 0        | \(\ell \geq 0\) | 3  |
| 1 vector (II) | \(\frac{\ell}{2}\)       | 0        | \(\ell \geq 0\) | 3  |
| 1 scalar (III) | \(\frac{\ell}{2}\)       | 0        | \(\ell \geq 1\) | 3  |
| 1 scalar (I+) | \(\frac{\ell - 2}{2}\)   | 0        | \(\ell \geq 2\) | 4  |
| 1 Dirac (F1)  | \(\frac{\ell + 1}{2}\)   | 1        | \(\ell \geq 0\) | \(\frac{5}{2}\) |
| 1 Dirac (F2)  | \(\frac{\ell - 1}{2}\)   | 1        | \(\ell \geq 1\) | \(\frac{9}{2}\) |

Table 5  Mesonic Spectrum in AdS$_5 \times S^5$. The Dirac fermions are deduced from Supersymmetry. $\Delta$ is the conformal dimension of the corresponding UV operator and the representations have been shifted to have the same SU(2)$_L$ spin and therefore the same mass $\tilde{M}^2 = 4(n + \ell + 1)(n + \ell + 2)$, $n \geq 0$.

number is the scalar of type (I-). The choice of the corresponding primary operator is restricted by the requirement of containing exact two hypermultiplet fields in the fundamental representation, being in the same representation \((\frac{\ell}{2}, \frac{\ell + 2}{2})_0\) and having conformal dimension \(\Delta = \ell + 2\). For \(\ell = 0\) this merely admits the unique combination

$$\mathcal{O}^I = \psi^a \sigma^I_{\alpha\dot{\beta}} \bar{\psi}^\dot{\beta},$$

with the Pauli matrices $\sigma^I$. The higher chiral primary in the Kaluza-Klein tower, can be obtained by including the adjoint operators obtained a the subset $Y^{4,5,6,7}$ of the six adjoint scalars of the $\mathcal{N} = 4$ multiplet by traceless symmetrisation,$^{12}$

$$\chi_\ell = Y^{(i_1, \ldots, i_\ell)}.$$  

The operators $\chi_\ell$ transforms under SU(2)$_L \times SU(2)_R \times U(1)_R$ as \((\frac{\ell}{2}, \frac{\ell + 2}{2})_0\), which in the combination

$$\mathcal{O}_I^I = \psi \chi_\ell \sigma^I \bar{\psi},$$

gives a \((\frac{\ell}{2}, \frac{\ell + 2}{2})_0\) of conformal dimension $\Delta = \ell + 2$. The other operators can be obtained from acting with supercharges on those chiral primaries.

### 4 First Deformation: Geometry

#### 4.1 Chiral Symmetry Breaking

While much progress has been made in the sector of AdS/CFT correspondence, it has proved difficult to find a realistic holographic dual of QCD. There are many reasons, which range from practical—working with ten-dimensional supergravity equations—to principle: The ultraviolet (UV) regime is weakly coupled, which corresponds to strong coupling (large curvature) on the AdS side and hence the requirement of quantising string theory on that background. Furthermore models discussed so far contain only one scale and cannot provide a separation of supersymmetry (SUSY) breaking and confinement scale $\Lambda_{QCD}$.

$^{12}$ The four scalars belong to the $\mathcal{N} = 2$ hypermultiplet.
Despite those obstacles AdS/CFT correspondence has been remarkably successful in capturing many aspects of QCD. In this Chapter, such an aspect will be the important feature of chiral symmetry breaking, which shall be described holographically. Since supersymmetry prohibits chiral symmetry breaking as a non-vanishing chiral VEV violates D-flatness, the background geometry has to be deformed in such a way that SUSY is broken. At the same time it is desirable not to lose contact to the well tested framework of AdS/CFT. It is therefore crucial to look at a geometry that in the ultraviolet approaches AdS$_5 \times S^5$.

Here this will be achieved by preserving in the whole space time an SO(1, 3) × SO(6) isometry. There are two IIB supergravity backgrounds in the literature \cite{46, 40, 39}, which satisfy this condition. The implications of the background by Constable–Myers \cite{46} have been studied in \cite{86}. Here the focus shall be on the background found by Kehagias–Sfetsos and (independently) Gubser.

In analogy to the undeformed case of the previous Chapter, a D7-brane embedding parallel to the D3s will be considered and its scalar and vector fluctuations be studied. By diagonalising the fields, the discussion of multiple D7-branes reduces to several identical copies of the single brane case and has therefore no impact on the mass spectrum. There is however the important difference that a D7-brane stack admits non-trivial gauge configurations such that the Wess–Zumino term $C_A \wedge F \wedge F$ can contribute. The effect of non-trivial $F \wedge F$ will be studied in the next Chapter, the Wess–Zumino term will be assumed to vanish for now and an Abelian Dirac–Born–Infeld action (DBI) can safely be considered therefor.

As has been explained in Section 2.5, the quark mass $m_q$ and chiral quark condensate $c$ form the source/VEV pair that is described by the UV values of scalar fields on the brane. (Which in the string picture describe the transversal position of the brane.) In the supersymmetric scenario, the only solutions that have a field theoretic interpretation require $c = 0$ for all $m_q$. In particular, this implies that there is no chiral quark condensate in the limit $m_q \to 0$ and no dynamical chiral symmetry breaking, hence. Basically the problem is that in terms of geometry a chiral condensate corresponds to a brane bending outward and behaving irregular towards the interior of AdS. Since the radial direction of the AdS space corresponds to the energy scale in the field theory, such a bending means that the field theory flows to the IR and comes back as is shown (“Bad”) in Figure 3. Clearly this is an unphysical behaviour. The effect of the deformed background is that the D7-brane experiences attraction from the singularity and bends inward compensating the effect of the boundary value $c$. This compensating is highly sensitive to the exact value of the chiral condensate as a function of the quark mass, which completely fixes the functional dependence.

In the previous Chapter, it was explained how adding D7-branes to the AdS/CFT correspondence breaks the SO(6)$_{4567} \simeq SU(4)_R$ isometry of the six D3 transversal coordinates to an SO(4)$_{4567} \times$ SO(2)$_{89}$ isometry, which corresponds to SU(2)$_L \times$ SU(2)$_R \times U(1)_R$, with SU(2)$_R \times U(1)_R$ the R-symmetry group of the $\mathcal{N} = 2$ superconformal Yang–Mills theory.\footnote{To be precise, the SO(2)$_{89}$ corresponds to the U(1)$_A$ axial symmetry, while the U(1)$_R$ R-symmetry is diag[SU(2)$_{15} \times$ SO(2)$_{67} \times$ SO(2)$_{89}$]. Breaking of SO(2)$_{89}$ implies breaking of the axial and R-symmetry simultaneously.} Giving a mass to the $N = 2$ hypermultiplet corresponds to separating the two brane stacks and breaking the conformal symmetry. This has two effects: On the field theory side, the breaking of conformal symmetry reduces the R-symmetry to SU(2)$_R$, on the supergravity side it breaks the rotational invariance in the 8,9-plane associated to the U(1)$_R$. Now this breaking acquires an additional interpretation in the limit $m_q \to 0$, where this U(1) is present in the UV, but is broken dynamically by the branes bending away from the symmetry axis, cf. Figure 4: The symmetry spontaneously broken by the chiral condensate is the U(1)$_A$ axial symmetry.

Since determining the chiral symmetry breaking behaviour is equivalent to finding correct D7-brane embeddings, one may go one step further and also find fluctuations about these embeddings, which corresponds to meson excitations in the correct field theoretic vacuum. For vanishing
Fig. 3  Possible solutions for the D7 embeddings. The half circles correspond to constant energy scale $\mu$. The “bad” solution cannot have an interpretation as a field theoretic flow. The “ugly” solution hits the singularity (filled circle at the centre) and can thus not be relied on. (Plot taken from [86])

Fig. 4  Spontaneous breaking of the $U(1)_A$ symmetry, which rotates (circle) the 8,9-plane, by the zero quark mass solution. Zero quark mass means that the asymptotic separation between the brane embedding and the $y$-axis (large axis) vanishes. Non-vanishing quark mass means explicit and thereby not spontaneous symmetry breaking.
quark mass, the bilinear quark condensate breaks the axial symmetry spontaneously and the associated meson becomes massless providing a holographic version of the Goldstone theorem.

It should be noted that the explicit breaking of the $\text{U}(1)_A$ by an instantonic anomaly, which in QCD is responsible for the $\eta'$ to be heavy, is suppressed in the large $N_c$ limit. In that sense the holographic $\eta'$ is more similar to a Pion even though it is not related to the breaking of the chiral $\text{SU}(N_f)_L \times \text{SU}(N_f)_R$ to its diagonal subgroup. Therefore in particular for comparison with experimental data the Pion mass is a more appropriate choice.

This Chapter is organised as follows. First, the Dirac–Born–Infeld (DBI) action and the equations of motion describing the D7-brane embedding and fluctuations about the vacuum solution will be derived. Then the background by Gubser, Kehagias–Sfetsos (GKS) will be shortly reviewed and transformed into a convenient coordinate system. The undeformed supersymmetric scenario will be compared with a numerical evaluation of the chiral symmetry breaking and meson spectrum in the dilaton deformed background. Additionally, the behaviour of strongly radially excited mesons will be discussed.

4.2 DBI to Quadratic Order

Consider the diagonal background metric
\[
ds^2 = g_{xx}(y,z) dx_{1,3}^2 + g_{yy}(y,z)(dy^2 + y^2 d\Omega_3^2) + \hat{g}_{zz}(y,z)(dz^2 + z^2 d\theta^2),
\]
which may be written as
\[
g_{(10)} = \text{diag}(g_{xx} 1_{1,3}, g_{yy}, g_{yy} y^2 \hat{g}_{\alpha\beta}; \hat{g}_{zz}, \hat{g}_{\theta\theta}),
\]
where $\hat{g}_{\alpha\beta}$ is the metric on the unit three sphere, and it holds
\[
\hat{g}_{\theta\theta} = z^2 \hat{g}_{zz}.
\]
In the case $g_{yy} = \hat{g}_{zz}$, the radial direction of the warped $\text{AdS}$ space can be expressed as $r^2 = y^2 + z^2 = \tilde{y}^2 + \tilde{z}^2$ with $y, \Omega_3 \mapsto \tilde{y}^5, \ldots, \tilde{y}^7$ and $z, \theta \mapsto \tilde{z}^8, \tilde{z}^9 = z \cos \theta$ a transformation from respectively spherical or polar to Cartesian coordinates.

Choosing static gauge,
\[
x^0, \ldots, 3 = \xi^0, \ldots, 3, \quad y^4, \ldots, 7 = \xi^4, \ldots, 7, \quad z^8, \ldots, 9 = \phi^8, 9(\xi^0, \ldots, 7),
\]
the DBI action in Einstein frame for a D7-brane in this background is given by
\[
S = \int d^4x \, dy \, d\Omega_3 \, \sqrt{-g} \, e^\varphi \left[ 1 + \hat{g}_{zz} g^{ab} (\partial_a \Phi)(\partial_b \bar{\Phi}) + \frac{1}{2} e^{-\varphi} F_{ab} F^{ab} \right]^\frac{1}{2},
\]
where expansion to second order in the scalar fields $\Phi, \bar{\Phi} = \phi^9 \pm i \phi^8$ and field strength has been performed. The remaining determinant is
\[
\sqrt{-g} = y^3 \sqrt{\hat{g}} (g_{xx} g_{yy})^2.
\]

4.3 Quadratic Fluctuations

Expanding an action
\[
S = \int d^8 \xi \, \mathcal{L}(\phi^i, \partial_\phi \phi^i)
\]
into small fluctuations $\delta \phi^i$ around a solution $\phi_0$ of the Euler–Lagrange-equations yields

$$\phi^i = \phi_0^i + \varepsilon \delta \phi^i,$$

$$S = \int d^8 \xi \mathcal{L}_0 + \frac{1}{2} \varepsilon^2 \left[ \frac{\partial^2 \mathcal{L}}{\partial (\partial_a \phi^i)(\partial_b \phi^j)} \right] \partial_a \delta \phi^i (\partial_b \delta \phi^j).$$

(4.9)

Note that the above statement is merely the Legendre criterion for an extremal solution of a variational principle, which is a minimum if the parenthesized expression above is positive definite.

In accordance with the previous Chapter, where dependence on $x$ was associated to massive excitations and dependence on the spherical coordinates $\omega_3$ gave rise to Kaluza–Klein states, the embedding of the D7 that forms a ground state should only depend on the radial direction $y$. For fluctuations about a vacuum solution $\phi_0 = \phi_0(y)$, $F_0^{ab} = 0$, the quadratic expansion in scalar and vector fluctuations yields

$$S = \int d^4 x \, dy \, d\Omega_3 \sqrt{-g} e^{\varphi} \sqrt{1 + |\phi_0(y)|^2} \left[ 1 + \frac{1}{2} \left( g^{\alpha \beta} g_{ij} \frac{(\partial_a \phi_0^i)(\partial_b \phi_0^j)}{1 + |\phi_0(y)|^2} \right)
- \frac{1}{2} \left( g^{\alpha \beta} g_{ij} \frac{(\partial_a \phi_0^i)(\partial_b \phi_0^j)}{1 + |\phi_0(y)|^2} \right)^2 + \frac{1}{4} \frac{F_{ab} F^{ab}}{1 + |\phi_0(y)|^2} \right].$$

(4.10)

with

$$\sqrt{-g} = g^{1/3}(g_{xx} g_{yy})^{2/3} \sqrt{g},$$

$$|\phi_0(y)|^2 := g_{ij} g^{ab} (\partial_a \phi_0^i)(\partial_b \phi_0^j),$$

and $F_{ab} F^{ab}$ expressed solely in terms of fluctuations $\delta A_m$ about the trivial background $A_m \equiv 0$.

For numerics, expressing the scalar fluctuations in terms of Cartesian fields $z^6, z^9$ has some advantages. From the field theoretic point of view, expressing the fluctuations in polar coordinates $z^6 = z^9 + iz^8$ is more natural, because the fluctuations of the pseudo-Goldstone mode correspond then exactly to rotations of the $U(1)_A$. Since both approaches yield the same results due to the infinitesimal nature of the fluctuations, the polar coordinate formulation will be chosen here.

For $\Phi = z e^{i\sigma}$, $z = z_0(y) + \delta \sigma (\hat{x}, \hat{y})$ and $\theta = 0 + \delta \pi (\hat{x}, \hat{y})$, expansion of the DBI action to quadratic order in the fluctuations yields

$$S = \int d^4 x \, dy \, d\Omega_3 \sqrt{-g} e^{\varphi} \sqrt{1 + z_0'(y)^2} \left[ 1 + \frac{1}{2} \left( g^{ab} g_{ij} (\partial_a \phi_0^i)(\partial_b \phi_0^j) + g^{ab} \hat{g}_{zz} (\partial_a \delta \pi)(\partial_b \delta \pi) + g^{ab} \hat{g}_{zz} (\partial_a \delta \pi)(\partial_b \delta \pi) \right) \right]$$

$$- \frac{1}{2} \left( g^{ab} \hat{g}_{zz} (\partial_a z_0)(\partial_b z_0) \right)^2 + \frac{1}{4} \frac{F_{ab} F^{ab}}{1 + z_0'(y)^2} \right],$$

(4.12)

where $(z_0')^2 = \hat{g}_{zz} g^{yz} (\partial_y z_0)^2$.

---

14 In particular, the excitation number $n$ of the meson tower (3.12) corresponds to the number of zeros of the solution to the radial equation (3.10), which provides a good check whether a meson solution was accidentally skipped.
4.4 Equations of Motion

4.4.1 Vacuum

From (4.12) by setting $\delta \sigma = \delta \pi = 0$, the equation describing the D7 embedding in terms of $z_0(y)$ is obtained,

$$
\frac{d}{dy} \left[ g^{yy} g_{zz} \mathcal{F}(y, z_0) \right] \frac{z_0'(y)}{\sqrt{1 + z_0'(y)^2}} = g^{yy} g_{zz} \sqrt{1 + z_0'(y)^2} \frac{\partial}{\partial z_0} \mathcal{F}(y, z_0),
$$

$$
(4.13)
$$

4.4.2 Pseudoscalar Mesons

The pseudoscalar mesons correspond to fluctuations along the $U(1)_A$ and—as shall be seen below—become massless for vanishing quark mass. They are thus (pseudo-) Goldstone bosons, which become true Goldstones for $m_q \to 0$. Their equations of motion are

$$
\frac{\partial}{\partial a} \left[ \sqrt{\left| g_{\ell \ell} \right|} \left( \hat{g}_{\theta \theta}^{-1} g_{aa} \partial_{a} \delta \pi \right) \right] = 0,
$$

$$
(4.14)
$$

which for the ansatz $\delta \pi = \delta \pi(y) e^{ikx} Y^\ell(S^3)$ and $M_\pi^2 = -k^2$ read

$$
\frac{\sqrt{1 + z_0'(y)^2}}{\mathcal{F}} \partial_y \left[ \mathcal{F} \frac{g^{yy} \hat{g}_{\theta \theta}}{\sqrt{1 + z_0'(y)^2}} \partial_y \delta \pi \right]
$$

$$
+ \left[ M_\pi^2 \hat{g}_{\theta \theta} g^{xx} - \ell(\ell + 2) \frac{\hat{g}_{\theta \theta} g^{yy}}{y^2} \right] \delta \pi = 0,
$$

$$
(4.15)
$$

with the same shorthand $\mathcal{F}$ as in (4.13).

4.4.3 Scalar Mesons

These correspond to fluctuations in the radial direction transverse to the $U(1)_A$. The equations of motion for the scalar mesons are

$$
\frac{\partial}{\partial a} \left[ \sqrt{\left| g_{\ell \ell} \right|} \mathcal{F}(y, z_0) \right] \frac{\hat{g}_{zz} g^{ab} \partial_{b} \delta \sigma}{\sqrt{1 + z_0'(y)^2}} = \partial_y \left[ \sqrt{\left| g_{\ell \ell} \right|} \mathcal{F}(y, z_0) \frac{\hat{g}_{zz} g^{yy} (\hat{g}_{zz} g^{yy} z_0'(y)^2) (\partial_y z_0)^2 \partial_y \delta \sigma}{\sqrt{1 + z_0'(y)^2}} \right],
$$

$$
(4.16)
$$

which for the ansatz $\delta \sigma = \delta \sigma(y) e^{ikx} Y^\ell(S^3)$ and $M_\sigma^2 = -k^2$ become

$$
\frac{\sqrt{1 + z_0'(y)^2}}{\mathcal{F}} \partial_y \left[ \mathcal{F} \frac{\hat{g}_{zz} g^{yy}}{\sqrt{1 + z_0'(y)^2}} \left( 1 - \frac{\hat{g}_{zz} g^{yy} z_0'(y)^2}{1 + z_0'(y)^2} \right) \partial_y \delta \sigma \right]
$$

$$
+ \left[ \hat{g}_{zz} g^{xx} M_\sigma^2 - \ell(\ell + 2) \frac{\hat{g}_{zz} g^{yy}}{y^2} \right] \delta \sigma = 0.
$$

Again it holds $\mathcal{F}(y, z_0) = e^{y^3 (g_{xx} g_{yy})^2}$.

4.4.4 Vector Mesons

In accordance with Section 3.3.2, vector mesons can be obtained from the D7-brane gauge fields whose equations of motion are

$$
\frac{\partial}{\partial a} \left[ \frac{\sqrt{\left| g_{\ell \ell} \right|} (g_{xx} g_{yy})^2}{\sqrt{1 + z_0'(y)^2}} F_{ab} \right] = 0
$$

$$
(4.18)
$$
for solutions with no components on the $S^3$, $\delta A_\alpha = 0$. The ansatz $\delta A_\nu = \xi_\nu \delta \rho(y) e^{ik\cdot x} \gamma^\nu(S^3)$, where the polarisation vector $\xi_\nu$ satisfies $k_\mu \xi_\mu = 0$, yields

$$\sqrt{1 + z_0'(y)^2} \frac{\partial_y}{y^3(g_{xx} g_{yy})^2} \frac{\partial_y \left[ \frac{y^3 g_{xx} g_{yy}}{\sqrt{1 + z_0'(y)^2}} \partial_y \delta \rho \right]}{\sqrt{1 + z_0'(y)^2}} + \left[ (g_{xx})^2 M^2 - \ell(\ell + 2) \frac{y^2}{y^2} \right] \delta \rho = 0.$$  

(4.19)

4.5 Backgrounds

4.5.1 AdS$_5 \times S^5$

In this Section, it is demonstrated that the holographic description of the undeformed, supersymmetric case [24] shows no chiral symmetry breaking. To describe the field theoretic vacuum, the embedding should neither depend on $x$, which gives rise to a massive excitation, nor on the coordinates of the internal $S^3$, which gives rise to Kaluza–Klein states. Using the $SO(2)_{89}$ symmetry, one may choose the coordinate system such that the embedding is simply $z_9 = z_0(y)$.

Then the linearised equation of motion (3.10) is given by

$$\left[ \partial_y^2 + \frac{2}{y} \partial_y \right] z_0(y) = 0$$  

(4.20)

with $\tilde{M} = \ell = 0$. The full (as opposed to only asymptotic) solutions are of the form

$$z_0(y) = m + cy^{-2},$$  

(4.21)

with the conformal dimension of the dual operator $\bar{\psi}\psi$ given by $\Delta = \ell + 3 = 3$. For $c = 0$, this is the constant embedding chosen by Kruczenski et al. [24] and presented in the previous Chapter. For $c \neq 0$, the solution diverges when approaching the centre $y \to 0$ of the D7-branes. This by itself is still a valid D7-brane embedding in the supergravity sense. However, it does not have an interpretation as a field theoretic renormalisation group flow, because the D7-brane embedding cannot be expressed as a (one-valued) function of the radial variable $r^2 = y^2 + z_0(y)^2$, which corresponds to the energy scale. This is also depicted as the “bad” solution in Figure 3.

4.5.2 GKS Geometry

A particular solution to the type IIB supergravity equations of motion (4.1) that preserves $SO(1, 3) \times SO(6)$ isometry was found by Gubser [40] (and independently by Kehagias–Sfetsos [39]), who chose an appropriate warped diagonal ansatz for the metric, a Freund–Rubin ansatz for the five-form flux and took only the dilaton as a non-constant supergravity field with a radial dependence.

The solution presented in [40, 39] takes the form

$$dx_{10}^2 = e^{2\sigma} dx_{1,3}^2 + \frac{L^2 d\sigma^2}{1 + B^2 e^{-2\sigma}} + L^2 d\Omega_5^2,$$  

(4.22)

$$\varphi - \varphi_0 = \frac{3}{2} \arcoth \sqrt{1 + B^{-2} e^{8\sigma}},$$  

(4.23)

---

15 Keep in mind that these are only solutions expanded to quadratic order. For the Abelian case one can do better, expand the determinant to all orders and keep the square root unexpanded. However, the outcome does not change.

16 In the original publication $B^2/24$ is used instead of $B^2$ to parametrise the deformation.
where due to \( \text{arcoth} \ x = \frac{1}{2} \ln \frac{x + 1}{x - 1} \) the dilaton \( \varphi \) may be written as
\[
\varphi - \varphi_0 = \sqrt{\frac{3}{8}} \ln \frac{\sqrt{1 + B^{-2} e^{8\sigma}} + 1}{\sqrt{1 + B^{-2} e^{8\sigma}} - 1}.
\] (4.24)

These coordinates are such that

- \( \text{IR} \quad \sigma \to -\infty \) singularity in the far interior,
- \( \text{UV} \quad \sigma \to +\infty \) boundary,

where there is a naked singularity in the infrared.

For calculating the meson spectrum in a background, it is more convenient to work in a coordinate system that brings the metric exactly to the \( \text{SO}(1, 3) \times \text{SO}(6) \) manifest form (4.1). This can be achieved by the coordinate transformation
\[
e^{2\sigma} = \sqrt{\frac{B}{2r_0^2}} r^2 \sqrt{1 - \frac{r_0^8}{r^8}},
\] (4.25)

which yields
\[
\begin{align*}
d s_{10}^2 &= g_{xx}(r) d x_{1,3}^2 + g_{yy}(r) (d r^2 + r^2 d \Omega_5^2), \\
g_{xx}(r) &= \frac{r^2}{L^2} \sqrt{1 - \frac{r_0^8}{r^8}}, \\
g_{yy}(r) &= g_{zz} = \frac{L^2}{r^2}, \\
\varphi - \varphi_0 &= \sqrt{\frac{3}{2}} \ln \frac{r^4 + r_0^4}{r^4 - r_0^4}.
\end{align*}
\] (4.26)

Note that additionally \( x \) has been rescaled such that \( g_{xx} \) reproduces the canonical normalisation of the asymptotic AdS that is approached for \( r \to \infty \) and \( r_0 \) is the minimum value of \( r \) where the infrared singularity resides.

For computations it is convenient to rescale the coordinates by \( r_0 \) such that effectively \( r_0 \to 1 \); i.e. all equations become independent of \( r_0 \). In this frame the quark mass is measured in units of \( r_0 T \), with \( T \) the string tension, and the meson mass in units \( L^{-2} r_0 \). As will be shown below, for large quark masses the supersymmetric results of the undeformed \( \text{AdS}_5 \times \text{S}^5 \) are reproduced, such that \( M \sim m_q \). Due to
\[
\frac{M L^2}{r_0} = \text{const.} \frac{(2\pi \alpha') m_q}{r_0}
\] (4.27)

the supersymmetric limit \( r_0 \to 0 \) allows direct identification of the numerical constant with that of equation (3.12). The situation is more complicated for the similar background of Constable–Myers, see Section 6.2.2, where by rescaling the deformation parameter cannot be entirely removed from the equations of motion, such that it also enters the numerical constant. Moreover in that background the units depend on the deformation parameter in such a way that it does not cancel in a relation similar to (4.27).

### 4.6 Chiral Symmetry Breaking in GKS

For (4.26), the equation of motion (4.13) for the vacuum solution \( z = z_0(y) \) is given by
\[
\frac{d}{dy} \left[ \frac{y^3 f}{1 + z_0^2(y)} \frac{z_0(y)}{z_0'} \right] = y^3 \sqrt{1 + z_0^2(y)} \frac{\partial}{\partial z_0} f,
\] (4.28)

\[
f = \frac{(r^4 + 1)^{(1+\Delta/2)}(r^4 - 1)^{(1-\Delta/2)}}{r^8}, \quad r^2 = y^2 + z_0(y)^2, \quad \Delta = \sqrt{6}.
\]
The constant $\Delta$ has been defined for convenient comparison to a background by Constable–Myers, cf. Chapter 6, and should not be mixed up with the conformal dimension.

Since the background (4.26) approaches AdS$_5 \times$ S$^5$ towards the boundary, it does not come as a surprise that the UV behaviour of $z_0(y)$ is given by $m_q + cy^{-2}$ with $m_q$ the quark mass and $c$ the bilinear quark condensate as in the supersymmetric case. In the infrared there are still two solutions of qualitatively different behaviour: One is divergent and cannot correspond to field theoretic vacuum therefore, the other approaches a constant. However, the infrared dynamics is modified such that the pair in the UV mixes while going to the IR. Whereas in the supersymmetric case the UV solution with $c = 0$ corresponded one-to-one to the regular behaviour in the IR, now for each value of $m_q$ there is only one value of $c$ such that the combined solution mixes into a regular one in the IR. Such regular solution have been determined numerically and are plotted in Figure 5. Each of the solutions is determined by a pair of quark mass and quark condensate. These pairs also determine the quark condensate as a function of the quark mass as is shown in Figure 6.

The possible outcomes for arbitrary combinations of $m_q$ and $c$ are depicted in Figure 3: The solution can hit the singularity (denoted “ugly”, since the supergravity approximation fails when coming to close to the singularity), the solution may diverge (denoted “bad”, because it cannot correspond to a field theoretic flow), or the solution may reach a constant value for the embedding coordinate $z_0(y)$ at $y = 0$, denoted “good”. In terms of the ambient space radial coordinate $r^2 = y^2 + z_0^2$ the D7-brane “ends” at $r = z_0(0)$ by the S$^3$ slipping from S$^5$ of the background and shrinking to zero size at a pole of the S$^5$, cf. Figure 2. There is a tachyon associated to this slipping mode, but its mass obeys (saturates) the Breitenlohner–Freedman bound [21] and does not lead to an instability hence.

One might however worry about regular solutions reaching the singularity. For the discussion of whether this may happen, it is advantageous to shift the point of view to the infrared.

Starting at a finite value in the IR, there has to be a unique flow to the UV, which fixes the correct combination of $m_q$ and $c$, since one also needs the IR-divergent solution to create arbitrary combinations of $m_q$ and $c$. As has been explained above, $z_0(0)$ sets the scale were the quarks
Fig. 6 The first plot shows the chiral condensate $\langle \bar{\psi}\psi \rangle$ as a function of the quark mass $m_q$ as determined by regularity requirements for the D7 embedding. For large quark mass $m_q$ the chiral condensate behaves like $c \sim \frac{1}{m_q}$ in accordance with predictions from effective field theory.
Fig. 7  Two solutions of the same quark mass and the zero quark mass solution (dashed) are depicted. The zero mass solution exactly avoids the region between the inner circle, which is the singularity, and dashed outer “shielding” circle. Of the two massive solutions, only the one with the larger action enters the shielded region, cf. fig. 8.

drop out of the dynamics. So one generically may expect that a large quark mass corresponds to a large value of $z_0(0)$. Starting at distances closer to the singularity generates solutions with smaller quark mass till one reaches a limiting solution at $z_0(0) \approx 1.38$ that corresponds to vanishing quarks mass. Going even closer to the singularity gives rise to a spurious negative quark mass. Due to the SO(2)$_{89}$ present, these solutions are in fact positive mass solutions with negative quark condensate, as can be seen by rotating around the $y$-axis, see Figure 4. This assigns two potentially valid solutions to each positive quark mass. However solutions that do not come closer to the singularity than the zero quark mass solution have a smaller potential energy $V = -\mathcal{L}$, cf. Figure 8, and are therefore physical. This realises some sort of screening mechanism preventing solutions from entering the region between the zero-quark mass solution and the singularity, cf. Figure 7. The physical solutions outside have a positive quark condensate.

Having established the conditions that determine the chiral condensate as a function of the quark mass—the result is plotted in Figure 5—the case $m_q = 0$ will be discussed in more detail now. $z_0(y) \equiv 0$ is obviously a solution of the equations of motion, which does however reach the singularity. To obtain a solution exhibiting chiral symmetry breaking behaviour, it is necessary to either start at a suitable value in the IR, thus forcing the solution to behave as desired, or to start with an infinitesimal deviation from $z_0 \equiv m_q = 0$ in the UV. This situation is analogous to calculations of the magnetisation in solid state physics, where spontaneous symmetry breaking is initiated by an arbitrarily small but non-vanishing external $B$ field.

The conclusion is that indeed spontaneous chiral symmetry breaking is observed in this geometry and one may wonder about the appearance of an associated Goldstone mode.

\footnote{The situation is to some extent analogous to asking which is the shortest route connecting two points on a sphere. The answer is a grand circle, which however also provides the longest straight route.}
The physical solutions have smaller energy and are farther from the singularity than the zero-mass solution.

4.7 Mesons

The meson spectrum is determined by finding regular and normalisable solutions to the equations of motion arising from fluctuations about the brane embedding. These equations, given in (4.15), (4.17) and (4.19), can be solved in analogy to the case of the embedding equation (4.13), which has been discussed in the previous Section. The solutions of the meson equations have a boundary behaviour of generic type $c_1 + c_2/y^2$. In contrast to the embedding solutions, where regularity fixed $c_2$ as a function of $c_1$, the fluctuations should always be normalisable, such that the solutions behave as $y^{-2}$ towards the boundary. The remaining overall factor $c_2$ is undetermined because the equations of motion are linear. The requirement of regularity in the infrared can then only be satisfied by a discrete set of values for the meson mass $M$, which determines the spectrum. The result for the lowest lying meson modes is depicted in Figure 9.

With these results it is possible to return to the question of a holographic realisation of Goldstone’s theorem. For the following discussion, it is important to keep in mind that the supergravity approximation in AdS/CFT correspondence implies being in the $N_c \to \infty$ limit, where the $U(1)_A$ axial symmetry is non-anomalous in the field theory. A look at the large $N_c$ limit of QCD, where the $\eta'$ becomes massless and thus a true Goldstone boson, inspires to look for the corresponding (pseudo-)Goldstone meson in this geometric setup.

A massless embedding with UV behaviour $z_0(y) \sim c y^{-2}$ restores the $U(1)_A \simeq SO(2)_{89}$ symmetry in the UV and therefore shows spontaneous symmetry breaking. In particular that means that the embedding solution $z_0 e^{i\theta_0}$, has an undefined angle $\theta_0$ at the boundary, which acquires an arbitrary value along the flow, picked out spontaneously by the dynamics. Clearly any fluctuation in the $\theta$ angle simply corresponds to a rotation into an—because of the presence of the $U(1)$—equivalent
but different value of $\theta_0$. Since these values are all equivalent, the fluctuation in the $\theta$ direction should be a flat direction in the potential and correspond to a massless meson.

When the $U(1)_A$ symmetry is explicitly broken in the UV by the quark mass ($z_0 \sim m_q + c(m_q) y^{-2}$), fluctuations in the angular direction do not rotate into an equivalent embedding and are therefore expected to become massive. Figure 9 shows that this holographic version of the Goldstone theorem is indeed realised. Furthermore beyond a certain quark mass, supersymmetry is restored and the meson masses become degenerate. For small quark mass, Figure 9(b), accordance with a prediction from effective field theory is found, the Gell-Mann–Oakes–Renner (GOR) relation

\[ M^2_\pi = \frac{m_q \langle \bar{\psi} \psi \rangle}{N_f f^2_\pi}. \]  

(4.29)

4.8 Highly Excited Mesons

In this Section inspired by a similar analysis in [41], the highly excited meson spectrum in the present background shall be investigated. In AdS/CFT this corresponds to considering mesons with large radial excitation number $n$. According to [42] the semi-classical approximation becoming valid in this limit gives rise to a restoration of chiral symmetry, because its breaking resulted from quantum effects at one-loop order which are suppressed for $S \gg \hbar$.

[41] found the rather generic behaviour

\[ M_n \sim n, \quad n \gg 1, \]  

(4.30)

for holographic duals of QCD-like theories. This is not in accordance with field theoretic expectations [43], which can be derived from simple scaling arguments: The length of the flux tube spanned between two ultra-relativistic quarks of energy $E = p = M_n/2$ is

\[ L \sim \frac{M_n}{\Lambda_{QCD}}, \]  

(4.31)

such that from the quasi-classical quantisation condition

\[ \int p \, dx \sim p L \sim \frac{M^2_n}{\Lambda_{QCD}} \sim n, \]  

(4.32)

one reads off

\[ M_n \sim \sqrt{n}. \]  

(4.33)

This is in contradiction to the results (4.30) and also the numerical results one obtains for the GKS background shown in Figure 10. However this behaviour was to be expected since it is also found in the analytic spectrum of Kruczenski et al.

A to some extent related question is whether the difference $\delta M_n$ of the scalar and pseudoscalar meson mass shows the right field theoretic behaviour, which has been predicted to be $|\delta M_n| \lesssim n^{-3/2}\Lambda_{QCD}$ with alternating sign for $\delta M_n$ [43].

While the analytic supersymmetric case fulfils this requirement trivially $\delta M_n = 0$, interestingly this seems not to be the case for the GKS background as can be seen in Figure 10. Actually $\delta M_n$ even could not be shown to vanish at all in the limit $n \to \infty$ implying that neither chiral symmetry nor supersymmetry is restored.

Having a closer look at the behaviour of such highly excited mesons, cf. Figure 11, one notices that the effect of large radial excitation is that the interior of the holographic space corresponding to the field theory’s infrared is probed more densely. This suggests that for highly excited mesons
Fig. 9  Plot (a) shows the lightest vector, scalar and pseudoscalar meson (in order of decreasing mass). While the scalar and vector meson retain a mass, the pseudoscalar meson becomes massless and therefore a true Goldstone boson in the limit $m_q \to 0$. Furthermore its mass exhibits a square root behaviour as predicted from effective field theory, plot (b). For large quark masses, supersymmetry is restored and the analytic SUSY result $M(n = 0, \ell = 0) = \frac{2m_q}{\pi^2} \sqrt{2}$ is reproduced (black straight line).
These plots show highly radially excited mesons for the \( m_q = 0 \) embedding (with \( r_0 = L = 1 \) for numerics). For the analytically solvable SUSY case, this corresponds to \( n \gg 1 \) and therefore \( M_{\text{KMMW}} = 2\sqrt{(n + \ell + 1)(n + \ell + 2)} \sim 2n \). While the proportionality to \( n \) is preserved in the deformed case, the overall slope of the SUSY case is different and has been adjusted by multiplying \( M_{\text{KMMW}} \) by 1.15 for comparison. The difference to this rescaled mass as depicted in plot (b) suggests that the mass of the scalar and pseudoscalar mesons is not degenerate in the limit of large excitations.
in such a holographic description infrared effects might indeed not be sufficiently suppressed. On the other hand it seems surprising that mass degeneracy is not restored contrary to the case of large quark mass, where the mesons end up in the supersymmetric regime and do become degenerate as has been demonstrated in Figure 9.

Currently the method for calculating the meson spectrum inherently requires expansion to quadratic order in fluctuations. It would certainly be interesting to extend this procedure to include higher order contributions and reexamine the question of whether at least restoration of mass degeneracy can be achieved in the limit of highly radial excitation.

5 Second Deformation: Gauge Fields

5.1 Introduction

In this Chapter the meson spectrum of the Higgs branch of the particular $\mathcal{N} = 2$ super-Yang–Mills (SYM) theory (5.3) that can be described by a D3/D7-brane system [20] in the framework of AdS/CFT correspondence [4, 5, 6] will be determined. The analogous calculations for the Coulomb branch can be performed analytically [24], see Chapter 3, and can be made contact to in the cases of zero and infinite Higgs vacuum expectation value (VEV).

The work presented here is intrinsically a generalisation of the D3/D7 system of Chapter 3 to the case of more than one D7 brane, which corresponds to having multiple quark flavours. In particular, an additional effect that goes beyond simply having multiple copies of the Abelian case is considered. On the supergravity side it arises from the Wess–Zumino term in the D7-brane action, allowing four-dimensional instanton configurations to be classical solutions of the D7-brane gauge fields. On the field theory side this corresponds to switching on a vacuum expectation value (VEV) for the fundamental hypermultiplet. The field theory is therefore on the Higgs branch.

In the following Sections, the dual field theory will be presented and the exact notion of “Higgs branch” (which actually is a mixed Coulomb–Higgs branch) will be clarified. A short review of the BPST instanton solution is given.

The equations of motions are derived that determine the vector meson spectrum, which is calculated numerically and discussed analytically in the limits of small and large Higgs VEV. Finally the operator dictionary is explained and the fluctuations corresponding to scalar mesons are shown to fall into the same supermultiplets.

5.2 Conventions

The main difference between this Chapter and the preceding ones is the use of a non-Abelian D7-brane action to extend the analysis of the SUSY D3/D7 system to the sector of two flavours ($N_f = 2$). Therefore, the introduction of non-Abelian gauge covariant derivatives

$$D_a = \partial_a + gA_a,$$

$$F_{ab} = \partial_a A_b - \partial_b A_a + g[A_a, A_b],$$

can no longer be avoided and in addition to the index conventions of Table 6, a few notations have to be established.

The indices $M, N, \ldots$ will also be used as SU(2) generator indices, with the convention $\varepsilon_{456} = 1$ and the Hermitean Pauli matrices

$$T_4 = i \sigma_1, \quad T_5 = i \sigma_2, \quad T_6 = i \sigma_3,$$

$$T_M T_N = i \varepsilon_{M N K} T_K, \quad \text{Tr} T_M T_N = 2 \delta_{M N},$$
Fig. 11  Pseudoscalar meson solution with excitation number $n = 49$; i.e. the solution plotted in (a) has 49 zeros. Most of them concentrate in the far IR, but the solution is still smooth close to the centre (b). Increasing the excitation number scans the IR in more detail, where scalar and pseudoscalar meson mass are different. Therefore it is not expected to find mass degeneracy when increasing $n$ further. (Note that Cartesian fluctuations as opposed to polar fluctuations in $z$ and $\theta$ have been plotted. The mass spectrum is independent of this choice.)
which allows to introduce the (anti-Hermitean) quaternion basis

\[ \sigma_{4,5,6,7} = (iT_{4,5,6}, \mathbb{1}) \]  

(5.1)

The reader shall be reminded that in this basis SO(4)_{4567} transformations of \( y^m \) can be also written as

\[ y^m \sigma_m \mapsto y^m U_L \sigma_m U_R, \]

(5.2)

with \( U_L \) and \( U_R \) elements of SU(2)_L and SU(2)_R respectively. Since the vector \((0,0,0,y^7)\) is invariant under transformations \( U_L = (U_R)^{-1} \), rotations in the first three coordinates SO(3)_{456} can be identified with the diagonal subgroup \( \text{diag}[SU(2)_L \times SU(2)_R] \).

### Table 6  Index Conventions

| Coordinates | 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 |
|-------------|---|---|---|---|---|---|---|---|---|---|
| D3          |   |   |   |   |   |   |   |   |   |   |
| D7          |   |   |   |   |   |   |   |   |   |   |
| x^{\mu,\nu} |   |   |   |   |   |   |   |   |   |   |
| y^{m,n}     |   |   |   |   |   |   |   |   |   |   |
| z^{i,j}     |   |   |   |   |   |   |   |   |   |   |
| y^M,N       |   |   |   |   |   |   |   |   |   |   |
| r           |   |   |   |   |   |   |   |   |   |   |
| y           |   |   |   |   |   |   |   |   |   |   |
| X^{a,b}     |   |   |   |   |   |   |   |   |   |   |
| X^{A,B}     |   |   |   |   |   |   |   |   |   |   |

5.3 Dual Field Theory

On the string theory side, the setup discussed here is that of a stack of D3-branes and a parallel stack of D7s. In the decoupling limit, this amounts to considering type IIB supergravity (SUGRA) on AdS_5 \times S^5 with \( N_f \) probe D7-branes, which is dual to an \( \mathcal{N} = 2 \) gauge theory obtained from coupling \( N_f \mathcal{N} = 2 \) hypermultiplets in the fundamental representation to \( \mathcal{N} = 4 \) SU(\( N_c \)) SYM [20].

In \( \mathcal{N} = 1 \) language the Lagrangian of the dual field theory is

\[ \mathcal{L} = \int d^4 \theta \text{Tr} \left( \Phi^i e^{2V} \Phi^i e^{-2V} + Q^i e^{2V} Q^i + \tilde{Q}_i e^{2V} \tilde{Q}_i \right) \]
\[ + \left[ \frac{1}{4g^2} \int d^2 \theta W_\alpha W^\alpha + \int d^2 \theta W + \text{c.c.} \right] \]  

(5.3)

where the chiral fields \( \Phi_{1,2,3} \) and the gauge field \( V \) build up the \( \mathcal{N} = 4 \) adjoint hypermultiplet, which in turn can be split into an \( \mathcal{N} = 2 \) adjoint hypermultiplet composed of \( \Phi_{1,2} \) and an \( \mathcal{N} = 2 \) adjoint gauge multiplet of \( V \) and \( \Phi_3 \). \( Q^i \) and \( \tilde{Q}_i \) are the \( N_f \) chiral fields that build up the \( \mathcal{N} = 2 \) fundamental hypermultiplet, and the superpotential is

\[ W = \text{Tr}(\epsilon_{IJ,K} \Phi_I \Phi_J \Phi_K) + \tilde{Q}_i (m_q + \Phi_3) Q^i. \]  

(5.4)
At finite $N_c$ this theory is not asymptotically free, and the corresponding string background suffers from an uncancelled tadpole. However, in the strict probe limit $N_f/N_c \to 0$, the contributions to the 't Hooft couplings $\beta$ function, which scale like $N_f/N_c$, are suppressed. Furthermore the dual AdS string background has no tadpole problem because the probe D7-branes wrap a contractible $S^3$. Although contractible, the background is stable, since the tachyon associated with shrinking the $S^3$ satisfies (saturates) the Breitenlohner–Freedman bound \[21\]. Moreover the AdS$^5 \times S^3$ embedding has been shown to be supersymmetric $[88]$.  

5.3.1 Higgs Branch

In terms of $\mathcal{N} = 2$ multiplets, the theory consists of an adjoint gauge and hypermultiplet, which form the $\mathcal{N} = 4$ hypermultiplet of $\mathcal{N} = 4 \text{SU}(N_c)\text{ SYM}$, and $N_f$ fundamental hypermultiplets. When the scalars of the latter acquire a VEV, the theory is on the Higgs branch.

While the scalars $\phi_{1,2}$ of the adjoint hypermultiplet independently may also have a VEV, VEVs of the $\mathcal{N} = 2$ gauge multiplet's scalar $\phi_3$ prohibit a VEV for the fundamental hypermultiplets. Refining the discussion for the components gives rise to the mixed Coulomb–Higgs branch. The superpotential in $\mathcal{N} = 1$ language is\[18\]

$$W = \text{Tr}(\epsilon_{IJK} \Phi_I \Phi_J \Phi_K) + \tilde{Q}_i (m_q + \Phi_3) Q^i,$$

with index $i$ enumerating the $N_f = 2$ hypermultiplets.

Assume that a small number $k$ of the components of $\phi_3$ obtain a VEV,

$$(\phi_3)_{N_c \times N_c} = 
\begin{pmatrix}
0 & & & \\
& \ddots & & \\
& & 0 & -v \\
& & & \ddots \\
& & & & -v
\end{pmatrix}, \quad (5.5)$$

which is dual to separating out $k$ D3-branes from the stack, and moreover that these VEVs are exactly such that some of the components of $m + \langle \phi_3 \rangle$ vanish, $v = m$, which is dual to the singled out D3-branes coinciding with the D7-branes. Then F-flatness conditions $\tilde{q}_i (\phi_3 + m) = (\phi_3 + m) q^i = 0$ permit the corresponding $2k$ components of the fundamental hypermultiplet to also acquire a non-vanishing VEV

$$(q^i)_{N_c \times 1} = 
\begin{pmatrix}
0 \\
\vdots \\
0 \\
\alpha^i_1 \\
\vdots \\
\alpha^i_k
\end{pmatrix}, \quad (\tilde{q}_i)_{1 \times N_c} = (0 \quad \ldots \quad 0 \quad \beta_{1i} \quad \ldots \quad \beta_{ki} ). \quad (5.6)$$

These VEVs, which are further constrained by additional F- and D-flatness conditions, are the string theory dual of the D3-branes that coincide with the D7-branes to be dissolved $[89]$ in the D7-branes and form instantons in the gauge fields of the D7s. This process is caused by the Wess–Zumino coupling $S_{WZ} \sim \int P[C_4] \wedge F \wedge F$. Note that the backreaction of the dissolved

---

\[18\] There are three adjoint $\mathcal{N} = 1$ chiral fields $\Phi_{1,2,3}$ with lowest components $\phi_{1,2,3}$ and one real field $V$, which forms an $\mathcal{N} = 2$ gauge multiplet with $\Phi_3$. The $N_f$ chiral fields $Q^i$ and $\tilde{Q}_i$ make up the $\mathcal{N} = 2$ fundamental hypermultiplet and have lowest components $q^i$ and $\tilde{q}_i$. 
D3-branes can only be neglected when their number \( k \) is small in comparison to \( N_c \). Specifically in this Chapter \( k = 1 \) will be assumed.

Taking into account the breaking of \( SU(2)_R \times SU(2)_f \) to its diagonal subgroup, which is mediated by the instanton configuration on the supergravity side, the structure of the VEVs is as follows

\[
(\phi_3)_{N_c \times N_c} = \begin{pmatrix} 0 & \cdots & 0 \\ \cdots & \ddots & \cdots \\ 0 & \cdots & -m \end{pmatrix}, \quad (q^i_\alpha) = \begin{pmatrix} 0 \\ \vdots \\ 0 \\ \varepsilon_{i\alpha}\Lambda \end{pmatrix},
\]

with \( \alpha = 1, 2 \) the \( SU(2)_R \) index and \( q_1 = q, q_2 = \tilde{q} \).

### 5.4 Supergravity

#### 5.4.1 Instantons

In Yang–Mills (YM) theories, instantons arise as finite action solutions from the semi-classical approximation to path integrals, which requires to find all solutions that minimise the Euclidian action. These solutions, (anti-)self dual gauge field configuration of arbitrary topological charge \( k \), can be found from a set of algebraic equations, the so-called ADHM constraints due to Atiyah, Drinfeld, Hitchin and Manin. These equations are non-linear and cannot be solved in general because of their complex structure, though there has been recent progress in AdS/CFT inspired large \( N_c \) considerations [90]. In particular the four dimensional ADHM constraints arise from D and F-flatness conditions of D\((p + 4)\)-branes probed by Dp-branes [91, 92].

Although the ADHM formalism works for all non-exceptional groups, the focus here will be on \( SU(N) \) theories in Euclidian space. Consider the following action,

\[
S = -\frac{1}{2} \int d^4 x \operatorname{Tr} F_{mn}^2 + i\theta k,
\]

with the topological charge and field strength

\[
k := -\frac{g^2}{16\pi^2} \int d^4 y \operatorname{Tr} F_{mn}^* F_{mn}, \quad k \in \mathbb{Z},
\]

\[
F_{mn} := \partial_m A_n - \partial_n A_m + g[A_m, A_n],
\]

\[
*F_{mn} := \frac{1}{2} \varepsilon_{mnpq} F_{ql}
\]

and anti-Hermitean gauge field \( A_m \) such that the covariant derivative reads \( D_m = \partial_m + gA_m \).

Instantons with negative topological charge, also known as anti-instantons, will not be considered here. The action is minimised by self dual solutions

\[
*F_{mn} = \pm F_{mn},
\]

\[
\Rightarrow S = -2\pi i k \tau \quad k > 0,
\]

with the complex coupling \( \tau = \frac{4\pi i}{g^2} + \frac{\theta}{2\pi} \).

The self-dual \( SU(2) \) instanton solution, also known as the Belavin–Polyakov–Shvarts–Tyupkin (BPST) instanton [93], is given by

\[
A_{\text{inst}}^m = g^{-1} \frac{2(y_m - Y_m)\sigma_{mn}}{(y - Y)^2 + \Lambda^2}, \quad F_{\text{inst}}^{mn} = g^{-1} \frac{4p^2\sigma_{mn}}{((y - Y)^2 + \Lambda^2)^2},
\]

with the instanton moduli \( \Lambda \) (size) and \( Y^m \) (position). The Lorentz generators are given by

\[
\sigma_{mn} = \frac{1}{4}(\sigma_m\sigma_n - \sigma_n\sigma_m), \quad \bar{\sigma}_{mn} = \frac{1}{4}(\bar{\sigma}_m\sigma_n - \bar{\sigma}_n\sigma_m),
\]
and it holds
\[ \sigma_{mn} = \frac{1}{2} \varepsilon_{mkl}\sigma_{kl}, \quad \bar{\sigma}_{mn} = -\frac{1}{2} \varepsilon_{mkl}\bar{\sigma}_{kl}. \] (5.15)

The above identification of gauge indices with vector indices expresses the instanton breaking the SU(2)_L × SU(2) to its diagonal subgroup, with SU(2)_L from the double covering group of the Euclidian Lorentz group SO(4) and SU(2) the gauge group.

The BPST instanton falls off slowly for large distances, which creates convergence problems of various integrals. A well known solution in the instanton literature is the use of a singular gauge transformation
\[ U(y) := \frac{\sigma_m(y - Y)^m}{|y - Y|}, \] (5.16)

which transforms the non-singular instanton solution to a singular one,
\[ A_n = g^{-1} \frac{2\Lambda^2(y - Y)_m\bar{\sigma}_{mn}}{(y - Y)^2[(y - Y)^2 + \Lambda^2]}, \] (5.17)

that has better large distance behaviour. This particular gauge transformation also associates SU(2)_R with the gauge group, such that (5.17) breaks the SU(2)_L × SU(2)_R × SU(2) to SU(2)_L × diag[SU(2)_R × SU(2)]. Note that also in the instanton literature a known consequence of (5.16) is the modification of boundary terms. Therefore consequences for the AdS/CFT dictionary are also to be expected.

### 5.4.2 D7-brane Action

As a reminder the AdS_5 × S^5 background as given in (3.1), (3.5) is
\[ ds^2 = H^{-1/2}(r) \eta_{\mu\nu} dx^\mu dx^\nu + H^{1/2}(r) (dy^2 + d\bar{z}^2), \] (5.18)

with
\[ H(r) = \frac{L^4}{r^4}, \quad y^2 = \bar{y}^2 + \bar{z}^2, \] (5.19)
\[ L^4 = 4\pi g_s N_c (\alpha')^2, \quad \bar{y}^2 = \sum_{m=4}^7 y^m y^m, \] (5.20)
\[ C_{\mu
u}^{(4)} = H^{-1}, \quad \bar{z}^2 = (z^8)^2 + (z^9)^2, \] (5.21)
\[ e^{\varphi} = e^{\varphi_\infty} = g_s. \] (5.22)

The constant embedding
\[ z^8 = 0, \quad z^9 = \tilde{m}_q \] (5.23)

defines the distance \( \tilde{m}_q = (2\pi\alpha') m_q \) between the D3 and D7-branes and therefore determines the mass \( m_q \) of the fundamental hypermultiplet.

Moreover it yields the induced metric (3.3)
\[ ds^2_{D7} = H^{-1/2}(r) \eta_{\mu\nu} dx^\mu dx^\nu + H^{1/2}(r) dy^2; \]
\[ r^2 = y^2 + (2\pi\alpha')^2 m_q^2, \quad y^2 = y^m y^m \] (5.24)
on the D7-brane.

At quadratic order, the non-Abelian DBI action \((2.31)\) and the Wess–Zumino term \((2.25)\) are respectively

\[
S_{\text{DBI}} = -\mu_7 \int d^{p+1} \xi \, \text{STr} \, e^{-\varphi} \sqrt{-\det G_{ab}} \left[ \frac{\lambda^2}{4} D_a \Phi_i D^a \Phi^i + \frac{\lambda^2}{4} F_{ab} F^{ab} \right]
\]

\[
= -\frac{T_7}{4} \int d^4 x \, d^4 y \, \text{Tr} \left[ -2 H(r) D_\mu \Phi D^\mu \bar{\Phi} + 2 D_m \Phi D_m \bar{\Phi} + H(r) F_{\mu \nu} F^{\mu \nu} + H^{-1}(r) F_{mn} F_{mn} \right],
\]

\[
S_{\text{WZ}} = T_7 \int \text{STr} \frac{\gamma^2}{2} P[C^{(4)}] \wedge F \wedge F
\]

\[
= T_7 \frac{\gamma^2}{4} \int \text{Tr} H^{-1}(r) F_{mn} \frac{1}{2} F_{rs} \, dx^0 \wedge \ldots \wedge dx^3 \wedge dy^m \wedge dy^n \wedge dy^r \wedge dy^s
\]

\[
= T_7 \frac{\gamma^2}{4} \int d^4 x \, d^4 y \, H^{-1}(r) \text{Tr} F_{mn} * F_{mn},
\]

where \(\Phi, \bar{\Phi} = \Phi^9 \pm i \Phi^8\), \(\gamma = 2 \pi \alpha'\) and the Hodge dual is \(* F_{mn} := \frac{1}{2} \epsilon_{mnr} F_{rs}\), with the epsilon symbol \(\epsilon_{4567} = 1\). All indices have been lowered and are now contracted with a Minkowski metric \(\eta_{ab} = (\eta_{\mu \nu}, \delta_{mn})\). This will be true for all subsequent expressions in this Chapter, providing a convenient framework for the discussion of solutions that are self-dual with respect to the flat metric \(\delta_{mn}\).

These solutions arise because there is a (known, cf. \([91, 92]\)) correspondence between instantons and the Higgs branch. The discussion in this thesis will be confined to quadratic order,\(^{19}\) where the DBI and Wess–Zumino term due to \(F_{mn} (F_{mn} - * F_{mn}) = 2 F_{mn} F_{mn}^*\) complement one another to yield

\[
S = -\frac{T_7}{4} \int d^4 x \, d^4 y \, \text{Tr} \left[ -2 H(r) D_\mu \Phi D^\mu \bar{\Phi} + 2 D_m \Phi D_m \bar{\Phi} + H(r) F_{\mu \nu} F^{\mu \nu} + 2 F_{mn} F_{mn} + 2 H^{-1}(r) F_{mn}^* F_{mn} \right],
\]

This action is extremised by the configuration

\[
F_{mn} = 0,
\]

\[
\Phi = \bar{m}_q, \quad F_{\mu \nu} = F_{mn} = 0,
\]

which is manifestly self-dual with respect to the D3-transversal flat metric \(\delta_{mn}\). The particular background configuration that will be investigated here,

\[
A_m = \frac{2 \Lambda^2 \sigma_{mn} y_n}{y^2 (y^2 + \Lambda^2)}, \quad A_\mu = 0, \quad \Phi_0 = \bar{m}_q,
\]

takes the singular gauge instanton \((5.17)\) as an ansatz for \((5.28)\) that brings the correct boundary behaviour for the AdS/CFT dictionary as will be seen below.

\(^{19}\) The explicit expanded form of the non-Abelian DBI action is only known to finite order, cf. \([94]\) for terms at sixth order. The existence of instanton solutions puts constraints on unknown higher order terms \([95, 96]\).
5.5 Meson Spectrum

Now the meson spectrum for fluctuations about the above background shall be calculated. Obviously there should be massless mesons corresponding to changes of the instanton moduli, size ($\Lambda$) and position (not explicit in the above ansatz, since the instanton is simply located at $y_m = 0$). These will be ignored and concentration will be instead on the more interesting fluctuations of the gauge fields and scalars. The simplest modes are vector fluctuations of type II, cf. eq. (3.22b), and scalar fluctuations, both in the same supermultiplet and in the the lowest representation of $SU(2)_L \times \text{diag}[SU(2)_R \times SU(2)_f]$. In particular this means that the fluctuations will be assumed to be independent of angular variables in the D3-transversal/D7-longitudinal coordinates; i.e. in the language of the analytically solvable scenario of Chapter 3: $\ell = 0$.

5.5.1 Vector Fluctuations

In accordance with the coordinate splitting $X_a = x_\mu, y_m$ performed in the action (5.27), fluctuations of the form $A := A - A_{\text{inst}}$ will be considered. The simplest ansatz for gauge fluctuation, which at the same time is most interesting due to describing vector mesons, is given by “Type II” fluctuation (3.22b) in the language of Kruczenski et al., see Chapter 3. This particular ansatz is non-trivial in the D3-longitudinal components only, such that the simplest non-Abelian choice is a singlet under $SU(2)_L$ and a triplet under $\text{diag}[SU(2)_R \times SU(2)_f]$. An obvious ansatz is given by

$$A_\mu = A_\mu^a, \quad A_m = A_{\text{inst}}^m. \quad (5.31)$$

The Euler–Lagrange equations

$$\partial_\mu \frac{\partial L}{\partial A_\mu^M} + \partial_m \frac{\partial L}{\partial A_m^M} - \frac{\partial L}{\partial A^M} = 0, \quad (5.32)$$

$$\partial_\mu \frac{\partial L}{\partial A_\mu^M} + \partial_m \frac{\partial L}{\partial A_m^M} - \frac{\partial L}{\partial A^M} = 0 \quad (5.33)$$

for the action (5.27) are

$$D_\mu (HF_{\mu\nu}) + D_m F_{m\nu} = 0, \quad (5.34)$$

$$D_\mu F_{\mu\nu} + 2D_m \left[H^{-1} F_{mn}\right] = 0. \quad (5.35)$$

To linear order the former becomes $\partial_\mu A_\mu = 0$, which is solved by $k_\mu \xi_\mu = 0$, while the latter reads

$$H \partial_\mu \partial_\nu A_\nu + \partial_m \partial_m A_\nu + g \partial_m \left[A_{\text{inst}}^m, A_\nu\right]$$

$$+ g \left[A_{\text{inst}}^m, \partial_m A_\nu\right] + g^2 \left[A_{\text{inst}}^m, [A_{\text{inst}}^m, A_\nu]\right] = 0, \quad (5.36)$$

which for the ansatz (5.30) yields

$$0 = \left[\frac{M^2 L^4}{(y^2 + (2\pi \alpha')^2 m_q^2)^2} - \frac{8\Lambda^4}{y^2 (y^2 + \Lambda^2)^2} + \frac{1}{y^4} \partial_y (y^4 \partial_y)\right] f(y), \quad (5.37)$$

where $M^2 = -k_\mu k_\mu$ in accordance with having chosen a Minkowski metric with mostly plus convention for contraction of flat indices.
For numerics it is convenient to join the two parameters quark mass and instanton size by rescaling according to
\[ \tilde{y} = \frac{y}{2\pi\alpha'm_q}, \quad \tilde{\Lambda} = \frac{\Lambda}{2\pi\alpha'm_q}, \quad \tilde{M}^2 = \frac{M^2L^4}{(2\pi\alpha'm_q)^2}, \] (5.38)
such that equation (5.37) becomes
\[ 0 = \left[ \frac{\tilde{M}^2}{(\tilde{y}^2 + 1)^2} - \frac{8\tilde{\Lambda}^4}{\tilde{y}^2(\tilde{y}^2 + \tilde{\Lambda}^2)^2} + \frac{1}{\tilde{y}^3}\partial_{\tilde{y}}(\tilde{y}^3\partial_{\tilde{y}}) \right] f(\tilde{y}). \] (5.39)

At large \( \tilde{y} \) (5.39) has two linear independent solutions whose asymptotics are given by \( \tilde{y}^{-w} \) with \( w = 0, 2 \). The normalisable solutions corresponding to vector meson states behave as \( \tilde{y}^{-2} \) asymptotically. From standard AdS/CFT correspondence, one expects \( w = \Delta \) and \( w = 4 - \Delta \), where \( \Delta \) is the UV conformal dimension of the lowest dimension operator with the quantum numbers of the vector meson. However, the kinetic term does not have a standard normalisation; i.e. the radial component of the Laplace operator appearing in the equation above is not (only) \( \partial_{\tilde{y}}^2 \), and consequently an extra factor of \( \tilde{y}^\alpha \), for some \( \alpha \), appears in the expected behaviour; so the exponents actually read \( w = \alpha + \Delta, \alpha + 4 - \Delta \). From the difference it is read off that \( \Delta = 3 \). The dimensions and quantum numbers are those of the SU(2)\(_f\) flavour current,
\[ J^b_{\mu} = -\tilde{\psi}^b \gamma_\mu \sigma^a_{ij} \tilde{\psi}^a_{+j} + \tilde{q}^a_{+i} \tilde{D}_\mu \sigma^a_{ij} q^a_{-j}, \] (5.40)
with \( \alpha \) the SU(2)\(_R\) index and \( i, j \) the flavour indices. This current has SU(2)\(_R\) \( \times \) SU(2)\(_L\) \( \times \) U(1) quantum numbers \((0, 0, 0)\).

The asymptotic behaviour of the supergravity solution is
\[ A^{\mu}_{b(a)}(x) = \xi^b(x) e^{ik \cdot x} f(\tilde{y}) \delta_{ab} \sim \tilde{y}^{-2} \langle a, \xi, k | J^\mu_b(x) | 0 \rangle, \] (5.41)
where \( J^\mu \) is the SU(2)\(_f\) flavour current and \( | a, \xi, k \rangle \) is a vector meson with polarisation \( \xi \), momentum \( k \), and flavour triplet label \( a \). Note that the index \( b \) in \( A^{\mu}_{b(a)} \) is a Lie algebra index, whereas the index \( (a) \) labels the flavour triplet of solutions.

The meson spectrum is numerically determined by a shooting technique using interval bisection to find the values \( \tilde{M}^2 \) that admit solutions to (5.39) that are regular \((c_2 = 0 \text{ for IR behaviour } c_1\tilde{y}^2 + c_2\tilde{y}^{-4})\) and normalisable \((c_1 = 0 \text{ for UV behaviour } c_1 + c_2\tilde{y}^{-2})\). The result for the lowest lying modes is shown in Figure 12.

In passing it is noted that the second term in (5.39), which comes from the \( g^2 \) term in the equation of motion (5.36), is roughly the instanton squared and up to numerical constants would have been \( y^2/(y^2 + \Lambda^2)^2 \) for the instanton in non-singular gauge. This contribution would have changed the UV behaviour of \( f(\tilde{y}) \) and therefore prohibited to make contact to the SUSY case in the limit of zero instanton size, where (5.36) can be solved analytically.

In the limit of infinite instanton size, one might expect the same spectrum since the field strength vanishes locally. This corresponds to infinite Higgs VEV in the field theory, which reduces the gauge group from SU\((N_c)\) to SU\((N_c - 1)\). This difference is negligible in the large \( N_c \) limit and one might expect to return to the origin of moduli space. However there is a non-trivial shift of the spectrum, which makes the flow from zero to infinite Higgs VEV not quite a closed loop as can be seen in Figure 12(b).

Since at both ends the analytic spectrum in reproduced, it should be possible to capture this behaviour in the equation of motion (5.36). Indeed a simultaneous treatment of both cases can be achieved by rewriting (5.36) in the suggestive form
\[ 0 = \left[ \frac{\tilde{M}^2}{(\tilde{y}^2 + 1)^2} - \frac{\ell(\ell + 2)}{\tilde{y}^2} + \frac{1}{\tilde{y}^3}\partial_{\tilde{y}}(\tilde{y}^3\partial_{\tilde{y}}) \right] f(\tilde{y}), \] (5.42)
(a) Regular solutions of (5.39) in arbitrary units for $\Lambda = 2\pi\alpha' m$

(b) Numerically determined meson masses.

**Fig. 12** Each dotted line represents a regular solution of the equation of motion, corresponding to a vector multiplet of mesons. Plot (a) shows the five regular solutions of (5.39) corresponding to the lightest meson masses in (b). The units on axis of ordinate in (a) are arbitrary because (5.39) is a linear equation. The vertical axis in (b) is $\sqrt{\lambda} M/m_q$ where $M$ is the meson mass, $\lambda$ the 't Hooft coupling and $m_q$ the quark mass. The horizontal axis is $v/m_q$, where $v = \Lambda/2\pi\alpha'$ is the Higgs VEV. In the limits of zero and infinite instanton size (Higgs VEV), the spectrum (grey horizontal lines) obtained analytically in Chapter 3 is recovered.
with $\ell = 0, 2$ for zero or infinite $\Lambda$ respectively.

This is the same equation (3.10) that was found for fluctuations about the trivial background $A^a = 0$, but $\ell$ was given rise to by excitations on the internal manifold. The ansatz was

$$A^\mu = \xi^\mu(k) e^{ik_{\nu}x^\nu} f(y) Y^\ell(S^3),$$

(5.43)

with $Y^\ell(S^3)$ the scalar spherical harmonics on $S^3$ transforming under $(\ell^2, \ell^2)$ representations of $SU(2)_L \times SU(2)_R$. [24] found that (5.42) can be solved analytically in terms of a hypergeometric function (3.12) parametrised by $n$ and $\ell$, which by regularity and normalisability become quantised and yield the discrete spectrum

$$\tilde{M}^2 = 4(n + \ell + 1)(n + \ell + 2), \quad n, \ell \geq 0.$$

(3.24)

For intermediate values of the instanton size, a flow connecting the analytically known spectra is expected and could be confirmed numerically, see Figure 12(b).

It remains to comment on how it is possible to continuously transform a spherical harmonic in the $(0, 0)$ of the unbroken $SU(2)_L \times SU(2)_R$ into one that transforms under the $(1, 1)$, while $SU(2)_L$ is unbroken along the flow. The solution to this puzzle is that the instanton in singular gauge does not vanish in the limit of large instanton size, while in non-singular gauge it does. So the spectrum at large instanton size is related to the one at zero instanton size exactly by the singular gauge transformation (5.16), which reads

$$U = \frac{y^n \sigma^m}{|y|}.$$

(5.44)

This gauge transformation is large. While in the instanton literature it is merely employed as a computational trick to improve convergence of numerical calculations for large distance from the instanton core, in this setup it has physically observable consequences because the large distance behaviour is related to the conformal dimension of boundary operators. It also does not leave the global charges under $SU(2)_L \times SU(2)_R \times SU(2)_f$ invariant: Acting on the ansatz (5.30), the singular gauge transformation (5.16) yields

$$A^{(a)} = \xi_\mu(k) f(y) e^{ik_{\nu}x^\nu} \left[ \frac{y^n y^m}{y^2} \sigma^m T^a \sigma^n \right].$$

(5.45)

The parenthesised expression should be the $\ell = 2$ spherical harmonic. Due to $\sigma^m T^a \sigma^n$ being traceless, there is indeed no singlet contribution. Moreover a spherical harmonic should be independent of $|y|$ as is true for $\frac{y^n y^m}{y^2}$. With $\hat{g}^{ij}$ the metric on the three sphere it holds

$$\partial_m \partial_m Y^\ell = y^{-2} \hat{\nabla}_i \hat{\nabla}_j Y^\ell = -\ell(\ell + 2) y^{-2} Y^\ell,$$

(5.46)

which is also satisfied by (5.45).

### 5.5.2 Scalar Fluctuations

The mesons arrange themselves in massive $\mathcal{N} = 2$ multiplets, some of which are obtained by different, scalar ansätze for the gauge fluctuations (5.30). In addition, there arise mesons from fluctuations of the scalars in (5.27). For these the equation of motion reads

$$H \partial_\mu \partial^\mu \Phi + D_m D_m \Phi = 0,$$

(5.47)

---

20 $SU(2)_R \times SU(2)_f$ is broken to $\text{diag}[SU(2)_R \times SU(2)_f]$ except at zero and infinite Higgs VEV.
Fig. 13 Numerical results for the meson mass spectrum as function of the quark mass. Both for $m_q/\Lambda \rightarrow 0$ and for $m_q/\Lambda \rightarrow \infty$, the curves become linear, however with different slope. The asymptotic slopes correspond to the constant values approached in Figure 12(b).
where
\[ D_m D_m \Phi = \partial_m \partial_m \phi + [A_{m}^{\text{inst}}, \partial_m \Phi] \]
\[ + \partial_m [A_{m}^{\text{inst}}, \Phi] + [A_{m}^{\text{inst}}, [A_{m}^{\text{inst}}, \Phi]], \tag{5.48} \]
which coincides with the equation of motion for the gauge field (5.36) except for the vector index present. Therefore the same ansatz up to a polarisation vector
\[ \Phi^{(a)} = f(\tilde{y}) e^{ik \cdot x \cdot T^a} \tag{5.49} \]
yields exactly the same radial differential equation (5.39) and the same mass spectrum, Figure 12.

The scalar fluctuations (5.49) are dual to the descendant \( QQ(q_i \bar{q}^i) \) of the scalar bilinear \( q_i \bar{q}^i \), which has conformal dimension \( \Delta = 3 \). At \( \Lambda = 0 \) the scalar bilinear is in the \( (0,0) \) representation of the unbroken \( \text{SU}(2)_L \times \text{SU}(2)_R \) symmetry.

### 6 Heavy-Light Mesons

This Chapter is similar in spirit to the D3-D7 systems discussed so far, though different in implementation. The reason is that while fundamental fields are still assumed to arise from D7 branes in a—possibly deformed—AdS space, the requirement to describe quarks of vastly different mass, as needed for heavy-light mesons, makes those quarks arising from a stack of coincident D7-branes being no longer a good approximation. In this regard, heavy-light mesons are intrinsically stringy and cannot be captured by the DBI techniques discussed in the previous Chapters. Unfortunately as full quantised string theory on AdS is not well understood, the question arises of how to transfer such features into a supergravity framework.

Here idealised heavy-light mesons will be considered, composed of a massless and a very massive quark, such that in an appropriate background, the light quark may exhibit dynamical chiral symmetry breaking, while the heavy quark does not. For now, let us stick with the AdS case. Clearly the geometric picture is that of two parallel (probe) D7-branes in a background determined by a stack of D3-branes. The different quark masses correspond to the two different separations of the D7-branes from the D3 stack. Strings describing heavy-light mesons now differ from light-light and heavy-heavy ones, whose ends are attached to the respective same brane, by being stretched between the two different D7-branes. In the limit where the heavy quark is much heavier than the light quark, henceforth called large separation limit, the string becomes very long and admits a classical description.

To obtain a description both simple and similar to the examples studied so far, the ansatz of a rigid non-oscillating string is chosen that moves in the AdS radial direction along the D7-branes, with the essential assumption that oscillations and longitudinal movement are suppressed in the large separation limit. Integration of the Polyakov action along the string can then be performed, yielding effectively a centre-of-mass movement weighted by a factor from averaging over the geometry between the two D7s. To obtain a field equation, naïve quantisation is performed, which results in a modified Klein–Gordon equation. (In a Minkowski space, this procedure yields the conventional, unmodified Klein–Gordon equations.) After the AdS case, the discussion will be moved on to the dilaton deformed background by GKS introduced in Chapter 4 and a similar background by Constable–Myers. Both exhibit chiral symmetry breaking. While these are known to be far from perfect QCD gravity duals, experience shows that even simple holographic models can reproduce measured mass values with an accuracy of 10–20%. Assuming the two respective quark flavours associated to the D7-branes being up and bottom, the mass of the rho (\( u \bar{u} \)) and

\[ m_H^{-1} \]

On the field theory side at large separation; i.e. large quark mass \( m_H \), effects distinguishing vector from scalar mesons are suppressed by \( m_H^{-1} \). Indeed the formalism described here is not capable of capturing such a difference and meson masses are thus manifestly degenerate.
upsilon (b¯b) meson can be used to fix all scales in the theory and yield a numerical prediction for the B meson mass, which indeed is less than 20% from the experimental value.

6.1 Heavy-Light Mesons in AdS_5 × S^5

As shown in Chapter 3, quarks can be introduced into the AdS/CFT correspondence by augmenting the D3 stack with a stack of probe D7-branes [20]. The backreaction of the N_f D7-branes on the AdS_5 × S^5 geometry (3.1) formed by the N_c D3-branes may be neglected as long as N_f ≪ N_c; i.e. N_f is kept fixed in the ’t Hooft limit.

\[ ds^2 = \frac{r^2}{L^2} \eta_{\mu\nu} dx^\mu dx^\nu + \frac{L^2}{r^2} dr^2 + L^2 d\Omega_5^2, \]  

(6.1)

This corresponds to the quenched approximation of lattice gauge theory on the field theory side. The D7-branes wrap an AdS_5 × S^3 geometry when coincident with the D3s. When separated the corresponding N' = 2 hypermultiplet acquires a mass and the D7-branes wrap a geometry

\[ ds^2 = \frac{y^2 + \tilde{m}_q^2}{L^2} \eta_{\mu\nu} dx^\mu dx^\nu + \frac{L^2}{y^2 + \tilde{m}_q^2} dy^2 + \frac{L^2 y^2}{y^2 + \tilde{m}_q^2} d\Omega_3^2, \]  

(6.2)

which is only asymptotically AdS_5 × S^3 and does not fill the complete AdS_5 background, but instead terminates from the five-dimensional point of view and drops from the IR dynamics. This configuration is shown in Figure 14. The meson spectrum can be determined analytically [24] and the degenerate mass of the scalar and pseudoscalar meson is given by

\[ M_s^2 = \frac{4\tilde{m}_q^2}{L^4} (n + \ell + 1)(n + \ell + 2). \]  

(6.3)

These mesons are built up from quarks carrying all the same mass; i.e. they form “light-light” or “heavy-heavy” mesons depending on the distance \( \tilde{m}_q = (2\pi\alpha')m_q \) between the D7-branes and the D3 stack. When considering two D7-branes with different distances \( \tilde{m}_L \) and \( \tilde{m}_H \) to the D3 stack, there are accordingly two towers of mesons M_H and M_L whose lightest representatives have a mass ratio of \( \frac{\tilde{m}_L}{\tilde{m}_H} \) and which come from strings having attached both ends to the same brane. The configuration is shown in Figure 15. Strings stretched between the two branes should then form a set of mesons composed of a heavy and a light quark.

In the limit \( m_H \gg m_L \) the string becomes very long and will be assumed to be in the semi-classical limit, where quantum effects to the unexcited string can be neglected. The string described here will therefore approximate above mesons, which by construction will be degenerate.
Fig. 15 The brane configuration including both a heavy and a light quark. The $77'$ and $77'$ strings are holographic to light-light and heavy-heavy mesons respectively. Heavy-light mesons are described by strings between the two D7-branes.

The gauge-fixed Polyakov action will be taken as a starting point

$$S_P = -\frac{T}{2} \int d\sigma d\tau G_{\mu\nu}(-\dot{X}^\mu \dot{X}^\nu + X'^\mu X'^\nu),$$  

such that the constraints

$$G_{\mu\nu} \dot{X}^\mu X'^\nu = 0, \quad G_{\mu\nu} (\dot{X}^\mu \dot{X}^\nu + X'^\mu X'^\nu) = 0,$$

have to be taken into account.

The two D7-branes are assumed to be separated from the D3 stack in the same direction $\theta = 0$; i.e. the string connecting them will obey $\sigma = z$, where $\sigma$ is the spatial world sheet coordinate and $z e^{i\theta} = z^9 + i z^8$. While the string will be allowed to move along the world volume of the D7s, it shall be stiff such that integration over $\sigma$ can be performed to generate an effective point particle action. With the embedding

$$X^A = (x^\mu(\tau), y^m(\tau), z^8 = 0, z^9 = \sigma),$$

which implies $\dot{X}^a X'^a = 0$ automatically, and the AdS$_5 \times$ S$^5$ geometry (6.1), the Polyakov action reads

$$S_P = -\frac{T}{2} \int d\tau \int_{\tilde{m}_L}^{\tilde{m}_H} d\sigma \left[ -\frac{y^2 + \sigma^2}{L^2} \dot{x}^\alpha \dot{x}_\alpha - \frac{L^2}{(y^2 + \sigma^2)} \dot{y}^i \dot{y}_i + \frac{L^2}{(y^2 + \sigma^2)} \right],$$

where $y \equiv |y| \equiv \sqrt{\sum_{i=4,5,6,7} (y^i)^2}$. Integrating over $\sigma$ yields

$$S_P = -\frac{T}{2} \int d\tau \left[ -f(y) \dot{x}^2 - g(y) \dot{y}^2 + g(y) \right],$$

with (choosing $\tilde{m}_L = 0$)

$$f(y) = \frac{1}{L^2} (y^2 \tilde{m}_H + \frac{1}{3} \tilde{m}_H^3), \quad g(y) = \frac{L^2}{y} \arctan \frac{\tilde{m}_H}{y}. $$

The remaining constraint equation $G_{\mu\nu} (\dot{X}^\mu \dot{X}^\nu + X'^\mu X'^\nu) = 0$ is

$$\frac{y^2 + \sigma^2}{L^2} \dot{x}^\alpha \dot{x}_\alpha + \frac{L^2}{(y^2 + \sigma^2)} \dot{y}^i \dot{y}_i + \frac{L^2}{(y^2 + \sigma^2)} = 0,$$
which gives
\[
\frac{1}{f(y)} p_x^2 + \frac{1}{g(y)} p_y^2 + T^2 g(y) = 0, \tag{6.11}
\]
when integrating over \( \sigma \). The same calculation for Minkowski space gives \( f(y) = g(y) = \tilde{m}_H, \) such that one obtains \( E^2 = m^2 + p^2 \). For AdS space the mass \( m \) depends on the position of the string \( y \) via the factors \( f(y) \) and \( g(y) \), which average over the geometry between the two D7-branes.

For the quantisation prescription \( p \mapsto -i\partial \), the following modified Klein–Gordon equation is obtained
\[
\left[ \square_x^2 + \frac{f(y)}{g(y)} \nabla_y^2 - T^2 g(y) f(y) \right] \phi(\vec{x}, \vec{y}) = 0. \tag{6.12}
\]

The usual procedure for this kind of equations is to find the correct background solution, which by assumption only depends on the radial direction \( y \) and find fluctuations about this solution. By a separation ansatz these fluctuations can be seen to be a plain wave in the \( x \) direction and spherical harmonics in the angular coordinates \( \Omega_{3}(y^{4,5,6,7}) \). The remaining equation for the radial coordinate \( y \) often has to be solved numerically.

In the UV limit \( y \to \infty \), (6.12) is dominated by the Laplace operator in the \( y \) directions due to \( \frac{L}{y} \sim y^4 \) and \( fg \to 1 \), such that
\[
\nabla_y^2 \phi = 0. \tag{6.13}
\]

When \( \phi \) only depends on \( y \), the solution has the form required to couple to the VEV and source of a heavy-light quark bilinear \( \bar{\psi}_H \psi_L \).

\[
\phi(y \to \infty) = \tilde{m}_{HL} + \frac{c_{HL}}{y^2} + \ldots
\]

(6.14)

However there are no heavy-light mass mixing term and no heavy-light bilinear condensate in QCD, so \( \phi(y) \equiv 0 \) is chosen.

Assuming a singlet under \( SU(2)_L \times SU(2)_R \), the ansatz for linearised fluctuations about above vacuum solution reads
\[
\phi = 0 + h(y) e^{ik \cdot x}, \quad M_{HL}^2 = -k^2, \tag{6.15}
\]
where \( h(y) \) shall be regular in the IR and normalisable \( h(y \to \infty) \sim y^{-2} \). Only for a discrete set of values for \( M_{HL} \) this requirement can be satisfied. For numerics it is convenient to employ rescaled coordinates \( y = \tilde{m}_H \tilde{y} \), such that equation (6.12) reads
\[
\left[ \frac{\pi}{\lambda} \frac{\tilde{y}^3 + \frac{y}{3} \arctan \frac{1}{\tilde{y}}} \arctan \frac{1}{\tilde{y}} + \frac{M_{HL}^2 L^4}{\tilde{m}_H^2} \right] h(\tilde{y}) = 0. \tag{6.16}
\]

The ’t Hooft coupling \( \lambda \) arises from \( R^4/(2\pi\alpha') = g_s N_c / \pi \). The mass ratios yielding regular normalisable solutions to (6.16) have been plotted in Figures 16 and 17. It can be read off
\[
\frac{M_{HL}}{\tilde{m}_H} = \frac{2\pi\alpha'}{L^2} \left[ 1 + \frac{\text{const.}}{\sqrt{\lambda}} + \mathcal{O}(\lambda^{-1}) \right]. \tag{6.17}
\]

In the large \( \lambda \) limit, \( \tilde{M}_{HL} = \tilde{m}_H \) is approached in agreement with the naive expectation of the meson mass being equal to the string length times its tension. For comparison in Figure 17 the mass ratio is plotted for small values of the ’t Hooft coupling, where supergravity is not a reliable approximation anymore.
The mass ratio of the heavy-light meson and the heavy quark mass (the light quark is taken to be massless) as a function of the 't Hooft coupling for the AdS background. In the large $\lambda$ limit, $\tilde{M}_{HL}/\tilde{m}_H$ behaves as $1 + \text{const.}/\sqrt{\lambda} + \mathcal{O}(\lambda^{-1})$. The black line in the second plot corresponds to $\tilde{M}_{HL}/\tilde{m}_H = (2\pi\alpha')m_H$. 
Fig. 17  The heavy-light meson spectrum in AdS for small ’t Hooft coupling with vanishing mass for the light quark. The mass ratio behaves as \( \text{const}./\sqrt{\lambda} + \mathcal{O}(\lambda) \). Note however that the supergravity approximation is not reliable in this regime.

6.2 Dilaton Flow Geometries

The \( \mathcal{N} = 2 \) SYM considered so far provides a basis for studying meson spectra since it gives analytic expressions for solutions and masses consisting of identical quarks. However it does not capture a number of phenomenologically relevant features like chiral symmetry breaking since chiral symmetry breaking requires SUSY breaking. The setup discussed now improves at least in that regard by providing a simple geometry that describes a non-supersymmetric dual of a large \( \mathcal{N}_c \) QCD-like theory and thus exhibits dynamical chiral symmetry breaking.

The first background discussed is the dilaton deformed background by Gubser, Kehagias–Sfetsos, which has been described in Chapter 4. It is demonstrated that the semi-analytic prediction of the AdS case is reproduced in the large heavy-quark limit. Then the same procedure is applied to the similar geometry of Constable and Myers, but it turns out that in this setup the heavy-light meson spectrum does not approach the AdS spectrum in a similar manner.

6.2.1 GKS Geometry

Let me remind the reader that the GKS geometry is given by, cf. (4.26),

\[
\begin{align*}
    ds_1^2 &= g_{xx}(r)dx_{1,3}^2 + g_{yy}(r)(d\vec{y}^2 + d\vec{z}^2), \\
    g_{xx}(r) &= \frac{r^2}{L^2} \sqrt{1 - r^{-8}}, \\
    g_{yy}(r) &= g_{zz} = \frac{L^2}{r^2}, \\
    e^\varphi &= e^{\varphi_0} \left( \frac{r^4 + 1}{r^4 - 1} \right)^{\frac{3}{2}}, \\
    r^2 &= \vec{y}^2 + \vec{z}^2.
\end{align*}
\]
where Einstein frame has been used and the coordinates have been rescaled such that infrared singularity resides at $r = 1$. The coordinates $y^{4,5,6,7}$ and $z^{8,9}$ are on equal footing and can be interchanged by SO(6) transformations until probe D7-branes, which break the SO(6) to SO(4) $\times$ SO(2), are introduced to obtain quarks. The D7-branes are embedded according to $z = |z^9 + iz^8| = z_0(y)$, which yields the following equation of motion

$$\frac{d}{dy}\left[\frac{y^3 f}{\sqrt{1 + z_0'(y)^2}} z_0'(y)\right] = y^3 \sqrt{1 + z_0'(y)^2} \frac{\partial}{\partial z_0} f,$$

(6.19)

$$f = \frac{(r^4 + 1)^{(1+\Delta/2)}(r^4 - 1)^{(1-\Delta/2)}}{r^8}, \quad r^2 = y^2 + z_0(y)^2, \quad \Delta = \sqrt{6}.$$

At large $y$, solutions to (6.19) take the form

$$z_0 = \frac{\tilde{m}_q}{r_0} + \frac{c}{r_0^3 y^2} + \ldots,$$

(6.20)

which by standard AdS/CFT duality corresponds to a source of conformal dimension 1 and a VEV of conformal dimension 3 in the field theory. The former corresponds to the quark mass $m_q = \tilde{m}_q/(2\pi\alpha')$ and describes the asymptotic separation $\tilde{m}_q$ of the D3 and D7-branes, the latter is the bilinear quark condensate $c \sim \langle \bar{\psi}\psi \rangle$. The factor of $r_0$, which gives the position of the singularity, arises from the coordinate rescaling used to remove $r_0$ from the metric and equations of motion.

Requiring regularity in the IR by $\partial_y z_0(0) = 0$ fixes the quark condensate as a function of the quark mass, see Section 4.6. Some regular solutions to (6.19) are plotted in Figure 18, which provide the D7 embeddings that are used as the boundary conditions for the heavy-light string in the following.

**Fig. 18** Chiral symmetry breaking embeddings in the GKS geometry.
The Polyakov action \((6.4)\), which due to being in string frame requires additional factors of \(e^{\phi/2}\), reads for this background

\[
S_P = -\frac{T}{2} \int \frac{dz_0}{z_0(m_L)} \int \frac{d\tau}{z_0(m_H)} \left[-e^{\phi/2} g_{xx} \dddot{x}_a - e^{\phi/2} g_{yy} \dddot{y}_i + e^{\phi/2} g_{yy}ight],
\]

(6.21)

with the metric factors and dilaton from (6.18).

One obtains again an equation of motion of the form

\[
\left[\Box_x + \frac{f(y)}{g(y)} \nabla^2 - T^2 g(y) f(y)\right] \phi(\vec{x}, \vec{y}) = 0,
\]

(6.22)

where the coefficients \(f(y)\) and \(g(y)\) this time are given by

\[
f(y) = \int_{z_0(m_L)}^{z_0(m_H)} dz_0 \ e^{\phi/2} g_{xx}, \quad g(y) = \int_{z_0(m_L)}^{z_0(m_H)} dz_0 \ e^{\phi/2} g_{yy}.
\]

(6.23)

The integration limits in (6.23); i.e. the positions of the D7-branes, are given by the solutions to (6.19), which are only known numerically, such that \(f(y)\) and \(g(y)\) also require numerics.

For an ansatz describing a field theoretic vacuum \(\phi = \phi_0(y)\), equation (6.22) has the same UV behaviour as the AdS case, \(\phi_0(y \to \infty) \sim m_{HL} + c_{HL} y^{-2}\), where \(m_{HL}\) corresponds to heavy-light mass mixing term and \(c_{HL}\) to a heavy-light quark condensate. Because both are absent in QCD, fluctuations about the trivial vacuum \(\phi_0(y) \equiv 0\) are considered. Plot 19 shows the mass spectrum of normalisable, regular solutions

\[
\delta \phi = \phi(y) e^{ik \cdot x}
\]

(6.24)

as it can be obtained from

\[
\left[\frac{M_{HL}^2}{\Lambda^2} + \frac{\pi \hat{f}(y)}{\hat{g}(y)} \nabla^2 - g(y) f(y)\right] \phi(\vec{x}, \vec{y}) = 0
\]

(6.25)

with \(\Lambda = r_0/(2\pi\alpha')\) the QCD scale. \(\hat{f}\) and \(\hat{g}\) can be obtained from (6.23) by setting \(L = 1\).

The light quark mass \(m_L\) has been set to zero to describe a quark experiencing dynamical chiral symmetry breaking, while the large quark mass \(m_H\) is varied.

The spectrum obtained is very similar to that of the AdS geometry. To make the deviations caused by the deformation more visible, the binding energy has been plotted. In Figure 19 it is shown for \(\lambda = 100\) as a function of the quark mass. It is also shown as a function of the \(\text{'}t\text{'}\) Ho\-oft coupling with the (for now arbitrary value of the) heavy quark mass \(m_H = 11.50\Lambda\). The binding energy approaches its AdS values for \(m_H \to \infty\), but highly excited mesons converge more slowly. Both features can be understood from the spectrum of light-light/heavy-heavy mesons in Chapter 4. The higher the quark mass, the higher is the energy scale, where the brane “ends” and decouples from the spectrum. At high energies supersymmetry is restored and the light-light mesons become degenerate. While the effect is the same for the heavy-light mesons, that argument is not quite true anymore since the light quark has been set to be massless all the time—at least one end of the string stays close to IR region. However the centre of mass of the heavy-light string moves farther away from the interior of the space when the heavy quark mass grows. The effective averaging of the geometry in (6.23) takes into account more and more of the geometry far from the centre, which is nearly AdS.

At the same time highly excited mesons probe the IR more densely as has been seen in Section 4.8, so they require the string to be stretched much more to allow neglecting the vicinity of the singularity.
Fig. 19  The binding energy of the heavy-light meson masses as a function of the heavy quark mass for $\lambda = 100$ (first plot) and as a function of the ’t Hooft coupling for $m_H = 11.50\Lambda$ (second plot). The respective AdS values are shown as gray lines in the background and are approached in the limit of large values of the heavy quark mass, while for small values effects of the chiral symmetry breaking are seen.
6.2.2 Constable–Myers’ Background

The particular geometry considered here is a dilaton deformed AdS geometry introduced in [46], which has been employed by [86, 98] to describe chiral symmetry breaking in AdS/CFT. Like the background of the previous Section it is a warped AdS$_5 \times S^5$ geometry with a running dilaton that preserves SO(1, 3) × SO(6) isometry.

The background is given by

$$ds^2 = H^{-1/2}X^{6/4}dx_1^2 + H^{1/2}X^{(2-\delta)/4}Y(dy^2 + dz^2),$$

$$H = X^{\delta} - 1,$$

$$X = \frac{r^4 + b^4}{r^4 - b^4},$$

$$Y = \frac{r^4 - b^4}{r^4},$$

$$e^{2\varphi} = e^{2\varphi_0} X^\Delta,$$

$$C_{(4)} = H^{-1}dx_0 \wedge \cdots \wedge dx_3,$$

$$\delta = \frac{L^4}{2b^4},$$

$$\Delta^2 = 10 - \delta^2,$$  \hspace{1cm} (6.26)

with $r^2 = y^2 + z^2$. $R$ and $b$ are free parameters and will be set to 1 for the numerics, since that allows to make contact with [86], where the same choice has been made. The authors of [86] embedded the D7-branes according to $z = |z^3 + iz^8| = z_0(y)$ and obtained the following equation of motion

$$\frac{d}{dy} \left[ \frac{e^{\varphi} G(y, z_0)}{\sqrt{1 + (\partial_y z_0)^2}} \right] \frac{\partial_y z_0}{\partial z_0} = \sqrt{1 + (\partial_y z_0)^2} \frac{\partial}{\partial z_0} \left[ e^{\varphi} G(y, z_0) \right],$$  \hspace{1cm} (6.27)

where

$$G(y, z_0) = y^3 \frac{(y^2 + z_0^2)^2 (y^2 - z_0^2) - 1}{(y^2 + z_0^2)^4}. $$  \hspace{1cm} (6.28)

This is the same equation as (6.19) albeit with a free parameter $\Delta$, which in the GKS geometry has the fixed value $\sqrt{6}$. The asymptotic behaviour and their field theoretic interpretation are the same as for the GKS background and have been reviewed in the previous Section. Note however that only the particular combination $e^{\varphi} \sqrt{-g}$ appearing in the equation for the vacuum embedding (6.27) coincides in both backgrounds. On the level of meson spectra, the results for light-light mesons are similar but not identical to those in GKS.

Expanding the DBI action (2.15) to quadratic order in fluctuations (4.12) yields (4.19) for a vector meson ansatz, that is an ansatz of the form $A_\mu = \xi(y) \delta \rho(y) e^{ikx}$. $M_\rho^2 = -k^2$ for the D7 gauge field. The vector meson radial equation (4.19) reads for the Constable–Myers background

$$\partial_y (K_1(y) \partial_y \delta \rho(y)) + M_\rho^2 K_2(y) \delta \rho(y) = 0,$$  \hspace{1cm} (6.29)

with

$$K_1 = X^{1/2}y^3(1 + z_0^2)^{-1/2},$$

$$K_2 = HX^{1-\delta/2}Y^2y^3(1 + z_0^2)^{-1/2}$$  \hspace{1cm} (6.30)

and

$$X = \frac{(y^2 + z_0^2)^2 + 1}{(y^2 + z_0^2)^2 - 1},$$

$$Y = \frac{(y^2 + z_0^2)^2 - 1}{(y^2 + z_0^2)^2}.$$  \hspace{1cm} (6.31)

The Polyakov action

$$S_P = -\frac{T}{2} \int d\tau \left[ -f(y)\dot{x}^2 - g(y)\dot{y}^2 + g(y) \right]$$  \hspace{1cm} (6.32)
Fig. 20 The binding energy of the heavy-light meson masses as a function of the heavy quark mass for $\lambda = 100$ (first plot) and as a function of the ’t Hooft coupling for $m_H = 12.63/\Lambda_b$ (second plot). The respective AdS values are shown as gray lines in the background and are approached in the limit of large values of the heavy quark mass, while for small values effects of the chiral symmetry breaking are seen.
preserves its AdS form but the coefficients are now

\[ f(y) = \int_{z_0(m_L)}^{z_0(m_H)} d\bar{z}_0 (X^{1/2} - 1)^{-1/2} X^{\Delta + \frac{1}{4}}, \]  

(6.33)

\[ g(y) = \int_{z_0(m_L)}^{z_0(m_H)} d\bar{z}_0 Y(X^{1/2} - 1)^{1/2} X^{\Delta + \frac{1}{2}}, \]  

(6.34)

with \( X, Y \) defined in (6.31) and the integration limits are given by the solutions to (6.27).

Scalar fluctuations of the form \( \phi = 0 + \delta \phi(y) e^{ik \cdot x} \) yield

\[
\left[ \frac{M_{HL}^2}{\Lambda_b^2} + \frac{(2\pi \alpha')^2 f(y)}{b^4} \nabla^2_y - g(y)f(y) \right] \phi = 0, \]  

(6.35)

with \( \Lambda_b = b/(2\pi \alpha') \) the QCD scale and \((2\pi \alpha')^2/b^4 = 2\pi \delta/\lambda\). For boundary conditions \( \partial_y \delta \phi(0) = 0 \) and \( \delta \phi(y \to \infty) \sim cy^{-2} \) equation (6.35) determines the meson spectrum. Since it is very similar to the AdS spectrum, the binding energy, which demonstrates the deviations more clearly, has been plotted in Figure 20 for massless light quark.

### 6.3 Bottom Phenomenology

There has been a number of attempts to apply holographic methods to phenomenological models [99, 100], even for the Constable–Myers background of the previous Section [101], successfully reproducing light quark meson data with an accuracy better than 20%. That shall be motivation enough to compare the heavy-light spectra calculated here with the bottom quark sector of QCD; i.e. the massless quark in the setup above will be assumed to play the rôle of an up quark, while the heavy quark, which will lie in the AdS-like region, will be interpreted as a bottom quark.

In that regime supersymmetry will be restored and the field theory will be strongly coupled even though QCD dynamics should be perturbative at this energy scale. These are respective consequences of the background being too simple (though a background exhibiting separation of scales is not known yet) and an intrinsic feature of the SUGRA version of AdS/CFT that can only be overcome by a full string treatment, which is currently out of reach.

The scales of the theory will be fixed by identifying the mass of the lowest vector meson mode with the Rho and Upsilon mesons, which are chosen as input data since they are less sensitive to the light quark mass than the pseudoscalar modes roughly corresponding to the Pion, cf. Figure 21 and Section 4.7 for details.

From Figure 21 the \( \rho \) mass for the GKS background is read off to be \( M_{\rho} L^2/r_0 = 2.93 \). Preserving the physical ratio

\[ M_T/M_{\rho} = 9.4 \text{ GeV}/770 \text{ MeV}, \]  

(6.36)

the \( \Upsilon \) mass has to be \( M_T L^2/r_0 = 35.8 \) and the heavy quark mass can be read off to be \( m_b = 12.7 \Lambda \).

The ’t Hooft parameter can be determined from the physical ratio of the mass of the Rho and the B meson by searching for the value of \( \lambda \) for which the numerical value of the lowest heavy-light excitation satisfies

\[
\left( \frac{M_B}{M_{\rho}} \right)^{\text{phys}} = \left( \frac{M_{HL}(\Lambda)}{\Lambda} \right)^{\text{num}} \left( \frac{r_0}{M_{\rho} L^2} \right)^{\text{num}} \sqrt{\frac{\Lambda}{\pi}}. \]  

(6.37)

Unfortunately this yields a value of the ’t Hooft coupling of \( \lambda = 2.31 \). As can be seen in Figure 22 the mass ratio of the predicted B and \( B^* \) meson reaches its physical value of approximately
Fig. 21  Lightest pseudoscalar, scalar and vector mesons in the dilaton deformed geometry (GKS). The vector mode for the massless quark is interpreted as a Rho meson, while for the heavy quark mass it yields the the Upsilon. See also Section 4.7.

Fig. 22  Ratio of the mass of the lowest and first excited heavy-light meson mode for the GKS and Constable-Myers background. (They really do look exactly the same, since the different units expressing the different dependence on the respective deformation parameter cancel in the ratio.) For large ’t Hooft parameter the ratio approaches 1, while the physical B/B* ratio (which is 1.01) is reached at $\lambda \approx 82$. 
1.01 only for very large \( \lambda \). Identifying \( M_{HL} \) with the physical quark mass \( M_B = 5279 \text{ MeV} \), one obtains a QCD scale of 225 MeV.

With respect to the B mass ratio, the situation is slightly better for the background by Constable and Myers, where the same procedure yields a prediction of \( \lambda = 5.22 \). While it is not clear if this value is sufficient for the large \( \lambda \) approximation inherent in the employed formulation of the AdS/CFT correspondence, it gives a prediction for \( M_{B'} = 6403 \text{ MeV} \), which is 20% larger than the measured value of 5325 MeV. Again a much larger value of the ’t Hooft coupling would be required to achieve a better agreement. For the QCD scale on obtains \( \Lambda_b = 225 \text{ MeV} \), which is a little too high. With \( m_H = 12.63 \Lambda_b \) the physical b quark mass is predicted to be 4294 MeV.

The overall agreement with experiment is far from perfect. However this does not come as a surprise since the b quark mass \( m_b \approx 12 \Lambda \) in both backgrounds) is far in the supersymmetric regime: Restoration of supersymmetry takes place approximately at \( m_q \approx 1.5 \Lambda \) as can be seen in Figure 21. In other words a string connecting a brane describing a light quark and this “b quark” has about 80% of its length in the supersymmetric region, which is a good approximation of pure AdS. The only way to improve this situation would be to use a (yet unknown) background that allows to separate the SUSY breaking scale from the QCD scale.

Part II

Space-time Dependent Couplings

7 Supergravity Overview

The second part of this thesis is devoted to the discussion of the conformal anomaly in supersymmetric field theories, in particular supersymmetric Yang–Mills theories.

The approach chosen is an extension to superfields of the space-time dependent coupling techniques Osborn [52] applied to non-supersymmetric theories coupled to a gravity background in order to give an alternative proof of Zamolodchikov’s c-theorem, cf. Chapter 8. Consequently a coupling to supergravity will have to be considered and its superfield formulation shall be reviewed in this Chapter.

In Chapter 9 a discussion of the supersymmetric conformal anomaly will be given.

7.1 Conventions

To establish notations, a few basic ingredients for supersymmetry are reviewed in the shortest possible manner. Throughout this part, a dotted/undotted Weyl spinor notation is being used. The simplest double covering representation of the Lorentz group can be constructed as follows. An arbitrary vector \( x^a \) transforms under a Lorentz transformation \( \Lambda^a_{\ b} \in \text{SO}(1,3) \) according to

\[
x^a \mapsto x'^a = \Lambda^a_{\ b} x^b.
\]

(7.1)

The double covering group \( \text{SL}(2, \mathbb{C}) \) transforms the same vector according to

\[
\sigma_a^{\alpha\dot{\alpha}} x^a \mapsto \left( U^{\alpha\beta} \sigma_a^{\beta\dot{\alpha}} U^\dagger_{\dot{\alpha}\dot{\beta}} x^a \right) \equiv \sigma_a^{\alpha\dot{\alpha}} x'^a,
\]

(7.2)

with \( U \) the element of the double covering group chosen such that \( x'^a \) coincides with the definition (7.1). The matrices \( \sigma_a := (1, \sigma) \) are the Pauli matrices augmented by the unity matrix. As an aside, the “1 to 2” relation of the two representations can be easily seen from the fact that for any \( U \) being a solution to \( (U^{\alpha\beta} \sigma_a^{\beta\dot{\alpha}} U^\dagger_{\dot{\alpha}\dot{\beta}}) = \sigma_a^{\alpha\dot{\alpha}} N^a_{\alpha\dot{\alpha}} \), \( -U \) is also a solution. The group \( \text{SL}(2, \mathbb{C}) \) leaves invariant the antisymmetric tensors \( \varepsilon_{\alpha\beta} \) and \( \varepsilon_{\dot{\alpha}\dot{\beta}} \), defined by

\[
\varepsilon_{12} = \varepsilon_{\dot{1}\dot{2}} = -1, \quad \varepsilon^{12} = \varepsilon^{\dot{1}\dot{2}} = 1,
\]

(7.3)
where the epsilon symbols with raised indices constitute the respective inverse matrices by $\epsilon^{\alpha\beta}\epsilon_{\beta\gamma} = \delta^\alpha_{\gamma}$. Since for any element $U$ of $\text{SL}(2, \mathbb{C})$ it holds the relation $\epsilon^{\alpha\beta} = \epsilon^{\gamma\delta} U_{\alpha}^{\gamma} U_{\beta}^{\delta}$, the combination $\epsilon^{\alpha\beta}\psi_\alpha\psi_\beta$ is invariant under $\psi_\alpha \mapsto U_{\alpha}^{\beta}\psi_\beta$ and therefore a Lorentz scalar. In other words, the epsilon matrices can be used to obtain contragrediently transforming representations according to

$$\psi^\alpha = \epsilon^{\alpha\beta}\psi_\beta, \quad \psi_\alpha = \epsilon_{\alpha\beta}\psi^\beta,$$  \hfill (7.4)

For the sake of brevity, an indexless notation is often employed for contracted adjacent objects, where different conventions are being used for dotted and undotted indices,

$$\psi\chi := \psi^\alpha\chi_\alpha, \quad \bar{\psi}\bar{\chi} = \bar{\psi}_\alpha\bar{\chi}^\alpha.$$ \hfill (6.6)

This particular choice has the advantage that $\bar{\psi}\chi = \bar{\psi}\chi$.

It is common to introduce

$$x^{\alpha\dot{\alpha}} := \tilde{s}_a^{\alpha\dot{\alpha}} x^a,$$ \hfill (7.7)

with $\tilde{s}_a^{\alpha\dot{\alpha}} = \epsilon^{\alpha\beta}\epsilon^{\dot{\alpha}\dot{\beta}}(\sigma_a)_{\beta\dot{\beta}}$, and convert back and forth between the two representations using the relations

$$(\sigma_a)_{\alpha\gamma}(\sigma_b)_{\beta\delta} + (\sigma_b)_{\alpha\gamma}(\sigma_a)_{\beta\delta} = -2\eta_{\alpha\beta}\delta_{\gamma\delta},$$ \hfill (7.8)

$$(\tilde{s}_a)_{\gamma\dot{\alpha}}(\sigma_b)_{\gamma\beta} + (\tilde{s}_a)_{\gamma\dot{\alpha}}(\sigma_a)_{\gamma\beta} = -2\eta_{\alpha\beta}\delta_{\gamma\dot{\alpha}},$$ \hfill (7.9)

which imply

$$x^a = -\frac{1}{2}(\sigma^a)_{\alpha\dot{\alpha}} x^{\alpha\dot{\alpha}}, \quad x^a x_a = -\frac{1}{2}x^{\alpha\dot{\alpha}} x_{\alpha\dot{\alpha}}.$$ \hfill (7.10)

A superspace is defined to be a space with coordinates $x^{\alpha\dot{\alpha}}$ of even Graßmann parity and $\theta^a$, $\tilde{\theta}^\dot{a} = (\theta^a)^\dagger$ of odd Graßmann parity; i.e. anticommuting. The Graßmann parity of a quantity $\psi$ is symbolised by $#\psi$ and capital Latin letters are used to denote collective indices; e.g. the supercoordinates are labelled\(^{22}\) $x^A = (x^{\alpha\dot{\alpha}}, \theta^a, \tilde{\theta}^\dot{a})$ and transform under the $(\frac{1}{2}, \frac{1}{2})$, $(\frac{1}{2}, 0)$ and $(0, \frac{1}{2})$ representations, respectively.\(^{23}\) Arbitrary irreducible representations $(\frac{m}{2}, \frac{n}{2})$ are given by symmetric tensors

$$\psi^{\alpha_1, \ldots, \alpha_m, \dot{\beta}_1, \ldots, \dot{\beta}_n} = \psi^{(\alpha_1, \ldots, \alpha_m)\{\dot{\beta}_1, \ldots, \dot{\beta}_n)},$$ \hfill (7.11)

where the weight is chosen such that (anti-)symmetrisation is idempotent,

$$\psi^{(\alpha_1, \ldots, \alpha_N)} = \frac{1}{N!} \sum_{\pi} \psi_{\pi(\alpha_1), \ldots, \pi(\alpha_N)},$$ \hfill (7.12)

$$\psi_{[\alpha_1, \ldots, \alpha_N]} = \frac{1}{N!} \sum_{\pi} \text{sign}(\pi) \psi_{\pi(\alpha_1), \ldots, \pi(\alpha_N)},$$ \hfill (7.13)

and (anti-)symmetrisation is performed over only those indices enclosed in braces that are not additionally enclosed in a pair of vertical bars $| |$. From the spin-statistics theorem follows that any physical field $\psi^{\alpha_1, \ldots, \alpha_m, \dot{\beta}_1, \ldots, \dot{\beta}_n}$ has Graßmann parity $m + n \pmod{2}$.

Partial superderivatives $\partial_A = (\partial_{\alpha\dot{\alpha}}, \partial_\alpha, \partial^{\dot{a}})$ are defined by

$$[\partial_A, \xi^B] = (\partial_A \xi^B) := \delta_A^B,$$ \hfill (7.14)

---

\(^{22}\) This convention implies that components of a tensorial object $t_{A_1 \ldots A_n}$ have a varying number of indices. Commas will be used to separate index pairs $\alpha\dot{\alpha}, \beta\dot{\beta}$ whenever this disambiguation is necessary.

\(^{23}\) The latter are (complex) Weyl spinors as opposed to Dirac spinors, which are composed of two Weyl spinors.
where the \((\mathcal{Z}_2\)-)graded commutator is defined by
\[
[A, B] := AB - (-1)^{\#A \#B} BA
\] (7.15)
and obeys the graded Leibniz rule and Jacobi identity
\[
[A, BC] = [A, B]C + (-1)^{\#A \#B}[A, C],
\] (7.16)
\[
(-1)^{\#A \#C}[A, [B, C]] + \text{(cyclic } A \leftrightarrow B \leftrightarrow C) = 0.
\] (7.17)

The partial derivatives in a flat superspace satisfy
\[
[\partial_A, \partial_B] = 0.
\] (7.18)

A superfield \(f(x, \theta, \bar{\theta})\) on \(\mathbb{R}^{4|4}\) can be defined by a Taylor expansion in the non-commuting coordinates according to
\[
f(x^A) = A(x) + \theta^\alpha \psi_\alpha(x) + \bar{\theta}^\dot{\alpha} \bar{\psi}^{\dot{\alpha}}(x) + \theta^2 F(x) + \bar{\theta}^2 \bar{F}(x) + \theta^\alpha \bar{\theta}^\dot{\alpha} V_\alpha(x)
\] (7.19)
where the respective coefficients are called components. Mass dimension and Grassmann parity of the superfield are by definition given by the respective property of the lowest component \(A\). This definition of a superfield can be extended to include tensorial fields by simply promoting the components to tensors.

In a similar manner a superfield can be defined on \(\mathbb{C}^{4|2}\), which is build up from four complex \((y^a)\) and two anticommuting \((\theta^\alpha)\) coordinates. For the remaining part of this introduction, these two superspaces will be referred to as the real \((\mathbb{R}^{4|4})\) and complex \((\mathbb{C}^{4|2})\) superspace respectively.

The real superspace is a subspace of the complex superspace, embedded according to
\[
y^a = x^a + i \theta^\alpha \sigma^a \bar{\theta}.
\] (7.20)

By this relation holomorphic superfields can be defined on the real superspace (where they are known as chiral superfields) according to
\[
\Phi(x, \theta, \bar{\theta}) = \Phi(x + i \theta^\alpha \sigma^a \bar{\theta}, \theta) = e^{iH} \Phi(x, \theta)
\] (7.21)
where \(H\) has been defined with future generalisations in mind. (The current choice of \(H\) has the unique property of making super-Poincaré transformations on both spaces coincide, thus providing the only Poincaré invariant embedding of \(\mathbb{R}^{4|4}\) into \(\mathbb{C}^{4|2}\).

The property \(\bar{\partial}\Phi(y) = 0\) can be rewritten as
\[
\bar{D}_a \Phi(x, \theta, \bar{\theta}) = 0, \quad \bar{D}_a := e^{iH} (\bar{\partial}_a) e^{-iH} = -\bar{\partial}_a - i \theta^\alpha \partial_{\alpha a}.
\] (7.22a)

Analogously, for an antichiral field it holds
\[
D_a \Phi(x, \theta, \bar{\theta}) = 0, \quad D_a := e^{-iH} (\partial_a) e^{iH} = \partial_a + i \theta^\alpha \partial_{\alpha a}.
\] (7.22b)

The set of derivatives \(D_A = (\partial_a, D_\alpha, \bar{D}^{\dot{\alpha}})\) has the property of commuting with the supersymmetry generators and mapping a tensor superfield into a tensor superfield with respect to the Lorentz group. Hence, they are called (flat) covariant derivatives. The observant reader has noticed the unusual sign in front of \(\bar{\partial}_a\) in definition (7.22), which is related to convenient complex conjugation.
Table 7 Definition of the Hermitean and complex conjugate as well as transposition (from left to right).

The symbol
\[ \pi_m := (-1)^{\frac{m}{2}} = (-1)^{\#F} \]
denotes the sign change induced by reversing the order of \( m \) anticommuting objects while \( \#F \) is the number of fermionic terms in the corresponding expression.

properties as will be explained below. While partial derivatives obey trivial (anti-)commutation rules, this is no longer true for covariant derivatives \( \{D_\alpha, \bar{D}_\dot{\alpha}\} = -2i\partial_\dot{\alpha}^\alpha \), and consequently special attention has to be paid to the reordering upon complex conjugation, in particular Hermitean and complex conjugation no longer coincide.

The Hermitean conjugate \( \mathcal{O}^\dagger \) and transpose \( \mathcal{O}^\top \) of an operator \( \mathcal{O} \) are respectively defined by

\[
\int \bar{\chi} \mathcal{O}^\dagger \psi := \int \bar{\chi} \mathcal{O} \psi,
\]
\[
\int (\mathcal{O}^\top \chi) \psi := (-1)^{\#\mathcal{O}} \int \chi \mathcal{O} \psi,
\]

which additionally allows to define the complex conjugate by
\[
\mathcal{O}^\ast := (\mathcal{O}^\dagger)^\top.
\]

In particular, these definitions imply the following reorderings
\[
(\mathcal{O}_1 \ldots \mathcal{O}_N)^\dagger = \mathcal{O}_N^\dagger \ldots \mathcal{O}_1^\dagger,
\]
\[
(\mathcal{O}_1 \ldots \mathcal{O}_N)^\top = (-1)^{\#\mathcal{O}_1 \#\mathcal{O}_2} \mathcal{O}_N^\top \ldots \mathcal{O}_1^\top,
\]
\[
(\mathcal{O}_1 \ldots \mathcal{O}_N)^* = (-1)^{\#\mathcal{O}_1 \#\mathcal{O}_2} \mathcal{O}_N^* \ldots \mathcal{O}_1^*.
\]

From
\[
\{(\bar{\partial}_\alpha)^\dagger, (\bar{z}^\dot{\beta})^\dagger\} = \{(\bar{\partial}_\alpha, \bar{z}^\dot{\beta})^\dagger\} = (\delta_\alpha^\dot{\beta})^\dagger = \delta_\alpha^\dot{\beta} = \{\partial_\alpha, z^\dot{\beta}\},
\]
\[
-(\partial_\alpha)^\dagger, (z^a)^\dagger = [(\partial_\alpha, z^a)^\dagger] = (\delta_a^b)^\dagger = \delta_a^b = [\partial_\alpha, z^b]
\]

one may deduce
\[
(\partial_\alpha)^\dagger = -\partial_\alpha,
\]
\[
(\partial_\alpha)^\dagger = \bar{\partial}_{\dot{\alpha}}.
\]
while the transpose $\partial_A^T = -\partial_A$ is determined by partial integration. So complex conjugation of a spinor partial derivative involves an additional minus sign compared to other fermionic objects. As complex conjugation is an operation which will be employed quite frequently when working directly with the supergravity algebra, the definition of covariant spinor derivatives (7.22) involves an additional minus sign for compensation. The conjugation rules are summarised in Table 7. As one can see, for the case of (anti-)commuting objects—“numbers”—Hermitian conjugation and complex conjugation are the same.

In the supergravity literature, the use of different notations and conventions is quite common. In particular it crucially depends on the task to be performed, which conventions are the most suitable. This thesis follows closely the conventions of [102], which contain the potential trap that for an antisymmetric tensor

$$\psi_{\alpha\beta} \sim \varepsilon_{\alpha\beta}$$

the corresponding contragradient tensor reads

$$\psi^{\alpha\beta} = \varepsilon^{\alpha\gamma} \varepsilon^{\beta\delta} \psi_{\gamma\delta} \sim \varepsilon^{\alpha\gamma} \varepsilon^{\beta\delta} \varepsilon_{\gamma\delta} = -\varepsilon^{\alpha\beta}$$

as a consequence of the conventions used for raising and lowering operators.

The other major source of this compilation [103] uses an imaginary symplectic metric, which introduce a relative minus sign for complex conjugation of contragradient indices. Additionally, there appears a minus sign in the complex conjugation of spinorial covariant superderivatives $D_\alpha = (D_\alpha)^\dagger = -(D_\alpha)^*$. Furthermore, quadratic quantities $D^2$ contain a factor of one half, which materialises upon partial integration.

### 7.2 Superspace Supergravity

In analogy to the non-supersymmetric case, a pseudo-Riemannian supermanifold is defined by an atlas of maps from open sets of points on the supermanifold to coordinates in flat superspace. When there is curvature, in general more than one map is required to cover the whole manifold and the maps are distorted in the sense, that a non-Minkowski metric is needed to capture this distortion in terms of those superspace coordinates, which shall be called world or curved coordinates coordinates $z^M = (z^m, \theta^\mu, \bar{\theta}_{\dot{\mu}})$. To each point of the supermanifold one may attach a tangent superspace (also referred to as flat), whose coordinates are called $z^A = (z^a, \theta^\alpha, \bar{\theta}_{\dot{\alpha}})$. The distinction of flat vs. curved will also be made in referring to the indices only as indicated in Table 8.

Superspace supergravity requires a tangent space formulation, where superspace general coordinate transformations, realised as gauged curved superspace translations, are augmented by an additional set of superlocal Lorentz transformations acting on the tangent space only. The reason

| SUGRA INDEX CONVENTIONS |
|--------------------------|
| $c$-coordinates ($x$)    | $a$-coordinates ($\theta$) |
| $m, n, \ldots$          | $\mu, \nu, \ldots$          |
| $M, N, \ldots$          | $\alpha, \beta, \ldots$    |
| $a, b, \ldots$          | $\alpha, \beta, \ldots$    |
| $A, B, \ldots$          | $\alpha, \beta, \ldots$    |

Table 8 Superfield Supergravity Index Conventions
is that without this doubling spinors can only be realised non-linearly, which is inconvenient [103, p. 235].

A first order differential operator, expressed as

$$K = K^M \partial_M + \frac{1}{2} K^{ab} M_{ab} = K^M \partial_M + K^{\alpha\beta} M_{\alpha\beta} + K^{\alpha\bar{\beta}} \bar{M}_{\alpha\bar{\beta}},$$

(7.35)

therefore allows to define covariant transformation under combined supercoordinate and super-Lorentz transformations according to

$$X \mapsto e^K X e^{-K}.$$  

(7.36)

The \( sl(2, \mathbb{C}) \) versions \( M_{\alpha\beta} = \frac{1}{2}(\sigma^{ab})_{\alpha\beta} M_{ab} \) and \( \bar{M}_{\alpha\bar{\beta}} = \frac{1}{2}(\bar{\sigma}^{ab})_{\alpha\bar{\beta}} \bar{M}_{ab} \) of the Lorentz generator \( M_{ab} \) act on the corresponding indices (i.e. only on indices of the same kind) according to

$$M_{\beta\gamma} \psi_{\alpha_1 \ldots \alpha_n} = \frac{1}{2} \sum_i (\varepsilon_{\alpha_1 \beta \gamma} \psi_{\alpha_1 \ldots \alpha_n} + \varepsilon_{\alpha_i \gamma} \psi_{\alpha_1 \ldots \alpha_n}),$$

(7.37)

$$\bar{M}_{\bar{\gamma}\bar{\delta}} \bar{\psi}_{\bar{\alpha}_1 \ldots \bar{\alpha}_n} = \frac{1}{2} \sum_i (\varepsilon_{\bar{\gamma} \bar{\alpha}_i \bar{\delta}} \bar{\psi}_{\bar{\alpha}_1 \ldots \bar{\alpha}_n} + \varepsilon_{\bar{\alpha}_i \bar{\delta}} \bar{\psi}_{\bar{\alpha}_1 \ldots \bar{\alpha}_n}).$$

(7.38)

In particular, it holds

$$M_{\beta\gamma} \psi_\alpha = \frac{1}{2} (\varepsilon_{\alpha \beta \gamma} \psi_\gamma + \varepsilon_{\alpha \gamma} \psi_\gamma),$$

$$M_{\beta\gamma} \psi^{\alpha} = \frac{1}{2} (\delta^\alpha_\beta \psi_\gamma + \delta^\gamma_\beta \psi_\gamma),$$

$$M_{\alpha\beta} \psi^\beta = \frac{3}{2} \psi_\beta.$$

In analogy to ordinary gravity (with torsion) one may define a derivative

$$D_A = E_A + \Omega_A$$

(7.39)

that transforms covariantly under (7.36) by adding a vierbein field \( E_A := E^M A \partial_M \) and a super-connection

$$\Omega_A := \frac{1}{2} \Omega^{BC} M_{BC} = \Omega^A_{\beta\gamma} M_{\beta\gamma} + \Omega^A_{\bar{\alpha}\bar{\beta}} \bar{M}_{\bar{\alpha}\bar{\beta}}.$$

(7.40)

The vierbein obeys the algebra

$$[E_A, E_B] = C_{AB}^C E_C,$$

(7.41)

$$C_{AB}^C = (E_A E_B - (-1)^{|A| |B|} E_B E_A) E^C_M,$$

(7.42)

where \( C_{AB}^C \) are the supersymmetric generalisation of anholonomy coefficients. The non-degenerate supermatrix \( E^M_A \) can be used to convert between world and tangent indices according to

$$V_A = E^M_A V_M,$$

(7.43)

and the bosonic submatrix \( E^m_a \) is the well known vierbein field of gravity obeying

$$\eta_{ab} = g_{mn} E^m_a E^n_b.$$  

(7.44)

The covariant derivatives form an algebra

$$[D_A, D_B] = T_{AB} + R_{AB},$$

(7.45)

$$T_{AB} := T_{AB}^C \partial_C,$$

(7.46)

$$R_{AB} := \frac{1}{2} R_{AB}^{bc} M_{bc} = R_{AB}^{\beta\gamma} M_{\beta\gamma} + R_{AB}^{\bar{\beta}\bar{\gamma}} \bar{M}_{\bar{\beta}\bar{\gamma}},$$

(7.47)

with \( T_{AB} = (-1)^{|A| |B|} T_{BA} \) the superspersion and \( R_{AB} = (-1)^{|A| |B|} R_{BA} \) the supercurvature, which may be completely expressed in terms of the superspersion as a consequence of the Bianchi identities. The latter are just the Jacobi identities (7.17) for the algebra (7.45).
7.3 Non-minimal Supergravity

The algebra above is a highly reducible representation of supergravity. To extract the physical degrees of freedom a number of constraints has to be imposed. One distinguishes between conventional constraints

\[ T_{\alpha \beta}^\gamma = T_{\alpha \dot{\beta}}^{\dot{\gamma}} = R_{\alpha \beta}^{cd} = 0, \]
\[ T_{\alpha \beta}^c = -2i\sigma^e_{\alpha \beta} \]
\[ T_{\alpha \beta}^{\gamma \gamma} = T_{\alpha \beta\gamma\delta} = T_{\alpha \beta\dot{\gamma}\dot{\delta}} = 0, \]

which are equivalent to redefinitions of the algebra’s constituents, and representation preserving constraints

\[ T_{\alpha \beta}^c = T_{\alpha \dot{\beta}}^{\dot{c}} = T_{\alpha \dot{\beta}}^{\dot{c}}, \]

which imply the existence of (anti-)chiral superfields by ensuring the Wess–Zumino consistency condition

\[ \bar{D}_{\dot{\alpha}} \chi = 0 \implies \{ \bar{D}_{\dot{\alpha}}, \bar{D}_{\dot{\beta}} \} \chi = 0. \]

While the Bianchi identities are trivially fulfilled by the unconstrained derivatives, this is no longer true, when introducing constraints whose consequences for the remaining torsion fields have to be evaluated. Since this procedure is straight-forward, it will not be reproduced here due to the length of the calculation and the fact, that it may be found in the literature \[103, 102, 104, 105\] under the name of “solving the Bianchi identities”.

After solving the Bianchi identities, all torsions and curvatures can be expressed in terms of a few basic fields,

\[ T_\alpha := (\alpha)^B T_{\alpha B}, \]
\[ G_{\alpha \dot{\alpha}} := i T_{\beta \dot{\beta}, \alpha \dot{\alpha}} + i T_{\alpha \beta, \alpha \dot{\beta}}, \]
\[ R := \frac{1}{12} R_{\alpha \beta}, \]
\[ W_{\alpha \beta \gamma} := \frac{1}{2} T_{(\alpha \beta \gamma)}, \]

where \( R \) and \( \bar{R} \) are chiral and antichiral superfields, \( G_{\alpha \dot{\alpha}} \) is real, and \( T_\alpha, W_{\alpha \beta \gamma} \) are complex superfields, all of which are subject to a set of Bianchi identities and obey the so-called “non-minimal supergravity algebra”.

7.3.1 Algebra and Bianchi identities

The non-minimal supergravity algebra is defined by the following three (anti-)commutators,

\[ \{ \bar{D}_\alpha, \bar{D}_\alpha \} = -2i D_{\alpha \dot{\alpha}}, \]
\[ \{ D_\alpha, D_\beta \} = -4RM_{\alpha \beta}, \]
\[ [\bar{D}_\alpha, D_\beta] = \varepsilon_{\alpha \beta} \left[ \frac{1}{2} \bar{T}^4 D_\beta + i\left( R + \frac{1}{8} \bar{D}_\gamma \bar{T}^\gamma - \frac{1}{16} \bar{T}^2 \right) D_\beta \right. \]
\[ - i \bar{\psi}_\beta \bar{T}_\gamma \bar{D}_\gamma + i(D^4 - \frac{10}{2} \bar{T}^\delta) \bar{\psi}_\beta \bar{T}^\gamma \bar{M}_\delta \]
\[ + 2i X^\gamma M_{\beta \gamma} - 2i W_{\beta \gamma} M_{\gamma \delta} \left] \right. - i(D_\beta \bar{R}) \bar{M}_{\alpha \beta}. \]
The missing relations can be determined from the Bianchi identities (see below) and complex conjugation.

\[
\{\bar{D}_\alpha, \bar{D}_\beta\} = 4R\bar{M}_{\alpha\beta}, \quad (7.57)
\]

\[
[D_\alpha, D_{\beta\dot{\gamma}}] = \varepsilon_{\alpha\beta} \left[ \frac{1}{4} T^\gamma \bar{D}_{\dot{\gamma}\dot{\beta}} + i(\bar{R} - \frac{1}{8} D^\gamma T_{\gamma} - \frac{1}{16} T^2)\bar{D}_{\dot{\beta}} \right. \\
+ i\psi^\gamma \dot{D}_{\gamma} + i(D^\delta - \frac{1}{2} T^\delta)\psi^\gamma M_{\dot{\beta} \gamma} \\
- 2i\bar{X}^\gamma \bar{M}_{\dot{\beta} \dot{\gamma}} + 2i\bar{W}^\gamma \bar{M}_{\dot{\gamma} \dot{\delta}} \left] + i(\bar{D}_{\dot{\beta}}\bar{R})M_{\alpha\beta}, \quad (7.58)
\]

\[
[D_{\alpha\dot{\alpha}}, D_{\beta\dot{\beta}}] = \frac{i}{8} \left\{ [D_\alpha, D_{\beta\dot{\gamma}}], D_{\dot{\alpha}} \right\} + \frac{i}{4} \left\{ [\bar{D}_\alpha, D_{\beta\dot{\gamma}}], D_{\dot{\alpha}} \right\}, \quad (7.59)
\]

with the abbreviations

\[
\psi_{\alpha\dot{\alpha}} = G_{\alpha\dot{\alpha}} - \frac{i}{2} D_\alpha T_{\dot{\alpha}} - \frac{i}{2} D_{\dot{\alpha}} T_\alpha, \quad (7.60)
\]

\[
X_\alpha = \frac{1}{12} \left[ (\bar{D}_\gamma - \frac{1}{2}\bar{T}_\gamma)(\bar{D}^{\dot{\gamma}} - \frac{1}{2}\bar{T}^{\dot{\gamma}}) - 4R \right] T_\alpha \\
+ \frac{1}{12} \left[ 2\psi_{\alpha\dot{\alpha}} + (\bar{D}_\alpha - \frac{1}{2}\bar{T}_\alpha)(D_{\dot{\alpha}} - \frac{1}{2}T_{\dot{\alpha}}) \right. \\
+ \frac{1}{2}(D_\alpha - T_\alpha)(\bar{D}_{\dot{\alpha}} - \frac{1}{2}T_{\dot{\alpha}}) \left] T_{\dot{\alpha}}. \quad (7.61)
\]

The Bianchi identities expressed in terms of the supertorsion components read

\[
\bar{D}_\alpha R = 0, \quad G_\alpha = \bar{G}_\alpha, \quad W_{\alpha\beta\gamma} = W_{(\alpha\beta\gamma)}, \\
D_\alpha T_{\beta} + D_{\beta} T_\alpha = 0, \\
(\bar{D}^{\dot{\alpha}} - \frac{1}{2}\bar{T}^{\dot{\alpha}})\psi_{\alpha\dot{\alpha}} = D_\alpha R, \quad (\bar{D}_\alpha - \frac{1}{2}\bar{T}_\alpha)W_{\alpha\beta\gamma} = 0, \quad (7.62)
\]

\[
(D^\gamma - T^\gamma)W_{\alpha\beta\gamma} = \frac{i}{2}(D_\alpha \dot{\beta} - \frac{i}{4}(\bar{D}_{\dot{\alpha}}\bar{T}_{\dot{\beta}}))\psi_{\alpha\dot{\beta}} + (\alpha \leftrightarrow \beta). 
\]

### 7.3.2 Partial Integration

From the supergravity algebra (7.45) it can be shown that

\[
(-1)^{\# A} E^{-1} D_A V^A - (-1)^{\# B} V^A T_A^B B = (E^{-1} V^A) \bar{E}_A, \quad (7.63)
\]

which implies

\[
\int d^8z E^{-1}(D_{\alpha\dot{\alpha}} - (-1)^{\# B} T_{\alpha B}^B)V^{\alpha\dot{\alpha}} = 0, \quad (7.64)
\]

\[
\int d^8z E^{-1}(D_\alpha + T_\alpha)V^\alpha = 0, \quad (7.65)
\]

\[
\int d^8z E^{-1}(\bar{D}_{\dot{\alpha}} + T_{\dot{\alpha}})V^\dot{\alpha} = 0. \quad (7.66)
\]

\( E^{-1} := \text{sdet}^{-1} E_A^M \) is the real superspace analogue of \( \sqrt{-g_{\text{mn}}} \).

Clearly it is a natural alternative to consider the combination \( D_\alpha + T_\alpha \) as the basic covariant derivative. Then \( T_\alpha \) takes over the rôl\(e\) of a \( U(1)_R \) connection, an approach chosen in [103].
7.3.3 Superdeterminant

In the last Section the superdeterminant has been introduced and its definition shall follow here, belatedly. In analogy to the non-supersymmetric case the superdeterminant is the exponential of the logarithm’s supertrace

\[
\text{sdet } A_{MN} := \exp \text{STr } \ln A_{MN},
\]

where the supertrace is

\[
\text{STr } A_{MN} := (-1)^{\#M} A_{MN},
\]

which is cyclic and invariant under a suitably defined supertransposition

\[
(A^{\ast T})_{M}^{N} := (-1)^{\#N+\#M\#N} A_{MN}.
\]

For practical calculations, the following theorem is much more important

\[
z^{\ast M} = e^{-K} z^{M}, \quad K = K^{M} \partial_{M},
\]

and

\[
\text{sdet } \frac{\partial z^{\ast M}}{\partial z^{N}} = (1 \cdot e^{K}),
\]

The right partial derivative \( \overline{\partial}_{M} \) in \( \overline{K} \) acts on the components \( K^{M} \) and everything to the left of \( \overline{K} \), such that

\[
\overline{K} = (-1)^{\#M} \overline{\partial}_{M} K^{M} + (-1)^{\#M}(\partial_{M} K^{M}).
\]

Additionally the following rule holds

\[
(1 \cdot e^{\overline{K}})(e^{K} \Phi) = (\Phi \cdot e^{\overline{K}}).
\]

Proofs for any of these statements can be found in the literature, in particular [102].

7.3.4 Super-Weyl Transformations

While the algebra of the previous Sections is by construction invariant under general supercoordinate and superlocal Lorentz transformations, it is in addition invariant under transformations of the vierbein of the form

\[
E_{\alpha} \mapsto LE_{\alpha},
\]

\[
\bar{E}_{\dot{\alpha}} \mapsto L\bar{E}_{\dot{\alpha}},
\]

\[
E_{\alpha\dot{\alpha}} \mapsto LLE_{\alpha\dot{\alpha}},
\]

\[
E \mapsto (L\overline{L})^{2}E,
\]

which are easily seen to represent Weyl transformation of the bosonic vierbein component, when restricting \( L \) to (the real part of) its lowest component. The unconstrained complex superfield \( L = \exp(\frac{1}{2}\Delta + \frac{i}{2}\kappa) \) parametrises mixed superlocal scale transformations (by \( \Delta \)) and superlocal chiral transformations (by \( \kappa \)). The latter can also be understood as local \( \text{U}(1)_{R} \) transformations.

The elements of the non-minimal supergravity algebra transform under this symmetry as

\[
\mathcal{D}_{\alpha} \mapsto LD_{\alpha} - 2(D^{\dot{\beta}} L)M_{\alpha\dot{\beta}},
\]

\[
\bar{\mathcal{D}}_{\dot{\alpha}} \mapsto L\bar{D}_{\dot{\alpha}} - 2(D^{\dot{\beta}} \bar{L})\bar{M}_{\dot{\alpha}\dot{\beta}},
\]

\[
T_{\alpha} \mapsto LT_{\alpha} + D'_{\alpha} \ln(L^{4}\overline{L}^{2}),
\]

\[
R \mapsto -\frac{1}{4}(D^{2} - 4R)\overline{L}^{2}.
\]
7.3.5 Prepotentials

As a consequence of Frobenius’ theorem, the vierbein field, which is subject to the constraint (7.41) can be decomposed into unconstrained superfields $F$, $W$ and $N_{\alpha\mu}$, called prepotentials,

$$ E_\alpha = FN_\alpha e^W \partial_\mu e^{-W}, \quad \det N_\alpha = 1, \tag{7.82} $$

$$ \tilde{E}_\alpha = -\tilde{F} \tilde{N}_\dot{\alpha} \tilde{e}^\dot{W} \tilde{\partial}_{\dot{\mu}} e^{-\tilde{W}}. \tag{7.83} $$

Because the “superscale” field $F$ has been introduced to allow the choice $\det N_\alpha = 1$, it is also the only prepotential that transforms under super-Weyl transformations: $F \mapsto LF$. Under coordinate transformations induced by $K = K^M \partial_M = \tilde{K}$, all prepotentials transform covariantly,

$$ F' = (e^K F), \quad (N_{\alpha\mu})' = (e^K N_{\alpha\mu}), \quad W' = (e^K W). \tag{7.84} $$

while only $N_{\alpha\mu}$ transforms under superlocal transformations

$$ (N_{\alpha\mu})' = (e^{\frac{1}{2}K_{ab}M_{ab}})N_{\alpha\mu}. \tag{7.85} $$

While all supergravity superfields can be expressed in terms of prepotentials, only the two simple expressions

$$ T_\alpha = E_\alpha \ln [EF^2(1 \cdot e^{-W})], \tag{7.86} $$

$$ R = -\frac{1}{4} \tilde{E}_\mu \tilde{E}^\mu F^2 \tag{7.87} $$

shall be given here with the semi-covariant vierbein $\tilde{E}$ defined by

$$ \tilde{E}_\alpha := F^{-1} E_\alpha, \quad \tilde{E}_\alpha := N_{\alpha\mu} \tilde{E}_\mu, $$

$$ \hat{E}_\alpha := F^{-1} \hat{E}_\alpha, \quad \hat{E}_\alpha := \frac{i}{2} \{ E_\alpha, \hat{E}_\dot{\alpha} \}. \tag{7.88} $$

There is an additional prepotential $\varphi$, the chiral compensator, that can be chosen to take over the role of $F$, see Section refsec:superweyltrafos.

7.4 Minimal Supergravity

From the non-minimal supergravity algebra, a formulation containing less auxiliary fields may be obtained by setting $T_\alpha = 0$. This has a number of consequences: The algebra simplifies considerably, $W_{\alpha\beta\gamma}$ becomes a chiral field and super-Weyl transformations can be formulated using a chiral parameter field.

7.4.1 Algebra and Bianchi Identities

The minimal supergravity algebra is determined by the three (anti-)commutators $\{ D_\alpha, D_\beta \}$, $\{ D_\alpha, D_{\dot{\beta}} \}$, $\{ [D_\alpha, D_{\dot{\beta}}] \}$, which are listed below with some of their straight-forward implications.
\[ \{ D_\alpha, \bar{D}_\alpha \} = -2iD_{\alpha\dot{\alpha}}, \]
\[ \{ D_\alpha, D_\beta \} = -4\bar{R}M_{\alpha\beta}, \]
\[ \{ \bar{D}_\dot{\alpha}, \bar{D}_\dot{\alpha} \} = 4R\bar{M}_{\dot{\alpha}\dot{\beta}}, \]
\[ D_\alpha D_\beta = \frac{1}{2} \varepsilon_{\alpha\beta} D^2 - 2\bar{R}M_{\alpha\beta}, \]
\[ \bar{D}_\dot{\alpha} D_\dot{\beta} = -\frac{1}{2} \varepsilon_{\dot{\alpha}\dot{\beta}} D^2 + 2RM_{\dot{\alpha}\dot{\beta}}, \]
\[ D_\alpha D^2 = 4R\bar{D}^\dot{\gamma}(\varepsilon_{\alpha\beta} + M_{\alpha\beta}), \]
\[ D^2 D_\alpha = -2\bar{R}D^\dot{\gamma}(\varepsilon_{\alpha\beta} + M_{\alpha\beta}), \]
\[ \{ D^2, \bar{D}_\alpha \} = -4(G_{\alpha\dot{\dot{\gamma}}} + iD_{a\dot{\alpha}})D^\alpha + 4R\bar{D}_\dot{\alpha}, \]
\[ -4(D^\gamma G^\delta_{\alpha})M_{\gamma\delta} + 8W_{\alpha\gamma\delta}\bar{M}_{\gamma\delta}, \]
\[ \{ \bar{D}^2, D_\alpha \} = 2i[\bar{D}^\alpha, D_\alpha] + 4iD_{a\dot{\alpha}} D^\dot{\alpha}, \]
\[ -4(G_{\alpha\dot{\dot{\gamma}}} - iD_{a\dot{\alpha}})\bar{D}^\dot{\alpha} + 4RD_\alpha - 4(\bar{D}^\dot{\gamma} G^\delta_{\alpha})\bar{M}_{\gamma\delta} + 8W_{\alpha\gamma\delta}M_{\gamma\delta}, \]
\[ [D_\dot{\alpha}, D_\dot{\beta}] = -i\varepsilon_{\dot{\alpha}\dot{\beta}}(RD_\gamma + G^\gamma_{\dot{\beta}}\bar{D}_\gamma) \]
\[ -i(D_\dot{\alpha} R)\bar{M}_{\gamma\delta} + i\varepsilon_{\dot{\alpha}\dot{\beta}}(\bar{D}^\dot{\gamma} G^\delta_{\beta})\bar{M}_{\gamma\delta} - 2i\varepsilon_{\dot{\alpha}\dot{\beta}} W_{\beta\gamma\delta}M_{\gamma\delta}, \]
\[ [D_\dot{\alpha}, D_\dot{\beta}] = -2i(RD_\beta + G^\gamma_{\dot{\alpha}}\bar{D}_\gamma) + 2i(D^\dot{\gamma} G^\delta_{\beta})\bar{M}_{\gamma\delta} - 4iW_{\beta\gamma\delta}M_{\gamma\delta}, \]
\[ [D_\dot{\alpha}, D_\dot{\beta}] = i\varepsilon_{\dot{\alpha}\dot{\beta}}(\bar{R}\bar{D}_\gamma + G^\gamma_{\dot{\beta}}\bar{D}_\gamma) \]
\[ + i(D_\dot{\alpha} R)M_{\gamma\delta} - i\varepsilon_{\dot{\alpha}\dot{\beta}}(D^\dot{\gamma} G^\delta_{\beta})M_{\gamma\delta} + 2i\varepsilon_{\dot{\alpha}\dot{\beta}} W_{\beta\gamma\delta}\bar{M}_{\gamma\delta}, \]
\[ [D^\alpha, D_\dot{\beta}] = 2i(R\bar{D}_\beta + G^\gamma_{\dot{\alpha}}\bar{D}_\gamma) - 2i(D^\dot{\gamma} G^\delta_{\beta})M_{\gamma\delta} + 4iW_{\beta\gamma\delta} M_{\gamma\delta}, \]
\[ [D^2, D^2] = [D^2, D_\dot{\alpha}][D^\alpha - D^\dot{\alpha}, [D^2, D_\dot{\alpha}]] \]
\[ = 8iG_{\alpha\dot{\alpha}} D_{\alpha\dot{\alpha}} - 4iD_{a\dot{\alpha}} [D^\alpha, D^\dot{\alpha}] \]
\[ -4(D^\alpha R)D_\alpha + 4(\bar{D}_\dot{\alpha} R)D^\dot{\alpha} \]
\[ -8RD^2 + 8\bar{R}D^2 \]
\[ -8(D^\gamma G^\delta_{\alpha})\bar{D}^\dot{\alpha} M_{\gamma\delta} + 8(\bar{D}^\dot{\gamma} G^\alpha_{\dot{\dot{\delta}}})D_\alpha \bar{M}_{\gamma\delta} \]
\[ -16W_{\alpha\gamma\delta} D_\alpha M_{\gamma\delta} + 16W_{\alpha\gamma\delta} \bar{D}^\dot{\alpha} M_{\gamma\delta} \]
\[ -8(D^\dot{\alpha} W_{\alpha\gamma\delta})M_{\gamma\delta} + 8(D_\dot{\alpha} W_{\alpha\gamma\dot{\delta}})M_{\gamma\dot{\delta}}. \]

In minimal SUGRA \( R \) and \( W_{\alpha\beta\gamma} \) are chiral fields, \( G_{\alpha\dot{\alpha}} \) is real.

\[ G_\alpha = \bar{G}_\alpha, \]
\[ \bar{D}_\alpha R = 0, \]
\[ D_\dot{\alpha} W_{\alpha\beta\gamma} = 0, \quad W_{\alpha\beta\gamma} = W_{(\alpha\beta\gamma)}. \]

The remaining identities also simplify dramatically,

\[ \bar{D}^\dot{\alpha} G_{\alpha\dot{\alpha}} = D_\alpha R, \]
\[ D^\alpha G_{\alpha\alpha} = \bar{D}_\dot{\alpha} \bar{R}, \]
\[ D^\dot{\alpha} W_{\alpha\beta\gamma} = \frac{1}{2} D_\alpha^\alpha G_{\beta\dot{\alpha}} + \frac{1}{2} D^\beta_{\beta\dot{\alpha}} G_{\alpha\dot{\alpha}}. \]
Some trivial consequences of the above identities are
\[ \bar{D}_\alpha G^{\alpha \dot{\alpha}} = -D^\alpha R, \]
\[ D_\alpha G^{\alpha \dot{\alpha}} = -\bar{D}^{\dot{\alpha}} \bar{R}, \]
\[ D^{\alpha \dot{\alpha}} G_{\alpha \dot{\alpha}} = \frac{1}{2} (D^2 R - \bar{D}^2 \bar{R}), \]
\[ (D^2 \lambda)(\bar{D}^2 \bar{\lambda}) = 4 G_{\alpha \dot{\alpha}} (D^\alpha \lambda)(\bar{D}^{\dot{\alpha}} \bar{\lambda}) + 8 (D^{\alpha \dot{\alpha}} \lambda)(D^{\alpha \dot{\alpha}} \bar{\lambda}) + (\text{total derivative}). \]  

\[ (7.91) \]
\[ (7.92) \]
\[ (7.93) \]
\[ (7.94) \]

### 7.4.2 Chiral Projector and d’Alembertian

As a consequence of \((7.89c)\) as long as \(R \neq 0\), \(\bar{D}^2 U\) is no longer chiral \((U\) being an arbitrary superfield). But for tensor superfields carrying no dotted indices the following operator gives a covariantly chiral superfield.

\[ \bar{D}_\alpha (\bar{D}^2 - 4R) U_{\alpha_1 \ldots \alpha_n} = 0 \quad \forall \text{ undotted tensor superfield } U \]

\[ (7.95) \]

Evidently the flat space limit, \(R \rightarrow 0\) restores the usual chirality property of \(\bar{D}^2 U\).

Since chiral scalar superfields will play an important rôle in this thesis, the commutators \((7.89)\) acting on chiral scalar fields are worked out explicitly in appendix D. The combination \(\bar{D}^2 - 4R\) is also known as the chiral projector.

From the chiral projector a generalisation of the d’Alembert operator to the space of (anti-)chiral superfields can be given. The (anti-)chiral d’Alembertian \(\Box_+ \) (\(\Box_-\)) is defined by

\[ \Box_+ := (D^\alpha + iG^\alpha) D_\alpha + \frac{1}{4} (R D^\alpha + (D^\alpha R)) D_\alpha, \]
\[ \Box_- := (D^\alpha - iG^\alpha) D_\alpha + \frac{1}{4} (\bar{R} \bar{D}_\alpha + (\bar{D}_\alpha \bar{R})) \bar{D}^{\dot{\alpha}}, \]

\[ (7.96) \]
\[ (7.97) \]

and maps to (anti-)chiral fields as long as it acts on (anti-)chiral fields. In this case \(\Box_+ \) (\(\Box_-\)) may be rewritten in the following manner,

\[ \Box_+ \lambda = \frac{1}{16}(\bar{D}^2 - 4R) D^2 \lambda, \]
\[ \Box_- \bar{\lambda} = \frac{1}{16}(D^2 - 4\bar{R}) \bar{D}^2 \bar{\lambda}, \]

\[ (7.98) \]
\[ (7.99) \]

which makes manifest the (anti-)chirality property.

Also note that \(\bar{D}^2 D^2 \lambda = 16(\Box_+ + \frac{1}{4} RD^2) \lambda\).

### 7.4.3 Super-Weyl Transformations

The condition \(T_\alpha = 0\) is only invariant under a subset of the mixed super-Weyl/local \(U(1)_R\) transformations discussed in Section 7.3.4. To ensure that 0 maps to 0 under those transformations, from

\[ 0 = T_\alpha \mapsto LT_\alpha + LD_\alpha \ln(L^4 \bar{L}^2) = 0, \]

\[ (7.100) \]

the condition \(D_\alpha \ln(L^4 \bar{L}^2) = 0\) is read off. Consequently the parameter \(L\) is restricted to be of the form

\[ L = \exp(\frac{i}{2} \sigma - \bar{\sigma}), \quad \bar{D}_\alpha \sigma = D_\alpha \bar{\sigma} = 0, \]
\[ \bar{L} = \exp(\frac{i}{2} \bar{\sigma} - \sigma). \]

\[ (7.101) \]
The minimal supergravity fields transform according to
\[ D'_{\alpha} = \mathcal{D}_{\alpha} - 2(D^{\beta}L)M_{\alpha\beta}, \quad (7.102) \]
\[ R' = -\frac{1}{4}(\mathcal{D}^2 - 4R)L, \quad (7.103) \]
\[ G'_{\alpha\dot{\alpha}} = LLG_{\alpha\dot{\alpha}} + \frac{1}{2}\bar{L}\mathcal{D}_{\dot{\alpha}}L - \frac{1}{2}L\mathcal{D}_{\alpha}\bar{L}, \quad (7.104) \]
\[ W'_{\alpha\beta\gamma} = L^2\bar{L}W_{\alpha\beta\gamma}, \quad (7.105) \]
or in terms of \( \sigma \) and \( \bar{\sigma} \),
\[ D'_{\alpha} = e^{2\sigma - \bar{\sigma}}(\mathcal{D}_{\alpha} - (D^{\beta}\sigma)M_{\alpha\beta}), \quad (7.106) \]
\[ R' = -\frac{1}{4}e^{-2\sigma}[(\mathcal{D}^2 - 4R)e^{\bar{\sigma}}], \quad (7.107) \]
\[ G'_{\alpha\dot{\alpha}} = e^{-(\sigma + \bar{\sigma})/2}[G_{\alpha\dot{\alpha}} + \frac{1}{2}(D_{\alpha}\sigma)(\bar{D}_{\dot{\alpha}}\bar{\sigma}) + i(D_{\alpha\dot{\alpha}}(\bar{\sigma} - \sigma))], \quad (7.108) \]
\[ W'_{\alpha\beta\gamma} = e^{-3\sigma/2}W_{\alpha\beta\gamma}. \quad (7.109) \]
Formulating \( \tilde{T}_{\dot{\alpha}} = 0 \) in terms of prepotentials \((7.86)\) yields the important equation
\[ \bar{E}_{\dot{\alpha}}\varphi = 0, \quad \varphi^3 := E^{-1}\bar{F}^{-2}(1 \cdot e^{\bar{W}})^{-1}, \quad (7.110) \]
where the exponent of “3” is for convenience as is seen in the next equation. Since for any scalar \( \mathcal{D}_{\dot{\alpha}} = \tilde{E}_{\dot{\alpha}}, \) the field \( \varphi \) is chiral and transforms under generalised super-Weyl transformations into
\[ \varphi^3 \mapsto [(L\bar{L})^{-2}E^{-1}][\bar{L}^{-2}\bar{F}^{-2}](1 \cdot e^{\bar{W}})^{-1} = L^{-2}\bar{L}^{-4}\varphi^3 = (e^{\sigma}\varphi)^3. \quad (7.111) \]
This makes \( \varphi \) the compensating field for super-Weyl transformations. Accordingly it is called chiral compensator.

### 7.4.4 Chiral Representation and Integration Rule

Performing the picture changing operation
\[ \tilde{V} = e^{-\bar{W}}V, \quad (7.112) \]
\[ \tilde{D}_{\dot{A}} = e^{-\bar{W}}D_{A}e^{\bar{W}} = \tilde{E}^{-1}_{\dot{A}}M_{\dot{A}M} + \frac{1}{2}\tilde{\Omega}_{\dot{A}BC}M_{BC}, \quad (7.113) \]
and additionally going to the gauge \( N_{\alpha}^{\mu} = \delta_{\alpha}^{\mu} \) introduces the so-called chiral representation. The important feature of the chiral representation is that the spinorial vielbein \( \tilde{E}_{\dot{\alpha}} = -\bar{F}\tilde{\partial}_{\dot{A}} \) takes a most simple form, while \( \tilde{E}_{\dot{\alpha}} \) and complex conjugation are more complicated than in the vector representation used so far. The determinant of the vierbein becomes
\[ \tilde{E}^{-1} = (E^{-1}e^{-\bar{W}}), \quad (7.114) \]
such that
\[ \int d^8z\tilde{E}^{-1}\mathcal{L} = \int d^8z(E^{-1}e^{-\bar{W}})e^{-W}\mathcal{L} = \int d^8zE^{-1}\mathcal{L}. \quad (7.115) \]
In chiral representation, equations \((7.110)\) and \((7.87)\) read
\[ \bar{\varphi}^3\bar{F}^2 = \tilde{E}^{-1}, \quad (7.116) \]
\[ \bar{R} = \frac{1}{4}\tilde{\partial}\tilde{\partial}^{\mu}\tilde{F}^2, \quad (7.117) \]
which combined yield
\[
\tilde{\varphi}^3 \tilde{R} = \frac{1}{4} \tilde{\partial}_\mu \tilde{\partial}^\mu \tilde{E}^{-1},
\]  
(7.118)

\[
\Rightarrow \tilde{\varphi}^3 \tilde{L}_c = \frac{1}{4} \bar{\partial}^\dot{\mu} \left( \frac{\tilde{E}^{-1}}{\tilde{R}} \tilde{L}_c \right).
\]  
(7.119)

This gives the important *chiral integration rule*

\[
\int d^8 z \tilde{\varphi}^3 \tilde{L}_c = \int d^8 z \frac{\tilde{E}^{-1}}{\tilde{R}} \tilde{L}_c = \int d^8 z \frac{E^{-1}}{R} \mathcal{L},
\]  
(7.120)
due to \(d^2 \bar{\theta} = \frac{1}{4} \bar{\partial}_\mu \tilde{\partial}^\mu\).

### 7.5 Component Expansion

#### 7.5.1 Superfields and First Order Operators

In supergravity as opposed to flat supersymmetry, the (non-linearised) components of a superfield are given in terms of covariant derivatives \(D_\alpha\) and \(\bar{D}_\dot{\alpha}\) and are in one-to-one correspondence to the coefficients in the usual \(\theta, \bar{\theta}\) expansion of a superfield.

\[
\begin{align*}
  f \big|_o & \quad D_\alpha f \big|_o \quad \bar{D}_\dot{\alpha} f \big|_o \\
  - \frac{1}{4} D^2 f \big|_o & \quad - \frac{1}{4} \bar{D}^2 f \big|_o \quad \frac{1}{2} [D_\alpha, \bar{D}_\dot{\alpha}] f \big|_o \\
  - \frac{1}{4} D_\alpha \bar{D}^2 f \big|_o & \quad - \frac{1}{4} D_\alpha \bar{D}^2 f \big|_o \quad - \frac{1}{32} \{D^2, \bar{D}^2\} f \big|_o
\end{align*}
\]  
(7.121)

Here, the notation
\[
f \big|_o := f(x, \theta = 0, \bar{\theta} = 0)
\]  
(7.122)

has been introduced.

For arbitrary superfields \(f_1\) and \(f_2\), it holds

\[
(f_1 f_2) \big|_o = f_1 \big|_o f_2 \big|_o,
\]  
(7.123)

which obviously can no longer be true when \(f_1\) is an *operator* containing derivatives on anticommuting coordinates.

The space projection of a general first order differential operator
\[
\mathcal{O} = \mathcal{O}^M(z) \partial_M + \mathcal{O}^{ab}(z) M_{ab}
\]  
(7.124)
is defined to be

\[
\mathcal{O} \big|_o = \mathcal{O}^M \big|_o \partial_M + \mathcal{O}^{ab} \big|_o M_{ab}.
\]  
(7.125)

Acting with such an operator on an arbitrary superfield (with Lorentz indices of \(f\) suppressed), one immediately sees that

\[
\begin{align*}
  (\mathcal{O} f) \big|_o & = (\mathcal{O}^M \partial_M f) \big|_o + (\mathcal{O}^{ab} M_{ab} f) \big|_o \\
  & = \mathcal{O}^M \big|_o \partial_M f \big|_o + \mathcal{O}^{ab} \big|_o M_{ab} f \big|_o \\
  & = (\mathcal{O} f) \big|_o
\end{align*}
\]  
(7.126)
is different from

\[
\begin{align*}
  \mathcal{O} \big|_o f \big|_o & = \mathcal{O}^m \big|_o \partial_m f \big|_o + \mathcal{O}^{ab} \big|_o M_{ab} f \big|_o.
\end{align*}
\]  
(7.127)
Using pure superspace methods, it is possible (though tedious) to show, that in Wess–Zumino gauge the vector derivative has the following expansion,

$$D_{\alpha\dot{\alpha}} f_{\alpha\dot{\alpha}} = \nabla_{\alpha\dot{\alpha}} f_{\alpha\dot{\alpha}} + \frac{1}{2} \Psi_{\alpha\dot{\alpha}}, \beta D_{\beta} f_{\alpha\dot{\alpha}} + \frac{1}{2} \bar{\Psi}_{\alpha\dot{\alpha}, \beta} \bar{D}_{\beta} f_{\alpha\dot{\alpha}}, \quad (7.128)$$

with $\Psi$ the gaugino field strength. As a simple example, the expansion of $D_{\alpha\dot{\alpha}} f$ is given,

$$D_{\alpha\dot{\alpha}} f = \nabla_{\alpha\dot{\alpha}} (f) + \frac{1}{2} \Psi_{\alpha\dot{\alpha}}, \beta \left( (D_{\beta} f)_{\alpha\dot{\alpha}} + \frac{1}{2} \bar{\Psi}_{\alpha\dot{\alpha}, \beta} \left( (\bar{D}_{\beta} f)_{\alpha\dot{\alpha}} \right) \right). \quad (7.129)$$

More complicated combination of the derivatives $D_{\alpha}$, $\bar{D}_{\dot{\alpha}}$ and $D_{\alpha\dot{\alpha}}$ acting on a field require rearrangement such that the leftmost derivative is of vector type. Then the above rule (with $f$ containing the remaining derivatives) can be used to recursively reduce the superspace derivatives to space-time covariant derivatives $\nabla_{\alpha\dot{\alpha}}$ until only expressions containing component combinations (7.121) of the spinorial derivatives are left over. Due to the three-folding caused by each application of (7.129), let alone the required rearrangement of vector derivatives to the left, even terms with a relatively small number of derivatives may grow dramatically. The situation is (slightly) better when one is not interested in terms containing the gaugino field strength. Therefore, the operator $|_{\partial}$ shall denote space-time projection while simultaneously neglecting all gravitational fermionic and auxiliary fields.

### 7.5.2 Supergravity Fields

The derivation of the component expansion in Wess–Zumino gauge is rather involved and only the final expression shall be reproduced here. The real part of the prepotential $W$ can be gauged away, but requiring instead the condition

$$\exp(\hat{\bar{W}}^n \partial_n) x^m = x^m + i \mathcal{H}^m(x, \theta, \bar{\theta}) \quad \mathcal{H}^m = \hat{\mathcal{H}}^m \quad (7.130)$$

defines the gravitational Wess–Zumino gauge, also called gravitational superfield gauge. In this gauge, the gravitational degrees of freedom are encoded in the gravitational superfield $\mathcal{H}^m$ and the chiral compensator $\hat{\varphi}(x, \theta)$.

$$\mathcal{H}^m = \theta \sigma^\alpha \bar{\theta} e^m_\alpha + i \bar{\theta}^2 \theta^\alpha \psi^m_\alpha - i \theta^2 \bar{\theta}_\alpha \bar{\psi}^m_{\alpha} + \theta^2 \bar{\theta}^2 A^m$$

$$\hat{\varphi}^3 = e^{-1} \left( 1 - 2 i \theta \sigma_\alpha \bar{\psi}^\alpha + \theta^2 B \right) \quad \hat{\bar{\varphi}} = e^{-\hat{\bar{W}}} \hat{\varphi} \quad (7.131)$$

In Wess–Zumino gauge, the spinorial semi-covariant vierbein fields (7.88) coincide with the partial derivatives and can therefore be used to extract the components of the above gravitational superfields just as in flat supersymmetry.

The spinorial semi-covariant vierbein fields $\hat{E}_\alpha$, $\hat{\bar{E}}_{\dot{\alpha}}$ were defined by just pulling out a factor of $F$ from the covariant spinorial derivatives $D_{\alpha}$, $\bar{D}_{\dot{\alpha}}$. In addition without proof, for the prepotential $F$ it holds

$$F|_{\partial} = 1, \quad \hat{E}_\alpha F = -\frac{i}{2} \bar{\Psi}^{\alpha \beta \dot{\beta}}, \quad (7.132)$$

such that

$$D_{\alpha} \mathcal{O}|_{\partial} = \hat{E}_\alpha \mathcal{O}|_{\partial},$$

$$-\frac{1}{4} D^2 \mathcal{O}|_{\partial} = -\frac{1}{4} \hat{E}^2 \mathcal{O}|_{\partial} + \frac{i}{2} \bar{\Psi}^{\alpha \beta \dot{\beta}} D_{\alpha} \mathcal{O}|_{\partial}. \quad (7.133)$$
This allows to write down the chiral compensator's components in terms of covariant derivatives

\[ \varphi^3 |_a = e^{-1}, \]  
\[ \mathcal{D}_a \varphi^3 |_a = -2i e^{-1} (\sigma^a \bar{\Psi}_a) , \]
\[ -\frac{1}{4} \mathcal{D}^2 \varphi^3 |_a = e^{-1} (B - \bar{\Psi} \sigma \Psi), \]  

where \( \bar{\Psi} \sigma \Psi = -\bar{\psi}^a_{\dot{\beta}, \dot{b}} \psi_{\alpha, \gamma} \). In other words

\[ \varphi_a |_a = e^{-1/3}, \]  
\[ \mathcal{D}_a \varphi_a |_a = -\frac{2}{3} i e^{-1/3} (\sigma^a \bar{\Psi}_a) , \]
\[ -\frac{1}{4} \mathcal{D}^2 \varphi |_a = \frac{1}{3} e^{-1/3} (B - \frac{1}{3} \bar{\Psi} \sigma \Psi) \]  

For the chiral supertorsion component:

\[ \bar{\mathcal{R}} |_0 = \frac{1}{3} \mathcal{B}, \quad \mathcal{B} = B + \frac{1}{2} \bar{\Psi}^a \sigma_a \bar{\Psi} + \frac{1}{2} \bar{\Psi}^a \Psi_a, \]  
\[ \bar{\mathcal{D}}_a \bar{\mathcal{R}} |_0 = \frac{4}{3} \bar{\Psi}_{a \dot{\beta} \dot{\gamma}} + \frac{i}{3} \mathcal{B} \bar{\Psi}_{a \dot{\beta} \dot{\gamma}}, \]  
\[ \bar{\mathcal{D}}^2 \bar{\mathcal{R}} |_0 = \frac{2}{3} (\mathcal{R} + \frac{i}{2} \epsilon^{abcd} \mathcal{R}_{abcd}) + \frac{8}{9} \mathcal{B} \]  
\[ + i \bar{\mathcal{D}}_a \bar{\mathcal{R}} |_0 (\bar{\sigma}_b \Psi^b) + \frac{2i}{3} \epsilon^{a \dot{\alpha} \dot{\beta}} \mathcal{D}_{(a} \mathcal{G}_{\dot{\beta}) \dot{\alpha} |_0, \]

where \( \mathcal{R} \) denotes the Ricci scalar, tensor or Riemann tensor, respectively.

For the real supertorsion component:

\[ G_{\alpha} |_0 = \frac{1}{3} A_{\alpha}, \]  
\[ A_{\alpha} = A^\alpha + \frac{1}{8} \epsilon^{abcd} C_{bcd} - \frac{1}{4} (\Psi_a \sigma_b \bar{\Psi} + \Psi^b \sigma_a \bar{\Psi}) \]  
\[ - \frac{1}{2} \bar{\Psi}^b \sigma_a \bar{\Psi}_b + \frac{i}{8} \epsilon^{abcd} \Psi_b \sigma_c \bar{\Psi}_d, \]  
\[ \bar{\mathcal{D}}_{(a} \mathcal{G}^\beta |_0 = -2 \Psi_{a \dot{\beta}, \dot{\gamma}} + \frac{i}{3} \mathcal{B} \bar{\Psi}^\beta_{(a} \dot{\gamma}), \]  
\[ \bar{\mathcal{D}}_{(a} \mathcal{D}^{(\gamma \delta) \beta)} |_0 = 2 E^\delta_{a \dot{\beta}} + 2i \Psi (\gamma_{(a} \dot{\delta}) \mathcal{D} \beta) |_0 - i \Psi_{a \dot{\gamma}} \mathcal{D}^{(\gamma \delta) \beta} |_0 \]
\[ + 2i \bar{\Psi}_{a \dot{\gamma}} W^{\alpha \gamma \delta} |_0 + \frac{2}{3} \mathcal{B} (\bar{\sigma}_{a \dot{\gamma}} \Psi_{a \hat{\delta}} + \hat{\delta}), \]  

with

\[ E_{ab} := \frac{1}{4} \left( 2 \bar{\mathcal{R}}_{ab} + \frac{i}{2} \epsilon_{acde} \mathcal{R}^{cde} + \epsilon_{bcde} \mathcal{R}^{cde} a - \frac{1}{3} \eta_{ab} \epsilon^{cdef} \mathcal{R}_{cdef} \right), \]  
\[ \bar{\mathcal{R}}_{ab} := \frac{1}{2} (\mathcal{R}_{ab} + \mathcal{R}_{ba}) - \frac{i}{2} \eta_{ab} \mathcal{R} = \mathcal{G}_{(ab)} + \frac{1}{2} \eta_{ab} \mathcal{R}. \]
7.5.3 Full Superspace Integrals

Using the chiral integration rule (7.120), any real superspace integral can be reduced to a chiral one.

\[ S = \int d^8 z E^{-1} \mathcal{L} \]

\[ = \int d^8 z \frac{E^{-1}}{R} (-\frac{1}{4} (\bar{D}^2 - 4R) \mathcal{L}) \]

Then the following manipulations, which crucially depend on the semi-covariant vierbein coinciding (7.88) with the partial derivatives in Wess–Zumino gauge, lead to the density formula

\[ S = \int d^6 z \hat{\phi}^3 \hat{L}_c = \frac{1}{4} \int d^4 x \partial^\alpha \partial^\alpha (\hat{\phi}^3 \hat{L}_c) = -\frac{1}{4} \int d^4 x \hat{E}^2 (\phi^3 \mathcal{L}_c) \]

\[ = \int d^4 x \phi^3 (\bar{D}^2 \mathcal{L}_c) = -\frac{1}{4} \int d^4 x \phi^3 (\bar{D}^2 \mathcal{L}_c) + B \mathcal{L}_c \]

where \( B = B - \frac{1}{2} \bar{\Psi}^a \bar{\sigma} \bar{\Psi}^b - \frac{1}{2} \bar{\Psi}^a \bar{\Psi}^a = -\frac{1}{4} \bar{D}^2 \phi^3 + e^{-1} \bar{\Psi} \bar{\sigma} \Psi. \)

8 Space-Time Dependent Couplings

This Chapter is meant to give a short introduction into the space-time dependent couplings technique and its application to a proof of Zamolodchikov’s \( c \)-theorem in two dimensions. Additionally the four dimensional trace anomaly and some of the problems encountered when trying to extend the theorem to four dimensions are discussed.

8.1 Weyl Transformations

8.1.1 Conformal Killing Equation

A Weyl transformation is a rescaling of the metric by a space-time dependent factor

\[ g_{mn} \mapsto e^{-2\sigma} g_{mn}. \]  

Upon restriction to flat space these transformations generate the conformal group, which locally preserves angles.

Using

\[ \delta g_{mn} = -2\sigma g_{mn}, \]

\[ \delta x^m = \xi^m, \]

\[ \delta dx^m = (\partial_n \xi^m) dx^n, \]

the requirement of invariance of the line element

\[ \delta (ds^2)^{\frac{1}{2}} = 0 = [-2\sigma g_{mn} + \partial_m \xi_n + \partial_n \xi_m] dx^m dx^n \]

amounts to the conformal Killing vector equation

\[ \partial_m \xi_n + \partial_n \xi_m = \frac{2}{n} \partial_k \xi^k g_{mn}, \]

\[ \sigma = \frac{1}{4} \partial_k \xi^k, \]
Conformal Transformations

| Name                | Group Element | Generator |
|---------------------|---------------|-----------|
| translations        | $x^a \mapsto x^a + a^a$ | $P_a$     |
| (Lorentz\(^{24}\)) rotations | $x^a \mapsto \Lambda^a_{\ b} x^b$ | $M_{ab}$ |
| dilation            | $x^a \mapsto \lambda x^a$ | $D$       |
| SCT\(^{25}\)       | $x^a \mapsto \frac{x^a + b^a x^2}{\Omega_{\text{SCR}}(x)}$ | $K_a$     |

Table 9 Finite Conformal Transformations

where $d$ is the dimension of space time.

Under (8.2), the action transforms as follows,

$$\delta S = \int d^d x \frac{\delta S}{\delta g_{\mu \nu}} \delta g_{\mu \nu} = \int d^d x \left[ -\frac{1}{4} T^\mu_\nu \right] \left[ -2 \sigma g_{\mu \nu} \right], \quad (8.5)$$

which demonstrates that for conformal invariance the trace of the energy-momentum tensor has to vanish.

As an aside, in two dimensions after Wick rotation the conformal Killing vector equation becomes the Cauchy–Riemann system, such that conformal transformations are given by holomorphic or anti-holomorphic functions. Decomposing these functions by a Laurent expansion demonstrates that the two dimensional conformal group has infinitely many generators, which form the Witt/Virasoro algebra.

The four dimensional case is generic and will be discussed below.

8.1.2 Conformal Algebra in $d > 2$

In $d > 2$ dimensions in Minkowski space, infinitesimal conformal transformations are given by

$$\xi^a(x) = a^a + \omega^{ab} x_b + \lambda x^a + (x^2 b^a - 2 x^a x_b b^b) \quad (8.6)$$

with the corresponding generators

$$\delta_C = i a^a P_a + i \omega^{ab} M_{ab} + i \lambda D + i b^a K_a, \quad (8.7)$$

which form the conformal algebra

$$[M_{ab}, P_a] = -2i P_{[a} \eta_{b]} c, \quad [M_{ab}, K_a] = -2i K_{[a} \eta_{b]} c, \quad [D, P_a] = -i P_a, \quad [D, K_a] = i K_a, \quad [D, M_{ab}] = 0, \quad [P_a, K_b] = 2i (M_{ab} - \eta_{ab} D), \quad (8.8)$$

$$[M_{ab}, M_{cd}] = 2i \left( \eta_{[a|e} M_{|d|b]} - \eta_{[c|e} M_{|d|a]} \right).$$

This can be identified with the algebra $so(d, 2)$ by defining a suitable $(d + 2) \times (d + 2)$ matrix

$$M_{m \bar{n}} := \begin{pmatrix}
M_{mn} & \frac{1}{2}(K_m - P_m) & \frac{1}{2}(K_m + P_m) \\
\frac{1}{2}(K_m - P_m) & 0 & -D \\
\frac{1}{2}(K_m + P_m) & D & 0
\end{pmatrix} \quad (8.9)$$

\(^{24}\) $\Lambda^a_{\ b} \eta_{d} \Lambda^d_{\ a} = \eta_{ab}$

\(^{25}\) Special Conformal Transformation
and choosing \( \eta_{\bar{m}\bar{n}} = \text{diag}(\eta_{mn}, 1, -1) \) as metric. As an aside, the \( d \)-dimensional conformal algebra is identical to the \((d + 1)\)-dimensional \( \mathfrak{ads} \) algebra

\[
c_{(d)} \equiv \mathfrak{ads}_{d+1} \equiv \mathfrak{so}(2, d).
\]  

(8.10)

The finite transformations corresponding to the infinitesimal solutions (8.6) are shown in Figure 9, where \( \Omega_{\text{SCT}}(x) := 1 - b \cdot \bar{x} + b^2 \bar{x}^2 \) is the scale factor \( \Omega \) of the metric for special conformal transformations, and \( \bar{a} \cdot \bar{b} \) has been used as a short-hand for \( \eta_{mn}a^m b^n \).

8.1.3 Weyl Transformations of the Riemann Tensor

Since superspace supergravity is described using a tangent space formulation, which has the additional advantage of a metric \( \delta[\eta_{ab}] = 0 \) invariant under Weyl transformations, the transformational behaviour of the Riemann \( R_{abcd} \) and Weyl \( C_{abcd} \) tensor, Ricci tensor \( R_{ab} \) and scalar \( R \), and covariant derivative \( \nabla \) under \( \delta[g_{mn}] = -2\sigma g_{mn} \) shall be given in terms of tangent space objects.

\[
\delta[e^m_a] = \sigma e^m_a,
\]

(8.11a)

\[
\delta[\sqrt{-\text{det } g}] = \delta[\text{det } e^{-1}] = -\sigma d \sqrt{-\text{det } g} = -\sigma d \text{ det } e^{-1},
\]

(8.11b)

\[
\delta[R_{ab,}^{cd}] = \delta^b_c \nabla^d \nabla^e \sigma + 2\sigma R_{ab,}^{cd},
\]

(8.11c)

\[
\delta[R_{abcd}] = \eta_{[a} \nabla_{b]} \nabla_{d]} \sigma + 2\sigma R_{abcd},
\]

(8.11d)

\[
\delta[R_{ab}] = \eta_{ab} \nabla^2 \sigma + 2 \nabla_a \nabla_b \sigma + 2\sigma R_{ab},
\]

(8.11e)

\[
\delta[R] = 6\nabla^2 \sigma + 2\sigma R,
\]

(8.11f)

\[
\delta[G_{ab}] = \delta[R_{ab}] - \frac{1}{2g_{ab}} \delta[R] = -2\eta_{ab} \nabla^2 \sigma + 2 \nabla_a \nabla_b \sigma + 2\sigma G_{ab},
\]

(8.11g)

\[
\delta[C_{abcd}] = 2\sigma C_{abcd},
\]

(8.11h)

\[
\delta[\nabla_a] = \sigma \nabla_a - (\nabla^b \sigma) M_{ab}, \quad M_{ab} V^c = \delta^c_a V_b - \delta^c_b V_a,
\]

(8.11i)

\[
\delta[\nabla_a \lambda] = \sigma \nabla_a \lambda,
\]

(8.11j)

\[
\delta[\nabla^2 \lambda] = 2\sigma (\nabla^2 \lambda) + 2(\eta_{ab} \nabla^a \sigma)(\nabla^b \lambda),
\]

(8.11k)

where \( d \) is the space-time dimension, which from now on will be assumed to be equal to four.

8.1.4 Weyl Covariant Differential Operators

By definition a field \( \psi \) is denoted \textit{conformally covariant} if it transforms under Weyl transformations into \( e^{w\sigma} \psi \), that is homogeneously with Weyl weight \( w \). In particular, it is interesting to have invariant expressions of the form

\[
\int d^4x e^{-1} \chi^* \Delta_{4-2w} \psi,
\]

(8.12)

with \( \Delta_{4-2w} \) a differential operator of order \( 4 - 2w \) and \( \psi, \chi \) are assumed to be Lorentz scalars.

The unique local, Weyl covariant differential operator acting on such fields \( \psi \) and \( \chi \) of Weyl weight 1 is given by

\[
\Delta_2 = \nabla^2 - \frac{1}{6} R,
\]

(8.13)

which can be easily verified using relations (8.11). It is however entertaining to derive this expression in a slightly different manner.
General relativity is not invariant under Weyl transformations as can be seen from the Einstein–Hilbert action transforming according to
\[
\int d^4x e^{-1} R \mapsto \int d^4x e^{-1}[e^{-2\sigma} R + 6(\nabla^a e^{-\sigma})(\nabla_a e^{-\sigma})]. \tag{8.14}
\]
Since Weyl transformations form an Abelian group, a parametrisation may be chosen where two consecutive transformations with parameters \(\sigma_1\) and \(\sigma_2\) correspond to a single Weyl transformation with parameter \(\sigma_1 + \sigma_2\). (Evidently \(e_a^m \mapsto e^{\sigma} e_a^m\) is such a parametrisation.) Replacing the parameter of the first transformation by a field \(\phi = e^{-\sigma_1}\) of Weyl weight 1 yields an invariant expression as can be seen from
\[
e^{\sigma_1} e_a^m = \phi^{-1} e_a^m \mapsto (e^{-\sigma_2} \phi^{-1})(e^{\sigma_2} e_a^m) = \phi^{-1} e_a^m. \tag{8.15}
\]
Therefore, the following action is Weyl invariant
\[
\int d^4x e^{-1}[\phi^2 R + 6(\nabla^a \phi)(\nabla_a \phi)] = 6 \int d^4x e^{-1} \phi[\nabla^2 - \frac{1}{3} R]\phi \tag{8.16}
\]
and the operator \(\Delta_2\) has been rederived.

In addition the important notion of a compensating field, here \(\phi\), has been introduced. Compensating fields allow incorporating a symmetry into the formulation of a theory that originally was not part of it. An analogue procedure is needed to embed Poincaré supergravity into the Weyl invariant supergravity algebra by use of a so-called chiral compensator.

Unfortunately, the elegant method above does not lend itself to generalisations and clearly cannot be used to construct a conformally covariant operator for a field of vanishing Weyl weight. However a dimensional analysis can be used to write down a basis for such an operator and determine the prefactors from Weyl variation. The following operator due to Riegert [54] is the unique conformally covariant differential operator of fourth order, which because of its importance for this work will be given in several equivalent forms,
\[
\Delta_4 := \nabla^4 + 2G_{ab} \nabla^a \nabla^b + \frac{1}{3} \nabla^a R \nabla_a
= \nabla^4 + 2G_{ab} \nabla^a \nabla^b + \frac{1}{3}(\nabla^a R)\nabla_a + \frac{1}{3} R \nabla^2
= \nabla^4 + 2R_{ab} \nabla^a \nabla^b + \frac{1}{3}(\nabla^a R)\nabla_a - \frac{2}{3} R \nabla^2
= \nabla^4 + 2\nabla^a R_{ab} \nabla^b - \frac{2}{3}(\nabla^a R)\nabla_a - \frac{2}{3} R \nabla^2, \tag{8.17}
\]
or partially integrated,
\[
\lambda' \Delta_4 \lambda = (\nabla^2 \lambda)(\nabla^2 \lambda') - 2G_{ab}(\nabla^a \lambda)(\nabla^b \lambda') - \frac{1}{72} R (\nabla^a \lambda)(\nabla_a \lambda') + \text{(total deriv.).} \tag{8.18}
\]

8.2 Zamolodchikov’s c-Theorem in Two Dimensions

In a classical theory scale invariance is expected at the ultraviolet limit where particle masses may be neglected and at the infrared limit where massive particles decouple from the theory. In this sense the transition from UV to IR is irreversible in a classical theory. For simple theories scale invariance (which implies one additional symmetry generator) may be enough to establish conformal symmetry (which in two dimensions implies an infinite set of symmetry generators and is thus a much larger symmetry). At the quantum level, conformal invariance is often broken. Still there are many known examples of two dimensional theories which flow from one conformal fixed point in the UV to another one in the IR. In four dimensions the existence of conformal fixed points is much more difficult to establish.
The breaking of conformal invariance at the quantum level is induced by the introduction of a regulator during renormalisation, which creates a scale $\mu$ that leads to non-vanishing anomaly terms in the trace of the energy-momentum tensor.

Renormalisation group (RG) theory describes the change of the effective Hamiltonian of a theory during the change of scale. The breaking of scale invariance is described by the RG equation

$$\mu \frac{d}{d\mu} W = \mu \frac{\partial}{\partial \mu} W + \beta^i \frac{\partial}{\partial \lambda^i} W = 0,$$

(8.19)

$$\beta^i := \mu \frac{\partial \lambda^i}{\partial \mu},$$

(8.20)

$$W = W(\lambda^i, \mu),$$

(8.21)

where $W$ is the generating functional of the connected Green’s functions, which due to being a formal series expansion of physical observables is expected to be RG invariant, that is constant with respect to the scale $\mu$.

From a mathematical point of view, there is no reason a theory should not exhibit a complex flow behaviour. In particular the RG flow could approach a limit cycle, see Figure 23, possibly making the theory increase and decrease its number of degrees of freedom periodically while going to lower and lower energies. Since this is certainly an unphysical behaviour, a natural question is under which conditions such a behaviour cannot be displayed by a quantum field theory.

A partial answer to this question was given by Zamolodchikov’s fundamental theorem [47] in two dimensions, which states the irreversibility of RG flows connecting two fixed points in two dimensions.

**Theorem 1** (Zamolodchikov 1986). “There exists a function $c(g)$ of the coupling constant $g$ in a 2D renormalisable field theory which decreases monotonically under the influence of a renormalisation group transformation. This function has constant values only at fixed points, where $c$ is the same as the central charge of a Virasoro algebra of the corresponding conformal field theory.”

Therefore, it holds

$$c_{UV} \geq c_{IR},$$

(8.22)

where $c$ is the respective value of central charge at the infrared and ultraviolet.
8.3 Conformal Anomaly in Four Dimensions

Due to its elegance and simplicity, the two-dimensional $c$-theorem was hoped to soon be generalised to four dimensions, but an accepted proof is outstanding for 20 years.

The first obstacle that arises is the question of which quantity is to take over the rôle of the two dimensional central charge $c$, which in two dimensions turns up as the central charge of the conformal algebra, as the coefficient of the two point function of the energy-momentum tensor, and as the anomalous contribution to the trace of the energy-momentum tensor.

In the four dimensional trace anomaly, the following constants appear

$$
\langle T_{m}^{\ m} \rangle = cC^2 + a \tilde{R}^2 + b R^2 + f \Box R,
$$

(8.23)

where $R$ is the scalar curvature (Ricci scalar), $C^2$ is the square of the Weyl tensor, and $\tilde{R}^2$ is the Euler density,

$$
C^2 := C_{abcd}C^{abcd} = R^{abcd}R_{abcd} - 2R^{ab}R_{ab} + \frac{1}{3}R^2,
$$

(8.24)

$$
\tilde{R}^2 := R^{abcd}R_{abcd} - 4R^{ab}R_{ab} + R^2.
$$

(8.25)

There are known counter examples for a "$c"$-theorem in four space-time dimensions but that still leaves open the possibility of an $a$-theorem \[50\], which holds in all examples that permit explicit checking. Since these are supersymmetric theories, it may well be that supersymmetry is a necessary ingredient for the irreversibility of RG flows. (As an aside in all known examples of holographic renormalisation group flows that permit determination of the anomaly coefficients on both ends of the flow it holds $c = a$. On the supergravity side monotonicity of the flow is related to energy conditions as they have to be employed in causality considerations in Einstein gravity \[7\].) Often by an abuse of language the $a$-theorem is also called $c$-theorem, even though the prefactor of Euler density is conventionally denoted "$a"."$

8.4 Local RG Equation and the $c$-Theorem

The analysis of this Section will be confined to idealised renormalisable field theories that are classically conformally invariant and involve a set of coupling constants $\lambda^i$ corresponding to local scalar operators $O^i$. Due to conformal invariance the coupling constants should have mass dimension zero such that the operator’s mass dimension should be equal to the space-time dimension.

When the theory is not conformally invariant on the quantum level the trace of the energy-momentum tensor is non-vanishing and can be expressed in terms of some operator basis formed by $O^i$

$$
\langle T_{m}^{\ m} \rangle = \beta^i \langle [O_i] \rangle,
$$

(8.26)

where $[O_i]$ denotes a (by some renormalisation scheme) well-defined operator insertion and $\beta^i$ are the beta functions associated to the corresponding couplings $\lambda^i$.

When Weyl symmetry is preserved during quantisation, the beta functions and therefore the trace of the energy-momentum tensor vanish.

Promoting the coupling constants $\lambda^i$ to fields as well as the metric,

$$
\lambda^i \rightarrow \lambda^i(x),
$$

(8.27)

$$
\eta_{mn} \rightarrow g_{mn}(x),
$$

(8.28)

allows to give well-defined expressions for the operators $O_i$ (the bracket indicating that the operator is well-defined will be silently dropped, henceforth) and the energy-momentum tensor,

$$
O_i(x) := \frac{\delta}{\delta \lambda^i(x)} W, \quad T^{mn}(x) := 2\frac{\delta}{\delta g_{mn}(x)} W.
$$

(8.29)
This requires the theory to be defined for a general curved background metric $g_{mn}$. In addition to the counterterms present in the QFT on flat space with constant couplings, which give rise to the usual running of couplings, generically there should be now also counterterms $A$ depending on the curvature and on $\partial_m \lambda^i$, which vanish in the limit of constant couplings and metric. In particular (8.26) acquires additional contributions according to

$$\langle T_m^m \rangle = \beta^i \langle O_i \rangle + \nabla_m \langle J^m \rangle + A,$$  \hfill (8.30)

with $J^m$ a local current. In general the trace above is not a local expression, which is why it was important to introduce space-time dependent couplings to give a meaning to any products of finite operators by functional derivatives with respect to couplings or the metric. The essential assumption is that the anomaly $A$ stays a local expression to all orders, or in other words that the non-local contribution to the vacuum expectation value of the trace is contained in $\langle O_i \rangle$.

The statement (8.30) can be recast in the form

$$\Delta_W^W W = \Delta_\sigma^\beta W - \int d^D x \sqrt{g} A(\sigma, R_{abcd}, \partial_m \lambda^i),$$  \hfill (8.31)

where $W = \ln \int [d\phi] \exp(-S/\hbar)$ is the generating functional of the connected Green’s functions, $\sigma$ is the parameter of Weyl transformation generated by $\Delta_\sigma^W$ and

$$\Delta_\sigma^W := 2 \int dV g^{mn} \frac{\delta}{\delta g^{mn}}, \quad dV = d^D x \sqrt{g},$$  \hfill (8.32)

$$\Delta_\sigma^\beta := \int dV \sigma \beta^i \frac{\delta}{\delta \lambda^i},$$  \hfill (8.33)

with $D$ the number of space-time dimensions.

Equation (8.31) is in effect a local version of the (anomalous) Callan–Symanzik equation

$$\left[ \mu \frac{\partial}{\partial \mu} + \beta^i \frac{\partial}{\partial \lambda^i} \right] W = A.$$  \hfill (8.34)

The shape of $A(\sigma, R_{abcd}, \partial_m \lambda^i)$ is restricted by power counting and the requirement to vanish in the flat space/constant coupling limit, such that in this limit the local RG equation (8.31) reduces to the homogeneous Callan–Symanzik equation when imposing the condition

$$\left[ \mu \frac{\partial}{\partial \mu} + 2 g^{mn} \frac{\delta}{\delta g^{mn}} \right] W = 0,$$  \hfill (8.35)

which is a consequence of naïve dimensional analysis.

As a simple example a possible parametrisation of the ambiguous26 anomaly in two dimensions is

$$(\Delta_\sigma^W - \Delta_\sigma^\beta) W = \int dV \left[ \sigma \left( \frac{1}{2} c R + \frac{1}{2} \chi_{ij} \partial_m \lambda^i \partial_m \lambda^j \right) + (\partial_m \sigma) w_i \partial^n \lambda^i \right],$$  \hfill (8.36)

with $c$, $\chi_{ij}$ and $w_i$ arbitrary function of the couplings, which may be determined in a perturbative expansion with the assumption that the above shape is preserved to all orders, and partial derivatives $\partial_i := \partial_{\lambda^i}$.

A further constraint on the anomaly with far less trivial consequences arises from Weyl transformations being Abelian, which implies

$$[\Delta_\sigma^W - \Delta_\sigma^\beta, \Delta_\sigma' W - \Delta_\sigma'^\beta] = 0.$$  \hfill (8.37)

26 In this formulation the anomaly is of course only determined up to partial integrations. Furthermore it is only defined up to adding local counterterms to the vacuum energy functional $W$. 
This Wess–Zumino consistency condition renders the determination of the trace anomaly an algebraic (cohomological) problem.

In the case of two dimensions (8.36) the consistency condition yields

\[
\left[ \Delta^W_\sigma - \Delta^\beta_\sigma, \Delta^W_\sigma' - \Delta^\beta_\sigma' \right] = \int dV (\sigma' \partial_m \sigma - \sigma \partial_m \sigma') V^m, \tag{8.38}
\]

\[
V_m = (\partial_m \chi) (\partial_i (c + w_j \beta^j) - \chi_{ij} \beta^i + (\partial_i w_j - \partial_j w_i) \beta^i) \tag{8.39}
\]

and therefore the following coefficient consistency condition holds

\[
\beta^i \partial_i (c + w_j \beta^j) = \chi_{ij} \beta^i \beta^j. \tag{8.40}
\]

The arbitrariness of \( W \) with respect to local functionals of the fields

\[
\delta W = \int dV (\frac{1}{2} b \mathcal{R} - \frac{1}{2} c_{ij} \partial_m \lambda^i \partial_m \lambda^j) \tag{8.41}
\]

implies for the coefficients

\[
\delta c = \beta^i \partial_i b, \quad \delta \chi_{ij} = \mathcal{L}_\beta \chi_{ij} = \beta^k \partial_k c_{ij} + 2 \beta_i \beta^k c_{kj}. \tag{8.42}
\]

\[
\delta w_i = -\partial_i b + c_{ij} \beta^j, \quad \delta (c + w_j \beta^j) = c_{ij} \beta^i \beta^j. \tag{8.43}
\]

The Zamolodchikov metric \( G_{ij} \)

\[
G_{ij}(t) = \frac{1}{8} (x^2)^2 \langle O_i(x) O_j(0) \rangle, \quad t = \frac{1}{2} \ln \mu^2 x^2, \tag{8.44}
\]

is positive by unitarity (or reflection positivity in Euclidean space). It can be shown that \( G_{ij} = \chi_{ij} + \mathcal{L}_\beta c_{ij} \).

Then the function

\[
C := 3 (c + w_i \beta^i + c_{ij} \beta^i \beta^j) \tag{8.45}
\]

is monotonic by (8.40) and positive definiteness of \( G_{ij} \),

\[
C' = -\beta^i \partial_i C = -3 G_{ij} \beta^i \beta^j < 0. \tag{8.46}
\]

This is Zamolodchikov’s famous \( c \)-theorem.

Of course there is more to be said about renormalisation scheme dependence, for details see [52]. Here it shall suffice to mention that equation (8.40) is invariant under (8.41).

### 8.4.1 \( a \)-Theorem

The same calculation can be repeated in four space-time dimensions, giving rise to a system of coefficient consistency equations much more involved than the two dimensional example. The complete set of anomaly terms and consistency equations shall not be reproduced here, the interested reader is referred to [52] instead.

Omitting a number of less interesting terms, a sketch of the four dimensional trace anomaly is given by

\[
[\Delta^W_\sigma - \Delta^\beta_\sigma] W = \int dV \sigma \left[ a \mathcal{R}^2 + c \mathcal{C}^2 + b \mathcal{R}^2 + \frac{1}{2} \chi_{ij} \mathcal{G}^{mn} \partial_m \lambda^i \partial_m \lambda^j + \frac{1}{2} \chi_{ij} \nabla^2 \lambda^i \nabla^2 \lambda^j + \frac{1}{2} \chi_{ijk} \partial_m \lambda^i \partial_m \lambda^j \nabla^2 \lambda^k + \ldots \right] \tag{8.47}
\]

\[
+ \int dV \partial^m \sigma \left[ S_{ij} \partial_m \lambda^i \nabla^2 \lambda^j + \ldots \right],
\]
with $\mathcal{R}^2$, $C^2$, $R^2$, $G_{mn}$ the Euler density, square of the Weyl tensor and Ricci scalar and the Einstein tensor, respectively.

The coefficient consistency equation analogue to (8.40) reads

$$\beta^i \partial_i (a + \frac{1}{8} w_j b^j) = \frac{1}{8} \chi^q_{ij} \beta^i \beta^j. \tag{8.48}$$

By virtue of a further consistency equation,

$$\chi^q_{ij} + 2 \chi^a_{ij} + 2 \partial_i \beta^k \chi^a_{kj} + \beta^k \chi^b_{kij} = L_\beta S_{ij}, \tag{8.49}$$

where $-\chi^a_{ij}$ can be shown to be positive definite, there might be hope to find a four-dimensional “a-theorem”, when getting under control the other coefficients $\chi^b_{kij}$ and $S_{ij}$. In the bosonic sector discussed by Osborn, this seems not feasible. However there might be additional constraints in supersymmetric theories. This is the topic of the next Chapter.

### 9 Supersymmetric Trace Anomaly

This Chapter generalises the local renormalisation group equation reviewed in the previous Chapter to a minimal supergravity framework. A basis for the trace anomaly is found and the consequences of the Wess–Zumino consistency conditions for super-Weyl transformations are evaluated.

#### 9.1 SUSY Local RG Equation

The (integrated) local Callan–Symanzik (CS) equation of the previous Chapter reads

$$\int d^4 x \sqrt{-g(x)} g^{mn} \frac{\delta}{\delta g_{mn}} + \int d^4 x \sqrt{-g(x)} \beta^i \frac{\delta}{\delta \lambda_i(x)} W = \int d^4 x \sqrt{-g(x)} A(\sigma, \lambda). \tag{9.1}$$

Generically the action for a supersymmetric Yang–Mills theory reads

$$S = \frac{1}{8 \pi} \lambda \int d^6 z \operatorname{Tr} W^\alpha W_\alpha + \text{c.c.}, \tag{9.2}$$

$$W^\alpha = -\frac{1}{2} \bar{D}^2 (e^{-2V} D_\alpha e^{2V}), \tag{9.3}$$

with $\lambda$ the coupling constant, which may be complex,

$$\lambda = \frac{4 \pi}{g^2} \frac{2 \pi}{i \theta}. \tag{9.4}$$

Because the action is chiral it is natural to promote the complex couplings to chiral fields as well.

Coupling to minimal supergravity, which is both the simplest and best explored choice, implies that the Weyl parameter $\sigma(x)$ becomes a chiral field too. Furthermore the supersymmetric generalisation of the trace of the energy-momentum tensor (“supertrace”) is also chiral and defined by

$$\mathcal{T} = \varphi \frac{\delta S}{\delta \varphi}. \tag{9.5}$$

The supertrace is related to the supercurrent by

$$\bar{D}^\alpha T_{\alpha \dot{a}} = -\frac{2}{3} D_\alpha T, \tag{9.6}$$
where the supercurrent is defined by

\[ T_{\alpha \dot{\alpha}} = \frac{\delta S}{\delta H_{\alpha \dot{\alpha}}}. \]

(9.7)

with \( H_{\alpha \dot{\alpha}} \) corresponding to the gravitational superfield.\(^{27}\)

Accordingly a SUSY version of \((9.1)\) should be given by \(106\)

\[
\left[ \int d^6 z \sigma \frac{\delta}{\delta \varphi} - \int d^6 z \sigma \beta^i \frac{\delta}{\delta \lambda^i} + \text{c.c.} \right] W = A + \text{c.c.,} \]

(9.8)

where \( A \) denotes the anomaly which consists entirely of terms that contain supergravity fields or depend on a derivative of \( \lambda \) or \( \bar{\lambda} \),

\[ A = \int d^6 z \phi^3 \sigma A. \]

(9.9)

Using the differential operators

\[
\Delta^W_{\sigma, \bar{\sigma}} := \Delta^W + \bar{\Delta}^W, \]

\[
\Delta^\beta_{\sigma, \bar{\sigma}} := \Delta^\beta + \bar{\Delta}^\beta, \]

\[
\Delta^W := \int d^6 z \sigma \phi \frac{\delta}{\delta \varphi}, \]

(9.12)

\[
\Delta^\beta := \int d^6 z \sigma \beta \frac{\delta}{\delta \lambda}, \]

(9.13)

the SUSY local RG equation can be recast into the form

\[(\Delta^W - \Delta^\beta) W = A + \bar{A}. \]

(9.14)

It is convenient to additionally split this local CS equation into a chiral and anti-chiral equation,

\[(\Delta^W - \Delta^\beta) W = A, \]

(9.15)

\[(\bar{\Delta}^W - \bar{\Delta}^\beta) W = \bar{A}, \]

(9.16)

which gives rise to the following two Wess–Zumino consistency conditions,

\[
[\Delta^W_{\sigma} - \Delta^\beta_{\sigma}, \Delta^W_{\bar{\sigma}} - \Delta^\beta_{\bar{\sigma}}] W = 0, \]

(9.17)

\[
[\Delta^W_{\bar{\sigma}} - \Delta^\beta_{\bar{\sigma}}, \Delta^W_{\sigma} - \Delta^\beta_{\sigma}] W = 0. \]

(9.18)

It remains to find a suitable expression for the anomaly \( A \).

### 9.2 Basis for the Trace Anomaly

In this Section a basis of dimension two operators is constructed that consists strictly of supergravity superfields (supertorsions) and covariant chiral derivatives and furthermore contains no fields with negative powers.\(^{28}\)

By assumption (see Section 9.1) the Weyl parameter \( \sigma \) and the couplings \( \lambda^i \) are chiral scalar fields.

The strategy for finding a basis of dimension two operators is as follows.

---

\(^{27}\) To be precise, it is the quantum superfield associated to the gravitational superfield \( H_{\alpha \dot{\alpha}} \) in quantum-background splitting. In Wess–Zumino gauge the lowest component of the gravitational superfield \( H_{\alpha \dot{\alpha}} \) contains the vierbein.

\(^{28}\) Due to the peculiarities of curved superspace there is actually a seemingly non-local term namely \( R^{-3} W_{\alpha \beta \gamma} W^{\alpha \beta \gamma} \), which is Weyl covariant by itself and could be trivially included in the discussion. The expression is related to the Pontryagin invariant.
Table 10  Dimensional Analysis for Supergravity Fields: The total dimension of any basis term has to be two, the number of respective dotted and undotted indices even.

1. Use the freedom to partially integrate to remove any derivatives on the Weyl parameter $σ$.
   The anomaly then has the shape
   \[
   \Delta^W \Gamma = \int d^8 z \ E^{-1} \sigma B(\lambda, \bar{\lambda}) \cdot \mathcal{A},
   \]
   with $\mathcal{A} = \mathcal{A}(R, \bar{R}, G_{a\dot{a}}, W_{a\beta\gamma}, \bar{W}_{\dot{a}\bar{\beta}\bar{\gamma}}, D, \bar{D}, D\lambda, \bar{D}\bar{\lambda})$.

2. Expand in derivatives on couplings. Since the overall scaling dimension is supposed to be two, there are at most four derivatives and consequently at most four couplings in $\mathcal{A}$.
   Furthermore since all basis terms for $\mathcal{A}$ should be scalars, the total number of indices should be even (dotted and undotted indices respectively). The properties relevant to these simple counting arguments are summarised in Table 10.
   The following combinations (bars not yet included) have a chance to yield the right dimension and index structure:
   \[
   2 \times R, \quad 2 \times G, \quad (1 \times R, 2 \times D), \quad (1 \times G, 2 \times D), \quad 4 \times D.
   \]
   Taking into account the algebra and Bianchi identities, several derivatives acting on the same coupling $\lambda$ can be brought to a standard order. I chose
   \[
   D_\alpha \lambda, \quad D^2 \lambda, \quad D_{a\dot{a}} \lambda, \quad D_{a\dot{a}} D_{\beta} \lambda, \quad D_{a\dot{a}} D^2 \lambda, \quad D_{a\dot{a}} D^{a\dot{a}} \lambda,
   \]
   and accordingly for $\bar{\lambda}$.
   In total there arise 38 terms, such that the basis ansatz for the anomaly reads
   \[
   \mathcal{B} \cdot \mathcal{A} = b^{(A)} G_{a\dot{a}} G^{a\dot{a}} + b^{(B)} R \bar{R} + b^{(C)} R^2 + b^{(G)} \bar{R}^2
   + b^{(D)} (D^2 R) + b^{(E)} (\bar{D}^2 \bar{R})
   + b_{i}^{(F)} R \bar{D}^2 \bar{\lambda}^i + b_{i}^{(E)} \bar{R} D^2 \lambda^i
   + b_{i}^{(F)} R \bar{D}^2 \bar{\lambda}^i + b_{i}^{(E)} \bar{R} D^2 \lambda^i + b_{i}^{(G)} (D^a R)(D_a \lambda^i) + b_{i}^{(G)} (\bar{D}_a \bar{R})(\bar{D}^{a} \bar{\lambda}^i)
   + b_{i}^{(H)} G^{a\dot{a}} D_{a\dot{a}} \lambda^i + b_{i}^{(R)} G^{a\dot{a}} D_{a\dot{a}} \bar{\lambda}^i + b_{i}^{(I)} D^{a\dot{a}} \lambda^i + b_{i}^{(I)} D^{a\dot{a}} \bar{\lambda}^i.
   \]
\[ + b_{ij}^{(j)} R(D^\alpha \lambda^i)(D_\alpha \lambda^j) + b_{ij}^{(k)} R(D^\alpha \lambda^i)(\bar{D}_\alpha \bar{\lambda}^j) \\
+ b_{ij}^{(k)} R(D^\alpha \lambda^i)(D_\alpha \lambda^j) + b_{ij}^{(k)} R(D_\alpha \bar{\lambda}^i)(\bar{D}^\alpha \bar{\lambda}^j) \\
+ b_{ij}^{(l)} G^{\alpha \bar{\alpha}}(D_\alpha \lambda^i)(D_\alpha \bar{\lambda}^j) + b_{ij}^{(M)} (D^{\alpha \bar{\alpha}} \lambda^i)(D_\alpha \bar{\lambda}^j) \\
+ b_{ij}^{(n)} (D^{\alpha \bar{\alpha}} \lambda^i)(D_{\alpha \bar{\alpha}} \lambda^j) + b_{ij}^{(n)} (D^{\alpha \bar{\alpha}} \bar{\lambda}^i)(D_{\alpha \bar{\alpha}} \bar{\lambda}^j) \\
+ b_{ij}^{(o)} (D^\alpha \lambda^i)(D_{\alpha \bar{\alpha}} \bar{\lambda}^j) + b_{ij}^{(o)} (\bar{D}^\alpha \bar{\lambda}^i)(D_{\alpha \bar{\alpha}} \lambda^j) \]

(9.21)

where \( b^{(A...\bar{\nu})} \) are potentially functions of \( \lambda \) and \( \bar{\lambda} \).
However, this choice is not minimal as it still allows for partial integration with respect to \( \bar{D}_\alpha \) because the chiral field \( \sigma \) ignores these. Single derivatives on \( \lambda \) cannot be removed by partial integration in general, since a derivative acting on the coefficient \( b \) reproduces the same term again.

More precisely, due to

\[
\int d^8 z \ b_j (\bar{D}^\alpha \bar{\lambda}^i) \bar{X}_\alpha = \int d^8 z \left[ b_j + (\partial_j b) \bar{\lambda}^i \right] (\bar{D}^\alpha \bar{\lambda}^i) \bar{X}_\alpha \\
= - \int d^8 z b_j \bar{\lambda}^i \bar{D}^\alpha \bar{X}_\alpha, \\
b_j = \partial_j (\bar{b} \bar{\lambda}^i) \]

(9.22)

a basis term with a single derivative on \( \bar{\lambda} \) can only be removed from the tentative basis if a \( \bar{b} \) obeying (9.22) exists; i.e., the integrability conditions \( \partial_j b_j = \partial_j \bar{b}_j \) are fulfilled. This is certainly not true in general, but for only one coupling or if the theory is invariant under arbitrary exchange of the coupling constants \( \lambda^i \leftrightarrow \bar{\lambda}^i \), the basis reduces further.

Apart from this complication, removable terms are those which either have an \( \text{outer} \ \bar{D} \) derivative (as opposed to one being hidden behind a \( D^\alpha \)) or can be brought to that form by using the Bianchi identities and the supergravity algebra.

The above “basis” not being a minimal set of operators is not really a problem (except for creating a bit of extra work in the followings), since it will be possible to consistently set to zero the prefactors to such superfluous terms belatedly.

\[ \text{Note that } b^{(T)} \text{ and } b^{(T)} \text{ are the only coefficients which potentially can be asymmetric in two indices of the same type. As we will see later, the variations are symmetric, so consistency conditions can only give results for the respective symmetric part.} \]
9.3 Wess–Zumino Consistency Conditions

It is now time to evaluate the Wess–Zumino consistency conditions

\[
\begin{align*}
\left[ \Delta^W_\sigma - \Delta^\beta_\sigma, \Delta^W_\sigma' - \Delta^\beta_\sigma' \right] W &= 0, \\
\left[ \Delta^W_\sigma - \Delta^\beta_\sigma, \Delta^W_\sigma' - \Delta^\beta_\sigma' \right] W &= 0.
\end{align*}
\] (9.23, 9.24)

As shall be seen, all necessary expressions can be determined from

\[
\left( \Delta^W_\sigma - \Delta^\beta_\sigma \right) \left( \Delta^W_\sigma' - \Delta^\beta_\sigma' \right) W,
\] (9.25)

which requires to calculate the Weyl variation of all basis terms as well as to determine the expressions

\[
\Delta^W_\sigma \left( \Delta^W_\sigma' - \Delta^\beta_\sigma' \right) W, \quad \Delta^\beta_\sigma \left( \Delta^W_\sigma' - \Delta^\beta_\sigma' \right) W.
\] (9.26)

Since the calculation is straightforward but tedious, the results have been banned to appendices A, B and C.

The general structure of (9.25) is

\[
\left( \Delta^W_\sigma - \Delta^\beta_\sigma \right) \left( \Delta^W_\sigma' - \Delta^\beta_\sigma' \right) W = \int d^8 z E^{-1} \sigma' \left\{ \sigma F_0 + (D^\alpha \sigma) F_\alpha + (D^2 \sigma) F_2 + (D^{\alpha\dot\alpha}) F_{\alpha\dot\alpha} + (D_{\alpha\dot\alpha} D^\alpha \sigma) \bar{F}_{\alpha\dot\alpha} + (D_{\alpha\dot\alpha} D^{\alpha\dot\alpha}) F_4 \right\},
\] (9.27)

where the coefficients \( F \) can be determined from the intermediate results in appendix A and are listed in appendix B.

The naming scheme for the anomaly terms has been chosen such that the calculation of the Weyl consistency conditions only requires

\[
\Delta_\sigma \Delta_\sigma' W
\] (9.28)

to be computed by variation. The reader may convince himself that the other three operator combinations can be determined from the following simple set of rules.

\[
\begin{align*}
\Delta_\sigma \Delta_\sigma' W &= (\Delta_\sigma \Delta_\sigma' W)^{\sigma - \sigma'}; \\
\Delta_\sigma \bar{\Delta}_\sigma W &= (\Delta_\sigma \Delta_\sigma W)^{\bullet}, \\
\left( b^{(x)} \right)^{\bullet} &= \bar{b}^{(x)}, \\
\left( \sigma' \right)^{\bullet} &= \bar{\sigma}, \\
\left( \sigma \right)^{\bullet} &= \sigma, \\
\left( \ldots \right)^{\bullet} &= \left( \ldots \right);
\end{align*}
\] (9.29-9.31)

where \( \left( \ldots \right) \) denotes anything that is not covered by explicit prior rules. Note that for the few real terms, it holds \( b^{(\bar{x})} = b^{(x)} \).

So the \( \left[ \Delta, \Delta \right] \) Wess–Zumino consistency condition (9.23) is

\[
\begin{align*}
\left[ \Delta^W_\sigma - \Delta^\beta_\sigma, \Delta^W_\sigma' - \Delta^\beta_\sigma' \right] W \\
= \int d^8 z E^{-1} (\sigma' D^\alpha \sigma - \sigma D^\alpha \sigma') \left\{ F_\alpha - D_\alpha (F_2 - \frac{i}{2} D_\alpha \bar{F}^\alpha) \\
+ \frac{i}{2} D^\alpha (F_{\alpha\dot\alpha} - D_{\alpha\dot\alpha} F_4) + i G_{\alpha\dot\alpha} \bar{F}_{\alpha\dot\alpha} \right\},
\end{align*}
\] (9.33)
while the $[\Delta, \hat{\Delta}]$ Wess–Zumino consistency condition (9.24) yields
\[
[\Delta^W, \hat{\Delta}_\sigma W - \Delta^\bar{\sigma} W] = \int d^8 z E^{-1} \left[ \sigma \bar{\sigma} (b) + \sigma (D^{\alpha \bar{\alpha}} \bar{\sigma}) (c) + (D_{\alpha \bar{\alpha}} \sigma)(D^{\alpha \bar{\alpha}} \bar{\sigma}) (d) \right],
\]
(9.34)
with (b), (c) and (d) the respective left hand sides of
\[
\begin{align*}
\mathcal{F}_\alpha - D_\alpha (\mathcal{F}_2 - \frac{i}{4} \bar{D}_\alpha \mathcal{F}_3^\alpha) \\
+ \frac{i}{2} D^{\alpha \bar{\alpha}} (\mathcal{F}_{\alpha \bar{\alpha}} - D_{\alpha \bar{\alpha}} \mathcal{F}_4) + i G_{\alpha \bar{\alpha}} \mathcal{F}_3^\alpha &= 0, \\
\{ \mathcal{F}_0 - (D^2 \mathcal{F}_0) + (D^2 \mathcal{F}_2) - \frac{i}{2} (D^{\alpha \bar{\alpha}} (\mathcal{F}_{\alpha \bar{\alpha}} - D_{\alpha \bar{\alpha}} \mathcal{F}_4 - D_{\alpha \bar{\alpha}} \mathcal{F}_3^\alpha)) \\
- 2i (\bar{D}_\alpha \bar{R}) \mathcal{F}_3^\alpha - 2i G^{\alpha \bar{\alpha}} (D_{\alpha \bar{\alpha}} \mathcal{F}_3^\alpha) \} \cong \text{c.c.} &= 0, \\
\{ \mathcal{F}_{\alpha \bar{\alpha}} - D_{\alpha \bar{\alpha}} \mathcal{F}_4 - D_{\alpha \bar{\alpha}} \mathcal{F}_3^\alpha \} &\cong \text{c.c.} = 0, \\
\mathcal{F}_4 \cong \mathcal{F}_4^\dagger, \\
\end{align*}
\]
(9.35a, b, c, d, e)
which constitute the full set of consistency conditions on the level of abbreviations $\mathcal{F}$. The complex conjugate of (9.35a) is an additional part of this system.

These coefficient consistency equations are the main result of this Part. Unfortunately expanded out they fill about three pages and have been put into Appendix C, therefore.

9.4 Local Counterterms

The vacuum energy functional $W$ is only determined up to the addition of local counter terms $\delta W$, a convenient choice for which is provided by the basis used for the anomaly, since it allows to reuse the results from the Wess–Zumino consistency condition:
\[
W \equiv W + \delta W, \\
\delta W = \int d^8 z E^{-1} \delta B \cdot A, 
\]
(9.36, 9.37)
with $\delta B \cdot A$ analogous to (9.21). To fulfill the reality requirement $\delta W = \bar{\delta W}$, it is necessary (and sufficient) to choose the coefficients $\delta b$ from $\delta B$ according to $\delta \bar{b} (x) = \delta b (x)$ for any $x$.\(^{30}\)

Realising that
\[
\Delta_{\sigma} W = \int d^8 z E^{-1} \sigma B \cdot A, \\
\Rightarrow \delta W = \Delta_{\sigma} W \bigg|_{\sigma \sigma \rightarrow \sigma \bar{\sigma}} =: \Delta_{\bar{\sigma}} W \bigg|_{\bar{\sigma}},
\]
(9.38, 9.39)
\(^{30}\) In particular for coefficients of the single, real terms $(A)$, $(B)$, $(L)$, $(M)$, $(P)$, $(U)$, this amounts to taking $\delta (x) = \bar{\delta} (x)$.\)
the effect of adding the local counter terms $\delta W$ to the generating functional $W$ is seen to be

$$
\Delta_\sigma(W + \delta W) = \Delta_\sigma(W + \Delta_\sigma W|_\delta)
$$

$$
= \int d^8 z \, E^{-1} \sigma \, B \cdot A
$$

$$
+ \int d^8 z \, E^{-1} \sigma \left\{ F_0 - D^\alpha F_\alpha + D^2 F_2 - D^{\alpha\dot\alpha} F_{\alpha\dot\alpha}
+ D^{\alpha\dot\alpha} D_{\alpha\dot\alpha} \bar F_{\alpha\dot\alpha} + D_{\alpha\dot\alpha} D^{\alpha\dot\alpha} F_{\alpha\dot\alpha} \right\}|_\delta,
$$

(9.41)

where in the last line equation (9.27) has been used.

In other words, the addition of local counter terms corresponds to the mapping

$$
B \cdot A \mapsto B \cdot A + \left\{ F_0 - D^\alpha F_\alpha + D^2 F_2 - D^{\alpha\dot\alpha} F_{\alpha\dot\alpha}
+ D^{\alpha\dot\alpha} D_{\alpha\dot\alpha} \bar F_{\alpha\dot\alpha} + D_{\alpha\dot\alpha} D^{\alpha\dot\alpha} F_{\alpha\dot\alpha} \right\}|_\delta.
$$

(9.42)

9.5 S-duality

$\mathcal{N} = 4$ SYM is invariant under an SL(2, R) symmetry that is preserved on the quantum level. Explicit calculations indicate the symmetry is also maintained to one loop during coupling to gravity. Assuming that this is true to all orders, one might restrict the discussion of anomaly terms to superfield expressions that are manifestly invariant under that symmetry for the discussion of an $\mathcal{N} = 4$ fixed point.

The theory of modular forms easily fills an entire book [107], but the consideration here shall be restricted to SL(2, R) invariant terms that can be build from the basis of anomaly terms (9.21).

In terms of the complex coupling $\lambda := \frac{4\pi}{g^2} - \frac{i\theta}{2\pi}$, the SL(2, R) symmetry is generated by the two transformations

$$
\lambda \mapsto \frac{1}{\lambda},
$$

$$
\lambda \mapsto \lambda + i,
$$

(9.43)

which have this unusual form due to employing the convention of taking the coupling constant $g^{-2}$ as the real part of $\lambda$.

It follows immediately that for coefficient functions $b(\lambda, \bar{\lambda})$ in the anomaly it holds $b = b(\lambda + \bar{\lambda})$.

In addition one observes

$$
\frac{1}{\lambda + \bar{\lambda}} \mapsto \frac{1}{\lambda + \bar{\lambda}},
$$

$$
D_\alpha \lambda \mapsto - \frac{1}{\lambda^2} D_\alpha \lambda,
$$

$$
D_{\dot{\alpha}} \bar{\lambda} \mapsto - \frac{1}{\bar{\lambda}^2} D_{\dot{\alpha}} \bar{\lambda},
$$

$$
D^2 \lambda \mapsto - \frac{1}{\lambda^2} D^2 \lambda,
$$

$$
D^2 \bar{\lambda} \mapsto - \frac{1}{\bar{\lambda}^2} D^2 \bar{\lambda},
$$

$$
D_{\alpha\dot{\alpha}} D^{\alpha\dot{\alpha}} \mapsto - \frac{1}{\lambda^2} D_{\alpha\dot{\alpha}} D^{\alpha\dot{\alpha}},
$$

(9.44–9.49)

where

$$
D^2 \lambda := D^2 \lambda - \frac{2}{\lambda + \bar{\lambda}} (D^\alpha \lambda)(D_\alpha \lambda),
$$

$$
D^2 \bar{\lambda} := D^2 \bar{\lambda} - \frac{2}{\lambda + \bar{\lambda}} (D_{\dot{\alpha}} \bar{\lambda})(D^{\dot{\alpha}} \bar{\lambda}),
$$

(9.50–9.51)
Therefore S-invariant expressions are given by
\[ \frac{1}{(\lambda + \bar{\lambda})^2} (D^2 \lambda)(\bar{D}^2 \bar{\lambda}), \quad \sim (P), (S), (\bar{S}), (U) \] (9.52)
\[ \frac{1}{(\lambda + \bar{\lambda})^2} (D^\alpha \lambda)(D_\alpha \bar{D}^2 \bar{\lambda}), \quad \sim (L), (O), (U), (\bar{T}) \] (9.53)
\[ \frac{1}{(\lambda + \bar{\lambda})^2} (\bar{D}_\alpha D^2 \lambda)(\bar{D}^{\bar{\alpha}} \bar{\lambda}), \quad \sim (M) \] (9.54)
\[ \frac{1}{(\lambda + \bar{\lambda})^2} (D_{\alpha \bar{\alpha}} \lambda)(D^{\alpha \bar{\alpha}} \bar{\lambda}), \quad \sim (L) \] (9.55)
\[ \frac{1}{(\lambda + \bar{\lambda})^2} G^{\alpha \bar{\alpha}} (D_\alpha \lambda)(\bar{D}_{\bar{\alpha}} \bar{\lambda}), \quad \sim (U) \] (9.56)
\[ \frac{1}{(\lambda + \bar{\lambda})^2} (D^\alpha \lambda)(D_{\alpha \lambda})(\bar{D}^{\bar{\alpha}} \bar{\lambda}) \quad \sim (U) \] (9.57)
and moreover the \( \lambda, \bar{\lambda} \) independent terms \( (A) \) to \( (\bar{D}) \).

9.6 Towards a Proof

For the proof of Zamolodchikov’s theorem in two dimensions, the crucial ingredient is the connection of the anomaly coefficients to correlation functions from which the positive definite Zamolodchikov metric was defined, see Sections 8.4 and 8.4.1 in particular.

As an example of how this procedure works the consistency condition (C.3f) from the appendix shall be discussed,
\[ - \frac{i}{2} b^{(M)}_{jk} + \beta^i b^{(T)}_{ij} + i b^{(L)}_{ij} (\partial_k \beta^i) + \frac{i}{2} \beta^i (\partial_k b^{(N)}_{ij}) - b^{(T)}_{ij} \beta^i = 0. \]
\[ b^{(T)}_{ij} \] is the only coefficient function that is not (anti-)symmetric in indices of the same kind. From the expression above it can however be projected out by multiplying with \( \beta^j \), which leaves
\[ \beta^j [b^{(M)}_{jk} - 2b^{(L)}_{jk} - \partial_k (\beta^j b^{(N)}_{ij})] = 0, \] (9.58)
In fact \( b^{(N)}_{ij} \) vanishes identically as a consequence of the RG equation, which for the anomaly restricted to that coefficient reads
\[ \mu \frac{\partial}{\partial \mu} W + \beta^i \partial_i W = b^{(N)}_{ij} (D^2 \lambda^i)(D^2 \lambda^j). \] (9.59)
Acting on it with \( \frac{\delta}{\delta \lambda^i} \), gives
\[ \mu \frac{\partial}{\partial \mu} \langle O^k O^l \rangle + \beta^i \partial_i \langle O^k O^l \rangle = b^{(N)}_{kl} (D^2 \delta^k(z))(D^2 \delta^l(z')), \] (9.60)
where the left-hand side vanishes by non-renormalisation of chiral correlation functions. It immediately follows that \( b^{(N)}_{ij} = 0 \), which means that equation (9.58) implies
\[ \beta^j \hat{\beta}^k [b^{(M)}_{jk} - 2b^{(L)}_{jk}] = 0. \] (9.61)
This is the supersymmetric version of equation (8.49), which reads
\[ \chi^a_{ij} - 2\chi^a_{ij} = \mathcal{L}_\beta S_{ij} - 2\partial_i \hat{\beta}^k \chi^a_{kj} - \beta^k \chi^b_{ki}, \]
though from (9.61) the right hand side is zero when taking into account

\[ b^{(M)} \sim \chi^a - \chi^a , \quad b^{(L)} \sim \chi^a , \]  

as will be seen from the component expansions (9.68)–(9.70) of the next Section. This is just as required for a proof of the \( a \)-theorem, since \( \chi^{(a)} \) can be shown to be positive definite in a particular scheme. In that scheme,

\[ \tilde{\chi}^a = \frac{x^8 S_4}{192} \langle O_i(x)O_j(0) \rangle , \]

where the right hand side is positive definite by unitarity. The set of counterterms which are needed to change to a scheme where \( \chi^a = \tilde{\chi}^a \) were determined in [108].

Of course the other anomaly terms might contribute further terms to the simple identification between \( b^{(M)} , b^{(L)} \) and \( \chi^a , \chi^g \), thus spoiling the success. Actually from the whole basis for the anomaly, there is only one term which could do so, namely \( (D^2 \lambda)(\bar{D}^2 \bar{\lambda}) \), which seems harmless since its component expansion yields only \( (\nabla^2 \lambda)(\nabla^2 \bar{\lambda}) \). Moreover it is expected to conspire with the \( (M) \) and \( (L) \) terms from the anomaly basis to form a supersymmetric version of the “Riegert operator” as shall be explained now.

9.7 Superfield Riegert Operator

For \( \mathcal{N} = 4 \) Yang–Mills theory [53] obtains a one-loop trace anomaly that contains the operator

\[ \frac{1}{(\lambda + \bar{\lambda}^*)^2} \left( \nabla^2 \lambda \nabla^2 \bar{\lambda}^* - 2g^{mn} \nabla_m \lambda \nabla_n \bar{\lambda}^* - \frac{1}{3} R \nabla^m \lambda \nabla_m \bar{\lambda}^* \right) , \]

which basically is the Riegert operator (8.17).\(^{31}\) Note that the bosonic Riegert operator is a direct consequence of the (bosonic) consistency conditions for the \( \mathcal{N} = 4 \) case. It is therefore important to reproduce the Riegert operator in the component expansion of the superfield formulation employed here.

This result indicates an inconsistency with our result because there does not seems to exist a superfield expression that generates this Riegert operator in a component expansion. Therefore it cannot be generated as part of the derived superfield trace anomaly.

Strange enough in components a super-Weyl covariant version of this operator is known such that the following expression [55] is invariant under super-Weyl transformations,

\begin{align*}
\mathcal{L} &= \epsilon^{-1} \nabla^2 \phi^* \nabla^2 \phi - 2(R_{mn} - \frac{1}{2} g_{mn} R) \nabla_m \phi^* \nabla_n \phi \\
&\quad - \frac{1}{2} \chi \left[ D^2 + (R_{mn} - \frac{1}{2} g_{mn} R) \gamma_m D_n \chi \right] \\
&\quad - \frac{1}{2} \bar{\chi} \gamma_m D_m \bar{\chi} F_{mn} + F^* \left[ D^2 - \frac{1}{6} (R - \bar{\psi}_m R_m) \right] F \\
&\quad + (\text{gravitino terms}),
\end{align*}

with

\[ D_m \chi = \nabla_m \chi + \frac{3i}{4} \gamma_5 A_m \chi , \quad D_m = (\partial_m + \frac{3i}{2} A_m) F , \]

and \( \phi , \psi , F \) the components of a chiral field of Weyl weight 0.

Therefore one should expect a superfield version \( \Delta^4_R \) of this operator to exist such that

\[ \delta_{\text{Weyl}} \left[ \int d^8 z E^{-1} \lambda \Delta^4_R \bar{\lambda} \right] = 0 , \]

\(^{31}\) The factor in front plus some further terms are required to make the operator \( \text{SL}(2, \mathbb{R}) \) invariant in addition.
with $\delta_{\text{Weyl}}$ indicating a super-Weyl transformation.

On the other hand one might simply use a component expansion of all basis terms and determine the linear combination that yields the bosonic Riegert operator (8.17) as its lowest component.

Such a component expansion can be quite involved, but fortunately there is only a limited number of terms that can contribute. Here the discussion shall be restricted to a few natural candidate terms which already produces some interesting results.

\[
D^2(\bar{D}^2 - 4R)(D^2 \lambda)(\bar{D}^2 \bar{\lambda})|_b = 256(\nabla^2 \lambda)(\nabla^2 \bar{\lambda}),
\]
(9.68)
\[
D^2(\bar{D}^2 - 4R)G^{\alpha\bar{\alpha}}(D_{\alpha} \lambda)(\bar{D}_{\bar{\alpha}} \bar{\lambda})|_b
\]
\[
= 64(G_{\mu\nu} + \frac{1}{4}g_{\mu\nu} R)(\nabla^\mu \lambda)(\nabla^\nu \bar{\lambda}) - \frac{1}{4}g_{\mu\nu} R(\nabla^\mu \lambda)(\nabla^\nu \bar{\lambda}) + \text{(imag.)},
\]
(9.69)
\[
D^2(\bar{D}^2 - 4R)(\bar{D}_{\alpha\bar{\lambda}})(D^{\alpha\bar{\alpha}} \bar{\lambda})|_b
\]
\[
= \frac{32}{3}R g_{\mu\nu}(\nabla^\mu \lambda)(\nabla^\nu \bar{\lambda}) - 32(\nabla_\mu \lambda)(\nabla^2 \bar{\lambda}) + \text{(imag.)}
\]
\[
= \frac{32}{3}R g_{\mu\nu}(\nabla^\mu \lambda)(\nabla^\nu \bar{\lambda}) - 32R_{\mu\nu}(\nabla^\mu \lambda)(\nabla^\nu \bar{\lambda})
\]
\[
+ 32(\nabla^2 \lambda)(\nabla^2 \bar{\lambda}) + \text{(total deriv.),}
\]
(9.70)

where the following relations have been used,

\[
[\nabla_\mu, \nabla_\nu] V^\rho = R^\rho_{\sigma\mu\nu} V^\sigma,
\]
(9.71)
\[
\nabla^2 \nabla_\mu V = \nabla_\mu \nabla^2 V + R_{\nu\mu} \nabla^\nu V.
\]
(9.72)

First of all one should note that (9.68) can be expressed by a linear combination of (9.69) and (9.70) and a total derivative, which is just the component version of (7.94),

\[
(D^2 \lambda)(\bar{D}^2 \bar{\lambda}) = 4 G_{\alpha\bar{\alpha}}(D^\alpha \lambda)(\bar{D}^{\bar{\alpha}} \bar{\lambda}) + 8(D_{\alpha\bar{\lambda}})(D^{\alpha\bar{\alpha}} \bar{\lambda})
\]
\[
+ \text{(total derivative).}
\]
(9.73)

This relation being preserved in the component expansion is a strong indication for equations (9.68)–(9.70) to be correct.

Up to this identity the only combination of the candidate terms (9.68)–(9.70) that yields the bosonic Riegert operator as its lowest component is

\[
(D^2 \lambda)(\bar{D}^2 \bar{\lambda}) - 8 G_{\alpha\bar{\alpha}}(D^\alpha \lambda)(\bar{D}^{\bar{\alpha}} \bar{\lambda}).
\]
(9.74)

This combination is not super-Weyl covariant however and it turns out that for the anomaly basis (9.21), there is no non-trivial super-Weyl invariant expression that includes $(D^2 \lambda)(\bar{D}^2 \lambda)$—or $(D_{\alpha\bar{\lambda}})(\bar{D}^{\alpha\bar{\alpha}} \bar{\lambda})$ by (9.73). In other words, there is no superfield version of the Riegert operator for chiral fields of Weyl weight 0. This is rather puzzling since the component version does exist. What may have gone wrong?

9.8 Discussion

Equation (9.73) provides a rather non-trivial consistency check for the component expansion and the Weyl variations are simple to check. One should therefore be confident that the result of the previous Section is correct.

Since the Weyl parameter in minimal supergravity is a chiral field, it naturally also encodes superlocal $U(1)_R$ transformations. So perhaps one is simply requiring too much symmetry. Since the expressions are global $U(1)_R$ invariant anyway, neglecting the local symmetry corresponds to allowing terms that contain derivatives acting on $\sigma - \bar{\sigma}$. Due to $D_{\alpha}(\sigma - \bar{\sigma}) = D_{\alpha}(\sigma + \bar{\sigma})$ this cannot be distinguished from super-Weyl transformations.
In non-minimal supergravity it is possible to not require invariance under local \( U(1)_R \) and a possible super-Weyl covariant operator (in the conventions of [103]) is given by

\[
(D_{\alpha\dot{\alpha}} \lambda)(\bar{D}^{\dot{\alpha}\alpha} \bar{\lambda})
\]  
(9.75)

with the Weyl covariant vector derivative for scalar chiral yields of \( U(1)_R \) charge \( y \) given by

\[
D_{\alpha\dot{\alpha}} := i(\bar{\nabla}_{\dot{\alpha}} - i(\bar{\Phi} + y)\bar{\Gamma}_{\dot{\alpha}})(\nabla_\alpha + iy\Gamma_\alpha),
\]
(9.76)

\[
\delta[D_{\alpha\dot{\alpha}} \lambda] = LD_{\alpha\dot{\alpha}} \lambda.
\]
(9.77)

In new-minimal supergravity the \( U(1)_R \) drops from the formulation and it is possible to give a superfield Riegert operator for linear superfields of Weyl-weight 0 that is covariant under the full invariance group of the supergravity algebra [56]

\[
D_{\alpha\dot{\alpha}} D^{\alpha\dot{\alpha}} + \frac{i}{3}(D_{\alpha} \bar{T}_{\dot{\alpha}} + \bar{D}_{\dot{\alpha}} T_{\alpha}) D^{\alpha\dot{\alpha}},
\]
(9.78)

where \( D_{\alpha\dot{\alpha}} = D_{\alpha\dot{\alpha}} - \frac{i}{2}(T_{\alpha} \bar{D}_{\dot{\alpha}} + \bar{T}_{\dot{\alpha}} D_{\alpha}) \) is a super-Weyl covariant derivative.

The difficulties to formulate fields of arbitrary Weyl and \( U(1)_R \) weight in a superconformal framework are long known (see for example [109]) and led to the introduction of a chiral compensating field. This can be most easily illustrated taking a chiral field \( \lambda \) as an example. It clearly should transform under generalised super-Weyl transformations according to

\[
\lambda \mapsto e^{n+\sigma+n-\bar{\sigma}} \lambda,
\]
(9.79)

with \( n_+ \) a real number and \( n_- = 0 \) in order to stay a chiral field. In other words the type of the field dictates a fixed relation between its \( U(1)_R \) charge and its Weyl weight. Therefore a single field transforming as \( \Phi \mapsto e^\sigma \Phi \) can be used to bring all other fields to a fixed Weyl and \( U(1) \) weight, by redefinitions of the type \( \bar{\lambda} = \Phi^{-n+\lambda} \) for example.

A suitable set of invariant supergravity fields is given by

\[
\begin{align*}
D_\alpha &= U D_\alpha - 2(D^{\beta} U) M_{\alpha\beta}, \\
\bar{D}_{\dot{\alpha}} &= \bar{U} \bar{D}_{\dot{\alpha}} - 2(D^{\dot{\beta}} \bar{U}) \bar{M}_{\dot{\alpha}\dot{\beta}}, \\
D_{\alpha\dot{\alpha}} &= \frac{i}{2} \{ D_\alpha \bar{D}_{\dot{\alpha}}, \bar{D}_{\dot{\alpha}} D_\alpha \}, \\
T_\alpha &= D_\alpha T, \\
\bar{T}_{\dot{\alpha}} &= \bar{D}_{\dot{\alpha}} \bar{T}, \\
R &= -\frac{1}{4}(D^2 - 4R) \bar{U}^2, \\
W_{\alpha\dot{\beta}} &= \bar{U} W_{\alpha\dot{\beta}}, \\
G_{\alpha\dot{\alpha}} &= \bar{U} U G_{\alpha\dot{\alpha}} + \frac{1}{2}(\bar{D}_{\dot{\alpha}} \ln U)(D_\alpha \ln U) + \frac{1}{2} \bar{D}_{\dot{\alpha}} D_\alpha \ln(U^2 \bar{U}^{-1}) - \frac{1}{4} D_\alpha \bar{D}_{\dot{\alpha}} \ln(U^2 \bar{U}^{-1}),
\end{align*}
\]

where \( \Psi \) is a linear conformal compensator which transforms under Weyl transformation \( \varphi \mapsto e^\sigma \varphi \) according to

\[
\Psi \mapsto \Psi' = \exp\left[\frac{3n - 1}{3n + 1} \sigma - \bar{\sigma}\right] \Psi, \quad \bar{D}_{\dot{\alpha}} \sigma = 0.
\]
(9.81)

The case \( n = \frac{1}{2} \) corresponds to minimal supergravity and the compensator \( \Phi := \bar{\Psi} \) is a chiral field.

It should be remarked that the expressions (9.80) can be easily obtained by replacing \( \sigma \) and \( \bar{\sigma} \) in the Weyl transformed objects by \( -\ln \Phi \) and \( -\ln \bar{\Phi} \) in a similar way as in the bosonic case in Section 8.1.4.
One might think of taking the already known chiral compensator \( \varphi^{-1} \) as the compensator \( \Phi \) in (9.80). However this use of the chiral compensator \( \varphi \), which is also a prepotential that transforms under the \( \Lambda \) supergroup, would break invariance under that symmetry. Another interesting possibility is the use of

\[
\Omega = 1 + \int d^8 z' E^{-1}(z') G_{+-}(z, z'),
\]

where \( G_{+-} \) is the Feynman superpropagator defined by

\[
\frac{1}{4}(D^2 - 4\bar{R})z G_{+-}(z, z') = \delta^6(z, z')
\]

and \( \delta^6(z, z') \) is the chiral delta distribution.

A simple consequence of the defining relation is

\[
\bar{D}_\alpha \Omega = 0, \quad (D^2 - 4\bar{R})\Omega = 0,
\]

which implies \( \Omega \mapsto e^{-\sigma} \Omega \) under super-Weyl transformation and \( \Omega \) is a suitable (though non-local) compensator. For superconformal backgrounds \( \Omega \) actually becomes local and take the form

\[
\Omega = \varphi^{-1} + O(\mathcal{H}).
\]

With such a compensator the expression

\[
(E^{-1}|(D^2 - 4\bar{R})\psi|)(|D^2 - 4R\bar{\psi})
\]

yields the bosonic Riegert operator and is super-Weyl invariant. Unfortunately the latter is also true for any other expression, so not much has been gained. In particular in the presence of a compensator the criterion for Weyl invariance of a term is the absence of any functional dependence on that compensating field, which is certainly not true for (9.86).

Another approach may be to ask what is a natural Weyl invariant operator for an arbitrary field, such that the operator does not coincide with the Riegert operator. For example

\[
E^{-1}|(D^2 - 4\bar{R})\psi|[(D^2 - 4R\bar{\psi})
\]

is invariant when \( \psi \mapsto e^{\bar{\sigma} - \sigma} \psi \). This transformational behaviour is incompatible with \( \psi \) being a chiral field. It is possible for \( \psi \) being linear, but that assumption annihilates the operator of course.

For a real field \( V \), a Weyl invariant operator is given by

\[
E^{-1}V D^\alpha (D^2 - 4\bar{R})D_\alpha V \equiv E^{-1}V \bar{D}_\alpha (D^2 - 4\bar{R})D^\alpha V,
\]

with additional gauge invariance \( V \mapsto V + \lambda + \bar{\lambda} \), where \( \lambda \) and \( \bar{\lambda} \) are chiral and anti-chiral fields respectively.

Since the \( \mathcal{N} = 4 \) case should also incorporate SL(2, R) symmetry with invariance of the anomaly under

\[
\lambda \mapsto \lambda + i, \quad \lambda \mapsto \frac{1}{\lambda},
\]

one might be tempted to use the SL(2, R) Kähler form

\[
V = \ln \lambda + \bar{\lambda}
\]

to also include that symmetry. Of course the operator will then contain additional pieces acting on more than two fields. However those pieces which do act on only two fields form exactly the combination (9.73), such that the Riegert operator is missing again.

It seems that there is something in the minimal supergravity formalism that does not allow for superfield formulation of the Riegert operator. I strongly suspect that it is the U(1)_R symmetry that spoils the formulation of the operator by being inevitable tied to the super-Weyl transformations.
10 Conclusions

For the understanding of quantum field theories, its coupling to gravity backgrounds has proved a valuable tool. The discovery of $\text{AdS/CFT}$ correspondence, which realises such a coupling holographically, has revived the interest in this idea and been a major break-through in the understanding of strongly coupled Yang–Mills theories. While the original $\text{AdS/CFT}$ duality involves $\mathcal{N} = 4$ supersymmetric Yang–Mills theory, it has soon been extended to less symmetric, more realistic theories.

In this work, such an extension is explored in more detail, taking as a starting point the $\mathcal{N} = 2$ supersymmetric D3/probe D7-brane framework of [20], which is dual to $\mathcal{N} = 4$ supersymmetric, large $N_c \text{SU}(N_c)$ Yang–Mills theory augmented by a small number $N_f$ of $\mathcal{N} = 2$ hypermultiplets in the fundamental representation. By holographic methods, this theory’s meson spectrum can be calculated analytically at quadratic order [24].

I considered first a geometry more general than the conventional $\text{AdS}_5 \times S^5$ and second an instanton gauge configuration on the D7-branes. The general strategy was to introduce background configurations that reproduce the conventional setting in certain limits. This allowed to make contact with the ordinary $\text{AdS/CFT}$ dictionary and is an important feature of this approach compared to others in the area that is sometimes referred to as $\text{AdS/QCD}$.

The following results were obtained:

- A holographic dual of spontaneous chiral symmetry breaking by a bilinear quark condensate $\langle \bar{\psi} \psi \rangle$ was found. Since such a condensate is prohibited by supersymmetry, this required to use a background\footnote{32 Here a background by Gubser and Kehagias–Sfetsos [40, 39] was chosen.} that completely breaks supersymmetry and approximates $\text{AdS}_5 \times S^5$ only towards the boundary. By standard $\text{AdS/CFT}$, the boundary of the space-time is associated to the ultraviolet of the dual field theory, such that the configuration describes an $\mathcal{N} = 2$ theory that is relevantly deformed and flows to a non-supersymmetric infrared.

I calculated the quark condensate $\langle \bar{\psi} \psi \rangle$ as a function of the quark mass $m_q$, which gave a non-vanishing quark condensate in the limit $m_q \to 0$; i.e. sponteneous chiral symmetry breaking. Moreover I determined the meson spectrum and demonstrated that the meson mode associated to the U(1)$_A$ axial symmetry, which is geometrically realised as rotations, becomes massless in the $m_q \to 0$ limit as expected for a true Goldstone boson. When $m_q \neq 0$ this mode becomes a pseudo-Goldstone mode, which obeys the Gell-Mann–Oakes–Renner relation $M_\pi^2 \sim m_q$. In the large quark mass limit, the mesons lie in the supersymmetric regime such that their mass is degenerate and approximates the analytic results of the $\mathcal{N} = 2$ theory.

In addition I determined the mass of highly excited scalar and pseudoscalar mesons, which have the interesting feature of not being degenerate in this setup.

- The dual description of the mixed Coulomb–Higgs branch of the $\mathcal{N} = 2$ theory was found. The Higgs VEV corresponds to the size of an instanton configuration on the supergravity side, establishing a link between supersymmetry and the ADHM construction that was known to exist. Such an instanton configuration can only exist when there are at least two flavours, such that a non-Abelian Dirac–Born–Infeld action had to be used. Ordering ambiguities can be avoided since a calculation to quadratic order is sufficient, but a crucial insight was the use of a singular gauge transformation to obtain the correct boundary behaviour consistent with the $\text{AdS/CFT}$ dictionary.

Having overcome this major obstacle, I numerically determined the meson spectrum and found it to approach the analytic $\mathcal{N} = 2$ spectrum in the limit of vanishing and infinite Higgs VEV, though in the latter case a non-trivial rearrangement was observed, which could be explained to arise from above singular gauge transformation.
A geometric realisation of heavy-light mesons was developed; i.e. mesons build up from a light and heavy quark providing a framework for the description of B mesons not available before. Since a realisation in terms of a non-Abelian D7-brane action only makes sense for small mass differences, a different approach has to be chosen. The configuration under consideration is that of a long string stretched between two D7-branes with a large separation, where the D7-branes are arranged to correspond to a massless and a heavy quark respectively.

I describe an effective point-particle action derived from the Polyakov action for a straight string in a semi-classical approximation. After quantisation the equation of motion gives rise to the spectrum of mesons consisting of a massless and a heavy quark. I evaluated the spectrum in the standard AdS\(_5 \times S^5\) background, where I could find an analytic formula for the numerically determined heavy-light meson masses, and for the non-supersymmetric backgrounds by Constable–Myers \[46\] and by Gubser, Kehagias–Sfetsos discussed earlier. In the former case a comparison with the experimental values of the B meson mass yields a deviation of about 20%.

The models considered in this thesis are not meant to be realistic duals of QCD, but instead focus on a particular aspect like chiral symmetry breaking by a chiral quark condensate, the meson spectrum for D3/D7 AdS/CFT either non-supersymmetric deformed or with a Higgs VEV switched on, and the spectrum of heavy-light mesons in several backgrounds, giving a description of B mesons.

It would be certainly interesting to extend the techniques developed in this thesis to a more realistic example of AdS/QCD.\[33\] Over the last years there has been steady progress towards such a description, including string theory duals of theories that exhibit chiral symmetry breaking [86, 110, 111, 112, 113, 114, 115, 116, 117, 118, 119, 120, 121, 122, 123, 124, 125, 126, 127, 128]. There are however three major points that need to be addressed in future refinements of AdS/QCD.

The models considered here have a UV fixed point, but they are not asymptotically free. The weak-strong nature of the duality, which makes AdS/CFT so interesting, unfortunately means that weak coupling in the field theory’s UV implies strong curvature towards the boundary of the AdS space, thus requiring a full string theoretical treatment, which currently is not feasible. Lacking that, there are recent attempts to circumvent the situation by introducing a UV cut-off in the geometry to produce phenomenological models of QCD dynamics [99, 100, 129, 130, 131, 132, 133, 101, 134, 135, 136, 137, 138, 139, 140, 141, 142, 143].

A second problematic property is the probe limit \(N_f \ll N_c\), which corresponds to the quenched approximation of lattice QFT. Additional contributions are roughly of the order \(N_f N_c\). Including the backreaction of the D7-branes on the geometry would allow the number of flavours to be of the same order of magnitude as the number of colours. Such backgrounds have been considered in [85].

The last important aspect is the separation of the SUSY and confinement scales. In the B physics example discussed in Section 6.3, the B meson is far in the supersymmetric regime. To change this situation one needs a background configuration that incorporates at least two different scales.

From the recent works cited above one can read off a tendency to focus on particular aspects of the larger problem of finding a holographic dual of QCD and YM theories, an approach also to be found in this thesis. A challenge for the future will be to incorporate into one model as many as possible of the insights gained here and elsewhere since the discovery of AdS/CFT duality almost ten years ago.

In the second Part of this thesis the coupling of supersymmetric quantum field theories to minimal supergravity was investigated. Coupling a gravity background to a conformal quantum

\[33\] In particular the heavy-light meson construction could be easily extended to other, more realistic models.
field theory gives rise to a conformal anomaly

\[ \langle T^{m}_{\phantom{m}m} \rangle = c C^2 - a \tilde{\mathcal{R}}^2 + b \mathcal{R}^2 + f \Box R. \]  

In [52] a space-time dependent coupling approach was used to calculate consistency conditions for the coefficients in the two-dimensional anomaly providing an alternative proof for Zamolodchikov’s \( c \)-theorem. However [52] did not obtain consistency conditions sufficiently restrictive to extend the theorem to four dimensions.

The specific project pursued here was to extend this technique to superfields and determine the conformal anomaly for those supersymmetric field theories whose coupling constants can be promoted to chiral fields \( \lambda \). A prominent example for such is given by super-Yang–Mills theories.

The steps performed in detail were:

- I determined a complete ansatz for the conformal anomaly by finding a basis of 38 local superfield expressions of dimension 2 and composing a linear combination with arbitrary coefficient functions \( b(\lambda, \bar{\lambda}) \). In the constant coupling limit, these coefficient functions become the superspace analogue of the coefficients \( c, a, b \) and \( f \) that appear in the bosonic conformal anomaly (⋆).
- Then I calculated the Wess–Zumino consistency conditions for the coefficient functions, which arise from the fact that Weyl transformations are Abelian.
- Furthermore I discussed the dependence on local counterterms and possible consequences of S-duality in the \( \mathcal{N} = 4 \) case.
- It is noted that a superfield version of the Riegert operator\(^{34} \) is needed to make contact with an existing one-loop calculation [53]. Various approaches to the problem of finding a superfield Riegert operator (which is independent of the anomaly calculation presented) have been discussed. The conclusion is that the problem is rooted in the \( U(1)_R \) symmetry being built into the formalism of minimal supergravity in superfield formulation in a local way, while on the component level the \( U(1)_R \) is only realised as a global symmetry.

In order to check this assumption it would be desirable to repeat the full calculation in a component approach. The sheer size of this task is daunting however: The basis for the anomaly I found contains about 40 terms in superfield formulation plus their complex conjugates. As a consequence the calculation of the Wess–Zumino consistency conditions is very involved and potentially error prone. A component based approach will probably incorporate even more terms and should therefore be implemented with the help of a computer. Unfortunately a computer based treatment of supergravity has a number of requirements not satisfied by any existing computer algebra system (CAS) today. These requirements are

- an efficient mechanism for the representation of tensors and contracted indices,
- handling of commuting, anticommuting and non-commuting objects (this should include the ability to reduce a number of terms to a canonical basis of terms using the supergravity algebra and Bianchi identities),
- a way to represent non-commuting tensor valued functions of other objects (e.g. for non-anticommuting spinorial derivatives),
- making no assumption about the symmetries of the metric,

\(^{34} \) The Riegert operator is the unique conformally covariant differential operator of fourth order acting on a scalar field of Weyl weight 0.
• allowing torsion, and
• no automatic expansion of compact parenthesised expressions into a lengthy sum of terms.

Of the existing systems, FORM \[144\] seems to be coming the closest to these requirements since it provides a rather low-level tensor support without restrictive internal assumptions. Its summarising capabilities are unsatisfactory however and may be a major obstacle in the implementation of a computer based analysis of the trace anomaly.

Another promising program is Cadabra \[145, 146\], which meets all of the above requirements but is still in a development stage.

Nevertheless the next steps in a future analysis of the trace anomaly are the implementation of a supergravity computer algebra package and a component based analysis. As outlined above this is a difficult task, but the results presented in this thesis can serve as a highly non-trivial unit test to confirm the correctness of such a package. Then one may carry out a complete component expansion of all basis terms and reexamine the question of whether a superfield version of the Riegert operator does exist in minimal superfield supergravity. This analysis can then be easily extended to non-minimal SUGRA and as a check one may reproduce the Riegert operator in new-minimal SUGRA as well.

A reimplementation of the whole calculation in a component based approach would provide an independent source of confirmation for the results of this thesis. If a superfield based treatment of minimal supergravity is consistent on the quantum level,\(^{35}\) the two calculations should actually yield the same result, strengthening confidence in the results presented here. Of course inconsistency would be an interesting result in its own right.

In any case I hope to have provided a basis for understanding the structure of the conformal anomaly in supersymmetric field theories coupled to supergravity.
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A Weyl Variation of the Basis

This Chapter provides the Weyl variations of all basis terms. The terms for \(\Delta_W^\sigma\) can be extracted from those proportional to \(\sigma\), and correspondingly for the complex conjugated fields.

\[
\begin{align*}
E\delta \left[ E^{-1}G_{a\dot{a}}G^{\alpha\dot{\alpha}} \right] &= 2iG_{a\dot{a}}D^{\alpha\dot{\alpha}}(\bar{\sigma} - \sigma) \\
E\delta \left[ E^{-1}RR \right] &= -\frac{1}{4}(\bar{D}^2\bar{\sigma})R - \frac{1}{4}(D^2\sigma)R \\
E\delta \left[ E^{-1}R^2 \right] &= 3(\bar{\sigma} - \sigma)R^2 - \frac{3}{2}(\bar{D}^2\bar{\sigma})R \\
E\delta \left[ E^{-1}\bar{R}^2 \right] &= 3(\sigma - \bar{\sigma})R^2 - \frac{3}{2}(D^2\sigma)\bar{R}
\end{align*}
\]

\(^{35}\) See \[57\] on why a superfield treatment of minimal supergravity should be consistent and \[58\] on the question of consistence of anomaly calculations in the presence of compensating fields.
\[
E\delta [E^{-1}D^2 R] = -2(D^\alpha \sigma) (D_\alpha R) - 2(D^2 \sigma) R - \frac{1}{4} D^2 \bar{D}^2 \bar{\sigma} \\
= -2(D^\alpha \sigma)(D_\alpha R) - 2(D^2 \sigma) R \\
+ 2(D_{\alpha \bar{\alpha}} D^{\alpha \bar{\alpha}} \sigma) - 2 i G_{\alpha \bar{\alpha}} (D^{\alpha \bar{\alpha}} \sigma) \\
(\text{A.1D})
\]

\[
E\delta [E^{-1}D^2 \bar{R}] = -2(D_\alpha \bar{\sigma})(D^\alpha \bar{R}) - 2(D^2 \bar{\sigma}) \bar{R} - \frac{1}{4} \bar{D}^2 \bar{D}^2 \bar{\sigma} \\
= -2(D_\alpha \bar{\sigma})(D^\alpha \bar{R}) - 2(D^2 \bar{\sigma}) \bar{R} \\
+ 2(D_{\alpha \bar{\alpha}} D^{\alpha \bar{\alpha}} \bar{\sigma}) + 2 i G_{\alpha \bar{\alpha}} (D^{\alpha \bar{\alpha}} \bar{\sigma}) \\
(\text{A.1}\bar{D})
\]

\[
E\delta [E^{-1}RD^2 \lambda] = -\frac{1}{4} (D^2 \bar{\sigma})(D^2 \lambda) + 2 R (D^\alpha \sigma)(D_\alpha \lambda) \\
(\text{A.1E})
\]

\[
E\delta [E^{-1}\bar{R}D^2 \lambda] = -\frac{1}{4} (D^2 \sigma)(D^2 \bar{\lambda}) + 2 \bar{R} (D_\alpha \bar{\sigma})(\bar{D}^\alpha \bar{\lambda}) \\
(\text{A.1}\bar{E})
\]
\[ E\delta\left[ E^{-1}(D^{a}\lambda)(D_{a\dot{a}}\overline{D}^{\delta}\tilde{\lambda}) \right] = \frac{1}{2}(D^{a}\lambda)[(D_{a\dot{a}}(\bar{\sigma} + \sigma))(\overline{D}^{\delta}\tilde{\lambda})]
- i(D_{a}\sigma)(\overline{D}^{\delta}\tilde{\lambda}) + 2(\overline{D}^{a}\tilde{\sigma})(D_{a\dot{a}}\tilde{\lambda}) \]  
(A.10)

\[ E\delta\left[ E^{-1}(-1)(\overline{D}^{\delta}\tilde{\lambda})(D_{a\dot{a}}D^{a}\lambda) \right] = -\frac{1}{2}(\overline{D}^{\delta}\tilde{\lambda})[(D_{a\dot{a}}(\bar{\sigma} + \sigma))(D^{a}\lambda)]
+ i(\overline{D}^{a}\tilde{\sigma})(D^{a}\lambda) + 2(D^{a}\sigma)(D_{a\dot{a}}\lambda) \]  
(A.10')

\[ E\delta\left[ E^{-1}(D^{a}\lambda)(D_{a\dot{a}}D^{a}\lambda) \right] = 2(D^{a}\sigma)(D_{a\dot{a}}\lambda)(\overline{D}^{\delta}\tilde{\lambda})
+ 2(\overline{D}^{a}\tilde{\sigma})(D^{a}\lambda)(\overline{D}^{\delta}\tilde{\lambda}) \]  
(A.1P)

\[ E\delta\left[ E^{-1}(D^{a}\lambda)(\overline{D}^{\delta}\tilde{\lambda})^{2} \right] = 3(\sigma - \bar{\sigma})(D^{a}\lambda)^{2}
+ 4(D^{a}\lambda)(D^{a}\sigma)(D_{a\dot{a}}\lambda) \]  
(A.1Q)

\[ E\delta\left[ E^{-1}(\overline{D}^{a}\lambda)(D_{a\dot{a}}\tilde{\lambda})^{2} \right] = 3(\bar{\sigma} - \sigma)(\overline{D}^{a}\lambda)^{2}
+ 4(\overline{D}^{a}\lambda)(\overline{D}^{a}\tilde{\sigma})(D_{a\dot{a}}\lambda) \]  
(A.1Q')

\[ E\delta\left[ E^{-1}(D^{a}\lambda)(D_{a\dot{a}}\tilde{\lambda})(\overline{D}^{\delta}\tilde{\lambda})(\overline{D}^{\beta}\tilde{\lambda}) \right] = 3(\sigma - \bar{\sigma})(D^{a}\lambda)(D_{a\dot{a}}\tilde{\lambda})(\overline{D}^{\delta}\tilde{\lambda})(\overline{D}^{\beta}\tilde{\lambda}) \]  
(A.1R)

\[ E\delta\left[ E^{-1}(D^{a}\lambda)(D_{a\dot{a}}\lambda)(D_{a\dot{a}}\lambda)(\overline{D}^{\delta}\tilde{\lambda})(\overline{D}^{\beta}\tilde{\lambda}) \right] = 2(D^{a}\lambda)(D_{a\dot{a}}\lambda)(\overline{D}^{a}\tilde{\lambda})(\overline{D}^{\beta}\tilde{\lambda}) \]  
(A.1S)

\[ E\delta\left[ E^{-1}(D^{a}\lambda)(D_{a\dot{a}}\lambda)(D_{a\dot{a}}\lambda)(\overline{D}^{\delta}\tilde{\lambda}) \right] = 2(D^{a}\lambda)(D_{a\dot{a}}\lambda)(\overline{D}^{a}\tilde{\lambda})(\overline{D}^{\delta}\tilde{\lambda})(\overline{D}^{\beta}\tilde{\lambda}) \]  
(A.1S')

\[ E\delta\left[ E^{-1}(D^{a}\lambda)(D_{a\dot{a}}\lambda)(D_{a\dot{a}}\lambda)(\overline{D}^{\delta}\tilde{\lambda}) \right] = -\frac{1}{2}(D^{a}\lambda)(D_{a\dot{a}}\lambda)(D^{a}\lambda)(D^{a}\lambda) \]  
(A.1T)

\[ E\delta\left[ E^{-1}(D^{a}\lambda)(D_{a\dot{a}}\lambda)(D_{a\dot{a}}\lambda)(\overline{D}^{\delta}\tilde{\lambda}) \right] = 0 \]  
(A.1U)

\[ E\delta\left[ E^{-1}(D^{a}\lambda)(D_{a\dot{a}}\lambda)(D^{a}\lambda)(D^{a}\lambda) \right]
= 3(\sigma - \bar{\sigma})(D^{a}\lambda)(D_{a\dot{a}}\lambda)(D^{a}\lambda)(D^{a}\lambda) \]  
(A.1V)

\[ E\delta\left[ E^{-1}(D^{a}\lambda)(D_{a\dot{a}}\lambda)(D^{a}\lambda)(D^{a}\lambda) \right]
= 3(\bar{\sigma} - \sigma)(D^{a}\lambda)(D^{a}\lambda)(D^{a}\lambda)(D^{a}\lambda) \]  
(A.1V')

\[ E\delta\left[ E^{-1}(D^{a}\lambda)(D_{a\dot{a}}\lambda)(D^{a}\lambda)(D^{a}\lambda) \right]
= 2(D^{a}\lambda)(D_{a\dot{a}}\lambda)(D^{a}\lambda)(D^{a}\lambda) \]  
(A.1V)

\[ \Delta_{\sigma}^{W}((\Delta_{\sigma}^{W} - \Delta_{\sigma}^{W})W = \int d^{3}z E^{-1}\sigma'\left\{ \sigma C_{0} + (D^{a}\sigma)C_{a} +
(D^{a}\sigma)C_{2} + (D^{a\dot{a}}\sigma)C_{a\dot{a}} + (D_{a\dot{a}}D^{a}\sigma)C_{a} + (D_{a\dot{a}}D^{a\dot{a}}\sigma)C_{a} \right\}, \]  
(B.1)

**B Wess–Zumino Consistency Condition**

Weyl Contribution

For the coefficients defined in

\[ (\Delta_{\sigma}^{W})(\Delta_{\sigma}^{W} - \Delta_{\sigma}^{W})W = \int d^{3}z E^{-1}\sigma'\left\{ \sigma C_{0} + (D^{a}\sigma)C_{a} +
(D^{a}\sigma)C_{2} + (D^{a\dot{a}}\sigma)C_{a\dot{a}} + (D_{a\dot{a}}D^{a}\sigma)C_{a} + (D_{a\dot{a}}D^{a\dot{a}}\sigma)C_{a} \right\}, \]  
(B.1)
one obtains

\[
\mathcal{C}_0 = -3b^{(C)} R^2 + 3b^{(C)} \bar{R}^2 \\
- \left[3R(\bar{D}^2 \bar{\lambda})b^{(F)}\right] + 3\bar{R}(D^2 \lambda)\bar{b}^{(F)} \\
+ 3b^{(K)} \bar{R}(D^\alpha \lambda)(\mathcal{D}_\alpha \lambda) - \left[3b^{(K)} \bar{R}(\mathcal{D}_\alpha \bar{\lambda})(\bar{D}^\alpha \bar{\lambda})\right] \\
+ 3b^{(Q)}(D^2 \lambda)^2 - 3b^{(Q)}(\bar{D}^2 \bar{\lambda})^2 \\
+ 3(D^\alpha \lambda)(\mathcal{D}_\alpha \lambda)(D^2 \lambda)\bar{b}^{(R)} - 3b^{(R)}(\mathcal{D}_\alpha \bar{\lambda})(\bar{D}^2 \bar{\lambda}) \\
+ 3b^{(V)}(D^\alpha \lambda)(\mathcal{D}_\alpha \lambda)(D^2 \lambda)(\mathcal{D}_\beta \lambda) - 3b^{(V)}(\mathcal{D}_\alpha \bar{\lambda})(\bar{D}^2 \bar{\lambda})(\bar{D}^\beta \bar{\lambda}),
\]

\[\text{(B.2a)}\]

\[
\mathcal{C}_\alpha = -2b^{(D)}(\mathcal{D}_\alpha R) - 2R(\mathcal{D}_\alpha \lambda)\bar{b}^{(E)} + 2\bar{R}(\mathcal{D}_\alpha \lambda)\bar{b}^{(F)} \\
- \left[2(\mathcal{D}_\alpha \lambda)Rb^{(G)}\right] - \left[G_{\alpha \bar{\alpha}}(\bar{D}^\alpha \bar{\lambda})b^{(G)}\right] \\
- \frac{i}{2}G_{\alpha \bar{\alpha}}(\bar{D}^\alpha \bar{\lambda})b^{(H)} - \frac{i}{2}b^{(M)}(\bar{D}^\alpha \bar{\lambda})(\mathcal{D}_\alpha \lambda) - i(\bar{D}^\alpha \bar{\lambda})(\mathcal{D}_\alpha \lambda)\bar{b}^{(N)} \\
- \left[\frac{1}{2}(\mathcal{D}_\alpha \lambda)\bar{b}^{(O)}\right] - [b^{(O)}(\mathcal{D}_\alpha \lambda)(\bar{D}^\alpha \bar{\lambda})] + 2b^{(P)}(\mathcal{D}_\alpha \lambda)(\bar{D}^2 \bar{\lambda}) \\
+ 4b^{(Q)}(D^2 \lambda)(\mathcal{D}_\alpha \lambda) + 2(D^2 \lambda)(\mathcal{D}_\beta \lambda)\bar{b}^{(R)} \\
+ 2b^{(S)}(\mathcal{D}_\alpha \lambda)(\bar{D}^\alpha \bar{\lambda})(\mathcal{D}_\alpha \lambda) - \frac{i}{4}b^{(T)}(\mathcal{D}_\alpha \lambda)(\bar{D}^\alpha \bar{\lambda})(\mathcal{D}_\alpha \lambda),
\]

\[\text{(B.2b)}\]

\[
\mathcal{C}_{\alpha \bar{\alpha}} = -2ib^{(A)}G_{\alpha \bar{\alpha}} + 2iG_{\alpha \bar{\alpha}}b^{(D)} \\
- i(\mathcal{D}_{\alpha \bar{\alpha}} \lambda)b^{(H)} - i(\mathcal{D}_{\alpha \bar{\alpha}} \bar{\lambda})b^{(H)} \\
- ib^{(L)}(\mathcal{D}_\alpha \lambda)(\bar{D}_\alpha \bar{\lambda}) + \left[\frac{1}{2}b^{(O)}(\mathcal{D}_\alpha \lambda)(\bar{D}_\alpha \bar{\lambda})\right] - \left[\frac{1}{2}b^{(O)}(\mathcal{D}_\alpha \lambda)(\bar{D}_\alpha \bar{\lambda})\right],
\]

\[\text{(B.2d)}\]

\[
\bar{\mathcal{C}}_\alpha = \left[i b^{(G)}(\bar{D}^\alpha \bar{\lambda})\right],
\]

\[\text{(B.2e)}\]

\[
\mathcal{C}_4 = \left[2b^{(D)}\right].
\]

\[\text{(B.2f)}\]

For further discussion, it proves useful to sort its contents with respect to derivatives on \(\lambda\) or \(\bar{\lambda}\).
\[ \mathcal{C}_\alpha = -2b^{(D)}(D_\alpha R) + (D_\alpha \lambda^\alpha) \left( -2R(b_i^{(E)} + [b_i^{(G)}]) + 2\tilde{R}b_i^{(F)} \right) \\
+ (\bar{D}^\phi \lambda^\alpha) \left( -\frac{1}{4}G_{\alpha\dot{a}}b_i^{(H)} - G_{\alpha\dot{a}}b_i^{(I)} - [G_{\alpha\dot{a}}b_i^{(G)}] \right) \\
+ (D_{\alpha\dot{a}} \bar{D}^\phi \lambda^\alpha) \left( -\frac{1}{4}b_i^{(I)} \right) \\
+ (D_{\alpha\dot{a}} \lambda^\alpha)(\bar{D}^\phi \lambda^\alpha) \left( -ib_i^{(S)} \right) \\
+ (D_\alpha \lambda^\alpha)(\bar{D}^2 \lambda^\alpha) \left( -\frac{1}{4}b_i^{(O)} \right) + 2b_i^{(P)} \\
+ (D^2 \lambda^\alpha)(D_\alpha \lambda^\alpha) \left( 4b_i^{(Q)} \right) \\
+ (D_\alpha \lambda^\alpha)(D^2 \lambda^\alpha)(D_\beta \lambda^k) \left( 2b_i^{(R)} \right) \\
+ (\bar{D}_\alpha \lambda^\alpha)(\bar{D}^\phi \lambda^\alpha)(D_\alpha \lambda^k) \left( 2b_i^{(S)} \right) - \frac{1}{4}b_i^{(T)}(\bar{\alpha}) \right), \] 
(B.3b)

\[ \mathcal{C}_2 = -\left( \frac{1}{4}b_i^{(B)} + 2b_i^{(D)} \right) R - \frac{1}{4}b_i^{(C)} \bar{R} - \frac{1}{4}b_i^{(E)}(\bar{D}^2 \lambda^\alpha)b_i^{(F)} \\
- \frac{1}{4}(D^2 \lambda^\alpha)b_i^{(F)} - \frac{1}{4}(\bar{D}_\alpha \lambda^\alpha)(\bar{D}^\phi \lambda^\alpha)b_i^{(j)} - \frac{1}{4}b_i^{(K)}(D^\alpha \lambda^i)(D_\alpha \lambda^j), \] 
(B.3c)

\[ \mathcal{C}_{\alpha\dot{a}} = 2iG_{\alpha\dot{a}} \left( [b_i^{(D)}] - b_i^{(A)} \right) + (D_{\alpha\dot{a}} \lambda^\alpha)([b_i^{(I)}] - [ib_i^{(H)}]) \\
+ (D_{\alpha\dot{a}} \lambda^\alpha)(b_i^{(I)} - ib_i^{(H)}) + \left( \frac{1}{4}b_i^{(O)} \right) - \left( \frac{1}{4}b_i^{(O)} \right) - ib_i^{(L)}(D^\alpha \lambda^\alpha)(\bar{D}^\phi \lambda^\alpha), \] 
(B.3d)

\[ \bar{C}_3 = [ib_i^{(G)}(\bar{D}^\phi \lambda^\alpha)], \] 
(B.3e)

\[ \mathcal{C}_4 = [2ib_i^{(D)}]. \] 
(B.3f)

Beta Contribution

Acting with the operator \( \Delta^{\beta} \) on the conformal anomaly, one first notices, that \( \frac{d}{d\lambda^\beta} \) should only act on derivatives of \( \lambda \), since otherwise a \( \sigma \sigma' \) contribution, which vanishes from the commutator, is created.

\[ \Delta^{\beta}_\alpha \left( \Delta^{\beta}_\alpha - \Delta^{\beta}_\alpha \right) W = \int d^8 x E^{-1}\{ \sigma^{\beta}(\partial_i B_{i(0)})A_{(0)} \} + (D^\alpha \sigma^\beta)\mathcal{E}_\alpha \\
+ (D^2 \sigma^\beta)\mathcal{E}_{(2)} + (D^\alpha \sigma^\beta)\mathcal{E}_{i\alpha} + (D_{\alpha\dot{a}} \sigma^\beta)\mathcal{E}_4 + (D_{\alpha\dot{a}} D^\phi \sigma^\beta)\mathcal{E}_3, \] 
(B.4)

\[ \mathcal{E}_\alpha = [b_i^{(G)}(D_\alpha R)] + [2b_i^{(R)}(D_\alpha \lambda^\alpha)] + 2b_i^{(K)}(\bar{R}(D_\alpha \lambda^\alpha)) \\
+ b_i^{(L)}(G_{\alpha\dot{a}}(\bar{D}^\phi \lambda^\alpha)) + [b_i^{(O)}(D_{\alpha\dot{a}} \bar{D}^\phi \lambda^\alpha)] \\
+ 2b_i^{(R)}(D_\alpha \lambda^\alpha)(D^2 \lambda^k) + [2b_i^{(S)}(D_\alpha \lambda^\alpha)(\bar{D}^2 \lambda^k)] \\
+ b_i^{(T)}(D_{\alpha\dot{a}} \lambda^\alpha)(\bar{D}^\phi \lambda^\alpha) + b_i^{(T)}(D_{\alpha\dot{a}} \bar{D}^\phi \lambda^\alpha)(\bar{D} \lambda^k) \\
+ 2b_i^{(U)}(D_\alpha \lambda^\alpha)(D_\beta \lambda^k)(\bar{D}^\phi \lambda^\alpha) + 4b_i^{(V)}(D_\alpha \lambda^\alpha)(D^\alpha \lambda^k)(D_\beta \lambda^k), \] 
(B.5a)

\[ \mathcal{E}_2 = b_i^{(E)}(R) + b_i^{(F)}(\bar{R}) + b_i^{(P)}(D^2 \lambda^k) \\
+ 2b_i^{(Q)}(D^2 \lambda^k) + b_i^{(R)}(D^\alpha \lambda^\alpha)(D_\alpha \lambda^\alpha) + b_i^{(S)}(\bar{D} \lambda^k)(\bar{D}^\phi \lambda^\alpha), \] 
(B.5b)
\[ \mathcal{E}_{a\bar{a}} = \left[ b^{(H)}_i G_{a\bar{a}} \right] + b^{(M)}_{ij} (D_{a\bar{a}} \lambda^j) + b^{(N)}_{ij} (D_{a\bar{a}} \lambda^j) + b^{(T)}_{ij} (D_{a\bar{a}} \lambda^j)(D_{a\bar{a}} \lambda^k), \] (B.5c)

\[ \mathcal{E}_3 = \left[ b^{(O)}_j (D^\alpha \lambda^j) \right], \] (B.5d)

\[ \mathcal{E}_4 = \left[ b^{(f)}_i \right]. \] (B.5e)

**Summary**

The results of the previous two Sections can be used to determine the \( \mathcal{F} \) coefficients defined by

\[
\begin{align*}
(\Delta^W_\sigma - \Delta^\beta_\sigma)(\Delta^W_\sigma - \Delta^\beta_\sigma)W \\
= \int d^8 z \, E^{-1} \sigma' \left\{ \sigma \mathcal{F}_0 + (D^a \sigma) \mathcal{F}_a + (D^2 \sigma) \mathcal{F}_2 + (D^{a\bar{a}} \sigma) \mathcal{F}_{a\bar{a}} \\
+ (D_{a\bar{a}} D^a \sigma) \mathcal{F}_{\bar{a}a} + (D_{a\bar{a}} D^{a\bar{a}} \sigma) \mathcal{F}_4 \right\},
\end{align*}
\] (B.6)

by expanding the Weyl and beta contribution in terms of derivatives on \( \lambda \) and \( \bar{\lambda} \), keeping in mind that the \( b \) coefficients and beta functions are functions of \( \lambda \) and \( \bar{\lambda} \) in general, so it holds

\[ b = b(\lambda, \bar{\lambda}), \] (B.7a)

\[ D_{a\bar{a}} b = (D_{a\bar{a}} \lambda^j)(\partial_k b), \] (B.7b)

\[ D^a b = (D^a \lambda^j)(\partial_k b), \] (B.7c)

\[ D_{a\bar{a}} b = (D_{a\bar{a}} \lambda^j)(\partial_k b) + (D_{a\bar{a}} \bar{\lambda}^j)(\partial_k b), \] (B.7d)

\[ D^a D_{a\bar{a}} b = (D^a D_{a\bar{a}} \lambda^j)(\partial_k b) + (D^a D_{a\bar{a}} \bar{\lambda}^j)(\partial_k \partial_l b) + (D^a D_{a\bar{a}} \lambda^j)(\partial_k \partial_l b), \] (B.7e)

\[ D^{a\bar{a}} D_{a\bar{a}} b = (D^{a\bar{a}} D_{a\bar{a}} \lambda^j)(\partial_k b) + (D^{a\bar{a}} D_{a\bar{a}} \bar{\lambda}^j)(\partial_k b) + 2(D^{a\bar{a}} \lambda^j)(D_{a\bar{a}} \bar{\lambda}^j)(\partial_k \partial_l b) + (D^{a\bar{a}} \lambda^j)(D_{a\bar{a}} \bar{\lambda}^j)(\partial_k \partial_l b), \] (B.7f)

and similarly for \( \beta \). This yields

\[ \mathcal{F}_0 = C_0 + \beta' (\partial_i B) \cdot A \\
+ (D^a \lambda^j)(\partial_j \beta^i) E_a^i \\
+ [(D^2 \lambda^j)(\partial_j \beta^i) + (D^a \lambda^j)(\partial_j \partial_k \beta^i)] E_2^i \\
+ [(D^{a\bar{a}} \lambda^j)(\partial_j \beta^i) + (D^{a\bar{a}} \bar{\lambda}^j)(\partial_j \beta^i)] E_{a\bar{a}}^i \\
+ [(D_{a\bar{a}} D^a \lambda^j)(\partial_j \beta^i) + (D_{a\bar{a}} \lambda^j)(\partial_j \partial_k \beta^i)] E_3^i \\
+ (D^{a\bar{a}} \lambda^j)(D_{a\bar{a}} \bar{\lambda}^j)(\partial_k \partial_l \beta^i) \] (B.8a)

\[ \mathcal{F}_a = C_a + \beta' E_a^i + (D_{a\bar{a}} \lambda^j)(\partial_j \beta^i) E_2^i \\
+ [(D_{a\bar{a}} \lambda^j)(\partial_j \beta^i) + (D_{a\bar{a}} \bar{\lambda}^j)(\partial_k \beta^i)] E_3^i. \] (B.8b)
\[ \mathcal{F}_2 = C_2 + \beta^i \mathcal{E}_2^i, \quad (B.8c) \]
\[ \mathcal{F}_{\alpha \dot{\alpha}} = C_{\alpha \dot{\alpha}} + \beta^i \mathcal{E}_{\alpha \dot{\alpha}}^i + (D_{\alpha \lambda}) (\partial_j \beta^i) \bar{\mathcal{E}}_{\lambda \dot{\alpha}}^i \]
\[ + 2(D_{\alpha \lambda} \lambda^k) (\partial_k \beta^i) \mathcal{E}_{\alpha \dot{\alpha}}^i \]
\[ + 2(D_{\alpha \lambda} \lambda^k) (\partial_k \beta^i) \mathcal{E}_{\alpha \dot{\alpha}}^i, \quad (B.8d) \]
\[ \mathcal{F}_{3} = C_{3} + \beta^i \bar{E}_{3}^i, \quad (B.8e) \]
\[ \mathcal{F}_4 = C_4 + \beta^i \mathcal{E}_4^i, \quad (B.8f) \]

C **Coefficient Consistency Equations**

Consistency equation (9.35e) yields
\[ 2\bar{b}^{(D)} - 2b^{(D)} + \beta \bar{b}^{(I)}_i - \beta^i b^{(I)}_i = 0. \quad (C.1) \]

From consistency equation (9.35d) one obtains
\[ -\bar{b}^{(A)} + b^{(A)} = 0, \quad (C.2a) \]
\[ \bar{b}^{(N)}_{ij} \beta^i + (\partial_j \bar{b}^{(I)}_i) + 2\partial_j \bar{b}^{(D)}_i + (\partial_j \bar{b}^{(I)}_i) \beta^i + \bar{b}^{(I)}_j + ib^{(H)}_j + b^{(M)}_{ji} \bar{\beta}^i \]
\[ + (\partial_j \bar{\beta}^i) b^{(I)}_j + 2(\partial_j \bar{b}^{(D)}_i) + (\partial_j \bar{b}^{(I)}_i) \bar{\beta}^i - 2\bar{b}^{(G)}_i - 2i\beta^i b^{(O)}_i = 0, \quad (C.2b) \]
\[ b^{(N)}_{ij} \beta^i + (\partial_j \bar{\beta}^i) b^{(I)}_j + 2\partial_j b^{(D)}_j + (\partial_j b^{(I)}_j) \bar{\beta}^i + \bar{b}^{(I)}_j - \bar{b}^{(H)}_j + b^{(M)}_{ji} \beta^i \]
\[ + (\partial_j \beta^i) \bar{b}^{(I)}_j + 2(\partial_j b^{(D)}_j) + (\partial_j \bar{b}^{(I)}_j) \beta^i - 2\bar{b}^{(G)}_j + 2i\beta^i \bar{b}^{(O)}_j = 0, \quad (C.2c) \]
\[ -ib^{(L)}_{ij} + \bar{b}^{(T)}_{kj} \beta^k - i(\partial_j b^{(G)}_i) - (\partial_j b^{(O)}_i) \beta^k + ib^{(L)}_{ji} \]
\[ + b^{(T)}_{jk} \bar{\beta}^k + i(\partial_j b^{(G)}_k) - (\partial_j b^{(O)}_k) \bar{\beta}^k = 0. \quad (C.2d) \]

The following sets of equations have to be augmented by their complex conjugates. From consistency condition (9.35a) one gets
\[ -2b^{(D)} + \frac{1}{2} b^{(B)} + b^{(A)} + 2b^{(D)} - \beta^i b^{(E)}_i = 0, \quad (C.3a) \]
\[ -2b^{(E)}_j + 2\beta^i b^{(K)}_{ij} + b^{(E)}_k (\partial_j \beta^i) + \frac{1}{2} (\partial_j b^{(B)}_j) \]
\[ + 2(\partial_j b^{(D)}_j) - \beta^i (\partial_j b^{(E)}_j) + b^{(N)}_{ij} \beta^j = 0, \quad (C.3b) \]
\[ 2b^{(F)}_j + b^{(F)}_i (\partial_j \beta^i) + \frac{1}{2} (\partial_j b^{(C)}_j) \]
\[ + b^{(F)}_j - \beta^i (\partial_j b^{(F)}_j) + 8\beta^i b^{(Q)}_j = 0, \quad (C.3c) \]
\[ -\frac{i}{2} b^{(H)}_j - b^{(I)}_j + \beta^i b^{(L)}_{ij} + b^{(E)}_j - 4\beta^i b^{(P)}_{ij} + (\partial_j b^{(A)}_j) - b^{(I)}_j + ib^{(H)}_j = 0, \quad (C.3d) \]
\[ -\frac{i}{2} b^{(I)}_j - ib^{(E)}_j + 4i\beta^i b^{(P)}_{ij} + \frac{1}{2} b^{(I)}_j + \frac{1}{2} b^{(H)}_j + \frac{i}{2} \beta^i b^{(M)}_{ij} = 0, \quad (C.3e) \]
\[ -\frac{i}{2} b^{(M)}_{jk} + \beta^i b^{(T)}_{ij} + ib^{(L)}_{jk} + \frac{i}{2} b^{(N)}_{ij} (\partial_k \beta^i) + \frac{i}{2} \beta^i (\partial_k b^{(N)}_j) - b^{(T)}_{ij} \beta^k = 0, \quad (C.3f) \]
\[ -ib^{(S)}_{jk} + \beta^i b^{(T)}_{ij} - ib^{(J)}_{jk} + 2i\beta^i b^{(S)}_{jk} \]
\[ + \frac{i}{2} (\partial_k b^{(I)}_j - i\partial_j b^{(H)}_k) + \frac{i}{2} (\partial_k \beta^i) b^{(M)}_{ij} + \frac{i}{2} (\partial_k b^{(M)}_j) \beta^i = 0, \quad (C.3g) \]
\[ 4b^{(Q)}_{ij} + 2\beta^i b^{(R)}_{ij} + 2\beta^j (\partial_j \beta^i) + \frac{1}{4} (\partial_j b^{(F)}_k) - \frac{1}{4} b^{(K)}_{ij} - 2\beta^i (\partial_j b^{(Q)}_k) - \beta^i b^{(R)}_{jki} = 0, \]
\[ 2b^{(P)}_{ij} + b^{(P)}_k (\partial_i \beta^k) + \frac{1}{4} (\partial_i b^{(E)}_j) - \beta^k (\partial_j b^{(P)}_k) + \frac{1}{2} b^{(L)}_{ij} + \frac{1}{2} b^{(T)}_{jkl} \beta^k = 0, \]
\[ 2b^{(R)}_{ijkl} + 4\beta^a b^{(V)}_{ij} + b^{(R)}_k (\partial_j \beta^i) + \frac{1}{4} (\partial_j b^{(K)}_k) - \beta^i (\partial_j b^{(R)}_{kli}) = 0, \]
\[ 2b^{(S)}_{ij} - \frac{1}{2} b^{(T)}_{ijkl} + 2\beta^j b^{(U)}_{ikj} + b^{(S)}_l (\partial_k \beta^j) + \frac{1}{4} (\partial_k b^{(J)}_{il}) - \beta^j (\partial_k b^{(S)}_{lij}) + \frac{1}{2} b^{(T)}_{kli} (\partial_j \beta^i) + \frac{1}{2} (\partial_j b^{(T)}_{kli}) \beta^i = 0, \]

while consistency equation (9.35c) yields

\[ \beta^i (\partial_j b^{(A)}) - \beta^j (\partial_i b^{(A)}) = 0, \]
\[ \beta^i (\partial_j b^{(B)}) - \beta^j (\partial_i b^{(B)}) = 0, \]
\[ -3\delta^{(C)} + \beta^i (\partial_i b^{(C)}) - 3\delta^{(C)} - \beta^j (\partial_j b^{(C)}) = 0, \]
\[ + 2b^{(D)} + \frac{1}{4} (b^{(D)} - b^{(A)}) - \frac{1}{4} (b^{(B)} + 2b^{(D)}) + \beta^j b^{(G)}_i + b^{(E)}_i - \frac{i}{4} \beta^j b^{(H)}_i + \frac{1}{4} (b^{(D)} - b^{(A)}) + \frac{i}{4} \beta^j b^{(H)}_i - \beta^j (\partial_i b^{(D)}) = 0, \]
\[ + 2b^{(E)}_i + 2b^{(G)}_i + b^{(I)}_i - \partial_i (\frac{1}{2} b^{(B)} + 2b^{(D)} - b^{(A)}) - 2\beta^j b^{(J)}_i + \beta^j \partial_i b^{(E)} + 8\beta^j b^{(Q)}_i + \beta^j (\partial_i b^{(E)}) + b^{(I)}_i + 2b^{(E)}_i - 8\beta^j b^{(P)}_i - \beta^j (\partial_i b^{(E)}) = 0, \]
\[ -3b^{(F)} + 2i\beta b^{(M)}_{ij} + \beta^j (\partial_i b^{(F)}) - b^{(F)}_i + \frac{1}{2} \partial_i b^{(C)} - 2\beta^j b^{(K)}_i - \beta^j (\partial_i b^{(F)}) - \beta^j (\partial_i b^{(F)}) = 0, \]
\[ + 2\partial_i b^{(D)} + 2b^{(E)}_i + 2b^{(G)}_i + b^{(I)}_i - \partial_i (\frac{1}{2} b^{(B)} + 4b^{(D)}) + \beta^j \partial_i b^{(G)}_i + 2\beta^j b^{(J)}_i + \beta^j \partial_i b^{(E)} + b^{(I)}_i - 4\beta^j b^{(P)}_i - \beta^j (\partial_i b^{(I)}) - \beta^j (\partial_i b^{(I)}) = 0, \]
\[ -i\partial_i (b^{(D)} - b^{(A)}) + \frac{1}{2} b^{(R)}_i - \frac{1}{2} \beta^j \partial_i b^{(R)} + \frac{1}{2} \beta^j \partial_i b^{(R)} + \beta^j (\partial_i b^{(R)}) - b^{(H)}_i - 2ib^{(G)}_i - 12ib^{(R)}_i - 12ib^{(R)}_i - 4ib^{(P)}_i + 8ib^{(P)}_i - \beta^j (\partial_i b^{(R)}) - \beta^j (\partial_i b^{(R)}) = 0, \]
\[ -\beta^j (\partial_i b^{(E)}) + \frac{1}{2} b^{(M)}_i + \frac{1}{2} \beta^j \partial_i b^{(J)} + \beta^j (\partial_i b^{(M)}) + \frac{1}{2} b^{(I)}_i + \frac{1}{2} \beta^j b^{(I)} + \beta^j (\partial_i b^{(I)}) + \beta^j (\partial_i b^{(I)}) + \frac{1}{2} \beta^j b^{(J)}_i + \frac{1}{2} \beta^j b^{(J)}_i - \beta^j (\partial_i b^{(F)}) = 0, \]
\begin{align}
+ 2\partial_j (\bar{b}_j^{(E)} + \bar{b}_i^{(G)} + \frac{1}{2}\bar{b}_i^{(F)}) - \frac{1}{4} \partial_i \partial_j \bar{b}_i^{(B)} - 2\partial_i \partial_j \bar{b}_i^{(D)} - 2\partial_i \bar{b}_j^{(F)}, \\
+ 2\beta^i \partial_i \bar{b}_j^{(j)} + \beta^i \partial_i \bar{b}_i^{(E)} + \beta^i (\partial_i \bar{b}_i^{(j)}) + 2b_{ij}^{(N)} + 2b_{ij}^{(J)} - 4\bar{b}_i^{(S)} \\
+ 2\beta^i \bar{b}_j^{(F)} + \beta^i (\partial_i \bar{b}_i^{(j)}) = 0, \\
+ 4\bar{b}_i^{(K)} - 2\partial_i \bar{b}_j^{(F)} - 16\bar{b}_{ij}^{(Q)} - \frac{1}{2} \partial_i \partial_j \bar{b}_j^{(C)} + 2\beta^i \partial_i \bar{b}_j^{(K)} + 8\beta^i \bar{b}_j^{(i)} \\
+ \beta^i \partial_i \bar{b}_j^{(F)} + 16\beta^i \partial_i \bar{b}_i^{(Q)} - 4\bar{b}_j^{(S)} + \beta^i (\partial_i \bar{b}_i^{(K)}) + 3b_{ij}^{(K)} \\
- \beta^i (\partial_i \bar{b}_i^{(K)}) = 0, \\
\end{align}

\begin{align}
\frac{i}{2} \partial_i \bar{b}_j^{(H)} - \partial_i \bar{b}_i^{(T)} + \partial_i \bar{b}_j^{(C)} + \bar{b}_i^{(M)} - 2\bar{b}_j^{(O)} + 2\bar{b}_i^{(O)} - 8\bar{b}_i^{(P)} \\
- 2\partial_i \bar{b}_j^{(E)} + \beta^i \partial_i \bar{b}_i^{(F)} + 8\beta^i \bar{b}_i^{(i)} - 2\imath \beta^i \bar{b}_i^{(T)} + 8\beta^i \partial_i \bar{b}_i^{(P)} \\
+ \beta^i (\partial_i \bar{b}_i^{(L)}) + \frac{i}{2} \partial_i \bar{b}_i^{(H)} - \partial_i \bar{b}_i^{(T)} - \partial_i \bar{b}_i^{(G)} - b_{ij}^{(M)} - 2\bar{b}_j^{(O)} \\
+ 2\bar{b}_j^{(O)} + 8\bar{b}_j^{(P)} + 2\partial_i \bar{b}_i^{(E)} - \beta^i \partial_i \bar{b}_i^{(L)} - 8\beta^i \bar{b}_j^{(S)} - 2\imath \beta^i \bar{b}_j^{(T)} \\
- 8\beta^i \partial_i \bar{b}_j^{(P)} - \beta^i (\partial_i \bar{b}_j^{(L)}) = 0, \\
\end{align}

\begin{align}
\frac{i}{2} \partial_i \bar{b}_j^{(I)} + b_{ij}^{(O)} + \frac{1}{2} \partial_i \bar{b}_i^{(H)} - b_{ij}^{(L)} + 2\partial_i \bar{b}_i^{(D)} \\
- 2\imath \beta^i \bar{b}_i^{(T)} + \frac{i}{2} \bar{b}_i^{(M)} \partial_i \beta^i + \frac{1}{2} \bar{b}_i^{(N)} \partial_i \beta^i - \frac{1}{2} \beta^i \partial_i \bar{b}_i^{(N)} \\
+ \beta^i \partial_i \partial_i \bar{b}_i^{(I)} + b_{ij}^{(I)} \partial_i \beta^i + \beta^i (\partial_i \bar{b}_i^{(M)}) - b_{ij}^{(M)} - 2\imath \beta^i \bar{b}_i^{(O)} \\
+ \frac{1}{2} \partial_i (b_i^{(j)} + i b_1^{(H)}) + \frac{i}{2} \partial_i (b_i^{(j)} + i b_1^{(H)}) - 2\partial_i \partial_i \bar{b}_i^{(D)} \\
- 2\imath \beta^i \bar{b}_i^{(T)} - \frac{1}{2} \bar{b}_i^{(M)} \partial_i \beta^i - \frac{1}{2} \bar{b}_i^{(N)} \partial_i \beta^i + \frac{1}{2} \beta^i \partial_i \bar{b}_i^{(M)} + \frac{1}{2} \beta^i \partial_i \bar{b}_i^{(N)} \\
- \beta^i \partial_i \partial_i \bar{b}_i^{(I)} - b_i^{(I)} \partial_i \beta^i - \beta^i (\partial_i \bar{b}_i^{(M)}) = 0, \\
\end{align}

\begin{align}
\frac{i}{2} \partial_i \bar{b}_j^{(I)} + 2b_{ij}^{(O)} + 8b_{ij}^{(P)} - \frac{1}{2} (\frac{i}{2} \bar{b}_j^{(O)} - \frac{i}{2} \bar{b}_j^{(L)}) + 2\imath \partial_i \bar{b}_j^{(E)} \\
+ \beta^i \partial_i \bar{b}_j^{(I)} - 8\imath \beta^i \bar{b}_j^{(S)} - 8\imath \beta^i \partial_i \bar{b}_j^{(P)} - \frac{1}{2} \beta^i \bar{b}_j^{(T)} + \beta^i (\partial_i \bar{b}_j^{(O)}) + \frac{i}{2} \bar{b}_j^{(M)} \\
- b_{ij}^{(O)} + \frac{1}{2} (\frac{1}{2} b_{ij}^{(O)} - \frac{1}{2} b_{ij}^{(I)} + b_{ij}^{(I)}) - \frac{1}{2} \beta^i \bar{b}_j^{(T)} + \frac{i}{2} \beta^i \bar{b}_j^{(P)} - \frac{1}{2} \partial_i \bar{b}_j^{(O)} = 0, \\
\end{align}

\begin{align}
\frac{i}{2} \partial_i \bar{b}_j^{(O)} - 2\bar{b}_j^{(P)} + 4\bar{b}_j^{(S)} + 2\beta^i \bar{b}_j^{(P)} + \beta^i (\partial_i \bar{b}_j^{(P)}) \\
+ \frac{i}{2} \bar{b}_j^{(O)} + 2b_{ij}^{(P)} + \frac{1}{2} \bar{b}_j^{(E)} - 2\beta^i \bar{b}_j^{(S)} - \beta^i \partial_i \bar{b}_j^{(P)} - \beta^i (\partial_i \bar{b}_j^{(P)}) = 0, \\
\end{align}

\begin{align}
\frac{i}{2} \partial_i \bar{b}_j^{(I)} - \frac{1}{4} \bar{b}_j^{(F)} - \frac{1}{4} \bar{b}_j^{(K)} + 2\imath \bar{b}_j^{(R)} + 2\imath \bar{b}_j^{(Q)} \\
+ \beta^i b_{ij}^{(R)} + \beta^i (\partial_i \bar{b}_i^{(Q)}) + 3b_{ij}^{(Q)} - \beta^i (\partial_i \bar{b}_i^{(Q)}) = 0, \\
\end{align}
\[ \begin{align*}
+ 3\eta^{(R)}_{ijk} - 4\partial_k\eta^{(Q)}_{ijk} - \frac{1}{4}\partial_k\bar{\eta}^{(K)}_{ij} + \frac{1}{2}\partial_k\bar{\eta}^{(R)}_{ijk} + 3\bar{\partial}_k\bar{\eta}^{(R)}_{ijk} \\
+ 4\beta^{(V)}_{(i_1j)} + \beta_{(k)}^{(Q)} + 2\beta^{(V)}_{i_1j} + \beta^{(V)}_{k} + \beta^{(R)}_{ij} - 2\beta^{(R)}_{kl} \\
+ \beta^{(V)}_{ij} + 3\eta^{(R)}_{ijk} - \bar{\beta}^{(V)}_{ij} = 0, \\
\theta_{(i_1j)}^{(O)} - 2\eta^{(P)}_{j_1} - \frac{1}{4}\theta_{i_1j}^{(E)} + 2\beta^{(S)}_{i_1j} + \beta^{(S)}_{k} + \beta^{(S)}_{ij} - 2\beta^{(S)}_{j_1k} \\
+ \beta^{(S)}_{ij} + \frac{i}{2}\bar{\eta}^{(T)}_{ij} + \frac{i}{2}\partial_{j_1}\bar{\eta}^{(F)}_{k} + \frac{i}{4}\partial_{j_1}\bar{\eta}^{(F)}_{k} + \frac{i}{4}\theta_{j_1}^{(F)} - 2\bar{\beta}^{(R)}_{j_1k} \\
- \frac{i}{2}\partial^{(T)}_{j_1} - \frac{i}{2}\eta^{(T)}_{j_1} = 0,
\end{align*} \]

\[ \begin{align*}
\frac{i}{2}\partial^{(T)}_{j_1} + \theta_{j_1}^{(E)} - \frac{i}{2}\partial_{j_1}^{(E)} - \frac{i}{2}\bar{\eta}^{(L)}_{j_1} + \beta^{(E)}\partial_{j_1}^{(T)} + \frac{i}{2}\theta^{(T)}_{j_1} - \frac{i}{2}\eta^{(T)}_{j_1} = 0, \\
\theta_{j_1}^{(O)} - 2\eta^{(P)}_{j_1} + \frac{i}{2}\theta_{j_1}^{(T)} - \frac{i}{2}\eta^{(T)}_{j_1} = 0, \\
\theta_{j_1}^{(S)} - 8\beta^{(S)}_{j_1k} + \beta^{(S)}_{j_1k} + \beta^{(S)}_{j_1k} = 0, \\
\theta_{j_1}^{(S)} - 8\beta^{(S)}_{j_1k} + \beta^{(S)}_{j_1k} + \beta^{(S)}_{j_1k} = 0, \\
3\bar{\eta}^{(R)}_{j_1k} - \frac{1}{4}\partial_{j_1}\bar{\eta}^{(K)}_{j_1k} + \beta^{(P)}_{m_1k} + \beta^{(P)}_{m_1k} = 0, \\
\beta^{(V)}_{m_1k} + \beta^{(V)}_{m_1k} + \beta^{(V)}_{m_1k} = 0.
\end{align*} \]

\[ \begin{align*}
\mathcal{D}^2\mathcal{D}^2\lambda & = (8iG_{\alpha\bar{\alpha}}\mathcal{D}^{\alpha\bar{\alpha}} - 8\mathcal{D}_{\alpha\bar{\alpha}}\mathcal{D}^{\alpha\bar{\alpha}} + 4(\mathcal{D}_{\alpha}\mathcal{R})\mathcal{D}^{\alpha} + 8\mathcal{R}\mathcal{D}^2)\lambda, \\
\mathcal{D}^2\mathcal{D}_{\alpha}\lambda & = \mathcal{D}_{\alpha}\mathcal{D}^{\alpha}\lambda - 2iG_{\alpha\bar{\alpha}}\mathcal{D}^{\alpha} - \alpha \mathcal{R}\mathcal{D}_{\alpha}\lambda, \\
\mathcal{D}_{\alpha}\mathcal{D}^{\alpha}\bar{\lambda} & = \bar{\mathcal{D}}^{\alpha}\mathcal{D}^{\alpha} - \bar{\mathcal{D}}^{\alpha}\mathcal{R}\mathcal{D}^{\alpha} - \bar{\mathcal{D}}^{\alpha}\mathcal{D}^2\bar{\lambda}, \\
(\mathcal{D}_{\alpha}\mathcal{D}^2\lambda) & = 4(G_{\alpha\bar{\alpha}} - i\mathcal{D}_{\alpha\bar{\alpha}})(\mathcal{D}^{\alpha}\bar{\lambda}), \\
(\mathcal{D}^2\mathcal{D}^2\lambda) & = 4\mathcal{R}(\mathcal{D}^{\alpha}\lambda), \\
(\mathcal{D}^2\mathcal{D}_{\alpha}\lambda) & = -2\mathcal{R}(\mathcal{D}_{\alpha}\lambda), \\
(\mathcal{D}^2\mathcal{D}_{\alpha}\lambda) & = 4\mathcal{R}(\mathcal{D}_{\alpha}\lambda), \\
(\mathcal{D}_{\alpha}(\mathcal{D}^{\beta}\lambda)(\mathcal{D}_{\beta}\lambda) & = -(\mathcal{D}_{\alpha}\lambda)(\mathcal{D}^2\lambda), \\
(\mathcal{D}^2\mathcal{D}_{\alpha}\lambda) & = -(\mathcal{D}_{\alpha}\lambda)(\mathcal{D}^2\lambda), \\
(\mathcal{D}_{\alpha}\mathcal{D}^{\alpha}\bar{\lambda}) & = (\mathcal{D}_{\alpha}\mathcal{D}^{\alpha}\bar{\lambda}) - 2iG_{\alpha\bar{\alpha}}(\mathcal{D}_{\alpha}\lambda), \\
(\mathcal{D}^2\mathcal{D}_{\alpha}\lambda) & = 4(G_{\alpha\bar{\alpha}} + i\mathcal{D}_{\alpha\bar{\alpha}})(\mathcal{D}^{\alpha}\lambda), \\
(\mathcal{D}_{\alpha}\mathcal{D}^2\lambda) & = \frac{1}{2}\mathcal{D}_{\alpha}^2\lambda, \\
(\mathcal{D}_{\alpha}\mathcal{D}^{\alpha}\bar{\lambda}) & = 2\mathcal{R}(\mathcal{D}_{\alpha}\lambda), \\
(\mathcal{D}_{\alpha}\mathcal{D}_{\alpha}\lambda) & = \mathcal{D}_{\alpha}(\mathcal{D}_{\alpha}\lambda), \\
(\mathcal{D}_{\alpha}\mathcal{D}_{\alpha}\lambda) & = \mathcal{D}_{\alpha}(\mathcal{D}_{\alpha}\lambda), \\
(\mathcal{D}_{\alpha}\mathcal{D}_{\alpha}\lambda) & = \mathcal{D}_{\alpha}(\mathcal{D}_{\alpha}\lambda), \\
(\mathcal{D}_{\alpha}\mathcal{D}_{\alpha}\lambda) & = \mathcal{D}_{\alpha}(\mathcal{D}_{\alpha}\lambda), \\
(\mathcal{D}_{\alpha}\mathcal{D}_{\alpha}\lambda) & = \mathcal{D}_{\alpha}(\mathcal{D}_{\alpha}\lambda), \\
(\mathcal{D}_{\alpha}\mathcal{D}_{\alpha}\lambda) & = \mathcal{D}_{\alpha}(\mathcal{D}_{\alpha}\lambda). \\
\end{align*} \]

D Minimal Algebra on Chiral Fields

The following follows from the superalgebra for a chiral (\lambda) or antichiral (\bar{\lambda}) scalar superfield. Although trivial, these special cases occur sufficiently frequent to earn explicit treatment.
\[(D^\alpha D_{\alpha\dot\alpha} \bar{D}^{\dot\alpha} \lambda) = -2i D^\alpha \bar{D}_{\alpha\dot\alpha} \lambda + 2i \bar{R} \bar{D}^2 \lambda + 4G_{\alpha\dot\alpha} D^{\alpha\dot\alpha} \lambda. \]  
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