Synchronization properties and reservoir computing capability of hexagonal spintronic oscillator arrays
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The influence of array geometry on synchronization properties of a 2-D oscillator array is investigated based on a comparison between a rectangular and a hexagonal grid. The Kuramoto model is solved for a nearest-neighbor case with periodic boundary conditions and for a small-scale, realistic coupling case with \(1/r^3\) decay characteristic of spintronic oscillators. In both cases, it is found that the hexagonal grid choice leads to lower synchronization threshold and higher emission power than its rectangular counterpart, which results from increased connectivity, as well as, in the realistic-coupling case, from decreased contributions of the array edges. Additionally, a more general spin-torque oscillator model including both amplitude and phase as degrees of freedom is employed for reservoir computing simulations, showing that by using hexagonal grid one can increase the short-term memory capacity but not the parity-check capacity of the system.

I. INTRODUCTION

Spintronic oscillators have been drawing a lot of attention as devices that could be utilized for radio-frequency signal generation and transmission as well as for bio-inspired neuromorphic computing \cite{1,2,3,18-20}. Multiple physical implementations, including spin-torque nano-oscillators \cite{2,6-10}, spin Hall nano-oscillators \cite{2,11-13}, oscillators based on antiferromagnets \cite{4,10} or uncompensated ferrimagnets \cite{17} have been proposed, featuring advantages such as the ability to work in room temperature, energy efficiency, small footprint and high frequency ranges being available \cite{1,16}. The common thread that remains the key to both of the main application areas, namely the DC-to-RF signal conversion and unconventional computing, is making use of oscillator networks and their ability to synchronize by mutually influencing each oscillator’s dynamics \cite{1,3,18-20}. Therefore, a thorough understanding of the coupling behavior is expected to be crucial for further advancing the spintronic oscillator research.

At the same time, synchronization theory in complex networks of oscillators has seen substantial progress within the last several years, creating solid theoretical foundations for understanding most dynamical phenomena occurring in these systems \cite{21,22}. In this approach, a single oscillator is usually considered to be an abstract object characterized only by its phase, natural frequency and the coupling presence, leading to a simple dynamics equation known as Kuramoto equation \cite{21,24}. Recently, a number of works have shown that Kuramoto equation can be successfully used to describe arrays of spintronic oscillators as well, both in its basic form and in the modified form where the phase degree of freedom is replaced by two degrees of freedom corresponding to oscillation phase and amplitude or power \cite{20,25,26}. Typically, such a description assumes a coupling form that scales with distance as \(1/r^3\), which is characteristic to magnetodipolar coupling that naturally occurs in physical devices such as spin-torque oscillators or spin Hall oscillators \cite{20,26,27}.

There are, however, important barriers that often make it difficult to directly apply the findings of the oscillation networks theory in the applied spintronics research. Most notably, there exists a vast number of different Kuramoto equation models, from which only a relatively small number can be considered immediately relevant to the spintronic oscillator landscape: many of the commonly made assumptions, such as using periodic boundary conditions, arbitrarily rewired coupling paths in order to increase disorder or an all-to-all coupling scheme, do not hold for a finite-size, magnetically coupled network \cite{21,23,28,30}. One direction of research that remains relatively unexplored is the influence of grid geometry on synchronization properties. While for an all-to-all coupling scheme the relative physical distances and positions of oscillators can be mostly ignored, in the case of a 2D system with spatially-dependent coupling they can be expected to influence the network dynamics significantly. Despite this, a simple arrangement of oscillators on a cubic Cartesian grid is often assumed in literature by default \cite{20,26,30,32}, with the notable exception of the recent works on nanoconstriction-based oscillators, where it was found that the synchronization can be helped by using a tilted rectangular array that assists in spin wave propagation along certain directions. \cite{33,34}

This work investigates synchronization properties and selected neuromorphic computation capabilities for a 2-D oscillator array on a hexagonal grid and compares the obtained results with a rectangular (cubic) grid. Two important cases are examined: firstly, large-scale systems with periodic boundary conditions and nearest-neighbor coupling are considered, in order to highlight some of the differences between the hexagonal arrangement and the results known from the existing synchronization theory literature. Secondly, a more realistic case
of a small-scale network with no periodic boundary conditions and \(1/r^3\) coupling decay is analyzed as a direct model of a spintronic oscillators array with magnetic coupling. The synchronization threshold, emission power and short-memory capabilities are all shown to depend on the grid choice significantly, opening new possibilities for oscillator networks research and applications.

II. LARGE-SCALE SYSTEMS WITH PERIODIC BOUNDARY CONDITIONS

The basic geometrical scheme we examine in this section is pictured in Fig.1, where nearest-neighbors and second-nearest-neighbors of a single grid point \((i,j)\) are shown for the rectangular (a) and the hexagonal (b) grid. Taking into consideration only the nearest-neighbors, the Kuramoto equation for the middle oscillator can be written as \([21]\):

\[
\dot{\phi}_{i,j} = \omega_{i,j} + K \left[ \sin(\phi_{i-1,j} - \phi_{i,j}) + \sin(\phi_{i+1,j} - \phi_{i,j}) + \sin(\phi_{i,j-1} - \phi_{i,j}) + \sin(\phi_{i,j+1} - \phi_{i,j}) \right] \tag{1}
\]

in the rectangular case, where \(\phi_{i,j}\) is the phase of the oscillator placed at \((i,j)\) grid point, \(\omega_{i,j}\) is its natural frequency and \(K\) is the coupling constant. For the hexagonal case, the equation above is modified to include six nearest neighbors, which in hexagonal coordinates can be expressed as:

\[
\dot{\phi}_{i,j} = \omega_{i,j} + K \left[ \sin(\phi_{i-1,j} - \phi_{i,j}) + \sin(\phi_{i+1,j} - \phi_{i,j}) + \sin(\phi_{i,j-1} - \phi_{i,j}) + \sin(\phi_{i,j+1} - \phi_{i,j}) + \sin(\phi_{i+1,j-1} - \phi_{i,j}) + \sin(\phi_{i+1,j+1} - \phi_{i,j}) \right]. \tag{2}
\]

The analytical expression for the critical coupling value \(K_{\text{hex}}\) necessary to synchronize all the frequencies in the system with a hexagonal grid and periodic boundary conditions will be now investigated. Following the procedure outlined in Ref. \([30]\), we first consider a linearized version of equation \([2]\):

\[
\dot{\phi}_{i,j} = \omega_{i} + K(\phi_{i-1,j} + \phi_{i+1,j+1} + \phi_{i,j-1} + \phi_{i,j+1} + \phi_{i+1,j-1} + \phi_{i+1,j+1} - 6\phi_{i,j}). \tag{3}
\]

Solutions of the linearized model can be mapped onto the original Kuramoto model, leading to physically valid solutions of the latter, as long as the phase differences \(\Delta\phi\) between oscillator pairs do not exceed a certain threshold value \(\Delta_{\text{hex}}\) above which the analogy between the two models breaks \([30]\). In order to determine the exact value of \(\Delta_{\text{hex}}\), we performed a set of simulations consisting of hexagonal oscillator arrays with periodic boundary conditions. For each linear size of the system \(N\), the simulation was repeated 500 times, with oscillator frequencies \(\omega_{i}\) drawn from a Gaussian distribution with unit mean and 0.01 standard deviation, while the uniform coupling constant \(K\) was adjusted to ensure that the arrays were on the edge of frequency synchronization. The linear model \([23]\) was considered a valid approximation of the full Kuramoto model \([2]\) for a given set of input frequencies if both of them had a stable solution featuring global frequency synchronization. Our results, summarized in Table I, show that \(\Delta_{\text{hex}}\) remains in the range of 1.31-1.34 and does not depend on the system size for the analyzed values of \(N\). For comparison, we also performed an analogous set of simulations in the rectangular grid case, obtaining \(\Delta_{\text{rec}}\) typically in the range of 1.22-1.25, which overlaps with the range reported in \([30]\).

With the link between full and linearized versions of Kuramoto model established, the probability of the global frequency synchronization occurring in the system can be now expressed as the probability of all phase differences \(\Delta\phi\) in the solution of the linearized model being smaller than \(\Delta_{\text{hex}}\). Using continuum approximation in 2D, it can be shown that \(\Delta\phi = \sigma \cdot \sqrt{\log N/K}\), where \(\sigma\) is the standard deviation of frequency and \(c\) is a constant that in the case of rectangular grid was calculated analytically as \(c_{\text{rec}} = 1/\sqrt{4\pi}\) \([29]\). By performing simulations of the linearized model using both types of grid, we have found that \(c_{\text{hex}} \approx 0.75c_{\text{rec}}\) for a wide range of \(N\) and

| \(N\) | \(\Delta_{\text{rec}}\) | \(\Delta_{\text{hex}}\) |
|------|----------------|----------------|
| 10   | 1.23 ± 0.08    | 1.32 ± 0.10    |
| 20   | 1.24 ± 0.08    | 1.34 ± 0.08    |
| 30   | 1.25 ± 0.08    | 1.31 ± 0.08    |
| 40   | 1.25 ± 0.07    | 1.32 ± 0.08    |
| 50   | 1.22 ± 0.05    | 1.31 ± 0.09    |

TABLE I. Threshold values representing the maximum phase difference in a rectangular (\(\Delta_{\text{rec}}\)) and a hexagonal (\(\Delta_{\text{hex}}\)) grid above which the linear model can no longer be used as an approximation for the full Kuramoto model. The number \(N\) represents the linear size of the system.
The synchronization probability, which is the probability of all \(3N^2\) phase differences being simultaneously under the threshold value, can be now expressed as:

\[
P(K, N) = \left[ \text{erf} \left( \frac{3}{2\sigma} \sqrt{\frac{2\pi}{\log N}} K \right) \delta \right]^{3N^2},
\]

where all \(\Delta \phi\) are assumed to be mutually independent. In the limit of large \(N\), the solution of the above equation for the critical value \(K_{\text{crit,hex}}\) corresponding to the synchronization threshold will be given by:

\[
K_{\text{crit,hex}} \approx 2\sigma \delta \sqrt{\frac{\log N}{\log \Delta_{\text{hex}}}} \approx 0.28 \cdot \sigma \log N \approx 0.64 \cdot K_{\text{crit,rec}}.
\]

We verify the obtained result using a set of 500 numerical simulations of equation 2 for both rectangular and hexagonal grids and a wide range of total oscillator numbers \(N^2\). For each size, we scanned the coupling constant value \(K\) in order to find the critical value \(K_{\text{crit}}\) corresponding to the synchronization threshold. Because frequency distribution is drawn randomly from the Gaussian distribution each time, different simulations can yield slightly different results for the same set of parameters. Therefore, we define \(K_{\text{crit}}\) as the value for which more than half of the simulations in the set resulted in all oscillators being fully synchronized in frequency. The results are gathered in Fig.2 (a), where full dots refer to values obtained numerically from the simulations and lines refer to predictions based on equation 5 with red color denoting rectangular grid and blue color denoting hexagonal grid in both cases. Additionally, we present the total oscillation power, defined as \(P = \left| \sum_j e^{i\phi_j} \right|^2\) and normalized to the case of rectangular grid with \(N^2 = 100\) (Fig.2 (b)). In this set of simulations, the coupling value is kept constant and is equal to \(K = 2\sigma\), which means that the system is firmly within the synchronization regime for the chosen range of sizes. Despite this, one can see a deviation from the ideal square dependence on the total oscillator number \((N_{\text{osc}})^2\) (please note that since \(N\) is the linear size of the array, \((N_{\text{osc}})^2 = (N^2)^2 = N^4\) here). This is caused by increasing phase differences occurring between frequency-synchronized oscillators and is directly affected by the system geometry, as evidenced in Fig.2 (b).

### III. SMALL-SCALE SYSTEMS

The results derived in the previous section for large-scale systems with periodic boundary conditions indicate different synchronization behavior in hexagonal arrays of nearest-neighbor Kuramoto oscillators when compared to their rectangular counterparts. However, this alone is not sufficient to make a prediction about the behavior of a small-scale system without any periodic boundary conditions, which is often the most interesting case from the application point of view. We choose to focus here on the specific case of spintronic oscillators that are mutually coupled by a magnetodipolar interaction, which scales with distance as \(1/r^3\). Such a system can be realized as an array of vortex-based oscillators,
spin-torque oscillators or spin Hall oscillators and has been shown to feature interesting properties for both synchronization and neuromorphic computing [20, 26]. The remainder of this section will describe how a realistic, small-scale system of oscillators with all-to-all magnetodipolar coupling can be affected by the grid geometry choice.

A. Frequency deviation and total power

For an example small-scale system with finite boundaries, we choose an array with the total oscillator number \(N_{osc} = 24\), which allows for symmetric placement of oscillators on both rectangular and hexagonal grids. The Kuramoto equations 1 and 2 are now replaced by a more general version:

\[
\dot{\phi}_i = \omega_i + \sum_{j \neq i} \frac{K}{r_{ij}^3} \sin(\phi_j - \phi_i),
\]

where summing is done over all other oscillators in the array and \(r_{ij}\) indicates the geometrical distance between them. One can note that, even though we include all oscillators in the sum to make our analysis more realistic, the steep \(1/r^3\) scaling of the coupling constant means that the time evolution of any given \(\phi_i\) will be still influenced mostly by its nearest neighbors. Additionally, to make the comparison fair, we will always assume that the distance between any two nearest neighbors is the same in rectangular and in hexagonal grids, so that any differences between them come exclusively from the grid topology.
The basic comparison we make is presented in Fig. 3 and concerns the average power per oscillator (a) as well as the frequency standard deviation (b) of 24 oscillators arranged in a rectangle that is represented using rectangular (red color) or hexagonal (blue color) coordinates. To understand the origin of the observed difference, we also plot the average frequency difference of a single oscillator when compared to the mean frequency of the array in pictures (c) and (d) for a single coupling constant value $K = 0.0045$ and $r_{ij} = 1$ for nearest neighbor pairs. One can see that there are two factors causing the rectangular grid case to underperform: one of them is the influence of the array edges, which are the weakest links from the synchronization point of view, as they have only two nearest neighbors here. Re-arranging the oscillators in a hexagonal manner alleviates this issue, since no oscillator has now less than three nearest neighbors present. However, even in the middle of the array there is a clear difference between both grid cases, which is caused by increased connectivity of hexagonal arrangement that decreases the phase differences between oscillators and thus enhances their ability to synchronize. This can be seen more clearly if we modify the second case to arrange the oscillators in a hexagon shape (Fig. 3 (e) and green color in pictures (a) and (b)), which results in further improvement in terms of both power and frequency standard deviation.

### B. Reservoir computing

To gain further insight into the differences between rectangular and hexagonal grids in the realistic case, we consider the reservoir computing example outlined in references [20, 35]. The basic system of 24 coupled oscillators was the same as described in the previous section for rectangular and hexagonal grid geometries (Fig. 3 (c) and (d)). However, since a typical implementation of reservoir computing in oscillator arrays requires storing information about oscillator amplitudes, it is necessary to modify the original Kuramoto equation from one-variable to two-variables form. We will follow the commonly used approach where each phase $\phi_i$ and amplitude $\sqrt{P_i}$ is expressed as a complex number $c_i = \sqrt{P_i} e^{i\phi_i}$, which results in the following dynamics equation [20, 25, 36]:

$$
\dot{c}_i = i\omega_i(P_i)c_i - \Gamma_i(P_i)c_i + \sum_{j \neq i} \frac{k}{r_{ij}^3} c_j,
$$

where each oscillator has its own natural frequency $\omega_i$, $\Gamma$ is the effective damping rate, and $k$ is assumed to be constant so that the coupling strength only depends on the distance between each pair of oscillators [20]. Additionally, we assume the oscillators work in the linear regime where $\omega_i(P_i) = \omega_{0,i} + N(P_i - P_{0,i})$ and $\Gamma_i(P_i) = \Gamma_P(P_i - P_{0,i})/P_{0,i}$, with $N$ and $\Gamma_P$ denoting the nonlinear frequency shift and the dependence of effective damping on oscillator power, respectively.

For both systems, we perform the short-term memory (STM) task as well as the parity check (PC) task, which can be used as a proxy for non-linear computations capability [20, 35]. The parameters we utilized were as following: initial oscillator frequencies $\omega_{0,i}$ drawn randomly from a Gaussian distribution with 3 GHz mean and 50 MHz standard deviation, initial oscillator powers $P_{0,i}$ drawn randomly from a Gaussian distribution with 0.5 mean and 0.01 standard deviation, $N = 2\pi \cdot 100$ MHz, $\Gamma_P = 100$ MHz. The coupling constant $k$ was
changed between simulations, and the distance between nearest neighbors $r_{ij}$ was always equal to 1. The obtained results, averaged over 100 independent simulations, are gathered in Fig. 4, where both the STM capacity (a) and the PC capacity (b) are shown as functions of $k$, with red and blue colors denoting rectangular and hexagonal grids, respectively. It can be seen that the hexagonal case outperforms its rectangular counterpart in term of memory capacity by nearly 20% in the highest point. Additionally, the coupling value required for maximum STM performance is lower for hexagonal grid, making it easier to achieve in practice. For PC capacity, we do not find any significant difference between the two geometries, indicating that the non-linearity of the considered system stems from inherent non-linear properties of oscillators themselves, and is thus not greatly affected by the grid choice.

IV. SUMMARY

We have demonstrated the influence of grid geometry on selected properties of a 2-D oscillator array with spatially-dependent coupling. By using hexagonal as opposed to cubic lattice for oscillator positions, synchronization threshold was decreased and emission power was increased for both large-scale systems with periodic boundary conditions and for small-scale systems corresponding to a realistic setup of spintronic oscillators such as spin-torque or spin Hall nano-oscillators. Additionally, it has been shown that the hexagonal geometry can also be beneficial in terms of reservoir computing capacity, particularly for tasks relying on short-term memory of the array. The obtained results point towards new directions for theoretical research in complex oscillator networks area and suggest new ways of improving the design of spintronic oscillator arrays.
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