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Abstract

We present a new cosmological galaxy formation model, ν²GC, as an updated version of our previous model νGC. We adopt the so-called “semi-analytic” approach, in which the formation history of dark matter halos is computed by N-body simulations, while the baryon physics such as gas cooling, star formation and supernova feedback are simply modeled by phenomenological equations. Major updates of the model are as follows: (1) the merger trees of dark matter halos are constructed in state-of-the-art N-body simulations, (2) we introduce the formation and evolution process of supermassive black holes and the suppression of gas cooling due to active galactic nucleus (AGN) activity, (3) we include heating of the intergalactic gas by the cosmic UV background, and (4) we tune some free parameters related to the astrophysical processes using a Markov chain Monte Carlo method. Our N-body simulations of dark matter halos have unprecedented box size and mass resolution (the largest simulation contains 550 billion particles in a 1.12 Gpc/h box), enabling the study of much smaller and rarer objects. The model was tuned to fit the luminosity functions of local galaxies and mass function of neutral hydrogen. Local observations, such as the Tully-Fisher relation, size-magnitude relation of spiral galaxies and scaling relation between the bulge mass and black hole mass were well reproduced by the model. Moreover, the model also well reproduced the cosmic star formation history and the redshift evolution of rest-frame K-band luminosity functions. The numerical
1 Introduction

Understanding the formation and evolution of galaxies is a primary goal in astrophysics. Over the past decades, wide and deep surveys at various wavelengths have acquired numerous observational data of galaxies spanning a wide range of galaxy types, magnitudes and distances (see Madau & Dickinson 2014, for review). Theoretically, the $\Lambda$ cold dark matter (CDM) paradigm can explain the formation of the large scale structures governed by dark matter (DM) and dark energy. However, at the scale of galaxies, where baryons play important roles, several inconsistencies remain between the theory and observations. To fully elucidate galaxy formation, we need to solve the complicated physical processes of baryons within the framework of $\Lambda$-CDM universe.

One of the most promising ways to address this issue is the hydrodynamical simulations of cosmological galaxy formation, in which the equations of gravity, hydrodynamics, and thermodynamics are solved self-consistently. However, the mass resolution and box size of these simulations are still limited by computational costs, and the physical processes on scales smaller than the numerical resolution are treated by phenomenological recipes (the so-called “sub-grid physics”), which contain large uncertainties (see Springel 2012, for review).

“Semi-analytic models” (SA models) are also widely used in studies of cosmological galaxy formation (e.g., Kauffmann et al. 1993b; Cole et al. 1994, 2000; Somerville & Primack 1999). In SA models, the formation and evolution history of dark matter halos are explicitly modeled by analytical formulae or $N$-body simulations, while the complicated baryon physics are modeled by phenomenological equations. The advantage of this technique is its lower computational cost than numerical simulation, enabling us to create a large sample of mock galaxies covering the wide range of physical properties such as mass, magnitude, and spatial scale. We can also investigate a wide range of the parameter space and test various models of the baryon physics. However, to discuss the galaxy-scale dynamics, we need to combine SA models (which do not explicitly treat such dynamics) with fully numerical simulations. See, e.g., Somerville & Davé (2014) for more detailed review of the physical models of cosmological galaxy formation.

In this paper we introduce our new galaxy formation model, New Numerical Galaxy Catalog ($\nu^2$GC), an updated version of Numerical Galaxy Catalog ($\nu$GC) presented in Nagashima et al. (2005, hereafter N05; see also Nagashima & Yoshii 2004). Our model is an SA model, in which we directly extract the merger trees of DM halos from $N$-body simulations, following the pioneering work of Roukema et al. (1997). The $\nu$GC model and its variants have been used in many studies (e.g., Kobayashi et al. 2007, 2010; Okoshi et al. 2010; Makiya et al. 2011, 2014; Enoki et al. 2014; Shirakata et al. 2015; Oogi et al. 2016). Major updates of the new model from the version of N05 are as follows: (1) $\nu^2$GC adopts the new $N$-body simulations of DM halos recently presented by Ishiyama et al. (2015), (2) the formation and evolution process of supermassive black holes (SMBHs) and suppression of gas cooling by active galactic nuclei (AGNs) are included, (3) heating of the intergalactic gas by the cosmic UV background is included, and (4) some parameters are tuned to fit the local luminosity functions and $\mathrm{H}^1$ mass function using a Markov chain Monte Carlo (MCMC) method.

Several other groups have also proposed SA models (see Somerville & Davé 2014, for review). Each of these models is based on different $N$-body simulations and adopts different equations of the baryon physics. For a comparison study of different galaxy formation models, see Knebe et al. (2015). Our model is characterized by the substantially higher mass resolution of the $N$-body simulations of DM halos, comparing with other large box simulations. Our simulations consist of seven runs with varying mass resolutions and box sizes, as listed in table 1. For example, the largest simulation, $\nu^2$GC–L, includes 8192$^3$ DM particles in a box of 1.12 $h^{-1}$ Gpc, and the minimum halo mass reaches 8.79 $\times$ 10$^9 M_{\odot}$. Comparing with the Millennium simulation (Springel et al. 2005), the $\nu^2$GC–L simulation is four times better in mass resolution and is 11 times larger in spacial volume. The $\nu^2$GC–H2 simulation has the highest mass resolution among our simulations. The minimum halo mass reaches 1.37 $\times$ 10$^8 M_{\odot}$, below the effective Jeans mass at high redshift (N05). This mass resolution is 2 times better than Millennium-II simulation (Boylan-Kolchin et al. 2009), although the spatial volume of $\nu^2$GC–H2 is 3 times smaller than that of Millennium-II. These high mass resolution and large spatial volume enable us to obtain a statistically significant number of mock galaxies and AGNs, even at high redshifts. Moreover, we adopt the cosmological parameters recently obtained by the Planck satellite (Planck Collaboration et al. 2014), while the most of other SA models are based on the parameters obtained by Wilkinson microwave anistropy probe (WMAP), which significantly differ from the Planck results. For more detailed comparison with other cosmological $N$-body simulations, see Ishiyama et al. (2015).

This paper describes the basic properties of our model, focusing on the nature of local galaxies. The properties of distant galaxies and AGNs will be discussed in our forthcoming papers.
The paper is organized as follows. Sections 2 and 3 present the details of our model and the parameter fitting method, respectively. The general properties of our numerical galaxy catalog are presented in section 4, and sections 5 and 6 compare the model predictions with the observed properties of local and distant galaxies. Section 7 summarizes the paper. The mock galaxy catalog produced by the our new model is publicly available on the web1.

2 Model descriptions

In the CDM universe, DM halos hierarchically grow from small to large scales. When a DM halo collapses, the contained gas is heated to virial temperature by shock, and then gradually cools by radiative cooling (in reality, a gas in low-mass halos would not be shock heated but directly forms cold gas disk; see section 2.2 for more detailed discussion). The cooled gas condense into stars; those stars and dense cold gas constitute galaxies. The massive stars formed by this process explode as supernovae (SNe), blowing out surrounding cold gas. This process suppresses further star formation (the so-called “SN feedback”). Massive stars also eject metals. Galaxies in a common DM halo sometimes merge into more massive galaxies, and galaxy bulge is formed as a merger remnant; cold gas in the merger remnant is converted into stars with short timescale, a phenomenon called a starburst. During the starburst, a fraction of the cold gas gets accreted by the supermassive black hole (SMBH) at the galaxy center. By repeating these processes, galaxies and SMBHs have formed and evolved to the present epoch. Each of these processes is described in the following subsections. Figure 1 displays an overview of the model.

2.1 Dark matter merger trees

The merger trees of DM halos are directly extracted from a series of large cosmological $N$-body simulations, called the $\nu^2$GC simulations (Ishiyama et al. 2015). The basic properties of the $\nu^2$GC simulations are summarized in table 1. We conducted seven simulations, varying the mass resolution and spatial volume. The largest $\nu^2$GC-L run simulated the motions of $8192^3$ (550 billion) DM particles in a comoving box of $1.12h^{-1}$Gpc. The mass resolution was $2.20 \times 10^8 h^{-1}M_\odot$, which is the best one among simulations applying boxes larger than $1 h^{-1}$Gpc. The mass resolution of the run with the smallest box ($\nu^2$GC-H2) was $3.44 \times 10^6 h^{-1}M_\odot$, which is sufficient to resolve small dwarf galaxies. By combining these simulations, we can generate mock catalogs of galaxies and AGNs with unprecedentedly high resolution and statistical power.

The cosmological parameters of the $\nu^2$GC simulations were based on the concordance $\Lambda$CDM model consistent with observational results obtained by the Planck satellite (Planck Collaboration et al. 2014). Namely, $\Omega_0 = 0.31$, $\Omega_b = 0.048$, $\lambda_0 = 0.69$, $h = 0.68$, $n_s = 0.96$, and $\sigma_8 = 0.83$. The $\nu^2$GC simulations were conducted by using a massively parallel TreePM code GreeM (Ishiyama et al. 2009, 2012). DM halos are identified by the friends-of-friends (FoF) group finder (Davis et al. 1985), with the linking parameter $b = 0.2$. The smallest halos consisted of 40 particles. The spatial positions of the halos were tracked by using those of the most bound particles. It has been known that the properties of halo merger tree are depend on the halo finding algorithm and tree building algorithm (see, e.g., Knebe et al. 2011; Onions et al. 2012; Elahi et al. 2013; Srisawat et al. 2013; Avila et al. 2014; Lee et al. 2014). For further details of the $\nu^2$GC simulations and the method for extracting the merger trees, see companion paper, Ishiyama et al. (2015).

2.2 Gas cooling

We define the formation epoch of the DM halo as the time at which the DM halo mass doubles its mass since the last formation epoch (Lacey & Cole 1993). At this time, the physical properties of the halo, such as circular velocity, halo age and mass density are re-estimated. Before reionization of the universe, the mass fraction of the baryonic matter in a collapsing DM halo is given by $\langle f_b \rangle \equiv \Omega_b/\Omega_m$ (after cosmic reionization, the baryon mass in a halo deviates from $\langle f_b \rangle$; see subsection 2.3). The baryonic matter consists of diffuse hot gas, dense cold gas, and black holes. When a mass of DM halo decreases, diffuse hot gas also decreases at the same ratio with the decrease of DM mass, while a mass of other baryon components does not change.

When a DM halo of circular velocity $V_{\text{circ}}$ forms, the contained gas is shock heated to the virial temperature $T_{\text{vir}}$ of the halo:

$$T_{\text{vir}} = \frac{1}{2} \frac{\mu m_p}{k_B} V_{\text{circ}}^2,$$

where $m_p,k_B$ and $\mu$ are the proton mass, Boltzmann constant and mean molecular weight, respectively. Following Shimizu et al. (2002), we assume that the hot gas distributes through the DM halo with an isothermal density profile with a finite core radius:

$$\rho_{\text{hot}}(r) = \rho_{\text{hot,0}} \frac{1}{1+(r/r_c)^2},$$

where $r_c = 0.22 R_{\text{vir}}/c$, and $R_{\text{vir}}$ is the virial radius of the host halo. The concentration parameter $c$ is known to be a function of DM halo mass and redshift. We used the analytical formula of $c$ proposed by Prada et al. (2012), which is obtained by fitting cosmological $N$-body simulations. The model of Prada et al. (2012) and Sánchez-Conde & Prada 2014 are consistent with our $N$-body simulations.

1 http://www.imit.chiba-u.jp/faculty/nngc/
After the collapse of a DM halo, the hot gas gradually cools via radiative cooling, forming a cold gas disk at the halo center. Stars born from the condensed cold gas and a stellar disk and a cold gas disk consist a galaxy (see section 2.4). The rate of gas cooling is calculated following the model proposed by White & Frenk (1991), which is adopted in most SA models. The time scale of radiative cooling, \( t_{\text{cool}} \), is calculated as

\[
  t_{\text{cool}}(r) = \frac{3 \rho_{\text{gas}}(r)}{2 \mu m_p} \frac{k_B T_{\text{vis}}}{n_e(r) \Lambda(T_{\text{vir}}, Z_{\text{hot}})},
\]

where \( n_e(r) \) is the electron density of hot gas at \( r \), \( Z_{\text{hot}} \) is the metallicity of hot gas, and \( \Lambda \) is a metallicity-dependent cooling function provided by Sutherland & Dopita (1993). In each time step, the hot gas within the cooling radius cools and accretes onto the central cold gas disk. The cooling radius \( r_{\text{cool}}(t) \) is defined as the radius at which the cooling time scale is equal to the time elapsed since the halo formation epoch. If the cooling radius exceeds the virial radius \( R_{\text{vir}} \), we set \( r_{\text{cool}} = R_{\text{vir}} \). In this case the mass accretion rate of cold gas should be limited by the free fall time, rather than the cooling time. However, we set the time step to be comparable to the dynamical time scale of halo at each epoch, thus this could not cause a serious problem.

We further assumed that the radial profile of hot gas is kept unchanged until the DM halo doubles its mass, allowing the existence of “cooling hole” at the centre of the halo (i.e., no hot gas is distributed at \( r < r_{\text{cool}} \)). This assumption is clearly unphysical, thus the effect on the gas cooling rate should be checked. Monaco et al. (2014) compared their SA model, MORGANA (Monaco et al. 2007), with other SA models and hydrodynamical simulations to test the cooling models. In their model, the cooling radius is treated as a dynamical variables and the gas profile is recomputed in each time step. They also consider the pressure balance between the hot gas and cooled gas, which determines the size of the cooling hole. One of other SA models examined in Monaco et al. (2014) adopts the cooling model of

![Diagram](image-url)
White & Frenk (1991), as well as our model. Monaco et al. (2014) show that the different cooling models adopted in SA models only makes a marginal difference in cooling rate. See also De Lucia et al. (2010) for a test of the cooling models.

As shown in equation (3), the cooling time scale depend on both the temperature and metallicity of the gas. In our model, the chemical enrichment of the hot gas due to the star formation and SN feedback is consistently solved as shown in subsection 2.4.

Note that the above assumption that the hot gas is heated up by shock at collapse of host halos is adopted just for simplicity. In reality, the cooling time scale of hot gas within galactic scale halos is much shorter than their dynamical time scale. Therefore, the hot gas should cool immediately rather than spherically re-distributing throughout the host halos. In any case, because the cooling time scale is very short, almost all the hot gas cools and thus our assumption is expected to work well. For its opposite case, within cluster-scale halos, the cooling time scale is very long owing to the high virial temperature and the AGN feedback. Again the assumption should be good. For the intermediate scale, we might need more sophisticated treatment. Along with the AGN feedback, these process should be improved in future versions of the model.

\[ M_{\text{c}}(z) = 6.5 \times 10^9 \times \exp(-0.604z) \exp[-(z/8.37)^{17.6}] h^{-1} M_\odot. \]  

(5)

This fitting formula is derived from the result of simulation of Okamoto et al. (2008) in which the reionization occurs at \( z = 9.0 \). Figure 2 shows \( M_{\text{c}} \) as a function of redshift. While the minimum halo mass of the lower resolution models \( (M_{\text{min}} = 8.79 \times 10^9 h^{-1} M_\odot) \) is larger than \( M_{\text{c}} \), those of the higher resolution models \( (M_{\text{min}} = 1.10 \times 10^9 h^{-1} M_\odot) \) for the \( \nu^2 \)GC-H1 and \( M_{\text{min}} = 1.37 \times 10^8 h^{-1} M_\odot \) for the \( \nu^2 \)GC-H2, -H3, respectively) are smaller than \( M_{\text{c}} \) at low redshift. In the halos with mass below \( M_{\text{c}} \), the gas heating by the UV background affects the properties of galaxies. To mimic this effect, Somerville (2002) also adopt the formulation of Gnedin (2000); however, they assume that \( M_{\text{c}}(z) \) is given by constant \( V_{\text{circ}} = 50 \, \text{km s}^{-1} \). In figure 2, we also show the redshift evolution of the halo mass with the fixed circular velocity of \( V_{\text{circ}} = 17, 30 \) and \( 50 \, \text{km s}^{-1} \), respectively. We can see that the behavior of the \( M_{\text{c}} \) proposed by Okamoto et al. (2008) and the \( M_{\text{c}} \) given by fixed \( V_{\text{circ}} \) are significantly different.

In this paper we treat the effect of the gas heating due to the cosmic UV background as follows. For a halo with total baryonic mass (i.e., the sum of the masses of the stars, SMBH, cold gas, and hot gas of all galaxies in the halo) of \( M_{\text{b,tot}} \leq f_b(M_h, z) M_h \), the baryonic mass of \( f_b(M_h, z) M_h - M_{\text{b,tot}} \) is added to the halo as hot gas with temperature of \( T_{\text{vir}} \). On the other hand, for the halos with \( M_{\text{b,tot}} > f_b(M_h, z) M_h \), an appropriate mass of hot gas is removed from the halo keeping its metallicity unchanged so that the mass fraction of baryon in the

\[
\times \left\{ 1 + (2^{\alpha_{\text{UV}}}/3 - 1) \left[ \frac{M_h}{M_{\text{c}}(z)} \right]^{-\alpha_{\text{UV}}} \right\}^{-\frac{1}{\alpha_{\text{UV}}}} \tag{4}
\]

where the parameter \( \alpha_{\text{UV}} \) controls the rate of decrease of \( f_b \) in low-mass halos, here set to \( \alpha_{\text{UV}} = 2 \). While \( f_b(M_h, z) \) equals to \( f_b \) for the halos with \( M_h \gg M_{\text{c}}(z) \), it goes to zero in proportion to \( (M_h/M_{\text{c}})^3 \) for the halos with \( M_h \ll M_{\text{c}}(z) \). This decrease is attributed to the suppressed accretion of photo-heated baryonic matter onto the halos. This prescription, given by Okamoto et al. (2008), is newly incorporated into our \( \nu^2 \)GC model. Although all the above factors that determine \( M_{\text{c}}(z) \) are evaluable in our \( \nu^2 \)GC model, we simply adopt their resultant \( M_{\text{c}}(z) \) itself in order to avoid a relatively large computational cost to obtain \( T_{\text{vir}}(f_b) p_{\text{vir}}/3 \).

The details how to incorporate the prescription of Okamoto et al. (2008) are as follows. Before reionization, which is assumed to instantaneously occur at \( z = z_{\text{reion}} \), all halos contain baryonic matter with a mass fraction of \( f_b \) regardless of their masses, as described in subsection 2.2. After reionization, the expected baryon fraction \( f_b \) of each halo with mass \( M_h \) that collapsed at \( z \), denoted \( f_b(M_h, z) \), is calculated by equation (4) using a fitting formula for \( M_{\text{c}}(z) \):

2.3 Photoionization heating due to an UV background

Intergalactic gas is photo-heated by the cosmological UV radiation field produced by galaxies and quasars. Because the heated gas cannot be accreted by small halos with shallow gravitational potential wells, photo-heating quenches star formation in small galaxies and hence decreases the number densities of dwarf galaxies (e.g., Doroshkevich et al. 1967; Couchman & Rees 1986). The characteristic halo mass \( M_{\text{c}} \), below which a halo cannot retain the heated gas, has been investigated by using cosmological hydrodynamic simulations (e.g., Gnedin 2000).

In this context, Okamoto et al. (2008) performed high-resolution cosmological hydrodynamical simulations with a time-dependent UV background radiation field. They found that the redshift evolution of the characteristic mass, \( M_{\text{c}}(z) \), is determined by the following factors for each halo: the relation between \( T_{\text{eq}} \) and the equilibrium temperature for the gas \( T_{\text{eq}} \) at the edge of the halo, at which the density can be approximated as one third of the cosmic mean, and its merging history (see section 4 in Okamoto et al. 2008). They also found that the mass fraction of baryonic matter in halos with mass \( M_h \) at redshift \( z \) is well-fitted by the following formula, originally proposed by Gnedin (2000):

\[
f_b(M_h, z) = (f_b)
\]
halo coincides with $f_b(M_h, z)$; this prescription mimics photo-evaporation by UV background radiation during the reionization. When $M_{b,\text{tot}} = M_{\text{hot}} > f_b(M_h, z)M_h$, we have to reduce the additional cold gas masses in order to the mass fraction of baryon in the halo coincides with $f_b(M_h, z)$. However cold gas is much denser than hot gas, and may be self-shielded from the UV background radiation. Therefore we assumed that the cold gas component is not affected by the UV heating and allowed such halos to have larger baryon mass than $f_b(M_h, z)M_h$. Note that the fraction of such halos is less than 1%, thus the treatment of the cold gas in this process does not have significant effects on the results presented in this paper.

Although Okamoto et al. (2008) found that such photoevaporation is important particularly just after the reionization (see middle panel of figure 5 of Okamoto et al. 2008), the effect in our model is assumed to occur for such less-massive halos with $M_{b,\text{tot}} > f_b(M_h, z)M_h$, regardless of their collapsing redshifts when $z \leq z_{\text{reion}}$.

2.4 Star formation and feedback in disk

In this section we describe the star formation in cold gas disk and the reheating of cold gas by SNe. Our implementation follows the standard recipe adopted in other SA models (e.g., Cole et al. 2000).

The cooling process of diffuse hot gas is followed by star formation in the cold gas disk. The star formation rate (SFR), $\psi$, is given by $\psi = M_{\text{cold}}/\tau_{\text{star}}$, where $M_{\text{cold}}$ is the cold gas mass, and $\tau_{\text{star}}$ is the time scale of the star formation (SF). We assume that the star formation activity in galaxy disk is related to the dynamical time scale of the disk, $\tau_d \equiv r_d/V_d$, where $r_d$ and $V_d$ are the disk radius and disk rotation velocity, respectively, defined in subsection 2.8. Thus we adopt the following formula for star formation time scale $\tau_{\text{star}}$:

$$\tau_{\text{star}} = \frac{1}{\varepsilon_{\text{star}}} \tau_d \left[ 1 + \left( \frac{V_d}{V_{\text{hot}}} \right)^{\alpha_{\text{star}}} \right],$$

where $\varepsilon_{\text{star}}, \alpha_{\text{star}},$ and $V_{\text{hot}}$ are free parameters. Although the above modeling of the SF time scale well reproduces the several physical properties of observed galaxies as shown later (see section 5), there could be other modeling for the SF time scale. For example, we have examined the model in which the SF time scale depends on the global dust surface density of galaxy, and found that the choice of SF time scale model could have significant effect on the galaxy formation history (Makiya et al. 2014). Although this would be promising for reproducing many aspects of observed galaxies, in this paper, we adopt this kind of standard prescription of star formation for simplicity.

Consequent to supernova explosion, we assume that a fraction of the cold gas is reheated and ejected from galaxy at a rate of $M_{\text{cold}}/\tau_{\text{reheat}}$, where the time scale of reheating, $\tau_{\text{reheat}}$ is given as follows:

$$\tau_{\text{reheat}} = \frac{\tau_{\text{star}}}{\beta(V_d)},$$

with

$$\beta(V_d) \equiv \left( \frac{V_d}{V_{\text{hot}}} \right)^{-\alpha_{\text{hot}}},$$

where $V_{\text{hot}}$ and $\alpha_{\text{hot}}$ are free parameters.

With the above equations, we obtain the masses of hot gas, cold gas, and disk stars as functions of time (or redshift). The chemical enrichment associated with star formation and SN feedback is treated by extending the work of Maeder (1992). For simplicity, instantaneous recycling is assumed for SNe II, and any contribution from SNe Ia is neglected.

In summary, the baryon evolution during the star formation process is described by the following equations:

$$M_{\text{star}} = \alpha \psi(t),$$

$$M_{\text{hot}} = \beta \psi(t),$$

$$M_{\text{BH}} = f_{\text{BH}} \psi(t),$$

$$M_{\text{cold}} = -(\alpha + \beta + f_{\text{BH}}) \psi(t),$$

$$(M_{\text{cold}} Z_{\text{cold}}) \equiv [p - (\alpha + \beta + f_{\text{BH}}) Z_{\text{cold}}] \psi,$$

$$(M_{\text{hot}} Z_{\text{hot}}) = \beta Z_{\text{cold}} \psi,$$

where $M_{\text{star}}$ and $M_{\text{hot}}$ are the masses of stars and hot gas, respectively; $\psi = M_{\text{cold}}/\tau_{\text{star}}$ is SFR, $Z_{\text{cold}}$ and $Z_{\text{hot}}$ are the metallicities of cold and hot gases, respectively, and $M_{\text{BH}}$ is the mass of the nuclear SMBH. The constant parameter $f_{\text{BH}}$ controls the accretion rate of cold gas onto the SMBH during the starburst. In ordinary star formation process in disk, we assume that no cold gas gets accreted by the SMBH (i.e., $f_{\text{BH}} = 0.0$). The galaxy merger and SMBH evolution will be detailed in later...
The locked-up mass fraction $\alpha$ and chemical yield $p$ are chosen to be consistent with initial mass function (IMF). For the Chabrier IMF (Chabrier 2003), which is adopted in our standard model, $\alpha = 0.52$ and $p = 1.68 Z_\odot$.

We can solve these equations analytically as

$$\Delta M_{\text{cold}}(t) = M_{\text{cold}}^0 \left\{ 1 - \exp \left[ - (\alpha + \beta) \frac{t}{\tau_{\text{star}}} \right] \right\}, \quad (15)$$

$$\Delta M_{\text{star}}(t) = \frac{\alpha}{\alpha + \beta} \Delta M_{\text{cold}}(t), \quad (16)$$

$$\Delta M_{\text{hot}}(t) = \frac{\beta}{\alpha + \beta} \Delta M_{\text{cold}}(t), \quad (17)$$

$$Z_{\text{cold}}(t) = Z_{\text{cold}}^0 + p \frac{t}{\tau_{\text{star}}}, \quad (18)$$

where the $\Delta$ symbol indicates that the variable is incremented or decremented in the current time step. All $\Delta$ variables are defined as positive. The superscript 0 denotes an initial values at the beginning of the time-step (i.e., $t = 0$). Note that here we assumed $f_{\text{BH}} = 0$. For the case of burst-like star formation induced by major merger, see subsection 2.5.

### 2.5 Mergers of galaxies and formation of spheroids

After the merging of DM halos, the newly formed halo should contain two or more galaxies. The central galaxy in the most massive progenitor halo is designated as the central galaxy of newly formed halo, while the others are regarded as satellite galaxies. These satellite galaxies will fall into the central galaxy by dynamical friction (central-satellite merger). We set the merger time scale dedicated to the dynamical friction as $\tau_{\text{mrg}} = f_{\text{mrg}} \tau_{\text{fric}}$, where $f_{\text{mrg}} \sim 1$ is adjustable parameter and $\tau_{\text{fric}}$ is the time scale of dynamical friction. If $\tau_{\text{mrg}}$ is shorter than the time elapsed since the satellite galaxy enters the common halo, the satellite and central galaxy are merged. We reset this elapsed time to zero when the host halo mass doubles.

For the time scale of dynamical friction, $\tau_{\text{fric}}$, we adopt the formulation of Jiang et al. (2008, 2010) which is obtained by fitting to the cosmological $N$-body simulations:

$$\tau_{\text{fric}} = \frac{f(\varepsilon) V_{\text{circ}} R_{\text{circ}}^2}{2 C GM_\star \ln(1 + M_{\star}/M_\bullet)} \quad (20)$$

where $C = 0.43$ is a constant fitting parameter, $V_{\text{circ}}$ is the circular velocity of the circular halo, $R_{\text{circ}}$ is the radius of the circular orbit of the satellite halo, and $M_\bullet$ and $M_\star$ are the total mass of the host halo and satellite halo, respectively. We simply assumed that $R_{\text{circ}} = R_h$, where $R_h$ is the virial radius of the host halo. The function $f(\varepsilon) = 0.90 e^{0.47} + 0.60$ accounts for the dependence of $\tau_{\text{fric}}$ on the orbital circularity $\varepsilon$. We set to $\varepsilon = 0.5$, which is the average value of $\varepsilon$ estimated by high-resolution $N$-body simulations performed by Wetzel (2011). In our $N$-body simulations we can resolve the satellite halos even after they entered the common halo, and therefore the time scale of dynamical friction can be directly drown from simulations; however, in this paper we adopted simplified formula described above to save the computational time. The effect of this simplification will be examined in a future paper.

The satellite galaxies can randomly collide and merge (satellite-satellite merger). Makino & Hut (1997) conducted an $N$-body simulation of a system of same mass galaxies. They find that a merger rate, $k_{\text{MH}}$, is described by following simple scaling in this situation:

$$k_{\text{MH}} = \frac{N}{500} \left( \frac{1 \text{ Mpc}}{R_h} \right)^3 \left( \frac{r_{\text{gal}}}{0.1 \text{ Mpc}} \right)^2 \times \left( \frac{\sigma_{\text{gal}}}{100 \text{ km s}^{-1}} \right)^4 \left( \frac{300 \text{ km s}^{-1}}{\sigma_{\text{halo}}} \right)^3 \text{Gyr}^{-1}, \quad (21)$$

where $N$, $\sigma_{\text{gal}}$, $r_{\text{gal}}$ and $\sigma_{\text{halo}}$ are the number of satellite galaxies, one-dimensional velocity dispersions of the galaxy, galaxy radius and parent halo, respectively. In our model a satellite galaxy will collide with another satellite galaxy picked out at random, with the probability of $\Delta t \times k_{\text{MH}}$, where $\Delta t$ is the time step of the calculation.

We consider two distinct modes for galaxy merger, i.e., major merger and minor merger. If the ratio of baryonic mass (stars, cold gas, hot gas and SMBH mass) of two merging galaxies, $f < 1$, exceeds the critical value $f_{\text{bulge}}$, major merger occurs. Major mergers induce burst-like star formations, in which all of the cold gas in the merging system turns into stars and hot gas. The star formation and SN feedback law is the same with the disk star formation (see section 2.4), except for assuming the very short star formation time scale ($\tau_{\text{star}} \to 0$). The bulges and stellar disks of the progenitor completely reform into the bulge component of the new galaxy, together with the stars born during the merger. Note that when applying the SN feedback law, the disk velocity $V_d$ is replaced by the velocity dispersion of the new bulge $V_b$ (defined in subsection 2.8).

On the other hand, if $f < f_{\text{bulge}}$, a minor merger occurs. In this case, stellar and cold gas components of the smaller galaxy are absorbed into the bulge and cold gas disk of the larger galaxy, respectively, with no starburst events.

### 2.6 Supermassive black holes

Along with the evolution of galaxies, SMBHs at galaxy centers also evolve by the following mechanisms: (1) SMBH coalescence, (2) accretion of cold gas (during a major merger of galaxies), and (3) “radio-mode” gas accretion. Note that we assume a central SMBH in every galaxy. When the galaxies first collapsed, the seed BH have formed with mass $M_{\text{seed}}$, which is a tunable parameter.
It has been shown by theoretical studies that a major merger of galaxies can drive substantial gaseous inflows into a galaxy center (e.g., Mihos & Hernquist 1994, 1996; Barnes & Hernquist 1996; Di Matteo et al. 2005; Hopkins et al. 2005, 2006). We assume that a fraction of this inflowing cold gas gets accreted by the central SMBH. The mass of cold gas accreted by the SMBH, \( \Delta M_{\text{BH}} \) is modeled as follows:

\[
\Delta M_{\text{BH}} = f_{\text{BH}} \Delta M_{\text{star,burst}},
\]

where \( f_{\text{BH}} \) is a constant, and \( \Delta M_{\text{star,burst}} \) is the total mass of stars formed during the starburst. We set \( f_{\text{BH}} = 0.005 \) to match the observed relation between masses of host bulges and SMBHs at \( z = 0 \) (see subsection 5.4). The accretion of cold gas triggers the quasar activities. For more detailed model of quasars, see Enoki et al. (2003), Enoki et al. (2014), and Shirakata et al. (2015).

Considering the very short time scale of starburst (\( t/\tau_{\text{star}} \rightarrow \infty \)) assumed here and the mass accretion onto the nuclear SMBH, we solve equations (9)–(14) to obtain the following:

\[
\Delta M_{\text{star}} = \frac{\alpha}{\alpha + \beta + f_{\text{BH}}} M_{\text{cold}}^0,
\]

\[
\Delta M_{\text{hot}} = \frac{\beta}{\alpha + \beta + f_{\text{BH}}} M_{\text{cold}}^0,
\]

\[
\Delta M_{\text{BH}} = \frac{f_{\text{BH}}}{\alpha + \beta + f_{\text{BH}}} M_{\text{cold}}^0,
\]

\[
\Delta (M_{\text{hot}} Z_{\text{hot}}) = \frac{\beta}{\alpha + \beta + f_{\text{BH}}} \left( \frac{\rho}{\alpha + \beta + f_{\text{BH}}} + Z_{\text{cold}} \right) M_{\text{cold}}^0,
\]

where \( \Delta M_{\text{star}}, \Delta M_{\text{hot}}, \Delta M_{\text{BH}}, \) and \( \Delta (M_{\text{hot}} Z_{\text{hot}}) \) are the increasing amount of the stellar mass, hot gas mass, BH mass and the metal mass in the hot gas, respectively, during a starburst. The superscript 0 indicates the total values in the merger progenitors. We again emphasize that all the cold gas is exhausted in our starburst model.

During a merger event, an SMBH also increases its mass via the SMBH–SMBH coalescence. In this paper, we simply assume that SMBHs merge instantaneously right after the merger of their host galaxies, because it is difficult to estimate the time scale of SMBH mergers owing to the existence of many complicated physical processes such as the dynamical friction, stellar distribution, multiple SMBH interaction, and gas dynamical effects (see, e.g., Colpi 2014). As shown in Enoki et al. (2004), the mass growth of SMBHs in our model is mainly due to the gas accretion during major merger, at least, at \( z \lesssim 1 \), and therefore the assumption of the instantaneous coalescence does not have significant effects. The other evolution channel, radio-mode gas accretion related to the AGN feedback process, is described next.

2.7 AGN feedback

To reproduce the observed break at the bright end of the luminosity functions (LFs), we introduced the so-called radio-mode AGN feedback process into our model. In this mode, the hot gas accreted by SMBH powers radio jet that injects energy into the hot halo gas, quenching the cooling of the hot gas and resultant star formation in the massive halo. Radio-mode AGN feedback is also expected to contribute to the downsizing evolution of galaxies (e.g., Croton et al. 2006; Bower et al. 2006).

Our implementation of AGN feedback follows the formulation of Bower et al. (2006). In their formulation, gas cooling in the halo is inhibited when the following conditions are satisfied:

\[
\alpha_{\text{cool}} t_{\text{dyn}} (\tau_{\text{cool}}) < t_{\text{cool}}
\]

and

\[
\varepsilon_{\text{SMBH}} L_{\text{Edd}} > L_{\text{cool}},
\]

where \( t_{\text{dyn}} \) is the dynamical time scale of the halo at the cooling radius, \( t_{\text{cool}} \) is the time scale of gas cooling, \( L_{\text{Edd}} \) is the Eddington luminosity of the AGN, \( L_{\text{cool}} \) is the cooling luminosity of the gas, and \( \alpha_{\text{cool}} \) and \( \varepsilon_{\text{SMBH}} \) are free parameters that are tuned to reproduce the observations. Under these conditions, AGN feedback is limited to haloes in quasi-hydrostatic equilibrium, and having a sufficiently evolved SMBH. In the halo experiencing AGN feedback, the SMBH at the center grows by accreting hot halo gas. Bower et al. (2006) assumed that the accretion flow is automatically adjusted by itself so that heating luminosity balances with cooling luminosity, namely, the accretion rate is set to \( \dot{M}_{\text{BH}} = L_{\text{cool}} / \eta^2 \). Here \( \eta \) is the radiative efficiency. We assumed \( \eta = 0.1 \) for all SMBHs, based on the observational estimation of Davis & Laor (2011). The value of \( \eta \) does not significantly affect on the results since the mass growth of SMBHs is dominated by the gas accretion during major merger.

2.8 Size of galaxies and dynamical response to gas removal

This subsection explains how we estimate the galaxy size, disk rotation velocity and velocity dispersion of bulges. Our recipe of size estimation almost follows the procedure of Cole et al. (2000).

2.8.1 Disk formation from cooled gas

First, we estimate the size of galaxy disk as follows. We assume that the hot halo gas has the same specific angular momentum as the DM halo and collapses to the cold gas disk while conserving the angular momentum. We introduce the dimensionless spin parameter \( \lambda_{\text{H}} \) as \( \lambda_{\text{H}} \equiv L |E|^{1/2} / GM^{3/2} \), where \( L \) is the angular momentum, \( |E| \) is the binding energy and \( M \) is the DM halo mass. Although the distribution of \( \lambda_{\text{H}} \) is often approximated

\[
\Delta M_{\text{BH}} = f_{\text{BH}} \Delta M_{\text{star,burst}}.
\]
by a log-normal distribution (e.g., Mo et al. 1998), it has been known that the distribution of $\lambda_{H}$ deviates from log-normal in large N-body simulations (e.g., Bett et al. 2007). However, according to Bett et al. (2007), the shape of distribution depends on halo finding algorithm and the log-normal function is still slightly better for FoF halos than the modified fitting function proposed by them. In this paper, we simply adopt the log-normal distribution

$$p(\lambda_{H})d\lambda_{H} = \frac{1}{\sqrt{2\pi}\sigma_{\lambda}}\exp\left[-\frac{(\ln \lambda_{H} - \ln \bar{\lambda})^2}{2\sigma_{\lambda}^2}\right]d\ln \lambda_{H},$$

where $\bar{\lambda}$ and $\sigma_{\lambda}$ denote the mean and logarithmic variance of the spin parameter, respectively. Here we use $\bar{\lambda} = 0.042$ and $\sigma_{\lambda} = 0.26$, which are the values obtained by Bett et al. 2007 for FoF halos.

Using the spin parameter $\lambda_{H}$, the effective radius $r_{d}$ of a resultant cold gas disk is expressed as follows (Fall 1979; Fall & Efstathiou 1980; Fall 1983):

$$r_{d} = (1.68/\sqrt{2})\lambda_{H}R_{i},$$

where the initial radius of the hot gas sphere, $R_{i}$, is set to the virial radius of the host halo or the cooling radius, whichever is smaller. In each time step, the disk size of central galaxies are updated if their disk mass have increased from the previous time step. At this time, we set the disk rotation velocity $V_{d}$ to be the circular velocity of its host halo.

### 2.8.2 Dynamical response to disk star formation

After the formation of rotationally supported disks, the SN feedback subsequent to disk star formation expels cold gas continuously. As the baryonic mass of galaxies decreases, the gravitational potential well becomes shallower, depending on the mass ratio of baryons to DM within the galactic disk. In response to the variation of the depth of the gravitational potential well, gravitationally bound systems expand and their rotation speed slows down (Yoshii & Arimoto 1987). We refer to this effect as the dynamical response here. Dwarf galaxies having shallow gravitational potential wells and therefore suffered significant SN feedback are affected more by the dynamical response. Using our SA models taking into account this for starburst, we have shown that this affects the scaling relations of elliptical galaxies especially for dwarfs (Nagashima & Yoshii 2004; Nagashima et al. 2005). See those papers for the scheme of introducing the dynamical response in SA models. In the present paper, we also apply this effect to disk evolution.

The basic result for disks used here is given by Koyama et al. (2008). At first, we assume a galactic disk within a static DM halo and approximate the density distributions of disks and DM as the Kuzmin disk (Kuzmin 1952, 1956) and the Navarro-Frenk-White (NFW) profile (Navarro, Frenk & White 1997), respectively. Then, we consider that the gas mass of disks gradually decreases due to the SN feedback, that is, the so-called adiabatic mass-loss, and that the dynamical response to the gas removal on the disks. The initial radius of cold gas disk is calculated by equation (30). Here we assume that the disk size is determined only by the gravitational potential of the host dark halo, conserving the specific angular momentum of the cooled gas. Although this might be too simple because the central region of galaxies would form dynamically with cooling gas, it should be a good approximation for the outer disk. Thus we take this treatment in this paper as usual.

Here we define $M$ and $R$ as ratios of mass and size at a final state relative to those at an initial state, and $z_{i}$ and $z_{f}$ as ratios of baryonic disk size relative to size of dark halos at those states. According to Koyama et al. (2008), we obtain

$$M = \frac{1}{R} + \frac{q(z_{f}) - z_{i}q(z_{i})}{m_{i}}/z_{f},$$

where $m_{i}$ is the mass ratio of baryons to dark matter at the initial state, and $q(z)$ is a function depending on the distributions of baryons and dark matter. In this case, we cannot obtain an analytic form of $q(z)$. Instead, we expand the above equation around $z = 0$ and $R - 1 \approx 0$ as

$$M = \frac{1}{R} + D(R - 1),$$

where

$$D = \frac{c}{m_{i}} \left[\ln(1+c) - \frac{c}{1+c} + z_{i}^{2} \left(\frac{3}{2} + 16 \frac{c z_{i}}{3} \ln \frac{c z_{i}}{2} \right) \right],$$

and $c$ is the concentration parameter described in section 2.2. Note that we take a higher order term of $z_{i}$, for $q(z)$ that than written in equation (A5) in Koyama et al. (2008).

The approximation used here is justified as follows. It is expected that the change in sizes and disk rotation velocities during a time-step is very small because of the quiescent star formation, and that the size of baryonic disks is smaller sufficiently than that of dark halos. These mean $R - 1 \approx 1$ and $z_{i} \ll 1$. We have checked that these assumptions are indeed validated in our model.

The change of the disk rotation velocity is given by

$$U \equiv \frac{V_{d,i}}{V_{d,f}} = \left[\frac{m_{f}/z_{f} + 4f(z_{f})}{m_{i}/z_{i} + 4f(z_{i})}\right]^{1/2},$$

where $f(z)$ is also a function depending on the distributions of baryons and dark matter, similar to $q(z)$. The form of $f(z)$ is shown in equation (A4) in Koyama et al. (2008).

We would like to recall here the well-known results for non-dark matter case, $R = V^{-1} = M^{-1}$. These relations are obtained by setting $f(z)$ and $q(z)$ to zero. In the opposite limiting case, because dark matter dominates, $q(z)$ becomes much larger. In this case, even if $M$ becomes zero, $R$ and $U$ do not vary. This corresponds to the case discussed in Dekel & Silk (1986).

The effect of the dynamical response on the disk shall be
2.8.3 Dynamical Response to starburst and spheroidal remnants

The size of the bulge formed in a major merger is characterized by the virial radius of the baryonic component. Applying the virial theorem the total energy in each galaxy is calculated as follows:

\[ E_i = -\frac{1}{2} \left( (M_{b,i} + M_{BH,i}) V_{b,i}^2 + (M_{d,i} + M_{\text{cold},i}) V_{d,i}^2 \right), \]

(35)

where \( M_b, M_{BH}, M_d \) and \( M_{\text{cold}} \) are the masses of the bulge, central black hole, stellar disk and cold gas disk, respectively, and \( V_b \) and \( V_d \) denote the velocity dispersion of the bulge and the rotation velocity of the disk, respectively. The subscript \( i \) indicate the merged galaxy, larger progenitor galaxy, and smaller progenitor galaxy, respectively. Furthermore the or-

\[ E_i = \frac{1}{2} \left( (M_{b,i} + M_{BH,i}) V_{b,i}^2 + (M_{d,i} + M_{\text{cold},i}) V_{d,i}^2 \right), \]

(36)

By energy conservation, we obtain the following:

\[ f_{\text{diss}}(E_1 + E_2 + E_{\text{orb}}) = E_0, \]

(37)

where \( f_{\text{diss}} \) is the fraction of energy dissipated from the system during major merger. The rate of energy dissipation depends on complicated physical processes such as the viscosity and friction due to gas. In this paper, we simply parameterize \( f_{\text{diss}} \) as follows:

\[ f_{\text{diss}} = 1 + \kappa_{\text{diss}} f_{\text{gas}}, \]

(38)

where

\[ f_{\text{gas}} = \frac{M_{\text{cold}}}{M_{\text{baryon}} + M_{\text{cold}} + M_{BH}} \]

is the gas mass fraction of the merging system and \( \kappa_{\text{diss}} \) is a dimensionless parameter. Here we set \( \kappa_{\text{diss}} = 2.0 \) to reproduce the distribution of size and velocity dispersion of elliptical galaxies (see section 5.2). There are several studies on this issue by using hydrodynamical simulations and SA models, and it is confirmed that above parameterization of \( f_{\text{diss}} \) can be a good approximation (see, e.g., Hopkins et al. 2009, Shankar et al. 2013).

We assumed that there remains only the bulge component supported by velocity dispersion just after the merger. Therefore the velocity dispersion and the size of merger remnant can be estimated from following equations,

\[ E_0 = -\frac{1}{2} M_{\text{tot},0} V_{b,0}^2, \]

(39)

and

\[ r_{b,0} = \frac{G M_{\text{tot},0}}{2 V_{b,0}^2}, \]

(40)

where \( M_{\text{tot},0} \) is the total baryonic mass of the merger remnant.

As a consequence of star formation and SN feedback, part of gas removed from galaxies and the mass of the system changes. At this time the structural parameters of galaxies also changes due to the dynamical response. We include this effect into our model adopting the Jaffe model (Jaffe 1983). In this paper we assume the case of slow (adiabatic) gas removal compared with the dynamical time scale of the system, similar to that for disks. For the case of rapid gas removal, we refer the reader to Nagashima & Yoshii (2003). According to the Nagashima & Yoshii (2003), the effect of dynamical response becomes stronger in the case of non-adiabatic gas removal. Therefore the assumption of the adiabatic gas removal should be considered as conservative. We should keep in mind that the effect might be stronger for dwarf ellipticals having shorter time scale of gas removal compared to giants.

Defining by \( M, R \) and \( U \) the ratios of mass, size and velocity dispersion at a final state relative to those at an initial state, the response under the above assumption is approximately given by

\[ R \equiv \frac{r_f}{r_i} = \frac{1 + D/2}{M + D/2}, \]

(41)

\[ U \equiv \frac{V_{b,f}}{V_{b,i}} = \sqrt{\frac{M/R + D f(z_f)/2}{1 + D f(z_i)/2}}, \]

(42)

where \( D = 1/4y_z s_z \), \( y \) and \( z \) are the ratios of density and size of baryonic matter to those of dark matter. We use equation (36) in Nagashima et al. (2005) for the form of \( f(z) \). The subscripts \( i \) and \( f \) stand for the initial and final states in the mass loss process. Note that \( U \) is the ratio of velocity dispersion, different from that for disks. The contribution of dark matter is estimated from the central circular velocity of halos, \( V_{\text{cent}} \), which is defined below.

2.8.4 Back reaction of dynamical response to dark halos

When galaxies suffer the dynamical response to gas removal caused by the SN feedback, the dark matter within a central region of dark halos hosting the galaxies must also suffer the dynamical response as its back reaction. For simplicity we compute the dynamical response on the dark matter distribution after the computation of the dynamical response on baryons, although they occur simultaneously in reality. Here we ignore the effect of the so-called adiabatic contraction for dark matter during the condensation of cooled gas. This is because the central region of galaxies should form not adiabatically but dynamically. Thus we assume that the cooled gas condenses and relaxes dynamically together with dark matter and is removed adiabatically by the SN feedback affecting the central region of dark halos as the back reaction. This would require detailed research by using hydrodynamic numerical simulations.

Here we focus on the region within the half-mass radius of central galaxies, at which the density of baryons is expected to be comparable to that of dark matter. To take into account this process, we define a central circular velocity of dark halo \( V_{\text{cent}} \), approximately within the effective radius of the central galaxy.
When a dark halo collapses without any progenitors, $V_{\text{cent}}$ is set to $V_{\text{circ}}$. After that, although the mass of the dark halo grows by subsequent accretion and/or mergers, $V_{\text{cont}}$ remains constant or decreases with the dynamical response. When the mass is doubled, $V_{\text{cont}}$ is set to $V_{\text{circ}}$ again. According to Nagashima & Yoshii (2004) and Nagashima et al. (2005), we assume that $V_{\text{cont}}$ is lowered by the dynamical response to mass loss from a central galaxy of a dark halo by SN feedback as follows,

$$
\frac{V_{\text{cont},i}}{V_{\text{cont},f}} = \frac{M_f/2 + M_d(r_i/r_d)}{M_i/2 + M_d(r_i/r_d)}
$$

(43)

The change of $V_{\text{cont}}$ in each time-step is only a few per cent. Under these conditions, the approximation of static gravitational potential of dark matter is valid even during starbursts. This also applies to subhalos. Rigorously speaking, we must assume an isothermal distribution of dark matter, in which the density is proportional to the inverse of $r^2$, because the above equation indicates the dynamical response to mass loss within the half-mass radius of central galaxies. In spite of this, this should be good approximation because the NFW profile has a slope $-1$ and $-3$ within and outside the core radius, respectively, which means that we can expect that the effective slope would be approximately $-2$. Of course this expectation is optimistic since we considered the inner region of a halo where a slope is $-1$. However, we need detailed hydrodynamical simulations to know the actual mass profile since the adiabatic contraction due to gas cooling would affect the slope.

Once a dark halo falls into its host dark halo, it is regarded as a subhalo. Because subhalos do not grow in mass in our model, the central circular velocity of the subhalos monotonically decreases. Although the change of $V_{\text{cont}}$ during a time-step is small, accumulated change cannot be negligible owing to the monotonicity. Therefore, this affects the time scales of mergers.

The details of the dynamical response are shown in Nagashima & Yoshii (2003, 2004) and Nagashima et al. (2005) for bulges and Koyama et al. (2008) for disks. The effect of the dynamical response is the most prominent for dwarf galaxies of low circular velocity because of the substantial removal of gas due to strong SN feedback (Yoshii & Arimoto 1987; Nagashima & Yoshii 2004). If the dynamical response had not been taken into account, velocity dispersions of dwarf ellipticals would have been much larger than those of observations, determined only by circular velocities of small dark halos in which dwarf ellipticals resided. For giant ellipticals, on the other hand, the effect of the dynamical response is negligible because only a small fraction of gas can be expelled due to weak SN feedback.

Similarly, for disks, in order to reproduce the observed Tully-Fisher relation, the dynamical response on disks is required. Otherwise, the slope for dwarf spirals becomes different from observed one as shown in Nagashima et al. (2005). This point will be discussed in detail in another paper.

### 2.9 Photometric properties and morphological identification

Calculating the baryonic processes described in the above subsections, we finally obtain the SF hand metal enrichment histories of each galaxies. From this information, we can calculate spectral energy distribution (SED) of model galaxies by using a stellar population synthesis code of Bruzual & Charlot (2003).

To estimate the extinction of starlight, we first assume that the dust-to-cold gas ratio is proportional to the metallicity of the cold gas; second, we assume that the dust optical depth is proportional to the dust column density. The dust optical depth $\tau_{\text{dust}}$ is then calculated as follows: $\tau_{\text{dust}}$ is given by

$$
\tau_{\text{dust}} = \tau_0 \left( \frac{M_{\text{cold}}}{M_\odot} \right) \left( \frac{Z_{\text{cold}}}{Z_\odot} \right) \left( \frac{r_d}{\text{kpc}} \right)^{-2}
$$

(44)

where $r_d$ is the effective radius of the galaxy disk and $\tau_0$ is a tunable parameter that should be chosen to fit the local observations (such as LFs). The wavelength dependence of optical depth is assumed to follow Calzetti-law (Calzetti et al. 2000). Dust distribution is assumed to obey the slab dust model (Disney et al. 1989) for disks.

In our model, a major merger induces starburst activity, in which all the cold gas turns into stars and hot gas. Therefore, no cold gas and dust exist immediately after the starburst. Hence, the dust optical depth exactly equals to zero and galaxy color becomes too blue compared to the observations. To avoid this problem, we estimate the amount of dust extinction during the starburst as follows. First, we randomly assign the merger epoch within the current time step. Second, we calculate the amount of remaining dust at the end of the time step. At this time, the time scale of gas consumption during the burst is assumed as the dynamical time scale of the merged system, $r_h/V_0$. The dust geometry is assumed to be the screen model.

The morphological types of model galaxies were determined by the bulge-to-total luminosity ratio in the $B$-band. In this paper we follow the criteria of Simien & de Vaucouleurs (1986): galaxies with $B/T > 0.6$, $0.4 < B/T < 0.6$, and $B/T < 0.4$ are classified as elliptical, lenticular, and spiral galaxies, respectively. According to Kauffmann & White (1993) and Baugh et al. (1996), this classification reproduces well the observed type mix.

### 3 Parameter settings

As described in section 2, our model is constructed from physically motivated prescriptions of several astrophysical processes. However, a number of free parameter remain. Here we describe the parameter setting procedure.
3.1 Overview of parameter settings

For the cosmological parameters, we adopt the Planck cosmology (Planck Collaboration et al. 2014). The several free parameters related to astrophysical processes are listed in table 2. Seven of these parameters, namely, $\Omega_{\text{star}}, \Omega_{\text{gas}}, \Omega_{\text{hot}}, V_{\text{hot}}$, $\Omega_{\text{cool}}, \varepsilon_{\text{SMBH}}$ and $M_{\text{seed}}$ were tuned to fit the local optical (r-band) and near IR (K-band) LFs and the local mass function (MF) of cold neutral hydrogen, by using a MCMC method (see next section). We use the local LFs and H I as the fiducial references in model calibration, since they are robustly determined from recent large and deep surveys. The other parameters, $f_{\text{bulge}}, f_{\text{marg}}, f_{\text{BH}}, \tau_{V0}$ and $\kappa_{\text{diss}}$, are manually tuned by comparing other observations, since they cannot be constrained by the local LFs and H I MF.

The galaxy merger-related parameters, $f_{\text{bulge}}$ and $f_{\text{marg}}$, are closely related to the abundance of elliptical galaxies, hence they can be constrained by the LFs divided by morphological class. However there are still some uncertainties in the determination of morphology, thus we did not use them in the fitting. In this paper we simply assumed that $f_{\text{bulge}} = 0.1$ and $f_{\text{marg}} = 0.8$, which is the same value with N05. The mass fraction accreted by SMBH during a starburst, $f_{\text{BH}}$, affects the bright-end shape of LFs through the AGN feedback; however it is degenerated with other AGN feedback-related parameters, $\varepsilon_{\text{SMBH}}$ and $M_{\text{seed}}$, and is poorly constrained by LFs. Thus we tuned $f_{\text{BH}}$ to reproduce the observed BH mass – bulge mass relation and mass function of SMBHs, which are significantly affected by $f_{\text{BH}}$ but not by other two parameters. We have found that $f_{\text{BH}} = 0.005$ is suitable to reproduce the observations in the case of $f_{\text{bulge}} = 0.1$ and $f_{\text{marg}} = 0.8$ (see section 5.4). The coefficient of dust extinction, $\tau_{V0}$, was set to the value adopted in N05, namely $\tau_{V0} = 2.5 \times 10^{-9}$. The parameter related to the energy loss fraction in a major merger ($\kappa_{\text{diss}} = 2.0$) was chosen to fit the size–magnitude relation of elliptical galaxies (see section 5). Throughout this paper, we adopt the Chabrier IMF in the mass range 0.1–100 $M_\odot$.

Although the MCMC method is numerically economical, it still requires approximately $\sim 10^5$ realizations to estimate the reliable parameter range. Therefore, to restrain the runtime of each realization within a few seconds, we employed the $\nu^2$GC–SS model for the N-body data in the MCMC fitting, which has the lowest mass resolution and the smallest box size. The mass resolution of N-body data could have complicated effects on the merging history of DM halos, thus there is no guarantee that the parameters tuned for $\nu^2$GC–SS model work well for other N-body runs. However no significant differences between the $\nu^2$GC–SS and $\nu^2$GC–H2 (the highest resolution model) are found in the r- and K-band LFs and H I MF in the magnitude and mass range used in the fitting (see section 3.4 and figure 4, 5).

3.2 Markov chain Monte Carlo analysis

MCMC analysis was implemented by the Metropolis-Hastings algorithm (Metropolis et al. 1953; Hastings 1970), which is the most commonly used MCMC method. This method requires the proposal distribution $q$, which suggests a candidate point for the next step, given the previous sampling point. We assume a Gaussian distribution function for $q$. The variance of the Gaussian function is manually selected, to decrease the convergence time. We run 8 MCMC chains in parallel from random starting points. Each chain has about 50,000 realizations, excluding initial 10,000 steps of “burn-in” phase. The convergence of MCMC chain is checked by the Gelman-Rubin diagnostic test (Gelman & Rubin 1992). In this method, the difference between the multiple MCMC chains are quantified by the ratio of the variance between chains to the variance within chain, $\hat{R}$. In this paper the chain is considered to have converged when $\hat{R} < 1.1$. As a result of the fitting, all the free parameters examined here reach convergence. We simply assume the uniform distribution for the prior probability distribution, with the range listed in table 2. Although the bounds of prior distributions are physically chosen, the ranges are set to be wide in order to cover a large model space, since our knowledge about the posterior distribution of parameters is limited.

3.3 Observational data and error estimation

In this subsection, we describe the observational data used in the MCMC fitting. The local r- and K-band LFs were obtained by the Galaxy and Mass Assembly (GAMA) survey (Driver et al. 2012), and H I MF was extracted from the data of the Arecibo Legacy Fast ALFA (ALFALFA) survey (Martin et al. 2010).

For each realization, the likelihood is calculated as follows:

$$L = \mathcal{L}_0 \exp \left( -\frac{\chi^2}{2} \right),$$

where $\mathcal{L}_0$ is an arbitrary constant and $\chi_r, \chi_K$ and $\chi_{HI}$ are the $\chi^2$ values of the $r$-band LF, $K$-band LF and H I MF, respectively. These values are estimated as follows:

$$\chi^2(\phi|\theta) = \sum_i \frac{(\phi_i - \phi_{i,\text{model}}(\theta))^2}{\sigma^2_i + \sigma^2_{i,\text{model}}(\theta)},$$

where $\phi_i$ denotes the value in the i-th bin of the observed LF (or H I MF), $\phi_{i,\text{model}}(\theta)$ is the value of the model in the i-th bin obtained with the parameter set $\theta$ and $\sigma_i$ and $\sigma_{i,\text{model}}$ are the errors in the observation and model in each bin, respectively. The errors in the observed LFs only include Poisson errors (Driver et al. 2012), while the errors in the observed H I MF include the systematic errors in mass estimation in addition to Poisson errors.

The errors in the model predictions, $\sigma_{i,\text{model}}$, were assumed as the sum of Poisson statistical errors and systematic errors coming from cosmic variance. Although the most of SA mod-
els assume Poisson errors for the model (e.g., Henriques et al. 2009; Lu et al. 2014), it is controversial whether this assumption is appropriate or not. However typical value of Poisson errors are less than 1% of the error coming from the cosmic variance described below, it does not have significant effect on the parameter fitting. Although the errors of the observed H I MF include the systematic errors come mainly from uncertainty of mass estimation, especially for low H I mass galaxies (see, e.g., Zwaan et al. 2005; Martin et al. 2010), we does not include it in the errors of our model.

The effect of cosmic variance is estimated as follows. First, we ran the model using the $\nu^2$GC-S for the N-body data, which has a larger box ($L = 280h^{-1}$ Mpc) than that in the MCMC fitting ($L = 70h^{-1}$ Mpc), and randomly picked out the $L = 70h^{-1}$ Mpc box from the large box data in ~100 trials. Following this, we drew the LFs and H I MF from the small boxes and determined their uncertainties (approximately 20%) in each bin. We accounted for this 20% uncertainty in $\sigma_{\nu, \text{model}}$, in addition to Poisson errors.

Populations of dwarf galaxies with low surface brightness are known to exist, and the faint-end slope of observed LFs may be affected from the surface brightness limits of galaxy surveys (e.g. Blanton et al. 2005). According to Baldry et al. (2012), the incompleteness of GAMA samples become larger than 30% at $\mu_{r,50} \gtrsim 23.5$ mag $\text{arcsec}^{-2}$, where $\mu_{r,50}$ is the surface brightness within the Petrosian half-light radius. Therefore, we adopt this limit in calculating the model LFs. To calculate the Petrosian surface brightness, we require the light profile of galaxies. However, because our model does not resolve the internal structure of galaxies, we converted the effective radius and total magnitude into the Petrosian radius and Petrosian magnitude, respectively, fixing the Sérsic index $n_s$ of bulge ($n_s = 4$) and disk ($n_s = 1$) components for all galaxies.

The mass of cold atomic hydrogen of model galaxies are estimated as follows. First we assume that the 75% of the cold gas is composed of hydrogen. This cold hydrogen will be split into atomic and molecular; however, our current model does not follow the complex history of the formation of molecular hydrogen. Therefore we simply assume a fixed H$_2$-to-H$_1$ ratio for all galaxies. According to the observational estimation of Keres et al. (2003) and Zwaan et al. (2005), a global mass ratio of molecular to atomic hydrogen is $\sim 0.4$. Thus the mass of cold atomic hydrogen is estimated as

$$M_{\text{HI}} = 0.75/(1 + 0.4)M_{\text{cold}}. \quad (47)$$

Note that similar approach was used in other SA models (e.g., Power et al. 2010; Lu et al. 2012). When fitting H I MF, we only used the data points acquired at $M_{\text{HI}} > 10^8 M_\odot$, because at masses below this limit, the mass resolution the N-body data would affect the shape of low mass end of H I MF (see next subsection). The uncertainties in the observed H I MF also increase below this limit due to the incompleteness of the survey (Martin et al. 2010).

### 3.4 Fitting results

The diagonal panels of figure 3 present the 1D posterior probability distributions of the parameters tuned in the MCMC fitting. From the 1D posterior probability distributions, we computed the medians and 10 and 90 percentiles of each parameter; the statistics are summarized in table 2. The off-diagonal panels of figure 3 present the 2D posterior probability distributions of all combinations of the seven free model parameters (grey contours). The 1D distributions of the five parameters, $\alpha_{\text{star}}, \tau_{\text{star}}, \alpha_{\text{hot}} V_{\text{hot}},$ and $\alpha_{\text{cool}}$ are highly-peaked, indicating that they are well constrained within the assumed range. On the other hand, $\varepsilon_{\text{SBMH}}$ and $M_{\text{seed}}$ have broad distribution. This can be understood as follows. If these parameters are large enough, the second condition of AGN feedback [equation (28)] will be satisfied in all halos. In such case, the specific value of these parameters no longer affect the shape of LFs and MF, and therefore only the lower boundary of these can be constrained from the fitting of LFs and H I MF. The posterior distribution of $M_{\text{seed}}$ suggests that the $M_{\text{seed}}$ should be larger than $10^8 M_\odot$. This seed BH mass is somewhat higher than other SA models. In our model a fraction of central galaxies is bulge-less (i.e. they have never experience any major merger event till $z = 0$). The SMBH mass is equal to $M_{\text{seed}}$ in such galaxies, thus large value of $M_{\text{seed}}$ is required in order to make AGN feedback work in such halos.

Figure 4 present the r- and K-band LFs in the model with the MCMC-obtained best fit parameters. The model closely matches the observations over all magnitude ranges. The shaded regions indicate the 1σ error in the model LFs, estimated from the 1σ confidence interval of each parameter. To see the effect of the mass resolution, we also plot the results of $\nu^2$GC-H2 model with the same parameters. These models are consistent within the 1σ error.

Figure 5 shows H I MF computed by the best-fit model. Data below the lower limit of the H I mass (solid vertical line) were excluded in the MCMC fitting because they deviated when the model was run at higher mass resolution ($\nu^2$GC-H2 model, $M_{\text{min}} = 1.37 \times 10^8 h^{-1} M_\odot$; dashed line). Although there remains uncertainties in both the model and the observation, the model seems to underpredict the abundance of lower H I mass galaxies ($M_{\text{HI}} < 10^8 M_\odot$). The similar trend is seen in other SA models. For example, Gonzalez-Perez et al. (2014) find that their model also underpredicts the abundance of galaxies at the lower-mass end of H I MF (see also Lagos et al. 2014). They conclude that this is mainly due to the limited mass resolution of their N-body data. However, even in the $\nu^2$GC-H2 model, which has approximately two orders of magnitude higher mass resolution than that of Gonzalez-Perez et al. (2014), the lower-
past light-cone of an observer at $z > 10$. 

Following the above procedures, we finally obtained the numerical galaxy catalog. This catalog contains various data on each mock galaxy: redshift, three-dimensional positions, physical quantities such as stellar mass, gas mass, metallicity, star formation rate, effective radius, and magnitudes in several passbands in the UV–NIR regime. More information is provided at here\(^1\).

Figure 6 plots the spatial distribution of the model galaxies from $z = 0.0$ to $z = 11.6$ (corresponding to approximately $10^{3}$ Mpc along the comoving radial distance), plotted on the past light-cone of an observer at $z = 0$. Here we show the result of the $\nu^2$GC-H1 model. The light-cone is generated by patchworking the model outputs at various redshift slices. During the patchworking, the simulation box was randomly shifted and rotated to avoid artifacts in the spatial structure. Web-like structures are clearly visible in this figure. Thanks to the high mass resolution of the model, we can observe galaxies even at $z > 10$.

\(^1\)Note: More information is provided at here.
Fig. 3. The 1D (diagonal panels) and 2D (off-diagonal panels) posterior probability distribution functions of five free parameters tuned in MCMC fitting. The solid vertical lines in diagonal panels show the median of each distribution. Probability distributions of all combinations of the five parameters are shown by grey contours.
Table 2. The list of free parameters related to astrophysical processes. Seven of these parameters, namely, $\alpha_{\text{star}}$, $\tau_{\text{star}}$, $\alpha_{\text{hot}}$, $V_{\text{hot}}$, $\alpha_{\text{cool}}$, $\epsilon_{\text{SMBH}}$, and $M_{\text{seed}}$, were tuned to fit the local LFs and H i MF, by using a MCMC method. See text for details of parameter settings.

| Parameter          | Prior       | Median     | 10 to 90 percentile | Meaning                              |
|--------------------|-------------|------------|---------------------|--------------------------------------|
| $\alpha_{\text{star}}$ | [-5.0, 0.0] | -1.36      | [-1.14, -1.67]      | star formation-related               |
| $\epsilon_{\text{star}}$ | [0.01, 1.0] | 0.23       | [0.21, 0.26]        | star formation-related               |
| $\alpha_{\text{hot}}$     | [0.0, 5.0]  | 3.27       | [3.03, 3.52]        | SN feedback-related                  |
| $V_{\text{hot}}$ (km/s)    | [50.0, 200.0] | 127.1     | [121.6, 133.1]      | SN feedback-related                  |
| $\alpha_{\text{cool}}$    | [0.1, 10.0] | 8.83       | [8.16, 9.55]        | AGN feedback-related                 |
| $\log_{10}(\epsilon_{\text{SMBH}})$ | [-2.0, 0.0] | -0.50      | [-1.02, -0.14]      | AGN feedback-related                 |
| $\log_{10}(M_{\text{seed}}/M_{\odot})$ | [3.0, 6.0] | 5.45       | [4.83, 5.90]        | seed black hole mass                 |
| $f_{\text{BH}}$            | –           | $5 \times 10^{-3}$ (fix) | – | fraction of the mass accreted onto SMBH during major merger |
| $\tau_{V/0}$            | –           | $2.5 \times 10^{-9}$ (fix) | – | coefficient of dust extinction       |
| $f_{\text{bulge}}$       | –           | 0.1 (fix)  | – | major/minor merger criterion         |
| $f_{\text{merg}}$       | –           | 1.0 (fix)  | – | coefficient of dynamical friction time scale |
| $\kappa_{\text{diss}}$ | –           | 2.0 (fix)  | – | energy loss fraction                 |

5.2 Size and velocity dispersion of elliptical galaxies

In this subsection we compare the predicted effective radius and velocity dispersion of elliptical galaxies with the observations. For the observational data, we use the data compiled by Forbes et al. (2008). They take the central velocity dispersions of sample galaxies from the catalog of Bender & Nieto (1990), Bender et al. (1992), Burstein et al. (1997), Faber et al. (1989), Trager et al. (2000), Moore et al. (2002), Matković & Guzmán (2005) and Firth et al. (2007). The half-light radii are calculated from 2MASS $K$-band 20th isophotal size, by using a empirical relation based on Sérsic light profiles (Forbes et al. 2008).

Figures 9 and 10 show the scaling relations between the effective radius and the $K$-band magnitude, and between the velocity dispersion and the $K$-band magnitude (the so-called Faber-Jackson relation; Faber & Jackson 1976), respectively. The median and the 10th to the 90th percentile of the distribution of model galaxies in each magnitude bin are shown by black squares with error bars. The effective radius of model galaxy, $r_e$, is estimated from $r_e = 0.744r_0$ (Nagashima & Yoshii 2003), where $r_0$ is the three-dimensional half-mass radius. The projected velocity dispersion is estimated as $\sigma_{1D} = V_\phi/\sqrt{3}$ after being increased to the central value by a factor of $\sqrt{2}$ assuming the de Vaucouleurs profile.

As shown in figures 9 and 10, our model underpredicts both of the size and the velocity dispersion of galaxies brighter than $M_K \sim -20$, comparing with the observations. The size and velocity dispersion are related to the dynamical mass of a galaxy as $M_{\text{dyn}} \propto r_0^2 V_\phi$, and therefore the model also underpredicts the dynamical mass of bright elliptical galaxies at a fixed magnitude. These results might imply that our treatment of bulge (and elliptical galaxies) formation process is oversimplified. We need to consider more realistic model for galaxy merger, as well
Fig. 6. The spatial distribution of the mock galaxies plotted on the past light-cone of an observer located at redshift zero. The color indicates the apparent magnitude of each galaxies in the 2MASS Ks-band. We only show the one-thousandth of galaxies which are randomly picked up from total sample, to avoid a confusion.
of model galaxy is estimated as spiral galaxies. As described above, the atomic hydrogen mass data obtained by Courteau et al. (2007).

Fig. 8. I-band Tully-Fisher relation (i.e., disk rotation velocity against I-band magnitude) of spiral galaxies. The black filled squares with error bars show the median and the 10th to the 90th percentile of the predicted disk velocity of model galaxies in each magnitude bin. Small gray dots are the observational data obtained by Courteau et al. (2007).

Fig. 9. Effective radius of elliptical and lenticular galaxies plotted against K-band magnitude. The black filled squares with error bars show the median and the 10th to the 90th percentile of the predicted size of model galaxies in each magnitude bin. Small gray dots are the observational data estimated by Forbes et al. (2008).

as another channels of bulge formation such as disk instabilities. Furthermore, assumed IMF might also be responsible for the underprediction of mass-to-luminosity ratio.

5.3 Cold gas

Figure 11 presents the cold atomic hydrogen mass relative to the r-band luminosity against the r-band magnitude for local spiral galaxies. As described above, the atomic hydrogen mass of model galaxy is estimated as $M_{H_1} = 0.54 M_{cold}$ (see section 3.3). The median and the 10th to the 90th percentile of the distribution of model galaxies in each magnitude bin are shown by black squares with error bars. The observational data shown in small gray dots are taken from ALFALFA 40% catalog ($\alpha$.40; Haynes et al. 2011).

As already mentioned above, the uncertainties in the model increase for galaxies having H I mass less than $10^8 M_\odot$ (see section 3.3). Furthermore, the $\alpha$.40 catalog is highly incomplete for galaxies at $M_{H_1} < 10^8 M_\odot$ (Haynes et al. 2011). Therefore we only plot galaxies having $M_{H_1} > 10^8 M_\odot$ for both of the model and the observation. The diagonal solid line in figure 11 corresponds to $M_{H_1} = 10^8 M_\odot$.

We can see that the model very well reproduces the observation over all magnitude range. The cold gas mass to luminosity ration is mainly determined by the balance of gas consumption rate by star formation and SN feedback. The agreement between the model and observation seen in figure 11 supports the validity of our model of star formation and SN feedback. For more detailed discussion on the properties of cold gas component in our model, we refer the reader to Okoshi & Nagashima (2005) and Okoshi et al. (2010) although they are based on our previous model.

5.4 Supermassive black holes

In this subsection we present the properties of SMBHs at local universe. Figure 12 shows the predicted relation between the bulge mass and the SMBH mass, comparing with the observational data obtained by McConnell & Ma (2013). To show the distribution of more massive and rarer objects, we also plot the $\nu^2$GC-M model in this figure. With a fixed mass fraction of cold gas accreted by a SMBH during a starburst ($f_{\text{BH}} = 0.005$), the observed relation is naturally explained by the model. However $f_{\text{BH}}$ degenerates with other parameters which are related to bulge formation and SMBH evolution, such as $f_{\text{bulge}}$ and $f_{\text{merg}}$, and therefore we need another observational constraints to discuss the physical meanings of these parameters. For example,
model. Shirakata et al. (2015), although they are based on our previous populations, see Enoki et al. (2003), Enoki et al. (2014) and observation over all mass range. strong and independent constraints (see, e.g., Enoki et al. 2004; Haynes et al. 2011).

Cold gas mass relative to $r$-band luminosity as a function of $r$-band magnitude for spiral galaxies. Small gray dots are the observational data obtained by 40% catalog of ALOFALFA survey (m. 40): Haynes et al. (2011). Here we only show the galaxies having H I mass greater than $10^8 M_\odot$. The solid diagonal line corresponds to the constant hydrogen mass of $M_{HI} = 10^8 M_\odot$. The black filled squares with error bars show the median and the 10th to the 90th percentile of distributions of the model galaxies in each magnitude bin. We simply estimated the mass of cold atomic hydrogen as $M_{HI} = 0.54 M_{cold}$ (see text for detail).

Fig. 11. The SMBH mass versus bulge mass relation. The black filled squares with error bars show the median and the 10th to the 90th percentile of the distribution of model galaxies in each bin of bulge mass for the GC-M model, which is shifted about +0.05 dex in $\log(M_{\text{bulge}}/M_\odot)$ to avoid a confusion. The observational data obtained by McConnell & Ma (2013) are shown by open circles.

Fig. 12. The SMBH mass versus bulge mass relation. The black filled squares with error bars show the median and the 10th to the 90th percentile of the distribution of model galaxies in each bin of bulge mass for the GC-M model. The crosses are the results of GC-H2 model, which is shifted about +0.05 dex in $\log(M_{\text{bulge}}/M_\odot)$ to avoid a confusion. The observational data obtained by McConnell & Ma (2013) are shown by open circles.

morphology-dependent LFs will help to resolve the degeneracy since $f_{\text{bulge}}$ and $f_{\text{markup}}$ control the abundance of bulge component. Gravitational waves from SMBHs will also provide us strong and independent constraints (see, e.g., Enoki et al. 2004; Enoki & Nagashima 2007). Figure 13 show the predicted MF of local SMBHs, comparing with the observational estimation by Shankar et al. (2004). The model also well reproduces the observation over all mass range.

For more detailed discussions on the properties of AGN populations, see Enoki et al. (2003), Enoki et al. (2014) and Shirakata et al. (2015), although they are based on our previous model.

5.5 Distributions of galaxy colors

Figure 14 shows the distributions of $(u-r)$ color of galaxies (i.e., differential number of galaxies per color bin) divided in several bins of the $r$-band magnitude. We compare the model predictions with the observed distributions extracted from Sloan Digital Sky Survey (SDSS) catalog (Baldry et al. 2004). As shown in figure 14, the model well reproduces the observed bimodal distributions for the galaxies brighter than $M_r = -19.5$. However the model predicts systematically redder color for faint galaxies. This result might imply that the faint galaxies in our model obtain its stellar mass too early and have exhausted the almost all of cold gas, and consequently have redder colors. This discrepancy would be due to the oversimplified modeling of the star formation, SN feedback and stripping of hot gas in subhalos (cf. Makiya et al. 2014). We will investigate this issue in future paper.

5.6 Main sequence of star-forming galaxies

It has been known that the SFR and the stellar mass of star-forming galaxies are tightly correlated (the so-called “star-forming main sequence”; e.g., Brinchmann et al. 2004; Elbaz et al. 2007; Salim et al. 2007; Daddi et al. 2007).

Figure 15 shows the SFR against the stellar mass for the model galaxies at $z = 0$. The star-forming galaxies and passive galaxies are shown in blue and red dots, respectively. The black squares with error bars show the median and the 10th to the 90th percentile of the distributions of star-forming galaxies in each stellar mass bin. In the same figure we also show the observed relation obtained by Elbaz et al. (2007) by a solid line with typical errors by dashed lines. For the model galaxies, we adopt the same limiting magnitude, $M_B < -20$ AB mag, with the sample of Elbaz et al. (2007). The separation criteria between the star-forming galaxies and passive galaxies is also the...
same with Elbaz et al. (2007): the galaxies having $(u-g) < 1.45$ are star-forming and the others are passive. Both of the SFR and the stellar mass are converted into those with Salpeter IMF from those with Chabrier IMF, by multiplying a factor of 1.8. We find that the model very well reproduces the observed tight correlation between the SFR and the stellar mass.

5.7 Stellar-to-halo mass ratio

Figure 16 presents the ratio of the stellar mass of central galaxy to the total baryon mass in their host halo against the total mass of their host halo. The total baryon mass $M_{\text{bar}}$, is simply estimated as $M_{\text{bar}} = M_\ast \times (\Omega_b/\Omega_m)$. This plot indicates an efficiency of star formation as a function of halo mass, and can be a tight constraint on the galaxy formation model.

The median and the 10th to 90th percentiles of model galaxies in each halo mass bin are shown by the black squares with error bars. The solid and dashed lines show the average and 1σ confidence level estimated by Moster et al. (2013) using an “abundance matching technique”, in which the halo mass is estimated by matching the abundance of halos in N-body simulations to the abundance of observed galaxies. The prediction of our model well agree with the result of Moster et al. (2013). The distribution of stellar-to-halo mass ratio has a peak around $M_\ast \sim 10^{12} M_\odot$. It reflects effects of SN feedback and AGN feedback: the former efficiently works in lower mass halos because the gravitational potential well is shallow in such halos, while the later efficiently works in massive halos because the cooling time is long enough and the central SMBH can sufficiently evolve in such halos.

5.8 Mass metallicity relation

Figure 17 shows the predicted relation between the stellar mass and the metallicity of cold gas for star forming galaxies. The median and the 16th to 84th percentile of the distribution of SDSS galaxies estimated by Tremonti et al. (2004) is also shown in figure 17 by solid lines. The cold gas metallicity is denoted by the gas-phase oxygen abundance in unit of $12 + \log(O/H)$. The solar metallicity in this unit is 8.93 (Anders & Grevesse 1989). The metallicity with respect to the solar metallicity, $Z_{\odot} = 0.019$ (Anders & Grevesse 1989), is also indicated on the right-side axis of figure 17 for reference. We defined the “star-forming galaxy” as a galaxy with specific SFR.
6 Distant galaxies

In this section we show the model predictions for the basic properties of high-$z$ galaxies.

6.1 Cosmic star formation history

Figure 18 shows the redshift evolution of cosmic star formation rate density (i.e., total SFR of all galaxies per unit comoving volume). The blue solid line shows the result of our standard model ($\nu^2$GC-H2 model). The SFR of model galaxies are converted into those with Salpeter IMF from those Chabrier IMF, by multiplying a factor of 1.8. The $\nu^2$GC-H1 model is also shown by red solid line to see the effect of mass resolution. A discrepancy between these two models increases at high redshift, indicating that contributions from galaxies resides in lower mass halos become significant at high redshift.

The standard model well reproduces the observations. At a redshift greater than $z > 4$, it seems that the model predictions are much greater than observed SFR density of Bouwens et al. (2014); however, their data only include galaxies brighter than $M(1500\,\text{Å}) < -17.0$, while the other data and model predictions are integration in entire magnitude range. Furthermore, the survey of Bouwens et al. (2014) is designed to find galaxies having blue colors, and therefore they might miss a population of dusty red galaxies. In fact, the predicted UV luminosity density (i.e., total luminosity of all galaxies per unit comoving volume) is roughly consistent with the data of Bouwens et al. (2014) when the effect of limiting magnitude are taken into account (see next subsection).

Our model predicts that a large amount of star formation activity has not yet been observed at distant universe. It will be investigated by future observations.

6.2 Evolution of luminosity density in cosmic time

Figure 19 shows the predicted redshift evolution of the luminosity density at 1500 Å (thick solid line). The intrinsic luminosity density (i.e., without dust extinction) is shown by thick dotted line for reference. Note that the observational data plotted in figure 19 are not corrected for dust extinction effect thus they should be compared with the model with dust extinction (thick solid line). As already mentioned above, the data of Bouwens et al. (2014) only include galaxies brighter than $M(1500\,\text{Å}) < -17.0$. The model prediction taking into account the same magnitude limit with the Bouwens et al. (2014) is shown by thin solid line. We can see that the model well reproduces the observations. This result support a validity of our modelings of star formation and dust extinction.

Figure 20 presents the redshift evolution of the sum of total IR luminosity (8–1000 $\mu$m) of all galaxies per unit comoving volume. The total IR luminosity of model galaxies are estimated from the SED of each galaxy to be consistent with the total amount of stellar luminosity absorbed by dust. The observational data are obtained by Gruppioni et al. (2013), by integrating the total IR LFs down to $10^8 L_\odot$. The model reproduces the observation within a factor of 2–3. The discrepancy between
Fig. 18. The cosmic SFR density as a function of redshift. The red and blue solid lines represent the predictions by model with the N-body data of ν₂GC-H1 (red) and ν₂GC-H2 (blue), respectively. The parameters related to baryon physics are the same in these models. We also show the observational data estimated by dust continuum (Pascale et al. 2009; Rodighiero et al. 2010; Karim et al. 2011) and UV continuum (Ouchi et al. 2004; Cucciati et al. 2012; Bouwens et al. 2014). The data of Hopkins (2004) are the compilation of various observations. All the data points are corrected for dust extinction, by the methods adopted in individual references. The data points of Bouwens et al. (2014) are obtained by integrating LF down to the $M_{AB}(1500 \, \text{Å}) < -17.0$, while the other observational data are integrated down to zero luminosity. The thin solid line show the model prediction taking into account the magnitude limit of $M_{AB}(1500 \, \text{Å}) = -17.0$.

Fig. 19. The redshift evolution of luminosity density at 1500 Å. The filled circles and open triangles are observational data compiled by Hopkins (2004) and obtained by Bouwens et al. (2014), respectively. The model prediction is shown by solid black line. For the purpose of comparison, we also show the model without dust extinction (dotted line). Those model predictions include a contribution from all galaxies. The data points of Bouwens et al. (2014) are obtained by integrating LF down to the $M_{AB}(1500 \, \text{Å}) < -17.0$ while the other observational data are integrated down to zero luminosity. The thin solid line show the model prediction taking into account the magnitude limit of $M_{AB}(1500 \, \text{Å}) = -17.0$.

Fig. 20. The model prediction for the redshift evolution of total IR luminosity density, comparing with the observational data Gruppioni et al. (2013). The total IR luminosity of model galaxies are calculated from the SED of each galaxy, to be consistent with the total amount of stellar luminosity absorbed by dust.

6.3 Redshift evolution of $K$-band luminosity function

Figure 21 shows the redshift evolution of rest-frame $K$-band LF. The observational data are obtained by Cirasuolo et al. (2010). The model well reproduces the bright-end of LFs even at $z = 2.0$, which was not able to reproduce in our previous model. In new model, formation of massive galaxies are suppressed by AGN feedback only at low-redshift, and therefore the model can reproduce the bright-end LFs of local and high-$z$ galaxies at the same time. On the other hand, the model overestimates the abundance of dwarf galaxies over all redshift range. This discrepancy might suggest that SN feedback should be more efficient at high-$z$. However, there still remains some uncertainties in the observation. For example, cosmic variance, systematic error in $k$-correction, and incompleteness of the survey due to a surface brightness limit will affect the measurement of the faint-end slope of high-$z$ $K$-band LFs.

7 Summary

In this paper we present a new cosmological galaxy formation model, ν₂GC, as an updated version of our previous model,
1. We tuned the model to fit the local $r$- and $K$-band LFs and H$_I$ MF by using a MCMC method. As a result, the model has succeeded well in reproducing these observables at the same time.

2. The model well reproduces the scaling relations between the size and the magnitude, and the rotation velocity and the magnitude of spiral galaxies. For elliptical galaxies, the model roughly well reproduces the observed size-magnitude relation and the velocity dispersion-magnitude relation. However, for bright elliptical galaxies, the model underpredicts both of the size and the velocity dispersion. We need to improve the model related to the galaxy merger and formation process of the bulge component.

3. The model well reproduces the observed bimodal distribution in color for bright galaxies. On the other hand, the model predicts redder color for dwarf galaxies comparing with the observations. This might be caused from our oversimplified prescription for star formation, SN feedback and stripping of hot gas.

4. For massive galaxies ($M_{\text{star}} > 10^{10} M_\odot$), model well reproduces the observed scaling relation between the stellar mass and gas phase metallicity at $z = 0$. However the model underpredicts metallicity of dwarf galaxies. This might also be caused by our oversimplified treatment of star formation and SN feedback. In addition, assumed IMF would also affect it.

5. The observed scaling relation between the bulge mass and SMBH mass, and MF of local SMBHs are well reproduced in our model.

6. The cosmological evolution of star formation rate density and UV luminosity density predicted by our model are well agree with the observations. We found that the model roughly reproduces the redshift evolution of total IR luminosity density. We also compared the redshift evolution of the rest-frame $K$-band LFs, and found that the model well reproduces the bright-end of LFs at $0 < z < 2$.

Since the main aim of this paper is to present the details of the calculation method of our model, we compared the model only with some basic observables mentioned above. Subsequent papers will discuss another topics related to galaxy formation: the clustering properties of quasars, the origin of cosmic NIR background, the properties of sub-millimeter galaxies, for example.

The results of our model, including the LFs in several wavebands, mass functions, and the mock galaxies, are publicly available on the web$^1$.
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