Jet tagging algorithm of graph network with HaarPooling message passing
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I. INTRODUCTION

As an event in high energy collisions, a jet refers to a collimated spray of hadrons observed by detectors as a signature of quarks and gluons. In Large Hadron Collider (LHC), jets with dynamic information combined from different detector components are experimentally reconstructed by particle flow algorithms [1–3]. One of the prime study on jet is to specify the origin of a jet from a type of elementary particle, called jet tagging. Since the character of the source particles can be surmised from the properties of jets, for example, jets initiated by gluons generally have more extensive energy spread than by quarks. The information of these initial elementary particles could facilitate key tasks in high-energy physics (HEP) and have shown its great potential for quark-gluon tagging with graph representation of jet events. In this paper, we introduce an approach of GNNs combined with a HaarPooling operation to analyze the events, called HaarPooling Message Passing neural network (HMPNet). In HMPNet, HaarPooling not only extracts the features of graph, but embeds additional information obtained by clustering of k-means of different particle features. We construct Haarpooling from five different features: absolute energy logE, transverse momentum logpT, relative coordinates (Δη, Δϕ), the mixed ones (log E, log pT) and (log E, log pT, Δη, Δϕ). The results show that an appropriate selection of information for HaarPooling enhances the accuracy of quark-gluon tagging, as adding extra information of log pT to the HMPNet outperforms all the others, whereas adding relative coordinates information (Δη, Δϕ) is not very effective. This implies that by adding effective particle features from HaarPooling can achieve much better results than solely pure message passing neutral network (MPNN) can do, which demonstrates significant improvement of feature extraction via the pooling process. Finally we compare the HMPNet study, ordering by pT, with other studies and prove that the HMPNet is also a good choice of GNN algorithms for jet tagging.

Recently methods of graph neural networks (GNNs) have been applied to solving the problems in high energy physics (HEP) and have shown its great potential for quark-gluon tagging with graph representation of jet events. In this paper, we introduce an approach of GNNs combined with a HaarPooling operation to analyze the events, called HaarPooling Message Passing neural network (HMPNet). In HMPNet, HaarPooling not only extracts the features of graph, but embeds additional information obtained by clustering of k-means of different particle features. We construct Haarpooling from five different features: absolute energy logE, transverse momentum logpT, relative coordinates (Δη, Δϕ), the mixed ones (log E, log pT) and (log E, log pT, Δη, Δϕ). The results show that an appropriate selection of information for HaarPooling enhances the accuracy of quark-gluon tagging, as adding extra information of log pT to the HMPNet outperforms all the others, whereas adding relative coordinates information (Δη, Δϕ) is not very effective. This implies that by adding effective particle features from HaarPooling can achieve much better results than solely pure message passing neutral network (MPNN) can do, which demonstrates significant improvement of feature extraction via the pooling process. Finally we compare the HMPNet study, ordering by pT, with other studies and prove that the HMPNet is also a good choice of GNN algorithms for jet tagging.

I. INTRODUCTION

As an event in high energy collisions, a jet refers to a collimated spray of hadrons observed by detectors as a signature of quarks and gluons. In Large Hadron Collider (LHC), jets with dynamic information combined from different detector components are experimentally reconstructed by particle flow algorithms [1–3]. One of the prime study on jet is to specify the origin of a jet from a type of elementary particle, called jet tagging. Since the character of the source particles can be surmised from the properties of jets, for example, jets initiated by gluons generally have more extensive energy spread than by quarks. The information of these initial elementary particles could facilitate key tasks in high-energy physics (HEP) experiments, such as searching for new particles and estimating the Standard Model processes.

In past decades, researches on jet tagging via QCD theory have never stopped and continuously improved for quark and gluon jets [4–8], top jets [9–14] and jets from bottom quarks [15–17]. Recently, methods of deep learning (DL) have been applied to studying jet classification, by constructing a representation of event paired with a corresponding analysis method, such as particle calorimeter images with convolutional neural networks (CNNs) [18–22], particle lists with recurrent neural networks (RNNs) [23–26], and collections of ordered inputs with dense neural networks (DNNs) [27–29]. Moreover, energy flow networks (EFNs) treat jet tagging model under the framework of deep sets, which respect

infrared and collinear safety by construction [30, 31]. Interaction networks (INs) also have great potential in identifying all-hadronic decays of high-momentum heavy particles [32]. Compared to previous traditional approaches, methods of DL not only could better handle large amount of sophisticated data generated by modern detectors, but also are powerful in analyzing complex internal relations from limited input, leading to great advantages in dealing with jet tagging.

Previous researches have shown that graph neural networks (GNNs) can well handle collision events [33–35]. For jet tagging, an event usually contains the information of a set of particles with certain kinematic features. As a sensitive probe for classification, the geometrical relationship between these particles can be represented by a geometrical pattern of multiple entities, i.e., the structure of a graph. This graph representation of jets is very flexible as input to DL, which has clear information of particles and does not require additional sorting or information. In Refs. [36–38] the graph representation has been applied to jet classification of high-momentum heavy particles via message passing neutral network (MPNN), an algorithm of GNNs. A similar representation called “particle cloud” treats a jet as an unordered set of particles, paired with dynamic graph convolutional neural network (DGCNN) as ParticleNet (PN) [39]. Methods of autoencoder based on GNNs are also used to distinguish QCD jets and non-QCD jets [40, 41]. As a framework of GNNs, LundNet [42–44] has been proposed for jet tagging in the Lund plane [45], by transforming the Lund tree into a graph. And LorentzNet, a symmetry-preserving model of GNNs, describes the particle cloud representation of a jet by the neural network architecture under Lorentz-equivariant [46, 47]. These successful attempts inspire us to deal with jet tagging problems via graph
representations and GNNs.

Graph pooling is a technique used to reduce the dimension and extract the features of graphs, which usually appear with the convolutional layers [48]. The most widely used methods are graph clustering algorithms [49–52], as well as some other ones which have been lately studied [53–56]. HaarPooling is a graph pooling operation to compress and filter graph features [57], based on compressive Haar transforms. One of its important characteristics is, the basis for forming a Haar matrix is computed by a clustering step from the input graph, which means additional input-related information can be passed to the ML process via the Haar matrix. For quark-gluon tagging using GNNs, HaarPooling makes it possible to embed extra particle features to filter and enhance the message passing.

In our work, we combine HaarPooling with MPNN to build a new network structure, called HaarPooling Message Passing neural network (HMPNet). On one hand, jet events are transformed into a graph representation as input for GNN, and the tagging can be achieved by training with the process of message passing and self-updating [37, 39]. On the other hand, in the updating process of the algorithm, the additional particle feature is embedded through the compressive Haar basis matrix of pooling, which makes the extraction and classification of features more relevant to the input. This means the pooling for compression also becomes an operation for adding fine information of input. For test, we implement the HMPNet to the quark-gluon tagging of the process \( pp \rightarrow Z/\gamma^* + j + X \rightarrow \mu^+\mu^- + j + X \), and use different particle features such as absolute energy \( \log E \), transverse momentum \( \log p_T \), the relative coordinates \( (\Delta \eta, \Delta \phi) \), the mixed ones \( (\log E, \log p_T) \) and \( (\log E, \log p_T, \Delta \eta, \Delta \phi) \) to generate the Haar matrix by clustering the input, respectively. We analyse the influences of different particle features, and compare the results of \( \log p_T \) with the counterparts of other algorithms, which shows a remarkable improvement of performance.

The main structure of this paper is as follows. In Section II.1, the graph representation of jets will be given. Section II.2 gives the method of MPNN. Section II.3 includes the conceptions of graph pooling and Haar matrix. In Section II.4, the method of embedding particle features to Haar matrix is illustrated. In Section II.5, we explain the detailed process of HMPNet. In Section III.1, the input data and settings of HMPNet are listed. Section III.2 shows our major findings. Section IV is the conclusion of this work.

II. METHODOLOGY

II.1. Graph representation of jets

In the language of GNNs, an undirected graph \( \mathcal{G} = (\mathcal{V}, \mathcal{E}, \mathcal{X}, \mathcal{W}) \) is defined with nodes (vertices) \( \mathcal{V} \), edges \( \mathcal{E} \), weights of nodes \( \mathcal{X} \) and of edges \( \mathcal{W} \). Each node \( v_i \in \mathcal{V} \) has its feature vector \( x_i \in \mathcal{X} \), and for the edge weight \( \mathcal{W} \), it is always given in the form of an weight matrix \( d_{ij} \) in which the element is given for the edge between \( i \)-th and \( j \)-th nodes in the graph. And the number of nodes is defined as \( N = |\mathcal{V}| \).

Usually, the information of a jet reconstructed from detectors in high-energy collision includes: the three Cartesian coordinates of the momentum \( (p_x, p_y, p_z) \), the absolute energy \( E \), the pseudorapidity \( \eta \), the azimuthal angle \( \phi \), the transverse momentum \( p_T \) and so forth. For the feature vectors \( x_i \), we use 10 variables of jet information as components of \( x_i \) similar to Ref. [39], as shown in Table I. The dynamic information of objects includes \( \log p_T \), \( \log E \), the relative energy \( \log E_{E(jets)} \) and the relative transverse \( \log p_T_{E(jets)} \). In addition, \( q \) denotes the electric charge of object and the rest four features are particles identity (PID) information. The dimension of \( x_i \) is \( N \times d_x \), where \( d_x = 10 \) is the dimension of the feature space.

For graph representation, we also need to identify a parameter as the edge weight \( d_{ij} \). From the point view of jet axis, the relative distance \( \Delta R = \sqrt{\Delta \eta^2 + \Delta \phi^2} \) from the jet center is a suitable choice, where the relative coordinates \( \Delta \eta = \eta_i - \eta_j \) and \( \Delta \phi = \phi_i - \phi_j \) denote the angle difference between the \( i \)-th with \( j \)-th particle in jet axis. By the definition of \( \Delta R \), the edge weight is given by,

\[
d_{ij} = \sqrt{\Delta \eta^2 + \Delta \phi^2}.
\]

As an illustration, we show the graph events of the process \( pp \rightarrow Z/\gamma^* + j + X \rightarrow \mu^+\mu^- + j + X \) by Monte Carlo simulations in Fig. 1. As a graph representation with \( N \) nodes, each component of \( x_i \) is a vector of \( d_x \) elements of jet information, with \( N = 9 \) and \( d_x = 10 \). So \( d_{ij} \) is an \( N \times N \)-dimensional symmetric, matrix with all the diagonal elements being 0. Since \( \phi \) is not encoded in the node features, the graph representation is invariant under rotation in \( \phi \).

II.2. MPNN algorithm

The flexible and complete feature of graph makes it a natural and promising representation of jets; on the other hand, to choose a paired algorithm of GNNs also requires careful thought. Message Passing Neural Networks (MPNN) is introduced as a powerful and efficient supervised algorithm of GNNs which can learn geometric representations as well, especially the edge features \( d_{ij} \) [38, 58]. By finding the optimized parameters in the nonlinear network model via training, one can obtain the classification as output of MPNN, from the input graph representation of jets.

To start the process of MPNN, the feature vectors \( x_i \in \mathbb{R}^{N \times d_x} \) are embedded into a matrix consisting of higher dimensional state vectors \( s_i^{(0)} \in \mathbb{R}^{N \times d_s} \), with \( d_s > d_x \), by an embedding function \( f_e \):

\[
s_i^{(0)} = f_e(x_i).
\]

Here \( s_i^{(0)} \) is only related to \( x_i \) without any information of the graph structure. To encode the whole event graph into each node state vector, message vector \( m_i^{(1)} \) is introduced to pass the message of \( s_i^{(t-1)} \) and edge weight \( d_{ij} \) via the message
TABLE I. Input variables used in the quark-gluon tagging task with PID information.

| Feature of graph representation | Variable | Definition |
|---------------------------------|----------|------------|
|                                  | $\log p_T$ | logarithm of the particle’s $p_T$ |
|                                  | $\log E$   | logarithm of the particle’s energy |
| $\vec{x}_i$                     | $\log \frac{p_T}{E_{(jet)}}$ | logarithm of the particle’s $p_T$ relative to the jet $p_T$ |
|                                  | $\log \frac{E}{E_{(jet)}}$ | logarithm of the particle’s energy relative to the jet energy |
|                                  | $q$        | electric charge of the particle |
|                                  | isElectron | 1 if the particle is an electron else 0 |
|                                  | isMuon     | 1 if the particle is a muon else 0 |
|                                  | isChargedHadron | 1 if the particle is a charged hadron else 0 |
|                                  | isNeutralHadron | 1 if the particle is a neutral hadron else 0 |
|                                  | isPhoton   | 1 if the particle is a photon else 0 |
| $d_{ij}$                        | $\Delta \eta_{ij}$ | difference in pseudorapidity between the $i$-th and $j$-th particle in jet axis |
|                                  | $\Delta \phi_{ij}$ | difference in azimuthal angle between the $i$-th and $j$-th particle in jet axis |

FIG. 1. An event graph with node and edge weights for a specific simulated event of the process $pp \rightarrow Z/\gamma^* + j + X \rightarrow \mu^+ \mu^- + j + X$.

By the repetition of the message passing procedure, the information of feature from each node and edge continuously passes to the other ones, until each node state contains the information of all other nodes and relations in the entire graph after $T$ iterations. At this time, they can be regarded as the event features automatically extracted from the input event graph. Next, each node votes a number as the likeness of the event to be signal-like, based on its own state vector. Meanwhile, the signal-like probability $y$ is calculated by the voting passing function $f_m$ in the $t$-th iteration as

$$ m_i^{(t)} = \sum_{j \neq i} m_{i \rightarrow j}^{(t)} = \sum_{j \neq i} f_m^{(t)}(s_j^{(t-1)}, d_{ij}), $$

and update its state vector

$$ s_i^{(t)} = f_u^{(t)}(s_i^{(t-1)}, m_i^{(t)}), $$

where $f_u^{(t)}$ is the update function. This is how a node $i$ collects the messages sent from other nodes in the $t$-th iteration in the message passing layer.
function averaged over the number of nodes $N = |\mathcal{V}|$ as
\[ y = \frac{1}{N} \sum_i f_v(s_i^{(T)}). \] (5)

The whole ML process directly extracts features to discrimination scores $y$ from event graphs. However, the MPNN only performs feature extraction through message passing, and does not have an extra process of feature compression and filtering, which affects the quality of the extracted features for the classification of output. Usually, a pooling layer is added to GNNs to reduce the dimension of the previous process. Here we would like to combine a HaarPooling operation with the MPNN as a graph pooling process, not only to improve the capability of feature extraction, but to embed additional raw information on particle features for enhancing the message passing and updating. The additional information of particles added during ML process can provide richer content for message passing and guide feature extraction for classification, according to the filtering and compression of the pooling operator. Since the particle features behind jet events have very complex correlations for classification, it is necessary to enhance feature passing, filtering and updating in the process of GNNs to deal with this kind of problems.

II.3. Haar graph pooling

Graph pooling methods are aiming at graph structure reduction, which eases the confusion of context between nodes further in the graph. It is also known as graph coarsening, which starts with a coarser version of the graph [59]. A coarse-grained graph $\mathcal{G}_c = \{\mathcal{V}_c, \mathcal{E}_c, \mathcal{X}_c, \mathcal{W}_c\}$ of $\mathcal{G} = \{\mathcal{V}, \mathcal{E}, \mathcal{X}, \mathcal{W}\}$ means that, each node $v^{(c)} \in \mathcal{V}_c$ is a cluster of $\mathcal{G}$: $v^{(c)} = \{v \in \mathcal{V} \mid v \text{ has parent } v^{(c)}\}$ if $|\mathcal{V}_c| \leq |\mathcal{V}|$. Each node of $\mathcal{G}_c$ is called a cluster of $\mathcal{G}$. Then a graph coarsening chain $\mathcal{G}_{0 \rightarrow J} := (\mathcal{G}_0, \mathcal{G}_I, \cdots, \mathcal{G}_J)$ can be built from the original graph $\mathcal{G}_0$ to the $J$-th coarsened graph $\mathcal{G}_J$, where $J$ is a positive integer [60].

Ordering $\mathcal{V}_c$ by node weights or other related quantities as $\mathcal{V}_c = \{v^{(c)}_1, \cdots, v^{(c)}_{N_c}\}$ for $N_c = |\mathcal{V}_c|$, the vectors $\phi_l^{(c)} \in \mathbb{R}^{N_c}$ on $\mathcal{G}_c$ can be defined as
\[ \phi_l^{(c)}(v^{(c)}) = \frac{1}{\sqrt{N_c}}, \quad v^{(c)} \in \mathcal{V}_c, \] (6)
and for $l = 2, \cdots, N_c$,
\[ \phi_l^{(c)}(v^{(c)}) = \sqrt{\frac{N_c - l + 1}{N_c - l + 2}} (\chi_l^{(c)} - \sum_{j=1}^{N_c} \chi_j^{(c)}), \] (7)
where the indicator function for the $j$-th vertex $v^{(j)} \in \mathcal{V}_J$ on $\mathcal{G}_{J-1}$ is given by
\[ \chi_j^{(c)}(v^{(c)}) = \begin{cases} 1, & v^{(c)} = v^{(j)}_c, \\ 0, & v^{(c)} \in \mathcal{V}_c \setminus \{v^{(j)}_c\}. \end{cases} \] (8)

Then, an orthonormal basis can be formed by the $\{\phi_l^{(c)}\}_{l=1}^{N_c}$ as each $v \in \mathcal{V}$ belongs to an exact cluster $v_c \in \mathcal{V}_c$ [57]. So each vector $\phi_l^{(c)}$ on $\mathcal{G}_c$ can be expressed as a vector on $\mathcal{G}$ by
\[ \phi_{l,1}(v) = \frac{\phi_l^{(c)}(v^{(c)})}{\sqrt{|\mathcal{V}^{(c)}|}}, \quad v \in \mathcal{V}^{(c)} \text{ and } l = 1, \cdots, N_c. \] (9)

As the cluster size $|\mathcal{V}^{(c)}| = m_l$ is also the number of nodes in $\mathcal{G}$ having common parents $v^{(c)}$. By ordering $v^{(c)}_l = \{v^{(c)}_{l,1}, \cdots, v^{(c)}_{l,m_l}\} \subseteq \mathcal{V}$, the orthonormal basis for $m = 2, \cdots, m_l$ is defined as
\[ \phi_{l,m} = \frac{m_l - m + 1}{m_l - m + 2} \left( \chi_{l,m-1} - \sum_{j=m}^{m_l} \chi_{l,j} \right), \] (10)
where
\[ \chi_{l,j}(v) = \begin{cases} 1, & v = v^{(c)}_{l,j}, \\ 0, & v \in \mathcal{V} \setminus \{v^{(c)}_{l,j}\}, \end{cases} \quad j = 1, \cdots, m_l. \] (11)

With this orthonormal basis $\phi_{l,m}$ for $l = 1, \cdots, N_c$ and $m = 1, \cdots, m_l$, the Haar basis for the $j$-th layer can be defined as $\{\phi_l^{(j)}\}_{l=1}^{N_J}$ in a chain $\mathcal{G}_0 \rightarrow J$ for $j = 0, \cdots, J - 1$, by repeating the generation steps from Eq. (6) to (10) for $0 \to j$-th layers. And the compressed Haar basis is $\{\phi_l^{(j)}\}_{l=1}^{N_{J+1}}$ for $N_{J+1} \leq N_J$.

For the pooling process, a dimensionality reduction from $\mathcal{G}_J \in \mathbb{R}^{N_J \times N_J}$ to $\mathcal{G}_{J+1} \in \mathbb{R}^{N_{J+1} \times N_{J+1}}$ for $N_{J+1} < N_J$ requires a mapping from elements of an $N_J$ size vector to $N_{J+1}$, which can be achieved by a transformation matrix. For this purpose, here we introduce the Haar basis matrix for the $j$-th layer $\Phi_{N_J \times N_j}^{(j)} = \{\phi_1^{(j)}, \cdots, \phi_{N_j}^{(j)}\} \in \mathbb{R}^{N_J \times N_j}$ based on $\{\phi_l^{(j)}\}_{l=1}^{N_j}$, which also can be shortly written as $\tilde{\Phi}_j$, and the compressive Haar basis matrix $\Phi_{N_{J+1} \times N_J}^{(j)} = \Phi_j$ for $N_{J+1} < N_J$ [57]. This transformation process is called “HaarPooling” for a GNN with $K$ pooling layers as
\[ X_{out} = \Phi_J X_{fin}, \quad j = 0, 1, \cdots, K - 1, \] (12)
where the input feature array $X_{in} \in \mathbb{R}^{N_{J+1} \times d}$ and the output $X_{out} \in \mathbb{R}^{N_J \times d}$ for $N_{J+1} < N_J$. For the last graph of chain, $\mathcal{G}_J$, $N_K = |\mathcal{V}_J| = 1$.

By the definition, we know that the nodes $\{v_1^{(c)}, \cdots, v_{N_c}^{(c)}\}$ forming the Haar basis $\{\phi_1^{(c)}, \cdots, \phi_{N_c}^{(c)}\}$ can be determined by the ordering of node weights. It means that the values of the Haar matrix are different, depending on the sorting methods. This allows us to reorder and classify nodes according to different values of weights, and pass the information of distribution or labels of clusters to enhance feature extraction during GNN process through the Haar matrix. In our study, the jet events are clustered ones according to different information of particles passing to pooling by $\Phi_j$, which will be explained as follows.

II.4. The cluster information of particles

According to the information of jet events for graph representation in Table I, we choose the features commonly used.
in HEP for clustering: absolute energy \( \log E \), transverse momentum \( \log p_T \), and relative coordinates \( (\Delta \eta, \Delta \phi) \). These metrics are directly related to the properties of particles, which can guide us to classify the particles behind the jets. To test the impacts of complex features on jet tagging, we also employ the mixed ones \((\log E, \log p_T, \log E, \log p_T, \Delta \eta, \Delta \phi)\) to order clusters. From the perspective of graph representation, the nodes are sorted from these components of features respectively, to construct the Haar basis \( \{\phi_i^{(0)}\}_{i=1}^{N_0} \) of the original graph \( G_0 \) and the corresponding Haar matrix \( \tilde{\Phi}_0 \in R^{N_1 \times N_0} \). Then the compressive Haar basis matrix \( \Phi_0 \in R^{N_1 \times N_0} \) for \( N_1 < N_0 \) leading to the next chain layer \( G_1 \) can be directly addressed.

In detail, we only keep the information of the top 100 particles in order of momentum for each data of events, for which the excessive particles are not considered or the original data is retained if insufficient [32]. The particles in each event is clustered by the \( k \)-means method [61] for \( \log E, \log p_T, (\Delta \eta, \Delta \phi), (\log E, \log p_T) \) and \( (\log E, \log p_T, \Delta \eta, \Delta \phi) \) respectively. The label information of particle features can be obtained by the clustering, and the different structures of \( \Phi_0 \) can be achieved from the different cluster labels by the three kinds of sorting, as shown in Fig. 2. The number of labels in each event is determined by the number of particles and the pooling rate. In the actual process, we first normalize the variable which carries the particle feature to \([0, 1]\), and cluster the particles in each event separately. The number of labels is set to particle number in each event times pooling rate. Particles in different events are assigned to all or part of the labels according to the number and information distribution of particles. The pooling rate is set to 0.6, and also, we will discuss the impact of different pooling rates on the results in Subsection III.2. The \( k \)-means clustering on 500 events separately costs 17s.

Now, particle features are transformed into the full frequency Haar base \( \Phi_0 \) by calculating a fixed \( \phi^{(0)} \) with the clustering information, and each \( \phi^{(0)} \) represents different frequency in spectral space [57]. The low-frequency coefficients have the local information and the high-frequency coefficients contain the fine details of the observable space. It means in the low frequency space particles with the same clustering label have close value of elements in Haar matrix, but this does not happen in high-frequency space. From that \( \Phi_0 \) can learn information of different frequency from the ordering of \( \log E, \log p_T, (\Delta \eta, \Delta \phi), (\log E, \log p_T) \) and \( (\log E, \log p_T, \Delta \eta, \Delta \phi) \), respectively. In Fig. 3, the values of low-frequency coefficients obtained by \( \log p_T \) and \( \log E \) show the information of local clusters as the “square-like” structure, and it also happens in the mixed ordering of \( \log E, \log p_T \). However, this structure disappears in the low-frequency coefficients obtained by \( \Delta \eta, \Delta \phi \) and \( \log E, \log p_T, \Delta \eta, \Delta \phi \) in the space of \( \log p_T \), since \( \log p_T \) nearly has no relation to \( \Delta \eta, \Delta \phi \). This indicates that the information of \( \Phi_0 \) is more complete by choosing less related features for clustering. The compressive Haar basis matrix \( \Phi_j \) is dynamically updated with the set of \( k \)-means clustering labels which are all related to the order of input nodes, so the pooling operator is also permutation invariant.

From the perspective of graph pooling, this labeling of clusters is a process of dividing nodes \( v^{(0)} \) in \( G_0 \) into different groups with certain patterns, and then map all their information to a \( “supernode” \), respectively. These \( “supernodes” \) constitute the nodes \( v^{(1)} \) of \( G_1 \), and with the chain process the number of nodes in each layer is decreasing until \( G_J \). Since graph pooling is a process of extracting feature and compressing information, too much coarsening would lead to a huge loss of detailed information from \( G_0 \). In our study, pooling was performed only twice as \( G_{0 \rightarrow 1} \): In the mapping of \( G_{0 \rightarrow 1} \) we used the label information of clustering to construct \( \Phi_0 \), and for \( G_{1 \rightarrow 2} \) only the sets of partitions selected by cluster centers are adopted.

![FIG. 2. Example of clustering images for background (gluon) and signal (quark) in columns, with the clustering by \( \log E, \log p_T \), \( (\Delta \eta, \Delta \phi) \), \( (\log E, \log p_T) \) and “ALL” for \( (\log E, \log p_T, \Delta \eta, \Delta \phi) \) in rows, respectively. The size of nodes is proportional to \( E \), and the nodes owning the same color belong to the same cluster.](attachment:figure.png)
II.5. The HMPNet structure

The structure of our HMPNet algorithm is shown in Fig. 4, as a process of the MPNN combined with the Haar-Pooling. The input data is the node weights $x_i \in R_{d_x \times N_0}$ from Section II.1, which is $d_x = 10$ and $N_0 = 30$ in our study. To embed $x_i$ in $s^{(0)}_i \in R_{d_s \times N_0}$ for $d_s = 40$ as Eq. (2), the embedding function of NN is given by

$$f_e(x_i) = \text{relu}(W_e x_i + b_e),$$

where $W_e$ and $b_e$ are hyper-parameters of NN. $\text{relu}$ is the Linear rectification function for activation. As a part of the MPNN, the initial information of $s_i^{(0)}$ is continuously updated and passed to $s_i^{(t)}$, which is an iterative process from 0 to $T$. Combined with the Haar-Pooling from $G_0 \rightarrow J$, we keep the iteration steps of MPNN consistent with the pooling layers of graph chain, i.e., $J = T = 2$, as the steps inside the large grey dotted box of Fig. 4.

For $s_i^{(t)}$, $t = 0$ and 1, the message vector $\textbf{m}_i^{(t)}$ of Eq. (3) is achieved by the message passing function

$$f_m^{(t)}(s_i, s_j, d) = \text{relu}(W_m^{(t)}(s_i \oplus s_j \oplus [d]) + b_m^{(t)}),$$

with hyper-parameters $W_m^{(t)}$ and $b_m^{(t)}$. Here $\oplus$ means vector concatenation. Here $s_i$ is connected to $s_j$ so that it can learn information from both sides of an edge in graph representation. As $d_{ij}$ is a real number, to keep the same dimension as $s_i$ for passing message easily, it is better to map $d_{ij}$ into a vector $[d]$ by an non-normalized Gaussian basis

$$[d] : (d_{ij})_k = e^{- \frac{(d_{ij} - \mu_k)^2}{2\sigma^2}}.$$  

Here the mean value $\mu_k$ is chosen from $[0, 5]$ as a uniform distribution: $\mu_1 = 0, \mu_2 = 0.25, \cdots, \mu_{20} = 4.75, \mu_{21} = 5$. $\sigma = 0.25$, so $(d_{ij})_k$ is a 21-dimensional vector with component information of $N_0 \times N_0$. For each iteration $t$, it is updated as $[d]^{(t)}_k$ of $21 \times N_i^2$. This step is borrowed from the idea of radio basis function (RBF) networks and has been shown to give better results than using $d_{ij}$ [36]. It should be noted that to ensure the uniformity of dimensions, $s_i^{(0)}$ is repeatedly referred to as the dimension of $d_s \times N_i^2$. And with the connection $s_i^{(t)} \oplus s_j^{(t)}$, it turns to $2 \times d_s \times N_i^2$ for an extra $d_s$ dimension of $s_j^{(t)}$. By the summation of $f_m^{(t)}$ in Eq. (3), the dimension of $\textbf{m}_i^{(t)}$ is back to $d_s \times N_i$.

The update process is the same as in Eq. (4), but the output is not directly used as $s_i^{(t+1)}$, which is represented by $u_i^{(t+1)}$ now. The update function can be expressed as

$$f_u^{(t)}(s_i, \textbf{m}) = \text{relu}(W_u^{(t)}(s_i \oplus \textbf{m}) + b_u^{(t)}),$$

of hyper-parameters $W_u^{(t)}$ and $b_u^{(t)}$. Here $u_i^{(t+1)} = f_u^{(t)} \in R^{N_i \times d_s}$ is set as the input feature array for Haar Pooling:

$$s_i^{(t+1)} = \Phi_i^T u_i^{(t+1)}, \quad j = 0 \text{ and } 1,$$

where the output $s_i^{(t+1)} \in R^{N_i \times d_s}$ and $N_i > N_{i+1}$. To guide the eye, the process to address the compressive Haar matrix $\Phi_i$ from particle features (see Section II.4) is also drawn as the red path in Fig. 4. An iterative process $t$ ends here and the updated $s_i^{(t+1)}$ is regarded as the new input for the $(t + 1)$-th iteration. To optimize this update process, we also use the technique of skip connection [62].

For the last iteration $T = 2$, similar to Eq. (5), the signal such as probability $y$ is given by the voting function

$$f_v(s_i^{(T)}) = \text{sigmoid}(W_v s_i^{(T)} + b_v),$$

FIG. 3. Example images of the full frequency Haar bases $\hat{\Phi}$ for background (gluon) and signal (quark) by $\log E$, $\log p_T$, $(\Delta n, \Delta \phi)$, $(\log E, \log p_T)$ and “ALL” for $(\log E, \log p_T, \Delta n, \Delta \phi)$. Here we show the $67 \times 67$ Haar matrices selected from the first $67$ particles in a jet event sorted by $p_T$ with $k = 3$ (clusters) for 100 times average. The abscissa from 0 to 67 is the frequency from low to high. The size of the matrix element values is represented by different colors.
FIG. 4. The flow chart illustrating the framework of HMPNet. The blue and brown paths are the input flows of the node weight $x_i$ and edge weight $d_{ij}$. The red path represents the process to form the compressive Haar basis $\phi$. The part in large grey dotted box is for the iteration steps from $t = 0$ to 1. The grey path is the output of the iteration area. The labels below each quantity indicates its dimensions.

where $W_v$ and $b_v$ are hyper-parameters of NN. The sigmoid refers to the activate sigmoid function. Different from Eq. (5), the summation is not required here because $s_i^{(T)}$ is a vector of $d_s$ components at the end of graph pooling for $G_T$ with $N_T = 1$:

$$y = f_v(s_i^{(T)}).$$

Here we also consider event selection efficiency $\epsilon$ by selecting events with a specific cut threshold $\theta_y$ and only events with $y > \theta_y$ are singled out[36]. Our hierarchical approach extracts local information of observable space at different scales.

For each training epoch, we adopted binary-cross-entropy as the loss function for optimization. The ML process is shared for all nodes, and the output does not change with the permutation of input sorted nodes. Our graph feature matrix $s_i^{(t)}$ is not fixed but dynamically updated after each layer of the network.

III. RESULTS AND DISCUSSION

III.1. Data and settings

Quark-gluon tagging, aiming to distinguish jets initiated by quarks (signal) and gluons (background), is an important HEP focus related to search for new physics at the LHC. We use the dataset in Ref. [30], to evaluate the performance of the HMPNet. The quark and gluon jets are generated with PYTHIA 8.226[63, 64] with Z decaying to neutrinos, in which $Z \rightarrow \nu \bar{\nu} + (u, d, s)$ as singal jet and $Z \rightarrow \nu \bar{\nu} + g$ is background jet, at $\sqrt{s} = 14$ TeV. The FastJet 3.3.0 [65] is used to cluster final-state non-neutrino particles into $R = 0.4$ anti–$k_T$ jets[66]. Only the jets with transverse momentum $p_T \in \{500, 550\}$ GeV and rapidity $|y_{\text{rap}}| < 2$ are considered. No detector simulation is performed here. We follow the recommended splitting dataset to $1.6M/200k/200k$ events, for training, testing and evaluation of the method respectively. The PID information is also used for our jet tagging as the last four components of $x_i$ in Table I.

The HMPNets is implemented in the open-source DL framework PyTorch 1.8.0 with TensorFlow 2.3.0, so as to compare the MPNN in Ref. [36]. They were all trained on two NVIDIA 2080 Ti GPUs in parallel. The Adam optimizer [67] is used to speed up the training process of the GNNs. The batch size is set to 160 and GradualWarmupScheduler [68] is chosen to optimize the training process. In detail, a warm-up period lasting 4 epochs is applied before reaching the initial learning rate $1 \times 10^{-3}$, and a CosineAnnealingWarmupScheduler learning rate schedule by a factor of 2 at every restart [69] is adopted for the next 28 epochs. Finally, an learning rate of exponential decay, of exponent 0.5, is used for the last 3 epochs, similar as in [47]. So the total number of training epochs is 35.

III.2. Results

For simplicity, we denote the results of HMPNets with the Haar base information from the ordering of $\log p_T$, $\log E$, $(\Delta \eta, \Delta \phi)$, $(\log E, \log p_T)$ and $(\log E, \log p_T, \Delta \eta, \Delta \phi)$, respectively. In Fig. 5, the selection efficiency curves of the results show that all of them can distinguish the background and the signal well. However, it is difficult to tell the difference of the results by the naked eyes, so we compare them across metrics lists in Table II. The receiver operating characteristic (ROC) is obtained from the true positive rates $\epsilon_B$ and false positive rates $\epsilon_B$ with a changing decision threshold. Usually for two curves of ROC, their difference can be evaluated by the area under the ROC curve (AUC). Another important metric is the background rejection at a certain signal efficiency $R_{\epsilon_s} = 1/\epsilon_B @ \epsilon_s$ for $R_{\epsilon_s}=50\%$ and $R_{\epsilon_s}=30\%$. From Table II, it is obvious that the performance of $\log P_T$ is the best among all the metrics, which indicates that $P_T$ is probably the
most relevant particle feature for jet tagging. From the column of accuracy, it seems that most particle features do not show much different influence on the results, except that the AUG and $R_{\varepsilon_S}=50\%$ of $(\Delta \eta, \Delta \phi)$ are not as good as other orderings. We hence conjecture that the coordinate information of $(\Delta \eta, \Delta \phi)$ may be less relevant to particle classification, whose joining only makes the results more skewed. From the results of $(\log E, \log p_T)$ and $(\log E, \log p_T, \Delta \eta, \Delta \phi)$, it shows that adding more information is not helping, but may interfere with the learning of NN. Therefore, choosing appropriate information for the Haar basis is very crucial. It is worth noting that we also give the results of MPNN without HaarPooling in the last row of Table II. For each metric the MPNN result is worse than any others with additional particle features, which indicates the HaarPooling process has significantly enhanced the power of NN to extract and learn particle features.

The loss history of HMPNet with different particle features is shown in Fig. 6. All the loss functions converge smoothly at epoch = 35, so that the results are relatively stable and convincing. We take the average of five independent runs, and by tests the results are very robust with nearly negligible deviation when $\varepsilon_S > 0.2$. We also give the accuracy and AUC of HMPNet with particle features $\log p_T$, $\log E$, $(\Delta \eta, \Delta \phi)$, $(\log E, \log p_T)$ and $(\log E, \log p_T, \Delta \eta, \Delta \phi)$ by different pooling rates of $0.4, 0.6$ and $0.8$ in Table III. From Table III one can see the results remain nearly unchanged with the pooling rate when it is larger than $0.4$, which also indicates the results of HMPNet are stable and only affected by different particle features.

| Particle feature | Pooling rate | Accuracy | AUC |
|-----------------|-------------|----------|-----|
| $(\log p_T)$    | 0.4         | $0.845 \pm 0.001$ | $0.9180 \pm 0.0012$ |
| $(\log E)$      | 0.6         | $0.846 \pm 0.001$ | $0.9185 \pm 0.0007$ |
| $(\Delta \eta, \Delta \phi)$ | 0.8 | $0.846 \pm 0.002$ | $0.9179 \pm 0.0008$ |
| $(\log E, \log p_T)$ | 0.4 | $0.844 \pm 0.001$ | $0.9158 \pm 0.0011$ |
| $(\log E, \log p_T, \Delta \eta, \Delta \phi)$ | 0.6 | $0.844 \pm 0.001$ | $0.9166 \pm 0.0012$ |
| $(\log E, \log p_T, \Delta \eta, \Delta \phi)$ | 0.8 | $0.844 \pm 0.001$ | $0.9162 \pm 0.0019$ |

Furthermore, we compare the HMPNet results ordered by particle feature $\log p_T$ as HMPNet(P) to previous studies: P-CNN [70], PFN [30], PN [39] and LorentzNet [47]. Fig. 7
Background and Signal
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**Fig. 7.** The selection efficiency curves of models. Selection efficiency and cut threshold are denoted as $\varepsilon$ and $\theta_y$, respectively.

shows that the selection efficiency curves of all the methods are close to one another. To see more significant differences, we give the curves of ROC in Fig. 8(a) and the Significance Improvement (SI) curves evaluated by $SI = \varepsilon_S/\sqrt{\varepsilon_B}$ [71] in Fig. 8(b). It is obvious that the performance of HMPNet(P) is better than the rest ones within $\varepsilon_s \in [0.2, 0.6]$. In detail, the accuracy, AUC and background rejection results are summarized in Table IV. In the columns of the accuracy, AUC and $R_{\varepsilon_s=50\%}$, the values of HMPNet(P) are slightly larger (0.5% - 7%) than others. For $R_{\varepsilon_s=30\%}$, it is $118.1 \pm 1.2$, second only to the 118.4 ± 1.5 of ABCNet. These findings fully demonstrate that HMPNet(P) is an outstanding choice of NN algorithm for jet tagging.

The evaluation time per batch, the number of trainable parameters and FLOPs of PN, LorentzNet, MPNN and HMPNet on the same GPU cluster with batch size 160 are given in Table V. The HMPNet and MPNN require much less number of trainable parameters than PN and LorentzNet, at the same level or even better on FLOPs. Since a fine-designed pooling operator in GNN can reduce the size of graphs [72], the HMPNet does not reduce computational efficiency, compared to the MPNN. The evaluation time on GPUs of HMPNet and MPNN are close, but 30% smaller than LorentzNet.

## IV. CONCLUSION

In this paper, we employ the HMPNet, a method of GNNs to handle quark-gluon tagging. This method combines MPNN with HaarPooling, which embeds additional information from the input of particle features through the compressed Haar basis matrix $\Phi^{(j)}$, in the process of message passing. This additional information increases the richness of the features and the accuracy of information for updating. The Haar basis $\{\phi^{(j)}_{l=1,2}\}$ is obtained by clustering the input particle data via $k$-means of features $\log E, \log p_T, (\Delta \eta, \Delta \phi), (\log E, \log p_T)$ and $\log E, \log p_T, \Delta \eta, \Delta \phi$, respectively. By

| Model   | Accuracy | AUC  | $R_{\varepsilon_s=50\%}$ | $R_{\varepsilon_s=30\%}$ |
|---------|----------|------|---------------------------|---------------------------|
| P-CNN [70] | 0.827    | 0.9002 | 34.7                      | 91.0                      |
| PFN [30]  | 0.840    | 0.9116 | 39.8 ± 0.2                | 98.6 ± 1.3               |
| PN [39]   | 0.840    | 0.9126 | 42.6 ± 0.4                | 118.4 ± 1.5              |
| ABCNet [73] | 0.844   | 0.9156 | 42.4 ± 0.4                | 110.2 ± 1.3              |
| LorentzNet [47] | 0.839   | 0.9118 | 39.3 ± 0.2                | 98.0 ± 1.4               |
| MPNN      | 0.839    | 0.9118 | 39.3 ± 0.2                | 98.0 ± 1.4               |
| HMPNet(P) | 0.846    | 0.9185 | 45.2 ± 0.3                | 118.1 ± 1.2              |

| Model   | Evaluation time (ms/batch) | Params | FLOPs |
|---------|-----------------------------|--------|-------|
| PN      | 8.38                        | 366k   | 540M  |
| LorentzNet | 15.36                     | 224k   | 658M  |
| MPNN    | 10.08                       | 58k    | 521M  |
| HMPNet  | 10.72                       | 58k    | 419M  |
analyzing the $\Phi_i$ composed of these five sorting, it can be clearly seen that the information they convey is different in frequency. On one hand, with the features of $\log p_T$ and $\log E$, the Haar-pooling shows a significant improvement of performance. On the other hand, adding relative coordinates information $(\Delta \eta, \Delta \phi)$ is not very beneficial. We also added mixed features as $(\log E, \log p_T)$ and $(\log E, \log p_T, \Delta \eta, \Delta \phi)$ for test, and their results are not as good as adding $\log p_T$ alone but better than using $(\Delta \eta, \Delta \phi)$, which shows more irrelevant additional information would affect the results on the contrary. This indicates that adding information having strong correlation to particle properties enhance the accuracy of quark-gluon tagging, otherwise the results display more deviation. Of course, compared to the normal MPNN, adding any effective information via HaarPooling can enhance the power to extract features. The results of HMPNet are quite stable and barely change for pooling rate larger than 0.4. By comparing the results of HMPNet(P) with the quark-gluon tagging results through other algorithms, we show that adding extra information of $\log p_T$ to the HMPNet is very competitive with its great performance. Compared to PN, LorentzNet, and MPNN, the computational efficiency of HMPNet is also impressive.

HaarPooling is not only an operation that compresses the dimension of the graph to extract features, but can play a role in adding extra information in the process of GNNs. From Ref. [57], we know that HaarPooling can be applied in conjunction with any graph convolution in GNNs, so the ML processes of similar methods to study HEP problems could be improved by embedding a Haar matrix operation. The choice of clustering variables to define labels of the HaarPooling operation plays an important role in the performance of the algorithm and is wise to test different choices of features when implementing the classifier. This requires in-depth analysis and mastery of the internal relationship between input data and expected results.
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