Article

AI Recommendation Service Acceptance: Assessing the Effects of Perceived Empathy and Need for Cognition

Namhee Yoon 1 and Ha-Kyung Lee 2,*

1 Human Ecology Research Center, Korea University, 145 Anam-ro, Seong-buk-gu, Seoul 02841, Korea; v7na@gmail.com
2 Department of Textiles, Merchandising and Fashion Design, Seoul National University, Building 222, 1 Gwanak-ro, Gwanak-gu, Seoul 08826, Korea
* Correspondence: agape@snu.ac.kr

Abstract: This study investigated the effect of perceived technology quality and personalization quality on behavioral intentions, mediated by perceived empathy in using an artificial intelligence (AI) recommendation service. The study was based on a theoretical model of artificial intelligent device use acceptance. We also tested the moderating effect of individuals’ need for cognition, influencing empathy. Data collection was conducted through an online survey using a nationally recognized consumer research panel service in Korea. The participants were asked to respond to their preferences and needs on sneakers; then, they randomly experienced the AI (versus human expert) recommendation service that offers a recommended product. A total of 200 data were analyzed using SPSS 21.0 for descriptive statistics, reliability analysis, and PROCESS analysis, and AMOS 21.0 for confirmatory factor analysis and structural equation modeling (SEM). Results revealed that, compared with the human (expert) recommendation service, the AI recommendation service increased perceived technology quality, which increased personalization quality. Technology and personalization quality had a positive influence on behavioral intentions, mediated by perceived empathy. In addition, when individuals had a high level of need for cognition, the effect of personalization quality on empathy was stronger. However, individuals with a low level of need for cognition perceived greater empathy, as technology quality increased. The findings of the current study improve understanding of how consumers accept AI technology-driven services in the online shopping context.
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1. Introduction

Consumers enjoy the process of searching for optimal alternatives by exploring and comparing products through diverse information channels [1]. However, finding a suitable product is not a simple task for consumers because of the increasing number of online retailers and the diversity of online products. The recommendation service offered by an online retailer reduces consumers’ efforts to search online and improves their shopping experiences despite the overwhelming amount of product information. Nowadays, rapid advances in computer technology have allowed retailers to use artificial intelligence (AI) for product recommendation services based on the analysis of consumer behavior data, such as search and purchase history, and preference. Amazon (http://amazon.com, accessed on 10 June 2021), for example, uses an AI recommendation service that analyzes consumers’ purchasing history to identify their preferences and interests. When customers access the website, they automatically receive an e-mail with a list of products that are personalized to their needs and meet their personal preferences [2,3]. Prior to these AI-based recommendation services, most professional recommendations were generally offered by human experts. In several industries (e.g., fashion, beauty, health), where professional information is essential for product/content recommendation, data for offering recommendation
services have been collected based on experts’ experience and knowledge [4]. Although human experts can make personalized recommendations to consumers based on their professional knowledge, AI-based recommendation services can offer a more consistent and accurate service compared with human employees due to its analytical abilities of considerable consumption data and high processing speeds [5,6].

The majority of previous research on AI recommendation services focused on how recommendation services are established from a system operation perspective. Examples include how information filtering is structured or which types of filtering systems are utilized in the field [7–10] and which recommendation algorithms can effectively improve recommendation quality [9–11]. Several scholars have focused on consumer-related issues, such as the comparison of AI versus human expert recommendation services [12–14] and consumer acceptance of AI devices in service encounters [6], especially using the technology acceptance model (TAM) [15,16]. However, research on AI recommendation services from a consumer perspective is still limited because the literature does not explore consumers’ psychological mechanism of how and why individuals accept AI recommendation services. According to the Computers Are Social Actors (CASA) paradigm, people tend to apply social rules of human–human interaction when they communicate or interact with computers [17]. Similar to this, although AI (intelligence demonstrated by a machine) is different from other technology-driven services, in terms of its human-like characteristics, research considering the context of AI characteristics is rarely conducted. Gursoy et al. [6] developed and tested a theoretical model of artificially intelligent device use acceptance (AIDUA) that can understand consumers’ willingness to AIDUA. This proposed model includes three acceptance process stages, namely (1) the primary appraisal stage, (2) secondary appraisal stage, and (3) outcome stage [6]. We applied these three steps of acceptance generation for the research model used in the current study to explore the psychological mechanism of consumers for AI service acceptance and consider the context of unique AI characteristics.

This study aims to explore how consumers accept AI recommendation services, considering their cognitive assessment and emotional reaction, through a theoretical model of AIDUA. For cognitive evaluation toward AI recommendation services, we suggest technology quality and personalization quality. Although technology quality is a just tool for consumers to use the AI recommendation service efficiently (regarded as a peripheral factor), personalization quality is essential for the AI recommendation service acceptance (regarded as a central factor). The reason is that personalization quality is related to message content or issue-relevant thinking in service delivery. We will identify the role of technology and personalization quality in inducing empathy perception and also explore the interplay effects of two quality factors and individuals’ need for cognition based on the elaboration likelihood model (ELM). In particular, the current study focuses on the mediating role of perceived empathy, which refers to consumers’ perception of how AI service provides recommended products or content that meet their preferences and needs based on empathy toward customers [18,19]. In the context of service literature, empathy has been regarded as one of the five dimensions measuring service quality [20]. Empathetic services deliver social signals through which the service can respond to consumers who are in need [21]. Perceived empathy can also reflect how people interact with human-like intelligence in an AI-based online shopping environment [18]. Given that AI is empowered by human-like intelligence, testing the role of empathy, which is one of the common emotional characteristics of human beings, presents a theoretical implication by expanding the role of AI systems from an automated agent to an interactive companion. The current study’s application of AIDUA can contribute to extensive literature on AI-based service acceptance by testing consumers’ psychological mechanisms, such as cognitive assessment and emotional reaction. Consequently, our understanding of consumer behaviors in the AI-driven era can be enriched.
2. Theoretical Background

2.1. AI Recommendation Services

Recommendations are information that consumers can refer to when making decisions and are regarded as an effective way for consumers to avoid information overload [22]. In the retail industry, most service or product recommendations were typically provided by human experts in a specific field (e.g., designer, cook, trainers) [12]. However, nowadays, with the development of computer science empowered by AI technology, an online retailer provides AI-based recommendation services that present customized products and content to individuals based on their past preferences or experiences [23,24].

Generally, recommendation services can be classified into three types based on how the recommendation is created through different systems and how appropriate items are filtered: (1) content-based, (2) user-based collaborative, and (3) knowledge-based filtering recommendation systems [8–10,25]. A content-based recommendation system matches the attributes of a user profile, wherein data on a user’s tastes and preferences are stored with the attributes of a content option to recommend suitable new items to the user [8]. Therefore, this type of recommendation system recommends content or products similar to those searched, liked, or purchased by a user [9]. Then, a user-based collaborative filtering recommendation system identifies other customers whose preferences and tastes are similar to those of a user and recommends items that they (other users) have searched, liked, or purchased [8]. Finally, a knowledge-based filtering recommendation system uses recommendations of experts in a product category [10,25]. Moreover, such a system may be appropriate for popular products, such as fashion and design products, because they are easily influenced by trends. The current study focuses on AI technology-based recommendation services, which is a content-based recommendation system that recommends personalized content or products by matching users’ tastes and preferences. We will explore consumers’ perception and psychological mechanisms on how consumers accept AI recommendation services compared with human expert (non-AI) recommendation services, adopting a theoretical model of AIDUA.

2.2. AIDUA Model

Gursoy et al. [6] suggested a theoretical model of AIDUA to explain consumers’ willingness to accept AI device use in service encounters. AIDUA incorporated a three-stage process of AI device usage acceptance; that is, primary appraisal, secondary appraisal, and outcome stages [6]. In the primary appraisal stage, consumers assess the relevance and importance of using an AI device during the service delivery process by interacting with the device (e.g., social influence, hedonic value, and anthropomorphism [6]). In the secondary appraisal stage, consumers activate a deliberate appraisal of benefits and costs, and perceive utilization of using an AI device (e.g., performance expectancy and perceived effort expectancy [6]). This case can generate emotions toward the AI device [6,26]. In the outcome stage, consumers’ emotions toward AI devices lead to their behavioral intentions.

The context of the current study focusing on AI recommendation services is somewhat different from that of the previous study proposing AIDUA [6]. The AI technology of the recommendation services used in the current study is invisibly embodied in the service rather than visibly presented as a form of a device or robot. Thus, consumers do not have the chance to interact with the AI device (e.g., talk or communicate with an AI chatbot) during the service delivery process. This case indicates that identifying consumers’ responses toward recommended products is a key for understanding the AI recommendation service acceptance, rather than exploring how consumers interact with an AI device in the service delivery process. Therefore, we focus on exploring consumers’ perception regarding the recommended results in the secondary appraisal, rather than consumers’ response in the delivery process in the primary appraisal stage of AIDUA.

In this regard, we compare the AI and non-AI (human expert) recommendation services in the primary appraisal stage, where consumers first evaluate the relevance
and congruence of AI devices to themselves [6, 26]. Relevance is the degree to which the stimulus is related to the individuals [6]. Thus, relevant stimuli (i.e., recommended results by AI technology versus human experts) will cause further assessment and emotion during the secondary appraisal stage. Individuals’ evaluation and emotions will defer depending on the types of recommendation source (i.e., AI intelligence versus human expert) [12–14]. In the context of AI service acceptance, consumers will evaluate its costs and benefits based on perceived performance and expectation [15] and then form the emotions toward AI service usage. The current study proposes technology quality and personalization quality as variables to explore individuals’ perceived performance of AI service and empathy as an emotion variable. Technology quality and personalization quality will increase empathy. After the secondary appraisal process, empathy will have a positive effect on behavioral intentions.

2.2.1. Technology Quality

The majority of previous studies on consumers’ technology acceptance have focused on perceived usefulness and perceived ease of use of technology to explore how consumers accept technology-driven services or products [27–29]. The perceived ease of use refers to the degree to which individuals believe that using a certain technology would be free of effort [16, 30, 31]. Then, perceived usefulness is defined as the degree to which individuals believe that using a certain technology would enhance their job performance [16, 30, 31]. Previous studies demonstrated the important role of perceived technology to accept the technology-driven services/products [27, 28]. That is, useful and easily understood information of the services/product can reduce asymmetric information, process information behavior, and increase the degree of online trust [28, 29].

However, in the context of AI recommendation services, AI services are similar to human-like intelligence empowered by AI technology [12]. Therefore, service users do not need to learn how to utilize AI services. Moreover, perceived ease of use, which was regarded as a core variable of the technology acceptance model [16, 30, 31], can be irrelevant to the consumers’ acceptant of AI service [6, 7]. In addition, AI service generally acts similar to a regular salesperson interacting with consumers. Thus, the variable of perceived usefulness is also irrelevant to the consumers’ acceptant of the AI service [6, 7]. In this regard, the current study will focus on the degree to which individuals believe that certain technology is professional, excellent, and trustworthy, namely, technology quality. As the core value of the AI recommendation service is accurate personalization features [5], consumers’ perception of how qualified technology is applied in the service will matter for their technology acceptance. In particular, consumers using AI recommendation services will perceive greater technology quality compared with human expert (non-AI) recommendation services. The reason is that the AI recommendation services are empowered by machine learning and computer vision technologies [12], whereas human expert recommendation is based on expert’s personal knowledge and experience. Thereby we hypothesized the following:

**Hypothesis 1 (H1).** Consumers who use AI recommendation services (versus non-AI recommendation services) perceive greater technology quality.

2.2.2. Personalization Quality

Personalization refers to the ability to provide services or content based on individuals’ preferences and consumption patterns [32]. The personalization service allows consumers to quickly and accurately find the information they want by selecting information that meets the needs and interests of the consumers [33]. With the rapid developments of AI demonstrated by machines, AI technology can provide personalized product or service recommendations by investigating past consumption experiences and preferences of consumers [23, 34]. The current study defined personalization quality as the extent to
which individuals perceive that content or a product, which the recommendation source recommends, reflects their experiences or tastes.

In the context of personalized recommendation services, recommendations from human experts are regarded as one of the reliable means of recommendation [35] because they are experienced and trained [12]. However, with the development of computer technology, AI can also offer a high level of personalized recommendations in a manner similar to human experts [23,34]. Several previous studies explored the effectiveness of the recommendations by AI and revealed that AI-based recommendations can sometimes achieve better evaluations than recommendations by human experts [12,14,36]. According to the machine heuristic, machines such as the AI system are unbiased and objective compared to humans [37], a difference that may allow AI to exert greater effectiveness in performing a task. Araujo et al. [36] empirically tested that automated decision making by AI in terms of recommendations was evaluated similarly or even better compared to a human agency for usefulness, fairness, and risk of decisions. This finding is in line with previous research on algorithmic appreciation, which indicated that people appreciate algorithmic recommendations against recommendations from a human agency (e.g., peers or professionals) [13,38]. Thurman et al. [38] also showed that individuals perceive algorithmic selection by AI based on the past consumption behavior of users to be a better way to get news compared with editorial curation by human experts. In this regard, individuals are likely to consider recommendations determined by AI to be more personalized than those by human experts, because personalization quality is dependent on how relevant and accurate content can be offered to users through appropriate and objective data analysis [32,39].

**Hypothesis 2 (H2).** Consumers who use AI recommendation services (versus non-AI recommendation services) perceive greater personalization quality.

Personalized recommendation includes the process of understanding consumers through profile building and delivering personalized content/products based on the knowledge about the content/products and the consumer [32,39]. Moreover, which kinds of recommendation algorithms were used is the key to improve the accuracy of personalized recommendation [24,32,40,41]. Automated recommendation or decision-making systems driven by AI can also be perceived as being unbiased and objective if its users perceive it as a machine that takes decisions because of the rule of the machine heuristic [36,37]. In other words, recommendations determined by a machine or an AI system embodied by a high level of technology may be perceived as a more accurate decision [36]. As service users cannot figure the types of recommendation algorithms or related technology, they might perceive the personalization quality of recommendation services depending on the technology quality they perceive holistically. If more users perceive that the technology for a personalized recommendation service is excellent and trustworthy, then they more likely perceive that the personalized content or products fit their personal preferences and tastes. We hypothesized the following:

**Hypothesis 3 (H3).** Perceived technology quality increases perceived personalization quality.

### 2.2.3. Empathy

Empathy is defined as the process of noticing, comprehending, and reacting to the emotional expressions of others [18] or the reactions of one individual to the observed experiences of another [19]. Empathy includes cognitive and affective aspects. Cognitive empathy allows individuals to understand the roles or perspectives of others [42], which is referred to as mind reading [43] or perspective-taking [44]. Affective empathy describes an emotional reaction that enables the understanding of others’ feelings or affective status [20,44]. In the context of service literature on consumers’ perception of service quality, empathy is identified as one factor of the five service quality dimensions [20]. Empathetic
service delivers social signals through which the service can take the perspective of consumers and respond to those who are in need or distress [21]. In particular, empathy is a tool for effective human interaction in an AI-based online shopping environment [18] because AI-based services empowered by AI technology embody human-like intelligence in interacting with consumers [6,7].

According to a theoretical model of AIDUA, we expected that technology quality and personalization quality, as an assessment toward AI recommendation service, would influence empathy. Bove [20] also addressed that technology used in the context of service can facilitate the skill and ability to detect consumers’ needs and wants, thereby increasing the empathy that consumers perceive. Moreover, Gorry and Westbrook [45] explored that consumers’ emotional state in the real world on an online platform can be detected using software (i.e., technology) that analyzes language, speech, patterns, and tones. Thus, we hypothesized the following:

Hypothesis 4 (H4). Perceived technology quality increases empathy.

Moreover, another way of eliciting empathy is through the perception of attachment-related cues, such as kinship, friendship, familiarity, and similarity [46]. These relational cues may also be driven by interdependence (i.e., the extent to which the individual is reliant on the target) [44,47], leading to perspective taking and empathy [47]. In the context of AI recommendation services, personalization quality is evaluated depending on consumers’ personal information, such as their tastes, preferences, and consumption experience. This kind of personal information is usually only disclosed to people with sharing kinship, friendship, or familiarity. Thus, if consumers perceive that the recommendation service offers personalized content/products, then they perceive that the recommendation service empathizes with them. We hypothesized the following:

Hypothesis 5 (H5). Perceived personalization quality increases empathy.

2.2.4. Behavioral Intentions

In the outcome stage of the AIDUA model, emotion toward AI services consequently increases consumers’ willingness to use these services in future service encounters [6]. In addition, as a factor evaluating service quality in the SERVQUAL literature, empathy leads to positive service quality perception [21], thereby leading to several positive outcomes, such as increased profitability [48], sales performance [49,50], and service satisfaction [51,52]. Thus, we expected that consumers’ behavioral intention toward the recommendation service would increase, as they perceive the recommendation service as empathetic.

Although the AIDUA model did not expect the direct effect of service assessment on an outcome variable [6], on the basis of the findings of previous research [27,53,54], we expect that technology quality and personalization quality are likely to increase behavioral intentions toward recommendation services. Ha and Stoel [53] suggested that perceived technology is a major determinant in determining online purchase intention. Then, Gefen et al. [27] argued that perceived technology has a direct impact on online purchase intention. Thus, we expected the direct effect of technology quality perception on behavioral intentions.

Regarding the effect of personalization quality, Tam and Ho [54] found that the level of preference matching, which is the level at which personalized content related to one’s specific experience or taste is provided, influences consumers’ acceptance of a personalized offer. When personalization quality is highly evaluated, people may perceive a high level of information reliability, value, and persuasiveness, which induces behavioral intentions. Thus, we hypothesized the following:

Hypothesis 6 (H6). Empathy increases behavioral intentions.
Hypothesis 7 (H7). Perceived technology quality increases behavioral intentions.

Hypothesis 8 (H8). Perceived personalization quality increases behavioral intentions.

2.3. Moderating Role of Need for Cognition

Cacioppo and Petty [55] defined the need for cognition as the inner pleasure created by an individual’s effort to process information. The need for cognition relates to an individual’s tendency to engage in and enjoy effortful cognitive endeavors and reflects differences in information-processing motivations [55,56]. People with a low level of need for cognition tend to avoid effortful cognitive work and may rely on other experts’ opinions in the face of complicated issues [56]. They also tend to depend on simple cues, such as source attraction and physical features [57]. By contrast, people with a high level of need for cognition intrinsically enjoy thinking and tend to exert more cognitive effort in evaluating messages because they have more cognitive resources available [56,57].

According to ELM, people can have two different levels of elaborative processing in response to persuasive messages [58], namely, central and peripheral routes. These two stages of information processing depend on the level of need for cognition [56,58–60]. For instance, those with a high need for cognition may focus on elaborating issue-relevant thinking (via central route) to process messages, whereas others with a low need for cognition can use simple cues to respond to these messages (via peripheral route) [57,58]. In the central route, central variables influencing consumer persuasion are related to the argument quality of a message [57–60]. The argument quality refers to the persuasive strength of arguments embedded in a message and reflects the reliability, persuasiveness, and value of information [61]. Then, in the peripheral route, peripheral cues affecting consumer persuasion are associated with the source credibility of a message rather than its content. Source credibility reflects diverse dimensions, such as the source’s expertise, reputation, and site appearance [61].

Applying the context of the AI recommendation service, individuals with a higher need for cognition are likely to focus on personalization quality as a central variable (for the central route) because the argument quality of a message in the AI recommendation service is associated with the perception of whether a specific product or service is provided in line with personal needs [54]. If a recommended product matches consumers’ needs and preferences, then they are likely to be persuaded to accept such a product and perceive that the AI recommendation service is empathetic. Thus, if consumers have a high need for cognition, then the effect of personalization quality on perceived empathy might be stronger; that is, through the central route. From a different perspective, individuals with a lower need for cognition are likely to focus on technology quality as a peripheral variable (for the peripheral route) because technology is a just tool for helping consumers to use the AI recommendation service more efficiently, irrelevant with the service content. Therefore, if consumers have a low need for cognition, the effect of technology quality on perceived empathy might be stronger; that is, through the peripheral route. From the above discussion, we proposed the following hypothesis, and Figure 1 shows the research model.

Hypothesis 9 (H9). For an individual with a lower need for cognition, the effect of technology quality (versus personalization quality) on empathy is stronger.

Hypothesis 10 (H10). For an individual with a higher need for cognition, the effect of personalization quality (versus technology quality) on empathy is stronger.
3. Methodology

3.1. Stimuli and Procedure

The AI recommendation service is generally distinct in terms of applying personal preference information to the logic of personalized recommendation from non-AI recommendations. Thus, AI recommendation services offer a self-relevant recommendation to consumers \([8,23,34]\), whereas the non-AI recommendation system may provide irrelevant information to consumers’ tastes. The type of recommendations was manipulated using the scenarios. For the AI recommendation service, the phrase “these sneakers are recommended based on personal taste” was included on the recommendation page. This phrase was created based on examples of webpage presenting products/content recommended by AI. In the AI recommendation service that is actually in use, the term “personalization” or “personalized products/content” is usually highlighted on the webpage. Moreover, although the webpage does not specify that AI technology is used, consumers are implicitly aware of it. For non-AI recommendation services, the recommendation was based on an expert who was defined as an anonymous person (i.e., fashion buyer). The phrase “these sneakers are recommended by an expert (i.e., fashion buyer)” was included in the recommendation scenario.

The webpage of an AI online recommendation website as stimuli was designed. The Converse website (converse.co.kr) was adopted as the website image for manipulation of the scenario of a shoe (specifically, sneakers) recommendation service. The products (six sneakers), which were the stimuli, were recommended and presented to participants under the same condition.

Participants were randomly assigned to one of the two scenarios. Before the website stimuli were shown, the following procedure was conducted for all respondents. First, a scenario of visiting an online store to shop for sneakers was presented. Second, respondents were asked to provide their shoe size, foot shape, and preferred type and color of sneakers to obtain their personal information for the personalized recommendation service. Finally, respondents were exposed to one of the stimuli and were asked to answer online survey questions. The respondents allocated to the AI recommendation scenario were informed that the website recommended products based on personal information.

3.2. Measurement

Technology quality was measured in three items using Ali [62] and Yoo et al.’s [63] scale. Following Tam and Ho [54], personalization quality was measured by using two items. The measurement of empathy was based on Parasuraman et al.’s [64] scale as the
component of SERVQUAL. Cognitive empathy to understand customers and the empathic concern as an emotional response were measured in three items. The measurement of behavioral intention as online recommendation service usage intention was adopted from Mukherjee and Nath [65], including word of mouth, continued interaction with others, and continuous use intention of the recommendation service. Moreover, the need for cognition was defined as a consumer’s tendency to engage in and enjoy cognitive activity following the previous studies [55,56], which was measured in six items using Cacioppo and Petty’s [55] scale. All continuous measurement items were measured using a seven-point Likert scale.

3.3. Data Collection and Sample

Data collection was conducted through an online survey using a nationally recognized consumer research panel service in Korea. Owing to the evaluation of an AI recommendation service as an online innovative service, purposive sampling was conducted for young consumers. Previous studies focusing on technology acceptance in terms of demographic distribution suggested that young online panels are appropriate for sampling [6,66,67]. Female and male consumers aged between 20 and 49 who had online shopping experience were invited to participate in the study. Considering the nature of the experimental stimuli, consumers who had no experience wearing sneakers normally were excluded, and screened samples were randomly allocated to one of the stimuli settings.

A total of 200 responses were collected. The sample consisted of 125 female (62.5%) and 75 male (37.5%) consumers. Respondents were in their 20s (34.5%), 30s (31.5%), and 40s (34.0%). Moreover, 82.5% of the sample had a college education, 62.5% were employed, and 6.5% were students. To examine the subjects’ usual online shopping behaviors, their daily online browsing time and the amount of their monthly online purchase of fashion products were measured. The online fashion shopping behavior of respondents was compared between two scenarios (AI versus non-AI recommendation). No significant differences in online browsing time per day ($t = 1.303, p = 0.194$) and monthly online expenditure of fashion products ($t = 1.458, p = 0.146$) were observed.

4. Results

4.1. Measurement Validity and Reliability

To test the validity and reliability of the measurement, confirmatory factor analysis was conducted using AMOS 21.0. The results indicated an acceptable fit with the data ($\chi^2 = 65.012, df = 38$, normed $\chi^2 = 1.711$). As goodness of fit indices, goodness of fit index (GFI) = 0.942 and comparative fit index (CFI) = 0.983 were above 0.9, and root mean square residual (RMR) = 0.042, root mean square error of approximation (RMSEA) = 0.060 were less than 0.8 [68] (Table 1). All factor loadings were statistically significant at $p < 0.001$. The average variance extracted (AVE) for the four constructs ranged from 0.653 to 0.836, which exceeded 0.5 [69] and the composite reliability (CR) for the constructs was higher than 0.8, indicating satisfactory convergent validity. Cronbach’s alpha, which exceeded to the marginal value of 0.7 [70], indicated satisfactory internal consistency for all constructs.

To test discriminant validity, values for AVE and the squared correlation of constructs were compared for each pair of constructs (Table 2). All squared correlations were lower than the corresponding AVEs [71]; thus, the discriminant validity of the constructs was satisfactory.

4.2. Hypothesis Test

SEM was conducted using AMOS 21.0 to test the hypotheses. To test the model, recommendation as a latent variable was coded as one for AI recommendation and zero for non-AI recommendation. The structural model fit was satisfied ($\chi^2 = 76.340 (df = 47)$, Normed $\chi^2 = 1.624$, GFI = 0.938, CFI = 0.981, RMR = 0.040, RMSEA = 0.056).

As shown in Figure 2, the result of the SEM analysis showed that AI recommendation had a significant influence on technology quality ($\beta = 0.156, p < 0.05$), and technology quality had a significant effect on personalization quality ($\beta = 0.620, p < 0.001$). The direct
The effect of AI recommendation on personalization quality was not statistically significant. Additionally, the Sobel test was conducted to test the mediation effect of technology quality between AI recommendation and personalization quality. The result confirmed the entire mediation effect of technology quality ($z = 2.008, p < 0.05$). Thus, H1 and H3 were supported, but H2 was rejected.

### Table 1. Measurement model.

| Scale                                      | Standard Loading ($\lambda$) | Cronbach's $\alpha$ | AVE | CR |
|--------------------------------------------|-----------------------------|----------------------|-----|----|
| Technology quality                         |                             |                      |     |    |
| The recommendation service uses new technology | 0.850                      | 0.841                | 0.653 | 0.805 |
| The recommendation service uses professional technology | 0.830                      |                      |     |    |
| The recommendation service uses a high level of technology | 0.739                      |                      |     |    |
| Personalization quality                    |                             |                      |     |    |
| The recommendation service considers the products that match my needs. | 0.922                      | 0.910                | 0.836 | 0.854 |
| The recommendation service is personalized to me. | 0.907                      |                      |     |    |
| Empathy                                    |                             |                      |     |    |
| The recommendation service understands my specific needs. | 0.896                      | 0.899                | 0.754 | 0.871 |
| The recommendation service reflects my interests at heart. | 0.894                      |                      |     |    |
| The recommendation service gives me individual attention. | 0.812                      |                      |     |    |
| Behavioral intention                       |                             |                      |     |    |
| I would like to recommend online recommendation services to others. | 0.873                      | 0.871                | 0.694 | 0.829 |
| I would like to discuss with others about online recommendation services. | 0.837                      |                      |     |    |
| I am willing to use online recommendation services to search for products. | 0.787                      |                      |     |    |

Notes: All $\lambda$ were statistically significant at $p < 0.001$, $\chi^2 = 65.012$ ($df = 38$), Normed $\chi^2 = 1.711$, GFI = 0.942, CFI = 0.983, RMR = 0.042, RMSEA = 0.060.

### Table 2. AVE, squared correlation coefficient.

| Technology Quality | Personalization Quality | Empathy | Behavioral Intention |
|--------------------|-------------------------|---------|----------------------|
| Technology quality | 0.653 $^a$              | 0.396 $^b$ | 0.624                |
| Personalization quality | 0.836                      | 0.472    | 0.754                |
| Empathy            | 0.536                   | 0.255    | 0.602                |
| Behavioral intention | 0.787                      |          | 0.694                |

Notes: $^a$—Values at diagonal (italics) represent AVE of the construct; $^b$—Lower values in the matrix represent the squared correlation coefficient between constructs.

Technology quality ($\beta = 0.594, p < 0.001$) and personalization quality ($\beta = 0.313, p < 0.001$) had significant effects on empathy, and the effect of empathy on behavioral intention was statistically significant ($\beta = 0.572, p < 0.001$). H4, H5, and H6 were supported. Technology quality had a direct effect on behavioral intention ($\beta = 0.355, p < 0.001$), but personalization did not directly influence behavioral intention. H7 was supported, but H8 was rejected. The Sobel test confirmed the mediation effect of empathy between technology quality and behavioral intention ($z = 2.847, p < 0.01$) and between personalization quality and behavioral intention ($z = 3.133, p < 0.01$). The mediation analysis implied that empathy partially mediated the relationship between technology quality and behavioral intention and fully mediated that between personalization quality and behavioral intention.
The results imply that consumers using AI recommendation services perceive greater technology quality than those who use non-AI recommendation services. In addition, AI service users consequently perceive the personalization quality of a recommendation service depending on technology quality. The personalization quality of the AI service encompasses with the evaluation of AI technology. Thus, the personalization process and outcome quality are evaluated first regarding whether the online recommendation service reflects a consumer’s own needs by AI technology. In this case, attitude toward the online recommendation service will be determined. Advances in AI technology will influence retailers to offer personalization services for their consumers and encourage AI service users to form strong behavioral intentions.

The current study also found that the direct path between personalization quality and behavioral intention was not significant, and the mediating role of empathy was supported. In the AI recommendation service scape, perceived empathy reflects how users experience the human-like intelligence services [18]. Although AI recommendations provide high-quality personalized services, acceptance of an AI recommendation service is encouraged when consumers perceive empathy with AI recommendation.

4.3. Moderation Effect of Need for Cognition

To test H9 and H10, we employed bias-corrected bootstrapping using Hayes’ [72] PROCESS Macro Model 15 with 5000 samples. Need for cognition was predicted as the moderator between technology quality as the independent variable and empathy as the dependent variable (H9) and also between personalization quality as the mediating variable and empathy (H10).

The results revealed that interaction terms of technology quality and need for cognition had a negative effect on empathy ($b = -0.108$, $t = -2.651$, 95% CI ($-0.188, -0.027$)). In the case of a consumer with low need for cognition (Mean $-1\ SD = 3.276$), technology quality influenced stronger on empathy (Effect $= 0.552$, 95% CI (0.450, 0.699); see Table 3) than in case of consumers with medium (Effect $= 0.436$, 95% CI (0.310, 0.561)) and high need for cognition (Effect $= 0.320$, 95% CI (0.162, 0.478)). To identify the ranges of need for the cognition level for which the effect of technology quality on empathy was significant, the Johnson–Neyman technique was used. The results revealed that technology quality influenced empathy when the need for the cognition value was less than 6.396 ($b_{JN} = 0.214$, $t = 1.972$, 95% CI (0.000, 0.429)). The moderating effect of need for cognition between personalization quality and empathy was statistically significant ($b = 0.083$, $t = 2.162$, 95% CI (0.007, 0.159)). Moreover, the effect was stronger when a consumer perceived a need for higher cognition (Table 3). According to the Johnson–Neyman analysis, the effects of personalization quality on empathy were significant when the value of the need for cognition was more than 2.397 ($b_{JN} = 0.159$, $t = 1.972$, 95% CI (0.000, 0.318)). In this regard, for an individual with a lower need for cognition, the effect of technology quality on empathy is stronger, but for a consumer with a high need for cognition, the effect of personalization quality on empathy is stronger. Thus, H9 and H10 were accepted (Table 4).

Figure 2. Structure model. (***, **, * indicate the remainder digits).
Table 3. Conditional effect of technology quality on empathy at value of need for cognition.

| Value of Need for Cognition | Effect | 95% Confidence Interval |
|-----------------------------|--------|------------------------|
|                             |        | LLCI | ULCI            |
| Mean − 1 SD (3.276)        | 0.552  | 0.405 | 0.699          |
| Mean (4.350)               | 0.436  | 0.310 | 0.561          |
| Mean + 1 SD (5.423)        | 0.320  | 0.162 | 0.478          |

Table 4. Conditional effect of personalization quality on empathy at value of need for cognition.

| Value of Need for Cognition | Effect | 95% Confidence Interval |
|-----------------------------|--------|------------------------|
|                             |        | LLCI | ULCI            |
| Mean − 1 SD (3.276)        | 0.232  | 0.121 | 0.342          |
| Mean (4.350)               | 0.321  | 0.230 | 0.413          |
| Mean + 1 SD (5.423)        | 0.411  | 0.277 | 0.545          |

The results imply that when consumers perceive a higher need for cognition, the effect of personalization quality through the AI recommendation service on empathy is stronger. This notion was supported by the ELM studies on online services [54,73]. According to previous studies about the role of need for cognition on consumers’ evaluation [56,59,60], consumers with a high need for cognition exert considerable cognitive effort into information processing and form attitudes based on personalization quality, which is key to AI recommendation services. All results of the study are shown in Table 5.

Table 5. Hypothesis test.

| Hypothesis | Result          |
|------------|-----------------|
| H1         | Supported       |
| H2         | Rejected        |
| H3         | Supported       |
| H4         | Supported       |
| H5         | Supported       |
| H6         | Supported       |
| H7         | Supported       |
| H8         | Rejected        |
| H9         | Supported       |
| H10        | Supported       |

5. Conclusions

5.1. General Discussion

This study explained how consumers evaluate AI recommendation services and accept this innovative service to use in their shopping. The results indicated that, first, technology quality is an important cue to evaluate the AI recommendation service. Consumers can consider AI recommendation as an innovative technology-driven service that provides personalized products matching with customer’s preferences, although the AI service is not visibly presented during the service delivery process. Therefore, when consumers have an AI technology-embodied experience, their perceived quality about technology can directly drive a positive attitude and behavioral intention toward AI recommendation services. Moreover, personalization quality, which falls under the outcome of an AI recommendation, is affected by technology quality. The accuracy of personalization recommendation is the key for an AI service [5,24,32,40,41]. However, the results showed that, although AI recommendation offers a high level of personalization, empathic feeling such as human relationship is important to accept the AI recommendation service. In the
context of a technology-driven service, the role of emotional factors, such as empathy, can be empathized on consumers’ usage.

In addition, the influence of technology quality and personalization quality on empathy depends on consumers’ need for cognition. When consumers have a high need for cognition, the mediating effect of personalization quality between technology quality and empathy is stronger. They tend to pursue a high level of interpretation by exerting considerable cognitive effort along with deep involvement [54,56,58–60]. Consumers with a high need for cognition can carefully evaluate the personalization quality based on their preferences and demands, and the highly personalized service can evoke empathy for AI recommendation services.

5.2. Theoretical and Management Implications

This study provides new insights into the consumers’ acceptance of AI recommendation services. Most previous studies have evaluated AI recommendation services from the perspective of a system programmer or a retailer by investigating how information filtering is structured [7], including the recommendation algorithms that can effectively enhance recommendation quality [11]. Despite the prevalence of recommendation services in e-commerce, only few studies have explored online recommendation services from consumers’ perspectives to explore consumers’ perceptions and usage intention [2,3,74]. For example, Hsu et al. [2] explored the effect of different types of sentiment-related words on recommendations’ words, and revealed that words, including strong sentiments, obtained more intentions than words with neutral sentiments. Heimbach et al. [3] found that consumers’ Facebook profile data were an effective source for creating meaningful product recommendations, rather than random data from a product sales database. Despite that these previous studies identified the effective way of product recommendation, they failed to focus on the consumers’ underlying mechanism on why and how consumers adopt services or products recommended by a retailer. In addition, Jiang et al. [74] focused on maximizing customer satisfaction through an online recommendation system by employing an innovative associative classification method. However, they also missed consumers’ psychological factors inducing satisfaction. We differentiate the study from the previous works on recommendation services by complementing the limitations of prior research and concentrating on the consumers’ psychological mechanism.

Our findings have several theoretical contributions. First, the current study explained consumer acceptance of AI recommendation services based on the AIDUA model, which were rarely tested and achieved a satisfactory fit to data. Previous studies mainly depended on TAM to explain the innovative service acceptance of consumers [27–29]. As AI recommendation services offer embodied experience to consumers, the TAM model, exploring users’ acceptance considering perceived technology (e.g., perceived ease of use, perceived usefulness), is not enough to demonstrate the consumers’ experience while using AI-based services. Gursoy et al.’s [6] AIDUA model, including the three generation stages (the primary appraisal stage, assessment and emotion with AI service as the second appraisal stage, and the outcome stage), can explain the consumers’ cognitive assessment and emotional reaction to AI services.

Second, the current study found the important role of empathy on AI service acceptance. Empathy is related to human interaction, such as comprehension, reaction, and mind-reading to others [18–20,42–44]. The early studies about SERVQUAL [64,75] identified empathy as one of the service quality dimensions. However, considering the servicescape, such as e-commerce adopting AI technology, this study verified that empathy mediated the relation between the personalization quality and behavior. In general, when consumers feel empathy for the service provider, they less perceive time and energy cost [52] and are more satisfied with the service [51]. Although AI recommendation is an innovative technology-driven service, the findings indicated that AI recommendation is important for the mediating effect of human-like factors between service assessment and behavioral intention in AI-based services. Studies relating to the embodied technology
experience (e.g., VR tour, game, and shopping) revealed that the stimulated empathy by technology helps consumers feel realistic and have credibility in service [76,77]. In regard, a consumer can perceive empathy as an effective tool in online shopping services empowered by AI technology [6,7,18].

Third, this study investigated which kinds of factors are influential for the AI service based on the level of the individuals’ information elaboration processing. This study adopted the need for cognition, which is related to information-processing motivation [55] as consumers’ inherent traits. The results show that the effect of personalization quality on empathy is stronger for consumers with a high need for cognition. Personalization quality is referred to as argument quality that is the central variable for self-relevant information processing [54,61]. Future studies can investigate the active usage of AI recommendation services by comparing the need for cognition with consumers’ behavioral characteristics. Further research can consider user variables, such as curiosity and innovativeness, which have been discussed to influence the performance of technology-based services, thereby affecting the performance of AI recommendations.

This study was conducted using stimuli based on scenarios to discover the psychological mechanisms used for evaluating AI services. The study has limitations, in that the presence of personalized recommendation service situations in online shopping is assumed. This study was manipulated to obtain information on consumers’ preferences based on product attributes. Subsequent research is required to re-examine the manipulation method of consumers’ personalization, and this method may be tested on a website to effectively identify consumers’ preferences. Future research may test which type of recommendation information enhances personalization quality.

This study also has a limitation in terms of generalizing the results because of convenience sampling. Both young females and males participated in the study. In terms of technology acceptance, consumer characteristics such as gender and age should be considered as influential factors that explain AI recommendation usage in future research.

Although the study used a cross-sectional design to investigate the acceptance of AI recommendation services, these services can be evaluated based on the experiences of consumers. Thus, future research is required to approach such topic via longitudinal studies. With the accumulated experiences of consumers with AI service, the effects of perceived AI service quality on their usage could change over time. Future research could measure the change in constructs over time while controlling for their covariance stability [78].

AI recommendation services are newly introduced services by an online retailer, and understanding who uses this service and why they use it is important. In this regard, the results provide insights into how online consumers accept AI recommendation services through the perceived quality, including empathy with AI services.

First, this study verified that, compared with non-AI recommendations, AI services can induce consumers’ positive attitudes and behaviors through the quality evaluation of the AI recommendation process and outcome. Specifically, technology quality was influential to the personalization quality of AI services. Given the invisibility of AI recommendation processing for service delivery, consumers using the AI recommendation service infer it as an innovative technology-driven service. Moreover, consumers with a low need for cognition tend to minimize their effort in the information process to achieve behavioral intention based on the perception of AI technology quality. Markers should inform consumers that an AI recommendation service is based on innovative technology and provides a highly personalized quality service.

Personalization quality should be considered by online service providers. Personalized information is based on consumers’ preferences and their past purchases. Forming initial trust in a new website is followed by argument quality [61], and the level of matching with consumers’ preferences determines the personalization quality. When accessing a website, developing an interface that can obtain sufficient information on consumers’ shopping preferences and, in the case of existing consumers, developing a good AI algorithm based on their online behavioral data is necessary. Previous studies suggested the
congruence with self-concept, and others/brands influence the positive attitude to others/brands \cite{79,80}. Online retailers emphasize relevance with consumers during delivering AI recommendation services.

In the context of AI recommendation services without support from empathic personnel, human-like interaction with technology is more emphasized. The empathy of the communication process can be more important than the result of interaction in the use of an AI service. Online retailers are required to offer an empathic service in tune with consumers’ subtle preferences and develop the reaction tools for meeting customers’ needs.
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