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Abstract—View synthesis aims to generate novel views from one or more given source views. Although existing methods have achieved promising performance, they usually require paired views of different poses to learn a pixel transformation. This paper proposes an unsupervised network to learn such a pixel transformation from a single source viewpoint. In particular, the network consists of a token transformation module (TTM) that facilitates the transformation of the features extracted from a source viewpoint image into an intrinsic representation with respect to a pre-defined reference pose and a view generation module (VGM) that synthesizes an arbitrary view from the representation. The learned transformation allows us to synthesize a novel view from any single source viewpoint image of unknown pose. Experiments on the widely used view synthesis datasets have demonstrated that the proposed network is able to produce comparable results to the state-of-the-art methods despite the fact that learning is unsupervised and only a single source viewpoint image is required for generating a novel view. The code will be available soon.

Index Terms—Multimedia communication, 3D display, Unsupervised Single-view synthesis, Token transformation module, View generation module

I. INTRODUCTION

NOVEL view synthesis (NVS) aims to generate an unknown-view from a single or multiple source views. Many methods have been developed to synthesize a novel view from multiple views [1]-[2]. Recently, methods are also explored to synthesize a novel view from a single source view [3]-[5]. The key underlying mechanism of these methods for synthesis from a single view is to learn a view transformation, either 2D or 3D, between a source view and a target view. Such a transformation is often learned from paired views in which one view is treated as a target view to serve as a supervising signal and the other view is considered as the source from which the target view is synthesized. The learned transformation allows us to synthesize a novel view from a single source view of known pose. However, camera pose information of the single view must be provided for the synthesis of a novel view. In other words, only the views with pose information can be chosen as input in synthesis.

In a practical multi-view scenario [6]-[7], such as broadcasting of a sports event, multiple source views are captured by a set of fixed source cameras with known poses. At the same time, there are also a few moving cameras in the scene that dynamically follows the important part of the event. It is a desirable and appealing feature if a novel view can be generated from the views taken by a moving camera or a hand-held camera in the scene. Since it is usually difficult to obtain the pose information of these moving cameras or hand-held cameras in real-time, existing methods for novel view synthesis from a single view are not applicable because they must be provided with the pose information of the input single source view.

To address this limitation, this paper proposes an unsupervised network that is able to synthesize a novel view from a single source viewpoint image without requiring the pose information of the source view. The key idea is to learn a view transformation between a pose and a pre-defined reference...
pose. To this end, the proposed network mainly consists (a) a specially designed token transformation module (TTM) that maps the features of any input source viewpoint image (with unknown pose information) to an intrinsic representation with respect to a reference pose, (b) a view generation module (VGM) that reconstructs an explicit occupancy volume with respect to the reference pose, rotates the volume explicitly to a target pose to generate the target view. The network is trained in an unsupervised manner. In particular, a reverse mapping strategy is introduced to improve the training. Compared to the existing methods for synthesizing novel views from a single view, the proposed unsupervised network has two advantages. First, it only requires a source viewpoint image without pose information during inference for view synthesis. Second, the network is trained using a single view, rather than paired views with different poses as most existing methods do. The pipeline of the proposed method is shown in Fig. 1.

In summary, the main contributions of this paper include:

1) A new unsupervised network is proposed for novel view synthesis from a single image. Unlike existing methods, it does not require pose information of the single source view during synthesis. Therefore, choice of the single input viewpoint image in synthesis is not limited to the views captured by fixed source cameras and it can be an arbitrarily viewpoint image captured by a non-source camera.

2) A token transformation module is developed to learn an intrinsic representation and a view generation module is developed to synthesize novel views from the intrinsic representation.

3) A two-stage unsupervised training is proposed in which the network is first trained using individual view and then fined-tuned with a reverse mapping strategy as detailed in Section II-D.

4) Experiments compared with state-of-the-art methods on both synthetic and real datasets have demonstrated the effectiveness of the proposed network.

The rest of this paper is organized as follows. Section II reviews the related works. Section III introduces the detail of the proposed method. The experimental results and analysis are presented in Section IV. Finally, Section V concludes this paper.

II. RELATED WORK

In novel view synthesis from input source view(s), a transformation from source view to target view can be either 2D or 3D. 2D transformation-based methods mainly focus on learning pixel displacement between the input source view(s) and the target view [8]-[10] or directly regressing the pixel colors of the target view in its 2D image plane [11]-[13]. 3D transformation-based methods [14]-[15] often predict a 3D representation, such as an occupancy volume, first and then explicitly perform 3D spatial transformation on the representation to synthesize the target view.

A. 2D Transformation-Based Methods

2D transformation-based methods are divided into two categories, namely pixels generation and prediction of pixels displacement or flow. The methods of pixels generation directly generate pixel values of a target view by using pixels regression. Liu et al. [4] proposed a method to utilize the estimated multiple homographies between paired views through a geometric transform network. Park et al. [5] predicted disoccluded regions from input source view, and refined disoccluded regions in the synthesized target view by a transformation-based view synthesis network. Eslami et al. [12] designed a method to infer a 2D representation from a source view to generate a novel view. Tatarchenko et al. [13] proposed to directly regress pixel colors of a target view from an input source view. Alexey et al. [16] proposed a network to generate a novel view when giving the type, pose, and color of an object. Tran et al. [17] proposed to learn a disentangled representation for pose-invariant image synthesis. Xu et al. [18] presented a view independent network to infer a target view by obtaining the essential knowledge of intrinsic properties from the object. Kusam et al. [19] presented a generative adversarial network to transfer an input source image to a target image under some conditions.

Several depth and flow prediction methods have been proposed to synthesize a novel view from a source view. For instance, Habtegebrial et al. [10] introduced a geometry estimation and view inpainting network to synthesize a novel view by utilizing the depth map predicted from a source view. In [21], a fully automated network is presented to synthesize a target view by utilizing the predicted disparity maps between paired views. In [22], an appearance flow prediction network was proposed to synthesize a novel view. Although these methods can obtain promising performance in NVS, they usually require paired views with different poses for training and a source view with known pose for synthesis.

B. 3D Transformation-Based Methods

Different from the 2D transformation-based methods, 3D transformation-based methods [23]-[28] generate a novel view with the assistance of an estimated 3D representation from the input source view(s). Some of them obtain an explicit 3D representation with the supervision of 3D information, such as voxels [29], point-clouds [30] and mesh models [31], and then the 3D representation can be rendered to a 2D view from a specified camera pose. For example, Thu et al. [25] utilized a deep differentiable convolutional network to render a view from a 3D shape of objects. In [26], a 3D recurrent reconstruction neural network was presented to obtain the 3D occupancy grid of an object. Paul et al. [29] predicted 3D shape samples from input views by jointly considering the mesh parameterizations and shading cues.

Methods have also reported to generate a 3D representation just from paired views with different poses. Rematas et al. [32] introduced a 2D-to-3D alignment method to perform a view transformation between a source view and a target view. Tulsiani et al. [33] presented a layer-structured 3D representation method for novel view synthesis. Liu et al. [34] learned the correlation among different views with respect to a predicted 3D representation via a viewer-centered network. Kyle et al. [2] focused on transforming 3D features from source pose to target pose, and then the transformed 3D feature was projected into a 2D plane for obtaining the target view.
The proposed method in this paper is a hybrid one to take the advantages of both 2D and 3D transformation. 2D transformation is learned to transform 2D features from one pose to a reference pose and 3D transformation is employed in generating a novel view from a 3D representation associated with the reference pose.

III. The Proposed Method

A. Overview

Fig. 2 shows the network architecture of the proposed method. It consists of a 2D encoder, a token transformation module (TTM), and a view generation module (VGM). The 2D encoder consisting of multiple convolutional layers extracts the features of the input single viewpoint image. The TTM learns an intrinsic representation of the input viewpoint image with respect to a pre-defined reference pose $P_R$. The VGM takes the intrinsic representation as input and reconstructs an explicit occupancy volume via a 2D-3D encoder. A target view is generated through 3D geometric transformation (i.e., rotation) of the occupancy volume via a 3D-2D decoder. In training, only individual source view is used as the supervised signal, and a viewpoint image at a novel pose is synthesized from a single source viewpoint image. Unlike the existing methods for synthesis of a novel view from a single source view that usually require pairwise views with different poses in training and a source view with known pose in synthesis, the proposed network is trained by using a single viewpoint image, and a novel view is synthesized from a single and arbitrary viewpoint image of an unknown pose. In addition, a reverse mapping strategy is also introduced to utilize the synthesized view at a random pose to synthesize source view by constructing the inverse mapping during training phase.

B. Token Transformation Module (TTM)

The transformation between views is required when synthesizing a novel view. To synthesize a novel view from a single input source viewpoint image without pose information, an intuitive idea is that the network generates an intrinsic representation with respect to a fixed pose from the input image, and the view transformation between pairwise poses (i.e., an arbitrary pose and reference pose) can be achieved. To this end, using only one source viewpoint image as input, a pre-defined reference pose $P_R$ is introduced to guide the learning of intrinsic representation from the input image, and achieve the transformation between a source view and a target view.

The purpose of the TTM is to transform the features extracted from a source viewpoint image into an intrinsic representation as if they are extracted from a reference pose $P_R$. The TTM first converts the features of the input source view into multiple tokens with the size of 1*1 through the features-to-tokens operation, in which each token represents the contents of a channel. These tokens are then transformed from an arbitrary pose to the reference pose via multiple linear mappings using 1-D convolutions. The transformed tokens are converted to the feature of the reference pose via a tokens-to-features operation. TTM outputs a feature map of the same spatial resolution as the input image through the channel reduction and upsampling. In this way, TTM not only facilitates the transformation, but also avoids a trivial solution when the network is trained using single view instead of paired views like most existing methods.

C. View Generation Module (VGM)

Inspired by the concept of mental rotation [35], an unseen novel view is obtained by rotating 3D objects mentally and projecting the “mental” 3D representation into a specific pose. Therefore, when the intrinsic representation with respect to the reference pose $P_R$ is obtained, an occupancy volume characterizing the 3D information is constructed to explicitly perform the transformation between the reference pose and an arbitrary pose in 3D space. The viewpoint image of an arbitrary pose is rendered by projecting occupancy volume into a 2D space.

The VGM takes the transformed feature map as input and reconstructs an explicit occupancy volume with respect to the
viewpoint image of reference pose $P_R$ through a multistage 2D and 3D encoder. An explicit 3D rotation is applied to transform the volume from the reference pose $P_R$ to the pose $P_S$ of source view during training while to the novel pose during synthesis. A synthesized view and its segment map of the specified pose are generated from the rotated occupancy volume via multistage 3D and 2D decoder. All 2D-3D encoder, rotation and 3D-2D decoder follows the same architectures as those used in [2].

D. Multi-stage Training Strategy

In the first stage, as illustrated in Fig. 2 (a), a source view $I_S$ is input to TTM and VGM, and a view $I_S^G$ at the pose $P_S$ is synthesized. Then, the proposed network is trained by minimizing multiple losses in order to synthesize high-quality novel views, including color loss, feature loss, adversarial loss, structural similarity loss and shape loss. Color loss is measured as the structural similarity index measure (SSIM). Additionally, shape loss is measured by a pixel-wise $L_1$ distance between the synthesized view and its ground-truth.

$$L_R = \| I_S - I_S^G \|_1$$ \hspace{1cm} (1)

where $I_S$ is the source viewpoint image from which the target view $I_S^G$ is synthesized by VGM.

Feature loss is measured as the $L_2$ distance of features extracted using a pre-trained VGG-19 network $V(.)$.

$$L_V = \| V(I_S) - V(I_S^G) \|_2$$ \hspace{1cm} (2)

Structural similarity loss $L_{SSIM}$ is measured using structural similarity index measure (SSIM). Additionally, shape loss is measured by $L_1$ distance between the segment map of the input source viewpoint image and synthesized view.

$$L_S = \| S_S - S_S^G \|_1$$ \hspace{1cm} (3)

where $S_S$ and $S_S^G$ represent the segment maps of $I_S$ and $I_S^G$, respectively. The segment map is calculated in the same way as that used in [2], which is an edge map. To further improve the naturalness of the synthesized view, adversarial loss $L_A$ is also included. The total loss $L_{Total}$ is a weighted combination of the losses discussed above, that is,

$$L_{Total} = L_R + \alpha L_{SSIM} + \beta L_V + \gamma L_S + \lambda L_A$$ \hspace{1cm} (4)

where $\alpha$, $\beta$, $\gamma$ and $\lambda$ denote the weights for different losses. $L_{Total}$ is differentiable and the proposed network is trained in an end-to-end manner using a single view via unsupervised learning.

In the second stage, as illustrated in Fig. 2 (b), $I_S^G$ in a random pose $P_S$ is first synthesized from $I_S$ using the proposed model after the first stage training, then the proposed model uses $I_S^G$ as the source and $I_S$ as target to further train the network. This reverse mapping strategy has improved both stability and performance of the network. Note that same loss function as shown in Eq. (4) is used in this stage.

IV. EXPERIMENTS

A. Dataset and Implementation

The proposed network is first verified on two popular categories, Chair and Car, of the ShapeNet dataset [38]. There are 54 different camera poses for each object, 18 azimuth angles and 3 elevations. Due to limitation of GPU memory, input views are scaled to $160 \times 160 \times 3$. But for a fair comparison with the existing methods, output views are resized to $256 \times 256 \times 3$. Same as [2], 80% of the data are used for training, and the rest for testing. The commonly used $L_1$ distance and SSIM between the synthesized view and its ground-truth are adopted as the quantitative metrics.

The network is implemented using Pytorch framework [39], and Adam optimizer [40] is adopted for training. The 2D encoder consists of five convolutional layers with 16, 32, 64, 128 and 256 filters of $3 \times 3$ and stride 2 each layer, respectively. The channel reduction/up-sampling block consists of five blocks of the convolutional layer (128, 64, 32, 16, and 3 filters of size $3 \times 3$, stride 1 and padding in each block) and up-sampling layers (scale 2). The 2D-3D encoder and 3D-2D decoder of the VGM are same as the ones in [2].

All experiments in this paper are conducted on a single GeForce GTX 1080Ti GPU with 11 GB of memory and Intel i7-8700K processor @3.70 GHz. The initial learning rate is set to 0.00005, and the batch size is set to 4. $\alpha$, $\beta$, $\gamma$ and $\lambda$ are set empirically to 1, 5, 10 and 0.5, respectively. Additionally, models for each category are trained from scratch. It took 6 days for Chair category, 14 days for Car category.

B. Results and Comparison

Table IV shows the performance of the proposed network and its comparison to other state-of-the-art methods including STM [13], AFF [22], MTN [1] and TBN [2]. Notice that these methods are trained using paired views with different poses though they synthesize novel view from a single source view with pose as the required auxiliary information.

As seen from Table IV, the proposed network achieves comparative performance against the state-of-the-art methods under the condition of input source pose without gaussian noise. In particular, the proposed method has also made some improvements for object Chair, for example, the proposed method improves $L_1$ distance by 0.105, 0.091 and SSIM by 0.009 and 0.008 compared with the STM method and AFF method, respectively. This demonstrates the effectiveness of the proposed method for synthesizing a novel view from a single viewpoint image without pose, even though the network is trained using a single view, rather than paired views with different poses as these two methods do. In addition, the proposed method utilizes 3D representation to perform view transformation. As for the comparison with MTN method and TBN method, the proposed method improves $L_1$ distance by 0.017 and 0.014 respectively, and achieves comparable SSIM. We further note that the proposed method achieves comparable results to the state-of-the-art methods for object Car, as shown in Table IV.

Fig. 3 and Fig. 4 show the visual comparisons of the novel views synthesized by the proposed method and compared
TABLE I
QUALITY OF SYNTHESIZED NOVEL VIEWS ON CHAIR AND CAR CATEGORIES. $L_1$ DISTANCE (LOW IS BETTER) AND SSIM (HIGH IS BETTER) COMPARISON.

| Method | Whether need $P_S$ during inference | Whether add noise to $P_S$ during inference | Chair | SSIM | Car | SSIM |
|--------|------------------------------------|--------------------------------------------|-------|------|-----|------|
| STM    | √                                  | ×                                          | 0.269 | 0.870 | 0.133 | 0.911 |
| AFF    | √                                  | ×                                          | 0.255 | 0.871 | 0.146 | 0.899 |
| MTN    | √                                  | ×                                          | 0.181 | 0.895 | 0.098 | 0.923 |
| TBN    | √                                  | ×                                          | 0.178 | 0.895 | 0.091 | 0.927 |
| Ours   | ×                                  | -                                          | 0.164 | 0.879 | 0.143 | 0.890 |

STM [13] AFF [22] MTN [1] TBN [2] Ours

STM [13] AFF [22] MTN [1] Ours

In addition, to investigate impact of noise in the pose of the input source view to the quality of novel views, small Gaussian noise with zero mean and standard deviation 1 is added to the source pose during the synthesis. Since the proposed method does not require pose information of input source view for synthesis, it is found that the quality of synthesized views has been degraded as shown in Table I where the noise column is ticked.

C. Impact of Choice of Reference Pose $P_R$

In this subsection, the effect of the choice of reference pose $P_R$ is studied. Experiments are conducted on the object Chair by selecting different $P_R$. Considering object Chair is symmetrical, 10 different $P_R$ are sampled whose azimuth angle ranges from 0 to 180 degrees with an interval of 30 degrees and elevation angle ranges from 0 to 20 degrees with an interval of 10 degrees.

Results of some selected $P_R$ are shown in Table I and Table II where “azi” represents azimuth and “ele” represents elevation. It can be seen both indicators $L_1$ distance and SSIM, do not vary much among these different reference poses. This
Fig. 4. Visual comparison of novel views of object Car.

Fig. 5. Synthesized novel views from different azimuth angles.

demonstrates that a novel view is synthesized by rotating the explicit occupancy volume with respect to the view of arbitrary selected reference poses. Reference pose $P_R(0,0)$ achieves the best indicators. This is because view images of object Chair are sampled from its CAD model, their corresponding viewpoints are set relative to 0 degree azimuth angle and 0 degree elevation angle in the ShapeNet dataset.

For visual inspection, multiple novel views synthesized by the proposed method with different reference poses are shown in Fig. 5 and Fig. 6. Fig. 5 shows the results with different azimuth angles and 0 degree elevation angle. Fig. 6 shows the results with different elevation angles and 0 degree azimuth angle. It can be seen that all novel views are well-synthesized despite different reference poses. This demonstrates the expectation of the design using a reference pose $P_R$.

D. Synthesis from an Arbitrary Single Image

In this experiment, we simulate a practical case to synthesize novel views from an image captured by an arbitrary camera. We choose source views in synthesis whose viewpoints are not included in training. In other words, these viewpoints using in synthesis are new to the trained network. Results are shown in Table IV, the quantitative results show the proposed method can effectively generate a novel view from an arbitrary image. Fig. 7 and Fig. 8 show some examples.

E. Analysis of Intrinsic Representation in TTM

In this subsection, the visualization analysis of the intrinsic representation in TTM is studied. With respect to the reference pose (i.e. 0 degree azimuth angle and 0 degree elevation angle), the intrinsic representations from different viewpoint images
of the same object are visualized in Fig. 9. As seen, with different viewpoint images as input, even though there are large azimuth angles and elevation angles across different views, the produced intrinsic representations have not changed much. This demonstrates the expected design that TTM produces an intrinsic representation with respect to a specific pose, that is the pre-defined reference pose in the proposed method.

Besides, multiple intrinsic representations generated by the proposed method with different reference poses are shown in Fig. 10 and Fig. 11. Fig. 10 shows the results with different azimuth angles and 0 degree elevation angle. Fig. 11 shows the results with different elevation angles and 0 degree azimuth angle. It can be seen that the intrinsic representations changes with the rotation angle, but the representations with the same rotation angle from different input source views are similar. It proves that the proposed TTM can transform the input source viewpoint image to obtain a intrinsic representation at the reference pose.

**F. Contribution of the Reverse Mapping Training Strategy**

In order to demonstrate the effectiveness of the reverse mapping strategy, experiments are conducted to compare the performance of the proposed network with and without this training strategy. Results are shown in Table V. As seen, the reverse mapping strategy improves both $L_1$ distance and SSIM. Fig. 12 compares visually the synthesized views with and without reverse mapping strategy. As seen, the training of reverse mapping strategy improves the capability of the model to generate views with more accurate appearance and structure compared to those generated by the model trained without the reverse mapping strategy.

**V. Conclusion**

This paper presents an unsupervised network for synthesizing a novel view from a single image without requiring pose information of the source view. With the support of a specifically designed token transformation module (TTM), a view generation module (VGM), and a reverse mapping strategy, the network is trained with a single view in an unsupervised manner. The network facilities a processing pipeline of feature transformation to a reference pose, reconstruction of 3D volumetric representation, and rendering of the 3D...
volume from a novel pose. One of the key advantages is that the proposed network enables a new feature in a multi-view system, that is, generating a novel view from any source viewpoint images capturing by any camera that are not part of multi-view source cameras. It is expected that there is a canonical view for any object from which the view of the most representative. Instead of setting the reference pose $P_R$, an optimal $P_R$ can and should be learned as well. Also, for a scene, multiple $P_R$ may be required to cover the entire scene. Both the optimal and multiple reference poses will be studied in the future.
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