Continuum limit theory of absorption in the presence of dissipation
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Abstract. A second-order cumulant expansion is used to derive continuum limit expressions for the electronic absorption spectrum of a polyatomic molecule interacting with a bath, within the Condon approximation and weak fields. The small expansion parameter is the difference between the vibrational Hamiltonians in the ground and excited electronic states. The second-order cumulant expansion is shown to be a good approximation for a reasonable model of a polyatomic molecule with 45 degrees of freedom. Friction tends to shift the maximum in the absorption peak to the blue. When the vibrational frequencies in the excited electronic state are lower than those in the ground electronic state, one finds a stochastic resonance feature. Friction first narrows the peak and then broadens it. This narrowing is absent when one shifts only the equilibrium positions in the excited state relative to the ground state.
1. Introduction

It is now well understood that the Langevin equation describing friction and fluctuations and which gives the basic description of Brownian motion may be derived from a Hamiltonian. In this ‘dissipative’ Hamiltonian, the test particle, which may be moving under the influence of a force field, is also bilinearly coupled to a bath of harmonic oscillators. This bath is characterized by a spectral density, which in the continuum limit would be identical to the spectral density underlying the Langevin equation [1, 2].

The Hamiltonian representation has many attractive features. In some instances, it provides a microscopic basis for understanding and describing the frictional forces felt by the particle. This is the case for example for impurities in solids at low temperatures, and atomic or molecular diffusion on surfaces [3, 4]. Although liquids in general cannot be considered to provide harmonic baths, the harmonic bath approximation may be considered to be in many cases a semi-quantitative approximation [5, 6]. Perhaps the most important aspect of the Hamiltonian representation is that it provides a quantum mechanical framework for friction [2, 7]. Thus a quantum mechanical dissipative system is one whose classical Hamiltonian leads in the continuum limit to the generalized Langevin equation.

One of the major challenges in recent years has been to develop methods and theories for quantum dissipation [8]. In this paper, we present the application of this strategy to the time-dependent photoabsorption spectrum of polyatomic molecules, within the weak field Condon approximation. It is well known that the spectrum is given as a Fourier transform of a correlation function of the propagator on the ground and electronically excited states [9]–[11]. If the corresponding molecular Hamiltonians are harmonic, then at least in principle one can write down an analytic expression for the correlation function and the Fourier transform is then effected numerically. This has been carried out in a recent series of papers by Berne and co-workers [12]–[14]. They, however, could not derive an expression in the continuum limit; rather they were limited to studying numerically a finite number of bath oscillators.
In this paper we show how one can derive continuum limit expressions for the spectrum by using a perturbation theory approach. Our recent studies of photoabsorption spectra of polyatomics have shown that frequently, the differences between the frequencies and equilibrium points in the ground and excited states of polyatomic molecules are not very big [15]–[17]. This suggests that one could use a perturbation theory in which the difference between the vibrational Hamiltonian in the ground and excited states is ‘the small parameter’. We will show that, indeed, using a second-order cumulant expansion, such an approximation can be rather accurate. We then apply it to the case when the molecule is in contact with a dissipative bath. All results are now readily derived in the continuum limit.

In section 2 we provide the necessary theoretical framework, paying special attention to the spectral density of normal modes. Then in section 3 we consider a model numerical example of a polyatomic molecule with 45 degrees of freedom. We find a stochastic resonance in the width of the absorption spectrum. At first, increasing the friction causes a narrowing of the absorption spectrum while further increase then leads to a broadening of the spectrum. We find that the friction also causes a blue shift in the location of the maximum absorption peak. We end with a discussion, noting that the present theory can also be further developed to provide information on the time dependence of the energy distribution in the excited state and how it is affected by coupling to a dissipative bath.

2. The absorption spectrum in the presence of dissipation

2.1. Formalism

We assume that we are dealing with two different orthogonal electronic states representing the ground state (|g>) and the excited state (|e>). The nuclear Hamiltonians for the two electronic states will be denoted \( H_g \), \( H_e \) respectively. The full Hamiltonian (\( H \)) of the system is composed of two parts:

\[
H = H_0 + V(t),
\]

where \( H_0 \) is diagonal in the two electronic states:

\[
H_0 = |g > H_g < g| + |e > H_e < e|.
\]

\( V(t) \) is the laser field that induces the excitation from the ground state to the excited state:

\[
V(t) = \mu E(t) \cos(\omega t)|e>< g| + \mu^* E^*(t) \cos(\omega t)|g>< e|,
\]

where \( \mu \) is the dipole operator which may depend on the nuclear coordinates and \( E(t) \) is the time profile of the optical field whose central frequency is \( \omega \).

In the weak-field limit, it is well known (see for example [18]) that to leading order in \( \mu^2 \) the time-dependent population of the excited donor state, assuming that the field is turned on at time \( t_0 \) is given by the expression:

\[
P_e(t, \omega; \beta) = \frac{2}{\hbar^2 Z_g} \text{Re} \left( \text{Tr} e^{-\beta H_e} \int_{t_0}^{t} dt' \int_{t_0}^{t'} dt'' \tilde{V}(t') \tilde{V}(t'') \right),
\]
where \( \beta \equiv 1/k_BT \) and \( Z_g \) is the partition function of the ground state nuclear Hamiltonian at the inverse temperature \( \beta \):

\[
Z_g = \text{Tr} \, e^{-\beta h_s}.
\] (2.5)

\( \tilde{V} \) comes from the representation of the field Hamiltonian in the interaction picture with respect to the zeroth order Hamiltonian\(^1\):

\[
\tilde{V}(t) = e^{iH_e(t-t_0)/\hbar} \mu e^{-iH_e(t-t_0)/\hbar} E(t) \cos(\omega t).
\] (2.6)

We assume that the field has been turned on in the infinite past \((t_0 \to -\infty)\). One then readily finds (within the Condon approximation where the dipole operator \( \mu \) is taken to be a constant) that the time-dependent population in the locally excited donor state (equation (2.4)), at the central excitation frequency \( \omega \) is

\[
P_e(t, \omega; \beta) = \frac{|\mu|^2}{\hbar^2} \Re \left( \int_0^\infty dt'' \chi(t''; \beta) \eta(t, t''; \omega) \right),
\] (2.7)

where the thermal correlation function is

\[
\chi(t, \beta) = \text{Tr} \left[ \exp \left( -\beta \left( \frac{t}{\hbar} \right) H_s \right) \exp \left( -i \frac{t}{\hbar} H_e \right) \right] Z_g^{-1}.
\] (2.8)

The field function \( \eta(t, t''; \omega) \) is

\[
\eta(t, t''; \omega) = \int_{-\infty}^t \! \! dt' E^*(t') E(t' - t'') \cos(\omega t') \cos(\omega (t' - t'')).
\] (2.9)

Computation of the time- and frequency-dependent population in the locally excited donor state is thus reduced to two quadratures. If the temporal profile of the field \((E(t))\) is a Gaussian, then an analytic expression is readily obtained for the field function \( \eta \) and one remains with a single quadrature. Since we will assume that the energy difference between the two electronic surfaces is large and we will not be using ultrashort pulses, we can further simplify by using the rotating wave approximation, that is

\[
\eta(t, t''; \omega) \simeq e^{i\omega t''} \int_{-\infty}^t \! \! dt' E^*(t') E(t' - t'').
\] (2.10)

The normalized absorption spectrum is then defined via the infinite-time limit of the time-dependent population in the excited state, that is

\[
S_e(\omega; \beta) = \frac{\int_{-\infty}^\infty \! \! dt \, \eta(\infty, t; \omega) \chi(t, \beta)}{2\pi \eta(\infty, 0; 0)}.
\] (2.11)

\(^1\) Note the typographical error in equations (6) of [18]. The correct version of the first equation is \( \tilde{V} = \tilde{V}_1(t)|e><g| + \tilde{V}_1^\dagger(t)|g><e| \) where \( \tilde{V}_1(t)|e><g| \) is as defined in equation (2.6).
2.2. Dissipation

We will assume that the electronic ground and excited state Hamiltonians are well approximated as harmonic and without Duschinskii rotations. If the molecule being excited has $N$ vibrational degrees of freedom, then the system Hamiltonians in mass-weighted coordinates and momenta are

$$H_{g,s} = \sum_{j=1}^{N} h_{g,j} = \frac{1}{2} \sum_{j=1}^{N} [p_{q,j}^2 + \omega_{g,j}^2 q_{j}^2],$$

(2.12)

$$H_{e,s} = \sum_{j=1}^{N} h_{e,j} + \Delta E = \frac{1}{2} \sum_{j=1}^{N} [p_{q,j}^2 + \omega_{e,j}^2 (q_{j} - q_{j0})^2] + \Delta E.$$

(2.13)

Dissipation is introduced by coupling each one of the ground- and excited-state vibrational modes to a dissipative bath. Classically this would imply that the equation of motion of each of the modes is that of a generalized Langevin equation:

$$\ddot{q}_j + \omega_j^2 q_j + \int_{0}^{t} d\tau \gamma(t - \tau) \dot{q}_j(\tau) = F_j(t),$$

(2.14)

where we have expressly assumed that the friction function is the same for all modes, both in the ground and in the excited states. These are reasonable assumptions, since (a) the bath influencing all modes is the same bath, and (b) we will assume below that the differences between the ground- and excited-state system Hamiltonians is small. $F_j(t)$ is the Gaussian random force exerted on the $j$th mode, it has zero mean and obeys the fluctuation dissipation relation

$$\langle F_j(t)F_j(\tau) \rangle = \frac{1}{\beta \gamma(t - \tau)},$$

(2.15)

where $\gamma(t)$ is the time-dependent friction function and the dot in equation (2.14) denotes differentiation with respect to the time.

It is well known [2, 7] that a Langevin equation of this form is the continuum limit of a Hamiltonian

$$H_{(g,e),j} = h_{(g,e),j} + \sum_{k=1}^{M} \left( \frac{p_{s_k}^2}{2} + \frac{1}{2} \left( \omega_k x_k - c_k \omega_k q_j \right)^2 \right).$$

(2.16)

The $k$th harmonic bath mode is characterized by the mass-weighted coordinate $x_k$, momentum $p_{s_k}$ and frequency $\omega_k$. The solution of Hamilton’s equations of motion for the bath modes is expressed in terms of the system coordinate $q_j$ and the initial conditions, and then introduced into the equation of motion for the system variables $q_j, p_{q,j}$ [7]. This leads to the Langevin equation (2.14) with the identification for the friction function

$$\gamma(t) = \sum_{k=1}^{M} \frac{c_k^2}{\omega_k^2} \cos(\omega_k t)$$

(2.17)
and the Gaussian random force

$$F_j(t) = \sum_{k=1}^{M} c_k \left[ \left( x_k(0) - \frac{c_k}{\omega_k^2} q_j(0) \right) \cos (\omega_k t) + \frac{p_k(0)}{\omega_k} \sin (\omega_k t) \right].$$  \tag{2.18}

Averaging over the initial conditions of the bath with the thermal distribution $e^{-\beta H_j}$ gives a zero mean and the fluctuation dissipation relation of equation (2.15). The continuum limit in the Hamiltonian formalism is achieved by defining the spectral density [2]

$$J(\omega) = \frac{\pi}{2} \sum_{k=1}^{M} \frac{c_k^2}{\omega_k} \left[ \delta(\omega - \omega_k) - \delta(\omega + \omega_k) \right].$$  \tag{2.19}

The Hamiltonian formulation presents some advantages over the phenomenological Langevin formulation: first of all, Ohmic and memory friction are treated in the same way, and the results obtained can be extended to any kind of friction function obeying the fluctuation dissipation relation. Second, as already mentioned in the introduction, the quantum treatment is straightforward. Instead of a classical Langevin equation for each mode, we describe the dissipation on each molecular mode through the system bath Hamiltonian operator as in (2.16) [7].

The correlation function $\chi(t, \beta)$ can now be represented as a product of mode correlation functions, that is

$$\chi(t, \beta) = \prod_{j=1}^{N} \chi_j(t, \beta) = \prod_{j=1}^{N} \text{Tr} \left[ \exp \left( -\left( \beta - \frac{i}{\hbar} h \right) H_{gj} \right) \exp \left( -\frac{i}{\hbar} t H_{ej} \right) \right] Z_{gj}^{-1}.$$  \tag{2.20}

2.3. Perturbation theory

In principle, the $j$th correlation function can be evaluated exactly in terms of the system excited- and ground-state frequencies, equilibrium shift of the excited state and the frequencies and coupling constants of the harmonic bath. This has been carried out in [12, 13]. However, the resulting formulae are not given in the continuum limit. The central aim of this paper, is to derive an expression for the absorption spectrum and the nascent energy in the excited state in the continuum limit. For this purpose, we note that in many molecules, the differences between the vibrational Hamiltonians in the ground and excited states are not very big. Typically, vibrational frequencies in the excited electronic state are a few per cent lower than in the ground state and the equilibrium position shifts in the excited state are small. This means that a good approximation may be obtained by considering the Hamiltonian difference operator

$$\Delta H = H_e - \Delta E - H_g = \sum_{j=1}^{N} \Delta h_j$$  \tag{2.21}

as the ‘small parameter’ and then expanding with respect to it. Using the standard cumulant expansion to second order, this then means that our approximation to the $j$th correlation function takes the form:

$$\chi_j(t, \beta) = \frac{\text{Tr} \left[ e^{-\beta H_{gj}} e^{-\beta \Delta h_j} \right]}{Z_{gj}} \simeq \exp \left( -\frac{i}{\hbar} \langle \Delta h_j \rangle t - \int_{0}^{t} dt' (t - t') \left( \langle \Delta h_j(t') \Delta h_j \rangle - \langle \Delta h_j \rangle^2 \right) \right)$$  \tag{2.22}
with
\[ \beta_c = \beta - \frac{i}{\hbar} t, \quad \beta_{\text{im}} = \frac{i}{\hbar} t. \]  
(2.23)

The averages in (2.22) come from the interaction picture, that is
\[ \langle \Delta h_j^n \rangle = \frac{1}{Z_{g_j}} \text{Tr} \left[ e^{-\beta H_j} \Delta h_j^n \right] \]  
(2.24)

and
\[ \langle \Delta h_j(t) \Delta h_j \rangle = \frac{1}{Z_{g_j}} \text{Tr} \left[ e^{-\beta H_j} e^{(i/\hbar) H_{gj} t} \Delta h_j e^{-(i/\hbar) H_{gj} t} \Delta h_j \right]. \]  
(2.25)

Since henceforth we will be using only the ground-state Hamiltonian and the difference operator, we will use the simpler notation \( H_j \) instead of \( H_{g_j} \).

2.4. The normal-mode transformation

The \( j \)th mode Hamiltonian \( H_j \) is harmonic and so may be separated via a normal mode transformation \([19]\)–\([21]\). The normal mode form is
\[ H_j = \sum_{k=0}^{M} \left( p_{\text{yk}}^2 / 2 + \frac{1}{2} \lambda_k^2 y_k^2 \right), \]  
(2.26)

where the normal mode coordinates \( y_k \), are related to the \( j \)th vibrational coordinate \( q_j \) and the bath modes \( x_k \) by an orthogonal transformation matrix \( U^{(j)} \) such that
\[ q_j = \sum_{k=0}^{M} u_{k0}^{(j)} y_k, \]  
(2.27)
\[ x_l = \sum_{k=0}^{M} u_{kl}^{(j)} y_k, \quad l = 1, \ldots, N. \]  
(2.28)

It should be clear that the normal-mode transformation is different for each vibrational mode of the molecule, since it depends (see also below) on the system frequency. To simplify the notation, we will below sometimes suppress the \( (j) \) superscript, which should also have been added (but was omitted for the sake of brevity) to each of the normal-mode frequencies \( \lambda_k \) and coordinates \( y_k \) which are also different for different vibrational modes.

The matrix elements of the \( j \)th normal mode transformation are given in terms of the coupling coefficients and original bath frequencies as \([21]\)
\[ u_{l0}^2 = \left( 1 + \sum_{k=1}^{M} \frac{c_k^2}{(\omega_k^2 - \lambda_l^2)^2} \right)^{-1}, \quad l = 0, \ldots, M, \]  
(2.29)
\[ u_{lm} = \frac{c_m}{\lambda_l - \omega_m} u_{l0}, \quad m = 1, \ldots, M. \]  
(2.30)
The normal-mode frequencies are then expressed as

\[ \lambda_l^2 = \omega^2 \left( 1 + \sum_{m=1}^{M} \frac{c_m^2}{\omega_m^2 (\omega_m^2 - \lambda_l^2)} \right)^{-1}, \quad l = 0, \ldots, M, \]  

(2.31)

where \( \omega \) stands for \( \omega_j, \ j = 1, \ldots, N \), that is, for each of the \( N \) vibrational modes of the ground state, we have \( M + 1 \) normal modes.

To obtain the continuum limit, we define a normal-mode friction function \[22, 23\]

\[ K(t) = \sum_{l=0}^{M} u_{l0}^2 \cos(\lambda_l t). \]  

(2.32)

and a normal mode spectral density

\[ \Upsilon(\lambda) = \frac{\pi}{2} \sum_{l=0}^{M} \frac{u_{l0}^2}{\lambda_l^2} [\delta(\lambda - \lambda_l) - \delta(\lambda + \lambda_l)]. \]  

(2.33)

The normal-mode transformation has the important property that for any \( s \) \[23\],

\[ \sum_{l=0}^{M} \frac{u_{l0}^2}{s^2 + \lambda_l^2} = \frac{1}{s^2 + \dot{\gamma}(s) + \omega^2}, \]  

(2.34)

where \( \dot{\gamma}(s) \) is the Laplace transform of the friction function. From this relationship, using the Fourier decomposition of the Dirac delta function, one can deduce the continuum limit for the \( j \)th normal mode spectral density:

\[ \lambda \Upsilon_j(\lambda) = \text{Re} \left[ \hat{K}_j(i\lambda) \right] = \text{Re} \left[ \frac{i\lambda}{\omega_j^2 - \lambda^2 + i\lambda \dot{\gamma}(i\lambda)} \right], \quad j = 1, \ldots, N \]  

(2.35)

and here we have explicitly reintroduced the \( j \) subscript, to remind ourselves that we are dealing with the \( j \)th vibrational mode of the ground electronic state.

To show the usefulness of this representation we consider for example the velocity autocorrelation function \( C_v(t) \equiv \langle v(t)v(0) \rangle \). In normal mode coordinates, one has

\[ C_v(t) = \left\langle \left( \sum_{l=0}^{M} u_{l0} p_{\lambda_l}^1(t) \right) \cdot \left( \sum_{l=0}^{M} u_{l0} p_{\lambda_l}^1(0) \right) \right\rangle. \]  

(2.36)

The equations of motion for the normal modes \( y_l \) are those of a harmonic oscillator with frequency \( \lambda_l \), so that

\[ y_l(t) = y_l(0) \cos(\lambda_l t) + \frac{p_{\lambda_l}^1(0)}{\lambda_l} \sin(\lambda_l t), \quad l = 0, \ldots, M. \]  

(2.37)

The initial positions \( y_l(0) \) and velocities \( p_{\lambda_l}^1(0) \) of the bath modes are distributed thermally, i.e.,

\[ \langle \lambda_l^2 y_l^2(0) \rangle = \langle p_{\lambda_l}^2(0) \rangle = \frac{\hbar}{2\lambda_l} \coth \left( \frac{\hbar \beta \lambda_l}{2} \right). \]  

(2.38)
One thus finds that the quantum mechanical expressions for the position and momentum correlation functions are

\[ \text{Re}[C_{q,j}(t)] = \sum_{l=0}^{M} u_{l0}^2 \langle y_l^2(0) \rangle \cos(\lambda_l t) = \frac{\hbar}{\pi} \int_{0}^{\infty} d\lambda \, \Upsilon_j(\lambda) \coth \left( \frac{\hbar \beta \lambda}{2} \right) \cos(\lambda t), \]  

(2.39)

\[ \text{Re}[C_{v,j}(t)] = \sum_{l=0}^{M} u_{l0}^2 \langle p_{y_l}^2(0) \rangle \cos(\lambda_l t) = \frac{\hbar}{\pi} \int_{0}^{\infty} d\lambda \, \lambda^2 \Upsilon_j(\lambda) \coth \left( \frac{\hbar \beta \lambda}{2} \right) \cos(\lambda t), \]  

(2.40)

where we have used the definition of the spectral density of the normal modes as given in (2.33).

2.5. The correlation function \( \chi_j(t, \beta) \)

The partition function for the Hamiltonian of the \( j \)th vibrational mode is

\[ Z_{\beta,j} = \prod_{l=0}^{M} Z_{\beta_l} = \prod_{l=0}^{M} \left( 2 \sinh \left( \frac{\hbar \beta \lambda_l}{2} \right) \right)^{-1} \]  

(2.41)

and henceforth we will again suppress the \( (j) \) superscript. For the \( l \)th normal mode, the harmonic oscillator propagator matrix element is well known to be

\[ \langle y'_l \mid e^{-\beta_i h} \mid y_l \rangle = \frac{Z_{\beta_l}}{\sqrt{2\pi \langle y_l^2 \rangle_{\beta_l}}} \exp \left( -\frac{1}{2} \left( \frac{(y_l - y'_l)^2}{\hbar^2} \langle p_{y_l}^2 \rangle_{\beta_l} + \left( \frac{(y_l + y'_l)/2}{\langle y_l^2 \rangle_{\beta_l}} \right)^2 \right) \right), \]  

(2.42)

where the second moments of the coordinate and momentum are given in equations (2.38). One then readily finds that

\[ \langle \Delta h \rangle_{\beta} = \frac{1}{2} \left( \omega_e^2 - \omega_s^2 \right) \langle q^2 \rangle_{\beta} + \frac{1}{2} \omega_e^2 q_0^2, \]  

(2.43)

where in the continuum limit, the second moment of the coordinate is

\[ \langle q^2 \rangle_{\beta} = \sum_{l=0}^{M} u_{l0}^2 \langle y_l^2 \rangle_{\beta_l} = \hbar \sum_{l=0}^{M} \frac{u_{l0}^2}{2\lambda_l \tanh \left( \frac{\hbar \beta \lambda_l}{2} \right)} = \frac{1}{\pi \hbar} \int_{0}^{\infty} d\lambda \, \frac{\Upsilon(\lambda)}{\tanh \left( \frac{\hbar \beta \lambda}{2} \right)}. \]  

(2.44)

Using the known expression for the matrix element of the harmonic propagator as in (2.42) one finds after performing the necessary Gaussian integrals (see the appendix) that

\[ \langle \Delta h_j(t) \Delta h_j \rangle - \langle \Delta h_j \rangle^2 = \frac{\left( \omega_e^2 - \omega_s^2 \right)^2}{8} g_j^2(\beta, t) + \frac{1}{2} \omega_e^2 q_0^2 g_j(\beta, t), \]  

(2.45)

where

\[ g_j(\beta, t) = \hbar \sum_{l=0}^{M} \frac{u_{l0}^2 \cosh \left( \frac{\hbar \beta \lambda_l}{2} - i\lambda_l t \right)}{\lambda_l \sinh \left( \frac{\hbar \beta \lambda_l}{2} \right)} = \frac{2 \hbar}{\pi} \int_{0}^{\infty} d\lambda \, \Upsilon_j(\lambda) \frac{\cosh \left( \frac{\hbar \beta \lambda}{2} - i\lambda t \right)}{\sinh \left( \frac{\hbar \beta \lambda}{2} \right)}. \]  

(2.46)

As noted in the appendix, one can also perform the time integration in equation (2.22). The time-dependent absorption spectrum is then obtained by appropriate integration over the time-weighted spectral densities of normal modes and subsequent Fourier transformation of the product of all \( N \) correlation functions, thus completing the continuum-limit theory of the harmonic absorption spectrum.
3. Numerical model

3.1. Perturbation theory without dissipation

Our model polyatomic molecule will be the same as used in previous studies \[24\]–\[26\]. The molecule will have 45 degrees of freedom, divided into three groups: low, medium and high frequencies. The low-frequency group ranges from 50 to 470 cm\(^{-1}\) with an equal spacing of 30 cm\(^{-1}\), the medium frequency group ranges from 800 to 1220 cm\(^{-1}\) with the same spacing, and the high frequency group ranges from 2000 to 2700 cm\(^{-1}\) with an equal spacing of 50 cm\(^{-1}\). These three groups mimic a typical frequency distribution of a polyatomic molecule.

For the excited-state Hamiltonian, we assume the same groupings of frequencies as for the ground state. However, the low-frequency group frequencies are reduced by 5%, the medium group frequencies by 2% and the high-frequency group by 1%. At this point, we will also assume that there are no equilibrium position shifts in the excited state.

If the equilibrium positions and frequencies in the excited electronic state are the same as in the ground state, the absorption spectrum is a ‘\(\delta\)'-function centred at the \(\omega_{00}\) transition frequency, defined as

\[
\omega_{00} \equiv \frac{1}{2} \sum_{j=1}^{N} (\omega_{ej} - \omega_{gj}) + \frac{\Delta E}{\hbar}.
\]

The average energy in the excited state is then identical to the average energy in the ground state, there is no cooling or heating. The energy gap \(\Delta E\) between the ground and excited electronic states is unimportant, it simply sets the scale of frequencies for the photoexcitation laser, so it will be set to 0.

The first test will be to show that indeed the second-order cumulant expansion presented in the previous section is quite good. In the absence of dissipation, the exact correlation function is well known, for explicit formulae, see for example \[17, 27\]. In figure 1 we plot the numerically exact absorption spectrum and compare it with the second cumulant expansion result as obtained from equation (2.22). The good agreement indicates also that the results in the presence of dissipation will be rather accurate, since the dissipative bath is treated exactly, it is only the difference in the ground- and excited-state Hamiltonians which is treated perturbatively and this difference is small independent of the dissipative bath.

3.2. The effect of dissipation

As is well known, quantum dissipation cannot be usually treated with ohmic friction, due to the divergence of the variance of the momentum. However, in the present analysis, the hamiltonian difference operator is a function only of the system coordinates for which the variance does not diverge. Therefore results may be obtained also for ohmic friction

\[
\gamma(t) = 2\gamma\delta(t),
\]

where \(\gamma\) is the friction strength parameter and \(\delta(t)\) is the Dirac \(\delta\) function. From (2.35) it follows that the spectral density of the normal modes for the \(j\)th mode with frequency \(\omega_j\) is

\[
\gamma_j(\lambda) = \frac{\gamma\lambda}{(\omega_j^2 - \lambda^2)^2 + \gamma^2\lambda^2}.
\]
Figure 1. Absorption spectrum in the absence of dissipation. The red (asymmetric) line is the exact absorption spectrum for the model Hamiltonians without equilibrium position shifts. The green line is its approximation using the second-order cumulant expansion.

Figure 2. The effect of dissipation on the absorption spectrum with shifted frequencies but no equilibrium position shifts in the excited state.

In figure 2, we plot the resulting absorption spectrum for five different values of the friction strength ($\gamma = 50, 100, 200, 350$ and $500 \text{ cm}^{-1}$) at the temperature $T = 300 \text{ K}$. We note that increasing the friction causes a blue shift of the spectrum. This is shown in more detail in figure 3 where we plot the location of the maximal absorption as a function of the friction strength. Note that the friction-induced shift comes mainly from the first-order term in $\Delta h$, as given by (2.43). The contribution from the first-order term to the shift is shown as the green line in
The blue shift of the peak (with shifted frequencies) induced by friction. The red line shows the shift of the maximum of the absorption spectrum with increasing friction. The green line shows the approximate shift as predicted when using only the first-order cumulant expansion.

Stochastic resonance in the absorption spectrum. The width of the absorption spectrum (with shifted frequencies but no position shifts) is plotted versus the friction. Note the maximal narrowing of the peak for $\gamma \sim 140 \text{ cm}^{-1}$.

The contribution of the second-order term is small and almost independent of the magnitude of the friction. This is another indication that the second-order cumulant expansion suffices for an accurate representation of the absorption spectrum.

Perhaps of greater interest is the fact that the full-width at half-maximum height, which is a measure of the dephasing rate of the spectrum [28], is not a monotonic function of the friction strength. As shown in figure 4, increasing the friction first causes a narrowing of the
Figure 5. The absorption spectrum with equilibrium position shifts but no frequency shifts. Note the structure of the spectrum at low friction and its smearing as the friction is increased. For further details, see the text.

peak and only for sufficiently large friction strength does the spectrum again broaden. This narrowing may be considered as a manifestation of stochastic resonance, its maximum occurs for friction values that are approximately twice as large as the red shift of the spectrum at zero friction.

Interestingly, this stochastic resonance disappears if the frequencies in the ground and excited states are the same and the only difference comes from equilibrium position shifts. In figure 5, we plot the spectrum as a function of the friction strength for the same ground-state Hamiltonian as before but the vibrational frequencies of the excited state are the same as in the ground state. However, now we introduce reduced equilibrium position shifts for the low-frequency set of 15 modes, such that $\delta_j = \sqrt{\langle \omega_j / \hbar \rangle} q_j = 0.2$. Here, the excitation pulse was chosen to be a Gaussian with a width of 5 cm$^{-1}$. As is well understood, the spectrum now is more structured, with a broader wing to the blue of $\omega_{00}$. As shown in figure 6, friction causes a small blue shift of the maximum of the spectrum, but the most important effect is the broadening (shown in figure 7) which smears the spectrum, ultimately giving a broad bell-shaped function, slightly shifted to the blue of $\omega_{00}$. The width increases monotonically with the friction, the stochastic resonance results from frequency shifts only.

4. Discussion

This is the first study of the effect of friction on a model polyatomic molecule with 45 degrees of freedom. It should be stressed that this problem is not equivalent to the well-known spin-boson Hamiltonian dynamics. In the latter, one has a single mode in each of the two electronic states coupled to a dissipative continuum. In a polyatomic molecule, one has $N \gg 1$ modes in each electronic state, each of which is coupled to its own dissipative continuum. The problem is
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difficult from an analytical point of view due to the large number of molecular modes involved, necessitating the perturbation theory used in this paper. At the same time, it is precisely the vibrational dynamics that makes the problem interesting and is the cause for the novel stochastic resonance found in the absorption spectrum. Previous numerical results obtained by Berne and co-workers [12]–[14] were limited to a single mode coupled to a harmonic bath, modelling the absorption spectrum of a diatomic molecule coupled to a bath. The use of perturbation

**Figure 6.** The blue shift of the peak (with shifted equilibrium positions) induced by friction.

**Figure 7.** Broadening of the peak as a function of the friction, for the model with equilibrium position shifts but without frequency shifts. Here, the friction induces a monotonic broadening, there is no stochastic resonance feature.
theory was justified by showing that the exact spectrum and the one obtained using the second-order cumulant expansion were rather close to each other. As found for example for benzene [16], naphthalene [17] or stilbene [15, 29], the differences between the excited- and ground-state vibrational Hamiltonians are rather small, justifying the use of the Hamiltonian difference operator as a small parameter.

The use of perturbation theory enabled us to derive continuum-limit formulae for the time-dependent population in the excited states as a function of the excitation frequency. In this paper, we presented results for the infinite-time population in the excited state, that is, the absorption spectrum. We found that friction has two major effects. One is a blue shift of the spectrum with increasing friction. The second, more interesting result is a stochastic resonance-like narrowing of the peak followed by a broadening as the friction becomes very large. The maximal narrowing is found in a range of friction values which are of the order of the red shift in the absorption spectrum at zero friction. This stochastic resonance was shown to be caused by the frequency shifts between the ground- and excited-state Hamiltonians, the position shifts lead only to a monotonically increasing width of the spectrum with friction.

Although the results presented here were for ohmic friction, we also performed some computations with exponential memory friction, these did not show any qualitative differences as compared to the ohmic limit. Nor do moderate temperature variations cause any qualitative differences.

From an experimental point of view, broadening and shifts of polyatomic absorption spectra have been measured. For example, Nowak and Bernstein [30] have measured the spectrum of benzene in argon and helium as a function of pressure, temperature and density. A theoretical analysis based on classical molecular dynamics has been given by Stratt and Adams [31]. From the point of view of the theory presented in this paper, benzene is an ideal case for further study; however, symmetry imposes that one cannot assume a constant dipole operator, rather one must include the leading-order linear term in the vibrations. This leads to a modification and actual further complication of the formalism presented here and is the topic of ongoing work [32].

An interesting related question has to do with the effect of friction on the nascent vibrational-energy distribution in the excited state. In the strong-friction limit, one would expect an almost instant thermalization of the distribution leading to the broad absorption spectrum in this limit. However, for weak friction, the slow relaxation of the distribution can lead to a stronger overlap with the ground state and thus a larger absorption and a narrower distribution. We suspect that this is the dynamics underlying the stochastic resonance phenomenon found in the present work.
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Appendix. The Hamiltonian difference correlation function

In this appendix we will outline the derivation of the Hamiltonian difference correlation function defined in equation (2.25). Because of the separability of the molecular modes, it is sufficient to consider only a single molecular mode and then attach to it the appropriate index. Henceforth, we will do away with the index $j$ for the molecular mode.
The energy difference operator for a single mode is readily seen to be
\[
\Delta h = \frac{1}{2}(\omega^2 - \omega^2_g) q^2 + \frac{1}{2}\omega^2_g (q^2_0 - 2qq_0) .
\]
(A.1)

Consider first that part of the energy difference operator which depends only on the system coordinate \( q \). One then readily finds that
\[
Z_{gj} \langle \Delta h(t) \Delta h \rangle = \operatorname{Tr} \left[ e^{-\beta H_g} e^{(i/\hbar) H_g t} \Delta h e^{-(i/\hbar) H_g t} \Delta h \right]
\]
\[
= \int_{-\infty}^{\infty} dq \, dq' \Delta h \left( \sum_{l=0}^{M} u_{l0} y_l \right) \Delta h \left( \sum_{l=0}^{M} u_{l0} y'_l \right)
\]
\[
\times \left( y \left| \exp \left[ -\left( \frac{H_g}{\hbar} \right) \right] y \right| , y' \left| \exp \left[ -\left( -\frac{i}{\hbar} H_g \right) \right] y' \right| \right).
\]
(A.2)

Introducing the unity function as
\[
\int_{-\infty}^{\infty} dq \, dq' \delta \left( q - \sum_{l=0}^{M} u_{l0} y_l \right) \delta \left( q' - \sum_{l=0}^{M} u_{l0} y'_l \right)
\]
using the Fourier decomposition of the Dirac delta function
\[
\delta(x) = \frac{1}{\sqrt{2\pi}} \int_{-\infty}^{\infty} dk \, e^{ikx}
\]
performing the Gaussian integrals over all the modes \( y_j, y'_j \) as well as the Fourier variables \( k, k' \) leads to the result:
\[
\langle \Delta h(t) \Delta h \rangle = \frac{1}{2\pi} \frac{1}{\alpha_c \alpha_s} \int_{-\infty}^{\infty} dq \, dq' \Delta h(q) \Delta h(q') \exp \left[ -\frac{(q + q')^2}{2\alpha_c} - \frac{(q - q')^2}{8\alpha_s} \right],
\]
(A.3)

where the ‘variances’ \( \alpha_c \) and \( \alpha_s \) are
\[
\alpha_c = 2\hbar \sum_{l=0}^{M} u_{l0}^2 \left( \frac{\cosh (\hbar \beta_c \lambda_l/2) \cos (\lambda_l t/2)}{\sinh (\hbar \beta_c \lambda_l/2)} \right) = \frac{4\hbar}{\pi} \int_{0}^{\infty} d\lambda \gamma(\lambda) \cosh (\hbar \beta_c \lambda/2) \cos (\lambda t/2)
\]
(A.4)
\[
\alpha_s = \frac{i\hbar}{2} \sum_{l=0}^{M} u_{l0}^2 \left( \frac{\sinh (\hbar \beta_c \lambda_l/2) \sin (\lambda_l t/2)}{\sinh (\hbar \beta_c \lambda_l/2)} \right) = \frac{i\hbar}{\pi} \int_{0}^{\infty} d\lambda \gamma(\lambda) \sinh (\hbar \beta_c \lambda/2) \sin (\lambda t/2)
\]
(A.5)

with \( \beta_c = \beta - (i/\hbar)t \). The continuum form of these functions in terms of the spectral density of the normal modes is obtained from the definition of the spectral density (see equation (2.35)). Defining
\[
g(\beta, t) \equiv \frac{\alpha_c}{2} - 2\alpha_s = \frac{2\hbar}{\pi} \int_{0}^{\infty} d\lambda \frac{\gamma(\lambda)}{\sinh (\hbar \beta_c \lambda/2)} \cosh \left( (\hbar \beta_c \lambda/2) - i\lambda t \right),
\]
(A.6)
noting that
\[
\langle \Delta h \rangle = \frac{1}{2} (\omega^2_c - \omega^2_g) \left( \frac{\alpha_c}{4} + \alpha_s \right) + \frac{1}{2} \omega^2_g q^2_0
\]
(A.7)
one readily finds that

\[
\langle \Delta h(t) \Delta h \rangle - \langle \Delta h \rangle^2 = \frac{(\omega_v^2 - \omega_s^2)^2}{8} g^2(\beta, t) + \frac{1}{2} \omega_v^4 q_0^2 g(\beta, t)
\]  
\( (A.8) \)

as given in (2.45).

Finally, we note that the time integral in (2.22) can also be carried out analytically, that is

\[
\int_0^t dt' (t - t') g(\beta, t') = \frac{4i \hbar}{\pi} \int_0^\infty d\lambda \frac{\Upsilon(\lambda)}{\lambda^2} \left( \frac{\sinh (\lambda (\hbar \beta - i t)/2) \sin (\lambda t/2)}{\sinh (\hbar \beta \lambda/2) - \lambda t/2} \right)
\]  
\( (A.9) \)

and similarly

\[
\int_0^t dt' (t - t') g^2(\beta, t') = \frac{4 \hbar^2}{\pi^2} \int_0^\infty d\lambda d\lambda' \frac{\Upsilon(\lambda) \Upsilon(\lambda')}{\sinh (\hbar \beta \lambda/2) \sinh (\hbar \beta \lambda'/2)} F(\lambda, \lambda', t; \beta),
\]  
\( (A.10) \)

where

\[
F(\lambda, \lambda', t; \beta) \equiv \int_0^t dt' (t - t') \cosh \left( \frac{\hbar \beta \lambda - i \lambda t'}{2} \right) \cosh \left( \frac{\hbar \beta \lambda'}{2} - i \lambda t' \right)
\]

\[
= i \left[ \frac{1}{(\lambda + \lambda')^2} \sinh \left( \frac{\hbar \beta (\lambda + \lambda') - i(\lambda + \lambda') t}{2} \right) \sin \left( \frac{(\lambda + \lambda') t}{2} \right) + \frac{1}{(\lambda - \lambda')^2} \sinh \left( \frac{\hbar \beta (\lambda - \lambda') - i(\lambda - \lambda') t}{2} \right) \sin \left( \frac{(\lambda - \lambda') t}{2} \right) \right]
\]

\[- \frac{t}{2} \left[ \frac{1}{(\lambda + \lambda')} \sinh \left( \frac{\hbar \beta (\lambda + \lambda')}{2} \right) + \frac{1}{(\lambda - \lambda')} \sinh \left( \frac{\hbar \beta (\lambda - \lambda')}{2} \right) \right] \].
\( (A.11) \)
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