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Summary
When assessing the role of live animal trade networks in the spread of infectious diseases in livestock, attention has focused mainly on direct movements of animals between premises, whereas the role of haulage vehicles used during transport, an indirect route for disease transmission, has largely been ignored. Here, we have assessed the impact of sharing haulage vehicles from livestock transport service providers on the connectivity between farms as well as on the spread of swine infectious diseases in Great Britain (GB). Using all pig movement records between April 2012 and March 2014 in GB, we built a series of directed and weighted static multiplex networks consisting of two layers of identical nodes, where nodes (farms) are linked either by (1) the direct movement of pigs and (2) the shared use of haulage vehicles. The haulage contact definition integrates the date of the move and the duration $\Delta s$ that lorries are left contaminated by pathogens, hence accounting for the temporal aspect of contact events. For increasing $\Delta s$, descriptive network analyses were performed to assess the role of haulage on network connectivity. We then explored how viruses may spread throughout the GB pig sector by computing the reproduction number $R$. Our results showed that sharing haulage vehicles increases the number of contacts between farms by >50% and represents an important driver of disease transmission. In particular, sharing haulage vehicles, even if $\Delta s<1$ day, will limit the benefit of the standstill regulation, increase the number of premises that could be infected in an outbreak, and more easily raise $R$ above 1. This work confirms that sharing haulage vehicles has significant potential for spreading infectious diseases within the pig sector. The cleansing and disinfection process of haulage vehicles is therefore a critical control point for disease transmission risk mitigation.
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Introduction

Animal movement is recognised as an important route of transmission of diseases in livestock (Fèvre et al., 2006, Ortiz-Pelaez et al., 2006). As such, a wealth of research has been carried out to describe trade networks formed by the movement of livestock across Europe (Bajardi et al., 2011, Relun et al., 2016, Volkova et al., 2010). Understanding the complexity of the live animal trade network is critical to predict the spread of infectious diseases in livestock industries, assess the benefit of prevention and control measures and design cost efficient surveillance programmes. However, other mechanisms and relationships may indirectly connect farms to each other and represent additional routes of infection. Not accounting for these indirect contacts will lead us to underestimate the role of individual farms and limit the benefit of targeted strategies to control and prevent infectious diseases (Rossi et al., 2015, Bernini et al., 2019).

Livestock haulage and animal product transport vehicles have been shown as an important route of transmission for numerous infectious diseases. Ssematimba et al (2012) showed that the transport of shell eggs were the main mechanism of spread of highly pathogenic avian influenza virus (H7N7) during the 2003 epidemic in the Netherlands. Epidemiological links were also found between the routes taken by bulk milk tanker collectors and the spread of foot-and-mouth disease (FMD) virus during both the 1967-1968 UK and 1982 Denmark epidemics (Hedger and Dawson, 1970, Veterinærdirektoratet, 1982). With regards to the pig industry, transport vehicles played a major role in the transmission of classical swine fever (CSF) virus during the 1997-1998 outbreak in Netherlands (Elbers et al., 1999), accounting for more than half of the infection events before the implementation of the first control measures. Previously, contaminated vehicles have been shown as an important mechanism for the spread of African swine fever (ASF), porcine reproductive and respiratory syndrome (PRRS) and porcine epidemic diarrhoea (PED) viruses in both Europe and North America, mainly due to poor cleaning and disinfection practices of haulage vehicles between movements (Lowe et al., 2014, Dee et al., 2004a).

With regards to the study of pig trade networks, attention has mainly focused on networks formed by the direct movements of live animals between premises, with little consideration of the physical nature of such events. In particular, the successive use of a few livestock haulage vehicles by multiple farms to move animals will create additional contacts and increases the complexity of the animal trade network. To date, only few studies analyse animal trade networks looking at the role of indirect contacts by livestock haulage vehicles. Thakur and colleagues (Thakur et al., 2016) have extracted information on direct and indirect contacts that were voluntary reported from 157 Canadian commercial pig farms within a 5-month period and showed that sharing lorries increased the connectivity of pigs farms. This result was further confirmed for similar networks looking at the role of intermediate transit movements of lorries between French farms without any animal unloading (Salines et al., 2017). Although these studies highlighted the potential role of
sharing livestock transport vehicles on the structure of the contact network between pig farms, none have formally assessed its potential impact for disease spread while, at the same time, accounting for the infectious period and contamination period of vehicles that are not only specific to pathogens but also are critical in defining infectious contact.

In this paper, we explore the changes in the structure of the live pig trade network in Great Britain (GB) when connections through potentially contaminated haulage vehicles are accounted for. Our goal is to assess the impact of haulage on the connectivity between farms and provide evidence on the risk posed by sharing haulage vehicles on the spread of infectious diseases in the British swine industry. In this study, we particularly focused on the impact of using private haulage companies (PHC) to transport pigs. These PHC are private livestock transport service providers commonly used in GB to move pigs both to slaughter or to non-slaughter premises (Porphyre et al., 2014).

Materials and Methods

Movement data

All movements reported between Monday 2nd of April 2012 to Sunday 30th of March 2014 were extracted from the Scottish livestock electronic identification and traceability database (ScotEID) and the electronic animal movement licensing system (eAML2) (Porphyre et al., 2017). Together, the ScotEID and eAML2 databases provide a comprehensive picture of all movements of pigs in GB at the batch rather than individual pig level. Each movement record reports the county/parish/holding (CPH) identifier for both departure and destination premises and the date on which the movement occurred. Details of premises type for departures and destinations are also recorded in the movement databases, allowing slaughterhouses, markets and other gathering places to be differentiated from agricultural holdings. In total, the pig trade network involves 34,812 holdings and 369 gathering places which moved in/off at least one pig within the study period in GB.

Over the entire dataset, the registration number of the vehicle used for transport showed poor quality in recording, whereas details on used haulier or haulage company were consistently provided. Hauliers and haulage companies recorded as transporting pigs were cross-checked against the list of quality assured private haulage companies (PHC) held by both Quality Meat Scotland (QMS) and Red Tractor. Together, a list of PHC that moved pigs during the study period was collated and provided details of each PHC, including their name, postcode and number of registered vehicles. This list was further extended by including all international haulage companies as well as all major live pig producers, major retail companies and genetic improvement (artificial insemination) businesses that showed records of using their...
own fleet of haulage vehicles but were neither listed as PHC in the QMS nor in the Red Tractor datasets. In total, 863 PHC were identified as moving pigs in GB during the study period.

**Network construction**

To characterise the epidemiological relationship between pig premises through the trade of pigs in GB, we constructed a series of directed and weighted static multilayer networks between premises (whether agricultural holdings or gathering places) involved in the movement database. Here, each network is represented by two independent layers of “nodes” (Wasserman and Faust, 1994, Newman, 2002), where nodes represent premises involved in the movement of pigs, and in which each layer integrates the unique relationship between premises due to either the direct movement of pigs or sharing haulage vehicles (Figure 1A). Connections between nodes within each layer defined the intra-layer edges, whereas connections between nodes of different layers are the inter-layer edges (Figure 1A). Note that nodes involved in each layer represent the same entities (i.e. premises). As such, the combination of these two layers results in one multiplex network (Finn et al., 2019).

While contact definition is straightforward for the direct movement of pigs, with the contact $c_{ij}^{M} = 1$ from premises $i$ to premises $j$ if at least 1 pig has been reported moving in the movement database (and $c_{ij}^{M} = 0$ otherwise), defining contact through sharing haulage vehicles $c_{ij}^{H}$ is complex. In this study, we only considered movements using PHC to transport pigs and ignored all movements that were carried out by vehicles owned by either the farm of departure or destination. Briefly, suppose that a batch of pigs moved from premises $F_1$ to premises $F_2$ at time $t_1$ and that another batch of pigs moved from premises $F_3$ to premises $F_4$ at $t_2$ (Figure 1B). Farms $F_1$, $F_2$, $F_3$ and $F_4$ would potentially be in contact if (1) both movements were carried out using the same PHC vehicle, and (2) the PHC vehicle that they share is contaminated, thereby carrying fomites (if not cleansed) and/or acting as a fomite (if not disinfected). As such, assuming PHC vehicles are constantly contaminated for a period $\Delta_S$, $F_1$, $F_2$, $F_3$ and $F_4$ would be in contact if $t_2 - t_1 \leq \Delta_S$, i.e. both movements occurred within $\Delta_S$. More formally, node $i$ and node $j$ would be in contact if both share a PHC vehicle to move pigs within $\Delta_S$, such as $c_{ij}^{H} = 1$ if $0 < t_j - t_i \leq \Delta_S$, and $c_{ij}^{H} = 0$ otherwise. Note that, in this case, $t_j - t_i$ is required to be positive for a contact to occur, implicitly providing information on the direction of the contact (Figure 1B). However, a PHC vehicle may move multiple batches of pigs in the same day. Because only the date of the move is recorded in the movement database, with no information of the time of such a move, the direction of the contact may not be possible to establish. To solve this issue, the direction of all movements occurring in the same day, i.e. when $t_j - t_i = 0$, was randomly chosen with equal probability.

As noted previously, the registration number of the vehicle used for transport was poorly recorded in the movement database. Although we know which PHC was used for transporting pigs, we do not know
exactly which vehicle was used. While this is the same information for companies registered with a single vehicle, some companies may show records of >1 haulage vehicle. We therefore randomly allocated a vehicle to each movement with an equal probability and as a function of the number of vehicles registered per PHC. However, <5% of the PHC identified as moving pigs did not show records of number of vehicles. To infer missing records, we assumed that missing information was missing completely at random and represented a random subset of the data. We then imputed the missing number of vehicles by considering the number of vehicles registered per PHC is related to the log_10-transformed average number of batches and the log_10-transformed average number of pigs that were recorded moved by each PHC over all active days. This relationship was modelled using a multivariable Poisson regression model and developed in the statistical software R version 3.4.4 (R Development Core Team, 2018). The final model’s Nagelkerke pseudo-$R^2$ was 0.536. Not only did this model allow the imputation of missing values, but it also enabled assessment of the number of vehicles required per PHC as according to their daily activities by evaluating the concordance between observed and predicted number of vehicles. Because we predicted the number of vehicles based on the number of batches and animals transported daily, we assumed that predictions would represent a benchmark of the number of vehicles required by each PHC given their daily activities within the pig sector. As such, PHCs that report a significantly smaller number of vehicles than the predictions from the Poisson model would have registered less vehicles than what it would be needed to carry out their daily activities, therefore highlighting that it would carry out multiple loads of pigs in a given single day.

Finally, both layers of the multilayer network were constructed by aggregating the recorded contact activity of each node over a given time-window $\Delta t$ (Bajardi et al., 2011). In this process, we excluded slaughterhouses (<0.5% of the nodes) from the networks as we focus on disease spread between farms, though we retained their impact when defining $c_{ij}$. This provided a series of static multilayer networks for which edges connecting node $i$ to node $j$ are weighted by the number of batches $w_{ij}(t) = \sum_{t}^{t+\Delta t} c_{ij}^N(t)$ that were recorded moving within a given time period of length $\Delta t$ (layer 1) and by the number of times $w_{ij}(t) = \sum_{t}^{t+\Delta t} c_{ij}^H(t, \Delta s)$ they share the same PHC vehicle within the same time period (layer 2). Overall, $Q = \lfloor \frac{728}{\Delta t} \rfloor$ static multilayer networks were constructed for each value of $\Delta t$ considered. In this study, $\Delta t = 7$ days and $\Delta t = 28$ days were considered for constructing networks, since these represent a range of likely farm-level infection period that would precede the detection of important swine diseases (such as ASF, CSF and FMD), thus preceding the implementation of disease control activities (Porphyre et al., 2017, Guinat et al., 2018). As such, for each scenario considered, 104 and 26 multilayer networks were constructed when $\Delta t = 7$ days and $\Delta t = 28$ days, respectively.
Network analysis and risk assessment

Here, we assumed that viruses can be transferred between premises in a similar way whether contact is direct or indirect. We further assumed that there is no cost to change layer (i.e., the relative weight of the inter-layers edges are all equal to 1) and that each layer represents an independent contact structure. As a result, the multilayer networks can be simplified by topological aggregate of the different layers. Although this assumption may fail in detecting fine-scale structural features of the networks (Battiston et al., 2014), such a loss is believed to have a limited impact on our inferences given the objectives of our study. Furthermore, such an assumption simplifies our analysis and allowed us to use methods developed for analysing and describing mono-layer networks rather than using more complex methods (Kivelä et al., 2014). Networks involved in each layer as well as the multilayer networks were therefore initially explored using classical descriptive network metrics, comparing the networks topology and size of the largest component and evaluating their vulnerability to targeted removals of premises when contacts due to sharing haulage vehicles is included rather than when only direct movement is considered.

Because, the duration of $\Delta s$ varies as a function of the pathogen of interest (Lowe et al., 2014, Linhares et al., 2012, Dee et al., 2005a, Dee et al., 2005b, Dee et al., 2005c, Zimmerman et al., 2010, Weesendorp et al., 2008, Davies et al., 2017, Olesen et al., 2018) and as a function of the intensity of the cleaning activities carried out within the pig industry (Dee et al., 2005a, Dee et al., 2005b), we tested the impact of sharing PHC vehicles by considering various scenarios of $\Delta s$, notably $\Delta s < 1$, $\Delta s = 1$, $\Delta s = 7$ and $\Delta s = 28$ days. In total, 520 multilayer networks, which involved 1040 single-layer networks, were constructed and analysed. We then explored how diseases may spread between nodes of these multilayer networks and gain insight on the impact of sharing haulage vehicles on the between-farm basic reproduction number.

Network structure

First, the structure of each considered monolayer network was described using various network-level metrics and compared with those measured over the multilayer network. The topological measures computed describing the structure of the networks (Wasserman and Faust, 1994) included: the number of active nodes ($n_a$) and edges ($n_e$) involved in each network, the density ($d$; the ratio of the observed number of edges to the number of possible edges) and the average degree ($k$; the mean of the total number of edges, either incoming or outgoing, for each node). We also calculated the average path length ($PL$; the average number of edges along the shortest paths between all pairs of nodes) and the clustering coefficient ($CC$; the proportion of neighbours of a node that are linked to each other). A network is said to have a small-world structure if its $CC$ is significantly higher, while at the same time showing a lower value of $PL$, than that computed from a random network of equivalent size and connections (that is with same number of nodes and links) (Humphries and Gurney, 2008). To evaluate if the pig trade network has a small-world structure 
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we computed the small-worldness index, $S$, which provide an unbiased comparison between the observed PL and CC with those computed for a set of randomly generated networks (Humphries and Gurney, 2008). Here, networks were considered having a small-world structure if $S \gg 1$ (Humphries and Gurney, 2008).

For speed, and given that 1560 networks were constructed over the large number of considered scenarios and the study period, only 10 randomly generated networks were computed for computing the estimate of $S$ for each empirical network.

We further calculated and analysed the distributions of the in-degree ($k_{in}$; the number of different nodes from which a given node received contacts) and the out-degree ($k_{out}$; the number of different nodes to which a given node sent contacts) for each node of the networks to explore how the connectivity of premises within each multilayer network vary with the considered scenario of $\Delta S$. We also computed the proportion of active nodes that were disconnected from the rest of the network in order to measure how indirect contact may affect the cohesiveness of the network. In this study, farms are considered disconnected if they did not receive or send pigs to other farms or gathering places. To further measure the impact of indirect contacts on the cohesiveness of the network, we then identified all nodes involved in the largest (or giant) weakly and strongly connected components. The giant weakly connected component (GWCC) of a given network is the largest subset of the network for which nodes can be reached from any other node by following edges regardless of their direction. The giant strongly connected component (GSCC) of a given network is, on the other hand, the subset of the network for which nodes can be reached from any other node by following directed edges. Based on these definitions, GSCC and GWCC can be considered independent from the rest of the network. These measures are also considered as proxy measures for lower and upper bounds of maximal epidemic size, respectively, for epidemics spreading in the considered network (Kao et al., 2006).

Finally, a percolation analysis was implemented to assess the vulnerability of the multilayer network to the targeted removal of premises (Min et al., 2014, Pilosof et al., 2017). Briefly, this analysis consisted of measuring the impact of progressively removing nodes, one after another, in the decreasing order of a given node centrality measure, on the structure of the network. Here, we measured the robustness of the structure of the multilayer network by measuring the impact of targeted removal of nodes on the sizes of the GSCC and GWCC when networks are constructed considering increasing values of $\Delta S$. Node centrality measures used in the analysis to drive the removal processes were $k_{in}$ and $k_{out}$ that were computed over the monolayer network formed by direct movement alone. In this way, we can evaluate how sharing haulage vehicles may affect targeted removal strategies based on direct contact only.

Data were analysed using the ‘igraph’ (Csardi and Nepusz, 2006) and ‘qgraph’ (Epskamp et al., 2012) packages in the statistical software R version 3.4.4.
Disease reproduction number

To explore further how diseases may spread between nodes of the multilayer network, we extended the analysis by measuring the potential of each node to transmit pathogens to other nodes in the network. Disease transmission was assumed to only occur through direct movement of pigs and by sharing contaminated PHC vehicles; hence, we ignored the role of geographic proximity (Gamado et al., 2017) and returning haulage vehicles (Bronsvoort et al., 2008) on the spread of diseases. As such, we computed the probability \( \Gamma_{ij}(q) \) that node \( j \) is infected due to contact with node \( i \) within the time period \( q \in \{1,\ldots,Q\} \) by considering that (1) susceptible nodes can be infected via either transmission routes simultaneously (Zhao et al., 2014) and (2) transmission follows a binomial process of the form:

\[
\Gamma_{ij}(q) = 1 - (1 - \beta_M)^{w_M^i(q)}(1 - \beta_H)^{w_H^i(q,\Delta \delta)}
\]

where \( w_M^i(q) \) and \( w_H^i(q,\Delta \delta) \) refer to the number of contacts from direct movements of pigs and through haulage contacts that occurred from \( i \) to \( j \) within \( q \) and considering a contamination period \( \Delta \delta \), respectively. The parameters \( \beta_M \) and \( \beta_H \) further denote the probability that a node would infect another node as a result of sending a single batch of pigs or sharing a PHC vehicle, respectively. Therefore, these values differ from transmission rates from classical epidemiology models, which include contacts.

In Eq. (1), we assumed that the probability of pathogen transmission, \( \Gamma_{ij}(q) \), varies between nodes due to their trading behaviour within a specific time period \( q \). This makes a clear departure from the common hypothesis that transmission rates between individuals are constant, and implies that \( \Gamma_{ij}(q) \) depends on specific edges. To comply with the common hypothesis of the homogeneous transmission, we neglected fluctuation and replaced \( \Gamma_{ij}(q) \) by its mean value (Newman, 2002, Pastor-Satorras et al., 2015). In this way, the number of secondary cases that may be generated by each (potentially infectious) nodes \( i \) in a fully susceptible population during \( \Delta t \) may then be extrapolated by summing \( \Gamma_{ij}(q) \) over all edges departing from \( i \). As such, the average number of secondary cases over all node \( i \) can, therefore, be interpreted as a \textit{de facto} approximation of the reproduction number \( R_q \) for diseases spreading in the multilayer, directed and weighted network constructed over the time period \( q \). Like in mono-layer directed networks, the position of the node in which disease is introduced in a specific network component can restrict or enhance the spreading capabilities of the disease with respect to other positions (Pastor-Satorras et al., 2015). For example, incursion in small components will, in general, produce small outbreaks irrespective of the spreading rate, thus affecting our ability to generate an understanding of the macroscopic behaviour of an outbreak. To solve this issue, we focused our analysis on nodes involved in the largest strongly connected component (i.e., GSCC) (Pastor-Satorras et al., 2015), approximating the reproduction number \( R_q \) by:
\[ R_q = \frac{1}{n_{GSCC}} \sum_{i \in GSCC} \sum_{j} \Gamma_{ij}(q) \]

where \( N \) is the total number of premises recorded moving pigs in the movement databases; and \( n_{GSCC} \) is the number of premises involved in the giant strongly connected component of the multilayer network constructed over the time period \( q \).

To investigate the dependence of \( \beta_M \) and \( \beta_H \) on the potential for given diseases to spread through the largest connected subset of multilayer network, we assumed that the infection process is constant over all \( Q \) time periods \( q \) within the study period and computed the mean \( R_q \) over the entire study period such as:

\[ R = \frac{1}{Q} \sum_q R_q. \]

In this way, \( R \) represents an approximation of the basic reproduction number \( R_0 \) in the pig trade network in GB during the study period when accounting for the impact of sharing PHC vehicles, and can be interpreted similarly. A value of \( R \) greater than 1 indicates that disease will spread whereas a value of less than 1 indicates that a self-sustaining epidemic is not possible and that disease will die out (Anderson and May, 1991).

**Sensitivity analysis**

Acknowledging that network properties may have been influenced by how we constructed the haulage network (i.e. by randomly allocating vehicles and direction of edges), we evaluated the structural sensitivity of the multilayer network by constructing 100 multilayer networks over the movement data recorded over one randomly selected time-window \( \Delta t \). Based on this set of 100 multilayer networks, we computed the distribution of the average degree \( k \) as well as the distributions of the in-degree \( k_{in} \) and out-degree \( k_{out} \).

A stepwise regression analysis was further performed to determine which of \( \Delta t, \Delta s, \beta_M \) and \( \beta_H \) have the most impact on the variability of \( R \). In this method, a sequence of linear regression models is constructed that successively adds the most important input parameters to the regression (Saltelli et al., 2000). The model difference in the coefficient of determination \( r^2 \) computed at each of the successive steps of the analysis provides then a measure of variable importance by indicating how much of the variation in the dependent variable can be accounted for. To avoid problems of non-linear relationships between the response and tested variables, rank-transformed variables were used in this analysis.
Results

Use of haulage in moving pigs
During the two-year study period, 415,448 batches of pigs were moved between the 35,181 active premises in GB, involving 32,820,599 pigs. Nearly 66% of these batches \( (n=275,613) \) moved to slaughter, which correspond to 51% of pigs \( (n=16,777,608) \) recorded in the database (Table 1). Overall, 41% of all movements and 33% of the non-slaughter movements were moved by a PHC, accounting for 83% and 78% of the moving pigs, respectively (Table 1). The distribution of distances travelled per batch of pigs in GB is shown in Figure 2A, highlighting long-distance movements were more likely to be made using PHC.

Figure 2B shows the distribution of the 863 PHC identified as moving pigs as a function of the total number of batches and pigs transported during the study period. While most of the 863 PHC were used to transport less than 10 batches \( (n=489; 57\%) \) throughout the 24-month study period, large number of batches \( (i.e. >1000) \) were transported by only 43 (5%) PHCs (Table 2). The use of PHC is, however, not restricted to moving large batches of pigs (Fig. 1C), with half of PHCs transporting not more than a median of 4.5 pigs \( (95\% \text{ range } 1–249) \) per movement. In fact, Figure 2C suggests that two categories of PHC may be involved in moving pigs in GB: those that carry a median of 25 pigs or less per batch \( (n=664, \text{ named “small PHC”}) \) and those that carry >25 pigs per batch \( (n=199, \text{ named “large PHC”}) \).

Among the 863 PHC, 827 (96%) showed records of the number of vehicles used to transport animals. The comparison between the observed number of vehicles registered per PHC and the corresponding number of vehicles that was predicted based on their pig movements records \( (i.e. \text{ mean number of pigs and mean number of batches}) \) is shown in Figure S1A. Considering that predictions represent a benchmark number of vehicles required by each PHC to move pigs given their daily needs, 190 of the 827 PHCs (23%) had significantly less vehicles than what would be needed, with 34 PHCs requiring > 3 extra vehicles to move pigs as according to their daily recorded activities (Figure S1B). This highlights that these companies would carry out multiple loads of pigs in a given single day. In contrast, 127 of the 827 PHCs (15%) registered significantly more vehicles than required, with 9 PHCs registering >10 extra vehicles than needed to move pigs as according to their daily activities (Figure S1B). This highlights that these companies would probably carry other species than pigs. Nevertheless, PHC with a single registered vehicle moved fewer batches and fewer pigs than those with >1 registered vehicle (Tables 1 & 2). Figure 2D shows the distribution of the observed and predicted number of vehicles per PHC.

Impact of haulage on network topology
Here we are interested in evaluating how haulage may impact the topology of the pig trade network in GB and investigated how changes in the duration of the contamination period of a PHC vehicle \( (\Delta_s) \) may
modulate this impact. This is particularly valuable as it gives us some indication of how diseases may spread in the population through the trade of pigs. The average estimates of the network topology measures for all generated static multilayer networks as well as for each layer (taken separately) are shown in Table 3 and Figure S2. Not surprisingly, increasing \( \Delta s \) yields larger network measures. In particular, increasing \( \Delta s \) grows the size of the network by 19% to 74% (\( \Delta t=7 \) days) and by 8% to 18% (\( \Delta t=28 \) days) in comparison to the network constructed over the direct movement of pigs only. However, it is worth noting that even sharing a PHC vehicle during the same day (i.e., \( \Delta s<1 \)) has a major influence, not only increasing the size of the network but also increasing the number of edges, making the multilayer network markedly denser.

Focusing in the scenario \( \Delta s < 1 \), farms will have 66% (\( \Delta t=7 \) days) to 91% (\( \Delta t=28 \) days) more contacts with other farms, increasing the average degree from 1.55 to 2.58 and from 1.89 to 3.62 when \( \Delta t=7 \) days and \( \Delta t=28 \) days, respectively. The impact of sharing PHC vehicles on the network is further apparent in the distribution \( k_{in} \) and \( k_{out} \) computed over all considered time-windows and scenario of \( \Delta t \) and \( \Delta s \) (Figures 3A-B and S3A-B in Supporting information S1). Whether \( \Delta t=7 \) days or \( \Delta t=28 \) days, including haulage contacts was characterized by much broader distributions extending on all considered \( \Delta s \). However, such an increase in contact was mostly felt on farms that have few contacts, i.e. those with \( k_{in}<5 \) or \( k_{out}<5 \), rather than those that have >20 contacts (Supporting information S1, Figure S4). While these findings may have been sensitive to the assumptions used during the construction the haulage network (i.e. by randomly allocating vehicles and direction of edges), random allocation of vehicles and direction accounted for an absolute error of less than 0.2 (i.e. 3%) around the mean average degree of the pig trade network (Supporting information S1, Figure S5), with little impact on the general distribution (Supporting information S1, Figure S6). Hence, including the shared use of PHC vehicles in the pig trade network genuinely increased the general connectivity of premises.

As expected from the observed increased network density, including haulage contact in the pig trade network appears to reduce the proportion of farms that were recorded as moving pigs but did not receive or send pigs to other premises (Figure 3C and Figure S3C in Supporting information S1). Such a behaviour would happen if farms sent pigs exclusively to slaughter or if no movements have left the farms within the time windows. In the UK, stringent animal movement regulations were introduced nationwide following the outbreak of FMD in 2001, requiring a 20-day standstill period for all pigs on a farm upon the arrival of any new pigs onto that farm (i.e., no further movements of pigs off the farm in question are allowed for 20 days). This restriction\(^1\) is intended to prevent substantial undetected spread of disease by isolating the farm from the rest of the industry long enough for disease to be clinically apparent and detected. However, our

\(^1\) as regulated by the Disease Control Order 2003, statutory instrument (S.I.) S.I. 2003/1729 in England and the Welsh S.I. 2003/1966 in Wales; and The Disease Control (Interim Measures) (Scotland) Amendment (No. 3) Order 2007, Scottish S.I. (S.S.I.) 2007/423 in Scotland.
results show that sharing haulage vehicles would reduce the benefit of the 20-day standstill period and, hence, significantly increase the size of both giant weakly (GWCC) and strongly (GSCC) connected components present in all considered time-windows (Figures 3D & S3D). Whether alone or together with animal movement contacts, haulage contact drastically increases the size of the GSCC to a size similar to the GWCC computed when haulage is not included, even with a minimum period of contamination (i.e., $\Delta s < 1$). On average, including haulage contact with $\Delta s < 1$ day yields an 11- to 22-fold increase in the size of the GSCC, involving 7.8% ($n = 154$) to 26% ($n = 1284$) of the premises recorded moving pigs within $\Delta t = 7$ days and $\Delta t = 28$ days, respectively (Table 4). As $\Delta s$ increases, however, more nodes are progressively included in the GSCC, gathering around 40% to 60% of the nodes involved in the multilayer network when $\Delta s = 28$ (Table 4). Interestingly, >80% of the nodes present in the GSCC report only using large PHC (i.e., moving batches of 25 more pigs, on average; Supporting information S1, Table S1), with little changes between networks constructed with $\Delta t = 7$ days and $\Delta t = 28$ days and for increasing $\Delta s$. Looking more in detail, these premises are mostly (60% to 68%) commercial producers. In contrast, 1.3% to 14% of the nodes present in the GSCC did not use PHC to move pigs at any moment during the study period (Supporting information S1, Table S1).

Results of the percolation analysis on the size of the GSCC when $\Delta t = 28$ days are shown in Figure 4 and Figures S7 in Supporting information S1. As expected, targeted removal of nodes in the order of $k_{in}$ and $k_{out}$ resulted in a fast reduction in the size of both GSCC and GWCC for all mono-layer networks constructed over the direct movement of pigs only. However, removing the targeted nodes will have a smaller impact on the multilayer network structure than when considering the monolayer network of direct contact alone. While removing 300 of the most central nodes, as defined by $k_{in}$, reduced the size of the GSCC by a median of 87.5% (IQR: 81% - 97%) and the size of the GWCC by a median of 97% (IQR: 96% - 98%), this only reduced the size of the GSCC by 40.9% (IQR: 0.427 0.382), 27.1% (IQR: 26% - 28) and 19.1% (IQR: 18% - 20%) when $\Delta s < 1$ day $\Delta s = 1$ day and $\Delta s = 7$ days, respectively (Figure 4). A similar pattern can be seen when removing nodes in order of $k_{out}$ (Figure S7 in Supporting information S1) and when $\Delta t = 7$ days (Figure S8 in Supporting information S1).

**Impact of haulage on disease spread**

Whilst the size of GSCC and GWCC provide clues on the upper limit in the number of farms infected in disease outbreaks (Kao et al., 2006), they offer limited information for evaluating the potential for pathogens to spread and generate epidemics. To do so, we computed the average number of secondary cases $R$ from all premises involved in the GSCC of each $q$th time-window considered in this study and for a contamination period $\Delta s$ of 0, 1 and 7 days. Furthermore, we departed from the previous (extreme) assumption that disease transmission occurs if at least one (infectious) contact is received by a susceptible
farm (i.e. when $\beta_M=1$ or $\beta_H=1$) by varying transmission probabilities $\beta_M$ and $\beta_H$ over large ranges of values. Figure S9, in Supporting information S1, shows that $R$ is most sensitive to haulage contacts, albeit through $\beta_H$ and $\Delta_S$. Sensitivity analysis confirms this impression, as variations in $\beta_H$ and $\Delta_S$ account for 44.1% and 33.4% of the observed variance in $R$. In comparison, $\beta_M$ and $\Delta_t$ accounted for only 2.8% and 9.7% of the observed variance.

When plotting the threshold values of the transmission probability due to either the direct movement of pigs ($\beta_M^*$) or to the shared use of PHC vehicles ($\beta_H^*$) that yields $R>1$ for increasing values of $\beta_H$ or $\beta_M$, respectively, we observe that diseases will have extreme difficulties to spread and generate outbreaks in situations where transmission could only occur through direct movements (Figure 5). In fact, over all scenarios considering $\beta_H=0$, $R>1$ only when $\Delta_t=28$ days and $\beta_M > 0.75$ (Figures 5A & 5B). The same is however not true for diseases spreading only through haulage contact (i.e. $\beta_M=0$; Figures 5C & 5D); in that $R>1$ when $\beta_H \geq 0.33$, 0.20 and 0.09 for $\Delta_t=7$ days, and $\beta_H \geq 0.24$, 0.12 and 0.03 for $\Delta_t=28$ days if $\Delta_S < 1$, 1 and 7 days, respectively. Beyond these two extreme cases, a single extra day of contamination (i.e. from $\Delta_S < 1$ to $\Delta_S=1$) makes a huge difference when $\beta_M \leq 0.5$, by reducing the value of $\beta_H^*$ by 17% to 40% when $\Delta_t=7$ days and 26% to 52% when $\Delta_t=28$ days (Figure 5).

Discussion

The role of haulage has been previously identified as an important route of transmission (Dee et al., 2004b), leading to multiple studies evaluating the impact of sharing haulage vehicles on livestock trade networks (Augusta et al., 2019, Thakur et al., 2016, Salines et al., 2017, Bernini et al., 2019). Although Bernini and colleagues highlighted the importance of considering indirect contacts when estimating the final size of infectious disease epidemics in livestock at regional level, little has been done to fully explore and quantify the associated risk of infectious disease spread at national level. In this study, we attempt to fill this gap using the British swine industry, the only industry in GB where detailed records on haulage usage is available. To do so, we constructed a series of independent, directed and weighted multilayer networks in which each layer represent a different contact structure between premises involved in trading pigs in GB, namely the direct movement of pigs and the shared used of haulage vehicles, not only accounting for the timing of these movements but also the duration in which haulage vehicles remain contaminated and, thus, able to infect pig farms.

Multilayer networks, where each layer of connectivity may relate to one single type of relationship, can be used to represent many complex systems more accurately than was previously possible and help differentiate the impact of these different relationships on the structural functionality of the network (Pilosof et al., 2017, Kivelä et al., 2014). Particularly, the multilayer approach offers an opportunity to
consider the multiple interactions between individuals, populations or species, thus expanding our understanding on how animals communicate or behave (Finn et al., 2019) and on how pathogens are transmitted (Silk et al., 2018). In the context of animal movement networks, the multilayer approach offers a more holistic and less biased understanding of the connection between farms by accounting for both direct and indirect contacts.

Due to the large volume of data considered, some simplifications were however required. In particular, the role of inter-layer edges was not considered when examining the structure of the networks. This assumes that that there is no costs in moving between layers (Kivelä et al., 2014). In our context, this implies that indirect contacts would lead to a farm ($i$) being infected in a similar way to direct contacts, and ($ii$) transmit pathogens to other farms irrespectively of the transmission routes. In reality, pathogens from contaminated vehicles would need to overcome biosecurity procedures implemented on farm to infect pigs present on farm. Although it is likely that we missed detecting fine-scale structural features of the networks (Battiston et al., 2014), we attempted to limit such an impact by considering distinct transmission rates (i.e. $\beta_M$ and $\beta_H$) when computing the reproduction number $R$. In this way, we believe that such a loss has a limited impact on our inferences. However, further analyses will be needed to explore the implications of inter-layer edges in the dynamics of infectious diseases in the British pig industry.

Nevertheless, our results showed that sharing livestock haulage vehicles increases the number of indirect contacts between farms by $>50\%$ and represents an important driver of disease transmission in British pig industry. In particular, successively using the same haulage vehicles will limit the benefit of the mandatory livestock movement restrictions that were introduced in the aftermath of the FMD epidemics to prevent substantial undetected spread of infectious diseases in GB (e.g. S.I. 2003/1729 and S.S.I. 2007/423), even if the contamination period of lorries is $<1$ day. In other words, potentially infected farms may still remain in contact with susceptible premises despite not moving pigs off for 20 days after bringing in new stock (i.e. following the 20-day standstill period regulation), if these susceptible premises successively used the same haulage vehicles to move pigs.

Unlike in other countries (such as Canada, the US or Denmark) where pig production is fully (or almost fully) integrated and compartmentalised, the pig industry in GB involved a large proportion (around 80%) of producers that can be categorised as small or backyard pig holdings (Porphyre et al., 2017). Although the non-commercial sector of the pig industry is regarded as a low risk for disease spread in GB, previous simulation studies have shown that widespread epidemics of infectious diseases (such as CSF) may still occur from incursions in this population (Porphyre et al., 2017) and can involve farms of all sectors of the industry (Porphyre et al., 2016). In addition, small producers have been reported moving pigs using PHC in Scotland, particularly when these movements involved commercial farms or large distances (Porphyre et
Therefore, successively using haulage vehicles to move pigs represent an opportunity for pathogens to spread between sectors of the industry and exacerbate transmission, allowing the disease to spread to potentially large number of farms (Figure 3D) and over wide geographic areas (Figure 2A), even when disease transmission through animal movement is mitigated.

The targeted removal of highly connected nodes is considered an effective method to identify high-risk premises where mitigation and prevention measures would be most efficient against the spread of infectious diseases (Bajardi et al., 2011). While these high-risk premises are typically identified over their records of animal movements, we found that the effectiveness of such a strategy is markedly reduced when sharing haulage vehicles is considered. These findings further reinforce the importance of reducing connections between premises via hauliers.

This can be achieved by following regulation and ensuring lorries are properly cleansed and disinfected (C&D) as soon as possible after unloading or at least before the vehicle is next used for carrying livestock (The Transport of Animals (Cleansing and Disinfection) (England) (No. 3) Order 2003, S.I. 2003/1724). Despite being regulated in the UK, effective C&D procedures of haulage vehicles has proved to be difficult to achieve in the pig industry due to logistical and economic constraints related to its ‘just in time’ supply chain, where all steps of the production (i.e. insemination, farrowing, weaning, growing, slaughter and processing, distribution and delivery to outlet) are very inter-dependent (Salvage and Kettlewell, 2013). Because proper C&D of vehicles represent delays in the production (and therefore increases in costs), transporters are led to shorten the time allocated for cleansing their vehicles or to apply suboptimal standards in C&D procedures, such as washing vehicles with water alone or with poor use of disinfectant (Salvage and Kettlewell, 2013). Concomitantly, the limited access to proper washing facilities, which are mainly located in slaughterhouses in GB, may have hampered the ability of transporter to implement thorough C&D between loads. These behaviours are not restricted to the UK and have been subject of concerns for pig industries worldwide (Thakur et al., 2017, Bigras-Poulin, 2007, Lambert et al., 2012). Indeed, washing alone (followed or not by disinfection) reduces the amount of debris and organic matter but cannot fully eliminate viruses (Dee et al., 2004a, Dee et al., 2005a, Dee et al., 2005b, Dee et al., 2004b). This represents an important threat for pig industries as it limits farmers’ ability to evaluate the biosecurity risk of haulage vehicles entering their property. As such, without improving the separation of the loading and unloading areas from the main farm perimeter, allowing potentially contaminated haulage vehicles to enter will only lead to increase the likelihood of a given farm being infected.

It is worth acknowledging that, since 2011, extensive efforts have been carried out by the British pig industry to improve the washing infrastructure available to livestock vehicles across all abattoirs in GB. As a consequence, the level of cleanliness of livestock haulage vehicles has generally improved. However, the
recent outbreak of swine dysentery in the British industry, for which contaminated livestock haulage vehicles is an important route of transmission (Giacomini et al., 2018, Hampson, 2018), highlights that improvement are still required in some parts of the industry. Inadequate C&D procedures of haulage vehicles may still prevent disease spread if they yield a reduction in the value of $\beta_H$ below the minimum threshold $\beta_H^*$ required for pathogens to spread. The value of $\beta_H^*$ is generally unknown since it not only depends on the biology of pathogens but also the specificities of the pig industry in which it is introduced. However, providing robust estimates of $\beta_H^*$ for various pathogens could be an important piece of information for supporting industries in their efforts to improve C&D procedures of haulage vehicles, and, hence, increase resilience against infectious diseases and prevent industry-wide outbreaks.

Nevertheless, it is clear from our results that allowing vehicles to remain contaminated for long periods of time will significantly decrease the value of $\beta_H^*$. In fact, we have shown that one extra day in contamination of lorries will drastically reduce the value of $\beta_H^*$, enabling the transmission number $R$ to rise above 1 more easily. This finding is consistent with a recent modelling study looking at the role of indirect contacts due to livestock transport vehicles on the spread of infectious diseases between dairy farms in Italy (Bernini et al., 2019). Furthermore, a recent study from Canada has highlighted that trucks will remain contaminated with PRRS overnight in more than half of the time if only washing practices (i.e. current C&D practices) are implemented (Thakur et al., 2017). It is therefore critical that strict C&D measures, combining the use of bespoke disinfectant and a drying procedure (Dee et al., 2004a, Thakur et al., 2017), are completed with each vehicle within 24 hours or before its next load, whichever is the soonest, to ensure the elimination of viruses, or any other pathogens, from PHC vehicles and limit their potential to contaminate farms for multiple days.

In this study, we measured disease spread by computing the average number of secondary cases generated by any given infected farms through both direct movement and sharing haulage vehicles. To do so, we not only assumed (1) that the probability $I_{ij}$ of a given farm infecting another is directly related to the aggregated number of contacts ($w_{Hj}^i$ and $w_{Mj}^i$) between these two farms over a period of either 7 days or 28 days, but also (2) that the transmission probability due to contact for each considered transmission route ($\beta_M$ and $\beta_H$) will be constant overtime. As such, the timing of both the contact and the infection events were not considered. These may have a profound impact on the risk of diseases to spread in networks (Enright and Kao, 2018, Nickbakhsh et al., 2013), potentially overestimating the risk of disease transmission. Furthermore, numerous studies have shown that air temperature is an important factor influencing the risk of disease transmission through haulage, principally by prolonging the survival of pathogens on contaminated surfaces (Linhares et al., 2012, Lowe et al., 2014, Dee et al., 2002, Dee et al., 2005c, Cutler et al., 2011) or affecting drivers’ behaviours when carrying out C&D protocols. Although the influence of
such an external factor, as well as the impact of its seasonal variation, on the transmission probability $\beta_H$ still remains widely uncertain (and was therefore not considered in the present study), it only stresses further that more work is needed to properly assess the role of haulage on the risk of disease spread.

The main objective of this study was to evaluate the risk posed by sharing haulage vehicles on the spread of infectious diseases in the British livestock industry. However, we focused on the pig sector rather than on the livestock industry as a whole (i.e. involving cattle, sheep and poultry). Although this was mainly due to the gap in the availability of data in the UK related to the use of haulage companies across the other sectors, it was also due to the acute awareness of the risk posed by haulage vehicles for the pig sector and the urgency to prepare for the threat posed by the ASF in Europe and Asia. In addition, we showed that several PHC have more vehicles registered in quality assurance schemes such as QMS and Red Tractor than they would normally require to transport pigs daily in the UK (Figure S1). This finding suggests that PHC in the UK are not restricted to transporting a single species. In other words, a single PHC may be hired to move either cattle, sheep or pigs. While there are multiple field evidences showing that PHC use the same vehicles to transport both cattle and sheep, it is not known whether pigs are transported in vehicles that also transported cattle and/or sheep. However, if this is true, this highlight the potential for haulage to facilitate the spread of multiple host diseases such as FMD, regardless of the quality of the C&D procedures implemented to ensure good biosecurity standard between species.

In conclusion, this work confirms that sharing haulage vehicles has significant potential for spreading infectious diseases within the pig sector and should not be ignored when assessing pathways for disease transmission or when mitigating the risk of spread in GB. In particular, we have shown that focusing on the animal trade network, without accounting for the impact of the vehicles that are carrying out these movements, will markedly underestimate the risk of disease transmission. Efforts to improve cleansing and disinfecting procedures of haulage vehicles, through improved protocols and infrastructure, is therefore an important critical control point for preventing infectious diseases to spread in an industry.
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### Tables

**Table 1.** Number of movements and animals moved between pig farms, gathering places and slaughterhouses in Great Britain between April 2012 and March 2014. For comparison, number of movements and animals that were transported using private haulage companies (PHC) that have one or more than one registered vehicle were also given.

| Information                          | All movements | Movements using PHC with 1 vehicle | Movements using PHC with >1 vehicle |
|--------------------------------------|---------------|-----------------------------------|------------------------------------|
| Total number of movements            | 415,448       | 18,241 (4.4%)                     | 153,664 (37%)                      |
| Total number of pigs                 | 32,820,599    | 1,229,370 (3.7%)                  | 26,109,859 (79%)                   |
| Number of movements to slaughter     | 275,613       | 13,350 (4.8%)                     | 112,099 (41%)                      |
| Number of pigs sent to slaughter     | 16,777,608    | 675,514 (4.0%)                    | 14,080,529 (84%)                   |
| Number of non-slaughter movements    | 139,835       | 4891 (3.0%)                       | 41,565 (30%)                       |
| Number of pigs moved to non-slaughter premises | 16,042,991 | 553,856 (3.4%) | 12,029,330 (75%) |
Table 2. Descriptive statistics of the total number of movements and animals transported per private haulage company (PHC) in Great Britain between April 2012 and March 2014. Descriptive statistics were also provided for movements using PHC that have one or more than one registered vehicle.

| Information                        | All movements | Movements using PHC with 1 vehicle | Movements using PHC with >1 vehicle |
|------------------------------------|---------------|-----------------------------------|------------------------------------|
| Number of PHC                      | 863           | 616                               | 247                                |
| Median (Q1-Q3) number of movements per PHC \(^a\) | 7 (2 - 50)    | 4 (2 - 15)                        | 87 (6 – 480)                       |
| Min-Max number of movements per PHC \(^a\) | 1 - 12,777    | 1 – 1921                          | 1 – 12,777                         |
| Median (Q1-Q3) number of pigs moved per PHC \(^b\) | 32 (7 – 751)  | 17 (4 – 75)                       | 3268 (58 – 51,973)                |
| Min-Max number of pigs moved per PHC \(^b\) | 1 – 1,860,331 | 1 – 154,549                       | 1 - 1,860,331                      |
| Number of PHC moving               |               |                                   |                                    |
| Less than 10 batches               | 489           | 417                               | 72                                 |
| Between 10 and 99 batches          | 216           | 156                               | 60                                 |
| Between 100 and 999 batches        | 115           | 42                                | 73                                 |
| 1000 or more batches               | 43            | 1                                 | 42                                 |
| Number of PHC moving               |               |                                   |                                    |
| Less than 10 pigs                  | 274           | 242                               | 32                                 |
| Between 10 and 99 pigs             | 278           | 240                               | 38                                 |
| Between 100 and 999 pigs           | 106           | 74                                | 32                                 |
| Between 1000 and 9999 pigs         | 84            | 37                                | 47                                 |
| 10,000 or more pigs                | 121           | 23                                | 98                                 |

\(^a\) Total number of movements carried out by each PHC during the study period.

\(^b\) Total number of pigs moved by each PHC throughout the study period.
Table 3. Descriptive network statistics for each layer and the entire multilayer networks characterising pig movements in Great Britain between April 2012 and March 2014.

| Networks     | Δs | $\langle n_n \rangle$ | $\langle n_e \rangle$ | $\langle d \rangle$ (x1000) | $\langle k \rangle$ | $\langle PL \rangle$ | $\langle CC \rangle$ | $\langle S \rangle$ |
|--------------|----|------------------------|------------------------|----------------------------|---------------------|----------------------|----------------------|-----------------|
| **Δt = 7 days** |    |                        |                        |                            |                     |                      |                      |                 |
| Animal movement | -  | 1668.7                 | 1299.7                 | 0.477                      | 1.552               | 1.861                | 0.004                | 0.39            |
| Haulage contact | Δs<1 | 846.0                 | 1465.2                 | 2.055                      | 3.456               | 7.390                | 0.486                | 7.34            |
|                | Δs=1 | 1072.6                | 3328.3                 | 2.888                      | 6.184               | 8.244                | 0.465                | 1.28            |
|                | Δs=7 | 1424.3                | 13795.9                | 6.776                      | 19.312              | 4.998                | 0.499                | 0.29            |
|                | Δs=28| 1900.0                | 57043.0                | 15.680                     | 59.726              | 3.481                | 0.569                | 0.14            |
| Both          | Δs<1 | 1980.1                | 2547.6                 | 0.667                      | 2.576               | 8.823                | 0.242                | 14.72           |
|                | Δs=1 | 2168.1                | 4385.5                 | 0.953                      | 4.049               | 8.244                | 0.364                | 8.11            |
|                | Δs=7 | 2473.7                | 14795.0                | 2.459                      | 11.986              | 5.198                | 0.481                | 1.28            |
|                | Δs=28| 2907.2                | 57968.9                | 6.962                      | 39.983              | 3.697                | 0.565                | 0.19            |
| **Δt = 28 days** |    |                        |                        |                            |                     |                      |                      |                 |
| Animal movement | -  | 4605.2                 | 4369.6                 | 0.210                      | 1.895               | 3.930                | 0.005                | 0.42            |
| Haulage contact | Δs<1 | 1631.8                | 5399.8                 | 2.029                      | 6.614               | 6.785                | 0.291                | 2.43            |
|                | Δs=1 | 1748.0                | 10995.7                | 3.599                      | 12.571              | 5.333                | 0.338                | 0.54            |
|                | Δs=7 | 1906.8                | 34545.6                | 9.508                      | 36.213              | 3.891                | 0.466                | 0.20            |
|                | Δs=28| 2214.6                | 90694.1                | 18.466                     | 81.718              | 3.188                | 0.568                | 0.10            |
| Both          | Δs<1 | 4979.0                | 8975.0                 | 0.372                      | 3.621               | 7.162                | 0.163                | 6.63            |
|                | Δs=1 | 5066.5                | 14509.1                | 0.582                      | 5.764               | 6.005                | 0.272                | 4.22            |
|                | Δs=7 | 5194.4                | 37903.4                | 1.457                      | 14.741              | 4.643                | 0.445                | 1.14            |
|                | Δs=28| 5454.6                | 93904.5                | 3.278                      | 34.815              | 3.890                | 0.560                | 0.33            |

Δs: Contamination period; Δt: Aggregation time-window as an approximate for infectious period; $\langle n_n \rangle$: Mean number of active nodes in networks; $\langle n_e \rangle$: Mean number of edges in networks; $\langle d \rangle$: Mean density of the network; $\langle k \rangle$: Mean average degree observed in network; $\langle PL \rangle$: Mean average path length; $\langle CC \rangle$: Mean clustering coefficient; $\langle S \rangle$: Mean small-worldness index.
Table 4. Mean number of active nodes involved in the giant components for each layer and the entire multilayer networks characterising pig movements in Great Britain between April 2012 and March 2014.

| Networks         | \(\Delta s\) | \(\Delta t = 7\) days | \(\Delta t = 28\) days |
|------------------|--------------|------------------------|------------------------|
|                  | (GSCC) | (GWCC) | %GS  | (GSCC) | (GWCC) | %GS  |
| Animal movement  | -      | 13.5 | 211.9 | 0.81% | 57.4 | 2339.4 | 1.25% |
| Haulage contact  | \(\Delta s < 1\) day | 87.6 | 379.7 | 10.35% | 1041.7 | 1491.4 | 63.84% |
|                  | \(\Delta s = 1\) day | 462.1 | 853.2 | 43.09% | 1376.3 | 1656.8 | 78.74% |
|                  | \(\Delta s = 7\) days | 1164.4 | 1321.4 | 81.75% | 1737.1 | 1821.5 | 91.10% |
|                  | \(\Delta s = 28\) days | 1747.5 | 1813.5 | 91.97% | 2057.8 | 2117.9 | 92.92% |
| Both             | \(\Delta s < 1\) day | 153.6 | 780.2 | 7.76% | 1284.3 | 2965.0 | 25.79% |
|                  | \(\Delta s = 1\) day | 535.1 | 1239.5 | 24.68% | 1559.0 | 3112.2 | 30.77% |
|                  | \(\Delta s = 7\) days | 1196.9 | 1692.4 | 48.38% | 1868.5 | 3273.5 | 35.97% |
|                  | \(\Delta s = 28\) days | 1774.9 | 2184.2 | 61.05% | 2188.8 | 3553.2 | 40.13% |

\(\Delta s\): Contamination period; \(\Delta t\): Aggregation time-window as an approximate for infectious period; \(\langle\text{GSCC}\rangle\): Mean number of nodes involved in weekly (i.e. \(\Delta t = 7\) days) or monthly (i.e. \(\Delta t = 28\) days) giant strong components; \(\langle\text{GWCC}\rangle\): Mean number of nodes involved in weekly (i.e. \(\Delta t = 7\) days) or monthly (i.e. \(\Delta t = 28\) days) giant weak components; \%GS: Mean proportion of active farms involved in the giant strong component among all farms recorded moving pigs in the British pig trade network during the study period.
Figure legends

Figure 1. The multilayer contact network. (A) The network has two layers, representing the contact between premises through the direct movement of pigs, and through sharing haulage vehicles. Nodes (i.e. premises) in each layer represent the same entities. Here, intra-layer edges are depicted by solid lines while inter-layer edges are shown in dashed lines. (B) Toy example illustrating how connections are created in the haulers network. In (B), farms F1, F2, F3 and F4 are in contact if (rows) movements were carried out using the same vehicle, and if (column) the movement occurs within the contamination period $\Delta s$. Note that direction of the connection depends on the timing of the movements.

Figure 2. Description of the use of private haulage companies (PHC) in Great Britain between April 2012 and March 2014. (A) Comparison of the Euclidean distance travelled between premises when a PHC is used or not. (B) Distribution of PHC used as function of number $w$ of batches or pigs transported. (C) Distribution of average batch size per PHC, (D) Distribution of the number of vehicles per PHC. In (D), the number of vehicles were either provided from records or inferred from linear interpolation of the records based on the mean daily number of batches and pigs for each PHC recorded in the movement database.

Figure 3. Structural changes of the weekly network topology when connection through private haulage companies (PHC) is and is not accounted for. Comparison in the distributions of nodes (A) in-degree, $k_{in}$, and (B) out-degree, $k_{out}$, for each premises (nodes) involved in moving pigs in each full week of the study period (i.e. $\Delta t = 7$) and for increasing values of contamination period, $\Delta s$, of PHC vehicles. (C) Proportion of isolated premises and (D) distributions of the size of the giant strong (GSCC) and weak (GWCC) component of the weekly pig trade networks for increasing value of $\Delta s$ when defining PHC contacts. GSCC and GWCC are considered as proxy measures for lower and upper bounds of maximal epidemic size, respectively, for epidemics spreading in the considered network.

Figure 4. Changes of the relative size of the giant components (GCC) with progressive targeted removal of nodes and when connection through private haulage companies (PHC) is and is not accounted for. Here, nodes were ranked in decreasing order of in-degree $k_{in}$ as computed over each monolayer network of direct contact and considering $\Delta t = 28$ days, and progressively removed from the networks. For all multilayer networks considered, the effect of the targeted removal of nodes was measured upon the relative size of the giant (A) strong (GSCC), and (B) weak (GWCC) components, expressed as a fraction of their size when no nodes were removed GCC(0).

Figure 5. Threshold values inducing epidemic spread. (A-B) Line plot showing the evolution of the critical values of the transmission probability due to direct movements of pigs ($\beta_M$) that would raise the reproduction number $R$ above 1 for increasing values of transmission probability due to the share used of PHC vehicles ($\beta_H$) and when contacts are aggregated over (A) $\Delta t=7$ days and (B) $\Delta t=28$ days. (C-D) Line plot showing the evolution of the critical values of the transmission probability due to the share used of PHC vehicles ($\beta_H$) for increasing values of transmission probability due to direct movements of pigs ($\beta_M$) and when contacts are aggregated over (C) $\Delta t=7$ days and (D) $\Delta t=28$ days. Here, we provide critical values for each considered scenario of contamination period of PHC vehicles ($\Delta s$).
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