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Abstract

We demonstrate separability of the Maxwell’s equations in the Myers–Perry–(A)dS geometry and derive explicit solutions for various polarizations. Application of our construction to the four–dimensional Kerr black hole leads to a new ansatz for the Maxwell field which has significant advantages over the previously known parameterization.

email: olunin@albany.edu
Contents

1 Introduction and summary

2 All excitations of the Kerr black hole
   2.1 Review of the known results ................................................. 6
   2.2 New ansatz for the gauge field .............................................. 10
   2.3 Summary and comparison to the known results .......................... 18
   2.4 Extension to the Kerr-(A)dS geometry .................................. 21

3 Myers–Perry black hole and its symmetries
   3.1 Killing–Yano tensors for the Myers–Perry black hole ................. 23
   3.2 Separation of the wave equation ........................................... 27
   3.3 Extension to the Myers–Perry–(A)dS geometry ......................... 30

4 All excitation of the five–dimensional black hole
   4.1 Electro– and magnetostatics ................................................. 34
   4.2 General electromagnetic field in five dimensions ..................... 38
   4.3 Summary and comparison to the wave equation ......................... 40

5 Electromagnetic waves in the Myers–Perry geometry
   5.1 Even dimensions ............................................................. 42
   5.2 Odd dimensions ............................................................. 45
   5.3 Summary and extension to the Myers–Perry–(A)dS geometry .......... 48
   5.4 Reduction to the Schwarzschild–Tangherlini geometry ............... 49

6 Discussion

A Teukolsky’s solution for the Kerr geometry

B Derivation of the new equations for the Kerr geometry
   B.1 Electric polarization ......................................................... 57
   B.2 Magnetic polarization ...................................................... 61

C Maxwell’s equations in five dimensions
   C.1 Electric polarization ......................................................... 64
   C.2 Magnetic polarization ...................................................... 68

D Electromagnetic waves in the Schwarzschild–Tangherlini geometry

E Separation of variables in the Myers–Perry geometry
   E.1 Wave equation ............................................................. 74
   E.2 Maxwell’s equations in even dimensions ............................... 77
   E.3 Maxwell’s equations in odd dimensions .................................. 80

F Reduction to static configurations
1 Introduction and summary

Black holes are important laboratories for studying quantum gravity. The usefulness of these objects comes from combination of the rich phenomena associated with them and a relative simplicity of the underlying geometry. For example, dynamics of various fields in the background of the Schwarzschild black hole is fully understood, and yet it leads to the Hawking radiation [1] and to the black hole information paradox, one of the major challenges facing theoretical physics. Scattering from the higher-dimensional counterparts of the Schwarzschild black hole and from D–branes has also been studied in detail [2], and important lessons extracted from such investigations inspired the formulation of the AdS/CFT correspondence [3]. Static black holes built from the D–branes have played the crucial role in the microscopic explanation of the Bekenstein entropy [4], a major step towards resolving the information paradox.

The rotating black holes are also relatively simple, but study of their dynamical properties is not as straightforward as in the static case. While the Schwarzschild geometry and its higher–dimensional generalizations have sufficient numbers of isometries to guarantee the full separation of variables in equations for all dynamical fields, this not the case even for the four–dimensional Kerr metric [5]. The problem can be seen already at the level of probe particles: the $U(1) \times U(1)$ isometry of the Kerr solution leads to two conserved quantities (energy and angular momentum of the probe), which are not sufficient to fully characterize motion in a four–dimensional space. However, particles in the Kerr geometry posses a third conserved quantity which cannot be attributed to a Noether charge associated with isometries [6]. All such Noether charges come from Killing vectors of the background geometry, while Carter’s integral of motion is associated with an irreducible rank–two Killing tensor [6, 7, 8]. This tensor also ensures full separation of variables in the Klein–Gordon equation.

Since separation of variables in the Schwarzschild geometry follows from isometries, the decomposition into spherical harmonics persists for fields of arbitrary spin. In contrast, for the Kerr geometry, separation of variables for various fields has been worked out only on a case–by–case basis. For spinors, such separation of the Dirac equation follows from the existence of an anti-symmetric Killing–Yano tensor [9, 10]. For the electromagnetic field and for gravitational waves, the separation was demonstrated in the classic work by Teukolsky [11], which did not rely on the Killing(–Yano) tensors encoding the hidden symmetries of the Kerr geometry. The main goal of this article is the construction of separable electromagnetic waves in the higher–dimensional generalizations of the Kerr geometry, and as a byproduct of our general approach, we will clarify the relation between the Teukolsky’s ansatz and the Killing(–Yano) tensors of the Kerr metric. We will also propose a modified ansatz for the gauge field, which leads to full separation of Maxwell’s equations in four dimensions, even beyond the single polarization discussed in [11].

\footnote{The Kerr metric also admits several reducible Killing tensors constructed as products of Killing vectors.}
The main motivation for studying black holes in higher dimensions comes from string theory, which has been very successful in counting microscopic states \cite{4,12}, computing scattering amplitudes \cite{2}, and getting insights into various quantum properties of black holes \cite{13,14} in $D > 4$. For the Schwarzschild–Tangherlini geometry \cite{15}, separation of the Klein–Gordon and Maxwell equations is rather straightforward\footnote{We briefly discuss Maxwell’s equations for such space in the Appendix \ref{appD}.}, but the study of gravitational waves in such backgrounds is an active area of research \cite{16}. In contrast, the vast majority of efforts in studying rotating geometries has been dedicated to scalar and spinor fields \cite{17,18,19,20} with a few notable exceptions \cite{21}. Unfortunately, in this case, the full description of the Maxwell’s equations, let alone gravitational waves, has been missing, and the goal of the present article is to close this gap in the literature on electromagnetic waves. A better understanding of the black hole excitations will give new handles on probing these fascinating objects.

The approach pursued in this article is based on utilizing hidden symmetries of rotating black holes in higher dimensions. Such symmetries encoded in the Killing–(Yano) tensors have been explored in the past, both in higher–dimensional general relativity \cite{17,18,19,20} and in string theory \cite{22,23,24,25}. This paper will connect the properties of such tensors, in particular, their eigenvectors, to separation of the Maxwell’s equations in an arbitrary number of dimensions. While most of this article focuses on electromagnetic waves in the background of the Myers–Perry black hole \cite{26}, the extensions of our results to the GLPP geometry \cite{27}, which generalizes MP solution to non–zero value of the cosmological constant, is straightforward, and such extensions are presented in the appropriate sections. The scalar and spinor excitations of the GLPP black holes have been subjects of intensive studies \cite{17,18,19,20,3}, and the results are summarized in a very nice recent review \cite{29}. Under very mild assumptions, the GLPP solution with added NUT charge is the most general geometry admitting separation of variables in the wave and Dirac equations \cite{30}, and the same uniqueness property is expected to hold for the Maxwell’s equations discussed in this article.

This paper has the following organization. In section 2 we review Teukolsky’s classic construction of electromagnetic field in the background of the Kerr black hole and use these results as an inspiration for formulating a new ansatz suitable for generalizations to higher dimensions. Teukolsky’s equations \cite{11} are the necessary conditions for a specific ansatz to solve Maxwell’s equations, and they appear to describe two polarizations. However, it turns out that one of such polarizations is completely determined in terms of the other (see \cite{31} for a detailed discussion of this point), so only one configuration is independent. The second polarization of the electromagnetic field is governed by a scalar function that satisfies a non–separable partial differential equation. While Teukolsky’s equations are extremely useful for getting insights into the dynamics of electromagnetic fields, it might be desirable to describe both polarizations of photons by separable equations, and we accomplish this goal in section 2 by proposing a new ansatz for the gauge

\footnote{See also \cite{28} for a general discussion of the GLPP black holes and their properties.}
potential in the Kerr geometry.

The main results of section 2 are the reformulation (2.15) of the Teukolsky’s construction and derivation of the new solution for the electromagnetic field (2.18), (2.57)–(2.60) inspired by it. Specifically, we use the form (2.15) to motivate a new ansatz (2.18) for the vector potential and derive the most general solutions of the Maxwell’s equations consistent with such ansatz. All configurations naturally split into two classes, which we label as “electric” and “magnetic” polarizations, even though generically all fields are excited in both cases. Such separation into two distinct classes persists in all dimensions. The resulting configurations of the electromagnetic fields, which cover all photon polarizations, are summarized in section 2.3.1, where we also discuss a close similarity between separable solutions of the Maxwell’s and Klein–Gordon equations. These observations might help in applying the constructions presented in this article to gravitational waves. We conclude the discussion of the four–dimensional geometries by generalizing all results to the Kerr–(A)dS black holes in subsection 2.4.

Sections 3-5 of this article are dedicated to extending the success in separating the Maxwell’s equations to higher dimensions. We begin with reviewing rotating black holes and their symmetries in section 3. In particular, we stress the importance of the Killing(–Yano) tensors and their eigenvectors, which play crucial role in the subsequent constructions. Since both the Myers–Perry [26] and the GLPP [27] black holes have different structures in even and odd dimensions, the four–dimensional pattern discussed in section 2 is applicable only to half of the cases. To have a sample for the other half, we dedicate section 4 to the detailed discussion of the Maxwell’s equations in five dimensional geometries, and we explicitly construct all three polarizations of a photon. Apart from serving as a starting point for describing electromagnetic waves in odd dimensions, the five dimensional black hole is important for the role it has played in addressing the black hole information paradox [4, 12, 13, 14], so the results of section 4 might be very useful in their own right.

The final section of this paper uses insights from four and five dimensions to propose a separable ansatz for electromagnetic field in the Myers–Perry geometry and to derive the resulting equations (5.12)–(5.13), (5.17)–(5.20). As demonstrated in subsection 5.4 these systems describe \((D − 2)\) independent polarizations of a photon in \(D\) dimensions, so any electromagnetic wave can be approximated by a linear combination of separable solutions constructed in this paper. The minor modifications in the gauge field caused by the cosmological constant in GLPP geometry are discussed in section 5.3. As in four and five dimensions, there is a remarkable similarity between equations governing dynamics of photons and scalar particles, so perhaps the structures discussed in this article can accommodate gravitational waves as well, as it happened in the case of the Teukolsky’s system.
2 All excitations of the Kerr black hole

Before analyzing rotating black holes in higher dimensions, we will review the well-known facts about solutions of the Maxwell’s equations in the background of the Kerr black hole and reformulate them in a form suitable for making generalizations. The main insight into electromagnetic waves in the Kerr geometry was gained in 1972, when Teukolsky demonstrated separability of Maxwell’s equations, and the full expressions for the gauge fields were obtained soon after this remarkable discovery. While reviewing the Teukolsky’s ansatz in section 2.1, we will see that some details of this construction crucially rely on the number of dimensions, so in section 2.2 we will rewrite the Maxwell fields in terms of new variables, which allow extension to the general Myers–Perry black holes. As an added bonus, the new ansatz leads to full separation of the Maxwell’s equations, while in the past this was demonstrated only for one polarization. Moreover, the new variables give simpler expressions for the gauge fields by removing various constraints, which were implicit in Teukolsky’s construction.

We begin with reviewing Teukolsky’s classic construction in section 2.1 and observing an interesting separation pattern for the gauge potentials, which has not been discussed in the literature. Using this feature as an inspiration, in section 2.2 we formulate a new ansatz for the gauge field and find the most general configurations fitting such separation of variables. In section 2.3 the answers are compared with known results, in particular, we find that the electromagnetic fields and scalar excitations can be described in a unified fashion by a system. This suggests that gravitational fields might follow the same pattern, although a detailed discussion of gravitational waves is beyond the scope of this article. Finally, section 2.4 extends the results to the Kerr-(A)dS black hole.

2.1 Review of the known results

In this subsection we review the Teukolsky’s construction following the original articles and a nice pedagogical exposition presented in . Study of electromagnetic and gravitational waves in four dimensions has been mostly carried out using the Newman–Penrose (NP) formalism, in particular, applying this framework to electromagnetic fields, Teukolsky discovered separation of variables in a large class of backgrounds. Thus we begin with recalling the description of electromagnetic field in the NP formalism, then we review Teukolsky’s construction for the Kerr geometry, rewrite it in a more transparent form, and use the result as an inspiration for a better ansatz introduced in subsection 2.2. The technical details are presented in the Appendix.

In this section we will mostly focus on electromagnetic fields in the background of the Kerr black hole.

\[
ds^2 = \frac{1}{\Sigma}\left\{-\Delta dt - as_0^2d\phi\right\}^2 + s_0^2\left(r^2 + a^2\right)d\phi - adt\right\}^2 + \Sigma \left[\frac{dr^2}{\Delta} + d\theta^2\right],
\]  
(2.1)
and the extension to AdS-Kerr space will be briefly discussed in subsection 2.4. Functions $\Delta$ and $\Sigma$ are defined by

$$\Delta = r^2 + a^2 - 2Mr, \quad \Sigma = r^2 + (ac\theta)^2.$$  \hspace{1cm} (2.2)

While separation of variables in the Klein–Gordon equation in the geometry (2.1) is rather straightforward, the very meaning of separation for the fields with higher spin requires a clarification: which degrees of freedom should separate? For Maxwell’s equations in the geometry (2.1) the answer to this question was discovered by Teukolsky [11], who showed that the relevant variables are the components of the field strength used in the Newman–Penrose formalism [33].

In this formalism one begins with defining a vierbein of null vectors $(l, n, m, \bar{m})$ [33]. All products of these four vectors vanish, with two exceptions:

$$l_\mu n^\mu = -1, \quad m_\mu \bar{m}^\mu = 1.$$  \hspace{1cm} (2.3)

The metric is written as

$$g_{\mu\nu} = -l_\mu n_\nu - l_\mu m_\nu + m_\mu \bar{m}_\nu,$$  \hspace{1cm} (2.4)

and all dynamical fields are expanded in the $(l, n, m, \bar{m})$ basis. For example, the six components of the electromagnetic field tensor are encoded in three complex scalars $(\phi_0, \phi_1, \phi_2)$ as

$$F_{\mu\nu} = 2 \left[ \phi_1 (n_{[\mu} l_{\nu]} + m_{[\mu} \bar{m}_{\nu]}) + \phi_2 l_{[\mu} m_{\nu]} + \phi_0 m_{[\mu} n_{\nu]} \right] + cc.$$  \hspace{1cm} (2.5)

To clarify the physical meaning of the functions $(\phi_0, \phi_1, \phi_2)$, we look at the combinations of $F$ and its dual:

$$F + i \star F = 4 \left[ \phi_2 l_{[\mu} m_{\nu]} + \phi_0 m_{[\mu} n_{\nu]} \right] + 4 \phi_1 \left[ n_{[\mu} l_{\nu]} - m_{[\mu} \bar{m}_{\nu]} \right],$$

$$F - i \star F = 4 \left[ \phi_2 l_{[\mu} m_{\nu]} + \phi_0 m_{[\mu} n_{\nu]} \right] + 4 \phi_1 \left[ n_{[\mu} l_{\nu]} - m_{[\mu} \bar{m}_{\nu]} \right].$$

Thus complex functions $(\phi_0, \phi_1, \phi_2)$ describe the imaginary–self–dual part of the field strength, while $(\hat{\phi}_0, \hat{\phi}_1, \hat{\phi}_2)$ parameterize the anti–self–dual part. Note that this construction is specific to four dimensions, where forms $F$ and $\star F$ have the same rank.

As demonstrated by Teukolsky, variables $\phi_0$ and $\phi_2$ decouple in Maxwell’s equations for any type D vacuum metric, moreover, the resulting scalar PDEs admit separation of variables for the Kerr geometry if one chooses the "canonical tetrad":

$$l^\mu \partial_\mu = \frac{r^2 + a^2}{\Delta} \partial_t + \partial_r + \frac{a}{\Delta} \partial_\phi, \quad n^\mu \partial_\mu = \frac{r^2 + a^2}{2\Sigma} \partial_t - \frac{\Delta}{2\Sigma} \partial_r + \frac{a}{2\Sigma} \partial_\phi,$$

$$m^\mu \partial_\mu = \frac{1}{\sqrt{2\rho}} \left[ ias\partial_t + \partial_\theta + \frac{i}{s\theta} \partial_\phi \right], \quad \rho = r + iac\theta, \quad \Sigma = \rho \bar{\rho}, \quad \Delta = r^2 + a^2 - 2Mr.$$  \hspace{1cm} (2.6)

Specifically, introducing new functions

$$\psi_+ = \phi_0, \quad \psi_- = \bar{\rho}^2 \phi_2,$$  \hspace{1cm} (2.7)
writing them as
\[ \psi = e^{i\omega t + im\phi} R(r) S(\theta), \]  
and substituting the result into some of the Maxwell’s equations, one finds a system of ODEs with a separation constant \( \lambda \):

\[
\begin{align*}
\frac{1}{\Delta^s} \frac{d}{dr} \left[ \Delta^{s+1} \frac{dR}{dr} \right] + \left[ \frac{K(K - 2isr) + 2isMK}{\Delta} - 4is\omega r - \Lambda - (a\omega + m)^2 + m^2 \right] R &= 0, \\
\frac{1}{s_\theta} \frac{d}{d\theta} S + \left[ \frac{(a\omega c_\theta + s)^2 - (m + sc_\theta)^2}{s_\theta^2} + s(1 - s) + \Lambda \right] S &= 0.
\end{align*}
\]

(2.9)

Here parameter \( s \) takes values \( \pm 1 \) for functions \( \psi_\pm \) defined by (2.7). Function \( K \) was defined in [11]:

\[ K = (r^2 + a^2)\omega - am. \]  

(2.10)

Note that equations (2.9) also apply to massless scalar fields for \( s = 0 \), as well as to spinors and gravitons for \( s = \pm \frac{1}{2} \) and \( s = \pm 2 \). The discussion of spin-half and spin-two fields is beyond the scope of this article.

While equations (2.9) are remarkably simple, unfortunately they describe only one of the two possible polarizations. The remaining mode is governed by \( \phi_1 \), and equation for it appears to be non–separable [11]. Moreover, functions \( (S_\pm, R_\pm) \) defined by (2.8) and (2.7) are not independent, but rather they are subject to complicated differential constraints (A.10), and we refer to Appendix A for the discussion of this issue. Thus it is desirable to rewrite the expressions for the Maxwell’s fields in terms of unconstrained variables which cover all independent polarizations. We will present such reformulation in the next subsection, but to motivate that ansatz, we need the explicit expressions for the gauge potential in Teukolsky’s variables. This result exists in the literature, and it is quoted in the Appendix A. Unfortunately, the final expression (A.12) is not very illuminating, but we found the frame components of the gauge field to be rather simple. Specifically, multiplying equations (A.12) by vectors (2.6) and performing some algebraic manipulations, we found

\[
\begin{align*}
l^\mu A_\mu &= \frac{2ia}{\Delta} P_+ \tilde{f}_+ + 2l^\mu \partial_\mu H_+, \quad n^\mu A_\mu = -\frac{ia}{\sum} P_- \tilde{f}_- + 2n^\mu \partial_\mu H_-, \\
m^\mu A_\mu &= -\frac{\sqrt{2}}{\rho} \tilde{g}_+ S_+ + 2m^\mu \partial_\mu H_+, \quad \tilde{m}^\mu A_\mu = -\frac{\sqrt{2}}{\tilde{\rho}} \tilde{g}_- S_- + 2\tilde{m}^\mu \partial_\mu H_.
\end{align*}
\]

(2.11)

Here functions

\[ \tilde{g}_\pm = e^{i\omega t + im\phi} g_\pm(r) \quad \text{and} \quad \tilde{f}_\pm = e^{i\omega t + im\phi} f_\pm(\theta) \]  

(2.12)

\[ ^4 \text{Throughout this article we choose the sign of } \omega \text{ using the conventions of [31].} \]
are solutions of the first–order ordinary differential equations \((A.14)\):

\[
\begin{align*}
\sqrt{2}\rho m^\mu \partial_\mu \tilde{f}_+ &= c_\theta \tilde{S}_+, \\
\sqrt{2}\bar{\rho} \bar{m}^\mu \partial_\mu \tilde{f}_- &= c_\theta \tilde{S}_-,
\end{align*}
\]

\[
\Delta l^\mu \partial_\mu \tilde{g}_+ = r \tilde{P}_+,
\]

\[
-2\Sigma n^\mu \partial_\mu \tilde{g}_- = r \tilde{P}_-,
\]

\[
(2.13)
\]

and \(H_\pm\) satisfy the second–order PDE \((A.15)\). Furthermore,

\[
P_- = R_-, \quad P_+ = \Delta R_+.
\]

(2.14)

Substitution of \((2.13)\) into \((2.11)\) leads to our main result in this subsection:

\[
\begin{align*}
l^\mu A_\mu &= 2ia \frac{r}{\lambda} l^\mu \partial_\mu [e^{i\omega t + im\phi} g_+ f_+] + 2l^\mu \partial_\mu H_+ \\
n^\mu A_\mu &= 2ia \frac{r}{\lambda} n^\mu \partial_\mu [e^{i\omega t + im\phi} g_- f_-] + 2n^\mu \partial_\mu H_- \\
m^\mu A_\mu &= -2ia \frac{r}{\lambda} m^\mu \partial_\mu [e^{i\omega t + im\phi} f_+ g_+] + 2m^\mu \partial_\mu H_+ \\
\bar{m}^\mu A_\mu &= -2ia \frac{r}{\lambda} \bar{m}^\mu \partial_\mu [e^{i\omega t + im\phi} f_- g_-] + 2\bar{m}^\mu \partial_\mu H_-
\end{align*}
\]

(2.15)

Although this is just a reformulation of the known expressions \((A.12)\), a very suggestive form of \((2.15)\) will serve as an inspiration for the new constructions developed in the rest of this article.

We conclude this subsection with comments about various ingredients appearing in \((2.15)\). To determine \(f_+\) and \(g_+\), one should begin with solving Teukolsky’s equations \((2.9)\) for \(S_+\) and \(R_+\) and substitute the results into \((2.14)\) and \((2.13)\). Although a similar procedure can be repeated for \(f_-\) and \(g_-\), generically it would lead to an inconsistent result since the constraints \((A.10)\) would be violated. Thus a better option is to solve the constraints \((A.10)\) instead, even though this breaks the symmetry between the modes with \(s = \pm 1\). Thus to recover solution \((2.15)\), one should implement the following sequence:

\[
\begin{align*}
(2.9)_+ &\rightarrow (S_+, R_+) \rightarrow (f_+, g_+) \rightarrow (l^\mu A_\mu, m^\mu A_\mu) \\
&\downarrow
\end{align*}
\]

\[
(2.16)
\]

Unfortunately this construction recovers only one polarization. The second polarization should come from functions \((H_+, H_-)\), which satisfy a second–order PDE \((A.15)\):

\[
\frac{\mathcal{D}_0}{\rho^2} \Delta \mathcal{D}_0 H_+ - \mathcal{L}_1 \frac{\mathcal{L}_0}{\rho^2} H_+ - \mathcal{L}_1 \frac{\mathcal{L}_0}{\rho^2} H_- = 0.
\]

(2.17)

\[
^5\text{We also used relations } (A.2) \text{ to eliminate operators } (\mathcal{D}_0, \mathcal{D}_0^\dagger, \mathcal{L}_0, \mathcal{L}_0^\dagger) \text{ from } (A.14). \text{ Furthermore, we defined } \tilde{S}_\pm = e^{i\omega t + im\phi} S_\pm, \text{ } P_\pm = e^{i\omega t + im\phi} P_\pm.
\]

\[
^6\text{We quote this equation only for completeness, see Appendix A for the detailed discussion of notation.}
\]
It is not clear how to construct the mode corresponding to $H_{\pm}$ polarization. Note that according to (2.15) solutions with $H_+=H_-$ correspond to a pure gauge, so to find a physical mode we can set $H_-=\mp H_+$ in (2.17). Solving the resulting PDE for one function is still a challenge, and we will avoid it by introducing a new ansatz for the gauge field in the next subsection. In the subsequent sections we will also extend this new construction to higher dimensions.

2.2 New ansatz for the gauge field

In this subsection we will introduce a new ansatz for the gauge field that cures the problems encountered in the standard construction: the missing polarization corresponding to the fields $H_{\pm}$ and a rather convoluted path (2.16) for recovering the one known polarization. Specifically our ansatz will lead to separable equations for both polarizations of the electromagnetic wave, and in contrast to the modes described by Teukolsky’s equations (2.9) with $s=\pm 1$, ours will be unconstrained.

The inspiration for our ansatz comes from the expression (2.15): we will require that each mode can be separated as

\[
\begin{align*}
    l^\mu A_\mu &= G_+(r) l^\mu \partial_\mu \Psi, \\
    m^\mu A_\mu &= F_+(\theta) m^\mu \partial_\mu \Psi, \\
    \bar{m}^\mu A_\mu &= G_-(r) \bar{m}^\mu \partial_\mu \Psi, \\
    \Psi &= e^{i\omega t+i m \phi} R(r) S(\theta).
\end{align*}
\]

(2.18)

At first sight this ansatz appears to be more restrictive than (2.15) since we used only one set of functions $(R, S)$ instead of two ($(f_+, g_+)$ and $(f_-, g_-)$). However, as we discussed in the last subsection, functions $(f_-, g_-)$ are uniquely determined in terms of $(f_+, g_+)$ via some non-local relations, so the ansatz (2.18) seems to be the most natural way of avoiding complicated differential constraints. One can hope that introduction of undetermined functions $(F_{\pm}, G_{\pm})$ makes the ansatz (2.18) sufficiently general. Note that the differential operator $l^\mu \partial_\mu$ does not depend on $\theta$ (see (2.6)), so the requirement $\partial_\theta G_+=0$ seems rather natural. Similarly, the $\theta$-dependence in $n^\mu \partial_\mu$ cancels between the two sides of the second equation in (2.18), suggesting the condition $\partial_\theta G_-=0$. The requirements $\partial_\theta F_{\pm}=0$ appear to be natural for the same reason.

Before analyzing the general properties of the ansatz (2.18), it might be instructive to look at solutions without $(t, \phi)$ dependence:

\[
\omega = 0, \quad m = 0.
\]

(2.19)

Although they don’t describe physically interesting waves, such simple configurations lead to insights into the structure of functions $(F_{\pm}, G_{\pm})$. The lessons from configurations (2.19) extracted in subsection 2.2.1 will be used in subsections 2.2.2 and 2.2.3 to find the most general solution consistent with the ansatz (2.18). We go through some details of derivation to stress the uniqueness of the resulting solution, and readers not interested in these arguments can go directly to section 2.3 where the results are summarized by equations (2.57) and (2.58).
2.2.1 Electro– and magnetostatics

In this subsection we focus on the special configurations (2.19),

\[ \omega = 0, \quad m = 0, \]

and demonstrate that the separable ansatz (2.18) leads to only two types of solutions. As we will see, in the \( a = 0 \) limit one of these branches describes an electrostatic configuration, while the other one corresponds to a magnetostatic case. To distinguish between the two types of solutions, we will call them “electric” and “magnetic” polarizations, even though in the presence of \( (a, \omega, m) \) electric and magnetic fields are switched on in both cases. These two branches have different functions \((G_\pm, F_\pm)\), so their combinations do not fit into the ansatz (2.18). However, the separable “electric” and “magnetic” configurations form a basis in the space of static electromagnetic fields.

In the special case (2.20), the two pairs \((A_r, A_\theta)\) and \((A_t, A_\phi)\) decouple in Maxwell’s equations, so we analyze them one-by-one. The first pair enters only through \(F_{r\theta}\), which satisfies two equations:

\[
\partial_r \left[ \frac{\Delta s_\theta}{\Sigma} F_{r\theta} \right] = 0, \quad \partial_\theta \left[ \frac{\Delta s_\theta}{\Sigma} F_{r\theta} \right] = 0.
\]

(2.21)

We used the metric encoded by (2.4), (2.6), as well as the expression for its determinant

\[
\sqrt{-g} = (r^2 + a^2 c_\theta^2) s_\theta.
\]

Equations (2.21) have only one-dimensional space of solutions parameterized by an arbitrary constant \(C\):

\[
F_{r\theta} = C \frac{\Sigma}{\Delta s_\theta},
\]

(2.22)

so \((A_r, A_\theta)\) come either from integrating this expression or from a pure gauge:

\[
l^\mu A_\mu = l^\mu \partial_\mu \Psi, \quad n^\mu A_\mu = n^\mu \partial_\mu \Psi, \quad m^\mu A_\mu = m^\mu \partial_\mu \Psi, \quad \bar{m}^\mu A_\mu = \bar{m}^\mu \partial_\mu \Psi.
\]

(2.23)

Solutions described by (2.22) and (2.23) do not describe physical excitations with separation parameters, such as the order of a spherical harmonic, so in the special case (2.20) one should set

\[
A_r = A_\theta = 0, \quad A = A_t dt + A_\phi d\phi.
\]

(2.24)

Substitution of this expression for \(A\) into the left-hand side of (2.18) leads to two restrictions on four functions \((F_\pm, G_\pm)\):

\[
F_- = -F_+, \quad G_- = -G_+.
\]

(2.25)
To find further constraints on functions \((F_\pm, G_\pm)\), we begin with looking at a special case of the Schwarzschild black hole. As we will see, the extension to the rotating case would be rather straightforward, although the intermediate formulas are complicated. Introducing a convenient notation for the components of Maxwell’s equations,

\[
\mathcal{M}^\mu \equiv \frac{e^{-i\omega t-i\mu\phi}}{\sqrt{-g}} \partial_\nu \left[ \sqrt{-g} F^{\mu\nu} \right],
\]

and setting \(a=0\), we find

\[
\mathcal{M}^t = -\frac{1}{r} \left\{ G_+ \frac{\partial}{\partial r} \left[ \frac{(s_\theta S')'}{s_\theta} \right] + r S \frac{d^2}{dr^2} [(r - 2M)G_+] \right\},
\]
\[
\mathcal{M}^\phi = -\frac{i}{r^4 s_\theta} \left\{ r^2 S'F_+ \frac{d}{dr} \left[ \frac{r - 2M}{r} \frac{\partial}{\partial r} \right] + R \frac{d}{d\theta} \left[ \frac{1}{s_\theta^2} \frac{d}{d\theta} (s_\theta F_+) \right] \right\}.
\]

(2.27)

Here and below prime denotes the derivative with respect to \(\theta\), and dot denotes the derivative with respect to \(r\). Assuming that \(G_+ \neq 0\), we conclude that equation \(\mathcal{M}^t = 0\) reduces to two ODEs:

\[
\mathcal{M}^t = 0 : \frac{(s_\theta S')'}{s_\theta} = -\lambda_1 S, \quad r \frac{d^2}{dr^2} [(r - 2M)G_+] = \lambda_1 G_+ \frac{\partial}{\partial r}.
\]

(2.28)

Dimensional analysis ensures that introduction of a rotation parameter \(a\) does not modify the first equation\(^7\), thus we must impose the relation

\[
(s_\theta S')' + \lambda_1 s_\theta S = 0
\]

(2.29)

even for the rotating geometry. Although the counterparts of (2.27) for the Kerr metric are rather complicated, repeated use of equation (2.29) leads to drastic simplifications in one combination\(^8\):

\[
\sum_{\mu} l_{\mu} \mathcal{M}^\mu \bigg|_{s=0} = \frac{2a S'}{\Sigma^2} \left[ i R c_\theta \frac{d}{d\theta} \frac{F_+}{c_\theta} + s_\theta \frac{\partial}{\partial \theta} (a c_\theta G_+ - i r F_+) \right] = 0.
\]

(2.30)

For every value of the separation constant \(\lambda_1\) in (2.29), function \(R\) should satisfy a second order differential equation, a radial counterpart of (2.29), and this should be the only restriction on the radial profile. In particular, the coefficients in front of \(R\) and \(\frac{\partial}{\partial r}\) in (2.30) must vanish independently, then

\[
F_+ = -i C a c_\theta, \quad G_+ = C r
\]

(2.31)

\(^7\)We will come back to the option \(G_+ = 0\) after equation (2.33).

\(^8\)The only possible correction is an expansion in powers of \(a/M\), but such terms become singular in the \(M = 0\) limit corresponding to the flat space.

\(^9\)Since function \(S\) satisfies only the second–order differential equation (2.29), coefficients in front of \(S\) and \(S'\) must vanish independently. Also, \(S' = 0\) is not an interesting option, so the square bracket in (2.30) must vanish.
with some constant $C$. Without loss of generality, we can set $C = 1$. Note that a priori the over–constrained system of two equations coming from (2.30) is not guaranteed to have solutions for $F_+ (\theta)$ and $G_+ (r)$, so existence of the solution (2.31) serves as a highly nontrivial consistency check for our ansatz (2.18). Substituting (2.29) and (2.31) into the remaining Maxwell’s equations, we find only one additional relation:

$$\frac{d}{dr} [\Delta \dot{R}] - \lambda_1 R = 0. \quad (2.32)$$

To summarize, we found that the static electromagnetic field (2.20) in the Kerr geometry (2.1) admits a separable solution:

$$l^\mu A^{(el)}_\mu = r \hat{l} \Psi, \quad n^\mu A^{(el)}_\mu = -r \hat{n} \Psi, \quad m^\mu A^{(el)}_\mu = -iac_\theta \hat{m} \Psi, \quad \bar{m}^\mu A^{(el)}_\mu = iac_\theta \hat{\bar{m}} \Psi,$$

$$\Psi = R(r) S(\theta), \quad (s_\theta S')' + \lambda_1 s_\theta S = 0, \quad \frac{d}{dr} [\Delta \dot{R}] - \lambda_1 R = 0. \quad (2.33)$$

To simplify this and subsequent formulas, we introduced a convenient notation $\hat{v}$ for a differential operator corresponding to any vector $v^\mu:

$$v^\mu \rightarrow \hat{v} \equiv v^\mu \partial_\mu. \quad (2.34)$$

The polarization (2.33) will be called “electric” just to distinguish it from the alternative option (2.41), which is discussed below. The bifurcation into two branches, the counterparts of (2.33) and (2.41), will persist in all dimensions, and the names “electric” and “magnetic” are given just to keep track of these polarizations. While (2.33) describes a pure electric field for $a = 0$, and (2.41) gives a pure magnetic field in the same limit (see equations (2.42)), for generic values of $(a, \omega, m)$ both polarizations have nontrivial $E$ and $B$, so the words “electric” and “magnetic” should be viewed only as labels.

Recall that to derive (2.33), we assumed that in the non–rotating limit, $a = 0$, this solution gives a nontrivial $G_+$. This assumption is justified by the final answer, but we also notice that in the non–rotating limit solution (2.33) gives $F_+ = 0$, so the second component of (2.27) vanishes trivially. It is natural to expect existence of a second polarization with nontrivial $F_+$, and we will discuss it next.

If $G_+ = 0$ in the non–rotating limit, then equation $\mathcal{M}^t = 0$ in (2.27) is trivially satisfied, but the ansatz (2.18), (2.25) implies that $F_+$ cannot vanish, so functions $(R, S)$ are constrained by the second equation in (2.27). For configurations with $F_+ \neq 0$, the Maxwell’s equation $\mathcal{M}^\phi = 0$ reduces to a system of two ODEs:

$$\mathcal{M}^\phi = 0:\quad \frac{d}{d\theta} \left[ \frac{1}{s_\theta} \frac{d}{d\theta} (s_\theta F_+ S') \right] = \lambda_2 F_+ S', \quad r^2 \frac{d}{dr} \left[ \frac{r - 2M}{r} \dot{R} \right] = -\lambda_2 R. \quad (2.35)$$

The fact that $\theta$ does not appear in equation (2.32) is an additional nontrivial consistency check of the ansatz (2.18).
Once again, the scaling argument implies that the differential equation for $S(\theta)$ remains unchanged, even for non-zero $a$. Unfortunately, in the present case, $S'$ satisfies a third-order differential equation, which can be used to eliminate only $S''$ from $l_\mu A^\mu$, while the remaining entries ($S, S', S''$) are not expected to be independent. Thus a simple argument that led to (2.29) does not apply. However, after elimination of $S''$, we have two equations

$$M^t = 0, \quad M^\phi = 0$$

for three variables ($S, S', S''$), and eliminating $S''$, we end up with one equation for two independent functions ($S, S'$). Long but straightforward manipulations lead to the conclusion that the coefficient in front of $S$ cannot vanish unless

$$F_+ = \frac{C}{c_\theta}$$

for some constant $C$. Angular equation from (2.35) with this value of $F_+$ has three linearly-independent solutions: two of them satisfy a second order equation

$$\frac{c_\theta^2}{s_\theta} \frac{d}{d\theta} \left[ \frac{s_\theta}{c_\theta} S' \right] + \lambda_2 S = 0,$$

and the third one is constant $S$. The latter case leads to ODEs without a separation constant, similar to the one encountered in (2.21), so the angular equation in (2.35) can be replaced by (2.37).

Equation (2.37) is analogous to (2.29), and repeating the logic applied to the latter equation, we arrive at a counterpart of (2.30):

$$l_\mu A^\mu \bigg|_{S=0} = -\frac{2rS'\dot{R}}{\Sigma^2} (iCa + rG_+) \tan \theta = 0. \quad (2.38)$$

This determines

$$G_+ = -\frac{iCa}{r}, \quad (2.39)$$

and the remaining Maxwell’s equations reduce to one relation

$$r^2 \frac{d}{dr} \left[ \frac{\Delta}{r^2} \dot{R} \right] - \lambda_2 R = 0. \quad (2.40)$$

Collecting all relevant formulas, we arrive at a “magnetic” counterpart of (2.33):

$$l_\mu A^\mu \bigg|_{mgn} = \frac{ia}{r} \dot{\Psi}, \quad n^\mu A^\mu \bigg|_{mgn} = -\frac{ia}{r} \dot{\bar{\Psi}}, \quad m^\mu A^\mu \bigg|_{mgn} = -\frac{1}{c_\theta} \dot{\bar{\Psi}}, \quad \bar{m}^\mu A^\mu \bigg|_{mgn} = \frac{1}{c_\theta} \dot{\bar{\Psi}},$$

$$\Psi = R(r)S(\theta), \quad \frac{c_\theta^2}{s_\theta} \frac{d}{d\theta} \left[ \frac{s_\theta}{c_\theta} S' \right] + \lambda_2 S = 0, \quad r^2 \frac{d}{dr} \left[ \frac{\Delta}{r^2} \dot{R} \right] - \lambda_2 R = 0. \quad (2.41)$$
As before, the fact that all Maxwell’s equations have consistently reduced to a system of two ordinary differential equations is a highly nontrivial feature of our separable ansatz (2.18).

To summarize, we have shown that application of the ansatz (2.18) to static configurations (2.20) is consistent only in three instances (2.23), (2.33), (2.41)), and the first case corresponds to a pure gauge. The interesting solutions, (2.33) and (2.41), describe two independent polarizations of the static field, and in the limit of Schwarzschild geometry (\( a = 0 \)), they give rise to electrostatic (2.33) and magnetostatic (2.41) configurations:

\[
\begin{align*}
a = 0 : & \quad A^{(el)} = \frac{\Delta}{r} \partial_r (RS) dt, \quad (s_\theta S')' + \lambda_1 s_\theta S = 0, \quad \frac{d}{dr} [\Delta \tilde{R}] - \lambda_1 R = 0, \\
& \quad A^{(mgn)} = -\frac{i s_\theta}{c_\theta} \partial_\theta (RS) d\phi, \quad \frac{c_\theta^2}{s_\theta} \frac{d}{d\theta} \left[ \frac{s_\theta}{c_\theta^2} S' \right] + \lambda_2 S = 0, \quad r^2 \frac{d}{dr} \left[ \frac{\Lambda}{r^2} \right] - \lambda_2 R = 0.
\end{align*}
\]

Since such separation into two branches persists even for time–dependent fields, we will refer to the counterparts of (2.33) and (2.41) as electric and magnetic polarizations, even though generically both electric and magnetic fields are excited. The two polarizations will be discussed separately in the next two subsections.

### 2.2.2 Electric polarization

In this subsection we will extend the solution (2.33) to arbitrary values of \((m, \omega)\), relaxing the constraint (2.20). Already in the special case (2.20), the separable electromagnetic field (2.18) splits into two distinct polarizations (2.33) and (2.41), so this feature must persist also for generic values of \((\omega, m)\). It is convenient to analyze the two branches one–by–one. Here we focus on extending the electric solution (2.33), and its magnetic counterpart will be analyzed in section 2.2.3.

The detailed derivation of the equations for the electric polarization is rather technical, and it is presented in the Appendix B.1. Here we just summarize the main logical steps to emphasize the uniqueness of the final result (2.47).

1. To make the expressions more transparent, we first set \(M = 0\). Then the metric (2.4), (2.6) describes flat space in unusual coordinates, but remarkably, even in this case the separable ansatz (2.18) leads to the unique set of equations for the electric polarization. A failure to add mass to this result would have indicated inconsistency of the proposal (2.18), but fortunately the extension to black hole geometry is rather straightforward, and it is unique (see item 6).

2. To distinguish between electric and magnetic branches in the geometry with \(M = 0\), we observe that the electric solution (2.33) has \(F_\pm = 0\) if \(a = 0\). In the Appendix B.1 we argue that the same property must hold even once \(\omega\) and \(m\) are switched on, and this leads to a simpler ansatz for the gauge field in the \(M = a = 0\) geometry:

\[
\begin{align*}
l^\mu A_\mu &= G_+(r) \tilde{\Psi}, \quad n^\mu A_\mu = G_-(r) \tilde{n}\Psi, \quad m^\mu A_\mu = \tilde{m}^\mu A_\mu = 0.
\end{align*}
\]
Recall that $\Psi = e^{i\omega t + im\phi} R(r) S(\theta)$.

3. Substitution of the ansatz (2.43) into the Maxwell’s equations in the $M = a = 0$ geometry leads to an overly–constrained system of differential equations for functions $(G_\pm, R, S)$. In particular, there is only one function of angular variable, $S(\theta)$, and consistency of Maxwell’s equations immediately leads to relation (B.5). Further analysis leads to the unique expressions for $G_\pm$ and the unique equation for $R(r)$. In the Appendix [B.1] we also extended this result to the Schwarzschild black hole, and the result is given by (B.10).

4. To turn on parameter $a$, while still keeping $M = 0$, we observe that, in the absence of mass, the metric (2.4), (2.6) has a $Z_2$ symmetry interchanging radial and angular coordinates ($r \leftrightarrow i\alpha\theta$). Requirement for the separable solution (2.18) to transform covariantly under this symmetry determines $F_\pm$ and $G_\pm$ for arbitrary values of $a$.

5. Once functions $(F_\pm, G_\pm)$ are determined, substitution of the ansatz (2.18) into the Maxwell’s equations gives an over–constrained system for $(R(r), S(\theta))$. Although a priori existence of non–trivial solutions is not guaranteed, we found that all Maxwell’s equations follow from a system of two ODEs with one separation constant. This is a highly nontrivial consistency check for the ansatz (2.18).

6. Once the unique system of equations for $M = 0$ case is derived, the mass is added by a simple modification of the radial equation. We expect that such modification is also unique.

The detailed implementation of these six steps is presented in the Appendix [B.1] here we just quote the result. To write it in a compact form and to compare with higher dimensions in subsequent sections, it is convenient to introduce a more symmetric notation for the standard frames (2.6):

$$
l_\mu^+ = l_\mu, \quad l_\mu^- = -\frac{2\Sigma}{\Delta}n_\mu, \quad m_\mu^+ = \sqrt{2}\rho m_\mu, \quad m_\mu^- = \sqrt{2}\bar{\rho} m_\mu. \tag{2.44}
$$

The great advantage of these objects is the full separation of variables: $\theta$ does not appear in $l_\pm$, and $r$ does not appear in $m_\pm$:

$$
l_\mu^\pm \partial_\mu = \partial_r \pm \left[ \frac{r^2 + a^2}{\Delta} \partial_t + \frac{a}{\Delta} \partial_\phi \right], \quad m_\mu^\pm \partial_\mu = \partial_\theta \pm \left[ i\alpha s_\theta \partial_t + i \frac{\alpha}{s_\theta} \partial_\phi \right]. \tag{2.45}
$$

The small price to pay for this convenience is a more complicated form of the metric (2.4),

$$
g^{\mu\nu} = \frac{1}{2\Sigma} \left[ \Delta l_\mu^+ l_\nu^- + \Delta l_\mu^- l_\nu^+ + m_\mu^+ m_\nu^- + m_\mu^- m_\nu^+ \right], \tag{2.46}
$$
but the advantages are more significant, especially for extending the construction (2.18) to higher dimensions. In the frames (2.44), the main result of the Appendix B.1 becomes

\[
l^\mu \pm A^{(el)}_\mu = \pm \frac{r}{1 \pm i \mu r} \hat{l}_\pm \Psi, \quad m^\mu \pm A^{(el)}_\mu = \mp i a c_\theta \hat{m}_\pm \Psi, \quad \Psi = e^{i \omega t + i m \phi} R(r) S(\theta),
\]

\[
E_\theta \frac{d}{s_\theta} \left[ \frac{s_\theta}{E_\theta} S' \right] + \left\{ \frac{2 \Lambda}{E_\theta} - (a \omega c_\theta)^2 - \frac{m^2}{s_\theta} - C \right\} S = 0,
\]

\[
E_r \frac{d}{dr} \left[ \frac{\Delta}{E_r} \hat{R} \right] + \left\{ \frac{2 \Lambda}{E_r} + (\omega r)^2 + \frac{(am)^2}{\Delta} + \frac{2 a r \omega^2 \Delta_0}{\Delta} + \frac{4 M a r m \omega}{\Delta} + C \right\} \hat{R} = 0.
\]

Here we defined convenient functions

\[
E_r = 1 + (\mu r)^2, \quad E_\theta = 1 - (\mu a c_\theta)^2, \quad \Delta = r^2 + a^2 - 2 M, \quad \Delta_0 = r^2 + a^2,
\]

and introduced two separation parameters:

\[
\Lambda = a \mu (m + a \omega - \frac{\omega}{a \mu^2}), \quad C = -\Lambda + 2 a m \omega + (a \omega)^2.
\]

Note that separation of variables is governed by one constant \( \mu \), which appears in several places. The angular equation is more traditional in the Schwarzschild limit (B.10), although even in that case the separation constant \( \lambda_1 = \frac{\omega}{\mu} \) enters the radial equation in a complicated fashion.

Interestingly, electrostatic configurations can be recovered in two distinct limits: as \( \omega \) goes to zero, one can either keep \( \mu \) fixed or scale it as \( \mu = \lambda \omega \). The latter case gives

\[
l^\mu \pm A^\mu_\pm = \pm \hat{l}_\pm \Psi, \quad m^\mu \pm A^\mu_\pm = \mp i a c_\theta \hat{m}_\pm \Psi, \quad C = -\Lambda = \frac{1}{\lambda},
\]

and in particular, it reproduces the previously found solution (2.33) if \( m = 0 \). Fixing \( \mu \) instead, one finds

\[
l^\mu \pm A^\mu_\pm = \pm \frac{r}{1 \pm i \mu r} \hat{l}_\pm \Psi, \quad m^\mu \pm A^\mu_\pm = \mp i a c_\theta \hat{m}_\pm \Psi, \quad C = -\Lambda = a \mu m.
\]

In the \( m = 0 \) limit this solution loses a separation parameter in equations for \( R \) and \( S \), so it is not very interesting, even for \( m \neq 0 \).\(^{11}\)

To summarize, in this subsection we outlined the derivation of the unique separable solution (2.47) for the electric polarization. For fixed \( m \) and \( \omega \), the system (2.47) represents an eigenvalue problem for \( \mu \), but the full analysis of the resulting modes is beyond the scope of this article. In the next subsection we will discuss the magnetic polarization.

\(^{11}\)Recall that we have already encountered a similar situation with configuration (2.22).
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2.2.3 Magnetic polarization

The derivation of the magnetic polarization closely follows the six steps outlined on page 15 and the details are given in the Appendix B. The final result reads

\[ l_{\pm}^\mu A_{\mu}^{(mgn)} = \pm \frac{ia}{r \pm i\mu a} \hat{l}_\pm \Psi, \quad m_{\pm}^\mu A_{\mu}^{(mgn)} = \mp \frac{1}{c_\theta \mp \mu} \hat{m}_\pm \Psi, \quad \Psi = e^{i\omega t + i\mu \phi} R(r) S(\theta), \]

\[ M \frac{d}{d\theta} \left[ \frac{s_\theta}{M_\theta} \partial_\theta S \right] + \left\{ -\frac{m^2}{s_\theta^2} - \frac{2\Lambda}{M_\theta} + (a\omega c_\theta)^2 - C \right\} S = 0, \quad (2.52) \]

\[ M_r \frac{d}{dr} \left[ \frac{\Delta}{M_r} R' \right] + \left\{ -\frac{2\Lambda a^2}{M_r} + \frac{(am)^2}{\Delta} + (r\omega)^2 + \frac{2Mr\omega^2}{\Delta} + \frac{4Mar\omega m}{\Delta} + C \right\} R = 0. \]

As in the electric case, we defined convenient functions

\[ M_r = r^2 + (\mu a)^2, \quad M_\theta = c_\theta^2 - \mu^2, \quad \Delta = r^2 + a^2 - 2Mr, \quad \Delta_0 = r^2 + a^2, \quad (2.53) \]

and introduced two separation parameters:

\[ \Lambda = \mu \left[ a\omega + m - a\omega \mu^2 \right], \quad C = \frac{\Lambda}{\mu^2} + a\omega \left[ a\omega + 2m \right] \cdot (2.54) \]

The solution (2.52) simplifies in the Schwarzschild limit, and the result is given by (B.26). As in the electric case, the system (2.52) should be viewed as an eigenvalue problem for \( \mu \).

2.3 Summary and comparison to the known results

In this subsection we will compare the new solutions (2.47) and (2.52) with various existing results. We begin with discussing similarities between the new eigenvalue problems and the wave equation, then in subsection 2.3.2 we will compare the new ansatz with Teukolsky’s approach.

2.3.1 Electromagnetism and the wave equation

Teukolsky’s construction found striking similarities between equations for some components of electromagnetic field and the wave equation. Since these parallels also persisted for gravitons and neutrinos, it might be interesting to find similar patterns for the new ansatz (2.18), even though a detailed discussion of spin–2 and spin–1 particles is beyond the scope of this paper.

The wave equation in the Kerr geometry was studied by Carter [6], and this work led to discovery of hidden symmetries parameterized by the Killing tensors. This symmetry structure will be discussed in detail in section 3.1, here we just observe that the wave equation in the metric (2.6) separates between \( r \) and \( \theta \) coordinate. Specifically, equation

\[ \nabla_\mu \nabla^\mu \Psi = 0, \quad \Psi = e^{i\omega t + i\mu \phi} R(r) S(\theta) \quad (2.55) \]
reduces to a system of ODEs with one separation constant $\lambda$:

$$\frac{1}{s_\theta} \frac{d}{d\theta} \left[ s_\theta S' \right] + \left\{ -\frac{m^2}{s_\theta^2} + (a\omega c_\theta)^2 - \lambda \right\} S = 0,$$

$$\frac{d}{dr} \left[ \Delta \dot{R} \right] + \left\{ \frac{(am)^2}{\Delta} + (r\omega)^2 + \frac{2Mr\omega^2\Delta_0}{\Delta} + \frac{4Mr\omega m}{\Delta} + \lambda \right\} R = 0.$$  (2.56)

Comparing this with (2.47) and (2.52), we conclude that all three systems can be written in a compact form

$$\frac{D_\theta}{s_\theta} \frac{d}{d\theta} \left[ s_\theta \partial_\theta S \right] + \left\{ \frac{2\Lambda}{D_\theta} - (as_\theta)^2 \left[ \omega + \frac{m}{as_\theta^2} \right]^2 + \Lambda \right\} S = 0,$$

$$\frac{D_r}{d} \frac{d}{dr} \left[ \Delta \dot{R} \right] + \left\{ \frac{2\Lambda}{D_r} + \frac{(r^2 + a^2)^2}{\Delta} \left[ \omega + \frac{am}{r^2 + a^2} \right]^2 - \Lambda \right\} R = 0. \tag{2.57}$$

The difference between excitations appears only in the factors $(D_r, D_\theta)$ and in the expression for the parameter $\Lambda$:

- **scalar**: $D_r = 1$, $D_\theta = 1$, $\forall \Lambda$;
- **electric**: $D_r = 1 + (\mu r)^2$, $D_\theta = 1 - (\mu a c_\theta)^2$, $\Lambda = a \mu [m + a\omega - \frac{\omega}{a\mu^2}]$; \hspace{1cm} (2.58)
- **magnetic**: $D_r = 1 + \frac{r^2}{(\mu a)^2}$, $D_\theta = 1 - \frac{c_\theta^2}{\mu^2}$, $\Lambda = -\frac{1}{\mu} [a\omega + m - a\omega \mu^2]$.

The equations for the electric and magnetic excitations are interchanged under duality

$$\mu \rightarrow -\frac{1}{a \mu}.$$ \hspace{1cm} (2.59)

To complete the summary, we recall that the gauge fields are given by the first lines in (2.47), (2.52):

$$l_\pm A_\mu^{(el)} = \pm \frac{r}{1 \pm i\mu r} \hat{l}_\pm \Psi, \quad m_\pm A_\mu^{(el)} = \mp \frac{iac_\theta}{1 \pm \mu ac_\theta} \hat{m}_\pm \Psi, \quad \Psi = e^{i\omega t + i\phi} R(r) S(\theta);$$

$$l_\pm A_\mu^{(mgn)} = \pm \frac{ia}{r \pm i\mu a} \hat{l}_\pm \Psi, \quad m_\pm A_\mu^{(mgn)} = \mp \frac{1}{c_\theta \mp \mu} \hat{m}_\pm \Psi, \quad \Psi = e^{i\omega t + i\phi} R(r) S(\theta), \tag{2.60}$$

but unlike equations (2.58)–(2.57), these relations do not transform in a simple way under the duality (2.59).

It is natural to expect that the “master equations” (2.57) would hold even beyond scalar and vector fields, and that the spin would be encoded in functions $D_\theta$ and $D_r$. We leave exploration of this conjecture for future work. Regardless of the outcome of this investigation, the similarity between (2.56) and (2.47), (2.52) is rather striking.
2.3.2 Comparison to the Teukolsky’s ansatz

Let us now compare the new systems derived in section 2.2 with the classic solutions by Teukolsky [11]. We will demonstrate that when the two ansatze overlap, they give identical results.

To derive separable expressions for the electromagnetic fields, Teukolsky worked in the first–order formalism and considered equations:

\[ \frac{dF}{\rho} = 0, \quad \frac{d\star F}{\rho} = 0. \]  

(2.61)

Then separation of variables was imposed on particular components of the field strength in the basis (2.6). To compare our new results with this classic discussion, we compute some components of \( F_{\mu\nu} \) in the improved basis (2.45), where

\[
\begin{align*}
    l_{\pm}^\mu \partial_\mu m_{\pm}^\nu &= l_{\pm}^\mu \partial_\mu m_{\pm}^\nu = 0, & m_{\pm}^\mu \partial_\mu l_{\pm}^\nu &= m_{\pm}^\mu \partial_\mu l_{\pm}^\nu = 0.
\end{align*}
\]

(2.62)

Starting with expressions (2.18), we find

\[
\begin{align*}
    l_{\pm}^\mu m_{\pm}^\nu F_{\mu\nu} &= l_{\pm}^\mu \partial_\mu (m_{\pm}^\nu A_\nu) - m_{\pm}^\mu \partial_\nu (l_{\pm}^\nu A_\nu) = (F_+ - G_+ l_+ \hat{m}_+ \Psi), \\
    l_{\pm}^\mu m_{\pm}^\nu F_{\mu\nu} &= (F_+ - G_-) l_+ \hat{m}_+ \Psi. \\
\end{align*}
\]

(2.63)

The remaining two components of the field strength are rather complicated. To proceed, we evaluate various combinations of the prefactors for the electric and magnetic polarizations:

\[
\begin{align*}
    \text{electric : } F_+ - G_+ &= \frac{-r + iac_\theta}{(1 \pm \mu ac_\theta)(1 + i\mu r)}, & F_- - G_- &= \frac{r + iac_\theta}{(1 \pm \mu ac_\theta)(1 - i\mu r)}, \\
    \text{magnetic : } F_+ - G_+ &= \frac{r \pm iac_\theta}{(\mu \pm c_\theta)(r + i\mu a)}, & F_- - G_- &= \frac{r \pm iac_\theta}{(\mu \pm c_\theta)(r - i\mu a)}. \\
\end{align*}
\]

(2.64)

We conclude that the ansatz (2.18) leads to multiplicative separation of the following expressions:

\[
\Phi_0 = \frac{1}{\rho} l_+^\mu m_+^\nu F_{\mu\nu}, \quad \Phi_2 = \frac{1}{\rho} l_+^\mu m_-^\nu F_{\mu\nu}, \quad \Phi_3 = \frac{1}{\rho} l_-^\mu m_+^\nu F_{\mu\nu}, \quad \Phi_4 = \frac{1}{\rho} l_-^\mu m_-^\nu F_{\mu\nu}. \\
\]

(2.65)

Teukolsky’s classic solution imposed a separation of \( \Phi_0 \) and \( \Phi_2 \),

\[
\Phi_0 = R_+(r) S_+(\theta) e^{i\omega t + im\phi}, \quad \Phi_2 = R_-(r) S_-(\theta) e^{i\omega t + im\phi},
\]

and treated the resulting four functions \( (S_+, S_-, R_+, R_-) \) as independent. As the result of this construction, no statements could be made about separation of

\[
l_+^\mu l_+^\nu F_{\mu\nu}, \quad m_+^\mu m_-^\nu F_{\mu\nu}. \\
\]

(2.66)

[12] Our discussion after expression (2.5) suggests that equations for \((\phi_0, \phi_2)\) follow naturally from combining (2.61) into relations for \(F \pm i \star F\).

[13] Recall that according to (2.6), \( \rho = r + iac_\theta \). Also note that real field configurations have \( \Phi_3 = \bar{\Phi}_0, \Phi_4 = \bar{\Phi}_2 \).
In contrast, our ansatz (2.18) parameterizes the full configuration in terms of only one pair \((S, R)\), so even the non–separable components (2.66) are written in terms of these functions, although the expressions are not very illuminating. Equations (2.63) and (2.64) lead to explicit relation between our variables and the separable components used by Teukolsky:

\[
\Phi^{(el)}_0 = -\frac{\hat{l}_+ \hat{m}_+ \Psi}{(1 + \mu ac_\theta)(1 + i\mu r)}, \quad \Phi^{(el)}_2 = \frac{\hat{l}_- \hat{m}_- \Psi}{(1 - \mu ac_\theta)(1 - i\mu r)}; \quad (2.67)
\]

\[
\Phi^{(mgn)}_0 = \frac{\hat{l}_+ \hat{m}_+ \Psi}{(\mu - c_\theta)(r + i\mu a)}, \quad \Phi^{(mgn)}_2 = \frac{\hat{l}_- \hat{m}_- \Psi}{(\mu + c_\theta)(r - i\mu a)}.
\]

It is clear that separable \(\Psi\) produces separable \((\Phi_0, \Phi_2)\). Note, however, that the map (2.67) becomes useful only for configurations for which the ansatze (2.18) and (2.15) overlap.

### 2.4 Extension to the Kerr-(A)dS geometry

The results obtained in this section can be easily extended to four–dimensional rotating black hole in the presence of the cosmological constant. Away from the sources, such geometry solves Einstein’s equations

\[
R_{\mu\nu} = 3Lg_{\mu\nu}, \quad (2.68)
\]

where \(L\) is related to the cosmological constant\(^{14}\). The resulting Kerr–(A)dS metric is\(^{15}\)

\[
ds^2 = \bar{g}_{tt}dt^2 + \frac{r^2 + a^2}{1 + L\bar{a}^2\bar{\theta}}[d\bar{\phi} - Ladt]^2 + \frac{2M_r}{r^2 + a^2\bar{c}_\theta^2} \left[ dt - \frac{as^2 d\bar{\phi}}{1 + La^2} \right]^2 + (r^2 + a^2\bar{c}_\theta^2) \left[ \frac{dr^2}{\Delta - Lr^2(r + a^2)} + \frac{d\theta^2}{1 + L\bar{a}^2\bar{c}_\theta^2} \right], \quad (2.69)
\]

\[
\bar{g}_{tt} = \frac{-(1 + L\bar{a}^2\bar{c}_\theta^2)(1 - Lr^2)}{1 + L\bar{a}^2}, \quad \Delta = r^2 - 2Mr + a^2.
\]

Regularity of this metric near \(\theta = 0\) implies that coordinate \(\bar{\phi}\) has a standard periodicity \((0 \leq \bar{\phi} < 2\pi)\), but to simplify some formulas below and especially to compare with higher dimensions in section 5.3, it is convenient to rescale the angular coordinate:

\[
\phi = \sqrt{1 + L\bar{a}^2}\bar{\phi}, \quad 0 \leq \phi < 2\pi\sqrt{1 + L\bar{a}^2}. \quad (2.70)
\]

\(^{14}\)We reserve symbols \(\lambda\) and \(\Lambda\) for the eigenvalues associated with Maxwell’s equations.

\(^{15}\)To compare with higher dimensions in subsequent sections, we use notation of [27].
To apply the ansatze (2.47) and (2.52) to electromagnetic waves in the geometry (2.69), we need the counterparts of the special vielbeins (2.45). The general method for constructing such objects will be discussed in detail in section 3.3, here we just quote the result:

\[ l^\mu \partial_\mu = Q_r \partial_r \pm \frac{1}{Q_r} \left( \frac{r^2 + a^2}{\Delta} \partial_t + \frac{a}{\Delta} \partial_\phi \right), \quad m^\mu \partial_\mu = Q_\theta \partial_\theta \pm \frac{1}{Q_\theta} \left( i a s_\theta \partial_t + \frac{i}{s_\theta} \partial_\phi \right). \]

Factors \((Q_r, Q_\theta)\) are defined by

\[ Q_r = \sqrt{1 - \frac{L r^2 + a^2}{\Delta}}, \quad Q_\theta = \sqrt{1 + L (ac_\theta)^2}, \quad (2.71) \]

and the metric is still given by equation (2.46).

Imposing the ansatze (2.60) for the electric and magnetic polarizations, as well as separation (2.55) for the scalar, and substituting the results into Maxwell and wave equations, we arrive at a counterpart of the “master equations” (2.57):

\[ \frac{D_\theta}{s_\theta} \frac{d}{d\theta} \left[ \frac{Q_\theta^2 s_\theta}{D_\theta} \partial_\theta S \right] + \left\{ -\frac{2\Lambda}{D_\theta} - \frac{(as_\theta)^2}{Q_\theta^2} \left[ \omega + \frac{m}{as_\theta^2} \right]^2 + \Lambda \right\} S = 0, \quad (2.72) \]

\[ \frac{D_r}{r} \frac{d}{d r} \left[ \frac{Q_r^2 \Delta}{D_r} R \right] + \left\{ \frac{2\Lambda}{D_r} + \frac{(r^2 + a^2)^2}{Q_r^2 \Delta} \left[ \omega + \frac{m r}{r^2 + a^2} \right]^2 - \Lambda \right\} R = 0. \]

Functions \((D_r, D_\theta)\) and parameter \(\Lambda\) are still given by (2.58). Note that the separation ansatz

\[ \Psi = e^{i\omega t + i m \phi} R(r) S(\theta) \quad (2.73) \]

contains the angular coordinate \(\phi\) with a non–standard periodicity (2.70), so \(m\) appearing in equation (2.72) is not an integer, but it still takes discrete values.

This concludes our discussion of the four–dimensional black holes. To summarize, we have reviewed Teukolsky’s classic construction and rewrote it in a very suggestive form (2.15). This formula was used as an inspiration for the new ansatz (2.18), which, in contrast to the classic construction, covers both polarizations of photons. We have demonstrated that the ansatz (2.18) leads to only two options for the gauge potential, (2.47) and (2.52), which we labeled as “electric” and “magnetic” polarizations. Furthermore, we rewrote equations governing these polarizations, as well as massless scalar, in the unified form (2.57)–(2.58), and this suggests that similar relations may hold for particles with higher spins. Finally, in subsection 2.4 all these constructions were generalized to describe the Kerr–AdS metric. The rest of this article is dedicated to extension of the results obtained in this section to rotating black holes in arbitrary dimensions.
3 Myers–Perry black hole and its symmetries

To extend the results obtained in the last section to rotating black holes in higher dimensions, we have to identify the key ingredients of the ansatz (2.18) and uncover similar structures for other systems. In four dimensions, the ansatz (2.18) for the gauge field relied on existence of a very special vierbein \((l^\mu, n^\mu, m^\mu, \bar{m}^\mu)\), so to extend the success of the construction introduced last section, it is important to find the counterpart of the expressions (2.6) in arbitrary dimensions. While it is possible to just guess the appropriate vielbein, a more constructive approach is based on characterizing the frames (2.6) by their algebraic properties and finding the generalization by solving appropriate equations. Such approach to special vielbeins was developed in [25] based on earlier work [17, 18, 19, 20], and in this section we will review the appropriate construction. Specifically, we introduce the geometry of the Myers–Perry black hole [26], discuss its symmetries encoded in Killing–Yano tensors, and demonstrate that the higher-dimensional counterparts of the vierbein (2.6) are uniquely determined by solving equations for such tensors. The resulting vielbeins, first constructed in [25], will then be used in subsequent sections to separate Maxwell’s equations in higher-dimensional black holes. In section 3.2 we will also review separation of variables in the wave equation, which will be used later in the paper. Finally, in section 3.3 all these constructions will be extended to the GLPP black holes [27] which generalize the Myers–Perry geometry to solutions of Einstein’s equations with non-zero cosmological constant.

3.1 Killing–Yano tensors for the Myers–Perry black hole

To extend the construction discussed in the last section to higher dimensions, we recall the higher-dimensional generalization of the Kerr geometry. The form of such Myers–Perry black hole [26] differs between even and odd dimensions, so we begin with quoting the solution in even dimensions \((d = 2n + 2)\) [26, 34]:

\[
\begin{align*}
    ds^2 &= -dt^2 + \frac{M}{FR} \left( dt + \sum_{i=1}^{n} a_i \mu_i^2 d\phi_i \right)^2 + \frac{FR^2 r^2}{R - Mr} + \sum_{i=1}^{n} \left( r^2 + a_i^2 \right) \left( d\mu_i^2 + \mu_i^2 d\phi_i^2 \right), \\
    + r^2 d\alpha^2.
\end{align*}
\]  

(3.1)

Here variables \((\mu_i, \alpha)\) are subject to a constraint

\[
\alpha^2 + \sum_{i=1}^{n} \mu_i^2 = 1,
\]  

(3.2)

and functions \(F, R\) are defined by

\[
F = 1 - \sum_{k=1}^{n} \frac{a_k^2 \mu_k^2}{r^2 + a_k^2}, \quad R = \prod_{k=1}^{n} (r^2 + a_k^2).
\]  

(3.3)
To recover the standard Kerr geometry from the solution (3.1) one should set \(n = 1\) and make replacements
\[
M \rightarrow 2M, \quad a_1 \rightarrow -a.
\]
Let us now discuss the symmetries of (3.1) following [25].

The metric (3.1) has an explicit \([U(1)]^{n+1}\) isometry which acts by constant shifts of \(t\) and \(\phi\):
\[
x^\mu \rightarrow x^\mu + \varepsilon V^\mu, \quad V^\mu \partial_\mu = B^t \partial_t + \sum B^i \partial_{\phi^i}, \quad B^\mu = \text{const},
\]
and one can show that these symmetries exhaust all vectors satisfying the Killing equation
\[
\nabla_\mu V_\nu + \nabla_\nu V_\mu = 0.
\]
Although all geometric symmetries are encoded in Killing vectors satisfying (3.6),16 equations for particles and fields can have some “hidden” symmetries not covered by (3.6). For example, it is such hidden symmetry that is responsible for separation (2.8)–(2.9) of the wave equation in the Kerr geometry into functions of \(r\) and \(\theta\).

Study of hidden symmetries in general relativity was initiated by Carter [6, 7], who demonstrated that separation (2.56) follows from existence of a symmetric Killing tensor of rank two, which satisfies a differential equation generalizing (3.6):
\[
\nabla_{(\mu} K_{\nu\lambda)} = 0.
\]
While some such tensors can be constructed by combining two Killing vectors \((V, W)\),
\[
K_{\mu\nu} = V_\mu W_\nu + V_\nu W_\mu,
\]
the Kerr geometry also admits an irreducible object, which cannot be written as (3.8). To present the explicit expression for the Carter’s tensor, we introduce convenient frames:
\[
ds^2 = -e_t^2 + e_r^2 + e_\theta^2 + e_\phi^2,
\]
\[
e_t = \frac{\sqrt{\Delta}}{\rho} (dt - as_\theta^2d\phi), \quad e_\phi = \frac{s_\theta}{\rho} \left[(r^2 + a^2)d\phi - adt\right], \quad e_r = \frac{\rho}{\sqrt{\Delta}} dr, \quad e_\theta = \rho d\theta,
\]
\[
\Delta = r^2 + a^2 - 2mr, \quad \rho^2 = r^2 + a^2 c_\theta^2, \quad c_\theta = \cos \theta, \quad s_\theta = \sin \theta,
\]
in which the Killing tensor becomes diagonal:
\[
K = \quad r^2 \left[e_\phi^2 + e_\theta^2\right] + (ac_\theta)^2 \left[e_t^2 - e_r^2\right].
\]
While a Killing tensor has a freedom of shifting by “trivial” terms (3.8), the Kerr black hole also admits a more robust object, which is uniquely defined. A Killing–Yano tensor (KYT) is an anti–symmetric generalization of the Killing vector (3.6), with defining relation

$$\nabla_\mu Y_{\nu_1...\nu_p} + \nabla_\nu Y_{\mu_1...\nu_p} = 0.$$  
(3.11)

The Kerr black hole admits the unique rank-two KYT:

$$Y = re_\theta \wedge e_\phi + (ae_\theta) e_r \wedge e_t,$$
(3.12)

and once again the frames (3.9) are very special: they are the closest analogs of eigenvectors that one can define for an antisymmetric tensor.

The eigensystem of $K$ and $Y$ played an important role in constructing the higher–dimensional generalizations of the Killing(–Yano) tensor [25], and it will be crucial for extending the construction of section 2 to higher dimensions. The ansatz (2.18) relied on the particular frames (2.6), and now it is clear what made them special: $(l^\mu, n^\mu)$ are the “light–cone versions” of the eigenvectors $(e_t, e_r, e_\theta, e_\phi)$:

$$l^\mu \partial_\mu = \frac{r^2 + a^2}{\Delta} \partial_t + \partial_r + \frac{a}{\Delta} \partial_\phi, \quad n^\mu \partial_\mu = \frac{r^2 + a^2}{2\Sigma} \partial_t - \frac{\Delta}{2\Sigma} \partial_r + \frac{a}{2\Sigma} \partial_\phi,$$
(3.13)

$$m^\mu \partial_\mu = \frac{1}{\sqrt{2\rho}} \left[ias_\theta \partial_t + \partial_\theta + \frac{i}{s_\theta} \partial_\phi \right], \quad \rho = r + iac_\theta, \quad \Sigma = \rho \bar{\rho}, \quad \Delta = r^2 + a^2 - 2Mr.$$

Thus to extend the ansatz (2.18) to the Myers–Perry black hole, we should first find the eigenvectors of the Killing–Yano tensors in higher dimensions. Fortunately this problem was solved in [25], and the answer reads

$$e_t = -\sqrt{\frac{R^2}{FR(R-Mr)}} \left[ \partial_t - \sum_k \frac{a_k}{r^2 + a_k^2} \partial_\phi_k \right], \quad e_r = \sqrt{\frac{R - Mr}{FR}} \partial_r,$$
$$e_i = -\sqrt{\frac{H_i}{d_i(r^2 + x_i^2)}} \left[ \partial_t - \sum_k \frac{a_k}{a_k^2 - x_i^2} \partial_\phi_k \right], \quad e_{x_i} = \sqrt{\frac{H_i}{d_i(r^2 + x_i^2)}} \partial_{x_i}.$$  
(3.14)

Here we defined convenient expressions

$$d_i = \prod_{k \neq i} (a_k^2 - x_i^2), \quad H_i = \prod_k (a_k^2 - x_i^2), \quad G_i = \prod_k (a_i^2 - x_i^2), \quad c_i^2 = \prod_{k \neq i} (a_i^2 - a_k^2).$$  
(3.15)

---

17An alternative approach, applicable only to neutral black holes, was introduced earlier in 17, 18, 19, 20. This work is summarized in a very nice recent review [29].

18For compactness we write only the frames with upper indices $e^\mu_A$, which will be used in the subsequent sections. Explicit expressions for $e^\mu_A$ can be found in [25]. To simplify expressions encountered in this article we made a replacement $x_i \rightarrow -x_i^2$ in comparison with [25].
In terms of the new coordinates \((r, x_i)\), functions \(F\) and \(FR\) entering (3.14) become

\[
R = \prod_k (r^2 + a_k^2), \quad FR = \prod_k (r^2 + x_k^2).
\]  

(3.16)

For completeness we also write the relation between the elliptic coordinates \(\{x_k\}\) and the original variables \(\{\mu_k\}\)

\[
(a_i \mu_i)^2 = \frac{1}{c_i^2} \prod_{k=1}^n (a_i^2 - x_k^2), \quad 0 < x_1 < a_1 < \cdots < x_n < a_n.
\]  

(3.17)

Note that, apart from the common overall factors, the components \((e^t_t, e^t_r)\) of the frames depend only on \(r\), while the components \((e^t_i, e^t_x)\) depend only on \(x_i\). As we will see, this crucial fact is responsible for separation of variables in Klein–Gordon and Maxwell equations.

In terms of the frames (3.14) the metric and the Killing tensor become

\[
ds^2 = -(e^t_t)^2 + (e^r_r)^2 + \sum_k [(e^{x_k})^2 + (e^k_k)^2],
\]

\[
K_{MN} dx^M dx^N = \Lambda_r[(e^t_t)^2 + (e^r_r)^2] + \sum_k \Lambda_k[(e^{x_k})^2 + (e^k_k)^2],
\]  

(3.18)

where \(\Lambda_r(r)\) and \(\Lambda_k(x_k)\) are symmetric polynomials. The Killing–Yano tensors are summarized by a very nice formula

\[
Y^{2(n-k)} = \star [\wedge h^k].
\]  

(3.19)

Here \(h\) has a very simple expression in terms of frames (3.14) [25]:

\[
h = re^r \wedge e^t + \sum_i x_i e^{x_i} \wedge e^i.
\]  

(3.20)

We refer to [25] for further discussion of the Killing–Yano tensors and a special role played by their eigenvectors. It is important to stress that uniqueness of the KYT (3.19)–(3.20) also guarantees the uniqueness of the special frames (3.14).

We conclude this subsection by a brief discussion of the Myers–Perry black hole in odd dimensions. Instead of starting with (3.1) one should begin with

\[
ds^2 = -dt^2 + \frac{M r^2}{FR} \left( dt + \sum_{i=1}^n a_i \mu_i^2 d\phi_i \right)^2 + \frac{FR d\tau^2}{R - M r^2} + \sum_{i=1}^n (r^2 + a_i^2) \left( d\mu_i^2 + \mu_i^2 d\phi_i^2 \right).
\]  

(3.21)

19For the Myers–Parry black hole this compact result was first derived in [18, 19, 20] without relying on frames (3.14), and in [25] it was extended to charged geometries.
In this case the special frames are given by [25]

\[
e_t = -\sqrt{\frac{R^2}{FR(R - Mr^2)}} \left[ \partial_t - \sum_k \frac{a_k}{r^2 + a_k^2} \partial_{\phi_k} \right], \quad e_r = \sqrt{\frac{R - Mr^2}{FR}} \partial_r,
\]

\[
e_i = -\sqrt{\frac{H_i}{x_i^2 d_i(r^2 + x_i^2)}} \left[ \partial_t - \sum_k \frac{a_k}{a_k^2 - x_i^2} \partial_{\phi_k} \right], \quad e_{x_i} = \sqrt{\frac{H_i}{x_i^2 d_i(r^2 + x_i^2)}} \partial_{x_i},
\]

\[
e_\psi = -\prod_i \frac{a_i}{r \prod_k x_k} \left[ \partial_t - \sum_k \frac{1}{a_k} \partial_{\phi_k} \right].
\]

(3.22)

The relation (3.17) between Myers–Perry and ellipsoidal coordinates, as well as expression (3.16) for function \(FR\) are modified\(^{20}\): \n
\[
\mu_i^2 = \frac{1}{c_i^2} \prod_{k=1}^{n-1} (a_i^2 - x_k^2), \quad R = \prod_k (r^2 + a_k^2), \quad FR = r^2 \prod_k (r^2 + x_k^2).
\]

(3.23)

The remaining relations (3.15) still hold. As in the even–dimensional case, we emphasize a very special form of the relative coefficients in frames \(e_a\): they depend only on \(r\) in \(e_t\), only on \(x_i\) in \(e_i\), and they are constant in \(e_\psi\). The Killing and Killing–Yano tensors still have the form (3.18), (3.19)–(3.20), although the metric acquires an extra term \((e_\psi)^2\), and we refer to [25] for the detailed discussion.

In the remaining part of this paper the special frames (3.14) and (3.22) will be used to solve Maxwell’s equations in the background of the Myers–Perry black hole, but before starting this discussion it is useful to review the separation of variables in the wave equation to stress some peculiarities associated with higher dimensions.

### 3.2 Separation of the wave equation

In this subsection we will analyze the wave equation in the Myers–Perry geometry, and the difference in the structure of frames (3.14) and (3.22) suggests to separate the discussion of even and odd dimensions. We begin with the even–dimensional case.

The goal of this subsection is to study the wave equation:

\[
\frac{1}{\sqrt{-g}} \partial_\mu \left[ \sqrt{-g} g^{\mu\nu} \partial_\nu \Psi \right] = 0.
\]

(3.24)

While the expression for the matrix \(g^{\mu\nu}\) is trivially encoded in the frames (3.14), the evaluation of the determinant requires some algebra, and the result is

\[
\sqrt{-g} = \frac{FR}{\prod a_i} \sqrt{\prod \frac{d_i}{c_i^2}}.
\]

(3.25)

\(^{20}\)In contrast to the even-dimensional case, where \(\mu_i\) were not constrained, now there is a relation \(\sum \mu_i^2 = 1\), and, as a consequence, there only \(n - 1\) coordinates \(x_i\).
A full separation of variables in (3.24) is guaranteed by the existence of the family of the Killing tensors (3.18), and we refer to [25] for the detailed discussion of this approach based on symmetries. To compare to electromagnetic field in subsequent sections, we need the explicit form of ordinary differential equations for various pieces of $\Psi$, and although such expressions can be extracted from the conserved quantities associated with Killing tensors, it is easier to construct the equations directly from (3.24).

We begin with rewriting the frames (3.14) as

$$
e_t = -\frac{\tilde{e}_t}{\sqrt{FR}}, \quad e_r = \frac{\tilde{e}_r}{\sqrt{FR}}, \quad e_i = -\frac{\tilde{e}_i}{\sqrt{d_i(r^2 + x_i^2)}}, \quad e_{x_i} = \frac{\tilde{e}_{x_i}}{\sqrt{d_i(r^2 + x_i^2)}}. \quad (3.26)$$

The coefficients in $(\tilde{e}_t, \tilde{e}_r)$ depend only on $r$, while coefficients in $(\tilde{e}_i, \tilde{e}_{x_i})$ depend only on $x_i$. The inverse metric becomes

$$g^{\mu\nu}\partial_\mu \partial_\nu = \frac{1}{FR}[-(\tilde{e}_t)^2 + (\tilde{e}_r)^2] + \sum \frac{1}{d_i(r^2 + x_i^2)}[(\tilde{e}_i)^2 + (\tilde{e}_{x_i})^2] \quad (3.27)$$

$$\equiv \frac{1}{FR}[\tilde{g}_r^{\mu\nu}\partial_\mu \partial_\nu + \sum \frac{1}{d_i(r^2 + x_i^2)}\tilde{g}_i^{\mu\nu}\partial_\mu \partial_\nu].$$

Upon multiplication of this expression by $\sqrt{-\tilde{g}}$, the factor in front of $\tilde{g}_r \equiv -[(\tilde{e}_t)^2 + (\tilde{e}_r)^2]$ becomes $r$-independent, and the factor in front of $\tilde{g}_i \equiv [(\tilde{e}_i)^2 + (\tilde{e}_{x_i})^2]$ looses the $x_i$-dependence. This is one of the key properties leading to separation of the wave equation (3.24), which can be written as

$$\sqrt{\prod d_i} \partial_\mu[\tilde{g}_r^{\mu\nu}\partial_\nu \Psi] + \sum \frac{FR\sqrt{\prod d_k}}{d_i(r^2 + x_i^2)}\partial_\mu[\tilde{g}_i^{\mu\nu}\partial_\nu \Psi] = 0. \quad (3.28)$$

Note that $\sqrt{\prod d_i}$ is a polynomial of degree $n - 1$ in all $(x_k)^2$, and

$$\frac{FR\sqrt{\prod d_k}}{d_i(r^2 + x_i^2)}$$

is a polynomial of degree $n - 1$ in $r^2$ and in all $(x_k)^2$ with the exception of $k = i$. If we impose a separable ansatz,

$$\Psi = E\Phi(r) \left[\prod X_i(x_i)\right], \quad E = e^{i\omega t + i\sum m_i\phi_i}, \quad (3.29)$$

then consistency of equation (3.28) implies that

$$\partial_\mu[\tilde{g}_r^{\mu\nu}\partial_\nu (E\Phi)] = P_{n-1}[r^2]E\Phi, \quad (3.30)$$

where $P_{n-1}$ is an arbitrary polynomial of degree $n - 1$. For $n = 1$, $P_{n-1}$ reduces to a familiar separation constant, and this case was discussed in section 2.3.1: the parameter $\lambda$ appearing in (2.56) is a four–dimensional version of the polynomial $P_{n-1}$.

See also earlier mathematical work [35, 36] for the general discussion of the relationship between Killing tensors and separation of variables in the wave and Klein–Gordon equations.
Equation (2.56) also implies relations similar to (3.30) for functions $X_k$, and it constrains the coefficients of various polynomials. A detailed analysis presented in the Appendix E.1 shows that $P_{n-1}[r^2]$ remains free, while all other polynomials are determined in terms of it:

$$
\partial_\mu [\bar{g}^{\mu\nu} \partial_\nu (E X_k)] = -P_{n-1}[-x^2] E X_k. \tag{3.31}
$$

For future reference we rewrite equations (3.30) and (3.31) in a more explicit form:

$$
\frac{d}{dr} \left[ (R - Mr) \frac{d\Phi}{dr} \right] + \frac{R^2}{R - Mr} \left[ \omega - \sum_k \frac{a_k m_k}{r^2 + a_k^2} \right]^2 \Phi = P_{n-1}(r^2) \Phi,
$$

$$
\frac{d}{dx_i} \left[ H_i \frac{dX_i}{dx_i} \right] - H_i \left[ \omega - \sum_k \frac{a_k m_k}{a_k^2 - x_i^2} \right]^2 X_i = -P_{n-1}(-x_i^2) X_i. \tag{3.32}
$$

The set of equations (3.32) should be viewed as an eigenvalue problem for the coefficients of the polynomial $P_{n-1}$. Separation of the Klein–Gordon equation is obtained as a straightforward extension of (3.32), but we will not need these more cumbersome formulas.

We conclude this subsection by a brief discussion of the wave equation in odd dimensions. Using the frames (3.22), we find a counterpart of relation (3.27):

$$
g^{\mu\nu} \partial_\mu \partial_\nu = \frac{1}{FR} \bar{g}^{\mu\nu} \partial_\mu \partial_\nu + \sum_i \frac{1}{d_i(r^2 + x_i^2)} \bar{g}^{\mu\nu} \partial_\mu \partial_\nu + \frac{1}{r^2 \prod x_i^2} \bar{g}^{\mu\nu} \partial_\mu \partial_\nu, \tag{3.33}
$$

where $\bar{g}^{\mu\nu}$ is a constant matrix with indices along $(t, \phi_i)$. Using the expression for the determinant of the metric,

$$
\sqrt{-g} = \frac{FR}{r} \sqrt{\prod x_i^2 d_i / c_i^2}, \tag{3.34}
$$

and repeating the steps leading to (3.32), we find

$$
r \frac{d}{dr} \left[ \frac{R - Mr^2}{r} \frac{d\Phi}{dr} \right] + \frac{R^2}{R - Mr^2} \left[ \omega - \sum_k \frac{a_k m_k}{r^2 + a_k^2} \right]^2 \Phi = P_n[r^2] \Phi,
$$

$$
x_i \frac{d}{dx_i} \left[ H_i \frac{dX_i}{dx_i} \right] - H_i \left[ \omega - \sum_k \frac{a_k m_k}{a_k^2 - x_i^2} \right]^2 X_i = -P_n[-x_i^2] X_i. \tag{3.35}
$$

In contrast to the even–dimensional case, the polynomial $P_n$ has degree $n$, but it is subject to one constraint:

$$
P_n[0] = \left[ \prod a_i \right]^2 \left[ \omega - \sum_k \frac{m_k}{a_k} \right]^2. \tag{3.36}
$$

We refer to Appendix E.1 for details. Equations (3.35) should be viewed as an eigenvalue problem for the coefficients of the polynomial $P_n$. 
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3.3 Extension to the Myers–Perry–(A)dS geometry

The results reviewed in this section can be easily extended to higher–dimensional solutions of Einstein’s equations in the presence of the cosmological constant. Construction of such geometries was a result of a very impressive work [27], but once the final Gibbons–Lu–Page–Pope (GLPP) metrics are written, their form suggests that the separable frames can be obtained by a simple modification of (3.14) and (3.22). In this subsection we present the resulting frames (3.40), (3.44) and derive the systems of ODEs (3.42), (3.45) governing the dynamics of separable solutions of the wave equation.

The GLPP solution describes rotating black holes in the presence of the cosmological constant, so away from the sources the metric solves the Einstein’s equations

\[ R_{\mu\nu} = (D - 1)Lg_{\mu\nu}, \quad (3.37) \]

where \( L \) is related to the cosmological constant. As in the Myers–Perry case, one should study the even and odd dimensional cases separately, and in \( D = 2n + 2 \) dimensions, the GLPP solution reads [27]

\[
 ds^2 = -W(1 - Lr^2)dt^2 + \sum_{j=1}^{n} \frac{r^2 + a_j^2}{1 + La_j^2} \left[ d\tilde{\phi}_j - \lambda a_j dt \right]^2 + \frac{M}{U} \left[ dt - \sum_{j=1}^{n} \frac{a_j \mu_j^2 d\tilde{\phi}_j}{1 + La_j^2} \right]^2 \\
 + \sum_{j=1}^{n+1} \frac{r^2 + a_j^2}{1 + La_j^2} d\mu_j^2 + \frac{L}{W(1 - Lr^2)} \left[ \sum_{j=1}^{n+1} \frac{(r^2 + a_j^2)\mu_j d\mu_j}{1 + La_j^2} \right]^2 + \frac{U dr^2}{V - M}. \quad (3.38)
\]

Here functions \((U, V, W)\) are defined by

\[
 U = r \left[ \sum_{k=1}^{n+1} \frac{\mu_k^2}{r^2 + a_k^2} \right] \prod_{j=1}^{n} (r^2 + a_j^2), \quad V = \frac{1 - Lr^2}{r} \prod_{j=1}^{n} (r^2 + a_j^2), \quad W = \sum_{k=1}^{n+1} \frac{\mu_k^2}{1 + La_k^2}.
\]

Angular coordinates \(\tilde{\phi}_i\) entering (3.38) have the standard periodicity, but to simplify expressions associated with electromagnetic field, it is convenient to define rescaled coordinates \(\phi_i\):

\[
 \phi_i = \sqrt{1 + La_i^2} \tilde{\phi}_i, \quad 0 \leq \phi_i < 2\pi \sqrt{1 + La_i^2}. \quad (3.39)
\]

The easiest way to find the counterparts of the special frames (3.14) for the geometry (3.38) is to separate the wave equation [25]. We refer to [25] for the detailed discussion.

---

22 The five–dimensional Kerr–AdS solution was found earlier in [37].
23 We reserve symbols \(\lambda\) and \(\Lambda\) for the eigenvalues associated with Maxwell’s equations.
24 We made replacements \(M \to M/2\) while quoting equations (3.1) and (3.5) of [27] to agree with the Myers–Perry notation.
25 One can also find the eigenvalues of the Killing–Yano tensors constructed in [18].
of this approach. The resulting special frames are related to (3.14) by a very simple transformation

\[ e_t = - \frac{1}{Q_r} \sqrt{\frac{R^2}{FR(R - Mr)}} \left[ \partial_t - \sum_k \frac{a_k}{r^2 + a_k^2} \partial \phi_k \right], \quad e_r = Q_r \sqrt{\frac{R - Mr}{FR}} \partial_r, \]

\[ e_i = - \frac{1}{Q_i} \sqrt{\frac{H_i}{d_i(r^2 + x_i^2)}} \left[ \partial_t - \sum_k \frac{a_k}{a_k^2 - x_i^2} \partial \phi_k \right], \quad e_{x_i} = Q_i \sqrt{\frac{H_i}{d_i(r^2 + x_i^2)}} \partial_{x_i}. \] (3.40)

The dependence on the cosmological constant comes only through the “dressing factors” \((Q_r, Q_j)\), which are defined by

\[ Q_r = \sqrt{1 - Lr^2 \frac{R}{R - Mr}}, \quad Q_j = \sqrt{1 + Lx_j^2}, \] (3.41)

and the remaining notation used in (3.40) is described in section 3.1. Separation of the wave equation leads to a minor modification of (3.32):

\[ \frac{d}{dr} \left[ (R - Mr)Q_r^2 \frac{d\Phi}{dr} \right] + \frac{R^2}{Q_r^2(R - Mr)} \left[ \omega - \sum_k \frac{a_k m_k}{r^2 + a_k^2} \right]^2 \Phi = P_{n-1}(r^2)\Phi, \]

\[ \frac{d}{dx_i} \left[ H_i Q_i^2 \frac{dX_i}{dx_i} \right] - \frac{H_i}{Q_i^2} \left[ \omega - \sum_k \frac{a_k m_k}{a_k^2 - x_i^2} \right]^2 X_i = -P_{n-1}(-x_i^2)X_i. \] (3.42)

As in the case of the frames (3.40), the cosmological constant enters the wave equation only through the “dressing factors” \((Q_r, Q_j)\).

In odd dimensions, the GLPP solution is still given by (3.38), but now the variables \(\mu_i\) are constrained by the relation

\[ \sum_{j=1}^n \mu_j^2 = 1, \]

and the expression for the function \(V\) is modified:

\[ V = \frac{1 - Lr^2}{r} \prod_{j=1}^n (r^2 + a_j^2). \] (3.43)

Both features have been already encountered for the Myers–Perry black hole.
The special frames are obtained by a slight modification of (3.22),

\[
e_t = -\frac{1}{Q_r} \sqrt{\frac{R^2}{FR(R - Mr^2)}} \left[ \partial_t - \sum_k \frac{a_k}{r^2 + a_k^2} \partial_{\phi_k} \right],
\]

\[
e_r = Q_r \sqrt{\frac{R - Mr^2}{FR}} \partial_r,
\]

\[
e_i = -\frac{1}{Q_i} \sqrt{\frac{H_i}{x_i^2 d_i (r^2 + x_i^2)}} \left[ \partial_t - \sum_k \frac{a_k}{a_k^2 - x_i^2} \partial_{\phi_k} \right],
\]

\[
e_{x_i} = Q_i \sqrt{\frac{H_i}{x_i^2 d_i (r^2 + x_i^2)}} \partial_{x_i},
\]

\[
e_\psi = -\frac{1}{r} \prod_{k} \frac{a_i}{x_k} \left[ \partial_t - \sum_k \frac{1}{a_k} \partial_{\phi_k} \right],
\]

and the wave equation reduces to (3.35) with some additional factors of \((Q_r, Q_j)\) as in the even–dimensional case (3.42):

\[
r \frac{d}{dr} \left[ \frac{Q_r^2}{r} \frac{d}{dr} \phi \right] + \frac{R^2}{Q_r^2 \Delta} \left[ \omega - \sum_k \frac{a_k m_k}{r^2 + a_k^2} \right]^2 \phi = P_n[r^2] \phi, \quad \Delta = R - Mr^2,
\]

\[
x_i \frac{d}{dx_i} \left[ \frac{H_i Q_i^2}{x_i} \frac{dX_i}{dx_i} \right] - \frac{H_i}{Q_i^2} \left[ \omega - \sum_k \frac{a_k m_k}{a_k^2 - x_i^2} \right]^2 X_i = -P_n[-x_i^2] X_i. \quad (3.45)
\]

Although in this article we will mostly focus on the Myers–Perry metric with \(L = 0\), we will comment on Maxwell’s equations in the GLPP geometry in section 5.3.

To summarize, in this section we have reviewed the structure of the Myers–Perry black hole and its symmetries. In particular, following [25], we have introduced the special frames (3.14) and (3.22), which will play the central role in the rest of this article. We have also separated the wave equation in the background of the Myers–Perry black hole, and the final results (3.32), (3.35) will serve as a guide for separating the Maxwell’s equations.

As we have seen, the symmetry structure of the Myers–Perry black hole differs between the even and odd dimensions, so these two cases should be discussed separately. The solutions for the even dimensions will be obtained by generalizing the construction presented in section 2.2 and in the next section we will discuss the five–dimensional black hole, which will serve as a similar starting point for odd dimensions. We will come back to the general Myers–Perry black hole in section 4.

### 4 All excitation of the five–dimensional black hole

In this section we will demonstrate separation of variables for Maxwell’s equations in the background of a five–dimensional black hole and construct all three polarizations of the photons. Following the conventions of section 2.2, we separate polarizations into
“electric” and “magnetic”, depending on their limit at \( \omega = 0 \). As expected from the general properties of electromagnetic fields reviewed in Appendix D, there is one electric polarization (which reduces to \( A_t \) in the static limit), and two magnetic ones.

The rotating five–dimensional black holes have been extensively used in the context of string theory \([12, 13, 22, 23]\), and in this special case the most common notation in the literature differs from the general parameterization \((3.21)\). Specifically, instead of using two constrained variables \((\mu_1, \mu_2)\), one introduces a free angle \( \theta \):

\[
\mu_1 = s \theta, \quad \mu_2 = c \theta, \tag{4.1}
\]

and uses special symbols for the coordinates \((\phi_1, \phi_2, a_1, a_2)\):

\[
\phi_1 = \phi, \quad \phi_2 = \psi, \quad a_1 = -a, \quad a_2 = -b. \tag{4.2}
\]

Note that in the five–dimensional case, there is only one \( x \) coordinate in \((3.22)\), which is related to \( \theta \) in a simple way (see \((3.23)\)):

\[
x_1 = \sqrt{(ac)^2 + (b\phi)^2}. \tag{4.3}
\]

To connect to the existing literature and to simplify the limits of vanishing \( a \) and \( b \), we will use \( \theta \) instead of \( x_1 \). Then the frames \((3.22)\) become

\[
e_t = \frac{R}{r} \sqrt{\Sigma \Delta} \left[ \partial_t - \sum_k \frac{a_k}{r^2 + \alpha_k^2} \partial_{\phi_k} \right], \quad e_r = \sqrt{\frac{\Delta}{r^2 \Sigma}} \partial_r, \quad e_\theta = \frac{1}{\sqrt{\Sigma}} \partial_\theta, \tag{4.4}
\]

\[
e_1 = \frac{s \phi c \theta}{\Theta \sqrt{\Sigma}} \left[ (a^2 - b^2) \partial_t + \frac{a}{s \phi \theta} \partial_\phi - \frac{b}{c \theta \phi} \partial_\psi \right], \quad e_\psi = \frac{1}{r \Theta} \left[ ab \partial_t + b \partial_\phi + a \partial_\psi \right].
\]

To make these and subsequent formulas more compact, we flipped signs of some frames and introduced notation inspired by the four–dimensional case \((2.6)\):

\[
\Delta = R - M r^2, \quad \Sigma = r^2 + (ac \phi)^2 + (b \phi)^2, \quad \Theta = \sqrt{(ac \phi)^2 + (b \phi)^2}. \tag{4.5}
\]

Recall that in five dimensions the general definition \((3.23)\) gives

\[
R = (r^2 + a^2)(r^2 + b^2). \tag{4.6}
\]

Mimicking the expression for the four–dimensional canonical vierbein \((2.6)\), we combine the frames corresponding to \( r \) and \( \theta \) coordinates and define

\[
l^\mu_\pm = \sqrt{\Sigma \Delta} (e^\mu_\pm \pm i e^\mu_1), \quad m^\mu_\pm = \sqrt{\Sigma} (e_\theta^\mu \pm i e^\mu_1), \quad n^\mu = r \Theta e^\mu_\psi. \tag{4.7}
\]

From now on we will work only with frames \((4.7)\), so there should be no confusions between the frame and the space–time indices. In the rescaled frames \((4.7)\), the inverse metric becomes

\[
g^{\mu \nu} \partial^\mu \partial^\nu = \frac{1}{\Sigma \Delta} l^\mu_+ l^\nu_- \partial_\mu \partial_\nu + \frac{1}{\Sigma} m^\mu_+ m^\nu_- \partial_\mu \partial_\nu + \frac{1}{r \Theta} n^\mu n^\nu \partial_\mu \partial_\nu. \tag{4.8}
\]
Note that components of \( l^\mu \) depend only in \( r \), \( m^\mu \) are functions of \( \theta \), and \( n^\mu \) are constants. Thus, using (2.18) as an inspiration, it is very natural to propose the following ansatz for the gauge field:

\[
l^\mu A_\mu = G_\pm(r)l^\mu \partial_\mu \Psi, \quad m^\mu A_\mu = F_\pm(\theta)m^\mu \partial_\mu \Psi, \quad n^\mu A_\mu = \lambda \Psi, \quad (4.9)
\]

where \( \Psi \) is a separated scalar function

\[
\Psi = e^{i\omega t + im\phi + in\psi} \Phi(r)S(\theta). \quad (4.10)
\]

The rest of this section is dedicated to exploration of the ansatz (4.9). As in the four-dimensional case, we will demonstrate that Maxwell’s equations uniquely determine the factors \((G_\pm(r), F_\pm(\theta))\) and lead to very simple equations for functions \((R, S)\). Readers not interested in justifications can go directly to the subsection 4.3 which summarizes our results.

### 4.1 Electro– and magnetostatics

Following the logic of section 2.2, we begin with applying the ansatz (4.9) to the special configurations with

\[
\omega = 0, \quad m = n = 0. \quad (4.11)
\]

In this subsection we will derive the most general expression for \((F_\pm, G_\pm)\) and equations for \((\Phi, S)\), and demonstrate that separable configurations in the special case (4.11) must reduce to one of the two branches, (4.21) or (4.27). Then in the next subsection the restrictions (4.11) will be relaxed following the logic outlined on page 15, resulting in the final expressions (4.31) and (4.36) for the two branches.

In the special case (4.11), \( A_r \) and \( A_\theta \) decouple from the remaining components in Maxwell’s equations, and using the determinant of the metric,

\[
\sqrt{-g} = rsr_\theta c_\theta \Sigma, \quad (4.12)
\]

we find the unique expression for \( F^{r\theta} \):

\[
F^{r\theta} = \frac{\text{const}}{\sqrt{-g}} = \frac{\text{const}}{rsr_\theta c_\theta \Sigma}. \quad (4.13)
\]

Solutions of this type do not allow separation constants, so dropping a pure gauge, we can set \( A_r = A_\theta = 0 \). This implies that in the special case (4.11), the ansatz (4.9) has

\[
G_- = -G_+, \quad F_- = -F_+. \quad (4.14)
\]

As in section 2.2, we define the components of Maxwell’s equations by a counterpart of (2.26):

\[
\mathcal{M}^\mu = \frac{e^{-i\omega t - im\phi - in\psi}}{\sqrt{-g}} \partial_\nu \left[ \sqrt{-g} F^{\mu\nu} \right]. \quad (4.15)
\]
Then looking at the special case (4.11) and setting $a = b = 0$, while keeping the ratio $a/b$ fixed, we find

$$\mathcal{M}^t = -\frac{1}{r^2} \left\{ G_+ \Psi \frac{(s_{29} S)''}{s_{29}} + r S \frac{d}{dr} \left( \frac{1}{r} \frac{d}{dr} [(r^2 - M)G_+ \Psi] \right) \right\}. \quad (4.16)$$

For configurations with $G_+ \neq 0$, Maxwell’s equation $\mathcal{M}^t = 0$ reduces to two ODEs:

$$\mathcal{M}^t = 0 : \left( \frac{(s_{29} S)''}{s_{29}} = -\lambda_1 S, \quad r \frac{d}{dr} \left( \frac{1}{r} \frac{d}{dr} [(r^2 - M)G_+ \Psi] \right) = \lambda_1 G_+ \Psi. \right. \quad (4.17)$$

Interestingly, the ratio $a/b$ does not enter these equations, as we will see, this is a peculiar feature of the electric polarization, which is not shared by its magnetic counterpart. As in section 2.2.1, dimensional analysis ensures that the angular equation is not modified in the presence of rotation parameters, this leads to applicability of equation (4.18) to all electric modes without dependence on cyclic coordinates (see (4.11)). Turning on the rotations and using relation (4.18) to eliminate $S''$ and $S'''$ from Maxwell’s equations, we arrive at the five–dimensional counterpart of (2.30):

$$(l^\mu - l^\mu_+). A^\mu_{(el)} = \pm r \hat{l}_\pm \Psi, \quad m^\mu \pm A^\mu_{(el)} = \mp i \Theta \hat{m}_\pm \Psi, \quad n^\mu A^\mu_{(el)} = 0, \quad \Psi = \Phi(r) S(\theta),$$

$$(s_{29} S)' + \lambda_1 s_{29} S = 0 \quad (4.21)$$

While the electric polarization is very similar in even and odd dimensions, the structures of magnetic polarizations for these two cases are very different, and we will now discuss such modes for the five–dimensional black hole.

---

26 Solutions with $G_+ = 0$ will be discussed after equation (4.22).
27 In the degenerate case $a = \pm b$ some freedom in $G_+$ still remains, but we will not discuss it here.
We recall that the solution (4.21) has been rigorously derived from equation (4.18), which was based on only one assumption: \( G_+ \neq 0 \) in (4.16). Thus to describe the magnetic polarizations, we must require \( G_+ \) to vanish in the non–rotating limit:

\[
a = b = 0 \quad \Rightarrow \quad G_+ = 0. \tag{4.22}
\]

We also set \( M = 0 \). Nontrivial solutions with vanishing \( G_+ \) must have non–zero \( F_+ \), and for such configurations one combination of Maxwell’s equations is especially simple:

\[
\frac{b s_{2g}^2}{a} \mathcal{M}^\phi + c_{2g}^2 \mathcal{M}^\psi = \frac{2i b \Phi}{r^4 s_{2g}} d \frac{d}{d\theta} \left( \frac{s_{2g} F_+ S'}{\Theta} \right) + \frac{\lambda S}{a r^3} d \frac{d}{dr} [r \Phi] + \frac{\lambda \Theta^2 \Phi}{a s_{2g}} d \frac{d}{d\theta} \left( \frac{s_{2g} S'}{\Theta^2} \right) + \frac{4 \lambda a b^2 S \Phi}{(r \Theta)^4}.
\]

(4.23)

Although the last expression contains \( a \) and \( b \), it is applicable only to the non–rotating limit with an arbitrary ratio \( b/a \). The definition (4.9) of the constant \( \lambda \) implies that \( \lambda \sim a \) in the non–rotating limit, so all terms in the right hand side of (4.23) approach finite values as \( a \) goes to zero. Consistency of separation leads to equations

\[
2i b \frac{d}{s_{2g}} \left( \frac{s_{2g} F_+ S'}{\Theta} \right) + \lambda \frac{\lambda_2 S}{a} + \lambda \Theta^2 \Phi \frac{d}{as_{2g}} \left( \frac{s_{2g} S'}{\Theta^2} \right) + 4 \lambda a b^2 S \Phi (r \Theta)^4 = 0,
\]

\[
\frac{1}{r^3} d \frac{d}{dr} \left( r \Phi \right) = \tilde{\lambda} \frac{\lambda_2 \Phi}{\Theta}.
\]

(4.24)

The second relation is expected: since the limit \( a = b = M = 0 \) removes all length scales from the metric, only the power law solution for \( \Phi \) is possible.

Using the first equation in (4.24) to eliminate \( S'' \) and \( S''' \) from \( \mathcal{M}^\phi \), and recalling that coefficients in from of \( S \) and \( S' \) must vanish separately, we find an over–constrained system of differential equations for \( F_+ \). Although the algebra is tedious, the result is very simple: up to an irrelevant multiplicative constant,

\[
F_+ = \frac{i B}{\Theta}, \quad B \equiv \sqrt{a^2 + b^2}.
\]

(4.25)

Parameter \( B \) is introduced just to keep \( F_+ \) finite in the non–rotating limit. Equation \( \mathcal{M}^\phi = 0 \) also determines \( \lambda_2 \) in terms of \( \lambda \) and \( B \), so equations (4.24) become

\[
\Theta^2 \frac{d}{s_{2g}} \left( \frac{s_{2g} S'}{\Theta^2} \right) + \left( \tilde{\lambda}^2 + \frac{2 \lambda a b}{\Theta^2} \right) S = 0, \quad \frac{1}{r^3} d \frac{d}{dr} \left( r \Phi \right) = \tilde{\lambda} \frac{\lambda_2 \Phi}{\Theta}, \quad \tilde{\lambda} = \frac{\lambda}{B}.
\]

(4.26)

This completes our discussion of the \( a = b = 0 \) case.

To turn on the rotation parameters, while still keeping (4.11) and \( M = 0 \), we observe that on the dimensional grounds, equation for \( S(\theta) \) can depend only on the ratio \( a/b \). This implies that the angular equation in (4.26) and \( F_+ \) are not modified, then by substituting \( S'' \) and \( S''' \) into Maxwell’s equations, we find an over–constrained system of ODEs for \( G_+ \).
and Φ. Similar systems were discussed in section 2.2.1 so here we skip the intermediate formulas and write the final result:

\[ l_{\pm} \mu A_{\mu}^{(mgn)} = \pm \frac{B}{l} i, m_{\pm} A_{\mu}^{(mgn)} = \pm \frac{iB}{\Theta} m_{\pm} \Psi, n_{\mu} A_{\mu}^{(mgn)} = B\lambda \Psi, \Psi = R(r)S(\theta), \]

\[
\frac{\Theta^2}{s_{2\theta}} d \left[ s_{2\theta} \frac{\Theta^2}{s_{2\theta}} S' \right] + \left[ \lambda^2 + \frac{2\lambda a b}{\Theta^2} \right] S = 0, \quad \frac{d}{dr} \left[ \frac{\Delta}{r^3} \Phi \right] - \left[ \frac{\lambda^2}{r} - \frac{2\lambda a b}{r^2} \right] \Phi = 0. \tag{4.27}
\]

Scale \( B \) is introduced to ensure a smooth limit as \( a \) and \( b \) go to zero, later we will remove this unnecessary parameter.

We stress that our derivation ensures that in the special case (4.11), any nontrivial solution of the form (4.9) must reduce to either (4.21) or (4.27), and a direct check shows that both systems work even for the black hole geometry, i.e., for arbitrary values of \( M \).

Although we encountered only two systems, (4.21) and (4.27), they describe three different polarizations. To see this, we write more explicit expressions for the gauge field in Schwarzschild geometry and compare the results with the general analysis presented in the Appendix D. Setting \( a = b = 0 \) in (4.21) and (4.27), we find electrostatic,

\[ A^{(el)} = \frac{\Delta}{r^3} \partial_t (\Phi S) dt, \quad \frac{(s_{2\theta} S')'}{s_{2\theta}} + \lambda_1 S = 0, \quad \frac{1}{r} \frac{d}{dr} \left[ \frac{\Delta}{r^3} \Phi \right] - \lambda_1 \Phi = 0, \tag{4.28} \]

and magnetostatic,

\[ A^{(mgn)} = \frac{B\lambda}{\Theta^2} (bs_{2\theta} d\phi + ac_{2\theta} d\psi) \Phi S + \frac{B s_{2\theta}}{2\Theta^2} (bd\psi - ad\phi) \partial_\theta (\Phi S), \tag{4.29} \]

\[
\frac{\Theta^2}{s_{2\theta}} d \left[ s_{2\theta} \frac{\Theta^2}{s_{2\theta}} S' \right] + \left[ \lambda^2 + \frac{2\lambda a b}{\Theta^2} \right] S = 0, \quad \frac{d}{dr} \left[ \frac{\Delta}{r^3} \Phi \right] - \frac{\lambda^2}{r} \Phi = 0. \]

configurations.

The solutions of the eigenvalue problem for the angular equation in (4.28) are parameterized by a positive integer \( k \), and the profiles are given in terms of the hypergeometric function \( F \):

\[ \lambda_1 = 4k(k + 1), \quad S = F \left[ -k, k + 1; 1; c_{\theta}^2 \right], \quad \Phi \sim F \left[ -k, k + 1; 1; \frac{r^2}{M} \right]. \tag{4.30} \]

For \( M = 0 \) the regular radial function reduces to \( \Phi = r^{2k} \). Every value of \( k \) leads to the unique angular and radial profiles, so equation (4.28) describes one mode.

In contrast, the magnetic modes (4.29) describe two different polarizations for every allowed radial profile. The angular equation has a \( Z_2 \) symmetry \( (a, \lambda) \rightarrow (-a, -\lambda) \), which implies that all eigenvalues come in pairs \( (\lambda, -\lambda) \). Of course, the corresponding

---

28 To simplify notation, we replaced \( \hat{\lambda} \) by \( \lambda \).

29 We excluded the pure gauge: \( G_{\pm} = F_{\pm}, \lambda = 0 \).
profiles, $S_\lambda$ and $S_{-\lambda}$, are different, but they are related by a formal replacement $a \to -a$.

Eigenvalues $(\lambda, -\lambda)$ have identical radial profiles, but the structures of the corresponding $A^{(mgn)}$ are very different, so the system (4.29) describes two distinct magnetic polarizations. The same is true even for the full solution (4.27), although the analysis is less transparent.

To summarize, we have shown that in the special case (4.11), the ansatz (4.9) admits only two classes of solutions, (4.21) and (4.27). These systems describe three independent polarizations, as expected from the general analysis presented in Appendix D. In the next subsection we will relax the (4.11) and present full solutions for three polarizations of electromagnetic field in the background of a five–dimensional Myers–Perry black hole.

### 4.2 General electromagnetic field in five dimensions

The results of the last subsection can be extended to the general electromagnetic field satisfying separability condition (4.9) by implementing the steps outlined on page 15. In comparison to the four–dimensional case, the algebra is slightly more involved, and some details are presented in the Appendix C. Here we just stress the uniqueness of the resulting solution and present the final expressions.

The separable ansatz for electromagnetic fields (4.9) leads to two types of solutions, and following the established notation, we will call them “electric” and “magnetic” polarizations. The electric solution reads

\[
\begin{align*}
&\mu_{\pm} A_{\mu}^{(el)} = \pm \frac{r}{1 \pm i \mu r} \hat{l}_{\pm} \Psi, \\
&\mu_{\pm} A_{\mu}^{(el)} = \pm \frac{i \Theta}{1 \pm \mu \Theta} \hat{m}_{\pm} \Psi, \\
&n_{\pm} A_{\mu}^{(el)} = 0,
\end{align*}
\]

\[
\frac{E_{\theta}}{s_{2\theta}} \frac{d}{d\theta} \left[ s_{2\theta} E_{\theta} S' \right] + \left[ \frac{2\Lambda}{E_{\theta}} + \omega^2 + \frac{n^2}{c^2_\theta} - \frac{m^2}{s^2_\theta} + C \right] S = 0,
\]

\[
\frac{E_{r}}{r} \frac{d}{dr} \left[ \frac{\Delta}{E_{r}} \dot{\Phi} \right] + \left[ -\frac{2\Lambda}{E_{r}} + (\omega r)^2 + \frac{m^2}{R_a} \frac{d_a}{R_a} + \frac{n^2}{R_b} \frac{d_b}{R_b} + \frac{M R W^2}{\Delta} - C \right] \Phi = 0.
\]

Here we introduced convenient functions

\[
E_{r} = 1 + (\mu r)^2, \quad E_{\theta} = 1 - (\mu \Theta)^2, \quad W = \omega + \frac{am}{R_a} + \frac{bn}{R_b}, \quad R_c = r^2 + c^2.
\]

Recall that function $\Psi$ is given by (4.10), while $\Delta$ and $R$ are defined by (4.35) and (4.6). We also introduced parameters $d_a$ and $d_b$,

\[
d_a = -d_b = a^2 - b^2,
\]

which will simplify the comparison of (4.31) with its higher–dimensional counterparts.

Equations (4.31) contain two constants $(\Lambda, C)$, which are completely determined by the separation parameter $\mu$. The limit of vanishing $\omega$ requires careful treatment, and to
make this case more transparent, we present \((\Lambda, C)\) in terms of a new parameter \(\lambda\), which remains finite in the limit:

\[
\Lambda = \frac{1}{\lambda^3} \left[ \lambda^2 - (a\omega)^2 - a\omega m \right] \left[ \lambda^2 - (b\omega)^2 - b\omega n \right] - \frac{abmn\omega^2}{\lambda^3}, \quad (4.34)
\]

\[
C = \frac{\omega^2}{\lambda^2} (ab\omega + bm + an)^2 - \omega \left[ \omega(a^2 + b^2) + 2am + 2bn \right], \quad \lambda = \frac{\omega}{\mu}.
\]

For \(\omega = 0\) we find

\[
\mu = 0, \quad \Lambda = \lambda, \quad C = 0. \quad (4.35)
\]

The angular equation in (4.31) should be viewed as an eigenvalue problem for \(\mu\), then equation for \(\Phi\) gives the appropriate radial profile.

Detailed analysis of the magnetic polarization presented in the Appendix C.2 leads to the unique extension of the special solution (4.27):

\[
p^\mu A^{(mgn)} = \pm \frac{1}{r \pm i\mu} \hat{l}_\pm \Psi, \quad m^\mu A^{(mgn)} = \pm \frac{i}{\Theta \mp \mu} \hat{m}_\pm \Psi, \quad n^\mu A^{(mgn)} = \lambda \Psi,
\]

\[
M_\theta \frac{d}{ds_\theta} \left[ \frac{s_\theta}{M_\theta} \Phi \right] + \left[ \frac{2\Lambda}{M_\theta} + \omega^2\Theta^2 - \frac{m^2}{s_\theta^2} - \frac{n^2}{c_\theta^2} + C \right] S = 0, \quad (4.36)
\]

\[
M_r \frac{d}{dr} \left[ \frac{\Delta}{r M_r} \Phi \right] + \left[ -\frac{2\Lambda}{M_r} - C + \frac{m^2 d_a}{R_a} + \frac{n^2 d_b}{R_b} + (\omega r)^2 + \frac{MRW^2}{\Delta} \right] \Phi = 0.
\]

Here we used the expression (1.10) for function \(\Psi\) and defined

\[
M_\theta = \Theta^2 - \mu^2, \quad M_r = -(r^2 + \mu^2), \quad W = \omega + \frac{am}{R_a} + \frac{bn}{R_b}. \quad (4.37)
\]

The constants \((\Lambda, C)\) appearing in (4.36) are expressed in terms of \((\mu, \lambda)\) as

\[
C = \lambda^2 - 2\omega(am + bn) - \omega^2(a^2 + b^2),
\]

\[
\Lambda = ab\lambda + \omega\mu^3 - \mu[am + bn + (a^2 + b^2)\omega], \quad (4.38)
\]

and \(\mu\) is given by

\[
\mu = \frac{1}{\lambda} [ab\omega + an + bm]. \quad (4.39)
\]

As before, for fixed values of \((\omega, m, n)\), the angular equation in (4.36) should be viewed as an eigenvalue problem for \(\lambda\), then equation for \(\Phi\) gives the corresponding radial profile. A straightforward modification of the arguments presented after equation (1.29) leads to the conclusion that solution (4.36) describes two magnetic polarizations.

Equations (4.31) and (4.36) constitute our main result for the five-dimensional black hole, and they describe all three polarizations of photons in the Myers–Perry geometry. There are striking similarities between differential equations appearing in (4.31) and (4.36), and in the next subsection we will demonstrate that the wave equation fits the same pattern.
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4.3 Summary and comparison to the wave equation

Let us now summarize the results of this section. Differential equations appearing in (4.31) and (4.36) can be written in a uniform fashion:

\[
\frac{D_\theta}{s_{2\theta}} \frac{d}{d\theta} \left[ s_{20} S' \right] + \left[ \frac{2\Lambda}{D_\theta} + \omega^2 \Theta^2 - \frac{m^2}{s_\theta^2} - \frac{n^2}{c_\theta^2} + C \right] S = 0, \tag{4.40}
\]

\[
\frac{D_r}{r} \frac{d}{dr} \left[ \Delta r D_r \Phi \right] + \left[ -\frac{2\Lambda}{D_r} + (\omega r)^2 + \frac{m^2 d_a}{R_a} + \frac{n^2 d_b}{R_b} - C + \frac{MRW^2}{\Delta} \right] \Phi = 0.
\]

Here \(d_a = -d_b = a^2 - b^2\), and various functions are defined by

\[
R_c = r^2 + c^2, \quad R = R_a R_b, \quad \Delta = R - M r^2, \quad W = \omega + \frac{am}{R_a} + \frac{bn}{R_b} \tag{4.41}
\]

Electric and magnetic polarizations differ by the explicit form of the functions \((D_r, D_\theta)\) given by (4.32), (4.37), and by the expressions for the constants \((\Lambda, C)\) in terms of the control parameter \(\lambda\) (see (4.34) and (4.38)). In this short subsection we will demonstrate that the wave equation fits the same pattern (4.40). Our final result is summarized by the system (4.40), (4.41), (4.47)–(4.50).

Separation of the wave equation in the Myers–Perry geometry was discussed in section 3.3, and for the odd-dimensional spacetime the result is given by (3.35). In five dimensions, there is only one angular coordinate \(x_1\), and it is related to \(\theta\) by equation (4.3). Substitution of \(x_1\) in terms of \(\theta\) into (3.35) leads to a system of ODEs governing the dynamics of a massless scalar:

\[
r \frac{d}{dr} \left[ \Delta r \frac{d \Phi}{dr} \right] + \frac{R^2 W^2}{\Delta} \Phi = P_1[r^2] \Phi, \tag{4.42}
\]

\[
x_1 \frac{d}{dx_1} \left[ \frac{H_1 dX_1}{x_1} \right] = -H_1 \left[ \omega + \frac{am}{(a^2 - b^2)s_\theta^2} + \frac{bn}{(b^2 - a^2)c_\theta^2} \right]^2 X_1 = -P_1[-x_1^2] X_1.
\]

The linear polynomial \(P_1\) is subject to the constraint (3.36),

\[
P_1[0] = [ab]^2 \left[ \omega + \frac{m}{a} + \frac{n}{b} \right]^2, \tag{4.43}
\]

so it is convenient to write it as \(P_1[z] = \sigma z + P_1[0]\), where \(\sigma\) is arbitrary parameter. Recalling the expression (3.3) for \(x_1\) in terms of \(\theta\), as well as definition of \(H_1\),

\[
H_1 = (a^2 - x_1^2)(b^2 - x_1^2) = -(a^2 - b^2)^2 s_\theta^2 c_\theta^2,
\]

equations (4.32) can be rewritten as

\[
\frac{1}{r} \frac{d}{dr} \left[ \Delta r \frac{d \Phi}{dr} \right] + \frac{1}{r^2} \left\{ \frac{R^2 W^2}{\Delta} - P_1[0] \right\}\Phi = \sigma \Phi, \tag{4.44}
\]

\[
\frac{1}{s_{2\theta}} \frac{d}{d\theta} \left[ s_{2\theta} \frac{dX_1}{d\theta} \right] + \frac{1}{x_1^2} \left\{ -s_\theta^2 c_\theta^2 \left[ (a^2 - b^2)\omega + \frac{am}{s_\theta^2} - \frac{bn}{c_\theta^2} \right]^2 - P_1[0] \right\} X_1 = -\sigma X_1.
\]
To compare this with the system (4.40) describing electromagnetic field, we expand the brackets in the differential equations (4.44) and isolate all poles and residues:

\[
\begin{align*}
\frac{1}{r} \frac{d}{dr} \left[ \frac{\Delta d\Phi}{r} \right] + \left\{ (\omega r)^2 + \frac{m^2 a}{R_a} + \frac{n^2 b}{R_b} + \frac{MRW^2}{\Delta} - \tilde{C} \right\} \Phi &= \sigma \Phi, \\
\frac{1}{s_{2\theta}} \frac{d}{d\theta} \left[ \frac{\Delta d\Phi}{s_{2\theta}} \right] + \left\{ \omega^2 \Phi^2 - \frac{m^2}{s^2} - \frac{n^2}{c^2} + \tilde{C} \right\} \Phi_1 &= -\sigma \Phi_1.
\end{align*}
\] (4.45)

Here \( \tilde{C} \) is a constant defined by

\[
\tilde{C} = -\omega^2 (a^2 + b^2) - 2\omega (am + bn). \] (4.46)

We conclude that equations (4.45) fit the pattern (4.40) with \( D_r = 1 \) and an arbitrary \( \Lambda \).

To summarize, the ODEs governing the separable solutions of the wave and the Maxwell’s equations have the form (4.40), and various polarizations are specified by functions \( (D_r, D_\theta) \) and parameters \( (C, \Lambda, \lambda) \):

- **scalar:** \( D_r = 1, \ D_\theta = 1, \ \forall \Lambda, \ \forall C; \)
- **electric:** \( D_r = 1 + (\mu r)^2, \ D_\theta = 1 - (\mu \Theta)^2, \ C = (\mu ab \tilde{\Omega})^2 + \tilde{C}, \)
  \( \Lambda = \omega \mu^3 \left( \frac{1}{\mu^2} - \frac{am}{\omega} - \frac{a^2}{\omega} \right) \left( \frac{1}{\mu^2} - \frac{bn}{\omega} - \frac{b^2}{\omega} \right) - \frac{\mu^3 ab mn}{\omega}; \) \hspace{1cm} (4.47)
- **magnetic:** \( D_r = -1 - \frac{r^2}{\mu^2}, \ D_\theta = -1 + \frac{\Theta^2}{\mu^2}, \ C = \frac{(ab \tilde{\Omega})^2}{\mu^2} + \tilde{C}, \)
  \( \Lambda = \omega \mu^3 \left( \frac{1}{\mu^2} - \frac{am}{\omega} - \frac{a^2}{\omega} \right) \left( \mu^2 - \frac{bn}{\omega} - \frac{b^2}{\omega} \right) - \frac{ab mn}{\mu^3 \omega}, \ \lambda = \frac{ab \tilde{\Omega}}{\mu}. \)

Here \( \tilde{C} \) is given by (4.46) and \( \tilde{\Omega} \) is defined by

\[
\tilde{\Omega} = \omega + \frac{m}{a} + \frac{n}{b}. \] (4.48)

To complete this summary, we recall that the gauge fields are given by the first lines in equations (4.31) and (4.36):

\[
\begin{align*}
\mu^\pm A^\text{(el)}_\mu &= \pm \frac{r}{1 \pm i \mu r} \hat{l}_\pm \Psi, \quad m^\pm A^\text{(el)}_\mu = \mp \frac{i \Theta}{1 \mp \mu \Theta} \hat{m}_\pm \Psi, \quad n^\pm A^\text{(el)}_\mu = 0, \\
\mu^\pm A^\text{(mgn)}_\mu &= \pm \frac{1}{r \pm i \mu} \hat{l}_\pm \Psi, \quad m^\pm A^\text{(mgn)}_\mu = \pm \frac{i}{\Theta \mp \mu} \hat{m}_\pm \Psi, \quad n^\pm A^\text{(mgn)}_\mu = \lambda \Psi, \hspace{1cm} (4.49)
\end{align*}
\]

and separable solutions have

\[
\Psi = e^{i \omega t + im \phi + in \psi} \Phi(r) S(\theta). \] (4.50)

\[30\] We simplified the expressions (4.31)–(4.34) and (4.36)–(4.39) for the electric and magnetic polarizations.
As we already mentioned in the four-dimensional case, it would be interesting to see if the “master equations” (4.42) would hold for the fields with spin higher than one. Note that extension of equations (4.42) to the Kerr-AdS case is rather straightforward: one has to add factors $Q_r$ and $Q_\theta$ as in equations (2.72). To avoid repetition, we postpone the discussion of the Kerr–AdS metrics until section 5.3, where the result will be written for all dimensions.

To summarize, in this section we derived the most general separable solution of Maxwell’s equations in the background of the five-dimensional black hole. The final result is given by the system (4.40), (4.41), (4.47)–(4.50). In the next section we will use the five-dimensional answers to guess the solution in all odd dimensions and check that the resulting ansatz indeed satisfies the Maxwell’s equations. The solutions derived in section 2.2 will be used as a similar starting point for the even-dimensional case.

5 Electromagnetic waves in the Myers–Perry geometry

After deriving the expressions for separable electromagnetic fields in four and five dimensions, here we will use the resulting expressions to guess the answer for higher dimensions and check it. Note that, unlike the results of sections 2 and 4, solutions discussed here are not claimed to be unique, but we will see that they reproduce all $(D-2)$ independent polarizations in $D$ dimensions, at least in the static limit.

As we saw in section 3, the structures associated with the Myers–Perry black hole in even and odd dimensions are rather different, so it is natural to discuss these two cases separately. We will use the electromagnetic waves found in section 2 as a motivation for the ansatz in even dimensions, and the solutions found in section 4 will serve as a guide for the odd-dimensional case.

5.1 Even dimensions

We begin with recalling the ansatz (2.18) used in four dimensions. In section 2.2 we imposed this form of the gauge field and derived the expressions for $(G_\pm, F_\pm)$ and differential equations for functions $R$ and $S$. To extend the ansatz (2.18) to higher dimensions, we recall that each of the rescaled frames $\tilde{e}_\mu^A$ defined by (3.14) and (3.26) is a function of only one argument:

$$
\tilde{e}_t = \sqrt{\frac{R^2}{R-Mr}} \left[ \partial_t - \sum_k \frac{a_k}{r^2 + a_k^2} \partial_{\phi_k} \right], \quad \tilde{e}_r = \sqrt{R-Mr} \partial_r,
$$

$$
\tilde{e}_i = \sqrt{H_i} \left[ \partial_t - \sum_k \frac{a_k}{a_k^2 - x_i^2} \partial_{\phi_k} \right], \quad \tilde{e}_{x_i} = \sqrt{H_i} \partial_{x_i}.
$$
To mimic the ansatz (2.18), we define the “light–cone” combinations:

\[ l^\mu_\pm \partial_\mu = \frac{R}{\sqrt{\Delta}} \left\{ \frac{\Delta}{R} \partial_r \pm \left[ \partial_t - \sum_k \frac{a_k}{r^2 + a_k^2} \partial_{\phi_k} \right] \right\}, \quad \Delta = R - Mr, \]

\[ \left[ m^{(j)}_\pm \right]^\mu \partial_\mu = \sqrt{H_j} \left\{ \partial_{x_j} \pm i \left[ \partial_t - \sum_k \frac{a_k}{a_k^2 - x_j^2} \partial_{\phi_k} \right] \right\}. \] (5.1)

Then the natural generalization of the ansatz (2.18) is

\[ l^\mu_\pm A^\mu = G_\pm(r)l^\mu_\pm \partial_\mu \Psi, \quad \left[ m^{(j)}_\pm \right]^\mu A^\mu = F^{(j)}_\pm(x_j) \left[ m^{(j)}_\mp \right]^\mu \partial_\mu \Psi, \] (5.2)

where \( \Psi \) is taken to have the form

\[ \Psi = e^{i\omega t + \sum \gamma \phi_k \Phi(r)} \prod X_j(x_j). \] (5.3)

Rather than undertaking a general study of the ansatz (5.2), we use the four-dimensional results to guess the form of \((G_\pm, F^{(j)}_\pm)\) and the differential equations for \( \Phi \) and \( X_j \). We then check that the resulting system solves Maxwell’s equations in the metric (3.1) for all even dimensions. As in the four-dimensional case, the results split into electric and magnetic polarizations.

The electric polarization in \( D = 2n+2 \) dimensions is specified in terms of one separable scalar function \( \Psi \) as

\[ l^\mu_\pm A^{(el)}_\mu = \pm \frac{\mu r}{\mu \mp ir} \hat{l}_\pm \Psi, \quad \left[ m^{(j)}_\pm \right]^\mu A^{(el)}_\mu = \pm \frac{i\mu x_j}{\mu \pm x_j} \tilde{m}^{(j)}_\pm \Psi, \] (5.4)

and Maxwell’s equations reduce to a system of ODEs

\[ E_j \frac{d}{dx_j} \left[ \frac{H_j}{E_j} X'_j \right] + \left\{ \frac{\Lambda}{E_j} - Q[-x_j^2] + P_{n-1}[x_j^2] - \omega^2 (ix_j)^{2n} \right\} X_j = 0, \] (5.5)

\[ E_r \frac{d}{dr} \left[ \frac{\Delta}{E_r} \Phi \right] - \left\{ \frac{\Lambda}{E_r} - Q[r^2] + P_{n-1}[r^2] - \omega^2 r^{2n} - \frac{MrRW^2}{\Delta} \right\} \Phi = 0. \]

Here we defined four functions

\[ E_j = 1 - \left( \frac{2n}{\mu} \right)^2, \quad E_r = 1 + \left( \frac{2n}{\mu} \right)^2, \quad Q[y] = \sum \tilde{c}_k (a_k m_k)^2 / a_k^2 + y, \quad W = \omega - \sum \frac{a_k m_k}{r^2 + a_k^2}, \] (5.6)

31 Note that we made a replacement \( \mu \rightarrow \frac{1}{\mu} \) in comparison to the electric polarization in four dimensions defined in (2.60). Such modified notation ensures that the electric and magnetic polarizations are described by the same differential equations.

32 In practice, an alternative form (5.12)–(5.13) of the system (5.5) might be more useful, but expressions (5.5) stress the structure of poles in differential equations, and they arise naturally in the process of derivation.
and one separation constant $\Lambda$:

$$\Lambda = -\frac{2}{\mu} \left[ \prod \Lambda_i \right] \left[ -\omega + \sum a_i m_i \Lambda_i \right], \quad \Lambda_j \equiv a_j^2 - \mu^2. \quad (5.7)$$

Parameters $\tilde{c}_k$ entering (5.6) are given by

$$\tilde{c}_k = \prod_{m \neq k} \left( a_m^2 - a_k^2 \right). \quad (5.8)$$

Polynomial $P_{n-1}$ appearing in (5.5) has degree $(n-1)$ in its argument, and $n$ coefficients of this polynomial are subject to one linear constraint which will be discussed below. The separation constants are the free coefficients of the polynomial $P_{n-1}[y]$ and the parameter $\mu$, so as expected, there are $n$ free coefficients.

The magnetic polarization is parameterized by a scalar function $\Psi$

$$l_{\pm}^\mu A^{(m\mu)} = \pm \frac{1}{r \pm i\mu} \hat{i}_{\pm} \Psi, \quad [m_{\pm}^{(j)}] A^{(m\mu)} = \mp \frac{i}{x_{j \pm} \pm \mu} m_{\pm}^{(j)} \Psi, \quad (5.9)$$

whose coordinate dependence is given by (5.3). The dynamics is still governed by the system (5.5) with various ingredients defined by (5.6)–(5.8). As in the electric case, the coefficients of $P_{n-1}$ are subject to one constraint, which will be discussed below. Verification of the solutions (5.4) and (5.9) with differential equation (5.5) is straightforward but tedious, and in the Appendix E.2 we outline the procedure focusing on the special case $\omega = m_i = 0$.

Note that for generic values of $\mu$, the ansatze (5.4) and (5.9) are related by a gauge transformation and rescaling of $A_{\mu}$. To see this, we rewrite (5.4) as

$$l_{\pm}^\mu A^{(e\mu)} = \left[ i\mu \pm \frac{\mu^2}{r \pm i\mu} \right] \hat{i}_{\pm} \Psi, \quad [m_{\pm}^{(j)}] A^{(e\mu)} = \left[ i\mu \mp \frac{i\mu^2}{x_{j \pm} \pm \mu} \right] m_{\pm}^{(j)} \Psi. \quad (5.10)$$

The constant terms in the square brackets correspond to a pure gauge, and the remaining fractions give the rescaled version of (5.9). In spite of this equivalence, it is convenient to keep both (5.4) and (5.9) for making comparison with four dimensions and for taking the limits $\mu \to 0$ and $\mu \to \infty$. The first limit is simple in (5.9), while the second limit is more natural in the “electric gauge” (5.4).

We conclude the discussion of the even–dimensional case by comparing the system (5.5) with differential equations (3.32) originating from the wave equation

$$\frac{d}{dx_i} \left[ H_i \frac{dX_i}{dx_i} \right] - H_i \left[ \omega - \sum \frac{a_k m_k}{a_k^2 - x_j^2} \right]^2 X_j = -P_{n-1}[-x_j^2]X_j, \quad (5.11)$$

$$\frac{d}{dr} \left[ \Delta \frac{d\Phi}{dr} \right] + \frac{R^2 W^2}{\Delta} \Phi = P_{n-1}[r^2] \Phi.$$
Here $P_{n-1}$ is a polynomial with arbitrary coefficients. To compare (5.11) with (5.5), we analyze the poles and residues of two expressions appearing in (5.11):

\(-H_j \left[ \omega - \sum_k \frac{a_k n_k}{a_k^2 - x_j^2} \right]^2 = -\omega^2 (ix_j)^{2n} - \sum_k \frac{\tilde{c}_k (a_k m_k)^2}{a_k^2 - x_j^2} + \tilde{P}_{n-1} [x_j^2],
\)

\[\frac{R^2 W^2}{\Delta} = \frac{M r RW^2}{\Delta} + RW^2 = \frac{M r RW^2}{\Delta} + (\omega r^n)^2 + \sum_k \frac{\tilde{c}_k (a_k m_k)^2}{a_k^2 + r^2} + \tilde{P}_{n-1} [r^2].\]

These two expressions contain the same polynomial $\tilde{P}_{n-1}$ of degree $(n-1)$. Shifting the polynomial $P_{n-1}$ appearing in (5.5) by $\tilde{P}_{n-1}$, we can rewrite the systems (5.5) and (5.11) in the unified form:

\[D_j \frac{d}{dx} \left[ H_j X_j' \right] + \left\{ \frac{2\Lambda}{D_j} - H_j W_j - \Lambda + P_{n-2} [-x_j^2] D_j \right\} X_j = 0,
\]

\[D_r \frac{d}{dr} \left[ \frac{\Delta}{D_r} \Phi \right] - \left\{ \frac{2\Lambda}{D_r} - \frac{R^2 W^2}{\Delta} - \Lambda + P_{n-2} [r^2] D_r \right\} \Phi = 0, \quad (5.12)
\]

\[\Omega = \omega - \sum \frac{m_i a_i}{\Lambda_i}, \quad W_j = \omega - \sum \frac{m_k a_k}{a_k^2 - x_j^2}, \quad W_r = \omega - \sum \frac{m_k a_k}{a_k^2 + r^2}. \quad (5.13)
\]

The difference between two polarizations of the electromagnetic field and the scalar equation appears only in the expressions for functions ($D_j, D_r$) and for parameter $\Lambda$:

\[\text{scalar : } \quad D_r = D_j = 1, \quad \forall \Lambda;
\]

\[\text{vector : } \quad D_j = 1 - \frac{x_j^2}{\mu^2}, \quad D_r = 1 + \frac{x_r^2}{\mu^2}, \quad \Lambda = \frac{\Omega}{\mu} \prod \Lambda_k, \quad \Lambda_i = (a_i^2 - \mu^2). \quad (5.13)
\]

The expressions for the gauge field are given by (5.4) and (5.9), and the separation of the “master function” $\Psi$ is given by (5.3). The vector version of equations (5.12)–(5.13) describes both for the electric and the magnetic polarizations.

Note that the constraints on polynomials $P_{n-1}$ mentioned earlier are already taken into account in (5.12): they imply that the last terms in equations for $X_j$ and $\Phi$ are proportional to $D_j$ and $D_r$. Thus the free parameters in (5.12)–(5.13) are $\mu$ and $(n-1)$ coefficients of $P_{n-2}$. As expected, this leads to $n$ arbitrary separation constants.

To summarize, separation of variables for the electromagnetic field and for the massless scalar in even dimensions is described by (5.12)–(5.13) with free polynomial $P_{n-2}$ and with gauge potential given by (5.4) and (5.9).

### 5.2 Odd dimensions

The waves in odd dimensions are expected to follow the pattern discussed in section 4 and to extend this construction, we need to generalize the ansatz (4.9). We begin with
extending (4.7) to higher dimensions by defining the counterparts of the special frames (5.1) as linear combinations of (3.22):

\[ l^\mu_{\pm} \partial_\mu = \frac{R}{\sqrt{\Delta}} \left\{ \frac{\Delta}{R} \partial_\nu \pm \left[ \partial_t - \sum_k \frac{a_k}{r^2 + a_k^2} \partial_\phi_k \right] \right\}, \quad \Delta = R - M r^2, \]

\[ [m^{(j)}]_{\mu} \partial_\mu = \sqrt{H_j} \left\{ \partial_{x_j} \pm i \left[ \partial_t - \sum_k \frac{a_k}{a_k^2 - x_j^2} \partial_\phi_k \right] \right\}, \quad (5.14) \]

\[ n^\mu \partial_\mu = \partial_t - \sum_k \frac{1}{a_k} \partial_\phi_k. \]

In terms of these frames the inverse metric is

\[ g^{\mu\nu} \partial_\mu \partial_\nu = \frac{1}{FR} l^\mu_{\pm} l^\nu_{\pm} \partial_\mu \partial_\nu + \left[ \prod_i a_i \right]^2 n^\mu n^\nu \partial_\mu \partial_\nu + \sum_j \left[ \frac{m_{+}^{(j)}}{x_j^2 d_j (r^2 + x_j^2)} \right]^\mu \partial_\mu \partial_\nu. \quad (5.15) \]

A natural generalization of the ansatz (4.9) is

\[ l^\mu_{\pm} A_\mu = G_{\pm} (r) l^\mu_{\pm} \partial_\mu \Psi, \quad [m_{\pm}^{(j)}]_{\mu} A_\mu = F_{\pm}^{(j)} (x_j) [m_{\pm}^{(j)}]_{\mu} \partial_\mu \Psi, \quad n^\mu A_\mu = \lambda \Psi \quad (5.16) \]

with separable function \( \Psi \):

\[ \Psi = e^{i \omega t + \sum i m_k \phi_k} \Phi (r) \prod X_j (x_j). \]

As in the even dimensional case, we will not look for the most general solution of the form (5.16), but rather guess the expressions for \((G_{\pm}, F_{\pm})\) using the five–dimensional case as a guide, and check all Maxwell’s equations. Some details of such verification are presented in the Appendix E.3.

The five–dimensional example suggests a separation into electric and magnetic modes with the gauge potential given by\(34\)

\[ l^\mu_{\pm} A_\mu^{(el)} = \pm \frac{\mu r}{\mu + i r} \hat{l}_{\pm} \Psi, \quad [m_{\pm}^{(j)}]_{\mu} A_\mu^{(el)} = \pm \frac{i \mu x_j}{\mu \pm x_j} m_{\pm}^{(j)} \Psi \quad n^\mu A_\mu^{(el)} = 0; \quad (5.17) \]

\[ l^\mu_{\pm} A_\mu^{(mgn)} = \pm \frac{1}{r} \hat{l}_{\pm} \Psi, \quad [m_{\pm}^{(j)}]_{\mu} A_\mu^{(mgn)} = \pm \frac{i}{x_j \pm \mu} m_{\pm}^{(j)} \Psi \quad n^\mu A_\mu^{(mgn)} = \lambda \Psi. \]

Rewriting the electric polarization as in (5.16), we conclude that for generic values of \(\mu\), the two ansatze (5.17) are equivalent up to a gauge transformation and a rescaling. The analysis of Maxwell’s equations is very similar to the one discussed in the last subsection,\(34\) As in (5.3), we made a replacement \(\mu \rightarrow \frac{1}{r}\) in comparison to the electric polarization (4.39) in five dimensions. This ensures that the electric and magnetic polarizations are equivalent for \(\mu \neq 0, \infty\).
so we present only the final result. The gauge fields (5.17), as well as the massless scalar field, are described by the system of ODEs
\[
\begin{align*}
\frac{D_j}{x_j} \frac{d}{dx_j} \left[ \frac{H_j}{x_j D_j} x'_j \right] &+ \left\{ \frac{2\Lambda}{D_j} - \frac{H_j W_j^2}{x_j^2} + \frac{\mathscr{A} D_j}{x_j^2} \tilde{\Omega}^2 + P_{n-2}[-x_j^2] D_j \right\} = 0, \\
\frac{D_r}{r} \frac{d}{dr} \left[ \frac{\Delta}{r D_r} \dot{\Phi} \right] &+ \left\{ \frac{2\Lambda}{D_r} + \frac{R^2 W_r^2}{r^2 \Delta} - \frac{\mathscr{A} D_r}{r^2} \tilde{\Omega}^2 + P_{n-2}[r^2] D_r \right\} \Phi = 0.
\end{align*}
\] (5.18)

Here functions \((W_j, W_r)\) and constants \((\mathscr{A}, \Omega, \tilde{\Omega})\) are given by
\[
\begin{align*}
W_j &= \omega - \sum_k \frac{m_k a_k}{a_k^2 - x_j^2}, \quad W_r &= \omega - \sum_k \frac{m_k a_k}{a_k^2 + r^2}, \\
\mathscr{A} &= \left[ \prod a_k \right]^2, \quad \Omega = \omega - \sum_k \frac{m_k a_k}{\Lambda_k}, \quad \tilde{\Omega} = \omega - \sum_k \frac{m_k}{a_k}.
\end{align*}
\] (5.19)

As in even dimensions, the difference between scalar and vector excitations is encoded in functions \((D_j, D_r)\) and parameters \((\Lambda, \Lambda_i)\):
\[
\begin{align*}
\text{scalar :} & \quad D_r = D_j = 1, \quad \forall \Lambda; \\
\text{vector :} & \quad D_j = 1 - \frac{x_j^2}{\mu^2}, \quad D_r = 1 + \frac{r^2}{\mu^2}, \quad \Lambda = \frac{\Omega}{\mu^3} \prod \Lambda_k, \quad \Lambda_i = (a_i^2 - \mu^2).
\end{align*}
\] (5.20)

Magnetic polarization (5.17) also has a parameter \(\lambda\), which is given by
\[
\lambda = \frac{\tilde{\Omega}}{\mu}. \tag{5.21}
\]

The last relation implies that \(\lambda \Psi = -\frac{i}{\mu} n^\mu \partial_\mu \Psi\), so the two branches described by (5.17) are indeed related by a gauge transformation.

Note that, in spite of appearance, the curly brackets in (5.18) are regular at \(x_j = 0\) and \(r = 0\). For example, as \(r\) approaches zero, we find
\[
\frac{R^2 W_r^2}{r^2 \Delta} - \frac{\mathscr{A} D_r}{r^2} \tilde{\Omega}^2 \sim \frac{1}{r^2} \left[ \frac{R}{R - M r^2} \tilde{\Omega}^2 - \frac{\mathscr{A} D_r}{r^2} \tilde{\Omega}^2 + O(r^2) \right].
\]

Recalling the expression (3.23) for \(R\), we conclude that the last line is indeed finite.

Although the ansatz (5.17) depends on a continuous parameter \(\mu\), it can describe at most \(D - 2\) independent polarizations of electromagnetic field in \(D\) dimensions, and other values of \(\mu\) must correspond to linear combinations of such building blocks. In section 5.4 we will demonstrate that all \(D - 2\) independent polarizations are indeed recovered, at least in the non–rotating limit.
5.3 Summary and extension to the Myers–Perry–(A)dS geometry

To summarize, in the last two subsections we have constructed various configurations of the electromagnetic field specified by parameter $\mu$, and in the next subsection we will demonstrate that these ansatze reproduce all $(D - 2)$ independent polarizations in an arbitrary number of dimensions. Here we summarize the results of the last two subsections and extend the construction to the Myers–Perry–(A)dS geometry.

The final answer for even dimensions is given by the ansatze (5.4) and (5.9), as well as the “master equation” (5.12) with ingredients defined by (5.13). The extension to the Myers–Perry–(A)dS (GLPP) geometry discussed in section 3.3 is straightforward: one should start with ansatze (5.4) and (5.9) using the frames (3.40) and their “light–cone” combinations:

$$l_{\pm}^\mu \partial_\mu = \frac{R}{\sqrt{\Delta}} \left\{ \frac{Q_r \Delta}{R} \partial_r \pm \frac{1}{Q_r} \left[ \partial_t - \sum_k \frac{a_k}{r^2 + a_k^2} \partial_{\phi_k} \right] \right\}, \quad \Delta = R - Mr,$$

$$\left[ m_{\pm}^{(j)} \right]^\mu \partial_\mu = \sqrt{H_j} \left\{ Q_j \partial_{x_j} \pm \frac{i}{Q_j} \left[ \partial_t - \sum_k \frac{a_k}{a_k^2 - x_j^2} \partial_{\phi_k} \right] \right\}. \quad (5.22)$$

Then the Maxwell’s equations and the wave equation reduce to a simple modification of the system (5.12):

$$D_j \frac{d}{dx} \left[ \frac{Q_j^2 H_j}{D_j} X_j \right] + \left\{ \frac{2 \Lambda}{D_j} - \frac{H_j W^2_j}{Q_j^2} - \Lambda + P_{n-2}[x_j^2]D_j \right\} X_j = 0,$$

$$D_r \frac{d}{dr} \left[ \frac{Q_r^2 \Delta}{D_r} \Phi \right] - \left\{ \frac{2 \Lambda}{D_r} - \frac{R^2 W^2_r}{Q_r^2 \Delta} - \Lambda + P_{n-2}[r^2]D_r \right\} \Phi = 0. \quad (5.23)$$

Various ingredients appearing in these equations are still given by (5.13) and the last line of (5.12). These results can be verified applying the procedure used for the Myers–Perry black hole in section 5.1.

The final answer for odd dimensions is given by the ansatze (5.17) and the “master equation” (5.18) with ingredients defined by (5.19) and (5.20). The extension to the GLPP geometry is again straightforward: the frames used in (5.17) should be replaced by the linear combinations of (3.44):

$$l_{\pm}^\mu \partial_\mu = \frac{R}{\sqrt{\Delta}} \left\{ \frac{Q_r \Delta}{R} \partial_r \pm \frac{1}{Q_r} \left[ \partial_t - \sum_k \frac{a_k}{r^2 + a_k^2} \partial_{\phi_k} \right] \right\}, \quad \Delta = R - Mr^2,$$

$$\left[ m_{\pm}^{(j)} \right]^\mu \partial_\mu = \sqrt{H_j} \left\{ Q_j \partial_{x_j} \pm \frac{i}{Q_j} \left[ \partial_t - \sum_k \frac{a_k}{a_k^2 - x_j^2} \partial_{\phi_k} \right] \right\}, \quad (5.24)$$

$$n^\mu \partial_\mu = -\prod a_k \frac{1}{r} \left[ \partial_t - \sum_k \frac{1}{a_k} \partial_{\phi_k} \right].$$
The Maxwell’s equations and the wave equation reduce to a modified version of the system (5.18):

\[
\begin{align*}
D_j \frac{d}{dx_j} \left[ Q_j^2 x_j D_j X_j' \right] + \left\{ \frac{2\Lambda}{D_j} - \frac{H_j W_j^2}{x_j^2 Q_j^2} + \frac{s\mathcal{D}_j}{x_j^2} \hat{Q}^2 + P_{n-2}[-x_j^2] D_j \right\} = 0, \\
D_r \frac{d}{dr} \left[ Q_r^2 \Delta \frac{\phi}{D_r} \right] + \left\{ \frac{2\Lambda}{D_r} + \frac{R^2 W_r^2}{r^2 Q_r^2} \Delta - \frac{s\mathcal{D}_r}{r^2} \hat{Q}^2 + P_{n-2}[r^2] D_r \right\} \Phi = 0.
\end{align*}
\]

(5.25)

The definitions (5.19) and the identifications (5.20) still hold.

### 5.4 Reduction to the Schwarzschild–Tangherlini geometry

In this subsection we consider the waves in the non–rotating black holes by taking the appropriate limits of various solutions derived earlier in this section, and compare the results with the general discussion presented in the Appendix D. In particular, this will clarify the interpretation of the polarizations covered by the ansätze (5.4), (5.9), (5.17).

Since the discussion of the Appendix D treats odd and even dimensions on the same footing, to establish the relation to this description, it is sufficient to look at one of the cases, and we will focus on even dimensions.

The non–rotating limit of the frames (3.14) requires some care. It is clear that the Schwarzschild–Tangherlini geometry is obtained by sending all rotation parameters to zero, and given the ranges (3.17), coordinates \( x_i \) should be sent to zero as well. Thus we will write

\[
a_i = \lambda b_i, \quad x_i = \lambda y_i,
\]

(5.26)

and send \( \lambda \) to zero while keeping \((b_i, y_i)\) fixed. This leads to an apparent problem in \( m^{(j)}_\pm \) defined by (5.1), and to cure it, one needs to recall the inverse metric in terms of the frames (5.1):

\[
g^{\mu\nu} \partial_\mu \partial_\nu = \frac{1}{FR} \left[ m^+\left(\nu\right) \right] \partial_\mu \partial_\nu + \sum_j \left[ m^\pm\left(\nu\right) \right] \partial_\mu \partial_\nu.
\]

(5.27)

Then the relevant limits are

\[
l^\mu_\pm \partial_\mu \rightarrow \frac{R}{\sqrt{\Delta}} \left\{ \frac{\Delta}{R} \partial_r \pm \partial_t \right\}, \quad \Delta = R - Mr, \quad R = FR = r^{2n},
\]

(5.28)

\[
\left[ m^\pm\left(\nu\right) \right] \partial_\mu \equiv \frac{\left[ m^\pm\left(\nu\right) \right] \partial_\mu}{\sqrt{d_i(r^2 + x_j^2)}} \partial_\mu \rightarrow \frac{1}{r} \sqrt{\frac{\lambda d_i}{\lambda d_i}} \left\{ \partial y_j \pm \sum_k b_k \frac{\lambda d_i - y_j^2}{b_k - y_j^2} \partial y_k \right\}.
\]

The square bracket in the last expression remains finite in the limit.
Electric polarization

In the $\lambda = 0$ limit, the ansatz (5.4) for the electric polarization becomes

$$l_\pm A^{(el)}_\mu = \frac{\mu r}{\mu + ir} \hat{t}_\pm \Psi, \quad \left[r^{(j)}_\pm\right] A^{(el)}_\mu = 0. \quad (5.29)$$

To compare this with the general electric solution (D.15) in the Schwarzschild–Tangherlini geometry, we rewrite (D.15) in a different gauge:

$$A^{(el)}_t = e^{i\omega t} [f(r) - i\lambda \dot{g}(r)] Y, \quad A^{(el)}_r = \omega^2 e^{i\omega t} g(r) Y, \quad A^{(el)}_i = 0, \quad (5.30)$$

Observing that in the $\lambda = 0$ limit the angular “electric” factors in (5.12)–(5.13) reduce to $D_j = 1$, we conclude that the angular equation (5.12) is the same as in the scalar case, in full agreement with equation (5.30) for $Y$. The radial equations also agree between (5.12) and (5.30), and for transparency we focus on $\omega = 0$. In this case $\mu = \infty$ and the radial equation in (5.12) becomes

$$\frac{d}{dr} \left[\Delta \phi - [\Lambda + P_{n-2}[r^2]] \Phi \right] = 0. \quad (5.31)$$

Moreover, $\Lambda = 0$, and in the absence of scales associated with $a_i$, the polynomial $P_{n-2}$ must have the form

$$P_{n-2}[r^2] = \alpha r^{2(n-2)} \quad (5.32)$$

with constant $\alpha$. Substitution of (5.30) into (5.4) gives the relation between $f$ and $\Phi$:

$$l_\pm A^{(el)}_\mu = \pm e^{i\omega t} \frac{r^{2n} \sqrt{\Delta}}{\sqrt{\Delta}} f Y = \pm r \sqrt{\Delta} \partial_r \Psi \quad \Rightarrow \quad f = \frac{\Delta}{r^{2n-1}} \dot{\Phi}. \quad (5.33)$$

Recalling that $H = 1 - \frac{M}{r^2} = \frac{\Delta}{r^d}$ and $d = 2n$, we find two ingredients appearing in the radial equation in (5.30):

$$\frac{1}{r^d} \frac{d}{dr} [r^d \dot{f}] = \frac{1}{r^d} \frac{d}{dr} [r^d \frac{d}{dr} (\Delta \dot{\Phi}) - (d - 1) \Delta \dot{\Phi}] = \frac{1}{r^d} \left[ \frac{d}{dr} (d - 2) \right] P_{n-2}[r^2] \Phi = \frac{1}{r^d} \left[ \frac{P_{n-2}[r^2]}{r^{d-2}} \Phi \right],$$

$$\frac{f}{r^2 H} = \frac{r^{d-2}}{r^{2n-1}} \frac{\dot{\Phi}}{\dot{\Phi}} = \frac{\dot{\Phi}}{r}. \quad \text{[50]}$$

35 In contrast to the magnetic polarizations discussed below, here we do not send $\mu$ to zero in the $\lambda = 0$ limit.
Combination of the last two relations leads to the equation for $f$ expected from (5.30):

$$\frac{1}{r^d} \partial_r [r^d f] - \frac{\alpha f}{r^2 H} = 0.$$  

(5.34)

The case of nonzero $\omega$ works in a similar way, although the algebra is more involved. Thus the electric polarization in the Schwarzschild–Tangherlini geometry is fully recovered from our ansatz (5.29).

**Magnetic polarizations**

For the magnetic polarization, the $\lambda = 0$ limit with (5.26) leads to nontrivial configurations only if $\mu$ goes to zero. Defining $\nu = (\mu/\lambda)$, we find

$$\eta_\pm \mu^{(mgn)} = 0, \quad [\tilde{m}_\pm]^{\mu} A_\mu^{(mgn)} = \mp \frac{i}{y_j \pm \nu} \tilde{m}_\pm^{(j)} \Psi.$$  

(5.35)

To compare this with the discussion from Appendix I without writing complicated formulas, we focus on the special case $\omega = m_i = 0$, although similar relations hold in general.

The first equation in (5.35) leads to the expected result for the radial and temporal components of the gauge field,

$$A_r^{(mgn)} = A_y^{(mgn)} = 0,$$  

(5.36)

while the other projections require additional analysis presented in the Appendix F. Here we just summarize the results.

The non–rotating limit of the Myers–Perry solution is obtained by introducing the set of coordinates $\xi_i$ by

$$y_k^2 = b_k^2 - (b_k^2 - b_{k-1}^2)\xi_k^2, \quad b_0 \equiv 0,$$  

(5.37)

and taking a series of limits in the following order:

$$b_n \to b_{n-1}, \quad b_{n-1} \to b_{n-2}, \quad \ldots \quad b_2 \to b_1 \equiv b.$$  

(5.38)

In this limit, the relation (3.17) defining ellipsoidal coordinates becomes

$$(\mu_j)^2 = (1 - \xi_{j+1}^2) \prod_{k=1}^{j} (\xi_j)^2.$$  

(5.39)

In equation (5.35), the limit (5.38) can be taken in several non–equivalent ways, and, as demonstrated in the Appendix F, there are $2(n - 1)$ discrete options,

$$\nu = \pm b_c : \quad A_{\xi_j}^{(\pm),c} = \pm \frac{i}{b} N_{j,c} \partial_{\xi_j} \Psi, \quad A_{\phi_p}^{(\pm),c} = - \sum_j \frac{1 - \xi_j^2}{b r^2} \left[ \prod_{k<j} \frac{1}{\xi_k^2} \right] n_j N_{j,c} L_{j,p} \xi_j \partial_{\xi_j} \Psi.$$  

(5.40)
and a family depending on a continuous parameter \( \nu \neq \pm b \):

\[
A_{\xi_j} = \frac{iv}{b^2 - \nu^2} \partial_{\xi_j} \Psi, \quad A_{\phi_p} = -\sum_j \frac{1 - \xi_j^2}{b^2} \left[ \prod_{k<j} \frac{1}{\xi_k^2} \right] \frac{b^2}{\nu^2 - b^2} L_{j,p} \xi_j \partial_{\xi_j} \Psi.
\]

(5.41)

Functions \( (N_{j,c}, L_{j,p}, n_{j}) \) entering (5.40)–(5.41) are defined by (F.20), (F.33), (F.35), and their explicit form will not play any role in our discussion. The label \( c \) in (5.40) takes values \( c = \{1, \ldots, (n-1)\} \). We will now demonstrate that there are only \((2n - 1)\) dynamical magnetic polarizations: they are given by (5.40) and by (5.41) with \( \nu = 0 \). Any magnetostatic configuration can be constructed by taking linear combinations of these independent separable solutions.

We begin with demonstrating that for \( \nu \neq \{0, \pm b\} \), the polynomials containing separation constants disappear from equations (5.12). The easiest way to see this is to observe that a gauge transformation with

\[
\Lambda = -\frac{iv}{b^2 - \nu^2} \Psi
\]

leaves \( A_{\phi_p} \) and \( A_t \) unchanged, but leads to non–cyclic components

\[
A_{\xi_j} = 0, \quad A_r = -\frac{iv}{b^2 - \nu^2} \partial_r \Psi, \quad \Psi = \Phi(r) \prod \Xi_j(\xi_j)
\]

(5.42)

It is clear that Maxwell’s equations completely determine all functions \( \Xi_j(\xi_j) \), and there are no separation constants. The resulting solution is analogous to the configuration (2.22) encountered in four dimensions. This argument breaks down for \( \nu = \pm b_c \), i.e., for the \( 2(n-1) \) polarizations (5.40), and for \( \nu = 0 \).

Let us now discuss the configurations (5.40) with \( \nu = \pm b_c \). To arrive at differential equations for various parts of \( \Psi \) (specifically, for functions \( \Phi(r) \) and \( X_i(\xi_i) \)), we begin with setting \( \omega = m_i = 0 \) in (5.12) and sending \( \lambda \) to zero:

\[
\begin{align*}
\nu^2 \frac{d}{dr} \left[ \frac{\Delta}{r^2} \Phi \right] - \beta \frac{1}{\nu^2} r^{2n-2} \Phi &= 0, \\
(\nu^2 - y_j^2) \frac{d}{dy_j} \left[ \prod (b_k^2 - y_j^2) \frac{dX_i}{dy_j} \right] + \frac{\nu^2 - y_j^2}{\nu^2} Q_{n-2}[-y_j^2] X_j &= 0
\end{align*}
\]

(5.43)

Here we defined

\[
Q_{n-2}[-y_j^2] = \lim_{\lambda \to 0} \frac{1}{\lambda^{2n-2}} P_{n-2}[-\lambda^2 y_j^2], \quad \beta = \frac{1}{\int_{r^2}^{(n-2)}} \lim_{\lambda \to 0} \frac{P_{n-2}[r^2]}{\lambda^2}
\]

The last expression agrees with the static limit (5.32) of the polynomial \( P_{n-2}[r^2] \) upon rescaling \( \alpha \) as \( \alpha = \lambda^2 \beta \) to avoid singularities in the radial equation. Note that \( Q_{n-2} \) is a
homogeneous polynomial of degree \((n-2)\) in variables \((y_i^2, b_1^2, \ldots, b_n^2)\), which also contains separation constants. As we have argued before, all such constants disappear when \(y_j\) and \(b_k\) go to the same value \(b_\nu\) via (5.37), if \(\nu \neq (0, \pm b)\). For \(\nu = \pm b\), the limit (5.37) leaves nontrivial separation constants, and the result should be compared to the general magnetic polarization in the Schwarzschild–Tangherlini geometry (D.12) with \(\omega = 0\),

\[
\begin{align*}
A_{t}^{(mgn)} &= 0, \quad A_{r}^{(mgn)} = 0, \quad A_{i}^{(mgn)} = g(r)Y_i \\
\frac{1}{\sqrt{h}} \partial_i [\sqrt{h} h^{ij} Y_j] &= 0, \quad \frac{1}{\sqrt{h}} \partial_m [\sqrt{h} \gamma^{mi}] = -\lambda_3 h^{ij} Y_j, \\
\frac{1}{r^d} \partial_v [r^{d-2} H \partial_r g] - \frac{\lambda_3 g}{r^4} &= 0, \quad H = \frac{\Delta}{r^d}.
\end{align*}
\]

Vector \(Y_j\) for the most general configuration (5.44) is presented in the Appendix D. Identifying function \(\Phi\) with \(g\) and recalling that \(d = 2n\), we conclude that the radial equation in (5.43) is indeed reproduced. Then equations of motion guarantee that configuration (5.40) satisfies the remaining relations in (5.44), and the corresponding vector \(Y_j\) can be extracted from the static limit of (5.40). The resulting expressions are not very illuminating.

Finally, let us consider \(\nu = 0\). In this case the limit \(m_i = \omega = 0\) in equations (5.12) requires some care since one encounters \(0/0\) ambiguity. Rather than analyzing such a limit, we just take the equations for \(m_i = \omega = \mu = 0\) directly from the Appendix E.2, where they were originally derived:

\[
r^2 \frac{d}{dr} \left[ \frac{\Delta}{r^2} \frac{d\Phi}{dr} \right] - P_{n-1}[r^2] \Phi = 0, \quad x_j^2 \frac{d}{dx_j} \left[ H_j \frac{dX_j}{x_j^2} \right] + P_{n-1}[-x_j^2] X_j = 0 \quad (5.45)
\]

Note that, in contrast to (5.12), these equations contain an arbitrary polynomial of degree \((n-1)\). Dimensional analysis ensures that, after the rescaling (5.26), this polynomial can be written as

\[
P_{n-1}[z] = \alpha z^{n-1} + \sum_{k=1}^{n-1} c_k \lambda^{2k} z^{n-1-k},
\]

where coefficients \(c_k\) depend on the values of \(b_p\). In particular, the \(\lambda = 0\) limit in the radial equation in (5.45) gives

\[
r^2 \frac{d}{dr} \left[ \frac{\Delta}{r^2} \frac{d\Phi}{dr} \right] - \alpha r^{2(n-1)} \Phi = 0, \quad (5.46)
\]

in the perfect agreement with the equation for \(g\) from (5.44). Furthermore, it is clear that the configuration (5.41) with \(\nu = 0\) satisfies the constraint \(\nabla^j Y_j = 0\) from (5.44), then the equation for \(\gamma^{mi}\) follows from the ODEs on \(X_j\).
To summarize, in this subsection we have demonstrated that in the static limit, which involves taking $\lambda$ to zero followed by (5.37)–(5.38), the separable solutions (5.4), (5.9) lead to $D - 2$ non-equivalent branches. The limit (5.29) reduces to the electric polarization (5.30), while the limits (5.40) and (5.41) with $\nu = 0$ reproduce all $2(n - 1) + 1 = D - 3$ magnetic polarizations (5.44) constructed in the Appendix D. Although we focused on even values of $D$, similar arguments are applicable to the odd-dimensional case as well, so solutions \{(5.4), (5.9), (5.12)–(5.13)\} and (5.17)–(5.21) cover all $(D - 2)$ polarizations of the electromagnetic field in an arbitrary number of dimensions.

6 Discussion

In this article we have demonstrated separability of the Maxwell’s equations in the background of the Myers–Perry black hole and derived the systems of ODEs governing separable solutions. In four dimensions our ansatz differs from the classic solution by Teukolsky, and this modification allowed us to construct separable solutions for both polarizations of photons (2.57)–(2.60). In higher dimensions, we have constructed all independent polarizations of the electromagnetic waves, and our results are summarized in section 5.3. We have also clarified the relation between separation of variables in Maxwell’s equations and symmetries encoded in the Killing(–Yano) tensors.

This work has several implications. First and foremost, separation of Maxwell’s equations should allow one to study electromagnetic excitations of higher dimensional black holes, both for understanding the scattering of waves from such objects and for getting new insights into Hawking radiation. By adding D–brane charges to the systems discussed in this article, one can also use the results derived here to get a better understanding of AdS/CFT correspondence for systems originating from rotating branes. It would also be very interesting to use the framework introduced this article for extending our results to particles with higher spin, in particular, to gravitational waves.
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A Teukolsky’s solution for the Kerr geometry

As discussed in section 2.1, equations for some components of the Maxwell field separate in the Kerr geometry, and the ansatz (2.8) results in equations (2.9) [11]. This appendix will present some details of the analysis leading to (2.9) and (2.11), and we will mostly follow the nice pedagogical discussion of [31].

To apply the Newman–Penrose formalism to Maxwell field in the Kerr geometry, it
is convenient to introduce differential operators constructed from the frames (2.6):

\[
D_n = \partial_r + \frac{iK}{\Delta} + 2n \frac{r - M}{\Delta}, \quad D_n^\dagger = \partial_r - \frac{iK}{\Delta} + 2n \frac{r - M}{\Delta}, \\
L_n = \partial_\theta + Q + n \cot_\theta, \quad L_n^\dagger = \partial_\theta - Q + n \cot_\theta, \\
K = -i (r^2 + a^2) \partial_t - i a \partial_\phi \quad Q = -i a s \theta \frac{\partial_\theta}{s_\theta}.
\]

(A.1)

The relationship between operators with subscript zero and frames (2.6) is especially simple:

\[
D_0 = l^\mu \partial_\mu, \quad D_0^\dagger = -2 \Sigma n^\mu \partial_\mu, \quad L_0^\dagger = \sqrt{2} \rho m^\mu \partial_\mu.
\]

(A.2)

We will be interested in applying differential operators \(D_n, L_n\) to functions with a specific dependence on the cyclic coordinates:

\[
\Phi(r, \theta, t, \phi) = e^{i \omega t + i m \phi} \tilde{\Phi}(r, \theta).
\]

(A.3)

Then functions \(K\) and \(Q\) become

\[
K = (r^2 + a^2) \omega + am \quad Q = a \omega s_\theta + \frac{m}{s_\theta}.
\]

(A.4)

Substituting the field strength (2.5) into Maxwell’s equations \(dF = d \ast F = 0\) and contracting the results with frames, one finds [31]

\[
\begin{bmatrix}
\mathcal{L}_1 - i a s_\theta \\
\mathcal{L}_0 + i a s_\theta
\end{bmatrix}
\begin{bmatrix}
\Phi_0 \\
\Phi_1
\end{bmatrix} =
\begin{bmatrix}
D_0 + \frac{1}{\rho} \\
L_0^\dagger + \frac{i a s_\theta}{\rho}
\end{bmatrix}
\begin{bmatrix}
\Phi_0 \\
\Phi_1
\end{bmatrix} = -\Delta
\begin{bmatrix}
D_0^\dagger - \frac{1}{\rho} \\
L_1^\dagger - i a s_\theta \frac{1}{\rho}
\end{bmatrix}
\begin{bmatrix}
\Phi_0 \\
\Phi_1
\end{bmatrix},
\]

(A.5)

\[
\begin{bmatrix}
\mathcal{L}_0 - i a s_\theta \\
\mathcal{L}_1 + i a s_\theta
\end{bmatrix}
\begin{bmatrix}
\Phi_1 \\
\Phi_2
\end{bmatrix} =
\begin{bmatrix}
D_0 - \frac{1}{\rho} \\
D_1^\dagger - i a s_\theta \frac{1}{\rho}
\end{bmatrix}
\begin{bmatrix}
\Phi_0 \\
\Phi_1
\end{bmatrix} = -\Delta
\begin{bmatrix}
D_0^\dagger + \frac{1}{\rho} \\
L_0^\dagger + i a s_\theta \frac{1}{\rho}
\end{bmatrix}
\begin{bmatrix}
\Phi_0 \\
\Phi_1
\end{bmatrix}.
\]

(A.6)

To make these equations more symmetric, some components of (2.5) were rescaled as

\[
\Phi_0 = \phi_0, \quad \Phi_1 = \sqrt{2} \phi_1 \rho, \quad \Phi_2 = 2 \phi_2 \rho^2.
\]

(A.7)

Commutativity of various operations appearing in (A.5) allows one to eliminate \(\Phi_1\) from these equations, then further simplifications lead to the final equation for \(\Phi_0\) [31]:

\[
\begin{bmatrix}
\Delta D_1 D_1^\dagger + \mathcal{L}_0^\dagger \mathcal{L}_1 - 2i \omega (r + i a c_\theta)
\end{bmatrix}
\Phi_0 = 0.
\]

(A.8)

Similar manipulations with equations (A.6) give

\[
\begin{bmatrix}
\Delta D_0 D_0^\dagger + \mathcal{L}_0 \mathcal{L}_1^\dagger + 2i \omega (r + i a c_\theta)
\end{bmatrix}
\Phi_2 = 0.
\]

(A.9)

Equations (A.8), (A.9) separate in the \((r, \theta)\) variables, and the ansatz (2.8) leads to the Teukolsky equations (2.9). However, equations (A.5)–(A.6) make it clear that modes
Φ₀ and Φ₂ are not independent, so functions \((S_\pm, R_\pm)\) appearing in (2.9) are subject to various constraints. The relations between \((S_\pm, R_\pm)\) were worked out in a series of articles [32], and the results read [31]
\[
\Delta \mathcal{D}_0 \mathcal{D}_0 R_- = \mu \Delta R_+, \quad \Delta \mathcal{D}_0 \mathcal{D}_0^\dagger R_+ = \mu R_-, \quad \mathcal{L}_1 \mathcal{L}_1 S_+ = \mu S_-, \quad \mathcal{L}_0 \mathcal{L}_0^\dagger S_- = \mu S_+.
\]
(A.10)

Here
\[
\mu = \left[ \chi^2 - 4(a\omega)(a\omega + m) \right]^{1/2}.
\]
(A.11)

Relations (A.10) do not diminish the value of equations (2.9), they just mean that the modes with \(s = \pm 1\) are not independent, and once a solution for \(s = 1\) is chosen, its counterpart for \(s = -1\) is completely determined by (A.10). In other words, relations (2.9), (A.10) describe only one polarization of the electromagnetic wave, and to recover the second polarization, one must look at \(\Phi_1\). Unfortunately, equation for this function does not separate.

We conclude this appendix by quoting the expression for the gauge potential given by equations (8.90)–(8.93) of [31]:
\[
A_r = \frac{ia}{\Delta} \left[ P_+ f_+ + P_- f_- \right] + \left[ \mathcal{D}_0 H_+ + \mathcal{D}_0^\dagger H_- \right],
\]
\[
A_\theta = - \left[ g_+ S_+ + g_- S_- \right] + \left[ \mathcal{L}_0^\dagger H_+ + \mathcal{L}_0 H_- \right],
\]
\[
A_t = \frac{ia}{|\rho|^2} \left[ P_+ f_+ - P_- f_- - s_\theta (g_+ S_+ - g_- S_-) \right]
+ \frac{1}{|\rho|^2} \left[ \Delta (\mathcal{D}_0 H_+ - \mathcal{D}_0^\dagger H_-) + ia (\mathcal{L}_0^\dagger H_+ - \mathcal{L}_0 H_-) s_\theta \right],
\]
\[
A_\phi = - \frac{i}{|\rho|^2} \left[ a^2 (P_+ f_+ - P_- f_-) s_\theta^2 - (r^2 + a^2) s_\theta (g_+ S_+ - g_- S_-) \right]
- \frac{1}{|\rho|^2} \left[ a s_\theta^2 \Delta (\mathcal{D}_0 H_+ - \mathcal{D}_0^\dagger H_-) + i (r^2 + a^2) (\mathcal{L}_0^\dagger H_+ - \mathcal{L}_0 H_-) s_\theta \right].
\]
(A.12)

Here
\[
P_- = R_- , \quad P_+ = \Delta R_+ ,
\]
(A.13)
and functions \((f_\pm, g_\pm, H_\pm)\) are determined by solving differential equations
\[
\mathcal{L}_0^\dagger f_+ = c_\theta S_+, \quad \mathcal{L}_0 f_- = c_\theta S_- , \quad \Delta \mathcal{D}_0 g_+ = r P_+ , \quad \Delta \mathcal{D}_0^\dagger g_- = r P_- ,
\]
(A.14)
and
\[
\mathcal{D}_0 \frac{\Delta \mathcal{D}_0 H_+}{\rho^2} + \mathcal{L}_1 \frac{\mathcal{L}_0^\dagger H_+}{\rho^2} - \mathcal{D}_0 \frac{\Delta \mathcal{D}_0^\dagger H_-}{\rho^2} - \mathcal{L}_1 \frac{\mathcal{L}_0 H_-}{\rho^2} = 0.
\]
(A.15)

---

36We multiplied the entire gauge field by \(\sqrt{2}\) to remove the unnecessary irrational factors.
The last equation does not appear to be separable. In section 2.1 we rewrite the expressions (A.12) in a more suggestive form (2.15), and in section 2.2 we use this result as a motivation for a better ansatz that makes equations for all polarizations separable.

## B Derivation of the new equations for the Kerr geometry

In section 2.2 we introduced the new separable ansatz (2.18) for the gauge field in four dimensions. While derivation of the resulting equations is rather straightforward in the non–cyclic case ($\omega = m = 0$), extension to nontrivial time and angular dependence requires some work, and the details are presented in this appendix. As we saw in subsection 2.2.1 the separable solutions are divided into two branches already in the static case, so the same property must persist for nonzero ($\omega, m$). The resulting “electric” and “magnetic” branches will be discussed in subsections B.1 and B.2. Both analyses follow the logical steps outline on page 15.

### B.1 Electric polarization

In this subsection we will derive the “electric solution” (2.47) by starting with $\omega = m = 0$ configuration (2.33) and adding the dependence on $(t, \phi)$ coordinates. The discussion will follow the steps outlined on page 15.

Although eventually we are interested in waves in the black hole geometry, it is instructive to begin with flat space in spheroidal coordinates:

$$
\begin{align*}
    ds^2 &= -dt^2 + (r^2 + a^2 \cos^2 \theta) \left( \frac{dr^2}{r^2 + a^2} + d\theta^2 \right) + (r^2 + a^2) s^2 d\phi^2. \\
    \text{(B.1)}
\end{align*}
$$

This metric is obtained from (2.1) by setting $M = 0$. As we already observed in the static case (2.33), the mass appears only in the equation for the radial profile $R$, not in equation for $S$ or the prefactors ($F_{\pm}, G_{\pm}$). We will see that this property persists for the general waves as well, so by solving Maxwell’s equations in the metric (B.1) we will be able determine five out of six ingredients ($F_{\pm}, G_{\pm}, S, R$) of the electromagnetic configuration. Then finding the last equation for $R$ would be rather straightforward.

Although in principle one can repeat the analysis of section 2.2.1 to argue for separation into two branches (the counterparts of (2.33) and (2.41)), such approach requires complicated algebraic manipulations. As an alternative, we observe that since the branches (2.33) and (2.41) are already distinct in the special case (2.20), they must be disconnected for the generic values of $(m, \omega)$. The distinction between the two branches (2.33) and (2.41) becomes especially transparent at $a = 0$, when the electric solution has $F_\pm = 0$, and it is natural to insist on this property even for arbitrary $(\omega, m)$. In other
words, we begin with imposing the ansatz

\[ l^{\mu} A_{\mu} = G_{+} \dot{\Psi}, \quad n^{\mu} A_{\mu} = G_{-} \dot{n} \Psi, \quad m^{\mu} A_{\mu} = \bar{m}^{\mu} A_{\mu} = 0, \quad \Psi = e^{i\omega t + i\varphi} R(r) S(\theta) \]

in the flat space (B.1) with \( a = 0 \). Defining the components of Maxwell’s equations by (2.26), we find

\[ m_{\mu} M^{\mu} = -\frac{1}{2\sqrt{2}} \left( S' - \frac{mS}{s_\theta} \right) \mathcal{N}, \quad \bar{m}_{\mu} M^{\mu} = -\frac{1}{2\sqrt{2}} \left( S' + \frac{mS}{s_\theta} \right) \mathcal{N}, \]

\[ \mathcal{N} = \frac{d}{dr} \left[ (G_{+} + G_{-}) \dot{R} \right] + \omega^2 (G_{+} + G_{-}) R + i\omega (\dot{G}_{+} - \dot{G}_{-}) R. \]  

(B.3)

The remaining components are more complicated, so we are not writing them here. The Maxwell’s equations require \( \mathcal{N} \) to vanish\(^{37}\). This allows one to express \( \ddot{R} \) in terms of \((R, \dot{R}, G_{\pm}, \dot{G}_{\pm})\) and substitute the results into the remaining Maxwell’s equations\(^{38}\). Note that after such substitution \( R \) and \( \dot{R} \) must be treated as independent variables\(^{39}\), so we get two equations for every component of \( M \). One combination looks especially simple:

\[ (\Delta l^{\mu} - 2\Sigma n^{\mu}) M^{\mu} \bigg|_{R=0} = -\dot{R} \frac{2i\omega r^2 (G_{+} \dot{G}_{-} - G_{-} \dot{G}_{+})}{G_{+} + G_{-}} S - \dot{R} (G_{+} + G_{-}) \left[ \frac{1}{s_\theta} (s_\theta S')' - \frac{m^2 S}{s^2_\theta} \right]. \]

(B.4)

Consistency of separation leads to a differential equation for \( S \):

\[ \frac{1}{s_\theta} (s_\theta S')' - \frac{m^2 S}{s^2_\theta} + \lambda_1 S = 0, \]

(B.5)

which generalizes its counterpart from (2.33). Substitution of \( S'' \) into the remaining Maxwell’s equations also eliminates \( S' \), leading to a system of linear algebraic equations for \((R, \dot{R})\) with coefficients involving \((G_{\pm}, \dot{G}_{\pm})\). Existence of solutions for \((R, \dot{R})\) implies that

\[ G_{-} = -\frac{r}{1 + Cr}, \quad G_{+} = \frac{\lambda_1 r}{\lambda_1 + (2i\omega + C\lambda_1)r} \]

with an arbitrary integration constant \( C \). We choose this constant to have some symmetry between \( G_{+} \) and \( G_{-} \):

\[ G_{-} = -\frac{\lambda_1 r}{\lambda_1 - i\omega r}, \quad G_{+} = \frac{\lambda_1 r}{\lambda_1 + i\omega r}. \]

(B.7)

Note that equation (B.6) with \( \omega = 0 \) leads to relation \( G_{+} = -G_{-} \) invalidating the steps following equation (B.3)\(^{40}\). A separate analysis of this degenerate case still leads to

\(^{37}\)The alternative, \( S = 0 \) leads to trivial gauge field.

\(^{38}\)The degenerate case, \( G_{-} = -G_{+} \) requires a separate analysis, and the results are consistent with our final conclusion (B.5).

\(^{39}\)Any relation between \( R \) and \( \dot{R} \) would lead to a first–order equation for the radial profile, which is more restrictive than the second order equation (2.33) which we have encountered in the special case.

\(^{40}\)This is especially clear from equation (B.5), where \((G_{+} + G_{-})\) appears in the denominator.
equation (B.5), although $G_+$ remains unconstrained. While it is possible to determine this function for arbitrary values of $m$ following the steps used in section 2.2.1 for $m = \omega = 0$, here we will focus on non–vanishing $\omega$ and recover the degenerate case by taking a limit.

Substituting (B.7) into (B.3), we find a differential equation for $R$:

$$ E_r d \frac{d}{dr} \left[ \frac{r^2}{E_r} \dot{R} \right] + \left[ \lambda_1 + (\omega r)^2 - \frac{2 \lambda_1^3}{E_r} \right] R = 0. \quad (B.8) $$

Here we introduced a convenient notation

$$ E_r \equiv \lambda_1^2 + (\omega r)^2, \quad (B.9) $$

which is used throughout this article. Before turning on the rotational parameter $a$, we observe that the solution (B.2), (B.5), (B.7), (B.8) works even for Schwarzschild geometry after a minor modification of the radial equation:

$$ l^\mu A^{(el)}_\mu = \frac{\lambda_1 r}{\lambda_1 + i\omega r} \hat{n} \hat{n} \Psi, \quad n^\mu A^{(el)}_\mu = -\frac{\lambda_1 r}{\lambda_1 - i\omega r} \hat{n} \hat{n} \Psi, \quad m^\mu A^{(el)}_\mu = \hat{m}^\mu A^{(el)}_\mu = 0, $$

$$ \frac{1}{s_\theta} (s_\theta S')' - \frac{m^2 S}{s_\theta^2} + \lambda_1 S = 0, $$

$$ E_r \frac{d}{dr} \left[ \frac{\Delta}{E_r} \dot{R} \right] + \left[ \lambda_1 + (\omega r)^2 - \frac{2 \lambda_1^3}{E_r} + \frac{2 M \omega^2 r^3}{\Delta} \right] R = 0. \quad (B.10) $$

The same pattern for introduction of mass will persist in the Kerr geometry and in its higher–dimensional counterparts: once the equations for massless case are found, $M$ can be added by a simple modification of the radial equation.

Let us now discuss the Maxwell’s equations in the metric (B.1) containing the rotation parameter $a$. In section 2.2.1 we have rigorously derived the solutions (2.33), (2.41), and in this appendix the derivation was extended to the full electric polarization (B.2), (B.5), (B.7), (B.8), even with no-zero $(\omega, m)$. This strongly suggests that even in the rotating case, there should be a unique “electric” configuration for every set of $(\omega, m)$ and every allowed value of the separation constant $\lambda_1$. Assuming such uniqueness, we can use the result (B.7) to guess the form of $(F_\pm, G_\pm)$ for the general case, and find the resulting equations for $R$ and $S$. A consistency of the final system will serve as a highly nontrivial confirmation of the guess.

Assuming that the structure (B.7) is preserved even in the presence of rotation, we impose an ansatz

$$ G_- = -\frac{r}{1 - i\mu r}, \quad G_+ = \frac{r}{1 + i\mu r}. \quad (B.11) $$

with constant $\mu$. Since we are no longer starting from equation (B.5), parameter $\lambda_1$ no longer plays a special role, so we replaced $\omega/\lambda_1$ by a new constant $\mu$ to simplify the

41We recall in spite of parameter $a$, the metric (B.1) describes flat space without rotation.
relations \((B.11)\). In the presence of the rotation parameter \(a\), prefactors \((F_+, F_-)\) will be turned on as well (cf. the special solution \((2.33)\)), and to guess their form, we observe that the metric \((B.1)\) is invariant under a \(Z_2\) symmetry:

\[
\begin{align*}
  r &\leftrightarrow i a c \theta. \\
\end{align*}
\]

and its analog with a different sign. To make the ansatz \((2.18)\) covariant under this symmetry, the transformation \((B.12)\) must interchange \((G_+, G_-)\) with \((F_+, F_-)\), so we find

\[
F_+ = -\frac{ia c \theta}{1 + \nu a c \theta}, \quad F_- = \frac{ia c \theta}{1 - \nu a c \theta}.
\]

The symmetry predicts that \(\nu = \pm \mu\), and the correct sign is determined from the consistency of Maxwell’s equations:

\[
\nu = \mu.
\]

Next we look at a particular component of the Maxwell’s equations \(\mathcal{M}^\mu = 0\):

\[
0 = \sqrt{2}(\rho m_\mu + \bar{\rho} m_\mu) \mathcal{M}^\mu = -\frac{2i}{E_\theta} \left[ \mu S' + \frac{a^2 \Omega_\theta E_\theta s_{2\theta} S}{2 \Sigma} \right] \frac{d}{dr} \left[ \frac{r^2 + a^2}{E_r} \hat{R} \right] + R \mathcal{F}(r, \theta, S, S', S''),
\]

\[
\Omega_\theta = \omega + \frac{m}{as_\theta^2}.
\]

Here \(E_r\) and \(E_\theta\) are the analogs of the function \((B.9)\) encountered before:

\[
E_r \equiv 1 + (\mu r)^2, \quad E_\theta \equiv 1 - (\mu a c \theta)^2.
\]

The second term \((R \mathcal{F})\) in equation \((B.15)\) is rather complicated, but it does not contain derivatives of \(R\), then consistency of the relation \((B.15)\) implies that

\[
\frac{d}{dr} \left[ \frac{r^2 + a^2}{E_r} \hat{R} \right] + g(r) R = 0
\]

for some function \(g(r)\). This is the main differential equation for \(R\), which in special cases should reduce to \((2.32)\) and \((B.8)\) discussed earlier.

Similar manipulations with Maxwell’s equation

\[
0 = (\Delta l_\mu - 2 \Sigma n_\mu) \mathcal{M}^\mu = -\frac{2i(r^2 + a^2)}{s_\theta E_r} \left[ \mu \hat{R} - \frac{\Omega_\theta E_\theta r}{\Sigma} R \right] \frac{d}{d\theta} \left[ \frac{s_\theta}{E_\theta} S' \right] + S \tilde{\mathcal{F}}(r, \theta, R, \hat{R}, \tilde{R}),
\]

\[
\Omega_r = \omega + \frac{a m}{r^2 + a^2}.
\]
lead to the main differential equation for $S$:

$$\frac{d}{d\theta} \left[ \frac{s_\theta}{E_\theta} S' \right] + h(\theta) S = 0. \tag{B.19}$$

Substitution of (B.17), (B.19) and their derivatives into Maxwell’s equations leads to a system of algebraic equations for $(R, \dot{R}, S, S')$, where all four objects should be treated as independent variables. This gives many differential constraints on functions $(g, h)$ and their derivatives, and a priori the resulting over–defined system is not guaranteed to have nontrivial solutions. Remarkably, there is a unique solution, and this fact provides a highly nontrivial consistency check of our ansatz (2.18). Substituting the expressions for $g$ and $h$ into (B.17) and (B.19), we find the final expression for the photons with “electric” polarization in the flat geometry (B.1):

$$G_\pm = \pm \frac{r}{1 \pm i \mu r}, \quad F_\pm = \mp \frac{iac_\theta}{1 \pm \mu ac_\theta}, \quad E_r = 1 + (\mu r)^2, \quad E_\theta = 1 - (\mu ac_\theta)^2$$

$$\frac{E_\theta}{s_\theta} \frac{d}{d\theta} \left[ \frac{s_\theta}{E_\theta} S' \right] + \left\{ -\frac{2\Lambda}{E_\theta} + (a\omega c_\theta)^2 - \frac{m^2}{s_\theta^2} - C \right\} S = 0, \tag{B.20}$$

$$\Lambda = a\mu [m + a\omega - \frac{\omega}{a\mu^2}], \quad C = -\Lambda + 2am\omega + (a\omega)^2,$$

$$E_r \frac{d}{dr} \left[ \frac{r^2 + a^2}{E_r} \dot{R} \right] + \left\{ \frac{2\Lambda}{E_r} + (\omega r)^2 + \frac{(am)^2}{r^2 + a^2} + C \right\} R = 0.$$

To extend this result to the Kerr black hole, we observe that in the special cases (2.33) and (B.10) the mass $M$ appears only in the differential equation for $R$, while all other relations remain the same as for $M = 0$. Assuming that this property persists in the general case, we impose all relations in (B.20) with the exception of the last equation. The resulting system of Maxwell’s equations turns out to be solvable for $R(r)$, and the unique result is given by (2.47).

### B.2 Magnetic polarization

The analysis of the magnetic polarization follows the same steps as the electric case, so this subsection we will be very brief. The goal of this presentation is to stress the uniqueness of the magnetic polarization, the fact that will be very important in the discussion of black holes in higher dimensions.

As in the electric case, we begin with analyzing the waves in the flat geometry (B.1), and our starting point is the application of the ansatz (2.18) to the metric (B.1) with $a = 0$. As in the electric case, expression (2.41) suggests that the non–rotating geometry would give $G_\pm = 0$, thus in the present situation, the relation (B.2) is replaced by

$$l^\mu A_\mu = n^\mu A_\mu = 0, \quad m^\mu A_\mu = F_+ \hat{m} \Psi, \quad \tilde{m}^\mu A_\mu = F_- \tilde{m} \Psi, \quad \Psi = e^{i\omega t + im\phi} R(r) S(\theta). \tag{B.21}$$
Then it is natural to look at the components of the Maxwell’s equations, which are complementary to (B.3):

\[
\begin{align*}
l_\mu A^\mu &= -\frac{1}{2s_\theta^2} \left( \dot{R} + i\omega R \right) N, \\
\bar{n}_\mu A^\mu &= -\frac{1}{4s_\theta^2} \left( \dot{R} - i\omega R \right) \bar{N},
\end{align*}
\]

\[
N = s_\theta \frac{d}{d\theta} \left[ s_\theta (F_+ + F_-) S' - m^2 (F_+ + F_-) S - m (F'_+ - F'_-) s_\theta S \right] - \frac{m^2}{s_\theta^2},
\]

(B.22)

Similar to the electric case, the projection

\[
(\rho m_\mu + \bar{\rho} \bar{m}_\mu) A^\mu \bigg|_{s=0} = 0
\]

(B.23)
leads to the equation for \( R \), a counterpart of (B.5),

\[
\ddot{R} + \omega^2 R - \frac{\lambda_2}{\gamma^2} R = 0,
\]

(B.24)

which generalizes the last equation in (2.41) (recall that we are working in the limit \( a = M = 0 \)). Repeating the steps which led to (B.6), we find

\[
F_+ = -\frac{\lambda_2}{\lambda_2 c_\theta + C}, \quad F_- = \frac{\lambda_2}{\lambda_2 c_\theta - 2m + C}.
\]

A symmetric choice of the integration constant \( C \) gives the counterpart of (B.7):

\[
F_+ = -\frac{\lambda_2}{\lambda_2 c_\theta + m}, \quad F_- = \frac{\lambda_2}{\lambda_2 c_\theta - m}.
\]

(B.25)

As in the electric case, these functions lead to the unique differential equation for \( S \), and we conclude the discussion of the \( a = 0 \) limit by extending the result from flat space to the Schwarzschild geometry:

\[
\begin{align*}
l^\mu A_\mu &= n^\mu A_\mu = 0, \\
m^\mu A_\mu &= -\frac{\lambda_2}{\lambda_2 c_\theta + m} \bar{m} \Psi, \\
\bar{m}^\mu A_\mu &= \frac{\lambda_2}{\lambda_2 c_\theta - m} \bar{m} \Psi, \\
\frac{M_\theta}{s_\theta} \frac{d}{d\theta} \left[ \frac{s_\theta}{M_\theta} S' \right] + \left[ \lambda_2 - \frac{m^2}{s_\theta^2} + \frac{2\lambda_2 m^2}{M_\theta} \right] S &= 0, \\
M_\theta &= (\lambda_2 c_\theta)^2 - m^2, \end{align*}
\]

(B.26)

As before, we observe that \( M \)-dependence is introduced by a simple modification of the radial equation.

Let us now discuss the magnetic branch in the metric (B.1) containing a rotation parameter \( a \). As in the electric case, we make a guess for \((F_+, G_+)\) and solve the resulting
equations for $R$ and $S$. Specifically, we assume that function $F_+$ and $F_-$ maintain the structure \[(B.25)\] even in the rotating case:

$$F_+ = -\frac{1}{c_\theta - \mu}, \quad F_- = \frac{1}{c_\theta + \mu}. $$

Then the symmetry \[(B.12)\] can be used to argue that functions $G_\pm$ have the form

$$G_+ = \frac{ia}{r + ia\nu}, \quad G_- = -\frac{ia}{r - ia\nu}. $$ \[(B.27)\]

As in the electric case, the $Z_2$ symmetry symmetry \[(B.12)\] ensures that $\nu = \pm \mu$, and the correct sign is determined for the consistency of Maxwell’s equations:

$$\nu = \mu. $$ \[(B.28)\]

Analyzing various components of Maxwell’s equations, as in subsection \[(B.1)\] we arrive at the counterparts of \[(B.17)\] and \[(B.19)\],

$$\frac{d}{dr} \left[ r^2 + a^2 \frac{R}{M_r} \right] + g(r) R = 0, \quad \frac{d}{d\theta} \left[ \frac{s_\theta}{M_\theta} S' \right] + h(\theta) S = 0, $$ \[(B.29)\]

with undetermined functions $g(r)$ and $h(\theta)$. Here $M_r$ and $M_\theta$ are the magnetic counterparts of the electric functions \[(B.16)\]:

$$M_r \equiv r^2 + (\mu a)^2, \quad M_\theta \equiv c_\theta^2 - \mu^2. $$ \[(B.30)\]

This is the main differential equation for $R$, which in special cases should reduce to \[(2.40)\] and \[(B.24)\] discussed earlier.

Substitution of relations \[(B.29)\] and their derivatives into Maxwell’s equations leads to an over–constrained system of differential equations for $f$ and $g$, and as in the electric case, this system admits a unique solution, which provides a highly nontrivial consistency check of our ansatz \[(2.18)\]. The final expression for the photons with “magnetic” polarization in the flat geometry \[(B.1)\] reads

$$G_\pm = \pm \frac{ia}{r \pm i\mu a}, \quad F_\pm = \mp \frac{1}{c_\theta \mp \mu}, \quad M_r = r^2 + (\mu a)^2, \quad M_\theta = c_\theta^2 - \mu^2, $$

$$\frac{M_\theta}{s_\theta} \frac{d}{d\theta} \left[ \frac{s_\theta}{M_\theta} \partial_\theta S \right] + \left\{ -\frac{m^2}{s_\theta^2} - \frac{2\Lambda}{M_\theta} + (a\omega c_\theta)^2 - C \right\} S = 0, $$

$$M_r \frac{d}{dr} \left[ \frac{r^2 + a^2}{M_r} R' \right] + \left\{ -\frac{2\Lambda a^2}{M_r} + \frac{(am)^2}{r^2 + a^2} + (r\omega)^2 + C \right\} R = 0, $$ \[(B.31)\]

$$\Lambda = \mu \left[ a\omega + m - a\omega \mu^2 \right], \quad C = \frac{\Lambda}{\mu} + a\omega \left[ a\omega + 2m \right]. $$

The extension to the Kerr black hole is accomplished by modifying the radial equation, and the final result is given by \[(2.52)\].
C Maxwell’s equations in five dimensions

In this appendix we will derive the systems of ordinary differential equations associated with separable solutions of Maxwell’s equations in the background of a five–dimensional rotating black hole. Although the logical steps will be very similar to the one encountered in the Appendix B, the resulting four– and five–dimensional solution will have very different structures. The main goal of this appendix is to demonstrate that the five–dimensional solutions (4.31), (4.36) are unique, and in section 5 the results are extended to black holes in all odd dimensions.

C.1 Electric polarization

In this subsection we will derive the “electric solution” (4.31) by starting with \( \omega = m = n = 0 \) configuration (4.21) and adding dependence on \((t, \phi, \psi)\) coordinates. The discussion will follow the steps outlined on page 15.

Although eventually we are interested in waves in black hole geometry, as in the four–dimensional case, we begin with flat space in spheroidal coordinates\(^{42}\):

\[
ds^2 = -dt^2 + \sum \left[ \frac{r^2 dr^2}{\Delta_0} + d\theta^2 \right] + (r^2 + a^2)s_\theta^2 d\phi^2 + (r^2 + b^2)c_\theta^2 d\psi^2, \quad (C.1)
\]

\[
\Sigma = r^2 + a^2 c_\theta^2 + b^2 s_\theta^2, \quad \Delta_0 = (r^2 + a^2)(r^2 + b^2).
\]

As demonstrated in section 4.1, in the special case (4.11) the electromagnetic field splits into two distinct branches, \((4.21)\) and \((4.27)\), then continuity implies that these polarizations remain separate for generic values of \((m, n, \omega)\). In this subsection we focus on generalizing the electric solution \((4.21)\).

Comparing the special solution \((4.21)\) with the general ansatz \((4.9)\), we observe that in the non–rotating case \((a = b = 0)\) functions \(F^\pm(\theta)\) and constant \(\lambda\) vanish. By relaxing the assumption \((4.11)\), we add dimensionless parameters \((m, n)\) and frequency \(\omega\) that has a dimension of inverse length. Since it is impossible to build \(F^\pm(\theta)\), which has dimension of length, from these objects, we conclude that \(F^\pm(\theta) = 0\) if \(a = b = 0\), even when the assumption \((4.11)\) is relaxed. The same dimensional analysis implies that \(\lambda = 0\), so the electric solution for \(a = b = 0\) must have the form

\[
l^\mu_\pm A_\mu = G^\pm(r)\hat{l}^\pm \Psi, \quad m^\mu_\pm A_\mu = 0, \quad n^\mu A_\mu = 0, \quad \Psi = e^{i\omega t + im\phi + in\psi} R(r) S(\theta). \quad (C.2)
\]

More explicitly, we find

\[
A = \frac{e^{i\omega t + im\phi + in\psi}}{2} \left[ (G^+_+ G^-)(\dot{R}dr + i\omega Rdt) + (G^+_+ G^-)(\dot{R}dt + i\omega Rdr) \right] S. \quad (C.3)
\]

\(^{42}\)This metric is obtained from \((4.8)\) by setting \(M = 0\).
Defining the components of Maxwell’s equations by (4.15), we find

\[(m^\mu + m^\nu)M^\mu = \frac{s_{2\theta}}{2} S'\mathcal{N}, \quad (m^\mu - m^\nu)M^\mu = \frac{amc_0^2 - bns_\theta^2}{\Theta} S\mathcal{N},\]

\[\mathcal{N} = r^2 \frac{d}{dr} \left[r(G_+ + G_-)\hat{R}\right] + \omega^2 r^3 (G_+ + G_-)R + i\omega r^2 \frac{d}{dr}[r(\dot{G}_+ - \dot{G}_-)]R. \quad (C.4)\]

Note that even though \(a\) and \(b\) appear in these expressions, the equations work only in the limit where \(a\) goes to zero while \(a/b\) is kept fixed. We also recall that \(\Theta = \sqrt{(ac_0^2 + (bs_\theta)^2)}\).

Solving equation \(\mathcal{N} = 0\) and substituting the result into the remaining Maxwell’s equations, we can eliminate second and third derivatives of \(R\). Then \(R\) and \(\dot{R}\) should be treated as independent variables, and we look at a particular combination of Maxwell’s equations:

\[l^\mu M^\mu \bigg|_{R=0} = r^4 G_+ \hat{R} \left[ \frac{1}{2} \frac{d}{d\theta} [s_{2\theta} S'] - m^2 \cot^2 S - n^2 \tan^2 S \right] - f(r)s_{2\theta} S\hat{R} = 0, \quad (C.6)\]

where \(f(r)\) is some complicated combination of functions \(G_{\pm}(r)\) and their derivatives. Consistency of the last relation leads to an ODE for function \(S\):

\[\frac{1}{s_{2\theta}} \frac{d}{d\theta} [s_{2\theta} S'] + \left[ \lambda_1 - m^2 \frac{s^2}{s_\theta^2} - \frac{n^2}{c_\theta^2} \right] S = 0. \quad (C.7)\]

Substitution of \(S''\) into the remaining Maxwell’s equations also eliminates \(S'\), leading to a system of linear algebraic equations for \((R, \hat{R})\) with coefficients involving \((G_{\pm}, \dot{G}_{\pm}, \ddot{G}_{\pm})\). One projection looks especially simple:

\[\left( l^\mu + l^\nu \right) M^\mu = \frac{i(\hat{R} + i\omega R)r^4}{2(G_+ + G_-)} s_{2\theta} S \left[ 2r^2 \omega \dot{G}_+ G_- + (r\omega + i\lambda_1)G_+ G_- - (r\omega - i\lambda_1)G^2_+ \right] - \frac{i(\dot{R} - i\omega R)r^4}{2(G_+ + G_-)} s_{2\theta} S \left[ 2r^2 \omega \dot{G}_- G_+ + (r\omega - i\lambda_1)G_+ G_- - (r\omega + i\lambda_1)G^2_- \right].\]

The square brackets in both lines of this expression must vanish separately leading to two differential equations for functions \((G_{\pm}, \dot{G}_{\pm})\). The first line gives an algebraic equation for \(G_-\) in terms of \((G_+, \dot{G}_+)\), and substitution of the result in the second line leads to a linear ODE for \(g = G^{-1}_+\):

\[r^2 (\lambda_1 + i\omega r)\ddot{g} + \lambda_1 r\dot{g} - \lambda_1 g = 0. \quad (C.8)\]

\[\text{[433]}\]

The case \(G_+ = -G_-\) should be considered separately, and it does not lead to nontrivial solutions unless \(\omega = 0\).
The most general solution of this equation is
\[ G_\pm = \pm \frac{C_1 r}{\lambda_1 \pm 2 i \omega r + C_2 r^2}. \]

Rescaling of the gauge field leads to simpler expressions:
\[ G_\pm = \pm \frac{r}{1 \pm i \mu r + \nu r^2}. \quad \text{(C.9)} \]

Although we focused on \( M = 0 \) to simplify the intermediate expressions, the same derivation applies to the five-dimensional Schwarzschild black hole, where the ansatz \((C.2)\) leads to \((C.9)\) and to differential equations
\[ \frac{1}{s_{2\theta}} \frac{d}{d\theta} [s_{2\theta} S'] + \left[ \frac{2\omega}{\mu} - \frac{m^2}{s_\theta^2} - \frac{n^2}{c_\theta^2} \right] S = 0, \]
\[ \frac{E_r}{r} \frac{d}{dr} \left[ \frac{\Delta}{rE_r} \hat{R} \right] + \left[ -\frac{2\omega}{\mu} + (\omega r)^2 + \frac{2\mu r^2(1 - \nu r^2)}{E_r} + \frac{M\omega^2 r^4}{\Delta} \right] \hat{R} = 0. \quad \text{(C.10)} \]

Here we defined
\[ E_r \equiv (1 + \nu r^2)^2 + (\mu r)^2, \quad \Delta = r^4 - Mr^2. \quad \text{(C.11)} \]

Note that equations \((C.10)\) contain one separation constant, \( \omega/\mu \), while \( \nu \) is a free parameter that does not affect the spectrum.

Let us now discuss Maxwell’s equations in the metric \((C.1)\) containing rotation parameters \( a \) and \( b \). We begin with rewriting the metric in terms of a new coordinate \( \Theta = \sqrt{(ac_\theta)^2 + (bs_\theta)^2} \):
\[ ds^2 = -dt^2 + \frac{r^2 dr^2}{\Delta_0} - \frac{\Theta^2 d\Theta^2}{\Xi} + \frac{(r^2 + a^2)(\Theta^2 - a^2)}{b^2 - a^2} d\phi^2 + \frac{(r^2 + b^2)(\Theta^2 - b^2)}{a^2 - b^2} d\psi^2 \]
\[ \Sigma = r^2 + \Theta^2, \quad \Delta_0 = (r^2 + a^2)(r^2 + b^2), \quad \Xi = (\Theta^2 - a^2)(\Theta^2 - b^2). \]

It is clear that this geometry has a symmetry
\[ r \to -i\Theta, \quad \Theta \to ir, \quad \text{(C.12)} \]

so in the presence of rotation parameters the factors \((C.9)\) and their counterparts \( F_\pm \) are
\[ G_\pm = \pm \frac{r}{1 \pm i \mu r + \nu r^2}, \quad F_\pm = \mp \frac{i\Theta}{1 \pm \mu \Theta - \nu \Theta^2}. \]

To determine the value of the parameter \( \nu \), we look at equation \( n_\mu \mathcal{M}^\mu = 0 \). It contains only \( (S, S'S'', \Phi, \dot{\Phi}, \dot{\Phi}) \), and separation of variables leads to second order ODEs for \( S \)
\[^{44}\text{The symmetry determines } F_\pm \text{ up to a sign, which is fixed by the electrostatic solution (4.21).}\]
and Φ. Substitution of the results into the remaining Maxwell’s equations leads to the relation \( \nu = 0 \). This argument breaks down for \( a = b = 0 \), when some of the equations disappear, then the parameter \( \nu \) remains undetermined, as in the non–rotating case.

To summarize, in the presence of rotation, the factors \( (G \pm, F \pm) \) must be given by

\[
G_\pm = \pm \frac{r}{1 \pm \mu r}, \quad F_\pm = \mp \frac{i \Theta}{1 \pm \mu \Theta}, \quad \text{(C.13)}
\]

and our next task is to find the differential equations for \((S, \Phi)\). We begin with looking at equation \( n \mu \mathcal{M}^\mu = 0 \). Explicit calculations give

\[
n \mu \mathcal{M}^\mu = -\frac{\mu r^2(ab \omega + an + bm)}{2} - 2ab \frac{d}{dr} \left[ \frac{\Delta_0 \dot{\Phi}}{r E_r} \right] s_{2\theta} s + \Phi \mathcal{F}(r, \theta, S, S', S'') = 0. \quad \text{(C.14)}
\]

To simplify this and subsequent expressions, we define “electric factors”

\[
E_r \equiv 1 + (\mu r)^2, \quad E_\theta \equiv 1 - (\mu \Theta)^2. \quad \text{(C.15)}
\]

Function \( \mathcal{F} \) entering \( \text{(C.14)} \) is rather complicated, but even without seeing its explicit form, we conclude the consistency of this equation leads to an ODE for function \( \Phi \):

\[
\frac{d}{dr} \left[ \frac{\Delta_0 \dot{\Phi}}{r E_r} \right] + g(r) \Phi = 0 \quad \text{(C.16)}
\]

with some function \( g(r) \). A different arrangement of terms in \( n \mu \mathcal{M}^\mu = 0 \) leads to an alternative form of this equation:

\[
n \mu \mathcal{M}^\mu = (ab + \mu c^2 s^2 + \mu \beta c^2) r \Phi \frac{d}{d\theta} \left[ \frac{s_{2\theta}}{E_\theta} S' \right] + S \mathcal{F}(r, \theta, R, \dot{R}, \ddot{R}) = 0,
\]

where \( \alpha \) and \( \beta \) are complicated combinations of \((a, b, \omega, m, n)\). Consistency of the last equation leads to an ODE for \( S(\theta) \):

\[
\frac{d}{d\theta} \left[ \frac{s_{2\theta}}{E_\theta} S' \right] + h(\theta) S = 0. \quad \text{(C.17)}
\]

Maxwell’s equations give an over–constrained system for two unknown functions, \((g(r), h(\theta))\), and existence of solution is a highly nontrivial confirmation of our ansatz. Straightforward but tedious manipulations lead to the unique final answer for the “electric” polarization in the flat geometry \((C.1)\):

\[
E_\mu A_\mu = \pm \frac{r}{1 \pm \mu r} \hat{l} \Psi, \quad m_\mu A_\mu = \mp \frac{i \Theta}{1 \pm \mu \Theta} \hat{m} \Psi, \quad n_\mu A_\mu = 0,
\]

\[
E_\theta \frac{d}{d\theta} \left[ \frac{s_{2\theta}}{E_\theta} S' \right] + \left[ \frac{2 \Lambda}{E_\theta} + \omega^2 \Theta^2 - \frac{n^2}{c_\theta^2} - \frac{m^2}{s_\theta^2} + C \right] S = 0, \quad \text{(C.18)}
\]

\[
E_r \frac{d}{dr} \left[ \frac{\Delta_0 \dot{\Phi}}{r E_r} \right] + \left[ - \frac{2 \Lambda}{E_r} + (\omega r)^2 + \frac{m^2(a^2 - b^2)}{r^2 + a^2} + \frac{n^2(b^2 - a^2)}{r^2 + b^2} - C \right] \Phi = 0.
\]
The expressions for $\Lambda$ and $C$ are given by (4.34).

To extend this result to the black hole geometry, we observe that in the special cases (4.21) and (C.10) the mass $M$ appears only in the differential equation for $R$, while all other relations remain the same as for $M = 0$. Direct calculation shows that this feature persists in the general case, and the final answer for the electric polarization of the electromagnetic field is given by (4.31).

**C.2 Magnetic polarization**

Let us now discuss the magnetic polarization. As in the electric case, we begin with analyzing the waves in the flat geometry (C.1), and our starting point is the application of the ansatz (2.18) to the metric (C.1) with $a = b = 0$. As in the electric case, expression (2.41) and dimensional analysis imply that the non–rotating geometry would give $G_\pm = 0$ even for arbitrary $(\omega, m, n)$, thus in the present situation, the relation (C.2) is replaced by

$$ l_\mu^\pm A_\mu = F_\pm(\theta)\dot{m}_\pm \Psi, \quad n^\mu A_\mu = \lambda \Psi, \quad \Psi = e^{i\omega t + im\phi + in\psi} \Phi(r)S(\theta). \quad (C.19) $$

Note that as $a$ and $b$ go to zero, parameter $\lambda$ should scale like $a$. The gauge potential becomes

$$ A = \frac{e^{i\omega t + im\phi + in\psi}}{\Theta^2} \left[ \lambda(bs_\theta^2d\phi + ac_\theta^2d\psi) + \tilde{F}_+ \left\{ \Theta^2 S'd\theta + iS(ams_\theta^2 - bns_\theta^2)(ad\phi - bd\psi) \right\} ight. $$

$$ - \Theta \tilde{F}_- \left\{ (ams_\theta^2 - bns_\theta^2)S_{s\theta c\theta}d\theta + is_\theta c_\theta S'(ad\phi - bd\psi) \right\} \right] R, \quad (C.20) $$

where

$$ \tilde{F}_\pm = \frac{F_+ \pm F_-}{2}. $$

One component of Maxwell’s equations looks especially simple:

$$ n^\mu \mathcal{M}_\mu = \lambda r^2 s_\theta c_\theta S\left( ddr(r\dot{\Phi}) + r\omega^2 \Phi \right] + r\Phi \mathcal{F}(S, S', S'', F_+, F_-, \theta) = 0. \quad (C.21) $$

As discussed in section 4.1, parameter $\lambda$ is not equal to zero even for vanishing $(\omega, m, n)$, this leads to an ordinary differential equation for $\Phi(r)$:

$$ r \frac{d}{dr}(r\dot{\Phi}) + [(r\omega)^2 + \lambda_1] \Phi = 0. \quad (C.22) $$

Here $\lambda_1$ is a separation constant. Solving this equation for $\dot{\Phi}$ and substituting the result on Maxwell’s equations, we find an over–constrained system of algebraic relations between $\Phi$ and $\dot{\Phi}$. Requiring the coefficients to vanish, we arrive at a system of ODEs for $S$ and $F_\pm$. Manipulations with this system lead to a counterpart of (C.9):

$$ F_\pm = \pm \frac{i}{\Theta \mp \mu}. \quad (C.23) $$
However, $\mu$ is no longer a free parameter, but rather it is determined in terms of other ingredients:

$$\mu = \frac{an + bm}{\lambda}. \quad (C.24)$$

Maxwell’s equations also lead to an ODE for function $S$, and we conclude the discussion of $a = b = 0$ case by quoting the full solution for the five-dimensional Schwarzschild geometry:

$$l_\pm A_\mu = 0, \quad m_\pm A_\mu = \pm \frac{i}{\Theta \mp \mu} \hat{m}_\pm \Psi, \quad n^\mu A_\mu = \frac{an + bm}{\mu} \Psi,$$

$$\frac{M_\theta}{s_{2\theta}} \frac{d}{d\theta} \left[ \frac{s_{2\theta}}{M_\theta} S' \right] + \left[ \left( \frac{an + bm}{\mu} \right)^2 + \frac{\alpha}{s^2} - \frac{m^2}{s^2} - \frac{n^2}{c^2} \right] S = 0, \quad (C.25)$$

Here we defined

$$M_\theta = \Theta^2 - \mu^2, \quad \alpha = ab \frac{an + bm}{\mu} - \mu[am + bn]. \quad (C.26)$$

Addition of the rotation parameters follows the pattern familiar from sections B.1, B.2, C.1. First we use the symmetry (C.12) to determine functions ($F_\pm, G_\pm$):

$$F_\pm = \pm \frac{i}{\Theta \mp \mu}, \quad G_\pm = \pm \frac{1}{r \mp i\mu}.$$ 

Then rearranging terms in the Maxwell’s equation $n_\mu \mathcal{M}^\mu = 0$ as in (C.14) and (C.17), we arrive at ODEs for $\Phi$ and $S$:

$$\frac{M_r}{r} \frac{d}{d\theta} \left[ \frac{\Delta_\theta \Phi}{r M_r} S' \right] + g(r) \Phi = 0, \quad \frac{M_\theta}{s_{2\theta}} \frac{d}{d\theta} \left[ \frac{s_{2\theta}}{M_\theta} S' \right] + h(\theta) S = 0. \quad (C.27)$$

Here

$$M_\theta = \Theta^2 - \mu^2, \quad M_r = -(r^2 + \mu^2), \quad (C.28)$$

and $(g, h)$ are undetermined functions. Substitution into the remaining Maxwell’s equations produces an over-constrained system of differential equations for these functions, and eventually leads to the final answer for system describing the magnetic polarization in the flat geometry (C.1):

$$l^\mu A_\mu = \pm \frac{1}{r \pm i\mu} \hat{l}_\pm \Psi, \quad m^\mu A_\mu = \pm \frac{i}{\Theta \mp \mu} \hat{m}_\pm \Psi, \quad n^\mu A_\mu = \lambda \Psi$$

$$\frac{M_\theta}{s_{2\theta}} \frac{d}{d\theta} \left[ \frac{s_{2\theta}}{M_\theta} S' \right] + \left[ \frac{2\Lambda}{M_\theta} + \omega^2 \Theta^2 - \frac{m^2}{s^2} - \frac{n^2}{c^2} + C \right] S = 0, \quad (C.29)$$

$$\frac{M_r}{r} \frac{d}{dr} \left[ \frac{\Delta_\theta \Phi}{r M_r} \right] + \left[ - \frac{2\Lambda}{M_r} - C + \frac{m^2(a^2 - b^2)}{r^2 + a^2} + \frac{n^2(b^2 - a^2)}{r^2 + b^2} + (\omega r)^2 \right] \Phi = 0$$
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Here constants \((\Lambda, C, \mu)\) are given by (4.38) and (4.39). As we have seen before, extension from the flat space (C.1) to the black hole geometry is straightforward: it is accomplished by adding an extra term in the radial equation, and the final answer is given by (4.36).

D Electroemagnetic waves in the Schwarzschild–Tangherlini geometry

Although the main goal of this article is the study of equations describing electromagnetic waves in the background of rotating black holes, to get some intuition, it is useful to review the separation of variables in the geometries produced by static black holes in arbitrary dimensions. The details of such construction are discussed in this appendix, and the main outcome is the explicit form of \(D - 2\) polarizations in \(D\) dimensions.

In this appendix we consider a static Schwarzschild–Tangherlini black hole in \(D = d + 2\) dimensions [15]:

\[
ds^2 = -Hdt^2 + \frac{dr^2}{H} + r^2d\Omega^2, \quad H = 1 - \frac{M}{r^{d-1}}. \tag{D.1}
\]

Since the radial coordinate plays a very special role, it is convenient to impose the gauge \(A_r = 0\). We are looking for separable solutions forming a complete basis, and as a first step we separate \(r\) and \(t\) from the coordinates on the sphere \(S^d\):

\[
A_t = e^{i\omega t}f(r)Y, \quad A_r = 0, \quad A_i = e^{i\omega t}g(r)Y_i. \tag{D.2}
\]

Here \(Y\) and \(Y_i\) are functions of the coordinates \(x_k\) on the sphere, and latin indices are going over \(d\) values. Without committing to specific coordinates we write the metric on the sphere as

\[
d\Omega^2 = h_{ij}dx^idx^j. \tag{D.3}
\]

Defining various components of Maxwell’s equations by

\[
\mathcal{M}_\mu = \frac{e^{-i\omega t}}{\sqrt{-G}}\partial_\nu[\sqrt{-G}F^{\mu\nu}], \tag{D.4}
\]

we find\(^{45}\)

\[
\mathcal{M}^t = \frac{1}{r^d}\partial_r[r^dY\partial_r f] + \frac{f}{r^2H\sqrt{h}}\partial_t[\sqrt{hh^{ij}}\partial_j Y] - \frac{i\omega g}{r^2H\sqrt{h}}\partial_t[\sqrt{hh^{ij}}Y_{ij}],
\]

\[
\mathcal{M}^r = \frac{g'H}{r^2\sqrt{h}}\partial_m[\sqrt{hh^{mj}}Y_j] - i\omega f'Y, \tag{D.5}
\]

\[-\mathcal{M}^i = \frac{1}{r^d}\partial_r[r^{d-2}Hh^{ij}Y_j\partial_r g] + \frac{g}{r^2\sqrt{h}}\partial_m[\sqrt{hh^{mj}}h^{ik}Y_{jk}] + \frac{i\omega}{Hr^2}h^{ij}[f\partial_j Y - i\omega gY_j].\]

\(^{45}\)Recall that the square root of the determinant of the \(D\)-dimensional metric is \(\sqrt{-G} = r^d\sqrt{h}\). We used \(G\) to avoid confusion with the profile function \(g\) in (D.2).
Here
\[ Y_{jk} = \partial_j Y_k - \partial_k Y_j \] (D.6)
is the field strength associated with potential \( Y_i \).

Separation of variables in equations \( \mathcal{M}^\mu = 0 \) implies several relations between functions on the sphere:
\[
\begin{align*}
\frac{1}{\sqrt{h}}\partial_i[\sqrt{h}h^{ij}\partial_j Y] &= -\lambda_1 Y, & \frac{1}{\sqrt{h}}\partial_i[\sqrt{h}h^{ij}Y_j] &= -\lambda_2 Y, \\
\frac{1}{\sqrt{h}}\partial_m[\sqrt{h}h^{mj}h^{ik}Y_{jk}] &= -\lambda_3 h^{ij}Y_j - \lambda_4 h^{ij}\partial_j Y.
\end{align*}
\] (D.7)

Here \((\lambda_1, \lambda_2, \lambda_3, \lambda_4)\) are separation constants, which also enter radial equations. Such equations will be discussed below. It is convenient to decompose the vector field \( Y_i \) into a scalar \( Z \) and a “transverse mode” \( \tilde{Y}_i \) as
\[ Y_j = \partial_j Z + \tilde{Y}_j, \quad \frac{1}{\sqrt{h}}\partial_i[\sqrt{h}h^{ij}\tilde{Y}_j] = 0. \] (D.8)

Such decomposition always exists, but it is not unique: \( Z \) can be shifted by a harmonic function on the sphere. Substituting the expression for \( Y_i \) into the second equation in (D.7) and comparing the result with the first equation, we conclude that function \( \lambda_1 Z - \lambda_2 Y \) must be harmonic, so without loss of generality we can set \( \lambda_1 Z - \lambda_2 Y = 0 \). Then equations (D.7) and (D.8) become
\[
\begin{align*}
\frac{1}{\sqrt{h}}\partial_i[\sqrt{h}h^{ij}\tilde{Y}_j] &= 0, \\
\frac{1}{\sqrt{h}}\partial_m[\sqrt{h}\tilde{Y}^{mj}] &= -\lambda_3 h^{ij}\tilde{Y}_j - (\lambda_4 + \frac{\lambda_2 \lambda_3}{\lambda_1}) h^{ij}\partial_j Y. \tag{D.9}
\end{align*}
\]

The indices are raised and lowered using the metric \( h_{ij} \). Definition (D.8) implies that \( \tilde{Y}_{ij} = Y_{ij} \). Substituting (D.9) into Maxwell’s equations \( \mathcal{M}^\mu = 0 \) with \( \mathcal{M}^\mu \) given by (D.5), we find several relations between functions of \( r \):
\[
\begin{align*}
\left[ \frac{1}{r^d}\partial_r[r^d\partial_r f] - \frac{\lambda_1 f}{r^2H} + \frac{i\omega \lambda_2 g}{H^2} \right] Y &= 0, \\
\left[ \frac{\lambda_2 g'H}{r^2} + \frac{i\omega f'}{H^2} \right] Y &= 0, \\
(\tilde{Y}_j + \frac{\lambda_2}{\lambda_1} \partial_j Y) \left[ \frac{1}{r^d}\partial_r[r^{d-2}H\partial_r g] - \frac{\lambda_3 g}{r^4} + \frac{\omega^2 g}{H^2} \right] + \partial_j Y \left[ -\frac{\lambda_4 g}{r^4} + \frac{i\omega f^2}{H^2} \right] &= 0. 
\end{align*}
\] (D.10)

We kept functions \((Y, \tilde{Y}_i)\) to stress that some radial equations disappear in special cases, for example, the first two equations disappear if \( Y = 0 \). Let us consider several options depending on the values of \( Y \) and \( \tilde{Y}_{ij} \).

\(^{46}\)This argument breaks down only for \( \lambda_1 = 0 \), which does not lead to interesting solutions. Indeed, if \( \lambda_1 = 0 \), then function \( g \) can be eliminated from equations \( \mathcal{M}^i = 0, \mathcal{M}^r = 0 \) to yield a second order ODE for \( f' \) which does not contain separation parameters. Then function \( g \) is determined in terms of \( f \).
If we assume that both $\tilde{Y}_{ij}$ and $Y$ are nontrivial, then coefficients in front of $\tilde{Y}_j$ and $\partial_j Y$ must vanish independently, in particular, this leads to two relations

$$\frac{\lambda_2 g' H}{r^2} + i \omega f' = 0, \quad -\frac{\lambda_4 g H}{r^2} + i \omega f = 0.$$  \hspace{1cm} (D.11)

Integrability condition\footnote{We are interested only in solutions where the profiles of $f$ and/or $g$ depend on separation parameters. We also assume that $\omega \neq 0$ during the derivation, but the resulting system (D.12) works for $\omega = 0$ as well.} implies that $\lambda_4 g = 0$, then $f = 0$. To have a nontrivial solution, we must require $\lambda_2 = \lambda_4 = 0$, arriving at the system describing the “magnetic” polarizations:

$$A_t^{(mgn)} = 0, \quad A_r^{(mgn)} = 0, \quad A_i^{(mgn)} = e^{i \omega t} g(r) Y_i$$

$$\frac{1}{\sqrt{h}} \partial_i [\sqrt{h} h^{ij} Y_j] = 0, \quad \frac{1}{\sqrt{h}} \partial_m [\sqrt{h} Y^{mj}] = -\lambda_3 h^{ij} Y_j,$$  \hspace{1cm} (D.12)

$$\frac{1}{r^d} \partial_r [r^{d-2} H \partial_r g] - \frac{\lambda_3 g}{r^4} + \frac{\omega^2 g}{H r^2} = 0.$$

Note that the scalar function $Y$ does not appear in this system, so one arrives at the same answer by setting $Y = 0$ in the beginning. If both $Y$ and $\tilde{Y}_{ij}$ are trivial, then either $Y_j = 0$ or $\lambda_3 = 0$ in the last system, and the resulting configurations don’t contain separation constants.

The only remaining option is $\tilde{Y}_{ij} = 0$, then equations (D.7) imply that

$$Y_j = \mu \partial_j Y$$  \hspace{1cm} (D.13)

for some constant $\mu$. The angular equations (D.7) become

$$\lambda_3 \mu + \lambda_4 = 0, \quad \lambda_1 \mu - \lambda_2 = 0, \quad \frac{1}{\sqrt{h}} \partial_i [\sqrt{h} h^{ij} \partial_j Y] = -\lambda_1 Y.$$  \hspace{1cm} (D.14)

The Maxwell’s equations $\mathcal{M}^\mu = 0$ with $\mathcal{M}$ given by (D.5) reduce to a system of ODEs

$$\frac{1}{r^d} \partial_r [r^{d-2} \partial_r f] - \frac{\lambda_1 f}{r^2 H} + \frac{i \lambda_4 \mu \omega g}{r^2 H} = 0,$$

$$\frac{\lambda_1 \mu g' H}{r^2} + i \omega f' = 0,$$

$$\frac{\mu}{r^d} \partial_r [r^{d-2} H \partial_r g] + \frac{\mu \omega^2 g}{H r^2} + \frac{i \omega f}{H r^2} = 0,$$

and the last equation follows from the first two. Furthermore, a rescaling $g \rightarrow \mu^{-1} g$ removes parameter $\mu$ from the differential equations and from the expression (D.2) for the gauge field. Since neither $\mu = 0$ nor $\mu = \infty$ lead to nontrivial solutions, we can set $\mu = 1$ without loss of generality. We also observe that for $\omega = 0$, function $g$ describes a
pure gauge, so it is convenient to introduce another rescaling $g \rightarrow i \omega g$. This leads to the final form of the system describing the “electric” polarization:

$$A_i^{(el)} = e^{i\omega t} f(r) Y, \quad A_i^{(el)} = 0, \quad A_i^{(el)} = i \omega e^{i\omega t} g(r) \partial_i Y,$$

$$\frac{1}{\sqrt{h}} \partial_i \left[ \sqrt{h} h^{ij} \partial_j Y \right] = -\lambda_1 Y,$$

$$g' = -\frac{r^2}{\lambda_1 H} f', \quad \frac{1}{r^d} \partial_r [r^d \partial_r f] - \frac{\lambda_1 f}{r^2 H} - \frac{\lambda_1 \omega^2 g}{r^2 H} = 0. \quad (D.15)$$

The system of coupled ODEs for functions $(f, g)$ is governed by a single second order differential equation for $F \equiv f'$:

$$\partial_r \left[ \frac{H}{r^{d-2}} \partial_r [r^d F] \right] - \lambda_1 F + \frac{\omega^2 r^2}{H} F = 0, \quad f' = F, \quad g' = -\frac{r^2}{\lambda_1 H} F. \quad (D.16)$$

We used the labels “magnetic” and “electric” to distinguish between polarizations (D.12) and (D.15), as well as between their counterparts discussed in the rest of the paper. The names originate from the fact that in the static ($\omega = 0$) limit, the systems (D.12) and (D.15) describe pure magnetic and pure electric fields. Of course, the wave with $\omega \neq 0$ has both.

Let us briefly discuss the structure of functions $(Y, Y_i)$. Although scalar and vector spherical harmonics are well–known, to count polarizations and to connect with discussion of the rotating black holes, it is convenient to use an explicit representation of $(Y, Y_i)$ in terms of symmetric polynomials. We begin with observing that the spherical harmonics appearing in the systems (D.12) and (D.15), as well as the separation constants ($\lambda_1, \lambda_3$), cannot depend on the values of $\omega$ and $M$, so to construct these functions one can look at static problems in flat space (i.e., set $\omega = M = 0$). As usual, the spherical harmonics can be constructed using either the fields decaying at infinity or configurations regular at the origin, and we choose the second option. Introducing Cartesian coordinates $y_a = r f_a(x)$ in flat space, we can expand the gauge fields (D.12) and (D.15) in the Taylor series near the origin:

$$A^{(el)} = dt \sum_{p=0}^{\infty} A^{(p)}_{a_1 \ldots a_p} y_{a_1} \ldots y_{a_p}, \quad A^{(mgn)} = \sum_{p=0}^{\infty} dy^a B^{(p)}_{a:a_1 \ldots a_p} y_{a_1} \ldots y_{a_p}. \quad (D.17)$$

To avoid the $A^{(mgn)}$ component, coefficients $B^{(p)}_{a:a_1 \ldots a_p}$ must satisfy a constraint

$$B^{(p)}_{a:a_1 \ldots a_p} y_a y_{a_1} \ldots y_{a_p} = 0. \quad (D.18)$$

Each $A^{(p)}$ and $B^{(p)}$ leads to separation between the sphere and $r$ coordinate, and parameters ($\lambda_1, \lambda_3$) can be found by substituting the appropriate $f$ and $g$ in the radial equation:

$$Y^{(p)} = \frac{1}{r^p} A^{(p)}_{a_1 \ldots a_p} y_{a_1} \ldots y_{a_p}, \quad f = r^p, \quad \lambda_1 = p(p + d - 1),$$

$$Y^{(p)}_i = \frac{1}{r^p} B^{(p)}_{i:a_1 \ldots a_p} y_{a_1} \ldots y_{a_p}, \quad g = r^{p+1}, \quad \lambda_3 = (p + 1)(p + d - 2). \quad (D.19)$$
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Maxwell’s equations for potentials (D.17) in flat space impose certain restrictions on coefficients $A^{(p)}$ and $B^{(p)}$, for example, the full solution in the electric case is

$$\lambda_1 = p(p + d - 1), \quad Y^{(p)} = \frac{1}{r^p} A^{(p)}_{a_1 \ldots a_p} y_{a_1} \cdots y_{a_p}, \quad \delta^{ab} A^{(p)}_{a_0 a_2 \ldots a_p} = 0 \quad (D.20)$$

This system describes a single electric polarization. The magnetic case is governed by the system

$$B^{(p)}_b = B^{(p)}_{b a_1 \ldots a_p} y_{a_1} \cdots y_{a_p}, \quad Y^{(p)}_i = B^{(p)}_{i a_1 \ldots a_p}, \quad B^{(p)}_a y_a = 0, \quad \partial_a B^{(p)}_a = 0, \quad \partial_a \partial_a B^{(p)}_b = 0. \quad (D.21)$$

The corresponding eigenvalue is $\lambda_3 = (p + 1)(p + d - 2)$. Although index $b$ in $B^{(p)}_b$ takes $D - 1 = d + 1$ values, the constraints $B^{(p)}_a y_a = 0$ and $\partial_a B^{(p)}_a = 0$ ensure that there are only $D - 3$ independent magnetic polarizations, as expected for the electromagnetic field.

To summarize, in this appendix we have demonstrated that separable solutions of Maxwell’s equations in the Schwarzschild–Tangherlini geometry must reduce to one of the two systems, (D.12) or (D.15). The second option describes one electric polarization, and the corresponding spherical harmonics can be constructed in terms of symmetric polynomials as in (D.20). The “magnetic” option (D.12) describes $d - 1$ polarizations with spherical harmonics given by (D.21). In section 5.4 these results are compared with separation of variables in Maxwell’s equations in the background of rotating black holes.

### E Separation of variables in the Myers–Perry geometry

The main result of this article is separation of variables in the Maxwell’s equations in the background of the Myers–Perry black hole, and in this appendix we will present some details of the calculations leading to the final answers (5.12)–(5.13) and (5.17)–(5.20). Since the “master equations” (5.12) and (5.18) cover massless scalars along with electromagnetism, it is instructive to look at the wave equation first. We will do this in section E.1 before focusing on electromagnetic field in sections E.2 and E.3.

#### E.1 Wave equation

As discussed in section 3 the frames associated with the Myers–Perry black holes have very different structures in even and odd dimensions. Thus it is convenient to discuss these two cases separately.

In even dimensions the Myers–Perry black hole is described by the metric (3.1), and the corresponding frames are given by (3.14). Then, as discussed in section 3.2 the wave
The equation can be written as (3.28):

\[
\sqrt{\prod_i d_i} \partial_\mu [\tilde{g}_i^{\mu\nu} \partial_\nu \Psi] + \sum_i \frac{FR \sqrt{\prod_k d_k}}{d_i (r^2 + x_i^2)} \partial_\mu [\tilde{g}_i^{\mu\nu} \partial_\nu \Psi] = 0, \tag{E.1}
\]

where the individual pieces of the inverse metric are defined by (3.27):

\[
\tilde{g}_r^{\mu\nu} \partial_\nu \partial_\rho = \left[ R-M r \right] \partial_r^2 - \frac{R^2}{R-M r} \left[ \partial_t - \sum_k \frac{a_k}{a_k^2 + r^2} \partial_{\phi k} \right]^2,
\]

\[
\tilde{g}_i^{\mu\nu} \partial_\nu \partial_\rho = H_i \partial_{x_i} \partial_{x_i} + H_i \left[ \partial_t - \sum_k \frac{a_k}{a_k^2 - x_i^2} \partial_{\phi k} \right]^2. \tag{E.2}
\]

A separable ansatz for function \( \Psi \),

\[
\Psi = E \Phi(r) \prod_i X_i(x_i), \quad E = e^{i \omega t + i \sum m_i \phi_i}, \tag{E.3}
\]

leads to ordinary differential equations for functions \( (X_i, \Phi) \), and the goal of this appendix is to find such ODEs and to identify the separation constants.

We begin with observing that \( \sqrt{\prod_i d_i} \) is a polynomial of degree \( n-1 \) in all \( (x_k)^2 \), and \( \frac{FR \sqrt{\prod_k d_k}}{d_i (r^2 + x_i^2)} \) is a polynomial of degree \( n-1 \) in \( r^2 \) and in all \( (x_k)^2 \) with the exception of \( k = i \). Then consistency of equation (E.1) implies a system of ODEs

\[
\partial_\mu [\tilde{g}_r^{\mu\nu} \partial_\nu (E \Phi)] = P_{n-1}^{(0)} (r^2) E \Phi, \quad \partial_\mu [\tilde{g}_i^{\mu\nu} \partial_\nu (E X_j)] = P_{n-1}^{(j)} (-x_j^2) E \Phi, \tag{E.4}
\]

where \( P_{n-1}^{(k)} \) are arbitrary polynomials of degree \( n-1 \). We will now demonstrate that all \( n \) functions \( P_{n-1}^{(k)}[y] \) must be the same.

Using relations (E.4) to remove derivatives from the wave equation (E.1), we find a very stringent constraint on the polynomials:

\[
\frac{P_{n-1}^{(0)}[r^2]}{\prod (r^2 + x_k^2)} - \sum_j \frac{P_{n-1}^{(j)}[-x_j^2]}{(r^2 + x_j^2) \prod (x_k^2 - x_j^2)} = 0. \tag{E.5}
\]

To make this expression more symmetric, we introduce \( x_0 = ir \). Then the wave equation becomes

\[
S = 0, \quad S \equiv \sum_{j=0}^n \frac{P_{n-1}^{(j)}[-x_j^2]}{\prod_{k \neq j} (x_k^2 - x_j^2)}. \tag{E.6}
\]
The restrictions on $P^{(j)}_{n-1}$ come from studying the analytical structure of the meromorphic function $S$. As $x_i$ approaches $x_{i+1}$, only two terms in the sum become singular ($j = i, i+1$), and the singularities must cancel. Computing the residue at the pole $\frac{1}{x_i - x_{i+1}}$, we conclude that the two adjacent polynomials must be identical.

$P^{(i+1)}_{n-1}[-x_i^2] = P^{(i)}_{n-1}[-x_i^2]$.

Since this relation must hold for all values of $i$, all polynomials $P^{(i+1)}_{n-1}$ are completely determined by $P_{n-1} \equiv P^{(0)}_{n-1}$, i.e.,

$P^{(j)}_{n-1}[-x_j^2] \equiv P_{n-1}[-x_j^2]$.

To summarize, we have demonstrated that equation (E.6) implies the relation (E.7), and now we will show that relation (E.7) is also a sufficient condition guaranteeing (E.6). In other words, there are no restrictions on coefficients of $P_{n-1}$.

Using relation (E.7), function $S$ defined in equation (E.6) can be rewritten as

$S = \sum_{j=0}^{n} \frac{P_{n-1}[-x_j^2]}{\prod (x_k^2 - x_j^2)}$. (E.8)

Clearly $S[x_0]$ is a meromorphic function with potential poles at $x_0 = \pm x_j$. Evaluating the residues, we conclude that $S[x_0]$ is regular everywhere in the complex plane and it approaches zero as $x_0$ goes to infinity. The only analytic function with such properties is $S = 0$, so the wave equation is trivially satisfied for any polynomial $P_{n-1}$. A more explicit form of equations (E.4) is given by (3.32).

In the odd–dimensional case the logic is very similar, although the result is somewhat different. Starting from the metric (3.21) and frames (3.22), we arrive at the counterpart of equation (E.1):

$\sqrt{\prod_i d_i \partial_r [\frac{1}{r} \tilde{g}_{\mu\nu} \partial_r \Psi]} + \sum_i \frac{FR\sqrt{\prod_k d_k}}{x_i d(r^2 + x_i^2)} \partial_i [x_i \tilde{g}_{\mu\nu} \partial_r \Psi] + \frac{\sqrt{\prod_i d_i}}{r^2 \prod x_i^2} \tilde{g}_{\mu\nu} \partial_\mu \partial_\nu = 0$. (E.9)

We used the expansion (3.33) for inverse metric as well as the expression (3.34) for the determinant. We will also need more explicit expressions for the components of the reduced metric:

$g^{\mu\nu} \partial_\mu \partial_\nu = \frac{1}{FR} \tilde{g}_{\mu\nu} \partial_\mu \partial_\nu + \sum_i \frac{1}{d_i (r^2 + x_i^2)} \tilde{g}_{i}^{\mu\nu} \partial_\mu \partial_\nu + \frac{1}{r^2 \prod x_i^2} \tilde{g}_{\mu\nu} \partial_\mu \partial_\nu$,

$\tilde{g}_{\mu\nu} \partial_\mu \partial_\nu = [R - Mr^2] \partial_r^2 + \frac{R^2}{R - Mr^2} \left[ \omega - \sum_k \frac{m_k a_k}{r^2 + a_k^2} \right]^2$,

$\tilde{g}_{i}^{\mu\nu} \partial_\mu \partial_\nu = \frac{H_i}{x_i^2} [\partial_{x_i}]^2 - \frac{H_i}{x_i^2} \left[ \omega - \sum_k \frac{a_k m_k}{a_k^2 - x_i^2} \right]^2$, $\tilde{g}_{\psi}^{\mu\nu} \partial_\mu \partial_\nu = - \prod a_i \left[ \omega - \sum_k \frac{m_k}{a_k} \right]^2$. (E.10)
Here we assumed that all differential operators act on a function that has the form (E.3). The counterparts of equations (E.4) are

\[
\begin{align*}
& r \frac{d}{dr} \left[ \frac{R - Mr^2}{r} \frac{d\Phi}{dr} \right] + \frac{R^2}{R - Mr^2} \left[ \omega - \sum_k \frac{a_k n_k}{r^2 + a_k^2} \right]^2 \Phi = P_n^{(0)}[r^2] \Phi, \\
& x_i \frac{d}{dx_i} \left[ H_i \frac{dX_i}{dx_i} \right] - H_i \left[ \omega - \sum_k \frac{a_k n_k}{a_k^2 - x_i^2} \right]^2 X_i = -P_n^{(i)}[-x_i^2] X_i, \\
& (E.11)
\end{align*}
\]

Substitution into the wave equation leads to an algebraic relation

\[
\begin{align*}
& \frac{P_{n-1}^{(0)}[r^2]}{FR} + \frac{P_{n-1}^{(i)}[-x_i^2]}{x_i^2 d_i (r^2 + x_i^2)} - \frac{B}{r^2 \prod x_k^2} = 0, \quad B \equiv \left[ \prod a_i \right]^2 \left[ \omega - \sum_k \frac{n_k}{a_k} \right]^2. \\
& (E.12)
\end{align*}
\]

As before, introducing \( x_0 = ir \), we find

\[
S = 0, \quad S \equiv \sum_{j=0}^n \frac{P_n^{(j)}[-x_j^2]}{x_j^2 \prod_{k \neq j} (x_k^2 - x_j^2)} - \frac{B^2}{\prod x_k^2}. \\
(E.12)
\]

The pole structure of \( S \) ensures that all polynomials \( P_{n-1}^{(j)} \) are the same:

\[
P_n^{(j)}[-x_j^2] = P_n[-x_j^2]. \quad (E.13)
\]

The last remaining limit, \( x_j \to 0 \) implies that

\[
P_n[0] = B^2 = \left[ \prod a_i \right]^2 \left[ \omega - \sum_k \frac{n_k}{a_k} \right]^2. \quad (E.14)
\]

Once the relations (E.13) and (E.14) are imposed, equation \( S = 0 \) becomes an identity.

### E.2 Maxwell’s equations in even dimensions

In this and next subsections we will discuss separation of variables in Maxwell’s equations. To avoid cumbersome formulas, we will focus on configurations which don’t depend on the cyclic coordinates \( (t, \phi_i) \), although the final results \( (5.4) - (5.9) \) and \( (5.17) - (5.20) \) work in the general case. Due to significant differences between the even– and odd–dimensional cases, these situations will be analyzed separately, and in this subsection we will focus on even dimensions.

In even dimensions we impose the ansatze \( (5.4), (5.9) \) inspired by the gauge potentials \( (2.60) \) in the Kerr geometry, and in the absence of \( (t, \phi_i) \)–dependence, the electric polarization of \( A_\mu \) is determined by the following projections:

\[
[m_\pm^{(j)}]^{\mu} A_\mu^{(el)} = \pm i x_j \hat{m}_\pm^{(j)} \Psi, \quad \ell_\pm A_\mu^{(el)} = \pm r \hat{l}_\pm \Psi, \quad (E.15)
\]
where

\[ \Psi = \Phi(r) \prod X_i(x_i). \]

The expressions for \((m_{\pm}^{(j)}, l_{\pm})\) are given by \((5.1)\). Note that since differential operators \(\dot{m}_{\pm}^{(j)}\) and \(\dot{l}_{\pm}\) act on functions of \((r, x_i)\), the ansatz \((E.15)\) guarantees that the nontrivial components of the gauge can point only along cyclic directions:

\[ A = A_0 dt + \sum A_{\phi_i} d\phi_i. \]

In the absence of \((t, \phi_i)\)-dependence it is convenient to introduce real frames \((\hat{e}^{(j)}, \hat{f}^{(j)})\) instead of the complex objects \((m_{\pm}^{(j)}, l_{\pm})\):

\[ m_{\pm}^{(j)} = \hat{e}^{(j)} \pm i \hat{f}^{(j)}, \quad \hat{l}_{\pm} = \hat{e}^{(0)} \pm \hat{f}^{(0)}. \]  \((E.16)\)

In particular, index \(\mu\) in the frames \(\hat{f}^{(j)}\) can point only along cyclic directions. In terms of the real frames, the ansatz \((E.15)\) becomes

\[ f_{\mu}^{(j)} A_{(el)}^\mu = x_j \hat{e}^{(j)} \Psi, \quad f_{\mu}^{(0)} A_{(el)}^\mu = r \hat{e}^{(0)} \Psi. \]  \((E.17)\)

The arguments presented below will be applicable to the magnetic case as well, and to put the two polarizations on the same footing, we write the last set of relations as

\[ f_{\mu}^{(j)} A_{(el)}^\mu = S_j \hat{e}^{(j)} \Psi, \quad f_{\mu}^{(0)} A_{(el)}^\mu = S_r \hat{e}^{(0)} \Psi, \quad S_j = x_j, \quad S_r = r. \]  \((E.18)\)

Next we define the nontrivial components of Maxwell’s equations:

\[ \mathcal{M}_C = \frac{1}{\sqrt{-g}} f_{C}^{\lambda} g_{\mu \lambda} \partial_\lambda [\sqrt{-g} g^{AB} f_{A}^{\mu} f_{B}^{\nu} g^{ij} \partial_j A_\nu] = f_{C}^{\lambda} g_{\mu \lambda} \mathcal{M}^\mu. \]  \((E.19)\)

Direct evaluation for the configuration \((E.18)\) gives

\[ \mathcal{M}_C = \frac{\sqrt{H_C}}{x_C} \left[ \sum_{i} \frac{x_C^2 - x_i^2}{q_i} \frac{x_i}{S_i} \left\{ \partial_C \frac{x_C x_i}{x_C^2 - x_i^2} \right\} \partial_i \left\{ \frac{H_i S_i}{x_i} \partial_i \right\} \right. \]

\[ + \frac{r^2 + x_C^2}{FR} \frac{r}{S_r} \left\{ \partial_r \frac{x_C x_i}{r^2 + x_C^2} \right\} \partial_r \left\{ \frac{R M S_r}{r} \partial_r \right\} + \partial_C \left\{ \frac{x_C^2}{q_C} \partial_C [\frac{H_C S_C}{x_C} - \partial_C] \right\} \right\} \Psi, \]  \((E.20)\)

\[ \mathcal{M}_0 = \frac{\sqrt{R}}{r} \left[ \sum_{i} \frac{r^2 + x_i^2}{q_i} \frac{x_i}{S_i} \left\{ \partial_r \frac{x_i S_r}{r^2 + x_i^2} \right\} \partial_r \left\{ \frac{H_i S_i}{x_i} \partial_r \right\} + \partial_r \left\{ \frac{r^2}{FR} \partial_r [\frac{\Delta S_r}{r} \partial_r] \right\} \right\} \Psi. \]

Here

\[ q_i = (r^2 + x_i^2) d_i = (r^2 + x_i^2) \prod (x_k^2 - x_i^2), \quad \Delta \equiv R - M r. \]  \((E.21)\)
Before analyzing the system (E.20), we observe that a similar set of equations emerges from the magnetic ansatz

\[ m^\mu_\pm A_\mu = \mp \frac{i}{x_j} \hat{m}_\pm \Psi, \quad l^\mu_\pm A_\mu = \pm \frac{1}{r} \hat{l}_\pm \Psi. \quad (E.22) \]

A counterpart of (E.18) for this case is

\[ \hat{f}^{(j)} A^\mu = -S_j \hat{c}^{(j)} \Psi, \quad \hat{f}^{(0)} A^\mu = -S_r \hat{c}^{(0)} \Psi, \quad S_j = \frac{x_j}{x}, \quad S_r = -\frac{1}{r}, \quad (E.23) \]

and Maxwell’s equations still reduce to (E.20), although with different functions \( S_j, S_r \).

Note for genetic factors \( S_j, S_r \) the Maxwell’s equations are much more complicated than (E.20) and they don’t admit separation of variables.

Let us now discuss the system (E.20) and demonstrate that it is satisfied for the ansatz (E.16), as long as \( \Phi \) and \( X_j \) obey certain ordinary differential equations. Note that equations (E.20) contain third derivatives of some functions, while we expect to have second order ODEs. Motivated by separation of the wave equation discussed in section 3.2, we impose equations

\[ \partial_i \left\{ \frac{H_i S_i x_i}{x^3} \partial_i X_i \right\} = \frac{S_i}{x^3} \left[ \prod_{i \neq C} \left\{ \frac{x^2}{q_i} - x_i^2 \right\} \sum_{k \neq C} \lambda_k x_i^{2k} \right] \Phi = \frac{1}{r^2} \left[ \sum_{k} \lambda_k (ix)^{2k} \right] \Phi, \quad (E.24) \]

where \( \lambda_k \) are arbitrary constants. Substituting relations (E.24) into equations (E.20) and focusing on the coefficient in front of \( \lambda_k \), we find

\[ \mathcal{M}_C \bigg|_{\lambda_k} = \sqrt{\frac{H_i S_i x_i}{x^3}} \left[ \sum_{i'} \frac{x_i^2 - x_i^2}{q_i} \left( \partial_{C} \frac{S_C x_C}{x^2 - x_i^2} \right) \frac{x_i^{2k}}{x_i^{2k}} \right. \]
\[ \left. + \frac{r^2 + x_i^2 (ix)^{2k}}{FR} \left\{ \partial_{C} \frac{S_C x_C}{r^2 + x^2 C} \right\} + \partial_{C} \left\{ \frac{S_C}{x_C q_C} x_i^{2k} \right\} \right] \Psi \quad (E.25) \]

We used the \( x_C \)-independence of the ratios (see definitions (3.16) and (E.21))

\[ \frac{x_i^2 - x_i^2}{q_i}, \quad \frac{r^2 + x_i^2}{FR}. \quad (E.26) \]

To demonstrate that the right–hand side of (E.25) vanishes, it is sufficient to show the square bracket appearing in the last line is equal to zero. Using the definition of \( q_i \), we find

\[ \left[ \sum_{i} \frac{x_i^{2k-2}}{q_i} - \frac{(ix)^{2k-2}}{FR} \right] = \sum_{j} \frac{x_j^{2k-2}}{(r^2 + x_j^2) \prod'(x_j^2 - x_i^2)} - \frac{(ix)^{2k-2}}{\prod(r^2 + x_j^2)}. \quad (E.27) \]
The right–hand side of the last expression vanishes, as a special case of equation (E.5), then we conclude that

\[ \mathcal{M}_C = \sum_k \mathcal{M}_C \mid_{\lambda_k} \lambda_k = 0. \]  

(E.28)

The relation \( \mathcal{M}_0 = 0 \) for the remaining component of (E.20) can be verified in the same way.

E.3 Maxwell’s equations in odd dimensions

In odd dimensions, equations for the electric and magnetic polarizations are very different, so they have to be discussed separately. In the absence of \((t, \phi_i)\)–dependence, the ansatz for the electric polarization of the gauge field is

\[ m_\pm \mu A_\mu = \pm i x_j \hat{m}_\pm \Psi, \quad l_\pm \mu A_\mu = \pm r \hat{l}_\pm \Psi, \quad n_\mu A_\mu = 0. \]  

(E.29)

Introducing the frames \((e^{(j)}, f^{(j)})\) defined in (E.16), we find

\[ f^{(j)} \mu A_\mu = x_j \hat{e}^{(j)} \Psi, \quad f^{(0)} \mu A_\mu = r \hat{e}^{(0)} \Psi, \quad n_\mu A_\mu = 0. \]  

(E.30)

As before, the gauge field has only cyclic components, so \( e^{(j)} \mu A_\mu = 0 \). Substitution of the ansatz into Maxwell’s equations (E.19) leads to a counterpart of (E.20).  

\[ \mathcal{M}_C = -\sqrt{H_C \over x_C} \left[ \sum_{i \neq C} x_C^2 - x_i^2 \right] \partial_i \left\{ \frac{H_i}{x_i} \partial_i \right\} + \frac{r^2 + x_C^2}{rFR} \partial_r \left\{ \Delta \partial_r \right\} \right] \Psi, \]  

(E.31)

\[ \mathcal{M}_0 = \frac{\sqrt{R}}{r} \left[ -\sum_i x_C^2 - x_i^2 \partial_i \left\{ \frac{H_i}{x_i} \partial_i \right\} + \frac{r^2}{rFR} \partial_r \left\{ \Delta \partial_r \right\} \right] \Psi. \]  

We also find a new component:

\[ n_\mu \mathcal{M}^\mu = 2 \left[ -\sum_j \frac{1}{x_j q_j} \partial_j \left\{ \frac{H_j}{x_j} \partial_j \right\} + \frac{1}{rFR} \partial_r \left\{ \Delta \partial_r \right\} \right] \Psi. \]  

(E.32)

Introducing a separable ansatz,

\[ \Psi = \Phi(r) \prod X_j(x_j), \]  

(E.33)

\[ \text{Expression for } q_i \text{ is still given by (E.21), but now } \Delta = R - Mr^2. \text{ Functions } (H_i, F, R) \text{ are defined by (3.15), (3.23).} \]
we find that equation $n_\mu \mathcal{M}^\mu = 0$ is inconsistent unless functions $(\Phi, X_j)$ satisfy a system of ODEs

\[
\frac{1}{x_j} \partial_j \left\{ \frac{H_j}{x_j} \partial_j X_j \right\} = P_{n-1}^{(j)}[-x_j^2]X_j, \quad \frac{1}{r} \partial_r \left\{ \frac{R_M}{r} \partial_r \right\} \Phi = P_{n-1}^{(0)}[r^2] \Phi, \quad \text{(E.34)}
\]

where $P_{n-1}^{(k)}$ are some polynomials of degree $n-1$. Substitution into (E.32) gives

\[
n_\mu \mathcal{M}^\mu = -2 \sum_{j=1}^{n-1} \frac{P_{n-1}^{(j)}[-x_j^2]}{q_j} - \frac{P_{n-1}^{(0)}[r^2]}{FR} = 0. \quad \text{(E.35)}
\]

To make the last expression more symmetric, we introduce a new coordinate $x_0 = ir$ and recall that

\[
q_i = (r^2 + x_i^2) \prod_{k \neq 0,i} (x_k^2 - x_i^2) = -\prod_{k \neq i} (x_k^2 - x_i^2),
\]

\[
FR = \prod_{k \neq 0} (r^2 + x_k^2) = \prod_{k \neq 0} (x_k^2 - x_0^2). \quad \text{(E.36)}
\]

Then equation (E.35) becomes

\[
-2 \sum_{j=0}^{n-1} \frac{P_{n-1}^{(j)}[-x_j^2]}{\prod_{k \neq j} (x_k^2 - x_i^2)} = 0. \quad \text{(E.37)}
\]

Analyzing the poles and residues of the last expression as in section E.2 (i.e., taking limits $x_j \to x_{j+1}$), we conclude that all polynomials $P_{n-1}^{(j)}$ must be the same. After this condition is imposed, the left hand side of (E.37) becomes a regular function in the complex $x_0$–plane that vanishes at infinity, so equation (E.37) is trivially satisfied.

Thus we have shown that application of the ansatz (E.33) to equation (E.32) leads to ODEs (E.34) with one independent polynomial $P_{n-1}$:

\[
\frac{1}{x_j} \partial_j \left\{ \frac{H_j}{x_j} \partial_j X_j \right\} = P_{n-1}[-x_j^2]X_j, \quad \frac{1}{r} \partial_r \left\{ \frac{R_M}{r} \partial_r \right\} \Phi = P_{n-1}[r^2] \Phi. \quad \text{(E.38)}
\]

Substitution of these equations into (E.31) gives

\[
\mathcal{M}_C = -\frac{\sqrt{H_C}}{x_C} \left[ \sum_{j \neq C} \frac{x_C^2 - x_j^2}{q_i} P_{n-1}[-x_i] \left\{ \partial_C \frac{x_C^2}{x_C^2 - x_i^2} \right\} \right. \\
- \frac{r^2 + x_C^2}{FR} P_{n-1}[r^2] \left\{ \partial_C \frac{x_C^2}{r^2 + x_C^2} \right\} + \partial_C \left\{ \frac{x_C^2}{q_C} P_{n-1}[-x_C^2] \right\} \Psi \\
= -\frac{\sqrt{H_C}}{x_C} \partial_C \left\{ x_C^2 \left[ \sum_{j \neq C} \frac{P_{n-1}[-x_i]}{q_i} - \frac{P_{n-1}[r^2]}{FR} + \frac{P_{n-1}[-x_C^2]}{q_C} \right] \Psi \right\}. \quad \text{(E.39)}
\]
To go to the last line we used the relations
\[
\partial_C x_C^2 - x_i^2 = 0, \quad \partial_C r^2 + x_C^2 = 0.
\tag{E.40}
\]
The expression in the square brackets of (E.39) is proportional to the right hand side of (E.35) (recall than \( P_{n+1}^{(1)}[y] = P_n^{(1)}[y] \)), so \( \mathcal{M}_C = 0 \). The remaining equation in (E.31), \( \mathcal{M}_0 = 0 \), is verified in a similar way.

To summarize, Maxwell’s equations for the electric polarization in odd dimensions work in the same way as the even–dimensional relations discussed in section E.2, and the new equation \( n_\mu \mathcal{M}^\mu = 0 \) makes the derivation even more straightforward since one no longer has to assume an existence of second order ODEs, such equations (E.38) are derived.

Let us now discuss the magnetic polarization. The ansatz for the gauge potential is
\[
m^\mu A_\mu = \pm \frac{i}{x_j} \hat{m}_\pm \Psi, \quad l^\mu A_\mu = \pm \frac{1}{r} \hat{l}_\pm \Psi, \quad n^\mu A_\mu = \lambda \Psi,
\tag{E.41}
\]
and in terms of the frames \((e^{(j)}, f^{(j)})\) defined in (E.16) it becomes
\[
\hat{f}^{(j)} A^\mu = -\frac{1}{x_j} e^{(j)} \hat{\Psi}, \quad \hat{f}^{(0)} A^\mu = \frac{1}{r} e^{(0)} \Psi, \quad n^\mu A_\mu = \lambda \Psi.
\tag{E.42}
\]
Substitution into the components of the Maxwell’s equations (E.19) leads to the magnetic counterparts of (E.31) and (E.32)
\[
\mathcal{M}_C = \frac{\sqrt{H_C}}{r} \left\{ \sum_{i \neq C} x_C^2 - x_i^2 \right\} \left\{ \partial_C \left( \frac{1}{x_C^2 - x_i^2} \right) \right\} \partial_i \left\{ \frac{H_i}{x_i^3} x_i \right\} + 2 \lambda x_C^2 \prod_{k \neq C} a_k^2 \partial_C \left( \frac{1}{x_C^2} \right), \\
- \frac{r^2 + x_C^2}{r FR} \right\} \partial_r \left\{ \frac{R_M}{r^3} \partial_r \right\} + \partial_C \left\{ \frac{x_C}{qc} \partial_C \left[ \frac{H_C}{x_C^2} \partial_C \right] \right\} \Psi, \\
\mathcal{M}_0 = \frac{\sqrt{R}}{r} \left[ - \sum_i \left( \frac{r^2 + x_i^2}{x_i q_i} \right) \partial_i \left\{ \frac{1}{r^2 + x_i^2} \right\} \right] \partial_r \left\{ \frac{H_i}{x_i^3} x_i \right\} + \partial_r \left\{ \frac{r}{FR} \partial_r \left[ \frac{R_M}{r^3} \partial_r \right] \right\} \\
+ 2 \lambda \prod_{k \neq C} a_k^2 \partial_r \frac{1}{r^2} \right\} \Psi,
\tag{E.43}
\]
\[
n_\mu \mathcal{M}^\mu = \left[ \sum_j \frac{2 - \lambda x_j^2}{x_j q_j} \partial_j \left\{ \frac{H_j}{x_j^3} \partial_j \right\} + \frac{2}{r FR} \partial_r \left\{ \frac{R_M}{r^3} \partial_r \right\} - \frac{4 \lambda x_j^2}{r^2 \prod_{k \neq j} a_k^2} \right] \left[ \frac{1}{x_j^2} - \frac{1}{r^2} \right] \Psi.
\]
As in the electric case, we begin solving this system by looking at equation \( n_\mu \mathcal{M}^\mu = 0 \). Consistency of this relation for the ansatz (E.33) leads to a system of ODEs:
\[
\frac{1}{x_j} \partial_j \left\{ \frac{H_j}{x_j^3} \partial_j X_j \right\} = \frac{Q^{(j)}[-x_j^2]}{x_j^3} X_j, \quad \frac{1}{r} \partial_r \left\{ \frac{R_M}{r^3} \partial_r \right\} \Phi = -\frac{Q^{(0)}[r^2]}{r^4} \Phi
\tag{E.44}
\]
with some undetermined polynomials $Q^{(k)}$. Introducing $x_0 \equiv r$ and using the identities (E.36), we find

$$n_\mu \mathcal{M}^\mu = \left[ -\sum_{j=0}^{n-1} \frac{(2 - \lambda x_j^2)Q^{(j)}[-x_0^2]}{x_j^2 \prod_{k \neq j}(x_k^2 - x_j^2)} + 4\lambda \prod \frac{a_i^2}{x_k^2} \sum_{j=0}^{n-1} \frac{1}{x_j^2} \right] \Psi. \quad \text{(E.45)}$$

As before, the analysis of poles and residues at $x_j = x_{j+1}$ leads to the conclusion that equation $n_\mu \mathcal{M}^\mu = 0$ can be satisfied only if all functions $Q^{(j)}$ are the same:

$$Q^{(j)}[y] = Q[y].$$

Focusing on such configurations and looking at the right–hand side of (E.45) in the vicinity of $x_0 = 0$, we find

$$n_\mu \mathcal{M}^\mu \sim \left[ -\frac{(2 - \lambda x_0^2)Q[-x_0^2]}{\prod_{k \neq 0} x_k^2} + 4\lambda \prod \frac{1}{x_0^2} + \sum_{j=1}^{n-1} \frac{1}{x_j^2 x_0^2} \right] + \text{regular} \right] \Psi. \quad \text{(E.46)}$$

To avoid singularities in the right–hand side of the last expression, we must requite

$$Q[y] = \lambda(2 - \lambda y) \prod a_i^2 + y^2 P_{n-2}[y],$$

where $P_{n-2}$ is an arbitrary polynomial of degree $n - 2$. With such function $Q$, the right–hand side of (E.45) is a regular function in the complex $x_0$–plane, and it vanishes at infinity, then $n_\mu \mathcal{M}^\mu = 0$.

Substituting relations (E.44) into the first expression in (E.43), we find

$$\mathcal{M}_C = \frac{\sqrt{H_C}}{x_C} \partial_C \left\{ \sum_{i \neq C} \frac{Q[-x_i^2]}{q_i x_i^2} - \frac{2\lambda}{r^2} \prod \frac{a_i^2}{x_k^2} + \frac{Q[r^2]}{R r^2} + \frac{Q[-x_C^2]}{x_C^2 q_C} \right\}. \quad \text{(E.47)}$$

Introducing $x_0 = ir$, we can rewrite the last expression in a more symmetric form,

$$\mathcal{M}_C = \frac{\sqrt{H_C}}{x_C} \partial_C \left\{ \left[ -\sum_{i=0}^{n-1} \frac{Q[-x_i^2]}{x_i^2 \prod_{k \neq i}(x_k^2 - x_i^2)} + 2\lambda \prod \frac{a_i^2}{x_k^2} \right] \Psi \right\}. \quad \text{(E.48)}$$

The expression in the square brackets is a meromorphic function of $x_0$, which has no poles, and which vanishes at infinity. Then the square bracket must vanish, and $\mathcal{M}_C = 0$. Equation $\mathcal{M}_0 = 0$ is verified in the same way.

To summarize, in this appendix we have demonstrated that the ansatze (5.4), (5.9), and (5.17) lead to separable solutions for function $\Psi$, and the resulting ODEs are given by (5.12)–(5.13) in even, and by (5.18)–(5.20) in odd dimensions. Although we focused on configurations without dependence on cyclic coordinates, the general case can be verified in the same way. The relevant calculations were performed using Mathematica, but we did not present the intermediate expressions due to their complexity. The final results are given by equations (5.12)–(5.13) and (5.18)–(5.20).
F Reduction to static configurations

In this appendix we will take the static limit of the solutions discussed in section 5 and demonstrate that the resulting configurations reproduce \((D - 3)\) magnetic polarizations in the Schwarzschild–Tangherlini geometry, which were reviewed in the Appendix D. The results derived here are summarized in section 5.4, which also discusses the electric polarization. To avoid unnecessary complications, we focus on solutions with \(\omega = m_i = 0\), although similar arguments are applicable in the general case.

The static limit of the Myers–Perry geometry (3.1), (3.14)\textsuperscript{50} is obtained by performing a rescaling

\[
a_i = \lambda b_i, \quad x_i = \lambda y_i, \tag{F.1}
\]

and sending \(\lambda\) to zero, while keeping \(b_i\) and \(y_i\) fixed. The resulting metric describes the Schwarzschild–Tangherlini geometry, but the sphere \(S^{D - 2}\) is written in unusual variables, which are inherited from ellipsoidal coordinates. As discussed in section 5.4, this unusual parameterization does not affect the analysis of the electric polarization, and the static limit \(\lambda \to 0\) of the system (5.4) reproduces the relevant equations for the Schwarzschild–Tangherlini geometry. The situation with magnetic polarization is more interesting: an ambiguity in taking the static limit allows one to recover all \((D - 3)\) polarizations from a single system (5.9), and this appendix is dedicated to the detailed analysis of this phenomenon.

The magnetic polarizations for the static geometry are obtained by applying the rescaling (F.1) to the ansatz (5.9) and sending \(\lambda\) to zero. To arrive at a well-defined limit, we also have to multiply all components of the gauge field by \(\lambda\) and rescale the parameter \(\mu\) as

\[
\mu = \lambda \nu. \tag{F.2}
\]

This leads to the final result

\[
y^\mu_{\pm} A^{{(mgn)}\mu} = 0, \quad [\tilde{m}^{(j)}_{\pm}]^\mu A^{{(mgn)}\mu} = \mp \frac{i}{y_j \pm \nu} \tilde{m}^{(j)} \Psi, \tag{F.3}
\]

where frames \([\tilde{m}^{(j)}_{\pm}]^\mu\) are defined by (5.28). As expected, the gauge field (F.3) has vanishing radial and temporal components:

\[
A^{{(mgn)}\mu}_t = A^{{(mgn)}\mu}_r = 0. \tag{F.4}
\]

The remaining components of the gauge field can be naturally separated into the cyclic and non–cyclic projections, and the relevant parts of the equation (F.3) give

\[
A^{{(mgn)}\mu}_{y_j} = \frac{i \nu}{y_j^2 - \nu^2} \partial_{y_j} \Psi, \quad \sum_k \frac{b_k}{b_k^2 - y_j^2} A^{{(mgn)}\mu}_{\phi_k} = \frac{y_j}{y_j^2 - \nu^2} \partial_{y_j} \Psi. \tag{F.5}
\]

\textsuperscript{50}In this appendix we are focusing on \(D = 2n + 2\) dimensions, and the odd–dimensional case can be treated in a similar way.
The rest of this appendix is dedicated to the analysis of the field (F.5), so to avoid unnecessary clutter, we will suppress the label (mgn).

To proceed, we need to establish the relation between variables $y_j$ and the standard spherical coordinates. The ellipsoidal coordinates $x_j$ are defined by equation (3.17),

$$ (b_i \mu_i)^2 = \frac{1}{\prod (b_i^2 - b_k^2)} \prod (b_i^2 - y_k^2), \quad (F.6) $$

while the spherical coordinates $\xi_k$ are given by

$$ \mu_1 = \xi_1 \sqrt{1 - \xi_2^2}, \quad \mu_2 = \xi_1 \xi_2 \sqrt{1 - \xi_3^2}, \ldots \quad (F.7) $$

To obtain the last relation from equation (F.6), we write

$$ y_k^2 = b_i^2 - (b_k^2 - b_{k-1}^2) \xi_k^2, \quad b_0 \equiv 0, \quad (F.8) $$

and take limits in the following order:

$$ b_n \to b_{n-1}, \quad b_{n-1} \to b_{n-2}, \ldots \quad b_2 \to b_1 \equiv b. \quad (F.9) $$

To see that this limit gives the desired result, we first rewrite (F.6) as

$$ (b_i \mu_i)^2 = \frac{1}{\prod (b_i^2 - b_k^2)} \prod \left[ b_i^2 - b_k^2 + (b_k^2 - b_{k-1}^2) \xi_k^2 \right], \quad (F.10) $$

and then take the limit (F.9) in the following ratios:

$$ k > i + 1 : \quad \frac{b_i^2 - b_k^2 + (b_k^2 - b_{k-1}^2) \xi_k^2}{b_i^2 - b_k^2} \to \frac{b_i^2 - b_k^2}{b_i^2 - b_{k-1}^2} = 1, $$

$$ k = i + 1 : \quad \frac{b_i^2 - b_k^2 + (b_k^2 - b_i^2) \xi_k^2}{b_i^2 - b_k^2} \to (1 - \xi_{i+1}^2), $$

$$ k = i : \quad \frac{(b_k^2 - b_{k-1}^2) \xi_k^2}{b_i^2 - b_k^2} \to \xi_k^2, \quad (F.11) $$

$$ 1 < k < i : \quad \frac{b_i^2 - b_k^2 + (b_k^2 - b_{k-1}^2) \xi_k^2}{b_i^2 - b_{k-1}^2} \to \xi_k^2 $$

$$ k = 1 : \quad \frac{b_i^2 - b_1^2 (1 - \xi_1)^2}{b_i^2 - b_{k-1}^2} \to b_i^2 \xi_1^2. $$

The right-hand side of equation (F.10) is the product of the expressions (F.11), so the limit of (F.10) reproduces relations (F.7) for the spherical coordinates:

$$ (\mu_j)^2 = (1 - \xi_{j+1}^2) \prod_{k=1}^j (\xi_j)^2. \quad (F.12) $$

We can now take the limit (F.9) in the expressions (F.5) for the gauge field. It is convenient to analyze $A_y$ and $A_\phi$ separately.
\(\xi\)-components of the gauge field

We begin with discussing the \(y\)-components of (F.5):

\[
A_{\xi_j} = \frac{i\nu}{y_j^2 - \nu^2} \partial_{\xi_j} \Psi. \tag{F.13}
\]

Performing the change of variables (F.8), we find

\[
A_{\xi_j} = \frac{i\nu}{b_j^2 - (b_j^2 - b_{j-1}^2)\xi_j^2 - \nu^2} \partial_{\xi_j} \Psi. \tag{F.14}
\]

For \(\nu \neq b\), the limit (F.9) of this expression gives

\[
A_{\xi_j} = \frac{i\nu}{b_j^2 - \nu^2} \partial_{\xi_j} \Psi. \tag{F.15}
\]

To obtain the remaining \(\xi\)-polarizations, we have to send \(\nu\) to \(b\) at various rates consistent with the hierarchy (F.9). For example, setting \(\nu = \pm b_n\), we find that

\[
A_{\xi_j} \propto \frac{1}{b_j^2 - b_{j-1}^2}, \tag{F.16}
\]

so to have a well-defined limit, the gauge field must be rescaled:

\[
A_{\xi_j} = \frac{i\nu}{b_j^2} \left[ \frac{b_{n-1}^2 - b_n^2}{y_j^2 - b_n^2} \right] \partial_{\xi_j} \Psi \rightarrow \frac{i\nu}{b_j^2} N_{j,n} \partial_{\xi_j} \Psi, \quad N_{j,n} = \left\{ \begin{array}{ll} 0, & j \leq n - 1 \\ \frac{1}{\xi_n}, & j = n \end{array} \right. \tag{F.17}
\]

Such constant rescaling does not affect Maxwell’s equation due to their linearity.

To construct the polarizations with \(\nu = \pm b_c\) for \(c < n\), we again consider a rescaled gauge field

\[
A_{\xi_j} = \frac{i\nu}{b^2} \left[ \frac{b_c^2 - b_{c+1}^2}{y_j^2 - b_c^2} \right] \partial_{\xi_j} \Psi \tag{F.18}
\]

The expression in the square brackets will be encountered for the \(A_{\phi}\) polarizations as well, so it is convenient to introduce a special notation \(N_{j,c}\):

\[
N_{j,c} \equiv \lim_{b \to b_c} \frac{b_{c+1}^2 - b_c^2}{y_j^2 - b_c^2} = \lim_{b \to b_c} \frac{b_{c+1}^2 - b_c^2}{b_j^2 - (b_j^2 - b_{j-1}^2)\xi_j^2 - b_c^2} \tag{F.19}
\]

Here and below the symbol “lim” refers to the limit (F.9). Direct evaluation gives

\[
N_{j,c} = \left\{ \begin{array}{ll} 0, & j \leq c \\ \frac{1}{1 - \xi_{c+1}^2}, & j = c + 1 \\ 1, & j > c + 1 \end{array} \right. \tag{F.20}
\]
Although we focused on $\nu = \pm b_c$, it is clear that all values of $|\nu|$ that lie between $b_c$ and $b_{c+1}$ lead to solutions described by $N_{j,c}$, with a possible exception of $N_{c+1}$. Furthermore, $N_{j,n-1}$ is proportional to $N_{j,n}$ from (F.17), so we can keep only (F.15) and (F.19)–(F.20) with $c = \{1, \ldots, (n - 1)\}$.

To summarize, in the static limit (F.9), the $\xi$–components of the gauge field are described by (F.15) and additional $2(n - 1)$ polarizations:

$$\nu = \pm b_c : A_{\xi_j}^{(\pm),c} = \pm \frac{i}{b} N_{j,c} \partial_{\xi_j} \Psi. \tag{F.21}$$

Although $A_{\xi_j}^{(+),c} = -A_{\xi_j}^{(-),c}$, such simple relations do not persist for the other components of the gauge field, so polarizations $A_{\xi_j}^{(+),c}$ and $A_{\xi_j}^{(-),c}$ are linearly independent. We now turn to the discussion of the $\phi$–components of the gauge field.

$\phi$–components of the gauge field

Although the expressions for $A_{\phi_k}$ can be obtained by inverting the second set of equations in (E.5), the results are rather complicated. This problem can be traced to a more involved form of the frame components $[\tilde{m}_{\pm}^{(j)}]_\mu$ in comparison with $[\tilde{m}_{\pm}^{(j)}]_\mu$. This suggests that the expressions for $A_{\phi_k}$ could be more transparent, and the indices can be lowered after taking the limit (F.9). Recall that the relevant part of the metric is

$$ds^2_\phi = \nu^2 \sum \mu_j^2 d\phi_j^2$$

with $\mu_j$ given by (E.12).

To proceed, it is convenient to decompose $l_\pm$ and $\tilde{m}_{\pm}^{(j)}$ as in (E.16):

$$\tilde{m}_{\pm}^{(j)} = \tilde{e}^{(j)} \pm i \tilde{f}^{(j)}, \quad \hat{l}_\pm = \tilde{e}^{(0)} \pm \hat{f}^{(0)}, \tag{F.22}$$

and to write the $\lambda = 0$ limit of the metric (5.27) as

$$g^{\mu\nu} = \frac{1}{r^{2n}} \left[ e^{(0)\mu} e^{(0)\nu} - f^{(0)\mu} f^{(0)\nu} \right] + \sum_{j=1}^n \left[ e^{(j)\mu} e^{(j)\nu} + f^{(j)\mu} f^{(j)\nu} \right]. \tag{F.23}$$

Recall that, according to (5.28),

$$e^{(j)\mu} \partial_\mu = \frac{1}{r} \left[ \sqrt{\frac{H_j}{\lambda^2 d_j}} \right] \partial_{y_j} = \frac{1}{r} \left[ (b_j^2 - y_j^2) \prod_{k \neq j}^n \frac{a_k^2 - y_j^2}{y_k^2 - y_j^2} \right]^{1/2} \partial_{y_j},$$

$$f^{(j)\mu} \partial_\mu = -\frac{1}{r} \left[ (b_j^2 - y_j^2) \prod_{k \neq j}^n \frac{a_k^2 - y_j^2}{y_k^2 - y_j^2} \right]^{1/2} \sum_p \frac{b_p}{y_p^2 - y_j^2} \partial_{\phi_p}. \tag{F.24}$$

Specifically, $N_j \equiv \lim_{\nu \to -b_{c+1}^2} \frac{b_{c+1}^2 - \nu^2}{y_j^2 - \nu^2}$ for $\nu^2 = b_c^2 + \sigma(b_{c+1}^2 - b_c^2)$ reproduces $N_{j,c} = 0, 1$ from (F.20), but gives $N_{c+1} = \frac{1 - \sigma - \xi_{c+1}}{1 - \sigma - \xi_{c+1}}$. 
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Vectors $f^{(j)\mu}$ form a basis for the $\phi$–components of the gauge potential, so ignoring $A_{yj}$ components for a moment, we can write

$$A_\phi^\mu = \sum A_a f^{(a)\mu}.$$  (F.25)

Coefficients $A_a$ are determined by multiplying the last relation by $f_{(b)\mu}$ and using (F.3):

$$A_b = f_{(b)\mu}^\mu A_\mu = \sum_j y_j y_j + \nu y_j^2 \epsilon_j \partial_j \Psi.$$  (F.26)

Combining the last two equations, we find

$$A_\phi^\mu \partial_\mu = -\sum_j \frac{1}{r^2} \left[ (b_j^2 - y_j^2) \prod_{k \neq j} \frac{b_k^2 - y_j^2}{y_k^2 - y_j^2} \right] \frac{y_j}{y_j^2 - \nu^2} \sum_p \frac{b_p}{y_p^2 - y_j^2} [\partial_{y_j} \Psi] \partial_{\phi_p}.$$  (F.27)

Index $\mu$ in the left hand side goes only over $\phi_k$ coordinates. The last relation can be rewritten as a set of expressions for $A^\phi$:

$$A^\phi = -\sum_j \frac{r^2}{y_j^2} \left[ \prod_{k \neq j} \frac{b_k^2 - y_j^2}{y_k^2 - y_j^2} \right] \frac{y_j}{y_j^2 - \nu^2} \sum_p \frac{b_p}{y_p^2 - y_j^2} \partial_{y_j} \Psi.$$  (F.27)

The gauge potentials for various polarizations are obtained by taking the limit (F.9) in (F.27). As in the case of the $A_{y_k}$ polarizations discussed earlier, the limits depend on the scaling of $\nu$ relative to the sequence (F.9). Before discussing individual cases, we make some general simplifications in (F.27).

The product appearing in the square bracket in (F.27) does not depend on $\nu$, so we begin with evaluating this bracket. Using relations (F.8), we find

$$\prod_{k \neq j} \frac{y_j^2 - b_k^2}{y_j^2 - y_k^2} = \prod_{k \neq j} \frac{b_a^2 - b_k^2}{b_a^2 - b_k^2} \frac{b_a^2 - b_k^2 - (b_a^2 - b_{a-1}^2) \xi_a^2}{b_a^2 - b_{a-1}^2} \prod_{k < a-1} \frac{b_a^2 - b_k^2}{b_a^2 - b_k^2 + (b_k^2 - b_{k-1}^2) \xi_k^2}$$

$$\sim (b_{a-1}^2 - b_a^2)(1 - \xi_a^2) \prod_{k < a-1} \frac{b_a^2 - b_k^2}{b_a^2 - b_{a-1}^2} \frac{b_k^2 - b_{k+1}^2}{b_k^2 - b_{k-1}^2} \xi_k^2$$

$$\sim (1 - \xi_a^2) \prod_{k < a} \frac{1}{\xi_k^2}.$$  (F.28)

Symbol $\sim$ here refers to the leading contribution in the limit (F.9). Furthermore, conversion from $\partial_{y_j}$ to $\partial_{\xi_j}$ also does not depend on $\nu$:

$$\frac{y_j^2 - b_k^2}{y_j^2} \partial_{y_j} = \xi_j \partial_{\xi_j}, \quad j > 1; \quad \frac{y_1^2 - b_2^2}{y_1} \partial_{y_1} = -b_2^2 \xi_1^2 \frac{1}{y_1} \partial_{y_1} = \xi_1 \partial_{\xi_1}.$$  (F.29)

$^{52}$We use notation $A_\phi^\mu$ in (F.25) to stress that this relation applies only to $\phi$–components of the gauge field.
Substitution of (F.28) and (F.29) into (F.27) leads to the final expression for \( A^\phi_p \), which is applicable to all values of \( \nu \):

\[
A^\phi_p = - \sum_j \frac{(1 - \xi_j^2)(b_j^2 - b_{j-1}^2)}{b^2 r^2} \left[ \prod_{k<j} \frac{1}{\xi_k^2} \right] \frac{y_j^2}{\nu^2 - y_j^2} \frac{b_p}{b^2 - y_j^2} \xi_j \partial_{\xi_j} \Psi. \tag{F.30}
\]

Let us now construct various polarizations by taking the limit (F.9) in (F.30), while scaling \( \nu \) in an appropriate fashion.

As in the case of \( A^\xi_p \) components, we begin with polarizations \( A^\phi_p \) for \( \nu \neq b \), the cyclic counterpart of (F.15),

\[
A^\phi_p = - \sum_j \frac{1 - \xi_j^2}{b^2 r^2} \left[ \prod_{k<j} \frac{1}{\xi_k^2} \right] \frac{b^2}{b^2 - \nu^2} L_{j,p} \xi_j \partial_{\xi_j} \Psi. \tag{F.31}
\]

Here coefficients \( L_{j,p} \) are defined by

\[
L_{j,p} \equiv \lim_{b^2 \rightarrow b_{j-1}^2} \frac{b_j^2 - b_{j-1}^2}{b_p^2 - y_j^2}, \tag{F.32}
\]

and a direct evaluation gives

\[
L_{j,p} = \begin{cases} 
\frac{1}{\xi_j^2}, & j \leq p; \\
\frac{1}{\xi_j^2 - 1}, & j = p+1; \\
0, & j > p+1.
\end{cases} \tag{F.33}
\]

Additional polarizations are obtained by sending \( \nu \) to \( b \) at various rates. In particular, for \( \nu = \pm b_c \), the gauge field has to be rescaled by \( \frac{1}{b^2}(b_c^2 - b_{c+1}^2) \) as in (F.18):

\[
A^\phi_p = - \lim_{b^2 \rightarrow b_{c+1}^2} \sum_j \frac{1 - \xi_j^2}{b^2 r^2} \left[ \prod_{k<j} \frac{1}{\xi_k^2} \right] \frac{b_c^2 - b_{c+1}^2}{b_c^2 - y_j^2} \frac{y_j^2}{y_{j+1}^2} L_{j,p} \xi_j \partial_{\xi_j} \Psi \\
= - \sum_j \frac{1 - \xi_j^2}{b^2 r^2} \left[ \prod_{k<j} \frac{1}{\xi_k^2} \right] n_j N_{j,c} L_{j,p} \xi_j \partial_{\xi_j} \Psi. \tag{F.34}
\]

Here \( N_{j,c} \) is given by (F.20), and we also defined

\[
n_j \equiv \lim_{\nu \rightarrow b^2} \frac{y_j^2}{b^2} = \begin{cases} 
1, & j > 1; \\
1 - \xi_1^2, & j = 1.
\end{cases} \tag{F.35}
\]

This concludes evaluation of the gauge field in the static limit, let us now summarize the results.

**Summary**
In this appendix we have demonstrated that the static limit (F.9) of the separable solution (5.9) leads to several magnetic polarizations in the Schwarzschild-Tangherlini geometry. The physical consequences of this fact are discussed in section 5.4, here we just summarize the technical results. Keeping \( \nu \neq b \) in the limit (F.9), one arrives at the polarization (F.15), (F.31):

\[
A_{j}^{\xi} = \frac{iv}{b^2 - \nu^2} \partial_{j} \Psi, \quad A_{p}^{\phi} = -\sum_{j} \left\{ \frac{1 - \xi_{j}^2}{b r^2} \right\} \left[ \prod_{k<j} \frac{1}{\xi_{k}^2} \right] \frac{b^2}{\nu^2 - b^2} L_{j,p} \xi_{j} \partial_{j} \Psi. \tag{F.36}
\]

Alternatively, setting \( \nu = \pm b \) and performing an appropriate rescaling of the gauge potential, one arrives at polarizations (F.34)

\[
\nu = \pm b: \quad A_{j}^{(\pm),c} = \pm \frac{i}{b} N_{j,c} \partial_{j} \Psi, \quad A_{p}^{\phi,c} = -\sum_{j} \left\{ \frac{1 - \xi_{j}^2}{b r^2} \right\} \left[ \prod_{k<j} \frac{1}{\xi_{k}^2} \right] n_{j} N_{j,c} L_{j,p} \xi_{j} \partial_{j} \Psi. \tag{F.37}
\]

Functions \((N_{j,c}, L_{j,p}, n_{j})\) entering (F.36)–(F.37) are defined by (F.20), (F.33), (F.35), and label \( c \) takes values \( c = \{1, \ldots, (n - 1)\} \).
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