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CHRIS R. GILLY and STEVEN R. CRANMER

1 LASP; Department of Astrophysical and Planetary Sciences, University of Colorado, Boulder, Colorado, 80309, USA

(Received 06/17/2020; Revised 07/28/2020; Accepted 08/20/2020)

ABSTRACT

When observing spectral lines in the optically-thin corona, line-of-sight (LOS) effects can strongly affect the interpretation of the data, especially in regions just above the limb. We present a semi-empirical forward model, called GHOSTS, to characterize these effects. GHOSTS uses inputs from several other models to compute non-equilibrium ionization states (which include the solar-wind freezing-in effect) for many ions. These are used to generate ensembles of simulated spectral lines that are examined in detail, with emphasis on: (1) relationships between quantities derived from observables and the radial variation of the observed quantities, (2) the behavior of thermal and non-thermal components of the line width, and (3) relative contributions of collisionally excited and radiatively scattered photons. We find that rapidly changing temperatures in the low corona can cause ion populations to vary dramatically with height. This can lead to line-width measurements that are constant with height (a “plateau” effect) even when the temperature is increasing rapidly, as the plane-of-sky becomes evacuated and the foreground/background plasma dominates the observation. We find that LOS effects often drive the velocity width to be close to the plane-of-sky value of the wind speed, despite it flowing perpendicularly to the LOS there. The plateau effect can also cause the non-thermal component of the line width to greatly exceed the solar wind velocity at the observation height. Lastly, we study how much of the LOS is significant to the observation, and the importance of including continuum in the solar spectrum when computing the radiatively scattered emission.
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1. INTRODUCTION AND MOTIVATION

Spectroscopy is a powerful tool for determining conditions in the solar corona. With it, we can learn about the temperatures, densities, velocity distributions, and abundances of electrons, protons, and minor ions near the Sun (see, e.g., Withbroe et al. 1982; Kohl et al. 2006; Slemzin et al. 2014; Del Zanna & Deluca 2018). But the interpretation of these lines requires care. Above the solar limb, the corona becomes transparent, or optically thin, and observed spectral lines consist of light from a range of points with very different conditions, along an extended line of sight (LOS). Because the density of the corona drops off rapidly with altitude, and since the plane-of-the-sky (POS) is the closest point to the sun along a given LOS, the POS is assumed to be the most dense (and therefore brightest) structure sampled at a given observation height. It is straightforward, then, to assume that a measurement taken at an observation height b of 2 solar radii ($R_\odot$) off the limb should be dominated by plasma at or around 2 $R_\odot$ above the solar surface. However, when making spectral measurements, the POS cannot always be considered to be dominant, as the density of a given emitting ion changes rapidly with temperature. We believe that a forward model is necessary to explore some of the outstanding questions about the impact of these so-called LOS effects on the observations.
Many aspects of these observations remain poorly understood in the literature. As a representative example, there have been several measurements taken of anomalously broad lines of O VI around $b = 2R_S$ (Kohl et al. 1997; Cranmer et al. 1999; Esser et al. 1999; Kohl et al. 1999). This has been interpreted to indicate ion temperatures in excess of $10^8$ Kelvin, which is significantly higher than the local electron temperature. Yet recent observations of spectral widths in the lower corona, with $b$ of 1.2 to 1.5$R_S$ above the solar center, have been narrower than expected (Hahn & Savin 2013), implying that outward flowing Alfven waves may be damped out faster than predicted. This makes it harder to explain the source of the energy for the differential acceleration and preferential heating of ions. These processes are expected to occur, but the extent and precise mechanisms involved are unclear.

This is a golden era for solar observations, and many new observatories are activating all over the world and in space, such as the Daniel K Inouye Solar Telescope (DKIST), Solar Orbiter (SO), the Parker Solar Probe (PSP), as well as scores of smaller missions. In order to understand what these instruments are telling us, it is important that a detailed study of line-of-sight effects be carried out, to build on the considerable work already undertaken in the literature (see, e.g., Judge 2007; Kohl et al. 2008; Gibson et al. 2016; Van Doorsselaere et al. 2016; Vourlidas et al. 2018; Laming et al. 2019; Zhao et al. 2019).

In this work, we present the Global Heliospheric Optically-thin Spectral Transport Simulation (GHOSTS). GHOSTS is a semi-empirical model, which uses inputs from several other models to generate ensembles of simulated observations for arbitrary lines of sight through the model corona assuming optically-thin radiative transfer. Non-equilibrium ionization calculations are performed on the input parameters to help determine the observables. GHOSTS is able to operate as a slit spectrograph or as a spectral imager, with the ability to evolve the observation in time. An advantage that GHOSTS has over traditional simulation methods is that we have direct control over the properties of the physics, such as the solar wind and magnetic field strength and direction, the density and temperature as a function of space, as well as the presence of Alfven waves, which can be turned on and off to examine their effects on the spectral lines. While we would like to match the real conditions of the Sun as closely as possible, the primary goal of this work is to improve the interpretation of spectral measurements, which involves comparing the inputs and outputs of the model. Spectral lines are examined to explore things such as the relative contributions of collisionally excited photons and radiatively scattered photons, the behavior of the thermal and non-thermal components of the spectral line width, and the correlation between simulated derived observables and the true radial variation of the target quantity.

We begin by modeling a time-steady and axisymmetric polar coronal hole. Section 2 describes the plasma physics that we use for the coronal-hole. Section 3 then describes the radiative transfer and spectral analysis procedures. Section 4 presents the results of the analysis, exploring the effect of the solar wind and of preferential ion heating. Finally, Section 5 provides some discussion and analysis of this work, as well as some recommendations to observers. We leave a treatment of Alfven waves and other time-dependent non-thermal line-broadening to a future paper.

2. TIME-STEADY PLASMA PHYSICS

Here we present the details of the physical models we used as inputs to GHOSTS, as well as the time-steady physics that we used to construct a polar coronal hole like those seen at solar minimum. Section 2.1 discusses plasma parameters, which were provided by the ZEPHYR model, Section 2.2 describes how we modeled non-equilibrium ionization states for each of the elements, and Section 2.3 discusses the details of the polar magnetic geometry.

2.1. Plasma Parameters: The ZEPHYR Model

The ZEPHYR code produces a self-consistent model of the photosphere, chromosphere, corona, and solar wind (Cranmer et al. 2007). This code considers a one-dimensional open magnetic flux tube, rooted in the solar photosphere, and it calculates time-independent solutions to the hydrodynamic conservation equations with a steady turbulent heating. A notable simplification of this model is that it is single-fluid, treating protons, electrons, and ions as if they had the same velocities and temperatures.

For this work, tabulated output was used for the mass density $\rho$, radial magnet field strength $B$, solar wind speed $u$, and the electron temperature $T_e$, as a function of radius $r$ for a magnetic flux tube rooted at the center of a polar coronal hole (see Figure 1). The Alfven speed $V_A = \sqrt{\mu_0 B^2 / \rho}$, where $\mu_0$ is the permeability of free space, $B$ is the magnetic field strength, $\rho$ is the mass density, and $u$ is the solar wind speed.
was calculated using
\[ V_A = \frac{B}{\sqrt{4\pi \rho}}. \] (1)

These plasma properties are treated as steady-state background values for the entire coronal hole, which can then be perturbed locally.

**Figure 1.** Tabulated output from ZEPHYR showing steady state background plasma parameters. All lines use the left scale bar except for density, which uses the right scale.

### 2.2. NEI Charge State Calculation

The ZEPHYR model provides the total coronal mass density as a function of height, but it does not detail the elemental abundances or nonequilibrium ionization (NEI) charge states. We used coronal elemental abundances \( A_Z = n_Z/n_H \) from Schmelz et al. (2012), where \( n_Z \) is the total number density of an element with atomic number \( Z \), and \( n_H \) is the total number density of hydrogen.

The NEI charge states must be computed as a function of the plasma conditions in the corona. We first found equilibrium values, which serve as an initial condition for and comparison to the more precise treatment described below. Equilibrium charge states were computed by balancing each ion’s temperature-dependent collisional ionization and recombination rates, acquired from CHIANTI version 8 (Dere et al. 1997; Del Zanna et al. 2015). The charge-state fractions are defined by

\[ \frac{n_i}{n_{i-1}} = \frac{C_i(T_e)}{R_i}, \] (2)

where \( C_i(T_e) \) is the rate at which particles of state \( i \) are ionized into state \( i + 1 \), and \( R_i(T_e) \) is the rate at which particles of state \( i \) recombine with an electron and fall down to state \( i - 1 \). With the additional constraint of

\[ \sum_i n_i = n_Z = A_Z \frac{\rho}{m_p}, \] (3)

(which just states that the sum of the ionization states must equal the total population), these equations allow for the solution of all charge state populations for an arbitrary element as a function of temperature (see, e.g., Arnaud & Rothenflug 1985; Mazzotta et al. 1998).

The charge states in the corona are only in equilibrium when the ions have time to collisionally couple with the local electron distribution before they are swept away by the solar wind (Owocki et al. 1983; Esser & Edgar 2002; Landi et al. 2012c; Boe et al. 2018). Because the solar wind velocity increases with height and the density drops rapidly, a “freeze-in” radius can be defined, above which the charge states no longer have time to evolve with the local electron temperature. We follow Landi et al. (2012a) and define \( R_{fr} \) as the heliocentric radial distance at which the ion fraction comes within 10% of the asymptotic frozen-in value at the maximum modeled height of \( r = 50 R_\odot \). To model this behavior we solve the following time-steady mass conservation equations for each species,

\[ \frac{1}{f r^2} \frac{\partial}{\partial r} (f r^2 n_i u) = n_e I_i, \] (4)

where

\[ I_i = n_{i-1} C_{i-1} + n_{i+1} R_{i+1} - n_i (C_i + R_i), \] (5)

\( n_e = \rho/m_p \) is the electron density (which assumes that hydrogen is fully ionized and neglects the 5-10% correction due to helium), \( f \) is the superradial expansion factor as described in the next section, and \( i \) runs from \( i = 1 \) (neutral) through \( i = Z + 1 \) (fully ionized).

Expanding Equation (4) gives

\[ \frac{\partial n_i}{\partial r} = \frac{n_e I_i}{u} - \frac{2 n_i}{r} \frac{du}{dr} - \frac{n_i}{f} \frac{df}{dr}. \] (6)
which we solve numerically. For a stiff set of equations like these, we used the function “solve_ivp” from the Scipy “integrate” package, which utilizes an implicit Runge-Kutta method of the Radau IIA family of order 5 (Hairer & Wanner 1981; Oliphant 2007). The charge states were thus determined using solar wind, density, and temperature data from ZEPHYR, with initial conditions provided by the equilibrium calculation at \( r = 1.0015R_{\odot} \) (deep in the chromosphere). Representative results can be seen in Figures 2 and 3.

This is similar to the so-called “cold-effect” identified by Landi et al. (2012c,a). By about \( r = 1.03R_{\odot} \), these ions have reached equilibrium, with collisional terms from Equation (5) balancing each other, while the density gradient \( (\partial n_i/\partial r) \) is flatter now that the corona is high temperature with a large scale height. This equilibrium lasts until each ion’s freezing-in radius \( R_{fr} \), at which point the collisional terms have dropped off and the equation becomes a balance between the advective terms \( \partial n_i/\partial r \) and \( 2n_i/r \). The flattening of the non-equilibrium density curves in Figure 2 demonstrates this freezing-in behavior.

For the increasing ions, there are also three regions. The lower disequilibrium still exists, primarily balancing \( \partial n_i/\partial r \) and \( n_i n_{i-1} C_{i-1}/u \), and it extends to larger heights than for decreasing ions (as high as \( r = 1.4R_{\odot} \) in some cases). Then the advective terms become dominant again, first with \( \partial n_i/\partial r \) and \( (n_i/u)du/dr \) dominating, then with \( \partial n_i/\partial r \) and \( 2n_i/r \) balancing above the freezing heights \( R_{fr} \), as before.

In Figure 3(a), the non-equilibrium density profiles for all of the ions with spectral lines modeled in this paper (see Table 1) are shown as a function of height. The triangle markers indicate the height of maximum absolute density for each ion, which we call the ion’s peak radius \( R_p \) and discuss further in Section 4.1. Figure 3(b) normalizes these curves by the total number density \( n_2(r) \) of each element, which constructs the charge state fraction. The freezing-in behavior is most evident in this panel, and the freezing-in radius \( R_{fr} \) for each ion is marked with a circle. Figure 3(c) further normalizes each curve to their values at \( r = 10R_{\odot} \), which helps to demonstrate the different types of behavior an ion can display in the lower corona. For example, \( S^{+5} \) has a much higher density at low heights than its frozen-in value, while \( Si^{+11} \) has a much lower density than its frozen-in value. The impact of these different behaviors on off-limb line emission significant, and is explored in Section 4.1.

2.3. Coronal Hole Geometry: Superradial Expansion

Coronal holes exist over the poles of the Sun, caused by the concentration of a single magnetic polarity in those regions. Only a small fraction of the solid angle of the solar surface is composed of such coronal holes, which have open fields that reach out into the solar system. In contrast, over much of the solar cycle the equatorial region of the Sun is covered in closed-field regions. Therefore, the solid angle subtended by a polar coronal

![Figure 2](image_url)
To model the superradial expansion of the coronal hole, we assume that the expansion happens self-similarly everywhere, in an idealized axisymmetric polar cap (see also Cranmer et al. 1999). The radial variation in the total area of a circular coronal hole can be described by

$$A(r) = A(R_\odot) \left( \frac{r}{R_\odot} \right)^2 f(r),$$  \hspace{1cm} (7)

where \( f(r) \) represents the superradial expansion of the flux tubes. We solve for \( f(r) \) using the ZEPHYR model’s input magnetic field strength, recalling that in a magnetic flux tube, \( A(r) \propto |B(r)|^{-1} \). This factor is then used to determine the direction of the magnetic field \( \hat{B} \) everywhere in the corona. It is also used in the calculation of the ion densities \( n_i \) as a function of height (see Equation 4).

Figure 3. Ionization fractions for the ions from Table 1. (a) Absolute number density of each species \( n_i \) (in units of \( \text{cm}^{-3} \)), with triangles showing the peak density. (b) Charge state fractions shown as \( n_i/n_Z \). Circles show the freezing-in height. (c) Fractions normalized to their frozen-in values at \( r = 10R_\odot \).

The coronal hole is assumed to increase as it expands high into the corona, from roughly 0.5 steradians at the photosphere up to until it eventually subtends \( 2\pi \) steradians at infinity. This superradial expansion has been measured by, e.g., Munro & Jackson (1977), Guhathakurta & Holzer (1994), and DeForest et al. (2001).

Figure 4. (a) Radial (green) and superradial (purple) expansion of magnetic field lines in the solar corona, with a sample LOS at impact parameter \( b = 2R_\odot \) (shown as a dashed line). (b) LOS dependence of the dot product of the LOS and the magnetic field \( |\hat{n} \cdot \hat{B}| \), as well as the difference between the two cases. The right scale bar shows this as degrees above horizontal.
Figure 4(a) shows the derived magnetic geometry in contrast to radial field lines. The magnetic field lines are deflected towards the equator in the superradial case, and because the solar wind is constrained to move along these magnetic field lines, this affects the direction of the solar wind flow $\hat{u} = \hat{B}$ as well. Figure 4(b) shows the dot product of the LOS direction $\hat{a}$ and the magnetic field $\hat{B}$ for a LOS with an impact parameter of $b = 2R_\odot$. The difference between the cases is on the order of 20% out to $2.5R_\odot$, and 10% out to $7R_\odot$. This extra deflection of the magnetic fields, especially near the plane of the sky (POS), allows the solar wind to broaden the spectral lines more than might be anticipated. This is examined in detail in Section 4.2.

3. RADIATIVE PHYSICS

Here we describe the spectral lines we choose to model (Section 3.1), our model for generating the emissivity in the extended corona and radiative transfer (Section 3.2), the methods by which we reduce and parameterize the simulated observations (Section 3.3), and some ways we can interpret and verify the validity of that reduction procedure (Section 3.4).

3.1. Choice of Lines

The lines we have chosen to examine can be seen in Table 1. Included in the table are the rest wavelength $\lambda_0$, the equilibrium formation temperature $T_{eq}$ (the electron temperature at which that ion’s equilibrium charge fraction is maximized), the collision strength at that temperature $q(T_{eq})$, and the scattering parameter $E_1$. We also calculate the heliocentric freeze-in radius $R_{fr}$, and the height of maximum absolute ion number density, which we call the peak radius $R_p$. We report these as the freeze-in height above the photosphere $z_{fr} = R_{fr} - 1R_\odot$, and the peak height above the photosphere $z_p = R_p - 1R_\odot$.

We selected these lines because their widths have been examined extensively in the context of off-limb coronal spectroscopy (see, e.g., Noci et al. 1987; Kohl et al. 1997; Banerjee et al. 1998; Landi et al. 2012b; Bemporad & Abbo 2012; Hahn & Savia 2013; Del Zanna 2019), and also because they represent a wide range of freezing-in heights, peak radii, and collisional/radiative intensity ratios. There are also some lines (e.g., the O VI doublet), where the interpretation of some measurements is less straightforward (see, e.g., Tu et al. 1998; Kohl et al. 1999; Esser et al. 1999; Kohl et al. 2006; Cranmer et al. 2008).

3.2. Spectral Line Formation

In this work we generate synthetic spectral lines by modeling the two main processes by which light is emitted by heavy ions in coronal plasma: collisional excitation, which dominates the line emission at low heights where collisions are frequent, and resonant scattering, which becomes more important in the higher regions of the atmosphere as collisions become rare.

For each synthetic observation, a LOS is defined through the corona as the $x$-axis of a Cartesian coordinate system, with $x = 0$ (the POS) defined as directly above the solar north pole, $y = 0$, and $z = b$ (i.e. a straight line going directly from the Earth over the pole of the Sun at a given distance $b$). The LOS extends into the foreground and background to a distance $s = S(b)$, described below. The plasma properties at each point along the LOS are then determined by interpolating the input data described in Section 2. These parameters are used to determine the local spectral emissivity

$$j(x, \nu) = j_c(x, \nu) + j_r(x, \nu),$$

(8)
as described in the following sections.

The regions of the corona we study here exist high above the photosphere and are rarefied enough to be optically thin, which greatly simplifies the solutions of the equation of radiative transfer (see, e.g., Withbroe et al. 1982; Olsen et al. 1994; Cranmer et al. 1999; Kohl et al. 2006). This allows us to simply integrate the emissivity along the LOS to give the specific intensity

$$I(\nu) = \int_{-s}^{s} dx \ j(x, \nu),$$

(9)
i.e., a spectral line) which is analyzed according to the procedure in Section 3.3. One of the advantages to the forward modeling approach is that we can also examine the total emissivity along the LOS

$$J(x) = \int d\nu \ j(x, \nu).$$

(10)

GHOSTS uses variable resolution along the LOS $x$-axis, choosing the smallest grid spacing $\Delta x$ from the following rules: $\Delta x = 0.004R_\odot$ for $r \leq 2R_\odot$, $\Delta x = 0.02R_\odot$ for $|x| \leq 5R_\odot$, and $\Delta x = 0.2R_\odot$ for $|x| > 5R_\odot$.

We performed a study to determine $S(b)$, the minimum extent in and out of the POS that must be simulated to achieve accurate results. A lower value significantly decreases computation time, but a value that is...
Collisional Excitation

Collisional excitation occurs in dense plasmas when a free electron collides with an ion, lending its kinetic energy to a bound electron momentarily before the energy is radiated away as a photon. This process occurs frequently, each photon getting a slight Doppler shift from the random dynamics of the collision. For ions and electrons with Maxwellian velocity distributions, following Withbroe (1970), this process can be modeled as a Gaussian spectral line being produced by each point along the LOS. The emissivity is given by

$$j_c(x, \nu) = \frac{h\nu_0}{\pi^2} n_e n_i q(T_e) \Phi(\nu),$$  \hspace{1cm} (11)$$

where $h$ is Planck’s constant, $\nu_0$ is the rest frequency of the line, $T_e$ is the local electron temperature from ZEPHYR, and $q(T_e)$ is the temperature-sensitive collision strength of the ion from CHIANTI. The shape of the spectral line is given by the line profile function $\Phi$:

$$\Phi(\nu) = \frac{1}{\Delta \nu \sqrt{\pi}} \exp\left[-\left(\frac{\nu - \nu_0 - \nu_{\text{los}}}{\Delta \nu}\right)^2\right],$$  \hspace{1cm} (12)$$

where

$$\Delta \nu = \frac{v_{th}}{c} \nu_0 \quad \text{and} \quad \nu_{\text{los}} = \frac{\nu_{\text{los}}}{c} \nu_0$$  \hspace{1cm} (13)$$

are the thermal width and the Doppler-shift of the line, $v_{th} = \sqrt{2k_B T_i/m_i}$ is the thermal velocity of the ion, $\nu_{\text{los}} = \mathbf{u} \cdot \mathbf{n}$ is the component of the point’s bulk velocity $\mathbf{u}$ that is projected into the LOS direction $\mathbf{n}$ (with positive velocity towards the observer), $c$ is the speed of light, $m_i$ is the mass of the ion, and $T_i$ is the ion temperature. For most of this paper, $T_i = T_e$, but the effects of preferential ion heating are discussed in Section 4.3.

Resonant Scattering

When radial light from the solar photosphere $I_0(\nu')$ interacts with coronal ions, it can be scattered from its incident direction $\mathbf{n'}$ into the LOS direction $\mathbf{n}$. This produces a resonantly scattered component of the line, with an emissivity given by

$$j_r(x, \nu) = \frac{h\nu_0}{4\pi} n_i B_{12} \int \frac{d\nu'}{4\pi} \int d\nu'' R(\nu', \nu''); \nu, \nu') I_0(\nu'),$$  \hspace{1cm} (14)$$

where $B_{12}$ is the Einstein absorption rate of the transition and the two integrals are taken over the distributions of incoming photon directions and frequencies. See Appendix A for a discussion of how the limits of the integral taken over $\nu'$ must be chosen carefully to
avoid truncating the results. For simplicity and speed, we approximate the integral over incident solid angle by assuming a single ray of light from the center of the Sun \( \hat{n}' = \hat{r} \), using a dilution factor given by

\[
W(r) = \int \frac{d\Omega'}{4\pi} = \frac{1}{2} \left( 1 - \sqrt{1 - (1/r)^2} \right). \tag{15}
\]

to model the radial decrease in incident intensity. Note that some applications (i.e., modeling polarized light or the effects of highly anisotropic ion velocity distributions) require the full solid-angle integral to be calculated.

We use the Case I photon redistribution function \( \mathcal{R} \) as discussed in detail by Withbroe et al. (1982) and Cranmer (1998), given by

\[
\mathcal{R}(\nu', \hat{n}', \nu, \hat{n}) = \frac{g(\theta)}{\pi \beta(\Delta \nu)^2} \exp \left[ -\zeta'^2 - \left( \frac{\zeta - \alpha \zeta'}{\beta} \right)^2 \right], \tag{16}
\]

where

\[
\zeta = \frac{\nu - \nu_0}{\Delta \nu} - \frac{v_{\text{los}}}{v_{\text{th}}}, \quad \text{and} \quad \zeta' = \frac{\nu' - \nu_0}{\Delta \nu} - \frac{v'}{v_{\text{th}}}. \tag{17}
\]

The scattering ion has a relative velocity with both the photospheric emission \( \nu' = u \cdot \hat{n}' \) and the observer \( v_{\text{los}} = u \cdot \hat{n} \), which causes complex Doppler shifting. The scattered emissivity is also modulated as a function of the scattering angle \( \theta = \cos^{-1}(\hat{n}' \cdot \hat{n}) \), with \( \alpha = \cos \theta \) and \( \beta = \sin \theta \). The phase function is

\[
g(\theta) = \left( 1 - \frac{E_1}{4} \right) + \frac{3E_1}{4} \alpha^2, \tag{18}
\]

for the simple case of an unpolarized incoming intensity. We use the Chandrasekhar (1960) definition of \( E_1 \), which gives isotropic scattering for \( E_1 = 0 \) and Thomson/Rayleigh scattering for \( E_1 = 1 \), and we provide the value of \( E_1 \) for each line in Table 1.

The photospheric intensity spectrum \( I_0(\nu') \) was assembled from two sources. For \( \lambda > 670 \) Å, we used the quiet-Sun spectral atlas obtained by the Solar Ultraviolet Measurements of Emitted Radiation (SUMER) spectrometer aboard SOHO (Curdt et al. 1997). For \( \lambda < 670 \) Å, we used EUV irradiance data provided online by T. Woods from a series of rocket calibration flights of the Multiple Extreme-ultraviolet Grating Spectrographs (MEGS) between 2008 and 2013 (see, e.g., Hock et al. 2012). The SUMER data came from a less active phase of the solar cycle than the MEGS data, so the intensities of the latter were divided by a constant factor of 4.0 to produce a single consistent spectrum. This factor was determined by cross-calibrating the two spectra over the overlapping wavelength range of 670–680 Å.

The requirements for resolution and spectral range for the redistribution computation are stringent, and are discussed in more detail in Appendix A. In summary, the significance of Doppler pumping and dimming on the measured line widths means that it is important to specify a broad enough portion of the incident spectrum to avoid truncating and invalidating the results. Additionally, the nature of the sparse diagonal matrix \( \mathcal{R} \) necessitates high resolution calculations to avoid aliasing.

### 3.3. Reducing Spectral Line Observations

It is advantageous to reduce the full specific intensity profile of the spectral line \( I(\nu) \) to a small set of parameters which can be easily compared between different lines. Due to the finite resolution and count-rate statistics in most coronal spectrometers, it is a common procedure to analyze spectral lines by fitting them with a simple Gaussian, even though this could in principle throw out some detailed physical information. The scipy routine “curve_fit” was used to fit a Gaussian profile to each simulated spectral line, returning fit amplitudes \( A \), centroids \( \nu_0 \) and \( 1/e \) half-widths \( \Delta \nu \) for each line. In this work, we focus primarily on understanding the spectral width \( \Delta \nu \).

Because LOS-projected bulk velocity Doppler-shift’s the emitted light and broadens the line, it is natural to express the \( 1/e \) spectral width \( \Delta \nu \) as a velocity, such that

\[
\mathcal{V} \equiv \frac{\Delta \nu}{\nu_0 c}. \tag{19}
\]

This quantity will be examined extensively in the following sections, and represents the full measured line width. The interpretation of this width requires some care, however, as \( \mathcal{V} \) can be understood as being composed of a thermal and a nonthermal component that are blended together. Even in the absence of any macroscopic motions along the LOS, there will be a width \( V_{\text{th}} \) due to the random thermal motions of the emitting particles, and any bulk flow velocities along the LOS cause additional non-thermal broadening \( \xi \). If the thermal and nonthermal components are assumed to be Gaussian in form, the total measured width of the spectral line can be expressed as

\[
\mathcal{V}^2 = V_{\text{th}}^2 + \xi^2 = \frac{2k_b T}{m_i} + \xi^2, \tag{20}
\]
where the thermal term contains the temperature-like quantity $T$, representing the observed temperature.

Unfortunately, one can only measure the total line width $V$, and there does not seem to be a model-independent way to know how much of that width comes from thermal effects and how much comes from each of the different types of bulk flow (solar wind, Alfvén waves, etc.). If one were known in some other way, however, then the other could be determined. One way to gain some insight with minimal assumptions is to look at two limits: the so-called kinetic temperature $T_k$ can be formed we assume no nonthermal broadening ($\xi = 0$), and $\xi_{\text{max}}$, where we assume $T = 0$. This is an excellent way to provide relatively strong upper and lower bounds on the range of possible conditions (see, e.g., Tu et al. 1998), but it cannot give an exact answer for either quantity.

A more sophisticated version of this approach involves using a model to make a better choice for the secondary quantity: what is $T$ if we subtract a modeled value for $\xi$, or (more commonly) what is $T$ if we subtract a modeled or observationally determined thermal component $T_\text{th}$? The choice of $T$ makes a big difference in the result for $\xi$, so in Section 4.2 we examine two common choices to see which one performs better at recovering the radial variation of the input model. In one case we use the target input value of $T_i$ in the POS from ZEPHYR, and in the other case use the weighted temperature $\langle T \rangle$ (as defined in the next section) as a proxy for an observationally determined temperature. These are defined as

$$\xi_P \equiv \sqrt{\nu^2 - \frac{2k_b T_i}{m_i}}, \quad (21)$$

and

$$\xi_W \equiv \sqrt{\nu^2 - \frac{2k_b \langle T \rangle}{m_i}}. \quad (22)$$

One way to try to disambiguate $T$ and $\xi$ has been to recognize that $V_{th}$ depends on the mass of the emitting ion, but most models for $\xi$ do not. This could allow multi-ion observations to attempt to tease out a temperature component (see, e.g., Seely et al. 1997; Moran 2003). This method is examined in Appendix B, and we find that it does not seem to work reliably in the presence of solar wind to determine $T$, but is able to retrieve $\xi$ to some degree.

3.4. Validating Line Width Reductions

Once the measurements have been reduced to $V$, $\xi$, and $T$, they still require careful analysis. It is important to keep in mind that the observed LOS contains plasma of many different temperatures and densities, and light from the entire column is being summed to produce the observed spectral line. It is difficult to be certain which part of the LOS (if any!) is well-described by the derived parameters. One would like to believe that $T$ is something like an emissivity-weighted average of the local ion temperatures $T_i$, and that $\xi$ provides an emissivity-weighted measure of the LOS bulk velocity components.

To validate these assumptions, we leverage our forward model to construct emissivity-weighted average quantities directly from the LOS plasma parameters, which can be used as comparisons to the reduced line-width measurements. If they match, then we can say that we understand what the derived quantities are measuring. Thus, our task is to find new quantities $\langle V \rangle \approx V$, $\langle T \rangle \approx T$, and $\langle U \rangle \approx \xi$. We use $U$ because in this work we deal only with bulk flows and not waves.

The expected behaviors of different kinds of velocity fields can be examined by constructing a generalized second-moment frequency width,

$$\langle \delta v^2 \rangle = \frac{\int d\nu \int dx J(x) \Phi(\nu, x) (\nu - \nu_0)^2}{\int d\nu \int dx J(x) \Phi(\nu, x)}, \quad (23)$$

and note the factor of two in the numerator. Without it, the numerator would give the straightforward variance moment of $\Phi(\nu, x)$. The square root of $\langle \delta v^2 \rangle$ is the standard deviation, not the $1/e$ half-width that we use elsewhere in this paper. Recall that $J(x)$ is the total emissivity at $x$.

First let us construct a match for $T$. For a single thermal Gaussian,

$$\Phi(\nu, x, a) = \frac{1}{a\sqrt{\pi}} \exp \left[ -\frac{(\nu - \nu_0)^2}{a^2} \right], \quad (24)$$

at each point along the line of sight. Ignoring bulk velocities, the integrals in Equation (23) give

$$\langle \delta v^2 \rangle = \frac{\int dx J(x) a^2}{\int dx J(x)}. \quad (25)$$

We use this form to define the modeled emissivity-weighted thermal width

$$\langle T \rangle \equiv \frac{m_i}{2k_b} \frac{\langle \delta v^2 \rangle_{th}}{\langle \delta v^2 \rangle_{th}} \equiv \frac{m_i}{2k_b} \frac{\int^\infty_0 dx J(x) v_{th}^2}{\int^\infty_0 dx J(x)}, \quad (26)$$

in temperature units.
Now we will add in the effects of bulk velocity. If the nonthermal velocity field takes the form of a coherent Doppler shift due to a bulk LOS velocity (i.e., the solar wind), the idealized line profile function becomes

\[
\Phi(\nu, x, a, b) = \frac{1}{a\sqrt{\pi}} \exp \left[ -\frac{(\nu - \nu_0 - b)^2}{a^2} \right] \tag{27}
\]

(compare to Equation (12)), and the integrals in Equation (23) give

\[
\langle \delta \nu^2 \rangle = \frac{\int dx J(x) (a^2 + 2b^2)}{\int dx J(x)} \tag{28}
\]

We use this to define the modeled emissivity-weighted LOS solar wind speed

\[
(U) \equiv \sqrt{\frac{\int_s^s dx J(x) \left( 2v_{los}^2 \right) \int_{-s}^s dx J(x)}} \tag{29}
\]

as well as the modeled emissivity-weighted total line broadening

\[
\langle V \rangle \equiv \sqrt{\frac{\int_s^s dx J(x) \left( v_{th}^2 + 2v_{los}^2 \right) \int_{-s}^s dx J(x)}} \tag{30}
\]

Throughout this work, \( \langle T \rangle \), \( \langle U \rangle \), and \( \langle V \rangle \) will be described as “modeled quantities” because they are determined directly from the detailed LOS plasma parameter information, which is more similar to the information available to a modeler. On the other hand, \( T \), \( \xi \), and \( \psi \) will be described as “measured” or “observed” quantities, as they are determined from (simulated) spectral line profile intensities, which is similar to the type of LOS-integrated information available to an observer.

Ion independent versions of these emissivity-weighted quantities can be computed by replacing \( J \) with another parameter which has the same type of dependencies. We use \( J_C = \rho^2 \) as a proxy for collisional emissivity \( J_C(x) \) and \( J_R = \rho W \) as a proxy for resonant emissivity \( J_R(x) \) to create the density-weighted quantities \( \langle T_R \rangle \) and \( \langle T_C \rangle \). Note that both \( J_C \) and \( J_R \) behave as \( \propto r^{-4} \) at large heliocentric distances, but their behaviors in the low corona are quite different. There does not seem to be an ion-independent way to build \( J = J_C + J_R \), so these density-weighted curves are not precisely similar to the emissivity-weighted curves, but they serve as useful bounds that are easy to calculate and compare with.

To briefly address wave phenomena, let us examine one more case. If there exists a nonthermal velocity field that is randomly incoherent (i.e., with multiple uncorrelated parcels along the LOS), its line profile function could be represented by a thermal Gaussian convolved with another Gaussian:

\[
\Phi(\nu, x) = \Phi(\nu, x, a) * \Phi(\nu, x, b) \tag{31}
\]

For constant values of the widths \( a \) and \( b \), this is equivalent to a single broader Gaussian,

\[
\Phi(\nu, x, a, b) = \frac{1}{\sqrt{\pi}(a^2 + b^2)} \exp \left[ -\frac{(\nu - \nu_0)^2}{a^2 + b^2} \right] \tag{32}
\]

and the effective width is given by

\[
\langle \delta \nu^2 \rangle = \frac{\int dx J(x) (a^2 + b^2)}{\int dx J(x)} \tag{33}
\]

This explains the origin of the traditional way of combining thermal and nonthermal velocities via quadrature, as described by Equation (20). The nonthermal velocity is typically thought to be caused primarily due to Alfvén waves. Due to finite instrument integration times, the time-varying Alfvén waves crossing the field of view act as local microturbulent broadening, rather than a coherent Doppler shift, and it acts very similarly to an increased local temperature. Because it is often assumed that only a small region of the LOS contributes meaningfully to the observation, \( a \) and \( b \) are considered to be constant along the significant portions of the LOS, and determining their values is the goal of the observation. We are not treating Alfvén waves at this time, so this form of the width is not appropriate. When waves are added to the model, however, we will have to consider a new version of \( \langle V \rangle \) that combines these two types of non-thermal effects. It is also worth noting that this paradigm ignores the fact that there are LOS effects, and that the values of \( a \) and \( b \) cannot be considered constant over the LOS, as we discuss in the following section.

4. RESULTS

Here we describe the simulations that were undertaken and what we found. Section 4.1 will examine a case with no macroscopic flow velocities, Section 4.2 will add in the influence of the solar wind, and Section 4.3 will examine cases with preferential ion heating.

4.1. Flow-Free Results

We start by examining a case in which the effect of the solar wind outflow on line broadening is ignored. During the calculation of the emissivity \( j(x, \nu) \), we set the value
Figure 5. (a) Line-fit temperature measurements $T$ in flow-free ($B = 0$) case. Triangles denote height of maximum ion number density $T_{eq}$. Dotted vertical line marks the observation height $b$ of the LOS in Figure 6. Dash-dot and dash-double-dot curves show $\langle T_R \rangle$ and $\langle T_C \rangle$, respectively. (b) Observations normalized to radial variation of $T_i(r)$. (c) Observations compared to the model $\langle T \rangle$.

The 12 emission lines listed in Table 1 were synthesized for lines of sight over the pole with a range of impact parameters between $b = 1.01R_\odot$ and $b = 11R_\odot$. Then $\mathcal{V}$ was determined for each line using Equation (19). Because $u = 0$ everywhere, we can assume $\xi$ to be zero as well. This allows a straightforward conversion of the measured line width $\mathcal{V}$ to $T$ using Equation (20). The solid curves in Figure 5(a) show $T$ for each ion line as a function of observation height, and the dashed black line represents the input radial ion temperature $T_i(r)$ from ZEPHYR. Figure 5(b) normalizes these curves to $T_i(r)$. Ion-independent curves $\langle T_R \rangle$ and $\langle T_C \rangle$ are shown as the dash-dot and dash-double-dot curves, respectively. Note that while the behavior is similar to the curves for each ion, using the full $\rho$ density to weight the temperature does not closely agree with any of the simulated ion measurements in the lower corona. Figures 5(a) and 5(b) show good agreement between the simulated observables and the input model in the upper regions of the observation, but the lower regions are distorted. Assuming that $T(b) = T_i(r)$ is reasonable for the top of the domain, but it is clearly not valid in the lower corona for many of the lines.

On the other hand, Figure 5(c) shows $T$ compared with $\langle T \rangle$, and it seems to be an accurate model to within a half of a percent above $b = 1.1$, and within 2% down to about $b = 1.01$. In the absence of any bulk flows or waves, it appears that the width of a spectral line can provide an emissivity-weighted average of the LOS temperature as described by Equation (26). It is just important to keep in mind that $T \approx \langle T \rangle \neq T_i(r)$, especially below $b = 1.1R_\odot$.

In Section 2.2 we defined the peak height $R_p$ as the height at which a given ion’s number density $n_i$ is maximized (marked as triangles in the figures). It is clear that $R_p$ correlates well with the deviation away from $T_i(r)$ in Figures 5(a) and 5(b). One could therefore also think of $R_p$ as a ”plateau height.” In this case, $T$ approx-
Figure 6. (a) LOS dependence of the total relative emissivity \( J(x) \) for several ion lines for \( b = 1.015R_\odot \). Curves are normalized first to their values at \( x = 3R_\odot \), then scaled to the value of \( \rho^2 \) at \( x = 1R_\odot \). (b) A flattened representation of the dominant emissivity regions along the LOS. Circles mark the emissivity maxima, and triangles mark the projected peak radius.

Estimates \( T_i(r) \) to within a few percent for measurements taken above \( b = R_p \), but shows little variation below that height, leading to observations that are off by a factor of 3 or more. Figure 3 shows that in all of the modeled cases, the ion density drops off rapidly below \( r = R_p \), and the region below that altitude does not contribute a significant amount of emissivity to the observation. This is illustrated in Figure 6(a), which shows the total emissivity \( J(x) \) along a line of sight with a low impact parameter \( b = 1.015R_\odot \) (shown as a vertical dashed line in Figure 5(a)). For S VI 933 (the uppermost orange curve), whose emitting ion \( S^{+3} \) has a very low \( R_p = 1.01R_\odot \), the POS is dominant at this height and the observation matches the POS value. For Si XII 499 (the lowest violet curve), however, the POS density of \( Si^{+11} \) is extremely rarefied this far below its peak radius of \( R_p = 1.229R_\odot \), and the observed temperature exceeds the POS value by a factor of 3. This observation is actually “measuring” the foreground and background plasma just below \( Si^{+11} \’s \) peak radius.

Figure 6(b) shows the regions that encompass the most dominant 68% and 95% portion of the LOS. Circles mark the location of maximum emissivity, while triangles show \( x_{fl} = \sqrt{R_p^2 - b^2} \), the intersection of the peak radius with the LOS. The altitude of maximum emissivity is usually quite close to the projected peak radius, though the farther below it the measurement is taken, the worse that association becomes. Regardless, it is clear that while all these measurements were taken at the same observation height \( b \), they are not sensitive to plasma conditions at the same heliocentric radius \( r \). Any observation taken at an impact parameter \( b < R_p \) will be dominated by the foreground and background plasma at \( r \approx R_p \), which manifests as the measurement plateaus seen in Figure 5. Values of \( R_p \) for each modeled line can be found in Table 1, reported as height above the surface \( z_p \).

This type of plateaued observation does seem to exist in the literature. Landi & Feldman (2003) used SUMER to study quiet-Sun off-limb spectral lines from \( b = 1.00 \) to \( b = 1.35 \), and their derived temperatures and non-thermal velocities seem roughly constant over that range. Andretta et al. (2012) used SOHO/CDS to measure off-limb polar spectra, and they report approximately constant temperatures up to \( b = 1.2R_\odot \). Del Zanna et al. (2019) used Hinode/EIS to measure the spectral widths of several lines of iron. They started with the assumption of constant temperature up to \( r = 1.5R_\odot \), and they concluded that there is no significant evidence for a variation of the excess (non-thermal) widths by more than 10 km s\(^{-1}\) out to \( b = 1.3R_\odot \). In contrast to these measurements, the modeled ZEPHYR \( T_i(r) \) increases 120% (from 0.5MK to 1.2MK) over the range \( r = 1.02R_\odot \) (just above the transition region) to \( r = 1.3R_\odot \), peaking at \( T = 1.35 \) MK at \( r = 2R_\odot \). It therefore seems likely that this floor effect is present in these observations. This is our first piece of evidence that spectral observing just above the limb of the Sun might falsely give the impression that these quantities are constant with height. We predict that multi-ion measurements made in higher regions of the corona will reveal ion-dependent \( R_p \), which would be evidence that the floor effect is occurring.

4.2. Results Including Solar Wind

In this section we examine the more self-consistent case in which the solar wind outflow is included in both the ionization calculation and the Doppler broadening. Fast solar wind from the poles is constrained to move along the open magnetic field lines, which expand super-radially as discussed in Section 2.3 and shown in Figure 4. Several different wind strengths were examined by multiplying \( u(r) \) by a constant factor \( B \). For each case, the 12 emission lines listed in Table 1 were synthesized for lines of sight over the pole with a range of impact parameters between \( b = 1.01R_\odot \) and \( b = 11R_\odot \). We
Figure 7. Each row presents line-width results from models with increasing wind strengths $B = (0, 0.25, \text{and} 1)$. The last row shows $B = 1$ again, normalized to radial variation of the solar wind speed $u(r)$. The first column shows $\gamma$, second column shows $\xi_P$, and third column shows $\xi_W$. Dotted curves represent negative values. Curve colors are defined in Figure 5. Dashed black lines show $u(r)$. 
present intensity measurements in Appendix C, as well as resonant to collisional intensity fractions.

Figure 7 shows the quantities $V$, $\xi_P$, and $\xi_W$, determined from the line widths for each ion line as described in Section 3.3. Values of $V$ are in the left column, $\xi_P$ is shown in the center, and $\xi_W$ is on the right. Recall that $\xi$ is found by taking the measured width of the spectral line $V$ and subtracting a modeled thermal component $V_{th}$. For $\xi_P$ we use the POS value of $T_i$, and for $\xi_W$ we use the weighted temperature $\langle T \rangle$, as a proxy for an observed line temperature retrieved from some other method. Each row displays increasing wind strengths $B = (0, 0.25, \text{ and } 1)$, and the last row normalizes the $B = 1$ curves by the radial variation in $u(r)$. As before, the peak radii $R_p$ are marked as triangles.

In Figure 7(a), Figure 7(b), and Figure 7(c), we examine the same $B = 0$ model as discussed in Section 4.1 except this time displayed in velocity units. In this flow-free case, one would hope to be able to recover $\xi = 0$, thereby isolating the thermal component $T$. Comparing Figure 7(a) and Figure 7(b) shows that $\xi_P$ does not do a perfect job of removing the thermal component from the measurement, even in this case with no bulk flows. Above the height of maximum temperature, the POS is the hottest part of the LOS. The cool foreground and background cause a slight reduction in the observed temperature, causing the value of $T_i(r)$ to be an over-correction. Below this height, the hot foreground and background increase the temperature broadening relative to the cool POS, leading to under-correction when constructing $\xi_P$. Figure 7(c) shows that $\xi_W$, which uses a temperature inferred from the observation, does a better job of removing the thermal component in this case: The magnitude of $\xi_W$ is on the order of 10 km/s, while $\xi_P$ is closer to 1 km/s. These numbers could be thought of as uncertainties inherent in the measurement; one cannot know $\xi$ to better than these values.

Figure 7(a) shows $V$ for the flow free case, Figure 7(d) shows a reduced wind speed case at $B = 0.25$, and Figure 7(g) shows the full $B = 1$ case. In the upper corona, where all ions have a shared nonthermal velocity that dominates the observation, the measurements $V$ tend to be similar in value, and to approximate the POS wind speed $u(r)$ quite well. This is surprising, however, because the solar wind is pointed perpendicular to the LOS in the POS (see Figure 4), and conventional wisdom would expect very little contribution of the solar wind to the line broadening. In fact, the solar wind has a strong effect on the widths at all heights. Just as in the flow free case, the measured values appear to track the POS value in the upper corona until they plateau. Because the POS is evacuated below each ion’s peak radius, observations taken below it are dominated by emissivity at or just below that height. This means that observations taken in the low corona, below where the solar wind has become significant, are still affected by the presence of solar wind in the LOS foreground and background.

The oscillatory behavior in the O VI line is explained by Doppler pumping. As the velocity of the solar wind increases with height, light from the adjacent C II 1037 line is scattered by the O VI ions. This causes excess emissivity in the foreground and background of the observation, where the solar wind is much stronger. See Appendix A for a full discussion of resonant scattering and Doppler pumping.
In the flow-free case shown in Figure 5(b), the peak radii (marked by triangles) tend to all occur at the height where the measured temperature has deviated by about 10% from the POS value, making them a good indicator for where a measurement should track the POS value. In Figure 7(j) this does not appear to be the case, with triangles appearing at a range of values of the ratio between 1 and 4. Figure 7(k) reveals that the expected behavior is recovered when looking at $\xi_p$, while $\xi_W$ is an over-correction. This makes sense as $\xi$ represents only the non-thermal width, which is most comparable to the POS $u(r)$.

It is important to point out that making the correction from $V$ to $\xi$ only allows the peak radii to be used to determine the domain above which the measurements will match the POS. It does not remove the plateauing effect of the peak radii, as shown by Figure 7(k) and Figure 7(l). The plateau effect is also highly ion dependent due to the different $R_p$ of each ion: When comparing Figures 7(d) and 7(g), the Si XII (violet) line at $b = 0.01R_\odot$ is significantly broadened in the case with stronger wind, but the S VI (orange) line is unchanged. Clearly, care must be taken to verify that observations are not being interpreted naively below the peak radius of a given ion, where they are not a linear spatial probe of the plasma.

It should be noted that Figures 7(g), 7(h), and 7(i) clearly show a decreasing line-width with height in the low corona. There also seems to be a pronounced dip in the measurements just below the peak radii. The plateau effect could therefore act as a confounding variable when interpreting a decreasing width as an indicator that Alfvén waves are being damped in the corona (see, e.g., Hahn & Savin 2013).

Next we examine the performance of our modeled quantities $\langle V \rangle$ and $\langle U \rangle$. Figure 8(a) shows the observed $V$ compared to the model $\langle V \rangle$, and Figures 8(b) and 8(c) show the nonthermal widths $\xi_p$ and $\xi_W$ compared to $\langle U \rangle$. These models tend to match the simulated observations to within about 25% above $0.1R_\odot$, which is quite good, but it should be noted that more work is required to fully understand the width of the spectral lines as a function of LOS properties in this case.

The low heights, where the thermal component is significant, are different in each panel of Figure 8, while the nonthermally dominated lines in the upper corona are unchanged. It is clear that $\xi_p$ is too broad in the lower corona, indicating that subtracting off the POS temperature is not sufficient to remove the thermal component from $V$ (consistent with the plateau effect). However, $\xi_W$ continues to be an over-correction, especially for lines with very low peak radii. While Figure 5(c) shows that $\langle T \rangle$ is an excellent model for the thermal effect on the line width in a flow-free case, it does not appear to be a perfect temperature to subtract from $V$ in order to recover something like $\langle U \rangle$. Equation (30) is a good model for $V$ only to within 25%, indicating that there may be additional dependencies required for a more complete version of Equation (20). The fact that $V$ matches $\langle V \rangle$ better than either of the $\xi$’s can match $\langle U \rangle$ is interesting, as it could indicate that this method of subtracting off a modeled or measured thermal component isn’t feasible in practice. At the very least, it reiterates the lesson that forward-modeled quantities do well at matching observations, while trying to invert an observation can lead to pitfalls.

4.3. Results With Preferential Ion Heating

In this section we analyze the effect of preferential ion heating on observations of spectral widths. There is a lot of work in the literature indicating that it is unlikely that all the ions have the same temperatures due to collisionless kinetic effects (see, e.g., Hollweg & Isenberg 2002; Marsch 2006; Cranmer et al. 2008; Chandran 2010). We examine the effect of preferential ion heating on observed spectral lines by multiplying the baseline ZEPHYR ion temperature as a function of radial distance $T(r)$ with a series of constant boost factors $C$ between 1 and 128. The nominal ZEPHYR solar wind speed ($B = 1$) was used. For each case, the 12 emission lines listed in Table 1 were synthesized at 80 impact parameters between $b = 1.01R_\odot$ and $b = 11R_\odot$. Future work will explore temperature anisotropy ($T_\perp \neq T_\parallel$), but for simplicity we use isotropic temperatures for now.

Figure 9 shows representative results for Si XII 499.406, similar in form to Figure 8. Each curve represents a different boost factor $C$, with hotter temperatures being more blue. Figures 9(a), 9(b), and 9(c) demonstrate that $V$ and $\langle V \rangle$ approximate each other to within twenty percent everywhere, which is true for all ions that we modeled. The dip in the line widths seen in Figure 9 for cooler models is also seen in all ions, with the $C = 128$ case tending to have excellent agreement as the lines are so thermally dominated, and the $C = 1$ case tending to have a minima around $b = 1.3$.

Figures 9(d) and 9(g) show the results of subtracting off either the POS temperature or the weighted temperature, as described in Section 3.3. The $V_{th}$ used for each case can be seen in Figures 9 (e) and 9(h), alongside the
Figure 9. Line width measurements for Si XII 499.406 as a function of preferential ion heating factor $C$. First row shows the full line-width, next two rows examine the two approaches for $\xi$. First column shows reduced line parameters, second column shows LOS modeled parameters, third column shows their ratio. Dotted lines in Panels (e) and (h) show the $V_{th}$ that was subtracted to make their respective $\xi$.  

emissivity-weighted projected LOS velocity $\langle U \rangle$. Note that there is no difference in $\langle U \rangle$ for different values of $C$, as it is a non-thermal quantity. The only exception to this that we observe occur in the Oxygen lines, where the oscillation in the upper parts of the O VI 1037 line appears for the cooler models. Looking at the $V_{th}$ curves, notice that there are plateaus in the weighted temperature case below $R_p$, which are not present in the POS case, but do appear in Figures 9(a) and 9(b). For most ions, $\xi_P$ tends to under-correct and show residual thermal dispersion, while $\xi_W$ does a better job of isolating the non-thermal component (or slightly over-correct), as seen in Figures 9(f) and 9(i).

In Figure 10, we proceed to examine the O VI 1032 and 1037 lines more closely. Figure 10(a) shows the measured line width $\mathcal{V}$ for O VI 1037. As the temperature gets higher, the thermal velocity component increases proportionately. The solar wind velocity component is present at most temperatures, though the highest tem-
perature models are completely dominated by the thermal component. This is true for measurements of all ions, not just oxygen.

We include two strong pumping lines in the incident spectrum for O VI 1037, which leads to oscillations in the measurement (see Appendix A). As the temperature is raised, these structures in the observations are smoothed out due to the heavily broadened lines. In this case, even a relatively moderate amount of preferential heating ($C = 4 - 8$) has completely removed the behavior. Note that the double peak is not seen in the literature (Cranmer et al. 2008; Antonucci et al. 2012). This could indicate that preferential heating is in fact occurring, as it does not appear in our simulations with $C$ greater than about 6.

Figure 10(b) shows the ratio of the integrated line intensities $\Upsilon = I(1032)/I(1037)$, and Figure 10(c) shows the resonant fraction of the spectral line $R_f = I_R(1037)/I(1037)$. In the lower regions of the corona, these quantities are thought to be correlated, with a value of the line ratio close to 2 indicating a collisionally dominated line, and a value closer to 4 indicating a scattering dominated line (Kohl & Withbroe 1982). A formal comparison is plotted in Figure 10 (d), which shows

$$Q = \frac{1}{2} \left( \frac{I(1032)}{I(1037)} - 2 \right) \frac{I(1037)}{I_R(1037)},$$

which simply rescales $\Upsilon$ and then takes the ratio of that with the resonant fraction. This function was chosen to illustrate how well correlated the behaviors of these two quantities are with one another. We find a strong correlation of these behaviors for the cooler models, with hotter models correlating less. In the upper corona $Q$ is close to $-1$, showing a much more precise anti-correlation than we expected. This because the increasing $I_R(1037)$ due to the Doppler pumping appears inversely in both quantities, in the denominator of $\Upsilon$ and the numerator of $R_f$. In other words, the increasing fraction of resonant light $R_f$ increases the total intensity of that line $I(1037)$, decreasing the line ratio $\Upsilon$.

Noci et al. (1987) pointed out that Doppler pumping will cause the O VI 1037.6 line to overlap with the C II 1037.0 line at a relative velocity of about 100 km s$^{-1}$, which implies that when the solar wind has accelerated to 100 km s$^{-1}$, the Oxygen line ratio should drop below 2 as 1037 brightens significantly. Our simulation is roughly consistent with that behavior. In Figure 10(b), the height (and wind velocity) where $\Upsilon$ crosses two is a fairly strong function of temperature, with a velocity of 100 km/s best matching a model with a boost factor $C$ of $\approx 12$. It seems that the correlation $Q$ begins to drop at a height where the wind speed is around 40 km/s ($b \approx 1.2$) for the coolest models.
5. DISCUSSION/ SUMMARY

In this work we have examined the relationship between quantities observed through long lines of sight and the true radial variation of the plasma near the Sun. We have discovered that Line of Sight effects can be quite large, leading to both systematic errors in measurement and an observed functional form that is completely different than the true variation of the quantity. When attempting to spectroscopically measure plasma parameters as a function of height above the solar surface, we suggest one use spectral lines from ions that are increasing in density with depth (in other words, only observe above \( R_p \) for a given ion). Below \( R_p \), where a given ion’s density is maximized, the observation will plateau and no longer match the radial values in the POS. We refer to this as the plateau effect.

In our simulated observations, we find that the solar wind has dominant effect on spectral widths, even at heights far below where the solar wind is thought to be significant (due to the plateau effect). Therefore, when interpreting the widths of spectral lines from the optically-thin corona, care should be taken to consider the solar wind as a source of broadening. This may reduce the amount of preferential ion heating required to match some observations in future models. We determined that targeting the POS value of \( T_i \) to create \( \xi P \) tends to under-correct the measurement. On the other hand, using a LOS temperature such as \( \langle T \rangle \) does a better job at removing the thermal component of the line.

We determined that it is easy to overly truncate these types of simulations. In general, several solar radii in and out of the POS should be considered, or the LOS effects may be under-simulated by truncating portions of the LOS that contribute to the observation. In resonant scattering calculations, it is also important to include a continuum component in the incident light profile, or the effects of Doppler dimming can be over-simulated. See Appendix A for an in-depth analysis.

Future work with GHOSTS will involve adding waves and inhomogeneities to the model and coming up with new analysis tools to interpret their effect on the simulated observations. We would also like to include effects such as photoionization, activity-cycle variations in the solar-disk spectrum, and non-Maxwellian velocity distributions. Additional work on calculating the populations of excited (non-resonant) energy levels, as well as the strength of forbidden transitions, would allow us to simulate DKIST lines. Work should be done in the future to see if any of these results apply to temperature measurements that are derived from other methods than spectral line widths, such as off-limb rotational tomography involving EUV imaging (e.g. Frazin, Kamalabadi, & Weber 2005; Nuevo, Vásquez, Landi, & Frazin 2015; Lloveras et al. 2020).
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APPENDIX

A. IMPACT OF THE CHOICE OF INCIDENT SPECTRUM ON RESONANT BROADENING

The solar wind broadens coronal spectral lines due to large-scale LOS-projected velocity components. For the resonantly scattered component of the spectral line, this broadening is modulated by Doppler dimming and pumping, in which a relative velocity between the emitting and scattering particles decreases or increases the scattering cross section, respectively. This changes the significance of the foreground and background of the line of sight as a function of solar wind velocity, which will alter the value of LOS measurements (Withbroe et al. 1982; Noci et al. 1987; Kohl et al. 2006). One example of this is the oscillations in the O VI 1037 line width in Figure 7 and Figure 8: when the foreground and background are more dominant, the solar wind at that location contributes more broadening to the total line.

To accurately compute the effects of Doppler dimming and pumping on the measured line widths, it is important to specify the incident spectrum carefully. Figure 11 shows the redistribution function $R$, defined in Equation (16). At each point along the LOS, the wavelength dependencies of $R$ are quasi-Gaussians in the two-dimensional $\{\lambda, \lambda'\}$ plane. The abscissa and ordinate of this plot are the scattered and incident wavelengths, which we can write using dimensionless frequency shifts (as in Equations 14 and 17) as

$$x = \frac{\nu - \nu_0}{\Delta \nu} = \frac{\lambda - \lambda_0}{\Delta \lambda} \quad \text{and} \quad y = \frac{\nu' - \nu_0}{\Delta \nu} = \frac{\lambda' - \lambda_0}{\Delta \lambda},$$

where

$$\frac{\Delta \lambda}{\lambda} \approx \frac{\Delta \nu}{\nu}.$$  \hfill (A2)

Figure 11 illustrates the LOS dependence of $R$ for a representative LOS with $b = 1.1 \, R_\odot$. Near the POS (i.e., $x \approx 0$) the scattering angle $\theta$ is close to 90° and the LOS-projected wind speed $\mathbf{u} \cdot \hat{n}$ is close to zero. Thus, the quasi-Gaussian part of the redistribution function is given approximately by

$$R \propto \exp \left[ - \left( y - \frac{u}{v_{th}} \right)^2 - x^2 \right].$$

\hfill (A3)

![Figure 11](image-url). Contours of the redistribution function $\log_{10}(R)$ for O VI 1037 at several points along a LOS simulated at $b = 1.1 \, R_\odot$. 
Figure 12. (a) Two choices for the incident spectrum $\lambda'$ used in redistribution for N V 1239. (b) The effect of this choice on $\nu$, $\nu_R$, and $\nu_C$. The black dashed line is the wind speed $u(r)$. (c) and (d) Relative emissivity $J(x)$ for LOS at observation heights marked by vertical gray lines in (b). Curves are normalized to $J_C(0)$ (the black point), and the cyan curve is multiplied by the indicated factor.

which is shown as concentric circular contours, shifted slightly down from the intersection of the two diagonal lines described below.

On the other hand, in the extreme foreground ($\theta \to 0^\circ$) and background ($\theta \to 180^\circ$) along the LOS, the quantity $\beta = \sin \theta$ is close to zero, and the term containing $\beta$ in the denominator dominates the exponential. In those limits, the $u$-dependent Doppler dimming terms cancel out and

$$R \propto \exp \left[-\left(\frac{x \pm y}{\beta}\right)^2\right]$$

(A4)

where the upper sign corresponds to the background and the lower sign corresponds to the foreground. Because $\beta \approx 0$, the only non-vanishing parts of $R$ correspond to $x \pm y \approx 0$, which are shown in Figure 11 by the two diagonal dashed lines. Computationally, this can lead to distortions in the results if the resolutions of the $\lambda$ and $\lambda'$ axes are not sufficiently high, as the matrix becomes a sparse, broken diagonal. We find that spectral resolution of $N_\lambda = 200$ and $N_{\lambda'} = 250$ for the incident and scattered wavelength axes is sufficient for a LOS with $b = 11R_\odot$, and which extends to $x = \pm 75R_\odot$, (defined in Section 3.2 as $S(11) = 75$).

The behavior of the redistribution function in the two-dimensional $\{\lambda, \lambda'\}$ plane is important to understand because the numerical integration over $\lambda'$ must be done over the range of frequencies that correspond to the non-vanishing parts of $R$. If, instead, the range of numerical $\lambda'$ values was chosen to focus only on the peak of the corresponding emission line in the solar spectrum, it is possible that $R$ could be truncated artificially. In other words, it is important to include a continuum around the spectral line, rather than modeling it only as a Gaussian.

Figures 12 and 13 show what happens to the observations when different choices are made for the limits of the incident spectrum $I_0$ in Equation 14. Let us first examine Figure 12, which shows results for N V 1239. Figure 12(a) shows two choices for incident spectra: In the line-core only case (cyan), we simply include the Gaussian component of the photospheric line. In the full-range case (blue), we set the limits such that all parts of the redistribution function $R$
greater than $10^{-30}$ are included along the line of sight. Figure 12(b) shows line-widths $V$ as a function of observation height. The gold curve shows the width of the collisional component of the line, which is the same for all cases, and the remaining colored curves represent measurements taken on the entire summed spectral line. The two grey curves represent the width of only the resonant component of the line for each case. In the line-core only case, the resonant component of the line is far too narrow, and the total measurement is entirely dominated by the collisional component of the line. When the full spectral range is considered, the true resonant component of the line is revealed to be broader even than the collisional component, and the total line width is affected.

Figures 12(c) and 12(d) show the LOS dependence of the local emissivities $J_r(x) = \int j_r(x, \nu) d\nu$ for the two cases, as well as $J_c$ (in gold), at the heights marked by vertical lines in 12(b). Simply using the line-core causes the resonant emissivity to be localized only to the plane of the sky (the cyan curves), whereas in the full range case the foreground and the background emissivity is much more significant. When there is no continuum, the Doppler-shifting due to the solar wind causes the scattered light profile to no longer overlap with the incident light profile. This leads to no emissivity at all in the foreground and background, as well as a reduction in the POS intensity, which completely changes the LOS emissivity profile. At low heights, the effect on the measurements is subtle, but it gets much stronger in the upper corona where the solar wind speed is significant. This study indicates that it is important to include the full range across which $R$ is significant (i.e. including a continuum around the spectral line), or line width measurements will not be accurate.

Figure 13 examines the more complex case of OVI 1037, and we include an additional case (in red) to explore the effect of the two adjacent “pumping lines.” The oscillatory nature of the line widths in Figure 13(b) is caused by Doppler pumping from these two lines, which modify the relative importance of the foreground and background of the LOS. Figures 13(c) and 13(d) again show the LOS dependence of the local emissivities $J(x)$. We believe that the fact that the resonant and collisional emissivities have very similar values in Figure 12(c) is a coincidence. At heights where the spectral line is narrow, the emissivity is highly peaked in the POS, but where it is broad, a large region of the LOS near the POS has around the same intensity. Because the solar wind in the foreground and background has
Figure 14. (a) Excess width caused by including continuum. (b) Excess intensity caused by including continuum.

A greater velocity component that is directed into the LOS, the line is broadened. Simply using the line-core removes this behavior entirely, but notice that for higher measurements, just including the pumping lines is insufficient, and additional continuum is still required to produce accurate results. Above a certain height, the resonant emissivity drops off as $r^{-4}$, just like the collisional emissivity. This is because the collisional emissivity drops as $\rho^2 \propto r^{-4}$, and the resonant emissivity drops off as $\rho W(r) \propto r^{-4}$ as long as there is a flat incident continuum wherever $R$ is significant.

Figure 14 illustrates the effect of truncating the incident spectrum for each ion we considered. Figure 14(a) shows that the difference in the measured spectral width is on the order of 5-20%, and Figure 14(b) indicates that the intensity can be affected by up to a factor of four. While this applies to the total spectral line, the resonant component itself can be affected by much larger factors. These effects are far less significant in the low corona than the higher regions, but as technology continues to improve our field of view, it must be considered.
B. USING MULTI-ION OBSERVATIONS TO UNDERSTAND SPECTRAL WIDTH

As described in Section 3.3, when interpreting the width of a spectral line, it is difficult to disambiguate the thermal width $v_{th}$ and the non-thermal width $\xi$, as the quantities are convolved together into a single width measurement $V$. One attempt to do so has been to recognize that the thermal width depends on the mass of the emitting ion, but most models for the non-thermal width do not. By utilizing multi-ion measurements, and assuming that all ions have a common temperature $T_i$ and bulk motion $u$, one can attempt to take advantage of this mass dependence to tease out the temperature component (Seely et al. 1997; Moran 2003). For a set of ions $i$, Equation (20) can be treated as a linear least-squares fitting model, performing fits to these measured (i.e., simulated) sets of $V_i^2$ values as a function of the inverse ion mass. The slope of the fit line is proportional to $T_i$, and the intercept gives the non-thermal velocity $\xi$. Because the fits are performed in $V^2$, there may occur negative values of the intercept $\xi^2$, which would be unphysical. As a note, it does not seem that the assumption of a common temperature and bulk motion are consistent with observations to date (Hollweg & Isenberg 2002; Marsch 2006; Cranmer et al. 2008; Chandran 2010). However, these assumptions do hold within the GHOSTS simulation, so we can test the procedure in an idealized environment.

The common fit-temperature $T_m$ and non-thermal velocity $\xi_m$ were computed as a function of observation height for simulations with several values of the solar wind factor $B$. The results are plotted in Figure 15. Figure 15(a) shows that this procedure performs remarkably well at retrieving $T_i$ for the case with no wind. Across the entire domain, the functional form of the curve is retrieved. In the upper regions, the fit uncertainties are very small because all the ions have common values of $T$. In the lower regions, where the $T$ values start to diverge because of the measurement floors, the precision of the technique is reduced slightly. Nevertheless, the measurement floors have been effectively removed from the observation, with the POS value of $T_i(r)$ well within the error bars. On the other hand, although there should be no nonthermal velocity detected in these observations, Figure 15 shows that the computed value of $V_m$

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure15.png}
\caption{Top row shows common fit-temperature $T_m$, bottom row shows common non-thermal velocity $\xi_m$, each with 1σ fitting uncertainties. Dashed black lines show POS values of the $T_i$ and $u(r)$, respectively. Each column represents a different wind strength $B$.}
\end{figure}
is on the order of 10 km/s in the lower corona (with large error bars) and 2 km/s in the upper corona, which suggests that this method may not be a reliable way to discriminate between \( T \) and \( \xi \). The extra non-thermal velocity is likely caused by the temperature plateaus, which violate the assumptions of the fitting model: Even though the ions all share a common \( T_i \), their effective \( T \) are not the same. The effects of preferential ion heating are sure to exacerbate this problem.

For the cases with solar wind, it seems that even in a noise-free, high dynamic range simulation, the mass-dependent signal that this method attempts to tease out is too small to be measured. Whenever wind was introduced, the value of \( T_m \) was unable to approximate the POS value of the wind in the upper corona. On the other hand, \( \xi_m(b) \) does a fairly good job of approximating \( u(r) \), even when \( T_m \) is very wrong. This may not actually be very useful, however, as this method works by fitting a straight line through a set of points, with \( \xi_m \) determined by its y-intercept value. Because the mass-dependent thermal width \( V_{th} \) is small compared to the wind broadening, this fit line is in essence a horizontal line at the average value of the points. Because this method fails to find \( T_m \) in the presence of even relatively modest \((B = 0.25)\) solar wind, this method does not provide useful extra information about the observations over just taking the average of the velocity measurements for each ion. Additionally, because it finds spurious non-thermal velocity in the flow free case, which persists in the cases with wind, it can not be trusted to provide \( \xi_m \) either. We believe that this type of analysis is unable to be performed reliably in principle.

C. INTENSITY ANALYSIS

Absolute intensities are a key measurable quantity that we have not studied very much in this work. Yet as they are generated in the course of the simulation, we are able to provide them here. Because of the semi-empirical nature of our code, we are also able to separate the sources of intensity, and provide a measure of the resonant to collisional fraction for each line as a function of height. This provides an interesting look at the direct effects of Doppler dimming, and may provide the reader with the ability to make more informed choices about which lines might be useful as diagnostics of different processes.

Figure 16 shows the total intensity \( I \) for each of the modeled ions. The left column shows absolute units, while the right shows curves normalized to their values at \( b = 1.5 \), where the resonant and collisional intensities are approximately of the same order for many ions. For illustration, we split these ions into two groups, based on their behavior. Figure 16(a) and Figure 16(b) show intensity results for those ions with low peak radii \( R_p \) (marked as triangles), which we would expect to behave straightforwardly. The intensities seem to decrease mostly monotonically with height, following \( \rho^2 \) in the low corona (though Si VI 933 drops off much more quickly), and \( \rho W \) in the upper corona. It makes sense that they would tend to match these curves, as the lines are more collisionally dominated in the low corona and more resonantly dominated in the upper regions. Comparing the solid lines in Figure 16(a), which represent a full \( B = 1 \) solar wind case, with the dotted lines showing the flow-free \( B = 0 \) case, one can see that the measurements from the upper corona are dimmed by the presence of the solar wind, but the lower corona is mostly unaffected.

Figure 16(c) and Figure 16(d) show intensity results for the remaining ions. These measurements show significant plateaus in intensity, as we would expect from their relatively high \( R_p \). The solar wind appears to affect this population to a lesser degree than the cases with lower \( R_p \) for the most part.

Figure 17 shows \( I_R/I \), the proportion of the total intensity \( I \) that is contributed by resonant scattering \( I_R \). In general, increasing the strength of the solar wind dims the resonant component of the line due to Doppler dimming. Notable exceptions are the O VI 1037 line, which is Doppler pumped significantly, and Si XII 499, which has slight Doppler pumping. The O VI 1032 line may be a good choice as a wind speed diagnostic, especially above \( b = 1.5 \), as the resonant fraction is strongly inversely proportional to the wind speed \( B \).
Line of Sight Spectroscopy in the Solar Corona

Figure 16. Panels (a) and (c) are in absolute units, and Panels (b) and (d) are normalized. Solid lines show full wind $B = 1$, dotted lines show now wind $B = 0$. Black lines show the mass density $\rho$ and $\rho^2$. Triangles mark $R_p$ for each ion.
Figure 17. Contribution of the resonantly scattered photons $I_R$ to the total intensity $I$, with varying solar wind strength. In Panels (a) and (b), all the simulated lines are shown at $B = 0$ and $B = 1$, respectively. Remaining panels show how each line’s behavior is dependent on the wind strength $B$. Line with bubbled style indicates the case with overly-truncated incident light.
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