Tracking Visualization Of 3 Dimensional Object Natural Science Learning Media In Elementary School With Markerless Augmented Reality Based On Android
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Abstract. Many materials in the Natural Sciences lesson are not understood by students. Teacher-centered learning methods cause students to learn passively. Students barely listen to teachers who giving lectures on natural science subject. There are already many learning media for natural sciences in 2-dimensional forms such as learning videos. Science learning media uses a 3-dimensional animation model, which offers several visualizations of science lessons. Learning media for natural science for elementary schools created to facilitate students to learn in a fun way. This application uses markerless augmented reality based on Android. In the initial stage, it will be explained how to create an application using the ADDIE method. ADDIE is one method for developing learning media products. This application is created without using a marker but using capture texture so it is necessary to check the tracking and structure from motion(SfM) the camera so that the visualization effect of 3d animation objects will appear. After that, it will be recommended to use the application correctly. This research is still in the early stages of research in the field of computer vision.

1. Introduction

Learning is an active process to improve knowledge [1]. Children learn by constructing the things they learn based on the knowledge they know, rather than accepting things passively. Learning is effective by doing “activity” (learning by doing). Nevertheless, the essence of "activity" in science learning is "learning activity" [2]. In practice it is not uncommon that "activity" (hands-on science) itself is not accompanied by learning [3]. In his article, Osborne [4] asked provocatively: "Is doing science the best way to learn science?" Therefore, teachers need to provide opportunities for students to interpret concepts (minds-on approach) [5]. Traditional teaching methods with the expository approach should begin to be reduced. Teachers who only transmit knowledge barely stimulating students to actively learn. This does not mean that certain lecture method is not good, or students do not follow the learning process. Variations in the learning process enhancing students more to actively learn [1].

Therefore, we will make learning media for natural science more attractive by these methods to creating much more enjoyable methods for students. The material of natural science used in learning applications is material in grade 1, grade 2 and grade 3 elementary school. The material was taken based on the Natural Science electronic school book. The use of augmented reality was chosen because it can be used to visualize the subject. In order to be commonly used, this application implements Android-based augmented reality technology. Similar studies have been carried out in
relation to the learning media of natural sciences [6], while about ADDIE and markerless augmented reality [7]-[9]. Research on SfM [10] and [11] is also a references in this paper.

2. Related Work

2.1 Natural science
According to the large Indonesian dictionary [12], Natural Sciences means knowledge of fields that are arranged systematically in accordance with certain methods, which can be used to explain certain symptoms in the field of knowledge. Natural Science Learning in elementary schools has three main objectives, there are developing scientific skills, understanding the concept of science and developing an attitude based on the values contained in its learning. As a reference for Natural Sciences material in grade 1, 2 and 3 elementary school level taken from an electronic school book by S. Rositawati [13].

2.2 Analysis design development implementation evaluate (ADDIE)
ADDIE is a model based on an effective and efficient system approach where interactive processes generated from each stage can be used. According to the steps of product development, this model can be used for various forms of product development such as models, learning strategies, learning methods, media and teaching materials. One of the functions of ADDIE is to guide the development of effective and dynamic training tools and infrastructure programs and support the training performance itself [14].

2.3 Augmented reality
In augmented Reality (AR) the real world is superimposed by virtual objects in real-time. By doing this augmented reality enhances the users perception and interaction of the realworld, it supplements reality by letting virtual and real object coexist in the same place [15]. Azuma [16] defines AR having the characteristic that is combines real and virtual object, can interact with the application in real time and it is registered in 3d. The notion of 3d overlay involves the management and rendering of content with six degrees of freedom (translation and rotation in three dimensions). Tracking provides information about the users viewpoint or the camera position and orientation in 6 DoF. There are different approaches to tracking which can be divided into separate field [17].

2.4 Markerless augmented reality
There are those referring to markerless tracking without fiducial markers (black and white marker) where the marker can instead be a photograph, a magazine, a hand or a human face. There is also the definition referring to markerless tracking as technique using Global Positioning Systems (GPS) or geolocations to locate the users viewpoint. Markerless AR refers to tracking natural features in the users viewpoint which are related to the first definitions. Natural feature tracking is expensive to compute and not as robust as marker base tracking [17].

2.5 Structure from motion
Structure from motion (SfM) is a photogrammetric range imaging technique for estimating three-dimensional structures from two-dimensional image sequences that may be coupled with local motion signals. Simultaneous Localization And Mapping (SLAM) is essentially a different name for Structure from Motion (SfM), the former being used in robotics and the latter in Computer Vision. The poses of the cameras are estimated by minimizing the reprojection error of the 3d keypoints into the cameras planes. New 3d keypoints are located by triangulating their 2d projection in the cameras [18]. One of the neatest applications of structure from motion is to estimate the 3d motion of a video or film camera, along with the geometry of a 3d scene, in order to superimpose 3d graphics or computer-generated images (CGI) on the scene. Another closely related application is augmented reality, where 3d objects are inserted into a video feed in real time [19], often to annotate or help users understand a
scene [20]. While traditional systems require prior knowledge about the scene or object being visually tracked [21] newer systems can simultaneously build up a model of the 3d environment and then track it, so that graphics can be superimposed. A parallel tracking and mapping (PTAM) system, which simultaneously applies full bundle adjustment to keyframes selected from a videostream, while performing robust real-time pose estimation on intermediate frames. Figure 1.a shows an example of their system in use. Gordon and Lowe[23] first build a 3d model of an individual object using feature matching and structure from motion. Once the system has been initialized, for every new frame, they find the object and its pose using a 3d instance recognition algorithm, and then superimpose a graphical object onto that model, as shown in figure 1.b.

![Figure 1. 3d augmented reality: (a) Darth Vader and a horde of Ewoks battle it out on a table-top recovered using real-time, keyframe-based structure from motion[22] (b) a virtual teapot is fixed to the top of a real-world coffee cup, whose pose is re-recognized at each time frame [23].](image)

3. Analysis and design

Application development using ADDIE can be seen in Figure 2, starting with the analysis phase, in the form of needs needed in the system. The software needed to create applications is Blender, Unity 3d, and Vuforia by Qualcomm. The hardware needed is a smartphone with an Android OS of at least 4.4 Kit Kat, 2GB RAM, and 8 GB of internal memory with a 5-inch screen size. Personal computer creation applications using Mac OS © x © 10.8.5 or higher, reaching 10.11.4 (El Capitan), 8 GB of recommended RAM, 2 GB of minimum available disk space, 1280 x 800 minimum screen resolution and Java Development Kit (JDK) 6.

![Figure 2. Application development using ADDIE.](image)
The design phase starts with the system design that will be made can be seen in figure 3. Continued with the use case diagram in Figure 4, the navigation structure in Figure 5.

Figure 3. System design.

Figure 4. Use Case Diagram.

Figure 5. Navigation structure.
4. Development

The initial stage of making the application, it starts with creating a 3-dimensional model from making a 3-dimensional model, giving texture, coloring and give armature to 3d model for the animation as shown in Figure 6 by using 3d Blender. All objects are created using 3d Blender. Then objects and assets are exported from 3d Blender. Enter Unity and import the exported object. Fuvoria is used to prepare markers by selecting the method to be used, without markers but using texture, this is called markerless augmented reality. Then get the license code that is included in Unity 3d so that when the camera is directed to the texture it will be detected. And then the 3d object will appear. This application is equipped with quizzes and games. When the application is run, the sound of instrumental music is heard.

![Figure 6](image)

**Figure 6.** The stages of creating a 3-dimensional animation model (a)modelling, (b) texturing, (c) coloring, (d) rigging.

5. Implementation and evaluation

The application that has been made into an APK file is then installed on an Android smartphone then the splash screen menu can be seen like figure 7 and main menu display can be seen in figure 8. On the main menu, there are choices that are suitable for natural science materials at elementary school level 1, grade 2 and grade 3. If in the main menu class 3 material is chosen, namely Growth of the Living, the display will look like in Figure 9.

![Figure 7](image)

**Figure 7.** Splash screen.

![Figure 8](image)

**Figure 8.** Main menu.

![Figure 9](image)

**Figure 9.** Display after growth of living is chosen.

![Figure 10](image)

**Figure 10.** Display after selecting one option (a) 3-dimensional objects will not appear, (b) and (c) 3-dimensional object will appear, (d) display if the human icon is selected.

Select an icon, for example human, it will look like in figure 10(a). If the camera icon is selected and the bar indicator is red as shown in figure 10(a) than capture a flat green surface, the 3d image will not appear. The bar indicator is a sign for the quality of texture retrieval. If it's red, the quality of
picking up the texture is not good or the captured object is not a texture. 3d objects will appear if the bar indicator reaches yellow and green as shown in Figure 10 (b) and 10 (c). If the human icon located in the lower left corner is selected, it will display image 10 (d). After that we can capture the texture to see 3d objects related to natural science material for class 3, namely human development from babies, teenagers, adults to old age. The application is tried by adjusting the camera position on the smartphone, so the test table is obtained for the distance and angle of the camera with the captured texture starts at an angle of 90° with different distances as the results in table 1 and figure 11 are the results obtained for a distance of 69 cm. The next experiment was carried out with the same distance but with the angle of taking different textures and the results can be seen in Figure 12. The results of the tests were carried out if the camera captured the texture with an angle of 90° and in figure 13 with an angle of 45°.

**Table 1.** Test the distance of the camera in capturing texture.

| Distance (cm) | Indicator | 3d Object |
|--------------|-----------|-----------|
| 0 - 4        | Red       | not appear|
| 5 - 8        | Red       | not appear|
| 9 - 12       | Yellow    | Appear    |
| 13 - 16      | Yellow    | Appear    |
| 17 - 20      | Yellow    | Appear    |
| 21 - 24      | Green     | Appear    |
| 25 - 28      | Green     | Appear    |
| < 69         | Green     | Appear    |
| > 69         | Red       | not appear|

**Figure 11.** 3d objects that appear at a maximum distance of 69 cm.

**Figure 12.** The results of the trial with the angle of capturing the texture 90° (a) appear from the front (b) it appears from the right side (c) it appears from the back and (d) the face from the left side.

**Figure 13.** The results of the trial with the angle of capturing the texture 45° (a) appear from the front (b) it appears from the right side (c) the face from the left side and (d) it appears from the front again.

In figure 12.a the 3d objects are seen from the front side, left side in figure 12.b, the back side is 12.c and the right side is in figure 12.d. The same thing applies to figure 13. Based on repeated trials, the best camera angle for capturing texture is 90°. As long as it is still in the captured texture area if the smartphone is moved around the texture and with an angle that is no longer 90° then the 3d object can be seen from the front, right, back and left side. The test results for the angle 45°, the 3d object that
appears not standard can be seen in terms of size and position as well. In figure 13.b the camera position captures from the left, the size of the 3-dimensional object model appears closer and larger. The same thing will repeat from the camera direction to capture the texture. In the position in figure 13.d, the standing position of the 3d model looks unusual, standing position but not upright. Structure from motion in the figure 14, displays 3d objects that emerge from capturing textures on system which using markerless augmented reality with Android. There are two 3d images captured upright or at an angle of 90° using an Android smartphone camera viewed from different angles. The smartphone is moved until it looks like the picture 12.a, then moves right so that it gets the other side of the 3d object and connects the same points of the two images with the line. If the angle of capture of the texture is exactly 90° then it is seen from any side the shape will remain the same but seen starting from the front, right side, back and left side view.

Figure 14. The point of correspondence in the structure of the motion in the same two images but seen at different angles.

6. Conclusion
Markerless augmented reality application made has been repeatedly tested. Because without markers, at the time of manufacture it is directed to texture. For any texture as long as the surface is not flat and the bar indicator is colored from yellow to green, 3d objects will appear. But the best angle of texture capture is 90°. At that angle, if the Android smartphone camera is moved down until it looks clearly 3d objects and circles the texture that has been captured, it can be seen 3d objects from all sides. This research is the initial stage of research related to computer vision, especially Structure from Motion.

References
[1] Rodriguez A J, 2001, Sociocultural constructivism, courage, and the researcher's gaze, Redefining our roles as cultural warriors for social change. In A. C. Barton & M. D. Osborne (Eds.), Teaching science in diverse settings: Marginalized discourses and classroom practice, New York: Peter Lang, pp. 325-350.
[2] Fleer M , 2007 , Learning science in classroom contexts. In M. Fleer (Ed.), Young children: Thinking about the scientific world, Watson ACT, Early Childhood Australia, (pp. 20-23).
[3] Bodrova E, Leong D J , 2007, Tools of the mind: The Vygotskian approach to early childhood education (2 ed.). Upper Saddle River, N.J.: Pearson Merrill/Prentice Hall.
[4] Keogh B, Naylor S, 1996, Scientist and primary school, Sandbach: Millgate House Publishers.
[5] Osborne J,1997, Practical alternative. School Science Review, 61-66.
[6] Sasmito Adi Prawiro, September 2012, Perancangan Media Pembelajaran Interaktif Ilmu Pengetahuan Alam Untuk Siswa Kelas 4 SD Dengan Metode Learning The Actual Object, Jurnal Sains dan Seni ITS Vol. 1, No. 1, ISSN: 2301-928X, F-28.
[7] I Gusti Gede Raka Wiradarma, Maret 2017, Pengembangan Aplikasi Markerless Augmented Reality Balinese Story I Gede Basur, Jurnal Nasional Pendidikan Teknik Informatika (JANAPATI) p-ISSN 2089-8673 | e-ISSN 2548-4265, Volume 6 Nomor 1 , p 30.
[8] Mukhlis Yuzti Perdana, 2012, Yuli Fitrisia dan Yusapril Eka Putra, Aplikasi Augmented Reality Pembelajaran Organ Pernapasan Manusia pada Smartphone Android, Jurnal Aksara Komputer Terapan Vol. 1, No. 1, p 193.

[9] Abdur Rahman, Ernawati, Funny Farady Coastera, November 2014, Rancang Bangun Aplikasi Informasi Universitas Bengkulu sebagai Panduan Pengenalan Kampus Menggunakan Metode Markerless Augmented Reality Berbasis Android, Jurnal Rekursif, Vol. 2 No. 2 ISSN 2303-0755.

[10] S Chien, S Choo, M A Schnabel, W Nakapan, M J Kim, S Roudavski (eds.), 2016, Living Systems and Micro-Utopias: Towards Continuous Designing, A Marker-less Augmented Reality Systems Using Image Processing Techniques for Architecture and Urban Environment, Association for Computer-Aided Architectural Design Research in Asia (CAADRIA), Hong Kong Proceedings of the 21st International Conference of the Association for Computer-Aided Architectural Design Research in Asia CAADRIA 2016, 713–722.

[11] Jimbraux – Zin, 2011, Toward Real-Time Dense 3d Reconstruction using Stereo Vision, Extending Structure-from-Motion with dense depth information, TRITA-CSC-E 2011:034 ISSN-KTH/CSC/E--11/034—SE ISSN-1653-5715, Master of Science Thesis, Stockholm, Sweden.

[12] https://kbbi.web.id/

[13] S Rositawati, Aris Muhamad, 2008, Senang Belajar Ilmu Pengetahuan Alam 1,2 dan 3; untuk Sekolah Dasar, Buku Sekolah Elektronik, Pusat Perbukuan Departemen Pendidikan Nasional.

[14] Robert Maribe B., 2014, Instructional Design: ADDIE Approach, (August 23, 2014) ISBN-10: 1489984232 ISBN-13: 978-1489984234, Springer.

[15] Jens Grubert, Dr Raphael Grasset, 2013, Augmented Reality for Android Application Development, PACKT Publishing, p 5.

[16] Ronald T Azuma, August 1997, A Survey of augmented reality, Presence: Teleoperators and Virtual Environments, 6(4):355-385.

[17] Semone Kallin Clarke, 2014, Markörlös Augmented Reality för visualisering av 3d-objekt i verkliga värdten, Linkpings Universitet, Sweden.

[18] Andrew Comport and etc., 2006, Real-time markerless tracking for augmented reality: the virtual visual servoing framework, IEEE Transactions on Visualization and Computer Graphics, Vol. 12, No. 4, p 615.

ACKNOWLEDGMENTS

This research was funded by the ministry of technology research and higher education in the national institutional strategic research scheme.