NON-ITERATIVE BLIND CALIBRATION OF NESTED ARRAYS WITH ASYMPTOTICALLY OPTIMAL WEIGHTING
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ABSTRACT

Blind calibration of sensors arrays (without using calibration signals) is an important, yet challenging problem in array processing. While many methods have been proposed for “classical” array structures, such as uniform linear arrays, not as many are found in the context of the more “modern” sparse arrays. In this paper, we present a novel blind calibration method for 2-level nested arrays. Specifically, and despite recent contradicting claims in the literature, we show that the Least-Squares (LS) approach can in fact be used for this purpose. In particular, we derive closed-form expressions of Least Squares (LS) estimates, with approximate optimal weighting, of the sensors’ gains and phases offsets. Furthermore, we assume that the N sensors have unknown deterministic gain and phase offsets, which we denote as $\Psi \in \mathbb{R}^{N \times 1}$ and $\Phi \in [-\pi, \pi]^{N \times 1}$, respectively. We further assume the presence of an unknown “far-field” narrowband sources, centered around some common carrier frequency with wavelength $\lambda$.

We consider a general 2-level linear nested array with $N_1$ and $N_2$ sensors in its first and second levels, respectively, with a total of $N = N_1 + N_2$ sensors. The first and second level ULAs have an inter-element spacing of $d$ and $\bar{d} = L \cdot d$, respectively, where $L \in \mathbb{N}$. We assume that the $N$ sensors have unknown deterministic gain and phase offsets, which we denote as $\Psi \in \mathbb{R}^{N \times 1}$ and $\Phi \in [-\pi, \pi]^{N \times 1}$, respectively. Furthermore, we assume the presence of an unknown “far-field” narrowband sources, centered around some common carrier frequency with wavelength $\lambda$.

The vector of sampled, baseband-converted signals from all $N$ sensors is given by

$$r(t) = \Psi \Phi (A(\alpha) s(t) + v(t)) = \Psi \Phi x(t) \in \mathbb{C}^{N \times 1}, \forall t \in [T],$$

where $[N]$ denotes the set of integers $\{1, \ldots, N\}$ for any $N \in \mathbb{N}$, and $\Phi \triangleq \text{Diag}(\psi) \in \mathbb{R}^{N \times N}$, $\Phi \triangleq \text{Diag}(e^{j\Phi}) \in \mathbb{C}^{N \times N}$;

$$s(t) \triangleq [s_1(t) \ldots s_M(t)]^T \in \mathbb{C}^{M \times 1}$$

denotes the sources, originating from unknown angles $\alpha \triangleq [\alpha_1, \ldots, \alpha_M]^T \in \mathbb{R}^{M \times 1}$;

$$A(\alpha) \triangleq [a(\alpha_1) \ldots a(\alpha_M)] \in \mathbb{C}^{N \times M}$$

denotes the nominal array manifold matrix, with the steering vectors $a(\alpha_m)$ as its columns, defined elementwise as $a_m(\alpha_m) \triangleq e^{j2\pi/d_m \cos(\alpha_m)}$ for all $n \in [N], m \in [M]$, with the indexing function

$$i_n \triangleq \begin{cases} n - 1, & n \in [N_1] \\ N_1 + (n - N_1) L, & (n - N_1) \in [N_2] \end{cases}$$

$$\Psi(\alpha) \triangleq \mathbb{E}[\psi(t)\psi(t)^H] = \sigma^2 N, \text{ where } \sigma^2 \text{ is unknown};$$

$$\Phi(\alpha) \triangleq \mathbb{E}[s(t)s(t)^H].$$

However, we note that the CN assumption

$\sigma^2$ is usually $L = N_1 + 1$, as originally proposed by Pal and Vaidyanathan. 1

1 Usually, $L = N_1 + 1$, as originally proposed by Pal and Vaidyanathan. 1
can be relaxed while retaining most of the results obtained throughout this paper. Additionally, we assume \( s(t) \) and \( v(t) \) are statistically independent. As a consequence,
\[
r(t) \sim \mathcal{CN}(0_N, R), \forall t \in [T],
\]
where
\[
R \triangleq \mathbb{E} \left[ r(t)r(t)^H \right] = \Psi \Phi C \Phi^* \Psi \in \mathbb{C}^{N \times N},
\]
\[
C \triangleq \mathbb{E} \left[ x(t)x(t)^H \right] = A(\alpha) R^e A^H(\alpha) + \sigma^2_N I_N \in \mathbb{C}^{N \times N},
\]
and we have used \( \Psi^H = \Psi \) and \( \Phi^H = \Phi^* \).

The problem at hand can now be formulated as follows. Given the measurements \( \{r(t)\}_{t=1}^T \) whose (identical) distribution is prescribed by \( \Phi \), estimate the unknown deterministic parameters \( \{\psi, \phi\} \).

Before proceeding to the solution approach, we also note that our proposed method can be modified and applied to a more general signal model,
\[
r_w(t) = r(t) + w(t),
\]
where \( w(t) \) denotes a spatially and temporally white additive noise vector, statistically independent of \( r(t) \), which is unaffected by the gain and phase offsets \( \psi, \phi \). This possible additional noise term usually accounts for internal (e.g., thermal) receiver noise. Details regarding the required modifications can be found in \( \cite{17} \), Subsection IV.

3. BLIND CALIBRATION BY JOINT OWLS

First, observe that, given an upper bound on the number of sources \( M \), an optimal solution to our problem would be obtained by joint Maximum Likelihood (ML) estimation of \( \psi \) and \( \phi \), together with the nuisance parameters \( \sigma^2_N, M, \alpha \) and the diagonal elements of \( R^e \), which yields efficient estimates (\cite{18}) of \( \psi, \phi \). However, since:

1. \( M \) is unknown, which necessitates solving a preliminary model order selection problem (e.g., \cite{19,21});
2. Given \( M \), the derivation of the likelihood equations for this model is rather involved, which, at any rate, leads to a non-convex, high dimensional optimization problem; and
3. The sufficient statistic in this model is the sample covariance matrix of the data \( \tilde{R} \triangleq \frac{1}{T} \sum_{t=1}^T r(t)r(t)^H \in \mathbb{C}^{M \times M} \), we resort to OWLS estimation of \( \psi, \phi \) based only on \( \tilde{R} \). This approach leads to computationally simple estimates, obtained by solving a linear system of equations, and enables to harness much (if not all) of the information encapsulated in the second-order statistics.

3.1. The Partially-Toeplitz Structure of the Covariance Matrix

Due to the specific structure of a nested array, the covariance matrix \( C \) in \( \cite{4} \) has a special structure, which, through the relation to \( R \) in \( \cite{3} \), gives rise to a linear system of equations in a concise set of unknowns when applying an element-wise log transformation to \( R \). This subsection focuses on establishing these linear relations, which, to the best of our knowledge, are presented in the literature for the first time for nested arrays in here, and serve as the primary contribution of this paper. Subsection 3.2 is devoted to the approximately optimal extraction (estimation) of \( \psi \) and \( \phi \) from these linear relations.

We begin by recalling the well-known fact that the array manifold matrix of a ULA is a Vandermonde matrix (e.g., \cite{22}). Thus, when all the signals involved are uncorrelated, the covariance matrix of a (perfectly calibrated) ULA is a Toeplitz matrix (e.g., \cite{23}). Since a 2-level nested linear array is a concatenation of two ULAs, its covariance matrix \( C \) contains two "overlapping" Toeplitz matrices on its block diagonal. Specifically, the matrices \( C^{(1)} \in \mathbb{C}^{(N_1+1) \times (N_1+1)} \) and \( C^{(2)} \in \mathbb{C}^{N_2 \times N_2} \), defined by
\[
C^{(1)} \triangleq C_{ij} \triangleq \delta_{i,j+1}, \forall i, j \in [N_1 + 1], \quad C^{(2)} \triangleq C_{(i+N_1)(j+1)}, \forall i, j \in [N_2],
\]
are both Hermitian, positive-definite Toeplitz matrices, where \( C^{(1)} \in \mathbb{C}^{(N_1+1) \times (N_1+1)} \) and \( C^{(2)} \in \mathbb{C}^{N_2 \times N_2} \) are their associated underlying "Toeplitz-generating" vectors, resp. Note further that, by definition,
\[
C^{(N_1+1)}(N_1+1) \equiv C^{(1)} \in \mathbb{R}^+ \implies \tilde{c}_1 = c^{(2)} \in \mathbb{R}^+,
\]
therefore these matrices share ("overlap") in a single element. This can be intuitively explained by the fact that the \( (N_1 + 1)\)-th sensor can be regarded either as the last element of the \( 1^{st} \) \( (N_1 + 1)\)-element ULA, or as the \( 1^{st} \) element of the \( 2^{nd} \) \( N_2\)-element ULA. Further, let us denote the upper right block of \( C \), which corresponds to the remaining off-diagonal elements between signals received by sensors from the first and second levels, as \( \tilde{C} \in \mathbb{C}^{N_1 \times (N_2-1)} \), with
\[
\tilde{C}_{ij} \triangleq C_{(i+N_1)j+1}, \forall i \in [N_1], \forall j \in [N_2 - 1].
\]

Based on \( \cite{3} \), using \( R_{ij} = C_{ij} \psi_i \psi_j \cdot e^{(i-\phi_j)}, \) we have for
\[
\log(R_{ij}) = \mu_{ij} + j \cdot \nu_{ij},
\]
the following relations: (for \( \cite{7} \), we assume \( |\phi_j| < \pi, \forall n \in [N] \))
\[
\mu_{ij} = \log\{R_{ij}\} = \log\{C_{ij}\} + \log(\psi_i) + \log(\psi_j),
\]
\[
\nu_{ij} = \Im\{\log(R_{ij})\} = \Im\{\log(C_{ij})\} + \Im(\phi_j),
\]
for any pair of indices \( i \leq j \in [N] \). More specifically, using the Toeplitz structure of \( C^{(1)} \) and \( C^{(2)} \), and the definitions
\[
\rho^{(1)} \triangleq \Re\{\log(c^{(1)})\}, \quad \rho^{(2)} \triangleq \Re\{\log(c^{(2)})\}, \quad \rho \triangleq \Re\{\log(\tilde{C})\}, \quad \ell^{(1)} \triangleq \Im\{\log(c^{(1)})\}, \quad \ell^{(2)} \triangleq \Im\{\log(c^{(2)})\}, \quad \ell \triangleq \Im\{\log(\tilde{C})\},
\]
as well as \( \tilde{\psi}_n \triangleq \log(\psi_n) \), we have
\[
\mu_{ij} = \tilde{\psi}_i + \tilde{\psi}_j + \begin{pmatrix} \rho_{ij}^{(1)} \rho_{i-j-1}^{(2)} \end{pmatrix}, \quad \nu_{ij} = \ell_{ij}^{(1)} + \ell_{i-j-1}^{(2)},
\]
for \( i, j \in [N_1] \) and \( i \leq j \leq N \), and
\[
\mu_{ij} = \phi_i - \phi_j + \begin{pmatrix} \rho_{ij}^{(1)} \rho_{i-j-1}^{(2)} \end{pmatrix}, \quad \nu_{ij} = \ell_{ij}^{(1)} + \ell_{i-j-1}^{(2)},
\]
for \( i, j \in [N_2] \) and \( i \leq j \leq N \).

It is readily seen from \( \cite{10,11} \) that, collecting all the non-redundant terms \( \mu_{ij}, \nu_{ij} \) into a vector \( y \in \mathbb{R}^{N \times 1} \), namely 0.5\( N(N+1) \) values of \( \mu_{ij} \) for \( i, j \in [N] \) with \( i \leq j \), and 0.5\( N(N-1) \) values of \( \nu_{ij} \) for \( i, j \in [N] \) with \( i < j \), one can construct a system of linear equations
\[
y = H \theta,
\]
where
\[
\theta \triangleq \begin{pmatrix} \tilde{\psi}^T \phi^T \theta_{\text{nuance}}^T \end{pmatrix}^T \in \mathbb{R}^{K \times 1} \text{ is the vector of unknowns,}
\]
\[
K_\theta \triangleq 4N + 2N_1(N_2 - 1) + 2,
\]
\[
\theta_{\text{nuance}} \triangleq \begin{pmatrix} \rho^{(1)^T} \ell^{(1)^T} \rho^{(2)^T} \ell^{(2)^T} \text{vec}(\tilde{P}) \text{vec}(\tilde{I}) \end{pmatrix}^T,
\]
and \( H \) is the matrix of coefficients determined by \( \cite{10,11} \). Due to space limitations, and considering it is rather technical and straightforward, we omit the explicit definition of \( H \) (see \( \cite{17} \), Appendix A, \footnote{Due to the conjugate symmetry \( \log(R) = \log(R^H) = \log(R)^H \).})
for similar principles regarding the construction of $H$).

Assuming $K_{\theta} \leq N^2$, although $[12]$ has $N^2$ equations and only $K_{\theta}$ unknowns, it can be verified that $H$ is not full-rank. Indeed, from $[6]$ we have the degeneracies $\rho_{1}^{(2)} = \rho_{1}^{(1)}$, as well as $\epsilon_1^{(2)} = \epsilon_1^{(1)} = 0$. Moreover, similarly as with ULAs, identifiability of $\psi, \phi$ in this blind scenario requires one gain and two phase references $[24]$. Hence, w.l.o.g. we may set $\psi_1 = \phi_1 = \phi_2 = 0$. We can now eliminate these six parameters from $\theta$, together with the six corresponding columns of $H$, maintaining $[12]$ with the newly defined $\theta \in \mathbb{R}^{K_{\theta} \times 1}$ and $H \in \mathbb{R}^{N^2 \times K_{\theta}}$, only now $K_{\theta} = 4N + 2N_1(N_2 - 1) - 4$.

Yet, even after eliminating these degenerate variables, the rank of $H$ is equal to $K_{\theta} - 1$. More precisely, since the gain-related equations stemming from $[10]$ are decoupled from the phase-related equations stemming from $[11]$, it can be shown that (at least) one additional equation is required only for the unique determination of the phases (and not for the gains). Indeed, for a conventional 2-level nested array with $L = N_1 + 1$, illustrated in Fig. 1a for $N_1 = 3$, Han et al. $[12]$ already pointed out that "there are not enough equations, as in the ULA case, to estimate the phase errors". Nevertheless, the claim that “the least squares method becomes inapplicable” $[12]$ Subsection IV-B) is not entirely accurate, as shown next.

Consider the case where $N_1 = N_2 = L$, as illustrated in Fig. 1b for $N_1 = 3$. Contrary to the conventional choice $L = N_1 + 1$, which does not allow for LS-based blind calibration of the array, with $L = N_1$ the situation is different, and LS-based blind calibration is in fact possible. To see this, observe that if we eliminate the 2nd to $N_1$-th elements of the array, we are left with a ULA with $d = N_1 - 1$. This means that if we eliminate the respective (2nd to $N_1$-th) rows and columns of $C$, we are left with a Toeplitz matrix, whose lower-right $N_2 \times N_2$ block is $C^{(2)}$. It follows that all elements of $C^{(2)}$ are replicated versions of some of the elements of the 1st row of $C$, thus $\rho^{(2)}$ and $\epsilon^{(2)}$ can be eliminated from $\theta$, together with their corresponding columns in $H$ (modifying columns corresponding to the other elements of $\theta$ accordingly), which is now full-rank, hence $[12]$ has a unique solution. Nevertheless, it is still possible to detect $O(N^2)$ sources using only $O(N)$ sensors with a calibrated array. Indeed, it is easily verified that the maximum central contiguous ULA segment $[2]$, Section II, definition 2) is of cardinality $2N_1^2 + 1 = O(N^2)$, which directly determines the maximum number of detectable sources (see $[2]$, and reference therein). Moreover, the degradation in this respect relative to what can be achieved by $L = N_1 + 1$ is quite marginal. Thus, subject to this marginal cost, we derived a system of linear equations with a unique solution, serving as the underlying “transformed” model for estimation of $\theta$, which includes $\psi$ and $\phi$, based only on $\tilde{R}$.

We further note that if the number of detectable sources is of greater importance than the fully blind calibration ability, the results of Subsection 3.2 can also be used with $L = N_1 + 1$ by adding (only) one extra (third) phase reference to resolve the rank deficiency of $H$.

### 3.2. Joint OWLS of the Sensors’ Gains and Phases Offsets

The transformed linear model $[12]$ enables estimation of $\psi$ (via $\tilde{\psi}$) and $\phi$, both extracted from $\theta$, by replacing the unknown elements of $y$, namely $\{\mu_{ij}, \nu_{ij}\}$, with their estimates $\{\tilde{\mu}_{ij}, \tilde{\nu}_{ij}\}$, extracted from $\tilde{R}$. Indeed, theoretically, $\tilde{R}$ can be made arbitrarily close to $R$ by increasing the sample size $T$. However, in practice, the available sample size is always limited and is oftentimes fixed. Therefore, rather than relying on the coarse approximation $\tilde{R} \approx R$, which leads to the coarse, sub-optimal ordinary LS estimate, we propose a more refined analysis, which takes into account the estimation errors in $\tilde{R}$ and exploits (some of) their approximated statistical properties for obtaining a more accurate estimate of $\theta$.

Formally, for any finite sample size $T$, we have

$$\tilde{R} \triangleq R + \varepsilon \implies \tilde{R}_{ij} = R_{ij} + \varepsilon_{ij}, \forall i, j \in [N],$$

where $\{\varepsilon_{ij}\}$ denote the errors in estimating $\{R_{ij}\}$. Hence, replacing $R_{ij}$ with $\tilde{R}_{ij}$ in (7) yields

$$\log \left( \tilde{R}_{ij} \right) \triangleq \tilde{\mu}_{ij} + \tilde{\nu}_{ij} = \log \left( R_{ij} \right) + \log \left( 1 + \frac{\varepsilon_{ij}}{R_{ij}} \right) \triangleq \left( \mu_{ij} + \varepsilon_{ij} \right) + \left( \nu_{ij} + \varepsilon_{ij} \right),$$

for all $i, j \in [N]$, where $\vec{\xi}$ is the transformed complex-valued “measurement noise”, with $\varepsilon_{ij}$ and $\nu_{ij}$ as its real and imaginary parts, resp. Consequently, we now have the following exact linear relations

$$\begin{align*}
\{ \tilde{\mu}_{ij}, \nu_{ij} \} &= \{ \mu_{ij} + \varepsilon_{ij}, \nu_{ij} + \varepsilon_{ij} \} \\
\{ \tilde{y}_{ij} \} &= \vec{y}_{ij} = H \vec{\xi} + \vec{\varepsilon} \in \mathbb{R}^{N^2 \times 1},
\end{align*}$$

(13)

where $\vec{y}_{ij}$ is defined exactly as $y_{ij}$ only with $\{\tilde{\mu}_{ij}, \tilde{\nu}_{ij}\}$ replacing $\{\mu_{ij}, \nu_{ij}\}$, and the “noise” vector $\vec{\xi} \triangleq \begin{bmatrix} \vec{e}^T \ v^T \end{bmatrix}^T$ consists of the respective 0.5N(N + 1) elements of the $\tilde{\mu}_{ij}$-related noise $\varepsilon_{ij}$ in $\vec{e}$, and of the 0.5N(N − 1) elements of the $\tilde{\nu}_{ij}$-related noise $\varepsilon_{ij}$ in $\vec{v}$.

Despite a previous claim in the literature that “the estimation of phase errors is independent of gain errors” $[25]$, Subsection III-B, we have recently shown that although the “noiseless” equations $[8]$–$[9]$ are deterministically decoupled, the “noisy” equations (left-hand side of (13)) are in fact statistically coupled. That is, the noise terms $\{\varepsilon_{ij}\}$ and $\{\varepsilon_{ij}\}$ are correlated, meaning that more accurate estimates would be obtained by jointly estimating all the unknowns, including $\tilde{\psi}, \phi$, together, via a widely linear estimate (e.g., $[26]$) based on all the complex measurements $\{\tilde{R}_{ij}\}$ (forming $\vec{y}_{ij}$), and a unified, full analysis of the transformed noise $\{\varepsilon_{ij}\}$.

From the celebrated Gauss-Markov theorem $[27]$, the Best Linear Unbiased Estimate (BLUE) of $\theta$ given $y_{ij}$ is the OWLS estimate

$$\hat{\theta}_{\text{OWLS}} \triangleq \begin{bmatrix} H^T \Lambda_{\xi}^{-1} H \end{bmatrix}^{-1} H^T \Lambda_{\xi}^{-1} \left( y_{ij} - \eta_{ij} \right),$$

where $\eta_{ij} \triangleq E \left[ \xi \right]$ and $\Lambda_{\xi} \triangleq E \left[ \begin{bmatrix} \xi - \eta_{ij} \end{bmatrix} \begin{bmatrix} \xi - \eta_{ij} \end{bmatrix}^T \right]$ are the mean and covariance matrix of $\xi$, resp. The BLUE attains the minimal attainable MSE matrix among all linear unbiased estimates. When $\xi$ is Gaussian (which is true asymptotically in our case from the MLE properties $[27]$), $\hat{\theta}_{\text{OWLS}}$ is also the MLE of $\theta$ based on $y_{ij}$, which is efficient $[28]$, hence it is also the uniformly minimum-variance unbiased estimate $[27]$ of $\theta$ based on $y_{ij}$.

In $[17]$, addressing blind calibration of ULAs, we showed that

$$\eta_{ij} \approx \frac{1}{T} \cdot 0.5 \cdot \begin{bmatrix} 1^T & 0_{0.5N(N+1)}^T & 0_{0.5N(N+1)}^T \end{bmatrix}^T \triangleq \bar{\eta}_{ij},$$

(14)

for a sufficiently large $T$, such that $|\varepsilon_{ij}| \ll |R_{ij}|$ for all possible $(i, j)$. As for the covariance matrix of $\xi$, which also reads $\Lambda_{\xi} = E \left[ \xi \xi^T \right]$ —

| First level | Second level |
|------------|-------------|
| 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 |
| 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 |

**Fig. 1:** 2-level nested array with $N_1 = N_2 = 3$ and $d = 1$. (a) Conventional design: $L = N_1 + 1$, does not enable LS-based blind calibration. (b) Proposed design: $L = N_1$, enables LS-based blind calibration. Filled bullets represent sensors, while empty bullets represent spaces (absence of sensors).
We consider model (1) with \( N_1 = N_2 = L = 4 \), i.e., \( N = 8 \) sensors, \( d = 1/2 \), and \( M = 15 \) unit-variance sources impinging from angles \( \alpha \) located uniformly on \([20^\circ, 70^\circ]\). The sensors’ gains and phases were fixed to \( \psi = [1\ 1.3\ 1.1\ 0.7\ 2.2\ 0.9\ 1.2\ 0.8]^T \) and \( \phi = [0^\circ\ 0^\circ\ 5^\circ\ 11^\circ\ -8^\circ\ -3^\circ\ -7^\circ\ 9^\circ]^T \), resp., with \( \psi_1, \phi_1 \) and \( \phi_2 \) as known references (w.l.o.g.). Empirical results were obtained by averaging \( 10^4 \) independent trials.

Fig. 2 presents the average MSEs obtained by \( \hat{\psi}_{\text{ML-OWLS}} \) and \( \hat{\phi}_{\text{ML-OWLS}} \). For comparison, we also show the MSEs obtained by Ramamoohan et al.’s Semidefinite Programming-based (SDP) estimates \( \{ \hat{\psi}_m \}_{m=1}^M \), which were demonstrated as superior to the STLS method \( \{ \phi_m \}_{m=1}^M \). Evidently, our proposed estimates provide considerably improved calibration relative to SDP. Fig. 3 shows the average runtime (in \( \text{[sec]} \), on an Intel i7 CPU at 2.7 GHz) in this setup for the two calibration methods under consideration. Since the core computation of our method boils down to a closed-form (non-iterative) formula \( (18) \), it is substantially more computationally efficient.

Next, we turn to evaluate the resulting accuracy in DOAs estimation. We consider the same setup, only now with \( M = 3 \) sources, \( \alpha = [33^\circ\ 45^\circ\ 57^\circ]^T \), and we assume \( M \) is known (or, was successfully detected \( \{ \hat{\psi}_m \}_{m=1}^M \)). Fig. 4 presents the average Root MSE (RMSE) of all the DOAs estimates \( \{ \hat{\theta}_n \}_{n=1}^N \), obtained using Spatial Smoothing MUSIC (SS-MUSIC, e.g., \( \{ \hat{\phi}_m \}_{m=1}^M \)) vs. \( T \), for fixed \( \text{SNR} = 10 \) [dB], and vs. the SNR, for fixed \( T = 2 \cdot 10^3 \). As expected, due to the calibration improvement, the accuracy in DOAs estimation is improved as well.

Here, we note in passing that the proposed calibration scheme may also be used for non-Gaussian signals and still achieve a significant performance improvement with analytical guarantees\(^3\). Moreover, the concepts presented here for 2-level nesting can be extended to \( K \)-levels, \( K > 2 \). These extensions will be presented in future work.

5. CONCLUSION

We presented a blind calibration scheme for 2-level nested arrays. Based on the partially-Toeplitz structure of the observations’ nominal covariance matrix, and building upon our recent results for statistically enhanced blind calibration of ULAs, we derived the ML-OWLS estimates of the gain and phase offsets, which were shown to be superior, both in terms of estimation accuracy and of computational complexity, to the recently proposed SDP-based method. Our improved calibration leads to enhanced accuracy in DOAs estimation, which was also demonstrated in simulations.

We note in passing that the proposed calibration scheme may also be used for non-Gaussian signals and still achieve a significant performance improvement with analytical guarantees\(^3\). Moreover, the concepts presented here for 2-level nesting can be extended to \( K \)-levels, \( K > 2 \). These extensions will be presented in future work.
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