MODEL SPACES IN SUB-RIEMANNIAN GEOMETRY
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Abstract. We consider sub-Riemannian spaces admitting an isometry group that is maximal in the sense that any linear isometry of the horizontal tangent spaces is realized by a global isometry. We will show that these spaces have a canonical partial connection defined on their horizontal bundle. However, unlike the Riemannian case, such spaces are not uniquely determined by their curvature and their metric tangent cone. Furthermore, the number of invariants needed to determine model spaces with the same tangent cone is in general greater than one.

1. Introduction

One need only look to the classical Gauss map [15] to see that the development of Riemannian geometry is informed by the ideas of model spaces. The euclidean space, the hyperbolic spaces and the spheres are also the reference spaces for comparison theorems in Riemannian geometry, such as the Laplacian comparison theorem [19, Theorem 3.4.2] and volume comparison theorem [27, Chapter 9]. For sub-Riemannian geometry, the lack of a generalization of the Levi-Civita connection has complicated the understanding of geometric invariants. One has an idea of ‘flat space’ ever since the description by Mitchell on sub-Riemannian tangent cones [25], later improved in [7]. It is less clear what the sub-Riemannian analogues of spheres and hyperbolic spaces should be. As there has been recent investigations into generalizations of curvature to the sub-Riemannian setting, it seems important to establish model spaces as a reference. See [4, 5, 6, 17, 18] for approaches to curvature by studying properties of the heat flow and [28, 24, 11, 8] for an approach using the sub-Riemannian geodesic flow.

We want to consider sub-Riemannian model spaces from the point of view of spaces with maximal isometry groups. Intuitively, these are sub-Riemannian manifolds that ‘look the same’ not only at every point, but for every orientation of the horizontal bundle. In particular, we want to investigate sub-Riemannian geometric invariants by determining invariants of model spaces with the same tangent cone. For a metric space \((M, d^M)\) and a point \(x_0 \in M\), we say that the pointed space \((N, d^N, y_0)\) is the tangent cone of \(M\) of at \(x_0\) if any ball of radius \(r\) centered at \(x_0\) in the...
space \((M, \lambda \mathcal{d}^M)\) converge to a ball of radius \(r\) centered at \(y_0\) in the Gromov-Hausdorff distance as \(\lambda \to \infty\). Any \(n\)-dimensional Riemannian manifold has the \(n\)-dimensional euclidean space as its tangent cone at any fixed point. Hence, any Riemannian model space is uniquely determined by its tangent cone and one parameter, its sectional curvature. We will show that in the sub-Riemannian case, the number of invariants determining sub-Riemannian spaces with the same tangent cone may be one or more and that they are not necessarily related to curvature.

We list our main results for a sub-Riemannian model space \((M, D, g)\), where \(D\) is the horizontal bundle of rank \(n\) and \(g\) is the sub-Riemannian metric, defined on \(D\).

(i) On any model space, there exists a canonical choice of partial connection on the horizontal bundle \(D\) which equals the Levi-Civita connection for \(D = TM\). See Section 3.2.

(ii) The horizontal holonomy group of the canonical partial connection \(\nabla\) is either trivial or isomorphic to \(\text{SO}(n)\). If the holonomy is trivial, then \(M\) is a Lie group and all isometries are compositions of left translations and Lie group automorphisms. If the holonomy is isomorphic to \(\text{SO}(n)\), then we obtain a new sub-Riemannian model space \(\text{Frame}(M)\) by considering a lifted structure the orthonormal frame bundle of \(D\). See Sections 3.3, 3.4 and 5.2.

(iii) The tangent cone of \(M\) at any point is a Carnot group that is also a model space. See Section 4.2.

(iv) If \(M\) is a model space of even step whose tangent cone equals the free nilpotent Lie group, then \(M\) is a Lie group. See Theorem 5.5.

(v) Any sub-Riemannian model space of step 2 is either the free nilpotent group or the frame bundle of curved Riemannian model space. In particular, in step 2, any model space is uniquely determined by its tangent cone and one parameter. See Theorem 5.6.

(vi) We give an example in step 3, where all the model spaces of a given tangent cone is determined by two parameters, not one. See Theorem 6.1.

(vii) There is a binary operation \((M^{(1)}, M^{(2)}) \mapsto M^{(1)} \oplus M^{(2)}\) of sub-Riemannian model spaces that is commutative, associative and distribute. See Section 6.2.

The structure of the paper is as follows. In Section 2 we include some preliminaries and define sub-Riemannian model spaces. We prove that these spaces have a canonical partial connection in Section 3 and discuss holonomy and curvature of such connections. Next, we consider Carnot groups who are also model spaces in Section 4. We choose two classes of Carnot groups and study model spaces with these groups as their tangent cone more closely in Section 5 and 6. We include some basic results on representations of \(O(n)\) in Appendix A.
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2. Preliminaries

2.1. Notation. If \( a \) and \( b \) are two inner product spaces, we write \( O(\mathbf{a}, \mathbf{b}) \) for the space of all linear isometries from \( a \) to \( b \). The space \( O(\mathbf{a}) = O(\mathbf{a}, \mathbf{a}) \) is a Lie group under composition and clearly isomorphic to \( O(n) \) with \( n = \text{rank} a \). If \( a \) and \( b \) have chosen orientations, we define \( \text{SO}(\mathbf{a}, \mathbf{b}) \) as the subgroup of \( O(\mathbf{a}, \mathbf{b}) \) preserving the orientation. If \( a = b \), there is no need to specify orientation on \( a \), since both choices will give us the identity component \( \text{SO}(\mathbf{a}) = \text{SO}(\mathbf{a}, \mathbf{a}) \) of \( O(\mathbf{a}) \).

We write \( \mathfrak{o}(n) \) for the Lie algebra of \( O(n) \), consisting of anti-symmetric matrices. In what follows, it will often be practical to identify \( \bigwedge^2 \mathbb{R}^n \) and \( \mathfrak{o}(n) \) as vector spaces through the map

\[
\mathbf{x} \boldsymbol{\wedge} \mathbf{y} \mapsto \mathbf{x} \mathbf{y}^\top - \mathbf{y} \mathbf{x}^\top, \quad \mathbf{x}, \mathbf{y} \in \mathbb{R}^n
\]

Relative to this identification, note that for any \( \mathbf{x}, \mathbf{y} \in \mathbb{R}^n \), \( A \in \mathfrak{o}(n) \) and \( a \in O(n) \), we have

\[
[A, \mathbf{x} \boldsymbol{\wedge} \mathbf{y}] = A \mathbf{x} \boldsymbol{\wedge} \mathbf{y} + \mathbf{x} \boldsymbol{\wedge} Ay \quad \text{and} \quad \text{Ad}(a) \mathbf{x} \boldsymbol{\wedge} \mathbf{y} = a \mathbf{x} \boldsymbol{\wedge} ay.
\]

If \( a \) and \( b \) are two vector spaces, possibly with a Lie algebra structure, then the notation \( \mathfrak{g} = \mathfrak{a} \oplus \mathfrak{b} \) will only mean that \( \mathfrak{g} \) equals \( \mathfrak{a} \oplus \mathfrak{b} \) as a vector space, stating nothing about a possible Lie algebra structure.

If \( \pi : E \rightarrow M \) is a vector bundle, we will write \( \Gamma(E) \) for the space of its smooth sections. If \( g \in \Gamma(\text{Sym}^2 \mathfrak{e}^* E) \) is a metric tensor on \( E \), we write \( g(e_1, e_2) = \langle e_1, e_2 \rangle_g \) and \( |e_1|_g = \langle e_1, e_1 \rangle_g^{1/2} \) for \( e_1, e_2 \in E \).

2.2. Sub-Riemannian manifolds. Let \( M \) be a connected manifold and let \( D \) be a subbundle of \( TM \) equipped with a positive definite metric tensor \( g \). The pair \( (D,g) \) is then called a sub-Riemannian structure and the triple \( (M, D, g) \) is called a sub-Riemannian manifold. An absolutely continuous curve \( \gamma \) in \( M \) is called horizontal if \( \dot{\gamma}(t) \in D_{\gamma(t)} \) for almost every \( t \). Associated with the sub-Riemannian structure \( (D, g) \), we have the Carnot-Carathéodory metric

\[
d(x, y) = \inf \left\{ \int_0^1 |\dot{\gamma}(t)|_g \, dt : \gamma \text{ horizontal} \right. \left. \gamma(0) = x, \, \gamma(1) = y. \right\},
\]

with \( x, y \in M \). If any pair of points can be connected by a horizontal curve, then \( (M, d) \) is a well defined metric space. A sufficient condition for connectivity by horizontal curves is that \( D \) is bracket-generating, i.e. that its sections and their iterated brackets span the entire tangent bundle. Not only will \( d \) be well-defined in this case, but its topology coincides with the manifold topology. For more on sub-Riemannian manifolds, see \[26\].
Definition 2.1. For \( j = 1, 2 \), let \((M^{(j)}, D^{(j)}, g^{(j)})\) be sub-Riemannian manifolds with \( D^{(j)} \) bracket-generating. Let \( d^{(j)} \) be the Carnot-Carathéodory metric of \( g^{(j)} \). A homeomorphism \( \varphi : M^{(1)} \to M^{(2)} \) is called a sub-Riemannian isometry if
\[
d^{(2)}(\varphi(x), \varphi(y)) = d^{(1)}(x, y),
\]
for any \( x, y \in M^{(1)} \).

If we add the additional requirement that \( D \) is equiregular, our isometries will always be smooth. Let \( D \) be a general subbundle of \( TM \). Define \( D^1 = \Gamma(D) \) and for \( j \geq 1 \),
\[
D^{j+1} := \text{span} \{ Y, [X,Y] : X \in \Gamma(D), Y \in D^j \}.
\]
For each \( j \geq 1 \) and \( x \in M \), write \( n_j(x) = \text{rank}\{ Y(x) : Y \in D^j \} \). The sequence \( n_j(x) = (n_1(x), n_2(x), \ldots) \) is called the growth vector of \( D \). The subbundle \( D \) is called equiregular if the functions \( n_j \) are constant. The minimal integer \( r \) such that \( D^r = D^{r+1} \) is called the step of \( D \). If \( D \) is equiregular, there exists a flag of subbundles
\[
D^0 = 0 \subset D^1 \subset D^2 \subset \cdots \subset D^r,
\]
such that \( D^j = \Gamma(D^j) \). The following result is found in [8].

Theorem 2.2. Let \((M, D, g)\) be a sub-Riemannian manifold with \( D \) bracket-generating, equiregular and let \( \varphi : M \to M \) be an isometry. Then \( \varphi \) is a smooth map satisfying \( \varphi^* D \subset D \) and \( \langle \varphi_* v, \varphi_* w \rangle_g = \langle v, w \rangle_g \). Furthermore, if \( \tilde{\varphi} \) is another isometry such that for some \( x \in M \),
\[
\tilde{\varphi}(x) = \varphi(x) \quad \text{and} \quad \tilde{\varphi}_* D_x = \varphi_* D_x,
\]
then \( \tilde{\varphi} = \varphi \). The group of all isometries admits the structure of a finite dimensional Lie group.

In what follows, we will often write the sub-Riemannian manifold \((M, D, g)\) simply as \( M \) if \((D, g)\) is understood from the context. This includes the case of Riemannian manifolds \( D = TM \). Also, for any \( \lambda > 0 \), the space \((M, D, \lambda^2 g)\) is denoted by \( \lambda M \). Clearly, if \( d \) is the metric of \( M \), the space \( \lambda M \) has metric \( \lambda d \).

Remark 2.3. Let \((M, D, g)\) be a sub-Riemannian manifold. Let \( \varphi : M \to M \) be a diffeomorphism such that \( \varphi_* (D) \subset D \). Define \( \text{Ad}(\varphi) X = \varphi_* X (\varphi^{-1}(x)) \) for any vector field \( X \in \Gamma(TM) \) and point \( x \in M \). Then \( \text{Ad}(\varphi) X, \text{Ad}(\varphi) Y \) are \( \text{Ad}(\varphi)[X, Y] \), so \( \text{Ad}(\varphi) D^j \subset D^j \) for any \( j \geq 1 \). As a consequence, if \( D \) is equiregular and \( D^j = \Gamma(D^j) \), then \( \varphi_* D^j \subset D^j \) as well.

2.3. Riemannian model spaces. A connected, simply connected Riemannian manifold \((M, g)\) is called a model space if it has constant sectional curvature. We review some basic facts about such spaces and refer to [21] for details. For a given dimension \( n \) and sectional curvature \( \rho \), there is a unique model space up to isometry, which we will denote by \( \Sigma(n, \rho) \). The cases
\( \rho = 0 \), \( \rho > 0 \) and \( \rho < 0 \) correspond respectively to the cases of euclidean space, spheres and hyperbolic space. These model spaces can be seen as homogenenous spaces. For any integer \( n \geq 2 \) and constant \( \rho \in \mathbb{R} \), consider the Lie algebra \( \mathfrak{g} = \mathfrak{g}(n, \rho) \) of all matrices
\[
\begin{pmatrix}
A & x \\
-\rho x^t & 0
\end{pmatrix}, \quad A \in \mathfrak{o}(n), \ x \in \mathbb{R}^n.
\]
Write \( \mathfrak{g} = \mathfrak{p} \oplus \mathfrak{k} \) corresponding to the subspaces \( A = 0 \) and \( x = 0 \) respectively. Give \( \mathfrak{p} \) the standard euclidean metric in these coordinates. Let \( G = G(n, \rho) \) be the corresponding simply connected Lie group and let \( K \) be the subgroup corresponding to the subalgebra \( \mathfrak{k} \). Define a sub-Riemannian structure \( (D, g) \) on \( G \) by left translation of \( \mathfrak{p} \) and its inner product. Since both \( \mathfrak{p} \) and its inner product are \( K \)-invariant, this sub-Riemannian structure induces a well-defined Riemannian structure on \( G/K \), which we can identify with \( \Sigma(n, \rho) \).

We remark that \( \lambda \Sigma(n, \rho) \) is isometric to \( \Sigma(n, \rho/\lambda^2) \) for any \( \lambda > 0 \). It is not clear what the analogue of sectional curvature should be in sub-Riemannian geometry. We will therefore also present the following alternate description of Riemannian model spaces. Let \((M, g)\) be a connected, simply connected Riemannian manifold. Then \((M, g)\) is a model space if and only if for every \((x, y) \in M \times M \) and every \( q \in O(T_x M, T_y M) \) there exists an isometry \( \varphi \) with \( \varphi_*|T_x M = q \), see e.g. [21, Theorem 3.3]. We will use this result as the basis of our definition for sub-Riemannian model spaces.

**Definition 2.4.** We say that \((M, D, g)\) is a sub-Riemannian model space if

(i) \( M \) is a connected, simply connected manifold,

(ii) \( D \) is a bracket-generating subbundle,

(iii) for any linear isometry \( q \in O(D_x, D_y) \), \((x, y) \in M \times M \) , there exists a smooth isometry \( \varphi : M \to M \) such that \( \varphi_*|D_x = q \).

### 3. Sub-Riemannian model spaces and connections

#### 3.1. Sub-Riemannian homogeneous space.** We define a sub-Riemannian manifold \((M, D, g)\) as a homogeneous space if any pair of points are connected by an isometry. Since the growth vector \( \underline{g}(x) \) is determined by the metric \( d \) in a neighborhood of \( x \), we know the growth vector is constant on a homogeneous space. Hence, \( D \) is equiregular, so all isometries of \( M \) are smooth and form a Lie group denoted Isom(M).

We will use an approach inspired by [22]. For any homogeneous space, we must have \( D \) orientable. Write rank \( D = n \) and let \( x_0 \) be an arbitrary point. Consider any \( \xi \in \bigwedge^n D_{x_0} \) with \( |\xi|_g = 1 \). For any isometry \( \varphi \) on \( M \), we have \( |\varphi_*\xi| = 1 \) as well. In particular, the image of the identity component of Isom(M) under the map \( \varphi \mapsto \varphi_*\xi \) gives us a well-defined non-vanishing section of \( \bigwedge^n D \).

Assume that \( D \) is of step \( r \). Write \( G = \text{Isom}(M) \) and for any \( x \in M \), define the stabilizer group
\[
G_x = \{ \varphi(x) = x : \varphi \in G \}.
\]
By our assumptions, the subgroups $G_x$ are all conjugate and they are compact by \cite[Corollary 5.6]{[14]}. For a chosen point $x_0 \in M$, define $K = G_{x_0}$. Consider the $K$-principal bundle

$$K \to G \overset{\pi}{\to} M \cong G/K,$$

where $\pi(\varphi) = \varphi(x_0)$. Let $\mathfrak{g}$ and $\mathfrak{k}$ be the Lie algebras of respectively $G$ and $K$. Since $K$ is compact, any invariant subspace of a representation of $K$ has an invariant complement as well. It follows that $\mathfrak{g} = \mathfrak{p} \oplus \mathfrak{k}$ where $\mathfrak{p}$ is some $K$-invariant subspace.

**Lemma 3.1.** Let $\mathfrak{g} = \mathfrak{p} \oplus \mathfrak{k}$ be a decomposition of $\mathfrak{g}$ into $K$-invariant subspaces. For any $v \in T_{x_0}M$, let $A_v \in \mathfrak{p}$ be the unique element satisfying $\pi^* A_v = v$. Then

$$\mathrm{Ad}(\varphi)A_v = A_{\varphi_*v}, \quad \text{for any } \varphi \in K.$$ 

In particular, for $j = 1, \ldots, r$,

$$\mathfrak{p}^j := \{ A \in \mathfrak{p} : \pi_* A \in D^j x_0 \}.$$ 

is $K$-invariant.

**Proof.** For any $v \in T_{x_0}M$, if we write $\phi(t) = \exp tA_v$, then for any $\varphi \in G$,

$$\pi_* \mathrm{Ad}(\varphi)A_v = \varphi_* \frac{d}{dt} (\phi(t) \circ \varphi^{-1}) (x_0) \bigg|_{t=0}.$$

Inserting $\varphi \in K$ in (3.1), we get that $\pi_* \mathrm{Ad}(\varphi)A_v = \varphi_* v$. Since $\mathrm{Ad}(\varphi)$ preserves $\mathfrak{p}$, it follows that $\mathrm{Ad}(\varphi)A_v = A_{\varphi_*v}$. Hence, each $\mathfrak{p}^j$ is preserved under the action of $K$ by Remark \[2.3\] \[\square\]

### 3.2. Canonical partial connection on model spaces

In this section, we will show that any sub-Riemannian model spaces has a canonical partial connection on $D$, coinciding with the Levi-Civita connection when $D = TM$. Recall that if $\pi : E \to M$ is a vector bundle and $D$ is a subbundle of $TM$, then a partial connection $\nabla$ on $E$ in the direction of $D$ is a map $\nabla : \Gamma(E) \to \Gamma(D^* \otimes E)$ such that $\nabla \phi e = d\phi |D \otimes e + \phi \nabla e$ for any $\phi \in C^\infty(M)$ and $e \in \Gamma(E)$. As usual, we write $(\nabla e)(v) = \nabla v e$ for $v \in D$. For more on partial connections, see \cite{[13]}.

In discussing isometry-invariant connections, we need some special considerations for the case of rank $D = 3$, as this condition allows us to define a cross product. Let $\xi \in \Gamma(A^3 D)$ be any section satisfying $|\xi|_g = 1$, which exists by Section \[8.1\] For any pair $v_i, w_i \in D_x$, $x \in M$, $i = 1, 2$, define $w_1 \times w_2 \in D_x$ by

$$v_1 \wedge v_2 \wedge (w_1 \times w_2) = \langle v_1 \wedge v_2, w_1 \wedge w_2 \rangle_g \xi(x).$$

The cross product does depend on the choice of $\xi$, however, since the only possible other choice is $-\xi$, the cross product is uniquely defined up to sign. In particular, the collection of maps $(w_1, w_2) \mapsto cw_1 \times w_2$, $c \in \mathbb{R}$ does not depend on the choice of $\xi$. 

Proposition 3.2. Let \((M, D, g)\) be a sub-Riemannian model space. Let \(\text{Isom}(M)\) be the isometry group with identity component \(\text{Isom}^0(M)\).

(a) There exists a unique partial connection \(\nabla\) on \(D\) in the direction of \(D\) such that for every \(\varphi \in \text{Isom}(M)\) and \(X, Y, Z \in \Gamma(D)\),

\[
\nabla_{\varphi_*X} \varphi_*Y = \varphi_* \nabla_X Y, \quad X(Y, Z)_g = \langle \nabla_X Y, Z \rangle_g + \langle Y, \nabla_X Z \rangle_g.
\]

Furthermore, if \(\text{rank} \, D \neq 3\) there is a unique partial connection satisfying (3.2) for every \(\varphi \in \text{Isom}^0(M)\).

(b) Assume that \(\text{rank} \, D = 3\) and let \(\nabla\) be the unique partial connection satisfying (3.2) for every \(\varphi \in \text{Isom}(M)\). Define a cross product on \(D\).

Then a partial connection on \(D\) in the direction of \(D\) satisfying (3.2) for any \(\varphi \in \text{Isom}^0(M)\) is on the form

\[
\nabla^c_X Y = \nabla_X Y + c X \times Y, \quad X, Y \in \Gamma(D),
\]

for some \(c \in \mathbb{R}\).

To state the proof of this result, consider the orthonormal frame bundle \(O(n)\). In other words, we consider the \(O(n)\)-principal bundle

\[
O(n) \rightarrow \mathbb{F}^O(D) \xrightarrow{\pi} M, \quad n = \text{rank} \, D,
\]

such that

\[
\mathbb{F}^O(D)_x = O(\mathbb{R}^n, D_x),
\]

with the standard inner product on \(\mathbb{R}^n\) and with \(O(n)\) acting on the right by composition. If we let \(e_1, \ldots, e_n\) denote the standard basis of \(\mathbb{R}^n\), we can identify \(f \in \mathbb{F}^O(D)_x\) with the orthonormal frame \(\{f(e_1), \ldots, f(e_n)\}\) of \(D_x\).

We have an action of \(G = \text{Isom}(M)\) on \(\mathbb{F}^O(D)\) by \(\varphi \cdot f := \varphi_* f\). From Theorem 2.2 and the fact that \(M\) is a model space, we know that this action is free and transitive. Any affine connection \(\nabla\) on \(D\) satisfying \(\nabla g = 0\) correspond to a principal connection \(\omega\) on \(\pi : \mathbb{F}^O(D) \rightarrow M\). By choosing a reference frame \(f_0 \in \mathbb{F}^O(M)_{x_0}\), \(x_0 \in M\) and writing \(K = G_{x_0}\), we can identify \(G\) with \(\mathbb{F}^O(M)\) through the map \(\varphi \mapsto \varphi_* f_0\). With this identification, the subbundle \(\mathcal{E} = \ker \omega\) will be transverse to \(K = \ker \pi_*\) and right invariant under \(K\). Furthermore, if the connection \(\nabla\) also satisfies \(\nabla X \varphi_* Y = \varphi_* \nabla_X Y\) for every \(X \in \Gamma(TM)\) and \(Y \in \Gamma(D)\), then \(\mathcal{E}\) is left invariant under \(G\) as well. Restricting this subbundle to the identity of \(G\), we get a decomposition of its Lie algebra \(\mathfrak{g} = \mathfrak{p} \oplus \mathfrak{k}\) with \(\mathfrak{k} = K_1\) being the Lie algebra of \(K\) and \(\mathfrak{p} = E_1\) being a \(K\)-invariant complement.

Similarly, any partial connection \(\nabla\) in the direction of \(D\) satisfying (3.2) for any \(\varphi \in \mathfrak{g} = \mathfrak{p} \oplus \mathfrak{k}\) is determined by a \(K\)-invariant subspace \(\mathfrak{p}^1 \subseteq \mathfrak{g}\) with properties \(\mathfrak{p}^1 \cap \mathfrak{k} = 0\) and \(\pi_* \mathfrak{p}^1 = D_{x_0}\).

If we choose an orientation of \(D\), we can also define the oriented orthonormal frame bundle

\[
\text{SO}(n) \rightarrow \mathbb{F}^\text{SO}(D) \rightarrow M,
\]

where \(\mathbb{F}^\text{SO}(D)_x = \text{SO}(\mathbb{R}^n, D_x)\). Similar relations for invariant connections or partial connections hold on \(\mathbb{F}^\text{SO}(D)\) with \(\text{Isom}^0(M)\) in the place of \(\text{Isom}(M)\).
Proof of Proposition 3.2. We will start by proving (i). Since $K$ is compact, $\mathfrak{k}$ has a $K$-invariant complement $\mathfrak{p}$ in $\mathfrak{q}$, and by defining $\mathfrak{p}^1$ as in Lemma 3.1 we have a desired partial connection. This proves existence.

Next, we prove uniqueness. Let $\mathfrak{p}^1$ and $\mathfrak{q}^1$ be two $K$-invariant subspaces, transverse to $\mathfrak{k}$ and satisfying $\pi_*\mathfrak{p}^1 = \pi_*\mathfrak{p}^1 = D_{x_0}$. For any $v \in D_{x_0}$, write $A_v$ and $\hat{A}_v$ for the respective elements in $\mathfrak{p}^1$ and $\mathfrak{q}^1$ that project to $v$. Consider the map

$$(3.3) \quad \zeta : \mathfrak{p}^1 \to \mathfrak{k}, \quad \zeta(A_v) = A_v - \hat{A}_v.$$ 

Then for any $a \in K$, $\text{Ad}(a)\zeta = \zeta \text{Ad}(a)$. Note that the Ad-action of $K$ on $\mathfrak{k}$ is isomorphic to the usual adjoint representation of $O(n)$ on $\mathfrak{o}(n)$, since we are working with model spaces. Furthermore, $K$ acts on $\mathfrak{p}^1$ as in Lemma 3.1 which is isomorphic to the usual representation of $O(n)$ on $\mathbb{R}^n$. It now follows from Lemma A.1 that $\zeta = 0$.

If we modify the proof by replacing $\mathbb{F}^O(D)$, $G = \text{Isom}(M)$ and $K = G_{x_0}$ with $\mathbb{F}^{SO}(D)$, $G^0 = \text{Isom}^0(M)$ and $K^0 = (G^0)_{x_0}$, respectively, then we can identify maps $\zeta$ as in (3.3) with morphisms of representations of $SO(n)$ on respectively $\mathbb{R}^n$ and $\mathfrak{o}(n)$. By Remark A.2, we will have $\zeta = 0$ whenever $n \neq 3$. This proves (i).

For the case $n = 3$, we can identify $K^0$, $\mathfrak{p}$ and $\mathfrak{k}$ with $SO(3)$, $\mathbb{R}^3$ and $\wedge^2 \mathbb{R}^3$, respectively. Again by Remark A.2, we have $\zeta = c\ast$ with $\ast : \mathbb{R}^3 \to \wedge^2 \mathbb{R}^3$ being the Hodge star operator. This exactly corresponds to the cross product.

\[\square\]

Definition 3.3. Let $(M, D, g)$ be a sub-Riemannian model space. If $\nabla$ is the unique partial connection on $D$ in the direction of $D$ satisfying (3.2) for any $\varphi \in \text{Isom}(M)$, we call $\nabla$ the canonical partial connection on $D$.

Remark 3.4. We can use the canonical partial connection to determine when two model spaces are isometric. For $j = 1, 2$, let $(M^{(j)}, D^{(j)}, g^{(j)})$ be a sub-Riemannian model space with isometry group $G^{(j)} = \text{Isom}(M^{(j)})$. Let $\nabla^{(j)}$ be the canonical partial connection on $D^{(j)}$. Assume that there is an isometry $\Phi : M^{(1)} \to M^{(2)}$. Choose an arbitrary point $x_0 \in M^{(1)}$, define $y_0 = \Psi(x_0) \in M^{(2)}$ and

$$K^{(1)} = (G^{(1)})_{x_0}, \quad K^{(2)} = (G^{(2)})_{y_0}.$$ 

Let $\mathfrak{k}^{(j)}$ be the Lie algebra of $K^{(j)}$. The map $\Phi$ induces a group isomorphism $\Phi : G^{(1)} \to G^{(2)}$ defined by

$$\Phi(\varphi) = \Phi \circ \varphi \circ \Phi^{-1}, \quad \varphi \in G^{(1)}.$$ 

We remark that $\Phi(K^{(1)}) = K^{(2)}$. Furthermore, let $\mathfrak{g}^{(j)}$ denote the Lie algebra of $G^{(j)}$. Use a choice of orthonormal frame of respectively $D_{x_0}^{(1)}$ and $D_{y_0}^{(2)}$ to identify $\mathbb{F}^O(D^{(j)})$ with $G^{(j)}$ and let $\mathfrak{p}^{(j)}$ be subspace of $\mathfrak{g}^{(j)}$ corresponding
to the canonical partial connection $\nabla^{(j)}$. Define an inner product on $p^{(j)}$ by pulling back the inner product on respectively $D_{x_0}^{(1)}$ and $D_{y_0}^{(2)}$. Since

$$\nabla^{(2)}_{\Phi_* \chi} \Phi_* Y = \Phi_* \nabla^{(1)}_{\chi} Y$$

and since $\Phi$ is an isometry, we must have that $\Psi_* = \bar{\Phi} \circ \id : g^{(1)} \to g^{(2)}$ maps $p^{(1)}$ isometrically onto $p^{(2)}$. In conclusion, if $M^{(1)}$ is isomorphic to $M^{(2)}$, then there is a Lie algebra isomorphism $\Psi : g^{(1)} \to g^{(2)}$ mapping $k^{(1)}$ onto $k^{(2)}$ and $p^{(1)}$ onto $p^{(2)}$ isometrically.

### 3.3. Holonomy of the canonical partial connections

Since all model spaces have canonical partial connections, we will need to look at the holonomy and curvature of such a connection. We will use our material from [9].

Let $\pi : E \to M$ be a vector bundle and let $\nabla$ be a partial connection on $E$ in the direction of $D$. Assume that $D$ is bracket-generating and equiregular of step $r$. For any horizontal curve $\gamma : [0, 1] \to M$, write $\parallel^\gamma : E_{\gamma(0)} \to E_{\gamma(1)}$ for the parallel transport along $\gamma$ with respect to $\nabla$. Then the horizontal holonomy group of $\nabla$ at $x$ is given by

$$\text{Hol}^\nabla(x) = \left\{ \parallel^\gamma \in \text{GL}(E_x) : \gamma : [0, 1] \to M \text{ is a horizontal loop based at } x \right\},$$

where $\text{GL}(E_x)$ denotes invertible linear maps of $E_x$. The group $\text{Hol}^\nabla(x)$ is a finite dimensional Lie group and it is connected if $M$ is simply connected. In order to determine this holonomy group, we need to introduce selectors.

Consider the flag $0 = D^0 \subseteq D = D^1 \subseteq D^2 \subseteq \cdots \subseteq D^r = TM$ defined as in (2.3). For any $k = 0, 1, \ldots, r$, let $\text{Ann}(D^k)$ denote the subbundle of $T^*M$ consisting of all covectors vanishing on $D^k$. A selector of $D$ is a two-vector valued one-form $\chi : TM \to \bigwedge^2 TM$, satisfying the following for every $k = 1, \ldots, r$:

1. $\chi(D^k) \subseteq \bigwedge^2 D^{k-1}$,
2. for any $\alpha \in \Gamma(\text{Ann} D^k)$ and $w \in D^{k+1}$, we have $\alpha(w) = -d\alpha(\chi(w))$.

Any equiregular subbundle have at least one selector, but this selector is in general not unique. However, each selector gives a unique way of extending partial connections to connections.

**Theorem 3.5.** For any partial connection $\nabla$ on $\pi : E \to M$ in the direction of $D$ and selector $\chi$ of $D$, there exists a unique affine connection $\nabla = \nabla(\chi)$ on $E$ such that $\nabla|_D = \nabla$ and such that

$$R^\nabla(\chi) = 0.$$

Furthermore, for any $x \in M$,

$$\text{Hol}^\nabla(x) = \text{Hol}^\nabla(x).$$
In the special case when there exists an affine connection $\nabla$ such that $\nabla|_D = \nabla$ and such that $R^\nabla = 0$, it follows from Theorem 3.5 that $\nabla = \nabla(\chi)$ for any selector. Furthermore, if $M$ is simply connected, then $\text{Hol}^\nabla(x) = \text{id}_{E_x}$ from the Ambrose-Singer theorem.

For the canonical partial connection on model spaces there are only two possible cases for the horizontal holonomy group.

**Proposition 3.6.** Let $(M, D, g)$ be a sub-Riemannian model space with canonical partial connection $\nabla$. Then either $\text{Hol}^\nabla(x) = \text{id}_{D_x}$ for every $x \in M$ or $\text{Hol}^\nabla(x) = \text{SO}(D_x)$ for every $x \in M$.

**Proof.** Let $E$ be the $O(n)$-invariant subbundle of $T^O(D)$ corresponding to $\nabla$. For any $f_0 \in E^O(D)$, define

$$O_{f_0} = \{ f \in E^O(D) : \text{there is an } E\text{-horizontal curve connecting } f_0 \text{ and } f \}.$$ 

By the Orbit Theorem [2, Theorem 5.1] these are imbedded submanifolds and for every $f \in O_{f_0}$ and every $j \geq 1$

$$\{ Y(f) : Y \in \mathcal{E}^j \} \subseteq T_f O_{f_0}.$$

Here, $\mathcal{E}^j$ is defined as in (2.2). Furthermore, by definition, for any $f \in E^O(D)_x$ we know that $\text{Hol}^\nabla(x)$ is isomorphic to

$$\{ a \in O(n) : f \cdot a \in \mathcal{O}_f \}.$$

Let $x_0 \in M$ be a fixed point. Choose $f_0 \in E^O(D)_{x_0}$ and use this frame to identify $E^O(D)$ with $G = \text{Isom}(M)$. Define $K = G_{x_0}$ and let $\pi : G \to M$ be the map $\pi(\varphi) = \varphi(x_0)$. Let $\mathfrak{k}$ and $\mathfrak{g}$ denote the Lie algebra of respectively $K$ and $G$. Let $\mathfrak{p}^1$ be the $K$-invariant subspace of $\mathfrak{g}$ of rank $n$ such that $\mathcal{E}_\varphi = \varphi \cdot \mathfrak{p}^1$, $\varphi \in G$. Let $\mathfrak{p}$ be the sub-algebra generated by $\mathfrak{p}^1$ which is also $K$-invariant. Then $\mathfrak{p} \cap \mathfrak{k}$ is also $K$-invariant. Since the action of $K$ on $\mathfrak{k}$ is isomorphic to the adjoint representation of $O(n)$ on $\mathfrak{o}(n)$, which is irreducible by Lemma [A.3] we either have that $\mathfrak{g} = \mathfrak{p} \oplus \mathfrak{k}$ or $\mathfrak{g} = \mathfrak{p}$. It follows that either $\mathcal{E}$ is bracket-generating or integrable. If $\mathcal{E}$ is bracket-generating, then $O_f$ is the connected component of $f$ in $E^O(D)$, so $\text{Hol}^\nabla(x) = \text{SO}(D_x)$. If $\mathcal{E}$ is integrable, $\text{Hol}^\nabla(x)$ must be discrete, and since $M$ is simply connected, we have $\text{Hol}^\nabla(x) = \text{id}_{D_x}$. 

\[\square\]

### 3.4. Holonomy and Lie group structure.

In Riemannian geometry the only model spaces with a Lie group structure for which the metric is invariant are the euclidean spaces $\Sigma(n, 0)$ and the 3-dimensional spheres $\Sigma(3, \rho)$, $\rho > 0$. In the sub-Riemannian case, we have the following relation.

**Proposition 3.7.** Let $(M, D, g)$ be a model space. Let $G$ be either $\text{Isom}^0(M)$ or $\text{Isom}(M)$ and let $\nabla$ be a partial connection on $D$ in the direction of $D$ satisfying (3.2) for every $\varphi \in G$. Let $x_0$ be an arbitrary point. Then $\text{Hol}^\nabla(x_0) = \text{id}_{D_{x_0}}$ if and only if there exists a Lie group structure on $M$ such that $(D, g)$ is left invariant, $x_0$ is the identity and every $\varphi \in G_{x_0}$ is a Lie group automorphism.
We remind the reader that the case $G = \text{Isom}^0(M)$ is mainly useful for the case of rank $D = 3$ by Proposition 3.2.

Proof. Assume that $M$ has a Lie group structure with identity $1 = x_0 \in M$. Assume that $(D, g)$ is left invariant and that every $\varphi \in G_{x_0}$ is a Lie group automorphism. Define $\nabla^l$ on $D$ such that all left invariant vector fields are parallel. This obviously satisfies $\text{Hol}^\nabla(x_0) = \text{id}_{D_{x_0}}$ and (3.2) for any $\varphi \in G$.

Conversely, suppose that $\text{Hol}^\nabla(x_0) = \text{id}_{D_{x_0}}$ for a connection invariant under $G$. By the proof of Proposition 3.6 its Lie algebra has decomposition $\mathfrak{g} = \mathfrak{p} \oplus \mathfrak{t}$ into $K$-invariant vector spaces with $[\mathfrak{p}, \mathfrak{p}] \subseteq \mathfrak{p}$ and where $\mathfrak{t}$ is the Lie algebra of $K = G_{x_0}$. Hence, every element in $K$ is a Lie group automorphism. 

\[ \square \]

4. Metric tangent cones and Carnot-groups

4.1. Carnot groups as model spaces. Let $(N, D, g)$ be a Carnot group of step $r$. In other words, $N$ is a nilpotent, connected, simply connected Lie group whose Lie algebra $\mathfrak{n}$ has a stratification $\mathfrak{n} = \mathfrak{n}_1 \oplus \cdots \oplus \mathfrak{n}_r$ satisfying

\[
\left[ \mathfrak{n}_1, \mathfrak{n}_j \right] = \begin{cases} \mathfrak{n}_{j+1} & \text{for } 1 \leq j < r, \\ 0 & \text{for } j = r. \end{cases}
\]

The sub-Riemannian structure $(D, g)$ is defined by left translation of $\mathfrak{n}_1$ with some inner product. Because of this left invariance, a Carnot group is a model space if and only if for every $q \in O(\mathfrak{n}_1)$ there exists an isometry $\varphi_q$ satisfying $\varphi_q(1) = 1$ and $\varphi_{q^{-1}}|_{\mathfrak{n}_1} = q$. By [23, Theorem 1.1] all such isometries are also Lie group automorphisms.

Free nilpotent Lie groups are a class of Carnot groups that are also model spaces. For a finite set $\{A_1, \ldots, A_n\}$ let $\mathfrak{f} = \mathfrak{f}[A_1, \ldots, A_n; r]$ denote the corresponding free nilpotent Lie algebra of step $r$, i.e. the free nilpotent Lie algebra with generators $A_1, \ldots, A_n$ divided out by the ideal of all brackets of length $\geq r + 1$. This algebra has a natural grading $\mathfrak{f} = \mathfrak{f}_1 \oplus \cdots \oplus \mathfrak{f}_r$, where $\mathfrak{f}_1$ is spanned by elements $A_1, \ldots, A_n$ and for $j \geq 2$,

\[
\mathfrak{f}_j = \text{span} \left\{ [A_{i_1}, [A_{i_2}, [\cdots, [A_{i_{j-1}}, A_{i_j}] \cdots]]] : 1 \leq i_k \leq n \right\}.
\]

All such Lie algebras generated by $n$ elements will be isomorphic. For this reason, we will write $\mathfrak{f}[A_1, \ldots, A_n; r]$ simply as $\mathfrak{f} = \mathfrak{f}[n; r]$. Remark that for any invertible linear map $q \in \text{GL}(\mathfrak{f}_1)$, there is a corresponding Lie algebra automorphism $\psi(q)$ of $\mathfrak{f}$ that preserves the grading and satisfies $\psi(q)|_{\mathfrak{f}_1} = q$ since the Lie algebras generated by $A_1, \ldots, A_n$ and $qA_1, \ldots, qA_n$ are isomorphic.

Define an inner product on $\mathfrak{f}_1$ such that $A_1, \ldots, A_n$ form an orthonormal basis. Write $F[n; r]$ for the corresponding connected, simply connected Lie group of $\mathfrak{f}[n; r]$ with a sub-Riemannian structure $(E, h)$ given by left translation of $\mathfrak{f}_1$ and its inner product. Write $\varphi_q$ for the Lie group automorphism corresponding to $\psi(q)$. Then $\varphi_q$ is an isometry whenever $q \in O(\mathfrak{f}_1)$ and hence the Carnot group $(F[n; r], E, h)$ is a sub-Riemannian model space.
Next, let \((N, D, g)\) be any Carnot group with Lie algebra \(n\). Let \(r\) denote its step and define \(n = \text{rank } D\). Then the group \(N\) can be considered as the free group \(F[n; r]\) divided out by some additional relations. Hence, there is a surjective group homomorphism
\[
\Phi : F[n; r] \to N,
\]
such that \(\Phi|_{E_x} : E_x \to D_{\Phi(x)}\) is a linear isometry for every \(x\). It follows that \(N\) is a model space if and only if there are Lie algebra automorphisms \(\{\tilde{\psi}(q)\}\) \(q \in O(f_1)\) of \(n\) such that
\[
\Phi_* \circ \psi(q) = \tilde{\psi}(q) \circ \Phi_*.
\]
This can only be the case if the ideal \(a = \ker \Phi_*\) is preserved under every map \(\psi(q)\).

In conclusion, let Aut\(g\) denote the group of Lie algebra automorphism of \(g\). Then the study of Carnot group model spaces reduces to studying sub-representations \(a\) of
\[
\psi : O(f_1) \to \text{Aut } f[n; r], \quad q \mapsto \psi(q),
\]
that are also ideals.

**Example 4.1.** Let us first consider \(f = f[n; 2]\). This can be seen as the vector space \(\mathbb{R}^n \oplus \Lambda^2 \mathbb{R}^2\), where \(\Lambda^2 \mathbb{R}^n\) is the center and
\[
[x, y] = x \wedge y \quad \text{for any } x, y \in \mathbb{R}^n.
\]
The induced action of \(\psi(q)\) on \(f[n; 2]\) gives us the usual representation of \(O(n)\) on \(f_2 = \Lambda^2 \mathbb{R}^n\). By Lemma [A.1], this representation is irreducible and so \(F[n; 2]\) is the only Carnot groups of step 2 that is also a model space.

**Example 4.2.** Consider \(f = f[n; 3] = f_1 \oplus f_2 \oplus f_3\). Identify \(f_1\) and \(f_2\) with the vector spaces \(\mathbb{R}^n\) and \(\mathfrak{o}(n)\), such that for \(x, y \in f_1 = \mathbb{R}^n,\)
\[
[x, y] = x \wedge y \in f_2 = \mathfrak{o}(n).
\]
For any \(q \in O(f_1)\), the action of \(\psi(q)\) on \(f_1\) and \(f_2\) is given by
\[
(4.1) \quad \psi(q)x = qx, \quad \psi(q)A = \text{Ad}(q)A, \quad x \in f_1, A \in f_2.
\]
Define \(a \subseteq f_3\) by
\[
a = \left\{ \sum_{k=1}^{j}[A_k, x_k] : j \geq 1, x_k \in f_1, A_k \in f_2 \right\}.
\]
This ideal is invariant under \(\psi(q)\) by (4.1), strictly contained in \(f_3\) and is nonzero if \(n \geq 3\). Write \(\mathfrak{rol}[n; 3] := f[n; 3]/a\). We can then identify \(\mathfrak{rol}[n; 3]\) with the vector space \(\mathbb{R}^n \oplus \mathfrak{o}(n) \oplus \mathbb{R}^n\) with non-vanishing brackets
\[
[(x, 0, 0), (y, 0, 0)] = (0, x \wedge y, 0), \quad [(0, 0, A), (x, 0, 0)] = (0, 0, Ax),
\]
for \(x, y \in \mathbb{R}^n\) and \(A \in \mathfrak{o}(n)\). If we let \(\text{Rol}[n; 3]\) denote the corresponding connected, simply connected Lie group, then this is a sub-Riemannian model space.
Example 4.3. We will elaborate on Example 4.2. For any $n \geq 2$ and $r \geq 1$, define the stratified Lie algebra $\mathfrak{c} = \mathfrak{ro}[n; r] = \mathfrak{c}_1 \oplus \cdots \oplus \mathfrak{c}_s$, as follows. Write $a_j = c_{2j-1}$ and $b_j = c_{2j}$. Each $a_j$ equals $\mathbb{R}^n$ as a vector space, while each $b_j$ equals $\mathfrak{o}(n)$ as a vector space. For each $x \in \mathbb{R}^n$, write $x^{(j)}$ for the element in $\mathfrak{c}$ whose component in $a_j$ is equal to $x$, while all other components are zero. For any $A \in \mathfrak{o}(n)$, define $A^{(j)} \in b_j \subseteq \mathfrak{c}$ analogously. If $2j - 1 > r$ (respectively $2j > r$), we define $x^{(j)} = 0$ (respectively $A^{(j)} = 0$). The Lie brackets on $\mathfrak{c}$ are then determined by relations

$$
\begin{align*}
[x^{(i)}, y^{(j)}] &= (x \wedge y)^{(i+j-1)}, \\
[A^{(i)}, x^{(j)}] &= (Ax)^{(i+j)}, \\
[A^{(i)}, B^{(j)}] &= [A, B]^{(i+j)},
\end{align*}
$$

(4.2)

for any $x, y \in \mathbb{R}^n$ and $A, B \in \mathfrak{o}(n)$. These relations make $\mathfrak{c}$ a nilpotent, stratified Lie algebra of step $r$. Give $\mathfrak{c}_1$ an inner product corresponding to the standard inner product on $\mathbb{R}^n$. The linear maps $\psi(q), q \in O(n)$, given by

$$
\psi(q)x^{(j)} = (qx)^{(j)}, \quad \psi(q)A^{(j)} = (\text{Ad}(q)A)^{(j)},
$$

are Lie algebra automorphisms that preserve the grading and inner product on $\mathbb{R}^n$. Hence, the corresponding connected, simply connected group is a sub-Riemannian model space, which we denote by $\text{Rol}[n; r]$. Remark that $\text{Rol}[n; 2]$ is isometric to $F[n; 2]$, while $\text{Rol}[n; 3]$ is only isometric to $F[n; 3]$ for the special case of $n = 2$. For an explanation of the choice of notation for $\text{Rol}[n; r]$, see Section 6.3.

Example 4.4. (a) The Engel group is the Carnot group whose stratified Lie algebra $n = n_1 \oplus n_2 \oplus n_3$ is given by

$$
n_1 = \text{span}\{X_1, X_2\}, \quad n_2 = \text{span}\{Z_1\}, \quad n_3 = \text{span}\{Z_2\},$$

$$
[X_1, X_2] = Z_1, \quad [X_1, Z_1] = Z_2, \quad [Z_2, Z_1] = [Z_2, X_1] = [Z_2, X_2] = [Z_1, X_2] = 0.
$$

This is not a sub-Riemannian model space. We see that the isometry $q : n_1 \to n_1$,

$$
qX_1 = X_2, \quad qX_2 = -X_1,
$$

does not correspond to any Lie algebra isomorphism.

(b) Consider the $n$-th Heisenberg group $H[n]$ whose stratified Lie algebra $\mathfrak{h}[n] = \mathfrak{h}_1 \oplus \mathfrak{h}_2$ satisfies relations

$$
\mathfrak{h}_1 = \text{span}\{X_i, Y_i : i = 1, \ldots, n\}, \quad \mathfrak{h}_2 = \text{span}\{Z\},$$

$$
0 = [Z, X_i] = [Z, Y_i] = [X_i, X_j] = [Y_i, Y_j], \quad [X_i, Y_j] = \delta_{ij}Z.
$$

It is simple to verify that $H[n]$ is a model space if and only if $n = 2$. In the latter case, $H[2]$ is isometric to $F[2; 2]$. 


4.2. Model spaces and their tangent cones. Let \((M, D, g)\) be a sub-Riemannian manifold with an equiregular subbundle \(D\) and let \(d\) be the Carnot-Caratheodory metric on \(M\). Define subbundles \(D^j\), \(0 \leq j \leq r\) as in (2.3) and use the convention \(D^j = TM\) whenever \(j > r\). For a fixed \(x \in M\), define the following nilpotent Lie algebra \(\text{nil}(x)\).

(i) As a vector space, \(\text{nil}(x) = n_1 \oplus \cdots \oplus n_r\) is determined by \(n_j := D^j_x/D_x^{j-1}\).

(ii) If \(A = [v] \in n^i\) and \(B = [w] \in n^j\) denote the equivalent classes of \(v \in D^i_x\) and \(w \in D^j_x\), respectively, we define \([A, B] := [X, Y](x) \mod D^{i+j-1}\),

\[X \in \Gamma(D^i), Y \in \Gamma(D^j), \quad X(x) = v, \quad Y(x) = w.\]

The subspace \(n_1 = D^1_x\) comes equipped with an inner product. Let \(\text{Nil}(x)\) be the simply connected Lie group of \(\text{nil}(x)\) and define a sub-Riemannian structure \((E, h)\) on \(\text{Nil}(x)\) by left translation of \(n_1\) and its inner product. If \(d^E\) is the Carnot-Caratheodory metric of \((E, h)\) then \((\text{Nil}(x), d^E, 1)\) is the tangent cone of the metric space \((M, d)\) at \(x\), see [7, 22].

Let \(\varphi : (M, D, g) \to (\tilde{M}, \tilde{D}, \tilde{g})\) be the a smooth map between two sub-Riemannian manifolds such that \(\varphi_* D \subseteq \tilde{D}\). Then for any \(x \in M\), there is a corresponding map \(\text{Nil}_x \varphi : \text{Nil}(x) \to \text{Nil}(\varphi(x))\), defined as the Lie group homomorphism such that \((\text{Nil}_x \varphi)_* : \text{nil}(x) \to \text{nil}(\varphi(x))\) equals

\[(\text{Nil}_x \varphi)_*[v] = [\varphi_* v], \quad [v] \in D^j_x/D_x^{j-1},\]

This is well defined since \(\varphi_* D^j \subseteq \tilde{D}^j\) by Remark (2.3).

**Proposition 4.5.** Let \((M, D, g)\) be a model space and \(x \in M\) any point. Then the tangent cone \(\text{Nil}(x)\) is a model space as well. In particular, the growth vector of any sub-Riemannian model space equals that of a Carnot group model space.

**Proof.** \(\text{Nil}(x)\) is a model space if and only if for every \(q \in O(n_1) = O(D_x)\) there exists a Lie group automorphism \(\phi : \text{Nil}(x) \to \text{Nil}(x)\) with \(\phi_*|n_1 = q\). For every \(q \in O(D_x)\), define \(\varphi_q : M \to M\) as the isometry such that \(\varphi_q_*|D_x = q\). Choosing \(\phi = \text{Nil}_x \varphi_q\) gives us the desired isometry of \(\text{Nil}(x)\). \(\square\)

By the same argument as above, we get that any \(\varphi \in \text{Isom}(M)\) gives us an isometry \(\text{Nil}_x \varphi : \text{Nil}(x) \to \text{Nil}(\varphi(x))\). In particular, all of the spaces \(\text{Nil}(x), x \in M\) are isometric. We will therefore write this space simply as \(\text{Nil}(M)\). We will call this space the tangent cone or nilpotentization of \(M\). Observe that \(\text{Nil}(\lambda M) = \text{Nil}(M)\).
5. Model spaces with $F[n;r]$ as their tangent cone

5.1. Loose model spaces. In Section 5.2 and Section 6.2 we will consider operations on model spaces that does not necessarily preserve the bracket-generating condition. We will therefore make the following definition.

Definition 5.1. Let $(M, D, g)$ be the sub-Riemannian manifold where $D$ is not necessarily bracket-generating.

(i) We say that $\varphi : M \to M$ is a loose isometry if $\varphi$ is a diffeomorphism such that

$$\varphi_* D = D, \quad \langle \varphi_* v, \varphi_* w \rangle_g = \langle v, w \rangle_g,$$

for any $v, w \in D$.

(ii) If $M$ has a smooth action of a Lie group $G$, we will say that $G$ acts loosely isometric if for every $\varphi \in G$, the map $x \mapsto \varphi \cdot x$ is a loose isometry.

(iii) We say that $M$ is a loose homogeneous space if there is a Lie group $G$ acting transitively and loosely isometric on $M$.

(iv) We say that $M$ is a loose model space if there is a Lie group $G$ acting loosely isometric on $M$ such that for every $x, y \in M$ and $q \in O(D_x, D_y)$ we have $\varphi \cdot v = qv$ for some $\varphi \in G$ and any $v \in D_x$.

Even though loose homogeneous spaces are not metric spaces in general, we obtain true homogeneous spaces by restricting to each orbit.

Lemma 5.2. Let $(M, D, g)$ be a loose homogeneous space. For any $x \in M$, define

$$\mathcal{O}_x = \{ y \in M : \text{there is a horizontal curve connecting } x \text{ and } y \}.$$

The following then holds

(a) The subbundle $D$ is equiregular.

(b) For any $x \in M$, $(\mathcal{O}_x, D|\mathcal{O}_x, g|\mathcal{O}_x)$ is a sub-Riemannian homogeneous space. Furthermore, all of these spaces are isometric.

(c) If $(M, D, g)$ is a loose model space, then the universal cover $\tilde{\mathcal{O}}_x$ of $\mathcal{O}_x$ with the lifted sub-Riemannian structure is a model space for any $x \in M$. Furthermore, all of these model spaces are isometric.

Note that if $M$ is simply connected in Lemma 5.2 (c), this does not guarantee that the orbits are simply connected. For this reason, we have left out the requirement of simply connectedness in the definition of loose model spaces.

Proof. Let us first prove (a). Define $\tilde{D}^j$ as in Section 2.2 and observe that $\text{Ad}(\varphi)$ preserves $\tilde{D}^j$ by Remark 2.3. It follows that if $n_j(x) = \{ Y(x) : Y \in \tilde{D}^j \}$ then $n_j(x) = n_j(\varphi(x))$, so $D$ is equiregular.

In particular, if $r$ is the step of $D$, then $D^r$ is integrable with foliations given by $\{ \mathcal{O}_x : x \in M \}$. Hence, $D|\mathcal{O}_x$ is bracket generating when considered as a subbundle of $T\mathcal{O}_x$. 

To prove (b) and (c), observe that for any horizontal curve $\gamma : [0,1] \to M$ with $\gamma(0) = x$, we have that $\varphi(\gamma)$ is a horizontal curve starting at $\varphi(x)$. It follows that $\varphi(O_x) = O_{\varphi(x)}$, and, in particular, $\varphi(O_x) = O_x$ whenever $\varphi(x) \in O_x$. Hence, any loose isometry taking a point in $O_x$ to another point in the same orbit gives us an isometry of the orbit. The result follows. \hfill $\square$

Remark 5.3. The proof of Proposition 3.2 does not depend on the bracket-generating condition, so loose model spaces also have canonical partial connections.

5.2. Model spaces induced by frame bundles. Let $(M,D,g)$ be a model space with canonical partial connection $\nabla$. Consider the bundle of orthonormal frames $F^O(D)$ of $D$ and write $G = \text{Isom}(M)$ for the isometry group, acting freely and transitively on $F^O(D)$.

Let $E$ be the subbundle of $T F^O(D)$ corresponding to $\nabla$. Since for any $f \in F^O(D)_x$, $\pi_*|E_f : E_f \to D_x$ is an invertible linear map and we can lift $g$ to a metric $\tilde{g}$ defined on $E$. The sub-Riemannian structure $(E,\tilde{g})$ is then invariant under the left action of $G$ and the right action of $O(n)$. By combining these group actions, for any $q \in O(E_{f_1},E_{f_2})$, $f_1,f_2 \in F^O(D)$, there is a loose isometry $\tilde{\varphi}$ such that $\tilde{\varphi}_*|E_{f_1} = q$. As a consequence, any connected component of $(F^O(D),E,\tilde{g})$ is a loose model space. We define Frame$(M)$ as the universal cover of one of these loose model spaces. Since there is a loose isometry between the connected components of $F^O(D)$, Frame$(M)$ is independent of choice of component. Also, by definition Frame$(\lambda M) = \lambda\text{Frame}(M)$ for any $\lambda > 0$.

Proposition 5.4. Let $(M,D,g)$ be a sub-Riemannian model space of step $r$ with canonical connection $\nabla$. Then Frame$(M)$ is a (true) sub-Riemannian model space if and only if $\text{Hol}^V(x) = \text{SO}(D_x)$ for some $x \in M$. In this case, Frame$(M)$ has step $r$ or $r + 1$. Otherwise, the orbits of the horizontal bundle of Frame$(M)$ are isomorphic to $M$.

Proof. This result follows from the proof of Proposition 3.6 stating that if $\text{Hol}^V(x) = \text{SO}(D_x)$ if $E$ is bracket-generating and, otherwise, $E$ is integrable. Furthermore, write $G = \text{Isom}(M)$ with Lie algebra $\mathfrak{g}$. Choose a frame $f_0 \in F^O(D)_{x_0}$ to identify $G$ with $F^O(D)$. Let $\pi : G \to M$ be the projection $\pi(\varphi) = \varphi(x_0)$. Write $K = G_{x_0}$ with Lie algebra $\mathfrak{k}$ and let $\mathfrak{p}^1 \subseteq \mathfrak{g}$ be the $K$-invariant subspace corresponding to $\nabla$. If we define $\mathfrak{p}^{j+1} = \mathfrak{p}^j + [\mathfrak{p}^j,\mathfrak{p}^j]$ with $j \geq 1$, then $\mathfrak{p}^j \cap \mathfrak{k}$ must also be $K$ invariant as well. Hence, this intersection equals 0 or $\mathfrak{k}$. In particular, since $\pi_*|T_{x_0} = T_{x_0}M$. We must either have $\mathfrak{p}^r = \mathfrak{g}$ or $\mathfrak{p}^{r+1}$. \hfill $\square$

Notice that if Frame$(M)$ is a model space with canonical partial connection $\tilde{\nabla}$, then $\tilde{\nabla}$ has trivial holonomy. Hence, we can consider $M \mapsto \text{Frame}(M)$ as a map sending model spaces of full holonomy to model spaces of trivial holonomy.
5.3. Model spaces with \( \text{Nil}(M) = F[n;r] \). We begin with the following important observation. Let \( p^1 \) be any \( n \)-dimensional subspace of a Lie algebra \( g \). Define \( p^{k+1} = p^k + [p^1, p^{k+1}], k \geq 1 \). By definition of the free algebra, we must have \( \text{rank } p^k \leq f[n;k] \) for any \( k \geq 1 \). This relation has the following consequence. Let \( M \) be a manifold with and let \( E \) be a subbundle of \( TM \) of rank \( n \). Let \( \eta(x) = (n_1(x), n_2(x), \ldots) \) be the growth vector of \( E \). Then \( n_k(x) \leq \text{rank } f[n;k] \).

Let \((M, D, g)\) be a sub-Riemannian model space with tangent cone \( \text{Nil}(x) \) isometric to \( F[n;r] \) for every \( x \in M \). Let \( \nabla \) be the canonical partial connection on \( D \). Write \( G = \text{Isom}(M) \) with Lie algebra \( g \).

**Theorem 5.5.** (a) There is a unique affine connection \( \nabla \) on \( D \), invariant under the action of \( G \), satisfying \( \nabla_D = \nabla \) and

\[
R^\nabla (v, w) = 0, \quad \text{for any } (v, w) \in D^i \oplus D^j, \; i + j \leq r.
\]

(b) If \( \text{Hol}^\nabla (x) = \text{SO}(D_x) \) for some \( x \in M \), then \( \text{Frame}(M) \) is a model space of step \( r + 1 \).

(c) Assume that \( r \) is even. Then \( \text{Hol}^\nabla (x) = \text{id}_{D_x} \) for every \( x \in M \). As a consequence, for every \( x \in M \), there is a Lie group structure on \( M \) such that \((D, g)\) is left invariant, \( x \) is the identity and every isometry fixing \( x \) is a Lie group automorphism.

**Proof.** Let \( x_0 \) be an arbitrary point in \( M \) and \( f_0 \in F^O(M)_{x_0} \) a choice of orthonormal frame. Use this frame to identify \( F^O(M) \) with \( G \). Write \( \pi : G \to M \) for the projection \( \varphi \mapsto \varphi(x_0) \). The connection \( \nabla \) corresponds to a left invariant subbundle on \( G \) obtained by left translation of a subspace \( p^1 \) such that \( \pi_* p^1 = D_{x_0} \). Write \( K = G_{x_0} \) with Lie algebra \( \mathfrak{k} \).

(a) Define \( p^2, \ldots, p^r \) by

\[
p^{j+1} = p^j + [p^1, p^j].
\]

By definition, we must have \( \pi_* p^j = D^j_{x_0} \), so \( \text{rank } D^j_{x_0} \leq \text{rank } p^j \). However, since the growth vector of \( D \) equals that of the free group, it follows that \( p^j \) and \( D^j_{x_0} \) are of equal rank for \( 1 \leq j \leq r \). In particular, \( p = p^r \) satisfies \( g = p \oplus \mathfrak{k} \), so \( p \) corresponds to an invariant affine connection. Furthermore, \( [p^i, p^j] \subseteq p \) whenever \( i + j \leq r \) by definition. The result follows.

(b) Follows since \( g = p^r \oplus \mathfrak{k} \).

(c) Define \( \sigma \in G = \text{Isom}(M) \) as the unique element satisfying \( \sigma(x_0) = x_0 \) and \( \sigma_* D_{x_0} = -\text{id}_{D_{x_0}} \). Write \( p^1 \) and \( p \) for the respective subspaces of \( g \) corresponding to the partial connection \( \nabla \) and the connection \( \nabla \) in (a). Since \( \sigma \in K \) and \( p \) is \( K \)-invariant, we have \( \text{Ad}(\sigma)p \subseteq p \). Write \( p = p^- \oplus p^+ \) for the eigenspace decomposition of \( p \). We then have

\[
[p^+, p^+] \subseteq p^+ \oplus \mathfrak{k}, \quad [p^-, p^-] \subseteq p^+ \oplus \mathfrak{k},
\]

\[
[p^-, p^+] \subseteq p^-, \quad [p^-, \mathfrak{k}] \subseteq p^-, \quad [p^+, \mathfrak{k}] \subseteq p^+.
\]
Define \( a = p^1 \subseteq p^- \) and for any \( j = 1, 2, \ldots, r - 1 \),
\[
a^{j+1} = \{ [A, B] : A \in a^1, B \in a^j \}
\]
Observe that \( a^j \) is in \( p^- \) (resp. \( p^+ \)) whenever \( j \) is odd (even). Furthermore, since the rank of \( p^j \) grows as fast as the free group for \( 1 \leq j \leq r \), we have \( p^{j+1} = p^j \oplus a^j \). Finally, it follows that \([p, p] \subseteq p\) if and only if \([a^1, a^r] \subseteq p\). However, \([a^1, a^r]\) is always contained in \( p \) when \( r \) is even, since this bracket must be contained in \( p^- \). As a consequence, \( R^\nabla = 0 \) when \( r \) is even, and the result follows from Proposition 3.7.

\[ \square \]

### 5.4. All model spaces in step 2

We will now describe all model spaces \((M, D, g)\) for the case of step 2. By Example 4.1, the tangent cone is isometric to \( F[n; 2] \) for each point \( x \in M \).

**Theorem 5.6.** Let \((M, D, g)\) be sub-Riemannian model space of step 2. Then \((M, D, g)\) is isometric to \( F[n; 2] \) or \( \text{Frame}(\Sigma(n, \rho)) \) for some \( \rho \neq 0 \).

In other words, model spaces of step 2 are \( F[n; 2] \) and the Lie groups \( G(n, \rho), \rho \neq 0 \) defined as in Section 2.3.

**Proof.** Write \( G = \text{Isom}(M) \). Using Theorem 5.5, we know that there is a Lie group structure on \( M \) such that \((D, g)\) is left invariant. Write 1 for the identity of \( M \) and let \( m \) be its Lie algebra. Let \( m^1 \subseteq m \) be the inner product space such that \( D_x = x \cdot m^1 \). Recall that by Theorem 5.5 every \( \varphi \in G_1 \) is a group isomorphism. Let \( \sigma \) be the isometry determined by \( \sigma(1) = 1 \) and \( \sigma_* m^1 = - \text{id}_{m^1} \). Let \( m = m^- \oplus m^+ \) be the corresponding decomposition into eigenspaces. It follows that \( m^1 = m^- \) and we have relations

\[
[m^+, m^+] = m^+, \quad [m^-, m^+] = m^+.
\]

Furthermore, since \( \text{Nil}(1) \) is isometric to \( F[n; 2] \), we can identify the vector spaces \( m^- \) and \( m^+ \) with respectively \( \mathbb{R}^n \) with the usual euclidean structure and \( \mathfrak{o}(n) \). If we write elements as \((x, A) \in m^- \oplus m^+, A \in \mathfrak{o}(n), x \in \mathbb{R}^n \), we must have

\[
[(x, 0), (y, 0)] = (0, x \wedge y),
\]

by our definition of the nilpotentization. Note that for every \( q \in \text{O}(m^-) \), which we can identify with an element in \( \text{O}(n) \), there is a corresponding group isomorphism \( \varphi_q \) having 1 as fixed point. This map acts on \( m \) by

\[
\varphi_q(x, A) = (qx, qAq^{-1}), \quad x \in \mathbb{R}^n, A \in \mathfrak{o}(n),
\]

and this map has to be a Lie algebra automorphism. By this fact, it follows from Lemma A.3 there are constants \( \rho_1 \) and \( \rho_2 \) such that

\[
[(x, A), (y, B)] = (\rho_1Ay - Bx, x \wedge y + \rho_2[A, B]).
\]

Using the Jacobi identity, we must have \( \rho_1 = \rho_2 = \rho \). The result follows by Section 2.3. \[ \square \]
6. Model spaces with $\text{Rol}[n; r]$ as their tangent cone

6.1. **All model spaces with $\text{Rol}[n; 3]$ as tangent cone.** Let $(M, D, g)$ be a sub-Riemannian model space with $\text{Nil}(x)$ isometric to $\text{Rol}[n; 3]$ for any $x \in M$. Write $G = \text{Isom}(M)$ for the isometry group and let $K = G_{x_0}$ be the stabilizer group for some chosen $x_0 \in M$. Let $\mathfrak{g}$ and $\mathfrak{k}$ be the respective Lie algebras of $G$ and $K$. Write $\pi : G \to M$ for the map $\pi(\varphi) = \varphi(x_0)$.

Define $\sigma$ as unique isometry satisfying $\sigma(x_0) = x_0$ and $\sigma|_{D_{x_0}} = -\text{id}_{D_{x_0}}$. Let $g = g^- \oplus g^+$ be the eigenvalue decomposition and notice that $\mathfrak{k} \subseteq g^+$.

Define $\nabla$ as the canonical partial connection on $(M, D, g)$. Let $\mathfrak{a}^1$ be the subspace of $g^- \subseteq g$ corresponding to the partial connection $\nabla$. Let $\mathfrak{a}^3$ be a $K$-invariant complement of $\mathfrak{a}^1$ in $g^-$. Define

$$\mathfrak{a}^2 = [\mathfrak{a}^1, \mathfrak{a}^1] \subseteq g^+.$$ 

This has to be transverse to $\mathfrak{k}$, since $\pi_*(\mathfrak{a}^1 \oplus \mathfrak{a}^2) = D_{x_0}^2$ with both spaces having rank $\frac{n(n+1)}{2}$. As a result we have

$$(6.1) \quad g = \mathfrak{a}^1 \oplus \mathfrak{a}^2 \oplus \mathfrak{a}^3 \oplus \mathfrak{k}.$$ 

As vector spaces, we will identify $\mathfrak{a}^1$ and $\mathfrak{a}^3$ with $\mathbb{R}^n$ and identify $\mathfrak{a}^2$ and $\mathfrak{k}$ with $\mathfrak{o}(n)$. According to the decomposition $(6.1)$, we write an element in $g$ as $(x, A, u, C)$ with $x, u \in \mathbb{R}^n$ and $A, C \in \mathfrak{o}(n)$. Since $\text{Nil}(x_0)$ is isometric to $\text{Rol}[n; 3]$, we have

$$[(x, 0, 0, 0), (y, 0, 0, 0)] = (0, x \wedge y, 0, 0).$$

and

$$\text{pr}_{\mathfrak{a}^3}[(0, A, 0, 0), (x, 0, 0, 0)] = (0, Ax, 0).$$

As a consequence, if $\varphi_q \in K$ is the unique element satisfying $\varphi_q|_{D_{x_0}} = q \in \text{O}(D_{x_0})$, then

$$\varphi_q(x, A, u, C) = (qx, \text{Ad}(q)A, qu, \text{Ad}(q)C).$$

Using Lemma $A.3$, we know that there is some constant $c$ such that

$$[(0, A, 0, 0), (x, 0, 0, 0)] = (cAx, 0, Ax, 0).$$

By replacing $\mathfrak{a}^3$ with elements of the form $(cu, 0, u, 0)$, we may assume $c = 0$.

Using Lemma $A.3$, we know that there exists constant $a_j, b_j, c_j$ and $d_j$, for $j = 1, 2$ such that

$$\begin{bmatrix}
\begin{pmatrix}
\begin{pmatrix}
x \\
A \\
u \\
0
\end{pmatrix}^T
& \begin{pmatrix}
y \\
B \\
v \\
0
\end{pmatrix}^T
\end{pmatrix}
&
\begin{pmatrix}
c_1(Av - Bu) \\
x \wedge y + a_1(x \wedge v + u \wedge y) + b_1[A, B] + d_1u \wedge w
\end{pmatrix}^T
\end{bmatrix}
$$

From the Jacobi identity, we have

$$a_1 = b_1 = c_2, \quad a_2 = b_2 = c_1,$$

and

$$d_1 = a_2 + a_1^2, \quad d_k = a_1a_2.$$
Hence, a choice of \(a_1, a_2\) uniquely determines all the constants. We will write the corresponding Lie algebra as \(\mathfrak{g}(n, a_1, a_2)\) and the corresponding sub-Riemannian model space \(M(n, a_1, a_2)\).

Next, we need to show that the parameters \(a_1, a_2\) determine \(M(n, a_1, a_2)\) up to isometry. Let \(\Phi: M = M(n, a_1, a_2) \to \tilde{M} = M(n, \tilde{a}_1, \tilde{a}_2)\) be an isometry. By Remark 3.4 we then know that there is a Lie algebra isomorphism \(\Psi: \mathfrak{g} = \mathfrak{g}(n, a_1, a_2) \cong \mathfrak{a}^1 \oplus \mathfrak{a}^2 \oplus \mathfrak{a}^3 \oplus \mathfrak{k} \to \tilde{\mathfrak{g}} = \mathfrak{g}(n, \tilde{a}_1, \tilde{a}_2) \cong \tilde{\mathfrak{a}}^1 \oplus \tilde{\mathfrak{a}}^2 \oplus \tilde{\mathfrak{a}}^3 \oplus \tilde{\mathfrak{k}}\), that maps \(\mathfrak{a}^1\) isometrically on \(\tilde{\mathfrak{a}}^1\) and satisfy \(\Psi(\mathfrak{k}) = \tilde{\mathfrak{k}}\). Since \(\mathfrak{a}^2 = [\mathfrak{a}^1, \mathfrak{a}^1]\) and \(\mathfrak{a}^3 = [\mathfrak{a}^1, \mathfrak{a}^2]\), and with similar relations in \(\tilde{\mathfrak{g}}\), it follows that if we identify \(\mathfrak{a}^1\) and \(\tilde{\mathfrak{a}}^1\) through \(\Psi|_{\mathfrak{a}^1}\), we get an identification of \(\mathfrak{a}^j\) with \(\tilde{\mathfrak{a}}^j\) as well for \(j = 2, 3\). In conclusion, we must have \(a_1 = \tilde{a}_1\) and \(a_2 = \tilde{a}_2\).

The theorem below summarizes the above results.

**Theorem 6.1.** If \(M\) is a sub-Riemannian model space with \(\text{Nil}(M)\) isometric to \(\text{Rol}[n; 3]\), then \(M\) is isometric to the space \(M(n, a_1, a_2)\) for some \((a_1, a_2) \in \mathbb{R}^n\).

We remark the relation \(\lambda M(n, a_1, a_2) = M(n, a_1/\lambda^2, a_2/\lambda^4)\) for any \(\lambda > 0\). Also notice that if \(\nabla\) is the canonical partial connection of \(M(n, a_1, a_2)\), then \(\text{Hol}\nabla(x)\) is trivial for an arbitrary \(x \in M(n, a_1, a_2)\) if and only if \(a_2 \neq 0\).

**6.2. Rolling sum of model spaces.** For \(j = 1, 2\), let \((M^{(j)}, D^{(j)}, g^{(j)})\) be a loose model spaces with canonical partial connection \(\nabla^{(j)}\) on \(D^{(j)}\). We introduce a new loose model space \(M_1 \sqcup M_2\) defined as follows.

Introduce a manifold

\[Q = O(D^{(1)}, D^{(2)}) = \left\{ q: D^{(1)}_x \to D^{(2)}_y : (x, y) \in M^{(1)} \times M^{(2)} \right\} \text{.}\]

On this space, we define a horizontal bundle \(D\) in the following way. The smooth curve \(q(t): D^{(1)}_{\gamma^{(1)}(t)} \to D^{(2)}_{\gamma^{(2)}(t)}\) is tangent to \(D\) if and only if

(i) \(\gamma^{(j)}(t)\) is tangent to \(D^{(j)}\) for \(j = 1, 2\),

(ii) \(q(t)\gamma^{(1)}(t) = \gamma^{(2)}(t)\),

(iii) for every vector field \(V(t)\) with values in \(D^{(1)}\) along \(\gamma^{(1)}\),

\[\nabla^{(2)}_{\gamma^{(2)}(t)} q(t)V(t) = q(t)\nabla^{(1)}_{\gamma^{(1)}(t)} V(t)\text{.}\]

Observe that for every \(q \in Q\), \(\pi^{(1)}_*|D_q: D_q \to D^{(1)}_{\pi^{(1)}_*(q)}\) is a linear invertible map. We can use this to pull-back the metric \(g^{(1)}\) from \(D^{(1)}\) to a metric \(g\) on \(D\). This equals the result of pulling the metric back from \(D^{(2)}\).

Equivalently, \(Q\) can be realized as \((\mathbb{F}^O(D^{(1)}) \times \mathbb{F}^O(D^{(2)})) / O(n)\) where the quotient is with respect to the diagonal action. Consider the subbundle \(\mathcal{E}^{(j)}\) of \(T\mathbb{F}^O(D^{(j)})\) corresponding to \(\nabla^{(j)}\). Let \(\pi^{(j)}: \mathbb{F}^O(D^{(j)}) \to M^{(j)}\) denote the projection. Write \(e_1, \ldots, e_n\) for the standard basis of \(\mathbb{R}^n\). The subbundle \(\mathcal{E}^{(j)}\) has a global basis of elements \(X_1^{(j)}, \ldots, X_n^{(j)}\) such that such that

\[\pi^{(j)}_*X_i^{(j)}(f) = f(e_i), \quad f \in \mathbb{F}^O(D^{(j)}).\]
If we pull back the metric $g^{(j)}$ to $\mathcal{E}^{(j)}$, then $X_1, \ldots, X_n$ forms an orthonormal basis. We can then define $(D, g)$ such that \( \{\nu_s(X_i^{(1)} + X_j^{(2)}) : 1 \leq i \leq n\} \) forms an orthonormal basis at each point with $\nu: \mathbb{F}(D^{(1)}) \times \mathbb{F}(D^{(2)}) \to Q$ being the quotient map.

By combining isometries of $M^{(1)}$ and $M^{(2)}$, we obtain that any connected component of $(Q, D, g)$ is a loose model space. More precisely, for any pair of isometries $\varphi^{(j)} \in \text{Isom}(M^{(j)})$, $j = 1, 2$, the map

$$\Phi_{\varphi^{(1)}, \varphi^{(2)}}: q \in O(D^{(1)}_x, D^{(2)}_y) \mapsto \varphi^{(2)}_*(y) \circ q \circ \varphi^{(1)}_*(x),$$

is an isometry of $(Q, D, g)$. It is simple to verify that any $\tilde{q} \in O(D_{q_1}, D_{q_2})$ can be represented by an isometry of this type. We write $M^{(1)} \boxplus M^{(2)}$ for the loose model space given as the universal cover of one of the connected components of $(Q, D, g)$. We will call the resulting space the rolling sum of $M^{(1)}$ and $M^{(2)}$. In the special case when $M^{(1)}$ and $M^{(2)}$ are Riemannian model spaces, $M^{(1)} \boxplus M^{(2)}$ correspond to the optimal control problem of rolling $M^{(1)}$ on $M^{(2)}$ without twisting or slipping along a curve of minimal length. For more information, see e.g. [16, 10, 20].

Observe the following relations, where $\boxplus$ denotes loose isometry.

1. (Commutativity) $M^{(1)} \boxplus M^{(2)} \cong M^{(2)} \boxplus M^{(1)}$,
2. (Associativity) $(M^{(1)} \boxplus M^{(2)}) \boxplus M^{(3)} \cong M^{(1)} \boxplus (M^{(2)} \boxplus M^{(3)})$
3. (Distributivity) $\lambda(M^{(1)} \boxplus M^{(2)}) \cong \lambda M^{(1)} \boxplus \lambda M^{(2)}$ for any $\lambda > 0$.

Commutativity and distributivity follows from the definition. As for associativity, consider sub-Riemannian loose model spaces $(M^{(j)}, D^{(j)}, g^{(j)})$, $j = 1, 2, 3$. Let $\mathcal{E}^{(j)}$ be the subbundle of $T^O(D^{(j)})$ corresponding to the canonical partial connection on $M^{(j)}$ and let $X_j^{(1)}, \ldots, X_j^{(n)}$ be its basis defined by (6.2). Define $(Q, D, g)$ as above. Then $\mathbb{F}^O(D) = \mathbb{F}^O(D^{(1)}) \times \mathbb{F}^O(D^{(2)})$. It follows that $(M^{(1)} \boxplus M^{(2)}) \boxplus M^{(3)}$ is the universal cover of a connected component of

$$\left( \mathbb{F}^O(D^{(1)}) \times \mathbb{F}^O(D^{(2)}) \times \mathbb{F}^O(D^{(3)}) \right) / O(n),$$

with sub-Riemannian structure given as the projection of the structure on $\mathbb{F}^O(D^{(1)}) \times \mathbb{F}^O(D^{(2)}) \times \mathbb{F}^O(D^{(3)})$ with $X_i^{(1)} + X_i^{(2)} + X_i^{(3)}$, $i = 1, \ldots, n$, as an orthonormal basis. Associativity follows.

### 6.3. Rolling sum of Riemannian model spaces.

We will end this section with the relation between rolling sums of Riemannian model spaces and model spaces with nilpotentization $\text{Rol}[n; r]$.

**Theorem 6.2.** Let $\rho_1, \ldots, \rho_r$ be real numbers and define $r \times r$-matrices,

$$\rho = (\rho_i^{j-1}), \quad \mu = (\rho_i^j), \quad i, j = 1, \ldots, r,$$

with the convention that $\rho_i^0 = 1$ for any value of $\rho_i$.

1. We have $\det \rho \neq 0$ if and only if $M = \Sigma(n, \rho_1) \boxplus \cdots \boxplus \Sigma(n, \rho_r)$,

2. If $\rho$ is a $r \times r$-matrix, then $\rho$ is a sum of $r$-matrices,

$$\rho = \sum_{i=1}^{r} \rho_i \mu_i,$$

where $\rho_i$ and $\mu_i$ are upper triangular matrices with $\mu_i = \rho_i^{-1}$.

3. The set of all matrices $\rho$ such that $\det \rho \neq 0$ is an open subset of the space of $r \times r$-matrices.

4. The set of all matrices $\rho$ such that $\det \rho = 0$ is a closed subset of the space of $r \times r$-matrices.

5. If $\rho$ and $\mu$ are matrices such that $\rho = \mu \rho \mu^{-1}$, then $\det \rho \neq 0$.

6. If $\rho$ is a matrix such that $\rho = \mu \rho \mu^{-1}$, then $\det \rho = 0$.

7. If $\rho$ is a matrix such that $\rho = \mu \rho \mu^{-1}$, then $\det \rho = 0$.

8. If $\rho$ is a matrix such that $\rho = \mu \rho \mu^{-1}$, then $\det \rho = 0$.

9. If $\rho$ is a matrix such that $\rho = \mu \rho \mu^{-1}$, then $\det \rho = 0$.

10. If $\rho$ is a matrix such that $\rho = \mu \rho \mu^{-1}$, then $\det \rho = 0$. 

11. If $\rho$ is a matrix such that $\rho = \mu \rho \mu^{-1}$, then $\det \rho = 0$.
is a (true) sub-Riemannian model space. Furthermore, if \( \det \rho \neq 0 \), then the tangent cone of \( M \) at any point is isometric to \( \text{Rol}[n; 2r - 1] \).

The loose model space \( \tilde{M} = \text{Frame}(\Sigma(n, \rho_1) \oplus \cdots \oplus \Sigma(n, \rho_r)) \) is a sub-Riemannian model space with tangent cone \( \text{Rol}[n; 2r] \) if and only if \( \det \rho \neq 0 \) and \( \det \mu \neq 0 \).

(b) Let \( \rho_1 \) and \( \rho_2 \) be two real numbers such that \( \rho_1 - \rho_2 \neq 0 \). Define \( M(n, \rho_1, \rho_2) \) as in Section 6.1. Then \( \Sigma(n, \rho_1) \oplus \Sigma(n, \rho_2) \) is isometric to

\[
M(n, \rho_1 + \rho_2, \rho_1 \rho_2).
\]

In particular, \( M(n, a_1, a_2) \) is isometric to \( \Sigma(n, \rho_1) \oplus \Sigma(n, \rho_2) \) for some \( \rho_1 \) and \( \rho_2 \) if and only if

\[
a_1^2 + 4a_2 > 0.
\]

Furthermore, \( \Sigma(n, \rho_1) \oplus \Sigma(n, \rho_2) \) is isometric to \( \Sigma(n, \tilde{\rho}_1) \oplus \Sigma(n, \tilde{\rho}_2) \) if and only if \( \tilde{\rho}_1, \tilde{\rho}_2 \) equals \( (\rho_1, \rho_2) \) or \( (\rho_2, \rho_1) \).

**Proof.** (a) We first write \( \Sigma(n, \rho_j) \) as a symmetric space. For any \( j = 1, \ldots, r \), define \( g^{(j)} \) as the vector space \( \mathbb{R}^n \oplus \sigma(n) \), with Lie brackets

\[
[(x, A), (y, B)] = (Ay - Bx, [A, B] + \rho_j x \wedge y).
\]

Let \( G^{(j)} \) be the corresponding connected, simply connected Lie group and let \( K^j \) be the subgroup with Lie algebra \( \{(x, A) \in g^{(j)} : x = 0\} \).

Define \( G = G^{(1)} \times \cdots \times G^{(r)} \) and let \( g = g^{(1)} \oplus \cdots \oplus g^{(r)} \) be its Lie algebra.

For elements \( u = (u_i), v = (v_i) \in \mathbb{R}^r \), define \( u \circ v \in \mathbb{R}^r \) by coordinate-wise multiplication \( u \circ v := (u_i v_i) \). Define elements \( \underline{1} = (1, \ldots, 1) \) and \( \underline{\rho} = (\rho_1, \ldots, \rho_r) \) in \( \mathbb{R}^n \). For any \( x \in \mathbb{R}^n \) and \( u \in \mathbb{R}^r \), define \( x(u) \in g \) such that its component in \( g^{(j)} \) equals \( (u_i x, 0) \).

For any \( A \in \sigma(n) \), define \( A(u) \) similarly. We then have bracket-relations,

\[
\begin{align*}
x(u), y(v) &= (x \wedge y)(\rho \circ u \circ v), \\
A(u), y(v) &= (Ay)(\rho \circ u \circ v), \\
A(u), B(v) &= [A, B](\rho \circ u \circ v).
\end{align*}
\]

Consider the subspace \( p = \{x(\underline{1}) : x \in \mathbb{R}^n\} \) with inner product \( \langle x(\underline{1}), y(\underline{1}) \rangle = \langle x, y \rangle \). Define a sub-Riemannian structure \( (\tilde{D}, \tilde{g}) \) by left translation of \( p \) and its inner product. Define the subalgebra \( \tilde{\mathfrak{e}} = \{A(\underline{1}) : A \in \sigma(n)\} \) with corresponding subgroup \( K \). Since the sub-Riemannian structure \( (\tilde{D}, \tilde{g}) \) is \( K \)-invariant, we get a well defined induced sub-Riemannian structure \( (D, g) \) on \( G/K \).

Write the quotient map as \( \nu : G \to G/K \). Let \( \hat{p} \) denote the Lie algebra generated by \( p \). Write \( \hat{p}^{\odot j} \) for the \( j \)-th iterated \( \odot \)-product with itself.
with convention $\rho^{\odot 0} = 1$. By (6.3), we know that
$$\hat{p} = \text{span}\{x(\rho^{\odot j}), A(\rho^{\odot j+1}) : x \in \mathbb{R}^n, A \in o(n), j = 0, \ldots, r - 1\}.$$ 

$D$ is bracket generating if and only if $\nu_*$ maps $\hat{p}$ surjectively on the tangent space at $\nu(1)$. This happens if and only if the vectors $1, \rho, \ldots, \rho^{\odot r-1}$ are linearly independent which equals the condition $\det \rho \neq 0$. Similarly, $\hat{p}$ equals $g$ if and only if $\det \rho \neq 0$ and $\det \mu \neq 0$.

For the final statement regarding the nilpotentization, define $x^{(i)} = x(\rho^{\odot i-1})$ and $A^{(i)} = A(\rho^{\odot i})$. Using the relations (6.3), we see that the brackets of the elements $x^{(i)}$ and $A^{(i)}$ satisfy (4.2), Example 4.3, with the only difference being that elements $x^{(i)}$ and $A^{(i)}$ in Example 4.3 are defined to eventually be zero. The nilpotentizations of $\hat{D}$ and $D$ follows.

(b) From the results of (a), it follows that $\Sigma(n, \rho_1) \oplus \Sigma(n, \rho_2)$ is a sub-Riemannian model space if and only if $\rho_1 - \rho_2 \neq 0$.

We use the notation of Section 6.1 and the proof of (a). Let $\mathfrak{g}$ be the Lie algebra of the isometry group of $\Sigma(n, \rho_1) \oplus \Sigma(n, \rho_2)$ and let $\Psi : \mathfrak{g}(n, a_1, a_2) \to \mathfrak{g}$ be a Lie algebra isomorphism preserving the horizontal subspaces. Any such isometry, up to a coordinate change, has to be on the form
$$\Psi : (x, A, z, C) \in \mathfrak{g}(n, a_1, a_2) \mapsto x(1) + A(\rho) + z(\rho) + C(1).$$

We can then determine that $a_1 = \rho_1 + \rho_2$ and $a_2 = \rho_1 \rho_2$ from
$$[x(1), z(\rho)] = (x \wedge z)(\rho^{\odot 2}) = (\rho_1 + \rho_2)(x \wedge z)(\rho) - \rho_1 \rho_2 (x \wedge z)(1).$$

\[\square\]

Appendix A. Technical results related to $O(n)$

A.1. **Representations.** We will need the following result of representations of $O(n)$. For details, see e.g. [11, Chapter 2].

**Lemma A.1.** (a) For any $n \geq 2$, define a representation $\sigma_n$ of $O(n)$ on $\mathbb{R}^n$ by
$$\sigma_n(q)v = qv, \quad q \in O(n), v \in \mathbb{R}^n.$$ 

Then $\sigma_n$ is irreducible.

(b) For any $n \geq 2$, define a representation $\psi_n$ of $O(n)$ on $o(n)$ by
$$\psi_n(q)A = \text{Ad}(q)A, \quad q \in O(n), A \in o(n).$$

Then $\psi_n$ is irreducible.

(c) $\sigma_n$ is never isomorphic to to $\psi_n$.

Notice that we can identify $\psi_n$ with $\wedge^2 \sigma_n$ through (2.1).

**Remark A.2.** We emphasize that the results are for representations of $O(n)$. If we instead consider representations of $SO(n)$, the above claims need to be modified in the following way.
Consider $e_1, \ldots, e_n$ as the standard basis of $\mathbb{R}^n$. Introduce the Hodge star map $\star : \bigwedge^k \mathbb{R}^n \to \bigwedge^{n-k} \mathbb{R}^n$ defined such that
\[
\alpha \wedge (\star \beta) = \langle \alpha, \beta \rangle e_1 \wedge \cdots \wedge e_n.
\]
Note that $\star \star = (-1)^{k(n-k)} \text{id}$. In the items below, we identify $\mathfrak{o}(n)$ with $\bigwedge^2 \mathbb{R}^n$ as a vector space.

(a) If $\tilde{\psi}_n$ is the adjoint representation of $\text{SO}(n)$, then it is irreducible if and only if $n \neq 2, 4$. Obviously $\tilde{\psi}_2$ is trivial. For $n = 4$, $\mathfrak{o}(4) = \mathfrak{g}^- \oplus \mathfrak{g}^+$ has subrepresentations
\[
\mathfrak{g}^\pm = \{ A \pm \star A : A \in \mathfrak{o}(4) \}.
\]
(b) If we define representation $\tilde{\sigma}_n$ of $\text{SO}(n)$ on $\mathbb{R}^n$ by $\tilde{\sigma}_n(q)x = qx$, then $\psi_3 = \star \sigma_3 \star$.

A.2. Invariant maps related to $\mathfrak{o}(n)$. We will need the following facts about tensors related to $\mathfrak{o}(n)$.

**Lemma A.3.** For any $n \geq 2$, consider the Lie algebra $\mathfrak{o}(n)$.

(a) Let $S : \mathfrak{o}(n) \to \mathfrak{o}(n)$ be any linear map such that
\[
S(\text{Ad}(q)A) = \text{Ad}(q)S(A),
\]
for any $q \in \text{O}(n)$ and $A \in \mathfrak{o}(n)$. Then $S = c \text{id}$ for some constant $c \in \mathbb{R}$.

(b) Let $T : \mathfrak{o}(n) \otimes \mathbb{R}^n \to \mathbb{R}^n$ be any linear map such that
\[
qT(A \otimes x) = T(\text{Ad}(q)A \otimes qx),
\]
for any $A \in \mathfrak{o}(n)$, $x \in \mathbb{R}^n$ and $q \in \text{O}(n)$. Then $T(A \otimes x) = cAx$ for some constant $c \in \mathbb{R}$.

(c) Let $W : \bigwedge^2 \mathfrak{o}(n) \to \mathfrak{o}(n)$ be any linear map such that
\[
\text{Ad}(q)W(A,B) = W(\text{Ad}(q)A, \text{Ad}(q)B),
\]
for any $q \in \text{O}(n)$ and $A, B \in \mathfrak{o}(n)$. Then $W(A,B) = c[A,B]$ for some $c \in \mathbb{R}$.

**Proof.** (a) Follows since the representations are irreducible.

(b) Define $S : \mathfrak{o}(n) \to \mathfrak{g}(n)$ such that $S(A) = B = (B_{rs})$ if
\[
B_{rs} = \langle e_r, T(A \otimes e_s) \rangle
\]
Since $S$ then satisfies \((A.1)\), all we need to show is that the image of $S$ is in $\mathfrak{o}(n)$. Note that \((A.1)\) imply $[B, S(A)] = S([B,A])$.

Write $S = S^+ + S^-$ such that $S^+ = \frac{1}{2}(S(A) + S(A)^\top)$. Both $S^+$ and $S^-$ satisfy \((A.1)\). By (a), we have $S^-(A) = cA$ for some constant $c$ so to complete the proof, we need to show that $S^+ = 0$. For any $x, y \in \mathbb{R}^n$, write $xy = yx^\top + xy^\top$. Then for any symmetric matrix $\mu$, we have
\[
[x \wedge y, \mu] = (\mu x) y - x (\mu y).
\]
Let $e_1, \ldots, e_n$ be the standard basis and define $q_i \in \text{O}(n)$ by,
\[
q_i e_j = \begin{cases} 
-e_j & \text{if } i = j \\
e_j & \text{if } i \neq j
\end{cases}
\]
We note that
\[ S^+(\text{Ad}(q)e_i \wedge e_j) = -S^+(e_i \wedge e_j) = \text{Ad}(q)S^+(e_i \wedge e_j). \]

It follows that \( S^+(e_i \wedge e_j) \in \text{span}\{e_i e_k : k \neq j}\). By applying \( q_j \), it follows that \( S^+(e_i \wedge e_j) \in \text{span}\{e_j e_k : k \neq j\} \) as well, meaning that there are constants \( \mu_{ij} \) with \( \mu_{ji} = -\mu_{ij} \) such that
\[ S^+(e_i \wedge e_j) = \mu_{ij} e_i e_j. \]

However, by the identity
\[ 0 = S^+([e_i \wedge e_j, e_i \wedge e_j]) = [e_i \wedge e_j, \mu_{ij}e_i e_j] = \mu_{ij}(e_i e_i - e_j e_j), \]

it follows that \( S^+ = 0 \).

(c) We will do the proof by induction. The statement is obviously true for \( n = 2 \) since we must have \( W = 0 \). Assume that the statement holds true on \( \mathfrak{o}(n) \). Consider \( \mathfrak{o}(n+1) \) as the Lie algebra of pairs \( (x, A) \in \mathbb{R}^n \oplus \mathfrak{o}(n) \), with bracket relations
\[ \left[ (x, A), (y, B) \right] = (Ay - Bx, [A, B] + x \wedge y). \]

Any pair \((x, A)\) represents a matrix
\[ \begin{pmatrix} A & x \\ -x^\top & 0 \end{pmatrix}. \]

Consider a map \( W : \bigwedge^2 \mathfrak{o}(n+1) \to \mathfrak{o}(n+1) \) that commutes with the adjoint action of \( O(n+1) \). Write \( W = (W_1, W_2) \) according to the splitting \( \mathfrak{o}(n+1) = \mathbb{R}^n \oplus \mathfrak{o}(n) \). Let \( q \in O(n) \) be any element and define elements \( q^\pm \in O(n+1) \) by
\[ q^\pm = \begin{pmatrix} q & 0 \\ 0 & \pm 1 \end{pmatrix}. \]

Then
\[ \text{Ad}(q^\pm)(x, A) = (\pm qx, \text{Ad}(q)A). \]

Observe that
\[ W \left( \text{Ad}(q^\pm)(0, A), \text{Ad}(q^\pm)(0, B) \right) = W \left( (0, \text{Ad}(q)A), (0, \text{Ad}(q)B) \right) \]
\[ = \left( \pm qW_1((0, A), (0, B)), \text{Ad}(q)W_2((0, A), (0, B)) \right). \]

We hence have \( W_2((0, A), (0, B)) = c_1[A, B] \) for some constant \( c_1 \) by our induction hypothesis. Furthermore, we must have \( W_1((0, A), (0, B)) = 0 \) since both sides must be independent of the sign in \( q^\pm \).

From the fact that both sides must either depend or be independent of the sign in \( q^\pm \), we also obtain that \( W_1((x, 0), (y, 0)) = 0 \) and \( W_2((x, 0), (0, A)) = 0 \). The identification of the representation of \( O(n) \) on \( \bigwedge^2 \mathbb{R}^n \) with the adjoint representation on \( \mathfrak{o}(n) \) makes it clear that we must have \( W_2((x, 0), (y, 0)) = c_2 x \wedge y \) for some constant \( c_2 \). Finally, there is a constant \( c_3 \) such that \( W_1((x, 0), (0, A)) = -c_3 Ax \) by (b).
Since permutations of coordinates are elements in $O(n + 1)$, we can use these maps to show that $c_1$, $c_2$ and $c_3$ coincide. The result follows.
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