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ABSTRACT

Objectives The aim of this study was to evaluate the quality of reporting of randomised controlled trials (RCTs) of artificial intelligence (AI) in healthcare against Consolidated Standards of Reporting Trials—AI (CONSORT-AI) guidelines.

Design Systematic review.

Data sources We searched PubMed and EMBASE databases for studies reported from January 2015 to December 2021.

Eligibility criteria We included RCTs reported in English that used AI as the intervention. Protocols, conference abstracts, studies on robotics and studies related to medical education were excluded.

Data extraction The included studies were graded using the CONSORT-AI checklist, comprising 43 items, by two independent graders. The results were tabulated and descriptive statistics were reported.

Results We screened 1501 potential abstracts, of which 112 full-text articles were reviewed for eligibility. A total of 42 studies were included. The number of participants ranged from 22 to 2332. Only two items of the CONSORT-AI items were fully reported in all studies. Five items were not applicable in more than 85% of the studies. Nineteen per cent (8/42) of the studies did not report more than 50% (21/43) of the CONSORT-AI checklist items.

Conclusions The quality of reporting of RCTs in AI is suboptimal. As reporting is variable in existing RCTs, caution should be exercised in interpreting the findings of some studies.

INTRODUCTION

Artificial intelligence (AI) is finding increased utility in the medical realm, with a special emphasis on deep learning. Medical applications of AI range from screening, diagnosis, prognosis and generation of management plans.⁴ ¹⁰ For example, AI has been extensively studied in ophthalmology for various diseases such as diabetic retinopathy,⁶ age-related macular degeneration⁷ and glaucoma.⁸ However, increased hype associated with AI—without sound evidence base—may result in inappropriate clinical decisions, which can potentially be detrimental to healthcare.⁹

Randomised controlled trials (RCTs) are one of the highest quality of evidence used by clinicians in decision making regarding interventions.¹⁰ RCTs may be susceptible to various forms of biases. Adequate reporting of RCTs is vital to allow results and conclusions derived from a study to be assessed critically by readers.¹¹ ¹²

The Consolidated Standards of Reporting Trials (CONSORT) statement was introduced in 1996 to establish guidelines to improve the reporting quality of clinical trials. Additionally, the CONSORT statement is a useful guide that helps readers with the critical appraisal of RCTs to ascertain their reliability and clinical applicability.¹³ The most recent update of the CONSORT statement was published in 2010, listing 25 minimum reporting requirements.¹⁴ Several extensions to CONSORT also exist, which cater to certain specific study designs.¹⁵–¹⁸

There has been an exponential increase in AI-based healthcare studies in recent years due to rapid advances in computational power. However, the methodological rigour has not kept pace with the development in technology. For example, the design and quality of reporting in these studies have not always been adequate.¹⁹ ²⁰ CONSORT-AI was published on 9 September 2020 as an extension of the CONSORT 2010 statement to evaluate RCTs involving AI. Fourteen new items
were added to the checklist—including 11 extensions and 3 elaborations. These items mostly relate to the AI intervention in question and are necessary to independently evaluate and replicate the trial.

The aim of this study was to evaluate the quality of reporting of RCTs of AI intervention for medical conditions, published from 2015 to 2021, based on CONSORT-AI guidelines. While CONSORT-AI did not exist for much of this timeline, this study will serve as a baseline measure of reporting quality for comparison with future studies’ adherence to CONSORT-AI guidelines.

**METHODS**

**Search strategy**

We performed a systematic review of RCTs of AI for medical conditions published from January 2015 to December 2021. The search date range was initially set as an arbitrary period of 5 years from 2015 to 2020; the literature search was later updated to include publications until December 2021. RCTs of AI in healthcare are a nascent field, and we expected very few RCTs of AI in healthcare prior to 2015. We searched PubMed and EMBASE databases for potential studies. The PubMed search was conducted using the MeSH terms: “artificial intelligence”, “machine learning” and “deep learning”. The terms “artificial intelligence”, “deep learning” and “machine learning” were searched in EMBASE. In both the databases, the search was limited to RCTs, publications in the English language, from the year 2015 to 2021 and human subjects (online supplemental appendix 1).

**Screening and study selection**

The records were screened by two independent investigators (RS and BA) for potential inclusion. The abstracts of RCTs using AI, deep learning and machine learning were further evaluated for possible inclusion. Protocols, conference abstracts, studies on robotics and post hoc analyses of RCTs were excluded.

Full-text articles of all shortlisted abstracts were then screened for eligibility. Publications were included if AI was used as an intervention for a medical condition, if there was a comparator control group in the study and if there was evidence of randomisation. In case of a disagreement, a senior reviewer assessed the full text and the disagreement was resolved with consensus. The exclusion criteria were non-randomised studies, secondary studies, post hoc analyses of RCTs were excluded.

**Assessment against CONSORT-AI guidance**

The CONSORT-AI checklist of 43 items (online supplemental table 1) was used to grade the included studies. Each item was scored fully, partially or not reported. If an item was irrelevant to a particular study, it was labelled as ‘not applicable’. Each publication was scored by two trained graders (RS and BA) independently. Differences were discussed with the senior reviewer (MARS) to reach a consensus.

The results were tabulated by writing all the reported items as the numerator and the total number of applicable items as the denominator. The descriptive statistics for the study population and clinical characteristics are reported. The only deviation from the initial protocol for the review was the extension of the search until December 2021 to keep this review up-to-date.

**Patient and public involvement**

None.

**RESULTS**

**Study selection**

The initial search identified 1501 potential records. One hundred and twelve articles were considered as potentially eligible after screening of abstracts. Following a review of full-text manuscripts, a total of 42 manuscripts were included in the systematic review (figure 1).

**General characteristics**

The included studies (online supplemental table 2) were from the years 2016 to 2021 (figure 2). The number of participants ranged from 22 to 2352. They pertained to various medical fields, including gastroenterology (n=12), medicine (n=6), cardiology (n=5), psychiatry (n=4), ophthalmology (n=2), endocrinology (n=2), paediatrics (n=2), oncology (n=2), orthopaedics (n=2), surgery (n=1), radiology (n=1), neurology (n=1), pulmonology.
Our results reinforce previously published findings. In a systematic review conducted by Liu et al, it was seen that sufficient reporting and external validation were done in less than one-third of the included 82 deep learning studies, thereby limiting their reliability. Similarly, Nagendran et al also found deviations from reporting standards, with less than 50% adherence to 12/29 items in the transparent reporting of a multivariable prediction model for individual prognosis or diagnosis (TRIPOD) guidelines, and high levels of bias in AI studies. Bozkurt et al reported that demographic specifics of study populations were poorly reported in studies developing Machine learning (ML) models from electronic health records, and external validation was omitted in 88% of the models. In another systematic review of 28 articles regarding machine learning models for medical diagnosis, Yusuf et al discovered that all studies in their systematic review failed to follow reporting guidelines. Our study also revealed variable reporting of CONSORT-AI items in RCTs of AI in healthcare, suggesting there is still room in AI studies for further improving the quality of their reporting.

The CONSORT-AI checklist was developed to encourage transparent reporting of RCTs in AI. The extensions and elaborations added to the original CONSORT guideline largely emphasise the peculiarities related to AI intervention itself and its clinical application. These include details of the interventions, such as algorithm version, input and output data, how the intervention was integrated into the trial and whether there was human and AI interaction. This information is crucial for the critical appraisal of a study and facilitates the replication of clinical trials. These items had variable reporting scores in our study (items 4a to 5vi). Twenty-seven out of 42 (64%) studies did not mention the version of the AI algorithm used. This could confuse the reader regarding which version to apply the study findings to because an AI algorithm is likely to undergo multiple updates. Moreover, information regarding input data were largely missed in the majority of included studies; with only 35% (15/42) of the studies identifying the inclusion and exclusion criteria at the level of the input data, and a mere 14% (6/42) of studies reported how poor quality or unavailable input data was handled and assessed. Such details are essential, as the overall performance of any given AI intervention relies on the quality of input data. Additionally, this information allows an evaluator to distinguish AI platforms that may only work in ideal conditions from those which can be applied to real-world settings.

On the other hand, items regarding human–AI interaction and required expertise level, as well as AI output were fully reported by majority of studies (37 and 41/42, respectively). Clarity about the human–AI interface is essential to ensure a standard approach and functional safety, as well as to avoid ethical implications. For example, it is essential that qualified experts can interpret dynamically complex variables exhibited by AI interfaces which are related to patients as well as the clinical
Table 1  CONSORT-AI scores of included studies

| Item                      | Fully reported | Partially reported | Not reported | Not applicable |
|---------------------------|----------------|--------------------|--------------|---------------|
| Title and abstract        |                |                    |              |               |
| 1a, 1a(i)                 | 41             | 1                  | 0            | 0             |
| 1b, 1b(ii)                | 42             | 0                  | 0            | 0             |
| Introduction              |                |                    |              |               |
| Background and objectives |                |                    |              |               |
| 2a, 2a(i)                 | 41             | 1                  | 0            | 0             |
| 2b                        | 38             | 0                  | 4            | 0             |
| Methods                   |                |                    |              |               |
| Trial design              |                |                    |              |               |
| 3a                        | 26             | 6                  | 10           | 0             |
| 3b                        | 6              | 0                  | 0            | 36            |
| Participants              |                |                    |              |               |
| 4ai                       | 39             | 0                  | 3            | 0             |
| 4a(ii)                    | 15             | 0                  | 27           | 0             |
| 4b                        | 40             | 0                  | 2            | 0             |
| Intervention              |                |                    |              |               |
| 5i                        | 15             | 0                  | 27           | 0             |
| 5ii                       | 34             | 0                  | 8            | 0             |
| 5iii                      | 6              | 0                  | 36           | 0             |
| 5iv                       | 37             | 0                  | 5            | 0             |
| 5v                        | 41             | 0                  | 1            | 0             |
| 5vi                       | 31             | 0                  | 11           | 0             |
| Outcomes                  |                |                    |              |               |
| 6a                        | 39             | 0                  | 3            | 0             |
| 6b                        | 2              | 0                  | 0            | 40            |
| Sample size               |                |                    |              |               |
| 7a                        | 30             | 0                  | 11           | 1             |
| 7b                        | 2              | 0                  | 0            | 40            |
| Sequence generation       |                |                    |              |               |
| 8a                        | 34             | 0                  | 8            | 0             |
| 8b                        | 25             | 0                  | 17           | 0             |
| Randomisation             |                |                    |              |               |
| Allocation concealment mechanism | 9          | 24                 | 0            | 18            |
| Implementation            |                |                    |              |               |
| 10                        | 18             | 3                  | 21           | 0             |
| Blinding                  |                |                    |              |               |
| 11a                       | 24             | 0                  | 18           | 0             |
| 11b                       | 23             | 0                  | 17           | 2             |
| Statistical methods       |                |                    |              |               |
| 12a                       | 39             | 0                  | 3            | 0             |
| 12b                       | 34             | 0                  | 8            | 0             |
| Results                   |                |                    |              |               |
| Participant flow          |                |                    |              |               |
| 13a                       | 32             | 2                  | 8            | 0             |
| 13b                       | 29             | 1                  | 12           | 0             |
| Recruitment               |                |                    |              |               |
| 14a                       | 38             | 0                  | 4            | 0             |
| 14b                       | 1              | 0                  | 0            | 41            |
| Baseline data             |                |                    |              |               |
| 15                        | 32             | 0                  | 10           | 0             |
| Numbers analysed          |                |                    |              |               |
| 16                        | 32             | 1                  | 9            | 0             |
| Outcomes and estimation   |                |                    |              |               |
| 17a                       | 31             | 3                  | 8            | 0             |
| 17b                       | 1              | 0                  | 0            | 41            |
| Ancillary analyses        |                |                    |              |               |
| 18                        | 33             | 0                  | 9            | 0             |
| Harms                     |                |                    |              |               |
| 19                        | 4              | 11                 | 27           | 0             |
| Discussion                |                |                    |              |               |
| Limitations               |                |                    |              |               |
| 20                        | 36             | 0                  | 6            | 0             |
| Generalisability          |                |                    |              |               |
| 21                        | 42             | 0                  | 0            | 0             |

Continued
context—only then it is possible that AI platforms enable an improvement in clinicians’ decision-making process.\textsuperscript{30} It is encouraging to see most authors report these items clearly.

Interestingly, although missing out on important information regarding the details of AI intervention, 42/42 of the studies were promising generalisability of their findings in the clinical setting. The generalisability of AI systems may be limited, especially when used in the real-world setting outside of the environment they were developed in.\textsuperscript{31, 32} Therefore, caution must be employed when evaluating such studies.

An important factor to consider about CONSORT-AI, however, is the applicability of each item to clinical trials. Five items of the CONSORT-AI checklist were deemed to be not applicable in the majority of studies evaluated. Three of these items referred to changes made to methods and outcomes after trial commencement, and why the trial was ended (items 3b, 6b and 14b). These items pertain to modifications made in the protocol, which was not the case in most included studies.

Another item not applicable to most of the included studies was an explanation about any interim analysis and stopping guidelines. Since AI is a relatively recent advance in healthcare, harms and adverse events from AI have not been clearly defined yet. Perhaps this is the reason stopping guidelines were not reported in 40 out of 42 included studies. This ties closely to item 19: which requires reporting of adverse events in AI trials and a description of the analysis of performance errors. AI platforms can make errors that can be difficult to predict and go beyond human judgement, but may have harmful effects if employed on a large scale.\textsuperscript{31} Only 4/42 studies fully reported this item, even though it is important to report information about error and outline risk mitigation strategies to decide which settings and populations the AI intervention can be safely employed in.\textsuperscript{31} These points emphasise that AI clinical trials in healthcare have not integrated the concept of harm related to AI intervention to determine appropriate stopping guidelines.

Certain general observations were made regarding the included RCTs in our review. There was a large range of sample size (22–2352) in the studies. This wide range suggests that a standard approach to sample size calculation is not practised in RCTs of AI. For example, the diagnostic accuracy of healthcare professionals is often set higher than that of AI while employing sample size estimation, which presumes that AI is inferior to humans.\textsuperscript{33} It is recommended that sample size calculations are performed using a non-inferior design by setting a more suitable non-inferiority margin, of diagnostic accuracy, for example, 5%.\textsuperscript{34} Similarly, the majority of the studies took place in China, and were focused on gastroenterology, making them less representative of other fields and perhaps other parts of the world.

There are some limitations to our review. Potential eligible studies could have been missed in the inclusion process, as only two databases were searched, and only English-language publications were eligible for inclusion. The majority of the included studies were published before the CONSORT-AI checklist was widely available. As such, most study authors would not have been able to use the guidance to inform their reporting. Furthermore, trial reports from before and after the publication of the CONSORT-AI guidance were not analyses separately, so we were not able to assess whether there was any improvement in reporting quality following publication of the guidance.

In conclusion, the standards of reporting in RCTs of AI were variable. We found certain important information regarding the AI intervention was insufficiently reported in many studies. Therefore, caution should be employed by healthcare service providers and policymakers when using these studies to inform decision making.
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**Table 1** Continued

| Item       | Fully reported | Partially reported | Not reported | Not applicable |
|------------|----------------|--------------------|--------------|----------------|
| Interpretation | 22             | 41                 | 0            | 1              | 0              |
| Other information |               |                    |              |                |                |
| Registration | 23             | 35                 | 0            | 7              | 0              |
| Protocol    | 24             | 11                 | 0            | 31             | 0              |
| Funding     | 25             | 10                 | 20           | 12             | 0              |

CONSORT-AI, Consolidated Standards of Reporting Trials—artificial intelligence.
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