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ABSTRACT. Multiple teams participate in a random competition. In each round the winner receives one point. We study the times until ties occur among teams. The martingales and supermartingales that vanish at the relevant stopping times do not satisfy the boundedness conditions which are necessary for applying the traditional optional stopping theorems. We use the positivity of the processes to prove inequalities that allow us to avoid the restrictions imposed by optional stopping theorems. The problems studied in this paper are motivated by their applications to databases and their storage engines that are based on augmented balanced search trees. The ties in the competitions are related to the re-balancing operations that have to be executed on the database.

1. INTRODUCTION

Assume that there are \( m \) teams in a competition. Every round results in only one team winning and earning 1 point. Each of the teams has an equal chance of winning in each of the rounds. Denote by \( X_1(n), X_2(n), \ldots, X_m(n) \) the scores of the teams after \( n \) rounds. We assume that the teams started with different initial scores \( x_1, x_2, \ldots, x_m \in \mathbb{Z} \). In other words, \( X_1(0) = x_1, X_2(0) = x_2, \ldots, X_m(0) = x_m \) and the numbers \( x_1, x_2, \ldots, x_m \) are all distinct. Denote by \( T \) the first time at which two of the teams are tied.

Let \( X_1'(n), \ldots, X_m'(n) \) be the non-decreasing permutation of \( X_1(n), \ldots, X_m(n) \). Let \( A_k(n) = X_k'(n) - X_k'(n) \) for \( k \in \{1, 2, \ldots, m-1\} \). Then \( T \) can be written in an equivalent form as

\[
T = \min \{ n : A_1(n) \cdots A_{m-1}(n) = 0 \} \quad (1)
\]

Let us denote \( a_i = A_i(0) \) for \( i \in \{1, 2, \ldots, m-1\} \). It is easy to observe that when \( m = 2 \), the random variable \( A_1(n) \) is a simple random walk starting at \( a_1 \). The random variable \( T \) is the hitting time of the set \( \{0\} \). It is well known that the expected value of \( T \) is \( +\infty \).

We will prove several theorems about \( T \) for \( m \geq 3 \). To make the formulations of theorems more clear, let us denote by \( \tau(a_1, a_2, \ldots, a_{m-1}) \) the expected value of \( T \) in the case that initial values of the processes \( A_1, \ldots, A_{m-1} \) are \( a_1, \ldots, a_{m-1} \).

For \( m = 3 \) we can obtain the exact formula for \( \tau \).

**Theorem 1.1.** If \( m = 3 \), then \( \tau(a, b) = 3ab \).

Theorem 1.1 is proved by observing that \( A_1(n)A_2(n) + \frac{a_3}{2} \) is a martingale. When \( n \) is replaced by \( T \), the component \( A_1(T)A_2(T) \) becomes 0 and the entire value of the martingale reduces to \( \frac{a_3}{2} \). The standard optional stopping theorem cannot be used because the increments of the martingale do not have bounded conditional expectations. However, we will be able to use the positivity of the martingale and Hölder’s inequality to circumvent this limitation of the optional stopping theorem. In case \( m \geq 4 \) we will construct certain supermartingales that can be used to establish upper bounds on \( \mathbb{E}[T] \). The first of the bounds is given by the following theorem.

**Theorem 1.2.** If \( m \geq 4 \), then

\[
\tau(a_1, a_2, \ldots, a_{m-1}) \leq m \cdot \min \{ a_1a_2, a_2a_3, \ldots, a_{m-2}a_{m-1} \} \quad (2)
\]

It turns out that the bound (2) is tight for large values of \( a_1, \ldots, a_{m-1} \). If two adjacent values \( a_i \) and \( a_{i+1} \) are fixed and the remaining numbers converge to \( \infty \), then the expected values \( \tau(a_1, a_2, \ldots, a_{m-1}) \) converge to \( ma_ia_{i+1} \). The precise statement of the theorem is...
Theorem 1.3. Assume that $m \geq 4$ and $i \in \{1, 2, \ldots, m-2\}$. Then

$$
\lim_{a_1 \to \infty, \ldots, a_{i-1} \to \infty, a_{i+2} \to \infty, \ldots, a_{m-1} \to \infty} \tau(a_1, a_2, \ldots, a_{m-1}) = ma_ia_{i+1}.
$$

While the right-hand side of (2) is a good asymptotic bound for $\tau(a_1, a_2, \ldots, a_{m-1})$, there is actually no hope that it is close to the exact formula for $\tau(a_1, \ldots, a_{m-1})$. We will prove that for $m = 4$ there is an improvement to (2) in the case $a_1 = a_3$. While (2) implies that $\tau(a, b, a) \leq 4ab$, the following result offers a sharper bound.

Theorem 1.4. If $m = 4$, and $a, b \in \mathbb{N}$, then

$$
\tau(a, b, a) \leq 4b\left(a - \frac{1}{2}\right).
$$

We will prove that the variance and second moment of $T$ are infinite in the case $m = 3$.

Theorem 1.5. For $m = 3$, the second moment and variance of the stopping time $T$ are infinite.

We will now make an overview of random systems from the literature that are similar to the one presented in this paper. Classes of related models include allocation problems [3] and multi-color urn models [16, 21]. The differences between scores can be modeled by numbers of balls of different colors. However, in urn models different colors have different probabilities to be chosen. These probabilities change throughout the process.

The problem that we study can also be placed in a context of $\mathbb{Z}^d$-valued random walks. The available jumps belong to a relatively small set. Consequently, the probability distribution function assigns 0 value to many of the steps that a traditional random walk may take. The stopping time $T$ corresponds to the exit time of a very special region in the space whose boundary is defined as hyperplanes where two of the coordinates are the same.

There are several results related to large deviations and asymptotic behavior of the exit time from cones. The Martin boundary for random walk killed when exiting the first quadrant in $\mathbb{Z}^d$ is studied in [14]. When the random walks are assumed to take jumps whose values are in $\mathbb{R}^d$ the results from [11] and [13] establish the properties of large deviation events and exponential rates of decay of probabilities that the exit times are large. The asymptotics is studied using harmonic functions [9, 12]. The calculation of the number of random walks in quadrant is an important combinatorial problem. The Tutte’s invariant method can be used to count the number of such walks [6].

Discrete multidimensional random walks are known to have numerous surprising properties. On the first sight, the most fundamental models would be the walks that occur on hypercubes and related regular graphs. The behaviors of the limiting distributions of the distances are established in [5]. The times to reach stationary distributions were evaluated using Fourier analysis [8]. The next class of finite graphs includes the lattice torus in $\mathbb{Z}^2$. The random walk will cover the entire torus and the properties of the cover times of the late points are obtained in [7].

The random walks in which certain steps are forbidden are analyzed in [17]. The behavior for the Laplace transform of the expected mean-square displacement was quite different in dimensions 2 and 3.

A future research could analyze the convex minorants of the underlying process [1] and see whether these results can offer an insight on the exit times.

Balanced binary search trees are the fundamental data structures that enable us to have logarithmic complexity for insertion, deletion, and retrieval of data. The first such tree was constructed by Adelson-Velskii and Landis [2]. Future generalization of the model to trees in which each parent can have multiple children were obtained by Rudolf Bayer [4]. Every time we insert or delete data, the tree may need a re-balancing.
The process. If several such operations are performed at the same time, a special care needs to be made to maintain the integrity of data. The reduction of re-balancing operations is a very effective way to speed up the operations. Different modifications of the fundamental data structures are made. It is common to introduce the randomness in the construction, as was done in [22].

Most of the results in this paper are proved by applying the optional stopping theorem to certain martingales and supermartingales [10, 23]. However, we cannot use the standard version of the theorem. The martingales that we construct are not bounded and do not have increments with bounded conditional expectations. In addition, the stopping time could not be easily controlled. In the end it will turn out that the stopping times could have $L^2$ norms. However, the martingales are positive before the stopping time occurs. This fact will allow us to construct arguments based on H"older’s inequality. Another example of a situation where unbounded functions require modifications of the optional stopping theorem occurs in [20]. There are situations where the theorem has to be avoided completely [15, 18]. For additional generalizations of the optional stopping theorem, the reader is referred to [19].

2. Case $m = 3$

Let us use $A(n)$ and $B(n)$ instead of $A_1(n)$ and $A_2(n)$. Furthermore, let us denote $a = A(0)$ and $b = B(0)$. Let $\mathcal{F}_n$ bet the sigma algebra generated by the first $n$ steps of the process.

**Theorem 2.1.** Define the process $(G(n))_{n=0}^\infty$ with

$$G(n) = A(n)B(n) + \frac{n}{3}. $$

The process $(G(n))_{n=0}^\infty$ is a martingale with respect to $(\mathcal{F}_n)_{n=0}^\infty$.

**Proof.** Denote $\alpha(n+1) = A(n+1) - A(n)$ and $\beta(n+1) = B(n+1) - B(n)$. Then

$$\begin{bmatrix} \alpha(n+1) \\ \beta(n+1) \end{bmatrix} \in \left\{ \begin{bmatrix} -1 \\ 0 \end{bmatrix}, \begin{bmatrix} 1 \\ -1 \end{bmatrix}, \begin{bmatrix} 0 \\ 1 \end{bmatrix} \right\}. $$

The conditional expectation of $G(n+1)$ with respect to $\mathcal{F}_n$ satisfies

$$\mathbb{E}[G(n+1)|\mathcal{F}_n] = \frac{n+1}{3} + \mathbb{E}[A(n+1)B(n+1)|\mathcal{F}_n] $$

$$= \frac{n+1}{3} + \mathbb{E}[(A(n) + \alpha(n+1))(B(n) + \beta(n+1))|\mathcal{F}_n] $$

$$= \frac{n+1}{3} + A(n)B(n) + A(n)\mathbb{E}[\alpha(n+1)|\mathcal{F}_n] $$

$$+ B(n)\mathbb{E}[\beta(n+1)|\mathcal{F}_n] + \mathbb{E}[\alpha(n+1)\beta(n+1)|\mathcal{F}_n]. $$

Observe that $\alpha(n+1)$ and $\beta(n+1)$ are independent of $\mathcal{F}_n$ and that

$$\mathbb{E}[\alpha(n+1)] = 0, \quad \mathbb{E}[\beta(n+1)] = 0, \quad \text{and} \quad \mathbb{E}[\alpha(n+1)\beta(n+1)] = -\frac{1}{3}. $$

Therefore $\mathbb{E}[G(n+1)|\mathcal{F}_n] = G(n)$, and $(G(n))_{n=0}^\infty$ is a martingale with respect to $(\mathcal{F}_n)_{n=0}^\infty$. \hfill \Box

**Theorem 2.2.** Define the process $(G_{2,1}(n))_{n=0}^\infty$ with

$$G_{2,1}(n) = A^2(n)B(n) + A(n)B^2(n). $$

The process $(G_{2,1}(n))_{n=0}^\infty$ is a martingale with respect to $(\mathcal{F}_n)_{n=0}^\infty$. 

Proof. As in the proof of Theorem 2.1 we denote $\alpha(n+1) = A(n+1) - A(n)$ and $\beta(n+1) = B(n+1) - B(n)$. Let us define

\[ G_{2,1}^A(n) = A^2(n)B(n) \quad \text{and} \quad G_{2,1}^B(n) = A(n)B^2(n). \]

The conditional expectation of $G_{2,1}^A(n+1)$ with respect to $\mathcal{F}_n$ satisfies

\[
\mathbb{E}[G_{2,1}^A(n+1)|\mathcal{F}_n] = \mathbb{E}[A^2(n+1)B(n+1)|\mathcal{F}_n] = \mathbb{E}[(A(n) + \alpha(n+1))^2(B(n) + \beta(n+1))|\mathcal{F}_n]
\]

\[
= \mathbb{E}[A^2(n) + 2\alpha(n+1)A(n) + \alpha^2(n+1))(B(n) + \beta(n+1))|\mathcal{F}_n]
\]

\[
= A^2(n)B(n) + 2A(n)\mathbb{E}[\alpha(n+1)\beta(n+1)|\mathcal{F}_n] + B(n)\mathbb{E}[\alpha^2(n+1)|\mathcal{F}_n]
\]

\[
+ \mathbb{E}[\alpha^2(n+1)\beta(n+1)|\mathcal{F}_n] = A^2(n)B(n) - \frac{2}{3}A(n) + \frac{2}{3}B(n) - \frac{1}{3}. \tag{5}
\]

The conditional expectation of $G_{2,1}^B(n+1)$ with respect to $\mathcal{F}_n$ is

\[
\mathbb{E}[G_{2,1}^B(n+1)|\mathcal{F}_n] = \mathbb{E}[A(n+1)B^2(n+1)|\mathcal{F}_n] = \mathbb{E}[(A(n) + \alpha(n+1))(B^2(n) + \beta(n+1))^2|\mathcal{F}_n]
\]

\[
= \mathbb{E}[B^2(n)A(n) + 2B(n)\mathbb{E}[\alpha(n+1)\beta(n+1)|\mathcal{F}_n] + A(n)\mathbb{E}[\beta^2(n+1)|\mathcal{F}_n]
\]

\[
+ \mathbb{E}[\beta^2(n+1)\alpha(n+1)|\mathcal{F}_n] = B^2(n)A(n) - \frac{2}{3}B(n) + \frac{2}{3}A(n) + \frac{1}{3}. \tag{6}
\]

It remains to add (5) and (6) to conclude that $G_{2,1}(n)$ is a martingale. \qed

Proof of Theorem 1.1. Let us define $T_n = \min\{T, n\}$. For every fixed $n$, the random variable $T_n$ is a stopping time with respect to $(\mathcal{F}_n)_{n=0}^\infty$. The stopping time $T_n$ is bounded. Therefore, we can use the optional stopping theorem together with theorems 2.1 and 2.2 to conclude

\[
\mathbb{E}[A(T_n)B(T_n)] + \frac{1}{3}\mathbb{E}[T_n] = ab, \quad \text{and} \quad \mathbb{E}[A^2(T_n)B(T_n) + A(T_n)B(T_n)^2] = ab(a+b). \tag{7}
\]

The random variables $A(T_n)$ and $B(T_n)$ are positive, the sequence $(T_n)_{n=0}^\infty$ is non-decreasing, and (7) holds for every $n$. Therefore, $\mathbb{E}[T_n] \leq 3ab$ for every $n$, the monotone convergence theorem implies that $\mathbb{E}[T_n] \rightarrow \mathbb{E}[T]$, and the random variable $T$ has finite $L^1$ norm bounded by $3ab$, i.e.

\[
\mathbb{E}[T] \leq 3ab. \tag{9}
\]

In order to prove that $\mathbb{E}[T] = 3ab$, it suffices to prove

\[
\lim_{n \rightarrow \infty} \mathbb{E}[A(T_n)B(T_n)] = 0. \tag{10}
\]
Using Hölder’s inequality we obtain
\[ \mathbb{E}[A(T_n)B(T_n)] = \mathbb{E}[A(T_n)B(T_n) \cdot 1_{T > n}] \leq \mathbb{E}\left[ A^{\frac{2}{3}}(T_n)B^{\frac{2}{3}}(T_n) \right]^{\frac{3}{2}} \cdot \mathbb{E}\left[ (1_{T > n})^3 \right]^{\frac{1}{2}}. \] (11)

Using Cauchy-Schwarz inequality we now obtain
\[ \mathbb{E}\left[ A^{\frac{2}{3}}(T_n)B^{\frac{2}{3}}(T_n) \right] \leq \mathbb{E}\left[ (A(T_n) \sqrt{B(T_n)}) \cdot (B(T_n) \sqrt{A(T_n)}) \right] \leq \sqrt{\mathbb{E}[A^2(T_n)B(T_n)] \cdot \mathbb{E}[B^2(T_n)A(T_n)]}. \] (12)

Since \( A(T_n) \) and \( B(T_n) \) are non-negative, two obvious consequences of (8) are
\[ \mathbb{E}[A^2(T_n)B(T_n)] \leq ab(a + b) \quad \text{and} \quad \mathbb{E}[A(T_n)B^2(T_n)] \leq ab(a + b). \]

Therefore, inequality (12) implies
\[ \mathbb{E}\left[ A^{\frac{2}{3}}(T_n)B^{\frac{2}{3}}(T_n) \right] \leq a^2b^2(a + b)^2. \] (13)

From the inequalities (11) and (13) we conclude
\[ \mathbb{E}[A(T_n) \mathbb{E}(T_n)] \leq a^4 \cdot b^4 \cdot (a + b)^4 \cdot \mathbb{P}(T > n)^{\frac{1}{4}}. \] (14)

From (9) we have that \( L^1 \) norm of \( T \) is finite. Therefore, the right-hand side of (14) converges to 0 as \( n \to \infty \).

Thus, we are now able to deduce (10). This completes the proof of the theorem. \( \square \)

3. Bounds for \( m \geq 4 \)

The main object of our study is a vector-valued random process \( \mathbf{A}(n) = \begin{bmatrix} A_1(n) \\ \vdots \\ A_{m-1}(n) \end{bmatrix} \) that starts from \( \mathbf{A}(0) = \begin{bmatrix} a_1 \\ \vdots \\ a_{m-1} \end{bmatrix} \) for some \( a_1, \ldots, a_{m-1} \in \mathbb{N} \). In each step we have \( \mathbf{A}(n+1) = \mathbf{A}(n) + \mathbf{\xi}(n+1) \), where \( \mathbf{\xi}(1), \mathbf{\xi}(2), \ldots \) are independent random vectors with uniform distribution on the set \( V = \{ \mathbf{\xi}_1, \ldots, \mathbf{\xi}_m \} \), where the vectors \( \mathbf{\xi}_1, \ldots, \mathbf{\xi}_m \) are of dimension \( m - 1 \) and satisfy
\[ \mathbf{\xi}_1 = \begin{bmatrix} -1 \\ 0 \\ \vdots \\ 0 \\ 0 \end{bmatrix}, \quad \mathbf{\xi}_2 = \begin{bmatrix} 1 \\ 0 \\ \vdots \\ 0 \\ 0 \end{bmatrix}, \quad \ldots, \quad \mathbf{\xi}_{m-1} = \begin{bmatrix} 0 \\ \vdots \\ 0 \\ 1 \end{bmatrix}, \quad \mathbf{\xi}_m = \begin{bmatrix} 0 \\ \vdots \\ 0 \\ -1 \end{bmatrix}. \]

Denote by \( \mathcal{F}_n \) the sigma algebra determined by the process until time \( n \).

**Theorem 3.1.** For each \( i \in \{ 1, 2, \ldots, m-2 \} \), the process \( (M_i(n))_{n=0}^{\infty} \) defined with
\[ M_i(n) = A_i(n)A_{i+1}(n) + \frac{n}{m} \]
is a martingale with respect to \( (\mathcal{F}_n)_{n=0}^{\infty} \).
Proof. We will first calculate the conditional expectation of $A_i(n+1)A_{i+1}(n+1)$ with respect to the sigma algebra $\mathcal{F}_n$.

\[
\mathbb{E}[A_i(n+1)A_{i+1}(n+1) | \mathcal{F}_n] = \frac{1}{m} \sum_{k=1}^{m} \mathbb{E} \left[ A_i(n+1)A_{i+1}(n+1) \cdot 1_{\xi(n+1)=\xi_k} \right] | \mathcal{F}_n]. \tag{15}
\]

Observe that the vector $\xi_1$ modifies only the first component of $X(n)$. For $k \in \{2, 3, \ldots, m-1\}$, the vector $\xi_k$ modifies only the components $k-1$ and $k$. The vector $\xi_m$ modifies only the component $m-1$. Therefore, the equation (15) becomes

\[
\mathbb{E}[A_i(n+1)A_{i+1}(n+1) | \mathcal{F}_n] = \frac{m-3}{m} A_i(n)A_{i+1}(n) + \frac{1}{m} (A_i(n) - 1)A_{i+1}(n) + \frac{1}{m} A_i(n+1) (A_{i+1}(n) - 1) + \frac{1}{m} A_i(n)A_{i+1}(n+1) + \frac{1}{m}.
\]

From equation (16) we directly obtain that $(M_i(n))_{n=0}^\infty$ is a martingale.

Theorem 3.2. Define the process $M(n)$ as

\[
M(n) = \min \{ M_1(n), M_2(n), \ldots, M_{m-1}(n) \}.
\]

The process $(M(n))_{n=0}^\infty$ is a supermartingale with respect to $(\mathcal{F}_n)_{n=0}^\infty$.

Proof. The proof directly follows from the observation that the minimum of a set of martingales is a supermartingale.

Proof of Theorem 1.2. Consider the truncation $T_n = \min\{T, n\}$ of the stopping time $T$. The stopping time $T_n$ is bounded above and we can use optional stopping theorem together with Theorem 3.2 to obtain

\[
\mathbb{E}[\min \{ A_i(T_n)A_{i+1}(T_n) : i \in \{1, 2, \ldots, m-1\}\}] \leq \min \left\{ a_1a_2, \ldots, a_{m-1}a_m \right\}.
\]

Since each of $A_i(T_n)$ is non-negative, the inequality (17) implies

\[
\frac{1}{m} \mathbb{E}[T_n] \leq \min \left\{ a_1a_2, \ldots, a_{m-1}a_m \right\}.
\]

Therefore, the stopping times $T_n$ have bounded $L^1$ norms. Hence, the sequence of stopping times $(T_n)_{n=0}^\infty$ is non-decreasing. The monotone convergence theorem implies that $\lim_{n \to \infty} \mathbb{E}[T_n] = \mathbb{E}[T]$ and

\[
\mathbb{E}[T] \leq m \min \left\{ a_1a_2, \ldots, a_{m-1}a_m \right\}.
\]

The proof of the theorem is complete.

Let us define the stopping time $T_{i,i+1}$ as

\[
T_{i,i+1} = \inf \{ n : A_i(n)A_{i+1}(n) = 0 \}.
\]

Theorem 3.3. The expected value of $T_{i,i+1}$ satisfies

\[
\mathbb{E}[T_{i,i+1}] = ma_i a_{i+1}.
\]
Proof of Theorem 1.3. Assume that $i \in \{1, 2, \ldots, m - 2\}$ is fixed. Assume that $a_i$ and $a_{i+1}$ are two fixed positive real numbers. We will prove that for every $\varepsilon > 0$, there exists an integer $N_0$ such that if $a_j \geq N_0$ for $j \in \{1, 2, \ldots, m - 1\} \setminus \{i, i + 1\}$, then
\[
\mathbb{E}[T] \geq ma_{i+1} - \varepsilon.
\] (20)

Let $n_1, n_2, \ldots,$ be the sequence of times for which
\[
(A_i(n_k - 1), A_{i+1}(n_k - 1)) \neq (A_i(n_k), A_{i+1}(n_k)).
\]
The quantities $n_1, n_2, \ldots$ are random variables. Clearly, $A_i(n)$ and $A_{i+1}(n)$ can become 0 only for $n \in \{n_1, n_2, \ldots\}$. Define $T'$ as
\[
T' = \min \{k : A_i(n_k)A_{i+1}(n_k) = 0\}.
\]
For $N \in \mathbb{N}$, let $T'_N = \min\{T', N\}$. Theorem 1.1 implies that
\[
\lim_{N \to \infty} \mathbb{E}[T'_N] = 3a_ia_{i+1}.
\]
Therefore, for our fixed $\varepsilon$ there exists $N \in \mathbb{N}$ such that
\[
\mathbb{E}[T'_N] \geq 3a_ia_{i+1} - \frac{3}{2m}\varepsilon.
\] (21)

Let us denote by $G_1, G_2, \ldots,$ the gaps in the sequence $n_1, n_2, \ldots$. More precisely, $G_k$ is defined as
\[
G_k = n_k - n_{k-1}.
\]
In the last equation we assume that $n_0 = 0$.

Each of the variables $G_k$ has geometric distribution with parameter $\frac{3}{m}$. Therefore, $\mathbb{E}[G_k] = \frac{m}{3}$ for every $k$. This implies
\[
\mathbb{E} \left[ G_1 + G_2 + \cdots + G_{T'_N} \right] = \sum_{p=1}^{N} \mathbb{E} \left[ G_1 + G_2 + \cdots + G_{T'_N} \mid T'_N = p \right] \mathbb{P}(T'_N = p)
= \sum_{p=1}^{N} \mathbb{E} \left[ G_1 + G_2 + \cdots + G_p \mid T'_N = p \right] \mathbb{P}(T'_N = p)
= \sum_{p=1}^{N} \frac{mp}{3} \mathbb{P}(T'_N = p) = \frac{m}{3} \sum_{p=1}^{N} p \mathbb{P}(T'_N = p) = \frac{m}{3} \mathbb{E}[T'_N].
\]

We can now use inequality (21) to obtain
\[
\mathbb{E} \left[ G_1 + G_2 + \cdots + G_{T'_N} \right] \geq \frac{m}{3} \left( 3a_ia_{i+1} - \frac{3}{2m}\varepsilon \right) = ma_{i+1} - \frac{\varepsilon}{2}.
\] (22)

It suffices to prove that there exists $N_0$ such that if $a_j \geq N_0$ for every $j \notin \{i, i + 1\}$, then
\[
\mathbb{E}[T] \geq \mathbb{E} \left[ G_1 + G_2 + \cdots + G_{T'_N} \right] - \frac{\varepsilon}{2}.
\] (23)

Then, inequalities (22) and (23) would imply (20).

So far, we proved that for every choice of $(a_i, a_{i+1})$ and every $\varepsilon > 0$, there exists $N$ such that (21) holds. The inequality does not depend on values $a_j$ for $j \notin \{i, i + 1\}$. This is not too surprising since the random variables $T'_N, G_1, G_2, \ldots$ do not depend on $a_j$ for $j \notin \{i, i + 1\}$. Recall that $T_n = \min\{T, n\}$ is the truncation
of the stopping time $T$. The stopping times $T$ and $T_n$ depend on all $a_j$, for $j \in \{1, 2, \ldots, m-1\}$. Let us denote $\hat{G}_N = G_1 + G_2 + \cdots + G_{T_n}$ and let $Q_n$ be the event defined as

$$Q_n = \{ T_n \geq \hat{G}_N \}.$$ 

For every $n$ and every choice of $a_j$ with $j \notin \{i, i+1\}$ we have

$$\mathbb{E}[T] \geq \mathbb{E}[T_n] \geq \mathbb{E}[T_n \cdot 1_{Q_n}] \geq \mathbb{E}[\hat{G}_N \cdot 1_{Q_n}] = \mathbb{E}[\hat{G}_N] - \mathbb{E}[\hat{G}_N \cdot 1_{\neg Q_n}].$$

We will now prove that whenever $a_j \geq 0$ for $j \notin \{i, i+1\}$, the following inequality holds:

$$\mathbb{E}[\hat{G}_N \cdot 1_{\neg Q_n}] \leq \frac{\varepsilon}{2}. \tag{24}$$

Then, the inequalities (24) and (25) would imply that (23) holds whenever $a_j \geq 0$ for $j \notin \{i, i+1\}$. Observe that $\hat{G}_N = G_1 + G_2 + \cdots + G_{T_n} \leq G_1 + G_2 + \cdots + G_N$ and that $G_1 + \cdots + G_N$ has negative binomial distribution with parameters $N$ and $\frac{m-3}{m}$. Here we use the following convention: A negative binomial random variable with parameters $r$ and $p$ is the total number of Bernoulli trials until $r$ failures, where the probability of success in each trial is $p$. The second moment of negative binomial random variable $G_1 + \cdots + G_N$ is

$$\mathbb{E}[(G_1 + \cdots + G_N)^2] = \frac{r(p + r)}{(1 - p)^2} = \frac{N(N + \frac{m-3}{m})}{9} = mN(mN + m - 3).$$

The Cauchy–Schwarz inequality implies

$$\mathbb{E}[\hat{G}_N \cdot 1_{\neg Q_n}] \leq \sqrt{\mathbb{E}[\hat{G}_N^2]} \cdot \sqrt{\mathbb{P}(Q_n^c)} = \sqrt{mN(mN + m - 3)} \sqrt{\mathbb{P}(Q_n^c)}. \tag{26}$$

Let us now analyze the event $Q_n^c$.

$$Q_n^c = \{ T_n < \hat{G}_N \} \subseteq \{ T_n < G_1 + G_2 + \cdots + G_{T_{i+1}} \}.$$ 

Observe that $G_1 + G_2 + \cdots + G_{T_{i+1}} = T_{i+1}$ where $T_{i+1}$ is defined by (18) and is the smallest $k$ for which $A_i(k)A_{i+1}(k) = 0$. Therefore

$$\mathbb{P}(Q_n^c) \leq \mathbb{P}(T_n < T_{i+1}). \tag{27}$$

From Theorem 3.3 we know that $\mathbb{E}[T_{i+1}] = ma_{i+1} < +\infty$. Therefore, we must have

$$\lim_{w \to \infty} \mathbb{P}(T_{i+1} > w) = 0.$$ 

This means that for given $\varepsilon > 0$ there exists $N_0$ such that $n \geq N_0$ implies

$$\mathbb{P}(T_{i+1} > n) \leq \frac{\varepsilon^2}{4 \cdot mN(mN + m - 3)}. \tag{28}$$

We will now prove that if $a_j > N_0$ for all $j \in \{1, 2, \ldots, m-1\} \setminus \{i, i+1\}$, then

$$\{ T_{i+1} > T_{N_0} \} \subseteq \{ T_{i+1} > N_0 \}. \tag{29}$$
Indeed, if all $a_j$ for $j \not\in \{i, i+1\}$ are bigger than $N_0$, then in the first $N_0$ steps none of the random variables $A_j$ can reach 0. Therefore, on the event $\{T \leq N_0\}$, the random variable $T$ is equal to $T_{i,i+1}$. The event $\{T_{i,i+1} > N_0\}$ satisfies

$$\{T_{i,i+1} > N_0\} = \{T_{i,i+1} > N_0, T < N_0\} \cup \{T_{i,i+1} > N_0, T \geq N_0\} = \{T_{i,i+1} > T, T < N_0\} \cup \{T_{i,i+1} > N_0, T \geq N_0\} = \emptyset \cup \{T_{i,i+1} > N_0, T \geq N_0\}.$$

The last inequality clearly implies (29). We now use (27), (28), and (29) with $n = N_0$ to derive

$$\mathbb{P}(Q_{N_0}^c) \leq \mathbb{P}(T_{N_0} < T_{i,i+1}) \leq \mathbb{P}(N_0 < T_{i,i+1}) \leq \frac{\epsilon^2}{4\cdot mN(mN+3)}.$$

The last inequality together with (26) implies (25). As discussed earlier, (25) immediately implies (23) under the conditions $a_j \geq N_0$ for $j \not\in \{i, i+1\}$. Together with (22), the inequality (23) implies (20), which completes the proof of the theorem.

4. IMPROVED BOUND FOR $m = 4$

The vector-valued random process $\vec{A}(n) = \begin{bmatrix} A(n) \\ B(n) \\ C(n) \end{bmatrix}$ starts from $\vec{A}(0) = \begin{bmatrix} a \\ b \\ c \end{bmatrix}$ for some $a, b, c \in \mathbb{N}$.

In each step we have $\vec{A}(n+1) = \vec{A}(n) + \vec{\xi}(n+1)$, where $\vec{\xi}(1), \vec{\xi}(2), \ldots$ are independent random vectors with uniform distribution on the set

$$V = \left\{ \begin{bmatrix} -1 \\ 0 \\ 0 \end{bmatrix}, \begin{bmatrix} 1 \\ -1 \\ 0 \end{bmatrix}, \begin{bmatrix} 0 \\ 1 \\ -1 \end{bmatrix}, \begin{bmatrix} 0 \\ 0 \\ 1 \end{bmatrix} \right\}.$$

Let $\varphi : \mathbb{N} \times \mathbb{N}$ be the function defined in the following way:

$$\varphi(x,y) = \begin{cases} \max\{x,y\}, & \text{if } x \neq y, \\ \frac{2\epsilon^2}{2\epsilon-1}, & \text{if } x = y. \end{cases} \quad (30)$$

Let us define the following process:

$$M(n) = \frac{A(n)B(n)C(n)}{\varphi(A(n), C(n))} + \frac{n}{4}. \quad (31)$$

**Theorem 4.1.** The processes $(M(n))^m_{n=0}$ is a supermartingale with respect to the filtration $(\mathcal{F}_n)^m_{n=0}$ of sigma algebras generated by the processes $A(n), B(n)$, and $C(n)$. In other words,

$$\mathbb{E}\left[ M(n+1) \mid \mathcal{F}_n \right] \leq M(n).$$

**Proof.** The conditional expectation of $M(n+1)$ with respect to the sigma algebra $\mathcal{F}_n$ satisfies

$$\mathbb{E}\left[ M(n+1) \mid \mathcal{F}_n \right] = \frac{n+1}{4} + \mathbb{E}\left[ A(n+1)B(n+1)C(n+1) \mid \mathcal{F}_n \right] = \frac{n+1}{4} + \frac{(A(n) - 1)B(n)C(n)}{4\varphi(A(n), C(n))} + \frac{(A(n) + 1)(B(n) - 1)C(n)}{4\varphi(A(n), C(n))} + \frac{A(n)B(n+1)(C(n) - 1)}{4\varphi(A(n), C(n) - 1)} + \frac{A(n)B(n)(C(n) + 1)}{4\varphi(A(n), C(n) + 1)}.
In order to prove that \( (M(n))_{n=0}^\infty \) is a supermartingale it suffices to show that for all \( x, y, z \in \mathbb{N} \) the following inequality holds
\[
\frac{4xyz}{\varphi(x,z)} - 1 \geq \frac{(x-1)yz}{\varphi(x-1,z)} + \frac{(x+1)(y-1)x}{\varphi(x+1,z)} + \frac{x(y+1)(z-1)}{\varphi(x,z-1)} + \frac{xy(z+1)}{\varphi(x,z+1)}.
\] (32)

We will distinguish the following 5 cases.

1° \( x = z \);
2° \( x = z + 1 \);
3° \( x = z - 1 \);
4° \( x \geq z + 2 \);
5° \( x \leq z - 2 \).

In case 1° the inequality (32) turns into an equality. The following holds
\[
\frac{4x^2y}{2x^2 - 1} - 1 = \frac{(x-1)yx}{x} + \frac{(x+1)(y-1)x}{(x+1)} + \frac{x(y+1)(x-1)}{x} + \frac{xy(x+1)}{x(x+1)}.
\] (33)

The left-hand side is equal to \( L_4(x,y) = 2y(2x-1) - 1 \) and the right-hand side is \( R_1(x,y) = (x-1)y + x(y-1) + (x+1)(y+1) + xy \). After simple algebraic transformations one can see that the polynomials \( L_4(x,y) \) and \( R_2(x,y) \) are equal. We conclude that (33) is true in Case 1°.

In case 2° the inequality (32) transforms into
\[
\frac{4xy(x-1)}{x} - 1 \geq \frac{(x-1)y(x-1)}{2(x-1)^2 - 1} + \frac{(x+1)(y-1)(x-1)}{(x+1)} + \frac{x(y+1)(x-2)}{x} + \frac{xy(x+1)}{2x^2 - 1}.
\] (34)

After canceling the fractions we obtain that the left-hand side of (34) is \( L_2(x,y) = 4y(x-1) - 1 \) and the right-hand side is \( R_2(x,y) = y(x-\frac{1}{2}) + y-1(x-1) + (y+1)(x-2) + y(x-\frac{1}{2}) \). The difference between the left-hand side and the right-hand side is \( y \), which is a non-negative integer. Therefore (32) holds in Case 2°.

Let us now consider the case 3°. The inequality (32) is equivalent to
\[
\frac{4xy(x+1)}{(x+1)} - 1 \geq \frac{(x-1)y(x+1)}{(x+1)} + \frac{(x+1)(y-1)(x+1)}{2(x+1)^2 - 1} + \frac{x(y+1)x}{2x^2 - 1} + \frac{xy(x+2)}{x+2}.
\] (35)

The left-hand side is \( L_3(x,y) = 4xy - 1 \) and the right-hand side is \( R_3(x,y) = (x-1)y + (y-1) \left( x + \frac{1}{2} \right) + (y+1) \left( x - \frac{1}{2} \right) + xy \). The difference between the two polynomials becomes \( L_3(x,y) - R_3(x,y) = y \). This is always a non-negative number, hence (32) holds in Case 3°.

In each of the cases 4° and 5° the inequality (32) turns into equality. In case 4° we have
\[
\frac{4xyz}{x} - 1 \geq \frac{(x-1)yz}{x-1} + \frac{(x+1)(y-1)z}{x+1} + \frac{x(y+1)(z-1)}{x} + \frac{xy(z+1)}{x}.
\] (36)

The left-hand side is the polynomial \( L_4(y,z) = 4yz - 1 \), while the right-hand side is the polynomial
\[
R_4(y,z) = yz + (y-1)z + (y+1)(z-1) + y(z+1) = 4yz - z + z - y - 1 + y = 4yz - 1.
\]

It is easy to verify that \( L_4(y,z) = R_4(y,z) \). In case 5° we obtain that the left-hand side of (32) is \( L_5(x,y) = 4xy - 1 \) while the right-hand side is
\[
R_5(x,y) = (x-1)y + (x+1)(y-1) + x(y+1) + xy = 4xy - y - x + x - 1 = 4xy - 1.
\]
The polynomials $L_5(x, y)$ and $R_5(x, y)$ are equal. This completes the casework. Thus, the process $(M(n))_{n=0}^\infty$ is a supermartingale.

**Proof of Theorem 1.4.** Using similar arguments as before, we obtain that the stopping time $T$ is almost-surely finite. The stopping time $T$ is bounded above by the stopping time $T_{AB}$ defined as

$$T_{AB} = \min\{n : A(n)B(n) = 0\}.$$ 

The stopping time $T_{AB}$ is almost surely finite. Moreover, its $L^1$ norm is finite, according to Theorem 3.3. Let $T_N = \min\{T, N\}$. Observe that $M(T) = 0$. At stopping time $T$ we are always having a zero factor in the numerator. The numerator is divided by the bigger of the numbers $A(T)$ and $C(T)$ if $A(T) \neq C(T)$, hence the zero in the numerator remains. If $A(T) = C(T)$, then they cannot be both 0, and $B(T)$ must be 0 in that case. Indeed, $A(n)$ and $B(n)$ are two of the random processes $A(n), B(n), C(n)$. Two of the processes cannot attain the value 0 at the same time. According to optional stopping theorem we have that for fixed $N$ the following inequality holds

$$\mathbb{E}[M(T_N)] + \frac{1}{4}\mathbb{E}[T_N] \leq \frac{abc}{\phi(a, c)}.$$ 

Since $\mathbb{E}[M(T_N)] \geq 0$ we obtain

$$\mathbb{E}[T_N] \leq \frac{4abc}{\phi(a, c)} = \begin{cases} 
4ab, & \text{if } a < c, \\
4bc, & \text{if } a > c, \\
2b(2a - 1), & \text{if } a = c.
\end{cases}$$

It remains to observe that the last inequality implies (4). □

5. Second moments

**Lemma 5.1.** For fixed $i \in \{1, 2, \ldots, m - 2\}$, let us define the process $(H_{i,i+1}(n))_{n=0}^\infty$ as

$$H_{i,i+1}(n) = A_i^2(n)A_{i+1}^2(n) + \frac{2}{3}A_i(n)A_{i+1}(n)\left(A_i^2(n) + A_{i+1}^2(n)\right).$$ (37)

The process $H_{i,i+1}(n)$ satisfies

$$\mathbb{E}[H_{i,i+1}(n+1) | \mathcal{F}_n] = H_{i,i+1}(n) + \frac{4}{m}A_i(n)A_{i+1}(n) - \frac{1}{3m}.\quad (38)$$

**Proof.** We will first establish the following identities.

$$\mathbb{E}\left[ A_i^2(n+1)A_{i+1}^2(n+1) | \mathcal{F}_n \right] = A_i^2(n)A_{i+1}^2(n) + \frac{1}{m}\left(2A_i^2(n) + 2A_{i+1}^2(n)\right) + \frac{1}{m}(2A_i(n) - 2A_{i+1}(n) - 4A_i(n)A_{i+1}(n) + 1),\quad (39)$$

$$\mathbb{E}\left[ A_i^2(n+1)A_{i+1}(n+1) | \mathcal{F}_n \right] = A_i^2(n)A_{i+1}(n) + \frac{1}{m}\cdot 6A_i(n)A_{i+1}(n) + \frac{1}{m}\left(-3A_i^2(n) - 3A_i(n) - 1\right),\quad (40)$$

$$\mathbb{E}\left[ A_i(n+1)A_{i+1}^3(n+1) | \mathcal{F}_n \right] = A_i(n)A_{i+1}^3(n) + \frac{1}{m}\cdot 6A_i(n)A_{i+1}(n) + \frac{1}{m}\left(-3A_{i+1}^2(n) + 3A_{i+1}(n) - 1\right).\quad (41)$$
Theorem 5.1. Define the process \((M_{i,i+1}(n))_{m=0}^\infty\) as
\[
M_{i,i+1}(n) = H_{i,i+1}(n) - \frac{4n}{m} A_i(n) A_{i+1}(n) - \frac{2}{m^2} n^2 + \left( \frac{1}{3m} - \frac{2}{m^2} \right) n. \tag{42}
\]
The process \((M_{i,i+1}(n))_{m=0}^\infty\) is a martingale with respect to \((F_n)_{n=0}^\infty\).

Proof. Denote by \(R(n)\) the random component on the right-hand side of (42). More precisely,
\[
R(n) = H_{i,i+1}(n) - \frac{4n}{m} A_i(n) A_{i+1}(n). \tag{43}
\]
The random variable \(M_{i,i+1}(n)\) can be written in terms of \(R(n)\) in the following way
\[
M_{i,i+1}(n) = R(n) - \frac{2}{m^2} n^2 + \left( \frac{1}{3m} - \frac{2}{m^2} \right) n. \tag{44}
\]
We can use (16) and (38) to calculate the conditional expectation of $R(n)$ with respect to the sigma algebra $\mathcal{F}_n$. Using (43) we obtain
\[
E[R(n+1)|\mathcal{F}_n] = H_{i,j+1}(n) + \frac{4}{m} A_i(n)A_{i+1}(n) - \frac{1}{3m} - \frac{4(n+1)}{m} \left( A_i(n)A_{i+1}(n) - \frac{1}{m} \right)
\]
\[
= H_{i,j+1}(n) - \frac{4n+1}{m} A_i(n)A_{i+1}(n) + \frac{4(n+1)}{m^2} - \frac{1}{3m}
\]
\[
= R(n) + \frac{4(n+1)}{m^2} - \frac{1}{3m}. \tag{45}
\]

From (44) and (45) we now obtain
\[
E[M_{i,j+1}(n+1)|\mathcal{F}_n] = E[R(n+1)|\mathcal{F}_n] - \frac{2}{m^2} (n+1)^2 + \left( \frac{1}{3m} - \frac{2}{m^2} \right)(n+1)
\]
\[
= R(n) + \frac{4(n+1)}{m^2} - \frac{1}{3m} - \frac{2}{m^2} (n+1)^2 + \frac{1}{3m} - \frac{2}{m^2} + \frac{1}{3m} - \frac{2}{m^2}
\]
\[
= R(n) - \frac{2}{m^2} + \frac{1}{3m} n - \frac{2}{m^2} n.
\]

The right-hand side of the last equation is precisely $M_{i,j+1}(n)$. This completes the proof that $(M_{i,j+1}(n))_{n=0}^\infty$ is a martingale with respect to $(\mathcal{F}_n)_{n=0}^\infty$. \hfill \Box

**Proof of Theorem 1.5.** We will use the method of contradiction to prove that $E[T^2] = +\infty$. Assume the contrary, that $E[T^2] < +\infty$. Let $T_n = \min\{T,n\}$. Lebesgue monotone convergence theorem implies that
\[
\lim_{n \to \infty} E[T_n^2] = E[T^2].
\]

We will write $A(n)$ and $B(n)$ instead of $A_1(n)$ and $A_2(n)$. We will also use the notation $a = A(0)$ and $b = B(0)$. Let us define the random variables $M_{1,2}(n)$ for $n \in \{0,1,2,\ldots\}$ in the following way
\[
M_{1,2}(n) = A^2(n)B^2(n) + \frac{2}{3} A(n)B(n) (A^2(n) + B^2(n)) - \frac{4}{3} nA(n)B(n) - \frac{2n^2}{3} - \frac{1}{9} n.
\]

According to Theorem 5.1, the process $(M_{1,2}(n))_{n=0}^\infty$ is a martingale with respect to $(\mathcal{F}_n)_{n=0}^\infty$. The optional stopping theorem implies
\[
E \left[ A^2(T_n)B^2(T_n) + \frac{2}{3} A(T_n)B(T_n) (A^2(T_n) + B^2(T_n)) - \frac{4}{3} T_n A(T_n)B(T_n) \right]
\]
\[
= a^2 b^2 + \frac{2}{3} a b (a^2 + b^2) + \frac{2}{3} E[T_n^2] + \frac{1}{9} E[T_n]. \tag{46}
\]

If we were able to justify passing to the limit as $n \to \infty$ in (46) we would get an immediate contradiction. The left-hand side would be equal to 0 and the right-hand side is obviously positive. However, it is not clear how to justify the change of order of integral and limit. We will build an argument that uses Cauchy-Schwarz inequality.

Let us denote by $L(n)$ and $R(n)$ the left-hand side and right-hand side of (46). Formally,
\[
L(n) = E \left[ A^2(T_n)B^2(T_n) + \frac{2}{3} A(T_n)B(T_n) (A^2(T_n) + B^2(T_n)) - \frac{4}{3} T_n A(T_n)B(T_n) \right],
\]
\[
R(n) = a^2 b^2 + \frac{2}{3} a b (a^2 + b^2) + \frac{2}{3} E[T_n^2] + \frac{1}{9} E[T_n].
\]
Let us add \( \frac{4}{3} \mathbb{E} [T_n^2] \) to both left and right side of (46). We obtain the equation

\[
\begin{align*}
\hat{L}(n) &= \hat{R}(n), \quad \text{where} \\
\hat{L}(n) &= \mathbb{E} \left[ A^2(T_n)B^2(T_n) - \frac{4}{3} T_n A(T_n) B(T_n) + \frac{4}{9} T_n^2 \right] + \mathbb{E} \left[ 2 \frac{4}{3} A(T_n) B(T_n) \left( A^2(T_n) + B^2(T_n) \right) \right] \\
\hat{R}(n) &= a^2 b^2 + \frac{2}{3} ab (a^2 + b^2) + \frac{10}{9} \mathbb{E} [T_n^2] + \frac{1}{9} \mathbb{E} [T_n].
\end{align*}
\]

Consider the first expectation in the definition of \( \hat{L}(n) \) and denote it by \( \lambda \), i.e.

\[
\lambda = \mathbb{E} \left[ A^2(T_n)B^2(T_n) - \frac{4}{3} T_n A(T_n) B(T_n) + \frac{4}{9} T_n^2 \right] = \mathbb{E} \left[ \left( A(T_n)B(T_n) - \frac{2}{9} T_n \right)^2 \right].
\]

Clearly \( \lambda \geq 0 \) and (47) implies

\[
a^2 b^2 + \frac{2}{3} ab (a^2 + b^2) + \frac{10}{9} \mathbb{E} [T_n^2] + \frac{1}{9} \mathbb{E} [T_n] \geq \mathbb{E} \left[ 2 \frac{4}{3} A(T_n) B(T_n) \left( A^2(T_n) + B^2(T_n) \right) \right]. \tag{48}
\]

Let \( g(n) \) be the function defined as

\[
g(n) = A(T_n)B(T_n) \left( A^2(T_n) + B^2(T_n) \right). \tag{49}
\]

Due to our assumption that \( \mathbb{E} [T_n^2] \) is finite, we have that the left-hand side of (48) is convergent and, therefore, bounded. Hence, there exist a positive real number \( D \) such that the inequality

\[
D \geq \mathbb{E} [g(n)] \tag{50}
\]

holds for every \( n \in \mathbb{N} \).

Using (8) and Cauchy-Schwarz inequality we obtain that the following inequality also holds for every \( n \in \mathbb{N} \).

\[
ab(a + b) = \mathbb{E} \left[ \sqrt{A(T_n)B(T_n)} \cdot \sqrt{A(T_n)B(T_n)} \left( A(T_n) + B(T_n) \right) \right] \\
\leq \sqrt{\mathbb{E} [A(T_n)B(T_n)]} \cdot \sqrt{\mathbb{E} \left[ A(T_n)B(T_n) \cdot \left( A(T_n)^2 + B(T_n)^2 + 2A(T_n)B(T_n) \right) \right]} \\
\leq \sqrt{2} \cdot \sqrt{\mathbb{E} [A(T_n)B(T_n)]} \cdot \sqrt{\mathbb{E} [g(n)]}. \tag{51}
\]

From (10), the factor \( \sqrt{\mathbb{E} [A(T_n)B(T_n)]} \) on the right-hand side of (51) converges to 0 as \( n \to \infty \). From (50) we have that the factor \( \sqrt{\mathbb{E} [g(n)]} \) is bounded by \( \sqrt{D} \). Therefore, as \( n \to \infty \), the right-hand side of (51) converges to 0. The left-hand side of (51) is equal to \( ab(a + b) \). This is a contradiction that proves that \( \mathbb{E} [T^2] \to +\infty \). \( \square \)

6. **Further directions**

The expected values of the stopping times \( T \) are difficult to calculate when \( m \geq 4 \) and we don’t yet have the exact formulas. We have seen that the \( L^1 \) norms are finite. In order to use the optimal stopping theorem, we need to first construct functions that generate convenient martingales. The function \( H : \mathbb{R}^k \to \mathbb{R} \) will be
Let us denote
\[ u \]
called perfect time martingale generator if for some constant \( \gamma \in \mathbb{R} \) it satisfies
\[
H(x_1, \ldots, x_k) - \gamma = \frac{1}{k+1} (H(x_1 - 1, \ldots, x_k) \\
+ \sum_{i=1}^{k-1} H(x_1, \ldots, x_i + 1, x_{i+1} - 1, \ldots, x_k) \\
+ H(x_1, \ldots, x_{k-1}, x_k + 1)), \text{ and } (52)
\]
\[
H(x_1, x_2, \ldots, x_k) = 0, \text{ if } x_1 x_2 \cdots x_k = 0. \quad (53)
\]

If \( H \) is a perfect time martingale generator, then \( H \left( \overrightarrow{A}(n) \right) + \gamma n \) is a martingale.

**Problem 6.1.** Find functions \( H \) that satisfy (52) and (53).

The process \( H \left( \overrightarrow{A}(n) \right) + \gamma n \) is a martingale even if just (52) holds. However, unless the condition (53) holds as well, the martingale is not of a big use in calculating \( E[T] \). There are quite a few functions that satisfy (52) but not (53). Examples are: \( x_i^2 \) and \( x_i x_{i+1} \). We used these functions to construct supermartingales.

It is clear that there are functions that satisfy (52) and (53) at least for integers. We can simply define them as
\[
H(z_1, z_2, \ldots, z_k) = \tau(z_1, \ldots, z_k).
\]

One would expect that they could be extended from \( \mathbb{Z}^k \) to \( \mathbb{R}^k \). However, the search for functions that satisfy (52) and (53) is not easy even numerically.

To guarantee that \( H \) satisfies (52) and (53), we make a substitution
\[
H(x_1, \ldots, x_k) = x_1 \cdots x_k F(x_1, \ldots, x_k). \quad (54)
\]

If \( H \) and \( F \) satisfy the relation (54) then the equation (52) implies that for positive real numbers \( x_1, \ldots, x_k \), the following equality holds:
\[
F(x_1, \ldots, x_k) - \frac{\gamma}{x_1 \cdots x_k} = \frac{1}{k+1} \left( x_1 - 1 \frac{F(x_1 - 1, \ldots, x_k)}{x_1} \\
+ \sum_{i=1}^{k-1} \frac{1+x_i}{x_i} \frac{1-x_{i+1}}{x_{i+1}} F(x_1, \ldots, x_i + 1, x_{i+1} - 1, \ldots, x_k) \\
+ \frac{1+x_k}{x_k} F(x_1, \ldots, x_{k-1}, x_k + 1) \right). \quad (55)
\]

Let us denote \( u_i = \frac{1}{x_i} \) and
\[
f(u_1, u_2, \ldots, u_k) = F \left( \frac{1}{u_1}, \frac{1}{u_2}, \ldots, \frac{1}{u_k} \right).
\]

The equation (55) can be written in terms of variables \( u_1, \ldots, u_k \) as
\[
f(u_1, \ldots, u_k) - \gamma u_1 \cdots u_k = \frac{1}{k+1} \left( \frac{1}{1-u_1} f \left( \frac{u_1}{1-u_1}, \ldots, u_k \right) \\
+ \sum_{i=1}^{k-1} (1+u_i) \left( 1-u_{i+1} \right) f \left( u_1, \ldots, \frac{u_i}{1+u_i}, \frac{u_{i+1}}{1-u_{i+1}}, \ldots, u_k \right) \\
+ (1+u_k) f \left( u_1, \ldots, u_{k-1}, \frac{u_k}{1+u_k} \right) \right). \quad (56)
\]
We will rewrite the equation (56) using generalized convolution operators.

6.1. **Generalized convolution.** Let $I$ be a finite set. The set $I$ will be considered to be a set of indices. A multidimensional sequence $\alpha$ is a function whose domain is $\mathbb{N}^I$ and codomain $\mathbb{R}$. The elements of $\mathbb{N}^I$ are functions from $I$ to $\mathbb{N}$. There are two ways to characterize $\alpha$ as a function. The first way is to write $\alpha : \mathbb{N}^I \to \mathbb{R}$, and the second way is $\alpha : (I \to \mathbb{N}) \to \mathbb{R}$.

For fixed $i \geq 0$, let us consider the functions $\rho_i^+(x) = \frac{1}{(1 + x)^i}$. Let us denote by $(\varphi^\pm (i, k))_{k=0}^\infty$ the sequence for which

$$
\rho_i^+(x) = \sum_{k=0}^\infty \varphi^\pm (i, k) x^k.
$$

(57)

Let $M = \{1, 2, \ldots, m\}$. Denote by $A_m$ the set of functions $f : \mathbb{R}^m \to \mathbb{R}$ that have power series representations of the form

$$
f(x_1, \ldots, x_m) = \sum_{\theta \in \mathbb{N}^m} \alpha(\theta) x_1^{\theta(1)} x_2^{\theta(2)} \cdots x_m^{\theta(m)},
$$

for some $|M|$-dimensional sequence $\alpha : \mathbb{N}^M \to \mathbb{R}$.

Let us define the operators $L_k^\pm : A_m \to A_m$ in the following way. For given $f \in A_m$ we define $L_k^\pm (f)$ to be the function that satisfies

$$
L_k^\pm (f)(x_1, \ldots, x_m) = f \left( x_1, x_2, \ldots, x_{k-1}, \frac{x_k}{1 \pm x_k}, x_{k+1}, \ldots, x_m \right).
$$

(58)

Denote by $\alpha : \mathbb{N}^M \to \mathbb{R}$ the generating sequence of $f$. Now we will determine the generating sequence of $L_k^\pm (f)$.

$$
L_k^\pm (f)(x_1, \ldots, x_m) = \sum_{\theta \in \mathbb{N}^m} \alpha(\theta) x_1^{\theta(1)} \cdots x_m^{\theta(m)} \cdot \rho_{\theta(k)}^\pm (x_k)
$$

$$
= \sum_{\theta \in \mathbb{N}^m} \sum_{l} \alpha(\theta) x_1^{\theta(1)} \cdots x_m^{\theta(m)} \varphi^\pm (\theta(k), l) x_k^l
$$

$$
= \sum_{\theta \in \mathbb{N}^m} \sum_{l} \alpha(\theta) \varphi^\pm (\theta(k), l) x_1^{\theta(1)} \cdots x_k^{\theta(k)+l} \cdots x_m^{\theta(m)}.
$$

The generating sequence $\beta : \mathbb{N}^M \to \mathbb{R}$ for $L_k^\pm (f)$ satisfies

$$
\beta(\theta) = \sum \left\{ \alpha(\mu) \varphi^\pm (v) : \mu \in \mathbb{N}^M, v \in \mathbb{R}^2, P_{\{k\}}(\mu) = P_{\{k\}}(\theta), \right.\left. P_{\{k\}}(\mu) = P_{\{1\}}(v), P_{\{k\}}(\mu) = P_{\{1\}}(v) = P_{\{2\}}(v) = P_{\{1\}}(\theta) \right\},
$$

where for $\eta \in \mathbb{N}^Q$ and $R \subseteq Q$, the projection $P_R(\eta)$ of $\eta$ to $R$ defined as $P_R(\eta)(r) = \eta(r)$ for all $r \in R$.

The operators $L_k^\pm$ on the set $A_m$ naturally generate the operators $S_k^\pm$ on the set of sequences $\mathbb{N}^M \to \mathbb{R}$. If for $\alpha : \mathbb{N}^M \to \mathbb{R}$ there is a generating function $f \in A_m$, then we define $S_k^\pm (\alpha)$ to be the generating sequence for the function $L_k^\pm (f)$.

We will now prove that for $k_1 \neq k_2$, the following equalities hold:

$$
S_{k_1}^\pm \circ S_{k_2}^\pm = S_{k_2}^\pm \circ S_{k_1}^\pm.
$$
Let $\alpha \in \mathbb{N}^M \rightarrow \mathbb{R}$. Then $S^+_{k_1}(\alpha)$ satisfies

$$S^+_{k_1}(\alpha)(\theta) = \sum_{i=0}^{\theta(k_1)} \alpha(\theta(1), \ldots, \theta(k_1 - 1), i, \theta(k_1 + 1), \ldots, m) \varphi^+(i, \theta(k_1) - i).$$

From here we obtain that $S^+_{k_2}\left(S^+_{k_1}(\alpha)\right)(\theta)$ satisfies

$$S^+_{k_2}\left(S^+_{k_1}(\alpha)\right)(\theta) = \sum_{j=0}^{\theta(k_2)} S^+_{k_1}(\alpha)(\theta(1), \ldots, \theta(k_2 - 1), j, \theta(k_2 + 1), \ldots, m) \varphi^+(j, \theta(k_2) - j)$$

$$= \sum_{j=0}^{\theta(k_2)} \varphi^+(j, \theta(k_2) - j)\left(\sum_{i=0}^{\theta(k_1)} \alpha(\theta(1), \ldots, \theta(k_1 - 1), i, \theta(k_1 + 1), \ldots, \theta(k_2 - 1), j, \theta(k_2 + 1), \ldots, m) \varphi^+(i, \theta(k_1) - i)\right)$$

$$= \sum_{i=0}^{\theta(k_1)} \sum_{j=0}^{\theta(k_2)} \alpha(\theta(1), \ldots, \theta(k_1 - 1), i, \theta(k_1 + 1), \ldots, \theta(k_2 - 1), j, \theta(k_2 + 1), \ldots, m) \times$$

$$\times \varphi^+(i, \theta(k_1) - i) \varphi^+(j, \theta(k_2) - j).$$

(59)

In a similar way we prove that $S^+_{k_2}\left(S^+_{k_1}(\alpha)\right)(\theta)$ is equal to the double summation on the right-hand side of equation (59).

6.2. Searching for solutions. The definition of sequences $\varphi^\pm : \mathbb{N}^{\{1,2\}} \rightarrow \mathbb{R}$ from (57) and the definition of the operators $L^\pm_k$ from (58) can be now used to re-write the equation (56) as

$$f(u_1, \ldots, u_k) - \gamma a_1 \cdots a_k = \frac{1}{k+1} \left((1 - u_1)L^-_1 f(u_1, \ldots, u_k) + \sum_{i=1}^{k-1} (1 + u_i)(1 - u_{i+1})L^+_i \circ L^-_{i+1} f(u_1, \ldots, u_k) + (1 + u_k) L^+_k f(u_1, \ldots, u_k)\right).$$

(60)

For $k = 2$, one solution that works is $f(u_1, u_2) = 1$. For $k \geq 2$, the above equation has undesirable solutions. For example, for $k = 3$, the functions $f_1(u_1, u_2, u_3) = u_1$ and $f_3(u_1, u_2, u_3) = u_3$ are the solutions. However, since the variables $u_i$ are reciprocals of $x_i$, the corresponding functions $H$ would not satisfy (53). If we put the additional requirement that $f(0,0) \neq 0$, then (60) gives us unsolvable system of equations for the coefficients of generating sequence for $f$.

Another approach in the case $k = 3$ is to consider the function $F$ of the form

$$F(x,y,z) = \frac{G(x,y,z)}{x+y},$$

(61)

where $G$ is a bounded function. Here is the intuition behind the idea to search for functions $F$ of the above form. As $x \rightarrow \infty$ the function $H(x,y,z)$ converges to $3yz$. Similarly, as $z \rightarrow \infty$, the function $H(x,y,z)$ converges to $3xy$. 
We can re-write the equation (55) as
\[
G(x, y, z) = \frac{\gamma}{x+z} = \frac{1}{4} \cdot \frac{x-1}{x} \cdot G(x-1, y, z) + \frac{1}{4} \cdot \frac{x+1}{x} \cdot G(x+1, y-1, z) + \frac{1}{4} \cdot \frac{y+1}{y} \cdot \frac{z-1}{z} \cdot G(x, y+1, z-1) + \frac{1}{4} \cdot \frac{z+1}{z} \cdot \frac{G(x, y, z+1)}{x+z+1}.
\]
(62)

Let us introduce the substitutions \( u = \frac{1}{x}, v = \frac{1}{y}, z = \frac{1}{w} \), and
\[
g(u, v, w) = G \left( \frac{1}{u}, \frac{1}{v}, \frac{1}{w} \right) = G(x, y, z).
\]
The equation (62) becomes
\[
\frac{g(u, v, w)}{u+w} = \gamma v
\]
\[
= \frac{1}{4} \cdot \frac{1}{1-u} \cdot \frac{g \left( \frac{u}{1+w}, \frac{v}{1+w}, \frac{w}{1+w} \right)}{u+w-uw} + \frac{1}{4} \cdot \frac{(1+u)}{1-u} \cdot \frac{g \left( \frac{u}{1+w}, \frac{v}{1+w}, \frac{w}{1+w} \right)}{u+w-uw} + \frac{1}{4} \cdot \frac{(1+v)}{1-v} \cdot \frac{g \left( \frac{u}{1+w}, \frac{v}{1+w}, \frac{w}{1+w} \right)}{u+w-uw} + \frac{1}{4} \cdot \frac{(1+w)}{1+w} \cdot \frac{g \left( u, v, \frac{w}{1+w} \right)}{u+w+uw}.
\]
(63)

Let us multiply both sides by \( 4(u+w)(u+w+uw)(u+w-uw) \) and introduce the functions \( \Gamma, \Gamma_0, \Gamma_1, \Gamma_2, \text{ and } \Gamma_3 \) with the equation
\[
\Gamma(u, v, w) = -4(u+w+uw)(u+w-uw) \cdot g(u, v, w),
\]
(64)
\[
\Gamma_0(u, v, w) = (u+w)(u+w+uw)(1-u)g \left( \frac{u}{1-u}, \frac{v}{1-u}, \frac{w}{1-u} \right),
\]
(65)
\[
\Gamma_1(u, v, w) = (u+w)(u+w-uw)(1+u)(1-v)g \left( \frac{u}{1+u}, \frac{v}{1+u}, \frac{w}{1+u} \right),
\]
(66)
\[
\Gamma_2(u, v, w) = (u+w)(u+w+uw)(1+v)(1-w)g \left( \frac{u}{1+v}, \frac{v}{1+v}, \frac{w}{1+v} \right),
\]
(67)
\[
\Gamma_3(u, v, w) = (u+w)(u+w-uw)(1+w)g \left( u, \frac{v}{1+w}, \frac{w}{1+w} \right).
\]
(68)
The equation (63) is equivalent to
\[
\Gamma_0 + \Gamma_1 + \Gamma_2 + \Gamma_3 + \Gamma + 4\gamma v(u+w)(u+w+uw)(u+w-uw) = 0.
\]
(69)
Again, it turns out that the system of equations implied by (69) does not have a solution.

Polynomial functions \( F \) and functions that are reciprocals of polynomials result in unsolvable systems. There is a hope that rational functions could lead to better approximations for \( H \). However, the search for rational functions requires the development of more advanced software for symbolic computation of generalized convolutions.
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