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Abstract: We report on the use of laser-induced ultrasonics for the detection of gratings with amplitudes as small as 0.5 nm, buried underneath an optically opaque nickel layer. In our experiments, we use gratings fabricated on top of a nickel layer on glass, and we optically pump and probe the sample from the glass side. The diffraction of the probe pulse from the acoustic echo from the buried grating is measured as a function of time. We use a numerical model to show how the various physical phenomena such as interface displacement, strain-optic effects, thermo-optic effects, and surface roughness influence the shape and strength of the time-dependent diffraction signal. More importantly, we use a Rayleigh-Rice scattering theory to quantify the amount of light scattering, which is then used as an input parameter in our numerical model to predict the time-dependent diffracted signal.
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1. Introduction

Laser-induced ultrasound is ideal for sub-surface imaging and metrology as it can propagate through optically opaque materials and have extremely high frequencies, enabling the inspection of micro/nano-meter size features with high resolution [1–23]. The ability of acoustic waves to propagate through layers that are not transparent to light has led to applications in many fields, such as biomedical imaging [23–27], material characterisation [28–30], defect inspection in the manufacturing industry [31] and non-destructive testing [32]. For instance, in the semiconductor device manufacturing industry, a silicon wafer is aligned inside a nanolithography machine with an optical sensor that emits light and records optical diffraction from gratings etched in the silicon wafer. By knowing the phase and intensity of the +1 and -1 order diffracted light, the wafers can be aligned with sub-nanometer accuracy [33]. The need for high-density memory chips has pushed the industry to make new 3D NAND memory chips where memory cells are stacked on top of each other [34–37]. Very often opaque layers are deposited on top of these diffraction gratings during the fabrication of a 3D NAND memory chip and the current optical sensors inside nanolithography machines have difficulty detecting the gratings etched in the Si wafer.

Recently, we demonstrated it is possible to detect gratings buried underneath optically opaque metal and 20 dielectric layers using laser-induced, extremely-high frequency acoustic waves. In those experiments, the presence of a buried grating is detected by optical diffraction from an acoustic copy of the buried grating [38]. However, the buried gratings had a fixed, relatively large peak-to-valley amplitude of 10 nm and little is known about the limitations of this technique, in
particular, the sensitivity of the technique to detect very small amplitude buried gratings. Since the acoustic wave generated in metals contains ultra-high frequencies, it has the potential to detect shallow buried gratings with amplitude smaller than 10 nm.

Here, we show that laser-induced ultrasonics in an ultrafast pump-probe scheme can be used to detect the presence of very shallow gratings, down to 0.5 nm in amplitude, buried under optically opaque nickel (Ni) layers (Fig. 1). In our experiments, a single femtosecond pump-pulse from a low repetition rate laser launches an acoustic wave in a 130 nm thick Ni layer. The acoustic wave propagates through the Ni layer and reflects off a low-amplitude buried Ni grating. Upon reflection, the wavefront of the acoustic wave acquires a spatially periodic phase, which can be viewed as an acoustic copy of the buried grating. The grating-shaped acoustic wave returns to the glass-metal interface, deforming the interface in a spatially periodic manner. A time-delayed femtosecond laser pulse illuminates this grating and the first-order diffracted signal is recorded as a function of pump-probe delay. The fact that we observe a time-dependent diffraction signal in itself is proof that the shape of the buried grating is encoded as a spatially periodic time delay on the acoustic wavefront. We use a complex 2D numerical model that includes the acoustic wave generation, propagation, and detection to predict the signal shapes in our measurements [39].

The numerically calculated diffraction signals are in excellent agreement with our measurements on all of the samples. We show that the strength and shape of the time-dependent diffraction signals are dependent on the amplitude of the buried grating. We also describe and quantify the different physical effects including interface displacement, strain-optic effects, thermo-optic effects, and interface scattering that cause the time-dependent diffraction signals and explain how each one influences the shape of the diffracted signal. From the measurements on the sample with smaller-amplitude buried gratings, we find that interface roughness plays a very significant role. Light scattered due to the interface roughness interferes with the light diffracted from the acoustic wave-induced gratings and leads to constructive/destructive interference which changes the shape and amplitude of the measured diffracted signal.

![Fig. 1. Schematic explaining the detection of buried gratings using laser-induced ultrasonics.](image)

The femtosecond laser pulse is absorbed by the material at the substrate-material interface (1), which launches an acoustic wave that propagates through different layers (2). The acoustic wave reflects of the buried grating and returns to the substrate-material interface as a grating-shaped acoustic wave (3). The time-delayed femtosecond probe pulse diffracts of this interface grating, and the first-order diffraction signal is recorded (4).

2. Experimental Setup

A schematic of the pump-probe setup used for the experiments is shown in Fig. 2. A Ti:Sapphire multi-pass amplifier generates 30 fs pulses with a low repetition rate of 1 kHz and with a wavelength centered at 800 nm. A 95/5 beam splitter splits the output in two. The stronger beam is frequency-doubled to generate 400 nm pump pulses, and the weaker 800 nm beam is used as a
probe pulse. The pump pulse passes through a 500 Hz chopper, which blocks every alternate pump pulse. Both pump and probe are weakly focused onto the sample. The pump beam has a spot size of 500 µm, while the probe beam has a spot size of 250 µm on the sample.

Our samples consist of Ni gratings fabricated on top of a 130 nm thick flat Ni layer on a glass substrate. The samples are illuminated from the substrate side. This means that the pump and the probe illuminate the flat side of the Ni layer and thus, cannot “see” the grating as the penetration depth of both pump and probe are much smaller than the thickness of the metal layer. A delayed probe pulse diffracts from the acoustic wave-induced grating and is recorded by a Si-photodiode placed at an angle where the first-order diffracted pulse is expected. The delay between the pump and the probe is varied using a mechanical delay line. The measured signal is the diffracted probe signal recorded by the detector when the chopper blocks the pump beam subtracted from the diffracted probe signal when the pump beam is transmitted by the chopper. This is done to select only the pump-induced changes to the diffracted signal. Every single optical pump-pulse launches an acoustic wave and, combined with the low repetition rate of the laser, this means that the sound wave generated by a pulse has no interaction with the next one. Thus the system does not act like a forced oscillator.

All of the samples were fabricated with a pitch of 6 µm on a 130 nm thick flat Ni layer. The Ni layer was deposited on a glass substrate using electron beam evaporation, and the thickness was monitored using a calibrated quartz crystal monitor. On top of the flat Ni layer, Ni gratings were fabricated by UV lithography.

3. Results and discussion

3.1. Pump-probe experiments and simulation

We performed pump-probe experiments on four different samples with different Ni grating amplitudes of 12, 6, 2, and 0.5 nm. In Fig. 3 (bottom four panels), we plot the measured diffracted signal of these samples as a function of pump-probe delay (red curves). In the top panel, we show the measurement on a 130 nm thick layer of Ni without buried grating. All of the curves are vertically displaced for clarity. Except for the top panel, all the measured curves (red) are vertically scaled to match the calculated curves (blue). For the bottom four plots, we observe that the measured diffracted signal remains zero for approximately 35-40 ps, rising to a maximum at
46±1 ps. This peak is also the maximum of the time-dependent diffraction signal. After 65 ps, we observe a diffraction signal that is quasi-periodic and persists for more than 700 ps, where the shape and strength vary depending on the amplitude of the buried grating. In the measurements on the 2 and 0.5 nm amplitude buried grating samples, we observe a signal that periodically goes below the value observed at negative time delays. The signals from the measurements on 12 and 6 nm amplitude buried grating samples show a quasi-periodic oscillation that is superimposed on a gradually increasing signal.

![Fig. 3](image)

**Fig. 3.** The red curves are the experimentally measured diffracted probe signals plotted as a function of pump-probe delay for five gratings fabricated on 130 nm thick Ni layer. Different panels show the measured signal from gratings with an amplitude of 12 nm, 6 nm, 2 nm, 0.5 nm, and 0 nm. The pitch of all gratings is 6 μm. The blue curves are the numerically calculated diffraction signals as a function of pump-probe delay for each sample.

The fact that we observe a diffracted signal implies that we are able to detect the presence of buried gratings by diffracting the probe pulse from an acoustic “copy” of the buried grating at the glass-Ni interface. Our measurements show that we can detect extremely shallow buried gratings with an amplitude as low as 0.5 nm underneath an optically opaque Ni layer using laser-induced ultrasonics. In all of the measurements on buried gratings, we would expect the first reflection from the buried grating to arrive at the glass-Ni interface at 46±1 ps. For a 130 nm thick Ni layer, the round trip time of the acoustic wave can be calculated as $T = 2l/v$, where $l$ is the layer thickness and $v$ is the speed of sound in the metal. Assuming a longitudinal velocity of 5.8 km/s [4], the round trip time is expected to be 45 ps, which is close to the position of the first diffracted signal peak we observe in our measurements.

To better understand the measured time-dependent diffracted signals, we performed numerical simulations using an advanced 2D model developed in our group [39]. The model consists of a set
of equations that describes the generation, propagation, and optical detection of high-frequency acoustic waves. The numerically calculated diffraction signal is shown by the blue curves in the same graph (Fig. 3) for all five samples. Material parameters of the glass substrate and nickel were mostly taken from literature (Table 1). Unknown parameters such as the strain-optic coefficient and the thermo-optic coefficient, are manually adjusted until the best fit between the measurements and the calculations was obtained. Once the optical and material parameters were fixed, calculations were performed for the samples with different buried grating amplitude. We find that our simulations are in excellent agreement with the measurements.

Table 1. Material properties of the glass substrate and Ni, used in our calculations [4,21,40,41].

|                         | Glass substrate | Ni       |
|-------------------------|-----------------|----------|
| Optical penetration depth at 400 nm (nm) | N/A             | 12       |
| Optical penetration depth at 800 nm (nm) | N/A             | 13       |
| Electron-phonon coupling constant \(10^{16}\text{Wm}^{-3}\text{K}^{-1}\) | 3.2             | 36       |
| Acoustic velocity (m/s)     | 5700            | 5800     |
| Acoustic Impedance \(10^8\text{Ns/m}^3\) | 14.3            | 51.5     |

To identify the various physical mechanisms contributing to the measured diffracted signals, we show in Fig. 4 the various factors contributing to the calculated diffraction signal for (i) the 2 nm amplitude buried grating on 130 nm thick Ni (Fig. 4(a)) and, (ii) the 12 nm amplitude buried grating on 130 nm thick Ni (Fig. 4(b)). Although we can show the contributing factors for all of the buried grating samples, we have selected the 2, and 12 nm amplitude buried grating samples to highlight the difference in the relative contribution of different factors for these two samples. In Figs. 4(a) and 4(b), we plot the calculated diffraction signal from this sample from only the (i) displacement of the glass-Ni interface by the “grating-shaped” acoustic echo in Ni (green panels), (ii) changes in the optical constants of the glass due to the strain-optic effect (blue panels), (iii) changes in the optical constants of Ni due to the strain-optic effect (magenta panels), (iv) changes in the optical constants of Ni due to the thermo-optic effect (yellow panels), (v) scattering from random surface roughness at the Ni-glass interface (orange panels). All of these plots are divided by the maximum value calculated for the black curve in the green panel of Fig. 4(a). For the ease of comparison, in the top panel, we show the measured diffracted signals (red curves) and the calculated diffracted signal, including all contributions (blue curves) for the same sample. The top panel in Figs. 4(a) and 4(b) are same as the 3rd and 1st panel from the bottom in Fig. 3, respectively. We now discuss the different factors that influence the strength and shape of the time dependent diffraction signal.

In our experiments, the length of the acoustic wave is expected to be a few tens of nanometers. Since we use 30 fs pump pulses, the length of the acoustic wave is determined by the combined effects of the optical penetration depth and the diffusion depth of the electron energy. Due to the high electron-phonon coupling strength in Ni, the hot electron gas formed by the pump pulse quasi-instantaneously heats up the lattice before it can diffuse much deeper into the material. However, if the optical pulse duration were larger than the time scale of electron gas cooling by electron-phonon coupling (which is about 1 ps in Ni), we expect the length of the acoustic wave to be determined by the optical pulse duration.
Fig. 4. (a) The top panel shows the measured and numerical calculated diffraction signal for the same sample when all factors are taken into account. The bottom 5 panels show the numerically calculated diffraction signal if only one factor contributing to the diffraction signal is taken into account for the sample with a 2 nm amplitude grating fabricated on 130 nm Ni. (b) Same as (a) but for the sample with a 12 nm amplitude grating fabricated on 130 nm Ni.

3.2. Displacement of glass-Ni interface

The acoustic wave generated in Ni at the glass-Ni interface propagates through the thick Ni layer, reflects off the buried grating, and returns to the glass-Ni interface as a grating-shaped echo. The acoustic echo displaces the atoms at the glass-Ni interface leading to an extremely shallow physical grating with an amplitude of few picometers only, having the same pitch as the buried grating. The peak-to-valley amplitudes of the displacement grating at the time delay where we observe the maximum diffraction efficiency, are 8 and 34 pm for the sample with 2 and 12 nm buried grating amplitudes, respectively. The acoustic wave undergoes multiple round trips inside the Ni layer, and a grating is formed each time the acoustic wave reaches the glass-Ni interface. The probe pulse diffracts from this grating and results in peaks in the diffraction signal that are separated by 46 ps, which is the acoustic round trip time inside the 130 nm Ni layer using the sound velocity in Ni of 5.8 km/s. This can be seen in the bottom panel of Figs. 4(a) and 4(b), where we observe peaks in the diffracted signal from multiple acoustic echoes, all separated by about 46 ps. Upon every reflection at the glass-Ni interface, 68% of the acoustic wave energy reflects back into the Ni layer. The partial transmission of acoustic energy into the glass is responsible for the decay of the sound wave inside the Ni.

Note that it is possible to generate surface plasmon polaritons at the interface of glass and some metals when such an interface is excited with a femtosecond laser pulse at the so-called plasmon resonance angle. However, in our experiments, we pump and probe the sample at normal
incidence and, therefore, no plasmonic effects are expected. The optical field incident on the metal does have a finite penetration depth of about 13 nm, and this is fully taken into account in the numerical model that we use to calculate the diffracted signal.

3.3. Strain-optic effect in glass substrate

When the grating-shaped acoustic echo is at the glass-Ni interface, part of the acoustic wave is transmitted into the glass substrate, where it continues to propagate away from the interface. The acoustic grating modifies the refractive index in glass due to the strain-optic effect and results in a grating in the optical constants of the glass. Such a quasi-static grating in the glass would give rise to a constant (in time) diffracted signal. Interestingly, the diffraction signal we observe is an oscillating curve (shown by the blue panel of Figs. 4(a) and 4(b)). This can be explained as follows. When the time-delayed probe pulse propagates through the acoustic grating in the glass, light is diffracted in the direction of the detector. The probe pulse continue to propagate and subsequently reflects from the glass-Ni interface. The reflected probe pulse diffracts for the second time from the same acoustic grating in the glass in the same direction. This leads to interference between the electric fields of the diffracted pulses. Whether the interference is constructive or destructive depends on the phase accumulated by the optical pulse before it diffracts a second time. This causes alternate constructive or destructive interference leading to an oscillation of the diffracted signal. Note that as the acoustic velocity in the glass is much smaller than the speed of light in the glass, the acoustic grating can be considered quasi-constant for the probe pulse at a given time delay. Due to multiple round trips of the acoustic wave in Ni, more than one grating-shaped acoustic wave is propagating in the glass substrate after about 100 ps. The probe light can diffract from all these grating-shaped acoustic echoes in the glass. Gradually, the diffraction signal gets weaker due to dispersion and damping of the acoustic wave in the glass.

3.4. Strain-optic effect in Ni

When the grating-shaped acoustic echo arrives at the glass-Ni interface, it also modifies the complex refractive index of Ni near the glass-Ni interface due to the strain-optic effect. This results in a grating in the optical constants. The probe pulse diffracts from this grating, giving rise to a diffracted signal peak each time the grating-shaped acoustic echo arrives at the glass-Ni interface, as shown in the magenta panel of Figs. 4(a) and 4(b). Since this grating is the result of an acoustic wave propagating back and forth inside the Ni layer, the peaks of the diffracted signal are separated by the acoustic round trip time of 45 ps. The transient, periodic (in time) grating at the glass-Ni interface due to strain-optic effect and due to the displacement of the atoms at the glass-Ni interface (shown in the green panel in Figs. 4(a) and 4(b)), always occur simultaneously. However, as the strain-optic coefficient of Ni is small, diffraction due to the strain-optic effect is weak in comparison to the diffraction due to the interface displacement.

3.5. Thermal grating in Ni

The optical pump pulse is absorbed by the Ni layer within the optical penetration depth (13 nm for 400 nm wavelength light), creating a hot electron gas [40]. The hot electron gas cools by heating up the Ni lattice. As Ni has a very high electron-phonon coupling strength, the hot electron gas cools before the energy can diffuse much deeper into the Ni layer [41–45]. As a result, the top layer of Ni heats up with an exponentially decaying temperature gradient in a direction perpendicular to the surface of the Ni layer. Later in time, the heat diffuses even deeper into the metal layer and reaches the buried grating. Due to the difference in diffusion volume above the valleys and the peaks of the buried grating, a spatially periodic temperature pattern is formed, which is also present near the glass-Ni interface. The change in the temperature modifies the complex refractive index of Ni due to the thermo-optic effect and results in a grating in the optical
constants of Ni. The calculated diffraction signals resulting from this thermal grating are shown in Figs. 4(a) and 4(b) (yellow panels). In both plots, the signal remains zero for approximately 125 ps, and later gradually increases to a quasi-constant value. This is because lattice heat slowly diffuses deeper into the Ni layer, and it takes a finite amount of time before temperature contrast is achieved between areas above the valleys and peaks of the grating. The diffracted signal reaches a constant value when the temperature gradient along the vertical direction vanishes, and a quasi-constant temperature is attained above the valleys and above the peaks of the grating, each at different temperature value. The lateral diffusion of heat does not wash away the thermal grating on the time scale of our experiments (\(<1\) ns) because the thickness of the layer (130 nm) is much smaller than the pitch of the grating (6000 nm). The effects due to lateral lattice heat diffusion are nonetheless taken into account in our numerical model.

3.6. Surface roughness

The most surprising factor that affects the shape and strength of the diffracted signal is the surface roughness of the glass-Ni interface. The random surface roughness of the glass-Ni interface results in the scattering of probe light in all directions. The Si-photodiode placed at the location where we expect the first-order diffracted light from the acoustic gratings, also detects the light scattering in that particular direction. The intensity of the scattered light is constant with respect to time. The random surface scattering needs to be taken into consideration when the intensity of the probe pulse diffracted from the acoustic gratings is comparable to or weaker than the intensity of the randomly scattered light. The intensity of the background scattered light is experimentally measured when the chopper blocks alternating pump pulses and is numerically subtracted from the measured diffracted signal. However, the electric field of the scattered light interferes with the electric field of the diffracted light, and the measured diffracted intensity is the coherent sum of these electric fields. Hence a numerical subtraction of measured signals does not correctly remove the contribution of the scattered light. In our numerical simulations, we add an electric field with a constant amplitude which coherently adds up to the diffracted electric field. In Figs. 4(a) and 4(b) (orange panel) we show the calculated contribution to the diffraction signals for the 2 and 12 nm amplitude buried grating samples, assuming that only the constant electric field we have added is present. The “scattered signals” are constant in time. Although the strength of the constant diffracted field is the same for both samples, their strength with respect to the diffraction signals due to other effects varies. Therefore, in Fig. 4(a), the constant line has a value comparable to that due to other effects and hence has a significant contribution to the total diffracted signal. In Fig. 4(b), we see that the “scattered signal” has a value very close to zero and therefore has an almost negligible contribution to the diffraction signals caused by the other effects. The amplitude of the added electric field is estimated with the help of an analytical scattering model and the details are discussed below.

3.6.1. Surface scattering model: Rayleigh-Rice theory

We use the Rayleigh-Rice scattering theory, to estimate the intensity of the scattered light recorded by the detector [46–49]. The Rayleigh-Rice approach can be used in cases where the Root Mean Square (RMS) roughness of the surface, \( \sigma \), is much less than the incident optical wavelength \( \lambda \), that is \( \sigma / \lambda < 0.01 \) [46,49]. To obtain the amount of light scattered towards the detector using Rayleigh-Rice theory, we need to obtain the topography of the surface from which the light scatters. Measuring the roughness profile of the glass-Ni interface directly is not possible with an AFM, hence we measured the roughness profile of the glass substrate and assume that the roughness profile of the glass-Ni interface will follow the glass surface topography. This is a reasonable assumption given that Ni was evaporated at a very slow rate and that Ni atoms have a good affinity for the glass which ensures that the deposited Ni layer will follow the topography of the glass substrate. We measure the topography of the glass substrate for an area of about
17 $\mu m^2$ using an AFM. The measured topography is shown in Fig. 5(a). The RMS roughness of the measured surface was calculated to be $307 \pm 5$ pm. Using the Rayleigh-Rice scattering theory we can obtain the Angle Resolved Scattering (ARS) by calculating the Power Spectral Density (PSD) function from the measured AFM data. The ARS is defined as the ratio between the power of the scattered light, $P_s(\alpha_s)$, and the power of the incident light, $P_i$, normalized to a finite solid angle, $\Delta\Omega$ and $\alpha_s$ is the scattering angle with respect to the normal to the scattering surface. Mathematically ARS can be expressed as [46,49,50],

$$ARS(\alpha_s) = \frac{P_s(\alpha_s)}{\Delta\Omega P_i}.$$  \hspace{1cm} (1)

Fig. 5. (a) AFM measurement showing the height profile of the glass surface. (b) PSD vs. spatial frequency calculated from the AFM measurement. The vertical red line marks the spatial frequency of the buried grating

The PSD is a measure of surface roughness which provides information about the different spatial frequency components present in the surface roughness. Mathematically a 2D PSD is the modulus squared of the surface profile’s 2D Fourier transform and can be written as,

$$PSD(f_x,f_y) = \lim_{L \to +\infty} \frac{1}{L^2} \left| \int_0^L \int_0^L z(x,y) e^{-2\pi i (f_x x + f_y y)} dx dy \right|^2.$$  \hspace{1cm} (2)

Here $L$ is the length of the scanned area, $z(x,y)$ is the surface topography which has a zero mean, and $f_x$ and $f_y$ are the two spatial frequencies components of the surface roughness where $x$ and $y$ are the two in-plane spatial coordinates. In Rayleigh-Rice scattering theory, there is a simple relation between the ARS and the PSD [49,50],

$$ARS(\alpha_s) = Q \frac{16\pi^2}{\lambda^4} \cos^2(\alpha_i) \cos^2(\alpha_s) PSD(f).$$  \hspace{1cm} (3)

Here $\alpha_i$ is the incident angle with respect to the normal to the scattering surface, $Q$ is the polarization-dependent optical reflectance of the scattering surface, and $f$ is the spatial frequency.

In Fig. 5(b) we plot the calculated PSD as a function of the spatial frequency for the surface topography shown in Fig. 5(a). In our experiments, $\alpha_i = 10^\circ$, $\alpha_s = 18^\circ$ and $Q = 0.68$ [40] for $\lambda = 800$ nm. The value for $\Delta\Omega$ is determined by the size of the aperture just in front of the photodiode and it was measured to be approximately $5.5 \times 10^{-6}$ sr. The detector is placed at an
angle such that it measures light scattered from a spatial frequency of 0.67 µm⁻¹, which is the spatial frequency of the buried grating. From Fig. 5(b), the PSD we obtain for the 0.67 µm⁻¹ spatial frequency is \(10^{6.5} = 3.16 \times 10^6\) nm⁴. Substituting all these values in Eq. (3), we calculate the ARS to be 6.48 \times 10^{-4}. Using Eq. (1) the light scattering efficiency of rough interface along the direction of the photodetector \((P_s/P_i)\) is calculated to be 3.56 \times 10^{-9}.

Based on the above calculation, we have added a constant electric field along the direction of the first-order diffraction signal in the numerical simulations. The intensity of the scattered light was varied around the expected value of 3.56 \times 10^{-9} times the intensity of the incident probe light. The best match with the measurements was observed when the intensity was 1.56 \times 10^{-9} times the intensity of the incident probe light. The small deviation from the calculated value could be due to errors in the calculation of the PSD. It is known that PSD calculations can have errors due to limitations in accurately measuring large surface areas using an AFM. The finite size of the AFM tip and instrumental artifacts will also add to the error [51]. The phase of the added electric field is adjusted in order to obtain a good fit with the measured data for each sample. We like to point out that, despite having an RMS roughness below 0.5 nm, the contribution of the light scattered from interface roughness cannot be ignored when the diffraction signals are weak. To best of our knowledge, this is the first demonstration of the role of surface roughness in femto/picosecond laser-induced ultrasonics measurements.

### 3.7. All contributions combined

Although we can numerically calculate the intensity of the diffracted probe pulse for each factor contributing to the diffracted signal, in actual measurements, we can only record the total diffracted intensity. The electric field of the diffracted light in a particular direction is the coherent sum of the diffracted electric fields in that direction. Therefore, the phase differences between all the diffracted electric fields are important. Of the five different effects discussed above, all except the surface roughness are induced by the pump pulse and therefore, will be dependent on the pump-probe delay. These four different effects result in gratings from which the probe pulse diffracts, and the diffracted light can be represented by a single electric field. This electric field can be written as,

\[ E_d(r, t) = E_d e^{i(\omega t - k \cdot r + \theta_1)} , \]

where \(E_d\) and \(\theta_1\) are the pump-probe-delay-dependent amplitude and phase of the electric field, respectively. Note that the time dependence of the envelope of the optical ultra-short pulse is left out from the equation. However, the electric field of the light scattered due to the interface roughness from different samples has a constant amplitude and a constant but random phase. We can consider a rough interface to be the superposition of a large number of sinusoidal phase gratings with different orientations, periods, amplitudes, and phases. Since our detector is placed at a location where we expect the diffracted light from a 6 µm period grating, only roughness gratings with the same spatial frequency scatters light towards the detector. For all samples used in our experiments, we expect the roughness profile at the glass-Ni interface to be similar. Therefore we also expect the amplitude of the scattered electric field to be constant for all samples. However, the phase of the scattered electric field is random and can vary from one sample to another and also from one illumination spot to another on the same sample. Therefore, we can approximate the electric field of the light scattered due to the interface roughness along the direction of the first-order diffracted light as,

\[ E_s(r, t) = E_s e^{i(\omega t - k \cdot r + \theta_2)} . \]

Here, \(E_s\) and \(\theta_2\) are the constant amplitude and the phase of the electric field, respectively. The measured diffraction signal, which is the total intensity of the light incident on the detector, \(I\), is
proportional to the square of the total electric field. We can write,

$$I \propto |E_{tot}|^2$$  \hspace{1cm} (6)

where,

$$|E_{tot}|^2 = |E_s + E_a|^2 = |E_s|^2 + |E_a|^2 + 2|E_a||E_s| \cos(\theta_1 - \theta_2).$$  \hspace{1cm} (7)

In our measurements, we numerically subtract the probe signal measured by the detector when the chopper blocks the pump pulse, thus removing the terms not induced by the pump pulse. Hence, we observe only terms that contain $E_a$ in Eq. (7). The diffraction signal we plot can thus be expressed as,

$$|E_a|^2 + 2|E_a||E_s| \cos(\theta_1 - \theta_2).$$  \hspace{1cm} (8)

Now that we understand the different factors and how they contribute to the diffraction signal, we will explain why the shape of the diffracted signal is different for different samples. As the amplitude of the buried grating increases, the diffraction of the probe light due to pump-induced effects (displacement of the glass-Ni interface, strain-optic effect in Ni, thermo-optic effect in Ni and strain-optic effect in glass) gets stronger. However, the scattering of light due to the interface roughness is independent of the buried grating amplitude. In the cases of samples with 6 and 12 nm amplitude buried gratings, the diffraction from the gratings induced by the pump pulse (acoustic gratings and thermal grating) is strong (see Fig. 4(b)). As a result, $|E_a|$ is much larger than $|E_s|$ in the relation shown in Eq. (8). Therefore, in these measurements, the intensity of the light diffracted due to the gratings induced by the pump pulse, i.e., $|E_a|^2$, dominates the measured total signal. In the measured diffraction signal for 6 and 12 nm buried grating samples, the peak in diffraction signal at 46±1 ps is mostly due to the displacement of the interface. The oscillation that follows until about 200 ps is mainly due to the combined effect of the strain-optic effect and the displacement of the interface. After 200 ps, the strain-optic effect in the glass and the thermo-optic effect dominates. The slow, gradual increase in the offset of the diffracted signal is explained by the formation of the thermal grating due to the thermo-optic effect.

For the samples with 0.5, and 2 nm amplitude buried gratings, $|E_a|$ is comparable to $|E_s|$ because the intensity of probe light diffracted from the gratings induced by the pump pulse is comparable to the intensity of the scattered probe light (see Fig. 4(a)). Hence, we observe the term $|E_a|^2 + 2|E_a||E_s| \cos(\theta_1 - \theta_2)$ from the relation shown in Eq. (8). As the grating-shaped acoustic wave propagates through the glass, the time-dependent phase of the diffracted light periodically changes between 0 and $\pi$. As a result, the value of $\cos(\theta_1 - \theta_2)$ oscillates periodically above and below zero and can result in a value of $|E_a|^2 + 2|E_a||E_s| \cos(\theta_1 - \theta_2) < 0$. This causes the “negative” diffraction signal observed in the measurements of 2 nm, and 0.5 nm amplitude buried gratings. For these measurements, the role of pump-induced effects (displacement, strain-optic effects, and thermo-optic effect) is similar to that of 12 and 6 nm buried grating samples. The only difference is the relatively low contribution of pump-induced effects compared to light scattered from the interface roughness, which makes the measured diffraction signal become negative. As a result, the overall shape of the diffracted signal looks different.

The diffraction efficiency as a function of grating amplitude is expected to be quadratic if the surface roughness does not play any role, or if the acoustic wavelength is larger than the buried grating amplitude. For small-amplitude buried gratings, a deviation from quadratic behavior is expected because in this case the diffracted optical field is weak and interferes with scattered light. Due to the random nature of the phase of the scattered light, the strength of the total diffracted signal will be random. When the buried grating amplitude is larger than the length of the acoustic wave, the first diffraction peak will be caused only by that part of the acoustic wave that reflects off the peaks of the buried grating and arrives at the surface first. For increasing buried grating amplitudes, the diffraction signal due to this first acoustic echo will not increase. When the grating amplitude is between these scenarios, we expect to see a quadratic dependence.
4. Conclusion

We have shown that it is possible to detect gratings with peak-to-valley amplitudes as small as 0.5 nm, underneath a 130 nm thick Ni layer, using laser-induced ultrasound. The diffraction of the probe pulse is due to displacement of the interface, the strain-optic effect, and thermo-optic effect. Our model accurately predicts the shape of the time-dependent diffracted signal, and we explain how the shape of the measured signal is affected by the different physical effects. The light scattered from the interface due to small roughness (<307 pm RMS) plays a very important role in understanding the measurements as the scattered optical electric field adds coherently to the optical fields diffracted by the acoustic waves. Scattered light should be taken into account when the strength of the diffracted probe light is comparable to that of the scattered light.
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