GARDNet: Robust Multi-View Network for Glaucoma Classification in Color Fundus Images
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Abstract. Glaucoma is one of the most severe eye diseases, characterized by rapid progression and leading to irreversible blindness. It is often the case that diagnostics is carried out when one’s sight has already significantly degraded due to the lack of noticeable symptoms at early stage of the disease. Regular glaucoma screenings of the population shall improve early-stage detection, however the desirable frequency of etymological checkups is often not feasible due to the excessive load imposed by manual diagnostics on limited number of specialists. Considering the basic methodology to detect glaucoma is to analyze fundus images for the optic-disc-to-optic-cup ratio, Machine Learning algorithms can offer sophisticated methods for image processing and classification. In our work, we propose an advanced image pre-processing technique combined with a multi-view network of deep classification models to categorize glaucoma. Our Glaucoma Automated Retinal Detection Network (GARDNet) has been successfully tested on Rotterdam Eye-PACS AIROGS dataset with an AUC of 0.92, and then additionally fine-tuned and tested on RIM-ONE DL dataset with an AUC of 0.9308 outperforming the state-of-the-art of 0.9272. Our code is available on https://github.com/ahmed1996said/gardin
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1 Introduction

Glaucoma is an eye disease which is considered the leading cause of blindness. It is caused by an increased pressure in the eyes as a result of fluid build up, clinically known as intraocular pressure (IOP), which damages the optic nerve. Patients with glaucoma do not usually experience symptoms, as such, it is referred to as the “silent thief of sight” [8]. A recent study [1] reported that by the year 2040, 111.8 million people will be affected by this disease. Among many types of glaucoma, there are two common types, specified by the structural nature of the disease: angle closure glaucoma (ACG) and open angle glaucoma

* Equal contribution.
The former type is more common, while the latter progresses much faster
to complete blindness with no early intervention. While measuring the IOP may
sometimes help clinicians in diagnosis, it is difficult to take accurate readings
due to the unstable nature of the optical pressure. Clinicians have resorted to
examining the structure and appearance of optic disc (OD), such as the increase
of the cup-to-disc ratio (CDR) [8]: the ratio of the optic cup diameter to the
diameter of the OD. However, manual examination is time-consuming and is a
subject to the availability of a specialist. In order to release optometrists and
ophthalmologists from the burden of manual glaucoma screening, multiple deep
learning approaches are explored.

In this paper, we propose Glaucoma Automated Retinal Detection Network
(GARDNet): a combined methodology of sophisticated image pre-processing and
robust multi-view network architecture for glaucoma classification. Our model
was trained and tested on AIROGS training dataset [17] with images of different
quality and resolution. In order for our model to produce consistent and robust
results regardless of the input’s quality, we introduced a localization of the area
of interest with the following pre-processing pipeline. GARDNet extracts bounding
boxes around the OD, and then applies multiple random affine and non-linear
transformations, as well as such image processing techniques as Contrast Limited
Adaptive Histogram Equalization (CLAHE). Overall, we have validated eight
models with over 150 experiments, and combined three best performing models in
a multi-view network manner. Our proposed methodology allowed us to achieve
AUC of 0.9308 on an external testing dataset, outperforming the state-of-the-art
model by Fumero et al. [5] which achieved 0.9272 on the same dataset. This work
does not aim to propose a new algorithm nor expand on an existing one. We aim
to propose and validate a robust solution for glaucoma classification.

2 Related Works

Glaucoma related research is mainly focused on automated screening methods
and OD segmentation as well as its outer area, with the following classification
of referable/no-referable glaucoma. For example, Dibia et al. in [2] proposed to
extract from segmented OD such features of eye fundus images as OD area,
cup diameter, rim area and other important features to calculate then Cup-
to-disc ratio (CDR), which is commonly used as glaucoma indicator. Although
the proposed methodology has a strong logical foundation, it was tested on a
rather small dataset. Furthermore, many papers introduce deep-learning meth-
ods to classify glaucoma. Lee et al. in [9] proposed fully automated CNN, called
M-Net, based on a modified U-Net [12] to segment OD and optic cup (OC).
For the glaucoma classification task, the team used pretrained ResNet50 and
affine transformations for image preprocessing, achieving AUC of 0.96 on the
small dataset, REFUGE [4]. Similar approach of two-step glaucoma screening
was presented by Sreng et al. [16], segmenting OD with DeepLabV3, and then
classifying glaucoma with various deep CNNs such as AlexNet, GoogleNet, and
InceptionV3. The authors worked with several datasets and achieved promising
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**Fig. 1.** Preprocessing pipeline used in our experiments on the AIROGS dataset to crop the regions of interest from the original images.

**Fig. 2.** Our multi-view network is composed of three different CNNs trained on different views of the color fundus images.

results, but faced some limitations when generalizing between datasets. Maadi et al. in [10] followed the same segment-and-classify approach. As a novelty, the authors modified classical U-Net model, introducing pre-trained SE-ResNet50 on the encoding layers, which achieved better results.

In a more recent work, Phasuk et al. in [11], proposed improvements of *disc-aware ensemble network (DENet)* which incorporate the information from general fundus image with the information from optic disc area. This allowed to achieve AUC of 0.94 on a combined testing set from RIM-ONE-R3 [7] and Drishti-GS [15].

## 3 Method

### 3.1 Preprocessing

The AIROGS dataset [17] used in our experiments have non-uniform dimensions. We therefore begin by resizing all images to a fixed dimension of 256 × 256 pixels. In addition, we apply CLAHE transformation with a clipping limit value of 0.01, and then feed our resized images to a U-Net model [12] pretrained on optic disc segmentation [14] using the RIM-ONE v3 dataset [6]. The generated optic disc segmentation masks are then converted to bounding box coordinates, with padding determined by taking 30% of the segmented optic disc’s diameter. We then proceed with cropping the original image based on the values of the bounding box coordinates, and finally resize the cropped image to a uniform dimension of 256 × 256 pixels. In the case where the pretrained network fails to segment the optic disc, we default by taking a center crop of size 85% of the image width, followed by a resize to 256 × 256 pixels. This accounts for
approximately 20% of our dataset. Figure 1 illustrates our overall preprocessing pipeline.

3.2 Multi-View Classification Network

Our glaucoma classification model, GARDNet, is composed of a multi-view network of three different convolutional neural networks (CNNs) trained on different views of the color fundus images, as illustrated in Figure 2. The first network is trained on the original resized images, whereas the second network is trained on the cropped disc area generated from the preprocessing step, and finally, the third network is trained on the polar transformed cropped images. The training of each model is done independently. The model choice in the final multi-view network is based on ablation studies using different architectures, as reported in later sections. The intuition behind the multi-view network is that, experimentally, the model with uncropped images performed better than the cropped images. This is likely due to the error introduced by the pretrained disc segmentation model that is used to crop the images. At the same time, cropped images containing the optic disc area are most important for glaucoma diagnosis, as stated in the literature [9] and shown experimentally in our GradCAM visualization Figure A.1. We therefore retain both models in the final multi-view network. Lastly, in the final model, we apply polar transformation, which converts the image representation from Cartesian coordinates to polar coordinates system. For a point \((u, v)\) in the Cartesian space, we obtain the radius \(r\) and angle \(\theta\) as follows [3]:

\[
\begin{align*}
    r &= \sqrt{u^2 + v^2} \\
    \theta &= \tan^{-1}\left(\frac{v}{u}\right)
\end{align*}
\quad \leftrightarrow 
\begin{align*}
    u &= r \cos \theta \\
    v &= r \sin \theta
\end{align*}
\]

The transformation converts the radial relationship between the optic disc, cup, and background to a spatial hierarchical structure, which may provide an alternative view to the classification model and help capture more complex features. Phasuk et al. [11] claims that this transformation enhances the low level information in the optic disc region. The final classification prediction is obtained by taking a weighted average of the three soft-max predictions, followed by assigning the prediction label to the class that scored the highest probability. In the final multi-view network, we assign higher weight \((w = 2)\) to the model trained on uncropped images, as it performed better on the validation set. The other two models generally performed similarly and therefore share the same weight.

4 Datasets

Rotterdam EyePACS AIROGS The Rotterdam EyePACS AIROGS dataset [17] consists of 113,893 color fundus images. Only the training set is public and available to be downloaded, which has 101,442 gradable images.
acceptable quality). The testing set consists of 11,000 gradable and ungradable images but it is not accessible to the public which limited our ability to use in this paper. Each image in the dataset is annotated by an expert as “referable glaucoma” or “no referable glaucoma”. The images are high in resolution and do vary in size. The dataset has significant class imbalance, where the size of “no referable glaucoma” (normal) class is approximately 15 times greater than the “referable glaucoma” class.

**RIM-ONE DL** Retinal IMage database for Optic Nerve Evaluation for Deep Learning (RIM-ONE DL) dataset [5] is used in this project as an external testing dataset, which consists of 313 normal and 172 glaucomatous fundus images. All images were segmented, then cropped around the cup-disc area. There are two training/testing split versions of this dataset; one was split randomly and the other was split by hospitals in Madrid and Zaragoza. We chose to report the results on the one split by the hospitals. The training set consists of 311 images, and the testing set contains 174 images.

5 Experimental Setup

For the following datasets, all the images were resized to 256×256. To address the problem of the imbalanced classes in both datasets, we utilize weighted cross entropy as a loss function, with the weights assigned for class \( j \) being \( w_j = \frac{n_{\text{samples}}}{(n_{\text{classes}} \cdot n_{\text{samples}})} \). In other words, the class weights are inversely proportional to their respective class probabilities. The evaluation metrics used are receiver operating characteristic area under curve (ROC AUC) and F-score (F1).

**Rotterdam EyePACS AIROGS** Our models were trained for 50 epochs on a single NVIDIA A100 GPU with a batch size of 64. An Adam optimizer was used with a learning rate ranging between \( 1 \times 10^{-4} - 1 \times 10^{-3} \). For some experiments, we apply data augmentations consisting of random vertical flip \((p = 0.5)\),
random horizontal flip \((p = 0.5)\) and random rotation \((\text{degrees}=(-10^\circ, +10^\circ))\).
In some experiments, we apply CLAHE transformation, as inspired by previous works. The advantage of using CLAHE is that it enhances the contrasts and dampens any noise amplification \([11]\). Given that the original testing set is not available, we split the training data into training and testing splits, using approximately 90/10 percents. To validate the robustness of our models, we performed 5-fold cross-validation by splitting the training data into training and validation, with approximately 80/20 percent, as illustrated in Figure 3. As a result, the dataset sizes for training, validation, and testing are 73,154, 18,288 and 10,000, respectively.

**RIM-ONE DL** For this dataset, our main goal is to validate our model trained on the Rotterdam EyePACS AIROGS generalizability on a completely new unseen dataset. We visually noticed that the optic disc occupied a larger area in the image. We therefore retrain our best model with scaling augmentation that mimics this behavior, and results in a model invariant to images with different scales. We fine-tuned our pretrained models using dropout rate of 0.2, learning rate of \(5 \times 10^{-3}\) and augmentations such as random horizontal and vertical flips as well as scaling. Since the RIM-ONE DL dataset is already cropped around the optic disc (OD) area, our multi-view network for this experiment consisted of only two models, while ignoring the model trained on original uncropped images. This makes our proposed solution applicable to different datasets with varying sizes and crops.

### 6 Experiments & Results

**Rotterdam EyePACS AIROGS** Table 1 shows a summary of our experiments on the Rotterdam EyePACS AIROGS dataset. On the cropped data, we performed multiple experiments using different convolutional neural networks such as EfficientNet-B0, EfficientNet-B1, MobileNet-V3, ResNet18, ResNet34, ResNet50 and DenseNet in addition to Vision Transformer (ViT-Base) with patch size 16. We experimented with several experimental hyperparameters such as dropout, applying CLAHE and augmentations. Our best performance on the cropped images was obtained with EfficientNet-B0 model with dropout \((p = 0.5)\), CLAHE and augmentations, gaining an AUC of 0.90 ± 0.01 and F1-score of 0.77 ± 0.01. To verify the performance of our cropped images vs. the original images, we trained the original images on the same model configurations as our best model, and obtained a higher AUC of 0.91 ± 0.01 and F1-score of 0.79 ± 0.01. Additionally, we further repeated the training of the best scoring model on the uncropped images using polar transformations, which obtained a slightly inferior performance of AUC 0.85 ± 0.02 and F1-score of 0.76 ± 0.01.

**RIM-ONE DL** Table 2 summarizes our testing results on the RIM-ONE DL dataset after fine-tuning our pretrained models (Experiment #10 and #14) on
Table 1. Experimental results on the Rotterdam EyePACS AIROGS dataset.\n\(D=\)dropout, \(A=\)augmentations, \(C=\)CLAHE, \(S=\)scaling transformation, \(P=\)polar transformation. EfficientNet-B0\(_{\text{original}}\) refers to EfficientNet-B0 model trained on the original (uncropped) data.

| ID | Model                | D | A | C  | P  | S  | Test AUC | Test F-1 |
|----|----------------------|---|---|----|----|----|----------|----------|
| 1  | Resnet34             |   |   |    |    |    | 0.74 ± 0.02 | 0.74 ± 0.01 |
| 2  | Resnet18             |   |   |    |    |    | 0.75 ± 0.02 | 0.74 ± 0.01 |
| 3  | Resnet34             |   |   | ✓  |    |    | 0.78 ± 0.01 | 0.75 ± 0.01 |
| 4  | ViT-B\(_{224 \times 224}\) |   |   |    | ✓  |    | 0.78 ± 0.01 | 0.75 ± 0.01 |
| 5  | DenseNet-121         |   |   |    |    | ✓  | 0.79 ± 0.04 | 0.71 ± 0.06 |
| 6  | MobileNet-V3 Large   |   |   |    |    | ✓  | 0.79 ± 0.02 | 0.78 ± 0.00 |
| 7  | EfficientNet-B1      | ✓ | ✓ | ✓  |    |    | 0.81 ± 0.02 | 0.80 ± 0.01 |
| 8  | EfficientNet-B0      | ✓ | ✓ | ✓  |    |    | 0.81 ± 0.02 | 0.79 ± 0.01 |
| 9  | Resnet50             |   |   | ✓  |    |    | 0.82 ± 0.02 | 0.80 ± 0.00 |
| 10 | EfficientNet-B0      | ✓ | ✓ | ✓  | ✓  | ✓  | 0.85 ± 0.02 | 0.76 ± 0.01 |
| 11 | EfficientNet-B0      | ✓ |   | ✓  | ✓  | ✓  | 0.87 ± 0.01 | 0.80 ± 0.01 |
| 12 | MobileNet-V3 Large   | ✓ | ✓ | ✓  | ✓  | ✓  | 0.89 ± 0.01 | 0.77 ± 0.01 |
| 13 | EfficientNet-B0      | ✓ | ✓ | ✓  | ✓  | ✓  | 0.89 ± 0.01 | 0.76 ± 0.01 |
| 14 | EfficientNet-B0      | ✓ | ✓ | ✓  | ✓  | ✓  | 0.90 ± 0.01 | 0.77 ± 0.01 |
| 15 | EfficientNet-B0\(_{\text{original}}\) | ✓ | ✓ | ✓  | ✓  | ✓  | 0.91 ± 0.01 | 0.79 ± 0.01 |
| 16 | Multi-view network (#14, #15) | ✓ | ✓ | ✓  | ✓  | ✓  | **0.92** | 0.80 |
| 17 | Multi-view network (#10, #14, #15) | ✓ | ✓ | ✓  | ✓  | ✓  | **0.92** | 0.80 |

Table 2. Experimental results on RIM-One DL dataset.

| Model                          | Test AUC | Test F-1 |
|--------------------------------|----------|----------|
| Fumero et al. [5]              | 0.9272   | -        |
| Experiment #10 (Ours)          | 0.8795   | 0.8517   |
| Experiment #14 (Ours)          | 0.9088   | 0.8974   |
| Multi-view network (#10, #14) (Ours) | **0.9308** | **0.9170** |

7 Discussion

Our results indicate that the models trained on the uncropped images performed much better than the cropped images. We hypothesize that this is due to errors introduced by the pretrained disc segmentation model that is used to crop the images. Furthermore, our experiments show that using dropout improves the performance, and therefore is a good strategy for overfitting. Additionally, using
augmentations and CLAHE on top of dropout significantly improves the performance. By using augmentations and CLAHE, we increase the effective dataset size and also overcome model overfitting, making it robust to spatial and color transformations.

Furthermore, the ViT-B model did not perform as good as the EfficientNet-B0 model. The Vision Transformer model requires a large amount of data to perform as well as CNNs, therefore we hypothesize that its inferior performance is probably due to the relatively small number of training samples. In addition, ResNet18 and ResNet34 models performed worse, as smaller models are not able to capture the complex features in our dataset.

The multi-view network outperformed all previous experiments in the AIROGS dataset. By combining our three best performing CNNs, each trained on a different view of the same data, we achieve an AUC of 0.92. Furthermore, we give more classification decision weight to the best performing CNN, Experiment #15 (Table 1), which helped achieve this performance.

For the RIM-ONE DL experiments, we can conclude that our multi-view network, GARDNet, generalizes well on this dataset when fine-tuned on the training set. While experiment #10 and #14 did not exceed in performance compared to the previous state-of-the-art, the multi-view network composed of these two models scored a higher AUC score than Fumero et al. [5]. We hypothesize that our model performed better due to our image processing methods such as CLAHE and polar transformations, as well as the availability of a large dataset for pretraining. Furthermore, as our results indicate, multi-view networks outperform individual models.

Finally, we address the results obtained in Experiment #16 from Table 1. As we can see, on the AIROGS dataset, our multi-view model without the polar network performs as good as the Multi-view model with all three networks (Experiment #16). While this may indicate that the polar network has no positive contribution to the overall model, we argue that our results on the external dataset prove the opposite. As shown in Table 2, the polar model alone (Experiment #10) had achieved inferior performance in comparison to the cropped model (Experiment #14), but when combined in a multi-view network, the result achieved is significantly higher than the individual networks.

8 Conclusion

In this paper, we introduced a multi-view network GARDNet for glaucoma classification composed of three different CNNs trained on different views of color fundus images. Trained on the AIROGS dataset and tested on an external dataset, RIM-ONE DL, our results indicate that the multi-view network significantly improves the performance when compared to individual models. On the external test dataset, we get superior performance to the previous state-of-the-art model by Fumero et al. [5]. In future works, we would like to extend the weighted averaging of the multi-view network predictions, such that the weights are determined systematically as learnable parameters rather than being constant.
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(a) Correctly classified non-referable glaucoma

(b) Correctly classified referable glaucoma
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Fig. A.1. GradCAM [13] visualization on EfficientNet-B0 model trained on the uncropped AIROGS dataset.