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Abstract

In reliability analysis and life-testing experiments, the researcher is often interested in the effects of changing stress factors such as “temperature”, “voltage” and “load” on the lifetimes of the units. Step-stress (SS) test, which is a special class from the well-known accelerated life-tests, allows the experimenter to increase the stress levels at some constant times to obtain information on the unknown parameters of the life models more speedily than under usual operating conditions. In this paper, a simple SS model from the exponentiated Lomax (ExpLx) distribution when there is time limitation on the duration of the experiment is considered. Bayesian estimates of the parameters assuming a cumulative exposure model with lifetimes being ExpLx distribution are resultant using Markov chain Monte Carlo (M.C.M.C) procedures. Also, the credible intervals and predicted values of the scale parameter, reliability and hazard are derived. Finally, the numerical study and real data are presented to illustrate the proposed study.
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1. Introduction and motivation

Generally, there are two well-known types of SS loadings which are concerned in accelerating life tests ALTs: The 1st is the linearly increasing stress and the 2nd is the stable stress. There are two types of real data which are found from ALT. The 1st type is the whole data set in which failure time (FT) of each unit is seen and the 2nd is the censored data in which FT of every sample unit mayn’t be observed yet.

Miller and Nelsen (1983) studied finest test plans which is employed to minimize the asymptotic variance (Asy-Var.) of the MLE of the mean life at a plan (use) stress for the two-step ALT (2S- ALT) when every units are gone to death. Bai et al. (1989) further studied optimum 2S- ALT where a pre-determined censoring time is considered. Rene et al. (1996) developed a Bayesian estimation and studied the inferences of data from ALT. Li (2002) studied a Bayesian method for estimating the failure rate (FR) for exponential (Exp) distribution. For studies about the ALT see (DeGroot and Goel (1979), Nelson (1990), Dorp et al. (1996), Sha and Pan (2014), Dorp and Mazzuchi (2005), Lee and Pan (2010), Lee and Pan (2011), Chandra and Khan (2016), Ismail (2017), Jaheen (2017), Jaheen (2017)).

The major aim and motivation of this article is to provide a model for 2-SS ALTs based on the ExpLx model. We reflect the Bayesian estimation of the scale parameter, reliability, hazard rate of the distribution of FTs under regular operating conditions and the SS ALT model based on cumulative break that helps a log linear model. We find the probability density and cumulative distribution functions (P-D-F & C-D-F) for lifetimes from the ExpLx model. Finally, the performance of these methods is illustrated by a M.C.M.C simulation study and application under censoring type-I.
2. Basic assumption SS ALT model

The following basic assumptions are taken in the experiment of SS testing

For any stress $t_1 \leq t_2 \leq \cdots \leq t_k$, the lifetime model is $ExpLx(\theta, \beta, \lambda)$. The P-D-F is written as

$$f(t_{ij}, \theta, \beta, \lambda_j) = \frac{\theta \beta \lambda_j[1+\lambda_j t_{ij}]^{-(\beta+1)}}{(1-(1+\lambda_j t_{ij})^{-(\beta+1)})^{\theta+1}} |t_{ij} \theta, \beta, \lambda_j > 0, j=1,2,...,k, i=1,...,r_j \right). \tag{1}$$

$\theta$ and $\beta$ are constants with respect to stress $x$, and the scale parameter $\lambda$ is an affected by stress $x_j$, $j = 1, 2, ..., k$ through the log linear model in the form

$$\lambda_j = \exp(a + bx_j),$$

where both $a$ & $b$ are unknown parameters. Suppose that for a certain pattern of stress $x$, units run at stress $x_j$ starting at time $\tau_{(j-1)}$ and going to time $\tau_j|_{(j=1,2,...,k,x_0=0)}$.

The conduct of these units is as follows:

At step 1, the population portion $F_1(t)$ of units failing by time $\tau$ under steady stress $x_1$ is

$$F_1(t) = \left[1 - (1 + \exp(a + bx_1) t)^{-\beta}\right]^{\theta} |_{0 < t < x_1, a,b, \theta > 0}.$$

Let $F(t)$ be the population C-D-F of units failing (dying) under SS, then in the 1st step let $F(t) = F_1(t), 0 < t < \tau_1$, where $\tau_1$ is the time when the stress is grown from $x_1$ to be $x_2$.

When the 2nd step starts, units which have same age $u_1$ created the alike fraction unsuccessful seen at the termination of the step.

In other meaning, the stayers at the time $\tau_1$ will be converted to a certain stress $x_2$ stating at $u_2$, which can be controlled as the result of

$$F_2(u_1) = F_2(u_1)F_1(\tau_1),$$

$$F_2(u_1) = \left[1 - (1 + \exp(a + bx_j)u_{j-1})^{-\beta}\right]^{\theta}$$

$$F_2(u_1) = \left[1 - (1 + \exp(a + bx_j)(\Delta_{j-2} + u_{j-2}))^{-\beta}\right]^{\theta},$$

where $\Delta_0 = \tau_1 - \tau_0$, $u_0 = 0$ and $\Delta_{j-2} = \tau_{j-1} - \tau_{j-2}$, $j=2,3,...,k$, by taking the root $\theta$ and taking the root $-\beta$ to two sides, the cumulative exposure model for $j$ steps is written as follows

$$F(t) = \left[1 - (1 + \exp(a + bx_{j})(t - \tau_{j-1} + u_{j-1})^{-\beta}\right]^{\theta},$$

where

$$u_{j-1} = -\exp\left(b(x_{j-1} - x_j)\right)(\Delta_{j-2} + u_{j-2}).$$
It seen that F(t), for a SS pattern next F(t), can be printed in the form:

\[
F(t) = \begin{cases} 
0, & t \leq \tau_0 \\
F_1(u_1), & \tau_0 \leq t \leq \tau_1 \\
F_j(t - \tau_{j-1} + u_{j-1}), & \tau_{j-1} \leq t \leq \tau_j, j = 2, ..., k - 1 \\
F_k(t - \tau_{k-1} + u_{k-1}) & \tau_{k-1} \leq t \leq \infty 
\end{cases}
\]

(2)

and the associated P-D-F \( f(t) \), is presented as the following form:

\[
f(t) = \begin{cases} 
f_1(t), & t \leq \tau_0 \\
f_j(t - \tau_{j-1} + u_{j-1}), & \tau_{j-1} \leq t \leq \tau_j, j = 2, ..., k - 1 \\
f_k(t - \tau_{k-1} + u_{k-1}), & \tau_{k-1} \leq t \leq \infty \\
0 & \text{elsewhere}
\end{cases}
\]

(3)

In this work, the ML process is consumed for the SS model. The P-D-F for each test is shown in (3) and it is the time derivative of the C-D-F given in (2). The sample likelihood is the product of such P-D-F’s evaluated at FTs if the uncensored data is used or the seen P-D-F’s of such survival function (SF) evaluated at censoring time when censoring is put on. It is indicated that F(t), differs for units with unlike SS forms.

The MLE on Type I when there are 2 SS as special case. A special circumstance, we let k=2, \( \tau_1 \) is the time at which the stress will change from \( x_1 \) to be \( x_2 \) and \( L \) is the time at which the experiment is finished (censoring time). In time SS, the stress \( x_{j-1} \) is grown to \( x_j \) at \( \tau_{j-1} \), \( j = 2, ..., k \). It is implicit that the test is stayed till all components die or until time \( L \). The likelihood function has the identical form as

\[
L(\beta, \theta; \tau; x) = \prod_{i=1}^{n_1} \left[ \frac{\theta \beta \exp(a + bx_i) (1 + \exp(a + bx_i) t_{i1})^{-\beta - 1}}{(1 - \exp(a + bx_i) t_{i1})^{-\beta}} \right]^{\delta_{i1}} \\
\prod_{i=n_1+1}^{n_2} \left[ \frac{\theta \beta \exp(a + bx_i) (1 + \exp(a + bx_i) (t_{i2} - \tau_1 + u_i))^{-\beta - 1}}{(1 - \exp(a + bx_i) (t_{i2} - \tau_1 + u_i))^{-\beta}} \right]^{\delta_{i2}}
\]

(4)

The log likelihood function \( \ell \) can be presented as

\[
\ell = \sum_{i=1}^{n_1} \left[ \frac{\delta_{i1}(a + bx_i)}{+\log(\theta + \beta)} + \delta_{i1}(\theta - 1) \log(1 + \exp(a + bx_i) t_{i1}) - \delta_{i1}(\theta - 1) \log(1 - (1 + \exp(a + bx_i) t_{i1})^{-\beta}) \right] \\
+ \sum_{i=n_1+1}^{n_2} \left[ \frac{\delta_{i2}(a + bx_i)}{+\log(\theta + \beta)} + \delta_{i2}(\theta - 1) \log(1 + \exp(a + bx_i) (t_{i2} - \tau_1 + u_i)) - \delta_{i2}(\theta - 1) \log(1 - (1 + \exp(a + bx_i) (t_{i2} - \tau_1 + u_i))^{-\beta}) \right]
\]

(5)
3. Bayesian analysis

In this section, we introduce Bayesian estimation of the unknown parameters, reliability and hazard rate functions (H-R-Fs) of the SS ExpLx model based squared error loss (SEL) function and censoring from the type I.

Due to Sinha (1998), the Jeffrey’s rule for picking the non-informative prior P-D-F for the unrelated random variables (RVs) a, b, \( \theta, \beta \) are studied as well known uniform distribution.

The joint non-informative prior density function of the random parameters is found as

\[
\Phi(a, b, \theta, \beta) \propto \Phi_1 \Phi_2 \Phi_3 \Phi_4, \quad \mu_1 \leq a \leq \mu_2, \mu_3 \leq b \leq \mu_4, \mu_5 \leq \beta \leq \mu_6, \mu_7 \leq \theta \leq \mu_8, \quad (6)
\]

The informative prior P-D-F of \( a, b, \theta, \beta \) have a lognormal (LogN) distribution which are totally uncorrelated with the location and scale parameters \( v_1, v_2, v_3, v_4, v_5, v_6, v_7, v_8 \), respectively. It has the following P-D-F

\[
\begin{align*}
\pi_1(a) &= \frac{1}{av_2\sqrt{2\pi}} \exp \left[ -\frac{(\ln(a)-v_1)^2}{2v_2^2} \right] |(a > 0), \\
\pi_2(b) &= \frac{1}{bv_4\sqrt{2\pi}} \exp \left[ -\frac{(\ln(b)-v_3)^2}{2v_4^2} \right] |(b > 0), \\
\pi_3(\beta) &= \frac{1}{bv_1\sqrt{2\pi}} \exp \left[ -\frac{(\ln(\beta)-v_5)^2}{2v_1^2} \right] |(\beta > 0), \\
\pi_4(\theta) &= \frac{1}{\theta v_6\sqrt{2\pi}} \exp \left[ -\frac{(\ln(\theta)-v_7)^2}{2v_6^2} \right] |(\theta > 0).
\end{align*}
\]

The joint informative prior P-D-F of the random parameters is given as

\[
\Pi(a, b, \theta, \beta) = \exp \left[ \frac{(\ln(a)-v_1)^2}{2v_2^2} + \frac{(\ln(b)-v_3)^2}{2v_4^2} + \frac{(\ln(\beta)-v_5)^2}{2v_1^2} + \frac{(\ln(\theta)-v_7)^2}{2v_6^2} \right], (11)
\]

and hence the posterior P-D-F with non-informative prior is provided as follows

\[
\Phi_1(a, b, \theta, \beta) \propto \Phi(a, b, \theta, \beta) L(\beta, \theta, a; b; t),
\]

then

\[
\Phi_1(a, b, \theta, \beta) \propto \Phi_1 \Phi_2 \Phi_3 \Phi_4
\]

\[
\times \prod_{i=1}^{n_1} \left( \theta \beta \exp(a + bx_1) \left( 1 + \exp(a + bx_1) t_{i1} \right)^{-\beta-1} \right)^{\delta_{i1}}
\]

\[
\times \prod_{i=n_1+1}^{n_2} \left( \theta \beta \exp(a + bx_2) \left( 1 + \exp(a + bx_2) \left( t_{i2} - \tau_1 + u_1 \right) \right)^{-\beta-1} \right)^{\delta_{i2}}, \quad (12)
\]

and hence the posterior P-D-F with informative prior is presented as follows

---
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\[ \Pi_1(a, b, \theta, \beta) \propto \Pi(a, b, \theta) L(\beta, \theta, a, b; \xi), \quad a, b, \theta, \beta > 0 \]

then

\[
\Pi_1(a, b, \theta, \beta) \propto \exp \left[ \frac{(\ln(a) - v_1)^2}{2v_1^2} - \frac{(\ln(b) - v_2)^2}{2v_2^2} - \frac{(\ln(\beta) - v_3)^2}{2v_3^2} - \frac{(\ln(\theta) - v_4)^2}{2v_4^2} \right]
\]

\[
\times \left[ \prod_{i=1}^{n_1} \left( \frac{\theta \beta \exp(a + bx_1)(1 + \exp(a + bx_1)t_{i1})^{-\beta-1}}{1 - (1 + \exp(a + bx_1)t_{i1})^{-\beta}} \right)^{\delta_{i1}} \right]
\]

\[
\times \left[ \prod_{i=n_1+1}^{n_2} \left( \frac{\theta \beta \exp(a + bx_2)(1 + \exp(a + bx_2)(t_{i2} - \tau_i + u_i))^{-\beta-1}}{1 - (1 + \exp(a + bx_2)(t_{i2} - \tau_i + u_i))^{-\beta}} \right)^{\delta_{i2}} \right], \quad (13)
\]

It is obvious that from the posterior P-D-F the usual Bayesian methods of parameter estimation with integration is hard so one of the M.C.M.C methods are spent to simulate or make direct draws from some the complex model. Then, we shall study the SEL function to get the a consistent estimators from the marginal posterior P-D-Fs.

4. Bayesian estimators under the squared loss function

It is well known that the Bayesian estimate based on SEL function, is the posterior mean. The SEL function is a symmetric loss function and reads as

\[ SEL(a, \hat{a}) = c(\hat{a} - a)^2, \]

where \( c \) denotes a constant and \( \hat{a} \) is an estimator. The Bayesian estimators of \( a, b, \theta, \beta \) of SS ExpLx(a, b, \( \theta, \beta \)) under SEL can be got when the parameters are unknown, respectively as follows

\[
\hat{a}_{SEL} = E_1(a | \xi) = \int_0^\infty \int_0^\infty \int_0^\infty c(\hat{a} - a)^2 \Phi_1(a, b, \theta, \beta) dbd\theta d\beta,
\]

\[
\hat{b}_{SEL} = E_1(b | \xi) = \int_0^\infty \int_0^\infty \int_0^\infty c(\hat{b} - b)^2 \Phi_1(a, b, \theta, \beta) dabd\theta d\beta,
\]

\[
\hat{\theta}_{SEL} = E_1(\theta | \xi) = \int_0^\infty \int_0^\infty \int_0^\infty c(\hat{\theta} - \theta)^2 \Phi_1(a, b, \theta, \beta) dadabd\beta,
\]

\[
\hat{\beta}_{SEL} = E_1(\beta | \xi) = \int_0^\infty \int_0^\infty \int_0^\infty c(\hat{\beta} - \beta)^2 \Phi_1(a, b, \theta, \beta) dbd\theta da, \quad (14)
\]

5. Credible intervals

The confidence intervals (CIs) estimation in Bayesian technique is straigher than the non-Bayesian method which build on CIs. Once the marginal P-D-F of \( \phi \) has been derived, a symmetric 100(1 - \( \omega \))% two-sided Bayesian probability interval estimate of \( \phi \), denoted by \([L_{\phi}, U_{\phi}]\), can be built easily. The Bayesian equivalent to the CIs is called a credibility interval. Generally, we have

\[
p(L(\xi) \leq \phi \leq U(\xi)) = \int_{L(\xi)}^{U(\xi)} \Pi_1(a, b, \theta, \beta | \xi) d\phi = 1 - \omega,
\]

(15)
for the limits $L_p$ and $U_p$. Another time, these equations are not in closed forms, so we concern proper numerical techniques to find a solution of these non-linear equations.

6. Numerical Illustration

Under Bayesian estimation, we shall assume three M.C.M.C chains with dissimilar initial values for many levels of integration necessary to find the standardizing constant and the marginal posterior P-D-Fs.

M.C.M.C simulation is the simplest way to get consistent simulation results exclusive of evaluating the complex integrals (see Gelman et al. (2003)). M.C.M.C algorithm is valuable in upper dimensional problems is the alternating conditional sampling called Gibbs sampling.

WinBUGS Spiegel halter et al. (2003), a specialized software package for implementing M.C.M.C simulation and Gibbs sampling is applied in this section.

7. The simulation Algorithm

Accelerated life data from ExpLx model are generated using R language at different samples of size $n=40$, $n=60$, $\lambda = 2$, $\theta = 2$, $\beta = 3$. Two accelerated stress stages $x_1 = 1$ and $x_2 = 1.5$ are measured and the normal levels is determined as $x_u = 0.5$.

Since, the three chains with different initials run at the same time of simulation. Each chain stays for $N=50000$ iterations. The values of starting solution for $a, b, \theta, \beta$ are shown where the 1st chain is with initial values $a = 0.5$, $b = 0.5$, $\theta = 0.9$ and $\beta = 1$. The 2nd is with initial values $a = 0.4$, $b = 0.6$, $\theta = 0.5$ and $\beta = 0.9$, and the 3rd is with initial values $a = 0.3$, $b = 0.7$, $\theta = 0.5$ and $\beta = 0.5$. The reliability $(r_1, r_2)$ and H-R-F $(h_1, h_2)$ are predicted at natural conditions as $x_u = 0.5$, $t_0 = 0.5$, 0.7.

If the experiment is ended once wholly the objects fail or when a fixed censoring time $t$ is reached (Type I censoring). When $n_1 = n_2 = 20$, $t_{c_j} = 0.90, 0.80$ and $n_1 = n_2 = 30$, $t_{c_j} = 0.90, 0.80$, respectively. The analogous likelihood function is found in (4).

| Types  | a       | b       | $\theta$ | $\beta$  |
|--------|---------|---------|----------|----------|
| P-I    | $U(0,6)$| $U(0,3)$| $U(0,7)$ | $U(0,5)$ |
| P-II   | lnor(0.0001,1000) | lnor(0.0001,1000) | lnor(0.0001,1000) | lnor(0.0001,1000) |

where P-I=the non-informative prior, U= uniform distribution and P-II= informative prior, lnor =LogN. The posterior mean and variance of $t_p$, given t can be designed, respectively, as follows

$$E(t_p(x_u)|t) = \int_0^\infty t_p f\left(t_p(x_u)|t\right)dt_p(x_u),$$

and

$$V(t_p(x_u)|t) = \int_0^\infty \left[t_p(x_u) - E(t_p(x_u))\right]^2 f\left(t_p(x_u)|t\right)dt_p(x_u),$$

where
\[ t_p = \frac{1}{\varphi} \left[ 1 - \left( 1 - p^\varphi \right)^{1/\varphi} \right]. \]

and \( p \) is the \( p \)th percentile.

### 7. An application

A real data set of FTs of “84 aircrafts windshield” is used to compare the fits of the ExpLx model. We consider the data on FTs for a specified model windshield given in Murthy et al. (2004). These data were analyzed by Ramos et al. (2013) and El-Bassiouny et al. (2015). The FTs of “84 Aircraft Windshield” are given in the Appendix. The initial values of \( a; b, \beta \) and \( \varphi \) in 3 chains and priors distribution used in this real data set are the similar in the simulation work. The results of the application are listed in Tables 4.

### 8. Concluding remarks

In this paper, a simple SS model under the ExpLx model when there is time limitation on the duration of the experiment is considered. Bayesian estimates of the parameters assuming a cumulative exposure model with lifetimes being ExpLx are resultant using Markov chain Monte Carlo (M.C.M.C) procedures. Credible intervals and predicted values of the scale parameter, reliability and H-R-F are derived. Finally, the numerical study and real data are presented to illustrate the proposed study.

| Table 2 Posterior statistics of model parameters when sample size, \( n=40 \). |

| Non-informative | t\(_c\) = 0.80 | t\(_c\) = 0.90 |
|-----------------|---------------|---------------|
| E               | mean          | SD            | MC error | Median | 97.5% | mean          | SD            | MC error | Median | 97.5% |
| \( \hat{\alpha} \) | 5.994         | 0.057         | 0.0800   | 5.979   | 5.996 | 6.0   | 5.994         | 0.0599       | 0.803E-5   | 5.979 | 5.996 |
| \( \hat{\beta} \) | 2.994         | 0.0063        | 2.0E-5   | 2.977   | 2.996 | 3.0   | 2.994         | 0.0063       | 2.092E-5   | 2.977 | 2.996 |
| \( \hat{\varphi} \) | 6.969         | 0.0309        | 5.43E-5  | 6.886   | 6.978 | 6.999 | 6.969         | 0.0309       | 9.48E-5    | 6.886 | 6.978 |

| Informative | t\(_c\) = 0.90 |
|-------------|---------------|
| \( \hat{\alpha} \) | 35770 \( \pm \) 394.5 |
| \( \hat{\beta} \) | 8005 \( \pm \) 68.26 |
| \( \hat{\varphi} \) | 7834 \( \pm \) 222.18 |

| t\(_c\) = 0.90 |
|-------------|---------------|
| \( \hat{\alpha} \) | 1.233 \( \pm \) 0.0436 |
| \( \hat{\beta} \) | 1.207 \( \pm \) 0.0419 |
| \( \hat{\varphi} \) | 6.283 \( \pm \) 0.3033 |

| t\(_c\) = 0.80 |
|-------------|---------------|
| \( \hat{\alpha} \) | 1.248 \( \pm \) 0.0394 |
| \( \hat{\beta} \) | 1.168 \( \pm \) 0.0357 |
| \( \hat{\varphi} \) | 6.094 \( \pm \) 0.0547 |
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Table 3 Posterior statistics of model parameters when sample size, n=60.

| E | mean | Sd | MC error | 2.5% | Median | 97.5% | mean | Sd | MC error | 2.5% | Median | 97.5% |
|---|------|----|----------|------|--------|-------|------|----|----------|------|--------|-------|
| \( \hat{\alpha} \) | 5.994 | 0.0059 | 1.856E-5 | 5.978 | 5.996 | 6.0 | 5.994 | 0.0058 | 1.85E-5 | 2.978 | 3.996 | 4.0 |
| \( \hat{\beta} \) | 2.994 | 0.00305 | 1.919E-5 | 2.977 | 2.996 | 3.0 | 2.994 | 0.0064 | 2.06E-5 | 2.976 | 2.996 | 3.0 |
| \( \hat{\theta} \) | 6.969 | 0.0305 | 9.583E-5 | 6.887 | 6.979 | 6.999 | 6.969 | 0.0308 | 9.95E-5 | 6.886 | 6.978 | 6.999 |
| \( \hat{\beta} \) | 0.8538 | 0.056 | 1.012E-4 | 0.747 | 0.852 | 0.9674 | 0.8516 | 0.0559 | 9.85E-5 | 0.7456 | 0.850 | 0.9649 |
| \( d_0 \) | 1792.0 | 11.92 | 0.03747 | 1761 | 1795.0 | 1806.0 | 1792.0 | 11.91 | 0.0377 | 1761 | 1795 | 1806.0 |
| \( d_1 \) | 8004.0 | 68.84 | 0.2141 | 7831 | 8020.0 | 8091.0 | 8004.0 | 69.1 | 0.216 | 7831 | 8020 | 8091.0 |
| \( d_2 \) | 35760 | 396.7 | 1.223 | 34760 | 35800 | 36250 | 35760.0 | 399.2 | 1.251 | 34750 | 35800 | 36250 |
| \( \hat{\rho}_0 \) | 0.0223 | 0.0086 | 1.554E-5 | 0.009 | 0.02101 | 0.042 | 0.0262 | 0.0085 | 1.55E-5 | 0.0098 | 0.021 | 0.0429 |
| \( \hat{\rho}_1 \) | 0.0125 | 0.0053 | 9.816E-6 | 0.005 | 0.01169 | 0.0255 | 0.01729 | 0.0053 | 1.0E-5 | 0.00504 | 0.012 | 0.0258 |
| \( \hat{\rho}_2 \) | 0.0223 | 0.0088 | 1.554E-5 | 0.009 | 0.02101 | 0.0425 | 1.685 | 0.01168 | 2.08E-4 | 1.462 | 1.683 | 1.919 |
| \( \hat{\rho}_3 \) | 0.0125 | 0.0053 | 9.816E-6 | 0.004 | 0.01169 | 0.0255 | 0.8466 | 0.0057 | 1.02E-4 | 0.7369 | 0.845 | 0.962 |
| \( \hat{\gamma}_p(x) \) | 0.003 | 4.5E-4 | 8.194E-7 | 0.004 | 0.003 | 0.0203 | 0.003062 | 4.54E-4 | 8.187E-7 | 0.00408 | 0.003 | 0.0203 |
| \( \hat{\gamma}_p(x) \) | 6.81E-4 | 1.00E-4 | 1.836E-7 | 9.08E-4 | 6.715E-4 | 5.13E-4 | 6.83E-4 | 1.01E-4 | 1.837E-4 | 9.34E-4 | 6.7E-4 | 5.16E-4 |
| \( \hat{\gamma}_p(x) \) | 1.52E-4 | 2.25E-5 | 4.12E-8 | 4.03E-4 | 2.03E-4 | 1.53E-4 | 1.35E-4 | 2.27E-5 | 4.1E-8 | 1.5E-4 | 1.15E-4 |

Table 4 Posterior statistics of model parameters when sample size, n=84.

| E | mean | Sd | MC error | 2.5% | Median | 97.5% | mean | Sd | MC error | 2.5% | Median | 97.5% |
|---|------|----|----------|------|--------|-------|------|----|----------|------|--------|-------|
| \( \hat{\alpha} \) | 5.999 | 6.64E-4 | 2.041E-6 | 5.998 | 6.0 | 6.0 | 5.999 | 6.64E-4 | 2.01E-6 | 5.988 | 6.0 | 6.0 |
| \( \hat{\beta} \) | 2.999 | 5.31E-4 | 1.707E-6 | 2.979 | 3.0 | 3.0 | 2.999 | 5.33E-4 | 1.59E-6 | 2.998 | 3.0 | 3.0 |
| \( \hat{\theta} \) | 6.996 | 0.0039 | 1.264E-5 | 6.985 | 6.997 | 7.0 | 6.996 | 0.0039 | 1.22E-5 | 6.985 | 6.997 | 7.0 |
| \( \hat{\beta} \) | 2.116 | 0.0502 | 9.364E-5 | 2.019 | 2.115 | 2.215 | 2.101 | 0.0501 | 8.65E-5 | 2.004 | 2.101 | 2.201 |
| \( \lambda_0 \) | 1806.0 | 1.291 | 0.003957 | 1803.0 | 1807.0 | 1808.0 | 1806.0 | 1.291 | 0.00399 | 1803.0 | 1807.0 | 1808.0 |
| \( \lambda_1 \) | 8093.0 | 6.877 | 0.02124 | 8076.0 | 8095.0 | 8102.0 | 8093.0 | 6.879 | 0.0209 | 8076 | 8095 | 8102 |
| \( \lambda_0 \) | 36260 | 37.57 | 0.1171 | 36170 | 36270 | 36310.0 | 36260 | 37.62 | 0.1138 | 36170 | 36270 | 36310.0 |
| \( \rho_0 \) | 4.12E-6 | 1.43E-6 | 7.23E-9 | 1.97E-6 | 3.90E-6 | 7.54E-6 | 4.54E-6 | 1.58E-6 | 2.83E-9 | 2.17E-6 | 8.32E-6 |
| \( \rho_1 \) | 9.65E-7 | 3.72E-7 | 7.076E-10 | 9.02E-7 | 1.86E-6 | 9.35E-7 | 1.07E-6 | 4.15E-7 | 4.73E-7 | 1.00E-6 | 2.07E-6 |
| \( \rho_0 \) | 4.227 | 1.004E-4 | 1.87E-4 | 4.033 | 4.226 | 4.426 | 4.198 | 1.002E-4 | 1.73E-4 | 4.004 | 4.197 | 4.397 |
| \( \rho_1 \) | 2.115 | 0.0502 | 9.359E-5 | 2.017 | 2.114 | 2.214 | 2.1 | 0.0501 | 8.65E-5 | 2.003 | 2.1 | 2.2 |

On Bayesian estimation of step stress accelerated life testing for exponentiated Lomax distribution based on censored samples
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