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Abstract

In this paper, the author utilizes Saddle Theorem and variational methods to deduce existence of at least six stationary solutions for reaction-diffusion Gilpin-Ayala competition model (RDGACM). To obtain the global stabilization of the positive stationary solution of the RDGACM, the author designs a suitable impulsive event triggered mechanism (IETM) to derive the global exponential stability of the positive stationary solution. It is worth mentioning that the new mechanism can exclude Zeno behavior and effectively reduce the cost of impulse control through event triggering mechanism. Besides, compared with existing literature, the restrictions on the parameters of the RDGACM are relaxed so that the methods used in existing literature can not be applied to the relaxed case of this paper, and so the author makes comprehensive use of Saddle Theorem, orthogonal decomposition of Sobolev space $H_0^1(\Omega)$ and variational methods to overcome the mathematical difficulty. Numerical examples show the effectiveness of the methods proposed in this paper.
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1. Introduction: Can the restrictions on of RDGACM be relaxed?

Since Gilpin and Ayala found in 1973 that the common ecosystem model did not match a series of experimental data well (12), Gilpin-Ayala competition model has been widely studied. Particularly, reaction-diffusion ecosystem models can better reflect the real ecology in the nature (see [4,5,13-17]). And so the reaction-diffusion Gilpin-Ayala competition model (RDGACM) is investigated in this paper. However, in existing results, $\lambda_1$ is usually used to control the parameters of RDGACM, for example, [4, Theorem 3.2], [5, (H2)], so that the stability of RDGACM can be ensured, where $\lambda_1 > 0$ is the first positive eigenvalue of the Laplacian operator $-\Delta$ in the Sobolev space $H_0^1(\Omega)$. It inspires the author to write this paper. In fact, in this paper, the author considers using a bigger positive number $\lambda_2$ instead of $\lambda_1$, but it will bring a mathematical difficulty to judge the existence of multiple stationary solutions and the stability of RDGACM. Indeed, the author will employ a saddle theorem, orthogonal decomposition of Sobolev space $H_0^1(\Omega)$ and variational methods to deal with the difficulty. Of course, it becomes one of innovations of this paper.
On the other hand, the author is to reduce the impulse frequency to stabilize globally RDGACM with respect to its positive stationary solution. In existing literature ([4,5]), the impulse instants are fixed, and in this paper, a new impulsive event-triggered mechanism (IETM) will be designed to stabilize globally RDGACM. Of course, the IETM will not only exclude the Zeno behaviour, but also the impulse occurs only when the event is triggered so that it reduces the cost of the unnecessary impulse.

Motivated by some ideas and methods of [1-8, 18-21], the author makes a comprehensive utilization of the critical theory, variational methods and impulse control technique to derive the existence theorem of multiple stationary solutions and the global stabilization of a positive stationary solution for RDGACM. In Section 2, models descriptions and preparatory knowledge are presented. And existence theorem of multiple stationary solutions and global exponential stabilization criterion are derived in Section 3. Furthermore, two explicit numerical examples are given in Section 4 to illuminate the effectiveness of the obtained results. Finally, some conclusions and further considerations are proposed in the last section.

This paper has the following innovations:

★ This paper offers the existence of six stationary solutions of RDGACM against three stationary solutions in [4, Theorem 3.1] (see Remark 8 for details).

★ This paper involves the second eigenvalue $\lambda_2$, which expanded the parameters range of RDGACM against the existing results ([4, Theorem 3.1-3.2], [5, Theorem 3.2]).

★ This paper involves the comprehensive applications of Saddle theorem, decomposition of eigenfunctions subspace in $H_0^1(\Omega)$ and designing impulsive event-triggered mechanism, which means an innovation in methods.

★ In this paper, the newly designed impulsive event-triggered mechanism reduces the cost of impulse control, against the fixed impulsive instants mechanism in [4,5] and the related references therein (see Remark 12 for details).

★ There is a difference between this paper and [2, Statement 2] with respect to applying the same saddle theorem, for the norm of $H_0^1(\Omega)$ defined in this paper is simpler than that of the proof of [2, Statement 2] so that the methods used in this paper is better than that of [2].

2. Preliminaries

Consider the following reaction-diffusion Gilpin-Ayala competition model (RDGACM):

\[
\begin{align*}
\frac{\partial u_1}{\partial t} &= d_1 \Delta u_1 + u_1(b_1 - a_{11}u_1^\theta - a_{12}u_2), & t \geq 0, \ x \in \Omega, \\
\frac{\partial u_2}{\partial t} &= d_2 \Delta u_2 + u_2(b_2 - a_{21}u_1 - a_{22}u_2^\theta), & t \geq 0, \ x \in \Omega, \\
\quad u_1(t, x) &= u_2(t, x) = 0, & t \geq 0, \ x \in \partial \Omega, \\
\quad u_1(0, x) &= \xi_1(x), & \quad u_2(0, x) = \xi_2(x), & x \in \Omega,
\end{align*}
\]

(2.1)

where $\Omega$ is a bounded domain in $\mathbb{R}^3(1 \leq N \leq 3)$ with smooth boundary $\partial \Omega$. For $i = 1, 2$, $u_i(t, x)$ represents the population density of the $i$th population at time $t$ and the spatial location $x$, $b_i > 0$ represents the birth rate of the
population of the $i$th species, and $a_{ij} > 0$ represents the competition parameter between the species $i$ and the species $j$. $d_i > 0$ represents the diffusion coefficient for the species $i$. Initial value function $\xi_i(x) > 0$ is bounded for $i = 1,2$. $u(t, x) = (u_1(t, x), u_2(t, x))$ is called a positive solution of the ecosystem (2.1) if $u_i(t, x) \geq 0$ for all $t \geq 0$ and $x \in \Omega$, $i = 1,2$.

Assume that $u_*(x) = (u_1^*(x), u_2^*(x))^T$ is a positive stationary solution of the system (2.1). Set

$$\begin{align*}
U_1 &= u_1 - u_1^*(x) \\
U_2 &= u_2 - u_2^*(x),
\end{align*}$$

and the stationary solution $(u_1^*(x), u_2^*(x))^T$ of the system (2.1) corresponds to the zero solution $(0, 0)^T$ of the following system:

$$\begin{align*}
\frac{dU_1}{dt} &= d_1 U_1 + b_1 U_1 - \Phi_1(U_1, U_2), \quad t \geq 0, x \in \Omega, \\
\frac{dU_2}{dt} &= d_2 U_2 + b_2 U_2 - \Phi_2(U_1, U_2), \quad t \geq 0, x \in \Omega, \\
U_1(t, x) &= U_2(t, x) = 0, \quad t \geq 0, x \in \partial\Omega, \\
U(0, x) &= \eta_1(x), \quad U(0, x) = \eta_2(x), \quad x \in \Omega,
\end{align*}$$

where we denote $U = (U_1, U_2)^T$, $\eta_i(x) = \xi_i(x) - u_i^*(x)$ and

$$\begin{align*}
\Phi_1(U) &= (U_1 + u_1^*(x))[a_{11}(U_1 + u_1^*(x))^\theta + a_{12}(U_2 + u_2^*(x))] - u_1^*(x)(a_{11}u_1^*(x)^\theta + a_{12}u_2^*(x)), \\
\Phi_2(U) &= (U_2 + u_2^*(x))[a_{21}(U_1 + u_1^*(x)) + a_{22}(U_2 + u_2^*(x))^\theta] - u_2^*(x)(a_{21}u_1^*(x) + a_{22}u_2^*(x)^\theta).
\end{align*}$$

The following system is the system (2.3) in form of vector-matrix:

$$\begin{align*}
\frac{dU}{dt} &= DU + BU - \Phi(U), \quad t \geq 0, x \in \Omega, \\
U(t, x) &= 0, \quad t \geq 0, x \in \partial\Omega, \\
U(0, x) &= \eta(x), \quad x \in \Omega,
\end{align*}$$

where $\eta = (\eta_1, \eta_2)^T$ with $\eta_i(x) = \xi_i(x) - u_i(x)$ and $\xi = (\xi_1, \xi_2)^T$, $U = (U_1, U_2)^T$, $\Phi(U) = (\Phi_1(U), \Phi_2(U))^T$ and

$$D = \begin{pmatrix} d_1 & 0 \\ 0 & d_2 \end{pmatrix}, \quad B = \begin{pmatrix} b_1 & 0 \\ 0 & b_2 \end{pmatrix}.$$

Now we consider applying impulse control on the system (2.5):

$$\begin{align*}
\frac{dU(t, x)}{dt} &= DU + BU - \Phi(U), \quad t \geq 0, t \neq t_k \ x \in \Omega, \\
U(t_k, x) &= H_k U(t_k^-, x), \quad k \in \mathbb{Z}_+, \ x \in \Omega, \\
U(t, x) &= 0, \quad t \geq 0, x \in \partial\Omega, \\
U(0, x) &= \eta(x), \quad x \in \Omega,
\end{align*}$$

where the sequence $\{t_k, k \in \mathbb{Z}_+\}$ is the set of impulse instants. $\frac{dU(t, x)}{dt}$ denotes the right-hand derivative of $U(t, x)$ on the time variable $t$, and $H_k$ is a constant matrix for $k \in \mathbb{Z}_+$. The sequence $\{t_k, k \in \mathbb{Z}_+\}$ is the set of impulse instants. The
state $U(t, x)$ is assumed to be right continuous and to have left limits on the time variable $t$. Since the zero solution of the system (2.7) is corresponding to the positive stationary solution $u^*(x)$, below we only need to consider the stabilization of the zero solution instead of the stability of positive stationary solution $u^*(x)$.

In this paper, the following assumptions are proposed:

(A1) For $i = 1, 2$, set $0 < \theta_i = \frac{\theta}{n_i} < 1$ with $n_i$ being an even number, and $\theta_i$ being an odd number.

(A2) For $i = 1, 2$, there exist positive constants $M_i (i = 1, 2)$ such that

$$0 \leq u_1 \leq M_1, \quad 0 \leq u_2 \leq M_2. \quad (2.8)$$

**Remark 1.** Based on some experimental results, the assumptions $0 < \theta_i < 1$ in (A1) are reasonable (see [4,5, 9-11] for details).

**Remark 2.** In reality, because the natural resources are limited, it is reasonable to assume a bounded population density $u_i$ in the assumption (A2).

**Definition 1:** Given an impulse instant sequence $\{t_k, k \in \mathbb{Z}_+\}$, the stationary solution $(u^*_1(x), u^*_2(x))^T$ is globally exponentially stability if the system (2.7) is globally exponentially stability. And the system (2.7) is globally exponentially stability if there exist positive constants $\lambda > 0$ and $\varrho_i < 1 (i = 1, 2)$ such that for every initial condition $(t_0, \eta)$ with $|\eta| \leq \varrho_i M_i (i = 1, 2)$, the solution satisfies

$$\|U(t, \eta)\|_{L^2(\Omega)} \leq \beta_0 \|\eta\|_{L^2(\Omega)} e^{-\lambda(t-t_0)}, \quad \forall t \geq t_0, \quad (2.9)$$

where $\beta_0 > 1$ is a positive number.

**Lemma 2.1.** ([11]) Let $H = H_1 \oplus H_2$ be a Banach space, and $H_1$ is a finite dimension subspace. If $J \in C^1(H, \mathbb{R})$, satisfying $J(0) = 0$, the (PS) condition. Besides, for some $\delta > 0$, the following conditions hold,

1. $J(u) \leq 0$ if $u \in H_1$ with $\|u\| \leq \delta$;
2. $J(u) \geq 0$ if $u \in H_2$ with $\|u\| \leq \delta$;
3. $J$ is bounded below, satisfying inf $J < 0$,

then $J$ owns at least two non-zero critical points.

**Remark 3.** The so-called (PS) condition may be found in [2, Definition 2].

**Lemma 2.2.** ([5, Theorem 3.1]) Set $u^*(x) = (u_1^*(x), u_2^*(x))^T$. Suppose the condition (A2) holds, and $0 < \theta_i < 1$ for $i = 1, 2$. If, in addition, there exists a positive constant $c > 0$ such that

$$0 \leq g(u^*(x)) \leq cDE, \quad (2.10)$$

then the ecosystem (2.1) possesses at least a positive bounded stationary solution $(u_1^*(x), u_2^*(x))$, where $E = (1, 1)^T$, $g(u) = (g_1(u_1, u_2), g_2(u_1, u_2))^T$ with $u = (u_1, u_2)^T$ and

$$g_1(u_1, u_2) = u_1(b_1 - a_{11}u_1^0 - a_{12}u_2), \quad g_2(u_1, u_2) = u_2(b_2 - a_{21}u_1 - a_{22}u_2^0). \quad (2.11)$$
\[ D = \begin{pmatrix} d_1 & 0 \\ 0 & d_2 \end{pmatrix} > 0. \] (2.12)

**Remark 4.** Lemma 2.2 is the immediate corollary of [5, Theorem 3.1] or derived from [2, Theorem 3.1].

**Notations:** \( \mathbb{Z}_+ \) represents the set of all positive integers, and \( * \) denotes the symmetric block in one symmetric matrix.

Denote \( t_0 = 0 \). Let \( \lambda_{\text{max}}(A) \) denote the maximum eigenvalue of \( A \), and \( A \succeq 0(A \preceq 0) \) denote the matrix \( A \) is a symmetric and positive (negative) semi-definite matrix. The notation \( A^T \) and \( A^{-1} \) denote the transpose and the inverse of \( A \), respectively. \( C(J,S) = \{ \phi : J \to S \text{ is continuous} \} \). Denote by \( \lambda_k \) the \( k \)-th positive eigenvalue of the operator \( -\Delta \) in the Sobolev space \( H_0^1(\Omega) \) equipped with the norm \( \|v\| = \left( \int_{\Omega} |\nabla v|^2 dx \right)^{1/2} \) for any \( v(x) \in H_0^1(\Omega) \). Particularly, \( \lambda_1 \) and \( \lambda_2 \) are the first and the second positive eigenvalue of the operator \( -\Delta \), satisfying \( 0 < \lambda_1 < \lambda_2 \). Denote by \( E(\lambda_k) \) the eigenfunction space of \( \lambda_k \), and \( H_0^1(\Omega) = E(\lambda_1) \oplus E(\lambda_2) \), where \( E(\lambda_1)^\perp = E(\lambda_2) \oplus E(\lambda_3) \oplus \cdots \). Besides, for a vector \( U(x) = (U_1(x), U_2(x))^T \in \mathbb{R}^2 \) with \( x \in \Omega \), we denote \( \|U\|_{L^2(\Omega)} = \sqrt{\int_{\Omega} (U_1^2 + U_2^2) dx} \), and denote \( |U| = (|U_1|, |U_2|)^T \).

Particularly, the vector \( U \succeq 0 \) represents \( U_i \succeq 0 \) for \( i = 1, 2 \). Denote by \( \Pi_n^0 = \zeta_1 \zeta_2 \cdots \zeta_n \) the product of \( n \) real numbers \( \zeta_1, \zeta_2, \cdots, \zeta_n \), and by \( \Pi_{\omega}^n = \zeta_1 \zeta_2 \cdots \) the product of infinitely many real numbers \( \zeta_1, \zeta_2, \cdots \).

**Remark 5.** Equivalence of norms in finite dimensional spaces yields that there exist two positive constants \( \mu_1, \mu_2 \) such that
\[ \mu_1 \int_{\Omega} |\nabla \omega|^2 dx \leq \int_{\Omega} |\omega|^2 dx \leq \mu_2 \int_{\Omega} |\nabla \omega|^2 dx, \quad \forall \omega \in E(\lambda_1). \] (2.13)

3. Main results

**Theorem 3.1.** Suppose the conditions (A1), (A2) and (2.10) hold. If, in addition, the following two conditions hold:
\[ d_1 \lambda_1 < b_1 < d_1 \lambda_2, \] (3.1)
\[ d_2 \lambda_1 < b_2 < d_2 \lambda_2, \] (3.2)
then the system (2.1) possesses at least six stationary solutions, including the positive solution \((u_1^*(x), u_2^*(x))^T\).

To complete the proof of Theorem 3.1, we need to present the following technique lemmas at first.

**Proposition 1.** Under the conditions (A1) and (3.1), there are at least two nonzero stationary solutions \((\alpha_1(x), 0)\) and \((\alpha_2(x), 0)\) for the system (2.1).

**Proof.** Let \((\alpha(x), 0)^T\) be a stationary solution of the system (2.1), satisfying
\[ d_1 \Delta \alpha(x) + a(x)(b_1 - a_{11} \alpha(x)^{b_1} - a_{12} \cdot 0) = 0, \quad x \in \Omega; \quad \alpha(x)|_{\partial \Omega} = 0, \] (3.3)
whose functional is
\[ \Psi(\alpha) = \frac{1}{2} \int_{\Omega} |\nabla \alpha(x)|^2 dx - \frac{b_1}{2d_1} \int_{\Omega} |\alpha(x)|^2 dx + \frac{a_{11}}{(2 + \theta_d)d_1} \int_{\Omega} \alpha(x)^{2 + \theta_d} dx, \] (3.4)
It is obvious that \( \Psi(0) = 0 \) and \( \Psi \in C^1(H_0^1(\Omega), \mathbb{R}^1) \), and then a critical point of the functional \( \Psi \) is corresponding to the solution of the equation (3.3).

Next, we claim that \( \Psi \) satisfies the (PS) condition.

Indeed, if there exists \( \{a_n\} \subset H_0^1(\Omega) \), satisfying

\[
\Psi(a_n) \to a \in \mathbb{R}^1
\]

and

\[
\|\Psi'(a_n)\|_{H_0^1(\Omega)} \to 0,
\]

which means that when \( n \) is big enough,

\[
\phi(a_n) = \frac{1}{2} \int_{\Omega} |\nabla a_n(x)|^2 dx - a \int_{\Omega} |a_n(x)|^2 dx + \frac{a_{11}}{(2 + \theta_1)d_1} \int_{\Omega} a_n(x)^{2+\theta_1} dx = a + o(1),
\]

Let

\[
a_n = \overline{a}_n + \widetilde{a}_n, \quad \overline{a}_n \in E(A_1), \quad \widetilde{a}_n \in E(A_2),
\]

then

\[
\int_{\Omega} |\nabla a_n(x)|^2 dx - \frac{b_1}{d_1} \int_{\Omega} |a_n(x)|^2 dx \\
\geq \left(1 - \frac{b_1}{d_1 a_1}\right) \int_{\Omega} |\nabla a_n(x)|^2 dx + \left(1 - \frac{b_1}{d_1 a_2}\right) \int_{\Omega} |\nabla \widetilde{a}_n(x)|^2 dx
\]

The condition (A1) yields there is \( c_1 > 0 \) big enough such that

\[
\int_{\Omega} a_n(x)^{2+\theta_1} dx \geq \int_{\Omega} \left(c_1 |\overline{a}_n(x)|^2 + c_2 |\overline{a}_n(x)|^2 - c_2\right) dx
\]

where \( c_2 \) is a constant dependent upon \( c_1 \).

It follows by (3.7) that

\[
\left|\left(c_1 \mu_1 + \frac{a_{11}}{(2 + \theta_1)d_1} + \frac{1}{2} \left(1 - \frac{b_1}{d_1 a_1}\right) \right) \int_{\Omega} |\nabla a_n(x)|^2 dx + \frac{1}{2} \left(1 - \frac{b_1}{d_1 a_2}\right) \int_{\Omega} |\nabla \widetilde{a}_n(x)|^2 dx - c_2 \frac{a_{11}}{(2 + \theta_1)d_1} \text{mes}(\Omega)\right| \\
\leq a + 1 + |a|,
\]

where \( c_1 \) is a positive number such that \( \alpha(x)^{2+\theta_1} \geq c_1 |\alpha(x)|^2 - c_2 \) with \( c_1 \mu_1 + \frac{a_{11}}{(2 + \theta_1)d_1} + \frac{1}{2} \left(1 - \frac{b_1}{d_1 a_1}\right) > 0, \) and \( c_2 \) is a constant dependent upon \( c_1 \). And (3.9) implies there exists a constant \( c_3 > 0 \) such that

\[
c_3 |\alpha_n(x)|^2 \leq a + 1 + |a| + c_2 \frac{a_{11}}{(2 + \theta_1)d_1} \text{mes}(\Omega),
\]

which verifies the boundedness of \( \{a_n\} \) in the Sobolev space \( H_0^1(\Omega) \). Further, obviously there exist two positive numbers \( c_4, c_5 > 0 \) big enough such that

\[
|\frac{b_1}{d_1} \alpha(x) - \frac{a_{11}}{d_1} \alpha(x)^{1+\theta_1}| < c_4 + c_5 |\alpha(x)|^3, \quad \forall (x, a) \in \Omega \times \mathbb{R}^1, \quad \Omega \subset R^N(1 \leq N \leq 3),
\]
which means the Caratheodory condition is satisfied. Employing the methods used in the proof of [2, Statement 2] or [3, Theorem 1] results in the existence of a convergent subsequence of the bounded sequence \( \{a_n\} \) in the Sobolev space \( H_0^1(\Omega) \), and hence the (PS) condition is satisfied.

If \( \alpha \in E(\lambda_1) \) with \( ||\alpha|| \leq \delta \), then Sobolev embedding theorem or equivalence of norms in finite dimensional spaces yields that there is a constant \( c_0 > 0 \) such that

\[
\Psi(\alpha) = \frac{1}{2} \int_\Omega |\nabla \alpha|^2 dx - \frac{b_1}{2d_1} \int_\Omega |\alpha|^2 dx + \frac{a_{11}}{(2 + \theta_1)d_1} \int_\Omega \alpha(x)^{2+\theta_1} dx \\
\leq -\frac{1}{2} \frac{b_1}{d_1} - 1)||\alpha||^2 + c_0 \frac{a_{11}}{(2 + \theta_1)d_1} ||\alpha||^{2+\theta_1},
\]

which implies that there exists \( \delta > 0 \) small enough such that \( \Psi(\alpha) \leq 0 \).

If \( \alpha \in E(\lambda_1) \) with \( ||\alpha|| \leq \delta \), then

\[
\Psi(\alpha) = \frac{1}{2} \int_\Omega |\nabla \alpha|^2 dx - \frac{b_1}{2d_1} \int_\Omega |\alpha|^2 dx + \frac{a_{11}}{(2 + \theta_1)d_1} \int_\Omega \alpha(x)^{2+\theta_1} dx \\
\geq \frac{1}{2} \int_\Omega |\nabla \alpha|^2 dx - \frac{b_1}{2d_1} \int_\Omega |\alpha|^2 dx \geq \frac{1}{2} (1 - \frac{b_1}{d_1A_2}) ||\alpha||^2 \geq 0
\]

Finally, we need to prove \( \Psi \) is bounded below.

The proof is similar to that of the boundedness of the (PS) sequence \( \{a_n\} \). For convenience, we still use the above symbols.

Let

\[
\alpha = \overline{\alpha} + \alpha, \quad \overline{\alpha} \in E(\lambda_1), \quad \alpha \in E(\lambda_1)^\perp
\]

then

\[
\int_\Omega |\nabla \alpha|^2 dx - \frac{b_1}{d_1} \int_\Omega |\alpha|^2 dx \geq (1 - \frac{b_1}{d_1A_1}) \int_\Omega |\nabla \overline{\alpha}|^2 dx + (1 - \frac{b_1}{d_1A_2}) \int_\Omega |\nabla \alpha|^2 dx
\]

The condition (A1) yields there is \( c_1 > 0 \) big enough such that

\[
\int_\Omega \alpha(x)^{2+\theta_1} dx \geq \int_\Omega (c_1|\overline{\alpha}(x)|^2 + c_1|\overline{\alpha}(x)|^2 - c_2) dx
\]

where \( c_2 \) is a constant dependent upon \( c_1 \).

It follows by (3.4) that

\[
\phi(\alpha) \geq \left[ (c_1\mu_1 \frac{a_{11}}{(2 + \theta_1)d_1} + \frac{1}{2} (1 - \frac{b_1}{d_1A_1}) ) \int_\Omega |\nabla \overline{\alpha}|^2 dx + \frac{1}{2} (1 - \frac{b_1}{d_1A_2}) \int_\Omega |\nabla \alpha|^2 dx \right] \\
+ \frac{a_{11}}{(2 + \theta_1)d_1} \int_\Omega (c_1|\overline{\alpha}(x)|^2 - c_2) dx \\
\geq - c_2 \frac{a_{11}}{(2 + \theta_1)d_1} \text{meas}(\Omega),
\]

where \( c_1 \) is a positive number such that \( \alpha(x)^{2+\theta_1} \geq c_1|\alpha(x)|^2 - c_2 \) with \( c_1\mu_1 \frac{a_{11}}{(2 + \theta_1)d_1} + \frac{1}{2} (1 - \frac{b_1}{d_1A_1}) > 0 \), and \( c_2 \) is a constant dependent upon \( c_1 \). Thus, (3.19) verifies that \( \Psi \) is bounded below.
Now, completely similar as the proof of [2, Statement 2], we can similarly prove that if \( \inf_{H_0^1(\Omega)} \Psi \geq 0 \) implies infinitely many positive stationary solutions and infinitely many negative stationary solutions for the ecosystem (2.1), and if \( \inf_{H_0^1(\Omega)} \Psi < 0 \), Lemma 2.1 means two non-zero critical points for \( \Psi \), which completes the proof.

**Remark 6.** In [4, Theorem 3.1], the restriction conditions \( b_i < d_i \lambda_1 \) are too harsh. But in Proposition 1, we allow more relaxed conditions \( b_1 < d_1 \lambda_2 \). Of course, limited to the length of this article, we only consider the case \( d_1 \lambda_1 < b_1 < d_1 \lambda_2 \), for the methods similar as that of [4, Theorem 3.1] can deal with the case \( b_1 < d_1 \lambda_1 \).

**Remark 7.** The difference in the conditions pointed out in Remark 6 brings out a mathematical difficulty to this paper. In fact, the restriction conditions \( b_i < d_i \lambda_1 \) in [4] guarantee the compactness of the (PS) sequences, which does not become true in the case of \( b_i > d_i \lambda_1 \) in Proposition 1. By utilizing the orthogonal decomposition of the Sobolev space \( H_0^1(\Omega) \) in [6-8], we employ the saddle theorem (Lemma 2.1) to overcome the mathematical difficulty in Proposition 1. Besides, although we are inspired by some methods used in the proof of [2, Statement 2], we can see that the techniques of the proof of Proposition 1 are actually different from those of [2] to some extent, which means that Proposition 1 is a new result.

Similarly, we can deduce the following Proposition.

**Proposition 2.** Under the condition (A1) and (3.2), there are at least two nonzero stationary solution \((0, \beta_1(x))\) and \((0, \beta_2(x))\) for the system (2.1).

**Proof of Theorem 3.1.** Firstly, zero solution \((0, 0)^T\) is obviously a trivial solution of the system (2.1). Next, Proposition 1 and Proposition 2 provide four nonzero stationary solution \((\alpha_i(x), 0)\) and \((0, \beta_i(x))\), where \( i = 1, 2 \). The condition (2.10) and Lemma 2.2 implies the existence of positive stationary solution \((u_1^*(x), u_2^*(x))^T\) for the ecosystem (2.1), which is obviously different from the above-mentioned five stationary solution due to the fact \( u_i^*(x) > 0 \) for all \( x \in \Omega \) and \( i = 1, 2 \).

**Remark 8.** The condition (2.10) together with [5, Theorem 3.1] or [2, Theorem 3.1] guarantees that \( \alpha_i(x) \geq 0 \) and \( \beta_i(x) \geq 0 \) in the proof of Theorem 3.1.

**Remark 9.** The condition (3.1) \( d_1 \lambda_1 < b_1 < d_1 \lambda_2 \) is different from the condition \( d_1 \lambda_1 > b_1 \) of [4, Theorem 3.2], and so the condition (3.1) of this paper can not achieve the local stability of stationary solution similarly as that of [4, Theorem 3.2]. It is another mathematical difficulty brought by the condition (3.1). In fact, the condition (3.1) makes it difficult to guarantee the convergence of the (PS) sequence \( \{\alpha_n\} \) in the proof of Proposition 1 until we employ the orthogonal decomposition technique of Sobolev space \( H_0^1(\Omega) \), which is completely different from the methods used in the proofs of [4, Theorem 3.1] and [2, Statement 2].

**Remark 10.** Theorem 3.1 illuminates that the positive stationary solution \((u_1^*(x), u_2^*(x))^T\) must be not globally stable. Recently, [5, Theorem 3.3] proposed a global stabilization on the positive stationary solution by way of impulsive control technique with fixed impulse instants. Below, we shall design the event-triggered impulsive control, in which
impulses only occur when the event which is related to the states of the system is triggered so that the cost of manual control is greatly reduced. This is the innovation of this paper which is different from [5]. But event-triggered impulsive control may brings out Zeno behaviour, and so another difficulty of this paper is to exclude the possibility of Zeno behaviour, for only a well designed impulsive event-triggered mechanism (IETM) can make the possibility eliminated.

Below, we design the impulsive event-triggered mechanism (IETM) as follows:

For a given diagonal matrix $P > 0$, and positive constants $\lambda > 0$, we define the impulse instants as follows,

$$t_k = \inf \left\{ t \geq t_{k-1} : \int_{\Omega} U^T(t, x)PU(t, x)dx > \zeta_k e^{-\lambda(t-t_{k-1})} \int_{\Omega} U^T(t_{k-1}, x)PU(t_{k-1}, x)dx \right\}, \quad k \in \mathbb{Z}^+,$$

(3.14)

where $\zeta_k > 1$, satisfying

$$\Pi_{i=1}^{\infty} \zeta_i = +\infty.$$

(3.15)

It is obvious that $t_1 > t_0$, for $\int_{\Omega} U^T(t_0, x)PU(t_0, x)dx < e^{\lambda(t-t_0)} \int_{\Omega} U^T(t_0, x)PU(t_0, x)dx$.

Below, we begin to consider the global stabilization on the ecosystem under event-triggered impulsive control.

**Proposition 3.** If there exists positive constant $c_0 > 0$ such that

$$\frac{\lambda_{\max} \Theta}{\lambda_{\min} P} \leq c_0,$$

(3.16)

then there does not exist Zeno behaviour under IETM(3.14), where

$$\Theta = \begin{pmatrix} -2\lambda_1 d_1 + 2b_1 + 2a_{11}(1 + \theta_1)M_1^{\phi_1} + 2a_{12}M_2 & a_{12}M_1 + a_{21}M_2 \\ a_{12}M_1 + a_{21}M_2 & -2\lambda_1 d_2 + 2b_2 + 2a_{22}(1 + \theta_2)M_2^{\phi_2} + 2a_{21}M_1 \end{pmatrix}$$

**Proof.** Let $U(t, x) = U(t, x; t_0, \eta)$ be the solution the system (2.7) with the initial value $(t_0, \eta)$. Define $t_0 < t_1 < t_2 < \cdots < t_n < \cdots$ be the trigger instants, and $D$ be the upper right-hand Dini derivative with respective system (2.7), then Poincare inequality yields

$$D^+ v(t) \leq 2 \int_{\Omega} \left[ |U|^2 - \lambda_1 D + B \right] U dx + |U|^2 \Theta(U) dx$$

(3.17)

It follows by (2.4), differential mean value theorem and the condition (A2) that

$$2|U|^2 \Theta(U) \leq |U|^2 \begin{pmatrix} 2a_{11}(1 + \theta_1)M_1^{\phi_1} + 2a_{12}M_2 & a_{12}M_1 + a_{21}M_2 \\ a_{12}M_1 + a_{21}M_2 & 2a_{22}(1 + \theta_2)M_2^{\phi_2} + 2a_{21}M_1 \end{pmatrix} |U|$$

(3.18)

Combining (3.17),(3.18) and the condition (3.16) results in

$$D^+ v(t) \leq \frac{\lambda_{\max} \Theta}{\lambda_{\min} P} \int_{\Omega} |U|^2 |U| dx$$

$$\leq c_0 v(t), \quad t \in [t_{k-1}, t_k), \quad k \in \mathbb{Z}^+.$$
which together with IETM (3.14) and the condition (3.16) implies that

\[ \zeta_1 e^{-\lambda(t_1-t_0)}v(t_0) = v(t_1) \leq e^{\int_{t_0}^{t_1} \mu(t) dt} v(t_0) = e^{\varepsilon(t_1-t_0)}v(t_0), \forall n \in \mathbb{Z}_+, \]

and hence

\[ t_1 - t_0 \geq \frac{1}{c_0 + \lambda} \ln(\zeta_1). \]

Similarly, we can prove

\[ t_n - t_{n-1} \geq \frac{1}{c_0 + \lambda} \ln(\zeta_n), \]

Hence,

\[ t_n \geq \frac{1}{c_0 + \lambda} \ln(\Pi_{k=1}^{n} \zeta_k) + t_0 \to +\infty, \quad n \to \infty, \]

which completes the proof.

**Remark 11.** [22, Theorem 3.3] illuminates that the inter-execution time intervals of control task must not be arbitrarily small. In the proof of Proposition 3 of this paper, \( t_n - t_{n-1} \geq \frac{1}{c_0 + \lambda} \ln(\zeta_n) \) may be arbitrarily small, for example, \( \zeta_n = e^{\frac{1}{n}} \) and \( \Pi_{n=1}^{\infty} \zeta_n = +\infty \). Thus, Proposition 3 is better than some existing result due to its reducing conservatism, for Proposition 3 can also exclude the Zeno behavior.

**Theorem 3.2.** Under the assumptions of Theorem 3.1 and Proposition 3, and if, in addition, \( H_k^T P H_k > 0 \) and

\[ 0 < \gamma_k = \frac{\lambda_{\text{max}}(H_k^T P H_k)}{\lambda_{\text{min}} P} < 1, \forall k \in \mathbb{Z}_+, \quad (3.20) \]

\[ \sup_{k \in \mathbb{Z}_+} \gamma_k \xi_{k+1} < 1, \quad (3.21) \]

then the impulsive system (2.7) is globally exponentially stable under IETM (3.14). Equivalently, the positive stationary solution \( u^*(x) \) is globally exponentially stable under IETM (3.14).

**Proof.** The proof may be completed by considering three cases:

Case 1. If the event is never triggered, IETM (3.14) yields

\[ \int_{\Omega} U^T(t, x) P U(t, x) dx \leq \xi_1 e^{-\lambda(t-t_0)} \int_{\Omega} U^T(t_0, x) P U(t_0, x) dx, \quad t \geq t_0. \quad (3.22) \]

Case 2. If the event is triggered in finite times, say \( N \) times, we assume \( t_1 < t_2 < \cdots < t_N \) are trigger instants, and IETM (3.14) means

\[ v(t_1) = \xi_1 e^{-\lambda(t_1-t_0)}v(t_0), \quad (3.23) \]

\[ v(t) \leq \xi_1 e^{-\lambda(t-t_0)}v(t_0), \quad \forall t \in [t_0, t_1), \quad (3.24) \]

and

\[ v(t) \leq \xi_2 e^{-\lambda(t-t_1)}v(t_1), \quad \forall t \in [t_1, t_2). \quad (3.25) \]
It follows from (3.20) and (3.23) that
\[ v(t_t) = 2e^{-\gamma(t_t-t_1)}v(t_1). \]  
(3.26)

It follows from (3.27), (3.25) and (3.21) that
\[ v(t) \leq \xi_t e^{-\gamma(t-t_0)}v(t_0), \quad \forall t \in [t_1, t_2). \]  
(3.28)

Combining (3.28) and (3.24) results in
\[ v(t) \leq \xi_1 e^{-\gamma(t-t_0)}v(t_0), \quad \forall t \in [t_0, t_2). \]  
(3.29)

Similarly, we can prove
\[ v(t) \leq \xi_1 e^{-\gamma(t-t_0)}v(t_0), \quad \forall t \in [t_0, t_N), \]  
(3.30)

and
\[ v(t_N) \leq \xi_1 e^{-\gamma(t_N-t_0)}v(t_0). \]  
(3.31)

Below, we consider the case of \( t \geq t_N \).

Since \( t_N \) is the last trigger time, IETM (3.14) yields
\[ v(t) \leq \xi_{N+1} e^{-\gamma(t-t_0)}v(t_N), \quad \forall t \geq t_N. \]  
(3.32)

Combining (3.30), (3.31) and (3.21) results in
\[ v(t) \leq \xi_{N+1} e^{-\gamma(t-t_0)}v(t_N) \leq \xi_{N+1} e^{-\gamma(t-t_0)}\gamma_{N}v(t_N) \leq \xi_{N+1} e^{-\gamma(t-t_0)}\gamma_{N}\xi_1 e^{-\gamma(t-t_0)}v(t_0) \leq \xi_1 e^{-\gamma(t-t_0)}v(t_0), \quad \forall t \geq t_N, \]  
(3.33)

which together with (3.30) means
\[ v(t) \leq \xi_1 e^{-\gamma(t-t_0)}v(t_0), \quad \forall t \geq t_0. \]  
(3.34)

Case 3. If the event is triggered in infinite times, we assume \( t_1 < t_2 < \cdots < t_k < \cdots \) are trigger instants. Proposition 3 exclude the Zeno behaviour. Next, for any given \( t \geq t_0 \), there exists a \( N \in \mathbb{Z}_+ \) such that \( t_{N-1} \leq t < t_N \).

By way of the similar discussions in Case 2, we can derive (3.34) for all \( t \geq t_0 \), too. That is, (3.34) holds in all cases. Now it follows from (3.34) that
Proposition 3, there is not Zeno behaviour under IETM (3.14). (see, e.g. [2, Remark 14]).

Example 4.3. Assume that we use all the data in Example 4.1 and Example 4.2. Set
\[
\lambda = 0.13 + 0.0001i, \quad d_i = 0.1 + 0.0001i, \quad i = 1, 2, \quad \Omega = (0, 4) \times (0, 4).
\]
By way of accurate calculation, we can conclude from Remark 13 that the conditions (3.1) and (3.2) are satisfied. Furthermore, set
\[
M_i = 2 + 0.1i, \quad i = 1, 2, \quad a_{11} = 0.03; \quad a_{12} = 0.02; \quad a_{21} = 0.025; \quad a_{22} = 0.03.
\]
An accurate calculation can verify that the condition (2.10) is satisfied if letting \( c = 100000 \). Now all the conditions of Theorem 3.1 are satisfied, and so Theorem 3.1 yields that the system (2.1) possesses at least six stationary solutions, including the positive solution \((u_1^*(x), u_2^*(x))^T\).

Remark 13. ([23]) Let \( \Omega \subset \mathbb{R}^n \), then
\[
\lambda_{k+1} - \lambda_k \leq \frac{4}{nk} \sum_{i=1}^{k} \lambda_i,
\]
where \( c_n = \frac{4\pi^2}{(\text{Area}(S^{n-1}))} \), \( \omega_{n-1} = \text{Area}(S^{n-1}) \).

Example 4.2. Assume that we use all the data in Example 4.1, then an accurate calculation yields that \( \lambda_1 = 1.2337 \) (see,e.g. [2, Remark 14]).
\[
\Theta = \begin{pmatrix} 0.2652 & 0.0970 \\ 0.0970 & 0.3212 \end{pmatrix}
\]
then \( \lambda_{\text{max}} \Theta = 0.3942 \). Moreover, set \( P = \text{diag}(1, 1) \), and \( c_0 = 0.5 \), the condition (3.16) is satisfied, and according to Proposition 3, there is not Zeno behaviour under IETM (3.14).

Example 4.3. Assume that we use all the data in Example 4.1 and Example 4.2. Set \( H_1 = \text{diag}(0.7, 0.7) \), then an accurate calculation yields that \( H_1^T P H_1 = \text{diag}(0.49, 0.49) > 0 \) and
\[
\gamma_k = \frac{\lambda_{\text{max}}(H_1^T P H_1)}{\lambda_{\text{max}} P} \equiv 0.49 < 1,
\]
and then the condition (3.20) is satisfied.

4. Numerical examples

Example 4.1. Let \( \theta_1 = \frac{3}{4}, \quad \theta_2 = \frac{1}{2}, \quad b_i = 0.13 + 0.0001i, \quad d_i = 0.1 + 0.0001i, \quad i = 1, 2, \quad \Omega = (0, 4) \times (0, 4) \).
\[
\sup_{k \in \mathbb{Z}_+} \gamma_k \zeta_{k+1} = 0.49 \times e^{\frac{1}{2}} = 0.8079 < 1,
\]
which implies the condition (3.21) is satisfied. Now, all the conditions of Theorem 3.2 are satisfied. Now Theorem 3.2 yields that the impulsive system (2.7) is globally exponentially stable under IETM (3.14). Equivalently, the positive stationary solution \( u^*(x) \) is globally exponentially stable under IETM (3.14).

5. Conclusions and further considerations

In this paper, Saddle Theorem, the orthogonal decomposition of Sobolev space \( H^1_0(\Omega) \) and variational methods are applied to deduce the existence of six stationary solutions for RDGACM. Moreover, a new IETM is designed to make the RDGACM stabilized globally. There are many innovations in the ideas and methods (see Remark 6-12 for details). Now, we should consider further work, for example, \( d_1 \lambda_2 < b_1 < d_1 \lambda_3 \) or \( b_1 > d_1 \lambda_3 \). Although there are some inspirations from the orthogonal decomposition technique on eigenfunction spaces (see, e.g., [6,8]), it seems to be an interesting problem.
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