Robust Collaborative 3D Object Detection in Presence of Pose Errors
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Abstract—Collaborative 3D object detection exploits information exchange among multiple agents to enhance accuracy of object detection in presence of sensor impairments such as occlusion. However, in practice, pose estimation errors due to imperfect localization would cause spatial message misalignment and significantly reduce the performance of collaboration. To alleviate adverse impacts of pose errors, we propose CoAlign, a novel hybrid collaboration framework that is robust to unknown pose errors. The proposed solution relies on a novel agent-object pose graph modeling to enhance pose consistency among collaborating agents. Furthermore, we adopt a multi-scale data fusion strategy to aggregate intermediate features at multiple spatial resolutions. Comparing with previous works, which require ground-truth pose for training supervision, our proposed CoAlign is more practical since it doesn’t require any ground-truth pose supervision in the training and makes no specific assumptions on pose errors. Extensive evaluation of the proposed method is carried out on multiple datasets, certifying that CoAlign significantly reduces relative localization error and achieving the state of art detection performance when pose errors exist. Code are made available for the use of the research community at https://github.com/yifanlu0227/CoAlign.

I. INTRODUCTION

3D object detection has received significant attention in recent years because of its applications in autonomous driving, robotics, metaverse, etc [1], [2], [3]. Despite the rapid development with large-scale datasets and powerful models, 3D object detection by a single agent suffers from inherent limitations, such as occlusion and distant objects. By leveraging agent-to-agent communication, such as vehicle-to-everything (V2X) in driving scenarios, multiple agents can share complementary perceptual information with each other, promoting more holistic receptive fields. To achieve such collaborative 3D detection, recent works have contributed high-quality datasets [4], [5], [6], [7] and effective collaboration methods [8], [9], [10], [11]. But there are still numerous challenges in this emerging field, such as communication bandwidth constraints [9], [12], latency [13] and adversarial attack [14]. This work focuses on mitigating the negative effect of pose error.

To share valid information with each other, multiple agents need precise poses to synchronize their individual data in a consistent spatial coordinate system, which is a foundation of the collaboration. However, the 6 DoF pose estimated by each agent’s localization module is not perfect in practice, causing wanted relative pose errors. Such relative pose errors would fundamentally reduce the collaboration quality [9]. To address this issue, previous works consider various methods to promote pose robustness [15], [16], [17], [18]. For example, [17] designs pose regression module to learn pose correction; and [18] uses 3D point’s semantic label to find point-wise correspondence. However, these methods require the ground-truth poses in training data. Although pose errors in training data could be corrected offline, this labeling process could be expensive and imperfect.

Motivated by this limitation, we propose a novel hybrid collaboration framework CoAlign, which enables multiple agents to share both intermediate features and single-agent detection results. CoAlign can handle arbitrary pose errors without any accurate pose supervision in the training phase. To realize this, the core idea is to leverage novel agent-object pose graph optimization to align the relative pose relations between agents and detected objects in the scene, promoting pose consistency. Here, pose consistency means that the poses of an object should be consistent from multiple agents’ perspectives. Since our agent-object pose graph does not use any training parameters in the optimization process, this method has strong generalization capability to adapt to arbitrary levels of pose errors. To effectively alleviate the impact of pose error, we further consider a multiscale intermediate fusion strategy, which comprehensively aggregates collaboration information at multiple spatial scales.

We conduct extensive experiments for the task of LiDAR-based 3D object detection on both simulation and real-world datasets, including OPV2V [5], V2X-Sim 2.0 [4]...
and DAIR-V2X [6]. The results show that i) the proposed agent-object pose graph optimization achieves 75% relative pose error reduction (measured at the median value); and ii) the proposed CoAlign achieves at least 12% performance improvement in the task of collaborative 3D object detection with pose error existence, compared with other methods.

In summary, the main contribution of this work are:
- We propose CoAlign, a novel robust multi-agent collaborative LiDAR-based 3D detection framework that deals with unknown pose errors in both training and testing phases;
- We propose novel agent-object pose graph modeling and optimization, which corrects relative poses among multiple agents by promoting the consistency of relative poses;
- We conduct extensive experiments to validate that CoAlign can greatly reduce the relative pose error and achieve more accurate and robust 3D detection performances.

II. RELATED WORKS

A. Collaborative Perception

As a recent application of multi-agent systems to perception tasks, collaborative perception is emerging [19], [16], [8], [9]. To support this area of research, there is a surge of high-quality datasets, including V2X-Sim [4], OPV2V [5], Comap [20] and DAIR-V2X [6]. Based on those datasets, numerous methods have been proposed to handle various practical issues. For example, to achieve a better tradeoff between perception performance, DiscoNet [10] proposes a teacher-student knowledge distillation framework in training stage to harness the more comprehensive perceptive information from early fusion. To handle communication latency, SyncNet [13] leverages feature-attention symbiotic estimation and time modulation techniques. For system security, [14] investigate adversarial attacks in the setting of multi-agent communication. In this work, we specifically consider the robustness towards localization error.

B. Localization Issue in Collaborative Perception

Precise localization of each agent is a foundation of multi-agent collaboration [17], [15], [16], [18], [21]. Inaccurate poses would cause misalignment and inconsistency in collaboration, resulting in worse perception performance than single-agent perception. To gain resistance to localization noises, previous works consider two main approaches: supervised training or robust network design. The first approach introduces additional supervision to empower the network being aware of the pose errors. For example, V2VNet (robust) [17] designs pose regression, global consistency and attention aggregation module to correct relative poses and concentrate on neighbor with less pose error; MASH [15] builds a similarity volume and explicitly learns the pixel to pixel correspondence to avoid using noisy pose in inference. The second approach focuses on designing robust frameworks or network architectures. For example, V2X-ViT [16] uses multi-scale window attention to capture features in various ranges; and FPV-RCNN [18] infers the semantic label of keypoints and finds correspondences between agents to correct relative poses. However, most of these previous methods require ground-truth poses for supervision in the training stage, which makes them less practical. In comparison, the proposed CoAlign does not make any specific assumption on the pose noises and does not require any ground-truth poses in training and testing phases with the help of agent-object pose graph optimization.

C. Simultaneous Localization and Mapping (SLAM)

In robotics, SLAM[22], [23], [24], [25] aims to estimate the map of the environment while localizing the agent in the map, which is being built. A standard SLAM system consists of a frontend and a backend. The frontend takes in raw sensor data and transforms it into an intermediate representation, such as constraints of an optimization problem; and the backend solving it to estimate the positional state of agent and landmarks. As a general formulation of SLAM, graph-based SLAM [26], [27] builds a pose graph whose nodes are the poses of the agent at various time stamps and edges represents spatial constraints between the poses. Solving graph-based SLAM is to find a node configuration that minimize the error introduced by the constraints. The proposed agent-object pose graph is similar to the pose graph in graph-based SLAM; however, the former considers the pose of an object from the perspectives of multiple agents at the same time stamp, while the latter one considers the pose of the same agent across multiple time stamps.

III. PROBLEM FORMULATION

Consider N agents in the scene. Each agent has the ability to perceive, communicate and detect. The goal is to reach a better 3D detection ability of each agent by distributingly collaborating with each other. There are three types of collaboration in the previous literature: early collaboration[11], [5], which transmits raw observation data, intermediate collaboration[4], [16], which transmits intermediate features, and late collaboration[11], [5], which transmits detection output. Many previous works focus on intermediate collaboration as transmitting features is more compact and effective. Let O_i and B_i be the perceptual observation and the detection output of the i-th agent, respectively. For the i-th agent, a standard 3D object detection based on intermediate collaboration works as follows:

\[ F_i = f_{encoder}(O_i), \]  
\[ M_{j \rightarrow i} = f_{transform}(\xi_i(F_j, \xi_j)), \]  
\[ F'_i = f_{fusion}(F_i, \{M_{j \rightarrow i}\}_{j=1,2,\ldots,N}), \]  
\[ B_i = f_{decoder}(F'_i), \]  

where \( F_i \) is the feature extracted from the i-th agent’s observation, \( \xi_i = (x_i, y_i, z_i, \theta, \phi, \psi) \) is the 6DoF pose of the i-th agent with \( \theta, \phi, \psi \) the yaw, pitch and roll angle, \( M_{j \rightarrow i} \) is the message transmitted from the j-th agent to the i-th agent, whose coordinate space is aligned with \( F_i \) through pose transformation, and \( F'_i \) is the aggregated feature of the i-th agent after fusing other agents’ messages. Note that: i) before pose transformation, the direct message transmitted from the j-th agent to the i-th agent is \( (F_j, \xi_j) \), including
both the feature and the pose; and ii) single-agent detection
only considers Steps (1a) and (1d) with \( F_i' = F_i \).

In practice, each 6DoF pose \( \xi_i \) is estimated by the localization
module is usually noisy. Then, after pose transformation in
Step (1b), each message \( M_{j \rightarrow i} \) would have different
intrinsic coordinate systems, resulting in fusion misalignment
in Step (1c) and unsatisfying detection output in Step (1d).
The goal of this work is to minimize the effect of pose errors
by introducing additional pose correction before Step (1b).

IV. POSE-ROBUST COLLABORATIVE 3D DETECTION
A. Overall Architecture

Now we propose CoAlign, a novel hybrid collaboration
framework, which combines intermediate and late collaboration
strategy. Compared with intermediate fusion, this hybrid
collaboration can leverage those bounding boxes detected by
agents to be the scene landmarks and correct the relative
poses between agents. Mathematically, for the \( i \)th agent,
CoAlign works as:

\[
\begin{align*}
F_i, B_i &= f_{\text{detection}} (O_i), \\
\{\xi_j'_{j \rightarrow i}\} &= f_{\text{correction}} (\{B_j, \xi_j\}_{j=1,2,\cdots,N}), \\
M_{j \rightarrow i} &= f_{\text{transform}} (F_j, \xi_j'_{j \rightarrow i}), \\
F_i' &= f_{\text{fusion}} (\{M_{j \rightarrow i}\}_{j=1,2,\cdots,N}), \\
B_i' &= f_{\text{decoder}} (F_i'),
\end{align*}
\]

where \( B_i \) and \( B_i' \) are the detection outputs before and after
collaboration, respectively, and \( \xi_j'_{j \rightarrow i} \) is the corrected relative
pose from \( j \)th agent’s perspective to \( i \)th agent (\( \xi_j'_{j \rightarrow i} \) is the
identity). Step (2a) is similar to Step (1a), while Step (2a)
completes the detection by a single agent and further outputs
the detected boxes, which will be elaborated in Section IV-B.
As the key step, Step (2b) corrects the relative pose based
on all the noisy poses and detected boxes obtained from
the other agents; will see details in Section IV-C. Step (2c)
synchronizes other agents’ features to the ego pose based on
the corrected relative pose. To further ensure the robustness
towards pose noises, Step (2d) uses a robust multiscale fusion
to update the feature, where \( M_{i \rightarrow i} = F_i \). Finally, Step (2e)
uses fused features to obtain final detections; also see the
illustration of the overall architecture in Figure 2.

B. Single-Agent Detection with Uncertainty Estimation

Here we elaborate Step (2a). The core idea is to generate
bounding boxes with the estimated uncertainties, which can
serve as the key scene landmarks for the subsequent relative
pose correction. To implement the single-agent 3D object
detector \( f_{\text{detection}}(\cdot) \), we can leverage the off-the-shelf designs,
such as PointPillars [1], to produce intermediate features \( F_i \)
and estimated bounding boxes \( B_i \) for the \( i \)th agent. Note
that for each bounding box, we also estimate its uncertainty.
Since we later rely on those boxes to correct the pose errors,
messy detection could cause even worse relative poses. The
estimated uncertainty of each box can provide beneficial
confidence information to rule out undesirable detection.
We parameterize each bounding box with uncertainty as
\( b = (\hat{x}, \hat{y}, \hat{z}, \hat{l}, \hat{w}, \hat{h}, \hat{\theta}, \sigma_x^2, \sigma_y^2, \sigma_z^2) \), including the estimated
3D center position, the length, the width, the height, the yaw
angle, the center position variance and the angle variance.

To model the center position \( x \) (or \( y \)) as a random
variable, we consider a Gaussian distribution with mean \( \bar{x} \)
and variance \( \sigma_x^2 \). To supervise the training, we minimize the
KL divergence between the estimated Gaussian distribution
\( N(\bar{x}, \sigma_x^2) \) with the ground-truth delta distribution \( \mathcal{P}(x) = \delta(x - x_0) \), where \( x_0 \) is the groundtruth. Based on the
standard derivation, the resulting loss about \( x \) is
\[
L_x = \frac{1}{2 \sigma_x^2} \left( \frac{(x - x_0)^2}{\sigma_x^2} - \ln \sigma_x^2 - 1 \right).
\]
\[(\hat{x} - x_0)^2/(2\sigma_x^2) + \log(\sigma_x^2/2).\]

To model the yaw angle, due to its periodicity, we consider a von-Mises distribution with mean \(\tilde{\theta}\) and concentration \(1/\sigma_\theta^2\) [28]. We then minimizing the KL divergence between von-Mises distribution \(M(\tilde{\theta}, 1/\sigma_\theta^2)\) and the ground-truth delta function \(P(\theta) = \delta(\theta - \theta_0)\), where \(\theta_0\) is the groundtruth, and the corresponding loss about \(\theta\) is

\[L_\theta = \log I_\theta(\exp(-s) - \exp(-\tilde{s})) \cos(\theta - \tilde{\theta}_\theta)||,\text{ where } s = \log(\sigma_\theta^2) \text{ and } I_\theta(\cdot) \text{ is the 0-order modified Bessel function. To help gradient flow when } s \text{ is large, we can add another regularization term } \lambda_{cls} \text{ELU }(s-c) \text{ with ELU}(\cdot) \text{ the exponential linear unit (ELU)} [28], [29] \text{ and } c \text{ a hyper parameter that controls the effect of ELU.}

Assembling all loss function, the total loss to train single-agent detection jointly with uncertainty estimation is

\[L_{\text{total}} = L_{\text{cls}} + \alpha_{\text{reg}} L_{\text{reg}} + \alpha_{\text{center}} (L_x + L_y) + \alpha_\theta L_\theta,\]

where \(L_{\text{cls}}\) is the cross-entropy loss for object classification, \(L_{\text{reg}}\) is the smooth-L1 loss for box parameter regression, \(\alpha_{\text{reg}}, \alpha_{\text{center}}, \alpha_\theta\) are hyperparameters for balancing.

C. Agent-Object Pose Graph Optimization

After the single-agent detection, the \(i\)th agent shares three types of messages, including i) its pose \(\xi_i\) estimated by its own localization module; ii) the bounding boxes detected by the \(i\)th agent; and iii) its feature map \(F_i\). Note that i) we only need the first two types of messages to correct poses and the third one is used for feature fusion; and ii) since box detection only has yaw angle for rotation measurement, we simplify each pose \(\xi_i = (x_i, y_i, \theta_i)\) in 2D space.

To reliably fuse feature maps from other agents, each agent needs to correct the relative poses. To achieve this, the core idea is to align the corresponding bounding boxes of the same object, which are detected by multiple agents. We thus leverage an agent-object pose graph to represent the relations between agents and objects; and then, apply optimization over this graph to achieve pose alignment. Concretely, the \(i\)th agent receives the messages from all the other agents and builds its internal agent-object pose graph \(G(V(\text{agent}), V(\text{object}), E)\), which is a bipartite graph to model the relations between agents and detected objects. The node set \(V(\text{agent})\) consists of all the \(N\) agents, the node set \(V(\text{object})\) includes all the unique objects, which are obtained via spatially clustering similar boxes received from all the agents, and the edge set \(E\) reflects the detection relationship between agents and objects: when an agent detects a bounding box on an object, we set an edge connecting them. Notably, this agent-object pose graph is built locally at each agent, but it is the same for all the agents.

In this agent-object pose graph, each node is associated with a pose. For the \(j\)th agent in the scene, its pose \(\xi_j\) is estimated by its localization module; for the \(k\)th object in the scene, its pose \(\chi_k\) is sampled from multiple bounding boxes in the same box cluster, which is essentially the unique object detected by multiple agents. Correspondingly, each edge in \(E\) reflects a relative pose between an agent and an object. Let \(z_{jk} = (\bar{x}, \bar{y}, \bar{\theta})\) be the relative pose of the \(k\)th object from the perspective of the \(j\)th agent, which is naturally obtained through the \(j\)th agent’s detection output. Ideally, the pose of an object should be consistent from the views of multiple agents; that is, the pose consistency error vector \(e_{jk} = \chi_k^{-1} \circ (\xi_j^{-1} \circ \chi_k) \in \mathbb{R}^3\) should be zero, where \(\circ\) is motion composition operator, equivalent to multiplying their corresponding homogeneous transformation matrices. We denote \(\xi_j^{-1}\) as the inverse pose, equivalent to inverting the corresponding transformation matrix.

To promote this pose consistency, we consider the following optimization problem

\[
\{\xi_j', \chi_k'\} = \arg\min_{\{\xi_j, \chi_k\}} \text{E}(E) = \sum_{(\xi_j, \chi_k) \in E} e_{jk}^T \Omega_{jk} e_{jk}, (3)
\]

where \(\Omega_{jk} = \text{diag}(1/\sigma_x^2, 1/\sigma_y^2, 1/\sigma_\theta^2)\) is analogous to information matrix in graph-based SLAM, gauging how we are confident in this measurement. The diagonal elements are from box’s uncertainty estimation.

This optimization (3) has a similar formulation with graph-based SLAM, but different meanings: graph-based SLAM aligns the same object across multiple time stamps, while we align the same object at the same time stamps, yet detected by multiple agents. This typical graph optimization (3) can be solved by popular Gaussian-Newton or Levenberg-Marquardt algorithms [30]. At iterations, we set the ego agent’s pose fixed and update all the other agents’ and objects’ poses. It usually converges well and fast because a good initial guess \(\{\xi_j, \chi_k\}\) has been given. Relative poses are calculated in the end \(\xi_j' \rightarrow \xi_j' = \xi_j^{-1} \xi_j';\) see more mathematical optimization details in [31]. With the corrected relative pose \(\xi_j'\), the \(i\)th agent can warp the \(j\)th agent’s feature \(F_j\) to its ego pose and obtain \(M_{\text{geo}}\), which has the same coordinate system with its ego feature \(F_i\).

D. Multiscale Feature Fusion

After the spatial alignment, each agent aggregates other agents’ collaboration information and obtain a more informative feature. However, even after the relative pose correction, the misalignment between feature maps might still exist. To further mitigate the effect of pose noises, we adopt a multiscale fusion method, which fuses features at multiple spatial scales. Features at the finer scale can provide more detailed geometric and semantic information while the features at the coarser scale are less sensitive to the pose error. The multiscale structure can take both advantages and produce both informative and robust features.
Table I: Detection performance on OPV2V [5], V2X-Sim 2.0 [4] and DAIR-V2X [6] datasets with pose noises following Gaussian distribution in the testing phase. All models are trained on pose noises following with σ_r = 0.2°, σ_t = 0.2°. Experiments show that CoAlign holds the best resistance to localization error under various noise levels.

Table II: Detection performance on DAIR-V2X with Laplace pose noises in the testing phase. Models are trained on Gaussian pose noises with σ_r = 0.2m, σ_t = 0.2°. CoAlign generalizes well to handle unexpected noises.

Mathematically, let \( F_{j \to i}^{(l)} \) be the collaboration feature at the \( l \)th spatial scale. Then, the multiscale fusion works as

\[ F_{j \to i}^{(l)} = M_{j \to i}, j = 1, 2, \ldots, N, \]

\[ F_{j+1 \to i}^{(l)} = g(t(F_{j \to i}^{(l)}), \ell = 1, 2, \ldots, L, \]

\[ F_{i}^{(l)} = \text{Fuse}(F_{1 \to i}^{(l)}, F_{2 \to i}^{(l)}, \ldots, u_{L}(F_{i}^{(L)})), \]

where \( g(\cdot) \) is the \( l \)th residual layer with downsampling by 2, \( \text{Fuse}(\cdot) \) is a attention operation along the agent dimension, \( u_{L}(\cdot) \) is an upsampling operator for the \( \ell \)th scale and \( \text{Cat}(\cdot) \) is a concatenation operator along the feature dimension. Fused feature \( F_{i}^{(l)} \) will be decoded into final detection.

V. Experimental Results

We validate CoAlign in the task of collaborative LiDAR-based 3D object detection.

A. Dataset

V2X-Sim 2.0 [4] is a vehicle-to-everything collaborative perception dataset, co-simulated by SUMO [32] and Carla [33], including 10K frames of 3D LiDAR point clouds and 501K 3D boxes. We follow [4] and set the detection range as \( x \in [-32m, 32m], y \in [-32m, 32m] \). OPV2V [5] is a vehicle-to-vehicle collaborative perception dataset, co-simulated by OpenCDA [34] and Carla [33]. It includes 12K frames of 3D LiDAR point clouds and RGB images with 230K annotated 3D boxes. We follow [5] and set the detection range as \( x \in [-140m, 140m], y \in [-40m, 40m] \). The original paper considers a 2-round communication setting where each agent shares pose first and encodes feature map in receiver’s coordinate by transforming its point cloud to mitigate the discretization issue. It leads to higher performance but is less practical as each agent’s computational cost is expensive when the number of collaborators goes up. Instead, here we make each agent transmit the same feature map to all collaborators in 1-round communication.

B. Implementation Details

To simulate pose errors, we add Gaussian noise \( N(0, \sigma) \) on \( x, y \) and \( N(0, \sigma) \) on \( \theta \) during the full training phase, where \( x, y, \theta \) are 2D centers and yaw angle of accurate poses. To train the detection model, we set \( \sigma_{reg} = 2, \sigma_{center} = 0.25, \alpha_{y} = 0.125, \lambda_{clu} = 0.01, c = 1 \). We use PointPillars [1] with the grid size \( (0.4m, 0.4m) \) as the encoder. To optimize over the agent-object pose graph, we adopt the general graph optimization(g2o) [31] library. Both edges and vertices are in \( SE(2) \). Here we select the dense solver for incremental equations and Levenberg-Marquardt algorithms [30] for iterative optimization with max iteration time 1000. For multiscale feature fusion, the residual layer number is 2 and channel numbers are \( (128, 256) \) respectively. We use Adam [35] with learning rate 0.001 for single
Fig. 4: Visualization of detected boxes in DAIR-V2X dataset. Green boxes are ground-truth while red ones are detection. CoAlign achieves much more precise detection.

detection training and 0.002 for intermediate fusion training. We set batchsize 4 and epoch number 30. CoAlign converges within 10 hours on OPV2V dataset with one RTX 3090, while other methods like V2X-ViT take more than one day.

C. Quantitative Results

To validate the overall 3D detection performances in presence of pose errors, we compare the proposed CoAlign with a series of previous methods with and without pose-robust designs. Table I shows the average precisions (AP) at Intersection-over-Union (IoU) threshold of 0.5 and 0.7 in OPV2V, V2X-Sim 2.0 and DAIR-V2X datasets. We see that CoAlign significantly outperforms the previous methods in various noise levels across all three datasets and the leading gap is bigger when the noise level is higher.

D. Qualitative Results

Figure 4 visualizes the detected boxes on DAIR-V2X dataset. We see that the boxes detected by CoAlign are much more precise than those of other methods. Figure 5 visualize the global box position before and after agent-object pose graph optimization on OPV2V dataset. Different colors represent predictions from different agent views. We see that box positions achieve great consistency after alignment.

E. Ablation Studies

To validate the efficacy of each module, Table III shows the AP at IoU 0.7 at various noise levels on OPV2V dataset. Note that i) agent-object pose graph promotes the stability of collaboration, ii) multi-scale fusion outperforms single-scale fusion with powerful hierarchical structure, iii) uncertainty modeling refines the correction, under all noise levels. To validate the agent-object pose alignment module, Figure 6 plots the distributions of relative pose errors across all samples. The performance is better when the distribution is close to the delta distribution centered at zero. Agent-object pose alignment can significantly decrease the pose error and uncertainty modeling can further enhance the error correction capability. The median errors are reduced to 25% of the original.

VI. Conclusion

This paper proposes a new hybrid collaboration framework CoAlign for robust 3D object detection. The proposed agent-object pose graph optimization empowers CoAlign to handle arbitrary pose errors without any accurate pose supervision. CoAlign can not only reduce the relative pose noises significantly, but improve the detection ability and robustness. Furthermore, CoAlign does not rely on certain data modality and can be applied to camera-based 3D detection as well. In future works, we will extend our method on multimodal data.
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