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Abstract.
Tracking human development and humanitarian action has been enhanced by the growth of social media. Twitter is a data source with potential, when used alongside data from surveys, especially the national census, to understand the situation on the ground and track changes. In Indonesia, a country with one of the highest Twitter penetration rates, we seize this opportunity by using Twitter data to produce more timely insights and to enhance evidence-based decision-making. Despite social media’s limitations, namely representativeness and validity, we are able to show its potential by looking at case studies on five different topics; (a) food and agriculture, (b) public health (c) economic well-being (d) urban resilience and (e) humanitarian action. We observe that the insights gained by using Twitter data were derived not only from the content of posts such as understanding public opinion or sentiment, but also from activities related to it, for instance the location and time-stamp of the post, which furthers our real-time understanding of the situation and user behavior changes. In this paper, we also briefly explain “social listener”, a social media monitoring tool that used by Government of Indonesia to understand citizen opinions in social media related to government priorities.

1. Introduction
Traditional statistics, surveys and census data are used to understand public policy issues and to track development. These traditional data, however, are less effective at capturing a real-time snapshot of the situation on the ground in order to inform timely action. New data sources hold the opportunity to complement and supplement traditional data to inform and enhance decision-making in the public sector.

As a core component of the data revolution, social media generate useful data on a variety of issues. Social media platform enables public discourse on a variety of topics, including development and public sector issues. With over 20 million of users, Indonesia ranks third in the world in the number of active Twitter users. This wealth of data has huge potential to provide real-time insights on public interests and issues, including for the Government to understand citizens’ priorities, perceptions and behavior in aggregate.

On Twitter, a user can post content such as text, images, and short videos on any topic. Alongside the content of the post, data is captured on the time, time zone, location, device, and other variables. Others also include gender information, users language and users demographics such as age and gender to extend that basic information. The user can choose whether to attach certain data to the post, such as the location where the tweet was posted.
We group the attributes available from Twitter into two classes, namely “what people say”, and “what people do”. “What people say” contains text-based information shared by a user, such as a tweet text or profile narrative, while “What people do” concerns the information associated with the post or Twitter profile that is related to user activities such as location information, time information, or device used.

In this paper, we would like to address the usage of Twitter data, specifically in the development and humanitarian sectors. We will explore five case studies including (a) food and agriculture, (b) public health (c) economic well-being (d) urban resilience and (e) humanitarian action. In addition, we briefly explain “social listener”, a tool developed by Pulse Lab Jakarta and used by Government of Indonesia (GoI) to monitor public discourse on Twitter.

This paper is organized as follows: Section 2 describes related work on the application of Twitter data to issues of international development and public policy in general. In Section 3, we explain how Pulse Lab Jakarta and GoI use Twitter for sustainable development and humanitarian action, followed by a description of social listener in section 4. In Section 5 we conclude this work.

2. Related Work
The online activities in social media have been subject to a number of studies. Various methodologies have been examined including text mining, sentiment analysis, spatiotemporal analysis, network analysis, among others, to be applied in different fields such as health, humanitarian actions, economy and urban dynamics.

A set of works has demonstrated the potential of using Twitter for investigating public health. A topic model was used to track illness symptoms and awareness, with the quantitative correlations with public health data [1, 2]. Real-time content analysis were explored to provide more real-time insights on public concerns [3, 4]. Forecasting and ”nowcasting” model were also developed using surveillance signals from Twitter to predict and track level of diseases, such as influenza [5, 6, 7, 8, 9, 10, 11], cholera outbreak [12], and mental illness [13]. Another work by Sadilek et al. explored interaction of social activity, human mobility inferred from Twitter, and the spread of infectious disease in a large real-world population [14]. Besides, Twitter streams also used to investigate public concerns related to efforts in improving disease surveillance, for instance, on vaccination [15, 16, 17, 4, 18]. Public sentiments on vaccination were assessed, to investigate the implication on likelihood of disease outbreak [16]. The Twitter pattern behavior were also found to be highly correlated with vaccination behavior based on official government data [17], and the Twitter narrative related to particular vaccination were analyzed, to explore the structure of discussions, connections, and its correlation to the geographical spaces [18].

Prior works also investigated the potential of social media to provide insights during critical situation, such as in natural and man-made disasters. A machine learning methods was proposed to extract relevant information for disaster response [19, 20, 21, 22, 23]. A study proposed framework for using Twitter on event detection over crisis situation [24, 25, 26, 27]. Aside from the data mining methods, other study suggested visual analytic systems based on spatiotemporal analysis to support disaster management [28]. Geographical approached also proposed to incorporate social media analysis for gaining better insight including the spatial patterns of the disaster, particularly in flood [29], and wildfire [30]. A set of works on data-mining and machine-learning techniques that has been applied for disaster management were also summarized in this study [31, 32].

A number of research works attempted to utilize social media data for understanding urban dynamics and social media has been studied for capturing the social behavior in real world events. Wu et al. analyzed social media data to cluster urban hot spots, and found the relationship between the hot spots and housing prices in Shenzhen, China [33]. Another work attempted to analyze geo-tagged tweets for understanding the social-inequality in the city [34]. A
probabilistic topic model to investigate a set of topics related to citizens activities [35]. Gallegos et al. measured public sentiment in tweets to gain insights on land use and services in specific areas [36]. Related to environment, an interesting work by Jiang et al. suggested geo-targeted social media analytic method to monitor air quality dynamics [37]. Other studies analyzed the spatio-temporal dynamics for inferring human mobility and traffic insights [38, 39, 40, 41, 42, 43]. Origin-destination of people’ movement was inferred from the social media mobility network in global-level [44], and local-level [45, 46, 47]. Furthermore, Chan et al. proposed a unified framework combining linguistic model with Hinge-loss Markov Random Fields to identify traffic congestion locations [48].

In Indonesian context, a set of works utilizing social media data also has been conducted. A study extracted information from authority’ Twitter account on reporting traffic condition, to be visualized in a map [49]. The sentiment of tweets using Bahasa Indonesia was classified by applying pre-processing noisy text and machine learning for classification [50]. Further, a sentiment analysis method has been implemented to detect sarcasm messages [51]. Text mining also used to investigate user personality [52] and cyber-bullying pattern in Twitter [53].

3. Twitter Data for Development in Indonesia
In this section, we explain how Pulse Lab Jakarta and GoI use Twitter data for development with five case studies in five sectors, (a) food and agriculture, (b) public health (c) economic well-being (d) urban resilience and (e) humanitarian action.

3.1. Humanitarian actions
Forest and peatland fires continue to affect not only Indonesia but also in regional of Southeast Asia. This situation leads to extensive environmental destruction, economic loss, health problem and others. At present, Indonesia disaster management authorities manage the haze situation by utilizing hot spot data from satellite, sensors deployed in the affected area and official statistics such as population density and distribution. All of those information will inform about the peat fire condition but do not capture a ground truth situation from citizen perspectives such as citizen needs, opinion or citizen behaviour. In order to complement the information gap as well as having more frequent data update, Pulse Lab Jakarta and GoI test the potential of using social media, specifically twitter data.

With the help of domain expert, we defined a set of initial keyword or taxonomy that related to haze situation. For instance ‘kabut asap’ for a general topic on haze, ‘masker’, ‘sesak napas’ for a health-related issue. These keywords are then used to capture relevant message from twitter space to generate insights. From our experiment, we show that these messages are strongly correlated with hotspot dynamics [54].

To understand user mobility, we use location information that available in a geo-stamp tweet. Each user will have set of places that he/she already visit and mobility characteristics inferred from these data. We then compare the user typical behaviour during the normal (non-haze) situation and haze situation. Our result shows that residents make more short-distance movements on normal situation compare to the weeks with haze. Furthermore, we also able to show that some people increase significantly their mobility by hundreds of kilometers during the evacuation week on haze disaster [55].

In addition, we then combine this insights with other dataset used by authority such as hotspot information, place of interest, demographic information and others into one platform1. This platform is now used by authority and opened for public access.

1 http://hazegazer.org
3.2. Urban Dynamics

In 2014, the Indonesian Central Bureau Statistics (BPS) conducted their first commuting survey for Greater Jakarta area that covers 13,120 households. The aims of the survey are to understand the commuting behaviour of citizens in 10 cities and 3 regencies in Greater Jakarta area. This survey result filled the initial data gap needed by the government but the process takes one year from design to delivery.

In order to have similar statistics that relatively easy to frequently reproduce, we then test the possibility of using social media data. To this end, we use more than 38 millions of tweets from 1.4 million of users. Per-user, we inferred two most important locations: origin and destination in sub-district level. Origin location was inferred as the most tweeted sub-district location between 9 pm and 7 am destination location was determined as the most tweeted sub-district location during weekdays, excluding the origin location. Using this approach, we found 305,761 users who meet the criteria. This number of users represents 2.8 percent of the whole population or 14 percent of the total commuting population in Greater Jakarta.

This simple approach produces good results without significant differences. A cross-correlation score between official statistics result and our approach shows 0.97 similarity. We also show that only 3 out of 25 origin-destination pair that has the rank difference between official statistics and our approach [56]. Even though three origin cities have different rank pairs, it is worth to mention that the score of those cities is close each other from official statistics.

3.3. Food and Agriculture

Understanding price dynamics in near real-time is an important aspect concerning the government as a basis to have good policy. Currently, GoI through Ministry of Trade rely on people that deployed in a number of local markets to daily report about price dynamics, including food price as basic commodities. This initiative has good implication to fill the data gaps and reduce the time delay, but has a scalability issue. Driven by this need, we then explore the usability of Twitter data to nowcast food price in national level.

For this purpose, we collect two different types of dataset. First, twitter data as a primary source for nowcasting and official statistics data as a secondary or ground-truth dataset. Twitter data was collected using a set of keyword that related to food commodities such as price and commodity name. For this research, four commodities (beef, chicken, onion and chili) were selected. These commodities were chosen considering data availability and the country-level priorities for food security monitoring in consultation with the Ministry of National Development Planning.

From all relevant tweet messages, we extract two main information, a price mentioned in tweet messages and the volume of relevant messages over time. The numerical filter was applied to extract the first information while the latter was calculated based on tweets captured by taxonomy. We then develop a model to nowcast each commodity based on price information extracted in tweet messages, total tweets today and total tweets yesterday. Once we have the price for a commodity we then compare the result with official data.

The result shows that a price built by the model has a high correlation with the official price such as 0.76 for chili and more than 0.8 for other commodities\(^2\) [57, 58]. This method is later improved by incorporating Google trends data, it and shows higher correlation compared to the previous model.

3.4. Public Health

There are numerous challenges in implementing immunization program including misperceptions about vaccines and dissemination of incorrect information. These factors lead to

\(^2\) [http://nowcasting.unglobalpulse.org/](http://nowcasting.unglobalpulse.org/)
low vaccine coverage and high dropout rates, which means that children do not receive full immunization. Hence, understanding the situation in real-time is important to identify the misinformation disseminated on the ground and taking rapid response accordingly.

Pulse Lab Jakarta together with UNICEF and Government of Indonesia, conduct a project to understand public perception on immunization. We capture all conversation related to immunization and identify the influencer of a topic discussed by the citizen.

To refine the focus of the project, four main sub-topics were chosen based on relevance to immunization program; religious concerns on immunization, conversations around disease outbreaks, symptoms or health conditions discussed as vaccine side effects, and the launch of the new vaccine product. All sub-topics has related keyword or taxonomy that defined by our domain expert. By using the keywords, 88,368 relevant public tweets were collected from January 2012 to December 2013 for Bahasa Indonesia language. From these relevant messages, some analysis was conducted such as understanding the conversation dynamics, word clustering to identify the top keyword for each sub-topic and which content is shared the most by the citizen. We also identify the network of influencers, which we could leverage for rapid response to public concerns and misunderstood information about vaccines and immunization [59].

3.5. Economic Well-being
Public sentiment towards policy changes is one of the topic that can be identified through social media, particularly to the policies which is directly has impact on citizen’ economic well-being. For example, a hashtag #OccupyNigeria was triggered, when government cut fuel subsidy and cause young people mobilize themselves to protest via social media3. Another case was in Yemen, where a number of citizens turned to social media to express their anger on fuel hikes4. Fuel pricing has been one of sensitive issues for citizens, as it may shake political stability as well as hurt the economy of a country.

In order to understand the public sentiments on fuel subsidy in Indonesia, we analyze tweets in 10 - 30 November 2014 using social media monitoring tools namely Crimson Hexagon5. The result shows that the relevant tweets’ volume has significant spike in 17 November 2014, the day when the GoI started to cut the fuel subsidy, with more than 600,000 tweets per day. It is also interesting to see that public sentiment was changed over time toward this issue. The negative sentiments was raised significantly from one week before announcement, then decreased after two weeks as shown in Figure 1

4. Social Listener
Pulse Lab Jakarta developed “Social listener”, a platform that collects, analyze and present information from text data such as social media data, citizen feedback and others. It allows a user to launch a dashboard that monitor conversation from selected data set. To launch the dashboard, user need to provide a list of topic and sub-topics of interest. Each sub-topics is represented by keywords or taxonomy in Boolean search format. This keywords later used as a filter to capture relevant messages from data firehouse, which the insights will be presented in an easy way.

GoI use this platform to monitor citizen opinion related to the government national priorities. For this purpose, two datasets are selected; a citizen complain mechanism, Lapor6 and Twitter. Lapor! is considered as active participation from public as they need to submit to specific platform, while Twitter is considered as passive participation from public. The dashboard

3 http://www.bbc.com/news/world-africa-16591389
4 http://gulfnews.com/news/gulf/yemen/yemenis-protest-against-fuel-price-hike-1.1367338
5 https://www.crimsonhexagon.com/
6 https://lapor.go.id/
launched by Government of Indonesia is an extended version of citizen dashboard that we built for mining citizen feedback in city level [60]. Currently, the platform is able to provide messages distribution and its dynamics, topic cluster and trending topics.

Figure 1. Sentiment classification on fuel subsidy cut related tweets

Figure 2 shows the snapshot of Social Listener for National Citizen Feedback Dashboard from Twitter data for a year. From the image, we are able to see that the monitor has 10 sub-topics of interest. The map shows geographic distribution of relevant messages. A user then able to go deeper in city level to filter only relevant messages from selected city. The darker color means the area has more relevant messages. In this case, Java island has most relevant messages compare to other main islands.

In social listener, a topic of interest can be group into two levels such as topic and sub-topics. In Figure 3 it is shown the proportion of relevant messages and the keyword associate with that. Figure 2 shows that poverty category dominate the conversation and keyword such as “raskin” and “subsidy” are the most common word mentioned in messages. It is also possible that a message will have two or more categories. The relation between a category and other is then presented as shown in Figure 4.
5. Conclusions
Social media have great potential as sources of aggregated citizen perspectives in real-time. However, there are some limitations and challenges that we need to consider before using social media as primary sources, such as representativeness and validity [61]. Despite its limitations, the case studies described in this paper show that Twitter can be used to complement existing traditional data such as surveys and the national census. In addition, it is shown that the potential of Twitter data is not limited to only textual information or “what people say”, but also “what people do” such as location, time and other variables.
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