Assessing performance of empirical models for forecasting crop responses to variable fertilizer rates using on-farm precision experimentation
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Abstract
Data-driven decision making in agriculture can be augmented by utilizing the data gathered from precision agriculture technologies to make the most informed decisions that consider spatiotemporal specificity. Decision support systems utilize underlying models of crop responses to generate management recommendations, yet there is uncertainty in the literature on the best model forms to characterize crop responses to agricultural inputs likely due for the most part to the variability in crop responses to input rates between fields and across years. Seven fields with at least three years of on-farm experimentation, in which nitrogen fertilizer rates were varied across the fields, were used to compare the ability of five different model types to forecast crop responses and net-returns in a year unseen by the model. All five model types were fit for each field using all permutations of the three years of data where two years were used for training and a third was held out to represent a “future” year. The five models tested were a frequentist based non-linear sigmoid function, a generalized additive model, a non-linear Bayesian regression model, a Bayesian multiple linear regression model and a random forest regression model. The random forest regression typically resulted in the most accurate forecasts of crop responses and net-returns across most fields. However, in some cases the model type that produced the most accurate forecast of grain yield was not the same as the model producing the most accurate forecast of grain protein concentration. Models performed best when the data used for training models was collected from years with similar weather conditions to the forecasted year. The results are important to developers of decision support tools because the underlying models used to simulate management outcomes and calculate net-returns need to be selected with consideration for the spatiotemporal specificity of the data available.
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Introduction

Farmers and scientists alike have recognized that crop responses to inputs vary between fields and across time, and even within fields (Hegedus & Maxwell, 2022). The digital data revolution in agriculture opens the door for providing insights and understanding of the ecological complexity of agroecosystems (Basso & Antle, 2020). Advances in remote sensing and the advent of big data gathered by precision agriculture technology allow farmers, managing ever greater land areas (Fig. 1), the ability to account for in-field variability and provide information that is otherwise infeasible for farmers to gather from day-to-day observations (Hatfield et al., 2020). Precision agriculture data makes information previously inaccessible to farmers accessible, enabling its use in decision making (Carolan, 2017). Although most farmers use precision agriculture technology, such as global navigation satellite systems (GNSS) and autosteer, more advanced technology and data utilization such as site-specific application of agricultural inputs have received far less adoption, stagnating at around 10% in wheat systems (Schimmelpfennig & Lowenberg-DeBoer, 2020). Large farms are adopting precision agriculture technology at a faster rate than small farms (Schimmelpfennig & Lowenberg-DeBoer, 2020). This introduces the opportunity for policy incentives to encourage small farms to adopt data driven agriculture to address sustainability and efficiency issues related to the application of agricultural inputs. Even using precision agriculture data such as yield and soil maps increases the efficiency of agricultural inputs by 7.2–8.5% (McFadden et al., 2021). A first step towards increasing sustainability on farms that have the capacity for it is precision agriculture technology. Precision agriculture is a data-driven site-specific application of agricultural inputs that increase the efficiency of chemical usage and minimize potential degradation of ecological resources (Gebbers & Adamchuck, 2010).

Although the farm implement industry has wholly embraced big data, there still remains a disconnect between the collection and aggregation of data and utilization into decision making (Carolan, 2017). Agricultural businesses, academia, NGO’s and governments all recognize the issues faced in agriculture and are working toward providing solutions to food security in a sustainable manner, yet the approaches and methods for achieving these goals vary (West et al., 2014). The need for decision support systems that integrate data from farms and provide information for farmers to make decisions

Fig. 1 Average farm sizes in the United States (left y-axis; black line) and number of farms (right y-axis; red line) from 2012 to 2019. Data from USDA NASS, 2019
has long been recognized (McBratney et al., 2005b; Wajid et al., 2021). However, even with industry led efforts into decision support systems and software, adoption of precision agriculture for efficient application of agricultural inputs remains limited (Schimelpfennig & Lowenberg-DeBoer, 2020). Sole reliance on industry to provide the technological advances for generating prescription maps that increase the efficiency of agricultural inputs leads to yet another cost associated with farming, wherein producers are required to purchase software from companies that have obfuscated the process in which they generate maps for farmers (Gardner et al., 2021). Thus, farmers are removed from the decision-making matrix and the cost of accessing data intensive prescriptions reduce their net-returns. Even academic techniques for characterizing crop responses remain shrouded behind “black box” methods that obscure the way in which decisions are made, most commonly by machine learning and artificial intelligence approaches.

To make informed management decisions at the time when input decisions need to be made requires forecasting the response of future crops to inputs by simulating across unknown weather and economic conditions. The simulations not only enable farm managers to improve efficiencies of agricultural inputs, but enables understanding of the complexity and nonintuitive outcomes in their agroecological systems (Houlahan et al., 2017). Depending on the forecast model used, the difference in model selection at the field scale has important ramifications. Variation in model selection for enhancing agricultural input efficiency can increase yields by 5.6 to 11.9% (McFadden et al., 2021). Additionally, de Lara et al. (personal correspondence) state that management recommendations such as for nitrogen (N) fertilizer, vary between model types, highlighting the importance of understanding the implications and differences between models for decision making.

Techniques for characterizing crop responses vary widely, and include detailed process-based crop models (Basso et al., 2011; Sela et al., 2016), parametric and non-parametric frequentist models (Bolton & Friedl, 2013; Johnson, 2014), traditional agromomic based models (Mueller et al., 2014), Bayesian approaches (Lawrence et al., 2015; McFadden et al., 2017), and machine learning methods (Peerlinck et al., 2018, 2019) all utilized in the literature and across industry. This paper addresses the knowledge gap around crop forecast model performance (Thöle et al., 2013) and, as a proof of concept, characterizes the response of rain-fed winter wheat to variable rates of N fertilizer for forecasting crop yield and protein content. A range of approaches to characterize responses (yield and grain protein concentration) to variable N fertilizer management for forecasting, and how this varies across space and time, were assessed. Additionally, how the different models influenced forecasts of net-returns (return on N fertilizer investment) was explored. The objectives were to compare parametric, semi-parametric, machine learning and Bayesian models to (1) assess the accuracy of winter wheat crop response (grain yield and grain protein concentration) forecasts in a hold-out year (representing a future year) from five different types of field specific models, (2) to investigate the influence that the sequence of years used for training field specific models has on forecast accuracy, and (3) to evaluate the efficacy of the five types of models to predict observed net-returns in a hold-out year.

Variable rate application technology along with crop yield and quality monitors has allowed on-field experimentation to produce data that can refine input recommendations specific to each field (Hegedus & Maxwell, 2022). Consistently accurate models to forecast crop responses to agricultural inputs and the return on investment of the inputs are essential for building trusted input recommendations.
Methods

Decision support systems require models for forecasting the response of crops to variable agricultural inputs to assess management decisions when the conditions in the future year are unknown at the decision point in time. Thus, the ability of models to predict crop responses in datasets that have been held out from the model training process are vital for forecasting crop responses and expected net-return in future years.

The two objectives of first identifying the model that best forecasts crop responses and then identifying the influence of training data (years) on making accurate forecasts of crop responses are linked, so they cannot be tested independently or in a logical order. This is because it is quite possible that different forecast models and different data configurations perform differently on different fields. It was assumed a priori that the field-specific model type that performed best for a given field would be identified by averaging forecast performance across data configurations. The influence of the data configuration of training data on prediction performance for each model type was assessed by comparing the mean root mean square error (RMSE) across fields from each model type and data configuration.

Study location

The fields used in this study were from three farms geographically distributed across Montana USA that have been participating in the On-Farm Precision Experiments (OFPE) project (https://sites.google.com/site/ofpeframework/home) at Montana State University for the past five years (Fig. 2). All fields selected were rain-fed conventional crop-fallow winter wheat systems that have available data from three years of variable rate N fertilizer rate experiments (Table 1). Variable rates were randomly applied, stratified by yield and grain protein concentration. Experiments in the first two years contained experimental plots where no N was applied. However, on farm B in 2021, an agreement with the farmer meant that the lowest experimental N fertilizer rate (N-rate) would be 56 kg ha⁻¹ instead of the statistically preferred control of zero.

Data collection

Grain yield (kg ha⁻¹) was collected every three seconds directly from farmer’s on-combine yield monitors that were calibrated prior to the harvest of each experimental field. Grain protein concentration (%) was collected every ten seconds with a combine mounted Crop-Scan 3000H (Next Instruments, Condell Park, Australia) near infrared monitor (Clancy, 2019). Thus, the response metrics were gathered on different scales, and initially collected as two datasets. As-applied N fertilizer data were collected directly from each farmer’s applicator equipment and all response and experimental data were cleaned using standard agronomic practices (Blackmore & Moore, 1999; Sudduth & Drummond, 2007; Sudduth et al., 2012). As-applied N fertilizer rates were georeferenced to the locations of each yield and protein observation in their respective datasets. Additional remotely sensed satellite covariate data were collected from the Google Earth Engine data repository (Gorelick et al., 2017) and georeferenced to the locations of each grain yield and protein concentration observation (Table 2).

Topographic data that do not change over time, such as, slope, elevation, topographic position index (TPI) and soil characteristics were derived from datasets collected in 2015, an arbitrary year across the years collected (Table 2). Temporally varying covariate data
were collected only through the year prior to the observed harvest to simulate realistic data constraints farmers would have when forecasting future crop responses. Normalized difference vegetation index (NDVI) and normalized difference water index (NDWI) were collected up to December 31st of the prior year and two years prior harvest. For example, observed harvest data from 2021 would be modeled with the maximum vegetation index values (within field pixels) between 01/01/2020 and 12/31/2021 (py = previous year) and between 01/01/2019 and 12/31/2020 (2py = two years prior). Growing degree day (GDD) data were collected across the same timeframe for only the prior year (py). Following the

**Fig. 2** Map of the seven OFPE field locations for the three selected farmer collaborators with Montana State University. Mean annual precipitation gathered from the University of Oregon’s PRISM program across 30 years (1991–2021).

**Table 1** Crop histories, field sizes and years in VRA treatment for each field

| Farm | Field | Field size (ha) | Crop history: 2014/2015/2016/2017/2018/2019/2020/2021 | Years N rate treatment |
|------|-------|----------------|---------------------------------------------------------------------------------|-----------------------|
| B    | B1    | 79             | SF/WW/CF/WW/CF/WW/CF/WW                                                       | 2017, 2019, 2021 |
| B2   | 94    | WW/CF/WW/CF/SF/WW/CF/WW                 | 2016, 2019, 2021 |
| B3   | 64    | SW/CF/WW/CF/WW/CF/WW/CF                | 2016, 2018, 2020 |
| D    | D1    | 46             | CF/WW/CF/WW/CF/WW/CF/WW                                                       | 2017, 2019, 2021 |
| D2   | 48    | WW/SW/WW/CF/WW/CF/WW/CF                | 2016, 2018, 2020 |
| D3   | 20    | SW/SW/WW/CF/WW/CF/WW/CF                | 2016, 2018, 2020 |
| I    | I1    | 94             | SW/CF/WW/CF/WW/CF/WW/CF                                                       | 2016, 2018, 2020 |

WW winter wheat, CF chemical fallow, SW spring wheat, SF safflower
| Data type | Data sources | Resolution | Years collected | Description |
|-----------|--------------|------------|----------------|-------------|
| NDVI      | Landsat 5/7/8 | 30 m       | L5: 1999–2011  | Landsat is an ongoing USGS and NASA collaboration |
|           |              |            | L7: 2012–2013  | **Bands (NIR, red)** |
|           |              |            | L8: 2014—present | L5/L7: B4 and B3 |
|           |              |            |                | L8: B5 and B4 |
| NDWI      | Landsat 5/7/8 | 30 m       | L5: 1999–2011  | Landsat is an ongoing USGS and NASA collaboration |
|           |              |            | L7: 2012–2013  | **Bands (NIR, red)** |
|           |              |            | L8: 2014—present | L5/L7: B2 and B4 |
|           |              |            |                | L8: B2 and B5 |
| Elevation | USGS NED     | ~ 10 m (1/3 arc second), ~ 23 m (3/4 arc second) | 1999-present | USGS National Elevation Dataset. Measured in meters |
| Aspect    | USGS NED     | ~ 10 m (1/3 arc second), 30 m | 1999-present | Direction the surface faces, function of neighboring elevations, in radians. Also calculated for each E/W and N/S direction as cosine and sine |
| Slope     | USGS NED     | ~ 10 m (1/3 arc second), 30 m | 1999-present | Rate of change of height from neighboring cells, in degrees. Measured in degrees |
| TPI       | USGS NED     | ~ 10 m (1/3 arc second), 30 m | 1999-present | Measure of divots and low spots as a function of neighboring elevation |
| Precipitation | DaymetV3      | 1 km    | 1999-present | Estimates from the NASA Oak Ridge National Laboratory (ORNL). Measured in mm |
| GDD       | DaymetV3     | 1 km     | 1999-present | Estimates from the NASA Oak Ridge National Laboratory (ORNL) |
| Bulkdensity | OpenLandMap   | 250 m   | 1999-present | Soil bulk density (fine earth) 10 kg/m3 averaged over 6 standard depths (0, 0.1, 0.3, 0.6, 1 and 2 m) |
| Claycontent | OpenLandMap      | 250 m | 1999-present | Clay content in % (kg/kg) averaged over 6 standard depths (0, 0.1, 0.3, 0.6, 1 and 2 m) |
| Sandcontent | OpenLandMap       | 250 m | 1999-present | Sand content in % (kg/kg) averaged over 6 standard depths (0, 0.1, 0.3, 0.6, 1 and 2 m) |
| pH (phw)   | OpenLandMap    | 250 m    | 1999-present | Soil pH in H2O averaged over 6 standard depths (0, 0.1, 0.3, 0.6, 1 and 2 m) |
| Watercontent | OpenLandMap     | 250 m | 1999-present | Soil water content (volumetric %) for 33 kPa and 1500 kPa suctions predicted and averaged over 6 standard depths (0, 0.1, 0.3, 0.6, 1 and 2 m) |
| Carboncontent | OpenLandMap    | 250 m | 1999-present | Soil organic carbon content in × 5 g/kg averaged over 6 standard depths (0, 0.1, 0.3, 0.6, 1 and 2 m) |
convention of water years, precipitation data was collected up to October 31st of the prior year. For example, observed harvest data from 2021 would be modeled with the sum of precipitation between 11/01/2019 and 10/31/2020 (py = previous year).

The influence of the magnitude of covariate measurements on model fitting was reduced by centering covariate data, where centering is the subtraction of each covariate observation from the mean of the covariate observations. Soil characteristic and topographic data were centered because there was no expectation that the distribution of the predictor would vary across years. Temporally varying data such as precipitation, GDD and vegetation index (NDVI, NDWI) data were not centered because the distribution of these predictors could vary for a field in different years, meaning that the mean used for centering these data would be different than the mean required for centering in a new dataset from a year not used or not like a year used to train the model.

Experiment design & model assessment

To make decision support systems useful for farmers, the crop response models that they use must be accurate for forecasting future crop responses and allow for quantification of the uncertainty in the forecast. To mimic reality, in which models need to forecast crop responses in a future year not represented in training data, a k-fold cross validation type design was used. Harvest, as applied fertilizer and covariate data for each of the three years that every field underwent N fertilizer experimentation were collected as described above. The crop-fallow system practiced in all the fields means harvest data from experimental years are available every other year on a 2016, 2018, 2020 or 2017, 2019, 2021 schedule. For each field, three split cases with different data configurations were created where two years of data were used for training while data from one year were held out as a test set to evaluate the ability of the model to forecast crop responses in a year with observations unseen by the model (Fig. 3).

Split configuration A represents a scenario where the two oldest years of experimental data (2016 or 2017 and 2018 or 2019, respectively) are used to train models that predicted crop responses in the most recent year (2020 or 2021). Split configuration B uses the first (2016 or 2017) and most recent years (2020 or 2021) of experimental data for training models that predicted the crop responses in the intermediary year (2018 or 2019). Split configuration C uses the most recent year (2020 or 2021) and the intermediary year (2018 or 2019) for training models that predicted crop responses in the first year of experimentation (2016 or 2017).

For each field and crop response (grain yield and grain protein concentration), the design matrix with the three data splits in Fig. 3 was applied to each of the five model

![Fig. 3 Design matrix for data configurations applied to each field for all 5 model types. Orange cells represent the years used for training in each case and blue cells represent the year used for testing in each case](image-url)
types. For each of the 210 models (three-split case design across seven fields, with five model types, for two crop responses), the root-mean square error (RMSE) was used as the metric of performance. For each of the models tested, RMSE was calculated from the observed crop responses in the test year (yield or protein) and forecasts (predictions) of crop responses in the test year made by the model fit on the training years.

**Models**

Five parametric to non-parametric models that range from using frequentist, Bayesian and machine learning approaches were fit to crop responses on each field. The models used were a modified version of a non linear sigmoid model, generalized additive model (GAM), linear and non-linear Bayesian models, and a random forest regression model. For each field, each model type was fit individually using grain yield (kg ha\(^{-1}\)) or grain protein concentration (%) as response variables with variable as-applied N fertilizer rates (kg ha\(^{-1}\)) and covariates as predictor variables (Table 3). All analysis was performed in R (R Core Team, 2021), where the OFPE package was used for all data management and analysis (Hegedus, 2020). All covariate data in training datasets were tested to avoid aliasing and covariance between predictors. No interactions were included in the models, except for in the Bayesian non-linear regression model, because analysis outline in this paper serves as the starting point for identifying the most appropriate model form for crop responses in each field. After identification of the most appropriate model form, further testing and evaluation should be performed where model variations, refinements and further feature selection are tested to generate the most accurate field specific forecasting model.

**Modified non-linear sigmoid model (beta function)**

The first model type was parametric and modified from a non-linear sigmoidal model called the beta function (Yin et al., 2003). Following the literature, a model that assumes an asymptotic nature of crop response curves to additional N fertilizer was tested here (Anselin et al., 2004; Reynolds et al., 2021; Yin et al., 2003). Initial tests compared the beta function to multiple forms of non-linear models including hyperbolic, Richards, Gompertz, Weibull and logistic forms. Selection of the beta function (Yin et al., 2003) over these other non-linear models was based on three factors; (1) the beta function yielded the lowest mean RMSE across fields for both yield and protein (Table 4), (2) the beta function required the least locking of parameters to facilitate convergence, and (3) the beta function captured the asymptotic response and a downturn of responses at high experimental N fertilizer rates.

The beta model was modified by incorporating an intercept term to represent the response of the crop at zero N-rate. Additionally, a Gaussian spatial correlation structure on the Universal Transverse Mercator (UTM) coordinates of observations to account for the spatial dependence of responses was included (De Bastiani et al., 2015; Xia et al., 2008). The beta function was fit using generalized non-linear least squares regression through the nlme package in R (Pinheiro et al., 2021). Bottom-up feature selection was performed where predictors that did not contribute to a decrease in Akaike information criterion (AIC) by two units were omitted from the model. As crop responses differed across fields, not all beta functions fit for yield or protein for a given field and set of training years have the same predictors. All final models for each field were selected from the following beta function used for yield (kg ha\(^{-1}\)) or grain protein concentration (%) forecasting, with
Table 3  Identifiers for covariates in the models below, the covariate’s data type and a description of the covariate

| Covariate ID     | Data type          | Description                                                                 |
|------------------|--------------------|-----------------------------------------------------------------------------|
| aspect<sub>cos</sub> | Aspect             | Aspect in the E/W direction                                                |
| aspect<sub>sin</sub> | Aspect             | Aspect in the N/S direction                                                |
| slope            | Slope              | Slope in degrees                                                           |
| elev             | Elevation          | Elevation in meters                                                        |
| tpi              | TPI                | Topographic Position Index                                                 |
| prec<sub>py</sub> | Precipitation      | Precipitation summed from the water year two years prior to observed data (mm) |
| gdd<sub>py</sub>  | GDD                | Growing degree days summed from the year prior                             |
| ndvi<sub>py</sub> | NDVI               | Maximum Normalized Difference Vegetation Index from across the prior year   |
| ndvi<sub>2py</sub>| NDVI               | Maximum Normalized Difference Vegetation Index from across two years prior  |
| ndwi<sub>py</sub> | NDWI               | Maximum Normalized Difference Water Index from across the prior year        |
| ndwi<sub>2py</sub>| NDWI               | Maximum Normalized Difference Water Index from across two years prior      |
| bulkdensity      | Bulk Density       | Soil bulk density (fine earth) 10× kg/m³ averaged over 6 standard depths (0, 0.1, 0.3, 0.6, 1 and 2 m) |
| claycontent      | Clay Content       | Clay content in % (kg/kg) averaged over 6 standard depths (0, 0.1, 0.3, 0.6, 1 and 2 m) |
| phw              | pH of Water        | Soil pH in H₂O averaged over 6 standard depths (0, 0.1, 0.3, 0.6, 1 and 2 m) |
| watercontent     | Water Content      | Soil water content (volumetric %) for 33 kPa and 1500 kPa suctions predicted and averaged over 6 standard depths (0, 0.1, 0.3, 0.6, 1 and 2 m) |
| carboncontent    | Carbon Content     | Soil organic carbon content in×5 g/kg averaged over 6 standard depths (0, 0.1, 0.3, 0.6, 1 and 2 m) |
a Gaussian process spatial correlation structure, and the predictors that influence the intercept term ($\alpha$);

$$R \sim \alpha + \left[ (\beta - \alpha) \times \left( 1 + \frac{\delta_2 - N}{\delta_2 - \delta_1} \right) \times \left( \frac{N}{\delta_2} \right)^{\frac{\delta_2}{\delta_1}} \right] + \text{Gaussian}(x, y) + \epsilon$$  (1)

where $R$ is yield (kg ha$^{-1}$) or grain protein concentration (%), $\alpha$ is the fit minimum yield at a zero N-rate, $\beta$ is the fit maximum yield (asymptote) at high N-rates, $N$ is the as-applied N-rate in kg ha$^{-1}$, $\delta_2$ is the fit N-rate where $\beta$ is approached, $\delta_1$ is the fit N-rate at the inflection point (center of the upturn of the curve), $\text{Gaussian}(x, y)$ is the Gaussian process spatial correlation structure, and $\epsilon$ is random error assumed to be normal and independent $N(0, \sigma^2)$. The intercept term, $\alpha$, was assumed to be influenced by all topographic variables and information from prior years;

$$\alpha \sim \alpha_0 + \alpha_1 \text{aspect}_{\cos} X \text{aspect}_{\sin} + \alpha_2 \text{slope} + \alpha_3 \text{elev} + \alpha_4 \text{pi} + \alpha_5 \text{prec}_{py} + \alpha_6 \text{gdd}_{py} + \alpha_7 \text{ndvi}_{py} + \alpha_8 \text{ndvi}_{2py} + \alpha_9 \text{ndwi}_{py} + \alpha_{10} \text{ndwi}_{2py} + \alpha_{11} \text{bulkdensity} + \alpha_{12} \text{claycontent} + \alpha_{13} \text{phw} + \alpha_{14} \text{watercontent} + \alpha_{15} \text{carboncontent}$$  (2)

where $\alpha_0 - \alpha_{15}$ were coefficients for the intercept and covariate data listed in Table 3.

**Generalized additive model (GAM)**

Staying in the non-linear realm but relaxing assumptions on the shape of the model for crop responses, a generalized additive model (GAM) was tested. Generalized additive models are a blend of semi-parametric generalized linear models with additive smoothing terms for modeling non-linear relationships between covariates and the response (Hastie & Tibshirani, 1986; Pinilla & Negrín, 2021; Wood, 2017). Despite their flexibility, the use of GAMs for modeling crop responses has been limited (Chen et al., 2019; Joshi et al., 2021). The GAMs for grain yield and grain protein concentration used gamma family distributions and thin plate splines with shrinkage for the basis functions on most of the covariates in Table 3. A gamma family distribution was selected to ensure that estimates and predictions were above zero in accordance with the reality of grain yield and grain protein concentration measurements. Shrinkage allowed estimated
degrees of freedom to fall to zero, combining the model fitting and feature selection process. The only covariates that did not use a thin plate basis function were the spatial UTM coordinates, which were included as smoothing terms with a Gaussian process basis function to account for spatial autocorrelation (Guisan et al., 2002; Zuur et al., 2012). To account for non-constant variance found in initial model fits, a log link function was used. Models were fit using the mgcv package in R (Wood, 2003; Wood et al., 2016). As crop responses differed across fields, not all GAMs for yield or protein for a given field and set of training years have the same predictors but selected from the following initial GAM with a gamma family distribution and log link function;

\[
\text{Gamma}(R, \text{link} = \log) \sim I + f_1(x, y) + f_2(\text{aspect}_{\text{eas}}, \text{aspect}_{\text{sas}}) + f_3(N) + f_4(\text{slope}) + f_5(\text{elev})
\]
\[
+ f_6(\text{tpi}) + f_7(\text{prec}_{\text{py}}) + f_8(\text{gdd}_{\text{py}}) + f_9(\text{ndvi}_{\text{py}}) + f_{10}(\text{ndvi}_{\text{py}})
\]
\[
+ f_{11}(\text{ndwi}_{\text{py}}) + f_{12}(\text{ndvi}_{\text{py}}) + f_{13}(\text{buoldensity}) + f_{14}(\text{claycontent})
\]
\[
+ f_{15}(\text{phw}) + f_{16}(\text{watercontent}) + f_{17}(\text{carboncontent}) + \epsilon
\]

(3)

where \( R \) is the expected yield (kg ha\(^{-1}\)) or grain protein concentration (%) with a gamma log link function, \( I \) is the intercept, \( f_1 \) is the tensor product of the \( x \) and \( y \) coordinate (\( x, y \)) with a Gaussian process basis function, \( f_2 \) is the tensor product of centered aspect in the E/W direction (\( \text{aspect}_{\text{eas}} \)) and aspect in the N/S direction (\( \text{aspect}_{\text{sas}} \)) with a thin plate shrinkage spline basis function, \( f_3-f_{17} \) are smoothing functions fit with maximum likelihood and thin plate shrinkage splines as the basis function for covariates listed in Table 3, and \( \epsilon \) is the random error, assumed to be normal and independent \( N(0, \sigma^2) \).

**Non-linear Bayesian regression model (Bayes NLR)**

Two Bayesian models were also tested. Bayesian approaches are commonly applied for modeling crop responses (Huang et al., 2017; Nandram et al., 2014; Ramsey, 2020) but are also used for models that influence policy such as yield gap and potential (Prost et al., 2008) and commodity prices (Drachal, 2019). The first Bayesian model used was adapted from Lawrence et al., (2015). Two modifications were made to fit this dataset and scenario, including replacing electrical conductivity data with clay content, based on the correlation between the two properties (McBratney et al., 2005a). Second, the precipitation term used as a predictor for crop responses was constrained in this model to precipitation summed across the previous year, as only this data would be available when forecasting is required to make management decisions in an upcoming year. Finally, because this data represented scattered points across a field rather than a lattice grid structure as in Lawrence et al., (2015), simultaneous spatial auto regression (SAR) was used rather than conditional auto regression (Ver Hoef et al., 2017; Wall, 2004). The base of this model was identical to Lawrence et al., (2015) where grain yield and protein were assumed to follow a normal distribution;

\[
R \sim N(\mu, \sigma_R^2)
\]

(4)

where \( R \) was the grain yield (kg ha\(^{-1}\)) or grain protein concentration (%) that followed a normal distribution with a variance, \( \sigma_R^2 \), that followed an inverse gamma distribution;
and the mean crop response, $\mu$, was defined by a non-linear crop model;

$$\mu \sim \frac{\beta_{\text{max}} \text{prec}_{py}}{1 + \exp(\beta_{\text{shp}} - \beta_1 N - \beta_2 \text{claycontent} - \beta_3 \text{claycontent} X N)} + z$$

(6)

where $N$ was the as-applied N-rate (kg ha$^{-1}$), $\text{prec}_{py}$ and $\text{claycontent}$ are defined in Table 3, and $z$ was the SAR spatial random effect;

$$z = (I - B)^{-1} \eta$$

(7)

where $\eta$ had a mean $E(\eta) \equiv 0$ and $\text{Cov}(\eta) \equiv \sigma_z^2 I$. $I$ was the identity matrix, and $B$ was the $n \times n$ spatial dependence matrix between $n_i$ and $n_j$ where $i \neq j$ and $i, j = 1, \ldots, n$ (Hooten et al., 2019).

All priors used here were the same as in Lawrence et al., (2015), where the prior for $\sigma_z^2$ followed a gamma distribution with 0.01 used for the shape and scale parameters in Eq. (5). For $\beta$ terms in Eq. (6), truncated normal distributions, $\text{TN}(0, 1000)$, were used for all terms except where $\beta_{\text{max}} = N(0, 1000)$. All Bayesian methods were executed in R using the Stan based brms package (Bürkner, 2018, 2021, 2017).

Bayesian multiple linear regression model (Bayes MLR)

The second type of Bayesian approach tested was a multiple linear regression (MLR) model. Based on initial exploration of the data (Hegedus & Maxwell, 2022), a normal distribution as the base of a SAR MLR model was used (Anselin et al., 2004; Hooten et al., 2019; Ver Hoef et al., 2018);

$$R \sim N(\mu, \sigma_e^2)$$

(8)

where $R$ was the grain yield (kg ha$^{-1}$) or grain protein concentration (%), $\sigma_e^2$ was identical in formation and priors as Eq. (5), and;

$$\mu = X\beta + z$$

(9)

where $\beta$ was the coefficient vector ($\beta_0, \ldots, \beta_{p-1}$) with $p$ the number of predictors from Table 3, $X$ is the $n \times p$ covariate matrix of covariate vectors, and $z$ was the SAR random effect. To avoid overfitting, top-down feature selection was applied and omitted covariates where dropping them from the model reduced the AIC by more than two units. Thus, Bayesian MLR models vary in their covariates between fields and splits but are all fit from the same initial model;

$$\mu \sim \beta_0 + \beta_1 N + \beta_2 \text{aspect}_{\text{cos}} \times \text{aspect}_{\text{sin}} + \beta_3 \text{slope} + \beta_4 \text{elev} + \beta_5 \text{tpi} + \beta_6 \text{prec}_{py} + \beta_7 \text{gdd}_{py} + \beta_8 \text{ndvi}_{py} + \beta_9 \text{ndvi}_{2py} + \beta_{10} \text{ndwi}_{py} + \beta_{11} \text{ndwi}_{2py} + \beta_{12} \text{bulkdensity} + \beta_{13} \text{claycontent} + \beta_{14} \text{pw} + \beta_{15} \text{watercontent} + \beta_{16} \text{carboncontent} + z$$

(10)

where predictor variables are covariates from Table 3 with uniform priors on coefficients $\beta_0 - \beta_{16}$ (Gelman, 2006), and the SAR spatial random error, $z$, defined in Eq. (7). As with the non-linear modeling, the Stan based brms package in R was used for Bayesian analyses (Bürkner, 2018, 2021, 2017).
Random forest regression (RF)

Random forest (RF) regression is an increasingly popular non-parametric machine learning method that has been used to model spatial data (Georganos et al., 2021; Jing et al., 2016), specifically crop response data (Mariano & Mónica, 2021; Marques Ramos et al., 2020; Paccioretti et al., 2021), where crop responses are estimated by the ensemble of regression trees using binary splits of observations based on covariate data. The ranger package in R was used for fitting and generating predictions (Wright & Ziegler, 2017). The predictors included in the RF models for yield and protein are in Table 3. To avoid over-fitting, top-down feature selection was performed where covariates were omitted if dropping them from the model resulted in an AIC decrease of over two units. The number of trees (ntrees) and the number of covariates sampled at each node (mtry) were optimized during the fitting process. To account for spatial effects, UTM coordinates were included as a variable definition following spatial random forest regression practices in the literature (Janatian et al., 2017; Walsh et al., 2017; Wang et al., 2017).

Net-return calculation and prediction

While predicting yield and grain protein concentration are important, the metric of interest for most farmers is net-return, as management decisions are often ultimately based on the expected profit of the given management action. However, a net-return dataset had to be created for each field and year as this data was unavailable. In Montana’s wheat systems, grain yield and protein concentration influence net-returns. A nearest neighbor analysis was performed for each split case, field and year where yield and protein were co-located into a test dataset from which the ability of models to predict net-return could be evaluated. To reduce the distance between neighbors of the differing datasets, the nearest yield measurement was georeferenced to each protein measurement because yield observations were collected at a higher density than grain protein concentration observations. To assess the ability of each model type to forecast net-returns, yield and protein were predicted from their respective models to the same locations as in the “observed” net-return dataset, predicted net-return was calculated using the modeled values, and performance was measured by the RMSE between the “observed” and predicted net-returns.

As mentioned above, protein concentration is used to calculate the wheat net-return for farmers in Montana. Farmers receive premiums or dockages to their base price based on the protein concentration of their wheat. Due to data constraints, the protein premium/dockage schedule from 2021 from one elevator in Billings, Montana was assumed for all fields and years. This schedule dictated that farmers received an additional two cents per half percent protein above 11.5% to 14% and lost eight cents per half percent protein below 11.5% to 9.5% off their received base price. Other economic data used to generate values for the economic parameters that influence net-return were gathered for each year from a combination of surveys from the United States Department of Agriculture (USDA) Economic Research Service (ERS) and the farmers in this study;

\[
P = Bp + (B0pd + B1pd \cdot \text{protein} + B2pd \cdot \text{protein}^2)
\]  

(11)
where $P$ was the final price received ($/\text{kg}^{-1}$) after imposing the protein premium/dock- age on $B_p$, the base price received ($$/\text{kg}^{-1}$), $B_{0pd}$ was the intercept of the protein premium/dockage function set by the grain elevator, $B_{1pd}$ was the coefficient on the grain protein concentration ($\%$), and $B_{2pd}$ was the coefficient on the squared protein term. The net-return, $NR$ ($$/\text{ha}^{-1}$), received was a function of the product of the yield ($\text{kg}/\text{ha}^{-1}$) and $P$, minus the cost of the applied input ($CA$) multiplied by the as-applied N-rate of the input ($AA$), the fixed costs ($FC$) associated with production ($$/\text{ha}^{-1}$) that do not include the input, and the cost per hectare of the site-specific application ($ssAC$).

\[
NR = \text{yield} \times P - CA \times AA - FC - ssAC
\]

Parameters vary across years but did not differ across fields for a given year.

### Table 5
Economic parameters used for the calculation of net-return from Eq. 6 derived from USDA ERS and farmer survey information

| Year | Base price ($B_p$) | Cost of N ($CA$) | Fixed costs ($FC$) |
|------|--------------------|------------------|--------------------|
| 2016 | $0.15 \text{ kg}^{-1}$ | $0.75 \text{ kg}^{-1}$ | $403.13 \text{ ha}^{-1}$ |
| 2017 | $0.21 \text{ kg}^{-1}$ | $1.10 \text{ kg}^{-1}$ | $424.23 \text{ ha}^{-1}$ |
| 2018 | $0.19 \text{ kg}^{-1}$ | $0.71 \text{ kg}^{-1}$ | $436.51 \text{ ha}^{-1}$ |
| 2019 | $0.16 \text{ kg}^{-1}$ | $0.75 \text{ kg}^{-1}$ | $449.18 \text{ ha}^{-1}$ |
| 2020 | $0.16 \text{ kg}^{-1}$ | $0.62 \text{ kg}^{-1}$ | $439.67 \text{ ha}^{-1}$ |
| 2021 | $0.26 \text{ kg}^{-1}$ | $0.88 \text{ kg}^{-1}$ | $450.74 \text{ ha}^{-1}$ |

### Table 6
The average RMSE of grain yield ($\text{kg ha}^{-1}$) across data splits from Fig. 3

| Field | Beta function | GAM | Bayes NLR | Bayes MLR | RF |
|-------|---------------|-----|-----------|-----------|----|
| B1    | 2440.91       | 5015.10 | **2122.44** | 2138.59 | 2412.05 |
| B2    | 2645.29       | 2149.64 | 1883.15   | 2068.48 | **1797.65** |
| B3    | 3382.39       | 3700.79 | 2660.58   | 2606.11 | **1351.07** |
| D1    | 1300.23       | 1139.24 | 1406.48   | 1085.34 | **1023.45** |
| D2    | **1464.80**   | 3726.03 | 1856.87   | 2004.08 | **1233.95** |
| D3    | **1333.05**   | 2123.18 | 1521.88   | 1537.62 | **1187.48** |
| I1    | 3146.71       | 6568.38 | **1837.13** | 6727.25 | **1002.24** |

Bolded values indicate the model type with the lowest RMSE for each field, and italic represents the second most accurate model type for forecasting crop responses in each field.

\[
NR = \text{yield} \times P - CA \times AA - FC - ssAC
\]

The RMSE values for grain yield, grain protein concentration and net-return were reported for each of the five model types, for each field and for each data split case (Fig. 3; Table 13). The first objective was to assess the accuracy of five different types of winter
wheat crop response (grain yield and grain protein concentration) forecast models using all combinations of training and holdout years (Fig. 3). The mean of the RMSE of observed and predicted grain yields were taken across the three data configurations for an average RMSE per model for each field (Table 6). These results indicate that in six out of seven fields, across any year forecasted, the RF regression resulted in the most accurate forecast of grain yield in a given test dataset with one year of data held out. Bayesian approaches were the next most accurate where, in one out of seven fields, the Bayesian NLR model had the lowest RMSE out of all the model types. In two out of seven fields the Bayesian NLR had the second lowest RMSE out of all model types. Additionally, in three out of seven fields the Bayesian MLR model had the second best RMSE. The GAM was the poorest predictive model type, with the highest RMSE out of all models in five out of seven fields.

The mean RMSE of observed and predicted grain protein concentration were calculated across the three data cases in Fig. 3 for each field (Table 7). In four out of seven fields, predictions of grain protein concentration from the RF regression had the lowest mean RMSE across data configurations and in three out of seven fields had the second lowest RMSE. The non-linear beta function had the lowest RMSE for one out of seven fields and second lowest RMSE in four out of seven fields. These results indicate that, like the RF regression models for grain yield, the RF models generated the most accurate forecasts of grain protein concentration, averaged across data configurations. On average across fields, the second-best model for forecasting grain protein concentration was the beta function. In contrast to results of grain yield models, the GAM was the best predictive model type for grain protein concentration in two out of seven fields, while the Bayesian approaches were the least accurate at forecasting protein.

The second objective was to investigate the influence of the sequence of years used for training field specific models on forecast accuracy. The mean RMSE across fields from each crop response model for each split data case in Fig. 3 was calculated where: A = first two years of experimental data were used for training and the most recent year of experimental data was the test set, B = the first and last years of experimental data were used for training and the intermediary year was the test set, C = the most recent years of experimental data were used for training and the first year of experimentation was used for testing. The mean RMSE of grain yield for each model using each data split case were taken across fields to assess which set of training years (split cases) resulted in the most accurate forecasts (Table 8). For the 2016, 2018, 2020 data collection schedules, split case C had the lowest mean RMSE of grain yield across fields for four out of the five models, with the exception

| Field | Beta function | GAM | Bayes NLR | Bayes MLR | RF |
|-------|---------------|-----|-----------|-----------|----|
| B1    | 2.50          | 3.54| 6.49      | 3.79      | 3.21|
| B2    | 3.06          | 3.78| 7.80      | 3.13      | **2.72**|
| B3    | 3.87          | **1.72**| 4.44      | 4.89      | 1.74|
| D1    | 1.57          | 2.01| 1.74      | 2.15      | **1.48**|
| D2    | 3.53          | 4.22| 4.60      | 7.30      | **1.35**|
| D3    | 1.90          | **1.34**| 3.75      | 2.08      | 1.71|
| I1    | 3.74          | 11.29| 7.40      | 9.57      | **3.11**|

Bolded values indicate the model type with the lowest RMSE for each field, and italic represents the second most accurate model type for forecasting crop responses in each field.
In the 2017, 2019, 2021 data schedule, split case C yielded the lowest mean RMSE of grain yield across fields for three out of the five models, while split case A yielded the lowest mean RMSE across fields when the GAM or Bayesian MLR model were used (Table 8).

The same assessment across data splits (Fig. 3) was performed where the models were used to forecast grain protein concentration and the mean RMSE was taken across fields (Table 9). For the 2016, 2018, 2020 data collection schedules, split case B had the lowest mean RMSE of protein across fields for four out of the five models with the exception being that split case C resulted in the lowest RMSE across fields when the Bayesian MLR was used. In the 2017, 2019, 2021 data schedule, split case C yielded the lowest mean RMSE for protein across fields for four out of the five models, while split case B yielded the lowest mean RMSE across fields when the RF regression model was used.

Accurate predictions of grain yield and protein concentration are necessary for calculating net-return, which is the metric of interest for most farmers when making decisions. Both the grain yield and protein models fit for a given field with a given model type were used to predict yield and protein in a dataset with calculated net-returns from the test year. The same tables as above were generated for summarizing the RMSE of net-returns.

The mean RMSE values for net-return were calculated across the three data split cases for each model type in each field (Table 10). The RF regression model produced the lowest mean RMSE of net-return across data split cases in four out of seven fields, and the second lowest mean RMSE in two out of seven fields. The second-best model for forecasting net-returns was the beta function, which produced the lowest RMSE of net-return across data split cases B resulted in the lowest RMSE across fields using a beta function model. In the 2017, 2019, 2021 data schedule, split case C yielded the lowest mean RMSE of grain yield across fields for three out of the five models, while split case A yielded the lowest mean RMSE across fields when the GAM or Bayesian MLR model were used (Table 8).

| Model            | Data schedule 2016–2020 | Data schedule 2017–2021 |
|------------------|--------------------------|--------------------------|
|                  | A            | B            | C            | A            | B            | C            |
| Beta function    | 1524.73      | **1324.24**  | 4146.24      | 2462.23      | 2605.47      | **1318.73**  |
| GAM              | 7987.63      | 2533.45      | **1567.68**  | **1386.21**  | 3788.27      | 3129.49      |
| Bayes NLR        | 2073.44      | 2182.08      | **1651.83**  | 1789.51      | 1876.77      | **1745.79**  |
| Bayes MLR        | 2869.12      | 5036.14      | **1751.03**  | **1285.15**  | 2220.84      | 1786.43      |
| RF               | 1205.85      | 1418.36      | **956.84**   | 1635.32      | 2379.04      | **1218.79**  |

The mean RMSE across fields for each model and split case were divided by the crop-fallow data schedule to assess differences between a 2016, 2018 and 2020 schedule and a 2017, 2019 and 2021 schedule. Bolded cells indicate the split data case (A, B or C) that had the lowest mean RMSE across fields for each model type.

| Model            | Data schedule 2016–2020 | Data schedule 2017–2021 |
|------------------|--------------------------|--------------------------|
|                  | A            | B            | C            | A            | B            | C            |
| Beta function    | 5.94         | **1.43**     | 2.42         | 2.67         | 2.26         | **2.20**     |
| GAM              | 6.85         | **3.48**     | 3.58         | 3.39         | 3.75         | **2.20**     |
| Bayes NLR        | 6.12         | **4.30**     | 4.73         | 5.94         | 6.17         | **3.92**     |
| Bayes MLR        | 6.81         | 6.467        | **4.61**     | 3.09         | 3.79         | **2.19**     |
| RF               | 1.98         | **1.77**     | 2.19         | 2.50         | **2.19**     | 2.72         |
split cases in two out of seven fields and produced the second lowest mean RMSE across data types in three out of seven fields.

As done for grain yield and protein above, the mean RMSE across fields was calculated for each data split case from Fig. 3 and model type (Table 11). For both data schedules there was no consistent split case for training and testing data across models based on the mean of net-return RMSEs across fields. In both data schedules the split test case where the intermediary year was used as the test scenario resulted in the lowest RMSE for two out of five models. Split case A and C generated the most accurate forecasts from Bayesian NLR models in the 2016–2020 and 2017–2021 data schedules, respectively. Split case C and A generated the most accurate forecasts from Bayesian MLR and RF regression models in the 2016–2020 and 2017–2021 data schedules, respectively, in juxtaposition to that of the Bayesian MLR and RF regression models.

### Discussion

Due to the variation in crop responses across fields, and the drivers of responses and net-returns, between fields and across years (Hegedus & Maxwell, 2022), it was expected that the forecast model type most appropriate for characterizing the crop response to variable

| Table 10 | The average RMSE of net-return ($ \text{ha}^{-1}$) across data splits from Fig. 3 |
|----------|------------------|-----------------|-----------------|-----------------|-----------------|
| Field    | Beta function    | GAM             | Bayes NLR       | Bayes MLR       | RF              |
| B1       | **1551.89**      | 1787.89         | 3509.56         | 1785.57         | 1585.83         |
| B2       | 1102.01          | 1354.92         | 3672.17         | 1399.27         | **816.45**      |
| B3       | **1391.43**      | 1450.85         | 2032.71         | 3283.46         | 545.12          |
| D1       | 439.47           | 443.25          | 456.42          | 430.38          | **340.17**      |
| D2       | 3058.18          | 2814.71         | **1884.18**     | 3501.24         | 561.16          |
| D3       | 770.06           | **644.03**      | 1604.63         | 950.49          | 731.64          |
| I1       | **1193.06**      | 5667.15         | 3414.23         | 2478.43         | 1307.34         |

Bolded values indicate the model type with the lowest RMSE for each field, and Italic represents the second most accurate model type for forecasting crop responses in each field.

| Table 11 | Mean RMSE of net-return ($ \text{ha}^{-1}$) across fields for each model type, where the given model type was fit for each field using the split case scenario in Fig. 3 |
|----------|--------------------------------------------------|
| Model    | Data schedule 2016–2020 | Data schedule 2017–2021 |
|          | A       | B       | C       | A       | B       | C       |
| Beta Function | 3438.38 | 632.68  | 738.49  | 943.45  | **913.63** | 1236.30  |
| GAM      | 5095.38 | 1192.54 | 1644.63 | 1180.54 | 1053.49  | 1352.03  |
| Bayes NLR| **1716.67** | 2425.12 | 2560.02 | 2340.62 | 3249.38  | **2048.14** |
| Bayes MLR| 4117.98 | 2125.07 | **1417.16** | 1065.65 | 1440.25  | 1109.31  |
| RF       | 935.39  | 728.91  | **694.65** | 676.48  | 915.61   | 1150.36  |

The mean RMSE across fields for each model and split case were divided by the crop-fallow data schedule to assess differences between a 2016, 2018 and 2020 schedule and a 2017, 2019 and 2021 schedule. Bolded cells indicate the split data case (A, B or C) that had the lowest mean RMSE across fields for each model type.
N fertilizer rates would vary across fields and depend on the years used for training the model. For both grain yield and grain protein concentration, the results indicate that the RF regression most consistently reduced the uncertainty of forecasts, based on the mean RMSE across the three test years. This contrasts with the assumption that the most appropriate model for predicting crop responses to variable N rates would vary across fields and crop responses. Yet the RF regression model should not be considered a silver bullet, despite performing best on average across fields. Despite performing best on average across fields, this simplifies field-specific variation in the most predictive model type and variation in the most predictive model for different crop responses in a given field. A RF model seems a reasonable assumption for a default model that a selection of other model types are compared against, yet the importance of testing multiple model types is demonstrated in field B1, where the Bayesian NLR regression model performed better than the RF at forecasting grain yield (Table 6). Additionally, the Beta model performed better than the RF model at predicting grain protein concentration in field B1 (Table 7). Variation in the most predictive model type for different crop responses was further illustrated when assessing the second-best model types for each field. The second-best model at predicting grain yield was typically one of the Bayesian methods (Table 6) while the beta function was typically the second-best model type at predicting grain protein concentration (Table 7).

Based on the influence of grain yield and grain protein on net-return and the results from objective 1, it was unsurprising that using RF regression for modeling both crop responses to calculate net-return tended to result in the most accurate net-return forecasts across field (Table 10). However, like the results for grain protein concentration, the second-best model across fields for generating an accurate forecast of net-returns was the beta function. In fields B1 and D3, the model type that produced the best forecasts of grain protein also produced the best forecasts of net-return. This indicates that when using models to forecast net-return there is a higher importance of generating accurate predictions of grain protein concentration compared to grain yield. If accurate grain yield predictions had a higher influence on forecasting net-return, it would be expected that the second-best model type for net-return would be the Bayesian methods. Field I1 represents an outlier to this assessment however, as the RF regression produced the most accurate forecasts of grain yield and grain protein independently (Tables 6, 7), yet when the beta function model was used for predicting both yield and protein to calculate net-return resulted in a more accurate forecast compared to when the RF regression was used for predicting yield and protein to calculate net-return (Table 10).

Net-return forecasts are important for simulating management recommendations and in forming the basis of farmer decision making. Despite the RF regression model’s dominance in forecasting, these results should not detract from the importance of the field-specificity in model selection and the difference in the most appropriate model for the different crop responses, which require confronting data from on-farm experimentation with multiple models. For example, in a hypothetical situation for a field where a given model type produces the best forecasts for yield and an alternate model type produces the best
forecasts for protein, forecasting net-returns and simulating management recommendations in a decision support tool should be based on separate models for grain yield and grain protein concentration. In the data shown in this paper, an example of this concept arises in fields B1, B3 and D3. Highlighting field B1, the Bayesian NLR model produced the best forecast for grain yield while the beta function model produced the best forecast for grain protein concentration, indicating not only that the RF regression should not be used at all in this situation, but that two separate model forms should be used for yield and protein. Thus, mixing, and matching models for grain yield and grain protein might produce more accurate forecasts of net-return.

When selecting models, consideration must be given to the weather conditions in the years that data is available for training, as some models produce better predictions in certain weather conditions than others. It was predicted that if weather conditions of the years used for training differed from the conditions of the year in the test dataset forecasts of crop responses would be less accurate compared to when the conditions in the years used for training resembled the conditions in the year of the test dataset. Since the data used in this study came from rain-fed winter wheat production fields, amount of precipitation received was judged to be the best weather condition to assess year suitability for predictions. The wettest years in the data set included 2018 and 2019, while 2020 and 2021 were, on average, the driest (Table 12).

Averaged across fields, most of the five model types generated the most accurate forecasts of grain yield in split configuration C, where the most recent two years of experimental data were used to train models that made predictions on yields in the first year of experimentation (Table 8). The out-of-sequence result is interpreted as that the most accurate forecasts of grain yield were made when training data contained a wet and dry year, which meant that the relatively dry year in the test set was reasonably represented in the training data. The least accurate forecasts of yield were made in split configuration B, where the two drier years were used for training and forecasts were made for the wet year. Having a range of weather conditions (wet and dry years) in the training dataset meant that forecasts in an unknown year were stronger compared to when data from similar weather conditions were used to train a model.

The fields analyzed were collected on two crop-fallow schedules, with the 2016 schedule containing data collected in 2016, 2018 and 2020 and the 2017 schedule containing data collected in 2017, 2019 and 2021. The influence of the configuration of training and testing data on the predictive performance of grain protein models depended on whether training and testing data came from the 2016 or 2017 data schedule (Table 9). When data came from the 2017 schedule, split configuration C resulted in the most accurate forecasts across most models, like for grain yield. However, when the data came from the 2016

### Table 12

| Year | Total precipitation (mm) | Mean precipitation (mm) |
|------|--------------------------|-------------------------|
| 2016 | 340                      | 287                     |
| 2017 | 234                      |                         |
| 2018 | 474                      | 497                     |
| 2019 | 520                      |                         |
| 2020 | 294                      | 274                     |
| 2021 | 256                      |                         |
schedule the most accurate forecasts for most models came from split configuration B, where 2016 and 2020 were used for training to predict protein concentration in 2018. The 2017 schedule was the most extreme, with both the wettest and driest precipitation years (Table 12). Additionally, the difference in precipitation between the two driest years in the 2017 schedule, 2021 and 2017, was 21.6 mm which indicates that conditions in 2021 and 2017 were very similar. Thus, if the training dataset contained either 2021 or 2017 and the test set was either 2017 or 2021, the conditions of the test set would be represented in the training data (configuration A or C). On the other hand, precipitation in the 2016 schedule had a smaller range of precipitation, but precipitation varied between years more so than in the 2017 schedule where the difference in precipitation between two driest years of the 2016 schedule, 2020 and 2016, was 47.1 mm (Table 12). This indicates that in the 2016 schedule, there is not a pair of years that are as similar as 2021 and 2017, so no data configuration existed where conditions in the test year were almost identical to conditions in a year from the training dataset.

Analysis on Montana dryland conventionally managed agroecosystems has shown that variable rate experimentation of N fertilizer inputs requires 6–8 crop years of data for model coefficients to converge and enable accurate predictions of outcomes (Lawrence et al., 2015). This further highlights the need for public research funding of long-term agricultural studies on how precision agriculture technologies can improve management recommendations that promote sustainability (DeLonge et al., 2020). The results in this paper were based off three years of crop data, below the recommended threshold, and further illustrate the importance of a larger set of data from which to train models. More accurate forecasts in unknown years are expected with more than three years of data, because more weather conditions in the training datasets will increase the likelihood that conditions in the next year will be represented in the model fitting process. The importance of representation of conditions in an upcoming year in the training data is demonstrated using the situation where the best forecast for grain yield was observed: field D1 where the RF model was used with data configuration C (Table 13). Assuming perfect representation of conditions in the next year, achieved by training the model with a subset of data containing all three years and testing in the holdout set containing all three years, the forecast accuracy was almost halved compared to when 2019 and 2021 data were used to train the model and

![Fig. 4 Predicted vs. observed grain yields (kg ha⁻¹) from field D1 using the RF regression model where 2019 and 2021 data were used for training and tested in 2017 (left) and training and test datasets were derived from all three years (right). RMSE reported in kg ha⁻¹](image-url)
tested on 2017 data (Fig. 4). As a backlog of data from varying weather years is collected, it is expected that forecasts will iteratively improve year after year until uncertainty in crop response forecasts is constrained to model structure and selection rather than limitations in the conditions represented in the training data.

A further concern over interpretation of these results, especially in selection of model training data, is the influence of the fallow year or rotation crop inclusion. The interaction of these factors with weather will take more years to refine the models and characterize the certainty in recommendations. As more data is gathered and synthesized into decision support systems via modeling efforts, researchers and scientists need to recognize potential pitfalls of their modeling approaches beyond just model selection, such as issues of scaling model results and the data used in models (Fritsch et al., 2020).

Crop response models used in decision support systems directly influence management recommendations. The certainty of input management recommendations has been sharply improved with on-farm experimentation facilitated by precision technologies, site-specific data availability and modern analytics. These results suggest continued use of on-farm experimentation to produce a backlog of data for training models in various weather conditions, crop rotations and practices so the crop response signal can emerge from the noise caused by within field crop response and weather variation. It must also be recognized that field-specific data might require confrontation with a suite of models to make the best assessment of which model to base input recommendations. These results demonstrate that modern farms have the equipment and technology to inform adaptive management through on-farm experimentation, and that adoption will rely on development of decision support systems, demonstration of the profitability of variable rate application and possible policy incentives.

Conclusion

Data generated from on-farm experimentation on seven fields were used to evaluate five different types of crop response models. The RF regression typically resulted in the most accurate forecasts of crop responses and net-returns across most fields, but not all. In some cases, the model type that produced the most accurate forecast of grain yield was not the same as the model producing the most accurate forecast of grain protein concentration. When the data used for training models was collected in years with varying weather conditions, forecasts of crop responses in a new year tended to be more accurate than when models were trained on data from similar weather conditions and used to forecast crop responses in a year with dissimilar weather conditions. When selecting crop response models for generating forecasts of net-returns and simulating management outcomes in a decision support system, field specificity in the most appropriate model type for each individual crop response should be considered. Additionally, the most appropriate model for a given crop response in each field may depend on the range of weather conditions in the years that data is available to train that model. These results are important to developers of decision support tools because selection of the underlying models used to simulate management outcomes and calculate net-returns need to consider the spatiotemporal specificity of the data available.

Appendix

See Table 13.
Table 13 Table with the RMSE for each crop response and net-return, type of model, and permutation (A, B, C) of data used for training or testing as shown in Fig. 3

| RMSE for grain yield (kg ha\(^{-1}\)) | RMSE for protein concentration % | RMSE for net-return ($ ha\(^{-1}\)) |
|--------------------------------------|---------------------------------|-----------------------------------|
| Field A | Field A | Field A | Field B | Field B | Field B | Field C | Field C | Field C |
| B1      | 3148.90 | 2935.09 | 1238.74 | B1      | 3.19    | 2.36    | 1.95    | B1      | 977.28  | 1345.10 | 2333.30 |
| B2      | 2940.79 | 3334.18 | 1660.90 | B2      | 3.37    | 3.14    | 2.67    | B2      | 1250.88 | 1040.66 | 1014.49 |
| B3      | 1584.93 | 1690.53 | 6871.70 | B3      | 8.06    | 1.72    | 1.82    | B3      | 2587.74 | 541.11  | 1045.44 |
| D1      | 1297.01 | 1547.13 | 1056.54 | D1      | 1.45    | 1.27    | 1.98    | D1      | 602.19  | 355.12  | 361.10  |
| D2      | 1622.90 | 1567.17 | 1204.33 | D2      | 8.10    | 1.02    | 1.47    | D2      | 8157.14 | 553.68  | 463.72  |
| D3      | 1744.54 | 926.49  | 1328.11 | D3      | 2.04    | 1.45    | 2.22    | D3      | 581.17  | 587.50  | 1141.51 |
| I1      | 1146.55 | 1112.78 | 7180.80 | I1      | 5.54    | 1.52    | 4.16    | I1      | 2427.47 | 848.42  | 303.29  |
| GAM     |        |        |         | GAM     |        |        |         | GAM     |        |        |        |
| B1      | 2418.55 | 5080.02 | 7546.72 | B1      | 2.84    | 6.10    | 1.67    | B1      | 862.55  | 1511.10 | 2990.01 |
| B2      | 981.91  | 4583.06 | 883.94  | B2      | 5.79    | 3.41    | 2.15    | B2      | 2315.97 | 1160.35 | 588.45  |
| B3      | 7771.55 | 2362.69 | 968.14  | B3      | 2.02    | 1.60    | 1.53    | B3      | 2760.57 | 1150.34 | 441.62  |
| D1      | 758.17  | 1701.73 | 957.82  | D1      | 1.53    | 1.75    | 2.76    | D1      | 363.11  | 489.02  | 477.62  |
| D2      | 7681.69 | 2653.18 | 843.23  | D2      | 7.28    | 3.83    | 1.53    | D2      | 6523.76 | 1461.54 | 458.82  |
| D3      | 1390.75 | 2172.43 | 2806.35 | D3      | 1.52    | 0.96    | 1.53    | D3      | 533.45  | 564.66  | 833.98  |
| I1      | 15,106.63 | 2945.50 | 1653.00 | I1      | 16.60   | 7.53    | 9.73    | I1      | 10,563.73 | 1593.62 | 4844.12 |
| Bayes NLR |        |        |         | Bayes NLR |        |        |         | Bayes NLR |        |        |        |
| B1      | 2147.47 | 1976.54 | 2243.31 | B1      | 7.71    | 7.44    | 4.31    | B1      | 3699.99 | 3725.88 | 3102.81 |
| B2      | 1848.52 | 2153.62 | 1647.32 | B2      | 8.40    | 9.34    | 5.67    | B2      | 2810.97 | 5602.23 | 2603.31 |
| B3      | 2974.07 | 2823.95 | 2183.72 | B3      | 5.39    | 3.93    | 3.99    | B3      | 1718.17 | 2244.68 | 2135.27 |
| D1      | 1372.56 | 1500.15 | 1346.72 | D1      | 1.70    | 1.74    | 1.78    | D1      | 510.91  | 420.02  | 438.31  |
| D2      | 1816.12 | 2219.94 | 1534.55 | D2      | 5.58    | 4.27    | 3.95    | D2      | 1024.08 | 2314.66 | 2313.80 |
| D3      | 1374.78 | 1919.44 | 1271.42 | D3      | 4.07    | 3.85    | 3.33    | D3      | 802.84  | 2040.95 | 1970.09 |
|       | Bayes NLR | Bayes NLR | Bayes NLR | Bayes NLR | Bayes NLR | Bayes NLR |
|-------|-----------|-----------|-----------|-----------|-----------|-----------|
| I1    | 2128.79   | 1764.97   | 1617.64   | I1        | 9.42      | 5.15      |
|       | 7.64      | I1        | 3321.58   | 3100.18   | 3820.93   |
| B1    | 2010.19   | 2578.19   | 1827.39   | B1        | 3.40      | 5.68      |
|       | 2.29      | B1        | 1034.45   | 2355.51   | 1966.75   |
| B2    | 1019.07   | 2506.86   | 2679.51   | B2        | 3.79      | 3.24      |
|       | 2.36      | B2        | 1789.97   | 1379.80   | 1028.03   |
| B3    | 4280.07   | 2239.78   | 1298.46   | B3        | 10.06     | 2.32      |
|       | 2.29      | B3        | 8177.02   | 946.31    | 727.07    |
| D1    | 826.17    | 1577.48   | 852.38    | D1        | 2.07      | 2.45      |
|       | 1.93      | D1        | 372.53    | 585.44    | 333.15    |
| D2    | 2591.85   | 2246.79   | 1173.60   | D2        | 7.59      | 4.17      |
|       | 10.15     | D2        | 5912.85   | 1657.33   | 2933.55   |
| D3    | 1518.81   | 1575.44   | 1518.61   | D3        | 2.00      | 1.86      |
|       | 2.38      | D3        | 721.41    | 905.55    | 1224.52   |
| I1    | 3085.74   | 14,082.57 | 3013.43   | I1        | 7.58      | 17.52     |
|       | 3.61      | I1        | 1660.66   | 4991.10   | 783.52    |
| RF    | 2693.10   | 2313.15   | 2229.90   | RF        | 3.42      | 2.39      |
|       | 3.82      | RF        | 809.90    | 1417.41   | 2530.17   |
| B1    | 1425.97   | 3167.28   | 799.69    | B1        | 2.64      | 2.86      |
|       | 2.65      | B1        | 812.64    | 939.62    | 697.09    |
| B2    | 1350.20   | 1676.90   | 1026.12   | B2        | 1.69      | 1.74      |
|       | 1.78      | B2        | 639.70    | 540.88    | 454.77    |
| B3    | 786.89    | 1656.70   | 626.76    | B3        | 1.43      | 1.31      |
|       | 1.70      | B3        | 406.90    | 389.80    | 223.81    |
| D1    | 822.63    | 1851.63   | 1027.60   | D1        | 1.53      | 1.20      |
|       | 1.32      | D1        | 639.13    | 637.55    | 406.80    |
| D2    | 1450.04   | 989.93    | 1122.47   | D2        | 1.57      | 1.35      |
|       | 2.21      | D2        | 584.27    | 510.87    | 1099.79   |
| D3    | 1200.55   | 1154.99   | 651.18    | D3        | 3.12      | 2.77      |
|       | 3.44      | D3        | 1878.46   | 1226.32   | 817.23    |
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