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ABSTRACT
Calibration is an essential step in radio interferometric data processing that corrects the data for systematic errors and in addition, subtracts bright foreground interference to reveal weak signals hidden in the residual. These weak and unknown signals are much sought after to reach many science goals but the effect of calibration on such signals is an ever present concern. The main reason for this is the incompleteness of the model used in calibration. Distributed calibration based on consensus optimization has been shown to mitigate the effect due to model incompleteness by calibrating data covering a wide bandwidth in a computationally efficient manner. In this paper, we study the statistical performance of direction dependent distributed calibration, i.e., the distortion caused by calibration on the residual statistics. In order to study this, we consider the mapping between the input uncalibrated data and the output residual data. We derive an analytical relationship for the influence of the input on the residual and use this to find the relationship between the input and output probability density functions. Using simulations we show that the smallest eigenvalue of the Jacobian of this mapping is a reliable indicator of the statistical performance of calibration. The analysis developed in this paper can also be applied to other data processing steps in radio interferometry such as imaging and foreground subtraction as well as to many other machine learning problems.
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1 INTRODUCTION
Many challenging science cases in modern radio astronomy are after weak signals that are hidden under noise and bright foregrounds (Exoplanets Zarka (2010); Epoch of Reionization Zaroubi (2013); Cosmic Dawn Singh et al. (2015) etc.). In order to reach these goals, the data need to be corrected for systematic errors and moreover, bright foreground interference need to be subtracted. We call both these operations as calibration and accurate and statistically unbiased calibration is essential for almost all radio interferometric observations. Consensus optimization (Boyd et al. 2011) has proven to be a computationally efficient manner of calibrating radio interferometric data (Yatawatta 2015b; Yatawatta 2016; Brossard et al. 2018; Yatawatta et al. 2017; Yatawatta et al. 2018; Ollier et al. 2018) and results based on real observations (Patil et al. 2017; Gehlot et al. 2018) have already confirmed the enhanced accuracy.

The ground truth sky model is hardly used in calibration either because of the computational complexity in evaluating such a model or simply because we never have the full information about the sky. Therefore, calibration is accurate only up to a certain extent. Because of this reason, performance measures of calibration are essential in order to build confidence in the end result which delivers the science. There are many ways to analyze the performance of calibration. Using signal estimation theory, Cramer-Rao lower bounds (CRLB) (Zmuidzinas 2003; van der Tol et al. 2007; Wijnholds & van der Veen 2009; Kazemi et al. 2012) have been used to study the asymptotic variance of estimation error of calibration parameters. However, calibration estimates the systematic errors in the data and not the weak signals of scientific interest themselves. The weak signals are hidden in the residual and translating the variance bounds to the error in the residual is cumbersome. In order to overcome this, calibration can be considered as a non-linear regression and Jacobian leverage (Cook & Weisberg 1982; St. Laurent & Cook 1992, 1993) is used in (Yatawatta 2015a; Patil et al. 2016) to directly get limits on the variance of the residuals. The performance of calibration can be measured during image formation as well. The increased variance of the residuals due to imperfect calibration is used by Bonnassieux et al. (2018) to weight the data during image formation. Coherent errors in calibration are stud-
ied as image artifacts by Grobler et al. (2014). Power spectra of residual data are used to study weak signals that can only be detected by measuring statistical anomalies. The effect of imperfect calibration on power spectra are studied in e.g., (Barry et al. 2016; Ewall-Wice et al. 2017; Monri Sardarabadi & Koopmans 2018; Joseph et al. 2018), with various approximations to calibration thus only serving as guidelines.

In this paper, we analyze the performance of direction dependent distributed calibration using consensus optimization (Yatawatta 2015b). Our analysis (which is an extension of our previous work (Yatawatta 2018)) is general and can easily be adopted for specific calibration scenarios such as traditional calibration (without using consensus) or calibration using a scalar data model (single polarization) or direction independent calibration. Furthermore, the same method of analysis can be used to study the performance of other data processing steps in radio interferometry such as imaging (Onose et al. 2016; Meillier et al. 2016; Deguignet et al. 2016; Onose et al. 2017) or foreground removal (Chapman et al. 2013; Trotta et al. 2016; Mertens et al. 2018). In addition, the same analysis can be applied to other machine learning problems as well, for instance to study over fitting (Tetko et al. 1995; Srivastava et al. 2014). As reported initially in (Yatawatta 2018), we consider the mapping between the input uncalibrated data and the output residual data, where the residual is obtained after calibration and removal of the bright foreground signals. We also consider correction of the data using the calibration solutions but only as a minor deviation from our analysis. We have derived an analytic relationship for the influence of the input data on the residual. Statistically speaking, the influence gives us a measure of robustness in calibration to outliers in the data (Hampel et al. 1986). Lower influence indicates that the residual is less affected by outliers, in particular, unmodeled signals in the data such as diffuse foregrounds. Therefore, we can use influence as a direct measure of model errors in calibration.

The statistical performance of calibration is a measure of how much the input and residual noise statistics differ. In other words, it is a measure of the distortion caused by calibration on the residual noise statistics. We use influence to relate the probability density functions (PDFs) of the input raw data and the output residual. Note that we only use our analysis to study the performance of radio interferometric calibration even though it is also possible to fine-tune various calibration parameters based on our analysis. Our previous work have already studied the selection of regularization and consensus polynomials for best calibration performance (Yatawatta 2016; Yatawatta et al. 2017; Yatawatta et al. 2018). In this paper, we show that it is possible to measure the statistical performance of radio interferometric calibration in the presence of model errors by using a single numeric value, i.e. the lowest eigenvalue of the Jacobian of the mapping between the input and the output. This enables us to process large volumes of radio interferometric data without manual checking and attach a confidence level to the output of calibration. When manual checking is feasible, it is also possible to create influence maps of the data. Unlike the effects caused by noise (which generally average to zero), the influence due to model error creates a systematic effect which can be observed by making images of the averaged influence.

The rest of the paper is organized as follows. In section 2, we summarize the performance analysis we have already developed and extend it to direction dependent calibration. In section 3, we present several case studies on the application of our analysis to study the performance of well known regression problems. We use a simulated radio interferometric observation in section 4 to test our performance analysis before drawing our conclusions in section 5.

Notation: Lower case bold letters refer to column vectors (e.g. \( \mathbf{y} \)). Upper case bold letters refer to matrices (e.g. \( \mathbf{C} \)). Unless otherwise stated, all parameters are complex numbers. The set of complex numbers is given as \( \mathbb{C} \) and the set of real numbers as \( \mathbb{R} \). The matrix inverse, pseudo-inverse, transpose, Hermitian transpose, and conjugation are referred to as \((\cdot)^{-1}, (\cdot)^{\dagger}, (\cdot)^T, (\cdot)^H, (\cdot)^*\) respectively. The matrix Kronecker product is given by \( \otimes \). The vectorized representation of a matrix is given by \( \mathbf{vec}(\cdot) \). The \( i \)-th element of a vector \( \mathbf{y} \) is given by \( y_i \). The identity matrix of size \( N \) is given by \( \mathbf{I}_N \). Estimated parameters are denoted by a hat, \( \hat{\cdot} \). All logarithms are to the base \( e \), unless stated otherwise. The Frobenius norm is given by \( \| \cdot \| \). For a scalar function \( f(\theta) \) of parameter vector \( \theta \) (length \( M \)), \( \frac{\partial f(\theta)}{\partial \theta} \) gives a row vector of derivatives (length \( M \)) while \( \frac{\partial f(\theta)}{\partial \theta} \) gives a column vector of derivatives (length \( M \)).

## 2 PERFORMANCE OF RADIO INTERFEROMETRIC CALIBRATION

We give a brief overview of radio interferometric calibration using consensus optimization (Yatawatta 2015b) and summarize the performance bounds derived in (Yatawatta 2018). Consider an array of \( N \) receiving elements with dual polarized feeds and the correlation of signals at the \( p \)-th receiver and the \( q \)-th receiver, at frequency \( f \), with proper signal delay, gives (Hamaker et al. 1996)

\[
\mathbf{V}_{pqf} = \mathbf{J}_{pf} \mathbf{C}_{pqf} \mathbf{J}_{qf}^H + \mathbf{N}_{pqf}.
\]

In (1), \( \mathbf{V}_{pqf} \in \mathbb{C}^{2 \times 2} \) is the observed data (also called as the visibilities), and \( \mathbf{J}_{pf} \mathbf{J}_{qf} \in \mathbb{C}^{2 \times 2} \) are the Jones matrices describing systematic errors at frequency \( f \), at stations \( p \) and \( q \), respectively. The Jones matrices represent the effects of the propagation medium, the beam shape and the receiver. The noise matrix is given by \( \mathbf{N}_{pqf} \in \mathbb{C}^{2 \times 2} \). The intrinsic signal on baseline \( pq \) is given by the coherency matrix \( \mathbf{C}_{pqf} \in \mathbb{C}^{2 \times 2} \) that can be pre-calculated by using the sky model (Thompson et al. 2001).

In traditional calibration, the cost function that is minimized (under Gaussian noise) is given as

\[
\mathcal{g}(\mathbf{J}_f) = \sum_{p<q} \| \mathbf{V}_{pqf} - \mathbf{A}_p \mathbf{J}_f \mathbf{C}_{pqf} (\mathbf{A}_q \mathbf{J}_f)^H \| ^2
\]

where the systematic errors for all \( N \) stations are grouped into \( \mathbf{J}_f \in \mathbb{C}^{2N \times 2} \),

\[
\mathbf{J}_f = [\mathbf{J}_{1f}^T, \mathbf{J}_{2f}^T, \ldots, \mathbf{J}_{Nf}^T]^T.
\]

Using the canonical selection matrix \( \mathbf{A}_p \in \mathbb{R}^{2 \times 2N} \), where
only the $p$-th block is $I_2 \in \mathbb{R}^{2 \times 2}$,
\begin{equation}
A_p \triangleq [0, \ldots, 0, I_2, \ldots, 0],
\end{equation}
we can select from $J_f$ the systematic errors for the station $p$ as $A_p J_f$. Note that in (2), the summation is taken over all the baselines $pq$ that are being calibrated, within a small bandwidth and time interval within which the systematic errors are assumed to be fixed.

As we have shown before, traditional calibration by solving (2) gives inferior results (Yatawatta 2015b). In contrast, distributed calibration calibrates data at all frequencies together using consensus optimization and is formulated as follows. First, we create the augmented Lagrangian as
\begin{equation}
L_f(J_f, Z, Y_f) = g_f(J_f) + \|Y_f^H(J_f - B_f Z)\| + \frac{\rho}{2}\|J_f - B_f Z\|^2
\end{equation}
where the subscript $(\cdot)$ denotes data (and parameters) at frequency $f$. In (5), $g_f(J_f)$ is the original cost function as in (2). The Lagrange multiplier is given by $\mathbf{Y}$ ($\in \mathbb{C}^{2N \times 2}$). The global variable $Z$ ($\in \mathbb{C}^{2N \times 2\times 2}$) is shared by data at all $P$ frequencies. Consensus polynomial basis (with $F$ terms) is represented by the matrix $B_f = \mathcal{H} \otimes I_{2N} (\in \mathbb{C}^{2N \times 2\times 2\times N})$ with $\mathbf{b}_f$ ($\in \mathbb{R}^{F \times L}$) representing the basis functions evaluated at frequency $f$. The regularization parameter is given by $\rho$ ($\in \mathbb{R}^+$).

The alternating direction method of multipliers (ADMM) iterations $n = 1, 2, \ldots$ for solving (5) are given as
\begin{align}
&J_f^{(n+1)} = \text{arg min}_J \quad L_f(J_f, Z^{(n)}, Y_f^{(n)}) \tag{6} \\
&Z^{(n+1)} = \text{arg min}_Z \quad \sum_f L_f((J_f^{n+1}), Z, Y_f^{(n)}) \tag{7} \\
&Y_f^{(n+1)} = (Y_f^{(n)} + \rho(J_f^{(n+1)} - B_f Z^{(n+1)})) \tag{8}
\end{align}
where we use the superscript $(\cdot)^n$ to denote the $n$-th iteration where (6) to (8) are executed in order. The steps (6) and (8) are done for each $f$ in parallel using a network of computers, thus distributing the compute load. The update of the global variable in (7) is a simple linear operation and it can be done in closed form at the fusion center.

Once we have the calibration solutions $J_f$, we perform two major operations to the data. First, we can calculate the residual $R_{pqf}$ ($\in \mathbb{C}^{2N \times 2}$) by subtracting the calibrated model from the input data as
\begin{equation}
R_{pqf} = V_{pqf} - A_p J_f C_{pqf} J_f^H A_f^T.
\end{equation}
On the other hand, we can also correct the input data to get
\begin{equation}
Q_{pqf} = (A_p J_f)^{-1} V_{pqf} (A_p J_f)^{-H}
\end{equation}
where we call $Q_{pqf}$ ($\in \mathbb{C}^{2N \times 2}$) as the corrected data. We can also combine (10) and (9) as a cascade of operations and study the overall performance but we leave that out in our analysis for simplicity. The residual (9) can also be obtained after calibration along multiple directions as we describe later.

The main idea behind our performance analysis is as follows. We consider a small change in the input and find the corresponding change in the residual or in the corrected data. In statistical terms, we measure the influence (Cook & Weisberg 1982) of each input data point on the output residual or the corrected data. At convergence (gradient is zero), the relative change between the input and the output (either the residual or the corrected data) should be as small as possible. The lower the influence, the more robust calibration is to outliers in the data (Hampel et al. 1986). Not only does the influence indicate the performance of the calibration algorithm used, but it also gives a measure of how well we have formulated our calibration problem, i.e., the sky model we have used and the noise model we have assumed.

Consider one input data point out of many that form the full observation. The visibility matrix $V_{pqf}$ in (1) is composed of 4 complex values or 8 real values for each $p, q$ and $f$. We consider one such data point as $x_{pqf}$, $q \in \mathbb{R}$ and we have implicitly assumed the $f$ dependence for simplicity of notation. This data point belongs to $p = p', q = q'$ baseline and $r \in [1, 8]$ (and we consider $f$ to be the same). We select the value of $r$ to represent one real or one imaginary value of $V_{p'q'f}$. Note that each complex number is considered as two data points. For instance, if $r = 1$, we represent the real part of $V_{p'q'f}(1, 1)$. If $r = 2$, the imaginary part of $V_{p'q'f}(1, 1)$ is selected, and so on.

Using techniques developed in (Hjørgen & Gesbert 2007; Sammel & Tappen 2009; Gould et al. 2016), we have derived the expressions for the influence of $x_{p'q'f}$ on the residual and the corrected data in (Yatawatta 2018). We have the influence on the residual as
\begin{equation}
\text{vec} \left( \frac{\partial R_{pqf}}{\partial x_{p'q'f}} \right) = \text{vec} \left( \frac{\partial N_{pqf}}{\partial x_{p'q'f}} \right) - \left( C_{pqf} J_f^H A_f^T \right) \otimes A_p \text{vec} \left( \frac{\partial J_f}{\partial x_{p'q'f}} \right).
\end{equation}
Note that vec $\left( \frac{\partial N_{pqf}}{\partial x_{p'q'f}} \right)$ in (11) is zero except when $p = p'$, $q = q'$ (and $f$ is the same). Similarly, the influence of $x_{p'q'f}$ on the corrected data is
\begin{equation}
\text{vec} \left( \frac{\partial Q_{pqf}}{\partial x_{p'q'f}} \right) = \text{vec} \left( \frac{\partial J_f}{\partial x_{p'q'f}} \right)
\end{equation}
and the proof is given in appendix A.

The closed form expressions (11) and (12) are dependent on
\begin{equation}
\text{vec} \left( \frac{\partial J_f}{\partial x_{p'q'f}} \right) = (\text{D}\text{grad}(g_f(J_f)))
\end{equation}
where $\text{D}\text{grad}(g_f(J_f))$ is formed by the consensus polynomial used in (5) and is independent of $\rho$ (Yatawatta 2018). The Hessian of the cost function $g_f(J_f)$ is given as
\begin{equation}
\text{D}\text{grad}(g_f(J_f)) = \sum_{p, q} \left( -C_{pqf}^T \otimes A_f^T R_{pqf} A_q - C_{pqf}^T \otimes A_q^T R_{pqf} A_p \
+ (C_{pqf} J_f^H A_q^T A_f J_f C_{pqf})^T \otimes A_q^T A_p \
+ (C_{pqf} J_f^H A_f^T A_p J_f C_{pqf})^T \otimes A_f^T A_q \right)
\end{equation}
where we express it as a function of $R_{pqf}$ and not as a function of input $V_{pqf}$. This makes it easier to analyze calibration along multiple directions as we show later.

We can make several key conclusions using (13) and (14):

- By making $\rho = 0$ in (13), we get the performance of traditional calibration without consensus (i.e., data at each frequency are calibrated independently), but of course this assumes that the solutions are the same for both cases. We also see that by increasing $\rho$, the relative change of the solutions due to the input goes down.
- The value of $F$ in (13) depends only on the consensus polynomials $B_f$ chosen in (5). Therefore, we can use (13) to evaluate the performance of various polynomial basis functions used to construct $B_f$.
- Consider a (hypothetical) perfect calibration, where $R_{pqf} = 0$ and $J_f$ is known. Even in this case, for a source with non zero $C_{pqf}$, we see that $\mathcal{D}_2 \text{grad}(g_f(J_f))$ in (14) is not zero. The value of (13) for this hypothetical scenario is the theoretical bound in $\frac{\partial f_k}{\partial x_{pqf'}}$, that we can achieve with perfect calibration.

The residual of a typical radio interferometric observation is obtained after calibration along many directions (or clusters of sources (Kazemi et al. 2011a)) in the sky, not just one direction. Therefore, we extend the result (11) to multi-directional calibration as follows. Consider calibration along $K$ directions, where the direction indices $\{1,2,\ldots,K\}$ are represented as the set $C$. We find the residual by subtracting a set of directions whose indices are in the set $S$. Note that $S \subseteq C$ and in most cases $S = C$. However, there are exceptions to this. For instance, we might be interested in preserving the signal along one direction in the sky (where the scientific interest lies) while removing sources in all other directions. In this case, we calibrate along $K$ directions but find the residual by only subtracting signals from $K-1$ directions while preserving the signal along the interesting direction. Another example where $S \subset C$ is when we only have an approximate model for certain signals in the sky. For instance, we might have an approximate model for the diffuse, large scale structure in the sky and we can use this approximate model in calibration but we do not subtract this from the data.

We use superscripts ($^k$ and $^f$ to denote $k$-th and $f$-th respectively, directions. At convergence, the effective data seen by the $k$-th direction ($k \in C$) is (Kazemi et al. 2011b)

$$V_{pqf} = V_{pqf} - \sum_{l \in C, l \neq k} J_{pqf}^l C_{pqf}^l (J_{qlf}^l)^H.$$  \hfill (15)

The solution can be found by minimizing the cost function (2) per each direction by using the expectation maximization (EM) algorithm (Kazemi et al. 2011b). At convergence, any other method of calibration will also lead to the same solution and therefore the following derivations based on the EM algorithm hold for any other method of calibration. The residual seen by the $k$-th direction at convergence is

$$R_{pqf} = V_{pqf} - (J_{pqf}^k C_{pqf}^k (J_{qlf}^k)^H)$$  \hfill (16)

and substituting $V_{pqf}^k$ in (15) to (16) we see that $R_{pqf}^k$ is the same for all $k \in C$. Hence we have a common residual $R_{pqf} = R_{pqf}^k$ for all $k$. Moreover, in evaluating (14) for the $k$-th direction, only the coherences $C_{pqf}^k$ and the solutions $J_{pqf}^k$ depend on $k$.

Now consider the case where $S \neq C$, i.e., the residual produced as the output is not equal to the residual used by the calibration algorithm. In that case, the residual produced as the output is

$$\tilde{R}_{pqf} = V_{pqf} - \sum_{l \in S} J_{pqf}^l C_{pqf}^l (J_{qlf}^l)^H$$  \hfill (17)

and using the same indices $p',q',r$ as in (11) and using the linearity of differentiation, we get

$$\text{vec} \left( \frac{\partial \tilde{R}_{pqf}}{\partial x_{pqf'}} \right) = \text{vec} \left( \frac{\partial V_{pqf}}{\partial x_{pqf'}} \right) - \sum_{k \in S} \left( C_{pqf}^k (J_{pqf}^k)^H A_q \right)^T A_p \text{vec} \left( \frac{\partial J_{pqf}^k}{\partial x_{pqf'}} \right).$$  \hfill (18)

Note that the residual used to evaluate $\left( \frac{\partial f_k}{\partial x_{pqf'}} \right)$ in (18) is given by (16) and is not equal to $\tilde{R}_{pqf}$ when $S \neq C$. Otherwise, the expressions needed to evaluate (18) are similar to the single direction case as given in (13) and (14).

The expressions presented thus far are in a space of complex matrices, and we convert them into expressions in a space of real vectors (Yatawatta 2018) to study the statistical relationships between the input data and the output residual. We consider a model

$$x = s(\theta) + n \quad \hfill (19)$$

where $\theta (\in \mathbb{R}^{M \times 1})$ is the real parameter vector that is estimated by calibration. The elements of $\theta$ are the elements of $J_{pqf}$, with real and imaginary parts considered separately. The input data $x (\in \mathbb{R}^{D \times 1})$ is composed of the values of $V_{pqf}$ in (1). The model $s(\theta)$ is a mapping between $\mathbb{R}^{M \times 1}$ and $\mathbb{R}^{D \times 1}$.

For a single time sample, $D = 8N(N-1)/2$ because each (unique) cross correlation produces 8 real data points. However, $D$ can be larger than this value if more than one time sample is calibrated to obtain a common solution. One element of $x$ is $x_{pqf'}$ which was considered in (11) and in (12). To shorten our notation, we use $x_m$ to represent $x_{pqf'}$ where $m$ is the $m$-th element of $x$. Note that we always have a one-to-one (bijective) mapping between $p'q'r$ and $m$.

Calibration is essentially minimizing a cost function

$$f(x, \theta), \quad \tilde{\theta} = \arg \min_{\theta} f(x, \theta)$$  \hfill (20)

to get $\tilde{\theta}$ as our solution. Note that $f(x, \theta)$ need not have any direct relationship with the model $s(\theta)$. For instance, we can have additional terms than just $s(\theta)$ for regularization. Other noise models such as Student’s t (Kazemi & Yatawatta 2013) or spherically invariant random processes (Ollier et al. 2017) will yield other more exotic cost functions.

The output $y (\in \mathbb{R}^{D \times 1})$ is the residual using the calibration solution $\tilde{\theta}$

$$y = x - s(\tilde{\theta})$$  \hfill (21)

which can also be expressed as

$$y = T(x)$$  \hfill (22)
where $\mathbf{T}(\cdot)$ is a one-to-one mapping between the input $\mathbf{x}$ and the output $\mathbf{y}$.

Using (22) we can relate the PDFs of the input and the output as (Fessler 1998)

$$p_y(y) = |\mathbf{J}| = \frac{p_x(x)}{|\mathbf{T}(\mathbf{x})|}$$

where $\mathbf{J}$ is the Jacobian of the mapping $\mathbf{T}(\cdot)$, i.e.,

$$\mathbf{J} = \begin{bmatrix} \frac{\partial y_1}{\partial x_1} & \frac{\partial y_1}{\partial x_2} & \cdots & \frac{\partial y_1}{\partial x_D} \\ \frac{\partial y_2}{\partial x_1} & \frac{\partial y_2}{\partial x_2} & \cdots & \frac{\partial y_2}{\partial x_D} \\ \vdots & \vdots & \ddots & \vdots \\ \frac{\partial y_D}{\partial x_1} & \frac{\partial y_D}{\partial x_2} & \cdots & \frac{\partial y_D}{\partial x_D} \end{bmatrix}$$

As shown in Yatawatta (2018), the determinant of the Jacobian of $\mathbf{T}(\cdot)$ can be expressed as (Ipsen & Lee 2011)

$$|\mathbf{J}| = \exp \left( \sum_{i=1}^{D} \log \left( 1 + \lambda_i(\mathbf{A}) \right) \right)$$

The value of $|\mathbf{J}|$ is entirely dependent on the values of $\lambda_i(\mathbf{A})$ which are the eigenvalues of $\mathbf{A} \in \mathbb{R}^{D \times D}$.

$$\mathbf{A} \triangleq \frac{\partial^2 \mathbf{x}(\mathbf{x}, \theta)}{\partial \theta \partial \theta^T} \bigg|_{\theta = \hat{\theta}}$$

and

$$\mathbf{A} \in \mathbb{R}^{D \times D}$$

Evaluating (24) or (26) can be done in closed form using (18) for a general direction dependent calibration. There are several ways to minimize the computational cost for large $D$.

First, we can select a subset of rows and columns from (24) to consider a reduced one-to-one mapping (by selecting the same set of rows and columns, see appendix B). Averaging is another possible option, where (24) is averaged over a small time and frequency interval. Normally calibration is also performed over a small time and frequency interval and the same interval can be used to average entries in (24). We can develop this averaging further by noting that $D$ data points create $D^2$ values in (24) and if we can average this down to $D$ values, we can replace the residual $\mathbf{y}$ by the averaged influence values and feed it to imaging routines. An obvious way to do this is to average each row (or column) to a single value. Row averaging would give us the average influence of each output data point created by all input data points and column averaging would give us the converse. Considering each element of (24) as a gradient, we see that averaging is a way to reduce variance due to noise and reveal systematic trends (Wang et al. 2013), especially due to outliers in the data. We call this averaging over rows and making images of the averaged influence as influence mapping.

The statistical distortion of the residual $\mathbf{y}$ with respect to the input $\mathbf{x}$ is given by (23). Finding this involves finding the eigenvalues of $\mathbf{A}$ in (26) (which is also dependent on $\mathbf{y}$) which is an expensive task for large $D$. Assume the ideal case where we directly observe the signal we want, i.e., $\mathbf{y} = \mathbf{x}$. No calibration needs to be done and $\mathbf{T}(\cdot)$ is the identity mapping. In this case, $|\mathbf{J}| = 1$ and $\lambda_i(\mathbf{A}) = 0$ (or $1 + \lambda_i(\mathbf{A}) = 1$) for all $i$. By considering the realistic situation to be a slight deviation from the ideal case, we can look at the dominant eigenvalues (largest magnitude) of $\mathbf{A}$ and consider their deviation from the ideal case as a measure of the statistical distortion due to calibration. We can use iterative methods (such as the implicitly restarted Arnoldi method (Lehoucq et al. 1998)) to find the dominant eigenvalues and we do not have to construct the full matrix $\mathbf{A}$. The inversion of $(\mathbf{f}_{\text{inv}}(\mathbf{x}, \theta))$ in (26) is not explicitly needed because we can also use iterative algorithms to solve a linear system of equations, for instance we can use Richardson iterations (Richardson 1911) to replace the inversion of $(\mathbf{f}_{\text{inv}}(\mathbf{x}, \theta))$. In fact, as we shall see in section 4, we only need to find one eigenvalue of $\mathbf{A}$ to get a practical performance measure.

We have derived expressions for the statistical performance of direction dependent radio interferometric calibration or for the distortion of output statistics due to calibration. The obvious question one can ask is how to invert this distortion to get back the original statistics. For instance, this distortion can be seen as mode mixing (Hazelton et al. 2013) in residual power spectra. The inversion of (23) is complicated due to the large dimensionality of $\mathbf{x}$ and $\mathbf{y}$. In future work, we shall seek simplifications of this relationship, for instance by using copula theory (Charpentier et al. 2007).

We use the expressions given in this section to analyze the performance of radio interferometric calibration in section 4. Before doing that, in order to help build our understanding, we give two case studies of well known regression examples in section 3.

3 CASE STUDIES

The objective of this section is twofold. First, we look at simple and well known regression examples to help build our understanding of the performance measures developed in section 2. This enables us to compare the performance of radio interferometric calibration with, e.g., linear regression. Secondly, we show the utility of the method of analysis presented in section 2 in analyzing the performance of other machine learning examples.

3.1 Linear model

We consider a simple example that is well studied, i.e., a linear system

$$\mathbf{x} = \mathbf{A}\theta + \mathbf{n}$$

where $\mathbf{A} \in \mathbb{R}^{D \times M}$ is a known matrix of rank $M$, $\mathbf{x} \in \mathbb{R}^{D \times 1}$ is the observed data, and $\mathbf{n} \in \mathbb{R}^{D \times 1}$ is the noise. There are many applications of this in radio astronomy as well, too numerous to mention here individually. We have a linear model

$$\mathbf{s}(\theta) = \mathbf{A}\theta$$

where $\theta \in \mathbb{R}^{M \times 1}$ is the unknown parameter vector. Consider using a least squares cost function with regularization $\beta \in \mathbb{R}^+$ (ridge regression)

$$f(\mathbf{x}, \theta) = (\mathbf{x} - \mathbf{A}\theta)^T(\mathbf{x} - \mathbf{A}\theta) + \beta\theta^T\theta$$

where $\mathbf{y} = \mathbf{x}$. No
to find $\theta$. The gradient of the cost function is

$$\frac{\partial f(x, \theta)}{\partial \theta} = 2 \left( \mathbf{A}^T \mathbf{x} + (\mathbf{A}^T \mathbf{A} + \beta \mathbf{I}_M) \theta \right)$$

(32)

and equating this to $0$ gives the solution

$$\hat{\theta} = (\mathbf{A}^T \mathbf{A} + \beta \mathbf{I}_M)^{-1} \mathbf{A}^T \mathbf{x}.$$  

(33)

In order to study the performance using (26), we need

$$\frac{\partial^2 f(x, \theta)}{\partial \theta^T \partial \theta} = 2 (\mathbf{A}^T \mathbf{A} + \beta \mathbf{I}_M),$$

(35)

where $\mathbf{e}_m \in \mathbb{R}^{M \times 1}$ is the canonical vector with a 1 at the $m$th location and otherwise zero. Substituting (34), (35), and (36) to (26) we get

$$\mathcal{A} = -\mathbf{A} (\mathbf{A}^T \mathbf{A} + \beta \mathbf{I}_M)^{-1} \mathbf{A}^T$$

(37)

for this example. When $\beta = 0$, (37) is the well known (negative) hat matrix or the projection matrix (Cook & Weisberg 1982), that has $M$ eigenvalues with value $-1$ and the rest of the eigenvalues are zero (assuming $D > M$). Therefore, $|\mathcal{J}| = 0$ and (23) is undefined (Fessler 1998). Hence it is better to study the eigenvalues $\lambda(\mathcal{A})$ rather than the determinant in this example. Our interest here is to study the statistics of the residual $\mathbf{x} - \hat{\mathbf{A}} \hat{\theta}$ and try to see how different it is from the statistics of the noise $\mathbf{n}$. Ideally we want $|\mathcal{J}| = 1$ so all eigenvalues of $\mathcal{A}$ should be zero and $1 + \lambda(\mathcal{A})$ should be equal to 1. We can do this by making $\beta = \infty$ but this gives a practically unusable result because the solution $\hat{\theta}$ becomes zero.

As a numerical example of ridge regression, we consider a source model construction using shapelet basis functions (Yatawatta 2011). We have an image of a radio source of size $128 \times 128$ pixels, so $D = 128 \times 128 = 16384$. We use a rectangular shapelet basis with $M = 9 \times 9 = 81$ basis functions (normalized to have $|\mathbf{A}| = 1$). We decompose the image into the $M$ basis to create a source model. We have shown the eigenspectrum $1 + \lambda(\mathcal{A})$ for $100$ dominant eigenvalues of $\mathcal{A}$ for various values of $\beta$ in Fig. 1.

As expected, when $\beta = 0$, $\mathcal{A}$ has $M$ eigenvalues with value $-1$ and therefore $1 + \lambda(\mathcal{A}) = 0$ as seen in Fig. 1. The remaining $D - M$ values of $1 + \lambda(\mathcal{A})$ are always $1$. Moreover, as the value of $\beta$ increases, we see that the values of $1 + \lambda(\mathcal{A})$ are approaching $1$. For the extreme case of $\beta = \infty$, we get all $1 + \lambda(\mathcal{A}) = 1$ but we will not get a usable model for the source as the solution $\theta$ becomes zero.

The selection of $\beta$ for best performance depends on the application, but we should note that if we are interested in studying the noise statistics by looking at the residual, any finite value of $\beta$ will result in a distortion. There is also the well known trade off between the bias and the variance of the residuals (Geman et al. 1992) that can be used to choose an appropriate value for $\beta$.

3.2 Quadratic model

We consider the simplest non-linear system, i.e., a quadratic model. The observed data $\mathbf{X} \in \mathbb{R}^{N \times M}$ is given as

$$\mathbf{X} = \mathbf{A} \theta \theta^T + \mathbf{N}$$

(38)

where $\mathbf{A} \in \mathbb{R}^{N \times M}$ is the model matrix, $\theta \in \mathbb{R}^{M \times 1}$ is the parameter vector and $\mathbf{N} \in \mathbb{R}^{N \times M}$ is the noise. The total number of data points observed is $D = N \times M$ and this can be written as a vector $\mathbf{x} = \text{vec}(\mathbf{X})$.

One major difference compared to the linear model in section 3.1 is that the solutions for $\theta \in \mathbb{R}^{M \times 1}$ need not be unique, i.e., if $\hat{\theta}$ is a solution, then $-\hat{\theta}$ is also a solution. The quadratic model is

$$\mathbf{S}(\theta) = \mathbf{A} \theta \theta^T, \; \mathbf{s}(\theta) = \text{vec}(\mathbf{S}(\theta))$$

(39)

with $\mathbf{s}(\theta) \in \mathbb{R}^{D \times 1}$. We use the cost function

$$f(\mathbf{X}, \theta) = \text{tr} (\mathbf{X} - \mathbf{A} \theta \theta^T) \mathbf{X} - \mathbf{A} \theta \theta^T \mathbf{A} \theta$$

(40)

where $\mathbf{B} \in \mathbb{R}^+$ is the regularization parameter.

After some matrix algebra, we get the gradient of the cost function as

$$\frac{\partial f(\mathbf{X}, \theta)}{\partial \theta} = 2 \left( \mathbf{X}^T \mathbf{A} - \mathbf{A}^T \mathbf{X} + \mathbf{A}^T \mathbf{A} \theta \theta^T + \theta \theta^T \mathbf{A}^T \mathbf{A} + \beta \mathbf{I}_M \right) \theta$$

(41)

and we do not have a closed form solution $\hat{\theta}$ and need numerical optimization to minimize (40). Using the solution, we calculate the residual

$$\mathbf{R} = \mathbf{X} - \mathbf{A} \theta \theta^T.$$  

(42)

In order to study the performance, we need

$$\frac{\partial \mathbf{S}(\theta)}{\partial \theta} = \theta \otimes \mathbf{A} + \mathbf{I}_M \otimes \mathbf{A} \theta,$$

(43)

and

$$\frac{\partial^2 f(\mathbf{X}, \theta)}{\partial \theta^T \partial \theta} = 2 \left( - \mathbf{R}^T \mathbf{A} - \mathbf{A}^T \mathbf{R} + \beta \mathbf{I}_M + \theta \theta^T \mathbf{A} \right)$$

(44)

$$+ \theta \theta^T \mathbf{A} \theta + \theta \theta^T \mathbf{A} \theta \otimes \mathbf{I}_M + \mathbf{I}_M \otimes \mathbf{A} \theta$$

and

$$\frac{\partial^2 f(\mathbf{X}, \theta)}{\partial \theta \partial \mathbf{X}} = -2 \left( (\mathbf{A} \theta)^T \mathbf{I}_M \mathbf{K}_\mathbf{X} + \theta \theta^T \mathbf{A} \right) \mathbf{e}_m$$

(45)

for $\mathbf{e}_m$ being one element from $\mathbf{x}$ ($m \in [1, D]$). Note that $\mathbf{K}_\mathbf{X}$ in (45) is the commutation matrix such that $\mathbf{K}_\mathbf{X} \text{vec}(\mathbf{X}) = \text{vec}(\mathbf{X}^T)$.

We simulate a quadratic system with $N = 15$ and $M = 16384$. The ridge regression lowest $100$ values of $1 + \lambda(\mathcal{A})$ for various values of regularization $\beta$. 

![Figure 1. Ridge regression lowest 100 values of 1+$\lambda(\mathcal{A})$ for various values of regularization $\beta$.](image-url)
20. The entries of $A$ and ground truth $\theta$ are generated from a standard normal distribution. In order to create model errors, we generate a sparse error matrix $A_\varepsilon$ that has $NM/3$ non-zero entries. These non-zero entries are also generated from a standard normal distribution. Afterwards $A_\varepsilon$ is scaled for a given $\gamma$ where $\gamma = \frac{|A_\varepsilon|}{A}$. When we calculate $X$ in (38), we use $A' = A + A_\varepsilon$ instead of $A$ and we add noise matrix $N$ with signal to noise ratio (SNR) $\frac{|N|}{|X|}$ being equal to 30.

For finding $\hat{\theta}$ and for the evaluation of (43), (44) and (45), we use $A$ and not the ground truth model $A'$. Moreover, we use $\theta = \hat{\theta}$ for the evaluation of (43), (44) and (45).

In Fig. 2, we have shown 40 eigenvalues $1 + \lambda(A)$ (out of $D = 500$). The remaining eigenvalues are all equal to 1. We have used low and high regularization $\beta$ as well as low and high model error $\gamma$ to generate the eigenspectra in Fig. 2. The key observation in Fig. 2 is the behavior of the lowest $1 + \lambda(A)$ at index $i = 1$. With high model error and low regularization, this value is negative, clearly indicating that the estimation of $\theta$ has failed. Even with high regularization $\beta = 100$, this value remains close to zero. This is due to the ambiguity of the possible solutions to $\theta$ and has nothing to do with the model $A$ but more to do with the degrees of freedom (Cook & Weisberg 1982). Increasing $\beta$ further would move all values of $1 + \lambda(A)$ to 1, as we have already seen in Fig. 1, but that would not necessarily give the best solution to $\theta$.

In section 4, we will produce analogous plots of the eigenspectra of a radio interferometric calibration example. The inherent degeneracies, the model error and the regularization all act together in radio interferometric calibration and the examples we have presented in this section will be helpful to understand them in section 4.

4 RADIO INTERFEROMETRIC SIMULATIONS

We simulate an observation with $N = 47$ stations, with the array geometry similar to the geometry presented in Yatawatta et al. (2013). Each calibration run uses 5 time samples of integration time 10 seconds each with each sample consisting of $N(N - 1)/2 = 1081$ baselines. For consensus optimization, we use $P = 24$ frequencies, spread over the range [115, 185] MHz. We use a Bernstein polynomial with 3 terms as the consensus polynomial. The systematic errors are generated with the reference frequency at $f_0 = 150$ MHz, and smoothness in frequency enforced by polynomials similar to the one used by the simulations in (Yatawatta 2015b).

To elaborate, we use a polynomial in frequency $f$, given as $\sum_{i=0}^{G} (\gamma_i + \delta_i) \left( \frac{f - f_0}{f_0} \right)^i$ where $\gamma_i, \delta_i$ are also drawn from a uniform distribution $U(0,1)$ and $G = 4$ (per each station and each direction in the sky). The systematic errors $J_{p k,f}$ at $f = f_0$, for all directions in the sky $k$ and for all stations $p$, are generated to have complex Gaussian entries with zero mean and unit variance and are multiplied by the aforementioned polynomial in frequency to get values at $f$.

The sky model consists of $K$ point sources with fluxes in the range [1.5, 15] Jy and their positions are uniform randomly distributed over a field of view of 7 × 7 square degrees. The sky also has an unknown (not part of the calibration model) Gaussian, at the phase center, with a spatial scale of a few arc minutes that affect the baselines that are shorter than about 2000 wavelengths. The peak flux of the Gaussian is scaled as a fraction of the point source with lowest flux. The observed data consists of the $K$ point source signals (corrupted by systematic errors along each direction) plus the Gaussian, and finally, Gaussian noise with a signal to noise ratio of 50 is also added to the simulated signal. The results presented in the following examples are at a frequency closest to the reference frequency, i.e., at 151.5 MHz but we see similar results at other frequencies as well.

In Fig. 3, we show the simulated visibility’s amplitude of the XX correlation, plotted against the baseline length. We also show the contribution due to the model error (the Gaussian), which is hidden in the simulated data and which is affecting only the short baselines.

We perform calibration using 5 time samples for various values of $K, \rho$ and the peak value of the Gaussian foreground. Unless stated otherwise, for each situation where $K, \rho$ or the Gaussian foreground amplitude is varied, we perform 10 Monte Carlo runs, where we randomly generate the source positions in the sky, the systematic errors and the additive noise. What is shown in the following is the averaged eigen-
spectra over all 10 Monte Carlo runs. When $\rho = 0$, consensus optimization is not performed, hence it corresponds to traditional calibration. Based on our previous work (Yatawatta 2016), we use $\rho = 500$ for a source of peak flux 15 Jy and the values of $\rho$ for other sources are scaled linearly according to their flux. During traditional calibration we use 100 iterations and during distributed calibration, we use 40 ADMM iterations and 20 inner iterations for (6).

With 5 time samples and 1081 baselines, we have $D = 5 \times 1081 \times 8$ and finding eigenvalues of the full $\mathcal{A}$ in (25) is expensive. We select a subset of rows and columns from the Jacobian, and we only consider the mapping of the real part of $XX$ correlation (from input to the output residual), averaged over the 5 time samples. Therefore, we have a reduced matrix $\mathcal{A}$ of size $1081 \times 1081$. We show the smallest 3N values of $1 + \lambda(\mathcal{A})$ in Figs. 4 and 5 for various calibration scenarios.

In Fig. 4, we have kept the peak of the foreground Gaussian flux at $1$, i.e., at 1.5 Jy and we have varied $K$. We show results for calibration along one direction ($K = 1$) and for calibration along $K = 5$ directions. In both cases, we show the performance of calibration without consensus optimization ($\rho = 0$) and with consensus optimization ($\rho > 0$). One might conclude that calibration over multiple directions ($K = 5$) gives worse performance than calibration over a single direction ($K = 1$), especially for $\rho = 0$. This result needs further explanation. What is shown in Fig. 4 in fact is a measure of the distortion of the residual statistics due to calibration, with eigenspectra that are much lower than 1 indicating more distortion. This agrees with what has been observed, for instance in terms of the suppression of diffuse foregrounds (Patil et al. 2016) where the suppression increases with increasing $K$. However, this is not the only criterion for selecting $K$ for calibration. Depending on an observation, we might have no other choice but to subtract all interfering sources in the sky to reach the desired result. Nonetheless, we should keep in mind that this comes at a price, i.e., the statistical distortion to the residual.

In Fig. 5, we consider calibration along $K = 5$ directions. We have changed the peak value of the Gaussian foreground (that acts as a model error) as a fraction ($\times 0.1$ and $\times 10$) of the weakest source in the sky model, i.e., 1.5 Jy. It is clear that conventional calibration ($\rho = 0$) is affected more by errors in the sky model. The eigenspectra for distributed calibration ($\rho > 0$) also get affected, but to a lesser extent. We can compare the well known regression problems presented in Figs. 1 and 2 to the results based on radio interferometric calibration in Figs. 4 and 5. To summarize, we can consider radio interferometric calibration as a non-linear regression as well and try to improve our understanding of its performance by using the knowledge of non-linear regression (Cook & Weisberg 1982; Hampel et al. 1986).

From Figs. 4 and 5 we can conclude that just by looking at the lowest value of $1 + \lambda(\mathcal{A})$, we can have a reasonable measure on the statistical performance of calibration. This is especially relevant when manual checking (to look at the full eigenspectrum) is not possible, for instance in pipeline processing. Finding only one eigenvalue also cuts down the computational cost because we can use iterative algorithms (Lehoucq et al. 1998). On the other hand, we also observe that when $\rho > 0$, the relative change in the lowest value of $1 + \lambda(\mathcal{A})$ is small. To observe subtle differences in performance, we can produce influence maps as discussed in section 2.

In Fig. 6, we show the influence map made by averaging elements in (24). Instead of the writing back the residual $y$ as output (in which case each $y_i$ is written as the $i$-th data point), we find the average of $\frac{\partial \lambda}{\partial y_j}$ (averaged over all values of $j$) and write this as the $i$-th data point. To have enough sampling in the Fourier space, we perform calibration on a dataset with 125 time samples (which is about 21 minutes of integration) using 5 time samples per each calibration. The sky model ($K = 5$) and the foreground error Gaussian is kept fixed throughout the total integration but the systematic errors and the noise are re-generated for each 5 time samples.

We show the dirty images with a pixel size of $2'' \times 2''$ in Fig. 6 for two different scenarios. On the left, we have high noise (with SNR= 5) while model error is low ($\times 0.1$) and on the right, we have lower noise (with SNR=50) and model error is higher ($\times 1$). We see that averaging $\frac{\partial \lambda}{\partial y_j}$ enhances the systematic effect due to the model error while the systematic effects due to the noise are more random.
Influence maps (real XX) for calibration along $K = 5$ directions using a short integration of about 21 minutes. Both images have same intensity scale (left) low model error, high noise (right) high model error, low noise.

and thus are less prominent. Further investigations using influence mapping is left as future work.

5 CONCLUSIONS

We have developed an analytic framework to measure the statistical performance of direction dependent, distributed radio interferometric calibration. We have also applied our analysis to two well known regression problems. By comparing the eigenspectra of the Jacobian of the example regression problems with the one obtained in radio interferometric calibration, we see that essentially all are similar. Therefore, there is opportunity to re-use ideas developed in radio interferometric calibration as a simple diagnostic or a measure of confidence on the performance of calibration, we can use the smallest eigenvalue of the Jacobian and going further, influence mapping can visualize more subtle effects. The techniques presented in this paper can be extended in many ways. For instance, since we have determined the relationship between the input and output PDFs, we can recover the power spectra of the original signal (input) by correcting the residual power spectra. Furthermore, we can apply the same techniques to machine learning problems in other disciplines such as deep learning to detect model errors or over fitting.
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APPENDIX A: DERIVATIVE OF CORRECTED DATA

We use $d(Z^{-1}) = -Z^{-1}(dZ)Z^{-1}$ (Hjorungnes & Gesbert 2007) to get

$$d(A_p J_f)^{-1} = -(A_p J_f)^{-1} A_p (dJ_f)(A_p J_f)^{-1}$$

(A1)

and

$$d(A_q J_f)^{-H} = - (A_q J_f)^{-1} A_q (dJ_f)(A_p J_f)^{-1})^H.$$ 

(A2)

Using the above, we get the differential of (10) as

$$dQ = -(A_p J_f)^{-1} A_p (dJ_f)Q - Q(dJ_f)^H A_q (A_p J_f)^{-H}.$$ 

(A3)

Vectorizing both sides and using definition 4 of Hjorungnes & Gesbert (2007) we get the derivative as (12).

APPENDIX B: SELECTING SUBSETS OF DATA

We can rewrite (24) in block matrix form as

$$\mathcal{J} = \begin{bmatrix} A & B \\ C & D \end{bmatrix}$$

(B1)

where $A$ is a square matrix that includes the rows and columns that we select as a subset of interest. Note that $D$ is also a square matrix but $B$ and $C$ can have any conforming shape. From (18) we also see that vec $(\nabla_{dpdq})$ is only contributing a 1 to the diagonal entries of $\mathcal{J}$ and the off diagonal entries are much smaller than 1 at the converged solution. Therefore, we generally have

$$\|A\| \gg \|B\|, \|A\| \gg \|C\|, \|D\| \gg \|B\|, \|D\| \gg \|C\|.$$ 

(B2)

Another way to say (B2) is that the influence of $x_i$ on $y_j$ is much larger than the influence of $x_i$ on $y_j$ when $i \neq j$. We can rewrite the determinant of $\mathcal{J}$ in block matrix form as

$$|\mathcal{J}| = |A - BD^{-1}C||D|$$

(B3)

and using (B2) we have $|\mathcal{J}| \cong |A||D|$ or in other words, $|\mathcal{J}| \propto |A|$ for the subset of selected rows and columns. Therefore, we get a similar performance by studying $|A|$ as we get by studying $|\mathcal{J}|$.
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