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Abstract

The past decade has witnessed a surge of endeavors in statistical inference for high-
dimensional sparse regression, particularly via de-biasing or relaxed orthogonalization.
Nevertheless, these techniques typically require a more stringent sparsity condition
than needed for estimation consistency, which seriously limits their practical appli-
cability. To alleviate such constraint, we propose to exploit the identifiable features
to residualize the design matrix before performing debiasing-based inference over the
parameters of interest. This leads to a hybrid orthogonalization (HOT) technique that
performs strict orthogonalization against the identifiable features but relaxed orthog-
onalization against the others. Under an approximately sparse model with a mixture
of identifiable and unidentifiable signals, we establish the asymptotic normality of the
HOT test statistic while accommodating as many identifiable signals as consistent
estimation allows. The efficacy of the proposed test is also demonstrated through
simulation and analysis of a stock market dataset.
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1 Introduction

Feature selection is crucial to a myriad of modern machine learning problems under high
dimensions, including bi-clustering analysis with high-throughput genomic data, collabora-
tive filtering in sophisticated recommendation systems, compression of deep neural networks,
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among others. However, characterizing the uncertainty of feature selection is challenging: the curse of high dimensionality of covariates can undermine the validity of classical inference procedures [11, 38], which only holds under low-dimensional setups.

When the dependence structure of the response variable on the explanatory variables takes some special form such as a linear one, a series of statistical inference methods have been proposed to mitigate the curse of dimensionality and derive valid p-values for these explanatory variables. Among them, a line of research performs statistical inference after model selection with significance statements conditional on the selected model [28, 7, 24, 41, 39]. Another complementary class of methods, which are more closely related with this work, propose to de-bias the penalized estimators by inverting the Karush-Kuhn-Tucker condition of the corresponding optimization problem or equivalently through low-dimensional projections [20, 42, 48], to establish unconditional significance statements. The major advantage of such inference procedures is that they do not require the true signals to be uniformly strong, thereby accommodating general magnitude of true regression coefficients. This de-biasing technique has been extended to inference of graphical structures [18, 35, 5, 19, 34], goodness-of-fit tests [17] and empirical likelihood tests [4]. It has also been generalized to remove the impact of high-dimensional nuisance parameters [6] and tackle distributed high-dimensional statistical inference [23, 1, 26, 49].

There is no free lunch though: the asymptotic normality of the de-biased estimators comes at the price of a strict sparsity constraint: \( s = o(\sqrt{n}/\log p) \), where \( n \) is the sample size, \( p \) is the dimension of the parameter of interest, and \( s \) denotes the number of nonzero coefficients. This is more restrictive than \( s = o(n/\log p) \), which suffices for consistent estimation in \( L_2 \)-loss. When the true regression coefficients are strictly sparse (\( L_0 \)-sparse) and the row-wise maximum sparsity \( s_0 \) of the population precision matrix of the features satisfies \( s_0 = o(\sqrt{n}/\log p) \), [21] developed a novel leave-one-out proof technique to show that the constraint on \( s \) can be relaxed to a nearly optimal one: \( s = o\{n / (\log p)^2 \} \). For approximately sparse (capped \( L_1 \)-sparse, see (2)) structures, it remains unknown if the sparsity constraint can be relaxed similarly.

Our work is mainly motivated by a key observation that despite of embracing signals of various strength, the existing de-biasing inference methods [48, 20, 42] treat all the covariates equally, regardless of their signal strength. Then the estimation errors on all the signal coordinates can accumulate and jeopardize the asymptotic validity of the resulting tests. Note that when the magnitude of a regression coefficient is of order \( \Omega(\sqrt{(\log p)/n}) \), it can be identified by feature screening techniques [10, 25, 44] or variable selection methods [43, 47, 48] with high probability. Then a natural question arises: if those strong signals can be identified in the first place, is the number of them still limited to \( o(\sqrt{n}/\log p) \) for valid inference? If not, what will be the new requirement for the number of identifiable signals, particularly in the presence of many weak signals? Another interesting question is whether the test efficiency can be improved by exploiting these identifiable signals. If so, then how?

In this paper, we intend to address these questions by developing and analyzing a new inference methodology that takes full advantage of the identifiable signals. We propose to first identify the strong signals and eliminate their impact on the subsequent test. Specifically, we propose a new residualization technique called Hybrid OrThogonalization (HOT) that residualizes the features of our interest such that they are strictly orthogonal to the
identifiable features and approximately orthogonal to the remaining unidentifiable ones. The resulting HOT test thus avoids the bias of estimating identifiable coefficients in the original de-biasing step and substantially relaxes the requirement on the sparsity $s$. To the best of our knowledge, such a hybrid inference procedure is new.

1.1 Contributions and organization

We summarize our main contributions of this work as follows:

1. We construct the HOT test statistic via exact orthogonalization against strong signals followed by relaxed orthogonalization against the remaining signals. Denote by $s_0$ the maximum row-wise sparsity level of the precision matrix of the predictors. We establish the asymptotic normality of the HOT test statistic, which allows the number of identifiable coefficients $s_1$ to be of order $o(n/s_0)$. One crucial ingredient of our analysis is verifying that the sign-restricted cone invertibility factor of the residualized design matrix that is yielded by the exact orthogonalization step is well above zero.

2. We propose another equivalent formulation of the HOT test statistic through a partially penalized least squares problem (see Proposition 1). Analyzing this form also leads to the asymptotic normality of the HOT test statistic, but with a different requirement on $s_1$: $s_1 = o(n/\log p)$. This matches the sparsity requirement for consistent estimation in terms of the Euclidean norm. Combining this sparsity constraint with the first one gives a further relaxed constraint: $s_1 = o\{\max(n/\log p, n/s_0)\}$.

3. We show that the HOT test allows the number of weak signals (non-identifiable) to be of order $o(\sqrt{n}/\log p)$, which is the same order as the sparsity constraint under existing de-biasing works.

4. Last but not least, we show that the asymptotic efficiency of the HOT test is the same as the existing de-biasing methods, indicating no efficiency loss due to the hybrid orthogonalization.

The rest of this paper is organized as follows. Section 2 presents the motivation and the new methodology of the HOT-based inference. We establish comprehensive theoretical properties to ensure the validity of the HOT tests in Section 3. Simulated data analyses are provided in Section 4. We also demonstrate the usefulness of the HOT test by analyzing the data set of stock short interest and aggregate return in Section 5. Section 6 concludes with discussion and future research directions. The proofs and additional technical details are relegated to the supplementary materials to this paper.

1.2 Notation

For any vector $x = (x_1, \ldots, x_p)^\top$, denote by $\|x\|_q = (\sum_{j=1}^p |x_j|^q)^{1/q}$ the $L_q$-norm for $q \in (0, \infty)$. Given two sets $S_1$ and $S_2$, we use $S_1 \setminus S_2$ to denote $S_1 \cap S_2^c$. For any matrix $X$, denote by $X_{S_1}$ the submatrix of $X$ with columns in $S_1$, and $X_{S_1S_2}$ the submatrix of $X$ with rows in $S_1$ and columns in $S_2$. We write $X_{-j}$ as the submatrix of $X$ with columns constrained on
the set \( \{1, 2, \ldots, p\} \setminus \{j\} \). For two series \( \{a_n\} \) and \( \{b_n\} \), we write \( a_n = O(b_n) \) if there exists a universal constant \( C \) such that \( a_n \leq Cb_n \) when \( n \) is sufficiently large. We write \( a_n = \Omega(b_n) \) if there exists a universal constant \( c \) such that \( a_n \geq cb_n \) when \( n \) is sufficiently large. We say \( a_n \asymp b_n \) if \( a_n = O(b_n) \) and \( a_n = \Omega(b_n) \).

2 Efficient inference via hybrid orthogonalization

2.1 Setup and motivation

Consider the following high-dimensional linear regression model:

\[
y = X\beta + \varepsilon, \tag{1}
\]

where \( y = (y_1, \ldots, y_n)^\top \) is an \( n \)-dimensional vector of responses, \( X = (x_1, \ldots, x_p) \) is an \( n \times p \) design matrix with \( p \) covariates, \( \beta = (\beta_1, \ldots, \beta_p)^\top \) is a \( p \)-dimensional unknown regression coefficient vector, and \( \varepsilon = (\varepsilon_1, \ldots, \varepsilon_n)^\top \) is an \( n \)-dimensional random error vector that is independent of \( X \). Under a typical high-dimensional sparse setup, the number of features \( p \) is allowed to grow exponentially fast with the sample size \( n \), while the true regression coefficient vector \( \beta \) maintains to be parsimonious. Given that the strict sparsity and uniform signal strength assumptions are often violated in practice, we impose rather the weaker capped \( L_1 \) sparsity condition that was suggested in [48]:

\[
\sum_{j=1}^p \min \{ |\beta_j|/\sigma \lambda_0, 1 \} \leq s, \tag{2}
\]

where \( \lambda_0 = \sqrt{2 \log(p)/n} \) is in accordance with the level of the maximum spurious correlation \( \|n^{-1}X^\top \varepsilon\|_{\infty} \). Specifically, a signal gets fully counted towards the sparsity allowance only when its order of magnitude exceeds \( \sigma \lambda_0 \), which allows it to stand out from spurious predictors and be identified through feature screening or selection [10, 43, 47]. The weaker signals instead have discounted contribution to \( s \), whose magnitude depends on their strength. Therefore, depending on whether the signal strength exceeds \( \sigma \lambda_0 \), the sparsity parameter \( s \) can naturally be decomposed into two parts \( s_1 \) and \( s_2 \) that correspond to the identifiable and weak signals respectively. As we shall see in the sequel, the major bottleneck of our HOT test lies in only \( s_2 \), while the constraint on \( s_1 \) by standard de-biasing methods can be substantially relaxed through the proposed hybrid orthogonalization.

To motivate our approach, we first introduce the low-dimensional projection estimator (LDPE) \( \hat{\beta}^L = (\hat{\beta}^L_1, \ldots, \hat{\beta}^L_p)^\top \) proposed in [48]. Consider an initial estimator \( \hat{\beta}^{\text{init}} = (\hat{\beta}_1^{\text{init}}, \ldots, \hat{\beta}_p^{\text{init}})^\top \) obtained through the scaled lasso regression [36] with tuning parameter \( \lambda_0 \):

\[
(\hat{\beta}^{\text{init}}, \hat{\sigma}) \in \arg\min_{\beta, \sigma} \left\{ (2\sigma n)^{-1}\|y - X\beta\|_2^2 + 2^{-1}\sigma + \lambda_0\|\beta\|_1 \right\}. \tag{3}
\]

Then for \( 1 \leq j \leq p \), define the LDPE as

\[
\hat{\beta}_j^L := \hat{\beta}_j^{\text{init}} + \frac{z_j^\top (y - X\hat{\beta}^{\text{init}})}{z_j^\top x_j},
\]
where \( z_j \) is a relaxed orthogonalization of \( x_j \) against \( X_{-j} \) and can be generated as the residual of the corresponding lasso regression \([40]\). To see the asymptotic distribution of LDPE, note that

\[
\hat{\beta}_j - \beta_j = \frac{z_j^\top \varepsilon}{z_j^\top x_j} + \sum_{k \neq j} \frac{z_j^\top x_k (\hat{\beta}_k - \hat{\beta}_k^{\text{(init)}})}{z_j^\top x_j}.
\]

(4)

The first term on the right hand side (RHS) dictates the asymptotic distribution of the LDPE and is of order \( O_p(n^{-1/2}) \). The second term on the RHS is responsible for the bias of the LDPE. Define the bias factor

\[ \eta_j := \max_{k \neq j} |z_j^\top x_k| / \|z_j\|_2 \]

and the noise factor

\[ \tau_j := \|z_j\|_2 / |z_j^\top x_j|. \]

Then the bias term of the LDPE is bounded as

\[
\sum_{k \neq j} \frac{|z_j^\top x_k (\hat{\beta}_k - \hat{\beta}_k^{\text{(init)}})|}{|z_j^\top x_j|} \leq \left( \max_{k \neq j} \frac{|z_j^\top x_k|}{\|z_j\|_2} \right) \|z_j\|_2 \|\hat{\beta}^{\text{(init)}} - \beta\|_1 = \eta_j \tau_j \|\hat{\beta}^{\text{(init)}} - \beta\|_1.
\]

(5)

When the design is sub-Gaussian, \( \eta_j \approx \sqrt{\log p} \) and \( \tau_j \approx n^{-1/2} \) under typical realizations of \( X \). Therefore, in order to achieve asymptotic normality of \( \hat{\beta}_j \), we require the bias term in (5) to be \( o_p(n^{-1/2}) \), which entails that

\[ \eta_j \|\hat{\beta}^{\text{(init)}} - \beta\|_1 = o_p(1). \]

Under mild regularity conditions, \([48]\) showed that \( \|\hat{\beta}^{\text{(init)}} - \beta\|_1 = O_p(s \sqrt{\log(p)/n}) \). Combining this with the aforementioned order of \( \eta_j \) suggests that one requires

\[ s = o(\sqrt{n/\log p}) \]

(6)

to achieve the asymptotic normality of \( \hat{\beta}_j \). Similar sparsity constraint is necessitated by other de-biasing methods such as \([20]\) and \([42]\), implying that valid inference via the de-biased estimators typically requires the true model to be more sparse than that with \( L_2 \) estimation consistency, which requires merely that \( s = o(n/\log p) \).

The advantage of this inference procedure is that it applies to general magnitudes of the true regression coefficients \( \beta_j \) under sparse or approximately sparse structures as long as the aforementioned accuracy of the initial estimate holds. The downside, however, is that it requires the stringent sparsity assumption (6). Looking back at (4) and the definition of \( z_j \), we find that the construction of \( z_j \) in LDPE does not discriminate between identifiable and weak signals. Then even with an initial estimate to offset the impacts of identifiable signals in the bias term, the estimation errors of the \( s_1 \) identifiable nonzero coefficients can aggregate to be of order \( s_1 \sqrt{\log(p)/n} \), which gives rise to a harsh constraint on the number of identifiable predictors.
To address this issue, we propose to construct the vector $\mathbf{z}_j$ by a hybrid orthogonalization technique after identifying large coefficients by feature screening or selection procedures. A partial list of such procedures include SIS [10], distance correlation learning [25], HOLF [44], lasso [40], SCAD [9], the adaptive lasso [51], the Dantzig selector [3], MCP [47], the scaled lasso [36], the combined $L_1$ and concave regularization [14], the thresholded regression [50], the constrained Dantzig selector [22], among many others [31]. Intuitively, an ideal hybrid orthogonalization vector $\mathbf{z}_j$ should be orthogonal to the identifiable features so that their impact can be completely removed in the bias term even without resorting to any initial estimate. At the same time, it should be a relaxed orthogonalization against the remaining covariate vectors in case that some weak signals are above the magnitude of $n^{-1/2}$ and break down the asymptotic normality.

### 2.2 Unveiling the mystery of the hybrid orthogonalization

The first step of hybrid orthogonalization is residualizing the target covariate and the unidentifiable ones using the identifiable covariates through exact orthogonalization. After obtaining those residualized covariate vectors, we then construct the relaxed orthogonalization via penalized regression. Specifically, given a pre-screened set $\hat{S}$ of identifiable signals and any target index $1 \leq j \leq p$, the HOT vector $\mathbf{z}_j$ can be constructed in two steps:

**Step 1. Exact orthogonalization.** For $k \in \{j\} \cup \hat{S}^c$, we take $\mathbf{ψ}_k(j)$ as the exact orthogonalization of $\mathbf{x}_k$ against $\mathbf{X}_{\hat{S}\backslash\{j\}}$. That is,

$$
\mathbf{ψ}_k(j) = (\mathbf{I}_n - \mathbf{P}_{\hat{S}\backslash\{j\}}) \mathbf{x}_k,
$$

where $\mathbf{P}_A = \mathbf{X}_A (\mathbf{X}_A^\top \mathbf{X}_A)^{-1} \mathbf{X}_A^\top$ is the projection matrix of the column space of $\mathbf{X}_A$. Therefore, for any $k \in \{j\} \cup \hat{S}^c$, the projected vector $\mathbf{ψ}_k(j)$ is orthogonal to $\mathbf{X}_{\hat{S}\backslash\{j\}}$. The submatrix of the identifiable covariates $\mathbf{X}_{\hat{S}\backslash\{j\}}$ will then be discarded in the construction of $\mathbf{z}_j$ after this step. It is worth noticing that when $j \in \hat{S}^c$, for any $k \in \hat{S}^c$, $\mathbf{ψ}_k(j) = (\mathbf{I}_n - \mathbf{P}_{\hat{S}}) \mathbf{x}_k$, which is the residual vector of projecting $\mathbf{x}_k$ onto the space spanned by all covariate vectors in $\hat{S}$. However, $\mathbf{ψ}_k(j)$ varies across $j \in \hat{S}$, since the corresponding projection space only includes the other covariate vectors in $\hat{S}$.

**Step 2. Relaxed orthogonalization.** The hybrid orthogonalization vector $\mathbf{z}_j$ is constructed as the residual of the following lasso regression based on $\{\mathbf{ψ}_k(j)\}_{k \in \{j\} \cup \hat{S}^c}$:

$$
\mathbf{z}_j = \mathbf{ψ}_j(j) - \mathbf{ψ}_{\hat{S}\backslash\{j\}}(j) \hat{\omega}_j;
$$

where $\mathbf{ψ}_j(j)$ is the matrix consisting of columns $\mathbf{ψ}_k(j)$ for $k \in \hat{S}\backslash\{j\}$, $v_{jk} = \|\mathbf{ψ}_k(j)\|_2 / \sqrt{n}$, $b_k$ denotes the $k$th component of $\mathbf{b} \in \mathbb{R}^p$ and $\lambda_j$ the regularization parameter. It is clear that $\mathbf{z}_j$ is also orthogonal to the matrix $\mathbf{X}_{\hat{S}\backslash\{j\}}$ of identifiable covariates since it is a linear
of the projected vectors $\psi_k^{(j)}$, $k \in \{j\} \cup \hat{S}^c$. Moreover, together with (7), we have for any $k \in \{j\} \cup \hat{S}^c$ that
\[ z_j^\top \psi_k^{(j)} = z_j^\top (I_n - P_{\hat{S}\setminus\{j\}}) x_k = z_j^\top x_k. \tag{9} \]

Therefore, the resulting bias factor $\eta_j^H$ is the same as $\eta_j$ in [48], given that

\[ \eta_j^H = \max_{k \in \hat{S}\setminus\{j\}} |z_j^\top \psi_k^{(j)}|/\|z_j\|_2 = \max_{k \in \hat{S}\setminus\{j\}} |z_j^\top x_k|/\|z_j\|_2 = \max_{k \neq j} |z_j^\top x_k|/\|z_j\|_2 = \eta_j. \]

In the sequel, we drop the superscript $H$ in $\eta_j^H$ to simplify notation. Through this two-step hybrid orthogonalization, $z_j$ is a strict orthogonalization against the identifiable predictors but a relaxed orthogonalization against the others.

With $(z_j)_{j \in [p]}$, the HOT estimator $\hat{\beta} = (\hat{\beta}_1, \ldots, \hat{\beta}_p)^\top$ is defined coordinate-wise as
\[ \hat{\beta}_j = \frac{z_j^\top y}{z_j^\top x_j}. \tag{10} \]

Plugging model (1) to the definition above, we obtain that
\[ \hat{\beta}_j - \beta_j = \frac{z_j^\top \epsilon}{z_j^\top x_j} + \sum_{k \neq j} \frac{z_j^\top x_k \beta_k}{z_j^\top x_j} = \frac{z_j^\top \epsilon}{z_j^\top x_j} + \sum_{k \in \hat{S}\setminus\{j\}} \frac{z_j^\top x_k \beta_k}{z_j^\top x_j}, \tag{11} \]
where the last equality is due to the exact orthogonalization of $z_j$ to $X_{\hat{S}\setminus\{j\}}$. Furthermore, since the coefficients of order $\Omega(\sqrt{\log(p)/n})$ are typically guaranteed to be found and included in $\hat{S}$ by the aforementioned feature screening or selection procedures under suitable conditions, the signals corresponding to the set $\hat{S}^c\setminus\{j\}$ are weak with an aggregated magnitude no larger than the order of $s_2 \sqrt{\log(p)/n}$. Thus, by taking the relaxed projection in Step 2, the proposed method inherits the advantage of LDPE in dealing with the weak signals. We will show that the main sparsity constraint for HOT here is that
\[ s_2 \log(p)/\sqrt{n} = o(1), \]
while $s_1$ is allowed to be at least of order $o(n/\log p)$.

The HOT inference procedure is described in Algorithm 1. It is interesting to notice that no initial estimate of $\beta$ is involved in HOT. As we shall see, HOT has two main advantages over standard de-biasing techniques. First of all, HOT completely removes the impact of identifiable signals in equation (11), thereby eliminating the bias induced by the estimation errors on identifiable coefficients and yielding more accurate confidence intervals under finite samples. Second, HOT accommodates at least $o(n/\log p)$ identifiable signals; in contrast, existing works require $s_1 = o(\sqrt{n}/\log p)$.

The enhanced efficiency of inference via HOT can be seen from a simple simulation example summarized in Figure 1 with a pre-screened set $\hat{S}$ selected by SIS, where the data are generated similarly as in Section 4.1 so that the number of nonzero coefficients $s$ varies from 5 to 40, the sample size $n = 200$, the dimensionality $p = 300$, and the covariate correlation parameter $\rho = 0.8$. It is clear that when the number of nonzero coefficients increases, the averaged coverage probability of confidence intervals by LDPE deteriorates, while the confidence intervals constructed through HOT keep the averaged coverage probability around 95%.
Algorithm 1 HOT

Input: \(X \in \mathbb{R}^{n \times p}, y \in \mathbb{R}^{n \times 1}\), a pre-screened set \(\hat{S}\) and a significance level \(\alpha\)

for \(j \in \{1, 2, \ldots, p\}\)

\[
P_{\hat{S}\backslash\{j\}} \leftarrow X_{\hat{S}\backslash\{j\}} (X_{\hat{S}\backslash\{j\}}^\top X_{\hat{S}\backslash\{j\}})^{-1} X_{\hat{S}\backslash\{j\}}^\top
\]

for \(k \in \{j\} \cup S^c\)

\[
\psi_k^{(j)} \leftarrow (I_n - P_{\hat{S}\backslash\{j\}}) x_k
\]

\[
v_{jk} = \|\psi_k^{(j)}\|_2 / \sqrt{n}
\]

\[
\omega_j \leftarrow \arg \min_{\hat{S}\backslash\{j\}} \left\{ (2n)^{-1}\|\psi_j^{(j)} - \hat{\psi}_{\hat{S}\backslash\{j\}}\|_2^2 + \lambda_j \sum_{k \in \hat{S}\backslash\{j\}} v_{jk} |b_k| \right\}
\]

\[
z_j \leftarrow \hat{\psi}_{\hat{S}\backslash\{j\}} - \hat{\psi}_{\hat{S}\backslash\{j\}} \omega_j
\]

\[
\hat{\beta}_j \leftarrow z_j^\top y
\]

\[
\tau_j \leftarrow \|z_j\|_2 / \|z_j^\top x\|
\]

\[
CI_j \leftarrow [\hat{\beta}_j - \Phi^{-1}(1 - \alpha/2) \hat{\sigma} \tau_j, \hat{\beta}_j + \Phi^{-1}(1 - \alpha/2) \hat{\sigma} \tau_j]
\]

\(\hat{\sigma}\) is the scaled lasso estimate of \(\sigma\)

output \(\{CI_j\}_{j=1}^p\) for \((1 - \alpha)\)-confidence intervals of \(\{\beta_j\}_{j \in [p]}\)

---

Figure 1: Inference results of HOT-SIS (square) and LDPE (triangle). CP_all: the averaged coverage probability for all coefficients; CP_max: the averaged coverage probability for nonzero coefficients; Length: the averaged length of confidence intervals for all coefficients; \(s\): the number of nonzero coefficients.
2.3 An equivalent form of the hybrid orthogonalization

It turns out that the aforementioned two-step hybrid orthogonalization can be formulated as a partially penalized regression procedure. The following proposition elucidates this alternative formulation.

**Proposition 1.** For any \( j, 1 \leq j \leq p \), the hybrid orthogonalization residual \( z_j \) defined in (8) satisfies that

\[
  z_j = x_j - X_{-j} \hat{\pi}^{(j)}_{-j},
\]

where \( \hat{\pi}^{(j)}_{-j} \) is the minimizer of the following partially penalized regression problem:

\[
  \hat{\pi}^{(j)}_{-j} = \arg \min_{b_{-j}} \left\{ (2n)^{-1} \| x_j - X_{-j} b_{-j} \|_2^2 + \lambda_j \sum_{k \in \hat{S} \setminus \{j\}} v_{jk} | b_k | \right\}.
\]

Here \( \lambda_j \) and \( v_{jk} \) are the same as those in problem (8).

Proposition 1 shows that \( z_j \) in Algorithm 1 can be viewed as the residual vector from a partially penalized regression problem. Under the context of the goodness-of-fit test for high-dimensional logistic regression, [17] exploited a similar partial penalty to better control the type I error of the test in its empirical study. [17] argued that this technique helps with controlling the reminder term of the asymptotic expansion of the test statistic under a “beta-min condition” that all the non-zero coefficients are at least of order \( \sqrt{\frac{\log(p)}{n}} \). The major difference between our work and [17] lies in the setups and goals: our motivation of imposing partial penalty is to accommodate larger sparsity of the true model in inference. Besides, an important methodological difference is that we do not residualize our predictors against the target predictor \( x_j \) in the exact orthogonalization step if \( x_j \) is among the identifiable predictors.

3 Theoretical Properties

This section presents the theoretical guarantees of the proposed HOT test. Suppose that \( \xi \) is the smallest positive constant satisfying \( \log p = O(n^\xi) \), which implies that the dimensionality \( p \) can grow exponentially fast with respect to \( n \). Then the maximum spurious correlation level is of order \( \sqrt{\log(p)/n} = O(n^{-\frac{1+\xi}{2}}) \). It follows that any coefficient \( \beta_i \) of order \( O(n^{-\kappa}) \) is identifiable if \( \kappa < (1 - \xi)/2 \). Therefore, we define \( S_1 \) as follows to collect all the identifiable coefficients:

\[
  S_1 = \{ 1 \leq i \leq p : |\beta_i| \geq c_1 n^{-\kappa} \},
\]

where \( \kappa \) can be sufficiently close to but smaller than \( (1 - \xi)/2 \), and where \( c_1 \) is some constant. To distinguish weak signals from those in \( S_1 \), we assume that \( \beta_i \)'s are uniformly bounded by \( O(\sqrt{\log(p)/n}) \) for \( i \in S_1^c \).
3.1 Theoretical results for fixed design

We establish the asymptotic properties of the proposed estimator under fixed design $X$.

**Theorem 1.** Given a fixed set $\hat{S} \supset S_1$, the HOT estimator $\hat{\beta}_j$ satisfies

$$\hat{\beta}_j - \beta_j = W_j + \Delta_j,$$

where

$$W_j = \frac{z_j^\top \varepsilon}{z_j^\top x_j}, \quad |\Delta_j| \leq \left( \max_{k \in \hat{S} \setminus \{j\}} \left| \frac{\sqrt{n} \lambda_j \| \psi_k^{(j)} \|_2}{z_j^\top x_j} \right| \right) \sum_{k \in S_1} |\beta_k|.$$

Suppose that the components of $\varepsilon$ are independent and identically distributed with mean 0 and variance $\sigma^2$. If there is some $\varsigma > 0$ such that the inequality

$$\lim_{n \to \infty} \frac{1}{\sigma \| z_j \|_2} \sum_{k=1}^n \mathbb{E}|z_{jk}\varepsilon_k|^{2+\varsigma} = 0 \quad (12)$$

holds, we further have

$$\lim_{n \to \infty} \mathbb{P}(W_j \leq \tau_j \sigma x) = \Phi(x), \quad \forall x \in \mathbb{R},$$

where $\tau_j := \|z_j\|_2/|z_j^\top x_j|$, and where $\Phi(\cdot)$ is the distribution function of the standard normal distribution.

Theorem 1 presents a preliminary theoretical result of the proposed method. The first part of this theorem shows that the error of the HOT estimator $\hat{\beta}_j$ can be decomposed into a noise term $W_j$ and a bias term $\Delta_j$, which is consistent with the results in [42, 48]. However, one interesting difference from the standard de-biasing methods here is that $\Delta_j$ is non-random, because we do not need the random initial estimator $\hat{\beta}^{(\text{init})}$ as shown in (10) and (11). The proposed HOT estimator can be regarded as a modified least squares estimator for high-dimensional settings, which is generally not shared by these de-biasing methods and is actually the essential reason for the above difference.

The second part of this theorem establishes the asymptotic normality of the noise term $W_j$ based on the classical Lyapunov’s condition (12), which relaxes the Gaussian assumption in [42, 48]. Recall that the Gaussian assumption in [42, Theorem 2.1] was imposed to guarantee the accuracy of $\| \hat{\beta}^{(\text{init})} - \beta \|_1$, which suggests that the initial estimator $\hat{\beta}^{(\text{init})}$ can induce extra error.

Moreover, the assumption of independent and identically distributed noise can be further weakened to that of independent but possibly non-identically distributed noise, as detailed in the following corollary:

**Corollary 1.** Suppose that the errors $\{\varepsilon_k\}$ are independent across $k$ and that $\varepsilon_k$ has mean 0 and variance $\sigma_k^2$. If there is some $\varsigma > 0$ such that

$$\lim_{n \to \infty} \frac{1}{A_{nj}^2} \sum_{k=1}^n \mathbb{E}|z_{jk}\varepsilon_k|^{2+\varsigma} = 0 \quad (13)$$

holds, we further have

$$\lim_{n \to \infty} \mathbb{P}(W_j \leq \tau_j \sigma x) = \Phi(x), \quad \forall x \in \mathbb{R},$$

where $\tau_j := \|z_j\|_2/|z_j^\top x_j|$, and where $\Phi(\cdot)$ is the distribution function of the standard normal distribution.
holds with $A_{nj} = \left(\sum_{k=1}^{n} z_{jk}^2 \sigma_k^2\right)^{1/2}$, we further have

$$\lim_{n \to \infty} \mathbb{P}\left(W_j \leq \frac{A_{nj} x}{z_j^t x_j}\right) = \Phi(x), \quad \forall x \in \mathbb{R}. $$

The Lyapunov condition (13) here is slightly different from the version in (12) because of the heteroskedasticity of noise. To develop intuition for this condition, we consider a simple case where $z_j = 1$. Then (13) can be rewritten as

$$\lim_{n \to \infty} \frac{1}{\sum_{k=1}^{n} \sigma_k^2} \frac{(2+\varsigma)}{2} \sum_{k=1}^{n} \mathbb{E}|\varepsilon_k|^2+\varsigma = 0, $$

which is a pretty weak assumption about the random error $\varepsilon$. For example, when $\varepsilon_k$ are independent across $k$ and distributed with the uniform distribution $U[-\sqrt{k}, \sqrt{k}]$, the above equality (14) holds with $\varsigma = 2$.

The conclusions in Theorem 1 are open-ended, given that the magnitude of either $|\Delta_j|$ or $\tau_j$ is not specified, and that the maximum number of identifiable signals is not explicitly derived. In the sequel, we will solidify Theorem 1 by incorporating some random-design assumptions.

### 3.2 Theoretical results for random design

We provide here the theoretical results for random design $X$. Before introducing the main results, we list a few technical conditions that underpin the asymptotic properties of the HOT test.

**Condition 1.** $X \sim N(0, I_n \otimes \Sigma)$, where the eigenvalues of $\Phi = \Sigma^{-1} = (\phi_{ij})_{p \times p}$ are bounded within the interval $[1/L, L]$ for some constant $L \geq 1$.

**Condition 2.** $s_0 (\log p)/n = o(1)$, where $s_0 = \max_{1 \leq j \leq p} s_j^*$ with $s_j^* = |\{1 \leq k \leq p : k \neq j, \phi_{jk} \neq 0\}|$.

**Condition 3.** $s_1 = |S_1| = o(\max\{n/\log p, n/s_0\})$, and $\|\beta_{S_1}\|_1 = o(1/\sqrt{\log p})$.

Condition 1 assumes that the rows of the design matrix are independent and normally distributed. The eigenvalues of the precision matrix are well bounded from below and above. Similarly to [48], the Gaussian assumption is imposed to facilitate the theoretical analysis when justifying some model identifiability condition such as the bounded sign-restricted cone invertibility factor assumption [45]. Our technical arguments also apply to non-Gaussian settings such as the sub-Gaussian distribution. Condition 2 is a typical assumption in high dimensions and the sparsity of the population precision matrix is needed to guarantee consistent estimation of the penalized regression (relaxed projection) among the predictors. We will utilize this standard assumption, which was also imposed in other de-biasing works such as [42] and [48], to analyze the variance of the hybrid orthogonalization estimator.

The most appealing properties of the HOT inference are reflected in Condition 3, especially its first part. To the best of our knowledge, it is weaker than the sparsity constraints in existing high-dimensional works on statistical inference or even the estimation since it
holds when either \( s_1 = o(n/\log p) \) or \( s_1 = o(n/s_0) \). Specifically, it allows the number of identifiable nonzero coefficients \( s_1 = o(\max\{n/\log p, n/s_0\}) \), where \( o(n/\log p) \) is a fundamental constraint on the sparsity level to guarantee consistent estimation in high dimensions. Therefore, the bound \( o(n/\log p) \) is much weaker than \( o(\sqrt{n}/\log p) \) imposed in the aforementioned de-biasing methods or \( o(n/(\log p)^2) \) in [21]. Remarkably, the proposed inference method even allows for \( s_1 = o(n/s_0) \), which can be substantially larger than \( o(n/\log p) \) when \( s_0 \ll \log p \). The second part of Condition 3 implies that the sparsity level \( s_2 \) of the weak signals can be bounded as

\[
s_2 = \sum_{j \in S^c} \min \{ \|\beta_j/\sigma \lambda_0\|_1, 1 \} \approx \|\beta_{S^c}\|_1/\sigma \lambda_0 = o\left(1 / \sqrt{\log p \log \log p}\right) = o(\sqrt{n}/\log p),
\]

where we recall \( \lambda_0 = \sqrt{2 \log p/n} \). It is worth mentioning that when \( s_1 \gg n/\log p \), the identifiable coefficients may not be found by feature selection methods due to the lack of estimation consistency. Feature screening procedures such as SIS, distance correlation learning, and HOLF will be preferred.

We first analyze the statistical properties of the relaxed projection in (8), which is essentially a lasso regression on the residualized features \( \psi_{S^c \setminus \{j\}} \). We start with investigating the sign-restricted cone invertibility factor [45] of \( \psi_{S^c \setminus \{j\}} \), an important quantity that determines the error of the lasso estimator. Let \( S_j^* = \{1 \leq k \leq p : k \in \hat{S}^c \setminus \{j\}, \phi_{jk} \neq 0 \} \) and \( S_j^c = \hat{S}^c \setminus (\{j\} \cup S_j^*) \). For some constant \( \xi \geq 0 \), the sign-restricted cone invertibility factor of the design matrix \( \psi_{S^c \setminus \{j\}} \) is defined as

\[
F_2^{(j)}(\xi, S_j^*) := \inf \left\{ |S_j^*|^{1/2} \left\| n^{-1}(\psi_{S^c \setminus \{j\}})\top \psi_{S^c \setminus \{j\}} \right\|_\infty / \|u\|_2 : u \in \mathcal{G}^{-}_{\xi}(\xi, S_j^*) \right\},
\]

where the sign-restricted cone

\[
\mathcal{G}^{-}_{\xi}(\xi, S_j^*) = \left\{ u : \|u_{S_j^c}\|_1 \leq \xi \|u_{S_j}\|_1, \; u_k(\psi_k^{(j)})\top \psi_{S^c \setminus \{j\}} \; u/n \leq 0, \; \forall \; k \in S_j^c \right\}.
\]

Compared with the compatibility factor or the restricted eigenvalue [2], the sign-restricted cone invertibility factor can be more accommodating. In fact, all three of them are satisfied with high probability when the population covariance of the random design has bounded spectrum. The following proposition shows that the sign-restricted cone invertibility factor of the design matrix \( \psi_{S^c \setminus \{j\}} \) is well above zero with high probability. It ensures the identifiability of the support of the true regression coefficients by avoiding collinearity among the design vectors when constrained on the sign-restricted cone.

Proposition 2. When Conditions 1 and 2 hold and \( d = o(n/s_0) \), we have for any \( j, 1 \leq j \leq p \), and sufficiently large \( n \), with probability at least \( 1 - o(p^{1-\delta}) \), there exists a positive constant \( c^* \) such that

\[
F_2^{(j)}(\xi, S_j^*) \geq c^*.
\]
Note that the conclusion of Proposition 2 is typically assumed directly in high dimensions for design matrices with independent and identically distributed (i.i.d.) rows. However, the design matrix $\psi_{S \setminus \{j\}}$ here consists of projected vectors, so that the rows of $\psi_{S \setminus \{j\}} = (I_n - P_{S \setminus \{j\}})X_{S \setminus \{j\}}$ are neither independent nor identically distributed. We overcome these difficulties by a new technical argument that is tailored for the $L_1$-constrained structure of the cone. The upper bound $d = o(n/s_0)$ is required to show the asymptotically vanishing difference between $\psi_{S \setminus \{j\}}$ and its population projected counterpart.

Proposition 2 lays down the foundation for the following theorem on the statistical error of the relaxed projection.

**Theorem 2.** Let $\lambda_j = (1 + \epsilon)\sqrt{2\delta \log(p)/(n\phi_{jj})}$ for some constants $\epsilon > 0$ and $\delta > 1$ and any $1 \leq j \leq p$. Given a set $\hat{S}$, when Conditions 1 and 2 hold and $d = |\hat{S}| = o(n/s_0)$, we have for any $1 \leq j \leq p$ and sufficiently large $n$ that with probability at least $1 - o(p^{1-\delta})$,

$$\|\hat{\omega}_j - \omega_j\|_q = O(s_0^{1/q}\lambda_j) = O(s_0^{1/q}\sqrt{\log(p)/n}), \quad q \in [1, 2];$$

$$n^{-1/2}\|\psi_{S \setminus \{j\}}(\hat{\omega}_j - \omega_j)\|_2 = O(s_0^{1/2}\lambda_j) = O(\sqrt{s_0\log(p)/n}),$$

where $\omega_j = -\Phi_{j,S \setminus \{j\}}^\top/\phi_{jj}$ is the population counterpart of $\hat{\omega}_j$.

Theorem 2 establishes estimation and prediction error bounds for the relaxed projection in (8). One striking feature here is that the statistical rates no longer depend on the size of the penalization-free set $\hat{S}$: the identifiable predictors have been eliminated in the exact orthogonalization step and are not involved in the relaxed projection. Next, we analyze the partially penalized regression, which is crucial to derive the asymptotic normality of the subsequent HOT test.

**Theorem 3.** Let $\lambda_j = (1 + \epsilon)\sqrt{2\delta \log(p)/(n\phi_{jj})}$ for some constants $\epsilon > 0$ and $\delta > 1$, $1 \leq j \leq p$. Given any pre-screened set $\hat{S}$, when Conditions 1 and 2 hold and $d = |\hat{S}| = o(n/\log(p))$, for any $1 \leq j \leq p$ and sufficiently large $n$, we have with probability at least $1 - o(p^{1-\delta})$ that

$$\|\hat{\pi}_{j-} - \pi_{j-}\|_q = O((s_0 + d)^{1/q}\lambda_j) = O((s_0 + d)^{1/q}\sqrt{\log(p)/n}), \forall q \in [1, 2];$$

$$n^{-1/2}\|X_{j-}(\hat{\pi}_{j-} - \pi_{j-})\|_2 = O((s_0 + d)^{1/2}\lambda_j) = O(\sqrt{(s_0 + d)\log(p)/n}),$$

where $\pi_{j-} = -\Phi_{j,S \setminus \{j\}}^\top/\phi_{jj}$ is the population counterpart of $\hat{\pi}_{j-}$.

Theorem 3 establishes estimation and prediction error bounds for the solution of the partially penalized regression problem. It guarantees estimation and prediction consistency of $\hat{\pi}_{j-}$ when the size of the penalization-free set $\hat{S}$ is of order $o(n/\log(p))$. Such an $\hat{S}$ can typically be obtained through regularization methods, e.g., [2, 14, 22]. The estimation and prediction consistency of the solution of the partially penalized regression is important for ensuring valid inference via HOT in that it guarantees the convergence of the hybrid orthogonalization vector $x_j$ to its population counterpart $e_j = x_j - \mathbb{E}(x_j|X_{j-})$. Based on Proposition 1 and a joint analysis of penalized and penalization-free covariates, Theorem 3 also explicitly characterizes the dependence of the estimation error on the size of $\hat{S}$.  
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It is worth pointing out that the partially penalized procedure here is essentially different from those weighted penalization methods such as the adaptive lasso, whose weights target at improving the estimation accuracy of the regression coefficients. In contrast, the partial penalization in our setup can downgrade the estimation quality. Note that the pre-screened set $\hat{S}$ of identifiable predictors may have little overlap with the support of $\pi_{-j}^{(j)}$, which is the set of significant covariates associated with the predictor $x_j$. Therefore, lifting regularization on $\hat{S}$ incurs more exposure of $\hat{\pi}_{-j}^{(j)}$ to noise and increases statistical error: the sparsity factor in the error bounds in Theorem 3 is $s_0 + d$ instead of just $s_0$. Despite of the sacrifice on the estimation accuracy, the resulting $z_j$ is strictly orthogonal to $X_{\hat{S}}$, which is the key to accommodating more identifiable signals in the HOT test than in the standard debiasing-based test.

In fact, both Theorems 2 and 3 lead to the same guarantee for $z_j$: 

$$\mathbb{P}\{\|z_j\|_2 \asymp n^{1/2}\} \geq 1 - o(p^{1/2});$$

see the proof of Theorem 4 for details. Perhaps more importantly, the two theorems complement each other in terms of the requirement on the magnitude of $|\hat{S}|$, so that we allow $|\hat{S}| = o(\max\{n/\log p, n/s_0\})$. Therefore, if $\log(p) \gg s_0$, we follow Theorem 2 to analyze $z_j$; otherwise we follow Theorem 3.

Before presenting the main theorem on the HOT test, the following definition characterizes the properties that a pre-screened set $\hat{S}$ should satisfy.

**Definition 1 (Acceptable set).** Set $\hat{S}$ is called an acceptable pre-screened set if it satisfies:

1. $\hat{S}$ is independent of the data $(X, y)$; (2) with probability at least $1 - \theta_{n,p}$ for some asymptotically vanishing $\theta_{n,p}$, $S_1 \subset \hat{S}$ and $d = |\hat{S}| = O(s_1)$.

The first property in Definition 1 is imposed so that the randomness of $\hat{S}$ does not interfere with the subsequent inference procedure. The same property was suggested in [12, 13] to facilitate the theoretical analysis. In practice, it can be ensured through data splitting and our numerical studies show that it can be more of a technical assumption than a practical requisite. The second property is the sure screening property for the identifiable predictors, which can be satisfied by the aforementioned screening or variable selection procedures under suitable conditions. For example, under the assumptions of bounded $\|\beta\|_2$ and significant marginal correlations, SIS [10, Theorem 3] can yield a sure screening set with failure probability $\theta_{n,p}$ of order $O(\exp\{-n^{1-2\kappa}/\log n\})$. The tail probability also vanishes asymptotically for variable selection methods [47] when the design matrix satisfies the irrepresentable condition [46]. In addition, the second part of Definition 1 also assumes the size of the pre-screened set $\hat{S}$ to be of the same order as $s_1$, the number of the true identifiable predictors. For feature screening procedures such as SIS, the selected model can be reduced to a desirable size through multiple iterations. For variable selection methods such as the lasso, the number of selected features is generally around $O(s_1)$ with probability tending to one [2] if the largest eigenvalue of the Gram matrix is bounded from above. Other nonconvex regularization methods tend to select even sparser models [14, 22]. In fact, even if this assumption is violated, our theoretical results still hold as long as $d = o(\max\{n/\log p, n/s_0\})$ in view of the technical arguments.
Now we are ready to present our main theorem that establishes the asymptotic normality of the HOT test statistic.

**Theorem 4.** Let \( \lambda_j = (1 + \epsilon) \sqrt{2 \delta \log(p) / (n \phi_{jj})} \) for some constants \( \epsilon > 0 \) and \( \delta > 1 \), \( 1 \leq j \leq p \). Assume that Conditions 1-3 hold and that \( \hat{S} \) satisfies Definition 1. Then for any \( 1 \leq j \leq p \) and sufficiently large \( n \), the HOT estimator \( \hat{\beta}_j \) satisfies

\[
\hat{\beta}_j - \beta_j = W_j + \Delta_j,
\]

where \( W_j = \frac{z^\top_j \varepsilon}{z_j^\top X_j} \) and \( |\Delta_j| = o_P(n^{-1/2}) \). Moreover, it holds with probability at least \( 1 - o(p^{1-\delta}) - \theta_{n,p} \) that

\[
\lim_{n \to \infty} \tau_j n^{1/2} = \phi_{jj}^{-1/2}.
\]

Suppose that the components of \( \varepsilon \) are independent and identically distributed with mean 0 and variance \( \sigma^2 \). For any given \( X \), if there is some \( \zeta > 0 \) such that the inequality

\[
\lim_{n \to \infty} \frac{1}{\sigma |z_j|^2 + \zeta} \sum_{k=1}^n E|z_{jk} \varepsilon_k|^2 + \zeta = 0
\]

holds, we further have

\[
\lim_{n \to \infty} P(W_j \leq \tau_j \sigma x) = \Phi(x), \quad \forall x \in \mathbb{R},
\]

where \( \Phi(\cdot) \) is the distribution function of the standard normal distribution.

Compared with existing inference results on de-biasing, Theorem 4 guarantees the asymptotic normality of the HOT estimator under a much relaxed constraint on the number of strong signals. When \( s_0 \gg \log p \), either feature screening or selection methods can be used to select \( \hat{S} \). When \( s_0 \ll \log p \) and thus \( s_1 = o(n/s_0) \), feature screening procedures will be preferred to identify \( \hat{S} \). The constraint \( s_1 s_0 = o(n) \) in the latter case reveals an interesting trade-off between the sparsity in the regression coefficient and that in the precision matrix of the predictors. A recent related work [21] used a novel leave-one-out argument to show that when \( s_0 = o\left(\sqrt{n}/\log p\right) \), the standard de-biasing test allows \( s = o\left(n/(\log p)^2\right) \), which is still more stringent than \( s_1 = o\left(\max(n/\log p, n/s_0)\right) \) in our result. Finally, while coping with much more strong signals, the HOT test also accommodates \( o(\sqrt{n}/\log p) \) weak signals as the standard de-biasing tests do.

Moreover, \( n^{1/2} \tau_j \) converges to the same constant as that of LDPE in [48]. Given that the noise factor determines the asymptotic variance of the test, Theorem 4 implies no efficiency loss incurred by HOT. Similarly to [20] and [42], when the noise standard deviation \( \sigma \) is unknown in practice, we can replace it with some consistent estimate \( \hat{\sigma} \) given by the scaled lasso for general Gaussian settings, say. When the data are heteroscedastic, we can use the kernel method as suggested in [30] to estimate \( \sigma \).
4 Simulation Studies

In this section, we use simulated data to investigate the finite sample performance of HOT, in comparison with that of LDPE. Both SIS and HOLP are utilized to pre-screen the set \( \hat{S} \) of identifiable coefficients and we denote the two versions of HOT by HOT-SIS and HOT-HOLP, respectively. To control the number of selected identifiable coefficients in \( \hat{S} \), we take the least squares estimates after constraining the covariates on \( \hat{S} \) and then apply BIC to choose the optimal one. While these two methods use the same data set for pre-screening and the subsequent inference procedure, as a comparison, an independent data set of the same size as the original sample is also generated for the pre-screening step. The corresponding versions are denoted by HOT-SIS(I) and HOT-HOLP(I), respectively.

The hybrid orthogonalization vectors \( z_j \) are calculated by the lasso as defined in (8) with the regularization parameter tuned by GIC \([15]\). Two simulation examples are conducted for both sparse and non-sparse settings. Throughout the simulation studies, we aim at establishing the 95% confidence intervals for all coefficients, corresponding to the significance level \( \alpha = 0.05 \). The estimated error standard deviation \( \hat{\sigma} \) is obtained through the scaled lasso with the universal regularization parameter set according to \([37]\).

4.1 Simulation Example 1

Here we adopt the same setting as that in \([42]\). To be specific, 100 data sets were simulated from model (1) with \((n, p, \sigma) = (100, 500, 1)\) so that \( \varepsilon \sim N(0, I_n) \). For each data set, the rows of \( X \) were sampled as independent and identically distributed copies from \( N(0, \Sigma) \), where \( \Sigma = (\rho^{\lfloor j-k \rfloor})_{p \times p} \) with \( \rho = 0.9 \). The true coefficient vector \( \beta = (\beta_1, \beta_2, \ldots, \beta_{s_0}, 0, \ldots, 0)^\top \), where \( s_0 = 15 \) and the nonzero \( \beta_j \) were independently sampled from the uniform distribution \( U[0, 2] \). Three performance measures are used to evaluate the inference results, including the averaged coverage probability for all coefficients (CP\_all), the averaged coverage probability for nonzero coefficients (CP\_max) in this example or that for the maximum coefficients in the second example, and the averaged length of confidence intervals for all coefficients (Length). The averaged estimated error standard deviation \( \hat{\sigma} \) obtained by the scaled lasso is 0.95 and we also display the performance measures when \( \hat{\sigma} \) equals to the population value 1 for comparison.

Table 1: Three performance measures by different methods over 100 replications in Section 4.1.

|                  | HOT-SIS | HOT-SIS(I) | HOT-HOLP | HOT-HOLP(I) | LDPE |
|------------------|---------|------------|----------|-------------|------|
| \( \hat{\sigma} = 0.95 \) | CP\_all | 0.942      | 0.943    | 0.941       | 0.939| 0.943|
|                  | CP\_max | 0.942      | 0.945    | 0.935       | 0.941| 0.702|
|                  | Length  | 0.673      | 0.677    | 0.670       | 0.671| 0.659|
|                  | CP\_all | 0.951      | 0.953    | 0.950       | 0.951| 0.953|
| \( \hat{\sigma} = 1 \)  | CP\_max | 0.950      | 0.951    | 0.947       | 0.951| 0.729|
|                  | Length  | 0.700      | 0.701    | 0.701       | 0.700| 0.697|

The results are summarized in Table 1. It is clear that while the averaged coverage prob-
abilities for all coefficients (CP_all) by different methods are all around 95%, the averaged coverage probabilities for nonzero coefficients (CP_max) of different versions of HOT are significantly closer to the target than that of LDPE under this finite sample set. Moreover, the averaged lengths of confidence intervals by different methods are around the same level. By comparing the results of HOT using the same or an independent data set for the pre-screening step, we find that the independence assumption on the pre-screening set can be more of a technical assumption than a practical necessity.

4.2 Simulation Example 2

In this second example, we consider the approximately sparse setting in [48], where all coefficients are nonzero but decay fast as the indices increase except for some significant ones. Specifically, the true regression coefficients $\beta_j = 3\lambda_{\text{univ}}$ with $\lambda_{\text{univ}} = \sqrt{2(\log p)/n}$ for $j = 200, 400, \ldots, 1000$, and $\beta_j = 3\lambda_{\text{univ}}/j^2$ for all the other $j$. The other setups are similar to those in the first example with $(n, p, \sigma, \rho) = (200, 1000, 1, 0.5)$. We adopt the same performance measures and summarize the results in Table 2. Under such non-sparse setting, the scaled lasso estimate $\hat{\sigma}$ tended to overestimate $\sigma$ a bit with its mean value equaling 1.12. Therefore, with the estimated $\hat{\sigma}$, the averaged coverage probabilities of different versions of HOT are above the target 95% a bit, while that of LDPE for maximum coefficients is still slightly below 95%. If we utilize the population value so that $\hat{\sigma} = 1$ to construct the confidence intervals, the averaged coverage probabilities of different versions of HOT are around the target. It shows that the proposed method can still be valid under some approximately sparse settings.

Table 2: Three performance measures by different methods over 100 replications in Section 4.2.

|                | HOT-SIS | HOT-SIS(I) | HOT-HOLP | HOT-HOLP(I) | LDPE  |
|----------------|---------|------------|----------|-------------|-------|
| $\hat{\sigma} = 1.12$ | CP_all  | 0.971      | 0.970    | 0.970       | 0.967 | 0.949 |
|                 | CP_max  | 0.967      | 0.967    | 0.970       | 0.965 | 0.935 |
|                 | Length  | 0.341      | 0.342    | 0.340       | 0.338 | 0.341 |
| $\hat{\sigma} = 1$  | CP_all  | 0.949      | 0.950    | 0.949       | 0.947 | 0.922 |
|                 | CP_max  | 0.943      | 0.945    | 0.945       | 0.943 | 0.896 |
|                 | Length  | 0.305      | 0.305    | 0.305       | 0.305 | 0.306 |

5 Application to Stock Short Interest and Aggregate Return Data

In this section, we will demonstrate the usefulness of the proposed methods by analyzing the stock short interest and aggregate return data set originally studied in [32], available at Compustat (www.compustat.com). The raw data set includes 3274 firms’ monthly short interests, reported as the numbers of shares that were held short in different firms, as well as the S&P 500 monthly log excess returns from January 1994 to December 2013. As shown in
the short interest index, that is, the average of short interests of the firms, is arguably the strongest predictor of aggregate stock returns. Then with the proposed large-scale inference technique, we can further identify which firms among the thousands of candidates that had significant impacts on the S&P 500 log excess returns.

We approach this problem by the following predictive regression model

$$r_{t+1} = x_t^\top \beta + \epsilon_{t+1},$$

(15)

where $r_{t+1}$ is the S&P 500 log excess return of the $(t+1)$th month and $x_t = (x_{1t}, \ldots, x_{pt})^\top$ with each component $x_{jt}$ indicating the short interest of the $j$th firm in the $t$th month. Due to the high correlations between short interests of firms, we use one representative for those firms with correlation coefficients larger than 0.9, resulting in $p = 975$ representative firms. Moreover, the aforementioned period yields a sample size of $n = 240$ and both predictor and response vectors are standardized to have mean zero and $L_2$-norm $\sqrt{n}$. We applied HOT and LDPE similarly as in Section 4 at a significance level of $\alpha = 0.005$. SIS was utilized in HOT for screening the identifiable predictors to bypass the high correlations.

Table 3: Numbers of important firms and averaged lengths of confidence intervals at a significance level of $\alpha = 0.005$ by different methods in Section 5.

|         | HOT | LDPE |
|---------|-----|------|
| Num     | 6   | 11   |
| Length  | 0.489 | 0.507 |

Table 3 summarizes numbers of important firms and averaged lengths of confidence intervals by different methods. While the averaged lengths of confidence intervals are very close, LDPE selects more firms than HOT. To verify the significance of the selected firms, we refit model (15) via ordinary least squares (OLS) constrained on the selected firms by HOT and LDPE, respectively. The corresponding significance test shows that only five firms out of the eleven selected by LDPE are significant at the 0.05 level, while four our of the six firms identified by HOT are significant around the 0.05 level. We display the refitted OLS estimates and the p-values for the six firms by HOT in Table 4.

Table 4: Refitted OLS estimates $\hat{\beta}_j$ and p-values for the six firms selected by HOT.

| Firm     | $\hat{\beta}_j$ | p-value | Firm     | $\hat{\beta}_j$ | p-value |
|----------|-----------------|---------|----------|-----------------|---------|
| GAPTQ    | -0.167          | 0.025   | PKD      | -0.098          | 0.183   |
| WHR      | 0.088           | 0.361   | HAR      | 0.171           | 0.034   |
| GCO      | -0.310          | 0.000   | OMS      | -0.126          | 0.052   |

1 GAPTQ: Great Atlantic & Pacific Tea Company; WHR: Whirlpool Corporation; GCO: Genesco Inc; PKD: Parking Drilling Company; HAR: Harman International Industries Inc; OMS: Oppenheimer Multi-Sector

In view of Table 4, the p-values of four firms, GAPTQ, GCO, HAR, and OMS, are around or below 0.05. These firms are also influential in their respective fields. Among
them, GAPTQ (Great Atlantic & Pacific Tea Company) is a supermarket with estimated sales of $6.7 billion in 2012, ranking 28th among the “top 75 food retailers and wholesalers”. The most significant firm GCO (Genesco Inc) is a retailer of branded footwear and clothing with thousands of retail outlets across the world. Furthermore, OMS (Oppenheimer Multi-Sector) has grown into one of the largest and the most popular investment managers in the world since going public in 1959. The negative coefficients of them imply that the increases in the short interests of these firms tend to significantly decrease the future S&P 500 return. With these identified influential firms, it can be helpful to develop some augmented short interest index to further enhance the prediction performance for excess returns.

6 Discussions

In this paper, we have demonstrated that the maximum number of identifiable coefficients is allowed to be substantially larger than existing ones in presence of many possibly nonzero but weak signals for valid high-dimensional statistical inference. We also propose the hybrid orthogonalization estimator that takes full advantage of the identifiable coefficients, so that the bias induced by the estimation errors of the identifiable coefficients can be removed to enhance the inference efficiency.

Alternatively, based on the hybrid orthogonalization vectors $z_j (1 \leq j \leq p)$ constructed in Section 2.2, we can also utilize the self-bias correction idea with the aid of an initial estimate such as the scaled lasso estimate $\hat{\beta}^{(\text{init})} = (\hat{\beta}_1^{(\text{init})}, \ldots, \hat{\beta}_p^{(\text{init})})^\top$ in equation (3). Then an alternative hybrid orthogonalization estimator $\hat{\beta}_A = (\hat{\beta}_1^A, \ldots, \hat{\beta}_p^A)^\top$ can be defined through each coordinate as

$$\hat{\beta}_j^A = \hat{\beta}_j^{(\text{init})} + z_j^\top (y - X\hat{\beta}^{(\text{init})}) / z_j^\top x_j.$$ 

The validity of it can be seen from the following decomposition

$$\hat{\beta}_j^A - \beta_j = \frac{z_j^\top \varepsilon}{z_j^\top x_j} + \sum_{k \neq j} \frac{z_j^\top x_k (\beta_k - \hat{\beta}_k^{(\text{init})})}{z_j^\top x_j} = \frac{z_j^\top \varepsilon}{z_j^\top x_j} + \sum_{k \in \hat{S} \setminus \{j\}} \frac{z_j^\top x_k (\beta_k - \hat{\beta}_k^{(\text{init})})}{z_j^\top x_j},$$

where the items with indices in the set $\hat{S} \setminus \{j\}$ are zero due to the exact orthogonalization of $z_j$ to $X_{\hat{S} \setminus \{j\}}$ similarly as in (11). Moreover, the bias term on the right hand side of the above equality is bounded by

$$\sum_{k \in \hat{S} \setminus \{j\}} \frac{|z_j^\top x_k (\beta_k - \hat{\beta}_k^{(\text{init})})|}{|z_j^\top x_j|} \leq \left( \max_{k \neq j} \frac{|z_j^\top x_k|}{|z_j^\top x_j|} \right) \frac{\|z_j\|_2}{|z_j^\top x_j|} \cdot \| (\hat{\beta}^{(\text{init})} - \beta)_{\hat{S} \setminus \{j\}} \|_1$$

$$= \eta_j \tau_j \| (\hat{\beta}^{(\text{init})} - \beta)_{\hat{S} \setminus \{j\}} \|_1,$$

where the bias factor $\eta_j$ and the noise factor $\tau_j$ are of the same definitions as those in (5) except that the orthogonalization vectors $z_j$ are now the hybrid ones.

Since $\eta_j$ and $\tau_j$ can be shown to take the same orders of magnitudes as those in [48], the main advantage of the alternative hybrid orthogonalization estimator $\hat{\beta}_A$ is to reduce
the item $\|\hat{\beta}^{\text{init}} - \beta\|_1$ in the bias term of (5) to $\|\hat{\beta}^{\text{init}} - \beta\|_{\mathcal{S}^c \setminus \{j\}}$, which denotes the $L_1$-estimation error of $\beta$ constrained on the index set $\mathcal{S}^c \setminus \{j\}$. When the possibly nonzero but weak signals are not identified by the initial estimate $\hat{\beta}^{\text{init}}$, the bias term here would be as small as that for the proposed hybrid orthogonalization estimator $\hat{\beta}$, so that their sample size requirements for valid inference are basically the same.

Note that except for the linear regression models that utilize the squared error loss, the second order derivative of the loss function would typically rely on the regression coefficient vector. Therefore, the main advantage of the alternative hybrid orthogonalization estimator $\hat{\beta}^A$ is that it can be readily extended to other convex loss functions such as generalized linear models. The key point is to construct hybrid orthogonalization vectors based on the second order derivatives of the loss function for the corresponding models after identifying the significant coefficients by powerful feature screening techniques [25, 29, 27] targeted at non-linear models. It would be interesting to explore the theoretical properties of hybrid orthogonalization estimators in these extensions for future research.
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E-companion to “High-dimensional inference via hybrid orthogonalization”

Yang Li, Zemin Zheng, Jia Zhou and Ziwei Zhu

This supplementary material consists of two parts. Section 1 lists the key lemmas and presents the proofs for main results. Additional technical proofs for the lemmas are provided in Section 2.

1 Proofs of main results

1.1 Lemmas

The following lemmas will be used in the proofs of the main results.

Lemma 1. Suppose that $X \sim N(0, I_n \otimes \Sigma)$ and the eigenvalues of $\Phi = \Sigma^{-1} = (\phi_{ij})_{p \times p}$ are bounded within the interval $[1/L, L]$ for some constant $L \geq 1$. For a given set $\widehat{S}$ and any $j \in \widehat{S}^c$, we have the following conditional distribution

$$x_j = X_{\widehat{S}} \gamma_j + \rho_j^{(j)}$$

where the residual vector $\rho_j^{(j)} = x_j - E(x_j | X_{\widehat{S}})$ and $\gamma_j$ is the corresponding regression coefficient vector. Then the residual matrix $\rho_{\widehat{S}^c \setminus \{j\}}^{(j)}$ consisting of the residual vectors $\rho_j^{(j)}$ for $j \in \widehat{S}^c \setminus \{j\}$ satisfies

$$\rho_{\widehat{S}^c \setminus \{j\}}^{(j)} \sim N(0, I_n \otimes \Phi^{-1}_{\widehat{S}^c \setminus \{j\}})$$

Lemma 2. Suppose that the eigenvalues of a symmetric matrix $\Phi = (\phi_{ij})_{p \times p} = \Sigma^{-1} = (\sigma_{ij})_{p \times p}^{-1}$ are bounded within the interval $[1/L, L]$ for some constant $L \geq 1$. Then we have

1. the eigenvalues of $\Sigma$ are also bounded within the interval $[1/L, L]$;
2. the diagonal components of $\Phi$ and $\Sigma$ are bounded within the interval $[1/L, L]$;
3. the eigenvalues of any principal submatrix of $\Phi$ and $\Sigma$ are bounded within the interval $[1/L, L]$;
4. the L2-norms of the rows of $\Phi$ and $\Sigma$ are bounded within the interval $[1/L, L]$;
5. $\sigma_{jj} \phi_{jj} \geq 1$ for any $j \in \{1, \ldots, p\}$.

Lemma 3. Consider the following linear regression model

$$y = X\beta + \varepsilon, \quad \varepsilon \sim N(0, \sigma^2 I_n),$$
where the \( n \times d \) design matrix \( \mathbf{X} \) is independent of \( \varepsilon \). Suppose that \( \mathbf{X} \sim N(0, \mathbf{I}_n \otimes \Sigma) \) and the eigenvalues of \( \Sigma = (\sigma_{ij})_{d \times d} \) are bounded within the interval \([1/L, L]\) for some constant \( L \geq 1 \). When \( d = o(n) \), for any \( p \) satisfying \( \log(p)/n = o(1) \) and any constant \( \delta > 1 \), we have with probability at least \( 1 - o(p^{1-\delta}) \), the ordinary least squares estimator \( \hat{\beta} = (\mathbf{X}^\top \mathbf{X})^{-1} \mathbf{X}^\top \mathbf{y} \) exists and satisfies

\[
d(1 - 4\sqrt{\delta \log(p)/n})\sigma^2 \leq \| \mathbf{X}(\hat{\beta} - \beta) \|_2^2 \leq d(1 + 4\sqrt{\delta \log(p)/n})\sigma^2.
\]

**Lemma 4.** Suppose that the \( n \times p \) random matrix \( \mathbf{X} \sim N(0, \mathbf{I}_n \otimes \Sigma) \), where the eigenvalues of \( \Sigma \) are bounded within the interval \([1/L, L]\) for some constant \( L \geq 1 \). For a positive constant \( \xi \) and a set \( S \subset \{1, \ldots, p\} \), the cone invertibility factor and the sign-restricted cone invertibility factor are defined as

\[
F_2^*(\xi, S) = \inf \left\{ s^{1/2}\| \mathbf{X} \mathbf{u} \|_\infty/\| \mathbf{u} \|_2 : \mathbf{u} \in \mathcal{G}(\xi, S) \right\} \quad \text{and} \quad F_2(\xi, S) = \inf \left\{ s^{1/2}\| \mathbf{X} \mathbf{u} \|_\infty/\| \mathbf{u} \|_2 : \mathbf{u} \in \mathcal{G}_-(\xi, S) \right\},
\]

respectively, where \( s = |S| \), the cone \( \mathcal{G}(\xi, S) = \{ \mathbf{u} \in \mathbb{R}^{p-1} : \| \mathbf{u}_{S^c} \|_1 \leq \xi \| \mathbf{u}_S \|_1 \neq 0 \} \), and the sign-restricted cone \( \mathcal{G}_-(\xi, S) = \{ \mathbf{u} \in \mathbb{R}^{p-1} : \| \mathbf{u}_{S^c} \|_1 \leq \xi \| \mathbf{u}_S \|_1 \neq 0, \mathbf{u}_j \mathbf{X}^\top \mathbf{u}/n \leq 0, \forall j \notin S \}. \) Then for \( s = o(n/\log(p)) \), there exist positive constants \( c_1, c_2, c_3 \) such that with probability at least \( 1 - c_2 \exp(-c_3n) \),

\[
F_2(\xi, S) \geq F_2^*(\xi, S) \geq c_1.
\]

### 1.2 Proof of Proposition 1

We first prove the equivalence of the optimization problems. For any \( j, 1 \leq j \leq p \), by definition we have

\[
\hat{\pi}_j^{(1)} = \arg \min_{\mathbf{b}_{-j}} \left\{ (2n)^{-1}\| \mathbf{x}_j - \mathbf{x}_{-j} \mathbf{b}_{-j} \|_2^2 + \lambda_j \sum_{k \in S^c \setminus \{j\}} v_{jk} \cdot |b_k| \right\}.
\]

Since the coefficients in the set \( \hat{S} \setminus \{j\} \) are not penalized, the Karush-Kuhn-Tucker (KKT) condition for \( \pi_{S \setminus \{j\}}^{(j)} \) gives

\[-\mathbf{X}_{S \setminus \{j\}}^\top (\mathbf{x}_j - \mathbf{x}_{S \setminus \{j\}} \hat{\pi}_j^{(1)\{S \setminus \{j\}}} - \mathbf{x}_{S \setminus \{j\}} \hat{\pi}_{S \setminus \{j\}}^{(1)\{S \setminus \{j\}}) = 0,
\]

which entails

\[
\hat{\pi}_{S \setminus \{j\}}^{(1)} = (\mathbf{X}_{S \setminus \{j\}}^\top \mathbf{X}_{S \setminus \{j\}})^{-1} \mathbf{X}_{S \setminus \{j\}}^\top (\mathbf{x}_j - \mathbf{x}_{S \setminus \{j\}} \hat{\pi}_{S \setminus \{j\}}^{(1)\{S \setminus \{j\}}}).
\]

When \( \mathbf{b}_{S \setminus \{j\}}^{(j)} = (\mathbf{X}_{S \setminus \{j\}}^\top \mathbf{X}_{S \setminus \{j\}})^{-1} \mathbf{X}_{S \setminus \{j\}}^\top (\mathbf{x}_j - \mathbf{x}_{S \setminus \{j\}} \hat{\pi}_{S \setminus \{j\}}^{(1)\{S \setminus \{j\}}} \), we have

\[
\mathbf{x}_j - \mathbf{x}_{-j} \mathbf{b}_{-j}^{(j)} = (\mathbf{I}_n - \mathbf{P}_{S \setminus \{j\}})(\mathbf{x}_j - \mathbf{x}_{S \setminus \{j\}} \mathbf{b}_{S \setminus \{j\}}) = \mathbf{q}_j^{(j)} - \mathbf{q}_{S \setminus \{j\}} \mathbf{b}_{S \setminus \{j\}}^{(j)}.
\]
Thus, it follows from (A.2) and (A.3) that the optimization problem (A.1) is equivalent to
\[
\begin{align*}
\left\{ \begin{array}{l}
\hat{\pi}^{(j)}_{S^c \setminus \{j\}} = \arg \min_{\mathbf{b}_{S^c \setminus \{j\}}} \left\{ (2n)^{-1} \| \psi_j^{(j)} - \psi_{S^c \setminus \{j\}}^{(j)} \mathbf{b}_{S^c \setminus \{j\}} \|_2^2 + \lambda_j \sum_{k \in S^c \setminus \{j\}} v_{jk} \cdot |b_k| \right\}, \\
\hat{\pi}^{(j)}_{S \setminus \{j\}} = (X^\top_{S\setminus \{j\}} X_{S\setminus \{j\}})^{-1} X^\top_{S\setminus \{j\}} (x_j - X_{S^c \setminus \{j\}} \hat{\pi}^{(j)}_{S^c \setminus \{j\}}).
\end{array} \right.
\]

Therefore, \( \hat{\pi}^{(j)}_{S^c \setminus \{j\}} \) and \( \hat{\omega}_j \) in (8) are the optimal solutions of the same optimization problem. It yields that \( \hat{\pi}^{(j)}_{S^c \setminus \{j\}} \) and \( \hat{\omega}_j \) are equivalent. Moreover, in view of (A.2), we also have
\[
x_j - X_{-j} \hat{\pi}^{(j)}_{-j} = (I_n - P_{S\setminus \{j\}})(x_j - X_{S^c \setminus \{j\}} \hat{\pi}^{(j)}_{S^c \setminus \{j\}}) = \psi_j^{(j)} - \psi_{S^c \setminus \{j\}}^{(j)} \hat{\omega}_j,
\]
which entails that \( x_j - X_{-j} \hat{\pi}^{(j)}_{-j} \) is equivalent to the hybrid orthogonalization vector \( z_j = \psi_j^{(j)} - \psi_{S^c \setminus \{j\}}^{(j)} \hat{\omega}_j \) defined in (8) due to the equivalence of \( \hat{\pi}^{(j)}_{S^c \setminus \{j\}} \) and \( \hat{\omega}_j \).

Second, although the penalized regression problem of \( \hat{\pi}^{(j)}_{S^c \setminus \{j\}} \) is not strictly convex and may not have a unique minimizer, we continue to show that different minimizers would give the same value of \( \psi_j^{(j)} - \psi_{S^c \setminus \{j\}}^{(j)} \hat{\pi}^{(j)}_{S^c \setminus \{j\}} \). It implies that the value of the hybrid orthogonalization vector \( z_j \) is unique. In what follows, we will prove this by contradiction.

Suppose that there are two solutions \( \hat{\pi}^{(1)}_{S^c \setminus \{j\}} \) and \( \hat{\pi}^{(2)}_{S^c \setminus \{j\}} \) such that \( \psi_j^{(j)} - \psi_{S^c \setminus \{j\}}^{(j)} \hat{\pi}^{(1)}_{S^c \setminus \{j\}} \neq \psi_j^{(j)} - \psi_{S^c \setminus \{j\}}^{(j)} \hat{\pi}^{(2)}_{S^c \setminus \{j\}} \). Denote by \( t^* \) the minimum value of the optimization problem obtained by either \( \hat{\pi}^{(1)}_{S^c \setminus \{j\}} \) or \( \hat{\pi}^{(2)}_{S^c \setminus \{j\}} \). Then for any \( 0 < \alpha < 1 \), the optimization problem attains a value of \( t \) at \( \alpha \hat{\pi}^{(1)}_{S^c \setminus \{j\}} + (1 - \alpha) \hat{\pi}^{(2)}_{S^c \setminus \{j\}} \) as follows,
\[
t = \frac{\| \psi_j^{(j)} - \psi_{S^c \setminus \{j\}}^{(j)} (\alpha \hat{\pi}^{(1)}_{S^c \setminus \{j\}} + (1 - \alpha) \hat{\pi}^{(2)}_{S^c \setminus \{j\}}) \|_2^2}{2n} + \lambda_j \sum_{k \in S^c \setminus \{j\}} v_{jk}|\alpha \hat{\pi}^{(1)}_k + (1 - \alpha) \hat{\pi}^{(2)}_k|,
\]
where \( \hat{\pi}^{(1)}_k \) and \( \hat{\pi}^{(2)}_k \) denote the kth elements of \( \hat{\pi}^{(1)}_{S^c \setminus \{j\}} \) and \( \hat{\pi}^{(2)}_{S^c \setminus \{j\}} \), respectively.

On one hand, due to the strict convexity of the function \( f(x) = \| y - x \|_2^2 \), we get
\[
\| \psi_j^{(j)} - \psi_{S^c \setminus \{j\}}^{(j)} (\alpha \hat{\pi}^{(1)}_{S^c \setminus \{j\}} + (1 - \alpha) \hat{\pi}^{(2)}_{S^c \setminus \{j\}}) \|_2^2 < \alpha \| \psi_j^{(j)} - \psi_{S^c \setminus \{j\}}^{(j)} \hat{\pi}^{(1)}_{S^c \setminus \{j\}} \|_2^2 + (1 - \alpha) \| \psi_j^{(j)} - \psi_{S^c \setminus \{j\}}^{(j)} \hat{\pi}^{(2)}_{S^c \setminus \{j\}} \|_2^2.
\]
On the other hand, it follows from the convexity of the function \( f(x) = |x| \) that
\[
|\alpha \hat{\pi}^{(1)}_k + (1 - \alpha) \hat{\pi}^{(2)}_k| \leq \alpha |\hat{\pi}^{(1)}_k| + (1 - \alpha) |\hat{\pi}^{(2)}_k|.
\]
Thus, combining these two inequalities gives
\[
t < \alpha t^* + (1 - \alpha)t^* = t^*,
\]
which means that \( \alpha \hat{\pi}^{(1)}_{S^c \setminus \{j\}} + (1 - \alpha) \hat{\pi}^{(2)}_{S^c \setminus \{j\}} \) attains a smaller value than \( t^* \). This contradicts the definition of \( t^* \), which completes the proof.
1.3 Proof of Theorem 1

We first prove the first part of this theorem. With some simple algebra, we have

$$|\Delta_j| = \left| \sum_{k \in \hat{S}^c \setminus \{j\}} \frac{z_j^\top x_k \beta_k}{z_j^\top x_j} \right| \leq \left( \max_{k \in \hat{S}^c \setminus \{j\}} \frac{|z_j^\top x_k|}{|z_j^\top x_j|} \right) \sum_{k \in \hat{S}^c} |\beta_k|.$$

In addition, by the KKT condition and the equality (9), for any \(k \in \hat{S}^c \setminus \{j\}\), we can get

$$|z_j^\top x_k| = \left| z_j^\top \psi_k^{(j)} \right| = \left| (\psi_k^{(j)} - \psi_{\hat{S}^c \setminus \{j\}} \hat{\omega}_j)^\top \psi_k^{(j)} \right| \leq \sqrt{n} \lambda_j \|\psi_k^{(j)}\|_2,$$

which along with \(\hat{S}^c \subset S^c_1\) yields

$$|\Delta_j| \leq \left( \max_{k \in \hat{S}^c \setminus \{j\}} \frac{\sqrt{n} \lambda_j \|\psi_k^{(j)}\|_2}{|z_j^\top x_j|} \right) \sum_{k \in S^c_1} |\beta_k|.$$

We proceed to prove the second part of this theorem. With the aid of the Lyapunov’s condition (12), applying the Lyapunov’s Central Limit Theorem gives

$$\lim_{n \to \infty} \mathbb{P}\left( \frac{z_j^\top \epsilon}{\sigma^\top z_j} \leq x \right) = \Phi(x),$$

where \(x\) is any real number. In view of \(W_j = \frac{z_j^\top \epsilon}{z_j^\top x_j}\), the above equality can be rewritten as

$$\lim_{n \to \infty} \mathbb{P}(W_j \leq \tau_j \sigma x) = \Phi(x),$$

which completes the proof of this theorem.

1.4 Proof of Corollary 1

The proof of this corollary is the same as that of Theorem 1, and, therefore, has been omitted.

1.5 Proof of Proposition 2

Since the design matrix \(X\) here is random instead of a fixed one as that in [48], the statistics related to \(X\) are also random variables. We will first analyze the properties of some key statistics before proving Proposition.

Part 1: Deviation bounds of \(\|x_k\|_2^2\). Under Condition 1, since \(\|x_k\|_2^2/\sigma_{kk} \sim \chi^2_{(n)}\) for any \(1 \leq k \leq p\) with \(\sigma_{kk}\) denoting the \((k,k)\)th entry of \(\Sigma\), applying the following tail probability bound with \(t = 4 \sqrt{\delta \log(p)}/n\) for the chi-squared distribution with \(n\) degrees of freedom [35, inequality (93)]:

$$\mathbb{P}\left\{ \frac{\chi^2_{(n)}}{n} - 1 \geq t \right\} \leq 2 \exp\left\{-nt(t \wedge 1)/8\right\}$$

(A.4)
gives that
\[ |1 - 4\sqrt{\frac{\delta \log(p)}{n}}|\sigma_{kk} \leq \|x_k\|^2/n \leq |1 + 4\sqrt{\frac{\delta \log(p)}{n}}|\sigma_{kk} \]
holds with probability at least \(1 - 2p^{-2\delta}\). By Condition 1 that the eigenvalues of \(\Phi\) are within the interval \([1/L, L]\), with the aid of Lemma 2, we have \(1/L \leq \sigma_{kk} \leq L\) for any \(1 \leq k \leq p\). In view of \(\log p = o(n)\) by Condition 2, it follows that for sufficiently large \(n\), with probability at least \(1 - 2p^{-2\delta}\),
\[
\tilde{M}_1^* \leq \sqrt{|1 - 4\sqrt{\frac{\delta \log(p)}{n}}|/L} \leq \|x_k\|_2/\sqrt{n} \leq \sqrt{|1 + 4\sqrt{\frac{\delta \log(p)}{n}}|/L} \leq \tilde{M}_1, \tag{A.5}
\]
where \(\tilde{M}_1 \geq \tilde{M}_1^*\) are two positive constants.

Therefore, we have
\[
\mathbb{P}(\max_{k \neq j} \|x_k\|_2/\sqrt{n} > \tilde{M}_1) \leq \sum_{k \neq j} \mathbb{P}(\|x_k\|_2/\sqrt{n} > \tilde{M}_1) \leq p \cdot 2p^{-2\delta} = 2p^{1-2\delta},
\]
as well as
\[
\mathbb{P}(\min_{k \neq j} \|x_k\|_2/\sqrt{n} < \tilde{M}_1^*) \leq \sum_{k \neq j} \mathbb{P}(\|x_k\|_2/\sqrt{n} < \tilde{M}_1^*) \leq p \cdot 2p^{-2\delta} = 2p^{1-2\delta}.
\]

Combining the above two inequalities further yields
\[
\mathbb{P}\left(\bigcap_{k \neq j} \{\tilde{M}_1^* \leq \|x_k\|_2/\sqrt{n} \leq \tilde{M}_1\}\right) \geq 1 - 2p^{1-2\delta} - 2p^{1-2\delta} = 1 - o(p^{1-\delta}). \tag{A.6}
\]

**Part 2: Deviation bounds of \(\|\psi^{(j)}_k\|_2 \) for \(k \in \hat{S}^c\).** Assume that the index \(k\) is the \(k'\)th index in the set \(\hat{S}^{(k)} = \hat{S} \cup \{k\}\). On one hand, in view of \(P_{\hat{S}} = X_{\hat{S}}(X_{\hat{S}}^T X_{\hat{S}})^{-1} X_{\hat{S}}^T\), we can rewrite \(\psi^{(j)}_k\) as
\[
\psi^{(j)}_k = (I_n - P_{\hat{S}})x_k = x_k - X_{\hat{S}}(X_{\hat{S}}^T X_{\hat{S}})^{-1} X_{\hat{S}}^T x_k \overset{\Delta}{=} x_k - X_{\hat{S}} \hat{\gamma}^{(j)}_k, \tag{A.7}
\]
where \(\hat{\gamma}^{(j)}_k = (X_{\hat{S}}^T X_{\hat{S}})^{-1} X_{\hat{S}}^T x_k\) is the least squares estimate of the coefficient vector of regressing \(x_k\) on \(X_{\hat{S}}\).

On the other hand, since the rows of \(X_{\hat{S}^{(k)}}\) are independent and normally distributed with \(N(0, (\Theta^{(k)})^{-1})\) for \(\Theta^{(k)} = (\Sigma_{\hat{S}^{(k)}, \hat{S}^{(k)}})^{-1} = (\theta_{ij}^{(k)})_{(d+1) \times (d+1)}\), the conditional distribution of \(x_k\) given \(X_{\hat{S}}\) follows the Gaussian distribution
\[
x_k|X_{\hat{S}} \sim N(X_{\hat{S}} \hat{\gamma}^{(j)}_k, (1/\theta_k^{(k)}) I_n)
\]
with \(\hat{\gamma}^{(j)}_k = - (\Theta^{(k)}_{k', k'})^{-1} / \theta_k^{(k)}\). Here the \(d\)-dimensional coefficient vector \(\Theta^{(k)}_{k', k'}\) is the \(k'\)th row of \(\Theta^{(k)}\) with the \(k'\)th component removed. Based on this conditional distribution, we know that the random error vector
\[
\rho^{(j)}_k = x_k - X_{\hat{S}} \hat{\gamma}^{(j)}_k \tag{A.8}
\]
is independent of $X_S$ and follows the distribution $N(0, (1/\theta_{k'k'})I_n)$. It is worth mentioning that $\theta_{k'k'}^{(k)} \in [1/L, L]$ can be easily deduced from Condition 1 and Lemma 2.

Moreover, in view of (A.7) and (A.8), we also have

$$\rho_k^{(j)} - \psi_k^{(j)} = X_S(\hat{\gamma}_k^{(j)} - \gamma_k^{(j)}),$$

which together with the above inequality gives

$$\mathbb{P}\left\{ \left( \frac{d(1 - 4\sqrt{\delta \log p}/n)}{\theta_{k'k'}^{(k)}} \right)^{1/2} \leq \|\rho_k^{(j)} - \psi_k^{(j)}\|_2 \leq \left( \frac{d(1 + 4\sqrt{\delta \log p}/n)}{\theta_{k'k'}^{(k)}} \right)^{1/2} \right\} \geq 1 - 2p^{-2\delta}.$$  \hspace{1cm} (A.9)

Since $\|\psi_k^{(j)}\|_2 - \|\rho_k^{(j)}\|_2 \leq \|\rho_k^{(j)} - \psi_k^{(j)}\|_2$, the above inequality entails

$$\mathbb{P}\left\{ \|\psi_k^{(j)}\|_2 - \|\rho_k^{(j)}\|_2 \geq \left( \frac{d(1 + 4\sqrt{\delta \log p}/n)}{\theta_{k'k'}^{(k)}} \right)^{1/2} \right\} \leq 2p^{-2\delta}. \hspace{1cm} (A.10)$$

In order to proceed, we will then construct the deviation bounds of $\|\rho_k^{(j)}\|_2$. Note that $\|\rho_k^{(j)}\|_2^2/(1/\theta_{k'k'}^{(k)}) \sim \chi^2_{(n)}$. By applying (A.4) with $t = 4\sqrt{\delta \log p}/n$ for the chi-squared distribution with $n$ degrees of freedom, we have

$$\left( \frac{n(1 - 4\sqrt{\delta \log p}/n)}{\theta_{k'k'}^{(k)}} \right)^{1/2} \leq \|\rho_k^{(j)}\|_2 \leq \left( \frac{n(1 + 4\sqrt{\delta \log p}/n)}{\theta_{k'k'}^{(k)}} \right)^{1/2}$$

holds with probability at least $1 - 2p^{-2\delta}$. This inequality together with (A.10) entails that with probability at least $1 - 4p^{-2\delta}$,

$$\frac{(n(1 - 4\sqrt{\delta \log p}/n))^{1/2} - (d(1 + 4\sqrt{\delta \log p}/n))^{1/2}}{(\theta_{k'k'}^{(k)})^{1/2}} \leq \|\psi_k^{(j)}\|_2 \leq \frac{(n^{1/2} + d^{1/2})(1 + 4\sqrt{\delta \log p}/n)^{1/2}}{(\theta_{k'k'}^{(k)})^{1/2}}.$$  \hspace{1cm} (A.11)

Since $\log(p) = o(n)$ and $d = o(n/\log(p))$, which entails $d = o(n)$, it follows that for sufficiently large $n$, with probability at least $1 - 4p^{-2\delta}$,

$$\tilde{M}_2^* \leq \|\psi_k^{(j)}\|_2/\sqrt{n} \leq \tilde{M}_2,$$  \hspace{1cm} (A.11)
respectively. Combining the above two inequalities further yields
\[ \mathbb{P}( \max_{k \in S^c \setminus \{j\}} \| \psi_k^{(j)} \|_2 / \sqrt{n} > \tilde{M}_2 ) \leq 2 \mathbb{P}( \| \psi_k^{(j)} \|_2 / \sqrt{n} > \tilde{M}_2 ) \leq p \cdot 4p^{-2\delta} = 4p^{1-2\delta} \]
and
\[ \mathbb{P}( \min_{k \in S^c \setminus \{j\}} \| \psi_k^{(j)} \|_2 / \sqrt{n} < \tilde{M}_2^* ) \leq 2 \mathbb{P}( \| \psi_k^{(j)} \|_2 / \sqrt{n} < \tilde{M}_2^* ) \leq p \cdot 4p^{-2\delta} = 4p^{1-2\delta}, \]
respectively. Combining the above two inequalities further yields
\[ \mathbb{P} \left( \bigcap_{k \in S^c \setminus \{j\}} \{ \tilde{M}_2^* \leq \| \psi_k^{(j)} \|_2 / \sqrt{n} \leq \tilde{M}_2 \} \right) \geq 1 - 4p^{1-2\delta} = 1 - o(p^{1-\delta}). \quad (A.12) \]

We proceed to prove Proposition 2. Since the following argument applies to any \( j, 1 \leq j \leq p \), we drop the superscript \( (j) \) in \( F_2^{(j)}(\xi, S_j) \) and \( G^{(j)}_{-}(\xi, S_j) \) for notational simplicity. Recall that the sign-restricted cone invertibility factor here is defined as
\[ F_2(\xi, S_j^c) = \inf \left\{ \| S_j^c \|^{\frac{1}{2}} \| (\psi_{S_j^c}^{(j)})^\top \psi_{S_j^c}^{(j)} \|_{\infty} / \| u \|_2 : u \in G_{-}(\xi, S_j^c) \right\} \]
with the sign-restricted cone
\[ G_{-}(\xi, S_j^c) = \{ u : \| u_{S_j^c} \|_1 \leq \xi \| u_{S_j^c} \|_1, \ u_k(\psi_k^{(j)})^\top \psi_{S_j^c}^{(j)} \| u / n \|_2 \leq 0, \ \forall k \in S_j^c \}. \]
In what follows, we mainly present the proof when \( j \in \hat{S}^c \) and the same argument applies to \( j \in \hat{S} \).

First of all, by the inequality (A.9), we have
\[ \mathbb{P} \left\{ \left( \frac{d(1 - 4\sqrt{\delta}(\log p)/n)}{\theta_{k,k'}^{(j)}} \right)^{1/2} \leq \| \rho_k^{(j)} - \psi_k^{(j)} \|_2 \leq \left( \frac{d(1 + 4\sqrt{\delta}(\log p)/n)}{\theta_{k,k'}^{(j)}} \right)^{1/2} \right\} \geq 1 - 2p^{-2\delta}. \]
Since \( \log(p) = o(n) \), it follows that for sufficiently large \( n \), with probability at least \( 1 - 2p^{-2\delta} \),
\[ \| \rho_k^{(j)} - \psi_k^{(j)} \|_2 / \sqrt{d} \leq C, \]
where \( C \) is some positive constant. Thus, we further have
\[ \mathbb{P}( \max_{k \in S^c \setminus \{j\}} \| \rho_k^{(j)} - \psi_k^{(j)} \|_2 / \sqrt{d} > C ) \leq \sum_{k \neq j} \mathbb{P}( \| \rho_k^{(j)} - \psi_k^{(j)} \|_2 / \sqrt{d} > C ) \leq p \cdot 2p^{-2\delta} = 2p^{1-2\delta}. \quad (A.13) \]

We then prove the conclusions of this proposition. For any \( u \in \mathbb{R}^{p-d-1} \), we will first give the deviation of \( \| \psi_k^{(j)} u \|_2 \) from its population counterpart \( \| \rho_k^{(j)} u \|_2 \). For any matrix \( H = (h_1, \ldots, h_p) \in \mathbb{R}^{n \times p} \) and any vector \( t = (t_1, \ldots, t_p) \top \in \mathbb{R}^p \), it is clear that
\[ \| Ht \|_2 = \| t_1 h_1 + \ldots + t_p h_p \|_2 \leq |t_1| \| h_1 \|_2 + \ldots + |t_p| \| h_p \|_2 \leq (\max_{1 \leq i \leq p} \| h_i \|_2) \| t \|_1. \]
Based on this inequality, we have
\[
\|\rho^{(j)}_{\mathcal{S}^c \setminus \{j\}} u\|_2 - \|\psi^{(j)}_{\mathcal{S}^c \setminus \{j\}} u\|_2 \leq \max_{k \in \mathcal{S}^c \setminus \{j\}} \|\rho^{(j)}_k - \psi^{(j)}_k\|_2 \|u\|_1.
\]
Therefore, for any \(u \in \mathcal{G}(\xi, S_{j^*})\) with \(\mathcal{G}(\xi, S_{j^*}) = \{u \in \mathbb{R}^{p-d-1} : \|u_{S_{j^*}}\|_1 \leq \xi \|u_{S_{j^*}}\|_2\}\), in view of (A.13), \(|S_{j^*}| \leq s_0\), and \(\|u_{S_{j^*}}\|_1 \leq s_0^{1/2} \|u_{S_{j^*}}\|_2\), with probability at least \(1 - o(p^{1-\delta})\),
\[
\|\psi^{(j)}_{\mathcal{S}^c \setminus \{j\}} u\|_2 \geq \|\rho^{(j)}_{\mathcal{S}^c \setminus \{j\}} u\|_2 - Cd^{1/2} \|u\|_1
\]
\[
\geq \|\rho^{(j)}_{\mathcal{S}^c \setminus \{j\}} u\|_2 - C(1 + \xi) \|S_{j^*}\|_1 \geq \|\rho^{(j)}_{\mathcal{S}^c \setminus \{j\}} u\|_2 - C(1 + \xi)(s_0d)^{1/2} \|u_{S_{j^*}}\|_2. \quad (A.14)
\]

Now we turn our attention to \(\rho^{(j)}_{\mathcal{S}^c \setminus \{j\}}\). By Lemma 1, we have
\[
\rho^{(j)}_{\mathcal{S}^c \setminus \{j\}} \sim N(0, I_n \otimes [\Sigma_{\mathcal{S}^c \setminus \{j\}} - \Sigma_{\mathcal{S}^c \setminus \{j\}} \Sigma_{\mathcal{S}^c \setminus \{j\}}^{-1} \Sigma_{\mathcal{S}^c \setminus \{j\}}])
\]
with \(\Sigma_{\mathcal{S}^c \setminus \{j\}} - \Sigma_{\mathcal{S}^c \setminus \{j\}} \Sigma_{\mathcal{S}^c \setminus \{j\}}^{-1} \Sigma_{\mathcal{S}^c \setminus \{j\}} = \Phi^{-1}_{\mathcal{S}^c \setminus \{j\}}\). Since the eigenvalues of \(\Phi\) are bounded within the interval \([1/L, L]\) for some constant \(L \geq 1\), we can deduce that the eigenvalues of \(\Phi^{-1}_{\mathcal{S}^c \setminus \{j\}}\) are also bounded within the interval \([1/L, L]\) by Lemma 2. Thus, for any \(u \in \mathcal{G}(\xi, S_{j^*})\), applying the same argument as that of (A.58) in Lemma 4 yields that
\[
\frac{\|\rho^{(j)}_{\mathcal{S}^c \setminus \{j\}} u\|_2}{n^{1/2}} \geq \frac{1}{4L^{1/2} - 9(1 + \xi)L^{1/2}} \sqrt{\frac{s_0 \log(p)}{n}} \|u\|_2
\]
holds with probability at least \(1 - c_2^* \exp(-c_3^* n)\), where \(c_2^*\) and \(c_3^*\) are some positive constants.

Together with (A.14), it follows that for any \(u \in \mathcal{G}(\xi, S_{j^*})\),
\[
\frac{\|\psi^{(j)}_{\mathcal{S}^c \setminus \{j\}} u\|_2}{n^{1/2}} \geq \frac{\|\rho^{(j)}_{\mathcal{S}^c \setminus \{j\}} u\|_2}{n^{1/2}} - C(1 + \xi)(s_0d/n)^{1/2} \|u_{S_{j^*}}\|_2
\]
\[
\geq \frac{1}{4L^{1/2} - 9(1 + \xi)L^{1/2}} \sqrt{\frac{s_0 \log(p)}{n}} - C(1 + \xi)(s_0d/n)^{1/2} \} \|u\|_2 \quad (A.15)
\]
holds with probability at least \(1 - c_2^* \exp(-c_3^* n) - o(p^{1-\delta})\). Moreover, since \(\log(p)/n = o(1)\), it entails that
\[
\exp(-c_3^* n) = \frac{p^{1-\delta}}{\exp(c_3^* n)} = \exp((\delta - 1) \log p - c_3^* n) = o(1),
\]
which implies that \(c_2^* \exp(-c_3^* n) = o(p^{1-\delta})\).

Therefore, based on this fact, together with the assumptions of \(s_0(\log p)/n = o(1)\) and \(d = o(n/s_0)\), it follows from (A.15) that
\[
RE_2(\xi, S_{j^*}) \geq (c^*)^{1/2} \quad (A.16)
\]
respectively. Recall that we have the conditional distribution defined as

$$RE_2(\xi, S_{j*}) = \inf \left\{ \frac{\| \psi^{(j)}_{S_{\hat{\lambda} \setminus \{j\}}} u \|_2}{n^{1/2} \| u \|_2} : u \in G(\xi, S_{j*}) \right\}.$$  

Note that the cone $$G(\xi, S_{j*}) = \{ u \in \mathbb{R}^{p-d-1} : \| u_{S_{j*}} \|_1 \leq \xi \| u_{S_{j*}} \|_1 \}.$$  

Finally, similar to the proof of Lemma 4, by [45, Proposition 5], we can get

$$F_2(\xi, S_{j*}) \geq F_2^* (\xi, S_{j*}) \geq RE_2^2 (\xi, S_{j*}) \geq c^*$$

holds with probability at least $$1 - o(p^{1-\delta})$$, where the cone invertibility factor $$F_2^* (\xi, S_{j*})$$ is defined as

$$F_2^* (\xi, S_{j*}) = \inf \left\{ |S_{j*}|^{1/2} (\psi_{S_{\hat{\lambda} \setminus \{j\}}}^{(j)})^T \psi_{S_{\hat{\lambda} \setminus \{j\}}}^{(j)} u / n \| u \|_\infty / \| u \|_2 : u \in G(\xi, S_{j*}) \right\}.$$  

It completes the proof of Proposition 2.

### 1.6 Proof of Theorem 2

Under the conditions of Theorem 2, it is clear that the results in Part 1 and Part 2 of the proof of Proposition 2 are still valid. In what follows, we mainly present the proof when $$j \in \hat{S}^c$$ and the same argument applies to $$j \in \hat{S}$$ for a given set $$\hat{S}$$. Throughout the proof, $$\lambda_j = (1 + \epsilon) \sqrt{(2\delta/(n\phi_{jj}))} \log(p)$$, where the constant $$\epsilon = \tilde{M} (\xi' + 1)/\{ \tilde{M}^* (\xi' - 1) \} - 1 > 0$$ with two positive constants $$\tilde{M} \geq \tilde{M}^*$$, and $$\phi_{jj}$$ is defined in Condition 1. In addition, $$C$$ is some positive constant which can vary from expression to expression.

**Part 1: Deviation bounds of $$\| \hat{\omega}_j - \omega_j \|_2$$**. Let $$\tilde{M} = \max(\tilde{M}_1, \tilde{M}_2)$$ and $$\tilde{M}^* = \min(\tilde{M}_1^*, \tilde{M}_2^*)$$, respectively. Recall that we have the conditional distribution

$$x_j = X_{\hat{S}} \pi_{\hat{S}}^{(j)} + X_{\hat{S} \setminus \{j\}} \pi_{\hat{S} \setminus \{j\}}^{(j)} + e_j,$$

where $$e_j = x_j - E(x_j | X_{\hat{S} \setminus \{j\}})$$ is independent of $$X_{\hat{S} \setminus \{j\}}$$ and follows the distribution $$N(0, (1/\phi_{jj}) I_n)$$. Thus, it follows that

$$(I_n - P_{\hat{S}}) x_j = (I_n - P_{\hat{S}})(X_{\hat{S}} \pi_{\hat{S}}^{(j)} + X_{\hat{S} \setminus \{j\}} \pi_{\hat{S} \setminus \{j\}}^{(j)} + e_j),$$

which can be simplified as

$$\psi_j^{(j)} = \psi_{\hat{S} \setminus \{j\}}^{(j)} \omega_j + e_j^* \quad (A.17)$$

according to the definition of $$\psi_k^{(j)}$$. Here $$\omega_j = \pi_{\hat{S} \setminus \{j\}}^{(j)} \Phi_{\hat{S} \setminus \{j\}}^T / \phi_{jj}$$ and $$e_j^* = (I_n - P_{\hat{S}}) e_j$$.

Denote by $$S_{j*} = \{ 1 \leq k \leq p : k \in \hat{S} \setminus \{j\}, \phi_{jk} \neq 0 \}$$, $$\hat{S}_{j*} = \hat{S} \setminus (j \cup S_{j*})$$, and $$z_{\omega_j}^* = \| (\psi_{\hat{S} \setminus \{j\}}^{(j)})^T (\psi_j^{(j)} - \psi_{\hat{S} \setminus \{j\}}^{(j)} \omega_j) / n \|_\infty$$. In what follows, we first use similar arguments as those in the proof of Theorem 3 to construct bounds for $$\| (\psi_{\hat{S} \setminus \{j\}}^{(j)} (\hat{\omega}_j - \omega_j) \|_2$$ and the main difficulty
here is that the predictor matrix $\psi_{S \setminus \{j\}}^{(j)}$ is much more complex than a usual design matrix with i.i.d. rows. First of all, by the same argument as that in (A.30) gives
\[
\mathbf{v}^\top (\psi_{S \setminus \{j\}}^{(j)})^\top \psi_{S \setminus \{j\}}^{(j)} (\hat{\omega}_j - \omega_j)/n \leq (z_j^\ast + \tilde{M}\lambda_j)\|\mathbf{v}_j\|_1 + (z_j^\ast - \tilde{M}^\ast \lambda_j)\|\mathbf{v}_{j'}\|_1
\]
for all vectors $\mathbf{v} \in \mathbb{R}^{p-d-1}$ satisfying $\text{sign}(\mathbf{v}_{S_j^c}) = \text{sign}((\hat{\omega}_j - \omega_j)_{S_j^c}) = \text{sign}((\omega_j)_{S_j^c})$. Based on the above inequality, if $z_j^\ast < \tilde{M}^\ast \lambda_j$, it follows from $\mathbf{v} = \hat{\omega}_j - \omega_j$ that
\[
(z_j^\ast + \tilde{M}\lambda_j)\|\hat{\omega}_j - \omega_j\|_{S_j} + (z_j^\ast - \tilde{M}^\ast \lambda_j)\|\hat{\omega}_j - \omega_j\|_{S_j^c} \geq 0,
\]
which entails that
\[
\|\hat{\omega}_j - \omega_j\|_{S_j^c} \leq \xi \|\hat{\omega}_j - \omega_j\|_{S_j}, \tag{A.18}
\]
for $\xi \geq (\tilde{M}\lambda_j + z_j^\ast)/(\tilde{M}^\ast \lambda_j - z_j^\ast)$. In addition, if $z_j^\ast \leq \tilde{M}^\ast \lambda_j$, using the same argument as that in (A.33) gives
\[
(\hat{\omega}_{j,k} - \omega_{j,k}) (\psi_{S \setminus \{j\}}^{(j)})(\hat{\omega}_j - \omega_j)/n \leq 0 \tag{A.19}
\]
for any $k \in J_j^c$, where $\hat{\omega}_{j,k}$ is the $k$th component of $\hat{\omega}_j$. In view of (A.18) and (A.19), if $z_j^\ast < \tilde{M}^\ast \lambda_j$, we can get
\[
\hat{\omega}_j - \omega_j \in \mathcal{G}_-(\xi, S_j^c) \tag{A.20}
\]
for $\xi \geq (\tilde{M}\lambda_j + z_j^\ast)/(\tilde{M}^\ast \lambda_j - z_j^\ast)$. Here the sign-restricted cone $\mathcal{G}_-(\xi, S_j^c)$ is defined as
\[
\mathcal{G}_-(\xi, S_j^c) = \{ \mathbf{u} \in \mathbb{R}^{p-d-1} : \|\mathbf{u}_{S_j^c}\|_1 \leq \xi \|\mathbf{u}_{S_j}\|_1, u_k(\psi_{S \setminus \{j\}}^{(j)})^\top \mathbf{u}/n \leq 0, \forall k \in S_j^c \}.
\]
In order to proceed, our analysis will then be conditional on the event $\mathcal{E}^{\ast\ast} = \{ z_j^\ast \leq \lambda_j \tilde{M}^\ast (\xi' - 1)/(\xi' + 1) \}$ for some constant $\xi' > 1$. Note that if $z_j^\ast \leq \lambda_j \tilde{M}^\ast (\xi' - 1)/(\xi' + 1) < \tilde{M}^\ast \lambda_j$ holds on this event, which together with (A.20) implies that
\[
\hat{\omega}_j - \omega_j \in \mathcal{G}_-(\xi, S_j^c)
\]
for some constant $\xi \geq (\tilde{M}\lambda_j + z_j^\ast)/(\tilde{M}^\ast \lambda_j - z_j^\ast)$. Similarly, we first clarify that the magnitude of $(\tilde{M}\lambda_j + z_j^\ast)/(\tilde{M}^\ast \lambda_j - z_j^\ast)$ is around a constant level. By the same argument as that in (A.35) gives
\[
1 \leq \frac{\tilde{M}\lambda_j + z_j^\ast}{\tilde{M}^\ast \lambda_j - z_j^\ast} \leq 1 + \frac{\xi' - 1}{2} + \frac{(\xi' + 1)\tilde{M} - 2\tilde{M}^\ast}{2\tilde{M}^\ast}.
\]
Moreover, since $z_j^\ast \leq \lambda_j \tilde{M}^\ast (\xi' - 1)/(\xi' + 1) \leq \lambda_j \tilde{M} (\xi' - 1)/(\xi' + 1)$, it follows that
\[
\| (\psi_{S \setminus \{j\}}^{(j)})^\top \psi_{S \setminus \{j\}}^{(j)} (\hat{\omega}_j - \omega_j) /n \|_\infty \leq \tilde{M}\lambda_j + z_j^\ast \leq 2\tilde{M}\lambda_j \xi'/(\xi' + 1).
\]
Thus, in view of $|S_{j^*}| \leq s_0$, combining the above results gives

$$
\| \hat{\omega}_j - \omega_j \|_2 \leq \frac{|S_{j^*}|^{1/2}(\hat{M} \lambda_j + z_j^s)}{F_2(\xi, S_{j^*})} \leq \frac{\{2\hat{M}\xi'/(\xi' + 1)\} s_0^{1/2} \lambda_j}{F_2(\xi, S_{j^*})},
$$

(A.21)

where the sign-restricted cone invertibility factor $F_2(\xi, S_{j^*})$ is defined as

$$
F_2(\xi, S_{j^*}) = \inf \left\{ |S_{j^*}|^{1/2} \| (\psi^{(j)}_{S^c \setminus \{j\}})^\top \psi^{(j)}_{S^c \setminus \{j\}} u/n \|_\infty/\| u \|_2 : u \in \mathcal{G}_{-}(\xi, S_{j^*}) \right\}.
$$

We then derive the probability of the event $\mathcal{E}''^*$. Since $e_j$ is independent of $X_\mathcal{S}$ and $X_{\mathcal{S}^c \setminus \{j\}}$, it entails that $e_j$ is independent of $\psi^{(j)}_{\mathcal{S}^c \setminus \{j\}}$. In addition, it follows from the definition of $e^*_j = (I_n - \mathbf{P}_\mathcal{S})e_j$ that

$$
(\psi^{(j)}_{\mathcal{S}^c \setminus \{j\}})^\top e^*_j = (\psi^{(j)}_{\mathcal{S}^c \setminus \{j\}})^\top e_j.
$$

Thus, together with $\|\psi^{(j)}\|_2/\sqrt{n} \leq \hat{M}$ for any $k \in \mathcal{S}^c \setminus \{j\}$ on the event $\mathcal{E}''$ and $e_j$ follows the distribution $N(0, (1/\phi_{jj})I_n)$, when $\lambda_j = \hat{M}\sqrt{(2d/(n\phi_{jj}))\log(p)(\xi' + 1)/\{\hat{M}^*(\xi' - 1)\}$, using the same argument as that in (A.38) gives

$$
1 - \mathbb{P}(\mathcal{E}''^*) \leq o(p^{1-\delta}).
$$

(A.22)

We now show the magnitude of $F_2(\xi, S_{j^*})$. By Proposition 2, under the assumption that $d = o(n/s_0)$, there is some positive constant $c^*$ such that

$$
F_2(\xi, S_{j^*}) \geq c^*
$$

holds with probability at least $1 - o(p^{1-\delta})$. Moreover, with the aid of (A.12) and (A.22), we get

$$
\mathbb{P}(\mathcal{E}'' \cap \mathcal{E}''^*) = 1 - \mathbb{P}(\mathcal{E}''^c) \geq 1 - \mathbb{P}((\mathcal{E}''^c)^c) = 1 - \mathbb{P}(\mathcal{E}''^c) = 1 - o(p^{1-\delta}).
$$

Thus, combining these results with (A.21) gives

$$
\mathbb{P}\left\{ \| \hat{\omega}_j - \omega_j \|_2 \leq C s_0^{1/2} \lambda_j \right\} \geq 1 - o(p^{1-\delta}).
$$

(A.23)

**Part 2: Deviation bounds of** $n^{-1/2}\| \psi^{(j)}_{\mathcal{S}^c \setminus \{j\}}(\hat{\omega}_j - \omega_j) \|_2$ **and** $\| \hat{\omega}_j - \omega_j \|_q$ **for** $q \in [1, 2]$. **We first construct bounds for** $\| \psi^{(j)}_{\mathcal{S}^c \setminus \{j\}}(\hat{\omega}_j - \omega_j) \|_2$. **Some simple algebra shows that**

$$
\| \psi^{(j)}_{\mathcal{S}^c \setminus \{j\}}(\hat{\omega}_j - \omega_j) \|_2^2 \leq \| (\psi^{(j)}_{\mathcal{S}^c \setminus \{j\}})^\top \psi^{(j)}_{\mathcal{S}^c \setminus \{j\}}(\hat{\omega}_j - \omega_j) \|_\infty \| (\hat{\omega}_j - \omega_j) \|_1.
$$

(A.24)

Conditional on the event $\mathcal{E}''^* = \{ z_\infty^s \leq \lambda_j \hat{M}^*(\xi' - 1)/(\xi' + 1) \}$, it follows that

$$
\| (\psi^{(j)}_{\mathcal{S}^c \setminus \{j\}})^\top \psi^{(j)}_{\mathcal{S}^c \setminus \{j\}}(\hat{\omega}_j - \omega_j)/n \|_\infty \leq \hat{M} \lambda_j + z_\infty^s \leq \hat{M} \lambda_j + \lambda_j \hat{M}^*(\xi' - 1)/(\xi' + 1),
$$
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which further yields
\[
\| (\psi_{S\setminus\{j\}}^{(j)})^\top \psi_{S\setminus\{j\}}^{(j)} (\hat{\omega}_j - \omega_j) \|_\infty \leq n \{ \tilde{M} + \tilde{M}^* (\xi' - 1)/(\xi' + 1) \} \lambda_j. \tag{A.25}
\]

Moreover, since \( \hat{\omega}_j - \omega_j \in \mathcal{G}_-(\xi, S_j) \), we have
\[
\| \hat{\omega}_j - \omega_j \|_1 = \| (\hat{\omega}_j - \omega_j)_{S_j}^\top \|_1 + \| (\hat{\omega}_j - \omega_j)_{S_j} \|_1 \leq (1 + \xi) \| (\hat{\omega}_j - \omega_j)_{S_j} \|_1 \\
\leq (1 + \xi) s_0^{1/2} \| (\hat{\omega}_j - \omega_j)_{S_j} \|_2 \leq (1 + \xi) s_0^{1/2} \| \hat{\omega}_j - \omega_j \|_2.
\]
which together with (A.23) entails that
\[
\mathbb{P} \{ \| \hat{\omega}_j - \omega_j \|_1 \leq C s_0 \lambda_j \} \geq 1 - o(p^{-1}) \tag{A.26}
\]

Then by inequalities (A.24), (A.25), and (A.26), we finally have
\[
\mathbb{P} \{ \| \psi_{S\setminus\{j\}}^{(j)} (\hat{\omega}_j - \omega_j) \|_2 \leq C (s_0 n)^{1/2} \lambda_j \} \geq 1 - o(p^{-1}), \tag{A.27}
\]

which entails that
\[
\mathbb{P} \{ n^{-1/2} \| \psi_{S\setminus\{j\}}^{(j)} (\hat{\omega}_j - \omega_j) \|_2 \leq C s_0^{1/2} \lambda_j \} \geq 1 - o(p^{-1}).
\]

We then derive the deviation bounds of \( \| \hat{\omega}_j - \omega_j \|_q \) for \( q \in (1, 2) \). Note that the two inequalities \( \sum_{j=1}^p a_j \leq b_1 \) and \( \sum_{j=1}^p a_j^2 \leq b_2 \) for \( a_j \geq 0 \) will imply
\[
\sum_{j=1}^p a_j^q = \sum_{j=1}^p a_{j}^{2-q} a_j^{2-q-2} \leq \left( \sum_{j=1}^p a_j \right)^{2-q} \left( \sum_{j=1}^p a_j^2 \right)^{q-1} \leq b_1^{2-q} b_2^{q-1}
\]
for any \( q \in (1, 2) \). Thus, we have
\[
\| \hat{\omega}_j - \omega_j \|_q \leq \| \hat{\omega}_j - \omega_j \|_1^{2-q} \cdot (\| \hat{\omega}_j - \omega_j \|_2)^{q-1},
\]
which together with (A.23) and (A.26) gives
\[
\mathbb{P} \{ \| \hat{\omega}_j - \omega_j \|_q \leq C s_0^{1/2} \lambda_j \} \geq 1 - o(p^{-1})
\]
for any \( q \in (1, 2) \). It concludes the proof of Theorem 2.

### 1.7 Proof of Theorem 3

Under the conditions of Theorem 3, it is clear that the results in Part 1 and Part 2 of the proof of Proposition 2 are still valid. In what follows, we mainly present the proof when \( j \in \hat{S}^c \) and the same argument applies to \( j \in \hat{S} \) for a given set \( \hat{S} \). Throughout the proof, the regularization parameters \( \lambda_j = (1 + \epsilon) \sqrt{(2\theta/(n \varphi_j)) \log(p)} \) with \( \epsilon = \tilde{M} (\xi' + 1)/(\tilde{M}^* (\xi' - 1)) - 1 > 0 \), which are the same as those in the proof of Theorem 2. In addition, \( C \) is some positive constant which can vary from expression to expression.
Part 1: Deviation bounds of $\|\hat{\pi}^{(j)} - \pi^{(j)}\|_2$. In this part, our analysis will be conditioning on the event $\mathcal{E}' \cap \mathcal{E}''$, where $\mathcal{E}' = \bigcap_{k \neq j} \{ M^* \leq \| x_k \|_2 / \sqrt{n} \leq \bar{M} \}$ and $\mathcal{E}'' = \bigcap_{k \in \hat{S} \setminus \{ j \}} \{ \bar{M}^* \leq \| \psi_k^{(j)} \|_2 / \sqrt{n} \leq \bar{M} \}$, respectively. For clarity, we start with some additional analyses. Consider the conditional distribution

$$x_j = X_j \pi_j^{(j)} + e_j, \quad (A.28)$$

where $e_j = x_j - E(x_j | X_{-j})$ is independent of $X_{-j}$ and follows the distribution $N(0, (1/\phi_{jj}) I_n)$, and the regression coefficient vector $\pi_j^{(j)}$ satisfies $\hat{\psi}_j^{(j), -1} \phi_{jj}$. Let $S_j = \{ 1 \leq k \leq p : k \neq j, \phi_{jk} \neq 0 \}$, $z_j^{(j)} = \| X_j^T (x_j - X_{-j} \pi_j^{(j)}) / n \|_{\infty}$, and $J_j = \hat{S} \cup S_j$.

Since $j \in \hat{S}^c$, we can rewrite (A.28) as

$$x_j = X_{\hat{S}} \pi_j^{(j)} + X_{\hat{S}^c \setminus \{ j \}} \pi_j^{(j)} + e_j.$$

In view of Proposition 1, we have

$$(\hat{\pi}_j^{(j)} \big| \hat{S}, \pi_j^{(j)} \big| \hat{S}^c \setminus \{ j \}) = \arg \min_{b_{\hat{S}}, b_{\hat{S}^c \setminus \{ j \}}} \left\{ (2n)^{-1} \| x_j - X_{\hat{S}} \pi_j^{(j)} + X_{\hat{S}^c \setminus \{ j \}} b_{\hat{S}^c \setminus \{ j \}} \|_2^2 + \lambda_j \sum_{k \in \hat{S} \setminus \{ j \}} v_{jk} | b_k | \right\},$$

whose KKT condition shows

$$\begin{cases}
-X_j^T (x_j - X_{\hat{S}} \hat{\pi}_j^{(j)} - X_{\hat{S}^c \setminus \{ j \}} \hat{\pi}_j^{(j)} \big| \hat{S} \setminus \{ j \} ) = 0, \\
-X_j^T (x_j - X_{\hat{S}^c \setminus \{ j \}} \hat{\pi}_j^{(j)} - X_{\hat{S} \setminus \{ j \}} \hat{\pi}_j^{(j)} \big| \hat{S} \setminus \{ j \} ) = -n \lambda_j \hat{\kappa}_j^{(j)} \big| \hat{S} \setminus \{ j \} .
\end{cases}$$

Here the $k$th component of $\hat{\kappa}_j^{(j)}$ satisfies

$$\hat{\kappa}_j^{(j)} = \begin{cases}
0 & \text{if } \hat{\pi}_j^{(j)} = 0, \\
(\hat{\psi}_j^{(j)} / 2) \big| e_j & \text{if } \hat{\pi}_j^{(j)} \neq 0, k \notin \hat{S} \setminus \{ j \},
\end{cases}$$

where $v_{jk} = \| \psi_k^{(j)} \|_2 / \sqrt{n}$ and $\hat{\pi}_j^{(j)}$ denotes the $k$th component of $\hat{\pi}^{(j)}$. Without loss of generality, we assume that $\hat{S} = \{ 1, \ldots, d \}$. Thus, based on the above KKT condition, it follows that

$$X_j^T X_{-j} (\hat{\pi}_j^{(j)} - \pi_j^{(j)}) / n = X_j^T (x_j - X_{-j} \pi_j^{(j)}) / n - \lambda_j \hat{\kappa}_j^{(j*)}, \quad (A.29)$$

where $\hat{\kappa}_j^{(j*)} = (0^T, (\hat{\kappa}_j^{(j)} / \hat{\kappa}_j^{(j)})^T)^T$.

In what follows, we proceed to use similar arguments as those in [45] to construct bounds for $\| \hat{\pi}_j^{(j)} - \pi_j^{(j)} \|_2$ and the main difference here is that the partially penalized regression problem can be more complex. To this end, we first analyze the properties of $\hat{\pi}_j^{(j)} - \pi_j^{(j)}$. Denote by $J_j = J \setminus J_j = \{ 1, \ldots, p \} \setminus (J_j \cup \{ j \})$. Thus, it follows from (A.29) and $v_j X_j^T (x_j - X_{-j} \pi_j^{(j)}) / n \leq z_j^{(j)} \| v \|_1$ that

$$v^T X_j^T X_{-j} (\hat{\pi}_j^{(j)} - \pi_j^{(j)}) / n = v^T X_j^T (x_j - X_{-j} \pi_j^{(j)}) / n - \lambda_j v^T \hat{\kappa}_j^{(j*)} \leq z_j^{(j)} \| v \|_1 - \lambda_j v^T \hat{\kappa}_j^{(j*)}$$
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for all vectors $v \in \mathbb{R}^{p-1}$. If $v$ satisfies $\text{sign}(v_{J^c}) = \text{sign}((\tilde{\pi}_{-j}^{(j)} - \pi_{-j}^{(j)})_j) = \text{sign}((\tilde{\pi}_{-j}^{(j)}))_j)$, with the aid of $v_{jk} \geq M^*$ for any $k \in \tilde{S} \setminus \{j\}$, it follows that
\[-v^T \tilde{R}_{(j^*)}^{(j^*)} = -(v_{J, j}^T \tilde{R}_{(j^*)}^{(j^*)} + v_{J^c, j}^T \tilde{R}_{(j^*)}^{(j^*)}) \leq -v_{J^c, j}^T \tilde{R}_{(j^*)}^{(j^*)} \leq M^* \|v_{J^c}\|_1,\]
which together with $S \subset J$ and $v_{jk} \leq M$ for any $k \in \tilde{S} \setminus \{j\}$ further gives
\[-v^T \tilde{R}_{(j^*)}^{(j^*)} \leq M \|v_{J^c}\|_1 - M^* \|v_{J^c}\|_1.

Combining these results gives
\[v^T X_{-j}^T X_{-j}(\tilde{\pi}_{-j}^{(j)} - \pi_{-j}^{(j)})/n \leq (z_{j}^\infty + M\lambda_j) \|v_{J^c}\|_1 + (z_{j}^\infty - M^* \lambda_j) \|v_{J^c}\|_1\] (A.30)
for all vectors $v \in \mathbb{R}^{p-1}$ satisfying $\text{sign}(v_{J^c}) = \text{sign}((\tilde{\pi}_{-j}^{(j)} - \pi_{-j}^{(j)})_j) = \text{sign}((\tilde{\pi}_{-j}^{(j)}))_j$. Based on the above inequality, if $z_{j}^\infty < M^* \lambda_j$, it follows from $v = (\tilde{\pi}_{k}^{(j)} - \pi_{k}^{(j)})e^k$ that
\[(z_{j}^\infty + M\lambda_j)(\tilde{\pi}_{-j}^{(j)} - \pi_{-j}^{(j)})_j/1 + (z_{j}^\infty - M^* \lambda_j)(\tilde{\pi}_{-j}^{(j)} - \pi_{-j}^{(j)})_j/1 \geq 0,\]
which entails that
\[\|(\tilde{\pi}_{-j}^{(j)} - \pi_{-j}^{(j)})_j/1 \leq \xi \|(\tilde{\pi}_{-j}^{(j)} - \pi_{-j}^{(j)})_j/1\]
for $\xi \geq (M\lambda_j + z_{j}^\infty)/(M^* \lambda_j - z_{j}^\infty)$.

Moreover, in view of (A.29), with $e^k = (0, \ldots, 0, \frac{1}{k^\text{th}}, 0, \ldots, 0) \in \mathbb{R}^{p-1}$, it follows from
\[v = (\tilde{\pi}_{k}^{(j)} - \pi_{k}^{(j)})e^k\]
that
\[(\tilde{\pi}_{k}^{(j)} - \pi_{k}^{(j)})x_k^T X_{-j}(\tilde{\pi}_{-j}^{(j)} - \pi_{-j}^{(j)})/n \leq z_{j}^\infty |\tilde{\pi}_{k}^{(j)} - \pi_{k}^{(j)}| - M^* \lambda_j |\tilde{\pi}_{k}^{(j)} - \pi_{k}^{(j)}|\]
for any $k \in J^c_j$, where the inequality can be derived by applying an argument similar to that in (A.30). With the aid of (A.32), if $z_{j}^\infty \leq M^* \lambda_j$, it follows that
\[(\tilde{\pi}_{k}^{(j)} - \pi_{k}^{(j)})x_k^T X_{-j}(\tilde{\pi}_{-j}^{(j)} - \pi_{-j}^{(j)})/n \leq 0\]
for any $k \in J^c_j$. In view of (A.31) and (A.33), if $z_{j}^\infty < M^* \lambda_j$, we finally get
\[\tilde{\pi}_{j}^{(j)} - \pi_{j}^{(j)} \in \mathcal{G}_-(\xi, J^c)\]
for $\xi \geq (M\lambda_j + z_{j}^\infty)/(M^* \lambda_j - z_{j}^\infty)$, where the sign-restricted cone $\mathcal{G}_-(\xi, J^c)$ introduced in [45] is defined as
\[\mathcal{G}_-(\xi, J^c) = \{u \in \mathbb{R}^{p-1} : \|u_{J^c}\|_1 \leq \xi \|u_{J^c}\|_1, u_k x_k^T X_{-j}^T u/n \leq 0, \forall k \in J^c_j\}.

In order to proceed, our analysis will be conditioning on the event $\mathcal{E}' = \{z_{j}^\infty \leq \lambda_j M^*(\xi' - 1)/(\xi' + 1)\}$ for some constant $\xi' > 1$. Note that $z_{j}^\infty \leq \lambda_j M^*(\xi' - 1)/(\xi' + 1) < M^* \lambda_j$ holds on this event, which together with (A.34) implies that
\[\tilde{\pi}_{j}^{(j)} - \pi_{j}^{(j)} \in \mathcal{G}_-(\xi, J^c)\]
for $\xi \geq (M\lambda_j + z_{j}^\infty)/(M^* \lambda_j - z_{j}^\infty)$.
for $\xi \geq (\widetilde{M}\lambda_j + z^j_{\infty})/(\widetilde{M}^*\lambda_j - z^j_{\infty})$. We then clarify that the magnitude of $(\widetilde{M}\lambda_j + z^j_{\infty})/(\widetilde{M}^*\lambda_j - z^j_{\infty})$ is around a constant level such that $\xi$ can be a constant.

In view of $z^j_{\infty} \leq \lambda_j\widetilde{M}(\xi' - 1)/(\xi' + 1)$, it follows that

$$
\frac{\widetilde{M}\lambda_j + z^j_{\infty}}{\widetilde{M}^*\lambda_j - z^j_{\infty}} + 1 = \frac{\widetilde{M}\lambda_j + \widetilde{M}^*\lambda_j}{\widetilde{M}^*\lambda_j - z^j_{\infty}} \leq \frac{\widetilde{M}\lambda_j + \widetilde{M}^*\lambda_j}{\widetilde{M}^*\lambda_j - \lambda_j\widetilde{M}(\xi' - 1)/(\xi' + 1)} = \frac{(\xi' + 1)(\widetilde{M} + \widetilde{M}^*)}{2M^*},
$$

which entails that

$$
\frac{\widetilde{M}\lambda_j + z^j_{\infty}}{\widetilde{M}^*\lambda_j - z^j_{\infty}} \leq \frac{(\xi' + 1)(\widetilde{M} + \widetilde{M}^*)}{2M^*} - 1 = 1 + \frac{\xi' - 1}{2} + \frac{(\xi' + 1)\widetilde{M} - 2\widetilde{M}^*}{2M^*},
$$

which is a constant larger than one in view of $\xi' > 1$. Combining this inequality with $(\widetilde{M}\lambda_j + z^j_{\infty})/(\widetilde{M}^*\lambda_j - z^j_{\infty}) \geq (\widetilde{M}\lambda_j)/(\widetilde{M}^*\lambda_j) \geq 1$ further gives

$$
1 \leq \frac{\widetilde{M}\lambda_j + z^j_{\infty}}{\widetilde{M}^*\lambda_j - z^j_{\infty}} \leq 1 + \frac{\xi' - 1}{2} + \frac{(\xi' + 1)\widetilde{M} - 2\widetilde{M}^*}{2M^*}.
$$

Moreover, since $z^j_{\infty} \leq \lambda_j\widetilde{M}(\xi' - 1)/(\xi' + 1) \leq \lambda_j\widetilde{M}(\xi' - 1)/(\xi' + 1)$, it follows from (A.29) that

$$
\|X^T_{-j}X_{-j}(\hat{\pi}^{(j)}_{-j} - \pi^{(j)}_{-j})/n\|_{\infty} \leq \widetilde{M}\lambda_j + z^j_{\infty} \leq \widetilde{M}\lambda_j + \lambda_j\widetilde{M}(\xi' - 1)/(\xi' + 1) = 2\widetilde{M}\lambda_j\xi'/(\xi' + 1).
$$

Thus, in view of $|J_j| \leq s_0 + d$, combining the above results gives

$$
\|\hat{\pi}^{(j)}_{-j} - \pi^{(j)}_{-j}\|_2 \leq \frac{|J_j|^{1/2}(\widetilde{M}\lambda_j + z^j_{\infty})}{F_2(\xi, J_j)} \leq \frac{2\widetilde{M}\xi'/(\xi' + 1)(s_0 + d)^{1/2}\lambda_j}{F_2(\xi, J_j)},
$$

where the sign-restricted cone invertibility factor $F_2(\xi, S_j)$ introduced in [45] is defined as

$$
F_2(\xi, J_j) = \inf \left\{ |J_j|^{1/2}\|X^T_{-j}X_{-j}u/n\|_\infty/\|u\|_2 : u \in \mathcal{G}_-(\xi, J_j) \right\}.
$$

Then we will derive the probability bound of the event $\mathcal{E}'''$, which can be obtained by making use of the inequality that

$$
\int_x^\infty e^{-t^2/2}dt \leq e^{-x^2/2}/x
$$

for $x > 0$. Since $e_j$ is independent of $X_{-j}$ and follows the distribution $N(0, (1/\phi_{jj})I_n)$, it yields that

$$
e_j^T x_k | x_k \sim N(0, \|x_k\|^2_2/\phi_{jj})
$$

for any $k \neq j$, which together with (A.37) gives

$$
\mathbb{P}\left( \frac{e_j^T x_k}{\sqrt{\|x_k\|^2_2/\phi_{jj}}} | x_k > \sqrt{2\delta \log(p)} \right) \leq \frac{1}{\sqrt{2\pi}} \cdot \frac{p^{-\delta}}{\sqrt{2\delta \log(p)}}.
$$
Note that the right hand side of the above inequality is independent of $x_k$. Thus, we can obtain
$$
P\left( \frac{e_j^\top x_k}{\sqrt{\|x_k\|^2 + \phi_{jj}}} > \sqrt{2\delta \log(p)} \right) \leq \frac{1}{\sqrt{2\pi}} \cdot \frac{p^{-\delta}}{\sqrt{2\delta \log(p)}}.
$$

Based on this inequality and taking the probability of the event $E'$ into consideration, with $\lambda_j = [M(\xi' + 1)/(M^*(\xi' - 1))] \sqrt{(2\delta/(n\phi_{jj})) \log(p)}$, it follows that
$$1 - \P\left( z^j_{\infty} \leq \lambda_j \hat{M}^*(\xi' - 1) \right) = \P\left( \max_{k \neq j, 1 \leq k \leq p} \frac{|e_j^\top x_k|}{n} > \tilde{M} \sqrt{\frac{2\delta \log(p)}{n\phi_{jj}}} \right) + \P((E')^c)
\leq 2 \sum_{k \neq j, 1 \leq k \leq p} \P\left( \frac{e_j^\top x_k}{\|x_k\|^2 + \phi_{jj}} > \tilde{M} \sqrt{\frac{n}{\|x_k\|^2}} \right) + o(p^{1-\delta})
\leq 2 \sum_{k \neq j, 1 \leq k \leq p} \P\left( \frac{e_j^\top x_k}{\|x_k\|^2 + \phi_{jj}} > \sqrt{2\delta \log(p)} \right) + o(p^{1-\delta}) \leq o(p^{1-\delta}). \tag{A.38}
$$

We still need to know the magnitude of $F_2(\xi, J_j)$. Since the eigenvalues of $\Sigma$ are bounded within the interval $[1/L, L]$ for some constant $L \geq 1$, we can deduce that the eigenvalues of $\Sigma_{j,j}$ are also bounded within the interval $[1/L, L]$ by Lemma 2. Since $s_0 + d = o(n/\log(p))$ can be derived by Condition 2 and $d = o(n/\log(p))$, in view of Lemma 4, there are positive constants $c_1, c_2, c_3$ such that
$$F_2(\xi, J_j) \geq c_1$$
with probability at least $1 - c_2 \exp(-c_3n)$. Since $\log(p)/n = o(1)$, it follows that
$$\frac{\exp(-c_3n)}{p^{1-\delta}} = \frac{p^{-1}}{\exp(c_3n)} = \exp\{ (\delta - 1) \log p - c_3n \} = o(1),$$
which entails $c_2 \exp(-c_3n) = o(p^{1-\delta})$.

Moreover, with the aid of (A.6), (A.12), and (A.38), we know that
$$\P(\mathcal{E}' \cap \mathcal{E}'' \cap \mathcal{E}''' = 1) = 1 - \P((\mathcal{E}')^c \cap (\mathcal{E}'')^c \cap (\mathcal{E}''')^c)
\geq 1 - \P((\mathcal{E}')^c) - \P((\mathcal{E}'')^c) - \P((\mathcal{E}''')^c) = 1 - o(p^{1-\delta}).$$

Thus, combining these results with (A.36) gives
$$\P\left\{ \|\hat{\pi}^{(j)}_j - \pi^{(j)}_j\|_2 \leq C(s_0 + d)^{1/2} \lambda_j \right\} \geq 1 - o(p^{1-\delta}). \tag{A.39}
$$

**Part 2: Deviation bounds of $n^{-1/2}\|X_j(\hat{\pi}^{(j)}_j - \pi^{(j)}_j)\|_2$ and $\|\hat{\pi}^{(j)}_j - \pi^{(j)}_j\|_q$ with $q \in [1, 2]$.** We first construct bounds for $\|X_j(\hat{\pi}^{(j)}_j - \pi^{(j)}_j)\|_2$. Some simple algebra shows that
$$\|X_j(\hat{\pi}^{(j)}_j - \pi^{(j)}_j)\|_2^2 \leq \|X_j^\top X_j(\hat{\pi}^{(j)}_j - \pi^{(j)}_j)\|_\infty \|\hat{\pi}^{(j)}_j - \pi^{(j)}_j\|_1. \tag{A.40}$$
In the event $\mathcal{E}'' = \{ z_j^2 \leq \lambda_j \widehat{M}^*(\xi' - 1)/(\xi' + 1) \}$, it follows that
\[
\| \mathbf{X}_j^\top \mathbf{X}_{-j}(\hat{\pi}^{(j)}_{-j} - \pi^{(j)}_{-j})/n \|_\infty \leq \widetilde{M}\lambda_j + z_{j,\infty}^2 \leq \widetilde{M}\lambda_j + \lambda_j \widetilde{M}^*(\xi' - 1)/(\xi' + 1),
\]
which further yields
\[
\| \mathbf{X}_j^\top \mathbf{X}_{-j}(\hat{\pi}^{(j)}_{-j} - \pi^{(j)}_{-j})\|_\infty \leq n\{ \widetilde{M} + \widetilde{M}^*(\xi' - 1)/(\xi' + 1) \}\lambda_j. \tag{A.41}
\]
Moreover, since $\hat{\pi}^{(j)}_{-j} - \pi^{(j)}_{-j} \in \mathcal{G}_-(\xi, J_j)$, we have
\[
\| \hat{\pi}^{(j)}_{-j} - \pi^{(j)}_{-j} \|_1 = \| (\hat{\pi}^{(j)}_{-j} - \pi^{(j)}_{-j}) J_j \|_1 + \| (\hat{\pi}^{(j)}_{-j} - \pi^{(j)}_{-j}) J_j \|_1 \leq (1 + \xi)\| (\hat{\pi}^{(j)}_{-j} - \pi^{(j)}_{-j}) J_j \|_1 \leq (1 + \xi) \| (s_0 + d) \|^{1/2} \| \hat{\pi}^{(j)}_{-j} - \pi^{(j)}_{-j} \|_2 \leq (1 + \xi) (s_0 + d) \|^{1/2} \| \hat{\pi}^{(j)}_{-j} - \pi^{(j)}_{-j} \|_2,
\]
which together with (A.39) entails that
\[
\mathbb{P} \left\{ \| \hat{\pi}^{(j)}_{-j} - \pi^{(j)}_{-j} \|_1 \leq C(s_0 + d)\lambda_j \right\} \geq 1 - o(p^{1-\delta}). \tag{A.42}
\]
Then with the aid of (A.40), (A.41), and (A.42), we finally get
\[
\mathbb{P} \left\{ \| \mathbf{X}_{-j}(\hat{\pi}^{(j)}_{-j} - \pi^{(j)}_{-j})\|_2 \leq C\{ (s_0 + d)n \}^{1/2} \lambda_j \right\} \geq 1 - o(p^{1-\delta}), \tag{A.43}
\]
which further entails that
\[
\mathbb{P} \left\{ n^{-1/2} \| \mathbf{X}_{-j}(\hat{\pi}^{(j)}_{-j} - \pi^{(j)}_{-j})\|_2 \leq C(s_0 + d)^{1/2} \lambda_j \right\} \geq 1 - o(p^{1-\delta}).
\]

We can also derive the deviation bounds of $\| \hat{\pi}^{(j)}_{-j} - \pi^{(j)}_{-j} \|_q$ with $q \in (1, 2)$. Note that the two inequalities $\sum_{j=1}^p a_j \leq b_1$ and $\sum_{j=1}^p a_j^2 \leq b_2$ for $a_j \geq 0$ will imply
\[
\sum_{j=1}^p a_j^q = \sum_{j=1}^p a_j^{2-q} a_j^{2q-2} \leq \left( \sum_{j=1}^p a_j^2 \right)^{2-q} \left( \sum_{j=1}^p a_j \right)^{q-1} \leq b_1^{2-q} b_2^{q-1}
\]
for any $q \in (1, 2)$. Thus, we have
\[
\| \hat{\pi}^{(j)}_{-j} - \pi^{(j)}_{-j} \|_q \leq \| \hat{\pi}^{(j)}_{-j} - \pi^{(j)}_{-j} \|_1^{2-q} \cdot (\| \hat{\pi}^{(j)}_{-j} - \pi^{(j)}_{-j} \|_2)^{q-1},
\]
which together with (A.39) and (A.42) gives
\[
\mathbb{P} \left\{ \| \hat{\pi}^{(j)}_{-j} - \pi^{(j)}_{-j} \|_q \leq C(s_0 + d)^{1/q} \lambda_j \right\} \geq 1 - o(p^{1-\delta})
\]
for any $q \in (1, 2)$. It completes the proof of Theorem 3.
1.8 Proof of Theorem 4

Under the conditions of Theorem 4, it is clear that the results in Part 1 and Part 2 of the proof of Proposition 2 are still valid. Denote by $\mathcal{E} = \{S_1 \subset \hat{S}\}$ the event in Definition 1. By Definition 1, $\hat{S}$ is independent of the data $(X, y)$, so we treat $\hat{S}$ as given. Conditional on the event $\mathcal{E}$, we will first analyze the properties of some key statistics before deriving the confidence intervals of $\beta_j$. In what follows, we mainly present the proof when $j \in \hat{S}^c$ and the same argument applies to $j \in \hat{S}$. Throughout the proof, $C$ is some positive constant which can vary from expression to expression.

Part 1: Deviation bounds of $\|z_j\|_2$. We derive the deviation bounds of $\|z_j\|_2$ in two different cases that correspond to the asymptotic results in Theorems 2 and 3, respectively. In each case, the assumption on $s_1$ is different but we get asymptotically equivalent deviation bounds of $\|z_j\|_2$. In both cases, the regularization parameters $\lambda_j = (1 + \epsilon) \sqrt{(2\delta/(n\phi_{jj})) \log(p)}$ with $\epsilon = \tilde{M}(\zeta' + 1)/(\tilde{M}^*(\zeta' - 1)) - 1 > 0$, which are the same as those in the proof of Theorem 3.

Case 1: $s_1 = o(n/s_0)$. Since $s_0 = o(n/\log(p))$ and $d = O(s_1) = o(n/s_0)$, the convergence rates established in Theorem 2 are asymptotically vanishing. Then in this case, we mainly utilize the results in Theorem 2. Since $e_j$ is independent of $X_\tilde{S}$, it follows from $e_j = (I_n - P_{\tilde{S}})w_j$ defined in (A.17) that

$$\|e_j\|_2^2 |X_\tilde{S} \sim \chi^2_{(n-d)}.$$  

In view of $d = o(n)$, applying the same argument as that in (A.5) gives

$$\mathbb{P}\left\{\tilde{M}_4 \leq (\|e_j\|_2^2/\sqrt{n}) \leq \tilde{M}_4 | X_\tilde{S}\right\} \geq 1 - o(p^{1-\delta}),$$

where $\tilde{M}_4 \geq \tilde{M}_4^*$ are some positive constants. Since the right hand side of the above inequality is independent of $X_\tilde{S}$, we further have

$$\mathbb{P}\left\{\tilde{M}_4 \leq \|e_j\|_2^2/\sqrt{n} \leq \tilde{M}_4\right\} \geq 1 - o(p^{1-\delta}).$$  

(A.44)

In addition, it follows from $\psi_{j}^{(j)} = \psi_{\tilde{S} \setminus \{j\}}^{(j)} w_j + e_j^*$ and $z_j = \psi_{\tilde{S} \setminus \{j\}}^{(j)} w_j$ that

$$e_j^* - z_j = \psi_{\tilde{S} \setminus \{j\}}^{(j)} (\tilde{w}_j - w_j),$$

which together with inequality (A.27) gives

$$\mathbb{P}\left\{\|e_j\|_2 - C(s_0n)^{1/2} \lambda_j \leq \|z_j\|_2 \leq \|e_j\|_2 + C(s_0n)^{1/2} \lambda_j \right\} \geq 1 - o(p^{1-\delta}).$$  

(A.45)

In view of $s_0(\log p)/n = o(1)$, the above inequality together with the inequality (A.44) yields that

$$\mathbb{P}\left\{\|z_j\|_2 \leq n^{1/2}\right\} \geq 1 - o(p^{1-\delta}).$$  

(A.46)

Therefore, in both cases, we have $\|z_j\|_2 \leq n^{1/2}$ with significant probability at least $1 - o(p^{1-\delta})$. 
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Case 2: $s_1 = o(n/\log(p))$. In view of $d = O(s_1)$ by Definition 1, it follows from $s_1 \log(p)/n = o(1)$ that $d \log(p)/n = o(1)$, so that the convergence rates in Theorem 3 are asymptotically vanishing. Then in this case, we mainly utilize the asymptotic results in Theorem 3. For $e_j = x_j - X^{-j}_j \pi^{-j}_j$ defined in (A.28), applying the same argument as that in (A.5) gives

$$\mathbb{P} \left\{ \hat{M}_3 \leq \|e_j\|_2 / \sqrt{n} \leq \tilde{M}_3 \right\} \geq 1 - o(p^{1-\delta}), \quad (A.47)$$

where $\hat{M}_3 \geq \tilde{M}_3^*$ are some positive constants. By Proposition 1, we have $z_j = x_j - X^{-j}_j \hat{\pi}^{-j}_j$. It yields that

$$e_j - z_j = X^{-j}_j (\hat{\pi}^{-j}_j - \pi^{-j}_j),$$

which together with the inequality (A.43) gives

$$\mathbb{P} \left\{ \|e_j\|_2 - \tilde{M} \{(s_0 + d) \log p\}^{1/2} \leq \|z_j\|_2 \leq \|e_j\|_2 + \tilde{M} \{(s_0 + d) \log p\}^{1/2} \right\} \geq 1 - o(p^{1-\delta}). \quad (A.48)$$

In view of $s_0/(\log p)/n = o(1)$ and $d/(\log p)/n = o(1)$, the above inequality together with inequality (A.47) shows

$$\mathbb{P} \left\{ \|z_j\|_2 \geq n^{1/2} \right\} \geq 1 - o(p^{1-\delta}). \quad (A.49)$$

Part 2: Deviation bounds of $\tau_j$. First of all, it follows from the equality (9) that

$$z_j^\top x_j = z_j^\top \psi^{(j)}_j = \|z_j\|^2_2 + (\psi^{(j)}_j \hat{\omega}_j)^\top z_j = \|z_j\|^2_2 + \sqrt{n} \lambda_j \sum_{k \in \hat{S} \setminus \{j\}} (\|\psi^{(j)}_k\|_2 \cdot |\hat{\omega}_{j,k}|) \geq \|z_j\|^2_2, \quad (A.50)$$

where the third equality above follows from the Karush-Kuhn-Tucker (KKT) condition of the Lasso estimator, which gives

$$z_j^\top \psi^{(j)}_k = (\psi^{(j)}_j - \psi^{(j)}_{\hat{S} \setminus \{j\}} \hat{\omega}_j)^\top \psi^{(j)}_k = \sqrt{n} \lambda_j \|\psi^{(j)}_k\|_2 \cdot \text{sgn}(\hat{\omega}_{j,k}) \quad (A.51)$$

with $\hat{\omega}_{j,k}$ being the $k$th component of $\hat{\omega}_j$, for any $k \in A = \{k \in \hat{S} \setminus \{j\} : \text{sgn}(\hat{\omega}_{j,k}) \neq 0\}$. By (A.50), we immediately have

$$\tau_j = \|z_j\|_2 / \|z_j^\top x_j\| \leq 1 / \|z_j\|_2. \quad (A.52)$$

It remains to find the lower bound of $\tau_j$. With the aid of (A.12), it follows that with probability at least $1 - o(p^{1-\delta})$,

$$z_j^\top x_j = z_j^\top \psi^{(j)}_j = \|z_j\|^2_2 + \sqrt{n} \lambda_j \sum_{k \in \hat{S} \setminus \{j\}} (\|\psi^{(j)}_k\|_2 \cdot |\hat{\omega}_{j,k}|) \leq \|z_j\|^2_2 + n \hat{M}_2 \lambda_j \|\hat{\omega}_j\|_1. \quad (A.53)$$

Base on (A.52) and (A.53), it follows that

$$\mathbb{P} \left\{ \frac{\|z_j\|_2}{\|z_j\|^2_2 + M_2 n \lambda_j \|\hat{\omega}_j\|_1} \leq \tau_j \leq \frac{1}{\|z_j\|_2} \right\} \geq 1 - o(p^{1-\delta}). \quad (A.54)$$
We then derive the bounds of $\|\hat{\omega}_j\|_1$. Note that by the triangle inequality,
\[
\|\hat{\omega}_j\|_1 \leq \|\omega_j\|_1 + \|\hat{\omega}_j - \omega_j\|_1.
\]
According to the equality (A.17), $\omega_j = \pi^{(j)}_{S \setminus \{j\}} = \Phi^\top_{j, S \setminus \{j\}} / \phi_{jj}$. Thus, we have $\|\omega_j\|_1 \leq \|\pi^{(j)}_{S \setminus \{j\}}\|_1 \leq s_0^{1/2}\|\pi^{(j)}_{S \setminus \{j\}}\|_2$, where $\pi^{(j)}_{S \setminus \{j\}} = -\Phi^\top_{j, S \setminus \{j\}} / \phi_{jj}$. Since the eigenvalues of $\Phi$ are bounded within the interval $[1/L, L]$ for some constant $L \geq 1$, it follows from Lemma 2 that
\[
1/L \leq \|\Phi_{j, S \setminus \{j\}}\|_2 \leq L, \quad 1/L \leq \sigma_{jj} \leq L, \quad \text{and} \quad \sigma_{jj}/\phi_{jj} \geq 1.
\]
Based on these facts, it holds that
\[
\|\pi^{(j)}_{S \setminus \{j\}}\|_2 \leq \|\Phi_{j, S \setminus \{j\}}\|_2 / \phi_{jj} \leq L\sigma_{jj} \leq L^2 = O(1),
\]
which further gives
\[
\|\omega_j\|_1 \leq \|\pi^{(j)}_{S \setminus \{j\}}\|_1 \leq s_0^{1/2}\|\pi^{(j)}_{S \setminus \{j\}}\|_2 \leq O(s_0^{1/2}).
\]
Since $s_0 (\log p)/n = o(1)$, combining these results with (A.26) gives
\[
\mathbb{P}\left\{\|\hat{\omega}_j\|_1 \leq \|\omega_j\|_1 + \|\hat{\omega}_j - \omega_j\|_1 = O(s_0^{1/2}) + O(s_0 \lambda_j) = O(s_0^{1/2})\right\} \geq 1 - o(p^{1-\delta}).
\]
Utilizing $s_0 (\log p)/n = o(1)$ again, we get $n\lambda_j\|\hat{\omega}_j\|_1 = o(n)$ based on the bound of $\|\hat{\omega}_j\|_1$ in the above inequality. This along with (A.46) and (A.54) gives that
\[
\mathbb{P}\{\tau_j < n^{-1/2}\} \geq 1 - o(p^{1-\delta}).
\]
Moreover, it is not difficult to see that with probability at least $1 - o(p^{1-\delta})$,
\[
\lim_{n \to \infty} \tau_j n^{1/2} = \lim_{n \to \infty} n^{1/2}\|z_j\|_2 / \|z_j^\top x_j\| = \lim_{n \to \infty} n^{1/2}/\|z_j\|_2,
\]
where the last equality is due to the previously established inequalities (A.50) and (A.53) such that
\[
\|z_j\|_2^2 \leq \|z_j^\top x_j\| \leq \|z_j\|_2^2 + Cn\lambda_j\|\hat{\omega}_j\|_1 = \|z_j\|_2^2 + o(n).
\]
We will then derive the limit of $\tau_j n^{1/2}$ when $n \to \infty$ by showing that
\[
\lim_{n \to \infty} n^{1/2}/\|z_j\|_2 = \lim_{n \to \infty} n^{1/2}/\|e_j\|_2.
\]
Since the above limit already holds in view of (A.48) in Case 1 of Part 1, we mainly prove it for Case 2 of Part 1, where we have
\[
\mathbb{P}\{\|e_j\|_2^* - C\{s_0 \log p\}^{1/2} \leq \|z_j\|_2 \leq \|e_j\|_2^* + C\{s_0 \log p\}^{1/2}\} \geq 1 - o(p^{1-\delta})
\]
according to (A.45). We first derive the deviation of $\|e_j\|_2^*$ from $\|e_j\|_2$. Note that $e_j^* = (I_n - P_{\hat{S}})e_j$ is defined in (A.17). Since $e_j$ is independent of $X_{\hat{S}}$, it follows that
\[
\|P_{\hat{S}} e_j\|_2^2 X_{\hat{S}} \sim \chi^2_{(d)},
\]
where
Thus, applying the same argument as that in (A.5) gives
\[
P \left\{ \tilde{M}_5^* \leq (\|P_S e_j\|_2/\sqrt{d}) | X_\tilde{S} \leq \tilde{M}_5 \right\} \geq 1 - o(p^{1-\delta}),
\]
where \( \tilde{M}_5 \geq \tilde{M}_5^* \) are two positive constants. Since the right hand side of the above inequality is independent of \( X_\tilde{S} \), we get
\[
P \left\{ \tilde{M}_5^* \leq \|P_S e_j\|_2/\sqrt{d} \geq \tilde{M}_5 \right\} \geq 1 - o(p^{1-\delta}).
\]

This together with \( \|e_j\|_2 - \|P_S e_j\|_2 \leq \|(I_n - P_S) e_j\|_2 = \|e_j^*\|_2 \leq \|e_j\|_2 + \|P_S e_j\|_2 \) further gives
\[
P \left\{ \|e_j\|_2 - \tilde{M}_5^* \sqrt{d} \leq \|e_j^*\|_2 \leq \|e_j\|_2 + \tilde{M}_5 \sqrt{d} \right\} \geq 1 - o(p^{1-\delta}).
\]
Combining this result with (A.45) yields that
\[
\|e_j\|_2 - \tilde{M}_5^* \sqrt{d} - C \{s_0 \log p\}^{1/2} \leq \|z_j\|_2 \leq \|e_j\|_2 + \tilde{M}_5 \sqrt{d} + C \{s_0 \log p\}^{1/2}
\]
holds with probability at least \( 1 - o(p^{1-\delta}) \).

Since \( d = o(n) \) and \( s_0(\log p)/n = o(1) \), we finally have
\[
\lim_{n \to \infty} n^{1/2}/\|z_j\|_2 = \lim_{n \to \infty} n^{1/2}/\|e_j\|_2 = \phi_{jj}^{-1/2},
\]
where the last equality holds due to the facts that \( e_j = x_j - \mathbb{E}(x_j | X_{-j}) \) and \( e_j \) has the distribution \( N(0, (1/\phi_{jj}) I_n) \). It follows that
\[
\lim_{n \to \infty} \tau_j n^{1/2} = \lim_{n \to \infty} n^{1/2}/\|z_j\|_2 = \phi_{jj}^{-1/2}
\]
holds with probability at least \( 1 - o(p^{1-\delta}) \).

Part 3: Deviation bounds of the inference bias \( \Delta_j \). Note that the inference bias \( \Delta_j \) here is defined as
\[
\Delta_j = \sum_{k \in \hat{S}^c \setminus \{j\}} \frac{z_j^\top x_k \hat{\beta}_k}{z_j^\top x_j}.
\]
Then we have
\[
|\Delta_j| \leq \sum_{k \in \hat{S}^c \setminus \{j\}} \frac{z_j^\top x_k \hat{\beta}_k}{z_j^\top x_j} \leq \left( \max_{k \in \hat{S}^c \setminus \{j\}} \left| \frac{z_j^\top x_k}{z_j^\top x_j} \right| \right) \sum_{k \in \hat{S}^c} |\beta_k|.
\]

Similar to (A.50) and (A.51), by the KKT condition and the equality (9), for any \( k \in \hat{S}^c \setminus \{j\} \), we can get
\[
|z_j^\top x_k| = |z_j^\top \psi_k^{(j)}| = |(\psi_k^{(j)} - \psi_{\hat{S} \setminus \{j\}} \hat{\omega}_j)^\top \psi_k^{(j)}| \leq \sqrt{n} \lambda_j \|\psi_k^{(j)}\|_2.
\]
Recall that the inequality (A.11) gives
\[
P\left( \max_{k \in \hat{S} \setminus \{j\}} \frac{\|\psi_k^{(j)}\|_2}{\sqrt{n}} > \tilde{M}_2 \right) \leq \sum_{k \in \hat{S} \setminus \{j\}} P\left( \frac{\|\psi_k^{(j)}\|_2}{\sqrt{n}} > \tilde{M}_2 \right) \leq p \cdot 4p^{-2\delta} = 4p^{1-2\delta} = o(p^{1-\delta}).
\]

Thus, with the aid of (A.49) and (A.50), we have
\[
P\left\{ \max_{k \in \hat{S} \setminus \{j\}} \frac{\|z_j^\top x_k\|}{\sqrt{n}} \leq \max_{k \in \hat{S} \setminus \{j\}} \sqrt{n\lambda_j} \frac{\|\psi_k^{(j)}\|_2}{\|q_j\|_2} \leq C \sqrt{\log(p) / n} \right\} \geq 1 - o(p^{1-\delta}).
\]

Since $S_1 \subset \hat{S}$ on the event $E$, the above inequality together with $\|\beta_{S_1}\|_1 = o(1/\sqrt{\log p})$ in Condition 3 entails that
\[
P \left\{ \Delta_j \leq C \sqrt{\log(p) / n} \cdot o(1/\sqrt{\log p}) = o(n^{-1/2}) \right\} \geq 1 - o(p^{1-\delta}).
\]

**Part 4: Confidence intervals of the coefficients $\beta_j$.**

The proof of this part is the same as that of Theorem 1, and, therefore, has been omitted.

## 2 Additional technical details

This part presents the proofs of the lemmas that are used in the proofs of the main theoretical results.

### 2.1 Proof of Lemma 1

We first consider the conditional distribution
\[
x_j = X_{-j} \pi_{-j}^{(j)} + e_j,
\]
where $e_j = x_j - E(x_j | X_{-j}) \sim N(0, (1/\phi_{jj}) I_n)$ and $\pi_{-j}^{(j)} = -\Phi_{-j,j}^\top / \phi_{jj}$. Without loss of generality, we write $\Sigma$ as
\[
\begin{pmatrix}
\Sigma_{\hat{S}\hat{S}} & \Sigma_{\hat{S}\hat{S}c} \\
\Sigma_{\hat{S}c\hat{S}} & \Sigma_{\hat{S}c\hat{S}c}
\end{pmatrix}.
\]

By some simple algebra, we can get
\[
\Phi = \Sigma^{-1} = \begin{pmatrix}
\Sigma_{\hat{S}\hat{S}} & \Sigma_{\hat{S}\hat{S}c} \\
\Sigma_{\hat{S}c\hat{S}} & \Sigma_{\hat{S}c\hat{S}c}
\end{pmatrix}^{-1} = \begin{pmatrix}
* & * \\
* & \Sigma_{\hat{S}c\hat{S}c}^{-1}
\end{pmatrix},
\]
where $\Sigma_{\hat{S}c\hat{S}c}^{-1} = \Sigma_{\hat{S}c\hat{S}c} - \Sigma_{\hat{S}c\hat{S}} \Sigma_{\hat{S}\hat{S}c}^{-1} \Sigma_{\hat{S}\hat{S}c}$.

On the other hand, based on the conditional distribution of $X_{\hat{S}c}$ given $X_{\hat{S}}$, it yields that
\[
\rho_{\hat{S}c}^{(j)} \sim N(0, I_n \otimes (\Sigma_{\hat{S}\hat{S}c} - \Sigma_{\hat{S}c\hat{S}} \Sigma_{\hat{S}\hat{S}c}^{-1} \Sigma_{\hat{S}\hat{S}c})).
\]
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Then it follows from (A.55) that

\[
(\Sigma_{\hat{S}\hat{S}^c} - \Sigma_{\hat{S}\hat{S}}^{-1}\Sigma_{\hat{S}\hat{S}^c})^{-1} = \Sigma_{\hat{S}\hat{S}^c,1}^{-1} = \Phi_{\hat{S}\hat{S}^c}.
\]

Therefore, we immediately have

\[
\rho^{(j)}_{\hat{S}^c} \sim N(0, I_n \otimes \Phi_{\hat{S}\hat{S}^c}^{-1} \hat{S}^c \hat{S}^c),
\]

which further yields

\[
\rho^{(j)}_{\hat{S}^c \setminus \{j\}} \sim N(0, I_n \otimes \Phi_{\hat{S} \setminus \{j\}\hat{S}^c \setminus \{j\}}^{-1}).
\]

It completes the proof of Lemma 1.

2.2 Proof of Lemma 2

We will prove the conclusions of Lemma 2 successively.

1. In view of the fact that the eigenvalues of $\Sigma$ and $\Phi$ are the inverses of each other, the first conclusion is clear.

2. Suppose that the eigenvalues of $\Phi$ are $1/L \leq \lambda_1 \leq \lambda_2 \leq \cdots \leq \lambda_p \leq L$. Then there is some orthonormal matrix $Q = (q_{ij})_{p \times p}$ such that

\[
\Phi = Q \begin{pmatrix} \lambda_1 & \cdots & 0 \\ \vdots & \ddots & \vdots \\ 0 & \cdots & \lambda_p \end{pmatrix} Q^T.
\] (A.56)

Thus, for any $1 \leq k \leq p$, we have

\[
1/L \leq \lambda_1 \leq \phi_{kk} = \lambda_1 q_{k1}^2 + \cdots + \lambda_p q_{kp}^2 \leq L,
\]

which completes the proof of this conclusion.

3. By the Cauchy’s interlace theorem for eigenvalues in [16, Theorem 1], this conclusion is also clear.

4. Based on (A.56), we have

\[
\Phi \Phi^T = Q \begin{pmatrix} \lambda_1^2 & \cdots & 0 \\ \vdots & \ddots & \vdots \\ 0 & \cdots & \lambda_p^2 \end{pmatrix} Q^T.
\] (A.57)

Denote by $\|\phi_j\|_2$ the $L_2$-norm of the $j$th row of $\Phi$. Since $\Phi$ is symmetric, $\|\phi_j\|_2^2$ is equal to the $j$th diagonal component of $\Phi \Phi^T$ for any $j \in \{1, \ldots, p\}$.

In view of (A.57), we know that the eigenvalues of the symmetric matrix $\Phi \Phi^T$ are bounded within the interval $[L^{-2}, L^2]$. Thus, the second conclusion of this lemma gives that $\|\phi_j\|_2^2$ is bounded within the interval $[L^{-2}, L^2]$, which yields that $\|\phi_j\|_2$ is bounded within the interval $[1/L, L]$. It completes the proof of this conclusion.
5. Based on (A.56), we have

\[ \Sigma = Q \begin{pmatrix} 1/\lambda_1 & \cdots & 0 \\ \vdots & \ddots & \vdots \\ 0 & \cdots & 1/\lambda_p \end{pmatrix} Q^\top. \]

Thus, for any \(1 \leq j \leq p\), it yields that

\[ \sigma_{jj} = \frac{1}{\lambda_1} q_{j1}^2 + \cdots + \frac{1}{\lambda_p} q_{jp}^2. \]

By Cauchy-Schwartz inequality, we get

\[ \sigma_{jj} \phi_{jj} = \left( \frac{1}{\lambda_1} q_{j1}^2 + \cdots + \frac{1}{\lambda_p} q_{jp}^2 \right) \left( \sum_{k=1}^p (q_{jk} \sqrt{\lambda_k})^2 \right) \geq \left( \sum_{k=1}^p q_{jk}^2 \right)^2 = 1. \]

It concludes the proof of Lemma 2.

2.3 Proof of Lemma 3

We first prove that with significant probability, \(X^\top X\) is invertible so that the ordinary least squares estimator \(\hat{\beta} = (X^\top X)^{-1} X^\top y\) exists. Clearly, \(X\Sigma^{-1/2} \sim N(0, I_n \otimes I_d)\). Applying [8, Theorem 5.39], we can conclude that for some positive constants \(c\) and \(C\), with probability at least \(1 - 2 \exp(-cn)\), it holds that

\[ \sqrt{n} - (C + 1) \sqrt{d} \leq s_{\text{min}}(X\Sigma^{-1/2}) \leq s_{\text{max}}(X\Sigma^{-1/2}) \leq \sqrt{n} + (C + 1) \sqrt{d}, \]

where \(s_{\text{min}}(X\Sigma^{-1/2})\) and \(s_{\text{max}}(X\Sigma^{-1/2})\) are the smallest and the largest singular values of \(X\Sigma^{-1/2}\), respectively. Since \(d = o(n)\), it follows that for sufficiently large \(n\), with probability at least \(1 - 2 \exp(-cn)\), \(X\Sigma^{-1/2}\) will have full column rank.

Moreover, since \(\Sigma\) is positive definite, we can deduce that with probability at least \(1 - 2 \exp(-cn)\), \(X\) is of full column rank, so that \(X^\top X\) is positive definite and thus invertible. For any \(p\) satisfying \(\log(p)/n = o(1)\) and any constant \(\delta > 1\), we have

\[ \frac{\exp(-cn)}{p^{1-\delta}} \leq \exp((\delta - 1) \log p - cn) = o(1), \]

which entails \(2 \exp(-cn) = o(p^{1-\delta})\). Thus, we can claim that \(X^\top X\) is positive definite and invertible with probability at least \(1 - o(p^{1-\delta})\).

We then show the prediction error bound of \(\hat{\beta}\). Since \(X\) is independent of \(\varepsilon\), by the properties of the ordinary least squares estimator, we have

\[ \frac{\|X(\hat{\beta} - \beta)\|_2^2}{\sigma^2} \|X\|_2 \sim \chi_d^2. \]
Applying the tail probability bound of the chi-squared distribution in (A.4) with \( t = 4\sqrt{\delta \log(p)/n} \) gives

\[
P\{d(1 - t)^2 \leq \|X(\hat{\beta} - \beta)\|_2^2 \leq d(1 + t)^2 \|X\| \geq 1 - 2p^{-2\delta}.
\]

Since the right hand side of the above inequality is independent of \( X \), it follows that

\[
P\{d(1 + 4\sqrt{\delta (\log p)/n})^2 \leq \|X(\hat{\beta} - \beta)\|_2^2 \leq d(1 + 4\sqrt{\delta (\log p)/n})^2 \geq 1 - o(p^{1-\delta}),
\]

which completes the proof of Lemma 3.

2.4 Proof of Lemma 4

Since \( G_-(\xi, S) \subset G(\xi, S) \), it is immediate that \( F_2(\xi, S) \geq F_2^*(\xi, S) \). To show the constant lower bound, we first establish a connection between \( F_2^*(\xi, S) \) and the restricted eigenvalues (RE), which are defined as

\[
RE_m(\xi, S) = \inf \left\{ \frac{s^{1/m} \|Xu\|_2}{(ns)^{1/2} \|u\|_m} : u \in G(\xi, S) \right\}
\]

for a positive integer \( m \) and the cone \( G(\xi, S) \) of the same definition as that in Lemma 4. By [45, Proposition 5], we have

\[
F_2^*(\xi, S) \geq RE_1(\xi, S)RE_2(\xi, S).
\]

Since \( RE_1(\xi, S) \geq RE_2(\xi, S) \), it follows that

\[
F_2^*(\xi, S) \geq RE_2^*(\xi, S).
\]

We then prove a constant lower bound for \( RE_2(\xi, S) \) with significant probability. First, it follows from [33, Theorem 1] that for any \( u \in \mathbb{R}^p \), there exist positive constants \( c_2 \) and \( c_3 \) so that

\[
\frac{\|Xu\|_2}{n^{1/2}} \geq \frac{1}{4} \|\Sigma^{1/2}u\|_2 - 9\rho(\Sigma)\sqrt{\frac{\log p}{n}} \|u\|_1
\]

holds with probability at least \( 1 - c_2 \exp(-c_3n) \), where \( \rho(\Sigma) = \max_{j \in \{1, \ldots, p\}} \Sigma_{jj}^{1/2} \). On the other hand, for \( u \in G(\xi, S) \), it follows from the definition of \( G(\xi, S) \) that

\[
\|u\|_1 = \|u_S\|_1 + \|u_{\bar{S}}\|_1 \leq (1 + \xi)\|u_S\|_1 \leq (1 + \xi)s^{1/2}\|u_S\|_2.
\]

In addition, we have \( \|\Sigma^{1/2}u\|_2 \geq \lambda_{\min}(\Sigma^{1/2})\|u\|_2 \), where \( \lambda_{\min}(\Sigma^{1/2}) \) is the smallest eigenvalue of \( \Sigma^{1/2} \). Thus, it follows that

\[
\frac{\|Xu\|_2}{n^{1/2}} \geq \left\{ \frac{1}{4} \lambda_{\min}(\Sigma^{1/2}) - 9(1 + \xi)\rho(\Sigma)\sqrt{\frac{s \log(p)}{n}} \right\} \|u\|_2 \tag{A.58}
\]
holds with probability at least $1 - c_2 \exp(-c_3 n)$. Since the eigenvalues of $\Sigma$ are bounded within the interval $[1/L, L]$, both $\lambda_{\min}(\Sigma^{1/2})$ and $\rho(\Sigma)$ are bounded from above and below by some positive constants according to Lemma 2.

Therefore, when $s = o(n/\log(p))$, it follows from the definition of $RE_2(\xi, S)$ that there exists some positive constant $c_1$ such that for sufficiently large $n$,

$$RE_2(\xi, S) \geq c_1^{1/2}$$

holds with probability at least $1 - c_2 \exp(-c_3 n)$. It completes the proof of Lemma 4.