ARE ALL SECANT VARIETIES OF SEGRE PRODUCTS ARITHMETICALLY COHEN-MACAULAY?
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Abstract. When present, the Cohen-Macaulay property can be useful for finding the minimal defining equations of an algebraic variety. It is conjectured that all secant varieties of Segre products of projective spaces are arithmetically Cohen-Macaulay. A summary of the known cases where the conjecture is true is given. An inductive procedure based on the work of Landsberg and Weyman (LW-lifting) is described and used to obtain resolutions of orbits of secant varieties from those of smaller secant varieties. A new computation of the minimal free resolution of rank 4 tensors of format $3 \times 3 \times 4$ is given. LW-lifting is used to prove several cases where secant varieties are arithmetically Cohen-Macaulay and arithmetically Gorenstein.

1. Introduction

Implicitization problems are central in Applied Algebraic Geometry. Starting, for instance, with an algebraic-statistical model for structured data (such as tensors with low rank) we often ask for the implicit defining equations for the associated algebraic variety. These equations might be used, for instance, for testing whether a data point is on the given model. Usually some of these equations can be found (for example by linear algebra, ad hoc methods, or analyzing symmetry). A difficult problem is then to determine when the known equations suffice. Algebraic properties such as the arithmetically Cohen-Macaulay (aCM) property (see Definition 1.4) can be quite useful for this, if they can be determined.

This note focuses on tensors of restricted border rank, or secant varieties of Segre products, denoted $\sigma_r(Seg(P^{n_1-1} \times \cdots \times P^{n_d-1}))$, which consist of the (Zariski closure of the) tensors of format $n_1 \times \cdots \times n_d$ and rank $r$. Our main focus is on the following.

Conjecture 1.1. All secant varieties of Segre product of projective spaces are arithmetically Cohen-Macaulay.

In Section 2 we set our notation and collect all the evidence for Conjecture 1.1.

A standard approach to proving such a conjecture about a family that depends on several integer parameters would be to apply a multi-step induction. The base case $r = 1$ and $n_i$ all arbitrary is true because it is well known that homogeneous varieties (of which the Segre variety is one) are aCM. If we knew, for instance, that secants of aCM varieties were also aCM, then we would be done. At present we don’t know if this statement is valid and if so, how to prove it. So we consider a more sophisticated induction procedure. Landsberg and Weyman’s method in [49] is the first step in this direction: under certain technical hypotheses (resolutions by small partitions) and for $n_i \geq r$ for all $i$, the aCM property is inherited.

Theorem 1.2 (Landsberg-Weyman [49]). Suppose $\sigma_r(Seg(P^{r-1} \times \cdots \times P^{r-1}))$ is aCM and has a resolution by small partitions. Then $\sigma_r(Seg(P^{n_1-1} \times \cdots \times P^{n_d-1}))$ is aCM for all $n_i \geq r$. 
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From this we are naturally led to ask two questions. (1) What does the technical hypothesis “resolution by small partitions,” mean, and is it satisfied for the varieties we’re interested in? (2) Can we adapt LW-lifting to the cases when \( n_i < r \) for some \( i \)? In the appendices we repeat Landsberg and Weyman’s argument almost verbatim but adapted to the smaller dimensional cases to prove the best result we can using this technique in the cases \( n_i < r \), partially answering question (2), and explain the appearance of the curious “resolution by small partitions.”

An \( R \)-module \( M \) has a resolution by small partitions if the Schur modules which occur in the \( G \)-equivariant resolution of \( M \) are indexed by partitions that fit inside prescribed sized boxes. More specifically, we will say that a \( G \)-variety \( Y \) has an \((s_j)\)-small resolution if its coordinate ring has a free resolution with the property that every Schur module \( S_\pi A \) occurring in the resolution satisfies the following condition

for each \( j \) the first part of \( \pi^j \) is not greater than \( s_j \).

Suppose vector spaces \( A_i' \subseteq A_i \) for \( 1 \leq i \leq n \). Let \( \widehat{a}_j := \frac{a_i-a_n}{a_j}, \widehat{r}_j := \frac{r_i-r_n}{r_j}, G = GL(A_1) \times \cdots \times GL(A_n) \) and \( G' = GL(A_1') \times \cdots \times GL(A_n') \). Now we can state our result:

**Theorem 1.3** (adapted from [49]). If a \( G' \)-variety \( Y \) is aCM with a resolution that is \((\widehat{r}_j - r_j)\)-small for every \( j \) for which \( 0 < r_j < a_j \), then \( GY \) is aCM.

Moreover we obtain a (not necessarily minimal) resolution of \( GY \) that is \((s_j)\)-small with

\[
s_j = \max_\pi \left\{ \begin{array}{ll}
\widehat{a}_j - r_j, & \text{if } r_j < a_j \\
\widehat{a}_j - \widehat{r}_j + \pi_1^j, & \text{if } r_j = a_j,
\end{array} \right.
\]

where the max is taken over all multi-partitions \( \pi \) occurring in the resolution of \( \mathbb{C}[Y] \).

Our proof of this theorem is quite involved, but is carried over almost verbatim from Landsberg and Weyman’s work. We include the details in the Appendices so that we can get the more refined version of the result. In Appendix [A] we describe the relevant algebraic varieties as orbits of smaller varieties. In Appendix [B] we recall Weyman’s geometric technique combined with a partial desingularization of orbit closures by subspace varieties. In Appendix [D] we describe an iterated mapping cone construction, which uses the calculations of cohomology of vector bundles aided by Bott’s algorithm and the Borel-Weil theorem described in [C].

In Section 3 we apply this result to several situations yielding many new families of secant varieties of Segre products for which the aCM Conjecture holds. In Section 3.2 we apply this result to determine new cases where secant varieties of Segre products are arithmetically Gorenstein.

### 1.1. First Questions

Recall that if \( X \subset \mathbb{P}^N \) is an algebraic variety, its secant varieties \( \sigma_s(X) \subset \mathbb{P}^N \) are defined as the Zariski closure of all points of the form \([x_1 + \cdots + x_s]\] with all \( x_i \in X \). Secant varieties arise in many different contexts. Perhaps the first place is in classical algebraic geometry. One may ask when can a given projective variety \( X \subset \mathbb{P}^n \) be isomorphically projected into \( \mathbb{P}^{n-1} \)? The answer is determined by the dimension of the secant variety \( \sigma_2(X) \). If \( \sigma_2(X) \) does not fill the ambient \( \mathbb{P}^N \), then there is a point outside \( X \) from which one can project \( X \) into \( \mathbb{P}^{N-1} \), [28,38].

There are many modern applications of tensors and secant varieties, such as Geometric Complexity Theory [43,44], Algebraic Statistics [6,59], Phylogenetics and the so-called salmon conjecture, [5,11,33,34], Signal Processing [26,27,56,63], and Coding Theory [2].
What is the dimension of $\sigma_r(X)$ and for which $r$ does $\sigma_r(X)$ fill the ambient $\mathbb{P}^N$? While an expected answer can be easily calculated by dimension counting, the actual dimension might be less than expected.

For Veronese varieties all dimensions of all higher secant varieties are known, thanks to the work of Alexander and Hirschowitz, [4]. See also Ottaviani and Brambilla’s nice exposition [15]. Regarding secant varieties of Segre products, their dimensions have been widely studied, see [1] [9] [18] [20] [21] for some highlights, however the analogue to the Alexander-Hirschowitz result is not yet complete.

Perhaps the next question is to find polynomial defining equations of $\sigma_r(X)$. This is useful, in particular for membership testing, and has also been widely studied in the Segre case: [12] [17] [18] [45] [47] [49] [50] [58] [60] [61] [62] [67] [69].

There is also much interest in actually finding a decomposition: Given $T \in \mathbb{C}^N$, can you find an expression of $T$ as a sum of points from $X$? For recent progress, see [7] [23] [53] [56].

One may also ask if generic (respectively specific) identifiability holds. That is, does a general (resp. specific) $T \in \mathbb{C}^N$ have an essentially unique (up to reordering and re-scaling) decomposition? See [13] [14] [22] [39] for the state of the art on these topics.

Knowing equations of secant varieties can help with all of these questions, especially if they’re determinantal. Often some equations for secant varieties are known, but the difficult question is to show when the known equations suffice. Knowing whether the aCM property holds for all secant varieties of Segre products could help all of these questions.

1.2. Questions about primeness and degrees of minimal generators. In general, given a parametrized (irreducible) variety $X \subset \mathbb{P}^N$, suppose we have found candidate minimal generators $f_1, \ldots, f_t$. Set $J := \langle f_1, \ldots, f_t \rangle$. The question then remains: What is the maximal degree of minimal defining equations of a given secant variety, and when do the known equations suffice? This question is well studied in some cases such as monomial ideals [70], for curves [37] [67], and in some infinite dimensional cases, however the general question is still very open.

It may be possible to obtain upper bounds (via Castelnuovo-Mumford regularity, for example [30] [31] [51]), but these computations are often also difficult and the upper bounds obtained may not be sharp. Another approach undertaken by Aschenbrenner and Hillar [8], Draisma and Kutler [29], Sam and Snowden [64] [66], and others is to investigate these questions in an infinite dimensional setting. This method has been used to determine when certain ideals are “Noetherian up to symmetry” and in turn, this can sometimes be used to provide a non-constructive guarantee that tensors of bounded rank are defined by equations in bounded degree not depending on the number of tensor factors. This method, however, does not typically give an explicit bound.

Suppose that we have also shown that $V(J) = X$ as a set. Sometimes this can inferred from information provided by a numerical irreducible decomposition in Bertini [10], which will tell the number of components in each dimension together with their geometric degrees. A symbolic degree computation can often indicate that $J$ is reduced in its top dimension if the symbolic and numerical results agree. A particularly challenging step is to determine if indeed $J = \mathcal{I}(X)$, because perhaps there are lower dimensional embedded primes.

So we might attempt to show that $J$ is prime. The set-theoretic result and the fact that $I(X)$ is prime then would imply that $J = I(X)$. Sometimes symmetry and knowing a list of orbits can provide enough information about the primary decomposition of $J$ to rule out embedded primes (see [3]).
Showing that a given ideal is prime is one of the most basic questions in algebra. Another way to know when the given equations generate a prime ideal that might be available is if the variety of study is arithmetically Cohen-Macaulay (aCM) (see also [71]).

**Definition 1.4.** Suppose $R$ is a polynomial ring in finitely many variables, and let $I$ be an ideal of $R$. Then $R/I$ is Cohen-Macaulay if depth $R/I = \text{codim} I$. We say that $X = \mathcal{V}(I)$ is arithmetically Cohen-Macaulay (aCM) if $R/I$ is Cohen-Macaulay. By the Auslander-Buchsbaum formula, $R/I$ is CM if and only if the projective dimension of $R/I$ (the minimal length of a free resolution of $R/I$) is equal to the codimension of $I$.

A standard argument to show primeness is the following: If an ideal $J$ in a polynomial ring $R$ is aCM and the affine scheme it defines is generically reduced, then it is everywhere reduced, and if the zero set $\mathcal{V}(J)$ agrees with $X$, then $J = \mathcal{I}(X)$. This technique is used in [49] in the Segre case and for secants of compact Hermitian symmetric spaces (CHSS) in [50].

### 2. Secant varieties and tensors

Let $A_1, \ldots, A_d$, be $\mathbb{C}$-vector spaces, then the tensor product $A_1 \otimes \cdots \otimes A_d$ is the vector space with elements $(T_{i_1, \ldots, i_d})$ considered as hyper-matrices or tensors.

The **Segre variety** of rank 1 tensors is defined by

$$\text{Seg}: \mathbb{P}A_1 \times \cdots \times \mathbb{P}A_d \longrightarrow \mathbb{P}(A_1 \otimes \cdots \otimes A_d)$$

$$([v_1], \ldots, [v_d]) \longmapsto [v_1 \otimes \cdots \otimes v_d].$$

In coordinates points on the Segre variety have the form $T_{i_1, \ldots, i_d} = v_{1,i_1} \cdot v_{2,i_2} \cdots v_{d,i_d}$. The $r^{th}$ **secant variety** of a variety $X \subset \mathbb{P}^N$ is

$$\sigma_r(X) := \bigcup_{x_1, \ldots, x_r \in X} \mathbb{P}(\text{span}\{x_1, \ldots, x_r\}) \subset \mathbb{P}^N.$$

General points of $\sigma_r(\text{Seg}(\mathbb{P}A_1 \times \cdots \times \mathbb{P}A_d))$ have the form $[\sum_{s=1}^r v_1^s \otimes v_2^s \otimes \cdots \otimes v_d^s]$, or in coordinates: $T_{i_1, \ldots, i_n} = \sum_{s=1}^r v_{1,i_1}^s \cdot v_{2,i_2}^s \cdots v_{d,i_d}^s$.

Here are the cases we know Conjecture [1.1] to be true:

- **Segre varieties**: $X = \text{Seg}(\mathbb{P}A_1 \times \cdots \times \mathbb{P}A_d)$ are homogeneous and thus aCM.
  Straightforward proof: The coordinate ring of $X$ is $\bigoplus_d \mathcal{H}^0(\mathcal{O}(1, \ldots, 1)(-d))$. One notices (via Bott’s algorithm and the Borel-Weil theorem) that the structure sheaf of $X$ has no intermediate cohomology, and thus the coordinate ring is aCM.
- **Ambient spaces**: If $k$ is such that $\sigma_k(X) = \mathbb{P}^N$ - obviously $\sigma_k(X)$ is aCM.
- **Hypersurfaces**: $\sigma_k(X) \subset \mathbb{P}^N$ is irreducible, so if $k$ is such that $\sigma_k(X) \subset \mathbb{P}^N$ has codimension 1 then it is aCM.
- **Determinantal varieties** [Eagon, Eagon-Hochster]: If $X = \text{Seg}(\mathbb{P}A_1 \times \cdots \times \mathbb{P}A_2)$, then $\sigma_k(X)$ is a determinantal variety and aCM.
  (Secretly) **Determinantal varieties** [19] Thm. 2.4: Suppose $X = \text{Seg}(\mathbb{P}A_1 \times \cdots \mathbb{P}A_d)$ and $Y = \text{Seg}(\mathbb{P}a \times \mathbb{P}b)$. If $\sigma_k(X) = \sigma_k(Y)$, then $\sigma_k(X)$ is a determinantal variety and aCM.
  
- **Subspace varieties** [73]: $\text{Sub}_{r_1, \ldots, r_n} = \{ T \in A_1 \otimes \cdots \otimes A_n \mid \exists A'_i \subset A_i, \dim A'_i = r_i, \ T \in A'_1 \otimes \cdots \otimes A'_n \}$.
- **GSS Conjecture for 4 factors** [49]: $\sigma_2(\text{Seg}(\mathbb{P}^{n_1} \times \mathbb{P}^{n_2} \times \mathbb{P}^{n_3} \times \mathbb{P}^{n_4}))$ is aCM for all $n_i \geq 1$.
- **Matrix Pencils** [49]: $\sigma_2(\mathbb{P}^{n_1} \times \mathbb{P}^{n_2} \times \mathbb{P}^{n_3})$ is aCM for all $n_i \geq 1$. 

• 3rd secant of 3 factors [49]: \( \sigma_3(\text{Seg}(\mathbb{P}^{n_1} \times \mathbb{P}^{n_2} \times \mathbb{P}^{n_3})) \) for all \( n_1, n_2, n_3 \geq 1 \).

• A Strassen case [49]: \( \sigma_k(\mathbb{P}^1 \times \mathbb{P}^{n_2} \times \mathbb{P}^{n_3}) \) is aCM for all \( k, n_2, n_3 \geq 1 \).

• A case with defective dimension: \( \sigma_3(\text{Seg}(\mathbb{P}^1 \times \mathbb{P}^1 \times \mathbb{P}^1)) \) is classically known to be a complete intersection (CI) of 2 quartics (choose any two of the three determinants of \( 4 \times 4 \) flattenings). It is aCM since CI implies aCM. It is one of the first non-matrix examples of a defective secant variety of a Segre product (it has codimension 2 and not 1 as expected).

• New case [37]: \( \sigma_5(\text{Seg}(\mathbb{P}^1)^{\times 5}) \) is a complete intersection of two equations, one of degree 6 and one of degree 16, and is aCM since CI implies aCM.

• Numerical results [25]: Using a numerical Hilbert function computation Daleo and Hauenstein were able to show that \( \sigma_4(\mathbb{P}^2 \times \mathbb{P}^2 \times \mathbb{P}^2) \) is aCM with high probability. Later we will report a symbolic computation that removes the “high probability” qualifier.

• Local results [52]: \( \sigma_2(\mathbb{P}^{n_1} \times \cdots \times \mathbb{P}^{n_m}) \) is covered by open normal toric varieties. In particular \( \sigma_2(\mathbb{P}^{n_1} \times \cdots \times \mathbb{P}^{n_m}) \) is locally Cohen-Macaulay.

• Partially symmetric case [17] Lemma 5.5: For \( r \leq 5 \), \( \sigma_r(\mathbb{P}^{2} \times \nu_2\mathbb{P}^{n}) \) is defined by “kappa-equations” and moreover it is arithmetically Gorenstein (in particular it is aCM).

Since Veronese varieties are a close cousin to Segre varieties, we also collect the following evidence for secants of Veronese varieties. Geramita made the following conjecture which is a symmetric version of Conj. [17].

**Conjecture 2.1** ([36 p55]). The s-secant variety of the degree d Veronese re-embedding of projective space \( \sigma_s(\nu_d\mathbb{P}^n) \) is aCM for all \( s, d, n \).

As far as I know, the state of the art on this aCM question is [40 Thm. 1.56], which also gave the dimension, degree, and singular locus.

**Theorem 2.2** ([49]). \( \sigma_s(\nu_d\mathbb{P}^n) \) is aCM if either \( d = 2 \), or \( n = 1 \) or \( s \leq 2 \).

Landsberg and Weyman applied a partial desingularization together with a mapping cone argument to show the following.

**Theorem 2.3** ([49]). Suppose \( X := \sigma_r(\text{Seg}(\mathbb{P}^{r-1} \times d)) \) is aCM, with “a resolution by small partitions.” If \( n_i \geq r - 1 \) for all \( 1 \leq i \leq d \), then \( \sigma_r(\text{Seg}(\mathbb{P}^{n_1} \times \cdots \times \mathbb{P}^{n_d})) \) is aCM and its ideal is generated by those inherited from \( X \) and the \( (r + 1) \times (r + 1) \)-minors of flattenings.

New cases found by Landsberg and Weyman using this result (we call it and its adaptations LW-lifting) are the following:

• Direct computation: \( \sigma_3(\text{Seg}(\mathbb{P}^1 \times \mathbb{P}^1 \times \mathbb{P}^1 \times \mathbb{P}^1)) \) is aCM with small partitions, and its ideal is defined by \( 3 \times 3 \) minors of flattenings.

• LW-lifting implies that \( \sigma_2(\text{Seg}(\mathbb{P}^{n_1} \times \mathbb{P}^{n_2} \times \mathbb{P}^{n_3} \times \mathbb{P}^{n_4})) \) is aCM, and its ideal is defined by \( 3 \times 3 \) minors of flattenings.

• Direct computation shows that \( \sigma_3(\text{Seg}(\mathbb{P}^2 \times \mathbb{P}^2 \times \mathbb{P}^2)) \) is aCM with small partitions, and its ideal is defined by (Strassen’s) 27 quartic equations.

• LW-lifting implies that \( \sigma_3(\text{Seg}(\mathbb{P}^{n_1} \times \mathbb{P}^{n_2} \times \mathbb{P}^{n_3})) \) is aCM and ideal defined by quartic equations: those inherited from Strassen’s and the \( 4 \times 4 \) minors of flattenings.
3. Applications of LW-lifting and new examples of aCM secant varieties

Let \( R = \mathbb{C}[A \otimes B \otimes C] \) and \( G = \text{GL}(A) \times \text{GL}(B) \times \text{GL}(C) \). Galetto’s **HighestWeights** package in Macaulay2, [35] determines the \( G \)-module structure from the maps in a resolution of a \( G \)-invariant \( R \)-module (provided one can compute the resolution in the first place). Using this package, we can obtain the \( G \)-equivariant versions of all the resolutions we can compute, for example the case of \( \sigma_4(\mathbb{P}^2 \times \mathbb{P}^2 \times \mathbb{P}^3) \) above. This symbolic tool should be useful for finding more examples of equivariant resolutions for secant varieties, which can inform further work on Conjecture [LM].

The Betti table and the \( \text{GL}(3) \times \text{GL}(3) \times \text{GL}(4) \)-equivariant description (found using **HighestWeights** in Macaulay2) are as follows: (We only record the Young tableau that index the \( G \)-modules in the resolution. The number of boxes in each factor captures the grading.)

\[
\begin{array}{c|cccc}
\text{c} & 0 & 1 & 2 & 3 & 4 \\
\hline
0 & 1 & 30 & 144 & 180 & 65 \\
1 & . & . & . & . & . \\
2 & . & . & . & . & . \\
3 & . & . & . & . & . \\
4 & . & . & . & . & . \\
5 & . & 10 & . & . & . \\
6 & . & . & . & . & . \\
7 & . & . & . & . & . \\
8 & . & 20 & 144 & 180 & 65 \\
\end{array}
\]

Note that \( \sigma_4(\mathbb{P}^2 \times \mathbb{P}^2 \times \mathbb{P}^3) \) has codimension 4, and we have a length 4 resolution so it is aCM. This also confirms the Daleo-Hauenstein result unconditionally. After checking that the ideal we started with is generically reduced, we obtain the following.

**Theorem 3.1.** The secant variety \( \sigma_4(\text{Seg}(\mathbb{P}^2 \times \mathbb{P}^2 \times \mathbb{P}^3)) \) is arithmetically Cohen-Macaulay. Its prime ideal is minimally generated by the 10 degree 6 Landsberg-Manivel equations, and the 20 degree 9 equations inherited from Strassen’s equation.

We note that the final modules in the resolution of \( \sigma_4(\mathbb{P}^2 \times \mathbb{P}^2 \times \mathbb{P}^3) \) have “small partitions,” so we apply our adaptation of LW-lifting (Thm. [13]), to obtain:

**Theorem 3.2.** The secant variety \( \sigma_4(\text{Seg}(\mathbb{P}^2 \times \mathbb{P}^2 \times \mathbb{P}^n)) \) is arithmetically Cohen-Macaulay for all \( n \geq 3 \). Its prime ideal is minimally generated by \( 5 \times 5 \) minors of flattenings, the degree 6 Landsberg-Manivel equations, and the degree 9 Strassen equations.

Other cases of where we can apply LW-lifting are the following:
Proposition 3.3. Let
\[ \sigma_4(\mathbb{P}^2 \times \mathbb{P}^2 \times \mathbb{P}^2) \] is aCM, deg. 9 hypersurface [Strassen].
\[ \text{GL}(4) \cdot \sigma_4(\mathbb{P}^2 \times \mathbb{P}^2 \times \mathbb{P}^2) \] is aCM and codim 3 in \[ \sigma_4(\mathbb{P}^2 \times \mathbb{P}^2 \times \mathbb{P}^3). \]
\[ \text{GL}(4)^\times_2 \cdot \sigma_4(\mathbb{P}^2 \times \mathbb{P}^2 \times \mathbb{P}^2) \] is aCM and codim 4 in \[ \sigma_4(\mathbb{P}^2 \times \mathbb{P}^3 \times \mathbb{P}^3). \]
\[ \text{GL}(4)^\times_3 \cdot \sigma_4(\mathbb{P}^2 \times \mathbb{P}^2 \times \mathbb{P}^2) \] is aCM and codim 5 in \[ \sigma_4(\mathbb{P}^3 \times \mathbb{P}^3 \times \mathbb{P}^3). \]
\[ \text{GL}(4) \cdot \sigma_4(\mathbb{P}^2 \times \mathbb{P}^2 \times \mathbb{P}^3) \] is aCM and codim 1 in \[ \sigma_4(\mathbb{P}^2 \times \mathbb{P}^3 \times \mathbb{P}^3). \]
\[ \text{GL}(4) \cdot \sigma_4(\mathbb{P}^2 \times \mathbb{P}^3 \times \mathbb{P}^3) \] has codim 1 in \[ \sigma_4(\mathbb{P}^3 \times \mathbb{P}^3 \times \mathbb{P}^3). \]

So what remains is to determine if we may lift the aCM property further. If we can do this, this will complete a major step forward, since in particular it would solve the salmon conjecture [5,11,33,34].

We can also lift the result from [57] as follows:

**Proposition 3.4.** Let \( G = \text{GL}(n_1) \times \cdots \times \text{GL}(n_5) \), and let \( X = \sigma_5((\mathbb{P}^1)^{\times 5}) \subset \mathbb{P}^{31} \). Then \( G \cdot X \subset \mathbb{P}^{9n_1 n_2 n_3 n_4 n_5 - 1} \) is aCM, and its ideal is generated by \( 3 \times 3 \) minors of flattenings together with the \( G \)-module \( \langle G \cdot f_6 \rangle \oplus \langle G \cdot f_{16} \rangle \) where \( f_6 \) and \( f_{16} \) are the minimal generators of the ideal of \( X \).

**Proof.** Let \( R = \mathbb{C}[\mathbb{C}^{27}] \). The main result of [57] is that \( X \) is a complete intersection of \( f_6 \) and \( f_{16} \), so it has resolution:
\[ 0 \to R(-22) \to R(-6) \oplus R(-16) \to R. \]

The rank-1 module \( R(-22) \) is a one-dimensional irreducible \( GL(2)^{\times 5} \) module in degree 22, so it is described by the quintuple of partitions \((11,11)^{\times 5}\). Note \( r = (2,2,2,2,2) \) and \( \hat{r}_j - r_j = 16 - 2 = 14 \) for all \( j \). So the resolution is \( \hat{r}_j - r_j \)-small (14 > 11), and we can apply LW-lifting to obtain the result. \( \square \)

### 3.1. Matrix Pencils, \( \sigma_2(\mathbb{P}^a \times \mathbb{P}^b \times \mathbb{P}^c) \) and \( \sigma_1(\mathbb{P}^1 \times \mathbb{P}^b \times \mathbb{P}^c) \)

Notice that \( \sigma_2(\mathbb{P}^1 \times \mathbb{P}^1 \times \mathbb{P}^1) = \mathbb{P}^7 \), thus is aCM and trivially has a resolution by small partitions. Therefore by LW-lifting, \( \sigma_2(\mathbb{P}^a \times \mathbb{P}^b \times \mathbb{P}^c) \) is aCM for all \( a, b, c \geq 1 \). If any of \( a, b, c \) are equal to 0, this reverts us back to the matrix case, and we know that the bounded-rank matrix varieties are all aCM. Thus

**Proposition 3.5 ([49], [19]).** The following hold.

- \( \sigma_2(\mathbb{P}^a \times \mathbb{P}^b \times \mathbb{P}^c) \) is aCM for all \( a, b, c \geq 1 \).
- \( \sigma_k(\mathbb{P}^1 \times \mathbb{P}^b \times \mathbb{P}^c) \) is aCM for all \( k, b, c \geq 1 \).

The second result follows from LW-lifting and a result of Strassen that says that \( \text{Sub}_{2,r,r} = \sigma_r(\mathbb{P}^1 \times \mathbb{P}^b \times \mathbb{P}^c) \). Some cases of this result are also contained in [19, Thm. 2.4(ii,iii)]. Here’s a slight generalization.

**Proposition 3.6 ([44, Thm. 7.3.1.3]).** Suppose \( X^n \subset \mathbb{P}^N \) is a variety not contained in a hyperplane. Then for all \( s \geq N - n \), \( \sigma_s(X \times \mathbb{P}^r) = \sigma_s(\mathbb{P}^N \times \mathbb{P}^r) \) is defined by the \((s+1) \times (s+1)\) minors of a generic matrix, and thus is aCM.

**Proof.** For the equality, see Landsberg’s book. The fact about the ideal and the aCM properties follow from this isomorphism. \( \square \)
3.2. **Arithmetically Gorenstein cases.** Recall if \( R \) is a polynomial ring and \( I \) is an ideal, we say that the variety \( V(I) \) is **arithmetically Gorenstein** (aG) if the coordinate ring \( R/I \) is Gorenstein, which, in turn, can be detected by the following sufficient condition: Suppose

\[
I \leftrightarrow R^{b_1} \leftrightarrow \cdots \leftrightarrow R^{b_c} \leftrightarrow 0
\]

is a free resolution of \( I \) with length \( c \) equal to the codimension of \( I \) (i.e. \( R/I \) is CM) and \( b_c = 1 \). This says that we can determine if the aG property holds if we know that the aCM property holds and the dual module of \( I \) has rank 1.

Fisher proved the following very nice result regarding secants of elliptic normal curves.

**Theorem 3.7** ([32]). Let \( R = k[x_1, \ldots, x_n] \) be the homogeneous coordinate ring of \( \mathbb{P}^{n-1} \). Let \( C \subset \mathbb{P}^{n-1} \) be an elliptic normal curve. If \( m = n - 2r \geq 2 \), then \( I(\sigma_r(C)) \) has a minimal graded free resolution of the form

\[
0 \to R(-n) \to R(-n + r + 1)^{b_m-1} \to R(-n + r + 2)^{b_{m-2}} \to \cdots \to R(-r - 2)^{b_2} \to R(-r - 1)^{b_1} \to R \to 0.
\]

In particular, \( \sigma_r(C) \) is projectively Gorenstein of codimension \( m \).

The following is well known and follows, for instance, from Lascoux’s theorem.

**Proposition 3.8.** For all \( r < \min\{a, b\} \), the matrix secant variety \( \sigma_r(\mathbb{P}^a \times \mathbb{P}^b) \) is arithmetically Gorenstein if and only if \( a = b \).

From this result we immediately have

**Proposition 3.9.** The following varieties are aG:

\[
\sigma_r(\mathbb{P}^1 \times \mathbb{P}^{r-1} \times \mathbb{P}^{2r-1}) \cong \text{Sub}_{2r, r} \mathbb{C}^2 \otimes \mathbb{C}^r \otimes \mathbb{C}^{2r} \cong \text{Sub}_{(2r), r} (\mathbb{C}^2 \otimes \mathbb{C}^r) \otimes \mathbb{C}^{2r}
\]

**Remark 3.10.** We leave it as an open question to use LW-lifting to prove precisely which other cases of \( \sigma_k(\mathbb{P}^1 \times \mathbb{P}^a \times \mathbb{P}^b) \) are aG.

Now we focus on the case \( r = 2 \). In [52] Michalek, Zwiernik, and the author found all cases where \( \sigma_2(\mathbb{P}A_1^* \times \cdots \times \mathbb{P}A_n^*) \) is locally Gorenstein:

**Theorem 3.11** ([52]). The only cases where \( \sigma_2(\mathbb{P}A_1^* \times \cdots \times \mathbb{P}A_n^*) \) is (locally) Gorenstein are

\[
\sigma_2(\mathbb{P}^1 \times \mathbb{P}^1) = \mathbb{P}^7, \quad \sigma_2(\mathbb{P}^1 \times \mathbb{P}^3) = \mathbb{P}^{2k+1}, \quad \sigma_2(\mathbb{P}^3 \times \mathbb{P}^3) = \mathbb{P}^3 \times \mathbb{P}^3 \times \mathbb{P}^3,
\]

**Proposition 3.12.** The following varieties are aG:

\[
\sigma_k(\mathbb{P}^1 \times \mathbb{P}^{k-1} \times \mathbb{P}^{2k-1}) \cong \text{Sub}_{2k, k} \mathbb{C}^2 \otimes \mathbb{C}^k \otimes \mathbb{C}^{2k} \cong \text{Sub}_{(2k), k} (\mathbb{C}^2 \otimes \mathbb{C}^k) \otimes \mathbb{C}^{2k}
\]

**Remark 3.13.** We leave it as an open question to use LW-lifting to prove precisely which other cases of \( \sigma_k(\mathbb{P}^1 \times \mathbb{P}^a \times \mathbb{P}^b) \) are aG.

**Theorem 3.14.** \( \sigma_2(\mathbb{P}A_1^* \times \cdots \times \mathbb{P}A_n^*) \) is arithmetically Gorenstein in the following cases

\[
\sigma_2(\mathbb{P}^a \times \mathbb{P}^a), \quad \sigma_2(\mathbb{P}^1 \times \mathbb{P}^k) = \mathbb{P}^{2k+1}, \quad \sigma_2(\mathbb{P}^1 \times \mathbb{P}^1 \times \mathbb{P}^1) = \mathbb{P}^7, \quad \sigma_2(\mathbb{P}^1 \times \mathbb{P}^1 \times \mathbb{P}^3), \quad \sigma_2(\mathbb{P}^3 \times \mathbb{P}^3 \times \mathbb{P}^3).
\]

The socle degrees are listed in table 7.
Remark 3.15. We also conjecture that $\sigma_2((\mathbb{P}^1)^5)$ is arithmetically Gorenstein, but we are not able to prove this at present.

Proof. Note the matrix cases, $\sigma_2(\mathbb{P}^{n-1} \times \mathbb{P}^{n-1})$, $\sigma_2(\mathbb{P}^k)$ and $\sigma_2(\mathbb{P}^3 \times \mathbb{P}^3)$ being square are all arithmetically Gorenstein (see for instance [73] [Cor. 6.1.5(c)]). The socle degree for the ideal $I_r$ of $(r+1) \times (r+1)$-minors of an $n \times n$ matrix can be computed in a round-about way as follows. As noted in the proof of Cor. 6.1.5(c) [73], the last module in the resolution is

$$S_{(n)(n-r)} A \otimes S_{(n)(n-r)} B,$$

which is indexed by square partitions with $n(n-r)$ boxes. In all of the cases we consider, the number of boxes in the last module is equal to one less than the length plus the width of the Betti table of the resolution. Since $I_r$ is CM of codimension $(n-r)^2$, the length is $(n-r)^2$, so the regularity (socle degree) must be $r(n-r) + 1$. In the case of rank 2 matrices, the regularity is $2(n-2) + 1 = 2n - 3$.

Now consider the 3-factor cases. We note that $\sigma_2(\mathbb{P}^1 \times \mathbb{P}^1 \times \mathbb{P}^3)$ is isomorphic to

$$\text{Sub}_{2,2,2}(\mathbb{C}^2 \otimes \mathbb{C}^2 \otimes \mathbb{C}^4),$$

which is, in turn, isomorphic to the variety of $4 \times 4$ matrices of rank 2. This ideal is arithmetically Gorenstein since the ideal of $3 \times 3$ minors of a generic $4 \times 4$ matrix is generated by the Jacobian ideal of the $4 \times 4$ determinant. The resolution is given by the Lascoux resolution whose form and Betti table are:

$$R(-4) \leftarrow R^{16}(-7) \leftarrow R^{30}(-8) \leftarrow R^{16}(-9) \leftarrow R(-12) \leftarrow 0$$

Let $A_1 \cong A_2 \cong \mathbb{C}^2$, $A_3 \cong \mathbb{C}^4$. The equivariant version of the Lascoux resolution is (we omit the twists)
The last module of the resolution is isomorphic to $S_{14,4,10}$, which is $\tau_j - r_j$ small for $r = (2, 2, 4)$ and $a = (2, 4, 4)$, so we can apply the LW-lifting method and lift this resolution to a resolution for $\sigma_2(\mathbb{P}^1 \times \mathbb{P}^3 \times \mathbb{P}^3)$. If we go directly from $\sigma_2(\mathbb{P}^1 \times \mathbb{P}^3 \times \mathbb{P}^3)$ to $\sigma_2(\mathbb{P}^1 \times \mathbb{P}^3 \times \mathbb{P}^3)$ the relevant quotient bundle $Q_B$ would have rank 2, and the bundle $\wedge^d \xi$ will no longer be irreducible in the $B$-factor. In order to avoid passing the associated graded bundle, computing cohomology of the associated graded, and then using spectral sequences to reconstruct the cohomology of the original bundle, we prefer to lift one dimension at a time, keeping all quotient bundles rank 1 and keeping all $\wedge^d \xi$ bundles irreducible over the relevant base.

We will lift the resolution of $\sigma_2(\mathbb{P}^1 \times \mathbb{P}^3 \times \mathbb{P}^3)$ to $\sigma_2(\mathbb{P}^1 \times \mathbb{P}^2 \times \mathbb{P}^3)$ and then $\sigma_2(\mathbb{P}^1 \times \mathbb{P}^3 \times \mathbb{P}^3)$, and further lift to $\sigma_2(\mathbb{P}^2 \times \mathbb{P}^3 \times \mathbb{P}^3)$ and then to $\sigma_2(\mathbb{P}^3 \times \mathbb{P}^3 \times \mathbb{P}^3)$.

Let $A_2' \cong \mathbb{C}^3$ and $A_2'' \cong \mathbb{C}^4$. We wrote a script in LiE to compute the relevant cohomology for all of the following results. The strand in the mapping cone construction above $S_{4,4,4} A_1 \otimes S_{4,4} R_2' \otimes S_{2,2,2,2} A_3$ when lifting $A_2'$ ends in the module $S_{8,8,4} A_1 \otimes S_{6,5,5} A_2' \otimes S_{4,4,4,4} A_3$.

Since this is the corner of the square in the mapping cone which will produce a resolution for $\sigma_2(\mathbb{P}^1 \times \mathbb{P}^2 \times \mathbb{P}^3)$ we know that this is the last $R$-module in that resolution. Since this module is not 1-dimensional this gives another indication that $\sigma_2(\mathbb{P}^1 \times \mathbb{P}^2 \times \mathbb{P}^3)$ is not a $G$.

By the same method we lift $S_{8,8,4} A_1 \otimes S_{6,5,5} R_2' \otimes S_{4,4,4,4} A_3$ to produce the last module in the resolution of $\sigma_2(\mathbb{P}^1 \times \mathbb{P}^3 \times \mathbb{P}^3)$, which is the 1-dimensional module $S_{12,12} A_1 \otimes S_{6,6,6,6} A_2'' \otimes S_{6,6,6,6} A_3$. This proves that $\sigma_2(\mathbb{P}^1 \times \mathbb{P}^3 \times \mathbb{P}^3)$ is indeed a $G$. Since this module is indexed by partitions with 24 boxes, and the codimension is 16 the regularity must be 9.

Now we do the same procedure in the first factor, lifting the resolution of $\sigma_2(\mathbb{P}^1 \times \mathbb{P}^3 \times \mathbb{P}^3)$ to a resolution of $\sigma_2(\mathbb{P}^3 \times \mathbb{P}^3 \times \mathbb{P}^3)$, and then to a resolution of $\sigma_2(\mathbb{P}^3 \times \mathbb{P}^3 \times \mathbb{P}^3)$. Let $A_1' \cong \mathbb{C}^3$ and $A_1'' \cong \mathbb{C}^4$. We find that $S_{12,12} R_1 \otimes S_{6,6,6,6} A_2' \otimes S_{6,6,6,6} A_3$ lifts to the 3-dimensional module $S_{14,13,13} A_1' \otimes S_{10,10,10,10} A_2' \otimes S_{10,10,10,10} A_3$. And then $S_{14,13,13} R_1 \otimes S_{10,10,10,10} A_2' \otimes S_{10,10,10,10} A_3$ lifts to the 1-dimensional module $S_{14,14,14,14} A_1' \otimes S_{14,14,14,14} A_2' \otimes S_{14,14,14,14} A_3$. This proves that $\sigma_2(\mathbb{P}^3 \times \mathbb{P}^3 \times \mathbb{P}^3)$ is a $G$. Since this module is indexed by partitions with 56 boxes, and the codimension is 44 the regularity must be 13.

\[ \square \]

**Appendix: Tensors, Weyman’s geometric technique, and MCM modules**

**APPENDIX A. ORBIT CLOSURES IN TENSOR SPACES**

Our indexing convention is as if a vector space is defined without indices, we get an analogous object adding indices. An underlined vector space such as $\underline{A}$ will indicate the trivial vector bundle with fiber $A$. Define $A^*$ to be a vector space (over $\mathbb{C}$) of dimension $a_1^*$. Then for each $j$, $A_j^*$ is defined as a vector space of dimension $a_j$. Let $[n]$ denote the multi-index $\{1, \ldots, n\}$, and let $I = [i_1, \ldots, i_s] \subseteq [n]$. Then we have compact notations $A_{[n]}^* :=$
A.1. Classical varieties as orbit closures. Indeed, many interesting algebraic varieties can be described as orbit closures.

For example, the Segre variety, denoted $\text{Seg}(\mathbb{P}A_1^* \times \cdots \times \mathbb{P}A_n^*)$, of (lines through) rank-one tensors in $\mathbb{P}(A_1^* \otimes \cdots \otimes A_n^*)$ is the (already closed) orbit $\text{GL}(A_1) \times \cdots \times \text{GL}(A_n)$ of point $[x_1 \otimes \cdots \otimes x_n]$, where $0 \neq x_i \in A_i^*$. More generally, closed orbits are called homogeneous varieties and include other classical varieties such as the Grassmannian, flag varieties, Veronese varieties, and Segre-Veronese varieties. In general, if $Y \subset \mathbb{P}V$ is a variety, $\tilde{Y}$ will denote the cone over $Y$ in $V$.

Tangential varieties of Segre products, denoted $\tau(\mathbb{P}A_1^* \times \cdots \times \mathbb{P}A_n^*)$ are orbit closures:

$$ \tilde{\tau}(\mathbb{P}A_1^* \times \cdots \times \mathbb{P}A_n^*) = \text{GL}(A_1) \times \cdots \times \text{GL}(A_n), $$

with $\text{span}\{x_i, y_i\}$ maximal in $A_i^*$.

Many secant varieties of Segre products, $\sigma_k(\mathbb{P}A_1^* \times \cdots \times \mathbb{P}A_n^*)$, are orbit closures. For example, if $a_i \geq k$, then $\sigma_k(\mathbb{P}A_1^* \times \cdots \times \mathbb{P}A_n^*)$ is the orbit closure of the tensor with 1’s on the super-diagonal and 0’s elsewhere. When the dimensions $a_i$ are smaller than $k$ it is not immediately obvious how to find a normal form for the secant variety $\sigma_k(\mathbb{P}A_1^* \times \cdots \times \mathbb{P}A_n^*)$ or even when the secant variety is still the closure of a single orbit. Indeed, because for large enough $k$ the secant variety fills the ambient space, if the dimension of the group is smaller than the dimension of the ambient space, then an orbit closure cannot be the entire space.

On the other hand, the affine secant variety $\tilde{\sigma}_k(\mathbb{P}A_1^* \times \cdots \times \mathbb{P}A_n^*)$ may be parametrized as (the closure of) the composition of the Segre map with the summation map:

$$ (A_1^* \times \cdots \times A_n^*)^k \xrightarrow{\text{Seg}} (A_1^* \otimes \cdots \otimes A_n^*)^k \xrightarrow{\text{sum}} A_1^* \otimes \cdots \otimes A_n^*, $$

which shows in particular that the variety is irreducible, also, we expect that the dimension of the affine secant variety will then be $\min\{k \sum_j a_j, \prod_j a_j\}$. So if we allow a normal form to depend on enough parameters, we can always parameterize a secant variety by the closure of the orbit of such a parametrized normal form.

---

Notice a point $[x] \in \mathbb{P}^N$ can be considered the $\mathbb{C}^*$ orbit closure of a non-zero point $x$ in affine space. By considering the $GL$-action instead of the $SL$-action our normal forms will be points in affine space.
Table 2. Some orbit closures for the third secant variety for $a_1, a_2, a_3 \geq 3$

\[
\begin{array}{|c|c|c|}
\hline
\text{orbit closure} & \text{normal form} & \text{group acting} \\
\hline
\sigma_3(\mathbb{P}^{a_1-1} \times \mathbb{P}^{a_2-1} \times \mathbb{P}^{a_3-1}) & x_1 \otimes y_1 \otimes z_1 + x_2 \otimes y_2 \otimes z_2 + x_3 \otimes y_3 \otimes z_3 & \text{GL}(a_1) \times \text{GL}(a_2) \times \text{GL}(a_3) \\
\sigma_3(\mathbb{P}^1 \times \mathbb{P}^{a_2-1} \times \mathbb{P}^{a_3-1}) & x_1 \otimes (y_1 \otimes z_1 + y_2 \otimes z_2) + x_2 \otimes (y_2 \otimes z_2 + y_3 \otimes z_3) & \text{GL}(2) \times \text{GL}(a_2) \times \text{GL}(a_3) \\
\sigma_3(\mathbb{P}^1 \times \mathbb{P}^1 \times \mathbb{P}^{a_1-1}) & x_1 \otimes (y_1 \otimes z_1 + y_2 \otimes z_2) + x_2 \otimes (y_1 \otimes z_2 + y_2 \otimes z_3) & \text{GL}(2) \times \text{GL}(2) \times \text{GL}(a_3) \\
\hline
\end{array}
\]

A.2. Stability for normal forms. A fundamental family of varieties in $\mathbb{P}(A_1^* \otimes \ldots \otimes A_n^*)$ are subspace varieties. The subspace variety, $\text{Sub}_{r_1,\ldots,r_n}(A_1^* \otimes \ldots \otimes A_n^*)$, is the (affine) variety of all points $T \in A_1^* \otimes \ldots \otimes A_n^*$ such that there exist subspaces $A_j^* \subset A_j^*$ of dimensions $r_j$ respectively and $T \in A_1^* \otimes \ldots \otimes A_n^*$.

It is well-known [49] that the ideals of the subspace varieties are generated by minors of flattenings, whose definition we now recall. For a multi-index $I = (i_1, \ldots, i_s)$ let $A_I$ denote the tensor product $\bigotimes_{j=1}^s A_{i_j}$. If $T \in A_1^* \otimes \ldots \otimes A_n^*$, a flattening is a linear map induced from $T$ of the form $A_I \rightarrow A_{[n]}_{/I}$. Landsberg and Weyman [49, Thm 3.1] proved that the ideal of the $\text{Sub}_{r_1,\ldots,r_n}(A_1^* \otimes \ldots \otimes A_n^*)$ is generated by all $(r_i+1) \times (r_i+1)$ minors of the flattenings $A_i \rightarrow A_{[n]}_{/I}$. As modules Landsberg and Weyman’s result says that

\[
\mathcal{I}(\text{Sub}_{r_1,\ldots,r_n}(A_1^* \otimes \ldots \otimes A_n^*)) = \left\langle \bigwedge_{j=1}^{n} A_j^* \otimes \bigwedge_{j=1}^{n} A_{[n]-j} \right\rangle.
\]

Now we have the language to discuss stability of orbit closures. For each $j$ choose a subspace $A_j^* \subset A_j^*$ of dimension $r_j$. Suppose we have a normal form $x \in A_1^* \otimes \ldots \otimes A_n^*$ for $\sigma_k(\mathbb{P} A_1^* \times \cdots \times \mathbb{P} A_n^*) \subset \mathbb{P}(A_1^* \otimes \ldots \otimes A_n^*)$ (with the $\text{GL}(A_1^*) \times \cdots \times \text{GL}(A_n^*)$-action). If $x$ is also a normal form for $\sigma_k(\mathbb{P} A_1^* \times \cdots \times \mathbb{P} A_n^*)$ (with the $\text{GL}(A_1) \times \cdots \times \text{GL}(A_n)$-action) we say that the normal form stabilizes. If the secant variety $\sigma_k(\mathbb{P} A_1^* \times \cdots \times \mathbb{P} A_n^*)$ is not all of $\mathbb{P}(A_1^* \otimes \ldots \otimes A_n^*)$ then the normal form stabilizes if and only if $r_j \geq k$ for every $j$.

Example A.1. Consider the family of third secant varieties together with normal forms in Table 2 which is adapted from [44, Ch. 10]. We assume that the $x_i$ (respectively $y_i$ and $z_i$) are linearly independent.

These three varieties do not have the same normal form. In particular, consider each normal form in $A_1^* \otimes A_2^* \otimes A_3^*$ and let $\text{GL}(a_1) \times \text{GL}(a_2) \times \text{GL}(a_3)$ act, there will be a strict containment of varieties

\[
(\text{GL}(a_1) \times \text{GL}(a_2)).\sigma_3(\mathbb{P}^1 \times \mathbb{P}^1 \times \mathbb{P}^{a_3-1}) \\
\subset \text{GL}(a_1).\sigma_3(\mathbb{P}^1 \times \mathbb{P}^{a_2-1} \times \mathbb{P}^{a_3-1}) \\
\subset \sigma_3(\mathbb{P}^{a_1-1} \times \mathbb{P}^{a_2-1} \times \mathbb{P}^{a_3-1}).
\]

Subspace varieties aid the study of geometric and algebraic properties of these types of orbit closures.

A.3. Lifting orbits. The reference for this Section is [49,73]. We emphasize, we are repeating what is in [49, Section 5].

Suppose $A$ is a vector space of dimension $a$, and consider the Grassmannian $\text{Gr}(r, A^*)$. We have the tautological sequence of vector bundles on $\text{Gr}(r, A^*)$:

\[
0 \rightarrow R \rightarrow A \rightarrow Q \rightarrow 0,
\]
where $R$ and $Q$ are the subspace and quotient bundles (of ranks $r$ and $a - r$ respectively) and $A$ is the trivial vector bundle with every fiber isomorphic to $A$.

Subspace varieties have nice desingularizations:

\begin{equation}
R_1 \otimes R_2 \otimes \ldots \otimes R_n
\end{equation}

\begin{align*}
\text{Gr}(r_1, A_1^*) \times \cdots \times \text{Gr}(r_n, A_n^*) & \subset \text{Sub}_{r_1, \ldots, r_n}(A_1^* \otimes \ldots \otimes A_n^*).
\end{align*}

In particular, we see immediately that

\[
\dim(\text{Sub}_{r_1, \ldots, r_n}(A_1^* \otimes \ldots \otimes A_n^*)) = r_1 r_2 \cdots r_n + \sum_{j=1}^{n} r_j (a_j - r_j).
\]

Let $G := \text{GL}(A_1) \times \cdots \times \text{GL}(A_n)$, suppose we have an algebraic variety $Y \subset \mathbb{P}(A_1^* \otimes \ldots \otimes A_n^*)$ and consider the orbit closure $G.Y$. The desingularization \cite{1} can be used to give a partial desingularization of $G.Y$. We are most often interested in the case when $Y$ is an orbit closure or even just invariant under the action of $\text{GL}(A_1) \times \cdots \times \text{GL}(A_n)$ for subspaces $A_j^* \subset A_j$.

Again consider the bundle $R_1 \otimes \cdots \otimes R_n$, with total space $\tilde{Z}$. Each fiber over $(A_1^*, \ldots, A_n^*) \in \text{Gr}(r_1, A_1^*) \times \cdots \times \text{Gr}(r_n, A_n^*)$ is $A_1^* \otimes \cdots \otimes A_n^*$.

Let $Z \subset \tilde{Z}$ be the subvariety such that the fibers $Z_1^*, \ldots, A_n^* \cong Y$. Then $Z$ gives a partial desingularization of the big orbit closure $G.Y$:

\[
R_1 \otimes R_2 \otimes \ldots \otimes R_n
\]

\begin{align*}
\text{Gr}(r_1, A_1^*) \times \cdots \times \text{Gr}(r_n, A_n^*) & \subset \sub_{r_1, \ldots, r_n}(A_1^* \otimes \ldots \otimes A_n^*).
\end{align*}

\textbf{Remark A.2.} Landsberg and Weyman used this construction with $Y = \sigma_r(\mathbb{P}^{p-1} \times \cdots \times \mathbb{P}^{q-1})$.

Now $G.Y$ is birational to $\text{Gr}(r_1, A_1^*) \times \cdots \times \text{Gr}(r_n, A_n^*) \times Y$ so the dimension of $G.Y$ is

\[
\dim(G.Y) = \sum_{j=1}^{n} r_j (a_j - r_j) + \dim(Y).
\]

We highlight the following fact, which is a straightforward generalization of \cite{19} Prop. 5.1, and note that Landsberg and Weyman’s proof still holds in this generality:

\textbf{Proposition A.3.} The ideal of $G.Y$ is generated by the equations of $\text{Sub}_{r_1, \ldots, r_n}(A_1^* \otimes \ldots \otimes A_n^*)$, i.e. the appropriate minors of flattenings together with the equations inherited from $Y$.

Recall that the process of “inheritance” is taking every module $S \cdot A'$ in a generating set for $I(Y)$ and replacing it with $S \cdot A$ to get a module in $I(G.Y)$.

In the next section we will recall how Weyman’s “geometric technique” exploits this partial desingularization to get information about the minimal free resolution of $G.Y$ from the minimal free resolution of $Y$.

\textbf{APPENDIX B. OBTAINING RESOLUTIONS VIA WEYMAN’S TECHNIQUE}

Landsberg and Weyman showed that under a minor technical hypothesis, the ACM property is inherited, from $\sigma_r(\mathbb{P}^{p-1} \times \cdots \times \mathbb{P}^{q-1})$ to $\sigma_r(\mathbb{P} A_1^* \times \cdots \times \mathbb{P} A_n^*)$ when $\dim A_j \geq r$ for
$1 \leq j \leq n$, [49, Lem. 5.3]. But their result does not say anything about the cases when the dimensions of $A_j$ are smaller than $r$. It turns out that their same argument can be applied to any normal orbit closure that is partially resolved by a subspace variety.

The goal of the next several sections is to prove a generalization of [49, Lem. 5.3], which is Theorem B.2 below.

Here we recall some definitions from [30]. Let $S$ denote the coordinate ring $\mathbb{C}[A]$. Recall a minimal free resolution of $\mathbb{C}[X]$ is a complex of $S$-modules:

$$F_0 \leftarrow F_1 \leftarrow \cdots \leftarrow F_p \leftarrow 0$$

such that $\mathbb{C}[X]$ is the cokernel of the map $F_0 \leftarrow F_1$. We say that $X$ is arithmetically Cohen-Macaulay (aCM) if the length $p$ of a minimal free resolution of $\mathbb{C}[X]$ is equal to the codimension of $X$.

The homogeneous coordinate ring $\mathbb{C}[A_1 \times \cdots \times A_n]$ has an isotypic decomposition by $G$-modules [53, Prop. 4.1]

$$\mathbb{C}[A_1 \times \cdots \times A_n] = \bigoplus_d \bigoplus_{\pi \vdash d} S_{\pi} A \otimes \mathbb{C}^{m_\pi},$$

where $S_{\pi} A := S_{\pi_1} A_1 \otimes \cdots \otimes S_{\pi_n} A_n$ denote Schur modules indexed by multi-partitions $\pi = (\pi^1, \ldots, \pi^n)$ with each $\pi^j = (\pi^1_j, \ldots, \pi^{a_j}_j)$ a non-increasing sequence of integers and $\mathbb{C}^{m_\pi}$ denotes the multiplicity space of dimension equal to the multiplicity $m_\pi$ of the representation $S_{\pi} A \subset S^d(A)$. Thus every $G$-equivariant resolution also has an isotypic decomposition.

We will say that a variety $Y \subset \mathbb{P}(A_1^* \times \cdots \times A_n^*)$ is a $G$-variety for $G = \text{GL}(A_1) \times \cdots \times \text{GL}(A_n)$ if $Y$ is left invariant under the action of $G$. We will consider $G$-equivariant free resolutions whose free $\mathbb{C}[A_1 \times \cdots \times A_n]$-modules also carry the structure of $G$-modules and are indexed by multi-partitions.

We will use the following version of Weyman’s Theorem [73], combined with Prop 2.2 of [50]:

**Theorem B.1** ([73, Thm. 5.1.2], [50, Prop. 2.2]). Suppose $Y \subset \mathbb{P}V$ is a $G$-variety and consider the homogeneous variety $B = G/P$. Suppose $q : E \rightarrow B$ is a sub bundle of the trivial bundle $V$ and that $q : \mathbb{P}E \rightarrow Y$ is a desingularization of $Y$. Write $\eta = E^*$ and $\xi = V/E$.

Suppose $\eta$ is induced from an irreducible $P$-module. Then

- $\tilde{Y}$ is normal with rational singularities.
- The coordinate ring $\mathbb{C}[\tilde{Y}] \simeq H^0(B, S^d\eta)$.
- The vector space of minimal generators of the ideal of $Y$ in degree $d$ is isomorphic to $H^{d-1}(B, \wedge^d \xi)$.
- More generally, $\bigoplus_j H^i(B, \wedge^{i+j} \xi)$ is isomorphic (as $G$-modules) to the $i$-th term in the minimal free resolution of $Y$.

We will say that a $G$-variety $Y$ has an $(s_j)$-small resolution if for every module $S_{\pi} A$ occurring in the resolution has the property that for each $j$ the first part of $\pi^j$ is not greater than $s_j$. Let $\tilde{a}_j := \frac{a_j}{s_j}$ and similarly $\tilde{r}_j := \frac{r_j}{s_j}$.

**Theorem B.2.** Suppose $G = \text{GL}(A_1) \times \cdots \times \text{GL}(A_n)$ and $G' = \text{GL}(A'_1) \times \cdots \times \text{GL}(A'_n)$. If $Y$ is a $G'$-variety that is arithmetically Cohen-Macaulay with a resolution that is $(\tilde{r}_j - r_j)$-small for every $j$ for which $0 < r_j < a_j$, then $GY$ is arithmetically Cohen-Macaulay. Moreover we obtain a (not necessarily minimal) resolution of $GY$ that is $(s_j)$-small with
s_j = \max_{\pi} \begin{cases} \hat{a}_j - r_j, & \text{if } r_j < a_j \\ \hat{a}_j - \hat{r}_j + \pi^j, & \text{if } r_j = a_j, \end{cases}
where the max is taken over all multi-partitions \( \pi \) occurring in the original resolution of \( \mathbb{C}[Y] \).

The “moreover” statement in Theorem B.2 did not appear in Landsberg and Weyman’s version. It allows the theorem to be used iteratively, as we will do in Section ??.

Appendix C. Bott’s algorithm and Cohomology

In this section we perform standard calculations (we use the Borel-Weil-Bott theorem throughout) that we will need to prove technical lemmas that will be used to prove Theorem B.2.

We will consider vector bundles (associated to irreducible \( P \)-modules) \( S_\pi \mathcal{R}^* \) over the Grassmannian \( \text{Gr}(r, A^*) = G/P \). We say that a bundle \( \mathcal{M} \) is acyclic if it has no higher cohomology.

Suppose \( \pi \in \mathbb{Z}^r \) and \( \lambda \in \mathbb{Z}^{a-r} \). To the bundle \( S_\pi \mathcal{R}^* \otimes S_\lambda \mathcal{Q} \) over the Grassmannian \( \text{Gr}(r, A) \) we associate the weight

\[
w(\pi | \lambda) = [\pi_1 - \pi_2, \pi_2 - \pi_3, \ldots, \pi_{r-1} - \pi_r, \pi_r - \lambda_1, \lambda_1 - \lambda_2, \ldots, \lambda_{a-r} - \lambda_{a-r-1}] \in \mathbb{Z}^{a-1}.
\]

If \( \pi = (\pi_1, \ldots, \pi_r) \in \mathbb{Z}^r \) let \( \langle \pi \rangle \) denote the reverse \( \langle \pi \rangle = (\pi_r, \ldots, \pi_1) \). When it is clear that we are considering partitions, we let \( (l') \) denote the partition \( (l, \ldots, l) \in \mathbb{Z}^r \). So, we have a natural isomorphism with the sheaf corresponding to the contragradient representation

\[
(\mathcal{R})^* \cong \mathcal{R}^* ,
\]

which is sometimes convenient to write as

\[
S_\pi \mathcal{R}^* \cong S_{\langle \pi \rangle}^*.
\]

We have similar definitions for \( \mathcal{Q} \), so that naturally,

\[
S_\lambda \mathcal{Q}^* \otimes (\mathcal{A}^{a-r} \mathcal{Q})^m \cong S_{m^{a-r-\langle \lambda \rangle}} \mathcal{Q}
\]
as sheaves of \( \text{GL}(a-r) \)-modules.

A weight \( w = [w_1, \ldots, w_{a-1}] \) is said to be dominant if \( w \in \mathbb{Z}_{\geq 0}^{a-1} \).

If \( \pi = (\pi_1, \ldots, \pi_r) \) is a decreasing sequence of non-negative integers, the weight \( w(\pi) \) is dominant and the Borel-Weil theorem says

\[
H^0(\text{Gr}(r, A^*), S_\pi \mathcal{R}^*) = S_\pi A.
\]

The Weyl group \( \mathcal{W} := S_{a-1} \) acts on weights as follows. Let \( s_1 \ldots s_{a-1} \) denote the simple reflections. Simple reflections act locally on weights:

\[
s_i([w_1, \ldots, w_{a-1}]) = [-w_1, w_1 + w_2, w_3, \ldots, w_{a-1}] ,
\]

\[
s_i([w_1, \ldots, w_{a-1}]) = [w_1 \ldots, w_{i-2}, w_{i-1} + w_i, -w_i, w_i + w_{i+1}, w_{i+2}, \ldots, w_{a-1}] \quad \text{for } 2 \leq i \leq a-2,
\]

\[
s_{a-1}([w_1, \ldots, w_{a-1}]) = [w_1 \ldots, w_{a-3}, w_{a-2} + w_{a-1}, -w_{a-1}] .
\]

Let \( \rho = [1, 1, \ldots, 1] \). The affine action on weights is \( s.w = s(w + \rho) - \rho \). We say that a weight \( w \) is singular if \( s(w + \rho) \) contains a 0 for some \( s \in \mathcal{W} \).

If \( \pi = (\pi_1, \ldots, \pi_r) \) is a decreasing sequence of integers, and \( w(\pi) \) is not dominant, Bott’s algorithm says that either \( w(\pi) \) is singular, in which case

\[
H^*(\text{Gr}(r, A^*), S_\pi \mathcal{R}^*) = 0
\]
or

\[ H^{l(\omega)}(\text{Gr}(r, A^*), S\pi R^*) = S_{P(\omega(w(\pi) + \rho) - \rho)} A, \]

where if \( w \) is a weight, \( P(w) \) denotes the partition associated to \( w \), \( \omega \) is a minimal element of \( W \) such that \( \omega(w(\pi) + \rho) - \rho \) is dominant, and \( l(\omega) \) is its length.

We will need the following straightforward applications of Bott’s algorithm.

**Proposition C.1.** The bundle \( S^qQ^* \otimes S^pR \) over the Grassmannian \( \text{Gr}(a - 1, A^*) \) has only the following cohomology:

\[
H^0(\text{Gr}(a - 1, A), S^pR \otimes S^qQ^*) = (\bigwedge^{a - 1} A)^{p-q} \cong S^{p-q} A^* \otimes (\bigwedge^a A)^{p-q} \quad \text{if} \quad p - q \geq 0, \\
H^{a-1}(\text{Gr}(a - 1, A), S^pR \otimes S^qQ^*) = S^{q-p-a-2} A \quad \text{if} \quad q - p - a - 2 \geq 0,
\]

and all other cohomology vanishes.

**Sketch of proof.** Since \( Q \) is a line bundle, the weight of \( S^pR \otimes S^qQ^* \) is \([0, \ldots, 0, p - q]\). Let \( s_j \) denote the affine reflection at node \( j \). The results of successively applying reflections are the following:

\[
s_a([0, \ldots, 0, p - q]) = [0, \ldots, 0, 0, p - q + 1, -p + q - 2] \\
s_{a-1}s_a([0, \ldots, 0, p - q]) = [0, \ldots, 0, p - q + 2, -p + q - 3, 0] \\
\vdots \\
s_{a-(j-1)} \cdots s_a([0, \ldots, 0, p - q]) = [0, \ldots, (p - q + j), (-p + q - j - 1), 0, \ldots, 0] \\
\vdots \\
s_1s_2 \cdots s_{a-1}s_a([0, \ldots, 0, p - q]) = [-p + q - a - 2, 0, \ldots, 0, 0].
\]

If this weight after \( j \) reflections (with \( 0 < j < a \)) is dominant, then

\[ p - q + j \geq 0 \quad \text{and} \quad -p + q - j - 1 \geq 0, \]

which implies the impossible

\[ j + 1 \leq -p + q \leq j. \]

So, the only way to get nontrivial cohomology is when either the original weight \([0, \ldots, 0, p - q]\) is dominant (giving \( H^0 \)) or the last weight \([-p + q - a - 2]\) is dominant (giving \( H^{a-1} \)).

We can give a simple criteria that guarantees when a bundle \( S\pi R \) is acyclic. Let \( w = w(\pi) \), ignore the first \( r \) entries and apply simple reflections. We summarize the consequence of each reflection in the following table:

| weight | condition to be non-singular |
|--------|-----------------------------|
| \( w + \rho \) | \( \pi_r \neq 0 \) |
| \( s_r(w + \rho) \) | \( \pi_r + 1 \neq 0 \) |
| \( s_{r+1}s_r(w + \rho) \) | \( \pi_r + 2 \neq 0 \) |
| \( s_{r+2}s_{r+1}s_r(w + \rho) \) | \( \pi_r + 3 \neq 0 \) |
| \( \vdots \) | \( \vdots \) |
| \( s_{a-3} \cdots s_r(w + \rho) \) | \( \pi_r + a - r - 1 \neq 0 \) |
| \( s_{a-2} \cdots s_{a-1}s_a(w + \rho) \) | \( \pi_r + a - r \neq 0 \) |

So, if \( \pi_r + (a - r) < 0 \), the weight is non-singular, and we can have higher cohomology (still depending on the rest of the partition). But if \( \pi_r + (a - r) \geq 0 \), (i.e. \( \pi_r \geq -a + r \)), then the weight is singular, and there can be no higher cohomology.

We have proved the following: (which be believe corrects Lemma 5.2(1) of [49], which had an \( \pi_1 \geq -(a + 1) \) instead of \( \pi_r \geq -(a + r) \), and we believe this is the statement they actually use in their proof).
Lemma C.2. Consider a partition \( \pi = (\pi_1, \ldots, \pi_r) \). If \( \pi_r \geq -a + r \), then the bundle \( S_{\pi} \mathcal{R}^* \) over \( \text{Gr}(r, A^*) \) is acyclic.

In the multiple factor case, for each \( j \) let \( \pi^j = (\pi^j_1, \ldots, \pi^j_t) \) be non-increasing sequences of integers and consider the bundle \( S_{\pi^j} \mathcal{R}_1^* \otimes \cdots \otimes S_{\pi^j} \mathcal{R}_n^* \) over \( \text{Gr}(r_1, A_1^*) \times \cdots \times \text{Gr}(r_n, A_n^*) \). Since a singular weight in any factor will cause the whole bundle to be singular, and every sheaf over \( P^0 \) is acyclic, we have the following extension:

Lemma C.3. Consider \( \pi^j = (\pi^j_1, \ldots, \pi^j_t) \) and suppose that for every \( j \) for which \( 0 < r_j < a_j \) we have \( \pi^j_i \geq -a_j + r_j \). Then the bundle \( S_{\pi^j} \mathcal{R}_1^* \otimes \cdots \otimes S_{\pi^j} \mathcal{R}_n^* \) over \( \text{Gr}(r_1, A_1^*) \times \cdots \times \text{Gr}(r_n, A_n^*) \) is acyclic.

Now we slightly generalize and add to [19, Lem. 5.2] (and [18, Lem. 5.5]) for the unbalanced case. Our version of this lemma will allow us to work inductively.

We will use the following notation: \( \hat{\alpha}_j = a_1 \ldots a_n / a_j \).

Recall we have defined \( \eta := \mathcal{R}_1^* \otimes \cdots \otimes \mathcal{R}_n^* \) and \( \xi := (A_1^* \otimes \cdots \otimes A_n^* \otimes \mathcal{O}_B / \eta^*)^* \).

Lemma C.4. Let \( B = \text{Gr}(r_1, A_1^*) \times \cdots \times \text{Gr}(r_n, A_n^*) \), let \( \eta = \mathcal{R}_1^* \otimes \cdots \otimes \mathcal{R}_n^* \) and consider the sheaf of \( \text{Sym}(\eta) \)-modules

\[
\mathcal{M} = \bigotimes_j S_{\pi^j} \mathcal{R}_j^*.
\]

Assume for all \( 1 \leq j \leq n \) that \( \pi^j_i \geq 0 \) and for every \( j \) for which \( 0 < r_j < a_j \) we have \( \pi^j_i \leq \hat{\alpha}_j - r_j \). Then the \( \text{Sym}(A_1^* \otimes \cdots \otimes A_n^*) \)-module \( H^0(B, \mathcal{M}) \), which is supported on \( \text{Sub}_{r_1, \ldots, r_n}(A_1^* \otimes \cdots \otimes A_n^*) \), is a maximal Cohen-Macaulay module.

Moreover, for such \( \mathcal{M} \) the last term of the resolution of \( H^0(B, \mathcal{M}) \) is

\[
H^0(B, \mathcal{M}^\bullet) = \bigotimes_j (S_{\hat{\alpha}_j - r_j, \ldots, \hat{\alpha}_j - a_j, \pi^j_1, \ldots, \pi^j_t; a_j, r_j) \otimes (\Lambda^{\hat{\alpha}_j + a_j - (\hat{\alpha}_j + r_j))}
\]

In particular, \( \mathcal{M} \) has an \((s_j)\)-small resolution, with \( s_j = \begin{cases} \hat{\alpha}_j - r_j, & \text{if } r_j < a_j \\ \hat{\alpha}_j - r_j + \pi^j_1, & \text{if } r_j = a_j \end{cases} \).

Remark C.5. If \( S_{\lambda} \mathcal{R}_1 \otimes \cdots \otimes S_{\lambda_n} \mathcal{R}_n \) is a module occurring in the minimal free resolution of \( \mathcal{M} \) then we have \( \lambda^1 \leq \hat{\alpha}_j - r_j \) if \( r_j < a_j \), or \( \lambda^1 \leq \hat{\alpha}_j - r_j + \pi^j_1 \) if \( r_j = a_j \). In fact, the partition \( \lambda^j \) must be obtained by deleting boxes from one of the partition in the last module in the resolution of \( \mathcal{M} \), i.e. \( \lambda^j \) is dominated by at least one of the partitions in the last module of the resolution of \( \mathcal{M} \).

Proof. This lemma is essentially [23, Cor. 5.1.5] applied in our case, but as the colloquialism goes, “the devil is in the details,” so we carefully reproduce the necessary arguments. We repeat Landsberg and Weyman’s proof almost verbatim in our case. This will allow us to get the more refined description of \( H^0(B, \mathcal{M}) \) and its dual.

For any vector bundle \( \mathcal{V} \rightarrow B \), [23, Thm. 5.1.2] defines the complex \( F(\mathcal{V}) \).

\[
F(\mathcal{V})_i = \bigoplus_{d \geq 0} H^d(B, \Lambda^{\hat{\alpha}_j + d} \xi \otimes \mathcal{V}) \otimes \text{Sym}(A_1 \otimes \cdots \otimes A_n)(-i - d).
\]

Remark C.6. Of course \( 0 \leq d \leq \dim B \), otherwise the cohomology vanishes. Also, \( i + d \leq \text{Rank} \xi \) otherwise \( \Lambda^{\hat{\alpha}_j + d} \xi \) is zero. Therefore the top degree \( i \) for which \( F(\mathcal{V})_\bullet \) is non-trivial is \( i \leq \text{Rank} \xi - \dim B \). The least degree \( i \) for which \( F(\mathcal{V})_\bullet \) is non-zero is \( i \geq -\dim B \). The essential claim is that \( F(\mathcal{V})_\bullet \) does not have any non-trivial terms in negative degree.
Remark C.6 holds, \( F(\mathcal{V}) \) must be a resolution of \( H^0(B, \mathcal{M}) \) of length at most \( \text{Rank} \xi - \dim B \), which is the codimension of the support of \( H^0(B, \mathcal{M}) \) by [73, Thm. 5.1.6(a)]. By this dimension count, we know that \( H^0(B, \mathcal{M}) \) is supported in \( \text{Sub}_{r_1, \ldots, r_n}(A_1^* \otimes \cdots \otimes A_n^*) \).

To prove the claim, we compute the dual bundle \( \mathcal{M}^\vee \) and its cohomology. Let \( K_B \) denote the canonical module for \( B \). Again for any vector bundle \( \mathcal{V} \to B \), \([73\,\text{Thm. 5.1.4}]\), says that the twisted dual vector bundle

\[
\mathcal{V}^\vee = K_B \otimes \bigwedge^{\text{Rank} \xi^*} \mathcal{V}^*
\]
satisfies

\[
F(\mathcal{V}^\vee)_s = F(\mathcal{V})^*_{s-(\text{Rank} \xi - \dim B)}.
\]

In particular,

\[
F(\mathcal{V}^\vee)_s = \bigoplus_{d \geq 0} H^d(B, \bigwedge^{s+d} K_B \otimes \bigwedge^{\text{Rank} \xi^*} \mathcal{V}^*) \otimes \text{Sym}(A_1 \otimes \cdots \otimes A_n)(-s - d).
\]

By Remark C.6 the \( s \) for which the complexes above are non-trivial is \(- \dim B \leq s \leq \text{Rank} \xi - \dim B \) and the crucial case is \( s = 0 \):

\[
F(\mathcal{V}^\vee)_0 = F(\mathcal{V})^*_{-(\text{Rank} \xi - \dim B)}.
\]

Now we claim that the rightmost non-zero term in \( F(\mathcal{M}^\vee)_s \) is \( F(\mathcal{M}^\vee)_0 \). Note the canonical module of the Grassmannian is isomorphic to \( K_{\text{Gr}(r, A^*)} = S_{a-r, \ldots, a-r} R \otimes S_{r, \ldots, r} Q^* \), which is unique up to a twist by a trivial line bundle. Since \( A^* = R \oplus Q \), and \( \bigwedge^a A^* = S_1 \otimes S_{1, \ldots, 1} R \), we have

\[
K_{\text{Gr}(r, A^*)} \cong K_{\text{Gr}(r, A^*)} \otimes \bigwedge^a A^* = S_{a, \ldots, a} R \otimes \bigwedge^a A^*.
\]

So on \( B = \text{Gr}(r_1, A_1^*) \times \cdots \times \text{Gr}(r_n, A_n^*) \) we have

\[
K_B = \bigotimes_j K_{\text{Gr}(r_j, A_j^*)} = \bigotimes_j S_{a_j, \ldots, a_j} R_j \otimes S_{r_j, \ldots, r_j} A_j = \bigotimes_j S_{-a_j, \ldots, -a_j} R_j^* \otimes S_{r_j, \ldots, r_j} A_j.
\]

Remark C.7. Suppose \( U, V \) and \( W = U \oplus V \) are vector spaces of dimensions \( u, v \) and \( w = u+v \) respectively. Then \( \bigwedge^u W = \bigwedge^u U \otimes \bigwedge^v V \), and \( \bigwedge^u W \otimes \bigwedge^v V^* = \bigwedge^u U \otimes \bigwedge^v V \otimes \bigwedge^v V^* = \bigwedge^u U \). So if we want to compute the top exterior power of the quotient \( W/V \), we can think of \( U \) as a quotient of \( W \), and have \( \bigwedge^u (W/V) = \bigwedge^u W \otimes \bigwedge^v V^* \).

Since \( \xi^* = \bigwedge^a \cdots a_n (A_1^* \otimes \cdots \otimes A_n^*) \otimes \mathcal{O}_B/\eta^* \) and \( \eta = R_1^* \otimes \cdots \otimes R_n^* \), we have

\[
\bigwedge^{\text{Rank} \xi} \xi^* = (\bigwedge^a \cdots a_n (A_1^* \otimes \cdots \otimes A_n^*)) \otimes \bigwedge^{\text{Rank} 1-r_n} \eta = (\bigwedge^a \cdots a_n (A_1^* \otimes \cdots \otimes A_n^*)) \otimes \bigotimes_j S_{r_j, \ldots, r_j} R_j^*.
\]

Up to tensoring with the trivial bundle on \( B \) we can express this as

\[
\bigwedge^{\text{Rank} \xi} \xi^* \cong \bigotimes_j S_{r_j, \ldots, r_j} R_j^*.
\]
Recall the sheaf of $\text{Sym}(\eta)$-modules $\mathcal{M} = \bigotimes_j S_{\rho_j}^i \mathcal{R}_j^*$ with $\pi^j = (\pi_{1}^{j}, \ldots, \pi_{r_j}^{j})$, (by \(3\)) has vector space dual $\mathcal{M}^* = \bigotimes_j S_{-\rho_j}^i \mathcal{R}_j^*$. Take the tensor product of $\mathcal{M}^*$ with $K_B$ from \(8\) and $\bigwedge^{\text{Rank} \xi}$ from \(10\) to compute $\mathcal{M}^\vee = K_B \otimes \bigwedge^{\text{Rank} \xi} \mathcal{M}^* \otimes \mathcal{M}^*$, which becomes,

$$
\mathcal{M}^\vee = \bigotimes_j S_{\tilde{\rho}_j - a_j, \ldots, \tilde{\rho}_j - a_{r_j} - \pi_{r_j}^j} \mathcal{R}_j^* \otimes S_{\tilde{\alpha}_j - r_j, \ldots, \tilde{\alpha}_j - r_j} A_j^*;
$$

or, up to tensoring with a trivial line bundle,

$$
\mathcal{M}^\vee \cong \bigotimes_j S_{\tilde{\rho}_j - a_j, \ldots, \tilde{\rho}_j - a_{r_j} - \pi_{r_j}^j} \mathcal{R}_j^*.
$$

We claim that the sheaf $\mathcal{M}^\vee$ has no higher cohomology. Indeed, the last part on the $j$-th partition associated to $\mathcal{M}^\vee$ is $\tilde{\rho}_j - a_j - \pi_{1}^j$, and our hypothesis that $\pi_{1}^j \leq \tilde{\rho}_j - r_j$ implies that $\tilde{\rho}_j - a_j - \pi_{1}^j \geq -a_j + r_j$ so Lemma \text{C.3} shows that $\mathcal{M}^\vee$ is acyclic. Moreover, any representation occurring in $\bigwedge^{i + d} \xi \otimes \mathcal{M}$ must have the last parts of its respective partitions at least as large as those in the corresponding factors for $\mathcal{M}$ (it’s more ample), so, again by Lemma \text{C.3}, $H^d(B, \bigwedge^{i + d} \xi \otimes \mathcal{M}^\vee) = 0$ for all $i + d > 0$.

Therefore the complexes $F(\mathcal{M})_\bullet$ and $F(\mathcal{M}^\vee)_\bullet$ have length equal to the codimension of the subspace variety $\text{Sub}_{r_1, \ldots, r_n}(A_1^* \otimes \ldots \otimes A_n^*)$, which is $\text{Rank} \xi - \dim B$, establishing the claim.

Moreover, the last term in the complex $F(\mathcal{M})_\bullet$ is

$$
F(\mathcal{M})^\text{Rank} \xi - \dim B = F(\mathcal{M}^\vee)_0^\text{Rank} \xi \otimes \mathcal{M}^\vee_0,
$$

up to a twist.

Using the expression for $\mathcal{M}^\vee$ \(12\), we have:

$$
H^0(B, \mathcal{M}^\vee)^* = H^0(B, \bigotimes_j S_{\tilde{\rho}_j - a_j - \pi_{1}^j, \ldots, \tilde{\rho}_j - a_{r_j} - \pi_{r_j}^j} \mathcal{R}_j^*)^*
$$

$$
= \bigotimes_j (S_{0, \ldots, 0} - (\tilde{\rho}_j - a_j - \pi_{1}^j), \ldots, -(\tilde{\rho}_j - a_j - \pi_{r_j}^j) A_j) \ (\text{by the analog of } 3)
$$

$$
\cong \bigotimes_j (S_{\tilde{\alpha}_j - r_j, \ldots, \tilde{\alpha}_j - r_j, \tilde{\rho}_j - a_j, \ldots, \tilde{\rho}_j - a_{r_j}} A_j) \ (\text{up to a twist}).
$$

Now, to get the correct twist, we notice that the representations in the last term of $F(\mathcal{M})_\bullet$ must occur in the tensor product of the $\text{Sym}(A_1 \otimes \ldots \otimes A_n)$ module associated to $\mathcal{M}$ with $\mathcal{O}_{A_1 \otimes \ldots \otimes A_n}(-\text{Rank} \xi)$. The previous result establishes the shape up to a twist. The total degree of each factor must be the same, and equal to $|\pi^j| + \text{Rank} \xi = |\pi^j| + a_1 \cdots a_n - r_1 \cdots r_n$. the total degree of

$$
\bigotimes_j (S_{\tilde{\rho}_j - a_j, \ldots, \tilde{\rho}_j - a_{r_j} - \pi_{r_j}^j A_j})
$$

is $(a_j - r_j)(\tilde{\rho}_j - a_j) + |\pi^j|$. To make the total degree in each factor equal to $|\pi^j| + a_1 \cdots a_n - r_1 \cdots r_n$, we twist by

$$
\bigwedge^{a_j} A_j(\tilde{\alpha}_j - r_j + (\tilde{\rho}_j + r_j)).
$$
After some simplification, the last module in the resolution must be equal to
\[
\bigotimes_j (S_{\hat{a}_j - r_j, \ldots, \hat{a}_j - r_j, \hat{a}_j + a_j - (\hat{r}_j + r_j) + \pi_1^j, \ldots, \hat{a}_j + a_j - (\hat{r}_j + r_j) + \pi_{r_j}^j} A_j)
\]

So the first part of a partition in a representation in \(F(\mathcal{M})_{\text{rank} \xi - \dim B}\) is either \(\hat{a}_j - r_j\) in the factors where \(r_j < a_j\), or, in the factors where \(r_j = a_j\), the module appearing in the \(j\)-th factor of \(F(\mathcal{M})_{\text{rank} \xi - \dim B}\) is simply \(S_{\pi_j} A_j \otimes (\hat{a}_j - \hat{r}_j)\), so the first part of the partition is \(\hat{a}_j - \hat{r}_j + \pi_1^j\).

\[\square\]

**Appendix D. Mapping cone construction**

The essential argument used to prove Theorem 1.12 is to construct a mapping cone, and use the resolution of the subspace variety to lift a resolution of the smaller variety to get a possibly non-minimal resolution of the larger one. We do this by applying a mapping cone construction together with Lemma C.4.

**Proof of Theorem 1.12** The proof is almost identical to Landsberg and Weyman’s original proof, and might be safely omitted, but to show our slight improvement, we provide all of the details.

Recall the partial desingularization from above
\[
\mathcal{R}_1 \otimes \mathcal{R}_2 \otimes \ldots \otimes \mathcal{R}_n
\]
Again denote by \(\tilde{Z}\) the total space of the bundle \(\mathcal{R}_1 \otimes \ldots \otimes \mathcal{R}_n\) with each fiber over \((A_1^*, \ldots, A_n^*) \in \text{Gr}(r_1, A_1^*) \times \ldots \times \text{Gr}(r_n, A_n^*)\) equal to \(A_1^* \otimes \ldots \otimes A_n^*\). Define bundles \(\eta := \mathcal{R}_1^* \otimes \ldots \otimes \mathcal{R}_n^*\) and \(\xi := (A_1^* \otimes \ldots \otimes A_n^*)_{/\eta}^*\), and groups \(G := \text{GL}(A_1) \times \ldots \times \text{GL}(A_n)\) and \(G' := \text{GL}(A_1^* \times \ldots \times A_n^*)\).

By hypothesis, \(Y\) has a \(G'\)-equivariant resolution \(E_0\), with \(E_0 = A := \text{Sym}(A_1^* \otimes \ldots \otimes A_n^*)\) and \(E_1\) is the ideal of \(Y\) in the particular fiber; whose length is equal to the codimension of \(Y\) inside \(\mathbb{P}(A_1^* \times \ldots \otimes A_n^*)\) (we assume that \(Y\) is aCM).

Let \(B := \text{Sym}(\eta)\) (by Weyman 5.1.1b), which is a sheaf of algebras isomorphic to \(p_*(\mathcal{O}_{\tilde{Z}})\).

We form a complex of sheaves of \(B\)-modules from \(E_0\) by replacing \(E_i\) with the sheaf \(\mathcal{E}_i\) obtained by replacing the Schur functors of vector spaces \(A_j^*\) with the corresponding Schur functors on the sheaves \(\mathcal{R}_j\).

We have projections \(q : Z \to Y\) and \(p : Z \to \text{Gr}(r_1, A_1^*) \times \ldots \times \text{Gr}(r_n, A_n^*)\). Also \(p_*(\mathcal{O}_Z) = B/\mathcal{E}_1\) as \(d(\mathcal{E}_1)\) is the sub sheaf of \(B\) of local functions on \(\tilde{Z}\) that vanish on \(Z\).

Our complex of sheaves of \(B\)-modules \(\mathcal{E}_*\) is such that each term is a sum of terms of the form
\[
S_{\pi} \mathcal{R}_1 \otimes \ldots \otimes S_{\pi} \mathcal{R}_n
\]
and each term is homogeneous and completely reducible, with each irreducible summand having nonzero \(H^0\), so in particular, no term has any higher cohomology.

Define a complex \(M_0\) of \(A\)-modules by letting \(M_j := H^0(\text{Gr}(r_1, A_1^*) \times \ldots \times \text{Gr}(r_n, A_n^*), \mathcal{E}_j)\).

The minimal free resolution of the ideal of \(\overline{G.\tilde{Y}}\) is the minimal resolution of the cokernel of
the complex $M_\bullet$: Notice, the cokernel $M_0/\text{Image}(M_1)$ is exactly $\mathbb{C}[X]$ because $M_0$ consists of functions on the subspace variety and $M_1$ the ideal of $Y$ inside the subspace variety.

To obtain a non-necessarily minimal resolution of $\mathbb{C}[G.Y]$, iterate the mapping cone construction as follows:

Let $F_{j,\bullet}$ be a resolution of $M_j$ for each $j$. Obtain a double complex:

\[
\begin{array}{cccc}
F_{L,1} & \rightarrow & F_{L-1,1} & \rightarrow \ldots & \rightarrow F_{0,1} \\
\downarrow & & \downarrow & & \downarrow \\
F_{L,0} & \rightarrow & F_{L-1,0} & \rightarrow \ldots & \rightarrow F_{0,0} \\
\downarrow & & \downarrow & & \downarrow \\
M_L & \rightarrow & M_{L-1} & \rightarrow \ldots & \rightarrow M_0 & \rightarrow \mathcal{C}
\end{array}
\]

Sum the SW to NE diagonals to get a complex with terms $\tilde{F}_{j,\bullet} = \bigoplus_{s+t=j} F_{s,t}$. And we have that $\tilde{F}_\bullet$ is a resolution of $\mathcal{C} = \mathbb{C}[G.Y]$.

Now, by Lemma [C.4] the modules $M_i$ are maximal Cohen-Macaulay; hence the lengths of the minimal free resolutions all equal codim $\text{Sub}_{r_1,\ldots,r_n}(A_1^* \otimes \ldots \otimes A_n^*)$ which is equal to $\text{Rank } \xi - \dim(\text{Gr}(r_1, A_1^*) \times \ldots \times \text{Gr}(r_n, A_n^*))$.

The complexes $F_{i,\bullet}$ are resolutions of the $M_i$, with maximum length equal to the codimension of $\text{Sub}_{r_1,\ldots,r_n}(A_1^* \otimes \ldots \otimes A_n^*)$, so the number of diagonals in our rectangular bi-complex is at most

$$\text{codim } \text{Sub}_{r_1,\ldots,r_n}(A_1^* \otimes \ldots \otimes A_n^*) + L,$$

where $L$ is the codimension of $Y$ in $\mathbb{P}(A_1^* \otimes \ldots \otimes A_n^*)$. But the codimension of $G.Y$ is the codimension of $Y$ plus the codimension of $\text{Sub}_{r_1,\ldots,r_n}(A_1^* \otimes \ldots \otimes A_n^*)$, by construction. So the length of the possibly non-minimal resolution of $\mathbb{C}[G.Y]$ is at most $\text{codim } \text{Sub}_{r_1,\ldots,r_n}(A_1^* \otimes \ldots \otimes A_n^*) + L$, which is its codimension.

Finally, we get the statement about the small-ness of the resolution obtained by applying the “moreover” part of Lemma [C.4].

\[\square\]
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