HOMOGENIZATION OF A GENERALIZED STEFAN PROBLEM IN THE CONTEXT OF ERGODIC ALGEBRAS
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Abstract. We address the deterministic homogenization, in the general context of ergodic algebras, of a doubly nonlinear problem which generalizes the well-known Stefan model, and includes the classical porous medium equation. It may be represented by the differential inclusion, for a real-valued function $u(x,t)$,

$$
\frac{\partial}{\partial t} \partial_x \Psi(x/\varepsilon, x, u) - \nabla x \cdot \nabla \eta \psi(x/\varepsilon, x, t, u, \nabla u) \ni f(x/\varepsilon, x, t, u),
$$

on a bounded domain $\Omega \subseteq \mathbb{R}^n$, $t \in (0, T)$, together with initial-boundary conditions, where $\Psi(z, x, \cdot)$ is strictly convex and $\psi(z, x, t, u, \cdot)$ is a $C^1$ convex function, both with quadratic growth, satisfying some additional technical hypotheses. As functions of the oscillatory variable, $\Psi(\cdot, x, u)$, $\psi(\cdot, x, t, u, \eta)$ and $f(\cdot, x, t, u)$ belong to the generalized Besicovitch space $B^2$ associated with an arbitrary ergodic algebra $A$. The periodic case was addressed by Visintin (2007), based on the two-scale convergence technique. Visintin’s analysis for the periodic case relies heavily on the possibility of reducing two-scale convergence to the usual case was addressed by Visintin (2007), based on the two-scale convergence technique. Visintin’s analysis for

1. Introduction

In this paper we are concerned with the homogenization, in the context of a general ergodic algebra $A$ on $\mathbb{R}^n$, of the following initial-boundary value problem, on $\Omega \times (0, T)$, with $\Omega \subseteq \mathbb{R}^n$ a bounded open set,

$$
\frac{\partial}{\partial t} w_\varepsilon - \nabla \cdot \alpha(\varepsilon x, x, t, u_\varepsilon, \nabla u_\varepsilon) = f(\varepsilon x, x, u_\varepsilon),
$$

$$
w_\varepsilon(x, t) \in \partial \Psi(\varepsilon x, x, t, u_\varepsilon), \quad \text{a.e. in } \Omega \times (0, T),
$$

$$
w_\varepsilon(x, 0) = w_0(\varepsilon x, x), \quad x \in \Omega,
$$

$$
w_\varepsilon = 0, \quad \text{in } \partial \Omega \times (0, T).
$$

Here $\Psi(z, x, \cdot)$ is a strictly convex function for a.e. $(z, x) \in \mathbb{R}^n \times \Omega$, $\partial \Psi(z, x, v)$ denotes the subdifferential of $\Psi$ with respect to $v$, and for all $v \in \mathbb{R}$, $\Psi(\cdot, x, v) \in B^2(\mathbb{R}^n; L(\Omega))$, where $B^2$ denotes the generalized Besicovitch space associated with the ergodic algebra $A$, with topology provided by the semi-norm given as the mean value of the square of the absolute value. Also, $\alpha(z, x, t, v, \eta) = \nabla \eta \psi(z, x, t, v, \eta)$, where $\psi(z, x, t, v, \cdot)$ is $C^1$ and convex in $\mathbb{R}^n$, for all $v \in \mathbb{R}$ and a.e. $(z, x, t) \in \mathbb{R}^n \times \Omega \times (0, T)$. In particular, $\alpha(z, x, t, v, \cdot)$ is a monotone operator which is also assumed to satisfy a coercivity condition such as $\alpha(z, x, t, v, \eta) \cdot \eta \geq c_0 |\eta|^2 + h(x, t)$, with $c_0 > 0$ and $h \in L^1(\Omega \times (0, T))$, as usual. Further, $\alpha(\cdot, \cdot, v, \eta) \in B^2(\mathbb{R}^n; L^2(\Omega \times (0, T)))$ and $f(\cdot, v) \in B^2(\mathbb{R}^n; L^2(\Omega))$, for all $v \in \mathbb{R}$ and all $\eta \in \mathbb{R}$. Additional technical conditions are assumed over $\Psi, \psi, \alpha, f$, see $(\Psi 1)-(\Psi 4)$, $(\psi 1)-(\psi 4)$, $(a 1)-(a 5)$, in Section 4, and $(\Phi 1)-(\Phi 3)$ in Section 5, below. The corresponding case where $A$ is the algebra of the continuous periodic functions on $\mathbb{R}^n$ was addressed in the pioneering paper by Visintin, [36], and the main point of the present paper is to extend the results in [36] to the general case where $A$ is an arbitrary ergodic algebra. The latter is a concept introduced by Zhikov and Krivenko in [38], which abstracts
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the properties satisfied by realizations of continuous functions in general compact topological spaces, endowed with a probability measure \( \mu \), under the action of a continuous dynamical system for which \( \mu \) is invariant. It includes the almost periodic functions, introduced by Bohr, as well as the more general weak almost periodic functions, introduced by Eberlein, which strictly include the Fourier-Stieltjes transforms (see, e.g., [6], [15], and the discussion in Section 2, below). The main difficulty in achieving this extension is concerned with the most challenging nonlinearity in this problem, represented by the subdifferential of the strictly convex function \( \Psi \). In [36], Visintin uses the method of the two-scale convergence introduced by Nguetseng in [24], and further developed by Allaire in [1]. To treat the main nonlinearity, just mentioned, his analysis is based on the fact that, in the periodic case, it is possible to introduce certain maps \( S_\varepsilon : \Pi \times \mathbb{R}^n \rightarrow \mathbb{R}^n \), where \( \Pi \) denotes the periodic cell in \( \mathbb{R}^n \), such that, \( S_\varepsilon(y,x) \rightarrow x \), as \( \varepsilon \rightarrow 0 \), in \( \Pi \times \mathbb{R}^n \), uniformly with respect to \( y \in \Pi \), and, for a large class of measurable functions \( f : \mathbb{R}^n \times \mathbb{R}^n \rightarrow \mathbb{R} \), \( f(y,x) \) periodic in \( y \), with period cell \( \Pi \), one has \( \int_{\mathbb{R}^n} f(x/\varepsilon, x) \, dx = \int_{\Pi \times \mathbb{R}^n} f(y, S_\varepsilon(y,x)) \, dy \, dx \), which allows to reduce the two-scale convergence to the usual convergence in Lebesgue spaces. This reduction is no longer possible in the case where the oscillatory coefficients belong to general ergodic algebras. Instead of using only the two-scale convergence, we make essential use of the two-scale Young measures, introduced in the periodic case by E [14], whose representation formula may be particularly extended to apply to \( \Psi \). Once this is done, we then show that theYoung measures reduce to Dirac measures concentrated at the weak limit 

Historically, for problem (1.1), the a priori bounds available give boundedness of \( u_\varepsilon \) in \( L^2(0,T; H^1_0(\Omega)) \) and of \( w_\varepsilon \) in \( L^2(0,T; L^2(\Omega)) \cap H^1(0,T; H^{-1}(\Omega)) \), uniformly in \( \varepsilon > 0 \). We apply the theorem on the existence of two-scales Young measures for bounded sequences in \( L^2 \) for the sequence \( u_\varepsilon \). Since \( \Psi(z,x,u) \) has quadratic growth in \( u \), and the representation formula for the two-scale Young measures, in principle, only applies to functions with strictly sub-quadratic growth, the difficulty to be overcome here is to show that this representation formula may be particularly extended to apply to \( \Psi \). Once this is done, we then show that the Young measures reduce to Dirac measures concentrated at the weak limit \( u(x,t) \) of some weakly converging subsequence of \( u_\varepsilon \), which gives the strong convergence of this subsequence of \( u_\varepsilon \) to \( u \), in \( L^p(\Omega \times (0,T)) \), for any \( 1 \leq p < 2 \).

The general equation in (1.1) generalizes classical models in porous medium equation (see, e.g., [4, 34]) and the Stefan problem (see, e.g., [4, 34]) and references therein). Homogenization of the Stefan problem, in the periodic setting, was first studied by Damlamian, see [12, 7]. For a discussion about the physical background leading to (1.1) we refer to the introduction of Visintin’s paper cited above. Existence of solution for the general problem (1.1) is also addressed in [36]. Uniqueness is not known in general. However, uniqueness is indeed known in the case where the equation in (1.1) has the simpler form

\[
\partial_t w_\varepsilon - \nabla \cdot (K(x/\varepsilon,x) \cdot \nabla u_\varepsilon) = 0,
\]

where \( K(x/\varepsilon,x) \) is a measurable \( n \times n \)-matrix-valued function of \( x \in \Omega \), satisfying an ellipticity condition of the form

\[
\gamma_0 |\xi|^2 \leq [K(x/\varepsilon,x) \cdot \xi] \cdot \xi \leq \gamma_1 |\xi|^2,
\]

for all \( \xi \in \mathbb{R}^n \) and a.e. \( x \in \Omega \), for some constants \( \gamma_1 > \gamma_2 > 0 \). This includes the classical models for the porous medium equation and for the Stefan problem, mentioned above.

Also, for (1.2), the homogenized problem can be explicitly obtained, and has the form

\[
\partial_t w - \nabla \cdot (K_0(x) \cdot \nabla u) = 0,
\]

\[
w(x,t) \in \partial \mathcal{P}(x,u), \quad \text{a.e. in } \Omega \times (0,T),
\]

\[
w(x,0) = \varphi(x), \quad x \in \Omega,
\]

\[u = 0, \quad \text{in } \partial \Omega \times (0,T),\]
where \( \overline{\Psi}(x,u) \) and \( \underline{w_0}(x) \) are the mean values of \( \Psi(z,x,u) \) and \( w_0(z,x) \) with respect to the variable \( z \), and \( K_0(x) \) is an \( n \times n \)-matrix valued measurable function satisfying an ellipticity condition similar to (1.3), and is easily obtained by following the classical procedure for homogenizing linear elliptic and parabolic equations. We remark that the uniqueness result also applies to the homogenized problem, so that, in this case we get a complete characterization for the homogenization limit. We will discuss this point in detail in Section 6.

In the general case, our main result gives an homogenized problem of the form

\[
\begin{align*}
    & w_t - \nabla \cdot \overline{\mathbf{f}} = \overline{\mathbf{f}}(x,t,u), \\
    w(x,t) & \in \partial \overline{\mathbf{w}}(x,u(x,t)), \\
    \overline{\mathbf{f}} & \in \partial \psi_0(x,t,u(x,t),\nabla u(x,t)), \quad \text{for a.e. } (x,t) \in \Omega \times (0,T), \\
    w(x,0) & = \overline{w_0}(x), \quad x \in \Omega, \quad u = 0, \quad \text{in } \partial \Omega \times (0,T),
\end{align*}
\]

(1.5)

where, \( \overline{\mathbf{f}}(x,u) \), \( \overline{\mathbf{w}}, \overline{\psi}_0 \) are the mean values of \( \Psi(\cdot,x,u), \mathbf{f}(\cdot,x,t,u), w_0(\cdot,x), \psi_0(\cdot,x,t,u,\eta) \) for each \( (x,t,u,\eta) \) in \( \Omega \times (0,T) \times \mathbb{R} \times \mathbb{R}^n \), \( \partial \overline{\mathbf{w}}, \partial \overline{\psi}_0 \) represent the subdifferentials of the convex functions \( \overline{\Psi}(\cdot,\cdot), \overline{\psi}_0(\cdot,\cdot,\cdot,\cdot,\cdot) \) for each \( (x,t) \in \Omega \times (0,T) \), \( u \in \mathbb{R} \), and the function \( \psi_0(x,t,u,\eta) \) is obtained through the minimization of the convex integral functional with integrand \( \psi(z,x,t,u(x,t),-\nabla u(x,t)-\eta(z)) \), where \( \eta(z) \) runs along the potential fields with mean zero in the compactification \( \mathcal{K} \) of \( \mathbb{R}^n \) induced by the algebra \( \mathcal{A} \) (see Sections 4 and 5). This is the analogue of the homogenized problem obtained by Visintin in the periodic case, in [36].

We remark that instead of the null Dirichlet boundary condition appearing in (1.1), we could as well, without any relevant change in our analysis, consider a more general homogeneous boundary condition, as in [36], say, imposing the null Dirichlet condition in a part of the boundary \( \Gamma_0 \), and the zero flux Neumann condition on the complementary part \( \partial \Omega \setminus \Gamma_0 \). Since here we are mainly concerned with the homogenization problem, just for the neatness of the exposition, we restrict ourselves to the simplest case of the null Dirichlet condition.

This paper is organized as follows. In Section 2, we make a brief review of the main facts about ergodic algebras that are going to be used in the subsequent sections. In Section 3, we recall the main existence result for two-scale Young measures in algebras with mean value. We make the statement in a more general fashion, suitable for bounded sequences of functions in \( L^p \), for any \( 1 < p \leq \infty \), and we also show how the proof given originally in [2] can be easily adapted to handle this more general case. Also in the same section, we recall the definition of two-scale convergence and show how the general theorem on the existence of two-scale Young measures can be applied to imply the main existence result for two-scale convergence, in algebras with mean value, originally obtained in [9]; we actually establish a more general new result of interest in its own (cf. Theorem 3.6). In Section 4, we prove the two main results that serve as essential tools in our homogenization analysis. The first one, Theorem 4.1, shows how to handle the more challenging nonlinearity, represented by the subdifferential of the strictly convex function \( \Psi(z,x,\cdot) \). The second one, Theorem 4.4, shows how to address the second nonlinearity represented by the monotone operator \( \alpha(z,x,t,u,\cdot) \). These results are combined in Section 5 to establish our main homogenization result for the problem (1.1). Finally, in Section 6, we discuss the special case where \( \alpha(z,x,t,u,\eta) = K(z,x,t,u) \cdot \eta \), for some positive definite matrix-valued function \( K(z,x,t,u) \), and review, in particular, the case where \( K \) only depends on \( (z,x) \), for which uniqueness is available for both the homogenizing and the homogenized problems.

2. Ergodic Algebras

In this section we recall the basic facts concerning algebras with mean values and, in particular, ergodic algebras. To begin with, we recall the notion of mean value for functions defined in \( \mathbb{R}^n \).

**Definition 2.1.** Let \( g \in L^1_{\text{loc}}(\mathbb{R}^n) \). A number \( \overline{\mathbf{g}} \) is called the mean value of \( g \) if

\[
\lim_{\varepsilon \to 0} \int_A g(\varepsilon^{-1} x) \, dx = |A| \overline{\mathbf{g}}
\]

(2.1)
for any Lebesgue measurable bounded set \( A \subseteq \mathbb{R}^n \), where \(|A|\) stands for the Lebesgue measure of \( A \). This is equivalent to say that \( g(\varepsilon^{-1}x) \) converges, in the duality with \( L^\infty \) and compactly supported functions, to the constant \( \overline{g} \). Also, if \( A_t := \{ x \in \mathbb{R}^n : t^{-1}x \in A \} \) for \( t > 0 \) and \(|A| \neq 0\), (2.1) may be written as

\[
(2.2) \quad \lim_{t \to \infty} \frac{1}{|A_t|} \int_{A_t} g(x) \, dx = \overline{g}.
\]

Also, we will use the notation \( \underline{f}_A g \, dx \) for the average or mean value of \( g \) on the measurable set \( A \), and \( \underline{f}_{\mathbb{R}^n} g \, dx \) or \( M(g) \) for \( \overline{g} \), given by (2.2).

We recall now the definition of algebras with mean value introduced in [38]. As usual, we denote by \( \text{BUC}(\mathbb{R}^n) \) the space of the bounded uniformly continuous real-valued functions in \( \mathbb{R}^n \).

**Definition 2.2.** Let \( A \) be a linear subspace of \( \text{BUC}(\mathbb{R}^n) \). We say that \( A \) is an *algebra with mean value* (or algebra w.m.v., in short), if the following conditions are satisfied:

(A) If \( f \) and \( g \) belong to \( A \), then the product \( fg \) belongs to \( A \).

(B) \( A \) is invariant with respect to translations \( \tau_y \) in \( \mathbb{R}^n \).

(C) Any \( f \in A \) possesses a mean value.

(D) \( A \) is closed in \( \text{BUC}(\mathbb{R}^n) \) and contains the unity, i.e., the function \( e(x) := 1 \) for \( x \in \mathbb{R}^n \).

For the development of the homogenization theory in algebras with mean value, as is done in [38, 37] (see also [10]), in similarity with the case of almost periodic functions, one introduces, for \( 1 \leq p < \infty \), the space \( \mathcal{B}^p \) as the abstract completion of the algebra \( A \) with respect to the Besicovitch seminorm

\[
|f|^p := \limsup_{L \to \infty} \frac{1}{(2L)^n} \int_{[-L,L]^n} |f|^p \, dx.
\]

Both the action of translations and the mean value extend by continuity to \( \mathcal{B}^p \), and we will keep using the notation \( f(\cdot + y) \) and \( M(f) \) even when \( f \in \mathcal{B}^p \) and \( y \in \mathbb{R}^n \). Furthermore, for \( p > 1 \) the product in the algebra extends to a bilinear operator from \( \mathcal{B}^p \times \mathcal{B}^q \) into \( \mathcal{B}^1 \), with \( q \) equal to the dual exponent of \( p \), satisfying

\[
|fg|_1 \leq |f|_p |g|_q.
\]

In particular, the operator \( M(fg) \) provides a nonnegative definite bilinear form on \( \mathcal{B}^2 \).

Since there is an obvious inclusion between this family of spaces, we may define the space \( \mathcal{B}^\infty \) as follows:

\[
\mathcal{B}^\infty = \{ f \subset 1 \leq p < \infty : \sup_{1 \leq p < \infty} |f|_p < \infty \},
\]

We endow \( \mathcal{B}^\infty \) with the (semi)norm

\[
|f|_\infty := \sup_{1 \leq p < \infty} |f|_p.
\]

Obviously the corresponding quotient spaces for all these spaces (with respect to the null space of the seminorms) are Banach spaces, and we get a Hilbert space in the case \( p = 2 \). We denote by \( \mathcal{B}^p = \mathcal{B}^p_\infty \), the equivalence relation given by the equality in the sense of the \( \mathcal{B}^p \) semi-norm.

**Remark 2.3.** A classical argument going back to Besicovitch [6] (see also [37], p.239) shows that the elements of \( \mathcal{B}^p \) can be represented by functions in \( L^p_{\text{loc}}(\mathbb{R}^n) \), \( 1 \leq p < \infty \).

We next recall a result established in [3] which provides a connection between algebras with mean value and compactifications of \( \mathbb{R}^n \) endowed with a group of “translations” and an invariant probability measure.

**Theorem 2.4 (cf. [3]).** For an algebra w.m.v. \( A \), we have:

(i) There exist a compact space \( K \) and an isometric isomorphism \( i \) identifying \( A \) with the algebra \( C(K) \) of continuous functions on \( K \). By abuse of notation we will make the identification \( i(f) \equiv f \), for all \( f \in A \).
(ii) The translations \(T(y) : \mathbb{R}^n \rightarrow \mathbb{R}^n, T(y)x = x + y\), extend to a group of homeomorphisms \(T(y) : K \rightarrow K, y \in \mathbb{R}^n\). The map \(T : \mathbb{R}^n \times K \rightarrow K\), given by \(T(y,z) := T(y)z\) is continuous. In other words, \(T(y), y \in \mathbb{R}^n\), is a \((n\text{-dimensional})\) dynamical system over \(K\).

(iii) There exists a Radon probability measure \(m\) on \(K\) which is invariant by the group of transformations \(T(y), y \in \mathbb{R}^n\), such that

\[
\int_{\mathbb{R}^n} f = \int_{K} f dm.
\]

(iv) For \(1 \leq p \leq \infty\), the Besicovitch space \(B^p/\mathbb{B}^p\) is isometrically isomorphic to \(L^p(K, m)\).

Actually, (i) and (ii) hold independently of the mean value property (C) in the definition of algebra \(w.m.v\).

A group of unitary operators \(T(y) : \mathcal{B}^2 \rightarrow \mathcal{B}^2\) is then defined by setting \([T(y)f](\cdot) := f(T(y,\cdot))\). Since the elements of \(A\) are uniformly continuous in \(\mathbb{R}^n\), the group \(\{T(y)\}\) is strongly continuous, i.e. \(T(y)f \rightarrow f\) in \(\mathcal{B}^2\) as \(y \rightarrow 0\) for all \(f \in \mathcal{B}^2\). The notion of invariant function is introduced then by simply saying that a function in \(\mathcal{B}^2\) is invariant if \(T(y)f \overset{\mathcal{B}^2}{=} f\), for all \(y \in \mathbb{R}^n\). More clearly, \(f \in \mathcal{B}^2\) is invariant if

\[
M(\{T(y)f - f\}^2) = 0, \quad \forall y \in \mathbb{R}^n.
\]

The concept of ergodic algebra is then introduced as follows.

**Definition 2.5.** An algebra \(A\) \(w.m.v\). is called ergodic if any invariant function \(f\) belonging to the corresponding space \(\mathcal{B}^2\) is equivalent (in \(\mathcal{B}^2\)) to a constant.

In [37] it is also given an alternative definition of ergodic algebra which is shown therein to be equivalent to Definition 2.5, by using von Neumann mean ergodic theorem. We state that as the following lemma, whose detailed proof may be found in [37], p.247.

**Lemma 2.6.** Let \(A\) be an algebra with mean value on \(\mathbb{R}^n\). Then \(A\) is ergodic if and only if

\[
\lim_{t \rightarrow \infty} \left[ \frac{1}{|B(0; t)|} \int_{B(0; t)} f(x + y) \, dx - M(f) \right]^2 = 0 \quad \forall f \in A.
\]

We next recall some important facts in the theory of ergodic algebras. Let \(\mathcal{S}(\mathbb{R}^n)\) denote the Schwartz space of fast decreasing \(C^\infty\) functions. Given \(f \in \mathcal{L}^\infty(\mathbb{R}^n)\), let us denote by \(\hat{f}\) the distributional Fourier transform of \(f\), defined by

\[
\langle \hat{f}, \varphi \rangle := \langle f, \hat{\varphi} \rangle, \quad \text{where} \quad \hat{\varphi}(\xi) := \frac{1}{(2\pi)^{n/2}} \int_{\mathbb{R}^n} \varphi(x) e^{-\xi \cdot x} \, dx,
\]

for all \(\varphi \in \mathcal{S}(\mathbb{R}^n)\), the last identity being the usual definition of Fourier transform in \(\mathcal{S}(\mathbb{R}^n)\).

Given an ergodic algebra \(A\), let us denote

\[
Z(A) := \{ f \in A : \ f \text{ has compact support in } \mathbb{R}^n \text{ and } 0 \notin \text{ supp } \hat{f} \}.
\]

The following is a fundamental result in the theory of ergodic algebras by Zhikov and Krivenko [38].

**Lemma 2.7.** For any ergodic algebra \(A\), \(Z(A)\) is dense in \(V = \{ f \in \mathcal{B}^2 : M(f) = 0 \}\), with respect to the \(\mathcal{B}^2\)-norm.

The following result from [3] is an easy consequence of Lemma 2.7, and will be used later, in this paper, in our analysis of the homogenization problem.

**Lemma 2.8.** Let \(A\) be an ergodic algebra on \(\mathbb{R}^n\) and \(h \in \mathcal{B}^2\) such that \(h \Delta f = 0\), for all \(f \in A\) such that \(\Delta f \in A\). Then, \(h\) is \(\mathcal{B}^2\)-equivalent to a constant.
For an ergodic algebra $\mathcal{A}$ with $B^2$ the associated generalized Besicovitch space, we now define the spaces $B^2_{\text{pot}}, B^2_{\text{sol}}$ (cf. [37]).

We say that a vector field $v = (v^1, \cdots, v^n) \in B^2(\mathbb{R}^n; \mathbb{R}^n)$ is a potential field if

\begin{equation}
\int_K \left( v^i(z) \partial_j \varphi(z) - v^j(z) \partial_i \varphi(z) \right) \, dm(z) = 0, \quad \text{for all } i, j \in \{1, \cdots, n\},
\end{equation}

for all $\varphi \in \mathcal{A}$ with all its derivatives in $\mathcal{A}$, where, as usual, $\partial_i$ denotes the partial derivative with respect to the $i$-th coordinate $x_i$. We then define $B^2_{\text{pot}}$ as the subset of potential vector fields of $B^2(\mathbb{R}^n; \mathbb{R}^n)$.

Similarly, we say that $v \in B^2(\mathbb{R}^n; \mathbb{R}^n)$ is a solenoidal field if

\begin{equation}
\int_K \left( \nabla(z) \cdot \varphi(z) \right) \, dm(z) = 0,
\end{equation}

for all $\varphi$ as above, and define $B^2_{\text{sol}}$ as the subset of solenoidal vector fields of $B^2(\mathbb{R}^n; \mathbb{R}^n)$.

We also introduce the spaces $V^2_{\text{pot}} = \{ v \in B^2_{\text{pot}} \mid \nabla = 0 \}$, and $V^2_{\text{sol}} = \{ v \in B^2_{\text{sol}} \mid \nabla = 0 \}$.

The following fundamental result is one of the main motivations for Lemma 2.7 and easily follows from the latter (cf. [37]).

**Lemma 2.9** (cf. [37]). The following orthogonal decomposition holds:

\begin{equation}
B^2(\mathbb{R}^n; \mathbb{R}^n) = V^2_{\text{pot}} \oplus V^2_{\text{sol}} \oplus \mathbb{R}^n.
\end{equation}

In particular, since the spaces $V^2_{\text{pot}}$ and $V^2_{\text{sol}}$ are orthogonal we have

\begin{equation}
\overline{v \cdot w} = \overline{\nabla \cdot w}, \quad \text{for all } v \in B^2_{\text{pot}} \text{ and } w \in B^2_{\text{sol}}.
\end{equation}

Here, for a vector-valued function $f = (f_1, \cdots, f_n)$, as natural, we denote $\overline{f} := (\overline{f}_1, \cdots, \overline{f}_n)$.

### 2.1. Weakly Almost Periodic Functions

Examples of ergodic algebras include the periodic continuous functions, the almost periodic functions, and the Fourier-Stieltjes transforms, studied in [18]. More generally, all the just mentioned ergodic algebras are subalgebras of a strictly larger ergodic algebra, that is the algebra of the (real-valued) weakly almost periodic functions in $\mathbb{R}^n$, $\text{WAP}(\mathbb{R}^n)$. It is defined as the subspace of the space of the bounded continuous functions, $C_b(\mathbb{R}^n)$, formed by those $f : \mathbb{R}^n \to \mathbb{R}$, satisfying the property that any sequence of its translates $(f(\cdot + \lambda_i))_{i \in \mathbb{N}}$ possesses a subsequence $(f(\cdot + \lambda_i))_{k \in \mathbb{N}}$ weakly converging in $C_b(\mathbb{R}^n)$, where the latter denotes the space of the bounded continuous functions in $\mathbb{R}^n$. This space was introduced and its main properties were obtained by Eberlein in [15] (see also [16]). In particular, in [15], Eberlein proved that $\text{WAP}(\mathbb{R}^n)$ satisfies all the properties defining an algebra w.m.v. It is immediate to see, from the definition, that $\text{WAP}(\mathbb{R}^n) \supset \text{AP}(\mathbb{R}^n)$, where the latter denotes the space of almost periodic functions. Indeed, for functions in $\text{AP}(\mathbb{R}^n)$, Bochner theorem gives the relative compactness of the translates $f(\cdot + \lambda)$, $\lambda \in \mathbb{R}^n$, in the sup-norm (see, e.g., [6]). We summarize in the following lemma the properties of $\text{WAP}(\mathbb{R}^n)$ which were essentially proved by Eberlein in [15].

**Lemma 2.10** (cf. [15]). $\text{WAP}(\mathbb{R}^n)$ is an ergodic algebra which contains the algebra of Fourier-Stieltjes transforms $\text{FS}(\mathbb{R}^n)$.

**Proof.** The fact that $\text{WAP}(\mathbb{R}^n) \subseteq \text{BUC}(\mathbb{R}^n)$ is proved by contradiction. Assume, on the contrary, that one can find points $\xi_k, \sigma_k$, with $|\xi_k - \sigma_k| \to 0$ as $k \to \infty$, such that $|f(\xi_k) - f(\sigma_k)| \geq \varepsilon_0 > 0$, for all $k \in \mathbb{N}$. Define $g_k(x) = f(x + \xi_k) - f(x + \sigma_k)$. By passing to a subsequence, we may assume that $g_k$ converges weakly to some $g \in C_b(\mathbb{R}^n)$; in particular $|g(0)| \geq \varepsilon_0 > 0$. On the other hand, if $B_r(\xi)$ is the ball of radius $r > 0$ around $\xi \in \mathbb{R}^n$,

\[
\left| \int_{B_r(0)} g_k(x) \, dx \right| \leq \int_{B_r(\xi_k)} f(x) \, dx - \int_{B_r(\sigma_k)} f(x) \, dx \leq \|f\|_{\infty} \left| (B_r(\xi_k) \setminus B_r(\sigma_k)) \cup (B_r(\sigma_k) \setminus B_r(\xi_k)) \right| = \|f\|_{\infty} \left| (B_r(0) \setminus B_r(\xi_k - \sigma_k)) \cup (B_r(\xi_k - \sigma_k) \setminus B_r(0)) \right|\to 0, \quad \text{as } k \to \infty,
\]

for all $r > 0$,
which gives the desired contradiction. We also remark that, if \( g \in C_b(\mathbb{R}^n) \) is the weak limit of a sequence of translates \( f(\cdot + \lambda_k) \), with \( f \in \text{WAP}(\mathbb{R}^n) \), then \( g \in \text{BUC}(\mathbb{R}^n) \). Indeed, weak convergence implies pointwise convergence in \( \mathbb{R}^n \), in particular, and so, since the family \( \{ f(\cdot + \lambda_k) \} \) is equicontinuous, for \( f \in \text{BUC}(\mathbb{R}^n) \), it follows that \( g \in \text{BUC}(\mathbb{R}^n) \).

To have a better idea of this space, consider \( \check{\text{C}} \)ech compactification of \( \mathbb{R}^n \), associated with the algebra \( C_b(\mathbb{R}^n) \) (see, e.g., [13]), denote it by \( K_0 \). There is an isometric isomorphism between \( C_b(\mathbb{R}^n) \) and \( C(\mathbb{K}_0) \), and weak convergence in \( C_b(\mathbb{R}^n) \) is then translated to pointwise convergence in \( C(\mathbb{K}_0) \). So, the weakly almost periodic functions are then identified with the functions in \( C(\mathbb{K}_0) \) whose sequences of translates, \( \{ f(\cdot + \lambda_i) \}_{i \in \mathbb{N}} \), always possess a subsequence converging pointwise to a function \( g \in C(\mathbb{K}_0) \). By this characterization, it is immediate that \( \text{WAP}(\mathbb{R}^n) \) is an algebra in \( C_b(\mathbb{R}^n) \), closed in the sup norm. For the following considerations on \( \text{WAP}(\mathbb{R}^n) \), instead of the compactification provided by all space \( C_b(\mathbb{R}^n) \), it will be more convenient to consider the compactification provided by the algebra \( \text{BUC}(\mathbb{R}^n) \), which is then identified with the compact \( K_0 / \sim \) with the topology \( \tau_0 \) generated by the functions in \( \text{BUC}(\mathbb{R}^n) \), where \( \sim \) is the equivalence relation whose quotient makes \( \tau_0 \) Hausdorff. So, we have the identification of \( \text{BUC}(\mathbb{R}^n) \) with the space of continuous functions \( C(\mathbb{K}_0 / \sim, \tau_0) \). In what follows we omit the quotient, writing simply \( K_0 \), instead of \( K_0 / \sim \), and will assume \( K_0 \) to be endowed with the topology \( \tau_0 \).

Existence of mean value for functions in \( \text{WAP}(\mathbb{R}^n) \) may be seen as follows. First, by Theorem 2.4, the translations \( T(y)f(\cdot) = f(\cdot + y) \) may be extended to \( \mathbb{K}_0 \) to form a continuous dynamical system in \( \mathbb{K}_0 \). A well known theorem by Krylov and Bogolyubov asserts the existence of a probability measure \( \mu \) in \( \mathbb{K}_0 \), invariant by \( \{ T(y) : y \in \mathbb{R}^n \} \) (see, e.g., [23]; the extension of the proof given therein, for compact metric spaces, to general compact topological spaces is straightforward). Also, von Neumann mean ergodic theorem (see, e.g., [13]) implies that, given \( f \in \text{WAP}(\mathbb{R}^n) \), \( M_L(f)(z) := \frac{1}{L} \sum_{n=0}^{L-1} f(T_n(y)) \) converges, as \( L \to \infty \), in \( \text{L}^2(\mathbb{K}_0, \mu) \), to a function \( g(z) \in \text{L}^2(\mathbb{K}_0, \mu) \) which is invariant, that is, \( g(z + y) = g(z) \), for \( \mu \)-a.e. \( z \in K_0 \), for all \( y \in \mathbb{R}^n \).

Observe that, for any \( \xi \in \mathbb{R}^n \),

\[
\int_{B_L(\xi)} f(T(y) \cdot) \, dy = \int_{B_L(0)} f(T(y + \xi) \cdot) \, dy = T(\xi)M_L(f)(\cdot) \to T(\xi)g(\cdot) = g(\cdot), \quad \text{as } L \to \infty, \text{ in } \text{L}^2(\mathbb{K}_0, \mu),
\]

by the continuity of \( T(\xi) : \text{L}^2(\mathbb{K}_0, \mu) \to \text{L}^2(\mathbb{K}_0, \mu) \), and the invariance of \( g \). Now, \( M_L(f)(z) \) may be arbitrarily approximated in \( C(\mathbb{K}_0) \) by a finite convex combination of translates of \( f \), \( g_L(\cdot) = \theta_L^1 f(\cdot + \lambda^1_L) + \cdots + \theta_L^{K(L)} f(\cdot + \lambda^{K(L)}_L) \), and, taking \( L = 1, 2, \cdots \), we may arrange that \( g_L \to g \), in \( \text{L}^2(\mathbb{K}_0, \mu) \). Let us consider the separable closed subspace \( \text{S} \subseteq C(\mathbb{K}_0) \) generated by the translates of \( f \), \( f(\cdot + \lambda) \), \( \lambda \in \mathbb{R}^n \). The dual of \( \text{S} \), is a separable space which, by Hahn-Banach, may be viewed as a subspace of the dual of \( C(\mathbb{K}_0) \). We may then define a metric \( d(f, g) \) in \( \text{S} \), whose induced topology is equivalent to the weak topology of \( \text{S} \), and satisfies \( d(f + h, g + h) = d(f, g) \). Since the set \( \mathcal{O}(f) = \{ f(\cdot + \lambda) : \lambda \in \mathbb{R}^n \} \) is pre-compact, we deduce that it is totally bounded in the metric \( d \). But then, since \( \text{S} \) with the weak topology is locally convex, by a well known result (see, e.g., [31], p.72) the convex hull of \( \mathcal{O}(f) \), \( \text{co}(\mathcal{O}(f)) \), is totally bounded, and, hence, \( \text{co}(\mathcal{O}(f)) \) is compact in the weak topology. In particular, by passing to a subsequence if necessary, we deduce that \( g_L \) weakly converges to some \( \tilde{g} \in C(\mathbb{K}_0) \), that is \( g_L(z) \to \tilde{g}(z) \), for all \( z \in K_0 \). But then, \( \tilde{g}(z) = g(z) \), \( \mu \)-a.e., and by the invariance of \( g \), we deduce that \( g \) is constant and we denote it by \( \overline{f} \). Hence, for any \( \xi \in \mathbb{R}^n \), and all \( z \in K_0 \), the averages \( \frac{1}{L} \sum_{n=0}^{L-1} f(T_n(y)) \) converge to \( \overline{f} \), which does not depend on either \( z \) or \( \xi \), and this implies that \( f \) possesses mean value and this is \( \overline{f} \).

Taking the invariant measure \( \mu \), above, as the measure induced by the mean value, we see that the proof just given for the existence of the mean value for functions in \( \text{WAP}(\mathbb{R}^n) \) may be repeated, line by line, to prove the ergodicity of this algebra w.m.v., as a straightforward application of Lemma 2.6. In sum, \( \text{WAP}(\mathbb{R}^n) \) is an ergodic algebra.
We recall that the Fourier-Stieltjes algebra $FS(\mathbb{R}^n)$ is defined as the closure in the sup-norm of functions $f : \mathbb{R}^n \to \mathbb{R}$ which admit a representation as
\begin{equation}
(2.10) \quad f(x) = \int_{\mathbb{R}^n} e^{ix \cdot y} d\mu(y),
\end{equation}
for some signed Radon measure in $\mathbb{R}^n$ with finite total variation. If $f$ admits the representation in (2.10), then any of its translates, $f(\cdot + \lambda)$, admits a similar representation with $\mu(y)$ replaced by $e^{i\lambda \cdot y}\mu(y)$. Suppose first, that $f \in FS(\mathbb{R}^n)$, admits a representation as in (2.10), with $\text{supp} \mu \subseteq B_R(0)$, for some $R > 0$. Given a sequence of translates, $f(\cdot + \lambda_n)$, we have that these translates satisfy an equation like (2.10), with $\mu(y)$ replaced by $\mu_n(y) := e^{i\lambda_n \cdot y}\mu(y)$, and so $|\mu_n|(\mathbb{R}^n) = |\mu|(\mathbb{R}^n)$, and $\text{supp} \mu_n = \text{supp} \mu$. Since the space of Radon measures with finite total variation and support in a compact $K \subseteq \mathbb{R}^n$, $\mathcal{M}(K)$, is the dual of $C(K)$, we may extract a subsequence from $\mu_n$, still labeled $\mu_n$, such that $\mu_n \to \nu$ in the weak-star topology of $\mathcal{M}(K)$, for some $\nu \in \mathcal{M}(K)$. Therefore, $f(\cdot + \lambda_n)$ pointwise converges to $g \in C_b(\mathbb{R}^n)$, where
\[ g(x) = \int_{\mathbb{R}^n} e^{ix \cdot y}\nu(y). \]
Since any function in $FS(\mathbb{R}^n)$ is the uniform limit of functions satisfying a representation like (2.10), for a signed Radon measure $\mu$ with compact support and finite total variation, we conclude that $FS(\mathbb{R}^n) \subseteq WAP(\mathbb{R}^n)$. □

Finally, Rudin, in [30], proved that there are functions in $WAP(\mathbb{R}^n)$ which are not in $FS(\mathbb{R}^n)$. This shows that the inclusion $FS(\mathbb{R}^n) \subseteq WAP(\mathbb{R}^n)$ is strict and answers positively the question, posed in [18], whether there are ergodic algebras containing strictly $FS(\mathbb{R}^n)$, as observed in [32].

3. Two-scale Young Measures

In this section we recall the theorem giving the existence of two-scale Young measures established in [3]. We will state it in a more general fashion, suitable for dealing with sequences of functions uniformly bounded in $L^p$, for any $1 < p \leq \infty$, and we will also outline the extension of the proof of the corresponding result in [3] to the more general formulation given here. We also include in this section a discussion about two-scale convergence and its relation with two-scale Young measures, in the general context of algebras w.m.v. We begin by recalling the concept of vector-valued algebra with mean value.

Given a Banach space $E$ and an algebra w.m.v. $\mathcal{A}$, we denote by $\mathcal{A}(\mathbb{R}^n; E)$ the space of functions $f \in \text{BUC}(\mathbb{R}^n; E)$ such that $L_f := (L, f)$ belongs to $\mathcal{A}$ for all $L \in E^*$ and the family $\{L_f : L \in E^*, \|L\| \leq 1\}$ is relatively compact in $\mathcal{A}$.

As an example, let us consider a function $g(z, x)$ in the space $\mathcal{A}(\mathbb{R}^n; L^\infty(\Omega))$, where $\Omega \subseteq \mathbb{R}^n$ is a bounded open set. For each fixed $x \in \Omega$, and $\delta > 0$, sufficiently small, the average
\begin{equation}
(3.1) \quad \langle L_{x, \delta}, g(z, \cdot) \rangle := \int_{B_\delta(x)} g(z, y) dy,
\end{equation}
is an element of $L^\infty(\Omega)^*$, with $\|L_{x, \delta}\| \leq 1$. As a consequence of the just given definition, we have that the family $g_{x, \delta}(z) := \langle L_{x, \delta}, g(z, \cdot) \rangle$, $\delta > 0$, is relatively compact in $\mathcal{A}$. Suppose $x$ is a Lebesgue point of $g(z, \cdot)$, for all $z \in \mathbb{Q}^n$; the set $\overline{\Omega}$ of such $x \in \Omega$ has total Lebesgue measure. Given any sequence $\delta_i \to 0$, we may extract a subsequence, still denoted $\delta_i$, such that $g_{x, \delta_i}(z)$ converges uniformly in $\mathbb{R}^n$. Since, for each $z \in \mathbb{Q}^n$, this limit exists and coincides with $g(z, x)$, independently of the subsequence, we deduce that the limit of the whole sequence $g_{x, \delta}(z)$ exists for all $z \in \mathbb{R}^n$. Therefore, we may take a representative of $g(z, x)$ so that for $x \in \overline{\Omega}$ and all $z \in \mathbb{R}^n$ we have
\[ g(z, x) = \lim_{\delta \to 0} g_{x, \delta}(z), \]
and the limit is uniform with respect to \( z \in \mathbb{R}^n \). In particular, by dominated convergence, we have that
\[
\lim_{\delta \to 0} \int_{\Omega} \sup_{z \in \mathbb{R}^n} |g_{x,\delta}(z) - g(x, z)|^p \, dx = 0,
\]
holds for \( g \in \mathcal{A}(\mathbb{R}^n; L^\infty(\Omega)) \) and any \( p \geq 1 \).

For bounded Borel sets \( Q \subseteq \mathbb{R}^n \) and \( f \in \text{BUC}(\mathbb{R}^n; E) \), it is easily checked by an approximation with Riemann sums that \( L \mapsto \int_Q \langle L, f \rangle \, dx \) defines a linear functional on \( E^* \), continuous for the weak topology \( \sigma(E^*, E) \); as a consequence, there exists a unique element of \( E \), that we shall denote by \( \int_Q f \, dx \), satisfying
\[
\langle L, \int_Q f \, dx \rangle = \int_Q \langle L, f \rangle \, dx \quad \forall L \in E^*.
\]
For similar reasons, if \( f \in \mathcal{A}(\mathbb{R}^n; E) \) the integrals \( \int_Q f \, dx \) weakly converge in \( E \), as \( t \to +\infty \), to a vector, that we shall denote by \( \int_{\mathbb{R}^n} f \, dx \), characterized by
\[
\langle L, \int_{\mathbb{R}^n} f \, dx \rangle = \int_{\mathbb{R}^n} \langle L, f \rangle \, dx \quad \forall L \in E^*.
\]

**Theorem 3.1** (cf. [3]). Let \( E \) be a Banach space, \( \mathcal{A} \) an algebra and \( \mathcal{K} \) be the compact associated with \( \mathcal{A} \). There is an isometric isomorphism between \( \mathcal{A}(\mathbb{R}^n; E) \) and \( C(\mathcal{K}; E) \). Denoting by \( g \mapsto \tilde{g} \) the canonical map from \( \mathcal{A} \) to \( C(\mathcal{K}) \), the isomorphism associates to \( f \in \mathcal{A}(\mathbb{R}^n; E) \) the map \( \tilde{f} \in C(\mathcal{K}; E) \) satisfying
\[
\langle L, f \rangle = \langle L, \tilde{f} \rangle \in C(\mathcal{K}) \quad \forall L \in E^*.
\]
In particular, for each \( f \in \mathcal{A}(\mathbb{R}^n; E) \), \( \|f\|_E \in \mathcal{A} \). As before we will make the identification \( g \equiv \tilde{g} \).

We define the space \( L^p(\mathcal{K}; E) \) as the completion of \( C(\mathcal{K}; E) \) with respect to the norm \( \| \cdot \|_p \), defined as usual:
\[
\|f\|_p := \left( \int_{\mathcal{K}} \|f\|_E^p \, dm \right)^{\frac{1}{p}}.
\]
As usual, we identify functions in \( L^p \) that coincide m-a.e. in \( \mathcal{K} \).

The next theorem gives the existence of two-scale Young measures associated with an algebra \( \mathcal{A} \), and it was established in [3] (see also [2]). Actually, in the following, we state a more general version of the corresponding theorem in [3], which is suitable for sequences that are uniformly bounded in \( L^p \), for any \( p > 1 \), as well as \( p = \infty \), which is based on remark 3.1, of [2]. For simplicity we only consider the case where the functions in the sequence take values in \( \mathbb{R}^m \), for some \( m \in \mathbb{N} \). Before stating the theorem, we introduce some notations.

In the next statement, we make use of the terminology of nets and subnets, indexed by directed sets, which are generalizations of the usual concepts of sequences and subsequences indexed by natural numbers and increasing sequences of natural numbers. These concepts become necessary since, in general, the algebra \( \mathcal{A} \) is not a separable space, as is the case of the space of almost periodic functions, for instance. We briefly recall here the definitions for these concepts taken exactly as they are formulated in [21], and refer to the latter for a more detailed discussion.

A binary relation \( \geq \) directs a set \( D \) if \( D \) is non-void and:

1. (n1) if \( m, n \) and \( p \) are members of \( D \) such that \( m \geq n \) and \( n \geq p \), then \( m \geq p \);
2. (n2) if \( m \) is in \( D \), then \( m \geq m \);
3. (n3) if \( m \) and \( n \) are members of \( D \), then there is \( p \in D \) such that \( p \geq m \) and \( p \geq n \).

A directed set is a pair \((D, \geq)\) such that \( \geq \) directs \( D \).

A net of elements of a set \( A \) is a pair \((S, \geq)\) such that \( S : D \to A \) is a function and \( \geq \) directs the domain \( D \) of \( S \). A net \( \{T_m : m \in D\} \) is a subnet of a net \( \{S_n : n \in E\} \) if there is a function \( N : D \to E \) such that:

1. (s1) \( T = S \circ N \), that is, \( T_i = S_{N_i} \), for each \( i \in D \);
(s2) for each $m \in E$ there is $n \in D$ with the property that, if $p \geq n$, then $N_p \geq m$.

If there is $m \in D$ such that $T$ restricted to the directed set $D_m = \{ p \in D : p \geq m \}$ is a subnet of $S$, we will say that $T$ is eventually a subnet of $S$.

Given a succession of nets $\{S_i\}_{i \in \mathbb{N}}$, such that $S_{i+1}$ is a subnet of $S_i$, so that there is a function $N^{(i)} : D_{i+1} \to D_i$, where $D_i$ is the domain of $S_i$, $i \in \mathbb{N}$, as in the definition of subnet just recalled, we may form the diagonal subnet $S$, which is eventually a subnet of any of the nets $S_i$, $i \in \mathbb{N}$, as follows. We define the directed set $D := \{(i, d) : i \in \mathbb{N}, d \in D_i\}$, directed by $\geq$, given by $(i, d) \geq (j, e)$ if, either $i = j$, and $d \geq e$, where $\geq_1$ directs $D_i$, or $i > j$, and $N^{(j-1)} \circ \cdots \circ N^{(i)}(d) \geq_1 e$. Clearly, $S$, with domain $D$ directed by $\geq$ so defined, is eventually a subnet of any $S_i$.

For a set $A \subset \mathbb{R}^n$, we denote by $|A|$ the Lebesgue measure of $A$. If $(F, \mathcal{F})$ is a measurable space, we say that a parametrized family of probability measures in $\mathbb{R}^m$, $\{\nu_\xi\}_{\xi \in F}$, is weakly measurable, if $\{\nu_\xi, \varphi\}$ is $(\mathcal{F}$-)measurable for all $\varphi \in C_0(\mathbb{R}^m)$, where, given any locally compact topological space, we denote by $C_0(N)$ the space of continuous functions with compact support. We also denote by $C_b(N)$ the space of continuous functions that are bounded in $N$. Both $C_0(N)$ and $C_b(N)$ are endowed with the sup norm, as usual.

Let $\mathcal{A}$ be an algebra w.m.v. to which all spaces $\mathcal{B}^p$ in the next statement refer as well as their vector-valued extensions. Let also $\mathcal{K}$ be the compact topological space and $m$ be the invariant measure on $\mathcal{K}$ associated by $A$ with Theorem 2.4.

**Theorem 3.2.** Let $\Omega \subset \mathbb{R}^n$ be a bounded open set and $\{u_\varepsilon(x)\}_{\varepsilon > 0}$ be a family of Lebesgue measurable $\mathbb{R}^m$-valued functions, satisfying
\[
(3.3) \quad \lim_{R \to \infty} \limsup_{\varepsilon \to 0} |\{ |u_\varepsilon| > R \}| = 0.
\]

Given any sequence $\varepsilon_i \downarrow 0$, $i \in \mathbb{N}$, there exist a subnet $\{u_{\varepsilon_i(d)}\}_{d \in D}$, indexed by a certain directed set $D$, and a family of probability measures on $\mathbb{R}^m$, $\{\nu_{\varepsilon, x}\}_{x \in \mathcal{K}, x \in \Omega}$, weakly measurable with respect to the product of the Borel $\sigma$-algebras in $\mathcal{K}$ and $\mathbb{R}^n$, such that
\[
(3.4) \quad \lim_{D} \int_\Omega \Phi\left(\frac{x}{\varepsilon_i(d)}, x, u_{\varepsilon_i(d)}(x)\right) \, dx = \int_\Omega \int_\mathcal{K} \nu_{\varepsilon, x}(\Phi(\cdot, z, x)) \, dm(z) \, dx, \quad \text{for all } \Phi \in \mathcal{A}(\mathbb{R}^n; C_0(\Omega; C_b(\mathbb{R}^m))).
\]

Moreover, equality (3.4) still holds for functions $\Phi$ in the spaces:

1. $\mathcal{B}^1(\mathbb{R}^n; C_0(\Omega; C_b(\mathbb{R}^m)))$;
2. $\mathcal{B}^p(\mathbb{R}^n; C(\Omega; C_b(\mathbb{R}^m)))$, with $p > 1$;
3. $L^1(\Omega; \mathcal{A}(\mathbb{R}^n; C_b(\mathbb{R}^m)))$.

Furthermore, if $\{u_\varepsilon(x)\}_{\varepsilon > 0}$ is uniformly bounded in $L^r(\Omega; \mathbb{R}^m)$, for some $r > 1$, in which case (3.3) is trivially verified, then the relation in (3.4) also holds if $\Phi(z, x, \lambda)/(1 + |\lambda|^s)$ belongs to any of the spaces, $\mathcal{A}(\mathbb{R}^n; C_0(\Omega; C_b(\mathbb{R}^m)))$, (1), (2), or (3) above, for some $1 < s < r$.

**Proof.** The proof of the first assertion in the statement is obtained by first applying theorem 6.1 of [3] (see [2], for the proof), to the truncated sequences $u_R^\varepsilon(x) := \rho_R(u_\varepsilon(x))$, with $\rho_R : \mathbb{R}^m \to \mathbb{R}^m$ given by $\rho_R(\lambda) = \lambda$, if $|\lambda| < R$, $\rho_R(\lambda) = 0$, if $|\lambda| \geq R$, $R \in \mathbb{N}$. This application leads to two-scale Young measures $\nu_{\varepsilon, x}$, generated by subnets $u_{\varepsilon(d_R)}^R$, where, for each $R \in \mathbb{N}$, $\varepsilon(d_{R+1})$ is a subnet of $\varepsilon(d_R)$. The measures $\mu^R := dm(z) \, dx \otimes \nu_{\varepsilon, x}$ weakly converge to a measure $\mu$. Indeed, we observe first that $\langle \mu^{R+k}, \varphi \rangle = \langle \mu^R, \varphi \rangle$, for all $\varphi \in C_0(\mathcal{K} \times \Omega \times B_R(0))$, for all $k \in \mathbb{N}$. Therefore, if we define the linear functional $\mu$ over $C_b(\mathcal{K} \times \Omega \times \mathbb{R}^m)$ by
\[
(3.5) \quad \langle \mu, \varphi \rangle := \lim_{R \to \infty} \langle \mu^R, \varphi \rangle,
\]
we have that $\mu$ is well defined since, if $\varphi \in C_0(\mathcal{K} \times \Omega \times \mathbb{R}^m)$, then $\varphi \in C_0(\mathcal{K} \times \Omega \times B_{R_0}(0))$, for some $R_0 \in \mathbb{N}$, depending on $\varphi$, so that, the above limit exists and is simply $\langle \mu^{R_0}, \varphi \rangle$. Also, since the $\mu^R$ are positive
measures in $\mathcal{K} \times \Omega \times \mathbb{R}^m$ with uniformly bounded total variation, then $\mu$ is a bounded linear functional over $C_0(\mathcal{K} \times \Omega \times \mathbb{R}^m)$, which is nonnegative, and so $\mu$ is a positive Radon measure over $\mathcal{K} \times \Omega \times \mathbb{R}^m$, by Riesz representation theorem.

We now define the subnet for which (3.4) holds, as we will see, by taking the diagonal subnet from $u_\varepsilon(d_R)$, $R \in \mathbb{N}$. We define the two-scale family of measures $\nu_{z,x}$ by the disintegration $\mu = d_m(z) dx \otimes \nu_{z,x}$, which follows from the fact that the projection of $\mu$ on $\mathcal{K} \times \Omega$ must coincide with $d_m(z) dx$, since this is true for all $\mu^R$, $R \in \mathbb{N}$. Now, given $\Phi \in A(\mathbb{R}^n; C_0(\Omega \times C_b(\mathbb{R}^m)))$, we claim that (3.4) holds, for the diagonal subnet $\varepsilon(d)$ defined above. Indeed, $\Phi(z,x,\lambda)$ is uniformly bounded, so there is $M > 0$ such that $|\Phi(z,x,\lambda)| \leq M$, for all $(z,x,\lambda) \in \mathbb{R}^n \times \Omega \times \mathbb{R}^m$. We may assume, for simplicity, that $\Phi(z,x,0) = 0$, for all $(z,x) \in \mathbb{R}^n \times \Omega$, since, otherwise, we only need to prove (3.4) for $\Phi(z,x,\lambda) - \Phi(z,x,0)$. Given $\gamma > 0$, by using (3.3) we can obtain $R > 0$ such that

$$
(3.6) \quad \int_{\Omega} |\Phi(x, u_{\varepsilon}(x))| (1 - \xi_R(u_{\varepsilon}(x))) dx < \frac{\gamma}{3}, \quad \text{for all } \varepsilon > 0,
$$

where $\xi_R(x) = \xi(Rx)$, and $\xi \in C_0^\infty(\mathbb{R}^m)$, is such that $0 \leq \xi(\lambda) \leq 1$, $\xi(\lambda) = 1$, for $|\lambda| \leq 1$, and $\xi(\lambda) = 0$, for $|\lambda| \geq 2$. Also, if $R > 0$ is sufficiently large

$$
(3.7) \quad \left| \int_{K \times \Omega} \langle \nu_{z,x}, \Phi(z,x,\cdot)(1 - \xi_R(\cdot)) \rangle \, dm(z) \right| = |\langle \mu, \Phi(\cdot, \cdot, \cdot)(1 - \xi_R(\cdot)) \rangle| < \frac{\gamma}{3},
$$

by dominated convergence. On the other hand, we have

$$
(3.8) \quad \lim_{D} \int_{\Omega} |\Phi(x, u_{\varepsilon}(x))| \xi_R(u_{\varepsilon}(x)) dx = \int_{K \times \Omega} \langle \nu_{z,x}, \Phi(z,x,\cdot) \xi_R(\cdot) \rangle \, dm(z) dx,
$$

since $\Phi(x, u_{\varepsilon}(x)) \xi_R(u_{\varepsilon}(x)) = \Phi(x, u_{\varepsilon}(x)\xi_{2R}(x)) \xi_R(u_{\varepsilon}^2(x))$, where, $u_{\varepsilon}^2(x) = \rho_{2R}(u_{\varepsilon}(x))$, as above, since the representation holds for $u_{\varepsilon}^2$, and so, we may find $d_0 \in D$ such that, for $d \geq d_0$ we have

$$
(3.9) \quad \left| \int_{\Omega} |\Phi(x, u_{\varepsilon}(d)(x))| \xi_R(u_{\varepsilon}(d)(x)) dx - \int_{K \times \Omega} \langle \nu_{z,x}, \Phi(z,x,\cdot) \xi_R(\cdot) \rangle \, dm(z) dx \right| < \frac{\gamma}{3},
$$

which proves (3.4).

Next, assertions (1), (2) and (3) follow by approximating the functions in the classes described in (1), (2) and (3) by functions in $A(\mathbb{R}^n; C_0(\Omega; C_b(\mathbb{R}^m)))$, in the same way as done in the proof of the corresponding assertions in theorem 6.1 of [3] (see also [2]).

Now, let us check the case where $u_{\varepsilon}$ is a bounded sequence in $L^r(\Omega)$, for some $r > 1$. Assume, first, that $\Phi(z,x,\lambda)/(1 + |\lambda|)^s \in A(\mathbb{R}^n; C_0(\Omega; C_b(\mathbb{R}^m)))$, for some $1 < s < r$. Let $\gamma > 0$ be given. We then verify that inequalities analogous to (3.6) and (3.7) hold. Indeed, since $\Phi(z,x,\lambda)/(1 + |\lambda|)^s \leq M$, for all $(z,x,\lambda) \in \mathbb{R}^n \times \Omega \times \mathbb{R}^m$, for some $M > 0$, we have

$$
(3.10) \quad \int_{\Omega} |\Phi(x, u_{\varepsilon}(x))|(1 - \xi_R(u_{\varepsilon}(x))) dx < \frac{1}{(1 + R)^{s-2}} M \| (1 + |u_{\varepsilon}|)^s \|_{L^r(\Omega)} < \frac{\gamma}{3}, \quad \text{for all } \varepsilon > 0,
$$

is $R > 0$ is sufficiently large. On the other hand, by the monotone sequence theorem, we have

$$
(3.11) \quad \langle \mu, (1 + |\lambda|^s) \rangle = \lim_{i \to \infty} \langle \mu, \min\{ (1 + |\lambda|^s, i) \} \rangle = \lim_{i \to \infty} \lim_{D} \int_{\Omega} \min\{ (1 + |u_{\varepsilon}(d)(x)|)^s, i \} dx
$$

$$
\leq \limsup_{\varepsilon \to 0} \int_{\Omega} (1 + |u_{\varepsilon}|)^s dx < +\infty.
$$

Therefore, since $|\Phi(z,x,\lambda)| \leq M(1 + |\lambda|)^s$, we can obtain the analogue of (3.7) again by dominated convergence, using (3.11). So, we conclude that (3.4) holds also in this case, reasoning exactly as we did for function $\Phi \in A(\mathbb{R}^n; C_0(\Omega; C_b(\mathbb{R}^m)))$. The analogues of (1), (2) and (3) are then obtained by approximation by functions $\Phi$ such that $\Phi/(1 + |\lambda|^s) \in A(\mathbb{R}^n; C_0(\Omega; C_b(\mathbb{R}^m)))$, exactly as in [2].

□
It is worthwhile to realize the relationship between the concept of two-scale Young measures and that of two-scale convergence defined as follows.

**Definition 3.3.** Let \( \{v_{\varepsilon_i}\}_{i \in \mathbb{N}}, \varepsilon_i \downarrow 0 \) as \( i \to \infty \), be a uniformly bounded sequence in \( L^1(\Omega) \). We say that \( V(z, x) \in B^1(\mathbb{R}^n; L^1(\Omega)) \) is the two-scale limit of \( v_{\varepsilon_i} \) (with respect to the algebra w.m.v. \( \mathcal{A} \)), or that \( v_{\varepsilon_i}(x) \) two-scale converges to \( V(x, z) \), if, for any \( \varphi \in A \) and \( \phi \in C_0(\Omega) \), we have

\[
\lim_{i \to \infty} \int_{\Omega} v_{\varepsilon_i}(x) \varphi(\frac{x}{\varepsilon_i}) \phi(x) \, dx = \int_{\Omega} \int_{\mathcal{K}} V(z, x) \varphi(z) \phi(x) \, dm(z) \, dx.
\]

Before stating the next theorem, related with two-scale convergence, let us introduce the concept of regular test function that will appear in the statement of the next result, and will also be important subsequently in this paper.

**Definition 3.4.** We say that \( \psi(z, x) \in B^2(\mathbb{R}^n; L^2(\Omega)) \cap L^2_{\text{loc}}(\mathbb{R}^n; L^2(\Omega)) \) is a regular test function if, for all \( \varepsilon > 0, x \mapsto \psi(\frac{x}{\varepsilon}, x) \in L^2(\Omega) \), and satisfies

\[
\lim_{\delta \to 0} \limsup_{\varepsilon > 0} \int_{\Omega} \left| \int_{B_{\delta}(x)} \psi(\frac{x}{\varepsilon}, y) \, dy - \psi(\frac{x}{\varepsilon}, x) \right|^2 \, dx = 0,
\]

where we set \( \psi(z, y) = 0 \), for all \( z \in \mathbb{R}^n \) and \( y \in \mathbb{R}^n \setminus \Omega \).

**Remark 3.5.** Observe that any finite linear combination of functions either of the form \( \sigma(z, x)\zeta(z) \) with \( \sigma \in \mathcal{A}(\mathbb{R}^n; L^\infty(\Omega)) \) and \( \zeta \in B^p(\mathbb{R}^n) \cap L^p_{\text{loc}}(\mathbb{R}^n) \), with \( p > 2 \), or of the form \( \sigma(x)\zeta(z) \) with \( \sigma \in L^p(\Omega) \) and \( \zeta \in B^q(\mathbb{R}^n) \cap L^q_{\text{loc}}(\mathbb{R}^n) \), with \( p > 2, q > 2 \) and \( p^{-1} + q^{-1} = 1/2 \), or else, of the form \( \sigma(x)\zeta(z) \) with \( \sigma \in L^2(\Omega) \) and \( \zeta \in \mathcal{A}(\mathbb{R}^n) \), is a regular test function in the sense of Definition 3.4. Also, it is immediate to see that any function in \( L^2(\Omega; \mathcal{A}) \) is a regular test function.

It is not so pleasant the fact that, because of the non-separability of \( A \), in general, the statement of Theorem 3.2 only guarantees the existence of a subnet, instead of a subsequence, for which the representation formula (3.4) holds. The following result remedy this situation at least in the case where \( u_\varepsilon \) is a bounded sequence in \( L^2(\Omega) \), and the function \( \Phi(z, x, \lambda) \) belongs to a reasonably large class which includes the particular case where \( \Phi \) is linear in \( \lambda \). The latter then implies the basic result on two-scale convergence in the context of general algebras w.m.v., proved by Casado-Diaz and Gayte, in [10].

Given any Banach space \( E \), we denote by \( C_S(\mathbb{R}^m; E) \) the space of \( E \)-valued bounded continuous functions \( \zeta(\cdot) \), such that \( \zeta(\lambda) \rightarrow \zeta(\cdot)(\lambda/|\lambda|) \in C(S^{m-1}; E) \), as \( t \to \infty \), where \( S^{m-1} \) is the unity sphere in \( \mathbb{R}^m \).

**Theorem 3.6.** Let \( \{u_\varepsilon(x)\}_{\varepsilon > 0} \) be a sequence uniformly bounded in \( L^2(\Omega; \mathbb{R}^m) \), \( A \) be an algebra w.m.v. in \( \mathbb{R}^n \), and \( \mathcal{K} \) be the associated compact space. Then, there exist a subsequence \( u_{\varepsilon_i} \), \( i \in \mathbb{N} \), where \( \varepsilon_i \downarrow 0 \) as \( i \to \infty \), and a family of probability measures on \( \mathbb{R}^m \), \( \{\nu_{z,x}\}_{z \in K, x \in \Omega} \), weakly measurable with respect to the product of the Borel \( \sigma \)-algebras in \( \mathcal{K} \) and \( \mathbb{R}^n \), such that

\[
\lim_{\varepsilon \to 0} \int_{\Omega} \Phi(\frac{x}{\varepsilon_i}, x, u_{\varepsilon_i}(x)) \, dx = \int_{\Omega} \int_{\mathcal{K}} \langle \nu_{z,x}, \Phi(\cdot, z, x) \rangle \, dm(z) \, dx,
\]

for all \( \Phi \) satisfying \( \Phi(z, x, \lambda)/(1 + |\lambda|) \in C_S(\mathbb{R}^m; B^2(\mathbb{R}^n; L^2(\Omega))) \), and, for all \( \lambda \in \mathbb{R}^m \), \( \Phi(\cdot, \cdot, \lambda) \) is a regular test function. In particular, \( u_{\varepsilon_i} \), two-scale converges to \( U \), given by

\[
U(z, x) = \langle \nu_{z,x}, \text{Id}(\cdot) \rangle := \int_{\mathbb{R}^m} \lambda \, d\nu_{z,x}(\lambda), \quad \text{for } (dm(z) \, dx)-a.e. \ (z, x) \in \mathcal{K} \times \Omega,
\]

where \( \text{Id} : \mathbb{R}^m \to \mathbb{R}^m \) denotes the identity mapping \( \text{Id}(\lambda) = \lambda \), and the limit in (3.12) keeps holding with \( \varphi(z)\phi(x) \) replaced by any regular test function \( \psi(z, x) \in B^2(\mathbb{R}^n; L^2(\Omega)) \).
Proof. Let $\mathcal{F} = \{e_\lambda(z)\}_{\lambda \in \Lambda}$ be an orthonormal system in $B^2(\mathbb{R}^n) \cap L^2_{\text{loc}}(\mathbb{R}^n)$, whose space of finite linear combinations is dense in $B^2(\mathbb{R}^n)$. Here, $\Lambda$ is any index set, and the existence of such a system may be obtained by using Zorn’s Lemma, for instance. Let $D$ be a countable dense subset of $C_0^\infty(\Omega)$, and fix $\phi \in D$. We will first prove the final part of the statement, concerning two-scale convergence.

Given any countable subset $\mathcal{F}_0$ of $\mathcal{F}$, we may find a sequence $\varepsilon_i \downarrow 0$, as $i \to \infty$, such that the limit

\begin{equation}
\langle L_\phi, e_\lambda \rangle := \lim_{i \to \infty} \frac{1}{|\Omega|} \int_{\Omega} u_{\varepsilon_i}(x) \phi(x) e_\lambda(\varepsilon_i^{-1} x) \, dx,
\end{equation}

exists for all $e_\lambda \in \mathcal{F}_0$. Given $e_{\lambda_1}, \ldots, e_{\lambda_k} \in \mathcal{F}_0$, by Bessel’s inequality, we get

\begin{equation}
|\langle L_\phi, e_{\lambda_i} \rangle|^2 + \cdots + |\langle L_\phi, e_{\lambda_k} \rangle|^2 \leq C_\phi := \|\phi\|_{L^2}^2 \sup_{\varepsilon > 0} \frac{1}{|\Omega|} \int_{\Omega} |u_\varepsilon|^2 \, dx.
\end{equation}

Indeed, for each $i \in \mathbb{N}$, we consider the set $\{\tilde{e}_{\lambda_1, \varepsilon_i}, \ldots, \tilde{e}_{\lambda_k, \varepsilon_i}\}$, orthonormal in $L^2(\Omega; dx/|\Omega|)$, obtained by the Gram-Schmidt process from $\{e_{\lambda_1, \varepsilon_i} := e_{\lambda_1}(\varepsilon_i^{-1} \cdot), \ldots, e_{\lambda_k, \varepsilon_i} := e_{\lambda_k}(\varepsilon_i^{-1} \cdot)\}$. We have, from Bessel’s inequality,

\begin{equation}
|\langle u_{\varepsilon_i} \phi, \tilde{e}_{\lambda_i, \varepsilon_i} \rangle|^2 + \cdots + |\langle u_{\varepsilon_i} \phi, \tilde{e}_{\lambda_k, \varepsilon_i} \rangle|^2 \leq \frac{1}{|\Omega|} \int_{\Omega} |u_{\varepsilon_i} \phi|^2 \, dx \leq C_\phi,
\end{equation}

where $(\cdot, \cdot)$ denotes the scalar product of $L^2(\Omega; dx/|\Omega|)$. Since $|e_{\lambda_1, \varepsilon_i} - \tilde{e}_{\lambda_1, \varepsilon_i}|^2 + \cdots + |e_{\lambda_k, \varepsilon_i} - \tilde{e}_{\lambda_k, \varepsilon_i}|^2 \to 0$ in $L^1(\Omega; dx/|\Omega|)$, as $i \to \infty$, we get (3.17) from (3.18), in the limit as $i \to \infty$.

Therefore, from any such $\mathcal{F}_0$, we may obtain a countable set $\mathcal{F}_\ast$, with $\mathcal{F}_0 \subsetneq \mathcal{F}_\ast \subseteq \mathcal{F}$, with the property that, for some subsequence of $\varepsilon_i$, still denoted $\varepsilon_i$, the limit in (3.16) exists for all $e_\lambda \in \mathcal{F}_\ast$, and it is maximal for those $e_\lambda \in \mathcal{F}_\ast$ such that $|\langle L_\phi, e_\lambda \rangle| > 0$. The latter means that we cannot enlarge the subset of $e_\lambda \in \mathcal{F}_\ast$ such that $|\langle L_\phi, e_\lambda \rangle| > 0$, by extracting a further subsequence. Indeed, we can obtain $\mathcal{F}_\ast$ in the following way. If there is any $e_\lambda \in \mathcal{F} \setminus \mathcal{F}_0$ such that

\begin{equation}
\limsup_{i \to \infty} \frac{1}{|\Omega|} \int_{\Omega} u_{\varepsilon_i}(x) \phi(x) e_\lambda(\varepsilon_i^{-1} x) \, dx > 1,
\end{equation}

we can take the new countable family $\mathcal{F}_{0,1} := \mathcal{F}_0 \cup \{e_\lambda\}$ and a new subsequence $\{\varepsilon_i\}$ for which the limit in (3.16) exists for all $e_\lambda \in \mathcal{F}_{0,1}$. Now, if there is $e_\mu \in \mathcal{F} \setminus \mathcal{F}_{0,1}$ such that (3.19) holds, for the new subsequence $\{\varepsilon_i\}$, we can proceed in the same way and obtain a subsequence from the last subsequence $\{\varepsilon_i\}$ and define a new countable family $\mathcal{F}_{0,2} = \mathcal{F}_{0,1} \cup \{e_\mu\}$. We can do that only a finite number of times because of (3.17). In this way we obtain a countable family $\mathcal{F}_{0,N_0}$ and a subsequence of $\{\varepsilon_i\}$, which we keep denoting $\varepsilon_i$, maximal with respect to the property (3.19). We then proceed in an analogous way looking for $e_\lambda \in \mathcal{F} \setminus \mathcal{F}_{0,N_0}$ such that

\begin{equation}
\limsup_{i \to \infty} \frac{1}{|\Omega|} \int_{\Omega} u_{\varepsilon_i}(x) \phi(x) e_\lambda(\varepsilon_i^{-1} x) \, dx > \frac{1}{2^k},
\end{equation}

and get a new subsequence and a countable family $\mathcal{F}_{0,N_1}$, maximal with respect to the property (3.20). In this way, we extract subsequences for which the limits (3.16) exist, and define countable families $\mathcal{F}_{0,N_k}$ which are maximal with respect to its elements satisfying

\begin{equation}
\limsup_{i \to \infty} \frac{1}{|\Omega|} \int_{\Omega} u_{\varepsilon_i}(x) \phi(x) e_\lambda(\varepsilon_i^{-1} x) \, dx > \frac{1}{2^k}.
\end{equation}

By a diagonal process, we obtain a subsequence still denoted by $\{\varepsilon_i\}$ and a countable family $\mathcal{F}_\ast \subseteq \mathcal{F}$, which is maximal for elements satisfying (3.21), for any $k \in \mathbb{N}$. In particular, for any $e_\lambda \in \mathcal{F} \setminus \mathcal{F}_\ast$, we have

\begin{equation}
\limsup_{i \to \infty} \frac{1}{|\Omega|} \int_{\Omega} u_{\varepsilon_i}(x) \phi(x) e_\lambda(\varepsilon_i^{-1} x) \, dx = 0.
\end{equation}
Now, let $\mathcal{H}$ be the closure in $\mathcal{B}^2$ of the space spanned by $\mathcal{F}_*$. In particular, $\mathcal{H}$ is separable. Let $\mathcal{H}_0$ be the subspace of $\mathcal{H}$ spanned by $\mathcal{F}_*$. Given $\phi \in \mathcal{D}$, we may find a subsequence $\varepsilon_i \downarrow 0$, as $i \to \infty$, $i \in \mathbb{N}$, for which the following limit exists for all $g \in \mathcal{F}_*$, and, hence, for all $g \in \mathcal{H}_0$,

$$
\langle L_\phi, g \rangle := \lim_{i \to \infty} \langle u_{\varepsilon_i}, \phi, g_{\varepsilon_i} \rangle, \quad \text{with } g_{\varepsilon}(x) = g(\varepsilon^{-1}x).
$$

Clearly, $L_\phi$ is a continuous linear functional over $\mathcal{H}_0$, and, by density, it may be extended to $\mathcal{H}$. Since $\mathcal{D}$ is countable, there is a subsequence of $\varepsilon_i$, which we still label $\varepsilon_i$, such that the following limit exists

$$
\langle L_\phi, g \rangle := \lim_{i \to \infty} \langle u_{\varepsilon_i}, \phi, g_{\varepsilon_i} \rangle, \quad \text{for all } g \in \mathcal{H} \text{ and all } \phi \in \mathcal{D}.
$$

We will henceforth, with no loss of rigor, ignore the normalization factor $1/|\Omega|$, and simply interpret the scalar product on the right-hand side of (3.23) as exactly the one of $L^2(\Omega)$.

Now, given any $g \in \mathcal{B}^2$, we may write $g = g^H + \rho$, with $g^H \in \mathcal{H}$ and $\rho \in \mathcal{H}^\perp$, with equality holding in the sense of $\mathcal{B}^2$. By (3.22), we deduce that the limit on the right-hand side of (3.23) exists and equals 0, if, instead of $g \in \mathcal{H}$, we take $\rho \in \mathcal{H}^\perp$. Therefore, the limit on the right-hand side of (3.23) exists for all $g \in \mathcal{B}^2$, and we may define

$$
\langle L_\phi, g \rangle := \lim_{i \to \infty} \langle u_{\varepsilon_i}, \phi, g_{\varepsilon_i} \rangle, \quad \text{for all } g \in \mathcal{B}^2 \text{ and all } \phi \in C_0^\infty(\Omega).
$$

Now, from the sequence $\varepsilon_i$, we may then apply the Theorem 3.2, and obtain a subnet $\varepsilon_j(d)$, indexed by some directed set $D$, and a family of two-scale Young-measures $\nu_{z,x}$ so that the representation formula (3.4) is verified. In particular, for all $\varphi \in \mathcal{A}$, $\phi \in C_0^\infty(\Omega)$, we must have

$$
\langle L_\psi, \varphi \rangle = \int_{\Omega} \int_{\mathcal{K}} \langle \nu_{x,z}, \text{Id}(\cdot) \rangle \varphi(z) \phi(x) \, d\mu(z) \, dx.
$$

Therefore, given any such weakly measurable family of two-scale Young measures $\nu_{z,x}$, obtained from an application of the Theorem 3.2 to the sequence $\{u_{\varepsilon_i}\}$, we then define

$$
U(z, x) := \langle \nu_{z,x}, \text{Id}(\cdot) \rangle.
$$

By (3.21), we deduce that $U(z, x)$ satisfies (3.12) for the subsequence $\{u_{\varepsilon_i}\}$.

The fact that $U \in \mathcal{B}^2(\mathbb{R}^n; L^2(\Omega))$ follows from the definition in (3.26). Indeed, we have the following

$$
\int_{\Omega} \int_{\mathcal{K}} |U(z, x)|^2 \, d\mu(z) \, dx \leq \int_{\Omega} \int_{\mathcal{K}} \langle \nu_{x,z}, |\lambda|^2 \rangle \, d\mu(z) \, dx
$$

$$
= \lim_{i \to \infty} \int_{\Omega} \int_{\mathcal{K}} \langle \nu_{x,z}, \min\{|\lambda|^2, i\} \rangle \, d\mu(z) \, dx
$$

$$
\leq \limsup_{\varepsilon \to 0} \int_{\Omega} |u_{\varepsilon}|^2 \, dx,
$$

and, thus, the assertion follows from the uniform boundedness of $u_{\varepsilon}$ in $L^2(\Omega; \mathbb{R}^m)$.

Finally, we prove the validity of (3.15) when $\varphi(z)\phi(x)$ is replaced by a regular test function $\psi \in \mathcal{B}^2(\mathbb{R}^n; L^2(\Omega))$. This may be verified by first observing that the corresponding relation holds for $\psi \in \mathcal{A}(\mathbb{R}; C_0(\Omega))$. Indeed, functions in $\mathcal{A}(\mathbb{R}; C_0(\Omega))$ may be approximated in the sup-norm by finite linear combinations of functions of the form $\varphi(z)\phi(x)$, with $\varphi \in \mathcal{A}$ and $\phi \in C_0^\infty(\Omega)$, which can be seen, for instance, through the use of a partition of unity in $\mathcal{K}$ and by the identification of $C(\mathcal{K}; C_0(\Omega))$ with $\mathcal{A}(\mathbb{R}; C_0(\Omega))$.

Next, from $\mathcal{A}(\mathbb{R}^n; C_0(\Omega))$, the formula (3.15) can be extended to functions in $\mathcal{A}(\mathbb{R}^n; C(\Omega))$. Indeed, given $\psi \in \mathcal{A}(\mathbb{R}^n; C(\Omega))$, let $\xi \in C_0^\infty(\Omega)$ be such that $0 \leq \xi \leq 1$ and $\xi(x) = 1$ for $x \in \tilde{\Omega} \Subset \Omega$, with $|\Omega \setminus \tilde{\Omega}|$ so small as we wish. Then,

$$
\sup_{\varepsilon > 0} \left| \int_{\Omega} u_{\varepsilon}(x) \psi \left( \frac{x}{\varepsilon}, x \right) (1 - \xi(x)) \, dx \right| \leq \|\psi\|_{\infty} \sup_{\varepsilon > 0} \|u_{\varepsilon}\|_{L^2(\Omega)} |\Omega \setminus \tilde{\Omega}|^{1/2},
$$
and since the formula holds for \( \psi(z, x) \xi(x) \), we can easily conclude the validity of (3.15), if \( \varphi(z) \phi(x) \) is replaced by any \( \psi \in A(\mathbb{R}^n; C(\Omega)) \). Further, we claim that we may extend the validity of (3.15), now, from test functions in \( A(\mathbb{R}^n; C(\Omega)) \) to test functions in \( B^2(\mathbb{R}^n; C(\Omega)) \). Indeed, for any \( \psi \in B^2(\mathbb{R}^n; C(\Omega)) \), we may find \( \tilde{\psi} \in A(\mathbb{R}^n; C(\Omega)) \), so that \( \rho(z) := \| \psi(z, \cdot) - \tilde{\psi}(z, \cdot) \|_{C(\Omega)} \) is so small as we wish in the norm of \( B^2(\mathbb{R}^n) \). Therefore, from

\[
\limsup_{z \to 0} \left| \int \Omega u_\varepsilon(x) \left( \frac{x}{\varepsilon}, x \right) - \tilde{\psi}\left( \frac{x}{\varepsilon}, x \right) \, dx \right| \leq \| \rho \|_{B^2(\mathbb{R}^n)} \sup_{\varepsilon > 0} \| u_\varepsilon \|_{L^2(\Omega)},
\]

we deduce the desired extension. Now, let \( \psi \in B^2(\mathbb{R}^n; L^2(\Omega)) \) be a regular test function, and define

\[
\psi_\delta(z, x) := \int_{B_\delta(x)} \psi(z, y) \, dy,
\]

where we extend \( \psi \) as 0 for \( x \in \mathbb{R}^n \setminus \Omega \). Then, \( \psi_\delta \in B^2(\mathbb{R}^n; C(\Omega)) \) and, so, (3.15) holds for \( \psi_\delta(z, x) \) replacing \( \varphi(z) \phi(x) \), as we have just proved. We then get the validity of (3.15) with \( \psi \) as test function, by sending \( \delta \to 0 \), using (3.13).

Now, we observe that, if \( \Phi(z, x, \lambda)/(1 + |\lambda|) \in C_S(\mathbb{R}^m; B^2(\mathbb{R}^n; L^2(\Omega))) \), and for all \( \lambda \in \mathbb{R}^m \), \( \varphi(\cdot, \cdot, \lambda) \) is a regular test function, then \( \Phi \) may be approximated in \( C_b(\mathbb{R}^m; B^2(\mathbb{R}^n; L^2(\Omega))) \) by finite linear combinations of functions of the form \( g(\lambda) \psi(z, x) \) with \( g(\lambda)/(1 + |\lambda|) \in C_S(\mathbb{R}^m) \), and \( \psi(z, x) \) a regular test function. Since \( C_S(\mathbb{R}^m) \) is a separable space, we may restart the same procedure used above for \( u_\varepsilon \phi \), with \( \phi \in D \), this time for \( g(u_\varepsilon) \phi \), for \( g(\lambda)/(1 + |\lambda|) \) belonging to a countable dense subset of \( C_S(\mathbb{R}^m) \), and \( \phi \in D \). Taking a diagonal subsequence good for all such \( g \) and \( \phi \), we can conclude the proof of (3.14) proceeding as we did for proving that the limit in (3.12) keeps holding with \( \varphi(z) \phi(x) \) replaced by any regular test function \( \psi(z, x) \in B^2(\mathbb{R}^n; L^2(\Omega)) \). Putting together all that has been proved, we arrive at the validity of (3.14), finishing the proof.

\[ \square \]

**Remark 3.7.** In the subsequent discussion we will be mainly concerned with sequences of functions \( v_\varepsilon(x, t) \), with \( (x, t) \in \Omega \times [0, T] \), where \( x \) will always denote the space variable and \( t \) the time variable. The homogenization processes to be considered will always refer to the space variable, while the time variable may be seen as a parameter, or simply as a macroscopic coordinate which does not take part in the homogenization process. Both Theorem 3.2 and Theorem 3.6 possess obvious analogues suitable for sequences of functions depending on \( (x, t) \) for which only the variable \( x \) takes part in the homogenization process.

### 4. Convexity, Monotonicity and Fundamental Results

In this section we establish two important theorems which will be the two main tools for the homogenization analysis carried out in the next section.

Let \( U \subseteq \mathbb{R}^m \) be an open convex set. We recall that \( G : U \rightarrow \mathbb{R} \) is said to be convex if \( G(\theta x + (1 - \theta)y) \leq \theta G(x) + (1 - \theta)G(y) \), for all \( \theta \in [0, 1], x, y \in U \), and it is said to be strictly convex if in the last inequality we have \( < \), instead of \( \leq \), if \( 0 < \theta < 1 \), whenever \( x \neq y \). The subdifferential \( \partial G(x) \), of \( G \) at \( x \), is the set of \( \lambda \in \mathbb{R}^m \) for which

\[
G(y) - G(x) \geq \lambda \cdot (y - x),
\]

for all \( y \in U \).

Let \( \Psi : \mathbb{R}^n \times \Omega \times \mathbb{R}^m \rightarrow \mathbb{R} \) be a function satisfying the following conditions:

**(ψ1)** For all \( \lambda \in \mathbb{R}^m \), \( \Psi(\cdot, \cdot, \lambda) \in B^2(\mathbb{R}^n; L^2(\Omega)) \) is a regular test function (cf. Definition 3.4);

**(ψ2)** \( \Psi(z, x, \cdot) \) is strictly convex for \( dm(z) \, dx \)-a.e. \( (z, x) \in K \times \Omega \);
(Ψ3) There exists $c > 0$ and $h \in B^2(\mathbb{R}^n; L^2(\Omega))$, regular test function, such that for a.e. $(z, x) \in \mathbb{R}^n \times \Omega$,

\begin{equation}
|\Psi(z, x, \lambda) - \Psi(z, x, \mu)| \leq |\lambda - \mu| \{c \max\{|\lambda|, |\mu|\} + h(z, x)\}, \quad \text{for all } \lambda, \mu \in \mathbb{R}^m;
\end{equation}

(Ψ4) There exists $\tilde{c} > 0$, $W, \tilde{h} \in B^2(\mathbb{R}^n; L^2(\Omega))$, regular test functions, such that for a.e. $(z, x) \in \mathbb{R}^n \times \Omega$,

\begin{equation}
\Psi(z, x, \lambda) \geq p(z, x, \lambda) := \tilde{c}|\lambda|^2 + W(z, x) \cdot \lambda + \tilde{h}(z, x).
\end{equation}

We now state and prove the theorem which is the first of the two main tools for the homogenization analysis developed in the next section. Here, $H^1(\Omega)$ denotes, as usual, the Sobolev space of the functions in $L^2(\Omega)$ whose first order distributional derivatives are in $L^2(\Omega)$, endowed with its canonic Hilbert structure, $H^1_0(\Omega)$ is the closure of $C_0^\infty(\Omega)$ in $H^1(\Omega)$, and $H^{-1}(\Omega)$ is the dual of $H^1_0(\Omega)$.

**Theorem 4.1.** Suppose $\Psi(z, x, \lambda)$ satisfies (Ψ1)–(Ψ4). Let $\{u_\varepsilon(x, t)\}_{\varepsilon > 0}$ and $\{w_\varepsilon(x, t)\}_{\varepsilon > 0}$ satisfy:

(i) $u_\varepsilon : \Omega \times [0, T) \to \mathbb{R}^m$ is uniformly bounded in $L^2(0, T; H^1_0(\Omega))$;

(ii) $u_\varepsilon : \Omega \times [0, T) \to \mathbb{R}^m$ is uniformly bounded in $H^1(0, T; H^{-1}(\Omega)) \cap L^2(0, T; L^2(\Omega))$;

(iii) $w_\varepsilon(x, t) \in \partial \Psi(z_\varepsilon, x, u_\varepsilon(x, t))$ for a.e. $(x, t) \in \Omega \times [0, T)$.

Then, by passing to a subsequence if necessary, we have $u_\varepsilon \to u$ in $L^p(\Omega \times [0, T))$, for any $1 \leq p < 2$, and $w_\varepsilon \to w$ in $L^2(\Omega \times [0, T))$, such that

\begin{equation}
w(x, t) \in \partial \Psi(z, u(x, t)), \quad \text{for a.e. } (x, t) \in \Omega \times [0, T), \quad \text{with } \Psi(z, x, \lambda) := \int_\mathcal{K} \Psi(z, x, \lambda) \, dm(z).
\end{equation}

**Proof.** We carry out the proof in several steps.

**Step 1.** Let $\nu_{z, x, t}$ be a two-scale Young measure generated by a subnet of $u_\varepsilon(x, t)$, with respect to the algebra w.m.v. $\mathcal{A}$, where the homogenization process involves only the space variable $x$. We claim that $\nu_{z, x, t}$ is independent of $z \in \mathcal{K}$; more precisely, we have

\begin{equation}
\nu_{z, x, t} = \tilde{\nu}_{x, t} := \int_\mathcal{K} \nu_{z, x, t} \, dm(z), \quad \text{for a.e. } (z, x, t) \in \mathcal{K} \times \Omega \times [0, T).
\end{equation}

Indeed, let $\theta(u) \in C_0^\infty(\mathbb{R}^m)$, $\varphi(x, t) \in C_0^\infty(\Omega \times (0, T))$, and $g(z) \in \mathcal{A}$ such that the derivatives up to second order of $g$ also belong to $\mathcal{A}$. We then have

\begin{equation}
\int_{\Omega \times (0, T)} \varepsilon \nabla \theta(u_\varepsilon) \cdot \nabla g\left(\frac{x}{\varepsilon}\right) \varphi(x, t) \, dx \, dt
\end{equation}

\begin{equation}
= - \int_{\Omega \times (0, T)} \theta(u_\varepsilon(x, t)) \{\varepsilon \nabla g\left(\frac{x}{\varepsilon}\right) \cdot \nabla \varphi(x, t) + \Delta g\left(\frac{x}{\varepsilon}\right) \varphi(x, t)\} \, dx \, dt.
\end{equation}

Taking the limit in (4.6), for a suitable subnet of $u_\varepsilon$, we obtain

\begin{equation}
\int_{\Omega \times (0, T)} \int_{\mathcal{K}} (\nu_{z, x, t}, \theta) \Delta g(z) \varphi(x, t) \, dm(z) \, dx \, dt = 0.
\end{equation}

Therefore, by Lemma 2.8, for a.e. $(x, t) \in \Omega \times (0, T)$, we have that $\langle \nu_{z, x, t}, \theta \rangle = \langle \tilde{\nu}_{x, t}, \theta \rangle$, for m-a.e. $z \in \mathcal{K}$, for all $\theta \in C_0^\infty(\mathbb{R}^m)$, and the claim follows by a trivial approximation argument.

**Step 2.** We claim that, for any subnet of $u_\varepsilon$ generating $\nu_{z, x, t}$, the following representation formula holds for $\Psi \in B^2(\mathbb{R}^n; L^2(\Omega; C_0^\infty(\mathbb{R}^m)))$, satisfying (Ψ1)–(Ψ4):

\begin{equation}
\lim_{\varepsilon \to 0} \int_{\Omega \times (0, T)} \Psi\left(\frac{x}{\varepsilon}, x, u_\varepsilon(x, t)\right) \, dx \, dt = \int_{\Omega \times (0, T)} \int_{\mathcal{K}} (\nu_{z, x, t}, \Psi(z, x, \cdot)) \, dm(z) \, dx \, dt.
\end{equation}
Indeed, we first observe that for \( \Psi \) allowing a decomposition of the form \( \Psi(z, x, \lambda) = G(z, x)\theta(\lambda) \), where \( G \in B^2(\mathbb{R}; L^2(\Omega)) \) is a regular test function, (4.8) holds. This may be proved by first observing that the corresponding relation holds for \( \Psi_\delta(z, x, \lambda) = G_\delta(z, x)\theta(\lambda) \), with

\[
G_\delta(z, x) := \int_{B_\delta(x)} G(z, y) \, dy,
\]

observing that \( G_\delta \in B^2(\mathbb{R}; C(\Omega)) \) (we may extend \( G \) as 0 for \( x \in \mathbb{R} \setminus \Omega \)), and then getting the validity of (4.8) for \( \Psi \) allowing the referred decomposition, by sending \( \delta \to 0 \), using (3.13). Next, for a general \( \Psi \) satisfying (\( \Phi_1 \))–(\( \Phi_4 \)), we first observe that, if \( \zeta_\delta \) is an approximation of the identity sequence in \( \mathbb{R} \), for each fixed \( \mu \in \mathbb{R} \), \( \Psi(z, x, \mu)\zeta_\delta(\lambda - \mu) \) verifies the decomposition just mentioned. Now, by using (4.2), we may obtain the validity of (4.8) for

\[
\Psi_\delta(z, x, \lambda) := \int_{\mathbb{R}^n} \Psi(z, x, \mu)\zeta_\delta(\lambda - \mu) \, d\mu,
\]

for any \( \delta > 0 \). Indeed, let \( \xi_R(\lambda) \in C^\infty(\mathbb{R}^n) \) be such that \( 0 \leq \xi_R \leq 1 \), \( \xi_R(\lambda) = 1 \), if \( |\lambda| < R \). Then, for any \( \gamma > 0 \), we may choose \( R > 0 \) large enough so that

\[
\int_{\Omega \times (0, T)} \Psi_\delta(X, x, u_x(x, t)) \big( 1 - \xi_R(u_x(x, t)) \big) \, dx \, dt < \gamma, \text{ uniformly in } \varepsilon > 0 \text{ and } \delta > 0,
\]

by the uniform boundedness of \( u_x \) is \( L^2(\Omega \times (0, T)) \).

and we may use (4.2) again to send \( \delta \to 0 \), proving the claim.

**Step 3.** We claim that, for \( \Psi(z, x, \lambda) \) satisfying (\( \Phi_1 \))–(\( \Phi_4 \)) and for any subnet of \( u_x(x, t) \) generating a two-scale Young measure \( \nu_{z, x, t} \), for all \( \varphi \in C^\infty(\Omega \times (0, T)) \), \( \varphi \geq 0 \), the following relation holds:

\[
\liminf_{\varepsilon \to 0} \int_{\Omega \times (0, T)} \Psi(X, x, u_x(x, t)) \varphi(x, t) \, dx \, dt \geq \int_{\Omega \times (0, T)} \int_{\kappa} \langle \nu_{z, x, t}, \Psi(z, x, \cdot) \rangle \varphi(x, t) \, d\mu(z) \, dx \, dt.
\]

Indeed, for \( i \in \mathbb{N} \), let

\[
\Psi_i(z, x, \lambda) := \min\{i, \Psi(z, x, \lambda)\}.
\]

Observe that \( \Psi_i \in B^2(\mathbb{R}; L^2(\Omega; C_b(\mathbb{R}))) \) and satisfies the conditions (\( \Phi_1 \)) and (\( \Phi_3 \)). Now, by (4.3), we have

\[
\Psi(z, x, \lambda) \geq \inf_{\mu \in \mathbb{R}^n} \Psi(z, x, \mu) \geq \inf_{\mu \in \mathbb{R}^n} p(z, x, \mu) := \frac{|W(z, x)|^2}{2\bar{c}} + h(z, x).
\]

Therefore, \( \Psi \) is bounded below by a function which is integrable with respect to \( d\mu(z) \, dx \, dt \). Since \( \Psi_i(z, x, \lambda) \uparrow \Psi(z, x, \lambda) \), from the monotone convergence theorem, applied first for \( \nu_{z, x, t} \), and then for \( d\mu(z) \, dx \, dt \), we then obtain

\[
\int_{\Omega \times (0, T)} \int_{\kappa} \langle \nu_{z, x, t}, \Psi(z, x, \cdot) \rangle \varphi(x, t) \, d\mu(z) \, dx \, dt = \lim_{i \to \infty} \int_{\Omega \times (0, T)} \int_{\kappa} \langle \nu_{z, x, t}, \Psi_i(z, x, \cdot) \rangle \varphi(x, t) \, d\mu(z) \, dx \, dt
\]

\[
= \lim_{i \to \infty} \lim_{\varepsilon \to 0} \int_{\Omega \times (0, T)} \Psi_i(X, x, u_x(x, t)) \varphi(x, t) \, dx \, dt \leq \liminf_{\varepsilon \to 0} \int_{\Omega \times (0, T)} \int_{\kappa} \Psi(X, x, u_x(x, t)) \varphi(x, t) \, d\mu(z) \, dx \, dt,
\]

which proves the claim.

**Step 4.** Next, we claim that, for any subnet of \( u_x(x, t) \), converging weakly to \( u(x, t) \) in \( L^2(0, T; H^1(\Omega)) \), whose existence is guaranteed by Banach-Alaoglu theorem, and generating a two-scale Young measure \( \nu_{z, x, t} \), for \( \Psi(z, x, \lambda) \) satisfying (\( \Phi_1 \))–(\( \Phi_4 \)), and \( \varphi \in C^\infty(\Omega \times (0, T)) \), \( \varphi \geq 0 \), we have

\[
\limsup_{\varepsilon \to 0} \int_{\Omega \times (0, T)} \Psi(X, x, u_x(x, t)) \varphi(x, t) \, dx \, dt \leq \int_{\Omega \times (0, T)} \int_{\kappa} \Psi(z, x, u(x, t)) \varphi(x, t) \, d\mu(z) \, dx \, dt.
\]
Indeed, by the hypothesis (ii) in the statement and Aubin’s lemma (see, e.g., [22]), we deduce that \( w_\varepsilon \to w \) in \( L^2(0, T; H^{-1}(\Omega)) \). We then have, for all \( \varphi \in C_0^\infty(\Omega \times (0, T)) \),

\[
\lim_{\varepsilon \to 0} \int_{\Omega \times (0, T)} w_\varepsilon(x, t) \cdot u_\varepsilon(x, t) \varphi(x, t) \, dx \, dt = \int_{\Omega \times (0, T)} u(x, t) \cdot w(x, t) \varphi(x, t) \, dx \, dt.
\]

Now, since \( w_\varepsilon(x, t) \in \partial \Psi \left( \frac{x}{\varepsilon}, x, u_\varepsilon(x, t) \right) \), a.e. in \( \Omega \times (0, T) \), for \( \varphi \geq 0 \), we have

\[
\int_{\Omega \times (0, T)} (\Psi \left( \frac{x}{\varepsilon}, x, u_\varepsilon(x, t) \right) - \Psi \left( \frac{x}{\varepsilon}, x, u(x, t) \right)) \varphi(x, t) \, dx \, dt \leq \int_{\Omega \times (0, T)} w_\varepsilon(x, t) \cdot (u_\varepsilon(x, t) - u(x, t)) \varphi(x, t) \, dx \, dt.
\]

Taking the lim sup on (4.13) and using (4.12), we then deduce (4.11), proving the claim.

**Step 5.** We claim that \( u_\varepsilon \to u \) in \( L^p(\Omega \times [0, T]) \), for any \( 1 \leq p < 2 \).

Indeed, from (4.11), (4.5), Jensen inequality, and (4.10), we obtain

\[
\limsup_{\varepsilon \to 0} \int_{\Omega \times (0, T)} \Psi \left( \frac{x}{\varepsilon}, x, u_\varepsilon(x, t) \right) \varphi(x, t) \, dx \, dt \leq \int_{\Omega \times (0, T)} \int_{K} \Psi(z, x, u(x, t)) \varphi(x, t) \, d\mu(z) \, dx \, dt
\]

\[
\leq \int_{\Omega \times (0, T)} \int_{K} \left( \bar{\nu}_{x,t}, \Psi(z, x, \cdot) \right) \varphi(x, t) \, d\mu(z) \, dx \, dt \leq \liminf_{\varepsilon \to 0} \int_{\Omega \times (0, T)} \Psi \left( \frac{x}{\varepsilon}, x, u(x, t) \right) \varphi(x, t) \, dx \, dt,
\]

from which it follows

\[
\int_{\Omega \times (0, T)} \left( \bar{\nu}_{x,t}, \Psi(x, \cdot) \right) \varphi(x, t) \, dx \, dt = \int_{\Omega \times (0, T)} \Psi(x, u(x, t)) \varphi(x, t) \, dx \, dt.
\]

Since \( \Psi(x, \cdot) \) is strictly convex, and \( \varphi \in C_0^\infty(\Omega \times (0, T)) \) is arbitrary, we conclude that \( \bar{\nu}_{x,t} = \delta_{u(x,t)} \), and so, by a well known fact on classical Young measures (cf., e.g., [33]), and the uniform boundedness of \( u_\varepsilon \) in \( L^2(\Omega \times (0, T)) \), we conclude that, by passing to a suitable subsequence, \( u_\varepsilon \to u \) in \( L^p(\Omega \times [0, T]) \), for any \( 1 \leq p < 2 \), as asserted.

**Step 6.** Finally, we claim that (4.4) holds.

Indeed, since \( w_\varepsilon(x, t) \in \partial \Psi \left( \frac{x}{\varepsilon}, x, u_\varepsilon(x, t) \right) \), a.e. in \( \Omega \times (0, T) \), for any \( \lambda \in \mathbb{R}^m \), \( \varphi \in C_0^\infty(\Omega \times (0, T)) \), \( \varphi \geq 0 \), we have

\[
\int_{\Omega \times (0, T)} \left( \Psi \left( \frac{x}{\varepsilon}, x, \lambda \right) - \Psi \left( \frac{x}{\varepsilon}, x, u_\varepsilon(x, t) \right) \right) \varphi(x, t) \, dx \, dt \geq \int_{\Omega \times (0, T)} w_\varepsilon(x, t) \cdot (\lambda - u_\varepsilon(x, t)) \varphi(x, t) \, dx \, dt.
\]

Taking the limit as \( \varepsilon \to 0 \) in (4.16), using (4.12) and

\[
\lim_{\varepsilon \to 0} \int_{\Omega \times (0, T)} \Psi \left( \frac{x}{\varepsilon}, x, u_\varepsilon(x, t) \right) \varphi(x, t) \, dx \, dt = \int_{\Omega \times (0, T)} \Psi(x, u(x, t)) \varphi(x, t) \, dx \, dt,
\]

which follows immediately from (4.14), we get

\[
\int_{\Omega \times (0, T)} \left( \Psi(x, \lambda) - \Psi(x, u(x, t)) \right) \varphi(x, t) \, dx \, dt \geq \int_{\Omega \times (0, T)} w(x, t) \cdot (\lambda - u(x, t)) \varphi(x, t) \, dx \, dt,
\]

from which (4.4) follows, finishing the proof.

\[\square\]

We next prepare our way to establishing our second main tool, which will be concerned with monotonicity. The following lemma from [10] extends to the context of ergodic algebras the analogous result for two-scale
convergence in the periodic case, first established in [1]. For the sake of completeness, we give here a short proof that makes use of Lemmas 2.7 and 2.9.

Lemma 4.2. Let $\mathcal{A}$ be an ergodic algebra in $\mathbb{R}^n$, and let $\{u_\varepsilon\}$ be uniformly bounded in $L^2(0,T;H^1(\Omega))$. Then, there exists a subsequence $\varepsilon_i \downarrow 0$, as $i \to \infty$, and a function $u_1 \in Y_{\text{pot}}^2(\mathbb{R}^n;L^2(\Omega \times (0,T)))$ such that $\nabla_x u_{\varepsilon_i} \rightharpoonup u_1$ in $L^2(\Omega \times (0,T))$, as asserted.

Proof. Let $Z(\mathcal{A})$ be defined by (2.5). It is easy to verify that, if $f \in Z(\mathcal{A})$, then $f \in C^\infty(\mathbb{R}^n)$ and the equation $\Delta u = f$ has a solution $u \in Z(\mathcal{A})$ (cf. [37]). If $V \in \mathcal{A}(\mathbb{R}^n;\mathbb{R}^n)$ is a vector field with components in $Z(\mathcal{A})$, we easily see that $\text{div} \, V \in Z(\mathcal{A})$. In particular, there is a solution for $\Delta v = \text{div} \, V$, with $v \in Z(\mathcal{A})$. Then, for such $V$, its orthogonal projection on $Y_{\text{sol}}^2$, given by $V - \nabla v$, is also a vector field with components in $Z(\mathcal{A})$, so that such vector fields form a dense subspace of $Y_{\text{sol}}^2$. Let $u \in L^2(0,T;H^1(\Omega))$ be the weak limit of a subsequence $u_{\varepsilon_i}$ of $u_{\varepsilon}$, whose existence is guaranteed by the boundedness of $u_{\varepsilon}$ in $L^2(0,T;H^1(\Omega))$. Since $\nabla_x u_{\varepsilon_i} - \nabla_x u$ is bounded in $L^2(\Omega \times (0,T))$, Theorem 3.6 implies that there is a subsequence of $\varepsilon_i$, still denoted $\varepsilon_i$, such that $\nabla_x u_{\varepsilon_i} - \nabla_x u$ two-scale converges to some $u_1 \in B^2(\mathbb{R}^n;L^2(\Omega \times (0,T);\mathbb{R}^n))$. Now, for any $\phi \in C_0(\Omega \times (0,T))$ and $V \in Y_{\text{sol}}^2$, whose components are in $Z(\mathcal{A})$, we have

$$
\int_{\Omega \times (0,T)} (\nabla_x u_{\varepsilon_i} - \nabla_x u) \cdot \phi(x,t)V(z) \, dx \, dt = - \int_{\Omega \times (0,T)} (u_{\varepsilon_i} - u) \nabla_x \phi(x,t) \cdot V(z) \, dx \, dt.
$$

Taking the limit as $\varepsilon_i \to 0$, we obtain

$$
\int_{\Omega \times (0,T)} \int_K u_1(z,x,t) \cdot \phi(x,t)V(z) \, \text{d}m(z) \, dx \, dt = 0.
$$

Since $V$ is an arbitrary element of a dense subspace of $Y_{\text{sol}}^2$, $\phi \in C^\infty(\Omega)$ is arbitrary, and, clearly, $\nabla_1(x,t) = 0$, a.e. $(x,t) \in \Omega \times (0,T)$, we conclude that $u_1 \in Y_{\text{pot}}^2(\mathbb{R}^n;L^2(\Omega \times (0,T)))$, as asserted. \hfill \square

We now consider $\psi : \mathbb{R}^n \times \Omega \times [0,T) \times \mathbb{R} \times \mathbb{R}^n \to \mathbb{R}$ satisfying the following conditions:

$(\psi1)$ For all $u \in \mathbb{R}$, $\eta \in \mathbb{R}^n$, $t \mapsto \psi(\cdot,\cdot,t,u,\eta) \in L^2\left(0,T;B^2(\mathbb{R}^n;L^2(\Omega))\right)$, and for a.e. $t \in [0,T)$, $\psi(\cdot,\cdot,t,u,\eta)$ is a regular test function;

$(\psi2)$ $\psi(z,x,t,u,\cdot)$ is $C^1$ and convex in $\mathbb{R}^n$, for all $u \in \mathbb{R}$ and a.e. $(z,x,t) \in \mathbb{R}^n \times \Omega \times (0,T)$;

$(\psi3)$ $\psi(z,x,\cdot,\cdot,\eta)$ is continuous in $\mathbb{R}$, for all $\eta \in \mathbb{R}^n$ and a.e. $(z,x,t) \in \mathbb{R}^n \times \Omega \times (0,T)$;

$(\psi4)$ There exist $c_\psi > 0$, $h_\psi \in L^2(\Omega \times (0,T))$ such that, for all $u \in \mathbb{R}$, $\eta \in \mathbb{R}^n$, and a.e. $(z,x,t) \in \mathbb{R}^n \times \Omega \times (0,T)$ we have

$$
(4.19) \quad \psi(z,x,t,u,\eta) \geq c_\psi|\eta|^2 + h_\psi(x,t).
$$

We also consider

$$
\alpha(z,x,t,u,\eta) := \nabla_\eta \psi(z,x,t,u,\eta),
$$

for $\psi$ satisfying $(\psi 1)$–$(\psi 4)$, so that $\alpha(z,x,t,u,\cdot)$ is continuous and monotone, that is,

$$
(4.20) \quad \alpha(z,x,t,u,\eta_1) - \alpha(z,x,t,u,\eta_2) (\eta_1 - \eta_2) \geq 0, \quad \eta_1, \eta_2 \in \mathbb{R}^n,
$$

for all $u \in \mathbb{R}$, and $(dz \, dx \, dt)$-a.e. $(z,x,t) \in \mathbb{R}^n \times \Omega \times (0,T)$. We further assume:

$(\alpha1)$ For all $u \in \mathbb{R}$, $\eta \in \mathbb{R}^n$, $t \mapsto \alpha(\cdot,\cdot,t,u,\eta) \in L^2\left(0,T;B^2(\mathbb{R}^n;L^2(\Omega))\right)$, and for a.e. $t \in [0,T)$, each component of $\alpha(\cdot,\cdot,t,u,\eta)$ is a regular test function;

$(\alpha2)$ $\alpha(z,x,\cdot,\cdot,\eta)$ is continuous for all $\eta \in \mathbb{R}^n$, and a.e. $(z,x,t) \in \mathbb{K} \times \Omega \times (0,T)$.
(a3) There exist $c_\alpha > 0$, $h_\alpha \in L^1(\Omega \times (0, T))$ such that for all $u \in \mathbb{R}$, $\eta \in \mathbb{R}^n$, and a.e. $(z, x, t) \in \mathbb{R}^n \times \Omega \times (0, T)$, we have
\begin{equation}
\alpha(z, x, t, u, \eta) \cdot \eta \geq c_\alpha |\eta|^2 + h_\alpha(x, t);
\end{equation}
(4.21)

(a4) There exist $\tilde{c}_\alpha > 0$, $\tilde{h}_\alpha \in L^2(\Omega \times (0, T))$ such that for all $u \in \mathbb{R}$, $\eta \in \mathbb{R}^n$, and a.e. $(z, x, t) \in \mathbb{R}^n \times \Omega \times (0, T)$, we have
\begin{equation}
|\alpha(z, x, t, u, \eta)| \leq \tilde{c}_\alpha(\alpha + |\eta|) + \tilde{h}_\alpha(x, t);
\end{equation}
(4.22)

(a5) There exist $d_\alpha > 0$, $0 < \sigma < 1$, such that, for all $v_1, v_2 \in \mathbb{R}$, $\eta_1, \eta_2 \in \mathbb{R}^n$, and for a.e. $(z, x, t) \in \mathbb{R}^n \times \Omega \times (0, T)$,
\begin{equation}
|\alpha(z, x, t, v_1, \eta_1) - \alpha(z, x, t, v_2, \eta_2)| \leq d_\alpha(|v_1 - v_2|^\sigma + |\eta_1 - \eta_2|).
\end{equation}
(4.23)

For $\psi$ satisfying (ψ1)–(ψ4), let us define
\begin{equation}
\psi_0(x, t, u, \eta) := \inf_{\eta_1 \in \mathcal{V}_\mu^\alpha} \int_K \psi(z, x, t, v, \eta + \eta_1(z)) \, dm(z), \ v \in \mathbb{R}, \ \eta \in \mathbb{R}^n, \ \text{a.e.} \ (x, t) \in \Omega \times (0, T).
\end{equation}
(4.24)

The following is a straightforward adaptation of lemma 5.2 of [36] to extend the latter to the context of ergodic algebras. Let $\psi, \alpha, \psi_0$ be as we just described.

Lemma 4.3. Assume that $\xi, \eta \in L^2(0, T; B^2(\mathbb{R}^n; L^2(\Omega)))$ and that, for a.e. $t \in (0, T)$, $\xi(\cdot, \cdot, t), \eta(\cdot, \cdot, t)$ are regular test functions. Assume further, that $\xi(\cdot, x, t) \in B^2_{\text{pot}}$ and $\eta(\cdot, x, t) \in B^2_{\text{sol}}$, for a.e. $(x, t) \in \Omega \times (0, T)$, and let $u \in L^2(\Omega \times (0, T))$. If
\begin{equation}
n(\eta(\cdot, z, t) - \alpha(\cdot, z, x, t, u(x, t), \xi(\cdot, x, t)), \ \text{for a.e.} \ (z, x, t) \in \mathbb{R}^n \times \Omega \times (0, T),
\end{equation}
(4.25)

then $\eta(x, t) \in \partial \psi_0(x, t, u(x, t), \xi(x, t))$ for a.e. $(x, t) \in \Omega \times (0, T)$.

Proof. Let $\eta_1 \in \mathcal{V}_\mu^\alpha$, and $\lambda \in \mathbb{R}$. Using (4.25), and the orthogonality of the spaces $B^2_{\text{pot}}$ and $B^2_{\text{sol}}$, see (2.9), we obtain
\begin{equation}
\int_K \psi(z, x, t, u(x, t), \xi(z, x, t)) \, dm(z) - \int_K \psi(z, x, t, u(x, t), \lambda + \eta_1(z)) \, dm(z) \leq \eta(\xi(x, t) - \lambda).
\end{equation}
(4.26)

Taking the infimum in (4.26) with respect to $\eta_1$, we obtain the desired result. \hfill \square

We finally state and prove the theorem which is the second main tool for the homogenization analysis developed in the next section.

Theorem 4.4. Let $u_{\varepsilon_1}, \varepsilon_1 \downarrow 0$, be a sequence uniformly bounded in $L^2(0, T; H^1(\Omega))$, strongly converging in $L^p(\Omega \times (0, T))$ for any $1 \leq p < 2$. By passing to a subsequence, if necessary, we may assume that $\nabla_x u_{\varepsilon_1} - \nabla_x u$ two-scale converges to $u_1 \in B^2(\mathbb{R}^n; L^2(\Omega \times (0, T)))$. Let
\begin{equation}
q_\varepsilon(x, t) := \alpha(\frac{x}{\varepsilon}, x, t, u_{\varepsilon}(x, t), \nabla_x u_{\varepsilon}(x, t)),
\end{equation}
(4.27)

where $\alpha = \nabla_x \psi$, with $\psi$ and $\alpha$ satisfying (ψ1)–(ψ4), (α1)–(α5). Again, passing to a further subsequence, if necessary, we may also assume that $q_\varepsilon$, two-scale converges to $q \in B^2(\mathbb{R}^n; L^2(\Omega \times (0, T)))$. Suppose we have
\begin{equation}
\lim_{\varepsilon \to 0} \int_0^T \int_{\Omega \times (0, t)} q_{\varepsilon} \cdot \nabla u_{\varepsilon} \, dx \, ds = \int_0^T \int_{\Omega \times (0, t)} q(z, x, t) \cdot (\nabla_x u(x, s) + u_1(z, x, s)) \, dm(z) \, dx \, ds \, dt.
\end{equation}
(4.28)
Then, \(q(z, x, t) = \alpha(z, x, t, u(x, t), \nabla_x u(x, t) + u_1(z, x, t))\), \((dm(z) dx dt)\)-a.e. in \(K \times \Omega \times (0, T)\). In particular, \(\mathcal{P}(x, t) \in \partial \psi_0(x, t, u(x, t), \nabla_x u(x, t))\), for a.e. \((x, t) \in \Omega \times (0, T)\), where \(\psi_0\) is defined by (4.24).

Proof. Given \(\phi \in \mathcal{A}(\mathbb{R}^n; C^\infty(\Omega \times (0, T); \mathbb{R}^n))\) and using the monotonicity of \(\alpha\), we get

\[
0 \leq \int_0^T \left( \int_{\Omega \times (0,t)} \left( q - \alpha \left( \frac{x}{\varepsilon}, x, s, u, \phi \varepsilon(x, s) \right) \right) \cdot (\nabla \phi \varepsilon - \phi \varepsilon) \, dx \, ds \right) \, dt,
\]

where \(\phi \varepsilon(x, t) := \phi \left( \frac{x}{\varepsilon}, x, t \right)\).

However,

\[
\int_0^T \left( \int_{\Omega \times (0,t)} \left| \alpha \left( \frac{x}{\varepsilon}, x, s, u, \phi \varepsilon(x, s) \right) \right| \cdot (\nabla \phi \varepsilon - \phi \varepsilon) \, dx \, ds \right) \, dt \leq \int_0^T \left( \int_{\Omega \times (0,t)} \left| \alpha \left( \frac{x}{\varepsilon}, x, s, u, \phi \varepsilon(x, s) \right) \right| \cdot (\nabla \phi \varepsilon - \phi \varepsilon) \, dx \, ds \right)^{1/2} \left( \int_{\Omega \times (0,t)} \left( \nabla \phi \varepsilon - \phi \varepsilon \right)^2 \, dx \, ds \right)^{1/2} \, dt.
\]

Since \(u \varepsilon\) is bounded in \(L^2(0, T; H^1(\Omega))\), and (4.23) holds, from the strong convergence of \(u \varepsilon\) to \(u\) in \(L^p(\Omega \times (0, T))\), for \(1 \leq p < 2\), we obtain from the last inequality

\[
\lim_{\varepsilon \to 0} \sup_{t \in (0, T)} \int_0^T \left( \int_{\Omega \times (0,t)} \left| (\nabla \phi \varepsilon - \phi \varepsilon) \right| \, dx \, ds \right) \, dt \leq \lim_{\varepsilon \to 0} \int_0^T \left( \int_{\Omega \times (0,t)} |u \varepsilon - u|^2 \, dx \, ds \right)^{1/2} \, dt = 0.
\]

Then, by Lemma 4.2,

\[
\lim_{\varepsilon \to 0} \int_0^T \left( \int_{\Omega \times (0,t)} \alpha \left( \frac{x}{\varepsilon}, x, s, u, \phi \varepsilon(x, s) \right) \cdot (\nabla \phi \varepsilon - \phi \varepsilon) \, dx \, ds \right) \, dt = 0.
\]

Set \(v(z, x, t) := \nabla u(x, t) + u_1(z, x, t)\). From the last equality, (4.28), and (4.30), we obtain

\[
0 \leq \int_0^T \left( \int_{\Omega \times (0,t) \times K} \left( q - \alpha(z, x, s, u(x, s), \phi(z, x, s)) \right) \cdot (v(z, x, t) - \phi(z, x, s)) \, dm(z) \, dx \, ds \right) \, dt.
\]

Now, we take, in (4.33),

\[
\phi(z, x, t) = v_\delta(z, x, t) \pm \delta \varphi(x, t) \sigma(z) e_i,
\]
where $\delta > 0$, $(\sigma, \varphi) \in \mathcal{A} \times C_0^\infty(\Omega \times (0, T))$, $e_i$ is the $i$-th element of the canonical basis in $\mathbb{R}^n$, and $v_\delta$ is a sequence in $\mathcal{A}(\mathbb{R}^n; C_0^\infty(\Omega \times (0, T); \mathbb{R}^n))$ converging to $v$ in $\mathcal{B}^2(\mathbb{R}^n; L^2(\Omega \times (0, T); \mathbb{R}^n))$, as $\delta \to 0$. We get

$$0 \leq \int_0^T \left( \int_{\Omega \times (0,t) \times \mathcal{K}} \left( q - \alpha (z, x, s, u(x, s), -v_\delta \mp \delta \varphi(x,t)\sigma(z) e_i) \right) \cdot (\pm \varphi(x,t)\sigma(z) e_i) \delta \, dm(z) \, dx \, ds \right) \, dt.$$  

Dividing the last inequality by $\delta$ and letting $\delta \to 0$, using again (4.23), yields

$$\int_0^T \left( \int_{\Omega \times (0,t) \times \mathcal{K}} \left( q - \alpha (z, x, s, u(x, s), v(z, x, s)) \right) \cdot e_i \varphi(x,t)\sigma(z) \, dm(z) \, dx \, ds \right) \, dt = 0,$$

and therefore, we conclude that $q(z, x, t) = \alpha (z, x, t, u(x, t), v(z, x, t))$. Finally, by the Lemma 4.3 we have that $\varphi(x,t) \in \partial \psi_0 (x, t, u(x, t), \nabla u(x, t))$ for a.e. $(x, t) \in \Omega \times (0, T)$, completing the proof of theorem.

We conclude this section by recalling some facts about the conjugate function $G^*$ of a convex function $G : \mathbb{R}^m \to \mathbb{R}$, which we will be used in the next section.

We recall that $G^*$ is defined by

$$G^*(v) := \sup \{ \langle v, \xi \rangle - G(\xi) : \xi \in \mathbb{R}^n \}.$$  

We may verify, from the definition, that $w \in \partial G(u)$ if, and only if,

$$G(u) + G^*(w) = \langle w, u \rangle. \tag{4.34}$$

For real valued convex functions we also have $G^{**}(u) = G(u)$, and, so, $w \in \partial G(u)$ if, and only if, $u \in \partial G^*(w)$. We will also use the fact that if $G : \mathbb{R}^n \to \mathbb{R}$ is strictly convex, then $G^*$ is everywhere differentiable, and so $w \in \partial G(u)$ implies $u = \nabla G^*(w)$. For all these facts about convex functions we refer to, e.g., [27, 5].

In particular, if $w \in H^1(0,T; H^{-1}(\Omega)) \cap L^2(0,T; L^2(\Omega))$, $u \in L^2(0,T; H^1_0(\Omega))$, $G : \mathbb{R} \to \mathbb{R}$ is strictly convex, and $w(x,t) \in \partial G(u(x,t))$, for a.e. $(x,t) \in \Omega \times (0,T)$, we have

$$\int_{\tau}^{t} \langle w(t), u(s) \rangle_{H^{-1},H^1_0} \, dt = \int_{\Omega} (G^*(w(t)) - G^*(w(\tau))) \, dx, \quad \text{for a.e. } 0 < \tau < t < T,$$

which may be easily deduced, by approximation, from the trivial smooth case.

5. Homogenization of the Generalized Stefan Problem

In this section we apply the framework developed in the preceding sections to analyze the homogenization of the following initial-boundary value problem

$$\begin{align*}
\partial_t w_\epsilon - \nabla \cdot \alpha \left( \frac{x}{\epsilon}, x, t, u_\epsilon, \nabla u_\epsilon \right) &= f \left( \frac{x}{\epsilon}, x, t, u_\epsilon \right), \\
\epsilon u_\epsilon(x, t) &\in \partial \Psi \left( \frac{x}{\epsilon}, x, u_\epsilon \right), \quad \text{a.e. in } \Omega \times (0,T), \\
w_\epsilon(x,0) &= w_0 \left( \frac{x}{\epsilon}, x \right), \quad x \in \Omega, \\
u_\epsilon &= 0, \quad \text{in } \partial \Omega \times (0,T).
\end{align*} \tag{5.1}$$

Here, $\Psi$ and $\alpha$ satisfy ($\Psi 1$)–($\Psi 4$), $m = 1$, ($\psi 1$)–($\psi 4$), and ($\alpha 1$)–($\alpha 5$) in Section 4. For $f$ we assume

(\textbf{f1}) $f(\cdot, x, t, \cdot)$ is continuous for a.e. $(z, x, t) \in \mathbb{R}^n \times \Omega \times (0,T);$  

(\textbf{f2}) $t \mapsto f(\cdot, x, t, u) \in L^2(0,T; \mathcal{B}^2(\mathbb{R}^n; L^2(\Omega)))$ and $f(\cdot, \cdot, t, u)$ is a regular test function for a.e. $t \in (0,T);$  

(\textbf{f3}) There exists $c_f > 0$, $h_f \in L^s(\Omega \times (0,T))$, with $2 < s \leq \infty$, and $0 < \sigma < 1$ such that for all $u \in \mathbb{R}$ and ,

$$|f(z, x, t, u)| \leq c_f |u|^\sigma + h_f(x, t), \quad \text{for a.e. } (z, x, t) \in \mathbb{R}^n \times \Omega \times (0,T). \tag{5.2}$$

Let us also assume that $w_0 \in \mathcal{B}^2(\mathbb{R}^n; L^2(\Omega)) \cap L^2_{l0}(\mathbb{R}^n \times \Omega)$.  

Let us state and prove the main result of this paper. Let $\Psi$ and $\alpha$ satisfy $(\Psi 1)$–$(\Psi 4)$, $m = 1$, $(\psi 1)$–$(\psi 4)$, and $(a1)$–$(a5)$ in Section 4, and $f$ satisfy $(\Omega 1)$–$(\Omega 3)$.

**Theorem 5.2.** Let $\{(u_\varepsilon, w_\varepsilon)\}_{\varepsilon > 0}$ be a family of weak solutions of problem (5.1). Then, there exists a subsequence $(u_{\varepsilon_k}, w_{\varepsilon_k})$, such that $u_{\varepsilon_k}$ strongly converges in $L^p(\Omega \times (0, T))$, for all $1 \leq p < 2$, to a function $u \in L^2(\Omega \times (0, T)) \cap L^2(0, T; H^1_0(\Omega))$, $w_{\varepsilon_k}$ weakly converges in $L^2(\Omega \times (0, T))$ to $w \in L^2(\Omega \times (0, T)) \cap H^1(0, T; H^{-1}(\Omega))$, and the pair $(u, w)$ is a weak solution, in $\Omega \times (0, T)$, of the problem

$$
\begin{align*}
&\psi(t) - \nabla \cdot \overline{\Psi}(x, t, u, \varepsilon, \nabla u) = 0, \\
&w(x, t) \in \partial \overline{\Psi}(x, u(x, t)), \\
&w(x, 0) = w_0(x), \quad x \in \Omega, \quad u = 0, \quad \text{in } \partial \Omega \times (0, T).
\end{align*}
$$

Here, $\overline{\Psi}(x, \lambda, \overline{\Psi}_0, \overline{\Psi})$ are the mean values of $\Psi(\cdot, x, \lambda), f(\cdot, x, t, \lambda), w_0(\cdot, x)$ for each $(x, t, \lambda) \in \Omega \times (0, T) \times \mathbb{R}$, and $\partial \overline{\Psi}$ represents the subdifferential of the function $\overline{\Psi}(x, \cdot)$ for each $x \in \Omega$. Also, $w_0$ is defined by (4.24), and we mean by a weak solution of (5.6) a pair $(u, w)$ satisfying (5.3), (5.4), (5.5), with $u_{\varepsilon_k}, w_{\varepsilon_k}, \Psi, q_\varepsilon, f_\varepsilon, w_0$, replaced by $u, w, \overline{\Psi}, \overline{\Psi}_0, \overline{\Psi}$, with $\overline{\Psi}$ satisfying the third relation in (5.6).

**Proof.** By (4.2), it follows that $|\Psi(z, x, \xi)| \leq c|\xi|^2 + |h(z, x)||\xi| + |\Psi(z, x, 0)|$, and from the definition of the conjugate $\overline{\Psi}$ we have $\xi \leq \overline{\Psi}^* (z, x, v) + \Psi(z, x, \xi)$, for any $\xi, v \in \mathbb{R}$. Choosing $\xi = v/(2c)$, we get $\overline{\Psi}^*(z, x, v) \geq c(\varepsilon^2 - |h(z, x)||v|^2 - |\Psi(z, x, 0)|)$, for $\varepsilon > 0$. Choosing $\gamma > 0$, we have

$$
\int_{\Omega} \overline{\Psi}^*(\frac{x}{\varepsilon}, x, v(x)) \, dx \geq \gamma \|v\|^2_{L^2(\Omega)} + \gamma, \quad \text{for any function } v \in L^2(\Omega \times (0, T)) \text{ and } \varepsilon > 0.
$$

From (5.5), it follows

$$
\int_0^T \langle \partial_t w_\varepsilon(s), v(s) \rangle_{H^{-1}, H^1_0} ds + \int_{\Omega \times (0, T)} (q_\varepsilon \cdot \nabla v - f_\varepsilon v) \, dx \, dt = 0,
$$

for all $v \in H^1(0, T; L^2(\Omega)) \cap L^2(0, T; H^1_0(\Omega))$, with $v(\cdot, s) = 0, 0 \leq s \leq T$, a.e. in $\Omega$. Clearly, (5.8) extends to any $v \in L^2(0, T; H^1_0(\Omega))$, and so we may take $v(x, s) = u_\varepsilon(x, s)$, $(x, s) \in \Omega \times (0, T)$, to obtain

$$
\int_0^T \langle \partial_t u_\varepsilon(s), u_\varepsilon(s) \rangle_{H^{-1}, H^1_0} ds + \int_{\Omega \times (0, T)} (q_\varepsilon \cdot \nabla u_\varepsilon - f_\varepsilon u_\varepsilon) \, dx \, ds = 0, \quad \text{for a.e. } t \in (0, T).
$$
Using (4.35), (5.7), (4.21) and (5.2), we obtain
\begin{equation}
\|w_\varepsilon(t)\|_{L^2(\Omega)}^2 + \int_0^t \int_\Omega |\nabla u_\varepsilon|^2 \, dx \, ds \leq C \left( 1 + \int_0^t \int_\Omega |u_\varepsilon(x,s)|^{1+\sigma} \, dx \, ds \right),
\end{equation}
which, by the trivial inequality $|u|^{1+\sigma} \leq \frac{1+\sigma}{\sigma} |u|^2 + \frac{1-\sigma}{\sigma} C(\gamma)$, together with Poincaré inequality, choosing $\gamma > 0$ sufficiently small, implies the uniform bounds
\begin{equation}
\|w_\varepsilon\|_{L^\infty(0,T;L^2(\Omega))} \leq c, \quad \|u_\varepsilon\|_{L^2(0,T;H^1_0(\Omega))} \leq c, \quad \text{for some } c > 0 \text{ independent of } \varepsilon > 0.
\end{equation}
Therefore, from (4.21) and (5.2) we have
\begin{equation}
\|q_\varepsilon\|_{L^2(\Omega \times (0,T))} \leq c, \quad \|f_\varepsilon\|_{L^2(\Omega \times (0,T))} \leq c, \quad \text{for some } c > 0 \text{ independent of } \varepsilon > 0,
\end{equation}
and from (5.8) we also obtain
\begin{equation}
\|w_\varepsilon\|_{H^1(0,T;H^{-1}(\Omega))} \leq c, \quad \text{for some } c > 0 \text{ independent of } \varepsilon > 0.
\end{equation}
We may then apply Theorem 4.1 to conclude that there exist a subsequence $\varepsilon_i \downarrow 0$ and functions $u \in L^2(0,T;H^1(\Omega))$, $w \in L^2(\Omega \times (0,T)) \cap H^1(0,T;H^{-1}(\Omega))$, such that
\begin{equation}
\begin{cases}
  u_{\varepsilon_i} \text{ strongly converges to } u \text{ in } L^p(\Omega \times (0,T)), \text{ for any } 1 \leq p < 2, \\
  w_{\varepsilon_i} \text{ weakly converges to } w \text{ in } L^2(\Omega \times (0,T)), \\
  w(x,t) \in \partial \Psi(x,t,u(x,t)), \text{ a.e. in } \Omega \times (0,T).
\end{cases}
\end{equation}
By passing to a further subsequence, if necessary, we may assume that $q_{\varepsilon_i}$ and $F_{\varepsilon_i}$ two-scale converge to $q(z,x,t), F(z,x,t) \in B^2(\mathbb{R}^n;L^2(\Omega \times (0,T)))$. Taking, in (5.5), $v = \varepsilon \phi(x)\zeta(x/\varepsilon)$, with $\phi \in C_0^\infty(\Omega)$ and $\zeta \in \mathcal{A}$, such that $\nabla \zeta \in \mathcal{A}$, and letting $\varepsilon \to 0$, we get
\begin{equation}
\int_{\Omega \times (0,T)} \int_\mathcal{K} q(z,x,t) \cdot \nabla \zeta(z) \phi(x) \, dm(z) \, dx \, dt = 0,
\end{equation}
and, so, we deduce that
\begin{equation}
q(\cdot,x,t) \in \mathcal{V}^2_{\text{sol}} \quad \text{for a.e. } (x,t) \in \Omega \times (0,T).
\end{equation}
By the proof of Theorem 4.1, we see that, given any subnet of $u_{\varepsilon_i}$ generating a two-scale Young measure $\nu_{z,x,t}$, we must have $\nu_{z,x,t} = \delta_{u(x,t)}$, for $(dm(z) \, dx \, dt)$-a.e. $(z,x,t) \in \mathcal{K} \times \Omega \times (0,T)$. Therefore, from Theorem 3.6, we deduce
\begin{equation}
F(z,x,t) = f(z,x,t,u(x,t)), \quad \text{for (dm(z) \, dx \, dt)-a.e. } (z,x,t) \in \mathcal{K} \times \Omega \times (0,T).
\end{equation}
In particular, $f_\varepsilon \rightharpoonup \mathcal{F} = \int_\mathcal{K} f(z,\cdot,\cdot,u(\cdot,\cdot)) \, dm(z)$, in $L^2(\Omega \times (0,T))$. But, from (5.2), we see that $f_\varepsilon$ is uniformly bounded in $L^s(\Omega \times (0,T))$, for some $s > 2$, and so, by passing to a further subsequence, if necessary, still denoted $f_\varepsilon$, we deduce that
\begin{equation}
f_\varepsilon(\cdot,\cdot) \rightharpoonup \mathcal{F}(\cdot,\cdot,u(\cdot,\cdot)) \quad \text{in } L^s(\Omega \times (0,T)), \quad \text{for some } s > 2.
\end{equation}
We now prove that (4.28) holds, in order to finish the proof, by applying Theorem 4.4. We will drop the subscript from $\varepsilon_i$ to simplify the notation.
From $w_\varepsilon \in \partial \Psi(x/\varepsilon,x,u_\varepsilon)$, we have
\begin{equation}
\int_{\Omega \times (\tau,t)} \left( \Psi(x/\varepsilon,x,u_\varepsilon(x,s)) + \Psi^* (x/\varepsilon,x,w_\varepsilon(x,s)) \right) \, dx \, ds = \int_{\Omega \times (\tau,t)} u_\varepsilon(x,s) w_\varepsilon(x,s) \, dx \, ds, \quad \text{for a.e. } 0 < \tau < t < T.
\end{equation}
Taking the limit $\varepsilon \to 0$ in the last equation, and applying (5.14) we have
\[
\lim_{\varepsilon \to 0} \int_{\Omega \times (\tau, t)} \Psi^*(x/\varepsilon, x, w_{\varepsilon}(x, s)) \, dx \, ds = \int_{\Omega \times (\tau, t)} u(x, t)w(x, t) \, dx \, dt - \int_{\Omega \times (\tau, t)} \Psi(x, w(x, s)) \, dx \, ds,
\]
and therefore, again by (5.14), we conclude that
\[
(5.18) \quad \lim_{\varepsilon \to 0} \int_{\Omega \times (\tau, t)} \Psi^*(x/\varepsilon, x, w_{\varepsilon}(x, s)) \, dx \, ds = \int_{\Omega \times (\tau, t)} \Psi^*(x, w(x, s)) \, dx \, ds.
\]
Further, from (5.14), we also have
\[
(5.19) \quad \int_{\tau}^{t} \langle \partial_{t} w, u \rangle \, ds = \int_{\Omega} (\nabla \times w(x, t)) - \Psi^*(x, w(x, \tau)) \) \, dx, \quad \text{for a.e. } \tau, t \in (0, T).
\]
Also, taking the limit as $\varepsilon \to 0$ in (5.8), we get
\[
(5.20) \quad \int_{0}^{t} \langle \partial_{t} w(s), v(s) \rangle_{H^{-1}, H^{1}_{0}} \, ds + \int_{\Omega \times (0, t)} (\nabla v - \nabla f u) \, dx \, dt = 0,
\]
for all $v \in H^{1}(0, T; L^{2}(\Omega)) \cap L^{2}(0, T; H^{1}_{0}(\Omega))$, with $v(\cdot, s) = 0, t \leq s \leq T$, a.e. in $\Omega$, which, again, can be extended to $v \in L^{2}(0, T; H^{1}_{0}(\Omega))$, to give
\[
(5.21) \quad \int_{\tau}^{t} \langle \partial_{t} w(s), v(s) \rangle_{H^{-1}, H^{1}_{0}} \, ds + \int_{\Omega \times (\tau, t)} (\nabla v - \nabla f u) \, dx \, dt = 0, \quad \text{for all } v \in L^{2}(0, T; H^{1}_{0}(\Omega)).
\]
Since $u \in L^{2}([0, T]; H^{1}_{0}(\Omega))$, we take $u$ as a test function in (5.20) to obtain
\[
(5.22) \quad \int_{\Omega} \Psi^*(x, w(x, t)) \, dx - L_{0} = - \int_{\Omega \times (0, t)} (\nabla u - u f) \, dx \, ds, \quad \text{for a.e. } t \in [0, T],
\]
where, by $L_{0}$, we denote the following limit
\[
(5.23) \quad L_{0} := \lim_{t \to 0} \int_{\Omega} \Psi^*(x, w(x, t)) \, dx,
\]
whose existence is guaranteed by the continuity in $\tau = 0$ of the right-hand side of (5.21).

We can rewrite (5.9) as
\[
(5.24) \quad \int_{\tau}^{t} \langle \partial_{t} u_{\varepsilon}(s), u_{\varepsilon}(s) \rangle_{H^{-1}, H^{1}_{0}} \, ds + \int_{\Omega \times (\tau, t)} (q_{\varepsilon} \cdot \nabla u_{\varepsilon} - f_{\varepsilon} u_{\varepsilon}) \, dx \, ds = 0, \quad \text{for a.e. } 0 < \tau < t < T,
\]
which gives, by (4.35),
\[
(5.25) \quad \int_{\Omega} \Psi^*(x, u_{\varepsilon}(x, t)) - \Psi^*(x, u_{\varepsilon}(x, \tau)) \, dx = - \int_{\Omega \times (\tau, t)} (q_{\varepsilon} \cdot \nabla u_{\varepsilon} - f_{\varepsilon} u_{\varepsilon}) \, dx \, ds,
\]
for a.e. $0 < \tau < t < T$.

We then integrate (5.25) in $t$, from $\tau$ to $T$, and in $\tau$, from $0$ to $h$,
\[
- \frac{1}{h} \int_{0}^{h} \int_{\tau}^{T} \left( \int_{\Omega \times (\tau, t)} q_{\varepsilon} \cdot \nabla u_{\varepsilon} \, dx \, ds \right) \, dt = \frac{1}{h} \int_{0}^{h} \int_{\tau}^{T} \left( \int_{\Omega \times (\tau, T)} \Psi^*(x, u_{\varepsilon}(x, t)) - \Psi^*(x, w(x, \tau)) \right) \, dx \, dt
\]
\[
(5.26) \quad - \frac{1}{h} \int_{0}^{h} \int_{\tau}^{T} \int_{\Omega \times (\tau, t)} u_{\varepsilon} f_{\varepsilon} \, dx \, ds \, dt.
\]
Taking $\varepsilon \to 0$ in (5.26), using (5.18), (5.17), and then taking $h \to 0$, we get
\begin{equation}
(5.27) \quad - \lim_{\varepsilon \to 0} \int_0^T \left( \int_{\Omega \times (0,t)} q_\varepsilon \cdot \nabla u_\varepsilon \, dx \, ds \right) dt = \int_{\Omega \times (0,T)} \nabla \cdot (x, w(x, t)) \, dx \, dt - \int_0^T \left( \int_{\Omega \times (0,t)} u \, dx \, ds \right) dt
\end{equation}
where we have used that
\begin{equation}
(5.28) \quad \lim_{h \to 0} \frac{1}{h} \int_0^h \sup_{\varepsilon > 0} \left( \int_{\Omega \times (0,\tau)} |q_\varepsilon \cdot \nabla u_\varepsilon| \, dx \, ds \right) dt + \int_0^T \left( \int_{\Omega \times (0,\tau)} |q_\varepsilon \cdot \nabla u_\varepsilon| \, dx \, ds \right) dt = 0,
\end{equation}
by (5.11) and (5.12). Now, using (5.22) in the right-hand side of (5.27), we get
\begin{equation}
(5.29) \quad \lim_{\varepsilon \to 0} \int_0^T \left( \int_{\Omega \times (0,t)} q_\varepsilon \cdot \nabla u_\varepsilon \, dx \, ds \right) dt = \int_0^T \int_{\Omega \times (0,t)} \Psi \cdot \nabla u \, dx \, ds \, dt.
\end{equation}
Finally, applying Lemma 4.2, (5.16) and (2.9), we conclude
\begin{equation}
(5.30) \quad \lim_{\varepsilon \to 0} \int_0^T \left( \int_{\Omega \times (0,t)} q_\varepsilon \cdot \nabla u_\varepsilon \, dx \, ds \right) dt = \int_0^T \int_{\Omega \times (0,t)} q(z, x, t) \cdot (\nabla u + u_1(z, x, t)) \, dm(z) \, dx \, ds \, dt.
\end{equation}
We can then apply Theorem 4.4 to conclude the proof.

6. Single nonlinearity, Kirchhoff transformation, and uniqueness.

Following [36], in this section we briefly comment on the simpler case where $\alpha(z, x, t, u, \eta)$ is linear in the vector variable $\eta$, that is,
\begin{equation}
(6.1) \quad \alpha(z, x, t, u, \eta) = K(z, x, t, u) \cdot \eta, \quad \text{for all } (u, \eta) \in \mathbb{R} \times \mathbb{R}^n, \text{ and a.e. } (z, x, t) \in \mathbb{R}^n \times \Omega \times (0, T),
\end{equation}
where $K$ is a (possibly non-symmetric) positive-definite $n \times n$ matrix-valued function, so that there exist $k_0 > 0$, $k_1 > 0$ such that
\begin{equation}
(6.2) \quad k_0|\xi|^2 \leq [K(z, x, t, u) \cdot \xi] \cdot \xi \leq k_1|\xi|^2, \quad \text{for all } \xi \in \mathbb{R}^n, u \in \mathbb{R}, \text{ and a.e. } (z, x, t) \in \mathbb{R}^n \times \Omega \times (0, T),
\end{equation}
with entries $k_{ij}$ such that $k_{ij}(z, x, t, \cdot)$ is continuous in $\mathbb{R}$, for a.e. $(z, x, t) \in \mathbb{R}^n \times \Omega \times (0, T), t \mapsto k_{ij}(\cdot, \cdot, t, u) \in L^2(0, T; B^2(\mathbb{R}^n; L^2(\Omega)))$, and $k_{ij}(\cdot, t, u)$ is a regular test function, for a.e. $t \in (0, T)$, for all $u \in \mathbb{R}$. Besides, consistently with (a5), we ask that there exists $c_0 > 0$ and $\sigma \in (0, 1)$, such that
\begin{equation}
(6.3) \quad |k_{ij}(z, x, u_1) - k_{ij}(z, x, u_2)| \leq c_0|u_1 - u_2|^{\sigma}, \quad \text{for all } u_1, u_2 \in \mathbb{R}, \text{ and a.e. } (z, x, t) \in \mathbb{R}^n \times \Omega \times (0, T).
\end{equation}
In this case, the homogenization of the factor $\nabla \cdot \alpha(z, x, t, u, -\nabla u)$ in (5.1) may be performed by using the classical approach for linear elliptic and parabolic equations (see, e.g., [10]). Following the notation in the proof of Theorem 4.4, if $q(z, x, t)$ is the two-scale limit of $q_\varepsilon(x, t) = \alpha(x/\varepsilon, x, t, u_\varepsilon, \nabla u_\varepsilon)$, by the proof of that theorem we obtain
\begin{equation}
(6.4) \quad q(z, x, t) = K(z, x, t, u(x, t)) \cdot (\nabla_x u(x, t) + \nabla_z V(z, x, t)),
\end{equation}
for $(dm(z) \, dx \, dt)$-a.e. $(z, x, t) \in \mathcal{K} \times \Omega \times (0, T),
\begin{equation}
(6.5) \quad \int_{\mathcal{K}} \left[ K(z, x, t, u(x, t)) \cdot (\nabla_x u(x, t) + \nabla_z V(z, x, t)) \right] \cdot \nabla \varphi(z) \, dm(z) = 0,
\end{equation}
for a.e. $(x, t) \in \Omega \times (0, T)$, for all $\varphi \in \mathcal{A}$, such that $\partial_k \varphi \in \mathcal{A}, k = 1, \cdots, n$,
where we now write $u_1(z, x, t) = \nabla_z V(z, x, t)$, for some $V \in B^2(\mathbb{R}^n; L^2(\Omega \times (0, T)))$, which we may do, since $u_1(\cdot, x, t) \in V^2_{pot}$, for a.e. $(x, t) \in \Omega \times (0, T)$. 

More precisely, using the identification of $\mathcal{B}^2$ with $L^2(\mathcal{K}; dm(z))$, we denote by $H_0^1(\mathcal{K})$ the completion of the space of
\[ A_1 := \{ \varphi \in \mathcal{A} : \partial_k \varphi \in \mathcal{A}, \ k = 1, \cdots, n, \ \varphi = 0 \}, \]
with respect to the metric given by the inner product defined by
\[ \langle \varphi, \tilde{\varphi} \rangle_1 := \int_{\mathcal{K}} \nabla \varphi(z) \cdot \nabla \tilde{\varphi}(z) \, dm(z). \]
Let $H^{-1}(\mathcal{K})$ denote the dual of $H_0^1(\mathcal{K})$, and let $H(\mathcal{K}) := \{ \varphi \in L^2(\mathcal{K}) : \varphi = 0 \}$, and $H(\mathcal{K}; \mathbb{R}^n) = H(\mathcal{K}) \times \cdots \times H(\mathcal{K})$. For $\varphi \in H(\mathcal{K}; \mathbb{R}^n)$, we may define $\nabla \cdot \varphi \in H^{-1}(\mathcal{K})$ by
\[ \langle \nabla \cdot \varphi, \psi \rangle := \langle \varphi, \nabla \psi \rangle_0 := \int_{\mathcal{K}} \varphi(z) \cdot \nabla \psi(z) \, dm(z), \quad \text{for all } \psi \in H_0^1(\mathcal{K}). \]
Also, by Riesz representation, given any $\xi \in H^{-1}(\mathcal{K})$, we may find $v \in H_0^1(\mathcal{K})$, such that
\[ \langle v, \varphi \rangle_1 = \langle \xi, \varphi \rangle, \quad \text{for all } \varphi \in H_0^1(\mathcal{K}), \]
and we denote $v := \Delta^{-1} \xi$. In this way, we can define
\[ V(z, x, t) := \Delta^{-1}(\nabla \cdot u_1). \]
The homogenized operator associated with the factor $\nabla \cdot \alpha(x/\varepsilon, x, t, u_{\varepsilon}, -\nabla u_{\varepsilon})$ in (5.1), when $\alpha$ is given by (6.1), is then obtained from (6.5), as long as we obtain a representation for $\nabla_x V(z, x, t)$ in terms of $\nabla_x u$, where $u$ is the weak limit of $u_{\varepsilon}$ in $L^2(0, T; H_0^1(\Omega))$. As usual, this is achieved by writing
\[ V(z, x, t) = W_1(z, x, t) \frac{\partial u}{\partial x_1} + \cdots + W_n(z, x, t) \frac{\partial u}{\partial x_n}, \]
where $W_i(z, x, t) \in H_0^1(\mathcal{K})$, for a.e. $(x, t) \in \Omega \times (0, T)$, is the solution of
\[ \int_{\mathcal{K}} \left[ K(z, x, t, u(x, t)) \cdot \nabla_z W_i(z, x, t) \right] \cdot \nabla_z \varphi(z) \, dm(z) = - \int_{\mathcal{K}} \left[ K(z, x, t, u(x, t)) \cdot e_i \right] \cdot \nabla_z \varphi(z) \, dm(z), \]
for all $\varphi \in H_0^1(\mathcal{K})$, $i = 1, \cdots, n$, where $e_i$ is the $i$-th element of the canonical basis. The existence and uniqueness of $W_i(\cdot, x, t)$ is guaranteed by Lax-Milgram theorem (see, e.g., [17]). Therefore, we obtain the homogenized operator
\[ \overline{\alpha}(x, t) = K_0(x, t, u(x, t)) \cdot \nabla_x u, \]
where $K_0(x, t, u)$ is the matrix-valued positive-definite function whose entries are given by
\[ k_{ij}(x, t, u) := \int_{\mathcal{K}} e_i \cdot [K(z, x, t, u) \cdot (e_j + \nabla_z W_j(z, x, t))] \, dm(z) \]
\[ = \int_{\mathcal{K}} (e_i + \nabla_z W_i(z, x, t)) \cdot [K(z, x, t, u) \cdot (e_j + \nabla_z W_j(z, x, t))] \, dm(z) \]
\[ = \int_{\mathcal{K}} (\delta_{il} + \partial_i W_l(z, x, t)) k_{lm}(z, x, t, u) (\delta_{jm} + \partial_m W_j(z, x, t)) \, dm(z), \]
where we use the summation convention. Observe that $K_0$ also satisfies an ellipticity condition like (6.2).

Let us now consider the particular case where
\[ K(z, x, t, u) = G(z, x) h(u), \quad \text{so that } \ k_{ij}(z, x, t, u) = g_{ij}(z, x) h(u), \]
with $G = (g_{ij})$ a positive-definite matrix-valued function, say, for some $0 < \gamma_0 < \gamma_1 < \infty$,
\[ \gamma_0 |\xi|^2 \leq |G(z, x) \cdot \xi| \cdot \xi \leq \gamma_1 |\xi|^2, \quad \text{for all } \xi \in \mathbb{R}^n, \text{ a.e. } (z, x) \in \mathbb{R}^n \times \Omega, \]
and $h : \mathbb{R} \to \mathbb{R}$ is a Borelian function, with $h(u) > 0$, for a.e. $u \in \mathbb{R}$. It has a special interest since it includes both the classical Stefan model (see, e.g., [12]) and the classical porous medium equation (see, e.g., [4]),
and the problem (5.1), in this case, is well posed, as we will show now, considering just the situation where \( f \equiv 0 \), for simplicity.

In this case, we may use the so called Kirchhoff transformation, defined as

\[
V := H(u) = \int_0^u h(\sigma) \, d\sigma.
\]

Through this change of dependent variable we have

\[
q(z, x, t) = G(z, x) \cdot \nabla_x V.
\]

The first equation in (5.1) then reads

\[
\frac{\partial w}{\partial t} - \nabla \cdot \left[ G_0(x) \cdot \nabla_x V \right] = 0
\]

while the second relation in (5.1) becomes

\[
w(x, t) \in \partial \tilde{\Psi}(x, \tilde{V}(x, t)), \quad \text{a.e. in } \Omega \times (0, T),
\]

and \( \tilde{\Psi}(x, V) \) is the convex function (defined up to a constant) whose subdifferential is \( \partial \Psi(z, x, H^{-1}(V)) \), which is strictly convex whenever \( \Psi \) is. These relations are then complemented by the corresponding initial-boundary conditions

\[
w(x, 0) = w_0(\frac{x}{\varepsilon}, x), \quad V(x, t) = 0, \quad \text{for } (x, t) \in \partial \Omega \times (0, T).
\]

The homogenized problem is then obtained through the argument just explained leading to (6.8). We then get a homogenized equation of the form

\[
\frac{\partial w}{\partial t} - \nabla \cdot [G_0(x) \cdot \nabla V] = 0
\]

with

\[
w(x, t) \in \partial \tilde{\Psi}(x, V(x, t)), \quad \text{a.e. in } \Omega \times (0, T),
\]

and initial-boundary conditions

\[
w(x, 0) = \bar{w}_0(x), \quad V(x, t) = 0, \quad \text{for } (x, t) \in \partial \Omega \times (0, T).
\]

As we have anticipated above, an important feature about both problems, (6.11)–(6.13), and (6.14)–(6.16), is that they are well posed, that is, the weak solution in the sense of Definition 5.1 is unique. This is a well known fact, but we give here a simple proof of that, for the sake of completeness of our discussion, and also because we miss a precise reference for this specific case. We do that for problem (6.14)–(6.16), which, of course, also applies to problem (6.11)–(6.13). For simplicity, we will assume that \( G_0(x) \) is symmetric.

Let us consider the bilinear form \( a : H^1_0(\Omega) \times H^1_0(\Omega) \to \mathbb{R} \), given by

\[
a(u, v) := \langle G_0(x) \cdot \nabla u, \nabla v \rangle_{L^2(\Omega)},
\]

and let \( A : H^1_0(\Omega) \to H^{-1}(\Omega) \) be the corresponding operator, i.e.,

\[
Au(v) := a(u, v).
\]

From (6.10) we easily deduce that \( A \) is an isomorphism. Now, suppose \( (w_1, V_1) \) and \( (w_2, V_2) \) are two weak solutions of (6.14)–(6.16), and set \( w = w_1 - w_2, \ V = V_1 - V_2 \). By the Definition 5.1 we obtain that

\[
\int_0^t \langle \frac{\partial w}{\partial t}(s), v(s) \rangle_{H^{-1}, H^1_0} \, ds + \int_0^t \int_{\Omega} [G_0(x) \cdot \nabla V(x, s)] \cdot \nabla v(x, s) \, dx \, ds = 0,
\]

for all \( v \in L^2(0, T; H^1_0(\Omega)) \), or, equivalently,

\[
\frac{\partial w}{\partial t} = -AV, \quad \text{in } L^2(0, T; H^{-1}(\Omega)).
\]
By applying $A^{-1}$ to both sides, we get

(6.19) \[ A^{-1} \frac{\partial w}{\partial t} = -V, \quad \text{in } L^2(0, T; H^1_0(\Omega)). \]

Therefore, we have

\[ \int_0^t a \left( A^{-1} \frac{\partial w}{\partial t}(s), A^{-1} w(s) \right) \, ds = - \int_0^t a(V(s), A^{-1} w(s)) \, ds, \]

and so, since $a$ is symmetric,

(6.20) \[ \int_0^t \frac{\partial}{\partial t} \left( \int_\Omega [G(x) \cdot \nabla A^{-1} w(x,s)] \cdot (\nabla A^{-1} w(x,s)) \, dx \right) \, ds = - \int_0^t \langle V(s), w(s) \rangle_{L^2(\Omega)} \, ds. \]

Now, $\nabla A^{-1} w \in C([0, T]; L^2(\Omega))$ and $\nabla A^{-1} w(0) = 0$, so (6.20) implies

(6.21) \[ \int_\Omega [G(x) \cdot \nabla A^{-1} w(x,t)] \cdot (\nabla A^{-1} w(x,t)) \, dx = - \int_0^t \langle V(s), w(s) \rangle_{L^2(\Omega)} \, ds, \quad \text{for a.e. } t \in (0, T). \]

But $w(x,s) = w_1(x,s) - w_2(x,s) \in \overline{\partial \Psi}(x, V_1(x,s)) - \partial \Psi(x, V_2(x,s))$, for a.e. $(x,s) \in \Omega \times (0, T)$, therefore $V(x,s)w(x,s) \geq 0$, for a.e. $(x,s) \in \Omega \times (0, T)$, by monotonicity. Using also (6.10), we then obtain from (6.21)

(6.22) \[ \int_\Omega |\nabla A^{-1} w(x,t)|^2 \, dx \leq 0, \quad \text{for a.e. } t \in (0, T), \]

and since $A^{-1} w \in L^2(0, T; H^1_0(\Omega))$, we get that $w = 0$, a.e. in $\Omega \times (0, T)$, that is $w_1 = w_2$, and hence, $V_1 = V_2$, as desired.
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