Skin Lesion Classification Using Hybrid Deep Neural Networks
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Abstract

Skin cancer is one of the major types of cancers and its incidence has been increasing over the past decades. Skin lesions can arise from various dermatologic disorders and can be classified to various types according to their texture, structure, color and other morphological features. The accuracy of diagnosis of skin lesions, specifically the discrimination of benign and malignant lesions, is paramount to ensure appropriate patient treatment.

Machine learning-based classification approaches are among popular automatic methods for skin lesion classification. While there are many existing methods, convolutional neural networks (CNN) have shown to be superior over other classical machine learning methods for object detection and classification tasks.

In this work, a fully automatic computerized method is proposed, which employs well established pre-trained convolutional neural networks and ensembles learning to classify skin lesions. We trained the networks using 2000 skin lesion images available from the ISIC 2017 challenge, which has three main categories and includes 374 melanoma, 254 seborrheic keratosis and 1372 benign nevi images. The trained classifier was then tested on 150 unlabeled images. The results, evaluated by the challenge organizer and based on the area under the receiver operating characteristic curve (AUC), were 84.8% and 93.6% for Melanoma and seborrheic keratosis binary classification problem, respectively.

The proposed method achieved competitive results to experienced dermatologist. Further improvement and optimization of the proposed method with a larger training dataset could lead to a more precise, reliable and robust method for skin lesion classification.

1 Introduction

Skin cancer is the most common cancer type in the United States of America and it is estimated that one in five Americans will develop skin cancer in their lifetime. Among different types of skin cancer, malignant melanoma itself (the deadliest type) is responsible for 10000 deaths annually in the united states [1]. However, in case of diagnosis in early stages, it is completely curable [2]. Early diagnosis of the cancer type is also important since
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Dermoscopy has become the most important non-invasive tool for detection of melanoma and other pigmented skin lesions. In contrast to naked eye examinations, dermoscopy reveals subsurface structures of the skin. It makes use of handheld devices that extend optical light ray penetration beyond the skin surface and minimize surface reflection. This technique provides better differentiation between different lesion types based on their appearance and morphological features. However, visual inspection of dermoscopic images by dermatologists relies on the experience of the physicians. Due to the difficulty and subjectivity of manual interpretation, computerized analysis of dermoscopy images has become an important research area with the aim to reduce diagnostic errors. While many computer-aided methods for lesion classification are based on lesion border detection and hand-crafted features, they lacked generalization capability due to high variations in dermoscopic images. These variations could be caused by different zooming, angles and lightening conditions. In addition, dermoscopic images suffer from various artifacts, which could have negative effect on classification accuracy. Fig. 1 shows some common artifacts. These problems could be overcome by using established pre-trained deep convolutional neural networks (CNN), which were trained on more than 1.4 million natural images (ImageNet dataset) with various photographic conditions. These networks can be used as optimized feature extractors for dermoscopic images. While some research has been conducted to extract features using deep features for skin lesion classification, they were limited by exploiting specific network architecture or using specific layer for extracting features. In this work, we hypothesize that using different architectures, extracting features from different layers and using ensemble learning on top of all, could lead to better classification with competitive precision to experienced dermatologist.
2 Method

The following subsections describe the algorithms and the dataset, which was used in the frame of this paper.

2.1 Dataset

The available images from ISIC 2017 challenge were used for training purposes. This dataset is composed of 2000 color dermoscopic skin images with corresponding labels. Three different skin lesion types are found in this dataset including 374 melanoma images, 254 seborrheic keratosis and 1372 benign nevi images with various sizes (from $1022 \times 767$ to $6748 \times 4499$), photographic angles and lightening conditions. Some images from this dataset include artefacts as shown in Fig. 1. Another set of 150 skin images was provided by the challenge organizers. The class labels of these test images were concealed from the participants for final evaluation of the performance of each proposed method by the challenge organizers.

2.2 Preprocessing

We applied three preprocessing steps on the images. First, we normalized the images by subtracting the mean RGB value of ImageNet dataset as suggested in [10] since the pre-trained networks were optimized for those images. Next, the images were resized to appropriate size using bicubic interpolation to be fed to the networks ($227 \times 227$ and $224 \times 224$). Finally, we augmented the images to have a bigger training set. For data augmentation we rotated the images by 0, 90, 180 and 270 degree and then applied horizontal flipping to each image. From the derived artificial data set, we used 80% of the images randomly for training the classifiers.

2.3 Deep learning models and classification

The presented deep feature extractor used two pre-trained networks. We used pre-trained AlexNet architecture [10] and VGG-16 architecture [11] as feature extractor. We explore extracting features from different layers of pre-trained models to see how they could affect classification results. The features were mainly extracted from the last fully connected (FC) layers. We used first and second fully connected layers (referred as FC6 and FC7 with 4096 dimensions) and also the concept detector layer (referred as FC8 with 1000 dimension). These features along with corresponding labels (skin type) were then used to train multi-class non-linear support vector machine (SVM) classifiers. We trained different classifiers for each network and then averaged the class score to have the final classification result.
2.4 Evaluation

To evaluate the classification results, we mapped SVM scores to probabilities using logistic regression as described in [12]. Since the classifiers were trained for a multi classification problem (3 classes including melanoma, seborrheic keratosis and benign nevi classes), we combined the scores to have the results for two binary classification problems, which were melanoma classification and seborrheic keratosis classification. Classifier performance, in terms of accuracy (ACC) and area under the receiver operating characteristics curve (AUC) were measured for 150 test images.

3 Results

The summarized classification results on the test images are shown in Table[1]. To calculate the accuracy, a probability of 50% was used as threshold. All experiments were performed on a laptop computer with NVIDIA GTX 840M 2GB, 6 GB installed memory and Intel Core i7-4500U 1.8 GHz CPU. The main implementation of the algorithm was done with MATLAB (version 2016b) and MatConvNet framework for CNN. The run-time of the implemented algorithm for training SVM and extracting features was around 70 minutes and for testing on all test images it was around 5 minutes.

| Network | Feature Layer | M-ACC | SK-ACC | M-AUC | SK-AUC | Avg AUC |
|---------|---------------|-------|--------|-------|--------|---------|
| AlexNet | FC8           | 83.3  | 88.0   | 78.4  | 90.3   | 84.3    |
| AlexNet | All FC        | 84    | 89.3   | 82.8  | 94.9   | 88.9    |
| VGG-16  | FC8           | 82.7  | 79.3   | 78.8  | 81     | 79.9    |
| VGG-16  | All FC        | 85.3  | 88.0   | 81.9  | 92.8   | 87.3    |
| Fusion  | All FC        | 84.7  | 84.7   | 84.8  | 93.6   | 89.2    |

4 Discussion & Conclusion

In this work, we demonstrated how using pre-trained deep architectures, which were originally trained for natural images, can be used for dermoscopic image classification with competitive accuracy to experienced dermatologists. As the results of Table[1] suggested, fusing networks results and extracting features from different layers of the network could increase both accuracy and AUC. Extracting features from other pre-trained networks and from other layers is an open field for further research. In addition, using the
same approach on a larger training data set could potentially lead to a better predictive model.
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