Predict the Value of Football Players Using FIFA Video Game Data and Machine Learning Techniques
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ABSTRACT Football is a popular sport; however, it is a big business as well. From a managerial perspective, the important decisions that team managers make —Concerning player transfers, issues related to player valuation, especially the determination of transfer fees and market values, are of major concern. Market values can be understood as estimates of transfer fees— prices that could be paid for a player on the football market. Therefore, market values play an important role in transfer negotiations. The market has traditionally been estimated by football experts. However, expert judgments are inaccurate and not transparent. Data analytics may thus provide a sound alternative or a complementary approach to experts-based estimations of market value. In this study, we propose an objective quantitative method to determine football players’ market values. The method is based on the application of machine learning algorithms to the performance data of football players. The data used in the experiment are FIFA 20 video game data, collected from sofifa.com. We estimate players’ market values using four regression models that were tested on the full set of features—linear regression, multiple linear regression, decision trees, and random forests. Moreover, we seek to analyze the data and identify the most important factors affecting the determination of the market value. In the experimental results, random forest performed better than other algorithms for predicting the players’ market values. It has achieved the highest accuracy score and lowest error ratio compared to baseline. The results show that our methods are capable to address this task efficiently, surpassing the performance reported in previous works. Finally, we believe our results can play an important role in the negotiations that take place between football clubs and a player’s agents. This model can be used as a baseline to simplify the negotiation process and estimate a player’s market value in an objective quantitative way.

INDEX TERMS Player value prediction, regression, machine learning, football analytics, FIFA video game data.

I. INTRODUCTION
Football is the world’s most popular game in the number of participants and spectators [1]. The revenue for European football clubs alone for 2017 was rated at $27bn [2]. Therefore, it becomes an essential contributor to the global economy [3]. The demand for football stars has been increasing dramatically in the past few decades, and the value of the football players is exceeding €100 M. These numbers are much higher than historical trade figures, compared to the normal inflation rate [4]. From a management perspective, the most important decision that football clubs have to make is choosing the players [5]. Player transfers have a tremendous impact on a club’s chances of success [6]. Therefore, researchers from various disciplines have studied the factors affecting transfer fees [4].

Recently, researchers have begun to pay special attention to the market values of players. A player’s market value is an estimate of the amount with which a team could sell a player’s contract to another team [7]. While transfer fees represent the actual prices paid in the market, market values provide estimates of transfer fees, therefore they play an important role in transfer negotiations. Football experts, such as team managers and sports journalists have always valued market values, while crowdsourcing sites such as Transfermarkt (www.transfermarkt.com) have proven useful in estimating
market value over the past few years. However, data-based methods for estimating market value have not been used widely in football [8].

The problem of identifying the most important determinants of market value for football players has been well described in the literature [9]–[12]. In the literature, many different variables were found and these indicators are classified into three categories—player characteristics, player performance, and player popularity. Some studies indicated that there is a non-linear relationship for some of these variables—such as age—with the dependent variable (market value) [7], [8], [13].

For the past two decades, machine learning has become essential to transforming football statistics into useful information for helping teams and coaches analyze opponents and make better decisions in real-time. However, research in football analytics with Machine Learning techniques is limited. The main reason for this is the lack of a large-scale dataset for players, which is a problem because gathering such detailed information about players may be expensive, making sensing data limited to teams with high purchasing power [1]. In football analytics, video games like FIFA and Football Manager (FM) consider as another source of data. Since 2014, researchers and clubs have used video games as alternative sources for data. Shin and Robert used the FIFA video game data to predict the result of the matches. They found that this data can be used in machine learning projects to make predictions with very accurate results [14].

In this paper, an effective machine learning method is introduced, designed using FIFA 20 dataset. This dataset includes different performance ratings for more than 17,000 players. Attributes of this dataset show different skills of players—shooting score, passing score, and dribbling score. Using this dataset, we can evaluate the performances of the players in the past season.

**Theoretical hypothesis:** To our knowledge, linear regression models have been used without regard to the fact that some variables are non-linearly related to the value of the player. This means that the use of nonlinear regression methods (such as decision trees) may show outperformance over the standard approach used in the literature.

The aim of the study was achieved using three steps:

1) The first step determined the factors affecting the players’ market value and organized them into a dependent variable (i.e. market value) and independent variables (i.e. predictors).

2) The second step analyzed the selected factors that influence the market value of the players. This analysis was conducted in two stages:
   - The first stage is a preliminary analysis to study the quality of the selected features.
   - The second stage is an extended analysis in which the logical choice of these features is verified.

3) In the third step, in contrast to other methods used in the literature, linear and non-linear methods were tested to solve the problem.

The main novelty of this research is the study and analysis of the factors that affect the market value of football players across several stages and the estimation of the value of players based on their relevant features. The experimental results showed the superiority of the proposed non-linear methods over the latest methods in the problem of predicting the market value of football players. Thus, the contributions of this study are not limited to the field of application related to video games but go beyond it through the superiority of the methodology used in the study over the standard approach used in the literature to solve the same problem and using the same data.

Our results show that using random forests to predict the market value of football players is very promising. Compared to previous work Behravan and Razavi [13], we achieve much better accuracy by using a single learning model. Moreover, the random forest is easier to measure than the optimization method Behravan and Razavi [13] and the training of the model is relatively fast. In addition, the random forest model requires fewer inputs (7 inputs) than the Behravan and Razavi [13] model (55 inputs) and Müller et al. [8] model.

Sections 2, 3, 4, 5, 6, 7, 8, and 9 proceed with the background, the methodology of the study, dataset description, and the machine learning models used in the study, the evaluation metrics, the results, and the discussion respectively. The last section of the paper encompasses the conclusions and further research.

**II. BACKGROUND**

**A. FACTORS THAT INFLUENCE THE MARKET VALUE OF FOOTBALL PLAYERS**

Since 2013, the International Center for Sports Studies (CIES) has developed a robust econometric approach to assess the transfer value of professional footballers on a scientific basis [15]. According to this approach and previous literature, in this experiment, we looked at the different factors that influence the market value of football players. According to the literature, the most common indicators for assessing market value fall into three categories: player characteristics, player performance, and player popularity. In the next section, we review the most important selected studies that used these indicators.

1) **PLAYER CHARACTERISTICS**

Player characteristics are described as both physical and demographic attributes. **Age** is an important indicator of market value, as it reflects both experience and ability [16]. Most studies used the age factor to estimate market value, bearing in mind that players’ values usually increase until their mid-20s and decrease thereafter. Besides, it has been found that **player height** leads to a significant increase in salary returns [17], because it indicates good header ability that may increase the likelihood of scoring or preventing a goal [18]. Another characteristic that has been studied in player-valuation research is **footedness**. Bryson et al. [17]...
concluded that being able to play with both feet raises the salaries of players, and Herm et al. [7] found that it positively impacts their market values.

In the same context, the researchers also studied whether the players’ nationalities affected their market values [4]. For example, in their study of the Spanish professional football league, Garcia-del-Barrio and Pujol [19] found that non-Spanish European players were systematically overrated, while non-European players were systematically underrated. Finally, the player position—goalkeeper, defender, midfielder or forward player—is important in estimating market value. Several researchers have found that player positions affect salaries and transfer fees, as they reflect a player’s degree of specialization and their ability to attract fans. Miao [20] concluded that attackers receive much higher attention and rewards than goalkeepers, as the attackers are more visible to the crowd and thus have a greater capacity to attract crowds.

2) PLAYER PERFORMANCE
Several player performance metrics can be used to estimate market values. Goals, including field goals, headers and penalties, refer to players’ ability to score and so are a largely unambiguous measure of performance [16].

Apart from the abovementioned metric, many researchers used other performance metrics that helped explain the value and the fees. Passing are used frequently [7]; duelling (or tackles) in the form of clearances; dribbles [21]; committed fouls [20]; and yellow and red cards [22].

3) PLAYER POPULARITY
In football, not only is the talent of the player crucial in determining the market value. The popularity also can explain the demand for football players [23]. In other words, the market value of football players also depends on their crowd-pulling power, independent of what they show on the pitch. The image of a player outside the football pitch influences the number of jerseys sold and money earned from portrait rights. Accordingly, studies of the football transfer market have investigated popularity-related factors [24]. Popular athletes have commercial value, which is important for the club [25].

Even though players like Messi, Ronaldo or even Ibrahimovic are close to retirement, their brand value is still very high as they have gained international stature during their careers. Everyone knows their face, and this gives them extra ammunition when negotiating sponsor deals with popular brands. In summary, this study has identified several indicators of market value, including player characteristics, performance, and popularity, with most of the extant studies relying on similar factors. The next section explains how we operationalized these factors and how we analyzed the dataset to train market-value estimation models.

B. RELATED WORK
Bhravan and Razavi built a machine learning model using the FIFA 20 dataset. In their study, they used Hybrid regression—a combination of particle swarm optimization (PSO) and support vector regression SVR). According to the authors, the RMSE and MAE for their method are 2,819,286 and 711,029.413, respectively, while the results presented by [8] were 5,793,474 and 3,241,733. These results indicate that their method has a significant advantage over other methods of estimating the market value of football players [13].

Philippi et al. analyzed the impact of team variables and player positions on the market value of football players. According to their results, the regression analysis showed that team level, birth month, league, place of play, and player’s age influence the players’ market values. They also indicated that players who play in attacking midfield and were born in the first quarter of the year are the most valuable players [26].

Müller et al. [8] presented a multi-level regression method for estimating the market value of players. They created a dataset that contained various attributes such as player characteristics—age, position, nationality—player performance, and popularity. They analyzed the influence of various factors on the market value of players and then trained a regression method to estimate the value. Besides, the authors in their paper explained the limitations of the crowdsource estimating method used by transfermarkt.com.

Majewski [12] investigated the influence of various factors on the value of forwarding players to determine the most important factors. In this study, he used information on 150 famous attackers stored in Transfemarkt.de and adopted the GLS method (generalized at least squared) to find the important factors. Based on his results, the number of goals, assists, the value of the entire team, and FIFA’s rating points had an impact on the market value of attacking players. Considering the role of players as the positive point in his study, but merely focusing on the forward players is a negative point.

Stunojevic and Gyarmati [27] presented a methodology for estimating the market value of 12,858 players based on players’ performance data. Where they built several models using supervised learning and players’ performance data gathered from transfermarkt.uk website and sports analytics company InStat. These models were built using 45 predictors. The results proved that the developed model outperforms widely used transfermarkt.com market value estimates in predicting team performance.

Herm et al. [7] introduced a method to estimate the transfer fee of football players based on five talent variables (age, precision, success, assertion, and flexibility). Their model shows the age is inversely proportional to players’ market value. So, the main drawback of this research is using community evaluations that can be biased or suffer from a lack of knowledge.

Frank and Noisch [23] investigated the impact of talent and popularity of players on their market value. They attempted to measure players’ talent using 20 criteria. Using an OLS regression model, they concluded that the popularity of players increases their market value.
III. METHODOLOGY

The methodology used in this experiment is based on supervised machine learning. That is, the algorithm “learns” from samples of data to infer a model, and then the model is tested using other samples that were not used to build the model. These test samples allow us to compare the values predicted by the model with actual values, and gauge the model’s accuracy in predicting real samples. In this study, the expected values are the market value of football players, and each sample is represented by a set of variables that represent the player’s performance and skills. The proposed methodology consists of the following steps:

- **Step 1: General investigation to determine the factors affecting the players market value:**
  
  In this step, we have reviewed the studies devoted to predicting a player’s market value. Besides, we searched the literature for the factors affecting the market value, and we identify the variables that have an impact on the market value of players. Nine variables were identified due to their frequent appearance in the literature. Table 1 shows the features that were used in this study.

- **Step 2: Preprocessing techniques:**

  Preprocessing is one of the most data mining tasks which includes preparation and transformation of data into a suitable form to mining procedure. It includes several techniques like data cleaning, transformation, reduction, etc [28]. Data cleaning is a very important step in any machine learning project to get accurate results. Thus, the data has been cleaned and processed, and the most appropriate part of the data was used while building the models.

  The data cleaning steps are summarized as follows:
  - Removing the redundant columns (e.g. name, link, id etc.) and keeping columns with the features we want for modelling as dependent variables (including Age, Height, Potential, International reputation, Weak foot, Team position, Shooting, Passing, and Dribbling).
  - Dealing with the missing values.
  - Converting categorical features (Team Position) to numeric values.

  There are 26 unique locations in the data set. This is too much for a categorical variable. Therefore, these positions have been grouped into more general categories as in Figure 1 (e.g. forward, midfielder, and defender).
  - Converting all numeric columns to integer or float.
  - Converting International Reputation column (5 ⋆) to integer (5) with scale (1-5).
  - Converting Weak foot column (5 ⋆) to integer (5) with scale (1-5).
  - Converting player value to decimal money (Including €, M and K characters).
  - Applying a log transformation on the data to reduce the variance in the target variable.

  The player value is our target feature. The values of different players vary significantly, particularly for the top players whose value increases exponentially. Analyzing this data showed us that the values of players have a right-skewed distribution which could make the prediction of very high-value players difficult during modelling. The logarithmic transformation has been applied to give it a better distribution (Figure. 2).

- **Step 3: The preliminary analysis of a selected subset of features**

  To study the quality of the selected subset of features (identified in step 1), the level of interdependence of these features with each other was studied using the Pearson Correlation Coefficient. The hypothesis on which the heuristic is base states below: Good feature subsets contain features highly correlated (predictive of) with the class, yet uncorrelated with (not predictive of) each other. Figure 3 summarizes the numerical features correlations to the target variable (Player value). Besides this, the predictors (features) themselves were also correlated with each other. This can be seen in Figure 4.

  As shown in Figures 3 and 4, playing attributes (shooting, passing and dribbling) tend to be correlated strongly with each other but do not strongly correlate to player value. Therefore, it may be necessary to combine some of these attributes to reduce the model complexity. Of the playing attributes, the passing seems to be the most correlated to...
the value. Therefore, we decided to consider the passing attribute and dropping shooting and dribbling. Figure 5 shows the correlation matrix for selected attributes in the term of Heatmap.

- Step 4: The extended analysis of a selected subset of features

After defining the new subset of features (identified in Step 3), the logical selection of these variables was verified by statistical significance using linear regression analysis and decision trees. In the experiments, an ordinary least squares (OLS) model was fitted. Analysis of variance could provide us with a first impression of how each predictor was correlated with the dependent variable. The P-value was used to determine the statistical significance of the regression coefficients. P-value allows telling whether the null hypothesis is to be rejected or not.

Figure 6 shows the Analysis of Variance (ANOVA) table via OLS fit. According to the analysis, the coefficients of age, height, potential and international reputation are significant (P-value < 0.05). As for the variables weak foot, position, and passing, they are not statistically significant. This indicates that these features increase model complexity without improving performance and should be considered candidates for dropping in the multiple linear regression model.

For decision tree methods, Gini Importance calculates the importance of each feature as the sum over the number of splits (across all trees) that include the feature, proportionally to the number of samples it splits [29]. Figure 7 shows the importance of predictors according to models of decision trees and random forests. On the left in Figure 7, the four most important variables in determining a player’s value are potential, age, international reputation, and height. On the right in Figure 5, the four most important variables in determining a player’s value are potential, age, international reputation, and passing skill. According to this analysis, passing skill is of greater importance than the player’s height, while linear regression reveals that passing skill is not statistically significant.

- Step 5: Data splitting

After cleaning the dataset and defining the new subset of features and verifying the logical selection of these variables, 80% of the data has randomly allocated to train the classifier, and the remaining 20% was used for testing.
Step 6: Modelling the market value models

In the modelling process, the player market value was used as an objective function of 17980 players. We estimated players’ market values using four regression models that were tested on the full set of features (linear regression, multiple linear regression, decision trees, and random forests). All models were created using the default parameters unless otherwise noted. The results of the models were compared to the real values, and it is found that it is applicable for this aim.

Step 7: Evaluation models:

To evaluate the performance of the models, several metrics were calculated like, Train and Test Split is used to estimate model performance using the training set. Mean absolute errors (MAE), Root mean square errors (RMSE) and The coefficient of determination ($R^2$) is used to evaluate the regression models using the testing data. A Python module called scikit-learn is used to build machine learning models.

IV. DATASET DESCRIPTION

The difficulty in obtaining large-scale reliable data and the cost problems related to this process were explained in the Introduction section. For these reasons, in this study, we aim to use the FIFA soccer video game data, which is commonly used in the literature. It has been used successfully to predict the results of football matches [30], and we have seen that it was comparable or better than other sources of football data [14]. Therefore, we believe that the results of the video game data set can be correlated with market transactions of real football players and other analytics.

The EA Sports FIFA video game series system began in 2009. It offers detailed information, including weekly updates, about a broad set of European soccer players and their skills, which covers three aspects: physical, mental, and technical skills. This information is available on the official website of the game (http://sofifa.com/).

In football analytics, video games like FIFA and Football Manager (FM) consider as another source of data. Since
2014, researchers and clubs have used video games as alternative sources for data.

Football Manager is a sports simulation game for team management, developed by Sports Interactive company. In 2014, Sports Interactive company signed a deal with Prozone, to use data from Sports Interactive in their online software called Prozone Recruiter. Many of the top clubs to scout new players use prozone Recruiter software. Premier League clubs have begun using the database belonging to Football Manager to help identify and recruit new signings since 2014 [31], [32].

EA Sports employs a wide network of real-life scouts who attend matches and watch tapes of games to determine skill scores for each player in the game. These can change between each installment of the series. For instance, if a young player gets better at shooting or dribbling during a real-life season, his score will be increased for the next edition of FIFA. Likewise, if an older player starts to slow or loses stamina, this will also be reflected in his score. EA Sports employs an extensive network of real-life scouts who attend matches and watch game streams to determine skill scores for each player in the game. A score for each of these criteria is assigned to every player, and these are used to help calculate an overall rating out of 100. Each player in the game has over 300 fields as well as over 35 specific attributes which ultimately determine the rating seen in the game [33], [34]. However, there is no formula or scientific equation for FIFA to determine the market value of a player. Scouts generally do the job using their experience and player scores, which exposes the determination of market value to many biases.

Recently, Leone [35] compiled, cleaned, and shared a dataset of statistics of European professional football. He used the EA Sports’ FIFA 20 video game series system for organizing an Excel database. This data allows finding insights about the footballers’ performance from a quantitative perspective. Further, these data were successfully used by Awasthi et al. [36] in their study.

In this study, we used the FIFA 20 dataset, provided and shared by Leone on Kaggle. It contains 17,980 cases, and each case is about one football player. Each football player has more than 70 attributes. These attributes can be divided into personal attributes (e.g., age, nationality, and value), performance attributes (e.g., overall, potential, and stamina), and value. For our analysis, we selected nine continuous variables (as a dependent variable) and a player’s value (as an independent variable).

V. MACHINE LEARNING ALGORITHMS

To predict the player market value from variables that reflect the skills and characteristics of a football player, four different supervised machine learning methods were used. All of these

![Figure 5. Heatmap for selected attributes.](image-url)
methods aim at providing the optimal link between patterns of skills and the market value of the players. Because the market value is a numerical variable, all methods that were selected can predict continuous numerical values.
TABLE 1. Variables used for the market value analysis.

| N   | Variable                  | Possible value | Description                                                                 |
|-----|---------------------------|----------------|-----------------------------------------------------------------------------|
| 1   | Age                       | -              | Age reflects players’ experience and potential.                             |
| 2   | Height_cm                 | -              | Height reflects heading ability, which can influence the probability of scoring or preventing goals. |
| 3   | Potential                 | 1-100          | The potential is how much a player can grow during his career mode save.     |
| 4   | International_reputation  | 1, 2, 3, 4 or 5| is an attribute that affects the player’s rating according to his club’s local and international prestige. |
| 5   | Weak_foot                 | 1, 2, 3, 4 or 5| Two-footedness is an advantageous footballing ability that also reflects players’ flexibility. |
| 6   | Team_position             | 1, 2, or 3     | Position reflects players’ flexibility and their role on the pitch (e.g., forward, midfielder, and defender). |
| 7   | Shooting                  | 1-100          | The player’s ability to shoot the ball with strength                        |
| 8   | Passing                   | 1-100          | Passing refers to the number of passes to other players or the accuracy of passing. |
| 9   | Dribbling                 | 1-100          | Dribbling refers to the number and success rate of a player’s ball manoeuvres. |

The supervised machine learning methods used in this experiment cover four machine learning paradigms, and include Linear Regression, Multiple Linear Regression, Regression Tree, and Random Forest Regression. These algorithms have been chosen according to their frequent use in the literature of characterizing players [37], [38] and data mining domains. Moreover, they are relatively fast state-of-the-art algorithms [39], [40]. Additionally, these algorithms were selected for performance comparison between nonlinear methodologies (such as decision trees) and linear methodologies (such as linear regression).

In statistics, linear regression is a linear approach to modelling the relationship between a numerical response and one or more explanatory variable(s) (also known as dependent and independent variables). A line will be created in the multiple linear regression by determining the coefficients.

\[ Y = \beta_0 + \beta_1 X_1 + \beta_2 X_2 + \ldots + \beta_p X_p + \epsilon \]  

(1)

The best-fitted line to the dataset will be the optimum combination of coefficients that minimizes the residual sum of squares (RSS).

\[ \text{RSS} = \sum_{i=1}^{n} (y_i - \tilde{\beta}_0 - \tilde{\beta}_1 X_{i1} - \tilde{\beta}_2 X_{i2} \ldots - \tilde{\beta}_p X_{ip})^2 \]  

(2)

The formula below is used in decision tree-based models to minimize RSS value [41].

\[ \text{RSS} = \sum_{j=i}^{J} \sum_{i \in R_j} (y_i - \tilde{y}_R)^2 \]  

(3)

Decision tree learning is one of the predictive modelling techniques used in machine learning. It uses a decision tree— as a predictive model—to move from observations about an element—represented in branches—to conclusions about the element’s target value—represented in the papers. Decision trees where the target variable can take continuous values— usually real numbers—are called regression trees. Decision trees are among the most popular machine learning algorithms due to their clarity and simplicity [42].

Random forests are an ensemble learning method for classification, regression, and other tasks that work by creating multiple decision trees at training time and outputting a class that represents the category placement (classification) or average prediction (regression) of individual trees. Random forests generally outperform decision trees. However, data characteristics can affect its performance [43], [44].

VI. EVALUATION METRICS
To evaluate the performance of the models, several metrics were calculated. For example, the Train and Test Split is used to estimate model performance using the training set. Mean absolute errors (MAE), Root mean square errors (RMSE), and the coefficient of determination (R²) is used to evaluate the regression models using the testing data. In machine learning, player market value can be handled in different ways. We can consider it a regression problem and expect the market value based on the data of players’ performance. In this study, we have established four regression models. The data of players’ performance and skills was used as features in building models—to build the baseline and compare results.

A. TRAIN AND TEST SPLIT
The simplest way to evaluate the algorithm’s performance is to use different sets of training and testing. In this technique, the original data is split into two parts. The first part trains the algorithm and makes predictions on the second part and then evaluates predictions against the expected results. Generally, the size of the split data is based on the size of the dataset. The common use is 70-80% for the training and 20-30% for testing [45]. In our study, the data were randomly divided into 70% for training and 30% for testing.

B. ERROR MEASUREMENTS
Each machine learning model is trying to solve a problem with various objects using different data. Usually, in regression problems Mean absolute errors (MAE), Mean square errors (MSE), Root mean square errors (RMSE), and the coefficient of determination (R²) is used for evaluating the
model, as formalized in Equations (4) to (6).

\[
MAE = \frac{1}{N} \sum_{i=1}^{N} |y_i - \hat{y}_i| \tag{4}
\]

\[
MSE = \frac{1}{N} \sum_{i=1}^{N} (y_i - \hat{y}_i)^2 \tag{5}
\]

\[
R^2 = 1 - \frac{MSE(\text{Model})}{MSE(\text{Baseline})} \tag{6}
\]

where \(y_i\) is the actual expected output and \(\hat{y}_i\) is the model’s prediction.

Mean absolute error (MAE) measures the average error size in a set of predictions, regardless of their direction. Mean square errors (MSE) measure the average squared error of predictions. It measures the square difference between the predictions and the target and then the mean of those values for each point. The higher this value, the worse the model is. It is never negative but would be zero for a perfect model. Root mean square errors (RMSE) is just the square root of MSE. The square root is introduced to make the errors’ scale the same as the targets’ scale [46]. The coefficient of determination (\(R^2\)) is another metric we may use to evaluate a model, and it is closely related to the MSE of the model and baseline. MSE baseline is the simplest possible model would get. The simplest viable model would always be to predict the average of all samples. When evaluating the model, a value close to one indicates a model with close to zero error, and a value close to zero indicates a model very close to the baseline [47].

**VII. RESULTS**

By applying the methods described above to the data described in the data set desecration section—using the different machine learning algorithms—provided the results as shown below:

**A. BASELINE MODEL (LINEAR REGRESSION)**

A baseline is a bedrock for a machine learning model’s lowest acceptable performance on a premier dataset. Generally, suppose a model achieves a performance below the baseline. In that case, it will be a failure, and we should try a different model or admit that using machine learning techniques to improve the model is not right for our problem. From the methodology section (step 3), we discovered that the potential of the player had the highest correlation with the value of the player (0.66). Therefore, the simplest model with good performance is likely to be a linear regression of potential rating versus the log (market value).

The baseline linear regression gives an RMSE of 5.46 and an R-squared score of 0.43. This is not a good model because there is still room for improvement. Moreover, it does not give any insight into other variables which could affect the value of each player. Figure 8 shows the linear regression results when using player potential only.

**B. MULTIPLE LINEAR REGRESSION**

The multiple linear regression model is an improvement on the baseline model, with an RMSE of 4.66 and an R-squared score of 0.56. The adjusted \(r^2\) is also higher than the simple linear regression, indicating that although the model is more complex, the added complexity improves the predictive performance of the model. Figure 9 shows the multiple linear regression results when using all the available features.

From the EDA analysis, it appears that the international reputation, potential, height, and age of players have high absolute feature importance as expected. The player position and most player attributes are statistically insignificant for predicting player value. This indicates that these features increase the complexity of the model without improving performance and should be neglected when modelling multiple linear regression.
C. REGRESSION TREE

Regression trees provided a significant improvement over the baseline model, with an RMSE of 2.71 and an R-squared score of 0.87. This means that the regression trees are a powerful generalization of the linear regression algorithm. Regression trees are known to do a better job at capturing nonlinearity in data by dividing the space into smaller subspaces, depending on the questions asked.

According to our dataset, there is a nonlinear relationship between the value of the player and their age and height, as shown in Figure 3. This explains why regression trees outperform linear regression. As illustrated in Figure 10, the algorithm starts with all data at the root node and you apply the linear regression formulas there for every bipartition of every feature. For each feature, the algorithm calculates the MSE (Mean squared error) per sample for every possible partition along the feature axis. This approach can create more complex decision boundaries, unlike a single straight line, which is not flexible enough.

D. RANDOM FOREST REGRESSION

Random forest is an ensemble of decision trees. Many trees, constructed in a certain ‘random’ way, form a Random Forest. Random Forest Regression also provided a significant improvement over the baseline model, with an RMSE of 1.64 and an R-squared score of 0.95. This means that the Random Forest Regression is a powerful generalization of the linear regression algorithm and for Regression trees.

Random Forest Regression, like Regression trees, also does a better job at capturing nonlinearity in data by dividing the space into smaller subspaces, depending on the questions asked. As illustrated in Figure 11, each tree is created from a different sample of rows and at each node; a different sample of features is selected for splitting. Then, each of the trees makes its prediction. Finally, these predictions are then averaged to produce a single result.

Figure 12 shows the mean absolute error between the predicted and actual values, when using the different machine learning algorithms. As the figure shows, the Random Forest algorithm provided the lowest mean absolute difference.
between the predicted and actual value, Linear Regression provided the highest mean absolute error.

Figure 13 shows the root mean square errors between the predicted and actual values when using the different machine learning algorithms. The Random Forest algorithm provided the lowest root mean square errors difference between the predicted and actual value; Linear Regression provided the highest root mean square errors.

Figure 14 shows the coefficient of determination \( R^2 \) for each machine learning algorithm used. A value close to 1 indicates a model with close to zero error. In contrast, a value close to zero indicates a model very close to the baseline. As the figure shows, the Random Forest algorithm provided the highest value for the coefficient of determination \( R^2 \), Linear Regression provided the lowest value for the coefficient of determination \( R^2 \). This means that the Random Forest algorithm is the best for modelling.

**VIII. DISCUSSION**

A player’s market value is an estimate of the amount with which a team could sell their contract to another team [7]. Therefore, it plays an important role in the negotiations that take place between football clubs and the player’s agents. In this paper, we adopted a quantitative method based on machine learning that depends on the skills and performance of the player and other factors. We also sought to compare linear and nonlinear methods according to the data set used. According to the data analysis, the football player market value is affected by numerous factors that are not directly related to performance or skills. For example, a player’s international reputation is the second most important feature in determining a player’s value, after the player’s potential, according to all the methods used by the experience. Therefore, we conclude that the market value of the players depends to a large extent on their crowd-pulling power, regardless of their performance on the pitch.

Our results show that using random forests to predict the market value of football players is very promising. Compared to previous work [13], we achieve much better accuracy by using a single learning model (see Table 3). Moreover, the random forest is easier to measure than the optimization method in [13] and the training of the model is relatively fast. In addition, the random forest model requires fewer inputs (7 inputs) than the [13] model (55 inputs) and [8] model. We also assure that the Random forest model not only has excellent performance but also can more accurately calculate the significance of the variables. Therefore, it was encouraging that

**TABLE 2.** Shows mean absolute errors (MAE), Root mean square errors (RMSE) and the coefficient of determination \( R^2 \) for all models.

| N   | Classifier                   | MAE     | RMSE    | \( R^2 \) |
|-----|------------------------------|---------|---------|------------|
| 1   | Linear Regression (Baseline) | 5,468,144 | 5,468,144 | 0.47       |
| 2   | Multiple Linear Regression   | 2,618,108 | 4,662,630 | 0.61       |
| 3   | Regression Tree              | 835,935  | 2,713,452 | 0.87       |
| 4   | Random Forest Regression     | 576,874  | 1,649,921 | 0.95       |
our modelling and analysis technique managed to do better, in fact, way better.

In theoretical implications, our study assumes that the use of nonlinear regression methods (such as decision trees) may show outperformance over the standard approach used in the literature. Our results confirm the superiority of random forest over other linear models. Thus, our findings are consistent with the theory on which the research is based, and this has been confirmed.

It wouldn’t be wrong to say that decision tree models were more reliable due to the high ranking success in replicating training data on the testing data. Moreover, decision tree models have the advantage of their visualization like a flowchart diagram and there are no assumptions about distribution because of the nonparametric nature of the algorithm [48].
IX. CONCLUSION AND FURTHER RESEARCH
The ability of video games to simulate football has progressed rapidly in the past two decades [49]. Besides, great efforts have been invested in analyzing the skills and performance of soccer players to allow reliable simulations of games that reflect the realities of soccer matches. FIFA datasets showed effectiveness in predicting football match results and other analyses. The results show it was equal or better than other football data [14], [50], [51].

The experimental results of our study showed the superiority of the proposed non-linear methods over the latest methods in the problem of predicting the market value of football players. Thus, the contributions of this study are not limited to the field of application related to video games but go beyond it through the superior of the methodology used in the study over the standard approach used in the literature to solve the same problem and using the same data.

In the context of FIFA games, FIFA Ultimate Team (FUT) is a game mode in FIFA that allows players to build and manage their club using different cards to play offline or online matches [52]. In FUT, the player must spend virtual currency to get packs. When you start playing Ultimate Team in FIFA, the goal is to build a team made up of the best players and cards which are often very expensive. Lots of people buy FIFA Points with real money until they reach their goal to unlock special packs, but spending on virtual players in the game is not the right solution [53]. Therefore, the best solution is to trade team players to earn money, develop and improve the team. FIFA 20 automatically sets a standard price for each player in the game, but video players don’t trust this value too much. It is, therefore, necessary to objectively determine the price of the player and to know whether the price of that player will rise or fall before making any buying or selling in the market. Thus, this will allow determining the average value at which the player is currently sold. Then you can use this method to set the player price to help get as many coins as possible. In future studies, the results of this study can be used to create a calculator hosted on the FIFA website to aid video gaming players and generate a financial gain.

Finally, we believe our results can play an important role in the negotiations that take place between football clubs and a player’s agents. In conclusion, these models can be used as a baseline to simplify the negotiation process and estimate a player’s market value in an objective quantitative way.
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