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Abstract
Through the convergence analysis of the iterative learning control, it can be seen that the inverted model of the sensitivity can be used as the update law of iterative learning controller. However, due to the little knowledge in modeling uncertainty and in feedback controllers embedded in drivers with hard-to-obtain parameters, it is difficult to directly calculate the transfer function of the sensitivity. To solve this problem, this article presents sensitivity identification–based iterative learning controller for a high-acceleration positioning table actuated by the voice coil motors. In the sensitivity identification process, a frequency sweep signal was exerted to the closed-loop system as the equivalent disturbance, and the perturbation of the tracking error was gathered as output data. Then, the autoregressive model of the sensitivity was gained conveniently. Finally, the proposed sensitivity identification–based iterative learning controller was implemented in the experimental setup with the maximum acceleration of 5.3 g. The experimental results show that the tracking error of the X- and Y-axes decreased from 530 and 2480 µm to 6 and 18 µm, respectively, after the third iteration of the proposed iterative learning controller method, and the identified sensitivity can be easily designed in the iterative learning controller to greatly improve the tracking performance.
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Introduction
Fast trajectory tracking motions with high acceleration and high operating speed are widely applied in the semiconductor industry, for example, in wire bonding and die mounting.¹ The product performance and production efficiency of such needs depend on their motion accuracy. Aside from the positioning accuracy, another important characteristic of precision positioning machines is high responsiveness, that is, high acceleration and high velocity.² Recently, many precision positioning tables driven by a linear motor (LM) are widely used to perform such motion tasks.³ However, the systems operated at high acceleration are still subjected to many uncertain factors. First, it is well known that the direct drive tables are very sensitive to external disturbance, unmodeled dynamics, and nonlinearity, so there is a high need for the robustness of the control system. Second, these systems usually adopt higher system gains to enlarge control bandwidth, reduce tracking errors, and improve the dynamic features;⁴ however, higher
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gains will destroy the system stability. Specifically speaking, these are great challenges for the high-precision motion controller design of these high-acceleration systems.

To investigate the method for trajectory tracking and good disturbance rejection ability in high-speed and high-precision system, scholars explore many kinds of advanced theories and methods. Adaptive control is useful in a system wherein the nonlinearity can be linearly parameterized, but in practical rapid dynamic situations, the adaptive control law is not a good option, and a small disturbance may cause instability. An alternative approach, such as robust control method, is proposed to combat the uncertainties of the parameters and the disturbances, including sliding mode variable structure control, which is an effective approach for the system with unmodeled dynamics. Its main drawback is that it utilizes a discontinuous function, that is, a sign function, thus causing severe chattering across the sliding surface and correspondingly affecting the system’s control performance. To overcome full-scale disturbances, a disturbance observer has been widely used in engineering practice. Although the design of an observer is based on the mathematical modeling of low-frequency plant dynamics, it is hard to obtain the accurate system model especially in rapid dynamic response. Furthermore, all the works above can achieve high-precision and high-acceleration motion only by changing the parameters of controller through trial and error; but in industry application, the controller is usually embedded in the system, the user only has partial knowledge about the controller structure, and this situation results in difficulties in application to adjust control gains. An alternative approach to achieve high-acceleration motion and to overcome the limitation of the industry application is through the addition of feedforward compensator with existing feedback loop.

It is well known that iterative learning controller (ILC) is an optional scheme for achieving the positioning control with high precision and fast system response by means of repetitive learning. The problem of iteratively learning and controlling a system can be expressed as the iterative modification of the system input to minimize the tracking error. ILC is essentially a feedforward control approach that fully utilizes the past control information. It means that ILC can be designed as an add-on controller over an existing feedback loop. G Parmar et al. applied a P-type ILC controller in conjunction with linear feedback in a single-axis motion table, and during 20–30 times learning, the tracking error was reduced by second order of magnitude in high-speed, rapid dynamic motion. However, the convergence speed of P-type ILC controller is so slow such that the learning controller is hardly promoted and applied in industry scene. To further improve the convergence speed of ILC algorithm with closed loop, a model-based method for choosing an ILC controller is presented in Merry et al. and Owens et al. By deriving the convergence of ILC in closed loop, the inverted model of sensitivity as defined by the transfer function between the disturbance and tracking error in the feedback loop is a suitable choice for the ILC update law. It overcomes the limitations of slow convergence with P-type ILC, and the modeling uncertainty may be tolerated by a feedback controller. However, obtaining the transfer function of the sensitivity is the key problem in the model-based ILC design. A fatal disadvantage of this model-based ILC controller is that the transfer function of the sensitivity depends on the feedback controller structure and the controlled object plant. But due to the little knowledge of feedback controller in real industrial processes and many feedback controllers embedded in drivers, the detailed parameters of controlled object are hard to obtain. Therefore, it is very difficult to determine the transfer function of the sensitivity by direct calculation.

Aiming at a solution for the above-mentioned problems, this article proposes a sensitivity identification (SI) approach–based ILC. This method is completely independent of the knowledge of plant and feedback controller. On the basis of a feedforward compensation constructed by ILC, it overcomes the limitations of slow convergence with P-type ILC and acquires asymptotic tracking error convergence rapidly. Based on the definition of sensitivity, evidently, through adding a bounded excitation signal to the analog-to-digital converter (ADC) port as an outside equivalent disturbance input, the perturbation of tracking error can be brought into the closed-loop system. Then, the perturbation of the tracking error, which can characterize the robustness of the closed loop, is gained as the output of the sensitivity plant. Furthermore, the response of the tracking error and the excitation signal can be viewed as frequency sweep modeling (FSM) data, which characterize the plant of sensitivity. By this way, an autoregressive exogenous (ARX) model of the sensitivity is conveniently obtained according to appropriate FSM. After the sensitivity inversing operation, the ILC update law is successfully applied via SI. Finally, the SI-based ILC is implemented on a high-acceleration positioning table experimental setup in which the feedback control is embedded in the programmable multi-axes controller (PMAC) card. The experimental results show that the tracking error is reduced with a few iterations, and because the compensation is realized by feedforward control, the control accuracy can also be enhanced without changing the structure of feedback controller.

The remainder of this article is organized as follows: in section “Experimental setup of high-acceleration positioning table,” the experimental setup is discussed; a novel method to design an ILC controller via SI approach is presented in section “Controller design”;
the results of the experiments are discussed in section “Experimental results”; and finally, the conclusions are given in section “Conclusion and discussion.”

Experimental setup of high-acceleration positioning table

The experimental platform is a decoupling X–Y motion table driven by a voice coil motor (VCM), which is shown in Figures 1 and 2. The VCM is a direct driving LM that can eliminate the influence of backlash between gear pair and gear transmission. In addition, it has the feature of no cogging effect, fast response, large thrust, and high-frequency response. The stage has the weight of 2.225 kg, and both axes travel at the range of 50 mm, and a decoupling mechanism was applied to reduce the motion inertia. The two axes were individually driven by two linear amplifiers TA330-E01 that can output pure analog quantity with a high-resolution ratio and avoid losses in the process of digital switching with distortion near zero. The selected detecting components are the precise raster produced by the company RENISHAW whose resolution is 0.1 μm. A PMAC clipper with superior performance was selected as the cybernetics core. In the control system, the commands from host PC were transmitted to PMAC via TCP/IP. The core of the PMAC is a digital signal processor, which is a special type of microprocessor optimized for fast and repeated mathematical operations of the type found commonly in motion control. In addition, the servo cycle of PMAC was set as 0.404 ms while ensuring control precision and eliminating the ripple. The output signal drives the VCM to perform the corresponding motions through the amplifier, and simultaneously, the raster detects the current location information and gives feedback to the control card, thus forming a closed-loop control.

The ILC controller was implemented in a host computer through calculating the update feedforward offline. The host computer sends the feedforward data of iterative computation into the registers of PMAC. During the next sample of tracking motion, the feedforward data, which are saved in registers, will compensate the error by modifying the offset digital-to-analog converter (DAC) port of PMAC. Through this way, the ILC controller was independent of the feedback controller and had no effects on the stability of the control system.

Controller design

In this section, the whole structure of the controller, as shown in Figure 3, includes a block diagram of a system Plant $P$ with proportional–derivative (PD) feedback and ILC controllers. ILC reduces the repetitive part of the error $e_k = y_d - y$ by updating the feedforward signal $U_{k+1}$ by following the update law $H$, in which the $H$ is determined by SI approach. The remaining part of the ILC controller is a low-pass filter $Q$, and a register (memory) is used to save the last feedforward signal $U_k$. The PD feedback controller improves the ability of restraining the parameter perturbation, stochastic distribution, and the robust performance of the controlled system. In the PD feedback controller, $K_p$, $K_v$, and $S$ refer to the proportional gain, derivative gain, and differentiation element, respectively. In particular, $y_d$ denotes the anticipated trajectory input, and $y$ is the real output. The structure of the PD controller was selected by default setting on the Turbo PMAC, and the parameters of the controller were chosen to satisfy the bandwidth as well as the robust stability of the system.

The ILC feedforward signal $U_{k+1}$ was updated offline, that is, between successive iterations, while the error $e_k$ was filtered by a learning filter $H$ and was added to the feedforward $U_k$. The sum of filtered error and the last feedforward signal $U_k$ was applied to obtain the feedforward signal for the next iteration $U_{k+1}$ through filter $Q$. From the analysis above, it can be seen that the main point for developing ILC controller is the learning update law $H$ and filter $Q$. In the rest of this section, the research will be focused on them. Therefore, in subsection “ILC,” the general method of an ILC update law is introduced, and the theoretical convergence condition is also deduced. Based on the deduced update law (sensitivity) in subsection “ILC,”
the SI approach is proposed in subsection “Identification of the sensitivity,” and some key details are also pointed out.

**ILC**

This part will briefly introduce the method of ILC update law design and the definition of sensitivity. However, before discussing how to design the ILC learning update law, one should simplify the block diagram of the controller to general form as shown in Figure 4. Here, C denotes the feedback controller, which can be obtained by block diagram reduction.

From the Figure 4, the transfer function from feedforward to error can be derived, and that is defined as sensitivity function, which shows how sensitive tracking error is to outside disturbance

\[
S_p = \frac{-e_k}{U_k} = \frac{P}{1 + CP} \quad (1)
\]

One of the performance objectives of controller design is to keep the error as small as possible when the closed-loop system is affected by external signals. Thus, to be able to assess the relationship between the disturbance and the process output, the concepts of sensitivity are to be introduced. By analyzing the convergence of ILC in the following part, the reason why the inverted model of sensitivity as the learning update law was chosen is given.

The learning update of the feedforward signal equals

\[
U_{k+1} = U_k + H e_k \quad (2)
\]

and the propagation of the error from iteration to iteration can be written as

\[
e_{k+1} = \frac{-P}{(1 + CP)U_{k+1}} = \frac{-P}{(1 + CP)(U_k + H e_k)}
\]

\[
= e_k \left( \frac{1 - P}{1 + CP} H \right) \quad (3)
\]

According to the fixed point principle, the necessary and sufficient condition for the error convergence is \(^{16,17}\)

\[
\|1 - P(1 + CP)H\|_{\infty < 1} \quad (4)
\]

and the suitable choice for the learning update law \(H\) would be

\[
H = S_p^{-1} = \left( \frac{P}{1 + CP} \right)^{-1} \quad (5)
\]

As the \(S_p\) of this system is a non-minimum phase system, the stability of the sensitive function in the inverse model is the premise for assuring the operation of the method. However, when the sensitive function of the inverse model includes the zero point on the unit circle or the zero point outside the unit circle, the direct inverse operation will produce the pole, which leads to instability. Therefore, zero phase error tracking control (ZPETC)\(^{18}\) is introduced to design the sensitive function inversion

\[
S_p^{-1} = \frac{A_c(z^{-1})B^p(z)}{z^{-d}B^p(z^{-1})[B^p(1)]^2} \quad (6)
\]

The polynomials \(B^p\) include all the unstable zero points on and outside the unit circle. The polynomials \(A_c\) include all the stable zero points in the unit circle. The polynomials \(A_c\) include all the pole points in the original sensitive function.

As shown in Figure 4, the learning update of the feedforward command of ILC equals

\[
u_{k+1} = Q \left( u_k + e_k \left( \frac{P}{1 + CP} \right)^{-1} \right) \quad (7)
\]
Identification of the sensitivity

According to the analyses above, it can be found that the law of learning update, as shown in equation (7), is the key part of ILC design. It can also be noted that the learning update law depends on the feedback controller structure and the controlled object plant. Although the controlled object $P$ in learning update law can be modeled by mathematical method or system identification, there are such obvious differences in acquiring the precise control structure $C$ and its parameters. To directly obtain the sensitivity and avoid troubles in determining the parameters and the structure of controller, the definitions of sensitivity should be taken into consideration. As Figure 5 denotes, a frequency sweep signal is input as the equivalent disturbance to the closed-loop systems, which is generated by MATLAB function `chirp`. At the same time, one reference signal is set to maintain zero and get the tracking error, which is caused by the equivalent disturbance signal. Furthermore, the response of the tracking error and the excitation signal can be viewed as FSM data. In this way, the ARX model of the sensitivity is obtained according to the appropriate excitation signal of identification.

It is significant to analyze the appropriate frequency range and the gain of the FSM signal. To excite the system in full band, 200 Hz bandwidth of sweep signal should be selected. The maximum scan frequency is determined by the maximum acceleration of the system. In order to prevent the effect of friction nonlinearity, the amplitude of the signal should be large enough. For example, considering the $Y$-axis, the input sweep magnitude frequency varies from 2 to 200 Hz whose magnitude is 500 mV. Finally, the identification signal is put into the ADC port, holding the reference input at zero at the same time. Then, the response of tracking error can be gathered as shown in Figure 6.

After the experiment in FSM, the next goal of identification is to get the plant of sensitivity. Generally, the modeling for sensitivity is quite complex, and it is difficult to know the model structure, especially for the case wherein the mechanical system has nonlinear parts or unknown structures. When the controller’s internal structure is unknown, the ARX model, a kind of input–output polynomial model, is completely suitable for the sensitivity modeling. A more compact way to write the ARX model equation is

$$A(q)y(t) = B(q)u(t - n_x) + e_m(t)$$  \hspace{1cm} (8)

where $q$ is the delay operator, and $e_m(t)$ is the modeling error

$$A(q) = 1 + a_1 q^{-1} + \ldots + a_n q^{-n_x}$$  \hspace{1cm} (9)

$$B(q) = b_1 + b_2 q^{-1} + \ldots + b_n q^{-n_b + 1}$$  \hspace{1cm} (10)

As this method belongs to black-box modeling, the key lies should confirm the number of identifying parameters and the order of plant. By testing different combination modes of identifying orders in modeling sensitivity, the results prove that the influences of various order of identifying parameters in modeling are clearly different, the effects of different identifying parameters in sensitivity modeling are shown in Table 1 and Figure 7. Table 1 shows the $Y$-axis’ identifying parameters. (4, 3) and (4, 2) are slightly worse. (5, 4) and (5, 3) have almost identical mean squared error (MSE) and final prediction error (FPE) when both $Y$-axis and $X$-axis were considered. (5, 4) can better describe the flexibility of $X$-axis. In order to solve unified model, (5, 4) was selected.

After the experiment in FSM, the sensitivity function can be obtained through `arx()` function according to the number of identifying parameters conformed above. Then, the ARX model of the sensitivity can be expressed in discrete type

$$S_{p-x} = -0.27792 z^2 + 2z - 1.7101$$

$$\frac{0.6685}{z - 0.9046(z^2 - 1.798z + 0.8911)(z^2 + 0.909z + 0.3771)}$$  \hspace{1cm} (11)
Table 1. Effects of different identifying parameters on sensitivity modeling.

| $n_0/n_a$ | (2, 1) | (3, 1) | (3, 2) | (4, 2) | (4, 3) | (5, 3) | (5, 4) | (6, 4) | (6, 5) |
|-----------|--------|--------|--------|--------|--------|--------|--------|--------|--------|
| FPE       | 2.277  | 0.8709 | 0.8932 | 0.5523 | 0.5498 | 0.515  | 0.5129 | 0.5041 | 0.4965 |
| MSE       | 2.274  | 0.8691 | 0.8919 | 0.5513 | 0.5487 | 0.5138 | 0.5115 | 0.5026 | 0.4949 |
| Fit (%)   | 99.49  | 99.68  | 99.68  | 99.75  | 99.75  | 99.76  | 99.76  | 99.76  | 99.76  |

FPE: final prediction error; MSE: mean squared error.

Figure 6. Data of frequency sweep modeling: (a) FSM data of $X$-axis and (b) FSM data of $Y$-axis.
\[
S_{p-y} = \frac{-0.095039(z - 2.348)(z + 0.8669)(z - 0.2666)}{(z - 0.8693)(z^2 - 1.762z + 0.8361)(z^2 + 0.824z + 0.2647)}
\]

(12)

The bode diagram of the sensitivity function is displayed in Figure 8. Because when the mechanical rigidity of \(X\)-axis is lower than \(Y\)-axis, there is a more obvious resonance point in the bode diagram.

Then, the identified sensitivity described above was applied to the update law of the ILC controller (equation (7)). Therefore, the inverse of the sensitivity should be obtained by substituting equations (11) and (12) in equation (6). It can be seen that this sensitive function includes some zero points that are out of unit circle, and the approximate stable inverse model can be obtained

\[
S_{p-x}^{-1} = \frac{3.421z^6 - 6.418z^5 + z^4 + 3.268z^3 - 0.1667z^2 - 1.5701z + 0.1269}{1.261z^4 + 0.8431z^3}
\]

(13)

\[
S_{p-y}^{-1} = \frac{2.348z^6 - 5.242z^5 + 2.897z^4 + 0.7737z^3 - 0.4618z^2 - 0.4796z + 0.1924}{0.1727z^4 + 0.1036z^3 - 0.0399z^2}
\]

(14)

Sensitivity \(S_p\) is usually regarded as signaling system that has low-pass attribute. Thus, most of the high-frequency noise will be introduced when the controller choose inverted sensitivity. In particular, a low-pass filter \(Q\) should be designed after \(S_p^{-1}\) to be sure that the feedforward compensation channel is stable. Meanwhile, a fourth-order Butterworth filter with a bandwidth of 100 Hz was used to insure the convergence and good tracking performance. The servo cycle of PMAC was set as 0.404 ms while ensuring control precision and eliminating the ripple; then, the discrete transfer function \(Q\) could be written as

\[
Q(z) = \frac{0.0004166z^4 + 0.001666z^3 + 0.002500z^2 + 0.001666z + 0.0004166}{z^4 - 3.181z^3 + 3.861z^2 - 2.112z + 0.4383}
\]

(15)

The rise time of the curve. It can be inferred that \(T_r\) and \(A\) of the five-order displacement curve exert the effect of the acceleration and velocity of the curve. A number of experimental profiles were used to verify the tracking performance of high acceleration. Hence, the displacements in the experiment included different maximum accelerations, and Table 2 shows the different sets of curve parameters.

In the first situation, Set A–desired trajectory was implemented in the \(X-Y\) motion table, the tracking performance was obtained after several iterations, and the results are shown in Figure 9. The detailed performance is also summarized in Table 4. It can be seen that the ILC with SI method markedly reduced the max tracking error after three iterations of learning, the maximum tracking errors of \(X\)- and \(Y\)-axes were reduced from 1200 and 180 \(\mu\)m to 6 and 18 \(\mu\)m, respectively; and correspondingly, the positioning times were shortened from 66 and 60 ms to 40 and 50 ms, respectively.

In the condition of high-acceleration situation, profile Set B was introduced to the \(X-Y\) motion table. The tracking performances for both \(X\)- and \(Y\)-axes are shown in Figure 10. In Tables 3 and 4, it can be seen that the maximum tracking errors of \(X\)-axis was still reduced from 1200 and 2480 \(\mu\)m to 6 and 18 \(\mu\)m, respectively, after three times learning, and the detailed performance indices are also summarized in Table 4. The tracking performance of \(X\)-axis is slightly inferior to that of \(Y\)-axis without ILC. The main reason is that the decoupling mechanism of \(X\)-axis weakens the rigidity of the system and causes lag, so there is zero overshoot without ILC. After iterative learning control, the
The performance of the X-axis is close to the Y-axis, and there is some overshoot using ILC. It means that the iterative learning can compensate the inherent defects of the mechanical system and improve the system performance. It can be found that the ILC with SI method can shorten the time of location and improve the

**Figure 7.** Different orders of identifying parameters affect the modeling accuracy.

**Figure 8.** Bode plot of the sensitivity.

**Table 2.** Set of five-order displacement curve.

| Set   | Displacement (mm) | $T_r$ (ms) | Max acceleration (g) | Max velocity (mm/s) |
|-------|-------------------|------------|----------------------|---------------------|
| A     | 10                | 50         | 2.3                  | 375                 |
| B     | 15                | 40         | 5.3                  | 696                 |
precision even in high acceleration through several iterations. That is to say, compared to Set A (2.3 g) profile, the ILC with SI method can also play a positive role in higher acceleration profile (5.3 g).

Table 3. Performance indices with profile set A in X–Y table experiment.

| Performance indices          | X-axis                     |          | Y-axis                     |          |
|-----------------------------|----------------------------|----------|----------------------------|----------|
|                             | ILC | Without ILC   | ILC | Without ILC                |
| Maximum tracking errors (µm) | 6   | 1200          | 4.5 | 180                        |
| Maximum overshoot (µm)      | 1.9 | 0             | 1.6 | 61                         |
| Positioning times (ms)      | 40  | 66            | 50  | 60                         |

ILC: iterative learning controller.
Table 4. Performance indices with profile set B in X–Y table experiment.

| Performance indices | X-axis | | Y-axis | |  
|----------------------|-------|---|-------|---|  
|                     | ILC   | Without ILC | ILC   | Without ILC |  
| Maximum tracking errors (μm) | 18  | 2480 | 6.0  | 530 |  
| Maximum overshoot (μm) | 6.8  | 0   | 1.7  | 175 |  
| Positioning times (ms) | 48   | 75  | 40   | 50  |  

ILC: iterative learning controller.

Conclusion and discussion

In the industrial processes, many feedback controllers are embedded in drivers, and there is little knowledge of feedback controller. So, it is very difficult to determine the transfer function of the sensitivity by direct calculation. To solve this problem, this article presents SI-based ILC for a high-acceleration positioning table.

This study presents a way to directly identify the sensitivity by exciting the closed loop with a known input chirp signal, and then gather the experimental tracking error. For the considered system, the cut-off frequency of the sweep signal should be taken as large as possible, that is, ideal values which should be 3–5 times greater than the maximum acceleration of the system. In this way, the ARX model of sensitivity was conveniently gained based on appropriate FSM data. When the feedback controllers guarantee rapid response, the identified sensitivity can be rapidly designed in the ILC controller.

Finally, the ILC with SI method is applied for the tracking performance of all positions along the trajectory at high acceleration. The comparison in Wu et al.9 shows that the proposed method achieves a similar tracking performance as standard ILC, that it converges faster, and that it reduces tracking errors greatly. It shows that the SI method applied in ILC is a faster convergence way to improve the tracking precision without change of feedback controller, and at the same time, the ILC controller can be easily designed although there is little knowledge about feedback loop.

A variation of this work has been implemented in our positioning table actuated by the VCMs. Our current focus is on extending this approach to motion system containing a significant amount of Coulomb friction and no other smooth nonlinearities; see for instance, Parmar et al.13
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