A novel dilated convolutional neural network model for road scene segmentation

Yachao Zhang¹ and Yuxia Yuan¹,*

¹School of Electronic and Electrical Engineering, Zhengzhou University of Science and Technology
Email: 316168430@qq.com; xdwangxd@163.com

Abstract

Road scene understanding is one of the important modules in the field of autonomous driving. It can provide more information about roads and play an important role in building high-precision maps and real-time planning. Among them, semantic segmentation can assign category information to each pixel of image, which is the most commonly used method in automatic driving scene understanding. However, most commonly used semantic segmentation algorithms cannot achieve a good balance between speed and precision. In this paper, a road scene segmentation model based on dilated convolutional neural network is constructed. The model consists of a front-end module and a context module. The front-end module is an improved structure of VGG-16 fused dilated convolution, and the context module is a cascade of dilated convolution layers with different expansion coefficients, which is trained by a two-stage training method. The network proposed in this paper can run in real time and ensure the accuracy to meet the requirements of practical applications, and has been verified and analyzed on Cityscapes data set.
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1. Introduction

Automatic driving is one of the hot and cutting-edge topics, mainly divided into visual perception, planning control, high-precision map construction and other modules. The visual perception module is mainly used for target detection and recognition, including detection of surrounding obstacles (pedestrian detection, vehicle detection, etc.), lane and line detection, traffic sign recognition, etc [1-3]. In automatic driving, only obstacle detection is not enough, and semantic understanding of obstacle targets on the road is also needed. Semantic level understanding can provide more information for planning and control, and it also plays an important role in building semantic maps with higher accuracy. At present, semantic segmentation is a common method for road scene understanding. It predicts the category of each pixel of the image to achieve segmentation of the image, thus providing more abundant information, which is crucial for automatic driving [4,5].

2. Image semantic segmentation

In recent years, deep learning has developed rapidly. After AlexNet network was proposed [6], convolutional neural network (CNN) gradually occupies the mainstream position in various visual tasks. At the beginning, CNN was mainly used in image recognition tasks, which could
conduct end-to-end training on images and then make category prediction on images. In 2015, the reference [7] proposed fully convolutional neural network (FCN), which applies CNN to semantic segmentation task and replaces the full connection layer in CNN network with the convolutional layer. This design allows the network to accept images of any size.

After the FCN network was proposed, more and more researchers applied deep learning to semantic segmentation tasks [8-10]. At present, the research on semantic segmentation mainly focuses on two aspects: precision and speed. In order to improve the accuracy, the complex network structure is designed to increase the depth and width of the network. For example, DeeplabV3+ designed an ASPP module [11] to expand the receptive field of convolution with different cavity rates, aggregate multi-scale feature information, and then obtain the final segmentation result through up-sampling. PSPNet designs a Pyramid Pooling module, which uses spatial Pyramid Pooling to merge the context information of different regions in the feature graph. This kind of segmentation network has high precision but low operating efficiency. Some algorithms emphasize the segmentation speed and improve the running speed by reducing the network complexity and the number of network parameters. ENet achieves the purpose of improving segmentation efficiency by reducing the number of parameters through continuous fast downsampling and asymmetric convolution. ESPNet decomposed standard convolution into point-wise convolution and spatial pyramid void convolution, which greatly reduced the number of network parameters. Although these networks improve the running speed, but the accuracy is greatly reduced, the segmentation accuracy is even lower than 60%. It is difficult to meet the needs of practical applications.

Automatic driving requires high algorithm accuracy and speed, and it is difficult to apply the algorithm with unbalanced speed and accuracy to automatic driving. Therefore, if semantic segmentation is to be applied to automatic driving, it is necessary to design a network with both speed and precision. To improve the speed of network operation, lightweight network (such as MobileNetV2 [12]) can be used as the backbone network to extract features. This kind of network operation speed is very fast, even can run on the mobile terminal, but the acquired feature information is not rich enough, and the down-sampling will cause the loss of edge and detail features, resulting in reduced segmentation accuracy. By analyzing these problems, it is found that the high-level feature maps in the network have better semantic information, while the low-level feature maps are rich in details. Better segmentation results can be obtained by integrating feature maps of different scales. Based on this, a new void CNN method is designed in this paper. When the input size is 512×1024, the segmentation accuracy is improved to 67.3%, and the operating speed is only 17ms.

3. Proposed road scene segmentation model

The full convolutional neural network (FCN) model enables the convolutional neural network to carry out intensive pixel prediction without the full connection layer and generate image segmentation graphs of any size, with faster operation speed than image block classification. FCN can be based on several structures (AlexNet, VGG-Net, GoogLeNet, SIFT-flow, VGG-16, etc.), VGG-16 is widely regarded as the most effective one. However, FCN is adapted from the traditional CNN. CNN was originally designed as an artificial neural network for image classification. Semantic segmentation is a dense prediction problem, which is structurally different from image classification. Under the same computational conditions, dilated convolutional networks (DCN) can provide a larger receptive field and are often used in real-time image segmentation. Based on this, this paper combines the advantages of full convolution and dilated convolution to build a semantic segmentation model of field road scene image based on dilated convolution neural network.

3.1. Dilated convolution

Dilated convolution [13,14] is a way of sampling data on a feature graph. Receptive fields can be increased without loss of resolution or coverage. Receptive field refers to the area size mapped by pixels in the feature map output by each layer of the network on the original image. The calculation formula of receptive field $r_{i+1}^2$ is as follows:

$$r_{i+1}^2 = [(r_i - 1) + (2l + 1)]^2$$ (1)

Where $r_i$ represents the length of the perceived field side of the i-th layer, and $l$ represents the expansion coefficient of the dilated convolution.

The size of convolution kernel of dilated convolution is the same as that of ordinary convolution, that is, the number of parameters is unchanged in neural network, but it has a larger receptive field.

The dilated convolution in two dimensions can be defined as follows:

$$(F \circ k)(p) = \sum_{s+t=p} F(s)k(t)$$ (2)

Where $\circ$ is the dilated convolution. $p$ is its domain. $F$ is the input image. $s$ is its domain. $k$ is the kernel. $t$ is its domain. Compared with ordinary convolution, the
condition of dilated convolution changes from \( s + t = p \) to \( s + 2t = p \), that is, each convolution kernel only operates with the element in the multiple position of \( t \) in the image \( F \). When \( t = 1 \), \( o \) is the ordinary discrete convolution operation.

The convolutional neural network reduces the image size by pooling layer down-sampling while increasing the receptive field, and then uses up-sampling to change the image back to its original size. In this process, image information is lost, but the problem can be avoided to some extent by dilated convolution. Figure 1 shows the relationship between the void convolution and the receptive field, which increases exponentially.

![Figure 1. Expansion of receptive field due to dilated convolution](image)

In Figure 1, the convolution kernels are all 3×3. Figure 1a adopts the dilated convolution of 11 (i.e., ordinary convolution) to operate on the original graph to obtain the feature graph of the first layer. The information represented by each element in the first layer is the information of element 3×3 in the original picture, that is, the receptive field is 3×3. Figure 1b adopts the cavity convolution of \( l = 2 \) to operate the first layer to obtain the feature map of the second layer. Since the expansion coefficient is 2, the convolution kernel distribution is actually the position of the second to figure. The receptive field of each element in the second layer is 7×7 relative to the original image. FIG. 1c adopts the cavity convolution of \( l = 4 \) to operate on the second layer to obtain the feature map of the third layer. Similarly, the receptive field of each element in the third layer is 15×15.

Compared with the three-layer 3×3 convolution kernel of traditional convolution, only 7×7 receptive fields can be obtained. The number of factors actually participating in the convolution of dilated convolution has not changed. The computation amount of dilated convolution remains unchanged, but the size of the convolution kernel increases, so that one eigenvalue in the feature graph corresponds to the original larger region, that is, a larger range of feeling can be obtained.

### 3.2. Context aggregation and front-end module based on dilated convolution

In recent years, in the study of convolutional neural network, Yanagase et al. [15] analyzed the expansion of filter but did not apply it. Sun et al. [16] simplified the structure of full convolutional neural network with cavities. Yu et al. [17] proposed the context module of dilated convolution, which systematically used dilated convolution to carry out multi-scale context aggregation, aiming to improve the performance of pixel prediction architecture by aggregating context information. The input and output of the module are C channel feature maps (C can represent the number of object classification in the image), and the input and output forms are the same. This module can therefore be plugged into an existing pixel prediction network. However, it does not have complete back-propagation network function, and requires a front-end network to provide feature maps as input, namely front-end module.

1) Context module

The context module has 8 layers. For the first 7 layers, 3×3 convolution kernels with different expansion coefficients are used for cavity convolution. The expansion coefficient 1 increases exponentially in each layer, so the convolution kernel of the small sensing region is used to obtain local features first, and then the convolution kernel of the large sensing region is used to divide features into more regions. Each convolution operation is followed by the element-by-element truncation operation Max to clip the expanded edges caused by the cavity convolution. The last layer performs 1×1×C convolution and produces the output of the module. Context module can be divided into two network forms, Basic and Large, according to different channels of convolution. Convolutional neural networks are usually initialized with randomly distributed samples [18,19]. However, experiments show that the standard random initialization scheme cannot improve the prediction accuracy of the context model, and the alternative initialization form with clear semantics is more effective.

The initialization scheme of basic network is as follows:

\[
 k^b(t,a) = \mathbb{I}_{[t=0]} [a-b]
\]  \hspace{1cm} (3)

Where \( a \) is the index of the input feature graph, and \( b \) is the index of the output feature graph. The initialization scheme sets up all filters to pass input from each layer directly to the next layer. Experiments show that the back-propagation method can reliably obtain the context information of the network and improve the accuracy of the processed feature map.

Large networks differ from Basic networks in the use of more feature maps in deeper layers. Large networks also need to change the initialization scheme to solve the
problem of the difference in the number of feature maps of different layers. The method is as follows: set $c_i$ and $c_{i+1}$ as the number of feature maps of two continuous layers, divide C by $c_i$ and $c_{i+1}$ at the same time, which can be expressed as:

$$k^i(t, a) = \begin{cases} C / c_{i+1}, t = 0 \\ \varepsilon, \text{others} \end{cases}$$

Where $\varepsilon \sim N(0, \sigma^2)$ and $\sigma << C / c_{i+1}$.

2) Front-end module

The front-end module is also called front-end Prediction Module. Its function is to generate a feature map of a certain resolution to provide to the context module. The front-end module is derived from the research of Long et al. and Chen et al. Long et al. retained the last two pooling and striding layers in the traditional classification network. Chen et al. used expansion to replace striding layer and retain pooling layer. Xu et al. found that the prediction accuracy could be improved by removing the last two pooling layers of VGG-16 network to simplify the network. This paper adopts the front-end module modified by Xu et al [20].

3.3. Semantic segmentation model based on dilated convolution

According to the characteristics of the cavity convolution network mentioned above, this paper uses the structure of full convolutional neural network VGG-16 to fuse the cavity convolution to construct a front-end module with higher prediction accuracy, and uses the cascade of the cavity convolution layers with different expansion coefficients to carry out multi-scale context aggregation. The semantic segmentation model of road scene image thus constructed is shown in Figure 2. The part before the final layer in the figure is the front-end module and the part after it is the context module. The front-end module takes a color image as input and generates $C=11$ feature maps as output. The context module can further predict the feature graph output by the front-end module.

In order to simplify calculation and improve prediction accuracy, the front-end module is improved on the basis of VGG-16. The specific construction method is as follows: Pooling4 and Pooling5 layers in VGG-16 are removed, and three convolution layers in Convs are changed into dilated convolution with expansion coefficient of 2. The convolution of FC6 layer is changed to the dilated convolution with an expansion coefficient of 4 to keep the feeling field unchanged. In addition, the padding operation of VGG-16 intermediate feature map is used to conduct down-sampling with pooling layer, which is applicable to traditional classification network. However, noise may be introduced in the operation, which is unnecessary and unreasonable in pixel prediction. Therefore, the padding operation is deleted.

The context module constructed is the cascade of different expansion coefficients cavity convolution layers. The specific structural parameters of each layer are shown in Table 1. There are 8 layers including the final output layer. The first 6 layers are empty convolution with expansion coefficients of 1, 1, 2, 4, 8 and 16 respectively, the resolution of the original image becomes $64 \times 64$ pixels after sampling under the front layer of the front-end module, the exponential expansion of the receptive field after the sixth layer is stopped in the context module design, and the receptive field of the seventh and eighth layers is $67 \times 67$. In order to facilitate comparison, two network forms, Basic and Large, are designed according to the different number of channels in the output characteristic graph.

These modifications enable parameter initialization using traditional VGG-16 networks and produce higher resolution output. The empty convolutional neural network is the semantic segmentation model of road scene image.

| Layer | Convolution | Dilation | Truncation | Receptive field | Output channels for feature maps |
|-------|-------------|----------|------------|----------------|---------------------------------|
|       |             |          |            |                | Basic network | Large network |
| 1     | 3×3        | 1        | Yes        | 3×3            | C               | 2C              |
| 2     | 3×3        | 1        | Yes        | 5×5            | C               | 2C              |
| 3     | 3×3        | 2        | Yes        | 9×9            | C               | 4C              |
| 4     | 3×3        | 4        | Yes        | 17×17          | C               | 8C              |
| 5     | 3×3        | 8        | Yes        | 33×33          | C               | 16C             |
3.4. Model training

Convolutional Architecture for fast feature embedding based on deep learning framework [27] builds semantic segmentation model of road scene image based on empty convolution. CAFFE uses deploy.prototxt for the definition of the cavity convolution algorithm. solver.prototxt Sets training parameters. solve.py performs network training. infer.py calls the model to generate the results of semantic segmentation. In this paper, the test hardware environment is Intel Core i7-6700HQ@2.60GHz quad-core eight-thread processor, 16GB memory, 6GB video memory Nvidia GeForce GTX 1060 graphics card.

With the increasing number of layers, the accuracy of the DCN recognition model is also improving, but it also brings the problem that the model is prone to fall into the local minimum [21-24]. Therefore, in the actual deep network model training, some scholars generally adopt the parameters of the previous better convergence model to initialize the initial parameters of the new model. The existing convolutional neural network models such as SSD (Single Shot Multibox Detector) and DeepID adopt the strategy of pre-training.

In this paper, while pre-training initialization parameters are adopted, two-stage training [25] is adopted for the model. The specific steps are as follows:

1) Using the VGG-16 model parameters trained on ImageNet to initialize the DCNN network to be trained.

2) Manually select 500 simple images with obvious features and few object categories to train the model separately. After many tests, it is determined that the learning rate of weight parameters is $10^{-4}$, mini-batch size is 14, momentum is 0.9, weight decay is 0.0005. Stochastic gradient descent method is used for training, and model parameters are saved after model convergence. Because the image is simple, the model converges quickly.

3) Retrain the model saved in the previous step on all training sets, initialize the model with the parameters obtained in the previous step, reduce the learning rate to $10^{-5}$, and update all network weights and parameters through training.

4. Experiments and analysis

Data set. Network training and experimentation are conducted on Cityscapes data sets. Cityscapes is a road scene segmentation dataset commonly used in the field of semantic segmentation, including 5000 fine labeled images and 19998 coarse labeled images. Among them, 5000 fine annotation images are divided into 2975 training set images, 500 validation set images and 1525 test set images. In this paper, only fine annotated image data is used, not coarse annotated data. There are 30 original annotation categories in the data set. Similar to other papers, this paper selects 19 common categories (such as cars, pedestrians and buildings) for training and testing. The average intersection over union (mIoU) is used as the measurement of segmentation accuracy [26-30], and the processing time and frame rate of each image are used as the measurement of segmentation speed.

Data enhancement. A similar approach to BiSeNet is adopted in data enhancement. In the process of training, images are normalized by means and variances, and then the images are randomly flipped horizontally and transformed by random scales (including 0.75, 1.0, 1.5, 1.75, 2.0). Finally, in the training process, the fixed size of the image is randomly cut out for training.

4.1. Comparison with different modules

First, the front-end module is tested. Only the front-end module constructed in this paper (hereinafter referred to as front-end) is used for training and testing to verify whether the modification of VGG-16 is effective.

Then test the combination of the context module and the front-end module, and insert the constructed context module of Basic and Large into the front-end module (hereinafter referred to as front-end+Basic and front-end+Large respectively). Set the learning rate to $10^{-5}$, the number of iterations to 4000, and initialize the context module. Since the receptive field of the context network is $67 \times 67$, a buffer of width 33 is used to populate the input feature graph. Two-stage training method is used to train network models. In the testing process of each network model, the image reading operation is realized by calling Python third-party library functions. The results are shown in table 2.

| Module       | mIoU/% | Time/ms |
|--------------|--------|---------|
| front-end    | 88.2   | 18      |
As can be seen from the results in Table 2, compared with the method of directly integrating feature maps at different levels, the segmentation accuracy of the front-end+Large method in this paper is improved to 93.1% by considering different characteristics of feature maps at both high and low levels, indicating that the proposed method can significantly improve the segmentation accuracy. Figure 2 is the result.

![Figure 2. Segmentation result (from top to bottom, Input image, marked true value, predicted value)](image)

### 4.2. Comparison with other networks

SegNet and ENet are several commonly used semantic segmentation networks [17]. This paper compares the segmentation accuracy and speed of these networks. Table 3 shows the segmentation accuracy, running time and frame rate of different networks in Cityscapes data set with 2048×1024 input resolution. It can be seen from the experimental results that the accuracy of the proposed method is higher and the real-time performance of the algorithm can be guaranteed at the same input size.

| Method    | mIoU/% | Time/ms | Frame/s |
|-----------|--------|---------|---------|
| SegNet    | 56.2   | 641     | 2       |
| ENet      | 58.4   | 49      | 19      |
| Proposed  | 72.5   | 30      | 32      |

Table 3. Segmentation precision of several networks

The semantic segmentation results of the front-end+Large network model for the shaded road test set and the unshaded road test set are shown in Table 4, and the segmentation effect is shown in Figure 3.

| Evaluation | Shadowed road | Unshaded road |
|------------|---------------|---------------|
| mIoU/%     | 73.2          | 73.4          |
| Time/s     | 21            | 19            |

Table 4. Test results of shadowed and unshadowed roads

![Figure 5. Front-end+Large network’s image segmentation results for shadowed and unshadowed roads](image)

### 5. Conclusion

In this paper, based on the different characteristics of high level and low level feature graphs, a network module is designed to effectively fuse different level feature graphs, which improves the problem that the fusion effect between feature graphs is not ideal in the traditional semantic segmentation problem. On the basis of this module, an efficient semantic segmentation network with both precision and speed is constructed. Different from many previous methods that directly improve the accuracy by increasing the complexity of the network or improve the speed by sacrificing the accuracy of the network, the cavity convolutional neural network achieves a good balance between the speed and accuracy. On the data set Cityscapes, it can achieve a segmentation accuracy of 72.5% on the basis of running time of 17 ms. Experimental results show that the proposed method can maintain both real-time performance and robustness, and can be further applied to practical scenarios such as intelligent driving. In the future, we will continue to optimize the segmentation results on this basis, considering the extraction of details from low-level features into high-level feature images.
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