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Abstract—Radar sensors are crucial for environment perception of driver assistance systems as well as autonomous vehicles. With a rising number of radar sensors and the so far unregulated automotive radar frequency band, mutual interference is inevitable and must be dealt with. Algorithms and models operating on radar data are required to run the early processing steps on specialized radar sensor hardware. This specialized hardware typically has strict resource-constraints, i.e. a low memory capacity and low computational power. Convolutional Neural Network (CNN)-based approaches for denoising and interference mitigation yield promising results for radar processing in terms of performance. Regarding resource-constraints, however, CNNs typically exceed the hardware’s capacities by far.

In this paper we investigate quantization techniques for CNN-based denoising and interference mitigation of radar signals. We analyze the quantization of (i) weights and (ii) activations of different CNN-based model architectures. This quantization results in reduced memory requirements for model storage and during inference. We compare models with fixed and learned bit-widths and contrast two different methodologies for training quantized CNNs, i.e. the straight-through gradient estimator and training distributions over discrete weights. We illustrate the importance of structurally small real-valued base models for quantization and show that learned bit-widths yield the smallest models. We achieve a memory reduction of around 80% compared to the real-valued baseline. Due to practical reasons, however, we recommend the use of 8 bits for weights and activations, which results in models that require only 0.2 megabytes of memory.

Index Terms—Quantization aware training, resource-efficiency, binarized convolutional neural networks, straight-through estimator, discrete weight distributions, uncertainty maps, interference mitigation, automotive radar.

I. INTRODUCTION

ADVANCED Driver Assistance Systems (ADAS) and Autonomous Vehicles (AV) heavily rely on a multitude of heterogeneous sensors for environment perception. Among them are radar sensors that are used for object detection, classification and to directly measure relative object velocities. Advantages of radar sensors are a high range resolution and their robustness concerning difficult weather and lighting conditions.

Typically frequency modulated continuous wave (FMCW)/chirp sequence (CS) radars are used in the automotive context. They transmit sequences of linearly modulated radio frequency (RF) chirps in a shared and non-regulated band. This may lead to mutual interference of multiple radar sensors; it becomes increasingly likely with a higher number of deployed radar-enhanced vehicles and larger chirp bandwidths of individual sensors used for better range-resolution.

For a non-regulated spectrum, the most common form of mutual interference is non-coherent, where the transmitters send with non-identical parameters. This results in burst-like interferences in time domain and a decreased detection sensitivity in the range-Doppler (RD) map. Thus, the detection and mitigation of interference is crucial in a safety context and must be addressed.

Several conventional signal processing algorithms for interference mitigation of mutual interference have been proposed. The most simplistic method is to substitute all interference-affected samples with zero, followed by an optional smoothing of the boundaries. More advanced methods use nonlinear filtering in slow-time, iterative reconstruction using Fourier transforms and thresholding, estimation and subtraction of the interference component, an adaptive noise canceller, or beamforming.

Recently, the use of deep learning has emerged for radar spectra denoising and interference mitigation. For this task deep neural networks (DNNs) are applied in time domain or in frequency domain, typically in a supervised manner. For interference mitigation in time domain, recurrent neural networks (RNNs) are used in [9], [10]. For interference mitigation in frequency domain, CNN-based models [11], [12], Convolutional Autoencoders [13] and U-Net inspired CNNs [14] are used.

While the results are impressive on simulated and real-world measurement data, the problem of high memory and computational requirements of DNN models has not been addressed in sufficient detail so far. In order to use the aforementioned methods for interference mitigation in practice, they have to comply with memory, computational as well as real-time
constraints of specialized hardware, i.e. the radar sensor.

Typically, DNNs have thousands or even millions of parameters and require hundreds of megabytes memory to be stored and during computation. Note that memory is often the limiting factor also in terms of energy efficiency and execution time, because loading data dominates over arithmetic operations and loading from off-chip DRAM is magnitudes more costly than accessing data from on-chip SRAM \cite{15}. Thus, memory efficiency is particularly important for specialized embedded hardware such as radar sensors.

There are several, partly orthogonal, options to reduce memory and computational requirements. The initial network architecture contributes substantially to the resource requirements, thus a small model with few parameters and a small number of activations is preferable. Neural architecture search (NAS) can be applied with resource-oriented objectives in order to find efficient models automatically \cite{16}. Other approaches are network pruning techniques, weight sharing, knowledge distillation, special matrix structures and quantization \cite{17}. In a quantized DNN, weights and activations are discretized and thus their bit-width is reduced. Typically, research on DNN quantization considers standard image classification data sets (e.g. MNIST, CIFAR-10 or ImageNet) rather than real-world data or regression tasks.

The aim of this paper (visually depicted in Figure \ref{fig:pd}) is to build upon the approach from \cite{11}, and find small models with decent resource requirements that retain high interference mitigation performance. We compare two quantization techniques for CNN-based models from \cite{11} to reduce the total memory requirements on radar sensors. The first technique, known as quantization aware training, is based on the straight-through gradient estimator (STE) \cite{18}. The second technique is based on training distributions over discrete weights \cite{19}.

In our experiments we use real-world FMCW/CS radar measurements with simulated interference. The main contributions of this paper are:

- We analyze the quantization capabilities according to different model architectures, sizes and quantization strategies, i.e. quantized weights, activations or both.
- We illustrate the importance of resource-efficient real-valued initial models w.r.t. quantization and the resulting memory requirements.
- We present results for quantizing exceptionally small models without significant performance degradation using fixed and learned bit-widths.
- We demonstrate how distributions over discrete weights can be used, in addition to denoising and interference mitigation, to obtain uncertainty estimates of the RD maps.
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\includegraphics[width=\textwidth]{fig2.pdf}
\caption{Block diagram of a basic FMCW/CS radar processing chain. Dashed boxes indicate the locations of optional interference mitigation steps, including CNN-based approaches (red) and classical methods (blue).}
\end{figure}
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\includegraphics[width=\textwidth]{fig3.pdf}
\caption{Non-coherent mutual FMCW/CS radar interference on the time-frequency plane. The ego radar $f_\text{e}(t)$ and interferer $f_\text{i}(t)$ frequency courses are depicted in blue and red, respectively. When both ramps cross, a time limited interference burst appears in the IF signal (yellow).}
\end{figure}

\begin{figure}[h]
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\includegraphics[width=\textwidth]{fig4.pdf}
\caption{Single, simulated and ideal interference burst in time-domain.}
\end{figure}

\section{Signal model}

The RD processing chain of a common FMCW/CS radar is depicted in Figure \ref{fig:pd}. The radar sensor transmits a set of linearly modulated RF chirps, also termed ramps. Object reflections are perceived by the receive antennas and mixed with the transmit signal resulting in the Intermediate Frequency (IF) Signal. The objects’ distances and velocities are contained in the sinusoidals’ frequencies and their linear phase change over successive ramps \cite{20}, \cite{21}, respectively. The signal is processed as a $N \times M$ data matrix $s_{\text{IF}}[n,m]$, containing $N$ fast time samples for each of $M$ ramps. Discrete Fourier transforms (DFTs) are computed over both dimensions, yielding a two-dimensional spectrum, the RD map $S_{\text{RD}}[n,m]$, on which peaks can be found at positions corresponding to the objects’ distances and velocities. After peak detection, further processing can include angular estimation, tracking, and classification.

The IF signal $s_{\text{IF}}[n,m]$ contains object reflections, noise, and may also include interference signals. It is modeled as

$$ s_{\text{IF}}[n,m] = \sum_{o=1}^{N_o} s_{O,o}[n,m] + \sum_{i=1}^{N_I} s_{I,i}[n,m] + v[n,m], $$

where $s_{O,o}[n,m]$ are object reflections from $N_O$ objects, $s_{I,i}[n,m]$ are interference signals from $N_I$ interfering radars and $v[n,m]$ models the noise.

The interference principle is illustrated in Figure \ref{fig:pd3} on the time-frequency plane for two FMCW/CS radars. Depending
The CNN model architecture is illustrated in Figure 5(b). The network contains L layers, each being a composite function of operations including the convolution operation (Conv), ReLU activation function and Batch Normalization (BN). The last layer uses a linear activation function and two convolution layers corresponding to the real and imaginary values of the complex-valued network output. From a signal processing perspective, the CNN model filters the RF map using learnable filter kernels.

The model is applied to radar snapshots for one antenna after the second DFT (RD maps), hence the input samples are complex valued patches of size $N \times M$. We use two input channels in order to represent the real and imaginary parts of the complex valued input. The network inputs are RD maps with interference and their targets are the corresponding ‘clean’ RD maps without interference. For the convolution, we employ square kernels and zero-padding, such that the inputs and outputs for each layer have the same spatial dimension. For training the network we use the mean squared error (MSE) loss function and the Adam algorithm [23]. In this paper, we report results for two different variants of the CNN model:

**Architecture A** consists of the same number of channels in every layer, except for the output layer which has a fixed number of two channels. Hence, a model denoted as L3_C32_A has three layers with $C = [32, 32, 2]$ channels. See Figure 5(b).

**Architecture B** has a bottleneck-based structure of channels where the number of channels is halved for each layer and the last layer always consists of two channels. A model denoted as L3_C32_B has three layers with $C = [32, 16, 2]$ channels. See Figure 5(c).

**IV. QUANTIZATION**

The training of real-valued DNNs is typically performed using gradient-based algorithms that update the network weights according to some loss function. However, quantizers and piecewise constant activation functions are non-differentiable components, whose gradient is zero almost everywhere, such that conventional gradient-based optimization is not possible. Besides quantization of pre-trained real-valued DNNs as a post-processing step, quantization can also be incorporated in the training process by:

1) Quantization aware training using real-valued auxiliary weights and the straight-through gradient estimator (STE) during the backward pass of quantization functions [18].

2) Inspired by methods from Bayesian inference, we can train weight distributions over discrete weights. The most probable weights of the optimized weight distributions can be selected as discrete-valued, i.e. quantized, DNN [19], [24].

In this paper, we consider approaches 1 and 2 for trained quantization. We denote $\mathbb{D}^D = \{0, \pm w_1, \ldots, \pm w_{D/2}\}$ to be a set of symmetric discrete weights with $0 < w_1 < \ldots < w_{D/2}$ and a uniform step size $\delta_w = w_{d+1} - w_d$. The quantizer $Q$ maps a real-valued number $x \in \mathbb{R}$ to one of the $D = 2^k - 1$ quantized weights $w_q \in \mathbb{D}^D$, assuming $k \geq 2$ bits are used to encode the weights $w_q$. The quantizer $Q$, and thus the set of discrete weights $\mathbb{D}^D$, are defined through three parameters: the bit-width $k \in \mathbb{N}$, the step size $\delta_w \in \mathbb{R}$ and the dynamic range $\alpha \in \mathbb{R}$. These parameters depend on each other according to $\alpha = (2^{k-1} - 1)\delta_w$. Note that this implies $\alpha = w_{D/2}$. For binary quantization with $k = 1$ bit, we consider $\mathbb{D}^2 = \{-w_1, +w_1\}$.

**A. Straight-through gradient estimator (STE)**

The gradients required for gradient-based learning are typically computed using the backpropagation algorithm in a computation graph that specifies a loss function $L$. After evaluating the loss $L$, backpropagation computes the gradients by repeated application of the chain rule. It is important that all components involved during backpropagation exhibit non-zero derivatives, preventing the use of many interesting components such as piecewise constant quantizers.

The STE is a simple method to approximate the zero gradient of such components by a non-zero value. More specifically, let $f(w)$ be some function within the computation graph with $df/dw = 0$. The STE approximates the gradient $df/dw$ during backpropagation by the non-zero derivative of

---

1Note that channels in the context of CNNs refer to the third dimension of activations in a convolution layer rather than physical or virtual signal channels as used in radar processing.
Figure 5: CNN architecture for radar signal denoising and interference mitigation. It uses ReLU, Batch Normalization (BN) and the convolution operation Conv\((i, o, (s_1 \times s_2))\), for \(i\) input channels, \(o\) output channels, and a kernel size of \(s_1 \times s_2\). Figure (a) illustrates the general model architecture, while Figures (b) and (c) show concrete model variants with \(L = 3\) layers that are used in this paper.

\[
\begin{align*}
\partial L / \partial w &= \partial L / \partial f \cdot \partial f / \partial w \\
&\approx \partial L / \partial f \cdot \partial \tilde{f} / \partial w .
\end{align*}
\]

(3)

Figure 6: Computation of forward (purple) and backward (green) pass through a simplified DNN building block using the STE. The building block consists of a convolution with quantized weights followed by a sign activation function. In the forward pass of layer \(l\) the convolution of the inputs \(x^l\) and the quantized weights \(W^l_q\) is performed. The quantization function \(Q\) is applied to the real-valued auxiliary weights \(W^l\) to retrieve the quantized weights \(W^l_q\). The sign activation function is applied to the activations \(a^{l+1}\) resulting in the next layer’s inputs \(x^{l+1}\). During backpropagation the green dashed line is followed, where the zero-gradient components (purple) are avoided and substituted by the gradients of the tanh and identity, respectively. The gradient updates are then applied to the real-valued auxiliary weights \(W^l\) according to the gradient based learning algorithm.

\[
Q_{l,k}(x) \in \{-w_{[D/2]}^l, \cdots, +w_{[D/2]}^l\}.\]

This quantization scheme is termed integer quantization, because integer rounding is an essential component.

1) Dynamic range: The dynamic range \(\alpha\) is used to map integer weights \(W^l_q \in \mathbb{D}^D\) encoded with \(k\) bits, to real-valued numbers. The integer weights \(W^l_q\) are stored in addition to one real-valued number per layer, i.e. the dynamic range, and scaled according to that dynamic-range \(\alpha\). This scaling operation typically increases the model performance considerably and is thus often used in practice. Note that the memory requirements for the dynamic range can be neglected,
because only one 32 bit value is stored per layer. In this paper, we consider two methods for determining the dynamic range, i.e.

(i) **Statistics approach:** Maximum absolute weight value

\[ \alpha = \max(|W|), \]

where \( W \) are the auxiliary weights when using quantization aware training with the STE.

(ii) **Learned approach:** Learns \( \alpha \) as additional model parameter using a gradient based optimization algorithm.

2) *Fixed and learned bit-width:* Quantization to discrete values with multiple bits (e.g. rounding) can be performed using either a fixed or a learned bit-width. Fixed bit-width quantization typically uses one homogeneous bit-width \( k \) for all layers, which is defined prior to training.

Recent works \cite{25} support heterogeneous bit-widths which can be learned alongside the model weights using the STE. This approach enables the use of different bit-widths for each layer without introducing additional hyperparameters. Note that manual hyperparameter search of layer-wise bit-widths would span over a space that is exponential in the number of layers which is generally intractable. Essentially, the bit-width \( k \) becomes a trainable parameter and is optimized either directly, or implicitly through learning the step size \( \delta_w \) and the dynamic range \( \alpha \). For training these additional model parameters, they are incorporated in the computation graph and trained via backpropagation using the STE.

When the bit-widths are trainable parameters, we use an additional loss term favoring fewer bits, i.e. the average bit-width of weights, activations, or both. By weighting this average bit-width loss by the corresponding frequencies, i.e. the number of weights or activations per layer, this average weighted bit-width loss becomes directly proportional to the resulting overall memory requirements. In order to properly scale this bit-width loss w.r.t. the performance loss (e.g. the mean squared error), an adaptive scaling factor can be used, e.g. dependent on the validation F1-Score.

### C. Training distributions over discrete weights

An alternative approach to quantization aware training is obtained by training a distribution over discrete weights \cite{19}, \cite{24}, \cite{28}. Let \( q_{\nu}(W_q) \) be a discrete distribution over the weights \( W_q \) governed by continuous parameters \( \nu \). Moreover, assume that the individual weights \( w_q \in W_q \) are independent such that \( q_{\nu}(W_q) \) factorizes into a product of factors \( q_{\nu_q}(w_q) \) for the individual weights \( w_q \), each governed by its own parameters \( \nu_q \). Instead of learning the discrete weights directly, the idea is to first train the distribution \( q_{\nu}(W_q) \) by optimizing a loss \( \mathcal{L}(\nu) \) that is differentiable with respect to the distribution parameters \( \nu \). After training, a DNN with discrete weights \( W_q \) is obtained by either selecting the most probable weights \( \arg\max_{W_q} q_{\nu}(W_q) \) or by sampling from \( q_{\nu}(W_q) \). This process is illustrated for ternary weights in Figure 7 where, intuitively, the probability bars at each connection correspond to the trainable parameters \( \nu_q \).

![Figure 7: Overview of training distributions over discrete weights for trained quantization. Model weights are replaced by distributions over discrete weights (left) and optimized using a gradient-based optimization algorithm. The discrete-valued model is then obtained by sampling or by selecting the most probable weights (right).](image)

An important property of weight distributions is that they allow us to obtain prediction uncertainties by averaging the outputs of several DNNs whose weights are sampled from \( q_{\nu}(W_q) \).

For the definition of the loss \( \mathcal{L}(\nu) \), assume that we are given a loss over the weights \( \mathcal{L}(W_q) \). We can then define a loss as expectation over \( \mathcal{L}(W_q) \) with respect to the distribution \( q_{\nu}(W_q) \), i.e.,

\[ \mathcal{L}(\nu) = \mathbb{E}_{q_{\nu}(W_q)}[\mathcal{L}(W_q)] + \lambda r(\nu), \quad (4) \]

where \( r(\nu) \) is a regularizer for the distribution parameters \( \nu \) and \( \lambda \geq 0 \) is a tunable hyperparameter.

However, the expectation in (4) is a sum over exponentially many terms, which is generally intractable. We use a practical approximation for the expected loss based on the central limit theorem that has been widely used in the literature \cite{19}, \cite{24}, \cite{29}–\cite{31}. The central limit theorem states that the average over many independent random variables tends towards a Gaussian distribution. This is particularly useful for DNNs with weight distributions as each neuron computes a sum over many random variables. This allows us to approximate the distribution of the \( j \)-th activation \( a_{i,j}^{l+1} \) in layer \( l+1 \) by a Gaussian \( \mathcal{N}(\mu_{a_{i,j}^{l+1}}, \sigma_{a_{i,j}^{l+1}}^2) \) with

\[ \mu_{a_{i,j}^{l+1}} = \sum_j \mathbb{E}[w_{i,j}^{l+1}]x_j^l \quad \text{and} \quad \sigma_{a_{i,j}^{l+1}}^2 = \sum_j \mathbb{V}[w_{i,j}^{l+1}]\left(x_j^l\right)^2, \quad (5) \]

where \( x_j^l \) is the \( j \)-th input from the previous layer. In the next step, the Gaussian activation distributions are converted into deterministic values by a backpropagation-compatible sampling procedure known as the local reparameterization trick \cite{24}, \cite{31}, \cite{32}.

A repeated application of these steps, i.e., Gaussian approximation followed by the local reparameterization trick, leads to a tractable approximation of \( \mathcal{L}(\nu) \). Note that this approach can also be used for piecewise constant activation functions such as the sign function \cite{19}, \cite{31}. In this case, the local reparameterization trick must be applied after the activation function to maintain a differentiable loss \( \mathcal{L}(\nu) \). This introduces some subtleties in the training process; most notably, the
local reparameterization trick is applied at the discrete sign activation distribution requiring methods such as the Gumbel softmax approximation [33], [34].

In practice, it is common to store the parameters \( \nu \) as unnormalized log-probabilities. Shayer et al. [24] proposed to use the squared \( \ell^2 \) norm as the regularizer \( r(\nu) \). This enforces the distribution \( q_{w_\nu}(w_\nu) \) to become more uniform and, therefore, to exhibit increased variance and entropy. Hence, the hyperparameter \( \lambda \) controls the level of variability of \( q_{w_\nu}(w_\nu) \) and, consequently, also the amount of prediction uncertainty obtained by sampling from \( q_w(W) \).

For training, the distribution parameters \( \nu \) are initialized using real-valued weights \( W \) from a pre-trained DNN with the same architecture according to the method presented in [19]. In this paper, we consider training distributions over ternary weights with \( \mathbb{D}^3 = \{-\alpha, 0, +\alpha\} \), requiring \( k = 2 \) bits per weight. In this context, the dynamic range \( \alpha \) can be seen as a simple scaling factor for ternary integer weights \( w \in \{-1, 0, +1\} \). It is computed based on the real-valued weights \( W \) from a pre-trained DNN, or trained as a learnable parameter. Note that most Bayesian inspired approaches for quantization [19], [24], [28] use a dynamic range of \( \alpha = 1 \), hence no scaling is performed on the integer weights.

V. EXPERIMENTAL SETUP

We use real-world FMCW/CS radar measurements combined with simulated interference to obtain input-output pairs for training CNN models in order to perform the denoising and interference mitigation tasks. The model is applied to the processed radar signal after the second DFT, i.e., the RD map. The overall goal is the correct detection of peaks in the RD map that correspond to real objects rather than clutter or noise.

A. Data set

The measurements were recorded in typical inner-city scenarios, where each measurement consists of 32 consecutive radar snapshots (RD maps). We used only the first receive antenna for constructing the data set. The radar signal contains reflections from static and moving objects as well as receiver noise. The simulated interference, that is added to the time domain measurement signal according to (1), is generated by sampling uniformly from the ego radar and interferer radar transmit parameters. See [35] for a detailed description of the simulation parameters and [11], [36] for an extensive analysis of the used measurement signals. The data set splits for training, validation and testing contain 2500, 250 and 250 RD maps, respectively. Data set splits are strictly non-overlapping, hence, multiple RD maps belonging to snapshots within the same measurement cycle are never contained in multiple data set splits.

Validation of simulated interference: For model training and evaluation we only use simulated interference signals because of the immense effort that is required for recording large amounts of CNN input-output pairs of synchronized real-world measurements with and without interference. In the remainder of this section, we qualitatively analyze the validity of our simulated interference signals in order to show that they indeed have the same characteristics as interference measurements and thus qualify for the proxy task. Therefore, we recorded a real sensor interference measurement for comparison. It was conducted in a static environment, such that most of the object signal can be extracted in a post-processing step and only the interference signal plus noise remain. We used the same sensor with identical configuration parameters for the interference measurement and the inner-city measurement campaign.

The simulated signal is generated according to [2]. While the RF transmit signal parameters of ego radar and interferer are known, the relative timing as well as the effects of the filters \( h[n] \) are unknown. For an adequate reconstruction, the unknown parameters in (2) are estimated from the measured signal.

Figure 8 illustrates a recorded interference in the top row and its simulated reconstruction in the middle row. In Figures 8(a) and 8(d) we can see the IF signal of a single interfered ramp in time domain. The interference burst is visible from roughly 5-9µs and incorporates a chirp-like form, as mentioned in Section II. The simulated signal matches the measurement relatively well in terms of its location,
duration and general chirp-like form. However, differences can be found in the form of the envelope and in the signal’s symmetry properties. This is a direct consequence of missing information about the analog receive filters in the hardware sensor. In particular, a model of their phase responses would be required, as a non-constant group delay causes such distortions of the envelope. Furthermore, also multipath reflections may contribute to such effects.

Besides these analog filters, the measurement is also pre-processed digitally by zero-phase high- and low-pass filtering. These digital filters are known and simulated, which is why Figure 8(d) also differs from the ideal interference as illustrated in Figure 4.

One measurement of 128 ramps contains several such chirp bursts at different locations, this results in structured noise patterns on the RD map, as shown in Figures 8(b) and 8(e) without adding object signals and in Figures 8(c) and 8(f) when combined with the object signal from Figure 8(g). Even though simulated and measured interference are not exactly identical, they both incorporate similar characteristics and patterns, and can hardly be distinguished in RD domain. This qualitative investigation shows, that simulated interference may well approximate real-world signals.

**B. Evaluation**

The F1-Score is used as evaluation metric, which is defined as the harmonic mean of precision $p$ and recall $r$, i.e.:

$$F_1 = 2 \frac{p \cdot r}{p + r}. \tag{6}$$

The precision $p$ measures the ratio of correct object detections to the total number of object detections according to the interference mitigated RD map, thus it considers the number of false-alarms. The recall $r$ defines the ratio of correct object detections to the total number of object detections in the ground truth data, thus it considers the number of correctly identified object peaks. The ground truth target detections were obtained by manually labeling the clean measurement RD maps without interference. A Cell Averaging Constant False Alarm Rate (CA-CFAR) target detection algorithm [37] is used to automatically extract detections, hence peak locations, from the interference mitigated model outputs. Both the ground truth target detections and the CA-CFAR generated detections from interference mitigated RD maps are the basis for the F1-Score. We calculate the mean sample-wise F1-Score per model and report the mean and the standard deviation over three individually trained models with independent initialization if not stated otherwise.

**VI. EXPERIMENTAL RESULTS**

First, we analyze performance effects due to binarization of CNN-based models from [11] for interference mitigation. We consider binary weights and activations, and we illustrate the impact of the CNN architecture on the performance degradation due to quantization.

Based on high performing, structurally small and real-valued models we present quantization results with different fixed as well as learned bit-widths, which are determined layer-wise and learned in addition to the model weights. We compare a real-valued model, a quantized model and a selection of 'classical’ interference mitigation methods in terms of F1-Scores. Also, we show a qualitative example of real-sensor interference mitigation.

Next, we consider ternary weight models and compare the results obtained by quantization aware training with models that are trained using discrete weight distributions. Then, we show that the training of discrete weight distributions can be used to produce uncertainty estimates of the predicted RD maps. Finally, we visualize the CNN model’s learned filter kernels and activations.

### A. Binarization effects of CNN-based models for interference mitigation

Figure 9 shows a performance comparison of binarized models using different numbers of layers and channels. The reference F1-Score of the clean measurement data (Clean) and the interfered data (Interfered) are indicated as horizontal lines. For each model configuration on the x-axis, the solid line indicates the performance of a bottleneck-based architecture of channels (Architecture B, see Section III). The dashed line uses the same number of channels $C = 1024$ in every layer except the last one, which consists of two channels (Architecture A, see Section III).

![Figure 9](image-url)
channels, i.e. the number of channels in the activations and architecture B, where the minimal number of and model parameters. An exception is the model with binary towards a better performance with a higher number of layers and model parameters. An exception is the model with binary activations and architecture B, where the minimal number of channels, i.e. the number of channels in the \( L - 1 \)th layer for a model with \( L \) layers, seems to be the limiting factor. Generally, architecture B yields better results for binarized weights whereas architecture A is better suited for binarized activations. Figure 9(b) shows that the real-valued model (Real) is also robust with regard to different numbers of maximal channels \( C \in \{32, 256, 1024\} \) for \( L = 7 \) layers. Binary weight (Weights) and binary activation (Activations) models on the other hand depend highly on the number of channels. The limiting factor is not only the minimal number of channels, but also the total number of channels. This can be observed by comparing architecture B with \( C = 32 \) and \( C = 256 \) maximal channels, where they both have 8 channels in layer \( L - 1 \) but the model with an overall higher number of channels performs better. Models with binary activations require a very large number of channels and thus parameters in order to reach a high F1-Score.

In summary, we have shown that binary weight models can almost reach the performance of their real-valued equivalent given a high number of model parameters and especially channels. In the binary weight case, architecture B is preferable. For binary activations however, architecture A performs better. In any case, a large number of parameters is required in order to reach a high F1-Score.

B. Performance-memory relation of different architectures and quantization strategies

The total memory requirements during the inference step stem from storing (i) model parameters and (ii) activations of two consecutive layers that need to be stored during the computation. For the sake of run time and energy efficient computations, these parameters and variables have to be stored in fast accessible on-chip memory simultaneously. Figure 10 shows the total memory requirements per model architecture. All depicted models are real-valued and reach a similar F1-Score of \( \geq 0.89 \). Models with few channels (e.g. 8, 16 or 32) have much smaller memory requirements than models with many channels (e.g. 256 or 1024); note the different y-axis scales in Figures 10(a) and 10(b). Quantization reduces the memory footprint by a factor of up to 32, namely in the binary case. Since even the smallest models from Figure 10 reach a high F1-Score and bigger models could not surpass their memory efficiency even with binary quantization, only these small models can be used as base models for quantization.

Figure 11 illustrates the performance to memory relation for real-valued (Real), binary weight (Weights) and binary activation (Activations) models. The circle size corresponds to the number of million operations (MOPS) required during the inference step. The Pareto optimal points are marked using black borderlines; they all belong to real-valued models. The smallest models for each category are annotated with a black border; see TABLE I for details of annotated models.

| Model     | Param. | QT | Weights [MB] | Act. [MB] | Total [MB] | MOPS | F1-Score |
|-----------|--------|----|--------------|----------|-----------|------|----------|
| L3-C8-B   | 504    | R  | 0.002        | 0.42     | 0.42      | 5    | 0.888    |
| L3-C8-A   | 864    | R  | 0.003        | 0.56     | 0.57      | 8    | 0.890    |
| L3-C16-B  | 1584   | R  | 0.006        | 0.84     | 0.85      | 15   | 0.896    |
| L3-C16-A  | 2880   | R  | 0.011        | 1.12     | 1.14      | 27   | 0.900    |
| L7-C32-A  | 47k    | W  | 0.006        | 2.25     | 2.26      | 441  | 0.871    |
| L7-C32-B  | 398k   | W  | 0.047        | 13.50    | 13.55     | 3.7k | 0.867    |
| L7-C256-A | 2958k  | A  | 11.285       | 0.56     | 11.86     | 27k  | 0.860    |
substantial performance degradation. We use the Brevitas framework [38] to (i) analyze quantization performance with different fixed bit-widths $k \in \{1, 2, 4, 6, 8, 32\}$ for weights as well as activations and (ii) to learn the bit-width of model weights and activations per layer. In any case, we use integer quantization and determine the dynamic range as the maximum absolute value over the real-valued auxiliary weights (see Section IV-B1). Figure 12 shows the performance of these different quantization strategies, where Figure 12(a) contains models with fixed bit-widths including the real-valued base model, and Figure 12(b) contains models with learned bit-widths, using the following quantization options:

(i) **Weights (W):** Quantized weights with learned bit-widths and real-valued activations.

(ii) **Activations (A):** Real-valued weights and quantized activations with learned bit-widths.

(iii) **Weights+Activations (WA):** Quantized weights and activations with learned bit-widths.

TABLE II lists corresponding details regarding the performance and memory requirements for weights and activations, including average bit-widths.

Models with a fixed number of $k = 1$ or $k = 2$ bits are not suited for the task and do not even reach the F1-Score of data without mitigation. With $k = 4$, $k = 6$, and $k = 8$ bits the performance increases steadily and almost reaches the real-valued score with only 8 bits. The resulting memory saving with 8-bit weights and activations is approximately 75% compared to the real-valued baseline.

For quantization strategies using learned bit-widths, we consider the smallest bit-widths reached without significant performance degradation per category (Weights, Activations, Weights+Activations). The results shown in Figure 12(b) and their corresponding details stated in TABLE II show the effectiveness of quantized activations over quantized weights for the considered task of RD interference mitigation. When optimizing only the weight bit-widths and keeping full precision activations, we reach an average learned bit-width of 4.3 bits over all layers. Nonetheless, the overall memory reduction is minimal. When quantizing only activations on the other hand, an average bit-width of 6.5 is reached which reduces the overall memory requirements during the inference step considerably. With 177.35 kB, we achieve a memory reduction of approximately 80% for the model with learned bit-width activations compared to the real-valued baseline. This behavior stems from the large number of activations in two consecutive layers compared to the total number of model weights. We have this inequality in number of values per activation layer versus model weights due to our task and the associated model.

We observe that quantizing only activations using a learned bit-width results in the highest memory reduction without substantial performance degradation. The learned activation bit-width using quantized activations is one bit lower than the learned activation bit-width when using quantized weights and activations. In the latter case, local minima in the combined loss function are reached, that hinder further optimization. The small difference in learned activation bit-widths has a stronger effect on the overall memory requirements than weight quantization.

---

**TABLE II:** Memory, performance and bit-width details for results shown in Figure 12. The quantization type QT can be W for weights, A for activations, or WA for weights and activations. The number of bits for fixed bit-widths is indicated in front of the quantization type. The learned bit-width is stated in average bits per value over all layers. The memory usage is stated in kilobytes [kB] and the F1-Score is listed as ‘mean ± standard deviation’ over three independently trained models. The model has $L = 3$ layers and $C_l = [16, 8, 2]$ channels.

| QT      | Weights | Activations | Total | F1-Score |
|---------|----------|-------------|-------|----------|
|         | [kB]     | [kB]        |       |          |
|         | [Bits]   | [Bits]      |       |          |

**TABLE II: Memory, performance and bit-width details for results shown in Figure 12.** The quantization type QT can be W for weights, A for activations, or WA for weights and activations. The number of bits for fixed bit-widths is indicated in front of the quantization type. The learned bit-width is stated in average bits per value over all layers. The memory usage is stated in kilobytes [kB] and the F1-Score is listed as ‘mean ± standard deviation’ over three independently trained models. The model has $L = 3$ layers and $C_l = [16, 8, 2]$ channels.

---

**Figure 12:** Average F1-Score and memory requirements [kB] for models with fixed and learned bit-widths. Fixed bit-widths (left) are used for weights as well as activations (WA). Learned bit-widths (right) are optimized for either weights (W), activations (A) or both (WA). The model has $L = 3$ layers and $C = [16, 8, 2]$ channels. Details about memory requirements, performance and average bit-widths are listed in TABLE II.

---

**C. Quantization with multiple bits using fixed and learned bit-widths**

We aim to further reduce the memory size of the real-valued model with $L = 3$ layers and $C = [16, 8, 2]$ channels without acceptable F1-Score require more memory than a real-valued alternative with fewer parameters. All Pareto optimal points correspond to real-valued models. Already particularly small real-valued models reach a high F1-Score of $F1 > 0.89$, such as the model denoted as ‘L3-C16-B’ which has $L = 3$ layers and $C_l = [16, 8, 2]$ channels in these layers. We thus conclude, that considered binarized CNNs are not suited for radar denoising and interference mitigation. Instead, we investigate quantization with multiple bits for weights and activations which could be used to further reduce the memory requirements of small real-valued models. We choose the model with $L = 3$ layers and $C_l = [16, 8, 2]$ channels as a base model for all further experiments, it yields an F1-Score of $F1 = 0.8960$. 
Table III: Comparison of the average F1-Score and resource requirements between the real-valued CNN model (CNN-Real), the 8 bit quantized CNN model (CNN-8WA), and the three classical methods zeroing, IMAT and Ramp filtering.

| Method     | F1-Score | Parameters | MOPS |
|------------|----------|------------|------|
|            | Count    | Bits [kB]  |      |
| CNN-Real   | 0.8960   | 1584       | 6.19 |
| CNN-8WA    | 0.8937   | 1584       | 1.55 |
| Zeroing    | 0.8515   | -          | 2.83 |
| RFinmin    | 0.8754   | -          | 3.13 |
| IMAT       | 0.8604   | -          | 3.88 |

FIGURE 13: CDF comparison of the sample-wise F1-Score between the real-valued CNN model (CNN-Real), the 8 bit quantized CNN model (CNN-8WA), and the three classical methods zeroing, IMAT and Ramp filtering.

FIGURE 14: Performance comparison between quantization aware training with the STE and discrete weight distributions. Different factors for scaling the dynamic range are depicted on the x-axis, i.e., None, computed from statistics and learned as parameter.

FIGURE 15: F1-Score with different regularization weight λ. The discrete model weights are obtained by the most probable weights (MP), sampling once (S1) or sampling 100 times (S100).

In comparison to the fixed 8 bit model for weights and activations (8WA), we have a memory reduction for the model with learned bit-width activations (A) of around 40 kB with a slightly better F1-Score (+ 0.0021). However, this relatively small improvement might be negligible in practice, because of the implementation overhead for heterogeneous bit-widths. To fully exploit a heterogeneous bit-width, a specialized hardware with custom arithmetic units would be required. Therefore, we recommend to use 8 bits for all weights and activations, which allows the use of standard integer processing units.

D. Performance comparison with classical interference mitigation methods

We compare our CNN-based models in the real-valued setting (Real) as well as in the 8 bit quantized setting (8WA) with the classical and state-of-the-art interference mitigation methods zeroing [3], Iterative method with adaptive thresholding (IMAT) [39] and Ramp filtering [4]; see [36], [40] for an overview of these methods. Zeroing and IMAT highly depend on an interference detection step, which influences their performance considerably. In our experiments we identified time-domain samples incorporating interference with approximately 90% accuracy; this interference detection rate seems feasible in practice. Note, that IMAT is even more susceptible to false detections than zeroing, and that Ramp filtering as well as the CNN-based models do not depend on such an explicit interference detection step at all.
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Figure 16: RD magnitude spectra in decibel [dB] without interference (SNR = 32 dB) combined with real-sensor interference (SNR = 19 dB) and after CNN interference mitigation (SNR = 26 dB).

comparison to the real-valued CNN model. Also the energy and time consumption can be reduced in the quantized case, because pure integer arithmetic can be used for the convolution operations which might lead to a faster computation depending on the hardware.

E. CNN interference mitigation on a real-sensor interference

In order to illustrate successful CNN interference mitigation performance on real-sensor interference signals, despite the lack of a large set of such measurements, we show quantitative results of an exemplary RD map in Figure 16. The interference signal is obtained using real-sensor measurements and combined with an object signal from the inner-city measurement campaign, as described in Section IV-A. Several object peaks are visible in the 'clean' measurement RD map (Figure 16(a) SNR = 32 dB). The interfered RD map (Figure 16(b) SNR = 19 dB) contains distinctive interference patterns and complicates the identification of object peaks. After interference mitigation using the real-valued CNN model, which was solely trained on simulated interference signals, most of these patterns are removed and the noise floor is damped, while the object peaks are retained (Figure 16(c) SNR = 26 dB). This example illustrates the potential of our approach, while more quantitative results and in-the-wild-interference signals are to be evaluated. The generalization from simulated to real-sensor interference signals is promising, but using real-sensor interference signals during training or for transfer learning has even more potential in terms of real-world interference mitigation.

F. Quantization aware training vs. training distributions over discrete weights

Here, we consider training discrete distributions over ternary weights as described in Section IV-C. In contrast to quantized DNN models that only produce point estimates, weight distributions additionally allow us to obtain uncertainty estimates over model predictions, i.e. RD uncertainty maps. We use the CNN model with \( L = 3 \) layers, \( C_l = [16, 8, 2] \) channels, real-valued ReLU activations and ternary weights \( W \in \{-\alpha, 0, +\alpha\} \) requiring 2 bits each.\(^4\) For comparison we use quantization aware training with the STE and integer quantization with a bit-width of \( k = 2 \); this also results in ternary weights \( W \in \{-\alpha, 0, +\alpha\} \). Figure 14 shows the performance comparison between quantization aware training with the STE and the training of discrete weight distributions with three different methods of determining the dynamic range \( \alpha \). For ternary weights that are symmetric around zero, the dynamic range \( \alpha \) is equal to the step size \( \delta_w \) and can be seen as a simple scaling factor that is multiplied to integer ternary weights \( W \in \{-1, 0, 1\} \). For the calculation of the scaling factor \( \alpha \) we consider the three methods as described in Section IV-B1

- **None**: no scaling factor, i.e. \( \alpha = 1 \)
- **Statistics**: the maximal absolute value of real-valued auxiliary weights (quantization aware training) or pre-trained weights (discrete distributions)
- **Learned**: scaling factor learned as a model parameter

Quantization aware training does not learn the interference mitigation task at all when no scaling factor \( \alpha \) is used; this results from a combination of the used weight initialization (small values close to zero) and quantization type (integer rounding). Training discrete distributions over weights \( W \in \{-1, 0, 1\} \) on the other hand yields a high F1-Score of \( F1 = 0.87 \) without scaling. With a scaling factor calculated from weight statistics, both quantization aware training and training with discrete distributions increase performance substantially and reach an F1-Score \( \geq 0.89 \). For training discrete distributions a learned scaling factor performs similar to the one from statistics, but for quantization aware training the learned scaling factor worsens the results considerably.

The choice of the dynamic range \( \alpha \) has a high impact on the model performance. We propose to use the maximal absolute weight per layer. According to our results this choice of dynamic range calculation is robust, has a small computation overhead and results in a high performance, independent of the training approach. Training distributions over discrete weights yields competitive results in comparison to quantization aware training with the STE for the considered weight quantization. With regard to the scaling factor, training distributions over discrete weights even seems to be more robust.

G. Uncertainty maps and effects of the distribution regularization term

Figure 15 shows different values for \( \lambda \), i.e. the contribution of the distribution regularization term to the network loss (see Section IV-C). We use the same model as before, i.e. a CNN with \( L = 3 \) layers and \( C_l = [16, 8, 2] \) channels, and use the maximum absolute weight as scaling factor \( \alpha \) per layer. The results illustrate the effect of \( \lambda \) for three different variants of retrieving the weight values:

- **MP**: most probable weights
- **S1**: weights are sampled from the weight distribution
- **S100**: weights are sampled 100 times from the weight distribution and their average is used

Each variant that involves sampling (S1 and S100) is computed and evaluated 100 times in order to capture the variance of model predictions based on these sampled weights.

\(^4\)Quantizing activations with multiple bits using this technique goes beyond the scope of this work and is not considered at this point.
H. Visualization and interpretation of learned filter kernels

While there is no simple approach of interpreting what the CNN model has learned, we can gain more insights by inspecting visualizations of learned filter kernels and activations (i.e. feature maps) for a specific input. Figure 19 shows RD map patches of model inputs, outputs and activations after each layer for the real-valued CNN. The same RD measurement feature maps) for a specific input. Figure 19 shows RD map

Figure 17: Interference mitigated RD predictions (top) and corresponding uncertainty estimates (bottom) with increasing influence (left to right) of the distribution regularization term with \( \lambda = \{10^{-10}, 10^{-9}, 10^{-8}\} \). Manually labeled object peaks are indicated in red.

Our results show that for large \( \lambda \) the performance decreases whereas there is a significant drop with \( \lambda \geq 5 \cdot 10^{-8} \). The MP weights always perform best, whereas the difference to S1 and S100 increases with a higher regularization term. Both S1 and S100 tend to have a higher variance with a higher regularization term. S100 is always better than S1 but it does not outperform the most probable weights MP.

Figure 17 shows the RD predictions and their corresponding uncertainty estimates, i.e. the standard deviation of RD log magnitudes, of S100 over 100 evaluations for different \( \lambda \in \{10^{-10}, 10^{-9}, 10^{-8}\} \). Figure 18 shows the corresponding ‘clean’ measurement and the measurement with interference as reference. All RD predictions and uncertainty maps contain an overlay with the ‘ground truth’ object detections, i.e. the manual labels as considered for evaluation.

As already shown in the last experiment, we achieve the highest interference mitigation performance with a low \( \lambda \). Accordingly, the average RD predictions of S100 over 100 evaluations contain well-suppressed interference patterns with \( \lambda = 10^{-10} \). For larger \( \lambda \) values they contain slightly more noise, interference and smoothed object peaks. Also the standard deviation over the 100 RD log magnitude predictions increases with a higher regularization term, while the object peaks have an extremely low uncertainty independent of \( \lambda \). The interference patterns, as contained in the measurement with interference in Figure 18 become more apparent with higher output uncertainty as shown in Figure 17 in the right column.

Figure 18: RD magnitude spectra with and without interference. Manually labeled object peaks are indicated in red.

is used, where the left side input includes interference and the right side input does not. We analyzed the activations corresponding to the input with interference and the ones without interference and made the following observations:

- Inputs with interference have similar patterns in real and imaginary parts, including positive and negative values.
- All activations after the 1st layer contain high magnitude values (positive and negative) at object positions.
- Some activations after the 1st layer contain much more interference than others (compare patches with green borders) and seem to concentrate on different aspects of interference patterns. E.g. the activations marked with an orange border contain strong diagonal patterns while the activations marked with a red border contain more unstructured noise.
- Activations after the 2nd layer are either all positive or all negative for inputs without interference. However, for inputs with interference, there are activations (compare patches with blue borders) that separate a patch into objects and interference patterns by means of positive and negative values.
- The activations at the outputs resemble the inputs at object positions while possible interference and noise are removed. Note, that the output from the sample with interference contains even less noise than the output from the sample without interference which stays almost unchanged.

Figure 20 shows the learned filter kernels of the real-valued CNN model for the first and last layers. The first and last layer filter kernels can be interpreted, because we have an intuition about the input and output of the model. In contrast, an interpretation of the second layer filter kernels is difficult, since it operates on activations from hidden layers. The learned filter kernels are diverse and resemble well known spatial filter types:

- **Gaussian** filters smooth the input. These filters have all positive or all negative values, where the intensity is higher in the middle and lower at the corners. E.g. 

- **Gradient** filters can detect edges along different dimensions, i.e. horizontal, vertical and diagonal. They show first order spatial derivatives of the input and they themselves have edges of positive or negative values along some dimension. E.g. 

- **Laplacian** filters highlight regions of rapid intensity changes in the input. They show second order spatial derivatives
Figure 19: Visualization of RD map patches of inputs, outputs and activations after each layer for the real-valued CNN model. The left and right side show patches for an example with and without interference, respectively. The log magnitude spectra of inputs and outputs are shown only for illustration purpose and they are not directly used by the model. The color intensity of activations correlates with their magnitude and the color map scale is identical for corresponding activation patches on the left and right side. Red, white and blue indicate positive, zero and negative values, respectively.

Figure 20: Visualization of the learned filter kernels for the real-valued CNN model. Filter kernels are normalized and the color map ranges from minus to plus one, where red is positive, blue is negative and white indicates a value of zero.

of the input and have a positive or negative peak in the middle, that is surrounded by lower intensity values of the opposite sign. E.g. ⨢, ⨨.

The first layer contains diverse variations of Gaussian and gradient filters. They are directly applied to the input and used for low level feature detection. The third layer contains Laplacian filters, which are used to reassemble real and imaginary parts from the second layer outputs. Note, that also in classical computer vision applications Laplacian filters are often used in combination with other filters (e.g. Gaussians) that are previously applied to the inputs. This visualization gives a valuable insight into learned filter kernels and how the model detects and removes the interference. The output is then reconstructed using the objects without including that interference.

VII. CONCLUSION

In this paper, we investigate the capability to quantize CNN-based models for denoising and interference mitigation of radar signals. Our experiments emphasize the importance of small real-valued base models in order to obtain memory efficient models after quantization. We conclude, that small architectures are not suitable for binarization in the context of the considered regression task and instead multiple bits are required to retain high performance. For the considered task and selected base model, the quantization of activations has a substantially higher impact on the overall memory than the quantization of weights. The bit-width can be learned in addition to the model weights resulting in a memory reduction of up to 80% for the selected base model. However, for simplicity and practical reasons, we advocate 8-bit quantization of all weights and activations yielding a memory footprint reduction of approximately 75% compared to the real-valued model without any noteworthy performance degradation. Furthermore, we analyze the effects of training distributions over discrete weights in contrast to quantization aware training with the STE and find that competitive results can be achieved including additional information about uncertainty estimates in interference mitigated RD maps. As future work we plan to conduct quantitative evaluations of real-world interference signals. Further interesting directions are model architectures that exploit sequential and multichannel information.

ACKNOWLEDGMENTS

This work was supported by the Austrian Research Promotion Agency (FFG) under the project SAHaRA (17774193) and NVIDIA by providing GPUs.
Mate Toth received his MSc degree in electrical engineering from Graz University of Technology, Austria, in 2018. He is currently pursuing a PhD at Infineon Technologies Austria in cooperation with Graz University of Technology. His research interests include robust and efficient signal processing for sensors and communication, with a current focus on signal denoising and parameter estimation in automotive radar.

Paul Meissner received his MSc degree in information and communications engineering in 2009 and the PhD degree in electrical engineering in 2014 from Graz University of Technology, respectively. He is currently a concept engineer for automotive radar at Infineon Technologies Austria, focusing on receiver architectures for radar MMICs. His research interests are statistical signal processing, system modeling for complex sensor systems, and data processing algorithms for radar sensors.

Franz Pernkopf received his PhD degree from the University of Leoben in 2002. He was awarded the Erwin Schrödinger Fellowship and was a research associate at the Department of Electrical Engineering at the University of Washington, Seattle, from 2004 to 2006. Since 2010 (Associate) and 2019 (Full) he is a Professor for Intelligent Systems at the Signal Processing and Speech Communication Laboratory at Graz University of Technology, Austria. His research is focused on machine learning and data analysis with a wide range of applications including signal and speech processing. He is particularly interested in probabilistic graphical models for reasoning under uncertainty, discriminative and hybrid learning paradigms, deep neural networks and sequence modeling.