Leveraging Code Generation to Improve Code Retrieval and Summarization via Dual Learning
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ABSTRACT
Code summarization generates brief natural language description given a source code snippet, while code retrieval fetches relevant source code given a natural language query. Since both tasks aim to model the association between natural language and programming language, recent studies have combined these two tasks to improve their performance. However, researchers have yet been able to effectively leverage the intrinsic connection between the two tasks as they train these tasks in a separate or pipeline manner, which means their performance can not be well balanced. In this paper, we propose a novel end-to-end model for the two tasks by introducing an additional code generation task. More specifically, we explicitly exploit the probabilistic correlation between code summarization and code generation with dual learning, and utilize the two encoders for code summarization and code generation to train the code retrieval task via multi-task learning. We have carried out extensive experiments on an existing dataset of SQL and Python, and results show that our model can significantly improve the results of the code retrieval task over the state-of-art models, as well as achieve competitive performance in terms of BLEU score for the code summarization task.
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1 INTRODUCTION
Modern software engineering relies heavily on large amount of third-party libraries and public codes from various websites. During software development and maintenance, developers often spend lots of time understanding code and searching for the code snippets they need [1]. Therefore, code retrieval and code summarization play an important role in many software engineering activities. Code summarization generates brief natural language description given a source code snippet, while code retrieval fetches relevant source code given a natural language query. As for both academics and industry of software engineering, they are two important and challenging tasks.

A large amount of code and related text information have been accumulated on the Web. For example, Stack Overflow [23] contributes to a huge amount of code snippets, usually paired with natural-language-based questions and comments. Researchers have extracted <natural language description, code> pairs from those resources to help develop data-hungry models for associating natural languages with programming languages [17, 35]. For example, StaQC [35] is a large-scale dataset automatically mined from Stack Overflow, which contains more than 100K question, code pairs for SQL and Python respectively. Iyer el al. [17] built a dataset for SQL and C# in a similar way. These datasets have greatly contributed to the progress of research on code retrieval and code summarization.

With these datasets mined from the Web, deep learning is now widely used in code retrieval and code summarization as a mainstream approach. Researchers in the fields of Web technologies, natural language processing, deep learning and software engineering have proposed a variety of neural models for these two tasks, aiming to design better features or more sophisticated network structures to capture more accurate semantics of code and natural language text. For example, the code retrieval model DCS [11] used two neural encoders to model the semantics of natural language queries and code snippets respectively, and measured their correlation by cosine similarity of the encoders’ output. There are more deep learning works on code summarization due to its resemblance to machine translation. In particular, SBT [16] transformed an abstract syntax tree (AST) into a token sequence to generate
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a code summary, in which brackets were used to represent the tree structure. Code2Seq [4] represented a code snippet as a set of compositional paths in its AST. Wan et al. [31] adopted Tree-RNN and reinforcement learning to improve code summarization.

Since both code retrieval and code summarization tasks aim to model the association between natural language and programming language, recent studies have combined these two tasks to improve their performance. Chen et al. [33] proposed BVAE, a neural framework that contains two Variational-Auto-Encoders (VAEs) to model source code and natural language respectively. Both VAEs are trained jointly to reconstruct their inputs with regularization that captures the closeness between the latent variables of code and description. CoaCor [34] trained a code summarization model to generate code summaries that can be used for the retrieval task based on reinforcement learning. These approaches, however, have yet effectively leveraged the intrinsic connection between the two tasks. For example, the BVAE models for retrieval and summarization tasks are designed and trained independently. CoaCor adopted a pipeline approach to feed generated summary to a separate assemble module for code retrieval. These simplified solutions would lead to two problems:

- Performance cannot be well balanced between code retrieval and code summarization. For example, the BLEU score [24] of the code summarization model in CoaCor is not satisfactory though it improves the performance of existing code retrieval models significantly. Different from what claimed in [34], we respectively argue that generating summaries close to human-provided queries is naturally fit to code retrieval. The compromise of BLEU score, which represents the similarity between the generated summaries and human-written ones, can be avoided if we can model the inner connection between the two tasks better.
- The complexity of overall procedure makes the model training more challenging. For example, BVAE [8] only provides a proof-of-concept implementation based on simplest network architecture, because more powerful models are harder to train when VAE is applied to text. Similarly, the convergence of reinforcement learning in CoaCor [34] is also a problem.

To overcome these issues, we propose an easy-to-train, end-to-end method to improve both code retrieval and code summarization. Our work is inspired by CoaCor [34]. If the similarity between generated summaries and code-search queries can help improve code retrieval, it is natural to assume that the similarity between generated code and code snippets in code bases can also be beneficial. Therefore, we introduce an additional code generation task. Since code summarization and code generation are two tasks that have dual forms, we explicitly exploit the probabilistic correlation between code summarization and code generation with dual learning [33]. The two encoders for code summarization and code generation are also shared with a code retrieval scorer via multi-task learning. In this way, we get an extremely simple yet effective model, named 3C0d3, in which the 3 COde-related tasks can be trained simultaneously.

In this paper, we make the following contributions:

- We design a simple yet effective end-to-end model for both code retrieval and code summarization by introducing the code generation task and exploiting the intrinsic connection between these tasks via dual learning and multi-task learning.
- We carried out extensive experiments on an existing dataset of SQL and Python. Experiment results show that our model can improve code retrieval significantly compared to state-of-the-art models, without affecting the performance in code summarization.
- With ablation study and case study, we provide strong evidence that the introduction of code generation and dual learning leads to better representations of source code and text in terms of semantics.

The rest of this paper is organized as follows. In Section 2, we introduce some background knowledge on code retrieval, code summarization, code generation and dual learning. In Section 3, we explain our approach in details. In Section 4, we describe our experiment setup, including datasets and evaluation metrics used. In Section 5, we present and analyze our experiment results. Before we conclude in Section 7, we discuss related research efforts in the areas of code retrieval, code summarization, dual learning and multi-task learning.

2 BACKGROUND

2.1 Code Retrieval

Code retrieval aims to match code with natural language query. Formally, given a set of code snippets $X$ and a natural language query $y$, code retrieval aims to retrieve the corresponding code snippet $x \in X$ that matches the semantics of the query $y$. Firstly, we have an encoder to represent the code snippet $x$ as code vector $V_x$, which is calculated as follows:

$$V_x = E_x(x)$$

where $E_x(\cdot)$ is the neural network to encode source code. Then, we map the natural language query $y$ to the same semantic space as code vector $V_x$, represented as query vector $V_y$, which is calculated as follows:

$$V_y = E_y(y)$$

where $E_y(\cdot)$ is another neural network to encode natural language queries. Finally, the similarity value in the matching step is calculated as follow:

$$\text{Similarity} = S(V_x, V_y)$$

where $S(\cdot)$ is a similarity function between code vector $V_x$ and query vector $V_y$. By maximizing the similarity function, we can get the most relative code to a given description.

2.2 Code Summarization and Code Generation

As we mentioned above, code summarization could be treated as a text generation task. Given an input code snippet $x = (x_1, x_2, \ldots, x_m)$ that has $m$ code tokens, code summarization aims to generate a readable natural language query $y = (y_1, y_2, \ldots, y_n)$ with $n$ words which describe the input code snippet $x$. Let $Y$ be the set of all possible summary sequences. The system tries to find the optimal
sequence $y$ for $x$:

$$\arg \max_{y \in Y} P(y|x)$$  \hspace{1cm} (4)

In contrast, let $X$ be the set of all possible code snippets, given a natural language query $y$, code generation is to generate the optimal code snippet $x$ for $y$:

$$\arg \max_{x \in X} \rho(x|y)$$  \hspace{1cm} (5)

Note that for these two Seq2Seq models, the input of code summarization is the expected result of code generation, and vice versa for code generation. Thus, as we mentioned in Section 1, code summarization and code generation are dual tasks of each other.

2.3 Dual Learning

Dual Learning is introduced in [33], which aims to utilize the duality so that two dual tasks can keep learning from each other until convergence. Given two tasks: a primal task that takes samples from space $X$ as input to map into output space $Y$, and a dual task that takes samples from space $Y$ as input to map to output space $X$. Then, for $n$ training pairs $(X_i, Y_i)_{i=1}^n$, the primal task is to find function $f : X \mapsto Y$, and the dual task is to find function $g : Y \mapsto X$.

With the principle of duality, if the learned primal and dual models are perfect, we should have:

$$P(x)P(y|x; \theta_{xy}) = P(x,y) = P(y)P(y|x; \theta_{yx}), \forall x, y$$  \hspace{1cm} (6)

where $\theta_{xy}$ is the learned parameter from $f$, $\theta_{yx}$ is the learned parameter from $g$, and we call this property probabilistic duality.

By incorporating dual learning into specific training objectives of deep learning models, we would have:

Objective1 : $\min_{\theta_{xy}} \sum_{i=1}^{[X]} L_{xy}(f(X_i; \theta_{xy}), Y_i)$  \hspace{1cm} (7)

Objective2 : $\min_{\theta_{yx}} \sum_{i=1}^{[Y]} L_{yx}(g(Y_i; \theta_{yx}), X_i)$  \hspace{1cm} (8)

s.t. $P(X_i)P(Y_i|x; \theta_{xy}) = P(Y_i|x)P(X_i|y; \theta_{yx}), \forall i \in [1, |X|]$  \hspace{1cm} (9)

where $L_{xy}$ and $L_{yx}$ are the loss functions decided by the function $f$ and $g$. $X$ and $Y$ are the sets of all training pairs.

To optimize these training objectives, the common practice in dual learning is to introduce Lagrange multipliers and add the equality constraint of probabilistic duality into the objective functions. Convert the probabilistic duality constraint into the following regularization term:

$$L_{dual} = (\exp(P(x)) + \exp(P(y|x, \theta_{xy})) - \exp(P(x)) - \exp(P(x|y, \theta_{yx})))^2$$  \hspace{1cm} (10)

and the training objectives become:

Objective1' : $\min_{\theta_{xy}} \sum_{i=1}^{[X]} L_{xy}(f(X_i; \theta_{xy}), Y_i)$  \hspace{1cm} (11)

$$+ L_{dual}(X_i, Y_i; \theta_{xy}, \theta_{yx})$$

which can be trained using common optimization methods. In this paper, we utilize this regularization term to restrain code summarization and code generation to achieve a better performance.

3 APPROACH

3.1 Overview

In this section, we formulate the problem and describe our model of CO3.

We take the dual learning mechanism in [33] and propose two dual tasks: a primal code summarization task that takes source code sequence $x$ as input and summarizes it into text sequence $y'$; and a dual code generation task that takes text sequence $y$ as input and uses it to generate code sequence $x'$. We reuse $x$ and $y$ to supervise $x'$ and $y'$ respectively, with dual learning mechanism to improve the performance of both tasks. Afterwards, we use the hidden states of these two tasks to facilitate and improve the performance of code retrieval task.

![Figure 1: Overall framework of CO3. The blocks with the same color indicate that these modules use same LSTM-cell instance. More specifically, Code Encoder and Code Decoder share the same LSTM-cell instance; Query Encoder and Query Decoder share the same LSTM-cell instance.](image)

The model is split into three parts, as shown in Figure 1:

(1) The code summarization module encodes the code sequence $x$, and summarizes it into a text sequence $y'$.

(2) The code generation module encodes the text sequence $y$, and uses it to generate a code sequence $x'$.

(3) The code retrieval module calculates similarity scores between the hidden states of the code summarization module and the code generation module, and then retrieves matching source code based on the scores.

Our model has two major features:

(1) We add a restriction between the code summarization module and the code generation module with dual learning method to connect them and help capture more intrinsic and precise representations of text and code.

(2) We share the parameters of LSTM cells between the encoder of the code summarization module and the decoder of the code generation module, since they both deal with source
code; so do the decoder of the code summarization module and the encoder of the code generation module. This reduces the number of model parameters. In this way, we use only two LSTM instances for the three tasks, constructing an extremely simple model.

3.2 Embedding Layer
To deal with both natural language texts and source code snippets, we use separate embedding layers to convert input sequences into high-dimensional vectors.

For source code input \( x \), we directly use code snippets processed by StaQC [35], which is a code sequence \( \{x_1, x_2, \ldots, x_m\} \). Then we use an embedding matrix \( E_x \) to map the tokens in code sequence into a high-dimensional vector space to get the text input embeddings \( \{E_x(x_1), E_x(x_2), \ldots, E_x(x_m)\} \).

For natural language input \( y \), we simply split the sequence by space and covert them into one-hot representations. Then we use an embedding matrix \( E_y \) to map the one-hot representation of each word into a high-dimensional vector space to get the text input embeddings \( \{E_y(y_1), E_y(y_2), \ldots, E_y(y_n)\} \).

3.3 Code Summarization Module
To begin with, we employ a Bi-Directional Long Short-Term Memory Network (Bi-LSTM)-based Recurrent Neural Network (RNN) [15] encoder on the source code embedding sequence \( \{E_x(x_t)\} \) to model the temporal interactions between words.

The LSTM cell is composed of three multiplicative gates. At each time step \( t \), it takes the embedding \( E_x(x_t) \) of the \( t \)th word in the source code sequence, and then merges it with the last hidden state \( h_{t-1}^c \) to generate a new hidden state. The transmission rate of each input is calculated by the gates in LSTM cell. At each time step \( t \), the hidden state is updated as:

\[
\begin{align*}
    i_t &= \sigma(W_i x_t + U_i E_x(x_t) + b_i) \\
    f_t &= \sigma(W_f x_t + U_f E_x(x_t) + b_f) \\
    o_t &= \sigma(W_o x_t + U_o E_x(x_t) + b_o) \\
    g_t &= \tanh(W_g h_{t-1}^c + U_g E_x(x_t) + b_g) \\
    g_t &= f_t \odot g_{t-1} + i_t \odot g_t \\
    h_t &= o_t \odot \tanh(g_t)
\end{align*}
\]

(13), (14), (15), (16), (17), (18)

where \( \sigma \) is the element-wise sigmoid function and \( \odot \) is the element-wise product; \( W_i, W_f, W_o, W_g \) are weight matrices for last hidden states; \( U_i, U_f, U_o, U_g \) are weight matrices for source code embeddings; \( b_i, b_f, b_o, b_g \) are biases. For simplicity, we denote the above calculation as below (the memory cell vector \( g_{t-1} \) is omitted):

\[
h_t^c = \text{LSTM}_x(h_{t-1}^c, E_x(x_t))
\]

(19)

where \( h_t^c \) denotes the hidden state of the \( t \)th step in Bi-LSTM encoder for \( x \). Since \( h_t^c \) only receives information from codes before position \( t \), we use Bi-Directional LSTM to further incorporate information after position \( t \) into hidden states:

\[
\begin{align*}
    \bar{h}_t^c &= \text{LSTM}_x(h_{t-1}^c, E_x(x_t)) \\
    \tilde{h}_t^c &= \text{LSTM}_x(h_{t-1}^c, E_x(x_t)) \\
    h_t^c &= [\bar{h}_t^c, \tilde{h}_t^c]
\end{align*}
\]

(20), (21), (22)

Then we employ another LSTM-based decoder to generate text summary:

\[
h_t^d = \text{LSTM}_y(h_{t-1}^d, [E_y(y_{t-1}); c_{t-1}^d])
\]

(23)

where \( h_t^d \) denotes the hidden state of the \( t \)th step in LSTM decoder for \( h^c, h_t^d = [h_t^c; \tilde{h}_t^c]; y_{t-1} \) denotes the generated word of the \( t \)th step, \( \cdot \) denotes the concatenation operation, and \( c_{t-1}^d \) is the context vector produced by the standard attention mechanism:

\[
\delta_{it} = \frac{\exp(f(h_t^e, h_t^d))}{\sum_{i=1}^{m} \exp(f(h_t^e, h_i^d))}
\]

(24)

\[
c_t = \sum_{i=1}^{m} \delta_{it} h_i^e
\]

(25)

where \( f \) is a trainable function to calculate the similarity between hidden states. We use a simple bi-linear function \( f(x, y) = x W_b y \) where \( W_b \) is a trainable matrix.

Finally, the context vector \( c_t \) is concatenated with the decoder output \( h_t^d \) and fed into a linear layer to obtain the generated word distribution \( P_{\theta_c} \):

\[
\begin{align*}
    u_t^c &= W_u [h_t^d; c_{t-1}] + b_u \\
    P_{\theta_c} &= \text{softmax}(W_v u_t^c + b_v)
\end{align*}
\]

(26), (27)

The objective is to maximize the probability of generating \( y \) with input \( x \), so the loss function here is designed to be the negative log likelihood of target word \( y_t \):

\[
L_{cs}(x, y, \theta_{cs}) = -\sum \log(P_{\theta_c}(y_t))
\]

(28)

where \( \theta_{cs} \) denotes all the trainable parameters in the code summarization module.

3.4 Code Generation module
To help our primal task—code summarization—achieve better performance, we construct a dual task with an opposite network, so it would output the source code sequence from its summary.

The whole structure is basically the same as the code summarization module, so we simply denote it as:

\[
\begin{align*}
    \hat{h}_t^c &= \text{BiLSTM}_y(h_{t-1}^c, E_y(y_t)) \\
    \hat{h}_t^d &= \text{LSTM}_c(h_{t-1}^d; [E_x(x_t^1); \tilde{c}_{t-1}^d])
\end{align*}
\]

(29), (30)

where \( \hat{h}_t^c \) and \( \hat{h}_t^d \) denote the hidden states of the \( t \)th step in the Bi-LSTM encoder and the LSTM decoder, respectively; \( x_t^1 \) denotes the generated word of the \( t \)th step; and \( \tilde{c}_{t-1}^d \) denotes the context vector.

Since both the code generation encoder and the code summarization decoder try to work with source code input, we believe sharing the LSTM-cell parameters between them would reduce the model’s complexity. The same is true for the code generation decoder and the code summarization encoder. We find that performance does not change much when using or not using individual encoders/decoders.

The loss function is also designed to be the negative log likelihood of target word \( y_t \):
where $\hat{h}_{t}$ is the generated word distribution calculated by $h_{t}^{d}$ and $x_{t-1}$, and $\theta_{cg}$ denotes all the trainable parameters in the code generation module.

### 3.5 Dual Learning for Code Summarization and Generation

Referring to the idea of dual learning in [33], we hope that the code summarization module and the code generation module reflect the same data distributions. So it is reasonable to restrict these two modules by the following equation:

$$P(x)P(y|x) = P(x, y) = P(y)P(x|y)$$  \hspace{1cm} (32)

In the equation, $P(y|x)$ and $P(x|y)$ can be calculated by the code summarization module and the code generation module. But $P(x)$ and $P(y)$ are marginal distributions which cannot be directly calculated, so we use language models to fit their real values. We pre-train these language models with input corpus of natural language and source code separately. And the marginal distribution of a sentence $s$ can be defined as:

$$\Pi_{i=1}^{S} P(s_{i}|s_{<i})$$  \hspace{1cm} (33)

where $P(s_{i}|s_{<i})$ is calculated by the pre-trained language model.

### 3.6 Code Retrieval Module

For code retrieval task with natural language input $\tilde{y}$, we first calculate the similarities between $\tilde{y}$ and all candidate source code $\{\tilde{x}\}$, and then choose those code sequences with highest scores as output.

The similarity score is defined as:

$$\text{Score}(\tilde{y}, \tilde{x}) = f_{cr}(h^{s}, h^{r})$$  \hspace{1cm} (34)

where $h^{s}$, $h^{r}$ is calculated by the encoders’ hidden states in the code summarization module and the code generation module when they take $\tilde{x}$ and $\tilde{y}$ as input:

$$h^{s} = \text{tanh}(\maxpooling(h_{1}^{s}, h_{2}^{s}, \ldots, h_{m}^{s}))$$  \hspace{1cm} (35)

$$h^{r} = \text{tanh}(\maxpooling(h_{1}^{r}, h_{2}^{r}, \ldots, h_{m}^{r}))$$  \hspace{1cm} (36)

and $f_{cr}$ is the similarity function of vectors:

$$f_{cr}(p, q) = \cos(W_{pp}p + b_{p}, W_{qq}q + b_{q})$$  \hspace{1cm} (37)

where $\cos$ denotes cosine similarity, and $W_{pp}$, $b_{p}$, $W_{qq}$, $b_{q}$ are trainable parameters.

Then we use Ranking Loss here to define the training objective: for a paired sample $(x, y)$, we randomly choose another source code input $x'$ and a text summary $y'$, and we assume the score of pair $(x, y)$ is higher than that of pair $(x', y')$ with a margin of at least $M_{cr}$. So the loss function is:

$$\mathcal{L}_{cr}(x, y, x', y', \theta_{cr}) = \max(f_{cr}(x, y) - f_{cr}(x', y') - M_{cr}, 0)$$  \hspace{1cm} (38)

where $\theta_{cr}$ denotes all the trainable parameters in the code retrieval module.

### 3.7 Training

The final training objectives are:

1. $$\min_{\theta_{cs}} \sum_{i=1}^{X} \mathcal{L}_{cs}(X_{i}, Y_{i}, \theta_{cs})$$  \hspace{1cm} (39)

2. $$\min_{\theta_{cg}} \sum_{i=1}^{X} \mathcal{L}_{cg}(X_{i}, Y_{i}, \theta_{cg})$$  \hspace{1cm} (40)

3. $$\min_{\theta_{cr}} \sum_{i=1}^{X} \mathcal{L}_{cr}(X_{i}, Y_{i}, X_{i}^{R}, Y_{i}^{R}, \theta_{cr})$$  \hspace{1cm} (41)

subject to:

$$P(x)P(y|x, \theta_{cs}) = P(y)(P(x|y, \theta_{cg}))^{2}$$  \hspace{1cm} (42)

where $x'$ and $y'$ are randomly sampled from $X$ and $Y$.

To optimize the training objectives, following the common practice in dual learning, we use Lagrange multipliers and add the equality constraint of probabilistic duality into the objective functions, by converting the probabilistic duality constraint into the following regularization term:

$$\mathcal{L}_{dual} = (\exp(P(x)) + \exp(P(y|x, \theta_{cs})))$$

$$-\exp(P(y)) - \exp(P(x|y, \theta_{cg}))^{2}$$  \hspace{1cm} (43)

where $P(x)$ and $P(y)$ are calculated by pre-trained language models; $P(y|x)$ and $P(x|y)$ are calculated by the code summarization module and the code generation module.

Then we train the models by minimizing the weighted combination of the original loss functions and the added regularization term. The algorithm is shown in Algorithm 1.

### 4 EXPERIMENTS

#### 4.1 Details of Datasets

To ensure the generality of our experiment results, we used the existing dataset StaQC [35], which contains data of two different programming languages—SQL and python—to evaluate our approach.

StaQC was provided by Yao et al. [35], which is the largest dataset in SQL and Python domain. It contains 119,519 and 147,546 <question title, code> pairs in SQL and Python respectively, which were mined from Stack Overflow. We consider the question title as the query text of the code snippets in code retrieval task, and in code summarization task it is treated as the corresponding text summary for code. We followed the division of dataset in [35], and used 75% of the pairs for training, 10% for validation and 15% for testing.

#### 4.2 Implementation Details

We set the dimensionality of the LSTM hidden states, code embeddings, query embeddings to 400, 200, 200, respectively, following CoaCor [34]. Based on our observation of query text and code text, we set the maximum lengths for query sequence and code sequence as 200 and 120, respectively. A small, fixed $M_{cr}$ value of 0.05 was used in all experiments. To evaluate the code retrieval performance, we randomly selected another 49 code snippets for each <query, code snippet> pair, which were sorted according to the similarity score calculated with the query and the corresponding code snippet. Next we chose the model with the highest validation performance,
Calculate the gradients of the code retrieval module:

\[ \nabla_{\theta_{cr}} \frac{1}{m} \sum_{j=1}^{m} [L_{cr}(X_j, Y_j; \theta_{cr}) + \lambda_{cs} L_{dual}(X_j, Y_j; \theta_{cs}, \theta_{cg})] \]

Update the parameters of the code retrieval module:

\[ \theta_{cr} \leftarrow \text{Opt}_3(\theta_{cr}, G_{cr}) \]

Calculate the gradients of the code generation module:

\[ \nabla_{\theta_{cg}} \frac{1}{m} \sum_{j=1}^{m} [L_{cg}(Y_j, X_j; \theta_{cg}) + \lambda_{cg} L_{dual}(X_j, Y_j; \theta_{cs}, \theta_{cg})] \]

Update the parameters of the code generation module:

\[ \theta_{cg} \leftarrow \text{Opt}_2(\theta_{cg}, G_{cg}) \]

Initialization;

While model not converged do

1. Get a mini-batch of \( m \) pairs \( \{(X_i, Y_i)\}_{i=1}^{m} \);
2. Calculate the gradients of the code summarization module:

\[ \nabla_{\theta_{cs}} \frac{1}{m} \sum_{j=1}^{m} [L_{cs}(X_j, Y_j; \theta_{cs}) + \lambda_{cs} L_{dual}(X_j, Y_j; \theta_{cs}, \theta_{cg})] \]

3. Update the parameters of the code summarization module:

\[ \theta_{cs} \leftarrow \text{Opt}_1(\theta_{cs}, G_{cs}) \]

4. Calculate the gradients of the code generation module:

\[ \nabla_{\theta_{cg}} \frac{1}{m} \sum_{j=1}^{m} [L_{cg}(Y_j, X_j; \theta_{cg}) + \lambda_{cg} L_{dual}(X_j, Y_j; \theta_{cs}, \theta_{cg})] \]

5. Update the parameters of the code generation module:

\[ \theta_{cg} \leftarrow \text{Opt}_2(\theta_{cg}, G_{cg}) \]

6. Randomly sample \( m(X', Y') \) from \( \hat{P}(X_i) \) and \( \hat{P}(Y_i) \);
7. Calculate the gradients of the code retrieval module:

\[ \nabla_{\theta_{cr}} \frac{1}{m} \sum_{j=1}^{m} L_{cr}(X_j, Y_j, X'_j, Y'_j; \theta_{cr}) \]

8. Update the parameters of the code retrieval module:

\[ \theta_{cr} \leftarrow \text{Opt}_3(\theta_{cr}, G_{cr}) \]

End

and evaluated computation metrics on the test set. Adam was used for parameter optimization and the learning rate was set to 0.001. We implemented our model in Pytorch, and trained our models on Tesla T4. We will open-source our code in the near future.

In our experiments, training with dual learning (65 min/epoch) took more time than training without dual learning (20 min/epoch), due to the calculation of the regularization term of duality. The speed of convergence was similar (both averagely 4 epochs). Note that the training overhead due to dual learning is a one-time cost, and the inference speed is not affected.

4.3 Evaluation Metrics

4.3.1 Code Retrieval. Following previous works, we evaluated the retrieval performance of CO3 and baselines based on MRR [30] and NDCG [37] metrics, which are widely used in evaluating performance of code retrieval tasks. MRR is a popular metric used for evaluating ranking result. It calculates the Mean Reciprocal Rank over the entire set, rewarding each item with the reciprocal of its order. A higher value of MRR value indicates better performance of code retrieval. NDCG is also widely used in evaluating rankings. It adds the score of an item to each item after it, sums all scores up, and normalizes the scores to the range \([0, 1]\). It is similar to MRR but with different distribution of weights on each item. Here we choose relevance weight as 1 if the corresponding code snippet is positive and 0 otherwise.

4.3.2 Code Summarization. Following previous works, we evaluated the summarization performance of CO3 and baselines based on BLEU [24] and METEOR [5] (Banerjee and Lavie 2005) metrics, which are widely used in evaluating performance of text generation tasks. BLEU score is a popular accuracy-based metric for Neural Machine Translation, and is also used in the code summary generation task. It calculates the similarity between the generated sequence and reference sequence by counting the n-grams that appear in both the candidate sequence and the reference sequence. METEOR measure is the harmonic average of precision and recall, and a prior study [5] shows that recall-based metrics can be more correlative to manual judgement than accuracy-based metrics like BLEU.

4.4 Baselines

4.4.1 Code Retrieval. In code retrieval task, we compare our approach with the following state-of-the-art models as baselines in our evaluation.

- **DCS** [11] is a deep code search model which uses two deep neural networks to encode source code and natural language description into vector representation, and then uses a cosine similarity function to calculate their similarity.
- **CoaCor** [34] is a code annotation model trained to generate a natural language annotation which represents the semantics of a given code snippet. Then it projects the annotation and candidate code snippets into a high-dimensional vector space to calculate cosine similarity, thus fulfilling the code retrieval task.

4.4.2 Code Summarization. In the code summarization task, we compare our approach with the following baselines.

- **CODE-NN** [17] is an end-to-end code summarization approach. This approach uses LSTM as the decoder and applies an attention mechanism in each decoding step.
- **Seq2Seq** is a basic encoder-decoder model. We choose Bi-LSTM as the RNN layer for the encoder and LSTM for the decoder, and the attention mechanism [17] is applied in each decoding step.
- **CoaCor** [34] is a code annotation model, but the annotation can also be considered as the summary of code snippets.

4.5 CO3 Variants

In our approach, we introduce an additional code generation task, adopt dual learning to improve the dual tasks of code generation and code summarization, and finally train them with code retrieval task with multi-task learning. To evaluate the effect of the code generation task, dual learning and multi-task learning, we will perform ablation study on the following variants of our model CO3. Note that the architecture of CO3 is extremely simple. Though we model three tasks simultaneously, we actually have only two LSTM instances. The variants mainly involve different combination of loss functions.

- **CO3**: When we mention CO3 in our experiment results, it refers to the full model described in Section 3. Loss functions of CO3 consist of \( L_{cs}, L_{cg}, L_{cr} \) and \( L_{dual} \).
To investigate the performance of code summarization task, we use CODE-NN and a strong Seq2Seq model equipped with attention mechanism as baselines. Results in Table 2 show that our model outperforms the two baselines. CO3 is built upon the Seq2Seq model, and we find the introduction of code generation task and the adoption of dual learning and multi-task learning improve the performance by more than 15% in terms of BLEU4 and METEOR, which verifies the effectiveness of our approach. How each of these design choices contributes to the improvement will be analyzed in Sections 5.4 through 5.6.

We also present CoaCor’s scores for code summarization when it achieves the best performance for code retrieval. As we can see, for both languages, CO3 outperforms CoaCor in both BLEU and METEOR by a very large margin, even by more than 100%. The reason is that CoaCor prefers to generate code summary with longer length, which contains more conceptual words for code retrieval and thus weakens human readability. In contrast, CO3 generates code summaries with style more in line with human-written queries in training data.

5.3 Balance between Code Retrieval and Code Summarization

We have shown that our model can significantly improve the results of code retrieval task over the-state-of-art models, as well as achieve competitive performance in terms of BLEU score for code summarization task. To explain why CO3 can balance code retrieval and code summarization better, we divided the test set of SQL dataset and Python dataset into 10 groups according to the BLEU score (within [0, 1]) with an interval of 0.1. Then we calculated the average MRR score for all samples in each group. The results are presented in Figure 2. We can see for both the SQL dataset and Python dataset, as the BLEU score increases, the MRR score also increases. Note that the data with BLEU score over 0.9 are very sparse, and one outlier for the SQL dataset (MRR 0.3 – BLUE 1.0) affects the average score and causes the MRR plot to go down towards the right end.

The correlation between MRR and BLUE scores corroborates our argument in Section 1 that generating summaries close to human-provided queries is naturally fit to code retrieval, and explains why CO3 can excel at code retrieval and code summarization at the same time.

5.4 Effect of Code Generation Task

To investigate the effect of code generation task, we first conducted experiments on CO3(–Code Generation), which consists of only

---

**Table 1: Code Retrieval Results of CO3 and Baselines.** We applied T-test on the results between Our Model and baselines, and all p-values are smaller than 0.05, which means that the improvement is stable and statistically significant.

| Model             | SQL MRR | SQL NDCG | Python MRR | Python NDCG |
|-------------------|---------|----------|------------|--------------|
| DCS               | 0.522   | 0.629    | 0.617      | 0.705        |
| CoaCor            | 0.576   | 0.670    | 0.636      | 0.721        |
| Our Model         | **0.585** | **0.679** | **0.682** | **0.756**    |

- CO3(–Dual Learning)-1: This is a CO3-variant that removes the regularization term of dual learning. The loss functions consist of $L_{cs}$, $L_{cg}$ and $L_{cr}$.
- CO3(–Dual Learning)-2: This is a CO3-variant that removes the regularization term of dual learning and parameter sharing between code summarization and code generation, modeling them as two independent tasks. The loss functions consist of $L_{cs}$, $L_{cg}$ and $L_{cr}$.
- CO3(–Code Generation): This is a CO3-variant that removes the code generation module, which means it has only the code summarization module and the code retrieval module, sharing only the code encoder. The loss functions consist of $L_{cs}$ and $L_{cr}$.
- DCS: This is a CO3-variant that has only code retrieval module, which is a simplified DCS [11]. The loss function is $L_{cr}$.
the code summarization module and the code retrieval module. For code retrieval, we find the performance degrades significantly when code generation task is removed. For example, as shown in Table 3, compared with the full CO3 model, the MRR scores of CO3− (−Code Generation) decreased 0.037 and 0.028 for SQL and Python, respectively. For code summarization, the result is similar. As shown in Table 4, the BLEU scores of CO3− (−Code Generation) decreased 0.030 and 0.015 for SQL and Python, respectively.

Meanwhile, From Table 3 and Table 4, we find CO3− (−Dual Learning)-1 (with LSTM parameters shared) and CO3− (−Dual Learning)-2 (with independent LSTM parameters) always outperform CO3− (−Code Generation). So we conclude that the code generation task can be helpful even without dual learning.

These two observations indicate that the code generation task is beneficial to capturing more accurate semantics of code and the paired natural language text, serving as fundamental component in our architecture.

We also have an interesting observation that the performances of CO3− (−Dual Learning)-1 and CO3− (−Dual Learning)-2 are basically the same, which indicates that whether sharing LSTM parameters for dual learning or not does not have too much effect on the performance. However, with parameter sharing, CO3− (−Dual Learning)-1 reduces nearly half of the parameters of CO3− (−Dual Learning)-2, which makes training more efficient.

5.5 Effect of Dual Learning

To investigate the effect of dual learning, we compare the performance of CO3− (−Dual learning) with the full CO3 model. From Table 3 and Table 4, we can observe that for both code retrieval and code summarization, full CO3 outperforms CO3− (−Dual learning) for both SQL and Python. Thus, we can conclude that dual learning can help generate more accurate semantic embeddings used by decoders to generate code or text, which is also beneficial to the code retrieval module.

Compared with code retrieval, the improvement caused by dual learning for code summarization is larger. The reason is that the regularization term of dual learning imposes a direct constraint on the joint probability of the two dual tasks: code summarization and code generation. It is conceivable that dual learning can help generate better code summaries, and the regularization term of dual learning is effective.

5.6 Effect of Multi-task Learning

To study whether code retrieval enhances code summarization, we removed the code retrieval module from CO3 and found that it did not affect the performance of CO3 much.

### Table 2: Code Summarization Results of CO3 and Baselines

| Model       | SQL         | Python        |
|-------------|-------------|---------------|
| CODE-NN     | 0.083       | 0.041         |
| Seq2Seq     | 0.104       | 0.067         |
| CoaCor      | 0.067       | 0.029         |
| Our Model   | **0.119**   | **0.087**     |

### Table 3: Code Retrieval Results of CO3 Variant

| Model                        | SQL       | Python       |
|------------------------------|-----------|--------------|
| CODE-NN                      | 0.083     | 0.041        |
| Seq2Seq                      | 0.104     | 0.067        |
| CoaCor                       | 0.067     | 0.029        |
| Our Model                    | **0.119** | **0.087**    |

### Table 4: Code Summarization Results of CO3 Variant

| Model                        | SQL       | Python       |
|------------------------------|-----------|--------------|
| CODE-NN                      | 0.083     | 0.041        |
| Seq2Seq                      | 0.104     | 0.067        |
| CoaCor                       | 0.067     | 0.029        |
| Our Model                    | **0.119** | **0.087**    |

### Table 5: Rank of Code Retrieval for Examples.

| Model       | Example(a) | Example(b) |
|-------------|------------|------------|
| DCS         | 3          | 23         |
| CoaCor      | 13         | 9          |
| CO3         | 1          | 1          |

And for code retrieval, we compare CO3 with an individual code retrieval module, a simplified DCS. As shown in Table 3, since CO3 trains the code retrieval model with the dual Seq2Seq model of code summarization/generation, it achieves an improvement of around 10% in terms of MRR and NDCG compared to DCS. In this multi-task learning architecture, the dual Seq2Seq model can be deemed as an auxiliary task to provide inductive bias, which makes the model more focused on those hypotheses that can explain both the dual Seq2Seq model and code retrieval at the same time, and consequently improve the performance and generalization of code retrieval.

5.7 Case Study

To perform qualitative analysis, we list two examples in Figure 3, with summaries provided by human beings (the titles) and generated by different code summarization models. Their ranking results of each code retrieval model are summarized in Table 5. The examples show that our model not only achieves the best rank in code retrieval task, but also generates a human-readable summary. This indicates that CO3 can capture the inner association between human-provided text and code more accurately, which is consistent with previous quantitative analysis. More details are explained below.

In the first example, all models generated a clear, coherent and informative summary except CoaCor. Although CoaCor did find the keyword “delete”, it failed to extract other keywords like “duplicate”. Though the reinforcement learning mechanism can make the generated summaries more friendly to code retrieval, these summaries lost some human readability. In contrast, our model
can find more key information while conserving the fluency and naturalness of the generated text. CO3 can easily find the corresponding code snippets with the help of more accurate semantic embeddings, which can be used to generate keyword like "delete" and "duplicate," as shown in the code summary generated by CO3. This again shows that a better code summary has the potential to lead to a better performance in code retrieval.

In the second example, due to the more complex logic of the query, none of the code summarization models were able to achieve a good result. Compared with the human-written summary, all the generated summaries lost the key information about "compare" and "discarding." However, even in this complex scenario, CO3 did successfully find the corresponding code snippet. In contrast, CoaCor could not locate the correct code snippet, resulting in a target rank of 23, as shown in Table 5. The main reason behind this is that CO3 can capture the intrinsic connection among tasks of code summarization, code generation and code retrieval better through an end-to-end model, thanks to dual learning and multi-task learning.

More specifically, the three tasks collaborate to generate more accurate and richer semantic representations of both natural language and source code. These representations are vectors in a continuous semantic space, and contain most of the key information. The discrete words generated by sampling from continuous space may lose some key information, but those continuous representations can still maintain such information and thus assist down-stream tasks such as code retrieval better.

We further transform the representations into a heat map of the query, and find that the words "compare" and "discarding" are assigned with more weights, as shown in Figure 4. The weight of a word is calculated as the number of times it is selected as the maximum value when performing max-pooling in the scorer of the code retrieval module. That explains why CO3 can retrieve the target code snippets that contains tokens of "=" and "convert" since in SQL, we often need to use "=" to "compare" two values and use "convert" to "discarding time part." However, CoaCor uses generated summary consisting of discrete words to feed into the code retrieval module in a pipeline manner, which can lead to loss of key information (e.g. "compare" and "discarding") when sampling from continuous space. Error propagation is a common issue in pipeline-based approaches. This example fully demonstrates that our model can establish better association between natural language and programming language, showing the effectiveness of our end-to-end model.

6 RELATED WORK

6.1 Code Retrieval

As introduced in previous sections, code retrieval has been studied widely with information retrieval methods [12, 14, 18, 19, 29] and recent deep learning methods [3, 11, 17]. Chen et al. [8] used VAEs to model both source code and natural language. Two VAEs are trained jointly to reconstruct their inputs as much as possible with regularization that captures the closeness between the latent variables of code and description, which will be used for measuring similarity. Similarly, Yao et al. [34] constructed a neural network-based code annotation model to describe the functionality of an
entire code snippet. It produces meaningful words that can be used for code retrieval where these words and a natural language query are projected into a vector space to measure the cosine similarity between them.

Like some of these efforts, our code retrieval model directly encodes the query and code, and projects them into high-dimensional vector space. But we also use dual learning [33] and multi-task learning to catch more intrinsic and precise representations of query and code, which improve the performance significantly.

6.2 Code Summarization

The existing works for code summarization can be mainly categorized as traditional approaches based on information retrieval [10], code keywords [21, 26], statistical language models [22], and deep learning based approaches [2, 16, 17]. In [10], the authors generated code summarization by searching for similar codes. Sridhara et al. [26] generated comments according to the keywords extracted from code. Movshovitz-Attias et al. [22] predicted comments from Java source files using topic models and n-grams. Allamanis et al. [2] proposed an attention-based neural network to summarize source code into method name-like summaries. They employed convolution on the source code tokens to detect local time-invariant and long-range topical attention features. Iyer et al. [17] proposed an attention-based Recurrent Neural Network (RNN) model, which aligns the words in comments with individual code tokens directly by an attention component. The code summarization task can be modeled as machine translation problem, so some models based on Seq2Seq paradigm [28] were proposed. Hu et al. [16] proposed a structure-based traversal (SBT) algorithm in the encoder to flatten an AST and link the tokens in the source code with their AST node types.

Different from previous deep learning based works that design better features or more sophisticated network structures, this paper introduces a dual task of code generation to improve the performance of code summarization.

6.3 Dual Learning

For multi-tasks learning scenarios where there are two dual tasks of each other, He et al. [13] proposed a new framework to utilize the duality, named dual learning. According to their motivations, dual learning can be applied in two cases: 1) As semi-supervised or unsupervised method to deal with lack of data. 2) as supervised method to regularize the models. For example, [33] proposed to use dual learning on machine translation with unsupervised data, and leveraged the duality via mutual translation of two languages, such as translating English to Chinese and translating Chinese to English. Later, [32] utilized this mechanism with transfer learning to transfer the knowledge of duality on dual machine translation among three languages. Also for machine translation, [13] proposed a supervised learning, called dual supervised learning, resulting in a remarkable improvement on dual tasks involving two languages. Recently, more and more researchers start to apply this mechanism to other tasks. [27] use dual learning directly in natural language understand (NLU) and generation (NLG), where the input of NLU is a natural language sentence, and the input of NLG is semantic frame. In essence, this paper utilizes the dual learning to improve the performance for two tasks with different representations of input. [36] achieved a better performance via jointly learning and dual learning on both Semantic Parser and Natural Language tasks.

Therefore, to deal with the problem of different representations of input, and to model the inner connection between dual tasks, we employ dual learning on two related tasks: code summarization and code generation.

6.4 Multi-Task Learning

Multi-task learning (MTL) is heavily used in machine learning and natural language processing tasks. MTL aims to help improve the learning of a model by leveraging the domain-specific knowledge contained in the training signals of related tasks [6]. Usually, relevance among tasks is learned in two ways in deep neural networks: hard parameter sharing and soft parameter sharing of hidden layer [25].

Hard parameter sharing MTL was first proposed in [7], which shares the hidden layer between all tasks and keeps task-specific output layers. Collobert et al. [9] described a single convolutional neural network architecture trained jointly on NLP tasks such as part-of-speech tags, chunks, named entity tags, and semantic roles. Zheng et al. [38] proposed a module in which all tasks share the same sentence representation and each task can select the task-specific information from the shared sentence representation with attention mechanism. On the other hand, each task in soft parameter MTL contains its own model and parameters, and the parameters are encouraged to be similar with some regularization. For example, Misra et al. [20] connected two separate networks in a soft parameter sharing way. Then the model leverages a unit called cross-stitch to determine how to combine the knowledge learned in other related tasks as task-specific networks.

Here, we use hard parameter sharing as our multi-task learning method. Our approach not only uses hard parameter sharing, but also adds a regularization term of duality, which resembles soft parameter sharing.

7 CONCLUSION

We have presented an end-to-end model named CO3 for code retrieval and code summarization. CO3 leverages code generation to bridge programming language and natural language better via dual learning and multi-task learning. Though involving three tasks, CO3 has a simple yet effective architecture, which consists of only two LSTM instances. Compared with previous models which process code retrieval and code summarization in an independent or pipeline manner, CO3 can better capture the intrinsic connection between these tasks, so that it not only improves the results of code retrieval over the state of the art, but also balances the performance of the two tasks much better.

In the future, we plan to further explore the interaction among the ranking loss for code retrieval, the maximal likelihood estimation objective of text generation, and the dual regularization.
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