Deterministic and stochastic control of kirigami topology
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Kirigami, the creative art of paper cutting, is a promising paradigm for mechanical metamaterials. However, to make kirigami-inspired structures a reality requires controlling the topology of kirigami to achieve connectivity and rigidity. We address this question by deriving an efficient topological way to control both the number of connected pieces and the total degrees of freedom. A statistical approach to the control of rigidity and connectivity in kirigami with random cuts complements the deterministic pathway, and shows that both the number of connected pieces and the degrees of freedom show percolation transitions as a function of the density of cuts (links). Together, this provides a general framework for the control of rigidity and connectivity in planar kirigami.

Significance

Cutting or gluing of sheets of matter are topological operations that change the size, shape, and mechanical response of the system, as exemplified in kirigami, the art of paper cutting. A constructive approach of adding and removing links either deterministically or stochastically allows us to control the connectivity and rigidity of kirigami. These approaches to controlling kirigami provide guidelines for the design of this class of mechanical metamaterials.
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of both connectivity and mechanical properties in an exquisitely sensitive way, similar, in some aspects, to rigidity percolation in both planar networks and origami (16–20). (Here we note that the “rigidity” represents the DoF [or number of floppy modes] introduced above, which is different from the “rigidity percolation” transition that describes a global change in the network; e.g., see Fig. 3.)

The connectivity and rigidity of a kirigami tessellation is controlled by the geometrical constraints associated with preserving the four edge lengths and one diagonal length on the four vertices of each quad in a unit cell shown in Fig. 1. These can be written in the form

\[ g_{\text{edge}}(x_i, x_j) = \|x_i - x_j\|^2 - d^2 = 0, \]

where node \( i \) and node \( j \) are connected by an edge in a quad, \( i, j \in \{1, \ldots, 4L^2\} \). Additionally, the introduction of rigid links at coincident vertices (Fig. 1) implies that there are constraints on the coordinates of the two vertices for each link connecting node \( i \) and node \( j \) written as

\[ g_{\text{link}}(x_i, x_j) = x_i - x_j = 0, \]

\[ g_{\text{link}}(x_i, x_j) = x_{i2} - x_{j2} = 0, \]

where \( x_i = (x_{i1}, x_{i2}) \) and \( x_j = (x_{j1}, x_{j2}) \). These sets of constraints determine the range of motions associated with infinitesimal rigidity in terms of the rigidity matrix \( A \) where \( A_{ij} = \partial g_i / \partial x_j \), so that the DoF is related to the rank of \( A \) via the relation (21, 22) (SI Appendix, section S1)

\[ \text{DoF} = 8L^2 - \text{rank}(A). \]

**Kirigami with Prescribed Cuts**

**Minimum Rigidifying Link Patterns.** To address the question of rigidity control with prescribed cuts, we note that the decrease in the total DoF by adding one link is either zero, one, or two (SI Appendix, section S1). From a mathematical perspective, each link adds two rows to the rigidity matrix \( A \), and the rank of \( A \) can increase by one or two or remain unchanged. Therefore, we can calculate the minimum number of links (denoted as \( \delta(L) \)) required for rigidifying an \( L \times L \) kirigami—having no extra DoF besides the rigid-body motions. Define a minimum rigidifying link pattern (MRP) to be a link pattern (a set of positions for links) that rigidifies the kirigami with exactly \( \delta(L) \) links. Note that there are \( 3L^2 \) DoF if all of the links are disconnected, and there are three DoF if all of the links are connected. Since each link reduces the DoF by, at most, two, \( \delta(L) \) links can, at most, reduce \( 2\delta(L) \) DoF and hence \( 3L^2 - 2\delta(L) \leq 3 \). Therefore, \( \delta(L) \geq \left\lceil \frac{3L^2}{2} \right\rceil \), where \( \lceil \cdot \rceil \) is the ceiling function rounding up the number to the nearest integer. Note that \( \delta(L) \) might be greater than the lower bound \( \left\lceil \frac{3L^2}{2} \right\rceil \), since there might be no way that the \( \left( \frac{3L^2}{2} \right) \) links added are all nonredundant. It is natural to ask whether this lower bound for \( \delta(L) \) is achievable (optimal), and, furthermore, is it always possible to find a rigidifying link pattern with exactly \( \left\lceil \frac{3L^2}{2} \right\rceil \) links?

We give a constructive proof of the optimality of the above lower bound by developing a hierarchical construction method for constructing MRPs for any system size \( L \), where we combine the patterns for small \( L \) to construct the patterns for large \( L \). First, we show that, if the lower bound is achievable for two odd numbers \( L = L_1 \) and \( L = L_2 \) (i.e., \( \delta(L_1) = \left\lceil \frac{3L_1^2}{2} \right\rceil \) and \( \delta(L_2) = \left\lceil \frac{3L_2^2}{2} \right\rceil \)), it is also achievable for \( L = L_1 L_2 \). The key idea is that, if we treat an \( L_1 L_2 \times L_1 L_2 \) kirigami as \( L_1 \times L_2 \) large blocks of \( L_1 \times L_1 \) quads, we can rigidify each large block of \( L_1 \times L_1 \) quads by an MRP for \( L = L_1 \), and then link and rigidify all of the \( L_2 \times L_2 \) large rigid blocks by an MRP for \( L = L_2 \). This gives a rigidifying link pattern for the \( L_1 L_2 \times L_1 L_2 \) kirigami, with the total number of links being

\[ L_1^2 \delta(L_1) + \delta(L_2) = L_1^2 \left\lceil \frac{3L_1^2}{2} \right\rceil + \frac{3L_2^2 - 3}{2} = L_2 \left\lceil \frac{3L_2^2}{2} \right\rceil + \frac{3L_1^2 - 3}{2} = \left\lceil \frac{3(L_1 L_2)^2}{2} \right\rceil \cdot \left( \frac{3L_1 L_2}{2} \right). \]

Therefore \( \delta(L_1 L_2) = \left\lceil \frac{3(L_1 L_2)^2}{2} \right\rceil \), and hence such a link pattern is an MRP for \( L = L_1 L_2 \). Similarly, if \( L_1 \) is odd and \( L_2 \) is even, we can show that this relationship still holds (SI Appendix, section S1). In fact, using the hierarchical construction method and MRPs for small \( L \) (with the optimality of the lower bound for those small \( L \) cases proved using the rigidity matrix computation), we can prove that the lower bound \( \delta(L) \) is optimal for all \( L \).

**Theorem 1** For all positive integers \( L \), \( \delta(L) = \left\lceil \frac{3L^2}{2} \right\rceil \).

**Proof.** We outline the proof here and provide the details in SI Appendix, Theorems S1–S3. Our idea is to use perfectly periodic, prime partitions to decompose an \( L \times L \) kirigami into blocks of kirigami with smaller size.

In Fig. 24, we explicitly construct MRPs with exactly \( \left\lceil \frac{3L^2}{2} \right\rceil \) links for \( L = 2, 3, 4, 5, 7 \), and an auxiliary MRP for
a $3 \times 5$ kirigami (SI Appendix, section S1). The rigidity of these patterns is verified using the rigidity matrix computation Eq. 4. Then, with these small patterns, we can use the hierarchical construction to obtain an MRP for any $L = 2^k \prod p_i^{a_i}$, where $k = 0, 1, 2$ and $p_i$ are odd primes satisfying $\delta(p_i) = \lceil 3p_i^2 - 3/2 \rceil$ (Fig. 2B and SI Appendix, Theorem S1).

We further design methods to construct MRPs for all $L$ that is a power of 2 (Fig. 2C and SI Appendix, Theorem S2) and for all odd primes $p \geq 11$ (Fig. 2D and SI Appendix, Theorem S3) by integer partition and hierarchical construction. Ultimately, we can remove all conditions on $L$ and conclude that the $\delta(L) = \lceil 3L^2 - 3/2 \rceil$ for all $L$.

Theorem 1 provides the most efficient way to rigidify quad kirigami: placing links according to the MRPs (see SI Appendix, section S1 for a flowchart and the algorithmic procedure of the hierarchical construction method). Moreover, for odd $L$, since every link in an $L \times L$ MRP decreases the DoF of the kirigami system by exactly two, we can obtain a kirigami with DoF $= 2k + 3$ by removing exactly $k$ links from an MRP. By adding a link which reduces the DoF by one to such a kirigami system, we can obtain a kirigami with DoF $= 2k + 2$. For even $L$, all but one links in an $L \times L$ MRP reduce the DoF of the system by two (except one that reduces the DoF by one). By removing $k$ links from an MRP, we can again obtain a kirigami with DoF $= 2k + 3$ or $2k + 2$. Therefore, any given DoF is achievable.

Minimum Connecting Link Patterns. For the connectivity of kirigami, a similar question arises: What is the minimum number of prescribed links for making an $L \times L$ kirigami connected? Obviously, when one link is added, the NCC decreases by either zero or one. Define $\gamma(L)$ as the minimum number of links required for connecting an $L \times L$ kirigami, and a minimum connecting link pattern (MCP) to be a link pattern with exactly $\gamma(L)$ links which connects the $L \times L$ kirigami. Note that there are $L^2$ connected components if all of the links are disconnected, and one connected component if all of the links are connected. Following the same argument as the section above, we have $L^2 - \gamma(L) \leq 1$, and thus $\gamma(L) \geq L^2 - 1$. It turns out that, by explicit construction, we are able to show that this lower bound is optimal for all $L$.

**Theorem 2** For all positive integers $L$, $\gamma(L) = L^2 - 1$. (See SI Appendix, section S2 for the detailed proof.) Similar to the construction of MRPs, the construction of MCPs can be done by hierarchical construction. Besides, since every link in an MCP decreases the NCC by exactly one, we can obtain a kirigami with $k + 1$ connected components by removing $k$ links from an MCP. Therefore, Theorem 2 provides us with an efficient way for constructing a kirigami system with any given NCC.

From Theorems 1 and 2, we can easily see that, for $L \geq 2$,

$$\delta(L) = \left\lceil \frac{3L^2 - 3}{2} \right\rceil > L^2 - 1 = \gamma(L).$$

This implies that there is no MRP which is also an MCP for $L \geq 2$. It also suggests that, in general, rigidifying a kirigami requires more effort (links) compared to connecting the quads in kirigami. We remark that, by using MRPs and MCPs, we can achieve a certain level of simultaneous control of rigidity and connectivity. For instance, we can achieve an $L \times L$ system with NCC $= d^2$ and DoF $= 3d^2$ precisely if $d$ is a factor of $L$ (see SI Appendix, section S4 for a detailed discussion).

**Enumeration of Minimum Link Patterns.** It is noteworthy that the constructions of MRPs and MCPs are not necessarily unique. Denote the number of MRPs and MCPs in an $L \times L$ kirigami by $n_r(L)$ and $n_c(L)$, respectively. To obtain $n_r(L)$, note that the total number of links in an $L \times L$ kirigami is $4L(L - 1)$, and hence there are $\left(\frac{4L(L - 1)}{2}\right)$ possibilities to examine. As this number grows rapidly with $L$, obtaining $n_r(L)$ by direct enumeration is nearly impossible. Nevertheless, we can make use of the hierarchical construction to obtain a lower bound of $n_r(L)$ (SI Appendix, section S4).
Appendix, section S1 and Table S1). Similarly, for $n_v(L)$, there are $4L(L-1)^{l-2}$ possibilities to examine, which becomes impossible for enumeration for large $L$. This time, we can make use of the Kirchhoff’s matrix tree theorem (23) to obtain $n_v(L)$ (SI Appendix, section S2 and Table S2). Comparing $n_v(L)$ and $n_e(L)$, we observe that there are many more MCPs than MRPs, suggesting that it is much easier to connect a kirigami than to rigidify a kirigami.

We start by defining the link density for MCPs is a powerful tool to control rigidity and connectivity, but it is difficult to achieve. A natural question that then arises is, what if we cannot control the microscopic details of the link patterns? Could we still achieve connectivity and rigidity control?

| Kirigami with Random Cuts |

Controlling the link patterns (locations) according to MRPs and MCPs is a powerful tool to control rigidity and connectivity, but requires exquisite control of every link at the microscopic level, which is difficult to achieve. A natural question that then arises is, what if we cannot control the microscopic details of the link patterns? Could we still achieve connectivity and rigidity control by only tuning the fraction of randomly added links in the linkage graph?

Connectivity Percolation. We start by defining the link density for an $L \times L$ kirigami to be $\rho(L) = c/c_{\text{max}}$, where $c$ is the number of randomly added links and $c_{\text{max}} = 4L(L-1)$ is the maximum number of links. Furthermore, we state that two quads are connected as long as one of the links between them is present, and a connected component is defined as a set of quads among which every two of the quads are connected by a series of links. To study the NCC in quad kirigami with $c$ random links (or equivalently, $(c_{\text{max}} - c)$ random cuts), we denote the NCC in the $L \times L$ kirigami by $T$, noting that, when $c = 0$, $T = T_{\text{max}} = L^2$, while, when $c = c_{\text{max}}$, $T = N_{\text{min}} + 1$.

To understand what happens at intermediate values of the density, we randomly generate link patterns and calculate $T(\rho)$ (Fig. 3A–C). Initially, each of the randomly added links simply connects two quads, so $T$ decreases by one as each link is added, that is, linearly (Fig. 3D). Eventually, however, they are more likely to be added within one connected component rather than between two connected components, as there are more possible positions for adding links within each connected component, and, indeed, the decrease of DoF becomes sublinear (Fig. 3D). If we rescale $T$ by $T_{\text{max}}$, we see an exponential decay starting at $\rho = 0.3$, finally approaching $1/L^2$ (Fig. 3D, Right Inset). We also see that the linear–sublinear transition is universal regardless of the system size $L$ (Fig. 3D, Left Inset).

Furthermore, we notice that, at the onset of the exponential decay region, the size of the largest connected component (denoted by $N$) scales percolation behavior. If we rescale $N$ by $N_{\text{max}} = L^2$, we see that $N/L^2$ switches from zero to one as the largest connected component suddenly becomes dominant (Fig. 3A and B, orange quads), and the transition becomes sharper with increasing system size $L$. Numerically, using the curve for $L = 100$, we find that the critical transition point is at $\rho_c \approx 0.298$ (Fig. 3F).

We can also calculate this transition density $\rho_c$ analytically using the dual lattice method (24). In fact, this $\rho_c$ is the same as the transition density of connectivity percolation of a network, if we consider the kirigami system as a doubly linked network, with quads being nodes and links being edges. Since percolation in a random connecting network is a state where there is a connected path from one side to the other, the probability of percolation is equal to the probability of not having percolation in the dual lattice (SI Appendix, section S3). The probability of connecting two quads is $\rho^2 + 2\rho(1-\rho)$, assuming that each link is equally likely to be connected with probability $\rho$. The probability of these two quads not being connected is thus $(1-\rho)^2$. Denoting the probability of percolation by $P(x)$ where $x$ is the quad connecting probability, we have $P(x)^2 + 2P(x)(1-x) = 1 - P(1-x)^2$. If we let $\rho^2 + 2\rho(1-\rho) = (1-\rho)^2$, we obtain $\rho_c = 1 - 1/\sqrt{2} = 0.293$. Since the percolation density of having a connected path is the same as when the size of the largest cluster becomes dominant, $\rho_c$ coincides with the percolation threshold of $N$, which agrees well with our numerical result $\rho_c \approx 0.298$.

DoF with Randomly Allocated Links. Moving from the connectivity to the modes of motion (DoF) in the structure, we denote the dependence of DoF on link density by $m(\rho)$. These floppy modes can be further classified into two types: type a, internal modes (Fig. 1C and D), the internal rotational modes associated with the movement of some quads with respect to others within one connected component, and type b, rigid-body modes (Fig. 1E and F), the two translational motions and one rotational motion of each connected component.

Type a modes are the floppy modes that correspond to the nontrivial internal modes of rotation which are hard to find and visualize without using the infinitesimal rigidity approach. Since each connected component has three (type b) rigid-body motions (3 DoF), the number of internal DoF is equal to the total DoF minus the NCC multiplied by 3, that is, $m_{\text{int}} = m_{\text{rot}} - 3T$.

With varying $\rho$, the total DoF follows a trend similar to that of the NCC ($T$). When $\rho = 0$, the total DoF is $3L^2$. When a few links are added initially, they are independent constraints, each reducing the DoF by two, and so we see a linear decrease of DoF (Fig. 3E). As more links are added, cooperativity between the links sets in and the decrease of DoF becomes sublinear, and shows exponentially decaying behavior similar to that of $T$: $\log_{10} m \approx -6.0p + 1.4$ (Fig. 3E, Right Inset). Finally, when most links are added, the system becomes rigid, and the DoF approaches three. If we rescale the DoF by the maximum DoF ($m_{\text{max}} = 3L^2$) for each $L$, all of the curves for internal modes collapse (Fig. 3E, Left Inset), suggesting that we can control the internal mechanisms in a scale-free manner by simply tuning the link density.

Given the similarity of our system to 2D random networks (16), it is perhaps unsurprising to see this percolation behavior. Indeed, if we plot the second derivative of $m$ as a function of constraint number, we can see that this value has a peak between 0.4 and 0.5. As the system size becomes larger, it converges to $\rho_{\text{c}} = 0.429$ (Fig. 3G). This behavior qualitatively agrees with the second-order transition in the generic rigidity percolation in two dimensions (16). Quantitatively, an analogy from the MRP/MCP might explain this: Since $\delta(L)/\gamma(L) \approx 3/2$ when $L$ is large, we expect that $\rho_{\text{c}} = 3\rho_{\text{c}}/2$ so that $\rho_{\text{c}} = 0.439$, which agrees well with our numerical result.

When all of the quads are separated, there are no internal modes, while, when all of the links are connected, the whole system is rigid, and there are no internal modes either. Therefore, the number of internal DoF must be nonmonotonic as links are added, with a local maximum in the number of internal DoF as a function of $\rho$ (see the schematic plot in Fig. 3A–C). Indeed, as shown in Fig. 3E, the internal DoF first increases as the number of links increases, approaches the number of total DoF, and decreases together with the total DoF as link density further increases. As the density $\rho_i \approx 0.26$, there are maximal number of internal modes, which is different from the density $\rho_c \approx 0.293$, when the whole system first gets almost fully connected. Thus, it is in the neighborhood of $\rho \approx \rho_i$ where we find a range of interesting behaviors as the kirigami structure becomes...
almost fully connected, while the number of internal mechanisms remains large (similar to the diluted rotating square system as described in a recent paper (19); see SI Appendix, section S3 for more details). Indeed, from the ratio of the internal DoF and the total DoF $m_{\text{int}}/m_{\text{tot}}$ (Fig. 3H), we see that the fraction of internal DoF is large for a range of link density, consistent with the intuition that there are more rotational modes within each connected component of kirigami than rigid-body modes of the component.

**Constraint Redundancy.** We have seen that, when links are added to the system, they do one of three things: change the total DoF, change the internal DoF, or are simply redundant. This notion is generic to a number of different systems made of discrete components with constraints; indeed, recently, we showed that this is also true for origami (20). To address the question here, instead of randomly generating link patterns, we start with no links and add links one by one. At each step, if the DoF of the system does not change after a link is added, we define this link as a redundant link. Otherwise, we define it to be nonredundant. We can further classify these nonredundant links by examining how they change the internal DoF. We denote the change of total DoF as $\Delta$, the change of rigid-body DoF (type b) as $\Delta_r$, and the change of internal DoF (type a) as $\Delta_i$. It turns out that the only possible combinations of $(\Delta_i, \Delta_r)$ are $(-2, 0), (-1, 0), (0, 0), (+1, -3)$. The third of which is defined as redundant (SI Appendix, section S3). In Fig. 3I, we show a schematic of the four types of links classified above. Starting from the original configuration (step 1), there are two connected components, each with three type b DoF. The larger component also has two internal DoF. The orange link, after being added to the kirigami system, reduces one internal DoF (Fig. 3I, step 2). The green link connects the two components afterward, so $\Delta_i = -3$, and $\Delta_r = +1$. There is one more internal mode (Fig. 3I, step 3). In step 4, the red link freezes the two rotational modes simultaneously, making the whole system rigid. Finally, in steps 5 and 6, the links added are redundant, as they do not change DoF.

We now apply this link-by-link examination to a larger kirigami system with $L = 30$. We define the redundancy $r$ in the system as the ratio of the number of redundant links over the number
of all unconnected links. Initially, most of the links are nonredundant, as they are all independent, and each of them adds one internal mode, since they connect two disconnected components (such as Fig. 3I, steps 2 and 3). After the connectivity percolation, the links that reduce the internal DoF become dominant, and, eventually, most additional links become redundant. The fraction of redundant links $n_{\text{link}}/n_{\text{total}}$ has a transition near $\rho \approx 0.45$ (Fig. 3J), consistent with the rigidity percolation threshold $\rho_c$, suggesting that, after the rigidity percolation, most of the links become redundant. This observation shows how each added link affects the rigidity of kirigami; for example, when $\rho \approx 0.4$, each added link reduces the internal rotational DoF, rather than connecting two connected components, and, when $\rho \approx 0.6$, the system is almost connected and rigid because most new links added will be redundant.

**Combining Two Approaches.** Deterministic control enables us to achieve certain DoF and NCC precisely based on MRPs and MCPs, while statistical control makes it possible to achieve more combinations of DoF and NCC but only in a random sense. It is natural to ask whether we can combine these two approaches to take advantage of both of them. Given a link density $\rho_1$, we start with an MRP (or MCP) and randomly add/remove $4L(L-1)|\rho - \rho_1|$ (or $4L(L-1)|\rho - \rho_c|$) links. The experiment is repeated 100 times, and the average $m_{\text{link}}$, $m_{\text{rot}}$, $T$, and $N$ for different $\rho$ are recorded.

For DoF, since all links in MRPs are nonredundant, randomly removing links from them results in a linear change of $m_{\text{link}}$ (Fig. A4). More interestingly, starting from an MCP, both adding and removing links randomly result in a decrease of the internal DoF $m_{\text{link}}$ (Fig. 4B), which can be explained by our construction of MCPs (SI Appendix, Fig. S3). In fact, this is the largest internal DoF that can be achieved. For NCC, $T$ increases gradually as links are removed from MRPs (Fig. 4C). By contrast, a sharp transition of $T$ can be observed as links are removed from MCPs (Fig. 4D). Overall, by combining the deterministic and statistical control, we can achieve a wider range of DoF and NCC, and various behaviors under a perturbation of link density (SI Appendix, section S4).

**Discussion.** Our study of rigidity and connectivity in kirigami was made possible by the realization of a one-to-one mapping between the cutting problem and an equivalent linkage problem. This allowed us to provide a bottom-up hierarchical algorithm to construct MRPs and MCPs, which allow us to rigidify and connect kirigami tessellations optimally. The MRPs and MCPs also provide us with a simple method for obtaining a kirigami system with any given DoF or NCC. Overall, this suggests that we can exquisitely control the rigidity and connectivity of kirigami with the topology of prescribed cuts.

At a more coarse-grained level, we also show how to control connectivity and rigidity by tuning the density of links. We find three critical thresholds: the density for maximum internal DoF $(\rho_1)$, for connectivity percolation $(\rho_c)$, and for rigidity percolation $(\rho_r)$, with $\rho_c < \rho_r < \rho_1$, providing guidance for tuning the link density to achieve different mechanical properties. For example, one can control the ratio of high-frequency and low-frequency modes by choosing the link density above or below the connectivity percolation, since the low-frequency mode sets in when $\rho > \rho_c$, and the remaining high-frequency modes decrease significantly once $\rho > \rho_r$, the rigidity percolation threshold, with relevance for mechanical allostery (25, 26). Alternatively, since more and more links become redundant when $\rho > \rho_r$, it is possible to change the DoF by rearranging the positions of links. For example, according to Fig. 3I, if we remove redundant links (brown) and add links that reduce the internal DoF by 1 (red), we reduce the total DoF by 1 while keeping the total number of links the same, thereby changing the DoF information using the same amount of materials; indeed this might allow for click kirigami (i.e., with reversible links) to be a substrate for mechanical information storage, similar to origami (20).

In a broader context, our theoretical study on the rigidity and connectivity in kirigami complements recent developments in the design and fabrication of physical kirigami structures (8, 27–30), by providing guidelines for their control via internal rotational mechanisms, similar to that seen in origami (31). Two natural future paths are to investigate functional devices that might exploit this and to explore the generalization of these arguments to 3D kirigami with polyhedra (32) in the context of architectural and structural design.

**Data Availability Statement.** Codes related to this paper have been deposited in the GitHub repository (https://github.com/garypchoi/kirigami-control).
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S1. Rigidity of quad kirigami with prescribed cuts

Determining the DoF of a quad kirigami with a given link pattern.

Edge length constraint For each quad $Q = \{x_1, x_2, x_3, x_4\}$ of an $L \times L$ quad kirigami, there are five constraints concerning length for ensuring the quad is rigid. They consist of four edge constraints and one no-shear constraint:

$$
\begin{align*}
g_{\text{edge}}(x_1, x_2) &= ||x_1 - x_2||^2 - l^2 = 0, \\
g_{\text{edge}}(x_2, x_3) &= ||x_2 - x_3||^2 - l^2 = 0, \\
g_{\text{edge}}(x_3, x_4) &= ||x_3 - x_4||^2 - l^2 = 0, \\
g_{\text{edge}}(x_4, x_1) &= ||x_4 - x_1||^2 - l^2 = 0, \\
g_{\text{edge}}(x_1, x_3) &= ||x_1 - x_3||^2 - 2l^2 = 0,
\end{align*}
$$

where $l$ is the length of the quad. Therefore, there are in total $5L^2$ length constraints in the $L \times L$ kirigami.

Link constraint For a given link pattern on the $L \times L$ kirigami, each link between two nodes $x_i$ and $x_j$ give one link constraint

$$
\begin{align*}
x_i - x_j &= 0,
\end{align*}
$$

which can be written as

$$
\begin{align*}
g_{\text{link}_x}(x_i, x_j) &= x_{i_1} - x_{j_1} = 0, \\
g_{\text{link}_y}(x_i, x_j) &= x_{i_2} - x_{j_2} = 0,
\end{align*}
$$

where $x_i = (x_{i_1}, x_{i_2})$ and $x_j = (x_{j_1}, x_{j_2})$. Therefore, for a link pattern with $n$ links, there are in total $2n$ link constraints.
Calculating DoF We first show that the decrease in total DoF by adding one link is either 0, 1, or 2. Consider a simple example of two separate quads as shown in Fig. S1a-b. Each quad has 3 DoF (2 translational and 1 rotational). When these two quads are connected by a link (Fig. S1a), one of the vertices loses 2 translational DoF and hence the total DoF of them changes from 6 to 4 (change of 2). When the other link is further added between the two quads (Fig. S1b), one of the quads loses 1 rotational DoF and hence the total DoF of them changes from 4 to 3 (change of 1). There are also redundant links which do not change the DoF (change of 0) (e.g. (5) in Fig. 1B in the main text, assuming all other links are present).

In fact, Fig. S1a shows a situation where all of the constraints are independent, and removing any constraint will result in extra DoF(s). Fig. S1b shows a situation where the edge length constraint for one of the two edges in between the quads is redundant. This suggests that, in order to calculate the DoF, all the edge length constraints and link constraints should be put together to determine the number of independent constraints.

Therefore, we put all edge length constraints and link constraints in the rigidity matrix $A$. Each constraint can be written as $g(x) = 0$, where $g$ is a function of the $8L^2$ coordinates of all nodes $x$. Define the rigidity matrix $A$ to be a $(5L^2 + 2n) \times 8L^2$ matrix where each entry of $A$ is

$$A_{ij} = \frac{\partial g_i(x)}{\partial x_j},$$

and $g_i$ is a length or link constraint ($i \in [1, 5L^2 + 2n]$), and $j$ ranges from 1 to $8L^2$. The matrix is rather sparse, since each link involves at most two nodes (4 coordinates), so there are at most 4 non-zero entries per row in $A$.

To determine the DoF of the system from the rigidity matrix $A$, we subtract the number of independent constraints from $8L^2$. In other words, we have

$$\text{DoF} = 8L^2 - \text{rank}(A).$$

Detailed proof of Theorem 1. Recall that $\delta(L)$ is defined to be the minimum number of links for rigidifying an $L \times L$ quad kirigami, and a minimum rigidifying link pattern (MRP) is defined to be a link pattern with $\delta(L)$ links which rigidifies the $L \times L$ kirigami. Theorem 1 in the main text states that for all positive integer $L$,

$$\delta(L) = \left\lceil \frac{3L^2 - 3}{2} \right\rceil.$$  

In this section, we give the detailed proof of the above theorem.

For $L = 2, 3, 4, 5, 7$, we have proved the equality by explicitly designing link patterns with $\left\lceil \frac{3L^2 - 3}{2} \right\rceil$ links (see Fig. 2A in the main text). To verify that they are rigidifying link patterns (i.e. DoF = 3), the rigidity matrix rank computation introduced in the previous subsection is used. The methods for obtaining these patterns are described in Section S6.

For some larger $L$, we observe that it is possible to construct an MRP by combining the MRPs for smaller $L$. For example, for $L = 6$, we can treat the $6 \times 6$ kirigami as 4 large blocks of $3 \times 3$ quads. We take an MRP with 12 links to rigidify every block, and then connect the 4 large blocks by an MRP with 5 links to rigidify the 4 large blocks. This results in a link pattern to rigidify a $6 \times 6$ kirigami (see Fig. 2B in the main text), with the total number of links being

$$12 \times 4 + 5 = 53 = \left\lceil \frac{3(6^2) - 3}{2} \right\rceil.$$  

Similarly, for $9 \times 9$ we just treat it as 9 large blocks of $3 \times 3$ sub-patterns and we can construct a link pattern to rigidify a $9 \times 9$ kirigami, with the total number of links being

$$12 \times 9 + 12 = 120 = \left\lceil \frac{3(9^2) - 3}{2} \right\rceil.$$  

The construction of a minimum $12 \times 12$, $18 \times 18$ and $27 \times 27$ kirigami can be done in a similar manner, with the total number of links respectively being

$$12 \times 16 + 23 = 215 = \left\lceil \frac{3(12^2) - 3}{2} \right\rceil.$$  

$$120 \times 4 + 5 = 485 = \left\lceil \frac{3(18^2) - 3}{2} \right\rceil.$$  

$$120 \times 9 + 12 = 1092 = \left\lceil \frac{3(27^2) - 3}{2} \right\rceil.$$  

We call this method of constructing MRPs using the patterns with small size the hierarchical construction. More rigorously, the hierarchical construction method suggests the following theorem:

**Theorem S1** For $L = 2^k \prod p_i^{n_i}$ where $k = 0, 1, 2, p_i$ are odd primes that satisfy $\delta(p_i) = \left\lceil \frac{3p_i^2 - 3}{2} \right\rceil$, and $n_i$ are nonnegative integers, we have $\delta(L) = \left\lceil \frac{3L^2 - 3}{2} \right\rceil$. 
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Proof. For \( k = 0 \), we construct an MRP hierarchically as described below. Suppose \( L_1, L_2 \) are two odd numbers satisfying \( \delta(L_1) = \left\lceil \frac{3L_1^2 - 3}{2} \right\rceil \) and \( \delta(L_2) = \left\lceil \frac{3L_2^2 - 3}{2} \right\rceil \). We construct a link pattern for \( L_1L_2 \) by treating the \( L_1L_2 \times L_1L_2 \) quads as \( L_2 \times L_2 \) large blocks of \( L_1 \times L_1 \) quads. For every block of \( L_1 \times L_1 \) quads we use an MRP for \( L_1 \) to rigidify the block. Then, for the \( L_2 \times L_2 \) large, rigidified blocks, we can just consider them altogether as an \( L_2 \times L_2 \) pattern and use an MRP for \( L_2 \) to rigidify them. This hierarchical construction results in a link pattern that rigidifies an \( L_1L_2 \times L_1L_2 \) kirigami. Note that the total number of links is

\[
L_2^2 \delta(L_1) + \delta(L_2) = L_2^2 \left\lfloor \frac{3L_1^2 - 3}{2} \right\rfloor + \left\lfloor \frac{3L_2^2 - 3}{2} \right\rfloor = L_2^2 \left\lfloor \frac{3L_1^2}{2} - \frac{3}{2} + \frac{3L_2^2}{2} - \frac{3}{2} \right\rfloor = \frac{3L_1^2L_2^2 - 3}{2}. \tag{S12}
\]

This implies that \( \delta(L_1L_2) = \left\lfloor \frac{3L_1^2L_2^2 - 3}{2} \right\rfloor \). By induction, we can construct an MRP for any \( L = \prod p_i^{n_i} \).

For \( k = 1 \), we first use the above argument to construct an MRP for \( L = \prod p_i^{n_i} \). Then, we treat the \( 2L_1 \times 2L_2 \) quads as \( 4 \) large blocks of \( L_1 \times L_1 \) quads and rigidify the \( 4 \) blocks using an MRP for a \( 2 \times 2 \) kirigami. The total number of links in the entire link pattern is

\[
2^2 \delta(L_1) + \delta(2) = 2 \left( \frac{3L_1^2}{2} - \frac{3}{2} + 5 \right) = \frac{3(2L_1)^2 - 12 + 10}{2} = \frac{3(2L_1)^2 - 2}{2} = \left\lfloor \frac{3(2L_1)^2 - 3}{2} \right\rceil \tag{S13}
\]

For \( k = 2 \), we first use the above argument to construct an MRP for \( L = \prod p_i^{n_i} \). Then, we treat the \( 4L_1 \times 4L_2 \) quads as \( 16 \) large blocks of \( L_1 \times L_1 \) quads and rigidify the \( 16 \) blocks using an MRP for a \( 4 \times 4 \) kirigami. The total number of links in the entire link pattern is

\[
4^2 \delta(L_1) + \delta(4) = 4 \left( \frac{3L_1^2}{2} - \frac{3}{2} + 23 \right) = \frac{3(4L_1)^2 - 48 + 46}{2} = \frac{3(4L_1)^2 - 2}{2} = \left\lfloor \frac{3(4L_1)^2 - 3}{2} \right\rceil \tag{S14}
\]

Corollary 1 There exists infinitely many \( L \) such that \( \delta(L) = \left\lfloor \frac{3L^2}{2} - \frac{3}{2} \right\rceil \).
Proof. By explicit construction of link patterns, we have shown that \( \delta(L) = \left\lfloor \frac{3L^2 - 3}{2} \right\rfloor \) for \( L = 3, 5, 7 \). Therefore, the set \( \{ p_i : p_i \text{ is an odd prime s.t. } \delta(p_i) = \left\lfloor \frac{3p_i^2 - 3}{2} \right\rfloor \} \) is non-empty. Then, the result follows immediately from the above theorem. \( \blacksquare \)

Remark: This hierarchical construction method may not work when the sub-patterns are with certain even size. The reason is that the rounding error in \( \left\lfloor \frac{3(2i^2) - 3}{2} \right\rfloor \) may accumulate and lead to redundant links. For example, treating a 18 \( \times \) 18 kirigami as 9 large blocks of \( 6 \times 6 \) quads does not result in the optimal lower bound, since in the \( L = 6 \) case there is redundancy when we add the 5 links for the \( 2 \times 2 \) construction.

It is also noteworthy that the construction of MRPs for larger powers of 2 is particularly difficult, as we cannot apply the above idea of hierarchical construction from smaller powers of 2 due to the accumulated rounding error. To overcome this problem, we consider generalizing the above-mentioned hierarchical construction method for rectangular blocks. We first extend the definition of \( \delta \) for general rectangular kirigami pattern by defining \( \delta(M,N) \) as the minimum number of links required for rigidifying a \( M \times N \) kirigami. It is easy to see that the lower bound for \( \delta(M,N) \) is

\[
\delta(M,N) \geq \left\lfloor \frac{3MN - 3}{2} \right\rfloor. \tag{S15}
\]

By explicit construction, we obtained a rigidifying link pattern for \( 3 \times 5 \) quad kirigami with 21 links (see Fig. 2A in the main text) and hence we have \( \delta(3,5) = 21 = \left\lfloor \frac{3(3 \times 5) - 3}{2} \right\rfloor \). With this result, we are ready to prove the following theorem:

**Theorem S2** For any positive integer \( n \), we have

\[
\delta(2^n) = \left\lfloor \frac{3(2^n)^2 - 3}{2} \right\rfloor. \tag{S16}
\]

**Proof.** We have already proved the case for \( n = 1, 2 \) by manual construction. We prove the statement for the remaining \( n \) by induction. Suppose the statement is true for \( n = k - 2 \), i.e.

\[
\delta(2^{k-2}) = \left\lfloor \frac{3(2^{k-2})^2 - 3}{2} \right\rfloor. \tag{S17}
\]

For \( n = k \), we treat the \( 2^k \times 2^k \) kirigami as \( 2^{k-2} \times 2^{k-2} \) large blocks with size \( 5 \times 5, 5 \times 3, 3 \times 5, 3 \times 3 \) (see Fig. S1c-d for an illustration for \( k = 3 \) and \( k = 4 \)). By taking an MRP for rigidifying each of the blocks and an MRP for rigidifying the \( 2^{k-2} \times 2^{k-2} \) large blocks, we obtain a link pattern for rigidifying the \( 2^k \times 2^k \) kirigami. The total number of links is

\[
\begin{align*}
\frac{2^{k-2} \times 2^{k-2}}{4} \times (\delta(3) + \delta(5,3) + \delta(3,5) + \delta(5)) + \delta(2^{k-2}) \\
= 2^{2k-6} \times (12 + 21 + 21 + 36) + \left\lfloor \frac{3(2^{k-2})^2 - 3}{2} \right\rfloor \\
= 45(2^{k-5}) + 3(2^{k-5}) - 1 = 48(2^{k-5}) - 1 = \frac{3(2^k)^2 - 2}{2} = \left\lfloor \frac{3(2^k)^2 - 3}{2} \right\rfloor.
\end{align*} \tag{S18}
\]

This implies that \( \delta(2^k) = \left\lfloor \frac{3(2^k)^2 - 3}{2} \right\rfloor \). By induction, the statement holds for all \( n \). \( \blacksquare \)

Combining Theorem S1 and Theorem S2, it follows that \( \delta(L) = \left\lfloor \frac{3L^2 - 3}{2} \right\rfloor \) for \( L = \prod p_i^{n_i} \) where \( p_i = 2, 3, 5, 7, \ldots \) are primes that satisfy \( \delta(p_i) = \left\lfloor \frac{3p_i^2 - 3}{2} \right\rfloor \) and \( n_i \) are nonnegative integers. Note that here we still need to assume the optimality of \( \delta \) for a prime \( p_i \) so as to construct the MRPs for its multiple. To further relax this assumption, we make use of the following lemma:

**Lemma 1** Any odd number \( L \geq 11 \) can be written as

\[
L = 3m + 5n \tag{S19}
\]

where \( m \) and \( n \) are nonnegative integers.

**Proof.** Note that \( 11 = 3 + 3 + 5, 13 = 3 + 5 + 5, 15 = 5 + 5 + 5 \) and \( 17 = 3 + 3 + 3 + 3 + 5 \). Also, for odd \( L \geq 19 \), we can express \( L = (L - 8) + 3 + 5 \). The result follows easily from induction. \( \blacksquare \)

We then prove the following theorem:

**Theorem S3** For all primes \( p \geq 11 \),

\[
\delta(p) = \left\lfloor \frac{3p^2 - 3}{2} \right\rfloor. \tag{S20}
\]
Proof. We prove the theorem by induction. Suppose equality holds for all primes less than \( p \). By Lemma 1, there exists nonnegative integers \( m, n \) such that \( 3m + 5n = p \). Since \( p \) is odd, \( m + n \) is also odd. Also, since \( m + n < 3m + 5n = p \), \( m + n \) is either an odd prime or a product of odd primes which are smaller than \( p \). It follows from the induction hypothesis, Theorem S1 and Theorem S2 that

\[
\delta(m + n) = \left\lfloor \frac{3(m + n)^2 - 3}{2} \right\rfloor .
\]

Now, we treat the \( p \times p \) kirigami as \((m + n) \times (m + n)\) large blocks with size \( 5 \times 5, 5 \times 3, 3 \times 5, 3 \times 3 \) (see Fig. S1e-h for examples of constructing kirigami with \( L = 11, 13, 17, \) and 19). By taking an MRP for rigidifying each of the blocks and an MRP for rigidifying the \((m + n) \times (m + n)\) large blocks, we obtain a link pattern that rigidifies the entire \( p \times p \) kirigami. The total number of links is

\[
m^2 \delta(3) + n^2 \delta(5) + mn\delta(3, 5) + \delta(m + n)
\]

\[
= 12m^2 + 36n^2 + 42mn + \frac{3(m + n)^2 - 3}{2}
\]

\[
= 12m^2 + 36n^2 + 42mn + \frac{3(m + n)^2 - 3}{2} = \frac{3(9m^2 + 25n^2 + 30mn) - 3}{2} = \frac{3(3m + 5n)^2 - 3}{2} = \left\lfloor \frac{3p^2 - 3}{2} \right\rfloor .
\]

It implies that \( \delta(p) = \left\lfloor \frac{3p^2 - 3}{2} \right\rfloor \). By induction, the theorem holds for all primes \( p \geq 11 \).

Finally, using Theorem S1, Theorem S2, Theorem S3 and by induction, we have proved that \( \delta(L) = \left\lfloor \frac{3L^2 - 3}{2} \right\rfloor \) for all \( L \): If \( L = 2^k \prod p_i^{n_i} \) where \( k \leq 2 \), by Theorem S1 we are done. If \( k \geq 3 \), we can construct an MRP for \( \prod p_i^{n_i} \) and an MRP for \( 2^k \times 2^k \) using the three theorems above. Then, we treat the \( L \times L \) quads as \( 2^k \times 2^k \) large blocks of \( \prod p_i^{n_i} \) rigidigami and rigidify the \( 2^k \times 2^k \) blocks using an MRP for a \( 2^k \times 2^k \) kirigami. The total number of links in the entire rigidifying link pattern is

\[
2^{2k} \delta \left( \prod p_i^{n_i} \right) + \delta(2^k) = 2^{2k} \left\lfloor \frac{3 \left( \prod p_i^{n_i} \right)^2 - 3}{2} \right\rfloor + \left\lfloor \frac{3(2^k)^2 - 3}{2} \right\rfloor
\]

\[
= 2^{2k} \frac{3 \left( \prod p_i^{n_i} \right)^2 - 3}{2} + \frac{3(2^k)^2 - 2}{2}
\]

\[
= \frac{3 \left( \prod p_i^{n_i} \right)^2 - 3(2^{2k})^2}{2}
\]

\[
= \frac{3L^2 - 3}{2} .
\]

This completes the proof of Theorem 1 in the main text.

As a remark, by Theorem 1 we have

\[
\lim_{L \to \infty} \frac{\delta(L)}{\text{Total number of links in an } L \times L \text{ quad kirigami}} = \lim_{L \to \infty} \frac{\left\lfloor \frac{3L^2 - 3}{2} \right\rfloor}{4L(L - 1)} = \lim_{L \to \infty} \frac{3L^2/2}{4L^2} = \frac{3}{8} .
\]

This implies that for large \( L \), the MRPs for an \( L \times L \) quad kirigami use approximately \( 3/8 \) of the total number of links.

Algorithmic procedure of the hierarchical construction. As illustrated by the flowchart in Fig. S2, given an arbitrary positive integer \( L \geq 2 \), the procedure for constructing an MRP for an \( L \times L \) quad kirigami is as follows:

1. (Prime factorization) Compute the prime factorization \( L = 2^k \prod_{i=1}^{m} p_i^{n_i} \) where \( p_1, p_2, \ldots, p_m \) are distinct odd primes, \( k \geq 0 \) and \( n_i \geq 1 \) for all \( i \) (see Fig. S2, top left).

2. (MRPs for odd primes) For \( p_i = 3, 5, 7 \), take the explicitly constructed MRP for \( p_i \times p_i \) given in Fig. 2A in the main text. For each \( p_i \geq 11 \), use the method in the proof of Theorem S3 to construct an MRP for \( p_i \times p_i \) with the aid of blocks with size \( 5 \times 5, 5 \times 3, 3 \times 5, \) and \( 3 \times 3 \) (see Fig. S2, top right).

3. (MRP for the product of all odd prime powers) Use the method in the proof of Theorem S1 to construct an MRP for \( p_i^{n_i} \times p_j^{n_j} \) for each \( i \), and subsequently construct an MRP for \( \prod_{i=1}^{m} p_i^{n_i} \times \prod_{i=1}^{m} p_i^{n_i} \) using the hierarchical construction (see Fig. S2, bottom right).

4. (MRP for the entire kirigami) If \( k = 0 \) we are done. If \( k = 1, 2 \), take the explicitly constructed MRP for \( 2^k \times 2^k \) given in Fig. 2A in the main text. If \( k \geq 3 \), use the method in the proof of Theorem S2 to construct an MRP for \( 2^k \times 2^k \) with the aid of blocks with size \( 5 \times 5, 5 \times 3, 3 \times 5, \) and \( 3 \times 3 \). Finally, apply the method in the proof of Theorem S1 again to construct an MRP for \( L \times L \) by rigidifying the \( 2^k \times 2^k \) large blocks with size \( \prod_{i=1}^{m} p_i^{n_i} \times \prod_{i=1}^{m} p_i^{n_i} \) (see Fig. S2, bottom left).
Fig. S2. A flowchart of the hierarchical construction algorithm. To construct an MRP for an $L \times L = 2200 \times 2200$ quad kirigami, we first compute the prime factorization $2200 = 2^3 \times 5^2 \times 11$ (top left). Then, we take the explicitly constructed MRP for $5 \times 5$ given in Fig. 2A in the main text, and construct an MRP for $11 \times 11$ using the method in the proof of Theorem S3 (top right). After getting MRPs for all prime factors, we construct an MRP for $(5^2 \times 11) \times (5^2 \times 11)$, i.e. the product of all odd prime powers of $L$, using the method in the proof of Theorem S1 (bottom right). Finally, we use the method in the proof of Theorem S2 to construct an MRP for $2^3 \times 2^3$, i.e. the largest even prime power of $L$, and subsequently apply the method in the proof of Theorem S1 again to construct an MRP for the entire $L \times L = 2200 \times 2200$ kirigami (bottom left).

We remark that in Step 3 (the construction of MRP for the product of all odd prime powers), the order of the operations is not important: one can either construct an MRP for $11 \times 11$ first and then put an MRP for $5^2 \times 5^2$ into each block (as shown in the bottom right of Fig. S2), or construct an MRP for $5^2 \times 5^2$ first and then put an MRP for $11 \times 11$ into each block. The order of the operations does not affect the validity of the resulting MRP. However, the operations in Step 4 are not interchangeable: one must use an MRP for the largest power of 2 as the base pattern and put the MRP for the product of all odd prime factors constructed in Step 3 into each block of the base pattern (as shown in the bottom left of Fig. S2). The reason is that changing the order of the operations will violate the derivation for removing the ceiling functions in Eq. (S23), and the resulting number of links will not be $\left\lceil \frac{L^2 - 3}{2} \right\rceil$ anymore.
Table S1. The optimal lower bound for rigidifying link patterns $\delta(L)$, examples of realization, the number of MRPs $n_r(L)$ and the percentage of MRPs compared to all possible patterns with exactly $\lceil (3L^2 - 3)/2 \rceil$ links.

| $L$ | $\delta(L)$ | Realization | $n_r(L)$ | $n_r(L)/ \left( \frac{4L(L-1)}{(3L^2 - 3)/2} \right) \times 100\%$ |
|-----|-------------|-------------|----------|---------------------------------|
| 2   | 5           | Fig. 2A in the main text | 12 (4 if assuming all boundary links) | 21.428571% |
| 3   | 12          | Fig. 2A in the main text | 140 (10 if assuming all boundary links) | 0.005177% |
| 4   | 23          | Fig. 2A in the main text | $\geq 182280$ (182280 if assuming all boundary links) | $\sim 0.000001\%$ |
| 5   | 36          | Fig. 2A in the main text | $\geq 140^4 \times 12 \approx 4.6 \times 10^9$ | $\ll 0.000001\%$ |
| 6   | 53          | Fig. 2B in the main text | $\geq 140^{16} \times 182280 \approx 4.0 \times 10^{39}$ | $\ll 0.000001\%$ |
| 7   | 72          | Fig. 2A in the main text | $\geq (140^{10})^4 \times 12 \approx 8.4 \times 10^{86}$ | $\ll 0.000001\%$ |
| 8   | 95          | Fig. 2C in the main text | $\geq (140^{10})^{10} \approx 4.1 \times 10^{214}$ | $\ll 0.000001\%$ |
| 9   | 120         | 4 blocks with size $3 \times 3$ | $\geq 140^{27}$ | $\ll 0.000001\%$ |
| 10  | 149         | 4 blocks with size $5 \times 5$ | | |
| 11  | 180         | Fig. 2D in the main text | | |
| 12  | 215         | 16 blocks with size $3 \times 3$ | | |
| 13  | 252         | Fig. 2E in the main text | | |
| 14  | 293         | 4 blocks with size $7 \times 7$ | | |
| 15  | 336         | 25 blocks with size $3 \times 3$ or 9 blocks with size $5 \times 5$ | | |
| 16  | 383         | Fig. S1a | | |
| 17  | 432         | Fig. S1b | | |
| 18  | 485         | 4 blocks with size $9 \times 9$ | | |
| 19  | 540         | Fig. S1c | | |
| 20  | 599         | 16 blocks with size $5 \times 5$ | | |
| 21  | 660         | 49 blocks with size $3 \times 3$ | | |
| 22  | 725         | 4 blocks with size $11 \times 11$ | | |
| 23  | 792         | Similar to those in Fig. S1 | | |
| 24  | 863         | 64 blocks with size $3 \times 3$ | | |
| 25  | 936         | 5 blocks with size $5 \times 5$ | | |
| 26  | 1013        | 4 blocks with size $13 \times 13$ | | |
| 27  | 1092        | 9 blocks with size $9 \times 9$ | | |

Enumeration of minimum rigidifying link patterns (MRPs). Denote the number of MRPs in an $L \times L$ kirigami by $n_r(L)$. Since the total number of links in an $L \times L$ kirigami is $4L(L-1)$ and an MRP must have exactly $\delta(L) = \lceil \frac{3L^2 - 3}{2} \rceil$ links, there are in total $\binom{4L(L-1)}{\lceil (3L^2 - 3)/2 \rceil}$ possible combinations to examine for finding MRPs. For $L = 2$ and 3, by enumeration we can show that there are respectively $n_r(2) = 12$ and $n_r(3) = 140$ MRPs. However, even for just $L = 4$ and 5, there are $\binom{80}{36} \approx 3 \times 10^{13}$ and $\binom{80}{36} \approx 7 \times 10^{22}$ possibilities to examine. This shows that finding the exact number $n_r(L)$ of MRPs is difficult for large $L$.

One may simplify the computation by assuming that all boundary links are connected. For $L = 2$, with this assumption it is easy to see that there are 4 MRPs. For $L = 3$, we have $\binom{16}{3} = 1820$ combinations, among which we have found 10 MRPs (for simplicity of computation we do not identify patterns with rotational or reflectional symmetry). However, even with this assumption, for $L = 4$ we have $\binom{36}{16} \approx 6 \times 10^9$ combinations to examine, which took us several days to complete the enumeration and obtain 182280 MRPs. For $L = 5$, there are $\binom{54}{20} \approx 2 \times 10^{16}$ combinations, which would require 100 years to finish if each DoF calculation takes $10^{-5}$ seconds.

Nevertheless, we can make use of our hierarchical construction to obtain a lower bound for the total number of MRPs for some large $L$. For example, since an MRP for $6 \times 6$ can be constructed by treating it as four large blocks of $3 \times 3$ quads as shown in Fig. 2B in the main text, there are at least $140^4 \times 12 \approx 4.6 \times 10^9$ MRPs for a $6 \times 6$ kirigami. Similarly, we can see that there are at least $140^{10} \approx 2.9 \times 10^{21}$ MRPs for a $9 \times 9$ kirigami, $140^{40} \times 12 \approx 8.4 \times 10^{86}$ MRPs for a $18 \times 18$ kirigami, and $140^{100} \approx 4.1 \times 10^{214}$ MRPs for a $27 \times 27$ kirigami.

Table S1 shows a summary of the MRPs for $L = 2, \ldots, 27$. By calculating the percentage of MRPs compared to all the possible patterns with exactly $\lceil (3L^2 - 3)/2 \rceil$ links, it can be observed that MRPs become more and more rare as $L$ increases. Hence, it is almost impossible to obtain an MRP by trial and error. This shows that the hierarchical construction is important for providing us with explicit examples of MRPs.

S2. Connectivity of quad kirigami with prescribed cuts

After studying the link patterns for rigidifying a kirigami, we proceed to study the link patterns for connecting a kirigami, i.e. making it a single connected component.

Detailed proof of Theorem 2. Recall that $\gamma(L)$ is defined to be the minimum number of links for making an $L \times L$ quad kirigami connected, and a minimum connecting link pattern (MCP) to be a link pattern with $\gamma(L)$ links which makes the $L \times L$ kirigami connected. Theorem 2 in the main text states that for all positive integer $L$,\[
\gamma(L) = L^2 - 1.\] [S25]
This implies that for large $\lambda$, the constructed link pattern is an MCP for $L = 4$ (c).

Table S2. The optimal lower bound for connecting link patterns $\gamma(L)$, and the number of MCPs $n_c(L)$, and the percentage of MCPs compared to all possible patterns with exactly $L^2 - 1$ links.

| $L$ | $\gamma(L)$ | $n_c(L)$ | $n_c(L) \left(\frac{4L(L-1)}{L^2-1}\right) \times 100\%$ |
|-----|-------------|----------|----------------------------------|
| 2   | 3           | 32       | 57.142857\%                      |
| 3   | 8           | 49152    | 6.683064\%                       |
| 4   | 15          | 328834336| 0.300782\%                       |
| 5   | 24          | 93544387706879982 | 0.005765\% |
| 6   | 35          | 1.118943 \times 10^{24} | 0.000049\% |
| 7   | 48          | 5.593575 \times 10^{33} | < 0.000003\% |
| 8   | 63          | 1.164278 \times 10^{45} | < 0.000001\% |
| 9   | 80          | 1.006628 \times 10^{58} | < 0.000001\% |
| 10  | 99          | 3.692903 \times 10^{72} | < 0.000001\% |

We prove the theorem by a constructive proof with induction. Clearly the statement is true for $L = 1$. Suppose it is true for $L = n$. For $L = n + 1$, we first connect the bottom left $n \times n$ quads using the link pattern given by the induction hypothesis. For the remaining $(n + 1)^2 - n^2 = 2n + 1$ quads on the top row and the right column, we add one link at each edge on the top and the right boundary of the $n \times n$ connected kirigami. This adds the remaining $n$ quads on the top and the remaining $n$ quads on the right to the connected component. Finally, we add one more link to connect the top right quad to this component, forming one single connected component of $(n + 1) \times (n + 1)$ quads (see Fig. S3 for an example to construct an MCP for $L = 4$ from an MCP for $L = 2$). The total number of links is

$$n^2 - 1 + n + n + 1 = n^2 - 1 + 2n + 1 = (n + 1)^2 - 1,$$

and by induction the result follows.

It is noteworthy that the hierarchical construction we introduced for obtaining MRPs is also applicable for MCPs. Let $m, n$ be two positive integers. Suppose we have an MCP for $m \times m$ and $n \times n$. If we consider a $mn \times mn$ kirigami as $m \times m$ large blocks of $n \times n$ quads, we can use the hierarchical construction method to obtain a connecting link pattern for the $mn \times mn$ kirigami, with the total number of links being

$$m^2\gamma(n) + \gamma(m) = m^2(n^2 - 1) + (m^2 - 1) = (mn)^2 - 1.$$

This shows that the constructed link pattern is an MCP for $mn \times mn$.

As a remark, by Theorem 2 we have

$$\lim_{L \to \infty} \frac{\gamma(L)}{\text{Total number of links in an } L \times L \text{ quad kirigami}} = \lim_{L \to \infty} \frac{L^2 - 1}{4L(L - 1)} = \lim_{L \to \infty} \frac{L^2}{4L^2} = \frac{1}{4}. $$

This implies that for large $L$, the MCPs for an $L \times L$ quad kirigami use approximately 1/4 of the total number of links.

**Enumeration of minimum connecting link patterns (MCPs).** Denote the number of MCPs in an $L \times L$ kirigami by $n_c(L)$. It is possible for us to obtain the exact number $n_c(L)$ of MCPs for an $L \times L$ kirigami using the Kirchhoff’s matrix tree theorem. Suppose we construct the Laplacian matrix of the $L \times L$ kirigami by treating the $L^2$ quads as vertices and the $4L(L - 1)$ possible links as edges. Then, from the Kirchhoff’s theorem, the number of MCPs is

$$n_c(L) = \frac{1}{L^2} \prod \lambda_i,$$

where $\lambda_i$ are the non-zero eigenvalues of the Laplacian matrix. Table S2 lists the results for $L = 2, \ldots, 10$. Analogous to MRPs, by calculating the percentage of MCPs compared to the all possible patterns with exactly $L^2 - 1$ links, it can be observed
that MCPs become more and more rare as L increases. Hence, it is almost impossible to obtain an MCP by trial and error. Nevertheless, the hierarchical construction again provides us with a method for explicitly constructing MCPs for large L.

For example, we can treat a 4 × 4 kirigami as four large blocks of 2 × 2 quads and perform the hierarchical construction using all possible combinations of MCPs for L = 2. This gives 324 × 32 ≈ 3.4 × 10^7 MCPs, which indicates that there are at least 3.4 × 10^7 MCPs for L = 4. Comparing this result with the exact number n_c(4) = 3288334336 given by the Kirchhoff’s theorem, we observe that the hierarchical construction is only able to cover around 1% of all MCPs for 4 × 4. Similarly, for L = 6, by hierarchical construction we are able to obtain 491524 × 32 ≈ 1.9 × 10^{20} MCPs, which is around 0.02% of the exact number n_c(6) = 1.118943 × 10^{24} given by the Kirchhoff’s theorem. This shows that while the hierarchical construction provides an effective way to construct MCPs, there are still a large number of MCPs which are not covered by this method.

S3. Connectivity and rigidity of quad kirigami with random cuts

Numerical simulations.

Random pattern  Recall that the link density of a link pattern for an L × L kirigami is ρ = \frac{c}{4L(L-1)}, where c is the number of links. We vary the link density ρ from 0 to 1. At each given ρ, we randomly generate 200 patterns and calculate the number of connected components, size of the largest connected component, and the DoF using the rigidity matrix calculation described in Section S1.
Calculating number of connected components  To calculate the number of connected components ($T$), we treat the quads as nodes and links as edges, and use the depth-first search algorithm in the resulting network. The size of the largest cluster ($N$) is the number of quads in the largest cluster. The number of internal DoFs is

$$m_{\text{int}} = m_{\text{tot}} - 3T,$$

where the factor 3 comes from two rotational DoFs and one translational DoF from each connected component.

Change of connectivity and rigidity.

Linear regime  In the main text, we show the change of number of connected components ($T$) and DoF ($m$) with the link density. These two quantities first decrease linearly and then sub-linearly. Initially, when $\rho$ is small, most of the quads are disconnected. Adding a link will reduce 1 connected components and 2 DoFs (reducing 3 rigid body DoFs from one connected component, but adding one rotational DoF ($\Delta g = +1, \Delta r = -3$)). Therefore, if we use the number of links rather than the density as x-axis, the slope of $T$ vs $c$ is $-1$ (Fig. S4a) while the slope of $m$ vs $c$ is $-2$ (Fig. S4b).

Sub-linear regime  In the sub-linear region, the average DoF and number of connected components decrease sub-linearly. At each given density, however, the possible values vary in a wide range. In Fig. S4d-e, we show the standard deviation, maximum, and the minimum of $T$ and $m$. The brighter shade shows the range (minimum to maximum), while the darker shade shows the standard deviation. The wide shades suggest that different link patterns with the same number of links can have significantly different DoFs and number of connected components.

Connectivity percolation  In a random network where each bond is present with probability $p$, bond percolation is a state where there is a connected path from one side to the other. It is also the state where the size of the largest connected component becomes dominant in the system. In order to calculate the analytical $\rho_c$, we transform the $N/L^2$ percolation into the connecting path percolation problem. To illustrate the process, imagine the quads are shrunk and links are elongated in a kirigami with size $L \times (L + 1)$ (Fig. S4g blue lattice). Now consider a dual lattice (red) which is the same as the original one, but rotated 90 degrees (or with size $(L + 1) \times L$, and aligned properly so that each pair of links in dual lattice is on top of a pair of links in the original lattice except at the boundary. We define the rule of percolation in blue lattice as there is at least one connected path from left to right, and the percolation in the red lattice as having one path from top to bottom. Furthermore, the rule for linking the two neighboring sites in the dual lattice: the two red links between neighbor sites in dual lattice are considered connected when and only when neither of the corresponding blue links are connected in the original lattice.

Therefore, the probability of having percolation in the blue lattice, is equal to the probability of not having percolation in the red lattice, since any horizontal connected path in the blue lattice will block any vertical connected path in the red lattice. For example, Fig. S4h shows a connected path (marked as darker blue) from left to right, which separates the red dual lattice into two parts. Thus, there is no connected path from top to bottom.

Therefore, denote $P$ as the probability of percolation, as a function of the probability of neighbor site connection. Assume that each link is present with probability $\rho$ in the blue lattice, the probability of connecting two neighbors is $\rho^2 + 2\rho(1 - \rho)$. (Note that $\rho$ is the link density, and it can be interpreted as the probability that one link is connected.) The probability of having percolation in the blue lattice is thus $P[\rho^2 + 2\rho(1 - \rho)]$. On the other hand, in the red lattice, the probability of connecting two neighbors is only when the corresponding two blue sites are not connected: two blue links are not present at the same time with probability $(1 - \rho)^2$. Now, based on the definition of the percolation above, we have

$$P[\rho^2 + 2\rho(1 - \rho)] = 1 - P[(1 - \rho)^2].$$

In percolation theory, in the large $N$ limit, the transition is sharp, which suggests that $P$ behaves like a step function near $\rho_c$. If we let $P[x] = 1/2$, the corresponding $x$ must equal to the critical linking probability.

When $P = 1/2$, we have $P[\rho^2 + 2\rho(1 - \rho)] = P[(1 - \rho)^2]$, which is equivalent to

$$\rho^2 + 2\rho(1 - \rho) = (1 - \rho)^2.$$  \[[S32]\]

Solving this equation yields the critical link density (linking probability)

$$\rho_c = 1 - \frac{1}{\sqrt{2}} = 0.293.$$  \[[S33]\]

In the main text, we have shown this percolation behavior for different system size $L$. The percolation happens around 0.3 and the portion of the dominant cluster becomes very close to 1 after 0.5 (Fig. S4c). In addition, for $L = 100$, we sample densely from $\rho = 0.1$ to $\rho = 0.5$, and calculate the more accurate numerical $\rho_c$ to be 0.298, which agrees very well with our analytical result (Fig. S4c inset).

Rigidity percolation  We have shown that the rigidity percolation threshold actually shifts to the left as the system size increases (Fig. 3G in main text). We use a denser sampling to calculate this peak more accurately, and found that the rigidity percolation threshold $\rho_r$ is linear in $1/L$ (Fig. S4f). When $L$ is large, it will converge to around 0.422, suggesting that this is a mean-field problem. The DoF at the rigidity percolation threshold scales with $L^2$ (Fig. S4g).
Internal rotational DoF. Recently, Lubbers and van Hecke (1) discussed the excess floppy modes in the symmetric geometries compared to the generic case. While our work focuses on other perspectives of rigidity and connectivity and does not consider generic perturbations to the shapes in our system, we find that the excess floppy modes do behave in a similar way as our internal rotational DoF. It might be interesting to start from this “maximally flexible” state, and design multi-branched deformation pathways, similar to that in origami (2, 3).

Redundancy of links and information storage. Each link added to the kirigami may change the DoF and NCC in a different way. As we defined in the main text, \( \Delta t \) represents the change of total DoF for a link added, \( \Delta r \) shows the change in the internal DoF (type (b)), and \( \Delta v \) represents the change in rigid body DoF (type (a)). It follows that \( \Delta t = \Delta r + \Delta v \). Since the rigid body DoF is equal to 3 times NCC \((T)\), \( \Delta v \) can only have two values \((0, -3)\). \( \Delta r \) is restricted to \(0, -1, -2\), since each link adds at most two independent constraints. In addition, \( \Delta t \leq 1\), since there is at most one additional internal mode added when two clusters connect. Therefore, the only possible combinations of \((\Delta t, \Delta r)\) are \((-2, 0), (-1, 0), (0, 0), (+1, -3)\). When the third case happens, the link is defined as “redundant”.

We have shown how the redundancy in the system changes with the link density in the main text. Here we outline the details of this link adding process. Instead of randomly generating link patterns at a given link density, we start from zero link, and add links one by one. At each step, we check whether each of the remaining unconnected links is redundant \((\Delta r \neq 0\), as defined above\). After all of the free links have been checked, we randomly pick one and add the real link. This process is repeated until all the links are added.

In this process, the number of free links \(n_{\text{free}}\) decreases linearly, and it can be classified into four types \(n_{\text{redundant}}, n_{\text{int}+1}, n_{\text{int}-2}, n_{\text{int}+1}\) (redundant, reducing internal DoF by 1, reducing internal DoF by 2, increasing internal DoF by 1). As shown in Fig. 4b, the four types of the links have peaks at different link density.

S4. Simultaneous control of rigidity and connectivity

By making use of the MRPs and MCPs constructed using our methods, we can achieve a certain level of control in both rigidity and connectivity by adding links to or removing links from MRPs and MCPs. Below, we describe precisely how NCC and DoF can be controlled simultaneously.

Simultaneous control of NCC and DoF using MRPs. Note that for any \(L \times L\) MRP obtained using our hierarchical construction method, adding or removing links that connect the rigid sub-blocks does not change the NCC and DoF within the sub-blocks. Therefore, if \(d\) is a factor of \(L\), we can reverse the process of the hierarchical construction and only remove certain “key links” (links that connect the rigid sub-blocks) from the MRP, so that we can control both the NCC and NDoF precisely: It is possible for us to get \(\text{NCC} = 1, 2, \ldots, d^2\), and at the same time DoF can go from 3 to \(3d^2\). During this process, many combinations of NCC and DoF can be achieved.

For instance, consider an MRP of an \(18 \times 18\) kirigami, which can be constructed by adding \(\delta(2) = 5\) key links that connect four sub-blocks of \(9 \times 9\) MRPs. If we remove one of the five key links connecting the four sub-blocks, the NCC will remain unchanged while the DoF will increase by 1 or 2. By removing two of the five key links, the NCC will remain unchanged or increase by 1, while the DoF will increase by 3 or 4. As the process continues, finally all the five key links are removed and the DoF of each sub-block is 3. Therefore, we achieve a system with \(\text{NCC} = 4\) and \(\text{DoF} = 3 \times 2^2 = 12\). To summarize, all possible combinations of NCC and DoF achieved in this process of removing some of the key links from an \(18 \times 18\) MRP are:

- \(\text{NCC} = 1, \text{DoF} = 3\) (original), \(4, 5\) (removing 1 key link), \(6\) (removing 2 key links);
- \(\text{NCC} = 2, \text{DoF} = 7\) (removing 2 key links), \(8\) (removing 3 key links);
- \(\text{NCC} = 3, \text{DoF} = 9\) (removing 3 key links), \(10\) (removing 4 key links);
- \(\text{NCC} = 4, \text{DoF} = 12\) (removing 5 key links).

In other words, by manipulating only 5 links out of the \(\delta(18) = 485\) links in an \(18 \times 18\) MRP, we can achieve these combinations of NCC and DoF. Furthermore, the above process is also applicable for each of the sub-blocks of \(9 \times 9\) MRPs. Therefore, our hierarchical construction method for MRPs enables the simultaneous control of NCC and DoF with a large number of combinations.

One may also be interested in changing DoF while keeping NCC as small as possible, which can indeed be achieved by making use of the MRPs obtained using our hierarchical construction method. Recall that in our hierarchical construction method, we always rigidify sub-blocks with odd size, in which each link changes the DoF by exactly 2. Therefore, if we remove a link from any rigid sub-block in an MRP, the DoF will increase by exactly 2 while the NCC will remain unchanged. We can continue this process until the total number of links reaches the connectivity percolation threshold. In other words, NCC = 1 and DoF = \(2k + 3\) can be achieved simultaneously by removing \(k\) links, where \(k\) is small enough such that \(\delta(L) - k\) is much higher than the connectivity percolation threshold \((4L(L-1)\rho_c)\) (see the dashed lines in Fig. 4A and 4C in the main text).
Simultaneous control of NCC and DoF using MCPs. As for the MCPs of an \( L \times L \) kirigami, we always have NCC = 1 and DoF = \( 3L^2 - 2L^2 - 1 = L^2 + 2 \) (since each link decreases the DoF by 2, and there are \( L^2 - 1 \) links in an MCP). By removing each link from an MCP, the NCC increases by 1 and the DoF increases by 2. In other words, we can achieve a system with NCC = \( k + 1 \) and DoF = \( L^2 + 2k + 2 \) by removing any \( k \) links from an MCP. As for adding a link to an MCP, note that the NCC will not be changed, while the DoF will decrease by 2 until the total number of links reaches the rigidity percolation threshold. Therefore, NCC = 1 and DoF = \( L^2 - 2k + 2 \) can be achieved simultaneously by adding \( k \) links to an MCP, where \( k \) is small enough such that \( \gamma(L) + k \) is much smaller than the rigidity percolation threshold \( \left( 4L(L-1)\rho_i \right) \) (see the dashed lines in Fig. 4B and 4D in the main text).

Simultaneous control using random cuts. The methods above provide a way to precisely control both the DoF and NCC but are limited to certain ranges of link density. When the link density goes beyond those ranges, one can still control the DoF and NCC using Fig. 3D, 3E, and 4 in the main text as a guideline. For example, based on Fig. 3D and 3E in the main text, one can achieve different combinations of DoF and NCC by tuning the link density \( \rho \). In particular, around \( \rho_i \), the internal rotational DoF reaches the maximum. When higher internal rotational DoF is required, or when the condition in the section above \( \left( \gamma(L) + k \ll 4L(L-1)\rho_i \right) \) does not hold, Fig. 4B still provides the average total DoF and internal DoF in the structure.

In addition, using the same procedure as in Fig. 4 in the main text, we plot the size of the largest connected component as a function of link density (by adding or removing links randomly starting from an MRP or MCP). Since the link density of MCP is smaller than the rigidity percolation threshold \( \left( \rho_i \right) \), the transition also happens earlier in the MCP case (Fig. S4I). Starting from MRP, the connectivity transition is similar to the random case, except that it reaches 1 earlier, as MRP is connected itself.

S5. Extension to kagome kirigami

Our analysis on the rigidity and connectivity of quad kirigami can be extended to kagome kirigami, which consists of triangles instead of quads.

We first study the rigidity and connectivity of the rectangular kagome kirigami, in which the number of triangles in each row (and each column) is the same (see Fig. S5a-e for examples).

Rigidity of rectangular kagome kirigami with prescribed cuts. Suppose we have an \( L \times L \) rectangular kagome kirigami. For the rigidity of rectangular kagome kirigami, we note that there are three edge constraints for each triangle but no no-shear constraint. The construction of the rigidity matrix \( A \) is similar to that with the case of quad kirigami. This time, since there are in total \( 6L^2 \) variables for the coordinates of all nodes, the DoF is given by

\[
\text{DoF} = 6L^2 - \text{rank}(A). \tag{S34}
\]

Denote the minimum number of links required for rigidifying an \( L \times L \) kagome kirigami by \( \delta_\Delta(L) \). Note that the total DoF is clearly \( 3L^2 \), and the introduction of each link can again lead to a change in DoF by 0, 1, 2. Therefore, we again have the following lower bound for \( \delta_\Delta(L) \):

\[
\delta_\Delta(L) \geq \left\lceil \frac{3L^2 - 3}{2} \right\rceil. \tag{S35}
\]

Analogous to the case of quad kirigami, we can prove that in fact the lower bound is always achievable, i.e.

**Theorem S4** For all positive integer \( L \),

\[
\delta_\Delta(L) = \left\lceil \frac{3L^2 - 3}{2} \right\rceil. \tag{S36}
\]

**Proof.** We use the same approach as in the proof of Theorem 1.

As shown in Fig. S5a-e, we first design rigidifying link patterns with exactly \( \left\lceil \frac{3L^2 - 3}{2} \right\rceil \) links for \( L = 2, 3, 4, 5, 7 \). We have verified these patterns using the rigidity matrix rank computation that the DoF is 3. This shows that \( \delta_\Delta(L) = \left\lceil \frac{3L^2 - 3}{2} \right\rceil \) for \( L = 2, 3, 4, 5, 7 \). The method for finding these patterns are explained in Section S6.

Then, note that the proof of Theorem S1 is directly applicable in the case of kagome kirigami. Hence, we have established the same result as Theorem S1 for kagome.

Next, we proceed to show that the lower bound can be achieved for \( L = 2^n \). Analogous to the proof of Theorem S2, we generalize the definition of \( \delta_\Delta \) for rectangular kagome kirigami with size \( M \times N \), and design MRPs for \( 3 \times 5 \) and \( 5 \times 3 \) kirigami with exactly \( \left\lceil \frac{3MN - 3}{2} \right\rceil \) = 21 links (Fig. S5F-G). With these examples, we can decompose a \( 2^n \times 2^n \) kagome kirigami into blocks of \( 5 \times 5, 3 \times 3, 5 \times 3 \) and \( 3 \times 5 \) kagome kirigami. Using the MRPs for these sizes and the hierarchical construction, we can prove by induction that the lower bound is achievable for \( L = 2^n \) and hence obtain the same result as in Theorem S2.

Finally, we follow the same argument as in the proof of Theorem S3 to prove that the lower bound is achievable for all prime \( p \geq 11 \). Using all the above results and induction, we have proved that \( \delta_\Delta(L) = \left\lceil \frac{3L^2 - 3}{2} \right\rceil \) for all \( L \).

We perform the same procedure as in the previous discussion and consider the enumeration of all MRPs for kagome kirigami. Table S3 summarizes the results. Comparing the number of MRPs for quad and kagome kirigami, one can see that the kagome kirigami possesses less MRPs. This can be explained by the floppiness of the kagome kirigami.
**Fig. S5.** Explicit construction of MRPs for $L \times L$ rectangular kagome kirigami with $L = 2$ (a), $L = 3$ (b), $L = 4$ (c), $L = 5$ (d), $L = 7$ (e), and $M \times N$ rectangular kagome kirigami with $(M, N) = (3, 5)$ (f), $(M, N) = (5, 3)$ (g). h An illustration of obtaining MRPs for rectangular kagome kirigami using hierarchical construction. A $6 \times 6$ rectangular kagome kirigami can be treated as four large blocks of $3 \times 3$ triangles. Each block is rigidified using an MRP for $L = 3$, and then the four large blocks are linked and rigidified using an MRP for $L = 2$. The links altogether form an MRP for $L = 6$.

**Table S3.** A table of the optimal lower bound $\delta_{\Delta}(L)$ for MRPs for rectangular kagome kirigami.

| $L$ | $\delta_{\Delta}(L)$ | Realizations | # MRPs |
|-----|-----------------------|--------------|--------|
| 2   | 5                     | Fig. S5a     | 3 (3 if assuming all boundary links) |
| 3   | 12                    | Fig. S5b     | 8 (4 if assuming all boundary links) |
| 4   | 23                    | Fig. S5c     | $\geq 5324$ (5324 if assuming all boundary links) |
| 5   | 36                    | Fig. S5d     | $\geq 8^4 \times 3 = 12288$ |
| 6   | 53                    | Fig. S5e     | $\geq 8^5 \times 8 \approx 1.1 \times 10^9$ |
| 7   | 72                    | $9$ blocks with size $3 \times 3$ | $\geq 8^6 \times 5324 \approx 1.5 \times 10^{18}$ |
| 9   | 120                   | $16$ blocks with size $3 \times 3$ | |
| 12  | 215                   | |

Connectivity of rectangular kagome kirigami with prescribed cuts. Define $\gamma_{\Delta}(L)$ as the minimum number of links for making an $L \times L$ rectangular kagome kirigami connected, and a minimum connecting link pattern (MCP) to be a link pattern with $\gamma_{\Delta}(L)$ links which makes the $L \times L$ rectangular kagome kirigami connected. As the study of the connectivity for quad kirigami is in fact independent of the geometry of the unit cells, we can repeat the constructive proof of Theorem 2 (see Fig. S6 for an example of construction MCP for $L = 4$ from MCP for $L = 2$) and prove by induction that

Theorem S5 For all positive integer $L$,

$$\gamma_{\Delta}(L) = L^2 - 1.$$  [S37]

As for the enumeration of all MCPs for rectangular kagome kirigami, the procedure is also analogous to those for quad kirigami. Table S4 summarizes the result.

Rectangular kagome kirigami with random cuts. Similar to the case of quad kirigami, we can study the DoF change with varying link density $\rho$ for rectangular kagome kirigami. Again, the DoF can be classified into two types. From our numerical simulation, we observe a similar behavior as that in quad kirigami: The total DoF decreases first linearly and then sub-linearly...
as the link density increases. The inner rotational DoF first increases, attains the maximum at around $\rho = 0.3$ and then decreases (Fig. 7a). The number of connected components (Fig. 7a), as well as the proportion of the largest connected components (Fig. 7b), have similar behaviors.

![Fig. S6. An illustration of the construction of MCPs for $L \times L$ rectangular kagome kirigami. Starting from an MCP for $L = 2$ (a), we add one link at each edge on the top and the right boundary. This produces an MCP for $L = 3$ (b). Repeating the same procedure, we obtain an MCP for $L = 4$ (c).](image)

| $L$ | $\gamma_{\Delta}(L)$ | # MCPs |
|-----|-----------------|--------|
| 2   | 3               | 20     |
| 3   | 8               | 14432  |
| 4   | 15              | $\geq 20^4 \times 20 = 3200000$ |
| 6   | 35              | $\geq (14432^4) \times 20 \approx 8.7 \times 10^{17}$ |
| 8   | 63              | $\geq (20^8)^4 \times 20 \approx 2.1 \times 10^{27}$ |
| 9   | 80              | $\geq (4 \times 20)^4 \times 20 \approx 3.9 \times 10^{41}$ |
| 12  | 143             | $\geq (14432^4)^4 \times 20 \approx 7.1 \times 10^{67}$ |
| 16  | 255             | $\geq (20^{256})^4 \times 20 \approx 3.9 \times 10^{110}$ |

Table S4. A table of the optimal lower bound $\gamma_{\Delta}(L)$ and the number of MCPs for rectangular kagome kirigami.

![Fig. S7. The connectivity and rigidity of kagome kirigami with random cuts. a The change of $T$, $m_{\text{rig}}$, and $m_{\text{int}}$ with link density, averaged among 200 random link patterns for an $L = 30$ kagome kirigami, follows a similar trend as those is quad kirigami. b The proportion of the largest connected components has a similar percolation behavior.](image)

Note that the number of connected components is related to the topology of the kirigami structure. As the topology of the rectangular kagome kirigami and that of the quad kirigami are essentially the same, we omit the study on the number of connected components with varying $\rho$ for the rectangular kagome kirigami here.
Explicit construction of MRPs for \( L \times L \) triangular kagome kirigami with \( L = 2, 3, 4, 5, 7 \). Fig. S8e An illustration of obtaining MRPs for triangular kagome kirigami using hierarchical construction. A \( 6 \times 6 \) triangular kagome kirigami can be treated as four large blocks of \( 3 \times 3 \) triangles. Each block is rigidified using an MRP for \( L = 3 \), and then the four large blocks are linked and rigidified using an MRP for \( L = 2 \). The links altogether form an MRP for \( L = 6 \).

**Triangular kagome kirigami.** Besides the rectangular kagome kirigami, we consider another tiling of triangles called the triangular kagome kirigami, in which the triangles altogether form a big triangular shape (Fig. S8). For a big triangular shape with side length \( L \), there are in total \( L^2 \) triangles. As the theory and construction of MCPs are straightforward, we focus on the construction of MRPs for triangular kagome kirigami for the rest of this section.

Again, we first design rigidifying link patterns with exactly \( \left\lceil \frac{3L^2 - 3}{2} \right\rceil \) links for \( L \times L \) triangular kagome kirigami with \( L = 2, 3, 4, 5, 7 \) (see Fig. S8a-e). We have verified these patterns using the rigidity matrix rank computation that the DoF is 3. This shows that \( \delta_\Delta(L) = \left\lceil \frac{3L^2 - 3}{2} \right\rceil \) for \( L = 2, 3, 4, 5, 7 \). Then, similar to Theorem S1, we can obtain the following result for triangular kagome kirigami:

**Theorem S6** For \( L = 2^k \prod p_i^{n_i} \) where \( k = 0, 1, 2, p_i \) are odd primes that satisfy \( \delta_\Delta(p_i) = \left\lceil \frac{3p_i^2 - 3}{2} \right\rceil \), and \( n_i \) are nonnegative integers, then the lower bound for \( \delta_\Delta(L) \) for an \( L \times L \) triangular kagome kirigami is achievable. In other words,

\[
\delta_\Delta(L) = \left\lceil \frac{3L^2 - 3}{2} \right\rceil.
\]

[S38]

The proof is the same as the one for Theorem S1. The key idea is to use the hierarchical construction to obtain MRPs from the basic ones. See Fig. S8f for an illustration.

However, unlike rectangular kagome kirigami, extending the hierarchical construction method for more general \( L \) in the case of triangular kagome kirigami is not straightforward. Recall that the proofs of Theorem S2 and Theorem S3 make use of the decomposition of a kirigami system into large blocks with different sizes \((3 \times 3, 5 \times 5, 3 \times 5 \text{ and } 5 \times 3)\). Since the topology of rectangular kagome kirigami is essentially the same as that of the quad kirigami, such decomposition can be easily achieved in rectangular kagome kirigami, and the large blocks can be linked and rigidified by an MRP for a smaller \( L \). On the contrary, for triangular kagome kirigami, it is sometimes difficult to define such a decomposition. For example, for \( L = 11 \), the decomposition used in Theorem S3 involves four \( 3 \times 3 \) blocks, one \( 5 \times 5 \) block and four \( 3 \times 5 \) or \( 5 \times 3 \) blocks. We are unable to find any good way to decompose a \( 11 \times 11 \) triangular kagome kirigami into such blocks with the hierarchical structure preserved. This suggests that some other approaches may be needed for obtaining the MRPs for those \( L \) which are not covered in Theorem S6.
S6. Algorithms for finding MRPs for small $L$

It is noteworthy that the building blocks of MRPs for both the quad and kagome kirigami are the ones for small $L = 2, 3, 4, 5, 7$, as well as the ones for the rectangular kirigami with $(M, N) = (3, 5), (5, 3)$. The MRPs for these sizes cannot be found by the hierarchical construction. We used two systematic methods for finding MRPs for them.

**Method 1: Local Search.** We first run a small batch of random trials (say 1000), each with exactly $\delta(L)$ (or $\delta(M, N)$) links chosen, to get an initial link pattern with a relatively low DoF (not necessarily 3). Then, we remove a link from the link pattern to see if the DoF increases by 2. If so, the link is non-redundant with respect to the current link pattern and we add it back to the link pattern. If not, the link is redundant with respect to the current link pattern, and we replace it by another link which further decreases the DoF. The process continues until we get a rigidifying link pattern. As there are multiple possible solutions for MRPs, this local search method turns out to work pretty well in finding an MRP.

**Method 2: Pruning.** Another possible method is to reject those links that are more likely to be redundant. We start with all the links, and randomly pick one link and put it in a stack. At this stage, since the system is over-constrained, there are 3 DoFs. Assume that those in the stack are the ones rejected (not used in the link pattern).

Each time we calculate the DoF from links outside the stack. If the DoF remains to be 3, we approve this in our stack ("push"), and randomly add a new one (which could be a neighbor or not) in the stack (remove one from the pattern). If the DoF becomes 4 or 5, that means this link is useful (non-redundant), and we remove this in the stack ("pop"). By doing this, we are actually pruning a lot of branches that do not need to be tested. However, sometimes we encounter the situation where all links outside the stack are redundant. That means there should be a link in the stack that might be more useful. When this happens, randomly remove one link from the stack. Finally, when the size of the stack reaches $4L(L - 1) - \delta(L)$, algorithm stops and we find the links outside the stack forms an MRP.

All the MRPs of quad kirigami and rectangular kagome kirigami are generated by method 1, and all the MRPs of triangular kagome kirigami are generated by method 2.
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