From kinetic to collective behavior in thermal transport on semiconductors and semiconductor nanostructures
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We present a model which deepens into the role that normal scattering has on the thermal conductivity in semiconductor bulk, micro and nanoscale samples. Thermal conductivity as a function of the temperature undergoes a smooth transition from a kinetic to a collective regime that depends on the importance of normal scattering events. We demonstrate that in this transition, the key point to fit experimental data is changing the way to perform the average on the scattering rates. We apply the model to bulk Si with different isotopic compositions obtaining an accurate fit. Then we calculate the thermal conductivity of Si thin films and nanowires by only introducing the effective size as additional parameter. The model provides a better prediction of the thermal conductivity behavior valid for all temperatures and sizes above 30 nm with a single expression. Avoiding the introduction of confinement or quantum effects, the model permits to establish the limit of classical theories in the study of the thermal conductivity in nanoscopic systems.
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I. INTRODUCTION

A general model, able to explain the thermal conductivity \( \kappa \) in macro-, micro- and nanostructured systems is still an open challenge. Experimental measurements on low-dimensional semiconductors1,2 have shown a drastic size-dependent reduction of \( \kappa \) as compared to bulk values.2,4 A great effort has been devoted in the last years to develop a general model which provides an accurate understanding of this reduction.6,10 At present, we can confirm that, when the size of the samples is reduced, classical boundary effects are expected due to the existence of a surface or an interface. Below some nanometers phonon confinement may also influence thermal transport through the modification of the dispersion relations.

However, it is still under debate which are the most important effects at the different length scales since most of the proposed models do not agree even in the origin of the reduction of the thermal conductivity, whether it is due to a change in the relaxation times, a confinement or a quantum effect, especially within the range of 10 – 100 nanometers. In order to obtain a thermal transport model valid at all ranges of sizes and temperatures, it is necessary to have some certainty about the limits of applicability of the classical approaches without the inclusion of the mentioned changes and the size dimensions where those are strictly necessary.

Recent works have focused their attention on the calculation of phonon scattering rates by \textit{ab initio} techniques.11–15 These works suggest that the main reason for the poor adjustment of current theories arises from the use of empirical potentials with adjustable parameters or the use of classical expressions for the relaxation times. Based on \textit{ab initio} techniques, they solve numerically the Boltzmann transport equation (BTE) to obtain the scattering times and predict the thermal conductivity. In the last years, the thermal conductivity of several materials has been calculated (see Ref. 16 and references therein). In these works, the theoretical predictions agree very well with the experiment in particular intervals of sizes and temperatures. Very recently, Fugallo \textit{et al.}17, also using \textit{ab initio} techniques, calculate the thermal conductivity of bulk diamond and isotopically enriched diamond by solving the BTE using the variational principle and the conjugate gradient scheme. They introduced the scattering due to boundary effects with a shape factor to fit the low temperature region. The Mathiessen rule is used in both cases to account for the different scattering mechanisms.

In spite of these advances, the models based on \textit{ab initio} techniques losses some of the thermodynamics involved in the heat transport mechanisms, hidden behind the numerical complexity of the models. At this stage, a phenomenological model is always desirable when the physical processes can be clearly described. This perspective also aimed the work by Allen18, where the widely used Callaway model18 is improved by a more rigorous treatment of phonon-phonon scattering, paying particular attention to the introduction of the normal scattering relaxation time into the expression of the lattice thermal conductivity.

In the last decade, some authors have suggested that in order to predice nanoscale transport parameters, memory and nonlocalities had to be included in the expressions. In this line of thought, here we demonstrate that some issues appearing when fitting thermal conductivity data are not related to the particular expression used for the relaxation times but with the way their thermodynamic averages are calculated. We show, from an approach based on Guyer and Krumhansl model19–21 that a more appropriate equation for \( \kappa \) can be obtained. This equation will provide a new insight into the underlying physics of thermal transport. It introduces a thermodynamic perspective that allows to understand the
differences in phonon behavior in terms of the mixing rate of the different phonon-phonon processes. Our proposal is in good agreement with experimental data on bulk silicon, thin films (TFs) and nanowires (NWs) with characteristic sizes above 30 nm. We show that confinement or quantum effects are not necessary to understand the lattice thermal transport above these sizes and that the difficulty of prediction at the nanoscale seems to be deeply related to the thermodynamic treatment of phonon-phonon interactions. At the same time, this allows to establish a lower limit for classical models, where bulk properties are enough to understand the phonomenology. Only below this limit, of the order of a few tens of nanometers, confinement effects may play a role.\(^\text{22}\)

II. APPROACHES TO SOLVE THE BOLTZMANN TRANSPORT EQUATION

BTE is the usual starting point in all thermal conductivity works. Its mathematical form and the physical interpretation of its terms in thermal transport applications have been widely discussed in the literature.\(^\text{23,24}\) Summarizing, when a small temperature difference \(\delta T\) is applied on a system, the phonon distribution \(f_q\) moves from equilibrium at a linear rate. On the other hand, collisions turn the phonon distribution back to equilibrium at a rate that depends on the scattering transition rate. The BTE allows to obtain the resulting phonon distribution function by relating both rates

\[
\frac{\partial f_q}{\partial t} \bigg|_{\text{drift}} = \frac{\partial f_q}{\partial t} \bigg|_{\text{scatt}}. \tag{1}
\]

Unfortunately, the analytical solution of Eq. (1) is unknown. Two possible alternatives are: i) to solve the full equation numerically or ii) to derive some simplified expression replacing part of Eq. (1) and solve it analytically.

The computational power nowadays allows the numerical solution of the BTE in combination with density functional theory obtaining remarkable results in particular regions of temperature. Specifically, for silicon, comparison with natural and isotopically enriched bulk samples has been obtained in the [50-350] K range, but for low temperatures, the grid of \(q\) points needed in this approach is out of the calculational capability.\(^\text{25}\) In order to improve this, Fugallo et al.\(^\text{26}\) combined \textit{ab initio} with a phenomenological expression with a fitting parameter for the boundary scattering for bulk diamond. In reduced size samples, predictions for wires have not been able to be compared with experiments since, in words of the authors, they provide larger values of \(\alpha\). To date this kind of approach has not been able to obtain a single solution valid at all ranges of temperatures and sample sizes for this material, demonstrating that phenomenological approaches are still necessary.

Here we develop an approach that allows to distinguish between two different regimes and shows that the difficulty for obtaining a global solution lies in the fact that each regime happens at different temperature intervals. In this section we define the terms that will be used in our model to obtain the final expression of the thermal conductivity.

In equilibrium it can be easily demonstrated that phonons follow the Bose-Einstein distribution function

\[
f_q^0 = \frac{1}{e^{\hbar \omega_q/k_B T} - 1}, \tag{2}
\]

where \(\hbar \omega_q \equiv \varepsilon_q\) is the energy of the phonon mode \((\nu, q)\) (the branch \(\nu\) will be omitted for simplicity), \(T\) the absolute temperature and \(k_B\) the Boltzmann constant.

If a temperature difference is applied on the system \(\delta T\), an asymmetry in \(f_q\) will be generated in the direction of the resulting gradient \(\nabla T\). In general, the final form of the distribution can be very complex, but under small \(\delta T\) the deviations from equilibrium are expected to be small. In that case, we can expand \(f_q\) and keep the first term in the expansion:

\[
f_q \simeq f_q^0 + \frac{\partial f_q^0}{\partial \varepsilon_q} \delta \varepsilon \simeq f_q^0 + \frac{\partial f_q^0}{\partial \varepsilon_q} \Phi_q = f_q^0 + \frac{\Delta f_q^0}{k_B T} \Phi_q, \tag{3}
\]

where \(\Phi_q\) is a smooth function of the energy and temperature whose precise form depends on the scattering processes. Expressed in these terms, solving BTE is reduced to obtain an expression for \(\Phi_q\), which will lead to a thermal conductivity equation. The approach used to solve the problem will depend ultimately on the expected form of \(\Phi_q\).

There are roughly two main approaches to solve BTE analytically: the kinetic methods (KM) and the variational methods (VM). KM can be applied when the distribution function is expected to be very close to equilibrium. In this case, the collision term is usually simplified by assuming that it is proportional to the inverse of a relaxation time (relaxation time approximation (RTA)), depending only on the values of a single mode. Finding relaxation times for reduced regions of temperature and size is not difficult. The problem appears if one wants to extend the region of applicability to wider intervals using the same KM approach with the same RTA expression. In the last decades, the miniaturization has worsened this situation, showing dramatic divergences between KM-RTA predictions and the experimental results when bulk and nanoscale samples are simulated with the same relaxation time expressions.

In contrast, when the system is not so close to equilibrium, VM provides a better way to solve BTE. In general the collision terms in VM cannot be expressed analytically, instead they have to be obtained by integration using a trial function. This trial function should be close to the actual solution to have a good convergence. The main drawback is that this function is not necessarily the same in all temperature ranges. In conclusion, this
approach is only useful in regions where the form of the phonon distribution is known to some extent.

Although thermal conductivity obtained within the KM and VM seem to be disconnected, from thermodynamic reasoning we will demonstrate that both can be derived from the balance of entropy production. The main difference between both approaches resides in the way this balance is performed. Starting from this point, it is easy to demonstrate that a general expression for thermal conductivity can be obtained by combining the distribution function in these two extreme situations: the first one where resistive processes are dominant and equilibrium can be rapidly achieved (related to KM) and the second one where equilibrium cannot be easily reached, conservation of momentum in collisions allows us to determine analytically the scattering term (related to VM).

To obtain $\kappa$ in each limit, an expression for the scattering term in Eq. (1) is needed. In KM this is usually done by the RTA approach, but in VM the expected form of the distribution function does not provide a simple expression. In the particular case when normal collisions are dominant, we suggest that the same RTA expression can be used, leaving the difference between approaches only in the way to perform the thermodynamic averages with this relaxation times.

\section*{A. Resistive vs Normal scattering (equilibrium vs non-equilibrium)}

As indicated before, the expected form of $\Phi_q$ will determine the choice between a KM or a VM approach. The calculation of the scattering rates depends on it and, at the same time this depends on which scattering mechanism is dominating the system. Determining the dominating mechanism is thus the first important question to solve.

Phonons can relax by different mechanisms, colliding with boundaries, impurities, electrons and between them. All these mechanisms are resistive except some part of the phonon-phonon collisions. Two phonons with wave number and energy $(q, \omega_q)$ and $(q', \omega_{q'})$ can scatter and produce, as a result, a new phonon $(q'', \omega_{q''})$ (or vice-versa). In all events, energy must be conserved, but the wave number or quasi-momentum can be lost due to the interaction with the whole lattice. The equation

$$q + q' = q'' + G,$$

where $G$ is a reciprocal lattice vector, expresses the fact that the total lattice can acquire an amount of momentum $G$ because the resultant phonon is reflected outside of the first Brillouin zone (BZ)\textsuperscript{22} If the quasi-momentum is conserved $(G = 0)$ the scattering processes are called normal or N-processes, while in the general case $(G \neq 0)$ they are called Umklapp or U-processes. Regarding the dominance of the N-processes two limiting behaviors can be considered:

i) When resistive collisions are dominant and N-processes are negligible, momentum will be completely dissipated and its average value is zero. The only way to move the phonon distribution from equilibrium is by changing its temperature. In that case, the distribution function takes the form

$$f_q = \frac{1}{e^{\hbar \omega_q / k_B T} + 1} \approx \frac{1}{e^{\hbar \omega_q / k_B T} e^{\delta T / T} - 1}. \quad (5)$$

Comparing with Eq. (3) an expression for $\Phi_q$ can be obtained

$$\Phi_q = \frac{\hbar \omega_q \delta T}{T}. \quad (6)$$

In this situation KM is the most suitable approach to use.

ii) When N-processes are dominant, the system will not be able to relax the momentum to zero (the quasi-momentum is conserved) and a displacement $u$ of the distribution function in the direction of the thermal gradient is expected. The distribution function takes the form

$$f_q = \frac{1}{e^{(\hbar \omega_q - u q)/k_B T} - 1} \quad (7)$$

which is in a non-equilibrium situation. Then, $\Phi_q$ takes the form

$$\Phi_q = u \cdot q \quad (8)$$

In this case the VM approach must be used.

Summing up, Eqs. (6) and (8) are the two forms of $\Phi_q$ expected for the distribution function in each approach, KM and VM respectively, corresponding to two extreme situations described above. Next, we will use both expressions of $\Phi_q$ to show that in some situations, they yield equivalent expressions for the relaxation times.

\section*{B. Defining Scattering rates}

Once we have determined both expressions for $\Phi_q$ in the two limiting cases, we can use them to determine the collision term in Eq. (1) in each case. This depends on the transition probabilities and the form of the distribution functions. In general, the collision term in the Boltzmann equation can be written, for elastic scattering, as

$$\frac{\partial f_q}{\partial t} \bigg|_{\text{scat}} = \int \frac{\Phi_q - \Phi_{q'}}{k_B T} P_q^q dq'. \quad (9)$$

where $P_q^q$ are the scattering transition rates from mode $q$ to $q'$ when the distribution functions correspond to equilibrium.

The integral (9) is expressing the fact that relaxation process in an out of equilibrium is modified by terms $\Phi_q - \Phi_{q'}$, i.e., depending on the displacement with respect to equilibrium of the different colliding particles. Expression (9) can be generalized for an arbitrary number of colliding particles:
where \( q \) collides with \( \{ q_i \} \) giving as a result the modes \( \{ q_j \} \). Expression (10) shows the main complexity of solving the BTE equation. The scattering term requires the actual distribution function inside an integral expression establishing BTE as an integro-differential equation. One can use a numerical approach to solve it but other approximations can also be employed. These are usually based in the fact that the distribution used in the integral does not modify significantly the final result in some limiting situations. In RTA we assume that the system is close enough to equilibrium that the differences between using the actual form of the distribution or the equilibrium form in the collision integral (10) is not significant. This is like saying that the only mode out of equilibrium is the one with wave number \( q \) and that the remaining modes rest in equilibrium. Thus

\[
\Phi_{q_i} = \Phi_{q_j} = 0
\]

for all \( q_i \neq q \) and \( q_j \neq q \). In this case,

\[
\frac{\partial f_q}{\partial t}_{\text{scat}} = \frac{\Phi_q}{k_B T} \int \left[ \Phi_q + \sum_{i=1}^{n} \Phi_{q_i} - \sum_{j=1}^{m} \Phi_{q_j} \right] \prod_{i=1}^{n} dq_i dq_j \tag{12}
\]

If we substitute Eq. (3) in (12) we have

\[
\frac{\partial f_q}{\partial t}_{\text{scat}} = \frac{f_q - f_q^0}{f_q^0(f_q^0 + 1)} \int \prod_{i=1}^{n} dq_i dq_j \tag{13}
\]

Thus, we can define the relaxation time \( \tau_q \) of mode \( q \) as

\[
\frac{1}{\tau_q} = \frac{1}{f_q^0(f_q^0 + 1)} \int \prod_{i=1}^{n} dq_i dq_j \tag{14}
\]

and so, we obtain the BTE solution in the well known RTA approach

\[
\frac{\partial f_q}{\partial t}_{\text{scat}} = \frac{f_q - f_q^0}{\tau_q} \tag{15}
\]

We can make a similar assumption when normal scattering is the dominant relaxation process. The only change is that the distribution function where the actual distribution function will relax is that of Eqs. (11). In that case, condition (11) cannot be fulfilled locally by each mode, but it can be demonstrated that in the linear regime not much error is made in Eq. (10). If we consider that

\[
\int \Phi_{q_i} \rho_{q_i q_{i+1}} dq_i = \int \Phi_{q_i} \rho_{q_i q_{j+1}} dq_i = 0 \quad \forall i, j \tag{16}
\]

This condition leads to the same result as that obtained near equilibrium (13)-(14), since condition (10) is equivalent to condition (11). Thus, we can use the same expression for the scattering rates in both limiting situations, near equilibrium and in non-equilibrium, despite of the very different nature of the two situations. Note that by using Eqs. (10)-(11) and (11) in eq. (10) we are not stating that resistive processes are suppressed. In fact \( \rho_{q_i q_{j+1}} \) are the transition rates for all the resistive scattering processes. We are only considering that collision integral (10) does not change significantly when one uses the actual form of the distribution function or the proposed approximations in the corresponding regimes.

In RTA in the special case when all the resistive terms are absolutely negligible, either KM and VM expression will give an infinite thermal conductivity as expected. In the following section we apply this result to obtain an expression for the thermal conductivity under each situation in the case where non-negligible resistive terms are present. The approximations here proposed will allow us to calculate two well differentiate regimes of behavior in the thermal transport: the kinetic and the collective regime.

### III. THERMAL CONDUCTIVITY REGIMES

Here we propose to derive thermal conductivity from the balance of entropy as obtained by Ziman. The reason for this choice lies in the nature of normal scattering. Entropy generation is related to resistive collisions and normal scattering is not resistive. It is logical to think that entropy production can be modified when these kind of collisions are dominant. In this section we analyze these differences.

In this deduction thermal conductivity is obtained from the equality of entropy production calculated from the drift and the collision terms in Eq. (1). The collision term is obtained under a microscopic formalism, and the drift term is expressed in thermodynamic variables.

The key point to notice is that N-processes, despite of being non-resistive, mix the different modes, affecting the balance between drift and collisions. If N-processes are not important and mode mixing is low, entropy balance should be fulfilled individually by each mode, that is, locally in momentum space. This leads to the thermal conductivity in the kinetic regime. On the other hand, when mode mixing is high (N-processes dominate) the entropy balance should be achieved globally, in this case we obtain the thermal conductivity in the collective regime. Depending on the intensity of the normal collisions we should select the local or the global version for
the entropy production balance. Next, we detail both regimes of behavior and obtain the corresponding thermal conductivity contribution.
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**FIG. 1.** (Color online) These schemes illustrate the behavior of the phonons in each regime: (a) In the kinetic regime N-processes are negligible. The phonon distribution is near equilibrium and resistive scatterings tend to bring it back to equilibrium. Each phonon contributes independently to the heat flux and so the equation of the entropy balance must be fulfilled individually by each mode. (b) In the collective regime N-processes dominate and the distribution is in non-equilibrium. Momentum is conserved and shared among the phononic modes through N-processes. The phonons behave as a collectivity rising a total heat flux and so the equation of the entropy balance must be fulfilled globally.

### A. Kinetic regime

Entropy of a distribution of bosons is

\[ \frac{s_q}{k_B} = f_q \ln f_q - (f_q - 1) \ln (f_q - 1). \]  

(17)

The variation of entropy can be obtained from Eqs. (17) and (3). If we take only linear terms in $\Phi_q$ this can be written as

\[ \dot{s}_q|_{\text{scat}} = \frac{\partial s_q}{\partial t} \bigg|_{\text{scat}} = \frac{\Phi_q}{T} \frac{\partial f_q}{\partial t} \bigg|_{\text{scat}}, \]  

(18)

Thermodynamically, the entropy variation can be also written in terms of the heat flux

\[ \dot{s}_q|_{\text{drift}} = \frac{\partial s_q}{\partial t} \bigg|_{\text{drift}} = j_q \cdot \nabla \left( \frac{1}{T} \right) = \frac{j_q^2}{k_B T^2}. \]  

(19)

where the heat flux of mode $q$ is

\[ j_q = \hbar \omega_q v_g (f_q - f_q^0) = \hbar \omega_q v_g f_q^0 (f_q + 1) \frac{\Phi_q}{k_B T}. \]  

(20)

and we have used the fact that $j_q = -\kappa_q \nabla T$, where $\kappa_q$ is the thermal conductivity of mode $q$, and $v_g$ is the group velocity.

Equating (19) and (18) leads to an expression giving the thermal conductivity of each mode

\[ \kappa_q = \frac{j_q^2}{T \Phi_q \frac{\partial f_q}{\partial t} \bigg|_{\text{scat}}}. \]  

(21)

Integrating (21) over all modes yields total thermal conductivity in this kinetic regime

\[ \kappa_{\text{kin}} = \int \kappa_q dq = \int \frac{j_q^2}{T \Phi_q \frac{\partial f_q}{\partial t} \bigg|_{\text{scat}}} dq \]  

(22)

and if we substitute Eq. (20) we finally obtain

\[ \kappa_{\text{kin}} = \int \left( \frac{\hbar \omega_q v_g f_q^0 (f_q + 1)}{T \Phi_q \frac{\partial f_q}{\partial t} \bigg|_{\text{scat}}} \right)^2 dq \]  

(23)

### B. Collective regime

In the second limiting case, phonons behave as a collectivity and each mode do not contribute to the entropy production individually but collectively. In this case the balance of entropy should be achieved globally and integration should be performed before equating terms. Thus, the total entropy production is on one side

\[ \dot{s}_q|_{\text{scat}} = \int \dot{s}_q|_{\text{scat}} dq = \int \frac{\Phi_q}{T} \frac{\partial f_q}{\partial t} \bigg|_{\text{scat}} dq \]  

(24)

and on the other we must account for a total heat flux, giving

\[ \dot{s}_q|_{\text{drift}} = j_q^2 \cdot \nabla \left( \frac{1}{T} \right). \]  

(25)

Using the Fourier’s law $j_q = -\kappa \nabla T$, we obtain

\[ \dot{s}_{\text{tot}}|_{\text{drift}} = \frac{j_q^2}{\kappa T^2}. \]  

(26)

being $\kappa$ the global thermal conductivity achieved in this regime. We denote it as $\kappa_{\text{coll}}$ and we obtain its expression by equating (24) and (26)

\[ \kappa_{\text{coll}} = \frac{j_{\text{tot}}^2}{T^2 \int \frac{\Phi_q}{T} \frac{\partial f_q}{\partial t} \bigg|_{\text{scat}}} dq \]  

(27)
where the total heat flux is
\[ j_{\text{tot}} = \int j_q dq = \int \hbar \omega_q v_g f_q^0 \left( f_q^0 + 1 \right) \frac{\Phi_q}{T} dq \] (28)

By substituting this expression in Eq. (24), we have
\[ \kappa_{\text{coll}} = \left[ \frac{\int \hbar \omega_q v_g f_q^0 \left( f_q^0 + 1 \right) \frac{\Phi_q}{T} dq}{T^2 \int \frac{2 q}{\hbar \omega_q} \frac{\partial f_q}{\partial T} dq} \right]^2 \] (29)

This new regime relies on a thermodynamic basis, and it can not be deduced from a framework where normal scattering is treated as a resistive mechanism like in Callaway model. After deducing the expression of the thermal conductivity in each regime, we need to choose a magnitude able to determine if we are in the local or global behavior. Secondly in order to calculate the integrals in (24) and (29), we need some expressions for the collision terms. This will be done in the next section.

IV. THERMAL CONDUCTIVITY IN TERMS OF FREQUENCY AND RELAXATION TIMES

We are now able to calculate the thermal conductivity from Eq. (24) for the kinetic regime and from Eq. (29) for the collective regime. In order to obtain numerical results, first we need to express them in terms of the equilibrium distribution function and the relaxation times. Using (3)-(14) in Eq. (24), \( \kappa_{\text{kin}} \) can be rewritten as
\[ \kappa_{\text{kin}} = \int \hbar \omega_q v_g \frac{\partial f_q^0}{\partial T} dq \] (30)

which is the classical KM expression for the thermal conductivity. Here and onward we have omitted the index for the phonon branch in the integrals for the sake of simplicity.

For (29), one can make the same substitutions to obtain
\[ \kappa_{\text{coll}} = \left[ \frac{\int \Phi_q v_g f_q^0 \frac{\partial f_q}{\partial T} dq}{T^2 \int \frac{\Phi_q v_g f_q^0 \frac{\partial f_q}{\partial T} dq}{\hbar \omega_q}} \right]^2 \] (31)

\( \kappa_{\text{kin}} \) and \( \kappa_{\text{coll}} \) can be re-expressed in terms of frequency to simplify the integration in isotropic materials. This is done by the substitution \( dq \rightarrow D_\omega d\omega \), being \( D_\omega \) the density of states (DOS), and integrating the angular part. For the kinetic regime this leads to the expression
\[ \kappa_{\text{kin}} = \frac{1}{3} \int \hbar \omega q v_g \frac{\partial f_q^0}{\partial T} D_\omega d\omega \] (32)

where now the frequency dependence is indicated with the subindex (in the group velocity the subindex is omitted for simplicity), and for the collective regime
\[ \kappa_{\text{coll}} = \frac{1}{3} \left( \frac{\Phi_q v_g q f_q^0}{\hbar \omega_q} D_\omega d\omega \right)^2 \] (33)

where we have used the explicit form (3) to express \( \Phi_q \) in terms of the wave vector \( q_\omega \). The only question to be addressed in Eq. (33) is that in order to maintain isotropy, \( q_\omega^2 \) should be a frequency averaged value. This does not lead to large variations in isotropic materials.

As we have already pointed, in both expression (32) and (33) \( \tau_\omega \) is the same and accounts for the total relaxation time contributing to thermal resistance. Then, we denote it \( \tau_{R_\omega} \). Finally, we need a magnitude which accounts for the kind of regime the phonon distribution is undergoing at the different temperatures. As we have commented, this is determined by the degree of mixing between modes. Since this is related to the dominance of normal with respect to resistive processes, a switching factor weighting the relative importance of these processes should be used. This factor can be calculated from a matrix representation
\[ \Sigma \equiv \frac{1}{1 + \frac{\tau_{N}}{\tau_{R}}} \] (34)

where \( \tau_N \) is the relaxation time due to N-processes and \( \tau_R \) is the relaxation time due to resistive processes. Both relaxation times \( \tau_N \) and \( \tau_R \) are averaged over all modes. This is calculated as
\[ \langle \tau_i \rangle = \frac{\int \hbar \omega \tau_i \frac{\partial f_i^0}{\partial T} dq}{\int \hbar \omega \frac{\partial f_i^0}{\partial T} dq} \] (35)

with subindex \( i \) indicating N or R.

The general expression of the thermal conductivity must include this switching factor to account for all the intermediate regimes between the limiting regimes, i. e. from kinetic to collective regime. Thus,
\[ \kappa = \kappa_{\text{kin}} (1 - \Sigma) + \kappa_{\text{coll}} \Sigma \] (36)

If we are in the kinetic (unmixed-mode) limit \( \tau_N >> \tau_R \) then \( \Sigma \rightarrow 0 \) and \( \kappa \rightarrow \kappa_{\text{kin}} \). If we are in the collective (mixed-mode) limit \( \tau_N << \tau_R \) then \( \Sigma \rightarrow 1 \) and \( \kappa \rightarrow \kappa_{\text{coll}} \).

Different phenomenological behavior can be deduced from the mathematical difference in performing the averages in (32) and (33). This differences are equivalent to add resistivities in serial or parallel, if we interpret the scattering events on a particular mode as a resistance. This can give physical insight in order to interpret the thermal conductivity behavior in the different regimes. From Eq. (36) it can be deduced why all models based on a single approach (KM or VM) fail when extended to a global model in a large range of temperatures. In this extension they are used in an approximation where they are not supposed to be valid. With this Eq. (36), the behavior change is included in the model, extending its applicability to the whole temperature range. Another remarkable difference is the way to include size effects in both expressions. This is discussed on the next section.
A. Size-effects on the kinetic and collective terms

In an infinite semiconductor sample at near room temperature one can consider that only impurities scattering and umklapp scattering participate significantly, then by means of the Mathiessen’s rule

\[ \tau_R^{-1} = \tau_L^{-1} + \tau_U^{-1}. \]  

(37)

Relaxation times allow to calculate a related term, the phonon mean free path \( \ell \), that is the product between the relaxation time of a mode and its group velocity \( \ell = v_g \tau \).

If the dimension of the system is finite and the temperature is low, intrinsic mean free paths can be larger than the size of the system. In this case, boundary effects need to be included.

In the kinetic regime of the thermal conductivity, as the phonons behave individually, each mode could experience independently a scattering with the boundary. Then, an extra term considering this effect should be included in the kinetic term of Eq. (33) by using the Mathiessen’s rule in combination with the intrinsic events, this is \( \tau_{B,v} \) the relaxation time due to boundary scattering

\[ \tau_{B,v}^{-1} = \tau_{L,v}^{-1} + \tau_{U,v}^{-1} + \tau_{B,v}^{-1}. \]  

(38)

However, in the collective term some caution has to be taken. In this regime a scattering rate is a quantity describing the distribution globally. In other words, one cannot assume an extra scattering term in each mode independently because the boundary is noticed by the whole phonon collectivity. Thermodynamically, this is the same situation as flow on a pipe. Carriers in the center of the pipe notice the boundary not by themselves but through the collisions with the rest of the particles. The net effect on the flow is the reduction of the flow on the surface. The usual solution for this situation is to assume that the flow on the surface is zero. This is feasible if surfaces are rough enough. Once imposed this extra assumption, a geometrical factor \( F \) depending on the roughness and the transversal size of the system should be included in the collective term of Eq. (33). In the work by Guyer and Krumhansl\(^{21}\), this factor is calculated for a cylindrical shape. In order to generalize the geometrical factor to account for several geometries and extend the range of validity of the collective term from bulk to small size samples, we used an expression derived in a previous work\(^{26}\)

\[ F(L_{\text{eff}}) = \frac{1}{2\pi^2} \frac{L_{\text{eff}}^2}{\ell^2} \left( \sqrt{1 + 4\pi^2 \frac{\ell^2}{L_{\text{eff}}^2}} - 1 \right), \]  

(39)

being \( \ell \) the phonon mean free path and \( L_{\text{eff}} \) is the effective length of the system. By geometrical considerations it can be deduced\(^{24,27}\) that \( L_{\text{eff}} = d \) for nanowires of diameter \( d \), \( L_{\text{eff}} = \sqrt{\pi/2}L \) for square wires of size \( L \) and \( L_{\text{eff}} = 2.25h \) for thin layers of thickness \( h \). Expression (39) was obtained in the framework of the Extended Irreversible Thermodynamics\(^{28}\) and includes in its derivation higher order terms into the BTE expansion, which can be important when the size of the samples are of the order of the phonon mean free path and it has some advantages: it is analytical, it can be used for different geometries and it takes automatically into consideration the degree of non-equilibrium present in the sample depending on the normal and resistive relaxation times. Regarding the mean free path, from the works by Alvarez et al.\(^{26}\) and Guyer-Krumhansl\(^{21}\) it can be easily deduced that \( \ell = v_g \sqrt{\langle \tau_N \rangle/\ell_{\text{eff}}^{-1}} \), reminding that mean relaxation times are calculated from Eq. (35).

Finally, the thermal conductivity for small size samples would be

\[ \kappa = \kappa_{\text{kin}}(1 - \Sigma) + \kappa_{\text{coll}} \langle F(L_{\text{eff}}) \rangle \]  

(40)

Note that if \( \ell/L_{\text{eff}} \to 0 (\ell \ll L_{\text{eff}}) \), then \( F(L_{\text{eff}}) \to 1 \) and we recover Eq. (36). In the opposite limit, \( \ell/L_{\text{eff}} \to \infty (\ell \gg L_{\text{eff}}) \), \( F \sim L_{\text{eff}}/\pi \ell \to 0 \).

Next, we will test the validity of our model by applying it on different silicon samples since Si is a well-characterized semiconductor in the literature. This requires to calculate previously its dispersion relations, DOS, and relaxation times.

V. SILICON DISPERSION RELATIONS AND DENSITY OF STATES

The bond charge model (BCM) proposed by Weber\(^{29}\) provides accurate and complete dispersion relation for group IV semiconductors, III-V and II-VI compounds, and they can be obtained with a minimum set of force constants, actually 4 parameters for Si, and 5 in the case of III-V or II-VI compounds.\(^{30}\) Furthermore, the BCM reproduces very well the transversal acoustic phonon branches close to the border of the Brillouin zone while other models with much more parameters are not able to do it. The use of the complete dispersion relation includes the role of optical phonons on \( \kappa \), neglected in the Debye approximation. In Fig. 2 we show the dispersion relations and DOS we have computed with the BCM. The dispersion relations fit very well the neutron experimental data\(^{31}\) as the ab initio calculations performed by Ward and Broido.\(^{12}\) The DOS calculation agrees also very well with the literature.

VI. SILICON RELAXATION TIMES: DEPENDENCE WITH FREQUENCY AND TEMPERATURE

Expressions for the relaxation times are also needed to compare with data. We have chosen simple expressions in order to show that even in this case they lead to remarkable predictions. The use of more accurate expressions obtained for example by ab initio calculations will lead for sure to better fits.
The mass-fluctuation factor, with this expression is given by Tamura and $L$, being the atomic volume and $\Gamma = V / (4\pi v_g^3)$. The advantage of Eq. (11) is that gives us a calculated relaxation time, with no fitting parameters.

For boundary scattering, we use the usual expression

$$\tau_B^{-1} = \frac{v_g}{L_{\text{eff}}} \quad (42)$$

where $L_{\text{eff}}$ is the effective length of the sample and $v_g$ again the group velocity calculated from the dispersion relations.

The relaxation times for N- and U-processes will be taken, in the intermediate temperature range, from those provided by Ward and Broido which fit their $ab\ initialio$ calculations. We have modified their expressions of $\tau_U$ and $\tau_N$ in order to extend them to the low and high temperature regimes, respectively. As shown by Herring, N-scattering at low temperatures must be of the form $\omega^n T^{3-n}$, $n$ being an integer, while at high temperatures it should follow a $T^{-1}$ law. Since the expression provided by Ward and Broido does not follow the right temperature dependence at high temperatures, we have included the additional term $1/(B_N T)$. In this way, the expression will be valid in the whole temperature range

$$\tau_N^{-1} = \frac{1}{B_N T} + \frac{1}{B_N T^3 \omega^2 [1 - \exp(-3T/\Theta_D)]} \quad (43)$$

where $\Theta_D$ is the Debye temperature. Concerning U-processes, following the argument provided by Ziman, we use expressions (41)-(42) for the scattering rates (41)-(42) at low temperatures the scattering rates of two phonons with wave vectors $q_1$ and $q_2$ cannot provide $q_1 + G$, with $G \neq 0$, since low temperature means low energy or low $q$. In other words, U-processes are not possible at low temperature. We have established a temperature limit assuming that, for $q_U = 2\pi/3a$ (a being the lattice parameter of Si), $1/3$ the limit of the Brillouin zone, the probability of U-processes decreases exponentially. The temperature limit $\Theta_U$ is calculated through the expression $\hbar\omega_{q_U} \approx k_B\Theta_U$. For Si we obtain $\Theta_U \approx 100$ K. The final expression for U-processes is:

$$\tau_U^{-1} = \frac{\exp(\Theta_U/T)}{B_U \omega^4 T [1 - \exp(-3T/\Theta_D)]} \quad (44)$$

At high enough temperatures, the numerator of Eq. (44) is 1 and we recover Ward and Broido’s expression.

**VII. Results and Discussion**

In the following, we compare our predictions with experimental data on silicon samples of different sizes at a large temperature range. For calculations we use Eq. (40) where (32) and (33) are the corresponding kinetic and collective terms, (34) is used for the switching factor and (35) for the form factor. In all these expressions we use expressions (11) for the relaxation times. Group velocities are always calculated from dispersion relations. Results using Eq. (40) and (11) are plotted in Fig. 3 and compared to data from the work by Inyushkin et al. for natural and enriched 99.98% $^{28}\text{Si}$ ($^{28}\text{Si}$ and $^{29}\text{Si}$). The parameters $B_N$, $B_3$ and $B_U$ appearing in the phonon-phonon relaxation times (43) are obtained by fitting $^{28}\text{Si}$ sample and their values are shown in Table 1. The same values are used for the enriched sample. The remaining scattering rates (11)-(12)
are free of adjustable parameters. Both samples (\(\text{na}^\text{Si}\) and \(\text{iso}^\text{Si}\)) are reported to have the same effective size \(L_{\text{eff}} = 2.8\text{ nm}\). We have used a mass-fluctuation factor of \(\Gamma_{\text{na}^\text{Si}} = 2.01 \times 10^{-4}\) and \(\Gamma_{\text{iso}^\text{Si}}\) for \(L_{\text{eff}} = 2.8\times 10^{-7}\) respectively. Note that the position of the peak for both \(\text{na}^\text{Si}\) is correctly fitted and for \(\text{iso}^\text{Si}\) is correctly predicted (solid lines overlap experimental points in the plot) being the only change between both samples the calculated mass-fluctuation factor. This is a proof of the consistency of our model and confirms the prediction given by Inyushkin et al.\(^{12}\). In the following subsection we have done the same test for Callaway and pure RTA models, obtaining worse results (see Fig. 5).

In Fig. 6 we also show the limiting curves corresponding to kinetic \(\kappa_{\text{kin}}\) and collective regime \(\kappa_{\text{coll}}\) for \(\text{na}^\text{Si}\) according to Eqs. (32) and (33) respectively. It can be seen that in the low temperature range the sample is entirely in the kinetic regime, since boundary is expected to dominate over normal scattering. \(\kappa\) tends to the collective regime as temperature rises and N-processes begin to dominate. In the collective regime all the phonons notice the scattering events suffered by the rest of the collectivity, thus the thermal conductivity is significantly lower than in the kinetic regime. At this point one can notice the first important implication of the present formulation. Both limits contain only resistive terms in their integrals, but \(\kappa_{\text{coll}}\) is less conductive than \(\kappa_{\text{kin}}\). This seems to be in contradiction with the fact that \(\kappa_{\text{coll}}\) is governed by normal scatterings and this has a non-resistive nature. Actually the ability of N-processes at distributing the energy between modes enhances the resistive character of the rest of the scattering mechanisms. This physics can be understood thanks to the different mathematical treatment of the relaxation times inside the integrals, interpreted in terms of serial and parallel resistivities in Sec. IV. Our model allows to understand this unlike Callaway model where normal scattering is considered inside the resistive integrals. Another remarkable behavior is the dominance of normal scattering even at room temperature. One can expect umklapp processes to dominate at high temperatures, but it can be seen that is not the case of bulk silicon at room temperature. It can be observed in Fig. 6 the curves seem to suggest a change in the tendency at high temperature regime. \(\kappa\) seems to tend to a more kinetic behavior at very high temperature. The temperature range where kinetic regime happens at high temperature will depend on the height of the dispersion relations that eventually determines the importance of umklapp respect to normal scattering.

The transition from one regime to another is determined by \(\Sigma\), shown in Fig. 6. At very low temperatures, the boundary scattering present in \(\tau_B\) behaves as \(\tau_B \sim L_{\text{eff}} \ll \tau_N\) and yields \(\Sigma = 0\), we are clearly in the kinetic regime \(\kappa \sim \kappa_{\text{kin}}\). At room temperature we can easily calculate the ratio of \(\tau_N/\tau_U\) (neglecting all other scattering mechanisms) and realize that it is of the order of 0.1, thus \(\Sigma \approx 1\) (actually \(\Sigma = 0.9\)) and we are in the collective regime, \(\kappa \sim \kappa_{\text{coll}}\). It can be observed in Fig. 6 that for \(\text{iso}^\text{Si}\) the transition to the collective regime is sharper than for \(\text{na}^\text{Si}\). This is due to the fact that, for these samples, the transition happens in the region of impurity scattering dominance.

Results for silicon TFs and NWs are shown in Figs. 4 and 7 respectively. TFs are those from the work by Asheghi et al.\(^{40}\), with thicknesses of \(h = 1.6\mu\text{m}, 830\text{ nm}, 420\text{ nm}, 100\text{ nm}\) and \(30\text{ nm}\). Their respective effective lengths are thus \(L_{\text{eff}} = 3.6\mu\text{m}, 1.87\mu\text{m}, 945\text{ nm}, 225\text{ nm}\) and \(67.5\text{ nm}\). NWs are those from the work by Li et al.\(^{42}\) with diameters \(d = 115\text{ nm}, 56\text{ nm}, 37\text{ nm}\) and \(22\text{ nm}\). In this case \(L_{\text{eff}}\) is equivalent to the diameters. The rest of the parameters remain the same as in the case of \(\text{na}^\text{Si}\) bulk. It can be observed that all curves are in good agreement with the experimental data with the exception of the thinnest NW \(22\text{ nm}\) and in some intermediate temperature region for the \(37\text{ nm}\) NW. Note that all these samples may contain a certain concentration of impurities due to fabrication processes, but we have maintained the mass-fluctuation factor \(\Gamma_{\text{na}^\text{Si}}\) for all the nanoscale samples because there is no reported data about this question. From the plots we can confirm that Eq. (40) is able to correctly describe thermal conductivity behavior for general geometries and sizes without the inclusion of confinement effects above an effective size of \(30\text{ nm}\).

Furthermore, it is clear from Fig. 6 that the smaller \(L_{\text{eff}}\) the more kinetic \(\kappa\) is. This is reasonable and expected, since at reduced sizes boundary scattering rate should contribute the most to thermal resistance not only at low temperature but also at room temperature. The size effects are illustrated through the form factor \(F(L_{\text{eff}})\) plotted in Fig. 7.

---

**FIG. 3.** (Color online) Total thermal conductivity as a function of temperature in a double logarithmic plot for \(\text{na}^\text{Si}\) and \(\text{iso}^\text{Si}\), as a result of fitting Eq. (40) to experimental data from Inyushkin et al.\(^{12}\), with fitting parameters shown in Table I. Kinetic and collective thermal conductivity regimes for \(\text{na}^\text{Si}\) are also plotted in dashed lines.

It can be noticed from the plots that if one hopes to fit the experimental values with a pure kinetic expression, extra thermal resistivity should be added in room and...
high temperature regions to reduce the predicted values. The presence of the collective term in our Eq. (10) makes unnecessary this adjustment. On the contrary, our model explains why VM models should give poor results at low temperatures. The boundary term leads the system to a kinetic regime at these temperatures, raising the thermal conductivity.

Obviously, our phenomenological expressions for the relaxation times cannot be used to obtain an extremely accurate fit. Further improvements of the model can be achieved by a more precise treatment of scattering times through ab initio techniques, but we have demonstrated that some issues related to relaxation times come from their incorrect averaging. We can conclude that an appropriate treatment of the N-processes makes necessary the introduction of new terms in the expression of $\kappa$. Probably rough surfaces would need additional considerations to improve the fit but this is out of the scope of the present work.

A. Comparison with other models

In order to show the improvement of our model over standard RTA and Callaway model, we compare our results with those obtained with these usual approaches. The procedure we have followed to fit $^{\text{na}}$Si is the same as in our approach. The same relaxation times equations (42)-(44) are used in the three approaches to highlight only the models accuracy. The values of the fitting parameters that provide the best results for $^{\text{na}}$Si in each approach are shown in Table I. Then, to test the prediction capability, we have changed the mass-fluctuation factor for $^{\text{iso}}$Si and the effective size for the 115nm NW. Results are provided in Fig. 8.

As expected, RTA reproduces very well $^{\text{na}}$Si in the low temperature range, but from $T > 200K$ begins to diverge from experimental data. However it underpredicts the $^{\text{iso}}$Si peak and from this point forward. At the nanoscale it also fails in the prediction as shown in the plot. On the other hand, although Callaway model is able to reproduce

| TABLE I. Fitting parameters for $^{\text{na}}$Si bulk |
|-----------------------------------------------|
| $B_U$ (sK$^{-1}$) | $B_N$ (sK$^{-3}$) | $B_N'$ (sK$^{-1}$) |
| This model | $2.8 \times 10^{-46}$ | $3.9 \times 10^{-23}$ | $4.0 \times 10^8$ |
| Callaway model | $1.4 \times 10^{-46}$ | $3.5 \times 10^{-24}$ | $1.0 \times 10^7$ |
| standard RTA | $1.9 \times 10^{-45}$ | $9.3 \times 10^{-23}$ | $3.2 \times 10^5$ |
correctly naSi sample, it overpredicts isoSi and the 115 nm nanowire.

In the literature we can find two kind of approaches. Firstly we have models that focus on the fitting to natural and isotopically enriched bulks in the whole or partial temperature range, but they are not proved at the nanoscale. On the opposite way, we can find models focused on the fitting to the nanoscale giving a good agreement with measurements but they are not proved at reproducing other isotopic composition bulks. Since providing a good fit at the peak region for both bulks is very difficult, most of the published models do not show the corresponding temperature interval. Normally they show fits and predictions from \( T > 50K \). With 4 simple and representative scattering events (boundary, impurities, normal and umklapp) our model is able to provide a very satisfactory fit from the macro to the nanoscale in the whole range of temperatures. In Fig. 8 we show the global prediction achieved by our model, with this plot one can notice in a single view how the thermal conductivity works for the complete set of different size, shape and composition Si samples in the [1-1000]K temperature interval.

FIG. 7. (Color online) Geometric factor \( F(L_{\text{eff}}) \) as a function of temperature in a semilogarithmic plot for naSi and isoSi bulk, 830nm TF and 115nm NW.

FIG. 8. (Color online) Thermal conductivity \( \kappa \) as a function of temperature for naSi and isoSi bulk, and 115nm NW. Best fit provided by standard RTA and Callaway models against this work model.

FIG. 9. (Color online) Thermal conductivity of all the silicon samples studied in this work (Bulk, thin films and nanowires). It can be seen that a very good global agreement is obtained at all ranges of size and temperature.

VIII. CONCLUSIONS

This work shows that the key point for an accurate description of the thermal conductivity in the whole range of temperatures is taking into account the effect of normal processes on the phonon collective behavior. As a consequence two well differentiated thermal transport regimes are studied for the first time, kinetic and collective, depending on the relative importance of normal processes.

The proposed model gives an expression of \( \kappa \) valid for all ranges of temperatures. This expression is obtained by combining the VM and RTA approaches including a switching factor that determines the transport regime in terms of the normal and resistive mean scattering times. In these regimes, differences in the phonon averaging and in the way to account for the boundary effects are considered.

We have also included higher-order non-equilibrium effects through an analytical function \( F(L_{\text{eff}}) \) to generalize the model to any kind of sample depending on its geometry and characteristic size. The obtained results agree very well with experimental measurements of different Si samples of characteristic length above 30 nm, proving that above this size quantum confinement effects are not necessary to explain thermal transport.
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