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Abstract: For offshore wind farms, the power loss caused by the wake effect is large due to the large capacity of the wind turbine. At the same time, the operating environment of the offshore wind farm is very harsh, and the cost of maintenance is higher than that of the onshore wind farm. Therefore, it is worthwhile to study through reasonable control how to reduce the wake loss of the wind farm and minimize the losses caused by the fault. In this paper, the Particle Swarm Optimization (PSO) algorithm is used to optimize the active power dispatch of wind farms under generator cooling system faults. The optimization objectives include avoiding the further deterioration of the generator fault, reducing unnecessary power loss of the faulty wind turbine, tracking the power demand from the Transmission System Operator (TSO), and reducing the power fluctuation caused by the PSO algorithm. The proposed optimal power dispatch strategy was compared with the two generally-used fault-handling methods and the proportional dispatch strategy in simulation. The result shows that the proposed strategy can improve the power generation capacity of the wind farm and achieve an efficient trade-off between power generation and fault protection.
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1. Introduction

With the recent rapid development of wind energy, the form of wind energy has gradually developed from distributed onshore to centralized offshore. Most Wind Farms (WFs) are directly connected to the grid. Therefore, for the grid, it is more desirable to treat WFs like conventional power plants. In other words, the ideal WF should operate as a conventional power plant [1]. In addition to the uncontrollable and variable wind resources, WFs have many different characteristics compared to conventional power plants as follows:

- The operating environment of a WF is very harsh. That will increase the failure rate of the components of a Wind Turbine (WT). Therefore, more attention should be paid to the influence of the fault and failure of WTs on WFs.
- WFs usually consist of dozens of independent WTs. WF operators need to coordinate and manage all the WTs to meet the requirements from the grid.
- There is an aerodynamic interaction among the WTs. The wake effect can cause 30–50% power loss of WFs and increase the fatigue loads of the downstream WTs [2]. The optimal operation of individual WTs cannot result in the optimal operation of the whole WF with respect to power production or loads.
From the characteristics of WFs described above, it can be seen that the Wind Farm Control (WFC) considering faults is very necessary to optimize the WF performance and accommodate the unexpected faults, especially for offshore WFs. The wind resources at sea are abundant, and the capacity of the WT is usually large. Unplanned maintenance caused by faults will result in large power losses. Moreover, offshore WTs have high maintenance costs, and the maintenance is affected by many weather factors, such as wind speed and wave height. Therefore, if there is an effective WFC, under the premise of ensuring the safety of the WT, it can not only protect the faulty WT, but also track the power demand from the Transmission System Operator (TSO) as much as possible. It will be able to reduce the power losses caused by the faulty turbine, as well as lower the maintenance costs.

Active Power Regulation (APR) of WFs as a part of WFC has been an important topic of research in recent years. The wake effect is one of the causes of WF power loss. Many researchers have focused on how to reduce the wake effect to improve the power generation [3–5]. This concept was named Active Wake Control (AWC) in [6]. Two different methods are commonly used. One method is axial induction control, which is more widely used [4,5]. In general, axial induction control achieves the control objectives by adjusting the Tip Speed Ratio (TSR) and the pitch angle of the WT blades. It is not as effective at improving power as other methods. The implementation of axial induction control requires access to the original control system of the WT. This will pose a threat to the safety of the WT. Therefore, the axial induction control can only be adopted by the manufacturer. Otherwise, the potential voiding of the warranty of the WT will be an unavoidable problem. The other method is yaw-based AWC. In this method, the upstream WT is operated with rotor yaw misalignment to divert the wake away from the downstream WT [7]. This method is very effective for improving the power of the WF. However, the weakness of this method is that it will increase the fatigue loads of the individual WTs [8]. Moreover, in practice, due to the slow response speed of the yaw control, the WT may not be able to track the yaw angle reference in time. In addition to these two methods, the easiest way to implement WFC is power dispatch, which optimizes the WF power by adjusting the power reference of the individual WTs. It is more of a WF management than a WFC one. This method does not affect the WTs’ original control system. Although this method cannot increase the WF power as much as the former methods, it is highly feasible and more suitable for practical application. Therefore, this paper adopted the power dispatch method to optimize the power of the WF in the fault condition.

Another focus of this paper is WT fault. Many studies focused on the fault detection and prediction for various common faults, such as generator faults, gearbox faults, and blade damage [9,10]. The fault characteristics are obtained by analyzing some physical signals of the system or using an additional detection device. Condition monitoring and fault diagnosis are the first steps in implementing fault accommodation. When a fault is detected or predicted, WTC and WFC can perform corresponding pre-set actions. Some studies used fault analysis methods such as Fault Tree Analysis (FTA) and Failure Mode and Effects Analysis (FMEA) to analyze the fault cause, process, and effect [11,12]. These analysis results can be used to help the WTC and WFC design for fault accommodation. A test benchmark model for the fault detection and accommodation was proposed in [13]. The authors aimed at reducing the impact of the WT fault on the WF at the WF level, but focused on the blade erosion and debris build-up on the blades in [14]. The generator, which converts mechanical energy into electrical energy, is one of the most important components of the WT. Figure 1 shows the normalized failure rates and downtimes for main components in MW-class WTs [15]. It can be seen that, although the failure rate of the generator is not the highest, the downtime is quite long. Many generator faults are related to overheating, such as stator winding insulation faults. In general, at the beginning of the fault, it is just an inter-turn short circuit in a single-phase winding. However, as the fault progresses, the faulty phase current increases, which will lead to further damage of the insulation, and finally to a phase-to-phase short circuit or phase-to-ground short circuit. As a rule of thumb, the insulation lifetime is reduced by half for each 10 °C that the motor temperature exceeds its rated insulation temperature [16]. In addition, when the temperature of a generator exceeds a specific value, the WT will automatically shut down to protect the windings [17]. Therefore, the cooling system for generator
windings is very important. When a cooling system fault occurs, the cooling capacity will be decreased. Long-term operation at high temperatures will lead to the aging of the windings’ insulation. To avoid the damage of insulation under a cooling system fault, the phase current of the generator has to be reduced. That means the power of the faulty generator should be limited to reduce the heat generation and protect the generator. Because of this, fault protection and down-regulation can be linked. In the process of power dispatch, the power reference of a faulty turbine will be limited to a specific power value based on the severity of the fault.

![Figure 1. Normalized failure rates and downtimes of a wind turbine.](image)

The contribution of this paper is to consider generator cooling system faults in the WF dispatch strategy. First, the safe operating power of the faulty WT is calculated based on the thermal model of the generator. Then, the safe operating power is taken as the power limit of this faulty WT. This will prevent the generator from operating under overheating conditions. According to [16], the insulation life of the generator windings will be reasonably protected. Considering the wake effect, this paper optimizes the multi-objectives through Particle Swarm Optimization (PSO): power tracking, power fluctuation and fault protection. Compared with the way that the WF usually handles the faulty WT, this method not only avoids the fault deterioration caused by the unreasonable operation in the fault state, but also reduces the power loss caused by direct shutdown. Compared with the Proportional Dispatch Strategy (PDS) that does not take the wake effect into account, the proposed strategy can better track the power demand from the TSO under the premise of protecting the faulty WT and obtain an efficient trade-off between fault protection and power tracking.

The structure of this paper is as follows: the WF model, consisting of the WT model, WF layout, and wake effect model, is presented in Section 2; the fault model of the generator cooling system is presented in Section 3; the optimal power dispatch strategy with fault accommodation is presented in Section 4; the simulation results and analysis are in Section 5; finally, conclusions are given in Section 6.

2. Wind Farm Model

Since the content of this paper is the active power dispatch optimization of WFs and the dynamic process of WTs is not involved in the design, the static model is enough to illustrate the effect of the proposed strategy. The WF model consists of three parts. The first part is the WT model, which is used to describe the aerodynamic and power generation characteristics of the WT. The second part is the WF layout, which is also an important attribute of the WF. The arrangement of the WTs affects the aerodynamic interaction in the WF directly. The last part is the wake model, which is used to describe the aerodynamic interaction among the WTs. Here, the Jensen wake model, which is widely used in engineering, is adopted.
2.1. Wind Turbine Model

The WT model used here is a static model, which is based on the modified NREL 5-MW turbine model in SimWindFarm Simulink toolbox [18], as shown in Figure 2. The input of the model is power reference, $P_r$, and wind speed, $v$. The WTC adopted the region control [19] in the non-down-regulation condition and the maximum $\omega$ strategy [20] in the down-regulation condition. According to the WTC, when the wind speed and power reference are determined, the references of pitch angle, $\beta$, and TSR, $\lambda$, can be obtained. Then, $\beta$ and $\lambda$ will determine the specific power coefficient, $C_p$, and thrust coefficient, $C_t$. Both $C_p$ and $C_t$ are functions of $\beta$ and $\lambda$. They are derived from the $C_p$ and $C_t$ surfaces. The output of the WT model is the power output and $C_t$. The power output can be expressed as:

$$P = \frac{1}{2}\rho \pi R^2 v^3 C_p \eta$$

where $\rho$ is the air density, $R$ is the radius of the turbine rotor, and $\eta$ is the conversion efficiency. Figure 3 shows the power output of the WT in the non-down-regulation condition.

Because power dispatch and power optimization are involved in this paper, the down-regulation strategy of WTs has to be mentioned. The down-regulation strategy directly affects the operation state of the WT and further affects the aerodynamic interaction among the WTs. This is due to the fact that the $C_t$ values are different when the $C_p$ values are the same under different down-regulation strategies. The maximum $\omega$ strategy was adopted in the WT model. In this strategy, the rotor speed is set as the maximum value when the WT is down-regulated. One of the advantages of this strategy is that...
some of the energy is converted to the kinetic energy of the rotor. When the power reference is set to a higher value, the power recovery is fast. The specific operation state of the WT in this strategy is shown in Figure 4.

![Figure 4. Operation state of WT in the maximum \( \omega \) down-regulation strategy: (a) Pitch angle surface. (b) Rotor speed surface. (c) \( C_p \) surface. (d) \( C_t \) surface.](image)

The Figure 4a–d are the pitch angle, rotor speed, and \( C_p \) and \( C_t \) surfaces, which respectively show the operation points of these four important operating parameters of the WT in the non-down-regulation and down-regulation conditions. The x axis is the wind speed, the y axis the power reference, and the z axis the respective surface for each graph. It can be seen from Figure 4b that when the power reference is less than the available power, the rotor speed is adjusted to the maximum value.

2.2. Wake Model

The wake effect is the aerodynamic interaction among WTs in the WF. When the wind from upstream blows through the WT, and the wind energy in the downstream becomes smaller because the WT extracts a part of the energy from the wind. The result of this process produces a wake. The wake has two main effects. One is the wind velocity deficit, which decreases the available wind energy to the downstream WT. The other is the increase in turbulence, which aggravates the fatigue loads of the downstream WTs. Because this paper mainly studies the active power of the WF, only wind velocity
deficit is considered here. To describe the wake effects in the WF model, the Jensen model was adopted for the single wake and the quadratic summation method for multiple wakes [21]. Although the Jensen model is not as accurate as the computational fluid dynamics model, the computational cost of the Jensen model is low. Therefore, it is very suitable for control. The Jensen model can be expressed as follows:

$$\frac{v}{u} = \frac{1 - \sqrt{1 - C_t}}{(1 - 2\alpha X/D)^2}$$

where $v$ is the downwind wind speed at position $X$, $u$ is the ambient free wind speed, $X$ is the distance between upstream and downstream WT, $D$ is the diameter of the rotor, and $\alpha$ is the decay constant, choosing 0.05 for offshore WFs [22].

For multiple wakes, the velocity deficit of the $j$th WT can be calculated as:

$$(1 - \frac{v_j}{u})^2 = \sum_{i=1}^{n} (1 - \frac{v_{ij}}{u})^2$$

where $v_j$ is the wind speed of the $j$th WT, $n$ is the number of wakes that the $j$th WT is in, and $v_{ij}$ is the wind speed of the $j$th WT under the influence of the wake of the $i$th WT.

2.3. Wind Farm Layout

Due to the wake losses, the layout directly affects the power production of the WF. It can be seen from the wake model that the smaller the spacing of the WTs, the larger the loss of the wind speed in the downstream WTs and the larger the power loss of the WF. However, if the spacing is too large, it will also lead to an increase in the investment costs. This is because the layout is not only related to the site area of the WF, but also because of the increase to the length of the electricity collector system cables. Therefore, the layout design is an optimization problem that should be solved in the design stage of the WF. There are many relevant research efforts on this topic [23]. Typically, the spacing of an offshore WF is in the range of 5 $D$–15 $D$ [24], where $D$ represents the rotor diameter of the WTs.

It can be seen from Figure 6 that, even in the case of the full wake with the worst wake loss, the wind speed loss is very small after the fourth WT. Therefore, the layout of the WF adopted in this paper is five WTs arranged in a straight line with a 6.5-$D$ spacing. This layout is sufficient to illustrate the characteristics of the offshore WF to verify the effectiveness of the proposed strategy. In order to highlight the influence of the wake, the wind direction is chosen to be 270 degrees, that is all the downstream WTs are in the full wake condition. The specific layout is shown in Figure 5. Figure 6 shows the wind speeds of five WTs in the full wake condition. The inflow wind speed of the first WT is 12 m/s. The wind velocity deficit can be seen clearly. The wind speed of the fifth WT drops to 9.24 m/s.

![Figure 5. Wind farm layout.](image-url)
Figure 6. Distribution of the wind speed of the five-WT wind farm with a 6.5-D spacing.

3. Generator Cooling System Fault

On MW-class WTs, the temperature of the generator windings is monitored by the temperature sensor. However, the sensor cannot monitor all the spots on the windings. In addition, because the structure of the generator is complicated, it is difficult to obtain an accurate temperature distribution. In [25], a simplified thermal model was used to estimate the temperature, as shown in Figure 7. In this model, the power loss of the stator winding, $P_{\text{loss}}$, is the heat source, $R_{\text{th}}$ is the thermal resistance, $C_{\text{th}}$ is the thermal capacity, $\theta_{\text{amb}}$ is the ambient temperature, and $\theta$ is the temperature of the stator winding.

![Simplified thermal model of the generator.](image)

The $P_{\text{loss}}$ of the stator winding can be expressed as:

$$P_{\text{loss}} = I_s^2 R_s$$  \hspace{1cm} (4)

where $I_s$ is the current of the stator winding and $R_s$ is the resistance of the stator winding. The power loss curve is shown in Figure 8.

According to the steady-state analysis of the thermal model, the following equation can be obtained:

$$\theta = P_{\text{loss}} R_{\text{th}} + \theta_{\text{amb}}$$  \hspace{1cm} (5)

The steady-state winding temperature depends on $P_{\text{loss}}, R_{\text{th}},$ and $\theta_{\text{amb}}$. Assuming $\theta_{\text{amb}}$ is a constant, $P_{\text{loss}}$ and $R_{\text{th}}$ will determine the steady-state winding temperature. Therefore, the temperature rise $\Delta \theta$ can be expressed as (6):

$$\Delta \theta = P_{\text{loss}} R_{\text{th}}$$  \hspace{1cm} (6)

When the cooling system is faulty, its cooling capacity decreases. This will lead to a high temperature and a low efficiency of the generator. According to [26], if the coolant in the cooling system does not change, faults can be equivalent to an increase in $R_{\text{th}}$. To protect the WT, the power
should be limited to the power value that occurs when the faulty generator reaches the temperature rise of the healthy generator at full load.

![Power loss curve](image1)

**Figure 8.** Power loss curve.

The parameters in the thermal model can be estimated from the model and the actual measured data. When the fault occurs, a specific power limit value can be calculated based on the model parameters. Assuming the $R_{th}$ is $0.003$ K/W in normal conditions, the normal temperature rise at the rated power of the generator is $96$ K. Then, we can get the curves displayed in Figure 9. In order to ensure that the temperature rise of the stator winding does not exceed the value of the rated power in the normal condition, the power limits corresponding to $R_{thA}$, $R_{thB}$, and $R_{thC}$ are $P_{lA}$, $P_{lB}$, and $P_{lC}$, respectively.

![Temperature rise curves under different thermal resistances](image2)

**Figure 9.** Temperature rise curves under different thermal resistances.

4. Optimal Power Dispatch with Fault Accommodation

According to the previous sections, the objectives of optimal active power dispatch under generator faults can be divided into the following:

- When a fault occur on the WT, the safety of the WT is the most important.
- The power output of the WF should follow the power demand from the TSO as much as possible.
- Through the reasonable power dispatch strategy, the power losses caused by the wake can be reduced.
The power fluctuation of the WTs due to the power dispatch strategy should be reduced as much as possible.

In this paper, the optimization process of active power dispatch is actually a process of solving nonlinear constrained multi-objective optimization problems. If the number of WTs is small and the controller’s computing capacity is high enough, the enumeration method can find the optimal solution that meets the requirements after calculating each power reference vector. However, this algorithm will take a long time when the number of WTs increases. PSO is an optimization algorithm that has been applied in many engineering applications. Compared with other optimization methods, PSO has the advantages of less adjustable parameters, fast convergence, and easy programming. Therefore, we adopted the PSO algorithm to optimize the power dispatch of the WF.

4.1. Particle Swarm Optimization

PSO is a heuristic algorithm introduced by James Kennedy and Russell Eberhart in 1995. It is an optimization algorithm for simulating bird predation behavior. PSO has many advantages, such as simple implementation, few adjustable parameters, and fast convergence [27]. It has been widely used in function optimization, neural network training, and many other related engineering applications. The basic PSO algorithm can be expressed as follows:

It is assumed that $N$ particles in an $n$-dimensional space constitute a population. The position $X_i$, the velocity $V_i$, the optimal position $P^*_i$ searched by itself of the $i$th particle, and the optimal position $P^*_g$ of the entire population are respectively recorded as: $X_i = (x_{i1}, ..., x_{in})$, $V_i = (v_{i1}, ..., v_{in})$, $P^*_i = (p_{i1}, ..., p_{in})$, and $P^*_g = (p_{g1}, ..., p_{gn})$. The objective value can be calculated by taking $X_i$ into the objective function. Firstly, $X_i$ and $V_i$ are randomly initialized. Then, the search process is conducted by updating (7) and (8):

$$V_i = wV_i + c_1r_1(P^*_i - X_i) + c_2r_2(P^*_g - X_i)$$  \hspace{1cm} (7)

$$X_i = X_i + V_i$$  \hspace{1cm} (8)

where $i$ is the number of the particle, $w$ is the inertia weight, $c_1$ and $c_2$ are learning factors, and $r_1$ and $r_2$ are random numbers uniformly distributed between (0, 1).

PSO has been proven to be effective for many different optimization problems. However, the original PSO is proposed for the single objective continuous problem. In order to solve the constrained multi-objective optimization problem that is common in practical applications, the basic PSO should be modified [28,29].

4.2. Fault Accommodation and Optimization

It can be seen that the problem in this paper is a constrained multi-objective optimization problem from the objectives summarized at the beginning of this section. In order to achieve these objectives, the PSO algorithm applied to power dispatch of the WF should be implemented by formulating the problem as:

$$\min \frac{\sum_{i=1}^n |P_i(k) - P_{dem}(k)|}{P_{dem}(k)} \times k1 + (1 - r(P(k - 1), P(k))) \times k2 + \frac{\sum_{i=1}^n |P_{ref}(k) - P_i(k)|}{\sum_{i=1}^n P_{ref}(k)} \times k3$$  \hspace{1cm} (9)

s.t. \hspace{0.5cm} \begin{align*} 0 \leq P_i(k) \leq P_{rated}, & \quad \text{if } i \text{th WT is in a healthy condition,} \\ 0 \leq P_{ref}(k) \leq P_{limit}, & \quad \text{if } i \text{th WT is in a faulty condition.} \end{align*}

where $n$ is the number of WTs, $P_{ref}(k)$ is the power reference of the $i$th WT at time $k$ (also the optimized variable), $P_{rated}$ is the rated power output of the WT, $P_i(k)$ is the power output of the $i$th WT at time $k$, $P(k)$ is the power output vector at time $k$, and $P_{dem}(k)$ is the power demand from TSO at time $k$.

From the constraints, it can be seen that the power reference of the faulty turbine will be limited to the specific power limit that can be calculated based on the thermal model in Section 3. The power limit is set as the upper boundary of the optimized variable of the faulty WT, so the power reference
will not exceed the power limit. This also means that the faulty turbine will not produce more power than the power limit, and the WT’s fault will not deteriorate further.

The first term in the objective function indicates the degree of deviation between the power output of the WF and the power demand. For the active power control of the WF, tracking the reference from the TSO is a basic function and has a high priority. Hence, it has a large weight in the objective function. From this term, it is obvious that we care more about the total power output from WF than the power of individual WTs in WFC. This means that there is much flexibility to dispatch the power of each WT while ensuring the WF power output meets the power demand.

Although the wake loss reduction is not directly contained in the objective function, the power output of the WF will also try to follow the power demand even if the power demand is high. Therefore, tracking a high power demand also means the power maximization. The effect of the power improvement was verified in Section 5.

When the power demand is lower than the available power of the WF, there will be many situations that meet the required power tracking. Moreover, the initialization of PSO includes a random process. Therefore, the output from PSO in this state may be quite different from the previous state. If this happens, it will cause the power fluctuation of the WT to become larger. It should be noted that the power fluctuation here does not refer to the dynamic change of power, but the change of power when the WF model changes from one static state to another. In order to reduce this power fluctuation, we added the second term of the objective function. Here, the correlation coefficient of \( P_r(k) \) and \( P_r(k-1) \) is calculated, and then, the value will be subtracted by one. If there is no fluctuation, the value of this term is zero. The larger this value, the larger the fluctuation. The expression of the correlation coefficient is shown in (10).

\[
\begin{align*}
    r(P(k-1), P(k)) &= \frac{\text{cov}(P(k-1), P(k))}{\text{std}(P(k-1)) \cdot \text{std}(P(k))} \\
    \text{where } \text{cov}(P(k-1), P(k)) &\text{ is the covariance of } P(k) \text{ and } P(k-1) \text{ and } \text{std}(P(k)) \text{ and } \text{std}(P(k-1)) \text{ are the standard deviations of } P(k) \text{ and } P(k-1).
\end{align*}
\]  

According to the WT model, if the power reference is larger than the available power, the WT can only produce power as large as the available power. When the control strategy and the properties of the WT are fixed, the available power depends on the wind speed. Due to the wake effect, the wind speed of the downstream WT is affected by the upstream WT. Therefore, the wind speed of the downstream WT can only be obtained after the operating state of the upstream WT is determined. During the iterative process of PSO, the selection of \( P_r(k) \) does not take the available power into account. There will be many solutions with the power reference in excess of the available power. This will also affect the optimization process. In order to avoid this situation, a penalty function was added as the third term of the objective function, which represents the deviation between power references and power outputs of all WTs. With this approach, many unreasonable power references can be removed.

Through the objective function and its constraints, all the objectives of the optimal power dispatch strategy under generator faults can be achieved. The control diagram of the power dispatch is shown in Figure 10. When the WF controller receives the power demand from the TSO, the optimal power references will be calculated and then sent to all the WTs according to the proposed power dispatch strategy. All the WTs will track these power references by their original turbine controllers. The power output signals will be fed back to the WF controller for the optimization process in the next static state.
4.3. Proportional Dispatch Strategy

As a baseline wind farm control strategy, PDS was introduced in [18]. In this strategy, the WF controller distributes the power demand to the WTs based on the proportion of each WT’s available power. It can be expressed as (11).

\[ P_{r,i} = \frac{P_{a,i}}{\sum_{i=1}^{n} P_{a,i}} P_{dem} \]  

(11)

where \( P_{a,i} \) is the available power of the \( i \)th WT.

Certain characteristics of PDS can be determined. First, power demand can be easily distributed to the individual WTs. Power reference depends on the proportion of the WT’s available power. Second, this strategy does not consider the aerodynamic interaction among all the WTs, so it is not an optimal way to dispatch the reference. In other words, WFs still have the ability to produce more power. Finally, PDS does not consider the fault condition. The faulty WT can only be controlled to continue running or shut down by the WF operator manually.

5. Case Study

In order to verify the effectiveness of the proposed Optimal Dispatch Strategy (ODS), the cases were simulated to explain the effects of ODS from three aspects: power generation capacity, power fluctuation, and fault accommodation. In Case 1, all the WTs were in the normal condition, which means no fault occurred. The power generation capacity of the WF in ODS was compared with that in PDS. In Case 2, WF operated in the normal condition, as well as in ODS, but \( k_2 \) in the objective function took different values. In Case 3, a WT had a generator cooling system fault. The proposed ODS was compared with two different fault-handling methods in PDS.

The WF and strategies used here are described in Sections 2 and 3. After many trials and adjustments, the weight factors in objective functions: \( k_1, k_2, k_3 \) are set to 10, 4, 3, respectively. The parameters of the WT are shown in Table 1.

| Parameter                             | Value               |
|---------------------------------------|---------------------|
| Rated Power                           | 5 MW                |
| Rotor Diameter                        | 126 m               |
| Min. and Max. Rotor Speed             | 6.9 rpm, 12.1 rpm   |
| Cut-in, Rated, Cut-out Wind Speed     | 3 m/s, 11.4 m/s, 25 m/s |
| Gearbox Ratio                         | 97:1                |
| Synchronous Frequency                 | 50 Hz               |
| Electrical Generator Efficiency       | 94.4 %              |
| Number of Pole-pairs                  | 3                   |

5.1. Case 1: Comparison of Power Generation Capacity

In Case 1, the wind speed and \( P_{dem} \) were set to 12 m/s and 18 MW. All WTs were operating in the normal condition. PDS does not consider the wake effect and only distributes the power demand
proportionally according to the available power of WT. If we only focus on power, when the power demand is lower than the maximum output of the WF in this strategy, this strategy is feasible. However, when the power demand is higher than the maximum output of the WF in this strategy, the WF cannot produce more power. In ODS, although the optimization algorithm does not directly consider the wake effect, the power demand appears in the objective function. The PSO algorithm searches the optimal solution to track the power demand as close as possible.

The simulation result is shown in Table 2 and Figure 11.

Table 2. Comparison of power generation capacity in Case 1. PDS, Proportional Dispatch Strategy.

|       | PDS                | ODS                |
|-------|--------------------|--------------------|
|       | $P_r$ (MW) | $P$ (MW) | $P_r$ (MW) | $P$ (MW) |
| WT1   | 5.00    | 5.00    | 5.00    | 5.00    |
| WT2   | 4.20    | 4.17    | 4.17    | 4.17    |
| WT3   | 3.13    | 3.11    | 3.01    | 3.01    |
| WT4   | 2.86    | 2.84    | 3.00    | 3.00    |
| WT5   | 2.78    | 2.76    | 2.81    | 2.81    |
| $P_{WF}$ | 18.00 | 17.88   | 18.00   | 18.00   |

![Figure 11](a) Comparison of power generation capacity in Case 1: (a) power reference and power output in PDS; (b) power reference and power output in ODS.

It can be seen that the WF can only produce 17.88 MW in PDS, but the power demand was 18 MW. The red bar shows the power difference between the power reference and the power output. However, through PSO, ODS can improve the power generation capacity of the WF and follow the power demand.

5.2. Case 2: Comparison of Power Fluctuation

In Case 2, the wind speed was set to 12 m/s. $P_{dem}$ was 17 MW in the first state and changed to 16 MW in the next state. To illustrate the effect of the power fluctuation term in the objective function, the WF operated twice in ODS. For the first time, $k_2$ was set to zero, which means that the power fluctuation was not taken into account. For the second time, $k_2$ was set to four. Then, the results of these two time simulations were compared. The result is shown in Table 3 and Figure 12.
Table 3. Comparison of power fluctuation in Case 2.

|               | ODS, $k_2 = 0$ | ODS, $k_2 = 4$ |
|---------------|----------------|----------------|
| $P_{dem}$     | 17.00          | 17.00          |
| $P'$ (MW)     | 16.00          | 16.00          |
| WT1           | 5.00           | 5.00           |
| $P'$ (MW)     | 4.82           | 4.99           |
| WT2           | 4.17           | 4.17           |
| $P'$ (MW)     | 4.25           | 4.25           |
| WT3           | 2.81           | 2.81           |
| $P'$ (MW)     | 2.01           | 2.01           |
| WT4           | 2.61           | 2.61           |
| $P'$ (MW)     | 2.01           | 2.01           |
| WT5           | 2.41           | 2.41           |
| $P'$ (MW)     | 3.41           | 3.41           |
| $P_{WF}$      | 17.00          | 17.00          |
| $P'$ (MW)     | 16.00          | 16.00          |
| $r(P, P')$    | 0.8161         | 0.9987         |

Figure 12. Comparison of power fluctuation in Case 2: (a) power references in ODS ($k_2 = 0$); (b) power references in ODS ($k_2 = 4$).

When $k_2 = 0$ and the power demand is smaller than the available power of the WF, many different power reference combinations can be used as the final result. Because the PSO algorithm itself is a random process, this may result in a large change in the power reference of the WT between two states. The large change of power reference of WT5 in PDS is a good illustration to explain the impact of the random process in PSO on power fluctuation.

When $k_2 = 4$, power fluctuation is one of the optimization objectives. The power reference of the next state will be as close as possible to that of the previous state. The correlation coefficient of the power references between the two states can be used to evaluate the degree of the power change. The larger the correlation coefficient, the smaller the power fluctuation. The correlation coefficient was improved from 0.8161 to 0.9987.

5.3. Case 3: Comparison of Fault Handling

Generally, when a fault occurs on WT, the WF operator selects a specific fault-handling method according to the fault alarm. However, there are only two general methods: one is to let the faulty WT run in the original state, which is marked as M1, and the other is to directly shut down the faulty WT, which is marked as M2. In Case 3, the wind speed and $P_{dem}$ were set to 12 m/s and 17 MW. Assuming the fault occurred on the WT2, $R_{th}$ changed from 0.003 K/W–0.006 K/W. According to the thermal model in Section 3, the temperature rise of the generator at full load ($TR$) was 96 K and the corresponding power limit was 3.53 MW. We compared the two fault handling methods in PDS with ODS. The result is shown in Tables 4 and 5 and Figures 13 and 14.
Table 4. Comparison of power and temperature rise in Case 3, M1.

|       | PDS       | ODS       |
|-------|-----------|-----------|
|       | $P_r$ (MW) | $P$ (MW)  | $P_r$ (MW) | $P$ (MW)  |
| WT1   | 3.87      | 3.87      | 5.00       | 5.00      |
| WT2   | 3.62      | 3.62      | 3.53       | 3.53      |
| WT3   | 3.25      | 3.25      | 3.01       | 3.01      |
| WT4   | 3.13      | 3.13      | 2.81       | 2.81      |
| WT5   | 3.13      | 3.13      | 2.64       | 2.64      |
| $P_{WF}$ | 17.00 | 17.00     | 17.00      | 17.00     |
| $\Delta \theta$ (K) | 100.95 | 96.00                |

Figure 13. Comparison of power and temperature rise in Case 3, M1: (a) power reference and power output in PDS; (b) power reference and power output in ODS; (c) temperature rises of the faulty WT in PDS and ODS; (d) power output of the WF.

When M1 was taken, the faulty WT continued to operate as normal. Therefore, the temperature rise increased from 96.00 K to 100.95 K due to the increase of $R_{th}$. Long-term over-temperature operation will reduce the lifetime of the coil isolation and the efficiency of the generator. In ODS, the faulty turbine was down-regulated to the power limit. The result shows that both PDS and ODS can track the power demand very well. However, the temperature rise of the faulty WT exceeded 96 K in PDS.
Table 5. Comparison of power and temperature rise in Case 3, M2.

|       | PDS          |           | ODS          |           |
|-------|--------------|-----------|--------------|-----------|
|       | $P_r$ (MW)   | $P$ (MW)  | $P_r$ (MW)   | $P$ (MW)  |
| WT1   | 5.00         | 5.00      | 5.00         | 5.00      |
| WT2   | 0            | 0         | 3.53         | 3.53      |
| WT3   | 5.00         | 5.00      | 3.01         | 3.01      |
| WT4   | 3.71         | 3.25      | 2.81         | 2.81      |
| WT5   | 3.29         | 2.88      | 2.64         | 2.64      |
| $P_{WF}$ | 17.00      | 16.13     | 17.00        | 17.00     |
| $\Delta \theta$ (K) | 0         |           | 96.00        |           |

When M2 was taken, the faulty turbine was shut down. Therefore, the temperature rise of the generator became zero. This method can protect the WT from further damage. However, the power output of WF decreased to 16.13 MW. The sudden drop of the WF power will also have a bad effect on the grid. It can be seen that PDS and the general fault-handling methods can only choose one option from power production and fault protection. However, an efficient trade-off can be obtained through ODS.
6. Conclusions

An optimal active power dispatch strategy was developed in this paper to improve the power generation capacity and get an efficient trade-off between power production and fault protection. First, the power limit, which can protect the fault from further damage, was calculated by the thermal model of the generator. Then ODS was proposed to optimize the power references to the WTs by PSO with the consideration of the wake effect and the power limit of the faulty WT. A multi-objective optimization problem was addressed by adding power demand tracking, power fluctuation, and the power difference between the power reference and power output to the objective function. Two general fault-handling methods and PDS were compared with the proposed strategy, and the result showed the effectiveness of the proposed strategy. This idea can be used for the other heat-related faults of the WT, as well. Further research should consider the maintenance schedule and other common faults of the generator, such as the turn-to-turn short-circuit fault of the generator. In addition, the WFC considering the lifetime of the parts in the WT will further improve the reliability of the WF and reduce the maintenance costs.
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