Stellar Spins in the Pleiades, Praesepe, and M35 Open Clusters

Brian F. Healy1, P. R. McCullough1,2, and Kevin C. Schlaufman1

1 Department of Physics and Astronomy, Johns Hopkins University, 3400 North Charles Street, Baltimore, MD 21218, USA; bhealy@jhu.edu
2 Space Telescope Science Institute, 3700 San Martin Drive, Baltimore, MD 21218, USA

Received 2021 July 20; revised 2021 September 13; accepted 2021 September 16; published 2021 December 8

Abstract

We analyze spectroscopic and photometric data to determine the projected inclinations of stars in three open clusters: the Pleiades, Praesepe, and M35. We determine the sin i values of 42, 35, and 67 stars in each cluster, respectively, and from their distributions we find that isotropic spins and moderate alignment are both consistent with the Pleiades and Praesepe data. While it is difficult to distinguish between these scenarios for a single cluster, an ensemble of such distributions may facilitate a distinction. The M35 inclination distribution is most consistent with a superposition of isotropic and anisotropic spins, the source of which could be systematic error or a physical grouping of aligned stars. We also study internal cluster kinematics using radial velocities and proper motions. Our kinematics analysis reveals significant plane-of-sky rotation in Praesepe, with a mean velocity of 0.132 ± 0.022 km s⁻¹ in a clockwise direction.

Unified Astronomy Thesaurus concepts: Open star clusters (1160); Inclination (780); Stellar rotation (1629); Star formation (1569)

Supporting material: machine-readable table

1. Introduction

Stars in open clusters offer unique insight into the outcomes of star formation through their assumed coeval formation. These stars’ shared age, metallicity, and formation environment make each cluster a benchmark in temporal, chemical, and dynamical evolution. Among the quantities that offer a glimpse into a cluster’s past is the projected inclination, the projected angle between a star’s rotation axis and the observer’s line of sight. An isotropic distribution of inclinations in a cluster (e.g., Jackson & Jeffries 2010) suggests a star-forming environment dominated by turbulent flow, while anisotropic groupings of spins (e.g., Corsaro et al. 2017) present evidence for the inheritance and preservation of molecular cloud angular momentum by nascent cluster stars.

Magnetic fields may influence spin alignment in open clusters, as suggested by a study of proto-planetary disks that found a 2σ deviation from isotropy among the position angles of disks in the molecular cloud Lupus III (Aizawa et al. 2020). This work found a correlation between the disk orientations and magnetic field direction in this cloud. However, it also measured randomly oriented position angles in four other star-forming regions, suggesting a lesser influence of magnetic fields in those cases.

Healy & McCullough (2020, hereafter Paper I) determined 33 inclinations in the open cluster NGC 2516, finding a distribution consistent with either isotropy or moderate alignment. Studying additional clusters in a uniform way will reveal whether this result is an outlier or representative of a larger sample. In order to learn from an ensemble of uniformly determined inclinations, in this paper we determine the spin-axis distributions of stars in the Pleiades, Praesepe, and M35 clusters (Table 1). Two previous inclination studies of the Pleiades found that isotropic distributions were favored (Jackson & Jeffries 2010; Jackson et al. 2018). The Praesepe cluster has also been the subject of two studies, with one finding a preferred anisotropic distribution (Kovacs 2018) and the other favoring isotropy (Jackson et al. 2019). There has not been a study of stellar inclinations in M35 to date.

We use the spectro-photometric method to determine projected inclinations, which is governed by the following equation:

\[ \nu \sin i = \frac{2 \pi R}{P} \sin i. \]  

Here, \( \nu \sin i \) is the projected rotation velocity measured from Doppler broadening of spectral lines, \( R \) is the radius obtained through isochrone and spectral-energy-distribution (SED) fitting to stellar magnitudes, and \( P \) is the rotation period observed as a modulating signal in time-series photometry. In this paper, we will often refer to the projected \( \sin i \) value on the right-hand side of Equation (1) as the “inclination.” Fitting models to the resulting inclination distributions reveals their tendency toward isotropy or alignment.

We also perform an analysis of proper motions and line-of-sight (LOS) velocities for each cluster in order to study their internal kinematics. This part of our study follows the approach and motivation of Kamann et al. (2019) who explored possible connections between the aligned spins seen in two open clusters (Corsaro et al. 2017) and these clusters’ overall rotation.

The rest of the paper is structured as follows: Section 2 describes the data sources used in our analysis of the three clusters. Section 3 provides the details of our data analysis. Section 4 presents our results for each cluster. Section 5 discusses the implications of our results and we conclude in Section 6.

2. Data Sources

For each cluster, we consulted the Gaia DR2-based (Gaia Collaboration et al. 2016, 2018a) member lists from Cantat-Gaudin et al. (2018). For all subsequent analysis, we used the Gaia DR2-to-EDR3 match table to update target stars with EDR3 astrometry (Gaia Collaboration et al. 2021). Since Sun-like stars are most amenable to a spectro-photometric inclination determination, we did not use Gaia EDR3 data to identify additional cluster members. The majority of these newly identified members would
likely be faint (low-mass) stars that would be removed by our analysis anyway.

Using TOPCAT (Taylor 2005), we performed 1" cross matches between the cluster member lists and all additional data sets that lacked pre-determined Gaia source IDs. These data included stellar magnitudes from CatWISE2020 (Marocco et al. 2021), 2MASS (Skrutskie et al. 2006), Hipparcos/Tycho-2 (Perryman et al. 1997; Hög et al. 2000), APASS DR10 (Henden 2019), and GALEX (Martin et al. 2005). For the rotation period $P$ and $v \sin i$, we used data as noted in the following subsections.

### 2.1. Pleiades and Praesepe

For the Pleiades, we used rotation period measurements derived from K2 observations (Howell et al. 2014) by Rebull et al. (2016). These measurements are based on periodogram analyses using the NASA Exoplanet Archive Periodogram Service (Akeson et al. 2013). We adopted conservative 1% random uncertainties in each period, representing the least precise measurements (L. Rebull 2021, private communication). We estimate the systematic effects of differential rotation in Section 5.6. We used $v \sin i$ measurements from the CORAVEL instrument, reported by Mermilliod et al. (2009).

For Praesepe, we used K2-based rotation period measurements from Rebull et al. (2017), who employed the same analysis techniques as for the Pleiades periods. We once again adopted 1% random uncertainties on each measurement. We used $v \sin i$ data from Mermilliod et al. (2009).

### 2.2. M35

For M35, we used K2 rotation period measurements from Soares-Furtado et al. (2020) for stars with periodogram SNR $> 3$. We used the periodogram signal-to-noise ratio listed for each period to estimate uncertainties. We selected stars classified as rotating with no blending.

The $v \sin i$ measurements for this cluster came from the WIYN Open Cluster Study (WOSC; Geller et al. 2010; Leiner et al. 2015). To ensure that each $v \sin i$ measurement quantified the uncertainty in the parameter itself rather than its mean, we converted the given standard error uncertainties to standard deviations by multiplying by the square root of the number of observations. Finally, we accessed WOSC $BVRI$ magnitudes (Thompson et al. 2014) to supplement the other photometric surveys for this most distant cluster of our sample.

### 3. Analysis

Our analysis begins by removing stars that are most likely to yield spurious measurements, such as binary stars close to equal mass. The possibilities of $v \sin i$ being confused in double-lined spectra, multiple rotation signals to be present in a light curve, and excess brightness to be seen in an SED justify removing them. After establishing a set made up of stars presumed to be either single or binaries dominated by the primary, we perform isochrone/SED fitting to determine radii and combine these results with published period and $v \sin i$ measurements with a Bayesian method to determine $\sin i$. We model the resulting cumulative distribution functions (CDFs) of $v \sin i$ values using Monte Carlo methods and we also analyze proper motion and LOS velocity measurements to learn about each cluster’s internal kinematics.

#### 3.1. Star Selection

We initially selected stars having a minimum membership probability threshold of 68%. Following the approach of Paper I, we removed likely equal-mass binaries from each cluster’s color–magnitude diagram along with systems classified as binaries by SIMBAD (Wenger et al. 2000). We excluded four additional stars from the M35 sample that were indicated to be binaries by Leiner et al. (2015).

To further reduce the number of likely binaries in our sample, we analyzed the Gaia EDR3 Reduced Unit Weight Error (RUWE) measurement using a technique motivated by Belokurov et al. (2020). We first performed a Gaussian kernel density estimation on the distribution of RUWE values (with a bandwidth of 0.2) for each cluster to create a probability density function (PDF). We isolated the portion of the PDF corresponding to values $\leq$ the RUWE value at the peak of the PDF, which for each cluster is $\sim$1. We then reflected this curve about the maximum and normalized it, creating a RUWE PDF representative of likely single stars. We discarded the stars with RUWE values that were greater than the 99th percentile of this single-star distribution.

#### 3.2. Isochrone/SED Fitting

To determine stellar radii, effective temperatures, and other parameters, we used the isochrones software (Morton 2015) to fit MIST isochrones (Choi et al. 2016) and their predicted flux values to each star’s broad-band SED and Gaia EDR3 parallax measurement.

We used the zero-point code (Lindegren et al. 2021) to estimate and correct the zero-point parallax bias of each measurement. We set Gaussian priors on each cluster’s age, metallicity, and reddening. We used Bayestar19 3D dust maps (Green et al. 2019) for V-band reddening estimates, LAMOST DR6 (Cui et al. 2012; Hamer 2021) for metallicity, and multiple sources to set age priors. Table 2 details the cluster-level priors and their sources. In addition to those priors, we used the (corrected) Gaia parallaxes and uncertainties for individual stellar distance priors. We then ran nested sampling with multinest (Feroz et al. 2009) to determine the stellar parameters. Figure 1 shows the best-fitting isochrone and flux values for Gaia DR2 69847610026687104, a Pleiades member with $T_{\text{eff}} \sim 6000$ K, illustrating the typical quality of fit.

| Cluster | $l$ (°) | $b$ (°) | $d$ (pc) | Age (Myr) | Mass ($M_\odot$) |
|---------|---------|---------|---------|-----------|-----------------|
| Pleiades | 166.428 | $-23.602$ | 134.8 ± 1.3 | 110–160 | ~800 (4) |
| Praesepe | 205.964 | 32.415 | 183.1 ± 2.3 | 600–800 (2, 1) | ~630 (5) |
| M35     | 186.596 | 2.223 | 838 ± 37 | ~150 (3) | ~1600 (6) |

Note. References for age and mass are noted below. References for age and mass are noted below.
### 3.3. Inclination Determinations

We combined $v \sin i$, period, and radius measurements to yield the sine of the inclination of each target star (1). In an effort to minimize the effect of systematic measurement errors on our results, we discarded $v \sin i$ values in cases where our simulations predicted no measurements above a cluster’s threshold of $v \sin i$. We also removed radial velocity outliers to exclude additional likely binaries and also excluded stars whose rotation periods were highly discrepant from color–period predictions (e.g., Barnes 2003) to avoid potentially inaccurate period values. The younger Pleiades and M35 clusters display both fast- and slow-rotating sequences, while Praesepe only shows the latter. Overall, this process removed 5 stars from the Pleiades sample, 6 from Praesepe, and 24 from M35. The red boxes and diamonds in Figure 2 visualize this selection on plots of period versus effective temperature.

For the Pleiades and Praesepe, we included only stars with $v \sin i > 5$ km s$^{-1}$, respectively removing 6 and 18 stars from these clusters’ samples. Rotational velocities lower than this threshold are too similar to the stellar macroturbulent velocity (e.g., Doyle et al. 2014). These two sources of broadening are very difficult to disentangle, even at high resolution. While including smaller values of $v \sin i$ would increase our sample size, the values may not accurately quantify the rotation velocity and could bias the inclination distribution. The WOCS study reported $v \sin i$ only for values greater than 10 km s$^{-1}$, so we used that threshold for M35. We further discuss macroturbulence in Section 5.5.

We also identified potential systematic errors in $v \sin i$ by calculating the maximum expected $v \sin i$ value (corresponding to an edge-on inclination) across a grid of effective temperature and period values. We used the MIST isochrone corresponding to each cluster’s priors for SED fitting (Table 2) to relate effective temperature to radius values. We incorporated the empirical scatter seen in our sample of period and radius values, and for each cluster we drew a contour line (red curves in Figure 2) representing the combinations of $P$ and $T_{\text{eff}}$ yielding a maximum $v \sin i$ below our threshold. The stars above this contour potentially suffer from a systematic error that leads to a higher $v \sin i$ measurement than possible given the star’s rotation period and radius. We discarded these measurements due to the sensitivity of the spectro-photometric method to systematic errors (e.g., Kamiaka et al. 2018). These contours assume a combination of scatter in $R$ and $P$ that yields greater-than-average $v \sin i$ values in order to avoid removing more stars than justified. The points in Figure 2 are color-coded by their respective $\sin i$ value. Previous studies, e.g., by Kovacs (2018), eliminated stars with outlying $\sin i$ values greater than a given threshold (e.g., 2.0), and our method achieves a similar result of removing unphysical inclination values using a more data-driven approach.

After the selection process, we calculated $\sin i$ for each star using a Bayesian analysis of the spectro-photometric measurements (as in Paper I, following Masuda & Winn 2020).

### 3.4. Modeling the Inclination Distribution

In order to forward-model the selection effects induced by the $v \sin i$ threshold described in the previous section, we generated a Monte Carlo sample of simulated stars for each cluster. We used Gaussian kernel density estimation to approximate the de-reddened Gaia $BP - RP$ color distribution for each cluster. In the Pleiades and M35, we separated the stars into fast- and slow-rotating sequences before determining their color distribution. We then generated $10^5$ simulated stars using the density estimation for slow-rotating stars in each cluster, and we supplemented the Pleiades and M35 samples with a proportionate amount of fast rotators.

For each of these stars, we used a MIST isochrone to relate the color to an effective temperature, radius, and mass. We added scatter to the color–radius relation consistent with the observed dispersion of each sample. We then assigned a rotation period to each star based on polynomial spline fits to the color–period data, again adding appropriate empirical scatter. We calculated the true rotation speed $v$ for each star using the de-projected form of Equation (1).

To convert this speed into the projected rotation velocity $v \sin i$, we generate projected inclination values using the two-parameter model first described by Jackson & Jeffries (2010). This model assumes that all stellar spins in a cluster are uniformly distributed within a cone having a mean inclination $\alpha$ and spread half-angle $\lambda$. The average projected orientation of cluster members’ spin axes is reflected in $\alpha$, which can vary from 0° (pole-on) to 90° (edge-on). The degree of alignment among the spin axes is quantified by $\lambda$, for which values close to the minimum of 0° represent tight alignment, while a maximal half-angle value of 90° corresponds to total isotropy. Since the spectro-photometric method does not permit a constraint on the azimuthal orientation of stellar spin axes in the plane of the sky, the above two parameters parameterize the model’s projected inclination distribution.

Each model CDF is generated using a Monte Carlo method. We pair each simulated $v$ to a $\sin i$ value, removing stars with $v \sin i$ below the corresponding threshold for that cluster. An increasingly strict $v \sin i$ threshold will remove greater fractions of slower-rotating and low-inclination stars from a sample.

Finally, we simulate the effect of measurement uncertainties on the inclination distribution by assuming a Gaussian fractional error distribution for the rotation period and radius, and a log-normal distribution for fractional error in $v \sin i$. This latter choice approximates well the $v \sin i$ data in our study and was also used by Kovacs (2018). We determine the parameters used to generate the simulated observational errors by calculating the statistics corresponding to the Gaussian and log-normal distributions on the data for each cluster.

### 3.5. Determining Inclination Model Parameters

In Paper I, we optimized the model parameters $\alpha$ and $\lambda$ by mapping their possible values to ordered pairs spaced in $1^\circ$ intervals. This imposition of Cartesian coordinates assigns
equal weighting to each ordered pair, potentially favoring near-isotropic solutions ($\lambda \sim 90^\circ$) because of the similarity of the resulting inclination distribution even for many different values of $\alpha$. In this paper, we performed a 10,000-step, 50-walker Markov Chain Monte Carlo (MCMC) analysis, setting uniform priors for $\alpha$ and $\lambda$ that covered the full range of parameter space without forcing specific combinations of the parameters. We again defined a Gaussian likelihood function (LF) based on the reduced $\chi^2$ calculated from each model and empirical CDF (Equation (2)):

$$\ln LF = -0.5 \times \sum_{i=1}^{n} \ln(2\pi\sigma_i^2) + \frac{(x_i - \hat{x}_i)^2}{\nu \sigma_i^2}.$$  \hfill (2)

Above, $n$ is the number of sin $i$ values for a cluster, $x_i$ is each determined sin $i$ value, $\sigma_i$ is the uncertainty in sin $i$, and $\hat{x}_i$ values are the model’s sin $i$ values interpolated onto the array of cumulative probabilities for the data. Finally, $\nu = n - m$ represents the degrees of freedom used to calculate the reduced $\chi^2$, with the number of fitted parameters $m = 2$ ($\alpha$ and $\lambda$). After discarding a burn-in of 1000 steps, we marginalized the posteriors to get probability distributions (PPDs) for $\alpha$ and $\lambda$.

To gauge the performance of our MCMC analysis method, we validated it on four simulated inclination distributions. The first three contained 30 stars and the last contained 120. The first simulated distribution was isotropic, the second was tightly aligned with parameters $\alpha = 30^\circ$ and $\lambda = 25^\circ$, and the final two shared the same moderate alignment ($\alpha = 75^\circ$ and $\lambda = 45^\circ$) with two sample sizes (30 and 120 stars). To model the measurement uncertainties for the first two validation runs, we used the Pleiades sample’s error distributions. We also use our simulated true rotation velocity distribution for the Pleiades to model a 5 km s$^{-1}$ sin $i$ threshold. For the second two runs, we used the Praesepe sample’s error distributions and simulated rotation velocities. In these latter two runs, we applied a 5 km s$^{-1}$ sin $i$ threshold to the simulated 30 star sample, and no threshold to the 120 star sample.

The first simulation yielded the expected degeneracy between isotropic and moderately aligned parameters, with a PPD favoring $\lambda = 89^\circ$ at its peak with a median value of $\sim 79^\circ$. The 95% confidence interval for $\lambda$ extends as low as $\sim 48^\circ$, while it constrained $\alpha$ between 21$^\circ$ and 85$^\circ$. The second, tightly aligned test put an upper limit on $\alpha \lesssim 31^\circ$ and also constrained $\lambda$ to between 20$^\circ$ and 49$^\circ$ at 95% confidence. This uncertainty in the spread half-angle reflects another known degeneracy, this time between a tightly aligned spread angle at larger mean inclinations and a larger spread angle with a smaller mean inclination.

The third, moderately aligned 30 star simulation did not yield a statistically significant departure from isotropy, finding the most probable $\lambda = 83^\circ$ and $\lambda > 8^\circ$ at 95% confidence. This test also recovered $\alpha = 55^\circ$ while allowing it to range between 9$^\circ$ and 85$^\circ$ at 95% confidence. The fourth test, having the same distribution as the third but four times as many stars (and no $v$ sin $i$ threshold), yielded results similar to the third test: the peak $\lambda = 89^\circ$ and $\lambda > 7^\circ$ at 95% confidence, while $\alpha = 63^\circ$ was constrained to values between 19$^\circ$ and 87$^\circ$. While the input moderately aligned parameters are not excluded by these results, this distribution cannot be significantly distinguished from isotropy due to the similarity of the two scenarios.

In these simulations, the increase from 30 to 120 stars did not yield a commensurate improvement in the accuracy or precision of the spread half-angle and mean inclination, highlighting the diminishing returns of analyzing a sample of $\sim 10^2$ sin $i$ values versus $\sim 10^3$. Overall, the tests demonstrate our model’s ability to distinguish between isotropic and tightly aligned spins aimed along the LOS, but they highlight the difficulty of breaking the degeneracy in parameters describing cases of isotropy and moderate alignment, even when analyzing a larger sample of stars with a looser quality cut.

We also experimented with adding a degree of freedom to the two-parameter model. The three-parameter model contains the parameter $f$, which describes the fraction of anisotropic stellar spins in a cluster. The remaining fraction $(1 - f)$ of stars...
3.6. Cluster Kinematics

To facilitate a comparison between the inclinations and overall motion of cluster members, we performed an analysis of astrometric and spectroscopic data in a similar manner to Paper I. The differences from that paper’s analysis are the use of Gaia EDR3 proper motions and the correction of these measurements for biases in bright \((G < 13)\) stars via Equation (5) of Cantat-Gaudin & Brandt (2021).

For each star meeting the photometric, classification, and RUWE criteria described in Section 3.1, we used the technique of Kamann et al. (2019) to determine the plane-of-sky (tangential/radial) and LOS kinematics as a function of radial distance from cluster center. We transform Gaia proper motions (with mean cluster motion subtracted) into polar coordinates with the origin at the center of the cluster to obtain plane-of-sky kinematics. Tangential motion corresponds to the azimuthal direction in this coordinate system. LOS velocities, directed perpendicular to the plane of the sky, are measured using the Doppler shift of stellar spectral lines.\(^5\)

We also use the notation of Kamann et al. to label our results: in all three directions, \(v_\theta\) is the mean velocity of stars and \(\sigma\) is the velocity dispersion. In the LOS direction, we also consider the position angle \(\theta_c\) and rotation velocity \(v_{\text{rot}}\). Due to the smaller number of LOS velocities compared with proper motions, we assume that \(v_{\text{rot}}\) and \(\sigma_{\text{LOS}}\) are constant.

We again used Equation (2) of Gaia Collaboration et al. (2018b) to map R.A. and decl. to a Cartesian coordinate system, Equation (6) of van de Ven et al. (2006) to calculate and subtract motion due to perspective effects (e.g., cluster motion along the LOS), and Equation (10) of van Leeuwen et al. (2000) to convert the resulting corrected proper motions to polar coordinates. Gaia EDR3 provided the LOS velocities for the Pleiades and Praesepe, while for M35 we used the WOCS study (Leiner et al. 2015) for its greater number of measurements.

4. Results

4.1. Isochrone/SED Fitting

We visually inspected the isochrone/SED fit results both individually and as an ensemble to verify that (1) the data points were well fit and (2) stellar parameters such as age, \([Fe/H]\), \(A_V\), and distance agreed with the expected value for each cluster. For each star, we also examined the logarithm of the Bayesian evidence \((\ln \mathcal{Z})\) determined by approximating an integral of the likelihood times the prior over the parameter space. The evidence can assist in selecting the appropriate hypothesis or model to describe the data, and Feroz et al. (2019) further discuss multinest’s estimation of this quantity.

The vast majority of stars we studied had comparable evidence values, but a small fraction of the values were significantly lower. These smallest evidence values corresponded to the poorest SED fits, and they may indicate the unsuitability of our hypothesis/model in these cases, for example due to a binary companion or non-member of a cluster. We discarded stars having significantly lower evidence values than the main grouping to avoid including inaccurate radius values in our inclination analysis. The fraction of stars that remained after this selection was 94\% for the Pleiades, 96\% for Praesepe, and 98\% for M35.

\(^5\) LOS velocities are often called “radial velocities” in the literature, but we exclusively use “LOS” in this work to avoid confusion with the radial component of proper motions and their associated velocities.
4.2. Inclination Distributions

After applying each cluster’s \( v \sin i \) threshold and removing spurious values, we have projected inclinations for 42 stars in the Pleiades, 35 in Praesepe, and 67 in M35. The mean uncertainty in \( i \) was 13% for the Pleiades, 16% for Praesepe, and 13% for M35. Figure 3 shows each cluster’s color–magnitude diagram (CMD). Figure 4 shows histograms of each cluster’s inclination distribution. Table 3 reports each \( i \) value along with 16th and 84th percentile uncertainties.

We show visualizations of two-parameter model probabilities across the full domain of \( \alpha \) and \( \lambda \) in Figure 5. Points on each plot show the combinations of parameters accepted by the MCMC run, with the entire plotted sample thinned to represent 2% of all values in the chain. The 95% confidence intervals for the marginalized Pleiades parameters display tight to moderate alignment at moderate to high mean inclinations (peaking at \( \lambda = 89^\circ \) and \( \alpha = 60^\circ \), with \( \lambda > 24^\circ \) and \( 13^\circ < \alpha < 85^\circ \)).

The Praesepe spread half-angle PPD peaks at \( \lambda = 85^\circ \) and \( \alpha = 53^\circ \), constraining \( \lambda > 26^\circ \) and \( 8^\circ < \alpha < 82^\circ \) at 95% confidence. The Pleiades and Praesepe probability plots both show “peninsula”-shaped model probabilities; while mostly surrounded by low-probability parameter combinations, there is a collection of parameters with high probability that extends from isotropic cases to moderate alignment at moderate mean inclinations. The similar probabilities among these different scenarios highlights a degeneracy in the parameters describing isotropic and moderately aligned spins for these clusters.

For the Pleiades and Praesepe, we also ran the MCMC analysis on the full data sets with no \( v \sin i \) threshold. These runs yielded similar results to the analyses using the 5 km s\(^{-1}\) threshold. The PPD peaks were at \( \lambda = 89^\circ \), \( \alpha = 60^\circ \) for the Pleiades and \( \lambda = 88^\circ \), \( \alpha = 55^\circ \) for Praesepe. At 95% confidence for the Pleiades, we found \( \lambda > 33^\circ \) and \( 12^\circ < \alpha < 85^\circ \). For Praesepe, we determined \( \lambda > 6^\circ \) and \( 19^\circ < \alpha < 87^\circ \). The third panel of Figure 5 shows a distinct result for M35 compared to the previous two clusters. The M35 PPDs peak at \( \lambda = 50^\circ \) and \( \alpha = 32^\circ \). At 95% confidence, we constrain this cluster’s parameters to be \( 35^\circ < \lambda < 67^\circ \) and \( 10^\circ < \alpha < 41^\circ \). We plot CDFs of our \( i \) determinations for each cluster as black points in Figure 6 to allow further visualization of our results. Solid red curves display the model CDF for each cluster.
corresponding to the peaks of the PPDs determined with the two-parameter model, while dashed red curves show the isotropic distribution when it is not already plotted as the favored model. Pink shading represents parameters drawn from the 68% confidence level distributions of $\alpha$ and $\lambda$. For M35, no two-parameter model CDF fits the data as well as the results for the Pleiades and Praesepe. The reduced $\chi^2$ value for the PPD-peak M35 model is $\sim 5$, while the corresponding values for the Pleiades and Praesepe are $\sim 1.2$ and 1.3, respectively. While the isotropic model closely matches the data for $i \sin \theta < 0.75$ in M35, the inclinations smaller than this value are not well modeled.

4.3. Grouping of Low-$i \sin \theta$ Stars in M35

We performed further analysis on the M35 inclination distribution due to the two-parameter model’s underestimation of the occurrence of low-$i \sin \theta$ ($\leq 0.75$) stars in the cluster. We employed the three-parameter model to provide further insight into this grouping of stars. Figure 7 shows the best-fitting three-parameter model CDF to the M35 inclinations and compares it to the isotropic two-parameter distribution. The most probable values of the three-parameter model are $f \sim 0.1$, $\alpha_{\text{aniso}} \sim 5^\circ$, and $\lambda_{\text{aniso}} = 14^\circ$, yielding a reduced $\chi^2$ value of $\sim 0.3$.

We identified a subset of six stars in M35 having $i \sin \theta < 0.35$ and corresponding most closely with the anisotropic fraction of the best-fitting three-parameter model. These stars are colored blue in Figure 7. We explored the plane-of-sky spatial distribution of M35 stars in our sample, splitting the sample of 67 into two groupings on each side of the $i \sin \theta = 0.35$ boundary. We plot the R.A. and decl. positions of all cluster members and these two subsets in Figure 8.

We also studied the proper motions of the M35 stars. Using the same techniques as the kinematics analysis (Section 3.6), we converted proper motions in the (R.A., decl.) directions to Cartesian coordinates $(x, y)$ and subtracted the predicted motion due to the approach of M35 along the LOS. We plot the corrected proper motions for the sample of 67 stars in Figure 9, again splitting the data along the $i \sin \theta = 0.35$ boundary. To compare the six low-inclination stars’ proper motions to those of the remaining 61, we performed a bootstrapped, two-sample, two-dimensional K–S test (Peacock 1983; Fasano & Franceschini 1987; Press et al. 2007) with 10,000 re-samplings, finding a $p$-value of 0.04.

To further examine the statistical significance of this six-star low-inclination grouping, we performed a Kuiper test, a version of the K–S test that is invariant to the phase of cyclic parameters, on the position angles (measured counterclockwise from north) of these stars. We compared these values to a uniform distribution of position angles, finding a $p$-value for compatibility with this null hypothesis of $\sim 0.12$. The magnitude of Gaia EDR3 parallax uncertainties for stars in this grouping prevent us from constraining their LOS positions relative to cluster center. We address potential sources of systematic error in Sections 5.5 and 5.6, and we discuss a physical interpretation of this subset in Section 5.7.

Figure 4. Histograms of this work’s $i \sin \theta$ determinations for each cluster, with Poisson error bars plotted for each bin. Orange lines indicate the theoretical isotropic distribution (uniform in $\cos i$).
We determined tangential and radial kinematics using a sample of 749 stars in the Pleiades, 518 in Praesepe, and 959 in M35. In the LOS direction, we analyzed samples of 169, 144, and 246 stars, respectively. These stars passed the Gaia EDR3 RUWE selection as described in Section 3.1 in order to remove likely binaries. Table 4 lists each cluster’s overall kinematic values. Uncertainties correspond to the 16th and 84th percentiles of each PPD. The top panels in Figure 10 plot the dependence on the binned tangential (blue) and radial (green) motions as a function of angular distance from each cluster center. Predicted radial motion due to each cluster’s LOS velocity has been subtracted from each radial value. Each proper motion axis is accompanied by a conversion to physical units using an inversion of the mean of corrected EDR3 parallaxes. The bottom panels plot binned proper motion dispersions as a function of radial distance. We also plot the LOS velocity dispersion and 68% confidence intervals for each cluster.

The mean tangential velocity of Praesepe is greater than zero at \( \sim 5\sigma \) significance and the binned velocities increase with radial distance. For the Pleiades and M35, the 95% confidence intervals of the mean tangential velocity and all binned points overlap with zero. M35 shows a signature of rotation about an axis perpendicular to the LOS at 95% confidence.

The Pleiades show the greatest mean radial discrepancy at a 4.5\( \sigma \) level. Each binned point displays negative radial motion. The Praesepe mean radial motion is in statistical agreement with zero, but the two outermost bins are \( > 3\sigma \) outliers. M35 shows a similar trend of agreement with zero among the inner radial bins, but 2 – 3\( \sigma \) discrepancy with the most distant two.

The Pleiades and Praesepe show significant discrepancies between their mean radial and tangential velocity dispersions (\( \sim 3\sigma \) and \( \sim 6\sigma \), respectively), but for each cluster these values overlap with the 95% confidence interval for the LOS dispersion. M35 shows the closest agreement among dispersions in all three directions. Among the binned velocity dispersion points, all values overlap with each other and the LOS dispersion at 95% confidence levels.

5. Discussion

5.1. Uncertainty Distributions and Model CDFs

In this section, we discuss how the modeling of uncertainty distributions in the measurements that yield \( \sin i \) values (see Equation (1)) affect the model CDF shape. In Paper I, we assumed that \( \nu \sin i \), \( P \), and \( R \) all had uncertainties that were normally distributed. In this work, we approximate the dominant source of error in each cluster’s inclination values, \( \nu \sin i \), as a log normal distribution. Forward-modeling the error distributions is important for accurately analyzing an inclination distribution because including the error parameters in the fitting process will introduce degeneracies with the alignment parameters \( \alpha \) and \( \lambda \), complicating any determination of spin alignment or isotropy (see also Section 3 of Kovacs 2018).

The choice of uncertainty distribution influences the shape of the resulting inclination models. Simulated \( \sin i \) values generated with log-normally distributed errors tend to moderate the curvature of the model CDF compared to inclinations generated from normal error distributions. This facilitates the modeling of \( \sin i \) values that suffer from high levels of random error but are nonetheless important to include in the analysis. Being too selective in removing data points based on \( \sin i \) (especially those greater than unity) can introduce a systematic bias toward spin alignment.

In each panel of Figure 6, the model CDFs do not have the same steepness as the black points. However, the error bars on the \( \sin i \) values and the 68% confidence interval CDFs emphasize the low statistical significance of these discrepancies. It is possible that the measurements in this work do not strictly follow a normal or log normal uncertainty distribution, explaining residual disagreement between model and data.

5.2. Pleiades Inclinations

The marginalized model parameters corresponding to the Pleiades inclination distribution are consistent with both isotropy and aligned spins to a moderate degree, similar to NGC 2516 in Paper I. Isotropic or moderately aligned spins in the Pleiades would be consistent with the results reported for GK stars by Jackson & Jeffries (2010, J10). We cross matched the J10 sample with Gaia DR2, resulting in 34 stars with 7 overlapping targets between J10 and our sample. The mean discrepancy between our \( \sin i \) values and those of J10 is \( \sim 11\% \), comparable to the mean uncertainty of our inclinations. The greatest discrepancy is \( \sim 36\% \), which appears to come from a discrepancy in \( \nu \sin i \) near our threshold of 5 km s\(^{-1}\). In addition to the possibility that the uncertainties in Pleiades \( \nu \sin i \) measurements are not log normally distributed (discussed in Section 5.1), residual

---

Table 3

| Clust. | Relevant Quantities and Determinations of Pleiades, Praesepe, and M35 Inclinations |
|-------|-----------------------------------------------------------------------------|
|       | GDR2 Source ID | R.A. (°) | Decl. (°) | \( T_{\text{eff}} \) (K) | Radius (\( R_* \)) | \( \nu \sin i \) (km s\(^{-1}\)) | Period (days) | \( \sin i \) |       |
|       | 66809491897360896 | 56.73 | 24.8 | 5896 ± 92 | 0.9818 ± 0.0073 | 5.1 ± 1.3 | 3.370 ± 0.034 | 0.3441 ± 0.0089 | Pl |
|       | 6830348760516224 | 56.11 | 24.59 | 5592 ± 84 | 0.8706 ± 0.0065 | 18.90 ± 0.70 | 0.8374 ± 0.0084 | 0.3571 ± 0.015 | Pl |
|       | 65225611037551360 | 56.66 | 24.1 | 6900 ± 220 | 1.309 ± 0.017 | 32.3 ± 3.2 | 0.8702 ± 0.0087 | 0.4221 ± 0.0044 | Pl |
|       | 68322145018429952 | 56.06 | 24.78 | 5846 ± 94 | 0.9449 ± 0.0074 | 6.6 ± 1.0 | 4.026 ± 0.040 | 0.5322 ± 0.0085 | Pl |
|       | 6981194914070168 | 56.17 | 24.82 | 6400 ± 140 | 1.157 ± 0.010 | 18.5 ± 1.0 | 1.908 ± 0.019 | 0.5992 ± 0.0035 | Pl |
|       | 6696062430594816 | 57.57 | 25.38 | 6503 ± 53 | 1.2433 ± 0.0050 | 21.6 ± 2.2 | 1.857 ± 0.019 | 0.6332 ± 0.0066 | Pl |
|       | 69847610026687104 | 56.61 | 25.14 | 6014 ± 94 | 0.9612 ± 0.0065 | 9.6 ± 1.1 | 3.424 ± 0.034 | 0.6722 ± 0.0079 | Pl |
|       | 6652389735437824 | 57.11 | 24.05 | 6200 ± 120 | 1.0926 ± 0.0097 | 15.60 ± 0.90 | 2.491 ± 0.025 | 0.6982 ± 0.0044 | Pl |
|       | 66788219938818304 | 56.59 | 24.57 | 6200 ± 110 | 0.9866 ± 0.0069 | 11.90 ± 0.80 | 3.231 ± 0.032 | 0.7653 ± 0.0053 | Pl |
|       | 64941121186036352 | 57.14 | 23.43 | 6100 ± 120 | 1.0103 ± 0.0086 | 14.20 ± 0.70 | 2.885 ± 0.029 | 0.7963 ± 0.0042 | Pl |

(This table is available in its entirety in machine-readable form.)
discrepancies between the model and data CDFs may be caused by systematic offsets in one or more of the values listed in Equation (1) that propagate to the final sin i values. Radius inflation, in which stellar radii are larger than predicted by isochrones, is one possible source of systematic error in sin i. Multiple studies have presented evidence for radius inflation specifically within the Pleiades. Lanzafame et al. (2017) determined better than 10% agreement between measured and predicted radii of Pleiades stars with masses between 0.85 and 1.2 M\(_{\odot}\), but found deviations at 95% confidence for stars in the 0.6–0.8 M\(_{\odot}\) range. Jackson et al. (2018) found radii inflated by \(\sim 15\%\) for Pleiades stars between 0.1 and 0.8 M\(_{\odot}\) and their results favor isotropic inclinations while ruling out values of \(\lambda < 30^\circ\). Somers & Stassun (2017, S17) observed several instances of inflated radii for stars with \(T_{\text{eff}} < 5700\) K, with minimal offsets for hotter stars (above 6000 K). This latter result highlights the possibility that even some Pleiades stars of G or later spectral type might have inflated radii.

We accessed the radius measurements of S17 and compared them with the MIST isochrone corresponding to our input parameters for Pleiades SED fitting. Depending on the color-to-effective-temperature conversion used in S17, we found that the mean fractional radius difference between the measured radii and the isochrone’s prediction is 6%–9% when selecting stars with \(T_{\text{eff}}\) between 4900 and 5900 K, which approximately corresponds to the cooler half of stars in our sin i sample for the Pleiades. Between 70% and 80% of S17 stars in this effective temperature range have radii greater than our isochrone’s prediction. This discrepancy in radii for a large fraction of cooler stars suggests that our radius values determined from SED fitting may be underestimated, thereby overestimating sin i (see Equation (1)).

The potential systematic effect of radius inflation emphasizes the benefit of accurately quantifying radius systematics in the young clusters of our study. Applying a high-confidence correction to inflated radius measurements could reduce or overcome this systematic error.

5.3. Praesepe Inclinations

Our analysis of the 35 sin i values that we determined for Praesepe is most similar to the first, isotropic test that we performed in Section 3.4. Analyzing a larger sample of 113 stars, Kovacs (2018, K18) found that the most likely two-parameter model results for the Praesepe inclination distribution were \(\alpha = 76^\circ \pm 14^\circ\) and \(\lambda = 47^\circ \pm 24^\circ\). These parameters are similar (by design) to those of the third and fourth validation runs of our MCMC method in Section 3.4. As shown
by these simulations, a moderately aligned scenario like the one reported by K18 is not statistically distinguishable from isotropy for both 30 and 120 star samples, even when including stars with $v \sin i < 5$ km s$^{-1}$ in the latter. The minimal dependence of the precision of the parameters on the sample size suggests that the difference in quantity of $\sin i$ values between this work and K18 is not the source of the discrepant results.

Sources of the smaller number of $\sin i$ values reported in this work compared with K18 include our use of the cluster member list of Cantat-Gaudin et al. (2018), elimination of the binary main sequence, establishment of a RUWE cutoff to further cull binaries, use of a single K2 rotation period catalog (Rebull et al. 2017) versus the additional inclusion of ground-based measurements (Kovács et al. 2014), the exclusion of stars with $v \sin i < 5$ km s$^{-1}$ and removal of stars with spurious rotation periods and LOS velocities. In principle, having a larger sample of $\sin i$ values can amplify the effect of systematic errors on the resulting CDF. We made the above selections to reduce the influence of potential systematic error in our inclination distribution. For example, we find evidence of systematics among the equal-mass binary sample in that $\sim 33\%$ of the K18 stars we classify as binaries using the cluster’s CMD have $\sin i > 1.75$, compared with $\sim 3\%$ of the remaining 95 stars on the single-star main sequence. K18’s removal of stars with $\sin i > 2$ preferentially excludes many of these binaries, achieving a similar result to our explicit exclusion of CMD outliers.

Figure 11 plots our data in the left panel and those of K18 at right. Both sets of $\sin i$ values have a high probability of being drawn from the same distribution (two-sample K–S test $p$-value $\sim 0.9$). The overall compatibility of the K18 distribution with this work’s validates the K18 $\sin i$ determinations. However, our work’s determination of the spread half-angle and mean inclination for the cluster does not strongly prefer a moderately aligned scenario over the isotropic case. In each panel of Figure 11, the red curve represents an isotropic spin-axis distribution, while the maroon dashes represent the K18 values for $\alpha$ and $\lambda$. The similarity of the two distributions underscores the degree of similarity between the two scenarios. We conclude that the possibility of spin alignment as reported...
by K18 remains, but the distribution is consistent with both isotropy and moderate alignment, much like our results for NGC 2516 in Paper I and the Pleiades in this work.

5.4. M35 Inclinations

The M35 inclination distribution, with the largest sample size of the three clusters, is poorest fit by the two-parameter model. The CDF corresponding to the peak of the marginalized PPDs is offset from the majority of \( \sin i \) values, and the empirical distribution of stars with \( \sin i \lesssim 0.75 \) visibly differs from that of the isotropic model, which otherwise shows closer agreement with points above this threshold than the PPD-peak model (Figure 6). The spatial positions and proper motions of the six lowest-inclination stars do not display statistically significant incompatibilities with the null hypotheses of uniform position angles and consistency with the proper motions of higher-inclination stars. Nonetheless, we further discuss these stars to narrow down the possible explanations for their grouping.

5.5. Possible Systematics

It is important to consider potential sources of systematic errors to verify they are not the cause of the excess of low \( \sin i \) values. We note that among the \( v \sin i \), \( R \) and \( P \) values for M35, the distribution of measured \( v \sin i \) is most discrepant with the predicted distribution for an isotropic scenario based on our simulations from Section 3.4 (two-sample K–S \( p \)-value \( \sim 6 \times 10^{-5} \)). This discrepancy is primarily manifest in a factor of \( \sim 2 \) overdensity in measured versus predicted \( v \sin i \) between 10 and 15 km s\(^{-1}\). The simulated \( R \) and \( P \) distributions, constructed using the cluster’s distribution of de-reddened Gaia \( BP-RP \) color, are in closer agreement with their empirical counterparts (K–S \( p \)-values \( \sim 0.01 \) and 0.25, respectively).

The WOCS study that sourced the \( v \sin i \) measurements for this cluster used a solar spectrum to cross correlate with each M35 spectrum. This could lead to systematic errors in \( v \sin i \) given the range of effective temperatures in the WOCS sample (\( \sim 4900-7500 \) K). The solar macroturbulent velocity \( (v_{\text{mac}})_S \) is 3.21 km s\(^{-1}\) (Doyle et al. 2014). For hotter (6000–6500 K) stars than the Sun, \( v_{\text{mac}} \) is expected to be \( \sim 4-6 \) km s\(^{-1}\) respectively. When a star’s projected rotational velocity is comparable to or less than \( v_{\text{mac}} \), the two sources of line broadening are difficult to distinguish. Especially for hotter stars with larger \( v_{\text{mac}} \), this degeneracy may lead to systematically increased WOCS \( v \sin i \) values when macroturbulent broadening is interpreted as rotational...
broadening. However, the 10 km s\(^{-1}\) \(v\sin i\) threshold for this study reduces this concern.

For the cooler and younger than solar stars in the WOCS sample (~4900–5700 K), macroturbulent broadening is slightly smaller than in the Sun, but the level of magnetic activity is higher and may broaden spectral lines to a greater extent than for the Sun. For example, a comparison between Figure 3 of Schrijver et al. (2012) and Figure 4 of Ilin et al. (2019) shows that a sample of 737 mostly K–M dwarfs in the Pleiades had flare frequencies nearly two orders of magnitude higher than that of the Sun. Without accounting for the increased activity broadening in young, cool stars, broadening relative to a solar spectrum may be interpreted as rotational in origin during spectral cross correlation, potentially leading to overestimating \(v\sin i\) for the cooler M35 stars. This effect may explain why some stars appear above the contour of Figure 2, where by design we anticipate no stars should appear because of the 10 km s\(^{-1}\) \(v\sin i\) threshold applied to \(v\sin i\) for M35.

Due to the similar young ages of M35 and the Pleiades, it is possible that radius inflation exists among the cooler stars of both clusters. Since we are currently using radius values not corrected for possible inflation, we are determining an upper limit for \(\sin i\) rather than a lower limit (see Equation (1)). Thus, in the case of the low \(\sin i\) values of interest in M35, it is unlikely that radius inflation is the source of the discrepancy with isotropy.

The effects described above would manifest in increased \(\sin i\) values above their actual inclination, but they do not explain a distribution that has an overdensity of lower inclinations. Aliased rotation periods can cause integer discrepancies in the resulting \(\sin i\) values, yielding significant systematics in both directions. However, we have already removed periods that are highly discrepant from empirical color–period isochrones, and we have visually inspected the light curves of each star to verify that the periods appear to be fundamentals, rather than harmonic.

While we suspect that \(v\sin i\) is systematically overestimated for the cooler stars of the sample, an opposing systematic would have to be acting to decrease \(v\sin i\) measurements for other stars, and it would have to be happening across the CMD—the six stars of the low-inclination subset range in \(T_{\text{eff}}\) from \(\sim5000\) to \(7000\) K, spanning both the slow- and fast–rotating sequences of the cluster. It remains possible that an unexplained systematic error in \(v\sin i\) affecting measurements near the 10 km s\(^{-1}\) threshold is responsible for the excess of low-inclination values.

### 5.6. Differential Rotation

Differential rotation can lead to systematically longer period measurements when spots at nonzero latitudes are moving slower than their star’s equatorial rotation velocity. The measurement of \(v\sin i\) can also be underestimated due to this effect since a differentially rotating star will have less of its surface contributing to extreme line-of-sight velocities compared to a uniform rotator.

Section 3.2.3 of Hirano et al. (2014) considered the combined effect that these biases can have on inclination determinations. The authors quantified differential rotation using the equation

\[
\Omega(I) = \Omega_{\text{eq}}(1 - \alpha \sin^2 I),
\]

where \(\Omega(I)\) is the angular velocity at latitude \(I\), \(\Omega_{\text{eq}}\) is the equatorial angular velocity, and \(\alpha\) is the ratio of polar to equatorial angular velocities. By combining Equation (3) with an empirical relation between \(\alpha\), \(\Omega_{\text{eq}}\), and a young star’s effective temperature (Figure 1 of Collier Cameron 2007), it is possible to estimate the amount by which rotation periods are measured systematically longer. We calculate that for the stars of the Pleiades, Praesepe, and M35, \(\alpha\) is approximately 0.1–0.2. Combined with the assumption that spots are typically situated at Sun-like latitudes of \(\mid I\mid \sim 20° ± 20°\), we find that measured rotation periods could be overestimated by 1%–2% on average, and 4%–8% at \(I = 40°\).

By simulating changes to a spectral line profile, Hirano et al. (2014) also approximated the effect of differential rotation on projected rotation velocity measurements. Their modeling estimated that the fraction \(f\) by which \(v\sin i\) is underestimated is \(f = 1 - \alpha /2\). For \(\alpha\) between 0.1 and 0.2, this yields a 5%–10% fractional underestimate of \(v\sin i\).

In Equation (1), \(\sin i\) is proportional to both \(P\) and \(v\sin i\). Thus, an overestimated period and an underestimated rotation velocity will act in opposing directions to change the determined inclination. Using the quantitative estimates we have described above, we predict the underestimation of \(\sin i\) by a factor between 1% and 8% due to differential rotation. Since the typical random \(\sin i\), uncertainties for each cluster in this work dominate the potential systematic error in quadrature, differential rotation cannot significantly affect the results of our analysis. This effect is also not a satisfactory resolution to the excess of low-inclination stars in M35.
5.7. Physical Interpretations of M35 Grouping

A possible physical interpretation of the low sin $i$ grouping is that the stars share similar inclinations because they inherited angular momentum from a clump that formed within the larger progenitor giant molecular cloud. de Grijs (2010, and references therein) describe the observations and theory that suggest a prevalence of clumps and other substructures in molecular clouds that form clusters. Simulations such as those by Federrath & Klessen (2013) find that within a molecular cloud, stars form mostly in dense filaments.

If such a filament or clump explains the low sin $i$ grouping in the 150 Myr old M35, it would be necessary to explain why the phases of the stars’ orbits did not get randomized after roughly 8 crossing times (~18 Myr for M35). If the stars are gravitationally bound and orbit the cluster center with the same period, they could avoid the aforementioned dispersal of their spatial grouping. However, while the relaxation time for M35, at $t_{\text{relax}} \sim 570$ Myr, is greater than its age, cluster substructure is expected to be lost on a timescale of a few Myr (e.g., Schmeja et al. 2008). This prediction contradicts the interpretation of the low-sin $i$ stars as a grouping related from their formation. It is also possible that these stars more recently merged with M35, having formed nearby but separately from the rest of the cluster.

Confidence in these stars’ physical association could be increased by determining the positions of each star along the LOS relative to cluster center. For example, if all are located on
the same side of the cluster, it would be more likely that they are physically associated. While EDR3 parallax measurements cannot provide this insight, a K–S test suggests that the distribution of LOS velocities of low sin i stars is not significantly different than that of high sin i stars. Contrasted with the significant groupings of position angles and proper motions for low sin i stars, the data do not offer a conclusive answer on their physical association.

If the low-inclination stars are indeed physically associated, their alignment would be consistent with the results of multiple numerical simulations. Corsaro et al. (2017) simulated a molecular cloud with radius 0.084 pc and mass $10^3 M_\odot$ forming a 140 $M_\odot$ proto-cluster. The simulations predict that if $\sim$50% of a molecular cloud’s kinetic energy is in overall rotation, then the transfer of global angular momentum can result in aligned spins for stars $>0.7 M_\odot$. Based on their effective temperatures and Table 5 of Pecaut & Mamajek (2013), all of the low sin i stars in M35 have masses greater than this threshold. Below 0.7 $M_\odot$, not enough material is accreted to overcome the randomizing effect of turbulence, which would contribute most of the remaining 50% of the cloud’s kinetic energy.6 This energy balance is similar to what was found to produce alignment on a larger spatial scale (resolution 0.1 pc) by the simulations of Rey-Raposo & Read (2018). These authors suggest that the mixed results from observational studies of spin alignment could all be consistent if the alignment is stronger in higher-mass clusters. While M35 is the most massive cluster of our sample, there is not yet a large enough collection of cluster inclination distributions to firmly establish a trend.

Both of the above simulations neglected magnetic fields, which are known to have an important role in shaping molecular clouds and moderating the star formation rate (Hennebelle & Inutsuka 2019, and references therein). One set of magnetized cloud collapse simulations showed that filamentary structures were enhanced by a strong magnetic field, and that these structures were roughly aligned with the large-scale magnetic field lines (Price & Bate 2008). Stronger magnetic fields in these simulations also resulted in anisotropic turbulent motions, suggesting that even the mechanism expected to randomize stellar spins in clusters could have a reduced influence in some cases.

5.8. Cluster Kinematics

Each cluster’s radial proper motions include binned values that significantly disagree with zero after accounting for the cluster’s motion along the LOS (Figure 10). The greatest discrepancies with zero occur in the negative (radially inward) direction. The Pleiades show negative discrepancies at all radial distances from cluster center. For Praesepe and M35, the inward discrepancies are pronounced at larger radial distances. Based on the known evolutionary stages of clusters, one might instead expect to observe net motion in a radially outward direction within a cluster’s halo, owing to the plentiful low-mass stars that rise (or even escape) as a result of dynamical interactions with more massive stars (mass segregation). It is possible that these discrepancies manifest in each cluster’s mean proper motions due to the combined effects of escaped stars and the selection of members with a Gaia G magnitude $<18$ (Cantat-Gaudin et al. 2018).

The processes of stellar ejection (due to a single close encounter) and, more commonly, evaporation (the sum of numerous weak encounters) cause a cluster to lose members over time (Gerhard 2000). The numerical simulations of Moyano Loyola & Hurley (2013) modeled the dynamical evolution of clusters with initial masses ranging from $\sim$6000 to $9000 M_\odot$. At ages between 50 and 1000 Myr, these simulations predicted a single-star escape velocity of $\sim2$ km s$^{-1}$. Defining an escaped star as unbound and surpassing a 100 pc radial distance to cluster center, the simulations found that $\sim$20% of each model cluster’s stars escaped within 100 Myr, increasing to $\sim$40% by 600 Myr. In our work, we did not analyze stars at such large distances from their cluster’s center.

---

6 This result cautions against the extrapolation of outcomes from, e.g., Jackson et al. (2018, 2019), which suggested isotropic inclinations among low-mass stars in the Pleiades and Praesepe, to the more massive stars of these clusters.
For simulated clusters aged \( \lesssim 1 \) Gyr, most of the escaped stars had mass \(< 0.7 M_\odot\). Given the ages of the Pleiades, Praesepe, and M35, between 20% and 40% of each cluster’s initial stellar population may have escaped, leaving behind stars more massive than 0.7 \( M_\odot\) being sent inward toward cluster center due to dynamical interactions with escaping stars. By weighting the outlying radial velocities in Figure 10 with a mean \( \sim 2 \) km s\(^{-1}\) escape velocity for the predicted fraction of missing stars, we obtain signatures of net expansion, rather than contraction, in all radial bins.

The membership magnitude threshold requiring \( G < 18 \) may also bias the radial kinematics. We compute the absolute Gaia contraction, in all radial bins.

Another Gaia-based study, Loktin & Barrado y Navascués et al. (2020) to map \( M_G \) to an approximate spectral type. We find that for the Pleiades and Praesepe, the \( G \)-magnitude threshold results in the exclusion of main-sequence stars later than M4.5 and M4, respectively. For the more distant M35 cluster, the spectral type cutoff is K8. According to Table 5 of Pecaut & Mamajek (2013), these spectral types correspond to masses of \( \sim 0.18, 0.23 \), and 0.62 \( M_\odot\), respectively.

Comparing our work’s mass thresholds to the mass functions of Lodieu et al. (2019, Pleiades and Praesepe) and Barrado y Navascués et al. (2001, M35) suggests that \( \sim 30\% \) of cluster members in the Pleiades and Praesepe (and \( \sim 60\% \) in M35), all having masses \( \sim 0.6 \) \( M_\odot \) or less, are excluded by the \( G \)-magnitude cutoff. Assuming that stellar escape is ongoing in these clusters, we exclude these low-mass stars that make up the escaping population. The remaining sample may be biased toward bound stars having inward-directed radial motion, reflecting the results of our analysis for each cluster. This potential bias cautions against interpreting the results of Figure 10 as representative of the entire cluster.

While spectral type might be expected to predict radial motion in a cluster, there are no expectations for its correlation with net tangential motion, allowing for a less biased determination of cluster rotation. We observe a significant signal of rotation in the plane of the sky only among the stars of Praesepe. The positive mean tangential proper motion corresponds to clockwise rotation.\(^7\) Even though the relaxation time of Praesepe, at \( \sim 140 \) Myr, is much less than its age, the rotation signal is significantly nonzero at large distances from cluster center. It may be possible that relaxation has dissipated angular momentum closer to the center, but not in the outer reaches of the cluster. Another Gaia-based study, Loktin & Popov (2020), also found a plane-of-sky signature of rotation in Praesepe at large distances from cluster center with a speed of \( \sim 0.4 \) km s\(^{-1}\). This value is quite similar to the tangential speed of the most radially distant bin in our analysis, and both papers report the same direction of rotation. The other two clusters do not show significant signs of rotation in their proper motions.

We also see a less significant rotation signal about an axis perpendicular to the LOS in M35. The younger M35 (age \(< \tau_{\text{relax}}\)) is less likely to have experienced dissipation of its primordial angular momentum. Since we do not detect significant rotation in the plane of the sky for M35, the inclination of this cluster’s rotation axis is likely closer to \( 90^\circ \) (edge-on) than \( 0^\circ \) according to our convention. We make a simple estimate of the rotation axis orientation using the arctan of the ratio of LOS to plane-of-sky rotation, finding this angle to be \( \sim 87^\circ \). Therefore, M35’s rotation axis is not likely to be consistent with the orientation of stars in the low sin \( i \) grouping, which has a nearly pole-on mean inclination of \( 5^\circ \). This comparison suggests that if the grouping of stars is indeed a physical substructure in the cluster, its angular momentum is not correlated with that of the cluster as a whole.

According to Cantat-Gaudin & Brandt (2021), color-dependent proper motion systematics of \( \sim 10 \) \( \mu \)as yr\(^{-1}\) remain after applying their correction to the Gaia EDR3 data. This level of residual systematics cannot explain the statistically significant deviations from zero that we report. We note that for all clusters, the inferred rotation velocities are at least four times smaller than the velocity dispersion in each dimension. Thus, each cluster is dominated by dispersion rather than ordered rotation.

6. Conclusions and Future Work

We extended the study of stellar spin-axis orientations that we began with NGC 2516 (Paper I) to three additional open clusters: Pleiades, Praesepe, and M35. Studying many clusters in a systematic way can reveal interesting trends and outliers that offer insight beyond individual clusters.

In the Pleiades and Praesepe, we found inclination distributions consistent with both isotropy and moderate alignment. Our result for the Pleiades agrees with a previous study by Jackson & Jeffries (2010). We did not find evidence of overall cluster rotation in the Pleiades.

We compared our Praesepe results to those of Kovacs (2018), who reported moderate spin alignment in the cluster. We found that both studies’ inclination distributions closely overlap, but our analysis of the distribution does not prefer alignment over isotropy. While our analysis does not rule out moderately aligned scenarios, its results are consistent with simulations that modeled isotropic spins. We also observed a significant signature of this cluster’s overall rotation in the plane of the sky.

The addition of more inclination distributions consistent with both isotropy and moderate alignment to our sample of clusters began to provide a path toward breaking the degeneracy associated with each one. Assuming that the direction and degree of spin alignment is not correlated across multiple clusters, it is more probable that a collection of inclination distributions with degenerate parameters represents isotropically oriented spins instead of similar moderate alignment and mean inclinations for all clusters in the sample. Our planned study of \( \sim 10 \) more clusters may help us to infer isotropic spins for a larger collection of inclinations which, on their own, do not offer such conclusive results.

Our largest sample of inclination determinations in M35 was overall best fit by a moderately aligned model, while the isotropic model shows closer agreement with more points in the CDF. However, within the distribution of M35 \( \sin i \) values, we identified an overdensity of stars preferentially inclined close to the LOS, six of which showed visual (but statistically insignificant) clustering of proper motions and position angles. We did not identify a systematic effect that could result in this grouping of inclinations, but among the measurements in Equation (1) used to determine \( \sin i \), the \( v \sin i \) distribution was most discrepant with isotropic predictions. It is possible than an unexplained systematic error in \( v \sin i \) values near the measurement threshold is the source of this discrepancy. We also explored the physical interpretation that the grouping is composed of associated stars that inherited common angular

\(^7\) Since this paper’s coordinate system defines the eastward direction as positive, the rotation direction inferred from the sign of tangential motion is opposite the convention of Kamann et al. (2019).
momentum at the time of their formation in a clump with a roughly equal balance of rotational and turbulent kinetic energy, aided by organized magnetic fields. At an age of ~150 Myr, however, M35 is too old to be expected to display this kind of grouping.

We offer the following ways to further improve future studies: the sample sizes of clusters and member stars could be increased with multi-object spectroscopic observations to determine $v \sin i$ for additional cluster members. The upcoming PLATO mission, with $\sim$30% better angular resolution and ~30× longer dwell time compared with TESS, will yield precise photometry of stars in more distant and older clusters. While the spectro-photometric method is not favorable for older clusters, PLATO will facilitate new astroseismic studies of stellar spin through its long-baseline observations, especially for evolved stars.

Models of radius inflation in young stars could improve the accuracy of subsequent $\sin i$ determinations or assist in culling particular stars from the sample. Additional numerical simulations of molecular cloud collapse and cluster evolution could further address the possibility of aligned spins, including whether alignment might manifest and persist in a subgroup of cluster stars. Finally, astroseismic determinations of stellar inclinations can be less susceptible to the systematic errors inherent to the spectro-photometric method, but reliable measurements require continuous, multi-year photometry at high precision. We will continue our systematic, spectro-photometric open cluster spin studies in upcoming work, using publicly available spectro-photometric data to determine the inclination distributions of stars in ~10 more clusters and synthesizing all of our results.
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