Image Classification by Feature Dimension Reduction and Graph based Ranking
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Abstract. Dimensionality reduction (DR) of image features plays an important role in image retrieval and classification tasks. Recently, two types of methods have been proposed to improve both the accuracy and efficiency for the dimensionality reduction problem. One uses Non-negative matrix factorization (NMF) to describe the image distribution on the space of base matrix. Another one for dimension reduction trains a subspace projection matrix to project original data space into some low-dimensional subspaces which have deep architecture, so that the low-dimensional codes would be learned. At the same time, the graph based similarity learning algorithm which tries to exploit contextual information for improving the effectiveness of image rankings is also proposed for image classification and retrieval problem. In this paper, after above two methods mentioned are utilized to reduce the high-dimensional features of images respectively, we learn the graph based similarity for the image classification problem. This paper compares the proposed approach with other approaches on an image database.

Introduction

In modern days, on the Internet digital images are growing significantly fast, as the digital cameras become more and more widespread and affordable. In this situation, the automatically image classification, has become quite a significant topic in computer vision recently. It aims at classifying images according to their semantic labels automatically using computers [1]. In most of the image classification systems, the low-level visual features are usually extracted first for image classification and retrieval. Unfortunately, most effective visual features are at high-dimensional data space [2]. This problem is summarized as the so-called “curse of dimensionality.” It has introduced several technical challenges including computational complexity, sparsity and redundancy. Many studies have been conducted for dimensionality reduction [3]. The high dimensionality is usually transformed into low dimensionality by minimizing the loss of the information which is contained by the high-dimensional data. The Dimensionality reduction methods can be generally classified into two types:

Part based dimensionality reduction: such as sparse coding [4] and nonnegative matrix factorization (NMF) [5]. It try to represent the data by the linear combination of a small number of basic elements, and the combination coefficients will be used as low dimensional data. Many studies have been done in this direction. For example, Terashima et al. [6] applied sparse coding for harmonic vocalization in monkey auditory cortex. Wang et al. [7, 8] has proposed the adaptive graph and multiple graph regularized NMF for data presentation work.

Subspace Learning based dimensionality reduction: such as Principal component analysis (PCA) [9] and Linear discriminant analysis (LDA) [10]. Lots of researches have been done in this field. For example, Wang et al. [11] learn the local subspace metrics which are optimized for local subset of the whole dataset, and Tzimiropoulos [12] introduced subspace learning from image for gradient orientations of image appearance for object recognition.
At the same time, graph base ranking has also been proposed for image classification and retrieval. It learns the similarity or distance metric [13] by help of the nearest neighbor graph. Some works have done to improve the graph based ranking methods. For example, Wang et al. [14] proposed the multiple graph regularized ranking for protein domain indexing problem. Matsuda et al. [15] applied the manifold ranking to multiple-food recognition problem by considering co-occurrence. Wang et al. have proposed the shortest path propagation [16] and the coherent dissimilarity-hierarchical context learning algorithm [17] to further improve the graph based ranking method.

In this paper, we try to propose a novel image classification method by combining the DR methods and the graph based ranking methods together. To this end, we need to answer the following questions:

1. which DR method should be used?
2. which graph ranking method should be used?
3. what’s the optimal combination?

We investigate varies methods on a collected image database and use the one with the best classification result to design our system.

The rest parts of this paper are organized as follows: In method section, we introduce the proposed method and the database used for evaluation. In result section, the experiment results are reported. In the conclusion section, we conclude this paper with some insights.

Proposed Approach

In this section we will introduce the proposed approach and the database used to evaluate it.

Image database. We collect an image database from Internet with 1,000 images. The images are classified into 20 classes, and each class contains 50 images. Each image is labeled manually. Some images are shown in Fig. 1.
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Proposed image classification approach. The image classification system is shown in Fig. 2. The color, texture and shape features of each image are firstly extracted and combined as a high-dimensional visual feature vector, and then two dimensionality reduction methods, e.g. NMF and PCA are applied to the visual feature vector and combined to obtain the new image representation. Finally, the graph based similarity will be learned based on the new representation for the nearest neighbor classification.
Experiments

To test the proposed approach in the database, we applied the 10-fold cross-validation. The database is split into 10 folds, and each fold will be used as test set while the other ones as training set. The test will be repeated for 10 times. The average classification rate is used as the performance measure. The test results are given in Table 1. As we can see that by combining NMF, PCA for dimensionality reduction and graph ranking for similarity learning, the performance could be improved significantly.

Table 1. Average classification rates of the varies methods on the database.

| Methods                      | NMF   | PCA   | NMF+PCA | Graph ranking | NMF+PCA+Graph ranking |
|------------------------------|-------|-------|---------|---------------|-----------------------|
| Average classification rate  | 86.5% | 82.1% | 88.4%   | 87.3%         | 93.8%                 |

Conclusion

In this paper, we proposed a novel image classification approach by combing Dr and graph ranking methods. The results show that the proposed can improve the classification performance significantly.

References

[1] Jingyan Wang, Yongping Li, Ying Zhang, Honglan Xie, Chao Wang: Bag-of-Features Based Classification of Breast Parenchymal Tissue in the Mammogram via Jointly Selecting and Weighting Visual Words, in: *Proceedings of the Sixth International Conference on Image and Graphics* (2011) p. 622-7, DOI: 10.1109/ICIG.2011.192.

[2] Kichun Lee, Gray, A., Heeyoung Kim: Title: Dependence maps, a dimensionality reduction with dependence distance for high-dimensional data, in: *Data Mining and Knowledge Discovery* (2013), Volume: 26, Issue: 3, p. 512-32.

[3] Jingyan Wang, Yongping Li, E. Marchiori, Chao Wang: Iterated Large-Margin Discriminant Analysis for feature Dimensionality Reduction in medical image retrieval, in: *International Journal of Biomedical Engineering and Technology* (2011), Volume: 7, Issue: 2, Pages: 116-34, DOI: 10.1504/IJBET.2011.043174.
[4] Michael W Spratling: Image segmentation using a sparse coding model of cortical area V1, in: *IEEE transactions on image processing*, (2013) Volume: 22, Issue: 4, Pages: 1631-43, DOI: 10.1109/TIP.2012.2235850.

[5] Jingyan Wang, Mustafa Abdul Jabbar: Multiple Kernel Learning for adaptive graph regularized nonnegative matrix factorization, in: *Proceedings of the IASTED International Conference on Signal Processing, Pattern Recognition and Applications* (2012), p 115-122, DOI: 10.2316/P.2012.778.

[6] Terashima, Hiroki; Hosoya, Haruo; Tani, Toshiki; et al.: Sparse coding of harmonic vocalization in monkey auditory cortex, in: *NEUROCOMPUTING* (2013), Volume: 103, Pages: 14-21.

[7] Jing-Yan Wang, Almasri, I., Xin Gao: Adaptive graph regularized Nonnegative Matrix Factorization via feature selection, in: 2012 21st International Conference on Pattern Recognition (2012), Pages: 963-6.

[8] Jim Jing-Yan Wang, Halima Bensmail, Xin Gao: Multiple graph regularized nonnegative matrix factorization, in: *Pattern Recognition* (2013), DOI: 10.1016/j.patcog.2013.03.007.

[9] Hessam Mirgolbabaei, Tarek Echekki: A novel principal component analysis-based acceleration scheme for LES-ODT: An a priori study, in: *COMBUSTION AND FLAME* (2013), Volume: 160, Issue: 5, Pages: 898-908.

[10] Michele Iester, Francesco Oddone, Mirko Prato, et al.: Linear Discriminant Functions to Improve the Glaucoma Probability Score Analysis to Detect Glaucomatous Optic Nerve Heads: A Multicenter Study, *JOURNAL OF GLAUCOMA* (2013), Volume: 22, Issue: 2, Pages: 73-79.

[11] Jingyan Wang, Yongping Li, Quanquan Wang, Xinge You, Jiaju Man, Chao Wang, Xin Gao: ProClusEnsem: predicting membrane protein types by fusing different modes of pseudo amino acid composition, in: *Computers in Biology and Medicine* (2012), Volume: 42, Issue: 5, Pages: 564-74, DOI: 10.1016/j.compbiomed.2012.01.012.

[12] Tzimiropoulos, Georgios; Zafeiriou, Stefanos; Pantic, Maja: Subspace Learning from Image Gradient Orientations, in: *IEEE TRANSACTIONS ON PATTERN ANALYSIS AND MACHINE INTELLIGENCE* (2012), Volume: 34, Issue: 12, Pages: 2454-2466, DOI: 10.1109/TPAMI.2012.40.

[13] Jingyan Wang; Yongping Li; Ying Zhang; Ning Tang; Chao Wang: Class Conditional Distance Metric for 3D Protein Structure Classification, in: 2011 5th International Conference on Bioinformatics and Biomedical Engineering (2011), Pages: 4.

[14] Wang, Jim Jing-Yan; Bensmail, Halima; Gao, Xin: Multiple graph regularized protein domain ranking, in: *BMC BIOINFORMATICS* (2012), Volume: 13, Article Number: 307, DOI: 10.1186/1471-2105-13-307.

[15] Matsuda, Y.; Yanai, K.: Multiple-food recognition considering co-occurrence employing manifold ranking, in: 21st International Conference on Pattern Recognition (2012), Pages: 2017-20.

[16] Jingyan Wang; Yongping Li; Xiang Bai; Ying Zhang; Chao Wang; Ning Tang: Learning context-sensitive similarity by shortest path propagation, in: *Pattern Recognition* (2011), Volume: 44, Issue: 10-11, Pages: 2367-74, DOI: 10.1016/j.patcog.2011.02.007.

[17] Jingyan Wang; Xin Gao; Quanquan Wang; Yongping Li: ProDis-ContSHC: learning protein dissimilarity measures and hierarchical context coherently for protein-protein comparison in protein database retrieval, in: *BMC Bioinformatics* (2012), Volume: 13, Pages: 52 (14 pp.), DOI: 10.1186/1471-2105-13-S7-S2.