Gauge transformation in macroscopic quantum electrodynamics with polarizable surfaces nearby
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To describe charged particles interacting with the quantized electromagnetic field, we point out the differences of working in the so-called generalized and the true Coulomb gauges. We find an explicit gauge transformation between them for the case of the electromagnetic field operators quantized near a macroscopic boundary described by a piece-wise constant dielectric function. Starting from the generalized Coulomb gauge we transform operators into the true Coulomb gauge where the vector potential operator is truly transverse everywhere. We find the generating function of the gauge transformation to carry out the corresponding unitary transformation of the Hamiltonian and show that in the true Coulomb gauge the Hamiltonian of a particle near a polarizable surface contains extra terms due to the fluctuating surface charge density induced by the vacuum field. This extra term is represented by a second-quantised operator on equal footing with the vector field operators. We demonstrate that this term contains part of the electrostatic energy of the charged particle interacting with the surface and that the gauge invariance of the theory guarantees that the total interaction energy in all cases equals the well known result obtainable by the method of images when working in generalized Coulomb gauge. The mathematical tools we have developed allow us to work out explicitly the equal-time commutation relations and shed some light on typical misconceptions regarding issues of whether the presence of the boundaries should affect the field commutators or not, especially when the boundaries are modelled as perfect reflectors.

PACS numbers:

I. INTRODUCTION

Quantum electrodynamics in the presence of polarizable boundaries is a crucial element of the theory describing the interaction of quantum particles with surfaces. It is becoming increasingly relevant thanks to progress in both nanotechnology and experimental techniques in atomic physics. Modern state-of-the-art measurements in atomic physics have reached impressive level of accuracy and subject any theory to previously unparalleled scrutiny [1–3]. There is a vast number of theoretical tools at one’s disposal for studying the interaction between surfaces and quantum objects which can be thought of as being mediated by the electromagnetic field in its vacuum or a thermal state [4–13]. All approaches are similar in one aspect, in that they treat the coupling between the quantum object and the quantized electromagnetic field perturbatively. On the other hand, the interaction between the electromagnetic field and the boundary surface needs to be taken into account to all orders, i.e. an exact solution of the operator-valued Maxwell equations is required. It is this aspect of the theory, i.e. the quantization of the electromagnetic field in the presence of a boundary, that even today is a subject of ongoing discussions [14–15].

Quantum electrodynamics (QED) in free space has been formulated in a variety of ways to suit every need and taste [16]. Whatever approach is taken, is ultimately dictated merely by convenience, and the gauge invariance of the theory guarantees final results to coincide. However, the situation is different in macroscopic cav-
tromagnetic potentials $\mathbf{A}(r, t)$ and $\phi(r, t)$, to the Hamiltonian does not require any specific gauge to be chosen. The Hamiltonian may be written in a gauge invariant form, that is, in terms of the electric and magnetic fields alone \[18\]. However, there is a price to be paid for that, which is that the Hamiltonian takes on a superficial form in which the coupling terms are not manifestly apparent. Thus, for most practical purposes, e.g. in order to apply perturbation theory, a specific gauge needs to be chosen, which in turn affects the workable form of the Hamiltonian. The choice of the gauge is usually restricted to the ones in which an explicit form of the non-interacting electromagnetic operators is easily derived. A common aim is to decouple equations of motion for the potentials $\mathbf{A}(r, t)$ and $\phi(r, t)$ and deal with them separately. For QED in free space, this can be achieved in a number of gauges, the most popular being the Coulomb $[\nabla \cdot \mathbf{A}(r, t) = 0]$ and the Lorenz $[\nabla \cdot \mathbf{A}(r, t) + \partial \phi(r, t)/\partial t/c^2 = 0]$ gauge \[19\]. However, when a polarizable boundary is present and accounted for by introducing piecewise-constant dielectric function $\epsilon = \epsilon(r)$, neither the Coulomb nor the Lorenz gauge result in the decoupling of the equations of motion for $\mathbf{A}(r, t)$ and $\phi(r, t)$. Instead, one is led to introduce the so-called generalized Coulomb gauge $\nabla \cdot [\epsilon(r) \mathbf{A}(r, t)] = 0$, which allows one to retain certain analogies between free-space QED in the Coulomb gauge and macroscopic QED in the presence of boundaries \[20\]. In particular, in both cases the scalar potential is not quantized and remains static $\phi(r, t) = \phi(r)$ for a static charge distribution. This yields the instantaneous Coulomb interaction between free charges. However, in the case of macroscopic QED with boundaries, this interaction also includes the coupling of charges to the surface, which for simple enough geometries can be determined by the method of images \[19\].

This paper demonstrates how to arrive consistently at a correct formulation of QED in the presence of a polarizable boundary in the true Coulomb gauge. This is done by finding an explicit gauge transformation connecting the generalized Coulomb gauge $\nabla \cdot [\epsilon(r) \mathbf{A}(r, t)] = 0$ with the true Coulomb gauge $\nabla \cdot \mathbf{A}(r, t) = 0$. It will be shown how the Hamiltonian in the true Coulomb gauge can be obtained from that in the generalized Coulomb gauge by a unitary transformation. Once the Hamiltonian is known, one can use standard perturbation theory to calculate interaction energies between charges and surfaces; we shall be demonstrating the gauge invariance of macroscopic QED by explicit calculation of the electrostatic contributions to the interaction of an electron with dielectric surface.

II. GENERALISED COULOMB GAUGE

Although the considerations we report here are quite general, we would like to explain them by referring to a specific example. To that end, we consider a dielectric half-space occupying the region of space $z < 0$. For simplicity, the dielectric is assumed to be non-dispersive, i.e. its electromagnetic response is described by a single number, the index of refraction $n$, that is one and the same for all frequencies. This model is described by the dielectric constant

$$\epsilon(z) = 1 + \theta(-z)(n^2 - 1) \quad (1)$$

where $\theta(z)$ is the Heaviside step function. The quantization of the electromagnetic field that coexists with such a dielectric can be achieved by normal-mode expansion \[20\]. We start with Maxwell’s equations without sources,

$$\nabla \cdot \mathbf{D}(r, t) = 0, \quad (2)$$

$$\nabla \cdot \mathbf{B}(r, t) = 0, \quad (3)$$

$$\nabla \times \mathbf{E}(r, t) + \frac{\partial}{\partial t} \mathbf{B}(r, t) = 0, \quad (4)$$

$$\nabla \times \mathbf{H}(r, t) - \frac{\partial}{\partial t} \mathbf{D}(r, t) = 0. \quad (5)$$

For a material that is non-magnetic and has the non-dispersive dielectric function \[11\], the constitutive relations may be written as

$$\mathbf{B}(r, t) = \mu_0 \mathbf{H}(r, t), \quad \mathbf{D}(r, t) = \epsilon_0 \epsilon(z) \mathbf{E}(r, t) \quad (6)$$

Introducing the electromagnetic potentials in the usual way \[19\]

$$\mathbf{E}(r, t) = -\frac{\partial}{\partial t} \mathbf{A}(r, t) - \nabla \phi(r, t) \quad (7)$$

$$\mathbf{B}(r, t) = \nabla \times \mathbf{A}(r, t), \quad (8)$$

takes care of Eqs. \[3\] and \[4\]. The remaining two Maxwell equations \[2\] and \[5\] turn into:

$$\nabla \cdot [\epsilon(z) \nabla \phi(r, t)] + \frac{\partial}{\partial t} \nabla \cdot [\epsilon(z) \mathbf{A}(r, t)] = 0, \quad (9)$$

$$\nabla \times [\nabla \times \mathbf{A}(r, t)] + \frac{\epsilon(z)}{c^2} \frac{\partial^2}{\partial t^2} \mathbf{A}(r, t)$$

$$+ \epsilon(z) \frac{\partial}{\partial t} \nabla \phi(r, t) = 0. \quad (10)$$

The solution of these coupled differential equations can be very much simplified by a suitable choice of gauge for the electromagnetic potentials. It is expedient to decouple the two equations. In non-relativistic QED, the most convenient approach is to work in the generalized Coulomb gauge where we require that

$$\nabla \cdot [\epsilon(z) \mathbf{A}(r, t)] = 0, \quad (11)$$

$$\epsilon(z) \nabla \cdot \mathbf{A}(r, t) + (1 - n^2) A_z(r, t) \delta(z) = 0. \quad (12)$$

where the specific form of the dielectric constant of Eq. \[11\] has been used to get the second line. We note that, since $\epsilon(z)$ is not spatially uniform but has a finite jump at $z = 0$, the generalised Coulomb gauge differs from the standard Coulomb gauge

$$\nabla \cdot \mathbf{A}(r, t) = 0 \quad (12)$$
by a surface term that is proportional to a \( \delta(z) \)-function. With Eq. (11) it follows from Eq. (9) that in the absence of sources we can set \( \phi(r,t) = 0 \). Thus in generalized Coulomb gauge, Eq. (10) reduces to

\[
\nabla \times (\nabla \times \mathbf{A}(r,t)) + \frac{\epsilon(z)}{c^2} \frac{\partial^2}{\partial t^2} \mathbf{A}(r,\omega) = 0. \tag{13}
\]

Therefore, only the vector potential undergoes quantization, which is accomplished by expanding \( \mathbf{A}(r,t) \) in a complete set of the mode functions that satisfy

\[
\nabla \times [\nabla \times \mathbf{f}_\sigma(r)] - \epsilon(z) \frac{\omega^2}{c^2} \mathbf{f}_\sigma(r) = 0, \tag{14}
\]

and are supplemented by the condition that derives from the gauge we are working in, cf. Eq. (11)

\[
\nabla \cdot [\epsilon(z) \mathbf{f}_\sigma(r)] = 0. \tag{15}
\]

We have labelled solutions corresponding to the eigenvalue \( \omega_\lambda \) by \( \sigma \). The double-curl operator can be rewritten using Eq. (16)

\[
\nabla \times \left[ \nabla \times \mathbf{f}_\sigma(r) \right] = \nabla \left[ \nabla \cdot \mathbf{f}_\sigma(r) \right] - \nabla^2 \mathbf{f}_\sigma(r,\sigma)
\]

\[
= -\nabla^2 \mathbf{f}_\sigma(r,\sigma), \quad \text{for } z \neq 0.
\]

Thus away from the interface we can work with the Helmholtz equation

\[
\nabla^2 \mathbf{f}_\sigma(r) + \epsilon(z) \frac{\omega^2}{c^2} \mathbf{f}_\sigma(r) = 0, \quad \text{for } z \neq 0, \tag{16}
\]

which can be solved as usual by considering the two distinct regions of space, \( z < 0 \) and \( z > 0 \), and using Maxwell boundary conditions to match solutions across the interface. Once the mode functions are known, the expansion of the vector potential is written as

\[
\mathbf{A}^{gc}(r,t) = \sum_\sigma \sqrt{\frac{\hbar}{2\epsilon_0 \omega_\lambda}} [a_\sigma \mathbf{f}_\sigma(r)e^{-i\omega_\lambda t} + \text{C.C.}], \tag{17}
\]

where the superscript gc reminds us that the expansion is written down in generalized Coulomb gauge, Eq. (11). Quantization is accomplished by the promotion of the expansion coefficients \( a_\sigma \) to operators that satisfy bosonic equal-time commutation rules

\[
[a_\sigma, a^\dagger_{\sigma'}] = \delta_{\sigma,\sigma'}, \quad [a_\sigma, a_{\sigma'}] = 0. \tag{18}
\]

In the present geometry, described by the dielectric function \( \epsilon(z) \), the procedure outlined above yields the well-known Carnigila-Mandel modes for the vector field operator which naturally split into two parts describing left-incident and right-incident photons, respectively \[21]:

\[
\epsilon_{\sigma}(\mathbf{r}) = \sum_\lambda \left\{ [\int_0^\infty dk_z dk \sqrt{\frac{\hbar}{2\epsilon_0 \omega_\lambda}} \hat{a}^L_{\lambda k}(t) \hat{f}^L_{\lambda k}(r)] + [\int_0^\infty dk_z \sqrt{\frac{\hbar}{2\epsilon_0 \omega_\lambda}} \hat{a}^R_{\lambda k}(t) \hat{f}^R_{\lambda k}(r)] \right\} + \text{H.C.} \tag{19}
\]

\[
\hat{f}^L_{\lambda k}(r) = \frac{\hat{e}_\lambda(\nabla)}{(2\pi)^{3/2}} \left\{ \theta(-z) \left[ e^{ik_\perp \cdot r} + R^L_{\lambda} e^{ik_+ \cdot r} \right] + \theta(z) \left[ T^L_{\lambda} e^{ik_+ \cdot r} \right] \right\} \tag{20}
\]

\[
\hat{f}^R_{\lambda k}(r) = \frac{\hat{e}_\lambda(\nabla)}{(2\pi)^{3/2}} \left\{ \theta(z) \left[ e^{ik_\perp \cdot r} + R^R_{\lambda} e^{ik_+ \cdot r} \right] + \theta(-z) \left[ T^R_{\lambda} e^{ik_+ \cdot r} \right] \right\} \tag{21}
\]

Here \( \lambda \) labels the polarization of the photons \( \lambda = \{ \text{TE}, \text{TM} \} \) as transverse electric and transverse magnetic, and a harmonic time-dependence of the annihilation and creation operators is implicitly assumed i.e. \( a_{\lambda k}(t) = a_{\lambda k}(0) e^{-i\omega_\lambda t} \). The mode functions \( \hat{f}_{\lambda k}(r) \) entering the expansion (19) contain wavevectors \( \mathbf{k} \) and \( \mathbf{k}_d \) i.e. the wavevectors in vacuum and dielectric, respectively

\[
\mathbf{k}^\pm = (k_\parallel, \pm k_z), \quad \mathbf{k}_d^\pm = (k_\parallel, \pm k_{zd}). \tag{22}
\]

Their \( z \)-components are related to each other via the law of refraction, \( k_{zd} = \sqrt{n^2 k_z^2 + (n^2 - 1) k_\parallel^2} \). The sign of the square root is chosen in such a way that on the real axis we have \( \text{sgn}(k_z) = \text{sgn}(k_{zd}) \). This ensures that for a single mode of the electromagnetic field that consists of incident, reflected and transmitted waves, the direction of propagation is consistent between those waves. In Eqs. (20) and (21) a shorthand notation has been introduced to represent the unit polarization vectors \( \hat{e}_\lambda \). We have defined them as

\[
\hat{e}_{\text{TE}}(\nabla) = \left( -\nabla_\parallel \right)^{-1/2} (-i \nabla_y, i \nabla_x, 0), \tag{23}
\]

\[
\hat{e}_{\text{TM}}(\nabla) = \left( \nabla_\parallel \right)^{-1/2} \left( -\nabla_x \nabla_z, -\nabla_y \nabla_z, \nabla_z^2 \right) \tag{24}
\]

where it is understood that the derivatives are acting on plane waves and thus give the corresponding components
of the wave vector of that wave, e.g. for the right-incident incoming wave $e^{ik_-\cdot r}$ the operator $\nabla_z$ gives $-ik_z$. We emphasize that our notation is such that the polarization vectors do not act on the step function in $\epsilon(z)$. This is a convenient notation as the polarization vectors point in different directions for incident, reflected and transmitted waves, respectively. However, one needs to be careful when carrying out explicit calculations with the mode functions \(20\) and \(21\) and remember that the operator $\hat{\mathbf{e}}_\lambda(\nabla)$ is merely a shorthand notation. The Fresnel coefficients in mode functions \(20\) and \(21\) are given by

\[
R^R_{\text{TE}} = \frac{k_z - k_{zd}}{k_z + k_{zd}}, \quad R^R_{\text{TM}} = \frac{n^2 k_z - k_{zd}}{n^2 k_z + k_{zd}}, \quad R^L_\lambda = -R^R_\lambda,
\]

\[
T^R_{\text{TE}} = \frac{2k_z}{k_z + k_{zd}}, \quad T^R_{\text{TM}} = \frac{2nk_z}{n^2 k_z + k_{zd}}, \quad T^L_\lambda = \frac{k_{zd} R_\lambda}{k_z}.
\]

(25)

The mode functions \(20\) - \(21\) need to satisfy a completeness relation which can be written in the form \(20\)

\[
\sum_\lambda \int d^2k_l \left[ \int_0^\infty dk_z f^R_{\kappa,\lambda}(r)f^R_{\kappa,\lambda}(r') + \int_0^\infty dk_{zd} f^L_{\kappa,\lambda}(r)f^L_{\kappa,\lambda}(r') \right] = \delta_{ij}(r,r') \quad (26)
\]

where for definiteness throughout this paper we choose $r'$ to refer to a point that lies outside dielectric, i.e. $z' > 0$. The proof of the relation

\[
\nabla^2 \sum_\lambda \int d^2k_l \left[ \int_0^\infty dk_z f^R_{\kappa,\lambda}(r)f^R_{\kappa,\lambda}(r') + \int_0^\infty dk_{zd} f^L_{\kappa,\lambda}(r)f^L_{\kappa,\lambda}(r') \right] = (\nabla_i \nabla_j - \delta_{ij} \nabla^2) \delta^{(3)}(r-r') \quad (27)
\]

has been presented in \(22\). Equation (27) is of course obtained by acting with the Laplace operator $\nabla^2$ on \(20\). However, at this point it is not obvious that

\[
\nabla^2 \delta_{ij}(r,r') = (\nabla_i \nabla_j - \delta_{ij} \nabla^2) \delta^{(3)}(r-r') \quad (28)
\]

The object $\delta_{ij}(r,r')$ represents the unit kernel in the subspace of the mode functions that satisfy the generalised Coulomb gauge i.e. if $f_{\kappa,\lambda}(r)$ satisfies Eq. (15) then

\[
\int d^3r' \delta^{\ast}_{ij}(r,r') f^i_{\kappa,\lambda}(r') = f^i_{\kappa,\lambda}(r) \quad (29)
\]

Even less obvious is that, even though the generalised Coulomb gauge differs from the standard Coulomb gauge only by a surface term, cf. Eq. (11), the corresponding unit kernels in the position representation in these two gauges differ in the whole of space because of their non-local character, i.e. even though

\[
\nabla \cdot f_{\kappa,\lambda}(r) = \nabla \cdot \left[ \epsilon(z) f_{\kappa,\lambda}(r) \right], \quad \text{for } z \neq 0 \quad (30)
\]

we have

\[
\delta^{\ast}_{ij}(r-r') \neq \delta_{ij}(r,r'), \quad \text{for all } z, z' \quad (31)
\]

Here, $\delta^{\ast}_{ij}(r-r')$ is the usual transverse $\delta$-function

\[
\delta^{\ast}_{ij}(r-r') = \frac{1}{(2\pi)^3} \int d^3k \left( \frac{k_i k_j}{k^2} \right) e^{ik \cdot (r-r')} \quad (32)
\]

i.e. the unit kernel in the subspace of mode functions that satisfy $\nabla \cdot f_{\kappa,\lambda}(r) = 0$. We also emphasize that $\delta^{\ast}_{ij}(r,r')$ is not translation-invariant, because translation invariance is broken by the presence of the interface where waves are partially reflected.

It turns out that it is possible to calculate the r-representation of $\delta_{ij}(r,r')$ directly by evaluating the integrals in \(20\). Before we do so, let us rewrite the transverse delta function \(32\) as

\[
\delta_{ij}(r-r') = \delta_{ij}^{(3)}(r-r') - \nabla_i \nabla_j G^0(r-r') \quad (33)
\]

where we have introduced the Green’s function of the Poisson equation in free space

\[
G^0(r-r') = \frac{1}{4\pi |r-r'|} \quad (34)
\]

Let us now turn to the explicit evaluation of the LHS of Eq. \(20\). First we deal with the case $z < 0$ and $z' > 0$ for which we provide a detailed calculation. Substituting the mode functions \(20\) - \(21\) into \(29\) and multiplying out we obtain

\[
\int d^3r' \delta_{ij}(r,r') f^i_{\kappa,\lambda}(r') = \frac{1}{(2\pi)^3} \sum_\lambda \int d^2k_l \epsilon^{ik_{||}(r||-r||)}
\]

\[
\times \left\{ \int_0^\infty \frac{dk_{zd}}{n^2} \left[ T^L_\lambda \delta^i_{\lambda}(k_+^0) \delta^j_{\lambda}(k_-^0) e^{ik_{zd} - ik_z z'} + R^L_\lambda T^L_\lambda \delta^i_{\lambda}(k_-^0) \delta^j_{\lambda}(k_+^0) e^{-ik_{zd} + ik_z z'} \right] \right\}
\]

\[
\quad + \int_0^\infty \frac{dk_z}{2} \left[ T^R_\lambda \delta^i_{\lambda}(k_+^0) \delta^j_{\lambda}(k_-^0) e^{-ik_{zd} - ik_z z'} + R^R_\lambda T^R_\lambda \delta^i_{\lambda}(k_-^0) \delta^j_{\lambda}(k_+^0) e^{ik_{zd} + ik_z z'} \right] \}
\]

(35)

where $\delta^i_{\lambda}(k_\pm^0) \equiv \delta^i_{\lambda}(\nabla) e^{ik_\pm^0 \cdot r}$. We proceed by focussing attention on the $k_z$ and $k_{zd}$ integrals. We convert the $k_{zd}$ integral using the relation $k_{zd} = \sqrt{n^2 k_z^2 + (n^2 - 1) k_{||}^2}$

\[
\int_0^\infty dk_{zd} = n^2 \int_0^{\infty} dz \frac{k_z}{k_{zd}^2} + n^2 \int_0^\infty dk_z \frac{k_z}{k_{zd}^2} \quad (36)
\]

where $\Gamma = |k_{||}|(n^2 - 1)^{1/2}/n$. After this change of variables the expression we wish to evaluate consists of an integral along the real-positive axis (travelling modes) and an integral along part of the positive imaginary axis.
where $k_z \in [0, \Gamma]$ (evanescent modes)

$$\delta_{ij}(r, r') = \frac{1}{(2\pi)^3} \sum_\lambda \int d^2k_{||} e^{i k_{||} (r_|| - r'_||)}$$

$$\propto \left\{ \int_0^{+\delta} dk_z \left[ \frac{k_z}{k_{zd}} T_{TM}^{LE} \hat{e}_\lambda^I(k_{zd}) \hat{e}_\lambda^I(k^-) e^{i k_{zd} z + ik_z z'} + T_{TM}^{LE} R_{TM}^L \hat{e}_\lambda^I(k_{zd}) \hat{e}_\lambda^I(k^-) e^{-i k_{zd} z + ik_z z'} \right] \\
+ \int_0^{+\delta} dk_z \left[ \frac{k_z}{k_{zd}} T_{TM}^{LE} \hat{e}_\lambda^I(k_{zd}) \hat{e}_\lambda^I(k^+) e^{i k_{zd} z + ik_z z'} + T_{TM}^{LE} R_{TM}^L \hat{e}_\lambda^I(k_{zd}) \hat{e}_\lambda^I(k^+) e^{-i k_{zd} z + ik_z z'} \right] \\
+ \int_0^{+\delta} dk_z \left[ \frac{k_z}{k_{zd}} T_{TM}^{LE} \hat{e}_\lambda^I(k_{zd}) \hat{e}_\lambda^I(k^-) e^{i k_{zd} z - ik_z z'} + T_{TM}^{LE} R_{TM}^L \hat{e}_\lambda^I(k_{zd}) \hat{e}_\lambda^I(k^-) e^{-i k_{zd} z - ik_z z'} \right] \right\}. \quad (37)$$

Here the integral on the interval $k_z \in [i\Gamma, 0^+]$ runs on the right side of the branch cut due to $k_{zd}$ that runs from $k_z = -i\Gamma$ to $k_z = i\Gamma$. The last two terms in Eq. (37) cancel out by virtue of the relations (23), and the other two terms in that integral can be combined to a single integral running along the interval $k_z \in (-\infty, 0^+) \cap [0^+, \infty)$

$$\delta_{ij}(r, r') = \frac{1}{(2\pi)^3} \sum_\lambda \int d^2k_{||} e^{i k_{||} (r_|| - r'_||)}$$

$$\propto \left\{ \int_{-\infty}^{+\delta} dk_z \left[ T_{TM}^{LE} \hat{e}_\lambda^I(k_{zd}) \hat{e}_\lambda^I(k^-) e^{-i k_{zd} z + ik_z z'} + T_{TM}^{LE} R_{TM}^L \hat{e}_\lambda^I(k_{zd}) \hat{e}_\lambda^I(k^-) e^{-i k_{zd} z + ik_z z'} \right] \\
+ \int_{-\infty}^{+\delta} dk_z \left[ T_{TM}^{LE} \hat{e}_\lambda^I(k_{zd}) \hat{e}_\lambda^I(k^+) e^{i k_{zd} z + ik_z z'} + T_{TM}^{LE} R_{TM}^L \hat{e}_\lambda^I(k_{zd}) \hat{e}_\lambda^I(k^+) e^{-i k_{zd} z + ik_z z'} \right] \right\}. \quad (38)$$

To proceed any further, close inspection of Eq. (38) is necessary. To illustrate the argument, we focus on the TM contributions to the integral. The TE contributions are treated in an exactly analogous way. We start by noting that for purely imaginary $k_z$ we have $k_z^* = -k_z$ so that we get

$$T_{TM}^{LE} = \frac{2nk_z}{k_{zd} - n^2 k_z}, \quad k_z T_{TM}^{LE} R_{TM}^L = \frac{2nk_z}{k_{zd} + n^2 k_z}.$$ 

Therefore, the $k_z$-integral in the last two lines of Eq. (38) can be written as

$$\propto \int_{-\infty}^{+\delta} dk_z \left( \frac{2nk_z}{k_{zd} + n^2 k_z} \right) \hat{e}_{TM}^I(k_{zd}) \hat{e}_{TM}^I(k^-) e^{-ik_{zd} z + ik_{zd} z'} + \int_{-\infty}^{+\delta} dk_z \left( \frac{2nk_z}{k_{zd} - n^2 k_z} \right) \hat{e}_{TM}^I(k_{zd}) \hat{e}_{TM}^I(k^-) e^{ik_{zd} z + ik_{zd} z'}.$$ 

Now we observe that the second integral differs from the first integral only by the sign of $k_{zd}$. This allows us to combine these two integrals into a single contour integral around the branch-cut due to $k_{zd}$

$$\int_{\gamma} dk_z T_{TM}^{LE} \hat{e}_{TM}^I(k_{zd}) \hat{e}_{TM}^I(k^-) e^{-ik_{zd} z + ik_{zd} z'} \quad (39)$$

FIG. 1: The dashed line represents the contour $C$ used to evaluate the $k_z$-integral in equation (40). Thus the completeness relation (38) may be written compactly as

$$\delta_{ij}(r, r') = \frac{1}{(2\pi)^3} \sum_\lambda \int d^2k_{||} e^{i k_{||} (r_|| - r'_||)}$$

$$\times \int dk_z T_{TM}^{LE} \hat{e}_{TM}^I(k_{zd}) \hat{e}_{TM}^I(k^-) e^{-ik_{zd} z + ik_{zd} z'} \quad (40)$$

where the contour $\gamma$ runs along the negative real axis from $k_z = -\infty$ to $k_z = 0^-$, then around the branch-cut along the contour $C$ depicted in Fig. 1 and then from $k_z = 0^+$ to $k_z = \infty$. The $k_z$-integral may now be evaluated with the help of the residue theorem. We note that for $z < 0$ and $z' > 0$ the integrand in Eq. (40) vanishes exponentially in the upper $k_z$-plane so that we can close the contour there. To do so we need to determine the position of the integrand’s poles, if any. The Fresnel coefficients for the half-space geometry are analytic for $\text{Im}(k_z) > 0$ so that it remains to look at the analytic properties of the polarization vectors defined in Eqs. (23)–(24). For the TE mode we immediately note that $\hat{e}_{TE}$ are independent of $k_z$. Thus the transverse electric modes do not contribute to the integral (40). For the TM mode, each polarization vector contributes a factor of $1/|k|$ where $|k| = \sqrt{k_z^2 + k^2}$. Thus for a TM mode the integrand has a simple pole in the upper half-plane at $k_z = i|k_{zd}|$. Using the residue theorem, one can now easily show that

$$\delta_{ij}(r, r') = -\nabla_i \nabla_j' G_T(r - r'), \quad \text{for} \ z < 0, \ z' > 0 \quad (41)$$

where

$$G_T(r - r') = \frac{1}{4\pi n^2} \frac{2n^2}{n^2 + 1} \frac{1}{|r - r'|} \quad (42)$$

is the transmitted part of the electrostatic Green’s function in the half-space geometry, see e.g. [19].
In order to evaluate Eq. (20) for the case \( z > 0, \ z' > 0 \) we again substitute the relevant the mode functions [20–21] and after utilizing straightforward properties of the Fresnel reflection coefficients we arrive at

\[
\delta_{ij}(\mathbf{r}, \mathbf{r}') = \frac{1}{\sqrt{2\pi \epsilon}} \sum_{\lambda} \int d^2k || e^{i\mathbf{k} \cdot (\mathbf{r}_1 - \mathbf{r}_f)} \\
\times \left\{ \int_{-\infty}^{\infty} dk_x e^{i\mathbf{k} \cdot \mathbf{r}_1} e^{i\mathbf{k} \cdot \mathbf{r}'_1} G(\mathbf{r}, \mathbf{r}') \right\}
\]

\[
\times \left\{ \int_{-\infty}^{\infty} dk_x R_A^{ij}(\mathbf{k}) e^{i\mathbf{k} \cdot \mathbf{r}'_1} e^{i\mathbf{k} \cdot \mathbf{r}_1} \right\}
\]

where the contour \( \Gamma = |k|((n^2 - 1)/n) \) and \( \delta_{ij}(\mathbf{k}) = \delta_{ij}(\mathbf{k}^+)\delta_{ij}(\mathbf{k}^-) \). Now we note that, because of the completeness properties of the polarization vectors, the first \( k_z \) integral in Eq. (43) yields the transverse \( \delta \)-function, Eq. (32). The remaining two terms can be combined into a single contour integral around the branch cut due to \( k_{zd} = \sqrt{n^2k_z^2 + (n^2 - 1)|k|^2} \).

This is done in exactly the same manner as in [11 22]. Thus the result reads

\[
\delta_{ij}(\mathbf{r}, \mathbf{r}') = \delta_{ij}(\mathbf{r} - \mathbf{r}') + \frac{1}{\sqrt{2\pi \epsilon}} \sum_{\lambda} \int d^2k || e^{i\mathbf{k} \cdot \mathbf{r}_1} e^{i\mathbf{k} \cdot \mathbf{r}'_1} \\
\times \int_{-\infty}^{\infty} dk_x R_A^{ij}(\mathbf{k}) e^{i\mathbf{k} \cdot \mathbf{r}'_1} e^{i\mathbf{k} \cdot \mathbf{r}_1} \right\}
\]

where the contour \( \gamma \) runs along the negative real axis from \( k_z = -\infty \) to \( k_z = 0^- \), then around the branch cut along the contour \( C \) depicted in Fig. 1 and then from \( k_z = 0^+ \) to \( k_z = \infty \). Since the reflection coefficient \( R_A^{ij}(\mathbf{k}) \) has no poles in the upper half-plane of \( k_z = i|k| \). The integral is easily evaluated using the residue theorem and leads to the final result that can be written explicitly as

\[
\delta_{ij}(\mathbf{r}, \mathbf{r}') = \delta_{ij}(\mathbf{r} - \mathbf{r}') \]

\[-\nabla_i \nabla'_j \left[ G^{(0)}(\mathbf{r} - \mathbf{r}') + G^{(0)}(\mathbf{r}, \mathbf{r}') \right] \text{ for } z, z' > 0 \]

with \( G^{(0)}(\mathbf{r}, \mathbf{r}') \) being the reflected part of the electrostatic Green’s function in the half-space geometry

\[
G^{(0)}(\mathbf{r}, \mathbf{r}') = -\frac{1}{\sqrt{4\pi}} \frac{n^2}{n^2 + 1} \frac{1}{|\mathbf{r} - \mathbf{r}'|} \]

where \( \mathbf{r}' = (x', y', -z') \).

The results (43) and (44) may be written in compact form as

\[
\delta_{ij}(\mathbf{r}, \mathbf{r}') = \delta_{ij} \delta^{(3)}(\mathbf{r} - \mathbf{r}') - \nabla_i \nabla'_j G(\mathbf{r}, \mathbf{r}') \text{ for } z' > 0 \]

where

\[
G(\mathbf{r}, \mathbf{r}') = \frac{1}{4\pi} \frac{n^2}{n^2 + 1} \frac{1}{|\mathbf{r} - \mathbf{r}'|} \theta(z) \\
+ \left[ \frac{1}{4\pi} \frac{1}{|\mathbf{r} - \mathbf{r}'|} - \frac{1}{4n^2 + 1} \frac{1}{|\mathbf{r} - \mathbf{r}'|} \right] \theta(z)
\]

(48)

is the Green’s function of the Poisson equation for the case of a source being outside the dielectric occupying the \( z < 0 \) region of space. We see that the end result has formally the same form as (43) only that the free-space Green’s function’s Green’s function of the Poisson equation is replaced by the Green’s function in the presence of a dielectric half-space of refractive index \( n \). The result (47) may be formally written as

\[
\delta_{ij}(\mathbf{r}, \mathbf{r}') = (\delta_{ij} + \nabla_i \nabla'_j \nabla^{-2}) \delta^{(3)}(\mathbf{r} - \mathbf{r}')
\]

(49)

provided an appropriate meaning is attached to the integral operator \( \nabla^{-2} \). We will like to remark that it is in this sense that the completeness relation proven in [23] holds. There, of course, the Green’s function is that in the slab geometry, see the appendix of Ref. [24]. Equation (49) needs to be compared with Eq. (28). Note in particular, that the derivative \( \nabla_j \) which acts on \( \mathbf{r}' \) cannot be shifted to act on \( \mathbf{r} \) because of the reflection term in (48). This is possible only after one acts with Laplace operator on (49). Only then one can replace \( \nabla_j \) with \( -\nabla_j \) and recover the result (28) derived in [22].

Once the completeness relation of the mode functions has been explicitly calculated, one can also evaluate the equal-time field commutator. Using Eq. (17) we have

\[
[A^{IE}_i(\mathbf{r}), \epsilon_0 E_j(\mathbf{r}')] = -i\hbar \delta_{ij}(\mathbf{r}, \mathbf{r}')
\]

(50)

so for the case of the electromagnetic field in the presence of a dielectric half-space the commutator between the vector potential and electric field operator reads

\[
[A^{IE}_i(\mathbf{r}), \epsilon_0 E_j(\mathbf{r}')] = -i\hbar \delta_{ij} \delta^{(3)}(\mathbf{r} - \mathbf{r}') \]

\[-i\hbar \nabla_i \nabla'_j G(\mathbf{r}, \mathbf{r}')
\]

(51)

where \( G(\mathbf{r}, \mathbf{r}') \) is given by (48) and we remind the reader that we consider the case \( z' > 0 \) only. We see that, compared to the standard commutation relations of QED, the commutator in the presence of the dielectric gains an additional term that represents the reflection from the surface. Note that in the limit of perfect reflectivity, i.e. \( n \to \infty \), we recover the results obtained in [8 25]. We will come back to this fact at the end of the section III.

### III. COULOMB GAUGE

The natural question arising is whether it is possible to quantize the electromagnetic field in the presence of a dielectric half-space but work in true Coulomb gauge. The
A direct approach to solving the Maxwell equations (52) proves intractable, but we shall show that one can exploit a gauge transformation for working out the field operators in the true Coulomb gauge from the ones in the generalized Coulomb gauge. A gauge transformation from the generalized Coulomb gauge to the true Coulomb gauge may be written as follows

\[ \mathbf{A}^c (\mathbf{r}, t) = \mathbf{A}^{gc} (\mathbf{r}, t) - \nabla \chi (\mathbf{r}, t), \quad (52) \]

\[ \phi^c (\mathbf{r}, t) = \phi^{gc} (\mathbf{r}, t) + \frac{\partial}{\partial t} \chi (\mathbf{r}, t), \quad (53) \]

where we set \( \phi^{gc} (\mathbf{r}, t) = 0 \) in the absence of charges. It is clear that in the true gauge, even in the absence of charges, the scalar potential does not vanish. In fact, we shall see shortly that in true Coulomb gauge the scalar potential enters the Hamiltonian on an equal footing with the vector potential as a second-quantized operator. We note that the left-hand side of Eq. (52) is transverse, and since \( \mathbf{A}^{gc} \) is not, the gradient of the generating function \( \chi (\mathbf{r}, t) \) must compensate for it [18]. In other words we have [26]

\[ \nabla_i \chi (\mathbf{r}, t) = \int d^3 r' \delta^\parallel_i (\mathbf{r} - \mathbf{r'}) A^{gc}_j (\mathbf{r'}, t). \quad (54) \]

The form of the \( \chi \) can be easily found if we use the position representation of the longitudinal \( \delta \)-function

\[ \nabla_i \chi (\mathbf{r}, t) = \frac{1}{4\pi} \int d^3 r' \left( \nabla_i \nabla_j \frac{1}{|\mathbf{r} - \mathbf{r'}|} \right) A^{gc}_j (\mathbf{r'}, t) \quad (55) \]

where the primed derivative acts only on the Green’s function and not on \( A^{gc}_j \). After integrating by parts we identify

\[ \chi (\mathbf{r}, t) = - \frac{1}{4\pi} \int d^3 r' \frac{1}{|\mathbf{r} - \mathbf{r'}|} \nabla' \cdot \mathbf{A}^{gc} (\mathbf{r'}, t). \quad (56) \]

The generating function \( \chi (\mathbf{r}, t) \) can be obtained directly by using the explicit form of the field operator \( \mathbf{A}^{gc} \) from Eq. (19) and evaluating the integrals in Eq. (56). Alternatively, we take the divergence of Eq. (52) followed by a time derivative and find that the scalar potential in the true Coulomb gauge \( \phi^c = \dot{\chi} \) satisfies the Poisson equation

\[ - \nabla^2 \chi (\mathbf{r}, t) = \frac{\sigma (\mathbf{r}, t)}{\varepsilon_0} \delta (z), \quad (57) \]

with the surface charge density

\[ \sigma (\mathbf{r}, t) = -2i \int d^2 k |k||k||C^e (\mathbf{k})| \]

\[ \times \left\{ \left[ \int_0^\infty dk_z d^2 k_{\perp} \frac{\hbar \omega_k}{2 \omega_k} a_{k TM}^R (t) g_k^R (\mathbf{r}) - \text{H.C.} \right] \right. \]

\[ \left. + \left[ \int_0^\infty dk_z \frac{\hbar \omega_k}{2 \omega_k} a_{k TM}^L (t) g_k^L (\mathbf{r}) - \text{H.C.} \right] \right\}. \quad (58) \]

Here we have introduced the two mode functions

\[ g_k^R (\mathbf{r}) = \frac{1}{(2\pi)^3/2} \frac{n^2 - 1}{2n^2} \left( 1 + 4 R_{TM}^* e^{i \mathbf{k}_R \cdot \mathbf{r}} \right), \quad (59) \]

\[ g_k^L (\mathbf{r}) = \frac{1}{(2\pi)^3/2} \frac{n^2 - 1}{2n^2} T_{TM} e^{i \mathbf{k}_L \cdot \mathbf{r}}, \quad (60) \]

with reflection coefficients as given by Eqs. (25). The solution of Eq. (57) can be easily found as

\[ \chi (\mathbf{r}, t) = i \int d^2 k ||k||z |e^{i \mathbf{k} \cdot \mathbf{r}}| \]

\[ \times \left\{ \left[ \int_0^\infty dk_z d^2 k_{\perp} \frac{\hbar}{2 \omega_k} a_{k TM}^L (t) g_k^L (\mathbf{r}) - \text{H.C.} \right] \right. \]

\[ \left. + \left[ \int_0^\infty dk_z \frac{\hbar}{2 \omega_k} a_{k TM}^R (t) g_k^R (\mathbf{r}) - \text{H.C.} \right] \right\}. \quad (61) \]

As anticipated, the potential \( \phi^c = \dot{\chi} \) turns out to be a second-quantized operator. It relates the vector potential in true Coulomb gauge to that in generalized Coulomb gauge via Eq. (52). It only affects photons with TM polarization and, interestingly, it is symmetric with respect to the interface i.e. \( \dot{\chi} (-z) = \dot{\chi} (z) \). The generating function \( \chi \) is found by integrating Eq. (61) with respect to time,

\[ \chi (\mathbf{r}, t) = - \int d^2 k ||k||z |e^{i \mathbf{k} \cdot \mathbf{r}}| \]

\[ \times \left\{ \left[ \int_0^\infty dk_z d^2 k_{\perp} \frac{\hbar}{2 \omega_k} a_{k TM}^L (t) g_k^L (\mathbf{r}) + \text{H.C.} \right] \right. \]

\[ \left. + \left[ \int_0^\infty dk_z \frac{\hbar}{2 \omega_k} a_{k TM}^R (t) g_k^R (\mathbf{r}) + \text{H.C.} \right] \right\}. \quad (62) \]

Let us now come back to the issue of the commutation relations between the field operators. In true Coulomb gauge we expect

\[ [A_j^e (\mathbf{r}, t), \mathcal{E}_j (\mathbf{r'}, t)] = -i \hbar \delta_{ij} (\mathbf{r} - \mathbf{r'}) = \frac{i \hbar \delta_{ij} (\mathbf{r} - \mathbf{r'})}{\varepsilon_0} + i \hbar \nabla_i \nabla_j G^0 (\mathbf{r} - \mathbf{r'}) \quad (63) \]

which is a consequence of the fact that \( \nabla \chi \) is the longitudinal part of \( \mathbf{A}^{gc} \), cf. Eq. (54). This can also be confirmed by an explicit calculation using the mode functions (59)–(60). The commutator splits as follows

\[ [A_j^e (\mathbf{r}, t), \mathcal{E}_j (\mathbf{r'})] = [A_j^{gc} (\mathbf{r}) - \nabla_i \chi (\mathbf{r}), \mathcal{E}_j (\mathbf{r'})] \]

\[ = -i \hbar \delta_{ij} (\mathbf{r}, \mathbf{r'}) - [\nabla_i \chi (\mathbf{r}), \mathcal{E}_j (\mathbf{r'})] \quad (64) \]

where \( \delta_{ij} (\mathbf{r}, \mathbf{r'}) \) is given by Eq. (47) and the reader is reminded that we consider the case \( z' > 0 \) only. Substituting the mode functions (59)–(60) into Eq. (64), we
find, using the same techniques as in the calculation of the completeness relation \( [\chi_i(r), \epsilon_0 E_j(r')] \)
\[
\begin{align*}
[\chi_i(r), \epsilon_0 E_j(r')] &= i\hbar \nabla_i \nabla_j' \begin{cases}
-n^2 - 1 & \text{for } z < 0, z' > 0, \\
-n^2 + 1 & \text{for } z > 0, z' > 0,
\end{cases}
\end{align*}
\]

(65)

where \( G^0 \) and \( G^R \) are the Green’s functions as introduced in Eqs. (34) and (10). Equation (65) when combined with Eqs. (47) and (64) confirms the assertion stated by Eq. (63).

The above considerations have clearly demonstrated that the commutator between the physical fields retain the standard form, as it should. Consider the commutator

\[
[B(r), E(r')] = \nabla \times [A(r), E(r')].
\]

(66)

We see from Eq. (62) that, regardless of the gauge one uses to calculate the right-hand side of the above relation, the end result is the same. The commutators (61) and (63) differ only by a longitudinal part that is annihilated by the curl operator. Thus, the shape of the cavity has no impact on the fundamental commutation relations of physical fields.

**IV. PERFECT REFLECTORS**

If the walls of the cavity are modelled as perfectly reflecting mirrors, the generalized Coulomb gauge (11) is meaningless. Then, a common way to quantize the electromagnetic field is to work with the free-space form of Eq. (10) in true Coulomb gauge (12) and demand that the fields are excluded from interior of the perfect reflector, i.e. one solves

\[
\begin{align*}
\left( \nabla^2 - \frac{\partial^2}{\partial t^2} \right) A(r, t) &= 0, \\
\nabla \cdot A(r, t) &= 0,
\end{align*}
\]

(67)

together with the condition that the electric field vanishes for \( z \leq 0 \). This implies in particular that

\[
E_x(z = 0^+) = 0, \quad E_y(z = 0^+) = 0.
\]

(68)

The relation between the vector potential and the electric field is taken to be

\[
E(r, t) = \frac{\partial A(r, t)}{\partial t},
\]

(69)

and for this reason the boundary conditions for the electric field immediately imply rules for the vector potential. This method of quantization gives the vector field operator that can be be obtained by taking the \( n \rightarrow \infty \) limit of Eq. (19). This in turn implies that the commutation relations for the field operators are given by the perfect reflector limit of the commutation rule (51) and not by Eq. (63). Explicitly:

\[
[\chi_i(r), \epsilon_0 E_j(r')] = -i\hbar \delta_{ij} \delta(z - z') + \frac{i\hbar}{4\pi} \nabla_i \nabla_j' \left( \frac{1}{|\mathbf{r} - r'|} - \frac{1}{|\mathbf{r} - r'|} \right), \quad z, z' > 0
\]

(70)

where \( \mathbf{r} = (x, y, -z) \). At first it seems surprising that, despite the Coulomb gauge condition having been imposed on the vector potential, the reflected part of the Green’s function appears in the commutator. However, this can be explained as follows. In the presence of a perfect reflector the fluctuations of the quantized electromagnetic field imply the existence of a fluctuating charge density on the surface of the perfect reflector. Gauss’s law reads

\[
\nabla \cdot E(r, t) = \frac{\sigma(|r|, t)}{\epsilon_0} \delta(z),
\]

(71)

where \( \sigma(|r|) \) is given as a perfect-reflector limit of Eq. (65). Relation (71) is a consequence of the boundary conditions applied to the electric field at \( z = 0 \) (and vice versa). We observe that Eqs. (67), (69) and (71) cannot be simultaneously satisfied on the surface of the perfect reflector. Thus, the gauge condition in Eq. (67) must for a perfect reflector be amended to read

\[
\nabla \cdot A(r, t) = 0 \quad \text{for } z \neq 0
\]

(72)

which is in fact an adaptation of the generalized Coulomb gauge condition (11) to the case of the perfect reflector rather than the true Coulomb gauge. This is the origin of the reflected Green’s function term appearing in the commutator (70) as has also been pointed out in Ref. [28]. Our analysis also permits us to observe that the oversimplified model of perfectly reflecting cavity walls obscures the fact that the form of the commutation relation is actually determined by the choice of gauge. While it is claimed in Ref. [28] that the commutator between the physical fields (60) is affected by the cavity walls if one assumes them to be perfectly reflecting, we have clearly shown this to be an erroneous conclusion.

**V. HAMILTONIANS**

Quantum electrodynamics in the presence of dielectrics is most conveniently formulated in the generalized Coulomb gauge. The minimal-coupling Hamiltonian of a charged particle that is placed near dielectric half-space and coupled to the quantized electromagnetic field
may be written as [17]

\[ H^{gc} = \frac{[p - qA^{gc}(r_0)]^2}{2m} \]
\[ + \frac{1}{2} \int d^3r \left\{ \epsilon_0 \left[ \frac{\partial A^{gc}(r)}{\partial t} \right]^2 + \frac{B^2(r)}{\mu_0} \right\} \]
\[ + \frac{1}{2} \int d^3r \epsilon_0 \partial \phi^{gc}(r) \cdot \nabla \phi^{gc}(r), \]
\[ \text{(73)} \]

where \( r_0 \) is the position of the particle. In the following, it will prove most convenient to write the Hamiltonian \( H^f \) of the electromagnetic field in the form

\[ H^f = \sum_{k, \lambda} h \omega_k \left( a_{k\lambda}^\dagger a_{k\lambda} + \frac{1}{2} \right). \]
\[ \text{(74)} \]

The integral involving the scalar potential \( \phi^{gc} \) is a c-number and it contains the infinite self-energy of the particle \( \Xi \) as well as the \( q_0 \)-dependent electrostatic interaction between the dielectric and the charge

\[ \frac{1}{2} \int d^3r \epsilon_0 \left[ \nabla \phi^{gc}(r) \cdot \nabla \phi^{gc}(r) \right] = \Xi + V^{es}, \]
\[ \text{(75)} \]

with

\[ V^{es} = -\frac{q^2}{4\pi\epsilon_0} \frac{n^2 - 1}{n^2 + 1} \frac{1}{4z_0}. \]
\[ \text{(76)} \]

Equation (76) can be seen as an interaction energy of a static charge with its image in the dielectric, multiplied by a factor of 1/2 because the image is not independent but a consequence of the charge (12). Dropping the irrelevant self-energy of the particle \( \Xi \), one can write the Hamiltonian \( H^{gc} \) as

\[ H^{gc} = \frac{[p - qA^{gc}(r_0)]^2}{2m} + H^f + V^{es}. \]
\[ \text{(77)} \]

Perhaps the most instructive way of obtaining the Hamiltonian in true Coulomb gauge \( H^c \) is by using the unitary transformation

\[ H^c = e^{iS/h} H^{gc} e^{-iS/h} + ih \left( \frac{d}{dt} e^{iS/h} \right) e^{-iS/h}, \]
\[ \text{(78)} \]

with the operator \( S \) is given by

\[ S(r_0, t) = -q \chi(r_0, t). \]
\[ \text{(79)} \]

The generating function \( \chi(r, t) \) is given by Eq. (62) and now taken at the position of the particle \( r_0 \). In what follows we set operators to be time-independent (adopting the Schrödinger picture) so that the term containing the time derivative in Eq. (78) does not contribute. Then, using the same methods as in the proof of the completeness relation (20), it is not difficult to show that

\[ e^{iS/h} [p - qA^{gc}(r_0)] e^{-iS/h} = [p - qA^c(r_0)], \]

as well as

\[ e^{iS/h} H^f e^{-iS/h} = H^f + \frac{i}{h} \left[ S(r_0), H^f \right] + \frac{1}{2} \left( \frac{i}{h} \right)^2 \left[ S(r_0), \left[ S(r_0), H^f \right] \right] = H^f + q\chi(r_0) - \frac{n^2 - 1}{2n^2} V^{es}. \]
\[ \text{(80)} \]

With this, we obtain for the Hamiltonian in the Coulomb gauge

\[ H^c = \frac{[p - qA^c(r_0)]^2}{2m} + H^f + q\chi(r_0) + \left( \frac{n^2 + 1}{2n^2} \right) V^{es}. \]
\[ \text{(81)} \]

We see that compared to the Hamiltonian of Eq. (77) written out in the generalized Coulomb gauge, some of the electrostatic interaction energy has been redistributed and is now contained in the second-quantized part of the Hamiltonian \( H^c \). One can actually see that this electrostatic interaction energy is now shared between two terms

\[ H^{es}_{int} = q\chi(r_0) + \left( \frac{n^2 + 1}{2n^2} \right) V^{es}. \]
\[ \text{(82)} \]

Using standard time-independent perturbation theory applied to the interaction term \( q\chi(r) \), one finds that the first non-vanishing contribution is of second order in the perturbation and is given by

\[ \Delta E^{es} = \sum_{k, \lambda} \frac{|\langle p_f; k, \lambda | q\chi(r_0) | p_0 \rangle|^2}{p^2} \approx -q^2 \sum_k \frac{\left| \chi(r) \right|^2}{\omega_k} \]
\[ - \frac{q^2}{2\epsilon_0} \int d^2k \left[ e^{-2|k_1|z_0} \right] \times \left[ \int_0^\infty dk \left[ \frac{g_R(k_1)^2}{\omega_k} \right] \int_0^\infty dk \left[ \frac{g_R(k_1)^2}{\omega_k} \right] \right], \]
\[ \text{(83)} \]

where we have used the no-recoil approximation. The mode functions \( g \) are given in Eqs. (59)–(60). The resulting integrals in Eq. (83) can be calculated analytically and the result is

\[ \Delta E^{es} = \left( \frac{n^2 - 1}{2n^2} \right) V^{es}. \]
\[ \text{(84)} \]

Thus, the contributions from both terms in Eq. (83) add up to yield the whole of the electrostatic interaction energy

\[ \left( \frac{n^2 - 1}{2n^2} \right) V^{es} + \left( \frac{n^2 + 1}{2n^2} \right) V^{es} = V^{es}. \]
\[ \text{(85)} \]

This is of course what one would expect since both formulations of the theory must lead to the same physical results.
VI. CONCLUSIONS

In this paper we have illustrated some intricacies involved in the quantization of the electromagnetic field when polarizable boundaries are present and modelled macroscopically by the introduction of the spatially varying and piecewise constant dielectric function. Starting from the generalized Coulomb gauge we have derived the expression for the coordinate representation of the unit kernel in that gauge, thereby explicitly verifying the completeness relation of the mode functions. While this calculation has its own merit, it has served us to develop tools that allow us to explicitly carry out a gauge transformation from the generalized Coulomb gauge to the true Coulomb gauge, where the expression for the vector field operators is truly transverse even in the presence of the boundaries. This has shed light on some misconceptions about the nature of the commutation relations in macroscopic quantum electrodynamics, especially in the case when the boundaries are modelled as perfect reflectors.

We have also written down the Hamiltonian for a charged particle near a dielectric boundary in true Coulomb gauge and shown that and why it is different from the one in generalized Coulomb gauge. It contains extra terms due to an induced fluctuating surface charge at the boundary, now represented as a second-quantized operator. This term contains parts of the electrostatic interaction of a particle and the surface, which in generalized Coulomb gauge is represented by a c-number, namely the electrostatic potential obtained by classical methods, e.g. the method of images. Finally, we have explicitly demonstrated the gauge invariance of the theory by working out the electrostatic parts of the charge-surface interactions. This work paves the way to more elaborate gauge transformations which provide a link between well understood approaches to macroscopic QED and more elaborate theories.
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