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ABSTRACT

Deep learning based text-to-speech (TTS) systems have been evolving rapidly with advances in model architectures, training methodologies, and generalization across speakers and languages. However, these advances have not been thoroughly investigated for Indian language speech synthesis. Such investigation is computationally expensive given the number and diversity of Indian languages, relatively lower resource availability, and the diverse set of advances in neural TTS that remain untested. In this paper, we evaluate the choice of acoustic models, vocoders, supplementary loss functions, training schedules, and speaker and language diversity for Dravidian and Indo-Aryan languages. Based on this, we identify monolingual models with FastPitch and HiFi-GAN V1, trained jointly on male and female speakers to perform the best. With this setup, we train and evaluate TTS models for 13 languages and find our models to significantly improve upon existing models in all languages as measured by mean opinion scores. We open-source all models on the Bhashini platform.
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1. INTRODUCTION

Deep neural networks have led to rapid progress in text-to-speech (TTS) systems. Compared to traditional methods like formant, concatenative, and statistical parametric speech synthesis, neural TTS achieves high-fidelity real-time speech synthesis with limited need for manual feature engineering [1]. This has enabled generation of high-quality synthetic speech, which is being increasingly used in larger number of applications.

A TTS system consists of 3 principal components: a text analysis module that converts text to linguistic features, an acoustic model that converts linguistic features to acoustic features, and a vocoder that converts acoustic features to speech waveforms. Many of the recent state-of-the-art TTS systems use two-stage speech synthesis models [2, 3, 4, 5], which amalgamate the first two components with an acoustic model to directly convert text to features such as spectrograms, or omit the text analysis module entirely. Within this class of models, several advances have been made. WaveNet [6] was one of the earliest works based on recurrent neural networks (RNNs) to generate speech waveforms directly from linguistic features. Tacotron [7] was the first successful neural acoustic model to generate spectrograms from the text directly. The use of an autoregressive TTS based on RNNs to generate speech waveforms was demonstrated in Tacotron2 [2]. The speed of the acoustic models was improved by replacing RNNs with Transformer-based non-autoregressive (NAR) acoustic models as demonstrated in FastSpeech [4] and FastPitch [5]. However, these NAR models require an external aligner module. The need for this aligner module was eliminated with the proposal of flow-based generative models, such as Glow-TTS [3], which implements a monotonic alignment search algorithm to map latent speech representations to representations in the text domain. WaveGAN [8] adapted Generative Adversarial Networks (GANs) for generating audio waveforms, which has then been improved upon with changes in the discriminator and addition of new loss functions [9, 10, 11, 12]. Recently, neural speech synthesizers [13, 14] based on denoising probabilistic diffusion have been proposed which generate high quality speech but tend to be slower in inference owing to their iterative nature. While two-stage TTS systems remain popular, there is ongoing exploration of end-to-end systems, such as VITS [15], that directly synthesizes speech from text.

Apart from advances in the neural architectures, there has been interest in developing TTS systems for low-resource settings. One approach is to study multi-speaker generalization. This has been studied for English [3, 5, 15], with models that can generate speech for multiple speakers as represented by speaker embeddings. Such models also have the practical benefit of efficient deployment in supporting multiple voices (say, one male and one female) from a single hosted model. Another approach is to consider multilingual generalization [16] to transfer knowledge from high resource languages by mapping the embeddings of the phoneme sets from different languages. Recently, YourTTS [17] successfully extended the end-to-end VITS model for multilingual generalization by conditioning on language embeddings.

The above paragraphs briefly summarize the advances in neural TTS over half a decade of active research. A characteristic of TTS, somewhat different from other domains such as computer vision, language modelling, neural translation, and speech recognition, is that there is a large diversity of neural architectures and modelling techniques that continue to remain competitive. In other words, there is no one dominant TTS design methodology that is conclusively superior. Thus, the task of bringing the latest advances in TTS research to a set of languages requires that various design methodologies be implemented and tested with human evaluation. This is particularly challenging for Indian languages which are not only numerous but also significantly differ in terms of phonetics, morphology, word semantics, syntax and written scripts.

There have been a few studies specifically focused on Indian languages. For example, Vakyansh [18] open-sourced TTS models for 9 Indian languages with a combination of Glow-TTS with HiFi-GAN. Similarly, multilingual TTS models for Indian languages within the same family have been built [19] using Tacotron2 with WaveGlow [20] by making use of the multi-lingual character map [21] and the common label set [22]. However, various recent advances in TTS systems remain to be tested for Indian languages. For instance, TTS systems have not be built and evaluated for Indian languages that exhibit the following: fast generation as in FastPitch model [5],
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flow-based generation as in GlowTTS model [3], end-to-end generation as in VITS model [15], comparison of GAN based vocoders as in HiFiGAN [12] and Multi-Band MelGAN [11] with conditional models for waveform generation as in WaveGrad [23]. Also, the efficacy of multi-speaker models for Indian languages remains untested. Finally, multi-lingual models that group languages by their language family need to be explored for the latest state-of-the-art models.

In this paper, we aim to partially address this gap with a rigorous exploration of various TTS systems for 13 Indian languages across choices of acoustic models, vocoders, supplementary loss functions, training schedules, and speaker and language generation. Specifically, we consider three different acoustic models - FastPitch [5], GlowTTS [3], and the end-to-end VITS [15], three different vocoders - HiFiGAN V1 [12], Multi-Band MelGAN [11], and WaveGrad [23], use of SSIM [24] based supplementary loss, multi-speaker training with male and female voices, and multilingual models for four Dravidian, seven Indo-Aryan, and two Sino-Tibetan languages. With manual MOS-based and automated metric-based evaluation, we identify the combination of FastPitch and HiFiGAN V1, trained with male and female speakers, for a single language to be the preferred setup. With this setup, we train TTS models for the 13 languages and establish that these models improve upon existing TTS models with both MOS and automated metrics.

The real-world impact of natural sounding TTS is significant in a country like India with the need to deliver digital touch-points to a large population speaking 122 major languages across 5 different language families, with 25% of the population with reading disabilities. Thus, there is value for “foundation models” [25] in TTS to be available in the open-source to enable rapid innovation and deployment. This movement towards open-sourcing has been gaining momentum in other areas such as language modelling [26, 27], transliteration [28], translation [29], and speech recognition [30]. To contribute towards this effort, we open-source all our TTS models through the Bhaskini platform [31].

2. DESIGN CHOICES FOR TTS MODELS

In this section, we detail the different model architectures, training strategies, and generalization techniques that we evaluate for TTS models for Indian languages.

2.1. Acoustic models

We consider various acoustic models. To represent fast NAR models and acoustic models based on Transformers, we consider FastPitch [5]. The model is based on the feed-forward Transformer consisting of an encoder, 1-D convolution based duration and pitch predictors, and a decoder. The pitch and duration predictors are trained using mean-squared-error losses, but unlike [5] we extract ground truth frequencies from WORLD [32] and train the duration predictor on durations learnt from an alignment learning framework [33]. To represent flow-based generative models we consider Glow-TTS. For alignment, we use the default Monotonic Alignment Search (MAS) algorithm trained with maximum likelihood estimation. To represent end-to-end models, we consider VITS [3] with the same text-encoder as Glow-TTS [3], a posterior encoder consisting of non-causal residual WaveNet blocks, and a decoder based on HiFiGAN-V1 [12]. We did not consider autoregressive methods such as Tacotron2 as Glow-TTS, FastPitch and VITS have been demonstrated to be better. However, as a limitation of our work, we do not include the most recent diffusion-based acoustic models such as Grad-TTS [14].

2.2. Vocoders

For the choice of vocoders, we restrict ourselves to those that use mel-spectrograms as the input representation. We do not consider auto-regressive models such as WaveNet [6] which have been improved upon by other vocoders both on generation speed and quality. We consider GAN based vocoders - HiFi-GAN V1 [12] and Multi-Band MelGAN [11]. HiFi-GAN V1 [12] achieves high computational efficiency and sample quality by using a single generator and multi-scale and multi-period discriminators. Multi-Band MelGAN [11] extends MelGAN by doubling the receptive field and evaluating the multi-resolution STFT loss at both sub-band and full-band scales. We also consider a diffusion-based vocoder, namely WaveGrad [23], which is a non-autoregressive neural vocoder that iteratively transforms white Gaussian noise into high-quality audio waveforms by using a gradient-based sampler conditioned on mel-spectrograms. As a limitation of our work, we do not consider flow-based vocoders such as WaveGlow. [20].

2.3. Training Strategies

Different TTS works employ different loss functions to enhance training, such as revisiting SSIM loss [34] or employing an ASR-based speech consistency loss [35] to enhance training. In this work, we consider two supplementary loss functions - the SSIM loss on the synthesized mel-spectrogram and a speech consistency loss [24] that characterizes the intelligibility of the generated speech. The SSIM loss measures the structural similarity between the synthesized mel-spectrogram and ground truth mel-spectrogram on three dimensions: luminance, contrast and structure. The ASR loss measures the $L_1$-norm between convolutional features of the ground truth and synthesized mel-spectrograms extracted from the intermediate layers of the pretrained joint CTC-attention VGG-BLSTM network [35]. In addition, we consider training schedules where the alignment loss is turned off after a fixed number of steps.

2.4. Multi-speaker models

When building multi-speaker models, a common approach is to introduce speaker embeddings to condition the acoustic models. There are two ways of computing speaker embeddings: learn the speaker embedding network while training the acoustic model [36, 37] and use an external pretrained speaker verification model [38] to pre-compute embeddings. Since pretrained speaker verification models for Indian languages are not easily available, we use the former approach. We learn speaker embeddings and perform a point-wise vector addition with the encoder output of the acoustic model.

2.5. Multilingual models

To train multilingual models, we condition the text encoder outputs on language IDs using learnable embeddings optimized during training. All our acoustic models take in raw text as input, instead of phonemes. To aid the generalization of the representations computed by the text encoder, we choose to map the diverse scripts of different Indian languages into a common representation. We do this by transliterating all scripts to the ISO format with the help of Aksharamukha. As future work, we would also like to explore the common label set for Indian languages proposed in [22].

1https://aksharamukha.appspot.com/
3. EXPERIMENTS

3.1. Experimental setup

Dataset: We use the latest version of the IndicTTS Database [39] with over 272 hours of transcribed speech recordings for 13 Indian languages including Assamese, Bengali, Bodo, Gujarati, Hindi, Kannada, Malayalam, Manipuri, Marathi, Odia, Rajasthani, Tamil and Telugu. All languages except Bodo have both male and female speakers, while Bodo only has a female speaker. For each speaker, there exists at least 8 hours of transcribed data. All audio samples are downsampled to a sampling rate of 22.05KHz and utterances having a duration greater than 20 seconds are filtered out.

Training & Inference: We implement our models using Coqui-TTS library. We train each model with Adam optimizer with \( \beta_1 = 0.99 \) and \( \beta_2 = 0.998 \) with weight decay of \( \lambda = 10^{-6} \) for 2500 epochs on a single NVIDIA A100 40GB Tensor Core GPU, with a batch size of 32. Each model took approximately 3 days to train. For our final models in Section 3.6, we turned off the aligner for the last 1,000 epochs, as this helped us achieve better convergence in spectrogram reconstruction. We observed that having large variations in average utterance durations between individual speakers for a given language make it difficult for multi-speaker acoustic models to learn alignments between input text and mel-spectrograms. For example, while training a multi-speaker model for the Telugu speaker, where average utterance duration for the female speaker was nearly twice that of the male speaker, we observed the alignment loss failed to converge. This was resolved by modulating the tempo of Telugu female’s utterances to be 0.77x its original speed. Multilingual models for each language family are trained with the help of the Aksharamukha tool that supports transliteration for 10 of 13 Indian languages excluding Bodo, Manipuri, and Rajasthani. We post-process the generated audio samples with DCCRN [40] speech enhancement model to remove background artefacts.

Evaluation: We evaluate our models using subjective and objective metrics on a validation set of 30 utterances unseen during training. We conduct a subjective Mean Opinion Score (MOS) evaluation on LabelStudio [41] with the help of 42 raters, all of whom are native speakers of the language they are tasked to evaluate. This includes 6 raters each for Tamil and Hindi, 1 rater for Rajasthani and 3 raters for each of the remaining 10 languages. To measure acoustics objectively, we use two metrics: mel-cepstral distortion (MCD) [42] and root-mean-square error of the log of the fundamental frequencies \( (F_0) \), with dynamic time warping [43] to temporally align the sequences. To measure intelligibility objectively, we use the character error rate (CER) with text extracted from Google Cloud’s Automatic Speech Recognition 3. Dravidian and Indo-Aryan languages have very distinct characteristics [19]. As it is computationally expensive to experiment with all 13 Indian languages, we choose one language under each family: Tamil (Dravidian) and Hindi (Indo-Aryan) to evaluate the design choices for TTS models.

3.2. Evaluation of acoustic models and neural vocoders

We evaluate the combinations across acoustic models and vocoders for two languages objectively. In Table 1, we report objective metrics of combining the different acoustic models and vocoders mentioned in Sections 2.1 and 2.2 respectively. Within acoustic models and across languages, we observe a general trend of HiFi-GAN performing better in terms of acoustic metrics with a few exceptions where WaveGrad achieves slightly lower \( F_0 \) scores. Further, for each vocoder, FastPitch consistently outperforms Glow-TTS across all three metrics for both the languages. We also observe that VITS achieves the lowest MCD scores, potentially due to it being a fully end-to-end synthesizer. However, in comparison to FastPitch, the VITS model produces less intelligible speech as reflected with larger CER values and with average prosody as given by \( F_0 \) scores. Therefore, we pick the combination of FastPitch and HiFiGAN V1 as our model architecture to build TTS systems for Indian languages.

| Model       | Vocoder       | Tamil (Dravidian) | Hindi (Indo-Aryan) |
|-------------|---------------|-------------------|---------------------|
|             | MCD | \( F_0 \) | CER | MCD | \( F_0 \) | CER |
| FastPitch   | HiFiGAN V1   | 11.19 | 0.30 | 0.103 | 7.59 | 0.21 | 0.095 |
| MB MelGAN   | 12.00 | 0.32 | 0.135 | 7.79 | 0.24 | 0.105 |
| WaveGrad    | 16.00 | 0.30 | 0.114 | 9.74 | 0.20 | 0.106 |
| Glow-TTS    | HiFiGAN V1   | 11.73 | 0.33 | 0.204 | 8.36 | 0.24 | 0.198 |
| MB MelGAN   | 12.00 | 0.32 | 0.135 | 8.44 | 0.27 | 0.216 |
| WaveGrad    | 16.90 | 0.31 | 0.243 | 10.30 | 0.24 | 0.191 |
| VITS        | -   | 10.87 | 0.37 | 0.295 | 7.32 | 0.26 | 0.176 |

Table 1. Objective evaluation of a multi-speaker TTS system for different combinations of acoustic models and vocoders for Tamil and Hindi. Here, MB MelGAN refers to Multi-Band MelGAN

3.3. Evaluation of training strategies

As discussed earlier, we evaluate the use of supplementary SSIM and ASR loss functions. When using the SSIM loss function, we observed a delayed convergence in the mel-spectrogram reconstruction loss. However, the delay is not significant and both variations converge to similar values. Given no significant advantage, we choose to exclude the additional SSIM loss function. We include the additional ASR loss and obtain intelligibility metrics for the two languages as shown in Table 2. Since there are no significant improvements, we choose to exclude the ASR loss. Thus, we do not add any supplementary loss functions to our training setup.

During our experiments, we observed that the alignment loss sharply rises at different points of the training, and subsequently all other losses would rise in response to this. To address this, we experimented with a training schedule where we turned off the aligner loss after 1,500 epochs (roughly after 60%) of the training, and continued to train with other loss functions. We observed that using this training schedule improved the quality for Hindi while not affecting the results for Tamil, and hence we use this for all subsequent models.

| Language    | Without ASR Loss | With ASR Loss |
|-------------|------------------|--------------|
| Tamil (Dravidian) | 0.107 | 0.108 |
| Hindi (Indo-Aryan) | 0.094 | 0.090 |

Table 2. Objective evaluation on Intelligibility (CER) of our multi-speaker model with and without ASR loss for Tamil and Hindi.

3.4. Evaluation of single speaker and multi-speaker models

We train multi-speaker models with one male and one female voice with speaker embeddings jointly learnt and added to the encoder’s
output. As can be seen in Table 4, multi-speaker models have better scores for both languages and both speakers. This suggests the value of joint training and efficiently deploying models for both female and male speakers. We hypothesize that the improved performance is because the aligner module not being conditioned on the speaker embeddings learns better alignments on the more diverse data of both genders.

| Language  | Female | Male |
|-----------|--------|------|
| Tamil (Dravidian) | 3.55, 3.71 | 3.84, 3.98 |
| Hindi (Indo-Aryan) | 3.73, 4.02 | 3.82, 3.98 |

Table 4. Subjective evaluation (MOS) of our single-speaker and multi-speaker models for Tamil and Hindi.

3.5. Evaluation of monolingual and multilingual models

In Table 5, we report the results of subjective evaluation of multilingual models for the two groups w.r.t. monolingual models. We find it encouraging that multilingual models achieve similar MOS in Kannada, Tamil, Telugu, and Assamese. However, overall the monolingual models outperform for all languages except Gujarati. We thus choose to train monolingual models.

3.6. Comparison of open-source Indic TTS models

Finally, based on our findings, for each of the 13 Indian languages, we train monolingual multi-speaker models with FastPitch and HiFiGAN V1, with no supplementary losses, but with aligner loss turned off after 1500 epochs. In Table 3, we compare our model against existing open source TTS models trained on the IndicTTS Dataset. We see that our model is clearly rated better with an average MOS score improvement of 0.51 w.r.t. models proposed in [19].

Table 3. Results of our model and existing works on the IndicTTS Database in terms of acoustic metrics (MCD, $F_0$), intelligibility (CER) and subjective scores (MOS) for evaluating naturalness of generated samples. GT: Ground Truth, Ours: AI4Bharat-TTS FastPitch+HiFiGAN, D: DON Lab’s Tacotron2+WaveGlow [19], V: Vakyansh’s GlowTTS+HiFiGAN [18].

Table 5. Subjective evaluation (MOS) of mono/multilingual models.

4. CONCLUSION

Neural TTS systems continue to rapidly improve with various changes. We evaluated the choice of acoustic models, vocoders, training strategies, and multi-speaker and multilingual generalizations for Indian languages. With the identified best configuration we train models for 13 Indian languages for both genders and establish that it improves on existing TTS systems. We open-source the models for the 13 languages on the Bhashini platform enabling applications targeting over 1.05 billion native speakers as per 2011 census. Several directions of future work emerge. Diffusion-based acoustic models and flow-based vocoders need to be compared against. Further exploration is required for sharing knowledge while training multilingual TTS models which have a clear advantage in deployability. Open-source models for expressive speech, voice cloning, and unheard speaker generalization for Indian languages remain to be thoroughly investigated.
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