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ABSTRACT

Cognitive scientists have recommended the use of test-enhanced learning in science classrooms. Test-enhanced learning includes the testing effect, in which learners’ recall of information encountered in testing exceeds that of information not tested. The influence of incentives (e.g., points received) on learners who experience the testing effect in classrooms is less understood. The objective of our study was to examine the effects of incentives in a postsecondary biology course. We administered exams in the course using a quasi-experimental design with low and high point incentives and measured student learning. Although exposure to exams predicted better learning, incentive level did not moderate this effect, an outcome that contradicted recent laboratory findings that higher incentives decreased student recall. We discuss possible explanations of the disparate outcomes as well as the implications for further research on the testing effect in postsecondary biology classrooms.

INTRODUCTION

Biology educators seek effective instructional methods to increase students’ ability to think scientifically. In recent decades, results from many cognitive science studies have shed light on this goal. In particular, cognitive scientists have shown that taking exams enhances thinking and learning (e.g., McDaniel et al., 2007; Karpicke and Roediger, 2008). This phenomenon is called practice testing, test-enhanced learning, retrieval practice, and the testing effect and has received extensive support across different types of learning materials (for reviews, see Roediger and Butler, 2011; Pan and Rickard, 2018). Cognitive researchers and education policy makers suggest applying the testing effect to real-world educational settings, including those in postsecondary biology courses, to improve student thinking and learning (Fashler et al., 2007; Pagliarulo, 2011; Carpenter et al., 2017).

Research in cognitive science on learning and testing with incentives has illuminated mechanisms surrounding test-enhanced learning and inspired discipline-based education research (DBER) questions surrounding the use of tests in classrooms. As cognitive scientists attempt to experimentally isolate variables to attribute causality, both in the laboratory and in actual classroom settings, researchers in the growing field of DBER focus on describing mechanisms of learning within a more ecologically variable discipline-specific environment, such as the application of learning principles in a postsecondary biology classroom. For example, cognitive researchers have recommended the use of low-stakes quizzing to improve student learning based on a multitude of studies that show improved student learning through the testing effect (e.g., Roediger et al., 2011), yet little classroom research has been done to define the parameters of low-stakes quizzing in biology classrooms. Increasingly, cognitive psychologists and discipline-based researchers are collaborating to extend the principles of the testing effect through experimentation from the cognitive research laboratory to a classroom application to define the mechanisms and parameters of test-enhanced learning in biology education (Jensen et al., 2014; Talanquer, 2014).
Researchers have explored the mechanisms of the testing effect on biology learning with authentic classroom variables. Hinze and Rapp (2014) studied the effects of incentives as a source of performance pressure on biology tests in a laboratory setting and found that, as pressure increases, the testing effect decreases. They suggested that the reduction in learning was the result of an increased demand on attentional processes. Tse and Pu (2012) had previously suggested that attention was divided by anxiety associated with increased performance pressure. More recently, research has shown that students with high trait anxiety perform worse on biology exams than those with low trait anxiety (Ballen et al., 2017). Based on the variable impact of student anxiety on learning, researchers recommend quizzing at low-stakes or low-incentives levels (e.g., Roediger et al., 2011; Brame and Biel, 2015), yet the mechanisms and boundaries of student performance with regard to incentives on assessments in a classroom have not been well defined.

Incentives, in the form of grades or points, are a common practice, whether in low- or high-stakes settings. However, DBER researchers typically have not treated classroom incentives as an experimental variable. The objective of our study was to assess the outcome of incentives on the testing effect on a series of unit exams in a postsecondary biology course. We focused on the following research questions: 1) Does the testing effect improve student learning in postsecondary biology? 2) Do incentives affect learning via the testing effect? 3) Do results from a real-world classroom study of the testing effect support those obtained in laboratory settings?

**METHODS**

In this study, during Fall semester 2018 and Spring 2019, we 1) compared student exam scores on tested and untested material to measure a testing effect in a postsecondary biology course and 2) assessed the role of incentives during unit exams on the subsequent retention of course content on a final comprehensive exam in a postsecondary biology course.

**Subjects**

We performed this study at a private university in the western United States. The institutional review board at our institution approved this research and granted permission for this study (IRB no. 17219). This university’s total undergraduate enrollment is 31,233 students, and admissions are highly selective, with an incoming student average grade point average of 3.86 and American College Testing score of 28. It is a private religious institution with students who are relatively religious and culturally homogenous. The introductory biology course is a general education requirement for the university. The course enrollment is a representative sample of the university student body. Participants ranged from freshmen to seniors and came from a variety of disciplines outside the life sciences. We recruited 514 students. There were 142 students in the high-incentives treatment during the first semester and 372 students in the low-incentives treatment during the second semester. All participants granted written consent.

**Study Design**

We made significant effort to ensure as much group equivalence as possible, that is, the same instructor taught all sections of introductory biology during two consecutive semesters (Fall 2018, Spring 2019). During each semester, the course sections were taught back-to-back at the same time of day in the same classroom, with the same textbook and course materials. We organized the course into five units divided by subject. The students received a list of all of the intended learning outcomes for each unit. At the end of each unit of instruction, students were given an exam. The exam items were coordinated with the intended learning outcomes from the course. Students took the five unit exams throughout the semester in the university testing center facility. Students completed each unit exam within a 5-day window. Exam items were primarily application-, analysis-, and evaluation-type multiple-choice items, in other words, high Bloom’s-level multiple-choice questions (Anderson et al., 2001).

To assess student learning with incentives through the testing effect, we applied a variable course points treatment in a quasi-experimental design. We divided the course content in half (content A and content B). Students in Fall semester section 1 were treated with high-incentive exams on half of the course content (content A), while students in Fall semester section 2 were treated with high-incentive exams on the other half of the course content (content B). Students in Spring semester section 1 were treated with low-incentive exams on half of the course content (content B), while students in Spring semester section 2 were treated with low-incentive exams on the other half of the course content (content A). In addition, students in both sections were also given low-incentive quizzes on the opposite content (e.g., section 1 students were given low-incentive quizzes on content B and high-incentive exams on content A); see Figure 1. Each unit included content A and content B. The students did not know which content would be on the quiz or exam. Only the content that was assessed on the unit exams (either A or B) was included in the analysis. The quizzed content was not included in the analysis.

The point equivalence for the unit exams was 10% of the overall course point structure in the low-incentive treatment group and 21% of the overall course point structure in the high-incentive treatment group. We redistributed the extra points from the low-incentive course exams equally between the other areas of the course, including equal points to homework, surveys, attendance, and the final exam, in order to reduce the extra variable of student study attention based on point emphasis. Our course used an active-learning pedagogy that included learning activities beyond the assessments (e.g., homework application, formative quizzes, and class participation). Learning activities were incentivized heavily to encourage active participation. Thus, overall incentives available for the summative assessments were limited. As such, a doubling of assessment incentive was considered a substantial increase in points. However, we acknowledge that it is a relatively modest difference when compared with more traditional didactic classrooms, where the majority of points may be assigned to assessments.

**Outcome Measure and Independent Variables of Interest**

We measured student learning as a final comprehensive course exam. We administered an identical exam to all sections. The exam consisted of 90 multiple-choice questions. Students took the final assessment in the university testing center facility. Each learning outcome tested on the unit exams had a
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coordinated summative assessment item on the final. Coordinated unit exam items were not identical to the final assessment items; rather, new questions were designed to assess the same intended learning outcomes. For a sample unit exam item and final exam item, see Table 1.

To detect a testing effect, we compared student success on final assessment items designed to measure intended learning outcomes that were previously seen on an exam or a quiz (tested) with intended learning outcomes that were not previously seen on any exam or quiz (untested). The final summative assessment included 49 items that were tested and 13 items that were untested. Untested items on the final exam were coordinated with intended learning outcomes presented to students through in-class and out-of-class application activities. These learning outcomes were not seen on any previous quiz or exam. Higher student scores on tested final assessment items would indicate that students receive a learning benefit through the testing effect from an exam experience.

To detect an effect of incentives, we compared student scores on tested items on the final between those who had taken high-incentive exams with those who had taken low-incentive exams. For one section in each semester, content A was the tested content; by comparing these two sections, we assessed the difference between low and high incentives on content A. Likewise, in the other section for each semester, content B was the tested content; by comparing these two sections, we assessed the difference between low and high incentives on content B. There were 27 items designated as content A on the final exam and 22 items designated as content B on the final exam. Both semesters took both content A and content B on the exam along with the untested items (as mentioned earlier) to make a balanced and complete final exam. Differences in student scores on final assessment items between those that were previously tested at a low-incentive level and those previously tested at a high-incentive level would indicate that students receive differential learning benefits from the testing effect based on the incentive structure.

Covariates

In estimating the effect of testing and incentives, we controlled for student scientific reasoning ability, trait anxiety, and content difficulty. We measured students’ scientific reasoning ability using Lawson’s Classroom Test of Scientific Reasoning (LCTSR; 2014).

TABLE 1. Sample intended learning outcome, with coordinated unit and final exam items (correct answers shown in italics)

| Sample intended learning outcome | Coordinated unit exam item and final exam item |
|----------------------------------|-----------------------------------------------|
| There are about six different species of mangabeys in the genus Lophocebus. Osman Hill’s mangabeys are found only in Cameroon, and Uganda mangabeys are restricted to just Uganda, making their speciation due to ____________; whereas, black-crested mangabeys and Johnston’s mangabeys produce offspring that are sterile, making their speciation due to ____________. |
| A. Behavioral isolation (I), Habitat isolation (II) |
| B. Gametic isolation (I), Postzygotic barriers (II) |
| C. Mechanical isolation (I), Gametic isolation (II) |
| D. Habitat isolation (I), Postzygotic barriers (II) |

There are nine different species of the baobab tree, six are native to Madagascar, two are native to mainland Africa, and one is native to Australia. Identify the most likely reproductive isolating mechanism keeping species separate for each situation:

| There are nine different species of the baobab tree, six are native to Madagascar, two are native to mainland Africa, and one is native to Australia. Identify the most likely reproductive isolating mechanism keeping species separate for each situation: |
| A. Behavioral isolation |
| B. Gametic isolation |
| C. Mechanical isolation |
| D. Geographic isolation |

FIGURE 1. Graphical illustration of study design. Students in Fall semester received high-incentive exams (dark gray) on half of the content and low-incentive quizzes (white) on the other half of the content. Students in Spring semester received low-incentive exams (light gray) on half of the content section and low-incentive quizzes (white) on the other half of the content.
We established evidence for a simple testing effect first by comparing the exam content that was tested with the exam content that was untested (not found in content A or B) in a repeated-measures analysis of covariance (ANCOVA). Following this analysis, to address our research question of interest, we examined the relationship between student performance on the final exam and the incentive treatment and used a variety of controls, including student scientific reasoning (LCTSR), course content, and student generalized test anxiety in multiple regression. A multiple regression analysis subsumes ANCOVA and has the added benefit of testing the predictor variable (e.g., Jensen et al., 2015), as it is highly correlated with performance in science classes (e.g., Johnson and Lawson, 1998). Validity and reliability are well established on this measure (Lawson et al., 2000). We controlled for differences in course content difficulty by adding content as a dummy variable into our model to account for any variation in results that were determined by differences based on course content selection. We measured and controlled for student self-reported trait anxiety. This is the level of anxiety that students generally feel toward testing situations, not the anxiety they specifically felt during our test administrations. For ease of exposition, we will refer to this measure hereafter as “generalized test anxiety.” We administered a voluntary survey given at the beginning of the course. Students responded to four questions on a five-point Likert scale. Due to a clerical error, one version of the survey provided had a seven-point Likert scale. We standardized the data by taking a percentage of the total. For an example of a survey question see Table 2.

**ANALYSIS**

We established evidence for a simple testing effect first by comparing the exam content that was tested with the exam content that was untested (not found in content A or B) in a repeated-measures analysis of covariance (ANCOVA). Following this analysis, to address our research question of interest, we examined the relationship between student performance on the final exam and the incentive treatment and used a variety of controls, including student scientific reasoning (LCTSR), course content, and student generalized test anxiety in multiple regression. A multiple regression analysis subsumes ANCOVA and has the added benefit of providing beta coefficient values (a measure of total effect of the predictor variable). An additional reason we chose a multiple regression analysis over an ANCOVA was to accommodate missing data points in our analysis. We checked for all assumptions of multiple regression, including linearity, independence of residuals, homoscedasticity, multicollinearity, and data normality. Due to a response rate of 57% on the voluntary anxiety survey, we used the full-information maximum-likelihood (FIML) method for missing data. FIML has been shown to outperform traditional missing-data techniques, such as listwise deletion or mean imputation (Little and Rubin, 2019). We did all analyses in SPSS v. 25 for the diagnostic plots and used M plus v. 8.3 for the multiple regression. We measured the equivalence of groups of those who did and did not answer the student anxiety survey through an independent-samples t test.

**RESULTS**

A repeated-measures ANCOVA, using the LCTSR as a covariate, showed that there was a significant difference between mean student performance on the tested content (M = 0.73, SD = 0.13) versus untested content (M = 0.65, SD = 0.18), F(1, 481) = 28.09, p < 0.001, n = 483.

Due to the low response rate on the voluntary anxiety survey, we ran an analysis to compare groups. There was no difference in mean student performance between those who answered the generalized test-anxiety survey (M = 17.63 SD = 4.15) and those who did not (M = 17.06, SD = 3.83), t(512) = −1.582, p = 0.233, n = 514. Assured of group equivalence, we proceeded to our multiple regression analysis of the variable of interest, incentive level.

**Model 1**

Our first model predicted the final student exam score using two covariates (LCTSR and exam content). The independent variable of interest was the high-incentive treatment, with high-incentive coded as 1 and the control coded as 0. Data were linear, and all other assumptions of multiple regression were assessed and met through visual inspection of histograms and residual plots produced in SPSS. The multiple regression model predicted the final student exam score. Two of the three variables added statistical significance to the model (p < 0.001); the third, incentive level, was not statistically significant (p = 0.305). Regression coefficients and standard errors can be found in Table 3. Content had an unstandardized beta of 2.436, indicating that content A material had a 2.436-point increase over content B material. The standardized beta for that independent variable was 0.308, indicating that the difference between content is 0.308 SD, which can be considered a small effect. LCTSR scores had an unstandardized beta of 0.402, indicating that, for every one-unit increase in the LCTSR score, the final exam score increased by 0.402. The standardized beta for this independent variable was 0.394, indicating that for every 1 SD increase in LCTSR, the predicted final exam score increased by 0.394 SD, a moderate effect size.

**Model 2**

For our second model, we ran multiple regression on final student exam scores with three covariates (LCTSR, exam content, and generalized test anxiety). The variable of interest again was the high-incentive treatment, with high-incentive labeled as 1. The data were linear, and all other assumptions of multiple regression were met. The multiple regression model statistically predicted the final student exam score. Three of the four variables added statistical significance to the model (p < 0.001); the fourth, incentives, was not statistically significant (p = 0.11).

**TABLE 2. Generalized test-anxiety survey questions**

| Question | Description |
|----------|-------------|
| I feel anxiety during in-class quizzes. |  |
| I feel anxiety during tests in the testing center. |  |
| The anxiety I feel during class quizzes prevents me from demonstrating my learning. |  |
| The anxiety I feel during tests in the testing center prevents me from demonstrating my learning. |  |

**TABLE 3. Summary of multiple regression analysis model 1 of the following variables predicting final exam score (n = 514 students)**

| Variable       | B     | SE<sub>b</sub> | β     |
|----------------|-------|---------------|-------|
| Incentives treatment | −0.349 | 0.340 | −0.040 |
| LCTSR           | 0.402 | 0.040 | 0.394* |
| Content         | 2.436 | 0.303 | 0.308* |

*B, unstandardized regression coefficient; SE<sub>b</sub>, standard error of the coefficient; β, standardized coefficient. *p < 0.05.
Regression coefficients and standard errors can be found in Table 4. Interestingly, the high-incentive treatment was not statistically significant, even in the presence of generalized test anxiety. The pattern of results of the other independent variables with the final exam score remained the same as in the first model.

Interaction Model
We ran an interaction model that included generalized test anxiety and incentives and all covariates. This was done to see whether the effect of incentives was conditional on the level of anxiety of the student. We did not find any significance in the interaction term (p > 0.05). Thus, these results are not shown.

DISCUSSION
In this study, we applied variable incentives when testing undergraduate biology students during unit exams in a semester-long course and measured performance on a final comprehensive exam. Although we found enhanced performance on the final exam in content tested on unit exams, incentive level (high vs. low) did not change that performance. Other researchers have reported the testing effect in undergraduate biology (e.g., Carpenter et al., 2016; Hubbard and Couch, 2018). Still others have hypothesized and recommended enhancement of the testing effect using incentives with low-stakes on exams in classrooms (Roediger et al., 2011; Brame and Bie!l, 2015). Our results did not find a difference in the performance of those students given unit exams at 10% of the total course points versus those students given unit exams at 21% of the course points (see Figure 2).

This study provides a bridge from evidence found in laboratory research in cognitive psychology to a more applied subject-specific understanding of the principle of test-enhanced learning in biology and also demonstrates the challenge in the translation from laboratory to cross-disciplinary application of principles of learning (Talanquer, 2014). Most postsecondary biology courses offer incentive structures different from typical laboratory techniques, which include monetary compensation based on performance (Hinze and Rapp, 2014) or exemption from further study duties (Clark et al., 2018). As noted by Hinze and Rapp (2014), “Laboratory-based manipulation of performance pressure … may not align perfectly to the kinds of real-world pressure experienced during classroom or standardized tests” (p. 605). Although the cognitive research perspective is useful in forcing attention on educationally relevant cognitive processes, the ecology of the real-world classroom presents competing systems that may moderate findings found in a more streamlined laboratory setting. This does not mean that the laboratory findings do not apply to the mechanisms in isolation, but rather that the classroom environment creates variables that may change the outcome of theoretical models. In our view, laboratory findings should be supplemented by those produced by systematic experimentation in an actual classroom setting.

In this study, we measured student generalized test anxiety in a precourse survey and used it as a covariate in our study. We had predicted that high generalized test anxiety would decrease student performance on the final exam and that that effect would further decrease with a high-incentive level. We found no effect of the latter. Throughout the course, multiple unit tests may have produced the testing effect regardless of student generalized test anxiety. Researchers have shown that frequent testing episodes decrease self-reported test anxiety (Agarwal et al., 2014; Khanna, 2015) and increase learning in biology (Bailey et al., 2017). While high test anxiety typically is associated with poorer test performance (Zeidner et al., 2005) and weaker intention to persist in a biology major (England et al., 2017), moderate test anxiety can enhance assessment performance (Keeley et al., 2008). Continued experimental separation of student test anxiety and incentive levels during biology exams will clarify the differences between these two variables.

Further research in postsecondary biology classrooms is needed to direct the effective application of the testing effect. Our course included active-learning pedagogy, and as such, included learning activities beyond the assessments, including homework application, formative quizzes, and class participation, that were heavily incentivized to encourage active participation. As such, our study had a limited number of points available for assessment and applied only 10% of the overall course point structure in the low-incentive treatment group and 21% of the overall course point structure in the high-incentive treatment group (2% and 4.2% on each unit exam, respectively) to exams. It is possible that this difference was not large enough to prompt differences in student behavior. However, in this particular classroom structure, the difference between low-incentive and high-incentive treatments represents a doubling in points. As a consequence, the application of these findings is limited and may change in a course that applies even more extreme point values to course incentives, often found in a traditional didactic classroom. Additionally, the quasi-experimental nature
of our study design prevented us from randomly assigning students to course sections, so generalization of these findings should be done with caution. Future research avenues include an even more extreme application of incentive differences on the testing effect in even more diverse classroom settings. Additional research is also needed to understand the relationship between the number of exams administered to students in the course of the semester and the level of test anxiety and the testing effect as well as student preparation and attention to studying due to point differences.
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