Scalable knowledge base completion with superposition memories
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Abstract

We present Harmonic Memory Networks (HMem), a neural architecture for knowledge base completion that models entities as weighted sums of pairwise bindings between an entity’s neighbors and corresponding relations. Since entities are modeled as aggregated neighborhoods, representations of unseen entities can be generated on the fly. We demonstrate this with two new datasets: WNGen and FBGen. Experiments show that the model is SOTA on benchmarks, and flexible enough to evolve without retraining as the knowledge graph grows.

1 Introduction

The existence of large but inexhaustive databases of specialized (e.g. WordNet) and general world (e.g. Freebase) knowledge has motivated the development of methods that allow such databases to be automatically extended using computational methods—knowledge base completion (KBC). Typical approaches employ an embedding-based strategy: elements of a fact—which in this task setting come in the form of triplets consist of a pair of entities and a relation, e.g. (spy_kids, has_actor, mike_judge)—are combined into a representation of the fact via some systematic function, and then scored. Methods of this sort generally rely on learned embeddings of fact elements into low-dimensional vector spaces. Since representations must be learned from training-set instances of each component, this creates problems when such databases are to be scaled, and therefore these methods have difficulty accommodating an open-world setting in which knowledge graphs evolve in time, since new facts inserted into the database after model training cannot be used for inference without model retraining. Furthermore, databases may be augmented in time not only with new facts about known entities, but also with new entities. In embedding-based models, new representation for such entities must be trained.

We present Harmonic Memories (HMem), a neural network which models entities by aggregating information about their neighborhoods using a superposition memory architecture, achieving generalization to new entities without retraining. The network combines two ideas. First, a representation of entities as memory states consists of superposed vector associations between learned entity and relation embeddings. Second, completion of memory states using a learned transformation based on Harmony-optimization methods (Smolensky and Legendre, 2006) (see §4). We refer to vector associations as bindings in the sense of the “variable-binding problem” in the philosophy of cognitive science: in neural net models of cognition, how are representations of the elements of a structure bound together into structures? In this work, we investigate two solutions prominent in the cognitive science literature—tensor product binding (Smolensky, 1990) and circular convolution (Plate, 1994)—which have also both been effectively applied in KBC (Nickel et al., 2011, 2016).

The approach is inspired by computational modeling of biological neural architectures for knowledge representation (Crawford et al., 2015), and is related to KBC methods based on convolution of graph neighborhoods (Schlichtkrull et al., 2017; Dettmers et al., 2018; Nguyen et al., 2018), in which inference is performed over representations of aggregated entity neighborhoods. Recent work has extended this idea using Graph Attention Networks (GANs) (Nathani et al., 2018), which assign attention weights to entries in a graph neighborhood, these being later combined. For instance, Veličković et al. (2018) use Graph Attention to generate weights for triplet representations obtained

\footnote{Code and datasets are available at github.com/MatthiasRLalisse/HMemNetworks.}
by transforming concatenated entity and relation vectors, combining the results by averaging. This is similar to our approach, with the key difference that formulating the model—as we do—in terms of binding allows for clear formal analysis of certain scaling results (§7). We therefore gain in interpretability.

HMem scales well in three respects. First, it allows a database with a fixed set of entities and relations to incorporate new facts into the model without parameter re-estimation. Empirically, performance improves in nearly every case when the neighborhoods are thus expanded. Second, it permits the addition of entities unseen in training, whose representations are useless in a vector embedding framework. For our model, inferences about these entities are possible when a subgraph including them becomes available. Third, our model effectively handles nodes with high in-degree. We show that, whereas embedding-based approaches show decreased performance with highly connected nodes, our model exhibits improved performance on nodes with many neighbors.

§2, §3 and §4 introduce the Harmonic Memory architecture, and §5 shows that our model achieves state-of-the-art results on benchmark KBC datasets. After evaluation on standard benchmarks, §6 introduces WNGen and FREEBASE, datasets based on WordNet and FREEBASE that evaluate the network’s ability to abstract from node identity and make inferences exclusively on the basis of information about nodes in its neighborhood, and §7 examines in detail how the model scales with the size of entity neighborhoods and the addition of new input facts. §8 concludes.

2 Representation of memory states

A knowledge graph consists of triplets composed of a pair of entities and a relation, e.g. \((e_{\text{cat}}, r_{\text{has.part}}, e_{\text{paw}})\). Here, we say that \textit{cat} is a left-neighbor of \textit{paw} with respect to the relation \textit{has.part}. In graph completion, we are given a query in the form of either \((e, r, e_r)\) or \((e_r, r, e)\), representing queries of the left and right entity respectively.

We denote discrete symbols with calligraphic fonts (e.g. \(\mathcal{V}\)), corresponding vector spaces with italics (e.g. \(V\)), individual symbols from \(\mathcal{V}\) with bold letters, corresponding vectors in \(V\) in italics (e.g. \(v_i\) is a symbol and \(v_i\) its vector embedding) and memory states with \(M\). \(E\) and \(R\) denote sets of entities and relations respectively. We embed each entity and relation symbol \(e_i \in E, r_i \in R\) in a \(d_e, d_r\)-dimensional space, yielding vectors \(e_i \in E\) and \(r_i \in R\) which are used to construct graph memories \(M_i\) for each entity by aggregating triplet entries (see Section 3) into a representation of the entity’s immediate neighborhood \(3\). For example, the memory state for \(e_{\text{canine}}\) would include bindings of \textit{hypernym} to \textit{dog}, \textit{has.part} to \textit{paw}, \textit{hyponym} to \textit{mammal}, etc.

![Figure 1: Neighborhood subgraph for an entity \(e_{\text{canine}}\).](image)

Each model in the HMem class is parametrized by a binding map \(\mathbb{B}\) that associates entity and relation entries, and a corresponding unbinding map \(\mathbb{U}\). Unbinding approximately inverts binding operation by addressing the memory using a query relation vector \(r_q\) to retrieve entity vectors likely to be bound with that relation in the memory. The binding and unbinding maps are chosen such that, for an entity whose neighborhood is the singleton set \(\{(e_i, r_j)\}\):

\[
\mathbb{U}(r_j, \mathbb{B}(\{(e_i, r_j)\})) \approx e_i
\]
i.e., \(e_i\) can be approximately retrieved from the binding of \(e_i\) to \(r_j\) by addressing the memory \(M = \mathbb{B}(\{(r_j, e_i)\})\).

Associations between entity and relation vectors in our model are pairwise. To account for the directionality of relations, we train two embeddings for each relation—one associated with an entity’s left-neighbors and another for its right-neighbors. Each relation thus has a left-embedding \(r^l\) and
a right-embedding $r^r$, with, for instance, entries $(r^r_{\text{has part}}, e_{\text{claw}})$ in the memory state for *feline* and an entry $(r^r_{\text{has part}}, e_{\text{feline}})$ in the memory state for *claw* (see Fig. 1).

3 Binding

Harmlessly overloading the symbol $\mathbb{B}$ to apply to both tuples and sets of tuples, we consider binding operations that aggregate neighborhoods via summation of the individual entries, i.e.

$$\mathbb{B} \left( \{ (r_i, e_i) \} \right) = \sum_i \mathbb{B} (r_i, e_i)$$

where $\mathbb{B} (r_i, e_i)$ is the binding of the $i^{th}$ memory entry. As binding operations, we evaluate the tensor product (1) (Smolensky, 1990) and circular convolution (2).

$$\mathbb{B}^{\text{TPR}} (r, e) = r \otimes e$$

$$\mathbb{B}^{\text{CConv}} (r, e) = r \oplus e$$

A tensor product is unbound by left-dotting the memory state with a relation vector $r$:

$$\mathbb{B} \left( \{ (r, e_i) \} \right) \odot r$$

When the relation vectors are normalized, $\mathbb{B}^{\text{TPR}}$ exactly recovers $e$ from the singleton memory state $r \otimes e$. For CConv, the unbinding operation is

$$\mathbb{B}^{\text{CConv}} (r, M) = r \star M$$

$\star$ denotes circular correlation, which is computed efficiently using the Fourier transform $r \star M = \mathcal{F}^{-1} \left( \mathcal{F}(r) \odot \mathcal{F}(M) \right)$, $\mathcal{F}$ denoting the complex conjugate of $x$.

Circular convolution was introduced to connectionist modeling by Plate (1994), and applied to KBC by Nickel et al. (2016) and Lalisse and Smolensky (2019), exploiting the fact that the correlation is an approximate inverse of convolution $(x \star (x \otimes y)) \approx y$, under additional stipulations discussed in Appendix 1. There, we describe a transformation on embeddings in the CConv model that guarantee this property, and improved performance on the CConv models.

Memory weighting. For entities with large neighborhoods, it is intractable to compute bindings for all neighbors.\(^2\) So, prior to superposition, we filter candidate bindings and commit them to memory in graded form. Entity and relation pairs are scored with respect to the $e_i$ and the query relation $r_q$, according to Eqn. (5), where $\oplus$ denotes vector concatenation. $W_{\text{weight}}$ and $b_{\text{weight}}$ are learned weight matrices and bias vectors indexed to $r_q$.

$$\text{weight}(e, r | e_i, r_q) = \sigma( (e_i \oplus r_q) \top W_{\text{score}} (e_i \oplus r_q))$$

After scoring, the top $k = 200$ candidate neighbors are bound and entered into memory, weighted by their scores:\(^3\)

$$M = \sum_c \text{weight}(r_c, e_c | e_i, r_q) \mathbb{B} (r_c, e_c)$$

Remark. Our binding-based approach is inspired by Crawford et al. (2015), who developed a biologically realistic neural network for representing WordNet. In their model, a memory state vector for each entity is formed by summing pairwise associations (convolution) of entities and relations, one association per graph link. Links can be recovered by unbinding stored associations from entity memory states to recover a node’s immediate neighbors. Since Crawford et. al. are mainly preoccupied with neural realism rather than learning or generalization, the embeddings for each graph element are untrained, and they evaluate their model on an embedding of the full WordNet database in a simple artificial task (graph traversal). Thus, their work only investigates the model’s ability to robustly retrieve the vectorized knowledge graph. Since our target task requires generalization from a partial graph, we introduce additional operations that complete the representation of each entity.

4 Memory completion

The assembled memory state is forwarded to a memory completion operation based on optimization of the Harmony Equation (7)—which is parametrized by a learned symmetric weight matrix $W$ and bias vector $b$—with respect to the vector $m$.

$$\mathcal{H}_{W, b}(M_i, m) = \frac{1}{2} \left( m^\top W m + b^\top \right) - \frac{\lambda}{2} (M_i - m)^\top (M_i - m)$$

\(^2\) The largest entity neighborhood in WordNet contains 961 links (mean=7), and 9739 (mean=65) for Freebase.

\(^3\) While the memory state $M_i$ for a given query also depends on the entity query relation $r_q$, this additional subscript is omitted for convenience.
This is solved by
\[
M_i = \arg\max_m H_{W,b}(M_i, m)
\]
\[
= (W_i - \lambda I)^{-1}(2\lambda M_i + b)
\] (8)
when \(\lambda\)—a hyperparameter—is greater than the spectral norm of \(W\), guaranteeing the existence of a unique optimum for \(H_{W,b}\). This formulation is motivated by associative memory models like the formally similar Hopfield networks (Hopfield, 1982), which complete corrupted input patterns by minimizing the Energy of the resulting network configuration. \(\lambda\) controls the magnitude of a penalty for the squared distance between the output and the input memory \(M_i\), with a value of \(\lambda = \infty\) implying that \(H_{W,b}\) is maximized at \(M_i\) (the memory state remains where it is).

We allow the parameters of the Harmony function to change with the query being posed by specifying a weight matrix \(W_i\) computed for any given \(M_i\). The local weight matrix \(W_i\) is computed from a global weight matrix \(W_{\text{global}}\) and a filter vector \(M'_i\), which is a function of the input memory:
\[
W_i = M'_i M'_i^T \odot W_{\text{global}}
\] (9)
where
\[
M'_i = W_{\text{map}} M_i + b_{\text{map}}
\] (10)

\(W_{\text{map}}\) and \(b_{\text{map}}\) are a learned matrix and bias vector mapping each memory state to a filter vector, whose self-outer product multiplies the global weight matrix elementwise. The resulting weight matrices vary smoothly with the value of the input memory state, leading to distinct hypersurfaces in

\begin{figure}[h]
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\includegraphics[width=\columnwidth]{figure2.png}
\caption{Harmonic Memory architecture with TPR binding.}
\end{figure}

the \(|M|-dimensional space of memory states (e.g. figure 3.)

In inference, we first optimize \(M_i\) to generate \(\hat{M}_i\). The optimized memory state is then probed using the unbinding map \(U(r_q, \text{opt}(M_i))\), returning a vector \(e_o\) representing the output of a probe of the memory \(M_i\) of \(e_i\) for entities that are related to \(e_i\) via \(r_q\). The output of unbinding is then compared with the vectors \(e_c\) for all candidate completions \(e_c\) using the squared Euclidean distance.
\[
\text{score}(e_c) = ||e_o - e_c||^2
\]

\begin{figure}[h]
\centering
\includegraphics[width=\columnwidth]{figure3.png}
\caption{Harmony functionals on a two-dimensional memory state space (visualized as surfaces) and optima defined by weight matrices \(W_{\text{feline}}, W_{\text{canine}}\) calculated from distinct memory states \(M_{\text{feline}}, M_{\text{canine}}\).}
\end{figure}

**Training.** During training, the link for the current training instance is withheld from the neighborhood for the corresponding entity, with the input memory state constructed from the remaining neighbors. This incomplete memory state is then optimized with respect to Eqn. (7), and the result probed for a predicted completion. We use the cross entropy training loss derived from the squared Euclidean distance of the output from the true completion, relative to a negative sample \(N = \{e_n\}\) of
alternative completions. For instance, the loss for a right-probe of \((e_i, r, \cdot)\) with true entity \(e_j\) is

\[
\mathcal{L}(e_j|e_i, r) = -\log \frac{\exp\{||e_o - e_j||^2\}}{\sum_{e_n \in V} \exp\{||e_o - e_n||^2\}}
\]

5 Results

Models were evaluated using the benchmark datasets WN18 (a subset of WordNet), FB15K (subset of Freebase), and the "challenge" dataset WN18RR, which removes reciprocal relation pairs from the training and test set of WN18, which can be solved by adopting a simple rule-based system (Dettmers et al., 2018). We varied the binding method \{CConv, TPR\}, the value of optimization constant \(\lambda\) \(\{\infty, 1, 2\}\), and entity and relation embedding sizes. To illustrate the effect of each model component, we report results for both binding methods and best results from finite and nonfinite values of \(\lambda\). If \(\lambda = \infty\), the optimization step is the identity map, in which the inference objective is to express the target binding as a linear combination of input bindings via memory weighting.

We report the standard evaluation metrics for the Link Prediction task, in which the model is queried on both the left and right sides, ranking candidates for each query. For instance, in the left-query \((\cdot, r, \cdot)\) with true completion \((e_T, r, e_j)\), each candidate entity \(e_c\) is scored as score\(_c\)(\(e_c|e_j, r\)) and the results are ranked. Mean Rank (MR) is the mean rank of the true candidate. The Mean Reciprocal Rank (MRR) is the average of \(1/rank(e_T)\) for each true, a metric that is less sensitive to outliers. The Hits\_@\_N metric refers to the proportion of test triplets in which the true candidate appeared in the top \(n\) entities, with Hits\_@\_1 denoting accuracy. In each case, all attested links (those found in the training, validation and test sets) are first filtered from the list of candidates. In Appendix 2, we also report the results from ablating conditioning of the weight matrix \(W_i\) on \(M_i\), instead using the global weight matrix \(W_{global}\).

A virtue of our model is that it can be freely augmented with additional graph triplets after training; hence, we also report results when including validation triplets in the graph used for inference (Model+). This introduces no bias in model selection, which is performed just on the training data. We also explicitly compare neighborhood aggregation to an embedding-based approach, the implicit binding models (Model\(_i\)), in which memory states for each entity are learned directly as embeddings rather than being assembled from the entity neighborhood (explicit binding). These remain binding models since they are treated identically to the explicit binding memories with respect to unbinding. For instance, the TPR\(_{im}\) model predicts links by unbinding a predicted entity from the optimized memory state \(opt(M_i)\), where \(M_i\) is now a \(m_E \times m_E\) tensor that is learned for each entity.

Harmonic Memory models is state of the art for WN18 and Freebase, achieving especially noteworthy improvements in the Mean Rank metric. TPR binding outperforms circular convolution in every setting with quite low-dimensional embeddings (at most 80d for entities and 25d for relations). It is also competitive with recent models on WN18RR. As well, extending the graph with additional triplets after training yields improvements in all but one case (HM-TPR on Freebase). The inclusion of the memory-completion module substantially improves performance on WordNet relative to \(M_\infty\), on the more stringent evaluation metrics—leading for instance to an 8-point improvement in Hits\_@\_1 for HM-TPR. The implicit binding models substantially outperform explicit binding on Freebase, a fact that is only true on aggregate, with important distinctions arising when entities with different neighborhood sizes are considered. We discuss this in Section 7.

6 Generalizing to new entities

To evaluate HM-\'s ability to generalize exclusively on the basis of aggregated neighborhoods, we introduce a new KBE task in which models make inferences about entities not seen in the training set. Consider the following scenario: a model is trained to complete a given knowledge base, but the knowledge base can be augmented in time not just with new facts about the current set of entities, but also with new entities. It would be desirable to perform inference over these new entities, without re-training the model, once partial information about these entities becomes available. Embedding-based models typically require that a representation for each entity be learned in the course of training. Hence, entities not encountered in the training set cannot be modelled. This creates a scalability problem: the knowledge base cannot be augmented with new entities without additional rounds of gradient descent. In contrast, our networks model entities
by aggregating their links with other entities in the training graph, allowing entities not seen in training (and hence without a learned embedding) to be represented as memory states for unseen entities (Table 4) is far from ceiling.

We built two datasets for knowledge base embedding with generalization (KBEGen) using WordNet (WN18) and Freebase (FB15K). First, a random selection of entities in each database (1500 for WN18, 1000 for FB15K) were randomly held-out, and all triplets not containing these entities were assigned to the training set. The number of entities held out was manually chosen to yield approximately the same training data size as the original datasets (WN18 = 141,442, FB15K = 483,142). Of the remaining triplets, we removed any for which both entities were part of the held-out set, and further split the remaining data into an observed subgraph (2/3), a validation set (1/6), and a testing set (1/6). The observed subgraph was used to construct neighborhoods for each of the held-out entities, which were not trained with any further rounds of gradient descent and did not have trained entity embeddings.

Evaluation We fit the model using the training set. In evaluation, the observed subgraph was used to construct a memory state for each entity in the held-out set using summation of entity-relation bindings in the observed subgraph for the held-out entity. For each test triplet, the memory state was probed using the query relation to rank the held-in entities as candidate neighbors for the modelled entity.

Table 3: Size of the KBC generalization dataset partitions WNGen and FBGen. heldout: # of held-out entities; obs(erved): # of triplets containing held-out entities that were retained for constructing the inference graph. The number of entities held out for each dataset was manually chosen to yield approximately the same training data size as the original datasets (WN18 = 141,442, FB15K = 483,142).

Results. Performance on generating memory states for unseen entities (Table 4) is far from ceil-
ing but well above chance, with a more than 50% accuracy (Hits@1) for the best-performing model on WordNet.\textsuperscript{4} Notably, performance on WordNet improves dramatically from the addition of the validation subgraph during inference, leading to a nearly 10-point increase in accuracy for the best-performing model (CConv+t). Improvements are smaller but reliable for FBGen.

7 Scaling properties

As illustrated in Fig. 4, superposition memories are prone to increased decoding errors as the number of stored vectors increases. This is due to two factors: overlap between relation vectors even when these are linearly independent, and many-to-one nature of relation-entity bindings. Our model balances two competing priorities: (1) including as much information as is relevant for inference; (2) reducing the number of stored entity-relation bindings, which tend to interfere with each other during retrieval.

![Figure 4: TPR memory. Performance of a simulated TPR memory in retrieval of stored bindings of 100 100d "entity" vectors bound to twenty 20d "relation" vectors. For each simulation, we summed $n$ (x-axis) bindings of randomly generated relations to randomly generated entities. Decoding from the TPR degrades as the number of entity-relation bindings increases.

The memory weighting module shoulders the burden of priority number (2), and is effective for this purpose (5). We compared the embedding-based models with weighted explicit binding by considering performance as a function of the size of an entity’s neighborhood (node degree). Explicit binding outperforms direct embedding in WordNet, though both methods are unaffected by neighborhood size. Large differences appear in Freebase, which has a much higher average node degree. Performance in the implicit model is highest in smaller neighborhoods and declines with node degree. With explicit memory construction, however, model performance is higher on nodes with large neighborhoods, peaking at an MRR of .9 for nodes with more than 500 neighbors.

This appears counterintuitive given that higher-degree nodes have more training instances, which might yield higher-quality embeddings in the implicit models. We can explain the result. Consider the simplified scenario of a TPR memory trained to minimize the retrieval error for fixed entity/relation vectors with respect to the embedding $M_{\text{cat}}$, we have:

$$
\mathcal{L} = \mathbb{E} [||e_j - r_i||^2]
$$

$$
= \sum_{i,j} p(r_i, e_j | e_{\text{cat}}) ||e_j - r_i \cdot M_{\text{cat}}||^2
$$

$M_{\text{cat}}$ is optimized\textsuperscript{5} by

$$
M_{\text{cat}} = \sum_{i,j} p(r_i, e_j | e_{\text{cat}}) r_i \otimes e_j
$$

i.e. an expectation-weighted superposition of pairwise vector outer products. In the KBC setting, the distribution $p(r_i, e_j | e_{\text{cat}})$ is uniform over all nonzero entity-relation pairs in the training set, meaning that entities with more neighbors have more nonzero terms in the solution (cf. fig. 4). The learned embedding is thus susceptible to increasing decoding error with increasing neighborhood size.

This result extends quite generally to a large class of models —such as Rescal (Nickel et al., 2011) and HolE (Nickel et al., 2016)—that we can formulate as binding models. For instance, the bilinear scoring function Rescal evaluates triplets by dotting left and right entity vectors with a relation-specific bilinear form $W_r$ in $\mathbb{R}^{d_e \times d_r}$:

$$
\text{score}(e_i, r, e_j) = e_i^T W_r e_j.
$$

For given entity embeddings, the optimal relation embedding is $W_r = \frac{1}{n} \sum^n_{i} e_{\ell,i} \cdot _i \otimes \equiv \frac{1}{n} \sum^n_{i} e_{\ell,i} \otimes e_{r,i}$ for all of the $n$ attested $(e_{\ell,i}, e_{r,i})$ edges involving $r$. This is a superposition of entity pairs bound by the tensor product where, to evaluate candidate links for the query $(e_i, r, \cdot)$, we first retrieve prototypical $r$-neighbor for $e_i$—$e_i \cdot W_r$, which is the weighted sum of all of the entities $e_j$ that $e_i$ occurred with—and then compare each candidate with this prototype. The greater the number of attested neighbors $e_j$, the higher the anticipated retrieval error.

The improvements from comparing explicit versus implicit binding can be attributed to the weighting module’s judicious choice of information to

\textsuperscript{4}Performance with random initialization on WordNet is less than 1%.

\textsuperscript{5}Up to a scaling factor, provided the components of the relation vectors $r_i$ are uncorrelated (i.e. the second moment $\mathbb{E}[r_i r_i^\top] \propto I$). This can be guaranteed by transformation (compare Appendix 1).
Table 4: Results on the KBEGEN task.

| Model  | MR    | MRR   | H@1  | H@3  | H@10 |
|--------|-------|-------|------|------|------|
| WNGen  | CConv | 2386  | .487 | .426 | .527 |
|        | CConv+| 1359  | .487 | .426 | .527 |
|        | TPR∞  | 2127  | .435 | .373 | .476 |
|        | TPR∞  | 1507  | .514 | .448 | .565 |
| TPR∞+  | 2286  | .487  | .426 | .527 | .594 |
| TPR∞+  | 1507  | .514  | .448 | .565 | .624 |
| FBGen  | CConv | 378   | .205 | .130 | .225 |
|        | CConv+| 373   | .207 | .131 | .251 |
|        | TPR∞  | 401   | .252 | .173 | .299 |
|        | TPR∞  | 397   | .263 | .173 | .299 |
| TPR∞+  | 401   | .252  | .173 | .299 | .359 |
| TPR∞+  | 397   | .263  | .173 | .299 | .359 |

Table: MRR for implicit and explicit binding models trained on FB15K averaging over neighborhoods of different sizes (0 to 99 neighbors, 100-199 neighbors, etc.).

Figure 5: Effect of entity neighborhood size on task MRR for the best implicit and explicit binding models in WordNet and Freebase, with neighborhood sizes binned at increments of 2 and 5 respectively. The line of best fit for neighborhood size against MRR is also plotted. Table: MRR for implicit and explicit binding models trained on FB15K averaging over neighborhoods of different sizes (0 to 99 neighbors, 100-199 neighbors, etc.).

include in a particular query. Notably, our results differ from those of Schlichtkrull et al. (2017), who found performance decreases with increasing node degree in a graph convolution-based model, indicating that our approach is promising to pursue in graphs with high mean node degree.

HMem with explicit binding also scales well with the open-world setting of evolving knowledge graphs. We note again that performance almost always increases on WordNet and Freebase when the inference graph is augmented with validation triplets on which the model was not trained. Fig. 6 makes this point dramatically in the context of KBEGen. For entities held out from training, we gradually increased the proportion of the available inference graph—the entirety of which was held out in training—used to predict links from the test set. For both WNGen and FBGen, performance increases when new triplets are added, almost linearly in the case of WNGen. The concavity of the performance from added graph triplets in FBGen is likely not due to diminishing returns from the addition of information about particular entities, but rather to the fact that Freebase entities mostly have small neighborhoods, meaning that gains are felt mainly in the long tail.

8 Conclusion

This article presents a neural model for knowledge base completion that is powerful enough to achieve state of the art results on large databases, and flexible enough to evolve with knowledge base content sans retraining. The approach complements existing neighborhood-aggregation techniques (e.g. graph convolution), with the advantage of interpretable mechanisms: vector binding and memory completion. The results indicate that the model operates well at scale and in an open-world setting.
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identically distributed, with an expected norm of 1,\(^6\) in which case the result the binding-unbinding sequence \(x \ast (x \otimes y) = (1 + \eta)y + \varepsilon\) where \(\eta\) and \(\varepsilon\) are zero-mean and approximately Gaussian noise terms (Plate, 1994, pg 66).

During learning, the entity and relations embeddings evidently depart from these strict conditions—as is desirable, since many of their latent features can and do covary. But to preserve the integrity of the decoding process, we enforce Plate’s distributional constraints by applying a decorrelating transformation to the embeddings.\(^7\) At each step of training or inference, the entity and relation embeddings are concatenated, and the resulting array is centered by calculating the mean embedding \(\mu\) and subtracting it from each embedding. Let \(E\) denote the \((|E| + 2|R|) \times d\) matrix of centered relation and entity embeddings. We calculate the empirical covariance matrix of the embeddings \(\Sigma_{\text{emp}}\) and regularize it to produce an estimate \(\hat{\Sigma}\).

\[
\Sigma_{\text{emp}} = \frac{1}{|E| + 2|R|} EE^\top
\]
\[
\hat{\Sigma} = (1 - \alpha)\Sigma_{\text{emp}} + \alpha I
\]

\(\alpha\) was set to .2. The regularized estimate of the covariance is then used to calculate the precision matrix \(\hat{\Sigma}^{-1}\) for the centered embeddings. This defines a whitening transformation for any embedding \(v\), obtained by centering the vector and then post-multiplying it with the square root of the precision matrix, divided by \(\sqrt{d}\) to ensure a variance of \(\frac{1}{d}\) in every direction:

\[
\hat{v} = \frac{1}{\sqrt{d}}(v - \mu)\hat{\Sigma}^{-\frac{1}{2}}
\]

where \(\mu\) is the average of all entity and relation vectors. The resulting distribution of transformed embeddings is approximately spherical with variance \(\frac{1}{d}\) and an expected norm of 1. When this transformation is applied to all vectors involved in binding and unbinding, Plate’s conditions are met.

\section{Appendix 2: Ablation}

To evaluate the role of each model component, we ablated (1) the memory-completion operation, in which case the network’s goal is to obtain held-out links as weighted sums of known links, and

\(^6\)This can be guaranteed by setting the componentwise variance of the input vectors to \(\frac{1}{d}\).

\(^7\)Early experiments confirmed that applying decorrelation improved performance with the CConv model.
(2) conditioning the weight matrix in Eqn. 8 on the location of the input memory $M_i$. Ablation (1) is implicit in setting the hyperparameter $\lambda = \infty$. We performed ablation (2) by keeping the weight matrix constant across all choices of $M_i$, completing the memory using Eqn. 8 where $W_i$ is set to $W_{\text{global}}$.

Results The results of ablation (1) on the primary models are discussed in the main text. Ablation of the conditional weight matrix substantially performance with the convolution models, so that the best-performing models are those where $W_i$ is recomputed for each $M_i$ (Table 5). Ablated TPR models performed slightly better on Freebase, while on WordNet showed better performance on the Mean Rank metric, but were substantially outperformed by unablated TPR models on the key evaluation metrics, MRR and Hits@1, generally understood as the final arbiters of model performance. Interestingly, in contrast to the main results, where adding the validation graph to the TPR model improved performance on Freebase, doing so with the global weight matrix is marginally harmful.