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Abstract. In this paper, a new pseudo-random number generator (PRNG) based on improved one-dimensional discrete-space chaotic map is proposed. Like the original, the improved map relies on bijective mapping of permutations and natural numbers. Instead of using standard Lehmer code, we use a mapping computable in linear time, which significantly speeds up the PRNG. Results of NIST 800-22 test suite and TestU01 test suite confirm that the proposed approach can be used for generation of pseudo-random numbers. Due to discrete nature of used chaotic map, the proposed PRNG is not influenced by dynamical degradation and has virtually unlimited key space. Proposed approach has much better ratio between required memory and security level than previous secure one-dimensional discrete-space chaotic PRNGs. Also, proposed PRNG is much faster than other secure PRNGs of the same type. Satisfactory speed and small memory requirements indicate that proposed PRNG has properties desirable for use in devices with limited memory space, such as wireless sensor networks.

1. Introduction

In many fields, such as simulation, numerical analysis, computer programming, decision making, entertainment and cryptography, random input is needed [1]. Generation of random numbers is particularly important in cryptography, because random numbers are used in various phases of cryptographic algorithms for generation of cryptographic keys, initialization vectors for symmetric encryption, passwords, nonce generation etc [2]. Users of cryptographic systems should have access to perfect randomness in order to achieve high level of security, but this is not possible in most realizations of contemporary ciphers. For this reason, great number of cryptographic systems are based on Pseudo-Random Number Generators (PRNGs). Some of the widely used PRNGs are Mersenne Twister [3], Blum Blum Shub [4] and Linear congruential generator [5]. However, many of the proposed PRNGs can not achieve sufficient randomness, or have other issues, which causes serious security problems of the dependent cryptosystems. For example, output of the Mersenne Twister can be predicted based on observation of 624 iterates [6].

In recent years, there were many examples of using chaos for generation of random numbers. Unfortunately, most of existing chaos-based PRNGs and image encryption algorithms can not achieve sufficient randomness and security due to problems such as inadequate selection of underlying chaotic system [7, 8].
In many PRNGs secret key is used as the control parameter of the chaotic map. Inappropriate design of its relationship with these parameters might lead to the loss of chaotic properties. There are many examples of cryptographically insecure PRNGs based on chaotic maps.

For example, initial value of chaotic map is used as a secret key in PRNG based on multi-modal maps [9], but unfortunately existence of fixed points in the multi-modal map results in a certain number of weak keys [10]. Inadequate selection of interval for control parameters of quantum chaotic map in PRNG [6] resulted in 99 percent of keys being weak [11]. PRNG based on the Chen chaotic system [12] suffers from dependence among output values of chaotic system which results in a smaller key space [13]. There are some other examples of chaos-based PRNGs in which used chaotic map is not the main cause of low security, but inadequate design of a PRNG. For example, initial condition and control parameter of the PRNG based on pseudorandomly enhanced logistic map [14], are obtained from the secret key. However, great number of different values of secret key produce same initial conditions of chaotic map due to inadequate design of this PRNG. Therefore, there is approximately $2^{50}$ equivalent secret keys, which makes this PRNG non-resistant to brute-force attack [15].

Low-dimensional chaotic maps have certain advantage over high-dimensional chaotic maps due to their characteristics desirable for cryptography such as simple structure and relatively easy implementation [14]. On the other hand, low-dimensional chaotic maps can be susceptible to some attacks which are not applicable on high-dimensional chaotic maps. For example, simple one-dimensional chaotic maps are vulnerable to the attacks based on nonlinear prediction method [16]. These PRNGs are usually tested for randomness, often with positive outcome. However, this does not necessarily mean that their use in cryptographic applications is safe [8].

For above mentioned reasons, it is desirable to develop new PRNGs based on one-dimensional chaotic maps which have high security level, sufficient for the use in cryptographic systems, which corresponds to the length of the secret key. Recently, PRNG based on one-dimensional discrete-space chaotic map was proposed [17]. This PRNG can achieve very high security level which almost corresponds to the length of the used key, but this security is gained at the expense of speed. In this paper, new PRNG based on improved one-dimensional discrete-space chaotic map [18] is proposed, which has very high security level and is considerably faster than previous PRNG [17].

Main contributions of this paper are:

- Proposed PRNG is based on new chaotic map [18] which is not used before in PRNGs of similar type. Consequently, effect of using this map for generation of pseudo-random numbers are not previously analyzed.

- Speed of chaotic map [18] is significantly improved by using different bijective coding of permutations.

- New fully discrete PRNG is proposed which preserves all advantages of its predecessor [17] but at the same time increases speed of generation without a negative influence on security which was a disadvantage of previous PRNG of this type.

The organization of the paper is the following. In Section 2, an improved composition based discrete chaotic map, is presented. New PRNG is proposed in Section 3. Randomness of the proposed PRNG is analyzed in Section 4. Evaluation of performance and security of the proposed PRNG is conducted in Section 5. Conclusions are drawn in Section 6.

2. Improved composition based discrete chaotic map

Let $P = p_0 p_1 p_{n-2} p_{n-1}$ be a permutation of elements $0, 1, \ldots, n - 1$ and $P^r = p_{n-1} p_{n-2} \ldots p_1 p_0$ its reverse permutation.

Two permutations $f$ and $g$ of the same elements can be composed, yielding a new permutation $h = f \circ g$ such that for each $x$ it holds $h(x) = f(g(x))$. 

We consider permutations of elements $0, \ldots, n-1$. Denote the set of all such permutations by $S_n$. Permutations can be represented by integers using a bijective mapping $l : S_n \to \{0, 1, 2, \ldots, n! - 1\}$ called Lehmer code [19], which is defined by:

$$l(P) = \sum_{0 \leq i < n} c_i \cdot (n - 1 - i)!$$

where $P \in S_n$ and $c_i$ is the cardinality of $\{j | i > j \wedge p_i < p_j\}$. The computation of Lehmer code and its inverse $l^{-1}$ is described by Algorithms 1 and 2. Division used in 2 is integer division.

**Algorithm 1:** Algorithm for computation of the Lehmer code

**Input:** Permutation $P = p_1p_2, \ldots, p_{n-1}$

**Output:** Lehmer code $l$

$$l \leftarrow 0$$

for $i = 0, \ldots, n-1$

$$c_i \leftarrow |\{j | i > j \wedge p_i < p_j\}|$$

$$l \leftarrow l + c_i \cdot (n - 1 - i)!$$

end

**Algorithm 2:** Algorithm for computation of the inverse of the Lehmer code

**Input:** Number $x$ from $\{0, \ldots, n! - 1\}$

**Output:** Permutation $l^{-1}(x) = p_0p_1 \ldots p_{n-1}$

for $i = 0, \ldots, n-1$

$$c_i \leftarrow (x \mod (n - i)!)/(n - 1 - i)!$$

$$q_i \leftarrow i$$

end

for $i = 0, \ldots, n-1$

$$p_i \leftarrow q_i$$

for $i = c_i, \ldots, n-2$

$$q_i \leftarrow q_{i+1}$$

end

end

Let $\lfloor y \rfloor$ denote a function which maps a real number $y$ to the largest integer less than or equal to $y$. Let $\sin(y)$ denote implementation of trigonometric sine function in C++ programming language. Let $\pi = 3.1415926535897932$ denote the constant which represents the value of $\pi$ rounded to 16 decimal places. In paper [20] the original version of one-dimensional discrete chaotic map is proposed by

$$X_{i+1} = X_i \circ f(X_i, C)$$

where $X_i, C \in S_n$ and $f : S_n \to S_n$. For $x_i = l(X_i)$ and $c = l(C)$, we obtain:

$$x_{i+1} = l[l^{-1}(x_i) \circ f(l^{-1}(x_i), l^{-1}(c))]$$

where $x_i, c \in \{0, 1, 2, \ldots, n! - 1\}$ and $f : S_n \to S_n$. In the original version of chaotic map special case $f(X_i, C) = l^{-1}([l(C \circ X_i) - l(C \circ X_i')]$ is used [20]. Afterwards, improvement of this chaotic map is proposed in paper [18]. In this paper, we use the special case proposed in paper [18] where

$$f(x_i, c) = l^{-1}(\sin(\frac{\pi}{2} \cdot (x_i \cdot \frac{n!}{n! - 1} + \frac{c + 1}{n! + 1}) \cdot (n! - 1))).$$

(3)
Combining (1) and (3) we obtain map $F_n : \{0,1, \ldots, n! -1\} \rightarrow \{0,1,2,\ldots, n! -1\}$ defined by:

$$F_n(x) = l(l^{-1}(x)) \circ l^{-1}(\lfloor \frac{n}{2} \cdot \frac{x}{n! - 1} + \frac{c + 1}{n! + 1} \rfloor \cdot (n! - 1) \rfloor).$$  \hfill (4)

In order to further improve this chaotic map from the aspect of speed, in this paper we propose use of different bijective coding instead of Lehmer code. Computation time of Lehmer code according to its definition is quadratic in $n$. Since our map only requires a bijection between sets $S_n$ and $\{0,1, \ldots, n! -1\}$, which need not be specifically the Lehmer code, we substitute it by a different bijective coding of permutations which works in linear time [34], which will speed up the computation of the map. Coding and decoding of permutation from paper[34] are described by Algorithms 3 and 4.

**Algorithm 3:** Algorithm for computation of the permutation code according to [34]

**Input:** Permutation $P = p_1p_2, \ldots, p_{n-1}$

**Output:** Permutation code $l$

```
l \leftarrow 0 \quad m \leftarrow 1

\text{for } i = 0, \ldots, n-1 \text{ do}
  \quad q_i \leftarrow i \quad r_i \leftarrow i
\text{end}

\text{for } i = 0, \ldots, n-1 \text{ do}
  \quad l \leftarrow m \cdot r_p
  \quad m \leftarrow m \cdot (n-i)
  \quad r_{q_{n-1-i}} \leftarrow r_{p_i}
  \quad j \leftarrow r_{p_i}
  \quad q_j \leftarrow q_{n-1-i}
\text{end}
```

**Algorithm 4:** Algorithm for permutation decoding according to [34]

```
\text{Input:} \text{ Number } x \text{ from } \{0, \ldots, n! - 1\}

\text{Output:} \text{ Permutation } l^{-1}(x) = p_0p_1 \ldots p_{n-1}

\text{for } i = 0, \ldots, n-1 \text{ do}
  \quad q_i \leftarrow i
\text{end}

\text{for } i = 0, \ldots, n-1 \text{ do}
  \quad j \leftarrow x \mod (n-i)
  \quad p_i \leftarrow q_j
  \quad q_j \leftarrow q_{n-1-i}
  \quad x \leftarrow x/(n-i)
\text{end}
```

In order to demonstrate the manner in which this map functions, simple example of one iteration is provided. Let $n = 8$, $c = 1$ and $x_0 = 29$. By inverse bijective coding [34] $x_0 = 29$ is converted to permutation of $n = 8$ elements $X_0 = (5, 3, 0, 7, 4, 6, 2, 1)$. Based on equation 3 we obtain that $f(x_0, c) = l^{-1}(48)$ that is $f(X_0, C) = (0, 6, 7, 5, 4, 3, 2, 1)$. Based on equation 1 we obtain $X_1 = (3, 5, 0, 1, 4, 2, 7, 6)$ which is converted by bijective coding [34] to the value of first iteration $x_1 = 35659$.

Although the chaotic behaviour of the original and improved maps, demonstrated in papers [18, 20], is expected to apply to this version of chaotic map too, further verification is needed in order to demonstrate that change of bijective coding did not deteriorate chaotic behavior. In cobweb plot diagram for
Values of discrete Lyapunov exponents $\lambda_{F_n}$ of this version of chaotic map are calculated according to procedure described in [20, 21]. In Table 1, we present minimum, mean, and maximum values of discrete Lyapunov exponents for several values of $n$. Data from Table 1 show that values of $\lambda_{F_n}$ are greater than 0 and that they increase when $n$ increases which indicates that this version of the map is also discretely chaotic [21].

| $n$ | $\text{min } \lambda_{F_n}$ | $\text{mean } \lambda_{F_n}$ | $\text{max } \lambda_{F_n}$ |
|-----|-----------------|-----------------|-----------------|
| 4   | 1.75            | 2.01            | 2.44            |
| 5   | 2.97            | 3.26            | 3.48            |
| 6   | 4.58            | 4.72            | 4.90            |
| 7   | 6.20            | 6.32            | 6.45            |

The 0-1 test [22] was also conducted. For different values of $n$, we averaged 1000 values of test statistic $K$, each computed for a sequence of length 1000 (as recommended by the author of the test implementation). Average values of $K$ statistic for different values of $n$ are presented in Table 2. This test is not completely suitable for smaller values of $n$ because of requirement for 1000 iterations. Space of this discrete-space chaotic map for smaller $n$ is too small (only $n!$ elements) so it is expected that short cycles will occur. This explains why average value of $K$ for $n \leq 7$ is relatively low. For larger $n$, value of $K$ increases and is very close to ideal value of 1 which indicates that this version of the map is also chaotic [22].

One must note that for values of $n$ greater than 19, standard sine function from C++ programming language should not be used, but a modified version which supports precision corresponding to used integer numbers.

3. The proposed pseudo-random number generator

New pseudo-random number generator is proposed, which relies on composition based discrete chaotic map (eq. 4). It’s parameters are the same as for the chaotic map – $n$, $x_0$, and $c$. Values of $n$ lower than 8 presented in Figure 1, qualitative behavior of this version of chaotic map is shown.
should not be used, since they result in sets $S_n$ of too small cardinality [20]. The proposed pseudo-random number generator is described by the following algorithm:

1. Select the value for $n$ greater than 0. Select the values of $x_0$ and $c$ from $\{0, 1, 2, ..., n-1\}$. Compute $u = \lfloor \log_2(n!) \rfloor$ and set $i$ to 0.
2. Assign $v_0 = i$ and $v_{j+1} = v_j / n$! (integer division is used), for each $0 \leq j \leq J$, where $J = \lfloor \log_2(n!) \rfloor$.
3. Compute $s = \left( x_i + \sum_{j \geq 0} v_j \right) \mod n!$
4. Set $x_{i+1} = F_n(s)$
5. Compute bits $\beta_0 \beta_1 ... \beta_u$ of $x_i$, bits $\beta'_0 \beta'_1 ... \beta'_u$ of $x_{i+1}$, and bits $\gamma_0 \gamma_1 ... \gamma_u$ of $c$.
6. Compute $\alpha_k = \beta_k \oplus \beta'_k \oplus \gamma_k$ for each $0 \leq k \leq u - 4$ (4 most significant bits are discarded).
7. Output sequence $o$ of $u - 3$ bits and increment $i$ by one.
8. If required number of bits is generated, stop. If not, jump to step 2.

4. Randomness analysis

In order to validate whether some PRNG is able to produce pseudo-random sequence, libraries of statistical tests such as NIST and TestU01 test suites are used. Aim of these tests is to establish whether sequences produced by some random number generator suffer from some of the perceived regularities which will distinguish these sequences from ideally random sequences. Therefore, if some PRNG passes these tests successfully, then we can consider that it is resistant to most of attacks based on statistical regularities.

However, such tests have certain limitations and therefore we can not claim that every PRNG which passes these tests is completely secure or that every PRNG which fails these tests is not random. First of all, these tests are based on list of the perceived regularities which is not final, so new tests are progressively developed in order to prevent new attacks. Also, these tests can report false-positives results with much higher probability than expected [23]. Some tests included in NIST test suite always fail when very large number of sequences is tested [23]. TestU01 also suffers from some limitations, most important being that it accepts inputs of only 32 bits. In some cases TestU01 is more sensitive to flaws in the most-significant bits so it is recommended to repeat testing with reversed bits [24].

Also, passing these type of tests does not guarantee security of PRNG from all cryptographical aspects [8]. Further analysis of PRNGs in regards of key space and other aspects of its application in secure cryptographic systems is needed before we can claim that some PRNG is secure. However, statistical testing with test suites such as NIST and TestU01 must be considered as important first step in security analysis of PRNGs.

4.1. NIST 800-22 test suite

A commonly used library of randomness tests for bit sequences is NIST test suite [25]. One way to use NIST library to evaluate randomness of a RNG is to run all statistical tests on several sequences generated by the RNG and to compute the fraction of sequences that pass each test. In order to establish randomness the fraction should be from the interval

$$ (1 - \alpha) \pm 3 \sqrt{\frac{\alpha}{n}} $$

(5)
where $\alpha = 0.01$ and $n$ is the number of sequences. The tests were performed using 1,000 sequences of 1,000,000 bits each. The sequences were generated by the proposed PRNG using parameter value $n = 20$. The results are shown in Table 3.

| Test name                              | Proportion of successful sequences | Result  |
|----------------------------------------|-----------------------------------|---------|
| Approximate entropy                    | 0.989                             | Success |
| Frequency within a block               | 0.992                             | Success |
| Cumulative sums                        | 0.989                             | Success |
| Discrete Fourier transform             | 0.990                             | Success |
| Frequency                              | 0.990                             | Success |
| Longest run in a block                 | 0.991                             | Success |
| Non-overlapping template               | min 0.981, max 0.997              | Success |
| Overlapping template                   | 0.987                             | Success |
| Random excursions                      | min 0.982, max 0.989              | Success |
| Random excursions variant              | min 0.986, max 0.995              | Success |
| Binary matrix rank                     | 0.992                             | Success |
| Runs                                    | 0.991                             | Success |
| Serial                                  | 0.993                             | Success |
| Linear complexity                      | 0.994                             | Success |
| Maurer’s universal                     | 0.986                             | Success |

Several tests are actually families of subtests, so in Table 3 the minimum and maximum fractions are given. Those are random excursions (8 tests), random excursions variant (18 tests), and non-overlapping template (148 tests). As the Table 3 shows, the proposed PRNG passed all NIST statistical tests, since the fractions are within the interval given by the equation 5.

4.2. TestU01 test suite

TestU01 is a library of statistical test designed to evaluate randomness of number sequences [28]. Specifically, for binary sequences three batteries of tests are available – Rabbit, Alphabit and BlockAlphabit. In our tests, one sequence of 30,000,000 bits and another one of 1,000,000,000 bits are used. Tests commonly rely on sequence of size of nearly 30,000,000 [29], but we include a longer one for more stringent testing.

In the literature there are various methodologies for interpretation of results of TestU01. In paper [28], in which this test suite was introduced, $p$-values outside the interval $[10^{-10}, 1 - 10^{-10}]$ are considered as a complete failures while $p$-values from intervals $(10^{-10}, 10^{-3})$ and $(10^{-10}, 1 - 10^{-10})$ are considered as questionable. In paper [30] more stringent bounds for $p$-values are used. Test with $p$-value outside the interval $[10^{-9}, 1 - 10^{-9}]$ is considered as clear failures while $p$-values from intervals $(10^{-9}, 10^{-3})$ and $(1 - 10^{-3}, 10^{-9})$ required additional testing. Additional testing consists of five retests on different sequences. If $p$-value from intervals $(10^{-9}, 10^{-3})$ and $(1 - 10^{-3}, 1 - 10^{-5})$ is obtained more than once, it is considered as a failure otherwise generator pass test. Values in interval $[10^{-3}, 1 - 10^{-3}]$ were considered a success.

To generate the sequences, the proposed PRNG was used with parameter values $n = 26, c = 0, x_0 = 0$. The outcomes of the tests are given in Table 4 and they show that the proposed PRNG passes all tests regardless of methodology used to interpret results of testing. However, due to its completely discrete nature and discrete space with variable number of elements which depends on parameter $n$, for smaller $n$, space on which chaotic map function is also smaller which can cause occurrence of short orbits. Therefore, there is bigger chance of clear fail when longer sequences are tested for smaller $n$. 
Table 4: Results for the TestU01 statistical tests for bit sequences

| Battery          | Sequence length | Result |
|------------------|-----------------|--------|
| Rabbit           | $10^9$          | Success|
| Rabbit           | $3 \cdot 10^7$  | Success|
| Alphabit         | $10^9$          | Success|
| Alphabit         | $3 \cdot 10^7$  | Success|
| BlockAlphabit    | $10^9$          | Success|
| BlockAlphabit    | $3 \cdot 10^7$  | Success|

Table 5: Results for the TestU01 statistical tests for floating point number sequences

| Battery          | Sequence length | Result |
|------------------|-----------------|--------|
| SmallCrush       | $2^{29}$        | Success|
| Crush            | $2^{35}$        | Success|
| BigCrush         | $2^{38}$        | Success|

Although this PRNG is fully discrete and it is not intended for generation of decimal numbers between 0 and 1, but only for generation of bits, we have converted obtained sequence of bits based on parameter values $n = 30, c = 0, x_0 = 0$ into sequence of numbers between 0 and 1 in order to further validate randomness of this generator by testing it with SmallCrush, Crush, and BigCrush batteries. Floating point numbers between 0 and 1 were obtained by generating 32 bits by the generator and dividing the corresponding integer by the range of 32-bit integers. The tests themselves determine the length of the sequences being tested. The outcomes of the tests are given in Table 5 and they show that the proposed PRNG passes all tests.

5. Performance and security analysis

In this section, evaluation of performance and security of the proposed PRNG based on improved one-dimensional chaotic map is presented. Proposed PRNG is compared with existing PRNGs with emphasis on previous approach which uses composition based discrete chaotic map [17]. For comparison with the proposed approach, we choose PRNGs with following properties:

1. they are based on one-dimensional chaotic maps,
2. they are not successfully cryptanalyzed,
3. enough information on their security is available,
4. the key space of at least one of their examples is greater than $2^{128}$.

To our knowledge, only chaos based PRNGs [17, 31, 32] meet all the criteria. Unfortunately, the information on some features of some of the PRNGs that we use in comparison is not available. However, for each feature there is at least one generator with available information, which still allows us to evaluate our PRNG against already existing ones.

5.1. Dynamical degradation

Most of the chaotic maps have real domain with infinite precision. However, when these maps are implemented in digital devices with finite precision, problem of dynamical degradation occurs. In order to avoid this problem, some approaches use higher precision for representation of continuous values, but in this way effect of dynamical degradation is only mitigated but not completely solved [17].

PRNG proposed in paper [31] have continuous space domain and is therefore susceptible to dynamical degradation. The proposed PRNG and approaches from papers [17, 32] are all based on discrete-space chaotic maps. For this reason, discretization of continuous values is not used and the process of pseudo-random number generation is not affected by dynamical degradation.
5.2. Key space and security analysis

Secret key of the proposed PRNG consist of initial value $x_0$ and parameter $c$. Because $x_0$ and $c$ are chosen from the set $\{0, 1, 2, ..., n! - 1\}$, the proposed PRNG can generate $n! \cdot n!$ different pseudo-random sequences. Value of $n$ can be any positive integer and therefore key space of the proposed PRNG is virtually unlimited. In PRNGs based on continuous-space chaotic maps, size of key space is based on precision of floating-point numbers which are used as parameters of chaotic maps. PRNGs based on discrete-space chaotic map proposed in [17, 32] have virtually unlimited key space, just like the proposed method. Although PRNGs based on continuous-space chaotic maps usually have limited key space, method presented in [31] also uses permutations of variable size and therefore has virtually unlimited key space.

Although the proposed PRNG and methods from papers [17, 31, 32] all have virtually unlimited key space and consequently virtually unlimited level of security, these methods achieve same key space and security level at different cost of required memory. Example of PRNG presented in paper [32] have 16 rounds of computation and use initial vector (permutation) with $n = 1024$ elements requiring $N = n \cdot \log_2(n) = 10240$ bits of memory space in order to achieve key space of $2^{213}$ pseudo-random sequences. Example of PRNG presented in paper [31] have 18 rounds of computation and use initial vector (permutation) with $n = 2048$ elements requiring $N = 22528$ bits of memory space in order to achieve key space of $2^{400}$ pseudo-random sequences. We must note that it is assumed that key space of both PRNGs corresponds to their security level.

Security level of PRNG proposed in paper [17] depends on number of output bits $b$ produced in each iteration. When value of $b$ is greater, mentioned PRNG operates faster but with lower security level. When $b$ is smaller, this PRNG has higher level of security but at the expense of speed. If we consider the case when $b = \frac{\log_2(n!)}{2}$ which represents medium level of speed and security, then permutations with $n = 90$ elements and 630 bits of memory space are required in order to achieve security level of approximately $2^{459}$. If we consider the case when $b = 1$, then the highest level of security of $2 \cdot n! \cdot (n-1)!$ is achieved, which is nearly the same as key space of $n! \cdot n!$ different pseudo-random sequences. In this case, for PRNG from [17] to achieve key space of roughly $2^{428}$ distinct bit sequences and, hence, the security level of $2^{428}$ the permutation of only $n = 50$ elements suffices and such a permutation can be stored within just 300 bits.

Security of the proposed PRNG does not depend on any parameter (except for $n$) and is equal to its key space. Proposed PRNG also requires only 300 bits for permutation with only $n = 50$ elements in order to achieve key space of approximately $2^{428}$ which corresponds to its security level.

Based on the above considerations we can conclude that under same memory requirements the proposed method can achieve greater key space and security level than other PRNGs used for comparison. In other words, the proposed approach can achieve same security level with less memory. Compared to most secure version of PRNG [17], proposed approach is slightly better regarding achieved security and required memory, while it is much better compared to medium level secure version of PRNG [17]. In comparison with approaches from papers [31, 32], proposed approach requires significantly less memory in order to achieve similar key space and security level. Low memory requirement is an important advantage of the proposed PRNG in case of devices with small memory. Weak keys do not exist for the proposed PRNG thanks to chaotic map which does not have fixed points [18] and thanks to the mechanism of switching from one orbit to another, present in the design of PRNG, which serves the purpose of avoiding short cycles.

5.3. Key sensitivity analysis

Our assessment of sensitivity with respect to the parameters $x_0$ and $c$ relies on the Pearson correlation coefficient. The test is performed by generating two pseudo-random sequences $z = [z_0, ..., z_{N−1}]$ and $y = [y_0, ..., y_{N−1}]$ using the same value of one parameter and two neighboring values of the another parameter. The Pearson correlation coefficient is defined by:

$$
\rho_{xy} = \frac{\sum_{i=0}^{N-1} (z_i - \bar{z}) \cdot (y_i - \bar{y})}{\sqrt{\sum_{i=0}^{N-1} (z_i - \bar{z})^2} \cdot \sqrt{\sum_{i=0}^{N-1} (y_i - \bar{y})^2}} \tag{6}
$$
where it holds $\bar{z} = \sum_{i=0}^{N-1} z_i/N$ and $\bar{y} = \sum_{i=0}^{N-1} y_i/N$. If the correlation coefficient is 0, meaning no correlation between the sequences, we can conclude that the generator is very sensitive to small changes of parameter values. To test sensitivity of the generator with respect to $x_0$, we set $c$ to 0, and for $x_0$, we used values 1000 and 1001 to generate sequences $z$ and $y$, respectively ($N = 1,000,000$, $n = 20$). Correlation coefficient obtained was $\rho_{zy} = -0.0008$. Therefore, the proposed generator is highly sensible to small changes of $x_0$. To test sensitivity of the generator with respect to $c$, we set $x_0$ to 1000 and for $c$ we used values 0 and 1 are used to generate sequences $z$ and $y$ respectively ($N = 1,000,000$, $n = 20$). The correlation coefficient obtained was $\rho_{zy} = -0.0009$, demonstrating that the proposed generator is highly sensible to small changes of $c$, too. References [17, 31, 32] also report high key sensitivity.

5.4. Cycle length

PRNGs should have cycles of great length in order to enable smooth functioning in an unspecified period of time which sometimes can be very long. Unfortunately, many of the previous chaos-based PRNGs do not have estimated cycle length. Their periodicity was assessed on considerably short bit sequences – of length smaller than $2^{40}$. However, cycles should be much longer if PRNG is intended for purposes for which great amount of random data is needed.

Cycle length of the proposed PRNG is approximately $(u - 3) \cdot (n!)^J$ where $J = \lfloor \log_{10}(n) \rfloor$. For example, if $n = 128$, $u = 61$ and $J = 28$, the proposed PRNG can produce cycle length of approximately $2^{20039}$ bits by using only 896 bits of memory space. PRNG [17] can achieve similar cycle length. In order to achieve the cycle length of $2^{19937} - 1$ Mersenne Twister needs 624 words of memory for its seeds [3].

5.5. Running speed

In existing literature, different levels of random number generation speed are achieved. For example commercial quantum random number generator ID Quantique QUANTIS can generate 4 Mbit/s [33]. Literature on chaos-based PRNGs reports speed from significantly less than 1 Mbit/s up to few thousands of Mbit/s which are usually measured on processors with about 2.0 GHz. Unfortunately, most PRNGs based on one-dimensional chaotic maps (and many others) either do not have a sufficient level of security or there is no sufficient information which could confirm their safety. For PRNGs [31, 32] running speed is not reported. For this reason we have implemented both generators in order to measure their speed. Examples from papers [31, 32] are used but with smaller number of iterations $T$ due to fact that great number of iterations required by these methods significantly reduces their speed, but we took care that choice of $T$ does not result in very low level of security.

All of our experiments were performed on AMD Opteron 6168 1.9GHz processor machine. PRNG [17] has different security levels and speed depending on parameters $n$ and $b$. Because this PRNG uses quadratic implementation of Lehmer code, speed decreases for larger $n$. For fairness, smaller value of $n$ will be used for comparison presented in Table 6. Three versions of this PRNG with different security levels will be considered. Medium level of security is achieved for $b = 10$, for which PRNG [17] has speed 3.36 Mbit/s. At lower security level, for $b = 20$, PRNG [17] can generate 6.65 Mbit/s. When security is priority, for $b = 1$, PRNG [17] can generate 0.34 Mbit/s.

The proposed PRNG for $n = 10$ can achieve speed of 24.45 Mbit/s, which is more than 3.6 times faster than least secure (and fastest) version of PRNG [17]. For larger $n$, proposed PRNG achieves even greater speed. For $n = 15$, proposed PRNG generates 31.27 Mbit/s, while for $n = 20$ it generates 34.18 Mbit/s. The proposed PRNG is 70 times faster than most secure version of PRNG [17], which has similar security level.

The data from Table 6. shows that proposed PRNG is much faster than methods from papers [17, 31, 32] and has satisfactory ratio between speed and security.

6. Conclusion

Simple structure and possibility of relatively easy implementation of low-dimensional chaotic maps are desirable characteristics in cryptography. Unfortunately, great number of chaos-based PRNGs do not have satisfactory level of security in order to be used for cryptographic purposes. Therefore, development of
Table 6: Comparison of reported speeds of chaotic PRNGs

| PRNG in [32] (T=9) | n  | Security level | Speed (Mbit/s) |
|-------------------|----|----------------|----------------|
| PRNG in [31] (T=5) | 1024 | 2^{120} | 1.99 |
| PRNG in [31] (T=5) | 2048 | 2^{111} | 5.36 |
| Least secure PRNG in [17] | 10 | 2 | 6.65 |
| Medium secure PRNG in [17] | 10 | 2^{12} | 3.36 |
| Most secure PRNG in [17] | 10 | 2^{41} | 0.34 |
| The proposed PRNG | 10 | 2^{42} | 24.45 |
| The proposed PRNG | 15 | 2^{80} | 31.27 |
| The proposed PRNG | 20 | 2^{122} | 34.18 |

PRNG based on low-dimensional chaotic maps with high security level is interesting subject. There are previous examples of secure PRNGs, but high security in these approaches usually comes at the expense of some other important characteristics such as speed or required memory.

In this paper, a new PRNG based on improved one-dimensional discrete-space chaotic map is proposed. Instead of using standard Lehmer code, we use a mapping computable in linear time, which significantly speeds up the PRNG. Results of NIST 800-22 test suite and TestU01 test suite verify randomness of the sequences generated by the proposed PRNG. The proposed PRNG preserves all good characteristics of previous discrete-space approaches such as resistance to dynamical degradation, virtually unlimited key space and great cycle length while improving problematic features of this type of PRNGs.

The proposed PRNG has much better ratio between required memory and security level, compared to previous examples of secure one-dimensional discrete-space chaotic PRNGs. Also, the proposed PRNG achieves much greater speed compared to other PRNGs of this type with same security level. Satisfactory speed and small memory requirements in combination with high security make proposed PRNG usable in wireless sensor networks and other devices with limited memory space.
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