Disorder-controlled relaxation in a three-dimensional Hubbard model quantum simulator
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Understanding the collective behavior of strongly correlated electrons in materials remains a central problem in many-particle quantum physics. A minimal description of these systems is provided by the disordered Fermi-Hubbard model (DFHM), which incorporates the interplay of motion in a disordered lattice with local interparticle interactions. Despite its minimal elements, many dynamical properties of the DFHM are not well understood, owing to the complexity of systems combining out-of-equilibrium behavior, interactions, and disorder in higher spatial dimensions. Here, we study the relaxation dynamics of doubly occupied lattice sites in the three-dimensional DFHM using interaction-quench measurements on a quantum simulator composed of fermionic atoms confined in an optical lattice. In addition to observing the widely studied effect of disorder inhibiting relaxation, we find that the cooperation between strong interactions and disorder also leads to the emergence of a dynamical regime characterized by disorder-enhanced relaxation. To support these results, we develop an approximate numerical method and a phenomenological model that each capture the essential physics of the decay dynamics. Our results provide a theoretical framework for a previously inaccessible regime of the DFHM and demonstrate the ability of quantum simulators to enable understanding of complex many-body systems through minimal models.
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I. INTRODUCTION

Strong disorder and interactions are known to give rise to the celebrated Anderson and Mott metal-insulator transitions. In an Anderson insulator, a random spatial potential localizes noninteracting particles through destructive interference [1,2], while for a unit-filled Mott insulator, strong repulsive interactions create an energy gap that prevents particle motion [3]. The combined presence of disorder and interactions in many physical systems poses the open challenge of understanding the interplay between these vastly different localization mechanisms [4,5]. The development of highly tunable and isolated quantum simulators, such as ultracold atoms trapped in optical lattices, has created new opportunities to experimentally study this long-standing problem using a minimal model combining both elements: the disordered Fermi-Hubbard model (DFHM) [6].

A potential result of combined disorder and interactions in isolated systems is many-body localization (MBL), in which relaxation to thermal equilibrium is prevented by sufficiently strong disorder [7–10]. Despite a concerted theoretical effort in recent years and several experimental results for one-dimensional chains [11–14], many questions still remain regarding the nature of this phenomenon. This shortcoming is especially true for systems with more than one spatial dimension, although initial experimental studies with atoms in two- and three-dimensional optical lattices have also observed slow dynamics consistent with MBL [15–17].

Another mechanism that can suppress relaxation emerges in the strongly interacting regime of the DFHM: the formation of quasibound doubly occupied sites (i.e., doublons), which slowly decay in a clean lattice through high-order processes that generate many low-energy excitations [18,19]. The effect of disorder on doublon relaxation is largely unexplored. Reconciling the interplay of slow dynamics caused by doublon binding and disorder-induced localization is critical to obtaining a more complete understanding of thermalization in the DFHM, including the possibility of MBL. However, advancing this frontier demands exploring the highly nontrivial regime characterized by comparable disorder and interaction energies.

Here, we investigate how strong interactions and disorder compete and cooperate to affect the far-from-equilibrium dynamics of the three-dimensional (3D) DFHM. Using a quantum simulator of fermionic atoms in an optical lattice, we perform measurements of doublon relaxation following...
an interaction quench and use the resulting decay times to characterize the system behavior. Exploring the parameter regime from interaction-dominated to disorder-dominated behavior, we are able to classify the dynamics in terms of two distinct regimes: disorder-suppressed relaxation at strong disorder, and disorder-enhanced relaxation at weaker disorder. The latter effect has yet to be observed in a quantum simulator platform and may be related to disorder-driven insulator-metal transitions observed in certain correlated materials [20–22]. We compare our results to beyond-mean-field numerical studies and commonly employed approximations that can decay by breaking apart into a pair of single atoms (“singles”). The atomic doublon population is allowed to evolve in a disordered lattice by turning on the optical speckle field following the interaction quench. After a variable time, the doublon population is measured by mapping each doublon to a tightly bound Feshbach molecule and selectively transferring the $|\downarrow\rangle$ atom in each molecule to an ancillary spin state using an rf sweep [25]. Alternatively, we can selectively transfer and image only atoms from singles, which allows us to separate doublon decay from overall number loss.

In all regimes, the doublon population decreases following the quench with a rate sensitive to the disorder strength. Typical results at different disorder strengths are shown in Fig. 2. To quantify the decay, we fit the data to a model that describes exponential doublon decay with a time constant $\tau$ towards an equilibrium value, which itself slowly decays because of overall particle loss with $t_{\text{loss}} = 2100\,\text{h}/t$ (see the Supplemental Material [25] for model details). While we find that this fit provides a reasonable characterization of the decay timescale, the functional form of the relaxation is unknown beyond the clean limit. We therefore turn towards numerics to provide an interpretation of the timescale with disorder present.

The large scale and dimensionality of our system, as well as the far-from-equilibrium nature of the dynamics, preclude exact numerical studies and commonly employed approximate techniques, such as density matrix renormalization group (DMRG) or diagonalization methods. Furthermore, the fermionic sign problem forbids use of quantum Monte Carlo methods. We therefore develop a numerical method—a generalized discrete truncated Wigner approximation (GDTWA) [26–29]—to simulate the relaxation process. The GDTWA
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approach invokes a factorization of the density matrix $\hat{\rho}$ of the many-body system over individual lattice sites $i$, $\hat{\rho} = \bigotimes_i \hat{\rho}_i$. Furthermore, random sampling of initial conditions from a discrete semiclassical phase space accounts for quantum noise. GDTWA thus provides a numerically tractable method for examining the role of quantum correlations in the system dynamics.

More specifically, we can fully describe the reduced state $\hat{\rho}_i$ at lattice site $i$ (with a four-dimensional local Hilbert space spanned by basis states $\{|\uparrow\rangle, |\downarrow\rangle, |\uparrow\downarrow\rangle, |\downarrow\uparrow\rangle\}$) by a 16-dimensional vector $\vec{\lambda}_i$, so that $\hat{\rho}_i = \sum \lambda_i^a \hat{\Lambda}_i^a$ for a complete basis of local observables $\{\hat{\Lambda}_i^a\}$. Inserting the product state ansatz into the von Neumann equation $i\hbar \hat{\rho} = -\hbar [\hat{H}, \hat{\rho}]$ results in a set of nonlinear differential equations describing the evolution of each $\vec{\lambda}_i$, and which may be numerically integrated to obtain the mean-field dynamics. While this ansatz retains full information regarding the strong on-site Hubbard correlations, such a solution describes a product state at all instances in time and therefore neglects the important cross-site quantum correlations responsible for doublon decay. In fact, for an initial product state of definite particle number and spin, the mean-field solution results in no dynamics for this system, highlighting the importance of quantum correlations in enabling doublon decay.

To capture the buildup of quantum correlations between sites, we instead describe the initial value of each $\vec{\lambda}_i$ as a probability distribution over a discrete phase space that samples over all allowed values for each observable in our local basis [25]. Averaging independently evolved sets of randomly sampled initial conditions from this distribution yields a highly nontrivial solution for the dynamics (owing to the nonlinear nature of the dynamical equations) and describes the evolution to a correlated state exhibiting entanglement [27,29]. This approximation, while only rigorously valid at short times, has demonstrated the ability to provide accurate results in generic spin models at longer times and properly capture quantum thermalization of local observables [27,30,31]. Here, we adapt the GDTWA to model DFHM dynamics and we provide benchmarks for its applicability in the Supplemental Material [25].

The GDTWA results, shown as traces in Fig. 2, approximately capture the observed changes in doublon population decay with applied disorder. With the notable exception of $\Delta/U = 0.067$, the GDTWA real-time dynamics generally reside within experimental error bars. For smaller disorder where doublon decay is expected to proceed via a large number of high-order processes [18,19], we expect that the nature of our approximation will be unable to fully account for all involved decay channels. The GDTWA dynamics also allow us to determine, within the assumptions of the technique, the extent to which $\tau$ accurately characterizes the relaxation timescale. As illustrated in Fig. 2, we observe qualitative differences between the measurements and simulations, which tend to exhibit a faster initial decay (over timescales $\hbar/\tau$) before transitioning to a slower decay on longer timescales that is well fit by an exponential decay. Nonetheless, by constraining the initial doublon fraction in the fitted exponential decay to the measured value, we are able to obtain a reasonable exponential fit of the entire dynamical curve that is used to extract a consistent relaxation timescale. The resulting effective timescale incorporates both the initial nonexponential features and the subsequent exponential decay [25].

To account for the spatially varying trap density and variations in the initial preparation, which affects the equilibrium doublon density, we choose initial single densities for the simulations that yield best fits to the experimental data. These best-fit single densities in the simulations are generally consistent with the experimentally measured single density at the trap center, except at small disorders where GDTWA does not fully capture the decay processes associated with the clean system and thus results in a much larger equilibrium doublon density for all initial single densities, as evidenced in Fig. 2(a) (see also the Supplemental Material [25]). However, we have also confirmed that the relaxation timescale is not strongly influenced by the average density nor the spatial profile of the gas in the regime of interest [25]. These observations support characterizing the doublon relaxation dynamics by a single parameter $\tau$: $\tau$ primarily depends on the interplay of disorder with interactions and tunneling and is insensitive to parameters that may fluctuate or have some uncertainty in the experiment.
FIG. 3. Dynamical regimes of doublon relaxation. The doublon lifetime $\tau$ shows a strong nonmonotonic dependence on disorder, first decreasing (green region, labeled I) and then increasing (blue region, labeled II) with larger disorder strength. The measurements (points) are compared to numerical GDTWA simulations (crosses). The error bars for the experimental data provide the standard error of the fit used to determine $\tau$, while the error bars for the GDTWA numerical data are smaller than the symbols. The solid line represents a fit of the measurements to the analytical reaction-diffusion model with a diffusion constant that decreases monotonically with disorder. The lifetime for overall number loss in the experiment $t_{\text{loss}}$ (dashed-dotted line) is independent of disorder and more than an order of magnitude slower than the doublon lifetime at all but the highest disorder value. (a)-(d) indicate the values of $\Delta/U$ corresponding to Figs. 2(a)–2(d).

III. ANALYSIS OF DYNAMICAL REGIMES

The dependence of $\tau$ on disorder is shown in Fig. 3; the qualitative features are shared by experiment and numerics. Strikingly, we find that applying disorder first causes the relaxation time $\tau$ to rapidly decrease. For the clean system, $\tau$ is substantially longer than the single-particle tunneling time $\hbar/t$, which is consistent with previous studies that identified doublons as repulsively bound pairs [18,19,32–34]. However, disorder causes $\tau$ to decrease to a minimum value comparable to the tunneling time $\hbar/t$ at a disorder value near $\Delta \sim U/2$. While the complementary phenomenon of interaction-driven delocalization has been observed in similar systems [11,15,35], here we observe a disorder-driven increase in relaxation in a quantum simulator with a high degree of isolation and tunability.

As $\Delta$ is increased beyond $U$, $\tau$ eventually increases, growing by over two orders of magnitude at the strongest disorder we can apply in the experiment. The separation into two dynamical regimes (distinguished by the slope of $\tau$ with $\Delta$) combined with the crossover at $\Delta \sim U$ suggest that the dynamics are controlled by competing mechanisms arising from interactions and disorder.

We can understand these dynamical regimes using a minimal model of diffusing doublons in a disordered environment. In this model, the interchange between doublon-hole pairs and pairs of opposite-spin singles is controlled by a set of reaction-diffusion (RD) equations. The RD model [25] augments the classical continuum diffusion equation for each particle species with a source term that converts a doublon-hole to a single-single combination, only when the local parameters allow this process to be resonant. In particular, our model requires the local energy difference arising from the speckle disorder to lie within a window of width $\sim \Delta$ around $U$ (see Fig. 1). The doublon diffusion coefficients are taken to decrease monotonically with disorder strength, as increasingly large local energy differences will inhibit doublon transport throughout the lattice.

The RD model gives the decay rate $1/\tau$ as a product of the effective diffusion rate $D_{\text{eff}}$ and the probability $P_{\text{reaction}}$ for a conversion between a doublon-hole pair and two singles ($\uparrow$ and $\downarrow$):

$$1/\tau = P_{\text{reaction}} \times D_{\text{eff}}.$$ (2)

The probability of a reaction per site encountered (derived in the Supplemental Material [25]) is then expressed via a product of the exponential speckle disorder amplitude at the conversion energy $U$, and a term corresponding to the width of a conversion resonance, as follows,

$$P_{\text{reaction}} = p + \exp(-U/\Delta) \sinh(\sqrt{2}z/\Delta),$$ (3)

where the additional constant $p$ is a small (i.e., of order 0.01) parameter denoting the probability of reactions in the clean limit, and $z$ is the lattice coordination number. The effective diffusion coefficient $D_{\text{eff}}$ gives the rate (linear in time) at which new sites are sampled by any particular doublon. We expect $D_{\text{eff}}$ to decrease rapidly with disorder since it is controlled by the doublon diffusion constant. Even in the asymptotically localized phase predicted at large disorder (where doublon diffusion vanishes), $D_{\text{eff}}$ should be supplemented by an additional small velocity that allows sampling of sites within the finite localization length.

The exact dependence of diffusion $D_{\text{eff}}$ on disorder $\Delta/U$ is not qualitatively important as long as $D_{\text{eff}}$ decreases monotonically to a very small or vanishing value. In Fig. 3, we choose a diffusion coefficient that decreases exponentially with disorder. For this functional form, the best-fit value for $D_{\text{eff}}$ is of order $t/\hbar$ at low disorder ($4 \pm 1 \pm 1/t/\hbar$) and is reduced by a factor of over 100 (to $0.02 \pm 0.008 t/\hbar$) at the highest $\Delta$. We find that an algebraically decaying diffusion coefficient yields quantitatively similar decay rates at all measured disorder strengths. The combined expression for the decay rate $1/\tau$ within this reaction-diffusion model explains the two relaxation regimes as follows.

In regime I ($\Delta \lesssim U$), increasing disorder leads to decreasing decay times. This regime is controlled by the reaction probability $P_{\text{reaction}}$. In the clean limit, the reaction rate is greatly suppressed by the strong interaction energy $U$, and doublon decay occurs slowly. However, as the disorder strength increases, the tail of the local energy distribution allows for a finite probability of an adjacent site energy difference of order $U$. By compensating the interaction energy $U$ through this mechanism, the disorder produces a quantum resonance that allows the decay reaction to proceed with high probability, thereby resulting in fast doublon relaxation.
In regime 2 ($\Delta \gtrsim U$), increasing disorder leads to increasing decay times. This regime is controlled by the diffusion constant $D_{\text{eff}}$, which becomes heavily suppressed by localization effects produced by the large disorder. To a lesser extent, the gradual suppression of the reaction probability due to fewer resonances also contributes to the behavior in this regime. Recent theoretical work suggests that, aside from rare region fluctuations, diffusion should vanish at sufficiently large disorder and signal an asymptotic many-body localization phase [10]. The diffusion in the 3D interacting fermion system is an unknown function of the disorder ratio to the localized phase [10]. The diffusion in the 3D interacting fermion system is an unknown function of the disorder ratio to the localized phase [10]. The diffusion in the 3D interacting fermion system is an unknown function of the disorder ratio to the localized phase [10]. The diffusion in the 3D interacting fermion system is an unknown function of the disorder ratio to the localized phase [10]. The diffusion in the 3D interacting fermion system is an unknown function of the disorder ratio to the localized phase [10]. The diffusion in the 3D interacting fermion system is an unknown function of the disorder ratio to the localized phase [10]. The diffusion in the 3D interacting fermion system is an unknown function of the disorder ratio to the localized phase [10]. The diffusion in the 3D interacting fermion system is an unknown function of the disorder ratio to the localized phase [10].

**IV. CONCLUSION**

Quantum many-body systems involving interactions and disorder can exhibit emergent behavior that, especially in two and three dimensions, is challenging to predict from first principles. By experimentally constructing a DFHM quantum simulator in a 3D optical lattice, we are able to study the dynamical out-of-equilibrium behavior of doublons across vastly different scales of disorder and interactions. Remarkably, we find that constructing a simple model for this extraordinarily complicated system is possible using reaction-diffusion equations that are analytically solvable. We devise a numerical approach that captures the same physical effects and shows quantitative agreement with the experiment.

Intriguing open questions remain to be explored. In the intermediate disorder regime ($\Delta \sim U$), the observed fast doublon relaxation may be related to the behavior of “bad metals” [36,37], which can be characterized by a lack of conserved excitations [38]. Because the rapid doublon decay can be understood as a consequence of disorder disrupting the gap in the single-particle spectrum, spectroscopic measurements in this regime could identify a disorder-created pseudogap in the density of states [20,21]. As a practical tool, the fast disorder-mediated thermalization that we observe also suggests an approach to avoid challenges in the adiabatic preparation of strongly correlated atomic gases [39]. In the strong disorder regime, our measurements imply a suppression of particle transport as disorder is increased. However, we are unable to distinguish whether this behavior is a manifestation of slow diffusion or a signature of asymptotic many-body localization.

Further experiments could clarify this difference and extend the results of Ref. [15] to the $U/12\tau > 1$ regime.
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