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Abstract

A common practice in unsupervised representation learning is to use labeled data to evaluate the quality of the learned representations. This supervised evaluation is then used to guide critical aspects of the training process such as selecting the data augmentation policy. However, guiding an unsupervised training process through supervised evaluations is not possible for real-world data that does not actually contain labels (which may be the case, for example, in privacy sensitive fields such as medical imaging). Therefore, in this work we show that evaluating the learned representations with a self-supervised image rotation task is highly correlated with a standard set of supervised evaluations (rank correlation > 0.94). We establish this correlation across hundreds of augmentation policies, training settings, and network architectures and provide an algorithm (SelfAugment) to automatically and efficiently select augmentation policies without using supervised evaluations. Despite not using any labeled data, the learned augmentation policies perform comparably with augmentation policies that were determined using exhaustive supervised evaluations.

1. Introduction

Self-supervised learning, a type of unsupervised learning that creates target objectives without human annotation, has led to a dramatic increase in the ability to capture salient feature representations from unlabeled visual data. So much so, that in an increasing number of cases these representations outperform representations learned from the same data with labels [1, 2, 3]. At the center of these advances is a form of instance contrastive learning where a single image is augmented using two separate data augmentations, and then a network is trained to distinguish which augmented images originated from the same image when contrasted with other randomly sampled augmented images, see [1, 3, 4, 5].

As illustrated in Figure 1, recent works [1, 4, 6] have used extensive supervised evaluations to determine which augmentation policies to use for training. The best policies obtain a sweet spot, where the augmentations make it difficult for the contrastive task to determine the corresponding image pairs while retaining salient image features; finding this sweet spot can be the difference between state-of-the-art performance or poor performance for various tasks [6]. However, it is often difficult or impossible to obtain accurately labeled data in privacy sensitive fields (e.g. medical imaging [7]), applications with highly ambiguous label definitions (e.g. fashion or retail categorization [8]), or not practical when one set of representations is used for a diverse set of downstream tasks (e.g. in autonomous driving systems [9]). This leads to the open question: How can we evaluate self-supervised models, especially to efficiently select augmentation policies, when labeled data is not available? We address this question via the following contributions:

• We show that a linear, image-rotation-prediction evaluation task is highly correlated with the downstream supervised performance (rank correlation \( \rho > 0.94 \)) on six stan-
standard recognition datasets (CIFAR-10 [10], SVHN [11], ImageNet [12], PASCAL [13], COCO [14], Places-205 [15]) and tasks (image classification, object detection, and few-shot variants) across hundreds of learned representations, spanning three types of common evaluation techniques: linear separability performance, semi-supervised performance, and transfer learning performance.

- Using self-supervised evaluation, we adapt two automatic data augmentation algorithms for instance contrastive learning. Without using labeled evaluations, these algorithms discover augmentation policies that match or outperform policies obtained using supervised feedback and only use a fraction of the compute.
- We further show that using linear image rotation prediction to evaluate the representations works across network architectures, and that image rotation prediction has a stronger correlation with supervised performance than a jigsaw [16] or color prediction [17] evaluation task.

Based on these contributions and experiments, we conclude that image rotation prediction is a strong, unsupervised evaluation criteria for evaluating and selecting data augmentations for instance contrastive learning.

2. Background and Related Work

In this paper, we study evaluations for self-supervised representations, particularly through the lens of learning data augmentation policies. We discuss these topics next.

Self-supervised representation learning: The general goal of representation learning is to pre-train a network and then either fine-tune it for a particular task or transfer it to a related model, e.g. see [2, 3, 18, 19, 20, 21, 22, 23, 24, 25]. Recently, [1] and [4] demonstrated substantial improvements by using similar forms of instance contrastive learning whereby one image is augmented using two separate data augmentations and then a network is trained to identify this positive pair contrasted with a large set of distractor images. A common loss function for contrastive methods is the InfoNCE loss, where given two images originating from the same image and distractor images we have:

\[ \mathcal{L}_{NCE} = - \mathbb{E} \left[ \log \frac{\exp(\text{sim}(z_{1,i}, z_{2,i}))}{\sum_{j=1}^{K_d} \exp(\text{sim}(z_{1,i}, z_{2,j}))} \right] \]  

(1)

where \(z_{1,i}, z_{2,i}\) are the two different image representations from image \(i\) following the encoder network and projection head as shown in Figure 1, and \(\text{sim}(\cdot, \cdot)\) is a similarity function such as a weighted dot product.

The InfoNCE loss [26, 2] has been shown to maximize a lower bound on the mutual information \(I[h_1; h_2]\). The SimCLR framework [1] relies on large batch sizes to contrast the image pairs, while the MoCo framework [4] maintains a large queue of contrasting images. Given the increased adoption, broad application, and strong performance of instance contrastive learning [2, 1, 4], we focus our work on this type of self-supervised learning, specifically using the MoCo algorithm and training procedure for experimentation [4].

Self-supervised model evaluation is typically done via:

- **separability**: the network is frozen and the training data trains a supervised linear model (the justification is that good representations will reveal linear separability in the data) [27, 28, 29, 16, 30, 31]
- **transferability**: the network is either frozen or jointly fine-tuned, with a transfer task model that is fine-tuned using a different, labeled dataset (the justification is that good representations will generalize to a number of downstream tasks) [2, 3, 24, 25]
- **semi-supervised**, in which the network is either frozen or jointly fine-tuned using a fraction of labeled data with either the separability or transferability tasks mentioned above (the justification is that a small set of labeled data will benefit good representations) [2, 1].

While these evaluations characterize the unsupervised model in several ways, they have limited use for making training decisions because: (i) accessing labels as a part of the training process is not possible for unlabeled datasets, and (ii) evaluating the model on a different, labeled dataset (the justification is that good representations will generalize to a number of downstream tasks) [2, 3, 24, 25].

Learning data augmentation policies: Data augmentation has played a fundamental role in visual learning, and indeed, has a large body of research supporting its use [34]. In this work, we use a self-supervised evaluation to automatically learn an augmentation policy for instance contrastive models. To formulate our automatic data augmentation framework, we draw on several, equally competitive recent works in the supervised learning space [35, 36, 37, 38], where [35, 36, 37] use a separate search phase to determine the augmentation policy and [38] use a simplified augmentation space and sample from it via a grid search. For instance contrastive learning, we adapt a search-based automatic augmentation framework, Fast AutoAugment (FAA) [37], and a sampling-based approach, RandAugment [38]. We discuss these two algorithms in greater detail in the next section.

3. Self-Supervised Evaluation and Data Augmentation

Our central goals are to (i) establish a strong correlation between a self-supervised evaluation task and a supervised evaluation task commonly used to evaluate self-supervised models, and (ii) develop a practical algorithm for self-supervised data augmentation selection. The following subsections define these goals in more detail.
3.1. Self-supervised evaluation

With labeled data, augmentation policy selection can directly optimize the supervised task performance [36, 37]. With unlabeled data, we seek an evaluation criteria that is highly correlated with the supervised performance without requiring labels. Inspired by [39], where the authors show that self-supervised tasks can be used to evaluate network architectures, we investigate the following self-supervised tasks to evaluate representations:

- **rotation** [28]: the input image undergoes one of four preset rotations \{0°, 90°, 180°, 270°\}, and the evaluation metric is the 4-way rotation prediction classification accuracy.
- **jigsaw** [16]: the four quadrants of the input image are randomly shuffled into one of 4! = 24 permutations, and the evaluation metric is the 24-way classification accuracy.
- **colorization** [17]: the input is a grayscale image, and the evaluation metric is formulated as a pixel-wise classification on pre-defined color classes (313, from [17]).

A key point to emphasize is that these self-supervised tasks are used to evaluate the representations learned from instance contrastive algorithms, e.g. MoCo. These self-supervised tasks were originally used to learn representations themselves, but in this work, we evaluate the representations using these tasks. In §4, we compute the correlation of each of these evaluations with a supervised, top-1 linear evaluation on a frozen backbone trained using a cross entropy loss on the training data.

### 3.2. Self-supervised data augmentation policies

We study and adapt two approaches for augmentation policy selection from the supervised domain: a sampling-based strategy, RandAugment [35] and a search-based strategy, Fast AutoAugment (FAA) [37]. Using the notation from [37], let \( \mathcal{O} \) represent the set of image transformations operations \( \mathcal{O} : \mathcal{X} \to \mathcal{X} \) on input image \( \mathcal{X} \). Following [37, 38], we define \( \mathcal{O} \) as the set: \{cutout, autoContrast, equalize, rotate, solarize, color, posterize, contrast, brightness, sharpness, shear-x, shear-y, translate-x, translate-y, invert\} (see Appendix B for more details).

Each transformation \( \mathcal{O} \) has two parameters: (i) the magnitude \( \lambda \) that determines the strength of the transformation and (ii) the probability of applying the transformation, \( p \). Let \( \mathcal{S} \) represent the set of augmentation sub-policies, where a sub-policy \( \tau \in \mathcal{S} \) is defined as the sequential application of \( N_T \) consecutive transformation \( \mathcal{O}_n(\tau; p_n, \lambda_n(\tau)) : n = 1, \ldots, N_T \) where each operation is applied to an input image sequentially with probability \( p \). Applying sub-policy \( \tau(x) \) is then a composition of transformation \( \tilde{x}_n = \mathcal{O}_n(\tau; p_n, \lambda_n(\tau)) \) for \( n = 1, \ldots, N_T \), where the full sub-policy application has shorthand \( \tilde{x}_{(N_T)} = \tau(x) \) and the first application is \( \tilde{x}(0) = x \). The full policy, \( \mathcal{T} \), is a collection of \( N_T \) sub-policies, and \( \mathcal{T}(D) \) represents the set of images from \( D \) obtained by applying \( \mathcal{T} \).

#### RandAugment

RandAugment makes the following simplifying assumptions: (i) all transformations share a single, discrete magnitude, \( \lambda \in [1, 30] \) (ii) all sub-policies apply the same number of transformations, \( N_T \) (iii) all transformations are applied with uniform probability, \( p = K_T^{-1} \) for the \( K_T \) transformations. RandAugment selects the best result from a grid search over \( (N_T, \lambda) \). To adapt this algorithm for instance contrastive learning, we simply evaluate the searched \( (N_T, \lambda) \) states using a self-supervised evaluation from §3.1 and refer to this as SelfRandAugment.

#### SelfAugment

We adapt the search-based FAA algorithm to the self-supervised setting; we call this adaptation SelfAugment. Formally, let \( \mathcal{D} \) be a distribution on the data \( \mathcal{X} \). For model \( \mathcal{M}(\cdot|\theta) : \mathcal{X} \) with parameters \( \theta \), define the supervised loss as \( \mathcal{L}(\theta(D)) \) on model \( \mathcal{M}(\cdot|\theta) \) with data \( D \sim \mathcal{D} \). For any given pair of \( D_{\text{train}} \) and \( D_{\text{valid}} \), FAA selects augmentation policies that approximately align the density of \( D_{\text{train}} \) with the density of the augmented \( \mathcal{T}(D_{\text{valid}}) \). This means that the transformations should help the model bolster meaningful features and become invariant to unimportant features after retraining with the augmented dataset. In practice, FAA splits \( D_{\text{train}} \) into \( D_M \) and \( D_A \), where \( D_M \) is used to train the model and \( D_A \) is used to determine the policy via:

\[
\mathcal{T}^* = \arg\min_{\tau} \mathcal{L}(\theta_M|\mathcal{T}(D_A))
\]

where \( \theta_M \) is trained using \( D_M \). This approximates minimizing the distance between the density of \( D_M \) and \( \mathcal{T}(D_A) \).

---

**Algorithm 1: SelfAugment**

|   |   |
|---|---|
| **Input:** \((D_{\text{train}}, K, T, B, P, \mathcal{L})\) |   |
| **1** | Split \( D_{\text{train}} \) into \( K \)-folds: \( D_{\text{train}}^{(k)} = \{(D_M^{(k)}, D_A^{(k)})\} \) |
| **2** | for \( a \in \mathcal{O} \) do |
| | **3** | Train \( \theta_{\text{moco}} \) on single aug policy \( \mathcal{T}_a(D_M^{(1)}) \) |
| | **4** | Train \( \phi_3 \) on \( D_M^{(1)} \) on top of frozen \( \theta_{\text{moco}} \) |
| | **5** | \( a^* \leftarrow \arg\min_{a \in \mathcal{O}} \mathcal{L}(\theta_{\text{moco}}, \phi_3)|\mathcal{T}_a(D_M^{(1)})| \) |
| **6** | for \( k \in \{1, \ldots, K\} \) do |
| | **7** | \( \mathcal{T}^{(k)} \leftarrow \theta_a(D_M, D_A) \leftarrow (D_M^{(k)}, D_A^{(k)}) \) |
| | **8** | Train \( \theta_{\text{moco}} \) on base aug policy \( \mathcal{T}_a(D_M) \) |
| | **9** | Train \( \phi_3 \) on \( D_M \) on top of frozen \( \theta_{\text{moco}} \) |
| **10** | for \( i \in \{0, \ldots, T - 1\} \) do |
| | **11** | \( \mathcal{T}_i \leftarrow \text{Select top-}P \text{-policies in } \mathcal{B} \) |
| | **12** | Merge policies via \( \mathcal{T}^{(k)} \leftarrow \mathcal{T}^{(k)} \cup \mathcal{T}_i \) |
| **13** | **return** \( \mathcal{T}^* = \bigcup_k \mathcal{T}^{(k)} \) |
by using augmentations to improve predictions with shared model parameters, \( \theta_M \); see [37] for derivations. FAA obtains the final policy, \( \mathcal{T}^* \), by exploring \( B \) candidate policies \( B = \{ \mathcal{T}_1, \ldots, \mathcal{T}_B \} \) with a Bayesian optimization method that samples a sequence of sub-policies from \( \mathcal{S} \) and adjusts the probabilities \( \{ p_1, \ldots, p_B \} \) and magnitudes \( \{ \lambda_1, \ldots, \lambda_B \} \) to minimize \( L(\theta|\mathcal{T}) \) on \( \mathcal{T}(D_A) \) (see Appendix F for details). The top \( P \) policies from each data split are merged into \( \mathcal{T}^* \). The network is then retrained using this policy on all training data. \( \mathcal{T}^*(D_{\text{train}}) \), to obtain the final network parameters \( \theta^* \).

SelfAugment has three main differences from Fast AutoAugment that we discuss next.

**Select the base policy:** A base augmentation policy is required to perform the first pass of training to determine \( \theta_M \). SelfAugment determines this policy by training a MoCo network [4] for a short period of time on each of the individual transformations in \( \mathcal{O} \) as well as random-resize-crop (the top performing single transformation in [1]). Each transformation is applied at every iteration, with \( \rho = 1 \) and a magnitude parameter \( \lambda \) stochastically set at each iteration to be within the ranges from [37]. Each network is trained until the loss curves separate – we found this to be around 10% of the total training epochs typically used for pre-training. The backbone is then frozen and a linear self-supervised evaluation task, \( \phi_{ss} \), is trained for each network and evaluated using held out training data. The base policy is then the transformation with the best evaluation.

**Search augmentation policies:** Given the base augmentations, we split the training data into \( k \)-folds. For each fold, we train a MoCo network, \( \theta_moco \), using the base augmentation, freeze the network, and train a self-supervised evaluation layer, \( \phi_{ss} \). We use the same Bayesian optimization search strategy as FAA to determine the policies. However, as the loss function \( L(\theta|\mathcal{T}) \) cannot use supervised accuracy as in FAA, we explore four variants of a self-supervised loss function. Appendix G discusses and compares each of these loss functions in more detail and §5 compares these loss functions with a supervised variant:

- **Min. eval error:** \( \mathcal{T}^{ss} = \arg\min_{\mathcal{T}} \mathcal{L}_{ss}(\theta_M, \phi_{ss}|\mathcal{T}(D_A)) \), where \( \mathcal{L}_{ss} \) is the self-supervised evaluation loss, which yields policies that would directly result in improved performance on the evaluation task if the linear layer was retrained on top of the same base network. Minimizing the self-supervised error encourages augmentation policies that bolster distinguishable image features.

- **Min. InfoNCE:** \( \mathcal{T}^{l_{\text{min}}} = \arg\min_{\mathcal{T}} \mathcal{L}_{\text{NCE}}(\theta_M|\mathcal{T}(D_A)) \) where \( \mathcal{L}_{\text{NCE}} \) is the InfoNCE loss from Eq. 1, which yields policies that make it easier to distinguish image pairs in the contrastive feature space. It is worth noting that a trivial way to distinguish image pairs is to use weak augmentations so paired images have high similarity.

- **Max InfoNCE:** \( \mathcal{T}^{l_{\text{max}}} = \arg\min_{\mathcal{T}} \mathcal{L}_{\text{NCE}}(\theta_M|\mathcal{T}(D_A)) \) negates the previous loss function, yielding policies that make it difficult to distinguish image pairs in the feature space. Optimizing this loss function encourages a challenging augmentation policy, which may be overly challenging for training a network to learn meaningful representations.

- **Min. \( \mathcal{L}_{ss} \) max \( \mathcal{L}_{\text{NCE}} \):** \( \mathcal{T}^{\text{minmax}} = \arg\min_{\mathcal{T}} \mathcal{L}_{ss} - \mathcal{L}_{\text{NCE}} \) yields policies that simultaneously maximize InfoNCE, encouraging challenging augmentation policies, and minimize \( \mathcal{L}_{ss} \), encouraging distinguishable image features.

**Retrain MoCo using the full training dataset and augmentation policy:** SelfAugment uses the selected policy from the loss functions and then retrains from scratch on the full dataset \( D_{\text{train}} \). It is worth noting that because the augmentation policy learned from SelfAugment is used for an instance contrastive task, and not for the evaluation task, the augmentations that minimize the self-supervised evaluation loss are not necessarily the best augmentations for instance contrastive pre-training. Rather, this method provides the set of augmentations that would lead to high evaluation performance if the linear layer were directly retrained on top of the backbone used during augmentation selection [37]. Hence, incorporating the InfoNCE loss balances the instance contrastive task with the downstream task; we observe strong empirical evidence for this in §4 and Appendix G.

4. Experiments

Through the following experiments, we aim to establish that (i) a self-supervised evaluation task is highly correlated with the supervised performance of standard visual recognition tasks (image classification, object detection, and few-shot variants) on common datasets (CIFAR-10 [10], SVHN [11], ImageNet [12], PASCAL [13], COCO [14], Places-205 [15]) and (ii) SelfAugment provides a competitive approach to augmentation selection, despite being fully unsupervised. All experiments used MoCo training [4] with the standard ResNet-50 backbone [40] on 4 GPUs, using default training parameters from [3], see Appendix C.

4.1. Self-supervised evaluation correlation

As evaluating all possible data augmentations for every dataset, training schedule, and downstream task is intractable, we evaluate a diverse sampling of RandAugment, SelfAugment, MoCoV2, and single-transform policies and training schedules. For CIFAR-10 [10], SVHN [11], and ImageNet [12] we use augmentation policies: (i) random horizontal flip and random resize crop, (ii) RandAugment on top of (i) grid searched over parameters \( \lambda = \{4, 5, 7, 9, 11\} \), \( N_T = \{1, 2, 3\} \) at \{100,500\} epochs for CIFAR-10/SVHN and \( \lambda = \{5, 7, 9, 11, 13\} \), \( N_T = 2 \) at \{20,60,100\} epochs for ImageNet, (iii) each individual RandAugment transformations at 100 and 10 epochs for CIFAR-10 and ImageNet, respectively, (iv) scaling the magnitude \( \lambda \) from its min to max value for each \( N_T \) at 500 epochs for CIFAR-10/SVHN
and \{20, 60, 100\} epochs for ImageNet, (v) for CIFAR-10/SVHN we also performed RandAugment using \(K_T = \{3, 6, 9\}\) transformations at each of \(\lambda = \{4, 7\}\) with \(N_T = 2\), at 500 epochs, (vi) MoCoV2 augmentations at 100, 200 epochs for ImageNet, (vii) the five SelfAugment policies at 750 epochs for CIFAR-10/SVHN and 100 epochs for ImageNet. In total, this yields a diverse set of 61 models for CIFAR-10/SVHN and 43 models for ImageNet.

**Linear Evaluation:** We first compare the rotation, jigsaw, and colorization evaluation tasks on the models obtained by MoCo pre-training with the above augmentation policies (full details in Appendix C). We compute the Spearman rank correlation [41] between the top-1 supervised linear classification accuracy and each evaluation task, where a higher correlation indicates a better evaluation task. As shown below, the rotation prediction task has a uniformly higher correlation with the supervised linear classification compared to the jigsaw and colorization tasks:

| Evaluation   | CIFAR-10 (\(\rho\)) | SVHN (\(\rho\)) | ImageNet (\(\rho\)) |
|--------------|----------------------|------------------|----------------------|
| Rotation     | 0.966                | 0.948            | 0.986                |
| Jigsaw       | 0.919                | 0.904            | 0.881                |
| Colorization | 0.612                | 0.806            | 0.627                |

The rotation evaluation correlations indicate a very strong relationship with the supervised evaluations, and based on its improvement over the jigsaw and colorization evaluations, we focus our main experiments, ablations, and SelfAugment/SelfRandAugment implementation of the automatic augmentation algorithms on this evaluation task. Appendix D and D.4 contain further details and analyses between the self-supervised evaluation tasks, where for instance, we also observe that the network activations from the rotation layer are more similar to the activations from the supervised classification layer compared to the other evaluations. We note that a rotation-based evaluation will not work for rotation invariant images (similarly, a color-based evaluation will not work for black-and-white images), and discuss this direction for future work in Appendix D.

**Transfer Learning:** A central goal of representation learning is to learn transferable features. We therefore study the correlation between rotation evaluation and the ImageNet transfer performance for the following datasets/tasks:

- **VOC07** [13] object detection: Following the specifics from [3], we transfer the pre-trained models to a Faster R-CNN R50-C4 model and fine-tune all layers. Over three runs, we evaluate the mean results on VOC07 using the challenging COCO metric, \(AP_{50:95}\), and report these results in Table 1. Further, we report the \(AP_{50}/AP_{75}\) in Appendix D. Fine-tuning is performed on the train2007+2012 set and evaluation is on the
Figure 3: For SVHN, we plot the supervised classification accuracy (y-axis) vs the InfoNCE loss function (left), contrastive top-1 accuracy (middle), and self-supervised linear rotation accuracy (right), for a self-supervised model trained using one of each transformation used by SelfAugment. Neither of the left two training metrics are a consistent measure of the quality of the representations, while the rotation prediction accuracy provides a strong linear relationship.

test2007 set.

- **COCO2014** [14] multi-class image classification: Following [42], we train linear SVMs [43] on the frozen network and evaluate the accuracy over three end-to-end runs, denoted as COCO-C instance segmentation. We use Mask-RCNN [44] with R50-FPN [45] as our base model and add new Batch Normalization layers before the FPN parameters. Unlike the classification, training is performed on train2017 split with ~118k images, and testing is performed on val2017 split. We report the Average Precision on masks ($AP_{mk}$) for the standard 1x schedule, denoted as COCO-mk.

- **Places205** [15] low shot scene classification: Following [42], we train linear SVMs on the frozen network using $k = \{1, 4, 8, 16, 32, 64\}$ labeled examples and evaluate the accuracy over five runs, with the average across all $k$ used as the evaluation criteria, see Appendix D for a breakdown.

For VOC07, COCO2014, and Places205, the bottom row of Figure 2 shows the ImageNet rotation performance vs the transfer task performance, yielding strong rank correlations of $\rho = \{0.968, 0.988, 0.982\}$, respectively. For comparison, the rank correlation of the supervised linear classification on ImageNet is $\rho_s = \{0.936, 0.952, 0.947\}$. For each transfer task, the rotation correlation is stronger than the supervised correlation. In [4], the authors observe that “linear classification accuracy is not monotonically related to transfer performance in detection,” an observation that we find further evidence for across more transfer tasks. Furthermore, we observe that rotation prediction has a stronger transfer correlation than linear classification.

**Finding the best individual image transformations**

Similar to the exhaustive evaluation of single-transform augmentation policies performed in [1], Figure 3 shows the performance of single-transform policies for SVHN (additional datasets in Appendix D). The left and middle plots show the supervised classification accuracy compared with the InfoNCE loss and top-1 contrastive accuracy (how well the instance contrastive model predicts the augmented image pairs), while the right plot shows the rotation prediction accuracy for the image transformations in $O$ evaluated after 100 training epochs. Using high or low values of InfoNCE or contrastive accuracy to select the best transformations would select a mixture of mediocre transformations, missing the top performing transformation in the middle. By using the rotation prediction, each transformation has a clear linear relationship with the supervised performance, enabling the unsupervised selection of the best transformations.

**Selecting augmentation policies across architectures**

In [31], the authors showed that when training an entire network to classify image rotations, rather than just a linear layer, the rotation prediction performance did not correlate across architectures. We study this same problem but using only a linear evaluation layer. Specifically, for CIFAR-10 we study the rotation and supervised evaluation correlation for ResNet18, ResNet50, Wide-ResNet-50-2, using RandAugment with a grid search over the number of transformations $N_t = \{1, 2, 3\}$ and magnitudes $\lambda = \{4, 5, 7, 9, 11\}$ evaluated after 100 epochs. Figure 4 shows the results for each architecture: the overall Spearman rank correlation across all architectures is $\rho = 0.921$, between the Wide-ResNet-50-2 and ResNet18 Spearman correlations of 0.924 and 0.914 and less than the ResNet50 correlation of 0.957.

Figure 4: The Spearman rank correlation for CIFAR-10 RandAugment grid search for ResNet18, ResNet50, and Wide-ResNet-50-2, as well as the combined rank correlation.
Table 1: Top-1 accuracy of SelfAug on CIFAR-10, SVHN, ImageNet, as well as ImageNet transfer tasks and semi-supervised experiments. An “R” superscript denotes best rotation accuracy. COCO-c denotes multi-label image classification on COCO2014 and COCO0-mk denotes mask-RCCN instance segmentation on COCO2017. Bold results are greater than one standard deviation better across multiple runs, see Appendix C. Without using labels or hand-tuning hyperparameters, SelfAug results in better performance than MoCoV2 for 2 out of 3 benchmark datasets it was directly trained on and comparable transfer performance.

|                      | Self-Supervised | Transfer | Semi-Supervised |
|----------------------|-----------------|----------|-----------------|
|                      | unsup. feedback |          | supervised feedback |
| Base Aug             |                 |          | MoCoV2 [4] |
| SelfRandAug          | 89.1            | 89.2     | 89.1            |
| SelfAug (min rot)    | 91.0            | 94.9     | 95.8            |
| SelfAug (min Info)   | 87.5            | 86.0     | 86.0            |
| SelfAug (max Info)   | 90.1            | 96.2     | 96.2            |
| SelfAug (minimax)    | **92.6**        | **95.8** | **54.0** |

Overall, these strong correlations indicate that a linear rotation prediction evaluation is effective across architectures. In Appendix D.2, we show that a drop in correlation occurs when using a two-layer MLP for rotation evaluation instead of a linear layer. Combined with the lack of correlation discovered when using a full network in [31], we surmise that using a linear evaluation layer to classify rotations is important as it disentangles the learned representations from the ability of the network to learn its own rotation features.

4.2. Performance benchmarks

Here, we evaluate the SelfAugment and SelfRandAugment augmentation policies with the goal of establishing comparable results to the state-of-the-art policies obtained through supervised feedback.

**Setup:** We evaluate: (i) linear classification performance on top of the frozen network using CIFAR-10, SVHN, and ImageNet, (ii) transfer performance of ImageNet models on PASCAL VOC07 object detection, COCO2014 multi-class image classification, and Places205 few-shot scene classification as described in the previous subsection, (iii) semi-supervised ImageNet top-1 accuracy with using only 1% or 10% of labels for linear training. All methods were evaluated with the same number of epochs and hyperparameters: 750 pre-train and 150 linear epochs for CIFAR-10/SVHN, 100 pre-train and 50 linear epochs for ImageNet, 24k fine-tuning iterations on VOC07, and the exact training parameters/schedules from [42] for COCO2014 and Places205. For SelfAugment, we used the settings from [37]: \( P = 10 \) policies, \( T = 2 \) transformations, and \( K = 5 \) folds of training. For SelfRandAugment, we used the grid search described in the previous subsection. See Appendix C for all details.

**Linear classification:** Table 1 compares all versions of SelfAugment to the MoCoV2 augmentation policies [4] that were based on the extensive study of supervised policy evaluations in [1]. For linear classification with CIFAR-10, SVHN, and ImageNet, SelfAugment policies outperform MoCoV2’s policy. Where the largest gain occurs in the SVHN dataset, SVHN, consisting of images of house numbers, is the most distinct from ImageNet’s diverse, object-centric images. Since MoCoV2’s policy is the result of extensive, supervised study on ImageNet, it does not transfer as well to a distributionally distinct dataset such as SVHN. These results indicate that SelfAugment is a stronger approach to obtaining quality representations for datasets that are distributionally distinct from ImageNet.

**Transfer and semi-supervised:** For the VOC07 object detection and COCO2014 image classification transfer tasks, the MoCoV2 policy performed best. For COCO2017 instance segmentation, SelfAugment and MoCoV2 had similar transfer performance (0.1 mask AP difference), while SelfAugment had a stronger transfer performance for few-shot scene classification on the Places205 dataset at each \( k \) value (see Appendix C for all details). Like ImageNet, VOC07 and COCO are natural images containing objects, while Places205 is a scene classification benchmark, consisting of complex scenes and diverse settings. SelfAugment’s policies, as with the linear classification, perform better for the dataset and task that substantially differs from ImageNet.

While the SelfAugment policy outperformed MoCoV2 for the linear classification with 100% of the labels used for training, MoCoV2 performed better when using only 1% and 10% of the labeled data for training the linear classifier. These results indicate that using supervised evaluation to select a policy can lead to strong semi-supervised performance on the same dataset, but as indicated by the Places205 results, this policy may not transfer to other semi-supervised tasks.

**Rotation prediction:** The mean rank correlation for the supervised linear classification and rotation prediction for all results in this subsection is \( \rho = 0.978 \), indicating that the
strong correlation holds when removing the poorer performing models from the previous subsection. For every linear classification result except ImageNet, the top performing augmentation policy also corresponds to the top performing rotation prediction performance, as indicated with an “R” superscript. For ImageNet, MoCoV2’s rotation prediction performance was significantly better than all other policies: 76.7 ± 0.2% compared to 73.6 ± 0.2% for SelfAugment’s minimax, over three linear evaluations. While for a similar analysis, the linear classification performance for MoCoV2 performed worse: 64.2 ± 0.1% compared to 64.4 ± 0.1%.

As shown in the previous subsection, however, the rotation prediction has a stronger correlation to transfer performance than the supervised linear classification, and indeed, that is the case here: on the VOC07 and COCO2014 transfer tasks and the ImageNet 1% and 10% semi-supervised evaluations, the MoCoV2 policy significantly outperformed all other policies, while the SelfAugment minimax policy had the best transfer performance for the Places205 task. In other words, across the transfer and semi-supervised evaluations, rotation prediction was more indicative of performance than supervised linear classification.

5. Discussion

We have shown that a self-supervised rotation evaluation has a strong correlation with supervised evaluation (outperforming jigsaw/colorization tasks) and that this evaluation can be incorporated into an effective loss function for efficient augmentation selection (§4). Here, we further reflect on the utility of the self-supervised rotation evaluation task.

If rotation prediction is highly correlated with supervised evaluations, why not directly train on it? As discussed in Appendix D.2, the authors of [31] found that rotation accuracy from training a full network on rotation prediction was only weakly correlated with supervised performance. Furthermore, as discussed in Appendix D.2, using a 2-layer MLP for rotation prediction drops the correlation from $\rho = .966$ to .904 even though the prediction accuracy improves. This indicates that while rotation prediction using a linear combination of the learned representations is an effective evaluation, actually learning the representations via rotation prediction is not as strongly correlated.

Shouldn’t minimizing rotation error yield the best policies? We evaluate policies only after contrastive training, so minimizing rotation error yields policies that improve rotation prediction if we were to retrain the linear classifier. However, as indicated by the poor performance of using the rotation-error as the loss function, it is important to also take the contrastive task into consideration when retraining the entire network. To explore this idea further, we minimize a supervised classification loss function for SelfAugment. Due to the strong correlation between the rotation task and supervised evaluation, this results in similar performance to minimizing rotation loss with SelfAugment: we observe an accuracy of 90.7 on CIFAR-10 and 94.9 on SVHN using supervised feedback (rotation evaluation yields an accuracy of 91.0 on CIFAR-10 and 93.7 on SVHN). This performance is worse than the loss functions that simultaneously maximize the InfoNCE loss, which encourage difficult augmentation policies (see Appendix G).

Which SelfAugment loss function should be used on a new, unlabeled dataset? When training with a new unlabeled dataset, we recommend starting with the minimax SelfAugment loss function for augmentation policy selection. This recommendation stems from its superior performance across all datasets and tasks. For comparison, the SelfAugment loss function minimizing the InfoNCE produced results that were often worse than the baseline policy, while both maximizing the InfoNCE or minimizing rotation prediction exceeded the baseline, but generally did not surpass MoCoV2’s policy. In Appendix G, we show the effective magnitude of each individual transformation for each loss functions. We see that, as expected, the minimax loss function produces policies with intermediate magnitudes across all datasets. Its strong performance indicate that these intermediate magnitudes have found a sweet spot where the augmentations strike a balance between creating difficult instance contrastive tasks and retaining salient image features.

6. Conclusion

In this paper, we identified the problem that self-supervised representations are evaluated using labeled data, oftentimes using the labels from the “unlabeled” training dataset itself. We established that a self-supervised image rotation task is strongly correlated with the supervised performance for standard computer vision recognition tasks, and as a result, can be used to evaluate learned representations. Using this evaluation, we establish two unsupervised data augmentation policy selection algorithms and show that they can outperform or perform comparably to policies obtained using supervised feedback.
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