ABSTRACT Virtualization has become one of the backbone technologies for constructing cloud servers and data centers, in that the technology supports to partition the physical computing resources of the system into multiple logical ones for concurrently running multiple VMs (virtual machines) in a single physical server. In constructing multiple VM environments, the qcow2 format is widely used as a virtual disk layout due to its attractive features such as high storage space efficiency and high reliability. Unfortunately, according to the policy of the qcow2 format, the hypervisor calls file sync operations excessively during allocating data clusters. Moreover, significant performance degradation may occur due to the CoW (Copy-on-Write) operations that are unconditionally performed by the hypervisor whenever new data clusters are allocated on the virtual disk. In this paper, we introduce a transactional hypervisor that mitigates the performance overhead caused by the data cluster allocation onto the qcow2-based virtual disk. To achieve this, we adopt transactional support to the existing hypervisor and propose a new type of file sync operation, called gsync, which flushes the modified metadata in a bundle. Moreover, we introduce an optimization technique on the CoW mechanism that performs CoW operations selectively according to the amount of data that will be updated on each data cluster. The experimental results clearly show that the proposed hypervisor outperforms the conventional hypervisor in terms of write IOPS (Input/Output Per Second) by up to 78.4%, by reducing the number of file sync calls and that of CoW operations by up to 50.6% and 52.6%, respectively.
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I. INTRODUCTION Nowadays, several types of computing systems adopt virtualization technology into their systems to fully utilize their own computing resources or to provide diverse computing platforms on a physical machine [1]. Especially, virtualization technologies have become one of the backbone technologies in constructing public cloud systems and data centers [2], [3]. It is because that virtualization technologies facilitate server consolidation of multiple logical servers into a physical one by partitioning the physical computing resources (e.g., CPU, memory, and storage) of the system into multiple logical ones for concurrently running multiple VMs (virtual machines) in a single physical server [4]–[6]. Most of the virtualized systems employ a virtual disk for each VM as its own storage, where the virtual disk takes the role of a container for storing VM data. The virtual disk is commonly created in the form of a file at the host-level, and therefore, I/O requests of each VM are transferred to the virtual disk through the hypervisor that is a software-layer for mediating between the VMs and the host [5], [7]. The hypervisor not only transforms the I/O requests issued by each VM to the file read/write operations on the virtual disk, but also reflects them into the underlying storage device by delivering them to the host. However, in spite of the tremendous growth of virtualization technologies, the virtualized systems inevitably involve significant performance overhead caused by their complicated I/O path, compared to non-virtualized systems, where the virtualized
systems have their I/O stack (e.g., page cache, filesystem, I/O scheduler, and device driver) duplicated in both the host and the VMs [8]–[12].

Meanwhile, various virtual disk formats, such as raw and qcow2, are provided by the QEMU-KVM hypervisor that is one of the representative hypervisors for Linux systems [4], [6], [13]. For the raw-based virtual disk, the hypervisor simply creates a pre-allocated fixed-size binary file, and then it stores VM data into the virtual disk without any additional operations. On the contrary, the qcow2-based virtual disk initially requires a small-size binary file that contains only the essential data for the virtual disk and basic information on the read-only backing files, in which the guest operating system and the essential utilities are already installed [14]. After creation of the qcow2-based virtual disk, the hypervisor newly allocates data clusters to increase the size of the virtual disk according to the on-demand policy of the qcow2 format, where the data cluster is a basic unit for handling VM data in the virtual disk. Due to such characteristics of the qcow2 format, the hypervisor can achieve high storage space efficiency in multiple VM environments. In addition, the qcow2-based virtual disk can provide high reliability via its snapshot feature that makes it more suitable for constructing multiple VM environments, contrary to the raw-based one.

Unfortunately, despite the attractive features of the qcow2 format, it has critical drawbacks with respect to I/O performance. With the qcow2-based virtual disks, the hypervisor heavily relies on the file sync calls (e.g., fsync and fdatasync) to guarantee strong consistency of the virtual disk whenever any data cluster or its corresponding metadata is updated [13]–[15]. Especially, such data updates frequently occur during the process of data cluster allocation on the qcow2-based virtual disk. Whereas file sync calls guarantee the durability of the updated data, they block the execution of the hypervisor until the modified data are entirely reflected into the underlying storage device [16]–[18]. Furthermore, whenever new data clusters are allocated into the virtual disk, the hypervisor generates massive read/write operations caused by inefficient CoW (Copy-on-Write) mechanism of the qcow2 format [14], [19]. Since the qcow2-based virtual disk works in a grow-only manner until its size reaches the configured maximum size of the virtual disk, the hypervisor continuously induces performance overhead by unconditionally incurring CoW operations between the backing files and the qcow2-based virtual disk.

In this paper, the proposed hypervisor is designed to answer the simple question: *how to mitigate the performance overhead caused by the data cluster allocation of the qcow2-based virtual disk?* To resolve this problem, we propose a transactional hypervisor which improves the performance of the qcow2-based virtual disk by reducing excessive file sync calls and unnecessary CoW operations in the process of data cluster allocation. We make the following specific technical contributions:

- **Transactional support**: We found that the hypervisor acquires qemu_lock to handle a write request transferred from a VM. Then, it splits the write request in units of data clusters and reflects them one by one into the qcow2-based virtual disk with the file sync calls. To mitigate the performance degradation caused by the characteristics of the qcow2-based virtual disk, we adopt transactional support that is widely used for application-level and system-wide data consistency. By doing so, we improve the I/O performance of the qcow2-based virtual disk while guaranteeing the atomicity of multiple data clusters updates.

- **Group-sync (gsync)**: Through some experimental results, which will be discussed in detail in Section III, we found that the conventional hypervisor provides strong consistency for the qcow2-based virtual disk by frequently incurring file sync calls during the process of data cluster allocation. In order to reduce the frequency of file sync calls, the proposed hypervisor delays the file sync operations until all the data clusters of a transaction are allocated. It then reflects the modified data of the virtual disk at once into the underlying storage device with a new type of file sync operation, called gsync (group-sync), after the transaction is completely finished.

- **Selective CoW mechanism**: With some experimental results, which will be given in Section III, we found that the conventional hypervisor induces performance degradation by generating excessive read/write operations due to the inefficient CoW mechanism of the qcow2 format during the process of data cluster allocation. For this reason, we introduce an optimization technique on the CoW mechanism to selectively perform CoW operations according to the amount of data that will be updated on each data cluster.

We have implemented the proposed hypervisor based on QEMU-KVM (ver. 4.0.0) and performed several experiments to verify its effectiveness. Our experimental evaluation clearly demonstrates that the proposed hypervisor improves the write IOPS (Input/Output Per Second), by up to 78.4%, compared with the conventional hypervisor. Also, our hypervisor significantly reduces the number of file sync calls and that of CoW operations, by up to 50.6% and 52.6%, respectively, compared with the conventional hypervisor. Importantly, despite the recovery cost can slightly be high by adopting transactional support, our hypervisor efficiently increases storage space efficiency and I/O performance.

The remainder of the paper is organized as follows. Section II presents the background. Section III analyzes performance overhead of the qcow2-based virtual disk in various aspects. In Section IV, we describe the design and implementation details of the proposed hypervisor. We show the evaluation results and discuss the limitation of our hypervisor in Section V. Finally, we present related work in Section VI and conclude the paper in Section VII.
II. BACKGROUND

A. THE qcow2-BASED VIRTUAL DISK

In contrast with the raw-based virtual disk that is configured with a fixed-size binary file, the qcow2-based virtual disk initially requires a small-size file. Initial qcow2-based virtual disk contains only a few data clusters and the associated qcow2 metadata for accessing read-only backing files. By using the qcow2 metadata, the hypervisor gets the stored data in the backing files, where the guest operating system and essential utilities are installed [13]–[15]. When the write requests are transferred from the VMs, the hypervisor tries to reflect the write request into the virtual disk by allocating new data clusters, where the data cluster is a basic unit of space allocation on the qcow2-based virtual disk, with a default size of 64KB. To handle the VM data in the data clusters, the hypervisor exploits additional qcow2 metadata, including the qcow2 header, two-level lookup tables (e.g., L1 and L2 tables), and a reference table, as shown in Figure 1. In the case of qcow2 header, its role is approximately similar to that of the superblock of Unix/Linux filesystems, where it contains the basic layout information of the virtual disk such as the addresses of the lookup tables and the reference table. The two-level lookup tables consist of L1 and L2 tables for address translation. The L1 and L2 tables have an array of virtual disk offsets to L2 and data clusters, respectively. Lastly, the reference table is used to perceive the modification of data clusters to support the snapshot feature by recording the reference count of each data cluster.

III. MOTIVATION

A. THE PERFORMANCE OVERHEAD OF THE qcow2-BASED VIRTUAL DISK

In this section, we study the behavior of conventional hypervisor to understand the performance characteristics of the qcow2-based virtual disk. To achieve this, we first measured the write IOPS using the FIO benchmark [20]. Also, we collected information on the number of file sync calls and the amount of data read/written caused by CoW operations during the process of data cluster allocation according to the policy of the qcow2 format. For the experiments, we launched a VM using the QEMU-KVM hypervisor with two types of virtual disks, the raw-based and qcow2-based. The data cluster size of the qcow2-based virtual disk was configured as 64KB or 2MB. Running the FIO benchmark inside the virtual machine, we created 4 files and sequentially wrote 4GB of data, in units of 4KB, onto each file. Then, we iterated this procedure six times until the capacity of the virtual disk becomes full (See Section V for the detailed description of the experimental environment). To confirm the impact of the write/sync amplification problem on the performance of virtual disk in more detail, we also varied the frequency of fsync calls from none to once every 256 writes in the experiments.
Our observations from the experiments can be described as follows. First, we found that the qcow2-based virtual disk has lower performance in terms of write IOPS, by up to 28.4%, compared with the raw-based disk, as shown in Figure 3. This result comes from the fact that the conventional hypervisor frequently incurs file sync calls to guarantee strong consistency on the data of the qcow2-based virtual disk whenever it allocates new data clusters. This procedure negatively affects the performance of the virtual disk because each file sync call usually suspends execution of the hypervisor for upcoming write operations until the modified data are entirely reflected onto the underlying storage device [16], [21], [22]. Furthermore, such file sync calls amplify write/sync operations by triggering journaling of the host filesystem, especially in the Ext4 filesystem, and heavily generating additional journal writes with frequent flush operations [13]. In this way, the file sync calls during the data cluster allocation process significantly degrade the performance of the virtual disk along with the write and sync amplification problem.

Second, we found that the qcow2-based virtual disk whose cluster size is 64KB has higher write IOPS by up to 35.7% in fsync mode compared with that of the data cluster size 2MB, as shown in Figure 3b. This is because the qcow2 format induces performance degradation due to its CoW mechanism. In accordance with the policy of the qcow2 format, the conventional hypervisor unconditionally pursues sharing the contents of allocated data clusters on the backing file and tries to execute CoW operations before it reflects the write requests transferred from VMs to new data clusters. If there are no existing data clusters associated with the offset of write requests in the backing file, the hypervisor simply performs zero-write on the new data clusters of the qcow2-based virtual disk. Otherwise, the hypervisor executes CoW operations on each data cluster allocated. With the CoW operations, the hypervisor reads the existing data cluster in the backing file using the offset of the write requests and copies the content of the corresponding data cluster to a new data cluster on the virtual disk, reflecting the write request transferred from the VM into the new cluster. In this way, as the size of the data cluster becomes larger, the cost of the CoW operation increases regardless of the I/O size issued by the application, as shown in Table 1.

| DC-BL | # CoW breaks | # Writes (Amount of write) | # Reads (Amount of read) |
|-------|--------------|---------------------------|--------------------------|
| 64KB-4KB | 16653 | 178 (0.087 GB) | 247 (0.008 GB) |
| 64KB-64KB | 14620 | 3198 (0.145 GB) | 4029 (0.013 GB) |
| 2MB-4KB | 8300 | 8299 (16.211 GB) | 8257 (8.183 GB) |
| 2MB-64KB | 7283 | 6861 (15.241 GB) | 8433 (7.859 GB) |

1 DC: Data cluster size  
2 BL: Block size (The I/O size issued by the application)

Third, we found that the number of file sync calls increases considerably when the data cluster size becomes small. As shown in Table 2, the case of the data cluster size 64KB incurs more file sync calls, by up to 1.7 times, compared with the case of data cluster size 2MB. The reason is that the hypervisor merely iterates the procedure of data cluster allocation until the total size of the allocated data cluster on the virtual disk is equal to the size of the write requests transferred from the VM. This fact indicates that the size of data clusters has more impact on the performance of the qcow2-based virtual disk, compared with that of write requests issued from applications inside VMs. Figure 4 clearly demonstrates that the performance gap between the two data cluster sizes (64KB and 2MB) can be seen regardless of the block size issued by the application-level. Meanwhile, in fsync mode, the size of write request transferred from VMs becomes smaller compared with that of no-fsync mode. As the size of write requests decreases, the overhead of CoW operations has more impact on the performance of the qcow2-based virtual disk, rather than that of file sync calls. The qcow2-based virtual disk whose data cluster size is 64KB has a lower runtime compared with that of data cluster size 2MB as shown in Figure 4b.

| DC-BL | Write IOPS | # File sync operations |
|-------|------------|-----------------------|
| 64KB-4KB | 19110 | 9678 |
| 64KB-64KB | 3407 | 630 |
| 2MB-4KB | 13930 | 5790 |
| 2MB-64KB | 3010 | 405 |

1 DC: Data cluster size  
2 BL: Block size (The I/O size issued by the application)
B. THE PRE-ALLOCATION OF THE qcow2-BASED VIRTUAL DISK

The QEMU-KVM hypervisor provides a pre-allocation option to mitigate the performance overhead induced in the process of data cluster allocation for the qcow2 format. When the qcow2-based virtual disk is created with this option, some metadata and data clusters are pre-allocated. This option consists of four modes: none, metadata, falloc, and full. In metadata mode, the hypervisor pre-allocates all the metadata space needed, up to the maximum size of the qcow2-based virtual disk. The falloc and full modes also pre-allocate the whole metadata space along with the space for data clusters on the virtual disk. They are different in that the former mode does not record the information on the allocated data clusters into the L2 table.

To analyze the effectiveness of the pre-allocation option, we measured the performance of the qcow2-based virtual disk according to mode, in terms of write IOPS and creation time. On the none and metadata modes, the write IOPS of the qcow2-based virtual disk is lower, by up to 45.2%, than that of the raw-based virtual disk, as shown in Figure 5. It is because these modes need to allocate new data clusters for the write requests transferred from VMs. Meanwhile, since the falloc and full modes pre-allocate data clusters on the virtual disk, their write IOPSs are similar to those of the raw-based virtual disk. However, these modes have a limitation in that the storage space efficiency of the virtualized system may be dropped considerably. Table 3 shows the creation time of each virtual disk. Since the hypervisor simply creates the raw-based virtual disk through the fixed-size binary file, the creation time of the raw-based virtual disk is shortest, as shown in Table 3. On the contrary, the creation time of qcow2-based virtual disk increases significantly, by up to 96.1 times, according to the pre-allocation option, as shown in Table 3. It is because the pre-allocation options (i.e., metadata, falloc, and full) additionally involve performance overhead caused by data cluster allocation according to creation procedure.

IV. DESIGN AND IMPLEMENTATION

Our work begins with a simple question: how to mitigate the performance overhead caused by the data cluster allocation process of the qcow2 format? To answer the question, this section discusses the following three differentiated design principles.

- **Transactional support**: One simple solution for reducing the number of file sync calls in the process of data cluster allocation is to adopt transactional support at the hypervisor-level. Traditionally, transactional support is commonly used to guarantee the atomicity of multiple page updates for application-level and system-wide consistency. The transactional support provides better I/O performance by reflecting modified data in a bundle into the underlying storage device.

- **Integrating the file sync calls**: Conventionally, the file sync call is widely used for ensuring application-level crash consistency. Note that our observations show that such file sync calls usually lead to a block in the processing of upcoming write operations until the modified data is completely reflected into the underlying storage device. For this reason, integrating the file sync calls during the process of data cluster allocation is crucially concerned to improve the performance of the virtual disk.

- **Optimizing the CoW mechanism**: In terms of storage space efficiency, the qcow2 format may be useful in that it employs the CoW mechanism with the backing file when the hypervisor creates the virtual disk. However, this mechanism should be re-thought because the hypervisor generates unnecessary massive read/write traffic without any consideration on the amount of data that will be updated by the write requests transferred from VM.
A. TRANSACTIONAL SUPPORT FOR THE qcow2-BASED VIRTUAL DISK

To adopt transactional support at the hypervisor-level and efficiently optimize the data cluster allocation process of the qcow2 format, the proposed hypervisor first needs to define how to compose multiple data clusters into one transaction. In the conventional virtualized system, each VM tries not only to merge the write requests according to the re-order and merge policies of its own I/O stack but also to transfer them as a sequential pattern for storage performance gain. It contributes to an increase in the size of write requests transferred from VMs by consolidating multiple write requests issued by applications inside VMs. Moreover, since the hypervisor usually attempts to merge the write requests transferred from VMs using its own scatter-gather operation, the size of the write requests can be larger compared with that of the data cluster. From these observations, we define a single write request, which is merged at the hypervisor-level, as a transaction. Then, the proposed hypervisor allocates multiple data clusters that are needed to carry out the write request in a transactional way.

Figure 6 describes the process of the data cluster allocation in our hypervisor. Similarly to the conventional hypervisor, the proposed hypervisor first calculates how many data clusters should be newly allocated into the virtual disk to carry out the write requests transferred from VMs. Moreover, to guarantee data consistency of the qcow2-based virtual disk, our hypervisor also designates the code region for the data cluster allocation as a critical section and attempts to acquire the qemu_lock before it enters the code region. At the time of acquiring the qemu_lock, our hypervisor assembles the data clusters needed to reflect the write request and composes them as a transaction. It also considers the transaction being started at the time of acquiring qemu_lock.

In order to optimize the process of data cluster allocation in a transactional way, our hypervisor additionally employs two variables (qcow2_trx and running_trx) for the data structure BDRVQcow2State that contains the essential information on the qcow2-based virtual disk during execution of the hypervisor. The variable qcow2_trx is employed to mark that each write request is handled in a transactional way, and running_trx exhibits which transaction is currently in progress. Moreover, to identify the transaction among the write requests in-flight, the start offset of the write request is assigned as a trx_id when a write request is transferred from the VM. After the proposed hypervisor acquires the qemu_lock (Figure 6 1), qcow2_trx_begin() sets the qcow2_trx and assigns trx_id to the running_trx to signify that the corresponding transaction has started (Figure 6 2). If the write request conflicts with other requests, the proposed hypervisor suspends the execution of the corresponding qemu_coroutine, which is a QEMU internal API used for efficiently managing the callback function in the event-driven program, using qemu_co_queue_wait function until the dependency is resolved. Otherwise, the hypervisor proceeds the data cluster allocation. The proposed hypervisor also checks the offset of the two-level lookup and reference tables. When there is no free space to store the address of each data cluster in these tables, our hypervisor extends the qcow2 metadata region by additionally allocating new data clusters for them. After that, our hypervisor stores the qcow2 metadata associated with the lookup and reference tables. Otherwise, the proposed hypervisor obtains the information on the two-level lookup and reference tables, and then actually allocates data clusters. During the data cluster
allocation, our hypervisor delays sync operations that are triggered whenever data clusters and associated qcow2 metadata are updated (Figure 6). When our hypervisor selectively performs CoW operations (Figure 6) and entirely allocates the data clusters in the qcow2-based virtual disk, it regards that the transaction is finished. Then, the proposed hypervisor triggers qcow2_trx_end() which unsets the running_trx and reinitializes running_trx to handle the next transaction (Figure 6). If the process of data cluster allocation terminates abnormally, our hypervisor tries to revert the changes on the virtual disk by undoing the performed operations with qcow2_abort(). Otherwise, the hypervisor finally releases the qemu_lock (Figure 6) and tries to reflect the modification of virtual disk into the underlying storage device.

B. THE GROUP-SYNC (GSYNC) OPERATION

In the process of data cluster allocation, the qcow2 metadata must be generated for storing the information on the new data clusters before the hypervisor begins to allocate the data clusters on the qcow2-based virtual disk. In addition, to record the generated qcow2 metadata into the associated tables, the hypervisor confirms whether there is free space for recording the qcow2 metadata into the L1/L2 table and reference table or not. If there is no free space in the associated tables in the virtual disk, the hypervisor extends the qcow2 metadata regions by additionally allocating new data clusters for the tables. Otherwise, the hypervisor records the qcow2 metadata on the tables, and then calls the file sync operation for durability of the modified data by completely reflecting them into the underlying storage device.

Since the conventional hypervisor allocates new data clusters one by one by triggering the file sync call for durability of the modified data, it is inevitable that excessive file sync calls occur during the process of data cluster allocation to the virtual disk. To improve the performance of the qcow2-based virtual disk, we propose a new type of file sync operation, called gsync (group-sync), which flushes the modifications of the virtual disk in a bundle into the underlying storage device. With the gsync, our hypervisor can efficiently guarantee the atomicity of transactions and the durability of the modified data when new data clusters are allocated into the virtual disk. Figure 7 presents the detailed procedure of the gsync operation of our hypervisor. When a write request is transferred from a VM, our hypervisor first assigns the write request as the transaction. Then, if the associated transaction begins, the proposed hypervisor starts to allocate new data clusters. Until the transaction finishes its execution, our hypervisor delays the file sync calls instead of immediately triggering them whenever a new data cluster is allocated and the corresponding qcow2 metadata is updated. If qcow2_trx is set and running_trx has trx_id by the transferred write request, the proposed hypervisor leaves out the file sync call for modification of the virtual disk because the transaction is still in progress. Instead, until the associated transaction is entirely completed, the proposed hypervisor temporarily records metadata changes into the in-memory cache (e.g., the L2 table cache and the reference table cache), and then sets the use_lazy_flush bit on the cache entry to indicate that the cache entry should be flushed. With completion of the transaction, our hypervisor triggers the gsync to ensure the durability of modified data. After that, the gsync searches the in-memory caches to collect the entries whose use_lazy_flush bit is set and flushes them at once into the underlying storage device.

C. THE SELECTIVE CoW MECHANISM

The final approach to mitigate the performance degradation of the qcow2-based virtual disk is to optimize the inefficient CoW mechanism of the qcow2 format. The conventional hypervisor unconditionally incurs CoW operations onto the virtual disk with the contents of the backing file and the write request during the data cluster allocation process. To mitigate it, we introduce a selective CoW mechanism that efficiently eliminates unnecessary CoW operations onto the virtual disk by considering the amount of data that will be updated on the data cluster.

In the case of the conventional hypervisor, it checks the feasibility of allocating new data clusters contiguously onto the virtual disk before actually reflecting the write request. When contiguous data clusters cannot be allocated, the hypervisor gathers the data clusters necessary for reflecting the write request by scanning the virtual disk. While checking the feasibility of contiguous allocation, the hypervisor creates an object of the data structure QCowL2Meta, which is used for recording the information on the data clusters that will be allocated. Using the QCowL2Meta object, the hypervisor can simply perform the CoW operations.

In contrast with the conventional hypervisor, the proposed hypervisor proceeds two additional steps to efficiently eliminate unnecessary CoW operations during the data cluster allocation. Algorithm 1 depicts how the proposed hypervisor classifies QCowL2Meta objects into two groups and selectively performs the CoW operations for them. To support the selective CoW mechanism, the proposed hypervisor adds a
qcows2_cow bit to the data structure QCowL2Meta. The qcows2_cow bit takes the role of indicating whether it performs the CoW operations to the QCowL2Meta object or not. The detailed procedure of the selective CoW mechanism of the proposed hypervisor is as follows.

![Algorithm 1: The Selective CoW Mechanism](image)

The first step classifies the allocated data clusters into two groups by checking the QCowL2Meta object. One is for the data clusters whose CoW region is included in the range of the write request transferred from VM (#1). It means that they are fully updated by the contents of the write request. The other is for the data clusters that will be partially updated by the contents of the write request. In the case of data clusters that belong to the second group, the start offset of their CoW region is placed beyond that of the write request (#2). For these data clusters, the CoW operations should be performed with the contents of the backing file according to the policy of the qcow2 format. Thus, if there are data clusters that should be partially updated by the write request, the proposed hypervisor separates the QCowL2Meta objects and sets its qcows2_cow bit to perform the CoW operation. Otherwise, our hypervisor unsets qcows2_cow bit of the QCowL2Meta object to bypass the CoW operation.

The second step is selectively performing the CoW operations with the allocated data clusters and the corresponding QCowL2Meta objects. Using the classified QCowL2Meta objects, if their qcows2_cow bit is unset, the proposed hypervisor does not perform the CoW operations and just reflects the write request onto the data clusters, as shown in Figure 8. Otherwise, our hypervisor identifies the CoW region of each data cluster with the offset of the write request transferred from the VM, and then performs the CoW operations onto the virtual disk with the contents of the backing file and the write request (#3). Finally, the proposed hypervisor not only obtains the information on the allocated data clusters and the mapping table but also links each data cluster with the entries of the L2 table by recording the offset of each data cluster into the entries of the table.

V. PERFORMANCE EVALUATION

A. EXPERIMENTAL SETUP

In order to verify the performance benefits of our hypervisor, we implemented the proposed hypervisor based on QEMU-KVM (ver. 4.4.0) and performed experiments on the system equipped with Intel Core i7-3770 CPU, 32GB of DRAM, and 256GB Samsung 860 pro SSD as a secondary storage device. We launched a VM that is configured to have four vCPUs, 8GB of memory, and 64GB of virtual disk. Ubuntu 14.04 LTS with Linux kernel (ver. 5.0.1) was installed on both the host and the guest. Ext4 filesystem, which is commonly used from mobile devices to cloud servers, was installed on the physical secondary storage device and virtual disk. For the experiments, we created two types of virtual disk, including the raw-based one and the qcow2-based one. In the case of qcow2-based virtual disk, the size of its data cluster was configured as 64KB. To measure the write IOPS for each virtual disk, we used the FIO benchmark that is the representative I/O benchmark to evaluate filesystems and storage devices [20]. With the FIO benchmark, we created four files and sequentially wrote of 4GB data on each file inside the VM. Then, we iterated this procedure six times until the capacity of the virtual disk was full. In addition, to understand the performance impact of our hypervisor in more detail, we varied the frequency of fsync calls from none to once every 256 writes. We also modified the QEMU-KVM source code to collect information on the qcow2-based virtual disk such as the number of file sync calls and the amount of read/write operations, which are induced by the CoW operations.
B. EXPERIMENTAL RESULTS

For evaluation, we re-performed the motivation experiments detailed in Section II with our hypervisor. In our experimental results, baseline presents that conventional hypervisor allocates new data clusters to the virtual disk according to the policy of the qcow2 format. Trx and SC indicate the adoption of the transactional support with gsync and applying the selective CoW mechanism to the proposed hypervisor, respectively.

Figure 9 presents the performance comparison of the baseline and our hypervisor. Assuming that there are no fsync operations generated while running the FIO benchmark, the write IOPS of adopting the transactional support with gsync (Qcow2+Trx) is higher, by up to 25.6%, than that of the baseline, as shown in Figure 9a. It is because the proposed hypervisor allocates multiple data clusters, as one transaction, into the qcow2-based virtual disk at once.

![Figure 9. The write IOPS.](image)

Furthermore, our hypervisor does not immediately trigger the file sync calls whenever metadata update occurs in the process of data cluster allocation. Instead, our hypervisor delays the file sync calls by temporarily recording the modified metadata into the in-memory cache such as L1/L2 and reference caches, and then marks the use_lazy_flush bit of each cache entry. When the transaction finishes its execution, it guarantees consistency of the virtual disk via gsync that flushes the modified metadata into the virtual disk as one transaction. By doing this, our hypervisor efficiently allocates the data clusters without the performance overhead caused by the file sync calls. In contrast to our hypervisor, the conventional hypervisor induces considerable performance overhead when it reflects the write requests transferred from VMs because it allocates new data clusters one by one in the virtual disk, with each file sync call. Unfortunately, in the conventional hypervisor, such excessive file sync calls is inevitable until the write request is entirely reflected into the virtual disk.

In the case of applying the selective CoW mechanism with transactional support and gsync, the write IOPS of our hypervisor (Qcow2+Trx+SC) is higher, by up to 34.6%, than that of baseline, as shown in Figure 9a. The reason is that our hypervisor considerably reduces the number of read/write operations by eliminating unnecessary CoW operations for the virtual disk.

TABLE 4. The amount of read/write operations.

|                | # CoW breaks | The amount of read/writes (GB) |
|----------------|--------------|-------------------------------|
| Baseline       | 14339        | 0.304 / 8.443                 |
| Qcow2+Trx+SC   | 6895         | 0.073 / 2.195                 |

(a) No-fsync mode

|                | # CoW breaks | The amount of read/writes (GB) |
|----------------|--------------|-------------------------------|
| Baseline       | 16653        | 0.008 / 0.087                 |
| Qcow2+trx+SC   | 8074         | 0.005 / 0.023                 |

(b) fsync mode (fsync frequency: once for 256 writes)

When the FIO benchmark runs with fsync mode, journal writes can be extensively generated in the host/guest file system, incurring significant sync amplification. For this reason, the write IOPS of both our hypervisor and the baseline is considerably lowered, when compared with the case of running with no fsync mode. However, with the gsync, our hypervisor has higher write IOPS, by up to 33.8%, when compared with baseline, as shown in Figure 9b. Furthermore, our hypervisor has no memory overhead because it only marks the use_lazy_flush bit while the conventional hypervisor sets the dirty bit to each modified cache entry.

Furthermore, to confirm the memory overhead of our hypervisor, we measured the average amount of write requests that are transferred from the hypervisor to the host and checked the memory utilization related to the write requests. Figure 10a shows the average amount of write requests for our hypervisor is larger, by up to 2.1 times, than that of the baseline. The reason is that our hypervisor keeps the size of the write request transferred from VM by delaying sync operations triggered by the modification of qcow2 metadata until the transaction is finished. However, since the conventional hypervisor immediately updates the qcow2 metadata with sync operations, it leads to a decrease in the amount of write requests that are transferred to the host. In terms of memory utilization, both the proposed hypervisor
and the conventional one fully use the in-memory cache during execution. In contrast with the conventional hypervisor, our hypervisor generates more dirty cache entries in that it transfers more write requests to the host. However, the portion of dirty cache entries is quite small compared with the configured cache size (e.g., L2 cache default size: 2MB). Figure 10b clearly demonstrates that the amount of qcow2 in-memory cache is enough to store the qcow2 metadata generated while the proposed hypervisor allocates multiple data clusters as a transaction until it triggers `gsync`.

In order to evaluate the effort of our approach in more detail, we evaluated the write IOPS by varying the block size from 4KB to 1MB with the FIO benchmark. Figure 11 shows the write IOPS of our hypervisor normalized to that of baseline. Since the size of transactions becomes relatively small as block size shrinks, the write IOPS of our hypervisor is slightly higher, by up to 19.3%, than that of baseline when the block size is smaller than the data cluster size (64KB). However, as block size becomes large, our hypervisor achieves significant performance improvement, by up to 42.8%, as shown in Figure 11. The reason is that the effectiveness of our hypervisor gets better as the number of data clusters that should be allocated into the qcow2-based virtual disk increases.

To verify the performance impact of the proposed hypervisor from various aspects, we also recorded the number of file sync calls at the hypervisor-level while the FIO benchmark runs. There is a trade-off between the number of file sync calls and I/O performance. It is because that the file sync call suspends execution of hypervisor until the modified data are completely reflected into the underlying storage device to guarantee strong consistency for the virtual disk. Figure 12 shows the number of file sync calls of our hypervisor normalized to that of baseline. As shown in Figure 12, the number of file sync calls of our hypervisor is lower, by up to 25.8%, than that of baseline, when block size is smaller than data cluster size. But, similar to the performance trend in terms of write IOPS, the proposed hypervisor considerably reduces the number of file sync calls as block size increases, by up to 50.6%, when compared with baseline.

For evaluation of our hypervisor in terms of write IOPS and storage space efficiency, we also performed some experiments running the FIO benchmark with sequential and random write workload. Figure 13 presents the performance comparison of our hypervisor and the conventional hypervisor, with the raw-based and qcow2-based formats. With respect to storage space efficiency, our hypervisor...
outperforms the conventional hypervisor because it does not pre-allocate any qcow2 metadata and data clusters on the virtual disk. Nevertheless, with respect to I/O performance, the write IOPS of our hypervisor is higher, by up to 78.4%, than the case in which the conventional hypervisor creates the qcow2-based virtual disk configured by the none option. Furthermore, the write IOPS of our hypervisor is slightly higher than that of the virtual disk configured by the falloc and full options, as shown in Figure 13b.

The major difference between the conventional hypervisor and our hypervisor is on the policy for data consistency. In terms of data consistency, the conventional hypervisor guarantees strong consistency by incurring sync operations whenever data clusters and the associated qcow2 metadata are updated. For this reason, the conventional hypervisor can easily recover data inconsistency caused by sudden power failures or system crashes. Meanwhile, the proposed hypervisor guarantees the atomicity of the transaction that is composed of multiple data clusters needed for reflecting the write requests transferred from VMs, and it enforces the durability of the transaction with gsync operation. Since the proposed hypervisor has a relatively larger recovery unit compared with the conventional one, the recovery process may be slow relatively and it may revert the state of the virtual disk into the older version, not the latest version.

VI. RELATED WORK

Not surprisingly, many researchers have suggested various approaches to improve the I/O performance of virtualized systems by mitigating the data consistency overhead. Some studies have focused on reducing the number of file sync operations by adopting transactional support [21, 23–26], and others have concentrated on resolving the write/sync amplification problem in the virtualized systems [7, 12, 13, 15, 26].

A. TRANSACTIONAL SUPPORT

To provide high-performance while guaranteeing application-level and system-wide consistency, it is important to reflect multiple pages at once into the underlying storage devices using transactional atomicity. In this regard, Kang et al. proposed a transactional FTL that offloads the burden of guaranteeing consistency from the application-level to the storage-level [21] and reduced the number of fsync calls that occur during the process of SQLite journaling. Chidambaram et al. introduced an optimistic crash consistency for a journaling filesystem [27]. Their filesystem provides primitive sync operations by decoupling the durability of write requests from their ordering, inside the journal transaction. Min et al. proposed a filesystem, called CFS, which exploits the transactional flash storage to guarantee application-level consistency with low-overhead [21, 23]. To eliminate individual the journaling scheme of applications, they declared the critical code regions and supported them to operate atomically. Hu et al. implemented a transactional filesystem, called TxFS, which guarantees strong consistency, while providing high system performance [24]. Similar to the CFS [23], they also provide a simple API to designate the performance-critical code regions that can be operated atomically with low complexity. Kim et al. introduced a compound command, which facilitates assigning multiple key-value pairs into a single NVMe operation, by adopting the transactional support to amortize the I/O interfacing overhead [25]. Unfortunately, such transactional support does not yet consider the architectures and mechanisms of the virtualized systems, especially in the hypervisor-layer.

B. THE WRITE/SYNC AMPLIFICATION PROBLEM

Since virtualized systems have complicated I/O path due to the duplicated I/O stack on the host and guest, many studies have tried to resolve the write/sync amplification problem by mitigating the semantic gap between the host and guest. Lee et al. optimized the host-side page cache policy to keep high hit ratio and improve I/O performance of the virtualized systems [12]. They aimed to perceive the journal writes of the guest filesystem at the hypervisor-level, and then tried to bypass the host-side page cache in reflecting them to the storage device. Kim et al. proposed an address reshaping technique in the hypervisor-level to improve the performance of the qcow2-based virtual disk [15]. This technique is based on the existing technique that transforms the random write pattern into a sequential one considering the characteristics of flash storage devices [28]. Chen et al. re-designed the layout of the qcow2 format to resolve the sync amplification problem that induces performance degradation in virtualized systems [13]. In their techniques, they provide an individual journaling and adaptive pre-allocation method to reduce the frequency of disk sync operations. Lee et al. proposed a VM-aware flush mechanism to mitigate I/O performance interference among the VMs [7]. Their mechanism guarantees the service level objective (SLO) of each VM by supporting the VM-based persistency control on the disk cache flush command.

The previous work of our hypervisor proposed a data cluster allocation scheme that adopts the transactional support using gsync operation to improve the performance of qcow2-based virtual disk [26]. Unfortunately, the previous work has a limitation in that it cannot optimize the conventional CoW mechanism of qcow2 format, which generates unnecessary read/write operations, during the data cluster allocation. When new data clusters are to be fully updated by the write request transferred from a VM, the previous work induces performance overhead by unconditionally performing CoW operations to the new data clusters. Therefore, to mitigate performance overhead caused by inefficient CoW operations, the proposed hypervisor additionally suggests the selective CoW mechanism that identifies the CoW region of new data clusters, and then selectively performs CoW operations for them with the contents of the backing file during the data cluster allocation.
In this paper, we propose a transactional hypervisor to mitigate the performance overhead of the qcow2-based virtual disk caused by excessive file sync calls and CoW operations incurred during the data cluster allocation process. To reduce the frequency of file sync calls, we adopt transactional support to the hypervisor and introduce a new type of file sync operation, called gsync (group-sync), which reflects modification of qcow2 metadata into the virtual disk in a bundle. In addition, we propose a selective CoW mechanism that efficiently eliminates unnecessary CoW operations with consideration on the amount of data that will be updated by the write requests transferred from the VMs. Our experimental results clearly show that our hypervisor not only improves write IOPS by up to 78.4% but also reduces the number of the file sync calls and that of CoW operations, by up to 50.6% and 52.4%, respectively, when compared with the conventional hypervisor.
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