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ABSTRACT

Familywise error rate (FWER) has been a cornerstone in simultaneous inference for decades, and the classical Bonferroni method has been one of the most prominent frequentist approaches for controlling FWER. In a recent article, it was shown that the FWER for Bonferroni correction, under an equicorrelated multivariate normal setup asymptotically (i.e. when the number of hypotheses goes to infinity) goes to zero for any positive correlation. However, this convergence is very slow and there is very little literature on the FWER under the equicorrelated normal setup with small and moderate dimensions. The present work addresses this problem by studying the behavior of the Bonferroni FWER under the equicorrelated and general normal setups in non-asymptotic case. We also establish upper bounds on FWER in an arbitrarily correlated normal setup.

1. Introduction

Large-scale simultaneous inference problems in various disciplines often analyze related variables simultaneously. For example, in genome-wide association studies, high-density SNP (single nucleotide polymorphism) markers used to analyze genetic diversity exhibit high correlation. In spatial data with close geographical locations, the test statistics corresponding to different hypotheses often get influenced by each other. Multistage clinical trials and functional magnetic resonance imaging studies also concern variables with complex and unknown dependence structures. However, most classical multiple testing procedures controlling false discovery rate (FDR) or familywise error rate (FWER) typically rely on independence or some form of weak dependence among the concerned variables. Ignoring the dependence among related variables can produce highly variable significance measures and bias due to the confounding of dependent noise and the signal of interest (Leek and Storey 2008). Efron (2010a) mentions the correlation penalty on the summary statistics depends on the root mean square (RMS) of correlations.

For these reasons, the problem of capturing the association among observations and extending the existing methods under association has attracted considerable attention in recent times. Multiple testing procedures under dependence have been discussed by Blanchard and Roquain (2009), Efron (2007), Liu, Zhang, and Page (2016), Sun and Cai (2009), among others. Efron (2010b) contains an excellent review of the relevant literature.
In this article, we focus on the FWER, a widely considered frequentist approach in multiple testing. This is defined as the probability of making at least one false rejection in a family of hypothesis-testing problems. Controlling FWER has been a traditional concern in many multiple testing problems. This tradition is reflected in the books by Hochberg and Tamhane (1987), Westfall and Young (1993), and the review by Tamhane (1996). The control of FWER at some target level $\alpha$ requires each of the individual hypothesis to be tested at lower levels, e.g., in the Bonferroni procedure $\alpha$ is divided by the number of tests considered.

We have considered the equicorrelated normal distribution with positive correlation $\rho$ at first. Das and Bhandari (2021) have found that under this setup, $\text{FWER}(\rho)$ is a convex function of $\rho$ as the number of hypotheses grows to infinity. Consequently, they show that the FWER of the Bonferroni procedure is bounded by $\alpha(1 - \rho)$, $\alpha$ being the desired level. Dey and Bhandari (2021) have shown that the Bonferroni FWER$(\rho)$ tends to zero asymptotically for any positive $\rho$. These works explicate the fact that Bonferroni’s procedure becomes very conservative for large-scale multiple-testing problems under correlated setups. However, the convergence of FWER to zero is extremely slow and there is very little literature that elucidates the magnitude of the conservativeness of Bonferroni’s method in a dependent setup with small or moderate dimensions. In this article, we address this research gap in a unified manner by establishing upper bounds on FWER of the Bonferroni method in the equicorrelated and arbitrarily correlated non-asymptotic setups.

Order statistics for exchangeable normal random variables have applications in biometrics (e.g. Olkin and Viana 1995; Viana 1998). Also, the maximum of an exchangeable normal random vector can be used to model the lifetime of parallel systems conveniently. The non-asymptotic bounds on FWER proposed in this work provide lower bounds on the c.d.f. of the failure time of the parallel systems. Loperfido et al. (2007) has shown that the maximum of $n$ observations from equicorrelated normal distribution follows $(n - 1)$ dimensional skew normal distribution. Although the c.d.f. of multivariate skew normal distribution is very difficult to tackle, non-asymptotic bounds on the c.d.f. may be obtained along similar lines as in this article.

This article is organized as follows. In Section 2, we set up the framework and introduce the necessary notation. Section 3 contains theoretical results about the bounds on FWER in equicorrelated normal setup. Section 4 extends these results to arbitrarily dependent setups while Section 5 presents simulation findings. We conclude and discuss potential extensions of this work in Section 6. Proofs of the results are presented in the Appendix.

2. Preliminaries

We consider a Gaussian sequence model:

$$X_i \sim \mathcal{N}(\mu_i, 1), \quad i = 1, \ldots, n,$$

where $X_i$’s are dependent. We work with unit variance since in the literature on the asymptotic properties of multiple testing procedures, it is often assumed that the variance of $X_i$ is known (see e.g. Das and Bhandari 2021; Dey and Bhandari 2021).
We are interested in the \( n \) null hypotheses \( H_{0i} : \mu_i = 0 \). The global null \( H_0 = \cap_{i=1}^n H_{0i} \) asserts that all means \( \mu_i = 0 \) for each \( i \), while under the alternative, some \( \mu_i \) is positive. We have considered one sided tests (i.e. \( H_{0i} \) is rejected for large values of \( X_i \) (say \( X_i > c \) for some cutoff \( c \))). The most natural measure of type-I error in multiple testing is FWER, which is the probability of erroneously rejecting at least one true null hypothesis where the probability is computed under \( H_0 \). For common cutoff procedures (i.e. procedures which use same cutoff for each of the \( n \) hypotheses), this happens if \( X_i > c \) for some \( i \). So,

\[
FWER = \Pr(X_i > c \text{ for some } i \mid H_0) = \Pr_{H_0} \left( \bigcup_{i=1}^n \{X_i > c\} \right).
\]

We have considered equicorrelated setup at first (in Section 3), that is,

\[
\text{Corr}(X_i, X_j) = \rho \quad \forall i \neq j \quad (\rho \geq 0).
\]

In Section 4, we have dealt with general correlated setup:

\[
\text{Corr}(X_i, X_j) = \rho_{ij} \quad \forall i \neq j \quad (\rho_{ij} \geq 0).
\]

We consider FWER of Bonferroni’s method which, in the one-sided setting, rejects \( H_{0i} \) if \( X_i > \Phi^{-1}(1 - \alpha/n) (= c, \text{say}) \) where \( \alpha \in (0, 1) \) is the desired level of significance and \( \Phi \) is the c.d.f. of standard normal distribution.

We shall denote the FWER of Bonferroni’s method under the equicorrelated normal setup with correlation \( \rho \) and under a correlated normal setup with correlation matrix \( R \) by \( FWER(n, \alpha, \rho) \) and \( FWER(n, \alpha, R) \), respectively.

Das and Bhandari (2021) consider the equicorrelated framework and establish the following:

**Theorem 2.1.** Suppose each \( H_{0i} \) is being tested at size \( \alpha_n \). If \( \lim_{n \to \infty} n\alpha_n = \alpha \in (0, 1) \) then, FWER asymptotically is a convex function in \( \rho \in [0, 1] \).

For Bonferroni’s procedure, \( \alpha_n = \alpha/n \) and thus Theorem 2.1 also applies for Bonferroni’s method. Moreover, Theorem 2.1 results in the following corollary.

**Corollary 2.1.** Given any \( \alpha \in (0, 1) \) and \( \rho \in [0, 1] \), \( FWER(n, \alpha, \rho) \) is asymptotically bounded by \( \alpha(1 - \rho) \).

Corollary 2.1 shows that Bonferroni procedure controls FWER at a much smaller level than \( \alpha \), when there is a large number of hypotheses. Dey and Bhandari (2021) prove a much stronger result than Corollary 2.1.

**Theorem 2.2.** Given any \( \alpha \in (0, 1) \) and \( \rho \in (0, 1] \), \( \lim_{n \to \infty} FWER(n, \alpha, \rho) = 0 \).

They extend Theorem 2.2 to arbitrarily correlated normal setups.

**Theorem 2.3.** Let \( \Sigma_n \) be the correlation matrix of \( X_1, \ldots, X_n \) with \( (i, j) \)’th entry \( \rho_{ij} \) such that \( \liminf \rho_{ij} = \delta > 0 \). Then, for any \( \alpha \in (0, 1) \),

\[
\lim_{n \to \infty} FWER(n, \alpha, \Sigma_n) = 0.
\]
Theorem 2.3 highlights the fundamental problem of using Bonferroni procedure in a multiple testing problem. We shall call the setup with very large number of hypotheses an asymptotic setup while setups with small or moderate number of hypotheses will be referred to as non-asymptotic setups. We summarize known and new results regarding behavior of FWER of Bonferroni’s procedure under various dependent normal setups in Table 1.

3. Bounds on FWER in general equicorrelated non-asymptotic setup

In equicorrelated setups with small and moderate dimensions, the \( z(1-\rho) \) bound fails (we shall see this in detail in Section 5). We need large number of hypotheses, for example, 100 million to get values of FWER close to zero. Hence, establishing upper bounds on FWER in small and moderate number of hypotheses become relevant. The following result will be crucial toward this.

Theorem 3.1. Under the equicorrelated normal set-up,

\[
FWER(n, \alpha, \rho) \leq \alpha - \frac{n-1}{n} \cdot \frac{\alpha^2}{2} - \frac{n-1}{2\pi} \int_{0}^{\rho} \frac{1}{\sqrt{1-z^2}} e^{-\frac{\Phi^{-1}(1-\frac{\alpha}{2})^2}{1+\frac{\alpha^2}{4}}} \, dz.
\]

It is noteworthy that this bound holds for any choice of \((n, \alpha)\) and any \(\rho \geq 0\).

Corollary 3.1. Under the equicorrelated normal set-up, if \(\rho \leq \alpha/n\), \(FWER(n, \alpha, \rho) \leq \alpha - \frac{n-1}{n} \cdot \alpha \rho\).

Hence, throughout this work, we assume that \(\rho \geq \alpha/n\). We observe that the bound mentioned in Theorem 3.1 involves a definite integral which is very difficult to evaluate analytically. As we are interested in obtaining upper bounds for FWER, it is enough if we can find a lower bound to the integral. Toward this, we show the following theorem which will be crucial to obtain a lower bound to the integral mentioned in Theorem 3.1.

Theorem 3.2. Suppose \((X, Y)\) follows a bivariate normal distribution with parameters \((0, 0, 1, 1, \rho)\) with \(\rho \geq 0\). Then, for all \(x \geq 2\),

\[
\mathbb{P}(X \leq x, Y \leq x) \geq \left(\Phi(x)\right)^2 + \frac{1}{2\pi} \cdot \sin^{-1} \rho \cdot e^{-\frac{x^2}{1+\rho^2}}.
\]

Theorem 3.2 can be used to establish the following corollary.

Corollary 3.2. Under the equicorrelated normal set-up, if \(x = \Phi^{-1}\left(1-\frac{\alpha}{2}\right) \geq 2\),

\[
FWER(n, \alpha, \rho) \leq \alpha - \frac{n-1}{n} \cdot \frac{\alpha^2}{2} - \frac{n-1}{2\pi} \cdot \sin^{-1} \rho \cdot e^{-\frac{x^2}{1+\rho^2}}.
\]
We shall write \(x\) for \(\Phi^{-1}(1 - \frac{z}{n})\) from now on. We observe from simulation study that, the upper bound \(z(1 - \rho)\) given by Corollary 2.1 holds for any nonnegative value of \(\rho\) when \(n \geq 10000\) and \(z \geq 0.01\). When \(n = 10,000\) and \(z = 0.01\), we have \(x = 4.42\). This, along with the findings from our simulations suggest that the bound holds for \(x \geq 4.42\). Therefore, here we restrict ourselves to the case \(x \leq 4.42\).

We also observe that, when \(\rho \geq 0.5\), the bound \(z(1 - \rho)\) works when \(n \geq 900\) and \(\rho = 0.01\). When \(n = 900\) and \(\rho = 0.01\), we have \(x = 4.23\). This, along with the findings from our simulations suggest that, when \(\rho \geq 0.5\), the bound works for \(x \geq 4.23\). Therefore, when \(\rho \geq 0.5\), we restrict ourselves to the case \(x \leq 4.23\).

We shall also assume \(\rho \geq 0.01\) from now on. We shall derive upper bounds on \(FWER(n, x, \rho)\) in each of the following four cases separately:

1. \(4.23 \geq x \geq 2, \rho \geq 0.5\)
2. \(4.42 \geq x \geq 2, 0.01 \leq \rho < 0.5\)
3. \(x \leq 2, \rho \geq 0.5\)
4. \(x \leq 2, \rho < 0.5\)

Case 1. \(4.23 \geq x \geq 2, \rho \geq 0.5\)

**Theorem 3.3.** Let \(4.23 \geq x \geq 2\) and \(\rho \geq 0.5\). Then,

\[
\forall x \in [x_l, x_{l+1}], \quad FWER(n, x, \rho) \leq x - \frac{n - 1}{n} \cdot \frac{x^2}{6} - \frac{n - 1}{n} \cdot \frac{x}{2} \cdot C_{x_l}
\]

where \(x_l\)'s and \(C_{x_l}\)'s are as follows:

| \(l\) | 1   | 2   | 3   | 4   | 5   | 6   | 7   |
|------|-----|-----|-----|-----|-----|-----|-----|
| \(x_l\) | 2   | 2.56| 3.06| 3.33| 3.71| 3.92| 4.23|
| \(C_{x_l}\) | 1   | \frac{1}{2} | \frac{1}{3} | \frac{1}{4} | \frac{1}{5} | \frac{1}{6} | -  |

The proof follows from Corollary 3.2 and is included in the Appendix.

Case 2. \(4.42 \geq x \geq 2, 0.01 \leq \rho < 0.5\)

**Theorem 3.4.** Let \(4.42 \geq x \geq 2\) and \(0.01 \leq \rho < 0.5\). Let \(I_1 = \left[\frac{1}{3}, 0.5\right], I_2 = \left[\frac{1}{2\pi}, \frac{1}{3}\right]\) and \(I_3 = \left[0.01, \frac{1}{2\pi}\right]\). Then, for \(\rho \in I_i\) with \(i = 1, 2, 3\) and for \(x \in \left[x_m(i), x_{m+1}(i)\right]\),

\[
FWER(n, x, \rho) \leq x - \frac{n - 1}{n} \cdot \frac{x^2}{n} - \frac{n - 1}{n} \cdot \frac{x}{2\pi} \cdot D_{x_m}
\]

where \(x_m\)'s and \(D_{x_m}\)'s are as follows:

| \(m\) | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 |
|------|---|---|---|---|---|---|---|---|---|
| \(D_{x_m}\) | \(1\) | \(\frac{1}{2}\) | \(\frac{1}{3}\) | \(\frac{1}{4}\) | \(\frac{1}{5}\) | \(\frac{1}{6}\) | \(\frac{1}{7}\) | \(\frac{1}{8}\) | \(\frac{1}{9}\) |
| \(x_m(1)\) | 2   | 2.3 | 2.76 | 3.33 | 3.36 | 3.56 | 3.66 | 4.03 | 4.42 |
| \(x_m(2)\) | 2   | 2.49 | 2.72 | 3.04 | 3.23 | 3.66 | 4.03 | 4.42 | 4.42 |
| \(x_m(3)\) | 2   | 2.28 | 2.5 | 2.8 | 2.97 | 3.37 | 3.72 | 4.1 | 4.42 |

The proof of this theorem is exactly similar to that of the previous theorem and hence omitted.
Case 3. \( x \leq 2, \rho \geq .5 \)

**Theorem 3.5.** Let \( x \leq 2 \) and \( \rho \geq .5 \). Then,

\[
\text{FWER}(n, x, \rho) \leq x - \frac{n - 1}{n} \cdot \frac{x^2}{n} - \frac{n - 1}{n} \cdot \frac{x \rho}{6}.
\]

Case 4. \( x \leq 2, \rho < .5 \)

**Theorem 3.6.** Let \( x = \Phi^{-1}(1 - \frac{2}{n}) \leq 2 \). Then,

\[
\text{FWER}(n, x, \rho) \leq x - \frac{n - 1}{n} \cdot \frac{x^2}{n} - \frac{n - 1}{n} \cdot \frac{2x \rho}{5\pi}.
\]

It is mention-worthy that **Theorem 3.6** is valid for any non-negative \( \rho \).

**4. Bounds on FWER in general non-asymptotic setup**

We have considered an equicorrelated dependence structure so far. However, problems involving variables with more general dependence structure need to be tackled with a more general correlation matrices. Hence, the study of the behavior of FWER in arbitrarily correlated normal setups becomes crucial. Toward this, we consider the same Gaussian sequence model as in **Section 2**, but now we assume \( \text{Corr}(X_i, X_j) = \rho_{ij} \) for \( i \neq j \) with \( \rho_{ij} \geq 0 \). Let \( R \) be the correlation matrix of \( X_1, \ldots, X_n \) and \( \text{FWER}(n, x, R) \) denote the FWER of Bonferroni’s method under this setup. So,

\[
\text{FWER}(n, x, R) = \mathbb{P}_R \left( \bigcup_{i=1}^{n} \{ X_i > \Phi^{-1}(1 - x/n) \} \big| H_0 \right) = \mathbb{P}_R \left( \bigcup_{i=1}^{n} A_i \right)
\]

where \( A_i = \{ X_i > \Phi^{-1}(1 - \frac{x}{n}) \} | H_0 \} \) for \( i = 1, \ldots, n \).

In the equicorrelated setup, we use Kwerel’s inequality (Lemma 7.1) to find an upper bound to FWER (see the Appendix):

\[
\mathbb{P} \left( \bigcup_{i=1}^{n} A_i \right) \leq \sum_{i=1}^{n} \mathbb{P}(A_i) - \frac{2}{n} \sum_{1 \leq i < j \leq n} \mathbb{P}(A_i \cap A_j).
\]

That approach can be used to obtain bounds on FWER in the arbitrarily correlated setup also. However, one observes that the above inequality gives equal importance to all the intersections. Therefore, it might be advantageous to use some other probability inequality that involves the intersections with higher probabilities only. We mention such an inequality below:

**Lemma 4.1** (Kounias 1968). Let \( A_1, A_2, \ldots, A_n \) be \( n \) events. Then,

\[
\mathbb{P} \left( \bigcup_{i=1}^{n} A_i \right) \leq \sum_{i=1}^{n} \mathbb{P}(A_i) - \max_{1 \leq i \leq n} \sum_{j=1, j \neq i}^{n} \mathbb{P}(A_i \cap A_j).
\]
Evidently Kounias’s inequality is sharper than Kwerel’s inequality and they are equivalent when \( P(A_i \cap A_j) \) is same for all \( i \neq j \). We are now in a position to state a generalization of Theorem 3.1:

**Theorem 4.1.** Consider the arbitrarily correlated normal set-up with covariance matrix \( R \). Suppose \( R \) has non-negative entries. Then,

\[
\text{FWER}(n, \alpha, R) \leq \alpha - \frac{n - 1}{n} \cdot \frac{x^2}{n} - \frac{1}{2\pi} \sum_{j=1, j \neq i}^{n} \int_{0}^{\rho_{ij}} \frac{1}{\sqrt{1 - z^2}} e^{-\frac{\Phi^{-1}(1 - \frac{x}{\sqrt{n}})^2}{1 + z^2}} dz
\]

where \( i^* = \arg \max_i \sum_{j=1, j \neq i}^{n} \rho_{ij} \).

We observe that Theorem 4.1 reduces to Theorem 3.1 when \( \rho_{ij} = \rho \) for all \( i \neq j \).

**Corollary 4.1.** Consider the arbitrarily correlated normal set-up with covariance matrix \( R \). Suppose \( R \) has non-negative entries. Let \( i^* = \arg \max_i \sum_{j=1, j \neq i}^{n} \rho_{ij} \) and \( j^* = \min_j \rho_{ij} \). Then, if \( \rho_{ij}, \rho_{ij} \leq \frac{z}{n} \), \( \text{FWER}(n, \alpha, R) \leq \alpha - \frac{n - 1}{n} \cdot z \rho_{ij} \).

Hence, we assume \( \rho_{ij}, \rho_{ij} > \frac{z}{n} \) from now on. Suppose \( \bar{\rho}_{ij} = \frac{1}{n - 1} \sum_{j=1, j \neq i}^{n} \rho_{ij} \). We have the following two generalizations of 3.5 and 3.6 respectively:

**Theorem 4.2.** Consider the arbitrarily correlated normal set-up with covariance matrix \( R \). Suppose \( R \) has non-negative entries. Let \( \Phi^{-1}(1 - \frac{x}{\sqrt{n}}) \leq 2, \rho_{ij} \geq .5 \). Then,

\[
\text{FWER}(n, \alpha, R) \leq \alpha - \frac{n - 1}{n} \cdot \frac{x^2}{n} - \frac{1}{2\pi} \cdot \frac{x \bar{\rho}_{ij}}{6}.
\]

**Theorem 4.3.** Consider the arbitrarily correlated normal set-up with covariance matrix \( R \). Suppose \( R \) has non-negative entries. Let \( \Phi^{-1}(1 - \frac{x}{\sqrt{n}}) \leq 2 \). Then,

\[
\text{FWER}(n, \alpha, R) \leq \alpha - \frac{n - 1}{n} \cdot \frac{x^2}{n} - \frac{1}{2\pi} \cdot \frac{2x \bar{\rho}_{ij}}{5\pi}.
\]

The proofs of these are exactly similar to those of Theorem 3.5 and Theorem 3.6 and hence omitted.

In the proof of Theorem 3.2, we show that, for any \( \rho \geq 0 \),

\[
\forall x \geq 2, \quad \int_{0}^{\rho} \frac{1}{\sqrt{1 - z^2}} e^{\frac{x^2}{1 + z^2}} dz \geq \sin^{-1} \rho \cdot e^{-\frac{x^2}{1 + z^2}}.
\]

This inequality leads to the following:

**Corollary 4.2.** Consider the arbitrarily correlated normal set-up with covariance matrix \( R \). Suppose \( R \) has non-negative entries. Let \( x = \Phi^{-1}(1 - \frac{x}{\sqrt{n}}) \geq 2 \). Then,

\[
\text{FWER}(n, \alpha, R) \leq \alpha - \frac{n - 1}{n} \cdot \frac{x^2}{n} - \frac{1}{2\pi} \sum_{j=1, j \neq i}^{n} \sin^{-1} \rho_{ij} \cdot e^{-\frac{x^2}{1 + \rho_{ij}}}.
\]

where \( i^* = \arg \max_i \sum_{j=1, j \neq i}^{n} \rho_{ij} \).
One can derive results similar to Theorem 3.3 or Theorem 3.4 using the above corollary by imposing certain conditions on the values of the correlations in the \( i^{th} \)-th row of \( R \). For example, we have the following if we assume that \( \rho_{i,j} \geq .5 \):

**Theorem 4.4.** Consider the arbitrarily correlated normal setup with covariance matrix \( R \). Suppose \( R \) has non-negative entries. Let \( 4.23 \geq x \geq 2 \) and \( \rho_{i,j} \geq .5 \). Then,

\[
\forall x \in [x_l, x_{l+1}] \quad \text{FWER}(n, x, R) \leq \alpha - \frac{n - 1}{n} \cdot \frac{x^2}{n} - \frac{n - 1}{n} \cdot \frac{x \rho_{i,j}}{6} \cdot C_{x_l}(n)
\]

where \( x_l \)'s and \( C_{x_l}(n) \)'s are as follows:

|   | 1   | 2   | 3   | 4   | 5   | 6   | 7   |
|---|-----|-----|-----|-----|-----|-----|-----|
| \( x_l \) | 2   | 2.56| 3.06| 3.33| 3.71| 3.93| 4.23|
| \( C_{x_l}(n) \) | \( \frac{1}{12} \) | \( \frac{1}{8} \) | \( \frac{1}{6} \) | \( \frac{1}{4} \) | \( \frac{1}{3} \) | \( \frac{1}{2} \) | -   |

This can be established along the same lines of the proof of Theorem 3.3.

### 5. Simulation study

The bound by Das and Bhandari (2021) provides a significant gain in power for Bonferroni method for a large number of hypotheses. However, for equicorrelated setups with small or moderate dimensions, their bound fails as mentioned earlier. We verify this through simulations. Our simulation scheme, for fixed \( (n, x) \) is as follows:

1. For each \( \rho \in \{0, .025, .050, .075, ..., 1\} \), we generate 10,000 \( n \)-variate equicorrelated multivariate normal observations (each with mean 0 and variance 1; common correlation coefficient being \( \rho \)).
2. For each \( \rho \),
   - in each of the 10,000 replications, we note whether or not any of the generated \( n \) components exceeds the cutoff \( \Phi^{-1}(1 - \alpha/n) \).
   - the estimated FWER (for that \( \rho \)) is obtained accordingly from the 10,000 replications.

The plots after running these simulations for \( (n,x) = (100, .01) \) and \( (500, .05) \) are given in Figure 1 (the blue line represents the straight line \( x(1 - \rho) \)). We can see that the \( x(1 - \rho) \) bound fails in these cases. Also, FWER is not a convex function of \( \rho \) in these cases. We present the simulation results for some choices of \( (n,x,\rho) \) along with our proposed bounds in Table 2. It is mentioned worthy that in each case the estimated FWER is smaller than our proposed bounds.

One can see that our bounds give good results for small values of equicorrelation \( \rho \) and tend to become weak for large values of \( \rho \). This is in contrast to the method of Das and Bhandari (2021) whose bound works in the large \( \rho \) case. Therefore, in a way, our bounds and the \( x(1 - \rho) \) bound are complementary to each other in depicting the behavior of FWER in equicorrelated normal setups.
6. Concluding remarks

This work is probably the first attempt in the context of finding the effect of correlation on FWER for small and moderate number of hypotheses.

The proofs of our results heavily use the fact that FWER can be regarded as 

\[ P\left( \bigcup_{i=1}^{n} A_i \right) \] 

for suitably defined events \( A_i \), \( 1 \leq i \leq n \). Accurate computation of this probability is difficult because, in practice (as in multiple testing), the complete dependence between the events \( A_1, \ldots, A_n \) is often unknown or unavailable (in our case \( q \) is unknown and we have only some idea about \( \rho \)), unless the events \( A_i \) are independent of each other. The available information is often the marginal probabilities and joint probabilities up to level \( m(m \ll n) \). In these situations, it is desirable to compute a lower or upper bound using only a limited amount of information. We concentrated on individual and pairwise intersection probabilities. From a dependence analysis standpoint, pairwise intersection probabilities convey important information. Hence, the second order Bonferroni inequalities are most adequate general tool. On the other hand, taking specific bounds developed for concrete distributions into account leads to more concrete and better results. With this attitude in mind, for low dimensional normal distributions, by the refining and applying of Monhor’s representation formula (Lemma 7.2) and inequality for correlated bivariate normal distribution, the role of correlation coefficient, hence, of dependence expressed in probability content becomes more explicit. In general, the correlated bivariate normal distribution is key distribution for probabilistic analysis of dependence. Our refinement to Monhor’s inequality improves the tightness of the bound for some areas of arguments of distribution function. In various stochastic modeling the univariate and multivariate normal distributions are most frequent (Hutchinson and Lai 1990, Monhor 2011). It should be noted that some probabilistic results in present article may be useful not only in FWER questions, but in other areas, too.

There are several interesting generalizations in various directions. One direction is to relax the multivariate normality assumption. Another direction is to use more general error rate criteria instead of FWER which control false rejections less severely, but in doing so are better able to detect false null hypotheses. In many areas, for example,
microarray data analysis, the number of hypotheses under consideration is quite large. Control of the FWER in those cases is so stringent that departures from the null hypothesis have little chance of being detected. Consequently, alternative measures of error control have been proposed in the literature. One such measure is $k$-FWER proposed by Lehmann and Romano (2005) which is the probability of rejecting at least $k$ true null hypotheses in a simultaneous testing problem. Such an error rate with $k > 1$ is appropriate when one is willing to tolerate one or more false rejections, provided the number of false rejections is controlled. It is interesting to obtain similar upper bounds for $k$-FWER under arbitrarily dependent setups with small or moderate dimensions.
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Appendix

Proof of theorem 3.1

We need two lemmas to establish this theorem.

Lemma 7.1 (Kwerel 1975). Let $A_1, A_2, \ldots, A_n$ be $n$ events. Let $S_1 = \sum_{i=1}^{n} P(A_i)$ and $S_2 = \sum_{1 \leq i < j \leq n} P(A_i \cap A_j)$. Then, $P(\bigcup_{i=1}^{n} A_i) \leq S_1 - \frac{1}{2} S_2$.

This bound on the union of $n$ events is also called the Sobel–Uppuluri upper bound and is the optimal linear bound in $S_1$ and $S_2$ (Chen 2014). The second lemma is regarding the joint distribution function of a bivariate normal distribution:

Lemma 7.2 (Monhor 2013). Suppose $(X, Y)$ follows a bivariate normal distribution with parameters $(0, 0, 1, 1, \rho)$ with $\rho \geq 0$. Then, for all $x > 0$,

$$ P(X \leq x, Y \leq x) = \Phi(x)^2 + \frac{1}{2\pi} \int_{0}^{\rho} \frac{1}{\sqrt{1 - z^2}} e^{\frac{-z^2}{2}} dz. $$

For $i = 1, \ldots, n$, we define the event $A_i = \{X_i > \Phi^{-1}(1 - \alpha/n) | H_0\}$. So, $P(A_i) = P_{H_0}[X_i > \Phi^{-1}(1 - \alpha/n)] = \alpha/n$. This gives $S_1 = \sum_{i=1}^{n} P(A_i) = n \cdot \alpha/n = \alpha$. Now,
\(P(A_i \cap A_j)\)
\[= 1 - P(A_i^c \cup A_j^c)\]
\[= 1 - P(A_i^c) - P(A_j^c) + P(A_i^c \cap A_j^c)\]
\[= 1 - (1 - \alpha/n) - (1 - \alpha/n) + P_{H_0}(X_i \leq \Phi^{-1}(1 - \alpha/n), X_j \leq \Phi^{-1}(1 - \alpha/n))\]
\[= \frac{2\alpha}{n} - (1 - \alpha/n)^2 + \frac{1}{2\pi} \int_0^\rho \frac{1}{\sqrt{1-z^2}} e^{-\frac{x^2}{1+z^2}} dz \quad \text{(using Lemma 7.2)}\]
\[= \frac{\alpha^2}{n^2} + \frac{1}{2\pi} \int_0^\rho \frac{1}{\sqrt{1-z^2}} e^{-\frac{x^2}{1+z^2}} dz\]

This gives
\[S_2 = \left(\frac{n}{2}\right) \cdot \left[\frac{\alpha^2}{n^2} + \frac{1}{2\pi} \int_0^\rho \frac{1}{\sqrt{1-z^2}} e^{-\frac{x^2}{1+z^2}} dz\right].\]

The rest is obvious from Lemma 7.1 once we observe \(FWER(n, \alpha, \rho) = P(\cup_{i=1}^n A_i)\).

Remark 1. Yang, Alajaji, and Takahara (2016) established the following two upper bounds on the union of \(n\) events, for any \(c = (c_1, ..., c_n)\) with \(\sum_{i=1}^n c_i = 1\) and \(c_i > 0\) for each \(i\):
\[P\left(\bigcup_{i=1}^n A_i\right) \leq \frac{1}{\min c_j} \sum_{i=1}^n c_i P(A_i) - \frac{1}{\min c_j} \sum_{i=1}^n \sum_{j=1}^n c_ic_j P(A_i \cap A_j).\]
\[P\left(\bigcup_{i=1}^n A_i\right) \leq \min\left\{\sum_{j=1}^n c_j P(A_i \cap A_j) - (\min c_j) P(A_i)\right\} + \frac{1}{\min c_j} \sum_{i=1}^n c_i P(A_i)\]
\[\leq \frac{1}{(\min c_j)(1 - \min c_j)} \sum_{i=1}^n \sum_{j=1}^n c_i c_j P(A_i \cap A_j).\]

They conjectured that the optimal upper bounds in the above two classes are achieved at \(c = \frac{1}{n} I\). In the proof of Lemma 7.2 we have seen that \(P(A_i)\) is same for each \(i\) and \(P(A_i \cap A_j)\) is same for each pair \((i, j), i \neq j\) in the equicorrelated setup. In this case the above two upper bounds by Yang et al. become identical and reduce to the quantity
\[P(A_i) + \frac{P(A_i) - P(A_i \cap A_j)}{\min c_j}\]
which is a decreasing function in \(\min c_j\). Therefore, their conjecture is proved affirmatively when \(P(A_i)\) is same for each \(i\) and \(P(A_i \cap A_j)\) is same for each pair \((i, j), i \neq j\). It is also noteworthy that the quantity in (1) is same as the upper bound given by Lemma 7.1 in this case.

Proof of Theorem 3.2
We use two well-known inequalities to prove this theorem.

Lemma 7.3 (Chebyshev Integral Inequality). Let \(f\) and \(g\) be two nonnegative integrable functions and synchronous on a bounded interval \([a, b]\), i.e.,
\[\forall x, y \in [a, b], \quad |f(x) - f(y)| \cdot |g(x) - g(y)| \geq 0.\]
Then,
\[(b - a) \cdot \int_a^b f(x)g(x)dx \geq \int_a^b f(x)dx \cdot \int_a^b g(x)dx.\]

**Lemma 7.4** (Hermite-Hadamard Integral Inequality). Let \(f : [a, b] \to \mathbb{R}\) be a convex function. Then,
\[\int_a^b f(x)dx \geq (b - a) \cdot f\left(\frac{a + b}{2}\right).\]

Suppose \((X, Y)\) follows a bivariate normal distribution with parameters \((0, 0, 1, 1, \rho), \rho \geq 0\). Then, from Lemma 7.2,
\[\forall x > 0 \quad \mathbb{P}(X \leq x, Y \leq x) = |\Phi(x)|^2 + \frac{1}{2\pi} \int_0^\rho \frac{1}{\sqrt{1 - z^2}} e^{\frac{\rho^2}{4z^2}}dz.\]

It can be easily shown that the functions \(\frac{1}{\sqrt{1 - z^2}}\) and \(e^{\frac{\rho^2}{4z^2}}\) have same monotony in \(z \in [0, 1]\), that is, are synchronous on \([0, 1]\). Using Lemma 7.3, we obtain
\[\int_0^\rho \frac{1}{\sqrt{1 - z^2}} e^{\frac{\rho^2}{4z^2}}dz \geq \frac{1}{\rho} \int_0^\rho \frac{1}{\sqrt{1 - z^2}} dz \cdot \int_0^\rho e^{\frac{\rho^2}{4z^2}}dz = \frac{\sin^{-1} \rho}{\rho} \cdot \int_0^\rho e^{\frac{\rho^2}{4z^2}}dz.\]

The function \(e^{\frac{\rho^2}{4z^2}}\) is convex in \(z\) if \(z \leq \frac{x}{2} - 1\). Now, \(0 \leq z \leq \rho \leq 1\). So, \(z \leq \frac{x}{2} - 1\) holds if \(x \geq 2\). Hence, \(e^{\frac{\rho^2}{4z^2}}\) is convex in \(z \in [0, 1]\) for \(x \geq 2\). Applying Lemma 7.4 on this function, we get,
\[\forall x \geq 2, \quad \int_0^\rho e^{\frac{\rho^2}{4z^2}}dz \geq \rho \cdot e^{\frac{\rho^2}{4x^2}}.\]

Combining this with (*), we get, for \(x \geq 2\),
\[\int_0^\rho \frac{1}{\sqrt{1 - z^2}} e^{\frac{\rho^2}{4z^2}}dz \geq \sin^{-1} \rho \cdot e^{\frac{\rho^2}{4x^2}}.\]

The rest is obvious from Lemma 7.2.

**Remark 2.** Monhor (2013) obtained the following inequality for positively correlated bivariate normal distribution function using Lemma 7.2.
\[\mathbb{P}(X \leq x, Y \leq x) \geq |\Phi(x)|^2 + \frac{1}{2\pi} \cdot \sin^{-1} \rho \cdot e^{-x^2} \quad \forall x > 0.\]

**Theorem 3.2** provides a sharper inequality for \(x \geq 2\).

**Proof of theorem 3.3**

We have from Corollary 3.2, for each \(x \geq 2\),
\[FWER(n, x, \rho) \leq x - \frac{n - 1}{n} \cdot \frac{x^2}{n} - \frac{n - 1}{2\pi} \cdot \sin^{-1} \rho \cdot e^{\frac{\rho^2}{4x^2}}\]
\[\leq x - \frac{n - 1}{n} \cdot \frac{x^2}{n} - \frac{n - 1}{2\pi} \cdot \frac{2\pi \rho}{6} \cdot e^{\frac{\rho^2}{12x^2}} \quad \text{(since } \rho \geq .5 \text{ implies } \frac{\sin^{-1} \rho}{\rho} \geq \frac{\pi}{3}\).

Hence it is enough to show that
\[\forall x \in [x_i, x_{i+1}] \quad e^{\frac{\rho^2}{12x^2}} \geq \frac{x}{n} \cdot C_{x_i}(n).\]
Now, \( \frac{z}{n} = 1 - \Phi(x) \). Let, \( M(x) = e^{-\frac{z^2}{1 - \Phi(x)}} \). Using computational tools, we get that \( \forall x \in [x_i, x_{i+1}] \), \( M(x) \geq C_n(n) \) and the proof is completed.

**Proof of theorem 3.5**

We have, from Theorem 3.1,

\[
FWER(n, \alpha, \rho) \leq \alpha - \frac{n - 1}{n} \cdot \frac{x^2}{n} - \frac{n - 1}{2\pi} \int_0^\rho \frac{1}{\sqrt{1 - z^2}} e^{\frac{z^2}{1 - \Phi(z)}} dz.
\]

Now,

\[
\frac{n - 1}{2\pi} \int_0^\rho \frac{1}{\sqrt{1 - z^2}} e^{\frac{z^2}{1 - \Phi(z)}} dz
\]

\[
\geq \frac{n - 1}{2\pi} \cdot \frac{1}{\rho} \int_0^\rho \frac{1}{\sqrt{1 - z^2}} dz \cdot \int_0^\rho e^{\frac{z^2}{1 - \Phi(z)}} dz \quad \text{(using Lemma 7.2)}
\]

\[
= \frac{n - 1}{2\pi} \cdot \frac{\sin^{-1} \rho}{\rho} \cdot \left[ \int_0^{\rho/2} e^{\frac{z^2}{1 - \Phi(z)}} dz + \int_{\rho/2}^\rho e^{\frac{z^2}{1 - \Phi(z)}} dz \right]
\]

\[
\geq \frac{n - 1}{2\pi} \cdot \frac{\sin^{-1} \rho}{\rho} \cdot \frac{\rho}{2} \left[ e^{-\frac{x^2}{1 - \Phi(x)}} + e^{-\frac{x^2}{1 - \Phi(x)}} \right] \quad \text{(since } e^{\frac{z^2}{1 - \Phi(z)}} \text{ is increasing in } z)
\]

\[
= \frac{\sin^{-1} \rho}{2\pi} \cdot (n - 1) \cdot \frac{e^{-x^2} + e^{-\frac{x^2}{1 - \Phi(x)}}}{2}
\]

\[
\geq \frac{\sin^{-1} \rho}{2\pi} \cdot (n - 1) \cdot \frac{e^{-x^2} + e^{-\frac{x^2}{1 - \Phi(x)}}}{2} \quad \text{(since } \rho \geq .5\text{)}
\]

\[
= \frac{\sin^{-1} \rho}{2\pi} \cdot (n - 1) \cdot G(x) \quad \text{(suppose)}
\]

Now, we have \( \frac{\sin^{-1} \rho}{2\pi} \geq \frac{6}{\pi} \) since \( \rho \geq .5 \). Also, \( G(x) \geq 1 - \Phi(x) = \frac{z}{n} \) for \( x \leq 2.2 \). The rest follows from Theorem 3.1.

**Proof of theorem 3.6**

\( \Phi^{-1}(1 - \frac{z}{n}) \leq 2 \) implies \( \frac{z}{n} \geq 1 - \Phi(2) = 0.02275 \). Therefore, \( \rho \geq 0.02275 \). Now, along the same lines of the preceding proof, we have,

\[
\frac{n - 1}{2\pi} \int_0^\rho \frac{1}{\sqrt{1 - z^2}} e^{\frac{z^2}{1 - \Phi(z)}} dz
\]

\[
\geq \frac{\sin^{-1} \rho}{2\pi} \cdot (n - 1) \cdot \frac{e^{-x^2} + e^{-\frac{x^2}{1 - \Phi(x)}}}{2}
\]

\[
\geq \frac{\rho}{2\pi} \cdot (n - 1) \cdot \frac{e^{-x^2} + e^{-\frac{x^2}{1 - \Phi(x)}}}{2} \quad \text{(since } \rho \geq .02275\text{)}
\]

\[
= \frac{\rho}{2\pi} \cdot (n - 1) \cdot H(x) \quad \text{(suppose)}
\]

Now, \( H(x) \geq \frac{6}{\pi} (1 - \Phi(x)) = \frac{4z}{5n} \) for \( x \leq 2 \). The rest is obvious from Theorem 3.1.
Proof of theorem 4.1

We have $P(A_i) = \frac{2}{n}$ where $A_i = \{X_i > \Phi^{-1}(1 - \frac{2}{n}) | H_0\}$, for $i = 1, ..., n$. One can show, along the similar lines of the proof of 3.1, the following:

$$P_R(A_i \cap A_j) = \frac{x^2}{n^2} + \frac{1}{2\pi} \int_{0}^{\rho_0} \frac{1}{\sqrt{1 - z^2}} e^{-\Phi^{-1}(1, \frac{x^2}{2})} \, dz \quad \forall i \neq j.$$ 

Hence, $P_R(A_i \cap A_j)$ is an increasing function of $\rho_{ij}$. Therefore,

$$\arg \max_i \sum_{j=1, j \neq i}^{n} P_R(A_i \cap A_j) = \arg \max_i \sum_{j=1, j \neq i}^{n} \rho_{ij} = i^* \quad \text{(say)}. $$

Hence, applying Lemma 4.1, we get

$$FWER = P_R\left(\bigcup_{i=1}^{n} A_i\right) \leq \sum_{i=1}^{n} P(A_i) - \max_{1 \leq i \leq n} \sum_{j=1, j \neq i}^{n} P_R(A_i \cap A_j)$$

$$= n - \frac{n-1}{n} \cdot \frac{x^2}{n} - \frac{1}{2\pi} \sum_{j=1, j \neq i}^{n} \int_{0}^{\rho_0} \frac{1}{\sqrt{1 - z^2}} e^{-\Phi^{-1}(1, \frac{x^2}{2})} \, dz$$

completing the proof.