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1.Introduction

Power transmission is carried out through the transmission lines on power pole towers. It is very important to ensure the safety of power pole towers and the transmission lines. In some areas with complex terrain which may even threaten the personal safety of the inspectors, the cost of manual inspection is very high. In this case, the demand of drones inspecting power poles to replace manual inspections emerged. UAVs (unmanned aerial vehicles) have the advantages of light weight, small size, and flexibility. They can be generally divided into fixed-wing UAVs, multirotor UAVs, and unmanned helicopters. The rotor unmanned aerial vehicles have the characteristics of flexible operation and hovering in the air and is suitable for the inspection work of the power towers [1, 2].

With the increasing maturity of UAV technology, it has been widely used in aerial image measurement, regional topography survey, power tower inspection, and other fields. And, the application of machine learning drones has become more extensive, which involves image recognition, fault diagnosis, information management, intelligent communication, etc. Huang et al. [3] elaborated on the research results of machine learning algorithms in data mining and communication in their works. Fragkos et al. [4] established a management framework for UAV-assisted information systems based on game theory and machine learning. However, in the field of UAV intelligent inspection, there is currently a lack of research studies related to UAV shooting viewpoints.

The high work intensity and low efficiency of conventional manual inspection on the ground led to the fact that it is restricted by many factors. The use of UAV inspection can improve the quality and efficiency of inspection [5, 6]. A UAV patrol inspection system is established for power transmission lines and obtained the images of towers, ground wires,
transmission wires, insulators, and transmission line channels through onboard cameras [7–9]. The UAV obtains the coordinate information of power pole towers and the objects to be measured on pole towers by fetching the point cloud data [10, 11]. In order to achieve intelligent fault detection of high-voltage transmission lines, the automatic extraction of transmission lines and the locations of insulator strings are achieved by image processing and recognition technology [12, 13]. Lei and Sui [14] proposed a deep convolution neural network method based on Faster R-CNN. This method can obtain the category and locations of specific components in the images by continuously training the datasets from selected areas and check and identify the fault types, which can effectively locate the damaged parts such as insulators in power lines. At present, the position of the viewpoint during drone inspection is manually selected to control the drone’s shooting position and angle [15]. However, the manual fixed point has the disadvantages of low efficiency and many blind spots, so it is difficult to guarantee the safe distance between the UAV and the target. In view of the above problems, a new dynamic target tracking method for UAV is proposed to effectively maintain the safe distance between the UAV and the target [16].

Due to the high voltage of the transmission lines on power pole towers, it will cause electromagnetic interference to the drone and affect its airborne sensors and flight safety [17, 18]. Using an extended Kalman filter with colored noise can predict and correct the electromagnetic interference to the sensors onboard, which ensures flight stability [19]. Alhassan et al. [20] believed that the power supply, automatic obstacle detection [21], and control system of drones are the main significant challenges which have an impact on the drones’ inspection efficiency. The improvement of the UAV obstacle avoidance algorithm will be beneficial to the improvement of UAV’s real-time obstacle avoidance ability [22, 23]. In order to reduce the workload of inspection personnel and improve inspection efficiency, Wang et al. [24] proposed a new inspection method, which included using drones and power tower inspection vehicles together to study drones and using vehicles’ path planning for collaborative inspection. Besides, a detection method of transmission line components in the image processing and analysis also effectively reduces the workload of manual analysis [25]. Nguyen et al. [26] proposed a new vision-based concept of automatic power-line inspection which set UAV inspection as the main inspection method, optical images as the main data source, and deep learning as the basis of data analysis and verification.

In summary, most of the research has focused on the vision-based image recognition, coordinate positioning of UAVs and power poles in point cloud data, and how to avoid obstacles and other aspects. But there is a lack of study on the selection of the inspection shooting position (viewpoint) of an object to be measured on the power pole tower. The patrol inspection of an object to be measured cannot use the regular shooting method because the drone needs to select the best angle and viewpoint to shoot so that the object to be measured can be clearly recorded. The common method is mainly based on the 3D point cloud map, manually selecting the viewpoints of the drone shooting. However, artificial estimation can be biased, which will result in incomplete or unclear images. In addition, during viewpoint manual selection, the influence of environmental lighting factors on the shooting is not taken into account. At present, manually selecting the shooting viewpoints means shooting the objects on the power pole towers one by one, which will end up having too many viewpoints and being less efficient during inspection. Therefore, this paper focuses on researching and solving the problem of automatically determining the inspection viewpoints and shooting angles of multicopter UAVs under the condition of considering the sun illumination and effectively reducing the number of inspection points.

### 2. Research Methods and Model Representation

#### 2.1. Descriptive Model of the Viewpoint

Viewpoints refer to the spatial positions where the drone is shooting. Generally, seven parameters are used to represent the viewpoint. Among them, there are three spatial parameters that describe every spatial position of the viewpoint \( X = (x, y, z) \), where \( x, y, \) and \( z \), respectively, represent the coordinates in the space rectangular coordinate system, three spatial parameters describing the orientation and posture \( \Omega = (\theta, \phi, \rho) \), where \( \theta \) indicates the pitch angle, \( \phi \) indicates the yaw angle, and \( \rho \) indicates the roll angle, and one parameter describing the shooting direction \( \beta \). The multicopter UAV would be hovering in the air during actual flight shooting. At this time, the roll angle and pitch angle are basically 0 degrees, and only the yaw angle \( \phi \) exists. Therefore, the viewpoint of a multicopter UAV can be defined as \( \zeta \), as shown in Figure 1.

#### 2.2. Method of Determining Viewpoints Based on Safety Distance

##### 2.2.1. Establish the Minimum Safety Distance Constraints for Drone Inspection

Due to the high voltage of the transmission lines, there is an electromagnetic field within a certain range around the conductor, and the electromagnetic field will interfere with the electronic equipment onboard and affect the operational performance of the drone, which may seriously cause the crash of the drone and destroy the power grid. Therefore, when the drone inspects the power towers, it should maintain a certain safety distance from power towers. The constraints are as follows:

\[
L > L_s, \tag{1}
\]

where \( L \) represents the distance from the UAV to the nearest wire of the power pole tower and \( L_s \) is the safety distance of the voltage guide line, as shown in Table 1.

##### 2.2.2. Establish the Functional Relationship between the Size of the Components to Be Measured and the Parameters of the Drone Camera

The size of a component to be measured is called the field of view. It is determined by the distance between the shooting point and the component to be measured, the focal length and the imaging size of the lens, as shown in Figure 2.
The equation for calculating the focal length $F$ is

$$F = \begin{cases} \frac{wL}{W}, & W > H, \\ \frac{hL}{H}, & W < H, \end{cases}$$

(2)

where $F$ is the focal length of the lens, $L$ indicates the shooting distance between the viewpoint and the component to be measured, $w$ is the imaging width of the component on the ccd target surface, $W$ is the width of the component, $h$ is the imaging height of the component under on the ccd target surface, and $H$ indicates the height of the component to be measured. The specifications of the conventional ccd target surface are listed in Table 2.

2.2.3. Design the Algorithm of the Viewpoint $L$ and Focal Length $F$ of Each Component to Be Measured during Drone Inspection. UAV airborne cameras are divided into fixed-focus lenses and zoom lenses. Fixed-focus lenses need to maintain an appropriate distance in order to ensure the clarity of photos. The focal length of zoom lenses is flexible faced with different shooting distances to ensure the clarity of photos. For a fixed-focus lenses’ camera, the distance $L$ between the component under test and the viewpoint can be calculated by the following equation:

$$L = \begin{cases} \frac{FW}{w}, & W > H, \\ \frac{FH}{h}, & W < H, \end{cases}$$

(3)

For zoom lenses, in order to ensure that the imaging size of the tested component is as large as possible for inspection, the maximum focal length $F_{\text{max}}$ is used. Then, the distance for each shooting viewpoint is given by the following equation:

$$L = \begin{cases} \frac{F_{\text{max}}W}{w}, & W > H, \\ \frac{F_{\text{max}}H}{h}, & W < H. \end{cases}$$

(4)

However, since the shooting distance must meet the constraint requirement of $L > L_s$. The actual shooting focal length $F_{\text{true}}$ can be adjusted along with equation (2), given by (4):

$$F_{\text{true}} = \begin{cases} \frac{wL}{W}, & W > H, \\ \frac{hL}{H}, & W < H, \\ F_{\text{max}}, & L \geq L_s. \end{cases}$$

(5)

3. Reduction of the Viewpoint of the Drone

At present, the drone’s inspection tasks take one photo of each component. When the positions of the components are close, the camera’s fields of view can be overlapped, leading to repeated shooting and inspection efficiency reduction. Therefore, this section will study how to reduce the number of viewpoints.

3.1. Research on Reduction Methods. The space coordinate system is established by taking the center of the power pole tower foundation as the coordinate origin and assuming that the space coordinates of an object to be measured are $(0, y_A, z_A)$. The width is $W_{\text{Obj},A}$ and the height is $H_{\text{Obj},A}$. The horizontal error of the multirotor UAV is $\sigma_{\text{transverse}}$, and the vertical error is $\sigma_{\text{portrait}}$.

3.1.1. Method 1. Determine whether other objects are within the shooting range when shooting an object.

Due to the hovering error of the multirotor drone, the actual shooting range of the drone is

$$\begin{align*}
W_A' &= W_{\text{Obj},A} + 2 \cdot \sigma_{\text{transverse}} \\
H_A' &= H_{\text{Obj},A} + 2 \cdot \sigma_{\text{portrait}}.
\end{align*}$$

(6)

Airborne camera zoom: under the condition of satisfying the initial minimum safety distance $L_s$, in order to achieve full-frame shooting of the object, according to equation (2), $F_1$ can be calculated as

$$F_1 = \min\left\{ \frac{L_w}{W_{\text{min}}}, \frac{L_h}{H_{\text{min}}} \right\}.$$  

(7)

Supposing that the variable range of the camera’s focal length is $(F_{\text{min}}, F_{\text{max}})$, if $F_1 < F_{\text{min}}$, the camera cannot capture the scope of width $W_A'$ times height $H_A'$. The maximum range that the drone can shoot at this time is adjusted to

$$\begin{align*}
W_1 &= \frac{L_w}{F_{\text{min}}} \\
H_1 &= \frac{L_h}{F_{\text{min}}}.
\end{align*}$$

(8)

If $F_1 \in (F_{\text{min}}, F_{\text{max}})$, the range of drone shooting is

$$\begin{align*}
W_1 &= W_A' \\
H_1 &= H_A'.
\end{align*}$$

(9)

If $F_1 > F_{\text{max}}$, the minimum range that the drone can shoot is adjusted to

$$\begin{align*}
W_1 &= \frac{L_w}{F_{\text{max}}} \\
H_1 &= \frac{L_h}{F_{\text{max}}}.
\end{align*}$$

(10)
② Fixed focus of the airborne camera: supposing that the focal length of the camera is $F_{\text{fix}}$, the shooting distance between the drone and the object to be measured at this time can be calculated by

$$L_1 = \max \left\{ \frac{F_{\text{fix}}W_\Delta}{w}, \frac{F_{\text{fix}}H_\Delta}{h} \right\}. \quad (11)$$

If $L_1 < L_s$, the drone does not meet the requirement that the shooting distance should be larger than the minimum safety distance, so the shooting distance of the drone needs to be increased to obtain a new shooting range of the drone:

$$\begin{cases} W_2 = \frac{L_1 w}{F_{\text{fix}}} \\
H_2 = \frac{L_1 h}{F_{\text{fix}}} \end{cases} \quad (12)$$

If $L_1 \geq L_s$, then the shooting range of the drone is

$$\begin{cases} W_2 = W'_\Delta \\
H_2 = H'_\Delta \end{cases} \quad (13)$$

3.1.2. Method 2. Firstly, a reasonable shooting range will be determined according to the shooting performance of the camera. Then, which objects are included in this range would be distinguished.

① Airborne camera with zoom lenses: since the UAV has a certain shooting distance during the inspection and all objects need to be photographed clearly and accurately, it is preferred to use a long focal length for the inspection and shooting.

According to equation (2), the shooting range at the maximum focal length can be obtained:

$$\begin{cases} W_3 = \frac{wL_s}{F_{\text{max}}} \\
H_3 = \frac{hL_s}{F_{\text{max}}} \end{cases} \quad (14)$$

The viewpoints corresponding to the components within this shooting range will be reduced.

② Airborne camera with fixed lenses: similarly, in order to shoot the object to be measured as clearly as possible, taking the minimum safety distance as the shooting distance, the shooting range is calculated according to the following equation:

$$\begin{cases} W_4 = \frac{wL_s}{F_{\text{fix}}} \\
H_4 = \frac{hL_s}{F_{\text{fix}}} \end{cases} \quad (15)$$

The viewpoints corresponding to the components within this shooting range will be reduced.

3.2. The Rules of Viewpoint Reduction When Shooting Regardless of the Shooting Surface. The components to be measured do not have a fixed shooting surface. For example, when inspecting the insulator string, there is no need to consider the shooting angles and directions. Therefore, the viewpoints corresponding to all the objects to be measured falling within the shooting range can be reduced and merged.

(1) Method 1: when the drone shoots the component $A$ to be measured during inspection, depending on whether the focal length of the camera mounted on
the drone changes, the area \((W_1', H_1)\) or \((W_2, H_2)\) would be taken as a reducible shooting range. When multiple objects are within the range, these objects are photographed together, and the judgment conditions for whether some object \(i\) to be measured is within the range are as follows:

\[
\begin{align*}
\max \{y_A, y_i - \frac{1}{2}W_i', y_j + \frac{1}{2}W_i'\} - \min \{y_A, y_i - \frac{1}{2}W_i', y_j + \frac{1}{2}W_i'\} & \leq \frac{1}{2}W_k, \\
\max \{z_A, z_i - \frac{1}{2}H_i, z_j + \frac{1}{2}H_i\} - \min \{z_A, z_i - \frac{1}{2}H_i, z_j + \frac{1}{2}H_i\} & \leq \frac{1}{2}H_k,
\end{align*}
\]

(16)

where \(y_i\) and \(z_i\), respectively, represent the space coordinate values of the object \(i\), \(i = A, B, C, \ldots, W_i\) and \(H_i\) indicate the width and height of the object, respectively. Depending on whether the focal length of the camera is zoom, \(k = 1\) and 2. When calculating the positions of the viewpoints, this shooting range needs to be treated as a whole, calculated with the central coordinate of the whole, and remove the other objects within the shooting range.

(2) Method 2: the area \((W_3, H_3)\) or \((W_4, H_4)\) would be taken as the range of multiple objects together to be measured. For any object \(K\), the actual size after considering the influence of the drone can be calculated by equation (6) as \((W_k', H_k')\), and the judgment conditions for whether other objects to be measured are within the shooting range are as follows:

\[
\begin{align*}
\max \{y_i - \frac{1}{2}W_i', y_j + \frac{1}{2}W_i', y_j - \frac{1}{2}W_i', y_j + \frac{1}{2}W_i'\} - \min \{y_i - \frac{1}{2}W_i', y_j + \frac{1}{2}W_i', y_j - \frac{1}{2}W_i', y_j + \frac{1}{2}W_i'\} & \leq W_k, \\
\max \{z_i + \frac{1}{2}H_i', z_i - \frac{1}{2}H_i', z_j + \frac{1}{2}H_j', z_j - \frac{1}{2}H_j'\} - \min \{z_i + \frac{1}{2}H_i', z_i - \frac{1}{2}H_i', z_j + \frac{1}{2}H_j', z_j - \frac{1}{2}H_j'\} & \leq \frac{1}{2}H_k,
\end{align*}
\]

(17)

Assuming that the coordinates of the hanging point of the horizontal arm are known as \(h(x_h, y_h, z_h)\), the coordinates of the hanging point of the wire end are \(d_i(x_{d_i}, y_{d_i}, z_{d_i})\), and the coordinates of the hanging point of the wire end of the adjacent tower connected to it are \(d_j(x_{d_j}, y_{d_j}, z_{d_j})\). The plane equation of the hanging point at the cross arm can be calculated as

\[
A(x - x_{d}) + B(y - y_{d}) + C(z - z_{d}) = 0,
\]

(18)

where the values of \(A\), \(B\), and \(C\) are determined by the coordinate values of different objects to be measured:

\[
A = (z_{d_1} - z_h)y_d + (z_{d} - z_{d_1})y_h + (z_h - z_d)y_{d_1},
\]

(19)

\[
B = (z_h - z_{d_1})x_d + (z_{d} - z_{d_1})x_h + (z_d - z_h)x_{d_1},
\]

(20)

\[
C = (y_{d_1} - y_h)x_d + (y_{d} - y_{d_1})x_h + (y_h - y_d)x_{d_1}.
\]

(21)

If there is a fixed shooting surface for the object to be measured and the shooting surface is not on the same plane as the shooting surfaces of other objects, the merge processing cannot be performed. Therefore, the information about shooting surfaces of different objects to be measured should be obtained before evaluation. If the shooting
surfaces of the two objects to be measured are different, one of the objects should be removed in the evaluation process. By substituting the coordinate values of other objects to be measured into equations (18)–(21), it can be judged whether they are on the same plane as the object being photographed.

(1) Method 1: when there are multiple objects with a fixed shooting surface and the shooting surfaces are on the same plane, whether other objects with the same shooting surface are within the shooting range of the object can be determined by taking a certain object as the shooting center. Assuming that the object A to be measured has a fixed shooting surface, whether other objects to be tested are within this shooting range can be judged by equation (16).

(2) Method 2: the shooting range is known. For multiple coplanar objects with fixed shooting surfaces, the processing method is the same with Method 1. Whether the multiple objects are within the shooting range can be judged by equation (17).

3.4. The Viewpoint Reduction Rule When the Shooting Surfaces Are on Different Planes. There also exist scenarios that multiple objects to be measured have fixed shooting surfaces, and the shooting surfaces are not on the same plane. For example, the directions of the hanging points of two different insulator strings on the same side are different. Therefore, if inspectors want to shoot the two hanging points at the same time, we need to find the appropriate angle to ensure that we can shoot the fixed shooting surface of the two hanging points at the same time.

3.4.1. Method 1. When shooting object A with a fixed shooting surface, the shooting range could be determined firstly, which can be known as according to equation (6). Secondly, whether other objects to be tested are within the shooting range needs to be judged according to equation (16).

If the object i satisfies the above equation, its coordinates will be substituted into equation (18) to determine whether it is in the same plane as the object C to be measured. When the shooting planes between the objects to be measured are in the same plane, reduction can be done according to the method introduced in Section 2.3. When the shooting planes between objects are not the same, their own plane equations need to be determined first.

Supposing that the space coordinates of the object C to be measured are \((x_C, y_C, z_C)\), the width is \(W_C\) and the height is \(H_C\). Also, the space coordinates of the object D to be measured are \((x_d, y_d, z_d)\), the width is \(W_d\), and the height is \(H_d\). According to equation (18), the plane equation of each plane can be calculated, and then, the equation of the normal of the two planes passing through the coordinate points of the object to be measured can be calculated:

\[
\begin{align*}
\frac{x-x_C}{A_C} &= \frac{y-y_C}{B_C} = \frac{z-z_C}{C_C}, \\
\frac{x-x_d}{A_d} &= \frac{y-y_d}{B_d} = \frac{z-z_d}{C_d},
\end{align*}
\]

According to the experience of drone inspection and shooting, when the object shooting surfaces are not in the same plane and the angle between the shooting surfaces is less than 30°, the drone cannot clearly shoot two objects to be measured at the same time. The angle between the planes \(\phi\) can be calculated from the normal of the two shooting surfaces:

\[
\phi = \arccos \left( \frac{A_C A_d + B_C B_d + C_C C_d}{\sqrt{A_C^2 + B_C^2 + C_C^2} \sqrt{A_d^2 + B_d^2 + C_d^2}} \right),
\]

\[
\varphi = \pi - \phi.
\]

When the angle between the planes \(\varphi\) is less than 30°, the two objects to be measured cannot be shot at the same time.

In order to ensure that the drone can shoot two objects to be measured at the same time, the viewpoint of the drone is moved to a position, and the angles between which and the normal corresponding to the two object planes are equal. Meanwhile, the distance between the drone and the two objects to be measured needs to be guaranteed to be greater than the minimum safety distance. Therefore, the position of the viewpoint after the drone moves \(M(x_M, y_M, z_M)\) can be calculated by the following equation:

\[
\begin{align*}
\left\{ \begin{array}{l}
(t_i^* A_C + x_M - x_M)^2 + (t_i^* B_C + y_M - y_M)^2 + (t_i^* C_C + z_M - z_M)^2 = L_i^2,
(t_i^* A_d + x_M - x_M)^2 + (t_i^* B_d + y_M - y_M)^2 + (t_i^* C_d + z_M - z_M)^2 = L_i^2,
(t_i^* A_i + B_i^* y_M + C_i^* z_M - A_i^* x_M - B_i^* y_M - C_i^* z_M)^2 = L_i^2,
\end{array} \right.
\end{align*}
\]

\[
t_i = \frac{A_i^* x_M + B_i^* y_M + C_i^* z_M - A_i^* x_i - B_i^* y_i - C_i^* z_i}{A_i^2 + B_i^2 + C_i^2}, \quad i = C\ and\ D.
\]
Table 1: Range of sideline protection zones for transmission at all levels in general areas.

| Voltage level (KV) | Outside distance (Ls) (m) |
|-------------------|---------------------------|
| 66–110            | 10                        |
| 220–330           | 15                        |
| 500               | 20                        |
| 750               | 25                        |

3.4.2. Method 2. The shooting range \((W_k, H_k)\) should be determined firstly, \(k = 1, 2\), according to Method 2 in Section 2.1. Secondly, whether any two objects to be measured on the power tower are within this range is judged by equation (17).

If the two objects to be measured are within the shooting range, their coordinates are substituted into equation (18) to determine whether the two objects are on the same plane. When the shooting surfaces of the two objects to be measured are in the same plane, the corresponding viewpoints can be merged and reduced according to the second method in Section 2.3. Otherwise, the plane equation of the object to be measured is calculated according to equation (18), and the normal’s equation of each plane is obtained by equation (23). Equation (24) calculates the angle between the planes. If the angle between the planes is greater than 30°, the position of the viewpoint after the UAV is shifted could be calculated by equation (25). Otherwise, the two objects to be measured cannot be shot together.

Considering the efficiency of the proposed reduction process, this paper designs two simplification methods. Method 1 only judges whether there are other whole components to be measured within the shooting range. If it is true, all components within the field of view will be uniformly shot and merged into one viewpoint. This method would fail to reduce when the field of view does not contain any components or only contain partial components. In order to further optimize the number of viewpoints, this paper simplifies the number of viewpoints by adjusting the position and range of the field of view through Method 2 on the premise of ensuring the shooting accuracy. In practice, workers need to choose between or combine two kinds of viewpoint reduction methods according to actual engineering needs.

3.5. Algorithm Complexity Analysis. This paper sets the number of components to be measured as \(n\). The operation process of the algorithm of Method 1 is followed as follows: firstly, when shooting component \(A\), the algorithm traverses other \(n - 1\) components. After calculating, it can be found that totally there are \(m\) components within the same shooting range as component \(A\), which needs to be run for \(n - 1\) times. Then, it needs to execute \(m\) times to judge whether there is a shooting surface for each of \(m\) components. If there is no shooting surface, the viewpoint will be output directly. Otherwise, it is necessary to run \(m - 1\) times to determine whether the shooting surfaces of \(m\) components are coplanar. Therefore, the complexity of the algorithm in Method 1 is \(O(n)\).

The operation process of the algorithm Method 2 is as follows: firstly, the shooting range is calculated according to the parameters of the airborne camera. For every component in \(n\) components, it calculates \(m\) components within the same shooting range, which needs to be executed for \(\sum_{i=1}^{m} C_n^i\) times. It needs to be executed \(m\) times to judge whether there is one shooting surface for the \(m\) components. If there is no shooting surface, the view point will be output directly. Otherwise, it shall be performed to determine whether the shooting surfaces of \(m\) components are coplanar, which needs to be executed for \(\sum_{i=1}^{m} C_n^m\) times. Therefore, the complexity of the algorithm in reduction Method 2 is \(O(n \log 2 n)\).

To summarize, Method 1 has low complexity and high efficiency, but the reducable number of viewpoints is limited. Method 2 has high complexity and low efficiency, but the simplification ability of viewpoints is better. The automatic determination of viewpoints can effectively solve the image quality problem of incomplete components. At the same time, the viewpoint reduction algorithm can reduce the number of UAV inspection viewpoints, increase the number of shot components for a single shot, and reduce the number of shooting times, which help improve the inspection efficiency of power towers and save cost.

4. Optimization of the Viewpoint Position Based on the Sun’s Trajectory

When shooting an object, usually the camera is selected for forward light shooting so that the object imaging will be clearer. In order to ensure that the imaging is clear, it is necessary to consider the illumination angle, and the imaging clarity of the forward light shooting is greater than the backlight shooting. Therefore, it is critical to consider the sun’s trajectory to optimize the position of the viewpoint in the previous step.

4.1. Determination of the Sun’s Position and Angle. The sun’s trajectory can be determined according to the four parameters of the solar declination angle \(\delta\), solar hour angle \(\omega\), azimuth angle \(\gamma\), and altitude angle \(\alpha\) [27], as shown in Figure 3.

The figure above shows the altitude angle of the sun \(\alpha\) and the azimuth angle of the sun \(\gamma\).

4.2. The Calculation of the Optimal Shooting Position of the Object to Be Measured without a Fixed Shooting Surface. The sunlight is taken as a factor to the determination of the viewpoint of the drone to optimize the viewpoint. Assuming
that the spatial coordinate of the component to be measured is \((0, 0, 0)\). The UAV shooting distance \(L\), accumulated day number \(n\), observation point time \(T\), observation point latitude \(\psi\), declination angle \(\delta\), solar hour angle \(\omega\), solar altitude angle \(\alpha\), and azimuth angle \(\gamma\) are given. The equations for calculating the coordinates of the viewpoint of the UAV \((x, y, z)\) are given by equation (26): The position of the viewpoint is shown in Figure 4:

\[
\begin{align*}
    x &= L^* \cos \alpha \cos \gamma, \\
    y &= -L^* \cos \alpha \cos \gamma, \\
    z &= L^* \sin \alpha, \\
    \beta &= \arcsin \left( \frac{Z}{\sqrt{X^2 + Y^2 + Z^2}} \right).
\end{align*}
\]

\[ (26) \]

4.3. Calculation of the Optimal Shooting Position of the Object to Be Measured with a Fixed Shooting Surface. For some noncylindrical objects, such as the power-pole number plate, inspectors chose to use frontal shooting to obtain the attribute information on that. Meanwhile, the influence of light needs to be considered under the premise of frontal shooting instead of prioritizing forward light shooting. For the object to be measured with a fixed shooting surface, firstly the viewpoint of the drone that meets the inspection requirements \(V_2\) is calculated. In order to consider the influence of lighting factors, on the basis of ensuring that the fixed surface is photographed, \(V_2\) as the middle point is shifted to the left and right by 30° to widen the range of the viewpoint. The shifted viewpoints are represented by \(V_{\text{left}}\) and \(V_{\text{right}}\). Then, \(V_1\), the viewpoint calculated based on the sunlight in (3), will be compared with \(V_2, V_{\text{left}}, \text{and } V_{\text{right}}\) to obtain the final UAV viewpoint position given by the following equation:

\[
V = \begin{cases} 
V_2, & V_1 \notin [V_{\text{left}}, V_{\text{right}}], \\
V_1, & V_1 \in [V_{\text{left}}, V_{\text{right}}].
\end{cases}
\]

\[ (27) \]

5. Design and Implementation of the Algorithm for Automatic Determination of Shooting Viewpoints

The algorithm flowchart in this paper is shown in the following Figure 5.

6. Test Verification

The automatic viewpoint determination algorithm takes several factors into account such as the hovering accuracy and external illumination of the multirotor UAV to calculate the optimal viewpoints. The aforementioned algorithm is
implemented on the computer via the Java language to realize the visual interface running program. The variable parameters that can be configured by the program include accumulated day numbers, observation time, observation point latitude, sizes of the components to be measured, camera focal length, and lens’ target surface size. Also, the program can automatically read the current date and time of the UAV system. Finally, according to the aforementioned parameters, the program will automatically calculate the corresponding viewpoints of the UAV and reduce the obtained viewpoint set through the viewpoint reduction rules.

For example, a glass-shaped power tower is being inspected. The height of the tower is 50 m. The three-dimensional point cloud map of the tower is shown in Figure 6. The vertical hovering error of the drone is 0.5 meter, and the horizontal hovering error is 1.5 meters. The power tower is located at latitude 33° North, and the relative spatial position coordinate of the tower foot is set as (0, 0, 0).

In order to verify the sensitivity and validity of the algorithm, the following comparison experiments are set for comparison. It includes algorithm comparison, comparison of lighting effects, comparison of reduction of the number of
Figure 5: Algorithm flow chart.
viewpoints, and comparison of consider drone hovering error or not. All experiments used the same multirotor UAV. The experimental results are shown in Table 3.

As can be seen from Table 3, the following conclusions can be obtained:

1. The comparison between the first five experiments and Experiment 6 shows that the images shot at the inspection points of the drones determined by hand engineering did not capture the complete power pole tower, and the tower’s head part is not photographed. Hence, workers cannot evaluate whether the head is intact. In Experiment 5, via the method of this paper, the full view of the power pole tower can be captured, and the maximum imaging size of the power pole towers is guaranteed.

2. Compared with Experiment 3, in Experiment 1 and Experiment 2, the ends of the conductors connecting different insulators and the connection part between the conductors can be photographed together. Four different parts to be measured are uniformly photographed, and the original four viewpoints are reduced to one viewpoint, which enhanced the inspection efficiency. Experiment 3 only photographed part of the insulator string connection, and there is a phenomenon of incomplete shooting.

3. Comparison between Experiment 1 and Experiment 2 shows that Experiment 1 takes into account the factors of sunlight and optimizes the position of the viewpoint so that the components to be measured can be completely and clearly photographed; Experiment 2 did not take the sunlight into account. The overall brightness of the image is too high, so the recognition of the components in the picture is not straightforward, which will interfere with the evaluation of whether the components on the power pole towers are damaged.

4. The comparison between Experiment 3 and Experiment 4 shows that Experiment 3 takes the hovering error of the multirotor UAV into account, and the insulator string can be shot completely. Experiment 4 did not consider the hovering error, resulting in incomplete shooting of the insulator string, and the reason for this phenomenon is caused by the position deviation of the drone during hovering.

Therefore, the algorithm proposed in this paper can achieve full-frame shooting of the components to be measured under lighting conditions suitable for shooting. Also, it can effectively reduce the number of viewpoints and improve the inspection efficiency on the premise of finishing the inspection task.

According to the requirements for components to be measured in the inspection instruction manual of power towers, the spatial coordinate values of all components to be measured on towers on the 84 projection coordinate system can be obtained from the point cloud map, as shown in Table 4.

Firstly, regardless of the reduction of viewpoints, the viewpoint automatic determination algorithm is used to calculate the drone’s viewpoint coordinates of each component to be measured. The results are shown in Table 5.

Then, the number of viewpoints of the multirotor UAV is reduced through the viewpoint reduction algorithm in the viewpoint automatic determination algorithm. So, the simplified viewpoint coordinates are obtained, as shown in Table 6.

It can be seen from Table 6 that according to the viewpoint reduction rules, the three viewpoints...
| Viewpoint determination method | Inspection time | Light effects considered | Image taken |
|-------------------------------|----------------|--------------------------|-------------|
| The viewpoint determination algorithm proposed by this paper | 2020/06/01 10.19 (Experiment 1) | Yes | ![Image 1] |
|                             | 2020/06/01 10.19 (Experiment 2) | No | ![Image 2] |
|                             | 2020/06/01 10.19 (Experiment 3) | No | ![Image 3] |
|                             | 2020/06/01 10.19 (Experiment 4) | Yes | ![Image 4] |
| Hand engineering            | 2020/03/16 10.04 (Experiment 5) | Yes | ![Image 5] |
|                             | 2020/03/16 10.04 (Experiment 6) | Yes | ![Image 6] |
corresponding to the hanging point of the left-phase insulator string wire end, left-phase insulator string cross arm, and left-phase insulator string are reduced to one viewpoint. The viewpoints in the middle phase and right phase are reduced in the same way. The number of inspection viewpoints of the multirotor UAV is simplified from 15 to 9 through viewpoint reduction.

### 7. Summary

This paper focuses on the problems that may occur when manually selecting the viewpoints of the power pole towers, such as failing to capture the whole picture of the power tower, the backlight shooting, and the excessive viewpoints. It considers the structure of the power towers, the locations

---

Table 4: Projection spatial coordinate values of components to be measured.

| Serial number | Components to be measured | Component spatial coordinates (x, y, z) |
|---------------|----------------------------|----------------------------------------|
| 1             | The whole tower            | 671216.343, 3526361.454, 28.363         |
| 2             | Tower head                 | 671216.343, 3526361.454, 41.071          |
| 3             | Tower body                 | 671216.343, 3526361.454, 28.180          |
| 4             | Base of the tower          | 671216.343, 3526361.454, 11.093          |
| 5             | Hanging point of left-phase insulator string wire end | 671205.262, 3526358.129, 41.809          |
| 6             | Hanging point of left-phase insulator string cross arm | 671205.262, 3526358.129, 46.682          |
| 7             | Left-phase insulator string | 671205.262, 3526358.129, 44.366          |
| 8             | Hanging point of middle-phase insulator string wire end | 671216.343, 3526361.454, 41.964          |
| 9             | Hanging point of middle-phase insulator string cross arm | 671216.343, 3526361.454, 46.609          |
| 10            | Middle-phase insulator string | 671216.343, 3526361.454, 44.335          |
| 11            | Hanging point of right-phase insulator string wire end | 671222.446, 3526364.659, 41.809          |
| 12            | Hanging point of right-phase insulator string cross arm | 671222.446, 3526364.659, 46.682          |
| 13            | Right-phase insulator string | 671222.446, 3526364.659, 44.366          |
| 14            | Left-ground wire hanging point | 671206.367, 3526358.043, 51.212          |
| 15            | Right-ground wire hanging point | 671226.387, 3526364.169, 51.212          |

Table 5: Corresponding viewpoint coordinates of components to be measured.

| Serial number | Components to be measured | Viewpoint coordinates (x, y, z) |
|---------------|----------------------------|--------------------------------|
| 1             | The whole tower            | 671260.797, 3526405.908, 64.659 |
| 2             | Tower head                 | 671236.551, 3526381.662, 57.570 |
| 3             | Tower body                 | 671242.705, 3526387.816, 49.704 |
| 4             | Base of the tower          | 671232.010, 3526377.211, 23.958 |
| 5             | Hanging point of left-phase insulator string wire end | 671189.962, 3526358.129, 41.809 |
| 6             | Hanging point of left-phase insulator string cross arm | 671189.962, 3526358.129, 46.682 |
| 7             | Left-phase insulator string | 671189.962, 3526358.129, 44.366 |
| 8             | Hanging point of middle-phase insulator string wire end | 671216.343, 3526376.754, 57.264 |
| 9             | Hanging point of middle-phase insulator string cross arm | 671216.343, 3526376.754, 61.909 |
| 10            | Middle-phase insulator string | 671216.343, 3526376.754, 59.635 |
| 11            | Hanging point of right-phase insulator string wire end | 671242.746, 3526364.659, 41.809 |
| 12            | Hanging point of right-phase insulator string cross arm | 671242.746, 3526364.659, 46.682 |
| 13            | Right-phase insulator string | 671242.746, 3526364.659, 44.366 |
| 14            | Left-ground wire hanging point | 671191.067, 3526358.043, 51.212 |
| 15            | Right-ground wire hanging point | 671241.687, 3526364.169, 51.212 |

Table 6: Viewpoint coordinates of components to be measured after reduction.

| Serial number | Components | Viewpoint coordinates (x, y, z) |
|---------------|------------|--------------------------------|
| 1             | The whole tower | 671260.797, 3526405.908, 64.659 |
| 2             | Tower head | 671236.551, 3526381.662, 57.570 |
| 3             | Tower body | 671242.705, 3526387.816, 49.704 |
| 4             | Base of the tower | 671232.010, 3526377.211, 23.958 |
| 5             | Left-phase insulator string | 671189.962, 3526358.129, 44.366 |
| 6             | Middle-phase insulator string | 671216.343, 3526376.754, 59.635 |
| 7             | Right-phase insulator string | 671242.746, 3526364.659, 44.366 |
| 8             | Left-ground wire hanging point | 671191.067, 3526358.043, 51.212 |
| 9             | Right-ground wire hanging point | 671241.687, 3526364.169, 51.212 |
and sizes of the components to be measured, the flight performance of the aircraft, and the specifications of the onboard camera. According to the actual requirements of the inspection, the algorithm for UAV viewpoint determination based on space geometry is proposed. Firstly, according to the requirements of power tower inspection, this paper calculates the viewpoints’ positions of the multirotor UAV based on the space geometry. The situation exists that one component to be measured corresponds to one drone viewpoint resulting in excessive viewpoints. To overcome this, the corresponding reduction rules are given depending on different positions of the objects to be measured on the power pole towers. And, the objects to be measured that meet the reduction rules are photographed together to reduce the number of viewpoints. At the same time, in order to ensure that the objects to be measured photographed by the drone can be clearly imaged, the impacts of the sunlight at different times on the shooting are considered. Also, the positions of the drone’s viewpoints are optimized and adjusted. Then, the integrity of the drone when shooting the object along the light is guaranteed. The images are clear, which achieves the purpose of optimizing the viewpoints’ positions. In order to improve the calculation efficiency of the algorithm, the computer visual operation interface is built via Java, and the optimal inspection point position of the UAV can be quickly calculated by inputting the parameters required for inspection. Finally, this paper conducts the simulation experiment on a specific power tower, which is photographed by the designed algorithm to calculate the positions of the viewpoints. During the process, the influence of the sun illumination is considered, while ensuring the whole object is shot so that the problems of fuzzy images caused by the influence of the light during the shooting are solved, and the inspection efficiency of power poles has been greatly enhanced.
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