A Novel Sensing Strategy Based on Energy Detector for Spectrum Sensing
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Abstract: Sensing strategy directly influences the sensing accuracy of a spectrum sensing scheme. As a result, the optimization of a sensing strategy appears to be of great significance for accuracy improvement in spectrum sensing. Motivated by this, a novel sensing strategy is proposed in this paper, where an improved tradeoff among detection probability, false-alarm probability and available throughput is obtained based on the energy detector. We provide the optimal sensing performance and exhibit its superiority in theory compared with the classical scheme. Finally, simulations validate the conclusions drawn in this paper.
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1. Introduction

With the rapid development of wireless communication technology, the number of wireless users has been increasing dramatically, resulting in the shortage of spectrum resources. However, according to the investigation of the Federal Communication Commission (FCC), low utilization of the registered spectrum is not a new problem [1]. In consequence, how to improve the utilization of the registered spectrum has become a problem that deserves our attention [2].

To solve the shortage issue of the wireless spectrum as much as possible, Cognitive Radio (CR) [3–5] technology is proposed, where a CR can adaptively adjust its parameters with the change of environment for opportunistic spectrum reuse when the primary (registered) user (PU) is out. The main technology behind CR includes spectrum sensing (SS) [6–8], dynamic spectrum allocation (DSA) [9] and spectrum sharing [10]. SS mainly contributes to the decision on spectrum occupancy. The main research of DSA focuses on how to effectively optimize and allocate the perceived spectrum. Spectrum sharing aims at exploring high-efficiency sharing of the observed spectrum in the condition of multiple users. Since it functions as the foundation of DSA and spectrum sensing, SS appears indispensable for further development of CR.

Classical SS methods mainly contain energy detector (ED) [11], cyclostationary feature detector (CFD) [12], covariance matrix-based detector (CMD) [13] and cooperative spectrum sensing (CSS) [14]. Thanks to its low complexity and superior performance, ED is the most popular and classical scheme for SS [15]. However, ED is sensitive to environment noise and its sensing performance degrades sharply with the fall of environmental SNR. Consequently, most ED-based SS are devoted to restraining noise uncertainty. CFD has attracted the attention of many researchers due to its insensitivity to noise uncertainty [16], which is at the expense of computational complexity. In consequence, CFD works as a kind of SS scheme suitable for the situation, where there is no constraint on system complexity. CMD is based on the covariance matrix analysis of the received observed signal [17]. The essence of
CMD is that received signals are correlated with each other; however, there is no correlation between noise and noise, as well as between noise and signals. The main purpose of CSS is to solve the hidden terminal issue where high buildings may interfere with the received signal of CR and results in judgment on the condition of observed spectrum bands [18]. By placing various CR terminals located in different positions, CSS helps to solve the hidden terminal issue and improves sensing accuracy as well. CSS contains centralized CSS and distributed CSS [19]. Distributed CSS communicates with each other and each node makes the final decision based on the decision of the others [20]. For centralized CSS, there is a fusion center where the decision result or received signal of each node is sent to the fusion center and the fusion center makes the final decision according to some decision rule [21]. The classical decision rules of centralized CSS contain AND rule [22], OR rule [23], Majoring voting rule [24], Equal Gain Combining rule [25], Selection Combining rule [26] and Maximal Ratio Combining rule [27].

In SS, three parameters are associated with the sensing performance, detection probability, false-alarm probability and available throughput [28]. The higher the detection probability is, the better the primary user (PU) can be protected. From the perspective of secondary users, the lower the false-alarm probability is, the greater chance the channel can be reused when it is available. Nevertheless, when detection probability is high, the corresponding false-alarm probability is also high, resulting in a lower available throughput. On the contrary, when the false alarm probability is at a low level, the corresponding detection probability is also comparatively low. As a result, how to establish a tradeoff among detection probability, false-alarm probability and available throughput deserves further discussion.

In the literature, three kinds of sensing strategies were explored. In [28], we can conclude that the detection performance is optimal and the false-alarm probability is in the maximum fault tolerance range of CR, when the detection probability is maximum. The CR system can be optimized when the system has the maximum throughput and the detection probability is greater than the minimum requirement of CR [29]. Evidently, [28] tended to improve the detection probability at the expense of false-alarm probability. Simultaneously, [29] sacrificed detection probability for a higher throughput. In [30], the authors insisted that the system performance was optimal when the sum of the false-alarm probability and miss probability was at the lowest level. Due to the negative correlations between false-alarm probability and available throughput, [30] provided a tradeoff among detection probability, false-alarm probability and available throughput.

Motivated by the reasons mentioned above, an improved sensing strategy is proposed in this paper, giving a better tradeoff among detection probability, false-alarm probability and available throughput. The main contribution of this paper is concluded as follows:

1. We analyze the advantages and disadvantages of three classical sensing strategies and demonstrate the superiority of the proposed strategy.
2. We emphatically compare the proposed sensing strategy with the one proposed in [30] and reach a conclusion that the proposed strategy outperforms the one in [30].
3. We conduct simulation experiments respectively in the AWGN, Rayleigh and Rician channel to validate our conclusion proposed in this paper.

Note that the proposed strategy greatly differs from energy harvesting (EH)-based SS [31]. To the best knowledge of the author, EH-based SS is devoted to collect enough energy from the environment to ensure that sensor nodes could work stably. As for the proposed strategy in this paper, a better tradeoff among detection probability, false-alarm probability and available throughput is considered. The essence of the proposed scheme consists in providing a sensing strategy with PU protection considering the communication capacity of cognitive users.

The rest of this paper is organized as follows. Section 2 reviews the basic work of SS. The main contribution of this paper is shown in Section 3, which contains all of the theoretical derivations. Simulation experiments and analysis results are reported in Section 4. Finally, Section 5 concludes this paper.
2. System Model

Let us define $f_c$ and $W$ separately as the carrier frequency and bandwidth of the observed radio signal. Generally, SS is regarded as a binary hypothesis issue,

$$H_1: y(n) = h(n)s(n) + u(n),$$

$$H_0: y(n) = u(n),$$

where $H_1$ denotes the presence of PU while $H_0$ denotes the absence of PU; $y(n)$, $s(n)$ and $u(n)$, respectively, represent received mixed signal, clean signal and noise at the receiver of CR; $h(n)$ signifies the corresponding channel gain. In addition, (1) and (2) are based on three assumptions as follows [32]:

1. $s(n)$ and $u(n)$ are assumed as independent and identically distributed stationary random process with mean zero and $E[|s(n)|^2] = \sigma_s^2$, $E[|u(n)|^2] = \sigma_u^2$;
2. $s(n)$ and $u(n)$ are independent mutually;
3. $h(n)$ is a complex Gaussian random variable with mean zero.

Suppose $f_s$ is the sampling frequency and $\tau$ is the sampling time at the receiver of CR. The corresponding sampling point is $N = \tau f_s$. As a result, the false-alarm probability is defined as

$$P_f(\varepsilon, \tau) = Q\left(\frac{\varepsilon}{\sigma_u^2} - 1\right)\sqrt{\tau f_s},$$

and the corresponding detection probability could be written as

$$P_d(\varepsilon, \tau) = Q\left(\frac{\varepsilon}{\sigma_u^2} - \gamma - 1\right)\sqrt{\frac{\tau f_s}{2\gamma + 1}},$$

$$Q(x) = \frac{1}{\sqrt{2\pi}}\int_x^\infty \exp\left(-\frac{t^2}{2}\right) dt,$$

where $\gamma = \frac{\sigma_s^2}{\sigma_u^2}$ is the environment SNR in the location of CR; $\varepsilon$ is the presupposed threshold; $Q(x)$ is the complementary distribution function of standard Gaussian.

Denote $C_0$ as the throughput of the secondary network in the $H_0$ case and $C_1$ as the throughput in the $H_1$ case. Since a length of period $\tau$, out of the total frame time $T$ is used for sensing [32], the achievable throughputs of the SUs under these scenarios are, respectively, given as

$$R_0(\varepsilon, \tau) = \frac{T - \tau}{T} C_0 (1 - P_f(\varepsilon, \tau)) P(H_0),$$

$$R_1(\varepsilon, \tau) = \frac{T - \tau}{T} C_1 (1 - P_d(\varepsilon, \tau)) P(H_1),$$

where $P(H_0)$ denotes the absence probability of PU in the observed bands and $P(H_1)$ denotes the presence probability of PU in the observed bands. We assume, in this paper, that the secondary user (SU) can stop communicating with its users at once when PU resumes the observed band ($C_1 \approx 0$). Therefore, the average throughput for the secondary network is given by

$$R(\tau) = R_0(\varepsilon, \tau) = \frac{T - \tau}{T} C_0 (1 - P_f(\varepsilon, \tau)) P(H_0).$$
3. Proposed Sensing Strategy

In this section, we firstly discuss three classical sensing strategies and exhibit their advantages and disadvantages, respectively. Then, we emphatically compare the proposed sensing strategy with the one proposed in [30].

### 3.1. Three Classical Sensing Strategies

Table 1 shows comparisons of three classical sensing strategies, where \( P_{f-0} \) and \( P_{d-0} \), respectively, signify the maximum false-alarm probability and minimum detection probability that a CR could allow. For Sensing Strategy 1, the detection probability is maximized, which indicates the best protection for the PU. However, the corresponding false alarm probability is not the lowest. This manifests that Sensing Strategy 1 is suitable for the case where there is not much requirement for communication capacity and quality of secondary network. The communication capacity of the secondary network is optimal for Sensing Strategy 2, while its protection towards PU is limited. Different from Sensing Strategy 1 and 2, Sensing Strategy 3 concentrates on a tradeoff between PU protection and communication capacity of the secondary network, where \( P_m(\varepsilon, \tau) \) denotes probability of miss and \( P_m(\varepsilon, \tau) = 1 - P_d(\varepsilon, \tau) \). This is conducive to balancing the performance of a registered user and cognitive user and promotes the development and application of CR. As a result, this paper attempts to make a further optimization on Sensing Strategy 3.

### Table 1. Comparisons of three classical sensing strategies.

| Index | Formulation | Reference | Advantages | Disadvantages |
|-------|-------------|-----------|------------|---------------|
| Strategy 1 | \( \text{Max } P(\varepsilon, \tau) \) s.t. \( P_f(\varepsilon, \tau) \leq P_{f-0} \) | [28] | PU protection | communication capacity of secondary network |
| Strategy 2 | \( \text{Max } R(\tau, \varepsilon) \) s.t. \( P_d(\varepsilon, \tau) \leq P_{d-0} \) | [29] | communication capacity of secondary network | PU protection |
| Strategy 3 | \( \text{Min } G = P_f(\varepsilon, \tau) + P_m(\varepsilon, \tau) \) | [30] | a tradeoff between PU protection and communication capacity of secondary network | suboptimality on respective aspect |

### 3.2. Classical Sensing Strategy 3

In this section, we discuss the sensing strategy proposed in [30]. Subsequently, the proposed sensing strategy is exhibited and analyzed in the next section.

The sensing strategy in [30] can be simplified as

\[
\min G = P_f + P_m. \tag{9}
\]

**Theorem 1.** Given \( \gamma, \sigma_u^2, \tau \) and \( f_s \), \( G \) reaches the minimum when

\[
\varepsilon = \varepsilon_0 = \left( \frac{1}{2} + \sqrt{\frac{1}{2} + \frac{1}{4} + \frac{(2\gamma + 1) \ln(2\gamma + 1)}{2\gamma f_s}} \right) \sigma_u^2.
\]

**Proof.** According to (3), (4) and (9)

\[
\frac{\partial G}{\partial \varepsilon} = \frac{\partial P_m}{\partial \varepsilon} + \frac{\partial P_f}{\partial \varepsilon} = \frac{\partial P_f}{\partial \varepsilon} - \frac{\partial P_d}{\partial \varepsilon}, \tag{10}
\]

\[
\frac{\partial P_d}{\partial \varepsilon} = -\frac{\sqrt{\gamma f_s}}{\sqrt{2\pi \sigma_u^2}} \exp \left[ -\frac{1}{2} \left( \frac{\varepsilon - \sigma_u^2 - \sigma_s^2}{\sigma_u} \frac{\sqrt{\gamma f_s}}{2\gamma + 1} \right)^2 \right] < 0, \tag{11}
\]
\[ \frac{\partial P_f}{\partial \varepsilon} = -\frac{\sqrt{\tau f_s}}{\sqrt{2\pi\sigma_u^2}} \exp\left\{ -\frac{1}{2} \left( \frac{\varepsilon}{\sigma_u^2} - 1 \right) \sqrt{\tau f_s} \right\} < 0. \] (12)

\[ \frac{\partial G}{\partial \varepsilon} = \frac{\sqrt{\tau f_s}}{\sqrt{2\pi\sigma_u^2}} \left( \exp\left\{ -\frac{1}{2} \left( -\frac{\varepsilon^2 - \alpha^2}{\sigma_u^2} \sqrt{\tau f_s} \right) \right\} - \exp\left\{ -\frac{1}{2} \left( \frac{\varepsilon^2 - \alpha^2}{\sigma_u^2} \sqrt{\tau f_s} \right) \right\} \right). \] (13)

For \( \frac{\sqrt{\tau f_s}}{\sqrt{2\pi\sigma_u^2}} > 0 \), we have

\[ \frac{\partial G}{\partial \varepsilon} \leq 0 \Leftrightarrow \exp\left\{ -\frac{1}{2} \left( \frac{\varepsilon^2 - \alpha^2}{\sigma_u^2} \sqrt{\tau f_s} \right) \right\} \leq \sqrt{2}\gamma + 1, \] (14)

\[ \Leftrightarrow \left( \varepsilon - \frac{1}{2} \sigma_u^2 \right)^2 \leq \frac{(2\gamma + 1)\alpha^4}{2\gamma f_s} \ln(2\gamma + 1) + \frac{\gamma}{2} \sigma_u^4 + \frac{1}{4} \sigma_u^4. \] (15)

Then, we get

\[ \frac{\partial G}{\partial \varepsilon} \leq 0 \Leftrightarrow \varepsilon \leq \left( \frac{1}{2} + \sqrt{\frac{\gamma}{2} + \frac{1}{4} + \frac{(2\gamma + 1)\ln(2\gamma + 1)}{2\gamma f_s}} \right) \sigma_u^2. \] (16)

So, we can find that \( G \) monotonically increases within the internal \( \varepsilon \in [\varepsilon_0, +\infty) \) while it monotonically decreases if \( \varepsilon \in (-\infty, \varepsilon_0) \). That is, \( G \) reaches the minimum, when

\[ \varepsilon = \varepsilon_1 = \left( \frac{1}{2} + \sqrt{\frac{\gamma}{2} + \frac{1}{4} + \frac{(2\gamma + 1)\ln(2\gamma + 1)}{2\gamma f_s}} \right) \sigma_u^2. \]

\[ \square \]

### 3.3. Proposed Sensing Strategy

Detection probability is beneficial to secure communication of PU and available throughput indicates the communication capacity of SU, while the false-alarm probability is to the disadvantage of CR. Consequently, we proposed an improved sensing strategy as follows:

\[ F = \left( P_d + R(\varepsilon, \tau) - P_f \right)_{\max} = \left[ P_d + C(1 - P_f) - P_f \right]_{\max} = \left[ P_d - (C + 1)P_f + C \right]_{\max}, \] (17)

\[ C = \frac{T - \tau}{T - C_0} P(H_0). \] (18)

**Theorem 2.** Given \( \gamma, \sigma_u^2, \tau \) and \( f_s \), \( F \) reaches the maximum, when

\[ \varepsilon = \varepsilon_1 = \left( \frac{1}{2} + \sqrt{\frac{\gamma}{2} + \frac{1}{4} + \frac{(2\gamma + 1)\ln(C + 1)}{\gamma f_s}} \right) \sigma_u^2. \]
Proof. According to (3), (4) and (18),
\[
\frac{\partial F}{\partial \varepsilon} = \frac{\partial P_d}{\partial \varepsilon} - (C + 1) \frac{\partial P_f}{\partial \varepsilon}.
\]

Based on (3), (4) and (5), we can get
\[
\frac{\partial F}{\partial \varepsilon} \leq 0 \iff \varepsilon \geq \sqrt{\frac{1}{4} + \frac{\gamma}{2} + \frac{(2\gamma + 1) \ln(C + 1) \sqrt{2\gamma + 1}}{2\gamma f_s}} \sigma^2_u.
\]

Thus, \( F \) monotonically decreases with the internal \( \varepsilon \in [\varepsilon_1, +\infty) \), while it monotonically increases as \( \varepsilon \in (-\infty, \varepsilon_1) \). Finally, \( F \) obtains the maximum value when
\[
\varepsilon = \varepsilon_1 = \left( \frac{1}{2} + \sqrt{\frac{\gamma}{2} + \frac{1}{4} + \frac{(2\gamma + 1) \ln(C + 1) \sqrt{2\gamma + 1}}{2\gamma f_s}} \right) \sigma^2_u
\]
\[
\iff \left( P_m + P_f \right)_{\min};
\]

\[
\varepsilon = \varepsilon_1 = \left( \frac{1}{2} + \sqrt{\frac{\gamma}{2} + \frac{1}{4} + \frac{(2\gamma + 1) \ln(C + 1) \sqrt{2\gamma + 1}}{2\gamma f_s}} \right) \sigma^2_u
\]
\[
\iff \left( P_d - (C + 1) P_f + C \right)_{\max}.
\]

Compared with the classical sensing strategy in (9), the main difference between them is shown as follows:
\[
\varepsilon = \varepsilon_0 = \left( \frac{1}{2} + \sqrt{\frac{\gamma}{2} + \frac{1}{4} + \frac{(2\gamma + 1) \ln(2\gamma + 1)}{2\gamma f_s}} \right) \sigma^2_u
\]
\[
\iff \left( P_m + P_f \right)_{\text{min}};
\]

\[
\varepsilon = \varepsilon_1 = \left( \frac{1}{2} + \sqrt{\frac{\gamma}{2} + \frac{1}{4} + \frac{(2\gamma + 1) \ln(C + 1) \sqrt{2\gamma + 1}}{2\gamma f_s}} \right) \sigma^2_u
\]
\[
\iff \left( P_d - (C + 1) P_f + C \right)_{\text{max}}.
\]

From (21) and (22), \( \varepsilon_1 > \varepsilon_0 \) (\( C > 0 \)). According to (3), (4) and (8), \( P_d|_{\varepsilon_1} < P_d|_{\varepsilon_0}; P_f|_{\varepsilon_1} < P_f|_{\varepsilon_0}; R(\varepsilon, \tau)|_{\varepsilon_1} > R(\varepsilon, \tau)|_{\varepsilon_0} \). When \( \varepsilon \) varies from \( \varepsilon_0 \) to \( \varepsilon_1 \), the variation percentage for detection probability, the false-alarm probability and achievable throughput in equal weight is approximately defined as
\[
\Delta P_d = P_d|_{\varepsilon_1} - P_d|_{\varepsilon_0} = \varepsilon_1 - P_d|_{\varepsilon_0} < 0;
\]
\[
\Delta P_f = P_f|_{\varepsilon_1} - P_f|_{\varepsilon_0} = \varepsilon_0 - P_f|_{\varepsilon_0} < 0;
\]
\[
\Delta R(\varepsilon, \tau) = -C_0 P(H_0) \left( 1 - \frac{1}{T} \right) \Delta P_f > 0.
\]

Note that the fall of detection probability is to the disadvantage of protecting PU for a CR while the decline of false alarm probability is beneficial to available throughput of SU. In consequence, we define (26) to compare \( \Delta P_d, \Delta P_f \) and \( \Delta R(\varepsilon, \tau) \). Considering (23), (24), and (25), (26) can be further written as
\[
\Delta \approx \Delta P_d - \Delta P_f + \frac{\Delta R(\varepsilon, \tau)}{R(\varepsilon, \tau)|_{\varepsilon = \varepsilon_0}} = \Delta P_d - \left( 1 + \frac{1}{1 - P_f(\varepsilon = \varepsilon_0)} \right) \Delta P_f,
\]
\[
\Delta_1 = \frac{\Delta P_d}{\Delta P_f} = \frac{Q\left( \frac{\varepsilon_1}{\sigma^2_u} - \gamma - 1 \right) \sqrt{\frac{f_s}{2\gamma + 1}} - Q\left( \frac{\varepsilon_0}{\sigma^2_u} - \gamma - 1 \right) \sqrt{\frac{f_s}{2\gamma + 1}}}{Q\left( \frac{\varepsilon_1}{\sigma^2_u} - 1 \right) \sqrt{f_s}} - Q\left( \frac{\varepsilon_0}{\sigma^2_u} - 1 \right) \sqrt{f_s} \right),
\]
\[
\Delta \varepsilon = \varepsilon_1 - \varepsilon_0; \quad \Rightarrow \Delta_1 \approx \left( \frac{T - \tau}{\tau + 1} \right)^{\frac{1}{4}}.
\]
Obviously, $\tau$ is far less than $T$, then $0 < \frac{T - \tau}{T} < 1$, $1 < \Delta_1 < 1.2$.

$$\Delta = \left[\left(\frac{T - \tau}{T} + 1\right)^{\frac{1}{2}} - 1 - \frac{1}{1 - P_f(\epsilon = \epsilon_0)}\right] \Delta P_f.$$  \hspace{1cm} (30)

(29): See Appendix A.

Due to $P_f(\epsilon = \epsilon_0) \to 0$ and $\Delta P_f < 0$, then $\Delta > 0$.

Overall, when $\gamma > 0$ (SNR = 10lg($\gamma$)), our proposed sensing strategy (17) is the optimal sensing strategy for a given detection probability, false-alarm probability and achievable throughput. The performance of sensing strategies (17) and (9) are almost the same in terms of their detection probability, false-alarm probability and the achievable throughput of SU, especially when the number of sampling points is large enough.

4. Simulation and Discussion

In this section, simulations based on the MATLAB platform are used to examine the performance of the proposed sensing strategy for SS. The simulation band is conducted at very high frequency (VHF), where the carrier frequency is set as $f_c = 1.0 \times 10^8$Hz and sampling frequency is $f_s = 3.0 \times 10^8$Hz. An Orthogonal Frequency Division Multiplexing (OFDM) signal is chosen as the test signal (PU) for its generality and popularity in wireless communication networks. Additionally, the sampling point at the receiving terminal of a CR is $N = f_s \tau = 50$ without special instructions. In the simulation, the OFDM signal is first generated and then white Gaussian noise with mean zero and variance one is added into the OFDM signal. After the sampling and energy normalization of the noise-only case and the signal-plus-noise case, the detection probability and false-alarm probability are calculated by the corresponding energy comparisons with the presupposed threshold. Note that the optimal sensing performance in Figures 1–4 is obtained when the corresponding sensing threshold is used, just as analyzed in (9)–(30).

Figure 1. Comparisons between three classical sensing strategies and the proposed sensing strategy when $N = 100$.
In Figure 1, we mainly discuss comparisons among three classical sensing strategies and the proposed strategy when the respective optimal sensing performance is obtained (\( N = 100 \)). Strategies 1–3, respectively, correspond with the one in [28–30]. From Figure 1, the false-alarm probability of Sensing Strategy 1 is evidently higher than others while its corresponding throughput is the lowest. Meanwhile, the detection probability of Strategy 2 is dramatically inferior to the other three. Compared with Sensing Strategy 1 and Sensing Strategy 2, Sensing Strategy 3 and the proposed strategy consider both the false-alarm probability and detection probability. These results correspond with the first section of Chapter 3.
Figure 2 exhibits false-alarm comparisons between classical (strategy 3) and proposed sensing strategies in AWGN, Rayleigh, and Rician channels, when the sensing performance is optimal. From Theorem 1 and Theorem 2. Evidently, the proposed sensing strategy appears to have lower false-alarm scores compared with Sensing Strategy 3, which indicates the spectrum sensing scheme with a novel sensing strategy a greater chance of discovering the idle spectrum.

Figure 3 provides detection comparisons between Strategy 3 and the proposed sensing strategy when the sensing performance is optimal. From Figure 3, the detection probability of the spectrum sensing scheme with Sensing Strategy 3 has a greater advantage over the proposed one. This states that the proposed scheme tends to discover a more available idle spectrum, while the classical scheme is specialized in the protection of PU.

An available throughput comparison between classical and proposed sensing strategies is shown in Figure 4 in AWGN, Rayleigh, and Rician channels when the sensing performance is optimal. On this basis, a novel sensing strategy is proposed and analyzed. Both theoretical derivation and simulative experiments exhibit the effectiveness of the proposed strategy.

Note that a delay spread nature exists in the process of SS, even if narrow-band-based SS is considered. For narrow-band-based SS, the delay mainly consists in the sampling duration at the receiver of CR. For wide-band-based SS, the delay of SS is the sum of the scanning time over multiple spectrum bands. As a result, the delay in the simulation experiments is $\tau$ because narrow-band-based SS is discussed in the simulations.

5. Conclusions

In this paper, an investigation is carried out on the sensing strategy of spectrum sensing given the detection probability, false-alarm probability and available throughput. On this basis, a novel sensing strategy is proposed and analyzed. Both theoretical derivation and simulative experiments exhibit the effectiveness of the proposed strategy.
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Appendix A

Proof. We assume that $x_1 = \left(\frac{\epsilon_0}{\sigma_0^2} - \gamma - 1\right)\sqrt{\frac{\tau f_s}{2\gamma+1}}$, $x_2 = \left(\frac{\epsilon_0}{\sigma_0^2} - \gamma - 1\right)\sqrt{\frac{\tau f_s}{2\gamma+1}}$, $x_3 = \left(\frac{\epsilon_0}{\sigma_0^2} - 1\right)\sqrt{\tau f_s}$, $x_4 = \left(\frac{\epsilon_1}{\sigma_1^2} - 1\right)\sqrt{\tau f_s}$. Because of $\epsilon_0 < \epsilon_1$, $\gamma > 0$, then $x_2 > x_1$, $x_4 > x_3$; $x_4 > x_2$, $x_3 > x_1$. According to the $Q(x)$, we can get that $P_f^f\hat{\epsilon}_0 = Q(x_1)$, $P_d^d\hat{\epsilon}_1 = Q(x_2)$, $P_f^f\hat{\epsilon}_0 = Q(x_3)$, $P_f^f\hat{\epsilon}_1 = Q(x_4)$. $Q(x)$ is shown in Figure A1.

Based on (26) and (27), we can get

$$\Delta_1 = \frac{Q(x_2) - Q(x_1)}{Q(x_4) - Q(x_3)} = \frac{Q(x_1) - Q(x_2)}{Q(x_3) - Q(x_4)}$$  \hspace{1cm} (A1)

For the purpose of calculation, we assume that

$$A = Q(x_1) - Q(x_2) \approx (x_1 - x_2) \cdot Q\left(\frac{x_1 + x_2}{2}\right)$$  \hspace{1cm} (A2)
$$B = Q(x_3) - Q(x_4) \approx (x_3 - x_4) \cdot Q'\left(\frac{x_3 + x_4}{2}\right)$$ (A3)

The diagram of (A2) and (A3) are shown in Figures A2 and A3.

Due to $Q(x) = 1 - \Phi(x)$, $\Phi(x) = \frac{1}{\sqrt{2\pi}} \int_{-\infty}^{x} e^{-\frac{t^2}{2}} dt$, then

$$\Delta_1 = \frac{A}{B} \approx \frac{(x_2 - x_1) \cdot \frac{1}{\sqrt{2\pi}} e^{-\frac{(x_2 + x_1)^2}{2}}}{(x_4 - x_3) \cdot \frac{1}{\sqrt{2\pi}} e^{-\frac{(x_3 + x_4)^2}{2}}}$$ (A4)

$$\Delta_1 \approx \frac{1}{\sqrt{2y+1}} e^{\frac{y^2 + x_4^2 - x_2^2 - x_1^2}{2}}$$ (A5)

$$\Delta_1 \approx (C + 1)^{\frac{1}{4}}$$ (A6)

If we only consider point-to-point transmission in the secondary network, the SNR of this secondary network link can be defined as $\text{SNR}_s = \frac{P_u}{P_n}$, where $P_u$ is the power of the secondary user and $P_n$ is the power of noise [20]. Suppose both the primary and secondary users are independent, white, Gaussian signals, then $C_0 = \log_2(1 + \text{SNR}_s)$. For this case, we only consider the probability for which the primary user is inactive, then $\text{SNR}_s = 1$, $C_0 = 1$ and $P(H_0) = 1$, $P(H_1) = 0$, where $P(H_0) + P(H_1) = 1$.

Synthesis of the above assumptions, we can get that $C = \frac{T - \tau}{\tau} C_0 P(H_0) = \frac{T - \tau}{\tau}$. (A6) is equivalent to $\Delta_1 \approx \left(\frac{T - \tau}{\tau} + 1\right)^{\frac{1}{4}}$. □

---

Figure A1. Q function graph.
Figure A1. Q function graph.

Figure A2. The diagram of A and B.

Figure A3. Approximate schematics of Area A and B
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