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Abstract—Skyline is widely used in reality to solve multi-criteria problems, such as environmental monitoring and business decision-making. When a data is not worse than another data on all criteria and is better than another data at least one criterion, the data is said to dominate another data. When a data item is not dominated by any other data item, this data is said to be a member of the skyline. However, as the number of criteria increases, the possibility that a data dominates another data decreases, resulting in too many members of the skyline set. To solve this kind of problem, the concept of the \( k \)-dominant skyline was proposed, which reduces the number of skyline members by relaxing the limit. The uncertainty of the data makes each data have a probability of appearing, so each data has the probability of becoming a member of the \( k \)-dominant skyline. When a new data item is added, the probability of other data becoming members of the \( k \)-dominant skyline may change. How to quickly update the \( k \)-dominant skyline for real-time applications is a serious problem. This paper proposes an effective method, Middle Indexing (MI), which filters out a large amount of irrelevant data in the uncertain data stream by sorting data specifically, so as to improve the efficiency of updating the \( k \)-dominant skyline. Experiments show that the proposed MI outperforms the existing method by approximately 13\% in terms of computation time.

Index Terms—\( k \)-dominant skyline, skyline, uncertain data, data streams

I. INTRODUCTION

Nowadays, Skyline is widely used in reality. It is used to solve multi-criteria decision problems. Users can search through skyline to find the result that best meets user needs. A variant of skyline, \( k \)-dominant skyline query, has been widely studied and many efficient \( k \)-dominant skyline query methods have been proposed. For example: using a Bitmap Index (BI) to process skyline [1] or using the parallel computing architecture, MapReduce, to speed up the computing speed of the skyline query [2] [3].

Most of the existing methods [4] [5] [6] are based on the certain data model, but not all data is certain/deterministic data in practical applications. For example, the data sent by the sensor may be uncertain due to the aging of the sensor. The way of calculating the \( k \)-dominant skyline in an environment with uncertain data [7] is completely different from the way of considering certain data [8] [9] [10]. Even though some related works [11] [12] [13] started considering spatial query processing with edge computing in recent years, the \( k \)-dominant skyline query method based on edge environment considering uncertain data is rarely discussed. It prompted us to propose a method to quickly calculate and update the probability of \( k \)-dominant skyline in an uncertain data environment.

In the considered environment with uncertain data, each project has a specific probability of becoming a \( k \)-dominant skyline. In general, data continues to flow in and out of the system, and the \( k \)-dominant probability of each item at different points in time may be different. That is, at each point in time, the \( k \)-dominance probability of each data item must be updated. Therefore, calculating and updating the probability of the \( k \)-dominant skyline in an environment of uncertain data flow requires a huge amount of computation.

This paper proposes an efficient indexing scheme and applies them to the edge computing environment to effectively filter out irrelevant information. Therefore, the system can reduce unnecessary calculations and speed up the calculation time. The contribution of this work is described below.

• Very few research discussed the \( k \)-dominant skyline query processing over uncertain data streams in edge computing environments.

• A new indexing scheme, Middle Indexing (MI) method, is proposed for effectively pruning irrelevant information so as to improve the performance of driving \( k \)-dominant skyline over uncertain data streams.

• The simulation result indicates that the proposed method significantly improves the performance of computing \( k \)-dominant skyline in terms of computation time.

The rest of paper is organized as follows. Section II presents the preliminary and problem statement. The proposed approach with algorithms and examples are explained in Section III. In Section IV, we present the simulation results. Finally, we make the conclusion remarks of this work in Section V.

II. PRELIMINARY AND PROBLEM STATEMENT

A. Preliminary

Data with uncertainty are called uncertain data [14]. This type of data exists in many applications. For example, there may be multiple temperature sensors at the same location, and the temperature measured by each sensor is different, causing uncertainty in the data. This kind of data uncertainty is common in environments such as environmental testing and location services. The definition of uncertain data is as follows:

**Definition 1 (Uncertain Data):** Given a \( d \)-dimensional space \( S = \{s_1, s_2, \ldots, s_d\} \), a set of uncertain data \( U = \)
\{u_1, u_2, \ldots, u_n\} \in S$, and $u_i \cdot s_j$ represents the $j$th dimensional value of $u_i$, where $i = 1, 2, \ldots, d$ and $j = 1, 2, \ldots, n$, the occurrence probability of uncertain data item $u_i$ can be denoted as $P(u_i)$.

Table I shows an example of an uncertain data set that contains 5 data items. Each data item has 4 attributes and a probability value. In this example, the attribute values of data item $u_1$ in 4 dimensions are 10, 3, 4, and 6, respectively. The occurrence probability of $u_1$ is $P(u_1) = 0.2$.

The data stream continuously flows into the system and continuously accumulates huge data. Each data is usually timestamped and will become obsolete data after a period of time. These obsolete data may bring unimportant information, so it must be filtered out outdated data to ensure that it does not affect the correctness of the calculation. Due to the infinite nature of the data stream, it is impossible to calculate all the data. Using the sliding window model can only calculate the data of interest and filter out those data that may affect the accuracy of the calculation, which can greatly reduce the computation time. In this work, we adopt the count-based sliding window and it is defined as follows:

**Definition 2 (Count-Based Sliding Window):** A sliding window at time $t$ is denoted as $SW_t$. The sliding window will have a maximum size $n$, denoted as $|SW_{\text{max}}| = n$. The size of sliding window at time $t$ is denoted as $|SW_t|$. In any time, $|SW_t|$ will not exceed the maximum size $n$. That is $|SW_t| \leq n, \forall t$. In addition, the sliding window handles the data items in a First-In-First-Out (FIFO) manner.

Assumes that $|SW_{\text{max}}| = 3$ and one new data item comes into the system at each time step. For instance, $u_1$ comes at $t = 1$, $u_2$ comes at $t = 2$, and so on. In such a scenario, the sliding window will be full if $t \geq 3$ and need to remove the oldest data item before the insertion of new data item. Table II gives a corresponding example to show the change of sliding window from $t = 1$ to $t = 5$.

To search the k-dominant skyline, the system needs to calculate the dominant relations between different uncertain items. The definition of dominate is defined as follows:

**Definition 3 (Dominance):** Given two different data items, $u_a, u_b \in U$. Item $u_a$ dominates item $u_b$, denote as $u_a \prec u_b$, if and only if $u_a \cdot s_j \leq u_b \cdot s_j, \forall j = 1, 2, \ldots, d$, and $u_a \cdot s_j' < u_b \cdot s_j', \exists j' \in \{1, 2, \ldots, d\}$.

Consider the example in Table II, $u_4$ is not worse than $u_2$ in all the attributes (or dimensions) and $u_4$ outperforms $u_2$ in at least one attribute, so we can say $u_4$ dominates $u_2$, denoted as $u_4 \prec u_2$.

In general, the dominant relations between different data items have transitivity property. This phenomenon is called the transitivity of domination and it is defined as follows:

**Definition 4 (Transitivity of Domination):** Given three different data items, $u_a, u_b, u_c \in U$. If $u_a \prec u_b$ and $u_b \prec u_c$, such that $u_a \prec u_c$.

With Definitions 3 and 4, $k$-dominant can be defined as

**Definition 5 (k-Dominant):** Given two different data items, $u_a, u_b \in U$, $u_a$ $k$-dominates $u_b$, denoted as $u_a \prec_k u_b$, if only if following two conditions hold simultaneously:

1) $u_a \cdot s_j \leq u_b \cdot s_j, \forall s_j \in S'$, where $\exists S' \subseteq S, |S'| \geq k$;
2) $u_a \cdot s_j' < u_b \cdot s_j', \exists s_j' \in S$.

See the example in Table II. Data item $u_1$ is not worse than $u_2$ in Attr2, Attr3 and Attr4 attributes and outperforms $u_2$ in at least one attribute, such as attribute Attr2, so we can say $u_1$ $3$-dominates $u_2$, denoted as $u_1 \prec_3 u_2$.

According to definitions 3 and 4, we can know that $k$-dominance is a relaxing variant of dominance (also called $d$-dominance) and $k < d$. However, such a relaxation makes $k$-dominance violate the transitivity of domination. Consider the example in Table II if $k = 2$, $u_1 \prec_2 u_3$ and $u_3 \prec_2 u_1$. This phenomenon is called Cyclic Dominance (CD) relationship.

With the above assumptions and definitions, $k$-dominant skyline can be defined as follows:

**Definition 6 (k-Dominant Skyline):** Given a $d$ dimensional space $S$, for data item $u \in S$, none of data items $u' \in S$ can $k$-dominates $u$, such that $u$ will be the $k$-dominant skyline, which can be expressed as

$U_{k-\text{sky}} = \{u | \forall u' \prec_k u, u' \neq u, u \in S, u' \in S\}$.

In Table II none of data items can k-dominates $u_3$ and $u_4$, so $\{u_3, u_4\}$ is the $k$-dominant skyline.

In an environment with uncertain data, each data item has a probability of being the $k$-dominant skyline. The probability of data item $u$ being the $k$-dominant skyline is defined as

**Definition 7 (Probability of Being k-Dominant Skyline):** According to the above assumptions and definitions, the probability of data item $u$ being the $k$-dominant skyline can be expressed as

$P_{k-\text{sky}}(u) = P(u) \times \prod_{u' \in S, u' \prec_k u} (1 - P(u'))$,

where $u, u' \in SW$.

If a new data item $u$ enters the system, denoted as $u_{\text{new}}$, the system will derive the probability of $u_{\text{new}}$ being
the $k$-dominant skyline, $\mathbb{P}_{k\text{-sky}}(u_{\text{new}})$, using (1). Besides, the probability of each data item remaining in the sliding window also needs to be updated. The procedure of updating $\mathbb{P}_{k\text{-sky}}(u_{\text{new}})$ is depicted in Fig. 1. If a data item $u$ becomes obsolete, denoted as $u_{\text{old}}$, the system will ignore $u_{\text{old}}$ and remove it from SW. If a data item $u$ is still valid after adding $u_{\text{new}}$ into SW, denoted as $u_{\text{sw}}$, the way of updating the probability of data item $u_{\text{sw}}$ being the $k$-dominant skyline will use the following definition:

**Definition 8 ($k$-Dominant Skyline Probability Update):** When a new data item $u_{\text{new}}$ comes into the system, if the sliding window $SW$ is already full, the system needs to remove an obsolete data item $u_{\text{old}}$ from SW in advance. After removing $u_{\text{old}}$ from SW, the system will update the data item $u_{\text{sw}}$ remaining in SW by

$$\mathbb{P}_{k\text{-sky}}(u_{\text{sw}}) := \mathbb{P}_{k\text{-sky}}(u_{\text{sw}})/(1 - \mathbb{P}(u_{\text{old}})), \quad \text{if } u_{\text{old}} \prec_k u_{\text{sw}} \land |SW| = n. \quad (2)$$

If SW still has free space/slot or the above removal and update have been finished, the system adds $u_{\text{new}}$ into SW and derives $\mathbb{P}_{k\text{-sky}}(u_{\text{new}})$ using (1). After that the system update each data item remaining in SW using

$$\mathbb{P}_{k\text{-sky}}(u_{\text{sw}}) := \mathbb{P}_{k\text{-sky}}(u_{\text{sw}}) \times (1 - \mathbb{P}(u_{\text{new}})), \quad \text{if } u_{\text{new}} \prec_k u_{\text{sw}}. \quad (3)$$

**B. Problem Statement**

Consider an edge computing environment with uncertain data sources. There are multiple edge computing nodes with adequate computing resources and a main server. All the data comes into edge computing nodes are uncertain data streams. The goal of this work is to quickly calculate and update the $k$-dominant skyline probability of all data items in the sliding window over uncertain data streams. We discuss the performance of $k$-dominant skyline processing using multiple edge computing nodes. In summary, we propose a new method for minimizing the computation time of $k$-dominant skyline processing so as to satisfy the future low-latency data analytic applications.

III. PROPOSED HIGHLY EFFICIENT INDEXING SCHEME

In this section, we will introduce the proposed highly efficient indexing scheme, Middle Indexing (MI), and apply it to distributed edge computing systems. In MI, we propose a new theorem to determine the appropriate thresholds with a sorted indexing table for pruning irrelevant data items, and thus reduce unnecessary comparisons and speed up the overall computation.

**A. Data Normalization**

The proposed MI method is designed for breaking the limitation of cross-dimensional comparisons. In order to achieve this goal, the first stage of MI, *Data Normalization*, will normalize the value of each dimension into the same range, and the normalized items must be sorted in ascending order. An example of a normalized and sorted dataset containing 3 data items is presented in Table III

| Item | Index 0 | Index 1 | Index 2 |
|------|--------|--------|--------|
| u1   | 0      | 1      | 1      |
| u2   | 0      | 0.5    | 1      |
| u3   | 0      | 0.33   | 0.55   |

**B. Threshold Selection**

After the data normalization stage, we can obtain a normalized and sorted dataset $SORTED(U)$ and each data item $u \in U$ will be sorted in ascending order, denoted as $SORTED(u)$. Then, we use a pointer $u_{\text{min}}(k)$ to choose an index position and use the value stored in this index position as a threshold $MI_{\text{min}}(u, k)$. $u_{\text{min}}(k)$ and $MI_{\text{min}}(u, k)$ can be respectively expressed as

$$u_{\text{min}}(k) \in \{0, 1, \ldots, k - 1\}, \quad (4)$$

$$MI_{\text{min}}(u, k) = SORTED[u_{\text{min}}(k)]. \quad (5)$$

With (4) and (5), we then define another pointer $u_{\text{max}}(k)$ and one more threshold $MI_{\text{max}}(u, k)$ as

$$u_{\text{max}}(k) = u_{\text{min}}(k) + (d - k), \quad (6)$$

$$MI_{\text{max}}(u, k) = SORTED[u_{\text{max}}(k)]. \quad (7)$$

With the above two pointers and two thresholds, we propose the following theorem:

**Theorem 1:** Given a $d$-dimensional space $S$, two data items $p, q \in S$, if $q_{\text{min}}(k) = p_{\text{min}}(k)$ and $MI_{\text{max}}(p, k) < MI_{\text{min}}(q, k)$, such that $q$ cannot $k$-dominate $p$.

**Proof:** Assume that $q_{\text{min}}(k) = p_{\text{min}}(k)$, $MI_{\text{max}}(p, k) < MI_{\text{min}}(q, k)$ and $q$ ($k - 1$)-dominates $p$, it means that $q$ is not worse than $p$ in at least $k$ dimensions and $q$ outperforms $p$ in at least one dimension. However, because of $MI_{\text{max}}(p, k) < MI_{\text{min}}(q, k)$, $q$ has opportunities to outperform $p$ in the dimensions from index 0 to index ($q_{\text{min}}(k) - 1$) and from an index $p_{\text{max}}(k)$ to index ($d - 1$). In summary, $q$ has at most

$$1 + (q_{\text{min}}(k) - 1) + (d - 1) - p_{\text{max}}(k) = k - 1$$

opportunities to be not worse or better than $p$, which means that $q$ may ($k - 1$)-dominate $p$ at most. This contradicts to the given assumption and the proof is done.
C. Generation of the Sorted Middle Indexing Table

The proposed MI method is to sort each item according to $MI_{max}(u, k)$ and $MI_{min}(u, k)$ to filter out items that do not need to be compared, reduce unnecessary calculations and increase the speed of updates. An important aspect of this method is that the index position $u_{min}(k)$ of each data item $u$ must be the same. That is, all data items have the same baseline to be sorted.

MI includes two sorting strategies, one is to sort according to the value of $MI_{max}(u, k)$; the other is to sort according to the value of $MI_{min}(u, k)$. The purpose of constructing such an index table is to avoid recalculating and sorting the $MI_{max}(u, k)$ and $MI_{min}(u, k)$ of $u_{sw}$ every time, which can speed up the update of the probabilities of the $k$-dominant skyline items.

Each item that comes in a new stream needs to use $MI_{max}(u, k)$ as the key and insert it into the middle indexing table $MI_{max}(k)$ in descending order. Similar to the indexing table $MI_{max}(k)$, another way is to insert each coming new data item into the index table $MI_{min}(k)$ in ascending order.

D. The Process of Updating $k$-Dominant Skyline Probability

The procedure flowchart of updating $P_{k-sky}(u_{sw})$ has been introduced in Fig. 1. The corresponding algorithm is described as function $MI_{Update}()$ in Algorithm 1. The operations from Line 11 to 9 implement the update of $P_{k-sky}(u_{sw})$ in (2) if the sliding window $SW$ is full. The update of $P_{k-sky}(u_{sw})$ in (3) is implemented from Line 10 to 16. Line 5 and 11 of Algorithm 1 use the proposed thresholds in (5) and (7) to check the conditions $MI_{min}(u_{old}, k) > MI_{max}(u_{sw}, k)$ and $MI_{min}(u_{new}, k) > MI_{max}(u_{sw}, k)$, respectively. If $MI_{min}(u_{old}, k) > MI_{max}(u_{sw}, k)$ holds at Line 3, it means that $u_{old}$ cannot $k$-dominates any other items stored in following slots of sorted middle indexing table $MI_{max}(k)$. The system thus does nothing because the following items in the sorted middle indexing table $MI_{min}(k)$ also cannot $k$-dominates $u_{sw}$. Similarly, if $MI_{min}(u_{old}, k) > MI_{max}(u_{sw}, k)$ holds at Line 11, it means $u_{sw}$ cannot $k$-dominate any items in $SW$ and the system will do nothing. Otherwise, the system will check whether $u_{new}$ $k$-dominates $u_{sw}$ or not. If yes, the system will update $P_{k-sky}(u_{sw})$ using (3) at Line 14. The design of thresholds greatly reduces a lot of unnecessary comparisons. The above benefit has been proved in Theorem 1.

After updating $P_{k-sky}(u_{sw})$ of each remaining item $u_{sw}$ in the sliding window $SW$, the system will calculate the $P_{k-sky}(u_{new})$ of the new coming item $u_{new}$. The detailed operations are described as function $MI_{Calculate}()$ in Algorithm 2. Line 12 of Algorithm 2 uses the proposed thresholds in (5) and (7) to check the condition $MI_{max}(u_{new}, k) < MI_{min}(u_{sw}, k)$ holds. If $MI_{max}(u_{new}, k) < MI_{min}(u_{sw}, k)$ holds, it means that $u_{sw}$ cannot $k$-dominates $u_{new}$. The system thus does nothing because the following items in the sorted middle indexing table $MI_{min}(k)$ also cannot $k$-dominates $u_{new}$. If $MI_{max}(u_{new}, k) < MI_{min}(u_{sw}, k)$ does not hold, the system will check whether $u_{sw}$ $k$-dominates $u_{new}$ or not. If yes, the system will calculate/update $P_{k-sky}(u_{new})$ using (1) at Line 15.

Finally, the system will add the indexing information of $u_{new}$ to the proposed sorted middle indexing tables $MI_{max}(k)$ and $MI_{min}(k)$, which can help the future $k$-dominant skyline processing. Such operations are described as function $MI_{Sort}()$ in Algorithm 3.

We have introduced the key design of our solution with a centralized version algorithm. In fact, MI can be expanded to a distributed version after slight modifications to the edge computing environment. Due to the limited space of this paper, the distributed version algorithm is omitted here.

IV. SIMULATION RESULTS

In this section, we conduct several simulations to verify the performance of the proposed distributed version MI scheme. We compare our approach with the existing method, PKDS [7], in an edge computing environment. The simulations are
executed on a computer with an Intel Core i7-9700 CPU, 64GB DDR4 RAM, and Windows 10. We deploy 6 virtual machines (5 worker nodes and 1 master node) using Ubuntu 16.04 with Spark 2.4.4 platform. We use python 3.7.4 to implement our simulations. The data in our simulation is the average of 10 runs/results. Table IV shows the default value of each parameter.

In the simulation, we first observe the impact of \( k \) value on the computation time. The result is shown in Fig. 2. When \( k \) becomes larger, the performances of both MI and PKDS in terms of the computation time are shorter. When \( k \) increases, MI will be much better than PKDS by about 8.06%. The last simulation is to discuss the impact of sliding window size on the computation time. The result is presented in Fig. 3. As we can see, if the size of the sliding window increases, the calculation time required becomes the longer. The size of the sliding window ranges from 300 to 700, and MI is about 8% to 13% faster than PKDS, and the lead does not change significantly with the size of the sliding window.

V. CONCLUSION

Calculating the \( k \)-dominant skyline probability of each data item in the uncertain data stream requires a huge amount of computation. The theorem proposed in this paper can effectively and quickly determine the \( k \)-dominance relationship between two items. We apply this theorem to the derivation of the \( k \)-dominance skyline. A highly efficient indexing scheme, Middle Indexing, is proposed to effectively filter out a large number of items that do not need to be compared, so that the calculation/update speed is significantly increased. According to the simulation results, MI can increase the performance by about 13% in terms of calculation time compared with the existing method.
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