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Abstract
In the search for sustainable alternate absorber materials for photovoltaic applications, the family of chalcogenides provide a promising solution. While the most commonly studied $\text{Cu}_2\text{ZnSnS}_4$ based kesterite solar cells seem to have intrinsic drawbacks such as low-efficiency arising from defects and anti-disorder in the Cu-Zn sites, substituting other elements in the Cu/Zn sites have been considered. In this direction, $\text{Cu}_2(\text{Ba}, \text{Sr})\text{SnS}_4$ provide an interesting alternative as they possibly help limit the intrinsic anti-site disorder in the system which is of primary concern with regard to efficiency loses. In this study, we report the structural, vibrational, and electronic properties of trigonal structured $\text{Cu}_2\text{SrSnS}_4$ quarternary system computed from first-principles density functional theory paving way for further characterization and analysis within this class of materials.

Short Communication
Increasing energy demand moving into the terawatt scale and environmental concerns due to non-renewable sources of energy has caused great concern to humanity. Given the abundance of solar energy available, harnessing it efficiently to mitigate this problem has been propounded for over a decade now. While Si solar cells have reached a commercially viable efficiency, it is still not competent enough to provide a considerable edge over the oil market. Thin film solar cells on the other hand are cost effective, but their efficiencies are not comparable to their Si counterpart. Moreover, the commercial thin-film solar cells contain Cd and Te which are toxic and scarce in nature respectively. In this respect, kesterite solar cells, especially $\text{Cu}_2\text{ZnSnS}_4$ (CZTS), has been a sought-after alternative. Despite its numerous advantages including having an ideal bandgap with
respect to the Shockley-Queisser limit, and all the elements being earth-abundant and non-toxic in nature, it falls short in terms of photovoltaic (PV) efficiency. The low open-circuit voltage leading to low PV efficiency has been attributed to several factors – small phase region of stability, defects, and more importantly the cation disorder in the system. In order to tackle the cation disorder, several substitutions on the Cu/Zn sites (where the disorder primarily occurs) have been considered and their phase stabilities have been well-established. Among these, Cu$_2$BaSnS$_4$, Ag$_2$BaSnS$_4$, and Cu$_2$SrSnS$_4$ have been synthesized and is found to crystallize in the trigonal structure (as shown in Fig. 1) but not in the kesterite structure unlike the other members. This is mainly because of the large mismatch of ionic radii: Sr$^{2+}$ > Cu$^{1+}$/Sn$^{4+}$. Further, such an arrangement would benefit in suppressing the intrinsic defect formation (especially deep levels) which is predominant in absorbers such as CZTS due to similar ionic sizes. This could help limit band tailing and electrostatic potential fluctuations in the system which leads to voltage deficit and efficiency losses. Furthermore, these materials with bandgaps ranging between 1.5-2.0 eV are likely to be promising candidates for PV absorbers.

Cu$_2$SrSnS$_4$ (CSTS) is considered to be an interesting candidate for both PV and water-splitting applications given its advantages in terms limited disorder between Cu and Sr due to large atomic mismatch and good optical properties. While its synthesis has been a challenge similar to Cu$_2$BaSnS$_4$, recent experimental works have been able to prepare good quality samples in an efficient way.

Though the phase stability and optical properties have been computed and experimentally analyzed in this material, its vibrational properties which are essential for a robust phase analysis as in the case of Cu$_2$ZnSnS$_4$ has not been reported to the best of our knowledge. In order to contextualize them, we use density functional theory (DFT) approach which has been one of the highly sought after computational scheme for the last couple of decades as it is being widely employed for materials design to analysis to machine learning of properties from first-principles. We hence perform DFT calculations to obtain the structural properties of CSTS, and further in combination with density functional perturbation theory (DFPT) we obtain the phonon frequencies at Gamma-point of the Brillouin zone. DFT calculations are performed using the Vienna ab initio package (VASP) code using the projected augmented wave (PAW) method treating Cu(3p$^6$ 3d$^{10}$ 4s$^1$), Sr(4s$^2$ 4p$^6$ 5s$^2$), Sn(4d$^{10}$ 5s$^2$ 5p$^2$), and S(3s$^2$ 3p$^4$) as the valence electrons. It is to note that the $d$ states are explicitly taken into account for Cu and Sn atoms in order to increase the accuracy of the calculations. We adopted the PBEsol version of Perdew-Burke-
Ernzerhof for the exchange-correlation functional. A k-point mesh corresponding to a density of 1000 k-points per atom centered at Gamma point of the Brillouin Zone and kinetic energy cut-off of 600 eV for the plane wave basis sets were used. The structure was relaxed until forces on the atoms were less than 2 meV/Å while the electronic steps for self-consistency were converged until $10^{-8}$ eV.

The structural parameters for the trigonal CSTS structure are shown in Table 1. Table 2 shows the comparison with lattice parameters and bandgap obtained in this study with those in the literature. The $a/b$ parameters using PBEsol is smaller than those obtained from other exchange-correlation functionals but the $c$ parameter is largely underestimated in comparison to experiment and the HSE hybrid functional parameters in the literature. It is also important to note that the HSE lattice parameters between Zhu et al., and Hong et al., are significantly different from one another (and hence needs further investigation) while our values are closer to that of the latter. The bandgap, on the other hand, shows a value closer to the experiment in comparison to PBE but is much smaller than PBE+U and HSE indicating the importance of onsite Hubbard electron-correlation term in this system similar to CZTS.

Table 1: Theoretical lattice parameters (in Å), atomic positions in reduced coordinates $(x,y,z)$, and Wyckoff sites of Cu, Sr, Sn, and S atoms in the P3$_1$ trigonal structure of Cu$_2$SrSnS$_4$

| Atom  | Atomic Positions | x     | y     | z     | Site |
|-------|------------------|-------|-------|-------|------|
| Sn(1) | (;(1)            | 0.33327| 0.36920| 0.08138| 3a   |
| Sr(1) | (;(1)            | 0.89511| 0.66650| 0.24806| 3a   |
| Cu(1) | (;(1)            | 0.26345| 0.23028| 0.33542| 3a   |
| Cu(2) | (;(1)            | 0.69973| 0.10272| 0.16066| 3a   |
| S(1)  | (;(1)            | 0.37746| 0.14717| 0.20257| 3a   |
| S(2)  | (;(1)            | 0.89688| 0.18597| 0.29351| 3a   |
| S(3)  | (;(1)            | -0.02084| 0.43104| 0.07719| 3a   |
| S(4)  | (;(1)            | 0.68742| 0.78509| 0.08561| 3a   |

Table 2: Theoretical lattice parameters (in Å) and bandgap ($E_g$) obtained using PBEsol of P3$_1$ trigonal structure of Cu$_2$SrSnS$_4$ in comparison with experiment and theoretical observations in the literature

|           | a (Å) | b (Å) | c (Å) | $E_g$ (eV) |
|-----------|-------|-------|-------|------------|
| Experiment$^{20}$ | 6.367 | 6.367 | 15.833 | 1.93       |
| HSE$^7$    | 6.410 | 6.410 | 15.862 | 1.79       |
| HSE$^9$    | 6.290 | 6.290 | 15.578 | 1.75       |
| PBE+U$'$   | 6.393 | 6.393 | 15.852 | 1.62       |
| PBE-GGA$^7$| 6.450 | 6.450 | 15.867 | 0.38       |
| PBEsol (this work) | 6.245 | 6.245 | 15.357 | 0.46       |
We further compute the vibrational properties wherein we identify the infrared (IR) and Raman active modes in CSTS. This would help us identify the trigonal CSTS structure in a system of multiple phases as the IR and Raman modes would represent it as a unique fingerprint of the same. Since there are 24 atoms in the primitive cell, we have 3N number of phonon modes (where N is the number of atoms in the primitive unit cell) which is a total of 72 modes out of which 3 are acoustic modes.

Based on group symmetry analysis, the phonon modes for P3 (N0 144) can be expressed as:

\[
\Gamma_a = A \oplus \ ^1E \oplus \ ^3E \text{ (acoustic modes)}
\]

\[
\Gamma_o = 23A \oplus 23E \oplus 23E \text{ (optic modes)}
\]

Table 3: Transverse optical (TO) phonon frequencies corresponding to A and E modes computed using PBEsol for P3, trigonal structure of Cu₃SrSnS₄. The E modes are doubly degenerate comprising of \(^1E\) and \(^3E\) modes

| Mode | Frequency (cm⁻¹) | Mode | Frequency (cm⁻¹) |
|------|-----------------|------|-----------------|
| TO   |                 | TO   |                 |
| A    | 41.7            | E    | 47.4            |
| 53.7 |                 | 69.3 |
| 58.7 |                 | 70.6 |
| 71.6 |                 | 73.5 |
| 77.9 |                 | 82.9 |
| 83.1 |                 | 87.5 |
| 90.8 |                 | 93.2 |
| 93.8 |                 | 101.0|
| 111.9|                 | 117.0|
| 121.5|                 | 129.8|
| 142.5|                 | 142.8|
| 156.8|                 | 155.3|
| 164.8|                 | 165.9|
| 171.1|                 | 176.5|
| 186.3|                 | 185.6|
| 274.6|                 | 277.6|
| 280.7|                 | 282.4|
| 287.5|                 | 285.6|
| 318.7|                 | 312.0|
| 318.8|                 | 324.9|
| 342.1|                 | 341.8|
| 354.0|                 | 354.2|
| 357.0|                 | 366.5|

where all of the A, \(^1E\), and \(^3E\) are both IR and Raman active. The \(^1E\) and \(^3E\) modes are doubly degenerate and can be represented as E modes.

While computing the frequencies using HSE would be ideal, given its computational cost, we restrict with the computation of phonon frequencies with PBEsol. The modes at higher frequencies might change considerably as the sulfur polarizabilities are not well reproduced by non-local exchange-correlation functionals.²¹

For the electronic properties, while computing the atomic resolved density of states, we note that near the valence band edge, there is a large overlap between Cu and S states, while in the conduction band is occupied by Sn and S states predominantly
with significant contribution from Cu as well while there is comparatively negligible contribution from Sr. This is in qualitative agreement with the HSE calculations in the literature,\textsuperscript{7,9} hence a significant difference in their band structure. We also note that despite minor differences, the electronic structure is very similar to the well-known CZTS absorber.\textsuperscript{22,23}

![Atomic-resolved density of states](image)

**Fig. 2:** Atomic-resolved density of states of P3\textsubscript{1} trigonal structure of Cu\textsubscript{2}SrSnS\textsubscript{4} using PBEsol exchange-correlation functional. The density of states is shifted with respect to the Fermi level (EF) shown as the dashed arrow in the figure. A schematic of the band diagram denoting the valence and conduction bands based on the orbital contribution is provided as an inset. The colour code corresponds to the one represented for the density of states.

In summary, we carry out ab-initio DFT calculations to compute the structural, vibrational, and electronic properties of Cu\textsubscript{2}SrSnS\textsubscript{4} in its P3\textsubscript{1} trigonal phase. The structural characteristics are in good agreement with those in the literature given the approximations considered while it is also important to note the discrepancy between the HSE computations in the literature. The PBEsol bandgap shows a smaller error than standard PBE-GGA but is significantly underestimated in comparison to experiments which is well-known drawback of DFT. We identify the IR and Raman active modes in CSTS. The Raman modes which are a characteristic fingerprint of a structure can be used to identify the phase of CSTS within experiments. This communication would pave for detailed study of aiding the experimental characterization of IR, Raman, and non-linear optical properties of Cu\textsubscript{2}SrSnS\textsubscript{4} paving advancements in the areas of PV and photo-electrochemical water-splitting. The nature of electronic polarization, its effect of LO/TO splitting as well as the dielectric properties can be further investigated with the present study in consideration.
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