Air Quality Index Prediction Based on Multilayer Perceptron
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Abstract: Taking the comprehensive evaluation index AQI as the research goal, the data of Beijing is studied, and an AQI prediction model based on multilayer perceptron neural network (MLP neural network) is proposed. First, the Beijing air quality dataset is constructed, and the AQIs from 2014 to 2019 are extracted as input features. Then, the air quality index of Beijing in 2020 is predicted based on MLP. After that, through parameter adjustment and model comparison, the final prediction accuracy reached 0.861.
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1. Introduction

In recent years, with the rapid development of industrial production, air pollution has become more and more serious, which has had a great impact on the environment and human production and life [1]. AQI, a dimensionless index used to describe air quality conditions, is calculated from the concentrations of various air pollutants [2]. Air quality has received more and more attention from experts and scholars at home and abroad. An accurate and reliable AQI prediction model is of great significance to the control of air pollution [3].

Experts and scholars at home and abroad have carried out a lot of research [4-6]. Zhang L et al. compared the concentrations of PM2.5 with other pollutants, fused meteorological parameters, and used an autoregressive integrated moving average (ARIMA) model to predict PM2.5 concentrations. The results show that the fluctuation trend of PM2.5 concentration has obvious seasonality, which verifies the accuracy and applicability of the model [7]. Jeong J et al. took into account seasonal changes and other factors, and used a simple fitting method to predict the contributing factors of aerosol concentration at Korean observation sites. The model prediction results have good accuracy [8]. Li et al. used LSTM to automatically extract the effective features inherent in the historical data of air pollutants, and fused auxiliary data such as meteorological data and timestamp data into the model to improve the performance. The experimental results show that the method has higher accuracy in the prediction of atmospheric pollutant concentration [9]. Ji Chunlei et al. used the improved whale optimization algorithm to predict the AQI of 4 cities in China, which effectively improved the AQI prediction accuracy. It is of great significance to the sustainable urban development [10]. Yan R et al. combined CNN and LSTM deep spatiotemporal model to predict the AQI in Beijing, and the prediction accuracy is more generalized [11]. Skeher et al. constructed a new grey prediction multivariate model FHGM(1,N) to predict the air quality in Shijiazhuang. The experimental results show that the model has good prediction performance and generalization [12].

According to the above analysis of relevant papers in this field, this study takes the comprehensive evaluation index AQI as the research goal, and conducts research on the data of Beijing. First, this study constructs the Beijing air quality data set, and extracts the AQI from 2014 to 2019 as the input feature. Then, based on Multi-layer perceptron neural networks (MLP neural networks), this study predicts the AQI of Beijing in 2020. After that, by adjusting the parameters and comparing the model, the optimal prediction result is finally obtained.
2. Material

2.1. Data sources

The experimental data selected Beijing's air quality data from 2014 to 2020, which came from the China Air Quality Online Monitoring and Analysis Platform (https://www.aqistudy.cn). Take the average of the monthly AQI data from 2014 to 2020, conduct visual statistics, and observe the monthly change trend of AQI. The lower the AQI index, the better the air quality, and the higher the index, the worse the air quality. As shown in Figure 1, it can be found that the AQI did not change much in the first half of the year. In June, the AQI reached its highest level of the year. Then the AQI began to decrease month by month. In September, the AQI reached the lowest value of the year, and then showed an upward trend.

The input characteristic index of this experimental model is the daily average AQI index of Beijing from 2014 to 2019, and the output index is the daily average AQI index of 2020. A total of \(6 \times 365 + 366 = 2556\) pieces of data.

![Figure 1: AQI monthly average change in 2014-2020](image1)

2.2. Analysis of air quality levels

The air quality in Beijing is classified according to the AQI value, and various air quality grade maps are drawn every year. As shown in Figure 2, the darker the color in the figure, the heavier the air pollution. It can be seen that the distribution of various air quality grades in each year is in a situation of steady fluctuation, the area of the light-colored (good) part gradually increases, and the area of the dark-colored (polluted) part gradually decreases. In order to reflect the changes in air quality levels more intuitively, the excellent rate and pollution rate over the years were calculated respectively, as shown in Figure 3.

![Figure 2: Distribution of air quality grades in Beijing from 2014 to 2020](image2)
3. Air quality prediction based on Multi-layer perceptron neural networks

3.1 MLP network parameter settings

MLP is based on reverse artificial neural network, which is a network with simple structure and strong plasticity [13]. The network structure consists of an input layer, a hidden layer and an output layer, each layer contains multiple nodes, and each layer node is fully connected to the next layer of the network. The most prominent feature of the MLP neural network is that the weights and thresholds are repeatedly corrected through the back-propagation of the error, so that the error function value can be minimized and the accuracy can reach the expected standard. In the process of backpropagation, the most commonly used error minimization method is the gradient descent direction, which adjusts the network parameters. In the network training process, the error is gradually reduced after each backpropagation iteration through the setting of the learning rate, and finally reaches the acceptable range of the system, that is, the optimal weight.

The parameters in the experiment are set as follows: the experimental training set and test set data are divided into 0.75:0.25. After more tests, it is found that when two hidden layers are set (the number of nodes in the first hidden layer is 21, and the number of nodes in the second hidden layer is 9), the accuracy is the highest. The final network structure diagram is shown in Figure 4.

3.2 Result analysis

R-Square is used as the evaluation index of model prediction accuracy. Optimize the model by setting different number of network nodes. Taking 21 network nodes in the first hidden layer as an example, the parameter adjustment process of the network nodes in the second hidden layer is visualized, and the accuracy is shown in Figure 5. As can be seen from the figure, when the first hidden layer is 21 nodes and the second hidden layer is 9 nodes, the prediction accuracy is the highest, reaching 0.861.
4. Conclusions

Based on the air quality index prediction model of MLP, this study sets hidden layer nodes and parameters, and the prediction accuracy of AQI in Beijing in 2020 reaches 0.861, which can provide certain data support for air quality control.
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