How to distinguish between interacting and noninteracting molecules in tunnel junctions
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Recent experiments demonstrate a temperature control of the electric conduction through a ferrocene-based molecular junction. Here we examine the results in view of determining means to distinguish between transport through single-particle molecular levels or via transport channels split by Coulomb repulsion. Both transport mechanisms are similar in molecular junctions given the similarities between molecular intralevel energies and the charging energy. We propose an experimentally testable way to identify the main transport process. By applying a magnetic field to the molecule, we observe that an interacting theory predicts a shift of the conductance resonances of the molecule whereas in the noninteracting case each resonance is split into two peaks. The interaction model works well in explaining our experimental results obtained in a ferrocene-based single-molecule junction, where the charge degeneracy peaks shift (but do not split) under the action of an applied 7-Tesla magnetic field. This method is useful for a proper characterization of the transport properties of molecular tunnel junctions.

1 Introduction

A molecular tunnel junction comprises molecules trapped between bulk metallic electrodes. These systems include electromigrated single-electron transistors, scanning tunneling microscopy break-junctions, and self-assembled monolayers of molecules. The energy spectrum of the molecule is characterized by both the highest occupied molecular orbital (HOMO) and the lower unoccupied molecular orbital (LUMO). When the HOMO or the LUMO aligns with the Fermi level of the leads $E_F$ within a certain tunnel broadening $\Gamma$, charge carriers can resonantly tunnel through the molecule. Tuning of the relative position of the molecular levels with respect to $E_F$ can be effectively achieved with a capacitively coupled gate electrode.

Since the level spacing between molecular levels $\Delta$ is typically large in molecular junctions, size quantization effects can be observed even at room temperature provided that $k_B T < \Delta$. However, the transport properties of the tunnel junction depend on $T$ because the electric current is a function of the electronic occupation at the leads, which is governed by a Fermi-Dirac distribution. The system response to both temperature and a bias voltage $V$ applied across the leads has been investigated in different classes of molecules: molecular diodes, molecular wires and biomolecules.

Due to the small size of molecules, in many occasions it is crucial to take into account an additional energy scale. In incoherent tunneling processes for molecules weakly coupled to the attached metals (i.e., for junction conductances smaller than $e^2/h$), charge carriers spend much time inside the molecule and Coulomb repulsion effects thus become relevant. This leads to regions with suppressed transport within the current–voltage characteristics of the molecular transistor (Coulomb blockade effect). Therefore, electrons flow through the molecule only when their energy is larger than the charging energy $U$. A key signature of Coulomb blockade is the appearance at $k_B T < U$ of areas of forbidden transport (commonly referred as “Coulomb diamonds”) in the differential conductance curves as a function of source-drain and gate voltages. Coulomb blockade has been reported in molecular single-electron transistors as well as in different solid-state systems.

Garrigues et al. have recently investigated the temperature dependence of charge transport across a ferrocene-based molecular transistor. They found that, when $T$ increases, the magnitude of the charge degeneracy points associated to current maxima decreases while the inverse behavior is observed for the current val-
leys. A noninteracting theoretical model that takes into account two single-particle levels in the molecule showed good agreement with the experimental data. Nevertheless, $\Delta$ and $U$ can be of the same order. Therefore, it is of fundamental importance to determine whether transport is due to noninteracting (independent electrons) or interacting (Coulomb blockade) physics. In this work, we demonstrate that an interacting theoretical model can equally well fit the experimental results and hence offer an alternative explanation for the results found in Ref. 4.

Our finding promptly triggers the following interesting question: How could one distinguish between both transport mechanisms (noninteracting case and Coulomb blockade) in a particular molecular junction setup? We stress that this question is unique to molecular devices since quantum dot systems exhibit charging energies much larger than the mean level spacing. In molecular tunnel junctions, the level spacing is comparable to the charging energy, making it difficult to differentiate between the two cases. Here, we suggest that an externally applied magnetic field would serve as a tool to discern between the two transport mechanisms. Our proposal is illustrated in Fig. 1. In the top panel we depict a molecule with two single-particle quantum levels ($\varepsilon_1$ and $\varepsilon_2$) coupled to two electrodes ($L$ and $R$). The linear conductance would then show two peaks that are spin-split under the action of a magnetic field (top-right panel). The interacting counterpart is sketched in the lower panel where we consider one quantum level $\varepsilon_1$ and charging energy $U$. Due to Coulomb repulsion induced splitting, two conductance peaks are expected at zero magnetic field (bottom-right panel). Yet, with increasing magnetic field each resonance is not split but shifts in energy as shown. The differing current response would allow us to characterize the precise transport mechanism in a given molecular tunnel junction. Below, we support this proposal with a nonequilibrium Green function based calculation that agrees with the experimentally observed conductance peaks of a ferrocene-based molecular tunnel junction in the presence of magnetic fields.

2 Theoretical framework

Consider a single molecule coupled to the left, $L$, and right, $R$, metallic electrodes via tunneling barriers. We model the system with the single-impurity Anderson Hamiltonian,

$$\mathcal{H} = \mathcal{H}_{\text{mol}} + \mathcal{H}_{\text{leads}} + \mathcal{H}_{\text{tunnel}}. \tag{1}$$

First, $\mathcal{H}_{\text{mol}}$ describes the electrons in the molecule. For definiteness, we focus on the $N$-th molecular resonance. Its total energy $E$ is given by the sum of a kinetic part ($\varepsilon_N$) and a potential term. The latter originates from the interaction with the surrounding electrodes (source, drain and gate $g$ terminals). Following standard electrostatics, we model the coupling between the molecule and the electrodes with capacitances $C_L$, $C_R$ and $C_g$ (constant interaction model). Let $\mu_m(N) = E(N) - E(N-1)$ be the molecular electrochemical potential. Then,

$$\mu_m(N) = \frac{(2N-1)\varepsilon^2}{2C} - \frac{C_L V_L + C_R V_R + C_g V_g}{C} + \varepsilon_N, \tag{2}$$

($C = C_L + C_R + C_g$ is the total capacitance). Calculation of $\mu_m(N)$ is important because it determines the molecule’s addition energy, $\Delta \mu(N) = \mu_m(N+1) - \mu_m(N)$. It is straightforward to see that $\Delta \mu_m(N) = \Delta \varepsilon + \varepsilon^2/C$, where $\Delta \varepsilon = \varepsilon_{N+1} - \varepsilon_N$. For the moment, we consider the spin-degenerate case (we will later discuss magnetic field effects). Then, $\varepsilon_{N+1} = \varepsilon_N$ and the resonance spacing is entirely given by the charging energy $U = \varepsilon^2/C$. As a consequence, we can write

$$\mathcal{H}_{\text{mol}} = \sum_{\sigma} \varepsilon_{\sigma k} d_{\sigma \uparrow}^\dagger d_{\sigma \downarrow} + U d_{\uparrow}^\dagger d_{\uparrow} d_{\downarrow}^\dagger d_{\downarrow}, \tag{3}$$

where $\varepsilon_{\sigma k} = \varepsilon_{N} - e(C_L V_L + C_R V_R + C_g V_g)/C$ is the single-particle energy including possible level renormalizations due to polarization effects. In Eq. (3) $d_{\sigma \uparrow}^\dagger$ ($d_{\sigma \downarrow}$) is the creation (annihilation) operator for electrons in the localized level and $\sigma = \{\uparrow, \downarrow\}$.

The metallic electrodes are represented in Eq. (1) by

$$\mathcal{H}_{\text{leads}} = \sum_{\alpha k \sigma} c_{\alpha \sigma \uparrow}^\dagger c_{\alpha \sigma \downarrow}, \tag{4}$$

where $\alpha = L, R$ and $c_{\alpha \sigma \uparrow}$ ($c_{\alpha \sigma \downarrow}$) is the creation (annihilation) of conduction electrons with energy spectrum $\varepsilon_{\alpha k}$ ($k$ is the wave number).

Finally, the coupling of the molecule to the electrodes in Eq. (1)}
is described by the tunnel Hamiltonian
\[ \mathcal{H}_\text{tunnel} = \sum_{\alpha k} t_{\alpha k} c_{\alpha}^\dagger d_\alpha + \text{h.c.,} \]  
where \( t_{\alpha k} \) is the electronic tunnel amplitude.

3 Electric current

The current can be found from the time evolution of the expected value of the occupation in one of the electrodes: \( I_\alpha = -ed\langle n_\alpha(t) \rangle/dt \), where \( n_\alpha = c_\alpha^\dagger c_\alpha \). Due to charge conservation in the steady state, one has \( I_L + I_R = 0 \) and this implies that current can be calculated in one of the electrodes only: \( I \equiv I_L \). Applying the Keldysh-Green’s function formalism, the electric current in terms of the transmission function \( \mathcal{T}(\omega) \) becomes
\[ I = \frac{e}{h} \int_{-\infty}^{\infty} d\omega \mathcal{T}(\omega)[f_L(\omega) - f_R(\omega)], \]  
with \( f_\alpha(\omega) = 1/[\exp(\omega - \mu_\alpha)/k_B T + 1] \) the leads’ Fermi-Dirac distribution with electrochemical potentials \( \mu_\alpha = \varepsilon_F + eV/2 \) and \( \mu_R = \varepsilon_F - eV/2 \). The transmission obeys the expression
\[ \mathcal{T}(\omega) = \sum_{\sigma} \Gamma_L \Gamma_R G_{\sigma,\alpha}^L G_{\sigma,\alpha}^R, \]  
where \( \Gamma_{\alpha}(\omega) = 2\pi n_\alpha |t_{\alpha}|^2 \) is the tunnel hybridization due to coupling with electrode \( \alpha \) (\( n_\alpha \) is the density of states for electrode \( \alpha \)). The total broadening is then \( \Gamma = \Gamma_L + \Gamma_R \). Quite generally, \( \Gamma \) is a function of energy \( \omega \) because electron tunneling depends on the position of each molecular level in the tunnel barrier height. This is important for the fit of the experimental curves, as we will discuss below.

In Eq. \( (7) \), \( G_{\sigma,\alpha}^L(\omega) \) and \( G_{\sigma,\alpha}^R(\omega) \) are the Fourier transforms for the retarded and advanced Green’s function, respectively, of the molecular system,
\[ G_{\sigma,\alpha}(t,t') = -\frac{i}{\hbar} \theta(t-t') \langle [d_\sigma(t), d_\alpha^\dagger(t')]_+ \rangle, \]  
where \( \theta(t-t') \) is the Heaviside function and \([ \cdots ]_+ \) denotes the anticommutator.

4 Green’s function

In this work we use an approximate expression that works fairly well for the Coulomb blockade regime. This regime is characterized by strong electron-electron interactions and weak couplings to the electrodes \( (U > k_B T > \Gamma_{\alpha}) \). Temperature is moderate such that Kondo correlations can be safely neglected. This amounts to disregarding both the charge excitation correlators \( \langle d_\sigma^\dagger d_\alpha \rangle \) and \( \langle |C_{\alpha}^\dagger d_\alpha |^2 \rangle \) and the spin correlator \( \langle C_{\alpha}^\dagger d_\alpha C_{\alpha} d_\alpha \rangle \). Then, the equation-of-motion technique leads to the following system of equations in the Fourier space
\[ (\omega - \varepsilon_m)G_{\sigma,\alpha} = 1 + \sum_{\alpha k} t_{\alpha k}^* G_{\alpha k,\sigma} + U \langle d_\sigma n_\alpha d_\alpha^\dagger \rangle, \]
\[ (\omega - \varepsilon_m - U) \langle d_\sigma n_\alpha d_\alpha^\dagger \rangle = \langle n_\sigma \rangle + \sum_{\alpha k} t_{\alpha k}^* \langle C_{\alpha k} n_\sigma d_\alpha \rangle, \]
\[ (\omega - \varepsilon_{ak}) \langle C_{\alpha k} n_\sigma d_\alpha \rangle = \varepsilon_{ak} \langle d_\sigma n_\alpha d_\alpha^\dagger \rangle, \]
which can be readily solved for the retarded Green’s function
\[ G_{\sigma,\alpha}^L(\omega) = \frac{1 - \langle n_\sigma \rangle}{\omega - \varepsilon_m - \Sigma} + \frac{\langle n_\sigma \rangle}{\omega - \varepsilon_m - U - \Sigma}, \]  
where \( \Sigma = -i\Gamma/2 \) and the mean occupation \( \langle n_\sigma \rangle \) of the molecular level is evaluated from
\[ \langle n_\sigma \rangle = \int d\omega \frac{\Gamma_L f_L(\omega) + \Gamma_R f_R(\omega)}{\Gamma} \rho_\sigma(\omega). \]

5 Results

The self-consistent calculation of Eqs. (12) and (13) completely determines the transmission given by Eq. (7). We will now show that this solution nicely fits the experimental results of Ref. 4.

In Fig. 2(a) we plot the experimental data for the measured current as a function of the gate voltage at different values of the background temperature (black curves) for a single S-(CH$_2$)$_4$-
Temperature effects on the current across the molecule are shown in Fig. 3 for several values of the gate voltage. For $V_g = -0.3$ V, which corresponds to the low-energy peak in Fig. 2(a), the current decreases with $T$ as expected from the degeneracy point. When the molecular resonance aligns with the electrode electrochemical potential ($V_g = -0.7$ V), the current is rather insensitive to $T$. Finally, in the Coulomb blockade valley [to the left ($V_g = -1.5$ V) or the right ($V_g = 0.9$ V) of the current peak] the current in fact increases as $T$ raises. We note that the agreement between theory and experiment is good in all cases (within the experimental error bars, not shown here) except for high temperatures since in this case dephasing and inelastic scattering is more likely to occur in the molecular bridge and our transport theory breaks down. On the other hand, our results are valid as long as temperature is not exceedingly small since higher order co-tunneling processes (e.g., Kondo correlations) could then take place when the Fc units are strongly hybridized with the electrodes via, e.g., shortened alkyl side-arms.

### 6 Discussion

We thus have two competing models that describe well the experimental results. In the interacting picture as discussed above, the splitting of the molecular resonance is attributed to Coulomb blockade. In contrast, the noninteracting model employed in Ref. 4 points to two independent molecular resonances. Strikingly, both theories show a temperature-dependent tunnel current compatible with the experiments. The problem we now face is how to distinguish between these two explanations. We propose that a magnetic field applied to the junction would constitute a reliable test.

An external magnetic field $B$ induces a Zeeman interaction in the molecule. In the interacting model, this implies that Eq. (2) becomes

$$\mu_m(N) = \frac{(2N-1)e^2}{2C} - e \left( C_L V_L + C_R V_R + \frac{C_S V_g}{C} \right) + \epsilon_N + \Delta_S \mu_B B, \quad (16)$$

where $\Delta_S = S^Y - S^Z$, with $S^Y$ the total spin of the molecule. Clearly, if the spin raises when adding an electron ($\Delta_S > 0$), this leads to a negative voltage shift of the peak associated to $\mu_m(N)$ (because $V_g$ must decrease to compensate), while if the spin lowers ($\Delta_S < 0$) the peak shifts to higher voltage values with increasing $B$ (we assume a positive $g$ factor; for negative $g$ as in GaAs dots, see Ref. 44). Our argument then shows that in the inter-

---

**Table 1** Parameters for the molecular transistor used in the theoretical model.

| $U$ (meV) | $\epsilon_N$ (meV) | $\gamma_1$ (meV) |
|-----------|------------------|------------------|
| 76        | 27               | 0.4              |
| $\gamma_2$ (meV) | $\gamma_1$ (meV) | 0.4              |
| 0.4       | 0.05             | 0.01             |
| $C_L$     | 5.78 e/V         | 6.83 e/V         |
| $C_R$     |                  |                  |
| 0.525     |                  |                  |

**Fig. 2** (a) Current $I$ as a function of the gate voltage $V_g$ for different values of the indicated temperatures and a source-drain voltage $V = 10$ mV. Experimental (theoretical) results are depicted with black (blue) curves (experimental data is extracted from Ref. 4). Curves for different temperature are shifted vertically for the sake of clarity (offset: 5 nA). (b) Calculated current at $T = 80$ K as a function of both source-drain bias and gate voltage, showing clear Coulomb diamond regions.

**Fig. 3** (a) Current at $V_{sd} = 10$ meV as a function of the background temperature $T$ for different gate voltage values. Solid lines correspond to our theoretical model while data points show the experimental results of Ref. 4. We use the model parameters used from Table 1.
acting case two consecutive conductance peaks will alternatively attract or repel each other. For a given energy level the peak separation increases as $U + 2\Delta_B$, where $\Delta_B = g\mu_B B$ is the Zeeman splitting, whereas for different energy levels the peak separation decreases as $\Delta + U - 2\Delta_B$. In stark contrast, in the noninteracting model each peak corresponds to a given energy level [four levels displayed in Fig. 4(b)], which split symmetrically under the action of a magnetic field (Zeeman splitting). Therefore, a magnetic field makes it possible to distinguish between two molecular resonances separated by either charging effects or quantum confinement.

The differing response to the presence of magnetic fields leads to distinct conductance curves for the interacting and the noninteracting cases. In the interacting theory, the level $\epsilon_n$ in Eq. (12) becomes spin dependent, $\epsilon_n = \epsilon_n + s\Delta_B$ with $s = +1(-1)$ for $\sigma = \uparrow(\downarrow)$. In the noninteracting approach, both molecular levels in Eq. (14) become spin dependent as $\epsilon_\uparrow \rightarrow \epsilon_{3\sigma}$. The peak amplitude depends on $T$ and the particular choice of $\gamma$ and is thus sample-dependent (e.g., in the Electronic Supplementary Information) we show that a different choice of $\gamma$ causes the lower resonance to have a smaller amplitude compared to the Coulomb-shifted one, in contrast to Fig. 4.

The effects of the magnetic field in both models are shown in Fig. 4. We depict the electric conductance $G = (dI/dV)|_{V=0}$ as a function of the gate voltage for different values of the Zeeman strength $\Delta_B$. For interacting particles [Fig. 4(a) for two energy levels $\epsilon_1$ and $\epsilon_2$ with interaction] the $G$ peak separation expands or shrinks as $\Delta_B$ increases, as anticipated above. This is a clear manifestation of a Coulomb-blockade split resonance. Contrary to this case, the interacting model [Fig. 4(b) for four energy levels $\epsilon_1$, $\epsilon_2$, $\epsilon_3$ and $\epsilon_4$ without interaction] leads to peak splittings when $B$ is such that $\Delta_B \approx \Gamma$.

To test our theoretical predictions, a room temperature electromigration-breaking three-terminal single-electron transistor with Al/Au bias-drain electrodes and Al$_2$O$_3$ back gates was used to study an individual S-(CH$_2$)$_4$-ferrocenyl-(CH$_2$)$_4$-S molecule [Fig. 1(c)] at low temperature (see Ref. 4 for details on device fabrication). Note that the molecules investigated in Ref. 4 were not tested with a magnetic field since its effect would not be observable at the lowest temperature (80 K) employed in that study. Figure 5 shows the differential conductance as a function of gate voltage through the ferrocene-based single molecule junction obtained in the absence of magnetic field (blue data) and with a 7-Tesla field applied (red data). The measurements were obtained at $T = 4$ K with a bias voltage of 80 mV. Two peaks are clearly visible at $V_g = -1.95$ V and 0.65 V. Upon application of a magnetic field, the peaks shift in voltage approaching each other (see the stability plot in the Electronic Supplementary Information). One possible scenario is that the magnetic field drags the ferrocene unit slightly, hence distorting the molecule and changing its coupling to the electrodes and gate. However, it is unlikely that this effect leads to such a large change in potential energy since it would change the transport excitation slopes, which is not observed in our data. Additionally, strain-induced changes in the electrostatic coupling of the molecule will not discriminate levels according to its spin value. We next argue that the most natural explanation is in terms of charging effects.

We first notice that the peaks in Fig. 5 do not Zeeman split under the action of the magnetic field, as it would be expected from two distinct charge degeneracy points arising from two different molecular levels. Instead, the peaks shift, conferring them a Coulomb blockade nature resulting from strong charging en-
ergy effects (as explained above). The gate voltage shifts are actually pretty similar for both peaks. For the left peak in Fig. 5 is +18 mV, while for the right peak is −19 mV. Indeed, using the coupling capacitances of the molecule with the respective electrodes, extracted from measurements at different bias voltages, the observed shift in gate voltage for each peak gives $\Delta G = -1/2$ for the left peak in Fig. 5 and $\Delta G = +1/2$ for the right peak (i.e. a net spin change of $\frac{1}{2}$ as it corresponds to adding an electron into the molecule). However, the peaks do not repel from each other in increasing magnetic field, as would be expected if originated from the same Coulomb-blockade energy level splitting. This means that the two observed peaks belong to two different Coulomb-blockaded energy levels, whose corresponding pairs lie beyond the measuring gate voltage window in this measurement. It is very likely that the associated charge states from left to right in Fig. 5 correspond to Fe$^{3+}$, Fe$^{2+}$ and Fe$^{+}$. (Note that the Fe$^{+}$ state can be observed at low temperatures similarly to the work of de Leon et al. in Ref. 41.) In any case, the observation of the gate voltage shift under the action of a magnetic field allows the unequivocal association of the differential conductance peaks to charging effects, and showcases a magnetic field as a powerful tool to determine the nature of transport excitations in single-molecule junctions.

7 Conclusions

In conclusion, we have shown that the temperature-dependent transport properties of molecular tunnel junctions can be explained using a fully interacting model that takes into account Coulomb blockade effects. Since a noninteracting theory with two molecular levels also agrees with the experimental data, it is natural to ask what the nature of a real resonance is. We have suggested that an externally applied magnetic field can be used as a transport spectroscopy tool that distinguishes between the two models. Employing values extracted from the experiment, we find that the conductance peaks of a molecular bridge with Coulomb interactions shift as the magnetic field increases while in the non-interacting case the transmission resonances are all Zeeman split. Finally, we report on conductance measurements in the presence of a magnetic field that point to Coulomb-blockaded resonances in a ferrocene-based molecular tunnel junction. Since charging energies are expected to be similar in molecular tunnel junctions, the interaction model is likely to apply in most transport experiments where molecules are in the weak coupling regime. In our case, the ferrocenyl units are weakly coupled to the electrodes due to the insulating character of the alkyl chains. Our work thus represents an important contribution that will help identify the transport regime of molecular junction experiments.
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ADDITIONAL MEASUREMENTS

The experiments were done for a fixed bias near zero and by sweeping the gate voltage continuously in order to increase the definition of the peaks associated to crossing the charge degeneracy points. This is standard procedure when checking if there are molecules present in the nano-transistors, and we used it here to minimize the time between measurements with and without magnetic field. Molecules in electromigrated three-terminal junctions are very unstable, and frequently move, changing their coupling to the transistor leads. This was actually the case of the molecule measured here.

We have measurements of the diamond for one of the charge degeneracy points of this molecule (see Fig. 1), where one can see how all excitations are equally affected by a magnetic field. Although not with the same precision than in the measurements for a single bias potential, the shift can be clearly resolved in these results, which show that the shift affects equally all excitations and that there is no Zeeman splitting (at least not comparable to the observed shift). Note that for these measurements, the molecule has already moved with respect to the measurements presented in the main text, and the first charge degeneracy point appears now at around $V_g = -1.5$ V for both fields ($-0.95$ V in the measurements included in the main text).

![FIG. 1: Excitations in the presence of a magnetic field.](image)

ADDITIONAL CALCULATIONS

The detailed amplitude ratio depends on the molecules coupling to the metallic reservoirs. For $\Gamma \ll k_B T$ the peak height is proportional to $\Gamma_1 \Gamma_2$ and inversely proportional to temperature [1]. In general, the couplings are Porter-Thomas distributed and therefore the peak amplitudes fluctuate. Below, we present in Fig. 2 theoretical conductance curves where we used different values of $\gamma$. Our results show that the lower resonance has a smaller amplitude compared to the Coulomb-shifted one.

[1] C. W. J. Beenakker, Phys. Rev. B 44, 1646 (1991).
FIG. 2: Conductance curves for different values of the tunnel couplings: \( \gamma_{L1} = 0.01 \text{ meV}, \gamma_{R1} = 0.4 \text{ meV}, \gamma_{L2} = 0.05 \text{ meV} \) and \( \gamma_{R2} = 0.4 \text{ meV} \). We use the couplings for \( \varepsilon_2 \) in (a) the same as for \( \varepsilon_1 \) while in (b) the couplings for the third (fourth) level \( \varepsilon_3 \) (\( \varepsilon_4 \)) are taken the same as for \( \varepsilon_1 \) (\( \varepsilon_2 \)).