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Abstract. Collective oscillations of active interacting elements are observed in a variety of physical, chemical, and biological systems far from equilibrium. Numerous studies have been devoted to the mutual entrainment of oscillators that have different intrinsic frequencies. A class of models with global (or mean-field) coupling have enjoyed deep theoretical understanding, while the phase of the oscillators become coherent with the system dimension increasing. In contrast to the sharp transition for global coupling, the contrast to the sharp transition for global coupling. We interpret it as the result of quenched spatial heterogeneity. In contrast, for α ≤ d, the heterogeneity is averaged out and the transition is exactly described by the mean-field theory.

Model. In our model, oscillators indexed by i = 1, 2, . . . , N are arrayed on a d-dimensional regular lattice with the unit grid size. The phase ˙φi of the i-th oscillator located at r̂ i obeys the dynamic equation,

\[ \frac{d\dot{\phi}_i}{dt} = \omega_i - \sum_{j \neq i} G(r_i - r_j) \sin(\phi_i - \phi_j), \]

where \( \omega_i \) is the intrinsic frequency that has the Gaussian distribution with the standard deviation \( \omega_0 \),

\[ P(\omega_i) = \frac{1}{\sqrt{2\pi}\omega_0} \exp \left( -\frac{\omega_i^2}{2\omega_0^2} \right). \]

We require the coupling function \( G(r) \) to be positive, slowly decreasing function of \(|r|\), so that its moments

\[ \sigma_n = \sum_{j \neq i} G(r_i - r_j)^n \]

rapidly decays with n. To be specific, let us consider the power-law coupling \( G(r) = g_0/r^\alpha \) with the constants \( g_0 \) and \( \alpha \geq 0 \). We normalize the coupling by rescaling time so that \( \sigma_1 = 1 \) without losing generality. For the global coupling (\( \alpha = 0 \)), we have \( G(r) = g_0 = 1/N \), and the moment \( \sigma_n \sim 1/N^{n-1} \) for \( n \geq 2 \) vanish as \( N \to \infty \). In more general, for \( \alpha < d \), the integral \( \int dr/r^\alpha \) diverges with the system dimension \( r_{\text{max}} \sim N^{1/d} \), which means that \( g_0 \sim N^{\alpha/d-1} \) and \( \sigma_n (n \geq 2) \) vanish as \( N \to \infty \).

Motivated by the numerical results, this Letter theoretically addresses synchronization of oscillators with a general class of long-range coupling. We will develop a systematic perturbation expansion around the mean field, taking the moments \( \sigma_n \) of the interaction \( G(r) \) as the small parameters (which is analogous in spirit to the cluster expansion in the classical gas theory). For the power-law coupling \( G(r) = g_0/r^\alpha \), it is equivalent to a series expansion in \( \epsilon = \alpha/d - 1 \). We will solve for the order parameter profile and correlation functions up to \( O(\epsilon^2) \).

PACS numbers: 05.45.Xt, 05.40.-a
Order Parameter. In order to describe the collective behavior, we introduce the site-dependent complex order parameter $\psi_i$ with its amplitude $\rho_i$ and phase $\theta_i$, \[\psi_i = \rho_i e^{i\theta_i} = \sum_{j \neq i} G(r_i - r_j) e^{i\phi_j}, \quad (2)\]

with which we can rewrite (1) as

\[\frac{\partial \phi_i}{\partial t} = \omega_i - \rho_i \sin(\phi_i - \theta_i). \quad (3)\]

Note that $\rho_i \leq 1$ due to the normalization of $\sigma_i$. When the coupling is long-ranged, $\psi_i$ involves infinitely many oscillators and is expected to change much slower than $\phi_i$. Therefore, we approximate $\psi_i$ to be constant in time. Then Eq. (2) is replaced by its temporal average,

\[\psi_i = \rho_i e^{i\theta_i} = \sum_j G_{ij} e^{i\phi_j} E(\rho_j, \omega_j), \quad (4)\]

where $G_{ij} = G(r_i - r_j)$ for $i \neq j$, and $G_{ij} = 0$ for $i = j$. The function $E(\rho_j, \omega_j)$ is the temporal average of $e^{i(\phi_j - \theta_j)}$, and is calculated following the original prescription by Kuramoto \[a, b, c, d = R, I\], and $i, j, k, \ell = 1, 2, \ldots, N$ are implied. We decompose the zeroth and first order coefficients into their averages $f_a = f_{a}(\psi) = \langle F_{ja}(\psi) \rangle$, $f_{ab} = \frac{\partial f_a}{\partial \psi_b}$, and the deviations $\delta F_{ja} = F_{ja} - f_a$, $\delta F_{ja,b} = f_{ja,b} - f_{a,b}$. Subtracting $\psi_a$ from (7) and then multiplying by the inverse of the $2N \times 2N$ matrix $M_{ij} = \delta_{ij} \delta_{ab} - G_{ij} f_{a,b}$, which is expanded as $[M^{-1}]_{ij} = \delta_{ij} \delta_{ab} + \sum f_{ja,b} + G_{ij} \delta F_{ja,b} + \cdots$ with $G_{ij} = G_{ik} G_{kj}$, $f_{ja,b} = f_{a} f_{c} f_{j} f_{b}$, etc., we obtain

\[\delta \psi_a = \Delta_a + \Gamma_{ab} U_{jb}, \quad (8)\]

\[U_{jb} = \delta F_{jb} + \delta F_{jbe} \psi_{jc} + \frac{1}{2} \delta F_{jbe,cd} \delta \psi_{jc} \delta \psi_{jd} + \cdots, \quad (9)\]

\[\Delta_a = \left(I_2 - \frac{\partial f}{\partial \psi}\right)^{-1} (f_a - \psi_a), \quad (10)\]

\[\Gamma_{ab} = \left[M^{-1}(G \otimes I_2)\right]_{ab} = G_{ij} \delta_{ab} + G_{ij} f_{a,b} + \cdots, \quad (11)\]

Equating the last 2 matrices $I_2 = \{\delta_{ab}\}$ and $\partial f/\partial \psi = \{f_{a,b}\}$, Eqs. (8)-(11) can be diagrammatized as shown in Fig. (1b), by combining the symbols defined in Fig. (1a). Recursively using (5) for the $\delta \psi$’s in (9), we get an expansion of $\delta \psi_a$ in terms of $\Delta_a$, $\Gamma_{ab}$, $\delta F_{ja}(\psi)$, $F_{ja,b}(\psi)$, and their derivatives; see Fig. (1c). The terminators $\Delta_a$ and $\delta F_{ja}$ are connected by the vertices $\delta F_{ja,b}, F_{ja,b}, \cdots$, and propagators $\Gamma_{ab}$ to the site $i$. For example, the graph framed by solid lines reads $\Gamma_{ab,ij} F_{ja,b} \delta F_{ke} \delta F_{kd}$, and the dotted-framed graph reads $\Gamma_{ab,ij} \frac{1}{2} F_{jbe,cd} \Gamma_{ab,ij} \delta F_{ke} \cdot \delta F_{df}$. Now we take the average of Eq. (12) over the distribution of $\omega_i$’s. The LHS vanishes by the definition of $\delta \psi$. On the RHS, $\delta F_{ja}$ and its derivative $\delta F_{jbe}$ are averaged out unless they are correlated with a partner at the same site. Graphically, it means that the legs of the graphs (with the black dots at their ends) have to be attached to each other or to vertices to produce correlation terms. For example, the dot-framed graph in Fig. (1c) yields the corresponding graph in Fig. (1d), which reads $\Gamma_{ab,ij} \frac{1}{2} (F_{jbe,cd})_j \cdot \Gamma_{ab,ij} \delta F_{ke} \delta F_{kd}$, where $\langle \cdots \rangle_j$ means the average over the distribution $P(\omega_j)$. Using the expansion (11) with the trace $G_{ij} = \sigma_n$, we obtain the $O(\epsilon^2)$ expression of this graph as

\[\frac{\sigma_n}{2} \sum_{f_{a,cd}} (f_{ad} - f_{cd} f_{a} f_{d}),\]

where the functions $f_{a,cd} = \frac{\partial^2 f_a}{\partial \psi_a \partial \psi_d}$ and $g_{ab}(\psi) = \langle F_{ka} F_{kb}\rangle_k$ are introduced. Another graph that gives an equivalent to the ensemble average over $\omega_i$’s. Expecting that spatial fluctuation of the order parameter is small for long-range interactions, we expand the RHS of (12) with respect to the deviation $\delta \psi_j = \psi_j - \overline{\psi}$, as

\[\overline{\psi}_a = \frac{1}{N} \sum_i \overline{\psi}_{ia}, \quad a = R, I,\]

which is equivalent to the ensemble average over $\omega_i$’s.
which simplify calculations, we choose the coordinate frame in
its recursive expansion. (d) The ensemble average of (c).

\[ \psi = \int_{-\infty}^{\infty} d\omega P(\omega)E_\omega(\overline{\psi}, \omega). \]  

The calculations of the derivatives \( f_{a,b}, f_{a,b,c} \) and \( h_{a,b,c} \) are also straightforward. The non-vanishing components are found to be \( f_{R,R} = \epsilon'_{R}, f_{I,,I} = \epsilon'_{I}, f_{R,R} = \epsilon''_{R}, f_{R,,I} = f_{I,,R} = \epsilon'_{R}, \) and \( h_{R,R} = \epsilon''_{R}, h_{I,,I} = \epsilon_{II}/2, \) where \( \epsilon' = d/d\rho \) and the abbreviations \( \epsilon_R = \epsilon_R/\overline{\psi}, \epsilon_{II} = \epsilon_{II}/\overline{\psi}, \) are used. Substituting these into Eqs. (12,13), we obtain

\[ \overline{\psi}_R = \epsilon_R + \sigma_2(1 - \epsilon'_R)V_R, \]

\[ V_R = \frac{1}{2} \left\{ \epsilon''(\epsilon''_{R} - 2\epsilon'_R\epsilon'_R) - \overline{\psi}_R \right\}. \]

with the functions \( \overline{\psi}_R = \rho \cos \theta \) on the LHS via the expansion

\[ \overline{\psi}_R = \left( \sqrt{\overline{\psi}^2 + \epsilon'_R} \right) = \overline{\psi}_R + \left\{ \delta \overline{\psi}^2 \right\}/\sqrt{\overline{\psi} + \epsilon'(\epsilon'_{R}/(\epsilon''_{R} - \epsilon'_R) + \epsilon''_{R} \epsilon''_{II}).} \]

Note that \( C_{ij}^{ab} = C_{ik}G_{kj} \) is a function of \( \epsilon_{ij} = \epsilon_i - \epsilon_j. \) At large distance, it decays as \( C_{ij}^{ab} \propto \epsilon_{ij}^{-d(1+2\epsilon)} \) for \( \epsilon > 0, \) as we can see from a simple dimensional analysis. (For \( d = 2, \) \( G_{ij}^{2} \) depends also on the direction of \( \epsilon_{ij}, \) reflecting the lattice anisotropy). On the other hand, setting \( i = j \) in (13), we obtain the variance of the order parameter,

\[ \langle \delta \psi_{ia} \delta \psi_{ib} \rangle = \sigma_2 \left( g_{ab} - f_a f_b \right). \]

The complete order parameter profile is obtained by numerical computation of the functions \( e_a(\rho) \) and \( e_b(\rho), \) and is shown in Fig. 2a. Note that \( \overline{\psi}_R \) in the current coordinate frame corresponds to \( |\psi| \) in the general frame. As we can see, the deviation from the mean-field profile is significant even for relatively small values of \( \sigma_2. \) (For comparison, \( \sigma_2 = 0.2 \) for \( (d, \alpha) = (1,2) \) and \( \sigma_2 \approx 0.057 \) for \( (d, \alpha) = (2,3) \) (square lattice).) The macroscopic order parameter is larger than the mean-field value for
$\omega_0 > \omega_1 \simeq 0.504$, and smaller for $\omega_0 < \omega_1$ for any non-zero value of $\sigma_2$. The enhancement of synchronization for large $\omega_0$ might look counter-intuitive, but it is a natural result of the spatial heterogeneity; there are regions that are more uniform than the others in terms of the intrinsic frequencies of the oscillators they contain. These regions can remain synchronized when the other regions are desynchronized, and contribute to the long tail of the order parameter profile. This effect of quenched heterogeneity is averaged out in the global-coupling case. Note also that we have rescaled the timescale so that $\sigma_1 = 1$. If $\sigma_1$ is not normalized, we must divide the intrinsic frequency and the order parameter by $\sigma_1$, which modifies Eq. (21) as $\overline{\psi} \approx \sigma_1 \sigma_2 / \omega_0^2 = C \sigma_2 / \omega_0^2$, where $C$ is a function of $\alpha$ and $d$.

The standard deviation $\text{std}(\psi) = \langle |\delta \psi|^2 \rangle^{1/2}$ is readily calculated from Eqs. (14,15,16,17), and is plotted in Fig. 2(b). For any non-zero value of $\sigma_2$, it exhibits a peak near $\omega = \omega_c$ and a long-tail for $\omega_0 \gg \omega_c$. The asymptotic behavior for large $\omega_0$ is obtained via the Taylor expansion of $e_R(\rho)$, $e_R(\rho)$ and $e_{II}(\rho)$, as $\text{std}(\psi) \approx \sigma_2 / 3 \sqrt{\omega_c \omega_0}$.

Summary. We have found that the mean-field picture of sharp synchronization transition is valid only for $\alpha \leq d$, and the transition is broadened for $\alpha > d$. It could be regarded as a novel example of smeared transition in random systems, which usually requires spatially correlated disorder [18]. The limitations of the perturbation theory for large $\alpha$ should be assessed by analysis of higher order corrections and comparison with numerical results, which are beyond the scope of the present paper and will be discussed elsewhere.
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