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Abstract: The Surface Water and Ocean Topography (SWOT) mission is a next generation satellite mission expected to provide a 2 km-resolution observation of the sea surface height (SSH) on a two-dimensional swath. Processing SWOT data will be challenging because of the large amount of data, the mismatch between a high spatial resolution and a low temporal resolution, and the observation errors. The present paper focuses on the reduction of the spatially structured errors of SWOT SSH data. It investigates a new error reduction method and assesses its performance in an observing system simulation experiment. The proposed error-reduction method first projects the SWOT SSH onto a subspace spanned by the SWOT spatially structured errors. This projection is removed from the SWOT SSH to obtain a detrended SSH. The detrended SSH is then processed within an ensemble data assimilation analysis to retrieve a full SSH field. In the latter step, the detrending is applied to both the SWOT data and an ensemble of model-simulated SSH fields. Numerical experiments are performed with synthetic SWOT observations and an ensemble from a North Atlantic, 1/60° simulation of the ocean circulation (NATL60). The data assimilation analysis is carried out with an ensemble Kalman filter. The results are assessed with root mean square errors, power spectrum density, and spatial coherence. They show that a significant part of the large scale SWOT errors is reduced. The filter analysis also reduces the small scale errors and allows for an accurate recovery of the energy of the signal down to 25 km scales. In addition, using the SWOT nadir data to adjust the SSH detrending further reduces the errors.
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1. Introduction

The upcoming Surface Water Ocean Topography (SWOT) satellite altimetry mission has the potential to provide dense and accurate information on ocean mesoscale and submesoscale flows [1–3]. This perspective is very appealing to physical oceanographers because of the key role that ocean mesoscale and submesoscale flows play in shaping ocean circulation and its interaction within the climate system [4,5]. The potential of the upcoming SWOT wide-swath altimetry mission lies in two characteristics: (i) The two-dimensionality of the wide-swath data will provide a new insight on the ocean surface dynamic where the evolution of structures can be tracked and studied, and (ii) the
high resolution of the Ka-Band Radar Interferometer (KaRIn) instrument will reach very fine scale structures (down to an expected 15-km wavelength). However, the combination of these two SWOT characteristics inevitably leads to new challenges in the processing and treatment of the data.

The SWOT satellite and instrument design induces a string of cumulative, spatially structured errors, expected to have significant amplitudes in comparison with the signal and to display strong spatial correlations. The spatially structured errors will certainly induce strong limitations in the use of SWOT data and must be removed or at least reduced. Past works have addressed the reduction of the small-scale, spatially uncorrelated noise [6,7] and the inclusion of the SWOT error correlations in data assimilation [8,9]. Some techniques to correct the SWOT data’s long-range correlated errors have been investigated by Dibarboure and Ubelmann [10]. These techniques are based on the cross-calibration of the satellite signal between multiple local zones in the satellite ground track. Information accumulated over a certain period is used to retrieve the SWOT signal free of error. Although these techniques have shown promising results, they only gain in accuracy as long as the ocean state remains relatively static, which is not true, especially for the temporal/spatial scale ratio of SWOT. An asset of the error reduction method proposed in the present paper is that the SWOT signal is retrieved on each pass of the satellite independently. In the future, the benefits of comparing the different approaches could be explored.

In this paper, a new spatially structured error reduction method is presented and tested. The novelty of this method is the separation of the SSH signal from the noise in the SWOT data, knowing the spatial structure of the SWOT errors. The method combines two steps. The first step (detrending) removes from the data the across-track trends that may be due to the spatially structured errors. Indeed, most of the expected SWOT errors have been intensively investigated and are presented in an error budget [11]. This error budget shows that the errors will strongly impact the spatial structure of the signal, especially across track, and are expected to create artificially structured trends. This first step removes these trends, which include the large scale errors as well as a part of the large scale SWOT physical signal. The second step of the error reduction method (retrieval) implements an ensemble data assimilation (DA) analysis to retrieve the large scale signal lost in the first step. This ensemble DA analysis uses an ensemble of static high-resolution SSH scenes. As an extension of the method, we also propose to further adjust the detrending with the SWOT nadir data but in a rather simplistic way since the primary focus of this paper is the wide-swath data. Note also that the method only deals, by construction, with the across-track structured errors of larger scales. Hence, the method is not expected to reduce the two-dimensional structured errors (e.g., the wet-troposphere error) and is expected to only partly reduce the uncorrelated errors (e.g., the KaRIn error). To reduce the impact of these smaller scale errors, further developments of the method and/or combination with other methods (e.g., [8,9]) will be needed.

The error reduction method is tested in the framework of an observing system simulation experiment (OSSE). This framework, also known as twin experiments, consists in creating all the data of the experiment—including the observations—from a simulation produced by a numerical model and considered as the true ocean. Here, we use the high-resolution NATL60 (North Atlantic, 1/60° resolution) configuration [12,13] of the NEMO (Nucleus for European Modelling of the Ocean) modelling system [14]. This simulation is one of the most advanced, high-resolution simulation available to this day, with an effective resolution of approximately 7 km which is beneath the expected effective resolution of the SWOT satellite. Note, however, that internal tides are not represented in this simulation. Several studies suggest that internal tides will strongly impact the SSH SWOT signal [15,16], but what the impact will precisely be and whether we will be able to separate the internal tide signal from the balanced circulation remain open questions. Assessing whether the method proposed herein will be effective in the presence of internal tides is therefore left to future studies. In this study, we focus on the OSMOSIS region, where the small scale structures are dominant over the larger scales [17]. To create the observations from the NATL60 simulation, we use the SWOT simulator, a simulator of the ocean SWOT data, developed to help the scientific community prepare the SWOT
mission [18]. The SWOT simulator models six of the errors described in Esteban-Fernandez [11]: Ka-Band Radar Interferometer (KaRIn) error, residual roll error, phase error, baseline dilatation error, timing error, and wet-troposphere error. Although not complete, these modelled errors are, to this day, the best implemented prediction of what the largest SWOT errors will be.

The outline of the paper is as follows: Section 2.1 describes the synthetic SWOT data created by the SWOT simulator and used in the numerical experiments, the SWOT errors, and the error reduction method. The overall target in the numerical experiments, presented in Section 3, is to retrieve an error free SWOT observation. In this section, we assess (i) the benefit of using the detrended SWOT data rather than the raw SWOT data in the error reduction method, (ii) the gain brought by the detrended SWOT error reduction method over a standard Gaussian denoising filter, and (iii) the potential of combining the SWOT data with its nadir altimeter data. A discussion is held in Section 4, and conclusions are drawn in Section 5.

2. Materials and Methods

2.1. Synthetic SWOT Data

2.1.1. Synthetic SWOT Data Creation

The present study is conducted on an observing system simulation experiment (OSSE) which considers a high resolution model simulation to be the true state of the ocean. The simulation has been carried out with the NATL60 (North Atlantic, 1/60° resolution) configuration of the NEMO (Nucleus for European Modelling of the Ocean) modelling system [14], version 3.5. The horizontal resolution of 1/60° corresponds to 0.8 to 1.6 km, depending on latitude, while the vertical grid uses 300 levels. With this resolution, we can produce synthetic SWOT data that effectively represent the meso and submesoscale ocean circulation. The NATL60 simulation is the reference simulation in several studies [12,13]. More information on the model set up may be found in NATL60 [19].

The region of study, shown in Figure 1, is the OSMOSIS region in the North Atlantic (44.821°N–55.363°N, 20.016°W–10.008°W; [17]). The OSMOSIS region has very little large scale energy in comparison to the Gulf Stream [17]. This makes OSMOSIS an appropriate region for assessing the SWOT ability to recover small scale dynamics without having large scale structures strongly impact the diagnosis.

Figure 1. The OSMOSIS region (black box) in an sea surface height (SSH) field (in meters) produced by the NATL60 simulation.
Synthetic SWOT data are created from NATL60-simulated SSH fields, using the SWOT simulator for Ocean Science [18,20] developed by the NASA Jet Propulsion Laboratory. In a first step, the SWOT simulator generates a data grid following the predefined swath geometry and orbit ground track. The characteristics of the simulated orbit are detailed in Table 1.

Table 1. Orbital characteristics of the Science Orbit implemented in the Surface Water and Ocean Topography (SWOT) simulator and used in the present experiments.

| Science Orbit          |       |
|------------------------|-------|
| Repeat Cycle (days)    | 20.8646 |
| Repeat Cycle (Orbits)  | 292   |
| Sub-cycles (days)      | 1.10  |
| Inclination (deg)      | 77.6  |
| Elevation (km)         | 891   |

The SWOT swath is 120 km wide with a 20-km gap in its center (Figure 2).

The spatial resolution is 2 km across and along the track which leads to 50 grid points across track. The grid includes a nadir, along-track line with a resolution of 7 km to simulate the nadir altimeter on-board the SWOT satellite. In a second step, the SWOT simulator interpolates the SSH input fields onto the SWOT grid (wide-swath and nadir). In a third and last step, the simulator randomly generates the main expected SWOT errors, following the specifications of the SWOT error budget document [11]. This is described in more details in the next subsection.

2.1.2. SWOT Data Errors

The SWOT simulator provides statistical models for six components of SWOT measurement errors [11,18]:

- Ka-Band Radar Interferometer (KaRIn) error
- residual roll error
- phase error
• baseline dilatation
• timing error
• wet-troposphere error

The KaRIn instrument random error is a spatially uncorrelated noise with a non-constant variance across track (smiley curve). Several techniques have been developed to specifically de-noise the KaRIn noise impacting the SWOT data [7]. In the present study, we focus on the spatially correlated errors. However, we make the case that because DA is designed to deal with spatially uncorrelated noises, the KaRIn noise is expected to be also reduced by the DA analysis.

The spatially correlated errors have specific across-track structures. Here, we only focus on the across-track structure of the errors, and we consider the error variation for all along track points $x_a$ independently. A discussion on the implications of relaxing this assumption is proposed in Section 4. A schematic representation of the errors cross-track characteristics is presented in Figure 3.

Figure 3. A schematic representation of the SWOT error distributions across track. The errors $e_0$, $e_1$, $e_2$, and $e_3$ correspond respectively to the timing, the roll, the baseline dilatation, and the phase errors.

The timing error directly impacts the height measurement and is due to a timing drift in the instrument signal propagation. It also depends on the look angle of the instrument, but at first order, this dependency can be neglected. The timing error $e_0$ is assumed to be constant across track:

$$e_0 = a_0(x_a)$$ (1)

The roll error is due to the unknown interferometric roll angle and increases linearly across the swath with the distance to the nadir point, i.e., the center of the swath ($x_c = 0$). The magnitude of this error can be large. For instance, a tilt of $1/10,000^\circ$ generates a 6-cm error at a point 35 km away from the nadir point. The roll error is considered linear across track:

$$e_1 = a_1(x_a)x_c$$ (2)

where $e_1$ is the across-track roll error, proportional to the cross-track coordinate $x_c$.

When the baseline of the satellite dilates, the length of the baseline varies and modifies the height measurements. This variation creates a deviation for the calibrated instrument signals at each end of the mast. The baseline dilatation error $e_2$ is a quadratic function of the cross-track coordinate:

$$e_2 = a_2(x_a)x_c^2$$ (3)
The SWOT interferometric instrument combines signals from two sensors which can have relative phase variations between one another. These variations produce a phase drift which translates into a cross-track linear error, independent in each half-swath. The phase error can thus be written as follows:

\[ e_3 = [a_3(x_a) + a_4(x_a)x_c]\mathcal{H}(-x_c) + [a_5(x_a) + a_6(x_a)x_c]\mathcal{H}(x_c) \]  

(4)

where \( \mathcal{H}(x) \) is the Heaviside function which equals 1 when \( x > 0 \) is true and is 0 otherwise.

Finally, the variability of the water vapor content in the troposphere is a well-known source of error in satellite observations of the ocean also known as the wet-troposphere error (e.g., the missions AMSR-E [21], Jason 1 [22], and Jason 2 [23]). The wet-tropospheric path delay introduces isotropic error correlations. However, what we call the wet-troposphere error throughout the present paper is the residual path delay after a correction performed by a 2-beam radiometer. Since this error is not structured like the four others described previously, we do not intend to reduce it with the error reduction method described below.

Under the previous assumptions on the various errors impacting the SWOT data, it is possible to infer the cross-track structure of the total error:

\[ e_{\text{total}} = a_0 + a_1x_c + a_2x_c^2 + [a_3 + a_4x_c]\mathcal{H}(-x_c) + [a_5 + a_6x_c]\mathcal{H}(x_c) \]  

(5)

where the explicit dependence of \( a_i \), for \( i = 0, ..., 6 \), on \( x_d \) has been dropped for the sake of clarity. Knowing the structure of the total error across track is an important information that can be used to understand the strong impact of the spatial error correlations on the SWOT signal and to hopefully reduce some of this impact.

2.2. The Error Reduction Method

2.2.1. SWOT Data Detrending

To reduce the cross-track spatially structured errors described in the previous section, we first propose to project the SWOT signal \( h \) in a nonphysical space spanned by the spatially structured errors. Then, the detrending consists in subtracting the projected signal from the across track SWOT signal. The projection coefficients are calculated by minimizing the cost function:

\[ J(\alpha) = \sum_{x_c = -n_c}^{n_c} \left( h(x_c, x_a) - \{a_0 + a_1x_c + a_2x_c^2 + [a_3 + a_4x_c]\mathcal{H}(-x_c) + [a_5 + a_6x_c]\mathcal{H}(x_c) \} \right)^2, \]  

(6)

with \( n_c \) as the number of across track grid points and with \( \alpha = \{a_0, a_1, a_2, a_3, a_4, a_5, a_6\} \) as the projection coefficients, functions of \( x_a \).

Having calculated the projection coefficients, the straightforward detrending uses the projection of the SSH \( h(x_c, x_a) \) for each along track point \( x_a \):

\[ T_f(h(x_c, x_a)) = h(x_c, x_a) - \{a_0 + a_1x_c + a_2x_c^2 + [a_3 + a_4x_c]\mathcal{H}(-x_c) + [a_5 + a_6x_c]\mathcal{H}(x_c) \}. \]  

(7)

Figure 4 (second row-left panel) shows the full detrending \( T_f(h) \) applied to the SWOT observation \( h \) (first row-left panel) corresponding to the true ocean state \( h^t \) (first row-right panel) on pass “p031” of cycle 17 in the OSMOSIS region.
Figure 4. SSH (in meters) on pass “p031” of cycle 17 given by the SWOT data $h$ (first row—left), the true SSH field $h^t$ (first row—center), and their difference (first row—right); by the fully detrended (different scale) SWOT data $T_f(h)$ (second row—left), the fully detrended truth + KaRIn error $T_f(h^t + \epsilon_k)$ (second row—center), and their difference (second row—right); and by the partially detrended SWOT data $T(h)$ (third row—left), the partially detrended truth + KaRIn error $T(h^t + \epsilon_k)$ (third row—center), and their difference (third row—right).

When comparing the full detrending of the SWOT data to the full detrending of the true signal plus the KaRIn error only (second row-center) and when looking at the difference between the two (second row-right), we can see that the errors are almost entirely removed. However, the full detrending also removes a large part of the large-scale SSH signal. To limit this effect, we propose a detrending constant along track $T(h)$ based on the previously computed coefficients averaged over the entire pass:

$$T_f(h(x_c, x_a)) = h(x_c, x_a) - \{\tilde{\alpha}_1 x_c + \tilde{\alpha}_2 x_c^2 + [\tilde{\alpha}_3 + \tilde{\alpha}_4 x_c]H(-x_c) + [\tilde{\alpha}_5 + \tilde{\alpha}_6 x_c]H(x_c)\},$$  \hspace{1cm} (8)

for all $x_a$ and all $x_c$, where $\tilde{\alpha}_i$ for $i = 1, \ldots, 7$ are the along track average of the projection coefficients $\alpha_i$ computed in Equation (6). The rationale for this choice is the assumption that the coefficients $\alpha_i$ for $i \neq 0$ vary along the track with much larger scales than the oceanic features observed by SWOT. In our setup, we further assumed that the SWOT passes are small enough to consider these coefficients constant along-track. For longer passes, such an assumption would not hold anymore and a more sophisticated approach should be considered. The slow-variation assumption does not hold for the timing error $\alpha_0$. This term is therefore removed from the detrending, Equation (8), which implicitly means that this error remains in the detrended SWOT data. The resulting detrended SWOT data $T(h)$ for pass “p003” at cycle 17 is shown in the third row-left panel of Figure 4. A large part of the
SSH signal is preserved by the detrending, yet the large scale errors shown in the difference \( h^\delta - h \) (first row-right) are reduced.

Figure 5 shows the across-track correlation (top) and covariance (bottom) matrices for the SWOT data \( h \) (left) and the detrended SWOT data (right). The error covariances (and the variances in particular) are still present but well-reduced by the detrending. The error correlation matrix after detrending is slightly closer to a diagonal matrix, i.e., the errors are less correlated across the track. Finally, the error correlation matrix after detrending is closer to a Gaussian correlation above and below the diagonal. Note that this form of correlation matrix is typical of the wet-troposphere error not taken into account by the detrending.

It is crucial to note that a significant part of the large scale signal has been removed in the detrended SWOT data and can thus not be considered as SSH information. Hence, we need to find a way to correct an actual SSH variable by using the information contained in the detrended SWOT data. Here, we argue that an appropriate way to address this question comes from data assimilation techniques.

2.2.2. Reducing Errors Using Data Assimilation

Data assimilation (DA) is a mathematical and methodological approach that allows the combination of different sources of information on a system and the uncertainties that surrounds them in order to recover an updated, more accurate knowledge of that system. The development and the application of DA in geosciences is a large and well-settled field of investigation (e.g., [24–28]) and, in particular, in oceanographic applications [29–33]. The main focus of DA so far has been state and parameter estimation. In the present paper, we propose to use DA to estimate the true SSH SWOT signal from the detrended SWOT data and constrained by high resolution SSH scenes.
The two sources of information that we use in this error reduction method are, on the one hand, the detrended SWOT data (the observation) and, on the other hand, a high-resolution ensemble of unrelated (to the truth) SSH fields (the prior). The ensemble of SSH fields is previously interpolated on the SWOT swath. An ensemble-based DA analysis (e.g., an ensemble Kalman filter (EnKF); see Appendix B) can then be performed in the “SWOT-space”, i.e., finding a more accurate SWOT estimate from an ensemble of prior SWOT-like data and the detrended SWOT data.

Note that we do not directly replace the SWOT data by the detrended SWOT data in the SSH state space, which would be mathematically incorrect; we rather perform the assimilation in the nonphysical detrended space. In practice, this means that an observation operator is created to link the variations of the prior ensemble and the variations of the SWOT data in the detrended space and uses that information to correct an actual SSH. In other words, this error reduction method can be seen as an optimal interpolation scheme [24] as in Section 2.2 but with a prior error covariance matrix given by high-resolution SSH scenes.

It is also possible to apply the same method but to use different observations instead of using the detrended SWOT data. For instance, in the numerical experiments below, this is done using successively the original SWOT data, the nadir data and the nadir-adjusted detrended SWOT data (defined in Section 3.3). Since most DA schemes make the assumption of uncorrelated observation errors and since the detrending reduces the SWOT error correlations, we expect that an assimilation of the detrended SWOT data \( T \) defined by Equation (8) will be much more efficient than the straightforward SWOT data assimilation.

3. Results

3.1. The Experimental Setup

The synthetic SWOT data are generated from hourly outputs of the NATL60 simulation between 1 October 2012 and 30 September 2013. The OSMOSIS region, as considered in this study, is visited by 28 passes per satellite cycle, with a total of 18 cycles over the year. The numerical experiments are carried out for the first three passes (“p003”, “p031”, and “p059”) of all 18 cycles, which amounts to a total of 54 SWOT datasets.

The error reduction method described in Section 2.2.2 is performed with an EnKF analysis (Appendix B), using a static ensemble made of 60 SSH fields randomly picked in the simulation between 16 June 2012 and 31 August 2012. The static ensemble is randomly picked from a different time period than the experiment in order to avoid consanguinity between the ensemble and the artificial observations. The specific DA parameters are detailed in Appendix C.

Comparisons are performed between the true state of the ocean in the swath, which would correspond to an error free SWOT observation, and the SWOT estimations: the original SWOT data (from the SWOT simulator), the SWOT data filtered with a Gaussian filter, the results of DA using the SWOT data, the detrended SWOT data, the SWOT nadir, and the detrended SWOT data adjusted by the nadir (this adjustment is described in Section 3.3). See Table 2 for a glossary of the compared variables.

The Gaussian filter is applied to the original SWOT data that has been inpainted using a bivariate spline approximation in order to close the gap. The Gaussian filter is used with a 6-km standard deviation and has a smoothing effect that reduces the very small scale errors, in particular the KaRIn errors. Hence, in addition to the original SWOT data, the comparison to the SWOT data filtered with a Gaussian filter allows to only assess the error reduction method on the large scales.

The error reduction methods are illustrated with a focus on one specific pass and are assessed using the 54 SWOT scenes with root-mean-square errors (RMSE) and spectral diagnostics. RMSE scores on SSH are computed by cross-track coordinate and globally. Global RMSEs are also computed for SSH gradients and Laplacian (relative vorticity). Spectral diagnostics include along and across-track power spectrum densities and spectral coherences.
Table 2. A glossary of the variable names and markers for the experimental results.

| Notations and Markers                          |
|-----------------------------------------------|
| Truth                                        |
| $h^t$                                         |
| Dashed black line                             |
| SWOT observation                              |
| $h$                                          |
| Dashed red line                               |
| Gaussian filtered SWOT                        |
| $G(h)$                                        |
| Dotted red line                               |
| SWOT DA                                       |
| DA[$h$]                                       |
| Grey                                          |
| Detrended SWOT DA                             |
| DA[$T(h)$]                                    |
| Blue                                          |
| Nadir DA                                      |
| DA[nadir]                                     |
| Orange                                        |
| Nadir-adjusted detrended SWOT DA              |
| DA[$U(T(h))$]                                 |
| Green                                         |

3.2. Error Reduction by Assimilating Detrended SWOT Data

Figure 6 displays an illustration on “p031” at cycle 17 of the error reduction method assimilating the original SWOT data (DA[$h$]) and the detrended SWOT data (DA[$T(h)$]). The two top-row panels, showing the truth $h^t$ and the SWOT data $h$ are identical to those in Figure 4. The second and third rows show the results of the error reduction method (DA[$h$] and DA[$T(h)$] respectively), on the left panels and the point-wise differences of those results to the truth ($h^t$-DA[$h$] and $h^t$-DA[$T(h)$] respectively) on the right panels. Using the detrended SWOT data rather than SWOT in the error reduction method shows a clear improvement. The RMSE, for this pass, gives an accuracy increase of more than 50%.

The two error reduction methods are applied to the 54 SWOT passes. Figure 7 shows the along-track RMSE (left panel) and the global RMSE on SSH, along and across-track gradients, and relative vorticity (right panel). As expected, the SWOT cross-track errors on SSH (red dashed line) are larger close to the outside edges of the double-swath. Applying a Gaussian filter to SWOT ($G(h)$, red dotted line) does not reduce these strong cross-track errors. An assimilation of the the raw SWOT data (grey line) reduces marginally the errors close to the edges of the swath and does not recover well the gap between the half-swathes. The cross-track error reduction of the detrended SWOT DA is more substantial, especially close to the edges of the swath. It must be noted though that the inpainting combined with Gaussian filtering shows a better error reduction at the very center of the gap. Following the global RMSE diagnostics (Figure 7, right panel), the improvement by the detrended SWOT DA is confirmed on the SSH, the across-track gradient $\nabla_{ac}$, and the relative vorticity $q$. Notably, the good RMSE reduction on SSH is confirmed over all passes with an approximately 50% reduction. The RMSE of DA[$T(h)$] slightly increases on the along-track gradient. Indeed, the assimilation of the detrended SWOT data may have a slight smoothing effect, which can degrade the gradients. Since the error reduction method does not correct much in the along-track direction, this smoothing effect becomes visible.

Spectral diagnostics have also been performed. Figure 8 (top panels) shows the SSH power spectral density computed along (left) and across (right) the track. Both the Gaussian filtered SWOT data and the detrended SWOT DA recover the true $h^t$ along-track spectral density (dashed black line) down to 25 km scales. The across-track spectral densities of SWOT, Gaussian filtered SWOT data, and DA[$h$] are over energetic in the large scales (over 100 km scales). When using the detrended SWOT data, the error reduction method manages to estimate the correct energy throughout the spectra down to 25 km scales. In terms of spectral coherence (Figure 8, bottom panels), the estimations are degraded under the 50 km scales. Once again, the assimilation tends to smooth some structures and results in no spectral coherence improvement under 50 km scales and a slight spectral coherence degradation at all scales in the along-track direction. Nonetheless, a large across track spectral coherence improvement is made in the large scales.
Figure 6. SSH (in meters) on pass “p031” of cycle 17 given by the truth $h^t$ (top-left) and the SWOT data $h$ (top-right) and the results $DA[h]$ (middle-left) and $DA[T(h)]$ (bottom-left) with their differences to $h^t$ (middle-right and bottom-right, respectively).
Figure 7. **Left**: Along track RMSE over the 54 passes on SSH ($10^{-2}$ m) of $h$, $G(h)$, DA[$h$], and DA[$T(h)$] against $h^t$ (see Table 2 for notations). **Right**: Global RMSE on SSH ($10^{-2}$ m), along and across track gradients $\nabla_{al}$ and $\nabla_{ac}$ respectively (scaled by $10^{-4}$) and relative vorticity $q$ (scaled by $10^2$).

Figure 8. **Top**: Power spectral density along (left) and across (right) track in the function of spatial frequency ($\text{km}^{-1}$) over the 54 passes on SSH of $h^t$, $h$, $G(h)$, DA[$h$], and DA[$T(h)$] (see Table 2 for notations). **Bottom**: Same as top but with a spectral coherence against $h^t$. 
3.3. Combining Nadir and SWOT Data

In this experiment, we assess the improvements that can be obtained by the introduction of another source of information: the SWOT nadir data.

As mentioned in Section 2.2.1, the SWOT data detrending $T$ defined in Equation (8) does not take into account the constant term $\tilde{\alpha}_0$. This constant term was omitted in order to avoid removing a nonzero SSH signal average. Here, we use the nadir information in order to remove the error-generated nonzero SWOT average while preserving the SSH signal average. In practice, we compute the nadir-adjusted detrending as follows:

$$U(T(h)) = T(h) - w \cdot (T(h) - \text{nadir})$$

where $\overline{T(h)}$ and $\overline{\text{nadir}}$ are, respectively, the detrended SWOT data average and the nadir data average (over the pass) and where $w$ is a prescribed weight (hereunder, $w = 0.6$) representing the SWOT/nadir error ratio. The error reduction method based on the nadir-adjusted detrended SWOT data is denoted DA[$U(T(h))$]. We also implemented the error reduction method using the nadir data only: DA[nadir]. Other experiments (not shown here) have been performed by assimilating simultaneously the detrended SWOT data and the nadir data, but the assimilation of the nadir degraded the performances, especially at the small scales.

Figure 9 shows the illustration pass “p003” at cycle 17, introduced in Figure 6, comparing two additional results: DA[nadir] and DA[$U(T(h))$]. The illustration seems to suggest that the error reduction method using the nadir data only partly recovers the large scale errors but fails to capture the smaller scales. Meanwhile, combining the nadir data with the detrended SWOT data, i.e., DA[$U(T(h))$] versus DA[$T(h)$], improves the error reduction. This result is confirmed in Figure 10 which, similar to Figure 7, shows the along-track (left) and global (right) RMSE assessing the two additional results. Interestingly, the DA[nadir] errors plotted across-track are very close to the SWOT errors. This across-track shape of the DA[nadir] errors is due to the localization technique used in the assimilation scheme: The SSH corrections due to the assimilation fade out with the distance to the nadir. At the center of the track ($x_c = 60$ km), the nadir data are accurate (only nadir altimeter error and troposphere error) and the assimilation analysis manages to recover information left and right of the nadir.

The main result here is that combining nadir and SWOT by adjusting the detrended SWOT data with the nadir helps reduce SSH RMSE. In particular, there is a gain in accuracy at the center of the track where the estimate of the error reduction method is now more accurate than the Gaussian filtered SWOT data $G(h)$. This gain appears as well in the global SSH RMSE.

Finally, the spectral analysis in Figure 11 confirms the poor capability of a nadir (alone) assimilation to recover a two-dimensional signal. However, the use of the nadir to adjust the detrended SWOT data for the error reduction method DA[$U(T(h))$] slightly improves the power spectral densities and the spectral coherences.
Figure 9. Same as Figure 6 but compares two additional results: DA[nadir] and DA[α(T(h))].
4. Discussion

The data from the future SWOT, wide-swath ocean altimetry mission are expected to be impacted by large, spatially structured and correlated errors. If we want to reach the degree of accuracy and resolution made theoretically achievable by the SWOT system configuration, we need to reduce these errors and their correlations.
Based on the current knowledge of the expected SWOT errors and their cross-track structure, we propose an error reduction method to remove the part of the SWOT signal that exhibits signatures identical to the structured errors. This results in a new, detrended SSH signal that is not fully physical (since a part of the physical signal might be removed as well) but much less affected by structured errors. In conjunction with the detrending, we also propose a SWOT error reduction method based on a static ensemble data assimilation (DA). Ensemble DA is used to combine the detrended SWOT data information to the information from an independent ensemble of scenarios (e.g., high resolution model fields or reanalysis). The detrended SWOT data are particularly suited to this error reduction method (or more generally to DA) due to the reasonably small spatial correlations in their residual errors. It is indeed common practice in DA to assume the observation errors uncorrelated, and many DA softwares are hard-coded under this assumption. The proposed SWOT detrending can also be incorporated in a fully integrated DA scheme, by convolving it to the existing observation operator: $H \equiv T \circ \mathcal{H}$. This should significantly improve the assimilation.

The efficiency of the error reduction method using detrended SWOT data has been assessed with an observing system simulation experiment and by using diagnostics on the physical SSH fields (RMSEs) and their spectral characteristics (power spectra and coherence). This method has been compared to the raw SWOT data, to the Gaussian filtered SWOT data, and to the error reduction method directly using the SWOT data (i.e., without detrending). Most diagnostics show the good performance of the proposed method for the retrieval of SSH on the SWOT swath. Notably, the method recovers the energy of the signal throughout the spectra down to 25 km scales. However, in this work, because the SWOT scenes were not spatially extended, we neglected the along-track variations of the structured errors. However, they may explain the relatively poor results of the error reduction method in the diagnostics based on an along-track processing (RMSE in along-track SSH gradient and along-track spectral coherence). Also, the error reduction method developed in this work addresses the structured errors due to the satellite design but not other errors that may show spatial correlations, e.g., errors due to the atmospheric water vapor. These errors were neglected in this paper, but methods exist to account for them \[8,9,34\]. The next step should then focus on diagnosing the residual observation error correlations and should check whether it is possible to account for them in the assimilation. Finally, since the performance of ensemble DA partly depends on the quality of the initial ensemble, a natural perspective of the improvement of the method lies in the improvement of the initial ensemble itself. Using seasonally varying ensembles for the timely processing of SWOT data would be a first, easy step. Integrating the detrending procedure in a full DA system would represent the ultimate goal.

The SWOT nadir data can be combined with the error reduction method to improve the accuracy of the SWOT wide-swath estimation. In the last section of the numerical experiments, we introduced the SWOT nadir data in the method. Even though the use of the nadir data has been rather minimalistic, it further improves the error reduction method performance. Yet, with the simple DA configuration used in this exploratory work, the combined assimilation of the nadir data and the detrended SWOT data resulted in destructive interferences (not shown). We did not tackle this technical DA issue here to not deviate from our primary focus, the wide-swath data. However, it will have to be done if the error reduction method is selected for operational applications in the future.

Although the experiments presented in this paper are based on an advanced observing system simulation experiment, further validations before operational applications are required. It should be noted that the experiments presented in this study are based on synthetic SWOT observations from a state-of-the-art high resolution submesoscale permitting ocean model simulation (NEMO-NATL60). However, this model simulation does not account for the high frequency internal tides that will affect SWOT SSH signals at scales <100 km \[15,16\]. It is unclear how the efficiency of the method presented in this study would be affected by the representation of high frequency internal tides in the model. We are optimistic because the horizontal scales of the internal tide signal and of the correlated SWOT error in the along-track direction (as anticipated by the SWOT project team) differ by an order of magnitude (100 km vs 1000 km, respectively). The along-track averaging performed in the detrending process
should therefore be rather insensitive to the internal tide signal, providing it exhibits some sort of periodicity, but this is highly speculative. To properly evaluate the method performance in presence of internal tide signal, experiments must be carried out with appropriate numerical simulations. This will be done in future studies.

5. Conclusions

The present paper is a proof-of-concept for the future SWOT data pre-processing, showing that an error reduction method based on the detrending of the spatially structured errors and the retrieval of the large-scale physical signal with ensemble data assimilation can help recover a large part of the SWOT SSH signal. Notably, the detrending step of the method is an innovation in itself that can be separately incorporated in an operational data assimilation scheme and can enhance its performance. This paper should therefore be seen as a first demonstration for a method that can be further improved and could ultimately be used operationally. The method leads to accurate estimations of the SSH signal and allows for the retrieval of spectral energy down to the 25 km scales.

Further developments are needed in order to improve the method and to reduce the errors at finer scales. The first step of the method, the detrending, could be improved by accounting for the along-track variations of the structured errors with, for instance, an along-track processing of the detrending coefficients. Also, the two-dimensional structured errors, such as the wet-troposphere errors, are not taken into account in the detrending process. Hence, a two-dimensional detrending or a combination of the current cross-track detrending and other existing methods [8,9,34] should be investigated. The second step of the method, the retrieval, could be improved by using a larger and/or a more appropriate ensemble of SSH scenes, for instance, a seasonally-varying ensemble. A craftier methodology for combining the two-dimensional SWOT data with the SWOT nadir data should also be studied. Finally, in order to further strengthen the validation of the method, an assessment of its capacity to recover the SSH SWOT signal in an experimental setup that includes high frequency internal tides should be performed.

The primary oceanographic objective of the SWOT mission is to observe the ocean circulation determined from the ocean surface topography at spatial resolutions of 15 km for 68% of the ocean [35]. Two major challenges before reaching this goal are (i) the assimilation of the data at their nominal, 2-km resolution (pixel size), where the amplitude of the correlated errors are comparable to the signal, and (ii) the separation of the signals from the balanced dynamics, internal tides, and noise. Although further investigations are needed regarding the internal tides, the method proposed here will contribute to addressing both challenges and, hopefully, will make the SWOT mission approach its main scientific objective.
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Appendix A. SWOT Simulator Detailed Parameters

Hereunder is the SWOT simulator parameter file creating the synthetic SWOT data (Section 2.1) used in the numerical experiments:
# Orbit file:
# Name of the orbit file
satname = "swot292"
filesat = dir_setup+ os.sep + 'orbit292.txt'

# SWOT swath parameters
#
# Distance between nadir and the end of the swath (in km):
halfswath = 60.
# Distance between nadir and the beginning of the swath (in km):
halfgap = 10.
# Along track resolution (in km):
delta_al = 2.
# Across track resolution (in km):
delta_ac = 2.
# Shift longitude of the orbit file if no pass is in the domain
# (in degree): Default value is None (no shift)
shift_lon = None
# Shift time of the satellite pass (in day):
# Default value is None (no shift)
shift_time = None

# Model input parameters
#
# Type of grid:
grid = 'irregular'
# Time step between two model outputs (in days):
timestep = 1./24.
# Number of outputs to consider:
# (timestep*nstep=total number of days)
nstep = 365.*24.

# Interpolation output files
#
# SWOT interpolation = 'linear'

# SWOT error parameters
#
# KaRIn noise (True to compute it):
KaRIn = True
# SWH for the region:
swh = 2.0
# Number of km of random coefficients for KaRIn noise:
randKaRIn = 1000

# Other instrument error (roll, phase, baseline dilation, timing)
#
# Compute nadir (True or False):
nadir = True
# Number of random realisations for instrumental and geophysical
# error (recommended ncomp=2000), ncomp1d is used for 1D spectrum,
# and ncomp2d for 2D spectrum (wet troposphere computation):
ncomp1d = 2000
ncomp2d = 2000
# Cut off frequency:
lambda_cut = 20000
lambda_max = 20000
# Roll error (True to compute it):
## Appendix B. Ensemble Kalman Filter Brief Description

The ensemble Kalman filter [36] is a stochastic alternative to the deterministic Kalman filter. For high dimension systems, the propagation in time of the information and the size of the problem to solve makes the standard Kalman filter [37] untracktable. The EnKF partly solves those issues using a Monte Carlo approach. The error covariances are propagated with an ensemble of scenarios propagated by a model (not in our particular case, where the ensemble is static in time). The analysis step of the standard Kalman filter is then computed by using the statistical prior error covariance matrix and gives an updated state of the system:

$$x^a = x^f + K(y - x^f)$$  \hspace{1cm} (A1)

where $x^f$ is the prior state of the system, $y$ is the observation, and $K$ is the Kalman gain matrix that depends on the prior error covariance matrix, the observation error covariance matrix, and the observation operator.

In order to account for the undersampling of the ensemble in the representation of the prior error covariance matrix, it is often mandatory to perform a localization in the DA scheme which reduces the impact of long-distance observations.

## Appendix C. Data Assimilation Setup Details

- The observation error covariance matrices, $R$, were not specifically tuned. They are assumed diagonal and constant along the diagonal: $R = \text{diag}(\sigma_Y)$. The respective values of $\sigma_Y$ are detailed in Table A1.

| $\sigma_Y$  | $h$     | $\mathcal{U}(h)$ (nadir) | $\mathcal{U}(\mathcal{U}(h))$ |
|------------|---------|--------------------------|-------------------------------|
| 0.08       | 0.03    | 0.01                     | 0.02                          |

- The localization used in the ensemble Kalman Filter is the domain localization described in Hunt et al. [38]. The localization parameters, namely the localization cutoff and radius, are specified for each observation in Table A2.
Table A2. The localization cutoff $\rho_{cut}$ and radius $\rho_{loc}$, in km, for the respective observations $Y$.

| $Y$  | $h$  | $T(h)$ | nadir | $U(T(h))$ |
|------|------|--------|-------|-----------|
| $\rho_{cut}$ | 80   | 80     | 80    | 80        |
| $\rho_{loc}$  | 40   | 40     | 60    | 40        |
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