Generalized Wronskian and Grammian Solutions to a Isospectral B-type Kadomtsev-Petviashvili equation
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Generally speaking, the BKP hierarchy which only has Pfaffian solutions. In this paper, based on the Grammian and Wronskian derivative formulae, generalized Wronskian and Grammian determinant solutions are obtained for the isospectral BKP equation (the second member on the BKP hierarchy) in the Hirota bilinear form. Especially, with the help of the properties of the computing of Young diagram, we have first applied Young diagram proved the proposition of this paper. Moreover, by considering the different combinations of the entries in Wronskian, we obtain various types of Wronskian solutions.
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1. Introduction

With the development of nonlinear science, nonlinear evolution equations (NLEEs) have become attractive in the theoretical and experimental studies because of their potential applications in such fields as fluid dynamics, plasma physics, astrophysics [2, 5, 10]. Nonlinear phenomena play a fundamental role in applied mathematics and physics. The investigation of the exact traveling wave solutions to the NLEEs plays an important role in the study of nonlinear physical phenomena. To understand the mechanisms of those physical phenomena, it is necessary to explore their solutions and properties [3, 4, 16, 19]. Consequently, there have been some methods proposed to deal with the NLEEs, such as the inverse scattering transformation (IST) [1], Bäcklund transformation (BT) [20], Darboux transformation (DT) [17], Hirota method [11, 12], Wronskian techniques [9, 13, 18, 22, 28], and others. Among those methods, the Wronskian formulations are a common feature for certain NLEEs through the dependent variable transformation [12].
The BKP hierarchy (KP hierarchy of B-type) was introduced by Date, Jimbo, Kashiwara, and Miwa [7,8], in 1981. In 2003, Chen et al [6] constructed the symmetries and algebraic structures for isospectral and nonisospectral BKP system associated with the linear problem of Sato theory. The isospectral B-type Kadomtsev-Petviashvili (isospectral BKP) [14, 15] equation reads as:

$$9u_{t} - 5u_{xxy} + u_{xxxxx} + 15u_{u_{xx}} + 15uu_{xxx} - 15uu_{y} + 45u^{2}u_{x} - 5\int u_{y}dx - 15u_{x}\int u_{y}dx = 0,$$

(1.1)

notice that the Eq.(1.1) has the Hirota bilinear equation

$$(D_{x}^{6} - 5D_{y}^{3}D_{y} - 5D_{y}^{2} + 9D_{x}D_{y})\tau \cdot \tau = 0,$$

(1.2)

under the Cole Hopf transformation

$$u = 2(ln \tau)_{xx},$$

(1.3)

where the operators D are called Hirota’s operators and defined by

$$D_{x}^{m}D_{y}^{n}f \cdot g = (\partial_{x} - \partial_{x'})^{m}(\partial_{y} - \partial_{y'})^{n}f(x,y) \cdot g(x',y')|_{x=x',y=y'}.$$

When \(u_{y} = 0\) Eq.(1.1) become Sawada-Kotera equation [23]. When \(u_{t} = 0\) Eq.(1.1) become Ramani equation [21]. When \(t \to \frac{1}{\beta}t + \frac{2a^{2}}{45b^{2}}y, y \to -\frac{a}{b}x\) Eq.(1.1) become Sawada-Kotera equation with a nonvanishing boundary condition as [24].

The isospectral BKP equation is the second member on the BKP hierarchy. The Pfaffian solutions to the BKP hierarchy have been given by Hirota [12, 14], however, to our knowledge BKP equation (the first member on the BKP hierarchy) which only has Pfaffian solutions and the Wronskian and Grammian solutions to the isospectral BKP equation have not given. In this paper, based on the Wronskian and Grammian derivative formulæ, generalized Wronskian and Grammian solutions are obtained for the isospectral BKP equation in the Hirota bilinear form. So the isospectral BKP equation not only has Pfaffian solutions but also has Wronskian and Grammian determinant solutions. With the help of the properties of the computing of Young diagram, we have first applied Young diagram proved the proposition of this paper.

The organization of this paper is as follows: In Section 2, we give three generalized linear differential conditions for Wronskian solution of Eq.(1.2) and under the properties of the Young diagram and the linear differential conditions we have proved the proposition. In Section 3, by considering the different combinations of the entries in Wronskian, we obtain various types of Wronskian solutions, some sample lower-order solutions’s figures to describe the propagation of the solitary waves. In Section 4, we give the Grammian determinant solutions of the isospectral BKP equation. Finally, conclusions will be given in Section 5.

2. The linear differential conditions of Wronskian solutions

We use the Wronskian technique in the compact notation introduced by Freeman and Nimmo [9]
where
\[ \phi^{(j)}_i = \frac{\partial^j \phi_i}{\partial x^j}, i = 1 \ldots N, j = 0 \ldots N - 1. \]

Solutions determined by \( \tau = |N - 1| \) to Eq.(1.1) are called Wronskian determinant solution.

The following sum of products of second-order determinants
\[
\begin{vmatrix} a_0 a_1 \\ b_0 b_1 \end{vmatrix} \begin{vmatrix} a_2 a_3 \\ b_2 b_3 \end{vmatrix} - \begin{vmatrix} a_0 a_2 \\ b_0 b_2 \end{vmatrix} \begin{vmatrix} a_1 a_3 \\ b_1 b_3 \end{vmatrix} + \begin{vmatrix} a_0 a_3 \\ b_0 b_3 \end{vmatrix} \begin{vmatrix} a_1 a_2 \\ b_1 b_2 \end{vmatrix} = 0 \tag{2.2}
\]
is satisfied identically. Note that (2.2) can be expressed entirely in terms of the column vectors \( c_i = (a_i, b_i)^T \) as
\[
|c_0, c_1| |c_2, c_3| - |c_0, c_2| |c_1, c_3| + |c_0, c_3| |c_1, c_2| = 0. \tag{2.3}
\]

This is the simplest case of a Plücker relation. Equation (2.3) can be extended to
\[
|C, c_{N-2}, c_{N-1}| |C, c_{N}, c_{N+1}| - |C, c_{N-2}, c_N| |C, c_{N-1}, c_{N+1}| + |C, c_{N-2}, c_{N+1}| |C, c_{N-1}, c_N| = 0, \tag{2.4}
\]
where \( C = c_0, c_1, \ldots, c_{N-3} \). In fact, only the indices are important in (2.4), and so we may also express it as
\[
|N - 1| |N - 3, N, N+1| - |N - 2, N| |N - 3, N - 1, N+1| \\
+ |N - 2, N+1| |N - 3, N - 1, N| = 0. \tag{2.5}
\]

Maya diagrams were first introduced by Mikio Sato [25]. In the language of physics, the diagram for \( \tau \) represents the vacuum state in which fermions occupy cells 0, 1, 2, \( \cdots \), \( N - 2 \), \( N - 1 \). So the Wronskian \( \tau = |N - 1| \) is expressed with the vacuum state
\[
\tau = \cdots N-3 N-2 N-1 N N+1 N+2 \ldots = \emptyset.
\]

There is a one to one correspondence between the Maya diagram and the Young diagram [12]. Each occupied cell in the Maya diagram corresponds to a vertical line \( \uparrow(\bullet) \) in a Young diagram, and the cell correspond to the horizontal line \( \rightarrow(\circ) \) are empty. By using the correspondence between Maya diagrams and Young diagrams, the above Plücker relation (2.5) is expressed using Young diagrams as
\[
\emptyset \times \begin{array}{ccc} \circ & \circ & \circ \\ \circ & \circ & \circ \end{array} - \circ \times \begin{array}{ccc} \circ & \circ & \circ \\ \circ & \circ & \circ \end{array} + \circ \times \begin{array}{ccc} \circ & \circ & \circ \\ \circ & \circ & \circ \end{array} = 0.
\]

The derivative with respect to \( x \) of the wronskian \( \tau = |N - 1| \) is equal to the sum of determinants \( |0, 1, \ldots, i+1, \ldots, N - 1| \), for \( i = 0, 1, \ldots, N - 1 \), in which the \( i \) th column of \( \tau \) is replaced by its derivative. However, the derivative of the first column is equal to the second, the derivative of the second one equals the third, and so on. That is, if we differentiate \( \tau \), only the number of derivatives in each column can change, the rows are unaffected.

From \( \frac{\partial \phi}{\partial x_i} = \frac{\partial^2 \phi}{\partial x^2} \), the derivative with respect to \( x_i \) of the wronskian \( \tau = |N - 1| \) is equal to the sum of determinants \( |0, 1, \ldots, i+n, \ldots, N - 1| \), for \( i = 0, 1, \ldots, N - 1 \), in which the \( i \) th column of \( \tau \) is replaced by its derivative. We observe the rule that the first derivative of the Wronskian with respect to \( x_i \) is given by a sum of all possible “\( n \)-moves” of particles in the vacuum state. It is meant by “\( n \)-moves” that a particle moves to the right by \( n \) cells at once. By using the correspondence
between Maya diagrams and Young diagrams, we have shown that the derivatives of the Wronskian
with respect to $x_n$ are expressed with the Young diagrams.

\[
\begin{align*}
(\emptyset)_{x_1} &= 0 \\
(\emptyset)_{x_2} &= -\oplus + \ominus \\
(\emptyset)_{x_3} &= \oplus - \ominus \\
(\emptyset)_{x_4} &= -\oplus + \ominus \\
\vdots \\
(\emptyset)_{x_n} &= (-1)^{n-1} \cdot n \left\{ \begin{array}{c}
\vdots \\
\vdots \\
\vdots \\
\vdots \\
\end{array} \right\} + (-1)^{n-2} \cdot n - 1 \left\{ \begin{array}{c}
\vdots \\
\vdots \\
\vdots \\
\vdots \\
\end{array} \right\} + \cdots + (-1)^k \cdot k + 1 \left\{ \begin{array}{c}
\vdots \\
\vdots \\
\vdots \\
\vdots \\
\end{array} \right\} + \cdots + (-1)^0 \\
\end{align*}
\]

We observe that the $x_1$ derivative of a Young diagram is given by all possible diagrams formed
by adding one plaquette with the form $\emptyset$. The $x_2$ derivative of a Young diagram is given by all
possible diagrams formed by adding one plaquette with the form $-\otimes$. The $x_3$ derivative of a Young
diagram is given by all possible diagrams formed by adding one plaquette with the form $\oplus - \ominus$. The
$x_4$ derivative of a Young diagram is given by all possible diagrams formed by adding one plaquette with
the form $-\oplus$. Under the properties of the Young diagram, we have the following useful
Lemmas.

**Lemma 2.1.** If $\tau = |N - 1| = 0$, from fourth-order Plücker relations, the following Young diagram identical
equation hold

\[
\emptyset \times \oplus - \ominus \times \ominus + \ominus \times \oplus = 0.
\]  
(2.6)

**Lemma 2.2.** Under sixth-order Plücker relations, the following Young diagram identical equation hold

\[
\emptyset \times \emptyset - \ominus \times \ominus + \ominus \times \emptyset = 0.
\]  
(2.7)

**Lemma 2.3.** Under sixth-order Plücker relations, the following Young diagram identical equation hold

\[
\emptyset \times \emptyset \times \emptyset - \ominus \times \ominus \times \emptyset + \ominus \times \emptyset \times \emptyset = 0.
\]  
(2.8)

**Lemma 2.4.** The Young diagram identical equation

\[
\emptyset \times \emptyset \times \emptyset - \ominus \times \ominus \times \emptyset + \ominus \times \emptyset \times \emptyset = 0.
\]  
(2.9)

**Proof.** We can compute derivatives of both sides of the fifth-order Plücker relations

\[
\emptyset \times \emptyset \times \emptyset - \ominus \times \ominus \times \emptyset + \ominus \times \emptyset \times \emptyset = 0,
\]  
(2.10)

with respect to the variables $x$ as follows:

\[
\begin{align*}
\emptyset \times \emptyset \times \emptyset - \ominus \times \ominus \times \emptyset + \ominus \times \emptyset \times \emptyset &= 0, \\
\emptyset \times \emptyset \times \emptyset - \ominus \times \ominus \times \emptyset + \ominus \times \emptyset \times \emptyset &= 0, \\
\emptyset \times \emptyset \times \emptyset - \ominus \times \ominus \times \emptyset + \ominus \times \emptyset \times \emptyset &= 0,
\end{align*}
\]

thus we obtain Lemma 2.4 by using Lemma 2.2 and Lemma 2.3.

**Lemma 2.5.** The Young diagram identical equation

\[
\emptyset \times \emptyset \times \emptyset - \emptyset \times \emptyset \times \emptyset = 0,
\]  
(2.11)

\[\text{can be obtained by using diagonal symmetry transformation:}\]
to the sixth-order plücker relations in Lemma 2.2.

**Proof.**

\[
\theta \times \mathbb{B} - \mathbb{D} \times \mathbb{B} + \mathbb{G} \times \mathbb{B} = 0,
\]

by using diagonal symmetry transformation:

\[
\mathbb{B} \rightarrow \mathbb{B}
\]

**Lemma 2.6.** The Young diagram identical equation

\[
\theta \times \mathbb{B} - \mathbb{D} \times \mathbb{B} + \mathbb{G} \times \mathbb{B} = 0,
\]

can be obtained by using diagonal symmetry transformation:

\[
\mathbb{B} \rightarrow \mathbb{B}
\]

to the sixth-order plücker relations in Lemma 2.3.

**Proof.** We can compute derivatives of both sides of the fourth-order Plücker relations (2.6) with respect to the variables \(x\) as follows:

\[
(\theta \times \mathbb{B} - \mathbb{D} \times \mathbb{B} + \mathbb{G} \times \mathbb{B})_{\theta} = 0,
\]

\[
(\theta)_{D \times \mathbb{B}} + \theta \times (\mathbb{D} \times \mathbb{B})_{D} - (\mathbb{D} \times \mathbb{B})_{\theta} = 0,
\]

\[
\theta \times \mathbb{B} - \mathbb{D} \times \mathbb{B} + \mathbb{G} \times \mathbb{B} = 0.
\]

Thus we obtain

\[
\theta \times \mathbb{B} - \mathbb{D} \times \mathbb{B} + \mathbb{G} \times \mathbb{B} = 0,
\]

(2.12)

by using the fifth-order Plücker relations (2.10)

We can compute derivatives of both sides of the above expression, with respect to the variables \(x\) as follows:

\[
\theta \times \mathbb{D} \times \mathbb{B} - \mathbb{B} \times \mathbb{B} + \mathbb{D} \times \mathbb{B} + \theta \times \mathbb{B} - \mathbb{D} \times \mathbb{B} + \mathbb{G} \times \mathbb{B} = 0,
\]

thus we obtain Lemma 2.6 by using Lemma 2.5. \(\square\)
Character 1 Under the conditions $\sum_{j=1}^{N} a_j \phi_j = \phi_{\text{xxx}}$, the following Young diagram identical equation hold

\[
\begin{align*}
\begin{array}{l}
\theta \times \begin{pmatrix}
\begin{array}{c}
1 \\
2 \\
3
\end{array}
\end{pmatrix}
\end{array}
\times \begin{pmatrix}
\begin{array}{c}
1 \\
2 \\
3
\end{array}
\end{pmatrix}
&= \begin{pmatrix}
\begin{array}{c}
1 \\
2 \\
3
\end{array}
\end{pmatrix} \times \begin{pmatrix}
\begin{array}{c}
1 \\
2 \\
3
\end{array}
\end{pmatrix}, \\
\theta \times \begin{pmatrix}
\begin{array}{c}
1 \\
2 \\
3
\end{array}
\end{pmatrix}
\times \begin{pmatrix}
\begin{array}{c}
1 \\
2 \\
3
\end{array}
\end{pmatrix}
&= \begin{pmatrix}
\begin{array}{c}
1 \\
2 \\
3
\end{array}
\end{pmatrix} \times \begin{pmatrix}
\begin{array}{c}
1 \\
2 \\
3
\end{array}
\end{pmatrix}.
\end{align*}
\]

Proof. Under the properties of the Young diagram and the conditions $\sum_{j=1}^{N} a_j \phi_j = \phi_{\text{xxx}}$, we can compute derivatives of the Young diagram $\tau = 0$ with respect to the variables $x_2, x_4$ as follows

\[
\begin{align*}
(\theta)_{x_2} &= \sum_{i=1}^{N} a_i \theta, \\
(\theta)_{x_4} &= \sum_{i=1}^{N} \sum_{j=1}^{N} a_i a_j \theta, \\
(\theta)_{x_1 x_4} &= \sum_{i=1}^{N} \sum_{j=1}^{N} a_i a_j \theta, \\
(\theta)_{x_1 x_4} &= \sum_{i=1}^{N} \sum_{j=1}^{N} a_i a_j \theta, \\
(\theta)_{x_2 x_4} &= \sum_{i=1}^{N} \sum_{j=1}^{N} a_i a_j \theta, \\
(\theta)_{x_1 x_1 x_1} &= \sum_{i=1}^{N} a_i \theta, \\
(\theta)_{x_1 x_1 x_1} &= \sum_{i=1}^{N} a_i \theta, \\
(\theta)_{x_1 x_1 x_1} &= \sum_{i=1}^{N} a_i \theta, \\
(\theta)_{x_2 x_2} &= \sum_{i=1}^{N} a_i \theta, \\
(\theta)_{x_2 x_2} &= \sum_{i=1}^{N} a_i \theta.
\end{align*}
\]

Thus we obtain Character 1. \qed
Character 2 Under the conditions $\sum_{j=1}^{N} a_j \phi_j = \phi_{xxxx}$, the following Young diagram identical equation hold

$$\theta \times (\prod_{i=1}^{N} \phi_i) = (\prod_{i=1}^{N} \phi_i) \times \theta = (\prod_{i=1}^{N} \phi_i) \times (\prod_{i=1}^{N} \phi_i).$$

Proof. Under the properties of the Young diagram and the conditions $\sum_{j=1}^{N} a_j \phi_j = \phi_{xxxx}$, we can compute derivatives of the Young diagram $\tau = \theta$ with respect to the variables $x_4$ as follows

$$(\theta)_{x_i} = \prod_{i=1}^{N} \phi_i$$

Thus we obtain Character 2.

We give three generalized linear differential conditions for Wronskian solution of Eq.(1.2) in the next part.

Theorem 2.1. Assuming that $\phi_i(x,y,t), 1 \leq i \leq N$ has continuous derivative up to any order, and satisfies the following linear differential conditions

$$\begin{align*}
\phi_y &= -2\phi_{xxx} + l\phi_{xxxx}, \\
\phi_x &= 2\phi_{xxxx} - 4\phi_{xxxxx}, \\
\sum_{j=1}^{N} a_j \phi_j &= \phi_{xxxx},
\end{align*}$$

then the Wronskian determinant $\tau$ defined by(2.1) is the solution of Eq(1.2).
Proof. Under the properties of the Young diagram and the conditions (2.13). We can compute various derivatives of the Young diagram $\tau = \theta$ with respect to the variables $x,y,t$.

\[ \tau_x = 0 \]
\[ \tau_{xx} = 2 \phi + \phi \]
\[ \tau_{xxx} = 2 \phi + 2 \phi + 3 \phi + \phi \]
\[ \tau_{xxxx} = 2 \phi + 5 \phi + 5 \phi + 5 \phi + 3 \phi + \phi \]
\[ \tau_{xxxxx} = 2 \phi + 5 \phi + 10 \phi + 9 \phi + 3 \phi + 16 \phi + 5 \phi + 9 \phi + 10 \phi + 5 \phi + \phi \]
\[ \tau_{y} = -2(\phi_{xx} + \phi_{yy} + \phi + \phi + \phi) + \phi \]
\[ \tau_{yy} = -2(\phi_{xx} + \phi_{yy} + \phi + \phi + \phi) + \phi \]
\[ \tau_{xy} = -2(\phi_{xx} + \phi_{yy} + \phi + \phi + \phi) + \phi \]
\[ \tau_{xxy} = -2(\phi_{xx} + \phi_{yy} + \phi + \phi + \phi) + \phi \]
\[ \tau_{xxy} = -2(\phi_{xx} + \phi_{yy} + \phi + \phi + \phi) + \phi \]
\[ \tau_{yxy} = -2(\phi_{xx} + \phi_{yy} + \phi + \phi + \phi) + \phi \]
\[ \tau_{yxy} = -2(\phi_{xx} + \phi_{yy} + \phi + \phi + \phi) + \phi \]
\[ \tau_{yy} = 4(\phi_{xx} + \phi_{yy} + \phi + \phi + \phi) + \phi \]
\[ \tau_{yy} = 4(\phi_{xx} + \phi_{yy} + \phi + \phi + \phi) + \phi \]
\[ \tau_{y} = 4(\phi_{xx} + \phi_{yy} + \phi + \phi + \phi) + \phi \]
\[ \tau_{y} = 4(\phi_{xx} + \phi_{yy} + \phi + \phi + \phi) + \phi \]
\[ \tau_{xy} = 4(\phi_{xx} + \phi_{yy} + \phi + \phi + \phi) + \phi \]

Substituting the above derivatives of $\tau$ into Eq.(1.2), from Lemma 2.2, 2.3, 2.5, 2.6 and Character 2 we obtain

\[ (D_x^6 - 5D_x^2D_y + 5D_y^4 + 9D_xD_y)\tau \tau \]
\[ = 2(\tau_{xxxxx} - 5\tau_{xxy} - 5\tau_{yy} + 9\tau_{xy} + 9\tau_{x})\tau + (15\tau_{xx} - 9\tau_y - 6\tau_{xxxx})\tau_x - (10\tau_{xxx} - 5\tau_{xx} - 5\tau_y) \]
\[ + (15\tau_{xx} - 15\tau_{xx} \tau_{xy}) \]
\[ = 180(0 \times \phi - \phi \times \phi + \phi \times \phi + \phi \times \phi - \phi \times \phi + \phi \times \phi) \]
\[ - 180(0 \times \phi - \phi \times \phi + \phi \times \phi + \phi \times \phi - \phi \times \phi + \phi \times \phi) \]
\[ = 0. \]

\[ \square \]

Theorem 2.2. Assuming that $\phi(x,y,t)$ is continuous derivative up to any order, and satisfies the following linear differential conditions

\[ \begin{cases} 
\phi_y = r \phi_t + r \phi_{xx} + 4 \phi_{xxx} + s \phi_{xxxx}, \\
\phi_x = \frac{1}{2} l^2 \phi_{xx} + \alpha \phi_{xxx} + \frac{s}{2} l^2 \phi_{xxxx} + \beta \phi_{xxxx} + 16 \phi_{xxxxx}, \\
\sum_{j=1}^{n} a_{ij} \phi_{j} = \phi_{xxx}, 
\end{cases} \tag{2.14} \]

then the Wronskian determinant $\tau$ defined by (2.1) is the solution of Eq(1.2).

Proof. Under the properties of the Young diagram and the conditions (2.14). In a similar with Theorem 2.1, we can compute various derivatives of the Young diagram $\tau = \theta$ with respect to the variables $x,y,t$. Substituting the derivatives of $\tau$ into Eq.(1.2), from Lemma 2.1, 2.2, 2.3, 2.4, 2.5, 2.6 and Character 1 we
obtain
\[
(D^2_{x} - 5D_{x}^2D_{y} - 5D_{y}^2 + 9D_{x}D_{y}) \tau
t = 2\left[(15\tau_{xxxx} - 9\tau_{xxy} + 6\tau_{xyy})\tau_{y} - (10\tau_{xxx} - 5\tau_{xyx} - 5\tau_{yxx})\right]
+ (15\tau_{xxx} - 15\tau_{xyx} - 15\tau_{yxx})
= 2[-180(0 \times G - \alpha \times D + \alpha \times E + \beta \times G)] - 120(0 \times E - \alpha \times D + \alpha \times B)
- 120(0 \times E - \alpha \times D + \alpha \times B) - 0.
\]

Theorem 2.3. Assuming that \( \phi_i(x, y, t) \leq i \leq N \) has continuous derivative up to any order, and satisfies the following linear differential conditions
\[
\begin{align*}
\phi_y &= l \phi_x + r \phi_{xx} - 2 \phi_{xxx} + s \phi_{xxxx}, \\
\phi_x &= \frac{1}{2} \phi_y + a \phi_{xx} + \beta \phi_{xxxx} - 4 \phi_{xxxx}, \\
\sum_{i=1}^{N} a_{ij} \phi_j &= \phi_{xx},
\end{align*}
\]
then the Wronskian determinant \( \tau \) defined by (2.1) is the solution of Eq(1.2).

Proof. Under the properties of the Young diagram and the conditions (2.15). In a similar with Theorem 2.1, we can compute various derivatives of the Young diagram \( \tau = 0 \) with respect to the variables x,y,t. Substituting the derivatives of \( \tau \) into Eq.(1.2), from Lemma 2.1, 2.2, 2.3, 2.5, 2.6 and Character 1 we obtain

\[
(D^2_{x} - 5D_{x}^2D_{y} - 5D_{y}^2 + 9D_{x}D_{y}) \tau
= 2\left[(15\tau_{xxxx} - 9\tau_{xxy} + 6\tau_{xyy})\tau_{y} - (10\tau_{xxx} - 5\tau_{xyx} - 5\tau_{yxx})\right]
+ (15\tau_{xxx} - 15\tau_{xyx} - 15\tau_{yxx})
= 0.
\]

3. Wronskian solutions to isospectral BKP equation

3.1. Wronskian solutions to isospectral BKP equation based on Wronskian condition (2.13)

The Wronskian condition (2.13) can be written as the matrix form:
\[
A \Phi = \Phi_{xxxx}, \Phi_{y} = -2 \Phi_{xxxx} + i \Phi_{xxxx}, \Phi_{x} = s \Phi_{xxxx} - 4 \Phi_{xxxx},
\]
where \( A = (a_{ij}) \) and \( \Phi = (\phi_1, \phi_2, \ldots, \phi_N)^T \). Thus we only have to solve (3.1) under the Jordan form of \( A \). We can take Jordan matrix \( J \) and its blocks \( J_i \) as follows:
\[
J = \begin{pmatrix} J_1 & & \\ & \ddots & \\ & & J_M \end{pmatrix}, \quad J_i = \begin{pmatrix} \lambda_i & & \\ & \ddots & \\ & & 1 \end{pmatrix}, \quad \sum_{i=1}^{M} k_i = N,
\]
where \( \lambda_i \) are real constants. Then (3.1) are transformed into:
\[
J_i \Phi_i = \Phi_{i,xxxx}, \Phi_{i,y} = -2 \Phi_{i,xxxx} + i \Phi_{i,xxxx}, \Phi_{i,x} = s \Phi_{i,xxxx} - 4 \Phi_{i,xxxx} (1 \leq i \leq M)
\]

Co-published by Atlantis Press and Taylor & Francis
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where $\Phi_i = (\phi_{i,1}, \phi_{i,2}, \ldots, \phi_{i,k_i})^T$. Then

$$u = 2(\ln W r(\Phi_1^T, \Phi_2^T, \ldots, \Phi_M^T))_{xx},$$  

(3.3)

is called the N-Wronskian solution of $(k_1, k_2, \ldots, k_M)$-order to Eq.(1.1).

In this section, we consider different combinations of the $\Phi_i$ in Wronskian, various types of Wronskian solutions are obtained.

(i) Let $\lambda_i = 0$, solving Eq.(3.2) obtain that

$$\phi_{i,1} = C_i y - \frac{1}{12} C_i x^3 + \frac{1}{2} C_i x^2 + C_i,$$

(3.4)

where $C_i, C_i, C_i, C_i, \ldots$ are arbitrary constants. Then a rational solution of $(k_i)$-order to (3.2) reads

$$\Phi_i = (\phi_{i,1}, \phi_{i,2}, \ldots, \phi_{i,k_i})^T,$$

(3.5)

where $\phi_{i,1}, \phi_{i,2}, \ldots, \phi_{i,k_i}$ are determined by (3.4),…

(ii) Let $\lambda_i \neq 0$, we can get a negaton($\lambda_i > 0$) and positon($\lambda_i < 0$) solution of $(k_i)$-order to (3.2):

$$\Phi_i = e^{i\lambda y + i\lambda t} (c_{i,1} e^{y} + c_{i,2} e^{-y} + c_{i,3} e^{-y} + c_{i,4} e^{-y}), \eta_i = \lambda_i^\frac{1}{2} y - 4 \lambda_i^\frac{5}{4} I + t + \varepsilon_i, l, s, c_{i,1}, c_{i,2}, c_{i,3}, c_{i,4}, K_i, \varepsilon_i$ are arbitrary constants.

**Case 1:** If $\lambda_i > 0, c_{i,1} = c_{i,3} = 0$, the $(1,1,\ldots,1)$-negaton solution become soliton solution.

$$u = 2(\ln W r(\phi_{1,\text{sloiton}}, \phi_{2,\text{sloiton}}, \ldots, \phi_{N,\text{sloiton}}))_{xx},$$

(3.7)

where $\phi_{i,\text{sloiton}} = e^{i\lambda y + i\lambda t} (c_{i,1} e^{y} + (-1)^{i-1} c_{i,4} e^{-y}), \eta_i = \lambda_i^\frac{1}{2} y - 4 \lambda_i^\frac{5}{4} I + t + \varepsilon_i, l, s, c_{i,1}, c_{i,2}, c_{i,4}$, and $v$ are arbitrary constants.

**Case 2:** If $\lambda_i > 0, c_{i,1} = c_{i,3} \neq 0$, the $(1,1,\ldots,1)$-negaton solution become trigonometric function solution.

$$u = 2(\ln W r(\phi_{1,\text{trigonometric}}, \phi_{2,\text{trigonometric}}, \ldots, \phi_{N,\text{trigonometric}}))_{xx},$$

(3.8)

where $\phi_{i,\text{trigonometric}} = e^{i\lambda y + i\lambda t} (c_{i,1} e^{y} + c_{i,3} e^{-y}), \eta_i = \lambda_i^\frac{1}{2} y - 4 \lambda_i^\frac{5}{4} I + t + \varepsilon_i, l, s, c_{i,1}, c_{i,3}$.\n
**Case 3:** If $\lambda_i > 0, c_{i,1} = c_{i,3} \neq 0$, the $(1,1,\ldots,1)$-negaton solution become trigonometric-soliton solution.

$$u = 2(\ln W r(\phi_{1,\text{trigonometric-soliton}}, \phi_{2,\text{trigonometric-soliton}}, \ldots, \phi_{N,\text{trigonometric-soliton}}))_{xx},$$

(3.9)

where $\phi_{i,\text{trigonometric-soliton}} = e^{i\lambda y + i\lambda t} (c_{i,1} e^{y} + c_{i,3} e^{y} + (-1)^{i-1} c_{i,4} e^{-y}), \eta_i = \lambda_i^\frac{1}{2} y - 4 \lambda_i^\frac{5}{4} I + t + \varepsilon_i, l, s, c_{i,1}, c_{i,4}$, and $\eta_i$ are arbitrary constants.

**Case 4:** If $\lambda_i > 0, c_{i,1} \neq 0$, the $(1,1,\ldots,1)$-negaton solution become plural-soliton solution.

$$u = 2(\ln W r(\phi_{1}, \phi_{2}, \ldots, \phi_{N}))_{xx},$$

(3.10)

where $\phi_i = e^{i\lambda y + i\lambda t} (c_{i,1} e^{y} + c_{i,2} e^{y} + (-1)^{i-1} c_{i,4} e^{-y}), \eta_i = \lambda_i^\frac{1}{2} y - 4 \lambda_i^\frac{5}{4} I + t + \varepsilon_i, l, s, c_{i,1}, c_{i,4}$, and $\eta_i$ are arbitrary constants.

**Case 5:** If $\lambda_i > 0, c_{i,1} = c_{i,3} = 0$, the $(1,1,\ldots,1)$-negaton solution become singular-soliton solution.

$$u = 2(\ln W r(\phi_{1}, \phi_{2}, \ldots, \phi_{N}))_{xx},$$

(3.11)

where $\phi_i = e^{i\lambda y + i\lambda t} (c_{i,2} e^{y} + (-1)^{i-1} c_{i,4} e^{-y}), \eta_i = \lambda_i^\frac{1}{2} y - 4 \lambda_i^\frac{5}{4} I + t + \varepsilon_i, l, s, c_{i,2}, c_{i,4}$, and $\eta_i$ are arbitrary constants.
Case 6: If \( \lambda_i > 0, c_{i1} = c_{i3} = 0, M \neq N \), the \((k_1, k_2, \ldots, k_M)\)-order negaton solution become singular-soliton solution.

\[
\Phi_{(k_1)} = \left( \phi_{i1}(\lambda_i), \frac{1}{i!} \partial_{\lambda_i} \phi_{i1}(\lambda_i), \ldots, \frac{1}{(k_i - 1)!} \partial_{\lambda_i}^{k_i - 1} \phi_{i1}(\lambda_i) \right)^T,
\]

where \( \phi_{i1}(\lambda_i) = e^{i\lambda_i y + \lambda_i^{k_i}} (c_{i1,2} e^{\eta_i} + c_{i1,4} e^{-\eta_i}) \), \( \eta_i = \lambda_i^{\frac{1}{2}} x - 2\lambda_i^{\frac{3}{2}} y - 4\lambda_i^{\frac{5}{2}} t + \epsilon_i \), \( l, s, c_{i2}, c_{i4} \neq 0, \epsilon_i \) are arbitrary constants.

Fig.1 displays the shape of the one soliton of (1)-order given by expression (3.7) and the Trigonometric-Soliton solution of (1)-order given by expression (3.9). Fig.2 displays the shape of the Imaginary part, Real part and Length of Plural-Soliton solution of (1)-order given by expression (3.10).

Based on the soliton solutions, we give some figures to describe the propagation of the solitary waves. Fig.3 and Fig.4 show the interaction of the two-soliton solutions of (1,1)-order and three-soliton solutions of (1,1,1)-order given by expression (3.7). Fig.5 and Fig.6 show the interaction of the two-Trigonometric-Soliton solutions of (1,1)-order given by expression (3.9).

Based on the singular-soliton solutions, we give some figures to describe the propagation of the singular-solitary waves. Fig.7 and Fig.8 show the interaction of the three-singular-soliton solutions of (1,1,1)-order given by expression (3.11) and three-singular-soliton solutions of (3)-order given by expression (3.12).
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Fig 3. Taken at $t=-2, t=0, t=2$ to represent the different observations of the fusion interaction of two-soliton solution given by expression (3.7) with $c_{i,2} = 1, c_{i,4} = 2, l = 1, s = -1, \lambda_1 = 1, \lambda_2 = 4, \epsilon_1 = \epsilon_2 = 0$

Fig 4. Taken at $t=-2, t=0, t=2$ to represent the different observations of the fusion interaction of three-soliton solution given by expression (3.7) with $c_{i,2} = 1, c_{i,4} = 2, l = 1, s = -1, \lambda_1 = 1, \lambda_2 = 4, \lambda_3 = 9, \epsilon_1 = \epsilon_2 = \epsilon_3 = 0$

Fig 5. Taken at $t=-2, t=0, t=2$ to represent the different observations of the fusion interaction of two-Trigonometric-Soliton solutions given by expression (3.9) with $c_{i,1} = c_{i,3} = 1, c_{i,2} = 3, c_{i,4} = 4, l = 1, s = -1, \lambda_1 = 1, \lambda_2 = 4, \kappa = \epsilon_i = 0$

3.2. Wronskian solutions to isospectral BKP equation based on Wronskian condition (2.14) and (2.15)

Similarly with section 3.1, the Wronskian condition (2.14) can be written as the matrix form:

\[
\begin{align*}
A\Phi &= \Phi_{xx}, \\
\Phi_y &= l\Phi_x + r\Phi_{xx} + 4\Phi_{xxx} + s\Phi_{xxxx}, \\
\Phi_t &= \frac{3}{2}l^2\Phi_x + \alpha\Phi_{xx} + \frac{20}{3}l\Phi_{xxx} + \beta\Phi_{xxxx} + 16\Phi_{xxxxx},
\end{align*}
\]

(3.14)
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Fig 6. Taken at t=-2, t=0, t=2 to represent the different observations of the fusion interaction of two-Trigonometric-Soliton solutions given by expression (3.9) with 
\[ c_{1,1} = c_{1,3} = 1, c_{2,1} = c_{2,3} = 0, c_{i,2} = 3, c_{i,4} = 4, l = 1, s = -1, \lambda_1 = 1, \lambda_2 = 4, k_i = \epsilon_i = 0 \]

Fig 7. Taken at t=-4, t=-2, t=0 to represent the different observations of the fusion interaction of three-singular-soliton solution given by expression (3.11) with 
\[ c_{1,2} = 3, c_{i,4} = 4, l = 0, s = 0, \lambda_1 = 1, \lambda_2 = 4, \lambda_3 = 9, \epsilon_1 = \epsilon_2 = \epsilon_3 = 0 \]

Fig 8. Taken at t=-5, t=0, t=5 to represent the different observations of the fusion interaction of three-singular-soliton solution given by expression (3.12) with 
\[ c_{1,2} = 1, c_{1,4} = 2, l = 1, s = -1, \lambda_1 = 1, \epsilon_1 = 0 \]

where \( A = (a_{ij}) \) and \( \Phi = (\phi_1, \phi_2, \ldots, \phi_N)^T \). Thus we only have to solve (3.14) under the Jordan form of \( A \). Then (3.14) are transformed into:

\[
\begin{align*}
J_{ij} \Phi_i &= \Phi_{i,xx}, \\
\Phi_{i,j} &= l \Phi_{i,x} + r \Phi_{i,xx} + 4 \Phi_{i,xxx} + s \Phi_{i,xxxx}, \\
\Phi_{i,4} &= \frac{5}{2} l^2 \Phi_{i,x} + \alpha \Phi_{i,xx} + \frac{20}{5} l \Phi_{i,xxx} + \beta \Phi_{i,xxxx} + 16 \Phi_{i,xxxxx}(1 \leq i \leq M),
\end{align*}
\]  

(3.15)

where \( \Phi_i = (\phi_{i,1}, \phi_{i,2}, \ldots, \phi_{i,k_i})^T \). Then

\[
u = 2(\ln W r(\Phi_{1}^T, \Phi_{2}^T, \ldots, \Phi_{M}^T))_{xx},
\]

(3.16)
is called the N-Wronskian solution of \((k_1,k_2,\ldots,k_M)\)-order to Eq.(1.1).

Similarly, the Wronskian condition (2.15) can be written as the matrix form:

\[
\begin{align*}
A \Phi &= \Phi_x, \\
\Phi_y &= l\Phi_x + r\Phi_{xx} - 2\Phi_{xxx} + s\Phi_{xxxx}, \\
\Phi_t &= \frac{3}{2}t^2\Phi_x + \alpha\Phi_{xx} + \beta\Phi_{xxx} - 4\Phi_{xxxx},
\end{align*}
\]

where \(A = (a_{ij})\) and \(\Phi = (\Phi_1, \Phi_2, \ldots, \Phi_N)^T\). Thus we only have to solve (3.24) under the Jordan form of \(A\). Then (3.24) are transformed into:

\[
\begin{align*}
J \Phi_{ij} &= \Phi_{xx}, \\
\Phi_{ij} &= l\Phi_{xx} + r\Phi_{xxx} - 2\Phi_{xxxx} + s\Phi_{xxxxx}, \\
\Phi_{ij} &= \frac{3}{2}t^2\Phi_{xx} + \alpha\Phi_{xxx} + \beta\Phi_{xxxx} - 4\Phi_{xxxxx} (1 \leq i \leq M),
\end{align*}
\]

where \(\Phi_{ij} = (\Phi_{i,1}, \Phi_{i,2}, \ldots, \Phi_{i,k_i})^T\), Then

\[
u = 2 \ln(Wr(\Phi_1^T, \Phi_2^T, \ldots, \Phi_M^T)),
\]

is called the N-Wronskian solution of \((k_1,k_2,\ldots,k_M)\)-order to Eq.(1.1).

In a similar, we give three generalized linear differential conditions for Grammian solution of Eq.(1.2) in the next part.

4. Grammian solutions

Let us now introduce the following Grammian determinant:

\[
\tau = \det(a_{ij}), 1 \leq i,j \leq N,
\]

\[
a_{ij} = c_{ij} + \int_0^x f_i g_j dx,
\]

where \(c_{ij}\) is constant.

**Theorem 4.1.** Assuming that \(f_i(x,y,t), g_j(x,y,t)\) for \(1 \leq i,j \leq N\) has continuous derivative up to any order, and satisfies the following linear differential conditions

\[
\begin{align*}
f_0 &= -2f_{xxx} + l f_{xxxx}, \quad g_j = -2g_{xxx} + l g_{xxxx}, \\
\Phi_x &= s f_{xxx} + 4 f_{xxxx} + \Phi_{xxx} - 4 \Phi_{xxxx}, \\
\Phi_{xxx} &= a_i f_i + b_i g_j,
\end{align*}
\]

then the Grammian determinant \(\tau\) defined by Eq.(4.1) is the solution of Eq.(1.2).

**Proof.** Let us express the determinant \(\tau\) by means of an N-th order Pfaffian as

\[
\tau = (1, 2, \ldots, N, N^*, \ldots, 2^*, 1^*),
\]

where \(a_{ij} = (i, j^*), (i, j) = 0, (i^*, j^*) = 0\). In terms of these new entries and Eq(4.3), the derivatives of the entries \(a_{ij} = (i, j^*)\) are given by

\[
\frac{\partial}{\partial x} a_{ij} = f_i g_j = (d_0, d_0^*, i, j^*),
\]

\[
\frac{\partial}{\partial y} a_{ij} = -2[(d_2, d_0^*, i, j^*) - (d_1, d_3^*, i, j^*)] + (d_0, d_0^*, i, j^*)
\]

\[
+ l[-(d_3, d_0^*, i, j^*) + (d_2, d_3^*, i, j^*) - (d_1, d_2^*, i, j^*)] + (d_0, d_1^*, i, j^*)],
\]

\[
\frac{\partial}{\partial t} a_{ij} = s[-(d_3, d_0^*, i, j^*) + (d_2, d_3^*, i, j^*) - (d_1, d_2^*, i, j^*)] + (d_0, d_0^*, i, j^*)
\]

\[
- 4[(d_3, d_0^*, i, j^*) - (d_3, d_1^*, i, j^*)] + (d_0, d_0^*, i, j^*)],
\]

where

\[
\begin{align*}
(d_1, j^*) &= \frac{\partial}{\partial x} g_i, (d_0, d_0^*) = 0, \\
(d_1^*, i) &= \frac{\partial}{\partial x} f_i, (d_0, i) = (d_0^*, i) = 0.
\end{align*}
\]
Then we can develop differential rules for Pfaffians, and compute various derivatives of the Grammian determinant with respect to variables x, y, and t.

\[
\frac{\partial \tau}{\partial y} = -2[(d_2, d_0^*, \bullet) - (d_1, d_1^*, \bullet) + (d_0, d_2^*, \bullet)] + 4[(d_3, d_0^*, \bullet) - (d_1, d_2^*, \bullet) + (d_0, d_3^*, \bullet)],
\]

\[
\frac{\partial \tau}{\partial t} = (d_2, d_0^*, \bullet) - (d_1, d_2^*, \bullet) + (d_0, d_3^*, \bullet) - (d_1, d_1^*, \bullet) + (d_0, d_2^*, \bullet).
\]

Where the abbreviated notation \(\bullet\) denotes the list of indices \(1,2,\ldots,N,N^*, \ldots, 2^*, 1^*\).

Substituting the above derivatives of \(\tau\) into Eq.(1.2), from \(f_{xxxx} = a_if_i, g_{jxxx} = bg_j, c_{ij} = 0\) we obtain

\[
(D_2^8 - 5D_1^2D_3 - 5D_0^2 + 9D_0D_i) \tau
= 2[(\tau_{xxxx} - \tau_{xxyy} + 9\tau_{yy}) + (15\tau_{xxy} - 9\tau_x - 6\tau_{xxx})\tau_x - (10\tau_{xxx} \tau_{xxy} - 5\tau_{xxx} \tau_x - 5\tau_x^2)]
+ (15\tau_{xxx} \tau_{xxy} - 15\tau_{xxx} \tau_y)
= 180A_1 + 180B_2 - 180B_1 + B_2,
\]

where

\[
A_1 = (d_0, d_0^*, d_1, d_1^*, \bullet) - (d_0, d_0^*, d_1, d_2^*, \bullet) + (d_0, d_0^*, d_1, d_3^*, \bullet) - (d_0, d_0^*, d_1, d_1^*, \bullet) = 0,
\]

\[
A_2 = (d_0, d_0^*, d_1, d_1^*, \bullet) - (d_0, d_1^*, d_1, d_2^*, \bullet) + (d_0, d_1^*, d_1, d_3^*, \bullet) - (d_0, d_1^*, d_1, d_1^*, \bullet) = 0,
\]

\[
B_1 = (d_0, d_0^*, d_1, d_2^*, \bullet) - (d_0, d_1^*, d_2, d_2^*, \bullet) + (d_0, d_2^*, d_2, d_2^*, \bullet) - (d_0, d_2^*, d_2, d_1^*, \bullet) = 0,
\]

\[
B_2 = (d_0, d_0^*, d_1, d_3^*, \bullet) - (d_0, d_1^*, d_3, d_3^*, \bullet) + (d_0, d_3^*, d_3, d_3^*, \bullet) - (d_0, d_3^*, d_3, d_1^*, \bullet) = 0.
\]

It is easy to see that Eq.(4.9) is nothing but the Jacobi identity for determinants. Therefore, we show that \(\tau\) is the solution of Eq.(1.2) under the linear differential conditions (4.3).

**Theorem 4.2.** Assuming that \(f_i(x,y,t), g_j(x,y,t) \leq i, j \leq N\) has continuous derivative up to any order, and satisfies the following linear differential conditions

\[
\begin{align*}
  f_{yy} &= f_{xx} + r f_{xxx} + 4f_{xxxx} + sf_{xxxxx}, \\
  f_{x} &= \frac{\alpha}{2} f_{xx} + \frac{\beta}{2} f_{xxx} + \frac{\gamma}{2} f_{xxxx} + \frac{\delta}{2} f_{xxxxx}, \\
  g_{yy} &= \frac{\alpha}{2} g_{xx} + \frac{\beta}{2} g_{xxx} + \frac{\gamma}{2} g_{xxxx} + \frac{\delta}{2} g_{xxxxx}, \\
  f_{xxx} &= a_i f_i, g_{xxx} = b_i g_i, \\
  c_{ij} &= 0
\end{align*}
\]

then the Grammian determinant \(\tau\) defined by Eq.(4.1) is the solution of Eq.(1.2).

**Proof.** In a similar with the Proof Theorem 4.1, we can compute various derivatives of the Grammian determinant with respect to variables x, y, and t. Substituting the above derivatives of \(\tau\) into Eq.(1.2), we obtain

\[
(D_2^8 - 5D_1^2D_3 - 5D_0^2 + 9D_0D_i) \tau
= 2[(\tau_{xxxx} - \tau_{xxyy} + 9\tau_{yy}) + (15\tau_{xxy} - 9\tau_x - 6\tau_{xxx})\tau_x - (10\tau_{xxx} \tau_{xxy} - 5\tau_{xxx} \tau_x - 5\tau_x^2)]
+ (15\tau_{xxx} \tau_{xxy} - 15\tau_{xxx} \tau_y)
= -360A_1 + 360B_2 + 720C - 120D,
\]

where

\[
A_1 = (d_0, d_0^*, d_1, d_1^*, \bullet) - (d_0, d_0^*, d_1, d_2^*, \bullet) + (d_0, d_0^*, d_1, d_3^*, \bullet) - (d_0, d_0^*, d_1, d_1^*, \bullet) = 0,
\]

\[
A_2 = (d_0, d_0^*, d_1, d_1^*, \bullet) - (d_0, d_1^*, d_1, d_2^*, \bullet) + (d_0, d_1^*, d_1, d_3^*, \bullet) - (d_0, d_1^*, d_1, d_1^*, \bullet) = 0,
\]

\[
B_1 = (d_0, d_0^*, d_1, d_2^*, \bullet) - (d_0, d_1^*, d_2, d_2^*, \bullet) + (d_0, d_2^*, d_2, d_2^*, \bullet) - (d_0, d_2^*, d_2, d_1^*, \bullet) = 0,
\]

\[
B_2 = (d_0, d_0^*, d_1, d_3^*, \bullet) - (d_0, d_1^*, d_3, d_3^*, \bullet) + (d_0, d_3^*, d_3, d_3^*, \bullet) - (d_0, d_3^*, d_3, d_1^*, \bullet) = 0,
\]

\[
C = (d_0, d_0^*, d_1, d_2^*, \bullet) - (d_0, d_1^*, d_2, d_2^*, \bullet) + (d_2, d_2^*, \bullet) - (d_0, d_2^*, d_2, d_1^*, \bullet) = 0,
\]

\[
D = (d_0, d_0^*, d_1, d_1^*, \bullet) - (d_0, d_1^*, d_1, d_1^*, \bullet) + (d_0, d_1^*, d_1, d_2^*, \bullet) - (d_0, d_1^*, d_1, d_3^*, \bullet) = 0.
\]

It is easy to see that Eq.(4.11) is nothing but the Jacobi identity for determinants. Therefore, we show that \(\tau\) is the solution of Eq.(1.2) under the linear differential conditions (4.10).
Theorem 4.3. Assuming that \( f_i(x,y,t), g_j(x,y,t) 1 \leq i,j \leq N \) has continuous derivative up to any order, and satisfies the following linear differential conditions

\[
\begin{align*}
    f_{ij} &= f_i + r f_{ixx} - 2f_{ixxx} + s f_{ixxxx},
    g_{ij} = l g_{ixx} - r g_{jxxx} - 2g_{jxxxx},
    f_u &= \frac{1}{2} \delta^2 f_{ixx} + \alpha f_{ixxx} - 4f_{ixxxxx},
    g_u &= \frac{1}{2} \delta^2 g_{jxxx} - \alpha g_{jxxxxx} - 4g_{jxxxxxx},
    g_{ixx} &= \alpha f_{jxxx} = \beta g_{jxxxx},
    g_{ixxx} &= \alpha f_{jxxxx} = \beta g_{jxxxxx},
\end{align*}
\tag{4.12}
\]

then the Grammian determinant \( \tau \) defined by Eq.(4.1) is the solution of Eq.(1.2).

**Proof.** In a similar with the Proof Theorem 4.1, we can compute various derivatives of the Grammian determinant with respect to variables \( x, y \) and \( t \). Substituting the above derivatives of \( \tau \) into Eq.(1.2), we obtain

\[
(D^6_\lambda - 5D^5_\lambda D_\gamma - 5D^4_\lambda D_\gamma^2 + 9D_\lambda D_\gamma) \tau
= 2 [(\tau_{xxxxx} - 5\tau_{xxy} + 9\tau_{xx}) \tau + (15\tau_{xy} - 9\tau_\gamma - 6\tau_{xxx}) \tau_\gamma - (10\tau_{xx} \tau_{xxx} - 5\tau_{xx} \tau_\gamma - 5\tau_\gamma^2)]
+ (15\tau_{xxx} \tau_\gamma - 15\tau_{x\gamma} \tau_\gamma)
= 180[A_1 + A_2] - 180[B_1 + B_2] - 120D_\lambda,
\]

where

\[
\begin{align*}
    A_1 &= (d_0, d_0^*, d_1, d_3, \bullet)(\bullet) - (d_0, d_0^*, \bullet)(d_1, d_3^*, \bullet) + (d_0, d_0^*, \bullet)(d_1^*, d_0^*, \bullet) = 0, \\
    A_2 &= (d_0, d_0^*, d_1, d_3^*, \bullet)(\bullet) - (d_0, d_0^*, \bullet)(d_3^*, d_1^*, \bullet) + (d_3^*, d_0^*, \bullet)(d_1^*, d_0^*, \bullet) = 0, \\
    B_1 &= (d_0, d_1^*, d_1, d_3^*, \bullet)(\bullet) - (d_0, d_1^*, \bullet)(d_1, d_3^*, \bullet) + (d_0, d_3^*, \bullet)(d_1^*, d_1^*, \bullet) = 0, \\
    B_2 &= (d_1, d_0^*, d_2, d_3^*, \bullet)(\bullet) - (d_1, d_0^*, \bullet)(d_2, d_3^*, \bullet) + (d_2, d_0^*, \bullet)(d_1, d_3^*, \bullet) = 0, \\
    D &= (d_0, d_0^*, d_1^*, d_3^*, \bullet)(\bullet) - (d_0, d_0^*, \bullet)(d_1^*, d_3^*, \bullet) + (d_1^*, d_0^*, \bullet)(d_3^*, d_1^*, \bullet) - (d_1^*, d_0^*, \bullet)(d_3^*, d_1^*, \bullet) = 0.
\end{align*}
\tag{4.13}
\]

It is easy to see that Eq.(4.13) is nothing but the Jacobi identity for determinants. Therefore, we show that \( \tau \) is the solution of Eq.(1.2) under the linear differential conditions (4.12). \( \square \)

5. Conclusion

In summary, we have established generalized Wronskian and Grammian solutions for the isospectral B-type Kadomtsev-Petviashvili (isospectral BKP) equation (1.1). Our results show that Eq. (1.1) not only has Pfaffian solutions but also has Grammian determinant solutions and Wronskian determinant solutions. This property is completely different from that of the KP equation, which only has Grammian solutions and Wronskian determinant solutions, and from that of the BKP equation, which only has Pfaffian solutions. By considering the different combinations of the entries in Wronskian, we obtain various types of Wronskian solutions.

Generally speaking, the KP hierarchy which only has Grammian and Wronskian determinant solutions, and from that of the BKP hierarchy, which only has Pfaffian solutions. But Tang et al. [26] have established Grammian and Pfaffian solutions for the (3+1)-dimensional generalized shallow water equation (the second member on the KP hierarchy). Recently, Yaning Tang [27] presented Pfaffian solutions and extended Pfaffian solutions to the (3+1)-dimensional Jimbo-Miwa equation (the second member on the KP hierarchy). In this paper, we have established Grammian and Wronskian solutions for the isospectral BKP equation (the second member on the BKP hierarchy). So the two equations not only has Pfaffian solutions but also has Grammian determinant solutions and Wronskian determinant solutions.

We would also like to repeat a problem related to this paper: which equation only has Grammian and Wronskian determinant solutions, which equation only has Pfaffian solutions, and which equation not only has Pfaffian solutions but also has Grammian and Wronskian determinant solutions. We expect to see more examples and a systematic theory finally. We hope that the current work is helpful for the future studies.
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