A sharp $L^p - L^q$-Fourier restriction theorem for a conical surface of finite type
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Abstract In this paper, we study the Fourier restriction problem for certain conical surfaces where the sections are curves of finite type. We obtain the sharp $L^p - L^q$-range for this surfaces. Our methods rely on a variation of the affine arclength measure.
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1 Introduction and first considerations

1.1 Introduction

Let $S$ be a compact hypersurface in $\mathbb{R}^n$ (or more generally a smooth submanifold) with surface measure $\sigma$. We say that the $L^p(\mathbb{R}^n) - L^q(S)$ Restriction estimate holds if there exists a constant $C > 0$ such that
for every Schwartz function \( f \), where
\[
\hat{f}(x) = \int_{\mathbb{R}^n} f(\xi)e^{-ix \cdot \xi} \, d\xi, \quad g \in L^1(\mathbb{R}^n), \ x \in \mathbb{R}^n,
\]
denotes the Fourier transform of \( f \in S(\mathbb{R}^n) \).

In a very seminal achievement, Stein and Tomas proved that the restriction operator of the unit sphere \( R : L^p(\mathbb{R}^n) \to L^2(S^{n-1}) \) is bounded if and only if \( 1 \leq p \leq \frac{2n+2}{n+3} \) [9]. The crucial property in the proof is the non-vanishing Gaussian curvature of the sphere.

Concerning \((p, q)\)-estimates, it is conjectured that \( R : L^p(\mathbb{R}^n) \to L^q(S^{n-1}) \) is bounded if \( p' > \frac{2n}{n-1} \) and \( \frac{1}{q} \geq \frac{n+1}{(n-1)p} \). In dimension \( n = 2 \), the conjecture was confirmed by Zygmund in 1974 [11]. However, in higher dimensions, the conjecture is still open, despite partial results, namely by Tao [10] and most recently by Bourgain and Guth [3].

The surface we will consider is a surface of so-called finite type, where the tangent plane has finite order of contact. This means—describing the surface locally as a graph of a function—that for all directions, the partial derivatives of a certain order are not vanishing. However, the second order partial derivatives of the function (and therefore the corresponding principle curvature) is allowed to vanish at some points. A simple example is the curve \( x^m, m \geq 3 \). The restriction estimates for curves are known due to subsequent work of Sjölin [7], Ruiz [6] and Barcelo [1]. But we can construct a cone-like surface from the curve, like the “classical” cone arises from a circle (which has non-vanishing curvature). A sharp restriction theorem for the “classical” cone in \( \mathbb{R}^3 \) was proven by Barcelo [2]. It should be mentioned that there was earlier work on this problem by Barcelo [1], obtaining partial results.

Our approach involves a certain weighted estimate, which can be considered as a variation of the affine arclength measure. In Fourier restriction theory of curves, the affine arclength measure has turned out to be a very strong tool, see for instance [4].

### 1.2 The main theorem and necessary conditions

Let \( \gamma \) be a compact curve of finite type, i.e. for all \( p \in \gamma \) exists a local parametrisation \( \Phi \), \( \Phi(x) = p \). The minimal \( m \in \mathbb{N}_{\geq 2} \) such that \( \Phi \) is \( m \)-times differentiable at \( x \) and \( \Phi^{(m)}(x) \neq 0 \) is called the type of \( \gamma \) at \( p \). Let \( M \) be the maximal type of \( \gamma \).

Our main result, given in terms of Lorentzspaces \( L^{p,r} \), is the following:

**Theorem 1** Let \( 1 \leq p, q, r \leq \infty \). We consider the patch of a conical surface \( \Gamma = \{(\xi, z) \in \mathbb{R}^2 \times \mathbb{R} | 1 \leq z \leq 2, \frac{\xi}{z} \in \gamma \} \) with surface measure \( \sigma \). Then the Fourier restriction inequality
\[
\| \hat{f} \|_{L^q(\mathbb{R}^3)} \leq C \| f \|_{L^{p,r}(\mathbb{R}^3)} \quad \forall f \in S(\mathbb{R}^3),
\]
holds if \( 1 \leq p < \frac{M+1}{M} \) and \( \frac{1}{q} \geq \frac{M+1}{p^r} \).

If furthermore \( p \leq q \) or \( \frac{1}{q} > \frac{M+1}{p^r} \), then we have
\[
\| \hat{f} \|_{L^q(\mathbb{R}^3)} \leq C \| f \|_{L^p(\mathbb{R}^3)} \quad \forall f \in S(\mathbb{R}^3).
\]
The theorem is sharp in the sense that there exists surfaces where (3) is not valid if the conditions on \( p' \) and \( q \) are violated. That the condition \( \frac{1}{q} \geq \frac{M+1}{p^r} \) is necessary can be seen by a classical Knapp-type example.
Notice further that for curves of finite type, it is known that the strong $L^p \to L^q$-estimate fails for $p > q$ and $\frac{1}{q} = \frac{M+1}{p}$ [8]. A corresponding argument for the cone can be found in Chapter 6. At the endpoint $p' = m + 1$, a weak-type estimate might still hold, but this is beyond our methods.

Observe that (3) implies (4) for the described values of $p$ and $q$. For $p \leq q$, this is a consequence of the Marcinkiewicz interpolation theorem, whereas for $\frac{1}{q} > \frac{M+1}{p}$, we use the fact that for $q < \tilde{q}$ we have

$$\| \hat{f}\|_{L^{q,1}(\Gamma, \sigma)} \leq \| \hat{f}\|_{L^{\tilde{q},\infty}(\Gamma, \sigma)}$$

since $\sigma(\Gamma) < \infty$.

## 2 Reduction of the problem

Localising to points of vanishing curvature, and describing the surface locally as a graph, it remains to discuss the following problem:

**Definition** Let $m \in \{3, 4, \ldots\}$ and let $\Phi : [0, 1] \to \mathbb{R}$ satisfy the following conditions:

(i) $\exists \chi \in C^2[0, 1], \chi > 0 : \Phi(x) = x^m \chi(x)$,
   $\exists \chi^1 \in C^1[0, 1], \chi^1 > 0 : \Phi'(x) = x^{m-1} \chi^1(x)$,
   $\exists \chi^2 \in C[0, 1], \chi^2 > 0 : \Phi''(x) = x^{m-2} \chi^2(x)$,

(ii) $\Phi^{(k)}(x) > 0$ for $x > 0$, $k \leq m$; especially, $\Phi$ and $\Phi'$ are convex.

We define the generalised cone (more exactly, a section of a cone)

$$\Gamma = \{(x, y, z) \in \mathbb{R}^3 | 0 \leq x \leq 1, 1 \leq z \leq 2, \Phi \left( \frac{x}{z} \right) = \frac{y}{z} \}.$$ 

The associated surface measure will be denoted by $\sigma$.

**Theorem 2** For $1 \leq p < \frac{m+1}{m}$ and $\frac{1}{q} \geq \frac{m+1}{p}$ holds

$$\| \hat{f}\|_{L^q(\Gamma, \sigma)} \leq C \| f\|_{L^p(\mathbb{R}^3)} \quad \forall f \in S(\mathbb{R}^3).$$

### 2.1 Decomposition

The critical part of $\Gamma$ is the line $x = 0$, where the curvature vanishes. To take this fact into account, we decompose $\Gamma$ into dyadic pieces, becoming smaller near the line $x = 0$. By rescaling to the case of (almost) constant curvature, we would be able to make use of already known estimates. Unfortunately, summation is only possible if $\frac{1}{q} > \frac{m+1}{p}$. In the limit case $\frac{1}{q} = \frac{m+1}{p}$, we need to deal with the problem as a whole. For this, we will further decompose each dyadic piece, depending on the curvature.

Let $\Gamma^\delta = \{(x, y, z) \in \mathbb{R}^3 | 0 \leq x < 1, 1 \leq z \leq 2, \Phi \left( \frac{x}{z} \right) \leq \frac{y}{z} \leq \Phi \left( \frac{x}{z} \right) + \delta \}$ be the thickening of $\Gamma$ by $\delta > 0$ (we drop the points with $x = 1$ for technical purposes). Moving on the $x$-axis from the origin by length $\sqrt{\delta}$ corresponds to $\Phi$ changing by $\delta$. In other words, this part of $\Gamma$ is contained in a box of width $\delta$. We thus define $\gamma = \frac{m}{\sqrt{\delta}}$ and

$$\Gamma^\delta_k = \{(x, y, z) \in \Gamma^\delta | (2^k - 1)\gamma \leq x < (2^{k+1} - 1)\gamma \}, \quad k = 0, \ldots, \left\lfloor \log_2 \frac{1}{\gamma} \right\rfloor - 1.$$
Now how to determine the finer decomposition? We change coordinates, or respectively $\Phi$ by affine transformation into

$$\Phi^k(x) = \Phi(x + (2^k - 1)\gamma) - \Phi((2^k - 1)\gamma) - x \Phi'((2^k - 1)\gamma),$$

such that

$$\Phi^k(0) = 0 = (\Phi^k)'(0).$$

According to Taylor, we get

$$\Phi^k(x) \approx \frac{m(m-1)}{2}((2^k - 1)\gamma)^{m-2}x^2 + O(x^3).$$

On which distance $\gamma_k$ from the (new) origin does $\Phi$ varies at most $\delta$? We demand ($k \neq 0$)

$$\delta = \Phi^k(\gamma_k) \approx \frac{m(m-1)}{2}((2^k - 1)\gamma)^{m-2}\gamma_k^2,$$

i.e.

$$\gamma_k \approx \sqrt{\delta((2^k - 1)\gamma)^{2-m} \approx 2^{k(1-\frac{m}{2})}\gamma}.$$  

Concerning the $z$-coordinate, we decompose equidistantly with width $\beta$, where we require $\beta \lesssim \delta$. This ensures that the projection of such a set in $x - y$-space does not appear to different to a intersection parallel to $x - y$-space. To choose $\beta = \delta$ would be appropriate and you might assume this. Nevertheless, we will distinct these two quantities to be aware how each of them effects our computations. We will see that all the $\beta$’s cancels at the end of the proof, reflecting the fact that there is no impact from the $z$-direction (Fig. 1). We obtain a decomposition of $\Gamma^\delta$ as follows:

**Definition (Decomposition)** Let $\delta > 0$, $\gamma > 0$ and $\gamma^m = \delta$, let $\beta < \delta$ with $\frac{1}{\beta} \in \mathbb{N}$.

For $k = 0, \ldots, \left\lfloor \log_2 \frac{1}{\beta} \right\rfloor - 1$, $j \in I_k = \{0, \ldots, 2^k \frac{m}{2} - 1\}$ and $n = \frac{1}{\beta}, \ldots, \frac{2}{\beta} - 1$ define 

$$\gamma_k = 2^{k(1-\frac{m}{2})}\gamma, x_{kj} = (2^k - 1)\gamma + j\gamma_k, x_k = x_{k,0}$$

and

![Fig. 1 Decomposition](image-url)
\( \Gamma_{kjn}^\delta = \{(x, y, z) \in \mathbb{R}^3 \mid n\beta \leq z \leq (n+1)\beta, \ \Phi \left( \frac{x}{z} \right) \leq \frac{y}{z} \leq \Phi \left( \frac{x}{z} \right) + \delta, \ x_{kj} \leq x < x_{k,j+1} \} \). (7)

Furthermore let \( \phi_{kjn} \) be a bump function adapted to \( \Gamma_{kjn} \). To be more precise, if \( \eta \in C_0^\infty(\mathbb{R}), \chi_{[-1,1]} \leq \eta \leq \chi_{[-\frac{5}{4}, \frac{5}{4}]} \), let

\[
\phi_{kjn}(x, y, z) = \eta \left( \frac{x-x_{kj}}{y_k} \right) \eta \left( \frac{y-z\Phi(x/z)}{\delta} \right) \eta \left( \frac{z-n\beta}{\beta} \right).
\]

This means that \( \phi_{kjn} \) is to some extend supported in an anisotropic thickening of \( \Gamma_{kjn}^\delta \), precisely in the set

\[
\tilde{\Gamma}_{kjn}^\delta = \{ (x, y, z) \in \mathbb{R}^3 \mid |z-n\beta| \leq \frac{5}{4}\beta, \ |\frac{y}{z} - \Phi \left( \frac{x}{z} \right)| \leq \frac{5}{4}\delta, \ |x-x_{kj}| \leq \frac{5}{4}y_k \}
\subset \bigcup_{u,v,w \in \{-1,0,1\}} (u\gamma_k, v\delta, w\beta) + \Gamma_{kjn}^\delta.
\]

For the further proceeding, we will always denote by \( \alpha \) the triple \((k, j, n)\), and, if required, by \( \mu \) a second triple \((l, i, p)\).

For simplification, we write \( \sum_\alpha \) instead of \( \sum_{k=0}^{\lfloor \log_2 y \rfloor -1} \sum_{j=0}^{2^{k+m}-1} \sum_{n=1}^{2^\frac{p}{q} - 1} a_{k,j,n}^\delta (2^k - 1)\gamma^\frac{1}{q} \frac{m+1}{p'} \phi_{\alpha} \|_{q'} \).

2.2 The heart of the problem

Of essential impact is the following theorem. It is a weighted, discrete version of the adjoint restriction estimate and, as we will see, already implies the restriction theorem.

**Theorem 3** Let \( p' > m + 1, \frac{3}{p'} < \frac{1}{q} < \frac{1}{2} + \frac{1}{p'} \). Then

\[
\| \sum_\alpha a_{k,j,n}^\delta \phi_{\alpha} \|_{p'} \lesssim \delta^\frac{1}{q} \left( \sum_{\alpha=(k,j,n)} a_{\alpha}(2^k - 1)\gamma^\frac{1}{q} \frac{m+1}{p'} \phi_{\alpha} \right)_{q'}. \tag{8}
\]

The proof will be the main work in this paper and be done in the next chapters. First of all, we will derive the restriction theorem.

As an immediate consequence of Theorem 3, we get as corollary

**Corollary 4** Let \( p' > m + 1, \frac{3}{p'} < \frac{1}{q} \). Then

\[
\| \sum_\alpha a_{k,j,n}^\delta \phi_{\alpha} \|_{p'} \lesssim \delta^\frac{1}{q} \left( \sum_{\alpha=(k,j,n)} a_{\alpha}(2^k - 1)\gamma^\frac{1}{q} \frac{m+1}{p'} \phi_{\alpha} \right)_{q',1}. \tag{9}
\]

**Proof** Actually, we will just use that Theorem 3 is valid for every \( p' > m + 1 \) and for some range \( \frac{3}{p'} < \frac{1}{q} < \frac{3}{p'} + \varepsilon \). According to the assumptions, we have \( p' > m + 1 \geq 4 \). Hence \( \frac{3}{p'} = \frac{2}{p'} + \frac{1}{p'} < \frac{1}{2} + \frac{1}{p'} \). Therefore we find \( r \) with \( \frac{3}{p'} < \frac{1}{r} < \frac{1}{2} + \frac{1}{p'} \) (cf. Fig. 2), i.e. satisfying the requirements of Theorem 3. So it is sufficient to show that if (8) holds for some \((p, r)\), then it also holds for \((p, q)\) with \( \frac{1}{r} < \frac{1}{q} \). Under this condition, there exists \( 1 \leq s < \infty \) such that \( \frac{1}{r} = \frac{1}{q'} + \frac{1}{s} \). This means

\[
\frac{1}{r} - \frac{1}{q} = \frac{1}{q'} - \frac{1}{r'} = \frac{1}{s}.
\]
For \((x, y, z)\) in the support of \(\phi_{kjn}\), it follows \(x \approx (2^k - 1)y\), so we introduce \(g(x, y, z) := x^{-\frac{1}{s}}\). We now may apply Theorem 3 and use Hölder’s inequality for Lorentz spaces (see Lemma 21):

\[
\| \sum_{\alpha} a_{\alpha} \hat{\phi}_{\alpha} \|_{p'} \lesssim \delta^{\frac{1}{s}} \| \sum_{\alpha} a_{\alpha} ((2^k - 1)y)^{\frac{1}{q'} - \frac{m+1}{p'}} \phi_{\alpha} \|_{r'} \\
= \delta^{\frac{1}{s}} \| \sum_{\alpha} a_{\alpha} ((2^k - 1)y)^{\frac{1}{q'} - \frac{m+1}{p'}} \phi_{\alpha} \|_{r'} \\
\lesssim \delta^{\frac{1}{s}} \| \sum_{\alpha} a_{\alpha} ((2^k - 1)y)^{\frac{1}{q'} - \frac{m+1}{p'}} \phi_{\alpha} g \|_{L^{r'}(r^d)} \\
\leq \delta^{\frac{1}{s}} \| \sum_{\alpha} a_{\alpha} ((2^k - 1)y)^{\frac{1}{q'} - \frac{m+1}{p'}} \phi_{\alpha} \|_{L^{q', r'}(r^d)} \| g \|_{L^{\infty, \infty}(r^d)}. \tag{11}
\]

A short computation yields

\[
\|g\|_{L^{s, \infty}(r^d)} = \sup_{\lambda > 0} \lambda |\{(x, y, z) \in r^d : x^{-\frac{1}{s}} > \lambda\}|^{\frac{1}{s}} = \delta^{\frac{1}{s}} \int_{\lambda}^{\lambda + \delta} \int_{1}^{2} \int_{z}^{z + \delta} dy \ dz \ dx = \delta \lambda^{\frac{1}{s}} \int_{1}^{2} z \ dz \approx \delta \lambda^{\frac{1}{s}},
\]
i.e.

\[
\|g\|_{L^{s, \infty}(r^d)} = \sup_{\lambda > 0} \lambda |\{(x, y, z) \in r^d : x^{-\frac{1}{s}} > \lambda\}|^{\frac{1}{s}} \approx \delta^{\frac{1}{s}}. \tag{12}
\]

Combined with (11), we end up with

\[
\| \sum_{\alpha} a_{\alpha} \hat{\phi}_{\alpha} \|_{p'} \lesssim \delta^{\frac{1}{s}} \| \sum_{\alpha} a_{\alpha} ((2^k - 1)y)^{\frac{1}{q'} - \frac{m+1}{p'}} \phi_{\alpha} \|_{q', r'} \\
\leq \delta^{\frac{1}{s}} \| \sum_{\alpha} a_{\alpha} ((2^k - 1)y)^{\frac{1}{q'} - \frac{m+1}{p'}} \phi_{\alpha} \|_{q', 1},
\]
since (10) means \(\frac{1}{r} + \frac{1}{s} = \frac{1}{q}\). \(\square\)
For \( \frac{1}{q} = \frac{m+1}{p'} \) as considered in Theorem 2, (8) reads

\[
\left\| \sum_a a_\alpha \hat{\phi}_a \right\|_{p'} \lesssim \delta^{\frac{1}{q}} \left\| \sum_a a_\alpha \phi_a \right\|_{(q', 1)}
\]  

(13)

for all sequences \( a_\alpha \) and every \( \delta > 0 \). This is nothing but a “desingularised” adjoint restriction estimate with the singular surface measure replaced by a \( \delta \)-thickening of the surface, for certain discrete functions, and it implies the desired restriction theorem. To be more precise, for \( \frac{1}{q} = \frac{m+1}{p'} \) and \( q < \infty \) or \( p' > m + 1 \) respectively, the weak \( L^p(R^3) - L^{q, \infty}(\Gamma) \) estimate

\[
\| \hat{f}|_{\Gamma} \|_{L^{q, \infty}(\Gamma)} \lesssim \| f \|_p \quad \forall f \in S(R^3)
\]

holds. Eventually we finish the proof by using the generalised Marcinkiewicz interpolation theorem (for instance, see Theorem 1.4.19 in [5]).

3 Estimation of the overlap

3.1 Straightforward results

It will become essential for us to understand the overlap of the sets \( \Gamma_{kjn}^\delta + \Gamma_{\mu}^\delta, k, l = 0, \ldots, \lfloor \log_2 \gamma \rfloor - 1, j \in I_k, i \in I_l, n, p = \frac{1}{\beta}, \ldots, \frac{2}{\beta} - 1 \), i.e. to examine the maximal number of them containing a single point. However, this number will not be bounded by an absolute constant (which would be optimal, but is not true). Instead will collect some overlap from the \( z \)-direction, which however is natural and manageable.

**Lemma 5** For every \( \xi \in \mathbb{R}^3 \) we have

\[
\# \{(n, p) | \exists k, l, j, i : \xi \in \Gamma_{kjn}^\delta + \Gamma_{\mu}^\delta \} \leq 3 \beta^{-1}.
\]  

(14)

**Proof** If \( \xi \in \Gamma_{kjn}^\delta + \Gamma_{\mu}^\delta \), there exist \( x_1 \in \Gamma_{kjn}^\delta \) and \( x_2 \in \Gamma_{\mu}^\delta \) with \( \xi = x_1 + x_2 \). Let \( z_1, z_2 \) denote the last component of \( x_1 \) and \( x_2 \) respectively, which means \( n\beta \leq z_1 \leq (n + 1)\beta \) and \( p\beta \leq z_2 \leq (p + 1)\beta \). The sum of both inequalities leads to \( (n + p)\beta \leq z \leq (n + p + 2)\beta \). This implies \( \frac{z}{\beta} - 2 \leq n + p \leq \frac{z}{\beta} \) and hence

\[
\begin{align*}
\xi - \frac{2}{\beta} - 2 & \leq n + p \\
\frac{z}{\beta} - 2 & \leq n + p \leq \frac{z}{\beta}
\end{align*}
\]

\[
\implies n \in -p + \left[ \frac{z}{\beta} - 2, \frac{z}{\beta} \right] \cap \mathbb{N}.
\]

We conclude

\[
\# \{(n, p) | \exists k, l, j, i : \xi \in \Gamma_{kjn}^\delta + \Gamma_{\mu}^\delta \} = \sum_{p = -p}^{2} \# \left\{(n) | \exists k, l, j, i : \xi \in \Gamma_{kjn}^\delta + \Gamma_{\mu}^\delta \right\}
\]

\[
\leq \sum_{p = -p}^{2} \# \left( \left[ \frac{z}{\beta} - 2, \frac{z}{\beta} \right] \cap \mathbb{N} \right)
\]

\[
\leq \sum_{p = -p}^{2} 3 = 3 \beta^{-1},
\]

completing the proof.
Exploiting the dyadic structure of the decomposition, we obtain a further simple result:

**Lemma 6** For \( k = 0, \ldots, \lfloor \log_2 \gamma \rfloor \) let \( V_k(n, p) = \bigcup \{ \Gamma^\delta_{k(jn} + \Gamma^\delta_{lip}] | l \leq k, \ j \in I_k, \ i \in I_l \} \). Then for all \( \xi \in \mathbb{R}^3, \ n, \ p = \frac{1}{p}, \ldots, \frac{2}{p} - 1 \) holds
\[
\# \{ k | \xi \in V_k(n, p) \} \leq 3.
\]

**Proof** The procedure is comparable to the previous proof, though we now concentrate on the \( x \)-component. If \( \xi \in V_k(n, p) = \bigcup \{ \Gamma^\delta_{k(jn} + \Gamma^\delta_{lip}] | l \leq k, \ j \in I_k, \ i \in I_l \} \) and \( x \) denotes the first component of \( \xi \), there exist \( l, j, i \) such that
\[
(2^k - 1)\gamma + j\gamma_k + (2^l - 1)\gamma + i\gamma_l \leq x \leq (2^k - 1)\gamma + (j + 1)\gamma_k + (2^l - 1)\gamma + (i + 1)\gamma_l.
\]
Since we are just interested in the dyadic size, we estimate quite roughly
\[
(2^k - 1)\gamma \leq x \leq (2^k - 1)\gamma + 2^{j+1}2^{k(1-\frac{m}{2})}\gamma + (2^l - 1)\gamma + 2^{i+1}2^{l(1-\frac{m}{2})}\gamma = (2^{k+1} - 1)\gamma + (2^{l+1} - 1)\gamma.
\]
and since we assumed \( l \leq k \), this reduces to
\[
(2^k - 1)\gamma \leq x \leq (2^{k+1} - 1)\gamma + (2^{l+1} - 1)\gamma \leq (2^{k+2} - 1)\gamma.
\]
Hence
\[
2^k \leq \frac{x}{\gamma} + 1 \leq 2^{k+2}
\]
and therefore
\[
\log_2 \left( \frac{x}{\gamma} + 1 \right) - 2 \leq k \leq \log_2 \left( \frac{x}{\gamma} + 1 \right).
\]
Our claim is an immediate consequence of this inequality. \( \square \)

The handling of the overlap concerning the remaining parameters is more complicated. Here we need to involve the \( y \)-coordinate. Therefore, we need as a start a new coordinate system.

### 3.2 Further results

**Lemma 7** There exists an absolute constant \( C > 0 \) (not depending on \( \delta \)) such that for all \( \xi \in \mathbb{R}^3, \ k = 0, \ldots, \lfloor \log_2 \gamma \rfloor - 1, \ n, \ p = \frac{1}{p}, \ldots, \frac{2}{p} - 1 \)
\[
\# \{ (j, l, i) | l \leq k, \xi \in \Gamma^\delta_{\alpha_j} + \Gamma^\delta_{\mu_i} \} \leq C.
\]

**Proof** We are allowed to restrict ourself to the case \( l \ll k \) (more precise: \( l < k - 2 \)), since in the case \( l \approx k \) the second derivative of \( \Phi \) and therefore the Gaussian curvature is comparable on the regions \( x \approx 2^k\gamma \) and \( x \approx 2^l\gamma \). After rescaling, we are back in the classical case with (almost) constant curvature. The procedure differs a bit from the previous lemmas: We claim that the number of triples \( (j, l, i), l \leq k \), with the property \( \xi \in \Gamma^\delta_{k(jn} + \Gamma^\delta_{lip} \) is bounded by a fixed constant. So let
\[
\xi \in (\Gamma^\delta_{k(jn} + \Gamma^\delta_{lip}) \cap (\Gamma^\delta_{k(jn} + \Gamma^\delta_{lip}),
\]
(16)
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Without loss of generality, we may assume $l' \leq l$ and in the case $l' = l$ furthermore $i' \leq i$ by interchanging the parameters if necessary.

**Step 1** If $(l', i') \neq (l, i)$ then $j \leq j'$.

The assumption is not necessary, since in the case $(l', i') = (l, i)$ we may ensure $j \leq j'$ by interchanging the parameters with and without primes.

Case 1: $l' \neq l$

In this case is $l' < l$, i.e. $l' + 1 \leq l$, and therefore

$$
(2^k - 1)\gamma + j\gamma_k + (2^l - 1)\gamma \leq (2^k - 1)\gamma + j\gamma_k + (2^l - 1)\gamma + i\gamma \leq x < (2^k - 1)\gamma + (j' + 1)\gamma_k + (2^l - 1)\gamma + (i' + 1)\gamma,
$$

This already implies $j < j' + 1$, i.e. $j \leq j'$.

Case 2: $l' = l$

In this case is $i' < i$, i.e. $i' + 1 \leq i$ and therefore

$$
(2^k - 1)\gamma + j\gamma_k + (2^l - 1)\gamma + i\gamma \leq x < (2^k - 1)\gamma + (j' + 1)\gamma_k + (2^l - 1)\gamma + (i' + 1)\gamma.
$$

This again implies $j < j' + 1$, i.e. $j \leq j'$.

In the next step, it is useful to examine the projections in $x-y$-space. Thus we introduce the new curves $\Phi_n(x) = n\beta \Phi \left( \frac{x}{n\beta} \right)$ (analogue $\Phi_p$). Using $\beta \leq \delta$, it is an easy task to verify

$$
\Gamma_{kjn}^\delta = \{(x, y, z) \in \mathbb{R}^3 | n\beta \leq z \leq (n + 1)\beta, \Phi \left( \frac{z}{\beta} \right) \leq \frac{y}{z} \leq \Phi \left( \frac{z}{\beta} \right) + \delta, x_{kj} \leq x \leq x_{k,j+1} \}
$$

(17)

$$
\subset \hat{\Gamma}_{kjn}^\delta = \{(x, y, z) \in \mathbb{R}^3 | n\beta \leq z \leq (n + 1)\beta, |y - \Phi_n(x)| \leq 10m\delta, x_{kj} \leq x \leq x_{k,j+1} \}
$$

(18)

**Fig. 3** Projection on the normal vector in the case $n = p$
and likewise for $\Gamma_{lip}^{\delta}$. Now define the projection $P(x, y, z) = y - x\Phi_n'(x_k)$ on the normal to the graph of $\Phi_n$ at point $x_k$ in $x - y$-space (Fig. 3).

Additionally, we introduce

$$\xi_{k’n} = (x_{k’}, \Phi_n(x_{k’}), n\beta) \in I_{k’n}^{\delta} \quad \xi_{lip} = (x_{li}, \Phi_p(x_{li}), p\beta) \in I_{lip}^{\delta} \quad (19)$$

and analogue $\xi_{k’n}, \xi_{lip}$.

**Step 2**

1. $P(\xi_{lip}) - P(\xi_{lip}) \approx 2^{2(k(m-1) - l’(m-1))} \Delta_{lip}$
2. $P(\xi_{l’ip}) - P(\xi_{k’j}) \gtrsim \delta j (j’ - j)$, if $j \leq j’ + 1$

with $\Delta_{l’ip} = 2^{l’(m-1)}x_{li} - x_{l’i} = 2^{l’(m-1)}\left(2l’ + i2^{1-\gamma} - 2l’ - i’2^{1-\gamma}\right)$.

The term $\Delta_{l’ip}$ looks somehow artificial. However, we will discover that this quantity is the crucial one, expressing (in some sense) the distance between $I_{lip}$ and $I_{l’ip}^{\delta}$.

Part (i): The mean value theorem provides the existence of an $\tilde{x} \in (x_{l’i’}, x_{li})$ with

$$\Phi_p(x_{l’i’}) - \Phi_p(x_{li}) = \Phi_p'(\tilde{x})(x_{l’i’} - x_{li}). \quad (20)$$

Thus especially

$$\tilde{x} \leq x_{li} \leq x_{l’i} \leq x_{k-2}$$

and hence

$$\frac{\tilde{x}}{p\beta} \leq \frac{n\beta x_{k-2}}{p\beta n\beta} \leq 2\frac{k-2}{n\beta} = \frac{1}{2} \frac{2(k - 4)\gamma}{n\beta} \leq \frac{1}{2} \frac{2(k - 1)\gamma}{n\beta} = \frac{1}{2} x_k. \quad (21)$$

Using monotony and convexity of $\Phi'$, as well as $\Phi'(0) = 0$, we obtain

$$\Phi'(\frac{\tilde{x}}{p\beta}) \leq \Phi'(\frac{1}{2} \frac{x_k}{n\beta}) \leq \frac{1}{2} \Phi'(\frac{x_k}{n\beta}). \quad (22)$$

Hence

$$\Phi'_p(x_k) - \Phi'_p(\tilde{x}) = \Phi'(\frac{x_k}{n\beta}) - \Phi'(\frac{\tilde{x}}{p\beta}) \approx \Phi'(\frac{x_k}{n\beta}) = \frac{x_k^{m-1}}{(n\beta)^{m-1}} \approx \gamma^{m-1}2^{k(m-1)}. \quad (23)$$

Thus we conclude

$$P(\xi_{lip}) - P(\xi_{l’ip}) = (\Phi'_p(x_k) - \Phi'_p(\tilde{x}))(x_{li} - x_{l’i}) \Phi_n'(x_k) \approx \gamma^{m-1}2^{k(m-1)} \Delta_{lip} \Delta_{l’ip} \approx \gamma^{m-1}2^{k(m-1)} \Delta_{lip} \Delta_{l’ip}.$$
Part (ii):
Since the projection $P$ depends on $k$, we are not able to use (i). However, we proceed in a similar manner: like in part (i), we obtain a $\tilde{x}_k$ between $x_{kj}$ and $x_{kj'}$ with
\[
\Phi_n(x_{kj'}) - \Phi_n(x_{kj}) = \Phi_n'(\tilde{x}_k)(x_{kj'} - x_{kj}).
\]
Furthermore, we obtain a $\tilde{x}_k$ between $\tilde{x}_k$ and $x_k$ with
\[
P(\xi_{kj'} / n) - P(\xi_{kj} / n) = \Phi_n(x_{kj'}) - \Phi_n(x_{kj}) - (x_{kj'} - x_{kj})\Phi_n'(x_k)
= (\Phi_n'(\tilde{x}_k) - \Phi_n'(x_k))(x_{kj'} - x_{kj})
= \Phi_n'(\tilde{x}_k)(\tilde{x}_k - x_k)(x_{kj'} - x_{kj}).
\]
Especially $\tilde{x}_k \in (x_k, \tilde{x}_k) \subset (x_k, x_{k+1})$, i.e.
\[
\tilde{x}_k \approx 2^k \gamma.
\]
In the case $j' \geq j$ we use
\[
\tilde{x}_k > \min \{x_{kj}, x_{kj'}\} = x_{kj} = (2^k - 1)\gamma + j 2^{k(1 - \frac{m}{2})}\gamma = x_k + j 2^{k(1 - \frac{m}{2})}\gamma.
\]
This gives
\[
P(\xi_{kj'} / n) - P(\xi_{kj} / n) = (2^k \gamma)^{m-2}(\tilde{x}_k - x_k)(x_{kj'} - x_{kj})
\geq (2^k \gamma)^{m-2} j 2^{k(1 - \frac{m}{2})}\gamma (j' - j) 2^{k(1 - \frac{m}{2})}\gamma
= \gamma^m j (j' - j)
= \delta j (j' - j).
\]
In the other case $j' < j$ the assumption ensures $j = j' + 1$, i.e. $j' - j = -1$. Now we use
\[
\tilde{x}_k < \max \{x_{kj}, x_{kj'}\} = x_{kj} = (2^k - 1)\gamma + j 2^{k(1 - \frac{m}{2})}\gamma = x_k + j 2^{k(1 - \frac{m}{2})}\gamma.
\]
In this case we obtain
\[
P(\xi_{kj'} / n) - P(\xi_{kj} / n) = (2^k \gamma)^{m-2}(\tilde{x}_k - x_k)(x_{kj'} - x_{kj})
\geq -(2^k \gamma)^{m-2} j 2^{k(1 - \frac{m}{2})}\gamma 2^{k(1 - \frac{m}{2})}\gamma = -\gamma^m j
= -\delta j = \delta j (j' - j),
\]
completing Step 2.

The next task will be to estimate the size of the pieces $\Gamma_{kjn}^\delta$ of our decomposition, with respect to the projection $P$. The size of a set $U$ with respect to $P$ is measured by $\text{diam}_P(U) = \sup \{ |P(u) - P(v)| : u, v \in U \}$.

**Step 3** (i) $\text{diam}_P(\Gamma_{kjn}^\delta) \lesssim \delta 2^{k(m-1)-l(\frac{m}{2}-1)}$

(ii) $\text{diam}_P(\Gamma_{kjn}^\delta) \lesssim \delta 2^{k\frac{m}{2}}$
Part (i):
\[
diam_P(\Gamma_{lip}^\delta) = P(x_{li}, \Phi_P(x_{li}) + O(\delta), p\beta) - P(x_{li}, \Phi_P(x_{li}+1), p\beta)
\]
\[
= P(x_{li}, \Phi_P(x_{li}), p\beta) - P(x_{li}, \Phi_P(x_{li}+1), p\beta) + O(\delta)
\]
\[
= P(\xi_{lip}) - P(\xi_{li}, p) + O(\delta)
\]
We apply Step 2(i), replacing \( l \) by \( i \), \( i \) by \( i+1 \) and \( i' \) by \( i \). Then
\[
\Delta_{li,i+1,l} = 2^{l(\frac{m}{2}-1)} \left( (i+1)2^{l(1-\frac{m}{2})} - i2^{l(1-\frac{m}{2})} \right) = 1
\]
and
\[
diam_P(\Gamma_{lip}^\delta) = P(\xi_{lip}) - P(\xi_{li}, p) + O(\delta)
\]
\[
\approx \delta 2^{k(m-1)-l(\frac{m}{2}-1)} \Delta_{li,i+1,l} + O(\delta)
\]
\[
= \delta 2^{k(m-1)-l(\frac{m}{2}-1)} + O(\delta)
\]
\[
l \leq k \lesssim \delta 2^{k(m-1)-l(\frac{m}{2}-1)}.
\]
Part (ii):
\[
diam_P(\Gamma_{kjn}^\delta) = P(x_{kj}, \Phi_n(x_{kj}+1) + O(\delta), n\beta) - P(x_{kj}, \Phi_n(x_{kj}), n\beta)
\]
\[
= P(x_{kj}+1, \Phi_n(x_{kj}+1), n\beta) - P(x_{kj}, \Phi_n(x_{kj}), n\beta) + O(\delta)
\]
\[
= P(\xi_{kj}, n) - P(\xi_{kj+n}) + O(\delta)
\]
Step 2(ii) implies
\[
P(\xi_{kj+n}) - P(\xi_{kj+n}) \gtrsim \delta f(j' - j), \quad \text{if } j \leq j' + 1
\]
or, equivalently
\[
P(\xi_{kj+n}) - P(\xi_{kj+n}) \lesssim \delta f(j - j'), \quad \text{if } j \leq j' + 1,
\]
so especially
\[
P(\xi_{kj+1n}) - P(\xi_{kj+n}) \lesssim (j + 1)\delta \leq \delta 2^{k\frac{m}{2}}.
\]
This leads to
\[
diam_P(\Gamma_{kjn}^\delta) = P(\xi_{kj}, \Phi_n(x_{kj}+1) + O(\delta)
\]
\[
\lesssim \delta 2^{k\frac{m}{2}} + O(\delta)
\]
\[
\lesssim \delta 2^{k\frac{m}{2}}.
\]
A further step will analyse the quantity \( \Delta_{ll',ii'} \). Here we exploit (16): \( \Gamma_{kj'n}^\delta + \Gamma_{ij'p}^\delta \neq \emptyset \).

**Step 4** \( \Delta_{ll',ii'} \lesssim 1 \)

We apply Lemma 22. Since
\[
\xi_{\alpha} \in \Gamma_{\alpha}^\delta, \quad \alpha = (k, j, n), (k, j', n), (l, i, p), (l', i', p)
\]
the lemma yields
\[
P(\xi_{kj'n}) - P(\xi_{kj+n}) + P(\xi_{ij'p}) - P(\xi_{lip})
\]
\[
\leq diam_P(\Gamma_{kjn}^\delta) + diam_P(\Gamma_{kj'n}^\delta) + diam_P(\Gamma_{lijp}^\delta) + diam_P(\Gamma_{ij'p}^\delta).
\]
In Step 1, we established $j \leq j'$ (at least if $(l, i) \neq (l', i')$, but in the case $(l, i) = (l', i')$ we may also assume this). The application of Step 2 and Step 3 results in

$$
\delta 2^{k(m-1)-l' \left(\frac{m}{2} - 1\right)} \Delta_{l'ii}' \leq \delta 2^{k(m-1)-l' \left(\frac{m}{2} - 1\right)} \Delta_{l'ii}' + \delta j (j' - j)
$$

(26)

Now we use $l' \leq l$ and $l' < k$, since the last one implies $k(m-1) - l' \left(\frac{m}{2} - 1\right) = k \frac{m}{2} + (k - l')(\frac{m}{2} - 1) \geq k \frac{m}{2}$. Thus (28) transforms into

$$
2^{k(m-1)-l' \left(\frac{m}{2} - 1\right)} \Delta_{l'ii}' \leq 2^{k(m-1)-l' \left(\frac{m}{2} - 1\right)} + 2^{k(m-1)-l' \left(\frac{m}{2} - 1\right)} + 2^{k \frac{m}{2}} \lesssim 2^{k(m-1)-l' \left(\frac{m}{2} - 1\right)},
$$

i.e. $\Delta_{l'ii}' \lesssim 1$.

The former results will be merged into the following step, which states that there are not “too many” $(l', i')$ appropriate to a given $(l, i)$.

**Step 5** One of these three alternatives holds:

(i) $l' = l$: Then $|i - i'| \lesssim 1$.

(ii) $l' = l - 1$: Then $i \lesssim 1$ and $2^{l'-\frac{m}{2}} - i' \lesssim 1$.

(iii) $l' < l - 1$: Then $l', l \lesssim 1$ and especially $i', i \lesssim 1$.

Especially $l' \approx l$ is necessary.

Let me remind you that we assumed $l' \leq l$ and even $i' \leq i$ for $l' = l$. The proof is divided into three cases:

**Case 1:** $l' = l$

According to Step 4, we know

$$1 \gtrsim \Delta_{l'ii}' = 2^{l' \left(\frac{m}{2} - 1\right)} \left(2^{l'} + i2^{l'(1-\frac{m}{2})} - 2^{l'} - i'2^{l'(1-\frac{m}{2})}\right) = i - i' \geq 0.$$

**Case 2:** $l' = l - 1$

Step 4 now reads

$$1 \gtrsim \Delta_{l'ii}' = 2^{l' \left(\frac{m}{2} - 1\right)} \left(2^{l'+1} + i2^{l'+1(1-\frac{m}{2})} - 2^{l'} - i'2^{l'(1-\frac{m}{2})}\right) = 2^{l' \left(\frac{m}{2} - 1\right)} - i' + 2^{1-\frac{m}{2}} \gtrsim 0,$$

hence

$$1 \gtrsim i2^{1-\frac{m}{2}} \approx i \quad \text{and} \quad 1 \gtrsim 2^{l' \left(\frac{m}{2} - 1\right)} - i'.$$

**Case 3:** $l > l' + 1$

In this case, Step 4 yields

$$1 \gtrsim \Delta_{l'ii}' = 2^{l' \left(\frac{m}{2} - 1\right)} \left(2^l + i2^{l(1-\frac{m}{2})} - 2^l - i'2^{l(1-\frac{m}{2})}\right) \gtrsim 2^{l' \left(\frac{m}{2} - 1\right)} (2^l - 2^{l'+1}) \gtrsim 2^{l' \left(\frac{m}{2} - 1\right)} 2^l \gtrsim 2^l,$$

which already implies $l' \leq l \lesssim 1$ and thus $i \leq 2^{l' \left(\frac{m}{2} - 1\right)} \lesssim 1$, as well as $i' \lesssim 1$ (Fig. 4).

To come to a similar conclusion concerning $j$ and $j'$, we consider the projection on the $y$-axis, denoted $Q(x, y, z) = y$. Then—cf. (19)—$Q(\xi_{kj}) = \Phi_n(x_{kj})$ and $Q(\xi_{li'}) = \Phi_p(x_{li})$, analogue for the primed coordinates.
Step 6

(i) \( Q(ξ_{lip}) - Q(ξ_{l'i'p}) \lesssim δ^{\frac{l'm}{2}} \)

(ii) \( Q(ξ_{kj'n}) - Q(ξ_{kjn}) \approx δ^{k \frac{m}{2}} (j' - j) \)

Part (ii):
Again, we use the mean value theorem: there exists a \( \tilde{x} \) between \( x_{kj} \) and \( x_{kj'} \) fulfilling
\[
Q(ξ_{kj'n}) - Q(ξ_{kjn}) = \Phi_n(x_{kj'}) - \Phi_n(x_{kj}) = \Phi'_n(\tilde{x})(x_{kj'} - x_{kj}) = \Phi'_n(\frac{\tilde{x}}{n^\beta})(x_{kj'} - x_{kj}).
\]
Notice that \( \tilde{x} \approx x_k \approx 2^k γ \), i.e.
\[
Q(ξ_{kj'n}) - Q(ξ_{kjn}) \approx (2^k γ)^{m-1}(x_{kj'} - x_{kj}) = 2^{k(m-1)} γ^{m-1}(j' - j) 2^{k(1-\frac{m}{2})} γ = δ^{k \frac{m}{2}} (j' - j).
\]

Part (i):
In this case, the mean value theorem provides a \( \tilde{x} \approx x_l \approx 2^l γ \) such that
\[
Q(ξ_{lip}) - Q(ξ_{l'i'p}) = \Phi_p(x_{li}) - \Phi_p(x_{l'i'}) = \Phi'_p(\tilde{x})(x_{li'} - x_{l'i'})
\approx (2^l γ)^{m-1} 2^{-l'\frac{m}{2}} γ Δ_{ll'i'i'} = δ \Delta_{ll'i'i'}.
\]
Since \( Δ_{ll'i'i'} \lesssim 1 \) by Step 4 and \( l' \approx l \) according to Step 5, the equation implies
\[
Q(ξ_{lip}) - Q(ξ_{l'i'p}) \lesssim δ^{l \frac{m}{2}},
\]
thus completing Step 6.
Step 7 $|j - j'| \lesssim 1$

We have

$$diam_Q(\Gamma_{kj'n}^\delta) = \sup_{\xi, \eta \in \Gamma_{kj'n}^\delta} |Q(\xi) - Q(\eta)|$$

$$= Q(x_{kj}, \Phi_n(x_{kj}) + O(\delta), n\beta) - Q(x_{kj}, \Phi_n(x_{kj} - 1), n\beta)$$

$$\approx \delta m 2^k + O(\delta)$$

$$\lesssim \delta m 2^k.$$

Using Step 6(i) we observe $diam_Q(\Gamma_{lip}^\delta) \lesssim \delta m 2^k$ and $diam_Q(\Gamma_{lip'}^\delta) \lesssim \delta m 2^k$.

Now we again apply Lemma 22:

$$Q(\xi_{kj'n}) - Q(\xi_{kjn}) + Q(\xi_{lip}) \leq diam_Q(\Gamma_{kj'n}^\delta) + diam_Q(\Gamma_{kjn}^\delta) + diam_Q(\Gamma_{lip}^\delta) + diam_Q(\Gamma_{lip'}^\delta) \lesssim \delta m 2^k.$$

It follows that

$$\delta m 2^k (j' - j) \lesssim \delta m 2^k = \delta m 2^k + \delta m 2^k \lesssim \delta m 2^k + \delta m 2^k \lesssim \delta m 2^k,$$

and thus $j' - j \lesssim 1$. This already implies the desired estimate, since $j \leq j' + 1$ according to Step 1. Together with Step 5, Step 7 completes the proof of Lemma 7.

3.3 Summary of the results

Corollary 8 For all $\xi \in \mathbb{R}^3$, we have

$$\#\{(\alpha, \mu) | \xi \in \Gamma_{\alpha} + \Gamma_{\mu} \} \leq 18C\beta^{-1},$$

where $C$ is the constant from Lemma 7.

Proof For $\xi \in \mathbb{R}^3$ let

$$M = \{(n, p) | \exists k, l, j, i : \xi \in \Gamma_{\alpha} + \Gamma_{\mu} \},$$

$$M(n, p) = \{ l | \exists l, j, i : \xi \in \Gamma_{\alpha} + \Gamma_{\mu}, l \leq k \},$$

$$M(n, p; k) = \{(l, j, i) | \xi \in \Gamma_{\alpha} + \Gamma_{\mu} \}.$$
Then the previous Lemma 5, 6 and 7 states
\begin{align}
\#M &\leq 3\beta^{-1} \\
\#M(n, p) &\leq 3 \quad \forall n, p \\
\#M(n, p; k) &\leq C \quad \forall n, p, k.
\end{align}

We proceed by
\begin{align}
\{(\alpha, \mu)\mid \xi \in \Gamma_\alpha^\delta + \Gamma_\mu^\delta\} &= \{(\alpha, \mu)\mid \xi \in \Gamma_\alpha^\delta + \Gamma_\mu^\delta, \ l \leq k\} \cup \{(\alpha, \mu)\mid \xi \in \Gamma_\alpha^\delta + \Gamma_\mu^\delta, \ l \geq k\} \\
&= \{(\alpha, \mu)\mid \xi \in \Gamma_\alpha^\delta + \Gamma_\mu^\delta, \ l \leq k\} \cup \{(\alpha, \mu)\mid \xi \in \Gamma_\mu^\delta +\Gamma_\alpha^\delta, \ k \leq l\},
\end{align}

and
\begin{align}
\{(\alpha, \mu)\mid \xi \in \Gamma_\alpha^\delta + \Gamma_\mu^\delta, \ l \leq k\} &= \{(\alpha, \mu)\mid (n, p) \in M, \ k \in M(n, p), \ (l, j, i) \in M(n, p; k)\}.
\end{align}

It follows
\begin{align}
\{(\alpha, \mu)\mid \xi \in \Gamma_\alpha^\delta + \Gamma_\mu^\delta\} &\leq 2\#\{(\alpha, \mu)\mid \xi \in \Gamma_\alpha^\delta + \Gamma_\mu^\delta, \ l \leq k\} \\
&= 2 \sum_{(n, p) \in M} \sum_{k \in M(n, p)} \#M(n, p; k) \\
&\leq 2 \cdot 3\beta^{-1} \cdot 3 \cdot C = 18\beta^{-1}
\end{align}

using Fubini’s theorem. \hfill \square

If we enlarge the sets \( \Gamma_\alpha^\delta \) in the right manner, the statement essentially remains valid:

**Corollary 9** For the sets \( \Gamma_\alpha^\delta \), we introduce their adjacent sets
\( \Gamma_{k,j;n}^\delta = (0, v_\delta, 0) + \Gamma_{k,j+u,n+w}^\delta \), \( u, v, w \in \{-1, 0, 1\} \),
as well as their “doubling”
\( G_{k,j;n}^\delta = \bigcup_{u,v,w \in \{-1,0,1\}} \Gamma_{k,j;n}^\delta \).

Then for every \( \xi \in \mathbb{R}^3 \):
\begin{equation}
\{(\alpha, \mu)\mid \xi \in G_\alpha^\delta + G_\mu^\delta\} \leq 3^3 \cdot 18\beta^{-1}.
\end{equation}

The last variation of this lemma is the version we want to apply finally.

**Corollary 10** Let \( 1 \leq s < \infty \) and \( G_{k,j;n}^\delta \) like above. Then there exists a constant \( C_s > 0 \) satisfying the following: Let \( f_{\alpha,\mu} \in C_0^\infty(\mathbb{R}^3) \), \( k, l = 0, \ldots, \lfloor \log_2 \gamma \rfloor - 1, \ j = 0, \ldots, 2^{\frac{m}{2}} - 1, \ i = 0, \ldots, 2^{\frac{m_i}{2}} - 1, \ n, p = \frac{1}{\beta}, \ldots, \frac{2}{\beta} - 1 \), be non-negative functions fulfilling
\[
\text{supp } f_{\alpha,\mu} \subset G_\alpha^\delta + G_\mu^\delta
\]

Then for all \( \xi \in \mathbb{R}^3 \)
\[
\left( \sum_{\alpha,\mu} f_{\alpha,\mu}(\xi) \right)^s \leq C_s \beta^{1-s} \sum_{\alpha,\mu} |f_{\alpha,\mu}(\xi)|^s.
\]
Consider two cuboids in $\mathbb{R}^3$ with two short and one long edge. Both cuboids shall lie at parallel planes (we will concretise this soon). If we form the convolution of two functions, each one supported in one of the cuboids, what can we say about the $L^p$-Norm, depending on size and relative position?

For $i = 1, 2$ let $A_i = \{(x, y) : |x| \leq \frac{\gamma_i}{2}, |y - m_i x| \leq \frac{\gamma_i}{\delta}\}$. We assume that $\delta \ll \gamma_2, \gamma_1$ and moreover, that the slope $m_i$ of the boxes is bounded by an absolute constant (i.e. not depending on $\delta$ and $\gamma_i$). For convenience, let $\gamma_2 \leq \gamma_1$ (Fig. 5).

Furthermore, we configure the position of the figures relative to each other. Let $\alpha = \angle(A_1, A_2)$ be the angle between the parallelograms, i.e. between their longer sides (Fig. 6). The assumption of the boundedness of the slopes guarantees

$$\sin \alpha \approx \alpha \approx \tan \alpha.$$  \hspace{1cm} (33)

Now we introduce the parallelepipeds $Q_i = A_i \times (0, \beta) \subset \mathbb{R}^3$. Let $\xi_i \in \mathbb{R}^3$ and $\phi_i$ a bump function adopted to $\xi_i + Q_i$.

The main result of this section is the following:

**Lemma 11** Let $1 \leq s < \infty$. Then

$$\int_{\mathbb{R}^3} |\phi_1 \ast \phi_2|^s \, dx \lesssim \frac{(\beta \delta)^{(s+1)}}{(1 + \frac{\gamma_2}{\delta} \alpha)^{s-1}} \gamma_1^s \gamma_2.$$  \hspace{1cm} (34)

At the beginning a simple remark:

**Remark 12** For $C > 0$ and $i = 1, 2$ let $B_i$ be symmetric ($B_i = -B_i$) subsets of $\mathbb{R}^n$, $x_i \in \mathbb{R}^n$, $\text{supp } \psi_i \subset x_i + B_i$ and $\|\psi_i\|_\infty \leq C$. Then

$$\|\psi_1 \ast \psi_2\|_\infty \leq C^2 \sup_z |B_1 \cap (z + B_2)|.$$  \hspace{1cm} (35)

![Fig. 5 Parallelogram $A_i$](image-url)
Further we need to estimate the size of the intersection $|A_1 \cap A_2|$ and the sum $|A_1 + A_2|$, which is by some basic geometric considerations.

**Lemma 13** We have

$$|A_1 \cap A_2| \lesssim \frac{\delta^2 \gamma_2}{\max \{\delta, \gamma_2 \alpha\}} \approx \frac{\delta^2 \gamma_2}{\delta + \gamma_2 \alpha}.$$

**Lemma 14**

$$|A_1 + A_2| \lesssim \gamma_1 (\delta + \gamma_2 \alpha).$$

This observations at hand prove Lemma 11:

**Proof**

$$\int_{\mathbb{R}^3} |\phi_1 \ast \phi_2|^s \, dx \leq \|\phi_1 \ast \phi_2\|_s^s |\text{supp}(\phi_1 \ast \phi_2)|$$

$$\lesssim \underbrace{\left( \sup_{\eta \in \mathbb{R}^3} |Q_1 \cap (\eta + Q_2)| \right)^s}_{\text{Lemma 12}} |\xi_1 + Q_1 + \xi_2 + Q_2|$$

$$= |Q_1 \cap Q_2|^s |Q_1 + Q_2|$$

$$= |(A_1 \cap A_2) \times (0, \beta)|^s |(A_1 \times (0, \beta)) + (A_2 \times (0, \beta))|$$

$$= |A_1 \cap A_2|^s \beta^s |(A_1 + A_2) \times (0, 2\beta)|$$

$$\lesssim \underbrace{\left( \frac{\delta^2 \gamma_2}{\delta + \gamma_2 \alpha} \right)^s}_{\text{Lemma 13}} |(A_1 + A_2)| \beta^{s+1}$$

$$\lesssim \underbrace{\left( \frac{\delta^2 \gamma_2}{\delta + \gamma_2 \alpha} \right)^s}_{\text{Lemma 14}} \gamma_1 (\delta + \gamma_2 \alpha) \beta^{s+1}$$
\[ = \frac{\delta^{2s} \gamma_2^s \gamma_1}{(\delta + \gamma_2^s \alpha)^{s-1}} \beta^{s+1} \]
\[ = \frac{(\beta \delta)^{s+1} \gamma_2^s \gamma_1}{(1 + \gamma_2^s \alpha)^{s-1}}. \]

\[\square\]

5 Proof of the main theorem

Before we start to complete the proof of Theorem 3, we need a further lemma, which concretises the general results from the previous chapter in our special situation (Fig. 7).

5.1 Application of the results from Chapter 4

Lemma 15 Let \(1 \leq s < \infty\). The functions \(\phi_{k,j,n}\) introduced in the previous chapter satisfy the following estimates:

(i) If \(|k - l| \gg 1\), then

\[ \int |\phi_{k,j,n} * \phi_{l,p}|^s \, dx \lesssim (\beta \delta \gamma)^{s+1} 2^{k+j} \left(\frac{k+j}{2}m(m-1)(s-1)\right). \]  

(ii) If \(|k - l| \lesssim 1\), we find either a function \(f : I_k \to I_l\) with \(\forall i \in I_l : |\{j : f(j) = i\}| \lesssim 1\) or a function \(g : I_l \to I_k\) with \(\forall j \in I_k : |\{i : g(i) = j\}| \lesssim 1\) such that

\[ \int |\phi_{k,j,n} * \phi_{l,p}|^s \, dx \lesssim (\beta \delta \gamma)^{s+1} 2^{k+j} \left(\frac{k+j}{2} + \frac{m}{2}\right) \frac{1}{1 + h(i, j)} \]  

\[ \lesssim (\beta \delta \gamma)^{s+1} 2^{k+j} \left(\frac{k+j}{2} + \frac{m}{2}\right) \frac{1}{1 + h(i, j)} \]  

Fig. 7 Angle between the translations to the origin of the projections
where
\[ h(i, j) = |f(j) - i| \quad \text{or} \quad h(i, j) = |j - g(i)|. \] (38)

**Proof** Recall the definition of \( \tilde{\Gamma}_{kn} = \{(x, y, z) \in \mathbb{R}^3 \mid n\beta \leq z \leq (n + 1)\beta, \ |y - \Phi_n(x)| \leq 10m\delta, \ x_{kj} \leq x \leq x_{kj+1}\). The projections of these sets on \( x - y \)-space are contained in parallelograms with slope \( \Phi_n'(x_{kj}) \), thickness \( O(\delta) \) and width \( \gamma_k \). When we shift their centers to the origin, they intersect with angle
\[ \alpha = |\arctan \Phi_n'(x_{kj}) - \arctan \Phi_p'(x_{li})|. \] (39)

Since \( \Phi' \) and therefore as well \( \Phi_n' = \Phi' \left( \frac{\cdot}{n\beta} \right) \) and \( \Phi_p' \) are bounded from above and from below independently of \( n \) and \( p \), we have
\[ \alpha \approx |\Phi_n'(x_{kj}) - \Phi_p'(x_{li})|. \] (40)

At first we consider the case (i) \( |k - l| \gg 1 \) and assume without loss of generality \( l \leq k \), we obtain due to the dyadic nature of the construction
\[ \alpha \approx \Phi_n'(x_{kj}) \approx (2^k \gamma)^{m-1} \]
\[ = \frac{\gamma^m}{2^{k(1-\frac{m}{2})}} \gamma^\frac{m}{2} \]
\[ = \frac{\delta}{\gamma_k} \gamma^\frac{m}{2}. \] (41)

The case (ii) \( |k - l| \lesssim 1 \) is a bit more complicated. This is due to the fact that we decomposed orthogonal to the \( x \)-axis, regardless the cone-like shape of the surface. Formula (40) illustrates the difficulties: in the special case \( n = p \) we get rid of the difference by the fundamental theorem of calculus, but unfortunately, the general case appears much harder.

Instead of this, we choose another approach: let \( k, l, n, p \) be fixed and \( a_i = \Phi_p'(x_{li}) \), \( b_j = \Phi_n'(x_{kj}) \). Then for all \( j, j' \)
\[ |b_j - b_{j'}| = |\Phi_n'(x_{kj}) - \Phi_n'(x_{kj'})| \]
\[ \approx \Phi_n''(x_k)|x_{kj} - x_{kj'}| \]
\[ \approx (2^k \gamma)^{m-2}\gamma_k |j - j'| \]
\[ = 2^k \gamma^{m-1}\gamma_k |j - j'| \]
\[ = \frac{\delta}{\gamma_k} |j - j'|. \] (42)

In the same manner we obtain
\[ |a_i - a_{i'}| \approx \frac{\delta}{\gamma_l} |i - i'| \approx \frac{\delta}{\gamma_k} |i - i'|. \] (43)

This basically means that we have a good idea how to compare the \( a_i \) with each other, the same with the \( b_j \)'s. But we lack control in comparing some \( a_i \) with a \( b_j \). Therefore we apply the abstract result of Lemma 23. At first we check the preconditions:

The sequences \( a_i, i \in I_l \) and \( b_j, j \in I_p \) are increasing, since (for instance) \( x_{li} < x_{li} + \gamma_l = x_{l,i+1} \) and \( \Phi_p' \) is monotonously increasing. Thus we may apply Lemma 23 to the renormed

\( \therefore \) Springer
sequences $\frac{L_k}{3}a_i$ and $\frac{L_k}{3}b_j$. Provided $b_{2^{km/2-1}} - b_0 \leq a_{2^{km/2-1}} - a_0$ we get a function $f : I_k \to I_l$ almost injective, i.e. $\forall i \in I_l : |\{j \in I_k : f(j) = i\}| \lesssim 1$, and fulfilling

$$|a_i - b_j| \geq \frac{1}{2}|a_i - a_{f(j)}| \quad \forall i \in I_l \forall j \in I_k.$$  

(44)

Consequently

$$\alpha \approx |\Phi'_n(x_{kj}) - \Phi'_p(x_{li})|$$

(43)

$$\geq |a_i - a_{f(j)}|$$

(42)

$$\approx \frac{\delta}{\gamma_k} |i - f(j)|.$$  

Provided $b_{2^{km/2-1}} - b_0 > a_{2^{km/2-1}} - a_0$ we switch the roles of $a_i$ and $b_j$ and obtain a correspondingly result; in any case, we obtain a function $h$ as desired and fulfilling

$$\alpha \gtrsim \frac{\delta}{\gamma_k} h(i, j).$$  

(45)

Combining (41) and (45) we see that

$$\gamma_k \frac{\delta}{\alpha} = \begin{cases} 2^{k} \frac{m}{2}, & \text{if } l \ll k \\ h(i, j), & \text{if } |k - l| \lesssim 1. \end{cases}$$  

(46)

Using Lemma 11 and taking into account $l \leq k$, i.e. $\gamma_k \leq \gamma_l$, we conclude

$$\int |\phi_{kn} * \phi_{lip}|^s \, dx \lesssim \frac{(\beta \delta)^{s+1}}{(1 + \frac{L_k}{3}\alpha)^{s-1}} \gamma_k^s \gamma_l$$

$$= \frac{(\beta \delta)^{s+1}}{(1 + \frac{L_k}{3}\alpha)^{s-1}} 2^{k(1-\frac{m}{2})s} 2^{(1-\frac{m}{2})}$$

$$= \frac{(\beta \delta)^{s+1}}{(1 + \frac{L_k}{3}\alpha)^{s-1}} 2^{k} 2^{l} 2^{(2-m)}$$

$$= (\beta \delta)^{s+1} 2^{\frac{k+l}{2}(1+s-sm)} \cdot \frac{2^{(s-1) + \frac{l}{2}(ms-m-s+1)}}{(1 + \frac{L_k}{3}\alpha)^{s-1}}.$$  

It remains to consider the second expression. In the case $l \ll k$, it is transformed by (46) into

$$\frac{2^{k} (s-1) + \frac{l}{2} (ms-m-s+1)}{(1 + \frac{L_k}{3}\alpha)^{s-1}} \approx \frac{2^{k} (s-1) + \frac{l}{2} (ms-m-s+1)}{2^{(s-1)\frac{m}{2}}}$$

$$= 2^{k} (s-1) + \frac{l}{2} (ms-m-s+1)$$

$$= 2^{k} (s-1) - \frac{l}{2} (m-1)(s-1).$$
whereas in the case $|k - l| \lesssim 1$, it gives

$$
\frac{2^\frac{k}{s}(s-1) + \frac{l}{s}(ms - m - s + 1)}{(1 + \frac{\sqrt{s}}{3}\alpha s^{s-1}} = \frac{2^\frac{k}{s}(s-1) + \frac{l}{s}(ms - m - s + 1)}{(1 + h(i, j))^{s-1}}
$$

$$
k \approx 2 \frac{k + l}{4} (s - 1 + \frac{k + l}{4} (ms - m + s - 1)}{(1 + h(i, j))^{s-1}}
$$

$$
= (1 + h(i, j))^{s-1}
$$

$$
= \left( \frac{k + l m}{2} \frac{s}{n} \right)^{s-1},
$$

whereby the claim is verified.

5.2 Completing the proof

One further intermediate step will be helpful since we get rid of the split-up in the two different cases from the previous lemma.

**Lemma 16** Let $\frac{3}{p'} < \frac{1}{q} < \frac{1}{2} + \frac{1}{p'}$ and

$$\frac{1}{s} + \frac{2}{p'} = 1. \quad (47)$$

Then for all $k, l, n, p$ and for all finite sequences $a \in \mathbb{R}^k, b \in \mathbb{R}^l$ we have

$$\sum_{ij} |a_j|^s |b_l|^s \int |\phi_{k-jn} * \phi_{l-ip}|^s dx \lesssim (\beta \delta \gamma)^{s+1} \|a\|_{q'}^s \|b\|_{q'}^s 2^\frac{k+l}{2} (1 + s - sm + m \left(1 - \frac{s}{q'}\right)) 2^{-\frac{k+l}{2} (m-1)(s-1)}.$$

**Proof** At first we consider the case $|k - l| \gg 1$. Hölder’s inequality implies

$$\sum_j |a_j|^s \lesssim \left( \sum_j |a_j|^{q'} \right)^{\frac{s}{q'}} \left( \sum_{j=0}^{2^\frac{k+l}{2} (1 + s - sm + m \left(1 - \frac{s}{q'}\right))} 2^{-\frac{k+l}{2} (m-1)(s-1)} \right)$$

which, together with Lemma 15, results in the desired estimate.

In the case $|k - l| \leq 1$ we apply Lemma 20 with parameter

$$r = \frac{q'}{s}. \quad (48)$$

Since we assumed $\frac{1}{q} < \frac{1}{2} + \frac{1}{p'}$, it follows

$$\frac{1}{q'} = 1 - \frac{1}{q} > 1 - \frac{1}{p'} = \frac{1}{2} \left(1 - \frac{2}{p'}\right)^{\frac{p}{2} = \frac{1}{2s}}. \quad (49)$$
thus
\[ r = \frac{q'}{s} < 2. \tag{50} \]

Furthermore, we have
\[
\frac{1}{p'} = 1 - s \frac{q'}{q} = 1 - s + s \frac{q}{q'}
\]

\[
> 1 - s + s \frac{3}{p'} = 1 - s + \frac{3s}{2} \frac{2}{p'}
\]

\[
= 1 - s + \frac{3s}{2} \left(1 - \frac{1}{s}\right) = -(s - 1) + \frac{3}{2}(s - 1)
\]

\[ = \frac{s - 1}{2}, \]

i.e.
\[ Q := (s - 1) \frac{r'}{2} < 1. \tag{51} \]

Assume for simplicity once more that \( l \leq k \). To apply the lemma, we have to analyse the kernel \( G_{k+l}^r = \frac{x}{2k + \frac{m}{2}} \) from (37), \( x \in [0, 2k + \frac{m}{2} - 1] \). It fulfills
\[
\int_{0}^{2k + \frac{m}{2} - 1} G_{k+l}^{\frac{s-1}{Q}} dx \leq \int_{1}^{2k + \frac{m}{2}} \left(\frac{2k + \frac{m}{2}}{x}\right)^{\frac{s-1}{Q}} dx = 2k + \frac{m}{2} \int_{1}^{1 - \frac{1}{Q}} x^{1 - \frac{1}{Q}} dx = 2k + \frac{m}{2} \left[\frac{x^{1 - \frac{1}{Q}}}{1 - \frac{1}{Q}}\right]_{0}^{\frac{1}{1 - \frac{1}{Q}}} \approx 2k + \frac{m}{2}. \tag{52} \]

Next we again apply Lemma 15, but this time part (ii), though we just discuss the first case \( h(i, j) = |f(j) - i| \). The lemma states
\[
\sum_{ij} |a_j|^s |b_i|^s \int |\phi_{kn} \ast \phi_{ip}|^s dx
\]

\[
\lesssim (\beta \delta \gamma)^{s+1} \sum_{ij} |a_j|^s |b_i|^s \frac{2 \frac{k+l}{2} (1+s-sm)}{1 + |f(j) - i|} \left[\frac{2 \frac{k+l}{2}}{1 + |f(j) - i|}\right]^{s-1} \tag{53} \]

and according to Lemma 20
\[
\sum_{ij} |a_j|^s |b_i|^s \left[\frac{2 \frac{k+l}{2}}{1 + |f(j) - i|}\right]^{s-1} \lesssim \|a^s\|_r \|b^s\|_r \|G_{k+l}^{\frac{s-1}{Q}}\|_{\frac{s'}{Q}} \tag{51} \]

\[ \lesssim \|a^s\|_r \|b^s\|_r \frac{k+l}{2} m \left(1 - \frac{1}{q'}\right) \tag{47} \]

\[ \|a^s\|_{q'} \|b^s\|_{q'} \frac{k+l}{2} m \left(1 - \frac{1}{q'}\right). \]
Putting this into (53) yields the claim, when we insert the expression \(2^{-\frac{|k-l|}{2}}(m-1)(s-1)\), which is of constant order in case of \(|k-l| \lesssim 1\).

Eventually we can complete the proof of Theorem 3. Let us recall the statement:

**Theorem** Let \(p' > m + 1, \frac{3}{p'} < \frac{1}{q} < \frac{1}{2} + \frac{1}{p'}\), then

\[
\| \sum_{\alpha} a_{\alpha} \hat{\phi}_{\alpha} \|_{p'} \lesssim \delta^s \| \sum_{\alpha=(k,j,n)} a_{\alpha} ((2^k - 1)q)^{\frac{1}{q}-\frac{m+1}{p'}} \phi_{\alpha} \|_{q'}
\]

(54)

holds for all \(\delta > 0\) and for all sequences \(a_{\alpha}\).

**Proof** Since \(2 < p' < \infty\), we find \(s \in (1, \infty)\) such that

\[
\frac{1}{s} + \frac{2}{p'} = 1.
\]

(55)

Since even \(4 < p', \frac{p'}{2} > 2\) holds, thus we can apply Youngs inequality:

\[
\| \sum_{\alpha} a_{\alpha} \hat{\phi}_{\alpha} \|_{p'}^{2s} = \| \sum_{a,\mu} a_{\alpha} a_{\mu} \hat{\phi}_{\alpha} \hat{\phi}_{\mu} \|_{\frac{p'}{2}}^{s} = \|3 \left( \sum_{a,\mu} a_{\alpha} a_{\mu} \phi_{\alpha} * \phi_{\mu} \right)\|_{p'}^{s} \leq \| \sum_{a,\mu} a_{\alpha} a_{\mu} \phi_{\alpha} * \phi_{\mu} \|_{s}^{s}
\]

Young

\[
= \int \left| \sum_{a,\mu} a_{\alpha} a_{\mu} \phi_{\alpha} * \phi_{\mu} \right|^{s} \, dx.
\]

Now we exploit the estimate from Chapter 3 of the overlap of the supports of the functions \(\phi_{\alpha} * \phi_{\mu}\):

\[
\| \sum_{\alpha} a_{\alpha} \hat{\phi}_{\alpha} \|_{p'}^{2s} \leq \int \left| \sum_{a,\mu} a_{\alpha} a_{\mu} \phi_{\alpha} * \phi_{\mu} \right|^{s} \, dx.
\]

Corollary 10

\[
\lesssim \beta^{1-s} \sum_{a,\mu} |a_{\alpha}|^s |a_{\mu}|^s \int \left| \phi_{\alpha} * \phi_{\mu} \right|^{s} \, dx
\]

Lemma 16

\[
\lesssim \beta^{2} (\delta^s)^{s+1} \sum_{k,l,n} \|a_{kn}\|_{q'}^{s} \|a_{lp}\|_{q}^{s} \quad 2^{-\frac{1}{2} - (1 + s - m + m(1 - \frac{s}{q}) - \frac{1}{2}) - |k-l| (m-1)(s-1)},
\]

where \(a_{kn} = (a_{k,j,n})_{j \in I_k}, a_{lp} = (a_{l,i,p})_{i \in I_l}\). Notice that for fixed \(k\) Hölder’s inequality implies

\[
\sum_{n} \|a_{kn}\|_{q'}^{s} \leq \left( \sum_{n} \|a_{kn}\|_{q'}^{q} \right)^{1-\frac{s}{q'}} \left( \sum_{n=1}^{\infty} 1 \right)^{\frac{1}{q'}} = \|a_{k}\|_{q'} \left( \frac{1}{\beta} \right)^{1-\frac{s}{q'}} = \|a_{k}\|_{q'} \beta^{\frac{s}{q'}},
\]

(56)
where \( a_k = (a_{kn})_{j,n} \). Implementing this in our equations yields

\[
\left\| \sum_{\alpha} a_{\alpha} \hat{\phi}_{\alpha} \right\|_{p'}^{2s} \lesssim \beta^{2s} (\delta\gamma)^{(s+1)} \left( \sum_{k} \|a_k\|_{q'}^{s} \|a_l\|_{q''}^{s} 2^{\frac{k}{q'}} \|a_{l'}\|_{q''}^{s} 2^{\frac{k}{q''}} \|a_{l''}\|_{q''}^{s} 2^{\frac{k}{q''}} \right)^{\frac{2s}{q'}} \\
= \beta^{2s} (\delta\gamma)^{(s+1)} \left( \sum_{k} \|a_k\|_{q'}^{s} \|a_l\|_{q''}^{s} 2^{\frac{k}{q'}} \|a_{l'}\|_{q''}^{s} 2^{\frac{k}{q''}} \|a_{l''}\|_{q''}^{s} 2^{\frac{k}{q''}} \right)^{\frac{2s}{q'}} \\
= \beta^{2s} (\delta\gamma)^{(s+1)} \left( \sum_{k} \|a_k\|_{q'}^{s} \|a_l\|_{q''}^{s} 2^{\frac{k}{q'}} \|a_{l'}\|_{q''}^{s} 2^{\frac{k}{q''}} \|a_{l''}\|_{q''}^{s} 2^{\frac{k}{q''}} \right)^{\frac{2s}{q'}}. 
\]

(57)

We again apply Lemma 20 for \( r = \frac{q'}{s} \) (recall \( r < 2 \), cf. (50)):

\[
\left\| \sum_{\alpha} a_{\alpha} \hat{\phi}_{\alpha} \right\|_{p'}^{2s} \lesssim \beta^{2s} (\delta\gamma)^{s+1} \left( \sum_{k} \|a_k\|_{q'}^{s} \|a_l\|_{q''}^{s} 2^{\frac{k}{q'}} \|a_{l'}\|_{q''}^{s} 2^{\frac{k}{q''}} \|a_{l''}\|_{q''}^{s} 2^{\frac{k}{q''}} \right)^{\frac{2s}{q'}} \\
= \left( \delta\gamma \right)^{s+1-\frac{2s}{q'}} \gamma \left( \sum_{k} \|a_{k}^{(2k\gamma)}\|_{q'}^{s} \|a_{l}^{(2k\gamma)}\|_{q''}^{s} 2^{\frac{k}{q'}} \|a_{l'}^{(2k\gamma)}\|_{q''}^{s} 2^{\frac{k}{q''}} \|a_{l''}^{(2k\gamma)}\|_{q''}^{s} 2^{\frac{k}{q''}} \right)^{\frac{2s}{q'}} \\
\times \left( \sum_{k} \|a_{k}^{(2k\gamma)}\|_{q'}^{s} \|a_{l}^{(2k\gamma)}\|_{q''}^{s} 2^{\frac{k}{q'}} \|a_{l'}^{(2k\gamma)}\|_{q''}^{s} 2^{\frac{k}{q''}} \|a_{l''}^{(2k\gamma)}\|_{q''}^{s} 2^{\frac{k}{q''}} \right)^{\frac{2s}{q'}}. 
\]

(58)

We determine the exponents: it holds

\[
(m+1) \left( s + 1 - \frac{2s}{q'} \right) - \left( \frac{1-m}{2} + \frac{m+1}{2s} - \frac{1}{q'} \right) 2s \\
= 2s \left[ \left( m+1 \right) \left( \frac{1}{2} + \frac{1}{2s} - \frac{1}{q'} \right) - \frac{1-m}{2} - \frac{m+1}{2s} + \frac{1}{q'} \right] \\
= 2s \left[ \frac{m+1}{2} - \frac{m}{q'} - \frac{1-m}{2} \right] \\
= 2s \left[ \frac{m+1}{2} - \frac{m}{q'} \right] = \frac{2sm}{q}. 
\]

(59)

and

\[
\frac{1-m}{2} + \frac{m+1}{2s} - \frac{1}{q'} = \frac{1}{q} - \frac{m+1}{2} + \frac{m+1}{2s} = \frac{1}{q} - \frac{m+1}{2} \left( 1 - \frac{1}{s} \right) \left( 54 \right) \frac{1}{q} - \frac{m+1}{p'}. 
\]

(60)

A further computation shows

\[
\int \phi_{\alpha}^{q'} dx \approx |\Gamma_{\alpha}^{\delta}| = |\Gamma_{k,j,n}^{\delta}| \approx \gamma_{k} \beta \delta = 2^{k(1-\frac{m}{2})} \gamma \beta \delta, 
\]

(61)
thus (58) translates into
\[
\| \sum \alpha_k \phi_\alpha \|_{L^{p'}}^2 \lesssim \gamma^{m/s} \left( \sum_k \| a_k (2^k \gamma)^{1 - \frac{m+1}{p'}} \|_{q'}^{q'} \right)^{\frac{2s}{q'}}
\]

\[
\delta \frac{2s}{q'} \left( \int \sum \alpha_k (2^k \gamma)^{1 - \frac{m+1}{p'}} \phi_\alpha \|_{q'}^{q'} \right)^{\frac{2s}{q'}}
\]

\[
\approx \left( \delta \frac{1}{q} \sum \alpha_k (2^k - 1) \gamma^{- \frac{m+1}{p'}} \phi_\alpha \|_{q'}^{q'} \right)^{\frac{2s}{q'}}
\]

completing the proof of Theorem 3. \hfill \Box

6 On the necessity of the Lorentz space

We will give a short explanation why the weak-type estimate in Theorem 1 for certain values of \( p \) and \( q \) cannot be improved to the strong type estimate.

Lemma 17  Let \( m \geq 1, s > 0, 0 \leq \alpha < 1 \) and let \( R \gg 1 \) be sufficiently large. Then

(i) \[
\left| \Re \int_{\frac{1}{R}}^{R} e^{-ix^m x^{-\alpha}} \, dx \right| \geq c > 0.
\]

and

(ii) For \( 1 \ll u^m \ll v \) we have

\[
\left| \int_{\frac{1}{R}}^{R} e^{-i(x^m - uv^{-\frac{1}{m}} x)^{-\alpha}} \left( 1 - \frac{m \log x}{\log v} \right)^{-s} \, dx \right| \geq c^2.
\]

and

\[
\left| \int_{\frac{1}{R}}^{R} e^{-i(x^m - uv^{-\frac{1}{m}} x)^{-\alpha}} \left( 1 - \frac{m \log x}{\log v} \right)^{-s} \, dx \right| \leq 2C.
\]

Proof To prove (i), introduce \( \beta = \frac{\alpha-1}{m} + 1 \in (0, 1) \). Using a contour integral, we can transform

\[
m \int_{R^{-\frac{1}{m}}}^{R^\frac{1}{m}} e^{-ix^m x^{-\alpha}} \, dx = \int_{\frac{1}{R}}^{R} e^{-iy} y^{-\beta} \, dy
\]

into

\[
\int_{\frac{1}{R}}^{R} e^{-t t^{-\beta}} \, dt.
\]
Observe that
\[
\int_0^\infty e^{-t} t^{-\beta} \, dt = \gamma(1 - \beta) \neq 0,
\] (67)
whereas the remaining contributions are small as \( R \to \infty \).

It is easy to deduce (ii) from (i): If \( R \) is fixed, we may choose \( \frac{u}{v^s} \) small enough and \( v \) large enough such that the functions under the integrals in (i) and (ii) differ at most \( O(R^{-1}) \). \( \square \)

**Lemma 18** Let \( m \geq 2, s \geq 0, 0 \leq \alpha < 1 \) and \( 1 \ll u^m \ll v \). Then
\[
|\Re \int_0^1 e^{i(u(x-v)m) x^{-\alpha}} |\log(x)|^{-s} \, dx| \gtrsim v^\frac{\alpha-1}{m} \log^{-s}(v)
\] (68)
and
\[
|\int_0^1 e^{i(u(x-v)m) x^{-\alpha}} |\log(x)|^{-s} \, dx| \lesssim v^\frac{\alpha-1}{m} \log^{-s}(v).
\] (69)

**Proof** Applying the change of variables \( x = v^{-\frac{1}{m}} y \) we see that
\[
\int_0^1 e^{i(u(x-v)m) x^{-\alpha}} |\log(x)|^{-s} \, dx \approx v^\frac{\alpha-1}{m} \log^{-s}(v) \int_0^{v^\frac{1}{m}} e^{i(u x^{-\frac{1}{m}} y - y m) y^{-\alpha}} \times \left| 1 - \frac{m \log(y)}{\log(v)} \right|^{-s} \, dy.
\]

We decompose the set of integration into \([0, 1/R], [1/R, R], [R, v^{1/m}]\) and \([v^{1/m}, \frac{1}{2} v^{1/m}]\). We saw in Lemma 17 that
\[
|\Re \int_0^1 e^{i(u x^{-\frac{1}{m}} y - y m) y^{-\alpha}} \left| 1 - \frac{m \log(y)}{\log(v)} \right|^{-s} \, dy| \gtrsim 1
\] (70)
and
\[
|\int_0^1 e^{i(u x^{-\frac{1}{m}} y - y m) y^{-\alpha}} \left| 1 - \frac{m \log(y)}{\log(v)} \right|^{-s} \, dy| \lesssim 1.
\] (71)

It remains to show that the other contributions to the integral are sufficiently small.

For the first part of the integral, we have
\[
|\int_0^{v^{1/m}} e^{i(u x^{-\frac{1}{m}} y - y m) y^{-\alpha}} \left| 1 - \frac{m \log(y)}{\log(v)} \right|^{-s} \, dy| \lesssim \int_0^{v^{1/m}} y^{-\alpha} \, dy \approx R^{\alpha-1} \rightarrow 0 \quad (72)
\]

For the third and fourth part where \( y \geq R \) we have
\[
\frac{d}{dy} \left( y^m - uv^{-\frac{1}{m}} y \right) = my^{m-1} - uv^{-\frac{1}{m}} \gg R
\]
and we may apply integration by parts. For any \( c, d \) with \( R \leq c \leq y \leq d \leq \frac{1}{2} v^{1/m} \) we have that \( 1 - \frac{m \log(y)}{\log(v)} \geq 1 - \frac{m \log(d)}{\log(v)} \) and \( \log v - m \log y \geq \log v - m \log \left( \frac{1}{2} v^{1/m} \right) = m \log 2 \), thus
\[
\left| \int_c^d e^{i(u v^{-\frac{1}{m}} y - y m) y^{-\alpha}} \left| 1 - \frac{m \log(y)}{\log(v)} \right|^{-s} \, dy \right| \lesssim \frac{1}{R} \left| 1 - \frac{m \log(d)}{\log(v)} \right|^{-s} c^{-\alpha}.
\]

\( \copyright \) Springer
If we choose \( c = R \) and \( d = v^{1/m} \), then \( 1 - \frac{m \log(d)}{\log(v)} = \frac{1}{2} \). Hence we have

\[
\left| \int_{\frac{1}{2}v^{m}}^{v^{m}} e^{i(ux^{m}z^{-1} - y^{m})} y^{-\alpha} \left| 1 - \frac{m \log(y)}{\log(v)} \right|^{-s} dy \right| \leq R^{-1-\alpha}. \tag{73}
\]

If we choose \( c = v^{1/m} \) and \( d = \frac{1}{2}v^{m} \), then \( 1 - \frac{m \log(d)}{\log(v)} = \frac{m \log 2}{\log v} \). We obtain

\[
\left| \int_{\frac{1}{2}v^{m}}^{v^{m}} e^{i(ux^{m}z^{-1} - y^{m})} y^{-\alpha} \left| 1 - \frac{m \log(y)}{\log(v)} \right|^{-s} dy \right| \leq \frac{1}{R} v^{-\frac{m}{2}} \log^s(v) \ll \frac{1}{R}. \tag{74}
\]

\[ \square \]

**Lemma 19** Let \( \sigma \) be the Lebesgue measure of \( S = \{ (x, x^mz^{1-m}, z) | x \in [0, 1], z \in [1, 2] \} \), and let \( \frac{1}{q} = \frac{m+1}{p'} \). If the adjoint restriction estimate

\[
\| \widehat{\int d\sigma} \|_{p'} \leq C \| f \|_{L^{q'}(S)}
\]

holds true for some constant \( C > 0 \) and any \( f \in L^{q'}(S) \), then \( q \geq p \).

**Proof** We will show that if \( q < p \), then the restriction estimate fails. If \( q < p \), i.e. \( \frac{q}{q} < \frac{1}{p'} \leq 1 \), we find \( r > 1 \) such that

\[
s := \frac{r}{q} < \frac{1}{p'}.
\]

Let \( f(x, z) = f_1(x/z) \chi_{[x/z \leq 1/2]} \), \( f_1(x) = x^{-\frac{1}{q'}} \log^{-s}(1/x), 0 < x < \frac{1}{2} \). We claim that \( f \in L^{q'}(S) \).

In the case \( \frac{1}{q'} > 0 \), we have \( s = \frac{r}{q} > \frac{1}{q'} \), i.e. \( 1 - sq' < 0 \). Thus we conclude

\[
\int_{1}^{2} \int_{0}^{1} |f(x, z)|^{q'} \, dx \, dz
\]

\[
\approx \int_{0}^{1} x^{-1} \log^{-sq'}(1/x) \, dx \int_{1}^{2} \, dz
\]

\[
= \int_{2}^{\infty} x^{-1} \log^{-sq'}(x) \, dx
\]

\[
\approx \left[ \log^{1-sq'}(x) \right]_{2}^{\infty} < \infty.
\]

In the case \( \frac{1}{q'} = 0 \), we have \( s = 0 \) and \( f_1 \equiv 1 \), i.e. \( f = \chi_{[x/z \leq 1/2]} \in L^\infty(S) \).

Further we have

\[
\widehat{\int \, d\sigma} (u, -v, w)
\]

\[
= \int_{1}^{2} \int_{0}^{z/2} e^{i(ux+uz^{m}z^{1-m})} f_1(x/z) \, dx \, dz
\]

\[
= \int_{1}^{2} ze^{izw} \int_{0}^{1/2} e^{iz(ux-ux^{m})} f_1(x) \, dx \, dz
\]

\[
= \int_{1}^{2} ze^{izw} F_{u,v}(z) \, dz
\]
if we define
\[ F_{u,v}(z) = \int_0^{1/2} e^{iz(ux-vx^m)} f_1(x) \, dx = F_{zv}(1). \]  

(77)

Since \( z \to \Re z e^{izw} F_{u,v}(z) \) is a continuous real-valued function, there exists \( z_0 \in [1, 2] \) such that
\[ \Re f \, d\sigma(u, -v, w) = \Re \int_1^2 z e^{izw} F_{u,v}(z) \, dz = \Re z_0 e^{iz_0w} F_{u,v}(z_0). \]

We know from Lemma 18 that there exist constants \( C_0, c_0 > 0 \) such that for all \( 1 \ll u^m \ll v \)
\[ |\Re F_{u,v}(1)| \geq c_0 v^{1/q' - 1/m} \log^{-s}(v) \]  
(78)

\[ |F_{u,v}(1)| \leq C_0 v^{1/q' - 1/m} \log^{-s}(v). \]  
(79)

Observe that \( z_0 \in [1, 2] \). We conclude that for all \( 1 \ll u^m \ll v, w \in [0, \varepsilon] \) we have
\[ |\Re f \, d\sigma(u, -v, w)| = |\Re z_0 e^{iz_0w} F_{z_0u,z_0v}(1)| \]
\[ \geq z_0 [\Re F_{z_0u,z_0v}(1)] \cos(z_0w) - |F_{z_0u,z_0v}(1)| |\sin(z_0w)| \]
\[ \geq v^{1/q' - 1/m} \log^{-s}(v) [c_0 \cos(2\varepsilon) - 2C_0\varepsilon] \gg v^{1/q' - 1/m} \log^{-s}(v) \]
provided that \( \varepsilon \) is small enough. Thus
\[ \| \hat{f} \, d\sigma \|_{p'}^p \geq \int_0^\varepsilon \int_1^\infty \int_{1 \ll u^m \ll v} |\hat{f} \, d\sigma(u, -v, w)|^{p'} du \, dv \, dw \]
\[ \gg \varepsilon \int_1^\infty v^{1/q' - 1/m - p'/(m+1)} \log^{-sp'}(v) \, dv. \]

Observe
\[ \frac{1}{m} + \frac{1/q' - 1}{m} p' = \frac{1}{m} - \frac{p'}{qm} = \frac{1}{m} - \frac{m+1}{m} = -1. \]  
(80)

We conclude
\[ \| \hat{f} \, d\sigma \|_{p'}^{p'} \gg \varepsilon \int_1^\infty v^{-1} \log^{-sp'}(v) \, dv \approx \varepsilon \left[ \log^{1-sp'}(v) \right]_C^\infty = \infty \]  
(81)

since \( 1 - sp' > 0 \). \hfill \Box

**Appendix**

The first lemma is a slightly modification of a well known fact. Nevertheless we will go through the simple proof.

**Lemma 20** Let \( 1 \leq r < 2 \), and \( f : \mathbb{N} \to \mathbb{N} \) “almost” injective, i.e. there exists a constant \( C > 0 \) such that
\[ \forall l : |\{ k \in \mathbb{N} : f(k) = l \}| \leq C. \]  
(82)
Then
\[
\left| \sum_{k,l} a_k G_{f(k) - l} b_l \right| \leq C \| a \|_r \| G \|_r' \| b \|_r
\]
holds for all sequences \( a, b \in \ell_r, G \in \ell_{r'} \).

**Proof** At first, Hölder’s inequality gives
\[
\left| \sum_{k,l} a_k G_{f(k) - l} b_l \right| \leq \| a \|_r \| (G * b)(f(\cdot)) \|_{r'}.
\]
We further observe
\[
\sum_k |G * b|^{r'} (f(k)) \leq C \sum_l |G * b|^{r'} (l).
\]
Since \( r < 2 \), we have \( r' > 2 \), i.e. \( \frac{r'}{2} > 1 \). Hence we apply Young’s inequality with parameters \( 1 + \frac{1}{r'} = \frac{2}{r'} + \frac{1}{r} \) to obtain
\[
\| G * b \|_{r'} \leq \| G \|_{r'} \| b \|_r.
\]
Altogether, this provides the desired estimate. \( \square \)

**Lemma 21** ([Hölder’s inequality in Lorentz spaces]) Let \( \frac{1}{p_i} = \frac{1}{q_i} + \frac{1}{r_i}, i = 1, 2 \). Then
\[
\| fg \|_{p_1, p_2} \lesssim \| f \|_{q_1, q_2} \| g \|_{r_1, r_2}.
\]

**Proof** This is a consequence of the classical Hölder inequality and the fact that the decreasing rearrangement satisfies \( (fg)^*(2t) \leq f^*(t)g^*(t) \) (see Proposition 1.4.5 No. (7) in [5]). \( \square \)

**Lemma 22** Let \( X \) be a normed vector space and \( U_1, U_2, V_1, V_2 \subseteq X \) with the property \((U_1 + V_1) \cap (U_2 + V_2) \neq \emptyset\). Furthermore let \( P \) be a linear functional on \( X \) and let \( x_i \in U_i, a = P(x_2) - P(x_1) \) and \( y_i \in V_i, b = P(y_2) - P(y_1) \). Then we have
\[
a + b \leq \sum_{i=1,2} [\text{diam}(P(U_i)) + \text{diam}(P(V_i))]. \tag{83}
\]

**Proof** Choose some \( \xi \in (U_1 + V_1) \cap (U_2 + V_2) \). There exists \( u_i \in U_i, v_i \in V_i, i = 1, 2 \) with \( u_1 + v_1 = \xi = u_2 + v_2 \). It follows
\[
a + b = P(x_2 - x_1) + P(y_2 - y_1)
= P(x_2 - x_1) + P(y_2 - y_1) + P(u_1 + v_1) - P(u_2 + v_2)
= P(x_2 - u_2) + P(y_2 - v_2) + P(u_1 - x_1) + P(v_1 - y_1)
\leq \text{diam}(P(U_2)) + \text{diam}(P(V_2)) + \text{diam}(P(U_1)) + \text{diam}(P(V_1)),
\]
completing the proof. \( \square \)

The following lemma gives us at hand a method to compare distances between two different sequences of points on the real line.
Lemma 23 Let $I = \{0, \ldots, n\}, J = \{0, \ldots, m\} \subset \mathbb{N}$ and let $a = (a_i)_{i \in I} \in \mathbb{R}^I$, $b = (b_j)_{j \in J} \in \mathbb{R}^J$ be two increasing, finite sequences such that
\[ C^{-1} \leq a_{i+1} - a_i \leq C \quad \text{for all } i \in I \]
\[ C^{-1} \leq b_{j+1} - b_j \leq C \quad \text{for all } j \in J. \]  
Moreover we assume that
\[ b_m - b_0 \leq a_n - a_0. \]  
Then there exists a function $f : J \to I$ such that
\begin{enumerate}[label=(\roman*)]
\item $|a_i - b_j| \geq \frac{1}{2} |a_i - a_{f(j)}|$ 
\item $\forall i \in I : |\{|j : f(j) = i\}| \leq 4C^2 + 2$. 
\end{enumerate}

The trivial case $I = J, a = b$ can of course be solved by $f = id$. In the general setting, we in some sense had to replace every $b_j$ by some $a_{f(j)}$, leaving the distances to other points (almost) unchanged. Condition (ii) can be read as a weakening of injectivity.

Proof Without loss of generality, we may assume
\[ b_m \leq a_n. \]  
To be more precise, if $b_m > a_n$ would hold, we would consider $\tilde{a}_i = -a_{n-i}$ and $\tilde{b}_j = -b_{m-j}$, which also fulfill the requirements of the lemma. Then
\[ \tilde{b}_m = -b_0 \leq a_n - a_0 - b_m < -a_0 = \tilde{a}_n. \]
So, if we would find a function $\tilde{f}$ appropriate to $\tilde{a}, \tilde{b}$ in the sense of (i) and (ii), $f(j) := n - \tilde{f}(m - j)$ would be a solution appropriate to $a$ and $b$ since
\[ |a_i - b_j| = |\tilde{a}_{n-i} - \tilde{b}_{m-j}| \geq \frac{1}{2} |\tilde{a}_{n-i} - \tilde{a}_{f(m-j)}| = \frac{1}{2} |a_i - a_{n-f(m-j)}|. \]
Furthermore, we may also assume without loss of generality
\[ a_0 \leq b_m. \]  
In the case $a_0 > b_m$, we would introduce $\tilde{a}_i = a_i - a_0 + b_m < a_i$, such that $a_0 = b_m \leq b_m$. If $f$ is a function associated to $\tilde{a}$ and $b$ as required, then
\[ |b_j - a_i| = |a_i - a_0 + b_m - b_j| = |a_i - \tilde{a}_j| \geq \frac{1}{2} |\tilde{a}_{f(j)} - \tilde{a}_i| = \frac{1}{2} |a_{f(j)} - a_i|. \]
It would be natural for the construction of $f$ to assign an $i$ to every given $j$ in a way that $b_j$ is close to $a_i$. Nevertheless, if the sequences are somehow shifted against each others (for instance, $b_0 \ll a_0$), there might be no $a_i$ “close” to $b_j$. If we would always choose the closest $a_i$, this would hurt condition (ii) (Fig. 8).

Therefore we reflect $a_i$’s at $a_0$, to ensure that for every $b_j$ there is a (maybe reflected) point $a_i$ nearby.

Let $\tilde{I} = I \cup (-I)$. Define the continuation of $a$ on $\tilde{I}$ by $a_{-i} = 2a_0 - a_i, i \in I$. We then find a function $g : J \to \tilde{I}$ such that $|a_{g(j)} - b_j| = \min_{i \in I} |a_i - b_j|$. The claim is that $f = |g|$ is a solution of our problem.

Checking condition (i):
Fig. 8 Setting of the sequences $a$ and $b$

Case 1: $g(j) \geq 0$. Here

$$|a_i - a_{f(j)}| = |a_i - a_{g(j)}| \leq |a_i - b_j| + |b_j - a_{g(j)}| \leq 2|a_i - b_j|.$$  

Case 2: $g(j) < 0$. Here

$$|a_i - a_{f(j)}| = |a_i - a_{g(j)}| = |a_i - 2a_0 + a_{g(j)}| \leq |a_i - a_0| + |a_0 - a_{g(j)}| = \text{monotony} |a_i - a_0 + a_0 - a_{g(j)}| = |a_i - a_{g(j)}|,$$

and we proceed as in case 1.

Checking condition (ii):

Obviously, it is sufficient to show that $|\{j : g(j) = i\}| \leq 2C^2 + 1$ holds for every $i \in \bar{I}$.

Thus let $g(j) = i$.

We claim that $|a_i - b_j| \leq C$ and check this:

Case 1: $a_i < b_j$. If $i = n$, then $b_j \leq b_m \leq a_n = a_i < b_j$, hence $i < n$. Thus $a_{i+1}$ is well-defined and $b_j < a_{i+1}$ holds according to the minimality in the choice of $g$. We conclude $|a_i - b_j| = b_j - a_i \leq a_{i+1} - a_i \leq C$.

Case 2: $a_i > b_j$. Would $i = -n$, then

$$b_j < a_i = a_{-n} = 2a_0 - a_n \leq b_m - (a_n - a_0) \leq b_0 \leq b_j.$$  

Hence we have $i > -n$, thus $a_{i-1}$ is well-defined and $b_j > a_{i-1}$ holds. We finish as in case 1.

Case 3: $a_i = b_j$. This case is trivial.

If additionally $g(j') = i$, then $|a_i - b_j| \leq C$ and $|a_i - b_{j'}| \leq C$. Now we utilise (84).

Therefrom we get by induction

$$\frac{1}{C}|j - j'| \leq |b_j - b_{j'}| \leq |b_j - a_i| + |a_i - b_{j'}| \leq 2C,$$

i.e.

$$|j - j'| \leq 2C^2,$$

and thus condition (ii).

Remark Of course, if assumption (85) is not fulfilled, we may apply the lemma with interchanged roles of $I$ and $J$ or $a$ and $b$ respectively. Anyway, the lemma actually remains essentially valid if these quantities are not interchanged. For this, we just need some further reflections of the $a_i$-sequence, if necessary also at the “upper” end at $a_n$. This would enlarge the bound $4C^2 + 2$ from (ii) depending on the relation between $n$ and $m$. However, with too many reflections, the notation would quickly become confusing, thus I omit such a version of the lemma.
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