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Abstract

There has been a paradigm-shift in urban logistic services in the last years; demand for real-time, instant mobility and delivery services grows. This poses new challenges to logistic service providers as the underlying stochastic dynamic vehicle routing problems (SDVRPs) require anticipatory real-time routing actions. Searching the combinatorial action space for efficient routing actions is by itself a complex task of mixed-integer programming (MIP) well-known by the operations research community. This complexity is now multiplied by the challenge of evaluating such actions with respect to their effectiveness given future dynamism and uncertainty, a potentially ideal case for reinforcement learning (RL) well-known by the computer science community. For solving SDVRPs, joint work of both communities is needed, but as we show, essentially non-existing. Both communities focus on their individual strengths leaving potential for improvement. Our survey paper highlights this potential in research originating from both communities. We point out current obstacles in SDVRPs and guide towards joint approaches to overcome them.

1 Introduction

The world became more interconnected with the fall of the iron curtain in 1991. The resulting global market community posed logistical and industrial challenges that required novel decision making and planning tools. At this time, computing became much cheaper, faster, and had greater memory storage, starting the golden age of mixed integer programming (MIP). A new generation of exact solvers, building on decades of theoretical work and advances in computer technologies, were suddenly capable of solving combinatorial optimization problems (COP) with millions of variables and thousands of constraints ([Bixby, 2012]). This combination of logistical challenges and technical advancements allowed to put theory into practice and logistics optimization made a great leap forward. In particular planning problems like NP-hard vehicle routing problems (VRPs) were perfect applications for exact solvers because solution quality was pivotal, runtime secondary, and static environments were assumed.

Today, the world is more dynamic – and so are the optimization problems! Global interconnectedness, urbanization, ubiquitous information streams, and increased service-orientation raise the need for anticipatory real-time decision making (see [Archetti and Bertazzi, 2021]). A striking example are again logistic service providers: Service promises, like same-day or restaurant meal delivery, dial-a-ride, and emergency repair, force logistic service providers to anticipate future demand, adjust to real-time traffic information, or even incorporate unknown crowdsourced drivers to fulfill customer expectations. Provably optimal, but static routing solutions are no longer sufficient to overcome the challenges of such services, dynamic (re-)routing is required.

A new problem class called stochastic dynamic vehicle routing problem (SDVRP) closes the gap between VRP modelling and dynamic real-world routing problems by introducing an additional time axis. The planning objective is no longer limited to searching larger and larger routing action spaces but also focuses on evaluating actions with respect to future uncertainty. SDVRPs fall into the domain of dynamic combinatorial optimization, a sub-field of OR, that addresses sequential decision problems with future uncertainty. The goal is to derive decision policies instead of static solutions assigning a routing action to each state of the system. Such a routing action is usually represented as a sequence of tentative stops for each vehicle that satisfies the specific problem-constraints such as time-windows, deadlines, pickup before delivery, or vehicle capacity. In theory, reinforcement learning (RL) appears to be an ideal solution method for dynamic combinatorial optimization and SDVRPs because

(a) dynamic combinatorial optimization problems can naturally be modeled as Markov decision processes (MDP) and
(b) deep neural networks (DNN) are able to serve as fast and complex decision policies.

However, in SDVRP-work of the OR-community, the majority of available RL-techniques remains nearly untouched. Instead, alternative OR-strategies are applied, often based on the community’s well-known expertise on MIPs and focused more on searching the space of routing actions in a state and less on their evaluation. Further, while there is an increas-
ing amount of RL-work on SDVRPs in the computer science (CS) community, the considered problems are usually comparably simple in action and state space; thus, searching the action space is relatively easy and the community can focus on the evaluation of actions instead. While each community plays to their strengths, there is room for improvement, and, as we show in this review, room for collaboration.

**Roadmap.** In this survey, we present the SDVRP class and its challenges to the broader scientific community. We analyze the literature on reinforcement learning for SDVRP from the OR and CS perspectives. We identify differences between the world of mixed integer programming of OR and reinforcement learning of CS. Exact MIP solvers search the action space effectively; RL methods evaluate actions well with respect to the future. We highlight that existing solution methods draw from either side and are generally unable to do both. We provide guidance on how future research may bridge the gap.

2 Stochastic Dynamic Vehicle Routing

In this section, we give an overview on SDVRPs. We first briefly recall static VRPs and then extend them to SDVRPs. Finally, we provide a short history of SDVRP-solution methods.

### 2.1 Static Vehicle Routing Problems

In static VRPs, all information is known at time of decision making. There are many applications that induce static VRPs, among others are parcel or grocery delivery, pickup and delivery of (known) passengers or goods, or routing of a technician crew to repair or maintain equipment. In static VRPs, actions are usually made about the routing, i.e. assignment of customers to vehicles and the sequencing of the vehicle stops. Routing actions must always satisfy constraints like the well-known “subtour elimination constraints” and sometimes must satisfy application specific constraints like capacity constraints, time-window constraints, and pickup-before-delivery constraints. A common objective is to maximize service (e.g., the number of customers served) or to minimize cost (e.g., travel time or distance).

In essence, we can model static VRPs as a MIP of the form:

\[
\text{minimize } \quad Cx \\
\text{subject to } \quad Ax \leq b, \\
\quad x \in \{0, 1\}^n
\]  

Equation (1)

Solutions are modeled as a vector \( x \) of binary variables\(^1\). The objective is a linear function given by a cost vector \( C \) and the solution \( x \) taken. The solutions are required to satisfy a set of linear constraints, summarized in matrix \( A \) and limited by vector \( b \).

The number of solution variables regularly explodes when static VRPs increase in size. Additionally, constraints are often complex and even finding a feasible solution is challenging. The OR-community has developed several strong solution mechanisms to tackle these NP-hard MIPs, including among others, Benders-decomposition, Column generation, Branch-cut-and-price, or Dynamic discretization discovery (see, for example, [Toth and Vigo, 2014], [Braekers et al., 2016], and [Boland et al., 2017]). All methodologies exploit structures in action variables and constraints to systematically search the vast solution space.

### 2.2 Stochasticity and Dynamism

With the paradigm shift in the logistic business models towards instant gratification and real-time fulfillment, the nature of many routing problems has become increasingly stochastic and dynamic. Routing actions are made under incomplete information and the problem requires frequent updates or entire re-planning. Examples for SDVRPs are courier or dial-a-ride services (e.g., [Ghiani et al., 2009], [Agatz et al., 2012]), restaurant meal or instant delivery (e.g., [Yildiz and Savelsbergh, 2019], [Voccia et al., 2019]), as well as emergency repair or healthcare services (e.g., [Schmid, 2012]). Uncertainties are manifold and manifest in the customers (e.g., demand volumes, new requests, choices, [Bent and Van Hentenryck, 2004], [Ulmer, 2020]), in the environment (e.g., travel times or parking, [Schilde et al., 2014]), and increasingly also in the fleet itself (e.g., crowdsourced drivers and their behavior, [Arslan et al., 2019], [Ulmer and Savelsbergh, 2020]).

The result are stochastic dynamic decision problems that are generally modelled via Markov decision process (MDP, [Ulmer et al., 2020]). An MDP models a problem as a sequence of states \( S_k \), actions \( x_k \), reward function \( R(S_k, x_k) \) and value function \( V(S_k, x_k) \), revelations of stochastic information \( W_{k+1} \), and a transition function \( S^M(S_k, x_k, W_{k+1}) \) towards the next state \( S_{k+1} \) over a set of time steps \( t_1, \ldots, t_K \) in the problem time horizon. For SDVRPs, the MDPs typically take the following form:

**States \( S_k \):** A state comprises all information needed to select an action, thus, information about the customers (locations, time-windows, status, etc.), the fleet (position, tentative routing, status, etc.), and the environment (traffic or parking situation, etc.). In essence, a state of the MDP shows similarities with the MIP presented in Equation (1) with state-dependent matrix \( A(S_k) \) and limiting vector \( b(S_k) \).

**Actions \( x_k \):** Actions update the tentative routing of the fleet. Thus, the action space is equivalent to the solution space of the MIP presented in Equation (1). However, routing actions are not permanent but rather tentative and can be partially altered in later states.

**Reward function \( R(S_k, x_k) \):** The reward function evaluates the immediate impact of an action on the objective value, e.g., routing cost or increase in served customers. It is similar but not necessarily identical to the cost-function of the MIP in Equation (1).

**Value function \( V(S_k, x_k) \):** The value function depicts the maximum (or minimum) expected value that can be achieved in the future when taking action \( x_k \) in state \( S_k \).

\(^1\)We note that dependent on specific problems and the modeling style, parts of the solution variables may be integer or of real values.
Having access to the value function assumes the possibility of optimal decision making for the rest of the horizon and of capturing all potential changes in information. It is not considered in the MIP in Equation (1).

Stochastic information $W_{k+1}$: After an action $x_k$ in $S_k$ is taken, a realization of the stochastic information $W_{k+1}$ is revealed. For SDVRPs, such information may change information about customers, fleet resources, or the environment the fleet operates in. With respect to the MIP in Equation (1), the information may impact the constraint matrix $A$, or the limiting vector $b$. It may also impact the set of action variables.

Transition function $S^M(S_k, x_k, W_{k+1})$: Based on state $S_k$, action $x_k$, and stochastic information $W_{k+1}$, the transition function leads to a new state $S_{k+1}$ by adapting constraint matrix, limiting vector, and action variables.

Policies: A solution of the MDP is a policy $X^\pi$ that assigns an action $x_k^\pi$ to every state $S_k$. The objective of the MDP is to find an optimal policy $X^*$ that maximizes the expected reward over the entire time horizon. An optimal policy satisfies the Bellman Equation, maximizing the immediate reward plus the value of an action in a state:

$$x_k^\pi = \arg\max_{x_k \in \text{actions}} \{ R(S_k, x_k) + V(S_k, x_k) \}. \quad (2)$$

When solving the SDVRP, two components are particularly interesting: the action space and the value function. As previously discussed, searching the action space is equivalent to finding a solution for the MIP in Equation (1). However, in stark contrast to the static MIP, the values of the actions are not known (except in the very rare case when it is possible to solve the remaining tree of the MDP exactly, e.g., via recursion). Thus, solving SDVRPs combines two substantial challenges, searching an action in a complex, NP-hard mixed-integer program and evaluating each action with respect to future information changes and actions.

2.3 A Short History of SDVRP-Methods

In this section, we briefly give an overview of the development of SDVRP-methods in the operations research community. For a detailed description and references, we refer to [Ulmer et al., 2020]. Early works on SDVRPs appeared around the turn of the millennium. Confronted with the new nature of stochasticity and dynamism, researchers turned to the well-known MIP-solution methods, thus ignoring future and uncertainty and treating a state of the MDP as an isolated instance on a rolling-horizon basis (e.g., [Gendreau et al., 1999]). Since such “myopic” procedures often provided infeasible and eventually inefficient solutions, researchers looked for alternatives ([Powell et al., 2000]). A first remedy was to apply on simple strategies mimicking practical decision making such as first-in-first-out, waiting, or threshold-strategies (e.g., [Thomas, 2007]), see “policy function approximation” in [Powell, 2019]. Such methods generally ignore the vast number of potential actions as well as reward and value function. A similar idea is to manipulate the MIP to incentivize flexibility or avoid myopic decision making, for example, via safety buffers or penalty terms (see “cost function approximation” in [Powell, 2019]). This allowed exploitation of some constraints while simultaneously achieving some anticipation of future changes in information and planning. With the increase in computational power and data availability, data-driven methods were developed to capture the uncertainty explicitly (e.g., [Bent and Van Hentenryck, 2004]). Such methods usually generated scenarios and solved either the MIPs augmented by the scenarios or the new deterministic and smaller multi-stage program (see “direct lookahead models” in [Powell, 2019]). While such methods are able to capture the future in detail, they are very runtime-demanding and tend to deviate from reality the longer the scenario horizon becomes (see [Vocca et al., 2019]). To counter these insufficiencies, the last years, first reinforcement learning methods were introduced as we will discuss in the next section.

3 Solving SDVRPs with RL

In reinforcement learning (RL), an agent learns by interacting with a partially observable environment. The agent aims to maximize a delayed reward either by parameterizing the state-dependent action distribution directly or by approximating state-action values. In most RL problems, the crux is to evaluate actions in a given state. Searching the action space is typically not necessary because most instantiations of RL require that we are able to enumerate an action space, e.g. in Q-learning. SDVRPs can have large, combinatorial actions spaces for which it might be impossible to enumerate the action space. The few existing works follow two streams of research originating from the operations research (OR) community and the computer science (CS) community. Even though there are some similarities in modeling and methodology, considerable differences remain. The streams can be differentiated by the complexity of the SDVRPs and the level of detail states and actions are considered in the solution approach, as we illustrate in Fig. 1. The x-axis denotes the problem complexity from low to high. Low-complexity SDVRPs resemble resource allocation problems while high-complexity SDVRPs require the construction of tentative routes to determine the feasibility of actions in a given state. The y-axis denotes the state action detail from coarse to fine. Many RL-methods restrict the action space and aggregate the state space to a small set of features. The level depends on the severity of state space aggregation and action space restriction.

As we will illustrate later in this section, RL-work of the OR-community is usually considering high problem complexity and limited state and action detail. OR-research on SDVRP is often motivated by specific practical applications. As such, they aim to model as many real-world aspects as possible. In particular, applications that are subject to time-window constraints (e.g., in service vehicle routing) or precedence constraints (e.g., in pickup-and-delivery problems) prove difficult because feasibility of assignment actions depend on the existence of tentative routes that fulfill aforementioned constraints. The interweaving of routing and as-
Assignment actions severely restricts solution approaches. Employed RL methods are often simple and rely on enumeration of the action space. The required restriction of the action space is achieved by solving only parts of the problem by anticipatory RL methods, e.g., assignment actions, and other parts by hand-crafted heuristics, e.g., routing actions. Thus, RL methods are only a fragment of the solution method.

In contrast, CS-research on SDVRPs is often of low problem complexity and fine state and action detail. CS-work on SDVRP focuses primarily on analyzing the power and versatility of genuine RL methodology. As such, they tend to simplify problem complexity to allow the direct operation of their solution method on full action space and state space information. A common example are ride-sharing problems where pickup and delivery are merged to a single operation and vehicles are dynamically assigned to tiles in a discretized service area to serve demand, relocate, or re-charge. Actions determine only the next tile to visit for each vehicle and no tentative routes are planned. Thus, complex routing constraints, e.g., temporal commitments, cannot be integrated in such a modelling approach.

In the following, we analyze the gaps between works on SDVRP originating from OR and CS in detail. We summarize what has been done in each field and illustrate how a common effort could lead to the next step: Solving high-complexity SDVRPs using fine action state detail and sophisticated RL-methodology.

### 3.1 The OR Stream

Many SDVRPs considered by OR are characterized by the need for explicitly constructing tentative routes to satisfy constraints. Planning with tentative routes introduces a further problem dimension that separates many SDVRPs from resource allocation problems. Assignment actions cannot be made without routing actions in these SDVRPs. This is an immense challenge.

For example, in pickup-and-delivery problems with deadlines we must decide if we can serve a requesting customer. This entails checking if it is possible to assign the customer to a vehicle in our fleet, to pick the customer up and drop the customer off such that there exists a tentative route that meets the customer’s deadline without violating previous customers’ deadlines. As such, a service action cannot be made without consideration of routing actions.

**Searching** and **evaluating** the action space is difficult for such complex problems. Solution approaches reduce to a simple recipe: restrict the action space and aggregate the state space. Methods restrict the complex action space by solving only parts by RL and everything else by established heuristics, for example by learning the service offering and using an insertion heuristic to integrate the additional stops in the routes (see [Chen et al., 2019a]). Furthermore, methods have to tackle a high-dimensional state space that includes the routes of all vehicles. Thus, they aggregate this state space to a few meaningful features, often associated with route details such as arrival times or slack (see [Ulmer et al., 2018]). The method then approximate the value of state-action tuples in the aggregated state space and restricted action space.

Such an heuristic approach enables anticipatory decision making in problems with complex route-constraints but might be too coarse. A major goal of future work is relaxing required simplifications towards finer state-action details. In essence, the OR-community aims to evaluate state-action values more precisely and search the action space more effectively. We guide future research by first analyzing past works and future opportunities in the search-dimension before we investigate the evaluation-dimension.

**Search.**

The majority of OR work on SDVRP that uses RL is focused on the challenges of the combinatorial state space. Yet, SDVRPs are equally challenged by combinatorial action spaces. In essence, each decision point reduces to a vehicle routing problem given by Equation (1). A holistic approach considers the service, routing, and assignment actions present in the VRP in one policy. The resulting high-dimensional action space is impractical for solution approaches that approximate the value of state-action pairs as they typically enumerate all possible actions. Therefore, researchers have avoided searching the entire action space and restricted it, instead. That is, they have used RL to learn the values of only part of the action space and solved for another portion heuristically, as illustrated in the following example.

[Chen et al., 2019a] face a same-day deliver problem with a heterogeneous fleet of drones and vehicles. A deep Q-learning policy learns whether to serve a delivery request by drone, vehicle, or reject it altogether. The assignment onto the fleet of vehicles or drones as well as the integration of deliveries into existing routes are performed by hand-crafted heuristics. In another example, [Joe and Lau, 2020] learn routing actions for a dynamic delivery problem. They assume that requests are already assigned to the fleet at the start of the day. Their policy combines Q-learning and simulated annealing to re-route vehicles when customers cancel or when new customers are assigned to a vehicle.

While action-space restrictions are often highly beneficial, in general, the resulting decision policy is coarse because the decomposed actions are dependant. There are few works on related dynamic problems that avoid such a brute-force approach. [Topaloglu and Powell, 2006] and [Chen et al., 2018] combine linear or piece-wise linear value function approximations (VFAs) with powerful MIP solvers to search the action space more effectively. However, linear VFAs are known to poorly approximate state-action values for routing problems (see [Ulmer and Thomas, 2020]). Therefore, we see an opportunity for combining MIP solvers with piecewise-linear
functions that are capable of approximating the value function well. Most feed-forward neural networks rely on ReLu nonlinearities which are, in fact, piece-wise linear. Therefore, we may think of trained ReLu neural networks as piece-wise linear functions which can be plugged into the MIP. In the past, ReLu constraints where modelled as big-M constraints which led to inefficient MIPs. Recently, [Anderson et al., 2020] and [Tsai et al., 2021] derived strong MIP formulations for trained ReLu neural networks. [Dellau et al., 2020] use their formulations and guide MIP solvers on static capacitated vehicle routing problems. However, to the best of our knowledge, a related work for a dynamic vehicle routing problem does not exist.

**Evaluate.**
Evaluating state-action pairs is difficult due to the combinatorial state space. The space is so vast that most states are only observed once during millions of simulation runs and many state-action pairs are never explored. The high dimensionality makes naive tabulation approaches of state-action values impossible and encourages overfitting when carelessly employing DNNs as functional approximators. Thus, previous works on SDVRP heavily reduced the state space based on expert knowledge before learning the value of actions on the aggregated state space.

Value-based solution approaches differ in the approximation architecture and its update procedure. Many works on SDVRP rely on look-up tables (see [Schmid, 2012], [Ulmer et al., 2018], [Ulmer et al., 2019]) due to their ease of implementation and ability to approximate arbitrary value functions. Here, the biggest challenge is fine-tuning the granularity of the look-up table which is essentially a form of state space reduction. Some works dynamically reduce the state space by splitting interesting state-cells in the look-up table into a finer mesh as proposed by [Ulmer et al., 2018]. Parametric VFAs are an alternative. Linear VFAs have the advantage that they can be plugged into an MIP formulation. However, when employing linear VFAs we assume that action values depend linearly on state information which is not the case for most SDVRPs. Other works hand-craft more general parametric VFAs based on expert knowledge and learn the parameters via value function iteration (see [Maxwell et al., 2010] and [Al-Kanj et al., 2020]). Such a problem specific approach rarely translates to other problem settings. Recently, some works on SDVRP started experimenting with neural networks to parameterize VFAs. There are multiple works that employ deep Q-networks to approximate state-action pair values (see [Chen et al., 2019a] and [Chen et al., 2020]). Such a framework has two advantages:

a) it is efficient as the action-values are obtained with only one forward pass through the Q-network,

b) a well-chosen network architecture enables the effective usage of more features which is akin to a finer discretization.

Advantage b) is the great promise that deep neural networks offer on the state space side of things. However, larger feature spaces and corresponding larger networks come at the cost of longer training times which is still a limiting factor for real-world sized problem instances. Future work should propose mechanisms to train policies on small instances before transferring them to real-world instances.

**Key Takeaways**
A key challenge in solving SDVRPs is the combinatorial action space. Previous works strongly restricted the action space to choose actions via enumeration. In future, exact solvers could optimize over a piece-wise linear trained ReLu network that serves as VFA. Such a holistic approach promises to greatly improve solution quality. A second challenge is the combinatorial state space. Past approaches strongly focused on coarse state space aggregation to enable value-based RL methods such as look-up tables. This came at the cost of solution quality. More recent approaches aim to capture more of the state information through the use of deep neural networks. Training these DNNs in a simulation environment is computationally expensive. Future solution methods need to include mechanisms to translate DNN policies from training instances to real-world sized applications.

### 3.2 The CS Stream
SDVRPs considered by the CS-community often resemble resource allocation problems. Typical examples include ride-sharing problems (see [Kullman et al., 2020]) and courier dispatching problems (see [Chen et al., 2019b]). In both problems, vehicles are assigned to customer requests or repositioned on a grid. No tentative routes must be planned and feasibility of actions can be verified directly. The lack of routes allows modelling the state space as a tensor of demand and vehicle positions over the grid. The action space entails the next grid tile to visit for each vehicle and can simply be enumerated. No state space reduction and action space restriction is needed and advanced RL methods can be used. One exception being [Balaji et al., 2019] who consider SDVRPs with time-windows and pickup-and-delivery constraints. However, they do not construct tentative routes.

In the following, we consider VRPs where enumeration of the action space is not feasible and present work that employs RL to search the action space. Then, we discuss how CS-woks evaluate state-action pairs using full state information.

**Search.**
Most of the CS-community addresses SDVRPs with a small action space where no sophisticated search mechanism is needed. However, there is ML-work on more elaborate action spaces in the static VRP-literature (see [Bello et al., 2017], [Dedon et al., 2018], [Nazari et al., 2018], [Kool et al., 2019], [Peng et al., 2019], and [Sheng et al., 2020]; for an overview see [Bai et al., 2021]). They model static vehicle routing problems with one vehicle as Markov decision processes. This way, an action is the next tentative stop to visit and not a whole tentative route. Then, a policy iteratively constructs routes without the need for enumerating the entire route-action space. Such an approach could prove effective for solving VRP-subproblems in SDVRPs as they avoid action space restriction. Instead of using value-based RL methods, they employ policy-based methods that do not require the generation of an action space.

---

2We note that [Nazari et al., 2018] and [Kool et al., 2019] also consider stochastic VRPs in their appendices.
rely on value function approximation. In fact, in many SDVRPs the policy might just be the simpler function to approximate compared to the value function (see [Sutton and Barto, 2018, Chapter 13.1]). The reason can be found in SDVRP’s high-dimensional state-action space and transition space which lead to high variance in rewards and, therefore, complex value functions. Yet, a strong policy can be very simple. However, a proof of effectiveness of policy-based methods for VRPs with more than one vehicle is required before they can be extended to SDVRPs. Furthermore, such an approach needs to be enhanced to address complex route constraints. An extra head in the policy network to assess the likelihood of meeting future route constraints is a possible remedy.

**Evaluates.**

[Chen et al., 2019b] and [Kullman et al., 2020] learn state-action values with the help of well-chosen network architectures and update procedures. They rely on discretization of the service area to reduce the action space and choose actions via enumeration.

For the example of electric ride-sharing, [Kullman et al., 2020] split the state into system time, request information, and vehicle information. Notably, they construct their network architecture around the state space as opposed to reducing the state space in conformation to a given approximation architecture (see linear VFAs or look-up tables). They embed the network in a multi-agent reinforcement learning framework and show that this framework enables them to transfer policies trained on small instances to large-scale instances. [Chen et al., 2019b] use an actor-critic policy embedded in a multi-agent framework for the dynamic courier dispatching problem. They use purely de-centralized decision making but incentive cooperative behavior by shaping the reward function as a weighted sum of the courier’s reward and the average reward of all other couriers. They show that their trained policy performs well out of distribution, i.e., when the dynamic of the test problem is significantly different to the training problem’s dynamics.

We see an opportunity for future work in enhancing multi-agent reinforcement learning approaches with MIP formulations that model the complex interaction between independent agents to enable centralized decision-making.

**Key Takeaways.**

Complex SDVRPs with VRP-subproblems can be tackled by constructing tentative routes iteratively via a policy-based method. However, there is no example where such an approach proved effective for larger fleets. For simpler SDVRPs, where the entire state and action space can be considered directly, well-chosen Q-network architectures embedded in multi-agent reinforcement learning frameworks scale to larger instances and perform well out of distribution. In future, centralized decision-making for the independent agents could be achieved via MIP control.

### 3.3 Summary

We summarize the discussed works on RL for SDVRP in Tab. 1. The column “Literature” cites the work. The column “Route Constraints” indicates whether the SDVRP comes with complex route constraints that require the construction of tentative routes. The column “Full Action Space” denotes if the method searches or enumerates the entire action space. The column “Full State Space” indicates whether full state information is used in the solution method. We separate OR-work (top) and CS-work (bottom).

The table confirms our previous observations: There is no work in OR that considers a detailed action space for SDVRPs with complex route constraints. Further, there is no work in CS that addresses an SDVRP with complex route constraints.

### 4 Outlook & Conclusion

Our analysis reveals many opportunities for future work. SDVRPs require powerful tools to search the action space and evaluate actions based on high-dimensional state information. OR- and CS-research provide the methodology to do either but not both. In future, a convergence of methodology promises holistic solutions. Concretely, we see potential in:

- Hybrid approaches that combine piece-wise linear neural network VFAs and strong COP solvers to search the vast action space under evaluation of future uncertainty. This requires strong MIP formulations and size-optimized networks to allow for real-time decision-making.

- Searching for routes via policy-based methods that avoid the combinatorial action space by deciding iteratively on the next tentative stop to visit until a tentative route is constructed. An extra head in the neural network could evaluate the long-term feasibility of adding a tentative stop to the route to avoid future violation of service promises. However, policy-based approaches are completely unexplored for more than one vehicle or dynamic routing. Thus, methods must not only learn to find the route that minimizes current costs but also include some evaluation of the future.

- Multi-agent reinforcement learning approaches that enhance de-centralized evaluation of all of the individual agent’s actions with a global MIP searching the joint action space. Multi-agent approaches facilitate scaling to larger instances and accommodate day-to-day changes in fleet size. However, we lose information when controlling multiple agents as we effectively decompose the action space.

| Literature | Route Constraints | Full Action Space | Full State Space |
|------------|-------------------|-------------------|------------------|
| [Maxwell et al., 2010] | ✓ | ✓ | ✓ |
| [Schmid, 2012] | ✓ | ✓ | ✓ |
| [Chen et al., 2019a] | ✓ | ✓ | ✓ |
| [Ulmer and Thomas, 2020] | ✓ | ✓ | ✓ |
| [Li et al., 2020] | ✓ | ✓ | ✓ |
| [Al-Kanj et al., 2020] | ✓ | ✓ | ✓ |
| [Chen et al., 2020] | ✓ | ✓ | ✓ |
| [Ioe and Lau, 2020] | ✓ | ✓ | ✓ |
| [Nazar et al., 2018] | ✓ | ✓ | ✓ |
| [Kool et al., 2019] | ✓ | ✓ | ✓ |
| [Chen et al., 2019b] | ✓ | ✓ | ✓ |
| [Balaji et al., 2019] | ✓ | ✓ | ✓ |
| [Kullman et al., 2020] | ✓ | ✓ | ✓ |
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