A Bottom-Up Model for Household Load Profile Based on the Consumption Behavior of Residents
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Abstract: The forecasting of the load profile of the domestic sector is an area of increased concern for the power grid as it appears in many applications, such as grid operations, demand side management, energy trading, and so forth. Accordingly, a bottom-up forecasting framework is presented in this paper based upon bottom level data about the electricity consumption of household appliances. In the proposed framework, a load profile for group households is obtained with a similar day extraction module, household behavior analysis module, and household behavior prediction module. Concretely, similar day extraction module is the core of the prediction and is employed to extract similar historical days by considering the external environmental and household internal influence factors on energy consumption. The household behavior analysis module is used to analyse and formulate the consumption behavior probability of appliances according to the statistical characteristics of appliances’ switch state in historical similar days. Based on the former two modules, household behavior prediction module is responsible for the load profile of group households. Finally, a case study based on the measured data in a practical residential community is performed to illustrate the feasibility and effectiveness of the proposed bottom-up household load forecasting approach.
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1. Introduction

Electrical load forecasting is a significant activity in the power grid and is involved in many applications, such as energy dispatching for generation, energy management for demand, and energy trading for the electrical market [1–3]. Load forecasting generally contains the predictions for household, commercial, and industrial load, in which the household load profile is hard to predict due to the complexity and diversity of household energy consumption. Moreover, with the development of economy and living standards, energy consumption in the household sector has contributed to an increasing proportion of aggregate energy consumption (e.g., about 12% in China, 27% in European, 36% in American). Therefore, it is necessary and meaningful to study the modelling method of the household load profile with high prediction accuracy [4].

Currently, there are two common approaches for the modelling of the load profile: one is the bottom-up method, and the other is the statistical method. In the bottom-up method, the terminal appliance is the study object and the focus is on the consumption model formulation of each terminal appliance [5,6]; while in the statistical method, the study object is to describe the characteristics of the input data based on a set of measured load profiles, and then a prediction model is formulated according to the extracted character [7,8]. Obviously, although the bottom-up method requires a large amount of data that can reflect the consumption behavior of household appliances, it has a high prediction accuracy. However, the difficulty of data acquisition has limited further development of the bottom-up method in the past. However, in recent years, the increased deployment of smart
infrastructure in households has created new prospects for electricity load forecasting, especially for the bottom-up prediction method [9]. For example, smart sockets can collect and upload energy consumption information about each appliance to the data center with WiFi communication which will contribute to the efficiency and accuracy of household load forecasting.

In the literature, the abovementioned modeling methods have been studied extensively. In regard to the statistical modelling method, the authors in reference [10] proposed a multiple linear regression model to forecast the total electricity consumption and maximal demand considering social-economic factors like the dwelling type, number of bedrooms, and household composition. Wang et al. [11] put forward a decomposition approach to model the electricity demand trend by dividing historical time series into a number of components based on the seasonality and day of week. In reference [12], the authors designed a time varying multiple regression model for hourly electricity load forecasting considering the changes in customer behavior and utility production efficiency. Stephen et al. [13] presented a framework for analyzing the consumption habits of domestic energy customers assuming that electric loads obey a non-stationary multivariate Gaussian distribution. The authors in [14] proposed a functional vector autoregressive state space model to forecast the future electricity demand, aiming to apply it at some aggregation level between regional and nation-wide grids. For the bottom-up modelling method, Capasso et al. [15] proposed a bottom-up model to establish the load profile of a residential area by aggregating the consumption of individual appliances. Reference [16] presented a high-resolution model of household electricity consumption based upon a combination of measured and statistical data which uses the 1-min cycle power use characteristics of a single appliance as the main building block. The authors of reference [17] proposed a stochastic bottom-up model to forecast domestic lighting demand by using three state non-homogeneous Markov chains to describe the occupancy patterns of lighting demand. Moreover, Paatero et al. [18] modeled the starting of individual appliances as random processes, depending on seasonal and social factors. The authors of reference [19] designed a forecasting model to investigate the effects of occupant behavior, appliance stock, and efficiency on the electric load profile of an individual household. Based on the work in reference [19], the stochastic bottom-up approach for electric loads was extended to cover domestic hot water and space heating demands due to the high proportion of heat demand in the German residential sector [20]. The authors of reference [21] introduced big data mining technology into the behavioral analysis of energy consumption, and then performed extensive experiments using real-world context-rich smart meter datasets. In reference [22], the authors presented a high-resolution model of domestic energy consumption for individual domestic dwelling based on occupant activity and appliance use.

The above research shows that a large variety of appliances exists in households and their use is greatly influenced by living habits, family structure, and the environment. This also means that household consumption behavior can reflect the influencing degree of the abovementioned factors. However, in the current research on the bottom-up modelling method, few studies have taken the extraction process of historical days into consideration. It is obvious that there are numerous historical days in which some days differ from the forecasted day in terms of weather condition or weekday type. If historical days without a high degree of similarity are used to predict the profile, then the prediction accuracy will be decreased dramatically. Therefore, this paper focuses on the formulation of a bottom-up model for the household load profile based on the analysis of consumption behavior for each appliance. In order to extract the consumption behavior precisely from historical data, a similar day extraction process is proposed which considers the factors that significantly influence the energy consumption. Such extraction processes can choose similar historical days based on the similarity degree with the forecasted day and reduce the influence of non-similar days on the predicted profile. In brief, the main contributions of this paper are as follows:

1. A forecasting framework is proposed for the household load profile with the bottom-up modelling method considering the consumption behavior of residents.
2. A similar day extraction model is formulated to choose similar days by comparing external environmental factors and household internal influence factors on the energy consumption in order to enhance the prediction accuracy of residents’ consumption behavior.

3. A case study is conducted based on the measured data in a residential community containing 64 households. Furthermore, load profiles of families in different categories (i.e., worker family, senior family, and senior + worker family) are forecasted separately to verify the effectiveness of proposed approach in different family categories.

An electricity forecasting framework is introduced in Section 2. Section 3 mainly introduces the data acquisition and processing. In Section 4, group household consumption behavior is modeled. Then, a case study is presented in Section 5. Finally, the paper is concluded in Section 6.

2. Electricity Forecasting Framework

Residents’ electricity consumption is consistent with the consumption of many single households, while the consumption of a single household is consistent with the consumption of all household appliances. Based on this, an electricity forecasting framework is proposed by the bottom-up modeling method. The consumption behavior of each household appliance is firstly analyzed and modeled by extracting the consumption characteristics of the corresponding appliance in similar historical days. Then, the forecasting model of group household electricity consumption is formulated by accumulating the consumption of all appliances in all households.

For a single household, energy consumption is often determined by the residents’ living habits, but their behavior is accompanied by a certain degree of randomness due to various factors, including external environmental factors and family internal factors [23]. External environmental factors mainly concern the weather conditions, types of weekdays, emergencies, etc., and family internal factors mainly contain family members’ types, income statuses, and so on. Generally, similar factors will have similar effects on the consumption of household appliances. Therefore, it is feasible to model household consumption behavior with the statistical characteristics of appliance consumption in similar historical days. Accordingly, a forecasting framework of group household consumption is proposed based on historical similar day selection and probability statistics, as shown in Figure 1.

The similar day extraction module is used to evaluate the influence of external environmental factors and family internal factors on the electricity consumption of residents. A household behavior analysis module is used to analyze the switch states of household appliances in the past, reflecting the residents’ decisions about the behavior of appliances. The household behavior prediction module is responsible for the prediction of group households in the forecasting day.

Figure 1. Forecasting framework of group household electricity consumption.
3. Data Acquisition and Processing

3.1. Data Acquisition

In order to forecast the load profile, the consumption data of household appliances needs to be collected with an intellectual socket which measures consumption power and communicates with the data center. During the period of data collection, each appliance in the household has to be connected with an intellectual socket. No matter whether a household appliance is under operation or not, the socket will send the power consumption information to the data center at each recording point with WiFi communication technology.

3.2. Data Processing

In the process of actual data recording, transmission and storage, deviation in accuracy and continuity of data may occur due to various disturbances. Therefore, it is necessary to rehandle the collected data. Assume that there are \( N \) historical days and each day has \( J \) recording points. If it is assumed that \( D(j, n) \) is the load data at recording point \( j \) on the \( n \)th day, \( \alpha_{\text{max}}(j, n) \) is the maximum value of the load variation ratio between point \( j \) and \( j-1 \) in the \( n-1 \) days. The horizontal comparison method of data can be expressed by the following formula:

\[
\alpha_{\text{max}}(j, n) = \max \left\{ \frac{|D(j, n) - D(j-1, n)|}{D(j-1, n)} \right\}
\]

where \( d = 1, 2, \ldots, n \) and \( j = 1, 2, \ldots, J; n = 1, 2, \ldots, N \).

where \( d \) represents the interval days including the current day. When \( D(j, n) \) satisfies the above conditions, \( D(j, n) \) is bad data. Hence, \( D(j, n) \) needs to be modified with following formula:

\[
D(j, n) = \mu_1 D(j, n-1) + \mu_2 D(j, n-2) + \cdots + \mu_{n-1} D(j, 1),
\]

where \( \mu_1, \mu_2, \ldots, \mu_{n-1} \) are the corresponding weights.

In order to analyse the consumption behavior for household appliances, the switch state of each appliance has to be counted for historical days. Household appliances generally have three states: the off state, operation state, and standby state. Since the standby state of an appliance has low energy consumption, the standby state can be considered to be the off state [24]. Based on the data of each appliance’s consumption power, switch state of each appliance can be obtained with following formula:

\[
S_{ij}^j = \begin{cases} 
1 & D_j^i > P_s^i \\
0 & D_j^i \leq P_s^i
\end{cases}
\]

where \( S_{ij}^j \) represents the switch state of appliance \( i \) at recording point \( j \), \( D_j^i \) represents appliance \( i \)'s consumption power at point \( j \), and \( P_s^i \) is the consumption power of appliance \( i \) in the standby state. When data \( D_j^i \) is greater than the standby power, it demonstrates that appliance \( i \) is on operation state, while when \( D_j^i \) is less than or equal to \( P_s^i \), it demonstrates that appliance \( i \) is in the off state.

4. Bottom-Up Forecasting Model for Group Household

According to the framework in Figure 1, the concrete process for the group households’ load profile is as given below, including a similar day extraction module, household behavior analysis module, and household behavior prediction module.
4.1. Similar Day Extraction Module

It is clearly that the load profile is predicted based on the consumption data in the historical days. However, there are numerous historical days, and different days will have different degrees of similarity with the forecasting day. Consequently, the choice of days selected among the historical days is very important for the prediction accuracy of the load profile. Generally, employing historical days with the greatest degree of similarity will contribute to the promotion of prediction accuracy. Therefore, it is necessary to select similar historical days. The similar day extraction module can be implemented by three modules: the historical data preprocessing module, the similarity feature vector computing module, and the similarity factor sorting module.

4.1.1. Similarity Feature Vector Computing Module

Household consumption behavior is affected by external environmental factors and household internal factors. Therefore, in the selection of similar historical days, environmental factors and household factors must be both considered. Consequently, a similarity feature vector is used to measure the similarity degree, as follows:

\[ X = [\alpha \ \delta \ \lambda \ \theta \ \epsilon] , \]  

where, \( X \) is the similarity feature vector; \( \alpha \) is the human comfort index factor; \( \delta \) is the time gap factor; \( \lambda \) is the weekday type factor; \( \theta \) is the major event factor; and \( \epsilon \) is the family category index.

1. Human comfort factor

In order to quantitatively measure the influence of environmental factors (e.g., ambient temperature, relative humidity, and wind speed) on the electricity consumption of households, the human comfort index (\( \alpha \)) is used to measure the degree of similarity between the forecasting date and the historical date in the weather. The formula is as follows [25]:

\[ \alpha = 1.8T_a - 0.55(1.8T_a - 26)(1 - RH) + 9.2(9 + 10.9\sqrt{u - u}) + 32, \]  

where, \( T_a \) is the ambient temperature; \( RH \) is the relative air humidity; and \( u \) is the average wind speed.

2. Time gap factor

From a long-term perspective, since residents’ load tends to increase periodically over time, the long-term regularity of residents’ consumption behavior needs to be measured by the time gap (\( \delta \)) which indicates a degree of similarity between the forecasting day and the historical date in the long-term time span. Based on the principle that the time gap is increased while the degree of similarity is weakened, the time gap can be formulated as

\[ \delta_h(d) = \beta_1 d^{\beta_2} \]  

where, \( d \) is the number of days from the prediction day to the historical day; \( \beta_1 \) and \( \beta_2 \) are attenuation coefficients, generally ranging from 0.9 to 0.98; \( year \) is the constant with \( year = 365 \).

3. Weekday type factor

From a short-term point of view, household consumption behavior within a week also shows a certain degree of repetitiveness and regularity. For example, the load profile of office workers will be quite different between workdays and weekends, but will have a certain similarity in the workdays in different weeks. Therefore, this paper uses the week type factor (\( \lambda \)) to measure the degree of similarity on weekday types between the forecasting day and the historical day. The formula is as follows:

\[ \lambda_p = 1 - |f(w_p) - f(w_h)| \]
where \( w_p \) is week type of forecasting day; \( w_h \) are week types of historical days; \( p \) and \( h \) take 1, 2, 3, 4, 5, 6 and 7 from Monday to Sunday; and \( f(w_p) \) and \( f(w_h) \) are the mapping values of \( w_p \) and \( w_h \), respectively.

4.1.2. Similarity Factor Sorting Module

The degree of similarity of feature vectors between the forecasting day and historical day can be measured by the Euclidean distance. However, there is a large difference in the magnitudes of the factors’ values, and some factors with large values will weaken the influence of factors with small values in the comparison of similarity feature vectors. Therefore, in order to solve the problem and improve the accuracy of the selection of historical similar days, it is necessary to normalize the factors in the similarity feature vector.

\[
\begin{align*}
\alpha^* &= \frac{\alpha}{\max(\alpha)} \\
\delta^* &= \frac{\delta}{\max(\delta)} \\
\lambda^* &= \frac{\lambda}{\max(\lambda)} \\
\theta^* &= \frac{\theta}{\max(\theta)} \\
e^* &= \frac{e}{\max(e)}
\end{align*}
\]

where \( \alpha, \delta, \lambda, \theta, \) and \( e \) are factor vectors that consist of the factors in historical days and the forecasting day; and \( \alpha^*, \delta^*, \lambda^*, \theta^*, \) and \( e^* \) are normalized factor vectors. After normalization, the similarity feature vector \( (X) \) can be reformed as a normalized similarity feature vector \( (X^*) \). The Euclidean distance is calculated as follows [26,27]:

\[
l(X_p^*, X_h^*) = \sqrt{(\alpha_p^* - \alpha_h^*)^2 + (\delta_p^* - \delta_h^*)^2 + (\lambda_p^* - \lambda_h^*)^2 + (\theta_p^* - \theta_h^*)^2 + (e_p^* - e_h^*)^2},
\]
where, \( X_p^* = [\alpha_p^*, \delta_p^*, \lambda_p^*, \theta_p^*, \epsilon_p^*] \) and \( X_h^* = [\alpha_h^*, \delta_h^*, \lambda_h^*, \theta_h^*, \epsilon_h^*] \) are feature vectors of the forecasting day and historical day, respectively. Since the Euclidean distance measures the degree of dissimilarity between two similarity feature vectors, the similarity between two feature vectors is opposite to the Euclidean distance. Accordingly, the similarity degree can be expressed by following formula:

\[
s(X_p^*, X_h^*) = \frac{1}{1 + l(X_p^*, X_h^*)}.
\] (12)

Since there are total of \( N \) historical days in the prediction, we can obtain a similarity degree set, \( s = [s_1, s_2, \ldots, s_N] \). Consequently, \( M \) historical days with the highest similarity degree can be selected by following formula:

\[
\begin{align*}
    h_1 &= \max s = \max (s_1, s_2, \ldots, s_N) \\
    h_2 &= \max (s \setminus h_1) = \max [(s_1, s_2, \ldots, s_N) \setminus h_1] \\
    &\vdots \\
    h_M &= \max (s \setminus h_{M-1}) = \max [(s_1, s_2, \ldots, s_N) \setminus (h_1, h_2, \ldots, h_{M-1})],
\end{align*}
\] (13)

where, \( h_M = [h_1, h_2, \ldots, h_M] \) denotes the set of historical similar days in descending order by similarity degree; \( s \setminus h_{M-1} \) denotes the remaining historical days except the \( M - 1 \) days with the highest similarity degree.

### 4.2. Load Profile for Group Household

#### 4.2.1. Household Behavior Analysis Module

In this section, a bottom-up modeling method is used to find the electricity consumption behavior model based on the behavioral probabilities of each household appliance in similar historical days. For \( M \) similar days in a single household, the historical behavior probability (\( p_{ihj} \)) of home appliance \( i \) being used at recording point \( j \) is calculated as the following formula:

\[
p_{ihj} = \frac{1}{M} \sum_{m=1}^{M} S_{mj}^i,
\] (14)

where \( S_{mj}^i = 1 \) represents home appliance \( i \) being under operation at recording point \( j \) on a similar day \( m \), and \( S_{mj}^i = 0 \) represents that home appliance \( i \) is in the off state. \( p_{ihj} \) shows the probability of appliance \( i \) being operated at recording point \( j \) on the historical day. Therefore, the historical behavior probability (\( p_{ih} \)) of appliance \( i \) at all recording points can be obtained with

\[
p_{i} = \{p_{i1h}, p_{i2h}, \ldots, p_{ihj}, \ldots, p_{iMh}\}.
\] (15)

Consequently, the historical electricity consumption behavior model of all household appliances can be expressed with \( p_h \), as shown in the following formula:

\[
p_{h} = \{p_{1h}, p_{2h}, \ldots, p_{ih}, \ldots, p_{Ih}\},
\] (16)

where \( I \) is the number of household appliances.

#### 4.2.2. Household Behavior Prediction Module

Based on the historical behavior probability and consumption power of a household appliance, the consumption model of a single appliance shown by

\[
P_i(j) = p_{ihj}P_o
\] (17)
where $P_i(j)$ is the expected power consumed by household appliance $i$ at recording point $j$; and $P_o^i$ is the consumption power of household appliance $i$. Since the historical behavior probability of an appliance is calculated from the historical days with the highest degree of similarity, the behavior probability can be considered to be the operation probability of the corresponding appliance on the forecasting day. Consequently, Equation (17) can be considered to be the forecasting result of appliance $i$ at recording point $j$. Furthermore, the load profile of a single household can be predicted by accumulating the energy consumption of all $I$ appliances in the family. That is

$$P_c(j) = \sum_{i=1}^{I} P_i(j) = \sum_{i=1}^{I} p_{0i}^{j} P_o^i,$$

where $P_c(j)$ is the expected power of electricity consumption in household $c$ at recording point $j$.

As for the load profile of group households, we can accumulate the whole energy consumption of all group households. If it is assumed that there are $C$ households in the group, the group load can be expressed as

$$P_{\text{group}}(j) = \sum_{c=1}^{C} P_c(j).$$

5. Case Study

In this section, a residential community containing 64 households is taken as an example to show the effectiveness of the proposed electricity forecasting framework. In the community, 64 households have four kinds of home appliances: lighting appliances, resistance appliances (e.g., electric water heater, rice cooker), motor appliances (e.g., refrigerator, air conditioner, rangehood), and power electronic appliances (e.g., television, computer). Each household was equipped with an intellectual socket to collect the energy consumption of household appliances, and the sampling interval of the smart sockets was 10 min. Historical data was collected from 1 July 2017 to 31 July 2017, and the load profile of 31 July 2017 was predicted with the proposed approach. Additionally, basic information was collected everyday, including environmental data, events, weekday type and date, which is shown in Table A1.

5.1. Forecasting Result for a Single Household

One household in the community was selected for the prediction of energy consumption for 31 July 2017 with the historical data. The partial household appliances in this family are shown in Table 1. Based on the collected data, the degree of similarity among the historical days and forecasting day in July is shown in Figure 2. From the figure, one can see that the 5 days with the highest similarity degree were 27 July with 0.86658, 25 July with 0.86534, 26 July with 0.82582, 24 July with 0.82448, and 20 July with 0.81342. According to the 5 extracted similar days, the energy consumption of this single household for July 31 was predicted.

| Appliance            | Power (W) | Appliance         | Power (W) |
|----------------------|-----------|-------------------|-----------|
| Fluorescent lamp     | 90        | Air conditioner   | 2000      |
| Washing machine      | 380       | Electric water heater | 1100     |
| Microwave oven       | 900       | Television        | 180       |
| Refrigerator         | 220       | Rice cooker       | 500       |
The electricity consumption behavior for household appliances on 31 July 2017 was predicted based on the similar historical days, and Figure 3 shows the working probability of six common household appliances at each sampling point. In the figure, the red curve is the predicted working probability of household appliances, and the blue curve is the actual working probability of household appliances. One can see that the predicted probability for these appliances is very similar to the actual working condition. For example, the refrigerator’s working condition is relatively stable, and it rotates between work and standby modes for 24 h. According to the predicted result, the refrigerator has a relatively long-running operation from 6:50 h to 7:20 h, between 10:40 h and 11:20 h, and between 17:40 h and 18:10 h, which is the same as the actual situation. It can be judged that this household uses the fridge frequently in each meal time period. In the prediction result, the air conditioner is in operation from 0:00 h to 8:00 h, from 10:10 h to 13:30 h, and from 17:30 h to 24:00 h, while the actual working condition of the air conditioner is from 0:00 h to 8:00 h, from 10:30 h to 13:40 h, and from 17:40 h to 24:00 h. One can see that there is a better forecasted result in the early morning and evening periods, and the overall prediction accuracy in the noon is up to 85%. Similarly, the forecasted results for the electric water heater, washing machine, microwave oven, and television also high overall prediction accuracies.
Based on the predicted results of all household appliances, the expected daily power of this household was obtained. Figure 4 shows the comparison result between the expected power and the actual power of this single household. From the red curve, one can see that the main consumption time for the household is from 6:30 h to 8:00 h, from 10:20 h to 11:50 h, from 17:30 h to 18:30 h, in which peak consumption is at 17:50 h with 4556 W, 11:00 h with 4520 W, 7:10 h with 4120 W, and off-peak consumption is from 8:30 h to 10:00 h and from 14:00 h to 17:40 h with about 200 W. Based on the actual profile in blue color, the comparison result shows that prediction error of peak consumption in the morning was 16.26%, at noon it was 7.39%, and in the evening it was 7.39%, and the prediction accuracy for the determination of peak consumption was 10 min. Therefore, the prediction results are in good agreement with the measured data, and can accurately predict each peak and valley time. Additionally, from 0:00 h to 8:00 h, due to the operation characteristics of the air conditioner, the expected power is different from the actual power, but the expected energy consumption is the same. Similarly, the time interval from 22:30 h to 24:00 h still has the same result.

**Figure 4.** Expected power of a single household.

### 5.2. Forecasting Result for Group Household

Generally, households in a community can be divided into different categories according to their energy consumption characteristics. Families in different categories will have different family member structures, and the forecasting accuracy will also be different. In our measured residential community, three categories exist: worker families, senior families, and senior + worker families. Therefore, in the forecasting process for group households, we firstly predicted the load in each category to show the effectiveness of the proposed approach, and then the load profile of group household was obtained by accumulating the consumption of all categories. In order to classify the group households precisely, the households in the community were clustered according to the peak consumption times and timetables of residents, such as the morning, noon, evening peak time, wake up time, and bedtime. In this paper, the adopted clustering method is fuzzy c-means clustering (FCM) [28–30]. Using the FCM algorithm, group households can be classified into different categories based on the consumption time information for each family. Additionally, the consumption time information for 64 households was collected and is shown in Table A2.

According to the household characteristic data, the clustering target is three categories (i.e., worker family, senior family, and senior + worker family) with FCM. The clustering results of the 64 households were as follows: 13 households are worker families (category 1), 40 households are senior + worker families (category 2), and 11 households are senior families (category 3). Then, based on the bottom-up forecasting approach, the energy consumption behavior of categories 1–3 was predicted, which is shown in Figure 5. By comparing the results, we can see that three categories of households have different energy consumption behaviors. This demonstrates that the proposed prediction model
can reflect the electricity consumption characteristics of households in different categories. The worker family group has morning and evening peak times, where the evening peak time has a higher peak value and lasts for a longer period. The curve shows that this category has an centralized energy consumption time and the peak/valley difference is also obvious. Compared to the load profile of worker families, the energy consumption of the senior + worker family group is decentralized in the daytime, namely, the middle peak time lasts for a longer period, from 7:00 h to 18:00 h. The senior household group has a more distributed energy consumption time, in which there exists a small difference between the peak load and valley load. The curve shows that this category has less fluctuation than the other two categories. Moreover, from the aspect of prediction accuracy, one can see that in the result for the worker family, the predicted profile is coincident with the measured load profile most of the time, while for the senior family, the predicted profile has frequent fluctuation in the measured load. This demonstrates that the load profiles of worker families are easier to predict than those of senior families. The main reason for this is that users in the worker family have relatively fixed timetables, and they generally use appliances for the same purpose in a centralized time slot. For example, most worker families use kitchen appliances extensively for breakfast between 6:00–8:00 h during the workday, hence, the consumption behavior is easier to forecast. However, since senior members in the family have a more flexible consumption time, this will increase the randomness of consumption behavior on different days; hence, the predicted load profile of the measured load is the weakest.

Figure 5. Forecasting results for three categories of household: (a) worker family; (b) senior + worker family; (c) senior family.
Based on the forecasting result of the 3 categories, the load profile of whole residential community was obtained, which is shown in Figure 6. In order to show the effectiveness and efficiency of the proposed forecasting approach, a prediction result is also presented with a bottom-up formulation, but without the similar day extraction process. That is, the load profile was predicted via historical load dates from July 26 to 30 in the comparison approach. Figure 6a shows the prediction result, and Figures 6b,c show the relative errors between the predicted power and actual power. From the figures, we can see that the maximal absolute value of prediction error in the proposed approach was 12.3% at 13:20 h, and most of time, the prediction error was under 10%, while in the comparison approach, the maximal absolute value of prediction error was 20.0% at 17:10 h. In addition, from the relative error, one can see that the prediction result without the similar day extraction process has a continuous large error (e.g., more than 10%) between 16:00 h and 19:00 h, which demonstrates that the comparison approach failed to give an accurate prediction for the evening peak moment. In addition, prediction errors in the peak value, valley value, and average value are presented in Table 2. This shows that in the critical moments, the proposed approach produces a great improvement from the prospect of prediction accuracy (e.g., 8% in peak moment, 4.2% in valley moment, and 3.4% in average value). Therefore, the proposed bottom-up modelling method is effective in the prediction of household load profiles. As for the feasibility of proposed approach in practice, the Matlab timer showed that the computing time of the whole forecasting process was 78.8 s, and the average computing time for each family was about 1.2 s. Note that, the forecasting algorithm was executed by MATLAB R2012b on the personal computer with Intel(R) Core(TM) i7-7700 CPU@3.60 GHz and RAM 8.00 GB. Although the algorithm may have a longer running time for thousands of households on the personal computer, the running time will be reduced dramatically when the algorithm is performed on a computing server. Therefore, the proposed forecasting approach could be employed in reality.

Figure 6. Prediction results for the residential community: (a) is the forecasting power; (b) is the error between the proposed approach and the measurement; (c) is error the between the comparison approach and the measurement.
Table 2. Prediction errors of the peak, valley, and average power values.

| Parameter                      | $P_{max}$ (W) | $P_{min}$ (W) | $P_{av}$ (W) |
|--------------------------------|---------------|---------------|--------------|
| Measurement                    | 85,760        | 24,188        | 45,824       |
| Proposed approach              | 88,794        | 25,348        | 46,366       |
| Comparison approach            | 95,605        | 26,362        | 47,946       |
| Proposed approach error (%)    | 3.5           | 4.8           | 1.2          |
| Comparison approach error (%)  | 11.5          | 9.0           | 4.6          |

5.3. Discussion on the Application of Proposed Approach

According to the above analysis, the proposed bottom-up approach was able to effectively predict the load profile of the residential community where consumption data was collected at the appliance level. However, since the collection work of bottom level data is a tremendous task, especially for the city with numerous residents, it is expected to that the collected data from one city will be applied to predict the consumption in another city with the proposed bottom-up approach. Generally, the data in one city can be applied to other cities with similar climates and economic levels. In order to measure the similarity degree among cities, a similarity feature vector can be employed:

$$Y = [T \ RH \ V \ E], \quad (20)$$

where $T$, $RH$, and $V$ are the average air temperature, average relative air humidity, and average wind speed of a city, respectively; $E$ is the economic level of a city. Furthermore, the factors are normalized in the similarity feature vector with the following formula:

$$\begin{align*}
T^* &= T / \max(T) \\
RH^* &= RH / \max(RH) \\
V^* &= V / \max(V) \\
E^* &= E / \max(E),
\end{align*} \quad (21)$$

where $T^*$, $RH^*$, $V^*$, and $E^*$ are the normalized values. In addition, the similarity feature vector $Y$ is replaced with normalized value $(Y^*)$. Using the vector of each city, we can obtain the degree of similarity between two cities by calculating the Euclidean distance:

$$l(Y_a^*, Y_b^*) = \sqrt{\left(T_a^* - T_b^*\right)^2 + \left(RH_a^* - RH_b^*\right)^2 + \left(V_a^* - V_b^*\right)^2 + \left(E_a^* - E_b^*\right)^2} \quad (22)$$

$$s(Y_a^*, Y_b^*) = \frac{1}{1 + l(Y_a^*, Y_b^*)}, \quad (23)$$

where $Y_a^* = [T_a^* \ RH_a^* \ V_a^* \ E_a^*]$ and $Y_b^* = [T_b^* \ RH_b^* \ V_b^* \ E_b^*]$ are the similarity feature vectors of two cities, respectively; $s(Y_a^*, Y_b^*)$ is the degree of similarity of two cities. Therefore, whether appliance data collected in one city can be used to another city can be determined according to the value of $s(Y_a^*, Y_b^*)$.

6. Conclusions

In this paper, a bottom-up forecasting framework was proposed to determine household load profiles, in which energy consumption behavior characteristics of each household appliance was regarded as the main building block. Furthermore, in order to enhance the performance of the forecasting process, a similar day extraction process was proposed to select the days most similar to the predicted day from numerous historical days. Using the appliance consumption data from similar historical days, the consumption behavior of group households can be more accurately predicted. In the case study, a set of data about the energy consumption of appliances and basic information (e.g., environment, event, household, and date) were collected from 1 July 2017 to 31 July 2017 in a
residential group of 64 households. Using the collected data, a household load profile for July 31 was predicted with the proposed approach, and the results showed that the proposed bottom-up modelling method can predict different categories of families very well, including worker families, senior families, and senior + worker families. In addition, by comparing the results of the proposed approach and the bottom-up approach without the similar day extraction process, it was shown that the bottom-up modelling method considering similar day extraction will contribute to the prediction performance of the load profile.

Although the load profile predictions considered in this paper are only for residents, the forecasting framework could be applied to different scenarios with different electricity users, such as commercial users, highly localized power grids, and so on. In addition, the results in this paper could be extended in several directions. For example, the consumption power of household appliances was assumed to be the rated power in this paper; hence, research on the practical consumption model of appliances is worth studying. Furthermore, in Section 5.3, the selection standard for the degree of similarity value $s(Y_a, Y_b)$ is an important factor that guarantees the prediction accuracy of the application of other cities; hence, it will be an important research direction in the future after obtaining the measured consumption data of multiple cities.

**Author Contributions:** B.G. contributed to developing the ideas of this research. X.L. and Z.Z. performed the research. All authors were involved in preparing this manuscript.

**Funding:** This research received no external funding.

**Conflicts of Interest:** The authors declare no conflict of interest.

**Appendix A**

| Date       | Humidity | Temperature | Wind Speed | Weekday Type | Major Event |
|------------|----------|-------------|------------|--------------|-------------|
| 1 July 2017| 45       | 28          | 6          | 6            | 0           |
| 2 July 2017| 70       | 33          | 12         | 7            | 0           |
| 3 July 2017| 47       | 26          | 8          | 1            | 0           |
| 4 July 2017| 48       | 28          | 6          | 2            | 0           |
| 5 July 2017| 51       | 30          | 10         | 3            | 0           |
| 6 July 2017| 33       | 30          | 7          | 4            | 0           |
| 7 July 2017| 40       | 32          | 8          | 5            | 0           |
| 8 July 2017| 45       | 32          | 8          | 6            | 0           |
| 9 July 2017| 72       | 30          | 7          | 7            | 0           |
| 10 July 2017| 81     | 34          | 12         | 1            | 0           |
| 11 July 2017| 65     | 32          | 8          | 2            | 0           |
| 12 July 2017| 75     | 30          | 12         | 3            | 0           |
| 13 July 2017| 73     | 30          | 10         | 4            | 0           |
| 14 July 2017| 71     | 30          | 10         | 5            | 0           |
| 15 July 2017| 60     | 32          | 5          | 6            | 0           |
| 16 July 2017| 61     | 32          | 3          | 7            | 0           |
| 17 July 2017| 60     | 32          | 9          | 1            | 0           |
| 18 July 2017| 52     | 32          | 8          | 2            | 0           |
| 19 July 2017| 60     | 32          | 7          | 3            | 0           |
| 20 July 2017| 78     | 30          | 11         | 4            | 0           |
| 21 July 2017| 65     | 30          | 8          | 5            | 0           |
| 22 July 2017| 61     | 34          | 7          | 6            | 0           |
| 23 July 2017| 47     | 34          | 8          | 7            | 0           |
| 24 July 2017| 71     | 35          | 11         | 1            | 0           |
| 25 July 2017| 60     | 34          | 10         | 2            | 0           |
| 26 July 2017| 43     | 32          | 9          | 3            | 0           |
| 27 July 2017| 48     | 34          | 6          | 4            | 0           |
| 28 July 2017| 84     | 36          | 12         | 5            | 0           |
| 29 July 2017| 77     | 36          | 11         | 6            | 0           |
| 30 July 2017| 79     | 32          | 12         | 7            | 0           |
| 31 July 2017| 60     | 33          | 8          | 1            | 0           |
Table A2. Consumption time information for each family.

| Family | Morning | Noon | Evening | Wake | Bed | Family | Morning | Noon | Evening | Wake | Bed |
|--------|---------|------|---------|------|-----|--------|---------|------|---------|------|-----|
| 1      | 42      | 65   | 108     | 37   | 138 | 33     | 37      | 65   | 106     | 34   | 126 |
| 2      | 41      | 64   | 109     | 39   | 139 | 34     | 42      | 63   | 110     | 38   | 135 |
| 3      | 44      | 113  | 42      | 143  | 35  | 44     | 44      | 62   | 111     | 39   | 137 |
| 4      | 43      | 70   | 113     | 42   | 141 | 36     | 41      | 68   | 115     | 39   | 137 |
| 5      | 43      | 69   | 112     | 43   | 142 | 37     | 45      | 63   | 109     | 39   | 139 |
| 6      | 44      | 113  | 42      | 142  | 38  | 45     | 44      | 63   | 110     | 39   | 137 |
| 7      | 37      | 69   | 108     | 35   | 126 | 39     | 44      | 40   | 112     | 34   | 137 |
| 8      | 44      | 113  | 35      | 137  | 40  | 43     | 62      | 110  | 40      | 40   | 139 |
| 9      | 44      | 107  | 41      | 137  | 41  | 42     | 42      | 64   | 107     | 40   | 135 |
| 10     | 43      | 63   | 109     | 40   | 135 | 42     | 37      | 68   | 107     | 35   | 132 |
| 11     | 45      | 111  | 43      | 142  | 43  | 43     | 43      | 65   | 112     | 40   | 137 |
| 12     | 35      | 106  | 31      | 130  | 44  | 45     | 45      | 64   | 114     | 42   | 144 |
| 13     | 43      | 66   | 109     | 36   | 134 | 45     | 42      | 64   | 112     | 40   | 137 |
| 14     | 42      | 65   | 108     | 40   | 137 | 46     | 34      | 64   | 107     | 33   | 130 |
| 15     | 42      | 68   | 115     | 41   | 142 | 47     | 43      | 67   | 108     | 39   | 136 |
| 16     | 43      | 64   | 110     | 40   | 137 | 48     | 40      | 67   | 111     | 38   | 134 |
| 17     | 45      | 114  | 43      | 144  | 49  | 42     | 42      | 64   | 113     | 40   | 138 |
| 18     | 44      | 64   | 110     | 35   | 135 | 50     | 45      | 0     | 115     | 43   | 143 |
| 19     | 38      | 68   | 108     | 35   | 126 | 51     | 37      | 68   | 109     | 35   | 124 |
| 20     | 43      | 64   | 107     | 40   | 136 | 52     | 40      | 63   | 109     | 39   | 136 |
| 21     | 43      | 65   | 109     | 39   | 138 | 53     | 39      | 66   | 112     | 40   | 135 |
| 22     | 39      | 70   | 110     | 38   | 125 | 54     | 43      | 67   | 111     | 39   | 134 |
| 23     | 44      | 65   | 107     | 41   | 136 | 55     | 44      | 0     | 118     | 42   | 143 |
| 24     | 44      | 0     | 112     | 42   | 143 | 56     | 43      | 64   | 110     | 40   | 133 |
| 25     | 43      | 63   | 107     | 41   | 132 | 57     | 43      | 0     | 116     | 43   | 144 |
| 26     | 43      | 64   | 107     | 39   | 133 | 58     | 44      | 65   | 109     | 40   | 135 |
| 27     | 45      | 0     | 115     | 42   | 144 | 59     | 43      | 66   | 110     | 40   | 134 |
| 28     | 36      | 68   | 107     | 34   | 122 | 60     | 44      | 0     | 113     | 41   | 141 |
| 29     | 44      | 0     | 118     | 41   | 140 | 61     | 36      | 66   | 107     | 34   | 134 |
| 30     | 42      | 67   | 114     | 40   | 138 | 62     | 44      | 64   | 108     | 41   | 132 |
| 31     | 43      | 64   | 108     | 40   | 134 | 63     | 41      | 69   | 110     | 38   | 133 |
| 32     | 45      | 64   | 109     | 40   | 132 | 64     | 35      | 65   | 111     | 34   | 124 |
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