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Abstract—Unmanned Aerial Vehicles (UAVs) acting as Flying Access Points (FAPs) are being used to provide on-demand wireless connectivity in extreme scenarios. Despite ongoing research, the optimization of UAVs’ positions according to dynamic users’ traffic demands remains challenging. We propose the Traffic-aware UAV Placement Algorithm (TUPA), which positions a UAV acting as FAP according to the users’ traffic demands, in order to maximize the network utility. Using a DRL approach enables the FAP to autonomously learn and adapt to dynamic conditions and requirements of networking scenarios. Moreover, the proposed DRL methodology allows TUPA to generalize knowledge acquired during training to unknown combinations of users’ positions and traffic demands, with no additional training. TUPA is trained and evaluated using network simulator ns-3 and ns3-gym framework. The results demonstrate that TUPA increases the network utility, compared to baseline solutions, increasing the average network utility up to 4x in scenarios with heterogeneous traffic demands.

Index Terms—Aerial wireless networks, UAV placement, Traffic-aware, Deep reinforcement learning.

I. INTRODUCTION

The use of Unmanned Aerial Vehicles (UAVs) acting as aerial Wi-Fi Access Points (APs) or cellular base stations has emerged as an interesting solution to provide on-demand wireless connectivity. They have been considered to provide or extend the coverage of existing network infrastructures or to enhance their capacity and accommodate temporary traffic demand surges [1]. Aerial networks are especially interesting in emergency and crowded scenarios, where the unpredictability and heterogeneity of the users’ mobility and traffic demands may lead to the inefficient utilization of the network’s radio resources. In these heterogeneous scenarios, UAVs can be dynamically positioned according to the users’ traffic demands, in order to meet their Quality of Service (QoS) requirements. Despite the ongoing research on UAV placement [2]–[5], some challenges remain open, including the optimization of the UAVs’ positions according to the dynamic users’ traffic demands.

Reinforcement learning (RL), including Deep RL (DRL), is being used to solve traditional wireless networks problems [6], including UAV placement [7]–[9]. RL allows an agent to autonomously learn the optimal policy of actions that solve a problem, using the experience collected in previous interactions with the environment. This enables the agent to learn and adapt to the current scenario dynamics, including the mobility of the users and their traffic demands, instead of relying on predefined models, which may not accurately characterize the scenario. Moreover, the agent can be trained with real-time network metrics, in order to learn and react to the real conditions of the environment, instead of using approximations or estimations that may be inaccurate or delayed.

Generally, RL problems are designed to solve a specific scenario with predefined parameters and conditions. Therefore, the RL agent is trained and evaluated in the same exact scenario and conditions defined in the problem, in order to achieve maximum performance. However, this methodology results in an RL policy that may not be sufficiently generalizable. In fact, when the resulting RL policy is applied in similar but unknown scenarios, with different parameters and conditions, its performance may significantly degrade [10]. One solution to overcome this problem is to adopt an online training methodology, where the RL agent is continuously refining its policy over time, in order to adapt to new and unpredictable environment conditions that may occur in the future. Still, the time needed to learn the new policy and the increased complexity overhead limit the efficiency of this methodology.

The main contribution of this paper is the Traffic-aware UAV Placement Algorithm (TUPA) using a generalizable DRL methodology. The objective of TUPA is to position a UAV acting as a Flying Access Point (FAP) according to the users’ traffic demands, thus maximizing the network utility provided to the users. The use of a DRL approach techniques enables the FAP to autonomously learn and adapt to the dynamic conditions and requirements of different scenarios, in order to efficiently manage and provide network capacity to the users that actually require it. Moreover, the proposed DRL methodology allows TUPA to generalize the knowledge acquired in the training phase to unknown variations of scenarios without requiring additional training. In this paper, we define a scenario as a combination of the users’ positions and their generated traffic. Additionally, we use the terms UAV and FAP interchangeably.

In order to evaluate TUPA, including its generalization capacity and learning rate, we compare two offline training strategies. In the specialization strategy, the FAP is trained in the same scenarios used in the evaluation; in the generalization strategy, the FAP is trained in similar but different scenarios. In both strategies, TUPA is evaluated in the same exact scenarios and conditions. The comparison of both strategies allows the study of the effect of the training set on the overall performance of TUPA, as well as its generalization
TUPA is trained and evaluated using the ns3-gym framework [11], which enables the development of an OpenAI Gym RL environment based on an underlying ns-3 simulation [12]. Using ns-3 enables TUPA to be trained and evaluated with a much larger number of scenarios, which would be very difficult to achieve in an experimental testbed. The training and evaluation is driven by real-time network metrics of the wireless environment, which are calculated with accurate wireless network models in ns-3. Still, ns-3 can also be extended with the trace-based simulation approach to replicate the same exact conditions observed in past experimental scenarios [13].

The rest of this paper is organized as follows. Section II presents the system model and the problem formulation. Section III explains the proposed TUPA. Section IV discusses the training and performance evaluation methodologies and analyzes the simulation results. Section V presents the conclusions and future work.

II. SYSTEM MODEL AND PROBLEM FORMULATION

Fig. 1 represents the model of the system. Let the area to be covered by the FAP be represented as a rectangle $L_{covx} \times L_{covy}$. The coverage area is subdivided in squares $L_{zone} \times L_{zone}$, defining zones, which represent and aggregate all users within that subarea. The wireless network is composed of 1 FAP and $U$ users positioned within the coverage area. The FAP can only be positioned within the volume $[0, L_{covx}] \times [0, L_{covy}] \times [Z_{min}, Z_{max}]$. Each user generates UDP constant bit-rate (CBR) traffic of $\lambda_u$ bit/s. Regardless of the individual values, the aggregate traffic generated by all users is always the same, which is given by $\Lambda = \sum_{u=1}^{U} \lambda_u$.

In this paper, we define a scenario as a fixed wireless environment with a given combination of users’ positions and their generated traffic. Using the standard RL terminology, we define an episode as a sequence of $T$ time steps taken in a given scenario. Each time step $t$ has a duration of $S$ seconds. During the episode, the positions of the users and their generated traffic remain constant. At the end of time step $t$, the network utility $N[t]$ is calculated as a linear combination of the average aggregate throughput $T[t]$, average delay $D[t]$ and average Packet Loss Ratio (PLR) $P[t]$, calculated among all users, as defined in (1).

$$N[t] = \alpha_T \cdot T[t] + \alpha_D \cdot (1 - D[t]) + \alpha_P \cdot (1 - P[t])$$

(1)

The parameters $\alpha_T$, $\alpha_D$ and $\alpha_P$ are the relative weights of the throughput, delay and PLR, respectively. All three components are normalized in order for the values to be approximately in the interval $[0, 1]$. The throughput is normalized using the aggregate throughput $\Lambda$ generated by the users. The delay does not have a maximum known value; therefore, it is normalized using an empirical value so that most delays can be normalized in the interval $[0, 1]$. In corner cases, time steps may have average delays slightly greater than 1, which do not affect the overall training process nor the evaluation of TUPA. The PLR is already a normalized value.

Therefore, for a given episode $e$, the objective is to determine a sequence of $T$ FAP positions that maximizes the episode’s average network utility $N_e$, as stated in (2).

$$\max N_e = \frac{1}{T} \sum_{t=1}^{T} N[t]$$

(2)

III. TRAFFIC-AWARE DRL UAV PLACEMENT ALGORITHM

The traffic-aware DRL UAV placement algorithm TUPA is depicted in Fig. 2. The problem is formulated as a standard RL problem. The UAV acting as a FAP is the agent that should learn the optimal policy of actions to take on the environment for any given state, which is represented by a set of observations collected from the environment. As a result of the action taken on a given state, the environment will reward the agent with a value proportional to the quality of the action.

As in standard RL problems, the FAP agent is trained and evaluated in multiple episodes. As defined in Section II, an episode is a sequence of $T$ time steps taken on a scenario. In each time step $t$, the agent collects the observations $O[t]$ from the environment, determines the action $A[t]$ to take on that state and receives a reward $R[t]$ from the environment. An episode finishes after $T$ time steps. Then, the episode results are calculated considering all time steps of the episode, such as the cumulative reward, average throughput, average delay, average PLR and the resulting average network utility.

Fig. 1. System model representing the coverage area, the limits for the UAV altitude and the position of the users.

Fig. 2. Proposed traffic-aware DRL UAV placement algorithm TUPA, depicting the observations, actions and reward function.
Therefore, the objective is to train the FAP agent through multiple episodes of different scenarios, so that it learns, over time, the optimal policy of actions to take on the environment that maximizes the episode’s cumulative reward.

The following sections explain the environment model, including the observations, actions and the reward function, as well as the DRL algorithms used to train the FAP agent.

A. Environment’s Observation Space

The environment’s state for a given time step is represented by a set of observations collected from the environment, which are related to the state of the network and the users’ traffic demands in that time step.

Each observation is a 2-D matrix representing the zones of the coverage area defined in Section II. Hence, the dimensions of each matrix are \( (L_{	ext{conv}} / L_{	ext{zone}}) \times (L_{	ext{conv}} / L_{	ext{zone}}) \). The set of observations \( O[t] \) for time step \( t \) are as follows: 1) the distance between the FAP and each zone’s center; 2) the number of users in each zone; 3) the aggregate traffic carried by the users in each zone; 4) the aggregate throughput (transported traffic) of the users in each zone; 5) the average delay of the users in each zone; and 6) the average PLR of the users in each zone.

As defined in Section II, every observation is normalized. The normalization is performed using the maximum theoretical value of that observation. Moreover, all observation matrices \( O_i \), except the distance, take the complementary value \((1 - O_i)\), so that the matrices are dense (i.e., with a majority of non-zero values).

B. Agent’s Action Space

In order to evaluate and compare alternative approaches to TUPA, we define two distinct action spaces for the agent: 1) sequential movements, 2) absolute coordinates.

In the sequential movements discrete action space, the UAV moves through a sequence of predefined movements, once per time step. In each time step, the UAV can only move in one of 6 directions: \{Up, Down, Left, Right, Front, Back\}. For each direction, the UAV can move 1 or 5 zones at once. This enables the UAV to quickly move towards the desired area, while being able to refine its position. Alternatively, the UAV can choose to stay in the current position. Despite the 13 actions defined in this action space, only the actions that lead the UAV to a valid position, within the boundaries defined in Section II, are selectable in that time step.

The absolute coordinates continuous action space considers that the UAV can select, in each time step, the absolute coordinates of its next position, defined by the tuple \((x, y, z)\), within the valid volume. Similarly to the observations, the UAV coordinates \((x, y, z)\) are normalized to the interval \([0, 1]\), which represent the minimum and maximum limits of the coverage area.

C. Reward Function

In order to drive the training of the agent towards the objective defined in II, the reward function is defined as the network utility of the time step, which is given by (1). Thus, the reward \(R[t]\) calculated for time step \(t\) is given by the network utility \(N[t]\) of that time step.

D. Deep Reinforcement Learning Algorithms

As explained in Section II-B, two action spaces are considered for the agent: the sequential movements (discrete) and the absolute coordinates (continuous). Since the two action spaces have different dimensions, each action space requires a different DRL algorithm to train the agent, according to the action space’s dimensions.

The Double Deep Q-Network (DDQN) algorithm is used to train the agent using the sequential movements discrete action space, whereas the Deep Deterministic Policy Gradient (DDPG) algorithm is used for the absolute coordinates continuous action space.

The algorithms are implemented with neural networks composed of 1-2 convolutional layers with kernels of size (3,3), followed by 2 dense layers interleaved with dropout layers. All layers use the Rectified Linear Unit (ReLU) as the activation function. The RMSprop optimizer with a learning rate between \(10^{-3}\) and \(10^{-4}\) is used in both algorithms, associated to the mean squared error loss function for the DDQN algorithm and the Huber loss function for the DDPG algorithm. The discount factor \(\gamma\) equals 0.9. The DDQN algorithm uses an \(\epsilon\)-greedy exploration strategy, whose \(\epsilon\) starts with an initial value of 1 and decays exponentially along up to 1000 episodes with a decay rate of 0.02. Finally, the agent is trained after each time step. In order to stabilize the training, the DDQN and the DDPG algorithms use target networks that are 80% soft-updated after 1000 or 2000 steps, respectively. Moreover, a replay buffer with a capacity of 100,000 steps and a batch size of 64 steps is used in both algorithms.

IV. Simulation Results

The training and test methodologies are explained in this section, as well as the performance evaluation of TUPA by means of simulation.

A. Training and Performance Evaluation Methodology

TUPA was trained and evaluated using the ns3-gym framework [11]. ns3-gym enables the development of an OpenAI Gym RL environment based on an underlying ns-3 network simulation [12], which defines and runs the dynamic wireless networking environment where the agent is trained and evaluated. In this sense, the actions taken by the agent are passed to the ns-3 simulation environment, and the observations and rewards are calculated using the real-time network metrics collected by ns-3. The DDQN and DDPG DRL algorithms used in this work were implemented with the TF-Agents Python library [14].

Table I summarizes the system model, ns-3.34 simulator and DRL parameters. The scenarios are setup according to the system model presented in Section II. The wireless network is configured in AP–STA infrastructure mode. The FAP–User wireless link is modeled by the Friis path loss and Rician fast-fading, according to the experimental channel model for UAVs.
hovering at low altitudes measured in \[\text{[2]}\]. Each scenario is characterized by a random combination of users' positions and offered loads, whose sum is always equal to \(\Lambda = 40 \text{ Mbit/s}\) generated at the application layer. Due to technical limitations of the ns3-gym framework, only 3 users were simulated. Nevertheless, these users are sufficient to generate a large number of different combinations of traffic demand composing the training and test datasets. Moreover, each user may approximately model a set of users generating the same aggregate traffic in a given geographic area. In order to evaluate the ideal performance of TUPA, the UAV is always positioned at the intended coordinates at the start of each time step \(t\). The effect of the UAV movement on TUPA's performance is left for future work. Finally, the relative weights of the average network utility \(\alpha_T = 0.6\), \(\alpha_D = 0.3\) and \(\alpha_P = 0.1\) were selected as a trade-off between maximizing the throughput and delay, while ensuring all users remain connected to the FAP and do not starve.

In order to generate different levels of traffic demand heterogeneity, the users' traffic demands follow a random exponential distribution. Similarly, the users' \(x\) and the \(y\) coordinates also follow a random exponential distribution. This method allows the generation of homogeneous scenarios, where the users are close to each other and/or have similar traffic demands, and heterogeneous scenarios, where the users are away from each other and/or have different traffic demands.

In order to evaluate the performance of TUPA, including its generalization capacity, we defined two training strategies: 1) specialization and 2) generalization. In both strategies, we defined two sets of scenarios: a training set, composed of the scenarios where the FAP agent was trained; and the test set, composed of the scenarios to evaluate the FAP agent. The training set contains up to 10,000 unique scenarios, whereas the test set contains 500 unique scenarios. In both strategies, the FAP agent is always trained for 10,000 episodes. The comparison of both strategies allows the study of the effect of the training set on the overall performance of TUPA, as well as its generalization capacity.

The objective of the specialization strategy is to analyze the performance of TUPA when it is trained in the same exact scenarios as those used in the evaluation – i.e., the training set equals the test set. Since the test set, and consequently the training set, have less unique scenarios than the number of training episodes, the FAP agent was trained multiple times per scenario (i.e., multiple episodes of the same scenarios). The FAP agent follows the given order: episode 1 is run on scenario 1, episode 2 is run on scenario 2, and so on. When the FAP agent finishes the last scenario of the training set, it returns to scenario 1 and continues the training by repeating that scenario again. This training process finishes once the FAP agent completes the specified number of training episodes.

In the generalization strategy, the FAP agent was trained in scenarios different from those used in the test set – i.e., the training set is different from the test set. This strategy allows the analysis of TUPA's capacity to generalize the knowledge learned in different, but similar, scenarios and apply it to unknown scenarios, without additional training. Unlike the specialization strategy, in order to maximize the generalization capacity, the FAP agent should be trained with a much larger number of unique scenarios, instead of training in the same scenarios for multiple episodes [10]. In order to analyze the effect of the number of unique scenarios in the training set on the generalization capacity, we compare two versions of the generalization strategy: 1) training in 10,000 unique scenarios during one episode per scenario (Gen10ks); and 2) 500 unique scenarios during 20 episodes per scenario (Gen500).

In addition to the network utility performance, we analyzed the learning rate of TUPA. To that end, the FAP agent was trained with a different number of training episodes and its performance was evaluated after each training session.

Therefore, we trained and tested 4 versions of TUPA: 1-2) the DQN with the sequential movements action space using the specialization and generalization strategies, respectively; and 3-4) the DDPG with the absolute coordinates action space using the specialization and generalization strategies, respectively. Then, we compared the results obtained with a common baseline. In the baseline, the FAP was positioned in order to minimize the average distance to the users, which is equivalent to maximizing the average Signal-to-Noise Ratio (SNR) of the users. This baseline represents the state of the art solutions that are not traffic-aware and optimize the SNR of all users independently of the users' actual traffic demands. All versions of TUPA and the baseline were evaluated on the same set of test scenarios.

### B. Performance Evaluation

In order to evaluate the performance of TUPA and analyze its generalization capacity, we trained the FAP agent...
with 10,000 episodes using the generalization (Gen10k and Gen500) and specialization (Spec) strategies. After the training, the performance of TUPA was evaluated in the test scenarios. For each episode, we calculated the average network utility and a heterogeneity index of that scenario.

We define the heterogeneity index \( H_s \) of scenario \( s \) as a metric that characterizes the spatial heterogeneity of the users’ traffic demands in scenario \( s \). The heterogeneity index \( H_s \in [0, 1] \) is given by (3) and it is calculated as the average between two components: 1) the complementary value of the Jain’s fairness index for the users’ traffic demands \( \lambda_u \); and 2) the average normalized distance \( d_{ij} \) among all \( U \) users. Hence, a heterogeneity index close to 1 represents a scenario where the users have very heterogeneous traffic demands and/or are scattered throughout the coverage area; a heterogeneity index close to 0 represents the opposite (homogeneous scenario).

\[
H_s = \frac{1}{2} \left( 1 - \frac{(\sum_{u=1}^{U} \lambda_u)^2}{U \sum_{u=1}^{U} \lambda_u^2} \right) + \frac{1}{2} \left( \frac{1}{U(U-1)} \sum_{i=0}^{U} \sum_{j=0}^{U} d_{ij} \right)
\]

(3)

The Cumulative Distribution Functions (CDFs) of the average network utility, aggregate throughput, delay and PLR calculated for all test scenarios are shown in Fig. 3 and Fig. 4. The results demonstrate that all versions of TUPA except the Gen500 provided higher network utility to the users in all scenarios, when compared to the baseline, with a maximum gain of \( \approx 1.75x \) for the 25th percentile. Moreover, the average delay demonstrated the greatest improvement relative to the baseline, with a reduction of \( \approx 0.42x \) for the 60th percentile. In order to characterize the performance of TUPA in different types of scenario heterogeneity, we grouped the test scenarios in bins of 0.05 heterogeneity indices and calculated the average network utility of all scenarios in that bin. Fig. 5 shows the average network utility per heterogeneity index bin. It is demonstrated that all versions of TUPA except the Gen500 increased the average network utility in all bins, with respect to the baseline. Moreover, the results show that the network utility gain relative to the baseline increases with the heterogeneity index. In fact, the most heterogeneous scenarios achieved an average network utility of \( \approx 0.8 \), whereas the baseline only achieved \( \approx 0.2 \), which corresponds to a gain of \( \approx 4x \).

Furthermore, the results of the two generalization strategies demonstrate that training the FAP agent once with more unique scenarios, as opposed to less unique scenarios during multiple times, enabled it to achieve a similar performance to the specialization strategy.

C. Learning Rate Performance

To analyze the learning rate of TUPA, we trained it with a different number of training episodes and evaluated its performance after each training session. TUPA was trained with a number of episodes increasing in logarithmic scale from \( 10^2 \) to \( 10^4 \) episodes.

The results obtained are shown in Fig. 6. The results show that the median network utility achieved by all versions of TUPA except the Gen500 increased with the number of training episodes, until a point where it reached the maximum value of \( \approx 0.9 \). However, the results of the Gen500 strategy show that the FAP agent is unable to surpass the performance of the baseline, regardless of the number of training episodes. Additionally, it can be seen that the DDQN algorithms learn faster than the DDPG algorithms. However, the DDPG algorithms achieve slightly better results than the DDQN. Nevertheless, all versions of TUPA except the Gen500 are able to surpass the network utility performance of the baseline after 500 training episodes, at most. Finally, the results demonstrate that the Gen10k generalization strategy achieves similar learning rates as the specialization strategy.

V. CONCLUSIONS

This paper proposed the traffic-aware UAV placement algorithm TUPA, in order to maximize the network utility provided to the ground users. The results demonstrated that the FAP increased the average network utility compared to the baseline solutions, with a maximum gain of \( 4x \) gain in scenarios with heterogeneous traffic demands. Furthermore, the results showed that the proposed DRL training methodology enabled TUPA to generalize the knowledge acquired in the training phase and achieve similar results when applied to unknown variations of those scenarios – with different combinations of users’ positions and traffic demands – with no additional training. Additionally, training the FAP agent once with more unique scenarios demonstrated better results than training it multiple times with less unique scenarios. As future work, we plan to extend our work to cooperative multi-UAV algorithms.
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Fig. 4. Average aggregate throughput, delay and PLR CDFs calculated for all test episodes. All versions of TUPA were trained with 10,000 episodes.

Fig. 5. Average network utility per heterogeneity index calculated for all test episodes. All versions of TUPA were trained with 10,000 episodes.

Fig. 6. Median value of the average network utility for different numbers of training episodes.
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