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Abstract

The safety, health and welfare of the public hold prominence in engineering. No matter the discipline, the public is the engineer’s ultimate and most important client. Decisions regarding types and levels of environmental and public health protection are usually driven and constrained according to the amount of risk removed or added by an action or policy. Risk assessment documents contain the scientific and technical information that underpins these risk-based decisions. A retrospective risk assessment, such as one imbedded in a root cause analysis, attempts to quantify the amount of risk introduced by a previous action. Conversely, a prospective risk assessment predicts the types and amounts of risk that is being and could be added or prevented by an action.

Keywords: Risk; Reliability; Resilience; Precautionary principle; Reliability function; Failure rate; Uncertainty; Pollutant; Treatment technology

Introduction

The safety, health and welfare of the public hold prominence in engineering [1-4]. No matter the discipline, the public is the engineer’s ultimate and most important client. Decisions regarding types and levels of environmental and public health protection are usually driven and constrained according to the amount of risk removed or added by an action or policy [5-16]. Risk assessment documents contain the scientific and technical information that underpins these risk-based decisions. A retrospective risk assessment, such as one imbedded in a root cause analysis, attempts to quantify the amount of risk introduced by a previous action. Conversely, a prospective risk assessment predicts the types and amounts of risk that is being and could be added or prevented by an action [17]. Risk assessments require scientific and engineering data, i.e. evidence-based risk assessment. In the U.S., evidence-based, prospective risk assessment often places the onus on the regulatory body, e.g. a federal or state agency, to whether the risk introduced by an action is acceptable. Usually, these data are requested by the regulator from the applicant for the action, e.g. a permit or notice, but the onus for the action is for the regulatory agency to show that the action would be unsafe or otherwise unacceptable. The precautionary approach, on the other hand, requires that the applicant provide sufficient evidence that the action is sufficiently safe. That is, the onus of proof is on the applicant, not the regulator. Precaution is in order when data needed to properly quantify risks are lacking or insufficient to make an informed decision.

Thus, precaution is usually applied to an action with health, safety and environmental impacts that could be sufficiently severe and irreversible [18-20]. The most obvious examples of engineering precaution are those related to bioengineering, given the large uncertainties introduced by genetic manipulations and synthetic biology, especially related to downstream risks. However, there are also numerous civil and structural engineering scenarios in which precaution is appropriate, e.g. hazardous waste site cleanup [21,22], protection of drinking water aquifers [23-25], and construction stability [26].

Intentionally or intuitively, engineers use risk metrics to determine the success or failure of a project. Indeed, engineers are called upon to reduce an existing or potential risk. Ideally, risk reduction is a systematic process whereby the decision to take an action to reduce the risk also incorporates engineering reliability and resilience. Reliability is the probability that the system will perform its intended function for a specified condition, including quality and time [27,28]. Reliability is the flip side of risk, i.e. instead of the likelihood of an adverse and undesirable outcome, reliability expresses the likelihood of a desired outcome. Since both are probabilities, their values range between zero and unity, often expressed as a percentage ranging from 0% to 100%. Complete reliability, i.e. 100%, and conversely, 0% risk are the ideals [29]. Reliability is the extent to which the engineer, the public and other clients have confidence of success. This confidence is often
a function of the length of time that a system, process or item operates. A device will be reported to fail at some rate, e.g., the number of failures per hours of operation. A pump is needed to measure particulate matter (PM) in an active system. For example, the pump is expected to fail, on average, once every 1000 hours of operation. If the town engineer uses 10 pumps in the field for 11,000 hours, the average failure rate would indicate one likely failure during that operation time. Thus, the design may not be sufficiently reliable. If the failure is unacceptable, e.g., to meet statistical significance, the engineer would need to procure at least one replacement pump. Thus, reliability is the mathematical expression of success. Reliability is the probability that something is in operation at time zero \( (t_t) \) will still be operating until the desired life \( (t = (t_t)) \). The probability of a failure per unit time is the hazard rate or failure density \( [(0)] \). This is a function of the likelihood of an occurrence of failure, but not a function of the severity of the failure [30]. The likelihood of a failure at a given time interval is found by integrating the hazard rate over a defined time interval:

\[
P(t_1 \leq t \leq t_1) = \int_{t_1}^{t_2} f(t)dt (1)
\]

where \( T_t \) = time of failure.

Thus, the reliability function \( R(t) \), of a system at time \( t \) is the cumulative probability that the system has not failed in the time interval from \( t_0 \) to \( t_1 \):

\[
R(t) = P(t_1 \leq t \leq t_0) = 1 - \int_{t_0}^{t} f(x)dx (2)
\]

It is not a question of “if”, but “when” an engineered system will fail [31]. The optimal time may be extended, e.g., of a pollution control device, by increasing \( t \) to make the device more resilient under conditions that would otherwise lead to failure. For example, proper engineering design of a fabric filter system should work well, not only during “normal” conditions, but resist failure during hostile conditions, e.g., a time-period of highly corrosive particulate matter (PM) loading. In addition to design, the structure and materials may also contribute to failure, e.g., filter material is based on less corrosive pollutant loads than those actual emissions, decreasing \( T_t \) [31]. This example illustrates the importance of resilience [32-34]. The less resilient a system, the more sensitive a system is to perturbations and the more that the engineer must control that system to make it sufficiently reliable. A very resilient system can withstand a wide array of insult. A system that lacks resilience is a sensitive and vulnerable system, needing controls to remain operational when conditions change.

**Resilience Metrics**

Thus, the risk and reliability specifications of engineered systems must incorporate resilience, i.e., able to return to the original form or state after being bent, compressed, or stretched or the ability to recover return to the desired state readily following the application from some form of stress [33-35]. Engineers have traditionally required designs to be sufficiently resilient, whether they used this term explicitly. As mentioned, the specifications of a technology or item included tolerance ranges as well as operational lifetime. For example, an item may perform its function for 10 years, so long as temperature, pressure, corrosiveness and other environmental and operational factors fall within specified tolerances. Thus, the designer seeks ways not only to lengthen the lifetime, but also to broaden the tolerances, i.e., make the item more resilient. To achieve this, the item must become [36]:

1. more robust by widening the upper-to-lower performance limits;
2. more resistant to and recoverable from disruptions;
3. reconfigurable by incorporating adaptive properties; and,
4. more adaptable to changing conditions.

Thus, resilient systems include a “learning” process, whereby the operator can be attentive and recall changes and disruptions to anticipate future stresses [36,37]. The engineer can be supported in these anticipatory and cognitive processes by artificial intelligence and machine learning.

Put another way, resilient systems have wide tolerances, whereas an overly sensitive system is easily harmed outside of very narrow tolerance ranges. For example, the town’s wastewater treatment plant should have much greater resilience than most university laboratory experiments, since real-world conditions vary during the design life of the facility. Nature provides an example, i.e., an ecologically resilient habitat can withstand large ranges of moisture, temperature and pollutant loading. For example, atmospheric deposition of a pollutant onto a biologically diverse system may cause little impact and/or require a relatively short time to recover. Conversely, the same deposition onto a non-resilient, less diverse system, e.g., monoculture crop, could be devastating. The stressors are often synergistic, e.g., perhaps drought conditions could be withstood, were it not for the addition of the deposited pollutant [38]. Likewise, an environmental treatment technology that builds in resilience is in less need of intricate engineering controls against insult than a non-resilient system [32,39,40].

**Risk and Precaution**

In evidence-based risk assessments, the onus is on the environmental or public health regulator to show that an action or agent is unsafe. This is the predominant perspective of most U.S. health and environmental regulations, i.e., it is up to the agency to stop an action, such as a new chemical being used in a product, only if it has sufficient information to support this decision. However, the agency usually may require the applicant to provide such information. Environmental engineers commonly employ chemical or biological risk assessments to address [41]:

1. The amount of a potentially harmful agent in each environmental medium or compartment, e.g., in the soil, water, air, carpet, walls, etc.;
2. The potential exposure to the agent, i.e., the amount of contact with a receptor in each medium and compartment; and,
3. The potential harm, e.g. toxicity, of the agent.

Nations vary in their environmental protection strategies and approaches. For large-scale and irreversible damage, many nations apply precaution, i.e. any requested action is denied unless the applicant can provide sufficient information showing that the action or product is safe [18-20,42,43]. Unlike traditional risk assessments, which assume governance holds the burden of proof that something is harmless, the precautionary onus assumes that the burden of proof is entirely on those who anticipate the new action and if “reasonable suspicion” arises of a severe and potentially irreversible outcome, the action as proposed should be denied. This requires an objective, well-structured, comprehensive analysis of alternatives to provide a needed service, including “no-action” if any of the alternatives are worse than doing nothing new. Increasingly, evidence-based risk assessments are being augmented or even supplanted by precaution, especially if the decision involves a reasonable likelihood that an adverse effect is severe and irreversible [44]. The precautionary approach also calls for systems thinking and sustainable solutions, which are being supported by emerging screening models and tools, including life cycle analysis (LCA) and multi-criteria decision analysis (MCDA). The key is the ability to consider numerous variables from various information sources. For untested and data-poor agents and processes expert elicitation is employed [45], i.e. gathering insights from a swath of the scientific community on newly emerging or otherwise poorly understood challenges to air quality. At the local level, an engineer may elicit expertise within an organization, through teams, and with stakeholder meetings. The approach will vary by type of design and project, but also for different stages of the same design and project [46-48].

Among the important gaps in data and tools needed for risk-based and precaution-based decision making is more reliable means of estimating and predicting exposures to stressors. For example, human health characterization factors (CFs) in LCAs have benefited from improved hazard, especially toxicity, information [49]. Given that health risk is a function of hazard and exposure, both traditional risk assessment and LCA’s human health CF must be based on reliable exposure predictions [50]. For instance, materials or chemicals used in early life stages could result in the formation and release of pollutants at some later stage, e.g. eliminating wastes before they reach the household or changing chemical synthesis or product manufacturing approaches in early stages that prevent a future problem [51].

Uncertainty

An engineer never enjoys 100% certainty about a design. Indeed, engineers have numerous working definitions of risk other than the product of hazard and exposure to that hazard. Another is that risk is the effect of uncertainty on the engineer’s ability to meet specified objectives. In the latter definition, the “effect” is a deviation from the “expected” outcome [34]. The outcome’s acceptability varies by who is expecting it. The engineer may be satisfied with a treatment technology based it its efficiency in removing a pollutant, whereas policy makers and the public may care most about the costs of the overall treatment facility. This does not mean the public accepts less environmental quality. In fact, they correctly assume that the engineer will ensure that the environment and public health are protected. The engineer should not expect the public to appreciate every drink of clean water but should expect that the public will not and should not accept any water, air or other environmental quality that does not meet accepted standards. Engineering decisions fall into two broad categories [52,53]. The first is a decision under risk; the second, a decision under uncertainty. This is but another example of a twist on the term “risk”. When outcomes cannot be known or are only incompletely known, the decision is said to be under risk. Optimizing for best approaches is less about selecting the “good” versus “bad” options, but about the “good enough, with fewer ancillary negative outcomes” versus “not good enough, with too many unacceptable outcomes”. It is impossible to identify every contributing event for all but the simplest decisions; so, such events are often very broad assimilations of possible outcomes. Even if there is a wealth of information about possible outcomes, these outcomes occurred in the past, which is never identically repeated. Engineering uncertainty results from temporal, spatial and operational variability and the lack of knowledge [54]. Perhaps, more than most scientific venues, the factors that lead to environmental risk are highly variable, given the large number of habitats, sources of pollution, diseases in populations, geographic diversity, and many other environmental circumstances. Additional uncertainties result from measurement imprecision, voids and gaps in observations, practical obstacles, lack of consistency in measured and modelled results, and the inability to understand gathered information, i.e. structural uncertainty [55].

Conclusion

The engineer of the 21st century is expected to provide designs and projects that reduce risks with acceptable reliability and resilience. Engineering success is a function of the amount of risk that has been reduced or avoided. Thus, the success of environmental engineering requires vigilance and preparation for uncertainties about future hazards and potential exposures to these hazards. Thus, the engineer is accountable to ensure the designs and operations provide for the public’s safety, health and welfare. This is achieved by managing and reducing risks, using approaches that are reliable and resilient in the face of uncertain and changing operational and environmental conditions.
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