The Prediction Method on the Early Failure of Hydropower Units Based on Gaussian Process Regression Driven by Monitoring Data
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Abstract: The hydropower units have a complex structure, complicated and changing working conditions, complexity and a diversity of faults. Effectively evaluating the healthy operation status and accurately predicting the failure for the hydropower units using the real-time monitoring data is still a difficult problem. To this end, this paper proposes a prediction method for the early failure of hydropower units based on Gaussian process regression (GPR). Firstly, by studying the correlation between different monitoring data, nine state parameters closely related to the operation of hydropower units are mined from the massive data. Secondly, a health evaluation model is established based on GPR using the historical multi-dimensional monitoring information and fault-free monitoring data at the initial stage of unit operation. Finally, a condition monitoring directive based on the Mahalanobis distance (MD) is designed. The effectiveness of the proposed method is verified by several typical examples of monitoring data of a hydropower station in Guangxi, China. The results show that, in three cases, the abnormal conditions of the unit are found 2 days, 4 days and 43 days earlier than those of regular maintenances respectively. Therefore, the method can effectively track the change process of the operation state of hydropower units, and detect the abnormal operation state of hydropower units in advance.
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1. Introduction

Hydropower is the key renewable and clean energy in pursuit of economic decarbonization. The authors [1] reviewed a lot of innovative technologies in the field of hydropower, such as the digital implementation innovation technology that improves efficiency by 12%, and discuss the cost of standardization, best practices, and innovative technologies. The hydropower station is a key part of hydropower generation. Hydropower units are the core equipment of hydropower stations. Due to their complex internal structure and the influence of mechanical, electrical, and hydraulic factors during operation, hydropower units have a high failure rate and long maintenance time. The performance degradation of hydropower units has the property of gradual change [2]. At present, the state monitoring of hydropower units is mainly based on their vibration signal to extract the fault characteristics that can characterize the operation state. Methods such as EMD [3,4], VMD [5,6], and wavelet analysis [7,8] are commonly used to decompose the vibration signal to remove the high-frequency noise in the original signal, to extract the typical characteristic frequency corresponding to different faults of the units. A reliability centered maintenance...
(RCM) concept for hydropower equipment is proposed, which uses failure mode and effect analysis (FMEA) technology to identify maintenance critical components [9–12]. Some authors [11] applied this method to the radial bearing fault detection of Kaplan turbine, to make maintenance plan before the failure of radial bearing, improve the availability of bearing and reduce the maintenance cost. However, the existing diagnosis technology has difficulty meeting the requirements of engineering applications due to the fewer faults with the label of the unit and the abnormal information contained in a signal that is not enough to fully evaluate the unit status [13,14]. The hydropower unit system has the characteristics of large-scale uncertainty, high nonlinearity, and strong correlation, so it is difficult to establish an accurate mechanism model. Many sensors are installed in hydropower units to collect many data closely related to the operation of the units. Based on the regression-based models of monitoring variables reflecting the state of the unit system, the abnormal monitoring of the unit can be realized by setting the threshold value [15]. Therefore, the monitoring system of the hydropower station is used to store many state parameters closely related to the operation status of hydropower units, and the realization of the hydropower unit state evaluation method has become a research hotspot [16–18]. Based on the swing data, the authors [19] integrated the vibration signal preprocessing, feature selection and prediction methods into a multi-objective optimization framework, and proposed an aggregated empirical wavelet transform-Gram–Schmidt orthogonal-multi-salp-objective-swarm-algorithm-kernel extreme learning machine (AEWT-GSO-MOSSA-KELM) model for vibration tension prediction of hydropower, and the predicted MAE of this model is 0.65 and the calculation time is 95.716 s, which are better than EEMD based, PCA based, SVR based, SSA based and MOPSO based models in the same operating environment. Zhou et al. [14] used vibration information and swing information to build a health state model of hydropower units. Based on the comprehensive consideration of the bearing vibration, active power, and working head information of the units, a condition parameter degradation assessment, and prediction model was proposed to evaluate and forecast hydropower units [13,20,21]. Based on the least square support vector machine model, the Y-direction vibration data of the bearing and the monitoring data of the draft tube were predicted to realize the diagnosis of potential faults [22].

However, in the above research, the selection of state parameters often depends on human experience, and the correlation between state parameters is not fully considered. Additionally, since the existing monitoring system may not be perfect, it is easy to form an information island, leading to a lot of redundancy between monitoring data [23]. In other fields, many researchers have applied support vector machine (SVM), deep learning, and other machine learning methods to similar research and achieved many results [24–26]. However, none of the models perform well in all cases, e.g., slow training speed for a large sample set, sensitivity to noise, and difficult to determine parameters. With the increasing number of layers and nodes of the neural network model, the larger the data set needs to be trained, the higher the complexity of the model and the training process is difficult to understand. Compared with support vector machine and neural network, the model established by the Gaussian process has fewer parameters that can adaptively deduce super parameters and realize noise separation according to data characteristics, which is very suitable for data processing with noise. In order to address the shortcomings mentioned above, this paper proposes a method of health assessment of hydropower units based on Gaussian process regression (GPR). GPR, as a new machine learning method based on Bayesian theory and statistical learning theory, has achieved good results in other fields of health monitoring [27–29]. Firstly, the paper uses the Pearson correlation coefficient (PCC), maximum information coefficient (MIC), and grey correlation degree (GCD) to select the appropriate operation state parameters from the massive data stored in the hydropower unit’s system to construct the input eigenvector. Then the relevant multi-dimensional information is fully used to establish the health assessment of the hydropower units based on the GPR model using the historical data of no-fault records at the beginning of the unit operation. Finally, a condition monitoring directive (CMD) based on the MD is designed to
evaluate the operation state of the unit in real-time. In this paper, the basic process of the ideal framework of hydropower unit health assessment based on GPR is as follows. Firstly, in the off-line phase, for the problem of monitoring parameter selection, the correlation and redundancy between monitoring parameters are analyzed by using the historical monitoring data, and the parameter variables with strong correlation are selected to further remove the redundant variables. Then, based on the above selected monitoring parameters, the health assessment model based on GPR model is constructed by using the data without fault records during the initial operation of hydropower units, and the model is used as the benchmark model for online evaluation. Finally, in the on-line stage, combined with the online monitoring data, an index for evaluating the operation status of hydropower units is designed based on MD, and the reasonable alarm threshold is determined, to realize the on-line condition monitoring of hydropower units, as shown in Figure 1.

This paper is organized as follows. Section 2 introduces the correlation analysis methods for mining the appropriate input variables by using the correlation among health parameters. Section 3 describes the process of GPR modeling and the method of designing state evaluation indicators. Section 4 presents results from case studies, and Section 5 summarizes the conclusions.

2. Input Variables Selection

Extracting the state parameters closely related to the operation of hydropower units from the monitoring system of hydropower units is the premise to realize the health assessment of hydropower units. The correlation analysis methods such as PCC, GCD, and MIC can solve this problem well. The detailed descriptions of these three correlation analysis methods are as follows.

The PCC is a commonly used correlation analysis method, which can characterize the linear degree of tightness between the two variables [30]. In this paper, from the perspective of linear correlation, the PCC is used to identify the strong linear correlation monitoring parameters with the operation status of hydropower units, and to remove some redundant monitoring parameters with similar functions.

Figure 1. The proposed health assessment framework for hydropower units.
2.1. The GCD

Under the actual conditions, the operation condition of hydropower units is complex, and the monitoring data have the characteristics of high noise and strong randomness, which lead to many nonlinear relationships among the monitoring parameters except a linear relationship. In this paper, the GCD is used to identify the nonlinear characteristics among these monitoring parameters. The GCD mainly measures the relationship between each factor and behavior output or index according to the similarity of each correlation factor curve, which is suitable for extracting the relationship between small samples and poor information state [31].

Assuming the time series of active power is \( y = \{ y_1, y_2, \cdots, y_n \} \), and the time series of monitoring parameters \( x_i = \{ x_{i1}, x_{i2}, \cdots, x_{in} \} \), where \( i \) represents the \( i \)th monitoring parameter. The new sequences are obtained using dimensionless mean processing as Equations (1) and (2). The GCD of \( y \) and \( x_i \) can be described by Equation (3), and the specific calculation process is shown in Reference [31].

\[
\begin{align*}
x'_{ik} &= \frac{x_{ik}}{\frac{1}{n} \sum_{a=1}^{n} x_{ia}} \\
y'_{k} &= \frac{y_{k}}{\frac{1}{n} \sum_{a=1}^{n} y_{a}}
\end{align*}
\]

\[R(x'_i, y') = \frac{1}{n} \sum_{k=1}^{n} \zeta [x'_{ik}, y'_k]
\]

In Equation (3), \( k = 1, 2, \cdots, n \), \( R(x'_i, y') \) grey relational grade represents the level of correlation between the time series of active power and the time series of monitoring parameters.

2.2. The MIC

Although the GCD can find out the non-linear relationship between the monitoring parameters, some of them still have many non-linear correlations and cannot be expressed by specific formulas. Therefore, this paper uses MIC to further explore the correlation between them. The MIC is a correlation algorithm that does not need to make any assumptions about the data distribution to evaluate the function and statistical relationship between variables. Given enough samples, it can effectively capture a wide range of relationships without being limited to specific relationship types [32]. The calculation process is as follows.

(1) The formula for calculating the maximum mutual information value of two random variables \( X \) and \( Y \) for any given partition is Equation (4).

\[
I(D, X, Y) = \sum_{x \in X, y \in Y} p(X, Y) \log \left( \frac{p(X, Y)}{p(X)p(Y)} \right)
\]

(4)

(2) Normalizing the above formula to make its value in the interval \([0, 1]\].

\[
M(D)_{x,y} = \frac{I(D, X, Y)}{\log(\min\{x, y\})}
\]

(5)

(3) In the ordered pair data set \( D \) with the known sample \( n \), the MIC of the two variables \( x \) and \( y \) in this set \( D \) is defined as Equation (6).

\[
\text{MIC}(D) = \max_{xy < B(n)} \left\{ M(D)_{x,y} \right\}
\]

(6)

In Equation (6), \( xy < B(n)(B(n) = n^a) \), \( n \) is the data scale to limit the mesh size to divide the region, and the value of a constant \( a \) can be set according to experience or scale.
MIC can detect the correlation whether two variables are functionally related, hyperfunction related, or even not related to any functional relationship. However, some statisticians believe that MIC can also make the illusion of correlation between two uncorrelated variables [33,34]. Therefore, to avoid the introduction of irrelevant variables due to the defects of MIC, this paper combines CGD theory to mine the nonlinear relationship between variables.

3. Health Assessment Model of Hydropower Units Based on GPR

3.1. GPR Theory

Gaussian process (GP) is a machine learning method based on statistical learning theory and Bayesian theory, which has good adaptability to deal with complex regression problems such as high dimensionality, small sample sizes, and nonlinearity [35]. The statistical properties of GP are determined by their mean function $m(x)$ and covariance function $k(x, x')$ [36]. Gaussian prior is composed of mean function and variance function, and its process can be described as follows.

$$ y = f(x_n) + \xi_n $$  \hspace{1cm} (7)

where $y$ is the output, $f(x_n)$ is a hidden function, and $\xi_n$ is noise. Given the data $D = [(x^*, y^*)]$, the joint distribution of training set $y$ and $y^*$ can be obtained according to the Bayesian principle.

$$ y^*|X, y, x^* \sim N[y^*, \text{cov}(y^*)] $$  \hspace{1cm} (8)

$$ y^* = K(x^*, X) \left( K(X, X) + \sigma_n^2 I \right)^{-1} y $$  \hspace{1cm} (9)

$$ \text{cov}(y^*) = k(x^*, x^*) - K(x^*, X) \left[ K(X, X) + \sigma_n^2 I \right]^{-1} K(X, x^*) $$  \hspace{1cm} (10)

where $y^*$ and $\text{cov}(y^*)$ are fitting values and variances, respectively.

The super parameters set of the GPR model is one of the key factors affecting the model prediction. In this paper, the square exponential covariance function is selected as the covariance function described as follows:

$$ K(x_i, x_j; \Theta) = \sigma_f^2 \exp \left( -\frac{1}{2} (x_i - x_j)^T M (x_i - x_j) \right) + \sigma_n^2 \delta_{ij} $$  \hspace{1cm} (11)

In Equation (11), $\sigma_f^2$ is the signal variance. $M = \text{diag}(l^{-2})$ is a symmetric matrix with $y$ per parameters, $l$ is the characteristic length scale parameter, and $\Theta = (l, \sigma_f^2, \sigma_n^2)$ is usually called the super parameter.

After the super parameters of the GPR model is obtained, the model is established.

3.2. Online Evaluation Using CMD

The health assessment model of hydropower units reflects the complex relationship between the health status of hydropower units and many influencing factors in normal operation. When the hydropower units deteriorate, their original relationship will inevitably change, resulting in their operation state deviated from the original health state. Therefore, to identify the deterioration or failure state of hydropower units, it is necessary to find a method to quantify the degree of deviation between the two states.

The MD [37] was proposed by Mahalanobis, an Indian statistician. It is a method to calculate the similarity of two sample sets. In other fields, it is often used as an anomaly detection index and has achieved good results [38,39]. This method is very suitable to measure the distance between the characteristic vector and the healthy operation state space. The MD is defined as Equation (12).

$$ d_i = \sqrt{(X_i - u)^T C^{-1}(X_i - u)} $$  \hspace{1cm} (12)
In Equation (12), \( X_i = [x_1, x_2, \cdots, x_m] \) is the \( i \)th \( m \)-dimension observation vector. \( u = [u_1, u_2, \cdots, u_n] \) is the mean vector, \( C \) is the covariance matrix.

Assuming that the characteristic vector of the current operating state for the hydropower units is \( X_i \) and considering the influence of the historical state on hydropower units at the current time, the CMD is defined as Equation (13).

\[
CMD(t) = \frac{d(t) + d(t-1) + \cdots + d(t-1+n)}{n}
\]

In Equation (13), \( n \) is the sliding window and \( d(t) \) is the MD between the current time vector \( X_i \) and the health assessment model.

4. Example Verification

4.1. Description of Collection Data Type

To verify the effectiveness of the above methods, this paper takes the bulb tubular hydropower units, with a rated power of 30.77 MW, which was put into use in May 2015, in Guangxi Province of China as the research object. The general structure and some sensors installation positions of the hydropower unit studied are shown in Figure 2. The Monitoring System of NaRI Open-2000 installed in this power station is designed and manufactured by NARI Group Co., Ltd. (Nanjing, China). The function of the Open-2000 monitoring system is to realize the centralized monitoring and control, recording and management of the whole power station, and remote monitoring of the system. Its data acquisition system can collect real-time data from various field control units and external data links, complete the database refresh, and analyze, process and calculate the collected data to form the data needed for monitoring and management, and store these data in the database. The monitoring parameters collected by the acquisition system include electrical parameters such as current, voltage, and power, mechanical parameters such as vibration, travel, displacement, guide vane opening, water level, flow, pressure, and other hydraulic parameters, and thermal parameters such as tile temperature, oil temperature, winding temperature, etc. In this paper, 107 kinds of parameters are selected from the above monitoring parameters for analysis. Some of the original data of some monitoring parameters are shown in Table 1. It can be seen from Table 1 that the data of monitoring are discrete data, which cannot be analyzed by traditional diagnosis method based on the continuous signal. The main types of sensors used are shown in Table 2. Figure 3 shows the installation position of the RTZ bearing bush temperature sensors for collecting the temperature of water guide bearing bush, and basic dimensions parameters of turbine model are shown in Table 3.

Table 1. Part of the original data of some of 107 measuring parameters on 9 October 2015.

| Monitoring Parameters | Units | 8:00:00 | 8:10:00 | 8:20:00 | 8:30:00 | 8:40:00 |
|-----------------------|-------|--------|--------|--------|--------|--------|
| Temperature of No.11 forward thrust bearing bush | °C | 48.52 | 48.47 | 48.46 | 48.42 | 48.33 |
| Temperature of No.12 forward thrust bearing bush | °C | 48.59 | 48.65 | 48.55 | 8.56 | 48.51 |
| Unit speed | r/min | 78.88 | 78.88 | 79.10 | 78.88 | 78.79 |
| The swing of oil receiver in X direction | µm | 64.39 | 120.91 | 87.60 | 61.38 | 86.50 |
| Vibration of stator frame in the X direction | µm | 38.87 | 33.34 | 33.80 | 28.81 | 30.26 |
| Vibration of stator frame in the Y direction | µm | 40.97 | 29.42 | 14.38 | 16.18 | 19.55 |
| Vibration of combined bearing in the X direction | µm | 12.95 | 8.73 | 11.35 | 11.03 | 11.32 |
| Vibration of combined bearing in the Y direction | µm | 3.85 | 3.50 | 2.86 | 3.60 | 3.45 |
| Vibration of water guide bearing in the X direction | µm | 39.33 | 28.71 | 47.77 | 40.69 | 41.12 |
| Vibration of water guide bearing in the Y direction | µm | 20.94 | 17.49 | 14.50 | 16.18 | 19.55 |
Figure 2. The structure of the bulb tubular hydropower units and the location of some sensors.

Table 2. The main sensors used in the monitoring system.

| Model                                                                 | Frequency Response Range   | Collection Data Type          |
|-----------------------------------------------------------------------|----------------------------|-------------------------------|
| Dp-VH-06-0400 low frequency vibration sensors                        | 0.5 Hz–200 Hz              | Vibration data                |
| 811100-50-09-01 key phasor sensors                                   | 0–10 KHz                   | Key phase data                |
| BENTLY3300XL sensors                                                 | 0–100 kHz                  | Obtain the swing data         |
| SZCB-01 magnetoelastic speed sensors                                 | 50–5000 Hz                 | Get the spindle speed         |
| PM388 piezoresistive pressure sensors                                | 07 Mpa                     | Draft tube outlet pressure    |

Table 3. Basic dimension parameters of turbine model.

| Parameters | Number of Guide Vanes | Number of Runner Blades | Turbine Diameter (mm) | Hub Ratio |
|------------|-----------------------|-------------------------|-----------------------|-----------|
|            | 16                    | 4                       | 6700                  | 0.38      |

4.2. Feature Vector Selection

This paper uses the monitoring data of no-fault records with a sampling interval of 10 min in the first four months of its operation to complete feature selection. The active power information of the hydropower units is used to evaluate the operation state of the hydropower units. Therefore, when selecting the monitoring parameters, the parameters closely related to the active power are mainly selected. According to the above correlation analysis methods, the correlation between all simulated monitoring parameters (107 in total) of the monitoring system and the output active power of the hydropower units are calculated. Some results are shown in Table 4, and the vibrations mentioned in this paper are measured vibration.
Figure 3. The installation position of RTZ bearing bush temperature sensors for collecting the temperature of water guide bearing bush.

Table 4. Correlation analysis results of the partial condition monitoring parameters using maximum information coefficient (MIC), Pearson correlation (PCC), and grey correlation degree (GCD).

| Condition Monitoring Parameters                     | The Correlation Analysis Methods |
|-----------------------------------------------------|----------------------------------|
| Swing Y of the water guide bearing                   | MIC  | PCC  | GCD  |
| Vibration of oil receiver in the X direction         | 0.21  | 0.39  | 0.88  |
| Vibration of oil receiver in the Y direction         | 0.21  | 0.43  | 0.92  |
| Vibration of stator frame in the X direction         | 0.15  | 0.30  | 0.88  |
| Vibration of stator frame in the Y direction         | 0.26  | 0.49  | 0.86  |
| Vibration of combined bearing in the X direction     | 0.20  | 0.37  | 0.92  |
| Vibration of combined bearing in the Y direction     | 0.36  | 0.57  | 0.93  |
| Vibration of water guide bearing in the X direction  | 0.20  | 0.36  | 0.83  |
| Vibration of water guide bearing in the Y direction  | 0.20  | 0.37  | 0.93  |
| Temperature of No.1 forward thrust bearing bush      | 0.35  | 0.45  | 0.73  |

From Table 4, the correlation between each monitoring parameter and the active power parameter is quite different. To reduce the influence of weakly correlated or unrelated state parameters on the next step of modeling, the following Equations (14) and (15) are used to select the monitoring parameters closely related to the operation state of the unit, and these monitoring parameters are taken as the input eigenvectors of the initial selection.

\[
f(i) = \frac{1}{3}(M(i) + p(i) + G(i))
\]  

(14)

\[
g = \frac{1}{N} \sum_{i=1}^{N} f(i)
\]  

(15)

In Equations (14) and (15), \(N\) is the monitoring parameters of 107 measuring points collected from the hydropower station monitoring system. \(M(i)\) is the MIC value of the \(i\)th monitoring parameter. \(P(i)\) is the PCC value of the \(i\)th monitoring parameter. \(G(i)\) is the GCD value of the \(i\)th monitoring parameter. When \(f(i) > g\), it is considered that the \(i\)th parameter is closely related to the unit operation state specifying it as a preliminary input feature.
According to the above methods, the input eigenvectors with 41 parameters, i.e., the vibration of the oil receiver in the Y direction, the vibration of the stator frame in the Y direction, the vibration of the combined bearing in the Y direction, the vibration of the water guide bearing in the Y direction, the temperatures of the thrust bearing bushes from No.1 to No.12, the stator coil temperatures from No.1 to No.12, air cooler hot air temperatures from No.1 to No.6, stator core temperatures from No.1 to No.12, and the unit flow, are preliminarily obtained. To reduce the influence of redundant variables, the above parameters are further analyzed. The time-domain variation curves of some monitoring parameters are shown in Figure 4.

![Time-domain diagram of from 1 to 6 stator coil temperatures.](image)

Figure 4. Time-domain diagram of from 1 to 6 stator coil temperatures.

From Figure 4, these monitoring parameters are highly correlated, indicating that they have the same roles in reflecting the operation state of the unit. Therefore, one of the parameters is selected as the input feature. Through linear correlation analysis, nine parameters, including the vibration of oil receiver, the stator vibration in the Y direction, the vibration of combined bearing in the Y direction, the vibration of water guide bearing in the Y direction, the temperature of No.1 forward thrust bearing bush, the temperature of No.1 stator coil, the temperature of No.1 air cooler hot air temperature, the temperature of No.1 stator core and unit flow rate, are selected as final input eigenvectors.

4.3. The Establishment of the Health Assessment Model for Hydropower Units

The health model of the hydropower unit is established by using ten monitoring parameters in the initial three months of operation. Each monitoring parameter has 1200 groups of data, and the data sampling time is 10 min. The first 1000 sets of data are used for training the GPR model, and the remaining 200 sets of data are used for model verification. The validation curve of the GPR model is shown in Figure 5a. The predicted curve by the GPR model is in good agreement with the actual monitoring data. To highlight the superiority of the GPR model, the back propagation neural network (BPNN), and the radial basis function neural network (RBFNN) model are used for comparison. BPNN can realize the nonlinear mapping between input samples and output samples, and has the characteristics of self-organization and self-learning, which makes it very effective in nonlinear approximation. In addition, the potential relationship between these data can be summarized through the automatic learning process. So far, there is no definite method to determine the number of hidden nodes in the hidden layer of BPNN. Homik points out that the number of hidden layers should be between $\sqrt{2m + 1}$ and $2m + n$, Hecht Nielsen
thinks that the number of nodes is $2m+1$ [40], and Some scholars think that the number of nodes is $\sqrt{m+n}+a$, where $a$ is a constant between 1 and 10 [41]. In these methods, $m$ and $n$ are the number of nodes in the input layer and the output layer respectively. Therefore, according to these empirical formulas, the number of nodes in the hidden layer should be between 4 and 19. Considering the complexity of monitoring parameters, the transfer functions \texttt{logsig} and \texttt{purelin} are used as the transfer functions of hidden layer and output layer. \texttt{Tanglm} adaptive learning algorithm is used to complete network training and prediction, and is programed and run in MATLAB 2019a environment. The main parameters of the network are as follows: the target error is $6.5 \times 10^{-4}$, the learning rate is 0.005, the maximum number of calculations is 5000, and the additional momentum factor is 0.90. The test error of typical network performance with different number of hidden layer nodes is shown in Table 5. Therefore, the best prediction model of BPNN is $9 \times 19 + 1$, and the research results of the BPNN model is seen in Figure 5b. The research results of the RBFNN model are seen in Figure 5c. The comparison between the results obtained with the GPR model to the results of BPNN and RBFNN models is showed in Table 6.

![Figure 5](image-url)

**Figure 5.** The prediction results of different models, (a) Gaussian process regression (GPR) model, (b) BPNN model, (c) radial basis function neural network (RBFNN) model.

**Table 5.** The back propagation neural network (BPNN) model performance of different numbers of nodes in the hidden layer.

| Numbers of Nodes in Hidden Layer | 12 | 13 | 14 | 15 | 16 | 17 | 18 | 19 |
|----------------------------------|----|----|----|----|----|----|----|----|
| $\sigma_{\text{MAE}}$          | 6.6522% | 7.8118% | 9.3786% | 8.2751% | 94.2632% | 6.90822% | 7.6217% | 6.6455% |

**Table 6.** Quantitative results predicted by GPR model, BPNN and RBFNN models.

| Models               | GPR Model $\sigma_{\text{MAE}}$ | BPNN Model $\sigma_{\text{MAE}}$ | RBFNN Model $\sigma_{\text{MAE}}$ |
|----------------------|----------------------------------|-----------------------------------|-----------------------------------|
|                      | 2.1158%                          | 6.6455%                           | 5.1104%                           |
In this paper, Equation (16) is used to quantitatively test the above prediction results.

\[
\sigma_{MAE} = \frac{1}{N_1} \sum_{i=1}^{N_1} \left| \frac{y(i) - \hat{y}(i)}{y(i)} \right|
\]

In Equation (16), \(\sigma_{MAE}\) is the absolute value of average relative error. \(N_1\) is the number of test samples \(\hat{y}(i)\) is the predicted value and \(y(i)\) is the real value of the monitoring data. According to Table 6, the \(\sigma_{MAEs}\) of the GPR model, the BPNN model, and the RBFNN model are 2.1158%, 6.6455%, and 5.1104%, respectively. Obviously, the predicted curve by BPNN model diverges largely from the actual monitoring data. For the monitoring data with strong randomness and high noise of hydropower units, compared with BPNN and RBFNN, the covariance function is used to describe the random distribution of the monitoring data of hydropower units in GPR modeling, and the noise of the data can be effectively identified and separated. Therefore, the GPR model is very suitable for the health assessment model of hydropower units. In the field of condition monitoring, there are many research results on determining the alarm threshold of equipment abnormal operation by analyzing the monitoring data collected by equipment status \([38,39,42]\). To determine the alarm threshold value of the state index, this paper selects another 2400 groups of data in the fault-free operation time to determine the distribution law of the CMD. The results are shown in Figure 6. It can be seen from Figure 6 that the deviation range between the normal operation of hydropower units and the health model is stable at 0.6 or below. Considering that the hydropower station is easily affected by runoff and undertakes the task of peak load regulation and frequency regulation, the alarm threshold is determined as 0.8. This threshold is considered as a universal value in the operation of the unit. When the value of CMD exceeds 0.8, it indicates that the current state of hydropower units deviates from the health model, which means that the current operating state of hydropower units deviates from the normal state, and there may be potential risks or faults. Several typical cases from the historical monitoring data of this hydropower units are used to verify the effectiveness of the proposed method.

![Figure 6. The distribution of the condition monitoring directive (CMD).](image)

4.4. Case Analysis

Through several planned maintenances, the staff of the hydropower station found that the flange plate of the blade of the motor unit leaked oil, the floating bearing bush of the
oil receiver was seriously worn, the oil leakage was large, and the connecting parts of the guide vane mechanism of the unit were broken, and the faults occurred on 29 December 2015, 5 February 2018 and 23 January 2019, respectively. During these periods, the sensors did not fail and did not cause abnormal monitoring data. Therefore, the change rule of the operation state of the hydropower units is studied mainly before and after these faults. To highlight the engineering application of the method proposed, the law of amplitude value change in the time domain of relevant monitoring parameters such as the vibration of oil receiver in the Y direction, the vibration of combined bearing in the Y direction, vibration of water guide bearing in the Y direction, temperature of forwarding thrust bearing bush and temperature of stator core before and after the fault is studied.

Case 1 focuses on the data set from 2:40 am on 19 December 2015, to 7:30 am on 3 January 2016, case 2 on the data set from 19:00 on 25 January 2018, to 10:50 am on 14 February 2018, and case 3 on the data set from 10:30 am on 5 December 2018, to 8:30 am on 26 January 2019. The average time interval for these three data sets is 10 min. The results are shown in Figures 7–12. In these pictures, the black dotted line indicates the time when the CMD curve exceeds the alarm threshold, and the red represents the time when the unit faults were found in the planned inspection.

![Figure 7](image1.png)

**Figure 7.** The changing curve of the CMD for hydropower units in case 1.

![Figure 8](image2.png)

**Figure 8.** The changing curve of correlation monitoring parameters of hydropower units in case 1: (a) vibration of oil receiver in the Y direction, (b) vibration of combined bearing in the Y direction, (c) vibration of water guide bearing in the Y direction, (d) temperature of forwarding thrust bearing bush, (e) temperature of the stator core.
It can be seen from the above cases that the fault alarm and early warning means of the hydropower station monitoring system is mainly fixed value. Though with the change of time, the vibration amplitude of the oil receiver in the Y direction varies, and the amplitude value changes greatly. It is still far lower than 250 μm. It can be seen from case 2 that the CMD curve exceeded the alarm threshold of 0.8 at 5:50 on 31 January 2018, and the fault status of the unit was monitored in advance. It can also be seen from in case 2 and case 3 that when the unit fails, the amplitude of each monitoring parameter of the hydropower unit is far lower than the alarm threshold of the monitoring system. Additionally, the vibration of water guide bearing in the Y direction, vibration of combined bearing in the Y direction, vibration of oil receiver in the Y direction, temperature of forwarding thrust bearing bush, and temperature of the stator core were also monitored in advance. In case 3, the CMD curve also exceeded the alarm threshold of 0.8 at 20:20 on 11 December 2018, and the fault status of the unit was also monitored in advance.

To reduce the influence of accidental factors and verify the universality of the proposed method, case 2 and case 3 are further used for analysis.
Figure 12. The changing curve of correlation monitoring parameters of hydropower units in case 3: (a) vibration of oil receiver in the Y direction, (b) vibration of combined bearing in the Y direction, (c) vibration of water guide bearing in the Y direction, (d) temperature of forwarding thrust bearing bush, (e) temperature of the stator core.

In case 1, when the unit fails, the amplitudes of each monitoring parameter of the hydropower unit are far lower than the alarm threshold set by the monitoring system, for example, it can be seen from Figure 8 that the vibration amplitude of the oil receiver in the Y direction is in the range of 20 to 40 μm, and the temperature value of monitoring parameters is lower than 100 °C. It can be seen from Tables 7 and 8 that only when the vibration amplitude of the oil receiver in the Y direction is greater than 250 μm, or the temperature value of the monitoring parameter is greater than 100 °C, the first level alarm of the monitoring system will be triggered. The proposed CMD curve exceeded the alarm threshold of 0.8 at 21:30 on 27 December 2015, which can monitor the fault state of the unit in advance.

Table 7. Vibration swing alarm threshold of monitoring system of hydropower station.

| Measuring Point                  | Rotational Speed (r/min) | Zone A Qualified (μm) | Zone B Level 1 Alarm (μm) | Zone C Unit Shutdown (μm) |
|----------------------------------|--------------------------|-----------------------|---------------------------|---------------------------|
| Swing of bearing                 | 79                       | 0–260                 | 260–530                   | >530                      |
| Vibration of oil receiver and bearing | 79                     | 0–250                 | 250–350                   | >350                      |
| Vibration stator frame           | 79                       | 0–350                 | 350–600                   | >600                      |
| Vibration of water guide bearing and combined bearing | 79                     | 0–120                 | 120–170                   | >170                      |
To reduce the influence of accidental factors and verify the universality of the proposed method, case 2 and case 3 are further used for analysis. It can also be seen from case 2 and case 3 that when the unit fails, the amplitude of each monitoring parameter of the hydropower unit is far lower than the alarm threshold of the monitoring system. Although with the change of time, the vibration amplitude of the oil receiver in the Y direction fluctuates in the range of 20 to 50 µm, and the amplitude value changes greatly, it is still far lower than 250 µm. It can be seen from case 2 that the CMD curve exceeded the alarm threshold of 0.8 at 5:50 on 31 January 2018, and the fault status of the unit was monitored in advance. In case 3, the CMD curve also exceeded the alarm threshold of 0.8 at 20:20 on 11 December 2018, and the fault status of the unit was also monitored in advance. It can be seen from the above cases that the fault alarm and early warning means of the hydropower station monitoring system are relatively single, and the alarm setting value of the hydropower station monitoring system is mainly fixed value.

However, in the process of equipment operation, with the continuous change of monitoring status with environmental conditions and operating conditions, the collected monitoring point data amplitude does not exceed the set value, but the equipment has failed. Therefore, the role of hydropower station monitoring system in engineering application is limited. Although the deterioration or failure information of hydropower units must be reflected in the massive data collected from each monitoring point, the above failures were found in the scheduled maintenance. This also shows that it is difficult for hydropower station staff to master the operation status of units in real-time through the information reflected by these massive data. In view of the problems existing in these engineering applications, this paper studies how to extract the operation status information from the massive monitoring data. According to the method proposed in this paper, the health model of hydropower units in normal operation is established, this model reflects the complex relationship between the operation status of hydropower units and multiple monitoring parameters, and monitoring index based on MD is set to measure the change degree of these complex links. From the above cases, the CMD curve is abnormal ahead of the maintenance time of the staff. In order to explore the change trend of the CMD curve after maintenance, with the first maintenance of the unit on 18 February 2016, we selected the data of the unit from 5:30, 16 February 2016 to 13:40, 19 February 2016, using the method proposed in this paper for analysis, and the results are shown in the Figure 13. It can be concluded from the Figure 13 that after the maintenance of the unit, the CMD curve drops to below 0.8. Therefore, a conclusion is drawn that when the unit fails, the state of the unit at this time will inevitably lead to the change of the original structure information relationship among the parameters, and GPR model captures the subtle relationship of these changes and the evaluation and monitoring index CMD is more sensitive than the existing monitoring and alarm system to catch the abnormal operation of the unit, which can effectively find the potential failure of the unit, send out the early warning information, and give the decision-maker plenty of time to make the maintenance plan in advance.
existing monitoring and alarm system to catch the abnormal operation of the unit, which can effectively find the potential failure of the unit, send out the early warning information, and give the decision-maker plenty of time to make the maintenance plan in advance.

Table 7. Vibration swing alarm threshold of monitoring system of hydropower station.

| Measuring Point                  | Rotational Speed (r/min) | Zone A Qualified (μm) | Zone B Level 1 Alarm (μm) | Zone C Unit Shutdown (μm) |
|---------------------------------|-------------------------|----------------------|---------------------------|--------------------------|
| Swing of bearing                | 79                      | 0–260                | 260–530                   | >530                     |
| Vibration of oil receiver and   | 79                      | 0–250                | 250–350                   | >350                     |
| Bearing 79                      |                         |                      |                           |                          |
| Vibration of stator frame       | 79                      | 0–350                | 350–600                   | >600                     |
| Vibration of water guide bearing| 79                      | 0–120                | 120–170                   | >170                     |
| Combined bearing                |                         |                      |                           |                          |

Table 8. Temperature alarm threshold of the monitoring system of hydropower station.

| Measuring Point                  | Rotational Speed (r/min) | Zone A Qualified (°C) | Zone B Level 1 Alarm (°C) | Zone C Unit Shutdown (°C) |
|---------------------------------|-------------------------|----------------------|---------------------------|--------------------------|
| Temperature of stator core      | 79                      | 0–100                | 100–105                   | >105                     |
| Temperature stator coil         | 79                      | 0–100                | 100–105                   | >105                     |
| Temperature forwarding thrust   | 79                      | 0–100                | 100–105                   | >105                     |
| Bearing bush                    |                         |                      |                           |                          |

Figure 13. The change curve of CMD of hydropower unit after maintenance was completed in case 1.

5. Conclusions

In this paper, a state evaluation method of hydropower units based on GPR theory is proposed. In this paper, the PCC, GCD, and MIC analysis methods are used to mine 41 monitoring parameters which are closely related to the operation of hydropower units from 107 monitoring parameters. To reduce the influence of redundant parameters on the modeling, PCC is used to analyze the correlation among 41 monitoring parameters. Nine monitoring parameters are obtained and used as input eigenvectors. Secondly, to verify the performance of the GPR model, this paper uses the classic BPNN for comparative analysis, and the results show that the GPR model is superior to the BPNN model, and BPR model. Finally, a monitoring index based on MD is designed to measure the deviation between the abnormal state of the unit and the state of the health model. In the process of verifying the effectiveness of the proposed method through several fault examples, it is compared with the analysis results of the existing monitoring system of hydropower stations. The results show that the proposed method can effectively track the operation state change process of the hydropower units and identify the potential fault of the unit in advance. The proposed method mainly uses the information rich data stored in the monitoring system of hydropower station, which is usually easy to be ignored. In addition, the method mainly uses the data stored in the system and does not need additional equipment to obtain, so it reduces the cost of research. Compared with the existing research methods, this method has the advantage of simplicity in application. The method proposed in this paper can detect the faults of the unit before the regular inspection and maintenance, and the shortest time is two days ahead of the regular inspection and maintenance. During this period, the crew members can make the best maintenance decisions, reduce the time of unit operation with faults, bring down the incidence of accidents, and lower the overall maintenance cost.

The method in this paper is suitable for the monitoring data analysis of a hydropower station in Nanning, Guangxi, China. However, if it is to be extended to other power stations or similar equipment, some improvements should be made in combination with the research object to improve the generalization ability of the method. For example, the model parameters are timely updated according to the healthy evolution of the system. Secondly, most of the monitoring data studied in this paper are the normal operation data of hydropower units, with less fault data and less fault types with labels, which cannot accurately locate and identify the fault types. Only when the data is complete can the fault location be realized by using the existing fault diagnosis methods. The above is also the focus of our follow-up work.
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