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ABSTRACT

Nonlinear parametric inverse problems appear in many applications. In this work, we focus on diffuse optical tomography (DOT) in medical image reconstruction, in which we aim to recover an unknown image of interest (defined by a set of parameters), such as cancerous tissue in a given medium, using a mathematical (forward) model. The forward model in DOT is a diffusion-absorption model for the photon flux. The main computational bottleneck in such inverse problems is the repeated evaluation of the large-scale forward model. For DOT, this corresponds to solving large linear systems for each source and frequency at each optimization step.

In addition, as Newton-type methods are the method of choice for these problems, one needs to solve additional linear systems with the adjoint to efficiently compute derivative information. As rapid advances in technology allow for large numbers of sources and detectors, these problems become computationally prohibitively expensive. In the past, the use of reduced order models (ROM) has been proposed to drastically reduce the size of the linear systems solved in each optimization step, while still solving the inverse problem accurately. However, as the number of sources and detectors increases, even the construction of the ROM bases incurs a substantial cost. Interpolatory model reduction, when performed in the setting of full matrix-interpolation to match the full parameter gradient matrix, requires the solution of large linear systems for all sources and frequencies as well as for all detectors and frequencies for each interpolation point in parameter space to build a candidate basis for the ROM projection space. As this candidate basis numerically has low rank, this construction is followed by a rank-revealing factorization that typically reduces the number of vectors in the candidate basis substantially. Since only the ROM projection space matters, not its basis, we propose to use randomization to approximate this basis efficiently and drastically reduce the number of large linear solves for constructing the global ROM basis for DOT. We also provide a detailed analysis for the low-rank structure of the candidate basis for our problem of interest. Even though we focus on the DOT problem here, the ideas presented are relevant to many other large scale inverse problems and optimization problems.
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1 Introduction

Nonlinear inverse problems appear in many applications for identification and localization of anomalous regions, such as finding tumors in the body, luggage screening, and finding contaminant pools in the earth. In these applications, we aim to recover an unknown image of a region of interest in a given medium using a mathematical model (the forward model) combined with measurements [23, 33, 45].

In DOT, the inverse problem we focus on in this paper, the forward model is described by a large-scale discretized partial differential equation (PDE), namely a diffusion-absorption model for the photon flux. The main computational bottleneck is the repeated evaluation of this forward model and its derivatives to recover the desired image. The number of sources and detectors may be a thousand or more in 3D, combined with multiple frequencies, and the resulting computational cost can be prohibitively expensive. Hence, we need new computational techniques that characterize the medium quickly and efficiently for such inverse problems.

As shown in [20], the cost function and gradient evaluation in DOT correspond to evaluating the frequency response (transfer) function of a linear dynamical system at prespecified frequencies. Therefore, the problem is perfectly suited for interpolation-based model reduction. This framework, i.e., the use of interpolatory parametric reduced models as surrogates for the full forward model to reduce the size of the linear systems solved in each optimization step, has been considered in DOT while approximating both the cost functional and the Jacobian accurately [20]. This approach significantly reduces the cost of the inversion by drastically reducing the computational cost of solving the forward problems. However, to compute the model reduction bases used in the ROM, many large linear systems still need to be solved, followed by a rank-revealing factorization.

This rank-revealing factorization in building the ROM basis reveals that the interpolatory method for ROM construction to guarantee full cost function and gradient interpolation solves many more linear systems than needed [20, 42]. In other words, using ROMs reduces the size of the linear systems solved in each step of the optimization, but it still requires the solution of many large systems to build a ROM basis that enforces full matrix interpolation. In [5], we show that randomization in DOT can reduce the number of large linear system solves. Hence, in this paper, we combine these two approaches to obtain an effective and computationally highly efficient approach for nonlinear parametric inversion. We employ randomization to capture essentially the same ROM space as the standard approach at much lower cost via sampling.

In Section 2, we briefly review the DOT problem. In Section 3, we give the system-theoretic interpretation and notation for DOT and a brief overview of interpolatory model reduction. In Section 4, we introduce a new randomized approach to generate ROMs efficiently. This approach is based on the fact that a spanning set for the range of a low rank matrix can be computed efficiently by random sampling [32]. In Section 5, we provide a theoretical justification for exploiting low rank structure in the reduction basis, and we connect our approach, using randomization to compute the interpolatory model reduction bases, to tangential interpolation. Numerical results are given in Section 6 for 3D problems. For large 3D problems, iterative solvers are needed to generate the candidate ROM basis, and for that reason we use the number of linear systems to be solved as a proxy for computational cost and we consider each right hand side as a separate system. Conclusions and future work are outlined in Section 7.

Before we continue, we point out that different model reduction techniques have been employed in a wide variety of inverse problems; see, e.g., [12, 14, 17, 19, 22, 27, 38–41, 47] and the references therein. However, as we explain below, interpolatory model reduction methods [2, 3, 7] are perfectly suited for the DOT problem and have proven very effective in this setting [20, 42]. Hence, our focus here is on interpolatory approaches for DOT. Our goal is not to compare different model reduction techniques for inverse problems in general.

2 Diffuse Optical Tomography

DOT is a non-invasive, low cost alternative for breast and brain imaging compared with X-Ray and MRI. In DOT, near infra-red light from an array of sources is transmitted through the medium and measured with an array of detectors. Here, we assume that the diffusion coefficient is known, and we use measurements and the forward model to recover the absorption coefficient of the medium. The absorption coefficient can be used to distinguish healthy tissue from tumors [4].
We consider the diffusion model, posed in the frequency domain, for the photon flux \( \phi(x) \) driven by an input source \( g(x) \). The forward model for DOT is given by

\[
- \nabla \cdot (D(x) \nabla \phi(x)) + \mu(x) \phi(x) + \frac{\omega}{\nu} \phi(x) = g(x),
\]

for \( x = (x_1, x_2, x_3)^T \) and \(-a < x_1 < a, -b < x_2 < b, 0 < x_3 < c\), \( \phi(x) = 0 \) if \( 0 \leq x_3 \leq c \) and either \( x_1 = \pm a \), or \( x_2 = \pm b \),

\[
0.25\phi(x) + \frac{D(x)}{2} \frac{\partial \phi(x)}{\partial \xi} = 0 \text{ for } x_3 = 0, \text{ or } x_3 = c,
\]

where \( D(x) \) is the diffusion coefficient, \( \mu(x) \) the absorption coefficient, \( \omega \) is the frequency modulation of light, \( \nu \) is the speed of light in the medium, and \( \xi \) is the outward unit normal on the boundary \([4]\).

The Parametric Level Set (PaLS) approach \([1]\) has been used to reconstruct complex geometries, and provide regularization to compensate for the influence of noise and ill-posedness of DOT \([1, 5, 20]\). We parameterize the absorption field \( \mu(x; p) \) using PaLS and reduce the dimension of the parameter space. Hence, we only solve for a modest number of parameters, \( p \in \mathbb{R}^{n_p} \) that describe the shape of potential anomalies (tumors), rather than solving for absorption at every grid point.

Let \( n_s \) be the number of sources on the top, \( n_d \) be the number of detectors on the bottom, and \( n_\omega \) be the number of frequencies to generate the DOT data. The discretization of (1) can be done by finite element or finite difference techniques. Let the rows of \( C \in \mathbb{R}^{n_d \times n} \) correspond to the detectors, the columns of \( B \in \mathbb{R}^{n \times n_\omega} \) correspond to the sources, and let \( \hat{m}(\omega; p) \) be the vector of detector outputs. After discretization of (1), measurements at the detector locations satisfy

\[
\hat{m}(\omega; p) = \Psi(\omega; p) \hat{u}(\omega) \text{ where } \Psi(\omega; p) = \begin{bmatrix} \frac{\omega}{\nu} E + A(p) \end{bmatrix}^{-1} B,
\]

(2)

\( A(p) \in \mathbb{R}^{n \times n} \) results from a finite difference discretization of the diffusion and absorption terms, and \( E \in \mathbb{R}^{n \times n} \) is the identity except for zero rows corresponding to points on the boundaries \( x_3 = 0 \) and \( x_3 = c \) in (1). Thus, \( E \) is singular. For a given frequency \( \omega \) and parameter vector \( p, \Psi(\omega; p) \) gives the map from inputs \( \hat{u}(\omega) \) to outputs \( \hat{m}(\omega; p) \); this is known as the transfer (frequency response) function. Combining all the predicted observation vectors, we obtain the complex matrix

\[
M(p) = [\hat{m}(\omega_1; p), \ldots, \hat{m}(\omega_{n_\omega}; p), \hat{m}(\omega_2; p), \ldots, \hat{m}(\omega_{n_\omega}; p)]
\]

(3)

of dimension \( n_d \times (n_s \cdot n_\omega) \). Given the empirical data \( D \), we solve the nonlinear least squares problem

\[
\hat{p} := \arg \min_p \| M(p) - D \|^2_p.
\]

(4)

The solution \( \hat{p} \) identifies the absorption field and thus the anomaly. The PaLS representation regularizes the problem, so no further regularization is needed \([1]\). Evaluating the objective function at \( p \) requires solving the systems

\[
\begin{bmatrix} \frac{\omega_j}{\nu} E + A(p) \end{bmatrix} \hat{Y} = B,
\]

(5)

for each frequency, leading to \( n_s \cdot n_\omega \) large linear systems. For solving the minimization problem (4), we use the Trust region algorithm with REGularized model Solution (TREGS) \([21]\) that has been proven very effective for problems of this type. For Newton-type algorithms, it is also necessary to construct the Jacobian of \( \Psi(p) \),

\[
J(p) = -C \left( \frac{\omega_j}{\nu} E + A(p) \right)^{-1} \frac{\partial}{\partial p} A(p) \left( \frac{\omega_j}{\nu} E + A(p) \right)^{-1} B,
\]

(6)

where \( \frac{\partial}{\partial p} A(p) \) is diagonal and inexpensive to compute. Evaluating \( J \) using the co-state approach \([46]\) requires solving the systems

\[
\begin{bmatrix} \frac{\omega_j}{\nu} E + A(p) \end{bmatrix}^T \hat{Z} = C^T,
\]

(7)

for each frequency, leading to an additional \( n_s \cdot n_\omega \) adjoint systems for the detectors. As a result, standard optimization approaches to solve this inverse problem require \( O(10^5 \cdot 10^4) \) large linear system solves at each optimization step. The size of a realistic linear system is at least \( O(10^6) \). Repeated evaluations of (5) and (7) lead to a computational bottleneck for solving the inverse problem. We will resolve this issue by incorporating interpolatory model reduction into the process.
3 Interpolatory Model Reduction

Projection-based parametric model reduction is widely used to replace a parametric dynamical system of high dimension, \( n \), by one of much lower dimension, \( r \ll n \), to allow rapid yet accurate simulation over the range of parameters \([3, 7, 9, 10, 34, 44]\). To briefly explain the construction of ROM, we consider the time domain representation of the frequency domain equation (2) given by

\[
\frac{1}{\nu} \dot{y}(t; p) = -A(p)y(t; p) + Bu(t) \quad \text{with} \quad m(t; p) = Cy(t; p).
\]

We seek to replace this high dimensional dynamical system by a reduced order model \( A \)

\[
\frac{1}{\nu} \dot{y}(t; p) = -A_r(p)y_r(t; p) + B_ru(t) \quad \text{with} \quad m_r(t; p) = C_r y_r(t; p),
\]

with the associated reduced transfer function

\[
\Psi_r(\omega; p) = C_r \left( \frac{\nu \omega}{\nu} E_r + A_r(p) \right)^{-1} B_r \in \mathbb{C}^{n_x \times n_u},
\]

where

\[
E_r = W^T_r E V_r, \quad B_r = W^T_r B, \quad C_r = CV_r, \quad A_r(p) = W^T_r A(p) V_r,
\]

and \( V_r \in \mathbb{C}^{n_x \times r} \) and \( W_r \in \mathbb{C}^{n_u \times r} \) are the computed projection basis matrices. To obtain a high-fidelity approximation to \( \Psi(\omega; p) \) over all parameters and frequencies of interest, we need to construct appropriate matrices \( W_r \) and \( V_r \). Several parametric model reduction methods exist to select \( W_r \) and \( V_r \); see, e.g., \([8–11, 15, 16, 18, 25, 26, 34]\) and the references therein. In DOT, the function and Jacobian evaluations correspond to evaluating, respectively, the transfer function \( \Psi(\omega; p) \) and its derivatives at parameter points that arise in the minimization (4). Therefore, a natural choice is to use interpolatory model reduction to construct \( W_r \) and \( V_r \) \([3, 6, 13, 24, 30]\). We follow well-known results regarding interpolatory parametric model reduction in \([6, \text{Theorem 4.1–4.2}]\) to generate the ROM using Algorithm 1 (below). The ROM and its derivatives match the full order model and its derivatives \textit{exactly} at the interpolation points in frequency and parameter space, \((\omega_j, \pi_i)\) for \( j = 1, \ldots, n_\omega \) and \( i = 1, \ldots, n_k \), that is,

\[
\Psi(\omega_j; \pi_i) = \Psi_r(\omega_j; \pi_i), \quad \nabla_p \Psi(\omega_j; \pi_i) = \nabla_p \Psi_r(\omega_j; \pi_i), \quad \text{and}
\]

\[
\Psi'(\omega_j; \pi_i) = \Psi'_r(\omega_j; \pi_i),
\]

where \('\) denotes the derivative with respect to \( \omega \). It follows from the definition of the Jacobian \( J(p) \) defined in (6) that matching the parameter gradient of the transfer function, i.e., matching \( \nabla_p \Psi(\omega_j; \pi_i) \), is equivalent to matching the Jacobian \( J(p) \) at \( p = \pi_i \). Therefore, in terms of the underlying optimization problem, the cost function and its parameter gradients are exactly matched at the sampled points; and thus the optimization algorithm does not see the difference between the reduced order model and the full order model at the selected interpolation points and parameter samples.

**Algorithm 1** \([20]\)

Given parameter interpolation points, \( \pi_1, \ldots, \pi_{n_k} \), and frequency interpolation points, \( \omega_1, \ldots, \omega_{n_\omega} \),

1. Generate candidate bases for \( i = 1, \ldots, n_k \)

\[
V^{(i)} = \left[ \left( \frac{\nu \omega}{\nu} E - A(\pi_i) \right)^{-1} B, \ldots, \left( \frac{\nu \omega}{\nu} E - A(\pi_i) \right)^{-1} B \right]
\]

\[
W^{(i)} = \left[ \left( \frac{\nu \omega}{\nu} E - A(\pi_i) \right)^{-T} C_T, \ldots, \left( \frac{\nu \omega}{\nu} E - A(\pi_i) \right)^{-T} C_T \right]
\]

2. Let \( V = [V^{(1)}, V^{(2)}, \ldots, V^{(n_k)}] \) and \( W = [W^{(1)}, W^{(2)}, \ldots, W^{(n_k)}] \).

3. Use SVD or rank-revealing QR factorizations of \( V \) and \( W \) to compute the ROM bases \( Q_V \) and \( Q_W \), respectively. To retain underlying symmetry, set \( V_r \leftarrow [Q_V, Q_W] \) (one-sided projection) to obtain the global basis \( V_r \) (= \( W_r \)).

After the global basis \( V_r \) has been computed using Algorithm 1, we can compute the reduced order model for every parameter \( p \) as in (11) with \( W_r = V_r \).

In our DOT setting, \( A(p) = A_0 + A_1(p) \) where \( A_0 \) is constant and \( A_1(p) \) carries the parametric dependency. Since \( A(p) \in \mathbb{R}^{n \times n} \) results from a finite difference discretization of the diffusion and absorption terms, and here we invert for
absorption only, in our implementation $A_1(p)$ is diagonal, allowing efficient computation of $A_r(p)$ during optimization. We refer to [20] for details. The selection of interpolation points/parameter samples for our test problems is discussed in Section 6.

In order to interpolate the matrix-valued transfer function $Ψ(ω_νp)$ and the matrix-valued Jacobian $J_p$ at the sample points, Algorithm 1 requires solving systems (5) and (7) for every parameter and frequency interpolation point to generate candidate bases, leading to $n_kn_εn_s + n_kn_εn_d$ large linear systems. Since our main interest lies in large 3D problems, where iterative solves are necessary, we use the number of large linear systems as a proxy for computational cost and count every right hand side as a separate linear system to solve. However, where (sparse) direct solves are feasible and cost-wise appropriate, it is important to note some linear systems have the same coefficient matrix, which requires only one (sparse) decomposition followed by triangular solves; i.e., solving with $(\frac{ω_ν}{ν}E - A(π_i))$ and its transpose for multiple systems requires only one factorization.

If the number of sources and detectors is large, the construction of the ROM bases in Algorithm 1 incurs a substantial cost at the start of the inversion. In fact, for DOT using parametric model order reduction (PMOR) [20], this is currently the dominant cost, as the actual inversion is now quite fast. In addition, after generating a candidate basis, Algorithm 1 uses a rank-revealing reduction to compute the ROM basis, which will bring in an additional computational cost, especially when the number of sources and detectors is large and the reduced model order is relatively large as well. This is typically the case in our application. Extensive numerical experiments illustrate that this rank-revealing reduction step results in a much smaller dimensional basis [20]. We will take advantage of this fact to drastically reduce the cost of the DOT inversion process. To give some perspective on the (numerical) rank of the candidate basis versus the number of columns, consider the second 3D test problem in Section 6 with 225 sources and detectors, 3 parameter samples, and 4 frequency interpolation points. The full-matrix interpolation method for computing the global ROM basis (as in Algorithm 1) requires solving 5400 large linear systems. However, after a rank-revealing factorization only 1228 of those directions are used for the global ROM basis. This shows that we have computed a lot of redundant information. A partial solution to this problem, based on ideas from Krylov subspace recycling [36,43] to compute the global basis more efficiently for DOT, was recently explored in [42].

The approach we propose in this paper to significantly reduce the number of linear solves is based on multiplying a (nearly) low rank matrix by a modest number of random vectors to exploit (and recover) the low rank structure via sampling [32]. In Section 4, we employ randomization to capture essentially the same ROM projection space at much lower cost via sampling. Hence, we avoid first solving each linear system in (5) and (7) and thus also reduce cost of the rank-revealing factorization.

### 4 Randomization and Reduced Order Modeling

In this section, we develop a more efficient algorithm to compute the model reduction basis by exploiting low rank structure in the candidate bases computed by Algorithm 1. The new algorithm significantly reduces the number of large linear solves for constructing the global ROM basis for DOT by random sampling. Algorithm 1 computes the candidate bases $[V^{(1)} \ V^{(2)} \ \ldots \ V^{(n_s)}]$ and $[W^{(1)} \ W^{(2)} \ \ldots \ W^{(n_s)}]$. Following [32], we can approximate the range of these matrices by sampling. Rather than sampling the full candidate bases, we sample each submatrix corresponding to a frequency and parameter point individually to capture the range of that submatrix. If we capture the range of each submatrix, then the sum of these ranges contains the range of the candidate bases. We implement this approach using a modest number of random linear combinations of the right-hand sides as randomized sources and detectors and solve only for this modest number of resulting right hand sides. Towards this goal, we solve

$$
\left(\frac{ω_ν}{ν}E + A(π_i)\right)\bar{Y} = B\bar{R}^{(i)} \quad \text{and} \quad \left(\frac{ω_ν}{ν}E + A(π_i)\right)^T\bar{Z} = C^T L^{(i)},
$$

where each $R^{(i)} = [r_1 \ldots r_{ℓs}]^{(i)} ∈ R^{n_s × ℓs}$ with $ℓs ≪ n_s$, and $L^{(i)} = [ℓ_{1s} \ldots ℓ_{n_d}]^{(i)} ∈ R^{n_d × ℓd}$ with $ℓd ≪ n_d$ [5,31]. The numbers of samples, $ℓs$ and $ℓd$, must be somewhat larger than the (expected) ranks of the sampled blocks.

We use the Rademacher distribution to generate $R^{(i)}$ and $L^{(i)}$; but other distributions can be used as well. This approach significantly reduces the number of large linear system solves and adds only $(ℓs + ℓd)$ directions to the ROM basis per frequency and interpolation point as opposed to $(n_s + n_d)$. See Algorithm 2.

Algorithm 2 computes an alternative global basis $V_τ$, which can be used as in (10)–(11) to compute the reduced transfer function and the reduced order model for every parameter $p$. This approach can easily be combined with the approach introduced in [42] to compute only necessary extensions of the global basis. However, this idea is not exploited in this paper.
Algorithm 2

Given parameter sample points \( \pi_i \), frequency interpolation points \( \omega_j \), and random matrices \( L_{ij}^{(1)} \in \mathbb{R}^{n_d \times \ell_d} \) and \( R_{ij}^{(1)} \in \mathbb{R}^{n_k \times \ell_k} \) for \( i = 1, \ldots, n_k \) and \( j = 1, \ldots, n_\omega \).

1. Generate candidate bases for \( i = 1, \ldots, n_k \)
   \[
   \tilde{V}^{(i)} = \left( \frac{i \omega_i}{\nu} E - A(\pi_i) \right)^{-1} B R_{1i}^{(i)} \cdots \left( \frac{i \omega_i}{\nu} E - A(\pi_i) \right)^{-1} B R_{ni}^{(i)}
   \]
   \[
   \tilde{W}^{(i)} = \left( \left( \frac{i \omega_i}{\nu} E - A(\pi_i) \right)^{-T} C^T L_{1i}^{(i)} \cdots \left( \frac{i \omega_i}{\nu} E - A(\pi_i) \right)^{-T} C^T L_{ni}^{(i)} \right)^T
   \]

2. Let \( \tilde{V} = [\tilde{V}^{(1)}, \tilde{V}^{(2)}, \ldots, \tilde{V}^{(n_k)}] \) and \( \tilde{W} = [\tilde{W}^{(1)}, \tilde{W}^{(2)}, \ldots, \tilde{W}^{(n_k)}] \).

3. Use SVDs or rank-revealing QR factorizations of \( [\tilde{V}^{(1)}, \tilde{V}^{(2)}, \ldots, \tilde{V}^{(n_k)}] \) and \( [\tilde{W}^{(1)}, \tilde{W}^{(2)}, \ldots, \tilde{W}^{(n_k)}] \) to compute ROM bases \( Q_{\tilde{V}} \) and \( Q_{\tilde{W}} \), respectively. Then, set \( \tilde{V}_r \leftarrow [Q_{\tilde{V}}, Q_{\tilde{W}}] \) (one-sided projection) to obtain the global basis \( \tilde{V}_r (= \tilde{W}_r) \).

---

**Figure 1:** Singular values of the candidate basis \( V \) before computing global basis.

**Figure 2:** The cosines of the canonical angles between \( \text{Range}(V_r) \) and \( \text{Range}(\tilde{V}_r) \).

We will provide a theoretical justification for the low-rank structure of the candidate basis \( V \) resulting from Algorithm 1 and a justification for Algorithm 2 in the next section. However, we first illustrate these concepts numerically. We consider a 2D experiment with 32 sources and 32 detectors. We use 4 parameter sample points and 2 frequencies to construct \( V \) using Algorithm 1. Figure 1 shows the fast decay of the singular values of the candidate basis. We also give the cosines of the canonical angles between \( \text{Range}(V_r) \), the global basis computed using all sources and detectors, and \( \text{Range}(\tilde{V}_r) \), the global basis computed using randomized sources and detectors, for the same experiment in Figure 2. Clearly, the global basis computed using Algorithm 2 is very close to the global basis computed using Algorithm 1. So, for this problem, the proposed model reduction basis computed using random simultaneous sources and detectors spans almost the same subspace as the full interpolation basis (ignoring directions corresponding to tiny singular values). Our approach constructs a global basis \( \tilde{V}_r \) such that \( \text{Range}(\tilde{V}_r) \approx \text{Range}(V_r) \) and the reduced transfer function \( \tilde{\Psi}_r(\omega; p) \) still satisfies the interpolation conditions \( (12) \) for \( \Psi(\omega; p) \) at the interpolation points approximately (and typically quite accurately). Algorithm 2 greatly reduces the cost of building ROMs. In the next section, we provide some further theoretical motivation for our approach.

Before we start developing the theoretical justification for Algorithm 2, we note that, in the setting of interpolatory model reduction, our approach may also be interpreted as picking random tangential interpolation directions. Tangential interpolation refers to interpolating a matrix-valued function only along selected directions \([3]\), as opposed to enforcing full matrix interpolation as we would like to enforce in DOT as shown in \((12)\). By rephrasing the tangential interpolation theory developed for parametric systems \([6]\), we can state that the reduced parametric model using the global basis \( \tilde{V}_r \)
from Algorithm 2 satisfies the following tangential interpolation conditions for \( j = 1, \ldots, n_\omega \) and \( i = 1, \ldots, n_k \):
\[
(L_j^{(i)})^T \Psi_\omega(\omega_j; \pi_i) = (L_j^{(i)})^T \tilde{\Psi}_\omega(\omega_j; \pi_i), \quad \Psi_\omega(\omega_j; \pi_i) R_j^{(i)} = \tilde{\Psi}_\omega(\omega_j; \pi_i) R_j^{(i)},
\]
\[
\nabla_p ((L_j^{(i)})^T \Psi_\omega(\omega_j; \pi_i) R) = \nabla_p ((L_j^{(i)})^T \tilde{\Psi}_\omega(\omega_j; \pi_i) R_j^{(i)}), \quad \text{and}
\]
\[
(L_j^{(i)})^T \Psi_\omega(\omega_j; \pi_i) R = (L_j^{(i)})^T \tilde{\Psi}_\omega(\omega_j; \pi_i) R_j^{(i)}.
\]

The difference is clear: As opposed to interpolating the full-matrix valued functions such as \( \Psi_\omega(\omega_j; \pi_i) \), we only interpolate them along tangential directions selected from the Rademacher distribution. However, despite this theoretical link to tangential interpolation, our emphasis in this paper is to approximate the full matrix interpolation (all directions) property as in (12) using the ROM projection basis obtained via Algorithm 2. This is crucial in the DOT setting since matching the cost function and parameter gradient require full-matrix interpolation; not a tangential one. Therefore, our goal is to justify analytically and numerically that, in the DOT setting, the efficiently computed reduced basis via Algorithm 1, thus justifying the use of random sampling in Algorithm 2.

In the previous section, we showed for a test problem that the model reduction space computed by Algorithm 2 is very close to the model reduction space computed by Algorithm 1. In the following subsections, we provide theoretical motivation for the low-rank structure of the candidate global basis computed using Algorithm 1, thus justifying the use of random sampling in Algorithm 2.

To make the proofs and presentation more concise, we first rewrite the transfer function in terms of a symmetric positive definite (SPD) coefficient matrix as in [36, 42]. Then, we analyze the relative changes in the candidate bases computed by Algorithm 1 for consecutive parameters to motivate Algorithm 2.

5 Combining Randomization for Efficient ROM

In the previous section, we showed for a test problem that the model reduction space computed by Algorithm 2 is very close to the model reduction space computed by Algorithm 1. In the following subsections, we provide theoretical motivation for the low-rank structure of the candidate global basis computed using Algorithm 1, thus justifying the use of random sampling in Algorithm 2.

To make the proofs and presentation more concise, we first rewrite the transfer function in terms of a symmetric positive definite (SPD) coefficient matrix as in [36, 42]. Then, we analyze the relative changes in the candidate bases computed by Algorithm 1 for consecutive parameters to motivate Algorithm 2.

5.1 Rewriting the Transfer Function

For completeness, we show that the full order transfer function \( \Psi_\omega(\omega; p) \) in (2) can be equivalently written in terms of an SPD coefficient matrix. We follow the discussion in [36, 42] based on the same discretization scheme. Let the matrix \( \left( \frac{\omega^2}{\nu} E + A(p) \right) \) have the following block structure for the two-dimensional case,
\[
\begin{bmatrix}
G & D_1 \\
D_2 & F(p) + \frac{\omega h^2}{\nu} I
\end{bmatrix},
\]
(15)
where \( G \) is an invertible diagonal matrix, \( D_1 \) has at most one nonzero per row (these occur only in the first \( 2N_x \) and the last \( 2N_y \) columns) and \( D_2 \) has the same sparsity pattern as \( D_1^T \) (but with different entries). In addition, we have ordered the \( N_x N_y \) unknowns such that the unknowns on the top and the bottom boundary appear first, followed by lexicographical ordering of the remaining unknowns. In addition, the matrices \( C \) and \( B \) contain selected columns from an \( N_x N_y \times N_x N_y \) identity matrix, and \( B \) is scaled by \( \frac{1}{N_x} \). Hence, the matrices \( C \) and \( B \) have the partitioning
\[
\begin{bmatrix}
C_1 & 0 \\
0 & B_1
\end{bmatrix},
\]
(16)
conforming with (15).

Next, we rewrite the differential-algebraic system (8) with \( \hat{E} = \frac{1}{\nu} E \)
\[
\hat{E} \hat{y}(t; p) = -A(p) y(t; p) + B u(t) \quad \text{with} \quad m(t; p) = C y(t; p),
\]
(17)
where \( y \) denotes the discretized photon flux, and \( m \) is the vector of detector outputs. Partitioning the matrix \( \hat{E} \) conforming with (15) gives
\[
\hat{E} = \begin{bmatrix}
0 & 0 \\
0 & \frac{1}{\nu} I
\end{bmatrix}.
\]
(18)

Substituting (15), (16), and (18) into (17) gives
\[
\begin{bmatrix}
0 & 0 \\
0 & \frac{1}{\nu} I
\end{bmatrix} \begin{bmatrix}
y_1 \\
y_2
\end{bmatrix} = - \begin{bmatrix}
G & D_1 \\
D_2 & F(p)
\end{bmatrix} \begin{bmatrix}
y_1 \\
y_2
\end{bmatrix} + \begin{bmatrix}
0 \\
B_1
\end{bmatrix} u.
\]
(19)
and we obtain
\[ 0 = -Gy_1 - D_1y_2, \quad (20) \]
\[ \frac{1}{\nu} \dot{y}_2 = -D_2y_1 - F(p)y_2 + B_1u. \quad (21) \]
Substituting \( y_1 = -G^{-1}D_1y_2 \) from (20) into (21) yields
\[ \frac{1}{\nu} \dot{y}_2 = -[F(p) - D_2G^{-1}D_1]y_2 + B_1u = \tilde{A}(p)y_2 + \tilde{B}u. \quad (22) \]
It is straightforward to show that
\[ m(t; p) = C y(t; p) = -C_1G^{-1}D_1y_2 = \tilde{C}y_2. \quad (23) \]
Next, we define the transfer function, after eliminating the singular matrix \( E \), as
\[ \hat{\Psi}(\omega; p) = \tilde{C} \left( \frac{\nu \omega}{E} I + \tilde{A}(p) \right)^{-1} \tilde{B}. \quad (24) \]
Hence, from a system theoretic perspective, we converted a system of differential-algebraic equations (DAE) to a system of ordinary differential equations (ODE). For details on interpolatory model order reduction for DAEs, we refer the reader to [29]. In the remainder, we consider this system of ODEs and its transfer function (24).

### 5.2 Perturbations in the Candidate Basis

In this section, we show that the candidate model reduction basis constructed by Algorithm 1 is low rank if the sample points \( \pi_i \) correspond to small anomalies. Hence, the coefficient matrix \( \tilde{A}(p) \) is a small perturbation of the discretized Laplacian, which is the coefficient matrix for the case of no anomaly, i.e., \( \tilde{A}(0) \). In this case, we can bound the norm of the difference between any two solutions corresponding to small anomalies by twice the norm of the difference between a solution for a small anomaly and the solution for the Laplacian (no anomaly). In this section, \( \| \cdot \| \) denotes the Frobenius norm.

We anticipate that due to the low-rank structure of the candidate basis computed using Algorithm 1, the model reduction basis from Algorithm 2 using randomized sources and detectors essentially captures the same space. We justify this below in a slightly modified setting.

In Section 5.1, we showed that the transfer function can be equivalently written as
\[ \hat{\Psi}(\omega, p) = \tilde{C} \left( \frac{\nu \omega}{E} I + \tilde{A}(p) \right)^{-1} \tilde{B}, \quad (25) \]
where \( \tilde{A}(p) \) is SPD and (by assumption) a small perturbation of the discretized Laplacian. Next, we show that relative changes in the candidate basis under small changes in the parameter vector, computed using Algorithm 1, remain small. For simplicity, we assume \( \omega = 0 \) in the following derivations.

Since we use a finite difference discretization, we note that, for changes in \( p \), the changes in \( \tilde{A}(p) \) are small relative to the magnitude of the matrix coefficients and occur only on the diagonal; see [20]. Since the optimization constrains the updates in \( p \), in each step, to be relatively small, after a few iterations, the changes in \( \tilde{A}(p) \) are also highly localized. Hence, the changes in the discretized matrix are limited to a few diagonal coefficients that are also small, i.e.,
\[ \Delta \tilde{A} = \tilde{A}(\pi_{i+1}) - \tilde{A}(\pi_i) = \Delta \tilde{A}^{(i+1)} - \Delta \tilde{A}^{(i)}, \quad (26) \]
where \( \Delta \tilde{A}^{(i+1)} = \tilde{A}(\pi_{i+1}) - \tilde{A}(0) \) and \( \Delta \tilde{A}^{(i)} = \tilde{A}(\pi_i) - \tilde{A}(0) \). Here, \( \tilde{A}(0) \) corresponds to the discretized Laplacian (no anomaly). In addition, the nonzero diagonal coefficients in \( \Delta \tilde{A}^{(i+1)} \) and \( \Delta \tilde{A}^{(i)} \) are of magnitude \( O(h^2) \). Therefore, \( \Delta \tilde{A}^{(i)} \) satisfies
\[ \Delta \tilde{A}^{(i)} = \bar{U}^{(i)} \Xi^{(i)}(\bar{U}^{(i)})^T, \quad (27) \]
where \( \Xi^{(i)} \) is a \( k \times k \) diagonal matrix with entries of magnitude \( O(h^2) \) and \( k \) is a modest number. \( \bar{U}^{(i)} \) is given by
\[ \bar{U}^{(i)} = [e_{j_1}, e_{j_2}, \ldots, e_{j_k}], \quad (28) \]
where $e_j$ denotes the $j^{th}$ Cartesian basis vector and the indices $j_k$ correspond to pixels where absorption has changed. Similarly, $\tilde{\Delta}A^{(i+1)}$ satisfies
\[
\tilde{\Delta}A^{(i+1)} = U^{(i+1)}\Xi^{(i+1)}(U^{(i+1)})^T.
\] (29)
Next, we theoretically justify that the updates in the candidate basis are indeed low rank based on the special structure of $\tilde{\Delta}A^{(i)}$ and $\tilde{\Delta}A^{(i+1)}$ and the magnitude of the diagonal coefficients, which remains small as $p$ changes.

**Lemma 5.1.** Let $\Delta V = V^{(i+1)} - V^{(i)}$ denote the change in a candidate basis, where $V^{(i)}$ and $V^{(i+1)}$ are defined as in Algorithm 1 for $\omega = 0$. Let $\tilde{A}(\pi_i)$ and $\tilde{A}(\pi_{i+1})$ correspond to the discretized matrices for parameter vectors $\pi_i$ and $\pi_{i+1}$, and define $\tilde{\Delta}A^{(i)} = \tilde{A}(\pi_i) - \tilde{A}(0)$ as in (27), where $\tilde{A}(0)$ is the discretized Laplacian. Then,
\[
\frac{\|\Delta V\|}{\|V^{(0)}\|} \leq \left\| \tilde{A}(0)^{-1}\tilde{U}^{(i)} \left( I_k + \Xi^{(i)}(U^{(i)})^T\tilde{A}(0)^{-1}\tilde{U}^{(i)} \right)^{-1} \Xi^{(i)}(U^{(i)})^T \right\| + \left\| \tilde{A}(0)^{-1}\tilde{U}^{(i+1)} \left( I_k + \Xi^{(i+1)}(U^{(i+1)})^T\tilde{A}(0)^{-1}\tilde{U}^{(i+1)} \right)^{-1} \Xi^{(i+1)}(U^{(i+1)})^T \right\|,
\] (30)
where $V^{(0)} = \tilde{A}(0)^{-1}\tilde{B}$ and $I_k$ is the identity matrix of size $k \times k$.

**Proof.** From Algorithm 1, we get
\[
\Delta V = V^{(i+1)} - V^{(i)} = [V^{(i+1)} - V^{(0)}] - [V^{(i)} - V^{(0)}].
\] (31)
Using
\[
\tilde{A}(\pi_i) = \tilde{A}(0)(I_n + \tilde{A}(0)^{-1}\tilde{\Delta}A^{(i)}),
\]
we obtain
\[
\tilde{A}(\pi_i)^{-1}\tilde{B} = (I_n + \tilde{A}(0)^{-1}\tilde{\Delta}A^{(i)})(I_n + \tilde{A}(0)^{-1}\tilde{\Delta}A^{(i)})^{-1}\tilde{A}(0)^{-1}\tilde{B},
\] (32)
where $\tilde{A}(\pi_i)$ is invertible for any $p$. Substituting (27) into (32), using the Sherman-Morrison-Woodbury formula, and $V^{(0)} = \tilde{A}(0)^{-1}\tilde{B}$, we get
\[
\tilde{A}(\pi_i)^{-1}\tilde{B} = \left[ I_n - \tilde{A}(0)^{-1}\tilde{U}^{(i)} \left( I_k + \Xi^{(i)}(U^{(i)})^T\tilde{A}(0)^{-1}\tilde{U}^{(i)} \right)^{-1} \Xi^{(i)}(U^{(i)})^T \right] V^{(0)}.
\] (33)
Similarly, we have
\[
\tilde{A}(\pi_{i+1})^{-1}\tilde{B} = \left[ I_n - \tilde{A}(0)^{-1}\tilde{U}^{(i+1)} \left( I_k + \Xi^{(i+1)}(U^{(i+1)})^T\tilde{A}(0)^{-1}\tilde{U}^{(i+1)} \right)^{-1} \Xi^{(i+1)}(U^{(i+1)})^T \right] V^{(0)}.
\] (34)
Using (31), (33) and (34), we obtain
\[
\Delta V = \left[ \tilde{A}(0)^{-1}\tilde{U}^{(i)} \left( I_k + \Xi^{(i)}(U^{(i)})^T\tilde{A}(0)^{-1}\tilde{U}^{(i)} \right)^{-1} \Xi^{(i)}(U^{(i)})^T 
\right. \\
- \left. \tilde{A}(0)^{-1}\tilde{U}^{(i+1)} \left( I_k + \Xi^{(i+1)}(U^{(i+1)})^T\tilde{A}(0)^{-1}\tilde{U}^{(i+1)} \right)^{-1} \Xi^{(i+1)}(U^{(i+1)})^T \right] V^{(0)},
\] (35)
where $\tilde{A}(0)^{-1}\tilde{U}^{(i)} \in \mathbb{R}^{n \times k}$ and $\tilde{A}(0)^{-1}\tilde{U}^{(i+1)} \in \mathbb{R}^{n \times k}$. Taking norms and using the submultiplicative property in (35) yield
\[
\|\Delta V\| \leq \left\| \tilde{A}(0)^{-1}\tilde{U}^{(i)} \left( I_k + \Xi^{(i)}(U^{(i)})^T\tilde{A}(0)^{-1}\tilde{U}^{(i)} \right)^{-1} \Xi^{(i)}(U^{(i)})^T \right\| + \left\| \tilde{A}(0)^{-1}\tilde{U}^{(i+1)} \left( I_k + \Xi^{(i+1)}(U^{(i+1)})^T\tilde{A}(0)^{-1}\tilde{U}^{(i+1)} \right)^{-1} \Xi^{(i+1)}(U^{(i+1)})^T \right\| \|V^{(0)}\|.
\]
Then, the relative change in $V^{(i)}$ is bounded by
\[
\frac{\|\Delta V\|}{\|V^{(0)}\|} \leq \left\| \tilde{A}(0)^{-1}\tilde{U}^{(i)} \left( I_k + \Xi^{(i)}(U^{(i)})^T\tilde{A}(0)^{-1}\tilde{U}^{(i)} \right)^{-1} \Xi^{(i)}(U^{(i)})^T \right\| + \left\| \tilde{A}(0)^{-1}\tilde{U}^{(i+1)} \left( I_k + \Xi^{(i+1)}(U^{(i+1)})^T\tilde{A}(0)^{-1}\tilde{U}^{(i+1)} \right)^{-1} \Xi^{(i+1)}(U^{(i+1)})^T \right\|.\]
which gives the desired inequality

\[
\frac{\|\Delta V\|}{\|V^{(0)}\|} \leq \|\tilde{A}(0)^{-1}\tilde{U}^{(i)}\| \|(I_k + \Xi^{(i)}(\tilde{U}^{(i)})^T \tilde{A}(0)^{-1}\tilde{U}^{(i)})^{-1}\| \|\Xi^{(i)}(\tilde{U}^{(i)})^T\| \\
+ \|\tilde{A}(0)^{-1}\tilde{U}^{(i+1)}\| \|(I_k + \Xi^{(i+1)}(\tilde{U}^{(i+1)})^T \tilde{A}(0)^{-1}\tilde{U}^{(i+1)})^{-1}\| \|\Xi^{(i+1)}(\tilde{U}^{(i+1)})^T\|.
\] (36)

\[ \square \]

**Remark 1.** Equation (35) shows that the changes in the candidate basis lie in Range(\( \tilde{A}(0)^{-1}[\tilde{U}^{(i)} \quad \tilde{U}^{(i+1)}] \)). Hence, the updates in the global basis are indeed low rank.

Next, we give a bound on (30).

**Lemma 5.2.** Let \( \Delta V = V^{(i+1)} - V^{(i)} \) denote the change in a candidate basis, where \( V^{(i+1)} \) and \( V^{(i)} \) are defined as in Algorithm 1. Then,

\[
\frac{\|\Delta V\|}{\|V^{(0)}\|} \leq 2Ch,
\] (37)

where \( C \) is a constant and \( h \) is the mesh width.

**Proof.** To bound \( \frac{\|\Delta V\|}{\|V^{(0)}\|} \), we examine the right-hand side of (36). We start with bounding \( \|\tilde{A}(0)^{-1}\tilde{U}^{(i)}\| \), where \( \tilde{U}^{(i)} \) is defined in (28). Since \( k \) is a modest number, and we have

\[
\|\tilde{A}(\pi_j)^{-1}\tilde{U}^{(i)}\| \leq k_1 \max_{\epsilon_j} \|\tilde{A}(0)^{-1}\epsilon_j\|,
\] (38)

we focus on \( \|\tilde{A}(0)^{-1}\epsilon_j\| \). Since \( \tilde{A}(0) \) is SPD, we express \( \tilde{A}(0) \) in terms of its eigendecomposition,

\[
\tilde{A}(0) = \tilde{\Phi} \tilde{\Lambda} \tilde{\Phi}^T.
\] (39)

In the following, we need the eigenvalues and eigenvectors of the 2D discretized Laplacian, see [37]. We assume the mesh width \( h \) is the same in the \( x \) and \( y \) directions. Let \( k_x \) and \( k_y \) be the wave numbers in the \( x \) and \( y \) directions. Labeling the eigenvectors by the wave number, the components of the normalized \( (k_x, k_y) \) eigenvector are given by

\[
\tilde{\phi}^{k_x,k_y}_{x,y} = \nu^{k_x,k_y} \sin(i_x k_x \pi h) \sin(i_y k_y \pi h), \quad i_x, i_y = 1, \ldots, K - 1,
\] (40)

where the scaling factor \( \nu^{k_x,k_y} = 2h \), see [28, pg. 400], with the corresponding eigenvalues

\[
\lambda^{k_x,k_y} = 4 \left[ \sin^2 \left( k_x \frac{\pi h}{2} \right) + \sin^2 \left( k_y \frac{\pi h}{2} \right) \right].
\] (41)

Using the eigendecomposition of \( \tilde{A}(0) \) and the fact that \( \tilde{\Phi} \) is orthogonal, we obtain

\[
\|\tilde{A}(0)^{-1}\epsilon_j\| = \|\tilde{\Phi}^{-1} \tilde{A}^{-1} \tilde{\Phi}^T \epsilon_j\| = \|\tilde{A}^{-1} \tilde{\Phi}^T \epsilon_j\|.
\] (42)

Then, using (40), (41) and (42) gives

\[
\|\tilde{A}^{-1} \tilde{\Phi}^T \epsilon_j\|^2 = \sum_{k_y=1}^{K-1} \sum_{k_x=1}^{K-1} \left[ \frac{\nu^{k_x,k_y} \sin(jk_x \pi h) \sin(jk_y \pi h)}{4 \left[ \sin^2 \left( k_x \frac{\pi h}{2} \right) + \sin^2 \left( k_y \frac{\pi h}{2} \right) \right]} \right]^2
\]

\[
= h^2 \sum_{k_y=1}^{K-1} \sum_{k_x=1}^{K-1} \left[ \frac{\sin(jk_x \pi h) \sin(jk_y \pi h)}{\sin^2 \left( k_x \frac{\pi h}{2} \right) + \sin^2 \left( k_y \frac{\pi h}{2} \right)} \right]^2
\]

\[
\leq h^2 \sum_{k_y=1}^{K-1} \sum_{k_x=1}^{K-1} \left[ \frac{\pi^2}{4 \left( \sin^2 \left( k_x \frac{\pi h}{2} \right) + \sin^2 \left( k_y \frac{\pi h}{2} \right) \right)} \right]^2.
\] (43)
Figure 3: Evolution of the subspace gap between the global basis, $\tilde{V}_r$, and new reduction spaces, $A(p_s)^{-1}B$, over the course of the optimization. Example from the reconstruction of an anomaly on a $201 \times 201$ mesh with 32 sources and 32 detectors. We use 25 basis functions and only the zero frequency.

Since $\beta^2 \leq \frac{\pi}{4} \sin^2(\beta)$ for $0 \leq \beta \leq \frac{\pi}{2}$, we get

$$||A^{-1}\Phi^T e_j||^2 \leq h^2 \sum_{k_y=1}^{K-1} \sum_{k_x=1}^{K-1} \left[ \frac{x^2}{\pi^2 h^2} \left( k_x^2 + k_y^2 \right) \right]^2$$

$$= \frac{1}{h^2} \sum_{k_y=1}^{K-1} \sum_{k_x=1}^{K-1} \left[ 1 \left( k_x^2 + k_y^2 \right) \right]^2.$$  \hspace{1cm} (44)

Since the double sum term is $O(1)$, we obtain the bound

$$||A^{-1}\Phi^T e_j|| \leq c_1 \frac{1}{h},$$  \hspace{1cm} (45)

for a modest constant $c_1$. Since $||\Xi^{(i)}(\tilde{U}^{(i)})^T A(0)^{-1} \tilde{U}^{(i)}||$ is $O(h)$, it is now straightforward to show that

$$||\|I_k + \Xi^{(i)}(\tilde{U}^{(i)})^T A(0)^{-1} \tilde{U}^{(i)}\| || \leq c_2,$$  \hspace{1cm} (46)

where $c_2$ is a modest constant. Finally, we have

$$||\Xi^{(i)}(\tilde{U}^{(i)})^T|| \leq c_3 h^2$$  \hspace{1cm} (47)

from the definition of $\Xi^{(i)}$ (27). Combining (45), (46), and (47), we obtain the bound

$$\frac{||V^{(i)} - V^{(0)}||}{||V^{(0)}||} \leq C_i h,$$  \hspace{1cm} (48)

where $C_i = c_1 c_2 c_3$. Similarly, we can bound

$$\frac{||V^{(i+1)} - V^{(0)}||}{||V^{(0)}||} \leq C_{i+1} h,$$  \hspace{1cm} (49)

where $C_{i+1}$ is a constant. Hence, we obtain the desired bound

$$\frac{||\Delta V||}{||V^{(0)}||} \leq \frac{||V^{(i)} - V^{(0)}||}{||V^{(0)}||} + \frac{||V^{(i+1)} - V^{(0)}||}{||V^{(0)}||} \leq (C_{i+1} + C_i) h \leq 2C h,$$  \hspace{1cm} (50)

with $C = \max(C_{i+1}, C_i)$. \hspace{1cm} $\square$

We demonstrate this result in Figure 3 where we give the cosines of the canonical angles between the global basis, $\tilde{V}_r$, and new reduction spaces, $A(p_s)^{-1}B$, over the course of the optimization. As can be seen, the angles remain small over the course of the optimization. Thus, even though we can only guarantee matching the cost function and the Jacobian at the sample points, the reduced parametric transfer function is expected to interpolate the full transfer function and the derivatives approximately, yet accurately enough, even for the other parameter points that the optimization algorithm visits during the inversion process.
Figure 4: Initial configuration for the 3D experiments with 27 basis functions arranged in a $3 \times 3 \times 3$ grid, where 13 basis functions have positive expansion factors (visible) and 14 basis functions have negative expansion factors (invisible).

6 Numerical Results

We present two proof-of-concept numerical experiments for 3D DOT inversion for absorption, using multiple frequencies. For each test case, we construct anomalies in the pixel basis, and add a small normally distributed random heterogeneity to both the background and to the anomaly to make the medium inhomogeneous. This ensures a modest mismatch between the exact image and the representation used to reconstruct the image. We also add $\delta = 0.1\%$ white noise to the simulated data in each experiment. We use PaLS [1] and TREGS [21] to reconstruct the absorption images. The first $n_k$ iterations of the optimization using the exact objective function (FOM) give the parameter sample points.

To demonstrate the effectiveness of our proposed method, we use a subset of $\ell_s$ random simultaneous sources and $\ell_d$ random simultaneous detectors. As discussed in Section 4, we use these randomized sources and detectors as sample vectors to efficiently approximate the global basis using Algorithm 2. We stop the optimization when the residual norm falls below 1.1 times the noise level. For comparison, we run the FOM and the ROM using all sources and detectors as computed by Algorithm 1. We use the same tolerance to remove small singular value components from candidate bases for both Algorithms 1 and 2. For nonzero frequencies, following the common approach, after generating candidate bases in Algorithm 1, we set the candidate bases $V \leftarrow [ \text{Re}(V) \ \text{Imag}(V) ]$ and $W \leftarrow [ \text{Re}(W) \ \text{Imag}(W) ]$ to work in real arithmetic and retain the realness of the underlying dynamics. Similarly, for our approach, we set the candidate bases $\tilde{V} \leftarrow [ \text{Re}(\tilde{V}) \ \text{Imag}(\tilde{V}) ]$ and $\tilde{W} \leftarrow [ \text{Re}(\tilde{W}) \ \text{Imag}(\tilde{W}) ]$ in Algorithm 2. This also implies that the interpolation conditions (12) and (14) hold also at the frequency point $-\omega_j$ for $j = 1, \ldots, n_\omega$ (in addition to $\omega_j$).

We present two 3D experiments using a $32 \times 32 \times 32$ mesh with 225 sources at the top and 225 detectors on the bottom. We use 27 CSRBFs to reconstruct both anomalies, leading to 135 parameters. The initial absorption image is given in Figure 4 where 13 basis functions have a positive expansion coefficient (visible as high absorption regions) and 14 basis functions have a negative expansion coefficient (invisible). For our approach, we use 50 randomized sources and detectors to construct the ROM basis for each experiment, $\ell_s = \ell_d = 50$. We vary the number of parameter sample points, $n_k$, and the number of frequencies, $n_\omega$, in each experiment.

Example 1. In this experiment, we use $n_k = 4$ parameter sample points and $n_\omega = 3$ frequencies to construct the ROM basis. The true absorption image for Example 1 is given in Figure 5a. Using the FOM, the optimization algorithm solves 18900 linear systems of dimension $n = 32768$ to reconstruct the absorption image. The reconstruction result using the FOM is given in Figure 5b. Constructing a ROM using all sources and detectors requires 5400 large linear systems of dimension $n = 32768$. In addition, the optimization using the ROM requires 16875 small linear systems of dimension $r = 1368$ to reconstruct the absorption image. The reconstruction result using the standard ROM with
We show that using randomized sources and detectors to build the global basis can substantially reduce the cost. Our model reduction provides a way to drastically reduce the cost of many expensive linear solves in nonlinear parametric inversion, while obtaining similar quality reconstructions. For larger problems with many more sources and detectors and multiple frequencies, we expect much larger gains.

This paper points to several interesting theoretical questions to explore further. First, would computing optimal tangential interpolation directions lead to essentially better reduced order models than using randomization, with lower order reduced models? Second, while we show theoretically that the angles between the spaces spanned by groups of candidate basis vectors for distinct interpolation points should be small for small anomalies, we observe that this is also the case for sizeable anomalies. Hence, we plan to extend our analysis to more general cases. Third, we would like to derive the necessary theory to provide good estimates for the numbers of random vectors (simultaneous sources and detectors) to use. We plan to address these issues in future papers.

### 7 Conclusions and Future Work

While model reduction provides a way to drastically reduce the cost of many expensive linear solves in nonlinear parametric inversion [20], the standard method to compute a global basis for our problem still poses a high computational cost. This cost has two components. First, we solve many large linear systems to compute a candidate basis. Second, since we typically need a relatively high order ROM for robustness, the rank revealing factorization of the resulting large systems to be solved for each method for comparison. In our experiments, the reduced dimension, \( r \), is larger than one might usually expect in a reduced model. The need for this modest size \( r \) stems from the fact that we have a high dimensional parameter space and the model to approximate has large input (source) and output (detector) dimensions. Thus, it is not surprising that for a reduced model to have high-fidelity for these high-dimensional parameter, input, and output spaces, we need a modest size \( r \). The reduced dimension \( r \) could be cut in half if one chose not to retain the symmetry and apply a two-sided reduction, i.e., \( V_r \neq W_r \). However, we choose to preserve the underlying structure.

**Example 2.** The setup is the same as in Example 1. However, for this experiment, we use \( n_k = 3 \) parameter sample points and \( n_o = 4 \) frequencies to construct the ROM basis for a different anomaly, see Figure 6a. Using the FOM, the optimization algorithm solves 47700 linear systems of dimension \( n = 32768 \) to reconstruct the absorption image. The reconstruction result using the FOM is given in Figure 6b. Constructing the ROM using all sources and detectors requires 5400 linear systems of dimension \( n = 32768 \). The optimization using the ROM requires 21600 linear systems of dimension \( r = 1228 \) to reconstruct the absorption image. The reconstruction result using the ROM constructed with all sources and detectors is given in Figure 6c. Constructing the ROM using our approach only requires 1200 linear systems of dimension \( n = 32768 \). The optimization using the ROM requires 27000 linear systems of dimension \( r = 1184 \) to reconstruct the absorption image. Our approach reduces the large solver cost by about a factor 40, while obtaining similar quality reconstruction results; see Figure 6d. The number of linear systems required for each method is given in Table 1. For large problems with many sources and detectors and using multiple frequencies, we expect much larger gains.

| Exp. 1 \( (n = 32768) \) | Exp. 2 \( (n = 32768) \) |
|--------------------------|--------------------------|
| FOM                      | ROM (all srcs/det)      | ROM (rand. srcs/dets) |
| \( O(n) \)               | \( O(n) \)               |
| \( 18900 \)              | \( 5400 \)              | \( 16875 \)          |
| \( (r = 1306) \)         | \( (r = 1228) \)        | \( (r = 1294) \)     |
| \( 17550 \)              | \( 21600 \)              | \( 27000 \)          |
| \( (r = 1294) \)         | \( (r = 1184) \)        |                      |

Table 1: Number of large, \( O(n) \), and small, \( O(r) \), linear system solves for each method for the 3D experiments.

all sources and detectors is given in Figure 5c. Constructing a ROM using our approach only requires 1200 linear systems of dimension \( n = 32768 \). The optimization using the ROM with our approach requires 17550 linear systems of dimension \( r = 1294 \) to reconstruct the absorption image. Our approach reduces the large solver cost by about a factor 16, while obtaining similar quality reconstruction results; see Figure 5d. In Table 1, we give the number of linear systems to be solved for each method for comparison. In our experiments, the reduced dimension, \( r \), is larger than one might usually expect in a reduced model. The need for this modest size \( r \) stems from the fact that we have a high dimensional parameter space and the model to approximate has large input (source) and output (detector) dimensions. Thus, it is not surprising that for a reduced model to have high-fidelity for these high-dimensional parameter, input, and output spaces, we need a modest size \( r \). The reduced dimension \( r \) could be cut in half if one chose not to retain the symmetry and apply a two-sided reduction, i.e., \( V_r \neq W_r \). However, we choose to preserve the underlying structure.

**Example 2.** The setup is the same as in Example 1. However, for this experiment, we use \( n_k = 3 \) parameter sample points and \( n_o = 4 \) frequencies to construct the ROM basis for a different anomaly, see Figure 6a. Using the FOM, the optimization algorithm solves 47700 linear systems of dimension \( n = 32768 \) to reconstruct the absorption image. The reconstruction result using the FOM is given in Figure 6b. Constructing the ROM using all sources and detectors requires 5400 linear systems of dimension \( n = 32768 \). The optimization using the ROM requires 21600 linear systems of dimension \( r = 1228 \) to reconstruct the absorption image. The reconstruction result using the ROM constructed with all sources and detectors is given in Figure 6c. Constructing the ROM using our approach only requires 1200 linear systems of dimension \( n = 32768 \). The optimization using the ROM requires 27000 linear systems of dimension \( r = 1184 \) to reconstruct the absorption image. Our approach reduces the large solver cost by about a factor 40, while obtaining similar quality reconstruction results; see Figure 6d. The number of linear systems required for each method is given in Table 1. For large problems with many sources and detectors and using multiple frequencies, we expect much larger gains.

| Exp. 1 \( (n = 32768) \) | Exp. 2 \( (n = 32768) \) |
|--------------------------|--------------------------|
| FOM                      | ROM (all srcs/det)      | ROM (rand. srcs/dets) |
| \( O(n) \)               | \( O(n) \)               |
| \( 18900 \)              | \( 5400 \)              | \( 16875 \)          |
| \( (r = 1306) \)         | \( (r = 1228) \)        | \( (r = 1294) \)     |
| \( 17550 \)              | \( 21600 \)              | \( 27000 \)          |
| \( (r = 1294) \)         | \( (r = 1184) \)        |                      |

Table 1: Number of large, \( O(n) \), and small, \( O(r) \), linear system solves for each method for the 3D experiments.
(a) True shape of the anomaly.  
(b) Reconstruction using the FOM.  
(c) Reconstruction using the standard ROM with all sources and detectors.  
(d) Reconstruction using the ROM with randomized sources and detectors, $\ell_s = 50$. 

Figure 5: Results for Experiment 1. Reconstruction of a test anomaly on a $32 \times 32 \times 32$ mesh with 225 sources and 225 detectors. We use 3 frequencies and 27 CSRBFs. To build the ROM, we use 4 parameter sample points.
Figure 6: Results for Experiment 2. Reconstruction of a test anomaly on a $32 \times 32 \times 32$ mesh with 225 sources and 225 detectors. We use 4 frequencies and 27 CSRBFs. To build the ROM, we use 3 parameter sample points.
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