Formulae for entanglement in a linear coherent feedback network of multiple nondegenerate optical parametric amplifiers: the infinite bandwidth case
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Abstract

This paper presents formulae for Einstein-Podolsky-Rosen (EPR) entanglement generated from \(N\) nondegenerate optical parametric amplifiers (NOPAs) interconnected in a linear coherent feedback (CFB) chain in the idealized lossless scenario and infinite bandwidth limit. The lossless scenario sets the ultimate EPR entanglement (two-mode squeezing) that can be achieved by this linear chain of NOPAs while the infinite bandwidth limit simplifies the analysis but gives an accurate approximation to the EPR entanglement at low frequencies of interest. Two adjustable phase shifts are placed at the outputs of the system to achieve the best EPR entanglement by selecting appropriate quadratures of the output fields.

1 Introduction

Entanglement is a critical resource to realize applications of quantum information processing, such as quantum teleportation, quantum key distribution and entanglement swapping [1] [2] [3]. Depending on whether the state of a system is described by discrete or continuous variables, entanglement of the system comes into two categories: discrete-variable entanglement and continuous-variable entanglement [4] [5] [6]. This paper is concerned with Einstein-Podolsky-Rosen (EPR) entanglement which is continuous-variable entanglement generated between two continuous-mode Gaussian fields. EPR entanglement can be efficiently prepared by a nondegenerate optical parametric amplifier (NOPA) [7].

The input/output block representation of a NOPA \((G_i)\) is shown in Fig. 1. The main component of the NOPA is a cavity consisting of a nonlinear \(\chi^{(2)}\) (second-order susceptibility) crystal with two frequency degenerate but polarization non-degenerate vacuum modes. Exploiting a coherent pump beam (which can be regarded as an undepleted classical light)
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to shine the crystal, the pump beam interacts with the two vacuum modes and is split into a pair of outgoing fields, via a spontaneous parametric down-conversion process. Moreover, the outgoing fields are in the two-mode squeezed state, that is, they have correlated amplitude quadratures and anti-correlated phase quadratures [7]. The degree of the two-mode squeezing is quantified by both spectra variances of the difference of the amplitude quadratures and the sum of the phase quadratures. The two beams are EPR entangled at frequency $\omega$ if the variances at $\omega$ are squeezed below the quantum shot-noise limit (SNL) [8]. EPR entanglement generated by a NOPA exists in the low frequency band, but not the whole band [9].

Figure 1: Input/output block representation of a NOPA.

EPR entanglement can be enhanced by connecting NOPAs in a coherent feedback (CFB) scheme. Our previous work [10] shows that compared with a single NOPA system and a two-cascaded NOPA network, a dual-NOPA CFB system generates stronger EPR entanglement in both lossless and lossy cases. In our recent work [11], we extend the dual-NOPA CFB system to an $N$-NOPA CFB chain as shown in Fig. 2. The NOPAs are identical and two adjustable phase shifters with phase shifts $\theta_a$ and $\theta_b$ are placed at fields $\xi_{\text{out},a,N}$ and $\xi_{\text{out},b,1}$ separately in order to obtain the best two-mode squeezing between fields $\xi_{\text{out},a}$ and $\xi_{\text{out},b}$. The EPR entanglement of the system can be shared by two distant communicating parties, say Alice and Bob. One outgoing field $\xi_{\text{out},a}$ is sent to Alice, and the other one $\xi_{\text{out},b}$ is sent to Bob. The NOPAs in the system can be either centralised in between Alice and Bob, or evenly deployed between the two parties as discussed in [11]. The work [11] gives stability conditions of the system in both lossless and lossy cases. Moreover, we investigated the EPR entanglement when the system is lossless with $N$ up to six, and found the values of $\theta_a$ and $\theta_b$ at which the two-mode squeezing is optimal. Via numerically analysis, we qualitatively showed that a system employing more NOPAs achieves a higher squeezing level, under the same total pump power. However, the study of EPR entanglement in the work [11] is limited to up to six NOPAs and the degree of two-mode squeezing is not formulated quantitatively.

In this paper, we derive formulae for EPR entanglement of the $N$-NOPA CFB system ($N \geq 2$) in the ideal case where losses are neglected. We do this for two reasons. First, the lossless scenario is important as it sets the ultimate limit of EPR entanglement (two-mode squeezing) that can be achieved by the system. Secondly, the presence of losses makes the derivation of general formulae very complicated. Thus, we leave the general case with
the presence of losses for future work. To further simplify the analysis, we consider an idealized limit where the system becomes static, that is, the NOPAs are approximated as static devices with infinite bandwidth \[^{12}\]. Nonetheless, the infinite bandwidth setting gives an accurate approximation to the two-mode squeezing in the low frequency region. In addition, we describe the CFB system as a special case of a more general \(N\)-NOPA feedback network containing a linear static passive subsystem, as shown in Fig. 3. Here, the CFB connection of Fig. 2 is recovered with a special choice of the matrix \(S_N\) in Fig. 3.

In general, the matrix \(S_N\) represents an arbitrary static passive network consisting of static passive optical devices such as beams splitters, phase shifters and mirrors; see, e.g., \[^{13}\]. By analyzing the general system, we obtain a transfer matrix relating ingoing and outgoing fields. Afterwards, we aim to find the values of \(\theta_a\) and \(\theta_b\) at which the two-mode squeezing of the general system corresponding to the \(N\)-NOPA CFB system is optimal. Furthermore, we formulate the optimal two-mode squeezing. Future research building on this work may consider exploiting the general \(N\)-NOPA system to analyze other linear quantum optical systems in which the \(N\)-NOPAs are interconnected or connected with passive components.

The rest of the paper is structured as follows. Section 2 introduces descriptions of linear quantum systems, EPR entanglement between two continuous-mode Gaussian fields, and linear transformations implemented by a NOPA in the infinite bandwidth limit. Section 3 describes the \(N\)-NOPA general system as shown in Fig. 3. We analyze the stability of the general system in the finite bandwidth case and formulate the transfer matrix of the system in the infinite bandwidth limit. Section 4 analyzes the general system corresponding to a lossless \(N\)-NOPA CFB system. We present the values of \(\theta_a\) and \(\theta_b\) at which the system achieves the best two-mode squeezing and give the formulae of the optimal squeezing. Finally, we draw a conclusion in Section 5.

2 Preliminaries

The notations used in this paper are as follows: \(i = \sqrt{-1}\). The conjugate of a matrix is denoted by \(\cdot^\dagger\), \(\cdot^T\) denotes the transpose of a matrix of numbers or operators and \(\cdot^*\) denotes (i) the complex conjugate of a number, (ii) the conjugate transpose of a matrix, as well as (iii) the adjoint of an operator. \(O_{m \times n}\) is an \(m\) by \(n\) zero matrix and \(I_n\) is an \(n\) by \(n\) identity matrix (we simply write \(O\) and \(I\), if the dimensions of the matrix can be inferred
Figure 3: A system consisting of $N$ NOPAs and a static passive linear subsystem with two inputs and two outputs.
from context). Trace operator is written as $\text{Tr}[]$ and tensor product is $\otimes$. $\delta(t)$ denotes the Dirac delta function.

### 2.1 Linear quantum systems

Here we consider an open linear quantum system without a scattering process. The linear system contains $n$-bosonic modes $a_j(t)$ ($j = 1, \ldots, n$) satisfying the commutation relations $[a_i(t), a_j(t)^*] = \delta_{ij}$, $m$-incoming boson fields $\xi_{in,i}(t)$ ($i = 1, \ldots, m$) in the vacuum state, which obey the commutation relations $[\xi_{in,i}(t), \xi_{in,j}(s)^*] = \delta(t - s)$, as well as two outgoing fields $\xi_{out,k}(t)$ ($k = 1, 2$) which are Gaussian continuous-mode fields. A continuous-mode field means that the field contains a continuum of modes in a continuous range of frequencies. Note that a system may have more than two outputs. However, as we are only interested in the entanglement generated by a certain pair of outgoing fields, in this work we will only be interested in a particular pair of output fields, labelled $\xi_{out,1}$ and $\xi_{out,2}$ in the following. The time-varying interaction Hamiltonian between the system and its environment is $H_{\text{int}}(t) = i(\xi(t)^* L - L^* \xi(t))$, where $\xi(t) = [\xi_{in,1}(t), \ldots, \xi_{in,m}(t)]^T$, $L = [L_1, \ldots, L_l]^T$ and $L_j(j = 1, 2, \ldots, l)$ is the $j$-th system coupling operator. In the Heisenberg picture, time evolutions of a mode $a_j$ and an outgoing field operator $\xi_{out,i}$ are [14, 15]:

$$
\begin{align*}
    a_j(t) &= U(t)^* a_j U(t), \\
    \xi_{out,i}(t) &= U(t)^* \xi_{in,i}(t) U(t),
\end{align*}
$$

where $U(t) = \exp(-i \int_0^t H_{\text{int}}(s) ds)$ is a unitary process obeying the quantum white noise Schrödinger equation $\dot{U}(t) = -i H_{\text{int}}(t) U(t)$. However, this is not an ordinary Schrödinger equation as the interaction Hamiltonian $H_{\text{int}}(t)$ is a time-varying observable involving the singular quantum white noise processes $\xi(t)$. This quantum white noise equation has to be interpreted correctly within the framework of quantum stochastic calculus, for details see [14, 16, 17, 18]. Employing quantum stochastic calculus, the dynamics of a linear quantum system is described by a quantum Langevin equation and can be written in the following form

$$
\begin{align*}
    \dot{z}(t) &= Az(t) + B\xi(t), \\
    \xi_{out}(t) &= Cz(t) + D\xi(t).
\end{align*}
$$

where

$$
\begin{align*}
    z &= (a_1^q, a_1^p, \ldots, a_n^q, a_n^p)^T, \\
    \xi &= (\xi_1^q, \xi_1^p, \ldots, \xi_m^q, \xi_m^p)^T, \\
    \xi_{out} &= (\xi_{out,1}^q, \xi_{out,1}^p, \xi_{out,2}^q, \xi_{out,2}^p)^T,
\end{align*}
$$

with quadratures [16, 17]

$$
\begin{align*}
    a_j^q &= a_j + a_j^*, \\
    a_j^p &= (a_j - a_j^*)/i, \\
    \xi_j^q &= \xi_j + \xi_j^*, \\
    \xi_j^p &= (\xi_j - \xi_j^*)/i.
\end{align*}
$$
2.2 EPR entanglement between two continuous-mode fields

We keep in mind that in this paper, we investigate EPR entanglement between two continuous-mode Gaussian fields rather than entanglement between two single-mode Gaussian fields. In the latter case, the degree of entanglement can be assessed via the logarithmic negativity as an entanglement measure, see, e.g., [19]. However, this measure is not directly applicable to continuous-mode fields. Instead, the EPR entanglement of two freely propagating fields containing a continuum of modes, say $\xi_{\text{out},1}$ and $\xi_{\text{out},2}$, can be evaluated in the frequency domain by the two-mode squeezing spectra $V_+(\omega)$ and $V_-(\omega)$ [7, 8], that will be defined below.

The Fourier transform of $f(t)$ is defined as $F(\omega) = \frac{1}{\sqrt{2\pi}} \int_{-\infty}^{\infty} f(t) e^{-i\omega t} dt$. Similarly, we have the Fourier transforms of $\xi_{\text{out},1}(t)$, $\xi_{\text{out},2}(t)$, $z(t)$ and $\xi(t)$ in (2) and (3) as $\tilde{\xi}_{\text{out},1}(\omega)$, $\tilde{\xi}_{\text{out},2}(\omega)$, $\tilde{Z}(\omega)$ and $\tilde{\Xi}(\omega)$, respectively. Applying (2), (3), we have

$$
\tilde{\xi}_{\text{out},1}^q(\omega) + \tilde{\xi}_{\text{out},2}^q(\omega) = \int_{-\infty}^{\infty} \xi_{\text{out},1}^q(t) e^{-i\omega t} dt + \int_{-\infty}^{\infty} \xi_{\text{out},2}^q(t) e^{-i\omega t} dt
$$

$$
= [1 0 1 0] (CZ(\omega) + D\tilde{\Xi}(\omega)),
$$

$$
\tilde{\xi}_{\text{out},1}^p(\omega) - \tilde{\xi}_{\text{out},2}^p(\omega) = \int_{-\infty}^{\infty} \xi_{\text{out},1}^p(t) e^{-i\omega t} dt - \int_{-\infty}^{\infty} \xi_{\text{out},2}^p(t) e^{-i\omega t} dt
$$

$$
= [0 1 0 -1] (CZ(\omega) + D\tilde{\Xi}(\omega)).
$$

The two-mode squeezing spectra $V_+(\omega)$ and $V_-(\omega)$ are real functions defined via the identities

$$
\langle (\tilde{\xi}_{\text{out},1}^q(\omega) + \tilde{\xi}_{\text{out},2}^q(\omega))^* (\tilde{\xi}_{\text{out},1}^q(\omega') + \tilde{\xi}_{\text{out},2}^q(\omega')) \rangle = V_+(\omega) \delta(\omega - \omega'),
$$

$$
\langle (\tilde{\xi}_{\text{out},1}^p(\omega) + \tilde{\xi}_{\text{out},2}^p(\omega))^* (\tilde{\xi}_{\text{out},1}^p(\omega') - \tilde{\xi}_{\text{out},2}^p(\omega')) \rangle = V_-(\omega) \delta(\omega - \omega'),
$$

where $\langle \cdot \rangle$ denotes quantum expectation. As described in [20, 21], $V_+(\omega)$ and $V_-(\omega)$ are easily calculated by,

$$
V_+(\omega) = \text{Tr} \left[ H^Q(\omega)^* H^Q(\omega) \right],
$$

$$
V_-(\omega) = \text{Tr} \left[ H^P(\omega)^* H^P(\omega) \right],
$$

where $H^Q = [1 0 1 0] H$, $H^P = [0 1 0 -1] H$ and $H$ is the transfer function

$$
H(\omega) = C (\omega I - A)^{-1} B + D.
$$

The fields $\xi_{\text{out},1}$ and $\xi_{\text{out},2}$ are said to be EPR-entangled at the frequency $\omega$ rad/s is [8],

$$
V(\omega) = V_+(\omega) + V_-(\omega) < 4,
$$

which indicates that the two-mode squeezing level is below the quantum shot-noise limit at $\omega$ rad/s [8].

A perfect Einstein-Podolski-Rosen state is represented by an infinite bandwidth two-mode squeezing, that is $V(\omega) = V_+(\omega) = 0$ for all $\omega$. Of course, such an ideal EPR
correlation cannot be achieved in reality as it would require an infinite amount of energy to produce. Thus, we aim to optimize EPR entanglement by making $V(\omega)$ as small as possible over a wide frequency range [8]. Note that (11) is a sufficient condition for EPR entanglement, with the two beams squeezed in amplitude and phase quadratures. However, in general, they may be squeezed in other quadratures. Hence, we give the following definition of EPR entanglement. Let $\xi_{\text{out},1}^\psi = e^{iv_1} \xi_{\text{out},1}$, $\xi_{\text{out},2}^\psi = e^{iv_2} \xi_{\text{out},2}$ with $\psi_1, \psi_2 \in (\pi, \pi]$ and denote the corresponding two-mode squeezing spectra between $\xi_{\text{out},1}$ and $\xi_{\text{out},2}$ as $V_{\pm}^{\psi_1,\psi_2}(\omega, \psi_1, \psi_2)$.

**Definition 2.1** The fields $\xi_{\text{out},1}$ and $\xi_{\text{out},2}$ are EPR entangled at the frequency $\omega$ rad/s if $\exists \, \psi_1, \psi_2 \in (\pi, \pi]$ such that

$$V_{\pm}^{\psi_1,\psi_2}(\omega, \psi_1, \psi_2) + V_{\pm}^{\psi_1,\psi_2}(\omega, \psi_1, \psi_2) < 4.$$ (12)

EPR entanglement is said to vanish at $\omega$ if there are no values of $\psi_1$ and $\psi_2$ satisfying the above criterion. Unless otherwise specified, throughout the paper, EPR entanglement refers to the case with $\psi_1 = \psi_2 = 0$.

### 2.3 The nondegenerate optical parametric amplifier (NOPA)

A NOPA ($G_i$) is an open linear quantum system containing a cavity with a pair of orthogonally polarized bosonic modes $a_i$ and $b_i$ which satisfy $[a_i, a_j^*] = \delta_{ij}$, $[b_i, b_j^*] = \delta_{ij}$, $[a_i, b_j] = 0$ and $[a_i, b_j] = 0$. By assuming a strong undepleted coherent pump beam onto the $\chi^{(2)}$ nonlinear crystal inside the cavity, the pump can be treated as a classical field (hence, quantum vacuum fluctuations are ignored) and the interaction of the modes $a_i$ and $b_i$ with the pump is modelled by the two-mode squeezing Hamiltonian $H = \frac{\gamma}{2} \epsilon (a_i^* b_i^* - a_i b_i)$, where $\epsilon$ is a real coefficient relating to the effective amplitude of the pump beam, see [14, 22, 23].

As shown in Fig. 1, interactions between the NOPA and its environment are denoted by coupling operators as follows. Modes $a_i$ and $b_i$ are coupled to ingoing fields $\xi_{\text{in},a,i}$ and $\xi_{\text{in},b,i}$ via coupling operators $L_1 = \sqrt{\gamma} a_i$ and $L_2 = \sqrt{\gamma} b_i$, respectively. Unwanted amplification losses $\xi_{\text{loss},a,i}$ and $\xi_{\text{loss},b,i}$ impact the NOPA through operators $L_3 = \sqrt{\kappa} a_i$ and $L_4 = \sqrt{\kappa} b_i$, respectively. The constants $\gamma$ and $\kappa$ are damping rates of the outcoupling mirrors (from which the output fields emerge from the NOPA), and of the loss channels, respectively. From Section 2.1, we have that the dynamics of the NOPA is given by [7, 15]

$$\dot{a}_i(t) = -\left(\frac{\gamma + \kappa}{2}\right) a_i(t) + \frac{\epsilon}{2} b_i^\ast(t) - \sqrt{\gamma} \xi_{\text{in},a,i}(t) - \sqrt{\kappa} \xi_{\text{loss},a,i}(t),$$

$$\dot{b}_i(t) = -\left(\frac{\gamma + \kappa}{2}\right) b_i(t) + \frac{\epsilon}{2} a_i^\ast(t) - \sqrt{\gamma} \xi_{\text{in},b,i}(t) - \sqrt{\kappa} \xi_{\text{loss},b,i}(t),$$ (13)

following the boundary conditions [7, 14], and we have outputs

$$\xi_{\text{out},a,i}(t) = \sqrt{\gamma} a_i(t) + \xi_{\text{in},a,i}(t),$$

$$\xi_{\text{out},b,i}(t) = \sqrt{\gamma} b_i(t) + \xi_{\text{in},b,i}(t).$$ (14)
Define the following quadrature vectors of the NOPA,

\[ z = [a^q_i, a^p_i, b^q_i, b^p_i]^T, \]

\[ \xi_{\text{out}} = [s^q_{\text{out},a,i}, s^p_{\text{out},a,i}, s^q_{\text{out},b,i}, s^p_{\text{out},b,i}]^T, \]

\[ \xi = [s^q_{\text{in},a,i}, s^p_{\text{in},a,i}, s^q_{\text{in},b,i}, s^p_{\text{in},b,i}, s^q_{\text{loss},a,i}, s^p_{\text{loss},a,i}, s^q_{\text{loss},b,i}, s^p_{\text{loss},b,i}]^T. \] (15)

From (2), (3) and (10), the transfer function of the NOPA is

\[ H_N = \begin{bmatrix} h_1 & 0 & h_2 & 0 & h_3 & 0 & h_4 & 0 \\ 0 & h_1 & 0 & -h_2 & 0 & h_3 & 0 & -h_4 \\ h_2 & 0 & h_1 & 0 & h_3 & 0 & h_4 & 0 \\ 0 & -h_2 & 0 & h_1 & 0 & -h_4 & 0 & h_3 \end{bmatrix}, \] (16)

where \( h_j \) (\( j = 1, 2, 3, 4 \)) are functions of the frequency \( \omega \),

\[ h_1(\omega) = \frac{\epsilon^2 + \gamma^2 - (\kappa + 2\omega)^2}{\epsilon^2 - (\gamma + \kappa + 2\omega)^2}, \quad h_2(\omega) = \frac{2\epsilon\gamma}{\epsilon^2 - (\gamma + \kappa + 2\omega)^2}, \]

\[ h_3(\omega) = \frac{2\sqrt{\kappa}(\gamma + \kappa + 2\omega)}{\epsilon^2 - (\gamma + \kappa + 2\omega)^2}, \quad h_4(\omega) = \frac{2\epsilon\sqrt{\kappa}}{\epsilon^2 - (\gamma + \kappa + 2\omega)^2}. \] (17)

As reported in [15, 24], parameters of the NOPA are set as follows. We set the reference value for the transmissivity rate of the mirrors \( \gamma_r = 7.2 \times 10^7 \) Hz. The pump amplitude \( \epsilon \) and damping rate \( \gamma \) are adjustable as \( \epsilon = x\gamma_r \) and \( \gamma = \frac{y}{x} \) respectively, where the variables \( x \) and \( y \) satisfy \( 0 < x, y \leq 1 \). We set \( \kappa = K\epsilon \) with \( K = \sqrt{2 \times 0.6 \times \gamma_r} \) based on the assumption that the value of \( \kappa \) is proportional to the absolute value of \( \epsilon \) and \( \kappa = \frac{3 \times 10^6}{\sqrt{2}} \) when \( \epsilon = 0.6\gamma_r \). In the infinite bandwidth case where we take the limit \( \gamma_r \to \infty \) while keeping \( \epsilon \) and \( \gamma \) at a fixed ratio \( \xi = \frac{x}{y} \), the transfer function of the NOPA in (16) becomes a constant matrix with elements

\[ h_1 = \frac{(1 - K^2)(xy)^2 + 1}{(xy)^2 - (1 + Kxy)^2}, \quad h_2 = \frac{2xy}{(xy)^2 - (1 + Kxy)^2}, \]

\[ h_3 = \frac{2\sqrt{Kxy}(1 + Kxy)}{(xy)^2 - (1 + Kxy)^2}, \quad h_4 = \frac{2xy\sqrt{Kxy}}{(xy)^2 - (1 + Kxy)^2}. \] (18)

It can be seen that for \( \omega \ll \epsilon, \gamma, \kappa \), the constant scalar values of \( h_1 \) to \( h_4 \) given by (18) in the infinite bandwidth limit approximates the frequency dependent values given in (17) when the bandwidth is finite. Such an approximation is quite accurate for \( \omega \) sufficiently small, away from \( \epsilon, \gamma, \kappa \) (with no error at \( \omega = 0 \)). Since in practice the EPR entanglement will be in the low frequency region, entanglement in the idealised infinite bandwidth scenario provides a good approximation for the entanglement that can be expected in the finite bandwidth case.

3 N-NOPA general system

We consider a linear quantum system consisting of \( N \) (\( N \geq 2 \)) NOPAs and a linear static passive network as shown in Fig. 3. The static passive linear network has \( 2(N + 1) \) ingoing
fields, among which two inputs $\xi_{in,1}$ and $\xi_{in,2}$ are in the vacuum state and the others are the outgoing fields of the NOPAs. Similarly, the network has $2(N+1)$ outgoing fields, $2N$ of which are inputs of the NOPAs. The other outputs $\xi_{out,1}$ and $\xi_{out,2}$ are linked to two adjustable phase shifters with phase shifts $\theta_a$ and $\theta_b$, respectively. The EPR entanglement of interest is between fields $\xi_{out,a}$ and $\xi_{out,b}$.

The transformation implemented by the static subsystem is denoted by a complex unitary matrix $\tilde{S}_N \in \mathbb{C}^{2(N+1)}$ such that

$$
\begin{bmatrix}
\xi_{out,1} \\
\xi_{out,2} \\
\xi_{in,a,1} \\
\xi_{in,b,1} \\
\vdots \\
\xi_{in,a,N} \\
\xi_{in,b,N}
\end{bmatrix} =
\begin{bmatrix}
\xi_{in,1} \\
\xi_{in,2} \\
\xi_{out,a,1} \\
\xi_{out,b,1} \\
\vdots \\
\xi_{out,a,N} \\
\xi_{out,b,N}
\end{bmatrix},
$$
(19)

and

$$
\tilde{S}_N^* \tilde{S}_N = \tilde{S}_N \tilde{S}_N^* = I_{2(N+1)}.
$$
(20)

In particular, the matrix $\tilde{S}_N$ corresponding to the $N$-NOPA CFB system as shown in Fig. 2 is denoted as

$$
\tilde{S}^{cbf}_N = 
\begin{bmatrix}
O_{2N \times 2} & I_{2N} \otimes M_1 \\
M_1 & O_{2N \times 2}
\end{bmatrix} + 
\begin{bmatrix}
O_{2 \times 2N} & M_2 \\
I_{2N} \otimes M_2 & O_{2 \times 2N}
\end{bmatrix}
,$$
(21)

where

$$
M_1 = \begin{bmatrix}
0 & 0 \\
0 & 1
\end{bmatrix}, \quad M_2 = \begin{bmatrix}
1 & 0 \\
0 & 0
\end{bmatrix}.
$$
(22)

Now we define the following quadrature vectors

$$
z = [a_1^q, a_1^p, b_1^q, b_1^p, \ldots, a_N^q, a_N^p, b_N^q, b_N^p]^T,
$$

$$
\xi_{in} = [\xi_{in,a,1}, \xi_{in,b,1}, \xi_{in,a,1}, \xi_{in,b,1}, \ldots, \xi_{in,a,N}, \xi_{in,b,N}, \xi_{in,a,N}, \xi_{in,b,N}]^T,
$$

$$
\xi_{loss} = [\xi_{loss,a,1}, \xi_{loss,b,1}, \xi_{loss,a,1}, \xi_{loss,b,1}, \ldots, \xi_{loss,a,N}, \xi_{loss,b,N}, \xi_{loss,a,N}, \xi_{loss,b,N}]^T,
$$

$$
\xi_{out} = [\xi_{out,a,1}, \xi_{out,b,1}, \xi_{out,a,1}, \xi_{out,b,1}, \ldots, \xi_{out,a,N}, \xi_{out,b,N}, \xi_{out,a,N}, \xi_{out,b,N}]^T,
$$

$$
\xi^{(i)} = [\xi^{(i)}_{in,1}, \xi^{(i)}_{in,1}, \xi^{(i)}_{in,2}, \xi^{(i)}_{in,2}]^T,
$$

$$
\xi^{(o)} = [\xi^{(o)}_{out,1}, \xi^{(o)}_{out,1}, \xi^{(o)}_{out,2}, \xi^{(o)}_{out,2}]^T,
$$

$$
\xi = [\xi^{(i)}^T, \xi^{(o)}]^T.
$$
(23)

Following (5), the quadrature form of $\tilde{S}_N$ is defined as

$$
S_N = \frac{1}{2} \tilde{K}_N \tilde{S}_N \tilde{K}_N^* + \frac{1}{2} \tilde{K}_N^\# \tilde{S}_N^\# \tilde{K}_N^T,
$$
(24)
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where $\tilde{K}_N = I_{2(N+1)} \otimes \begin{bmatrix} 1 & -t \end{bmatrix}^T$. Note that $S_N$ is a real unitary symplectic matrix. That is,
\begin{align*}
S_N^T S_N &= S_N S_N^T = I_{4(N+1)}, \\
S_N^T J_{2(N+1)} S_N &= J_{2(N+1)},
\end{align*}
(25)
where $J_{2(N+1)} = I_{2(N+1)} \otimes \begin{bmatrix} 0 & 1 \\ -1 & 0 \end{bmatrix}$.

### 3.1 Stability

Though we analyze the $N$-NOPA general system in the infinite bandwidth case where stability is not an issue as the system is assumed static, we have to guarantee that the system in practice (the finite bandwidth case) is stable, that is, the average total number of photons in the cavity modes does not continuously grow. To investigate stability, we write the dynamics the $N$-NOPA general system in the finite bandwidth case in the form
\begin{align*}
\dot{z}(t) &= A_N z(t) + B_N \xi(t). 
\end{align*}
(26)
Then, the system is sable if and only if $A_N$ is Hurwitz (all the eigenvalues of the matrix have real negative parts).

For convenience, we write $S_N$ in the form
\begin{align*}
S_N &= \begin{bmatrix} S_{N,11} & S_{N,12} \\ S_{N,21} & S_{N,22} \end{bmatrix},
\end{align*}
(27)
where $S_{N,11} \in \mathbb{R}^{4 \times 4}$, $S_{N,21} \in \mathbb{R}^{4N \times 4}$, $S_{N,12} \in \mathbb{R}^{4 \times 4N}$ and $S_{N,22} \in \mathbb{R}^{4N \times 4N}$. According to (13), (14) and (23), we have
\begin{align*}
\dot{z}(t) &= (I_N \otimes A_1) z(t) - \sqrt{\gamma} \xi_{\text{in}}(t) - \sqrt{\kappa} \xi_{\text{loss}}(t), \\
\xi_{\text{out}} &= \sqrt{\gamma} z(t) + \xi_{\text{in}}(t),
\end{align*}
(28)
where
\begin{align*}
A_1 = \begin{bmatrix} -\frac{\gamma+\kappa}{2} & 0 & \frac{\epsilon}{2} & 0 \\ 0 & -\frac{\gamma+\kappa}{2} & 0 & -\frac{\epsilon}{2} \\ \frac{\epsilon}{2} & 0 & -\frac{\gamma+\kappa}{2} & 0 \\ 0 & -\frac{\epsilon}{2} & 0 & -\frac{\gamma+\kappa}{2} \end{bmatrix}.
\end{align*}
(29)
Substituting (27) into (19), we obtain
\begin{align*}
\xi_{\text{in}} &= S_{N,21} \xi^{(i)} + S_{N,22} \xi_{\text{out}},
\end{align*}
(30)
where $\xi_{\text{in}}$ is as given in (23). From (28) and (30), we have
\begin{align*}
A_N &= I_N \otimes A_1 - \gamma (I_{4N} - S_{N,22})^{-1} S_{N,22}.
\end{align*}
(31)
Thus, the closed-loop $N$-NOPA general system is well-posed if $(I_{4N} - S_{N,22})$ is invertible. In addition, the system is stable if and only if the matrix $(I_N \otimes A_1 - \gamma (I_{4N} - S_{N,22})^{-1} S_{N,22})$ is Hurwitz. In particular, a detailed sufficient and necessary stability condition of the $N$-NOPA CFB system has been developed in [11].
3.2 Transformation of static N-NOPA system

Now we investigate the static transformation $H_N (\xi^{(o)} = H_N \xi)$ implemented by the N-NOPA general system in the infinite bandwidth case. By exploiting the static transfer matrices of a NOPA and the static subsystem given by (16), (18) and (19), we obtain

$$H_N = \begin{pmatrix} S_{N,11} + S_{N,12} (I_N \otimes W_{12}) P_N S_{N,21} & I_4 & O_{4 \times 4N} \\ + S_{N,12} (I_N \otimes W_{34}) & O_{4N \times 4} & I_{4N} \end{pmatrix}$$

where

$$P_N = (I_{4N} - S_{N,22} (I_N \otimes W_{12}))^{-1},$$

$$W_{12} = \begin{bmatrix} h_1 I_2 & h_2 R \\ h_2 R & h_1 I_2 \end{bmatrix}, \quad W_{34} = \begin{bmatrix} h_3 I_2 & h_4 R \\ h_4 R & h_3 I_2 \end{bmatrix},$$

$$R = \begin{bmatrix} 1 & 0 \\ 0 & -1 \end{bmatrix}.$$  \(32\)

As shown in (32), the condition that the matrix $H_N$ is well-defined is that the matrix $(I_{4N} - S_{N,22} (I_N \otimes W_{12}))$ is invertible. The lemma below shows that $H_N$ is well defined as long as the general system is stable.

**Lemma 3.1** The matrix $(I_{4N} - S_{N,22} (I_N \otimes W_{12}))$ is invertible if the N-NOPA general system is stable.

**Proof.** When the system is well-posed and stable, from Section 3.1, we have

$$\det (\lambda I_{4N} - (I_N \otimes A_1 - \gamma (I_{4N} - S_{N,22})^{-1} S_{N,22})) \neq 0, \quad \forall \text{ real}(\lambda) \geq 0.$$  \(33\)

Thus, at $\lambda = 0$,

$$\det (I_N \otimes A_1 - \gamma (I_{4N} - S_{N,22})^{-1} S_{N,22}) \neq 0.$$  \(34\)

Moreover, as $\det (A_1) = \frac{1}{16} (c^2 - (\gamma + \kappa)^2) \neq 0$, we have

$$\det (I_{4N} - S_{N,22}) \det (I_N \otimes A_1 - \gamma (I_{4N} - S_{N,22})^{-1} S_{N,22}) \det (I_N \otimes A_1)$$

$$= \det (I_{4N} - S_{N,22} - \gamma S_{N,22} (I_N \otimes A_1^{-1})) \neq 0.$$  \(35\)

Following (32) and (27), we have

$$\det (I_{4N} - S_{N,22} (I_N \otimes W_{12}))$$

$$= \det (I_{4N} - S_{N,22} (I_N \otimes (I_4 + \gamma A_1^{-1})))$$

$$= \det (I_{4N} - S_{N,22} - \gamma S_{N,22} (I_N \otimes A_1^{-1})).$$  \(36\)

The proof is completed.
4 EPR entanglement

This section analyzes EPR entanglement generated by a lossless ($\kappa = 0$) $N$-NOPA CFB system. From (8) and (9), we define the two-mode squeezing spectra $V_{\pm}(\omega, \theta_a, \theta_b)$ as a function of $\omega$, $\theta_a$ and $\theta_b$. In the infinite bandwidth limit, $V_{\pm}(\omega, \theta_a, \theta_b)$ is independent of $\omega$, that is, they have the same value for all $\omega$ at fixed values of $\theta_a$ and $\theta_b$. Thus, we denote the two-mode squeezing in the infinite bandwidth limit as $V_{\pm}(\theta_a, \theta_b)$. We aim to find values of the phase shifts $\theta_a$ and $\theta_b$ at which the two-mode squeezing of the system is optimal, that is, the two-mode squeezing spectra $V_{\pm}(\theta_a, \theta_b)$ in the infinite bandwidth limit is minimized. After that, we formulate the degree of the optimal two-mode squeezing, denoted as $V_{\pm}$.

Before the analysis, we give the following definition and two useful propositions.

**Definition 4.1** Let $E = [E_{i,j}]$ denote a block matrix whose sub-matrix is $E_{i,j} \in \mathbb{R}^{2 \times 2}$, where $1 \leq i, j \leq 2N$. The matrix $E$ is an $L_{2 \times 2}^2$-matrix if $E$ satisfies

1. 

$$E_{i,j} = \begin{cases} e_{ij} I_2 & \text{for } i + j \text{ is even} \\ e_{ij} R & \text{for } i + j \text{ is odd}, \end{cases}$$

where $e_{i,j} \in \mathbb{R}$;

2. 

$$E_{i,j} = E_{2N+1-i,2N+1-j},$$

for $1 \leq i \leq 2N$ and $N + 1 \leq j \leq 2N$.

**Proposition 4.1** If $E = [E_{i,j}]$ and $F = [F_{i,j}]$ ($1 \leq i, j \leq 2N$) are $L_{2 \times 2}^2$-matrices, then $G = EF$ is also an $L_{2 \times 2}^2$-matrix.

**Proof.** Let $G = [G_{i,j}]$, where $G_{i,j} \in \mathbb{R}^{2 \times 2}$. We obtain that $G_{i,j} = \sum_{k=1}^{2N} E_{i,k} F_{k,j}$. As $E$ and $F$ are $L_{2 \times 2}^2$-matrices, from (36), it is easy to check that

$$G_{i,j} = \begin{cases} g_{ij} I_2 & \text{for } i + j \text{ is even} \\ g_{ij} R & \text{for } i + j \text{ is odd}, \end{cases}$$

where $g_{i,j} = \sum_{k=1}^{2N} e_{i,k} f_{k,j}$. Moreover, when $1 \leq i \leq 2N$ and $N + 1 \leq j \leq 2N$,

$$G_{2N+1-i,2N+1-j} = \sum_{k=1}^{2N} E_{2N+1-i,k} F_{k,2N+1-j}$$

$$= \sum_{k=1}^{N} E_{2N+1-i,k} F_{k,2N+1-j} + \sum_{k=N+1}^{2N} E_{i,2N+1-k} F_{k,2N+1-j},$$
\[
G_{i,j} = \sum_{k=1}^{2N} E_{i,k} F_{k,j} \\
= \sum_{k=1}^{N} E_{i,k} F_{2N+1-k,2N+1-j} + \sum_{k=N+1}^{2N} E_{2N+1-i,2N+1-k} F_{2N+1-k,2N+1-j}.
\]

Let \( k' = 2N + 1 - k \), and then
\[
G_{i,j} = \sum_{k'=N+1}^{2N} E_{i,2N+1-k'} F_{k',2N+1-j} + \sum_{k'=1}^{N} E_{2N+1-i,k'} F_{k',2N+1-j}.
\]

Therefore, \( G_{i,j} = G_{2N+1-i,2N+1-j} \) for \( 1 \leq i \leq 2N \) and \( N + 1 \leq j \leq 2N \). Thus, the matrix \( G \) satisfies both properties (36) and (37). The proof is completed.

**Proposition 4.2** Let \( E = [E_{i,j}] \) be an invertible \( L_{2 \times 2}^- \)-matrix, then \( F = E^{-1} \) is also an \( L_{2 \times 2}^- \)-matrix.

**Proof.** Suppose \( F = [F_{i,j}] \) is an \( L_{2 \times 2}^- \)-matrix, with
\[
F_{i,j} = \begin{cases} 
    f_{ij}I_2 & \text{for } i + j \text{ is even} \\
    f_{ij}R & \text{for } i + j \text{ is odd},
\end{cases}
\]
where \( f_{i,j} \in \mathbb{R} \). According to Proposition 4.1, let \( G = [G_{i,j}] = EF = I_{4N} \) \((1 \leq i, j \leq 2N)\), with
\[
G_{i,j} = \begin{cases} 
    g_{ij}I_2 & \text{for } i + j \text{ is even} \\
    g_{ij}R & \text{for } i + j \text{ is odd}.
\end{cases}
\]

Moreover, as \( G = I_{4N} \), we have \( g_{i,j} = 1 \) for \( i = j \) and \( g_{i,j} = 0 \) for \( i \neq j \). Let
\[
\bar{E} = \begin{bmatrix}
  e_{1,1} & e_{1,2} & \cdots & e_{1,N} & e_{2N,N} & \cdots & e_{2N,1} \\
  e_{2,1} & e_{2,2} & \cdots & e_{2,N} & e_{2N-1,N} & \cdots & e_{2N-1,1} \\
  \vdots & \vdots & \ddots & \vdots & \vdots & \ddots & \vdots \\
  e_{2N,1} & e_{2N,2} & \cdots & e_{2N,N} & e_{1,N} & \cdots & e_{1,1}
\end{bmatrix}.
\]

According to Definition 4.1, we only need to prove that
\[
\left( I_N \otimes \bar{E} \right) = \begin{bmatrix}
  f_{1,1} & \cdots & f_{1,2N} \\
  \vdots & \ddots & \vdots \\
  f_{2N,1} & \cdots & f_{2N,2N} \\
  f_{1,2} & \cdots & f_{1,2N} \\
  \vdots & \ddots & \vdots \\
  f_{2N,2} & \cdots & f_{2N,2N} \\
  f_{1,N} & \cdots & f_{1,2N} \\
  \vdots & \ddots & \vdots \\
  f_{2N,N} & \cdots & f_{2N,2N}
\end{bmatrix} = \begin{bmatrix}
  g_{1,1} & \cdots & g_{1,2N} \\
  \vdots & \ddots & \vdots \\
  g_{2N,1} & \cdots & g_{2N,2N} \\
  g_{1,2} & \cdots & g_{1,2N} \\
  \vdots & \ddots & \vdots \\
  g_{2N,2} & \cdots & g_{2N,2N} \\
  g_{1,N} & \cdots & g_{1,2N} \\
  \vdots & \ddots & \vdots \\
  g_{2N,N} & \cdots & g_{2N,2N}
\end{bmatrix}.
\]
has a unique solution, which requires \( \det\left(I_N \otimes \tilde{E}\right) \neq 0 \), that is \( \det(\tilde{E}_{i,j}) \neq 0 \), based on the Cramer’s rule. Define a permutation matrix

\[
U = \begin{bmatrix} I_{2N} \otimes \left[\begin{array}{cc} 1 & 0 \\ 0 & 1 \end{array}\right] \end{bmatrix},
\]

then

\[
UEU^T = \begin{bmatrix} \tilde{E} \\ \tilde{E} \end{bmatrix},
\]

where

\[
\tilde{e}_{i,j} = \begin{cases} \tilde{e}_{i,j} & \text{for } i + j \text{ is even} \\ -\tilde{e}_{i,j} & \text{for } i + j \text{ is odd}, \end{cases}
\]

and \( \tilde{e}_{i,j} \) and \( \tilde{e}_{i,j} \) denote the elements at the \( i_{th} \) row and the \( j_{th} \) column of \( \tilde{E} \) and \( \tilde{E} \), respectively. Since \( \det(E) \neq 0 \) and \( \det(U) \neq 0 \), we have \( \det(\tilde{E}) \neq 0 \). Therefore, \( FE = I_{4N} \).

Furthermore, we have \( EFE = I_{4N}E \). Therefore \( FE = E^{-1}EFE = E^{-1}I_{4N}E = I_{4N} \). The proof is completed.

The following theorem gives values of the phase shifts \( \theta_a \) and \( \theta_b \) at which the two-mode squeezing of the system is optimal, as well as the formulae of the optimal two-mode squeezing spectra.

**Theorem 4.1** Let

\[
\Upsilon = \frac{h_1^N}{(h_1h_2m_{N-1} + n_{N-1} - h_2^2n_{N-1})^2 \prod_{k=0}^{N-2} n_k} \times \left(h_1h_2m_{N-1} - h_1^3m_{N-1} + h_2n_{N-1} - h_2^3n_{N-1} + h_2^2h_2n_{N-1}\right).
\]

In the lossless case, the two-mode squeezing of a stable \( N \)-NOPA CFB system \((N \geq 2)\) as shown in Fig. 3 is optimal when \( \theta_a \) and \( \theta_b \) \((-\pi < \theta_a, \theta_b \leq \pi)\) satisfy

\[
|\theta_a + \theta_b| = \pi, \text{ for } \Upsilon > 0;
\]

\[
\theta_a + \theta_b = 0 \text{ or } \theta_a = \theta_b = \pi \text{ for } \Upsilon < 0;
\]

\[
-\pi < \theta_a, \theta_b \leq \pi, \text{ for } \Upsilon = 0.
\]

The optimal two-mode squeezing \( V_\pm \) in the infinite bandwidth limit are

\[
V_\pm = \begin{cases} 2 \left( -h_2 + \frac{h_1^N - (h_1^2h_2m_{N-1} - h_1^3m_{N-1}) \prod_{k=0}^{N-2} n_k}{(h_1h_2m_{N-1} + n_{N-1} - h_2^2n_{N-1}) \prod_{k=0}^{N-2} n_k} \right)^2 & \text{for } \Upsilon \geq 0; \\
2 \left( h_2 + \frac{h_1^N + (h_1^2h_2m_{N-1} - h_1^3m_{N-1}) \prod_{k=0}^{N-2} n_k}{(h_1h_2m_{N-1} + n_{N-1} - h_2^2n_{N-1}) \prod_{k=0}^{N-2} n_k} \right)^2 & \text{for } \Upsilon < 0.
\end{cases}
\]

where \( n_0 = 1, n_1 = 1, n_{k+1} = 1 - h_2^2 + \frac{h_1h_2m_k}{n_k}, m_1 = 0, m_{k+1} = -h_1h_2 + \frac{h_1^2m_k}{n_k}, 1 \leq k \leq N-2, \)

\( h_1 = \frac{(xy)^2+1}{(xy)^2-1} \) and \( h_2 = \frac{2xy}{(xy)^2-1} \).
Proof. See the Appendix.

Theorem 4.1 shows that the optimal two-mode squeezing of the coherent feedback system does not consistently exist in a certain pair of quadrature. That is, the pair of quadratures that has the best two-mode squeezing depends on the number of NOPAs. Moreover, the optimized two-mode squeezing $V_+$ and $V_-$ are identical in the same pair of quadratures for different values of $N$.

It is easy to check that we obtain the same results of the optimal two-mode squeezing and the corresponding values of $\theta_a$ and $\theta_b$ as given in Section 4.1.1 of [11], when $N = 2, 3, 4, 5, 6$. In addition, Fig. 4 compares the optimal two-mode squeezing of $N$-NOPA CFB systems with $2 \leq N \leq 10$, under the same total pump power in the absence of losses and delays. We denote the parameters $x$ and $y$ of an $N$-NOPA CFB system as $x_N$ and $y_N$. We set $y_N = 1$ for all $2 \leq N \leq 10$, $x_{10} = 0.078$ that is close to the value of stability threshold (see [11]), and $x_i = (\sqrt{10/i})x_{10}$ for $2 \leq i \leq 9$. The squeezing in the plot is presented in dB unit, that is, $V_\pm(\text{dB}) = 10 \log_{10} V_\pm$. It is shown that the system with more NOPAs generates better entanglement, under the same total pump power.

![Figure 4: Values of $V_\pm(\text{dB})$ of $N$-NOPA systems ($2 \leq N \leq 10$) in the absence of losses and delays, under the same total pump power, with $x_{10} = 0.13$, $x_i = (\sqrt{10/i})x_{10}$ ($i = \{2, 3, 4, 5, 6, 7, 8, 9\}$) and $y = 1$.](image)
5 Conclusion

This paper has derived formulae for EPR entanglement of a lossless $N$-NOPA coherent feedback system with two adjustable phase shifters $\theta_a$ and $\theta_b$ placed at the two outputs of the system. We describe the coherent feedback system by a more general $N$-NOPA system containing a static passive linear network in the infinite bandwidth limit, which gives a good approximation to the EPR entanglement in the low frequency region. Here, the passive network represents the coherent feedback connections. When losses are neglected, we give the values of $\theta_a$ and $\theta_b$ where the best two-mode squeezing is achieved, and derive formulae for the optimal two-mode squeezing.

As this work is limited to the case where losses are neglected, future study is required to formulate two-mode squeezing of the system under effects of losses. Moreover, quantitative analysis of EPR entanglement of the system as $N$ approaches $\infty$ may be of interest.

Furthermore, the $N$-NOPA general system in the infinite bandwidth limit can be further exploited to analyze other $N$-NOPA systems where the NOPAs are interconnected in a certain way or connected by a passive linear optical network consisting of passive optical devices.

APPENDIX

The below is the proof of Theorem 4.1.

**Proof. Part 1:** Let $\tilde{S}_N = \tilde{S}^{cfb}_N$. In the ideal case ($\kappa = 0$), from (18), (21), and (32), we obtain the transfer matrix of the $N$-NOPA CFB system as

$$H_N = (S_{N,11} + S_{N,12} (I_N \otimes W_{12}) P_N S_{N,21}) \begin{bmatrix} I_4 & O_{4 \times 4N} \end{bmatrix}$$

$$= \begin{bmatrix} (M_1 \otimes I_2) & O_4 & \cdots & O_4 & (M_2 \otimes I_2) \end{bmatrix} (I_N \otimes W_{12}) P_N \begin{bmatrix} (M_2 \otimes I_2) \\ O_4 \\ \vdots \\ O_4 \\ (M_1 \otimes I_2) \end{bmatrix} \begin{bmatrix} I_4 & O_{4 \times 4N} \end{bmatrix}$$

$$= \begin{bmatrix} O_2 & O_2 \\ h_2 R & h_1 I_2 \end{bmatrix} O_4 \cdots O_4 \begin{bmatrix} h_1 I_2 & h_2 R \\ O_2 & O_2 \end{bmatrix} P_N \begin{bmatrix} (M_2 \otimes I_2) \\ O_4 \\ \vdots \\ O_4 \\ (M_1 \otimes I_2) \end{bmatrix} \begin{bmatrix} I_4 & O_{4 \times 4N} \end{bmatrix}.$$

Now let us investigate the matrix $P_N = (I_{4N} - S_{N,22} (I_N \otimes W_{12}))^{-1}$, where $W_{12}$ is as given in (32).

It is easy to observe that $I_{4N} - S_{N,22} (I_N \otimes W_{12})$ is an $L_{2 \times 2}$-matrix, according to Definition 4.1. Thus, the matrix $P_N$ is an $L_{2 \times 2}$-matrix, based on Proposition 4.2. Let $P_N = [P_{i,j}]$ where $P_{i,j} \in \mathbb{R}^{2 \times 2}$ and let $p_{i,j} \in \mathbb{R}$ be the element at the $i_{th}$ row and $j_{th}$ column of $P_N$. We
have

\[
P_{i,j} = \begin{bmatrix} P_{2i-1,2j-1} & P_{2i-1,2j} \\ P_{2i,2j-1} & P_{2i,2j} \end{bmatrix}. \tag{43}
\]

Following Definition 4.1 for \(1 \leq i \leq 2N\) and \(N + 1 \leq i \leq 2N\)

\[
P_{2i-1,2j} = P_{2i,2j-1} = P_{4N+1-2i,4N+2-2j} = P_{4N+2-2i,4N+1-2j} = 0,
\]

\[
P_{2i-1,2j-1} = P_{2i,2j} = P_{4N+1-2i,4N+1-2j} = P_{4N+2-2i,4N+2-2j}, \quad \text{for } i + j \text{ is even},
\]

\[
P_{2i-1,2j-1} = -P_{2i,2j} = P_{4N+1-2i,4N+1-2j} = -P_{4N+2-2i,4N+2-2j}, \quad \text{for } i + j \text{ is odd}. \tag{44}
\]

By using (44), we obtain a transfer matrix of the form

\[
H_N = \begin{bmatrix} u & 0 & v & 0 \\ 0 & u & 0 & -v \\ v & 0 & u & 0 \\ 0 & -v & 0 & u \end{bmatrix} \begin{bmatrix} I_4 & O_{4 \times 4N} \end{bmatrix}, \tag{45}
\]

where \(u = h_1p_{4N-3,1} + h_2p_{4N-1,1}\) and \(v = h_1p_{3,1} + h_2p_{1,1}\). Let \(Q_N = (P_N)^{-1} = I_{4N} - S_{N,22}(I_N \otimes W_{12})\) and \(q_{i,j}\) be the matrix element at the \(i\)-th row and \(j\)-th column. As the 1-st row of \(Q_N\) has only one non-zero element \(q_{1,1}\), thus \(p_{1,1} = 1\). Moreover, as the second last row of a matrix formed by removing the 1-st row and \((4N - 1)\)-th column of \(Q_N\) is a zero vector, \(p_{4N-1,1} = 0\). Therefore, we obtain \(u = h_1p_{4N-3,1} + v = h_1p_{3,1} + h_2\).

Define \(\xi_{\text{out},a}^Q + \xi_{\text{out},b}^Q = H^Q\xi\) and \(\xi_{\text{out},a}^P - \xi_{\text{out},b}^P = H^P\xi\), where \(\xi_{\text{out},a} = \xi_{\text{out},1} e^{i\theta_a}\) and \(\xi_{\text{out},b} = \xi_{\text{out},2} e^{i\theta_b}\). We have

\[
H^Q = \begin{bmatrix} \cos \theta_a & -\sin \theta_a & \cos \theta_b & -\sin \theta_b \\ \sin \theta_a & \cos \theta_a & -\sin \theta_b & -\cos \theta_b \end{bmatrix} H_N
\]

\[
H^P = \begin{bmatrix} \cos \theta_a & -\sin \theta_a & \cos \theta_b & -\sin \theta_b \end{bmatrix} H_N.
\]

Following (8) and (9), we obtain that

\[
V_\pm(\theta_a, \theta_b) = 2 \left( u^2 + v^2 + 2uv \cos(\theta_a + \theta_b) \right). \tag{46}
\]

Let \(\Upsilon = uv\). It follows that the two-mode squeezing spectra are optimal when \(\theta_a\) and \(\theta_b\) \((-\pi < \theta_a, \theta_b \leq \pi\) satisfy

\[
|\theta_a + \theta_b| = \pi, \quad \text{for } \Upsilon > 0;
\]

\[
\theta_a + \theta_b = 0 \quad \text{or } \theta_a = \theta_b = \pi \quad \text{for } \Upsilon < 0;
\]

\[
-\pi < \theta_a, \theta_b \leq \pi, \quad \text{for } \Upsilon = 0.
\]

The optimal two-mode squeezing \(V_\pm\) in the infinite bandwidth limit are

\[
V_\pm = 2 \left( u^2 + v^2 - 2|uv| \right) = \begin{cases} 2(u-v)^2 \quad \text{for } \Upsilon \geq 0; \\
2(u+v)^2 \quad \text{for } \Upsilon < 0. \end{cases}
\]
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Part 2: To calculate $u$ and $v$, now let us compute $p_{3,1}$ and $p_{4N-3,1}$. Let $R_{1,N}$ be a matrix formed by removing the first row and the third

$$T_{1,N} = \begin{bmatrix} 1 & 0 & \cdots & 0 \\ 0 & \vdots & \ddots & 0 \\ 0 & 0 & \cdots & R_{1,N} \end{bmatrix}.$$\hfill (47)

Thus, $p_{3,1} = \frac{\det(R_{1,N})}{\det(Q_N)} = \frac{\det(T_{1,N})}{\det(Q_N)}$. To derive $\det(T_{1,N})$, we first introduce matrices

$$T_{1,B} = \begin{bmatrix} O_2 & O_2 \\ -h_2 R & -h_1 I_2 \end{bmatrix},$$
$$T_{1,C} = \begin{bmatrix} -h_1 I_2 & -h_2 R \\ O_2 & O_2 \end{bmatrix},$$
$$T_{1,D}(m_k, n_k) = \begin{bmatrix} I_2 & O_2 \\ m_k R & n_k I_2 \end{bmatrix},$$
$$T_{1}(m_k, n_k) = \begin{bmatrix} 1 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 1 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & -h_2 & 0 & -h_1 \\ 0 & 0 & 0 & 1 & h_2 & 0 & -h_1 \\ 0 & -h_1 & 0 & 0 & 1 & 0 & 0 \\ 0 & 0 & -h_1 & h_2 & 0 & 1 & 0 \\ 0 & 0 & 0 & 0 & m_k & 0 & n_k \\ 0 & 0 & 0 & 0 & 0 & -m_k & 0 & n_k \end{bmatrix},$$\hfill (48)

where $k = 1, 2, \ldots, m_1 = 0$ and $n_1 = 1$. Moreover, we obtain that

$$\det(T_{1D}(m_k, n_k)) = n_k^2,\quad T_{1D}(m_1, n_1) - T_{1B} T_{1D}(m_k, n_k)^{-1} T_{1C} = T_{1D}(m_{k+1}, n_{k+1}),$$
$$\det(T_{1}(m_k, n_k)) = -h_1 (h_1 m_k - h_2 n_k) (h_1 h_2 m_k - h_2^2 n_k),$$\hfill (49)

where $m_{k+1} = -h_1 h_2 + \frac{h_2^2 m_k}{n_k}$ and $n_{k+1} = 1 - h_2^2 + \frac{h_1 h_2 m_k}{n_k}$.

For $N = 2$, $T_{1,2} = T_{1}(m_1, n_1)$. Thus, $\det(T_{1,2}) = -h_1 (h_1 m_1 - h_2 n_1) (h_1 h_2 m_1 + n_1 - h_2^2 n_1)$.

For $N \geq 3$,

$$T_{1,N} = \begin{bmatrix} T_{1,N-1} & O_{4(N-2)\times 4} \\ O_{4\times 4(N-2)} & T_{1,B} \end{bmatrix} T_{1,C} \begin{bmatrix} T_{1D}(m_1, n_1) \end{bmatrix}.$$\hfill (50)

Exploiting (49) and the fact that $\det \begin{bmatrix} A & B \\ C & D \end{bmatrix} = \det(D) \det(A - BD^{-1}C)$ when $D$ is
invertible, we have
\[
det(T_{1,N}) = det(T_{1D}(m_1, n_1)) det \left( \begin{bmatrix} T_{1,N-2} & O_{4(N-3)\times 4} \\ O_{4\times 4(N-3)} & T_{1,B} \end{bmatrix} \right) \\
= \prod_{k=1}^{N-3} \det(T_{1D}(m_k, n_k)) det \left( \begin{bmatrix} T_{1,2} & O_4 \\ O_4 & T_{1,B} \end{bmatrix} \right) \\
= \prod_{k=1}^{N-2} \det(T_{1D}(m_k, n_k)) det(T_1(m_{N-1}, n_{N-1})) \\
= \prod_{k=1}^{N-2} n_k^2(-h_1(m_{N-1} - h_2n_{N-1})(h_1h_2m_{N-1} + n_{N-1} - h_2^2n_{N-1})).
\]
(51)

Let \(R_{2,N}\) be a matrix formed by removing the first row and the \((4N-3)\)-th column of the matrix \(Q_N\). Define
\[
T_{2,N} = \begin{bmatrix} R_{2,N} & 0 \\ \vdots & \vdots \\ 0 & 1 \end{bmatrix}
\]
(52)

Thus, \(p_{4N-3,1} = \frac{\det(R_{2,N})}{\det(Q_N)} = \frac{\det(T_{2,N})}{\det(Q_N)}\). To derive \(\det(T_{2,N})\), we firstly introduce matrices
\[
T_{2A}(m_k, n_k) = \begin{bmatrix} 0 & n & 0 & -m \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 1 \\ -h_1 & 0 & -h_2 & 0 \end{bmatrix},
\]
\[
T_{2B} = \begin{bmatrix} 0 & 0 & 0 & 0 \\ -h_2 & 0 & -h_1 & 0 \\ 0 & h_2 & 0 & -h_1 \\ 1 & 0 & 0 & 0 \end{bmatrix},
\]
\[
T_{2C} = \begin{bmatrix} 0 & -h_1 & 0 & h_2 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \end{bmatrix},
\]
\[
T_{2}(m_k, n_k) = \begin{bmatrix} 0 & n_k & 0 & -m_k & 0 & 0 & 0 & 0 \\ 0 & 0 & 1 & 0 & 0 & -h_1 & 0 & 0 \\ 0 & 0 & 0 & 1 & 0 & h_2 & 0 & -h_1 \\ -h_1 & 0 & -h_2 & 0 & 0 & 0 & 0 & 0 \\ 0 & -h_1 & 0 & h_2 & 1 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 \end{bmatrix}
\]
(53)
where \( k = 1, 2, \cdots, m_1 = 0 \) and \( n_1 = 1 \). We have

\[
\det(T_{2A}(m_k, n_k)) = h_1 n_k
\]

\[
T_{2A}(m_1, n_1) - T_{2C} T_{2A}(m_k, n_k)^{-1} T_{2B} = T_{2A}(m_{k+1}, n_{k+1})
\]

\[
\det(T_2(m_k, n_k)) = h_1 (h_1 h_2 m_k + n_k - h_2^2 n_k),
\]

\[
(54)
\]

where \( m_{k+1} = -h_1 h_2 + \frac{h_2^2 m_k}{n_k} \) and \( n_{k+1} = 1 - h_2^2 + \frac{h_1 h_2 m_k}{n_k} \).

For \( N = 2 \), \( \det(T_{2,2}) = \det(T_2(m_1, n_1)) = h_1 (h_1 h_2 m_1 + n_1 - h_2^2 n_1) \).

For \( N \geq 3 \),

\[
T_{2,N} = \begin{bmatrix}
T_{2A}(m_1, n_1) & T_{2B} O_{4 \times 4(N-2)} \\
T_{2C} & T_{2,N-1}
\end{bmatrix}
\]

\[
(55)
\]

Exploiting (54) and the fact that \( \det \begin{bmatrix} A & B \\ C & D \end{bmatrix} = \det(A) \det(D - CA^{-1}B) \) when \( A \) is invertible, we obtain

\[
\det(T_{2,N}) = h_1^{N-1} (h_1 h_2 m_{N-1} + n_{N-1} - h_2^2 n_{N-1}) \prod_{k=1}^{N-2} n_k.
\]

At last, we derive \( \det(Q_N) \). Let \( T_{3,N} = Q_N \) and define

\[
T_{3D}(m_k, n_k) = T_{1D}(m_k, n_k),
\]

\[
T_{3B} = T_{1B},
\]

\[
T_{3C} = T_{1C},
\]

\[
T_3(m_k, n_k) = \begin{bmatrix} I_4 & T_{3B} \\
T_{3C} & T_{3D}(m_k, n_k) \end{bmatrix},
\]

\[
(57)
\]

where \( k = 1, 2, \cdots, m_1 = 0 \) and \( n_1 = 1 \). Moreover,

\[
\det(T_{3D}(m_k, n_k)) = n_k^2
\]

\[
T_{3D}(m_1, n_1) - T_{3B} T_{3D}(m_k, n_k)^{-1} T_{3C} = T_{3D}(m_{k+1}, n_{k+1})
\]

\[
\det(T_3(m_k, n_k)) = (h_1 h_2 m_k + n_k - h_2^2 n_k)^2,
\]

\[
(58)
\]

where \( m_{k+1} = -h_1 h_2 + \frac{h_2^2 m_k}{n_k} \) and \( n_{k+1} = 1 - h_2^2 + \frac{h_1 h_2 m_k}{n_k} \).

For \( N = 2 \), \( T_{3,2} = T_3(m_1, n_1) = (h_1 h_2 m_1 + n_1 - h_2^2 n_1)^2 \).

For \( N \geq 3 \),

\[
T_{3,N} = \begin{bmatrix}
T_{3,N-1} & O_{4 \times 4(N-2)} \\
O_{4 \times 4(N-2)} & T_{3B} \end{bmatrix}
\]

\[
(59)
\]

\[20\]
Exploiting (58) and the fact that \( \det \begin{bmatrix} A & B \\ C & D \end{bmatrix} = \det(D) \det(A - BD^{-1}C) \) when \( D \) is invertible, we have

\[
\det(T_{3,N}) = (h_1 h_2 m_{N-1} + n_{N-1} - h_2^2 n_{N-1})^2 \prod_{k=1}^{N-2} n_k^2.
\] (60)

Therefore, we have

\[
u = h_1 p_{4N-3,1} = h_1 \frac{\det(T_{2,N})}{\det(T_{3,N})} = \frac{h_1^N}{(h_1 h_2 m_{N-1} + n_{N-1} - h_2^2 n_{N-1}) \prod_{k=0}^{N-2} n_k},
\]

\[
v = h_1 p_{3,1} + h_2 = h_1 \frac{\det(T_{1,N})}{\det(T_{3,N})} + h_2
\]

\[
= h_2 + \frac{-h_2^2(h_1 m_{N-1} - h_2 n_{N-1})}{(h_1 h_2 m_{N-1} + n_{N-1} - h_2^2 n_{N-1})}
\]

\[
= \frac{h_1 h_2^2 m_{N-1} + h_2 n_{N-1} - h_2^2 n_{N-1} - h_1^2 m_{N-1} + h_1^2 h_2 n_{N-1}}{(h_1 h_2 m_{N-1} + n_{N-1} - h_2^2 n_{N-1})},
\]

where \( N \geq 2, n_0 = 1, m_1 = 0, n_1 = 1, m_{k+1} = -h_1 h_2 + \frac{h_1^2 m_k}{n_k} \) and \( n_{k+1} = 1 - h_2^2 + \frac{h_1 h_2 m_k}{n_k} \), \( 1 \leq k \leq N - 2 \). The proof is completed.
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