Generation of shear flows and vortices in rotating anelastic convection
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We consider the effect of stratification on systematic, large-scale flows generated in anelastic convection. We present results from three-dimensional numerical simulations of convection in a rotating plane layer in which the angle between the axis of rotation and gravity is allowed to vary. This model is representative of different latitudes of a spherical body. We consider two distinct parameter regimes: (i) weakly rotating and (ii) rapidly rotating. In each case, we examine the effect of stratification on the flow structure and heat transport properties focusing on the difference between Boussinesq and anelastic convection. Furthermore, we show that regimes (i) and (ii) generate very different large-scale flows and we investigate the role stratification has in modifying these flows. The stratified flows possess a net helicity not present in the Boussinesq cases which we suggest, when combined with the self-generated shear flows, could be important for dynamo action.
I. INTRODUCTION

Fluid turbulence is known to interact non-trivially with rotation to drive systematic flows. The presence of rotation can lead to the breaking of the parity symmetry of the turbulent system and also to the presence of a pseudo-scalar that naturally leads to the establishment of mean flows. In geophysical and astrophysical fluids, systematic flows coexisting with turbulence on a vast range of spatial and temporal scales are often observed. Examples include the differential rotation of the solar interior \[^{[1]}\], the systematic banded zonal jets and polar vortices visible at the surface of the gas giants \[^{[2,3]}\] and the strong flows driven in Earth’s atmosphere and oceans \[^{[5]}\]. An important question is to identify the role of correlations in the turbulence in driving the mean flows and the back-reaction of the mean flows on the statistics of the turbulence that leads to the self-consistent saturation of such flows.

In many, though certainly not all, cases of interest the turbulent flow is driven by buoyancy forces and arises as thermal or compositional convection. The convective turbulence naturally interacts with rotation to drive mean flows, which themselves play a role in mediating the heat transport. This interaction is complicated and can even lead to such complicated dynamics as ‘predator prey bursting’ where the solution oscillates between strong mean flows and efficient convection \[^{[0,8]}\].

There have been many previous studies of the interaction of convection with large-scale systematic flows, owing to its key role in the dynamics of planetary and stellar interiors. These studies have employed a variety of techniques including Direct Numerical Simulation (DNS) \[^{[9,10]}\], turbulence closure models \[^{[11,12]}\] or Direct Statistical Simulation (DSS) \[^{[13–15]}\]. Investigations have been performed in both spherical geometry \[^{[9,10,21]}\] and in local Cartesian models \[^{[23–31]}\]. There is also a class of intermediate local models that captures some of the effects of the vortex stretching engendered by the spherical geometry by use of an annulus geometry \[^{[32,33]}\].

In this paper we study the interaction of convection and systematic flows in a local Cartesian model. Such a model lacks some of the geometrical effects of the global spherical models, but allows for a higher degree of turbulence and for more rapid rotation than the more computationally demanding spherical models. The previous studies investigating the interaction of convection with systematic flows have predominantly been carried out utilising the Boussinesq approximation \[^{[35–36]}\], which is a good approximation when the density variations are relatively unimportant. This is the case for some (though not all) planetary interiors; for example, in the Earth’s core the density varies by only approximately 20% from the inner core boundary to the core-mantle boundary \[^{[37]}\]. This translates to a number of density scale heights, \(N_{sl}\), of 0.18. By contrast, Jupiter’s deep interior has a density contrast charasterised by \(N_{sl} \sim 5\) \[^{[38,39]}\] and so the Boussinesq approximation should be deemed less appropriate to this case. Similarly, density variations can also play an important role in the interior of stars (the convection zone of the Sun encompasses approximately 14 density scale heights \[^{[40,42]}\]).

Relevant Boussinesq models include asymptotic models of rapidly rotating convection in a plane layer \[^{[28]}\], DNS of convection in layers with tilted rotation vectors and no slip \[^{[25]}\] or stress-free boundary conditions \[^{[43]}\] and the interaction of convection with an imposed shear flow \[^{[27,29]}\]. Furthermore Currie \[^{[44]}\] examined the generation of mean flows by Reynolds stresses in Boussinesq convection both in the absence and in the presence of a thermal wind and highlighted the importance of the fluid Prandtl number and the angle of the rotation vector from the vertical for determining the dynamics.

In this paper we focus on the important role of stratification in determining the form of the convection and the associated flows. Currie and Tobias \[^{[30]}\] considered the effect of stratification on mean flow generation in two-dimensional anelastic convection in a rotating plane layer. Here we extend that investigation to three dimensions and probe a larger range of rotation rates. The anelastic approximation allows the filtering of sound waves, whilst still retaining the effects of density stratification and so gives a computationally efficient framework for studying the role of stratification and its interaction with rotation. Although fully compressible local models with rotation have been studied in the past \[^{[35,47]}\], the local dynamics of anelastic convection is comparatively poorly studied and understood. We note that the anelastic framework has previously been utilised to model penetrative convection \[^{[48]}\] and for non-rotating two-dimensional systems \[^{[49]}\]. Moreover, Verhoeven and Stellmach \[^{[50]}\] performed 2D anelastic simulations of rapidly rotating convection in the equatorial plane (gravity and rotation perpendicular). More recently, Kessar et al. \[^{[51]}\] examined the role of stratification in determining the length scales of turbulent convection using 3D simulations of non-rotating anelastic convection in a Cartesian layer.

The main focus of this paper then is in determining the role of stratification in modifying interactions between large-scale shear flows (or vortices) and convection driven turbulence. The paper is organised as follows: in section II we present the model and governing equations. In section III we consider the effects of stratification on convection in two distinct regimes: (i) weakly rotating and (ii) rapidly rotating. Finally, we investigate the effect of stratification on large-scale flows that are self-consistently generated by the convection and discuss the potential of such flows to act as dynamos.
II. MODEL SETUP AND EQUATIONS

We consider a Cartesian plane layer of convecting fluid rotating about an axis that is oblique to gravity, which acts downwards. The rotation axis lies in the $y$-$z$ plane and is given by $\Omega = (0, \Omega \cos \phi, \Omega \sin \phi)$, where $\Omega$ is the rotation rate and $\phi$ is the angle of the tilt of the rotation vector from the horizontal, so that the layer can be interpreted as being tangent to a sphere at a latitude $\phi$. We take the $z$-axis to point upwards, the $x$-axis eastwards and the $y$-axis northwards (see Figure 1). Note we choose the $z$-axis to point upwards for ease of comparison with Boussinesq models where the vertical axis increases upwards; this is in contrast to many compressible studies where it is taken to point downwards.

The anelastic equations are found by decomposing the density $\rho$, pressure $p$, and temperature $T$, of the fluid into an almost adiabatic reference state (denoted by an overbar) and a perturbation (denoted by a prime):

$$\rho = \rho_0 (\bar{\rho} + \epsilon \rho'), \quad p = p_0 (\bar{p} + \epsilon p'), \quad T = T_0 (\bar{T} + \epsilon T').$$

The entropy is expanded as $s = const + \epsilon c_p (\bar{s} + s')$, where $c_p$ is the specific heat capacity at constant pressure. Here quantities with a subscript 0 are reference values of the corresponding quantities taken at the bottom of the layer, $z = 0$. $\epsilon$ is a measure of the departure of the reference state from adiabaticity, defined as follows:

$$\epsilon \equiv \frac{d}{H_0} \left( \frac{\partial \ln \bar{T}}{\partial \ln \bar{p}} - \frac{\partial \ln \bar{\rho}}{\partial \ln \bar{p}} \right)_{ad} = -\frac{d}{T_0} \left[ \left( \frac{dT}{dz} \right)_0 + \frac{g}{c_p} \right] = -\frac{d}{c_p} \left( \frac{ds}{dz} \right)_0 \ll 1,$$

where $d$ is the layer depth, $H = \frac{d}{\bar{\rho}}$ is the pressure scale height and $g$ is the acceleration due to gravity. We assume an ideal gas so that $p = \mathcal{R} \rho T$ (where $\mathcal{R}$ is the universal gas constant); the entropy of the ideal gas is then given by $s = const + c_v \ln (\frac{\rho}{\rho_0})$, where $c_v$ is the specific heat capacity at constant volume. Note the constant in the definition of $s$ can be conveniently chosen so that $s = 0$ on the upper boundary.

The anelastic governing equations (see for example [52–55]) for a fluid with velocity $u = (u, v, w)$ can then be written as

$$\frac{\partial u}{\partial t} + (u \cdot \nabla) u = -\nabla \left( \frac{p}{\rho} \right) + Ra Pr S \delta_e - T a^2 Pr \Omega \times u + \frac{Pr}{\rho} \nabla \cdot \varsigma,$$

$$\nabla \cdot (\bar{\rho} u) = 0.$$
\[ \hat{\rho} \dot{T} \left[ \frac{\partial S}{\partial t} + (\mathbf{u} \cdot \nabla) S \right] = \nabla \cdot [\hat{T} \nabla S] - \frac{\theta}{\hat{\rho} \hat{Ra}} \varsigma^2, \]  

where we have removed the primes from the perturbation quantities. In this formalism, we have assumed that the kinematic viscosity and the thermal conductivity do not vary with depth; this is discussed further below. Note, because the reference state is close to adiabatic it is not necessary to introduce a separate perturbation to the entropy and so we instead solve for the total entropy \( S = \bar{s} + s' \). The full thermodynamic state can then be obtained from the anelastic versions of the equation of state and entropy definition respectively:

\[ \frac{\bar{p}}{\bar{\rho}} = \frac{T}{\bar{\rho}}, \quad \bar{S} = \frac{1}{\gamma} \frac{\bar{p}}{\bar{\rho}} - \frac{\theta}{\bar{\rho}}, \]

The equations (3) - (7) are written in a dimensionless form, where we have scaled the dimensional equations using \( d \) as the unit of length and the thermal diffusion time, \( d^2/\kappa_0 \), as the unit of time (\( \kappa_0 \) is the value of the thermal diffusivity at the bottom of the layer). \( \varsigma \) is the stress tensor defined by \( \varsigma_{ij} = \hat{\rho} \left[ \frac{\partial u_i}{\partial x_j} + \frac{\partial u_j}{\partial x_i} - \frac{2}{3} (\nabla \cdot \mathbf{u}) \delta_{ij} \right] \) with \( \varsigma^2 = \varsigma : \varsigma = \varsigma_{ij} \varsigma_{ij} \). \( \theta \) is the dimensionless temperature difference across the layer and \( \gamma \) is the ratio of specific heats at constant pressure to constant volume. For convenience, we have introduced the dimensionless parameters:

\[ Ra = \frac{gd^3 \epsilon}{\kappa_0 \nu}, \quad Ta = \frac{4 \Omega^2 d^4}{\nu^2} \quad \text{and} \quad Pr = \frac{\nu}{\kappa_0}, \]

commonly known as the Rayleigh, Taylor and Prandtl numbers respectively. Here \( \nu \) is the kinematic viscosity which does not vary with depth in this model.

We consider a time-independent, polytropic reference state given by

\[ \bar{T} = 1 + \theta z, \quad \bar{\rho} = (1 + \theta z)^m, \quad \bar{p} = -\frac{RaPr}{\theta (m + 1)} (1 + \theta z)^{m+1}, \]

\[ \bar{s} = \frac{m + 1 - \gamma m}{\gamma \epsilon} \ln(1 + \theta z) + \text{const} \quad \text{with} \quad \frac{m + 1 - \gamma m}{\gamma} = -\frac{\epsilon}{\theta} = O(\epsilon), \]

where \( m \) is the polytropic index, which we take to be 1.5 throughout this article, and \(-1 < \theta \leq 0 \). We note in this model the reference state is independent of time and so there is no adjustment by any mean that may be generated. The functional form of the background density stratification, \( \bar{\rho} \), for a density contrast (between top and bottom of the layer) of approximately 150 is shown in Figure 1.

Note, within the anelastic approximation, for a stratified layer one cannot take both the dynamic viscosity \( \mu \) and the kinematic viscosity \( \nu \) of the fluid to be constant; at least one must be depth-dependent (since \( \mu = \bar{\rho} \nu \)). Similarly, one cannot take both the thermal conductivity \( k \) and the thermal diffusivity \( \kappa \) of the fluid to be constant and so there is some freedom over which parameters are kept constant across the layer depth and which vary. The results can depend on these choices (see, e.g., Glatzmaier and Gilman 50). In our formalism, we assume \( \nu \) and \( k = \bar{\rho} c_p \kappa \) (where we interpret \( \kappa \) as the turbulent thermal diffusivity) to be constant (and therefore \( \mu \) and \( \kappa \) must vary with depth). Whilst the overall Rayleigh and Prandtl numbers quoted in this article are defined at the bottom of the layer (as given in (8)), we can also define analogous, depth-dependent dimensionless parameters \( Ra(z) \) and \( Pr(z) \) and these can vary significantly with depth at strong stratifications (note \( Ta \) is constant across the depth). In particular, we have

\[ Ra(z) = Ra_0 (1 + \theta z)^{m-1}, \quad Pr(z) = Pr_0 (1 + \theta z)^m. \]

We note that, for no stratification, \( \theta = 0 \), and \( Ra \) and \( Pr \) are constant across the layer. Figure 2 shows the variation in \( Ra(z) \) and \( Pr(z) \) across the layer for a density contrast of approximately 150 between top and bottom of the layer (\( \bar{\rho} \) for this case is shown in Figure 3). It is clear that both \( Ra \) and \( Pr \) are significantly smaller at the top of the domain than at the bottom in strongly stratified cases. This will have significant consequences for the form of the convection, and will be discussed further in section 11.1.3.4.2.

Anelastic formalisms also differ depending on whether entropy or temperature is diffused in the energy equation [53]. We choose a model that takes the turbulent thermal conductivity to be much larger than the molecular conductivity and so equation (5) contains an entropy diffusion term but not a thermal diffusion term; Braginsky and Roberts [53] discuss models including both terms. In choosing to diffuse entropy, temperature can be eliminated as a variable from
FIG. 2. Depth dependent Rayleigh (a) and Prandtl (b) numbers as given by (10). They are shown for \( \theta = -0.96433 \) \((N_\rho = 5)\) and have been normalised by the value on the bottom boundary.

the formulation using a technique introduced by Lantz \[52\] and Braginsky and Roberts \[53\] (see also Lantz and Fan \[54\], Jones and Kuzanyan \[57\]).

The equations (3)-(7) along with the reference state (9) are similar to those given in case (1) of Mizerski and Tobias \[55\] but here the rotation vector has been generalised to include cases where the rotation vector and gravity are not aligned, i.e., \( \Omega = (0, \cos \phi, \sin \phi) \). Currie and Tobias \[30\] solved the 2.5D version of these equations, i.e. the version with all three velocity components, but with a dependence of all variables only on \( y \) and \( z \). In this particular formalism, the anelastic equations (3)-(7) reduce to the Boussinesq equations in the limit \( \theta \to 0 \) and so \( \theta \) can be thought of as a measure of the degree of compressibility. However, we choose instead to use the number of density scale heights in the layer, \( N_\rho \), as a measure of the stratification. \( N_\rho \) is related to \( \theta \) through the following:

\[
N_\rho = \ln(1 + \theta) - m;
\]

It can also be expressed in terms of the density contrast \( \chi = \frac{\bar{\rho}|_{z=0}}{\bar{\rho}|_{z=1}} \) via \( N_\rho = \ln \chi \).

We solve the above anelastic equations subject to impenetrable, stress free and fixed entropy boundary conditions. In particular,

\[
\begin{align*}
 w &= \frac{\partial u}{\partial z} = \frac{\partial v}{\partial z} = 0 \text{ on } z = 0, 1, \\
 S &= \Delta S \text{ on } z = 0, \quad S = 0 \text{ on } z = 1,
\end{align*}
\]

where \( \Delta S = s|_{z=1} = -\frac{1}{\theta} \ln(1 + \theta) \).

Throughout this paper we consider a domain of size \( 2\pi \times 2\pi \times 1 \) (in dimensionless units) with periodic boundaries in the horizontal directions. We solve the system described by above, with a pseudospectral numerical code written in Dedalus \[58,59\]. We use a Crank-Nicolson, Adams-Bashforth second order, semi-implicit time-stepping scheme. The time step is allowed to vary according to a standard CFL criterion. The spatial resolutions used are quoted in Table I (note these values give the number of spectral modes after dealiasing; the number of grid point used can be found by multiplying this number by 3/2).

A. Derived quantities

In addition to the input dimensionless quantities given in (8), it is useful to define some diagnostic quantities that are derived from simulation output in order to help characterise the system. The Rossby number is a measure of the strength of inertia relative to Coriolis forces and we calculate it as a function of depth from our simulations using the following definition:

\[
Ro(z) = \left\langle \frac{\sqrt{(\mathbf{u} \cdot \nabla)\mathbf{u}^2}}{\sqrt{\mathbf{\Omega} \times \mathbf{u}^2}} \right\rangle_{x,y}
\]

where angle brackets \( \langle \cdot \rangle_{x,y} \) denote an average over horizontal planes. Since this quantity is unknown before the simulation has run, the so-called convective Rossby number, \( Ro_c = \sqrt{Ra/(TaPr\sin \phi)} \) (for \( \phi \neq 0 \)), is sometimes used
as an a priori measure of the relative strength of inertia to Coriolis force. Note, for \( N_\rho = 0 \) (\( \theta = 0 \)), \( Ro_c \) is constant across the layer, but for \( N_\rho \neq 0 \) (\( \theta \neq 0 \)), \( Ro_c \propto (1 + \theta z)^{-1/2} \) and so increases with \( z \). We will address the question of how good a proxy \( Ro_c \) is for \( Ro \) in our simulations is section III A.

To quantify the effect of stratification on convective heat transport, we use the Nusselt number which we define as the ratio of the total heat flux to the conductive heat flux of the base state, i.e.,

\[
Nu = \frac{\partial S}{\partial z} = -(1 + \theta z) \frac{\partial S}{\partial z}.
\]

This gives \( Nu \) at bottom of layer as \( Nu|_{z=0} = -\frac{\partial S}{\partial z}|_{z=0} \) and \( Nu \) at the top as \( Nu|_{z=1} = -(1 + \theta) \frac{\partial S}{\partial z}|_{z=1} \); we expect these to be equal in a steady state.

### III. RESULTS

We consider a series of numerical simulations using the setup described in section II. The onset of compressible convection in a local Cartesian geometry assuming the anelastic approximation varies depending on the precise form of the anelastic approximation utilised [60–62]. The linear problem for the particular formalism described in section II was studied in Mizerski and Tobias [63] for the case gravity and rotation aligned and extended in Currie and Tobias [30] to consider the case of tilted rotation. In this paper, we focus on the nonlinear regime and discuss the role of stratification in modifying the dynamics of convection in two cases: (i) a weakly rotating regime, where the large-scale flow takes the form of a vertical shear and (ii) a rapidly rotating regime, where it has the character of a large-scale vortex. Within each regime, we consider tilted and untilted cases for a range of stratifications spanning \( N_\rho = 0 \) (Boussinesq) to \( N_\rho = 5 \). Within each subset of simulations, we fix \( Ro_c \) at the bottom of the domain. We note that the Reynolds number of the two regimes is not comparable. The cases are selected to be at different convective Rossby numbers (at the bottom of the computational domain), and this leads to different dynamics in particular to the response of the convection to rotation. The dependence of Reynolds number on Rayleigh number is know to be a function of rotation rate [63], and so any attempt to fix the Reynolds number across parameter regimes a priori is difficult. Furthermore the Reynolds number will turn out to be a strong function of depth for stratified convection. A summary of the input parameters used in our simulations is given in table I. Each subset of simulations is given a name (A-D) for ease of reference and each simulation within each subset is given a number to reflect the value of \( N_\rho \) (see first column of table I).

### A. Solution regimes

Regimes (i) and (ii) lead to flows with very different morphologies, as perhaps expected. Typical snapshots of the vertical velocity from each regime are shown in Figure 3. The first two panels, (a) and (b), show the snapshots from a weakly rotating case for a Boussinesq simulation and for a simulation with \( N_\rho = 5 \) respectively. In both cases the rotation is aligned vertically and the convection cells show alignment with the rotation axis but the horizontal length scale of the cells is broad. By contrast, Figure 3 (c) and (d) show more rapidly rotating cases for a Boussinesq case and a case with \( N_\rho = 5 \) respectively. Again, in both cases the rotation is aligned vertically. In these cases, thin convection cells are seen that align with the rotation axis as might be expected from the Taylor-Proudman theorem. We note that the Reynolds number for simulation set C are larger than in simulation set A and so the role of turbulence is stronger. However, a more significant effect is that the convective Rossby number, which gives a measure of the strength of advection relative to rotation is much smaller (at the bottom of the domain) in set C, and this is reflected in the dynamics. In the Boussinesq case, these cells extend relatively uniformly across the height of the domain, whereas in the stratified case, the vertical velocity is larger at the top of the domain where the density is lower (this effect will be studied in more detail in section III B). This effect of stratification is more evident in the rapidly rotating case than in the weakly rotating one. In these cases the scale of the cells is broad. By contrast, Figure 3 (c) and (d) show more rapidly rotating cases for a Boussinesq case and a case with \( N_\rho = 5 \) respectively. Again, in both cases the rotation is aligned vertically. In these cases, thin convection cells are seen that align with the rotation axis as might be expected from the Taylor-Proudman theorem. We note that the Reynolds number for simulation set C are larger than in simulation set A and so the role of turbulence is stronger. However, a more significant effect is that the convective Rossby number, which gives a measure of the strength of advection relative to rotation is much smaller (at the bottom of the domain) in set C, and this is reflected in the dynamics. In the Boussinesq case, these cells extend relatively uniformly across the height of the domain, whereas in the stratified case, the vertical velocity is larger at the top of the domain where the density is lower (this effect will be studied in more detail in section III B). This effect of stratification is more evident in the rapidly rotating case than in the weakly rotating one, however even in the weakly rotating case, there is still an asymmetry in the layer.

In Figure 3 (e) and (f), the parameters are the same as for (c) and (d), except for now the rotation vector is tilted to 45°. In this case, the convection cells are tilted in the \( y-z \) plane to align approximately with the direction of the rotation vector; again a consequence of the strong rotation. The width of the convection cells in the bottom row are perhaps slightly larger than in the second row – this is likely to be a consequence of the reduced vertical component of rotation. Again the effect of stratification is evident in the bottom right panel, where the flow velocity is stronger near the top of the layer.

The time taken for some of the simulations to reach a statistically-steady state from a small random initial perturbation can be long. In particular, in the rapidly rotating cases (regime (ii)), it can take several diffusion times for the
TABLE I. Table of simulation parameters. The first column gives each simulation a name: the letter being the set the simulation belongs to, and the number the value of $N_p$ in that simulation. We consider four sets of simulations A-D. A and B are from regime (i) - weakly rotating and C and D from regime (ii) - rapidly rotating. The second and third column give the value of $Ra$ and $Ta$ at the bottom boundary, respectively. The fourth column gives the latitude $\phi$. Sets A and C have the rotation axis aligned with gravity ($\phi = 90^\circ$) while sets B and D have $\phi = 45^\circ$. The fifth column gives the value of $N_p$; within each set we consider a range of $N_p$ from 0 to 5. The sixth and seventh columns give the value of $Ro_{\phi}$ on the bottom and top boundaries respectively. The final column gives the resolution $n_x \times n_y \times n_z$; here $n_x$ corresponds to the number of spectral modes used in the $i-$direction after 2/3 dealiasing has been applied. That is, 3/2 times $n_x$ is the number of grid points in physical space used in the $i-$direction. Note the only difference between simulations B0 and B0* and B5 and B5* was the state used to initialise each simulation. B0 and B5* were started from zero velocity and small entropy perturbations (and in particular, had no vertically integrated horizontal momentum initially), whereas B0* and B5 were started from states which possessed a non-zero vertically integrated horizontal momentum.

| Name | $Ra$   | $Ta$   | $\phi$ | $N_p$ | $Ro_{\phi, bot}$ | $Ro_{\phi, top}$ | $n_x \times n_y \times n_z$ |
|------|--------|--------|--------|-------|------------------|------------------|-----------------------------|
| A0   | $4 \times 10^5$ | $4 \times 10^4$ | 90     | 0     | 3.16             | 3.16             | $128 \times 128 \times 128$ |
| A1   | $4 \times 10^5$ | $4 \times 10^4$ | 90     | 1     | 3.16             | 4.16             | $192 \times 192 \times 128$ |
| A2   | $4 \times 10^5$ | $4 \times 10^4$ | 90     | 2     | 3.16             | 6.16             | $192 \times 192 \times 128$ |
| A3   | $4 \times 10^5$ | $4 \times 10^4$ | 90     | 3     | 3.16             | 8.60             | $192 \times 192 \times 128$ |
| A4   | $4 \times 10^5$ | $4 \times 10^4$ | 90     | 4     | 3.16             | 12.00            | $256 \times 256 \times 128$ |
| A5   | $4 \times 10^5$ | $4 \times 10^4$ | 90     | 5     | 3.16             | 16.74            | $256 \times 256 \times 128$ |
| B0/B0* | $4 \times 10^5$ | $4 \times 10^4$ | 45     | 0     | 3.76             | 3.76             | $128 \times 128 \times 128$ |
| B1   | $4 \times 10^5$ | $4 \times 10^4$ | 45     | 1     | 3.76             | 5.25             | $192 \times 192 \times 128$ |
| B2   | $4 \times 10^5$ | $4 \times 10^4$ | 45     | 2     | 3.76             | 7.32             | $192 \times 192 \times 128$ |
| B3   | $4 \times 10^5$ | $4 \times 10^4$ | 45     | 3     | 3.76             | 10.22            | $192 \times 192 \times 128$ |
| B4   | $4 \times 10^5$ | $4 \times 10^4$ | 45     | 4     | 3.76             | 14.27            | $256 \times 256 \times 128$ |
| B5/B5* | $4 \times 10^5$ | $4 \times 10^4$ | 45     | 5     | 3.76             | 19.91            | $256 \times 256 \times 128$ |
| C0   | $1 \times 10^7$ | $2 \times 10^8$ | 90     | 0     | 0.22             | 0.22             | $384 \times 384 \times 128$ |
| C1   | $1 \times 10^7$ | $2 \times 10^8$ | 90     | 1     | 0.22             | 0.31             | $384 \times 384 \times 128$ |
| C2   | $1 \times 10^7$ | $2 \times 10^8$ | 90     | 2     | 0.22             | 0.44             | $512 \times 512 \times 128$ |
| C3   | $1 \times 10^7$ | $2 \times 10^8$ | 90     | 3     | 0.22             | 0.61             | $512 \times 512 \times 128$ |
| C4   | $1 \times 10^7$ | $2 \times 10^8$ | 90     | 4     | 0.22             | 0.85             | $512 \times 512 \times 192$ |
| C5   | $1 \times 10^7$ | $2 \times 10^8$ | 90     | 5     | 0.22             | 1.18             | $512 \times 512 \times 192$ |
| D0   | $1 \times 10^7$ | $2 \times 10^8$ | 45     | 0     | 0.27             | 0.27             | $384 \times 384 \times 128$ |
| D1   | $1 \times 10^7$ | $2 \times 10^8$ | 45     | 1     | 0.27             | 0.37             | $384 \times 384 \times 128$ |
| D2   | $1 \times 10^7$ | $2 \times 10^8$ | 45     | 2     | 0.27             | 0.52             | $512 \times 512 \times 128$ |
| D3   | $1 \times 10^7$ | $2 \times 10^8$ | 45     | 3     | 0.27             | 0.72             | $512 \times 512 \times 128$ |
| D4   | $1 \times 10^7$ | $2 \times 10^8$ | 45     | 4     | 0.27             | 1.01             | $512 \times 512 \times 128$ |
| D5   | $1 \times 10^7$ | $2 \times 10^8$ | 45     | 5     | 0.27             | 1.41             | $512 \times 512 \times 128$ |

kinetic energy to reach a saturated state. The likely reason for this is that in the rapidly rotating cases, a large-scale structure that evolves on the viscous timescale emerges from the convection. Similar structures have been observed in the work of [63-65] and will be discussed in more detail in section III B. Therefore, for computational convenience, we ran some fiducial cases starting from rest, and others starting from saturated states of previous runs. In contrast, the weakly rotating cases evolve to a statistically-steady state well within in a thermal/viscous diffusion time.

In figure 4 we show time-averaged quantities where the temporal averages are taken over a time interval in which the solution is in a saturated state. We note that for each set of parameter values it may be possible that multiple states can be found (see e.g., [29]) but we do not investigate this further here. Figure 4(a) shows the time average of $u_{rms}$ for simulations in each of the regimes A-D. Here, $u_{rms} = \sqrt{\langle u^2 + v^2 + w^2 \rangle}$, where the angle brackets denote a volume average. For all four regimes, the general trend is that as $N_p$ is increased from zero, $u_{rms}$ first increases, but then as $N_p$ is increased further, $u_{rms}$ decreases. This could be a result of competing effects: (i) as $N_p$ is increased, the average density is decreased which we would expect might lead to faster velocities but (ii) $Ra$ is not constant across the domain and is proportional to $(1 + \theta z)^{m-1}$ (see Figure 2(a)) and so the fluid becomes less supercritical at higher depths in the layer as $N_p$ is increased – this we might expect to lead to slower velocities. (iii) The Prandtl number, $Pr$, is small at the top of the layer; low $Pr$ flows are known to favour flowwheel convection where energy is transferred to kinetic energy via the dominance of the inertial terms. For small $Pr$ flows heat transport is known to be inefficient [70,72] e.g., Clever and Busse [71] found convective heat transport to be relatively independent of $Pr$ for $Ra$ larger than a critical value and $0.001 \leq Pr \leq 0.71$.

The corresponding kinetic energies for simulations in each of the regimes A-D are shown in Figure 4(b). This measure
Simulation A0: weak rotation, $\phi = 90^\circ$, $N_\rho = 0$

Simulation A5: weak rotation, $\phi = 90^\circ$, $N_\rho = 5$

Simulation C0: strong rotation, $\phi = 90^\circ$, $N_\rho = 0$

Simulation C5: strong rotation, $\phi = 90^\circ$, $N_\rho = 5$

Simulation D0: strong rotation, $\phi = 45^\circ$, $N_\rho = 0$

Simulation D5: strong rotation, $\phi = 45^\circ$, $N_\rho = 5$

FIG. 3. Snapshots of the vertical velocity, $w$, for 6 different simulations as defined in Table 1. (a) $Ro_{c, bot} = 3.16$, $\phi = 90^\circ$, $N_\rho = 0$ (simulation A0); (b) $Ro_{c, bot} = 3.16$, $\phi = 90^\circ$, $N_\rho = 5$ (simulation A5); (c) $Ro_{c, bot} = 0.22$, $\phi = 90^\circ$, $N_\rho = 0$ (simulation C0); (d) $Ro_{c, bot} = 0.22$, $\phi = 90^\circ$, $N_\rho = 5$ (simulation C5); (e) $Ro_{c, bot} = 0.27$, $\phi = 45^\circ$, $N_\rho = 0$ (simulation D0); (f) $Ro_{c, bot} = 0.27$, $\phi = 45^\circ$, $N_\rho = 5$ (simulation D5). Rotation causes the convection cells to align with the rotation axis but stratification disrupts the independence along this direction.

is affected by the density of the fluid in addition to the fluid velocities and is defined as $KE = \langle \bar{\rho}(u^2 + v^2 + w^2) \rangle / 2$. For the high Rossby number cases, $KE$ is a monotonically decreasing function of $N_\rho$; whilst the average velocity increases between $N_\rho = 0$ and $N_\rho = 1$, the decrease in the mean density is a more significant effect, leading to a smaller kinetic energy. By contrast, in the small Rossby number cases, the behaviour of $KE$ has a similar trend to that of $u_{rms}$.

To determine how the stratification affects the convective heat transport, we have calculated the Nusselt number (defined in (14)) for each of our simulations (see Figure 4(c)). We see that for all cases here (weakly and rapidly rotating) increasing $N_\rho$ leads to less efficient heat transport (smaller $Nu$). This is consistent with the numerical and analytical results of Mizerski and Tobias [55]. Since here we fix $Ra$ at the bottom of the domain, and the critical Rayleigh number is an increasing function of $N_\rho$, the supercriticality of the convection is decreased as $N_\rho$ is increased. This should correspond to a decrease in $Nu$ with $N_\rho$ and so in some sense the behaviour of $Nu$ in Figure 4(c) is not a surprise. However, if the change in supercriticality were the only effect we would expect $KE$ and $u_{rms}$ to decrease monotonically with $N_\rho$ but, as discussed above, this is not the case. This suggests that the influence of stratification on heat transport is more complicated.

We find that $Nu$ for all the simulations examined here reaches a statistically-steady state well within a thermal diffusion time (even in regime (ii) where the kinetic energy may not reach a statistically-steady state for several diffusion times). This implies that the heat flux does not change much as the large-scale convective structures (investigated further in section III B) continue to form over a slow time scale.

Figure 5 shows $Ro$ (as defined in (13)) for rapidly rotating simulations with $N_\rho = 0$ (Boussinesq) and $N_\rho = 5$. In (a) and (b), $\phi = 90^\circ$ and the rotation vector is aligned with gravity and in (c) and (d), $\phi = 45^\circ$. In the Boussinesq cases, $Ro$ is roughly constant across the domain and in the regime we expect rotation to dominate ($Ro \ll 1$). For $N_\rho = 5$, $Ro$ increases significantly from bottom to top of the domain suggesting a reduction in the influence of rotation as we move higher in the layer. We have also plotted $Ro_{c}$ (which has the advantage it can be calculated before the simulation started) and it seems (at least for these cases) to perform well in describing the effect of rotation relative to inertia over the depth of the domain.
FIG. 4. $u_{rms}$ (a), $KE$ (b) and $Nu$ (c) as a function of $N_\rho$ for simulations in each of the regimes: A (blue crosses), B (orange circles), C (yellow triangles) and D (purple squares).

FIG. 5. Rossby number as a function of depth for a case with $\phi = 90^\circ$ and $N_\rho = 0$ (a) (simulation C0), $N_\rho = 5$ (b) (simulation C5) and for a case with $\phi = 45^\circ$ and $N_\rho = 0$ (c) (simulation D0), $N_\rho = 5$ (d) (simulation D5) In each case a Rossby number calculated from input parameters ($Ro_c$) and a Rossby number calculated from outputs of the simulation ($Ro$) is included.

B. Large-scale flows

1. Regime (i): Weakly rotating

As has been shown in previous studies ([25, 30] and references therein), convection is able to generate coherent mean (i.e., horizontally averaged) flows when the rotation vector is not aligned with gravity. For example, in Figure 5(a) and (b), systematic $\langle u \rangle_{x,y}$ and $\langle v \rangle_{x,y}$ are generated in time. In these cases, the system is Boussinesq and as expected there is a symmetry about $z = 0.5$, as indicated by the dotted horizontal lines; above $z = 0.5$, $u$ is predominantly negative and $v$ positive, whilst below $z = 0.5$, $u$ is predominantly positive and $v$ negative. Keeping all other parameters fixed, and increasing $N_\rho$ to 5, leads to the mean flows shown in Figure 5(c) and (d). Whilst still present, the flows are now less systematic and more oscillatory; for example, $u$ oscillates between positive and negative flow across most of the layer depth but with a preference for negative flow in a time-averaged sense. At each time, the magnitude of the flows is similar to the Boussinesq case but the oscillations result in a smaller time-averaged flow. We note that these $N_\rho = 5$ flows were obtained from a simulation which started from an existing solution that has a non-zero vertically integrated horizontal momentum, and therefore the vertically integrated horizontal momentum is not necessarily zero at each time. This can be seen if we first consider the horizontally averaged, horizontal momentum equations:

$$\frac{\partial}{\partial t}(\bar{\rho} \bar{u}) + \frac{\partial}{\partial z}(\bar{\rho} \bar{w}) = Ta^2 Pr \sin \phi \bar{v} + Pr \frac{\partial}{\partial z} \left( \frac{\partial \bar{u}}{\partial z} \right).$$

(15)
\[ \frac{\partial}{\partial t}(\bar{\rho}v) + \frac{\partial}{\partial z}(\bar{\rho}uv) = -Ta^2Pr \sin \phi \bar{u} + Pr \frac{\partial}{\partial z} \left( \bar{\rho}v \right) \] (16)

If we then integrate these over \( z \), we find equations for the vertically integrated horizontal momentum:

\[ \frac{\partial}{\partial t} \left( \int \bar{\rho}u dz \right) = Ta^2Pr \sin \phi \int \bar{\rho}v dz, \] (17)

\[ \frac{\partial}{\partial t} \left( \int \bar{\rho}v dz \right) = -Ta^2Pr \sin \phi \int \bar{\rho}u dz \] (18)

where we have made use of the velocity boundary conditions in (11). It follows from (17) and (18) that if \( \int \bar{\rho}u dz \) and \( \int \bar{\rho}v dz \) are zero initially, they must remain so for all time, but not otherwise. By differentiating (17) and substituting into (18) (and vice-versa) one can see that (when they are non-zero initially) the components of vertically integrated horizontal momentum are governed by wave equations. Figure 3(e) and (f) show the equivalent case to (c) and (d) but starting from an initial condition with zero velocity. Unlike in (c) and (d) where there is significant transfer between \( u \) and \( v \) owing to the rotation, here there is no such transfer. The exchange between \( \bar{u} \) and \( \bar{v} \) in (c) and (d) results in a spiralling of the mean flow that is not observed in the case shown in (e) and (f) (see supplementary material for corresponding movies of simulations B5 and B5* which show most clearly the spiralling of the flow in simulation B5 but not in B5*). We remark further that if we initialise a Boussinesq simulation with an initial condition that has a nonzero vertically integrated horizontal momentum (simulation B0*), then that case will also possess a non trivial vertically integrated horizontal momentum at later times (as governed by the wave equation resulting from equations (17) and (18)). However, even with a nonzero vertically integrated momentum, the mean flow in this Boussinesq case does not exhibit spiralling (see supplementary material for movies of the mean flows in simulations B0 and B0*). In summary, the stratification appears to introduce a symmetry breaking that leads to a spiralling mean flow (in those cases which initially have some vertically integrated horizontal momentum) that is not seen in the Boussinesq cases. Note, we find bulk properties such as those displayed in Figure 4 to be the same in both the two \( N_p = 5 \) cases with different initial conditions and the two Boussinesq case with different initial conditions.

Regardless of the initial condition, stratification introduces an asymmetry in the layer; the depth in the layer at which \( \langle u \rangle_{x,y} \) and \( \langle v \rangle_{x,y} \) cross zero occurs approximately around the depth at which the centre of mass lies (this is marked with the horizontal dotted line in the plots). This transition depth was also suggested in the fully compressible studies of Brummell et al. [46] and is a consequence of momentum conservation and stress-free boundary conditions.

The self-consistently generated mean flow that is produced in this regime has strong vertical shear which may have important consequences for dynamos and the viability of such flows to drive a large-scale dynamo are discussed further in section III.C.

2. Regime (ii): Rapidly rotating

In regime (ii) (simulation subsets C and D), \( Ro_e \) is much smaller than in regime (i). In these cases there are no systematic mean flows like those discussed in the previous section but instead large-scale coherent jets form which often correspond to a large-scale vortex. These structures have been investigated in a number of different systems; in compressible convection by Mantere et al. [64] and Chan and Mayr [65], in an asymptotic model with polar rotation by Rubio et al. [66] and in a Boussinesq model by Favier et al. [67] and Guervilly et al. [68]. More recently, they were observed at an arbitrary latitude by Novi et al. [69] and Currie et al. [70]. A classic example of these flows is given in Figure 7 where the left (right) hand column shows \( u \) (\( v \)) for a Boussinesq case ((a) and (b)) and a case with \( N_p = 5 \) ((c) and (d)). In both cases, \( u \) (\( v \)) varies very little along the \( x \) (\( y \)) direction and contains one wavelength in \( y \) (\( x \)); it is clear that averaging over \( y \) (\( x \)) will lead to the positive and negative jets cancelling out and therefore no systematic mean flows exists in these cases.

Figure 3 suggested that whilst in the Boussinesq case the convective cell structures are largely independent of the direction of the rotation axis, at strong stratification there is variation along \( \Omega \). This effect can also be seen to some extent in the stratified snapshots of \( u \) and \( v \) in Figure 7(c) and (d) respectively. This reduction in the extent to which the Taylor-Proudman constraint is satisfied as stratification is increased is exhibited more clearly in Figure 8 where vertical slices of the flow and the corresponding perturbations that remain after an average along the rotation axis has been subtracted, are shown. In the Boussinesq cases (a) and (b), the departures from a perfect Taylor-Proudman state are fairly uniform across the depth of the layer. By contrast, for \( N_p = 5 \), the departures are much larger at the top of the domain. In addition, the magnitude of the perturbations are relatively larger in the strongly stratified case.
FIG. 6. Horizontally averaged (mean) horizontal flow component \( \langle u \rangle_{x,y} \) (top row), \( \langle v \rangle_{x,y} \) (bottom row) as a function of time and \( z \) (contours, colourbar) and time-averaged mean flow (black line, top axis) for simulations (a,b) B0, (c,d) B5 and (e,f) B5*. Note the only difference between simulations B5 and B5* is the state from which each simulation was initialised. The horizontal dotted lines denote the depth at which the centre of mass lies.

Mathematically speaking, the departures from Taylor-Proudman can be seen by the extra terms present in the vorticity equation. The \( x, y \) and \( \Omega \) (i.e., along the direction of the rotation axis) components of the vorticity equation (formed by taking the curl of equation (3)) are as follows:

\[
\frac{\partial \omega_x}{\partial t} + (\mathbf{u} \cdot \nabla) \omega_x - (\mathbf{\omega} \cdot \nabla) u - \frac{m \theta w}{1 + \theta z} \omega_x = Ta^2 Pr (\mathbf{\Omega} \cdot \nabla) u + Ra Pr \frac{\partial S}{\partial y} + Pr \nabla^2 \omega_x + \frac{Pr m \theta}{1 + \theta z} \left( \frac{\partial \omega_x}{\partial z} + \frac{(1 + 2m \theta) \partial w}{3(1 + \theta z)} \right), \tag{19}
\]

\[
\frac{\partial \omega_y}{\partial t} + (\mathbf{u} \cdot \nabla) \omega_y - (\mathbf{\omega} \cdot \nabla) v - \frac{m \theta w}{1 + \theta z} \omega_y = Ta^2 Pr \cos \phi \frac{m \theta w}{1 + \theta z} + Ta^2 Pr (\mathbf{\Omega} \cdot \nabla) v - Ra Pr \frac{\partial S}{\partial x} + Pr \nabla^2 \omega_y + \frac{Pr m \theta}{1 + \theta z} \left( \frac{\partial \omega_y}{\partial x} + \frac{(1 + 2m \theta) \partial w}{3(1 + \theta z)} \cos \phi \right), \tag{20}
\]

\[
\frac{\partial \omega_{\Omega}}{\partial t} + (\mathbf{u} \cdot \nabla) \omega_{\Omega} - (\mathbf{\omega} \cdot \nabla) u_{\Omega} - \frac{m \theta w}{1 + \theta z} \omega_{\Omega} = Ta^2 Pr \frac{m \theta w}{1 + \theta z} + Ta^2 Pr (\mathbf{\Omega} \cdot \nabla) u_{\Omega} - Ra Pr \cos \phi \frac{\partial S}{\partial x} + Pr \nabla^2 \omega_{\Omega} + \frac{Pr m \theta}{1 + \theta z} \left( \frac{\partial \omega_{\Omega}}{\partial z} - \frac{(1 + 2m \theta) \partial w}{3(1 + \theta z)} \cos \phi \right), \tag{21}
\]

where \( \mathbf{\omega} = \nabla \times \mathbf{u} = (\omega_x, \omega_y, \omega_z) \) is the vorticity and \( \omega_{\Omega} = \mathbf{\omega} \cdot \mathbf{\Omega} \), \( u_{\Omega} = \mathbf{u} \cdot \mathbf{\Omega} \) are the components of \( \mathbf{\omega} \) and \( \mathbf{u} \) along \( \mathbf{\Omega} \), respectively.

If \( Ro \) is small, we expect \( Ta^2 Pr (\mathbf{\Omega} \cdot \nabla) u \sim 0 \) to be the dominant balance in [19] and so variations in \( u \) should be independent along \( \mathbf{\Omega} \) irrespective of \( N_p \). In [20] a departure from \( Ta^2 Pr (\mathbf{\Omega} \cdot \nabla) v \sim 0 \) is introduced if \( \phi \neq \frac{\pi}{2} \) and \( \theta \neq 0 \) (and is given by \( Ta^2 Pr \cos \phi \frac{m \theta w}{1 + \theta z} \)). Similarly, in [21], a departure from \( Ta^2 Pr (\mathbf{\Omega} \cdot \nabla) u_{\Omega} \sim 0 \) is introduced if \( \theta \neq 0 \) (given by \( Ta^2 Pr \cos \phi \frac{m \theta w}{1 + \theta z} \)). This suggests that departures from a perfect Taylor-Proudman state in \( u \) are a result of the nonlinear, inertial terms contributing significantly. In fact, if we consider the depth dependent \( Ro \) for the cases shown in Figure 5 (see Figure 5 (a) and (b)) then \( Ro \) is order 1 at the top of the domain which suggests the inertia terms are not completely dominated by the Coriolis force. This effect may also be present in causing departures from...
Taylor-Proudman in $v$ and $w$. Moreover, we would expect that in a regime where $Ro$ is small across the whole depth, departures from Taylor-Proudman can still be introduced by the additional terms in (20) and (21) introduced by stratification.

As mentioned before, the large-scale structures in the velocity components may correspond to a large-scale vortex as seen in several previous studies. To examine these structures, the component of vorticity along the rotation axis is shown in Figure 9. In the Boussinesq case, a concentrated region of positive vorticity can be seen in the layers near the top and bottom of the layer. This is indicative of a vortex that extends across the whole depth in line with what has been seen in previous studies. However, in the strongly stratified case, the vortex can clearly be seen near the bottom of the layer but not near the top of the domain. We note that the vortex appears to maintain the same sign of vorticity as the stratification is changed.

The prevalence of an inverse cascade (leading to a vortex) can be examined further by considering a shell-to-shell energy transfer analysis [67, 74]. We focus on the transfer function $T(Q, K, z)$ which represents the energy transfer from shell $Q$ to shell $K$ at a height $z$. In this context, a shell $K$ is defined in wavenumber space as those wavenumbers that satisfy $K < k_h \leq K + 1$, where $k_h = \sqrt{k_x^2 + k_y^2}$ is the horizontal wavenumber ($k_x$ and $k_y$ are the wavenumbers in the $x$ and $y$ directions respectively). We then define a filtered field $\mathbf{u}_K$ such that

$$\mathbf{u}_K(x, y, z) = \sum_{K < k_h \leq K + 1} \mathbf{u}(k_x, k_y, z)e^{ik_x x + ik_y y},$$

and then, $T(Q, K, z)$ is given (for all $z$) by

$$T(Q, K, z) = -\int \bar{\mathbf{u}}_K \cdot [(\mathbf{u} \cdot \nabla)\mathbf{u}_Q] dxdy.$$  

$T(Q, K, z)$ can be interpreted as follows: if $T(Q, K, z)$ is positive, then a positive amount of energy is extracted from shell $Q$ and given to shell $K$. Note, if an average is taken over all depths $z$ then $\tilde{T}(Q, K)$ = $-\tilde{T}(K, Q)$ where $\tilde{T} = \int T dz$ but this does not have to hold at each $z$.

In Figure 10 we plot $T(Q, K, z = 0.1)$ and $T(Q, K, z = 0.9)$ averaged over several snapshots for $N_\rho = 0$ ((a) and (b)) and for $N_\rho = 5$ ((c) and (d)). Here we see that, for $N_\rho = 0$ the results are entirely consistent with those in Favier et al. [67]; the large-scale structure is fed by non-local energy transfer into large-scale modes. As the structure is baroclinic, the transfer is the same at $z = 0.1$ and $z = 0.9$. In contrast, for the $N_\rho = 5$ stratified case, whilst the non-local transfer is still effective towards the bottom of the domain (in the low $Ro$ region), it is significantly disrupted at $z = 0.9$. Hence relatively less energy is channeled to the coherent structure.

As with the reduction in the Taylor-Proudman constraint that occurs near the top of the domain, the non-existence of a vortex there can perhaps be explained by considering the Rossby number as a function of depth. $Ro$ was shown...
FIG. 8. Slices of the horizontal velocities. For $u$ (left column), the slices are taken at $x = 0$ and for $v$ (right column), the slices are taken at $y = 0$. In (a) and (b), $N_\rho = 0$ (simulation C0) and in (c) and (d), $N_\rho = 5$ (simulation C5). Within each subfigure, the top panel gives the slice of the velocity component in that plane, and the bottom panel gives the perturbations that remain when the average along the rotation axis is subtracted.

FIG. 9. Snapshots of the vertical vorticity for (a) simulation C0 ($N_\rho = 0$) and (b) simulation C5 ($N_\rho = 5$). In (a) a large-scale vortex is clearly seen to extend across the depth of the domain, whilst in (b) the vortex is only seen at the bottom of the domain.
FIG. 10. Slices at a fixed depth of time-averaged transfer functions $T(Q, K, z)$ for shells with $0 < Q, K < 64$. (a) and (b) show slices at $z = 0.1$ and $z = 0.9$, respectively, for simulation C0 ($N_\rho = 0$) and (c) and (d) show slices at $z = 0.1$ and $z = 0.9$, respectively, for simulation C5 ($N_\rho = 5$). The function is positive when energy is extracted from shell Q and given to shell K.

for these cases in Figure 5 (a) and (b) and as discussed there it is much larger at the top of the domain than at the bottom, when $N_\rho = 5$. This implies the rotational dominance is much reduced at the top of the domain.

C. Effect of stratification on net helicity

From a dynamo perspective, we are interested in if these flows can generate a large-scale, systematic, magnetic field. In this case, lack of reflectional symmetry often as manifested by kinetic helicity is believed to be an important quantity [75]. The relative helicity is given by

$$h(z) = \langle \frac{\langle u' \cdot \omega' \rangle_{x,y}}{(u'^2)^{1/2} (\omega'^2)^{1/2}} \rangle_t,$$

(24)

where $\omega' = \nabla \times u'$ is the vorticity, and $\langle \cdot \rangle_t$ denotes an average over $t$. $u' = u - \langle u \rangle_{x,y}$ is the fluctuation of $u$ about its mean state $\langle u \rangle_{x,y}$. Since we are really interested in the helicity of the turbulent eddies and not the large-scale component of the flow, we use $u'$ in the calculation of $h$.

In the Boussinesq cases, we expect an average of $h(z)$ over $z$ to lead to zero net helicity and this is what is essentially seen in Figure 11 (a) and (c) where the negative helicity in the top half of the layer cancels with the positive helicity in the bottom half. As we have seen, stratification introduces an asymmetry; this results in the flows possessing a non-zero net helicity, when averaged over the whole domain (see Figure 11 (b) and (d)). It has been shown by Cattaneo and Tobias [76], Nigro et al. [77] and Pongkitiwanichakul et al. [78] that large-scale magnetic field can be
FIG. 11. Relative helicity in the perturbations (i.e., after the horizontal mean flow has been removed) as a function of $z$ and time (contours, colorbar) for simulation B0 (a), simulation B5 (b), simulation D0 (c) and simulation D5 (d). The time-averaged relative helicity is given by the over-plotted black lines (top axes). The net helicity (time and vertically averaged value) for each case is displayed in the title for each panel. The horizontal dotted lines denote the depth at which the centre of mass lies.

generated even for turbulent flows if the product of the shear and helicity is large enough. However, for the cases studied here, even though we find the net helicity increases approximately linearly with $N\rho$, it is small even for $N\rho = 5$ and it remains to be seen if this is enough to generate large-scale dynamo waves. This might depend on the location of strongest shear.

IV. DISCUSSION & CONCLUSIONS

In this paper, we have examined the effect of stratification on two key regimes of rotating anelastic convection, with both a vertical and tilted (to the direction of gravity) rotation vector. These regimes correspond to (i) weakly rotating ($Ro > 1$) and (ii) rapidly rotating ($Ro \ll 1$) flows. It is known that density stratification introduces an asymmetry that leads to significantly faster velocities at the top of the domain. Moreover, the variation in $Ra$ and $Pr$ in strongly stratified cases for the setup considered here means the convection may behave quite differently at different depths, thus having a significant effect on heat transport.

For both regimes, strong systematic, large-scale flows can be driven but they vary significantly in their character depending on the rotational constraint. In regime (i), if the rotation vector is tilted from the vertical, then a systematic mean flow (with vertical shear) is driven: here the mean is taken over horizontal planes. Stratification has the effect of "asymmetrising" the mean flow so that it is no longer symmetric about the mid depth. The addition of stratification can (in cases that start out with a non-zero vertically integrated horizontal momentum) also introduce a symmetry breaking that leads to a net spiralling of the mean flow, not seen in the Boussinesq system (even when the system is initialised with a state that has a non-zero vertically integrated horizontal momentum). In regime (ii), the systematic
flows take the form of coherent structures, that can correspond to a large-scale vortex. For a fixed Rossby number at
the bottom of the domain, the stratification has the effect of increasing $Ro$ (decreasing the rotational constraint) as
one moves upwards in the layer. This coincides with larger (than in the Boussinesq case) departures from a Taylor-
Proudman state and also the loss of a coherent vortex near the top of the domain, owing to modification of the energy
transfer mechanisms.

Despite the simplicity of the model considered here, some of the underlying physics e.g., the role of stratification
in modifying convection, may still be relevant in many astrophysical contexts. It is interesting to speculate on the
implications of our results for large-scale structures in giant planets. We believe that the effect of stratification here is
disrupt large-scale vortex structures at rapid rotation, owing to changes in the Rossby number across the convective
structure. However, it is unclear what the coherence of the vortex would be in (more rapidly-rotating) cases where
the Rossby number remains small for the whole structure. Hence we are wary of overstating the implication of these
calculations for the vortices found in Jupiter and Saturn at this stage.

We also note that shear is expected to play an important role in the generation of magnetic field through dynamo
action. In addition, helicity is thought to be important for the generation of large-scale magnetic field. For both
regimes considered here, there is significant helicity in the layer and the key difference introduced by stratification is
that the flows now possess net helicity. However, the net helicity for the cases considered here is still relatively small
and so it remains to be seen if this helps in the generation of dynamo waves at high magnetic Reynolds number, $Rm$.
This suggests that the next step should involve the investigation of the dynamo properties of flows such as those
examined here — and this work is currently underway.
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