LatentSLAM: unsupervised multi-sensor representation learning for localization and mapping
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Abstract—Biologically inspired algorithms for simultaneous localization and mapping (SLAM) such as RatSLAM have been shown to yield effective and robust robot navigation in both indoor and outdoor environments. One drawback however is the sensitivity to perceptual aliasing due to the template matching of low-dimensional sensory templates. In this paper, we propose an unsupervised representation learning method that yields low-dimensional latent state descriptors that can be used for RatSLAM. Our method is sensor agnostic and can be applied to any sensor modality, as we illustrate for camera images, radar range-doppler maps and lidar scans. We also show how combining multiple sensors can increase the robustness, by reducing the number of false matches. We evaluate on a dataset captured with a mobile robot navigating in a warehouse-like environment, moving through different aisles with similar appearance, making it hard for the SLAM algorithms to disambiguate locations.

I. INTRODUCTION

Simultaneous localization and mapping (SLAM) has been a long standing challenge in robotics for the last 30 years [1]. Most popular approaches aim to build a metric map of the environment, and then use some flavour of Bayesian filtering to estimate the robot’s position on this map [2]. These approaches require a kind of observation model that maps raw sensory observations to a pose in metric space. An important outstanding challenge is then how to maintain and update this metric map over a long period of time for a dynamic environment [3].

A different, bio-inspired method was proposed in RatSLAM [4]. The method is based on a hippocampal model of a rat’s brain, where the map is represented as a topological graph. Each node in the graph is described by a robot pose (x, y, θ) and a feature vector summarizing the sensor values at that scene. This has been shown to work well for navigating a robot based on camera sensors [4][5][6], sonar sensors [7], tactile sensors [8] or a combination thereof [9][10]. Maybe the biggest advantage of RatSLAM-based approaches is their robustness against changes in the environment, such as in the case of day-night cycles [11] or lifelong SLAM [12] which demonstrated an autonomous robot navigating in an office workspace for a 2 week period.

Despite these accomplishments, the efficiency of the system very much depends on the construction of these feature vectors, and how well these serve to disambiguate different locations [13]. For example, camera images are typically downscaled and vectorized [4], or pre-processed using LATCH features [6] or saliency maps [14]. However, recent advances in deep neural networks have shown that convolutional neural networks (CNN) can be trained for place recognition [15], and that CNNs pretrained on for example ImageNet classification can serve as powerful feature extractors [16].

In this paper, we propose LatentSLAM, an extension to RatSLAM which uses a novel, unsupervised learning method for obtaining compact latent feature representations. Similar to RatSLAM, our method is bio-inspired and builds on the active inference framework [17], where living creatures are thought to minimize surprise, or equivalently the variational free energy, in order to form beliefs over the world. We show that our latent representations can be trained in a sensor-agnostic manner for multiple sensor modalities, and improve localization robustness by combining sensors. We benchmark in a highly ambiguous, warehouse-like environment, with multiple aisles between racks and shelves that very much look alike.

In short, the contribution of this paper is three-fold:

- We present an unsupervised learning approach for generating compact latent representations of sensor data, that can be used for RatSLAM.
- We illustrate how this can be applied for different sensor modalities, such as camera images, radar range-doppler maps and lidar scans.
- We provide a dataset of over 60GB of camera, lidar and radar recordings of a mobile robot in a challenging environment.

In the next section we first give an overview of the RatSLAM algorithm. In Section III we present LatentSLAM, our SLAM system with latent feature vectors obtained by unsupervised representation learning. Section IV describes our dataset, which we use in Section V to benchmark our algorithm and discuss the results. Finally, Section VI concludes this paper.

II. RATSLAM

RatSLAM is a SLAM system based on models of the hippocampus, more specifically the navigational processes
in a rat’s hippocampus [18]. The system consists of three components: pose cells, local view cells and an experience map [4].

Pose Cells: Pose cells form a Continuous Attractor Network (CAN) [19] configured in a wrapped around three-dimensional cube which is topologically equivalent to a torus in SE(3). The dimensions of this cube represent the pose (i.e. the $x$ and $y$ position and rotation around the Z-axis $\theta$) of a ground-based robot. A cell in the cube is active if the robot is thought to be positioned closely to the corresponding pose. After a given time the stable activation pattern of the cells will be a single cluster with the centroid corresponding with best estimate of the current pose [4], [18].

Local View Cells: Local View Cells are organised as a list, to which a new cell is added when the robot encounters a novel scene. A single local view cell corresponds to the observation of that scene and a link is added between that cell and the centroid of the dominant activity packet in the pose cells at that time, a process equivalent to Hebbian learning [20]. When the robot re-encounters the scene of a given local view cell activation energy will be injected in the corresponding pose cells. This way, subsequent observations that are in line with predicted motion will enforce the energy packets in the pose cell network, and therefore converge to a single peak through the local attractor dynamics of the CAN. Every time the robot makes a camera observation, a template is generated from the image by cropping, subsampling and converting it to grey-scale. This template is then compared to the stored visual templates of the local view cells by calculating the sum of absolute differences (SAD). If the template matches a stored template – i.e. the SAD is above a certain threshold $\delta_{\text{match}}$ – the corresponding local view cell is activated. Otherwise a new local view cell is added to the list [4], [18], [5].

Experience Map: The final component of RatSLAM is the experience map. As pose cells only represent a finite area, a single cell can and should represent multiple physical places due to the wrapping behaviour of the cube’s edges. The Experience map offers an unique estimate of the robot’s global pose by combining the information of the pose cells and the local view cells. The experience map itself is a graph where each node represents a certain state in the pose cells and local view cells. If a state of these components does not match with any already existing node in the graph a new experience node is created and added to the graph. On a transition between experiences a link is formed between the previous and current experience [4], [18].

**III. LATENTSLAM**

A common shortcoming of RatSLAM is its sensitivity to perceptual aliasing [13], in part due to the reliance on an engineered visual processing pipeline. We aim to reduce the effects of perceptual aliasing by replacing the perception module by a learned dynamics model. We create a generative model that is able to encode sensory observations into a latent code that can be used as a replacement to the visual input of the RatSLAM system. The model is able to capture environment dynamics to enable the distinction between similar observations with a different history.

Similar to RatSLAM we draw inspiration from neuroscience to create a biologically plausible approach to generative modeling based on the free energy principle [17], which states that organisms actively try to minimize the suprasmal of incoming observations. Concretely this means we build a generative model over actions, observations and belief states as shown in Figure 1. Greyed out nodes represent observed variables, while white nodes need to be inferred. The model incorporates actions to generate a state estimate that will explain the corresponding observation, as described by the joint distribution over observations, states and actions in Equation 1.

\[
P(\tilde{\theta}, \tilde{s}, \tilde{a}) = P(s_0) \prod_{t=1}^{T} P(\alpha_t|s_t) P(s_t|s_{t-1}, \alpha_{t-1}) P(\alpha_{t-1})
\]

(1)

From this we are interested in the posterior over the belief state, i.e. the latent code, $P(\tilde{s}|\tilde{\theta}, \tilde{a})$. Note that we use tildes
to designate sequences of the corresponding variable and that the belief state does not need to correspond to some physical state description. This state space can be purely abstract and does not necessarily have any meaning outside the model. As in many Bayesian filters, deriving the posterior distribution in general is not tractable under a normal Bayesian inference scheme, so we will apply variational inference to estimate the posterior distribution through variational autoencoding. In contrast to Kalman filtering, we do not need to explicitly state the motion or observation models. Instead we define three neural networks: a prior network, a posterior network and a likelihood network. Where each network estimates \( P(s_t|s_{t-1}, a_{t-1}) \), \( Q(s_t|s_{t-1}, a_{t-1}, o_t) \) and \( P(o_t|s_t) \), representing the Markov chain model from Figure 2 the interplay between the prior and posterior models allow for the learning of the system dynamics. We use Equation 1 in order to derive the distributions to an estimate for every time step. The distribution \( Q \) emphasizes the fact that the posterior distribution is a variational distribution, indicating that it is only an approximation of the true posterior. These networks cooperate as described in Figure 2. The prior model takes a sample of the previous state estimate and the previously taken action and uses this to predict a prior distribution over the latent state samples for the current timestep. Similarly the posterior model takes a sample of the previous state distribution, the previous action and the current observation to generate the next state distribution. We parameterize the state distributions as multivariate Gaussian distributions with diagonal covariance matrices, allowing for efficient sampling through the reparametrization trick [21]. The likelihood model takes a state sample and decodes it back to an observation. Conforming to the free energy principle we optimize these models by minimizing their variational free energy [17], i.e. we minimize the Kulback-Leibler (KL) divergence between prior and posterior while also minimizing the negative log likelihood of the observations:

\[
\mathcal{L} = \sum_t D_{KL} \left[ Q(s_t|s_{t-1}, a_{t-1}, o_t) \| P(s_t|s_{t-1}, a_{t-1}) \right] - \log P(o_t|s_t)
\]

(2)

This can be interpreted as a reconstruction loss, which forces the latent state to contain all information of the sensory observations, while the KL term acts as a complexity term, forcing good representations for predicting dynamics. For a more in depth discussion of the application of this type of deep neural networks to the free energy formalism we refer the reader to [22]. This is also similar to a Variational Auto-Encoder (VAE), but over time sequences of data and with a learnt prior instead of a standard normal prior distribution [21].

For LatentSLAM, we use the posterior model to infer the belief state distribution for each observation. Then, we use the mean of this distribution as template for a local view cell. This allows us to rely on dynamics aware features to perform the template matching. We calculate the similarity score \( \delta(t_1, t_2) \) comparing this latent template \( t_1 \) to another local view cell \( t_2 \) as:

\[
\delta(t_1, t_2) = 1 - \frac{t_1 \cdot t_2}{||t_1|| \cdot ||t_2||}
\]

(3)

This boils down to 1 minus the cosine similarity. The lower the score, the higher the similarity, with a score of zero when \( t_1 = t_2 \). In case we have multiple sensor modalities, we train a posterior model for each sensor. We can then fuse multiple sensors by concatenating the latent templates, or by calculating the score for each modality, and taking the maximum score.

IV. DATASET

For the experiments we collect a dataset with a Turtlebot 2i equipped with an Intel Realsense D435 camera, a TI IWR1443 mmWave radar and a Hokuyo URG lidar (Fig. 3a).
We record the following scenarios:

1. Small loops around each one of the shelf array.
2. Big loops, close to the outer walls.
3. 8-shaped trajectories through the aisles.
4. Driving back and forth in a single aisle, performing U-turns.
5. Two large trajectories, also crossing the open space.
6. 30 minute trajectory between the aisles.

The likelihood model is a mirrored convolutional pipeline that upsamples by nearest neighbour interpolation to form the reconstructed observation. The posterior and likelihood models for range-doppler data are similar, but now operating on 192x128 range-doppler maps with 8, 16, 32, 64 and 128 convolutional filters. The lidar scans are 1 dimensional vectors of size 726, for which we use a fully connected neural network with two layers of 512 hidden units for both the posterior and likelihood model. As actions we use raw twist commands, containing the linear and angular velocities. Our state space is parameterized as a 32 dimensional multivariate Gaussian distribution, hence state samples are vectors of size 32 and distributions are represented by vectors of size 64, containing the 32 means and 32 standard deviations of the Gaussian distributions. To force the standard deviations to be positive, we use a SoftPlus [24]. For all layers we use a leaky ReLU activation non-linearity [25].

We train our models on a subset of the dataset, i.e. scenarios 1, 2 and 4. During training, we sample minibatches containing 32 random subsequences of 10 time steps. We train for 500 epochs using the Adam optimizer [26] with initial learning rate 1e-4. To avoid posterior collapse in the range-doppler maps we use Geco [27] as a constraint based optimization scheme.

**B. LatentSLAM results**

We evaluate our LatentSLAM approach on scenarios 3, 5 and 6 of the dataset which were held-out during training. Scenario 3 contains two runs of an 8-shaped trajectory that illustrates basic map building and loop closing. Scenarios 5 and 6 consist of longer runs through the environment. In scenario 5 the robot also drives through the open space of the lab (Fig. 4), to check the robustness against sensory inputs that are slightly different from the train-distribution.

**V. EXPERIMENTS**

**A. Model training**

We instantiate our neural network models depicted in Figure 2 as follows. As prior model, we use an LSTM [23] with 128 hidden units to process concatenated previous state and action vectors. Camera images are processed at a 160x120 resolution by a 6-layer convolutional pipeline with 32, 32, 64, 64, 128 and 128 filters of 3x3 which reduces the spatial resolutions with a factor 2 when the number of filters increases. The resulting features are flattened and concatenated with the previous state and action and processed by another fully connected layer with 128 hidden units.

The likelihood model is a mirrored convolutional pipeline that upsamples by nearest neighbour interpolation to form the reconstructed observation. The posterior and likelihood models for range-doppler data are similar, but now operating on 192x128 range-doppler maps with 8, 16, 32, 64 and 128 convolutional filters. The lidar scans are 1 dimensional vectors of size 726, for which we use a fully connected neural network with two layers of 512 hidden units for both the posterior and likelihood model. As actions we use raw twist commands, containing the linear and angular velocities. Our state space is parameterized as a 32 dimensional multivariate Gaussian distribution, hence state samples are vectors of size 32 and distributions are represented by vectors of size 64, containing the 32 means and 32 standard deviations of the Gaussian distributions. To force the standard deviations to be positive, we use a SoftPlus [24]. For all layers we use a leaky ReLU activation non-linearity [25].

We train our models on a subset of the dataset, i.e. scenarios 1, 2 and 4. During training, we sample minibatches containing 32 random subsequences of 10 time steps. We train for 500 epochs using the Adam optimizer [26] with initial learning rate 1e-4. To avoid posterior collapse in the range-doppler maps we use Geco [27] as a constraint based optimization scheme.

**B. LatentSLAM results**

We evaluate our LatentSLAM approach on scenarios 3, 5 and 6 of the dataset which were held-out during training. Scenario 3 contains two runs of an 8-shaped trajectory that illustrates basic map building and loop closing. Scenarios 5 and 6 consist of longer runs through the environment. In scenario 5 the robot also drives through the open space of the lab (Fig. 4), to check the robustness against sensory inputs that are slightly different from the train-distribution.

We compare against RTAB-Map (Real-Time Appearance-Based Mapping) [28], an RGBD graph-based SLAM approach, and the original RatSLAM [4] approach in Table 1. In order for RTAB-Map to work, we had to map the different aisles separately in 3 runs, and then combine the maps offline. Otherwise, the graph optimization tended to fail due to incorrect matches, mapping different aisles onto each other. Since we only mapped the aisles, the loop in the open space is also missing in scenario 5 for RTAB-Map.

Since in LatentSLAM, we use an odometry signal based on the velocity commands used to control the robot. This mimics proprioceptive feedback through efferent copies in the brain [29], and makes our approach independent from any wheel encoders or IMU sensors. The resulting raw odometry trajectories are shown in Table 4, row 3.

For RatSLAM and LatentSLAM, we tune the matching threshold $\delta_{\text{match}}$ to a value of 0.05. When using the camera sensor (Table 4, row 4), LatentSLAM performs on par with RatSLAM for scenario 3, however, especially on the longer scenarios 5 and 6 LatentSLAM collapses the maps less due to incorrect template matches. In scenario 6 LatentSLAM has problems differentiating between locations that look similar for the camera. Also note that, although not part of the
training data, LatentSLAM is able to cover the trajectory through the open space in scenario 5, and to correctly close the loop. Table I, row 5 shows that LatentSLAM also works when using latent states trained on range-doppler maps. However, this configuration has even more difficulties to disambiguate between the different aisles on the longer sequences.

However, when we fuse both camera and range-doppler by concatenation of their latent vectors, LatentSLAM performs significantly better on scenario 5 and 6 (Table I, row 6). Now the different aisles are clearly distinguished, and only at the aisle end points we observe confusion. This can be explained intuitively, as at the end of the two middle aisles the robot will be facing a white wall at the same range. When also combining a latent code trained on lidar scans, the performance improves slightly (Table I, row 7). Here we found it was best to fuse using the highest scoring modality, either radar and camera or lidar, as the lidar scans are very similar inside the aisles, which leads to more confusion when concatenating. Also note that LatentSLAM maps, including stored templates, on scenario 6 result in a size of about 2MB, whereas the metric map from RTAB-Map takes over 850MB.

Figure 5 shows the confusion between different view cells of different sensor modalities. From this it is clear that overall the camera is best for differentiating the view cells, but range-doppler and lidar do provide some extra, complimentary information. For example lidar provides higher scores to disambiguate robot poses at the end of the aisles.

C. Ablation study

Deep neural networks are often claimed to be powerful image feature detectors, even when trained on other tasks such as image classification on ImageNet. To test this, we also attempted using feature embeddings from a pre-trained ResNet-18 neural network [30] for LatentSLAM. We found that when using these embeddings, the system was much more sensitive to the value of the matching threshold $\delta_{\text{match}}$, which required to be set at a much lower value in order to successfully detect loop closures. This results in many more view cells in the map, and quick collapsing when the threshold is put slightly higher. Also, these pre-trained embeddings have many more dimensions than our LatentSLAM models (1024 vs 32).

Since our posterior models output multivariate Gaussian distributions, we also investigated scoring templates using the KL divergence, as opposed to cosine similarity between their means. This also works, but also here tuning the threshold turned out to be more difficult, as the KL divergence ranges from zero to infinity.

VI. CONCLUSION AND FUTURE WORK

In this paper, we proposed LatentSLAM, a biologically inspired SLAM algorithm that adapts RatSLAM [4] to use learnt latent state descriptors. We propose a predictive generative model that is able to learn compact representations of different sensor modalities, which we applied on camera, range-doppler and lidar data. We showed that LatentSLAM yields better maps in a challenging environment, and that multiple sensors can be combined in latent space to increase robustness.

We believe it opens some interesting avenues for future work. First, we want to investigate better fusion algorithm besides manually concatenating latent states or taking the maximum score. For example, we might use a weighted scoring algorithm similar to [10]. Another idea is to incorporate the sensor fusion during model training, by sharing a single prior model and fusing the different observations in a single posterior model that learns a shared state space. Second, we currently only use the posterior model for localization and mapping. However, in previous work the prior model has also
proved to be useful, for example for anomaly detection [31] or control [32]. In our case the uncertainty of the prior model could for example be used for detecting changes in the environment, or for driving exploration. Finally, our current approach requires training upfront on sequences of data recorded in the environment. In future work we will investigate whether we can train the models online while exploring and mapping an area.
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| Scenario | RTAB-Map [28] | RatSLAM [4] | Odometry | LatentSLAM camera | LatentSLAM range-doppler | LatentSLAM (camera ⊕ range-doppler) | LatentSLAM max(camera ⊕ range-doppler, lidar) |
|----------|----------------|-------------|-----------|------------------|--------------------------|----------------------------------|------------------------------------------|
| 3A       | ![Map 3A RTAB-Map] | ![Map 3A RatSLAM] | ![Map 3A Odometry] | ![Map 3A LatentSLAM camera] | ![Map 3A LatentSLAM range-doppler] | ![Map 3A LatentSLAM (camera ⊕ range-doppler)] | ![Map 3A LatentSLAM max(camera ⊕ range-doppler, lidar)] |
| 3B       | ![Map 3B RTAB-Map] | ![Map 3B RatSLAM] | ![Map 3B Odometry] | ![Map 3B LatentSLAM camera] | ![Map 3B LatentSLAM range-doppler] | ![Map 3B LatentSLAM (camera ⊕ range-doppler)] | ![Map 3B LatentSLAM max(camera ⊕ range-doppler, lidar)] |
| 5        | ![Map 5 RTAB-Map] | ![Map 5 RatSLAM] | ![Map 5 Odometry] | ![Map 5 LatentSLAM camera] | ![Map 5 LatentSLAM range-doppler] | ![Map 5 LatentSLAM (camera ⊕ range-doppler)] | ![Map 5 LatentSLAM max(camera ⊕ range-doppler, lidar)] |
| 6        | ![Map 6 RTAB-Map] | ![Map 6 RatSLAM] | ![Map 6 Odometry] | ![Map 6 LatentSLAM camera] | ![Map 6 LatentSLAM range-doppler] | ![Map 6 LatentSLAM (camera ⊕ range-doppler)] | ![Map 6 LatentSLAM max(camera ⊕ range-doppler, lidar)] |

TABLE I: Resulting maps created by LatentSLAM using camera, range-doppler, lidar or a combination thereof. We compare against RTAB-Map [28], RatSLAM [4] and raw odometry.
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