Abstract

We present a semantic part detection approach that effectively leverages object information. We use the object appearance and its class as indicators of what parts to expect. We also model the expected relative location of parts inside the objects based on their appearance. We achieve this with a new network module, called OffsetNet, that efficiently predicts a variable number of part locations within a given object. Our model incorporates all these cues to detect parts in the context of their objects. This leads to significantly higher performance for the challenging task of part detection compared to using part appearance alone (+5 mAP on the PASCAL-Part dataset). We also compare to other part detection methods on both PASCAL-Part and CUB200-2011 datasets.

1. Introduction

Semantic parts play an important role in visual recognition. They offer many advantages such as lower intra-class variability than whole objects, higher robustness to pose variation, and their configuration provides useful information about the aspect of the object. For these reasons, part-based models have gained attention for tasks such as fine-grained recognition [1–4], object class detection and segmentation [5, 6], articulated pose estimation [7–10], and attribute prediction [11–13]. Moreover, part localizations deliver a more comprehensive image understanding, enabling reasoning about object-part interactions in semantic terms. Nonetheless, many part-based models detect each part based only on their local appearance, using simple techniques that were originally designed for object detection [4, 5, 13]. Furthermore, some other works use even simpler approaches relying on the assumption that convolutional filters can act as part detectors [11, 14, 15]. Here we take part detection one step further and provide a specialized approach that exploits the unique nature of this task.

Parts are highly dependent on the objects that contain them. Hence, objects provide valuable cues to help detecting parts, creating an advantage over detecting them independently. First, the class of the object gives a firm indication of what parts should be inside it, i.e. only those belonging to that object class. For example, a dark round patch should be more confidently classified as a wheel if it is on a car, rather than on a dog (fig. 1). Furthermore, by looking at the object appearance we can determine in greater detail which parts might be present. For example, a profile view of a car suggests the presence of a car door, and the absence of the licence plate. This information comes mostly through the viewpoint of the object, but also from other factors, such as the type of object (e.g. van), or whether the object is truncated (e.g. no wheels if the lower half is missing). Second, objects also provide information about the location and shape of the parts they contain. Semantic parts appear in very distinctive locations within objects, especially given the object appearance. Moreover, they appear in characteristic relative sizes and aspect ratios. For example, wheels tend to be near the lower corners of car profile views, often in a square aspect ratio, and appear rather small.

In this work, we propose a dedicated part detection model that leverages all of the above object information. We start from a popular Convolutional Neural Network (CNN) detection model [16], which considers the appearance of local image regions only. We extend this model to incorporate object information that complements part appearance by providing context in terms of object appearance, class and the relative locations of parts within the object.

We evaluate our part detection model on all 16 object classes in the PASCAL-Part dataset [5]. We demonstrate that adding object information is greatly beneficial for the difficult task of part detection, leading to considerable performance improvements. Compared to a baseline detection model that considers only the local appearance of parts, our
model achieves a +5 mAP improvement. We also compare to methods that report part localization in terms of bounding-boxes [1–3, 5, 11] on PASCAL-Part and CUB200-2011 [17]. We outperform [1, 2, 5, 11] and match the performance of [3]. We achieve this by an effective combination of the different object cues considered, demonstrating their complementarity. Moreover our approach is general as it works for a wide range of object classes: we demonstrate it on 16 classes, as opposed to 1-7 in [1–11, 13–15, 18–23] (only animals and person). Finally, we perform fully automatic object and part detection, without using ground-truth object locations at test time [2, 3, 5, 6].

2. Related work

Part-based models. Part-based models have been used in many tasks such as object detection [5, 24–26] and segmentation [27], fine-grained recognition [3, 4, 13, 14, 28, 29], human pose-estimation [7–10, 30], head and face detection [31, 32], attribute prediction [12, 13, 18], action classification [11] and scene classification [33]. These methods can be divided into two groups, depending on their definition of ‘part’. The first group defines a part as any image patch discriminative for the object class [14, 18, 24–27, 33]. The second group defines parts semantically (e.g. ‘saddle’) [3–5, 7–10, 12, 13, 27–32, 34]. Our work belongs to the second: we propose a method to improve semantic part detection by exploiting the context provided by their objects.

CNN-based semantic part-based models. In recent years, CNN-based representations are quickly replacing hand-crafted features [35, 36] in many domains, including semantic part-based models [1, 6, 11, 19–21, 27, 29, 30, 37]. Our work is related to those that explicitly train CNN models to localize semantic parts using bounding-boxes [1, 11], as opposed to keypoints [14, 29] or segmentation masks [6, 19–21, 27, 31]. Many of these works [11, 14, 29, 31] detect the parts used in their models based only on local part appearance, independently of their objects. Moreover, they use parts as a means for object or action and attribute recognition, they are not interested in part detection itself.

Using context for recognition. Several works exploit global image context to help detecting objects inside it [32, 38–44]. In analogy, we exploit object context to help detecting parts inside them.

Several fine-grained recognition works [3, 22, 23] use nearest-neighbors to transfer part location annotations from training objects to test objects. They do not perform object detection, as ground-truth object bounding-boxes are used at both training and test time. Here, instead, at test time we jointly detect objects and their semantic parts.

Both [1, 6] use object information to refine part detections as a post-processing step. Part-based R-CNN [1] refines R-CNN [45] part detections by using nearest-neighbors from training samples. Our model, instead integrates object information also within the network, which allows us to deal with several object classes simultaneously, as opposed to only one [1]. Additionally, we refine part detections with a new network module, Offset Net, which is more accurate and efficient than nearest-neighbors. The method of Wang et al. [6] is demonstrated only on 5 very similar classes from PASCAL-Part [5] (all quadrupeds), and on fully visible object instances from a manually selected subset of the test set (10% of the full test set). Instead, we show results on 105 parts over all 16 classes of PASCAL-Part, using the entire dataset. Moreover, [6] uses manually defined object locations at test time, whereas we detect both objects and their parts fully automatically at test time.

3. Method

We define a new detection model specialized for parts which takes into account the context provided by the objects that contain them. This is the key advantage of our model over traditional part detection approaches, which detect parts based on their local appearance alone, independently of the objects [11, 14, 29, 31]. We build on top of a baseline part detection model (sec. 3.1) and include various cues based on object class (sec. 3.2.2), object appearance (sec. 3.2.3), and the relative location of parts on the object (sec. 3.3). Finally, we combine all these cues to achieve more accurate part detections (sec. 3.4).

Model overview. Fig. 2 gives an overview of our model. First, we process the input image through a series of convolutional layers. Then, the Region of Interest (RoI) pooling layer produces feature representations from two different kind of region proposals, one for parts (red) and one for objects (blue). Each part region gets associated with a particular object region that contains it (sec. 3.2.1). Features for part regions are passed on to the part appearance branch, which contains two Fully Connected (FC) layers (sec. 3.1). Features for object regions are sent to both the object class (sec. 3.2.2) and object appearance (sec. 3.2.3) branches, with three and two FC layers, respectively.

For each part proposal, we concatenate the output of the part appearance branch with the outputs of the two object branches for its associated object proposal. We pass this refined part representation (purple) on to a part classification layer and a bounding-box regression layer (sec. 3.4).

Simultaneously, the relative location branch (green) also produces classification scores for each part region based on its relative location within the object (sec. 3.3). We combine the above part classification scores with those produced by relative location (big + symbol, sec. 3.4), obtaining the final part classification scores. The model outputs these and regressed bounding-boxes.

3.1. Baseline model: part appearance only

As baseline model we use the popular Fast R-CNN [16], which was originally designed for object detection. It is
Figure 2. Overview of our part detection model. The model operates on part and object region proposals, passing them through several branches, and outputs part classification scores and regressed bounding-boxes. This example depicts the relative location branch for only object class car. In practice, however, it processes all object classes simultaneously. When not explicitly shown, a small number next to the layer indicates its dimension for the PASCAL-Part [5] case, with a total of 20 object classes and 105 parts.

Based on a CNN that scores a set of region proposals [46] by processing them through several layers of different types. The first layers are convolutional and they process the whole image once. Then, the RoI pooling layer extracts features for each region proposal, which are later processed by several FC layers. The model ends with two sibling output layers, one for classifying each proposal into a part class, and one for bounding-box regression, which refines the proposal shape to match the extent of the part more precisely. The model is trained using a multi-task loss which combines these two objectives. This baseline corresponds to the part appearance branch in fig. 2.

We follow the usual approach [16] of fine-tuning for the used dataset on the current task, part detection, starting from a network pre-trained for image classification [47]. The classification layer of our baseline model has as many outputs as part classes, plus one output for a generic background class. Note how we have a single network for all part classes in the dataset, spanning across all object classes.

3.2. Adding object appearance and class

The baseline model tries to recognize parts based only on the appearance of individual region proposals. In our first extension, we include object appearance and class information by integrating it inside the network. We can see this as selecting an adequate contextual spatial support for the classification of each proposal into a part class.

3.2.1 Supporting proposal selection

Our models use two types of region proposals (sec. 4). Part proposals are candidate regions that might cover parts. Analogously, object proposals are candidates to cover objects. The baseline model uses only part proposals. In our models, instead, each part proposal is accompanied by a supporting object proposal \( S_{sup}(p) \), which must fulfill two requirements (fig. 3). First, it needs to contain the part proposal, i.e. at least 90% of \( p \) must be inside \( S_{sup}(p) \). Second, it should tightly cover the object that contains the part, if any. For example, if the part proposal is on a wheel, the supporting proposal should be on the car that contains that wheel. To achieve this, we select the highest scored proposal among all object proposals containing \( p \), where the score is the object classification score for any object class.

Formally, let \( p \) be a part proposal and \( S(p) \) the set of object proposals that contain \( p \). Let \( \phi_{obj}^k(S_n) \) be the classification score of proposal \( S_n \in S(p) \) for object class \( k \). These scores are obtained by first passing all object proposals through three FC layers as in the object detector [16]. We select the supporting proposal \( S_{sup}(p) \) for \( p \) as

\[
S_{sup}(p) = \arg \max_{S_n \in S(p)} \left[ \max_{k \in \{1, \ldots, K\}} \phi_{obj}^k(S_n) \right],
\]

where \( K \) is the total number of object classes in the dataset.

3.2.2 Object class

The class of the object provides cues about what part classes might be inside it. For example, a part proposal on a dark round patch cannot be confidently classified as a wheel based solely on its appearance (fig. 1). If the corresponding supporting object proposal is a car, the evidence towards it being a wheel grows considerably. On the other hand, if the supporting proposal is a dog, the patch should be confidently classified as not a wheel.

Concretely, we process convolutional features pooled from the supporting object proposal through three FC layers (fig. 2). The third layer performs object classification and outputs scores for each object class, including a generic background class. These scores can be seen as object semantic features, which complement part appearance.

3.2.3 Object appearance

The appearance of the object might bring even more detailed information about what part classes it might contain. For example, the side view of a car indicates that we can expect to find wheels, but not a licence plate. We model
object appearance by processing the convolutional features of the supporting proposal through two FC connected layers (fig. 2). These type of features have been shown to successfully capture the appearance of objects [48, 49].

3.3. Adding relative location

In this section, we add another type of information that could be highly beneficial: the relative location of the part with respect to the object. Parts appear in very distinct and characteristic relative locations and sizes within the objects. Fig. 4a shows examples of prior relative location distributions for some part classes as heatmaps. These are produced by accumulating all part ground-truth bounding-boxes from the training set, in the normalized coordinate frame of the bounding-box of their object. Moreover, this part location distribution can be sharper if we condition it on the object appearance, especially its viewpoint. For example, the car-wheel distribution on profile views of cars will only have two modes (fig. 4b bottom) instead of the three shown in fig. 4a.

We incorporate this cue into our model by scoring each part proposal using its relative location with respect to the object. This indicates the probability that a proposal belongs to a certain part class, based purely on its location (it does not depend on part appearance).

Our relative location model is specific to each part class within each object class (e.g. a model for car-wheel, another for cat-tail). Below we explain the model for one particular object and part class. Given a proposal $o$ of that object class, our model suggests a set of windows $\Lambda(o) = \{w_i\}_{i=1}^{L}$ inside $o$ where instances of that part class are likely to be. Naturally, these windows will also depend on the appearance of $o$. For example, given a car profile view, our model suggests square windows on the lower corners as likely to contain wheels (fig. 4b top). Instead, an oblique view of a car will also suggest wheels towards the lower central region, as well as a more elongated aspect ratio for the wheels on the side (fig. 4b bottom).

Let $O$ be a set of object detections for a particular image, i.e. object proposals with high score after being processed through non-maxima suppression [25]. We produce them automatically using standard Fast R-CNN [16]. Let $\phi_{obj}(o)$ be the score of detection $o \in O$ for the considered object class. We compute the relative location score $\phi_{rl}(p)$ for part proposal $p$ using its overlap with all suggested windows $\Lambda(o)$. Formally:

$$\phi_{rl}(p) = \max_{w_i \in \Lambda(o), o \in O} \left( \text{IoU}(p, w_i) \cdot \xi_i \cdot \phi_{obj}(o) \right),$$  

where we use Intersection-over-Union (IoU) to measure overlap. Here, $\xi_i$ is a confidence weight associated to each individual window $w_i$, and $\phi_{obj}(o)$ weights how much all windows $\Lambda(o)$ suggested by detection $o$ should be trusted. Consequently, detections with higher score provide stronger cues through more suggested windows. Fig. 5 shows an example, where we show only one car detection for clarity.

Below we explain two alternative ways to generate the suggested windows $w_i$ and their confidence $\xi_i$. The first uses nearest-neighbors (sec. 3.3.1), whereas the second uses a new CNN architecture we dub Offset Net (sec. 3.3.2).

3.3.1 Nearest-neighbors (NN)

Parts of similar-looking objects tend to occupy similar relative locations within them. We exploit this phenomenon: given an object detection $o$ in a test image, we retrieve part ground-truth bounding-boxes of objects similar to it in the training set and warp them into the coordinate frame of $o$. Ideally, these suggested windows will cover part instances on the test object.

Training database. For each object and part class combination, we create a database of pairs $\{(\psi(o_n), \Delta v_n)\}_{n=1}^{N}$ from the training set. Here, $\psi(o_n)$ represents the appearance of object proposal $o_n$. Concretely, we use L2-normalized CNN features. Some works [48, 49] have used FC features to represent appearance for clustering purposes, as they are more robust to pose than convolutional features. However, we prefer using features from the last convolutional layer, as we are interested in preserving the internal spatial structure of the object. The second element $\Delta v_n$ is an offset: a 4D vector that maps object proposal $o_n$ to a part ground-truth bounding-box inside it. If $o_n$ contains multiple instances of the part inside (e.g. two wheels in a car), $\Delta v_n$ represents a set of vectors instead, one per part instance.

Testing. At test time, given a query object detection $o$, our method retrieves its $L$ nearest-neighbors from the training database and their set of offset vectors $\{\Delta v_n\}_{n=1}^{L}$. Note that the total number of vectors might be greater than $L$, as one
Figure 5. Example of scoring part proposals based on relative location. Part class: car-wheel. Each object detection suggests windows likely to contain car-wheel within it. We score part proposals by computing their max IoU with any suggested window, and weighting them by confidence and object detection score. The top scored proposals, shown here as an example, nicely cover part instances. The suggested windows can be provided by nearest-neighbors (sec. 3.3.1), as in here, or by Offset Net (sec. 3.3.2).

Δvᵢ could comprise several vectors. We then obtain the set of suggested windows at test time by applying the retrieved vectors to o: Λ(o) = {o + Δvᵢ}ᵢ∈一二. When |Δvᵢ| > 1, the offset operator + is applied multiple times to o, resulting in |Δvᵢ| windows. The suggested windows Λ(o) cover likely locations for the part class, given the appearance of object o in the test image (fig. 5). In the nearest-neighbor case, all confidence weights ξ in (2) are set to 1.

3.3.2 Offset Net

Using nearest-neighbors has two main drawbacks. First, it is cumbersome since we need to store the database of training objects and part bounding-boxes. Second, it is slow since at test time we have to compute many distances to retrieve the nearest-neighbors of detection o.

We propose here a more elegant and faster approach: generate suggested windows Λ(o) using a special kind of CNN, which we dub Offset Net (see fig. 2, Relative location branch). Offset Net directly learns to regress from the appearance of o to the relative location of a part class within it (i.e. learns to produce the offset that needs to be applied to o to generate Λ(o)). Nearest-neighbor instead mimics this effect by copying offset vectors from similar objects in the training set. Intuitively, a CNN is a good framework to learn this regressor, as the activation maps of the network contain localized information about the parts of the object [50, 51].

Model. Formally, the input to Offset Net is the test image and the set of object detections O. For each detection o ∈ O, the network outputs a set of 4D offset vectors Δv for each part class. It can contain multiple vectors as some objects have multiple instances of the same part in them (e.g. cars with multiple wheels).

Offset Net generates each offset vector in Δv through a regression layer. The nearest-neighbor handled the case |Δv| > 1 automatically by storing multiple vectors per object instance of the training set. To enable Offset Net to output multiple vectors we build multiple parallel regression layers. We set the number of parallel layers to the number of modes of the prior distribution for each part class (fig. 4). For example, the prior car-wheel has three modes, leading to three offset regression layers in Offset Net (fig. 2). On the other hand, Offset Net only has one regression layer for person-head, as its prior distribution is unimodal.

In some cases, however, not all modes are active for a particular object instance (e.g. profile views of cars only have two active modes out of the three, fig. 4b). For this reason, each regression layer in Offset Net has a sibling layer that predicts the presence of that mode in the input detection o, and outputs a presence score ρ. This way, even if the network outputs multiple offset vectors, only those with a high presence score will be taken into account. This construction effectively enables Offset Net to produce a variable number of output offset vectors, depending on the input o.

Training. We train the offset regression layers using a smooth-L1 loss, as in the bounding-box regression of Fast R-CNN [16]. We train the presence score layer using a logistic log loss: 

\[ L(x, c) = \log(1 + e^{-cx}) \]

where x is the score produced by the network, and c is a binary label indicating whether the current mode is present (c = +1) or not (c = −1). We generate c using annotated ground-truth bounding-boxes (sec. 4). This loss implicitly normalizes score x using the sigmoid function. After training, we add a sigmoid layer to explicitly normalize the output presence score: ρ = 1/(1 + e⁻cx) ∈ [0, 1].

Testing. At test time, given an input detection o, Offset Net generates M pairs \{(δvᵢ, ρᵢ)\}_i=1^M of offset vectors δvᵢ ∈ Δv and presence scores ρᵢ for each part class, where M is the number of modes in the prior distribution. We apply the offset vectors δvᵢ to o, producing a set of suggested windows Λ(o) = \{o + δvᵢ\}_i=1^M = \{wᵢ\}_i=1^M. Therefore, suggested windows more likely to be present have a higher confidence. We then compute the relative location score φᵢ(ρ) with eq. (2), using the presence scores ρᵢ as confidence weights: ξᵢ = ρᵢ.

Fig. 6 shows examples of windows suggested by Offset Net, along with their presence score and a heatmap generated by scoring part proposals using eq. (2). We can see how the suggested windows cover very likely areas for part instances on the input objects, and how the presence scores are crucial to decide which windows should be relied on.
Figure 6. **Offset Net results.** Examples of windows suggested by Offset Net (green) for different part classes, given the input object detections (red). We also show the heatmap generated by scoring all part proposals, showing how highly scored proposals occupy areas likely to contain part instances. The presence scores clearly indicate which suggested windows should be relied on (e.g. the second head of the bird and the middle wheel of the van have very low scores and are discounted in ϕ(e)).

### 3.4. Cue combination

We have presented multiple cues that can help part detection. These cues are complementary, so our model needs to effectively combine them.

We concatenate the output of the part appearance, object class and object appearance branches and pass them on to a part classification layer that combines them and produces initial part classification scores (purple in fig. 2). Therefore, we effectively integrate object context into the network, resulting in the automatic learning of object-aware part representations. We argue that this type of context integration has greater potential than just a post-processing step [1, 6].

The relative location branch, however, is special as its features have a different nature and much lower dimensionality (4 vs 4096). To facilitate learning, instead of directly concatenating them, this branch operates independently of the others and computes its own part scores. Therefore, we linearly combine the initial part classification scores with those delivered by the relative location branch (big + in fig. 2). For some part classes, the relative location might not be very indicative due to high variance in the training samples (e.g. cat-nose). In some other cases, relative location can be a great cue (e.g. the position of cow-torso is very stable across all its instances). For this reason, we learn a separate linear combination for each part class. We do this by maximizing part detection performance on the training set, using grid search on the mixing weight in the [0, 1] range. We define the measure of performance in sec. 5.

### 4. Implementation details

#### Proposals.

Object proposals [46, 52, 53] are designed to cover whole objects, and might fail to acknowledge separations between parts lacking changes in texture or color, such as the wing and the torso of a bird. To alleviate this issue, we changed the standard settings of Selective Search [46], by decreasing the minimum box size to 10. This results in ad-equate proposals even for parts: reaching 71.4% recall with around 3000 proposals (IoU > 0.5). For objects, we keep the standard Selective Search settings (minimum box size 20), resulting in around 2000 proposals.

**Training the part detection network.** Our networks are pre-trained for image classification on ILSVRC12 [54] and fine-tuned on PASCAL-Part [5] for part detection, or on PASCAL VOC 2010 [55] for object detection, using MatConvNet [56]. Fine-tuning for object detection follows the Fast R-CNN procedure [16]. For the part detection fine-tuning we changed the following settings. Positive samples for parts overlap any part ground-truth > 0.6 IoU, whereas negative samples overlap < 0.3. We trained for 16 epochs, with learning rate $10^{-3}$ for the first 12 and $10^{-4}$ for the remaining 4. The object detection layers used in the object class branch and in the supporting proposal selection are trained for the standard Fast R-CNN object detection loss. The layers in the object appearance branch are jointly trained with the part detection network to provide a tailored object appearance representation for the part detection task.

**Training Offset Net.** We need object samples and part samples to train Offset Net. Our object samples are all object ground-truth bounding-boxes and object proposals with IoU ≥ 0.7 in the training set. Our part samples are only part ground-truth bounding-boxes. We split the horizontal axis in $M$ regions, where $M$ is the number of modes in the part class prior relative location distribution. We assign each part ground-truth bounding-box in the object to the closest mode. If a mode has more than one part bounding-box assigned, we pick one at random. All layers except the top ones are initialized with a Fast R-CNN network trained for object detection. Similarly to the other networks, we train it for 16 epochs, but with learning rates $10^{-4}$ and $10^{-5}$. For clarity, in fig. 2 we use the same convolutional features for all branches. In practice, Offset Net uses its own convolutional layers, as they also are fine-tuned for its task.

Upon acceptance, we will release our code and models.

### 5. Results

#### 5.1. Validation of our model

**Dataset.** We present results on PASCAL-Part [5], which has pixel-wise part annotations for the images of PASCAL VOC 2010 [55]. For our experiments we fit a bounding-box to each part segmentation mask. We pre-process the set of part classes as follows. We discard additional information on semantic part annotations, such as ‘front’ or ‘left’ (e.g. both “car wheel front left” and “car wheel back right” become car-wheel). We merge continuous subdivisions of the same semantic part (“horse lower leg” and “horse upper leg” become horse-leg). Finally, we discard tiny parts, with average width and height over the training set ≤ 15 pixels (e.g. “bird eye”), and rare parts that appear < 10 times (e.g. “bicycle headlight”). After this pre-processing, we obtain...
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**Performance measure.** Just before measuring performance we remove duplicate detections using non-maxima suppression [25]. We measure part detection performance using Average Precision (AP), following the PASCAL VOC protocol [55]. We consider a part detection to be correct if its IoU with a ground-truth part bounding-box is > 0.5.

**Baseline results.** As base network in all models we use AlexNet [47], unless stated otherwise (convolutional layers on the leftmost column of fig. 2). Tab. 1 presents part detection results. The baseline model achieves only 22.1 mAP without bounding-box regression (sec 3.1). As a reference, the same model, when trained and evaluated for object class detection, achieves 48.5 mAP on PASCAL VOC 2010 [55], which contains the same object classes as PASCAL-Part. This massive difference in performance demonstrates the inherent difficulty of the part detection task.

**Adding object appearance and class.** By adding object appearance (sec. 3.2.3), performance increases by +3 mAP, which is a significant improvement. Adding object class (sec. 3.2.2) also helps, albeit less so (+0.9 mAP). This indicates that the appearance of the object contains extra knowledge relevant for part discrimination (e.g. viewpoint), which the object class alone cannot provide. Furthermore, the combination of both types gives a small additional boost (+0.6 mAP compared to using only object appearance). Although in principle object appearance subsumes its class, having a more explicit and concise characterization of the class is beneficial for part discrimination.

**Adding relative location.** Our relative location models (sec. 3.3) also bring improvements. To better understand the effects of our design choices, we evaluate various ablated versions of our models. We start with All-NN, a version of our nearest-neighbor approach (sec. 3.3.1) that uses all training instances, instead of only the ones most similar to the test object. This is essentially a location prior, independent of the object appearance (fig. 4a). All-NN already brings +1.4 mAP improvement, showing that location priors can indeed be helpful. Now we set \( L = 5 \), effectively conditioning on object appearance. The 5-NN model brings a larger improvement (+1.8 mAP), demonstrating the role of object appearance in modulating the relative location cue.

We present results for two versions of our Offset Net model (sec. 3.3.2). In the first one, we fix the number of modes \( M \) to just 1 for all part classes, regardless of the complexity of the prior distribution. In this simplistic setting, Offset Net already surpasses the 5-NN approach, and outperforms the baseline by +2.2 mAP. This indicates that even with only 1 suggested window, Offset Net provides a strong relative location cue. When setting \( M \) based on the prior distribution as explained in sec. 3.3.2, the improvement further rises to +2.6 mAP.

Both our relative location models capture the spirit of this work and help part discrimination. Given Offset Net offers better performance, higher computational efficiency and lower memory footprint than nearest-neighbors, it is our method of choice for our final model.

**Combining cues.** Finally, we now combine all our cues as in sec. 3.4 (always using also part appearance). First, we combine each of our relative location models with object appearance. Both combinations are beneficial and surpass each cue alone. In this setting, Offset Net still brings higher improvements than 5-NN.

Our best model (full) combines all cues and achieves +5.3 mAP over the baseline. We regard this as a substantial improvement, especially considering the high difficulty of the task, as demonstrated by the rather low baseline performance. This result shows that all cues we propose are indeed complementary to part appearance and to each other; when combined, all contribute to the final performance.

We also tested the baseline and our model using bounding-box regression (bbox-reg in tab. 1). This is beneficial in all cases. Importantly, the improvement brought by our full model over the baseline (+5 mAP) is similar to the one without bounding-box regression (+5.3 mAP).

**Example detections.** Fig. 7 shows some part detection examples for both the baseline and our full model (without bounding-box regression). In general, our model localizes parts more accurately, fitting the part extent more tightly (fig. 7a,7e). Moreover, it also finds some part instances missed by the baseline (fig. 7b, 7c). Our method uses object detections automatically produced by Fast R-CNN [16]. When these are inaccurate, our model can sometimes produce worse part detections than the baseline (fig. 7f).

**Runtime.** We report runtimes on a Titan X GPU. The baseline takes 4.3s/im, our model 7.1s/im. Note how we also output object detections, which the baseline does not.

| Model                      | Obj. App | Obj. Cls | Rel Loc | mAP |
|----------------------------|----------|----------|---------|-----|
| Baseline [55]              |          |          |         | 22.1|
| Obj. appearance            | ✓        |          |         | 25.1|
| Obj. class                 |          | ✓        |         | 23.0|
| Obj. app + cls             | ✓        | ✓        |         | 25.7|
| All-NN (no app)            |          |          | ✓       | 23.5|
| 5-NN                      |          |          | ✓       | 23.9|
| Offset Net \( (M = 1) \)  |          |          | ✓       | 24.3|
| Offset Net                 |          |          | ✓       | 24.7|
| Obj. app + 5-NN            | ✓        |          | ✓       | 26.2|
| Obj. app + Offset Net      | ✓        |          | ✓       | 26.8|
| Full (Obj. app + cls + Offset Net) | ✓  | ✓ | ✓ | 27.4|
| Baseline [16] (bbox-reg)   |          |          | ✓       | 24.5|
| Full (bbox-reg)            |          |          | ✓       | 20.5|
| Baseline [16] (VGG16, bbox-reg) |      |       | ✓ | 35.8|
| Full (VGG16, bbox-reg)     |          |          | ✓       | 40.1|

Table 1. Part detection results on PASCAL-Part. All rows except the last two use AlexNet. The baseline model uses only part appearance. All other models include it too.
Results for VGG16. We present results for the deeper VGG16 network [57]. The relative performance of our model and the baseline is analogous to the AlexNet case, but with much higher mAP values. The baseline achieves 35.8 mAP with bounding-box regression. Our full model achieves 40.1 mAP, which is a substantial improvement of magnitude comparable to the AlexNet case (+4.3 mAP).

5.2. Comparison to other methods

We compare here our full (bbox-reg) model (tab. 1) to several prior works on detecting parts up to a bounding-box [1, 5, 11]. We use AlexNet, which is equivalent to the networks used in [1, 3, 11]. Tab. 2 summarizes all results.

Chen et al. [5]. We compare to [5] following their protocol (sec. 4.3.3 of [5]). They evaluate on 3 parts (head, body, and legs) of the 6 animal classes of PASCAL-Part, using Percentage of Correctly estimated Parts as measure (PCP). They also need an extra measure called Percentage of Objects with Part estimated (POP), as they compute PCP only over object instances for which their system outputs a detection. Additionally, they use ground-truth object bounding-boxes at test time. More precisely, for each ground-truth box, they retain the best overlapping object detection, and evaluate part detection only within it. As table 2 shows, we outperform [5] on PCP, and our POP is substantially better, demonstrating the higher recall reached by our method. We note how [5] only report results in this easier setting, whereas we report results in a fully automatic setting without using any ground-truth at test time (sec. 5.1).

Fine-grained [1–3]. These fine-grained recognition works report part detection results on the CUB200-2011 [17] bird dataset for the head and body. They all evaluate using PCP and including object ground-truth bounding-boxes at test time. Our model outperforms [1, 2] by a large margin and is comparable to [3]. Only [1] report results without using object ground-truth at test time. In this setting, our method performs almost as well as with object ground-truth at test time, achieving a very remarkable improvement (+25.8 PCP) compared to [1]. Furthermore, we note that CUB200-2011 is an easier dataset than PASCAL-Part, with typically just one, large, fully visible bird instance per image.

Gkioxari et al. [11]. This action and attribute recognition work reports detection results on three person parts (head, torso, legs) on PASCAL VOC 2009 images (tab. 1 in [11]). As these do not have part ground-truth bounding-boxes, they construct them by grouping the keypoint annotations of [58] (sec. 3.2.2 of [11]). For an exact comparison, we train and test our full model using their keypoint-derived bounding-boxes and use their evaluation measure (AP at various IoU thresholds). We also report (in parenthesis) results using the standard part ground-truth bounding-boxes of PASCAL-Part during both training and testing (as PASCAL VOC 2009 is a subset of PASCAL-Part). We outperform [11] using their bounding-boxes, and obtain even better results using the standard bounding-boxes of PASCAL-Part. Moreover, we note how their part detectors have been trained with much more expensive annotations (on average 4 keypoints per part, instead of one bounding-box).

6. Conclusion

We presented a semantic part detection model that detects parts in the context of their objects. Our model includes several types of object information. We incorporate object class and appearance as indicators of what parts lie inside. We also model relative location information conditioned on the object appearance. All these complementary cues are effectively combined, achieving more accurate part detections. Our model leads to a substantially better performance than detecting parts based only on their local appearance, improving by +5 mAP on the baseline model on the
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