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Abstract

We follow up on our previous work \cite{21} where we have studied a multiscale finite element (MsFEM) type method in the vein of the classical Crouzeix-Raviart finite element method that is specifically adapted for highly oscillatory elliptic problems. We adapt the approach to address here a multiscale problem on a perforated domain. An additional ingredient of our approach is the enrichment of the multiscale finite element space using bubble functions. We first establish a theoretical error estimate. We next show that, on the problem we consider, the approach we propose outperforms all dedicated existing variants of MsFEM we are aware of.
1 Introduction

1.1 Generalities

We consider a bounded domain $\Omega \subset \mathbb{R}^d$ and a set $B_\varepsilon$ of perforations within this domain. The perforations are supposedly small and in extremely large a number. The parameter $\varepsilon$ stands here for a typical distance between the perforations. We denote by $\Omega_\varepsilon = \Omega \setminus \overline{B_\varepsilon}$ the perforated domain (see Figure 1). We then consider the following problem: find $u : \Omega_\varepsilon \rightarrow \mathbb{R}$, solution of

$$-\Delta u = f \quad \text{in } \Omega_\varepsilon, \quad u = 0 \quad \text{on } \partial \Omega_\varepsilon,$$

where $f : \Omega \rightarrow \mathbb{R}$ is a given function, assumed sufficiently regular on $\Omega$. It is important to note that the homogeneous Dirichlet boundary condition on $\partial \Omega_\varepsilon$ (and hence on the boundary $\Omega \cap \partial B_\varepsilon$ of the perforations) is a crucial feature of the problem we consider. Our academic enterprise is motivated by various physically relevant problems, for instance in fluid mechanics, atmospheric modeling, electrostatic devices, ... A different boundary condition, such as a Neumann boundary condition, would lead to completely different theoretical considerations and, eventually, a different numerical approach. The consideration of (1) can also be seen as a step toward the resolution of the Stokes problem on perforated domains. In that latter case, homogeneous Dirichlet boundary conditions on the perforations are typical for many applicative contexts.

Our purpose here is to propose and study a dedicated multiscale finite element method (MsFEM). To this end, we consider the variant of MsFEM
using Crouzeix-Raviart type finite elements [9] which we have employed and studied for a prototypical multiscale elliptic problem in [21] and we adapt the approach for the particular setting under consideration here. The major adaptation we perform (and thus one of the added values with respect to our earlier work [21]) is the addition of bubble functions to the finite element basis set. Let us briefly comment upon the motivation for these two ingredients: Crouzeix-Raviart type finite element on the one hand, and addition of bubble functions on the other hand.

The motivation for using Crouzeix-Raviart type finite elements stems from our wish to devise a numerical approach as accurate as possible for a limited computational workload. In general, it is well known that, for the construction of multiscale finite elements, boundary conditions set on the edges (facets) of mesh elements for the definition of the basis functions play a critical role for the eventual accuracy and efficiency of the approach. Using Crouzeix-Raviart type elements (see [9] for their original introduction) gives a definite flexibility. In short, the continuity of our multiscale finite element basis set functions across the edges of the mesh is enforced only in a weak sense by requiring that the average of the jump vanishes on each edge. This “weak” continuity condition leads to some natural boundary conditions for the multiscale basis functions (see Section 2.1). The nonconforming approximation obtained in this manner proves to be very effective, see [21]. The above issue regarding boundary conditions on the mesh elements is all the more crucial when dealing with perforated computational domains. Indeed, we want the approach we construct to be as insensitive as possible to the possible intersections between element edges and perforations. The long term motivation for this is the wish to address problems where the perforations can be very heterogeneously distributed (think, say, of nonperiodic, or even random arrays of perforations). The ad hoc construction of a mesh that (essentially) avoids intersecting the perforations is then prohibitively difficult.

The second ingredient of our approach is the addition of bubble functions to the finite element space. As illustrated using a simple one-dimensional analysis in Section 1.2 and demonstrated with an extensive set of numerical tests in Section 5 for all MsFEM type approaches we implemented, the addition of bubble functions is definitely beneficial for the overall accuracy of the approach.

The literature on the types of problems and techniques considered here is of course too vast to be recalled here. A quite general review is contained
in our earlier work [21]. We however wish to mention here the references [2, 10] for the general background on MsFEM, and the works [6 7 8 16 17, 22] specifically addressing problems on perforated domains, either from a theoretical or a numerical standpoint.

The outline of our article is as follows. As already briefly mentioned, the rest of this introduction, namely Section 1.2, is devoted to the study of a simple one-dimensional situation. From Section 2 on, we work in two dimensions throughout the article, both for the analysis and for the numerical tests of the final section. We however emphasize that, of course, the approach can be applied to the three-dimensional context and that, most likely, the theoretical analysis we provide here can also be extended to the three dimensional case (Note that our analysis in [21] was performed in both the two and three dimensional settings). We will not proceed in this direction here. In addition and for simplicity, we assume that \( \Omega \) is a polygonal domain. Section 2 presents our finite element approach and the main result of numerical analysis (Theorem 4) we are able to prove, under restrictive assumptions made precise below (in particular, periodicity of the perforations is assumed, although, in practice, the approach is not restricted to this setting). Section 3 prepares the ground for the proof of this main result, performed in Section 4. Our final Section 5 then presents a comprehensive set of numerical experiments. When using our MsFEM approach on a perforated domain, there are essentially three “parameters”: (i) the boundary conditions imposed to define the MsFEM basis functions, (ii) the addition, or not, of bubble functions and (iii) the possible intersections of the perforations with the edges (facets) of mesh elements. Assessing the validity of our approach requires to compare it with the other existing approaches for all possible combinations of the above three “parameters”. This is what we complete in Section 5. Our tests demonstrate that the combination of Crouzeix-Raviart type finite elements and bubble functions allows to outperform all the other existing approaches on the problem considered here in a way that is essentially insensitive to intersections of the mesh with the perforations.

1.2 A one-dimensional situation

In order to illustrate the specificity of multiscale perforated problems, and to already discover some interesting features, we first consider an academic one-dimensional setting. Consider the one-dimensional version of the boundary
value problem (1) for $\Omega = (0, L)$, $B_\varepsilon$ the set of segments $B_\varepsilon = \bigcup_{j=1}^J (a_j, b_j)$ with $0 < a_1 < b_1 < a_2 < b_2 < \cdots < L$. We suppose that the gaps between the perforations are of length at most $\varepsilon$, that is $a_1 \leq \varepsilon$, $a_2 - b_1 \leq \varepsilon$, $a_3 - b_2 \leq \varepsilon$, $\ldots$, $L - b_J \leq \varepsilon$. Other than that, we do not put any assumption on the geometry of these one-dimensional perforations. Note that in particular (and in contrast to the analysis we perform later on in this article) we do not assume any periodicity of the perforations. The weak form of our problem then reads: find $u \in H^1_0(\Omega_\varepsilon)$ such that

$$\forall v \in H^1_0(\Omega_\varepsilon), \quad a(u, v) = \int_{\Omega_\varepsilon} fv,$$

where, we recall, $\Omega_\varepsilon = \Omega \setminus B_\varepsilon$ denotes the perforated domain and where

$$a(u, v) = \int_{\Omega_\varepsilon} u' v'.$$

We now divide $\Omega$ into $N$ segments $K_i = [x_{i-1}, x_i]$, $i = 1, \ldots, N$, by the nodes $0 = x_0 < x_1 < \cdots < x_N = L$, define the mesh size $H = \max |x_i - x_{i-1}|$, and consider the multiscale finite element space adapted to the perforated domain

$$V_H = \left\{ u_H \in C^0(\Omega) \text{ such that } u_H = 0 \text{ on } B_\varepsilon \cup \partial \Omega \text{ and } u''_H = C_i \text{ in } K_i \cap \Omega_\varepsilon, i = 1, \ldots, N, \text{ for some constants } C_i \right\}.$$

Note that the domain $K_i \cap \Omega_\varepsilon$ may be not connected. We nevertheless assume that $u''_H$ is equal to the same constant $C_i$ on all the connected components of $K_i \cap \Omega_\varepsilon$.

**Remark 1.** In the one-dimensional setting, the Crouzeix-Raviart type boundary condition that we consider in this work simply amounts to a continuity condition at the mesh nodes. This is why we require that $u_H \in C^0(\Omega)$ in the above definition of $V_H$. This observation holds for many variants of MsFEM, including the oversampling variant, which, alike the Crouzeix-Raviart variant we introduce here, uses non-conforming finite elements. In this respect, the one-dimensional setting is not typical.

The Galerkin approximation of the solution to problem (2) is then introduced as the solution $u_H \in V_H$ to

$$\forall v_H \in V_H, \quad a(u_H, v_H) = \int_{\Omega_\varepsilon} fv_H.$$

(3)
Readers familiar with the MsFEM approach will notice that $V_H$ contains more functions than the usual MsFEM basis set, which would consist here in taking $u''_H = 0$ (rather than an arbitrary constant $C_i$) on $K_i \cap \Omega_\varepsilon$.

A convenient generating family for the space $V_H$ may be constructed as follows. First we associate a function $\Phi_i$ to any internal node $x_i$ by solving

$\text{supp } \Phi_i \subset (x_{i-1}, x_{i+1})$,
$\Phi_i'' = 0$ in $(x_{i-1}, x_i) \cap \Omega_\varepsilon$ and in $(x_i, x_{i+1}) \cap \Omega_\varepsilon$,
$\Phi_i = 0$ in $B_\varepsilon$,
$\Phi_i(x_i) = 1$ if $x_i \in \Omega_\varepsilon$ or $0$ otherwise.

Note that this construction yields $\Phi_i \equiv 0$ if the node $x_i$ lies inside a perforation (see Fig. 2). Second, we associate a function $\Psi_i$ to any segment $K_i = [x_{i-1}, x_i]$ by solving (see Fig. 3)

$\text{supp } \Psi_i \subset (x_{i-1}, x_i)$,
$-\Psi_i'' = 1$ in $K_i \cap \Omega_\varepsilon$,
$\Psi_i = 0$ in $B_\varepsilon$.

The functions $\Phi_i$ ($1 \leq i \leq N-1$) and $\Psi_j$ ($1 \leq j \leq N$) are linearly independent (except for the trivial case when $\Phi_i \equiv 0$), and we obviously have

$\text{span } \{\Phi_1, \ldots, \Phi_{N-1}, \Psi_1, \ldots, \Psi_N\} \subset V_H$.

In turn, any $u \in V_H$ can be written $u = \sum_{j=1}^{N} C_j \Psi_j + \sum_{i=1}^{N-1} u(x_i) \Phi_i$. We thus have

$V_H = \text{span } \{\Phi_1, \ldots, \Phi_{N-1}, \Psi_1, \ldots, \Psi_N\}$,

which implies that the space $V_H$ is of dimension at most $2N - 1$.

**Figure 2:** Basis function $\Phi_i$ (Solid line: domain $\Omega_\varepsilon$; dashed line: perforations $B_\varepsilon$). Left: case when $x_i \in \Omega_\varepsilon$. Right: case when $x_i \notin \Omega_\varepsilon$, for which $\Phi_i \equiv 0$. 
Figure 3: Basis function $\Psi_i$ (Solid line: domain $\Omega_\epsilon$; dashed line: perforations $B_\epsilon$). Left: case when $x_i \in \Omega_\epsilon$. Right: case when $x_i \notin \Omega_\epsilon$. In both cases, $\Psi_i \neq 0$.

It is interesting to note that the functions $\Psi_i$, which act as bubble functions, are necessary to generate an efficient approximation space. The reason is evident in the one-dimensional situation, since, in the absence of such a bubble (or of a basis function playing a similar role), there is no way to recover a good approximation quality between two consecutive perforations if no node is actually present there. The numerical solution would systematically vanish in such a region (see Fig. 2, right part). In higher dimensions, the phenomenon is less acute (since perforations, unless of a particular shape, cannot isolate regions of the space from the neighborhood) but it is still, to some extent, relevant. We will observe the definite added value of bubble functions in our numerical tests of Section 5.

We then have the following (simple) numerical analysis result.

**Theorem 2.** Assume that the right-hand side $f$ in (2) satisfies $f \in H^1(\Omega)$. Then the Galerkin solution $u_H$ of (3) satisfies the error estimate

$$|u - u_H|_{H^1(\Omega_\epsilon)} \leq C\epsilon H \|f\|_{L^2(\Omega)},$$

(4)

where $|\cdot|_{H^1(\Omega_\epsilon)}$ is the energy norm associated to the bilinear form $a$:

$$\forall v \in H^1(\Omega_\epsilon), \quad |v|_{H^1(\Omega_\epsilon)} := \sqrt{a(v, v)} = \sqrt{\int_{\Omega_\epsilon} (v')^2}.$$

The factor $\epsilon$ in the right-hand side of (4) needs to be understood as follows. It turns out that, for the category of problems (1) we consider, the exact solution $u$ (and thus, correspondingly, its numerical approximation $u_H$)
is of size $\varepsilon$ in $H^1$ norm for $\varepsilon$ small, as is proved by homogenization theory and will be recalled—for the periodic setting— in Section 3.1 below (see (18) and (21)). Once this scale factor is accounted for, the estimate (1) shows that the numerical approach is first order accurate in the mesh size $H$, with a prefactor $C \|f''\|_{L^2(\Omega)}$ that is independent of the size $\varepsilon$ of the geometric oscillations.

Proof. We see from (2) and (3) that

$$\forall v_H \in V_H, \quad a(u - u_H, v_H) = 0.$$ 

Consequently, $u_H$ is the orthogonal projection of $u$ on $V_H$, where by orthogonality we mean orthogonality for the scalar product defined by the bilinear form $a$. We therefore have

$$|u - u_H|_{H^1(\Omega_\varepsilon)} = \inf_{v_H \in V_H} |u - v_H|_{H^1(\Omega_\varepsilon)}. \quad (5)$$

Proving (4) therefore amounts to proving the inequality for at least one function $v_H \in V_H$. We take $v_H \in V_H$ such that $v_H(x_i) = u(x_i)$, $i = 0, 1, \ldots, N$, and $-v_H'' = \Pi_H f$ on each $K_i \cap \Omega_\varepsilon$, where $\Pi_H f$ is the $L^2$-orthogonal projection of $f$ on the space of piecewise constant functions. Consider then the interpolation error $e = u - v_H$. We remark that

$$\begin{cases} -e'' = f - \Pi_H f & \text{on each } (x_{j-1}, x_j) \cap \Omega_\varepsilon, \quad 1 \leq j \leq N; \\ e(x_j) = 0, & \text{for } j = 0, \ldots, N. \end{cases}$$

Denoting by $b_0 = 0$ and $a_{J+1} = L$, we have

$$|e|_{H^1(\Omega_\varepsilon)}^2 = \int_{\Omega_\varepsilon} |e'|^2 = \sum_{j=0}^{J} \int_{b_j}^{a_{j+1}} |e'|^2 = -\sum_{j=0}^{J} \int_{b_j}^{a_{j+1}} e'' e$$

$$= \sum_{j=0}^{J} \int_{b_j}^{a_{j+1}} (f - \Pi_H f) e. \quad (6)$$

Note that the integration by parts here does not give rise to any boundary or jump terms because $e$ vanishes at all the points $a_j, b_j$ and also at the grid points $x_i$ where $e'$ is discontinuous. We now apply the Cauchy-Schwarz and Poincaré inequalities on each segment $(b_j, a_{j+1})$ and note that the constant in the latter inequality scales as the length of the segment, that is at most $\varepsilon$. 
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(this fact is obvious in dimension $d = 1$; see (23) and Appendix A.1 below for a general argument). We thus deduce from (6) that

$$\|e\|_{H^1(\Omega_\varepsilon)}^2 \leq \sum_{j=0}^{J} \|f - \Pi_H f\|_{L^2(b_j,a_{j+1})} \|e\|_{L^2(b_j,a_{j+1})}$$

$$\leq C\varepsilon \sum_{j=0}^{J} \|f - \Pi_H f\|_{L^2(b_j,a_{j+1})} |e|_{H^1(b_j,a_{j+1})}$$

$$\leq C\varepsilon \|f - \Pi_H f\|_{L^2(\Omega_\varepsilon)} |e|_{H^1(\Omega_\varepsilon)}.$$

Factoring out $|e|_{H^1(\Omega_\varepsilon)}$, and using a standard finite element approximation estimate of $f - \Pi_H f$, we deduce that

$$|u - v_H|_{H^1(\Omega_\varepsilon)} = |e|_{H^1(\Omega_\varepsilon)} \leq C\varepsilon \|f - \Pi_H f\|_{L^2(\Omega)} \leq C\varepsilon H \|f'\|_{L^2(\Omega)}.$$

Collecting this bound with (5), we obtain (4). \qed

2 Presentation of our MsFEM approach in the 2D setting

2.1 MsFEM à la Crouzeix-Raviart with bubble functions

As mentioned in the introduction, we assume henceforth that the ambient dimension is $d = 2$ and that $\Omega$ is a polygonal domain. We define a mesh $T_H$ on $\Omega$, i.e. a decomposition of $\Omega$ into polygons each of diameter at most $H$, and denote $E_H$ the set of all the internal edges of $T_H$. Note that we mesh $\Omega$ and not the perforated domain $\Omega_\varepsilon$. This allows us to use coarse elements (independently of the fine scale present in the geometry of $\Omega_\varepsilon$), and leaves us with a lot of flexibility. The mesh does not have to be consistent with the perforations $B_\varepsilon$. Some nodes may be in $B_\varepsilon$, and likewise some edges may intersect $B_\varepsilon$.

We also assume that the mesh does not have any hanging nodes. Otherwise stated, each internal edge is shared by exactly two elements of the mesh. In addition, $T_H$ is assumed a regular mesh in the following sense: for any mesh element $T \in T_H$, there exists a smooth one-to-one and onto mapping
$K : \overline{T} \to T$ where $\overline{T} \subset \mathbb{R}^d$ is the reference element (a polygon of fixed unit diameter) and $\|\nabla K\|_{L^\infty} \leq CH$, $\|\nabla K^{-1}\|_{L^\infty} \leq CH^{-1}$, $C$ being some universal constant independent of $T$, to which we will refer as the regularity parameter of the mesh. This assumption is used e.g. in the proof of Lemma 9 below. To avoid some technical complications, we also assume that the mapping $K$ corresponding to each $T \in \mathcal{T}_H$ is affine on every edge of $\partial \overline{T}$. Again, this assumption is used e.g. in the proof of Lemma 9. In the following and to fix the ideas, we will have in mind a mesh consisting of triangles, which satisfies the minimum angle condition to ensure the mesh is regular in the sense defined above (see e.g. [4, Section 4.4]). We will repeatedly use the notation and terminology (triangle, ...) of this setting, although the approach carries over to quadrangles.

The idea behind the MsFEM à la Crouzeix-Raviart is to require the continuity of the (here highly oscillatory) finite element functions in the sense of averages on the edges. We have extensively studied this approach in [21]. For the specific setting we address here, we add another feature to the numerical approach. Based in particular on the intuition provided by the one-dimensional case examined in the previous section, we add bubble functions to our discretization space.

**Functional spaces** To construct our MsFEM space, we proceed as in our previous work [21]. We introduce the space

\[
W_H = \left\{ u \in L^2(\Omega) \text{ such that } u_{\mid_T} \in H^1(T) \text{ for any } T \in \mathcal{T}_H, \right. \\
\left. \int_E [[u]] = 0 \text{ for all } E \in \mathcal{E}_H, \quad u = 0 \text{ in } B_{\varepsilon} \text{ and on } \partial \Omega \right\},
\]

where $[[u]]$ denotes the jump of $u$ across an edge. Note that, as is standard, the condition $u = 0$ on $\partial \Omega$ makes sense as $\Omega$ is a polygonal domain and $\partial \Omega$ belongs to the mesh edges. We next introduce the subspace

\[
W_H^0 = \left\{ u \in W_H \text{ such that } \int_E u = 0 \text{ for all } E \in \mathcal{E}_H \right. \\
\left. \text{ and } \int_T u = 0 \text{ for all } T \in \mathcal{T}_H \right\}
\]

of $W_H$ and define the MsFEM space à la Crouzeix-Raviart

\[
V_H = \{ u \in W_H \text{ such that } a_H(u, v) = 0 \text{ for all } v \in W_H^0 \} \tag{7}
\]
as the orthogonal complement of $W^0_H$ in $W_H$, where by orthogonality we mean orthogonality for the scalar product defined by

$$a_H(u,v) := \sum_{T \in T_H} \int_{T \cap \Omega_e} \nabla u \cdot \nabla v.$$

(8)

We use a broken integral in the definition of $a_H$ since $W_H \not\subset H^1(\Omega)$.

**Notation** For any $u \in V_H + H^1_0(\Omega_\varepsilon)$, we denote by

$$|u|_{H^1(\Omega_\varepsilon)} := \sqrt{a_H(u,u)}$$

(9)

the energy norm associated with the form $a_H$.

Likewise, for any $u \in H^1_0(\Omega_\varepsilon)$, we denote by

$$|u|_{H^1(\Omega_\varepsilon)} := \sqrt{\int_{\Omega_\varepsilon} |\nabla u|^2}$$

the $H^1$ semi-norm.

**Strong form and basis functions of $V_H$** Consider any element $T \in T_H$ (the three edges of which are denoted $\Gamma_i$, $1 \leq i \leq 3$). Taking in the definition of $V_H$ a function $v$ that vanishes on $\Omega \setminus T$, we note that any function $u \in V_H$ satisfies

$$\int_{T \cap \Omega_e} \nabla u \cdot \nabla v = 0$$

for all $v \in H^1(T)$ such that $v = 0$ in $B_\varepsilon$, $\int_{\Gamma_i} v = 0$ for all $i$ (if $\Gamma_i \subset \partial \Omega$, the condition $\int_{\Gamma_i} v = 0$ is replaced by $v = 0$ on $\Gamma_i$) and $\int_T v = 0$. This can be rewritten as

$$\int_{T \cap \Omega_e} \nabla u \cdot \nabla v = \lambda_0^T \int_T v + \sum_{i=1}^3 \lambda_i^T \int_{\Gamma_i} v \quad \text{for all } v \in H^1(T) \text{ s.t. } v = 0 \text{ in } B_\varepsilon$$

for some scalar constants $\lambda_j^T$, $0 \leq j \leq 3$ (on purpose, we have made the dependence of these constants explicit with respect to the mesh element $T$).
Hence, the restriction of any $u \in V_H$ to $T$ is in particular a solution to the boundary value problem

$$-\Delta u = \lambda_0^T \text{ in } T \setminus B_\varepsilon, \quad u = 0 \text{ in } T \cap B_\varepsilon, \quad n \cdot \nabla u = \lambda_i^T \text{ on each } \Gamma_i. \quad (10)$$

The flux along each edge interior to $\Omega$ is therefore a constant, the constant being possibly different on the two sides of the edge.

The above observation shows that $V_H$ is a finite dimensional space. We now construct a basis for $V_H$, which consists of functions associated to a particular mesh element or a particular internal edge. Note that no basis function is associated to edges belonging to $\partial \Omega$.

First, for any mesh element $T$ that is not a subset of the perforations $B_\varepsilon$ (i.e. $T \not\subset B_\varepsilon$), we consider the variational problem

$$\inf \left\{ \int_{T \setminus B_\varepsilon} \left[ \frac{1}{2} |\nabla \Psi|^2 - \Psi \right], \Psi \in H^1(T), \Psi = 0 \text{ in } T \cap B_\varepsilon, \int_{\Gamma_i} \Psi = 0 \text{ for each } \Gamma_i \right\}. \quad (11)$$

Using the Poincaré inequality recalled in [21, Lemma 9] and standard analysis arguments, we see that this problem has a unique minimizer. We then introduce the function $\Psi_T \in L^2(\Omega)$ which vanishes in $\Omega \setminus T$ and is equal to this minimizer in $T$. We easily deduce from the optimality condition that $\Psi_T \in V_H$ and satisfies

$$-\Delta \Psi_T = 1 \text{ in } T \setminus B_\varepsilon, \quad \Psi_T = 0 \text{ in } T \cap B_\varepsilon,$$

with, for each edge $\Gamma_i$ of $T$, $\int_{\Gamma_i} \Psi_T = 0$ and $n \cdot \nabla \Psi_T = \lambda_i$ on $\Gamma_i$ for some constant $\lambda_i$.

Second, for any internal edge $E$ that is not a subset of the perforations $B_\varepsilon$, we denote $T^1_E$ and $T^2_E$ the two triangles sharing this edge, set $T_E := T^1_E \cup T^2_E$, and consider the variational problem

$$\inf \left\{ \int_{T^1_E \setminus B_\varepsilon} |\nabla \Phi|^2 + \int_{T^2_E \setminus B_\varepsilon} |\nabla \Phi|^2, \Phi|_{T^1_E} \in H^1(T^1_E), \Phi|_{T^2_E} \in H^1(T^2_E), \Phi = 0 \text{ in } T_E \cap B_\varepsilon, \int_E \Phi = 1, \int_{E'} \Phi = 0 \text{ for any edge } E' \subset \partial T_E \right\}. \quad (12)$$
This set is not empty due to the fact that $E \notin B_\varepsilon$. Again, this problem has a unique minimizer. We introduce the function $\Phi_E \in L^2(\Omega)$ which vanishes in $\Omega \setminus T_E$ and is equal to this minimizer in $T_E$. We easily deduce from the optimality condition that $\Phi_E \in V_H$ and satisfies

$$-\Delta \Phi_E = 0 \text{ in } T_E \setminus B_\varepsilon, \quad -\Delta \Phi_E = 0 \text{ in } T_E \setminus B_\varepsilon, \quad \Phi_E = 0 \text{ in } T \cap B_\varepsilon,$$

with, for each edge $E' \subset \partial T_E$, $\int_{E'} \Phi_E = 0$ and $n \cdot \nabla \Phi_E = \lambda_{E'}$ on $E'$ for some constant $\lambda_{E'}$ and $\int_E \Phi_E = 1$ and $n \cdot \nabla \Phi_E = \lambda_E$ on $E$ for some constant $\lambda_E$ (with an a priori different constant on the two sides of $E$).

For any mesh element $T \subset B_\varepsilon$ (resp. any internal edge $E \subset B_\varepsilon$), we set $\Psi_T \equiv 0$ (resp. $\Phi_E \equiv 0$).

**Remark 3.** In the one-dimensional case, the functions $\Psi_T$ and $\Phi_E$ that we have defined are equal to the basis functions of Section 1.2 (see Figures 2 and 3).

The functions $\Psi_T$ and $\Phi_E$ that we have constructed belong to $V_H$. In addition, $\{\Psi_T\}_{T \in \mathcal{T}_H, \ T \notin B_\varepsilon} \cup \{\Phi_E\}_{E \in \mathcal{E}_H, \ E \notin B_\varepsilon}$ forms a linearly independent family. We have

$$\text{Span } \{\Phi_E, \Psi_T, E \in \mathcal{E}_H, T \in \mathcal{T}_H\} \subset V_H.$$  

Conversely, let $u \in V_H$. We know that $u$ satisfies (10). We introduce

$$v = u - \sum_{T \in \mathcal{T}_H} \lambda_T^0 \Psi_T - \sum_{E \in \mathcal{E}_H} \left[ \int_E u \right] \Phi_E$$

and note that it satisfies, for any $T \in \mathcal{T}_H$,

$$-\Delta v = 0 \text{ in } T \setminus B_\varepsilon, \quad v = 0 \text{ in } T \cap B_\varepsilon,$$

with $\int_E v = 0$ and $n \cdot \nabla v$ is a constant on $E$, for each edge $E \in \mathcal{E}_H$. This implies that $v \equiv 0$, and thus

$$V_H = \text{Span } \{\Phi_E, \Psi_T, E \in \mathcal{E}_H, T \in \mathcal{T}_H\}.$$  

(13)
**Numerical approximation** The MsFEM approximate solution of our problem (1) is defined as the solution \( u_H \in V_H \) to
\[
\forall v_H \in V_H, \quad a_H(u_H, v_H) = \int_{\Omega_\varepsilon} fv_H, \tag{14}
\]
where \( a_H \) is defined by (8).

### 2.2 Main result: an error estimate in the case of periodic perforations

The main theoretical result we obtain in this article addresses the numerical analysis of the approach presented above, in the particular case of periodic perforations in dimension 2, with a sufficient regularity (made precise in the statement of the theorem below) of the right-hand side \( f \) of (1).

**Theorem 4.** Let \( u \) be the solution to (1) for \( d = 2 \), with periodic perforations and with \( f \in H^2(\Omega) \). We assume that, loosely speaking, the slopes of the mesh edges are rational numbers. More precisely, we assume that the equation of any internal edge \( E \) of the mesh writes \( x_2 = \frac{p_E}{q_E} x_1 + c_E \) for some \( c_E \in \mathbb{R} \), some \( p_E \in \mathbb{Z} \) and \( q_E \in \mathbb{N}^* \) that are coprime, with
\[
|q_E| \leq C \tag{15}
\]
for a constant \( C \) independent of the edge considered in the mesh and of the mesh size \( H \).

Then the MsFEM approximation \( u_H \), solution to (14), satisfies
\[
|u - u_H|_{H^1(\Omega_\varepsilon)} \leq C \varepsilon \left( \sqrt{\varepsilon} + H + \sqrt{\frac{\varepsilon}{H}} \right) \| f \|_{H^2(\Omega)}, \tag{16}
\]
for some universal constant \( C \) independent from \( H, \varepsilon \) and \( f \), but depending on the geometry of the mesh and other parameters of the problem.

As will be evident from the theoretical ingredients recalled below (see (18) and comments following this estimate), the right-hand side of (16) needs to be understood as follows. The size of the exact solution \( u \) (and thus that of the corresponding approximation \( u_H \)) is \( \varepsilon \) in \( H^1 \) norm. Taking this scale factor into account, the actual rate of convergence for the numerical approach we design is therefore given by \( \sqrt{\varepsilon} + H + \sqrt{\varepsilon/H} \).
Remark 5. Our assumption on the rationality of the slopes in the mesh is necessary, in the current state of our understanding, to treat traces of periodic functions on the edges of the mesh. In full generality, such traces are almost periodic functions. Our proof perhaps carries over to this case, however at the price of unnecessary technicalities (we refer e.g. to [13, 14] for works on boundary layers in homogenization, where such non-periodic situations are dealt with). In the case of rational slopes we restrict ourselves to, these traces are periodic, and the uniform bound \((15)\) we additionally assume enables us to uniformly bound their periods from above, rending the proof much easier. We emphasize that our assumption does not seem to us very restrictive in practice.

Remark 6. It is useful to compare our error estimate \((16)\) with estimates for other existing MsFEM-type approaches established for similar problems. First, we are not aware of any other numerical analysis of a MsFEM-type approach for problems set on perforated domains. To the best of our knowledge, this work is the first one proposing and analyzing a MsFEM-type approach specifically adapted to such problems.

Second, as pointed out above, this work is a follow up on our previous work [21] where we have studied a Crouzeix-Raviart type MsFEM approach on the problem
\[
-\div \left[A_\varepsilon(x)\nabla u_\varepsilon\right] = f \quad \text{in } \Omega, \quad u_\varepsilon = 0 \quad \text{on } \partial \Omega, \tag{17}
\]
the main difference between that method and the one presented here being the addition of bubble functions in the MsFEM space. For problem \((17)\), we have compared in [21, Remark 3.2] our error estimate with those obtained for other MsFEM-type approaches.

Remark 7. In the absence of perforations, our problem simply writes
\[
-\Delta u = f \quad \text{in } \Omega, \quad u = 0 \quad \text{on } \partial \Omega.
\]
Assuming a triangular mesh is used, our discretization space \(V_H\) then becomes the standard Crouzeix-Raviart space [9] (see [21, Remark 1.1]), complemented by bubble functions defined by \((11)\) with \(B_\varepsilon = \emptyset\). In turn, the MsFEM approach with linear boundary conditions (as well as the oversampling variant) then becomes the standard P1 FEM.

The next two sections are devoted to the proof of Theorem 4. Numerical results are gathered in Section 5.
3 Some preliminaries

3.1 Elements of homogenization theory for periodically perforated domains

We consider the unit square $Y$ and some smooth perforation $B \subset Y$. We next scale $B$ and $Y$ by a factor $\varepsilon$ and then periodically repeat this pattern with periods $\varepsilon$ in both directions. The set of perforations is therefore

$$B_\varepsilon = \Omega \cap \left( \bigcup_{k \in \mathbb{Z}^2} \varepsilon B_k \right) \quad \text{with} \quad B_k = k + B$$

and the perforated domain is $\Omega_\varepsilon = \Omega \setminus \overline{B_\varepsilon}$. We denote by $u^\varepsilon$ the solution to (1) to emphasize the dependency upon $\varepsilon$. We know from the classical work [22] that, provided $f$ vanishes on the boundary of $\Omega$ (see below the easy adaptation to a more general case), we have

$$\left| u^\varepsilon - \varepsilon^2 w (\cdot / \varepsilon) f \right|_{H^1(\Omega_\varepsilon)} \leq C \varepsilon^2 \|f\|_{H^2(\Omega)},$$

(18)

where $w$ denotes the corrector, that is the solution to the problem

$$\begin{align*}
- \Delta w &= 1 \quad \text{on } Y \setminus B, \\
w &= 0 \quad \text{on } \overline{B}, \\
w \text{ is } Y\text{-periodic,}
\end{align*}$$

(19)

in the unit cell $Y$. We refer to [3, 11, 20] for more background on homogenization theory. Note that (18) is not restricted to the two-dimensional case. In the sequel, we will use the fact that

$$w \in C^1 \left( Y \setminus \overline{B} \right),$$

(20)

which follows from the fact that $w \in C^{2,\delta} \left( Y \setminus \overline{B} \right)$ for some $\delta > 0$ (see e.g. [15, Theorem 6.14]). In view of [13 Corollary 8.11], we also have $w \in C^\infty (Y \setminus B)$, but we will not need this henceforth.

Clearly, (18) shows that, for $\varepsilon$ small, the dominant behaviour of the solution $u^\varepsilon$ to (1) is simple. It is obtained by a simple multiplication of the right-hand side $f$ by the corrector function. Otherwise stated, the particular
setting yields an homogenized problem where the differential operator has disappeared. The corrector problem (19) formally agrees with intuition: at the scale of the geometric heterogeneities, the right-hand side \( f \) of (1) is seen as a constant function (thus the right-hand side of (19)) and the approximation of the solution \( u^\varepsilon \) is obtained by the simple multiplication mentioned above. Additionally, the “size” of the solution \( u^\varepsilon \) is proportional to \( \varepsilon^2 \) in \( L^2 \) norm and \( \varepsilon \) in \( H^1 \) norm, a fact that will need to be borne in mind below when performing the analysis and the numerical experiments.

It is easy to modify (18) in order to accommodate the more general situation where the right-hand side \( f \in H^2(\Omega) \) does not necessarily vanish on the boundary of \( \Omega \), provided the domain \( \Omega \) is smooth. We then have the weaker estimate
\[
\left| u^\varepsilon - \varepsilon^2 w \left( \frac{\cdot}{\varepsilon} \right) f \right|_{H^1(\Omega_\varepsilon)} \leq C\varepsilon^{3/2} \mathcal{N}(f),
\]
where
\[
\mathcal{N}(f) = \| f \|_{L^\infty(\Omega)} + \| \nabla f \|_{L^2(\Omega)} + \| \Delta f \|_{L^2(\Omega)}.
\]
We recall that, in dimension \( d = 2 \), the injection \( H^2(\Omega) \subset C^0(\overline{\Omega}) \) is continuous. The proof of (21) is postponed until Appendix A.2.

A key ingredient for that proof, and for other proofs throughout this article, is the following Poincaré inequality in the perforated domain \( \Omega_\varepsilon \): there exists a constant \( C \) independent of \( \varepsilon \) such that
\[
\forall \phi \in H^1_0(\Omega_\varepsilon), \quad \| \phi \|_{L^2(\Omega_\varepsilon)} \leq C\varepsilon \| \nabla \phi \|_{L^2(\Omega_\varepsilon)} = C\varepsilon \| \phi \|_{H^1(\Omega_\varepsilon)}.
\]
The proof of (23) is postponed until Appendix A.1 Following the same arguments, we also see that there exists a constant \( C \) independent of \( \varepsilon \) such that
\[
\forall \phi \in W_H, \quad \| \phi \|_{L^2(\Omega_\varepsilon)} \leq C\varepsilon \| \phi \|_{H^1_h(\Omega_\varepsilon)},
\]
where, we recall, the notation \( \| \cdot \|_{H^1_h(\Omega_\varepsilon)} \) has been defined in (9). The condition \( \int_E [[\phi]] = 0 \) (present in the definition of \( W_H \)) is actually not needed for (24) to hold, given that \( \phi = 0 \) on \( B_\varepsilon \).

3.2 Classical ingredients of multiscale numerical analysis

Before we get to the proof of Theorem 4, we first need to collect here some standard Trace theorems (which were already used and proved in [21]) and
results on the convergence of oscillating functions. We refer to the textbooks \[4, 12, 15\] for more details. Remark that only Lemma 11 is restricted to the two-dimensional setting.

First we recall the definition, borrowed from e.g. \[12, Definition B.30\], of the $H^{1/2}$ space.

**Definition 8.** For any open domain $\omega \subset \mathbb{R}^n$, we define the norm

$$||u||_{H^{1/2}(\omega)}^2 := ||u||_{L^2(\omega)}^2 + |u|_{H^{1/2}(\omega)}^2,$$

where

$$|u|_{H^{1/2}(\omega)}^2 := \int_\omega \int_\omega \frac{|u(x) - u(y)|^2}{|x - y|^{n+1}} \, dx \, dy,$$

and define the space

$$H^{1/2}(\omega) := \{ u \in L^2(\omega), \ ||u||_{H^{1/2}(\omega)} < \infty \}.$$

**Trace inequalities** We have the following trace results:

**Lemma 9.** There exists $C$ (depending only on the regularity of the mesh) such that, for any $T \in \mathcal{T}_H$ and any edge $E \subset \partial T$, we have

$$\forall v \in H^1(T), \quad ||v||_{L^2(E)}^2 \leq C \left( H^{-1} ||v||_{L^2(T)}^2 + H \|\nabla v\|_{L^2(T)}^2 \right). \quad (25)$$

Under the additional assumption that $\int_E v = 0$, we have

$$||v||_{L^2(E)}^2 \leq CH \|\nabla v\|_{L^2(T)}^2 \quad (26)$$

and

$$||v||_{H^{1/2}(E)}^2 \leq C(1 + H) \|\nabla v\|_{L^2(T)}^2. \quad (27)$$

These bounds are classical results (see e.g. \[11, page 282\]) and are proved in \[21, Section 4.2\]. The following result is a direct consequence of (26) and (27):

**Corollary 10.** Consider an edge $E \in \mathcal{E}_H$, and let $T_E \subset \mathcal{T}_H$ denote all the triangles sharing this edge. There exists $C$ (depending only on the regularity of the mesh) such that

$$\forall v \in W_H, \quad ||[v]]||_{L^2(E)}^2 \leq CH \sum_{T \in T_E} ||\nabla v||_{L^2(T)}^2 \quad (28)$$
and 
\[ \forall v \in W_H, \quad \| [v] \|_{H^{1/2}(E)}^2 \leq C(1 + H) \sum_{T \in T_E} \| \nabla v \|_{L^2(T)}^2. \quad (29) \]

Averages of oscillatory functions  
We shall also need the following classical result.

**Lemma 11.** Let \( g \in L^\infty(\mathbb{R}) \) be a \( q \)-periodic function with zero mean. Let \( f \in W^{1,1}(0, H) \subset C^0(0, H) \) be a function defined on the interval \([0, H]\) that vanishes at least at one point of \([0, H]\). Then, for any \( \varepsilon > 0 \),

\[ \left| \int_0^H g \left( \frac{x}{\varepsilon} \right) f(x) dx \right| \leq 2\varepsilon q \| g \|_{L^\infty(\mathbb{R})} \| f' \|_{L^1(0, H)}. \]

**Proof.** The proof is simple and essentially based upon an integration by parts. Let \( G \) be a primitive of \( g \):

\[ G(x) = \int_0^x g(t) dt. \]

The function \( G \) is \( q \)-periodic (as the average of \( g \) over its period vanishes) and bounded, with \( \| G \|_{L^\infty(\mathbb{R})} \leq q \| g \|_{L^\infty(\mathbb{R})} \). Supposing that the function \( f \) vanishes at the point \( c \in [0, H] \), we write

\[ \int_c^H g \left( \frac{x}{\varepsilon} \right) f(x) dx = \int_c^H G' \left( \frac{x}{\varepsilon} \right) f(x) dx \]

\[ = \varepsilon G \left( \frac{H}{\varepsilon} \right) f(H) - \int_c^H \varepsilon G \left( \frac{x}{\varepsilon} \right) f'(x) dx \]

\[ = \varepsilon G \left( \frac{H}{\varepsilon} \right) \int_c^H f'(x) dx - \int_c^H \varepsilon G \left( \frac{x}{\varepsilon} \right) f'(x) dx, \]

hence

\[ \left| \int_c^H g \left( \frac{x}{\varepsilon} \right) f(x) dx \right| \leq 2\varepsilon \| G \|_{L^\infty(\mathbb{R})} \| f' \|_{L^1(c, H)} \leq 2\varepsilon q \| g \|_{L^\infty(\mathbb{R})} \| f' \|_{L^1(c, H)}. \]

By a similar computation,

\[ \left| \int_0^c g \left( \frac{x}{\varepsilon} \right) f(x) dx \right| \leq 2\varepsilon q \| g \|_{L^\infty(\mathbb{R})} \| f' \|_{L^1(0, c)}. \]

The above two bounds imply the result. \( \square \)
4 Proof of our main result

To prove Theorem 4, it is possible to follow the same arguments as in our earlier work [21]. We follow here a different path, so as to show that other strategies are possible. Note that we use here and in [21] the same technical ingredients, including those recalled in Section 3.2 and an interpolation argument, see Step 1c below.

Let $u$ be the solution to the reference problem (1) with the right-hand side $f$, and let $\Pi_H f$ be the $L^2$-orthogonal projection of $f$ on the space of piecewise constant functions. We recall the following standard finite element interpolation result: there exists $C$ independent of $H$ and $f$ such that

$$\| f - \Pi_H f \|_{L^2(\Omega)} \leq CH \| \nabla f \|_{L^2(\Omega)}.$$  (30)

We introduce

$$v_H(x) = \sum_{T \in T_H} \Pi_H f \Psi_T(x) + \sum_{E \in E_H} \left[ \int_E u \right] \Phi_E(x),$$  (31)

where the functions $\Psi_T$ and $\Phi_E$ have been defined in Section 2.1 by (11) and (12) respectively. We recall that, if $T \subset B_\varepsilon$ (resp. $E \subset B_\varepsilon$), then $\Psi_T \equiv 0$ (resp. $\Phi_E \equiv 0$). We see from (13) that $v_H \in V_H$. We next decompose the exact solution $u$ of (1) in the form

$$u = v_H + \phi.$$ 

By definition of $\Psi_T$ and $\Phi_E$, we have, for all edges $E \in \mathcal{E}_H$ and all triangles $T \in \mathcal{T}_H$, that

$$\int_E v_H = \int_E u \text{ hence } \int_E \phi = 0,$$

$$n \cdot \nabla v_H = \text{Constant on (each side of) } E,$$

$$-\Delta v_H = \Pi_H f \text{ on } T \cap \Omega_\varepsilon.$$  (32)

The estimate (16) is proved by estimating $\phi = u - v_H$ in Step 1 below and next $v_H - u_H$ in Step 2.

In what follows, we use the shorthand notation $g_\varepsilon(x) = g(x/\varepsilon)$ for all functions $g$. The notation $C$ stands for a constant that is independent from $\varepsilon, H, f$ and $u$, and that may vary from one line to the next.
**Step 1: Estimation of** $u - v_H$: Using the approximation of $u$ given by the homogenization result (21), we write

$$
|\phi|_{H^1_H(\Omega_\varepsilon)}^2 = \sum_{T \in \mathcal{T}_H} \int_{\Omega_\varepsilon \cap T} |\nabla \phi|^2
= \sum_{T \in \mathcal{T}_H} \int_{\Omega_\varepsilon \cap T} \nabla (u - \varepsilon^2 w_\varepsilon f) \cdot \nabla \phi + \sum_{T \in \mathcal{T}_H} \int_{\Omega_\varepsilon \cap T} \nabla (\varepsilon^2 w_\varepsilon f - v_H) \cdot \nabla \phi
= \sum_{T \in \mathcal{T}_H} \int_{\Omega_\varepsilon \cap T} \nabla (u - \varepsilon^2 w_\varepsilon f) \cdot \nabla \phi + \sum_{T \in \mathcal{T}_H} \int_{\Omega_\varepsilon \cap T} (-\Delta (\varepsilon^2 w_\varepsilon f - v_H)) \phi
= +\varepsilon^2 \sum_{T \in \mathcal{T}_H} \int_{\Omega_\varepsilon \cap T} \nabla (u - \varepsilon^2 w_\varepsilon f) \cdot \nabla \phi + \sum_{T \in \mathcal{T}_H} \int_{\Omega_\varepsilon \cap T} (-\Delta (\varepsilon^2 w_\varepsilon f - v_H)) \phi
+ \sum_{T \in \mathcal{T}_H} \int_{\partial(T \cap \Omega_\varepsilon)} \phi \cdot \nabla n \cdot \nabla (w_\varepsilon f) + \sum_{T \in \mathcal{T}_H} \int_{\partial(T \cap \Omega_\varepsilon)} \phi \cdot \nabla n \cdot \nabla v_H. \quad (33)
$$

We now use the fact that $\phi = u - v_H = 0$ on $\partial \Omega_\varepsilon$. We hence have that

$$
\int_{\partial(T \cap \Omega_\varepsilon)} \phi \cdot \nabla (w_\varepsilon f) = \int_{\partial(T \cap \Omega_\varepsilon)} \phi \cdot \nabla (w_\varepsilon f) \quad (34)
$$

and likewise for the last term of (33). Equalities of the type (34) will often be used in the sequel. We thus write (33) as

$$
|\phi|_{H^1_H(\Omega_\varepsilon)}^2 = \sum_{T \in \mathcal{T}_H} \int_{\Omega_\varepsilon \cap T} \nabla (u - \varepsilon^2 w_\varepsilon f) \cdot \nabla \phi + \sum_{T \in \mathcal{T}_H} \int_{\Omega_\varepsilon \cap T} (-\Delta (\varepsilon^2 w_\varepsilon f - v_H)) \phi
= +\varepsilon^2 \sum_{T \in \mathcal{T}_H} \int_{\partial(T \cap \Omega_\varepsilon)} \phi \cdot \nabla (w_\varepsilon f) - \sum_{T \in \mathcal{T}_H} \int_{\partial(T \cap \Omega_\varepsilon)} \phi \cdot \nabla n \cdot \nabla v_H. \quad (35)
$$

The fourth term in the above right-hand side vanishes. Indeed, on each edge $E$, we know from (32) that $n \cdot \nabla v_H$ is constant and $\int_E \phi = \int_{E \cap \Omega_\varepsilon} \phi = 0$. The third term can be written

$$
\varepsilon^2 \sum_{T \in \mathcal{T}_H} \int_{(\partial T) \cap \Omega_\varepsilon} \phi \cdot \nabla (w_\varepsilon f) = \varepsilon^2 \sum_{E \in \mathcal{E}_H} \int_{E \cap \Omega_\varepsilon} [\phi] \cdot n \cdot \nabla (w_\varepsilon f).
$$

Indeed, $w \in C^1 \left( \overline{Y \setminus B} \right)$ (see (20)) and $f \in H^2(\Omega)$, hence $\nabla (w_\varepsilon f)$ has a well-defined trace on $E \cap \Omega_\varepsilon$. We are thus left with

$$
|\phi|_{H^1_H(\Omega_\varepsilon)}^2 = \sum_{T \in \mathcal{T}_H} \int_{\Omega_\varepsilon \cap T} \nabla (u - \varepsilon^2 w_\varepsilon f) \cdot \nabla \phi + \sum_{T \in \mathcal{T}_H} \int_{\Omega_\varepsilon \cap T} (-\Delta (\varepsilon^2 w_\varepsilon f - v_H)) \phi
= +\varepsilon^2 \sum_{E \in \mathcal{E}_H} \int_{E \cap \Omega_\varepsilon} [\phi] \cdot n \cdot \nabla (w_\varepsilon f). \quad (35)
$$
We now successively bound the three terms of the right-hand side of (35).
Loosely speaking:

- the first term is small because of the homogenization result (21), that states that $\varepsilon^2 w_\varepsilon f$ is indeed an accurate approximation of $u$.

- the second term is small because, at the leading order term in $\varepsilon$, the first factor in the integrand is equal to $-\Delta (\varepsilon^2 w_\varepsilon f) + \Delta v_H \approx f - \Pi_H f$ which is small due to (30).

- estimating the third term is more involved. An essential ingredient is the fact that $w$ is a periodic function. We are thus in position to apply our Lemma 11.

**Step 1a** The first term of (35) is easily estimated as follows:

\[
\left| \sum_{T \in T_H} \int_{\Omega_\varepsilon \cap T} \nabla (u - \varepsilon^2 w_\varepsilon f) \cdot \nabla \phi \right| \leq \sum_{T \in T_H} \| \nabla (u - \varepsilon^2 w_\varepsilon f) \|_{L^2(\Omega_\varepsilon \cap T)} \| \nabla \phi \|_{L^2(\Omega_\varepsilon \cap T)} \\
\leq \| u - \varepsilon^2 w_\varepsilon f \|_{H^1(\Omega_\varepsilon)} \| \phi \|_{H^1_H(\Omega_\varepsilon)} \\
\leq C\varepsilon^{3/2} N(f) \| \phi \|_{H^1_H(\Omega_\varepsilon)}, \tag{36}
\]

where we have used the discrete Cauchy-Schwarz inequality in the second line and the homogenization result (21) in the third line.

**Step 1b** We next turn to the second term of the right-hand side of (35), that we write as follows, using the corrector equation (19) and (32):

\[
\sum_{T \in T_H} \int_{\Omega_\varepsilon \cap T} (-\Delta (\varepsilon^2 w_\varepsilon f - v_H)) \phi = \int_{\Omega_\varepsilon} (f - 2\varepsilon (\nabla w)_\varepsilon \cdot \nabla f - \varepsilon^2 w_\varepsilon \Delta f - \Pi_H f) \phi.
\]

We thus obtain

\[
\left| \sum_{T \in T_H} \int_{\Omega_\varepsilon \cap T} (-\Delta (\varepsilon^2 w_\varepsilon f - v_H)) \phi \right| \\
\leq \left( \| f - \Pi_H f \|_{L^2(\Omega)} + 2\varepsilon \| \nabla w \|_{L^\infty} \| \nabla f \|_{L^2(\Omega)} + \varepsilon^2 \| w \|_{L^\infty} \| \Delta f \|_{L^2(\Omega)} \right) \| \phi \|_{L^2(\Omega_\varepsilon)} \\
\leq C\varepsilon \left( CH \| \nabla f \|_{L^2(\Omega)} + C\varepsilon N(f) \right) \| \phi \|_{H^1_H(\Omega_\varepsilon)};
\]

where $C$ is a constant.
where $\mathcal{N}(f)$ is defined by (22) and where, in the last line, we have used (30), (20) and (24). We deduce that

$$\left| \sum_{T \in T_h} \int_{\Omega_{\epsilon} \cap T} (-\Delta (\varepsilon^2 w_\varepsilon f - v_H)) \phi \right| \leq C \varepsilon (H + \varepsilon) \mathcal{N}(f) |\phi|_{H^1_\varepsilon(\Omega_{\epsilon})}. \quad (37)$$

**Step 1c**  The final stage of Step 1 is devoted to bounding the third term of the right-hand side of (35).

In view of the assumptions on the mesh (rationality of the slopes, in short), we first observe that, for any edge $E \in \mathcal{E}_h$, the function $x \in E \mapsto n \cdot \nabla w_\varepsilon (\frac{x}{\varepsilon})$ is periodic with period $q_E \varepsilon$, for some $q_E \in \mathbb{N}^*$ satisfying $|q_E| \leq C$ for some $C$ independent of the mesh edge and of $H$. We denote by $\langle n \cdot (\nabla w)_\varepsilon \rangle_E$ the average of that function over one period, and decompose the third term of the right-hand side of (35) as follows:

$$\varepsilon^2 \sum_{E \in \mathcal{E}_h} \int_{E \cap \Omega_{\epsilon}} [[\phi]] \ n \cdot \nabla (w_\varepsilon f)$$

$$= \varepsilon \sum_{E \in \mathcal{E}_h} \int_{E \cap \Omega_{\epsilon}} \langle [\phi] \rangle \left( n \cdot (\nabla w)_\varepsilon - \langle n \cdot (\nabla w)_\varepsilon \rangle_E \right) f$$

$$+ \varepsilon \sum_{E \in \mathcal{E}_h} \langle n \cdot (\nabla w)_\varepsilon \rangle_E \int_{E \cap \Omega_{\epsilon}} [[\phi]] \ f + \varepsilon^2 \sum_{E \in \mathcal{E}_h} \int_{E \cap \Omega_{\epsilon}} [[\phi]] \ w_\varepsilon n \cdot \nabla f. (38)$$

We successively estimate the three terms of the right-hand side of (38). In some formulae below, we will make the following slight abuse of notation. We will extend the function $\phi = u - v_H$ by 0 inside the perforations $B_\varepsilon$, so that we can understand $\phi$ either as a function in $H^1_0(\Omega_{\epsilon})$ or in $H^1_0(\Omega)$.

We consider the first term of the right-hand side of (38), which we evaluate essentially using the fact that it contains a periodic oscillatory function of zero mean. We claim that

$$\left| \int_{E \cap \Omega_{\epsilon}} [[\phi]] \left( n \cdot (\nabla w)_\varepsilon - \langle n \cdot (\nabla w)_\varepsilon \rangle_E \right) f \right|$$

$$\leq C \sqrt{\varepsilon} \|f\|_{H^1(E)} \|[[\phi]]\|_{H^{1/2}(E)} \quad (39)$$

for a constant $C$ independent of the edge $E$, $\varepsilon$ and $H$. Indeed, we first note that $u$ and $v_H$ vanish on $\Omega \setminus \Omega_{\epsilon}$, so $\phi = u - v_H$ vanishes on $E \cap (\Omega \setminus \Omega_{\epsilon})$, and
hence
\[
\int_{E \cap \Omega_\varepsilon} [\phi] \left( n \cdot (\nabla w)_\varepsilon - \langle n \cdot (\nabla w)_\varepsilon \rangle_E \right) f = \int_E [\phi] \left( n \cdot (\nabla w)_\varepsilon - \langle n \cdot (\nabla w)_\varepsilon \rangle_E \right) f. \tag{40}
\]

Second, using the regularity (20) of \( w \), we obviously have that
\[
\left| \int_E [\phi] \left( n \cdot (\nabla w)_\varepsilon - \langle n \cdot (\nabla w)_\varepsilon \rangle_E \right) f \right| \leq C \| f \|_{L^2(E)} \| [\phi] \|_{L^2(E)}. \tag{41}
\]

Third, suppose momentarily that \([\phi] \in H^1(E) \subset C^0(E)\). We infer from the fact that \( \int_E [\phi] = 0 \) that \([\phi]\), and hence \([\phi]f\), vanishes at least at one point on \( E \). In addition, the function \( n \cdot (\nabla w)_\varepsilon - \langle n \cdot (\nabla w)_\varepsilon \rangle_E \) is periodic on \( E \) (with a period \( q_E \) uniformly bounded with respect to \( E \in \mathcal{E}_H \)) and of zero mean. We are then in position to apply Lemma 11, which yields, using (20),
\[
\left| \int_E [\phi] \left( n \cdot (\nabla w)_\varepsilon - \langle n \cdot (\nabla w)_\varepsilon \rangle_E \right) f \right| \leq 4 \varepsilon q_E \| \nabla w \|_{C^0} \| \nabla E (f [\phi]) \|_{L^1(E)} \leq C \varepsilon \| f \|_{H^1(E)} \| [\phi] \|_{H^1(E)}, \tag{42}
\]
where, for any function \( g, \nabla_E g = t_E \cdot \nabla g \) where \( t_E \) is a unit vector tangential to the edge \( E \). By interpolation between (41) and (42), and using (40), we obtain (39), with a constant \( C \) (independent of the edge) which is independent from \( \varepsilon \) and \( H \) by scaling arguments (see [21] for details).

We then deduce from (39) that the first term of the right-hand side of (38)
satisfies
\[
\varepsilon \sum_{E \in \mathcal{H}} \int_{E \cap \Omega_\varepsilon} \left( [\phi] \right) \left( n \cdot (\nabla w)_\varepsilon - \langle n \cdot (\nabla w)_\varepsilon \rangle_E \right) f \\
\leq C \varepsilon^{3/2} \sum_{E \in \mathcal{H}} \| f \|_{H^1(E)} \| [\phi] \|_{H^{1/2}(E)} \\
\leq C \varepsilon^{3/2} \left( \sum_{E \in \mathcal{H}} \| f \|_{H^1(E)}^2 \right)^{1/2} \left( \sum_{E \in \mathcal{H}} \| [\phi] \|_{H^{1/2}(E)}^2 \right)^{1/2} \\
\leq C \varepsilon^{3/2} \left( \sum_{E \in \mathcal{H}, \text{choose one } T \in T_E} \frac{1}{H} \| f \|_{H^1(T)}^2 + H \| \nabla f \|_{H^1(T)}^2 \right)^{1/2} \\
\times \left( \sum_{E \in \mathcal{H}} \sum_{T \in T_E} \| \nabla \phi \|_{L^2(T)}^2 \right)^{1/2},
\]
where we have used (25) of Lemma 9 and (29) of Corollary 10 (and, we recall, \( T_E \subset \mathcal{T}_H \) denotes all the triangles sharing the edge \( E \)). We therefore obtain that the first term of the right-hand side of (38) satisfies
\[
\varepsilon \sum_{E \in \mathcal{H}} \int_{E \cap \Omega_\varepsilon} \left( [\phi] \right) \left( n \cdot (\nabla w)_\varepsilon - \langle n \cdot (\nabla w)_\varepsilon \rangle_E \right) f \\
\leq C \varepsilon^{3/2} \left( \frac{1}{H} \| f \|_{H^1(\Omega)}^2 + H \| \nabla f \|_{H^1(\Omega)}^2 \right)^{1/2} |\phi|_{H^1(\Omega)} \\
\leq C \varepsilon \left( \sqrt{\frac{\varepsilon}{H}} \| f \|_{H^1(\Omega)} + \sqrt{\varepsilon H} \| \nabla f \|_{H^1(\Omega)} \right) |\phi|_{H^1(\Omega)}.
\] (43)

The second term of the right-hand side of (38) has no oscillatory character. It is therefore estimated using standard arguments for Crouzeix-Raviart finite elements (using that \( \int_{E \cap \Omega_\varepsilon} [\phi] = 0 \)), and the regularity of \( w \). Introducing, for each edge \( E \), the constant \( c_E = |E|^{-1} \int_E f \), we bound the second
term of the right-hand side of (38) as follows:

\[
\epsilon \sum_{E \in \mathcal{E}_H} \left| \left( \mathbf{n} \cdot (\nabla w)_{\epsilon} \right)_E \int_{E \cap \Omega_{\epsilon}} [[\phi]] f \right|
\]

\[
= \left| \sum_{E \in \mathcal{E}_H} \epsilon \left( \mathbf{n} \cdot (\nabla w)_{\epsilon} \right)_E \int_{E \cap \Omega_{\epsilon}} [[\phi]] (f - c_E) \right|
\]

\[
\leq C \epsilon \sum_{E \in \mathcal{E}_H} \|[[\phi]]\|_{L^2(E)} \|f - c_E\|_{L^2(E)}
\]

\[
\leq C \epsilon \left( \sum_{E \in \mathcal{E}_H} \|[[\phi]]\|_{L^2(E)}^2 \right)^{1/2} \left( \sum_{E \in \mathcal{E}_H} \|f - c_E\|_{L^2(E)}^2 \right)^{1/2}
\]

\[
\leq C \epsilon \left( \sum_{E \in \mathcal{E}_H} \frac{H}{H} \sum_{T \in \mathcal{T}_E} \|\nabla \phi\|_{L^2(T)}^2 \right)^{1/2} \left( \sum_{E \in \mathcal{E}_H} \frac{H}{H} \sum_{T \in \mathcal{T}_E} \|\nabla f\|_{L^2(T)}^2 \right)^{1/2}
\]

\[
\leq C \epsilon \sum_{E \in \mathcal{E}_H} \|\nabla f\|_{L^2(E)} \|\nabla \phi\|_{L^2(T)}
\]

\[
\leq C \epsilon \sum_{E \in \mathcal{E}_H} \frac{H}{H} \sum_{T \in \mathcal{T}_E} \|\nabla \phi\|_{L^2(T)}
\]

\[
\leq C \epsilon \sum_{E \in \mathcal{E}_H} \frac{H}{H} \sum_{T \in \mathcal{T}_E} \|\nabla \phi\|_{L^2(T)}
\]

where we have used (20), (28) of Corollary 10 and (26) of Lemma 9.

We are now left with the third term of the right-hand side of (38). This term has a prefactor \(\epsilon^2\) and all we have to prove is that the term itself is bounded. Using again (20), (25) of Lemma 9 and (28) of Corollary 10 we obtain

\[
\epsilon^2 \sum_{E \in \mathcal{E}_H} \left| \int_{E \cap \Omega_{\epsilon}} [[\phi]] w_{\epsilon} \mathbf{n} \cdot \nabla f \right|
\]

\[
\leq C \epsilon^2 \sum_{E \in \mathcal{E}_H} \|\nabla f\|_{L^2(E)} \|[[\phi]]\|_{L^2(E)}
\]

\[
\leq C \epsilon^2 \left( \sum_{E \in \mathcal{E}_H} \|\nabla f\|_{L^2(E)}^2 \right)^{1/2} \left( \sum_{E \in \mathcal{E}_H} \|[[\phi]]\|_{L^2(E)}^2 \right)^{1/2}
\]

\[
\leq C \epsilon^2 \left( \frac{1}{H} \sum_{T \in \mathcal{T}} \|\nabla f\|_{H^1(T)}^2 \right)^{1/2} \left( \frac{H}{H} \sum_{T \in \mathcal{T}_E} \|\nabla \phi\|_{L^2(T)}^2 \right)^{1/2}
\]

\[
\leq C \epsilon^2 \|\nabla f\|_{H^1(\Omega)} \|\phi\|_{H^1(\Omega_{\epsilon})}
\]

Collecting (38), (43), (44) and (45), we obtain that the third term of the
right-hand side of (35) satisfies

\[
\left| \varepsilon^2 \sum_{E \in \mathcal{E}_H} \int_{E \cap \Omega_\varepsilon} \left[ [\phi] n \cdot \nabla (w_\varepsilon f) \right] \right| \leq C \varepsilon \left( \sqrt{\frac{\varepsilon}{H}} ||f||_{H^1(\Omega)} + \sqrt{\varepsilon H} ||\nabla f||_{H^1(\Omega)} \right) \\
+ H ||\nabla f||_{L^2(\Omega)} + \varepsilon ||\nabla f||_{H^1(\Omega)} \right)|\phi|_{H^1(\Omega_\varepsilon)}.
\]

(46)

**Conclusion of Step 1:** Collecting (35), (36), (37) and (46), we deduce that

\[
|u - v_H|_{H^1(\Omega_\varepsilon)} = |\phi|_{H^1(\Omega_\varepsilon)} \\
\leq C \varepsilon \left( \sqrt{\varepsilon} + H + \sqrt{\frac{\varepsilon}{H}} \right) \left( ||f||_{L^\infty(\Omega)} + ||\nabla f||_{H^1(\Omega)} \right).
\]

(47)

This concludes the first step of the proof.

**Step 2: Estimation of \(u_H - v_H\):** Denoting by \(\phi_H = u_H - v_H\), where \(u_H\) is the solution to (14) and \(v_H\) is defined by (31), we observe that

\[
|\phi_H|_{H^1(\Omega_\varepsilon)}^2 = a_H(u_H - u, \phi_H) = a_H(u_H - v_H, \phi_H) + a_H(u_H - u, \phi_H),
\]

(48)

where, we recall, \(a_H\) is defined by (8). The first term is estimated using (47). The main part of this Step is thus devoted to estimating the second term of (48).

Since \(\phi_H \in V_H\), we deduce from the discrete variational formulation (14) that

\[
a_H(u_H - u, \phi_H) \\
= \int_{\Omega_\varepsilon} f \phi_H - \sum_{T \in \mathcal{T}_H} \int_{T \cap \Omega_\varepsilon} \nabla u \cdot \nabla \phi_H \\
= \int_{\Omega_\varepsilon} f \phi_H - \sum_{T \in \mathcal{T}_H} \int_{T \cap \Omega_\varepsilon} (u - \varepsilon^2 w_\varepsilon f) \cdot \nabla \phi_H - \varepsilon^2 \sum_{T \in \mathcal{T}_H} \int_{T \cap \Omega_\varepsilon} \nabla (w_\varepsilon f) \cdot \nabla \phi_H \\
= \int_{\Omega_\varepsilon} f \phi_H - \sum_{T \in \mathcal{T}_H} \int_{T \cap \Omega_\varepsilon} (u - \varepsilon^2 w_\varepsilon f) \cdot \nabla \phi_H \\
- \varepsilon^2 \sum_{T \in \mathcal{T}_H} \int_{\partial(T \cap \Omega_\varepsilon)} \phi_H n \cdot \nabla (w_\varepsilon f) + \varepsilon^2 \sum_{T \in \mathcal{T}_H} \int_{T \cap \Omega_\varepsilon} \phi_H \Delta (w_\varepsilon f). \quad (49)
\]
Since $\phi_H = 0$ on $\partial \Omega_\epsilon$, we can take the integral in the third term of (49) only on $(\partial T) \cap \Omega_\epsilon$. Using (19) for the fourth term, we obtain that

$$a_H(u_H - u, \phi_H) = -\sum_{T \in T_H} \int_{T \cap \Omega_\epsilon} \nabla (u - \epsilon^2 w_\epsilon f) \cdot \nabla \phi_H - \epsilon^2 \sum_{T \in T_H} \int_{(\partial T) \cap \Omega_\epsilon} \phi_H n \cdot \nabla (w_\epsilon f)$$

$$+ \epsilon \sum_{T \in T_H} \int_{T \cap \Omega_\epsilon} \phi_H (2(\nabla w)_\epsilon \cdot \nabla f + \epsilon w_\epsilon \Delta f).$$

(50)

We now successively bound the three terms of the right-hand side of (50). The first term is estimated simply using homogenization theory, since it is not specifically related to the discretization. We write, as in (36),

$$\left| \sum_{T \in T_H} \int_{\Omega_\epsilon \cap T} \nabla (u - \epsilon^2 w_\epsilon f) \cdot \nabla \phi_H \right| \leq C(\epsilon^{3/2} N(f) |\phi_H|_{H^1_0(\Omega_\epsilon)}).$$

(51)

For the second term of the right-hand side of (50), we use the same arguments as for the third term of (35). We have

$$\epsilon^2 \sum_{T \in T_H} \int_{(\partial T) \cap \Omega_\epsilon} \phi_H n \cdot \nabla (w_\epsilon f) = \epsilon^2 \sum_{E \in \mathcal{E}_H} \int_{E \cap \Omega_\epsilon} [\phi_H] n \cdot \nabla (w_\epsilon f),$$

and we note that $\int_E [\phi_H] = 0$. We therefore can use the same arguments as in Step 1c, and obtain, similarly to (46),

$$\left| \epsilon^2 \sum_{E \in \mathcal{E}_H} \int_{E \cap \Omega_\epsilon} [\phi_H] n \cdot \nabla (w_\epsilon f) \right| \leq C \epsilon \left( \sqrt{\frac{\epsilon}{H}} \|f\|_{H^1(\Omega)} + (\epsilon + H) \|\nabla f\|_{H^1(\Omega)} \right) |\phi_H|_{H^1_0(\Omega_\epsilon)}.$$

(52)

We next turn to the third term of the right-hand side of (50), which is estimated using the Cauchy-Schwarz inequality, the fact that the second factor is bounded and the first factor satisfies a Poincaré inequality. Indeed, using the regularity (20) of $w$ and the Poincaré inequality (24) satisfied by
\[ \phi_H \in V_H \subset W_H, \text{ we have} \]

\[
\left| \varepsilon \sum_{T \in \mathcal{T}_H} \int_{T \cap \Omega_{e}} \phi_H \left( 2(\nabla w)_e \cdot \nabla f + \varepsilon w_e \Delta f \right) \right| \\
\leq C\varepsilon \sum_{T \in \mathcal{T}_H} \| \phi_H \|_{L^2(T \cap \Omega_{e})} \left( \| \nabla f \|_{L^2(T \cap \Omega_{e})} + \varepsilon \| \Delta f \|_{L^2(T \cap \Omega_{e})} \right) \\
\leq C\varepsilon \| \phi_H \|_{L^2(\Omega_{e})} \| \nabla f \|_{H^1(\Omega)} \\
\leq C\varepsilon^2 \| \phi_H \|_{H^1(\Omega_{e})} \| \nabla f \|_{H^1(\Omega)}. \tag{53}
\]

Collecting (50), (51), (52) and (53), we deduce that

\[
|a_H(u_H - u, \phi_H)| \\
\leq C\varepsilon \left( \sqrt{\varepsilon} + H + \sqrt{\frac{\varepsilon}{H}} \right) \left( \| f \|_{L^\infty(\Omega)} + \| \nabla f \|_{H^1(\Omega)} \right) \| \phi_H \|_{H^1(\Omega_{e})}. \tag{54}
\]

Inserting (54) into (48), we have

\[
|\phi_{H}^{|_{H^1(\Omega_{e})}}|^2 \\
\leq a_H(u - v_H, \phi_H) + C\varepsilon \left( \sqrt{\varepsilon} + H + \sqrt{\frac{\varepsilon}{H}} \right) \left( \| f \|_{L^\infty(\Omega)} + \| \nabla f \|_{H^1(\Omega)} \right) \| \phi_H \|_{H^1(\Omega_{e})} \\
\leq |u - v_H|_{H^1(\Omega_{e})} \| \phi_H \|_{H^1(\Omega_{e})} \\
+ C\varepsilon \left( \sqrt{\varepsilon} + H + \sqrt{\frac{\varepsilon}{H}} \right) \left( \| f \|_{L^\infty(\Omega)} + \| \nabla f \|_{H^1(\Omega)} \right) \| \phi_H \|_{H^1(\Omega_{e})}. \tag{55}
\]

Factoring out \( |\phi_H|_{H^1(\Omega_{e})} \), and using (47), we deduce that

\[
|u_H - v_H|_{H^1(\Omega_{e})} = |\phi_H|_{H^1(\Omega_{e})} \\
\leq C\varepsilon \left( \sqrt{\varepsilon} + H + \sqrt{\frac{\varepsilon}{H}} \right) \left( \| f \|_{L^\infty(\Omega)} + \| \nabla f \|_{H^1(\Omega)} \right). \tag{55}
\]

**Conclusion**  We deduce from (47), (55) and the triangle inequality that

\[
|u - u_H|_{H^1(\Omega_{e})} \leq C\varepsilon \left( \sqrt{\varepsilon} + H + \sqrt{\frac{\varepsilon}{H}} \right) \left( \| f \|_{L^\infty(\Omega)} + \| \nabla f \|_{H^1(\Omega)} \right),
\]

which is the desired estimate (16). This concludes the proof of Theorem 4.
5 Numerical tests

We now solve (1) for some particular settings, comparing our approach with other existing MsFEM type methods. As pointed out in the introduction, we numerically explore the influence of three parameters:

- (i) the boundary conditions imposed to define the MsFEM basis functions and (ii) the addition, or not, of bubble functions. To do so, in Section 5.1, we compare the approach we propose with other existing approaches, considering two versions of each approach, one with and the other without bubble functions.

- (iii) the possible intersections of the perforations with the edges of mesh elements. We address this question in Section 5.2, and check there the robustness of our approach with respect to the location of the perforations: the fact that the mesh intersects, or does not intersect, the perforations has a very little influence on the (good) accuracy of our approach, in contrast to other approaches.

We eventually turn in Section 5.3 to a non-periodic test-case, where we again show the excellent performance of our approach.

We mention that, in all our numerical experiments, we actually do not directly solve (1) but a penalized version of this problem: find \( u \in H^1_0(\Omega) \) such that

\[
-\text{div}(\nu \nabla u) + \sigma u = f
\]

with the following penalization parameters:

\[
\nu = \begin{cases} 
1 & \text{in } \Omega \setminus B_\varepsilon \\
\frac{1}{h} & \text{in } B_\varepsilon
\end{cases} \quad \text{and} \quad \sigma = \begin{cases} 
0 & \text{in } \Omega \setminus B_\varepsilon \\
\frac{1}{h^3} & \text{in } B_\varepsilon
\end{cases}
\]

where \( h \) is the fine-scale mesh size used to precompute the highly oscillatory basis functions (see [1, 5] for more details on the penalization approach and on the above choice of \( \nu \) and \( \sigma \)). In practice, the chosen fine-scale mesh size always satisfies \( h \leq \varepsilon/10 \).

Note that, because we use a penalized approach, we do not have to mesh \( \Omega_\varepsilon \), which could be cumbersome and could possibly request elements of small size (comparable to the small size \( \varepsilon \) present in the geometry of \( \Omega_\varepsilon \)). In addition, if we were working with a mesh of \( \Omega_\varepsilon \), we might face difficulties
with the oversampling variant of the MsFEM approach that we compare here with our approach. Indeed, edges of the oversampling domain may intersect the perforations. Properly defining the MsFEM basis functions in such a case would not be straightforward. For these two reasons, we consider a penalization approach.

5.1 Comparison with existing approaches

We solve \( \frac{\partial u}{\partial t} = \nabla \cdot \left( \frac{x}{\pi} \sin \frac{\pi x}{2} \sin \frac{\pi y}{2} \right) \), and we take \( B_\varepsilon \) the set of discs of radius 0.35 \( \varepsilon \) periodically located on the regular grid of period \( \varepsilon = 0.03 \). For the reference solution, we use a mesh of size 1024 × 1024.

The approaches we compare our approach with are the following four respective approaches:

- the standard Q1 finite element method on the coarse mesh of size \( H \). Of course, we do not expect that method to perform well for this multiscale problem and we only consider it as a “normalization”.

- the MsFEM with linear boundary conditions. Although this method is now a bit outdated, it is still considered as the primary MsFEM approach, upon which all the other variants are built.

- the MsFEM with oscillatory boundary conditions. This variant (in the form presented in [18]) is restricted to the two-dimensional setting. It uses boundary conditions provided by the solution to the oscillatory ordinary differential equation obtained by taking the trace of the original equation on the edge considered. The approach performs fairly well on a number of cases, although it may also fail.

- the variant of MsFEM using oversampling. This variant is often considered as the “gold standard”, although it includes a parameter (the oversampling ratio), the value of which should be carefully chosen. When this parameter is taken large, the method becomes (possibly prohibitively) expensive.

In addition, we consider for each of those approaches, and for our specific Crouzeix-Raviart type approach, two variants: one with, and the other without a specific enrichment of the basis set elements using bubble functions.
For all approaches but the Crouzeix-Raviart type approach that we propose, the bubble $\Psi$ on the quadrangle $Q$ is defined as the solution to

$$-\Delta \Psi = 1 \text{ on } Q \cap \Omega, \quad \Psi = 0 \text{ on } \partial(Q \cap \Omega).$$

For the Crouzeix-Raviart approach, the bubble function $\Psi$ has been defined in Section 2.1 by (11).

**Remark 12.** Other variants of the MsFEM approach have also been proposed, such as the Petrov-Galerkin variant with oversampling [19]. We do not consider this variant here, and refer to our previous work [21] for some elements of comparison (in a slightly different context).

For a given mesh size $H$, the cost for computing the basis functions (offline stage) varies from one MsFEM variant to the other. However, for a fixed $H$, all methods without (respectively, with) bubble functions essentially share the same cost to solve the macroscopic problem on $\Omega$ (online stage). More precisely, for a given cartesian mesh, and when using variants including the bubble functions, there are 1.5 times more degrees of freedom in our Crouzeix-Raviart approach than in the three alternative MsFEM approaches mentioned above. Since a logarithmic scaling is used for the x-axis in the figures below, this extra cost does not change the qualitative conclusions we draw below.

The numerical results we have obtained in the regime where the mesh size $H$ is of the order of, or larger than, the parameter $\varepsilon$ are presented on Figure 4. For all values of the meshsize $H$, and for both $L^2$ and broken $H^1$ norms, a definite superiority of our approach over all other approaches is observed, and the interest of adding bubble functions to the basis set is, for each approach, also evident.

A side remark is the following. On Figure 4, we observe that, when using bubble functions, the error decreases as $H$ increases. This might seem counterintuitive at first sight. Note however that, when $H$ increases, the cost of computing each basis function increases, as we need to solve a local problem (discretized on a mesh of size $h$ controlled by the value of $\varepsilon$) on a larger coarse element. In contrast to traditional FEM, increasing $H$ does not correspond to reducing the overall computational cost. For MsFEM approaches, increasing $H$ actually corresponds to decreasing the online cost but increasing the offline cost. The regime of interest is that of moderate
values of $H$, for which the offline stage cost is acceptable. We only show the right part of Figure 4 (corresponding to large values of $H$, leading to a prohibitively expensive offline stage) for the sake of completeness.

Figure 4: Relative ($L^2$, left, and $H^1$-broken, right) errors with various approaches in the regimes $H \backsimeq \varepsilon$ and $H \gtrsim \varepsilon$: FEM – the standard Q1 finite elements, no OS – MsFEM with linear boundary conditions, osc – MsFEM with oscillatory boundary conditions, OS – MsFEM with oversampling (where the size of the quadrangles used to compute the basis functions is $3H \times 3H$), CR – the MsFEM approach à la Crouzeix-Raviart we propose. Results for all these methods are represented by solid lines. The dashed lines correspond to the variants of these methods where we enrich the finite element spaces using bubble functions.

To get a better understanding of the approaches with bubble functions, we have run a series of tests in a regime different from that of Figure 4, where the meshsize $H$ is of the order of, or larger than, the parameter $\varepsilon$. On Figure 5, we present results corresponding to the regime $H \ll \varepsilon$. This is performed only for the purpose of analyzing the behaviour of the methods and this is of course not the practical regime where we want to use MsFEM approaches. It is however useful to observe how the various numerical approaches behave in that regime. We consider the same problem as above, with $\varepsilon = 0.3$ instead of 0.03, and where the meshsize $H$ ranges from $1/8$ to $1/128$, so that indeed $H$ is smaller (and even much smaller) than $\varepsilon$. The reference solution is again computed on a mesh of size $1024 \times 1024$. As expected, we then observe that
all errors uniformly decrease when $H$ decreases, in contrast to the situation displayed on Figure 4 and commented upon above. We then recover the classical behavior of numerical approaches in the limit of fine discretizations.

Figure 5: Relative ($L^2$, left, and $H^1$-broken, right) errors with the same approaches as on Figure 4 in the regime when $H \ll \varepsilon$.

For the sake of completeness, we have also considered another oversampling ratio for the MsFEM oversampling approach we compare our approach with. Recall indeed that, on Figures 4 and 5, we have considered an oversampling ratio equal to 3. We now additionally consider the method with an oversampling ratio equal to 2. Results are reported on Figure 6. As expected, the accuracy of MsFEM increases when the oversampling ratio increases. The artificial Dirichlet boundary conditions used to define basis functions are then further away from the relevant part of the mesh element, and their potentially poor behavior close to the boundary has a smaller influence. Of course, as the oversampling ratio increases, the cost of computing these basis functions increases. We observe that, with the MsFEM approach à la Crouzeix-Raviart we propose, we obtain a better accuracy (again both in $H^1$ and $L^2$ norms) than with the MsFEM approach that uses an oversampling ratio of 3 (i.e., that computes basis functions by solving local problems on quadrangles of size $3H \times 3H$).

**Remark 13.** Figures 4, 5 and 6 show that, for any of the numerical approaches we have considered, the relative $L^2$ error is always smaller than
the relative $H^1$ error. The former presumably converges with a better rate (in terms of $\varepsilon$ and $H$) than the latter, although establishing sharp $L^2$ error estimates for MsFEM-type approaches is quite involved (see e.g. [18]).

5.2 Robustness with respect to the location of the perforations

In this section and in the following one, we perform a series of tests with a different, specific purpose. As a major motivation for advocating our approach is the flexibility of Crouzeix-Raviart type finite elements in terms of boundary conditions, we expect our approach to be particularly effective (and therefore considerably superior to other approaches) when some edges of the mesh happen to intersect perforations of the domain. The more such intersections, the more important the difference. In order to check this expected behaviour, we design the following test.

We solve (1) on the domain $\Omega = (0,1)^2$, with a constant right-hand side $f = 1$, and we take $B_{\varepsilon}$ the set of discs of radius $0.2\varepsilon$ periodically located on the regular grid of period $\varepsilon = 0.1$. We compute the reference solution, and consider 3 variants of MsFEM: the linear version, the oversam-
pling version and the Crouzeix-Raviart version. The last three approaches are implemented in the variant that includes bubble functions in the basis set and they are run on a mesh of size $H = 0.2$.

We now perform two sets of numerical experiments. They are identical except for what concerns the relative position of the mesh with the perforations. The difference between the two sets of tests is that, from one set of tests to the other one, the perforations are shifted by $\varepsilon/2$ in the directions $x$ and $y$. In our Test 1, no edge intersects any perforation, while, on our Test 2, many edges actually intersect perforations. To some extent, the situation of Test 1 is the best case scenario (where as few edges as possible intersect the perforations) and the other situation is the worst case scenario.

The numerical solutions computed for each of the situations considered is shown on Figures 7 and 8 for Test 1 and Test 2 respectively. The numerical errors observed, computed both in $L^2$ and $H^1$-broken norms, are correspondingly displayed on Tables 1 and 2 respectively. More than the actual values obtained for each case, this is the trend of difference between Table 1 and Table 2 that is the practically relevant feature. A comparison between the two tables indeed show that, qualitatively and in either of the norms used for measuring the error, the linear version and the oversampling version of MsFEM are both much more sensitive to edges intersecting perforations than the Crouzeix-Raviart version of MsFEM. In particular, the gain of our approach with respect to the linear version of MsFEM is much higher in our Test 2 (which is, from the geometrical viewpoint, the worst case scenario) than in Test 1. This confirms the intuition of a better flexibility of our approach. This also allows for expecting a much better behaviour of that approach for nonperiodic multiscale perforated problems for which it is extremely difficult, practically, to avoid repeated intersections of perforations with mesh edges. This is confirmed by our numerical experiments of Section 5.3.

|                      | $L^2$ error (%) | $H^1$ error (%) |
|----------------------|----------------|----------------|
| MsFEM with linear conditions | 16             | 32             |
| MsFEM with oversampling                        | 20             | 38             |
| MsFEM à la Crouzeix-Raviart                      | 9              | 24             |

Table 1: Numerical relative errors for Test 1
Figure 7: (Test 1) Left to right and top to bottom: Reference solution (on the mesh $200 \times 200$), MsFEM with linear boundary conditions, MsFEM with oversampling (where the size of the quadrangles used to compute the basis functions is $3H \times 3H$), proposed MsFEM à la Crouzeix-Raviart.
Figure 8: (Test 2) Left to right and top to bottom: Reference solution (on the mesh $200 \times 200$), MsFEM with linear boundary conditions, MsFEM with oversampling (where the size of the quadrangles used to compute the basis functions is $3H \times 3H$), proposed MsFEM à la Crouzeix-Raviart.
Table 2: Numerical relative errors for Test 2

| Method                                | $L^2$ error (%) | $H^1$ error (%) |
|---------------------------------------|-----------------|-----------------|
| MsFEM with linear conditions          | 28              | 52              |
| MsFEM with oversampling               | 12              | 31              |
| MsFEM à la Crouzeix-Raviart           | 9               | 27              |

5.3 A test on a non-periodic geometry of perforations

A major motivation for using MsFEM approaches is to address non-periodic cases, for which homogenization theory does not provide any explicit approximation procedure. We have tested several such examples, two of them being shown on Figure 9. For each of them, the domain $\Omega = (0,1)^2$ is meshed using quadrangles of size $H$, with $1/128 \leq H \leq 1/8$. The reference solution is again computed on a mesh of size $1024 \times 1024$.

![Figure 9: Two examples of domains with non-periodic perforations (represented in black). Perforations have a rectangular shape, with a center randomly located in $\Omega = (0,1)^2$ according to the uniform distribution. Left: perforations are made from 100 rectangles, the width and height of which are uniformly distributed between 0.02 and 0.05. Right: perforations are made from 60 rectangles, the width (resp. the height) of which is uniformly distributed between 0.02 and 0.04 (resp. 0.02 and 0.4).](image)

Errors are shown on Figure 10 (resp. Figure 11) for the test-case shown on the left (resp. right) part of Figure 9 (we have obtained similar results for several other test cases not shown here for the sake of brevity). We again see...
that our approach provides results at least as accurate as, and often more accurate than the MsFEM approach with oversampling on quadrangles of size $3H \times 3H$. Our approach outperforms all the other variants of MsFEM that we have tested. These results confirm the definite interest of the variant we introduce in this article.

![Figure 10: Relative ($L^2$, left, and $H^1$-broken, right) errors with the same approaches as on Figure 4 for the test-case shown on the left-part of Figure 9.](image)
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A Technical proofs

We collect in this Appendix the proof of two technical results used in Section 4, namely the Poincaré inequality (23) and the homogenization result (21).
A.1 The Poincaré inequality in perforated domains

Consider the unit square $Y = (0,1)^d$ in dimension $d$, and some smooth perforation $B \subset Y$. There exists a constant $C > 0$ such that, for any $\phi \in H^1(Y \setminus B)$ with $\phi = 0$ on $\partial B$, we have

$$\|\phi\|_{L^2(Y \setminus B)} \leq C \|\nabla \phi\|_{L^2(Y \setminus B)}.$$  \hfill (56)

Let $Y^B_k := k + (Y \setminus B)$ be the perforated unit cell after translation by the vector $k \in \mathbb{Z}^d$. We scale $Y^B_k$ by a factor $\varepsilon$ and repeat this pattern periodically (with a period $\varepsilon$ in all directions) for a finite number of times. We hence introduce

$$Q_\varepsilon = \bigcup_{k \in K} (\varepsilon Y^B_k), \quad K = \{k \in \mathbb{Z}^d, a^-_i \leq k_i \leq a^+_i \text{ for any } 1 \leq i \leq d\} \quad (57)$$

for some $a^-_i$ and $a^+_i$ in $\mathbb{Z}$, that we can also write as

$$Q_\varepsilon = R_\varepsilon \setminus P_\varepsilon,$$

where $R_\varepsilon$ is the quadrangle $R_\varepsilon = \bigcup_{k \in K} (\varepsilon (k + Y))$ and $P_\varepsilon$ is the set of perforations $P_\varepsilon = \bigcup_{k \in K} (\varepsilon (k + B))$. Summing the inequality (56) for all cells and next
scaling the geometry, we obtain that, for any \( \phi \in H^1(R_\varepsilon \setminus P_\varepsilon) \) with \( \phi = 0 \) on \( \partial P_\varepsilon \), we have
\[
\| \phi \|_{L^2(R_\varepsilon \setminus P_\varepsilon)} \leq C\varepsilon \| \nabla \phi \|_{L^2(R_\varepsilon \setminus P_\varepsilon)}
\]  
(58)
where \( C \) is the same constant as in (56).

Consider now \( \phi \in H^1_0(\Omega_\varepsilon) \). There exists a set \( K \) of the form (57) such that \( \Omega_\varepsilon \subset Q_\varepsilon \) (it is sufficient to include \( \Omega_\varepsilon \) into a sufficiently large perforated quadrangle). We now introduce \( \overline{\phi} \), defined on \( Q_\varepsilon \) by
\[
\overline{\phi} = \phi \text{ on } \Omega_\varepsilon, \quad \overline{\phi} = 0 \text{ otherwise},
\]
and readily see that \( \overline{\phi} \in H^1(Q_\varepsilon) \) and \( \overline{\phi} = 0 \) on \( \partial P_\varepsilon \). The function \( \overline{\phi} \) thus satisfies (58). We hence obtain
\[
\| \phi \|_{L^2(\Omega_\varepsilon)} = \| \overline{\phi} \|_{L^2(R_\varepsilon \setminus P_\varepsilon)} \leq C\varepsilon \| \nabla \overline{\phi} \|_{L^2(R_\varepsilon \setminus P_\varepsilon)} = C\varepsilon \| \nabla \phi \|_{L^2(\Omega_\varepsilon)}.
\]
This completes the proof of (23).

### A.2 Homogenization result

In this section, we prove (21). To do so, we actually do not use (18). The proof below actually provides an alternative proof of (18) (see Remark 14 below).

Let \( \eta^\varepsilon \) be a smooth function on \( \overline{\Omega} \) that vanishes on \( \partial \Omega \), satisfies \( 0 \leq \eta^\varepsilon(x) \leq 1 \) on \( \overline{\Omega} \) and is equal to 1 in \( \omega_\varepsilon = \{x \in \Omega \text{ s.t. } \text{dist}(x, \partial \Omega) > \varepsilon\} \). Using the fact that \( \Omega \) is smooth, it is easy to see that such a function can be constructed for each \( \varepsilon > 0 \) and we can suppose that it satisfies
\[
\| \eta^\varepsilon \|_{L^\infty(\Omega)} \leq C, \quad \| 1 - \eta^\varepsilon \|_{L^2(\Omega)} \leq C\sqrt{\varepsilon},
\]
\[
\| \nabla \eta^\varepsilon \|_{L^\infty(\Omega)} \leq \frac{C}{\varepsilon}, \quad \| \nabla \eta^\varepsilon \|_{L^2(\Omega)} \leq \frac{C}{\sqrt{\varepsilon}}, \quad \| \nabla^2 \eta^\varepsilon \|_{L^2(\Omega)} \leq \frac{C}{\varepsilon^{3/2}}
\]
(59)
for some universal constant \( C > 0 \). Set \( \phi = w^\varepsilon - \varepsilon^2 w_\varepsilon f \eta^\varepsilon \), where \( w_\varepsilon(x) = w(x/\varepsilon) \), with \( w \) the solution to (19). We compute
\[
-\Delta \phi = f + \varepsilon^2 \Delta (w_\varepsilon f \eta^\varepsilon)
\]
\[
= f + (\Delta w)_\varepsilon f \eta^\varepsilon + 2\varepsilon (\nabla w)_\varepsilon \cdot \nabla (f \eta^\varepsilon) + \varepsilon^2 w_\varepsilon \Delta (f \eta^\varepsilon)
\]
\[
= f (1 - \eta^\varepsilon) + 2\varepsilon (\nabla w)_\varepsilon \cdot \nabla (f \eta^\varepsilon) + \varepsilon^2 w_\varepsilon \Delta (f \eta^\varepsilon)
\]
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on $\Omega_\varepsilon$, where we have used (1) in the first line and the fact that $-\Delta w = 1$ on $Y \setminus B$ in the last line. Using the regularity (20) of $w$ and the properties (59) of $\eta^\varepsilon$, we deduce that
\[
\| -\Delta \phi \|_{L^2(\Omega_\varepsilon)} \leq \| f \|_{L^\infty(\Omega)} \| 1 - \eta^\varepsilon \|_{L^2(\Omega)} \\
+ 2\varepsilon \| \nabla w \|_{L^\infty} \left( \| f \|_{L^\infty(\Omega)} \| \nabla \eta^\varepsilon \|_{L^2(\Omega)} + \| \nabla f \|_{L^2(\Omega)} \| \eta^\varepsilon \|_{L^\infty(\Omega)} \right) \\
+ \varepsilon^2 \| w \|_{L^\infty} \left( \| f \|_{L^\infty(\Omega)} \| \Delta \eta^\varepsilon \|_{L^2(\Omega)} + 2\| \nabla f \|_{L^2(\Omega)} \| \nabla \eta^\varepsilon \|_{L^\infty(\Omega)} + \| \Delta f \|_{L^2(\Omega)} \| \eta^\varepsilon \|_{L^\infty(\Omega)} \right) \\
\leq C\sqrt{\varepsilon} N(f),
\] (60)
where $N(f)$ is defined by (22).

We now notice that $u^\varepsilon$ and $w_\varepsilon \eta^\varepsilon$ vanish on $\partial \Omega_\varepsilon$, hence $\phi = 0$ on $\partial \Omega_\varepsilon$. An integration by parts thus yields
\[
\int_{\Omega_\varepsilon} |\nabla \phi|^2 = \int_{\Omega_\varepsilon} (-\Delta \phi) \phi \leq C\sqrt{\varepsilon} N(f) \| \phi \|_{L^2(\Omega_\varepsilon)}.
\] (61)
Inserting (23) in (61), we obtain $|\phi|_{H^1(\Omega_\varepsilon)} \leq C\varepsilon^{3/2} N(f)$. We conclude by using the triangle inequality
\[
| u^\varepsilon - \varepsilon^2 w \left( \frac{1}{\varepsilon} \right) f \|_{H^1(\Omega_\varepsilon)} \leq |\phi|_{H^1(\Omega_\varepsilon)} + \varepsilon^2 \left| w \left( \frac{1}{\varepsilon} \right) f(1 - \eta^\varepsilon) \right|_{H^1(\Omega_\varepsilon)},
\]
where both terms in the above right-hand side are bounded by $C\varepsilon^{3/2} N(f)$. This yields the desired bound (21).

**Remark 14.** Note that if $f$ vanishes on $\partial \Omega$, we can take $\eta^\varepsilon \equiv 1$ and (60) is replaced by
\[
\| -\Delta \phi \|_{L^2(\Omega_\varepsilon)} \leq C\varepsilon N(f).
\] Following the same steps as above, we then recover the bound (18).
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