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Accuracy and interpretability are two essential properties for a crime prediction model. Because of the adverse effects that the crimes can have on human life, economy and safety, we need a model that can predict future occurrence of crime as accurately as possible so that early steps can be taken to avoid the crime. On the other hand, an interpretable model reveals the reason behind a model’s prediction, ensures its transparency and allows us to plan the crime prevention steps accordingly. The key challenge in developing the model is to capture the non-linear spatial dependency and temporal patterns of a specific crime category while keeping the underlying structure of the model interpretable. In this paper, we develop AIST, an Attention-based Interpretable Spatio Temporal Network for crime prediction. AIST models the dynamic spatio-temporal correlations for a crime category based on past crime occurrences, external features (e.g., traffic flow and point of interest (POI) information) and recurring trends of crime. Extensive experiments show the superiority of our model in terms of both accuracy and interpretability using real datasets.

CCS Concepts: • Information systems → Spatial-temporal systems.
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1 INTRODUCTION

Criminal activities have become a major social problem due to their adverse effect on human life, economy and safety. The availability of crime data in recent years has enabled researchers to develop models for crime prediction. The government and responsible authorities can take preventive measures if they know about a crime event in advance. Knowing the insight behind the prediction of a crime occurrence would allow them to plan preventive measures appropriately and keep the society safe from the happening of the crime. Interpretable predictions ensure the transparency and accountability of the model. Thus, both accuracy and interpretability are two essential and desired properties for a crime prediction model. We propose an Attention-based Interpretable Spatio Temporal Network (AIST), an interpretable deep learning model for crime prediction.

Crime events exhibit spatial and temporal correlations and external features (e.g., taxi flow) often have influence on the crime occurrence.

Spatial Correlation. Spatially nearby regions show a similar crime distribution and the extent of this similarity varies across regions and time. Figure 1a shows the communities (i.e., regions) of
Chicago and Figure 1b shows an example on January, 2019 Chicago crime data. Regions 8 and 32 show strong spatial correlation while Regions 8 and 7 do not, though both of them are spatially nearby. Also, the spatial correlation between Regions 8 and 32 changes with time.

**Temporal Correlation.** Crime occurrences of a region show both short and long term temporal correlations and these correlations vary with crime categories. Fig 1c shows an example for Region 8: deceptive practice (C0) and theft (C1) peak during mid night, whereas robbery (C5) peak during late night or early morning. There is also a significant difference of crime distributions across different crime categories: deceptive practice (C0) and theft (C1) occur at regular intervals whereas robbery is not so common for Region 8. Besides, the crime distributions of the same category differ throughout the week.

![Fig. 2. Influence of Taxi Flows on the crime distribution in Chicago Communities](image)

**External Features.** Functionalities and urban characteristics of a region like points of interests (POIs), traffic flow have direct influence on its crime occurrences. The influence of these external features on the crime occurrences tend to vary from time to time and region to region. Figure 2 shows such an example in Region 8, where the distribution of deceptive practice (C0) (Figure 2a) and theft (C1) (Figure 2b) have a strong correlation with taxi flows, whereas robbery (C5) (Figure 2c) comparatively shows a weaker correlation with taxi flows.

Modeling these diverse spatio-temporal correlations and learning meaningful external features and their probable influence on crime are challenging tasks. Traditional interpretable machine learning and data mining methods [10, 54, 64] cannot model these non-linear spatio-temporal correlations and thus fail to predict the crime occurrences accurately. Recent deep learning models [24, 25] capture this non-linear spatial and temporal dependencies to some extent and improve the accuracy of traditional models. They still have major limitations:

- The models only learn static spatial correlations. However, the correlations for two regions may vary with time.
- The models do not address long term (e.g. daily, weekly) temporal correlations.
- The models do not consider the external features and hence the learned region embedding is incomplete.
- The models lack interpretability. Both these models use LSTM based attention weights which are difficult to interpret because of the recurrence on the hidden states generated by LSTMs [12]. They are also not sparse enough to be meaningful for long sequence.

To overcome the limitations, we develop AIST that captures dynamic spatio-temporal correlation for crime prediction and provides quantitative insights based on external features behind a prediction. We develop two novel variants of graph attention networks (GAT) [51], hGAT and fGAT to learn the crime and feature embedding of the nodes (regions), respectively at each time step. These embedding are then fed to three sparse attention based-LSTMs (SAB-LSTMs) [29] for modeling recent, daily and weekly crime trends. Finally, AIST applies a location-based attention mechanism to identify the significance of different trends to make a prediction.
GAT does not consider the hierarchical information of nodes. However, in real-world scenarios nodes tend to form clusters and belong to different hierarchies based on similar characteristics. In urban context, nodes (regions) that belong to a same hierarchy shares similar functionalities and crime distributions. We propose \( hGAT \) that incorporates this prior knowledge of hierarchical information into GAT’s architecture to produce a better crime embedding of nodes.

Concatenating the feature vectors with spatial [61, 62] or temporal view [32] either directly or after a linear transformation is a common practice for incorporating the external features into the model. However, it fails to fully utilize the features and generate insights for a model’s prediction. We propose \( fGAT \) that replaces the additive self-attention mechanism of GAT with a novel scaled dot product self-attention mechanism [50] to learn crime and region specific relevant feature embedding.

The unique challenge of a crime prediction problem that does not apply to other spatio-temporal prediction problems (e.g., traffic flow prediction, crowd flow prediction, passenger demand prediction) is the fact that crime data is spatially, temporally and categorically extremely sparse. AIST utilizes the feature embedding learned from \( fGAT \) to tackle the sparseness of crime data. On top of that, it is also necessary to keep the crime prediction model’s architecture reasonably interpretable, which makes the tasks even harder than building a spatio-temporal model that does not consider interpretability [43].

AIST is interpretable because it takes transparent decisions at each prediction step based on the different attention modules used in the model architecture. To explain a prediction, we first find whether the prediction is based on recent occurrences or any recurring trend and then identify the previous time steps that are given the most importance. Our model knows why a time step is given importance as the input at each time step is an interpretable spatial embedding. Hence, if we backtrack we can find the most important regions and features for a specific time step. Even though attention as a form of explanation is not new in spatio-temporal literature [21, 24, 25, 67], simply using an attention module does not make a model interpretable [27, 45]. Keeping this in mind, unlike existing spatio-temporal literature the model architecture of AIST is designed so that it complies with the conditions presented in [57] under which attentions can be regarded as faithful explanations.

Besides inherent interpretable architectures [8], recently post-hoc local explanation techniques [34] that provide approximate explanations to a model’s decision making have been explored to imitate the behavior of deep learning black box models. However, they are not well received considering the fact that if these explanations had been adequate enough, there would be no need for the original model [43]. Hence, we keep AIST architecture inherently interpretable while ensuring its accuracy.

In summary, the contributions of this paper are as follows:

- We propose a novel interpretable spatio-temporal deep learning model, AIST which is able to capture diverse spatio-temporal correlations based on past crime occurrences, external features and recurring trends.
- We propose \( hGAT \), a novel GAT variant that allows AIST to learn more faithful node embedding.
- We propose \( fGAT \), another novel GAT variant that provide insights behind the predictions of AIST.
- We conduct experiments on Chicago crime data. AIST achieves a higher accuracy than the state-of-the-art methods and provides useful insights for its predictions. Experiment results also validate that the explanations provided by different attention modules in \( hGAT, fGAT \) and SAB-LSTMs are faithful.
The remaining of the paper is organized as follows. We discuss the related work in Section 2 and formulate the crime prediction problem in Section 3. We present our model, AIST in Section 4. Section 5 presents the experimental results and evaluates the accuracy and the interpretability of AIST. Section 6 concludes the paper.

2 RELATED WORK

Data-driven crime prediction problems have received wide attention from the researchers for decades. Existing studies on crime prediction can be divided into following categories: (i) crime rate inference that predicts the crime rate of a region, (ii) crime hotspot detection that finds the locations where crimes are clustered, and (iii) crime occurrence prediction that forecasts the occurrence of a crime category for a location at a future timestamp. Our work falls in the third category. In Sections 2.1 and 2.2, we elaborate existing crime prediction models and interpretable models, respectively. In Section 2.3, we discuss the deep learning methods used for spatial-temporal prediction.

2.1 Crime Prediction Models

Statistical and Classic Machine Learning Methods. Recent studies [44, 54, 55] used statistical and classic machine learning methods (e.g., linear regression, negative binomial regression, geographically weighted regression, random forest) for crime rate inference problem. In [54, 55], the authors studied the effect of point of interest (POI) (e.g., a restaurant or a shopping mall) and taxi flow information along with the traditional demographics features of a region while in [44], the authors utilized FourSquare check-in data for estimating the crime rate of a particular region. Researchers have also employed kernel density estimation (KDE) [6, 16, 17, 22] for predicting hot-spot maps. However, these works only take spatial features and dependencies into account ignoring the temporal dynamics of crime.

To address the temporal dynamics, time-series models such as autoregressive integrated moving average (ARIMA) [10] have been proposed for one-week ahead crime occurrence prediction. In [38], the authors implemented a self-exciting point process similar to one used by the seismologists in the context of urban crime to understand the temporal trends of burglary. Even though these models acknowledge the temporal dynamics, they do not incorporate the spatial context of crimes.

Both spatial and temporal information have been also explicitly modeled in the literature. In [64], the authors proposed an algorithm that constructs a global crime pattern from local crime cluster distributions, and employed it for predicting residential burglary. In [40], the authors employed STKDE, a variant of KDE for mapping transient and stable crime clusters. The work in [48] used analytic and statistical techniques to identify the spatio-temporal crime patterns. In [68], spatio-temporal correlations like intra-region temporal correlation and inter-region spatial correlation have been considered for crime occurrence prediction. However, all of these methods cannot fully model the complex non-linear relation of space and time and the dynamicity of spatial-temporal correlation.

Besides spatio-temporal features, incorporating additional data (e.g. Twitter, demographics data) improve the accuracy of existing crime prediction models. The authors in [20] added Twitter-based features extracted from topic based modeling for improving the prediction of models. In [5], the authors used fuzzy association rule mining to find consistent crime patterns using population demographics information of communities. Another line of work [53, 59] explores the heterogeneous and task-specific division of spatial regions over traditional grid and community based division which helps improve the accuracy of the crime prediction.

Deep Learning Methods. Deep learning models have recently been shown to be very effective in domains like computer vision, speech recognition and natural language processing. Recent deep
learning models have also attempted to capture the non-linear spatio-temporal dependencies of crime. DeepCrime [25], a hierarchical recurrent framework with attention mechanism, considers temporal correlation, its inter-relation with ubiquitous data and category dependencies for future crime prediction. However, DeepCrime does not consider spatial correlations of crimes. In [52], the authors applied ST-ResNet architecture [65] for crime intensity prediction while in [24], the authors developed MiST, a LSTM based neural network architecture with attention mechanism to model spatio-temporal and cross-categorical correlation for crime prediction. None of these models can capture dynamic spatial correlation and identify the impact of external features on crime predictions. Besides, these models are not interpretable. DeepCrime and MiST employ attention based RNNs which lack interpretability because of the recurrence on the hidden states generated by RNNs and their non-sparse attention weights for longer sequences. ST-ResNet uses deep residual units with hundreds and thousands of CNNs stacked altogether which makes it harder to interpret the model’s prediction.

2.2 Interpretable Models
The statistical and classic machine learning models have an advantage over deep learning models in terms of interpretability. However, they cannot model the complex non-linearity of space and time and thus lacks accuracy. On the other hand, though neural networks can capture the spatial-temporal non-linear relationship, they are not interpretable.

Attention-based models focus on the most relevant information while performing a certain task. These models have become very popular in image processing [1, 19, 37, 60] and natural language processing [2, 50], and health-care predictions [3, 11, 12, 36] for ensuring interpretability. Similar to the statistical and classic machine learning models, despite of having a self-explanatory structure, simply using an attention based model does not make an explanation of a prediction faithful. The model architecture of AIST provides faithful explanations, which is also validated by our experiment results.

The other category of interpretable models is post-hoc models, where a separate model is used for explanation. Examples of post-hoc models include LIME [41], SHAP [34], rule-based learning [46] and saliency visualizations [15].

2.3 Deep Learning for Spatio-temporal Prediction
Deep learning methods have become popular in recent years in the domain of spatial temporal prediction. A common approach is to use the convolution based architecture (CNN) [7, 9, 66] for finding the spatial correlation and the recurrent based architecture [14, 42] for finding the temporal correlation. In [61], the authors used both CNN and attention-based LSTM to capture the dynamic spatio-temporal dependencies for traffic prediction. In [33], the authors proposed a multi-level attention mechanism along with a recurrent layer and a fusion module to incorporate the external features for geo-sensory time prediction.

Recent literature [21, 23, 47, 56, 58, 63, 67] has also started exploring the graph neural networks for such prediction. In [21, 23, 63], the authors proposed a pure convolutional structure in the form of a graph convolution in the spatial dimension and a general convolution in the temporal dimension to model the traffic flows. In [47], several temporal views are fed to their respective graph convolution layers and then fused altogether along with semantic views to model the crowd flows. In [56], the authors modeled traffic flows with a graph convolutional network (GCN) followed by a recurrent layer and a transformer to capture the local and global temporal correlation, respectively. Both these models [47, 56] incorporate geospatial position of nodes into the GCN to better model the spatial dependencies. In [67], the authors proposed STCGA that combines multiple self-attention, graph attention, and convolutional residual networks to predict the traffic flow. [58] proposes DIGC
and a pre-trained binary classifier, both of which consists of a GCN followed by an LSTM to extract the spatio-temporal and latent incident crime features, respectively for traffic speed prediction.

None of these spatio-temporal prediction models are designed to handle the sparseness of crime data. The finer the spatial, temporal or categorical resolution gets, the sparser the crime data becomes; which makes it even harder to model the crime. Hence, the spatio-temporal prediction models fail to perform well for crime prediction tasks. Unlike existing spatio-temporal literature, AIST chooses a handful of region and crime category specific external features, and applies fGAT to learn a more stable and faithful feature embedding of the target region as a substitute of the sparse crime data. This learned feature embedding along with the crime embedding learned by hGAT allows AIST to capture the slightest of changes in the feature or crime embedding of the target region over time and make predictions accordingly. Our experiment results also show that AIST outperforms the high-performance spatio-temporal prediction models.

Table 1. Notations and their meanings

| Notation | Symbol |
|----------|--------|
| \( N, T, K, J \) | Number of regions, time steps, crime categories, external features |
| \( N_i \) | First-order neighbors of region \( r_i \) (including itself) |
| \( \tau \) | Length of a time step |
| \( x_{i,t}^k \) | Crime occurrences of \( k \)-th category at region \( r_i \) during \( t \)-th time step |
| \( x_{i,t} \) | Crime occurrences of all categories at region \( r_i \) during \( t \)-th time step |
| \( X_i \) | Crime occurrences of all categories at all regions during \( t \)-th time step |
| \( f_{i,t}^j \) | \( j \)-th external feature of region \( r_i \) during \( t \)-th time interval |
| \( F_i \) | All external features of region \( r_i \) during \( t \)-th time step |
| \( Y_{t+1} \) | Predicted crime occurrences of all regions and categories of the city at \((T+1)\)-th time step |

3 PROBLEM FORMULATION

In this section, we introduce some notations\(^1\) and formulate crime prediction problem as a regression task. Table 1 summarizes the notations used in the paper.

**Region.** We model a city with an undirected graph \( G = (V, E) \), where \( V \) represents a set of \( N \) regions \( \{r_1, r_2, r_3, \ldots, r_N\} \) and \( E \) represents a set of edges connecting them. In this study, a region denotes a community area: a pre-defined administrative boundary that serves various planning and statistical purposes. For a region \( r_i \) to be connected to region \( r_j \) they must share a common boundary.

**Crime Occurrence.** Let \( x_{i,t}^k \in \mathbb{R} \) represent the number of crimes reported of category \( k \) (e.g. theft) at region \( r_i \) during \( t \)-th time step.\(^2\) If \( x_{i,t} = [x_{i,t}^1, x_{i,t}^2, x_{i,t}^3, \ldots, x_{i,t}^K] \in \mathbb{R}^K \) denotes the reported crimes of all \( K \) categories at region \( r_i \) during \( t \)-th time step and \( X_t = (x_{1,t}, x_{2,t}, x_{3,t}, \ldots, x_{N,t}) \in \mathbb{R}^{K \times N} \) denotes the reported crimes of all categories at all \( N \) regions during \( t \)-th time step, then the crime occurrences of the whole city for \( T \) time steps can be denoted as \( X = (X_1, X_2, \ldots, X_T) \in \mathbb{R}^{K \times N \times T} \).

**External Feature.** We use POI information, traffic inflow and traffic outflow as external features for improving the model’s prediction accuracy. The external features of the city during \( T \) time steps are denoted as \( F = (F_1, F_2, \ldots, F_T) \in \mathbb{R}^{J \times N \times T} \) for \( J \) external features, where \( F_t = (f_{1,t}, f_{2,t}, f_{3,t}, \ldots, f_{N,t}) \in \mathbb{R}^{J \times N} \) denotes the external features of the city during \( t \)-th time.

\(^1\)Bold letters, e.g. \( A, a \) denote matrices and vectors respectively and small letters, e.g. \( a \) denote scalars
\(^2\)We use time step and time interval synonymously.
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we elaborate on how we generate crime embedding using hGAT and feature embedding using weekly trends which outputs the hidden states $h_t$.

We find the crime embedding $c_t$ at region $r_1$ during time step $t$. These embedding are then fed to three SAB-LSTMs for capturing recent, daily and weekly crime trends at $r_1$ and a location-based attention is applied to predict the crime occurrence of $r_1$ at $(T + 1)$-th time step, $\hat{y}_{T+1}$.

**Problem Definition.** Given past crime occurrences $X$ and external features $F$ for last $T$ time steps, predict $\hat{Y}_{T+1}$, the crime occurrences of the city during $(T + 1)$-th time step.

### 4 MODEL DESCRIPTION

The key idea behind our model’s high prediction accuracy is that we exploit (i) hierarchical information of regions, (ii) external features, and (iii) short, long term crime patterns to capture the dynamic spatio-temporal dependencies while keeping the model’s architecture reasonably interpretable. Given the crime occurrences of category $k$ at region $r_t$ during time steps $[1, T]$, we find the crime embedding $c_{k,t}$ and feature embedding $e_{k,t}$ of $r_t$ using our proposed hGAT and fGAT, respectively, and concatenate them to produce spatial representation $s_{k,t}$ for each of these time step. These embedding are then fed to three SAB-LSTMs for capturing recent, daily and weekly trends which outputs the hidden states $h^r_{T+1}, h^d_{T+1}, h^w_{T+1}$, respectively. After applying an attention mechanism on these hidden states, a context vector, $c_{T+1}$ is generated to predict the crime occurrence at $(T + 1)$-th time step, $\hat{y}_{T+1}$. Figure 3 gives an overview of the model. In Section 4.1, we elaborate on how we generate crime embedding using hGAT and feature embedding using fGAT to produce spatial representation (Figures 3a–3c). In Sections 4.2 and 4.3, we discuss our crime trend generation and prediction steps, respectively (Figure 3d).

#### 4.1 Spatial View

Convolutional neural networks (CNNs) [66] and its variants [61] have been applied to model spatial correlation between regions in spatio-temporal prediction. Though CNNs learn meaningful features
on regular grid structured data, they do not perform well on irregular graph data because the number of nodes in a graph and their neighbor counts are variables. Urban crime data exhibit a clear graph structure considering the correlation between regions and other external features. Modeling them as grid structured data results in incomplete information and makes it hard to learn meaningful information. To address this issue, graph convolutional networks (GCNs) [30] have gained popularity in recent times. GCNs learn a node’s embedding as an aggregation of its neighbor’s features and calculate their contribution with predefined Laplacian Matrix, which is the difference of the degree matrix and the adjacency matrix of the graph. Since the contributions of neighbor nodes are static, GCNs cannot capture the dynamic spatial correlation between regions.

Based on these observations, we choose GAT as the base architecture to capture the spatial dependencies for crime prediction. Similar to GCN, GAT learns a node’s embedding as an aggregation of its neighbor’s features but uses a self-attention mechanism to learn their contributions instead. GAT does not require any costly matrix operation and knowledge about the graph structure upfront, which allows GAT to learn dynamic spatial correlation between regions.

We use two GAT variants: hGAT and fGAT to learn the crime and feature embedding of a target region as follows.

**Crime Embedding.** The city of Chicago is divided into 77 communities (regions) and the communities are grouped into 9 districts or sides forming a containment hierarchy. Communities under the same side tend to share similar socio-economic, demographic and urban features, which result in similar crime distribution than those under different sides. Hence, while aggregating the node (community) information in GAT, prioritizing the nodes that fall under the same side with the target node over others may help to learn better crime representation of a target node. From this intuition, we propose \( hGAT \) to amplify the signals of the nodes that fall under the same side with the target node than those which do not. Since almost every city can be divided into multiple partitions at different spatial resolutions, this idea can be generalized to other cities as well.

Figure 4 represents a scenario where the first-order neighbors of target region 8 are \( \{7, 8, 24, 28, 32\} \) and target region 8 along with region 32 and 33 fall under the same side (represented as grey circles in Figure 4). It is evident from Figure 5 that R8 is strongly correlated to R32 than other nearby regions (R7, R24) in terms of crime distribution and external features (POI and taxi flows). Similarly, R24 shows a stronger correlation with R28 than R8. Thus, it is expected that the target region 8 is influenced more by region 32 which is not only a first-hop neighbor but also falls under the same side, whereas regions 7, 24 or 28 do not. To be clear, we do not consider the influence of regions such as 33 that falls under the same side with the target region 8, but is not a first-hop neighbor. We only want to amplify the signal from those regions which satisfy both conditions: falls under the same side and is a first-hop neighbor.

\( hGAT \) considers two sets of features for each node \( r_i \): (i) node level features: crime occurrences at community level during time step \( t: x_{i,t}^k \), (ii) parent level features: crime occurrences at district/side level during time step \( t: z_{i,t}^k \) as input to GAT and an additional attention layer to capture the
similarity between nodes based on parent level features. Let the parent node of a region \( r_i \) be \( p_j = \text{Parent}(r_i) \). Then the parent feature of node \( r_i \) is calculated as \( z^k_{i,t} = \sum_{r_n \in \text{Parent}(r_n) = p_j} x^k_{n,t} \). Basically, we sum the crime occurrences of category \( k \) across the nodes whose parent node is \( p_j \) to create the parent feature of target node \( r_i \). Traditional GAT considers only node level features. Hence, it can not model hierarchical information into a node’s embedding.

For hGAT, we use two transformation matrix, (i) \( w_x \in \mathbb{R}^{F} \) to learn the similarities between a target region and its neighbor’s node level features, and (ii) \( w_z \in \mathbb{R}^{F'} \) to learn similarities between their parent-level features. Based on these information two separate feed-forward attention layer computes two sets of pair-wise unnormalized attention scores between the target region and its first-hop neighbors: \( e^c_{ii'} \) and \( e^p_{ii'} \), respectively. For clarity, we omit the indices of crime categories (\( k \)) and time step (\( t \)).

\[
e^c_{ii'} = \text{LeakyReLU}(a_x^T[w_x x_i \parallel w_x x_{i'}])
\]

\[
e^p_{ii'} = \text{LeakyReLU}(a_z^T[w_z z_i \parallel w_z z_{i'}])
\]

We perform an element-wise addition to combine these two sets of unnormalized attention scores and apply softmax over them to generate final attention scores, where \( N_i \) denotes first order neighbors including itself.

\[
e_{ii'} = e^c_{ii'} + e^p_{ii'}
\]

\[
\alpha_{ii'} = \text{softmax}_{i'}(e_{ii'}) = \frac{\exp(e_{ii'})}{\sum_{i'' \in N_i} \exp(e_{ii''})}
\]

Finally, we use this combined attention score to update the crime embedding \( c^k_{i,t} \) of target region \( r_i \).

\[
c^k_{i,t} = \sigma \left( \sum_{i' \in N_i} \alpha_{ii'} w_x x^k_{i',t} \right)
\]

Figure 3a gives an overview of generating the crime embedding.

**Feature Embedding.** Besides historical crime observations, external features have been shown to be useful in crime prediction problems [25, 54, 68]. We propose \( fGAT \) that replaces additive self-attention mechanism with a novel scaled dot product self-attention mechanism [50] to learn category specific feature embedding of regions.

The feature embedding of a target region is formulated as an aggregation of its neighbors’ features based on their possible influence on the crimes of the target region. The intuition behind finding a possible influential feature is - if two regions having similar features experience similar crime occurrences at a specific time step then the features might influence crimes or serve as proxies for crime prediction in addition to the crime occurrences. We compute the query vector \( q_{ii'} \) by multiplying the concatenated crime occurrences of a target region (\( r_i \)) and its neighbor region (\( r_{i'} \)) with weight matrix \( W_q \in \mathbb{R}^{d_q \times 2} \) to learn their crime distribution similarities. For preparing
the key vector $k'_j$, for feature $j$, we multiply the concatenated features of $r_i$ and $r'_i$ with weight matrix $W_k \in \mathbb{R}^{d_k \times 2}$ to learn their feature similarities. Here, $d_q$ and $d_k$ represents the dimension of the query and key vector, respectively.

$$q_{il'} = W_q([x^k_i \parallel x'^k_{i,t}])$$
$$k'_j = W_k([f^l_j \parallel f^l'_{j,t}])$$

Then, the attention weight of $j$-th feature of $r'_i$ is calculated using the dot-product attention mechanism.

$$\beta_{j,il'} = \text{softmax}_j\left(\frac{q_{il'} k'_j T}{\sqrt{d_k}}\right)$$

Once the attention weights of individual features are found, the feature embedding $e^k_{i,t}$ of $r_i$ is formulated as follows.

$$e^k_{i,t} = \sigma \left( \sum_{i' \in N_i} \left( \sum_{j=1}^{J} \beta_{j,il'} W_v f^l_{j,t} \right) \right)$$

Here $\beta_{j,il'} W_v f^l_{j,t}$ represents the contribution of $j$-th feature of $r'_i$ on the feature embedding of $r_i$ and $W_v \in \mathbb{R}^F$. Figure 3b gives an overview of generating the feature embedding.

Finally, We concatenate the crime embedding, $c^k_{i,t}$ and feature embedding, $e^k_{i,t}$ to find spatial embedding $s^k_{i,t}$ of target region $r_i$ at $t$-th time step for crime category $k$. This spatial embedding $s^k_{i,t}$ is fed as input to a SAB-LSTM cell for time step $t$ as shown in Figure 3c.

$$s^k_{i,t} = [c^k_{i,t} \parallel e^k_{i,t}]$$

### 4.2 Temporal View

LSTM and GRU are two popular recurrent neural networks (RNNs) that capture temporal correlations. However, besides being non-interpretable they suffer from vanishing gradient problem for long sequences. To address these issues, attention-based RNNs are proposed that use attention mechanism to focus on relevant hidden states. These attention weights are difficult to interpret because of the recurrence on the hidden states generated by LSTMs [12]. They are also not sparse enough to be meaningful for long sequence.

SAB-LSTM [29] back-propagates across only a selected small subset instead of all hidden states, which are selected using a sparse and hard attention mechanism. Thus it mitigates the gradient vanishing problem and is also interpretable. In this section, first we give a brief overview of a SAB-LSTM cell and then discuss how we apply them in predicting crimes.

At each time step $t$ the underlying LSTM of SAB-LSTM takes the spatial embedding of region $r_i$, $s^k_{i,t}$ and the previous hidden state $h_{t-1}$ as inputs for crime category $k$. It produces a new cell state $c_t$ along with a provisional hidden state $\hat{h}_t$.

$$\hat{h}_t, c_t = \text{LSTM}(s^k_{i,t}, h_{t-1})$$

The provisional hidden state, $\hat{h}_t$ is concatenated with all the vectors stored in memory $M = [h^1_{mem}, h^2_{mem}, \ldots, h^{|M|}_{mem}]$ and passed through a feed-forward neural network to generate unnormalized attention weights ($e_m$) for each vector stored in the memory. Memory $M$ contains a set of hidden states selected arbitrarily (after each $k_{att}$ time step) for comparison with the generated provisional hidden state.

$$e_m = W_m \text{tanh}(\hat{h}_t \parallel h^m_{mem})$$
Then, SAB-LSTM subtracts the \((k_{top} + 1)\)-th highest attention score from all the attention scores and use normalization to generate \(k_{top}\) sparse attention weights to select only \(k_{top}\) memory cells.

\[
\alpha_m = \frac{e_m - e_{k_{top}+1}}{\sum_{m' \in M} (e_{m'} - e_{k_{top}+1})}
\]

Once the attention weights \((\alpha_m)\) are obtained, it calculates a summary vector \(\text{sum}_t\) by summing over the \(k_{top}\) memories. This summary vector is then concatenated to the previously generated hidden provisional state \(\hat{h}_t\) to get the final hidden state, \(h_t\).

\[
\text{sum}_t = \sum_{m \in M} \alpha_m h_{mem}^m
\]

\[
h_t = \hat{h}_t + \text{sum}_t
\]

The hidden state generated at time step \(t\) has two contributing factors. First, the provisional hidden vector \((\hat{h}_t)\) which is the output of a traditional LSTM at time \(t\) and non-interpretable. Second, the summary vector \(\text{sum}_t\) which is the summation of dynamic, sparse hidden states aligned with current state and interpretable. For crime prediction task we omit the first contributing factor and only use the summary vector \(\text{sum}_t\) as our output hidden state \(h_t\). Even though the accuracy is slightly compromised but this makes SAB-LSTM more interpretable.

\[
h_t = \text{sum}_t = \sum_{m \in M} \alpha_m h_{mem}^m
\]  

We use three SAB-LSTMs for our crime prediction task (Figure 3d). SAB-LSTM\(_r\) captures recent crime trends based on a target region’s spatial embedding during past \(T\) time steps. SAB-LSTM\(_d\) captures daily trends based on spatial embedding at the same time step as the predicted time step but on previous days . Finally, SAB-LSTM\(_w\) captures weekly trends based on the the spatial embedding at the same time step as the predicted time step but on previous weeks. We formulate them as follows. For simplicity of representation, we omit region-index \(i\) and crime category-index \(k\).

\[
h_{r,T+1} = \text{SAB-LSTM}_r(s_t)
\]
\[
h_{d,T+1} = \text{SAB-LSTM}_d(s(T+1)-t_d+m)
\]
\[
h_{w,T+1} = \text{SAB-LSTM}_w(s(T+1)-t_w+\tau m)
\]

Here, \(t = [1..T]\), \(t_d = [1..T_d]\), \(t_w = [1..T_w]\), \(m = 24/\tau\), \(T_d = T/m\), \(T_w = T/(m*7)\), \(\tau = \text{length of each time step}\).

\(h_{r,T+1}^r, h_{d,T+1}^d, h_{w,T+1}^w \in \mathbb{R}^H\), \(H = \text{hidden state dimension}\).

### 4.3 Prediction

After calculating the final hidden states of all three SAB-LSTMs we use location-based attention mechanism [35] to capture the contribution \((\alpha_a)\) of the recent, daily and weekly trends. Then, a context vector is calculated using the generated attention weights. Here, \(W_h \in \mathbb{R}^{H \times A}\), \(b_h \in \mathbb{R}^A\) are learnable parameters, \(A = \text{attention dimension}\) and \(a = \{r, d, w\}\).

\[
\alpha_a = \text{softmax}_d(\text{tanh}(W_h^T h_{r,T+1} + b_h))
\]

\[
c_{i,T+1}^k = \sum_{a} \alpha_a h_{r,T+1}^a
\]

Finally, the context vector is fed to a fully connected layer for predicting the crime occurrence at time step \((T + 1)\) for region \(r_i\) and crime category \(k\) where, \(w \in \mathbb{R}^H\), \(b \in \mathbb{R}\) are learnable parameters.
We add the previously omitted region-index $i$ and crime category-index $k$ below.

\[
y^k_{i,T+1} = \tanh(w^k_{i,T+1} + b)
\]  

(5)

Figure 3d gives an overview of generating the context vector and prediction.

5 EXPERIMENT

5.1 Experimental Settings

5.1.1 Data-sets. We evaluate our model on publicly available 2019 Chicago crime data [13], following the state-of-the-art [54, 55]. Chicago is one of the most violent cities of United States and the crime concentration of Chicago is very diverse; it has both some of the safest and some of the most crime prone neighborhoods. We use 2019 Chicago taxi trip data [49] and POI information as external features. We collect POI information from FourSquare API while Chicago crime and taxi data are publicly available.

- **Chicago-Crime** (2019). We select 152,720 crime records of four crime categories: theft, criminal damage, battery, narcotics from 1/1/2019 to 31/12/2019 and extract these information of each record: timestamp, primary category of crime, community area where it occurred.

- **Chicago-POI**. We select 89,324 POIs of 10 categories: food, residence, travel, arts & entertainment, outdoors & recreation, education, nightlife, professional, shops and event.

- **Chicago-Taxi** (2019). We select 29,110,097 taxi trips from 1/1/2019 to 31/12/2019 and extract these information of each record: pickup timestamp, drop-off timestamp, pickup community area, drop-off community area.

5.1.2 Data Preprocessing. We consider Chicago crime data of first 8 months as training set and 10% and 90% of the remaining last 4 months as validation set and test set, respectively. We use taxi inflow (F1), outflow (F2) and POI category: food (F3), residence (F4), travel (F5), arts & entertainment (F6), outdoors & recreation (F7), education (F8), nightlife (F9), professional (F10), shops (F11) and event (F12) as external features. We use Min-Max normalization to scale the crime events to [-1, 1] and later denormalize the prediction to get the actual number of crime events. Following [55], we do not scale the external features.

5.1.3 Parameter Settings. We optimize the hyperparameters of AIST using a grid search strategy. The search space for every hyperparameter is presented in Table 2 and the selected value in the search space is shown in bold. For simplicity, we use the same parameter settings across all crime categories and regions. AIST is trained using the Adam optimizer with batch size = 42 and initial learning rate = 0.001. We set the duration of each time step, $\tau = 4$ hours. We set the number of recent ($T_r$), daily ($T_d$) and weekly ($T_w$) time steps to 20, 20 and 3, respectively.

- hGAT & fGAT settings. Both hGAT and fGAT are single layer GATs consisting of single attention head for computational efficiency. We set the output size ($F$) of both hGAT and fGAT to 8. For fGAT, we set $d_q, d_k = 40$. Dropout with $p = 0.5$ is applied to unnormalized node-level ($e^\prime_{ij}$), unnormalized parent-level ($e^\prime_{ii}$), normalized combined attention weights ($\alpha_{ij}$) in hGAT, and dropout with $p = 0.5$ is applied to normalized dot-product attention weights ($\beta^\prime_{ij}$) in fGAT.

- SAB-LSTM settings. All 3 SAB-LSTMs are single layered with hidden dimension $H = 40$. For SAB – LSTM, and SAB – LSTMd, we set $k_{att} = 5, k_{top} = 5, trunc_{length} = 5$. For SAB – LSTMw we set $k_{att} = 1, k_{top} = 5, trunc_{length} = 1$. Dropout with $p = 0.2$ is applied to each output of 3 SAB-LSTMs. Finally, we set the attention dimension of location based attention as $A = 30$.

5.1.4 Evaluation Criteria. We use mean average error (MAE) and mean square error (MSE) to evaluate AIST predictions. Here, $n$ represents the number of predictions, $y_i$ represents the predicted
Table 2. Hyperparameter Settings of AIST

| Hyperparameters                                      | Search Space          |
|------------------------------------------------------|-----------------------|
| Number of recent time step \((T)\)                  | \([16, 20, 24, 28]\)  |
| Number of daily time step \((T_d)\)                 | \([12, 16, 20, 24]\)  |
| Number of weekly time step \((T_w)\)                | \([2, 3, 4, 5]\)      |
| Output size of both hGAT and fGAT \((F)\)           | \([6, 8, 10, 12]\)    |
| Dimension of query and key vector of fGAT \((q, d_v)\)| \([36, 40, 44, 48]\)  |
| Dimension of hidden states of SAB-LSTM \((H)\)      | \([24, 32, 40, 48]\)  |

result and \(\hat{y}_i\) represents the ground truth.

\[
\text{MAE} = \frac{1}{n} \sum_{i=1}^{n} |y_i - \hat{y}_i| \quad \text{MSE} = \frac{1}{n} \sum_{i=1}^{n} (y_i - \hat{y}_i)^2
\]

We also use Total Variation Distance (TVD) for comparing prediction scores and Jensen-Shannon Divergence (JSD) for comparing attention weight distributions to evaluate the interpretations of AIST, where \(\alpha = \frac{\alpha_1 + \alpha_2}{2}\) and \(\text{KL}(p||q)\) calculates the Kullback-Leibler divergence between probability distributions \(p\) and \(q\).

\[
\text{TVD} = \frac{1}{2} \sum_{i=1}^{n} (|\hat{y}_{1i} - \hat{y}_{2i}|)
\]

\[
\text{JSD}(\alpha_1, \alpha_2) = \frac{1}{2} \text{KL}[\alpha_1 || \alpha] + \frac{1}{2} \text{KL}[\alpha_2 || \alpha]
\]

5.1.5 Baselines. We compare AIST with the following baselines.

- ARIMA [10]. The most general case of models for predicting time series combining moving average and auto-regression.
- DTR [4]. A decision tree algorithm for regression that chooses the best random split while partitioning samples in multiple subsets.
- Att-RNN [2]. It uses attention mechanism with RNN to capture the temporal correlation.
- DeepCrime [25]. A hierarchical recurrent framework that encodes the temporal correlation and inter-dependencies between crimes and urban anomalies.
- MiST [24]. It uses multiple LSTMs to encode the spatial, temporal and categorical views of crime.
- GeoMAN*. A multi-level attention network with a sequential encoder-decoder architecture that models both spatial and temporal correlation, customized to predict crimes. Unlike GeoMAN [33], while calculating the spatial dependencies we only consider those who share a common boundary rather than considering all the regions in the network.
- STGCN [63]. A graph convolutional layer is placed between two gated temporal convolution layers to model the spatio-temporal correlation.
- MVGCN*. A GNN architecture with multiple graph convolution and fully connected layers to process different temporal and semantic views, respectively. MVGCN [47] is customized by only considering those regions that share a common boundary for predicting crimes.

5.2 Prediction Performance

5.2.1 Comparison with baselines. The performance of the baselines and AIST is shown in Table 3. The baselines include both high-performance crime prediction models (e.g., DeepCrime, Mist) and high-performance spatio-temporal prediction models (e.g., customized GeoMAN, STGCN, customized MVGCN). All the baselines have been tuned optimally to produce the best prediction.
Table 3. Comparison of AIST with baselines on Chicago Crime Data (2019)

| Model        | Criteria | Theft (C1) | Criminal Damage (C2) | Battery (C3) | Narcotics (C4) |
|--------------|----------|------------|----------------------|--------------|----------------|
| ARIMA [10]   | MAE      | 1.2010     | 0.5863               | 0.8840       | 0.5705         |
|              | MSE      | 2.8492     | 0.7238               | 1.4242       | 0.7928         |
| DTR [4]      | MAE      | 1.1943     | 0.5590               | 0.8983       | 0.4901         |
|              | MSE      | 3.3275     | 0.8123               | 1.9336       | 0.8522         |
| Att-RNN [2]  | MAE      | 1.0419     | 0.4096               | 0.7377       | 0.4128         |
|              | MSE      | 2.5443     | 0.4427               | 1.0665       | 0.6380         |
| DeepCrime [25]| MAE      | 1.0022     | 0.3727               | 0.7271       | 0.3702         |
|              | MSE      | 2.6279     | 0.4751               | 1.0567       | 0.6394         |
| MiST [24]    | MAE      | 1.0241     | 0.3727               | 0.7365       | 0.3701         |
|              | MSE      | 2.5153     | 0.4836               | 1.0345       | 0.6495         |
| customized   | MAE      | 0.9092     | 0.3876               | 0.7226       | 0.3450         |
| GeoMAN [33]  | MSE      | 1.9930     | 0.4385               | 0.9871       | **0.5595**     |
| STGCN [63]   | MAE      | 1.0416     | 0.5130               | 1.0869       | 0.3886         |
|              | MSE      | 1.8121     | 0.4860               | 1.0595       | 0.6342         |
| customized   | MAE      | 1.5244     | 0.4641               | 0.7928       | 0.4093         |
| MVGCN [47]   | MSE      | 4.2593     | 0.7019               | 1.1949       | 0.8337         |
| AIST         | MAE      | **0.8747** | **0.3615**           | **0.6910**   | **0.3399**     |
|              | MSE      | **1.6986** | **0.4837**           | **0.9568**   | 0.5609         |

result. In general, AIST outperforms all baselines by achieving the lowest MAE and MSE scores across all crime categories (except the MSE scores for crime category Criminal Damage (C2) and Narcotics (C4)).

- AIST learns the time varying spatial dependencies, diverse temporal correlation and crime relevant dynamic context to perform crime prediction tasks. Other competing deep learning models such as MVGCN*, STGCN, GeoMAN*, MiST, Att-RNN do not learn the crime and region specific relevant context; DeepCrime, Att-RNN do not consider the spatial correlation and MVGCN* do not consider the temporal correlation. As a result, in general these models fail to perform better than AIST for crime prediction tasks.

- Aside from AIST, GeoMAN* has the second best MAE and MSE scores across all crime categories. On top of that, it has better MSE scores than AIST for category Criminal Damage (C2) and Narcotics (C4). C2 lacks periodical temporal properties and the surrounding context has less influence on C4. Since, GeoMAN* does not consider daily or weekly temporal properties and the influence of region specific context on a crime category, it performs better than AIST for these crime categories in terms of MSE scores.

- Other attention-based neural network architectures: DeepCrime and MiST perform considerably worse than GeoMAN* because they do not consider the spatial correlation and external features, respectively. Though DeepCrime and MiST have similar MAE scores, MiST is better than DeepCrime in terms of the MSE score. This is because DeepCrime only captures the temporal correlation and region-category dependencies, whereas MiST captures both spatio-temporal and cross-categorical correlation of crimes.

- STGCN has the third best MSE score across all crime categories. Only AIST and GeoMAN* have better MSE score than STGCN. Having a lower MSE score than those of other attention-based deep learning models such as Att-RNN, DeepCrime and MiST, STGCN is more likely to capture the sudden changes in crime distribution. However, in terms of the MAE score STGCN shows a poor performance in comparison with AIST and others such as GeoMAN*, MiST, DeepCrime, and Att-RNN.
• Att-RNN, a plain recurrent neural network architecture that only considers the recent temporal correlation is behind DeepCrime and MiST, but above STGCN in terms of the performance based on the MAE score. However, in terms of the MSE score its performance is quite similar to DeepCrime. For category Criminal Damage (C2), Att-RNN performs better than AIST supporting our claim that periodical information is not helpful for predicting this category of crime.

• MVGCN*, despite being a top performing architecture in crowd flows prediction, performs worst among the competing deep learning models in the crime prediction task based on MSE scores. Because of the sparsity of crime distributions, careful exploration of available crime data and context are an absolute necessity for capturing the sudden change in the crime distribution. However, the large MSE scores of MVGCN* mean that the graph convolution and fully connected layers in MVGCN* used to model the spatial correlation and the influence of the external features lack the ability to do so. Hence, it fails to compete with others.

• Traditional time series analysis and machine learning methods such as ARIMA and DTR though interpretable, lack the ability to model the non-linear and complex crime patterns. This is because ARIMA only considers a fixed temporal pattern, whereas DTR does not consider the temporal properties of crime at all. Hence, in general they show poor performance than the deep learning models across all crime categories.

5.2.2 Effectiveness of different spatial components of AIST. We consider the following variants of AIST to understand the influence of different spatial components on its prediction performance. Figure 6 shows a comparative performance analysis of these spatial variants of AIST.

- AIST\(_{g}\). hGAT is replaced with traditional graph attention networks to learn crime embedding; fGAT is omitted from the spatial module.
- AIST\(_{h}\). hGAT is used to learn crime embedding; fGAT is omitted from the spatial module.
- AIST\(_{f}\). hGAT is used to learn crime embedding and the crime embedding is concatenated with the external features to produce the final spatial embedding; fGAT is omitted from the spatial module.
- AIST\(_{f'}\). GAT (in place of hGAT) and fGAT constitute the spatial module.

AIST\(_{h}\) has a better MAE score across all crime categories than AIST\(_{g}\) which justifies the selection of hGAT over GAT for learning the crime embedding. Specifically, from Fig 6d it is evident that hGAT learns a better crime embedding of category Narcotics compared to other categories, which indicates the existence of strong narcotics networks in certain parts of Chicago. Besides, the fact that AIST consistently performs better than AIST\(_{f'}\) shows the superiority of the spatial embedding learned by hGAT alongside fGAT over AIST\(_{f'}\).

For categories Theft (C1) and Battery (C3), the concatenation of external features improves the prediction performance of AIST\(_{h}\), which indicates the impact of contextual information for the crime prediction task, specially for these categories. However, the prediction performance of AIST\(_{f}\) deteriorates significantly for category Narcotics (C4) and remains almost same as AIST\(_{h}\) for category Criminal Damage (C2), which suggest its inability to constantly differentiate the influential features from noise across all crime categories. The significant performance improvement of AIST over AIST\(_{f}\) in predicting crime events across all categories suggests that careful extraction and learning of crime relevant feature embedding by fGAT is a necessity while performing crime prediction tasks.

5.2.3 Effectiveness of different temporal components of AIST. Figure 7 shows a comparative performance analysis of different temporal components of AIST.

- AIST\(_{r}\). SAB-LSTM\(_{d}\) and SAB-LSTM\(_{w}\) are omitted from the temporal module.
- AIST\(_{d}\). SAB-LSTM\(_{w}\) is omitted from the temporal module.
- AIST\_w. SAB-LSTM\_d is omitted from the temporal module.
- AIST\_t. All three SAB-LSTMs are replaced by traditional LSTMs.

The significant decrease in the MAE scores of AIST\_d and AIST\_w over AIST\_r for Theft (C1), Battery (C2) and Narcotics (C4) suggest that both daily and weekly trends are instrumental in crime prediction tasks. Between these two, AIST\_w has better MAE scores over AIST\_d across all crime categories indicating the dominance of weekly trends over daily trends. Above all, the better MAE scores of AIST over AIST\_l for all crime categories justify the selection of SAB-LSTMs over traditional LSTMs for the crime prediction tasks.

Contrary to the general observation discussed above, AIST\_r, AIST\_d, and AIST\_w show similar performance for category Criminal Damage (C2) (Figure 7b), which suggests that it does not follow any daily or weekly trend.

5.2.4 Effect of Parameters. Different parameters like number of recent (T), daily (T\_d) and weekly (T\_w) time steps, dimension of SAB-LSTM hidden states (H), output size of hGAT and fGAT (F), dimension of query (d\_q), key (d\_k) vectors and location attention (A) have impact on the performance of AIST. To better understand the crucial parameters of AIST and their effect on its prediction performance, we run several experiments and present the results in Figures 8 to 14. To observe the effect of a parameter, the value of the parameter is varied within its range, and other parameters are set to their default values as presented in Table 2.

Figures 8, 9, and 10 suggest that AIST is sensitive to the number of recent (T), daily (T\_d) and weekly (T\_w) time steps, which are being fed to the three SAB-LSTMs as input. AIST shows poor performance for both smaller and larger T, T\_d due to the lack of data for learning temporal dependencies and the absence of long temporal correlation, respectively. Somewhere in between, when T, T\_d = 20, AIST in general performs best by capturing the recent and periodic properties of the crime. On the contrary, AIST performs well when the number of weekly time steps (T\_w) is relatively small (Figure 10). However, unlike other categories, AIST performs best for category Theft (C1), when
the number of recent and weekly time steps are comparatively larger (Figure 8a, 10a). This signifies the existence of long term temporal dependencies for category Theft.

AIST is also sensitive to the dimension ($H$) of the hidden states of SAB-LSTMs (Figure 11) and output size ($F$) of hGAT and fGAT (Figure 12). Limited spatial and temporal information make the training hard for AIST. As a result, the performance of AIST deteriorates. On the other hand, a larger output size and dimension of the hidden state make it easier for AIST to overfit the data. Hence, we set $F = 8$ and $H = 40$ so that AIST can generalize well by learning sufficient spatial and temporal information.

It is evident from Figures 13 and 14 that the query and key dimensions ($d_q, d_k$) and location attention dimension ($A$) follow the same trend as the other hyperparameters discussed above. Based on the performance of AIST across different crime categories, we set $d_q, d_k = 40$ and $A = 30$. 

![Fig. 8. Effect of the Number of Recent Time Steps, T](image)
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5.2.5 Effect of Train/Test Ratio. We run several experiments to learn the effect of the train-test ratio on the prediction performance of AIST. We consider the first $n \in \{6, 7, 8, 9, 10\}$ months of Chicago crime data (2019) as training set. We take 10% of the remaining data of last $(12 - n) \in$
6, 5, 4, 3, 12} months for the validation set and use the rest as the test set. Table 4 shows the prediction performance of AIST across all crime categories against different train-test ratio.

Similar to the most deep learning models, fewer training samples cause AIST to overfit the data and as a result AIST shows poor prediction performance. This is evident from the reported MAE and MSE scores of AIST when only 6 months of data is used for training. Once we gradually increase the size of the training data, the prediction performance of AIST improves significantly and reaches its peak when the size of the training data is 8 months. Adding additional training data beyond 8 months again deteriorates the prediction performance of AIST.

Table 4. Effect of Train-Test Ratio on Crime Prediction Performance of AIST

| Train / Test Ratio | Theft (C1) | Criminal Damage (C2) | Battery (C3) | Narcotics (C4) |
|--------------------|------------|----------------------|--------------|----------------|
| In Percent         | MAE        | MSE                  | MAE          | MSE            | MAE          | MSE            |
| 0.50 / 0.45        | 1.2576     | 4.4737               | 0.3869       | 0.5121         | 0.7745       | 1.2920         | 0.4179         | 0.7457         |
| 0.58 / 0.38        | 0.9445     | 2.0771               | 0.3765       | 0.4972         | 0.7229       | 1.0653         | 0.3518         | 0.5619         |
| 0.67 / 0.30        | **0.8747** | **1.6986**           | **0.3615**   | **0.4837**     | **0.6910**   | **0.9568**     | **0.3399**     | **0.5609**     |
| 0.75 / 0.23        | 1.3403     | 4.1698               | 0.3709       | 0.4748         | 0.7915       | 1.2591         | 0.4208         | 0.7391         |
| 0.83 / 0.15        | 1.2807     | 3.8667               | 0.3646       | **0.4650**     | 0.7988       | 1.1857         | 0.4240         | 0.7518         |

5.3 Evaluation of Interpretability

The notion of interpretability mainly comes down to two points: i) plausibility: how understandable it is to humans, and ii) faithfulness: how accurately it refers to the true reasoning process of a model.

Besides human evaluations [18, 28, 39], explanations that align directly with the input have been considered as plausible explanations [31]. Attentions are plausible explanations because they assign importance weights to the inputs while making a prediction [57]. Since AIST interprets the importance of different regions, features, time steps and trends on the crime prediction based on four attention modules, the interpretation of AIST is plausible.

A recent study [57] shows the conditions under which attentions can be regarded as faithful explanations, and nullifies the claim [27, 45] that criticizes attention as a form of faithful explanation due to its weak correlation with other feature importance metrics and the existence of alternate adversarial attention weights. Specifically, [57] proposes a series of extensive experiments based on dataset and model properties: i) train on uniform attention weights: the attention distribution is frozen to uniform weights to validate whether the attention is actually necessary for a better performance, ii) calibration of variance: the model is trained with different initializing seeds to generate base variance for attention distributions, iii) train an MLP (multilayer perceptron): the LSTM cells are replaced by MLP and are trained separately and iv) train an adversary: the model is trained to provide similar predictions as the base model while keeping the attention distributions distant from the actual ones for ascertaining exclusivity. We evaluate the attention weights generated by AIST by performing these experiments (except iii since the attention modules used in AIST are either feed-forward neural networks or sparse which do not comply with the experimental settings) to validate their faithfulness.

Since the faithfulness varies across model, tasks and input space, both [26, 57] emphasize that the faithfulness should be evaluated in grayscale instead of a binary term, i.e., faithful or not faithful. Following [26, 57], we consider the degree of faithfulness as it allows to identify the interpretation that is sufficiently faithful to be useful in practice.

Our process to generate the adversarial attention weights to establish the exclusivity, hence the faithfulness of the model is as follows. We train an adversarial model ($M_{adv}$) with the objective
of minimizing the prediction differences from our AIST model ($M_{\text{AIST}}$) along with a divergent attention distribution for an instance $i$.

$$\mathcal{L}(M_{\text{AIST}}, M_{\text{adv}}) = \text{TVD}(\hat{y}^{(i)}_{\text{AIST}}, \hat{y}^{(i)}_{\text{adv}}) - \lambda \text{KL}(\alpha^{(i)}_{\text{AIST}}, \alpha^{(i)}_{\text{adv}})$$

Here, $\lambda$ is a hyperparameter that controls the tradeoff between TVD and JSD, where TVD is the levels of prediction variance and JSD (Jensen-Shannon Divergence) quantifies the difference between two attention distributions. In Figure 15, we present the TVD between the predictions of the adversarial and AIST model against the increasing JSD between their attention distributions for a selected number of regions on specific crime categories. We believe the graphs in Figure 15 to be representative of all 4 crime categories across 77 regions as they show all of the possible three cases: not faithful, moderately faithful and concretely faithful. Fast increase in the prediction difference concurs that the attention scores are not easily manipulable and exclusive. Hence, they can be used as faithful explanations. We also include the scores of uniform model variant ($\square$) and random seed initialization ($\triangle$) in these TVD vs JSD graphs. Figure 15a, 15b, 15d, 15e, 15f establish attentions as faithful explanations for the specified regions and crime categories as the increase in JSD comes at a high price of the increased TVD (at different rates). However, Figure 15c shows an example where the attention distributions generated by AIST can not be deemed faithful as it is easy to manipulate the attentions without losing much of the prediction performance. We include the predictions of the best adversarial models with instance-average JSD > 1 in Table 5.

Table 5 shows the superiority of the base model (AIST) across all four crime categories over its uniform variant and adversarial models. Substantial increase of MAE scores of the uniform model suggests that attention is indeed a necessary component for better performance in the crime prediction. Similarly, a higher MAE score of the adversarial models ascertain the exclusivity of the predictions generated by AIST model.

| Crime Category      | Uniform | Base Model | Adversarial |
|---------------------|---------|------------|-------------|
| Theft (C1)          | 0.9776  | 0.8747     | 1.1807      |
| Criminal Damage (C2)| 0.3738  | 0.3615     | 0.3734      |
| Battery (C3)        | 0.7206  | 0.6910     | 0.8029      |
| Narcotics (C4)      | 0.3634  | 0.3399     | 0.5537      |

5.4 Case Study

We select three communities for exploration: (i) R8 (Near North Side): situated in downtown Central Chicago and experiences high crime distribution, (ii) R25 (Austin): situated on the Western side of Chicago and is not as busy as R8, but has a high crime distribution and (iii) R72 (Beverly): located in Southern Chicago and is a quiet residential community with low crime rate. For each community, we randomly select 200 samples from test set and present the contribution of neighbor regions, POI and taxi flow features, trends and important time steps as a heat map in Figure 16. We denote crimes category Theft, Criminal Damage, Battery and Narcotics with C1, C2, C3 and C4, respectively. From Equation 1, the contribution coefficient of the crime occurrences of region $r_i' \in \mathcal{N}_t$ to the crime embedding of target region $r_t$ during time step $t$ can be calculated as, $\phi(c_{i,t}', x_{i,t}') = \alpha_{i,t}' w_{x} x_{i,t}'$. From Equation 2, the contribution coefficient of feature $j$ on target region can be calculated as $\phi(c_{i,t}', f_{j,t}') = \beta_{i,t}' \Sigma_{i' \in \mathcal{N}_t} \alpha_{i',t}' w_{x} f_{j,t}'$. Similarly, $\phi(\hat{y}_{i,T+1}, \hat{h}_{a,T+1}) = \alpha_{a} \hat{w}_{a} \hat{h}_{a,T+1}$ denotes the contribution coefficient of recent, daily and periodic trends (Equations 4, 5).

For R8, professional POIs (F10) made the highest contribution. R8 is a business region with thousands of jobs and has a large number of professional POIs. Thus it is expected that those POIs...
have large impact on its crime embedding. On the other hand, R25 and R72 are residential regions. POI Shop (F11) contributed most for R25 and R72. Besides F11, Residence (F4) POIs also contributed for R72 for all categories except C4. Hence, our model learns both region and category specific influential features. An interesting observation for R8 is that though R8 has a large number of Food and Shop POIs, their contribution is almost none which signifies the quality of our model’s prediction. C1 shows strong long term temporal correlation for R8, whereas none of the crime category shows long term temporal correlation for R72 as the crime number for R72 is low. C3 in R25 shows a strong periodic correlation and unlike R8 and R72, it does not depend on recent crimes. C4 hardly present any long term correlation, which is intuitive. C2 shows daily periodicity in R8 and R25.

R7 and R24 have the most similar crime distribution as R8. However, these similarities vary with crime categories, e.g. for C1 and C3, R7 is given more attention whereas for C4, the attention shifts to R24 and R28. This is because both R24 and R28 experience large number of C4 crimes and have greater influence than R7. For R25, R18 is the most influential region across all crime categories. Unlike R8, the contribution of its neighboring regions are almost same except for R25 which is given less importance compared to other neighbors. The fact that R23 shares its boundary with different regions of different districts/sides makes their crime distribution less similar. R72 gives equal importance to each of its neighbors except R71. R71 has a higher number of crime occurrences than R72 and their crime distribution is quite different for all crime categories except C4. Thus, our model is able to capture diverse spatial correlation.
6 CONCLUSION

We propose AIST, a novel interpretable deep learning framework for crime prediction. AIST captures the dynamic spatio-temporal correlations based on the past crime occurrences, external features (e.g., traffic flow and POI information) and the recent and periodic crime trends. We develop two novel variants of GAT, $hGAT$ and $fGAT$ that allows AIST to improve prediction accuracy and provide the insights behind a prediction. Experiments and case studies on real-world Chicago crime data show that AIST outperforms the baseline models in terms of prediction accuracy and we can exploit attention weights associated with different parts of the model to interpret its prediction. On average, AIST shows a decrease of 8.3% on MAE and 20.98% on MSE over the state-of-the-art for crime prediction tasks. AIST also outperforms the high-performance spatio-temporal models [33, 47, 63] developed for solving different domain of tasks (e.g., geo-sensory time series, traffic or crowd flow prediction). On average, AIST shows a decrease of 4.1% on MAE and 7.45% on MSE, when we customize these models for the crime prediction task.

Though we evaluate AIST for the crime prediction problem, AIST has the ability to learn an arbitrary function over the spatio-temporal-semantic space and can be adapted for any other spatio-temporal problem (e.g. traffic, citywide passenger demand, taxi demand prediction) that can benefit from incorporating semantically relevant information and knowing the interpretation of the prediction.
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