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Abstract
Few-shot segmentation aims to learn a segmentation model that can be generalized to novel classes with only a few training images. In this paper, we propose a Cross-Reference and Local–Global Conditional Networks (CRCNet) for few-shot segmentation. Unlike previous works that only predict the query image’s mask, our proposed model concurrently makes predictions for both the support image and the query image. Our network can better find the co-occurrent objects in the two images with a cross-reference mechanism, thus helping the few-shot segmentation task. To further improve feature comparison, we develop a local-global conditional module to capture both global and local relations. We also develop a mask refinement module to refine the prediction of the foreground regions recurrently. Experiments on the PASCAL VOC 2012, MS COCO, and FSS-1000 datasets show that our network achieves new state-of-the-art performance.
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1 Introduction

Deep neural networks have been widely applied to visual understanding tasks, e.g., image classification (He et al., 2016; Krizhevsky et al., 2012), objection detection (Ren et al., 2015), semantic segmentation (Lin et al., 2017) and image captioning, since the huge success in ImageNet classification challenge (Deng et al., 2009). Due to its data-driving property, large-scale labeled datasets are often required to train deep models. However, collecting labeled data can be notoriously expensive in tasks with pixel-level annotations like semantic segmentation, instance segmentation, and video segmentation. Moreover, data collecting is usually for a set of specific categories. Knowledge learned in previous classes can hardly be transferred to unseen classes directly. Directly finetuning the trained models still needs a large amount of new labeled data. Few-shot learning, on the other hand, is proposed to solve this problem. In this paper, we target at few-shot image segmentation. Few-shot segmentation aims to find the foreground regions of the category the same as the provided support image, only seeing a few labeled examples. Many previous works (Zhang et al., 2019; Dong & Xing, 2018; Zhang et al., 2019; Li et al., 2020) formulate the few-shot segmentation task as a guided segmentation task. The guidance information is extracted from the labeled support set for the foreground prediction in the query image, usually achieved by an unsymmetrical two-branch network structure. The model is optimized with the ground truth query mask as the supervision. However, such an unsymmetrical structure only leverages the support image to guide the query image, which does not fully use the support image and query image information. Our work argues that the roles of query and support sets can be switched in few-shot segmentation models. Specifically, the support images can guide the query set’s prediction, and conversely, the query image can also help make predictions of the support set. Inspired by the image co-segmentation literature (Joulin et al., 2012; Mukherjee et
al., 2018; Chen et al., 2018; Han et al., 2017; Tsai et al., 2018), we propose a symmetric Cross-Reference Network that two heads concurrently make predictions for both the query image and the support image. The difference of the network design with previous works is shown in Fig. 1. Our network design’s critical component is the cross-reference module, which generates the reinforced feature representations by comparing the two images’ co-occurrent features. The reinforced representations are used for the downstream foreground predictions in two images. In the meantime, the cross-reference module also makes predictions of co-occurrent objects in the two images. This sub-task provides an auxiliary loss in the training phase to facilitate the training of the cross-reference module.

Metric learning has been widely used in the few-shot learning (Zhang et al., 2019; Snell et al., 2017); however, it is an enormous time cost to make comparisons between all pixels pairs. To alleviate this problem, we capture the global representation from the support image set with foreground average pooling operation to retrieve the category information in query images. In particular, we fuse the feature of the target category to generate the category-relevant vector. As the few-shot segmentation’s goal is only to find the foreground mask of the assigned object category, the task-relevant vector serves as a condition to segment the target category.

Only incorporating the global representation from the support image with the query image will cause several limitations. It will ignore the local similarity between object parts. Due to occlusions, viewpoint variations, and other reasons, one object may be only partially similar to other objects of the same category — only some parts are similar. Global features may not be able to capture such part-level similarity relations. To alleviate these limitations, we investigate the region-level comparison between query and support images to further enhance the conditional module. Inspired by Zhang et al. (2019), we develop a local-global conditional module to efficiently incorporate the global information and local information for the comparison module.

As there is a massive variance in the object appearance, mining foreground regions in images can be multi-step. We develop an effective Mask Refinement Module to refine our predictions iteratively. In the initial prediction, the network is expected to locate high-confidence seed regions. The confidence map is then saved as the cache in the module and is used for later predictions. We update the cache every time we make a new prediction. Our model can better predict the foreground regions after running the mask refinement module for a few steps. We empirically demonstrate that such a lightweight module can significantly improve performance.

When it comes to the $k$-shot image segmentation where more than one support image is provided, previous methods (Zhang et al., 2019; Li et al., 2020; Dong & Xing, 2018) often use a 1-shot model to make predictions with each support image individually and fuse their features or predicted masks. In our paper, we propose to finetune parts of our network with the labeled support examples. As the network can make predictions for both image inputs, we can use at most $k^2$ image pairs to finetune our network. An advantage of our finetuning-based method is that it can benefit from increasing support images and consistently increasing accuracy. In comparison, fusion-based methods can quickly saturate when more sup-

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{crcnet.png}
\caption{Comparison of our proposed CRCNet against previous work. Previous works (upper part) unilaterally guide the segmentation of query images with support images, while in our CRCNet (lower part) support and query images can guide the segmentation of each other.}
\end{figure}
port images are provided. In our experiment, we validate our model in the 1-shot, 5-shot, and 10-shot settings.

The main contributions of this paper are listed as follows:

- We propose a novel cross-reference network that concurrently makes predictions for both the query set and the support set in the few-shot image segmentation task. By mining the co-occurrence features in two images, our proposed network can effectively improve the results.
- We develop a mask refinement module with a confidence cache that is able to refine the predicted results recurrently.
- We propose a finetuning scheme for \( k \)-shot learning, which turns out to be an effective solution to handle multiple support images.
- We develop a local-global conditional module that captures both local and global relations between query and support images to gain further improvement.

Parts of the results in this paper were published in its conference version (Lin et al., 2020). This paper extends our earlier work in several important aspects:

- We extend the proposed CRNet (Lin et al., 2020) algorithm with a local-global conditional module to efficiently incorporate the global and local information for the query image mask predictions.
- We conduct a new experiment on FSS-1000 (Table 12) and MS COCO (Tables 13, 14, and 15) to further evaluate our algorithm.
- We conduct a new experiment on a few shot weakly-supervised segmentation tasks. The experiments show that our new algorithms achieve a new state of the art on both Pascal VOC and FSS-1000 datasets (Table 9).
- We present comprehensive ablation studies and analysis, such as analysis of the effectiveness of Sigmoid in cross-reference module (Table 7), the experiments on how the effectiveness of support mask in the local conditional module (Table 8), the finetuning scheme effectiveness to PFENet (Table 6), more ablation studies on Pascal VOC (Table 10) and MS COCO (Table 14) to investigate each component of our network.

2 Related Work

2.1 Few Shot Learning

Few-shot learning aims to learn a model that can be easily transferred to new tasks with limited training data available. Few-shot learning is widely explored in image classification tasks. Previous methods can be roughly divided into two categories based on whether the model needs finetuning at the testing time. In non-finetuned methods, parameters learned at the training time are kept fixed at the testing stage. For example, (Snell et al., 2017; Yang et al., 2018; Vinyals et al., 2016) are metric-based approaches with an embedding encoder to learn a distance metric to determine the image pair similarity. These methods have the advantage of fast inference without further parameter adaption. However, when multiple support images are available, the performance can become saturated easily. In finetuning-based methods, the model parameters need to be adapted to the new tasks for predictions. For example, in Chen et al. (2019), they demonstrate that by only finetuning the fully connected layer, models learned in training classes can yield state-of-the-art few-shot performance in new classes. The usage of attention mechanisms is widespread in few-shot classification and detection tasks. For example, CAN Hou et al. (2019) and Fan et al. (2020) exploit the similarity between the few shot support set and a query set among the spatial direction between the images with the spatial attention, while our CRCNet aims to mine out the co-occurrence objects between the images along the channel space with the channel attention.

2.2 Segmentation

Semantic segmentation is a fundamental computer vision task that aims to classify each pixel in the image. State-of-the-art methods formulate image segmentation as a dense prediction task and adopt fully convolutional networks to make predictions (Chen et al. 2017; Long et al. 2015; Badrinarayanan et al. 2017). Usually, a pre-trained classification network is used as the network backbone by removing the fully connected layers at the end. To make pixel-level dense predictions, encoder–decoder structures (Lin et al. 2017; Long et al. 2015; Ding et al. 2020; Zhou et al. 2019; Huang et al. 2019; Yang et al. 2018; Jing et al. 2019; Lin et al. 2019; Tian et al. 2020; Wu et al. 2020; Cao et al. 2016) are often used to reconstruct high-resolution prediction maps. Typically, an encoder gradually downsamples the feature maps, acquiring a large field-of-view and capturing abstract feature representations. Then, the decoder gradually recovers the fine-grained information. Skip connections are often used to fuse high-level and low-level features for better predictions. In our network, we also follow the encoder-decoder design, transfer the guidance information in the low-resolution maps, and use decoders to recover details. Global and local information has been widely used in segmentation and detection tasks. The GLNet (Chen et al. 2019) effectively preserves both global and local information to capture the high-resolution structures and the contextual information to handle the ultra-high resolution image segmentation tasks. While the MEGA (Chen et al. 2020) also takes both global and local information with a long-range memory module. In contrast to those methods, our CRCNet aims to capture the global and
local information between different images (the information between the support and query images in the few shot segmentation tasks).

2.3 Few-Shot Segmentation

Few-shot segmentation (Boudiaf et al. 2021; Min et al. 2021; Yang et al. 2021) is a natural extension of a few-shot classification to pixel levels. Since Shaban et al. (2017) proposes this task for the first time, many deep learning-based methods are proposed. Most previous works formulate the few-shot segmentation as a guided segmentation task. For example, in Shaban et al. (2017), the side branch takes the labeled support image as the input and regresses the network parameters in the main branch to make foreground predictions for the query image. In Zhang et al. (2019), they share the same spirits and propose to fuse the embeddings of the support branches into the query branch with a dense comparison module. Dong and Xing (2018) draws inspiration from the success of Prototypical Network (Snell et al., 2017) in few-shot classification and proposes a dense prototype learning with Euclidean distance as the metric for segmentation tasks. Similarly, Zhang et al. (2018) proposes a cosine similarity guidance network to weight features for the foreground predictions in the query branch. QGNet (Lin et al. 2021) aims to extract the information from the query itself independently with global-local contrastive learning to benefit the few-shot segmentation task. A global contrastive loss is applied to the global representation (image features) to minimize the distance of features obtained by different variants of an identical image. To obtain the local features, the QGNet Lin et al. (2021) applies a local contrastive loss between the local patches to maximize the local feature distance between different patches. Unlike QGNet, in this paper, we obtain the global features with a masked average pooling on the support images and aim to obtain the local features from the region-level comparison between query and support images. Some previous works use recurrent structures to refine the segmentation predictions (Hu et al., 2019; Zhang et al., 2019). We also adapt the mask refinement mechanism, which applies a cache module to optimize the predictions by attending to the confidence maps in the cache. The motivation is that a single feed-forward prediction can reflect the confident region, which serves as the seed region and is saved in the cache. We apply Encoder-Decoder architecture to combine the cached confident regions and features output from previous modules. To better fuse the seeding regions and feature maps, we should let them interact in multiple feature levels and field-of-views. Therefore, skip connections and multi-level features are utilized for better fusion. While CANet (Zhang et al., 2019) simply concatenate the predicted mask into the intermediate layers. PANet (Wang et al., 2019) aims to generate prototypes to perform segmentation through pixel-level matching within the embedding space. The prototypes are obtained by embedding different foreground objects and backgrounds into different prototypes via a shared feature extractor. In contrast, our method aims to mine out the co-occurred objects through the cross-reference model and the conditional module. In addition, the PANet also finds that the features generated from the query sets also benefit the support sets.

Most of the previous methods only use the foreground mask in the query image as the training supervision. In contrast, in our network, the query set and the support set guide each other, and both branches make foreground predictions for training supervision.

2.4 Image Co-segmentation

Image co-segmentation is a well-studied task that aims to segment the common objects in paired images jointly. Many approaches have been proposed to solve the object co-segmentation problem. Rother et al. (2006) proposes to minimize the energy function of a histogram matching term with an MRF to enforce similar foreground statistics. Rubinstein et al. (2013) captures the sparsity and observed variability of the common object from pairs of images with dense correspondences. Joulin et al. (2012) solves the common object problem with an efficient convex quadratic approximation of energy with discriminate clustering. Since the prevalence of deep neural networks, many deep learning-based methods have been proposed. In Mukherjee et al. (2018), the model retrieves common object proposals with a Siamese network. Chen et al. (2018) adopt channel attention to weight features for the co-segmentation task. Deep learning-based approaches have significantly outperformed non-learning-based methods. In this work, we argue that the few shot segmentation tasks can be considered similar to finding the co-occurred object between query and support image sets.

3 Task Definition

Few-shot segmentation aims to find the foreground pixels in the test images given only a few pixel-level annotated images. The training and testing of the model are conducted on two datasets with no overlapped categories. At both the training and testing stages, the labeled example images are called the support set, which serves as a meta-training set, and the unlabeled meta-testing image is called the query set.

Given a network \( R_\theta \) parameterized by \( \theta \), in each episode, we first sample a target category \( c \) from the dataset \( C \). Based on the sampled class, we then sample \( k + 1 \) labeled images \( \{(x_1^c, y_1^c), (x_2^c, y_2^c), ... (x_k^c, y_k^c), (x_q^c, y_q^c)\} \) that all contain the sampled category \( c \). Among them, the first \( k \) labeled images
constitute the support set \( S \) and the last one is the query set \( Q \). After that, we make predictions on the query images by inputting the support set and the query image into the model \( \hat{y}_q = R_\theta(S, x_q) \). At training time, we learn the model parameters \( \theta \) by optimizing the cross-entropy loss \( L(\hat{y}_q, y_q) \), and repeat such procedures until convergence.

### 4 Method

In this section, we will introduce the proposed cross-reference and local–global conditional network for solving few-shot image segmentation. In the beginning, we describe our network in the 1-shot case. After that, we describe our finetuning scheme in the case of \( k \)-shot learning. Our network includes four key modules: the Siamese encoder, the cross-reference module, the conditional module, and the mask refinement module. The overall architecture is shown in Fig. 2.

#### 4.1 Method Overview

Unlike previous existing few-shot segmentation methods (Zhang et al., 2019; Shaban et al., 2017; Dong & Xing, 2018; Dong et al., 2019; Li et al., 2020) unilaterally guide the segmentation of query images with support images, our proposed CRCNet enables support, and query images guide the segmentation of each other. We argue that the relationship between support-query image pairs is vital to few-shot segmentation learning. Experiments in Table 1 validate the effectiveness of our new architecture design. As shown in Fig. 2, for every query-support pair, we encode the image pair into the features with the Siamese encoder, then apply the cross-reference module to mine out co-occurrent objects features. To fully utilize the annotated mask, the conditional module will incorporate the category information of support set annotations for foreground mask predictions. Finally, our mask refinement module caches the confidence region maps recurrently for final foreground prediction. In the case of \( k \)-shot learning, previous works (Zhang et al., 2018, 2019; Shaban et al., 2017) only simply average the results of different 1-shot predictions. In contrast, our CRCNet adopts an optimization-based method that finetunes the model to use more support data. Table 5 demonstrates the advantages of our method over previous works.

#### 4.2 Siamese Encoder

The Siamese encoder is a pair of parameter-shared convolutional neural networks that encode the query and support images to feature maps. Unlike the models in Shaban et al. (2017); Rakelly et al. (2018), we use a shared feature encoder to encode the support and the query images. Our cross-reference module can provide better co-occurrent mine features to locate the foreground regions by embedding the images into the same space. To acquire representative feature embeddings, we use skip-connections to utilize multi-layer features. As observed in CNN feature visualization literature (Zhang et al., 2019; Yosinski et al., 2015), features in lower layers often relate to low-level cues, and higher layers often relate to segment cues combined the lower level features and higher-level features and passing to followed modules.

#### 4.3 Cross-Reference Module

The cross-reference module is designed to mine co-occurrent features in two images and generate updated representations. The design of the module is shown in Fig. 3. Given two input feature maps generated by the Siamese encoder, we first use global average pooling to acquire the two images’ global statistics. The two feature vectors are then sent to two fully connected (FC) layers, respectively. The Sigmoid activation function attached after the last FC layer transforms the vector values into the channel’s importance, which is in the range of \([0,1]\). After that, the vectors in the two branches are fused by element-wise multiplication. Intuitively, only the two branches’ common features will highly activate the fused importance vector. Finally, we use the fused vector to re-weight the input feature maps to generate reinforced feature representations. In comparison to the basic features, the reinforced features focus more on the co-occurrent representations.

We add a head to directly predict the two images’ co-occurrent objects during training time based on the reinforced feature representations. This sub-task aims to facilitate the co-segmentation module’s learning to mine better feature representations for the downstream tasks. To generate the co-occurrent objects’ predictions in two images, the reinforced feature maps in the two branches are sent to a decoder to generate the predicted maps \( QM_{sub} \) and \( SM_{sub} \). The decoder is composed of several convolutional layers and ASPP (Chen et al., 2018) layers. Finally, we generate a two-channel prediction with a convolutional layer corresponding to the foreground and background scores.

#### 4.4 Conditional Module

As shown in Fig. 4, we design a conditional module to incorporate the category information for foreground mask predictions efficiently. Our Conditional module is composed of global and local conditional modules. Given a support and query image pair, we first use a Siamese encoder to extract their features. Then we use the support annotations to filter out the irrelevant support features. We generate the global category-relevant vector with a masked global average pool-
Fig. 2 The pipeline of our network architecture. Our network mainly consists of a Siamese Encoder, a cross-reference module, a conditional module, and a mask refinement module. Our network adopts a symmetric design. The Siamese encoder maps the query and support images into feature representations. The cross-reference module mines the co-occurrent features in two images to generate reinforced representations. The conditional module fuses the category-relevant feature vectors into feature maps to emphasize the target category. The mask refinement module saves the confidence maps of the last prediction into the cache and recurrently refines the predicted masks.

Fig. 3 The cross-reference module. Given the input feature maps from the support and the query sets ($F_s, F_q$), the cross-reference module generates updated feature representations ($G_s, G_q$) by inspecting the co-occurrent features as a global condition to guide the query prediction. After that, we leverage the spatial support features as a local condition to enhance feature comparison. Finally, we fuse the global and local conditional features into representations to better predict the query masks.

Global conditional module The global conditional module takes the feature representations generated by the Siamese encoder and a category-relevant vector as inputs. The category-relevant vector is the fused feature embedding of the target category, which is achieved by applying foreground average pooling (Zhang et al., 2019) over the category region. As the few-shot segmentation’s goal is only to find the foreground mask of the assigned object category, the task-relevant vector serves as a condition to segment the target category. The structure of our global conditional module is shown in Fig. 5. At first, apply a bilinearly upsampling to the category-relevant vector to the feature maps’ same spatial size. Then we concatenate them with the query features. After that, we use a residual convolution to process the concatenated features. The global conditional modules in the support branch and the query branch have the same structure.

Local conditional module The cross-reference model aims to mine out the co-occurrent objects between the images among the channel space. In particular, to mine the co-occurrent regions of two feature maps, the cross-reference model exchanges global information, generating weights for the channels. To complement the cross-reference module, we propose a local conditional model that aims to leverage the region-level comparison between query and support images to further enhance the co-occurrent objects among the spatial dimensions. Our local conditional module leverages the spatial element-wise representations as a condition to capture local similarities. As is depicted in Fig. 6, the local conditional module takes the query and support image features ($F_q, resp. F_s$) generated by the Siamese encoder as inputs. We generate a similarity matrix $M_{sim}$ between the query and
Given a pair of support and query features, we first generate the global vector with a masked global average pooling as a global condition to guide the query image prediction. After that, we leverage the spatial element-wise support representations as a local condition to capture local similarity. Finally, we fuse the global and local conditional features to improve feature comparison.

\[ M_{\text{sim}} = \theta(F_q^T) \otimes \delta(F_s). \]  

Here \( \theta \) and \( \delta \) denote the non-linear transfer operation, which is implemented with \( 1 \times 1 \) convolutional layer followed by a ReLu activation layer, and \( \otimes \) denotes the matrix multiplication operation. The row of the similarity matrix indicates the similarity of each query feature to all the support features. However, the similarity matrix \( M_{\text{sim}} \) contains all the support features, including foreground and background, but we only need to enhance the same category features. We filter out the background and generate a foreground similarity matrix by reshaping the support annotation and expanding to the same size as \( M_{\text{sim}} \), then multiplying to the similar matrix \( M_{\text{sim}} \).

\[ M'_{\text{sim}} = \text{Softmax}(M_{\text{sim}} \cdot \Phi(\text{Mask}_{\text{sup}})). \]  

Here \( \cdot \) denotes the element-wise multiplication operation, and \( \Phi(\text{Mask}_{\text{sup}}) \) denotes the reshaped and extended support mask annotation. The softmax is performed row-wise.

Finally, we generate the query attention maps \( F'_q \) with a matrix multiplication to the support feature:

\[ F'_q = F_s \otimes M'_{\text{sim}}. \]  

We concatenate the outputs from the global and local conditional modules to generate our final conditional features.

**4.5 Mask Refinement Module**

As is often observed in the weakly supervised semantic segmentation literature (Zhang et al., 2019; Kolesnikov & Lampert, 2016), directly predicting the object masks can be difficult. It is a common principle to firstly locate seed regions and then refine the results. Based on such a principle, we design a mask refinement module to refine the predicted mask step-by-step. Our motivation is that the probability maps in a single feed-forward prediction can reflect where is the confident region in the model prediction. We can gradually optimize the mask and find the whole object regions based on the confident regions and the image features. As shown in Fig. 7, our mask refinement module has...
Our local conditional module leverages the spatial features as a condition to capture local similarities. Given a pair of support and query features, we first encoder them with a $1 \times 1$ convolution layer, then we generate the similarity matrix with a matrix multiplication operation. The row of the similarity matrix indicates the similarity of each query feature to the support features of all spatial positions. With the support mask, we generate the foreground similarity matrix. After that, we apply a Softmax on each row of the similarity matrix to generate the attention matrix. Combined with the support feature, we generate a similarity feature map to improve the conditional module.

The mask refinement module includes two main blocks: the global convolution block and the combined block. The global convolution block (Peng et al., 2017) aims to capture features in a large field-of-view while containing few parameters. It includes two groups of $1 \times 7$ and $7 \times 1$ convolutional kernels. The combined block effectively fuses the feature branch from different feature levels and the cached branch to generate refined feature representations.

**4.6 Finetuning for K-Shot Learning**

In the case of $k$-shot learning, we propose to finetune our network to take advantage of multiple labeled support images. As the network can make predictions for two images simultaneously, we can use at most $k^2$ image pairs to finetune our network. We randomly sample an image pair from the labeled support set at the evaluation stage to finetune our model. We kept the parameters in the Siamese encoder fixed and only finetuned the rest modules. Our experiment demonstrates that our finetuning-based methods can consistently improve results when more labeled support images are available. In contrast, previous works’ fusion-based methods often get saturated when the number of support images increases.

### Table 1 Ablation study on the conditional module and the cross-reference module

| Conditional module | Cross-reference module | 1-shot |
|--------------------|------------------------|--------|
| ✓                  |                        | 45.8   |
| ✓                  | ✓                      | 46.9   |
| ✓                  | ✓                      | 49.6   |

The cross-reference module brings a large performance improvement over the baseline model (Conditional module only). In this table, we do not adopt multi-scale, multi-level features and mask refine modules. The results are reported on PASCAL VOC 2012 dataset with standard mIoU (%)

### Table 2 The class division of the PASCAL VOC 2012 dataset proposed in Shaban et al. (2017)

| Fold | Categories                        |
|------|-----------------------------------|
| 0    | Aeroplane, bicycle, bird, boat, bottle |
| 1    | Bus, car, cat, chair, cow         |
| 2    | Diningtable, dog, horse, motobike, person |
| 3    | Potted plant, sheep, sofa, train, tv/monitor |
Fig. 7 The mask refinement module. The module saves the generated probability map from the last step into the cache and recurrently optimizes the predictions.

Table 3 Ablation experiments on the multiple-level feature, multyscale input, and the mask refine module

| Multi-level       | Mask refine | Multi-scale | 1-shot |
|-------------------|-------------|-------------|--------|
| ✓                 | ✓           | ✓           | 49.6   |
| ✓                 | ✓           | ✓           | 50.4   |
| ✓                 | ✓ ✓         | ✓           | 53.0   |
| ✓                 | ✓ ✓         | ✓ ✓         | 56.4   |

Every module brings performance improvement over the baseline model. The results are reported on PASCAL VOC 2012 dataset with standard mIoU (%).

Table 4 Ablation study on the conditional module

| Global conditional module | Local conditional module | 1-shot |
|----------------------------|--------------------------|--------|
| ✓                          | ✓ ✓                      | 52.0   |
| ✓                          | ✓                        | 54.7   |
| ✓ ✓                        |                          | 55.3   |
| ✓ ✓ ✓                      |                          | 56.4   |

Both global and local conditional module brings a significant performance improvement over the baseline model. The results are reported on PASCAL VOC 2012 dataset with standard mIoU (%).

Table 5 k-shot experiments

| Method              | 1-shot | 5-shot | 10-shot |
|---------------------|--------|--------|---------|
| Fusion              | 49.6   | 50.3   | 49.9    |
| Finetune            | N/A    | 54.5   | 58.1    |
| Finetune + Fusion   | N/A    | 54.6   | 57.8    |

We compare our finetuning-based method with the fusion method. Our method yields consistent performance improvement when the number of support images increases. For the case of 1-shot, finetune results are not available as CRCNet needs at least two images to apply our finetune scheme. The results are reported on PASCAL VOC 2012 dataset with standard mIoU (%).

Table 6 In this table, we apply the finetuning scheme on the PFENet (Tian et al., 2020)

| Method                        | mIoU |
|-------------------------------|------|
| PFENet                        | 61.9 |
| PFENet + FT                   | 62.2 |

The results are reported on PASCAL VOC 2012 dataset under 5-shot setting with standard mIoU(%). ENet denotes that we build our method upon the PFENet (Tian et al., 2020). FT denotes the finetuning scheme.

Table 7 Ablation study on the Sigmoid activation function

| AF   | mIoU |
|------|------|
| Relu | 54.6 |
| Sigmoid | 56.4 |
| Softmax | 55.7 |

The results are reported on PASCAL VOC 2012 dataset with standard mIoU (%) with 1-shot setting. AF denotes the activation function.

Table 8 Ablation study on the effectiveness of the support mask within the local conditional module

| Method        | mIoU |
|---------------|------|
| w/ mask       | 56.4 |
| w/o mask      | 55.8 |

The results are reported on PASCAL VOC 2012 dataset with standard mIoU(%) with 1-shot setting and the support predicted masks ($L_{SM}$ and $L_{SMsub}$).

$$BCEloss = -(y \ast \log(p) + (1 - y) \ast \log(1 - p))$$  \hspace{1cm} (4)$$

$$\mathcal{L} = (\mathcal{L}_{QM} + \mathcal{L}_{SM}) + \lambda(\mathcal{L}_{QMsub} + \mathcal{L}_{SMsub}).$$  \hspace{1cm} (5)$$

where $p$ denotes the predicted probability, and $y$ denotes the ground truth label. $L_{QM}$ and $L_{SM}$ denote the losses with the final predicted query and support masks. $L_{QMsub}$ and
Table 9 Comparison with the state-of-the-art methods under the weakly supervised few-shot setting

| Method | mIoU(%) |
|--------|---------|
| CANet (Zhang et al., 2019) (Bounding box annotations) | 52.0 |
| TeB (Azad et al., 2021) (Bounding box annotations) | - |
| CRCNet (Bounding box annotations) | 78.2 |

Our proposed network achieves state-of-the-art performance. The results are reported on PASCAL VOC 2012 dataset and FSS-1000 dataset with standard mIoU (%).

$L_{SMsub}$ denote the losses of the sub-predicted query and support masks discussed in Sect. 4.3. We balance the two kinds of losses with hyper-parameter $\lambda$. In this paper, we set $\lambda$ to 0.1.

5 Experiment

5.1 Implementation Details

In the Siamese encoder, we exploit multi-level features from the ImageNet pre-trained Resnet-50 as the image representations. We use dilated convolutions and keep the feature maps after layer3 and layer4 have a fixed size of 1/8 of the input image and concatenate them for final prediction. All the convolutional layers in our proposed modules have the kernel size of 3 $\times$ 3 and generate features of 256 channels, followed by the ReLU activation function. Our network is end-to-end training. We utilize SGD as the optimizer to train the network for 200 epochs with a Binary cross-entropy loss. The learning rate is set to 0.0025. We apply the random crop, random scale, and random flip for data augmentation during the training process. We adopt a multi-scale strategy with scales [0.75,1.25] and fuse all predictions during the inference phase. We recurrently run the mask refinement module 10 times to refine the predicted masks. In the case of $k$-shot learning, we fix the Siamese encoder and finetune the rest parameters.

5.2 Evaluation Metric and Datasets

Evaluation Metric In previous works, there exist two evaluation metrics. Shaban et al. (2017) report the results with the mean of per-class foreground Intersection-Over-Union (mIoU). While Dong and Xing (2018); Rakelly et al. (2018) ignore the categories and report the results with the mean of foreground IoU and background IoU (FBIOU). We choose the standard mIoU as our evaluation metric for the following two reasons: (1) The unbalanced image distribution (class sheep contains 49 images while the class person contains 378 images). (2) The background IoU is very high for small objects, which will fail to evaluate the model’s capability. Nevertheless, we still compare the previous state-of-the-art methods with both evaluation metrics. The evaluation metrics are calculated as follows:

\[
\text{IoU} = \frac{\text{Intersection}}{\text{Union}} = \frac{TP}{TP + FN + FP},
\]

\[
m\text{IoU} = \frac{1}{n} \sum_{i=1}^{n} (\text{IoU}_n),
\]

\[
\text{FBIOU} = \frac{1}{2} (\text{IoU}_{fg} + \text{IoU}_{bg}).
\]

The TP denotes true positive, FP denotes false positive, FN denotes false negative, $n$ denotes the classes’ number. The standard mIoU is calculated by averaging the IoU of all classes. The $\text{IoU}_{fg}$ is calculated with Eq. 6, which ignores the object categories, and $\text{IoU}_{bg}$ is calculated in the same way but reversed the foreground and background. FBIOU average the $\text{IoU}_{fg}$ and the $\text{IoU}_{bg}$.

PASCAL VOC 2012 We implement cross-validation experiments on the PASCAL VOC 2012 dataset. To compare our model with previous works, we adopt the same category divisions and test settings, which are first proposed in Shaban et al. (2017). In the cross-validation experiments, 20 object categories are evenly divided into 4 folds, with three folds as the training classes and one fold as the testing classes. The category division is shown in Table 2. We report the average performance over 4 testing folds. We use the standard mean intersection-of-union (mIoU) of the classes in the testing fold for the evaluation metrics. For more details about the dataset information and the evaluation metric, please refer to Shaban et al. (2017). The PASCAL VOC dataset is publicly available at http://host.robots.ox.ac.uk/pascal/VOC.

MS COCO and FSS-1000 One limitation of PASCAL VOC 2012 is that it involves only a few categories, which is insufficient to verify the model’s capabilities on the few shot segmentation tasks. To alleviate this problem, we implement experiments on larger datasets that contain more categories and images, such as MS COCO and FSS-1000 to validate our network. The MS COCO dataset is publicly available at https://cocodataset.org/#home and the FSS-1000 dataset is publicly available at https://github.com/HKUSTCV/FSS-1000.

COCO 2014 (Lin et al., 2014) is a challenging large-scale dataset containing 80 object categories and 82783 train-
Table 10 Detailed 1-shot and 5-shot results on each split under the mIoU(%) evaluation metric with the PASCAL VOC 2012 dataset

| Method       | Training Size | Backbone | 1-shot |               | 5-shot |               |
|--------------|---------------|----------|--------|---------------|--------|---------------|
|              |               |          | Split-0 | Split-1 | Split-2 | Split-3 | Mean |          | Split-0 | Split-1 | Split-2 | Split-3 | Mean |
| OSLSM (Shaban et al., 2017) | – | VGG 16 | 33.6 | 55.3 | 40.9 | 33.5 | 40.8 | 35.9 | 58.1 | 42.7 | 39.1 | 43.9 |
| co-FCN (Rakelly et al., 2018) | – | VGG 16 | 36.7 | 50.6 | 44.9 | 32.4 | 41.1 | 37.5 | 50.0 | 44.1 | 33.9 | 41.4 |
| R-DFCN (Siam et al., 2019) | – | VGG 16 | 39.2 | 48.0 | 39.2 | 34.2 | 40.2 | 45.3 | 51.4 | 44.9 | 39.5 | 45.3 |
| SG-One (Zhang et al., 2018) | – | VGG 16 | 40.2 | 58.4 | 48.4 | 38.4 | 46.3 | 41.9 | 58.6 | 48.6 | 39.4 | 47.1 |
| AMP (Siam et al., 2019) | – | ResNet-Wide | 41.9 | 50.2 | 46.7 | 34.7 | 43.4 | 41.8 | 55.5 | 50.3 | 39.9 | 46.9 |
| FWB (Nguyen & Todorovic, 2019) | 512 × 512 | VGG 16 | 47.0 | 59.6 | 52.6 | 48.3 | 51.9 | 50.9 | 62.9 | 56.5 | 50.1 | 55.1 |
| PANet (Wang et al., 2019) | 417 × 417 | VGG 16 | 42.3 | 58.0 | 51.1 | 41.2 | 48.1 | 51.8 | 64.6 | 59.8 | 46.5 | 55.7 |
| CANet (Zhang et al., 2019) | 321 × 321 | Resnet 50 | 52.5 | 65.9 | 51.3 | 51.9 | 55.4 | 55.5 | 67.8 | 51.9 | 53.2 | 57.1 |
| RPMMs (Yang et al., 2020) | 321 × 321 | Resnet 50 | 55.1 | 66.9 | 52.6 | 50.7 | 56.3 | 56.2 | 67.3 | 54.5 | 51.0 | 57.3 |
| PPNet (Lin et al., 2020) | 417 × 417 | Resnet 50 | 48.5 | 60.1 | 55.7 | 46.4 | 52.8 | 58.8 | 68.3 | 66.7 | 57.9 | 62.9 |
| TeB (Azad et al., 2021) | 224 × 224 | Resnet 101 | 57.0 | 67.2 | 56.1 | 54.3 | 58.7 | 57.3 | 68.5 | 61.5 | 56.3 | 60.9 |
| SAGNN (Xie et al., 2021) | 473 × 473 | Resnet 50 | 64.7 | 69.6 | 57.0 | 57.2 | 62.1 | 64.9 | 70.0 | 57.0 | 59.3 | 62.8 |
| ASGNet (Li et al., 2021) | 473 × 473 | Resnet 50 | 58.8 | 67.8 | 56.8 | 53.6 | 59.3 | 63.6 | 70.5 | 64.1 | 57.4 | 63.9 |
| ASR (Lin et al., 2021) | 473 × 473 | Resnet 50 | 55.2 | 70.3 | 53.4 | 53.6 | 58.1 | 59.4 | 71.8 | 56.8 | 55.7 | 61.0 |
| RePRI (Boudiaf et al., 2021) | 417 × 417 | Resnet 50 | 60.2 | 67.0 | 61.7 | 47.5 | 59.1 | 64.5 | 70.8 | 71.7 | 60.3 | 66.8 |
| HSNet (Min et al., 2021) | 473 × 473 | Resnet 50 | 64.3 | 70.7 | 60.3 | 60.5 | 64.0 | 70.3 | 73.2 | 67.4 | 67.1 | 69.5 |
| MLC (Yang et al., 2021) | 473 × 473 | Resnet 50 | 59.2 | 71.2 | 65.6 | 52.5 | 62.1 | 63.5 | 71.6 | 71.2 | 58.1 | 66.1 |
| PFENet (Tian et al., 2020) | 473 × 473 | Resnet 50 | 61.7 | 69.5 | 55.4 | 56.3 | 60.8 | 63.1 | 70.7 | 55.8 | 57.9 | 61.9 |
| CRNet* (Lin et al., 2020) | 321 × 321 | Resnet 50 | 56.8 | 65.8 | 49.4 | 50.6 | 55.7 | 58.7 | 67.9 | 54.2 | 53.5 | 58.8 |
| CRCNet | 321 × 321 | Resnet 50 | 57.1 | 65.7 | 51.4 | 51.2 | 56.4 | 58.9 | 68.1 | 55.1 | 54.1 | 59.1 |
| PFENet + GC | 473 × 473 | Resnet 50 | 61.9 | 69.5 | 55.2 | 56.9 | 60.9 | 62.8 | 70.9 | 55.9 | 61.5 | 62.8 |
| PFENet + CR | 473 × 473 | Resnet 50 | 63.5 | 69.6 | 55.4 | 57.0 | 61.4 | 64.8 | 71.0 | 57.5 | 60.6 | 63.4 |
| PFENet + CRC | 473 × 473 | Resnet 50 | 63.4 | 69.7 | 55.8 | 56.9 | 61.5 | 65.2 | 70.9 | 55.9 | 61.8 | 63.5 |

* Denotes the reproduced results. PFENet denotes that we build our method upon the PFENet (Tian et al., 2020). The GC denotes the global conditional module. The CR denotes the cross-reference module, and the CRC denotes utilizing both our conditional module and the cross-reference module. Our method outperforms most state-of-the-art methods and achieves comparable results with the most recent work.
Table 11 Comparison with the state-of-the-art methods under the 1-shot and 5-shot settings

| Method            | 1-shot (%) | 5-shot (%) |
|-------------------|------------|------------|
| OSLM (Shaban et al., 2017) | 61.3       | 61.5       |
| co-fcn (Rakelly et al., 2018) | 60.9       | 60.2       |
| sg-one (Zhang et al., 2018) | 63.1       | 65.9       |
| R-DFCN (Siam et al., 2019) | 60.9       | 66.0       |
| PL (Dong & Xing, 2018) | 61.2       | 62.3       |
| A-MCG (Hu et al., 2019) | 61.2       | 62.2       |
| CANet (Zhang et al., 2019) | 66.2       | 69.6       |
| SAGNN (Xie et al., 2021) | 73.2       | 73.3       |
| ASGNet (Li et al., 2021) | 69.2       | 74.2       |
| ASR (Lin et al., 2021) | 71.3       | 72.5       |
| PFENet (Tian et al., 2020) | 71.3       | 72.5       |
| CRNet* (Lin et al., 2020) | 66.8       | 71.5       |
| CRCNet            | 66.9       | 71.7       |
| PFENet + CRC      | 71.4       | 73.4       |

Our proposed network outperforms all previous methods and achieves new state-of-the-art performance. The results are reported on PASCAL VOC 2012 dataset with FBIoU(%).

* Denotes the reproduced results. PFENet denotes that we build our method upon the PFENet (Tian et al., 2020). The CRC denotes utilizing both our conditional module and the cross-reference module.

Table 12 Comparison with the state-of-the-art methods with FSS-1000 dataset

| Method            | 1-shot | 5-shot |
|-------------------|--------|--------|
| OSLM (Shaban et al., 2017) | 70.3   | 73.0   |
| co-fcn (Rakelly et al., 2018) | 71.2   | 74.2   |
| FSS-1000 (Li et al., 2020) | 73.4   | 80.1   |
| FOMAML (Hendryx et al., 2019) | 75.1   | 80.6   |
| CRNet* (Lin et al., 2020) | 80.5   | 82.3   |
| CRCNet            | 81.1   | 83.2   |

Our proposed network achieves state-of-the-art performance. The results are reported with standard mIoU (%). *Denotes the reproduce results.

Table 13 Comparison with the state-of-the-art methods on MS COCO dataset

| Method            | 1-shot | 5-shot |
|-------------------|--------|--------|
| CANet (Zhang et al., 2019) | 46.3   | 49.7   |
| CANet (Zhang et al., 2019) | ✓ | 49.9 ✓ | 51.6 |
| CRNet w/o MR-CR | 45.4   | 46.1   |
| CRNet w/o MR     | 47.2   | 47.9   |
| CRNet             | 49.4   | 50.6   |
| CRNet             | ✓      | 51.2   | ✓ 52.9 |

Our model outperforms all previous methods and achieves new state-of-the-art performance under both 1-shot setting and 5-shot setting. MR denotes Mask Refine module, MR-CR denotes Mask Refine module and Cross-Reference module, MS denotes Multi-Scale. All our modules bring a performance improvement over the baseline model (CRCNet w/o MR-CR). The results are reported with standard mIoU (%).

5.3 Ablation Study

The goal of the ablation study is to inspect each component in our network design. Our ablation experiments are conducted on the PASCAL VOC 2012 dataset. We implement cross-validation 1-shot and k-shot experiments and report the average performance over the four splits on the PASCAL VOC 2012. In Table 1, we first investigate the contributions of our two essential network components: the conditional module and the cross-reference module. As shown, there are significant performance drops if we remove either component from the network. Our network can improve the counterpart model without the cross-reference module. To further investigate the contributions of the network components to other methods, we entangled the component of our CRCNet into PFENet (Tian et al., 2020), and conducted the experiments on both PASCAL VOC 2012 and MS COCO datasets. The results are shown in Tables 10 and 14.

We adopt a multi-scale test experiment to investigate how much the objects’ scale variance influences network performance. Specifically, we resize the support image and the query image to [0.75,1,1.25] of the original image size and conduct the test time inference. The output predicted mask of the resized query image is bilinearly resized to the original image size. We fuse the predictions under different image scales. As shown in Table 3, multi-scale input test brings 0.8 mIoU score improvement in the 1-shot setting. We also...
Table 14 Detailed 1-shot and 5-shot results on each split under the mIoU(%) evaluation metric with MS COCO dataset

| Method                  | Training Size | Backbone | 1-shot | 5-shot |
|-------------------------|---------------|----------|--------|--------|
|                         |               |          | Split-0| Split-1| Split-2| Split-3| Mean| Split-0| Split-1| Split-2| Split-3| Mean |
| PANet (Wang et al., 2019) | 417 × 417     | VGG 16   | –      | –      | –      | –      | 20.9| –      | –      | –      | –      | 29.7 |
| FWB (Nguyen & Todorovic, 2019) | 512 × 512   | VGG 16   | 16.9   | 17.9   | 20.9   | 28.8   | 21.2| 19.1  | 21.4  | 23.9  | 30.0  | 23.6 |
| RPMMs (Yang et al., 2020)    | 321 × 321     | Resnet 50| 29.5   | 36.8   | 28.9   | 27.0   | 30.5| 33.8  | 41.9  | 32.9  | 33.3  | 35.5 |
| CANet+ (Zhang et al., 2019)  | 321 × 321     | Resnet 50| 25.1   | 30.3   | 24.5   | 24.7   | 26.1| 26.0  | 32.4  | 26.1  | 27.0  | 27.9 |
| PPNet (Lin et al., 2020)     | 417 × 417     | Resnet 50| 28.1   | 30.8   | 29.5   | 27.7   | 29.0| 39.0  | 40.8  | 37.1  | 37.3  | 38.5 |
| RePRI (Boudiaf et al., 2021) | 417 × 417     | Resnet 50| 31.2   | 38.1   | 33.3   | 33.0   | 34.0| 38.5  | 46.2  | 40.0  | 43.6  | 42.1 |
| HSNet (Min et al., 2021)     | 473 × 473     | Resnet 50| 36.3   | 43.1   | 38.7   | 38.7   | 39.2| 43.3  | 51.3  | 48.2  | 45.0  | 46.9 |
| MLC (Yang et al., 2021)      | 473 × 473     | Resnet 50| 46.8   | 35.3   | 26.2   | 27.1   | 33.9| 54.1  | 41.2  | 34.1  | 33.1  | 40.6 |
| SAGNN (Xie et al., 2021)     | 473 × 473     | Resnet 50| 36.1   | 41.0   | 38.2   | 33.5   | 37.2| 40.9  | 48.3  | 42.6  | 38.9  | 42.7 |
| ASGNet (Li et al., 2021)     | 473 × 473     | Resnet 50| –      | –      | –      | –      | 34.5| –     | –     | –     | –     | 42.5 |
| ASR (Lin et al., 2021)       | 473 × 473     | Resnet 50| 29.9   | 35.0   | 31.8   | 33.5   | 32.5| 31.2  | 37.8  | 33.4  | 35.2  | 34.3 |
| PFENet (Tian et al., 2020)   | 473 × 473     | Resnet 50| 34.3   | 33.0   | 32.3   | 30.1   | 32.4| 38.5  | 38.6  | 38.2  | 34.3  | 37.4 |
| PFENet + CR                  | 473 × 473     | Resnet 50| 34.9   | 41.4   | 38.8   | 36.2   | 37.8| 37.9  | 46.3  | 42.6  | 39.6  | 41.6 |
| PFENet + GC                  | 473 × 473     | Resnet 50| 34.8   | 41.8   | 40.2   | 36.0   | 38.2| 38.8  | 45.3  | 42.2  | 41.0  | 41.8 |
| PFENet + CRC                 | 473 × 473     | Resnet 50| 35.1   | 42.2   | 41.3   | 36.4   | 38.7| 41.1  | 46.5  | 43.8  | 41.3  | 43.1 |

Our method outperforms most state-of-the-art methods and achieves comparable results with the most recent work. PFENet denotes that we build our method upon the PFENet (Tian et al., 2020). The GC denotes the global conditional module. The CR denotes the cross-reference module, and the CRC denotes utilizing both our conditional module and the cross-reference module.
In Table 3, we compare the multi-level feature embedding to investigate the choices of features in the network backbone. The results are reported on the MS COCO dataset with FBIoU (%).

| Method                  | 1-shot (%) | 5-shot (%) |
|-------------------------|------------|------------|
| DAN (Wang et al., 2020) | 62.3       | 60.2       |
| SAGNN (Xie et al., 2021)| 60.4       | 67.0       |
| ASGNet (Li et al., 2021)| 60.0       | 63.4       |
| PFENet (Tian et al., 2020)| 58.6   | 61.9       |
| PFENet + CRC            | 62.0       | 66.1       |

Our proposed network outperforms all previous methods and achieves new state-of-the-art performance. The results are reported on the MS COCO dataset with FBIoU (%).

Table 5 shows the improvements to the 5-shot setting on PASCAL VOC 2012 dataset.

To investigate the effectiveness of different activation functions in the cross-reference module such as Relu, Sigmoid, and Softmax. We have conducted the experiment with different activation functions. The results are shown in Table 7. We also conducted experiments on how the effectiveness of the support mask in the local conditional module, which aims to suppress the background information for the support features. The results are shown in Table 8.

5.4 Weakly Supervised Few Shot Segmentation

Following CANet (Zhang et al., 2019) and TeB (Azad et al., 2021), we further evaluate our CRCNet with a weaker annotation such as bounding boxes. We generate the bounding box annotations from PASCAL VOC 2012, SDS (Hariharan et al., 2014), and FSS-1000 (Li et al., 2020) dataset by locating every object. As is shown in Table 9, our CRCNet achieves comparable performances with bounding box annotation to the results with pixel-wise supervision under both PASCAL VOC 2012 and FSS-1000 dataset, which indicates our CRCNet is robust to the annotation with noisy background areas within the bounding boxes. Furthermore, our CRCNet outperforms all the previous methods in both PASCAL VOC 2012 and FSS-1000 datasets under the weakly supervised few shot segmentation setting.

5.5 Comparison with the State-of-the-Art Results

We compare our network with state-of-the-art methods on the PASCAL VOC 2012 dataset, MS COCO dataset, and FSS-1000 dataset.

PASCAL VOC 2012 Tables 10 and 11 shows the performance of different methods in both 1-shot and 5-shot setting. We use FBIoU to denote the evaluation metric proposed in Rakelly et al. (2018) and mIoU to denote the standard mean Intersection-Over-Union. The difference between the two metrics is that the FBIoU metric also incorporates the background into the Intersection-over-Union computation and ignores the image category. We achieve the new state-of-the-art under both the 1-shot and 5-shot settings with both evaluation metrics.

FSS-1000 The comparison results with FSS-1000 dataset (Li et al., 2020) under 1-shot and 5-shot setting is shown in Table 12. Our CRCNet outperforms the previous state-of-the-art methods by 5.6 (resp. 2.0) mIoU under 1-shot (resp. 5-shot) setting, and achieves new state-of-the-art performance.

MS COCO As mentioned above, to validate our method, we conduct the experiments following two few-shot MC COCO dataset settings. The comparison results with few-shot MS COCO dataset same setting with CANet (Zhang et al., 2019) under 1-shot and 5-shot settings are shown in...
Fig. 8 The failure cases on PASCAL VOC 2012 dataset

Even when the query images contain objects from multiple classes, our network can still successfully segment the target category indicated by the support mask.

Table 13. Our CRCNet outperforms all previous state-of-the-art methods and achieves new state-of-the-art performance. In particular, the ablation study on MS COCO still draws the same conclusion as the PASCAL VOC 2012. In particular, our CRCNet achieves 5.8 mIoU improvement over the baseline (conditional module only) under the 1-shot setting and 6.8 mIoU improvement under the 5-shot setting.

Fig. 9 Our Qualitative examples on the PASCAL VOC dataset. The first row is the support set, and the second row is the query set. The third row is our predicted results, and the fourth row is the ground truth.

We also the experiments on MS COCO same setting with Xie et al. (2021); Li et al. (2021); Lin et al. (2021), as shown in Tables 14 and 15, we report the result with both standard mIoU and FBIoU metrics.
5.6 Failure Case Analysis

In this section, we analyze the challenging cases that fail our model. As shown in Fig. 8, our model fails to distinguish between the dogs and cats, chairs and tables, cars and buses, teacups and bottles. This is because they have a similar pattern: difficult to distinguish without semantic information. Our model fails to find the small cow possible because the small object is difficult to capture without the low-level features. Moreover, our model can not locate the bird bodies because the support image only contains the bird’s head information.

6 Conclusion

In this paper, we have presented a novel cross-reference with a local-global conditional network for few-shot segmentation. Unlike previous work unilaterally guiding the segmentation of query images with support images, our two-head design concurrently makes predictions in both the query image and the support image to help the network better locate the target category. We develop a mask refinement module with a cache mechanism that can effectively improve the prediction performance. In the $k$-shot setting, our finetuning-based method can significantly improve performance by taking advantage of more annotated data. Extensive ablation experiments on PASCAL VOC 2012, FSS-1000, and MS COCO datasets validate the effectiveness of our design.
Our model achieves state-of-the-art performance on the PASCAL VOC 2012 dataset, MS COCO dataset, and FSS-1000 dataset.

Acknowledgements This research is supported by the National Research Foundation, Singapore under its AI Singapore Programme (AISG Award No: AISG-RP-2018-003), the Ministry of Education, Singapore, under its Academic Research Fund Tier 2 (MOE-T2EP20220-0007) and Tier 1 (RG95/20). This research is also partly supported by the Agency for Science, Technology and Research (A*STAR) under its AME Programmatic Funds (Grant No. A20H60151).

References

Azad, R., Fayjie, A.R., Kauffmann, C., Ben Ayed, I., Pedersoli, M., & Dolz, J. (2021). On the texture bias for few-shot cnn segmentation. In Proceedings of the IEEE/CVF winter conference on applications of computer vision. pp 2674–2683.

Badrinarayanan, V., Kendall, A., & Cipolla, R. (2017). SegNet: A deep convolutional encoder-decoder architecture for image segmentation. IEEE Transactions on Pattern Analysis and Machine Intelligence, 39(12), 2481–2495.

Boudiaf, M., Kervadec, H., Masud, Z.I., Piantanida, P., Ben Ayed, I., & Azad, R., Fayjie, A.R., Kauffmann, C., Ben Ayed, I., Pedersoli, M., & Dolz, J. (2021). Few-shot segmentation without meta-learning: A good transductive inference is all you need? In Proceedings of the IEEE/CVF conference on computer vision and pattern recognition. pp 13979–13988.

Cao, Y., Shen, C., & Shen, H. T. (2016). Exploiting depth from single monocular images for object detection and semantic segmentation. IEEE Transactions on Image Processing, 26(2), 836–846.

Chen, H., Huang, Y., & Nakayama, H. (2018). Semantic attention based deep object co-segmentation. arXiv preprint arXiv:1810.06859

Chen, L. C., Papandreou, G., Kokkinos, I., Murphy, K., & Yuille, A. L. (2017). Deeplab: Semantic image segmentation with deep convolutional nets, atrous convolution, and fully connected crfs. IEEE Transactions on Pattern Analysis and Machine Intelligence, 40(4), 834–848.

Chen, L. C., Papandreou, G., Kokkinos, I., Murphy, K., & Yuille, A. L. (2018). Deeplab: Semantic image segmentation with deep convolutional nets, atrous convolution, and fully connected crfs. IEEE Transactions on Pattern Analysis and Machine Intelligence, 40(4), 834–848.

Chen, W., Jiang, Z., Wang, Z., Cui, K., & Qian, X. (2019). Collaborative global-local networks for memory-efficient segmentation of ultra-high resolution images. In Proceedings of the IEEE/CVF conference on computer vision and pattern recognition. pp 8924–8933.

Chen, W.Y., Liu, Y.C., Kira, Z., Wang, Y.C., & Huang, J.B. (2019). A closer look at few-shot classification. In International conference on learning representations.

Chen, Y., Cao, Y., Hu, H., & Wang, L. (2020). Memory enhanced global-local aggregation for video object detection. In Proceedings of the IEEE/CVF conference on computer vision and pattern recognition. pp 10337–10346.

Deng, J., Dong, W., Socher, R., Li, J.L., Li, K., & Fei-Fei, L. (2009). Imagenet: A large-scale hierarchical image database. In Proceedings of the IEEE/CVF conference on computer vision and pattern recognition. pp 248–255.

Ding, H., Jiang, X., Shuai, B., Liu, A. Q., & Wang, G. (2020). Semantic segmentation with context encoding and multi-path decoding. IEEE Transactions on Image Processing, 29, 3520–3533.

Dong, N., & Xing, E. (2018). Few-shot semantic segmentation with prototype learning. In: BMVC, 79.

Dong, Z., Zhang, R., Shao, X., & Zhou, H. (2019). Multi-scale discriminative location-aware network for few-shot semantic segmentation. In: 2019 IEEE 43rd Annual Computer Software and Applications Conference (COMPSAC), pp. 42–47. IEEE.

Fan, Q., Zhuo, W., Tang, C.K., & Tai, Y.W. (2020). Few-shot object detection with attention-rpn and multi-relation detector. In Proceedings of the IEEE/CVF conference on computer vision and pattern recognition. pp 4013–4022.

Han, J., Quan, R., Zhang, D., & Nie, F. (2017). Robust object co-segmentation using background prior. IEEE Transactions on Image Processing, 27(4), 1639–1651.

Harihara, B., Arbeláez, P., Girshick, R., & Malik, J. (2014). Simultaneous detection and segmentation. In European conference on computer vision. pp 297–312. Springer.

He, K., Zhang, X., Ren, S., & Sun, J. (2016). Deep residual learning for image recognition. In Proceedings of the IEEE conference on computer vision and pattern recognition. pp 770–778.

Hendrych, S.M., Leach, A.B., Hein, P.D., & Morrison, C.T. (2019). Meta-learning initializations for image segmentation. arXiv preprint arXiv:1912.06290

Hou, R., Chang, H., Ma, B., Shan, S., & Chen, X. (2019). Cross attention network for few-shot classification. arXiv preprint arXiv:1910.07677

Hu, T., Yang, P., Zhang, C., Yu, G., Mu, Y., & Snoek, C.G. (2019). Attention-based multi-context guiding for few-shot semantic segmentation. In Proceedings of the AAAI conference on artificial intelligence. pp 8441–8448.

Huang, Z., Wang, C., Wang, X., Liu, W., & Wang, J. (2019). Semantic image segmentation by scale-adaptive networks. IEEE Transactions on Image Processing, 29(1), 2066–2077.

Jing, L., Chen, Y., & Tian, Y. (2019). Coarse-to-fine semantic segmentation from image-level labels. IEEE Transactions on Image Processing, 29, 225–236.

Joulia, A., Bach, F., & Ponce, J. (2012). Multi-class cosegmentation. In 2012 IEEE conference on computer vision and pattern recognition. pp. 542–549. IEEE.

Kolesnikov, A., & Lampert, C.H. (2016). Seed, expand and constrain: Three principles for weakly-supervised image segmentation. In European Conference on Computer Vision. pp 695–711. Springer.

Krizhevsky, A., Sutskever, I., & Hinton, G.E. (2012). Imagenet classification with deep convolutional neural networks. In Advances in neural information processing systems. pp. 1097–1105.

Li, G., Jampani, V., Sevilla-Lara, L., Sun, D., Kim, J., & Kim, J. (2021). Adaptive prototype learning and allocation for few-shot segmentation. In Proceedings of the IEEE/CVF conference on computer vision and pattern recognition. pp. 8334–8343.

Li, X., Wei, T., Chen, Y.P., Tai, Y.W., & Tang, C.K. (2020). Fss-1000: A 1000-class dataset for few-shot segmentation. In Proceedings of the IEEE/CVF conference on computer vision and pattern recognition. pp. 2869–2878.

Lin, G., Liu, F., Milan, A., Shen, C., & Reid, I. (2019). Refinenet: Multi-path refinement networks for dense prediction. IEEE Transactions on Pattern Analysis and Machine Intelligence, 42(5), 1228–1242.

Lin, G., Milan, A., Shen, C., & Reid, I.D. (2017). Refinenet: Multi-path refinement networks for high-resolution semantic segmentation. In Proceedings of the IEEE/CVF conference on computer vision and pattern recognition. p. 5.

Lin, T.Y., Maire, M., Belongie, S., Hays, J., Perona, P., Ramanan, D., Dollár, P., & Zitnick, C.L. (2014). Microsoft coco: Common objects in context. In European Conference on Computer Vision. pp. 740–755.

Liu, B., Ding, Y., Jiao, J., Ji, X., & Ye, Q. (2021). Anti-aliasing semantic reconstruction for few-shot semantic segmentation. In Proceed-
