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Abstract—In this paper, we argue that the unsatisfactory out-of-distribution (OOD) detection performance of neural networks is mainly due to the SoftMax loss anisotropy and propensity to produce low entropy probability distributions in disagreement with the principle of maximum entropy. Current out-of-distribution (OOD) detection approaches usually do not directly fix the SoftMax loss drawbacks, but rather build techniques to circumvent it. Unfortunately, those methods usually produce undesired side effects (e.g., classification accuracy drop, additional hyperparameters, slower inferences, and collecting extra data). In the opposite direction, we propose replacing SoftMax loss with a novel loss function that does not suffer from the mentioned weaknesses. The proposed IsoMax loss is isotropic (exclusively distance-based) and provides high entropy posterior probability distributions. Replacing the SoftMax loss by IsoMax loss requires no model or training changes. Additionally, the models trained with IsoMax loss produce as fast and energy-efficient inferences as those trained using SoftMax loss. Moreover, no classification accuracy drop is observed. The proposed method does not rely on outlier/background data, hyperparameter tuning, temperature calibration, feature extraction, metric learning, adversarial training, ensemble procedures, or generative models. Our experiments showed that IsoMax loss works as a seamless SoftMax loss drop-in replacement that significantly improves neural networks’ OOD detection performance. Hence, it may be used as a baseline OOD detection approach to be combined with current or future OOD detection techniques to achieve even higher results.

Index Terms—Out-of-Distribution Detection, Isotropy Maximization Loss, Maximum Entropy Principle, Entropic Score

I. INTRODUCTION

NEURAL networks have been used as classifiers in a wide range of applications. Their design usually considers that the model receives an instance of one of the trained classes at inference. If this holds, neural networks commonly present satisfactory performance. However, in real-world applications, this assumption may not be fulfilled.

The ability to detect whether an input applied to a neural network does not represent an example of the trained classes is essential to applications in medicine, finance, agriculture, business, marketing, and engineering. In such situations, it is better to have a system able to acknowledge that the sample should not be classified. The rapid adoption of neural networks in modern applications makes the development of such capability a primary necessity from a practical point of view. This problem has been studied under many similar nomenclatures, such as open set recognition [4], [5] and open-world recognition [6], [7].

Recently, Hendrycks and Gimpel [8] defined out-of-distribution (OOD) detection as the task of evaluating whether a sample comes from the in-distribution on which a neural network was trained. They also introduced benchmark datasets and metrics for this task. Additionally, Hendrycks and Gimpel established the baseline performance by proposing an OOD detection approach that uses the maximum predicted probability (MPS) as the score to detect OOD examples.

OOD detection is closely related to anomaly detection [9]. However, in OOD detection, we have multiple (usually more than two) classes. From an anomaly detection perspective, examples that belong to any of these classes are considered “normal”. Additionally, we have labels that individually identify examples from each of these “normal” classes, which collectively represent what we call the in-distribution. There are no training examples of the “abnormal” class, which are called out-of-distribution examples in the context of OOD detection. We have to decide whether we have an in-distribution (“normal”) example or an out-of-distribution (“abnormal”) example during inference. In the first case, we additionally have to predict the correct class.

We argue that the unsatisfactory OOD detection performance of modern neural networks is mainly due to the drawbacks of the currently used loss functions rather than model limitations. The SoftMax loss anisotropy does not incentivize the concentration of high-level representations in the feature space [3], [10], which makes OOD detection
TABLE I
OUT-OF-DISTRIBUTION DETECTION: APPROACHES, TECHNIQUES, AND SIDE EFFECTS.

| Techniques and Side Effects | SoftMax Loss (current baseline) | ODIN | Mahalanobis | ACET | IsoMax Loss (proposed baseline) |
|-----------------------------|---------------------------------|------|-------------|------|-------------------------------|
| Inference input preprocessing: Multiple forward passes and backpropagation. At least three times slower inference. Slow inferences. | Not Required (Fast) | Required (Slow) | Required (Slow) | Not Required (Fast) | Not Required (Fast) |
| Energy-inefficient inferences. | Not Required (Efficient) | Required (Not Efficient) | Required (Not Efficient) | Not Required (Efficient) | Not Required (Efficient) |
| Adversarial training: Previously known adversarial hyperparameters. Slower and more hyperparametrized training. Limited scalability. | Not Required (Scalable) | Not Required (Scalable) | Not Required (Scalable) | Required (Not Scalable) | Not Required (Scalable) |
| Adversarial validation: Previously known adversarial hyperparameters. Adversarial examples generation. | Not Required (Turnkey) | Required (Not Turnkey) | Required (Not Turnkey) | Not Required (Turnkey) | Not Required (Turnkey) |

IsoMax loss has no drawbacks compared with SoftMax loss while presenting higher OOD detection performance (Table I). ODIN, the Mahalanobis method, and ACET present weaknesses from a practical use perspective. However, if these limitations are not a concern for an application, they may be combined with IsoMax loss to improve overall OOD detection performance. The strengths of the competing approaches are in blue, while weaknesses are in red.

difficult [3]. Indeed, its affine transformation produces separable rather than discriminative features, which would limit OOD detection (Fig. 1). Additionally, SoftMax loss produces overconfident predictions [12], equivalent to low mean entropy probability distributions, which is in frontal disagreement with the maximum entropy principle [13]–[15].

Rather than directly fixing the above-mentioned critical SoftMax loss drawbacks, current OOD detection approaches improve OOD detection performance by adding novel techniques to circumvent its weakness. However, this strategy usually produces undesired side effects and adds problematic requirements to the solution (Table I). For example, Out-of-Distribution detector for Neural networks (ODIN) [11] and the Mahalanobis distance-based method [2] use input preprocessing, which produces remarkably slow and energy-inefficient inferences [16]. Additionally, to tune hyperparameters, these solutions need unrealistic access to OOD samples or adversarial examples, which require a cumbersome process to generate.

In other situations, similar to the Mahalanobis distance-based approach, [4]–[7] require metric learning on features extracted from pretrained models. Another drawback usually present in OOD detection approaches is the classification accuracy drop [17], [18], which is a harmful side effect because classification is commonly the primary aim of the system [19]. Methods based on adversarial training, such as Adversarial Confidence Enhancing Training (ACET) [3], often increase training times [20] and present limited scalability when dealing with large-size images [21]. Furthermore, adversarial training may produce classification accuracy drop [22].

In some cases, OOD detection proposals require architecture modifications [23] or ensemble methods [24], [25]. Despite significantly improving the OOD detection performance, loss enhancement (regularization) techniques, such as outlier exposure [26], [27], background methods [28], and the energy-based fine-tuning [29] require the addition of carefully chosen extra/outlier/background data and expand memory usage. Moreover, they usually add hyperparameters to the solution.

Solutions based on uncertainty (or confidence) estimation (or calibration) [30]–[34] usually present additional complexity, slow and energy-inefficient inferences [16], and OOD detection performance worse than ODIN [18], [35].

In this paper, rather than circumvent SoftMax loss limitations, we follow a different strategy: we propose replacing it altogether with a novel loss that does not present the SoftMax loss mentioned drawbacks. Additionally, we used entropy for OOD detection. By doing so, we were able to improve the neural networks’ OOD detection baseline performance significantly. Using this novel baseline OOD detection approach, previously mentioned or future techniques may improve the neural networks’ OOD detection performance even further. Therefore, we propose IsoMax, a loss that is isotropic (exclusively distance-based) and produces high entropy posterior probability distributions in agreement with the maximum entropy principle. We also propose using the entropy of the output probabilities as a score to perform OOD detection.

As we aim to increase the neural networks’ baseline OOD detection performance, we do not rely on collecting additional/outlier/background data and validating the appropriated hyperparameters to improve the OOD detection results [26]–[29]. As mentioned before, these (and other) current OOD techniques may be used in future works to improve our baseline OOD detection performance. Furthermore, with the sole aim to perform OOD detection, we emphasize that, unlike uncertainty/confidence estimation/calibration methods, our intention is not to produce calibrated probabilities. In the opposite direction, we plan to force the network to provide a posterior probability distribution with the highest possible entropies (as stated by the maximum entropy principle), which correspond to low maximum probabilities.

Networks trained using IsoMax loss produce accurate predictions, as no classification accuracy drop is observed compared to networks trained with SoftMax loss. Additionally, the models trained using IsoMax loss provide inferences that are fast and have energy and computational efficiency.
equivalent to models trained with SoftMax loss, making our solution viable from an economical and environmental point of view [36]. Moreover, our approach does not require validation using unrealistic access to OOD samples or the generation of adversarial examples. Furthermore, our solution is turnkey since it does not require additional/outlier data, feature extraction, metric learning, or hyperparameter tuning. No extra procedures other than typical network training are required.

We provide insights based on the maximum entropy principle to explain why our approach works. Experimental evidence confirms our theoretical assumptions and shows that our straightforward OOD detection solution significantly outperforms the SoftMax loss performance and is even competitive with OOD detection methods without requiring their supplementary techniques and associated side effects (Table 1).

Indeed, despite being proposed as a baseline OOD detection solution that avoids current approaches drawbacks (e.g., classification accuracy drop, slow and energy-inefficient inferences, hyperparameter tuning, feature extraction, metric learning, and additional data), our approach provides high OOD detection performance. Naturally, additional performance gains may be obtained in the future by adapting OOD methods to use IsoMax loss rather than SoftMax loss.

In summary, the major contributions of this article are:

1) The intuitions that associate the unsatisfactory OOD detection performance of current neural networks with the SoftMax loss anisotropy and disagreement with the maximum entropy principle.
2) The IsoMax loss, which is isotropic, in agreement with the maximum entropy principle, and works as a seamless SoftMax loss drop-in replacement. The IsoMax loss trained models present accurate predictions (no classification accuracy drop) and fast inferences that are energy- and computation-efficient. Besides, it does not require additional/outlier/background data. Under these severe restrictions, our solution provides state-of-the-art OOD detection performance.
3) The experimental demonstration that entropy, which is a fast and energy-efficient computation, provides high OOD detection performance when the posterior probability distribution follows the maximum entropy principle, i.e., it presents high mean entropy. When using the entropy, rather than just one output, all network outputs are considered.
4) Our approach improves deep neural networks’ baseline OOD detection performance. In applications where the previously mentioned requirements and side effects of current OOD techniques are not a concern, future works may combine them with our loss to achieve even higher OOD detection performance.

In Section V we emphasize the technical aspects of modern OOD detection approaches. In Section III, we present our proposal for a novel baseline OOD detection method. We present the experiments, results, and discussions in Section IV. In Section V, we conclude and present future works. This paper is an expanded version of [37].

II. BACKGROUND

A. Distance-based Losses

Recently, neural network distance-based losses have been proposed in the context of face recognition. For example, the contrastive [38] and triplet [39] losses use high-level feature (embeddings) pairwise distances. In both cases, the SoftMax function is not present, and the squared Euclidean distance is used. One of the main drawbacks is the need for using Siamese neural networks, which adds complexity to the solution and expands memory requirements during training [10]. Additionally, the triplet sampling and pairwise training, which imply the recombination of the training samples with dramatic data expansion, slow convergence and instability [10]. Finally, no prototypes are learned during training. The challenge to train networks using purely distance-based losses while avoiding triplet sampling and pairwise training was discussed in [10], which proposed a squared Euclidean distance-based regularization method.

The center loss [10] has two parameters \( \alpha \) and \( \lambda \). We call a loss isotropic when its dependency on the high-level features (embeddings) is performed exclusively through distances, which are usually calculated from the class prototypes. In this sense, the center loss is not isotropic, as it presents an affine transformation in its SoftMax classification term. Therefore, the center loss inherits the previously mentioned drawbacks of the SoftMax loss affine transformation.

In [40], the authors proposed a solution based on squared Euclidean distance to address few-shot learning. However, this approach does not work as a SoftMax loss drop-in replacement, as it does not simultaneously learn high-level features (embeddings) and prototypes using exclusively stochastic gradient descent (SGD) and end-to-end backpropagation. Indeed, despite learning embeddings using regular SGD and backpropagation, additional offline procedures are required to calculate the class prototypes in the mentioned approach.

B. Out-of-Distribution Detection

ODIN was proposed in [1] by combining input preprocessing with temperature calibration, which consists of changing the scale of the logits of a pretrained model. Despite significantly outperforming the SoftMax loss, the input preprocessing introduced in ODIN considerably increases the inference time by requiring an initial forward pass, a backpropagation, and finally a second forward pass to perform an inference that can be used for OOD detection. Considering that backpropagation is typically slower than a forward pass, input preprocessing makes ODIN inferences at least three times slower than normal. Additionally, input preprocessing multiplies the inference power consumption and computational cost by a factor of at least three. Those are severe limitations from an economic and environmental perspective [36]. Several subsequent OOD detection proposals incorporated input preprocessing and its drawbacks [1], [2], [18], [41]. Both input preprocessing and temperature calibration require hyperparameter tuning.

2We follow the “SoftMax function” expression as defined in [1].
3https://www.youtube.com/watch?v=KnOpWgUcTaM
Consequently, ODIN requires unrealistic access to OOD samples to validate hyperparameters. Even if the supposed OOD samples are available during design-time, using these examples to tune hyperparameters makes the solution overfit to detect this particular type of out-distribution[5]. The system will likely operate under unknown out-distributions in real-world applications, and the estimated OOD detection performance could degrade significantly. Therefore, using OOD samples to validate hyperparameters may produce over-optimistic OOD detection performance estimates.[35]

A method to avoid using OOD samples was proposed in [18]. The mentioned method uses only in-distribution validation data for tuning the required hyperparameters. However, the proposed loss produced a significant classification accuracy drop in some situations. Moreover, the in-distribution CIFAR10/100 validation sets were used for both hyperparameter tuning and OOD detection evaluation. Therefore, the classification accuracy drop reported in [18] is probably underestimated. In practice, the necessary in-distribution validation data for hyperparameter tuning will have to be removed from the training data, which will presumably decrease even further the classification accuracy and, consequently, also the OOD detection performance. Additionally, [18] also uses input preprocessing, making inferences considerably inefficient from an environment, economic, and energy perspective.

The Mahalanobis distance-based method[2] overcomes the need for access to OOD samples by validating hyperparameters using adversarial examples and producing more realistic OOD detection performance estimates. However, using adversarial examples has the disadvantage of adding a cumbersome procedure to the solution. Even worse, the generation of adversarial samples itself requires hyperparameter tuning such as the maximum perturbations. While adequate hyperparameters may be known for research datasets, they may be challenging to find for novel real-world data.

Moreover, as the Mahalanobis approach also requires input preprocessing, the previously mentioned drawbacks associated with this technique are still present in the Mahalanobis solution. Feature ensemble introduced in this approach also presents limitations. Indeed, feature ensembles require training of extra classification and regression models on features extracted from many network layers. For applications using real-world large-size images, these shallow models may present scalability problems, as they would be required to work in spaces of tens of thousands of dimensions. Finally, the Mahalanobis method is not turnkey, as it involves feature extraction and metric learning post-processing.

Hyperparameter tuning is also a drawback to methods based on adversarial training (e.g., ACET [3]), as we need adequate adversarial perturbations. Additionally, adversarial training is known for increasing training time[20] and reducing classification accuracy[22]. Furthermore, solutions based on adversarial training may not scale to applications dealing with real-world large-sized images[21], which may also be the case of approaches with high computational cost inferences.

The Entropic Open-Set loss and the Objectosphere loss were proposed in [28]. These two losses used background samples to improve the performance of detecting unknown inputs. The Entropic Open-Set loss works like the usual SoftMax loss in the in-distribution training data, producing low entropy for these samples. However, it forces maximum entropy in the background samples. The Objectosphere loss is the Entropic Open-Set loss with an added regularization factor that forces the feature magnitude of in-distribution samples to be near a predefined value $\xi$ while minimizing the feature magnitude of background samples.

Domain-specialized methods have also been proposed. Tack et al. [42] used data augmentation for image data to improve OOD detection in a self-supervised setting. Sastry et al. [43] analyzed statistics of the activations of the pretrained model on training and validation data to detect OOD examples. Hence, we believe one of the main advantages of our approach is that it is domain-agnostic, as it can be applied to any domain.

III. ENTROPIC OUT-OF-DISTRIBUTION DETECTION

A. ISOTROPY MAXIMIZATION LOSS

To mitigate the SoftMax loss drawbacks (i.e., anisotropy and low entropy posterior probability distributions), we design the IsoMax loss by imposing isotropy combined with high (almost maximum) entropy posterior probability distributions, which is obtained using what we call “the entropy maximization trick”.

1) ISOTROPY: To fix the SoftMax loss anisotropy caused by its affine transformation, we propose the IsoMax loss, which is isotropic in the sense that its logits depend exclusively on distances from high-level features to class prototypes. For more information regarding the SoftMax loss anisotropy, how it harms the OOD detection performance, and the advantages of circumventing this problem using an isotropic loss, please see Supplementary Material A.

We designed the IsoMax loss to work as a SoftMax loss drop-in replacement. Therefore, the swap of the SoftMax loss with the IsoMax loss requires changes in neither the model’s architecture nor training procedures or parameters.

Let $f_{\theta}(x)$ represent the high-level feature (embedding) associated with $x$, $p_{\phi}^j$ represent the prototype associated with the class $j$, and $d(\cdot)$ represent a distance. To construct an isotropic loss, we need to avoid direct dependency on $f_{\theta}(x)$ or $p_{\phi}^j$. Therefore, the loss has to be a function that exclusively depends on the embedding-prototype distances given by $d(f_{\theta}(x), p_{\phi}^j)$. Therefore, we can write:

$$L_1 = g(d(f_{\theta}(x), p_{\phi}^j))$$  \hspace{1cm} (1)

In the previous equation, $g(\cdot)$ represents a scalar function. The expression $d(f_{\theta}(x), p_{\phi}^j)$ represents the isotropic layer, where its weights are given by the learnable prototypes $p_{\phi}^j$.

We decided to normalize the embedding-prototype distances using the SoftMax function to allow interpretation in terms of probabilities. Therefore, the embedding-prototype distances represent the logits of the SoftMax function and correspond
to the output of the isotropic layer. We also decided to use cross-entropy for efficient optimization. Hence, we can write the following equation:

$$\mathcal{L}_I(\hat{y}^{(k)}|x) = -\log \left( \frac{\exp(-d(f_\theta(x), p_{\phi}^{k}))}{\sum_j \exp(-d(f_\theta(x), p_{\phi}^j))} \right)$$  \hspace{1cm} (2)$$

In the above equation, \(\hat{y}^{(k)}\) represents the label of the correct class, while the negative logarithm represents the cross-entropy. The negative terms before the distances are necessary to indicate the negative correlation between distances and probabilities. The expression between the outermost parentheses applied to the term \(-d(f_\theta(x), p_{\phi}^k)\) represents the SoftMax function. We use the non-squared Euclidean distance for \(d(\cdot, \cdot)\), and justify its use in Supplementary Material [8].

Unlike usual metric learning-based OOD detection approaches, rather than learning a metric from a preexisting feature space (metric learning on features extracted from a pretrained model), when using the IsoMax loss, we learn a feature space that is, from the start, consistent with the chosen metric. Indeed, the minimization of Equation (2) is achieved by making the expression inside the outer parentheses go to one. This is only possible by reducing the distances between the high-level features (embeddings) and the associated class prototypes while simultaneously keeping high distances among class prototypes. Hence, the main aim of metric learning, which is to reduce intraclass distances while increasing interclass distances, is performed naturally during the neural network training, avoiding feature extraction and metric learning post-processing phases.

2) Entropy Maximization: Isotropy increases OOD detection performance. However, we need to circumvent the SoftMax loss propensity to produce significantly low entropy posterior probability distributions for further gains. To achieve high entropy probability distributions in agreement with the maximum entropy principle, we introduce the entropic scale, a constant scalar multiplicative factor applied to the logits throughout training that is, nevertheless, removed before inference. We call this procedure “the entropy maximization trick”.

Our experiments show that the proposed strategy forces the neural networks to produce outputs with significantly high entropy probability distributions (as recommended by the maximum entropy principle) rather than the usual low entropy (overconfident) posterior probability distributions.

The entropic scale is related to the inverse of the temperature of the SoftMax function. However, training with a predefined constant entropic scale and then removing it before inference is completely different from temperature calibration. On the one hand, in ODIN and similar methods based on temperature calibration, the temperature of a pretrained model is validated after training, which nevertheless was performed with a temperature equal to one. This validation usually requires unrealistic access to OOD or adversarial examples, which additionally make them not turnkey. Additionally, over-optimistic performance estimation is commonly produced [35]. On the other hand, our approach requires neither hyperparameter validation nor access to OOD or adversarial data.

The principle of maximum entropy, formulated by E. T. Jaynes to unify the statistical mechanics and information theory entropy concepts [13], [14], states that when estimating probability distributions, we should choose the one that produces the maximum entropy consistent with the given constraints [15]. Following this principle, we avoid introducing additional assumptions or bias not presented in the data.

Hence, from a set of trial probability distributions that satisfactorily describe the prior knowledge available, the distribution that produces the maximal information entropy (i.e., the least informative option) represents the best possible choice. In other words, we must produce posterior probability distributions as underconfident as possible as long as they match the correct predictions.

The principle of maximum entropy has been studied as a regularization factor [44], [45]. In some cases, it has also been used as a direct optimization procedure without connection to cross-entropy minimization or backpropagation. For example, in [46]–[48], the maximization of the entropy subject to a constraint on the expected classification error was shown to be equivalent to solving an unconstrained Lagrangian.

The relation between the principle of maximum entropy and Bayesian methods has been studied in [49]. Despite being theoretical well-grounded [50]–[52], direct entropy maximization presents high computational complexity, as it is an NP-complete problem [50], [52]. Alternatively, modern neural networks are trained using computationally efficient cross-entropy. However, this procedure does not prioritize high entropy (low confidence) posterior probability distributions. Actually, the opposite is true. Indeed, the minimization of cross-entropy has the undesired side effect of producing low entropy (overconfident) posterior probability distributions [12].

Unlike the previously mentioned works, we use the principle of maximum entropy neither to motivate the construction of regularization mechanisms, such as label smoothing or the confidence penalty [44], [45], nor to perform direct maximum entropy optimization [46]–[48]. The entropy is not even calculated during IsoMax loss training. In the opposite direction, we use the principle of maximum entropy as a theoretical motivation for constructing high entropy (low confidence) posterior probabilities, still relying on computationally efficient cross-entropy minimization. Since our approach does not directly maximize the entropy, we cannot state that IsoMax produces the maximum entropy posterior probability distribution. However, the entropies produced by IsoMax loss are high enough to improve the OOD detection performance significantly.

$$\mathcal{L}_{\text{SoftMax}} = -\log \left( \frac{\exp(L_k)}{\sum_j \exp(L_j)} \right) \rightarrow 0 \hspace{1cm} (3)$$

$$\Rightarrow P(y|x) \rightarrow 1 \hspace{1cm} (4)$$

$$\Rightarrow H_{\text{SoftMax}} \rightarrow 0 \hspace{1cm} (5)$$

Equation (3) describes the behavior of the cross-entropy and entropy for the SoftMax loss. \(L_k\) represents the logits associated with class \(k\), and \(L_j\) represents the logits associated with the correct class \(j\). When minimizing the loss
(Equation 3), high probabilities are generated (Equation 4). Consequently, significantly low entropy posterior probability distributions are produced (Equation 5). Hence, the usual cross-entropy minimization tends to generate unrealistic over-confident (low entropy) probability distributions. Therefore, we have an opposition between cross-entropy minimization and the principle of maximum entropy.

\[
\mathcal{L}_{\text{IsoMax}} = -\log \left( \frac{\exp(-E_s \times D_k)}{\sum_j \exp(-E_s \times D_j)} \right) \rightarrow 0 \quad (6)
\]

\[\Rightarrow \mathcal{P}(y|x) \rightarrow 1 \quad (7)\]

\[\Rightarrow H_{\text{IsoMax}} \rightarrow 0 \quad (8)\]

The IsoMax loss conciliates these contradictory objectives (loss minimization and entropy maximization) by multiplying the logits by a constant positive scalar \(E_s\), which is presented during training but removed before inference. Equation 4 demonstrates how the entropic scale (presented at training time but removed at inference time) allows the production of high entropy posterior distributions despite using cross-entropy minimization. \(D_j\) represents the distances associated with class \(j\), and \(D_k\) represents the distances associated with the correct class \(k\). The \(E_s\) present during training allows the term \(-E_s \times D_k\) to become high enough (less negative compared to \(-E_s \times D_j\)) to produce low loss (Equation 6) without producing high probabilities for the correct classes, as they are calculated with the \(E_s\) removed (Equation 7). Thus, it is possible to build posterior probability distributions with high entropy (Equation 8) in agreement with the fundamental principle of maximum entropy despite using cross-entropy to minimize the loss.

We emphasize that, regardless of training with the entropic scale, if we do not remove it before performing inference, the IsoMax loss produces outputs with entropies as low as those produced by the SoftMax loss, the OOD detection performance does not further increase. Hence, returning to Equation (2), multiplying the embedding-prototype distances by \(E_s\), and making \(d()\) equal to the nonsquared Euclidean distance, we write the definitive IsoMax loss as:

\[
\mathcal{L}_I(y^{(k)}|x) = -\log^\dagger \left( \frac{\exp(-E_s \cdot \|f_\theta(x) - p^k_{\phi}\|)}{\sum_j \exp(-E_s \cdot \|f_\theta(x) - p^j_{\phi}\|)} \right)
\]

\[= -\log^\dagger \left( \frac{\exp(-E_s \sqrt{(f_\theta(x) - p^k_{\phi}) \cdot (f_\theta(x) - p^k_{\phi})})}{\sum_j \exp(-E_s \sqrt{(f_\theta(x) - p^j_{\phi}) \cdot (f_\theta(x) - p^j_{\phi})})} \right) \quad (9)\]

\[\dagger\text{The probability (i.e., the expression between the outermost parentheses) and logarithm operations are computed sequentially and separately for higher OOD detection performance (please, see the source code).}\]

prior knowledge available, as it does not change the predictions. Therefore, the expression for the probabilities with the entropic scale removed is preferable, as it increases the entropy of the posterior distribution in agreement with the principle of maximum entropy. Hence, the inference probabilities for the IsoMax loss are defined as follows:

\[
p_I(y^{(i)}|x) = \frac{\exp(-\sqrt{(f_\theta(x) - p^i_{\phi}) \cdot (f_\theta(x) - p^i_{\phi})})}{\sum_j \exp(-\sqrt{(f_\theta(x) - p^j_{\phi}) \cdot (f_\theta(x) - p^j_{\phi})})} \quad (10)
\]

Please, notice that the entropic scale \(E_s\) was intentionally removed from the loss Equation 2 to build the inference Equation 10 to perform “the entropy maximization trick”.

3) Initialization and Implementation Details: We experimentally observed that using the Xavier [54] or Kaiming [55] initializations for prototypes makes the OOD detection performance oscillate. Sometimes it improves, sometimes it decreases. Hence, we decided to initialize all prototypes to zero vector, as this is the most natural value for untrained embeddings. Weight decay is applied to the prototypes, as they are regular trainable parameters.

To calculate losses based on cross-entropy, deep learning libraries usually combine the probability and logarithm calculations into a single computation. However, we experimentally observed that sequentially computing these calculations as stand-alone operations improves IsoMax performance.

The class prototypes have the same dimension as the neural network last layer representations. Naturally, the number of prototypes is equal to the number of classes. Therefore, the IsoMax loss has fewer parameters than the SoftMax loss, as it has no bias to be learned.

Finally, we verified classification accuracy drop and low or oscillating OOD detection performance when trying to integrate \(E_s\) with cosine similarity [11], [56], [57] or the affine transformations used in SoftMax loss. In such cases, the above trick to initialize the prototypes to zero vector cannot be performed. Moreover, the Mahalanobis distance cannot be used directly during the neural network training because the covariance matrix is not differentiable. Therefore, we confirmed nonsquared Euclidean distance as the best option to build the IsoMax loss.

B. Entropic Score

We define our score to perform OOD detection, called the entropic score, as the output probabilities negative entropy:

\[
\mathcal{ES} = -\sum_{i=1}^{N} p(y^{(i)}|x) \log p(y^{(i)}|x) \quad (11)
\]

Using the negative entropy as a score to evaluate whether a particular sample is OOD, we consider the information provided by all available network outputs rather than just
Fig. 2. IsoMax loss effects: (a) SoftMax loss simultaneously minimizes both the cross-entropy and the entropy of the posterior probabilities. (b) IsoMax loss produces low entropy posterior probabilities for a low entropic scale ($E_s=1$). (c) IsoMax loss produces medium mean entropy for an intermediate entropic scale ($E_s=3$). (d) IsoMax loss minimizes the cross-entropy while producing high mean entropies for the high entropic scale ($E_s=10$).

“The entropy maximization trick” is the fundamental mechanism that allows us to migrate from low entropy posterior probability distributions (a,b) to high entropy posterior probability distributions (d). Higher entropic scale values correlate to higher mean entropies as recommended by the principle of maximum entropy. Regardless of training with a high entropic scale, if we do not remove it for inference (“the entropy maximization trick”), the IsoMax loss always produces posterior probability distributions with entropies as low as those generated by the SoftMax loss. An entropic scale equal to ten is sufficient to virtually produce the maximum possible entropy posterior probability distribution, as the highest possible value of the entropy is $\log(N)$, where $N$ is the number of classes.

The left side of the dashed vertical red line presents classification accuracies. The dashed vertical red line’s right side shows OOD detection performance using the entropic score and the TNR@TPR95 metric. Higher mean entropies produce increased OOD detection performance regardless of the out-distribution. We emphasize that OOD examples were never used during training and no validation was required to tune hyperparameters. Additionally, isotropy enables IsoMax loss to produce higher OOD performance than SoftMax loss, even for the unitary value of the entropic scale. Training using $E_s=1$ and then making $T=0.1$ or $T=10$ during inference produces lower OOD detection performance than training using $E_s=10$ and removing it for inference, which consists in our proposal. Finally, IsoMax loss presents similar classification accuracy compared with SoftMax regardless of the entropic scale. The entropic score, which is the negative entropy of the network output probabilities, was used as the score.

Study of classification accuracy and OOD detection performance dependence on the entropic scale. AUROC represents the mean AUROC considering all out-of-distribution data. The classification accuracy and the mean OOD detection performance are approximately stable for $E_s=10$ or higher regardless of the dataset and model. It also does not depend on the number of training classes $N$, which is probably explained by the fact that the entropic scale is inside an exponential function while the entropy increases only with the logarithm of the number of classes. Making $E_s$ learnable did not considerably improve or decrease the OOD detection results.
one. For instance, ODIN and ACET only use the maximum probability, while the Mahalanobis method only uses the distance to the nearest prototype. The entropy has been studied before for anomaly detection [58].

Regarding the use of entropy as an OOD score, one of the most relevant contributions of this paper is to experimentally show that it does not significantly overcome the maximum probability score when dealing with the usual low entropy (overconfident) neural networks’ posterior probability distributions. However, the entropic score significantly improves the OOD detection performance when used with the high entropy (underconfident) neural networks’ posterior probability distributions produced by the IsoMax loss in agreement with the principle of maximum entropy. For more information regarding the use of entropy as a score to perform OOD, please see Supplementary Material C. For a detailed differentiation between our approach and the proposed in [17], please see Supplementary Material D.

IV. EXPERIMENTAL ANALYSES

All datasets, models, training procedures, and evaluation metrics followed the baseline established in [8] and were subsequently used in major OOD detection papers [1]–[3]. We only compared approaches that did not present classification accuracy drop in the experiments presented in the work in which they were proposed. The code is available.

We trained from scratch 100-layer DenseNet-BC [61] (growth rate k=12, 0.8M parameters) and 34-layer ResNets [62] on CIFAR10 [63], CIFAR100 [63] and SVHN [64] using SoftMax and IsoMax losses. We used SGD with the Nesterov moment equal to 0.9, 300 epochs with a batch size of 64, and an initial learning rate of 0.1 with a learning rate decay rate equal to ten applied in epochs 150, 200, and 250. We used dropout equal to zero. The weight decay was 0.0001. We used resized images from the TinyImageNet [65] and the Large-scale Scene UNderstanding (LSUN) [66] datasets as OOD data. Each set of OOD data presents ten thousand images.

Finally, we separately added these OOD data to the CIFAR10, CIFAR100, and SVHN validation sets to construct the respective OOD detection test sets. For example, the OOD detection test set for in-distribution CIFAR10 and out-distribution TinyImageNet is composed by combining the CIFAR validation set and the TinyImageNet OOD data. In some cases, CIFAR10 and SVHN work as out-distribution and the respective validation set is used to construct the OOD detection test set. We emphasize that our solution does not use validation sets for training or validation. Therefore, validation sets are used exclusively for building OOD detection test sets.

For text data experiments, we followed the experimental setting presented in [29]. Therefore, we used the 20 Newsgroups as in-distribution data. The 20 Newsgroups is a text classification dataset of newsgroup documents. It has 20 classes and approximately 20,000 examples that are split evenly among the classes. We used the standard 60/40 train/test split. We used the IMDB, Multi30K, and Yelp Reviews datasets as out-distribution. IMDB is a dataset of movie review sentiment classification. Multi30K is a dataset of English-German image descriptions, of which we use the English descriptions. Yelp Reviews is a dataset of restaurant reviews. Finally, we trained from scratch 2-layer GRUs (GRU2L) [67] using SoftMax and IsoMax losses.

We evaluated the performance using three detection metrics. First, we calculated the true negative rate at the 95% true positive rate (TNR@TPR95) and the false positive rate at the 90% true positive rate (FPR@TPR90) using the adequate thresholds. In addition, we evaluated the area under the receiver operating characteristic curve (AUROC) and the detection accuracy (DTACC), which corresponds to the maximum classification probability over all possible thresholds δ:

\[
1 - \min_{\delta} \{ P_{in}(o(x) \leq \delta) P(x \text{ from } P_{in}) + P_{out}(o(x) > \delta) P(x \text{ from } P_{out}) \} \tag{12}
\]

where \(o(x)\) is a given OOD detection score. It is assumed that both positive and negative samples have equal probability. In other words, the DTACC represents the probability that we can correctly classify whether a sample belongs to the in-distribution or the out-distribution considering the best case scenario, i.e., using the ideal value for \(\delta\). AUROC and DTACC are threshold independent.

A. Entropic Scale, High Entropy, and OOD Detection

To experimentally show that higher entropic scales lead to higher entropy probability distributions and consequently improved OOD detection performance, we trained DenseNets on SVHN using the SoftMax loss and IsoMax loss with distinct entropic scale values. We used the entropic score and the TNR@TPR95 to evaluate OOD detection performance (please, see Fig. 2).

As expected, Fig. 2a shows that the SoftMax loss generates posterior distributions with low entropy. Fig. 2b illustrates that the unitary entropic scale \((E_x=1)\) only slightly increases the distribution mean entropy. In other words, isotropy alone is not enough to circumvent the cross-entropy propensity to produce low entropy probability distributions and the entropic scale is indeed necessary. Nevertheless, the replacement of anisotropic logits based on affine transformation by isotropic logits is enough to produce initial OOD detection performance gains regardless of the out-distribution (Fig. 2c).

Training using \(E_x=1\) and then making during inference the temperature \(T=0.1\), which is equivalent to make \(E_x=10\), produces different results from training using \(E_x=10\) and removing it for inference. Indeed, in the first case we only change the last layer, while in the second case, we learn different weights for the entire neural network in comparison with training with \(E_x=1\) (Fig. 2d).

Fig. 2e shows that an intermediate entropic scale \((E_x=3)\) provides medium entropy probability distributions with corresponding additional OOD detection performance gains for all out-distributions (Fig. 2e). Fig. 2f illustrates that a high entropic scale \((E_x=10)\) produces even higher entropy probability distributions and the highest OOD detection performance regardless of the out-distribution considered (Fig. 2f).
Despite the entropy scale value used, the cross-entropy is minimized and the classification accuracies produced by SoftMax and IsoMax losses are similar. For a high entropic scale, the IsoMax loss minimizes the cross-entropy while producing high entropy posterior probability distributions as recommended by the principle of maximum entropy.

More importantly, higher entropy posterior probability distributions directly correlate with increased OOD detection performances despite the OOD data. Fig. 2 shows that an entropic scale $E_s=10$ is enough to produce probability distributions with essentially the maximum possible entropies. Hence, no additional gains may be obtained by increasing the entropic scale even further. Indeed, we experimentally observed no further gains for entropic scales higher than ten.

Fig. 2 shows that regardless of the combination of dataset and model, the classification accuracy and the mean OOD detection performance are stable for $E_s=10$ or higher, as the entropic scale is already high enough to ensure near-maximal entropy. We speculate that $E_s=10$ worked satisfactorily regardless of the number of training classes because it is used inside an exponential function while the entropy increases only with the logarithm of the number of training classes. Hence, an eventual validation of $E_s$ would produce an insignificant performance increase. Actually, this is not possible because we consider access to OOD or outlier samples forbidden. Moreover, making $E_s$ learnable did not significantly affect the OOD detection performance.

In other words, considering that the entropic scale $E_s$ is present in Equation (9), we are initially led to think that it needs to be tuned to achieve the highest possible OOD detection performance. However, we emphasize that the experiments showed that the dependence of the OOD detection performance on the entropic scale is remarkably well-behaved. Essentially, the OOD detection performance monotonically increases with the entropic scale until it reaches a saturation point near $E_s=10$ regardless of the dataset or the number of training classes (Fig. 2). It may be explained by the fact that the entropic scale is inside an exponential function and that we experimentally observed that $\exp(-10 \cdot d)$ is enough to produce almost maximum entropy regardless of the dataset, model or number of training classes under consideration. Finally, even if we consider that validating for entropic scales higher than ten would allow some minor OOD detection performance improvement, we usually cannot do this because we do not often have access to out-distribution data.

Hence, the well-behaved dependence of the OOD detection performance on the entropic scale allowed us to define the $E_s$ as a constant scalar equals to 10 rather than a hyperparameter that needs to be tuned for each novel dataset and model. It is the reason our approach may be used without requiring access to OOD/outlier data. Therefore, we kept the entropic scale as a constant (global value) equal to ten for all subsequent experiments. Hence, no validation of the entropic score was performed for different models, datasets, or number of classes.
TABLE III
COMPARISON OF ENHANCED VERSIONS OF SOFTMAX LOSS AND ISO MAX LOSS:
ADDING LABEL SMOOTHING, CENTER LOSS REGULARIZATION, ODIN, AND OUTLIER EXPOSURE TO SOFTMAX LOSS AND ISO MAX LOSS.
The Side Effects and Requirements Added to the Solution Depend on the Add-on Technique.

| Model        | In-Data (training) | OOD Detection Approach | Enhanced Versions of SoftMax loss and IsoMax loss. |
|--------------|-------------------|------------------------|--------------------------------------------------|
|              |                   |                        | Class. Accuracy (%) [↑] | TNR@TPR95 (%) [↑] | AUROC (%) [↑] |
|              |                   |                        | SoftMax / IsoMax | SoftMax / IsoMax | SoftMax / IsoMax |
| CIFAR10      | Baseline          |                        | 95.4±0.3 / 95.2±0.3 | 53.3±0.4 / 84.1±0.3 | 91.9±0.4 / 97.3±0.3 |
|              | + Label Smoothing |                        | 95.7±0.4 / 95.0±0.3 | 70.7±0.4 / 60.3±0.3 | 94.9±0.3 / 80.8±0.3 |
|              | + Center Loss Regularization | | 95.3±0.3 / 95.1±0.4 | 54.7±0.6 / 87.1±0.3 | 92.8±0.3 / 97.6±0.3 |
|              | + ODIN            |                        | 95.4±0.3 / 95.2±0.3 | 91.9±0.3 / 93.5±0.4 | 98.2±0.3 / 98.4±0.4 |
|              | + Outlier Exposure|                        | 95.3±0.4 / 95.6±0.3 | 93.8±0.3 / 94.7±0.3 | 98.5±0.3 / 98.8±0.4 |
| DenseNet     | Baseline          |                        | 77.5±0.6 / 77.5±0.4 | 22.3±0.7 / 45.1±0.6 | 77.4±0.8 / 91.9±0.6 |
|              | + Label Smoothing |                        | 77.0±0.4 / 77.2±0.6 | 31.5±0.6 / 33.0±0.6 | 82.0±0.6 / 88.3±0.7 |
|              | + Center Loss Regularization | | 77.2±0.7 / 77.0±0.6 | 30.3±0.7 / 43.7±0.6 | 79.5±0.8 / 92.2±0.6 |
|              | + ODIN            |                        | 77.5±0.6 / 77.5±0.4 | 64.4±0.7 / 83.1±0.8 | 92.5±0.6 / 96.9±0.7 |
|              | + Outlier Exposure|                        | 77.8±0.6 / 77.5±0.7 | 23.0±0.7 / 36.4±0.8 | 80.5±0.8 / 89.6±0.6 |
| ResNet       | Baseline          |                        | 96.6±0.2 / 96.6±0.2 | 90.1±0.2 / 95.9±0.1 | 98.2±0.2 / 98.9±0.2 |
|              | + Label Smoothing |                        | 96.6±0.2 / 96.7±0.3 | 87.5±0.2 / 93.5±0.2 | 97.0±0.2 / 97.8±0.3 |
|              | + Center Loss Regularization | | 96.7±0.3 / 96.6±0.2 | 88.0±0.3 / 95.9±0.2 | 97.9±0.2 / 98.1±0.1 |
|              | + ODIN            |                        | 96.6±0.2 / 96.6±0.2 | 95.0±0.2 / 96.7±0.2 | 98.8±0.1 / 99.1±0.1 |
|              | + Outlier Exposure|                        | 96.6±0.3 / 96.7±0.3 | 99.9±0.1 / 99.9±0.1 | 99.9±0.1 / 99.9±0.1 |

Regardless of using SoftMax loss or IsoMax loss, adding label smoothing (LS) requires validation of the hyperparameter $\epsilon$ [59]. The values searched for $\epsilon$ were 0.1 [59], [60] and 0.01 [60]. Adding center loss regularization (CLR) to SoftMax loss or IsoMax loss requires validation of the hyperparameter $\lambda$ [10]. The values searched for $\lambda$ were 0.01 and 0.003 [10]. We emphasize that the center loss is not used as a stand-alone loss but rather combined as a regularization term with a preexisting baseline loss. In the case of the original paper, the baseline loss was the SoftMax loss. In this paper, we added the mentioned regularization term [10] (Equation (5)) also to IsoMax loss to construct the center loss enhanced version of our loss. Regardless of using SoftMax loss or IsoMax loss or adding ODIN [1], the values searched for $T$ were 0.1 and 0.003 [10]. We emphasize that the center loss is not used as a stand-alone loss but rather combined as a regularization term with a preexisting baseline loss. In the case of the original paper, the baseline loss was the SoftMax loss. In this paper, we added the mentioned regularization term [10] (Equation (5)) also to IsoMax loss to construct the center loss enhanced version of our loss. Regardless of using SoftMax loss or IsoMax loss, adding ODIN [1] requires validation of the hyperparameters $\epsilon$ and $T$. The values searched for these hyperparameters were the same used in the original paper [1]. Adding ODIN implies using input preprocessing, which makes inferences much slower, and energy- and cost-inefficient. We used OOD data to validate the LS, CLR, and ODIN hyperparameters. Adding outlier exposure (OE) [25] to SoftMax loss or IsoMax loss requires collecting outlier data. We used the same outlier data used in [25]. The add-on techniques were not applied to the SoftMax and IsoMax losses combined, but rather individually. The values of the performance metrics TNR@TPR95 and AUROC were averaged over all out-of-distribution data. All results used the entropic score, as it always overcame the maximum probability score. The results represent the mean and standard deviation of five executions. The best values are bold when they overcome the competing approach value outside of the margin of error given by the standard deviations. For OOD detection, the variants of SoftMax and IsoMax losses that presented the best performance for each combination of architecture and dataset are blue. The baseline results are in blue.

TABLE IV
BASELINE OUT-OF-DISTRIBUTION DETECTION APPROACHES COMPARISON: TEXT DATA

| Model      | In-Data (training) | Out-Data (unseen) | Baseline Out-of-Distribution Detection Approaches Comparison. Fast and Energy-Efficient Inferences. Turnkey Approaches. No outlier data used. |
|------------|--------------------|-------------------|----------------------------------------------------------------------------------------------------------------------------------|
|            |                    |                   | FPR@TPR90 (%) [↑] | AUROC (%) [↑] | SoftMax+MPS [6] / IsoMax+ES (ours) |
| GRU2L      | 20 Newsgroups      | IMDb, Multi30K, Yelp Reviews | 34.9±0.3 / 22.7±0.4 | 85.4±0.3 / 90.0±0.2 | 80.9±0.4 / 82.7±0.4 |
|            |                    |                   | 39.3±0.3 / 26.1±0.6 | 82.5±0.4 / 88.2±0.4 | 82.5±0.4 / 88.2±0.4 |
**TABLE V**

Comparison of the Proposed Baseline Out-of-Distribution Detection Approach with No Seamless Solutions. Unfair Comparison of Approaches with Different Requirements and Side Effects. No extra/outlier/background data used.

| Model | In-Data (training) | Out-Data (unseen) | ODIN, ACET, and Mahalanobis present troublesome requirements. ODIN, ACET, and Mahalanobis produce undesired side effects. |
|-------|--------------------|--------------------|----------------------------------------------------------------------------------------------------------|
| DenseNet | CIFAR10 | SVHN TinyImageNet LSUN | 92.7 ± 0.4 / NA / 96.7 ± 0.4 / 97.5 ± 0.6 | 86.4 ± 0.4 / NA / 91.8 ± 0.4 / 92.4 ± 0.5 |
| | CIFAR100 | SVHN TinyImageNet LSUN | 88.1 ± 0.6 / NA / 88.7 ± 0.7 / 91.7 ± 0.6 | 80.8 ± 0.6 / NA / 83.9 ± 0.6 / 84.3 ± 0.7 |
| | SVHN | CIFAR10 TinyImageNet LSUN | 91.8 ± 0.2 / NA / 98.6 ± 0.2 / 98.7 ± 0.3 | 86.7 ± 0.2 / NA / 95.7 ± 0.3 / 96.1 ± 0.3 |
| | CIFAR10 | SVHN TinyImageNet LSUN | 86.4 ± 0.4 / 97.7 ± 0.4 / 97.4 ± 0.4 / 95.5 ± 0.6 | 77.4 ± 0.4 / NA / 91.8 ± 0.4 / 89.0 ± 0.5 |
| | CIFAR100 | SVHN TinyImageNet LSUN | 72.1 ± 0.6 / 91.1 ± 0.6 / 85.2 ± 0.6 / 84.3 ± 0.5 | 67.8 ± 0.4 / NA / 79.9 ± 0.6 / 76.4 ± 0.7 |
| | SVHN | CIFAR10 TinyImageNet LSUN | 92.1 ± 0.2 / 97.3 ± 0.3 / 98.2 ± 0.2 / 97.3 ± 0.2 | 89.3 ± 0.3 / NA / 94.3 ± 0.2 / 94.5 ± 0.3 |
| | CIFAR10 | SVHN TinyImageNet LSUN | 85.3 ± 0.5 / 97.5 ± 0.5 / 92.4 ± 0.5 / 87.7 ± 0.6 | 75.7 ± 0.5 / NA / 85.8 ± 0.5 / 84.5 ± 0.5 |
| | CIFAR100 | SVHN TinyImageNet LSUN | 81.8 ± 0.6 / 90.9 ± 0.5 / 93.3 ± 0.6 / 82.2 ± 0.7 | 74.7 ± 0.6 / NA / 87.6 ± 0.5 / 79.6 ± 0.6 |
| | SVHN | CIFAR10 TinyImageNet LSUN | 90.6 ± 0.2 / 99.7 ± 0.3 / 97.9 ± 0.2 / 99.8 ± 0.2 | 88.3 ± 0.2 / NA / 93.6 ± 0.3 / 99.4 ± 0.2 |

ODIN uses input preprocessing, temperature calibration, and adversarial validation (hyperparameter tuning using adversarial examples). The Mahalanobis solution uses input preprocessing, adversarial validation, feature extraction, feature ensemble, and metric learning. Input preprocessing makes the inferences of ODIN and the Mahalanobis method at least three times slower and at least three times less energy/computationally efficient than SoftMax or IsoMax solutions. The inference delays presented are the mean value of the inference delay of each image calculated (batch size equals one). The standard deviation was below 0.3 for all cases.

**TABLE VI**

Out-of-Distribution Detection: Inference Delays / Presumed Computational Cost and Energy Consumption Rates.

| Model | In-Data (training) | Hardware (inference) | SoftMax Loss [8] (current baseline) MPS (ms) [1] / ES (ms) [1] | IsoMax Loss (ours) (proposed baseline) MPS (ms) [1] / ES (ms) [1] | Input Preprocessing: ODIN [1], Mahalanobis [2], Generalized ODIN [18] |
|-------|--------------------|----------------------|-----------------------------------------|-----------------------------------------|-----------------------------------------|
| DenseNet | CIFAR10 | CPU GPU | 18.1 / 19.4 | 18.0 / 19.2 | 242.4 (≈ 10x slower) |
| | CIFAR100 | CPU GPU | 18.4 / 19.8 | 18.4 / 19.3 | 261.0 (≈ 10x slower) |
| | SVHN | CPU GPU | 18.1 / 18.6 | 18.3 / 18.6 | 241.5 (≈ 10x slower) |
| ResNet | CIFAR10 | CPU GPU | 22.3 / 23.2 | 23.0 / 23.5 | 250.4 (≈ 10x slower) |
| | CIFAR100 | CPU GPU | 23.3 / 23.1 | 23.3 / 23.8 | 252.6 (≈ 10x slower) |
| | SVHN | CPU GPU | 23.1 / 23.4 | 23.4 / 23.3 | 263.8 (≈ 10x slower) |

MPS means maximum probability score. ES means entropic score. For SoftMax and IsoMax losses (baseline OOD detection approaches), the inference delays combine both classification and detection computation. For the methods based on input preprocessing, the inference delays represent only the input preprocessing phase. All values are in milliseconds. In addition to presenting similar classification accuracy (Table IV), Supplementary Material and much better OOD detection performance (Table I), IsoMax loss trained networks produce inferences as fast as SoftMax trained networks. Moreover, the entropic score is as fast as the maximum probability score. Using CPU (Intel i7-4790K, 4.00GHz, x64, octa-core) for inference (the case more relevant from a cost point of view), methods based on input preprocessing are about ten times slower than the baseline approaches. Using GPU (Nvidia GTX 1080 Ti) for inference, our approach is about four times faster than the methods based on input preprocessing. The inference delay rates presumably reflect in similar the computational cost and energy consumption rates. The inference delays presented are the mean value of the inference delay of each image calculated (batch size equals one) over the entire dataset. The standard deviation was below 0.3 for all cases.
B. Fair Comparison: SoftMax versus IsoMax

Table III shows that models trained with the SoftMax loss using the maximum probability as the score (SoftMax+MPS) almost always present the worst OOD detection performance.

In the case of models trained with SoftMax loss, replacing the maximum probability score by the entropic score (SoftMax+ES) produces small OOD detection performance gains. However, the combination of models trained using IsoMax loss with the entropic score (IsoMax+ES), which is the proposed solution, significantly improves, usually by several percentage points, the OOD detection performance across almost all datasets, models, out-distributions, and metrics. We emphasize that the entropic score only produces high OOD detection performance when the probability distributions present high entropy (IsoMax+ES). For low entropy probability distributions (SoftMax+ES), the performance increase is minimal. For a study showing that the IsoMax loss superiority in relation to SoftMax is robust for a different number of training examples per class, see Supplementary Material E.

The IsoMax loss is well-positioned to replace SoftMax loss as a novel baseline OOD detection approach for neural networks OOD detection, as the former does not present an accuracy drop in relation to the latter and simultaneously improves the OOD detection performance. Additional techniques (e.g., input preprocessing, adversarial training, and outlier exposure) may be added to improve OOD detection performance gains further.

Table III shows that IsoMax loss consistently produces classification accuracy similar to SoftMax loss, regardless of being used as baseline approach or combined with additional techniques to improve OOD detection performance. The Supplementary Material E presents further evidence that IsoMax loss does not present classification accuracy drop in comparison with SoftMax loss.

The IsoMax loss enhanced versions almost always outperform the OOD detection performance of the corresponding SoftMax loss enhanced version when both are using the same add-on technique. The major drawback of adding label smoothing or center loss regularization is the need to tune the hyperparameters presented by these add-on techniques. Additionally, different hyperparameters values need to be validated for each pair of in-distribution and out-distribution. As mentioned before, it is highly optimistic to assume access to OOD data, as we usually do not know what OOD data the solution we will face in the field. Even considering this best-case scenario, SoftMax loss combined with label smoothing or center loss regularization always presented significantly lower OOD detection performance than IsoMax loss without using them and, consequently, avoiding unrealistically optimistic access to OOD data and the mentioned validations. Enhancing SoftMax loss or IsoMax loss with ODIN presents the same problems from a practical perspective. In CIFAR100, SoftMax loss with outlier exposure produces lower performance than IsoMax loss without it for both DenseNet and ResNet.

The Table IV presents results for text data. As expected, the results show that our approach is domain-agnostic and therefore may be applied to data other than images.

C. Unfair Comparison: SoftMax versus No Seamless Solutions

Table V presents a perspective about how our proposed baseline OOD detection approach compares with no seamless solutions. Hence, we need to analyze the mentioned table considering that it shows an unfair comparison of approaches that present different requirements and side effects. ODIN and the Mahalanobis solution use input preprocessing.

Consequently, they present solutions with much slower and less energy-efficient inferences than models trained with IsoMax loss, which are as fast and computation-efficient as the models trained with common SoftMax loss. Moreover, they also require validation using adversarial samples.

Additionally, ODIN requires temperature calibration, while the Mahalanobis approach uses feature ensemble and metric learning, which may be implicated in limited scalability for large-size images. ACET requires adversarial training, which may also prevent its use in large-size images. ODIN, the Mahalanobis approach, and ACET have hyperparameters tuned for each combination of in-data and models in the table. ODIN, the Mahalanobis method, and ACET used SoftMax loss rather than IsoMax loss. IsoMax+ES exhibits neither the mentioned unfortunate requirements nor undesired side effects.

Additionally, taking into consideration that ODIN, Mahalanobis, and ACET used adversarial hyperparameters (e.g., the adversarial perturbation) that were validated using the validation sets of SVHN/CIFAR10/CIFAR100 and noticing that these sets composed the OOD detection test sets, we conclude that some overestimation may be present in the OOD detection performance reported by these papers.

Regardless of the previous considerations, Table V shows that IsoMax+ES considerably outperforms ODIN in all evaluated scenarios. Therefore, in addition to avoiding hyperparameter tuning and access to OOD or adversarial samples, the results show that removing the entropic score is much more effective in increasing the OOD detection performance than performing temperature calibration.

Furthermore, IsoMax+ES usually outperforms ACET by a large margin. Moreover, in most cases, even operating under much more favorable conditions, the Mahalanobis method surpasses IsoMax+ES by less than 2%. In some scenarios, the latter overcomes the former despite avoiding hyperparameter validation, being seamless and producing much faster and more computation-efficient inferences, as no input preprocessing technique is required.

D. Inference Efficiency

Table VI presents the inference delays for SoftMax loss, IsoMax loss, and competing methods using CPU and GPU. We observe that neural networks trained using IsoMax loss produce inferences equally fast as the ones produced by networks trained using SoftMax loss, regardless of using CPU or GPU for inference. Additionally, the entropic score is as fast as the usual maximum probability score. Moreover, methods based on input preprocessing were more than ten times slower on CPU and about four times slower on GPU. Finally, those

*To allow OOD detection, each inference requires a first neural network forward pass, a backpropagation, and a second forward pass.
rates presumably apply to the computational cost and energy consumption as well.

At first sight, inference methods (i.e., methods that can be applied to pre-trained models) may be seen as "low cost" compared with training methods like our IsoMax loss, as we avoid training or fine-tuning the neural network. However, this conclusion may be misleading, as we have to keep in mind that inference methods (e.g., ODIN [1] and Mahalanobis [2]) produce inferences that are much more energy, computation, and time inefficient (Table VI). For example, consider initially the rare practical situation where a pretrained model is available, and no fine-tuning to a custom dataset is required. In such cases, an inference method may indeed be applied without requiring any loss function. However, despite avoiding training or fine-tuning a neural network once or a few times, all the subsequent inferences, which are usually performed thousands or millions of times on the field (sometimes even by constrained devices), will be about 6 to 10 times more computational, energy, environment, and time inefficient (Table VI).

Alternatively, consider the case where a pretrained model is not available or fine-tuning to a custom dataset is needed. In this situation, which is much more likely in practice, we cannot avoid training or fine-tuning the neural network, and a training method like ours will be required anyway. In these cases, it would be recommended to train or fine-tune using IsoMax rather than SoftMax loss, as our experiments showed that both training times are the same and IsoMax loss produces considerably higher OOD detection performance.

Hence, inference methods are more inference inefficient because they coexist with a model that was trained with a loss not designed from the start with OOD detection in mind. The drawback is to produce an enormous amount of inefficient inferences on the field that usually uses constrained computational resource devices such as embedded systems.

Nevertheless, suppose the increased inference time, computation, environment damage, and energy consumption required to use an inference method is not a concern from a practical point of view. In that case, the model pretrained or fine-tuned using a training method may be subsequently subjected to the desired inference approach to increase overall OOD detection performance further. In other words, we do not claim that inference methods such as ODIN and Mahalanobis do not increase the OOD detection performance compared with Maximum Score Probability or even the Entropic Score. However, we point out that producing more energy inefficient inferences is one drawback of adopting such inference methods.

In summary, rather than concurrent, the training and inference methods are orthogonal and complementary. Moreover, we see no reason not to train the models with a loss designed to support OOD, regardless of subsequently applying an OOD inference method.

E. Additional Studies

For additional analyses regarding logits, probabilities, and entropies, please see Supplementary Material: For information regarding the similarity of the SoftMax loss and the IsoMax loss training metrics, see the Supplementary Material.

V. Conclusion

We proposed a baseline OOD detection approach based on the maximum entropy principle. The proposed IsoMax loss works as a SoftMax loss drop-in replacement that produces accurate predictions in addition to inferences that are fast and energy- and computation-efficient. OOD detection is performed using the rapid entropic score. Furthermore, it is also turnkey, as no additional procedures other than a straightforward neural network training is required, and no hyperparameters are tuned. Neither is required collection of extra/outlier data.

The direct replacement of the SoftMax loss by the IsoMax loss significantly improves the baseline neural networks’ OOD detection performance. Hence, we conclude that the general low OOD detection performance of current deep networks is due to SoftMax loss drawbacks, i.e., anisotropy and overconfidence, rather than the models’ limitations.

Our OOD detection approach produces high OOD detection performance without relying on extra techniques (e.g., input preprocessing, adversarial training, hyperparameter validation, feature ensemble, additional/outlier/background data, and others) that, unfortunately, present inconvenient requirements and undesired side effects. Nevertheless, when the cited requirements and side effects are not a concern for a particular real-world application, the mentioned (or novel) techniques may be combined with IsoMax loss to possibly achieve higher OOD detection performance. This combined solution may be particularly needed for more challenging large-size image datasets such as ImageNet.

Summarily, the three most original and relevant contributions of this paper are the following: First, the theoretical arguments, intuitions, and insights that motivate neural network design with high entropy outputs. Second, “the entropy maximization trick” that allows it. Third, the experimental demonstration that the entropy of neural networks with high entropy posterior probability distributions represents a high-performance OOD detection score.

We intend to apply our OOD detection approach to models using large-size images used in large-scale real-world applications in future works, as we believe our approach scales to these cases as well. As the principle of maximum entropy is a general concept, we also plan to adapt our approach to machine learning areas other than deep learning. Another promising approach could be using recent data augmentation techniques [68], [69] or strategies based on pretrained models [43]. Additionally, despite requiring auxiliary/outlier/background data, to further increase the OOD detection performance of our solution, we plan to incorporate loss enhancement (regularization) techniques such as outlier exposure [26], [27], background samples [28] and energy-based training and score techniques [29].
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Supplementary Material

APPENDIX A
SOFTMAX LOSS ANISOTROPY

Let $x$ represent the input applied to a neural network and $f_\theta(x)$ represent the high-level feature vector produced by it. For this work, the underlying structure of the network does not matter. Considering $k$ to be the correct class for a particular training example $x$, we can write the SoftMax loss associated with this specific training sample as:

$$L_S(y^{(k)}|x) = -\log \left( \frac{\exp(w_j^T f_\theta(x) + b_k)}{\sum_j \exp(w_j^T f_\theta(x) + b_j)} \right)$$ (13)

In Equation (13), $w_j$ and $b_j$ represent the weights and biases associated with class $j$, respectively. The sum has $N$ terms, where $N$ is the number of classes. From a geometric perspective, the term $w_j^T f_\theta(x) + b_j$ represents a hyperplane in the high-level feature space. It divides the feature space into two subspaces that we call positive and negative subspaces. The deeper inside the positive subspace the feature vector $f_\theta(x)$ of a particular example is located, the more likely the example is believed to belong to the considered class.

Therefore, training neural networks using SoftMax loss does not incentivize the agglomeration of representations of examples associated with a particular class into a limited region of the hyperspace, as it produces separable features rather than discriminative features [10] Fig. 1. The immediate consequence is the propensity of neural networks trained with SoftMax loss to make high confidence predictions on examples that stay in regions far away from the training examples, which explains their unsatisfactory OOD detection performance [3]. Indeed, the SoftMax loss is based on affine transformations, which are essentially internal products. Consequently, the last layer representations of such networks tend to align in the direction of the weight vector, producing locally preferential directions in space and subsequently anisotropy.

The SoftMax loss anisotropy is usually corrected by using metric learning on neural network pretrained features [2]. [4]–[7], [70]. For example, the high OOD detection performance of the Mahalanobis approach [2] indicates that deploying locally isotropic spaces around class prototypes improves the OOD detection performance. In such solutions, a mapping from the extracted features to a novel embedding space is constructed, and class prototypes are produced. The distance may be predefined (e.g., Euclidean distance) or learned (e.g., Mahalanobis distance).

However, approaches based on feature extraction and metric learning present drawbacks [71]. First, they are not turnkey, as additional procedures are required after neural network training. Additionally, they usually present hyperparameters to tune, typically requiring unrealistic access to design-time OOD or adversarial samples. Therefore, a possible option to build a seamless approach to OOD detection is to design an isotropic (exclusively distance-based) loss that works as a SoftMax loss drop-in replacement.

APPENDIX B
NON-SQUARED EUCLIDEAN DISTANCE

We need to choose a distance that allows IsoMax to work as a SoftMax drop-in replacement. Hence, the loss needs to learn both high-level features and prototypes using exclusively SGD and end-to-end backpropagation, as no additional offline procedures are allowed. We also require the training using IsoMax loss to be as consistent and stable as the typical SoftMax loss neural network training.

The covariance matrix makes it hard to use the Mahalanobis distance to train a neural network directly. Therefore, we decide to use Euclidean distance. We have reasons to prefer the nonsquared Euclidean distance rather than the squared Euclidean distance. First, the nonsquared Euclidean distance is a real metric that obeys the Cauchy–Schwarz inequality while the nonsquared Euclidean distance is not. Using a metric that follows the Cauchy–Schwarz inequality is essential because of our previous geometric considerations. Additionally, using the squared Euclidean distance is actually equivalent to using a linear model with a particular parameterization [40], [70], which we prefer to avoid to increase the representative power of the proposed loss.

Moreover, we experimentally observed that training neural networks using exclusively SGD and end-to-end backpropagation is more stable and consistent when using nonsquared Euclidean distance rather than squared Euclidean distance. Indeed, squared Euclidean distance-based logits are harder to seamlessly train than nonsquared Euclidean distance-based logits because numeric calculus instabilities are much more likely to occur when performing calculations and derivations with values of the order of $O(e^{-d^2})$ than $O(e^{-d})$. Finally, even in the cases in which we were eventually able to seamlessly train neural networks using the squared Euclidean distance, we observed lower OOD detection performance than using the nonsquared Euclidean distance-based alternative. Therefore, we choose the nonsquared Euclidean distance.

APPENDIX C
ENTROPIC SCORE DISCUSSION

Out-of-distribution detection approaches typically define a score to be used after inference to evaluate whether an example should be considered OOD. In a seminal work, [72] demonstrated that the entropy presents the optimum measure of the randomness of a source of symbols. More broadly, we understand entropy as a measure of the uncertainty we have about a random variable. Considering that the uncertainty in classifying a specific sample should be an optimum metric to evaluate whether a particular example is OOD.

During IsoMax training, the embedding-prototype distances are affected. On the one hand, the distances from embeddings to the correct class prototype are reduced to increase classification accuracy. On the other hand, the distances from embeddings to the wrong class prototypes are increased. Consequently, based on the Equation (10), the probabilities of in-distribution examples increase. Therefore, it is reasonable to expect that samples with lower entropy more likely belong to the in-distribution.
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Fig. 3. IsoMax loss presents test accuracy similar to SoftMax loss (no classification accuracy drop) for different numbers of training examples per class on several datasets and models. Simultaneously, IsoMax usually produces a much higher OOD detection performance (Table II).

From a practical perspective, using this predefined mathematical expression as score avoids the need to train an additional regression model to detect OOD samples that is otherwise required, for example, in the Mahalanobis approach.

Even more important, since no regression model needs to be trained, there is no need for unrealistic access to OOD or adversarial samples for hyperparameter validation. Since the entropic score is a predefined mathematical expression rather than a trainable model, it is available as soon as the neural network training finishes, avoiding additional training of extra models in a post-processing phase.

Appendix D
Differentiation From the Scaled Cosine Approach

An approach based on cosine similarity is proposed in [17]. However, different from IsoMax loss, this solution presents significant classification accuracy drop (the authors even suggest using two models, one for classification and the other for OOD detection) and increases the total number of parameters by requiring an additional layer.

Additionally, it is not an isotropic loss, as the cosine similarity is used rather than a distance. Moreover, the authors explicitly say that they do not have an explanation of why their solution works. Finally, it does not work as a SoftMax loss drop-in replacement, as we need to change the optimizer to avoid applying weight decay to the last layer.

Appendix E
Robustness Study

Fig. 3 shows that the classification accuracy of models trained with the IsoMax loss is similar to the models trained with the SoftMax loss regardless of the dataset or architecture. This is also true for a varying number of training examples per class.

Fig. 4 presents the OOD detection performance of SoftMax and IsoMax losses in many models (DenseNet and ResNet), and datasets (SVHN, CIFAR10, and CIFAR100) for a range of training samples per class. For each in-distribution, the AUROC and TNR@TPR95 results were averaged over all possible combinations of OOD detection test sets. The entropic score was used in all cases. It shows that IsoMax loss consistently and notably overcomes the OOD detection performance of SoftMax loss for virtually all combinations of datasets, training examples per class, metrics, and models.

Appendix F
Additional Analyses

Fig. 5 shows that the in-distribution interclass logits are more distinguishable from out-distribution logits when using IsoMax loss, which explains its increased OOD detection performance compared with the SoftMax loss since there are far more interclass logits than intraclass logits. Distances are calculated from class prototypes.

The unimodal nature of the out-distribution can also help to explain how IsoMax can distinguish between in-distributions
Fig. 4. Robustness study: IsoMax loss consistently presents higher OOD detection performance than does SoftMax loss for different numbers of training examples per class on several datasets, models, and metrics. The entropic score was used for both SoftMax and IsoMax losses. For each in-distribution, we calculated the mean AUROC and TNR@TPR95 considering all possible OOD detection test sets for extra details.
and out-distributions. Indeed, for out-distributions examples, we do not distinguish between intraclass and interclass logits, as there is no such thing that we can call the correct class in such cases. Therefore, on the one hand, we can see that the out-distributions logits are all very closed clustered (green distributions), producing even higher entropies than in-distributions examples. On the other hand, intraclass logits (blue distributions) are apart from interclass logits (orange distributions), generating high but slightly smaller entropies.

SoftMax intraclass and interclass logits are much farther apart than the IsoMax intraclass and interclass logits. Consequently, in disagreement with the maximum entropy principle, the former produces much lower entropies than the latter for in-distribution data.

Fig. 6 shows that networks trained with SoftMax loss exhibit high maximum probabilities. Sometimes this is true even for OOD samples. For networks trained with IsoMax loss, OOD samples usually present lower maximum probabilities compared with in-distribution samples. Furthermore, it also shows that the networks trained with SoftMax loss are overconfident.

We reemphasize that this work aims to perform OOD detection. Unlike uncertainty/calibration estimation/calibration approaches, we do not claim or intend that the probabilities produced are calibrated. To agree with the principle of maximum entropy, rather than “plausible probabilities”, we need to produce the lowest possible probabilities that are, nevertheless, capable of providing the highest classification accuracy possible. We may even question the meaning of calibrated probabilities in an open set environment such as OOD tasks, where we do not even know how often the system will deal with OOD examples.

Additionally, Fig. 6 shows that the entropy works as a high-quality score to distinguish the in-distribution from the out-distribution in neural networks trained with IsoMax loss.

**APPENDIX G**

**TRAINING METRICS**

Fig. 7 shows that the training metrics are remarkably similar for SoftMax and IsoMax losses. Regardless of the dataset and model used, the loss values produced are similar. The same is true for the validation accuracy along the network training.
Fig. 6. Probabilities and entropies: (a) SoftMax loss produces high confident predictions for in-distribution samples. SoftMax loss usually provides high maximum probabilities even for OOD samples. (b) IsoMax loss produces less confident predictions for in-distribution samples than SoftMax loss. IsoMax loss commonly produces even lower maximum probability for OOD samples. (c) SoftMax loss provides low entropy (high confidence) for almost all in-distribution samples and even usually for OOD samples. (d) IsoMax loss produces high entropy for out-distributions. More precise separation between the in-distribution and out-distributions is obtained. Following the principle of maximum entropy, rather than calibrated probabilities, we need to provide predictions as underconfident (high entropy) as possible as long as they fit the data appropriately, i.e., produce no classification accuracy drop.
Fig. 7. Training metrics: (a,b) Training loss values and (c,d) test accuracies for a range of models, datasets, and losses. SoftMax loss and IsoMax loss present remarkably similar metrics throughout training, which confirms that IsoMax loss training is consistent and stable.