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Abstract. In this paper, we define distributional analogues of the metaplectic Eisenstein series for $SL_2(\mathbb{R})$, which we refer to as metaplectic Eisenstein distributions. We prove that these distributions have meromorphic continuation and give an explicit functional equation that they satisfy. From these results, we deduce the functional equation for the corresponding classical metaplectic Eisenstein series.

1. Introduction

In 1967, Robert Langlands outlined a definition for $L$-functions associated to automorphic representations. He then conjectured that these $L$-functions, commonly referred to as automorphic $L$-functions, can be meromorphically continued and satisfy a functional equation \[20\]. This conjecture, which falls under the purview of the Langlands program, has only been proved for a relatively small number of automorphic $L$-functions. A principal method employed in these cases has been the Rankin-Selberg method \[4\]. In the Rankin-Selberg method, an automorphic $L$-function for an automorphic representation $(\pi, V)$ is computed by taking a sufficiently “nice” element of the representation space $V$, and considering the integral of this function multiplied by an Eisenstein series and some other suitable automorphic function. Simplifications of the resulting integral yield the desired automorphic $L$-function, along with an integral which is believed to simplify to a ratio of Gamma functions. Since the analytic variable of the resulting $L$-function corresponds to the analytic variable of the Eisenstein series, the meromorphic continuation and functional equation for such $L$-functions can be established from that of the Eisenstein series \[4\].

As a part of one of the most celebrated applications of the Rankin-Selberg method, Shimura first established the meromorphic continuation of a metaplectic Eisenstein series based at the cusp at infinity \[28\]. By then unfolding a Rankin-Selberg integral composed from this metaplectic Eisenstein series, a $\theta$-function, and a weight $k$ Hecke eigenform $f$, Shimura was able to prove the meromorphic continuation of $L(s, \text{Sym}^2 f)$, the symmetric square $L$-function for $f$. Since then, metaplectic Eisenstein series and their generalizations have become a fixture in modern number theory, being utilized to prove the meromorphic continuation and functional equations of other automorphic $L$-functions, and utilized in the study of average values of $L$-functions and multiple Dirichlet series \[3, 10, 11\].

\[1\] In reality, such a simplification into Gamma functions is extremely difficult and rarely accomplished.
One of the drawbacks to the Rankin-Selberg method, which we alluded to earlier, is the difficulty involved in computing the aforementioned ratio of Gamma functions, especially in the archimedean places. Fortunately, the recent adaptation of the Rankin-Selberg method to automorphic distributions by Miller and Schmidt \[25, 26\], has in large part simplified the process of calculating these Gamma factors. The difficulty however, is that one must work with automorphic distributions, and in particular, one must utilize Eisenstein distributions, the distributional analogues of Eisenstein series. Thus in order to adapt the Rankin-Selberg integrals which utilize metaplectic Eisenstein series to this distributional setting, we must first define the metaplectic Eisenstein distributions, prove their meromorphic continuation, and compute an explicit functional equation. By doing this, it is believed that Rankin-Selberg integrals, such as the one in \([10]\), can be adapted to the distributional setting, and thereby provide a means for the explicit computation of the corresponding Gamma factors.

As indicated in \([21, 26]\), Eisenstein distributions are identified as elements of distributional principal series for the group in question. Thus we begin Section 2 with a review of the metaplectic group and its corresponding distributional principal series representations. In Section 3 we continue our analysis of distributional principal series representations, concluding with a definition of $\tilde{E}_{\infty}^{(\nu)}$, the metaplectic Eisenstein distribution based at the cusp at $\infty$. In Section 4 we find that the Fourier coefficients of $\tilde{E}_{\infty}^{(\nu)}$ will in part consist of Gauss and Kloosterman sums, and we conclude this section by proving explicit formulas for these sums. Then in Section 5 we use the results of Section 4 to compute explicit formulas for the Fourier coefficients, which in turn show that the Fourier coefficients of $\tilde{E}_{\infty}^{(\nu)}$ have meromorphic continuation. The exact formulas for the Fourier coefficients is stated in Theorem 5.4.

In Section 6 we show that $\tilde{E}_{\infty}^{(\nu)}$ has holomorphic continuation to $\mathbb{C}$ except for simple poles on $\{0, \frac{1}{2}\}$. We do this by utilizing the meromorphic continuation of its Fourier coefficients. Establishing the meromorphic continuation of $\tilde{E}_{\infty}^{(\nu)}$ in this manner is preferable since it affords us sharper information about the meromorphic continuation compared to spectral theory. Some care is required since the Fourier series for $\tilde{E}_{\infty}^{(\nu)}$ does not capture its behavior “at infinity.” To handle this situation, we make reference to the notion of a distribution “vanishing” to a given order at a point \([23]\). In Proposition 6.2 we give a series expansion for $\tilde{E}_{\infty}^{(\nu)}$, which accounts for this behavior “at infinity”, and which also has the property that it can be meromorphically continued.

In Section 7 we define $\tilde{E}_{0}^{(0)}$, the metaplectic Eisenstein distribution based at the cusp 0. Most of the work done in proving the meromorphic continuation for $\tilde{E}_{\infty}^{(\nu)}$ can be directly applied to prove the meromorphic continuation of $\tilde{E}_{0}^{(0)}$. We conclude this section with an explicit computation of the zeroth Fourier coefficient of $\tilde{E}_{0}^{(0)}$, which is a necessary ingredient for our proof of the functional equation. In Section 8 we prove some results concerning the intertwining operators for the metaplectic group, and then use these results to establish series expansions for the intertwined metaplectic Eisenstein distributions. In Section 9 we prove a functional equation for the metaplectic Eisenstein distributions, and then in Section 10 obtain from this a functional equation for the corresponding classical metaplectic Eisenstein series, which were first introduced by Kubota \([18]\). To the best of the
author’s knowledge, no such explicit functional equation for the classical metaplectic Eisenstein series is recorded in the literature, although [27] gives a road map for proving the adelic functional equation. Given that its derivation from the distributional functional equation required only a little extra work, it seemed appropriate to take the opportunity to record it here.
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2. Principal Series Representations for $\tilde{SL}_2$

In this section we define the metaplectic group and review some facts concerning its principal series representations. In Section 3 we will define the metaplectic Eisenstein distributions to be elements of these principal series representation spaces.

As a set, let $\tilde{SL}_2(\mathbb{R}) = SL_2(\mathbb{R}) \times \{\pm 1\}$. Recall that the Hilbert symbol for $\mathbb{R}$ is given by the formula

\[
(x, y)_H = \begin{cases} 
-1 & \text{if } x < 0 \text{ and } y < 0 \\
1 & \text{otherwise,}
\end{cases}
\]

where $x, y \in \mathbb{R} \neq 0$. For \( \begin{pmatrix} a & b \\ c & d \end{pmatrix} \in SL_2(\mathbb{R}) \), define

\[
X \left( \begin{pmatrix} a & b \\ c & d \end{pmatrix} \right) = \begin{cases} 
 c & \text{if } c \neq 0 \\
 d & \text{if } c = 0.
\end{cases}
\]

For $g_1, g_2 \in SL_2(\mathbb{R})$, define

\[
\alpha(g_1, g_2) = \left( \frac{X(g_1 g_2)}{X(g_1)}, \frac{X(g_1 g_2)}{X(g_2)} \right)_H.
\]

One can show that $\alpha$ is a 2-cocycle [16, 19], and thus we give $\tilde{SL}_2(\mathbb{R})$ the structure of a group by defining the following multiplication law:

\[
(g_1, \epsilon_1) \cdot (g_2, \epsilon_2) = (g_1 g_2, \alpha(g_1, g_2) \epsilon_1 \epsilon_2),
\]

where $g_1, g_2 \in SL_2(\mathbb{R})$ and $\epsilon_1, \epsilon_2 \in \{\pm 1\}$. In addition to identifying $\tilde{SL}_2(\mathbb{R})$ as a group, one can give $\tilde{SL}_2(\mathbb{R})$ the structure of a smooth manifold by requiring the map

\[
\tilde{g} = (g, \epsilon) \mapsto g
\]

to be a smooth covering map from $\tilde{SL}_2(\mathbb{R})$ onto $SL_2(\mathbb{R})$. With respect to this smooth structure, one can check that $\tilde{SL}_2(\mathbb{R})$ is a Lie group. This group is commonly referred to as the metaplectic group.
Let

\[ (2.6) \quad \tilde{m} = \tilde{m}_{\epsilon_1, \epsilon_2} = \begin{pmatrix} \epsilon_1 & 0 \\ 0 & \epsilon_2 \end{pmatrix}, \quad \tilde{a} = \tilde{a}_u = \begin{pmatrix} u & 0 \\ 0 & u^{-1} \end{pmatrix}, \quad \tilde{n} = \tilde{n}_x = \begin{pmatrix} 1 & x \\ 0 & 1 \end{pmatrix}, \quad \tilde{n}_- = \tilde{n}_{-x} = \begin{pmatrix} 1 & 0 \\ x & 1 \end{pmatrix}, \]

where \( \epsilon_1, \epsilon_2 \in \{ \pm 1 \} \), \( u \in \mathbb{R}_{>0} \), \( x \in \mathbb{R} \), \( \theta \in [-2\pi, 2\pi) \), and

\[ (2.7) \quad \varepsilon(\theta) = \begin{cases} 1 & \text{if } -\pi \leq \theta < \pi \\ -1 & \text{if } -2\pi \leq \theta < -\pi \text{ or } \pi \leq \theta < 2\pi. \end{cases} \]

We extend the definition of \( \tilde{k}_\theta \) periodically to all \( \theta \in \mathbb{R} \). As indicated in the above definitions, sometimes we will suppress the variables \( \epsilon_1, \epsilon_2, u, x, \) and \( \theta \) in our notation. Occasionally we will write \( \tilde{m}(\epsilon_1, \epsilon_2), \tilde{a}(u), \tilde{n}(x), \tilde{n}_-(x), \) and \( \tilde{k}(\theta) \) for \( \tilde{m}_{\epsilon_1, \epsilon_2}, \tilde{a}_u, \tilde{n}_x, \tilde{n}_{-x}, \) and \( \tilde{k}_\theta \) (respectively). Let

\[ (2.8) \quad \tilde{M} = \{ \tilde{m}_{\epsilon_1, \epsilon_2} : \epsilon_1, \epsilon_2 \in \{ \pm 1 \}\}, \quad \tilde{A} = \{ \tilde{a}_u : u \in \mathbb{R}_{>0}\}, \]
\[ \tilde{N} = \{ \tilde{n}_x : x \in \mathbb{R}\}, \quad \tilde{N}_- = \{ \tilde{n}_{-x} : x \in \mathbb{R}\}, \]
\[ \tilde{K} = \{ k_\theta : \theta \in [-2\pi, 2\pi) \}, \quad \tilde{B} = \tilde{M} \tilde{A} \tilde{N}_-. \]

One can check that the sets defined in (2.8) are subgroups of \( \widetilde{SL}_2(\mathbb{R}) \). One can also verify that \( \tilde{M} \) is the center \( \widetilde{SL}_2(\mathbb{R}) \) and that \( \theta \mapsto \tilde{k}_\theta \) is a continuous isomorphism from \( \mathbb{R}/[-2\pi, 2\pi) \) onto \( \tilde{K} \).

Let \( \omega \) denote a quasi-character of \( \tilde{B} \), and let

\[ (2.9) \quad V^\infty_\omega = \{ f \in C^\infty(\tilde{SL}_2(\mathbb{R})) : f(\tilde{g}\tilde{b}) = \omega(\tilde{b}^{-1})f(\tilde{g}) \text{ for all } \tilde{g} \in \tilde{SL}_2(\mathbb{R}), \tilde{b} \in \tilde{B}\}, \]
\[ V_\omega = \{ f \in L^2_{\text{loc}}(\tilde{SL}_2(\mathbb{R})) : f(\tilde{g}\tilde{b}) = \omega(\tilde{b}^{-1})f(\tilde{g}) \text{ for all } \tilde{g} \in \tilde{SL}_2(\mathbb{R}), \tilde{b} \in \tilde{B}\}, \]
\[ V^-_\omega = \{ f \in C^\infty(\tilde{SL}_2(\mathbb{R})) : f(\tilde{g}\tilde{b}) = \omega(\tilde{b}^{-1})f(\tilde{g}) \text{ for all } \tilde{g} \in \tilde{SL}_2(\mathbb{R}), \tilde{b} \in \tilde{B}\}, \]

where \( C^\infty(\tilde{SL}_2(\mathbb{R})) \) denotes the space of smooth functions on \( \tilde{SL}_2(\mathbb{R}) \), \( L^2_{\text{loc}}(\tilde{SL}_2(\mathbb{R})) \) denotes the space of locally \( L^2 \)-functions on \( \tilde{SL}_2(\mathbb{R}) \) (modulo the space of functions which vanish almost everywhere), and \( C^\infty(\tilde{SL}_2(\mathbb{R})) \) denotes the space of distributions on \( \tilde{SL}_2(\mathbb{R}) \). The equality specified in the definition of \( V^-_\omega \) is interpreted as an equality between distributions on \( \tilde{SL}_2(\mathbb{R}) \). We refer to the spaces in (2.9) as smooth (resp. \( L^2 \), distributional) principal series representations spaces. Each of these spaces comes equipped with the action of left inverse multiplication by elements of \( \tilde{SL}_2(\mathbb{R}) \). We denote these actions by \( \pi = \pi_\omega \). It is clear from the definitions in (2.9) that

\[ (2.10) \quad V^\infty_\omega \subset V_\omega \subset V^-_\omega. \]

We define the quasi-characters of \( \tilde{B} \) which will be of interest to us in this paper. For \( \nu \in \mathbb{C} \), let

\[ (2.11) \quad \mu_\nu(\tilde{a}_u) = u^{\nu-1}, \]
which is a quasi-character of $\widetilde{A}$ (the $-1$ in the exponent in (2.11) is a normalizing factor common in representation theory). For $\epsilon \in \{\pm 1\}$, let $\sigma_\epsilon : \widetilde{M} \to \mathbb{C}^*$ denote the character of $\widetilde{M}$ defined by the following identities:

$$\sigma_\epsilon \left( \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix}, \pm 1 \right) = \pm 1, \quad \sigma_\epsilon \left( \begin{pmatrix} -1 & 0 \\ 0 & -1 \end{pmatrix}, \pm 1 \right) = \mp \epsilon i. \tag{2.12}$$

For $\widetilde{b} = \widetilde{m} \widetilde{n} \mathcal{H}$, we define

$$\omega_{\epsilon, \nu}(\widetilde{b}) = \sigma_\epsilon(\widetilde{m}) \mu_\nu(\mathcal{H}), \tag{2.13}$$

which is a quasi-character of $\widetilde{B}$. In order to simplify notation, we will write $\mathcal{V}_\infty$ for $\mathcal{V}_{\omega_{\epsilon, \nu}}$. A similar notation will also be used for the $L^2$ and distributional principal series representation spaces.

For $f \in \mathcal{V}_\infty$, define $f_0, f_\infty \in C^\infty(\mathbb{R})$ by the equalities

$$f_0(x) = f(\widetilde{n} x) \quad \text{and} \quad f_\infty(x) = (\pi(\overline{s}) f)(\widetilde{n} x) = f(\overline{s}^{-1} \widetilde{n} x), \tag{2.14}$$

where

$$\overline{s} = \overline{k}_{\mathcal{H}} = \begin{pmatrix} 0 & -1 \\ 1 & 0 \end{pmatrix}. \tag{2.15}$$

We will now explain how $f_0$ and $f_\infty$ are related to each other. To do so, let

$$\log(z) \quad \text{denote the branch cut of the logarithm whose imaginary part lies in} \ (-\pi, \pi], \quad \text{and let} \ z^t = \exp(\log(z)t) \quad \text{where} \ t \in \mathbb{C}, z \in \mathbb{C}^*. \tag{2.16}$$

Since for $x \neq 0$,

$$\overline{s}^{-1} \widetilde{n} x = \overline{n}^{-1} (\overline{a}_x | \widetilde{m}_{\text{sgn}(-x), \text{sgn}(-x)} \overline{n}^{-1} x)^{-1}, \tag{2.17}$$

we find for $f \in \mathcal{V}_\infty$,

$$f_\infty(x) = \text{sgn}(-x)^{t/2} |x|^\nu - 1 f_0(-x^{-1}) \tag{2.18}$$

for $x \neq 0$. Conversely, when given $f_0, f_\infty \in C^\infty(\mathbb{R})$ which satisfy (2.18), it follows that one can define a unique element $f \in \mathcal{V}_{\omega_{\epsilon, \nu}}$ such that (2.18) holds since $N$ and $\overline{s}^{-1} N$ cover $\widetilde{SL}_2(\mathbb{R})/\widetilde{B}$. Thus

$$\mathcal{V}_{\epsilon, \nu} \cong \{ (f_0, f_\infty) \in C^\infty(\mathbb{R})^2 : f_0 \text{ and } f_\infty \text{ satisfy } (2.18) \}. \tag{2.19}$$

For $f_1 \in \mathcal{V}_{\epsilon, \nu}$ and $f_2 \in \mathcal{V}_{-\epsilon, -\nu}$ we define the following pairing:

$$\langle f_1, f_2 \rangle_{\epsilon, \nu} = \int_{-\pi/2}^{\pi/2} f_1(\overline{k}_0) f_2(\overline{k}_0) d\theta. \tag{2.20}$$

We claim that the integration is in fact over the compact group $\widetilde{K}/\widetilde{M}$. To see this, first recall that $\theta \mapsto \overline{k}_0$ is a continuous isomorphism from $\mathbb{R}/[-2\pi, 2\pi)$ onto $\widetilde{K}$. Therefore a Haar measure on $\widetilde{K}$ is given by $d\theta$ under the parameterization $\theta \mapsto \overline{k}_0$. Since $M = \{ \overline{k}_{-2\pi}, \overline{k}_{-\pi}, \overline{k}_0, \overline{k}_{\pi} \}$, it follows that $d\theta$ likewise is a Haar measure for $\widetilde{K}/\widetilde{M}$, allowing any interval of the form $[a, a + \pi)$ to serve as a fundamental domain for $\widetilde{K}/\widetilde{M}$. In (2.20), we chose the fundamental domain $[-\pi/2, \pi/2)$. Since the integrand is $M$-invariant and since $\widetilde{K}/\widetilde{M}$ is compact, it follows that the integral converges and corresponds to integration over $\widetilde{K}/\widetilde{M}$. Since $\widetilde{SL}_2(\mathbb{R})/\widetilde{B} \cong \widetilde{K}/\widetilde{M}$, the pairing is clearly non-degenerate. Furthermore, it can be shown that the dual representation
of \((\pi, V^\nu)\) under this pairing agrees with the representation \((\pi, V_{-\epsilon,-\nu})\). This allows us to identify \((\pi, V_{-\epsilon,-\nu})\) with the dual of \((\pi, V^\nu)\).

The pairing \((2.20)\) extends (on the left) and restricts (on the right) to \(V^\nu_{\epsilon^\nu} \times V_{-\epsilon,-\nu}^\nu\); we can extend to \(V^\nu_{\epsilon^\nu} \times V_{-\epsilon,-\nu}^\nu\) since distributions are given locally by integration against derivatives of locally \(L^2\) functions. Via this pairing we can identify \(V^\nu_{\epsilon^\nu,\epsilon^\nu}\) with the dual of \(V^\nu_{-\epsilon,-\nu}\), where we equip \(V^\nu_{\epsilon^\nu,\epsilon^\nu}\) with the usual test function topology. Relative to this topology, we equip \(V^\nu_{-\epsilon,-\nu}\) with the strong topology (see [29, §19] for the definition of the strong topology for topological vector spaces in general). This topology on \(V^\nu_{-\epsilon,-\nu}\) is also known as the strong distribution topology. With this topology, one can check that \(V^\nu_{-\epsilon,-\nu}\) is dense in \(V^\nu_{\epsilon^\nu,\epsilon^\nu}\). The pairing \((\cdot,\cdot)_{\epsilon^\nu,\epsilon^\nu}\) on \(V^\nu_{\epsilon^\nu,\epsilon^\nu} \times V^\nu_{-\epsilon,-\nu}\) is not continuous. However, it is separately continuous [29, §41], which means that

\[
(2.21) \quad v \mapsto \langle v', v \rangle \text{ is continuous for fixed } v' \in V^\nu_{\epsilon^\nu,\epsilon^\nu}, \text{ and}
\]
\[
\langle v', v \rangle \mapsto \langle v', v \rangle \text{ is continuous for fixed } v \in V^\nu_{-\epsilon,-\nu}.
\]

It should also be noted that since \(V^\nu_{\epsilon^\nu,\epsilon^\nu}\) is the dual of a Montel space, it follows that sequential convergence in the strong distribution topology is equivalent to sequential convergence in the weak topology [29, §34.4].

We wish to speak of the restriction of \(f \in V^\nu_{-\epsilon,-\nu}\) to \(\tilde{N} \cong \mathbb{R}\). To do this in a meaningful way, we select \(\phi \in C^\infty_c(\mathbb{R})\) and define \(\tilde{h}_\phi \in V^\nu_{-\epsilon,-\nu}\) (via the isomorphism in \((2.19)\)) by the equation

\[
(2.22) \quad (\tilde{h}_\phi)_0(x) = \phi(x).
\]

Although we have not specified \((h_\phi)_0(x)\), its precise definition is easily deduced from \((2.18)\) since \(\phi\) has compact support. We define \(f_0 \in C^\infty(\mathbb{R})\) by the equation

\[
(2.23) \quad f_0(\phi) = \langle f, h_\phi \rangle_{\epsilon^\nu,\epsilon^\nu}.
\]

We refer to \(f_0\) as the restriction of \(f\) to \(\tilde{N}\). This definition for the restriction of \(f\) to \(\tilde{N}\) is appropriate since it agrees with the usual notion of restriction of \(f\) to \(\tilde{N}\) when \(f\) is a function. Indeed, if \(f \in V_{\epsilon^\nu,\epsilon^\nu}\) then since

\[
(2.24) \quad \tilde{k}_\theta = \tilde{n}_{-\tan(\theta)}(\tilde{n}_{\cos(\theta)})\tilde{m}_{\text{sgn}(\cos(\theta))}1_{\tilde{n}_{-\epsilon,-\nu}}\tilde{n}_{-\sin(\theta)}\cos(\theta))^{-1}
\]

for \(\theta \in (-\frac{\pi}{2}, \frac{\pi}{2})\), then

\[
(2.25) \quad \langle f, h_\phi \rangle_{\epsilon^\nu,\epsilon^\nu} = \int_{-\pi/2}^{\pi/2} f(\tilde{k}_\theta)h_\phi(\tilde{k}_\theta)d\theta
\]
\[
= \int_{-\pi/2}^{\pi/2} f(\tilde{n}_{-\tan(\theta)})(\tilde{n}_{\cos(\theta)})^{\nu-1}\sigma_{\epsilon}(\tilde{m}_{\text{sgn}(\cos(\theta))},1)\tilde{n}_{-\epsilon,-\nu}(\tilde{n}_{-\sin(\theta)}\cos(\theta))^{-1}d\theta
\]
\[
= \int_{-\pi/2}^{\pi/2} f_0(-\tan(\theta))\phi(-\tan(\theta))|\cos(\theta)|^{-2}d\theta
\]
\[
= \int_{-\infty}^{\infty} f_0(-t)\phi(-t)(\sqrt{1+t^2})^2\frac{dt}{1+t^2} = \int_{-\infty}^{\infty} f_0(t)\phi(t)dt.
\]

In the last line we performed the change of variables \(\theta \mapsto \arctan(t)\).
We can likewise define the restriction of \( f \in V_{e,\nu}^{-\infty} \) to \( \bar{s}^{-1}N \cong \mathbb{R} \). We define \( f_{\infty} \in C^{-\infty} (\mathbb{R}) \) by the equation
\[
(2.26) \quad f_{\infty}(\phi) = \langle \pi(\bar{s}) f, h_{\phi} \rangle_{e,\nu}.
\]
We refer to \( f_{\infty} \) as the the restriction of \( f \) to \( \bar{s}^{-1}N \). As before, one can check that the restriction of \( f \) to \( \bar{s}^{-1}N \) is appropriate since it agrees with our usual notion of restriction of \( f \) to \( \bar{s}^{-1}N \) when \( f \) is a function. Since \( \bar{N} \) and \( \bar{s}^{-1}N \) cover \( \text{SL}_2 (\mathbb{R}) / \mathcal{B} \), it follows that \( f \) is completely determined by \( f_0 \) and \( f_{\infty} \). Just as in the case of smooth \( f \), we have that for \( f \in V_{e,\nu}^{-\infty} \),
\[
(2.27) \quad f_{\infty}(x) = \text{sgn}(x)^{\ell/2} |x|^{\nu-1} f_0 (x^{-1})
\]
as an equality between distributions on \( \mathbb{R} \). This can be deduced directly from the analogous statement for smooth functions in (2.15) and the density of \( V_{e,\nu}^{\infty} \) in \( V_{e,\nu}^{-\infty} \). Conversely, when given \( f_0, f_{\infty} \in C^{-\infty} (\mathbb{R}) \) which satisfy (2.27), it follows that one can define a unique element \( f \in V_{e,\nu}^{-\infty} \). Thus
\[
(2.28) \quad V_{e,\nu}^{-\infty} \cong \{(f_0, f_{\infty}) \in C^{-\infty} (\mathbb{R})^2 : f_0 \text{ and } f_{\infty} \text{ satisfy } (2.27) \}. \]

Sections 3-7 will rely heavily upon (2.28), with little need to explicitly reference back to the pairing \( \langle \cdot, \cdot \rangle_{e,\nu} \). In Sections 8-10, we will again make explicit reference to \( \langle \cdot, \cdot \rangle_{e,\nu} \), and in particular, need some of the following facts.

Notice that (2.29) applies not only to \( f \in V_{e,\nu}^{\infty} \), but also to \( f \in V_{e,\nu}^{-\infty} \). By changing notation slightly\(^2\) we then have that
\[
(2.29) \quad (f, \phi)_{e,\nu} = \int_{-\infty}^{\infty} f(\bar{x}_t) \phi(\bar{n}_t) dt = \int_{-\infty}^{\infty} f_0(t) \phi_0(t) dt,
\]
for \( f \in V_{e,\nu}^{-\infty} \) and \( \phi \in V_{e,-\nu}^{\infty} \), provided \( \text{supp}(\phi) \subset \bar{N} \bar{B} \) or \( \text{supp}(f) \subset \bar{N} \bar{B} \). Similarly,
\[
(2.30) \quad (f, \phi)_{e,\nu} = \int_{-\infty}^{\infty} f(\bar{s}^{-1}\bar{x}_t) \phi(\bar{s}^{-1}\bar{n}_t) dt = \int_{-\infty}^{\infty} f_{\infty}(t) \phi_{\infty}(t) dt,
\]
provided \( \text{supp}(\phi) \subset \bar{s}^{-1} \bar{N} \bar{B} \) or \( \text{supp}(f) \subset \bar{s}^{-1} \bar{N} \bar{B} \). For arbitrary \( \phi \in V_{e,-\nu}^{\infty} \), there exists \( \phi_1, \phi_2 \in V_{e,-\nu}^{\infty} \) such that \( \phi = \phi_1 + \phi_2 \), \( \text{supp}(\phi_1) \subset \bar{N} \bar{B} \), and \( \text{supp}(\phi_2) \subset \bar{s}^{-1} \bar{N} \bar{B} \). Thus by (2.29) and (2.30),
\[
(2.31) \quad (f, \phi)_{e,\nu} = (f, \phi_1)_{e,\nu} + (f, \phi_2)_{e,\nu} = \int_{-\infty}^{\infty} f_0(t) (\phi_1)_0(t) dt + \int_{-\infty}^{\infty} f_{\infty}(t) (\phi_2)_{\infty}(t) dt.
\]
The following proposition provides another convenient means by which to compute \( \langle f, \phi \rangle_{e,\nu} \) in certain cases.

**Proposition 2.1.** Suppose \( \text{Re}(\nu) > 0 \). Let \( f \in V_{e,\nu}^{-\infty} \) such that \( f_0 \in L^\infty (\mathbb{R}) \) and such that (2.24) holds as an equality between distributions on \( \mathbb{R} \) (as opposed to an equality between distributions on \( \mathbb{R} \)). Then for \( \phi \in V_{e,-\nu}^{\infty} \),
\[
(2.32) \quad (f, \phi)_{e,\nu} = \lim_{m_1, m_2 \to \infty} \int_{-m_1}^{m_2} f_0(x) \phi_0(x) dx.
\]

\(^2\)The change in notation is slightly confusing: we replaced \( h_\phi \) with \( \phi \) and \( \phi \) with \( \phi_0 \).
Proof. Let $\omega_0$ denote the trivial character on $\tilde{B}$. By (2.4),

$$V_{\omega_0} = \{ h \in C^\infty(\tilde{SL}_2(\mathbb{R})): h(\tilde{g}b) = h(\tilde{g}) \text{ for all } \tilde{g} \in \tilde{SL}_2(\mathbb{R}), \tilde{b} \in \tilde{B} \}.$$  

As we did in (2.14), let $h_0(x) = h(\tilde{n}_x)$ and $h_\infty(x) = h(\tilde{s}^{-1}\tilde{n}_x)$ for $h \in V_{\omega_0}$. By (2.17), we see that for $h \in V_{\omega_0}$,

$$h_\infty(x) = h_0(-x^{-1}).$$  

Conversely, since $\tilde{N}$ and $\tilde{s}^{-1}\tilde{N}$ cover $\tilde{SL}_2(\mathbb{R})/\tilde{B}$, it follows that we can define a unique element $h \in V_{\omega_0}$ for given $h_0$ and $h_\infty$ which satisfy (2.33). With that in mind, we will now define an element of $\psi_t \in V_{\omega_0}$ for $t \in \mathbb{R}_{>0}$. Let $\psi^*: \mathbb{R} \to [0,1]$ be a smooth cutoff function such that $\psi^*(x) \equiv 1$ near the origin. Let $(\psi_t)_0(x) = \psi^*(x/t)$ and

$$h_t(x) = (\psi_t)_0(-x^{-1}),$$  

for $x \in \mathbb{R}_{>0}$, with $(\psi_t)_t(0) = 0$. Since $(\psi_t)_\infty(x)$ is a smooth function and since $(\psi_t)_0$ and $(\psi_t)_\infty$ satisfy (2.33), they together define a unique element $\psi_t \in V_{\omega_0}$.

Let 1 denote the function $(\tilde{g} \mapsto 1) \in V_{\omega_0}$. Notice that for $\phi \in V_{\omega_0}$,

$$\text{supp}(\phi \cdot \psi_t) \subset \tilde{N}\tilde{B} \text{ and } \text{supp}(\phi \cdot (1 - \psi_t)) \subset \tilde{s}^{-1}\tilde{N}\tilde{B}.$$  

Since

$$\langle f, \phi \rangle_{\epsilon,\nu} = \langle f, \phi \cdot \psi_t \rangle_{\epsilon,\nu} + \langle f, \phi \cdot (1 - \psi_t) \rangle_{\epsilon,\nu},$$  

it follows then by (2.29) and (2.30),

$$\langle f, \phi \rangle_{\epsilon,\nu} = \int_0^\infty f_0(x)\phi_0(x)(\psi_t)_0(x)\, dx + \int_0^\infty f_\infty(x)\phi_\infty(x)(1 - \psi_t)_\infty(x)\, dx.$$  

The second integral on the right-hand side vanishes as $t \to \infty$ by [23, Corollary 3.12] \(^3\) Hence

$$\langle f, \phi \rangle_{\epsilon,\nu} = \lim_{t \to \infty} \int_0^\infty f_0(x)\phi_0(x)(\psi_t)_0(x)\, dx.$$  

If $\phi_0 \in L^1(\mathbb{R})$, which is guaranteed to occur when $\text{Re}(\nu) > 0$, then the integrand in (2.37) is also in $L^1(\mathbb{R})$; hence by dominated convergence we can replace the smooth cutoff function in (2.37) with a hard cutoff. Indeed, since

$$\tilde{k}(-\arctan(t)) = \tilde{n}_t \left( \tilde{a} \left( \frac{t}{1 + t^2} \right) \right)^{-1},$$  

it then follows from (2.9) and (2.13) that

$$|\phi_0(t)| = |\phi(\tilde{n}_t)| \ll (1 + t^2)^{-\frac{1}{2}(\nu+1)},$$  

with the implied constant dependent upon $\sup_{k \in K} |\phi(\tilde{k})|$.  

\[\Box\]

\(^3\)Corollary 3.12 is stated in terms of a distribution $\sigma$ on $\mathbb{R}P^1$ and a connected open neighborhood $I$ containing $\infty$. In our application, $I = \mathbb{R}P^1 - \{0\} \cong \mathbb{R}$ and $\sigma(x) = \text{sgn}(-x)^{\nu/2}|x|^{-\nu+1}f_0(-x)$. Thus by \([23, (2.32)]\),

$$\sigma(1/x) = \text{sgn}(-x)^{\nu/2}|x|^{-\nu+1}f_0(-x^{-1}) = f_\infty(x).$$  

Since $f_\infty \in L^1_{\text{loc}}(\mathbb{R})$, it follows from \([23\text{, Lemma 3.1}]\) that $\sigma$ vanishes to non-negative order at $\infty$. Applying \([23, (3.23)]\) to the conclusion of Corollary 3.12 yields the desired result.
3. The Metaplectic Eisenstein Distribution at \( \infty \)

In this section we define the metaplectic Eisenstein distribution based at the cusp \( \infty \). However before doing so, we prove some lemmas that will be helpful for computing the Fourier series expansion for this metaplectic Eisenstein distribution. The proofs will make implicit reference to the following transformation laws for \( f \in V_{e,\nu}^{e,\nu} \):

\[
\begin{align*}
  f(\tilde{g}^{-1}a_{\nu}m_{-1,\kappa\nu}-) &= e\kappa iu^{-\nu+1}f(\tilde{g}) \\
  f(\tilde{g}a_{\nu}m_{\kappa\nu}) &= \kappa u^{-\nu+1}f(\tilde{g}),
\end{align*}
\]

where \( \kappa, \epsilon \in \{\pm 1\}, \nu \in \mathbb{C}, \) and \( u \in \mathbb{R}_{>0} \). One can check that (3.1) follows from (2.9) and (2.13).

In the following lemma, we give explicit formulas for \( (\pi(\tilde{g})f)_{0} \) and \( (\pi(\tilde{g})f)_{\infty} \) in terms of \( f_{0} \) and \( f_{\infty} \) for \( f \in V_{e,\nu}^{e,\nu} \). In the statement of this lemma, we will use the following notational convention: for \( a, b, c, d \in \mathbb{R} \) and \( \kappa \in \{\pm 1\} \), let \( \kappa' \in \{\pm 1\} \) such that

\[
\begin{align*}
  \begin{pmatrix} a & b \\ c & d \end{pmatrix}, \kappa \end{align*} \sim \begin{align*}
  \begin{pmatrix} d & -c \\ -b & a \end{pmatrix}, \kappa',
\end{align*}
\]

with \( \sim \) as defined in (2.15).

**Lemma 3.1.** Let \( f \in V_{e,\nu}^{e,\nu} \) and \( \tilde{g}^{-1} = \begin{pmatrix} a & b \\ c & d \end{pmatrix}, \kappa \) \( \in \overline{\text{SL}}_{2}(\mathbb{R}) \).

(a) If \( c \neq 0 \) then

\[
(\pi(\tilde{g})f)_{0}(x) = \kappa(-c, cx + d)_{H}|cx + d|^{\nu-1}\text{sgn}(cx + d)^{\nu/2} f_{0} \left( \frac{ax + b}{cx + d} \right),
\]

as an equality between distributions on \( \mathbb{R}_{\neq \frac{d}{c}} \).

(b) If \( c = 0 \) then

\[
(\pi(\tilde{g})f)_{0}(x) = \kappa|d|^{\nu-1}\text{sgn}(d)^{\nu/2} f_{0} \left( \frac{x}{d} \right),
\]

as an equality between distributions on \( \mathbb{R} \).

(c) If \( b \neq 0 \) then

\[
(\pi(\tilde{g})f)_{\infty}(x) = \kappa'(b, -bx + a)_{H}|bx + a|^{\nu-1}\text{sgn}(-bx + a)^{\nu/2} f_{\infty} \left( \frac{dx - c}{-bx + a} \right),
\]

as an equality between distributions on \( \mathbb{R}_{\neq \frac{d}{c}} \).

(d) If \( b = 0 \) then

\[
(\pi(\tilde{g})f)_{\infty}(x) = \kappa'|a|^{\nu-1}\text{sgn}(a)^{\nu/2} f_{\infty} \left( \frac{x}{a} \right),
\]

as an equality between distributions on \( \mathbb{R} \).

Recall that \( \kappa' \) is defined according to (3.2).

**Proof.** For \( c \neq 0 \) and \( x \neq \frac{-d}{c} \),

\[
\tilde{g}^{-1}n_{x} = \tilde{n} \left( \frac{ax + b}{cx + d} \right) a(|cx + d|^{-1}) \tilde{m}(\text{sgn}(cx + d), \kappa(-c, cx + d)_{H}) \tilde{m}_{-1} \left( \frac{c}{cx + d} \right)
\]
By utilizing \[3.1\], we find that
\[
\langle \pi(\bar{g})f \rangle_0(x) = \kappa(-c, cx + d) \nu \big| cx + d \big|^{-\nu} \text{sgn}(cx + d)^{\nu/2} \, f_0 \left( \frac{ax + b}{cx + d} \right),
\]
as an equality between distributions on \(\mathbb{R} \setminus \{x \} \). Similarly, when \(c = 0\) (which implies that \(a = d^{-1} \neq 0\)) we see that
\[
\tilde{\pi}_{\nu^{-1}} \big| \Gamma_\nu \big|^{-1} \tilde{\alpha}(\nu) = \tilde{\alpha}(\nu^{-1}) \tilde{\alpha}(\nu) = 0 (\text{which implies}
\]
(3.4)
\[
\tilde{\alpha}(\nu) = \frac{1}{\nu} \left( \frac{d}{\nu} \right) \tilde{\alpha}(\nu^{-1}) \tilde{\alpha}(\nu).
\]
Thus
\[
\langle \pi(\bar{g})f \rangle_0(x) = \kappa |d|^{-\nu} \text{sgn}(d)^{\nu/2} f_0 \left( \frac{x}{d} + \frac{b}{d} \right),
\]
as an equality between distributions on \(\mathbb{R}\). This proves parts (a) and (b).

By (3.2) we have
\[
\langle \pi(\bar{g})f \rangle_0(x) = \kappa |d|^{-\nu} \text{sgn}(d)^{\nu/2} f_0 \left( \frac{x}{d} + \frac{b}{d} \right).
\]

We repeat the argument in the prior paragraph, except with \(f\) replaced by \(\pi(\bar{s})f\) and with \(\left( \frac{a}{c}, \frac{b}{d} \right)\) replaced by \(\left( \frac{d}{a}, \frac{-c}{a} \right)\). The conclusion of this repeated argument then yields parts (c) and (d) since \((\pi(\bar{s})f)_0 = f_\infty\).

Define
\[
\tilde{\Gamma}_1(4) = \left\{ \left( \frac{a}{c}, \frac{b}{d} \right) : (a, c, d) \in \mathbb{Z}, \ a \equiv d \equiv 1 \pmod{4}, \ c \equiv 0 \pmod{4} \right\},
\]
where \((\cdot)\) is the Kronecker symbol. One can show that \(\tilde{\Gamma}_1(4)\) is a well-defined subgroup of \(\tilde{\text{SL}}_2(\mathbb{R})\). Since we will be performing several computations involving the Kronecker symbol, we state (without proof) some of its important properties. More information concerning the Kronecker symbol can be found in [2, §3.4.3], [6, §5].

**Proposition 3.2 (Properties of the Kronecker Symbol).** Let \(a, b, m, n \in \mathbb{Z}\).

(a) If \(p\) is an odd prime then
\[
\left( \frac{a}{p} \right) = \begin{cases} 0 & \text{if } a \equiv 0 \pmod{p} \\ 1 & \text{if there exists } x \in \mathbb{Z} \text{ such that } x^2 \equiv a \neq 0 \pmod{p} \\ -1 & \text{if there are no solutions to } x^2 \equiv a \pmod{p}. \end{cases}
\]

(b) \(\left( \frac{a}{2} \right) = \begin{cases} 0 & \text{if } a \equiv 0 \pmod{2} \\ 1 & \text{if } a \equiv 1, 7 \pmod{8} \\ -1 & \text{if } a \equiv 3, 5 \pmod{8}. \end{cases}\)

(c) \(\left( \frac{a}{1} \right) = 1, \quad \left( \frac{a}{-1} \right) = \begin{cases} -1 & \text{if } a < 0 \\ 1 & \text{if } a \geq 0, \end{cases}\)

and \(\left( \frac{a}{0} \right) = \begin{cases} 1 & \text{if } a = \pm 1 \\ 0 & \text{otherwise.} \end{cases}\)
(d) If \( n = \pm p_1^{e_1} \cdots p_k^{e_k} \) is the prime factorization of \( n \) then
\[
\left( \frac{a}{n} \right) = \left( \frac{a}{\pm 1} \right) \left( \frac{a}{p_1} \right)^{e_1} \cdots \left( \frac{a}{p_k} \right)^{e_k}.
\]

(e) If \( ab \neq 0 \) then
\[
\left( \frac{a}{n} \right) \left( \frac{b}{n} \right) = \left( \frac{ab}{n} \right).
\]

(f) If \( mn \neq 0 \) then
\[
\left( \frac{a}{m} \right) \left( \frac{a}{n} \right) = \left( \frac{am}{mn} \right).
\]

(g) If \( n > 0 \) then
\[
\left( \frac{a}{n} \right) = \left( \frac{b}{n} \right) \text{ if } a \equiv b \pmod{m} \text{ where }
\]
\[
m = \begin{cases} 
4n & \text{if } n \equiv 2 \pmod{4} \\
n & \text{otherwise.}
\end{cases}
\]

(h) If \( a \neq 0 \) and \( a \equiv 0, 1 \pmod{4} \) then
\[
\left( \frac{a}{m} \right) \left( \frac{a}{n} \right) = \left( \frac{am}{mn} \right) \text{ if } m \equiv n \pmod{a}.
\]

(i) If \( m, n \) are positive odd integers then
\[
\left( \frac{-1}{n} \right) = (-1)^{(n-1)/2}, \quad \left( \frac{2}{n} \right) = (-1)^{(n^2-1)/8}, \quad \left( \frac{m}{n} \right) \left( \frac{n}{m} \right) = (-1)^{(m-1)(n-1)}.
\]

for \( \gcd(m, n) = 1 \).

Let \( \delta_0 \) denote the Dirac distribution on \( \mathbb{R} \) centered at zero. By (2.28), the pair
\[
(\delta_0, 0)
\]
defines an element of \( V_{-\infty}^{\perp, \nu} \). We denote this element of \( V_{-\infty}^{\perp, \nu} \) by \( \delta_{\epsilon, \nu, 0} \). Let \( \delta_{\epsilon, \nu, \infty} = \pi(\tilde{s})\delta_{\epsilon, \nu, 0} \), with \( \tilde{s} \) as defined in (2.15). By (3.1),
\[
(\delta_{\epsilon, \nu, \infty})_0(x) = 0 \quad \text{and} \quad (\delta_{\epsilon, \nu, \infty})_{\infty}(x) = \delta_{\epsilon, \nu, 0}(\tilde{m}-1, 1\tilde{n})x = \sigma_{\epsilon}(\tilde{m}-1, -1)\delta_0(x) = ci\delta_0(x).
\]

Lemma 3.3. Let \( \tilde{\gamma}^{-1} = \begin{pmatrix} a & b \\ c & d \end{pmatrix}, (\frac{\tilde{\gamma}}{\tilde{\nu}}) \in \bar{\Gamma}_1(4) \).

(a) We have
\[
(\pi(\tilde{\gamma})\delta_{\epsilon, \nu, \infty})_0 = \begin{cases} 
\left( \frac{\epsilon}{\nu} \right) |c|^{-\nu-1} \text{sgn}(c)^{\epsilon/2} \delta_{c} & \text{if } c \neq 0 \\
0 & \text{if } c = 0,
\end{cases}
\]
as an equality between distributions on \( \mathbb{R} \).

(b) We have
\[
(\pi(\tilde{\gamma})\delta_{\epsilon, \nu, \infty})_{\infty} = \begin{cases} 
\sigma_{\epsilon}(\tilde{b}) \delta_0 & \text{if } bc \neq 0 \\
ci\delta_0 & \text{if } b \neq 0, c = 0 \\
ci\delta_c & \text{if } b = 0,
\end{cases}
\]
as an equality between distributions on \( \mathbb{R} \).

Proof. By Lemma 3.1(a,b),
\[
(\pi(\tilde{\gamma})\delta_{\epsilon, \nu, \infty})_0(x) = 0,
\]
as an equality between distributions on \( \mathbb{R} \) when \( c \neq 0 \), and as an equality between distributions on \( \mathbb{R} \) when \( c = 0 \). Thus for part (a) it remains to describe
\((\pi(\gamma)\delta_{\epsilon,\nu,\infty})_0\) about the point \(\frac{d}{c}\) when \(c \neq 0\). To do this, first observe that \(a, d \neq 0\) since \(\gamma \in \Gamma \setminus \{4\}\). Next, observe
\[
\gamma \delta = \left(\begin{array}{cc}
-b & -d \\
 a & c
\end{array}\right) (c, a)_H = \left(\begin{array}{cc}
c & d \\
-a & -b
\end{array}\right) (c, a)_H^{-1}
\]
(3.8) \(\text{for } c \neq 0\). Thus by Lemma 3.1(a),
\[
(\pi(\gamma)\delta_{\epsilon,\nu,\infty})_0(x) = (\pi(\gamma)\delta_{\epsilon,\nu,\infty})_0(x)
\]
(3.9) \(= (c, a)_H(a, -ax - b)_H|ax + b|^\nu \mathrm{sgn}(ax - b)^{\epsilon/2} \delta_0\left(\frac{cx + d}{-ax - b}\right),
\]
as an equality between distributions on \(\mathbb{R} \neq \frac{a}{c}\).

We can further simplify (3.9). To do so, consider \(\phi\) a test function on \(\mathbb{R} \neq \frac{a}{c}\). By performing various changes of variables, we have
\[
\int_{\mathbb{R} \neq \frac{a}{c}} (\pi(\gamma)\delta_{\epsilon,\nu,\infty})_0(x)\phi(x) \, dx
\]
\[
= \int_{\mathbb{R} \neq \frac{a}{c}} \left(\begin{array}{cc}
c & d \\
a & c
\end{array}\right) (c, a)_H(a, -ax - b)_H|ax + b|^\nu \mathrm{sgn}(ax - b)^{\epsilon/2} \delta_0\left(\frac{cx + d}{-ax - b}\right) \cdot \phi(x) \, dx
\]
\[
= \int_{\mathbb{R} \neq 0} \left(\begin{array}{cc}
c & d \\
a & c
\end{array}\right) (c, a)_H(a, -ax)_H|ax|^{-\nu} \mathrm{sgn}(ax)^{\epsilon/2} \delta_0\left(\frac{cx + d}{-ax}\right) \cdot \phi\left(x - \frac{b}{a}\right) \, dx
\]
\[
= \int_{\mathbb{R} \neq 0} x^{-2} \left(\begin{array}{cc}
c & d \\
a & c
\end{array}\right) (c, a)_H(a, ax)_H|ax|^{-\nu} \mathrm{sgn}(ax)^{\epsilon/2} \delta_0\left(\frac{cx + x}{a^2}\right) \cdot \phi\left(-x^{-1} - \frac{b}{a}\right) \, dx
\]
\[
= \int_{\mathbb{R} \neq 0} (ax)^{-2} \left(\begin{array}{cc}
c & d \\
a & c
\end{array}\right) (c, a)_H(a, ax)^{-1}_H|(ax)^{-1}|^{-\nu} \mathrm{sgn}((ax)^{-1})^{\epsilon/2} \delta_0\left(\frac{c + x}{a}\right) \cdot \phi\left(-(ax)^{-1} - \frac{b}{a}\right) \, dx
\]
\[
= c^{-2} \left(\begin{array}{cc}
c & d \\
a & c
\end{array}\right) (c, a)_H(a, c)^{-1}_H|c^{-1}|^{-\nu} \mathrm{sgn}(c)^{\epsilon/2} \delta_0\left(\frac{1}{ac} - \frac{b}{a}\right)
\]
\[
= \left(\begin{array}{cc}
c & d \\
a & c
\end{array}\right)|c|^{-\nu} \mathrm{sgn}(c)^{\epsilon/2} \phi\left(-\frac{d}{c}\right)
\]
\[
= \left(\begin{array}{cc}
c & d \\
a & c
\end{array}\right)|c|^{-\nu} \mathrm{sgn}(c)^{\epsilon/2} \int_{\mathbb{R} \neq \frac{a}{c}} \delta_{\frac{d}{c}}(x)\phi(x) \, dx.
\]
In this last equality we have used the fact that \( \frac{b}{a} \neq \frac{c}{d} \) (since \( ad - bc = 1 \)). Thus for \( c \neq 0 \),

\[
(3.10) \quad (\pi(\gamma)\delta_{\nu,\infty})_0 = \left( \frac{c}{d} \right) |c|^{-\nu-1} \text{sgn}(c)^{\nu/2} \delta_{-\gamma^-1},
\]

as an equality between distributions on \( \mathbb{R} \neq \frac{b}{a} \). Since \( \frac{b}{a} \neq \frac{c}{d} \) then it follows from (3.7) that \((\pi(\gamma)\delta_{\nu,\infty})_0\) vanishes about the point \( \frac{b}{a} \). Thus we conclude that (3.10) holds as an equality between distributions on \( \mathbb{R} \). This proves part (a).

In order to prove part (b), we follow the same approach we used for part (a). If \( c \neq 0 \) then it follows from (3.8) and Lemma 3.1(c) that

\[
(3.11) \quad (\pi(\gamma)\delta_{\nu,\infty})_0 = (\pi(\gamma s)\delta_{\nu,0})_\infty = 0 \quad \text{for } c \neq 0,
\]

as an equality between distributions on \( \mathbb{R} \neq \frac{b}{a} \). If instead \( c = 0 \), then we must have \( a = d = 1 \) since \( \gamma \in \Gamma_1(4) \), and hence

\[
\gamma s = \left( \begin{array}{cc} -b & -1 \\ 1 & 0 \end{array} \right) \left( \begin{array}{c} 0 \\ -1 \end{array} \right) = \left( \begin{array}{cc} 0 & 1 \\ -1 & -b \end{array} \right) \left( \begin{array}{c} 0 \\ 1 \end{array} \right)^{-1}.
\]

Therefore when \( c = 0 \), it follows from this equality and Lemma 3.1(c) that

\[
(3.12) \quad (\pi(\gamma)\delta_{\nu,\infty})_0 = (\pi(\gamma s)\delta_{\nu,0})_\infty = 0 \quad \text{for } c = 0,
\]

as an equality between distributions on \( \mathbb{R} \neq \frac{b}{a} \). Thus it remains to describe \((\pi(\gamma)\delta_{\nu,\infty})_\infty\) about the point \( \frac{b}{a} \), both for the case of \( c = 0 \) and the case of \( c \neq 0 \). We proceed by considering the following cases for \( \gamma^{-1} \):

\[
\begin{align*}
(i) & \quad bc \neq 0, \\
(ii) & \quad b \neq 0 \text{ and } c = 0, \\
(iii) & \quad b = 0.
\end{align*}
\]

First we consider case (i) \((bc \neq 0)\). If \( bc > 0 \), then \( ad = bc + 1 > 1 \), which implies either \( a, d > 0 \) or \( a, d < 0 \). If instead \( bc < 0 \), then \( ad = bc + 1 < 1 \), which implies either \( a > 0 \) and \( d < 0 \), or \( a < 0 \) and \( d > 0 \) (since \( ad \neq 0 \) because \( \gamma \in \Gamma_1(4) \)). By computing \( \gamma^{-1} s^{-1} \) for each of these possibilities, one can show that

\[
(3.13) \quad \gamma^{-1} s^{-1} = s^{-1} \left( \begin{array}{cc} d & -c \\ -b & a \end{array} \right), (a, d)_H \left( \begin{array}{c} c \\ d \end{array} \right).
\]

For case (ii) \((b \neq 0 \text{ and } c = 0)\), we find that (3.13) also holds (recall that if \( c = 0 \) then \( a = d = 1 \) since \( \gamma \in \Gamma_1(4) \)). Thus in what follows, we consider cases (i) and (ii) simultaneously.

Notice that (3.13) is of the form (3.2). Thus by Lemma 3.1(c) and (3.8) it follows that

\[
(3.14) \quad (\pi(\gamma)\delta_{\nu,\infty})_\infty(x) = (a, d)_H \left( \begin{array}{c} c \\ d \end{array} \right)(b, -bx + a)_H | -bx + a|^{\nu - 1} \text{sgn}(-bx + a)^{\nu/2} (\delta_{\nu,\infty})_\infty \left( \frac{dx - c}{-bx + a} \right).
\]

For case (ii) \((b \neq 0 \text{ and } c = 0)\), we find that (3.13) also holds (recall that if \( c = 0 \) then \( a = d = 1 \) since \( \gamma \in \Gamma_1(4) \)). Thus in what follows, we consider cases (i) and (ii) simultaneously.

Notice that (3.13) is of the form (3.2). Thus by Lemma 3.1(c) and (3.8) it follows that

\[
(3.14) \quad (\pi(\gamma)\delta_{\nu,\infty})_\infty(x)
\]

\[
= (a, d)_H \left( \begin{array}{c} c \\ d \end{array} \right)(b, -bx + a)_H | -bx + a|^{\nu - 1} \text{sgn}(-bx + a)^{\nu/2} (\delta_{\nu,\infty})_\infty \left( \frac{dx - c}{-bx + a} \right).
\]
as an equality between distributions on $\mathbb{R}_{\neq \frac{a}{b}}$. We simplify (3.14) by integrating it against a test function $\phi$ on $\mathbb{R}_{\neq \frac{a}{b}}$ and then performing various changes of variables:

$$\int_{\mathbb{R}_{\neq \frac{a}{b}}} (\pi(\tilde{\gamma}) \delta_{\epsilon, \nu, \infty})_{\infty} (x) \phi(x) \, dx$$

$$= \epsilon \int_{\mathbb{R}_{\neq \frac{a}{b}}} (a, d)_{H} \left( \frac{c}{d} \right) (b, \frac{c}{d})_{H} |b - c|^{-\nu - 1} \text{sgn}(bx + a)^{\epsilon/2}$$

$$\cdot \delta_0 \left( \frac{dx - c}{-bx + a} \right) \phi(x) \, dx$$

$$= \epsilon \int_{\mathbb{R}_{\neq \frac{a}{b}}} (a, d)_{H} \left( \frac{c}{d} \right) (b, \frac{c}{d})_{H} |b - c|^{-\nu - 1} \text{sgn}(bx + a)^{\epsilon/2} \delta_0 \left( \frac{dx + \frac{ad}{b} - c}{-bx} \right)$$

$$\cdot \phi \left( x + \frac{a}{b} \right) \, dx$$

$$= \epsilon \int_{\mathbb{R}_{\neq \frac{a}{b}}} (a, d)_{H} \left( \frac{c}{d} \right) (b, \frac{c}{d})_{H} |b - c|^{-\nu - 1} \text{sgn}(bx + a)^{\epsilon/2} \delta_0 \left( \frac{b - \frac{1}{b^2x}}{x} \right)$$

$$\cdot \phi \left( x + \frac{a}{b} \right) \, dx$$

$$= \epsilon \int_{\mathbb{R}_{\neq \frac{a}{b}}} (a, d)_{H} \left( \frac{c}{d} \right) (b, \frac{c}{d})_{H} |b - c|^{-\nu - 1} \text{sgn}(bx + a)^{\epsilon/2} \delta_0 \left( \frac{b + x}{b} \right)$$

$$\cdot \phi \left( \frac{-1}{b^2x} + \frac{a}{b} \right) \, dx$$

$$= \epsilon (a, d)_{H} \left( \frac{c}{d} \right) (b, \frac{c}{d})_{H} \left| d \right|^{-\nu - 1} \text{sgn}(\frac{1}{d})^{\epsilon/2} \phi \left( \frac{-1}{bd} + \frac{a}{b} \right)$$

$$= \epsilon (a, d)_{H} (b, d)_{H} \left( \frac{c}{d} \right) \left| d \right|^{-\nu - 1} \text{sgn}(\frac{1}{d})^{\epsilon/2} \int_{\mathbb{R}_{\neq \frac{a}{b}}} \delta_{\frac{a}{b}} (x) \phi(x) \, dx.$$

In this last equality we once more use the fact that $\frac{a}{b} \neq \frac{c}{d}$. Thus for cases (i) and (ii) we have

$$\pi(\tilde{\gamma}) \delta_{\epsilon, \nu, \infty} = \epsilon \int_{\mathbb{R}_{\neq \frac{a}{b}}} (a, d)_{H} (b, d)_{H} \left( \frac{c}{d} \right) \left| d \right|^{-\nu - 1} \text{sgn}(\frac{1}{d})^{\epsilon/2} \delta_{\frac{a}{b}},$$

as an equality between distributions on $\mathbb{R}_{\neq \frac{a}{b}}$. Since $\frac{a}{b} \neq \frac{c}{d}$ it follows from (3.11) (and (3.12)) that $\pi(\tilde{\gamma}) \delta_{\epsilon, \nu, \infty} \rightarrow \infty$ vanishes about the point $\frac{a}{b}$. Thus we conclude that (3.15) holds as an equality between distributions on $\mathbb{R}$.

For case (ii), (3.15) simplifies to

$$\pi(\tilde{\gamma}) \delta_{\epsilon, \nu, \infty} = \epsilon \delta_0,$$

as an equality between distributions on $\mathbb{R}$. For case (i), we can also further simplify (3.15); in particular, $(a, d)_{H} (b, d)_{H}$ can be written more concisely. Observe that if $d \geq 0$ then it follows that $(a, d)_{H} (b, d)_{H} = (-c, d)_{H}$ since $(x, d)_{H} = 1$ whenever $d > 0$. We wish to prove that this is also the case for $d < 0$. To do so, recall that
\((x, z)_H(y, z)_H = (xy, z)_H\) for \(x, y, z \in \mathbb{R}_{\neq 0}\). Therefore
\[
(3.17) \quad (a, d)_H(b, d)_H(-c, d)_H = (a, d)_H(-bc, d)_H.
\]
If \(a > 0\) then \(ad < 0\), which implies \(-bc = 1 - ad > 0\), and hence \((a, d)_H(-bc, d)_H = 1\). If \(a < 0\) then \(ad \geq 9\) since \(a \equiv d \equiv 1 \pmod{4}\), which implies \(-bc = 1 - ad < 0\), and hence \((a, d)_H(-bc, d)_H = 1\). Thus by (3.17), \((a, d)_H(b, d)_H = (-c, d)_H\) (both for \(d > 0\) and \(d < 0\)). Hence for case (i),
\[
(3.18) \quad (\pi(\tilde{\gamma})\delta_{\epsilon, \nu, \infty})_\infty = \epsilon i(-c, d)_H \left(\frac{c}{d}\right) |d|^{-\nu - 1/2} \text{sgn}(d)^{\nu/2} \delta_{\frac{c}{d}}
\]
as an equality between distributions on \(\mathbb{R}\).

For case (iii), we have
\[
(3.19) \quad \tilde{\gamma}^{-1}s^{-1} = s^{-1} \left(\begin{array}{cc} 1 & -c \\ 0 & 1 \end{array}\right),
\]
since if \(b = 0\) then \(a = d = 1\) since \(\tilde{\gamma} \in \Gamma_1(4)\). Notice that (3.19) is also an equation of the form (3.2). Thus by Lemma 3.1(d) and (3.6),
\[
(3.20) \quad (\pi(\tilde{\gamma})\delta_{\epsilon, \nu, \infty})_\infty(x) = (\delta_{\epsilon, \nu, \infty})_\infty(x - c) = \epsilon i\delta_c(x).
\]
as an equality between distributions on \(\mathbb{R}\). Taken together, (3.16), (3.18), and (3.20) prove part (b).

Let
\[
(3.21) \quad \tilde{\Gamma}_\infty = \left\{ \left(\begin{array}{cc} 1 & n \\ 0 & 1 \end{array}\right) : n \in \mathbb{Z} \right\}.
\]
For \(\text{Re}(\nu) > 1\), we define the \textit{metaplectic Eisenstein distribution at} \(\infty\) to be the following distribution in \(V_{\epsilon, \nu, \infty}^*\):
\[
(3.22) \quad \tilde{E}_{\epsilon, \nu}^{(\infty)}(\tilde{g}) = \zeta_2(2\nu + 1) \sum_{\tilde{\gamma} \in \tilde{\Gamma}_1(4)/\tilde{\Gamma}_\infty} \pi(\tilde{\gamma})\delta_{e, \nu, \infty}(\tilde{g}),
\]
where
\[
(3.23) \quad \zeta_2(\nu) = (1 - 2^{-\nu})\zeta(\nu) = \prod_{p \text{ odd prime}} (1 - p^{-\nu})^{-1}.
\]
The summation over \(\tilde{\Gamma}_1(4)/\tilde{\Gamma}_\infty\) is justified since by Lemma 3.3 and (3.6), we have that \(\delta_{\epsilon, \nu, \infty}\) is \(\tilde{\Gamma}_\infty\)-invariant under left inverse translation. Thus \(\tilde{E}_{\epsilon, \nu}^{(\infty)}\) is at least formally \(\tilde{\Gamma}_1(4)\)-invariant. We shall justify the convergence of this series momentarily.

For \(\tilde{\gamma}^{-1} = \left(\begin{array}{cc} a & b \\ c & d \end{array}\right), \left(\frac{\epsilon}{\nu}\right)\), observe
\[
(3.24) \quad \tilde{\gamma} \cdot \left(\begin{array}{cc} 1 & n \\ 0 & 1 \end{array}\right) = \left(\begin{array}{cc} d & -b \\ -c & a \end{array}\right) \cdot \left(\begin{array}{cc} 1 & n \\ 0 & 1 \end{array}\right) = \left(\begin{array}{cc} d & dn - b \\ -c & -cn + a \end{array}\right) \cdot \left(\frac{\epsilon}{\nu}\right).
\]
Thus to each coset \(\tilde{\gamma}/\tilde{\Gamma}_\infty\) of \(\tilde{\Gamma}_1(4)/\tilde{\Gamma}_\infty\), there corresponds \((c, d) \in \mathbb{Z}^2\) such that \(\gcd(c, d) = 1, c \equiv 0 \pmod{4}\), and \(d \equiv 1 \pmod{4}\). This correspondence is unique, for if
\[
\tilde{\gamma}' = \left(\begin{array}{cc} d & * \\ -c & * \end{array}\right) \in \tilde{\Gamma}_1(4),
\]
Thus by Lemma 3.3, when given \((a, b)\) we require \((c, d)\) such that there exists \(a, b \in \mathbb{Z}\) such that \(ad - bc = 1\). Since \(c \equiv 0(\text{mod } 4)\) and \(d \equiv 1(\text{mod } 4)\) it follows that \(a \equiv 1(\text{mod } 4)\). Thus we are able to construct \(\tilde{\gamma}\) which corresponds to such \((c, d)\). Therefore

\[
(3.25) \quad \Gamma_1(4)/\Gamma_\infty \cong \{ (c, d) \in \mathbb{Z}^2 : \gcd(c, d) = 1, c \equiv 0(\text{mod } 4), d \equiv 1(\text{mod } 4) \}.
\]

Thus by Lemma 3.33

\[
(3.26) \quad \left( \tilde{E}_{\epsilon, \nu}^{(\infty)} \right)_0(x) = \zeta_2(2\nu + 1) \sum_{(c, d)\in\mathbb{Z}_{\geq 0}\times\mathbb{Z}_{\geq 0}} \left( \frac{c}{d} \right) |c|^{-\nu-1} \text{sgn}(c) \epsilon^{\nu/2} d \epsilon_{-\epsilon}(x),
\]

and

\[
(3.27) \quad \left( \tilde{E}_{\epsilon, \nu}^{(\infty)} \right)_\infty(x) = e^{i\zeta_2(2\nu + 1)} \delta_0(x) + \sum_{(c, d)\in\mathbb{Z}_{\geq 0}\times\mathbb{Z}_{\geq 0}} (-c, d) H \left( \frac{\zeta}{d} \right) |d|^{-\nu-1} \text{sgn}(d) \epsilon^{\nu/2} \delta_{-\epsilon}(x).
\]

Notice that for \(\text{Re}(\nu) > 1\), the integrals of (3.26) and (3.27) converge uniformly and absolutely against compactly supported test functions on \(\mathbb{R}\). Therefore since \(\tilde{E}_{\epsilon, \nu}^{(\infty)}\) is determined completely by \(\left( \tilde{E}_{\epsilon, \nu}^{(\infty)} \right)_0\) and \(\left( \tilde{E}_{\epsilon, \nu}^{(\infty)} \right)_\infty\), it follows that \(\tilde{E}_{\epsilon, \nu}^{(\infty)}\) depends holomorphically on \(\nu\) for \(\text{Re}(\nu) > 1\). Furthermore, it follows that our series expansion for \(\tilde{E}_{\epsilon, \nu}^{(\infty)}\) converges in the strong distribution topology.

4. Gauss and Kloosterman Sums

We will assume throughout this section that \(\text{Re}(\nu) > 1\). Since \(\left( \tilde{E}_{\epsilon, \nu}^{(\infty)} \right)_0\) is periodic, it has a Fourier series expansion

\[
(4.1) \quad \left( \tilde{E}_{\epsilon, \nu}^{(\infty)} \right)_0(x) = \sum_{n \in \mathbb{Z}} a_{\epsilon, \nu}(n) e(nx),
\]

where

\[
(4.2) \quad a_{\epsilon, \nu}(n) = \int_0^1 \left( \tilde{E}_{\epsilon, \nu}^{(\infty)} \right)_0(x) e(-nx) \, dx \quad \text{and} \quad e(x) = e^{2\pi i x}.
\]

By computing explicit formulas for \(a_{\epsilon, \nu}(n)\), we will be able to show in Section 5 that \(\tilde{E}_{\epsilon, \nu}^{(\infty)}\) has holomorphic continuation to \(\mathbb{C}\) except for simple poles on \(\{0, \frac{1}{2}\}\). By
\begin{align*}
\frac{a_{\varepsilon,\nu}(n)}{\zeta_2(2\nu + 1)} &= \sum_{(c,d) \in \mathbb{Z}_{\geq 0} \times \mathbb{Z}} \int_{\delta}^1 \left(\frac{c}{d}\right)|c|^{-\nu-1}s\nu c^{\varepsilon}(x)\delta \frac{1}{4}(x)e(-nx) \, dx \\
&= \sum_{(c,d) \in \mathbb{Z}_{\geq 0} \times \mathbb{Z}} \left(\frac{c}{d}\right)|c|^{-\nu-1}e\left(\frac{nd}{c}\right) + ei \sum_{(c,d) \in \mathbb{Z}_{c \geq 0} \times \mathbb{Z}} \left(\frac{c}{d}\right)|c|^{-\nu-1}e\left(\frac{nc}{c}\right) \\
&= \sum_{(c,d) \in \mathbb{Z}_{\geq 0} \times \mathbb{Z}} \left(\frac{c}{d}\right)|c|^{-\nu-1}e\left(-\frac{nd}{c}\right) + ei \sum_{(c,d) \in \mathbb{Z}_{c \geq 0} \times \mathbb{Z}} \left(\frac{-c}{d}\right)|c|^{-\nu-1}e\left(\frac{nc}{c}\right).
\end{align*}

For \( c > 0 \), we have \( \left(\frac{c}{d}\right) = \left(\frac{-c}{d}\right) \), and for \( d \equiv 1(\text{mod} \ 4) \) we have \( \left(\frac{c}{d}\right) = \left(\frac{d}{c}\right) \). Thus

\[ a_{\varepsilon,\nu}(n) = ei\zeta_2(2\nu + 1) \sum_{(c,d) \in \mathbb{Z}_{\geq 0} \times \mathbb{Z}} \Delta_d^{-\varepsilon} \left(\frac{c}{d}\right)c^{-\nu-1}e\left(-\frac{nd}{c}\right) \]

\[ = \zeta_2(2\nu + 1) \sum_{(c,d) \in \mathbb{Z}_{\geq 0} \times \mathbb{Z}} \Delta_d^{-\varepsilon} \left(\frac{4c}{d}\right)(4c)^{-\nu-1}e\left(-\frac{nd}{4c}\right), \]

where

\[
\Delta_d = \begin{cases} 
1 & \text{if } d \equiv 1(\text{mod} \ 4) \\
\i & \text{if } d \equiv 3(\text{mod} \ 4) \\
0 & \text{otherwise.}
\end{cases}
\]

Let

\[
K_\varepsilon(n; 4c) = \sum_{d \in \mathbb{Z}/(4c)\mathbb{Z}} \Delta_d^{-\varepsilon} \left(\frac{4c}{d}\right)e\left(\frac{nd}{4c}\right),
\]

\[
G(n; c) = \sum_{x \in \mathbb{Z}/c\mathbb{Z}} \left(\frac{x}{c}\right)e\left(\frac{nx}{c}\right),
\]

where \( \kappa \equiv 1(\text{mod} \ 2). \) The expressions in (4.4) and (4.5) are referred to as Kloosterman Sums and Gauss Sums (respectively). Observe

\[ a_{\varepsilon,\nu}(n) = ei4^{-\nu-1}\zeta_2(2\nu + 1) \sum_{c \in \mathbb{Z}_{>0}} c^{-\nu-1}K_\varepsilon(-n; 4c). \]
Thus, where\[ \nu \] (4.9)

Since \( K_\nu(n;c) = K_{-\nu}(-n;c) \), it follows that
\[
a_{\epsilon,\nu}(n) = \epsilon i 4^{-\nu-1} \zeta_2(2\nu + 1) \sum_{c \in \mathbb{Z}_{>0}} c^{-\nu-1} C_{-\epsilon}(K_{-1}(\epsilon n; 4c)),
\]
where
\[
C_{\epsilon}(z) = \begin{cases} 1 & \text{if } \epsilon = 1, \\ z & \text{if } \epsilon = -1. \end{cases}
\]

For \( c = 2^k c' \) where \( \gcd(2, c') = 1 \) and \( k \in \mathbb{Z}_{\geq 0} \), it follows from \([13, \text{Lemma 2}]\) that
\[
K_{-1}(n; 4c) = K_{-1}(n; 2^{k+2} c') = K_{-c'}(n \overline{c'}, 2^{k+2}) G(n 2^{k+2}; c'),
\]
where \( c' \) and \( 2^{k+2} \) are integers such that
\[
c' \equiv 1 \pmod{2^{k+2}} \text{ and } 2^{k+2} \equiv 1 \pmod{c'}.
\]

Thus
\[
a_{\epsilon,\nu}(n) = \epsilon i 4^{-\nu-1} \zeta_2(2\nu + 1) \sum_{c \in \mathbb{Z}_{>0}} c^{-\nu-1} C_{-\epsilon}(K_{-1}(\epsilon n; 4c))
\]
\[
= \epsilon i 4^{-\nu-1} \zeta_2(2\nu + 1) \sum_{c' \in \mathbb{Z}_{>0}} \sum_{k \in \mathbb{Z}_{\geq 0}} \left( 2^k c' \right)^{-\nu-1} C_{-\epsilon} \left( K_{-c'}(\epsilon n \overline{c'}, 2^{k+2}) G(\epsilon n 2^{k+2}; c') \right).
\]

In light of the comments following (3.27)\], we know that this series expansion converges uniformly and absolutely for \( \Re(\nu) > 1 \).

The following lemmas give explicit formulas for the Gauss and Kloosterman sums that occur in \([19]\). By utilizing these formulas, we will show in Section 5 that the Fourier coefficients \( a_{\epsilon,\nu}(n) \) can be expressed in terms of Dirichlet \( L \)-functions.

**Lemma 4.1.** Let \( c > 0 \) and odd.

(a) If \( \gcd(n, c) = 1 \) and \( c \) is prime then \( G(n;c) = \left( \frac{n}{c} \right) \Delta_c c^{1/2}. \)

(b) If \( c = pq \) and \( \gcd(p,q) = 1 \) then \( G(n;c) = (-1)^{\frac{\gcd(n,q) - 1}{2}} \frac{(n,q)}{4} G(n;p) G(n;q). \) Consequently, \( \Delta_c G(n;c) \) is multiplicative since \( \Delta_p \Delta_q = (-1)^{\frac{\gcd(n,q) - 1}{2}} \Delta_{pq}. \)

(c) If \( c \) is square-free and \( \gcd(n,c) = 1 \) then \( G(n;c) = \left( \frac{n}{c} \right) \Delta_c c^{1/2}. \)

(d) If \( k \geq 2, p \) is prime, and \( n = p^{\ell} n' \) where \( \gcd(n', p) = 1 \) and \( \ell \in \mathbb{Z}_{>0} \), then
\[
G(n; p^k) = \begin{cases} 0 & \text{if } \ell < k-1 \\ -p^{k-1} & \text{if } \ell = k-1, k \text{ even} \\ \left( \frac{n'}{p} \right) \Delta_p p^{k-1/2} & \text{if } \ell = k-1, k \text{ odd} \\ p^k - p^{k-1} & \text{if } \ell \geq k, k \text{ even} \\ 0 & \text{if } \ell > k, k \text{ odd.} \end{cases}
\]

(e) If \( c \) is not square-free then \( G(1;c) = 0. \)
The results in Lemma 4.1 are well-known and are proved using the usual techniques [1, 12, 15]. Let

(4.10) $\chi_4(c) = \begin{cases} 1 & \text{if } c \equiv 1(\text{mod } 4) \\ -1 & \text{if } c \equiv 3(\text{mod } 4) \\ 0 & \text{otherwise} \end{cases}$ and $\chi_8(c) = \begin{cases} 1 & \text{if } c \equiv 1(\text{mod } 8) \\ 1 & \text{if } c \equiv 3(\text{mod } 8) \\ -1 & \text{if } c \equiv 5(\text{mod } 8) \\ -1 & \text{if } c \equiv 7(\text{mod } 8) \\ 0 & \text{otherwise} \end{cases}$.

Lemma 4.2. Let $c > 0$ and odd.

(a) If $n \equiv 1(\text{mod } 4)$

$$\Delta_c^{-1}K_c(n\overline{c}; 4) = (1 + i)\chi_4(c), \text{ where } \overline{c} \in \mathbb{Z} \text{ such that } \overline{c}\overline{c} \equiv 1(\text{mod } 4),$$

$$\Delta_c^{-1}K_c(n\overline{c}; 8) = 2^{3/2}(1 + i)\chi_8(c), \text{ where } \overline{c} \in \mathbb{Z} \text{ such that } \overline{c}\overline{c} \equiv 1(\text{mod } 8),$$

$$\Delta_c^{-1}K_c(n\overline{c}; 2^{k+2}) = 0, \text{ where } \overline{c} \in \mathbb{Z} \text{ such that } \overline{c}\overline{c} \equiv 1(\text{mod } 2^{k+2}),$$

for $k \geq 2$.

(b) If $n \equiv 3(\text{mod } 4)$ then

$$\Delta_c^{-1}K_c(n\overline{c}; 4) = -(1 + i)\chi_4(c), \text{ where } \overline{c} \in \mathbb{Z} \text{ such that } \overline{c}\overline{c} \equiv 1(\text{mod } 4),$$

$$\Delta_c^{-1}K_c(n\overline{c}; 8) = 0, \text{ where } \overline{c} \in \mathbb{Z} \text{ such that } \overline{c}\overline{c} \equiv 1(\text{mod } 8),$$

$$\Delta_c^{-1}K_c(n\overline{c}; 2^{k+2}) = 0, \text{ where } \overline{c} \in \mathbb{Z} \text{ such that } \overline{c}\overline{c} \equiv 1(\text{mod } 2^{k+2}),$$

for $k \geq 2$.

(c) If $n = 2^ln', \ell > 0$, and $\gcd(n', 2) = 1$, then

$$\Delta_c^{-1}K_c(n\overline{c}; 4) = \begin{cases} (1 + i)\chi_4(c) & \text{if } \ell > 1 \\ -(1 + i)\chi_4(c) & \text{if } \ell = 1, \end{cases}$$

where $\overline{c} \in \mathbb{Z} \text{ such that } \overline{c}\overline{c} \equiv 1(\text{mod } 4),$

$$\Delta_c^{-1}K_c(n\overline{c}; 8) = 0,$$

where $\overline{c} \in \mathbb{Z} \text{ such that } \overline{c}\overline{c} \equiv 1(\text{mod } 8),$

and for $k \geq 2$ and $\overline{c} \in \mathbb{Z} \text{ such that } \overline{c}\overline{c} \equiv 1(\text{mod } 2^{k+2})$, we have:

(1) if $\ell \geq k + 2$ then

$$\Delta_c^{-1}K_c(n\overline{c}; 2^{k+2}) = \begin{cases} (1 + i)2^k\chi_4(c) & \text{if } k \text{ even} \\ 0 & \text{if } k \text{ odd}, \end{cases}$$

(2) if $\ell = k + 1$ then

$$\Delta_c^{-1}K_c(n\overline{c}; 2^{k+2}) = \begin{cases} -(1 + i)2^k\chi_4(c) & \text{if } k \text{ even} \\ 0 & \text{if } k \text{ odd}, \end{cases}$$

(3) if $\ell = k$ then

$$\Delta_c^{-1}K_c(n\overline{c}; 2^{k+2}) = \begin{cases} (1 + i)2^k\chi_4(n'c) & \text{if } k \text{ even} \\ 0 & \text{if } k \text{ odd}, \end{cases}$$
(4) if \( \ell = k - 1 \) then
\[
\Delta_c^{-1} K_{-c}(n\vec{c}; 2^{k+2}) = \begin{cases} 
0 & \text{if } k \text{ even or } n' \equiv 3 \pmod{4} \\
\frac{1 + i\sqrt{2}^{k+1}}{\sqrt{2}} \chi_b(n'c') & \text{if } k \text{ odd and } n' \equiv 1 \pmod{4}, 
\end{cases}
\]

(5) if \( \ell \leq k - 2 \) then
\[
\Delta_c^{-1} K_{-c}(n\vec{c}; 2^{k+2}) = 0.
\]

Proof. Observe that for \( k \geq 0 \) we have

(4.11) \[
\Delta_c^{-1} K_{-c}(n\vec{c}; 2^{k+2}) = \Delta_b^{-1} K_{-b}(m\vec{b}; 2^{k+2})
\]

if \( c \equiv b \pmod{2^{k+2}} \) and \( n \equiv m \pmod{2^{k+2}} \). Thus the evaluation of \( \Delta_c^{-1} K_{-c}(n\vec{c}; 4) \) and \( \Delta_c^{-1} K_{-c}(n\vec{c}; 8) \) in parts (a), (b), and (c) follows from a finite number of computations which are easy to perform. The evaluation of \( \Delta_c^{-1} K_{-c}(n\vec{c}; 2^{k+2}) \) for \( k \geq 2 \) in parts (a) and (b) will follow from our proof of part (c.5).

If \( k \geq 1 \) then

\[
K_{-c}(n\vec{c}; 2^{k+2})
\]

\[
= \sum_{d \equiv 1 \pmod{8}} \Delta_c \left( \frac{2^{k+2}}{d} \right) e \left( \frac{n\vec{c}d}{2^{k+2}} \right) + (-1)^{k_c} \sum_{d \equiv 1 \pmod{16}} \Delta_c \left( \frac{2^{k+2}}{d} \right) e \left( \frac{n\vec{c}d}{2^{k+2}} \right) + (-1)^{k_c} i^c \sum_{d \equiv 5 \pmod{8}} \Delta_c \left( \frac{2^{k+2}}{d} \right) e \left( \frac{n\vec{c}d}{2^{k+2}} \right)
\]

\[
= \sum_{d \equiv 1 \pmod{8}} \Delta_c \left( \frac{2^{k+2}}{d} \right) e \left( \frac{n\vec{c}d}{2^{k+2}} \right) + (-1)^{k_c} \sum_{d \equiv 1 \pmod{8}} \Delta_c \left( \frac{2^{k+2}}{d} \right) e \left( \frac{n\vec{c}(d+2)}{2^{k+2}} \right) + (-1)^{k_c} i^c \sum_{d \equiv 1 \pmod{8}} \Delta_c \left( \frac{2^{k+2}}{d} \right) e \left( \frac{n\vec{c}(d+6)}{2^{k+2}} \right)
\]

\[
= \left( 1 + (-1)^{k_c} i^c \left( \frac{2n\vec{c}}{2^{k+2}} \right) + (-1)^{k_c} i^c \left( \frac{4n\vec{c}}{2^{k+2}} \right) + (-1)^{k_c} i^c \left( \frac{6n\vec{c}}{2^{k+2}} \right) \right)
\]

\[
\cdot \sum_{d \equiv 1 \pmod{8}} \Delta_c \left( \frac{2^{k+2}}{d} \right).
\]
Since we can write \( n = 2^i n' \) where \( \gcd(2, n') = 1 \), this equation can also be written as

\[
K_{-c}(n; 2^{k+2}) = \left( 1 + (-1)^k c \left( \frac{2^{k+1} n'}{2^{k+2}} \right) + (-1)^k c \left( \frac{2^{k+2} n'}{2^{k+2}} \right) + i^c \left( \frac{2^{k+1} + 3n'}{2^{k+2}} \right) \right)
= \sum_{d \equiv 1(\mod 8)} e \left( \frac{n' \bar{d}}{2} \right).
\]

Along with this equation, we shall often use the identity \( \Delta_c^{-1}(1 + i^c) = (1 + i)\chi_4(c) \) in evaluating \( K_{-c}(n; 2^{k+2}) \).

Suppose that \( k \geq 2 \).

- If \( \ell \geq k + 2 \) then by (4.12) we have
  \[
  \Delta_c^{-1} K_{-c}(n; 2^{k+2}) = \Delta_c^{-1}(1 + (-1)^k c + (-1)^k i^c)2^{k-1}
  = \left\{ \begin{array}{ll}
  \Delta_c^{-1}(1 + i^c)2^k & \text{if } k \text{ even} \\
  0 & \text{if } k \text{ odd}
  \end{array} \right.
  = \left\{ \begin{array}{ll}
  (1 + i)2^k \chi_4(c) & \text{if } k \text{ even} \\
  0 & \text{if } k \text{ odd}.
  \end{array} \right.
  \]
  This proves part (c.1).

- If \( \ell = k + 1 \) then by (4.12) we have
  \[
  \Delta_c^{-1} K_{-c}(n; 2^{k+2})
  = \Delta_c^{-1}(1 + (-1)^k c + (-1)^k i^c) \sum_{d \equiv 1(\mod 8)} e \left( \frac{n' \bar{d}}{2} \right)
  = \left\{ \begin{array}{ll}
  -\Delta_c^{-1}(1 + i^c)2^k & \text{if } k \text{ even} \\
  0 & \text{if } k \text{ odd}
  \end{array} \right.
  = \left\{ \begin{array}{ll}
  -(1 + i)2^k \chi_4(c) & \text{if } k \text{ even} \\
  0 & \text{if } k \text{ odd}.
  \end{array} \right.
  \]
  This proves part (c.2).

- If \( \ell = k \) then by (4.12) we have
  \[
  \Delta_c^{-1} K_{-c}(n; 2^{k+2})
  = \Delta_c^{-1}(1 - (-1)^k c + (-1)^k - i^c) \sum_{d \equiv 1(\mod 8)} e \left( \frac{n' \bar{d}}{2} \right).
  \]

Observe

\[
\Delta_c^{-1}(1 - (-1)^k c + (-1)^k - i^c) = \left\{ \begin{array}{ll}
  2(1 - i) & \text{if } k \text{ even} \\
  0 & \text{if } k \text{ odd},
  \end{array} \right.
\]

since \( \Delta_c^{-1}(1 - i^c) = 1 - i \) regardless of the value of \( c \). Also observe

\[
\sum_{d \equiv 1(\mod 8)} e \left( \frac{n' \bar{d}}{4} \right) = \left\{ \begin{array}{ll}
  2^{k-1} i & \text{if } c \equiv n' \equiv 1(\mod 4) \\
  -2^{k-1} i & \text{if } -c \equiv n' \equiv 1(\mod 4) \\
  -2^{k-1} i & \text{if } c \equiv -n' \equiv 1(\mod 4) \\
  2^{k-1} i & \text{if } c \equiv n' \equiv 3(\mod 4)
  \end{array} \right.
= i2^{k-1} \chi_4(n'c).
\]
Thus for $k$ even, 
\[ \Delta_c^{-1} K_{c}(n'c; 2^{k+2}) = (1 + i)2^k \chi_4(n'c). \]

This proves part (c.3)

- If $\ell = k - 1$ then by (4.12) we have 
\[ K_{c}(n'c; 2^{k+2}) = \left(1 + (-1)^{k+1}i\right)2^k \chi_4(n'c) \]

Thus 
\[ K_{c}(n'c; 2^{k+2}) = \begin{cases} 0 & \text{if } k \text{ is even}, \\ 2^k(1 - i^{c+n'c})e\left(\frac{n'c}{8}\right) & \text{if } k \text{ is odd}. \end{cases} \]

If $n'c \equiv 1(\mod 4)$ then 
\[ i^{c+3n'c} = i^{c+3} = -i^{c+1} = -i^{c+n'c}. \]

If $n'c \equiv 3(\mod 4)$ then 
\[ i^{c+3n'c} = i^{c+1} = -i^{c+3} = -i^{c+n'c}. \]

Therefore, regardless of the values of $n'$ and $c$, we have 
\[ 1 + (-1)^k i^{c+n'c} - (-1)^k + i^{c+3n'c} \]
\[ = 1 + (-1)^k i^{c+n'c} - (-1)^k - i^{c+n'c} \]
\[ = \begin{cases} 0 & \text{if } k \text{ even}, \\ 2(1 - i^{c+n'c}) & \text{if } k \text{ odd}. \end{cases} \]

Thus $K_{c}(n'c; 2^{k+2}) = 0$ if $k$ is even, and if $k$ is odd then 
\[ K_{c}(n'c; 2^{k+2}) = 2^k(1 - i^{c+n'c})e\left(\frac{n'c}{8}\right). \]

If $n' \equiv 3(\mod 4)$ then $1 - i^{c+n'c} = 0$, and hence $K_{c}(n'c; 2^{k+2}) = 0$. Thus it remains to evaluate $K_{c}(n'c; 2^{k+2})$ for $n' \equiv 1(\mod 4)$. Towards this end, observe 
\[ (1 - i^{c+n'c})e\left(\frac{n'c}{8}\right) = (1 - i^{c+n'c})e\left(\frac{n'c}{8}\right). \]
if \( c \equiv c' \pmod{8} \) and \( n' \equiv n'' \pmod{8} \). In light of this, we give the following table for values of \( \Delta_{c}^{-1} K_{c}(n, 2^{k+2}) = \Delta_{c}^{-1} 2^{k} (1 - i^{c+n} \gamma) e \left( \frac{n^2}{8} \right) \):

| \( n' \backslash c \) | 1 | 3 | 5 | 7 |
|------------------|---|---|---|---|
| 1                | \( \frac{\sqrt{2}}{2^{k+1}} + i^{2^{k+1}} \) | \( \frac{\sqrt{2}}{2^{k+1}} + i^{2^{k+1}} \) | \( \frac{\sqrt{2}}{2^{k+1}} + i^{2^{k+1}} \) | \( \frac{\sqrt{2}}{2^{k+1}} + i^{2^{k+1}} \) |
| 5                | \( -\frac{\sqrt{2}}{2^{k+1}} + i^{2^{k+1}} \) | \( -\frac{\sqrt{2}}{2^{k+1}} + i^{2^{k+1}} \) | \( -\frac{\sqrt{2}}{2^{k+1}} + i^{2^{k+1}} \) | \( -\frac{\sqrt{2}}{2^{k+1}} + i^{2^{k+1}} \) |

From this we see

\[
\Delta_{c}^{-1} K_{c}(n, 2^{k+2}) = 1 + \frac{i}{\sqrt{2}} 2^{k+1} \chi_{8} (n' c).
\]

This proves part (c.4).

- If \( 0 \leq \ell \leq k - 2 \) then
  \[
  \sum_{d \equiv 1 (mod 2^{k+2})} e \left( \frac{2^{\ell} n' \bar{c} d}{2^{k+2}} \right) = \sum_{d \equiv 1 (mod 2^{k+2})} e \left( \frac{n' \bar{c}}{2^{k-\ell+2}} \right) d.
  \]

If \( \xi = e \left( \frac{n' \bar{c}}{2^{k+2}} \right) \) and \( m \) is an odd integer then since \( 1 \leq k - \ell - 1 \), we have that \( \xi^{8m} \neq 1 \). Furthermore, since

\[
\xi^{8m} \left( \sum_{d \equiv 1 (mod 2^{k+2})} \xi^{md} \left( \sum_{d \equiv 1 (mod 2^{k+2})} \xi^{md} \right) \right) = \sum_{d \equiv 1 (mod 2^{k+2})} \xi^{md} \sum_{d \equiv 1 (mod 2^{k+2})} \xi^{md},
\]

it follows

\[
\sum_{d \equiv 1 (mod 2^{k+2})} e \left( \frac{2^{\ell} n' \bar{c} d}{2^{k+2}} \right) = 0.
\]

Hence by (4.12), we have that \( \Delta_{c}^{-1} K_{c}(n', 2^{k+2}) = 0 \). This proves part (c.5). Since we have allowed for \( \ell = 0 \), we have also proven the remaining statements of parts (a) and (b) for \( k \geq 2 \).

5. The Meromorphic Continuation of Fourier Coefficients

In this section, we further simplify the Fourier coefficients \( a_{\epsilon, \nu}(n) \) (given in (4.9)). By doing so, we shall see that these Fourier coefficients have meromorphic continuation to \( \mathbb{C} \).

Let

\[
G_{r}(\epsilon, n, 2^{k}; \nu) = \left( 1 - \left( \frac{\epsilon n}{2} \right) 2^{-\nu - \frac{1}{2}} \right) \prod_{p \text{ odd prime}} (1 - p^{\nu - 1})^{-1} \cdot \sum_{j \in \mathbb{Z}_{>0}} \chi_{r}(p^{j}) C_{-\epsilon} \left( \Delta_{p^{j}} G(\epsilon, 2^{k}; p^{j}) \right) (p^{j})^{-\nu - 1},
\]

and

\[
L(\nu, \left( \frac{n}{r} \right)) = \sum_{d \in \mathbb{Z}_{>0}} \left( \frac{n}{d} \right) d^{-\nu},
\]

where \( r = 4, 8 \), \( C_{r} \) is defined in (4.6), \( \chi_{r} \) is defined in (4.10), and \( (\cdot) \) is the Kronecker symbol (whose properties are stated in Proposition 3.2). We assume throughout
that \( n \neq 0 \). Recall that \( L(\nu, \left( \frac{\alpha}{\nu} \right)) \) converges for \( \Re(\nu) > 1 \). We will establish the same domain of convergence for \( G_4 \) and \( G_8 \) momentarily. In Proposition 5.2 we will see that \( a_{n, \nu}(n) \) can be expressed in terms of \( G_4, G_8 \), and \( L(\nu, \left( \frac{\alpha}{\nu} \right)) \). Also in Proposition 5.2 we will show that

\[
\sum_{c', s > 0, \text{c' odd}} \chi_r(c')C_{-\epsilon} \left( \Delta_c G(\epsilon n 2^k; c') \right)(c')^{-\nu - 1}
\]

converges absolutely for \( \Re(\nu) > 1 \), where either \( r = 4 \) and \( k \) is even, or \( r = 8 \) and \( k \) is odd. But since we have not yet proved this to be the case, the following lemma is given as a conditional statement.

**Lemma 5.1.** If \((5.3)\) converges absolutely for \( \Re(\nu) > 1 \), then \( G_4 \) and \( G_8 \) converge absolutely for \( \Re(\nu) > 1 \), and

\[
\zeta_2(2\nu + 1) \sum_{c', s > 0, \text{c' odd}} \chi_r(c')C_{-\epsilon} \left( \Delta_c G(\epsilon n 2^k; c') \right)(c')^{-\nu - 1}
\]

\[
= L \left( \nu + \frac{1}{2} \left( \frac{\epsilon n}{\epsilon} \right) \right) G_r(\epsilon, n, 2^k; \nu),
\]

for either \( r = 4 \) and \( k \) even, or \( r = 8 \) and \( k \) odd.

**Proof.** Throughout the proof, suppose \( \Re(\nu) > 1 \). By Lemma 4.1(b), it follows that \( \chi_r(c')C_{-\epsilon} \left( \Delta_c G(\epsilon n 2^k; c') \right) \) is multiplicative. Thus

\[
\zeta_2(2\nu + 1) \sum_{c', s > 0, \text{c' odd}} \chi_r(c')C_{-\epsilon} \left( \Delta_c G(\epsilon n 2^k; c') \right)(c')^{-\nu - 1}
\]

\[
= \zeta_2(2\nu + 1) \prod_{p \text{ odd prime}} \prod_{j \geq 2} \chi_r(p^j)C_{-\epsilon} \left( \Delta_p G(\epsilon n 2^k; p^j) \right)(p^j)^{-\nu - 1}.
\]

By Lemma 4.3(d), if \( p \nmid n \) then \( \chi_r(p^j)C_{-\epsilon} \left( \Delta_p G(\epsilon n 2^k; p^j) \right)(p^j)^{-\nu - 1} = 0 \) for \( j \geq 2 \).

By Lemma 4.1(a) and 4.8, if \( p \nmid n \) then

\[
C_{-\epsilon} \left( \Delta_p G(\epsilon n 2^k; p) \right) p^{-\nu - 1} = C_{-\epsilon} \left( \Delta_p^2 \left( \frac{\epsilon n 2^k}{p} \right) \right) p^{-\nu - \frac{1}{2}}.
\]

Therefore

\[
\zeta_2(2\nu + 1) \sum_{c', s > 0, \text{c' odd}} \chi_r(c')C_{-\epsilon} \left( \Delta_c G(\epsilon n 2^k; c') \right)(c')^{-\nu - 1}
\]

\[
= \zeta_2(2\nu + 1) \prod_{p \text{ odd prime}} \left( 1 + \chi_r(p)C_{-\epsilon} \left( \Delta_p^2 \left( \frac{\epsilon n 2^k}{p} \right) \right) p^{-\nu - \frac{1}{2}} \right)
\]

\[
\cdot \prod_{p \text{ odd prime}} \sum_{j \geq 2} \chi_r(p^j)C_{-\epsilon} \left( \Delta_p G(\epsilon n 2^k; p^j) \right)(p^j)^{-\nu - 1}.
\]
In the case where \( r = 4 \) and \( k \) is even, it follows that \( \chi_4(p)\Delta_p^2 = 1 \) for all odd primes \( p \), and that \( \left( \frac{2^k}{p} \right) = 1 \). Thus by (5.4),

\[
\zeta_2(2\nu + 1) \sum_{c' \in \mathbb{Z}_{>0}} \chi_4(c')C_{-\epsilon} \left( \Delta_{c'} G(\epsilon n 2^k; c') \right) (c')^{-\nu - 1}
= \zeta_2(2\nu + 1) \prod_{p \text{ odd prime}} \left( 1 + \left( \frac{\epsilon n}{p} \right) p^{-\nu - \frac{1}{2}} \right)
\cdot \prod_{p \text{ odd prime}, j \in \mathbb{Z}_{>0}} \chi_4(p^j)C_{-\epsilon} \left( \Delta_{p^j} G(\epsilon n 2^k; p^j) \right) (p^j)^{-\nu - 1}.
\]

Since for \( p \nmid n \),

\[
(5.5) \quad \left( 1 + \left( \frac{\epsilon n}{p} \right) p^{-\nu - \frac{1}{2}} \right) = (1 - p^{-2\nu - 1}) \cdot \left( 1 - \left( \frac{\epsilon n}{p} \right) p^{-\nu - \frac{1}{2}} \right)^{-1},
\]

and since

\[
(5.6) \quad \zeta_2(2\nu + 1) = \prod_{p \text{ odd prime}} (1 - p^{-2\nu - 1})^{-1},
\]

it follows that

\[
\zeta_2(2\nu + 1) \sum_{c' \in \mathbb{Z}_{>0}} \chi_4(c')C_{-\epsilon} \left( \Delta_{c'} G(\epsilon n 2^k; c') \right) (c')^{-\nu - 1}
= \prod_{p \text{ odd prime}} (1 - p^{-2\nu - 1})^{-1} \prod_{p \nmid n} \left( 1 - \left( \frac{\epsilon n}{p} \right) p^{-\nu - \frac{1}{2}} \right)^{-1}
\cdot \prod_{p \text{ odd prime}, j \in \mathbb{Z}_{>0}} \chi_4(p^j)C_{-\epsilon} \left( \Delta_{p^j} G(\epsilon n 2^k; p^j) \right) (p^j)^{-\nu - 1}
= L \left( \nu + \frac{1}{2}, \left( \frac{\epsilon n}{2} \right) \right) \prod_{p \text{ odd prime}} (1 - p^{-2\nu - 1})^{-1}
\cdot \prod_{p \text{ odd prime}, j \in \mathbb{Z}_{>0}} \chi_4(p^j)C_{-\epsilon} \left( \Delta_{p^j} G(\epsilon n 2^k; p^j) \right) (p^j)^{-\nu - 1}.
\]

This proves the formula stated in the lemma for \( r = 4 \) and \( k \) even. We also see that if (5.3) converges absolutely for \( \text{Re}(\nu) > 1 \) then \( \mathcal{G}_4(\epsilon, n, 2^k; \nu) \) converges absolutely for \( \text{Re}(\nu) > 1 \) and \( k \) even.

For the case of \( r = 8 \) and \( k \) odd, observe that \( \chi_8(p)\Delta_p^2 \left( \frac{4k}{p} \right) = \chi_8(p)\Delta_p^2 \left( \frac{2}{p} \right) = 1 \) for all odd primes \( p \); this follows from the fact that \( \left( \frac{2^k}{p} \right) = \left( \frac{2}{p} \right) \) since \( k \) is odd, and the fact that

\[
\left( \frac{2}{p} \right) = \begin{cases} 1 & \text{if } p \equiv 1, 7 \pmod{8} \\ -1 & \text{if } p \equiv 3, 5 \pmod{8} \end{cases}
\]
Thus by (5.4),

\[
\zeta(2\nu + 1) \sum_{c' \in \mathbb{Z}_{>0} \atop c' \text{ odd}} \chi_8(c')C_{-\epsilon}(\Delta_{c'}G(\epsilon n2^k; c'))(c')^{-\nu - 1}
\]

\[
= \zeta(2\nu + 1) \prod_{p \text{ odd prime} \atop p \nmid n} \left(1 + \left(\frac{\epsilon n}{p}\right)p^{-\nu - \frac{1}{2}}\right)
\]

\[
\times \prod_{p \text{ odd prime} \atop p | n} \sum_{k \in \mathbb{Z}_{>0}} \chi_8(p^k)C_{-\epsilon}(\Delta_{p^k}G(\epsilon n2^k; p^k))(p^k)^{-\nu - 1}.
\]

The portion of the proof for \( r = 4 \) and \( k \) even, subsequent to (5.5), can be reapplied to complete the proof for \( r = 8 \) and \( k \) odd. \( \square \)

In (4.9), we showed for \( \text{Re}(\nu) > 1 \),

\[
a_{\epsilon,\nu}(n) = \epsilon i 4^{-\nu - 1} \zeta(2\nu + 1) \sum_{c' \in \mathbb{Z}_{>0} \atop c' \text{ odd}} \sum_{k \in \mathbb{Z}_{>0}} (2^k c')^{-\nu - 1} C_{-\epsilon}(K_{-\epsilon}(en2^k; 2^{k+2})G(\epsilon n2^k; c')),
\]

where \( a_{\epsilon,\nu}(n) \) is the \( n \)-th Fourier coefficient of \( \left( \widetilde{E}_{\epsilon,\nu}^{(\infty)} \right)_0 \). Recall that this series converges absolutely. By utilizing Lemmas 4.2 and 5.1 we are able to prove the following more detailed formulas for \( a_{\epsilon,\nu}(n) \) when \( n \neq 0 \).

**Proposition 5.2.** For \( \text{Re}(\nu) > 1 \), (5.3) converges absolutely. Furthermore, for \( \text{Re}(\nu) > 1 \), we have the following formulas for the Fourier coefficients \( a_{\epsilon,\nu}(n) \) of \( \left( \widetilde{E}_{\epsilon,\nu}^{(\infty)} \right)_0 \):

(a) If \( en \equiv 3 \text{(mod 4)} \) then

\[
a_{\epsilon,\nu}(n) = -(1 + \epsilon i)4^{-\nu - 1}L\left(\nu + \frac{1}{2}, \left(\frac{\epsilon n}{2}\right)\right)\mathcal{G}_4(\epsilon, n, 4; \nu).
\]

(b) If \( en \equiv 1 \text{(mod 4)} \) then

\[
a_{\epsilon,\nu}(n) = (1 + \epsilon i)4^{-\nu - 1}L\left(\nu + \frac{1}{2}, \left(\frac{\epsilon n}{2}\right)\right)\mathcal{G}_4(\epsilon, n, 4; \nu)
\]

\[
+ (1 + \epsilon i)8^{-\nu - \frac{1}{2}}L\left(\nu + \frac{1}{2}, \left(\frac{\epsilon n}{8}\right)\right)\mathcal{G}_8(\epsilon, n, 8; \nu).
\]

(c) If \( n = 2n' \) where \( \gcd(n', 2) = 1 \) then

\[
a_{\epsilon,\nu}(n) = -(1 + \epsilon i)4^{-\nu - 1}L\left(\nu + \frac{1}{2}, \left(\frac{\epsilon n}{2}\right)\right)\mathcal{G}_4(\epsilon, n, 4; \nu).
\]
(d) If \( n = 2^\ell n' \) where \( \ell > 1 \) and \( \gcd(n', 2) = 1 \), then

\[
\begin{align*}
 a_{\epsilon, \nu}(n) &= (1 + \epsilon i) \sum_{k=0}^{\ell-2} \sum_{\substack{c' \in \mathbb{Z}_{\geq 0} \quad k \in \mathbb{Z}_{\geq 0} \quad \nu \text{ even}}} 2^k (2^{k+2})^{-\nu-1} L \left( \nu + \frac{1}{2}, \left( \frac{en}{\nu} \right) \right) G_{4}(\epsilon, n, 2^{k+2}; \nu) \\
- &\delta_{\ell \equiv 1(2)} (1 + \epsilon i) 2^{\ell-1} (2^{\ell+1})^{-\nu-1} L \left( \nu + \frac{1}{2}, \left( \frac{en}{\nu} \right) \right) G_{4}(\epsilon, n, 2^{\ell+1}; \nu) \\
+ &\delta_{\ell \equiv 0(2)} (1 + \epsilon i) 2^{\ell} (2^{\ell+2})^{-\nu-1} \chi_{4}(en') L \left( \nu + \frac{1}{2}, \left( \frac{en}{\nu} \right) \right) G_{4}(\epsilon, n, 2^{\ell+2}; \nu) \\
+ &\delta_{\ell \equiv 0(2)} \delta_{n' \equiv 1(4)} (1 + \epsilon i) 2^{\ell+4} (2^{\ell+3})^{-\nu-1} \chi_{8}(en') L \left( \nu + \frac{1}{2}, \left( \frac{en}{\nu} \right) \right) \\
&\cdot G_{8}(\epsilon, n, 2^{\ell+3}; \nu),
\end{align*}
\]

where \( \delta_{\ell \equiv (m)} = \begin{cases} 1 & \text{if } \ell \equiv j \text{ (mod } m) \text{,} \\ 0 & \text{otherwise,} \end{cases} \) for \( j, \ell, m \in \mathbb{Z} \).

**Proof.** Suppose \( en \equiv 3 \text{ (mod } 4) \). By (4.9) and Lemma 4.2(b),

\[
a_{\epsilon, \nu}(n) = \epsilon i 4^{-\nu-1} \zeta_{2}(2\nu + 1) \sum_{c' \in \mathbb{Z}_{\geq 0}} \sum_{\substack{c' \in \mathbb{Z}_{\geq 0} \quad \nu \text{ odd}}} (2^{k}c')^{-\nu-1} \\
\cdot C_{-\epsilon} \left( \Delta_{c'}^{-1} K_{-c'}(en\bar{c}; 2^{k+2}) \Delta_{\epsilon} G(en2^{k+2}; c') \right) \\
= \epsilon i 4^{-\nu-1} \zeta_{2}(2\nu + 1) \sum_{c' \in \mathbb{Z}_{\geq 0}} \sum_{\substack{c' \in \mathbb{Z}_{\geq 0} \quad \nu \text{ odd}}} (c')^{-\nu-1} C_{-\epsilon} \left( \Delta_{c'}^{-1} K_{-c'}(en\bar{c}; 4) \Delta_{\epsilon} G(en4; c') \right) \\
= \epsilon i 4^{-\nu-1} \zeta_{2}(2\nu + 1) \sum_{c' \in \mathbb{Z}_{\geq 0}} \sum_{\substack{c' \in \mathbb{Z}_{\geq 0} \quad \nu \text{ odd}}} (c')^{-\nu-1} C_{-\epsilon} \left( \Delta_{c'} G(en4; c') \right) \\
= \epsilon i 4^{-\nu-1} \zeta_{2}(2\nu + 1) \sum_{c' \in \mathbb{Z}_{\geq 0}} \sum_{\substack{c' \in \mathbb{Z}_{\geq 0} \quad \nu \text{ odd}}} (c')^{-\nu-1} \left( 1 + \epsilon i \right) \chi_{4}(c') C_{-\epsilon} \left( \Delta_{c'} G(en4; c') \right) \\
= \epsilon i 4^{-\nu-1} \zeta_{2}(2\nu + 1) \sum_{c' \in \mathbb{Z}_{\geq 0}} \sum_{\substack{c' \in \mathbb{Z}_{\geq 0} \quad \nu \text{ odd}}} \chi_{4}(c') C_{-\epsilon} \left( \Delta_{c'} G(en4; c') \right) (c')^{-\nu-1}.
\]

We now see that \( a_{\epsilon, \nu}(n) \) has a series of the form (5.3). Since \( a_{\epsilon, \nu}(n) \) converges absolutely for \( \text{Re}(\nu) > 1 \), this series of the form (5.3) must also converge absolutely for \( \text{Re}(\nu) > 1 \). Part (a) then follows from Lemma 5.1.

Suppose \( en \equiv 1 \text{ (mod } 4) \). By (4.9) and Lemma 4.2(a),

\[
a_{\epsilon, \nu}(n) = \epsilon i 4^{-\nu-1} \zeta_{2}(2\nu + 1) \sum_{c' \in \mathbb{Z}_{\geq 0}} \sum_{\substack{c' \in \mathbb{Z}_{\geq 0} \quad \nu \text{ odd}}} (2^{k}c')^{-\nu-1} C_{-\epsilon} \left( \Delta_{c'}^{-1} K_{-c'}(en\bar{c}; 4) \Delta_{\epsilon} G(en4; c') \right) \\
+ \epsilon i 4^{-\nu-1} \zeta_{2}(2\nu + 1) \sum_{c' \in \mathbb{Z}_{\geq 0}} \sum_{\substack{c' \in \mathbb{Z}_{\geq 0} \quad \nu \text{ odd}}} (2^{k}c')^{-\nu-1} C_{-\epsilon} \left( \Delta_{c'}^{-1} K_{-c'}(en\bar{c}; 8) \Delta_{\epsilon} G(en8; c') \right),
\]
\[
\begin{align*}
&=\epsilon i 4^{-\nu-1} \zeta_2(2\nu + 1) \sum_{c' \in \mathbb{Z}_{>0} \atop c' \text{ odd}} (c')^{-\nu-1} C_{-\nu}((1 + i) \chi_4(c')) C_{-\nu}(\Delta_{\nu} G(en\overline{4}; c')) \\
&\quad + \epsilon i 4^{-\nu-1} \zeta_2(2\nu + 1) \sum_{c' \in \mathbb{Z}_{>0} \atop c' \text{ odd}} (2c')^{-\nu-1} C_{-\nu}\left(2^{\frac{1}{2}}(1 + i) \chi_8(c')\right) C_{-\nu}(\Delta_{\nu} G(en\overline{8}; c')) \\
&= \epsilon i 4^{-\nu-1} \zeta_2(2\nu + 1) \sum_{c' \in \mathbb{Z}_{>0} \atop c' \text{ odd}} (c')^{-\nu-1} (1 - \epsilon i) \chi_4(c') C_{-\nu}(\Delta_{\nu} G(en\overline{4}; c')) \\
&\quad + \epsilon i 4^{-\nu-1} \zeta_2(2\nu + 1) \sum_{c' \in \mathbb{Z}_{>0} \atop c' \text{ odd}} (2c')^{-\nu-1} 2^{\frac{1}{2}} (1 - \epsilon i) \chi_8(c') C_{-\nu}(\Delta_{\nu} G(en\overline{8}; c')) \\
&= (1 + \epsilon i) 4^{-\nu-1} \zeta_2(2\nu + 1) \sum_{c' \in \mathbb{Z}_{>0} \atop c' \text{ odd}} \chi_4(c') C_{-\nu}(\Delta_{\nu} G(en\overline{4}; c')) (c')^{-\nu-1} \\
&\quad + (1 + \epsilon i) 2^{\frac{1}{2}} 8^{-\nu-1} \zeta_2(2\nu + 1) \sum_{c' \in \mathbb{Z}_{>0} \atop c' \text{ odd}} \chi_8(c') C_{-\nu}(\Delta_{\nu} G(en\overline{8}; c')) (c')^{-\nu-1}.
\end{align*}
\]

Once again, we see that \(a_{\epsilon, \nu}(n)\) contains series of the form \((5.3)\). Since \(a_{\epsilon, \nu}(n)\) converges absolutely for \(\text{Re}(\nu) > 1\), it follows then that these series of the form \((5.3)\) must also converge absolutely for \(\text{Re}(\nu) > 1\). Part (b) then follows from Lemma \([5.1]\).

Suppose \(n = 2n'\) with \(\gcd(n', 2) = 1\). By \([4.9]\) and Lemma \([4.2\ c]\),

\[
a_{\epsilon, \nu}(n) = \epsilon i 4^{-\nu-1} \zeta_2(2\nu + 1) \sum_{c' \in \mathbb{Z}_{>0} \atop c' \text{ odd}} (c')^{-\nu-1} C_{-\nu}(\Delta_{\nu}^{-1} K_{-\nu}(en\overline{4}; 4) \Delta_{\nu} G(en\overline{4}; c'))
\]

\[
= \epsilon i 4^{-\nu-1} \zeta_2(2\nu + 1) \sum_{c' \in \mathbb{Z}_{>0} \atop c' \text{ odd}} (c')^{-\nu-1} C_{-\nu}((-1 - i) \chi_4(c')) C_{-\nu}(\Delta_{\nu} G(en\overline{4}; c'))
\]

\[
= -(1 + \epsilon i) 4^{-\nu-1} \zeta_2(2\nu + 1) \sum_{c' \in \mathbb{Z}_{>0} \atop c' \text{ odd}} \chi_4(c') C_{-\nu}(\Delta_{\nu} G(en\overline{4}; c')) (c')^{-\nu-1}.
\]

As was the case with parts (a) and (b), \(a_{\epsilon, \nu}(n)\) consists of a series of the form \((5.3)\). Since \(a_{\epsilon, \nu}(n)\) converges absolutely for \(\text{Re}(\nu) > 1\), it follows then that this series of the form \((5.3)\) must also converge absolutely for \(\text{Re}(\nu) > 1\). Part (c) then follows from Lemma \([5.1]\).

Suppose \(n = 2^\ell n'\) with \(\gcd(n', 2) = 1\) and \(\ell > 1\). By \([4.9]\) and Lemma \([4.2\ c]\),

\[
a_{\epsilon, \nu}(n) = \epsilon i 4^{-\nu-1} \zeta_2(2\nu + 1) \sum_{c' \in \mathbb{Z}_{>0} \atop c' \text{ odd}} \sum_{k \in \mathbb{Z}_{>0}} (2^k c')^{-\nu-1}
\]

\[
\cdot C_{-\nu}(\Delta_{\nu}^{-1} K_{-\nu}(en\overline{4}; 2^k+2) \Delta_{\nu} G(en2^{k+2}; c')).
\]
\[
= i 4^{-\nu - 1} \zeta_2(2\nu + 1) \sum_{c' \in \mathbb{Z}_{>0}} (c')^{-\nu - 1} C_{-\nu}((1 + i)\chi_4(c')) C_{-\nu}(\Delta_{\nu} G(en\bar{\nu}; c')) \\
+ i 4^{-\nu - 1} \zeta_2(2\nu + 1) \sum_{c' \in \mathbb{Z}_{>0}} \sum_{k=2}^{\ell - 2} (2^k c')^{-\nu - 1} C_{-\nu}((1 + i)\chi_4(c')2^k) \\
\cdot C_{-\nu}(\Delta_{\nu} G(en2^{k+2}; c')) \\
+ \delta_{t=1(2)} i 4^{-\nu - 1} \zeta_2(2\nu + 1) \sum_{c' \in \mathbb{Z}_{>0}} (2^{\ell - 1} c')^{-\nu - 1} C_{-\nu}((-1 - i)\chi_4(c')2^{\ell - 1}) \\
\cdot C_{-\nu}(\Delta_{\nu} G(en2^{2^{\ell + 2}}; c')) \\
+ \delta_{t=0(2)} \delta_n = 1(4) i 4^{-\nu - 1} \zeta_2(2\nu + 1) \sum_{c' \in \mathbb{Z}_{>0}} (2^{\ell + 1} c')^{-\nu - 1} \\
\cdot C_{-\nu}(\Delta_{\nu} G(en2^{2^{\ell + 2}}; c')) \\
= (1 + i) 4^{-\nu - 1} \zeta_2(2\nu + 1) \sum_{c' \in \mathbb{Z}_{>0}} \chi_4(c') C_{-\nu}(\Delta_{\nu} G(en\bar{\nu}; c')) (c')^{-\nu - 1} \\
+ (1 + i) \sum_{k=2}^{\ell - 2} 2^k (2^k + 1)^{-\nu - 1} \zeta_2(2\nu + 1) \\
\cdot \sum_{c' \in \mathbb{Z}_{>0}} \chi_4(c') C_{-\nu}(\Delta_{\nu} G(en2^k; c')) (c')^{-\nu - 1} \\
- \delta_{t=1(2)} (1 + i) 2^{\ell - 1} (2^{\ell + 1})^{-\nu - 1} \zeta_2(2\nu + 1) \\
\cdot \sum_{c' \in \mathbb{Z}_{>0}} \chi_4(c') C_{-\nu}(\Delta_{\nu} G(en2^{2^\ell}; c')) (c')^{-\nu - 1} \\
+ \delta_{t=0(2)} (1 + i) 2^2 (2^2)^{-\nu - 1} \chi_4(en') \zeta_2(2\nu + 1) \\
\cdot \sum_{c' \in \mathbb{Z}_{>0}} \chi_4(c') C_{-\nu}(\Delta_{\nu} G(en2^2; c')) (c')^{-\nu - 1} \\
+ \delta_{t=0(2)} \delta_n = 1(4) \frac{1 + i}{\sqrt{2}} 2^{\ell + 2} (2^{\ell + 3})^{-\nu - 1} \chi_4(en') \zeta_2(2\nu + 1) \\
\cdot \sum_{c' \in \mathbb{Z}_{>0}} \chi_8(c') C_{-\nu}(\Delta_{\nu} G(en2^2; c')) (c')^{-\nu - 1}.
\]

Notice that \(a_{\nu, \nu}(n)\) has several series of the form \((5.3)\). Since \(a_{\nu, \nu}(n)\) converges absolutely for \(\text{Re}(\nu) > 1\), it follows then that these series of the form \((5.3)\) must also converge absolutely for \(\text{Re}(\nu) > 1\). Part (d) then follows from Lemma 5.1. \(\square\)
For $n \neq 0$, we wish to show that $a_{\epsilon, \nu}(n)$ has a meromorphic continuation to $\mathbb{C}$. Proposition 5.2 does not show this as yet, since $G_r(\epsilon, n, 2^{k+2}; \nu)$, for $r = 4, 8$, is not seen from its definition (given in (5.1)) to have meromorphic continuation. In what follows, we will analyze the product $L(\nu + \frac{1}{2}, (\frac{en}{\cdot}))G_r(\epsilon, n, 2k+2; \nu)$ for even $k$ when $r = 4$ and for odd $k$ when $r = 8$. We will find that such products have meromorphic continuation, and therefore by Proposition 5.2, we will have that $a_{\epsilon, \nu}(n)$ has a meromorphic continuation to $\mathbb{C}$ for $n \neq 0$.

To begin, we write

(5.7) \quad en = st \quad \text{where} \quad s = \prod_{\substack{p \text{ prime} \mid n \text{ even}}} p^{\sigma} \quad \text{and} \quad t = \epsilon \text{sgn}(n) \prod_{\substack{p \text{ prime} \mid n \text{ odd}}} p^{\sigma}.

For $\text{Re}(\nu) > 1$,

\[
L\left(\nu + \frac{1}{2}, (\frac{t}{\cdot})\right) = \prod_{p \mid s} \left(1 - \left(\frac{t}{p}\right)p^{-\nu - \frac{1}{2}}\right)^{-1} = \prod_{p \mid s} \left(1 - \left(\frac{t}{p}\right)p^{-\nu - \frac{1}{2}}\right) \prod_{p \mid s} \left(1 - \left(\frac{t}{p}\right)p^{-\nu - \frac{1}{2}}\right)^{-1} = \prod_{p \mid s} \left(1 - \left(\frac{t}{p}\right)p^{-\nu - \frac{1}{2}}\right) L\left(\nu + \frac{1}{2}, (\frac{en}{\cdot})\right),
\]

since $\left(\frac{en}{p}\right) = 0$ for $p \mid s$ and $\left(\frac{en}{p}\right) = \left(\frac{n}{p}\right) = \left(\frac{t}{p}\right)$ for $p \not| s$. Thus

(5.8) \quad L\left(\nu + \frac{1}{2}, (\frac{en}{\cdot})\right) = \prod_{p \mid s} \left(1 - \left(\frac{t}{p}\right)p^{-\nu - \frac{1}{2}}\right) L\left(\nu + \frac{1}{2}, (\frac{t}{\cdot})\right).

Therefore by 5.8 and 5.1,

(5.9) \quad L\left(\nu + \frac{1}{2}, (\frac{en}{\cdot})\right)G_r(\epsilon, n, 2k; \nu) = p_{2, en} \cdot \left(1 - \left(\frac{en}{2}\right)2^{-\nu - \frac{1}{2}}\right) L\left(\nu + \frac{1}{2}, (\frac{t}{\cdot})\right) \prod_{p \mid s} \left(1 - \left(\frac{t}{p}\right)p^{-\nu - \frac{1}{2}}\right)

\cdot \left(\prod_{p \mid s} \left(1 - p^{-2\nu - 1}\right)^{-1} \sum_{j \in \mathbb{Z}_{\geq 0}} \chi_r(p^j)\mathcal{C}_{-\epsilon}(\Delta_{p^j} G(en2^{k}; p^j))(p^j)^{-\nu - 1}\right),

where $r = 4, 8$ and

(5.10) \quad p_{2, en} = \begin{cases} \left(1 - \left(\frac{s}{2}\right)2^{-\nu - \frac{1}{2}}\right) & \text{if } 2|s, \\ 1 & \text{otherwise,} \end{cases}
with $s$ and $t$ as defined in (5.7). Since

$$
(5.11) \quad \left(1 - \left(\frac{t}{p}\right)p^{-\nu + \frac{1}{2}}\right)\left(1 + \left(\frac{t}{p}\right)p^{-\nu + \frac{1}{2}}\right) = 1 - p^{-2\nu - 1}
$$

it follows from (5.9) that

$$
(5.12)
$$

$$
L\left(\nu + \frac{1}{2}, \left(\frac{en}{2}\right)\right)G_r(\epsilon, n, 2^k; \nu)
$$

$$
= p_{2,\epsilon n} \cdot \left(1 - \left(\frac{en}{2}\right)2^{-\nu + \frac{1}{2}}\right)L\left(\nu + \frac{1}{2}, \left(\frac{t}{p}\right)\right)
$$

$$
\cdot \left(\prod_{\substack{p \text{ odd prime} \\mid s}} \left(1 - \left(\frac{t}{p}\right)p^{-\nu + \frac{1}{2}}\right) \sum_{j \in \mathbb{Z}_{\geq 0}} \chi_r(p^j)C_{-\epsilon}\left(\Delta_{p^j}G(en2^k; p^j)\right)(p^j)^{\nu - 1}\right)
$$

$$
\cdot \left(\prod_{\substack{p \text{ odd prime} \\mid t}} \left(1 - p^{-2\nu - 1}\right)^{-1} \sum_{j \in \mathbb{Z}_{\geq 0}} \chi_r(p^j)C_{-\epsilon}\left(\Delta_{p^j}G(en2^k; p^j)\right)(p^j)^{\nu - 1}\right)
$$

$$
= p_{2,\epsilon n} \cdot \left(1 - \left(\frac{en}{2}\right)2^{-\nu + \frac{1}{2}}\right)L\left(\nu + \frac{1}{2}, \left(\frac{t}{p}\right)\right)
$$

$$
\cdot \left(\prod_{\substack{p \text{ odd prime} \\mid s}} \left(1 + \left(\frac{t}{p}\right)p^{-\nu + \frac{1}{2}}\right)^{-1} \sum_{j \in \mathbb{Z}_{\geq 0}} \chi_r(p^j)C_{-\epsilon}\left(\Delta_{p^j}G(en2^k; p^j)\right)(p^j)^{\nu - 1}\right)
$$

$$
\cdot \left(\prod_{\substack{p \text{ odd prime} \\mid t}} \left(1 - p^{-2\nu - 1}\right)^{-1} \sum_{j \in \mathbb{Z}_{\geq 0}} \chi_r(p^j)C_{-\epsilon}\left(\Delta_{p^j}G(en2^k; p^j)\right)(p^j)^{\nu - 1}\right).
$$

The following lemma allows us to further simplify (5.12).

**Lemma 5.3.** Suppose $\text{Re}(\nu) > 1$, $n \neq 0$, and $\epsilon = \pm 1$, with $en = st$ as in (5.7).

(a) If $p$ is an odd prime such that $p^e \mid t$, $e \in \mathbb{Z}_{\geq 0}$, then

$$
\sum_{j \in \mathbb{Z}_{\geq 0}} \chi_r(p^j)C_{-\epsilon}\left(\Delta_{p^j}G(en2^k; p^j)\right)(p^j)^{\nu - 1} = \left(1 - p^{-2\nu - 1}\right)\sum_{\substack{j = 0 \\text{even}}}^{\epsilon - 1} p^{-j\nu},
$$

where $r = 4, 8$. 
(b) Let $p$ be an odd prime such that $p^e \mid s$, $e \in \mathbb{Z}_{>0}$. If $r = 4$ and $k$ is even, or if $r = 8$ and $k$ is odd, then

$$
\sum_{j \in \mathbb{Z}_{\geq 0}} \chi_r(p^j) C_{-e} \left( \Delta_{p^j} G \left( en^{2k}; p^j \right) \right) (p^j)^{-\nu - 1}
$$

$$
= \left( 1 + \left( \frac{1}{p} \right) p^{-\nu - \frac{1}{2}} \right) \left( 1 - \left( \frac{1}{p} \right) p^{-\nu - \frac{1}{2}} \right) \sum_{j=0}^{e-2} p^{-j\nu} + p^{-e\nu}.
$$

Proof. First we prove part (a). Since $p^e \mid t$, by (5.7), we know that $e$ is odd. Also by (5.7), we have that $en = p^e n''$ for some $n'' \in \mathbb{Z}$ such that $\gcd(n'', p) = 1$. Since $p$ is an odd prime and since $2k$ is an even integer, we also have that $en^{2k} = p^e n'$ for some $n' \in \mathbb{Z}$ such that $\gcd(n', p) = 1$. Thus by Lemma 4.1(d),

$$
\sum_{j \in \mathbb{Z}_{\geq 0}} \chi_r(p^j) C_{-e} \left( \Delta_{p^j} G \left( en^{2k}; p^j \right) \right) (p^j)^{-\nu - 1}
$$

$$
= \sum_{j=0}^{e-1} \chi_r(p^j) C_{-e} \left( \Delta_{p^j} G \left( en^{2k}; p^j \right) \right) (p^j)^{-\nu - 1}
$$

$$
+ \chi_r(p^{e+1}) C_{-e} \left( \Delta_{p^{e+1}} G \left( en^{2k}; p^{e+1} \right) \right) (p^{e+1})^{-\nu - 1}
$$

$$
= 1 + \sum_{j=2}^{e-1} (p^j - p^{j-1})(p^j)^{-\nu - 1} - p^e(p^{e+1})^{-\nu - 1}.
$$

In the last equality, we also used the fact that $p^j \equiv 1 \text{(mod } 8) \text{ for } j \text{ even}$, hence $\chi_r(p^j) = 1$ for $j$ even. Further simplifications show that

$$
\sum_{j \in \mathbb{Z}_{\geq 0}} \chi_r(p^j) C_{-e} \left( \Delta_{p^j} G \left( en^{2k}; p^j \right) \right) (p^j)^{-\nu - 1}
$$

$$
= 1 + \sum_{j=2}^{e-1} (p^{-j\nu} - p^{-(j-1)\nu}) - p^{-2\nu - 1}
$$

$$
= 1 - p^{-2\nu - 1} + \sum_{j=2}^{e-3} (p^{-j\nu} - p^{-(j+2)\nu - 1}) + p^{-2\nu} - p^{-2\nu - 1}
$$

$$
= (1 - p^{-2\nu}) + (1 - p^{-2\nu - 1}) \sum_{j=2}^{e-3} p^{-j\nu} + (1 - p^{-2\nu - 1}) p^{-2\nu}
$$

$$
= (1 - p^{-2\nu}) \sum_{j=0}^{e-1} p^{-j\nu}.
$$

This proves part (a).

Next we prove part (b). Since $p^e \mid s$, by (5.7), we know that $e$ is even. Thus, as we argued for in part (a), we have that $en^{2k} = p^e n'$ for some $n' \in \mathbb{Z}$ such that
\text{gcd}(n', p) = 1$. Therefore by Lemma 4.1(d),
\[
\sum_{j \in \mathbb{Z}_{\geq 0}} \chi_r(p^j)C_{-\epsilon} \left( \Delta_{p^j} G(en2^k; p^j) \right) (p^j)^{-\nu-1} = \\
\sum_{j=0}^{e} \chi_r(p^j)C_{-\epsilon} \left( \Delta_{p^j} G(en2^k; p^j) \right) (p^j)^{-\nu-1} \\
+ \chi_r(p^{e+1})C_{-\epsilon} \left( \Delta_{p^{e+1}} G(en2^k; p^{e+1}) \right) (p^{e+1})^{-\nu-1} = 1 + \sum_{j=2}^{e} (p^j - p^{j-1})(p^j)^{-\nu-1} \\
+ \chi_r(p^{e+1})C_{-\epsilon} \left( \Delta_{p^{e+1}} \left( \frac{2kq'}{p} \right) \Delta_{p^{e+1}} \right) (p^{e+1})^{-\nu-1}.
\]

For \( r = 4 \) and \( k \) even, \( \chi_r(p^{e+1})\Delta_{p^{e+1}} \Delta_p = 1 \) for all odd primes \( p \) and \( \left( \frac{q'}{p} \right) = 1 \).

For \( r = 8 \) and \( k \) odd, \( \left( \frac{2k}{p} \right) = \left( \frac{2}{p} \right) \) and \( \chi_r(p^{e+1})\Delta_{p^{e+1}} \left( \frac{2}{p} \right) \Delta_p = 1 \) for all odd primes \( p \).

Thus for \( r = 4 \) and \( k \) even, or \( r = 8 \) and \( k \) odd,
\[
\sum_{j \in \mathbb{Z}_{\geq 0}} \chi_r(p^j)C_{-\epsilon} \left( \Delta_{p^j} G(en2^k; p^j) \right) (p^j)^{-\nu-1} = 1 + \sum_{j=2}^{e} (p^j - p^{j-1})(p^j)^{-\nu-1} + \left( \frac{n'}{p} \right) p^{(e+1)\nu+\frac{1}{2}} \\
= 1 + \sum_{j=2}^{e} (p^{-j\nu} - p^{-(j-1)\nu-1}) + \left( \frac{n'}{p} \right) p^{-(e+1)\nu-\frac{1}{2}} \\
= 1 - p^{-2\nu-1} + \sum_{j=2}^{e-2} (p^{-j\nu} - p^{-(j+1)\nu-1}) + p^{-e\nu} + \left( \frac{n'}{p} \right) p^{-(e+1)\nu-\frac{1}{2}} \\
= (1 - p^{-2\nu-1}) \sum_{j=0}^{e-2} p^{-j\nu} + p^{-e\nu} \left( 1 + \left( \frac{n'}{p} \right) p^{-\nu-\frac{1}{2}} \right) \\
= \left( 1 + \left( \frac{n'}{p} \right) p^{-\nu-\frac{1}{2}} \right) \left( 1 - \left( \frac{n'}{p} \right) p^{-\nu-\frac{1}{2}} \right) \sum_{j=0}^{e-2} p^{-j\nu} + p^{-e\nu}.
\]

Part (b) now follows since \( \left( \frac{n'}{p} \right) = \left( \frac{2}{p} \right) \).

Let
\[(5.13) \quad \mathcal{L}(en, \nu) = L \left( \nu + \frac{1}{2}, \left( \frac{m}{\nu} \right) \right) G_r(\epsilon, n, 2^k; \nu),\]
where \( r = 4 \) and \( k \) is even, or \( r = 8 \) and \( k \) is odd. Notice that in our notation for \( \mathcal{L}(en, \nu) \) we fail to account for \( r \) and \( k \). This is justified since by Lemma 5.3 and
we have that
\begin{equation}
\mathcal{L}(en, \nu)
= p_{2,en} \cdot \left( 1 - \left( \frac{en}{2} \right) 2^{-\nu - \frac{1}{2}} \right) L\left( \nu + \frac{1}{2}, \left( \frac{t}{p} \right) \right) \prod_{\substack{p \text{ odd prime} \\
\ell || t, e > 0}} \left( 1 - \left( \frac{f}{p} \right) p^{-\nu - \frac{1}{2}} \right) \sum_{j=0}^{e-2} p^{-j\nu} \sum_{j \text{ even}} p^{-ev},
\end{equation}
for Re(\nu) > 1 (recall that \( p_{2,en} \) is defined in (5.10) and \( s \) and \( t \) are defined in (5.7)).
Observe that (5.14) is the product of a Dirichlet polynomial and the Dirichlet \( L \)-function \( L(\nu + \frac{1}{2}, \left( \frac{t}{p} \right)) \). If \( t \neq 1 \) then \( L(\nu + \frac{1}{2}, \left( \frac{t}{p} \right)) \) has holomorphic continuation to all of \( \mathbb{C} \). If \( t = 1 \) then \( L(\nu + \frac{1}{2}, \left( \frac{t}{p} \right)) \) has holomorphic continuation to all of \( \mathbb{C} \) except for a simple pole \( \nu = \frac{1}{2} \). Therefore, by Proposition 5.2 we see that for \( n \neq 0 \), \( a_{e,\nu}(n) \) has holomorphic continuation to all of \( \mathbb{C} \) except for a simple pole at \( \nu = \frac{1}{2} \) if \( en \) is a square. We record this result along with explicit formulas for \( a_{e,\nu}(n) \) in the following theorem.

**Theorem 5.4.** The Fourier coefficients \( a_{e,\nu}(n) \) for \( n \neq 0 \) have holomorphic continuation to \( \mathbb{C} \) except for a simple pole at \( \nu = \frac{1}{2} \) when \( en \) is a square. Furthermore, \( a_{e,\nu}(n) = \epsilon_{e,\nu}(n) \mathcal{L}(en; \nu) \) where \( \epsilon_{e,\nu}(n) \) is defined accordingly:

- If \( en \equiv 3(\text{mod } 4) \) or \( n = 2n' \) where \( \gcd(n', 2) = 1 \) then
  \[ a_{e,\nu}(n) = -(1 + ei)4^{-\nu-1}. \]
- If \( en \equiv 1(\text{mod } 4) \) then
  \[ \epsilon_{e,\nu}(n) = (1 + ei)\left(4^{-\nu-1} + 8^{-\nu-\frac{1}{2}}\right). \]
- If \( n = 2^\ell n' \) where \( \ell > 1 \) and \( \gcd(n', 2) = 1 \), then
  \[ a_{e,\nu}(n) = (1 + ei)\left(\sum_{k=0}^{\ell-2} 2^k (2k+2)^{\nu-1} - \delta_{\ell \equiv 1(2)} 2^{\ell-1} (2^\ell + 1)^{-\nu-1}
  + \delta_{\ell \equiv 0(2)} \chi_4(en') 2^\ell (2^{\ell+2})^{-\nu-1}
  + \delta_{\ell \equiv 0(2)} \delta_{n' \equiv 1(4)} \chi_8(en') 2^{\ell+\frac{3}{2}} (2^{\ell+3})^{-\nu-1}\right) \]
where \( \delta_{\ell \equiv j(m)} = \begin{cases} 1 & \text{ if } \ell \equiv j(\text{mod } m), \text{ for } j, \ell, m \in \mathbb{Z}. \\ 0 & \text{ otherwise,} \end{cases} \)

In the following proposition we obtain a formula for the Fourier coefficient \( a_{e,\nu}(0) \). This formula shows that \( a_{e,\nu}(0) \) also has a holomorphic continuation to all of \( \mathbb{C} \) except for a pole at \( \nu = \frac{1}{2} \). This formula for \( a_{e,\nu}(0) \) will play a vital role in establishing a functional equation for metaplectic Eisenstein distributions in Section 9.
Proposition 5.5. For \( \text{Re}(\nu) > 1 \),
\[
a_{\epsilon,\nu}(0) = (1 + \epsilon i)2^{-2\nu - 2}\zeta(2\nu).
\]

Proof. By (4.9) and (4.4),
\[
a_{\epsilon,\nu}(0) = \epsilon i 4^{-\nu - 1}\zeta(2\nu + 1) \sum_{c \in \mathbb{Z}_{>0}} e^{-\nu - 1}C_{-\epsilon}(K_{-1}(0; 4c))
\]

\[
= \epsilon i 4^{-\nu - 1}\zeta(2\nu + 1) \sum_{c \in \mathbb{Z}_{>0}} e^{-\nu - 1}C_{-\epsilon}\left(\sum_{d \in \mathbb{Z}/4c\mathbb{Z}} \Delta_d \left(\frac{4c}{d}\right)\right).
\]

If \( c \) is a square then
\[
\sum_{d \in \mathbb{Z}/4c\mathbb{Z}} \Delta_d \left(\frac{4c}{d}\right) = \sum_{\substack{d \in \mathbb{Z}/4c\mathbb{Z} \\ d \text{ odd} \atop \gcd(c, d) = 1}} \Delta_d = \frac{1 + i}{2} \phi(4c),
\]
where \( \phi \) is the Euler totient function. If \( c \) is not a square then we can select \( d'' \in (\mathbb{Z}/4c\mathbb{Z})^* \) such that \( \left(\frac{4c}{d''}\phi\right) = -1 \). This follows from the law of quadratic reciprocity (Proposition 5.2) and [12, Theorem 5.2.3]. Notice that \( d'' \equiv \pm 1 \pmod{4} \).

If \( d'' \equiv -1 \pmod{4} \) then \( \left(\frac{4c}{d''}\right) = -1 \). Thus we can always find \( d' \in (\mathbb{Z}/4c\mathbb{Z})^* \) such that \( d' \equiv 1 \pmod{4} \) and \( \left(\frac{4c}{d'}\right) = -1 \). Since
\[
\left(\frac{4c}{d'}\right) \sum_{d \equiv 1(4)} \left(\frac{4c}{d}\right) = \sum_{d \equiv 1(4)} \left(\frac{4c}{d}\right) \quad \text{it follows that} \quad \sum_{d \equiv 1(4)} \left(\frac{4c}{d}\right) = 0.
\]

By the same argument, it also follows that
\[
\sum_{d \equiv 3(4)} \left(\frac{4c}{d}\right) = 0, \quad \text{and thus} \quad \sum_{d \equiv 3(4)} \left(\frac{4c}{d}\right) = 0.
\]

Therefore if \( c \) is not a square then
\[
\sum_{d \in \mathbb{Z}/4c\mathbb{Z}} \Delta_d \left(\frac{4c}{d}\right) = 0.
\]

Thus
\[
a_{\epsilon,\nu}(0) = \epsilon i 4^{-\nu - 1}\zeta(2\nu + 1) \sum_{c \in \mathbb{Z}_{>0}} e^{-\nu - 1} \frac{1 - \epsilon i}{2} \phi(4c)
\]

\[
= \frac{1 + \epsilon i}{2} 4^{-\nu - 1}\zeta(2\nu + 1) \sum_{c \in \mathbb{Z}_{>0}} e^{-2\nu - 2} \phi(4c^2)
\]

\[
= \frac{1 + \epsilon i}{2} 4^{-\nu - 1}\zeta(2\nu + 1) \left(\sum_{c \in \mathbb{Z}_{>0}} \sum_{k \in \mathbb{Z}_{>0}} (2^k c)^{-2\nu - 2} \phi(2^{2k + 2}c^2)\right)
\]

\[
= \frac{1 + \epsilon i}{2} 4^{-\nu - 1}\zeta(2\nu + 1) \left(\sum_{c \in \mathbb{Z}_{>0}} \sum_{k \in \mathbb{Z}_{>0}} (2^k)^{-2\nu - 2} c^{-2\nu - 2} 2^{2k + 1} \phi(c^2)\right)
\]
\[\frac{1 + \epsilon i}{2} 4^{-\nu - 1} \zeta_s(2\nu + 1) \left( \sum_{\epsilon \in \mathbb{Z}_2} \sum_{k \leq 0} 2 \sum_{c \text{ odd}} 2^{-2k\nu} c^{-2\nu - 2} \phi(c^2) \right) \]

\[= (1 + \epsilon i) 2^{-2\nu - 2} (1 - 2^{-2\nu})^{-1} \zeta_s(2\nu + 1) \left( \sum_{\epsilon \in \mathbb{Z}_2} \sum_{c \text{ odd}} c^{-2\nu - 2} \phi(c^2) \right).\]

Since \(\phi(c^2)\) is multiplicative,

\[a_{\epsilon, \nu}(0) = (1 + \epsilon i) 2^{-2\nu - 2} (1 - 2^{-2\nu})^{-1} \zeta_s(2\nu + 1) \prod_{p \text{ odd prime}} \sum_{k \in \mathbb{Z}_0} (p^k)^{-2\nu - 2} \phi(p^2).\]

Observe that for odd primes \(p\),

\[(5.15) \sum_{k \in \mathbb{Z}_0} (p^k)^{-2\nu - 2} \phi(p^2) = 1 + \sum_{k \in \mathbb{Z}_1} p^{-2k\nu - k} (p^k - p^{2k - 1}) = \frac{1 - p^{-2\nu - 1}}{1 - p^{-2\nu}}.\]

Using this expression and the Euler product expansion for \(\zeta_s(2\nu + 1)\), we find that

\[a_{\epsilon, \nu}(0) = (1 + \epsilon i) 2^{-2\nu - 2} (1 - 2^{-2\nu})^{-1} \zeta_s(2\nu + 1) \prod_{p \text{ odd prime}} \frac{1 - p^{-2\nu - 1}}{1 - p^{-2\nu}}\]

\[= (1 + \epsilon i) 2^{-2\nu - 2} (1 - 2^{-2\nu})^{-1} \prod_{p \text{ odd prime}} (1 - p^{-2\nu})^{-1}\]

\[= (1 + \epsilon i) 2^{-2\nu - 2} \zeta(2\nu). \quad \square\]

6. The Meromorphic Continuation of \(\tilde{E}_s^{(\infty)}\)

Now that we have established the meromorphic continuation of the Fourier coefficients \(a_{\epsilon, \nu}(n)\), it remains to show that \(\tilde{E}_s^{(\infty)}\) also has a meromorphic continuation. The first step to accomplishing this is to establish some bounds for \(|a_{\epsilon, \nu}(n)|\). We begin by finding bounds for \(|\mathcal{L}(cn, \nu)|\), which is defined in (5.14).

For \(\text{Re}(\nu) \geq 0\), we have the following (crude) bounds (recall that \(p_{2, c_n}\) was defined in (5.10), and \(s\) and \(t\) are defined in (5.7)):

\[(6.1) \left| p_{2, c_n} \cdot \left( 1 - \left( \frac{t}{n} \right) 2^{-\nu - \frac{1}{2}} \right) \right| \leq \left( 1 + 2^{-\text{Re}(\nu) - \frac{1}{2}} \right)^2 \leq (1 + 2^{-\frac{1}{2}})^2 < 4,\]

\[(6.2) \left| \prod_{p \text{ odd prime}} \sum_{\substack{c = 0 \to \infty \nu \text{ even} }} p^{-3j} \right| \leq \prod_{p \text{ odd prime}} \sum_{\substack{c = 0 \to \infty \nu \text{ even} }} 1 < \prod_{p \text{ odd prime}} p^c \leq |n|,\]

\[(6.3) \left| \prod_{p \text{ odd prime}} \left( 1 - \left( \frac{t}{p} \right) p^{-\nu - \frac{1}{2}} \right) \sum_{\substack{j = 0 \to \infty \nu \text{ even} \text{ even}}} p^{-3j} + p^{-c\nu} \right|\]
For $\Re(\nu) \leq 0$, we have the following bounds:

\begin{equation}
|p_{2,\epsilon n} \cdot \left(1 - \left(\frac{\epsilon n}{2}\right)2^{-\nu - \frac{1}{2}}\right)| \leq \left(1 + 2^{-\Re(\nu) - \frac{1}{2}}\right)^2
\end{equation}

\begin{equation}
< \left(2 \cdot 2^{-\Re(\nu)}\right)^2 = 4^{-\Re(\nu) + 1},
\end{equation}

\begin{equation}
\prod_{p \text{ odd prime} \mid \epsilon \mid \nu \text{ even}} \sum_{j=0}^{e-1} p^{-j\nu} < \prod_{p \text{ odd prime} \mid \epsilon \mid \nu \text{ even}} e \cdot p^{-\epsilon \Re(\nu)} < \prod_{p \text{ odd prime} \mid \epsilon \mid \nu \text{ even}} p^{\epsilon (-\Re(\nu) + 1)}
\end{equation}

\begin{equation}
< |\nu|^{-\Re(\nu) + 1},
\end{equation}

\begin{equation}
\prod_{p \text{ odd prime} \mid \epsilon \mid \nu \text{ even}} \left(1 - \left(\frac{t}{p}\right)p^{-\nu - \frac{1}{2}}\right) \sum_{j=0}^{e-2} p^{-j\nu} + p^{-\epsilon \nu}
\end{equation}

\begin{equation}
= \prod_{p \text{ odd prime} \mid \epsilon \mid \nu \text{ even}} \left(\sum_{j=0}^{e} p^{-j\nu} - \left(\frac{t}{p}\right)p^{-\nu - \frac{1}{2}} \sum_{j=0}^{e-2} p^{-j\nu}\right)
\end{equation}

\begin{equation}
\leq \prod_{p \text{ odd prime} \mid \epsilon \mid \nu \text{ even}} \left(\sum_{j=0}^{e} p^{-j\nu} + \left(\frac{t}{p}\right)p^{-\nu - \frac{1}{2}} \sum_{j=0}^{e-2} p^{-j\nu}\right)
\end{equation}

\begin{equation}
\leq \prod_{p \text{ odd prime} \mid \epsilon \mid \nu \text{ even}} \left(\sum_{j=0}^{e} p^{-\epsilon \Re(\nu) + p^{-\Re(\nu) - \frac{1}{2}} \sum_{j=0}^{e-2} p^{-\epsilon \Re(\nu)}\right)
\end{equation}
with $k$ where both the implied constant and $m$(6.10) to justify the convergence of $\tilde{f}$ we established in Section 2; namely, we let $C/\pi$ we define $m$ (6.9) bounded scalar coefficients and terms of the form (6.10) in Theorem 5.4, the number of summands of the form (6.10) for a given $n$ bounded by $|L|$(6.13) $(\nu) = 0$ if Re$(\nu) \geq 0$

If Re$(\nu) < 0$

By Propositions 2.19 and 2.26 of [23], it follows that See [23] for the relevant definitions and results. We will also use the notation vanishing to a given order at a point $\tilde{f}$ to $\nu$ into $\nu \equiv n'$ with gcd$(2, n') = 1$. Also observe that in Theorem 5.4, the number of summands of the form (6.10) for a given $a_{\epsilon, \nu}(n)$ is bounded by $|2n|$. Thus for $\nu \neq 1/2$,

where both the implied constant and $m$ are continuously dependent upon $\nu$. We will utilize (6.11) to justify the convergence of $\tilde{E}^{(\epsilon, \nu)}_{\epsilon, \nu}$ later in this section.

To prove that $\tilde{E}^{(\epsilon, \nu)}_{\epsilon, \nu}$ has meromorphic continuation to $\mathbb{C}$, we will need to make reference to the notion of a distribution vanishing to a given order at a point. See [23] for the relevant definitions and results. We will also use the notation we established in Section 2 namely, we let $f_0$ and $f_\infty$ denote the restrictions of $f \in V^{-\infty}_{\epsilon, \nu}$ to $\tilde{N}$ and $s^{-1} \tilde{N}$ (respectively), where $s$ is defined in (2.15). By (2.28), we define $\varphi_{\epsilon, \nu, n} \in V_{\epsilon, \nu}$ such that

By Propositions 2.19 and 2.26 of [23], it follows that

(6.13) $(\varphi_{\epsilon, \nu, n})_{\infty}$ vanishes to infinite order at 0.
In light of this, the element \( \varepsilon_{\epsilon,\nu,n} \) is referred to as the canonical extension of \( e(nx) \) to infinity. The aforementioned results of [23] in conjunction with (6.11) show that

\[
(6.14) \sum_{n \in \mathbb{Z} \neq 0} a_{\epsilon,\nu}(n) \varepsilon_{\epsilon,\nu,n} \text{ converges in } V_{\epsilon,\nu},
\]

and

\[
\left( \sum_{n \in \mathbb{Z} \neq 0} a_{\epsilon,\nu}(n) \varepsilon_{\epsilon,\nu,n} \right)_0 \text{ vanishes to order 0 at 0 for all } \nu \in \mathbb{C} \neq \frac{1}{2}.
\]

Likewise, for \( \nu \in \mathbb{C} - \mathbb{Z}_{\leq 0}, \epsilon \in \{ \pm 1 \} \), we claim that the constant function can be identified with the distribution \( \mathbb{1}_{\epsilon,\nu} \in V_{\epsilon,\nu}^{-\infty} \), where

\[
(6.15) \mathbb{1}_{\epsilon,\nu,0}(x) = 1 \text{ and } \mathbb{1}_{\epsilon,\nu,\infty}(x) = \text{sgn}(-x)^{\epsilon/2}|x|^{\nu-1}
\]

See (2.28) for why, at least formally, this defines an element of \( V_{\epsilon,\nu}^{-\infty} \). At first glance, it appears that \( \mathbb{1}_{\epsilon,\nu} \) is not defined for \( \nu \) with \( \text{Re}(\nu) \leq 0 \), since integration of a smooth function of compact support on \( \mathbb{R} \) against \( \mathbb{1}_{\epsilon,\nu,\infty} \) does not necessarily converge. However, a formal application of integration by parts allows us to extend the definition of \( \mathbb{1}_{\epsilon,\nu,\infty} \) to all \( \nu \in \mathbb{C} - \mathbb{Z}_{\leq 0} \). Furthermore, one can show that as a function of \( \nu \), \( \mathbb{1}_{\epsilon,\nu} \) has simple poles at \( \nu \in \mathbb{Z}_{\leq 0} \). We adopt the convention that \( \varepsilon_{\epsilon,\nu,0} = \mathbb{1}_{\epsilon,\nu} \).

In the following lemma we utilize the distribution \( \delta_{\epsilon,\nu,\infty} \), whose relevant properties we recall from (3.6).

**Lemma 6.1.** For \( \text{Re}(\nu) > 1 \),

\[
(6.16) \bar{E}_{\epsilon,\nu}(\infty) = \sum_{n \in \mathbb{Z}} a_{\epsilon,\nu}(n) \varepsilon_{\epsilon,\nu,n} + \zeta_2(2\nu + 1) \delta_{\epsilon,\nu,\infty}.
\]

**Proof.** For \( \text{Re}(\nu) > 1 \), we have already have that \( \bar{E}_{\epsilon,\nu}(\infty)_0 = \left( \sum_{n \in \mathbb{Z}} a_{\epsilon,\nu}(n) \varepsilon_{\epsilon,\nu,n} \right)_0 \).

Since \( \delta_{\epsilon,\nu,\infty} \) vanishes to order 0 at 0, it also follows that

\[
(6.17) \left( \bar{E}_{\epsilon,\nu}(\infty)_0 = \sum_{n \in \mathbb{Z}} a_{\epsilon,\nu}(n) \varepsilon_{\epsilon,\nu,n} + \zeta_2(2\nu + 1) \delta_{\epsilon,\nu,\infty} \right)_0.
\]

This proves that (6.16) holds when restricted to \( \tilde{N} \). It remains to establish the same equality when we restrict to \( \tilde{s}^{-1} \tilde{N} \).

By (6.17) and (2.27), it follows that

\[
(6.18) \left( \bar{E}_{\epsilon,\nu}^{(\infty)} - \sum_{n \in \mathbb{Z}} a_{\epsilon,\nu}(n) \varepsilon_{\epsilon,\nu,n} - \zeta_2(2\nu + 1) \delta_{\epsilon,\nu,\infty} \right)^{\infty}_0
\]

is the zero distribution when restricted \( \mathbb{R} \neq 0 \), and therefore as a distribution on \( \mathbb{R} \) has support contained in \( \{ 0 \} \). By [23, Lemma 3.1], we have that \( \mathbb{1}_{\epsilon,\nu} \) vanishes to order 0 at 0. Since \( \left( \sum_{n \in \mathbb{Z} \neq 0} a_{\epsilon,\nu}(n) \varepsilon_{\epsilon,\nu,n} \right)^{\infty}_0 \) vanishes to infinite order at 0, it follows then that \( \left( \sum_{n \in \mathbb{Z} \neq 0} a_{\epsilon,\nu}(n) \varepsilon_{\epsilon,\nu,n} \right)^{\infty}_0 \) vanishes to order 0 at 0. Later we will show that

\[
(6.19) \left( \bar{E}_{\epsilon,\nu}^{(\infty)} - \zeta_2(2\nu + 1) \delta_{\epsilon,\nu,\infty} \right)^{\infty}_0 \text{ vanishes to order 0 at 0.}
\]

Assuming that this is the case, it then follows that (6.18) vanishes to order 0 at 0, in addition to having support contained in \( \{ 0 \} \). Hence by [23, Lemma 2.8], it follows
that (6.18) is the zero distribution on $\mathbb{R}$, which then proves the lemma. Thus it remains to prove (6.19).

By (3.27) and (3.6),

$$
\left( \tilde{E}_{\infty}^{(\infty)}(2\nu + 1) \delta_{e,\infty} \right)_{\infty} = e i \zeta_2(2\nu + 1) \sum_{(c,d) \in \mathbb{Z}_{\geq 0} \times \mathbb{Z}} (-c, d)_{H} \frac{c}{d} \left| d \right|^{-\nu - 1} \text{sgn}(d)^{\nu/2} \delta_{\tilde{\pi}}
$$

(6.20a)

$$
= e i \zeta_2(2\nu + 1) \sum_{(c,d) \in \mathbb{Z}_{\geq 0} \times \mathbb{Z}_{> 0}} \left( \frac{c}{d} \right) \left| d \right|^{-\nu - 1} \delta_{\tilde{\pi}}
$$

(6.20b)

where (6.20a) is a summation with $d > 0$ and (6.20b) is a summation with $d < 0$.

As the comments subsequent to (3.27) indicate, the above series converge uniformly and absolutely against compactly supported test functions on $\mathbb{R}$.

We begin by showing that (6.20a) vanishes to order 0 at 0. Towards this end, observe

$$
\sum_{(c,d) \in \mathbb{Z}_{\geq 0} \times \mathbb{Z}_{> 0}} \left( \frac{c}{d} \right) \left| d \right|^{-\nu - 1} \delta_{\tilde{\pi}} = \sum_{(c,d) \in \mathbb{Z}_{\geq 0} \times \mathbb{Z}_{> 0}} \left( \frac{c}{d} \right) \left| d \right|^{-\nu - 1} \delta_{\tilde{\pi}} + \left( -\frac{c}{d} \right) \left| d \right|^{-\nu - 1} \delta_{\tilde{\pi}}
$$

(6.21)

where in the last line we used the fact that $\left( \frac{-1}{d} \right) = 1$ for $d \equiv 1 \pmod{4}$. Observe that for $\phi \in C_{c}^\infty(\mathbb{R})$,

$$
\int_{\mathbb{R}} (\delta_{\tilde{\pi}}(x) + \delta_{-\tilde{\pi}}(x)) \phi(x) \, dx = - \int_{\mathbb{R}} h_{\tilde{\pi}}(x) \phi'(x) \, dx,
$$

where

$$
h_{\tilde{\pi}}(x) = \begin{cases} 
1 & \text{if } \frac{c}{d} < x \\
0 & \text{if } -\frac{c}{d} \leq x \leq \frac{c}{d} \\
-1 & \text{if } x < -\frac{c}{d}.
\end{cases}
$$

For $d > 0$ and $d \equiv 1 \pmod{4}$, let

$$
q_{d}(x) = \sum_{c \in \mathbb{Z}_{> 0}} \left( \frac{c}{d} \right) h_{\tilde{\pi}}(x).
$$
The above analysis shows that the antiderivative of \((6.20a)\) is equal to
\[
\epsilon i \zeta_2(2\nu + 1) \sum_{d \in \mathbb{Z}_{>0}} d^{-\nu - 1} q_d(x) = \epsilon i \zeta_2(2\nu + 1) \sum_{d \in \mathbb{Z}_{>0}} d^{-\nu} \frac{q_d(x)}{d},
\]
(6.22)

If \(0 \leq x \leq \frac{4}{d}\) then \(q_d(x) = 0\). If \(\frac{4}{d} < x\) then there exists maximal \(m \in \mathbb{Z}\) such that \(m \equiv 0(\text{mod} \ 4)\), \(\gcd(m, d) = 1\), and \(\frac{m}{d} < x\). For such \(x\),
\[
h_{\frac{m}{d}}(x) = 0 \text{ for } \frac{c}{d} > \frac{m}{d}, \text{ and }
h_{\frac{m}{d}}(x) = 1 \text{ for } \frac{c}{d} \leq \frac{m}{d},
\]
where \(\gcd(c, d) = 1\) and \(c \equiv 0(\text{mod} \ 4)\). Thus for such \(x\),
\[
q_d(x) = \sum_{c \in \mathbb{Z}_{>0}, \gcd(c, d) = 1} \left( \frac{c}{d} \right) h_{\frac{m}{d}}(x) = \sum_{0 < c \leq m, \gcd(c, d) = 1} \left( \frac{c}{d} \right) \cdot 1 = \sum_{0 < c \leq m, \gcd(c, d) = 1} \left( \frac{c}{d} \right).
\]

By this equality, it follows that for any \(x \in \mathbb{R}_{>0}\), we have \(\frac{q_d(x)}{d} \leq \frac{m}{d} < x\). Since \(q_d(x)\) is an odd function, it follows that \(\left| \frac{q_d(x)}{d} \right| \leq |x|\) for all \(x \in \mathbb{R}\). Thus
\[
|\epsilon i \zeta_2(2\nu + 1) \sum_{d \in \mathbb{Z}_{>0}} d^{-\nu} \frac{q_d(x)}{d}| \leq |x| \cdot |\epsilon i \zeta_2(2\nu + 1) \sum_{d \in \mathbb{Z}_{>0}} d^{-\nu}|,
\]
which implies \((6.22)\) vanishes (at least) to order 1 at 0 by \([23\text{, Lemma 3.1(c)}]\) (recall that we are assuming \(\text{Re}(\nu) > 1\), so the above series converges). Therefore \((6.20a)\), which is the derivative of \((6.22)\), must vanish to order 0 at 0. An almost identical argument shows that \((6.20b)\) also vanishes to order 0 at 0, proving \((6.19)\) and thereby completing the proof. \(\square\)

By \((6.14)\) and Theorem \(5.3\),
\[
\sum_{n \in \mathbb{Z}_{\neq 0}} a_{\epsilon, \nu}(n) \psi_{\epsilon, \nu, n} + \zeta_2(2\nu + 1) \delta_{\epsilon, \nu, \infty}
\]
is well-defined for \(\nu \in \mathbb{C} - \{0, \frac{1}{2}\}\). Notice that \(a_{\epsilon, \nu}(0) \psi_{\epsilon, \nu}\) is missing from this summation. Although \(\psi_{\epsilon, \nu}\) has simple poles at \(\nu \in \mathbb{Z}_{\leq 0}\) (see discussion following \((6.13)\)\), since by Proposition \(5.3\), \(a_{\epsilon, \nu}(0)\) has simple zeros at \(\nu \in \mathbb{Z}_{\leq 0}\), it follows that
\[
\sum_{n \in \mathbb{Z}} a_{\epsilon, \nu}(n) \psi_{\epsilon, \nu, n} + \zeta_2(2\nu + 1) \delta_{\epsilon, \nu, \infty}
\]
is well-defined for \(\nu \in \mathbb{C} - \{0, \frac{1}{2}\}\). Thus by Lemma \(6.1\) and the uniqueness of meromorphic continuation, we obtain the following proposition.

**Proposition 6.2.** The metaplectic Eisenstein distribution \(\hat{E}_{\epsilon, \nu}(\infty) \in V_{\epsilon, \nu}(-\infty)\) has holomorphic continuation to \(\mathbb{C}\) except for simple poles on \(\{0, \frac{1}{2}\}\). In particular,
\[
\hat{E}_{\epsilon, \nu}(\infty) = \sum_{n \in \mathbb{Z}} a_{\epsilon, \nu}(n) \psi_{\epsilon, \nu, n} + a_{\epsilon, \nu}(\infty) \delta_{\epsilon, \nu, \infty},
\]
where

\[ a_{\epsilon,\nu}(\infty) = \zeta_2(2\nu + 1) = (1 - 2^{-2\nu - 1})\zeta(2\nu + 1). \]

In the prior proposition we introduced the notation \( a_{\epsilon,\nu}(\infty) \) for the coefficient of \( \delta_{\epsilon,\nu,\infty} \). Throughout this paper, we will encounter Fourier series of the form

\[
\sum_{n \in \mathbb{Z}} c_{\epsilon,\nu}(n) a_{\epsilon,\nu,n} + h(\epsilon,\nu)\delta_{\epsilon,\nu,\infty},
\]

where \( h(\epsilon,\nu) \) is a meromorphic function in \( \nu \). When this occurs, we denote \( h(\epsilon,\nu) \) by \( c_{\epsilon,\nu}(\infty) \).

### 7. The Metaplectic Eisenstein Distribution at 0

Recall that \( \tilde{E}_{\epsilon,\nu}(\infty) \) is the distributional analogue of the usual metaplectic Eisenstein series based at the cusp \( \infty \). Next we will define \( \tilde{E}_{\epsilon,\nu}^{(0)} \), which will be a distributional analogue of the metaplectic Eisenstein series based at the cusp 0. This Eisenstein distribution will appear in the functional equation (Theorem 9.1).

Let

\[
\tilde{\xi}_0 = \tilde{a}_2^{-1}\tilde{s} = \tilde{s}\tilde{a}_2 = \begin{pmatrix} 0 & -2^{-1} \\ 2 & 0 \end{pmatrix}, 1
\]

where \( \tilde{s} = \begin{pmatrix} 0 & -1 \\ 1 & 0 \end{pmatrix}, 1 \) and \( \tilde{a}_2 = \begin{pmatrix} 2 & 0 \\ 0 & 2^{-1} \end{pmatrix}, 1 \) (as defined in (2.13) and (2.6) respectively). Let

\[
\tilde{\Gamma}_0 = \tilde{\xi}_0^{-1}\tilde{\Gamma}_\infty \tilde{\xi}_0 = \tilde{\xi}_0 \tilde{\Gamma}_\infty \tilde{\xi}_0^{-1} = \left\{ \begin{pmatrix} 1 & 0 \\ -4n & 1 \end{pmatrix} : n \in \mathbb{Z} \right\},
\]

which one can check is a subgroup of \( \tilde{\Gamma}_1(4) \). We define the metaplectic Eisenstein distribution at 0 to be the following distribution in \( V_{\epsilon,\nu,\infty}^{(-\infty)} \):

\[
\tilde{E}_{\epsilon,\nu}^{(0)} = \zeta_2(2\nu + 1) \sum_{\tilde{\gamma} \in \tilde{\Gamma}_1(4)/\tilde{\Gamma}_0} \pi(\tilde{\gamma}_{\tilde{\xi}_0}) \delta_{\epsilon,\nu,\infty},
\]

where \( \text{Re}(\nu) > 1 \). Since \( \delta_{\epsilon,\nu,\infty} \) is invariant under left translation by \( \tilde{\Gamma}_\infty \), it follows that \( \pi(\tilde{\xi}_0)\delta_{\epsilon,\nu,\infty} \) is invariant under left translation by \( \tilde{\Gamma}_0 \) (by virtue of (7.2)), justifying the appearance of \( \tilde{\Gamma}_1(4)/\tilde{\Gamma}_0 \) in the definition of \( \tilde{E}_{\epsilon,\nu}^{(0)} \). By construction, we see that \( \tilde{E}_{\epsilon,\nu}^{(0)} \) is formally \( \tilde{\Gamma}_1(4) \)-invariant. We will justify the convergence of the series defining \( \tilde{E}_{\epsilon,\nu}^{(0)} \) momentarily.

Since \( \tilde{\Gamma}_1(4) \) is generated by

\[
\begin{pmatrix} 1 & 1 \\ 0 & 1 \end{pmatrix}, 1 = \tilde{\xi}_0 \begin{pmatrix} 1 & 0 \\ -4 & 1 \end{pmatrix} \tilde{\xi}_0^{-1} \text{ and } \begin{pmatrix} 1 & 0 \\ -4 & 1 \end{pmatrix}, 1 = \tilde{\xi}_0 \begin{pmatrix} 1 & 1 \\ 0 & 1 \end{pmatrix} \tilde{\xi}_0^{-1},
\]

it follows that \( \tilde{\xi}_0 \tilde{\Gamma}_1(4) \tilde{\xi}_0^{-1} = \tilde{\Gamma}_1(4) \). Since \( \tilde{\xi}_0 \tilde{\Gamma}_1(4) \tilde{\xi}_0^{-1} = \tilde{\Gamma}_1(4) \) and \( \tilde{\xi}_0 \tilde{\Gamma}_\infty \tilde{\xi}_0^{-1} = \tilde{\Gamma}_0 \),

\[
\tilde{E}_{\epsilon,\nu}^{(0)} = \zeta_2(2\nu + 1) \sum_{\tilde{\gamma} \in \tilde{\Gamma}_1(4)/\tilde{\Gamma}_\infty} \pi(\tilde{\gamma}_{\tilde{\xi}_0}) \delta_{\epsilon,\nu,\infty} = \pi(\tilde{\xi}_0) \tilde{E}_{\epsilon,\nu}(\infty).
\]
Therefore the series defining \( \tilde{E}^{(0)}_{\epsilon,\nu} \) converges for \( \text{Re}(\nu) > 1 \). Furthermore, we see that \( \tilde{E}^{(0)}_{\epsilon,\nu} \) inherits the meromorphic continuation of \( \tilde{E}^{(\infty)}_{\epsilon,\nu} \) (stated in Proposition 6.2), and therefore \( \tilde{E}^{(0)}_{\epsilon,\nu} \) is holomorphic on \( \mathbb{C} \) except for simple poles on \( \{0, \frac{1}{2}\} \).

Recall that in Section 2, we let \( f_0 \) and \( f_\infty \) denote the restrictions of \( f \in V_{\epsilon,\nu}^{-\infty} \) to \( \tilde{N} \) and \( \tilde{s}^{-1}\tilde{N} \). Since \( \tilde{E}^{(0)}_{\epsilon,\nu} \) is \( \tilde{\Gamma}_1(4) \)-invariant, it follows that \( (\tilde{E}^{(0)}_{\epsilon,\nu})_0 \) is periodic, and consequently, has the following Fourier series expansion:

\[
(7.6) \quad (\tilde{E}^{(0)}_{\epsilon,\nu})_0(x) = \sum_{n \in \mathbb{Z}} b_{\epsilon,\nu}(n)e(nx),
\]

where

\[
(7.7) \quad b_{\epsilon,\nu}(n) = \int_0^1 (\tilde{E}^{(0)}_{\epsilon,\nu})_0(x)e(-nx) \, dx.
\]

In (6.12), we extended the definition of \( e(nx) \) to an element \( e_{\epsilon,\nu,n} \) of \( V_{\epsilon,\nu}^{-\infty} \). In Proposition 6.2, we gave a series expansion for \( \tilde{E}^{(\infty)}_{\epsilon,\nu} \) in terms of \( e_{\epsilon,\nu,n} \) and \( \delta_{\epsilon,\nu,\infty} \). We claim that a similar series expansion holds for \( \tilde{E}^{(0)}_{\epsilon,\nu} \):

\[
(7.8) \quad \tilde{E}^{(0)}_{\epsilon,\nu} = \sum_{n \in \mathbb{Z}} b_{\epsilon,\nu}(n)e_{\epsilon,\nu,n},
\]

where

\[
(7.9) \quad b_{\epsilon,\nu}(n) = \int_0^1 (\tilde{E}^{(0)}_{\epsilon,\nu})_0(x)e(-nx) \, dx.
\]

Notice that (7.8) has no \( \delta_{\epsilon,\nu,\infty} \) term (in contrast to the series given in Proposition 6.2). Thus

\[
(7.10) \quad b_{\epsilon,\nu}(\infty) = 0,
\]

in terms of the notation of Proposition 6.2.

To show that (7.8) holds, we must first establish that \( \sum_{n \in \mathbb{Z}} b_{\epsilon,\nu}(n)e_{\epsilon,\nu,n} \) does indeed converge for all \( \nu \in \mathbb{C} - \{0, \frac{1}{2}\} \). To accomplish this, we need only show that \( b_{\epsilon,\nu}(n) \) is bounded polynomially in \( n \) for each \( \nu \in \mathbb{C} - \{0, \frac{1}{2}\} \), just as we did for \( a_{\epsilon,\nu}(n) \) in (6.11).

Since we already have the meromorphic continuation of \( \tilde{E}^{(0)}_{\epsilon,\nu} \), it follows immediately from [2, (9.15)] that \( b_{\epsilon,\nu}(n) \) is bounded polynomially for such \( \nu \). Having established the convergence of the Fourier series, we then observe that for \( \text{Re}(\nu) > 1 \),

\[
(7.11) \quad (\tilde{E}^{(0)}_{\epsilon,\nu})_\infty = \left( \sum_{n \in \mathbb{Z}} b_{\epsilon,\nu}(n)e_{\epsilon,\nu,n} \right)_\infty
\]

has support contained in \( \{0\} \). By [23, Lemma 2.8], if we can show that both \( (\tilde{E}^{(0)}_{\epsilon,\nu})_\infty \) and \( \left( \sum_{n \in \mathbb{Z}} b_{\epsilon,\nu}(n)e_{\epsilon,\nu,n} \right)_\infty \) vanish to order 0 at 0, then (7.11) equals zero for \( \text{Re}(\nu) > 0 \), whereupon the uniqueness of meromorphic continuation then establishes this identity for all \( \nu \in \mathbb{C} - \{0, \frac{1}{2}\} \). This in turn, would immediately imply (7.8).

In (6.14), we stated that \( \left( \sum_{n \in \mathbb{Z} \neq 0} a_{\epsilon,\nu}(n)e_{\epsilon,\nu,n} \right)_\infty \) vanishes to infinite order at 0. This result relied upon [23, Proposition 2.19], the proof of which only uses the fact that \( a_{\epsilon,\nu}(n) \) is polynomially bounded in \( n \). Since we already have such a bound
for \( b_{\nu}(n) \), a reapplication of this argument shows that \( \left( \sum_{n \in \mathbb{Z} \setminus 0} b_{\nu}(n)e_{\nu,n} \right)_{\infty} \) vanishes to infinite order at 0, from which it then follows that \( \left( \sum_{n \geq 0} b_{\nu}(n)e_{\nu,n} \right)_{\infty} \) vanishes to order 0 at 0.

Proving that \( \left( \tilde{E}_{\nu}^{(0)} \right)_{\infty} \) vanishes to order 0 at 0 is more involved. To obtain this result from our previous computations, observe that by (7.26) and the transformation law in (2.9) defined by (2.12) and (2.13), we have

\[
\left( \tilde{E}_{\nu}^{(0)} \right)_{\infty} = \left( \pi(\xi_{0}) \tilde{E}_{\nu}^{(\infty)} \right)_{\infty} = \left( \pi(s_{0}) \tilde{E}_{\nu}^{(\infty)} \right)_{0} = \left( \pi(s_{0}) \tilde{E}_{\nu}^{(\infty)} \right)_{0} = \left( \pi(s_{0}) \tilde{E}_{\nu}^{(\infty)} \right)_{0} = \left( \pi(s_{0}) \tilde{E}_{\nu}^{(\infty)} \right)_{0}.
\]

From this, we can conclude that \( \left( \tilde{E}_{\nu}^{(0)} \right)_{\infty} \) vanishes to order 0 at 0 if \( \left( \tilde{E}_{\nu}^{(\infty)} \right)_{0} \) vanishes to order 0 at 0.\(^4\) We will spare the reader a detailed proof that such vanishing occurs, but this can be done by modifying the proof given in Lemma 6.1. One can check that the key lies in not having a \( \delta_{0} \) term in \( \left( \tilde{E}_{\nu}^{(\infty)} \right)_{0} \). By (3.20), we see that this is indeed the case.

To prove the functional equation in Theorem 9.1 we need to compute an explicit formula for the Fourier coefficient \( b_{\nu}(0) \). The derivation of this formula makes considerable use of the Kronecker symbol. We refer the reader back to Proposition 3.2, where the relevant properties of the Kronecker symbol are stated.

**Proposition 7.1.** For \( \text{Re}(\nu) > 1 \),

\[
(7.12) \quad b_{\nu}(0) = ei2^{-\nu-1} \zeta_{2}(2\nu) = ei2^{-\nu-1}(1 - 2^{-2\nu})\zeta(2\nu).
\]

**Proof.** Let \( \tilde{\gamma}^{-1} = \left( \begin{array}{cc} a & b \\ c & d \end{array} \right) \in \tilde{\Gamma}_{1}(4) \) with \( c \neq 0 \). To prove (7.12) we will first prove (7.21), which provides a convenient expression for \( \left( \tilde{\gamma}(\xi_{0}) \delta_{\nu} \right)_{0} \); recall that \( \tilde{E}_{\nu}^{(0)} \), which we defined in (7.39), is a sum of \( \pi(\tilde{\gamma}(\xi_{0})) \delta_{\nu} \) for such \( \tilde{\gamma}^{-1} \). In order to prove (7.21), we first need to establish (7.15).

Since \( \tilde{\gamma}^{-1} \in \tilde{\Gamma}_{1}(4) \), \( ad \equiv 1(\text{mod} \ c) \), which implies \( \left( \begin{array}{cc} a & c \\ d & \nu \end{array} \right) = \left( \begin{array}{cc} a & 0 \\ 0 & \nu/a \end{array} \right) = \left( \begin{array}{cc} 1 \nu \\ \text{I} \end{array} \right) = 1 \) by parts (f), (h), and (c) of Proposition 3.2. Thus

\[
(7.13) \quad \left( \begin{array}{c} c \\ a \end{array} \right) = \left( \begin{array}{c} c \\ a \end{array} \right).
\]

Next we evaluate \( \left( \begin{array}{c} -bc \\ a \end{array} \right) \) for \( b \neq 0 \). Since we are already assuming \( c \neq 0 \) then \( bc \neq 0 \). Since \( \tilde{\gamma}^{-1} \in \tilde{\Gamma}_{1}(4) \), \( -bc \equiv 1(\text{mod} \ a) \). If \( a > 0 \) then by Proposition 3.2(g),

\[
\left( \begin{array}{c} -bc \\ a \end{array} \right) = \left( \begin{array}{c} -bc \\ a \end{array} \right) = \text{sgn}(-bc) \left( \begin{array}{c} 1 \\ -a \end{array} \right) = \text{sgn}(-bc).
\]

Therefore

\[
(7.14) \quad \left( \begin{array}{c} -b \\ a \end{array} \right) \left( \begin{array}{c} c \\ a \end{array} \right) = \left( \begin{array}{c} -bc \\ a \end{array} \right) = (a, -bc)_{H}.
\]

\(^4\)The action of \( \tilde{a}_{2} \) preserves the order of vanishing at 0 since it simply scales the \( x \)-variable by a constant factor.
By parts (e) and (i) of Proposition 3.2, \((-\frac{b}{a}) = (\frac{b}{a})\) since \(a \equiv 1 \pmod{4}\). Thus by (7.13) and (7.14),

\[
\left( \frac{c}{d} \right) = \left( \frac{b}{a} \right)(a, -bc)_H,
\]

for \(\tilde{\gamma}^{-1} \in \tilde{\Gamma}_1(4)\) with \(bc \neq 0\).

Having proved (7.15), we turn our attention to proving (7.21). Consider once more \(\tilde{\gamma}^{-1} \in \tilde{\Gamma}_1(4)\) with \(c \neq 0\). Observe

\[
\tilde{\gamma}_0 \delta = \left( \left( -\frac{d}{2}, -2a \right), \text{sgn}(c) \left( \frac{c}{d} \right) \right) = \left( \left( -\frac{2a}{2}, -\frac{2b}{2} \right), \text{sgn}(c) \left( \frac{c}{d} \right) \right)^{-1}.
\]

Thus by Lemma 3.3(a),

\[
\left( \pi (\tilde{\gamma}_0 \delta)_{\nu, 0}\right)_0 (x) = \left( \pi (\tilde{\gamma}_0 \delta)_{\nu, 0}\right)_0 (x)
\]

\[
= \text{sgn}(c) \left( \frac{c}{d} \right) \left( \frac{c}{2} - \frac{c}{2} x - \frac{d}{2} \right)_H |\frac{c}{2} x - \frac{d}{2}|^{-1/2} \text{sgn} \left( \frac{c}{2} x - \frac{d}{2} \right) \delta_0 \left( \frac{2a x - 2b}{2} \right)
\]

\[
= \text{sgn}(c) \left( \frac{c}{d} \right)(c, -cx - d)_H 2^{-\nu+1} |cx + d|^{-\nu-1} \text{sgn}(-cx - d) \delta_0 \left( \frac{4ax + b}{cx + d} \right),
\]

as an equality between distributions on \(\mathbb{R} \neq \pm \frac{\pi}{\nu}\) since \(c \neq 0\). Let \(\phi\) be a test function of compact support on \(\mathbb{R} \neq \pm \frac{\pi}{\nu}\). Observe

\[
\left( \int_{\mathbb{R}_{\neq \pm \frac{\pi}{\nu}}} \text{sgn}(c) \left( \frac{c}{d} \right)(c, -cx - d)_H 2^{-\nu+1} |cx + d|^{-\nu-1} \text{sgn}(-cx - d) \delta_0 \left( \frac{4ax + b}{cx + d} \right) \phi(x) dx
\]

\[
= \int_{\mathbb{R}_{\neq \pm \frac{\pi}{\nu}}} \text{sgn}(c) \left( \frac{c}{d} \right)(c, -cx)_H 2^{-\nu+1} |cx|^{-\nu-1} \text{sgn}(-cx) \delta_0 \left( \frac{4x}{c} \right) \phi \left( x - \frac{d}{c} \right) dx
\]

\[
= \int_{\mathbb{R}_{\neq \pm \frac{\pi}{\nu}}} \text{sgn}(c) \left( \frac{c}{d} \right)(c, -\frac{4x}{c})_H 2^{-\nu+1} 4^{\nu-1} |x|^{-\nu-1} \text{sgn} \left( -\frac{4x}{c} \right) \delta_0 \left( \frac{4a x - 4}{c^2 x} \right)
\]

\[
\cdot \phi \left( x - \frac{d}{c} \right) dx
\]

\[
= \int_{\mathbb{R}_{\neq \pm \frac{\pi}{\nu}}} \text{sgn}(c) \left( \frac{c}{d} \right)(c, \frac{4}{cx})_H 2^\nu |c|^{-\nu-1} |x|^{-\nu-1} \text{sgn} \left( \frac{4}{cx} \right) \delta_0 \left( \frac{4a}{c} + x \right)
\]

\[
\cdot \phi \left( \frac{-4}{c^2 x - \frac{d}{c}} \right) dx
\]
Therefore by (7.17) and (7.18),

\[
\text{sgn}(c) \left( \frac{c}{d} \right) (c, -a)_H 2^{\nu+1} |2a|^{-\nu-1} \text{sgn}(-a)^{\nu/2} \phi \left( \frac{1}{ac} - \frac{1}{d} \right)_{-\nu}
\]

Thus for all \( \gamma \in (c, a)_H \),

\[
\text{sgn}(c) \left( \frac{c}{d} \right) (c, a)_H 2^{\nu+1} |2a|^{-\nu-1} \text{sgn}(-a)^{\nu/2} \phi \left( \frac{1}{ac} - \frac{1}{d} \right)_{-\nu}
\]

Thus \( 3.2(a) \).

As an equality between distributions on \( \mathbb{R} \),

\[
\text{sgn}(c) \left( \frac{c}{d} \right) (c, a)_H \text{sgn}(-a)^{\nu/2} = \text{sgn}(c)(a, -bc)_H (c, a)_H \left( \frac{b}{a} \right) \text{sgn}(-a)^{\nu/2}
\]

If \( a > 0 \) then

\[
\text{sgn}(c)(a, -bc)_H (c, a)_H = \text{sgn}(c)^2 = 1,
\]

but if \( a < 0 \) then

\[
\text{sgn}(c)(a, -bc)_H (c, a)_H = \text{sgn}(c) \text{sgn}(-bc) = \text{sgn}(-b).
\]

Thus

\[
\text{sgn}(c)(a, -bc)_H (c, a)_H = (a, -b)_H,
\]

and hence

\[
\text{sgn}(c) \left( \frac{c}{d} \right) (c, a)_H \text{sgn}(-a)^{\nu/2} = \left( \frac{b}{a} \right) (a, -b)_H \text{sgn}(-a)^{\nu/2}.
\]

By this equality and (7.19), for \( b \neq 0 \) we have

\[
(\pi \left( \frac{\tilde{\gamma} \xi_0}{\lambda} \right)_{\delta_{\epsilon, \nu, \infty}})_0 (x) = \left( \frac{b}{a} \right) (a, -b)_H \text{sgn}(-a)^{\nu/2} |2a|^{-\nu-1} \delta_{\frac{a}{x}}(x)
\]

as an equality between distributions on \( \mathbb{R} \), for \( \tilde{\gamma}^{-1} \in \tilde{\Gamma}_1(4) \) with \( c \neq 0 \). If instead \( b = 0 \) then since \( b = 0 \) implies \( a = d = 1 \), we have that

\[
\text{sgn}(c) \left( \frac{c}{d} \right) (c, a)_H = \text{sgn}(c) \text{sgn}(c) = 1 = \left( \frac{b}{a} \right)
\]

Thus for all \( \tilde{\gamma}^{-1} \in \tilde{\Gamma}_1(4) \) with \( c \neq 0 \),

\[
(\pi \left( \frac{\tilde{\gamma} \xi_0}{\lambda} \right)_{\delta_{\epsilon, \nu, \infty}})_0 = \lambda(a, b) \text{sgn}(-a)^{\nu/2} |2a|^{-\nu-1} \delta_{\frac{a}{x}},
\]

where

\[
\lambda(a, b) = \left\{ \begin{array}{ll}
\left( \frac{b}{a} \right) (a, -b)_H & ab \neq 0 \\
\left( \frac{\lambda}{a} \right) & \text{otherwise}.
\end{array} \right.
\]

Notice \( \lambda(a, b) = 0 \) if \( \gcd(a, b) \neq 1 \) since \( \left( \frac{b}{a} \right) = 0 \) if \( \gcd(a, b) \neq 1 \) (by Proposition 3.2(a)).

We wish to describe \( (\pi \left( \frac{\tilde{\gamma} \xi_0}{\lambda} \right)_{\delta_{\epsilon, \nu, \infty}})_0 \) about the point \( \frac{-d}{x} \). To do this, observe

\[
\tilde{\gamma} \xi_0 = \left( \frac{(-2b, -d)}{2a, \frac{4}{x}} \right) (a, c)_H = \left( \left( \frac{\frac{4}{x}}{2a, -2b} \right) \left( \frac{c}{d} \right) (a, c)_H \right)^{-1}.
\]
Since \((\delta_{\epsilon,\nu,\infty})_0(x) = 0\), then by Lemma 3.1(a),
\[
\left( \pi \left( \tilde{\gamma} \tilde{\xi}_0 \right) \delta_{\epsilon,\nu,\infty} \right)_0 = 0,
\]
as an equality between distributions on \(\mathbb{R} \neq \frac{-d}{a}\). Since \(\frac{-d}{c} \neq \frac{-b}{a}\), it follows that \(\left( \pi \left( \tilde{\gamma} \tilde{\xi}_0 \right) \delta_{\epsilon,\nu,\infty} \right)_0\) vanishes about the point \(\frac{-d}{a}\). Thus (7.21) holds as an equality between distributions on \(\mathbb{R}\).

Since in (7.21), \(\left( \pi \left( \tilde{\gamma} \tilde{\xi}_0 \right) \delta_{\epsilon,\nu,\infty} \right)_0\) is expressed in terms of \(a\) and \(b\), and since \(\tilde{E}_{\epsilon,\nu}(0)\) is defined as a summation over \(\tilde{\Gamma}_1(4)/\tilde{\Gamma}_0\), we wish to index the cosets of \(\tilde{\Gamma}_1(4)/\tilde{\Gamma}_0\) in terms of \(a\) and \(b\) as well. Observe
\[
\begin{align*}
\tilde{\gamma} \cdot \left( \begin{array}{cc}
1 & 0 \\
-4n & 1 
\end{array} \right) & = \left( \begin{array}{cc}
d & -b \\
-c & a 
\end{array} \right) \cdot \left( \begin{array}{cc}
1 & 0 \\
-4n & 1 
\end{array} \right) \\
& = \left( \begin{array}{cc}
d + 4bn & -b \\
-c - 4an & a 
\end{array} \right).
\end{align*}
\]

From this equality we see that to each coset of \(\tilde{\Gamma}_1(4)/\tilde{\Gamma}_0\) there corresponds \((a,b) \in \mathbb{Z}^2\) such that \(gcd(a,b) = 1\) and \(a \equiv 1(\text{mod } 4)\). This correspondence is unique, for if
\[
\tilde{\gamma}' = \left( \begin{array}{cc}
* & -b \\
* & a 
\end{array} \right),
\]
as must be the case if \(\tilde{\gamma}' \tilde{\Gamma}_0\) and \(\tilde{\gamma} \tilde{\Gamma}_0\) corresponded to the same \((a,b) \in \mathbb{Z}^2\), then
\[
(\tilde{\gamma}')^{-1} \tilde{\gamma} = \left( \begin{array}{cc}
a & b \\
* & * 
\end{array} \right) \left( \begin{array}{cc}
* & -b \\
* & a 
\end{array} \right) = \left( \begin{array}{cc}
* & 0 \\
* & * 
\end{array} \right).
\]

Since the matrix coordinate of this element must have determinant 1, and since the diagonal entries are each congruent to 1 modulo 4, it follows that \((\tilde{\gamma}')^{-1} \tilde{\gamma} \in \tilde{\Gamma}_0\).

Therefore the correspondence of cosets of \(\tilde{\Gamma}/\tilde{\Gamma}_0\) with such \((a,b) \in \mathbb{Z}^2\) is in fact unique. Conversely, when given \((a,b) \in \mathbb{Z}^2\) such that \(gcd(a,b) = 1\) and \(a \equiv 1(\text{mod } 4)\), it follows that \(gcd(a,4b) = 1\). Thus there exists \(c',d \in \mathbb{Z}\) such that \(ad - 4bc' = ad - b(4c') = 1\). Since \(a \equiv 1(\text{mod } 4)\) then \(d \equiv 1(\text{mod } 4)\). If we let \(c = 4c'\) then \(c \equiv 0(\text{mod } 4)\). Thus we are able to construct \(\tilde{\gamma}\) which corresponds to such \((a,b)\). Therefore
\[
(7.25) \quad \tilde{\Gamma}_1(4)/\tilde{\Gamma}_0 \cong \{(a,b) \in \mathbb{Z}^2 : gcd(a,b) = 1, a \equiv 1(\text{mod } 4)\}.
\]

By (7.3), (7.21), and (7.25),
\[
\left( \tilde{E}_{\epsilon,\nu}^{(0)} \right)_0 = \zeta_2(2\nu + 1) \sum_{\substack{(a,b) \in \mathbb{Z}^2 \\ a \equiv 1(\text{mod } 4)}} \lambda(a,b) |2a|^{-\nu-1} sgn(-a)^{\nu/2} \delta_{\frac{-b}{a}}
\]
(recall $\lambda(a, b) = 0$ if $\gcd(a, b) \neq 1$). Observe

$$\frac{b_{\nu, 0}(0)}{\zeta_2(2\nu + 1)} = \int_0^1 \sum_{(a, b) \in \mathbb{Z}^2} \lambda(a, b)|2a|^{2\nu - 1}\text{sgn}(-a)^{\nu/2} \delta_{\nu}(x) \, dx$$

$$= \epsilon \sum_{(a, b) \in \mathbb{Z} \times \mathbb{Z}} \lambda(a, b)|2a|^{-\nu - 1} + \sum_{(a, b) \in \mathbb{Z} \times \mathbb{Z}} \lambda(a, b)|2a|^{-\nu - 1}$$

$$= \epsilon \sum_{(a, b) \in \mathbb{Z}_{> 0} \times \mathbb{Z}} \lambda(a, -b)|2a|^{-\nu - 1} + \sum_{(a, b) \in \mathbb{Z} \times \mathbb{Z}} \lambda(-a, b)|2a|^{-\nu - 1}.$$

If $a \equiv 1(\mod 4)$ and $a > 0$ then by parts (e) and (i) of Proposition 3.2

$$\lambda(a, -b) = \left(\frac{-b}{a}\right) = \left(\frac{-1}{a}\right) \left(\frac{b}{a}\right) = \left(\frac{b}{a}\right),$$

both for $b \neq 0$ and $b = 0$. Likewise, if $a \equiv 3(\mod 4)$, $a > 0$, $b \geq 0$, then by parts (f) and (c) of Proposition 3.2,

$$\lambda(-a, b) = -\left(\frac{b}{-a}\right) = -\left(\frac{b}{-1}\right) \left(\frac{b}{a}\right) = \left(\frac{b}{a}\right),$$

both for $b > 0$ and $b = 0$. Thus

$$\frac{b_{\nu, 0}(0)}{\zeta_2(2\nu + 1)} = \epsilon \sum_{a \in \mathbb{Z}_{> 0}} \left(\sum_{b \in \mathbb{Z}/a\mathbb{Z}} \left(\frac{b}{a}\right)\right) \Delta_a|2a|^{-\nu - 1},$$

where $\Delta_a$ is defined in (4.3). Observe that if $a$ is a square then

$$\sum_{b \in \mathbb{Z}/a\mathbb{Z}} \left(\frac{b}{a}\right) = \phi(a),$$

but if $a$ is not a square then

$$\sum_{b \in \mathbb{Z}/a\mathbb{Z}} \left(\frac{b}{a}\right) = 0.$$

The latter case follows since if $a$ is not a square then there exists $b' \in \mathbb{Z}$ such that $\gcd(a, b') = 1$ and $\left(\frac{b'}{a}\right) = -1$, and thus

$$-\left(\sum_{b \in \mathbb{Z}/a\mathbb{Z}} \left(\frac{b}{a}\right)\right) = \left(\sum_{b \in \mathbb{Z}/a\mathbb{Z}} \left(\frac{b}{a}\right)\right) = \left(\sum_{b' \in \mathbb{Z}/a\mathbb{Z}} \left(\frac{b'}{a}\right)\right) = \left(\sum_{b \in \mathbb{Z}/a\mathbb{Z}} \left(\frac{b}{a}\right)\right).$$

Therefore

$$b_{\nu, 0}(0) = \epsilon \sum_{a \in \mathbb{Z}_{> 0}} \Delta_a\phi(a^2)|2a^2|^{-\nu - 1}$$

$$= \epsilon \zeta_2(2\nu + 1)2^{-\nu - 1} \sum_{a \in \mathbb{Z}_{> 0}} \phi(a^2)|a|^{-2\nu - 2}.$$
Since \( \phi(a^2) \) is multiplicative, it follows from (5.13) that
\[
b_{\epsilon,\nu}(0) = \epsilon i \zeta_2(2\nu + 1) 2^{-\nu - 1} \prod_{p \text{ odd prime}} \sum_{k \in \mathbb{Z}_{\geq 0}} \phi(p^{2k})(p^k)^{-2\nu-2} = \epsilon i \zeta_2(2\nu + 1) 2^{-\nu - 1} \prod_{p \text{ odd primes}} \frac{1 - p^{-2\nu-1}}{1 - p^{-2\nu}} = \epsilon i 2^{-\nu-1} \zeta_2(2\nu).
\]

\[
\square
\]

8. Intertwining Operators

In this section, we give results concerning intertwining operators on \( \widetilde{\text{SL}}_2(\mathbb{R}) \). Much of this material is standard \([17, 31, 31]\), but hard to find in print. Throughout, we make reference to much of the notation defined in Section 2, in particular (2.6). Recall that (3.1) gives transformation laws for \( \phi \).

\[
\text{From this we deduce a similar statement for } f \in V_{e,\nu}^{-\infty}. \text{ From this we deduce a similar statement for } f \in V_{e,\nu}^{-\infty} \text{ (notice that we have } -\nu \text{ instead of } \nu):
\]

\[
f(g\tilde{a}_{u}\tilde{m}_{-1,\kappa}n_{-}) = \epsilon \kappa i u^{\nu+1} f(\tilde{g}),
\]

\[
f(g\tilde{a}_{u}\tilde{m}_{1,\kappa}n_{-}) = \kappa u^{\nu+1} f(\tilde{g}),
\]

where \( \kappa, \epsilon, u \in \{\pm 1\}, \nu \in \mathbb{C}, \text{ and } u \in \mathbb{R}_{>0}. \) This transformation law, along with (5.1), will be used repeatedly and implicitly throughout this section.

For \( \text{Re}(\nu) > 0 \), let \( I_{\epsilon,\nu} : V_{e,\nu}^{\infty} \rightarrow V_{e,\nu}^{\infty} \) denote the intertwining operator
\[
I_{\epsilon,\nu} f(\tilde{g}) = \int_{-\infty}^{\infty} f(g\tilde{s}\tilde{n}_{t}) \, dt.
\]

It is a well-known result in representation theory that the integral in (8.2) converges absolutely for \( \text{Re}(\nu) > 0 \) \([13, \S VII.6]\). It remains to justify our statement regarding the codomain of \( I_{\epsilon,\nu} \). Observe that by changing variables and employing (5.1),
\[
I_{\epsilon,\nu}(g\tilde{a}_{u}\tilde{n}_{-}) = \int_{-\infty}^{\infty} f(g\tilde{a}_{u}\tilde{n}_{-}t\tilde{s}\tilde{n}_{t}) \, dt = \int_{-\infty}^{\infty} f(g\tilde{s}\tilde{n}(\frac{t-u^2}{u^2})\tilde{a}(u^{-1})) \, dt
\]

\[
= (u^{-1})^{\nu+1} \int_{-\infty}^{\infty} f(g\tilde{s}\tilde{n}(\frac{t}{u^2})) \, dt = u^{-\nu-1} u^{2} \int_{-\infty}^{\infty} f(g\tilde{s}\tilde{n}_{t}) \, dt
\]

\[
= u^{-\nu+1} I_{\epsilon,\nu} f(\tilde{g}).
\]

Since \( \tilde{M} \) is the center of \( \widetilde{\text{SL}}_2(\mathbb{R}) \), then by (8.1),
\[
I_{\epsilon,\nu}(g\tilde{m}_{-1,\kappa}) = \int_{-\infty}^{\infty} f(g\tilde{s}\tilde{n}_{t}\tilde{m}_{-1,\kappa}) \, dt = \epsilon \kappa I_{\epsilon,\nu} f(\tilde{g}), \text{ and}
\]
\[
I_{\epsilon,\nu}(g\tilde{m}_{1,\kappa}) = \int_{-\infty}^{\infty} f(g\tilde{s}\tilde{n}_{t}\tilde{m}_{1,\kappa}) \, dt = \kappa I_{\epsilon,\nu} f(\tilde{g}).
\]

By these equalities, we see that \( I_{\epsilon,\nu} f \) satisfies (8.1) (or equivalently, (5.1) for \( V_{e,\nu}^{-\infty} \)). It is straightforward to confirm that \( I_{\epsilon,\nu} f \) is smooth, since differentiation can be expressed in terms of the left regular representation. Thus \( I_{\epsilon,\nu} \) does indeed have \( V_{e,\nu}^{\infty} \) as its codomain.

A well-known result from representation theory states that \( I_{\epsilon,\nu} \) can be meromorphically continued to all of \( \mathbb{C} \) \([14, \S VII]\). To be more precise, one identifies elements of \( V_{e,\nu}^{\infty} \) as elements of \( C^{\infty}(\tilde{K}) \) via restriction to \( \tilde{K} \) (the so-called “compact picture”). Under this identification, the intertwining operators \( I_{\epsilon,\nu} \) become a family of operators on \( C^{\infty}(\tilde{K}) \) indexed by \( \epsilon \) and \( \nu \). The statement of meromorphic continuation asserts the existence of intertwining operators \( I_{\epsilon,\nu} \) for all \( \nu \in \mathbb{C} \), except possibly for
a subset of discrete points. The statement also asserts that for any fixed $f \in C^\infty(\bar{K})$ and $\bar{k} \in \bar{K}$, the map $\nu \mapsto I_{\nu,k}f(\bar{k})$ extends to a meromorphic function from $\mathbb{C}$ to $\mathbb{C}$.

Since $I_{\nu,k}$ is continuous on $V_{\nu,-\nu}^\infty$ and since $V_{\nu,-\nu}^\infty$ is dense in $V_{\nu,-\nu}^\infty$, it follows that $I_{\nu,k}$ can be extended to a continuous, intertwining operator from $V_{\nu,-\nu}^\infty$ to $V_{\nu,-\nu}^\infty$.

In this section, we wish to give a Fourier series expansion for $I_{\nu,k}(\bar{E}^{(\infty)}_{\nu,-\nu})$ similar to the one given for $\hat{E}^{(\infty)}_{\nu,-\nu}$ in Proposition 6.2. Recall that the pairing $\langle \cdot, \cdot \rangle_{\nu,k}$ defined in (2.20) can be extended to $V_{\nu,-\nu}^\infty \times V_{\nu,-\nu}^\infty$. The following lemma describes how the intertwining operator $I_{\nu,k}$ behaves with respect to this pairing.

**Lemma 8.1.** For $f_1 \in V_{\nu,-\nu}^\infty$ and $f_2 \in V_{\nu,-\nu}^\infty$,

\[ \langle I_{\nu,k}f_1, f_2 \rangle_{\nu,k} = -\epsilon i \langle f_1, I_{\nu,k}f_2 \rangle_{\nu,k}. \]

**Proof.** It suffices to prove this lemma for the case where $f_1 \in V_{\nu,-\nu}^\infty$. To see why this is sufficient, recall that the pairing $\langle \cdot, \cdot \rangle_{\nu,k}$ is separately continuous on both factors of $V_{\nu,-\nu}^\infty \times V_{\nu,-\nu}^\infty$ (see (2.21)) and that $I_{\nu,k}$ is continuous on $V_{\nu,-\nu}^\infty$. Once we establish this identity for smooth $f_1$, the lemma then follows for $f_1 \in V_{\nu,-\nu}^\infty$ by the aforementioned continuity and the fact that $V_{\nu,-\nu}^\infty$ is dense in $V_{\nu,-\nu}^\infty$.

Suppose $\text{Re}(\nu) > 0$. By performing a change of variables,

\[ I_{\nu,k}f_1(\bar{g}) = \int_{-\infty}^{\infty} f_1(\bar{g} \bar{\tilde{s}} \bar{n}_t) \, dt = \int_{-\pi/2}^{\pi/2} f_1(\bar{g} \bar{\tilde{s}} \bar{n}_{\tan(\phi)}) \sec(\phi)^2 \, d\phi. \]

Since

\[ \bar{n}_{\tan(\phi)} = \bar{k} - \phi \bar{\tilde{a}} \cos(\phi) \bar{n}_-, \cos(\phi) \sin(\phi) \]

for $\phi \in (-\pi/2, \pi/2)$, it then follows from (8.1) that

\[ I_{\nu,k}f_1(\bar{g}) = \int_{-\pi/2}^{\pi/2} f_1(\bar{g} \bar{\tilde{s}} \bar{k} - \phi) \cos(\phi)^{-1} \sec(\phi)^2 \, d\phi = \int_{-\pi/2}^{\pi/2} f_1(\bar{g} \bar{\tilde{s}} \bar{k} - \phi) \cos(\phi)^{-1} \, d\phi. \]

By changing variables and using the fact that $\bar{K}$ is an abelian subgroup,

\[ \langle I_{\nu,k}f_1, f_2 \rangle_{\nu,k} = \int_{-\pi/2}^{\pi/2} \int_{-\pi/2}^{\pi/2} f_1(\bar{k}_\theta \bar{\tilde{a}} \bar{k} - \phi) \cos(\phi)^{-1} \, d\phi f_2(\bar{k}_\theta) \, d\theta \]

\[ = \int_{-\pi/2}^{\pi/2} \int_{-\pi/2}^{\pi/2} f_1(\bar{k}_\theta \bar{\tilde{a}} \bar{k} - \phi) \cos(\phi)^{-1} f_2(\bar{k}_\theta) \, d\phi \, d\theta \]

\[ = -\epsilon i \int_{-\pi/2}^{\pi/2} \int_{-\pi/2}^{\pi/2} f_1(\bar{k}_\theta \bar{\tilde{a}} \bar{k} - \phi) \cos(\phi)^{-1} f_2(\bar{k}_\theta) \, d\phi \, d\theta \]

\[ = -\epsilon i \int_{-\pi/2}^{\pi/2} \int_{-\pi/2}^{\pi/2} f_1(\bar{k}_\theta) f_2(\bar{k}_\theta \bar{\tilde{a}} \bar{k} - \phi) \cos(\phi)^{-1} \, d\phi \, d\theta \]

\[ = -\epsilon i \int_{-\pi/2}^{\pi/2} \int_{-\pi/2}^{\pi/2} f_1(\bar{k}_\theta) f_2(\bar{k}_\theta \bar{\tilde{a}} \bar{k} - \phi) \cos(\phi)^{-1} \, d\phi \, d\theta. \]
The change in the $\theta$ variable does not result in a change in the bounds of integration since the integrand is $M$-invariant and $d\theta$ is a Haar measure for $\tilde{K}/\tilde{M}$ (as mentioned in the discussion following (2.20)). By (8.4), which is also applicable to $f_2 \in V_{e,\nu}^\infty$, we have

$$
\langle I_{e,\nu} f_1, f_2 \rangle_{e,\nu} = -\epsilon \int_{-\pi/2}^{\pi/2} f_1(\tilde{k}_0) I_{e,\nu} f_2(\tilde{k}_0) \, d\theta
$$

$$
= -\epsilon \langle f_1, I_{e,\nu} f_2 \rangle_{e,\nu}.
$$

This proves the lemma for the case when $\text{Re}(\nu) > 0$. Invoking the uniqueness of meromorphic continuation completes the proof. \hfill \Box

By Schur’s lemma, we know that $I_{e,\nu} \circ I_{e,\nu}$ is a scalar operator. The following lemma, which we will use for computing this scalar operator, will also be used in Section 10 when we describe how to recover the classical metaplectic Eisenstein series from the metaplectic Eisenstein distributions.

**Lemma 8.2.** For $\ell \in \mathbb{Z}$, there exists unique $\phi_{e,\nu,\ell} \in V_{e,\nu}^\infty$ such that

$$
\phi_{e,\nu,\ell}(\tilde{k}_0) = \exp\left(-\epsilon\left(\frac{1}{2} + \ell\right)i\theta\right).
$$

Furthermore,

$$
I_{e,\nu}\phi_{e,\nu,\ell} = i^{-\ell \epsilon} \frac{1 - \epsilon i}{\sqrt{2}} \cdot \frac{\pi^{2\nu - \nu(\nu + 1)}}{\Gamma\left(-\nu/2 + 1\right) \Gamma\left(\nu/2 + 1\right)} \phi_{e,\nu,\ell}
$$

for $\nu \in \mathbb{C} - \mathbb{Z}_{\leq 0}$.

**Proof.** Define

$$
\phi_{e,\nu,\ell}(\tilde{k}_0 \tilde{a}_u \tilde{n}_-) = u^{-\nu + 1} \exp\left(-\epsilon\left(\frac{1}{2} + \ell\right)i\theta\right),
$$

which determines $\phi_{e,\nu,\ell}$ completely since $\tilde{SL}_2(\mathbb{R}) = \tilde{K} \tilde{A} \tilde{N}_-$. Notice that $\phi_{e,\nu,\ell}|_{\tilde{K}}$ is a character. Thus if $\tilde{g} = \tilde{k}_0 \tilde{a}_u \tilde{n}_-$ for $\tilde{k}_0 \in \tilde{K}$, $\tilde{a}_u \in \tilde{A}$ and $\tilde{n}_- \in \tilde{N}_-$, then since $\tilde{M} \subset \tilde{K}$ is the center of $\tilde{SL}_2(\mathbb{R})$,

$$
\phi_{e,\nu,\ell}(\tilde{g} \tilde{m}) = \phi_{e,\nu,\ell}(\tilde{m} \tilde{k}_0 \tilde{a}_u \tilde{n}_-) = \phi_{e,\nu,\ell}(\tilde{m} \tilde{k}_0) u^{-\nu + 1}
$$

$$
= \phi_{e,\nu,\ell}(\tilde{m}) \phi_{e,\nu,\ell}(\tilde{k}_0) u^{-\nu + 1} = \phi_{e,\nu,\ell}(\tilde{m}) \phi_{e,\nu,\ell}(\tilde{g}),
$$

for all $\tilde{m} \in \tilde{M}$. With this in mind, observe

$$
\phi_{e,\nu,\ell}(\tilde{m}_{-1,\kappa}) = \phi_{e,\nu,\ell}(\tilde{k}_{-\kappa\pi}) = \exp\left(\frac{\epsilon \kappa i \pi}{2}\right) = \epsilon \kappa,
$$

$$
\phi_{e,\nu,\ell}(\tilde{m}_{1,\kappa}) = \phi_{e,\nu,\ell}(\tilde{k}_{(\kappa - 1)\pi}) = \exp\left(-\epsilon(\kappa - 1)i\pi\right) = \kappa,
$$

for $\kappa \in \{\pm 1\}$. It follows from the definition that

$$
\phi_{e,\nu,\ell}(\tilde{g} \tilde{a}_u \tilde{n}_-) = u^{-\nu + 1} \phi_{e,\nu,\ell}(\tilde{g}).
$$

Thus by (5.7), (5.8), and (5.9), we see that $\phi_{e,\nu,\ell}$ satisfies (8.1) (or equivalently, (8.4) for $V_{e,\nu}^\infty$). Since it is also clear that $\phi_{e,\nu,\ell}$ is smooth, it follows that $\phi_{e,\nu,\ell} \in V_{e,\nu}^\infty$. Clearly $\phi_{e,\nu,\ell}$ is the unique element of $V_{e,\nu}^\infty$ which satisfies

$$
\phi(\tilde{k}_0) = \exp\left(-\epsilon\left(\frac{1}{2} + \ell\right)i\theta\right).
$$
Thus
\[
\frac{\nu}{(8.10)} = \kappa(-\arctan(x))^n_x \tilde{a} \left(1 + x^2\right)^{-1/2}
\]
then for \(\text{Re}(\nu) > 0\),
\[
(8.11) \quad I_{\epsilon, \nu, \ell} = \int_{-\infty}^{\infty} \phi_{\epsilon, -\nu, \ell}(\kappa_0) \, d\nu_x
\]
where in the last equality we used that
\[
(8.12) \quad \phi_{\epsilon, -\nu, \ell}(\kappa_0) \phi_{\epsilon, -\nu, \ell}(\kappa) \int_{-\infty}^{\infty} \phi_{\epsilon, -\nu, \ell}(\kappa(-\arctan(x))) \left(1 + x^2\right)^{-\frac{i\epsilon}{\sqrt{2}}} \, d\nu_x
\]
and (8.14) proves the assertion of the lemma when both sides are re stricted to \(K\).

Because of our choice of branch cut for \(\log\) given in (2.16), we also have
\[
(8.13) \quad \phi_{\epsilon, -\nu, \ell}(\kappa_0) = \phi_{\epsilon, -\nu, \ell}(\kappa_0/2) = \exp\left(-\frac{\epsilon i \pi}{2} \right) \exp\left(-\frac{\epsilon i \pi}{4} \right) = i^{-\epsilon \ell} \frac{1 - \epsilon i}{\sqrt{2}}.
\]

It remains to evaluate the integral
\[
\int_{-\infty}^{\infty} \phi_{\epsilon, -\nu, \ell}(\kappa(-\arctan(x))) \left(1 + x^2\right)^{-\frac{i\epsilon}{\sqrt{2}}} \, d\nu_x.
\]
Using the identity \(\arctan(x) = \frac{1}{2} \log(1 - i x) - \log(1 + i x)\), we find
\[
(8.14) \quad \phi_{\epsilon, -\nu, \ell}(\kappa(-\arctan(x))) = \exp\left(\epsilon \left(\frac{1}{2} + \ell\right) i \arctan(x)\right)
\]
\[
= \exp\left(-\frac{\epsilon}{2} \left(\frac{1}{2} + \ell\right) \left(\log(1 - i x) - \log(1 + i x)\right)\right)
\]
\[
= \left(1 - ix\right)^{-\frac{1}{4}(\frac{1}{2} + \ell)} (1 + ix)^{\frac{1}{4}(\frac{1}{2} + \ell)}.
\]

Because of our choice of branch cut for \(\log\) given in (2.16), we also have
\[
(8.15) \quad 1 + x^2 = \left(1 + x^2\right)^{-\frac{1}{4}(\frac{1}{2} + \ell)} = \left(1 - ix\right)^{-\frac{1}{4}(\frac{1}{2} + \ell)} (1 + ix)^{-\frac{1}{4}(\frac{1}{2} + \ell)}.
\]

Thus
\[
(8.16) \quad \int_{-\infty}^{\infty} \phi_{\epsilon, -\nu, \ell}(\kappa(-\arctan(x))) \left(1 + x^2\right)^{-\frac{1}{4}(\frac{1}{2} + \ell)} \, d\nu_x
\]
\[
= \int_{-\infty}^{\infty} \left(1 - ix\right)^{-\frac{1}{4}(\frac{1}{2} + \ell)} (1 + ix)^{\frac{1}{4}(\frac{1}{2} + \ell)} \, d\nu_x
\]
\[
= \pi^{2 - \nu} \Gamma(\nu)
\]
\[
\Gamma\left(-\frac{1}{2}\left(\frac{1}{2} + \ell\right) + \frac{1}{4}\right) \Gamma\left(\frac{1}{2}\left(\frac{1}{2} + \ell\right) + \frac{1}{4}\right)
\]
for \(\text{Re}(\nu) > 0\), where this last equality follows from (3.1), (1.3). Since \(\epsilon = \pm 1\), by symmetry we can simply take \(\epsilon = 1\) in the last line of (8.14). Combining (8.11) and (8.14) proves the assertion of the lemma when both sides are restricted to \(K\) for \(\text{Re}(\nu) > 0\). We complete the proof by noting that elements of \(V_{\nu, \ell}^0\) are uniquely determined by their restriction to \(K\) (hence our formula holds for all of \(\text{SL}_2(\mathbb{R})\)) and by invoking the uniqueness of meromorphic continuation. \(\square\)
Remark 8.3. Observe that \( \{ \tilde{k}_\theta \mapsto \exp(\frac{i}{2} \theta) : j \in \mathbb{Z} \} \) is the set of all characters on \( \tilde{K} \). This follows from the fact that \( \theta \mapsto \tilde{k}_\theta \) is an isomorphism from \( \mathbb{R}/[-2\pi, 2\pi) \) onto \( \tilde{K} \). A character is said to factor over \( K \), the maximal compact subgroup of \( \text{SL}_2 \), if the map \( k_\theta \mapsto \exp(\frac{i}{2} \theta) \) is also a character on \( K \). The characters of \( \tilde{K} \) that do not factor over \( K \) (i.e. the genuine characters on \( \tilde{K} \)) are precisely those for which \( j \notin 2\mathbb{Z} \). Of these, one can show via \( \text{(3.1)} \) (or equivalently, \( \text{(8.1)} \) for \( V_{e,\nu} \)) that \( \{ \phi_{e,\nu, \ell} \tilde{K} : \ell \in 2\mathbb{Z} \} \) is the set of all genuine characters contained in \( V_{e,\nu}^\infty \).

By applying Lemma 8.2 twice and utilizing standard identities for the \( \Gamma \) function, we find that
\[
I_{e,-\nu} I_{e,\nu} \phi_{e,-\nu,0} = \frac{2\pi i \cot(\pi \nu)}{\nu} \phi_{e,-\nu,0}.
\]
Since we know by Schur’s lemma that \( I_{e,-\nu} I_{e,\nu} \) is a scalar operator, it follows that
\[
I_{e,-\nu} I_{e,\nu} f = \frac{2\pi i \cot(\pi \nu)}{\nu} f
\]
for all \( f \in V_{e,\nu}^{-\infty} \).

Lemma 8.4. For \( f \in V_{e,\nu}^{-\infty} \),
\[
I_{e,-\nu} I_{e,\nu} f = \frac{2\pi i \cot(\pi \nu)}{\nu} f
\]
for \( \nu \in \mathbb{C} - \mathbb{Z} \).

Recall that we defined \( \mathbb{I}_{e,\nu} \in V_{e,\nu}^{-\infty} \) in (6.15) and \( \delta_{e,\nu,\infty} \in V_{e,\nu}^{-\infty} \) just prior to (3.6).

Lemma 8.5.
(a) \( I_{e,\nu} \delta_{e,-\nu,\infty} = \mathbb{I}_{e,\nu} \),
(b) \( I_{e,\nu} \mathbb{I}_{e,-\nu} = \frac{2\pi i \cot(\pi \nu)}{\nu} \delta_{e,-\nu,\infty} \).

Proof. Let \( f \in V_{e,\nu}^{-\infty} \) with \( \text{Re}(\nu) > 0 \). By Lemma 8.1 and (2.29),
\[
\langle I_{e,\nu} \delta_{e,-\nu,\infty}, f \rangle_{e,\nu} = -\epsilon i \langle \delta_{e,-\nu,\infty}, I_{e,\nu} f \rangle_{e,\nu} = -\epsilon i \int_{-\pi/2}^{\pi/2} \delta_{e,-\nu,0}(\tilde{k}_\theta) I_{e,\nu} f(\tilde{k}_\theta) d\theta \]
\[
= -\epsilon i \int_{-\pi/2}^{\pi/2} \delta_{e,-\nu,0}(\tilde{k}_\theta) f(\tilde{k}_\theta) d\theta \]
\[
= -\epsilon i \int_{-\infty}^{\infty} \delta_{e,-\nu,0}(\tilde{n}_t) f(\tilde{n}_t) dt = -\epsilon i I_{e,\nu} f(\tilde{s}).
\]

Once again, the change in the \( \theta \) variable does not result in a change in the bounds of integration since the integrand is \( \tilde{M} \)-invariant and \( d\theta \) is a Haar measure for \( \tilde{K}/\tilde{M} \).

Since \( \tilde{s}^2 = \tilde{m}_{-1,-1} \in \tilde{M} \) and since \( \tilde{M} \) is the center of \( \text{SL}_2(\mathbb{R}) \),
\[
I_{e,\nu} f(\tilde{s}) = \int_{-\infty}^{\infty} f(\tilde{s} \tilde{n}_t) dt = \int_{-\infty}^{\infty} f(\tilde{n}_t \tilde{m}_{-1,-1}) dt = \epsilon i \int_{-\infty}^{\infty} f(\tilde{n}_t) dt.
\]
Thus
\[
\langle I_{e,\nu} \delta_{e,-\nu,\infty}, f \rangle_{e,\nu} = -\epsilon i \cdot \epsilon i \int_{-\infty}^{\infty} f(\tilde{n}_t) dt = \int_{-\infty}^{\infty} f(\tilde{n}_t) dt.
\]
This last equality shows that \( \int_{-\infty}^{\infty} \mathbb{I}_{\epsilon,\nu}(\bar{n}_t) f(\bar{n}_t) \, dt \) converges for any \( f \in V_{-\epsilon,-\nu}^{5} \). Since the pairing \( \langle \cdot, \cdot \rangle_{\epsilon,\nu} \) is non-degenerate, it follows that for \( \Re(\nu) > 0 \), \( I_{\epsilon,\nu} \delta_{-\nu,\infty} = \mathbb{I}_{\epsilon,\nu} \). Since \( \nu \mapsto \mathbb{I}_{\epsilon,\nu} \) is a meromorphic function on \( \mathbb{C} \), the lemma then follows from the uniqueness of meromorphic continuation.

Lemma 8.4 applied to \( \delta_{-\nu,\infty} \) shows that

\[
I_{\epsilon,\nu} I_{\epsilon,\nu} \delta_{-\nu,\infty} = \frac{2\pi i \cot(\pi \nu)}{\nu} \delta_{-\nu,\infty}.
\]

Therefore by part (a),

\[
I_{\epsilon,\nu} \mathbb{I}_{\epsilon,\nu} = \frac{2\pi i \cot(\pi \nu)}{\nu} \delta_{-\nu,\infty},
\]

which yields part (b) when we replace \( \nu \) with \(-\nu\). □

Let

\[
G_0(\nu) = \frac{2\Gamma(\nu)}{(2\pi)^\nu} \cos\left(\frac{\pi \nu}{2}\right),
\]

\[
G_1(\nu) = \frac{2\Gamma(\nu)}{(2\pi)^\nu} \sin\left(\frac{\pi \nu}{2}\right),
\]

\[
G(\epsilon_1,\epsilon_2)(\nu) = \frac{(1 - \epsilon_1 i)\Gamma(\nu)}{(2\pi)^\nu} \left( \cos\left(\frac{\pi \nu}{2}\right) + \epsilon_1 \epsilon_2 \sin\left(\frac{\pi \nu}{2}\right) \right),
\]

where \( \epsilon_1, \epsilon_2 \in \{\pm 1\} \). It follows directly from the definition of \( G(\epsilon_1,\epsilon_2)(\nu) \) that

\[
G(\epsilon_1,\epsilon_2)(\nu) = -\epsilon_1 \epsilon_2 G(-\epsilon_1,-\epsilon_2)(\nu).
\]

Notice that \( G_0(\nu) \) has simple poles at the non-positive even integers, \( G_1(\nu) \) has simple poles at the non-positive odd integers, and \( G(\epsilon_1,\epsilon_2)(\nu) \) has simple poles at all the non-positive integers.

For \( 0 < \Re(\nu) < 1 \), it is well-known that

\[
G_\eta(\nu) = \lim_{m_1,m_2 \to \infty} \int_{-m_1}^{m_2} \text{sgn}(t)^\eta |t|^{\nu-1} e(t) \, dt
\]

for \( \eta \in \{0,1\} \). 6 The following lemma shows that a similar integral representation holds for \( G(\epsilon_1,\epsilon_2)(\nu) \).

**Lemma 8.6.** For \( 0 < \Re(\nu) < 1 \),

\[
G(\epsilon_1,\epsilon_2)(\nu) = \lim_{m_1,m_2 \to \infty} \int_{-m_1}^{m_2} \text{sgn}(-\epsilon_2 t)^{-\epsilon_1/2} |t|^{\nu-1} e(t) \, dt.
\]

**Proof.** If \( \epsilon_2 = 1 \) then

\[
\text{sgn}(-\epsilon_2 t)^{-\epsilon_1/2} = \text{sgn}(-t)^{-\epsilon_1/2} = \frac{1}{2} (1 - \text{sgn}(t)) - \frac{\epsilon_1}{2} (1 + \text{sgn}(t)).
\]

\[\text{This can also be seen from Proposition 2.1.}\]

\[\text{6We obtain (8.17) by noting that}\]

\[
\int_{-m_1}^{m_2} \text{sgn}(t)^\eta |t|^{\nu-1} e(t) \, dt = \int_0^{m_2} |t|^{\nu-1} e(t) \, dt + (-1)^\eta \int_0^{m_1} |t|^{\nu-1} e(-t) \, dt,
\]

and recalling that \( \lim_{m \to \infty} \int_0^m t^{\nu-1} e(t) \, dt = \frac{\Gamma(\nu)}{(2\pi)^\nu} (\nu/4) \) for \( 0 < \Re(\nu) < 1 \), the latter of which follows by changing variables in the definition of \( \Gamma(\nu) = \lim_{m \to \infty} \int_0^m t^{\nu-1} e^{-t} \, dt \).
If \( \epsilon_2 = -1 \) then
\[
\text{sgn}(-\epsilon_2 t)^{-\epsilon_2/2} = \text{sgn}(t)^{-\epsilon_2/2} = \frac{1}{2} (1 + \text{sgn}(t)) - \frac{\epsilon_1 i}{2} (1 - \text{sgn}(t)).
\]
Thus in either case,
\[
\text{sgn}(-\epsilon_2 t)^{-\epsilon_2/2} = \frac{1}{2} (1 - \epsilon_2 \text{sgn}(t)) - \frac{\epsilon_1 i}{2} (1 + \epsilon_2 \text{sgn}(t)).
\]
Therefore by (8.17), for \( 0 < \text{Re}(\nu) < 1 \),
\[
\lim_{m_1, m_2 \to \infty} \int_{-m_2}^{m_2} \text{sgn}(-\epsilon_2 t)^{-\epsilon_2/2} e(t) |t|^{\nu-1} dt = \frac{1}{2} (G_0(\nu) - \epsilon_2 G_1(\nu)) - \frac{\epsilon_1 i}{2} (G_0(\nu) + \epsilon_2 G_1(\nu))
\]
\[
= \frac{1}{2} \left( \cos \left( \frac{\pi \nu}{2} \right) \right) - \epsilon_2 \sin \left( \frac{\pi \nu}{2} \right) - \epsilon_2 \left( \cos \left( \frac{\pi \nu}{2} \right) + \epsilon_2 \sin \left( \frac{\pi \nu}{2} \right) \right) \frac{\Gamma(\nu)}{(2\pi)^\nu}
\]
\[
= G_{\epsilon_1, \epsilon_2}(\nu).
\]

Lemma 8.7. For \( n \neq 0 \),
\[
I_{\epsilon, \nu} \varphi_{\epsilon, -\nu, n} = G_{\epsilon, \text{sgn}(n)}(\nu) |n|^{-\nu} \varphi_{\epsilon, \nu, n},
\]
for all \( \nu \in \mathbb{C} - \mathbb{Z}_{\leq 0} \). Recall that \( \varphi_{\epsilon, \nu, n} \) is defined in (6.12).

Proof. Assume \( 0 < \text{Re}(\nu) < 1 \). Once we prove the identity for \( \nu \) in this range, the lemma then follows by invoking the uniqueness of meromorphic continuation.

By Lemma 8.1,

(8.18) \[
\langle I_{\epsilon, \nu} \varphi_{\epsilon, -\nu, n}, \phi \rangle_{\epsilon, \nu} = -\epsilon i \langle \varphi_{\epsilon, -\nu, n}, I_{\epsilon, \nu} \phi \rangle_{\epsilon, -\nu}
\]
for \( \phi \in V_{\infty, -\nu}^{\infty} \). Suppose \( \text{supp}(\phi) \subset N \bar{B} \). Consequently, \( \phi_0 \in C_c^\infty(\mathbb{R}) \) (see (2.14) for the definition of \( \phi_0 \)). Since for \( t \neq 0 \),

(8.19) \[
\bar{n}_x \bar{s} \bar{n}_t = \bar{n}(-t^{-1} + x) \bar{a}(|t|^{-1}) \bar{a}_{\text{sgn}(t) \cdot \text{sgn}(t)} \bar{n}_t (t^{-1}),
\]
it then follows from (8.22) and (8.31) for \( V_{\infty, -\nu} \),

(8.20) \[
(I_{\epsilon, \nu} \phi)_0(x) = \int_{-\infty}^{\infty} \text{sgn}(t) \chi^{1/2} \phi_0(-t^{-1} + x)|t|^{\nu-1} dt
\]
\[
= \int_{-\infty}^{\infty} \text{sgn}(-t) \chi^{1/2} |t|^{\nu-1} \phi_0(t + x) dt
\]
\[
= \int_{-\infty}^{\infty} \text{sgn}(x - t) \chi^{1/2} |x - t|^{\nu-1} \phi_0(t) dt,
\]
with the above integrals converging absolutely.
By (8.12), we see that \( \varphi_{\epsilon, \nu, n} \) satisfies the hypotheses of Proposition 2.1. Thus by (8.18), (8.20), and Proposition 2.1

\[
(I_{\epsilon, \nu} \varphi_{\epsilon, \nu, n}, \phi)_{\epsilon, \nu} = -\epsilon i \lim_{m \to \infty} \int_{-m}^{m} (I_{\epsilon, \nu} \varphi_{0})_{\epsilon, \nu, n}(x)(\varphi_{\epsilon, \nu, n})_{0}(x) \, dx
\]

\[
= -\epsilon i \lim_{m \to \infty} \int_{-m}^{m} \int_{-\infty}^{\infty} \text{sgn}(x - t)^{\nu/2} |x - t|^\nu - 1 \phi_0(t) \, dt \, e(nx) \, dx.
\]

Since we’ve assumed \( \phi_0 \) has compact support, we can think of the integration over \( \mathbb{R} \) in the last line of (8.21) as actually occurring over a finite interval, say \([-R, R]\) for some \( R > 0 \). Hence by Fubini’s Theorem, we can swap the order of integration, and then perform the following changes of variables:

\[
(I_{\epsilon, \nu} \varphi_{\epsilon, \nu, n}, \phi)_{\epsilon, \nu} = -\epsilon i \lim_{m \to \infty} \int_{-m}^{m} \int_{-\infty}^{\infty} \text{sgn}(x - t)^{\nu/2} |x - t|^\nu - 1 \phi_0(t) e(nx) \, dx \, dt
\]

\[
= -\epsilon i \lim_{m \to \infty} \int_{-\infty}^{\infty} \int_{-m}^{m} \text{sgn}(x)^{\nu/2} |x|^\nu - 1 \phi_0(t) e(nx + nt) \, dx \, dt
\]

\[
= -\epsilon i \lim_{m \to \infty} \int_{-\infty}^{\infty} \phi_0(t) e(nt) \int_{-m}^{m} \text{sgn}(x)^{\nu/2} |x|^\nu - 1 e(nx) \, dx \, dt
\]

\[
= -\epsilon i |n|^{\nu} \int_{-\infty}^{\infty} \phi_0(t) e(nt) h_m(t) \, dt,
\]

where

\[
h_m(t) = \int_{-|n|(m+t)}^{\infty} \text{sgn}(nx)^{\nu/2} |x|^\nu - 1 e(x) \, dx.
\]

For \( m > 2R \) and \( t \in [ -R, R ] \), we have that \( m - t, m + t > R \). Thus

\[
|h_m'(t)| \leq |n|^\nu \left( |m - t|^{\nu - 1} + |m + t|^{\nu - 1} \right) \ll 1,
\]

with the implied constant independent of \( m \), but dependent upon \( n \) and \( \nu \). This bound follows since \( \text{Re}(\nu) < 1 \). By Lemma 8.6

\[
\lim_{m \to \infty} h_m(t) = G_{(-\epsilon, -\text{sgn}(n))}(\nu).
\]

Since \( m \mapsto h_m(0) \) is a continuous function, \( (m \mapsto h_m(0)) \ll 1 \), with the implied constant independent of \( m \). By this and (8.24), we have that

\[
|h_m(t)| \ll |t|,
\]

with the implied constant independent of \( m \).

By (8.20) and (8.25), we can pass the limit in \( m \) past the integral given in the last line of (8.22). Hence

\[
(I_{\epsilon, \nu} \varphi_{\epsilon, \nu, n}, \phi)_{\epsilon, \nu} = -\epsilon i G_{(-\epsilon, -\text{sgn}(n))}(\nu) |n|^{\nu} \int_{-\infty}^{\infty} \phi_0(t) e(nt) \, dt.
\]

We can further simplify (8.27) by invoking (8.16). This, together with the fact that

\[
(I_{\epsilon, \nu} \varphi_{\epsilon, \nu, n}, \phi)_{\epsilon, \nu} = \int_{-\infty}^{\infty} \phi_0(t) e(nt) \, dt,
\]

shows that

\[
(I_{\epsilon, \nu} \varphi_{\epsilon, \nu, n}, \phi)_{\epsilon, \nu} = G_{\epsilon, \text{sgn}(n)}(\nu) |n|^{\nu} \langle \varphi_{\epsilon, \nu, n}, \phi \rangle_{\epsilon, \nu}.
\]
for all $\phi \in V^\infty_{c,-\nu}$ such that supp$(\phi) \subset \widetilde{N}B$.

By suitably modifying the above argument, one can show that (8.28) also holds for $\phi$ with supp$(\phi) \subset \widetilde{s}^{-1}N\bar{B}$. Thus by (2.31) (and the surrounding discussion), (8.28) holds for all $\phi \in V^\infty_{c,-\nu}$. The lemma then follows from the non-degeneracy of the pairing $\langle \cdot, \cdot \rangle_{c,\nu}$.

The functional equation for the metaplectic Eisenstein distributions (given in Theorem 9.1) will include $I_{c,\nu}E_{c,-\nu}^{(\infty)}$ as one of its terms. The following proposition gives a series expansion for $I_{c,\nu}E_{c,-\nu}^{(\infty)}$ similar to the one given for $E_{c,\nu}^{(\infty)}$ in Proposition 6.2.

**Proposition 8.8.** $I_{c,\nu}E_{c,-\nu}^{(\infty)} = \sum_{n \in \mathbb{Z}} c_{c,\nu}(n) \phi_{c,\nu,n} + c_{c,\nu}(\infty) \delta_{c,\nu,\infty}$, where

$c_{c,\nu}(n) = G_{(c,\text{sgn}(\gamma))}(\nu)|n|^{-\nu}a_{c,-\nu}(n)$ for $n \neq 0$,

$c_{c,\nu}(0) = (1 - 2^{2\nu-1})G_0(2\nu)\zeta(2\nu)$, and

$c_{c,\nu}(\infty) = (1 - \epsilon\nu)2^{2\nu-1}G_0(2\nu)\zeta(2\nu + 1)$.

**Proof.** We apply $I_{c,\nu}$ to the series expansion for $E_{c,\nu}^{(\infty)}$ given in Proposition 6.2. By Lemma 8.3 and Lemma 8.7,

$I_{c,\nu}E_{c,-\nu}^{(\infty)} = \sum_{n \in \mathbb{Z}} c_{c,\nu}(n) \phi_{c,\nu,n} + c_{c,\nu}(\infty) \delta_{c,\nu,\infty}$,

where

$c_{c,\nu}(n) = G_{(c,\text{sgn}(\gamma))}(\nu)|n|^{-\nu}a_{c,-\nu}(n)$ for $n \neq 0$,

$c_{c,\nu}(\infty) = \frac{2\pi\epsilon\cot(\pi\nu)}{\nu}a_{c,-\nu}(0)$, and

$c_{c,\nu}(0) = a_{c,-\nu}(\infty)$.

Notice that $c_{c,\nu}(n)$ for $n \neq 0$ satisfies the equality asserted in the statement of the proposition. However, more justification is required for our statements regarding $c_{c,\nu}(0)$ and $c_{c,\nu}(\infty)$.

In what follows, we shall use the following identities, the latter of which is the functional equation for the Riemann zeta function:

(8.29) $\frac{\pi}{\nu} \cot(\pi\nu)G_0(2\nu + 1) = -G_0(2\nu)$, $\zeta(1 - \nu) = G_0(\nu)\zeta(\nu)$.

By these identities and Proposition 6.3, it follows that

$c_{c,\nu}(\infty) = \frac{2\pi\epsilon\cot(\pi\nu)}{\nu}a_{c,-\nu}(0)$

$= \frac{2\pi\epsilon\cot(\pi\nu)}{\nu}(1 + \epsilon\nu)2^{2\nu-2}\zeta(-2\nu)$

$= \epsilon(1 + \epsilon\nu)2^{2\nu-1}\frac{\pi}{\nu}\cot(\pi\nu)G_0(2\nu + 1)\zeta(2\nu + 1)$

$= -\epsilon(1 + \epsilon\nu)2^{2\nu-1}G_0(2\nu)\zeta(2\nu + 1)$

$= (1 - \epsilon\nu)2^{2\nu-1}G_0(2\nu)\zeta(2\nu + 1)$.

---

7 One merely replaces $\phi_0$ with $\phi_{\infty}$ and verifies that (8.20) holds for $\phi_{\infty}$.
Similarly, by (8.29) and Proposition 6.2 it follows that
\[ c_{\epsilon, \nu}(0) = a_{\epsilon, -\nu}(\infty) = (1 - 2^{2\nu-1})\zeta(1 - 2\nu) = (1 - 2^{2\nu-1})G_0(2\nu)\zeta(2\nu). \]

From these computations we obtain the formulas for \( c_{\epsilon, \nu}(0) \) and \( c_{\epsilon, \nu}(\infty) \) given in the lemma.

We will also need to have explicit formulas for the Fourier coefficients of \( I_{\epsilon, \nu} \tilde{E}_{c_{\epsilon, -\nu}}^{(0)} \). Recall that \( \tilde{E}_{c_{\epsilon, -\nu}}^{(0)} \) was defined in (7.3) and has a Fourier series given in (7.8).

**Proposition 8.9.** \( I_{\epsilon, \nu} \tilde{E}_{c_{\epsilon, -\nu}}^{(0)} = \sum_{n \in \mathbb{Z}} d_{\epsilon, \nu}(n)e_{\epsilon, \nu, n} + d_{\epsilon, \nu}(\infty)\delta_{\epsilon, \nu, \infty}, \) where

\[
d_{\epsilon, \nu}(n) = G_{(\epsilon, \text{sgn}(n), \nu)}|n|^\nu b_{\epsilon, -\nu}(n) \quad \text{for} \quad n \neq 0,
\]
\[
d_{\epsilon, \nu}(0) = 0, \quad \text{and}
\]
\[
d_{\epsilon, \nu}(\infty) = 2^\nu(1 - 2^{2\nu})G_0(2\nu)\zeta(2\nu + 1).
\]

**Proof.** We shall only justify the statements regarding \( d_{\epsilon, \nu}(0) \) and \( d_{\epsilon, \nu}(\infty) \) since the first statement follows just as in the proof of Proposition 8.8. Once again, we will use the identities in (8.29) to prove our results. By Lemma 8.9 and Proposition 7.1

\[
I_{\epsilon, \nu}(b_{\epsilon, -\nu}(0)\mathbb{1}_{\epsilon, -\nu}) = \frac{2\pi i}{\nu} \cot(\pi \nu) b_{\epsilon, -\nu}(0)\delta_{\epsilon, \nu, \infty}
\]
\[= \frac{2\pi i}{\nu} \cot(\pi \nu) e^{2\nu-1}(1 - 2^{2\nu})\zeta(-2\nu)\delta_{\epsilon, \nu, \infty}
\]
\[= \frac{2\pi i}{\nu} \cot(\pi \nu) e^{2\nu-1}(1 - 2^{2\nu})G_0(2\nu + 1)\zeta(2\nu + 1)\delta_{\epsilon, \nu, \infty}
\]
\[= (-2\pi i)e^{2\nu-1}(1 - 2^{2\nu})G_0(2\nu)\zeta(2\nu + 1)\delta_{\epsilon, \nu, \infty}
\]
\[= 2^\nu(1 - 2^{2\nu})G_0(2\nu)\zeta(2\nu + 1)\delta_{\epsilon, \nu, \infty}.
\]

Similarly, by Lemma 8.9 and (7.10)

\[
I_{\epsilon, \nu}(b_{\epsilon, -\nu}(\infty)\delta_{\epsilon, -\nu, \infty}) = I_{\epsilon, \nu}(0) = 0 \cdot \mathbb{1}_{\epsilon, \nu}.
\]

9. A Functional Equation for Metaplectic Eisenstein Distribution

The following theorem gives a functional equation for metaplectic Eisenstein distributions, the proof of which relies upon the calculation of the Fourier coefficients of \( \tilde{E}_{c_{\epsilon, \nu}}^{(\infty)} \) (Proposition 5.5), \( \tilde{E}_{c_{\epsilon, \nu}}^{(0)} \) (Proposition 6.2), \( \tilde{E}_{c_{\epsilon, \nu}}^{(0)} \) (Proposition 7.1), \( \tilde{E}_{c_{\epsilon, -\nu}}^{(\infty)} \) (Proposition 8.8), and \( I_{\epsilon, \nu} \tilde{E}_{c_{\epsilon, -\nu}}^{(0)} \) (Proposition 8.9).

**Theorem 9.1.** For \( \epsilon \in \{ \pm 1 \} \) and \( \nu \in \mathbb{C}, \)

\[
I_{\epsilon, \nu} \tilde{E}_{c_{\epsilon, -\nu}}^{(\infty)} = \left( 1 - \epsilon i \right) 2^{2\nu-1} \left( 1 - 2^{-2\nu-1} \right)^{-1} G_0(2\nu)
\]
\[\cdot \left( \tilde{E}_{c_{\epsilon, \nu}}^{(\infty)} + (1 - \epsilon i)2^{-\nu}(1 - 2^{2\nu})\tilde{E}_{c_{\epsilon, \nu}}^{(0)} \right),
\]

where \( \tilde{E}_{c_{\epsilon, \nu}}^{(\infty)} \) is defined in (8.22), \( \tilde{E}_{c_{\epsilon, \nu}}^{(0)} \) is defined in (7.3), and \( G_0(\nu) \) is defined in (8.15).
We begin by presenting an outline for the proof of Theorem 9.1. First, we will show that the distribution
\begin{equation}
\tau_{e,\nu} = I_{e,\nu} E_{\epsilon,\nu}^{(\infty)} - \left[ (1 - \epsilon i) 2^{2\nu - 1} (1 - 2^{-2\nu - 1})^{-1} G_0(2\nu) \right] \\
\cdot \left[ \tilde{E}_{\epsilon,\nu}^{(\infty)} + (1 - \epsilon i) 2^{-\nu} (1 - 2^{2\nu}) \tilde{E}_{\epsilon,\nu}^{(0)} \right],
\end{equation}
is “cuspidal” for all $\nu$ (in a sense that will be defined shortly). We will then argue from the discreteness of the spectrum of cusp forms that $\tau_{e,\nu} \equiv 0$ for almost all $\nu$. The uniqueness of meromorphic continuation then establishes that $\tau_{e,\nu} \equiv 0$ for all $\nu$, from which Theorem 9.1 then follows. To make all this rigorous, we will need to recall the notion of an automorphic distribution. See [22, 23, 24, 26] for more details on this subject. Since we will be considering automorphic distributions that are automorphic with respect to $\tilde{\Gamma}_1(4)$ (defined in (3.5)), we will also need to comment on the relationship between automorphic distributions and the cusps associated with $\tilde{\Gamma}_1(4)$.

In what follows, we recall the definition for automorphic distribution as stated in [24, §2]. Let $(\pi, V)$ be an admissible, finite length representation of $SL_2(\mathbb{R})$, where $V$ is a reflexive Banach space. One can show that the dual representation $(\pi', V')$ is also an admissible, finite length representation of $SL_2(\mathbb{R})$, with $V'$ a reflexive Banach space. Let $(V')^{\infty}$ denote the space of smooth vectors of $(\pi', V')$, equipped with the topology inherited from $C^\infty(G, V')$ via the inclusion $v' \rightarrow (g \mapsto \pi'(g)v')$. Let $V^{-\infty}$ denote the space of distributions on $(V')^{\infty}$. We identify elements of $V$ with elements of $(V')'$ in the usual way. Thus, as linear functionals on $(V')^{\infty}$,
\begin{equation}
V^{\infty} \subset V \subset V^{-\infty}.
\end{equation}

In this way we are able to think of distributions as generalized functions in the sense of Gelfand et al. The dual action of $(\pi', (V')^{\infty})$ defines an action of $SL_2(\mathbb{R})$ on $V^{-\infty}$, which we denote by $\pi$. When working with $V^{-\infty}$, one typically equips it with the weak* topology. However we shall use the finer topology known as the strong distribution topology [23, §19] that was previously discussed in Section 2. One can check that the action $\pi$ on $V^{-\infty}$ is (strongly) continuous with respect to the strong distribution topology [24, §A] and that $V^{\infty}$ (and hence also $V$) is dense in $V^{-\infty}$ with respect to this topology. Let $(V^{-\infty})^{\tilde{\Gamma}_1(4)}$ denote the subspace of $V^{-\infty}$ consisting of elements that are $\tilde{\Gamma}_1(4)$-invariant under the action of $\pi$. Using the terminology established in [24], elements of $(V^{-\infty})^{\tilde{\Gamma}_1(4)}$ are called automorphic distributions. This definition of automorphic distribution slightly generalizes the definition of automorphic distribution that appears in earlier papers on this topic [22, 26].

Recall that $\tilde{\gamma} \in \tilde{\Gamma}_1(4)$, or rather its $SL_2$-coordinate $\gamma$, acts upon $\mathbb{R} \cup \{\infty\}$ as a linear fractional transformation. To each cusp $a \in \mathbb{Q} \setminus \tilde{\Gamma}_1(4)$, we let $\tilde{\Gamma}_a$ denote the stabilizer of $a$ in $\tilde{\Gamma}_1(4)$ under this action. It is well-known that $\tilde{\Gamma}_a$ is a cyclic group, and hence $\tilde{\Gamma}_a$ has a generator $\tilde{\gamma}^a_0 \in \tilde{\Gamma}_1(4)$. The cusps of $\tilde{\Gamma}_1(4)$ are $0, \frac{1}{2},$ and $\infty$. For each cusp $a$, there exists $\xi_a \in \tilde{SL}_2(\mathbb{R})$ such that
\begin{equation}
\xi_a \cdot \infty = a \text{ and } \xi_a^{-1} \tilde{\gamma}^a_0 \xi_a = \tilde{n}_1 = \begin{pmatrix} 1 & 1 \\ 0 & 1 \end{pmatrix},
\end{equation}
for some \( r \in \mathbb{Z}_{>0} \). For \( \alpha = \infty \), we have \( \tilde{\xi}_\infty = (\text{id}, 1) \). For \( \alpha = 0 \), we use \( \tilde{\xi}_0 \) as defined in (7.1). It is straightforward to check that \( \xi_\infty \) and \( \xi_0 \) both satisfy (9.3), and that in particular, \( r = 1 \) for both of these cusps. As for \( \alpha = \frac{1}{2} \), one can compute that

\[
\tilde{\Gamma}_{\frac{1}{2}} = \left\{ \left( \begin{array}{cc} 1 - 4n & 2n \\ -8n & 1 + 4n \end{array} \right), \left( \frac{-8n}{1 + 4n} \right), n \in \mathbb{Z} \right\} = \left\{ \left( \begin{array}{cc} -3 & 2 \\ -8 & 5 \end{array} \right), 1 \right\}.
\]

In this case, (9.3) holds with

\[
(9.4) \quad \tilde{\xi}_{\frac{1}{2}} = \left( \begin{array}{cc} 2 & 0 \\ 4 & 2^{-1} \end{array} \right), 1, \quad \tilde{\gamma}_{\frac{1}{2}} = \left( \begin{array}{cc} -3 & 2 \\ -8 & 5 \end{array} \right), 1, \quad \text{and } r = 2.
\]

One can show that \( r = 2 \) is the minimal value of \( r \) for which (9.3) holds for \( \alpha = \frac{1}{2} \).

Recall that \( V_{\epsilon, \nu} \) comes equipped with the action of \( \tilde{\text{SL}}_2(\mathbb{R}) \) by the left regular representation, which we denote by \( \pi \). Observe \((\pi, V_{\epsilon, \nu})\) is an admissible representation of finite length, with \( V_{\epsilon, \nu} \) a reflexive Banach space. Let \( \tau \in V_{\epsilon, \nu}^{-\infty} \) such that \( \tau \) is \( \tilde{\Gamma}_1(4) \)-invariant, so that \( \tau \) is an automorphic distribution for \( \tilde{\Gamma}_1(4) \). We say that \( \tau \) is \textit{cuspidal} at \( \alpha \) if

\[
(9.5) \quad \int_0^1 \pi(\tilde{a}_x^{-1} \tilde{\xi}_a^{-1}) \tau \, dx = 0.
\]

Notice that the integral in (9.5) is an integral of a \( V_{\epsilon, \nu}^{-\infty} \)-valued function. This is well-defined since \( V_{\epsilon, \nu}^{-\infty} \) is a complete, locally convex, Hausdorff topological vector space with \( \text{SL}_2(\mathbb{R}) \) acting strongly continuously [24, §A]. Recall that the dual representation of \((\pi, V_{\epsilon, \nu})\) can be identified via the pairing \( \langle \cdot, \cdot \rangle_{\epsilon, \nu} \) (defined in (2.20)) as \((\pi', V_{-\epsilon, -\nu})\), where \( \pi' \) denotes the left regular representation. Thus by [24, (2.15)],

\[
(9.6) \quad F_{\tau, \phi}(\tilde{g}) = \langle \pi(\tilde{g}^{-1}) \tau, \phi \rangle_{\epsilon, \nu} = \langle \tau, \pi'(\tilde{g}) \phi \rangle_{\epsilon, \nu},
\]

is a smooth automorphic form for \( \tilde{\Gamma}_1(4) \), for any \( \phi \in V_{-\epsilon, -\nu}^{-\infty} \). Recall that a smooth automorphic form \( F \) is cuspidal at \( \alpha \) if

\[
(9.7) \quad \int_0^1 F(\tilde{\xi}_a \tilde{a}_x \tilde{g}) \, dx = 0,
\]

for all \( \tilde{g} \in \tilde{\text{SL}}_2(\mathbb{R}) \). Thus if \( \tau \) is cuspidal at \( \alpha \) then so also \( F_{\tau, \phi} \) must be cuspidal at \( \alpha \). We say that \( \tau \) is a \textit{cuspidal automorphic distribution} if (9.5) holds for all cusps \( \alpha \).

In the classical setting, a cusp \( \alpha \) is said to be \textit{singular} relative to a multiplier system, if and only if the multiplier system is trivial on the stabilizer for that cusp [14, (2.65)]. Translated to the present setting, a cusp \( \alpha \) is \textit{singular} if and only if the second coordinate of \( \tilde{\gamma}_\alpha \) is equal to 1. Thus for \( \tilde{\Gamma}_1(4) \), we find that \( \infty \) and 0 are singular cusps (see (7.2)), while \( \frac{1}{2} \) is non-singular. In the classical setting, every automorphic form (relative to a multiplier system) is automatically cuspidal at the non-singular cusps [14, §2.7]. The same is true in our setting, and hence in particular, \( \tau \) is automatically cuspidal at \( \alpha = \frac{1}{2} \). This claim can also be seen directly. Indeed, since

\[
(9.8) \quad \tilde{\xi}_{\frac{1}{2}} \tilde{m}_{\frac{1}{2}} = \tilde{\gamma}_{\frac{1}{2}} \tilde{\xi}_{\frac{1}{2}} \tilde{m}_{1, -1},
\]
it follows from (3.1) and the fact that \( \tilde{m}_{-1, -1} = (-\text{id}, -1) \in \tilde{M} \), which is the center of \( \text{SL}_2(\mathbb{R}) \), that

\[
\int_0^1 \tau(\xi_2 \tilde{m}_x g) \, dx = \int_0^{\frac{\pi}{2}} \tau(\xi_2 \tilde{m}_x g) \, dx + \int_{\frac{\pi}{2}}^1 \tau(\xi_2 \tilde{m}_x g) \, dx
\]

\[
= \int_0^{\frac{\pi}{2}} \tau(\xi_2 \tilde{m}_x g) \, dx - \int_{\frac{\pi}{2}}^1 \tau(\xi_2 \tilde{m}_x g) \, dx = 0.
\]

Hence \( \tau \) is automatically cuspidal at \( a = \frac{1}{2} \) as claimed.

In (6.12), we defined \( \varphi_{e, \nu, n} \in V_{e, \nu}^{-\infty} \) such that \( (\varphi_{e, \nu, n})_0 = e(nx) \) for all \( n \in \mathbb{Z}_{\neq 0} \).

Since \( \left( \pi(\xi_a^{-1}) \tau \right)_0 \) is periodic by (9.3), it follows that

\[
\left( \pi(\xi_a^{-1}) \tau \right)_0 = \left( \sum_{n \in \mathbb{Z}} p_{e, \nu, a}(n) \varphi_{e, \nu, n} \right)_0,
\]

where

\[
p_{e, \nu, a}(n) = \int_0^1 \left( \pi_{e, \nu}(\xi_a^{-1}) \tau \right)_0 (x) e(-nx) \, dx.
\]

Thus

\[
\pi(\xi_a^{-1}) \tau = \sum_{n \in \mathbb{Z}} p_{e, \nu, a}(n) \varphi_{e, \nu, n} + \sigma_{e, \nu, a}
\]

where \( \sigma_{e, \nu, a} \) is a distribution supported in \( \tilde{s}^{-1} \tilde{B} \). Since \( \pi(\tilde{\eta}_x^{-1}) \varphi_{e, \nu, n} = e(nx) \varphi_{e, \nu, n} \)

it follows that

\[
\int_0^1 \pi(\tilde{\eta}_x^{-1}) \varphi_{e, \nu, n} \, dx = \left( \int_0^1 e(nx) \, dx \right) \varphi_{e, \nu, n} = 0 \text{ for } n \neq 0.
\]

Also observe that \( \int_0^1 \pi(\tilde{\eta}_x^{-1}) \varphi_{e, \nu, n} \, dx \) is supported on \( \text{SL}_2(\mathbb{R}) \) while \( \int_0^1 \pi(\tilde{\eta}_x^{-1}) \sigma_{e, \nu, a} \, dx \) is supported on \( \tilde{s}^{-1} \tilde{B} \). Thus by (9.3),

\[
p_{e, \nu, a}(0) = 0 \text{ and } \sigma_{e, \nu, a} = 0
\]

if and only if \( \tau \) is cuspidal at a singular cusp \( a \). As was mentioned earlier, we will prove Theorem 9.1 by showing that \( \tau_{e, \nu} \) (defined in (9.1)) is a cuspidal automorphic distribution. By the above discussion, it suffices to show that \( \tau_{e, \nu} \) is cuspidal at the cusps \( 0 \) and \( \infty \).

**Proof of Theorem 9.1** We begin by showing that \( \tau_{e, \nu} \) is cuspidal at the cusp \( \infty \). Since \( \tilde{\xi}_\infty = \tilde{m}_{1, 1} = (\text{id}, 1) \), it follows from Proposition 6.2, Proposition 6.3, (7.8), (7.9), (7.10)

---

8 Recall that if \( f \in V_{e, \nu}^{-\infty} \) then \( f_0 \) simply denotes the restriction of \( f \) to \( \tilde{N} \).

9 To see that this is the case, observe that \( \left( \pi(\tilde{\eta}_x^{-1}) \varphi_{e, \nu, n} \right)_0 = (e(nx) \varphi_{e, \nu, n})_0 \) on \( \mathbb{R} \), and hence by (2.2a), \( \left( \pi(\tilde{\eta}_x^{-1}) \varphi_{e, \nu, n} \right)_\infty = (e(nx) \varphi_{e, \nu, n})_\infty \) on \( \mathbb{R}_{\neq 0} \). One can check that both distributions in this latter equality vanish to non-negative order at 0. Thus by [23, Lemma 2.8], they must in fact be equal on all of \( \mathbb{R} \).
Thus \( \tau \) defined by Proposition 5.5, Proposition 7.1, and Proposition 8.9,\n\[
\tau = (1 - 2^{2\nu-1})G_0(2\nu)\zeta(2\nu) - \left((1 - \epsilon i)2^{2\nu-1}(1 - 2^{-2\nu-1})^{-1}G_0(2\nu)\right) \\
\cdot \left((1 + \epsilon i)2^{-2\nu-2}\zeta(2\nu) + (1 - \epsilon i)2^{-\nu}(1 - 2^{2\nu})\epsilon i 2^{-\nu-1}(1 - 2^{-2\nu})\zeta(2\nu)\right) = 0.
\]
Likewise, by Proposition 6.2, (7.10), and Proposition 8.8,
\[
\sigma = (1 - \epsilon i)2^{2\nu-1}G_0(2\nu)\zeta(2\nu + 1)\delta_{e,\nu,\infty}
\]
Thus \( \tau_{e,\nu} \) is cuspidal at the cusp \( \infty \) by (9.12).
It remains to show that \( \tau \) is cuspidal at the cusp 0. Recall that in (9.1) we defined
\[
\tilde{\xi}_0 = \tilde{s}^{-1}\tilde{a}^{-1} = \begin{pmatrix} 0 & -2^{-1} \\ 2 & 0 \end{pmatrix}, 1.
\]
Since \( \tilde{\xi}_0(\tilde{m}_{-1,-1})^{-1} = \tilde{\xi}_0(-\text{id},-1) = \tilde{\xi}_0^{-1} \), then by (7.5) and (3.1),
\[
\pi(\tilde{\xi}_0^{-1})\tilde{E}_{e,\nu}^{(\infty)} = -\epsilon i \tilde{E}_{e,\nu}^{(0)} \text{ and } \pi(\tilde{\xi}_0^{-1})\tilde{E}_{e,\nu}^{(0)} = \tilde{E}_{e,\nu}^{(\infty)}.
\]
Thus
\[
\pi(\tilde{\xi}_0^{-1})\tau = -\epsilon i I_{e,\nu}\tilde{E}_{e,\nu}^{(0)} - \left((1 - \epsilon i)2^{2\nu-1}(1 - 2^{-2\nu-1})^{-1}G_0(2\nu)\right)
\cdot \left(-\epsilon i \tilde{E}_{e,\nu}^{(0)} + (1 - \epsilon i)2^{-\nu}(1 - 2^{2\nu})\tilde{E}_{e,\nu}^{(\infty)}\right).
\]
By Proposition 5.5, Proposition 7.1, and Proposition 8.9,
\[
p_{e,\nu,0}(0) = -\epsilon i d_{e,\nu}(0) - \left((1 - \epsilon i)2^{2\nu-1}(1 - 2^{-2\nu-1})^{-1}G_0(2\nu)\right)
\cdot \left(-\epsilon i b_{e,\nu}(0) + (1 - \epsilon i)2^{-\nu}(1 - 2^{2\nu})a_{e,\nu}(0)\right)
\]
\[
= -\left((1 - \epsilon i)2^{2\nu-1}(1 - 2^{-2\nu-1})^{-1}G_0(2\nu)\right)
\cdot \left(2^{-\nu-1}(1 - 2^{-2\nu})\zeta(2\nu) + (1 - \epsilon i)2^{-\nu}(1 - 2^{2\nu})(1 + \epsilon i)2^{-2\nu-2}\zeta(2\nu)\right) = 0.
\]
Likewise, by Proposition 6.2 \((7.10)\), and Proposition 8.9, we have
\[
\tau_{e,\nu,0} = -ei\sigma_{e,\nu}(\infty)\delta_{e,\nu,\infty} - \left((1 - e\tau)2^{2\nu - 1}(1 - 2^{-2\nu - 1})^{-1}G_0(2\nu) \right)
\cdot \left(-e\tau b_{e,\nu}(\infty) + (1 - e\tau)2^{-\nu}(1 - 2^{2\nu})a_{e,\nu}(\infty)\right)\delta_{e,\nu,\infty}
- \left((1 - e\tau)2^{2\nu - 1}(1 - 2^{-2\nu - 1})^{-1}G_0(2\nu) \right)
\cdot \left((1 - e\tau)2^{-\nu}(1 - 2^{2\nu})(1 - 2^{-2\nu - 1})\zeta(2\nu + 1)\right)\delta_{e,\nu,\infty} = 0.
\]
Thus \(\tau_{e,\nu}\) is a cuspidal automorphic distribution. Since for almost all \(\nu\), the only cuspidal automorphic distribution is 0, it follows that for almost all \(\nu\) we have \(\tau_{e,\nu} \equiv 0\). The uniqueness of meromorphic continuation then shows that \(\tau_{e,\nu} \equiv 0\) for all \(\nu\).

10. **A Functional Equation for Metaplectic Eisenstein Series**

For \(\ell \in 2\mathbb{Z}\), the weight \(\frac{1}{2} - \ell\) (normalized) classical metaplectic Eisenstein series is given by
\[
E_{a,\ell}(z, \nu)
= \zeta_2(4\nu - 1) \sum_{\gamma \in \Gamma_2 \backslash \Gamma_1(4)} \vartheta(\gamma)w_{\frac{1}{2} - \ell}(\xi, \xi^{-1}) \left(\frac{j_{\xi - 1}(z)}{j_{\xi^{-1}}(z)}\right)^{\ell - \frac{1}{2}} \left(\text{Im} \xi^{-1}z\right)^{\nu},
\]
where \(a\) is either the cusp \(\infty\) or 0, \(\xi_{\infty} = \text{id}\) and \(\xi_0 = \begin{pmatrix} 0 & -2^{-1} \\ 2 & 0 \end{pmatrix}\) (in compatibility with (7.1)), \(z \in \mathbb{H} = \{z \in \mathbb{C} : \text{Im}(z) > 0\}\), \(\nu \in \mathbb{C}\) with \(\text{Re}(\nu) > 1\), \(w_{\frac{1}{2} - \ell}(\xi, \xi^{-1})\) is defined in [14 (2.48)], \(\vartheta(\gamma) = \left(\frac{\gamma}{a}\right)\), and \(j_{\gamma}(z) = cz + d\) for \(\gamma = \begin{pmatrix} a & b \\ c & d \end{pmatrix}\). This definition is compatible with the definition given in [14 (13.4)] except for the fact that we have a normalizing factor of \(\zeta_2(4\nu - 1)\), that \(\vartheta\) in (10.1) is the \(\eta\) in [14 (13.4)], and that the \(\vartheta\) in [14 (13.4)] is set as the trivial multiplier system in [14 (13.8)].

It is well-known that \(E_{a,\ell}(\xi,\nu)\) can be meromorphically continued to the entire complex plane \([11, 27]\). It is easy to infer that \(w_{\frac{1}{2} - \ell}(\xi, \xi^{-1}) = 1\) when \(a = \infty\) [14 (13.8)]. For \(a = 0\), one can show that \(w_{\frac{1}{2} - \ell}(\xi, \xi^{-1}) = 1\) whenever we have \(\gamma\) such that \(c > 0\) [14].

Given that (10.1) is a defined as a summation over \(\Gamma_0 \backslash \Gamma_1(4)\), we can always arrange for this to be the case. Consequently, we find that (10.1) simplifies to

\[
E_{a,\ell}(z, \nu) = \zeta_2(4\nu - 1) \sum_{\gamma \in \Gamma_2 \backslash \Gamma_1(4)} \vartheta(\gamma)w_{\frac{1}{2} - \ell}(\xi, \xi^{-1}) \left(\frac{j_{\xi - 1}(z)}{j_{\xi^{-1}}(z)}\right)^{\ell - \frac{1}{2}} \left(\text{Im} \xi^{-1}z\right)^{\nu},
\]
for such \(\gamma\), there always exist \(z \in \mathbb{H}\) such that \(|\arg(cz + d)|, |\arg(-az + b)| < \frac{\pi}{2}\). From this, one can show that \(\arg(j_{\xi_0}(\xi_0^{-1}\gamma z))\), \(\arg(j_{\xi^{-1}}(\xi_0^{-1}\gamma z))\), \(\arg(j_{\gamma}(z))\) are all in \((-\frac{\pi}{2}, \frac{\pi}{2})\). From the definitions of \(w_{\frac{1}{2} - \ell}(\xi_{\infty}, \xi^{-1})\) given in [14 (2.6)], it then follows from [14 (2.40)] that \(w_{\frac{1}{2} - \ell}(\xi_{\infty}, \xi^{-1}) = 1\) for all such \(\gamma\). This implies (by [14 (2.48)]) that \(w_{\frac{1}{2} - \ell}(\xi, \xi^{-1}) = 1\) for all such \(\gamma\).
to the following:

\[ E_{\infty, \ell}(z, \nu) = \zeta_2(4\nu - 1) \sum_{\gamma \in \Gamma_1 \setminus \Gamma_1(4)} \vartheta(\gamma) \left( \frac{j_\gamma(z)}{|j_\gamma(z)|} \right)^{\ell - \frac{1}{2}} (\Im \, z)^\nu, \]

\[ E_{0, \ell}(z, \nu) = \zeta_2(4\nu - 1) \sum_{\gamma \in \Gamma_0 \setminus \Gamma_1(4) \, \gamma \in \Gamma_1(4) \, \gamma \in \Gamma_1(4) \, \gamma > 0} \vartheta(\gamma) \left( \frac{j_{\xi_0^{-1}\gamma}(z)}{|j_{\xi_0^{-1}\gamma}(z)|} \right)^{\ell - \frac{1}{2}} (\Im \, \xi_0^{-1}\gamma z)^\nu, \]

where in the summation of (10.3), \( \gamma = \begin{pmatrix} a & b \\ c & d \end{pmatrix} \).

We will show that Theorem 9.1 implies a functional equation for the classical metaplectic Eisenstein series. To do this, we will use Lemma 10.2, which relates metaplectic Eisenstein distributions to these classical metaplectic Eisenstein series. The following lemma will be needed in the proof of Lemma 10.2.

**Lemma 10.1.** For \( \tilde{n}_t \in \tilde{N} \), \( \pi(\tilde{n}_t)\delta_{\epsilon, \nu, \infty} = \delta_{\epsilon, \nu, \infty} \).

**Proof.** Consider \( t \neq 0 \). By Lemma 3.1(b) and (3.6), we see that

\[ (\pi(\tilde{n}_t)\delta_{\epsilon, \nu, \infty})_0(x) = (\delta_{\epsilon, \nu, \infty})_0(x) = 0. \]

By this and (2.18), we then know that \( (\pi(\tilde{n}_t)\delta_{\epsilon, \nu, \infty})_\infty(x) = 0 \) on \( \mathbb{R} \setminus \mathbb{R}^+ \). Thus it remains to determine \( (\pi(\tilde{n}_t)\delta_{\epsilon, \nu, \infty})_\infty(x) \) on a neighborhood about 0. Let \( \phi \) a test function on \( \mathbb{R} \setminus \mathbb{R}^+ \). By Lemma 3.1(c),

\[ (\pi(\tilde{n}_t)\delta_{\epsilon, \nu, \infty})_\infty(x) = (tx + 1)|x + 1|^{\nu - 1} \text{sgn}(tx + 1)^{\nu/2} (\delta_{\epsilon, \nu, \infty})_\infty \left( \frac{x}{tx + 1} \right), \]

as an equality between distributions on \( \mathbb{R} \setminus \mathbb{R}^+ \). Thus by (3.6) and changing variables,

\[
\int_{\mathbb{R} \setminus \mathbb{R}^+} (\pi(\tilde{n}_t)\delta_{\epsilon, \nu, \infty})_\infty(x) \phi(x) \, dx \\
= \int_{\mathbb{R} \setminus \mathbb{R}^+} (tx + 1)|tx + 1|^{\nu - 1} \text{sgn}(tx + 1)^{\nu/2} (\delta_{\epsilon, \nu, \infty})_\infty \left( \frac{x}{tx + 1} \right) \phi(x) \, dx \\
= \int_{\mathbb{R} \setminus \mathbb{R}^+} (tx + 1)|tx + 1|^{\nu - 1} \text{sgn}(tx + 1)^{\nu/2} (\delta_{\epsilon, \nu, \infty})_\infty \left( \frac{x}{tx + 1} \right) \phi(x) \, dx \\
= \int_{\mathbb{R} \setminus \mathbb{R}^+} (tx + 1)|tx + 1|^{\nu - 1} \text{sgn}(tx + 1)^{\nu/2} (\delta_{\epsilon, \nu, \infty})_\infty \left( \frac{x}{tx + 1} \right) \phi(x) \, dx \\
= \int_{\mathbb{R} \setminus \mathbb{R}^+} (tx + 1)|tx + 1|^{\nu - 1} \text{sgn}(tx + 1)^{\nu/2} (\delta_{\epsilon, \nu, \infty})_\infty \left( \frac{x}{tx + 1} \right) \phi(x) \, dx
\]
This shows that
\begin{equation}
(\pi(n_i)\delta_{v,v,\infty})_\infty(x) = (\delta_{v,v,\infty})_\infty(x),
\end{equation}
thereby completing the proof. \hfill \square

**Lemma 10.2.** Let $\phi_{v,v,\ell} \in V_{\nu,\nu}^\infty$ such that \eqref{8.5} holds. For $\phi = \phi_{-1,-v,-\ell}$, $z = x + iy \in \mathbb{H}$, and $a = 0$ or $\infty$, the following identities hold:

(a) $\int_{-\pi/2}^{\pi/2} \tilde{E}_{\nu,v}^{(a)}(\tilde{n}_x\tilde{a}(y^{1/2})\tilde{k}_0) \phi(\tilde{k}_0) \, d\theta = i^{-\nu} \frac{1 + i}{\sqrt{2}} \mathcal{E}_{a,\ell}(z, \nu + \frac{1}{2})$,

(b) $\int_{-\pi/2}^{\pi/2} I_{1,\nu} \tilde{F}_{\nu}^{(a)}(\tilde{n}_x\tilde{a}(y^{1/2})\tilde{k}_0) \phi(\tilde{k}_0) \, d\theta = \frac{\pi^{2\nu-1} \Gamma(\nu)}{\Gamma\left(\frac{3}{2} - \frac{\nu}{2} + \frac{\ell}{2}\right) \Gamma\left(\frac{3}{2} + \frac{\nu}{2} + \frac{\ell}{2}\right)} \mathcal{E}_{\nu,\ell}(z, -\nu + \frac{1}{2})$.

**Proof.** By \eqref{3.22} and \eqref{6.3},
\[ \tilde{E}_{\nu,v}^{(a)}(\tilde{g}) = \zeta_2(2\nu + 1) \sum_{\tilde{\gamma} \in \Pi_1(4)/\Pi_a} \pi\left(\tilde{\gamma} \tilde{\xi}_a\right) \delta_{1,v,\infty}(\tilde{g}) \]
where $a = 0$ or $\infty$ and
\[ \tilde{\xi}_0 = \begin{pmatrix} 0 & -2^{-1} \\ 1 & 0 \end{pmatrix}, \quad \text{and} \quad \tilde{\xi}_\infty = \tilde{m}_{1,1} = (id, 1). \]

For $\text{Re}(\nu) > 1$, observe
\begin{equation}
\int_{-\pi/2}^{\pi/2} \tilde{E}_{\nu,v}^{(a)}(\tilde{n}_x\tilde{a}(y^{1/2})\tilde{k}_0) \phi(\tilde{k}_0) \, d\theta = \zeta_2(2\nu + 1) \sum_{\tilde{\gamma} \in \Pi_1(4)/\Pi_a} \int_{-\pi/2}^{\pi/2} \pi(\tilde{\gamma} \tilde{\xi}_a) \delta_{1,v,\infty}(\tilde{n}_x\tilde{a}(y^{1/2})\tilde{k}_0) \phi(\tilde{k}_0) \, d\theta = \zeta_2(2\nu + 1) \sum_{\tilde{\gamma} \in \Pi_1(4)/\Pi_a} \int_{-\pi/2}^{\pi/2} \delta_{1,v,\infty}(\tilde{\xi}_a^{-1} \tilde{\gamma} \tilde{n}_x\tilde{a}(y^{1/2})\tilde{k}_0) \phi(\tilde{k}_0) \, d\theta = \zeta_2(2\nu + 1) \sum_{\tilde{\gamma} \in \Pi_a \setminus \Pi_1(4)} f_{\nu,\ell}(\tilde{\xi}_a^{-1} \tilde{\gamma} \tilde{n}_x\tilde{a}(y^{1/2})),
\end{equation}
where
\begin{equation}
f_{\nu,\ell}(\tilde{g}) = \int_{-\pi/2}^{\pi/2} \delta_{1,v,\infty}(\tilde{g} \tilde{k}_0) \phi(\tilde{k}_0) \, d\theta \text{ with } \phi = \phi_{-1,-v,-\ell}.
\end{equation}

In order to evaluate $f_{\nu,\ell}(\tilde{n}_x\tilde{a}(y^{1/2}))$ we first evaluate the simpler expression $f_{\nu,\ell}(\tilde{n}_x\tilde{a}(y^{1/2}))$. Since $\delta_{1,v,\infty}$ is under $\tilde{N}$ by Lemma \ref{10.1}, it follows that
\begin{equation}
f_{\nu,\ell}(\tilde{n}_x\tilde{a}(y^{1/2})) = f_{\nu,\ell}(\tilde{a}(y^{1/2})),
\end{equation}
Since $\tilde{s}^{-1}\tilde{a}(y^{1/2}) = \tilde{a}(y^{-1/2})\tilde{s}^{-1}$ then it follows from (10.8), the fact that $\delta_{r,\nu,\infty} = \pi(\check{s})\delta_{r,\nu,0}$, and a change of variables, that

\begin{equation}
(10.9)
\end{equation}

\[
f_\nu(\tilde{n}_x\tilde{a}(y^{1/2})) = f_\nu(\tilde{a}(y^{1/2})) = \int_{-\pi/2}^{\pi/2} \delta_{1,\nu,0} \left( \tilde{s}^{-1}\tilde{a}(y^{1/2})\tilde{k}_\theta \right) \phi(\tilde{k}_\theta) d\theta
\]

\[
= \int_{-\pi/2}^{\pi/2} \delta_{1,\nu,0} \left( \tilde{a}(y^{-1/2})\tilde{s}^{-1}\tilde{k}_\theta \right) \phi(\tilde{k}_\theta) d\theta = \int_{-\pi/2}^{\pi/2} \delta_{1,\nu,0} \left( \tilde{a}(y^{-1/2})\tilde{k}_\theta \right) \phi(\tilde{s}\tilde{k}_\theta) d\theta.
\]

In this last equality we changed variables in $\theta$ (so as to remove $\tilde{s}^{-1}$ into the argument of $\delta_{1,\nu,0}$), but we did not change the domain of integration. This is justified by the discussion following (2.20).

Next, observe

\begin{equation}
(10.10)
\end{equation}

\[
\tilde{a}(y^{-1/2})\tilde{k}_\theta = \tilde{n}\left( \frac{-\tan(\theta)}{y} \right) \tilde{a}\left( \frac{\sec(\theta)}{y^{1/2}} \right) \tilde{n}_-(\tan(\theta)),
\]

for $\theta \in (-\frac{\pi}{2}, \frac{\pi}{2})$. It follows from (10.10) and (3.1), that

\begin{equation}
(10.11)
\end{equation}

\[
\delta_{1,\nu,0} \left( \tilde{a}(y^{-1/2})\tilde{k}_\theta \right) = \delta_{1,\nu,0} \left( \tilde{n}\left( \frac{-\tan(\theta)}{y} \right) \right) \left| \frac{\sec(\theta)}{\sqrt{y}} \right|^{-\nu+1} \phi(\tilde{s}\tilde{n}_-(\tan(\theta))) |\sec(\theta)|^{\nu+1}.
\]

Thus by (10.9), (10.11), and a change of variables,

\begin{equation}
(10.12)
\end{equation}

\[
f_\nu(\tilde{n}_x\tilde{a}(y^{1/2}))
\]

\[
= \int_{-\pi/2}^{\pi/2} \delta_{1,\nu,0} \left( \tilde{n}\left( \frac{-\tan(\theta)}{y} \right) \right) \left| \frac{\sec(\theta)}{\sqrt{y}} \right|^{-\nu+1} \phi(\tilde{s}\tilde{n}_-(\tan(\theta))) |\sec(\theta)|^{\nu+1} d\theta
\]

\[
= y^{\nu+1} \int_{-\infty}^{\infty} \delta_{1,\nu,0} \left( \tilde{n}\left( \frac{t}{y} \right) \right) \left| \frac{\sec(\theta)}{\sqrt{y}} \right|^{-\nu+1} \phi(\tilde{s}\tilde{n}_-(t)) \left| \frac{\sec(\theta)}{\sqrt{y}} \right|^{\nu+1} \frac{dt}{1+t^2}
\]

\[
= y^{\nu+1} \int_{-\infty}^{\infty} \delta_{1,\nu,0} \left( \tilde{n}\left( \frac{t}{y} \right) \right) \phi(\tilde{s}\tilde{n}_-(t)) dt
\]

\[
= y^{\nu+1+1} \int_{-\infty}^{\infty} \delta_{1,\nu,0}(\tilde{n}_t)\phi(\tilde{s}\tilde{n}(t)) dt = y^{\nu+1} \phi(\tilde{s})
\]

\[
= y^{\nu+1} e^{-\nu t^2} y^{\nu+1} = i^{-\nu} \frac{1+it}{\sqrt{2}} \Im(z)^{\nu+1},
\]

where $\tilde{s}$ is defined in (2.16).

Let

\[
\tilde{h} = \left( \begin{array}{cc} a_0 & b_0 \\ c_0 & d_0 \end{array} \right), \kappa \in \tilde{SL}_2(\mathbb{R});
\]

later we will specialize $\tilde{h}$ to be $\tilde{\xi}^{-1}_{a,\gamma}$. Observe

\begin{equation}
(10.13)
\end{equation}

\[
\tilde{h}\tilde{n}_x\tilde{a}(y^{1/2}) = \tilde{n}(\Re(hz))\tilde{a}(\Im(hz)^{1/2})\tilde{k}_{\tilde{h},z};
\]
where $h$ is the SL$_2$ component of $\tilde{h}$, $z = x + iy$, and

$$K_{\tilde{h}, z} = \left( \begin{array}{cc} \cos \theta + d_0 & -c_0 y \\ c_0 y & \cos \theta + d_0 \end{array} \right), \kappa \right) \in \tilde{K}.$$  

(10.14)

Thus by changing variables in (10.14), utilizing the fact that $\phi |_{\tilde{K}}$ is a character, and applying (10.12), we have

$$f_\nu \left( \tilde{h} \tilde{m}_a \tilde{a}(y^{1/2}) \right) = f_\nu \left( \tilde{m}(\text{Re}(hz))\tilde{a} \left( \text{Im}(hz)^{1/2} \right) K_{\tilde{h}, z} \right)$$

$$= f_\nu \left( \tilde{m}(\text{Re}(hz))\tilde{a} \left( \text{Im}(hz)^{1/2} \right) \right) \phi \left( K_{\tilde{h}, z} \right)^{-1}$$

$$= i^{-\ell} \frac{1 + i}{\sqrt{2}} \text{Im}(hz)^{\frac{\nu + 1}{2}} \phi \left( K_{\tilde{h}, z} \right)^{-1}.$$ 

(10.15)

Since $K_{\tilde{h}, z} \in \tilde{K}$ then there exists $\theta \in [-2\pi, 2\pi]$ such that $K_{\tilde{h}, z} = \tilde{k}_\theta$. In particular, there exists $\theta' \in (-\pi, \pi)$ such that

$$\sin(\theta') = \frac{c_0 y}{|c_0 z + d_0|} \quad \text{and} \quad \cos(\theta') = \frac{c_0 x + d_0}{|c_0 z + d_0|},$$

provided $\tilde{h} = \tilde{\xi}_\theta^{-1} \tilde{\gamma}$ where $a = 0$ or $\infty$. It then follows that $\theta = (1 - \kappa)\pi + \theta'$ by (2.7). Since $\phi(\tilde{k}_\theta) = \phi(-1, -\nu, -\ell(\tilde{k}_\theta)) = \exp \left( \left( \frac{1}{2} - \ell \right) i \ell \right), \ell \in 2\mathbb{Z},$ and $\kappa \in \{ \pm 1 \}$,

$$\phi(K_{\tilde{h}, z}) = \phi(\tilde{k}_\theta) = \exp \left( \left( \frac{1}{2} - \ell \right) i (1 - \kappa)\pi \right) \exp \left( \left( \frac{1}{2} - \ell \right) i \theta' \right)$$

$$= \kappa \exp \left( i \theta' \right) \exp(-\ell i \theta').$$

By (2.10),

$$\exp(i \theta')^{\frac{1}{2}} = \exp \left( \frac{1}{2} \log(\exp(i \theta')) \right) = \exp \left( \frac{i \theta'}{2} \right).$$

Thus

$$\phi(K_{\tilde{h}, z}) = \kappa \exp(i \theta')^{\frac{1}{2}} \exp(i \theta')^{\frac{1}{2} - \ell} = \kappa \exp(i \theta')^{\frac{1}{2} - \ell}$$

$$= \kappa(\cos(\theta') + i \sin(\theta'))^{\frac{1}{2} - \ell} = \kappa \left( \frac{c_0 z + d_0}{|c_0 z + d_0|} \right)^{\frac{1}{2} - \ell} = \kappa \left( \frac{j_h(z)}{|j_h(z)|} \right)^{\frac{1}{2} - \ell}.$$ 

Therefore by (10.13),

$$f_\nu \left( \tilde{h} \tilde{m}_a \tilde{a}(y^{1/2}) \right) = i^{-\ell} \frac{1 + i}{\sqrt{2}} \text{Im}(hz)^{\frac{\nu + 1}{2}} \kappa \left( \frac{j_h(z)}{|j_h(z)|} \right)^{\frac{\ell - \nu}{2}},$$ 

(10.17)

where $j_h(z) = c_0 z + d_0$.

\[\text{Notice that we have excluded } -\pi \text{ from range of possible values for } \theta'. \text{ If we have } \tilde{h} = \tilde{\xi}_\theta^{-1} \tilde{\gamma} \text{ for } \gamma = \left( \begin{array}{cc} a & b \\ c & d \end{array} \right) \in \tilde{\Gamma}_1(4) \text{ then } c_0 = c. \text{ In this case, if } \theta' = -\pi \text{ then we must have } c = 0 \text{ which then implies } a = d = 1 \text{ since } ad - bc = 1 \text{ and } a \equiv d \equiv 1 \text{ mod 4). We would then have that } K_{\tilde{h}, x} = (id, *), \text{ but this clearly does not equal } \tilde{k}_{-\pi}. \text{ If on the other hand we have } \tilde{h} = \tilde{\xi}_0^{-1} \tilde{\gamma} \text{ then } c_0 = -2a \neq 0 \text{ since } a \equiv 1 \text{ (mod 4), so clearly we cannot have } \theta' = -\pi \text{ in this case either.}
Let $\tilde{\gamma} = \left( \begin{array}{cc} a & b \\ c & d \end{array} \right) \cdot \left( \tilde{\xi} \right)$. By (10.6) and (10.17) for $\tilde{h} = \xi^{-1}_{\infty} \tilde{\gamma} = \tilde{\gamma}$,

\begin{equation}
\int_{-\pi/2}^{\pi/2} E^{(\infty)}_{1,\nu} \left( \eta \tilde{a} (y^{1/2}) \tilde{k}_\theta \right) \phi(\tilde{k}_\theta) \, d\theta \\
= i^{-\ell + 1} \frac{1+i}{\sqrt{2}} \xi_2 (2\nu + 1) \sum_{\tilde{\gamma} \in \tilde{\Gamma}_0 \setminus \tilde{\Gamma}_1(4)} (a,c) H \left( \frac{c}{d} \right) \left( \frac{j_\tilde{\gamma}^{\nu-1}(z)}{|j_\tilde{\gamma}^{\nu-1}(z)|} \right)^{\nu-\ell} \text{Im}(\tilde{\xi}^{-1}_{\infty} \gamma z)^{\frac{\nu+1}{2}} \\
= i^{-\ell + 1} \frac{1+i}{\sqrt{2}} E^{(\infty)}_{0,\ell} \left( z, \nu + \frac{1}{2} \right),
\end{equation}

for $\text{Re}(\nu) > 1$. The uniqueness of meromorphic continuation proves part (a) for $a = \infty$.

For the case of $a = 0$, observe

\begin{equation}
\tilde{\xi}_{0,\nu}^{-1} \tilde{\gamma} = \left( \left( \begin{array}{cc} \frac{c}{2} & \frac{d}{2} \\ -2a & -2b \end{array} \right), (a,c) H \left( \frac{c}{d} \right) \right).
\end{equation}

Thus by (10.6) and (10.17) for $\tilde{h} = \xi_{0,\nu}^{-1} \tilde{\gamma}$,

\begin{equation}
\int_{-\pi/2}^{\pi/2} E^{(\infty)}_{1,\nu} \left( \eta \tilde{a} (y^{1/2}) \tilde{k}_\theta \right) \phi(\tilde{k}_\theta) \, d\theta \\
= i^{-\ell + 1} \frac{1+i}{\sqrt{2}} \xi_2 (2\nu + 1) \sum_{\tilde{\gamma} \in \tilde{\Gamma}_0 \setminus \tilde{\Gamma}_1(4)} (a,c) H \left( \frac{c}{d} \right) \left( \frac{j_\tilde{\gamma}^{\nu-1}(z)}{|j_\tilde{\gamma}^{\nu-1}(z)|} \right)^{\nu-\ell} \text{Im}(\xi^{-1}_{0,\nu} \gamma z)^{\frac{\nu+1}{2}} \\
= i^{-\ell + 1} \frac{1+i}{\sqrt{2}} E^{(\infty)}_{0,\ell} \left( z, \nu + \frac{1}{2} \right),
\end{equation}

for $\text{Re}(\nu) > 1$ and $\phi = \phi_{-1,-\nu,-\ell}$. For this last equality we used the fact that for any coset of $\tilde{\Gamma}_0 \setminus \tilde{\Gamma}_1(4)$, we can always choose $\gamma \in \tilde{\Gamma}_1(4)$ such that $c > 0$. For such $\gamma$ it follows that $(a,c) H = 1$. The uniqueness of meromorphic continuation then proves part (a) for $a = 0$.

The proof of part (b) will largely follow from (10.18). Observe that by (2.20),

\begin{equation}
\int_{-\pi/2}^{\pi/2} I_{1,\nu} E^{(\infty)}_{1,-\nu} \left( \eta \tilde{a} (y^{1/2}) \tilde{k}_\theta \right) \phi(\tilde{k}_\theta) \, d\theta \\
= \left< I_{1,\nu} \left( \pi \left( \eta \tilde{a} (y^{1/2}) \right)^{-1} E^{(\infty)}_{1,-\nu} \right), \phi_{-1,-\nu,-\ell} \right>_{1,\nu}.
\end{equation}
Thus by Lemma 8.1 and Lemma 8.2

\begin{equation}
\int_{-\pi/2}^{\pi/2} I_{1,\nu} \tilde{E}_{1,\nu}(\tilde{n}_x \tilde{a}(y^{1/2})\tilde{k}_\theta) \phi(\tilde{k}_\theta) \, d\theta
\end{equation}

\begin{equation}
= -i \left \{ \frac{\pi 2^{1-\nu} \Gamma(\nu)}{\sqrt{2}} \cdot \left( \frac{\pi}{\nu} \right)^{\nu} \cdot \left( \frac{\pi}{\nu} \right)^{2\nu} \cdot \frac{1}{2} \right \}
\end{equation}

\begin{equation}
= -i^{\ell+1} \left \{ \frac{\pi 2^{1-\nu} \Gamma(\nu)}{\sqrt{2}} \cdot \left( \frac{\pi}{\nu} \right)^{\nu} \cdot \left( \frac{\pi}{\nu} \right)^{2\nu} \cdot \frac{1}{2} \right \}
\end{equation}

\begin{equation}
= \frac{\pi 2^{1-\nu} \Gamma(\nu)}{\Gamma(\frac{1}{2} + \frac{1}{2} + \frac{3}{2})} \left( \frac{\pi}{\nu} \right)^{\nu} \cdot \left( \frac{\pi}{\nu} \right)^{2\nu} \cdot \frac{1}{2}
\end{equation}

For \( \text{Re}(\nu) < -1 \), it follows from (10.18) that

\begin{equation}
\int_{-\pi/2}^{\pi/2} I_{1,\nu} \tilde{E}_{1,\nu}(\tilde{n}_x \tilde{a}(y^{1/2})\tilde{k}_\theta) \phi(\tilde{k}_\theta) \, d\theta
\end{equation}

\begin{equation}
= \frac{\pi 2^{1-\nu} \Gamma(\nu)}{\sqrt{2}} \cdot \left( \frac{\pi}{\nu} \right)^{\nu} \cdot \left( \frac{\pi}{\nu} \right)^{2\nu} \cdot \frac{1}{2}
\end{equation}

\begin{equation}
= \frac{\pi 2^{1-\nu} \Gamma(\nu)}{\Gamma(\frac{1}{2} + \frac{1}{2} + \frac{3}{2})} \left( \frac{\pi}{\nu} \right)^{\nu} \cdot \left( \frac{\pi}{\nu} \right)^{2\nu} \cdot \frac{1}{2}
\end{equation}

The uniqueness of meromorphic continuation then proves part (b). \( \Box \)

By Theorem 9.1

\begin{equation}
\int_{-\pi/2}^{\pi/2} I_{1,\nu} \tilde{E}_{1,\nu}(\tilde{n}_x \tilde{a}(y^{1/2})\tilde{k}_\theta) \phi_{-1,\nu, -\ell}(\tilde{k}_\theta) \, d\theta
\end{equation}

\begin{equation}
= \left( \frac{1}{1 - i} \right) 2^{2\nu-1} (1 - 2^{-2\nu-1})^{-1} G_0(2\nu)
\end{equation}

\begin{equation}
\cdot \phi_{-1,\nu, -\ell}(\tilde{k}_\theta) \, d\theta.
\end{equation}

After applying Lemma 10.2, this equation becomes

\begin{equation}
\frac{\pi 2^{1-\nu} \Gamma(\nu)}{\Gamma(\frac{1}{2} + \frac{1}{2} + \frac{3}{2})} \cdot \left( \frac{\pi}{\nu} \right)^{\nu} \cdot \left( \frac{\pi}{\nu} \right)^{2\nu} \cdot \frac{1}{2}
\end{equation}

\begin{equation}
= \frac{1}{1 - i} 2^{2\nu-1} (1 - 2^{-2\nu-1})^{-1} G_0(2\nu)
\end{equation}

\begin{equation}
\cdot \phi_{-1,\nu, -\ell}(\tilde{k}_\theta) \, d\theta.
\end{equation}

By the duplication formula for \( \Gamma(\nu) \),

\begin{equation}
\frac{G_0(2\nu)}{\Gamma(\nu)} = \pi^{-\frac{1}{2}} 2^{-2\nu} \cos(\pi\nu) \Gamma\left( \frac{1}{2} + \nu \right).
\end{equation}
By applying this identity and simplifying (10.23), we find that

\[
\begin{align*}
E_{\infty, \ell}(z, \nu + \frac{1}{2}) &= i^{-\ell}2^{3\nu - 2\nu - 2 - \frac{1}{2}} \pi^{-2\nu - 4}\cos(\pi \nu) \Gamma\left(\nu + \frac{1}{2}\right) \Gamma\left(\frac{1}{4} + \frac{\ell}{2} + \frac{\nu}{2}\right) \Gamma\left(\frac{3}{4} - \frac{\ell}{2} + \frac{\nu}{2}\right) \\
&\quad \cdot \left(E_{\infty, \ell}(z, \nu + \frac{1}{2}) + (1 - i)2^{-\nu}(1 - 2^{2\nu})E_{0, \ell}(z, \nu + \frac{1}{2})\right).
\end{align*}
\]

Replacing \(\nu\) with \(2s - 1\) yields a more traditional form of the functional equation:

**Theorem 10.3.** For \(z \in \mathbb{H}\), \(s \in \mathbb{C}\), \(\ell \in 2\mathbb{Z}\),

\[
E_{\infty, \ell}(z, 1 - s)
= -i^{-\ell}2^{3\nu - 2\nu - 2 - \frac{1}{2}} \pi^{-2\nu - 4}\cos(\pi \nu) \Gamma\left(\frac{1}{2} - \frac{1}{4} + \frac{\nu}{2}\right) \Gamma\left(\nu + \frac{1}{2}\right) \Gamma\left(\frac{3}{4} - \frac{\ell}{2} + \frac{\nu}{2}\right)
\]

\[
\cdot \left(E_{\infty, \ell}(z, s) + (1 - i)2^{-\nu}(1 - 2^{2\nu})E_{0, \ell}(z, s)\right).
\]

The following proposition will allow us to express \(E_{\alpha, \ell}\) in a Fourier series expansion.

**Proposition 10.4.** For \(x \in \mathbb{R}\) and \(y \in \mathbb{R}_{>0}\),

(a) \(\left<\pi\left(\tilde{n}_a(y^{1/2})\right)^{-1}1_{1, \nu}, \phi_{-1, -\nu, -\ell}\right>_{1, \nu} = \frac{\pi^{2 - \nu} \Gamma(\nu)}{\Gamma\left(\frac{1}{2} - \ell + \frac{\nu + 1}{2}\right)} \frac{1}{\sqrt{2}} y^{\frac{\nu + 1}{2}}\),

(b) \(\left<\pi\left(\tilde{n}_a(y^{1/2})\right)^{-1}1_{1, \nu, \infty}, \phi_{-1, -\nu, -\ell}\right>_{1, \nu} = i\frac{1 + i}{\sqrt{2}} y^{\frac{\nu + 1}{2}}\),

(c) \(\left<\pi\left(\tilde{n}_a(y^{1/2})\right)^{-1}\delta_{1, \nu, \infty}, \phi_{-1, -\nu, -\ell}\right>_{1, \nu} = c(nx) y^{\frac{\nu + 1}{2}} W_\nu(ny),\)

where

\[
W_\nu(y) = \int_{-\infty}^{\infty} c(t y)(1 - it)^{-\frac{1}{4}(\frac{1}{2} - \ell - \nu)}(1 + it)^{-\frac{1}{4}(\frac{1}{2} + \nu + \ell)} dt.
\]

**Proof.** By the uniqueness of meromorphic continuation, it suffices to prove the above identities for \(\text{Re}(\nu) > 0\). By Proposition 2.1

\[
\left<\pi\left(\tilde{n}_a(y^{1/2})\right)^{-1}1_{1, \nu}, \phi_{-1, -\nu, -\ell}\right>_{1, \nu} = \int_{-\infty}^{\infty} 1_{1, \nu}\left(\tilde{n}_a(y^{1/2})\tilde{n}_t\right)\phi_{-1, -\nu, -\ell}(\tilde{n}_t) dt.
\]

Since

\[
\tilde{n}_t = \tilde{k}(-\arctan(t))a\left(1 + t^2\right)^{-1/2}\tilde{n}_-\left(\frac{t}{1 + t^2}\right)
\]

then by (8.36),

\[
\phi_{-1, -\nu, -\ell}(\tilde{n}_t) = \phi_{-1, -\nu, -\ell}(\tilde{k}(-\arctan(t)))(1 + t^2)^{-\frac{\nu + 1}{2}}.
\]
Thus by (8.12) and (8.13),
\begin{equation}
\phi_{-1,-\nu,-\ell}(\overline{n}_t) = (1 - it)^{\frac{1}{2}(\frac{1}{4} - \ell)} (1 + it)^{-\frac{1}{2}(\frac{1}{4} - \ell)} (1 + t^2)^{-\frac{\nu + 1}{2}}.
\end{equation}

Since
\begin{equation}
\overline{n}_x \overline{a}(y^{1/2}) \overline{n}_t = \overline{n}(x + ty) \overline{a}(y^{1/2}),
\end{equation}
then by (3.1)
\begin{equation}
\mathbb{1}_{1,\nu}(\overline{n}_x \overline{a}(y^{1/2}) \overline{n}_t) = y^{-\frac{\nu + 1}{2}}.
\end{equation}
Thus by (10.27), (10.30), and (10.32),
\begin{equation}
\left\langle \pi \left(\overline{n}_x \overline{a}(y^{1/2})\right)^{-1} \mathbb{1}_{1,\nu}, \phi_{-1,-\nu,-\ell} \right\rangle_{1,\nu}
= y^{-\frac{\nu + 1}{2}} \int_{-\infty}^{\infty} (1 - it)^{\frac{1}{2}(\frac{1}{4} - \ell)} (1 + it)^{-\frac{1}{2}(\frac{1}{4} - \ell)} \frac{\nu + 1}{2} dt.
\end{equation}

Part (a) then follows from (8.14). By Lemma 10.1
\begin{equation}
\pi \left(\overline{n}_x \overline{a}(y^{1/2})\right)^{-1} \delta_{1,\nu,\infty} = \pi \left(\overline{a}(y^{1/2})\right)^{-1} \delta_{1,\nu,\infty}.
\end{equation}
Therefore by (2.30) and the definition of $\delta_{1,\nu,\infty}$ (given just above (3.6)),
\begin{equation}
\left\langle \pi \left(\overline{n}_x \overline{a}(y^{1/2})\right)^{-1} \delta_{1,\nu,\infty}, \phi_{-1,-\nu,-\ell} \right\rangle_{1,\nu}
= \int_{-\infty}^{\infty} \pi \left(\overline{n}_x \overline{a}(y^{1/2})\right)^{-1} \delta_{1,\nu,\infty}(\overline{n}_t) \cdot (\phi_{-1,-\nu,-\ell})_{\infty}(t) dt
= \int_{-\infty}^{\infty} \delta_{1,\nu,\infty} \overline{a}(y^{1/2}) \overline{s}^{-1} \overline{n}_t \phi_{-1,-\nu,-\ell}(\overline{s}^{-1} \overline{n}_t) dt
= \int_{-\infty}^{\infty} \delta_{1,\nu,0} \overline{s}^{-1} \overline{a}(y^{1/2}) \overline{s}^{-1} \overline{n}_t \phi_{-1,-\nu,-\ell}(\overline{s}^{-1} \overline{n}_t) dt.
\end{equation}
Since
\begin{equation}
\overline{s}^{-1} \overline{a}(y^{1/2}) \overline{s}^{-1} \overline{n}_t = \overline{n}(t/y) \overline{a}(y^{-1/2}) \overline{n}_{-1,1} = \overline{n}(t/y) \overline{a}(y^{-1/2})(-\text{id}, 1),
\end{equation}
by (8.41)
\begin{equation}
\left\langle \pi \left(\overline{n}_x \overline{a}(y^{1/2})\right)^{-1} \delta_{1,\nu,\infty}, \phi_{-1,-\nu,-\ell} \right\rangle_{1,\nu}
= \int_{-\infty}^{\infty} i y^{\frac{\nu + 1}{2}} \delta_{1,\nu,0}(\overline{n}(t/y)) \phi_{-1,-\nu,-\ell}(\overline{s}^{-1} \overline{n}_t) dt
= i y^{\frac{\nu + 1}{2}} \int_{-\infty}^{\infty} \delta_{1,\nu,0}(\overline{n}_t) \phi_{-1,-\nu,-\ell}(\overline{s}^{-1} \overline{n}(ty)) dt
= y^{\frac{\nu + 1}{2}} i \phi_{-1,-\nu,-\ell}(\overline{s}^{-1}).
By (2.15) and (8.5),
\[ i\phi_{-1,-\nu,-\ell}(\tilde{s}^{-1}) = i\phi_{-1,-\nu,-\ell}\left(\frac{-\pi}{k}\right) = i \exp\left(-\left(\frac{1}{2} - \ell\right)\frac{\pi i}{2}\right) \]
\[ = e(1/4)e\left\{\frac{1}{4} (\ell - \frac{1}{2})\right\} = e\left\{\frac{1}{4} (\ell + \frac{1}{2})\right\} = i^{\frac{1}{2} + i}\sqrt{2}. \]

Part (b) follows from this and (10.36).

By Proposition 2.1,
\[ \langle \pi(\tilde{n}_x a(y^{1/2}))^{-1} \psi_{1,\nu,n,\phi-1,-\nu,-\ell} \rangle_{1,\nu}^{1,\nu} = \int_{-\infty}^{\infty} \psi_{1,\nu,n}(\tilde{n}_x a(y^{1/2})\tilde{n}_t)\phi_{-1,-\nu,-\ell}(\tilde{n}_t) dt. \]

By (10.31), (3.1), and (6.12),
\[ \psi_{1,\nu,n}(\tilde{n}_x a(y^{1/2})\tilde{n}_t) = e(n(x + ty))y^{-\nu+1/2}. \]

Thus by (10.37) and (10.30),
\[ \langle \pi(\tilde{n}_x a(y^{1/2}))^{-1} \psi_{1,\nu,n,\phi-1,-\nu,-\ell} \rangle_{1,\nu}^{1,\nu} = \int_{-\infty}^{\infty} e(n(x + ty))y^{-\nu+1/2}(1 - it)^{\frac{1}{2}(\ell - \frac{1}{2})} (1 + it)^{\frac{1}{2}(\ell - \frac{1}{2})} \]
\[ = e(nx)y^{-\nu+1/2} W_{\nu}(ny), \]
which completes the proof of part (c). □

By Lemma 10.2(a) and (2.20),
\[ E_{a,\ell}\left( z, \frac{\nu + 1}{2} \right) = i^{\frac{1}{2} - i} \sqrt{2} \langle \pi(\tilde{n}_x a(y^{1/2}))^{-1} \tilde{E}_{1,\nu,\phi-1,-\nu,-\ell}^{(a)} \rangle_{1,\nu}^{1,\nu}, \]
where \( z = x + iy \in \mathbb{H} \). By Proposition 6.2, Proposition 10.4, and the fact that \( \ell \) is even,
\[ E_{\infty,\ell}\left( z, \frac{\nu + 1}{2} \right) = i^{\frac{1}{2} - i} \sqrt{2} \Gamma\left(\frac{1}{2} (\nu + 1 - \ell)\right) \Gamma\left(-\frac{1}{2} (\nu + 1 - \ell)\right) a_{1,\nu}(0)y^{-\nu+1/2} \]
\[ + a_{1,\nu}(\infty)y^{-\nu+1/2} + i^{\frac{1}{2} - i} \sum_{n \in \mathbb{Z} \neq 0} e(nx)a_{1,\nu}(n)y^{-\nu+1/2} W_{\nu}(ny), \]
where \( a_{1,\nu}(0) \) is given in Proposition 5.5, \( a_{1,\nu}(\infty) \) is given in Proposition 6.2, and \( a_{1,\nu}(n) \) for \( n \in \mathbb{Z} \neq 0 \) is given in Theorem 5.4. Similarly, by (7.8) and Proposition
\[ (10.41) \quad E_{0, \ell} \left( z, \frac{\nu + 1}{2} \right) \\
= t^{\ell - 1 - i} \frac{\pi^{\nu + 1} \Gamma(\nu)}{\Gamma \left( \frac{1}{2} \left( 1 - \ell \right) + \frac{\nu + 1}{2} \right) \Gamma \left( \frac{1}{2} \left( 1 - \ell \right) + \frac{\nu + 1}{2} \right)} b_{1, \nu}(0) y^{-\nu - \frac{1}{2}} \\
+ i t^{\ell - 1 - i} \sum_{n \in \mathbb{Z}, n \neq 0} e(nx) b_{1, \nu}(n) y^{-\nu - \frac{1}{2}} W_{\nu}(ny), \]

where \( b_{1, \nu}(0) \) is given in Proposition 7.1. Replacing \( \nu \) with \( 2s - 1 \) in (10.40) and (10.41) yields a more traditional form of the these Fourier series expansions.

The following proposition shows that the Whittaker function \( W_{\nu}(y) \) defined in (10.26) is compatible with the Whittaker function defined in [11].

**Proposition 10.5.** For \( y \in \mathbb{R}_{>0} \),

\[ W_{\nu}(ny) = i^{-\ell + 1} y^{\nu} \int_{-\infty}^{\infty} \frac{e(-nt)}{(y^2 + t^2)^{-\frac{\nu + 1}{2}}(t + iy)^{-\ell}} dt. \]

**Proof.** By (10.26), (8.13), and a change of variable,

\[ W_{\nu}(ny) = \int_{-\infty}^{\infty} e(nty)(1 - it)^{-\frac{\nu + 1}{2}}(1 + it)^{-\frac{\nu + 1}{2}}(1 + t^2)^{-\frac{\nu + 1}{2}} dt \\
= \int_{-\infty}^{\infty} e(-nty)(1 + it)^{-\frac{\nu + 1}{2}}(1 - it)^{-\frac{\nu + 1}{2}}((1 + t^2)^{-\frac{\nu + 1}{2}} dt. \]

One can show that for \( \alpha \in \mathbb{C} \) and \( t \in \mathbb{R} \),

\[ (1 - it)^{\alpha}(1 - it)^{-\alpha} = e \left( \frac{\alpha}{2} \right) (1 + t^2)^{\alpha}(t + i)^{-2\alpha}. \]

Applying (10.42) with \( \alpha = \frac{1}{2} (1 - \ell) \) shows that

\[ W_{\nu}(ny) = e^{\frac{1}{4} \left( 1 - \ell \right)} \int_{-\infty}^{\infty} e(-nty)(1 + t^2)^{-\frac{\nu + 1}{2}}(t + iy)^{-\ell} dt \\
= i^{-\ell + 1} \frac{1 + i}{\sqrt{2}} \int_{-\infty}^{\infty} \frac{e(-nty)}{(1 + t^2)^{-\frac{\nu + 1}{2}}(t + iy)^{-\ell}} dt. \]

Performing the change of variables \( t \mapsto \frac{y^2}{t^2} \) shows that

\[ W_{\nu}(ny) = i^{-\ell + 1} \frac{1 + i}{\sqrt{2}} \int_{-\infty}^{\infty} \frac{e(-nt)}{(y^2 + t^2)^{-\frac{\nu + 1}{2}}(y^2 + t^2)^{-\frac{\nu + 1}{2}}(t + iy)^{-\ell}} dt \\
= i^{-\ell + 1} \frac{1 + i}{\sqrt{2}} y^{\nu} \int_{-\infty}^{\infty} \frac{e(-nt)}{(y^2 + t^2)^{-\frac{\nu + 1}{2}}(t + iy)^{-\ell}} dt. \]
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