Reliability of African climate prediction and attribution across timescales
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Abstract
This study investigates the reliability of seasonal to multi-decadal climate simulations of the wet seasons of several key African regions. It is found that reliability varies across regions and seasons, and that simulations of precipitation are universally less reliable than simulations of temperature. Similar levels of reliability are found across all the timescales considered for most (but not all) region/season combinations. Reliability for temperatures increases on longer timescales, both due to the differences in the modelling systems for each timescale and, in part, due to the contribution from systematic climate warming. Though the use of reliability is well-established for forecasting, its meaning for attribution is less clear, and further work is underway to further clarify this.
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Introduction
Reliability is a measure of the ability of a forecast system to predict events with probabilities which match the observed frequency of occurrence [1]. If similar processes are present, the values deduced from retrospective climate predictions and simulations can be used to infer the reliability of current predictions. It has even been suggested [2] that the reliability of seasonal hindcasts can be used to discount future climate projections. However, it is not yet clear whether processes across the two timescales are sufficiently similar for this suggestion to be valid [3]. For some studies attributing climate change [4, 5], reliability has also been used as validation for the underpinning simulations. It is therefore desirable to determine how reliability varies with timescale, particularly in a rapidly developing continent such as Africa, where longer term forecasts and attribution of extreme events can have an influence on which developments are prioritized.

In this study, a shared formulation of forecast probability is used in reliability diagrams to evaluate model performance across a range of timescales in a consistent way, rather than using a definition which varies with spatial resolution and number of model ensemble members. In particular, it is applied to seasonal and decadal forecasts, and to the multi-decadal climate simulations which underpin attribution studies. The reliability and the Brier Skill Score [1, 6] are used to evaluate the performance of these climate simulations on a regional scale within Africa. For this study, they are applied to key African regions as detailed in table 1, focusing on the rainy season and including assessment of extreme seasonal events.

Modelling systems and observations
Three different sets of climate simulations were evaluated. On a seasonal scale, hindcasts from the GloSea 5 [7] seasonal forecast system were analysed for 1996–2009, initialized around the start of February, May, August and November (on days 1 and 9 of the month in question, and day 25 of the previous month). Each hindcast year had 15 members (five members from each initialization day). For the Sahel, the seasons of interest corresponded to months 3–5 of the model runs, so as to correspond with the most intense rainfall period. For all other regions, months 2–4 were used. The GloSea5 system uses an atmospheric model (HadGEM3 with a 0.833
The Met Office Decadal Prediction System 2 [8] was evaluated using retrospective forecasts between 1960 and 2005. Each hindcast year has four members, all initialized on 1st November. Members are run out for five years and results are averaged over years 1–5. The decadal prediction system uses an atmosphere model (HadGEM3 at N96 grid scale, i.e. 1.875 by 1.25 degrees) coupled to a one degree ocean and sea ice model. Greenhouse gas and aerosol concentrations are prescribed using CMIP5 historical forcing. Further details (e.g. the initialization of ocean and atmosphere) can be found in [8]. Both the seasonal and decadal hindcasts used here show skilful prediction of El Niño Southern Oscillation (ENSO) [7, 8].

On multi-decadal timescales, this study evaluated 20th century climate simulations [4]. These were five members of HadGEM3-A model [9] at N96 scale (i.e. the same atmospheric model used for the seasonal and decadal predictions, including all historical forcings) run between 1960 and 2010 with prescribed sea surface temperatures (SSTs) and sea ice. These are set to the observed SSTs for the corresponding time in the HadISST [10] dataset. These runs were originally produced in order to validate and bias-correct event attribution experiments [4], where the fixed SSTs enable these simulations to be as close to observed events as possible. However, they have an additional useful benefit to this study, since they also provide a measure of potential predictability [11]. As seasonal forecasts are heavily dependent on their simulation of SST, using observed SST should bring them close to the theoretical limit of the prediction system (not including the modelling of two-way coupled systems, such as the Madden-Julian oscillation [12]).

All observations (temperature and rainfall) used for evaluating the models in this paper come from the CRU TS 2.1 dataset [13], which covers the entire time period used by the modelling systems. The results of reliability diagrams will depend upon the limitations of the observation dataset which has been used, but it is beyond the scope of this paper to examine this effect using different datasets.

### Calculating reliability

A typical reliability diagram [1] shows observed frequency against modelled/forecast probability. Points along the 1–1 line will indicate perfect reliability, such that the event in question occurs with a frequency which matches the forecast probability.

To actually plot such a diagram, a decision must be made as to what constitutes an ‘event’. The easiest way is to set a criterion, such as an above-average temperature over a season, or precipitation below some threshold in that region. Such criteria (detailed further later) were chosen in this study during the rainy season of each region, corresponding to heat waves and droughts. This then enables the calculation of the observed frequency and forecast probability of achieving that threshold. These figures can be arrived at in a number of ways and, for this study, a shared method was devised to measure regional reliability across the three sets of simulations.

Conventionally, predicted probabilities are calculated purely using the fraction achieving the threshold across the model ensemble. This is done for single model grid boxes and then aggregated, or occasionally variables averaged over the region are used. The single grid box method is a standardized WMO technique [14], but this requires a large sample size, as well as there being an implicit assumption that the probability in each box is independent. In the case of this study, a new technique is devised to increase the sample size and reduce sensitivity to the grid box size and the ensemble size, thereby enabling it to be used for any of the variously-sized model

| Region               | Longitude   | Latitude   | Season(s)          |
|----------------------|-------------|------------|--------------------|
| Sahel                | 20°W–30°E   | 10°N–15°N  | July–September (JAS) |
| Southern Africa      | 20°E–60°E   | 35°S–10°S  | December–February (DJF) |
| Greater Horn of Africa | 30°E–55°E  | 10°S–10°N  | September–November (SON) March–May (MAM) |
| Gulf of Guinea       | 20°W–15°E  | 0°–10°N   | September–November (SON) March–May (MAM) |

Table 1. Regions and season combinations used in this study.

**Figure 1.** An unbinned reliability diagram created using the area-fraction technique, in this case for above-median Southern African wet-season (December–February) temperatures between 1960 and 2010, from multidecadal climate simulations.
ensembles used at the different timescales. The set of grid boxes within each study region and season described above is used as a data pool, as if each originated from a different ensemble member. (This will lead to a regionally-averaged probability, so will be closest to results of a conventional reliability diagram where the region of study is relatively homogeneous. To this end, only the land points in each region are used.) The method is then as follows:

1. For the observations and for each model ensemble member, calculate the proportion of the region for which the event criterion is met.
2. Calculate the mean proportion for all model ensemble members for that event. This is taken to represent the forecast probability of an event, such as a drought, for locations in that region.
3. Plot the observed fraction of the region meeting the criterion (representing its regional average frequency) against the modelled probability. This produces a figure with each point representing the studied season in each year. An example is shown in figure 1.

The data points in figure 1 are then binned according to their modelled probability. Within each fixed-width bin (10% in figure 2), the values are averaged to a mean modelled and mean observed probability. To indicate the weight that should be given to that binned value, it is plotted as a circle whose area is proportional to the number of contributing samples. Once binned, the skill of the forecasts contributing to the plot can be easily summarized as the Brier Skill Score, the scaled difference between resolution (the difference of the observed frequency of each bin from the mean observed climatology) and reliability (the distance from the ideal diagonal, effectively the slope). Thus a plot with greater reliability than resolution will have a negative Brier Skill Score. This is detailed in equation (1), where $i$ is the bin number, $I$ the total number of bins, $N_i$ the number of events in bin $i$, $o$ is the observed probability and $y$ is the modelled probability. An
The area fraction in the lower quintile of rainfall, plotted by year, for two example region/season combinations. Black-outlined bars show observed fractions, while blue shows the ensemble mean area fraction for multi-decadal model runs.

The ideal Skill Score is $1$, where every point is on the leading diagonal, while a horizontal line along observed climatology, indicating not reliability or resolution, would give $-1$. The dashed no-skill line in subsequent figures indicates the change of sign.

$$\text{Brier Skill Score} = \frac{\text{Reliability} - \frac{1}{n} \sum_i N_i (\sigma_i - \sigma)^2 - \frac{1}{n} \sum_i N_i (y_i - \sigma_i)^2}{\sigma(1 - \sigma)}.$$  \hspace{1cm} (1)

Points in the reliability diagram which lie along a horizontal line centred on the observed climatological probability of that event show no resolution. This means that the model is unable to distinguish between events of high and low probability, making any forecasts from this simulation over-confident. If points follow a line of positive gradient, this will have resolution, but will only make a positive contribution to the model skill according to the Brier Skill Score beyond a line of $1$ in $2$ gradient (i.e, where the probability seen in the model increases at twice the rate of that observed, or where the reliability and resolution in equation (1) are equal) which passes through the point of observed and model climatology.

**Comparison of temperature and precipitation reliability**

Figure 2 shows the reliability for the above-median temperature and below-median rainfall in climate simulations of the Southern Africa summer (DJF) across all three timescales, and is chosen because it is typical of many of the other reliability plots in this study. All three timescales have near-perfect reliability for temperature, which improves as the timescale increases. Part of this is likely to be due to a greater sample size from the longer simulations involved conveying an improvement in signal-to-noise ratio, but a longer timescale also enables the reliability to be influenced by the temperature trend over the last few decades. This can give additional reliability, since the presence of the trend in both the simulations and observations gives the same shift in the probability of extremes $[3]$. Precipitation is more localized in nature, and more dependent on large-scale circulation $[2]$, than temperature, making it much harder to predict. The pooling of events into larger regions, as in this study, alleviates this to some degree. Nevertheless, it is clear from figure 2 that predictions for precipitation are less skilful than for temperature (this can also be seen for the later analysis shown in table 2). Previous studies have often found this to be the case $[2, 15]$, including previous work on African regions $[5]$. Predictions of precipitation can be improved in certain regions and seasons where there are known teleconnections to large-scale SST phenomena, such as ENSO, which drive rainfall $[15]$.

Comparing the reliability of southern African summer temperatures and rainfall in figure 2 gives a good illustration of the reliability of model predictions for temperature and rainfall. Most notably on the seasonal and multi-decadal timescales, the model populates little more than the two bins around the climatology point of the rainfall reliability diagram. Thus, it is effectively only able to offer a climatological prediction, resulting in reliability but no resolution or predictive ability. Since the multi-decadal simulations have observed SSTs, and the other timescales have similar skill, this is unlikely to be an issue with their ocean modelling. Instead, further teleconnections would need to be understood in order to improve the skill. Southern Africa is the most extreme example; Sahel summer (JAS) and Greater Horn of Africa short rains (SON) offer better reliability. In contrast, the long rains in the Greater Horn (MAM) show little reliability, resolution or skill. This will be discussed further in the following section, and can be seen in the upper panels of figure 4.

**Reliability and skill of quintiles**

This study is particularly concerned with the reliability of forecasting and attribution systems for the extreme events to which African regions are vulnerable, specifically droughts and heat waves. It could be argued, therefore, that the reliability of events relative to the median is not sufficiently extreme to represent the statistics of the real events of interest. Conversely, there is a limit whereby the events being studied are sufficiently rare that it is not possible to provide a large enough sample to evaluate. It is therefore optimal to investigate upper-quintile temperature (i.e. in the top $20\%$ of the record) which represents heat waves, and lower-quintile (bottom $20\%$) rainfall representing drought conditions. As an example of the relationship between lower-quintile rainfall and drought conditions, figure 3 shows the fraction of the
Figure 4. A comparison of reliability between the short rains (left, September–November) and the long rains (right, March–May) in the Greater Horn of Africa region, and between below-median rainfall (top diagrams) and lower-quintile rainfall (lower diagrams). These examples are for the multi-decadal timescale.

Table 2. The mean Brier Skill Score across timescales in upper-quintile temperature (T) and lower-quintile rainfall (pr) for the six region/season combinations studied. Values around zero denote skill no better than climatology. Values greater than 0.25 are shown in bold, approximately corresponding to the Brier Skill Score falling in the 80th percentile of a Monte–Carlo distribution (calculated by comparing the model to observations from random year, rather than its own).

|                      | Sahel | Southern Africa | Greater Horn of Africa | Gulf of Guinea |
|----------------------|-------|-----------------|------------------------|---------------|
|                      | No. of members | JAS | DJF | SON | MAM | SON | MAM |
| Seasonal T           | 15    | 0.34            | 0.05                   | 0.20          | −0.13 | −0.18 | 0.39 |
| Decadal T            | 4     | 0.18            | 0.20                   | 0.41          | 0.51  | 0.25  | 0.14 |
| Multi-decadal T      | 5     | 0.25            | 0.19                   | 0.34          | 0.16  | 0.28  | 0.30 |
| Seasonal pr          | 15    | 0.05            | −0.01                  | 0.06          | −0.08 | −0.02 | −0.03 |
| Decadal pr           | 4     | 0.18            | 0.02                   | −0.03         | −0.03 | 0.07  | −0.10 |
| Multi-decadal pr     | 5     | 0.07            | 0.01                   | 0.00          | 0.00  | −0.01 | 0.00 |
Sahel and the Greater Horn of Africa which experienced the lower quintile of rainfall between July and September, and March and May (the ‘long rains’), respectively.

The proportion of the regions meeting these quintile-related criteria in simulations and observations can once again be compared using reliability diagrams. As can be seen in figure 4, the binned quintiles tend to cluster at 20% probability, and this clustering is greater than seen with the median threshold.

To effectively summarize this study without including an excessive number of plots in this study, the Brier Skill Score was calculated for simulated upper-quintile temperature and lower-quintile rainfall across all the regions and seasons. These are shown in table 2, where it is clear that there is variation in skill between regions, and that temperature is generally more skillful than precipitation, as discussed earlier. Sahel summer appears to be the most skillful region overall for temperature and rainfall. The March–May precipitation has particularly low skill for both the Gulf of Guinea and Greater Horn of Africa, whilst temperature appears least predictable for the Gulf of Guinea between September and November. Together with Greater Horn long rains, this also sees the highest variation in skill across timescales. It is notable for Sahel JAS and Gulf of Guinea MAM temperature, skill is highest for the seasonal prediction system. It would seem that, in these cases, the higher resolution of this system is more influential on the skill than increased timescale on the other systems.

Discussion

It is clear from this study that care should be taken when interpreting the results of African climate simulations, for regions and variables that do not show good reliability or skill for the recent past. This is already common practice in seasonal forecasting, but it is important to reiterate this for decadal prediction and event attribution in vulnerable regions, such as those African regions discussed here.

The results of this study suggest caution should be taken in both climate prediction and attribution of extreme events, when seasonal and regional reliability is low. It is particularly important that the reliability be examined for precipitation in regions such as the Greater Horn of Africa and the Gulf of Guinea. Though literature is extensive [e.g. 1, 16] in describing the importance of reliability and Brier Skill Score to forecasts, and how this may be used to recalibrate forecasts, there has been little study of what these figures mean for attribution, particularly the new field of event attribution [4, 17, 18]. The link between reliability and attribution statistics, such as the fraction of attributable risk, needs to be established, particularly as reliability does not look at the effect of the presence or absence of anthropogenic climate forcings. Evaluation of attribution models is one aim of EUCLÉIA [19], a European project examining the many aspects of event attribution. It may prove necessary to develop a new diagnostic more suited to these studies. Once it is clearer how model skill and reliability relate to the presence or absence of external climate forcings, attribution studies may also be recalibrated.

This report shows that forecasting systems show similar features across different timescales and in different regions, and that reliability can increase with timescale. However, it is clear that some regions are neither reliably nor skillfully simulated. Where possible, these should be recalibrated, while further research is required to establish how this can be achieved for attribution.
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