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ABSTRACT

The ability to estimate the current affective statuses of web users has considerable potential for the realization of user-centric services in society. However, in real-world web services, it is difficult to determine the type of data to be used for such estimation, as well as collecting the ground truths of such affective statuses. We propose a novel method of such estimation based on the combined use of user web search queries and mobile sensor data. The system was deployed in our product server stack, and a large-scale data analysis with more than 11,000,000 users was conducted. Interestingly, our proposed “Nation-wide Mood Score,” which bundles the mood values of users across the country, (1) shows the daily and weekly rhythm of people’s moods, (2) explains the ups and downs of people’s moods in the COVID-19 pandemic, which is inversely synchronized to the number of new COVID-19 cases, and (3) detects the linkage with big news, which may affect many user’s mood states simultaneously, even in a fine-grained time resolution, such as the order of hours.
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• Human-centered computing → Smartphones; ● Information systems → Web log analysis; Information applications.
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1 INTRODUCTION

The ability for estimating the current affective state of web users is useful not only for realizing user-centric services tailored to specific statuses of individual users, but also for analyzing people’s current affective states at a larger level, such as the entire web service, or people in different cities, regions, or demographic attributes. As an example, determining current people’s positive (or negative) mood in web services at large, one can analyze relationships between people’s such statuses and various types of societal events. However, it is difficult to determine the affective statuses of web users outside a controlled in-lab configuration, particularly in the real-world situation of commercial web services. The first problem is the type of data from which the affective status of a user can be estimated. Typically, sensing and determining the emotional state of a person require psycho-physiological data such as heart rate (HR) [27], heart rate variability (HRV), electrocardiogram (ECG), and electroencephalogram (EEG) data [34, 39]. However, the collection of such data in real-world conditions of mobile web users is not feasible owing to the low penetration rate of such sensors in society, the additional burden on users to use such devices, and lack of social acceptance for the collection of such data. The second problem is the difficulty associated with collecting the ground truth label on the user’s affective status. User annotation methodologies, including Experience Sampling Methodology (ESM) techniques, where users answer their subjective views on affective statuses, are widely used during the data-collection phase. However, this approach is not always effective because (1) the users may find it cumbersome to answer repeated questions, and (2) because the users may forget to answer the questionnaire. In particular, in commercial web services, it is not feasible to repeatedly send such questionnaires to users.

To solve these problems, in this paper, we show that the web users’ affective status (concretely, mood) can be estimated in such a condition, based on a novel combined use of their web search queries and mobile sensor data. To address the first problem, we pay special attention to users’ query inputs to the web search engine as an easy-to-collect and noninvasive proxy feature to explain their mood states, focusing on the fact that almost all Internet users regularly use search engines in their daily lives. Because web services typically store the historical log of users’ search queries on the server side, this methodology has an advantage in that it can be deployed immediately without having to wait for the widespread adoption of new types of sensors. To address the second problem, we used a novel two-step mood classification with different types
of models, namely the “Sensor Mood Model (SMM)” and “Search-Query Mood Model (QMM)” to generate more mood status labels for the model and boost the overall classification performance.

Figure 1 illustrates our research structure. (1) First, we conducted a preliminary data-collection study with 460 participants for 90 days to collect their continuous sensor data from their smartphones; a periodic subjective evaluation of their mood was also performed as ground truth annotation (Section 3).

(2) Next, we built our first model “SMM,” which estimates the participant’s mood statuses from specific temporal frames in which both sensor data and the user annotation were successfully collected (Section 4). With the built SMM, we can estimate each participant’s mood status for all of the time frames during the data-collection study period, as well as the number of mood status labels. Then, by combining the web search logs of the 460 participants during the study period and mood status (both the users’ original annotation and SMM’s outputs), we trained the second model “QMM,” which estimates the mood of a user from their search query data.

(3) We built the analysis system in our server stack. This calculates mood scores of registered Yahoo! Japan’s users (more than 11 million users) every 3 hours by processing their search queries with QMM. The average of all users’ scores is calculated as the “Nation-wide Mood Score.” Using this, we evaluate the change in Nation-wide Mood Scores over time, and discuss how it matches the events and happenings in society. Interestingly, we found that (i) the score obtained based on our proposed algorithm shows the weekly rhythm of people’s mood (which drops every 1st working day of the week and increases again every weekend) (Section 5.2) and (ii) the longer-term trace of people’s mood in the COVID-19 pandemic period in 2020 is inversely synchronized to the daily number of COVID-19 new cases (Section 5.3). We also found that prefectures with more COVID-19 cases experienced deeper drop in their mood, according to our per-prefecture analysis. Furthermore, (iii) we also found that the Nation-wide Mood Score can successfully capture the change in people’s moods influenced by significant news effect which simultaneously affects many users’ mood statuses (Section 5.4). To the best of our knowledge, our work is the first to build and deploy a machine-learning-based system for estimating people’s affective mood status from the real-world data, along with evaluation on a large scale and in a long term.

2 RELATED WORK

Extensive studies on emotion began to be conducted in the 19th century, with a well-known study conducted by Darwin [13], who reported that emotion is a product of evolution, and that emotions induce actions favorable to survival [11]. Numerous emotional modalities and their respective physiological responses have been studied [10, 33]. Emotional states are known to affect cognitive and athletic abilities, and are reported to affect both human–human and human–machine interactions.

Picard generalized this research field as “affective computing” [32]. Many studies and systems have been proposed to detect and utilize the emotions of users [9, 12, 18, 23, 35] in this field. Several methods for determining user emotion have been proposed, which focus on physical characteristics [17, 22], and text data [26, 38]. In our research, we focus on the mood status of users. Mood is related, but is different from emotion in several ways [6], including the tendency for mood to last longer than emotion, and that it is usually a cumulative reaction, while emotion is a more spontaneous reaction.

Mood estimating research on smartphones have been conducted in the recent years. The advantages of this type of approach are sensing capability of smartphones with a wide variety of embedded sensors, to be able to reduce the burden on users to wear various dedicated sensors, and easiness to use people’s devices, thanks to the high penetration rate (e.g., more than 95% in Japan) Most studies have constructed a classification model that determines moods from the user’s contextual data obtained from the smartphone sensor data and self-reporting annotation (mainly via Experience Sampling Method) by the user [24]. MoodScope [23] investigated the effects of the user context on the mood of a user based on the smartphone sensor data. In addition to emotion and mood, various types of internal statuses of the users, such as “interruptibility” [30, 31], have been recognized and estimated from the smartphone data. Other types of sensing modality for emotion estimation is facial expressions in the image data. Such research has been widely conducted [15], mainly by using Facial Action Coding System [14]. And some research on the smartphone [36] platform have been also performed recently. In spite of such previous literature and systems that use smartphones with multiple types of sensors and modalities, deployment and evaluation of such methodologies in large-scale (e.g., with 10 million users) product web service in the real world have not been fully researched/explored, and that is where the novelty of this research lies.

Focusing on the data on the web, researchers are continuously working on estimating the emotional states of users by analyzing text from the users. There are researches to estimate user’s affective status from their search queries on the web search engine, relying on emotion-related keywords (e.g., adjectives from which emotion has been easily inferred) [19]. However, in the real world situation of the web search engine, it is difficult to conduct such estimation since most of the search queries are with only a few words (1.9 according to [37]), and mainly with nouns. More recently, analysis of text data
We first conducted a data-collection study with 460 users for 90 days (from October to December of 2019). We collected continuous data from various types of smartphone sensors as well as the user’s subjective mood evaluation (up to 6 times a day) as the ground truth label.

3 DATA COLLECTION STUDY
We first conducted a data-collection study with 460 users for 90 days (from October to December of 2019). We collected continuous data from various types of smartphone sensors as well as the user’s subjective mood evaluation (up to 6 times a day) as the ground truth label.

3.1 Participants
For the study, participants were recruited through an external agency. The recruitment criteria were as follows: (1) the age should be in the range of 18-59 years, (2) must own an active Yahoo! Japan registered account, (3) must have the ability to use the Yahoo! Japan search functionality once or more times per week and should have performed a search at least once in the last month, (4) must own and use an Apple iOS smartphone as a private primary phone in their daily life, and (5) must be the user of an iPhone 7 or later and iOS version 12 or above. During the recruitment process, the participants were informed that this study was “an experiment about your condition.”

We successfully recruited 460 participants. Finally, we used data from 338 users, excluding those who stopped data collection during the experiment or who could not collect enough data. The participants are from different areas of Japan (geographically distributed), consisted of 121 men and 217 women, aged between 19 and 54 years (average:36.92), and with various types of occupations (civil servant:4.4%, business executive:0.9%, company employee (clerical:22.2%, technical:8.0%, other:16.6%), self-employed:3.6%, freelance:0.9%, homemaker:28.7%, part-time job:9.2%, student:1.8%, unemployed:1.8%, other:2.1%).

3.2 Experimental Setup
In this study, we developed a dedicated smartphone application, as illustrated in Figure 2. The application was developed for the iOS platform for several reasons. First, the market share of iOS is higher than that of Android in the Japanese market; thus, the recruitment of participants is easier. Second, the number of Apple iPhone models (e.g., iPhone 7, 7Plus, 8, 8Plus, X, and 11) is smaller than that of Android phones (hundreds of models by dozens of manufacturers with different OS-level optimization in power management, sensing, etc.). Thus, we can easily test the application with such phone models to achieve higher execution stability. Third, thanks to the iOS AWARE Framework [16, 29], we can implement and deploy an application that can continuously collect various sensor data in spite of the fact that iOS is a rather strict environment as a sensing platform than Android.

Once the application is installed on the smartphone of a user, it continuously collects multiple types of data from the embedded sensors of the phone, as detailed in Table 1, and periodically uploads the data to the server.

The application can also issue a notification (as shown on the left-hand side of Figure 2) at intervals configured by the developer to initiate the experience sampling method (ESM)-style data collection. (Note that the actual “delivery” timing of such notifications to the smartphone devices differ for each user owing to the real-world random behavior of the application on each device along with various types of network-related variables. This behavior generates some randomness to the timing in order to reduce possible bias in the experiment.) Once the user responds to the notification, the application opens a questionnaire on which the user can report his/her current mood status on a 7-level Likert scale (1. strongly negative, 2. negative, 3. moderately negative, 4. neutral, 5. moderately positive, 6. positive, and 7. strongly positive).

3.3 Experimental Procedure
Our experimental procedure consisted of the following three steps: (1) Each participant had a telephone meeting with a study researcher at the beginning of the study and received instructions including overview, purpose, type of sensor and query data collected, schedule
and tasks about the study, which was followed by the signing of a consent form. Because the experiment involved the participants’ sensitive information and data, including sensor data and subjective mood status, we were careful to protect the participants’ ethical-related rights by carefully communicating with the participants.

(2) Next, the participants were asked to install and launch our software on their smartphones. They were asked to grant the following permissions to the application: push notification, motion and fitness activity, and location (configured as “always”) data sensing feature of the iOS platform.

(3) After the initial meeting, the 30-day study period started. During this period, a push notification appeared six times daily. (at approximately 8:00 AM, 10:00 AM, noon, 2:00 PM, 4:00 PM, and 6:00 PM, but the actual notification timings on the client side varies over several minutes.) Each user was asked to proceed with the survey within 2 hours after the delivery of each notification. When the participant opened a notification, the application screen (Figure 2) appeared, and the user was queried about their affective mood on a 7-level Likert scale. The participant selected the status, and after a confirmation prompt, the answer was submitted to the server.

3.4 Reward
We created an instant point reward system for the application. Each participant scored 0, 20, 30, or 40 points for 0-3, 4, 5, or 6 answers, respectively, on a daily basis, and the reward points accumulated throughout the study period. When a participant reached the configured minimum total reward points, that is, 1500 points (by answering four answers every day for 75 days or six answers every day for 38 days), they received a payment of 3000 yen. They received an additional payment of 2000 yen when they exceeded 2000 points.

4 MODEL BUILDING
After the data collection, this section describes our model building for two different models, the sensor mood model (SMM) and the search-query mood model (QMM). As introduced in Figure 1, SMM classifies a user’s mood from a set of features computed from sensor data. Using the built SMM model with more training data, we built a QMM that estimates the user’s mood from search queries.

4.1 Sensor Mood Model (SMM)
To build SMM, we use an approach widely used in the activity recognition research area [5]) to build a classifier with time-frame-based feature extraction from time-series sensor data.

4.1.1 Feature Extraction. First, from the raw sensor data obtained from the data collection study, we extracted a set of features on a 3-hour time window. Table 2 summarizes the number of features extracted along with several representative feature types. The types of extracted features vary depending on the sensor type.

| Sensor Type          | Number of Features | Representative Features                        |
|----------------------|--------------------|-----------------------------------------------|
| Accelerometer, Gyroscope | 23                 | (mean, std, median, min, max)/magnitude       |
|                      |                    | mean (each axis)                              |
|                      |                    | variance (each axis)                           |
|                      |                    | skew (each axis)                               |
|                      |                    | kurtosis (each axis)                           |
|                      |                    | correlation (xy, yz, zx)                       |
|                      |                    | covariance (xy, yz, zx)                        |
| Barometer            | 5                  | (mean, std, median, min, max)/magnitude       |
| Battery status       | 7                  | (mean, std, median, min, max)/battery level   |
|                      |                    | number of charge times                         |
|                      |                    | duration of charge minutes                     |
| Location             | 12                 | location entropy                              |
|                      |                    | number of location transitions                |
|                      |                    | moving time percent                            |
| Network type         | 5                  | number of WiFi connectivity established        |
|                      |                    | number of mobile connectivity established      |
|                      |                    | most frequent network type                     |
|                      |                    | rate of WiFi                                   |
|                      |                    | rate of mobile network                         |
| Weather              | 50                 | weather type                                  |
| (from OpenWeather)   |                    | (mean, std, median, min, max)/temperature     |
|                      |                    | (mean, std, median, min, max)/humidity         |
| Screen status(On/Off)| 11                 | number of unlocks (per minute)                |
|                      |                    | number of interaction (per minute)             |

In this model building, we treat the self-reported mood status as a three-class classification problem in consideration of practical operability. The collected mood answers (originally on the 7-level Likert scale) were assigned to three different labels, −1 for “strongly negative,” “negative,” and “moderately negative,” 0 for “neutral,” and +1 for “strongly positive,” “positive” and “moderately positive.” We chose Random Forest [8] for the machine-learning algorithm, which revealed the best classification performance compared with others. To improve the model performance, we optimized the hyperparameters such as “criterion”, “bootstrap”, “max_features”, “max_depth”, “max_leaf_nodes”, “n_estimators”, “min_samples_split”, and “min_samples_leaf” using Optuna [4] which is a software framework for automating hyperparameter optimization.

4.1.3 Model Performance. In order to evaluate the SMM’s performance, we conducted a 5-fold cross-validation. The data were randomly divided into 80% training data set and 20% test data set. The model achieved an accuracy of 72.0%. Table 3 shows the detailed results of the overall performance evaluation. The imbalanced results depending on the label were due to the different number of collected data. Therefore, considering the imbalanced result, we calculated the macro-F1. The macro-F1 score was 0.60.

We also calculated the feature importance of the SMM. The top-5 feature types and importance scores were “mean-x-gyro” (0.053), “mean-z-gyro” (0.052), “mean-y-gyro” (0.051), “median-magnitude-gyro” (0.037) and “median-magnitude-gyro” (0.025). We confirmed that there were many features with high importance score were related to gyroscope sensor.

4.2 Query Mood Model (QMM)
We define the mood score that represents the score of the user’s mood status. After we built the SMM model (in Section 4.1), we have two different types of mood scores, namely (a) the scores answered by the data collection participants with the questionnaire, and (b) the scores estimated by SMM based on the collected sensor data.
QMM is a model that examines the relationship between a user’s web search query and the user’s mood score during the search behavior. After training, the user’s mood score is classified from their search query data. In this section, we explain the concept of QMM and explain how the additional use of (b) increases the QMM performance.

4.2.1 Model Building. For each fixed time range (here, we refer to it as a “session”), QMM is trained from the data of a user’s mood score and search behavior during the session.

To investigate the validity of the trained QMMs qualitatively, we employed as a model logistic regression, which is a typical example of a “white box” model with high model interpretability. Note that it is not necessary to specify the logistic regression as a training scheme in the actual operation; we believe that non-linear SVMs and decision tree-based regressions (such as Xgboost, which are specialized for performance) are also effective.

One session was defined as one record, and training was performed using the following regression equation:

\[ y = \theta_0 + \theta_1 x_1 + \theta_2 x_2 + \cdots + \theta_n x_n, \]

where \( y \) is the mood score and \( \theta_k \) is the learned weight. \( x_k \) is the search query assigned to a feature, and it has a value of 1 if it was searched in that session, and 0 if it was not. \( x_k \) indicates only whether the query is searched, and does not indicate the number of searches. For multi search words, we extracted each word and counted one for each according to the rule of \( x_k \).

4.2.2 Combination with SMM. During the model training, some sessions miss the “mood score,” mainly because the user’s raw answer to the mood questionnaire is not available, although both “search behavior” and “mood score” are needed as training data. In such a situation, the use of pre-trained SMM along with collected sensor data, is an effective means of generating mood scores to be used for the training. In contrast to the mood scores from the users with the questionnaire, the mood score estimated by SMM can be prepared constantly since their smartphone sensor data were continuously collected by our application throughout the entire study period (except for some irregular cases where our application was not working). Therefore, the SMM can be used to supplement missing mood scores, essentially creating labels for all periods of time during the data collection study, and finally, increasing the amount of training data for QMM.

We set the length of a session to 3 hours. All search queries retrieved within the 3-hour period were used as features. Because SMM-based mood scores are available 24 h a day, the length of each session can be shortened (fine-grained). However, if the length is too short, there is a risk that the questionnaire-based mood scores of the comparative method (QMM to be trained without the output from SMM; it is to be used in our comparative evaluation in Section 5) may become too sparse to be learned. Hence, the sessions needed to be reasonably long. From this discussion, we decided to use a session length of 3 hour in this study.

4.2.3 Cross-validation Performance. We built two QMM models, one trained only from the questionnaire answer data, and the other with additional training data based on the SMM outputs. For both models, the condition of the performance evaluation is as follows. The data were randomly divided into 80% training data and 20% evaluation data. Considering the effect of randomness, the evaluations were conducted for 10 times. The training data were balanced so that the amount of positive and negative data was the same before training. For the evaluation data, we did not perform balancing.

The results are shown in Table 4, which clearly confirms the effectiveness of the SMM. Compared to our baseline QMM without SMM use, the accuracy increases from 87.0% to 94.2% in the case with additional data brought by SMM. The table also shows that the amount of training data has been more than doubled by SMM, indicating that the more than doubling of the dataset used for training by SMM contributed greatly to the significant improvement in prediction accuracy. From these results, we decide to adopt a QMM trained with SMM in this research, and proceed to our evaluation experiments.

4.2.4 Query Features Constructed for the QMM. When we investigate inside the trained QMM, we can qualitatively confirm that the model actually represents the mood. We collected approximately 81,000 unique search queries in the experiment. The number of queries weighted in the trained model (out of all 81,000 query words) was 217. Table 5 shows example of representative queries that had high weights in the trained QMM. (Note that all descriptions in this table are translated to English; the original queries are in Japanese. The record with $ is the explanation of the query content, rather than the actual content itself, and this is to protect the actual business and web site.) For example, the top positive words include the names of shopping (price) comparison web sites for home appliances and restaurants, the name of a smartphone game for walking around outside, indicating the importance of users to actively obtain a variety of information. On the other hand, direct expressions such as “pachinko” (Japanese-style pinball gambling) and “I want to die” were ranked as negative words, not to mention that they fit our intuition.

| Table 3: Performance of Sensor Mood Model (SMM) |
| Label | Precision | Recall | F1-score |
|-------|-----------|--------|----------|
| -1    | 0.42      | 0.35   | 0.38     |
| 0     | 0.59      | 0.62   | 0.61     |
| 1     | 0.82      | 0.83   | 0.82     |
| micro avg | 0.73   | 0.72   | 0.72     |
| macro avg | 0.61   | 0.60   | 0.60     |

| Table 4: Performance of search-Query Mood Model (QMM) |
|----------------|-----------|
| # of data | accuracy |
| QMM (with SMM (proposed)) | 52,252 | 94.2% |
| QMM (without SMM) | 27,402 | 87.0% |

| Table 5: Query Features with High Weight |
|----------------|-----------|
| positive queries | negative queries |
| $shopping comparison web site$ | "$I want to die" |
| $baby$ | "$pachinko" (Japanese pinball gamble) |
| $Smartphone walk-around game$ | "$credit card" |
| $celebrity blog web site$ | "$temporary worker" |
| $gourmet comparison web site$ | "$headache" |
| $web site for checking utility usage/price$ | "$fraudulent site$" |
5 EVALUATION: NATION-WIDE MOOD

5.1 Overview

To examine the value of calculating the mood scores of a large number of registered users, we assessed changes in mood scores across several different timescales and how they relate to social phenomena. All data analysis was conducted on Yahoo! Japan’s internal servers after anonymization so that only the statistical information could be viewed by the research members.

5.1.1 Nation-wide Mood Score. The index score we use for this evaluation is “Nation-wide Mood Score,” which is the average mood score of all target users (approximately 11,000,000 users all over Japan). Since we use users’ historical search query logs, the population from which the score is calculated comprises Yahoo! Japan’s registered users who used our search engine at least once, for each particular day or time. (Thus, the exact number of target users changes continuously.) Note that the mood score as an output from trained QMM and user’s search behavior can take a value without an upper or lower limit theoretically because the mood score is not sigmoid-fitted.

As a reasonable approximation, according to Yahoo! Japan’s corporate data (opened to public, for the purpose of advertisement sales), demographics of the entire Yahoo! Japan’s users are covering geographically all prefectures of Japan, with a mixture of male (48%) and female (52%), and covering all the age groups (male: 10s:2%, 20s:16%, 30s:17%, 40s:22%, 50s:18%, 60s and above:25%, female: 10s:1%, 20s:16%, 30s:17%, 40s:22%, 50s:18%, 60s and above:25%).

From such fact, by calculating and averaging the mood scores of all those users on a given day (or hour), we can derive a mood value that refer to as “Nation-wide Mood Score” in Japan on a daily (or hourly) basis.

5.1.2 Comparative Method. As described earlier, one of the challenges in this research is to show the effectiveness of the SMM output in the training of QMM. Thus, in this evaluation, we compare (1) the QMM trained with the SMM output as our proposed method, and (2) QMM without SMM as a comparative method. Note that all the conditions (algorithm, hyper parameters, and split ratio between the data) are the same between these two methods.

5.2 Result 1: Weekly and Daily Mood Rhythms

The first case is an analysis of the daily mood score trend for four weeks. We want to see how the nation-wide mood score changes within a month, which is a relatively short term. For this analysis, we used a dataset for the period from July 1, 2019 to July 28, 2019. Among the log data stored in our server, we carefully chose this period in order to exclude a period with a major breaking news story (such as a shocking big incident) that possibly influences the emotional status of many users.

Figure 3 shows the resulting nation-wide mood scores for this period. The x-axis represents the date while the y-axis represents the daily score. A very interesting result in the figure is that, with our proposed method, the scores tend to be clearly positive on weekends, and more negative on Mondays when the workday begins (or Tuesdays when Monday is a holiday on July 15).

Table 6 shows the statistics on all days throughout this year. We omitted the national holidays, and counted the number of days whose daily score equals or is higher than the previous day’s score. Surprisingly, on all (46 out of 46) Mondays, the score had decreased from the previous Sunday. Then, getting close to the weekend, especially on Fridays, Saturdays and Sundays, the scores got increased from the corresponding previous day.

5.2.1 Discussion. Although there exist no ground-truth data on a nation-wide mood, this tendency to feel better later in the week and then worsen again on Monday is considered to be an intuitive result in a society where many people work Monday through Friday, as there is the term “Blue Monday.” In fact, according to a white paper released by the Ministry of Health, Labour, and Welfare [25], Monday is the day with the highest number of suicides in Japan. Another survey of 400 men and women found that the highest number of respondents in all age groups said they felt most depressed on Mondays [1].

The proposed method looks to successfully express the rhythm of the mood change over the weekdays and weekends in an instructive manner, while such rhythm is not very clear in the comparative method. From this result, we conclude that the proposed method better explains the weekly mood rhythm than the comparative method.

5.3 Result 2: COVID-19 and People’s Mood

Our second evaluation aims to reveal how the mood score have changed in the COVID-19 pandemic situation in 2020.

5.3.1 Pandemic Waves and Nation-wide Mood. Firstly we look into the waves of the pandemic and mood score in the nation-wide granularity. We chose mood score of Sundays because every Sunday is a holiday; otherwise, it was assumed that it would be difficult to discuss the analysis results owing to occasional holidays.

Figure 4 shows the the daily number of COVID-19 new cases and nation-wide mood score's trend. The proposed method looks to successfully express the rhythm of the mood change over the pandemic waves and nation-wide mood score's trend.

Table 6: Statistics on Weekly Rhythm

| Weekend | Monday | Tuesday | Wednesday | Thursday | Friday | Saturday | Sunday |
|---------|--------|---------|-----------|----------|--------|----------|--------|
| Today <= Yesterday | 0.0% | 73.1% | 56.0% | 44.2% | 74.0% | 94.0% | 94.2% |
| Today <= Yesterday | 100.0% | 22.9% | 44.0% | 55.8% | 26.0% | 6.0% | 5.8% |
(left side, lines) indicates the Nation-wide Mood Scores calculated by the proposed and comparative methods. Also, the bars show the daily number of new COVID-19 cases in Japan [2].

Surprisingly, the results show that for the proposed method, peaks of the waves of COVID-19 infection spread and degradation of the Nation-wide Mood Score are synchronized. The peak of the first COVID-19 wave was April 10 (the number of new cases: 708). On April 12, the mood score decreased to the first trough of 2.611. The peak of the second wave was August 7 (the number of new cases: 1,595). Only 2 days later, on August 9, the second trough of the Nation-wide Mood Score recorded 0.994. However, we cannot confirm such a clear tendency with the comparative method.

It is very interesting to read the tendency for the mood to become more negative as the number of COVID-19 cases increases, and vice versa. In 2020, Japan originally planned to host the Tokyo Olympics and Paralympics. The mood in Japan was positive at the beginning of the year. However, COVID-19 then began to spread, the Olympics were postponed, and various economic activities were restricted. The number of COVID-19 cases began to rise in Japan, and the public became frightened. Then, as the first wave subsided, the mood was again positive for the restoration of economic activity. However, when the second wave began, the mood became negative again. Based on our analyses, this graph has successfully tracked the tumultuous changes in Japanese peoples’ moods in 2020.

5.3.2 Differences in Mood Drops in Different Regions. Next, we decided to examine the relationship between the drop in the mood score and the spread of the pandemic at a geographically finer level. During the first wave of the pandemic (to April 12, 2020), most of the cases were found in big cities with the major airports with international flight routes, such as Tokyo and Osaka, along with their surrounding areas, such as Kanagawa, Chiba, and Saitama.

On the other hand, other relatively rural areas away from these metropolitan areas generated no or very few positive cases. This difference might have affected the change of people’s mood. We hypothesized that when mood scores were calculated by prefecture, the more COVID-19 cases a prefecture had, the more severe the drop in mood toward the peak of the first wave. Thus, we divided the same data from about 11 million users into each of 47 prefectures in Japan, according to each user’s residential address address data (used for the payment of several Yahoo! Japan paid services) in their account profile, then calculated the daily “Regional” Mood Scores for each prefecture.

Figure 5 shows the result of our analysis. The y-axis indicates the number of new COVID-19 cases on April 12, 2020 (the peak Sunday of the 1st wave). Meanwhile, the x-axis shows the relative value of the Mood Scores in each prefecture on that day, compared with the average scores of the same region during the new year holidays (January 1 to 3, 2020). The lower this number (to the left) is, the more severe the drop in mood toward the peak of the 1st wave. Very interestingly, a distribution from lower right to upper left is observed, indicating that the more COVID-19 positive prefectures have, the more severe the decline in mood, just as we hypothesized. We conducted the correlation analysis and found the Pearson correlation coefficient -0.43, indicating a moderate negative correlation.

5.3.3 Discussion. Regarding these evaluations, the most remarkable point on our model (with the proposed model) is that the period of time when we collected sensor data and search queries for the model building was before the COVID-19 pandemic (from October to December of 2019) as mentioned in Section 3. This means that there is no possibility that search queries such as “COVID-19” could have been included in the trained QMM as features for negative mood values. Again, there is no ground truth
on the “nation-wide mood.” However, based on the facts that we can nevertheless observe the score trends (1) inversely synchronized with the number of COVID-19 cases and (2) negatively correlated to the COVID-19 cases, we conclude that the nation-wide mood score (with the proposed method) matches our intuition more.

5.4 Result 3: Big News That Affects Mood of Many Users At Once

Interestingly, while we were analyzing the Nation-wide Mood Scores shown in Figure 4, we also found that the Nation-wide Mood Score can successfully capture the change in people’s mood influenced by a big news that affected many users’ mood at once.

When we look at Figure 4, we observe a sharp drop in the score on September 27, 2020. After some investigation, we realized that it was the day when the suicide of a famous Japanese actress was reported. From our investigation, at 8:29 AM on that day, the first tweet on Twitter [3] reported that a breaking news text appeared on the TV program. (In Japan, big news stories are reported on the TV broadcast in the form of overlay texts on the TV screen.) Almost simultaneously, at 8:30 AM, the earliest breaking news article on her suicide was published on a web news site [28].

We observe the trace of the Nation-wide Mood Score on that day by comparing it with similar traces on other weekends. Figure 6 (top) overlays the traces of the Nation-wide Mood Score for three different weekends, Week 1 (previous weekend), Week 2 (the target weekend), and Week 3 (the next weekend). When we look at the dotted line (which illustrates 8:30 AM of Sunday), the score of Week 2 clearly starts to decrease compared with the other two weeks. Figure 6 (bottom) shows a trace of the relative score (the score of Week 2 divided by the average of the Week 1 and Week 3 values). We can clearly observe that the mood becomes negative after 8:30 AM on September 27, 2020, when the news was reported. From these results, we can conclude that the Nation-wide Mood Score is able to detect the linkage with a large event, which may affect many users’ mood states, even in a fine-grained time resolution, such as the order of hours.

6 LIMITATION AND FUTURE WORK

In this study, we created a model to estimate mood from web search queries, thereby analyzing the changes in weekly rhythm, COVID-19 pandemic, and big news. One of our future work is classification problems such as the order of hours.
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to complying the ethics guideline in future research and service delivery. In any cases, various types of systematic design to protect users, such as advanced consent, opt-in strategy, transparency of the logic, will be necessary.

7 CONCLUSION
Affection-awareness is one of the key components of human-centric information services. However, in particular, in the real-world web field, estimating such statuses of the user is yet to be realized. We proposed a novel method of estimating web users’ moods based on the combined use of search queries and mobile sensor data. Our extensive data analysis revealed multiple interesting results, including the changes of Nation-wide Mood Scores in the weekly rhythm, in the COVID-19 pandemic situation, and in case of a big breaking news.
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