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Music is an abstract art form that uses sound as its means of expression. It has deeply affected our lives. This paper proposes a method for extracting segment features from nonmultiple cluster music files. We divide each piece of music into multiple segments and extract the features of each segment. The specific process includes nonmultiple cluster music file note extraction, main melody extraction, segment division, and segment feature extraction. The segment feature is extracted from a segment of a piece of music, contains the main melody and accompaniment information of the segment, and can reflect the sequence relationship of the notes. This paper proposes a performance style conversion network based on recurrent neural network and convolutional neural network. The bidirectional recurrent neural network based on Gated Recurrent Unit (GRU) is used to extract different styles of note feature vector sequences, and the extracted note feature vector sequence is used to predict the intensity of a specific style, and the intensity changes of different styles of nonmultiple cluster music are better learned. Through the comparison, the multiclassification strategy of “one-to-the-rest” is selected, and the fuzzy recurrent neural network is applied to the shortcomings of the unrecognizable area. Finally, according to the feature extraction method and the principle of the classifier algorithm studied in this paper, a music style classification system is implemented in the MATLAB environment. Experimental simulation shows that this system can effectively classify music performance styles.

1. Introduction

Music is one of the oldest, most universal and infectious art forms of mankind. It is a special language for humans to express their thoughts and feelings and realize mutual communication through the harmonious and orderly arrangement and combination of various sounds [1]. The creation, expression, understanding, and appreciation of music are one of the most basic spiritual activities of mankind. As the most important carrier of human culture, music has rich cultural and historical connotations, so it has been passed on for thousands of years and still occupies an indispensable position in human life [2]. In the new era, its meaning, form of existence, and means of communication have been given new interpretations with the rapid development of high technology. For the database manager itself, the tags available for retrieval are obtained through manual annotation, and the accuracy of many tags is also compromised due to unavoidable negligence or subjective judgment of the annotator [3]. With the continuous expansion of music databases and the continuous changes in user needs, such problems will only become increasingly serious. The same problem also exists in music data in other organizational forms, such as a large number of scattered music resources scattered on the Internet. The fundamental reason why music resource providers cannot provide precise search and personalized labels lies in their inability to find effective methods to intelligently and automatically analyze and process the content of music fragments and various related attributes [4].

Effective analysis of music elements is of great significance to music information retrieval technology and music teaching and creation intelligence. For the field of music information retrieval, building as many indexes as possible from different angles is a key prerequisite for effective retrieval of massive music information; at the same time,
measuring the similarity of different music from multiple angles is the core issue of sample retrieval. Among them, global elements such as mode and style can provide an index for music to be retrieved according to different user requirements and can enrich massive database management methods [5]. Global elements such as structure and melody can provide a basis for the measurement of similarity between music segments on the structural characteristics of music and can also provide important features for the realization of humming retrieval [6]. For the field of intelligent music teaching and creation, the recognition of musical elements such as notes, chords, modes, and melody is a necessary part of the automatic translation of full scores. The automatic translation of music scores can directly convert music into music scores. It can be used in many fields such as music teaching visualization, music sight-singing, and ear training, and it has a huge role in improving the autonomy, efficiency, and intelligence of music teaching [7]. At the same time, music score translation is also an important auxiliary technology to improve the efficiency and intelligence of music creation. It can greatly simplify the process of music creation. The composer can complete the process of composing and modifying by playing or humming, changing the current situation. The traditional creation mode of playing and noting and modifying makes it possible to popularize music creation [8].

In the process of extracting the note matrix, this paper studies the format of the nonmultiple cluster music file and the events related to the note information in it and designs a note information extraction scheme based on this. Specifically, the main contributions of this article can be summarized as follows:

(i) First, in the process of extracting the main melody, this paper studies the Skyline algorithm, and on this basis, it combines the previous research results to propose an MTC main melody extraction algorithm. In the process of segment division, this paper studies and implements a segmentation algorithm based on energy feature vector, which divides the whole piece of music into multiple segments.

(ii) Second, in the process of extracting the features of the music segment, this paper proposes an algorithm for extracting features using the sample code of the music note set to extract the features of the music segment. The section features include the main melody and accompaniment information of the section and can reflect the sequence of notes. This article introduces the one-dimensional convolutional neural network for processing sequence data, analyzes the recurrent neural network that is more widely used in sequence processing, and describes the structure and training method of the recurrent neural network.

(iii) Third, this article uses recurrent neural networks and one-dimensional convolutional neural networks to build a performance style conversion network and a dynamic classifier and discusses the processing of the music database for training and testing. According to the components of the music classification system, the system implemented in the MATLAB environment according to the training module and the test module process is introduced. In the analysis of the experimental process, the classification experiments were carried out on the existing test music library on the effectiveness of introducing the fuzzy membership function into the classifier and the stability of the classification system.

2. Related Work

The melody of music is formed by the music of different pitches arranged horizontally in an orderly manner according to a certain rhythm. It runs through each section and is one of the most basic and most important means of expression in a complete musical form [9]. At the same time, it is also the attribute that gives people the most intuitive impression among the many musical elements. Classical literature points out that the existence of melody allows the listener to distinguish two different musical works [10]. The melody is the part that the listener expresses when he resings the musical work. The melody is the part of the musical work that we can remember and forget for a long time. Most of the tunes of this work may still be recalled. It can be seen that finding the melody part of a work is crucial for analyzing the entire musical work, so melody extraction has always been a focus issue in the field of music signal processing. In the narrow sense of music theory, melody is generally defined as a sequence of musical notes composed of single notes. Therefore, in many studies, a method of finding the most prominent vocal note at each moment to form the melody part is used, which is called melody line estimation [11, 12]. Relevant scholars have proposed a method of using recurrent neural network for classification and recognition to detect melody lines [13]. In this method, each classifier corresponds to a semitone represented by F0, and the classifier group is trained on the melody-labeled polyphonic music audio data, and then the trained classifier group is used to identify whether there is a corresponding F0. The semitone appears, and the final melody line is smoothed by HMM.

The mode of music is a very important core concept of the tonal system in music theory. It usually refers to a number of different high and low tones, organized around a stable central tone (tonic) according to a certain mutual relationship. A system is formed; this system is the mode. Each musical work has its own defined mode, which reflects the organization of musical scales and the types of chords that may appear. At the same time, the importance of mode is also reflected in its influence on human perception of music. Each different mode has a different sense of hearing, and this difference in sense of hearing in harmony structure is exactly the most important element attribute of music on a long-term scale [14].
Researchers have proposed a music digest algorithm based on PCP feature representation, and earlier they proposed an algorithm for extracting chorus in music, which has achieved good results on a popular music library with a typical music structure [15]. Relevant scholars have researched and improved this method [16]. By analyzing the relationship between various types of repetitive sections, they can find the repetitive sections in the music and then identify the repetitive sections that have transitions. On the self-built test set, 80% of the choruses have been detected. However, this work is limited to the structural analysis of the chorus. Relevant scholars use key phrase extraction technology to study music abstracts [17]. By extracting segment features frame by frame and clustering them, the results are used to train the various states of the target music to go through the HMM to discover the song structure and then to determine the key segment based on semantics. This method is better than HMM for finding key passages on the 18 Beatles’ popular music test sets. Related scholars constructed a frame-by-frame comparison matrix to measure the degree of similarity between music segments and finally used music processing methods to process the subdiagonal lines of the matrix to find similar segments [18].

Music style is a rather subjective concept. It is a global label created by humans to classify and describe music with different listening sensations. Because it is related to many factors such as culture and historical stage, it has no strict definition or classification boundary. But what is certain is that from the current general music style classification method, the same style of music must have some similar musical elements, such as rhythm, mode, structure, and so on. Therefore, music style classification is a macroelement analysis technique related to many musical elements. At present, the mainstream style classification method is to extract timbre features, rhythm features, and pitch content features from music audio and then jointly input the classifiers to obtain the style classification. Related scholars have proposed similar methods on the same database, using rhythm patterns and additional information features derived from them for classification [19, 20].

3. Nonmultiple Cluster Music File

Feature Extraction

3.1. Nonmultiple Music Track Block Composition. The identifier of the track block is “MTrk.” In the header block of a nonmultiple music file, the second parameter defines the number of track blocks in the file. Normally, the first track block after the header block of a nonmultiple music file records some global information of the file, such as tempo, beat, key signature, etc. If there is only one track block in the entire file, then the global information is followed by the nonmultiple cluster music time of the track. If there are multiple track blocks, the first track block records the global information [21].

Nonmultiple cluster music events, also called nonmultiple cluster music messages, usually consist of a status byte followed by multiple data bytes. In the status byte, the highest bit is always 1, and the lower 4 bits are used to indicate which channel this nonmultiple cluster music message belongs to. These 4 bits are used to indicate 16 possible channels. The other 3 bits are used to indicate the type of this nonmultiple cluster music event. Among them, the nonmultiple cluster music events that this article focuses on include two events: note-on event and note-off event [22]. The note-on event means that the synthesizer begins to play the specified note. The first 4 bits of the status byte are 1001, and the next two bytes represent the note number and keystroke, respectively. The most significant bits are all 0. The note-off event means that the synthesizer stops playing the specified note. The first 4 bits of the status byte are 1000, and the next two bytes represent the note number and key release velocity, respectively. It should be noted that in addition to the note-off event, there is another event that allows the synthesizer to stop playing the note being played, that is, the note-on event with a key velocity of 0. There is no difference in music between these two methods, but when describing a note, the latter saves more bytes. Nonmultiple cluster music stipulates that when the status bytes of the preceding and following events are the same, the latter status bytes can be omitted.

3.2. The Main Melody Extraction Algorithm. The note matrix of the song will contain the note information in the nonmultiple music file [23–27]. In music, it often contains the main melody and accompaniment melody. The main melody is the main line of the music. It determines the tonality, format, and progress of the music. It is the soul of the music and an important factor in determining the style of music. In order to integrate the main melody information in the features, we need to find the main melody in the nonmultiple cluster music file. The main content of this section is to study the main melody extraction algorithm of the nonmultiple cluster music file.

3.2.1. Skyline Main Melody Extraction Algorithm. We traverse all the notes in the note matrix. For the notes that constitute the polyphony relationship, we only keep the notes with the highest pitch and delete the remaining notes. The polyphonic relationship here means that two notes meet the following conditions:

\[
\begin{align*}
\text{StartTime}^1 - \text{Duration}^1 & > |\text{StartTime}^2 - \text{Duration}^2| \\
\text{StartTime}^1 - \text{StartTime}^2 & < 0
\end{align*}
\]

(1)

In the generated note array, we arrange them in descending order of the starting time. For adjacent notes, the following is satisfied:

\[
\begin{align*}
\text{Pitch}^1 - \text{Pitch}^2 & < 0 \\
\text{StartTime}^1 - \text{StartTime}^2 + \text{Duration}^1 & > 0
\end{align*}
\]

(2)

Then, we make

\[
\text{Duration}^1 = |\text{StartTime}^1 - \text{StartTime}^2|
\]

(3)
It can be seen from the above steps that the basic idea of the Skyline algorithm is to select the note with the highest pitch when it encounters notes that are played at the same time and discard the remaining notes. In real life, the pitch of the main melody of the music is often higher than the accompaniment melody, so the Skyline algorithm can easily and effectively extract the main melody of the music in most cases. However, the Skyline algorithm still has the following disadvantages:

1. If the main melody is temporarily stopped, the Skyline algorithm will use the notes of the accompaniment part as the main melody.
2. In modern music, for songs whose main melody is in the bass region, the Skyline algorithm will use the accompaniment as the main melody.

Aiming at the above shortcomings of the Skyline algorithm, this paper proposes a Multitrack Clustering (MTC) theme extraction algorithm. The basic idea of the algorithm is based on the multichannel clustering algorithm. The difference is that the multichannel clustering algorithm implements the main melody extraction through channel clustering, while the MTC implements the main melody extraction through the audio track block clustering.

3.2.2. Multitrack Clustering Main Melody Extraction Algorithm. We first define the note name value of a note:

\[ \text{Pitchname} = \frac{\text{Pitch}}{12} \]  

The note name value of a note is divided into 12 moduli, the pitch of the note. It can be seen that there are a total of 12 different note name values. We perform the Skyline algorithm on each audio track block to ensure that there are no polyphonic notes in each audio track block. Then, for each track block, we find its pitch distribution vector. The composition of the pitch distribution vector is as follows:

\[ \mathbf{v}_i = [v_{i1}, v_{i2}, \ldots, v_{i12}] \]  

Since vectors can also be regarded as coordinate points, then we will perform agglomerative hierarchical clustering operations on these pitch distribution vectors. First, we use Euclidean distance to describe the distance between two vectors. The calculation formula is as follows:

\[ D(v_i, v_j) = \left( \sum_{k=1}^{12} (v_{ik} - v_{jk})^2 \right)^{1/2} \]  

The flow of the MTC main melody extraction algorithm is shown in Figure 1.

3.3. Segment Feature Extraction. This paper proposes a sampling and coding algorithm for the musical note set of a section. The main idea of the algorithm is to sample the section to generate multiple sampling moments and encode the notes being played at each sampling moment to generate a 128-bit one. The arrays generated at all sampling moments are combined in chronological order to generate segment features. The specific steps for the sample coding of the musical note set are as follows:

1. Find the main melody note with the highest pitch in the section.
2. Sample the entire music segment at a certain time interval \( dt \) to obtain \( M \) sampling moments and initialize the sequence number \( i = 1 \) of the sampling moments.
3. For the \( i \)th sampling moment, extract the notes being played at that moment, and these notes meet the following conditions:

\[ \text{StartTime}_1^i + \text{Duration} \geq i \cdot dt > \text{StartTime}_3^i. \]  

4. Initialize an encoding array EncodeArr, which is a one-dimensional array with a length of 128, and the elements in it are initialized to zero.
5. Traverse all the notes in the note set. If the traversed notes belong to the elements in the main melody note group, then let

\[ \text{EncodeArr}[\text{Pitch}] = \frac{\text{Volume}}{\text{Volume}_{\text{min}}} \]  

Otherwise, it means that the note is an accompaniment note; this time, let

\[ \text{EncodeArr}[\text{Pitch}] = \theta \left( \frac{\text{Volume}}{\text{Volume}_{\text{min}}} \right) \]  

Among them, \( \theta \) is the accompaniment coefficient, with a value between 0 and 1, which is used to reduce the influence of accompaniment notes on the classification results.
6. In the above steps, we have completed the encoding of the note collections at all sampling moments of the music segment and obtained \( M \) encoding arrays. Combining these encoding arrays in chronological order, we obtain the music segment characteristics.

4. Construction of Music Performance Style Conversion Network

4.1. Convolutional Neural Network. Feedforward Neural Network (FNN) is the earliest type of simple artificial neural network invented in the field of artificial intelligence. In its network, parameter values are unidirectionally propagated along the input layer to the output layer. Convolutional neural network is a kind of feedforward neural network, whose neurons can excite a part of the units in the surrounding coverage. All this is due to the convolution operation, which can extract local features and efficiently use data. The working mode of convolutional neural network is shown in Figure 2.

Convolution operations include one-dimensional convolution, two-dimensional convolution, and three-
Dimensional convolution. The most widely used in the field of music processing is two-dimensional convolution.

One-dimensional convolutional neural networks have also made great progress in the field of machine translation and audio generation. For example, text data can also be processed by one-dimensional convolutional neural networks. The achieved effect can even replace the recurrent neural network, and its calculation cost is smaller and the speed is faster. The calculation formula of one-dimensional convolution is as follows:

\[ O(t) = x(t) \otimes h(t) = \sum h(i - t) \cdot x(i - 1), \]  

(10)

\( x(t) \) is the input sequence, \( h(t) \) is the convolution kernel, and \( O(t) \) is the output sequence.

In the one-dimensional convolution operation, the convolution kernel slides from the left to the right of the input array. At a certain position, the input subarray covered by the convolution kernel and the convolution kernel are multiplied by the element. The value of the element in the

---

**Figure 1:** MTC algorithm flowchart.

**Figure 2:** Convolutional neural network working mode.
array is output at the corresponding position. One-dimensional convolution can identify local patterns in the sequence. A one-dimensional convolutional neural network with a convolution window of size 6 can learn shorter fragments. The output of each time step is based on the input sequence.

One-dimensional convolutional neural networks are often used together with hollow convolution kernels, which can expand the receptive field without pooling loss information and obtain multiscale context information at the same time. When the number of holes is \( d \), the new convolution kernel size is

\[
    n = k - (d + 1) \cdot (k - 2), \quad (11)
\]

where \( k \) is the size of the original convolution kernel and \( d + 1 \) is called the expansion ratio.

4.2. Recurrent Neural Network

4.2.1. Ordinary Recurrent Neural Network. In a convolutional neural network, there is a one-to-one correspondence between input and output, and there is no correlation between different inputs. However, for many sequence problems, the overall sequence of the sequence is a very important factor, and different elements before and after are generally related; if only one input is not enough at this time, you need to use a recurrent neural network. Recurrent neural networks are different from feedforward neural networks in that there are loops in the internal connections of the network, and they perform well in dealing with sequence problems.

In the recurrent neural network, the output value of the hidden layer at the current moment not only depends on the input at the moment, but also depends on the output of the hidden layer at the previous moment, and the weight matrix is used to store the output value of the hidden layer at the previous moment versus the hidden layer at the current moment. If the left figure is expanded according to the timeline, at time \( t \), the output of the hidden layer depends not only on the input value of the input layer, but also on the output of the hidden layer at time \( t-1 \). The cyclic neural network makes it easy to manipulate the vector sequence, and the input and output design of the entire network is flexible.

4.2.2. Bidirectional Recurrent Neural Network. Ordinary recurrent neural networks are one-way; that is, the prediction output at the current moment only considers the input information at the current and past moments. The hidden state of the network propagates from the front to the back, but sometimes, the state at the current moment may also be derived from the future. For example, when it is necessary to predict the missing words in a sentence, what may actually provide useful information is not the phrase before the missing position, but the sentence after the missing word. For such a scenario, it is necessary to add the consideration of future input information on the basis of the ordinary recurrent neural network. This is the Bidirectional Recurrent Neural Network (BRNN), which considers the previous and next moments for the output at the current moment.

The hidden layer of the bidirectional recurrent neural network can be divided into forward pass and reverse pass. The output of these two parts determines the final result.

4.2.3. BPTT Algorithm. The training of the recurrent neural network uses the Back Propagation Through Time (BPTT) algorithm. The basic principle of the BPTT algorithm is the same as the BP algorithm, which is divided into forward propagation and backward propagation. The steps are as follows:

The first step is to perform forward propagation and calculate the output value of each neuron. The second step is to calculate the error term \( \delta \) of each neuron through backpropagation, which is represented by the partial derivative of the loss function \( E \) with respect to the weighted input of neuron \( j \). The BPTT algorithm will pass in two directions, the upper layer is the 1-1 layer, and the other direction propagates back to the initial moment along the timeline.

The third step is to calculate the gradient of each weight. The calculation formula is as follows:

\[
\begin{aligned}
\n \n \frac{\partial E}{\partial U} &= \sum_{i=1}^{t} \n \n \n \frac{\partial E}{\partial U_i} \cdot E \frac{\partial E}{\partial W} &= \sum_{k=1}^{t} \n \n \n \frac{\partial E}{\partial W_i} \cdot E. \quad (12)
\end{aligned}
\]

4.2.4. Improved Recurrent Neural Network. Based on the original RNN, LSTM saves long-term memory by adding a unit state. Furthermore, it controls the unit state by introducing three gates, namely, the forget gate, input gate, and output gate. The input of the gate is a vector, and the output is a real number between 0 and 1, which is used to describe the amount of information passed. For example, when the output is 0, it means that no information is allowed to pass; when the output is 1, it means that all information can be passed. LSTM uses forget gates and input gates to control the content of the unit state, where the forget gate controls how much the state from the previous moment is retained to the current moment; the input gate controls how much input from the current moment is retained to the cell state. LSTM controls how many unit states are output to the current output of the network through output gates. The calculation formula for the 3 gates is as follows:

\[
\begin{aligned}
\alpha &= \sigma \left(W_0 \cdot (h_{t-1}, x_{t-1}) + b_0\right) \\
\gamma &= \sigma \left(W_f \cdot (h_{t-1}, x_{t-1}) + b_f\right) \\
\eta &= \sigma \left(W_i \cdot (h_{t-1}, x_{t-1}) + b_i\right) \\
\end{aligned}
\]

Among them, \( \sigma \) represents the sigmoid function, and \( W \) and \( b \), respectively, represent the weight matrix and bias term of the corresponding gate.

4.3. Playing Style Conversion Network. In this paper, the note matrix and velocity matrix are obtained from nonmultiplex cluster music pieces, and the encoder in the pretrained
autoencoder is further used to extract the musical implicit style from the note matrix. Music is a sequence of notes that changes over time. Based on the analysis of network models commonly used to deal with sequence problems in the previous sections of this article, this article will use a combination of recurrent neural networks and convolutional neural networks to build a performance style conversion network.

Since the output of the network contains many different styles, this is a multioutput model, and the use of a shared layer can reduce the learning parameters of the network. Recurrent neural network is widely used to deal with sequence problems. It uses the past memory state and current input to predict future information because it only considers the past information, which is not enough to fully understand the music context. At the same time, due to the comparison of GRU, the LSTM structure is simpler, so the shared layer of the performance style conversion network designed in this article uses a bidirectional GRU layer, which takes into account the past and future information. For each style of specific learning, this article uses a one-dimensional convolutional neural network from the shared layer. Regression prediction velocity matrix is performed in the output musical note feature vector sequence that already contains context information.

Figure 3 shows the structure of the performance style conversion network model proposed in this paper, which can be divided into three parts: input layer, hidden layer, and output layer.

The input of the input layer is the music implicit style extracted by the encoder part of the pretrained autoencoder. We first pretrain the autoencoder model to obtain the weight of the encoder part. After that, we build the encoder architecture, load the trained weights, freeze each layer of the encoder, and use the output of the encoder as the input of the performance style conversion network.

The hidden layer is used to learn the relationship between the implicit style of music and the real strength matrix. The shared two-way GRU layer is used to reduce the training parameters of the network; obtain the sequence of note feature vectors, and use the same sublayer for each style. In the sublayer, 3 stacked one-dimensional convolutional layers are used to learn the velocity distribution according to the note feature vector sequence. After each one-dimensional convolutional layer, batch normalization is also used to make the prediction effect closer. The true force distribution ensures the nonlinear expression ability of the model.

The output layer is used to predict the force matrix, using a fully connected layer and using a wrapper to apply the shared weight to each time step.

In order to judge whether the velocity matrix predicted by the performance style conversion network conforms to a specific style, a velocity classifier is used to classify the generated velocity matrix. LSTM Fully Convolutional Networks (LSTM-FCN) contains two branches. The first branch is implemented by a layer of LSTM-based recurrent neural network, and Dropout is used to randomly discard some neurons; the second branch is implemented by three layers of convolutional layers, each of which is composed of a one-dimensional convolutional layer and batch normalization layer. The output of the second branch is connected to the output of the first branch after the average pooling layer, as the input of the final fully connected layer.

5. Simulation Experiment of Music Performance Style Conversion

5.1. Music Style Database Construction. The music database in the experiment contains 5 music style categories: dance, folk music, jazz, rock, and lyric. These songs are all in MP3 format downloaded from music websites. The music collections used to train and test the cyclic neural network are subjectively selected by humans. The cyclic neural network uses the known music style to obtain its feature vector to identify the unknown. The selection of music used for training samples is very important. There are more than 600 songs of each style, a total of more than 3,000 songs, and 50 students are invited to be divided into 10 groups, with 5 people in each group, and these 5 people were allowed to classify and label about 300 songs in this group. When the classification label is uncertain, the labeler is allowed to listen repeatedly until the label is correctly given. After the labeling is over, each song has 5 classification tags. Only when the classification tags of a song are gathered in the same music category, will we put the song into the music database. The composition of the finally obtained music training library and test library is shown in Figure 4.

Before categorizing the music files, the music in the music sample library should be formatted. We use the Format Factory format conversion tool to convert the MP3 format in the database to WAV format. Since the time of a whole song is relatively long, the data for extracting the feature vector will be relatively large, so 45 seconds of each song is intercepted as a music sample, and one of the channels is taken, and all the sampling rates are converted to 18 KHZ.

5.2. Experimental Results and Analysis. When the sample space is linearly inseparable, the slack variable \( \xi \) is introduced into the cyclic neural network, which allows a small amount of errors in the classification surface. When the fuzzy membership function is introduced in the experiment, the RBF kernel function is used, and the selected slack variable is \( \xi = 1 \). When the value is too small, the classification accuracy will decrease; that is, the training model is in an underlearning state. When the size is too large, the training model is in a situation of overfitting. By comparing and analyzing the influence of the change of the slack variable on the system, the slack variable chosen in this experiment is \( \xi = 1 \).

In order to verify the effectiveness of using the fuzzy membership function MF in the recurrent neural network, the MFCC and RASTAP-PLP feature parameters are also used, and the RBF kernel function of the recurrent neural network classifier is selected for classification, and the MF function is used respectively. The neural network classifier and the recurrent neural network classifier without MF
function perform classification experiments on a database containing 5 music styles. It can be seen from Figure 5 that the classification results of the five kinds of music after using the fuzzy membership function are relatively ideal, while the classification without the fuzzy membership function is worse. The effectiveness of introducing the fuzzy membership function reduces the range of the unrecognizable area to a certain extent and improves the accuracy of classification. After introducing the fuzzy membership function, the accuracy of music style classification is relatively improved; that is, the cyclic neural network enhances the generalization ability through fuzzy classification.

The subsequent experimental structure of this paper is based on the improved cyclic neural network classifier. In order to further discuss the effectiveness and stability of the classifier, three music test libraries A, B, and C are formed after the integration of the music test library. We choose to use the RBF kernel function to perform classification tests on these three music libraries, and the average classification error is shown in Figure 6.

It can be seen from the classification results that the classification accuracy of test library C finally reached more than 98%, while the final classification accuracy of test library B was less than 97%, indicating that the music of test library C is more representative. The gap between each style of music is relatively obvious, which shows that the music style classification system can effectively classify unknown music, and the classification accuracy will vary with the representativeness of the tested music library. When selecting the dimensionality that can represent the
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characteristic value of the music signal, a filter can be made to represent the music signal as much as possible while reducing the computational complexity. The classification accuracy of different PLP spectrum eigenvalues is shown in Figure 7. It can be seen that the classification accuracies of music test library A, B, and C are all above 91%.

Under the same other conditions, this paper conducts a comparative experiment on whether the PLP cepstrum and PLP spectrum of the music signal are processed by the RASTA filter on the classification results. The comparative experiment results are shown in Figure 8.

The classification results of PLP parameters that are not processed by the RASTA filter are very bad. It can be seen that in the process of system implementation, simply using PLP parameters cannot produce good results. The RASTA filter suppresses the slowly changing elements of each spectral component in the short-term auditory spectrum before linear prediction analysis. In addition, the content of the high-frequency modulated frequency spectrum produced by the speaker conveys very little voice information, so the difference shown in the automatic recognition process is not critical. Therefore, the band-pass filter will not only attenuate high-frequency changes, but also suppress the rapidly changing parts of the frequency spectrum in the speech. The high-pass part of the RASTA filter will remove the slow-changing elements, and the low-pass part will remove the fast-changing components.

6. Conclusion

This paper introduces in detail the main process of extracting section features from nonmultiplex cluster music files, including nonmultiplex cluster music file note extraction, MTC algorithm theme extraction, and segment division algorithm based on energy feature vectors. We divide the music into multiple segments and use the segment note set sampling coding algorithm to extract the segment features. In the performance style conversion modeling, a performance style conversion network based on recurrent neural network and convolutional neural network is proposed. The two-way recurrent neural network based on GRU is used to extract the note feature vector sequence, and the one-dimensional convolutional neural network is used. The extracted note feature vector sequence is used to predict the intensity, and the intensity changes of different styles of nonmultiple cluster music can be better learned. For the realization of the music style system in the MATLAB environment, this paper implements the music style classification system in MATLAB language and mainly analyzes the integration of music feature preprocessing, feature extraction, and learning of cyclic neural network classifiers in the MATLAB environment. We studied and tested a music database containing five music styles and conducted comparative experiments on the effectiveness of introducing fuzzy membership functions, the stability of the classification system, and the functionality of the RASTA filter. Experimental data shows that the music style classification system designed in this paper can realize the style classification of unknown music. However, from the perspective of the technical level of this technical system, it is still not possible to use signal processing alone to perfectly solve the fundamental frequency extraction problem of polyphonic music and the accurate positioning of the starting point of the notes of complex music. This will reduce the reliability and efficiency of the whole score translation of the passage. Therefore, we still need to study the acoustic characteristics and musical structure of music in depth based on the existing technology, so as to propose a more complete technology to automatically analyze and identify its key attributes.
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