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Abstract—The fundamental lemma by Jan C. Willems and co-authors enables the representation of all input-output trajectories of a linear time-invariant system by measured input-output data. This result has proven to be pivotal for data-driven control. Building on a stochastic variant of the fundamental lemma, this paper presents a data-driven output-feedback predictive control scheme for stochastic Linear Time-Invariant (LTI) systems. The considered LTI systems are subject to non-Gaussian disturbances about which only information about their first two moments is known. Leveraging polynomial chaos expansions, the proposed scheme is centered around a data-driven stochastic Optimal Control Problem (OCP). Through tailored online design of initial conditions, we provide sufficient conditions for the recursive feasibility of the proposed output-feedback scheme based on a data-driven design of the terminal ingredients of the OCP. Furthermore, we provide a robustness analysis of the closed-loop performance. A numerical example illustrates the efficacy of the proposed scheme.
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I. INTRODUCTION

A frequently considered route to data-driven control relies on the seminal insights of the fundamental lemma by Willems et al. [1], see [2], [3] for recent reviews. The lemma states that the set of all possible trajectories of a controllable LTI system can be characterized by measured input-output data, given that the input signal is persistently exciting. It serves as the basis for different data-driven controller design techniques. Specifically, it enables direct output-feedback predictive control that bypasses the intermediate identification step, cf. [4], [5], [6]. We refer to [7] for the comparison of direct data-driven methods and their indirect counterparts that utilize data for system identification. Applications in multiple domains are discussed in [8], [9], [10]. Sufficient conditions for recursive feasibility, stability, and robustness of output-feedback predictive control for deterministic LTI systems subject to noise-corrupted measurements are given in [6], [11], [12].

Besides corrupting the measurement data, stochastic uncertainty can directly enter the dynamics as process disturbance. To take this into account, [13] proposes a stochastic data-driven predictive control scheme based on probabilistic constraint tightening with closed-loop guarantees while requiring measurements of states. In [14], a data-driven output-feedback scheme based on the innovation form of the underlying system is considered, while the closed-loop properties remain unclear. It is worth noting that in the aforementioned works, future inputs and outputs are only predicted in expectation, while in-depth statistical information about future disturbances—e.g., higher-order moments—are omitted or used only for constraint tightening. Moreover, in the case of model-based output feedback with Gaussian disturbance, the prediction of future statistical distributions can be achieved via the covariance dynamics of the state which in turn requires the design of a state estimator [15].

Our previous works [16], [17], [18] have made first preparatory steps towards output-feedback data-driven stochastic predictive control. In [16] we leverage Polynomial Chaos Expansions (PCE) to introduce a stochastic variant of Willems’ fundamental lemma, enabling the data-driven forward propagation of statistical distributions for inputs and outputs. In [17], we give the related behavioral characterizations of stochastic LTI systems. Moreover, we propose a state-feedback predictive control scheme with closed-loop guarantees in [18]. Note that the latter work relies on a PCE basis which grows in dimension as the closed loop evolves.

The present paper addresses the open problem of closed-loop analysis for data-driven stochastic output-feedback predictive control based on the stochastic fundamental lemma from [16], [17]. Our main contribution is an analysis that requires only limited information about the statistical properties of the stochastic disturbance, i.e., only its first two moments are assumed to be known. Specifically, we make the following contributions: i) we provide sufficient conditions for recursive feasibility of the proposed output-feedback scheme. Specifically, we consider the initial conditions of the OCP solved in closed loop to be stochastic such that the predicted values from the last step can serve as feasibility-ensuring backups. Moreover, in contrast to [18], which relies on a PCE basis whose dimension grows as the closed loop progresses, here we work with a basis of constant dimension. ii) we establish average asymptotic performance bounds through a data-driven design of the terminal ingredients. iii) moreover, we analyze the robustness of the performance of the closed loop. Instead of assuming exact measurements of past disturbances, our analysis considers the error resulting from the estimation of past disturbance realizations. iv) crucially, the proposed scheme only requires information about the first two statistical moments of the disturbance instead of the exact knowledge of the underlying distribution. To this end, we tailor the distributionally robust uncertainty
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propagation scheme from [19].

**Notation:** We denote as \((\Omega, \mathcal{F}, \mu)\) a probability space with sample space \(\Omega\), \(\sigma\)-algebra \(\mathcal{F}\), and probability measure \(\mu\). Furthermore, \(L^2(\Omega, \mathcal{F}, \mu; \mathbb{R}^{n_v})\) is the space of vector-valued random variables of dimension \(n_v\) with realizations in \(\mathbb{R}^{n_v}\), finite expectation and covariance. Consider a sequence of vector-valued random variables \(V : \mathbb{R}_{[0,T-1]} \rightarrow L^2(\Omega, \mathcal{F}, \mu; \mathbb{R}^{n_v})\). For an outcome \(\omega \in \Omega\), we denote the mean, covariance, and realization of \(V\) as \(E[V], \Sigma[V]\), and \(\nu \doteq V(\omega)\), respectively. The vectorization of \(V : \mathbb{R}_{[0,T-1]} \rightarrow \mathbb{R}^{n_v}\) is written as \(v_{[0,T-1]} \doteq [v_0, v_1, \ldots, v_{T-1}]^T \in \mathbb{R}^{n_vT}\). Similarly, we denote the vectorization of the sequence of random variables \(V\) as \(V(0,T-1)\). Throughout the paper, we denote the identity matrix of size \(l\) by \(I_l\). For a vector \(x \in \mathbb{R}^n\), we consider \(\|x\| = \sqrt{x^T x}\) and \(\|x\|_Q = \sqrt{x^T Q x}\), where \(Q\) is positive semi-definite. As a shorthand for positive definite (positive semi-definite) matrices, we use \(Q \succ 0\) (\(Q \succeq 0\)).

**Definition 1:** A Hankel matrix of depth \(L \in \mathbb{N}^+\) associated with the signal sequence \(v_{[0,T-1]}\) with \(T \in \mathbb{N}^+\) is

\[
H_L(v_{[0,T-1]}) \doteq \begin{bmatrix} v_0 & \cdots & v_{T-L} \\ \vdots & \ddots & \vdots \\ v_{L-1} & \cdots & v_{T-1} \end{bmatrix}
\]

**II. PRELIMINARIES**

To simplify later developments, we describe the input-output dynamics of LTI systems via the AutoRegressive with eXtra input (ARX) structure

\[
Y_k = \Phi Z_k + DU_k + W_k, \quad Z_0 = \bar{Z}_0 \tag{1}
\]

with input \(U_k \in L^2(\Omega, \mathcal{F}, \mu; \mathbb{R}^{n_u})\), output \(Y_k \in L^2(\Omega, \mathcal{F}, \mu; \mathbb{R}^{n_y})\), and disturbance \(W_k \in L^2(\Omega, \mathcal{F}, \mu; \mathbb{R}^{n_w})\) \((n_w = n_y)\). We use the shorthand notation

\[
Z_k \doteq U_{[k-T_{\text{ini}}+1,k-1]} \in L^2(\Omega, \mathcal{F}_{[k-T_{\text{ini}}+1,k]}; \mathbb{R}^{n_z}) \tag{2}
\]

with \(n_z = \text{dim}(n_u + n_y)\), i.e., \(Z_k\) collects the last \(T_{\text{ini}}\) inputs and outputs. We refer to \(Z_k\) as the extended state variable. In the underlying filtered probability space \((\Omega, \mathcal{F}, (\mathcal{F}_k)_{k\in\mathbb{N}}, \mu)\), the \(\sigma\)-algebra \(\mathcal{F}\) contains all available historical information, i.e., \(\mathcal{F}_0 \subseteq \mathcal{F}_1 \subseteq \cdots \subseteq \mathcal{F}\). Precisely, the filtration \((\mathcal{F}_k)_{k\in\mathbb{N}}\) is defined by \(\mathcal{F}_0 = \sigma(Z_0)\) and \(\mathcal{F}_k = \sigma(Z_0, W_i, i \leq k)\), where \(\sigma(Z_0, W_i, i \leq k)\) denotes the \(\sigma\)-algebra generated by \(Z_0\) and \(W_i, i \leq k\). The stochastic processes \(U, Y, Z\) are adapted to the filtration \((\Omega, \mathcal{F}, (\mathcal{F}_k)_{k\in\mathbb{N}})\), that is, \(U_k, Y_{k-1}, \text{and } Z_k\) only depend on \(Z_0\) and \(W_i, i < k\). We refer to [20] for details about filtrations.

For a specific uncertainty outcome \(\omega \in \Omega\), we denote the realization of \(W_k\) as \(w_k \doteq W_k(\omega)\). Likewise, the realizations of input, output, and extended state are written as

\[
u_k \doteq U_k(\omega), \quad y_k \doteq Y_k(\omega), \quad \text{and } z_k \doteq Z_k(\omega).
\]

Moreover, given \(\bar{Z}_0 = \bar{Z}_0(\omega) \in \mathbb{R}^{n_z}\) and \(w_k, k \in \mathbb{N}\), the stochastic system \([\ref{eq:1}]\) induces the realization dynamics, i.e., the dynamics satisfied by path-wise sampled trajectories

\[
y_k = \Phi z_k + Du_k + w_k, \quad z_0 = \bar{Z}_0. \tag{3}
\]

**Assumption 1 (Available data):** While the system matrices \(\Phi \in \mathbb{R}^{n_y \times n_z}\) and \(D \in \mathbb{R}^{n_y \times n_u}\) are considered to be unknown, throughout this paper, inputs and outputs, i.e., \(u_k\) and \(y_k\) are available at time \(k\) through measurements.\(\square\)

To present the main results, we initially assume that the disturbance realizations \(w_k\) are measured. We note the availability of disturbance measurements is common in the context of classic disturbance-feedback control schemes [21]. It is also relevant for application domains such as energy systems or building control [22]. For the cases of unmeasured disturbances, we rely on the estimation methods from [16] and we conduct a robustness analysis of the proposed scheme concerning estimation errors.

Instead of having exact knowledge about the distributions of the initial condition \(Z_0\) and of the disturbances \(W_k, k \in \mathbb{N}\), we assume the following.

**Assumption 2 (Disturbance with given first two moments):** For all \(k \in \mathbb{N}\), we consider identically independently distributed (i.i.d.) disturbances with zero mean \(E[W_k] = 0\) and covariance \(\Sigma[W_k] = \Sigma_W\). The uncertain initial condition \(Z_0\), with mean \(E[Z_0]\) and covariance \(\Sigma[Z_0]\), is stochastically independent of the disturbances \(W_k, k \in \mathbb{N}\).\(\square\)

In practice, the knowledge of the first two moments—mean and covariance—of the disturbance can be obtained through empirical estimation with the previous measured or estimated disturbances.

Let the set of all random variables from \(L^2(\Omega, \mathcal{F}, \mu; \mathbb{R}^{n_v})\) with mean \(E_V \in \mathbb{R}^{n_v}\) and covariance \(\Sigma_V \in \mathbb{R}^{n_v \times n_v}\) be

\[
D_E(V, \Sigma_V) \doteq \{ V | E[V] = E_V, \Sigma[V] = \Sigma_V \}. \tag{4}
\]

Assumption 2 implies \(W_k \in D(0, \Sigma_W)\). Furthermore, the i.i.d.-ness of \(W_k\) implies \(W_{[0,N-1]} \in W\) with

\[
W \doteq \{ W_{[0,N-1]} | \forall i \neq k, i \in [0, N-1], W_k \in D(0, \Sigma_W), \Sigma[W_k, W_i] = 0 \}. \tag{5}
\]

We present our main results assuming that the disturbances are i.i.d. with zero mean. We comment on the extensions to non-i.i.d. settings in Remark 3.

One—not necessarily minimal—state-space realization of the ARX model \([\ref{eq:1}]\) with \(Z_k\) as its state is given by

\[
Z_{k+1} = \bar{A}Z_k + \bar{B}U_k + \bar{E}W_k, \quad Z_0 = z_{\text{ini}} \tag{6a}
\]

with \(\bar{A} = \begin{bmatrix} A \\ \Phi \end{bmatrix}, \bar{B} = \begin{bmatrix} B \\ D \end{bmatrix}, \bar{E} = \begin{bmatrix} 0 \\ I_{n_y} \end{bmatrix}\). Given the structure of \(Z_k\) in \([\ref{eq:2}]\), the extended states \(Z_{k+1}\) and \(Z_k\) share overlapping components \(U_{[k-T_{\text{ini}}+1,k-1]}\) and \(Y_{[k-T_{\text{ini}}+1,k-1]}\). Hence, we note that \(\bar{A}\) and \(\bar{B}\) are of known structure and do not depend on the ARX system matrices \(\Phi\) and \(D\), that is

\[
\bar{A} = \begin{bmatrix} 0 & I_{(T_{\text{ini}}-1)n_z} & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & I_{(T_{\text{ini}}-1)n_y} \\ 0 & 0 & 0 & 0 \end{bmatrix}, \quad \bar{B} = \begin{bmatrix} 0 \\ I_{n_u} \\ 0 \\ 0 \end{bmatrix}. \tag{6b}
\]

Moreover, with \(Y_k\) as the last component of \(Z_{k+1}\), we have

\[
Y_k = \bar{E}^T Z_{k+1}. \tag{6b}
\]
As shown in [2], [11], [23], the benefit of considering (6) is that we may leverage data-driven state-feedback design concepts to obtain output feedback controllers. To this end, we make the following assumption.

Assumption 2: The pair \((\bar{A}, \bar{B}, \bar{E})\) from (6) is stabilizable. This assumption ensures the stabilizability of the system (6) for \(W = 0\). In the presence of stochastic disturbances, we have the following result.

Lemma 1: The pair \((\bar{A}, \bar{B}, \bar{E})\) from (6) is controllable regardless of the ARX system matrices \(\Phi\) and \(\Delta\).

Remark 1 (Disturbances and measurement noise): Note that the ARX model (1) inherently incorporates the process disturbance \(W_k\) but it does not explicitly consider measurement noise. To include additive measurement noise \(M_k \in \mathcal{L}^2(\Omega, \mathcal{F}, \mu; \mathbb{R}^{n_\nu})\), one can modify the state-space realization (6) with the output channel (8b) replaced by \(\hat{Y}_k = \bar{E}^T Z_{k+1} + M_k\). The distinction between \(\hat{Y}_k\) and \(Y_k\) is important since the output \(\hat{Y}_k\) contributes directly to the system dynamics as it is part of \(Z_{k+1}\), while \(M_k\) acts on the feedback channel. While in Section V-D we consider the estimation of the disturbance, the detailed robustness analysis of data-driven stochastic control with noisy measurements is postponed to future work. We conjecture that the approaches proposed by [5], [6] provide an avenue in this direction.

III. STOCHASTIC OUTPUT FEEDBACK PREDICTIVE CONTROL

Next, we present a conceptual framework for stochastic output feedback predictive control. We commence with a model-based exposition and then we discuss the challenges of data-driven settings with guaranteed closed-loop properties.

At time \(k\), consider the first two moments of the initial condition \(Z_k \in \mathcal{L}^2(\Omega, \mathcal{F}, \mu; \mathbb{R}^{n_z})\) and of the elements of disturbance sequence \(W_k \in \mathcal{W}_{[k,k+N-1]}\) given as per Assumption 2. At time \(k\), for a finite prediction horizon \(N \in \mathbb{N}^+\), let the predicted random variable input sequence be written as \(U_k = [U_{0|k}^T, U_{1|k}^T, \ldots, U_{N-1|k}^T]^T\) with \(U_{t|k}\) as the predicted input at time \(k + t\) for \(t \in [0,N-1]\). Similarly, we define the predicted output \(X_{t|k}\), the predicted extended state \(Z_{t|k}\), and their sequences \(Y_k, Z_k\), respectively. The conceptual Optimal Control Problem (OCP) to be solved at each time step \(k\) reads

\[
\min \mathbb{E}_Z \max_{K_k, \hat{u}_k \in \mathcal{W}} J_N(U_k, Y_k, Z_k) \quad \text{s.t.} \quad \begin{align*}
\mathbb{E}[Z_{t+1|k}] &= \bar{A} Z_{t|k} + \bar{B} U_{t|k} + \bar{E} W_{t+k+1}, \\
&& Z_0 = \bar{Z}_k, \\
U_{t|k} &= \tilde{u}_{t|k} + K_k Z_{0|k} + \sum_{j=0}^{t-1} K_{t-j} W_{j+k}, \\
\mathbb{E}[U_{t|k}^T U_{t|k}] &\leq 1 - \varepsilon_u, \quad \forall t \in [0,N-1], \\
\mathbb{E}[Y_{t|k}^T Y_{t|k}] &\leq 1 - \varepsilon_y, \quad \forall t \in [0,N-1], \\
\mathbb{E}[Z_{N|k}] &\in \mathcal{Z}_f, \quad \mathbb{E}[\|Z_{N|k}\|^2] \leq \gamma. 
\end{align*}
\]

As the knowledge of the initial condition and of the disturbance is limited to the first two moments, we consider a distributionally robust formulation where the initial condition and the disturbance sequence are taken from the ambiguity sets \(D_k = \mathcal{D}(\mathbb{E}[\hat{Z}_k], \Sigma[\hat{Z}_k])\) and \(\mathcal{W}(\bar{\mathcal{W}})\). Hence, (7) is a (weakly) distributionally robust OCP. It calls for a min-max optimization of the objective function \(J_N\) in (7a) which is given by

\[
J_N(U_k, Y_k, Z_k) = \mathbb{E} \left[ \sum_{t=0}^{N-1} (\|Y_{t|k}\|^2 + \|U_{t|k}\|^2 + \|Z_{N|k}\|^2) \right].
\]

The objective function is the sum of the conditional expected value of the predicted stage cost of inputs and outputs in random variables with \(\mathcal{P} = \mathcal{P}_1 > 0\) and \(\mathcal{Q} = \mathcal{Q}_1 \geq 0\). Moreover, the matrix \(\mathcal{P} = \mathcal{P}_1 \mathcal{Q} \geq 0\) specifies the terminal cost with respect to the predicted state. Rather than considering the expectation for all outcomes \(\omega \in \Omega\), we focus on the conditional expectation for the outcomes \(\omega \in \Omega[\hat{Z}_k(\omega)] = z_k\), where the realization \(z_k \in \mathbb{R}^{n_z}\) is constructed by stacking past \(T_{\text{ini}}\) measured inputs and outputs following the structure of (9). Similar to [24], this approach allows including the measured \(z_k\) to minimize the objective while considering the stochastic \(\hat{Z}_k\) to satisfy the constraints. As will be shown in Section V-C, the stochastic initial condition \(\hat{Z}_k\) can be designed to ensure recursive feasibility, while \(z_k\) in (7a) serves the purpose of establishing average performance decay.

Causal and affine feedback policies are required through (7d), where the current input depends on the realizations of the initial condition and of the past disturbances [25]. Compacty, we define \(\tilde{u}_k \in \mathbb{R}^{n_u}\) and \(K_k \in \mathbb{R}^{n_u \times (n_z + n_{n_y})}\) as

\[
\hat{u}_k = \begin{bmatrix} \hat{u}_{0|k}^T, \hat{u}_{1|k}^T, \ldots, \hat{u}_{N-1|k}^T \end{bmatrix}^T, \quad (8a)
\]

\[
K_k = \begin{bmatrix} K_{0|k} & 0 & 0 & \ldots & 0 \\
K_{1|k} & K_{0|k} & 0 & \ldots & 0 \\
\vdots & \vdots & \ddots & \ddots & \vdots \\
K_{N-1|k} & K_{N-2|k} & \ldots & K_{N-1|k} & 0 \end{bmatrix}, \quad (8b)
\]

which transforms (7d) into the following compact form

\[
U_k = \bar{u}_k + K_k [Z_0^T, W_k^T]^T. \quad (7d)
\]

Additionally, we impose chance constraints on \(U_t|k\) and \(Y_t|k\) for all \(t \in [0,N-1]\) in (7e)–(7f) as individual half-space constraints. That is, \(N_u\) input constraints with individual probability of \(1 - \varepsilon_u\) are defined, where \(a_{u,i} \in \mathbb{R}^{n_u}\) for \(i \in [1,N_u]\). Similarly, \(N_y\) output constraints are included.

Similar to the design of terminal ingredients in the state-feedback stochastic MPC [18], [26], we specify the terminal constraints (7g). These constraints require the expected value of \(Z_{N|k}\) to be within the set \(Z_f \subseteq \mathbb{R}^{n_z}\), and the terminal covariance weighted by \(\gamma \in \mathbb{R}^{n_z \times n_z}\) to be smaller than \(\gamma \in \mathbb{R}^{n_z \times n_z}\).

1 We refer to (7) as a weakly distributionally robust OCP, as it does not consider any uncertainty for the moments as such. The interested reader is referred to [19] for an OCP reformulation (but no closed-loop analysis) considering this stronger formulation.
Furthermore, we require that the terminal ingredients satisfy the following assumption.

**Assumption 4 (Terminal ingredients):** Consider the system matrices $\bar{A} \in \mathbb{R}^{n_x \times n_x}$, $\bar{B} \in \mathbb{R}^{n_x \times n_u}$, and $\bar{E} \in \mathbb{R}^{n_x \times n_w}$ from (6). There exist matrices $P = P^\top \succeq 0 \in \mathbb{R}^{n_x \times n_x}$, $\Gamma = \Gamma^\top \succeq 0 \in \mathbb{R}^{n_x \times n_x}$, $K \in \mathbb{R}^{n_x \times n_u}$, and a positive real number $\gamma \in \mathbb{R}^+$, such that $A_K = A + BK$ is Schur stable, and

\[
A_K^\top P A_K - P = -K^\top R K - A_K^\top \bar{E} Q \bar{E}^\top A_K, \quad (9a)
\]

\[
A_K^\top \Gamma A_K - \Gamma = -J_{n_x}, \quad (9b)
\]

\[
\gamma = \lambda_{\max}(\Gamma) \cdot \|\Sigma W \bar{E}^\top \Gamma \bar{E}\|. \quad (9c)
\]

Moreover, there exists a set $Z \subseteq \mathbb{R}^{n_x}$ such that for all $Z \in k$, we have $A_K^\top Z k \subseteq Z k$, $U \in k$, $U \subseteq Z k$ satisfies (7e), and $Y \in k \subseteq E A_K^\top Z k + W \subseteq k$ satisfies (7f).

Utilizing the not necessarily minimal state-space representation of (7), Assumption 4 modifies the terminal ingredients of the model-based state-feedback case [26] to the output-feedback case. Specifically, (9a) is a Lyapunov equality tailored to the objective function (7a) with inputs and outputs; (9b) ensures the $\Gamma$-weighted norm of the covariance of the terminal extended state to be bounded in the presence of stochastic disturbances. Note that (9a), (9b) are Lyapunov equalities. Thus, the solutions $P$ and $\Gamma$ exist if $A_K = A + BK$ is Schur stable and if $K^\top R K + A_K^\top \bar{E} Q \bar{E}^\top A_K$ is positive definite. In Section V-C we illustrate the crucial role that the Lyapunov equalities (9a), (9b) play for ensuring closed-loop properties.

The main challenges of adapting (7) to a data-driven predictive output-feedback setting are threefold: i) the data-driven tractable reformulation of (7) involves infinite-dimensional $L^2$ random variables and chance constraints with distributional ambiguity. We address this issue in Section IV using ideas from [16], [19]. ii) the design of a predictive control algorithm with recursive feasibility guarantees can be achieved by designing the initial condition of the model-based case, see Section V-A. iii) additionally, the terminal ingredients need to be designed without explicit knowledge of system matrices, cf. Section V-D.

**Remark 2 (Witsenhausen’s point of view):** The seminal counterexample of Hans S. Witsenhausen [27] shows that in stochastic optimal control problems with quadratic costs and Gaussian noise affine output-feedback policies are not necessarily optimal. The crucial aspect in this regard is the information available to the controller at each time step, see [27], [28] and the more recent treatment in [29]. Hence it is fair to ask whether the affine policies encoded in (72) jeopardize optimality? For the unconstrained case, the answer is negative as OCP (7) is based on what Witsenhausen calls an information pattern with total recall [28]. Put differently, the initial condition of OCP (7) characterizes the entire extended state variable (6) which in the absence of inequality constraints avoids the issues of the counterexample.

**IV. DATA-DRIVEN UNCERTAINTY PROPAGATION**

**A. Basics of Polynomial Chaos Expansions**

We briefly recall Polynomial Chaos Expansion (PCE) and its application to dynamics in $L^2$ random variables [1]. PCE dates back to Norbert Wiener [30], and we refer to [31] for introductions and to [32], [33], [34] for applications in control.

Due to the $L^2$ nature of the considered probability space, there exists an orthogonal polynomial basis $\{\varphi_j(\xi)\}_{j=0}^\infty$ that spans $L^2(\Omega, \mathcal{F}, \mu; \mathbb{R})$. Using the shorthand notation $\varphi_j(\xi) = \varphi_j(\xi(\omega))$, we have

\[
\langle \varphi_i, \varphi_j \rangle \triangleq \int_\Omega \varphi_i(\omega) \varphi_j(\omega) d\mu(\omega) = \delta_{ij} \|\varphi_i\|^2,
\]

where $\delta_{ij}$ is the Kronecker delta and $\|\varphi_i\| = \sqrt{\langle \varphi_i, \varphi_i \rangle}$ is the induced $L^2$ norm of $\varphi_i \in L^2(\Omega, \mathcal{F}, \mu; \mathbb{R})$. We note that it is customary in PCE to consider $\varphi_0 = 1$ while all other basis functions $\varphi_j, j \geq 1$ have zero mean.

The PCE of a random variable $V \in L^2(\Omega, \mathcal{F}, \mu; \mathbb{R})$ with respect to the basis $\{\varphi_j(\xi)\}_{j=0}^\infty$ is

\[
V = \sum_{j=0}^\infty \varphi_j(\xi) \text{ with } 
\|\varphi_j\|^2 = \mathbb{E}[V^2] = \sum_{j=0}^\infty \varphi_j^2 \mathbb{E}[\varphi_j^2],
\]

where $\varphi_j \in \mathbb{R}$ is called the $j$-th PCE coefficient.

Accordingly, by applying PCE component-wise, the $j$-th PCE coefficient of a vector-valued random variable $V \in L^2(\Omega, \mathcal{F}, \mu; \mathbb{R}^{n_v})$ reads

\[
\varphi_j(V) = \varphi_j(\varphi_j, \varphi_{j+1}, \ldots, \varphi_{n_v})^\top = \mathbb{E}[V_j],
\]

where $V_j$ is the $j$-th PCE coefficient of the component $V_j$ of $V$. For the sake of compact notation, we denote $\varphi_j(0, L-1) = \mathbb{E}[V_j]$ as the vectorization of the coefficients over the PCE dimensions and $\mathcal{H}_j(0, L-1)$ as their horizontally stacked matrix, cf. Definition 1.

**Definition 2 (Exact PCE representation [35]):** The PCE of the random variable $V \in L^2(\Omega, \mathcal{F}, \mu; \mathbb{R}^{n_v})$ is said to be exact with dimension $L \in \mathbb{N}^+$ in the basis $\{\varphi_j(\xi)\}_{j=0}^\infty$ if

\[
V - \sum_{j=0}^{L-1} \varphi_j(\xi) = 0.
\]

We remark that with an exact PCE of finite dimension, the expected value and covariance of $V \in L^2(\Omega, \mathcal{F}, \mu; \mathbb{R}^{n_v})$ can be efficiently calculated from the coefficients

\[
\mathbb{E}[V] = \varphi_0, \quad \Sigma[V] = \sum_{j=1}^{L-1} \varphi_j^2 \varphi_j^\top \|\varphi_j\|^2. \quad (10)
\]

Specifically, using the first two moments of $V \in L^2(\Omega, \mathcal{F}, \mu; \mathbb{R}^{n_v})$, we can construct a finite-dimensional conceptual basis that allows an exact PCE of $V$. To this end, we consider the polynomials in $\xi \in L^2(\Omega, \mathcal{F}, \mu; \mathbb{R}^{n_v})$ with degree of at most 1

\[
\psi_j(\xi) = 1, \quad j \in \{0, L-1\},
\]

where $\xi \in L^2(\Omega, \mathcal{F}, \mu; \mathbb{R}^{n_v})$ is the $j$-th component of $\xi$.

**Lemma 2 (Exact PCEs by first two moments):** Consider $V \in L^2(\Omega, \mathcal{F}, \mu; \mathbb{R}^{n_v})$ with mean $\mathbb{E}[V] \in \mathbb{R}^{n_v}$ and covariance $\Sigma[V] \geq 0$. For all $M \in \mathbb{R}^{n_v \times n_v}$ satisfying $M^\top = \Sigma[V]$, there exists $\xi \in L^2(\Omega, \mathcal{F}, \mu; \mathbb{R}^{n_v})$ with

\[
\mathbb{E} \psi_j(\xi) = 1, \quad j \in \{0, L-1\},
\]

where $\xi \in L^2(\Omega, \mathcal{F}, \mu; \mathbb{R}^{n_v})$ is the $j$-th component of $\xi$.
\[ \mathbb{E}[\xi] = 0 \text{ and } \mathbb{V}[\xi] = I_{n_{\xi}} \text{ such that } V = \mathbb{E}[V] + M\xi \text{ holds.} \]

Using the basis \( \{\psi_j(\xi)\}_{j=0}^{n_{\xi}} \) with \( \psi_j \) from \( \{1\} \), an exact and finite-dimensional PCE of \( V \) is obtained as

\[ V = \mathbb{E}[V] + M\xi = \sum_{j=0}^{n_{\xi}} v^j \psi_j(\xi) \quad (12) \]

with \( v^0 = \mathbb{E}[V] \), \( \mathcal{H}_1(v^{[1, n_{\xi}]}(\xi)) = M \). \( \square \)

See Appendix B for the detailed proof.

Notice that in (12) the coefficients encode the information of the first two moments, while the stochastic germ \( \xi \) preserves the information of the distribution. In other words, the stochastic germ \( \xi \) serves as a normalized version of \( V \). Common choices for the decomposition \( MM^T = \mathbb{V}[V] \) include the principal square root and the Cholesky decomposition.

To exactly represent random variables other than \( \xi \), an alternative approach is to construct an orthogonal basis \( \{\psi_j(\xi)\}_{j=0}^{\infty} \) that spans \( L^2(\Omega, \mathcal{F}, \mu; \mathbb{R}) \) using the Gram-Schmidt procedure. This method involves higher-degree polynomials of \( \xi \) [36]. However, in the following, by including all uncertainties of \( \{1\} \) into the stochastic germ \( \xi \), we construct a finite-dimensional basis consisting of polynomials with degrees of at most 1. This basis, as detailed in the next section, enables exact PCE descriptions of all random variables involved in \( \{1\} \).

B. Data-Driven Uncertainty Propagation via PCE

Given the first two moments of \( \bar{Z}_k, W_{k+t} \) (as per Assumption 2) and the covariance decompositions \( M_0 M_n^T = \mathbb{V}[\bar{Z}_k] \) and \( M_n M_n^T = \mathbb{V}[W] \), with \( M_k \in \mathbb{R}^{n_x \times n_{\xi}} \) and \( M_n \in \mathbb{R}^{n_w \times n_{\xi}} \), we construct their bases and PCEs via Lemma 2 as

\[ \{\psi_j(\xi)\}_{j=0}^{n_{\xi}}, \bar{Z}_k = \mathbb{E}[\bar{Z}_k] + M_k\xi, \]

\[ \{\psi_j(\eta_k)\}_{j=0}^{n_{\eta_k}}, W_{k+t} = M_n\eta_{k+t}, t \in [0, N-1]. \]

Moreover, the propagation of uncertainties through \( \{7\} \) with affine policies \( \{7\} \) can be achieved with exact PCEs in the following orthonormal basis

\[ \{\psi_j(\xi)\}_{j=0}^{n_{\eta_k} - 1}, \xi_k = [\xi_1^T, \ldots, \xi_k^T]^T, \quad (13) \]

where \( L = N_{n_{\xi}} + 1 \). Due to the weakly distributionally robust formulation of OCP \( \{7\} \), we do not require the exact information of \( \xi_k \) and \( \eta_k \) for OCP \( \{7\} \). Rather we consider all possible \( \xi_k \in \mathcal{D}(0, I_{n_{\xi}}) \) and \( \eta_k \in \mathcal{D}(0, I_{n_{\eta_k}}) \). Then, the constraints of OCP \( \{7\} \) are required to hold for all \( \xi_k \in \mathcal{D}(0, I_{n_{\xi}}) \).

Applying Galerkin projection [37] onto the basis \( \{13\} \), yields the dynamics of the PCE coefficients, for all \( j \in [0, L-1] \),

\[ z_{1j+k}^0 = \mathbb{E}[\bar{z}_{1j+k}] + \bar{B}u_{1j+k} + \bar{E}w_{1j+k}, \quad z_{1j+k}^0 = \bar{z}_{1j+k}^0, \quad (14a) \]

\[ y_{1j+k} = \Phi z_{1j+k}^0 + Du_{1j+k} + w_{1j+k}, \quad \forall t \in [0, N-1], \quad (14b) \]

where the PCE coefficients of \( \bar{Z}_k \) and \( W_{k+t} \) are

\[ \bar{z}_{1j+k}^0 = \mathbb{E}[\bar{Z}_k], \quad \mathcal{H}_1(z_{1j+k}^{[1, n_{\xi}]}(\xi)) = M_k, \quad \bar{z}_{1j+k}^{n_{\xi}+1, L-1} = 0, \quad (15) \]

where the range \( \mathcal{I}(t) = [tn_{\eta} + n_{\xi}, (t+1)n_{\eta} + n_{\xi}] \) corresponds to the PCE indices of the basis functions related to the disturbance \( W_{k+t} \) in the basis \( \{13\} \).

Note that the distributional ambiguity surrounding \( W_{k+t} \) and \( \bar{Z}_k \) leads to a situation where the predictions obtained through \( \{7b\} \)–\( \{7c\} \) are characterized by ambiguous distributions. However, representing all random variables by their PCEs in the basis \( \{13\} \), we obtain deterministic distributions without uncertainty which correspond to the mean and the covariance decompositions. Put differently, the distributional ambiguities are encoded in the basis \( \{\psi_j(\xi_k)\}_{j=0}^{L-1} \) with \( \xi_k \in \mathcal{D}(0, I_{n_{\xi}}) \), cf. 4. This crucial observation allows to reformulate the distributional robust chance constraints to tractable second-order cone constraints. To this end, we recall a result based on [38, Thm. 3.1], which is a generalization of the Chebyshev-Cantelli inequality. This result also appeared previously as [19, Prop. 1].

**Lemma 3 (PCE for chance constraints [19]):** Consider a random variable \( V \in L^2(\Omega, \mathcal{F}, \mu; \mathbb{R}^{n_v}) \) with its PCE \( V(\xi_k) = \sum_{j=0}^{L-1} v^j \psi_j(\xi_k) = v^0 + \mathcal{H}_1([0, L-1]) \xi_k \) regarding the basis \( \{13\} \). For \( a \in \mathbb{R}^{n_v} \), the distributionally robust chance constraint

\[ \mathbb{P}[a^T V(\xi_k) \leq 1] \geq 1 - \epsilon, \quad \forall \xi_k \in \mathcal{D}(0, I_{n_{\eta_k} + n_{\xi}}) \quad (16a) \]

is equivalent to

\[ a^T v^0 + \sigma(\epsilon) \mathcal{H}_1([0, L-1]) \leq 1 \quad (16b) \]

with \( \sigma(\epsilon) = \sqrt{(1 - \epsilon)/\epsilon} \). \( \square \)

Without distributional ambiguity and if \( V(\xi_k) \) is known to be Gaussian distributed, one may replace \( \xi_k \in \mathcal{D}(0, I_{n_{\eta_k} + n_{\xi}}) \) by \( \xi_k \sim N(0, I_{n_{\eta_k} + n_{\xi}}) \). Then \( (16a) \) is equivalent to \( (16b) \) if \( \sigma(\epsilon) \) is chosen according to the standard normal table [38].

As the system matrices of \( \{1\} \) are unknown, we recall the data-driven representation of stochastic LTI systems proposed in [16], which relies on a stochastic variant of Willems’ fundamental lemma [1, Thm. 1].

**Definition 3 (Persistence of excitation [1]):** Let \( T, N \in \mathbb{N}^+ \). A sequence of inputs \( u[0, T-1] \) is said to be persistently exciting of order \( N \) if the Hankel matrix \( \mathcal{H}_N(u[0, T-1]) \) is full row rank.

**Lemma 4 (Stochastic fundamental lemma [16], [17]):** Consider system \( \{1\} \), its state-space realization \( \{6\} \), and its trajectory of \( \mathbb{L}^2(\Omega, \mathcal{F}, \mu; \mathbb{R}^{n_v}) \), \( v_n \in \{v_n, u_n, y_n\} \) random variables and the corresponding realization trajectory from \( \{3\} \), which are \( (U, W, Y)[0, T-1] \), respectively, \( (u, w, y)[0, T-1] \). Let \( (u, w)[0, T-1] \) be persistently exciting of order \( n_x + N \).

Then, \( (U, W, Y)[0, N-1] \) is a trajectory of \( \{1\} \) if and only if there exists \( G \in \mathbb{L}^2(\Omega, \mathcal{F}, \mu; \mathbb{R}^{T+N-1}) \) such that

\[ \mathcal{H}_N(v[0, T-1])G = \hat{V}[0, N-1] \quad (17) \]

holds for all \( (v, \hat{V}) \in \{u, U\}, \{w, \hat{W}\}, \{y, \hat{Y}\} \).

Moreover, for all \( j \in [0, L-1], \{\hat{u}, \hat{w}, \hat{y}\}[0, N-1] \) is a PCE coefficient trajectory of \( \{14\} \) if and only if there exists \( g^j \in \mathbb{R}^{T-N+1} \) such that

\[ \mathcal{H}_N(v[0, T-1]) g^j = \hat{g}^j[0, N-1] \quad (18) \]
holds for all \( (v, \bar{v}) \in \{(u, \bar{u}), (w, \bar{w}), (y, \bar{y})\} \).

The key insight of the stochastic fundamental lemma is that one can represent the trajectories of \( \mathcal{L}^2 \) random variables directly in the subspace spanned by their realizations trajectories. Underlying this is the observation that the dynamics of random variables \( \xi \), its realization dynamics \( \xi \), and the dynamics of PCE coefficients \( \xi \) share the same system matrices. For more details, we refer to [17]. Moreover, the tailored stochastic fundamental lemma, i.e. Lemma 4, does not hinge on the controllability of the pair \((A, B)\) thanks to Lemma 1.

C. Data-Driven Stochastic Optimal Control

Before arriving at the data-driven reformulation of OCP (7), we derive the PCE reformulation of the objective \( J_N \) in (7a). Recall that (7a) is a conditional expectation for the outcomes \( \{\omega \mid Z_0[k] = z_k\} \). Combined with \( Z_0[k] = Z_k \) in (7a) and PCE coefficients of \( \dot{z}_k \) in (15), we obtain the reformulation of the set of corresponding outcomes

\[
\left\{ \omega \mid \dot{z}_k^0 + H_1 \left( \xi_0^1 \right) \xi_k(\omega) = z_k \right\}.
\]

(19)

At this point, one has two principal options: determine \( \xi_k(\omega) \) prior to the optimization or consider it as an extra decision variable. For the further developments, we suppose temporarily that \( \xi_k(\omega) \) is known, while we show how it can be determined in Section V-A.2. Given the realization \( \xi_k(\omega) \), the reformulation of (7a) reads

\[
J_N = \sum_{t=0}^{N-1} \left( \ell_{u,t} \xi_k + \ell_{y,t} \xi_k \right) + \ell_{z,N} \xi_k;
\]

(20)

\[
= \|u_k^0 \xi_0 + H_1 (\xi_0^1) \xi_k \|^2_R + \sum_{j=0}^{L-1} \|u_j^0 \xi_k \|^2_R;
\]

\[
\ell_{y,t} \xi_k = \|y^0 \xi_0 + H_1 (\xi_0^1) \xi_k \|^2_Q + \sum_{j=0}^{L-1} \|y_j^0 \xi_k \|^2_Q;
\]

\[
\ell_{z,N} \xi_k = \|z^0 \xi_k + H_1 (z^0) \xi_k \|^2_T + \sum_{j=0}^{L-1} \|z_j^0 \xi_k \|^2_T.
\]

Now, we are ready to state the data-driven reformulation of OCP (7). At time instant \( k \), given the PCE coefficients \( \dot{z}_k \) and \( w_{k+1} \), \( t \in \{0, N-1\} \) in (15), and the realization \( \xi_k(\omega) \), we solve

\[
\begin{align*}
\min & \quad J_N \left( u_k, y_k, z^0_{N|k}, \xi_k(\omega) \right) \\
\text{s.t.} & \quad \forall j \in \{0, N-1\}, \forall t \in \{0, N-1\},

H_{N+T_t} (u_{\{0, T_t\}}) & = 0 \\
H_{N+T_t} (y_{\{0, T_t\}}) & = 0 \\
H_{N} (w_{\{0, T_t\}}) & = 0
\end{align*}
\]

\[
\begin{bmatrix}
\dot{u}_0 \xi_k + \dot{z}_{0|k} \\
\dot{y}_0 \xi_k + \dot{z}_{0|k}
\end{bmatrix}
\]

\[
\begin{bmatrix}
\dot{u}_0 \xi_k + \dot{z}_{0|k} \\
\dot{y}_0 \xi_k + \dot{z}_{0|k}
\end{bmatrix}
\]

\[
\begin{bmatrix}
\dot{u}_0 \xi_k + \dot{z}_{0|k} \\
\dot{y}_0 \xi_k + \dot{z}_{0|k}
\end{bmatrix}
\]

with \( \sigma(\varepsilon) = \sqrt{(1 - \varepsilon) / \varepsilon} \). Here, \( u_k \) denotes the shorthand for the collection of all PCE coefficients of \( U_{j|k} \), i.e. \( u_j^0 \) for \( j \in \{0, L-1\} \) and \( t \in \{0, N-1\} \). Similarly, we define \( y_k \) and \( g \).

If \( Z_d \subseteq \mathbb{R}^{n_z} \) is chosen as a sublevel set of \( \|z^0_{N|k}\|^2_T \), with \( P \geq 0 \), the data-driven OCP (21) is a second-order cone program. Using interior-point methods to solve (21) typically requires at most \( O(\sqrt{n_z}) \) iterations with complexity of \( O(n_z^2) \) per iteration [39]. Here, \( n_z = N(N_u + N_y) + 2 \) is the number of second-order cone constraints and \( n_d \) denotes the number of decision variables in (21).

The equivalence of OCP (7) and OCP (21) relies on several factors [19]. First, the PCE representations of all random variables are exact by the construction of basis [13]. Second, by Lemma 4, the data-driven reformulation of the system dynamics of (7b)–(7c) to (21b)–(21c) is exact if the disturbance realization \( w_{\{0, T_t-1\}} \) is available. Third, the reformulation of the distributionally robust chance constraints from (7e)–(7f) to (21g)–(21i) is also exact by Lemma 3. Remarkably, (21) does not explicitly depend on the basis \( \psi(\xi) \) (21c) and thus the knowledge of the exact distribution of \( \xi \) in \( D(0, I_{N_n + n_z}) \) is not required. In addition, combined with the PCE coefficients \( z^0_{N|k} \) and \( w_{\{0, L-1\}} \) in (15), the disturbance feedback policies (21d) further imply

\[
u_j^0 \xi_k = 0, \quad \forall j \in \{0, N-1\}.
\]

V. DATA-DRIVEN STOCHASTIC OUTPUT FEEDBACK

A. Recursive Feasibility with Backup Initial Condition

Next, we present our output-feedback stochastic data-driven predictive control scheme based on OCP (21). With the measured past \( T_t \) input and output realizations, i.e. the current realization \( z_k \) of the extended state \( Z_k \), one can set the initial condition of (21) as

\[
z^0_{N|k} = \delta_{0j} z_k, \quad j \in \{0, L-1\}
\]

with \( \delta_{0j} \) as the Kronecker delta. In other words, we construct a deterministic initial condition by setting the measured value as the 0-th PCE coefficients, while setting higher-order PCE coefficients that represent stochastic uncertainties to zero. Henceforth, we refer to (23) as the measured initial condition.

However, at time step \( k \), OCP (21) can be infeasible, e.g., for disturbances \( W \) with infinite support if at step \( k - 1 \) a large realization \( w_{k-1} \) occurs. If so, we rely on a so-called backup initial condition to ensure recursive feasibility. For the underlying concept from model-based stochastic predictive control, we refer to [15], [40].

Similar to deterministic predictive control, one way for constructing a backup initial condition \( Z_k \) is to consider its predicted value based on the optimal solution of the last OCP solved, i.e. \( Z_k = Z_{\{k-1\}} \). However, the one-step prediction of \( Z^*_k = z_k \) by (20) with the last initial condition \( Z_k = z_k \) involves the stochastic uncertainty of \( W_{k-1} \). This leads to growth of the PCE basis, e.g., see [18]. In this paper, using the insights of Lemma 2, we update the basis (13) at each time instant to keep its dimensionality constant. As shown in the next
result, for all \( k \in \mathbb{N} \), we can state a feasibility-preserving initial condition for OCP (21) in this updated basis.

At time instant \( k - 1 \), suppose OCP (21) is feasible with the initial condition \( z_{k-1}^{[0,L-1]} \) with \( \bar{z}_{k-1} = 0 \) for all \( j \in [1+n_{e},L-1] \). The optimal solution of the OCP determines a prediction

\[
Z_{1|k-1}^* = Z_{1|k-1}^{0,*} + H_1 \left( z_{1|k-1}^{[1,n_{e}+n_{o}]} \right) \left[ \begin{array}{c}
\xi_{k-1} \\
\eta_{k-1}
\end{array} \right].
\]

Observe that the above is an exact PCE of \( Z_{1|k-1}^* \) with dimensionality \( n_{e} + n_{o} + 1 \). To avoid any dimension growth of the PCE basis, we design an orthonormal projection matrix \( T_k \in \mathbb{R}^{(n_{e} + n_{o}) \times n_{e}} \), i.e., \( T_k^T T_k = I_{n_{e}} \).

**Proposition 1 (Recursive feasibility with updated basis):** Let Assumptions 1–4 hold. At time instant \( k - 1 \), suppose OCP (21) is feasible in the basis \( \{ \psi^j(\xi_{k-1}) \}_{j=0}^{1} \) from (13). At time instant \( k \), for any orthonormal matrix \( T_k \in \mathbb{R}^{(n_{e} + n_{o}) \times n_{e}} \) satisfying \( T_k^T T_k = I_{n_{e}} \), considering \( \{ \psi^j(\xi_{k}) \}_{j=0}^{1} \), we have

\[
\xi_k = T_k^T \left( \begin{array}{c}
\xi_{k-1} \\
\eta_{k-1}
\end{array} \right), \quad \eta_k = \left[ \begin{array}{c}
\xi_k^T \\
\eta_k \\
\ldots \\
\eta_k + [1,n_{e}+n_{o}]
\end{array} \right]^T:
\]

(24)

OCP (21) is feasible with the initial condition \( z_{1|k-1}^{[0,L-1]} \) with \( \bar{z}_{k}^0 = 0 \) for all \( j \in [0+n_{e},L-1] \) and

\[
\xi_k = z_{1|k-1}^{0,*}, \quad H_1 \left( z_{1|k-1}^{[1,n_{e}]} \right) = H_1 \left( z_{1|k-1}^{[1,n_{e}+n_{o}]} \right) T_k.
\]

(25)

The detailed proof is given in Appendix C. Notice that the updated \( \xi_k \) still satisfies \( \xi_k \in D(0, I_{1+n_{e}+n_{o}}) \).

**1) Online Selection of Initial Conditions:** To distinguish the initial conditions, we refer to (23) as the measured initial condition and to (25) as the backup initial condition. Moreover, we denote the function value of the optimal value function of OCP (21) obtained with the measured initial condition (23) as \( V_N^b \) and to its counterpart obtained with the backup initial condition (25) as \( V_N^b \). The notion backup initial condition refers to the underlying idea of using the measured data as much as possible since it provides feedback. Eventually, we consider an initial condition selection strategy similar to (26):

i) At each time instant \( k \in \mathbb{N} \), initialize \( V_N^b = +\infty \) and \( V_N^b = +\infty \).

ii) If the OCP (21) with the measured initial condition (23) is infeasible, then re-solve with the backup one (25). The optimal cost \( V_N^b \) is updated correspondingly.

iii) Else the OCP (21) with the measured initial condition (23) is feasible, update the resulting optimal cost \( V_N^b \) and compare it to the performance \( J_{N,k} \) obtained from a feasible candidate solution, the construction of which is detailed in (40) in Appendix B. If \( V_N^b \leq J_{N,k} \), holds, apply the optimal input obtained with the measured initial condition.

iv) Else, i.e., whenever \( V_N^b > J_{N,k} \), holds, we re-solve OCP (21) with the backup initial condition (25). Note that due to optimality the resulting \( V_N^b \) satisfies \( V_N^b \leq J_{N,k} \).

It is easy to see that this procedure ensures that the resulting optimal cost at time instant \( k \) satisfies

\[
V_{N,k} \doteq \min \left\{ V_N^b, V_N^b \right\} \leq J_{N,k}, \quad k \in \mathbb{N}.
\]

(26)

2) **Design of the Projection \( T_k \):** With the backup initial condition (25) in PCE coefficients, its random-variable counterpart reads as

\[
\bar{z}_k = z_{k}^{0,*} + H_1 \left( z_{k}^{[1,n_{e}]} \right) T_k \left[ \begin{array}{c}
\xi_{k-1} \\
\eta_{k-1}
\end{array} \right].
\]

(27)

Observe that the orthonormal matrix \( T_k \in \mathbb{R}^{(n_{e} + n_{o}) \times n_{e}} \) satisfies \( T_k^T T_k = I_{n_{e}} \) but \( T_k \neq I_{n_{e}} \). Hence, with the projection \( T_k \) to avoid the dimension growth of the PCE basis, we do not have the equality \( \bar{z}_k = Z_{1|k-1}^* \) in random variables as considered in (18). Instead, we design \( T_k \) to ensure that both the realizations of the prediction \( Z_{1|k-1}^* \) and the backup initial condition \( \bar{z}_k \) coincide with the current measurement \( \hat{z}_k \). This leads to a conditional equality

\[
\bar{z}_k(\omega) = Z_{1|k-1}^*(\omega), \quad \forall \omega \in \{ \omega | Z_{1|k-1}^*(\omega) = z_k \}.
\]

(28)

To enforce (28), we consider \( \xi_k \in L^2(\Omega, \mathcal{F}, \mu; \mathbb{R}) \) in (27) as a scalar-valued random variable with realization

\[
\xi_k(\omega) = \left[ \begin{array}{c}
\xi_{k-1}(\omega) \\
\eta_{k-1}(\omega)
\end{array} \right] \in \mathbb{R}.
\]

(29a)

Moreover, we use the projection

\[
T_k = \left[ \begin{array}{c}
\xi_{k-1}(\omega) \\
\eta_{k-1}(\omega)
\end{array} \right] \in \mathbb{R}^{(1+n_{e}) \times 1}
\]

(29b)

such that

\[
\xi_k(\omega) = T_k^T \left[ \begin{array}{c}
\xi_{k-1}(\omega) \\
\eta_{k-1}(\omega)
\end{array} \right], \quad T_k T_k^T \left[ \begin{array}{c}
\xi_{k-1}(\omega) \\
\eta_{k-1}(\omega)
\end{array} \right] = \left[ \begin{array}{c}
\xi_{k-1}(\omega) \\
\eta_{k-1}(\omega)
\end{array} \right]
\]

hold. Applying the above to (27), we obtain the conditional equality (28). Furthermore, recall that the current measurement \( \hat{z}_k \) is the realization of the prediction \( Z_{1|k-1}^* \), i.e.,

\[
Z_{1|k-1}^*(\omega) = Z_{1|k-1}^{0,*} + H_1 \left( z_{1|k-1}^{[1,n_{e}]} \right) \left[ \begin{array}{c}
\xi_{k-1}(\omega) \\
\eta_{k-1}(\omega)
\end{array} \right] = z_k.
\]

With \( H_1 \left( z_{1|k-1}^{[1,n_{e}]} \right) = EM_{\omega} \) by (14)-(15), we determine \( \eta_{k-1}(\omega) \) via the least-square solution to the above equality.

\[
\eta_{k-1}(\omega) = M_{\omega}^T \hat{E} \left( \hat{z}_k - Z_{1|k-1}^{0,*} - z_{1|k-1}^{\star,*} \xi_{k-1}(\omega) \right).
\]

(29c)

**B. Proposed Predictive Control Algorithm**

We are ready to present the main result, i.e., a data-driven stochastic output-feedback predictive control scheme with closed-loop guarantees based on OCP (21). The scheme consists of an offline data collection phase and an online optimization phase containing a procedure for initial condition selection. The overall scheme is summarized in Algorithm 1.

In the offline phase, a random input trajectory \( u_{[0,T-1]} \) is generated to obtain \( y_{[0,T-1]} \) under disturbances \( w_{[0,T-1]} \). We discuss the case of unmeasured disturbance data \( u_{[0,T-1]} \) in Section V-E. Moreover, the recorded input, output,
Algorithm 1 Output-feedback stochastic data-driven predictive control algorithm with OCP (21)

Input: \(T, N, J_{N,0} \leftarrow +\infty \), \(V_{N}^{m} \leftarrow +\infty \), \(V_{N}^{b} \leftarrow +\infty \), \(k \leftarrow 0 \)

Offline data collection:
1. Randomly sample \(u_{k} \in \mathbb{U} \) for \(k \in \{0, T-1\} \)
2. Apply \(u_{[0,T-1]} \) to system (1) under disturbances \(w_{[0,T-1]} \) for given \((u, y)_{[0,T-1]} \), record \(y_{[0,T-1]} \)
3. Record \(w_{[0,T-1]} \) or estimate via (38)
4. Determine terminal ingredients \((K, P, \Gamma, \gamma) \) with \((u, w, y)_{[0,T-1]} \) and \(P, \Gamma, \gamma \)
5. Construct (21) with \((u, w, y)_{[0,T-1]} \) and \(P, \Gamma, \gamma \)

Online optimization:
1. Measure \(z_{k} = (u,y)_{[k-T_{in}, k-1]} \)
2. if \(k \geq 1 \) then update \(T_{k}, \xi_{k}(\omega), \eta_{k-1}(\omega) \) and \(J_{N,k} \)
3. end if
4. Solve OCP (21) with the measured initial condition (23)
5. if \(21 \) is feasible with optimal cost \(V_{N}^{m} \leq J_{N,k} \) then
6. Apply \(u_{k}^{0} = u_{0,k}^{0} \) to system (1)
7. else
8. Solve (21) with the backup initial condition (25)
9. Update \(V_{N}^{b} \) and determine \(u_{k}^{1} \) by (30)
10. Apply \(u_{k}^{1} \) to system (1)
11. end if
12. \(V_{N,k} \leftarrow \min \{V_{N}^{m}, V_{N}^{b}\} \)
13. \(k \leftarrow k + 1, V_{N}^{b} \leftarrow +\infty \), \(V_{N}^{m} \leftarrow +\infty \) go to Step 4

Disturbance trajectories are used to determine the terminal ingredients proposed in Section V-D and to construct the Hankel matrices for OCP (21).

In the online optimization phase, we assume that the OCP (21) is initially feasible with the measured initial condition at \(k = 0 \). At each time instant \(k \), before applying the initial condition selection strategy, we update \(\eta_{k-1}(\omega), T_{k}, \xi_{k}(\omega) \) by (29) using the measured \(z_{k} \), the predicted \(\hat{z}_{k|\{0,n_{k}+n_{\tau}\}} \), and the last \(\xi_{k-1}(\omega) \). Subsequently, we update \(J_{N,k} \) by evaluating (20) with \(\xi_{k}(\omega) \) and the feasible candidate (46). After solving OCP (21) with initial condition selection in Lines 5–11 of Algorithm 1, we obtain the optimal PCE coefficients \(u_{0,k}^{0} \) of the first input. Notice that \(u_{0,k}^{0} = 0 \) holds for \(j \in [2, L-1] \) due to the causality condition (22). Then, we consider the feedback input \(u_{k}^{1} \) as a realization of random variable given by \(u_{0,k}^{0} \).

\[
u_{k}^{1} = \sum_{j=0}^{1} u_{0,k}^{0,j} \xi_{j}(\omega) = u_{0,k}^{0,0} + u_{0,k}^{1,0} \xi_{0}(\omega) \quad (30)
\]

where \(\xi_{0}(\omega) \in \mathbb{R} \) is determined by (29). Observe that, even with the choice of the backup initial condition, (30) is an implicit feedback law computing \(u_{k}^{0} \) from \(z_{k} \) that reflects the information of the currently measured data.

C. Analysis of Closed-Loop Properties

For a specific initial condition \(z_{ini} \) and a specific disturbance realization trajectory \(w_{k} \in \mathbb{R}^{N} \), we have the following closed-loop dynamics of (3) by applying the feedback input \(u_{k}^{1} \) determined by Algorithm 1

\[
y_{k} = \Phi z_{k} + Du_{k}^{1} + w_{k}, \quad z_{0} = z_{ini} \quad (31a)
\]

Moreover, Algorithm 1 generates the sequence \(V_{N,k} \in \mathbb{R}, \) \(k \in \mathbb{N} \), corresponding to the optimal value functions arising in closed loop. Accordingly, for a probabilistic initial condition \(Z_{ini} \) and disturbance \(W_{k}, k \in \mathbb{N} \), we have the closed-loop dynamics in random variables

\[
Y_{k} = \Phi Z_{k} + DU_{k}^{1} + W_{k}, \quad Z_{0} = Z_{ini} \quad (31b)
\]

where conceptually the realization of \(U_{k}^{1} \) is \(U_{k}^{0} \). Similarly, we define the probabilistic optimal value function \(V_{N,k} \in \mathbb{L}^{2}(\Omega, \mathcal{F}, \mu; \mathbb{R}) \) as \(V_{N,k}(\omega) = V_{N,k} \). The next theorem summarizes the closed-loop properties of the proposed scheme.

Theorem 1 (Closed-loop properties): Let Assumptions 1–4 hold and let the closed-loop dynamics (31) be determined by Algorithm 1 with perfectly measured disturbance realizations. Suppose that at time instant \(k = 0 \), OCP (21) is feasible with the measured initial condition (23). Then, for

\[
\alpha \doteq \text{tr} \left( \Sigma_{W} Q + E^\top P E \right) \in \mathbb{R}^+ \quad (32a)
\]

the following statements hold:

i) For all \(k \in \mathbb{N} \), OCP (21), with the selection of initial conditions from Algorithm 1 is feasible.

ii) The probabilistic optimal value functions at consecutive time instants satisfy

\[
E[V_{N,k+1} - V_{N,k}] \leq -E[\|U_{k}^{1}\|_{R}^{2} + \|Y_{k}\|_{C}^{2}] + \alpha. \quad (32b)
\]

iii) The average asymptotic performance is bounded from above by

\[
\lim_{k \to \infty} \frac{1}{k} \sum_{i=0}^{k} E[\|U_{i}^{1}\|_{R}^{2} + \|Y_{i}\|_{C}^{2}] \leq \alpha. \quad (32c)
\]

The detailed proof is given in Appendix D.

We note that recursive feasibility of the OCP (statement i) does not guarantee the recursive satisfaction of chance constraints in closed loop, which can be interpreted as the recursive satisfaction of one-step conditional probability constraints, i.e., \(\mathbb{P}[a_{v} Y_{k} \leq 1 | k] \geq 1 - \varepsilon \). While the one-step chance constraints hold for time instants where measured initial conditions are used, for cases with backup initial conditions, only \(\mathbb{P}[a_{v} Y_{k} \leq 1 | k-\tau] \geq 1 - \varepsilon \) can be ensured, where \(k - \tau, \tau \in [0, k-1] \), is the most recent past time step when the measured initial condition was selected. We refer the readers to [41, Rem. 1] for a comprehensive discussion.

Moreover, similar to [24], [42], statements ii)-iii) utilize the average asymptotic performance bound as a notion of stability for the stochastic closed-loop dynamics. We note that \(\alpha \) stands for the asymptotic average cost calculated under \(U_{k} = KZ_{k} \) with \(K \) corresponding to \(P \) via (9a). Thus, the proposed scheme guarantees either improved or equal asymptotic average cost compared to the feedback policy \(U_{k} = KZ_{k} \) [24]. The equivalence holds when \(K \) is determined by a linear-quadratic Riccati design.

Remark 3 (Extension to non-i.i.d. disturbances): If the disturbances have non-zero mean, one can consider an
offset-free data-driven scheme to ensure recursive feasibility and performance guarantees [43]. Conceptually, this offset-free scheme considers the stage cost \(\|Y_k\|_Q^2 + \|U_k - U_{k-1}\|_I^2\) to compensate the mean part of the disturbance. For cases of zero-mean disturbance, if \(W_{k+t}\) are independently but not identically distributed for different \(t \in [0, N-1]\), one can still use the basis (13). However, one will obtain different PCE coefficients for each \(W_{k+t}\). To ensure the closed-loop properties of Theorem 1 one can consider \(\Sigma_W\) to be element-wise larger than all \(\Sigma[W_k], k \in \mathbb{N}\) in this case. The consideration of dependent disturbances in the closed-loop analysis remains, however, an open problem.

D. Data-Driven Design of Terminal Ingredients

It remains to discuss the data-driven design of terminal ingredients. We first give the data-driven surrogate of \(A_K = A + BK\) as an extension of the feedback design of [2].

Consider a realization trajectory \((u, y)_{[0,T-1]}\) of (3) with given \((u, y)_{[-T_m, -1]}\) and \(w_k, k \in \mathbb{N}[0, T]\). For the sake of compact notation, we introduce the following short-hands

\[
\begin{align*}
    z_d &\triangleq \begin{bmatrix} \mathcal{H}T_m\{u[-T_m, T-2]\} \\ \mathcal{H}T_m\{y[-T_m, T-2]\} \end{bmatrix}, \quad u_d \triangleq \mathcal{H}_1\{u[0, T-1]\}, \\
    y_d &\triangleq \mathcal{H}_1\{y[0, T-1]\}, \quad w_d \triangleq \mathcal{H}_1\{u[0, T-1]\}
\end{align*}
\]

(33)

with the subscript ‘d’ indicating that they are recorded data.

Assumption 5 (Data requirement): The block matrix \(\begin{bmatrix} z_d & u_d \end{bmatrix} \in \mathbb{R}^{(n_z+n_y) \times T}\) has full row rank.

For LTI systems without disturbance, a sufficient condition for Assumption 5 to hold is \(T_m \cdot n_y = n_x\), where \(n_x\) is the minimal state dimension, see [11, Lemma 13]. This condition requires the system to admit a specific structure. Hence, Assumption 5 is relatively restrictive when no disturbance is considered. However, in the presence of disturbances, \((A, [B, E])\) in (6) is a controllable pair by Lemma 1. This implies that a sufficient condition for Assumption 5 is that \((u_d, w_d)\) is persistently exciting of order \(n_z + 1\) as shown in [1, Cor. 2]. Therefore, the full rank condition of Assumption 5 is less restrictive than \(T_m \cdot n_y = n_x\).

Lemma 5 (Data-driven surrogate of \(A_K\)): Let Assumption 5 hold. Then, for any given \(K \in \mathbb{R}^{n_z \times n_z}\), there exists a \(H \in \mathbb{R}^{T \times n_z}\) such that

\[
\begin{bmatrix} z_d^T, u_d^T \end{bmatrix}^T H = [I_{n_x}, K]^T.
\]

(34)

The data-driven reformulation of \(A_K = \tilde{A} + \tilde{B}K\) reads

\[
A_K = SH, S = \begin{bmatrix} \tilde{A}z_d + \tilde{B}u_d \\ y_d - w_d \end{bmatrix} \in \mathbb{R}^{T \times T}.
\]

Proof: Observe that (34) holds given the full row rank condition of Assumption 5. Horizontally stacking the data of the realization dynamics in (3), we have \(y_d = [\Phi \, P] [\tilde{z}_d^T] + \tilde{w_d}\). We arrive at \(A_K = [\tilde{A} \, \tilde{B}] [\tilde{z}_d^T] = [\tilde{A}I \Phi \, P] [\tilde{z}_d^T] H = SH\).

One key difference between the above result and the approach of [2] is that the above utilizes the known matrix components \(\tilde{A}\) and \(\tilde{B}\) appearing in (5), while [2] treats the system matrices \([\hat{A} \, \hat{B}]\) as unknown.

With the data-driven surrogate \(SH\) of \(A_K\), we turn to the data-driven construction of \(K, P\), and \(\Gamma\). Observe that the Lyapunov equality (9) is equivalent to

\[
A_K^T(P + \tilde{Q})A_K - (P + \tilde{Q}) = -K^T R K + \tilde{Q}
\]

with \(\tilde{Q} \triangleq \tilde{E}Q\tilde{E}^T\). Since this resembles the closed-loop Lyapunov equation of an LQR design, we choose \(K\) as the LQR feedback of the state-space model (6).

For stabilizable \((\hat{A}, \hat{B})\) the LQR design for (5) is equivalent to solving [44]

\[
\begin{align}
\min_{\hat{P} \in \mathbb{R}^{n_z \times n_z}} & \quad \text{tr}(\hat{Q}\hat{P} + K^T R K \hat{P}) \\
\text{s.t.} & \quad \hat{P} \succeq \tilde{E}\tilde{E}^T \\
& \quad (\hat{A} + \hat{B}K)\hat{P}(\hat{A} + \hat{B}K)^T - \hat{P} + \tilde{E}\tilde{E}^T \preceq 0.
\end{align}
\]

(35a) (35b) (35c)

Replacing \(\hat{A} + \hat{B}K = SH\) and following the convexification procedure outlined in [44], a data-driven and tractable reformulation of (35) reads

\[
\begin{align}
\min_{X_1 \in \mathbb{R}^{n_z \times n_z}, X_2 \in \mathbb{R}^{n_z \times n_z}} & \quad \text{tr}(\hat{Q}z_d X_2) + \text{tr}(X_1) \\
\text{s.t.} & \quad [z_d X_2 - \tilde{E}\tilde{E}^T X_2] \\ & \quad \begin{bmatrix} \hat{A} & \hat{B} \end{bmatrix} \begin{bmatrix} X_1 \\ R^T z_d X_2 \end{bmatrix} \succeq 0
\end{align}
\]

(36a) (36b) (36c)

with \(K = u_d X_2(z_d X_2)^{-1}\) and \(H = X_2(z_d X_2)^{-1}\).

Using \(K, H\) we obtain \(P\) and \(\Gamma\) by solving

\[
\begin{align}
H^T S^T (P + \tilde{Q})SH - P &= -K^T R K, \\
H^T S^T \Gamma SH - \Gamma &= -I_{n_z}.
\end{align}
\]

(37a) (37b)

We compute \(\gamma\) using (29). Finally, we specify the terminal constraint on the expected value \(Z_d\) as a sublevel set of the terminal cost, i.e., \(Z_d \triangleq \{z \in \mathbb{R}^{n_z} \mid \|z\|_2^2 \leq \varepsilon_z\}\) with a sufficiently small \(\varepsilon_z \in \mathbb{R}^+\) such that Assumption 4 holds.

E. Robustness Analysis with Estimated Disturbances

The previous discussions are based on the assumption of exact measurement of past disturbances. Next, we first recap a disturbance estimation approach from [16], and then we analyze the closed-loop behavior of Algorithm 1 with estimated past disturbances.

Due to [16, Prop. 2] the measured data \(u_d, y_d, z_d,\) and \(w_d\) in (33) satisfies \((y_d - w_d)(I_T - \begin{bmatrix} z_d^T \\ u_d \end{bmatrix}) = 0\). Henceforth, we estimate the past disturbance sequence via the least-squares solution to the previous equation, i.e., we use

\[
\begin{bmatrix} \tilde{w_d} = \mathcal{H}_1\{\tilde{w}[0, T-1]\} \end{bmatrix} = y_d \begin{bmatrix} I_T - \begin{bmatrix} z_d^T \\ u_d \end{bmatrix} \end{bmatrix} \begin{bmatrix} z_d^T \\ u_d \end{bmatrix}.
\]

(38)

Lemma 6 (Data-driven one-step representation): Let Assumption 4 hold. Then, system (5) has the following equivalent representation

\[
y_k = (y_d - w_d) \begin{bmatrix} z_d^T \\ u_d \end{bmatrix} + w_k.
\]

(39a)
Moreover, replacing $w_d$ with its least-square estimate $\hat{w}_d$ from (38), we have the one step prediction

$$y_k = y_{\hat{d}} \leq \begin{bmatrix} z_k \atop u_k \end{bmatrix} + w_k 
(39b)$$

Proof: The proof of (39a) follows arguments similar to the state feedback case in [2, Thm. 1]. Moreover, with $\hat{w}_d$ replaced by its least-square estimate $\hat{w}_d$, we have $y_k = (y_{\hat{d}} - \hat{w}_d) \leq \begin{bmatrix} z_k \atop u_k \end{bmatrix} + w_k$.

Notice that the Hankel matrix equations (17)–(18) of Lemma 1 hold for $(u, y, w)_{[0,T-1]}$ combined with the estimated $w_{[0,T-1]}$. They characterize the system dynamics corresponding closed-loop responses of the two schemes using the simulated $w_{[0,T-1]}$. They characterize the system dynamics of Theorem 1 and Assumption 6 hold. Consider Proposition 2 (Robustness of performance): Let the conditions of Theorem 1 and Assumption 6 hold. Consider OCP (21) with $w_{[0,T-1]}$ replaced by $\hat{w}_{[0,T-1]}$ from (38). At time instant $k = 0$, suppose that OCP (21) is feasible with the measured initial condition (23). Then, statement i) of Theorem 1 holds and there exist $C \in \mathbb{R}^+$ such that

$$E[\mathcal{V}_{N,k+1} - \mathcal{V}_{N,k}] \leq - E \left[ \|U_k^d\|^2_R + \|Y_k - \Delta(z_k)\|^2_Q \right] + \alpha + E \left[ \|C\| \|\Delta(z_k)\| \right].
(40)$$

The detailed proof is given in Appendix E. We remark that (40) recovers (32b) when there is no model mismatch, i.e., when $\Delta \to 0$. We choose $\varepsilon_y = 0.1$ which corresponds to $\sigma(\varepsilon_y) = 3$. The weighting matrices in the stage cost are $Q = \text{diag}([1, 1, 1])$ and $R = 1$.

We compare two schemes: I) Algorithm 1 with disturbance measurement. II) Algorithm 1 with disturbance estimation. In the data collection phase of Scheme I, we record an input-output disturbance trajectory of 1000 steps; while in Scheme II, only the input-output trajectory is recorded and further used to estimate the disturbance realizations via (38).

We use the first 22 recorded input-output data pairs and the measured/estimated disturbances to determine the terminal ingredients $P$, $\Gamma$, $\gamma$, and $Z_d$ for the two schemes by the data-driven procedure outlined in Section V-D. Observe that $T_{\text{m}} \cdot n_\gamma = n_x$ does not hold for this system since $2 \cdot 3 \neq 4$ while the generated data satisfies Assumption 6. For the sake of comparison, we also generate a 22-step input-output trajectory with the same inputs and initial condition without disturbance. We observed that for this data Assumption 5 is not satisfied. This indicates that in the presence of disturbances, the data requirement condition of Assumption 5 is less restrictive than in the disturbance-free case.

To solve (30) for $K$ and $H$ we use MOSEK [46]. Compared to the feedback $K^*$ obtained by directly solving the usual discrete-time algebraic Riccati equation for the exact system matrices of (6), the relative difference is $\|K - K^*\|_2^2/\|K^*\|_2^2 = 0.088$ for Scheme II, while it is $1.01 \cdot 10^{-3}$ for Scheme I. Note that for both cases $A_K$ is Schur stable. Finally, we calculate $P$ and $\Gamma$ solving (57) and thus obtain $\gamma$ via (59).

We apply Algorithm 1 with prediction horizon $N = 10$ using IPOPT [47]. The computations are done on a virtual machine with an AMD EPYC processor with 2.8 GHz, 32GB of RAM in julia. Similar to before, in the data collection phase we use the first 90 recorded inputs-outputs and measured/estimated disturbances to construct the Hankel matrices. Applying Lemma 2, we obtain the PCE expression for each component of $W_k$. Moreover, the dimension of the overall PCE basis is $L = 1 + n_x + Nn_\gamma$ and 32 and the number of decision variables for the considered OCP with null-space projection is 3488 [16].

We sample 1000 different disturbance realization sequences of length 31 each and then compute the corresponding closed-loop responses of the two schemes using distributed computing in julia. The computation times, the average asymptotic costs, and the highest empirical relative frequency of constraint violations $\max_k P_k^w$, $\max_k P_k^w$ are summarized in Table 1. Here, the empirical relative frequency of constraint violation $P_k^w$ represents the percentage of time instants where $y_k^w < -1$ over all 1000 realizations at time instant $k$, and $P_k^w$ is defined similarly for $y_k^w > 1$. Due to the distributionally robust formulation of (21), the highest empirical relative frequencies of constraint violation for Schemes I and II is substantially lower than the allowed vi-
TABLE I
COMPARISON OF THE COMPUTATION TIMES, THE AVERAGE COSTS, AND THE NUMBER OF VIOLATIONS FOR 1000 REALIZED CLOSED-LOOP TRAJECTORIES WITH A LENGTH OF 31 STEPS FOR MEASURED AND ESTIMATED DISTURBANCES FOR SCHEMES I) AND II).

| Scheme | Computation time | $\bar{\ell}$ | $\max P^i_k$ | $\max P^e_k$ |
|--------|-----------------|---------------|---------------|---------------|
| I      | Mean $[\mu]$   | SD $[\sigma]$|               |               |
| II     | 0.66            | 0.050         | 537.99        | 0.3%          |
|        |                 |               | $k = 11$      | $k = 11$      |
| II     | 0.68            | 0.049         | 543.54        | 0.2%          |
|        |                 |               | $k = 7$       | $k = 3$       |

Fig. 1. Histograms of the output $Y^2$ from 1000 closed-loop realization trajectories of Scheme II.

The two schemes exhibit similar closed-loop responses. It can be seen that we show the corresponding closed-loop realization trajectories of Scheme I) and II) in Figure 2. It can be seen that both schemes exhibit similar closed-loop responses.

Moreover, evaluating the closed-loop realization trajectories over time, we obtain the average cost $\bar{\ell} = \mathbb{E}[\sum_{k=1}^{30} \ell(k)] / 20$ with $\ell(k) = ||u_k||_R^2 + ||y_k||_2^2$. The two schemes achieve similar average costs. Moreover, since $K$ is determined from data-driven LQR design as in Section V, the theoretical value of the average asymptotic cost for Scheme I) is $\alpha = 540.94$ by Theorem 1 which is consistent with the simulation results of Scheme I) with $\bar{\ell} = 537.99$ and Scheme II) with $\bar{\ell} = 543.54$.

Additionally, for Scheme II), the time evolution of the (normalized) histograms of the output realizations $y^2$ at $k = 0, 5, 10, 15, 20, 25, 30$ is depicted in Figure 1 where the vertical axis refers to the (approximated) probability density of $Y^2$. As one can see, the proposed scheme controls the system to a stationary distribution of $Y^2$ centered at 0. With 20 different sampled sequences of disturbance realizations, we show the corresponding closed-loop realization trajectories of Schemes I) and II) in Figure 2. It can be seen that the both schemes exhibit similar closed-loop responses.

VII. CONCLUSIONS

This paper has presented and analyzed a data-driven output-feedback predictive control scheme for stochastic LTI systems. Based on a stochastic variant of Willems’ fundamental lemma—which relies on polynomial chaos expansions—we presented sufficient conditions for recursive feasibility and a characterization of the closed-loop performance. Moreover, we have discussed the data-driven design of terminal ingredients which satisfy the proposed conditions.

It deserves to be noted that we only require knowledge of the first two moments but not exact knowledge of the underlying distribution. Thus, the proposed scheme considers a weak form of distributional robustness and it is applicable to a wide class of Gaussian and non-Gaussian settings. A numerical example has demonstrated the efficacy of the proposed scheme for Gaussian mixture models. Future work will consider improving the robustness, extending to nonlinear systems, and using the regularization techniques for measurement noise from [5], [6].

APPENDIX

A. Proof of Lemma 7

Proof: We examine the controllability of the pair $(\tilde{A}, \tilde{B}, \tilde{E})$ via the rank of the reachability matrix

$\mathcal{R}(\tilde{A}, \tilde{B}, \tilde{E}) = \left[ \tilde{A}^{T_{in-1}} \tilde{B}, \tilde{A}^{T_{in-2}} \tilde{B}, \ldots, \tilde{B}, \tilde{E} \right]$. 

Observe that for $i \in [0, T_{in}-1]$, 

$\tilde{A}^i \tilde{B} = \begin{bmatrix} 0_{(T_{in}-1-i)n_u \times n_u} & I_{n_u} \\ 0_{n_u \times n_u} & \Phi_{T_{in}n_y \times n_u} \\ * & \Phi_{n_y \times n_u} \end{bmatrix}$, 

$\tilde{A}^i \tilde{E} = \begin{bmatrix} 0_{T_{in}n_u \times n_y} & I_{n_y} \\ 0_{n_y \times n_u} & \Phi_{n_y \times n_y} \end{bmatrix}$,

where $*$ indicates matrix blocks depending on $\Phi$ and $D$. Observe that when multiplied by $\tilde{A}^i$, the identity matrix blocks $I_{n_u}$ in $\tilde{B}$ and $I_{n_y}$ in $\tilde{E}$ are shifted upwards by $n_u$ rows and $n_y$ rows, respectively. As a result,

$\mathcal{R}(\tilde{A}, \tilde{B}) = \left[ I_{T_{in}n_u} \right]$, $\mathcal{R}(\tilde{A}, \tilde{E}) = \left[ 0_{T_{in}n_u \times n_y} \right]$. 

Fig. 2. 20 different closed-loop realization trajectories of Algorithm 1. Blue-dashed line: $y^1 = -1$; red-dashed line: $y^1 = 1$. Left: Scheme I) with measured disturbances; right: Scheme II) with estimated disturbances.
Therefore, \( \mathcal{R}(\tilde{A}, [\tilde{B}, \tilde{E}]) \), which possesses the same row rank as \( \mathcal{R}(A, B, E) \), is of full row rank. Hence \( (\tilde{A}, [\tilde{B}, \tilde{E}]) \) is a controllable pair.

**B. Proof of Lemma 2**

**Proof:** Since \( M \in \mathbb{R}^{n_x \times n_c} \) is in general not invertible, we utilize the Moore-Penrose inverse to construct \( \xi \). We note that the Moore-Penrose inverse \( M^\dagger \) of \( M \in \mathbb{R}^{n_x \times n_c} \) is unique and satisfies the following properties, cf. [48],

\[
\begin{align*}
MM^\dagger M &= M, \quad M^\dagger MM^\dagger &= M^\dagger, \\
MM^\dagger &= (MM^\dagger)^T, \quad M^\dagger M = (M^\dagger M)^T. \tag{41a} \\
\end{align*}
\]

Let

\[
\xi = M^\dagger (V - E[V]) + (I_{n_x} - MM^\dagger) \xi_N \tag{42}
\]

with \( \xi_N \in \mathcal{D}(0, I_{n_x}) \) independent of \( V \). We note that one could choose any random variable from \( \mathcal{L}^2(\Omega, \mathcal{F}, \mu; \mathbb{R}^{n_x}) \) with unit covariance and zero mean. Specifically, if \( M \) is of full column rank, then \( \xi \) satisfies the required properties, cf. [48],

\[
\begin{align*}
\Sigma[\xi] &= M^\dagger \Sigma[V]M^\dagger + (I_{n_x} - MM^\dagger)\Sigma[\xi_N](I_{n_x} - MM^\dagger)^T \\
&= M^\dagger (MM^\dagger)^\dagger M^\dagger + (I_{n_x} - MM^\dagger)(I_{n_x} - MM^\dagger)^T \\
&= M^\dagger M^\dagger + I_{n_x} - MM^\dagger \\
&= (M^\dagger)^\dagger + MM^\dagger. \tag{41b}
\end{align*}
\]

We note that the random-variable equality \( V = E[V] + M\xi \) is considered as \( V(\omega) = E[V] + M\xi(\omega) \) for \( \mu \)-almost all \( \omega \in \Omega \). Let \( \Delta = V - E[V] - M\xi \). This equality is equivalent to \( \Delta(\omega) = 0 \) for \( \mu \)-almost all \( \omega \in \Omega \), which is true iff \( E[\Delta] = 0 \) and \( E[\Delta^T \Delta] = 0 \) [20, Problem 3 (v)]. With \( \xi \) given by (42), we have

\[
\Delta = V - E[V] - M(\mathbb{I} - MM^\dagger)\xi_N \tag{43}
\]

Hence, we have

\[
E[\Delta] = (I_{n_x} - MM^\dagger)E[(V - E[V])] = 0
\]

and

\[
E[\Delta^T \Delta] = \text{tr}((I_{n_x} - MM^\dagger)^T (I_{n_x} - MM^\dagger) \Sigma[V])
\]

\[
= \text{tr}((I_{n_x} - MM^\dagger)^T (I_{n_x} - MM^\dagger)(MM^\dagger)^T)
\]

\[
= \text{tr}((I_{n_x} - MM^\dagger)^T (MM^\dagger - MM^\dagger MM^\dagger)) = 0,
\]

where the last equality holds since \( M(MM^\dagger)^\dagger = MM^\dagger \).

Combining the above results, we conclude that there exists \( \xi \) given by (42) that satisfies the conditions of Lemma 2.

**C. Proof of Proposition 7**

This proof is organized into two main steps. As a preparatory step, we give a technical lemma that shows the recursive feasibility of OCP (21) using an extended PCE basis. Then, we turn to the proof of Proposition 11 by using projection \( T_k \) to keep the dimension of the basis constant.

**Lemma 7 (Recursive feasibility with extended basis):** Let Assumptions 11, 12 hold. At time instant \( k - 1 \), given the basis \( \{ \psi_j(\xi_k) \}_{j=0}^{L} \) as in (13), suppose that OCP (21) is feasible with the initial condition \( z_{k-1}^{0} \) where \( z_{k-1}^{0} = 0 \), \( \forall j \in \mathbb{I}[n_x + L - 1] \).

At time instant \( k \), considering the extended basis

\[
\{ \psi_j(\xi_k) \}_{j=0}^{L-1}, \quad \xi_k = [\xi_{k-1}, \eta_{[k-1,k+N-1]}]^T \tag{43}
\]

with \( \tilde{L} = L + n_q = 1 + n_x + (N + 1)n_q \), \( \omega \) and \( \psi_j \) from (11), OCP (21) is feasible with the initial condition

\[
\zeta_k^{0} = z_{k-1}^{0} + n, L = 0
\]

where \( \zeta_k^{0} \) is the predicted optimal solution of \( z_k \) at time instant \( k - 1 \).

**Proof:** Consider the optimal solution at \( k - 1 \), i.e.

\[
(u_j^{t+1})^{j} = \begin{cases} u_j^{t+1} | k_j^{t+1}, & \text{for } j \in \mathbb{I}[0, L-1] \text{ and } t = 1, \text{ see (45d)}; \\
\text{and for } j \in \mathbb{I}[L, L_1] \text{ we have } u_j^{t+1} = w_{j+1,L-1} \end{cases}
\]

Note that as the last disturbance involves new independent stochastic uncertainty, the above shifted trajectories of PCE coefficients are expressed in the extended basis (43) with \( \tilde{L} = L + n_q \), with the corresponding input coefficients being set to 0 in (45d).

Next, we prove the feasibility of (45) in OCP (21) with respect to the extended basis (43). Thanks to the shift construction of (45) and Assumption 4, constraints (21b)–(21l) are satisfied. For the terminal constraints (21g), we see \( z_{N,k-1}^{0} = A_k z_{N,k-1}^{0} \) holds for \( z_{N,k-1}^{0} \) in \( \mathcal{Z}_t \), cf. Assumption 4. For the terminal constraint on the covariance, we have

\[
\begin{align*}
\sum_{j=1}^{L-1} ||z_{N,k-1}^{0}||^2 &= \sum_{j=1}^{L-1} z_{N,k-1}^{0,T} A_k \Gamma A_k z_{N,k-1}^{0} \\
&= \sum_{j=1}^{L-1} w_{j+L-1,k}^{T} \tilde{E} \Gamma \tilde{E} \tilde{w}_{j+L-1}^{T} \\
&\leq \left(1 - \frac{1}{\alpha_{\max}(T)}\right) \sum_{j=1}^{L-1} ||z_{N,k-1}^{0}||^2 + tr(\Sigma_w \tilde{E} \Gamma \tilde{E}). \tag{43}
\end{align*}
\]
Thus, we conclude that at time instant $k$, OCP (21) constructed with the extended basis $\{\psi_j(\xi_k)\}_{j=0}^{L-1}$ is feasible when (44) is used as initial condition, and (45) is a feasible solution.

Now we give the proof of Proposition 1.

Proof: We construct a feasible solution candidate using the projection matrix $T_k$. According to Lemma 3 for each $j \in \{0, \ldots, L-1\}$, there exists $\hat{g}_j$ corresponding to $\{(\hat{u}, \hat{y})\}_{t=0}^{L-1}$ as shown in (45) such that the Hankel equality constraint (21b) holds. Since the initial conditions are related by the projection $T_k$ in (25), we consider $\hat{g}^0 = \hat{g}_0$.

\[ H_1 \left( \hat{g}^{[1, n_L]} \right) = H_1 \left( \hat{g}^{[1, n_{L+1}, n_{L+1}]} T_k, \hat{g}_{[n_{L+1}, L-1]} = \hat{g}^{[n_{L+1}, n_{L+1}]} T_k. \right. \]

Next, we exploit Lemma 4 again. That is, for each $j \in \{0, \ldots, L-1\}$, the resulting $\{(\hat{u}, \hat{y})\}_{t=0}^{L-1}$ of evaluating (21b) with $\hat{g}_j$ is an input-output trajectory of the PCE coefficient dynamics. For all $v \in \{u, y, z\}$ and all $t \in \{0, \ldots, N-1\}$, they satisfy $\hat{v}_t\{v\} = \hat{v}_t\{v\}$.

\[ \mathcal{H}_1 \left( \hat{v}_t^{[1, n_L]} \right) = \mathcal{H}_1 \left( \hat{v}_t^{[1, n_{L+1}, n_{L+1}]} T_k, \hat{v}_{[n_{L+1}, L-1]} = \hat{v}_t^{[n_{L+1}, n_{L+1}]} T_k. \right. \]

In other words, the resulting $\{(\hat{u}, \hat{y})\}_{t=0}^{L-1}$, $\hat{v}_t\{v\}$, and $\hat{v}_t\{v\}$ satisfy (21b)–(21d). Turning to the chance constraints (21c)–(21d), we note that for all $i \in \{1, \ldots, N\}$, $t \in \{0, \ldots, N-1\}$, we have

\[ \|a_{u, i}^T \mathcal{H}_1 \left( \hat{u}_t^{[1, L]} \right) \|^2 - \|a_{u, i}^T \mathcal{H}_1 \left( \hat{u}_t^{[1, L+n_{n_t}] \cdot } \right) \|^2 \leq 0, \]

as $I_{n_t+n_n} - T_k T_k^T$ is positive semi-definite since $T_k \in \mathbb{R}^{(n_t+n_n) \times n_t}$ is orthonormal. This holds similarly for the PCE coefficients of outputs. Therefore, applying the projection of the feasible solution (45) by (46) the left-hand sides of (21c)–(21d) do not increase. Thus, the chance constraints are satisfied with $\{(\hat{u}, \hat{y})\}_{t=0}^{L-1}$. Similarly, applying (46) the left-hand side of the terminal constraint (21d) also does not increase. Thus, we conclude the feasibility of OCP with respect to the basis (13) and the initial condition specified per (25).

D. Proof of Theorem 4.

Proof: Note that assertion i) on recursive feasibility directly follows from Proposition 1 and the procedure of initial condition selection. In the following, we first prove the closed-loop value function decay condition (32b) (assertion ii) and then use it to establish the average asymptotic performance bound (32c) (assertion iii).

Assertion ii): To show that the closed-loop value function decay between time instant $k$ and $k+1$ results from the selection of the initial condition, we rely on the optimal solution at time instant $k$, i.e. $(u, y)^{[0, L-1]}$ and its shifted trajectories $(\hat{u}, \hat{y})^{[0, L-1]} \cdot \cdot \cdot$ and its shifted trajectories $(\hat{u}, \hat{y})^{[0, L-1]} \cdot$ from (45). Furthermore, using (29) and (46), we obtain the candidate solution $(\hat{u}, \hat{y})^{[0, L-1]} \cdot$ for the OCP with the backup initial condition (25). For the sake of readability, we omit the subscripts $\cdot | k$ and $\cdot | k$.

Consider the resulting performance of the candidate solution

\[ J_{N, k+1} = \sum_{t=0}^{N-1} (\hat{e}_{t, y} + \hat{e}_{u, y} + \hat{e}_{z, N}) \]

by evaluating (20). We show that $\hat{J}_{N, k+1}$ can be expressed using the shifted solution $\hat{(\hat{u}, \hat{y})}$.

We first link the part $\hat{e}_{t, y}$ to $\hat{y}$ with $n_L = 1, \hat{e}_{t, y} = \|\hat{y}_0 + \hat{y}_1^L(x_k(\omega))\|^2 + \sum_{j=2}^{N-1} \|\hat{y}_j\|_Q^2 + \|\hat{y}_j + \mathcal{H}_1 \left( \hat{y}_j^{[1, L+n_n]} \cdot \right) T_k T_k^T \|_Q \|_{\hat{y}_j^{[1, L+n_n]} \cdot \} \|^2 \| \sum_{j=L+n_n}^{N-1} \|\hat{y}_j\|^2_\hat{Q} \]

At time instant $k$, we do not know $\hat{x}_k(\omega)$ but its mean $E[\hat{x}_k(\omega)] = 0$ and covariance $\Sigma[\hat{x}_k(\omega)] = I_{n_L}$. Denote $E[\hat{e}_{t, y} | k]$ as the conditional expectation of $\hat{e}_{t, y}$ at time instant $k$ given $\hat{\xi}_k(\omega)$ but with unknown $\eta_k(\omega)$. Let $\hat{y}_j = \hat{y}_j + \hat{y}_j \hat{x}_k(\omega)$, we have

\[ E[\hat{e}_{t, y} | k] = E \left[ \|\hat{y}_0 + \mathcal{H}_1 \left( \hat{y}_j^{[1, L+n_n]} \cdot \right) T_k T_k^T \|_Q \|_{\hat{y}_j^{[1, L+n_n]} \cdot \} \|^2 \| \sum_{j=L+n_n}^{N-1} \|\hat{y}_j\|^2_\hat{Q} \right] \]

(47) Similarly, the above also holds for the other parts of $\hat{J}_{N, k+1}$, i.e., $E[\hat{e}_{t, y} | k] = \hat{e}_{t, y}$ and $E[\hat{e}_{z, N} | k] = \hat{e}_{z, N}$. As a result, we have

\[ E[\hat{J}_{N, k+1} | k] = \sum_{t=0}^{N-1} (\hat{e}_{t, y} + \hat{e}_{u, y} + \hat{e}_{z, N}). \]

Moreover, we have $V_{N, k+1} \leq \hat{J}_{N, k+1}$ from (26). Thus, we have $E[V_{N, k+1} | k] \leq E[\hat{J}_{N, k+1} | k]$. Now, we have the upper bound for $E[V_{N, k+1} | k] - V_{N, k}$

\[ E[V_{N, k+1} | k] - V_{N, k} \leq E[\hat{J}_{N, k+1} | k] - V_{N, k} = \hat{e}_{t, y} \cdot \hat{u}_{u, y} - 2^{-L} - \hat{e}_{u, y} - \hat{e}_{z, N} \]

where the identical terms $\hat{e}_{t, y}, \hat{e}_{u, y}, \hat{e}_{z, N} | t=0$ and $\hat{e}_{u, y}, \hat{e}_{z, N} | t=1$ are cancelled. Furthermore,

\[ \hat{e}_{t, y} \cdot \hat{u}_{u, y} - 2^{-L} - \hat{e}_{u, y} - \hat{e}_{z, N} \]

Exploiting (45), we rewrite the terms (i) + (ii) + (iii) and (iv)

\[ \|\hat{y}_0 \|^2_Q + \|\hat{y}_1^L(\omega)\|^2_\hat{Q} \sum_{j=2}^{N-1} \|\hat{y}_j\|^2_\hat{Q} \]

(32b) (assertion ii).

(32c) (assertion iii).

(45) \[ \sum_{j=L}^{L-1} \|\hat{y}_j\|^2_\hat{Q} + \|\hat{y}_j \|^2_\hat{Q}. \]

(32b) (assertion ii).

(32c) (assertion iii).

(45) \[ \sum_{j=L}^{L-1} \|\hat{y}_j\|^2_\hat{Q} + \|\hat{y}_j \|^2_\hat{Q}. \]

(32b) (assertion ii).

(32c) (assertion iii).
Hence, $(i) + (ii) + (iii) + (iv) = 0$ and $(v) = \alpha$.

Combining the previous results, we arrive at
\[
\mathbb{E}[V_{N,k+1} | k] - V_{N,k} \leq -\ell_{q,0} - \ell_{q,0} + \alpha
\]
\[
= -\left(\|u_0^* + u_0^* \xi_k(\omega)\|^2_R + \|y_0^* + y_0^* \xi_k(\omega)\|^2_Q + \alpha \right)
\]
\[
= -\|u_k^*\|^2_R - \mathbb{E}\left[\|Y_k\|^2_Q\right] + \alpha.
\]
As the above inequality holds for each closed-loop implementation, we lift $V_{N,k+1} - V_{N,k}$ to its random variable counterpart and obtain (32b).

**Assertion iii):** Recursively using (32b) from 0 to $k$ and let $k \to \infty$, we have
\[
0 \leq \lim_{k \to \infty} \frac{1}{k} \mathbb{E}[V_{N,k} - V_{N,0}] = \lim_{k \to \infty} \frac{1}{k} \sum_{i=0}^{k} \mathbb{E}[V_{N,i+1} - V_{N,i}]
\]
\[
\leq \alpha - \frac{1}{k} \lim_{k \to \infty} \frac{1}{k} \sum_{i=0}^{k} \mathbb{E}\left[\|U_i^*\|^2_R + \|Y_i\|^2_Q\right].
\]
Thus, we obtain the average performance condition (32c) for the closed-loop system in random variables (31d).

**E. Proof of Proposition 2**

**Proof:** At time instant $k$, given $z_k$, $u^cl_k$, and $w_k$, the model mismatch between (39a) and (39b) leads to a prediction error of $y_k$ as $\delta_k = y_k - y_k^p = \Delta[z_k, u^cl_k]^\top$.

By appending $y_k$ and $y_k^p$ to previously recorded inputs and outputs, we obtain
\[
z_{k+1} = \left[u_k^\top[k-T_{m+2,k+1}]^*, y_k[k-T_{m+2,k}], y_k\right]^\top,
\]
\[
z_{k+1}^p = \left[u_k^\top[k-T_{m+2,k+1}]^*, y_k[k-T_{m+2,k}], y_k^p\right]^\top,
\]
which leads to different $\eta_k(\omega)$ and $n_k^p(\omega)$ by (29c). Note that $\mathbb{E}[n_k^p] = 0$ and $\Sigma[n_k^p] = I_q$, and
\[
\eta_k - n_k^p = M_\omega^\top \mathbb{E}\left(z_{k+1} - z_k^p\right) + M_\omega^\top \delta_k,
\]
\[
\mathbb{E}[\eta_k] = \mathbb{E}[n_k^p] + \eta_k - n_k^p = \eta_k - n_k^p = M_\omega^\top \delta_k,
\]
\[
\Sigma[\eta_k] = \Sigma[n_k^p] + \eta_k - n_k^p = \Sigma[n_k^p] = I_q.
\]
Due to $\mathbb{E}[\eta_k] \neq \mathbb{E}[n_k^p] = 0$, (47) in the proof of Theorem 1 does not hold but
\[
\mathbb{E}[\hat{\ell}_{y,t} | k] = \hat{\ell}_{y,t} + 2\hat{y}_t^\top QH_1(\hat{y}_t^2 + \eta_1)M_\omega^\top \delta_k.
\]

Note that the shifted solution $(\bar{u}, \bar{y})$ is constructed from the optimal solution of the last time instant. Given the optimal solution lives in a bounded set due to Assumption 6, there exists $C_{y,t} \in \mathbb{R}^+$ such that
\[
\mathbb{E}[\hat{\ell}_{y,t} | k] \leq \bar{\ell}_{y,t} + C_{y,t} |\delta_k|.
\]
Subsequently, there exist $C_{y,t}, C_{u,t} \in \mathbb{R}^+$ for $i \in \mathbb{Z}_{[0,N-1]}$, $C_{z,N} \in \mathbb{R}^+$, and $C \in \mathbb{R}^+$ such that
\[
\mathbb{E}[\hat{J}_{N,k+1} | k] \leq \sum_{i=0}^{N-1} \left(\bar{\ell}_{y,i} + \ell_{u,i}\right) + \bar{\ell}_{z,N} + \left(\sum_{i=0}^{N-1} (C_{y,t} + C_{u,t} + C_{z,N})|\delta_k| = \hat{J}_{N,k+1} + C|\delta_k|.
\]

Finally, we arrive at
\[
\mathbb{E}[\hat{J}_{N,k+1} | k] - V_{N,k} \leq \mathbb{E}[\hat{J}_{N,k+1} | k] - V_{N,k}
\]
\[
\leq \hat{J}_{N,k+1} - V_{N,k} + C|\delta_k|
\]
\[
= -\|u_k^p\|^2_R - \mathbb{E}\left[\|Y_k\|^2_Q\right] |k| + \alpha + C|\delta_k|
\]
\[
= -\|u_k^p\|^2_R - \mathbb{E}\left[\|Y_k - \delta_k\|^2_Q\right] |k| + \alpha + C|\delta_k|.
\]
As the above inequality holds for all $\omega \in \Omega$, we lift it to its random variable counterpart and thus arrive at (40).
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