ON AN APPROXIMATION OF AVERAGE COST PER UNIT TIME
IMPULSE CONTROL OF MARKOV PROCESSES
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Abstract. In this paper we consider impulse control of continuous time Markov processes with average cost per unit time functional. This problem is approximated using impulse control problems stopped at the first exit time from increasing sequence of open sets. We find solution to Bellman equation corresponding to the original problem and show that stopped impulse control problems approximate optimal value of the cost functional.
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1. Introduction. Let \((X_t)\) be a Feller-Markov process on \((\Omega, F, (F_t))\) taking values in a locally compact space \(E\) with metric \(\rho\) and Borel \(\sigma\) field \(\mathcal{E}\). The process starting from \(x\) at time 0 generates a probability measure \(\mathbb{P}_x\) and we denote by \(\mathbb{E}_x\) a related expectation operator. We shall assume that Markov semigroup \(T_t\) defined for \(h \in C(E)\), the space of continuous bounded functions on \(E\), as \(T_th(x) = \mathbb{E}_x\{h(X_t)\}\) transforms continuous functions vanishing at infinity \(C_0(E)\) into itself. Process \((X_t)\) is controlled by impulses \(V = (\tau_i, \xi_i)\) consisting of an increasing sequence of stopping times \(\tau_i\) and impulses \(\xi_i\), which is adapted to the available observation till time \(\tau_i\); at time \(\tau_i\) the process is shifted from the state \(X_{\tau_i}\) to the state \(\xi_i\) at the cost of \(c(x_{\tau_i}, \xi_i) \geq c > 0\) and follows its dynamics until the next impulse. We assume that impulses shift the process to a compact set \(U \subseteq E\), i.e., \(\xi \in U\) and the cost function \(c(x, \xi)\) is positive, continuous bounded and uniformly bounded away from zero by a constant \(c > 0\). Furthermore to avoid multiple impulses we assume that for \(x \in E\) and \(\xi, \xi' \in U\) we have \(c(x, \xi) \leq c(x, \xi') + c(\xi', \xi)\). A strategy \(V = (\tau_i, \xi_i)\) is admissible for \(x \in E\) if \(\tau_i\) form an increasing sequence of stopping times (possibly taking the value \(\infty \)) with \(\lim_{i \to \infty} \tau_i = \infty\), \(\mathbb{P}_x\)-a.s. To describe the evolution of the controlled process we introduce a construction of [26, Section 2], which follows ideas of [23]. Namely, we consider \(\Omega = D(R^+, E)^\infty\), where \(D(R^+, E)\) is a canonical space of right continuous, left limited functions on \(R^+\) taking values in \(E\). We assume that \((F_t^\xi)\) is a canonical filtration on \(D(R^+, E)\) and inductively define \(F_{t+1} = F_t \otimes F_{t^\xi}\). The stopping times \(\tau_i\) are adapted \(F_t^\xi \times \{\emptyset, D(R^+, E)\}^\infty\) while the impulses \(\xi_i\) are adapted to \(F^\xi_t \times \{\emptyset, D(R^+, E)\}^\infty\). The trajectory of the controlled process \((Y_t)\) is defined using coordinates \(x^n\) of the canonical space \(\Omega\), i.e., \(Y_t = x^n_t\) for \(t \in [\tau_{n-1}, \tau_n)\), with \(\tau_0 = 0\). Given an impulse strategy \(V\) following [26, Section 2] and [23, Chapter 5 and Appendix 2] we define a probability measure \(\mathbb{P}^V\) on \(\Omega\). Our goal is to minimize over all admissible strategies the functional

\[
J(x, (\tau_i, \xi_i)) = \liminf_{n \to \infty} \frac{1}{\mathbb{E}_x^V(\tau_n)} \mathbb{E}_x^V \left\{ \int_0^{\tau_n} f(Y_s)ds + \sum_{i=1}^n c(x^i_{\tau_i}, \xi_i) \right\},
\]

assuming that \((\tau_n)\) are such that \(\mathbb{E}_x(\tau_n) < \infty\), where \(f\) is a continuous bounded function and \(x^i_{\tau_i}\) is the state of the process before the \(i\)-th impulse with a natural meaning if there is more than one impulse at the same time. Alternatively we can
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consider average cost per unit time functional

\[
J(x, (\tau_i, \xi_i)) = \lim_{T \to \infty} \frac{1}{T} \mathbb{E}_x \left\{ \int_0^T f(Y_s)ds + \sum_{i=1}^{\infty} 1_{\tau_i \leq T} c(x_i, \xi_i) \right\}.
\]

Impulse control of random systems is intensively studied from various points of view. Such control problems have many applications: in finance (cash management, portfolio optimization) [13], [4], control of the exchange rate [18], optimal harvesting [29], [1], inventory control [5] (see also the first chapter of [6] for other applications). Impulse control of diffusions and diffusions with jumps was studied in [6], [3]. Average cost per unit time impulse control problems were studied first for fixed cost of impulses in [24], [25] under uniform ergodicity assumption and then for so called separated cost in [26] and in [27] under quasicompactness of transition semigroup. The problem was also studied under some compactness conditions in [12]. Ergodic impulse control of diffusion processes in a bounded domain was studied in [15] and [22]. An extension to an unbounded domain (real line) was then considered in [14]. Average cost per unit time impulse control for Levy process was studied in [8]. In the case of compact state space and constraints the average cost per unit time impulse control problem was studied in [17]. This kind of cost functional is also important in mathematics of finance under the name of Kelly criterion - see [16]. In particular impulse control appear in the case of growth optimal portfolio under proportional transaction costs in [10] and [7] and references there in. Average cost per unit time impulse control in a general (locally compact separable) state space was considered in [21]. This paper is an extension of the last paper. Namely in the paper [21] discounted approximation approach was considered. In this paper we consider another approach based on stopped impulse control with increasing sequence of domains. We use stopped impulse control approach i.e. we stop the controlled process when we enter a boundary of an open set. We consider a sequence of open sets increasing to the whole space and obtain a sequence of impulse control problems which as we show approximate original nonrestricted control problem. This way we obtain a nice approximation procedure to original impulse control problem. As one can see e.g. in [5] unrestricted impulse control problem with average cost per unit time functional is difficult to solve numerically even for rather simple inventory models. The method proposed in the paper seems to be natural approximation procedure which justifies computational intuition. In the paper we use stopping results from the paper [20]. We consider first the functional in a weak form (1.1) and then study its general form (1.2). Several nontrivial results concerning ergodic optimal stopping are of independent interest and are shown in the appendix.

2. Stopped impulse control problems. Let $\mathcal{O}$ be an open set in $E$ such that $\sup_{x \in \mathcal{O}} \mathbb{E}_x \{ (\tau_\mathcal{O})^2 \} < \infty$, for $\tau_\mathcal{O} = \inf \{ s \geq 0 : X_s \in E \setminus \mathcal{O} \}$, which means that $\tau_\mathcal{O}$ is the first exit time from $\mathcal{O}$. We shall assume that stopped semigroup $T^{\mathcal{O}}_t h(x) := \mathbb{E}_x \{ h(X_s) 1_{t<\tau_\mathcal{O}} \}$ transforms $C(E)$ into itself. Consider stopped impulse functional

\[
J^{\mathcal{O}}(x, (\tau_i, \xi_i)) = \lim_{n \to \infty} \frac{1}{\mathbb{E}_x \{ \tau_n \wedge \tau_\mathcal{O} \}} \mathbb{E}_x \left\{ \int_0^{\tau_n \wedge \tau_\mathcal{O}} f(Y_s)ds + \sum_{i=1}^{n} 1_{\tau_i \leq \tau_\mathcal{O}} c(x_i, \xi_i) \right\}.
\]

Let for $\alpha > 0$
\( \lambda_\alpha := \inf_{x \in U} \inf_V \mathbb{E}_x^V \left\{ \int_0^{\tau_{\alpha}} e^{-\alpha s} f(Y_s) ds + \sum_{i=1}^{\infty} 1_{\tau_i < \tau_{\alpha}} e^{-\alpha \tau_i} c(x^i_{\tau_i}, \xi_i) \right\} \) 

(2.2) \( w_\alpha(x) := \inf_{V} \mathbb{E}_x^{V} \left\{ \int_0^{\tau_{\alpha}} e^{-\alpha s} f(Y_s) ds + \sum_{i=1}^{\infty} 1_{\tau_i < \tau_{\alpha}} e^{-\alpha \tau_i} c(x^i_{\tau_i}, \xi_i) \right\} \),

(2.3) where \( V \) stands for impulse strategy \((\tau_i, \xi_i)\). We clearly have that

**Lemma 2.1.** For each \( \alpha > 0 \) we have

(2.4) \( \inf_{x \in U} w_\alpha(x) = 0. \)

**Proof.** For \( x \in U \) and any impulse strategy \( V \) from (2.2) we have that

(2.5) \( 0 \leq \mathbb{E}_x^{V} \left\{ \int_0^{\tau_{\alpha}} e^{-\alpha s} f(Y_s) ds + \sum_{i=1}^{\infty} 1_{\tau_i < \tau_{\alpha}} e^{-\alpha \tau_i} c(x^i_{\tau_i}, \xi_i) \right\} \). 

Consider now \( x_{\epsilon} \in U \) and \( V^\epsilon \) such that

(2.6) \( \lambda_\alpha \geq - \epsilon + \frac{\mathbb{E}_{x^\epsilon}^{V^\epsilon} \left\{ \int_0^{\tau_{\alpha}} e^{-\alpha s} f(Y_s) ds + \sum_{i=1}^{\infty} 1_{\tau_i < \tau_{\alpha}} e^{-\alpha \tau_i} c(x^i_{\tau_i}, \xi_i) \right\}}{\mathbb{E}_{x^\epsilon}^{V^\epsilon} \left\{ \int_0^{\tau_{\alpha}} e^{-\alpha s} ds \right\}}. \)

Then

(2.7) \( 0 \leq \mathbb{E}_{x^\epsilon}^{V^\epsilon} \left\{ \int_0^{\tau_{\alpha}} e^{-\alpha s} f(Y_s) ds + \sum_{i=1}^{\infty} 1_{\tau_i < \tau_{\alpha}} e^{-\alpha \tau_i} c(x^i_{\tau_i}, \xi_i) \right\} \leq \epsilon \mathbb{E}_{x^\epsilon}^{V^\epsilon} \left\{ \int_0^{\tau_{\alpha}} e^{-\alpha s} ds \right\} \)

and since \( \mathbb{E}_{x^\epsilon}^{V^\epsilon} \left\{ \int_0^{\tau_{\alpha}} e^{-\alpha s} ds \right\} \leq \frac{1}{\alpha} \) we complete the proof.

We characterize now the discounted value function \( w_\alpha \).

**Proposition 2.2.** Function \( w_\alpha \) defined in (2.3) is a solution to the following Bellman equation

(2.8) \( w_\alpha(x) = \inf_{\tau} \mathbb{E}_x \left\{ \int_0^{\tau_{\alpha} \wedge \tau_\alpha} e^{-\alpha s} f(X_s) ds + 1_{\tau < \tau_\alpha} e^{-\alpha \tau} M w_\alpha(X_\tau) \right\} \),

where \( M v(x) = \inf_{\xi \in U} |c(x, \xi) + v(\xi)| \) for Borel measurable function \( v \). Furthermore \( w_\alpha \in C(E) \),

(2.9) \( |w_\alpha(x)| \leq \| f - \lambda_\alpha \| \mathbb{E}_x \{ \tau_{\alpha} \} \)

and \( |\lambda_\alpha| \leq \| f \| . \)

**Proof.** Let for \( v \in C(E) \)

(2.10) \( F v(x) := \inf_{\tau} \mathbb{E}_x \left\{ \int_0^{\tau_{\alpha} \wedge \tau_\alpha} e^{-\alpha s} f(X_s) ds + 1_{\tau < \tau_\alpha} e^{-\alpha \tau} M v(X_\tau) \right\} \).
When \( v(x) \geq 0 \) for \( x \in U \) then also \( Mv(x) \geq 0 \) for \( x \in E \) and by Theorem 4.1 we have that \( Fv \in C(E) \). Consider a sequence \( w^n_\alpha(x) = \mathbb{E}_x \{ \int_0^{\tau_0} e^{-\alpha s}(f(X_s) - \lambda_\alpha)ds \} \), \( w^1_\alpha(x) = Fw^n_\alpha(x), \) \( w^{n+1}_\alpha(x) = Fw^n_\alpha(x) \) for \( n = 1, \ldots \). One can show that

\[
(2.11) \quad w^n_\alpha(x) = \inf_{V^n} \mathbb{E}_x^V \left\{ \int_0^{\tau_0} e^{-\alpha s}(f(Y_s) - \lambda_\alpha)ds + \sum_{i=1}^n 1_{\tau_i < \tau_0} e^{-\alpha \tau_i} c(x_{\tau_i}, \xi_i) \right\},
\]

where \( V^n \) is an impulse strategy consisting of at most \( n \) impulses. Clearly \( w^n_\alpha(x) \) is a decreasing sequence converging to \( w_\alpha(x) \).

Since

\[
(2.12) \quad w^{n+1}_\alpha(x) = \inf_{\tau} \mathbb{E}_x \left\{ \int_0^{\tau \wedge \tau_0} e^{-\alpha s}(f(X_s) - \lambda_\alpha)ds + 1_{\tau < \tau_0} e^{-\alpha \tau} Mw^n_\alpha(X_{\tau}) \right\}
\]

letting \( n \to \infty \) we obtain (2.8). Notice that \( \inf_{x \in U} w_\alpha(x) = 0 \) and therefore \( Mw_\alpha(x) \geq 0 \) for \( x \in E \) and \( Mw_\alpha \in C(E) \) and finally using Theorem 4.1 we have that \( w_\alpha \in C(E) \). Furthermore since \( c(x, \xi) \geq 0 \) we have

\[
w_\alpha(x) \leq \inf_{V} \mathbb{E}_x^V \left\{ \int_0^{\tau_0} e^{-\alpha s} \|f - \lambda_\alpha\| ds + \sum_{i=1}^\infty 1_{\tau_i < \tau_0} e^{-\alpha \tau_i} c(x_{\tau_i}, \xi_i) \right\} = \mathbb{E}_x \left\{ \int_0^{\tau_0} e^{-\alpha s} \|f - \lambda_\alpha\| ds \right\} \leq \|f - \lambda_\alpha\| \mathbb{E}_x \{ \tau_0 \}
\]

and similarly

\[
w_\alpha(x) \geq \inf_{V} \mathbb{E}_x^V \left\{ - \int_0^{\tau_0} e^{-\alpha s} \|f - \lambda_\alpha\| ds + \sum_{i=1}^\infty 1_{\tau_i < \tau_0} e^{-\alpha \tau_i} c(x_{\tau_i}, \xi_i) \right\} = \mathbb{E}_x \left\{ - \int_0^{\tau_0} e^{-\alpha s} \|f - \lambda_\alpha\| ds \right\} \geq -\|f - \lambda_\alpha\| \mathbb{E}_x \{ \tau_0 \},
\]

where in both approximations the infimum was obtained for a strategy without impulses, so that we have (2.9). The fact that \( |\lambda_\alpha| \leq \|f\| \) follows directly from (2.2). \( \Box \)

We consider now undiscounted impulse control problem.

**Theorem 2.3.** We have that

\[
(2.15) \quad \lim_{\alpha \to 0} \lambda_\alpha = \lambda := \inf_{V \in U} J^\alpha(x, (\tau_i, \xi_i))
\]

and there is a function \( w \in C(E) \) which is a solution to the equation

\[
(2.16) \quad w(x) = \inf_{\tau} \mathbb{E}_x \left\{ \int_0^{\tau \wedge \tau_0} (f(X_s) - \lambda)ds + 1_{\tau < \tau_0} Mw(X_{\tau}) \right\}
\]

such that \( \inf_{x \in U} w(x) = 0 \).

**Proof.** Since \( |\lambda_\alpha| \leq \|f\| \) one can choose a subsequence \( \alpha_n \to 0 \) and \( \lambda \) such that \( \lambda_{\alpha_n} \to \lambda \), as \( n \to \infty \). By (2.9) we know that \( w_\alpha \) are uniformly (in \( \alpha \)) bounded by a constant \( L \) (since \( \sup_{x \in U} \mathbb{E}_x \{ \tau_0 \} < \infty \)). Since \( |Mw_\alpha(x) - Mw_\alpha(y)| \leq \sup_{x \in U} |c(x, \xi) - c(y, \xi)| \) the family \( \{ Mw_\alpha(x) : \alpha \to 0 \} \) is equicontinuous at each point and bounded by \( |c| + L \). Therefore there is a function \( v \in C(E) \) and a further subsequence of \( \alpha_n \to 0 \)
for simplicity again denoted by $\alpha_n$ such that $Mw_{\alpha_n}$ converges uniformly on compact sets to $v$. Let

$$w_\alpha(x) = \inf_\tau E_x \left\{ \int_0^{\tau \wedge \tau_0} e^{-\alpha s} (f(X_s) - \lambda_\alpha) ds + 1_{\tau < \tau_0} e^{-\alpha \tau} v(X_\tau) \right\}. \tag{2.17}$$

For $x$ from a compact set $K$ and given $\epsilon > 0$ and $T > 0$ such that $\sup_{x \in E} \frac{E_x(\tau_0)}{T} \leq \epsilon$ one can find by Proposition 2.1 of [19] $R > 0$ such that

$$\sup_{x \in K} P_x \{ \exists \tau \leq T \, \rho(x, X(t)) \geq R \} \leq \epsilon, \tag{2.18}$$

where $\rho$ is the metric on $E$. Since $B(K, R) = \{ x : \rho(x, K) \leq R \}$ is a compact set, for a sufficiently large $n$, say $n \geq n_0$ we have $\sup_{y \in B(K, R)} |Mw_{\alpha_n}(y) - v(y)| \leq \epsilon$. Therefore for $x \in K$

$$|w_{\alpha_n}(x) - w_\alpha(x)| \leq \sup_\tau E_x \{ 1_{\tau < \tau_0} |Mw_{\alpha_n}(X_\tau) - v(X_\tau)| \} \leq$$

$$\sup_\tau E_x \{ 1_{\tau < \tau_0} 1_{\tau_0 \leq T} 1_{x, X, \in B(K, R)} \epsilon + (1_{\tau_0 \geq T} + 1_{\tau_0 < T} 1_{x, \notin B(K, R)} (\|c\| + L)) \}$$

$$\leq \epsilon (1 + 2(\|c\| + L)). \tag{2.19}$$

Moreover since $|\lambda_\alpha| \leq \|f\|$ and $v$ is bounded we have

$$|\inf_\tau E_x \left\{ \int_0^{\tau \wedge \tau_0} e^{-\alpha s} (f(X_s) - \lambda_\alpha) ds + 1_{\tau < \tau_0} e^{-\alpha \tau} v(X_\tau) \right\} -$$

$$\inf_\tau E_x \left\{ \int_0^{\tau \wedge \tau_0} (f(X_s) - \lambda_\alpha) ds + 1_{\tau < \tau_0} v(X_\tau) \right\} | \leq$$

$$\sup_\tau E_x \left\{ \int_0^{\tau \wedge \tau_0} |e^{-\alpha s} - 1||f(X_s) - \lambda_\alpha| ds + 1_{\tau < \tau_0} |e^{-\alpha \tau} - 1||v(X_\tau)| \right\} \to 0 \tag{2.20}$$

uniformly as $\alpha \to 0$. Since

$$|\inf_\tau E_x \left\{ \int_0^{\tau \wedge \tau_0} (f(X_s) - \lambda_\alpha) ds + 1_{\tau < \tau_0} v(X_\tau) \right\} -$$

$$\inf_\tau E_x \left\{ \int_0^{\tau \wedge \tau_0} (f(X_s) - \lambda) ds + 1_{\tau < \tau_0} v(X_\tau) \right\} | \leq$$

$$|\lambda_\alpha - \lambda| E_x \{ \tau_0 \} \tag{2.21}$$

we finally have that $w_{\alpha_n}(x)$ converges uniformly on compact subsets to $w(x)$ of the form

$$w(x) = \inf_\tau E_x \left\{ \int_0^{\tau \wedge \tau_0} (f(X_s) - \lambda) ds + 1_{\tau < \tau_0} v(X_\tau) \right\}. \tag{2.22}$$

Then also $Mw_{\alpha_n}$ converges uniformly to $Mw$, which means that $v(x) = Mw(x)$ and therefore $w$ is a solution to (2.16) and $w \in C(E)$. Since $\inf_{x \in U} w_{\alpha}(x) = 0$ we also have that $\inf_{x \in U} w(x) = 0$. 

Iterating (2.16) we obtain inductively for each positive integer $n$
\[ w(x) = \inf_{V_n} \mathbb{E}_x \left\{ \int_0^{\tau_0 \wedge \tau_n} (f(Y_s) - \lambda) ds + \sum_{i=1}^{n} 1_{\tau_i < \tau_0} c(x_{\tau_i}, \xi_i) + 1_{\tau_n < \tau_0} w(\tau_n, \xi_n) \right\}, \]
(2.23)
where $V^n$ denotes impulse strategy consisting of at most $n$ impulses. We restrict here practically to impulses which at time $\tau_{i+1}$ depend only on the behavior of the controlled process after time $\tau_i$. Using the procedure as in section 7 of [2] we can show that extension to general impulse strategies (depending on the whole history) does not change the value of $w$. Then similarly as in the proof of Lemma 2.1 for each $n$ we have
\[ \lambda = \inf_{V_n} \frac{-w(x) + \mathbb{E}_x \left\{ \int_0^{\tau_0 \wedge \tau_n} f(Y_s) ds + \sum_{i=1}^{n} 1_{\tau_i < \tau_0} c(x_{\tau_i}, \xi_i) + 1_{\tau_n < \tau_0} w(\tau_n, \xi_n) \right\}}{\mathbb{E}_x \left\{ \tau_0 \wedge \tau_n \right\}}. \]
Let for each $\varepsilon > 0$ the strategy $V^n_\varepsilon$ be an $\varepsilon$ optimal in (2.24) i.e.
\[ \lambda + \varepsilon \geq \frac{-w(x) + \mathbb{E}_x \left\{ \int_0^{\tau_0 \wedge \tau_n} f(Y_s) ds + \sum_{i=1}^{n} 1_{\tau_i < \tau_0} c(x_{\tau_i}, \xi_i) + 1_{\tau_n < \tau_0} w(\tau_n, \xi_n) \right\}}{\mathbb{E}_x \left\{ \tau_0 \wedge \tau_n \right\}}. \]
Then either
- (i) $\liminf_{n \to \infty} \mathbb{E}_x \left\{ \tau_0 \wedge \tau_n \right\} = \infty$ or
- (ii) $\liminf_{n \to \infty} \mathbb{E}_x \left\{ \tau_0 \wedge \tau_n \right\} < \infty$.
In the case (i) taking into account that $w$ is bounded we have
\[ \lambda + \varepsilon \geq \liminf_{n \to \infty} \frac{\mathbb{E}_x \left\{ \int_0^{\tau_0 \wedge \tau_n} f(Y_s) ds + \sum_{i=1}^{n} 1_{\tau_i < \tau_0} c(x_{\tau_i}, \xi_i) \right\}}{\mathbb{E}_x \left\{ \tau_0 \wedge \tau_n \right\}} \geq \lambda. \]
Let $N(0, \tau)$ be the number of impulses in the time interval $[0, \tau)$. Then since $w$ is bounded and $c(x, \xi) \geq c > 0$ we can restrict ourselves to stopping times $\tau_i$ and strategy $V^n_\varepsilon$ such that for each $n$
\[ \lambda + \varepsilon \geq -\|f\| + \frac{-w(x) + c\mathbb{E}_x \left\{ N(0, \tau_0 \wedge \tau_n) \right\}}{\mathbb{E}_x \left\{ \tau_0 \wedge \tau_n \right\}}. \]
Then in the case (ii) we have that $\mathbb{E}_x \left\{ N(0, \tau_0 \wedge \tau_n) \right\}$ for a suitably chosen subsequence $n_k$ is bounded and therefore
\[ \mathbb{E}_x \left\{ 1_{\tau_{n_k} < \tau_0} w(\tau_{n_k}) \right\} \to 0 \]
as $k \to \infty$. Consequently for $\hat{x}$ such that $w(\hat{x}) = 0$ we have
\[ \lambda + \varepsilon \geq \liminf_{n \to \infty} \frac{\mathbb{E}_x \left\{ \int_0^{\tau_0 \wedge \tau_n} f(Y_s) ds + \sum_{i=1}^{n} 1_{\tau_i < \tau_0} c(x_{\tau_i}, \xi_i) \right\}}{\mathbb{E}_x \left\{ \tau_0 \wedge \tau_n \right\}} \geq \lambda. \]
Summarizing (2.26) and (2.29) we obtain (2.15). Since $\lambda$ is defined in a unique way in (2.15), any subsequence of $\lambda_n$ converges to the same value $\lambda$ equal to (2.15) therefore we have convergence of $\lambda_n$ to $\lambda$ as $\alpha \to 0$. 


A.1. The existence of solutions to (APE) is formulated in Theorem 2.3 of [q].

Then for $x / \supset$ suppose that for each $x \in K$ corresponds to uniform integrability of \( \left\{ \int_{\Gamma} f(X_s) \right\} \) for the first exit time $\tau^0 \in \{ \Gamma \}$, where $\tau^0 = \inf \{ t \geq 0 : X_t \in \Gamma \}$. An optimal strategy is to make shift to 0 as soon as we are at $\sqrt{c}$ or above it. Starting from 0 we reach $\sqrt{c}$ at time $\sqrt{c}$ and $\lambda = f + g + \sqrt{c} + \frac{1}{\sqrt{c}}$. Controlled process under this optimal strategy never exits $\mathcal{O}$.

3. Bellman equation. Denote by $\mathcal{O}_m$ an increasing sequence of open balls in $E$ with radius $m$. In this section we shall need the following set of assumptions:

(A.1) Markov process $(X_t)$ has a unique invariant probability measure $\mu$ and there is a continuous solution $q$ to the additive Poisson equation (APE) associated with $f$ such that for any bounded stopping time $\tau$ we have

\[ q(x) = \mathbb{E}_x \left\{ \int_0^\tau (f(X_s) - \mu(f))ds + q(X_\tau) \right\}, \]

and additionally $q$ is bounded from above by a constant $K$ and $(q(X_t))$ is uniformly integrable.

(A.2) for each $m$ the stopped semigroup $T_t^{\mathcal{O}_m}$ transforms $C(E)$ into itself.

(A.3) for each $m$ the first exit time $\tau_{\mathcal{O}_m}$ we have $\sup_{x \in E} \mathbb{E}_x \left\{ (\tau_{\mathcal{O}_m})^2 \right\} < \infty$.

(A.4) for each $T > 0$ we have that $\mathbb{P}_x \{ \tau_{\mathcal{O}_m} \leq T \}$ converges to 0 uniformly in $x$ from compact sets, as $m \to \infty$.

Remark 3.1. When there is a bounded on compact subset function $K$ and $\gamma > 0$ such that for $f \in C(E)$ we have $|\mathbb{E}_x \{ f(X_t) \} - \mu(f)| \leq \| f \| K(x)e^{-\gamma t}$ then by Lemma 2.2 of [21] there is a continuous solution to (APE) and uniform integrability of $q(X_t)$ corresponds to uniform integrability of $K(X_t)$. Then

\[ z_t := \int_0^t (f(X_s) - \mu(f))ds + q(X_t) \]

is a uniformly integrable martingale. Let $\Gamma = \{ x : f(x) \geq \mu(f) \}$ be a compact set and suppose that for each $x \in E$ we have $\mathbb{E}_x \{ T_\Gamma \} < \infty$, where $T_\Gamma = \inf \{ s \geq 0 : X_s \in \Gamma \}$. Then for $x \notin \Gamma$

\[ q(x) = \mathbb{E}_x \left\{ \int_0^{T_\Gamma} (f(X_s) - \mu(f))ds + q(X_{T_\Gamma}) \right\} \leq \mathbb{E}_x \{ q(X_{T_\Gamma}) \} \]

and by continuity $q$ is bounded from above. More general sufficient conditions for existence of solutions to (APE) are formulated in Theorem 2.3 of [9]. Sufficient conditions for (A.1) were studied in Lemma 2.2 and Lemma 3.18 in [21].

Let following Theorem 2.3

\[ \lambda_{(m)} = \inf_{x \in U} \inf_{T \to \infty} \liminf_{T \to \infty} \mathbb{E}_x^V \left\{ \int_0^{\tau_{\mathcal{O}_m} \land T} f(Y_s)ds + \sum_{i=1}^\infty 1_{\tau_i < \tau_{\mathcal{O}_m} \land T} c(x_i, \xi_i) \right\}, \]

\[ w^m(x) = \inf_\tau \mathbb{E}_x \left\{ \int_0^{\tau_{\mathcal{O}_m} \land \tau} (f(X_s) - \lambda_{(m)})ds + 1_{\tau < \tau_{\mathcal{O}_m}} Mw^m(x_\tau) \right\} \]

and $\inf_{\xi \in U} w^m(\xi) = 0$. 
Remark 3.2. There is a usual problem how to understand
\[ \inf_x \mathbb{E}_x \left\{ \int_0^\tau g(X_s) ds + h(X_\tau) \right\} \]
for \( g, h \in C(E) \). We can consider it as
\[ \lim_{T \to \infty} \inf_x \mathbb{E}_x \left\{ \int_0^{\tau \wedge T} g(X_s) ds + h(X_{\tau \wedge T}) \right\}, \]
which coincides with \( \mathbb{E}_x \left\{ \int_0^\tau g(X_s) ds + h(X_\tau) \right\} \) with random non necessarily bounded \( \tau \), when we assume that \( \mathbb{E}_x \{ \tau \} < \infty \) and take into account quasi leftcontinuity of \( (X_t) \) (see Theorem 3.13 of [11]). Consequently if we know that for optimal stopping times we can restrict ourselves to stopping times \( \tau \) such that \( \mathbb{E}_x \{ \tau \} \leq M \) then \( \inf_x \mathbb{E}_x \left\{ \int_0^\tau g(X_s) ds + h(X_\tau) \right\} \) is the same as the infimum over all bounded stopping times.

We have the following main result.

**Theorem 3.3.** Under (A.1)-(A.4) for every convergent subsequence of \( \lambda_{(m_k)} \) such that \( \lim \lambda_{(m_k)} = \lambda < \mu(f) \) we have that
\[ \lambda = \inf_x J(x, V) \]
and there is a continuous bounded function \( w \) such that \( \inf_{\xi \in U} w(\xi) = 0 \) and
\[ w(x) = \inf_x \mathbb{E}_x \left\{ \int_0^\tau (f(X_s) - \lambda) ds + Mw(X_\tau) \right\}. \]
Furthermore (3.6) defines an optimal strategy \( \hat{V} = (\hat{\tau}_1, \hat{\xi}_1) \) for \( J \):
\[ \hat{\tau}_1 = \inf \{ s \geq 0 : w(Y_s) = Mw(Y_s) \}, \hat{\tau}_{n+1} = \hat{\tau}_n + \hat{\tau}_{n+1} \circ \theta_{s_n}, \text{ where } \theta_t \text{ is a shift operator corresponding to the controlled process } (Y_t) \text{ and } \hat{\xi}_n = \arg \min_{\xi \in U}(c(x_{\hat{\tau}_n}, \xi) + w(\xi)). \]

**Proof.** Let \( w^m \) be a solution to Bellman equation (3.4) (which exists by Theorem 2.3). Assume that \( \lambda_{(m_k)} \to \lambda \leq \mu(f) - a \), with \( a > 0 \), as \( k \to \infty \). Since \( Mw^m(x) \leq ||c|| + \inf_{\xi \in U} w^m(x) = ||c|| \) and \( Mw^m(x) \geq c + \inf_{\xi \in U} w^m(x) = c > 0 \) as well as \( Mw^m(x) - Mw^m(y) \leq \sup_{\xi \in U} |c(x, \xi) - c(y, \xi)| \) the family of functions \( Mw^m \) is bounded and uniformly continuous. Therefore there is a further subsequence, for simplicity still denoted by \( m_k \) and a function \( v \in C(E) \) such \( Mw^m \) converges uniformly on compact subsets to \( v \) such that \( c \leq v \leq ||c|| \). By (A.1) and the fact that \( Mw^m \geq 0 \)
\[ w^m(x) = \inf_x \mathbb{E}_x \left\{ (\tau_{\sigma_m} \wedge \tau)(\mu(f) - \lambda_{(m)}) - q(X_{\tau_{\sigma_m} \wedge \tau}) + 1_{\tau < \tau_{\sigma_m}} Mw^m(x_\tau) \right\} + q(x) \geq q(x) + \inf_x \mathbb{E}_x \left\{ (\tau_{\sigma_m} \wedge \tau)(\mu(f) - \lambda_{(m)}) - q(X_{\tau_{\sigma_m} \wedge \tau}) \right\}, \]
so that assuming that \( \lambda_m < \mu(f) \), taking into account that \( w^m(x) \leq Mw^m(x) \leq ||c|| \) and \( q(\cdot) \leq K \), in infimum in (3.7) we can restrict ourselves to stopping times \( \tau \) such that
\[ \mathbb{E}_x \{ (\tau_{\sigma_m} \wedge \tau) \} \leq \frac{||c|| - q(x) + K}{\mu(f) - \lambda_m}. \]
Consequently for a sufficiently large \( k \), say \( k \geq k_0 \) we see that we can restrict ourselves in \( w^m \) to stopping times \( \tau \) such that

\[
\mathbb{E}_x \left\{ \tau_{O^m} \wedge \tau \right\} \leq \frac{\|c\| - q(x) + K}{a}.
\]

Let

\[
z_m(x) = \inf_{\tau} \mathbb{E}_x \left\{ \int_0^{\tau \wedge m} (f(X_s) - \lambda)ds + v(X_{\tau \wedge m}) \right\}.
\]

By the same arguments as above we can restrict in (3.10) to stopping times such that (3.9) is satisfied. Clearly \( z_m(x) \) is a nonincreasing sequence and let \( z(x) := \lim_{m \to \infty} z_m(x) \). We are going to show that \( z(x) \) is of the form

\[
z(x) = \inf_{\tau} \mathbb{E}_x \left\{ \int_0^{\tau} (f(X_s) - \lambda)ds + v(X_{\tau \wedge m}) \right\}.
\]

We also can restrict in (3.11) to stopping times such that

\[
\mathbb{E}_x \{ \tau \} \leq \frac{\|c\| - q(x) + K}{a}.
\]

Therefore there is an \( \epsilon \)-optimal stopping time \( \tau^*_\epsilon \) for (3.11) such that for some deterministic \( T \) we have \( \tau^*_\epsilon \leq T, \mathbb{P}_x \) a.s.. Then

\[
0 \leq z_m(x) - z(x) \leq \mathbb{E}_x \left\{ \int_0^{\tau_{O^m} \wedge \tau^*_\epsilon} (f(X_s) - \lambda)ds + v(X_{\tau_{O^m} \wedge \tau^*_\epsilon}) \right\} - \mathbb{E}_x \left\{ \int_0^{\tau^*_\epsilon} (f(X_s) - \lambda)ds + v(X_{\tau^*_\epsilon}) \right\} + \epsilon \leq \mathbb{E}_x \{ \tau^*_\epsilon - \tau_{O^m} \wedge \tau^*_\epsilon \} \| f - \lambda \| + \| c \| \mathbb{P}_x \{ \tau_{O^m} \leq T \} + \epsilon \leq \mathbb{P}_x \{ \tau_{O^m} \leq T \} T \| f - \lambda \| + \| c \| \mathbb{P}_x \{ \tau_{O^m} \leq T \} + \epsilon,
\]

which by (A.4) converges to \( \epsilon \). Consequently \( z \) is of the form (3.11). By Theorem 4.3 we have that \( z \in C(E) \) and since by Proposition 4.2 functions \( z_m \) are continuous, using Dini’s lemma we have that \( z_m \) converges uniformly on compact subsets to \( z \). We shall evaluate now the difference between \( w^m(x) \) and \( z_m(x) \). Using (A.1) we see that we can restrict ourselves in \( z_m \) to stopping times \( \tau \) such that (3.9) is satisfied. For such stopping times we have for \( k \geq k_0 \)

\[
\mathbb{E}_x \left\{ \int_0^{\tau_{O^m} \wedge \tau} (f(X_s) - \lambda_{(m_k)})ds \right\} - \mathbb{E}_x \left\{ \int_0^{\tau_{O^m} \wedge \tau} (f(X_s) - \lambda)ds \right\} \leq \mathbb{E}_x \{ (\tau_{O^m} \wedge \tau) \} |\lambda_{(m_k)} - \lambda| \leq \frac{\|c\| - q(x) + K}{a} |\lambda_{(m_k)} - \lambda|.
\]
For stopping times \( \tau \) satisfying (3.9) we also have (recall that \( c \leq M \bar{w}^{m_k} \leq \|c\| )
\[
|E_x \left( 1_{\tau < T_{\tau \cap m_k}} M w^{m_k}(X_{\tau}) \right) - E_x \left( v(X_{\tau \cap m_k} \wedge \tau) \right) | \\
\leq E_x \left( 1_{\tau \geq T_{\tau \cap m_k}} \right) \|c\| + \\
|E_x \left( M w^{m_k}(X_{\tau \cap m_k} \wedge \tau) - v(X_{\tau \cap m_k} \wedge \tau) \right) | \\
\leq E_x \left( 1_{\tau \geq T_{\tau \cap m_k}} 1_{T_{\tau \cap m_k} \leq T} \right) \|c\| + E_x \left( 1_{\tau \geq T_{\tau \cap m_k}} 1_{T_{\tau \cap m_k} > T} \right) \|c\| + \\
|E_x \left( 1_{T_{\tau \cap m_k} \wedge \tau \leq T} (M w^{m_k}(X_{\tau \cap m_k} \wedge \tau) - v(X_{\tau \cap m_k} \wedge \tau)) \right) | + \\
E_x \left( 1_{T_{\tau \cap m_k} \wedge \tau \geq T} \right) 2\|c\| + \\
|E_x \left( 1_{T_{\tau \cap m_k} \wedge \tau \geq T} 1_{\rho(x,x_{\tau \cap m_k} \wedge \tau) \leq R} (M w^{m_k}(X_{\tau \cap m_k} \wedge \tau) - v(X_{\tau \cap m_k} \wedge \tau)) \right) | + E_x \left( 1_{T_{\tau \cap m_k} \wedge \tau \geq T} 1_{\rho(x,x_{\tau \cap m_k} \wedge \tau) > R} \right) \|c\| \\
= b_k + e_k + g_k + h_k,
\]
(3.15)

where \( e_k \leq \frac{E_x \left( \tau_{\tau \cap m_k} \wedge \tau \right) \|c\|}{\|c\|} \) and \( b_k \) converges to 0 uniformly on compact sets by (A.4).

For \( x \) from a compact set \( K \) and given \( \varepsilon > 0 \) and \( T > 0 \) one can find by Proposition 2.1 of [19] \( R > 0 \) such that

\[
\sup_{x \in K} P_x \left\{ \exists \tau \leq T \rho(x,X(t)) \geq R \right\} \leq \varepsilon,
\]
(3.16)

where \( \rho \) is the metric on \( E \). Therefore for \( T \) sufficiently large \( e_k \leq \varepsilon \) for all \( k \) and \( x \in K \) and for fixed \( T \) for large enough \( k \) we have that \( b_k \leq \varepsilon \) for \( x \) from \( K \). From (3.16) we have that \( h_k \leq \varepsilon \|c\| \). Finally for \( x \in K \) there is \( k_1 \) such that for \( k \geq k_1 \) on the set \( \{ \tau_{\tau \cap m_k} \wedge \tau \leq T \} \cap \{ \rho(x,x_{\tau \cap m_k} \wedge \tau) \leq \varepsilon \} \) we have \( |M w^{m_k}(X_{\tau \cap m_k} \wedge \tau) - v(X_{\tau \cap m_k} \wedge \tau)| \leq \varepsilon \). Therefore for \( x \in K \) and sufficiently large \( k \) we can make \( b_k + e_k + g_k + h_k \) arbitrarily small.

Summarizing (3.14) and (3.15) we obtain that \( |w^{m_k}(x) - \bar{z}_{m_k}(x)| \) converges to 0 uniformly on compact sets. Consequently \( w^{m_k}(x) \) converges to \( z(x) \) uniformly on compact sets and additionally \( \inf_{\xi \in U} z(\xi) = 0 \). Therefore \( M w^{m_k}(x) \) converges uniformly to \( Mz(x) = v(x) \) and

\[
z(x) = \inf_{\tau} E_x \left\{ \int_0^\tau (f(X_s) - \lambda) ds + Mz(X_{\tau}) \right\},
\]
(3.17)

which completes the proof of (3.6) with \( z \equiv w \). Iterating the last formula we obtain inductively for each positive integer \( n \)

\[
w(x) = \inf_{V^n} E_x V^n \left\{ \int_0^{\tau_n} (f(Y_s) - \lambda) ds + \sum_{i=1}^n c(x_{\tau_i}, \xi_i) + w(\xi_n) \right\},
\]
(3.18)

where \( V^n \) denotes impulse strategy consisting of at most \( n \) impulses. In fact, we have first (3.18) for so called shifted impulse strategies (see the definition in section 2 of [2]), which then can be extended using technics of section 7 of [2] to any impulse
strategies consisting of \( n \) impulses. Notice that we can restrict ourselves to stopping times such that (3.12) is satisfied. Then

\[
\lambda = \inf_{\mathbb{E}_x^V} \frac{1}{\mathbb{P}_x^\tau_n} \mathbb{E}_x^V \left\{ \int_0^{\tau_n} f(Y_s) ds + \sum_{i=1}^n c(x_{\tau_i}, \xi_i) + w(\xi_n) \right\}
\]

and then for any impulse strategy \( V \) (since \( w \) is bounded on \( U )\)

\[
\lambda \leq \liminf_{n \to \infty} \frac{1}{\mathbb{E}_x^V} \mathbb{E}_x^V \left\{ \int_0^{\tau_n} f(Y_s) ds + \sum_{i=1}^n c(x_{\tau_i}, \xi_i) \right\},
\]

with equality for an optimal impulse strategy \( \hat{V} \) defined by (3.6). This completes the proof of (3.5).

**Remark 3.4.** Note first that by (A.4) we have that

\[
\mathbb{E}_x \left\{ \tau_{O_m} \right\} \to \infty
\]

as \( m \to \infty \). In fact, \( \mathbb{E}_x \left\{ \tau_{O_m} \right\} \geq T \mathbb{P}_x \left\{ \tau_{O_m} \geq T \right\} \). Letting \( m \to \infty \), using (A.4) we obtain \( \liminf_{m \to \infty} \mathbb{E}_x \left\{ \tau_{O_m} \right\} \geq T \) for any \( T > 0 \) from which (3.21) follows. Then for no impulse strategy we have using (A.1)

\[
\frac{\mathbb{E}_x \left\{ \int_0^{\tau_m} f(X_s) ds \right\}}{\mathbb{E}_x \left\{ \tau_{O_m} \right\}} = \frac{q(x) - \mathbb{E}_x \left\{ q(X_{\tau_{O_m}}) \right\}}{\mathbb{E}_x \left\{ \tau_{O_m} \right\}} + \mu(f).
\]

Letting \( m \to \infty \), taking into account that \( q \) is bounded from above we obtain

\[
\liminf_{m \to \infty} \frac{\mathbb{E}_x \left\{ \int_0^{\tau_m} f(X_s) ds \right\}}{\mathbb{E}_x \left\{ \tau_{O_m} \right\}} \geq \mu(f)
\]

When \( q \) is bounded we have equality in (3.23) and in Theorem 3.3 we can write \( \lim_{m \to \infty} \lambda_m = \lambda \leq \mu(f) \), and when \( \lambda < \mu(f) \) we have (3.5) and (3.6).

We can now formulate a result concerning the functional (1.2).

**Proposition 3.5.** Under the assumptions of Theorem 3.3 for any impulse strategy \( V \) we have that

\[
\lambda \leq \liminf_{T \to \infty} \frac{1}{T} \mathbb{E}_x^V \left\{ \int_0^T f(Y_s) ds + \sum_{i=1}^\infty 1_{\tau_i \leq T} c(x_{\tau_i}, \xi_i) \right\}.
\]

If for the strategy \( \hat{V} \) defined in Theorem 3.3 we have that \( \lim_{T \to \infty} \frac{1}{T} \mathbb{E}_x^V \left\{ w(Y_T) \right\} = 0 \) then

\[
\lambda = \inf_{\hat{V}} \hat{J}(x, \hat{V}) = \hat{J}(x, \hat{V}).
\]

**Proof.** Iterating (3.6) for any \( T > 0 \) we have

\[
w(x) \leq \mathbb{E}_x^V \left\{ \int_0^{\tau_n \land T} (f(Y_s) - \lambda) ds + \sum_{i=1}^n 1_{\tau_i \leq T} c(x_{\tau_i}, \xi_i) + w(\tau_n \land Y_T) \right\}
\]
with equality for the strategy \( \hat{V} \). Taking into account that any nearly optimal strategy \( V \) consists of at most a finite number of impulses on the time interval \([0, T]\) we obtain for any such strategy \( V \)

\[
(3.27) \quad w(x) \leq \mathbb{E}_x^V \left\{ \int_0^T (f(Y_s) - \lambda) ds + \sum_{i=1}^{\infty} 1_{\tau_i \leq T} c(x^i_{\tau_i}, \xi_i) + w(Y_T) \right\}
\]

with equality for the strategy \( \hat{V} \). Then since \( w(Y_T) \leq \|c\| \) we have

\[
\lambda \leq \liminf_{T \to \infty} \frac{1}{T} \mathbb{E}_x^V \left\{ \int_0^T f(Y_s) ds + \sum_{i=1}^{\infty} 1_{\tau_i \leq T} c(x^i_{\tau_i}, \xi_i) + w(Y_T) \right\}
\]

\[
(3.28) \quad \leq \liminf_{T \to \infty} \frac{1}{T} \mathbb{E}_x^V \left\{ \int_0^T f(Y_s) ds + \sum_{i=1}^{\infty} 1_{\tau_i \leq T} c(x^i_{\tau_i}, \xi_i) \right\}
\]

and (3.24) follows. For the strategy \( \hat{V} \) when \( \lim_{T \to \infty} \frac{1}{T} \mathbb{E}_x^V \{w(Y_T)\} = 0 \) we obtain equality in (3.28), which completes the proof of (3.24).

**Corollary 3.6.** Under the assumptions of Theorem 3.3 assuming additionally that the set \( G = \{ x : f(x) \leq \lambda \} \) is compact we have that the function \( w \) is bounded and consequently we have (3.25).

**Proof.** We use an analog of (4.14), namely

\[
(3.29) \quad w(x) = \inf_{\tau} \mathbb{E}_x \left\{ \int_0^{\tau \wedge T_G} (f(X_s) - \lambda) ds + 1_{\tau \leq T_G} Mw(X_{\tau}) + 1_{T_G \leq \tau} w(X_{T_G}) \right\}.
\]

Then since \( Mw(x) \geq c > 0 \)

\[
(3.30) \quad w(x) \geq c + \inf_{\tau} \mathbb{E}_x \{1_{T_G \leq \tau} w(X_{T_G})\},
\]

which is bounded from below by continuity of \( w \) and compactness of \( G \). Since \( w \leq \|c\| \) function \( w \) is bounded. \( \square \)

**4. Appendix.** We recall Theorem 4.3 of [20] (formulated there for supremum of stopping times)

**Theorem 4.1.** Assume that \( f, G, H \in C(E), G \supset H \) and \( \alpha > 0 \). Under the assumptions that \( T_C^0(E) \subset C_0(E), T_C^0C(E) \subset C(E) \) we have that

\[
(4.1) \quad w_\alpha(x) := \inf_{\tau} \mathbb{E}_x \left\{ \int_0^{\tau \wedge T_G} e^{-\alpha s} f(X_s) ds + 1_{\tau \leq T_G} e^{-\alpha \tau} G(X_{\tau}) + 1_{1_{\tau \geq T_G} e^{-\alpha \tau} H(X_{T_G})} \right\}
\]

is continuous and bounded and an optimal stopping time \( \tau^*_\alpha \) is given by the formula

\[
(4.2) \quad \tau^*_\alpha = \inf \{ s \geq 0 : w_\alpha(X_\tau) \geq G(X_\tau) \text{ or } X_\tau \notin \mathcal{O} \}.
\]

For an undiscounted case we have

**Proposition 4.2.** Under the assumptions of Theorem 4.1 and \( \sup_{x \in E} \mathbb{E}_x \{ (\tau_0)^2 \} < \infty \) we have that \( w_\alpha \) converges uniformly to \( w \), as \( \alpha \to 0 \), where

\[
(4.3) \quad w(x) := \inf_{\tau} \mathbb{E}_x \left\{ \int_0^{\tau \wedge T_0} f(X_s) ds + 1_{\tau \leq T_0} G(X_\tau) + 1_{\tau \geq T_0} H(X_{T_0}) \right\}.
\]
is continuous bounded and an optimal stopping time $\tau^*$ is given by the formula
\begin{equation}
\tau^* = \inf \{ s \geq 0 : w(X_s) \geq G(X_s) \text{ or } X_s \in \mathcal{O} \}.
\end{equation}

**Proof.** Since $1 - e^{-\alpha s} \leq \alpha s$, we have
\begin{equation}
|w(x) - w_\alpha(x)| \leq \mathbb{E}_x \left\{ \int_0^{\tau_0} (1 - e^{-\alpha s}) \| f \| ds + (1 - e^{-\alpha \tau_0})(\| G \| \vee \| H \|) \right\}
\end{equation}
from which the convergence and continuity of $w$ follows. To show optimality of $\tau^*$ recall so called penalty equation corresponding to $w_\alpha$, see (4) of [20]:
\begin{equation}
w_\alpha^\beta(x) = \mathbb{E}_x \left\{ \int_0^{\tau_0} e^{-\alpha s} \left( f(X_s) + \beta(w_\alpha^\beta(X_s) - G(X_s)) \right) ds + e^{-\alpha \tau_0} H(X_{\tau_0}) \right\}.
\end{equation}
By Lemma 2.2 of [20] such function $w_\alpha^\beta$ exists and by Proposition 2.9 of [20] it decreases to $w_\alpha$. For any stopping time $\tau$ we can write
\begin{equation}
w_\alpha^\beta(x) = \mathbb{E}_x \left\{ \int_0^{\tau_0 \wedge \tau} e^{-\alpha s} \left( f(X_s) + \beta(w_\alpha^\beta(X_s) - G(X_s)) \right) ds + 1_{\tau < \tau_0} e^{-\alpha \tau} w_\alpha^\beta(X_\tau)\right\}.
\end{equation}
By Theorem 4.3 we know that
\begin{equation}
\tau_0^\alpha = \inf \{ s \geq 0 : w_\alpha(X_s) \geq G(X_s) \text{ or } X_s \in \mathcal{O} \}
\end{equation}
is an optimal time for $w_\alpha$. Let $\tau^\epsilon = \inf \{ s \geq 0 : w(X_s) + \epsilon \geq G(X_s) \text{ or } X_s \in \mathcal{O} \}$. When $\| w_\alpha - w \| \leq \epsilon$ we have that whenever $w_\alpha(X_\tau) \geq G(X_\tau)$ then also $w(X_\tau) + \epsilon \geq G(X_\tau)$ which means that $\tau^\epsilon \leq \tau_0^\alpha$. Consequently from (4.7) we obtain
\begin{equation}
w_\alpha^\beta(x) = \mathbb{E}_x \left\{ \int_0^{\tau_0 \wedge \tau^\epsilon} e^{-\alpha s} f(X_s) ds + 1_{\tau^\epsilon < \tau_0} e^{-\alpha \tau^\epsilon} w_\alpha^\beta(X_{\tau^\epsilon}) + 1_{\tau_0 \leq \tau^\epsilon} e^{-\alpha \tau_0} H(X_{\tau_0}) \right\}.
\end{equation}
Letting in the last equation $\beta \to \infty$ and then $\alpha \to 0$ we finally obtain
\begin{equation}
w(x) = \mathbb{E}_x \left\{ \int_0^{\tau_0 \wedge \tau^\epsilon} f(X_s) ds + 1_{\tau^\epsilon < \tau_0} w(X_{\tau^\epsilon}) + 1_{\tau_0 \leq \tau^\epsilon} H(X_{\tau_0}) \right\}.
\end{equation}
It remains now to notice that $\tau^\epsilon$ with $\epsilon \to 0$ form an increasing sequence of stopping times which by quasileftcontinuity of $(X_s)$ (see Theorem 3.13 of [11]) converges to $\tau^*$ and therefore by continuity of $w$ we obtain
\begin{equation}
w(x) = \mathbb{E}_x \left\{ \int_0^{\tau_0 \wedge \tau^*} f(X_s) ds + 1_{\tau^* < \tau_0} w(X_{\tau^*}) + 1_{\tau_0 \leq \tau^*} H(X_{\tau_0}) \right\}.
\end{equation}
completing this way the proof of optimality of $\tau^*$.

We finally formulate an ergodic stopping result
Theorem 4.3. Under (A.1) let $f, w \in C(E)$ and $\mu(f) > 0$. Then

$$z(x) := \inf_{\tau} \mathbb{E}_x \left\{ \int_0^\tau f(X_s)ds + w(X_\tau) \right\}$$

is continuous and an optimal stopping time $\tau^*$ is of the form

$$\tau^* = \inf \{ s \geq 0 : z(X_s) \geq w(X_s) \}.$$ 

Furthermore for any stopping time $\sigma$ we have the following version of Bellman equation

$$z(x) = \inf_{\tau} \mathbb{E}_x \left\{ \int_0^{\tau \land \sigma} f(X_s)ds + 1_{\tau < \sigma}w(X_\tau) + 1_{\sigma \leq \tau}z(X_\tau) \right\}.$$ 

Proof. By (A.1) we can write

$$z(x) = q(x) + \inf_{\tau} \mathbb{E}_x \{ \mu(f)\tau + w(X_\tau) - q(X_\tau) \}.$$ 

Since $q(x) \leq K$ for $x \in E$, to show continuity of $z$ it suffices to prove continuity of the function

$$v(x) = \inf_{\tau} \mathbb{E}_x \{ \mu(f)\tau + g(X_\tau) \},$$

where $g(x) = -q(x) + K + w(x) + \| w \| \geq 0$. To show continuity of $v$ we consider discrete time problem

$$v_{\delta}(x) = \inf_{\tau \in T_\delta} \mathbb{E}_x \{ \mu(f)\tau + g(X_\tau) \},$$

where $T_\delta$ is a family of stopping times taking values in $\{0, \delta, \ldots, n\delta, \ldots \}$. Consider Bellman equation corresponding to (4.17). We are looking for a function $r$ such that

$$r(x) = (\mu(f)\delta + P_\delta r(x)) \wedge g(x) := T_\delta r(x).$$

Notice that by (A.1) function $q$ is continuous and for each $n$ also $P_\delta^n q$ is continuous. Consider two sequences $(\mu_\delta)$, $(\tilde{r}_\delta)$ of functions approximating solutions to (4.18) defined as follows $\mu_\delta(x) = T_\delta(0)(x)$, $\mu_\delta(x) = T_\delta \mu_\delta(x)$, $\tilde{r}_1(x) = T_\delta g(x)$, $\tilde{r}_2(x) = T_\delta \tilde{r}_1(x)$ and inductively $\mu_{n+1}(x) = T_\delta \mu_n(x)$ and $\tilde{r}_{n+1}(x) = T_\delta \tilde{r}_n(x)$ for positive integer $n$.

Now, $\mu_\delta(x) \geq 0$ and $\tilde{r}_1(x) \leq g(x)$ and by monotonicity of $T_\delta$, we have $\mu_{n+1}(x) \geq \mu_n(x)$ and $\tilde{r}_{n+1}(x) \leq T_\delta \tilde{r}_n(x)$ so that $\mu_n(x)$ is a nondecreasing sequence while $\tilde{r}_n(x)$ is a nonincreasing sequence of continuous functions. Let $\mu(x) = \lim_{n \to \infty} \mu_n(x)$ and $\tilde{r}(x) = \lim_{n \to \infty} \tilde{r}_n(x)$. Clearly $\mu$ is lower semicontinuous while $\tilde{r}$ is upper semicontinuous. Moreover one can show that

$$\mu_n(x) = \inf_{\tau \in T_\delta} \mathbb{E}_x \{ \mu(f)(\tau \land n\delta) + 1_{\tau < n\delta}g(X_\tau) \}$$

and

$$\tilde{r}_n(x) = \inf_{\tau \in T_\delta} \mathbb{E}_x \{ \mu(f)(\tau \land n\delta) + g(X_\tau \land n\delta) \}.$$ 

In both problems (4.19) and (4.20) we can restrict ourselves to stopping times $\tau$ such that

$$\mathbb{E}_x \{ \tau \land n\delta \} \leq \frac{g(x)}{\mu(f)}.$$
so that letting \( n \to \infty \), by Fatou lemma we have

\[
(4.22) \quad \mathbb{E}_x \{ \tau \} \leq \frac{g(x)}{\mu(f)}.
\]

Therefore choosing \( \varepsilon \)-optimal stopping times for \( \underline{\tau}_n \) satisfying (4.22) we have

\[
(4.23) \quad 0 \leq \bar{\tau}_n(x) - \underline{\tau}_n(x) \leq \varepsilon + \mathbb{E}_x \{ 1_{\tau \geq n\delta} g(X_{n\delta}) \}
\]

and since by (4.22) \( \mathbb{P}_x \{ \tau \geq n\delta \} \leq \frac{g(x)}{\mu(f)n\delta} \) using uniform integrability of \( g(X_{n\delta}) \) and therefore also of \( g(X_{n\delta}) \) we obtain that \( \underline{\tau}(x) = \bar{\tau}(x) \) is continuous and coincides with \( v_\delta(x) \). Let now \( \tau \) a \( \varepsilon \)-optimal stopping time for \( v(x) \). We can restrict ourselves to stopping time \( \tau \) such that (4.22) is satisfied. Let

\[
\tau_\delta = \inf \{(n+1)\delta : n\delta < \tau \leq (n+1)\delta, n = 0,1,\ldots\}
\]

and \( \tau_\delta = 0 \), whenever \( \tau = 0 \). Then

\[
0 \leq v_\delta(x) - v(x) \leq \varepsilon + \mu(f)\delta + \mathbb{E}_x \{ w(X_{\tau_\delta}) - w(X_\tau) + q(X_{\tau_\delta}) - q(X_\tau) \} \leq \varepsilon + (\mu(f) + 2\|f\|)\delta + \mathbb{E}_x \{ 1_{\tau \leq T}(w(X_{\tau_\delta}) - w(X_\tau)) + 1_{\tau > T}2\|w\| \}
\]

since by the definition of \( \psi \) we have that \( \mathbb{E}_x \{ q(X_\tau) - q(X_{\tau_\delta}) \} \leq 2\|f\|. \) For \( x \) from a compact set \( K \) and given \( \varepsilon > 0 \) one can find by Proposition 2.1 of [19] \( R > 0 \) such that (see also (3.16))

\[
(4.25) \quad \sup_{x \in K} \mathbb{P}_x \{ \exists \tau \leq T, \rho(x,X(t)) \geq R \} \leq \varepsilon,
\]

where \( \rho \) is the metric on \( E \). Furthermore for a given compact set \( B(K,R) = \{ y : \rho(y,K) \leq R \} \) for a given \( \varepsilon > 0 \) and \( \gamma > 0 \) by Proposition 6.4 of [2] there is \( \kappa > 0 \) such that

\[
(4.26) \quad \sup_{x \in B(K,R)} \mathbb{P}_x \{ \exists \tau \leq \kappa, \rho(x,X(t)) \geq \gamma \} \leq \varepsilon.
\]

With the use of (4.25) and (4.26) we can evaluate for \( \delta \leq \kappa \)

\[
|\mathbb{E}_x \{ 1_{\tau \leq T}(w(X_{\tau_\delta}) - w(X_\tau)) \} | \leq |\mathbb{E}_x \{ 1_{\tau \leq T \land X_\tau \in B(K,R)}(w(X_{\tau_\delta}) - w(X_\tau)) \} | + 2\|w\|\varepsilon \leq |\mathbb{E}_x \{ 1_{\tau \leq T \land X_\tau \in B(K,R)}1_{\rho(X_\tau,X_{\tau_\delta}) \leq \gamma}(w(X_{\tau_\delta}) - w(X_\tau)) \} | + 4\|w\|\varepsilon.
\]

By continuity of \( w \) it is uniformly continuous in a compact set so that for a sufficiently small \( \gamma \) we have that

\[
(4.28) \quad |\mathbb{E}_x \{ 1_{\tau \leq T \land X_\tau \in B(K,R)}1_{\rho(X_\tau,X_{\tau_\delta}) \leq \gamma}(w(X_{\tau_\delta}) - w(X_\tau)) \} | \leq \varepsilon.
\]

Summarizing (4.24), (4.27) and (4.28) taking also into account (4.22) we finally obtain

\[
(4.29) \quad 0 \leq v_\delta(x) - v(x) \leq \varepsilon + (\mu(f) + 2\|f\|)\delta + 4\|w\|\varepsilon + \varepsilon + 2\|w\|\frac{g(x)}{\mu(f)T},
\]

so that \( v_\delta(x) \to v(x) \), as \( \delta \to 0 \), uniformly in \( x \) from compact sets. Consequently \( v \) and then also \( z \) is a continuous function. This completes the first part of the proof of Theorem 4.3.
Consider a finite horizon stopping problem

\begin{equation}
(4.30) \quad z_T(x) := \inf_{\tau} \mathbb{E}_x \left\{ \int_0^{\tau \wedge T} f(X_s) ds + w(X_{\tau \wedge T}) \right\}.
\end{equation}

By Corollary 1 of [28] we have that $z_T \in C(E)$ and therefore an optimal stopping $\tau_T$ time is of the form

\begin{equation}
(4.31) \quad \tau_T = \inf \{ s \geq 0 : z_{T-s}(X_s) \geq w(X_s) \}.
\end{equation}

Clearly $z_T(x)$ is decreasing in $z(x)$, as $T \to \infty$ and since both functions are continuous, by Dini’s lemma we have convergence uniform on compact sets. Stopping times $z$ obtained from $T$ by Corollary 1 of [28] have that

\begin{equation}
(4.32) \quad \mathbb{E}_x \{ \tau \} \leq \frac{\|w\| - q(x) + K}{\mu(f)}.
\end{equation}

Clearly $\tau^*$ also satisfies (4.32). Furthermore $\tau_T \to \tau^*$ as $T \to \infty$. Then we have, using quasilefcontinuity of $(X_t)$ (see Theorem 3.13 of [11]) and (4.32)

\begin{equation}
(4.33) \quad z_T(x) = \mathbb{E}_x \left\{ \int_0^{\tau_T} f(X_s) ds + w(X_{\tau_T}) \right\} \to \mathbb{E}_x \left\{ \int_0^{\tau^*} f(X_s) ds + w(X_{\tau^*}) \right\}
\end{equation}

as $T \to \infty$, which means that $\tau^*$ is an optimal stopping time for $z$.

It remains to show (4.14). Notice first that by (4.18) $m_{\delta}(n\delta) = \mu(f)n\delta + v_{\delta}(X_{n\delta})$ is a submartingale and letting $\delta \to 0$ also $m(t) = \mu(f)t + v(t)$ is a right continuous submartingale. Consequently also $m(t) = \int_0^t f(X_s) ds + z(X_t)$ is a right continuous submartingale. Therefore for any bounded stopping time $\tau$ and stopping time $\sigma$ we have $\mathbb{E}_x \{ m(\tau)|F_{\tau \wedge \sigma} \} \geq m(\tau \wedge \sigma)$ and

\begin{equation}
(4.34) \quad \mathbb{E}_x \left\{ \int_0^{\tau \wedge \sigma} f(X_s) ds + z(X_{\tau \wedge \sigma}) \right\} \leq \mathbb{E}_x \left\{ \int_0^\tau f(X_s) ds + z(X_\tau) |F_{\tau \wedge \sigma} \right\} \leq \mathbb{E}_x \left\{ \int_0^\tau f(X_s) ds + 1_{\tau < \sigma}z(X_\tau) + 1_{\sigma \leq \tau}w(X_\tau) |F_{\tau \wedge \sigma} \right\}
\end{equation}

Subtracting from both sides of $1_{\tau < \sigma}z(X_\tau)$ and then adding to both sides $1_{\tau < \sigma}w(X_\tau)$ we obtain that

\begin{equation}
(4.35) \quad \mathbb{E}_x \left\{ \int_0^\tau f(X_s) ds + w(X_\tau) \right\} \geq \mathbb{E}_x \left\{ \int_0^{\tau \wedge \sigma} f(X_s) ds + 1_{\tau < \sigma}w(X_\tau) + 1_{\sigma \leq \tau}z(X_\sigma) \right\}.
\end{equation}

Since in the definition of $z$ we may restrict to stopping times $\tau$ such that (4.32) is satisfied such stopping times can be approximated by bounded stopping times we have that

\begin{equation}
(4.36) \quad z(x) \geq \inf_{\tau} \mathbb{E}_x \left\{ \int_0^{\tau \wedge \sigma} f(X_s) ds + 1_{\tau < \sigma}w(X_\tau) + 1_{\sigma \leq \tau}z(X_\sigma) \right\}
\end{equation}

for any stopping time $\sigma$. The inverse inequality is rather obvious so that we finally obtain (4.14). 

\[\blacksquare\]
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