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Abstract
In randomized trials with continuous-valued outcomes, the goal is often to estimate the difference in average outcomes between two treatment groups. However, the outcome in some trials is longitudinal, meaning that multiple measurements of the same outcome are taken over time for each subject. The target of inference in this case is often still the difference in averages at a given timepoint. One way to analyze these data is to ignore the measurements at intermediate timepoints and proceed with a standard covariate-adjusted analysis (e.g., ANCOVA) with the complete cases. However, it is generally thought that exploiting information from intermediate timepoints using mixed models for repeated measures (MMRM) (a) increases power and (b) more naturally “handles” missing data. Here, we prove that neither of these conclusions is entirely correct when baseline covariates are adjusted for without including time-by-covariate interactions. We back these claims up with simulations. MMRM provides benefits over complete-cases ANCOVA in many cases, but covariate–time interaction terms should always be included to guarantee the best results.

Keywords Longitudinal data · Randomized trial · Covariate adjustment

Introduction
Randomized trials are the gold standard for estimating causal effects because they eliminate all confounding in expectation [1–3]. However, randomized trials must still contend with random sampling variability and with bias from dropout, which cannot be decoupled from treatment by design [4, 5]. These issues must be dealt with by appropriate analyses.

When the outcome of interest in the trial is continuous, e.g., a test score 12 months post-treatment, the most common definition of treatment effect is the difference between the population mean outcomes under treatment and control [6, 7]. The difference in sample averages between treatment arms (ANOVA) is an unbiased estimator of this effect, but suffers from high sampling variance (i.e., uncertain estimates; large p-values and confidence intervals) [8, 9]. Linear models (ANCOVA) are often used to explain away variability in the outcome with baseline covariate variability and therefore increase power without introducing bias [10, 11]. Strict type I error control may be maintained with the use of robust standard errors [12].

Trials are often designed so that intermediate measurements of the primary outcome are collected at defined timepoints before the end of the trial [4, 13]. For example, a trial where the primary outcome is a test score at 12 months post treatment may also dictate collection of the same test score at 3, 6, and 9 months for each subject post treatment. These outcomes are sometimes called “longitudinal” or “panel” data. Despite the collection of these intermediate outcomes, the estimand of interest is often still the difference in mean outcomes at the final timepoint [4, 6]. We call this a “single-timepoint” effect to distinguish it from cases where the effect of interest depends on the intermediate outcomes (e.g., when the effect is the difference in slopes of the outcomes over time) [14]. We also clarify that our interest here is not in a time-varying treatment, nor are we attempting to adjust for time-varying covariates.

From a statistical perspective, the stated purpose of collecting these intermediate outcomes is twofold. Firstly, having more post-treatment data should intuitively increase power. In other words, estimators that leverage these extra...
data should be more efficient than those that do not. Second-
youly, having data on intermediate timepoints should help
combat the biasing effects of dropout because subjects that
leave the study before the final timepoint may still contribute
information in the interim.

It is therefore common practice to employ methods that
directly account for these intermediate outcomes. Mixed
models for repeated measures (MMRM) are an extension
of ANCOVA that are often used for this purpose [15, 16].
We refer to MMRM as a “longitudinal” analysis although
the target of inference is still the effect at a single timepoint.
MMRM is often used with the implicit assumptions that it
(a) is more efficient than a single-timepoint analysis (e.g.,
ANCOVA) and (b) protects the user from bias in a way that
complete-case analysis cannot [15].

Our purpose here is to show that both of these assump-
tions are generally untrue unless covariate-by-time interac-
tion terms are included in the MMRM model specification.
In fact, we prove that mathematically MMRM can often have
worse asymptotic variance (and therefore lower power) than
ANCOVA if these are omitted. Our simulations confirm this
fact. Moreover, we show that the missing data assumptions
required for unbiased estimation using MMRM without
these interactions are actually slightly more stringent than
are required for complete case analysis with ANCOVA (and
equivalent when interactions are included). This is not a novel
finding, but it bears repetition since many analysts are averse
to complete-case analysis in situations where they would
be quite comfortable with MMRM. Using simulations,
we demonstrate precisely the scenario where complete-
case ANCOVA preserves type I error but MMRM without
time–covariate interactions is unable to do so.

We conclude that MMRM can indeed be used to esti-
mate single-timepoint effects, but a statistical advantage
compared to complete-case ANCOVA is not assured unless
time–covariate interactions are included. To our knowledge,
there is as of yet no explicit guidance to this effect in the
literature, although many trials do include such interactions
in their MMRM analyses [17, 18]. Unfortunately, many do
not [19, 20]. Our results are therefore of great value for trials
that employ MMRM to estimate single-timepoint effects.

Estimators

Here, we present the three ways of estimating single-time-
point treatment effects from longitudinal outcomes that we
will contrast for the rest of the paper. Without loss of gener-
ality, we will assume that it is the treatment effect at the last
timepoint that is of interest.

Notation Let \(X_i = [X_{i,1}, \ldots, X_{i,k}]^T\) be a vector of \(K\)
baseline covariates for subject \(i\). Presume each subject is
randomized to treatment \(W_i \in \{0, 1\}\) with probability \(\pi_i\) at
the beginning of the trial. Let \(Y_i = [Y_{i,1}, \ldots, Y_{i,j}, \ldots, Y_{i,J}]^T\) be
the vector of observed outcomes over time \(j\) (post-randomi-
Zation) for subject \(i\). For any of these estimators, we can also
assume that there is a dropout process \(T_i \in \{0 \ldots J\}\) so that
the outcomes for subject \(i\) are observed up until timepoint
\(T_i\) and not after. In general \(T_i\) is not independent from the
baseline covariates \(X_i\) or treatment \(W_i\).

**ANCOVA** ANCOVA is a popular estimator of the treat-
ment effect for continuous outcomes. The specification of
the ANCOVA model (for the final timepoint \(J\)) is

\[
Y_{i,j} = \alpha_j + X_i^T \beta + W_i \tau_j + \epsilon_{i,j}
\]

\[\epsilon_{i,j} \sim N(0, \sigma_j^2)\]

The model is fit using maximum likelihood. The coefficient
\(\tau_j\) is our estimate of the treatment effect at timepoint \(J\).
When the model is correctly specified, maximum likelihood
theory provides a model-based standard error; otherwise,
a sandwich-type estimator may be used to perform valid
inference [12].

Note that the ANCOVA estimator completely ignores the
intermediate outcomes \(Y_{i,1}, \ldots, Y_{i,J-1}\).

**MMRM: without time–covariate interactions** When the
outcome is longitudinal, mixed models for repeated mea-

The usual model specification of this estimator is

\[
Y_{ij} = \alpha_j + X_i^T \beta + W_i \tau_j + \epsilon_{ij}
\]

\[\epsilon_{i,j} \sim N(0, \Sigma)\]

In the most flexible and powerful form of this estimator, the
covariance matrix \(\Sigma\) is left unstructured (i.e., no assump-
tions are placed on its form). Again this model is fit via max-
imum likelihood. This may be done while employing the inter-
mediate outcomes of subjects who later drop out of the trial (see
section B). Here \(\alpha_j\) and \(\tau_j\) correspond to timepoint-specific
intercepts and treatment effects (\(\tau_j\) being the effect of inter-
est). Another way of writing this would be to “unravel” the
\(Y_{ij}\) into a single vector and regress onto covariates as well as
time-by-intercept and time-by-treatment indicators.

Model-based standard errors may be estimated using
maximum likelihood theory if the model is presumed cor-
rect. As an alternative, a sandwich-type standard error may
be estimated in order to account for misspecification of the


---

1 Throughout this paper, we prioritize discussion of the model-based
maximum likelihood versions of the estimators we present because
these are more familiar and more often used in practice. However,
we recommend using robust inference in practice in order to prevent
overoptimistic standard errors when models are misspecified (as they
always are). We are content to center our discussion on maximum
likelihood inference because the conclusions are the same whether or
not one uses robust standard errors.
model. MMRM with a robust standard error is equivalent to generalized estimating equations (GEE) in this context [21]. Throughout the paper, we will use the term “MMRM$\otimes$" to refer to this estimator.

**MMRM$\otimes$: with time–covariate interactions** It is easy to extend the usual MMRM model with timepoint-specific covariate effects as follows:

$$Y_{ij} = \alpha_j + X_i^T \beta_j + W_i \tau_j + \epsilon_{ij} \quad \left[\epsilon_{i,1} \ldots \epsilon_{i,J}\right]^T \overset{\text{iid}}{\sim} \mathcal{N}(0, \Sigma)$$

(3)

Note the $j$ subscript in the term $X_i^T \beta_j$. This specification is equivalent to a regression of $Y_{ij}$ onto time-by-intercept, time-by-treatment, and time-by-covariate interaction terms.

Throughout the paper, we will use the term “MMRM$\otimes$" to refer to this estimator.

### Efficiency

**Theory**

One stated reason for using a longitudinal analysis (MMRM) over a single-timepoint analysis (ANCOVA) is that the longitudinal analysis is thought to have greater power because it incorporates the intermediate outcomes [22]. However, precisely the opposite is usually true unless time–covariate interaction effects are included for MMRM. Section B.1.1 in the appendix outlines a proof that the asymptotic variance of covariate-adjusted MMRM without time–treatment interactions is higher or equal to that of ANCOVA when all outcomes are observed. In other words, given the same (large-sample) trial without dropout, we should expect no-interaction MMRM to produce estimates with larger confidence intervals than would be produced with ANCOVA. This translates to fewer significant findings, i.e., lower power.

The problem with MMRM is that the adjustment term $X_i^T \beta$ has to fulfill multiple roles. In the ANCOVA estimator, $\beta$ is chosen so as to minimize the prediction error for the outcome at the last timepoint, $Y_J$. In the MMRM estimator, $\beta$ must minimize the prediction error averaged across all timepoints. Consequently, the estimate of $\beta$ resulting from the MMRM estimator “splits the difference” between these different timepoints and MMRM suffers in accurately predicting the outcome at the final timepoint. It turns out that this loss of predictive ability is what drives the increase in variance. Covariate adjustment functions by explaining away variance in the outcome with variance in the covariates. Since MMRM predicts worse or equally well at best, it explains away less of the variance in $Y_J$ and is therefore less efficient and has less power.

As one might expect, adding timepoint-specific linear effects for each covariate to the MMRM model specification (i.e., using MMRM$\otimes$) resolves this problem (see section B.1.2 in the appendix).

When dropout is accounted for the picture is more complicated mathematically and it is difficult to give a clear picture of when and why MMRM fails to be more efficient than ANCOVA. At a minimum, however, we can show that no-interaction MMRM can provide no benefit if the rate of dropout is negligible (as discussed above). When dropout is substantial and correlations exist it is difficult to mathematically delineate at which point the effects described above come to dominate and any benefits disappear. However, our task in this section is merely to demonstrate that there are easily-understood scenarios where MMRM does fail to gain power over ANCOVA. To give a fuller characterization, we turn to simulation.

### Simulation

Our simulations show that complete-case ANCOVA generally attains higher power than MMRM unless time–covariate interactions are included. Empirically, no-interaction MMRM can attain higher power but only if (a) dropout is substantial, (b) the correlation between residuals $\epsilon_{ij}$ and $\epsilon_{ij'}$ is high, and (c) the covariate–outcome relationship is relatively stable between timepoints $1 \ldots J - 1$ and timepoint $J$. Without any one of these factors, MMRM’s advantage collapses if time–covariate interactions are not included. On the other hand, MMRM$\otimes$ dominates complete-case ANCOVA if there is any dropout and matches it exactly when there is not. These results concur with what we have shown theoretically.

**Setup**

In each simulation scenario, we generated trial data according to the following data-generating process:

$$X_{ik} \sim \text{Unif}(-1, 1) \ \forall \ k \in \{1 \ldots K\}$$

$$W_i \sim \text{Bernoulli}(0.5)$$

$$Y_{ij} = \alpha_j + X_i^T \beta_j + W_i \tau_j + \epsilon_{ij} \quad \left[\epsilon_{i,1} \ldots \epsilon_{i,J}\right]^T \overset{\text{iid}}{\sim} \mathcal{N}(0, \Sigma)$$

(4)

Note that the effect of the covariates can change from timepoint to timepoint in this data-generating process (i.e., we have a term $X_i^T \beta_j$).

We used $K = 2$ baseline covariates and $J = 3$ timepoints. For simplicity, we let $\alpha_j = 0$ and $\tau_j = 1/3$ for all $j$. We also set $\beta_j = [5, \ldots, 5] \in \mathbb{R}^K$ for all $j \neq J$ ($\beta_J$ is addressed later). In all cases, we sampled 400 subjects into the trial (200 treated, 200 control).
We varied three parameters of the simulation. The first of these was the rate of dropout $\delta$. Outcomes were censored at a rate of $\delta\%$ per timepoint. Formally, we sampled $T_i \sim \text{Geom}(\delta)$ and censored any outcomes for subject $i$ where $j \geq T_i$. Thus, once a subject dropped out of the trial they could not re-enter. This missingness was independent of treatment (thus both methods produce unbiased estimates of the treatment effect; see Sect. 4). The second parameter of interest was the degree of correlation $\rho$ between the residuals at each timepoint. For simplicity, we simulated from an interchangeable correlation structure $\Sigma_{ij} = 1$ and $\Sigma_{ij'} = \rho (j \neq j')$. $\rho = 1$ therefore corresponds to high outcome correlation across timepoints and $\rho = 0$ to low. The last parameter of interest was the value of the coefficients at the last timepoint $\beta_J$, which we controlled via a scalar multiplier $b$ such that $\beta_j = b\beta_1$. When $b = 1$ the outcome–covariate relationship is the same at the last timepoint as it is in the previous timepoints but when $b \neq 1$ this relationship shifts.

We simulated data from this process 1000 times and applied the ANCOVA, MMRM, and MMRM$\otimes$ estimators to estimate treatment effects, standard errors, and $p$-values. For ANCOVA, we used complete-case analysis using only the subjects with observed outcomes $Y_j$, whereas with MMRM and MMRM$\otimes$ we used all available outcomes data. We then calculated the power of each estimator by averaging across repetitions (significance assessed as $p < 0.05$). We repeated this entire process for different values of $\delta$ (dropout), $\rho$ (error term correlation), and $b$ (stability of covariate–outcome relationship over time).

**Results**

Our results (Fig. 1) show that ANCOVA generally attains higher power than MMRM. MMRM can improve power, but only under a specific constellation of parameter values. Specifically, MMRM wins when (a) dropout is substantial, (b) the correlation between residuals $e_{ij}$ and $e_{ij'}$ is high, and (c) the covariate–outcome relationship is relatively stable between timepoints 1 … $J - 1$ and timepoint $J$. In all other cases ANCOVA dominates. These results align with our theoretical expectations.

Neither the dropout rate nor the error term correlation appear to have a substantial impact on power when the covariate–outcome relationship is not stable over time. Even when dropout and inter-timepoint correlation is high ($\delta = 0.3$, $\rho = 0.9$), a 20% reduction in the effect of the covariates ($b = 0.8$) at the last timepoint is enough to make ANCOVA dominant.

In scenarios where MMRM is more powerful than ANCOVA, the advantage in power is only substantial when the error term correlation is extreme ($\rho = 0.9$). This level of correlation would be considered highly unrealistic for most real trials.

![Fig. 1](image)

Fig. 1 Power of ANCOVA (complete cases), MMRM, and MMRM$\otimes$ across different simulation scenarios. All parameters ($\delta$, $\rho$, $b$) refer to the family of data-generating processes described in Sect. 3.2.1. Each “point” in the plots represents a single trial and its associated power as ascertained by simulation. The results indicate that trials analyzed with MMRM usually attain lower power than those analyzed with ANCOVA, which attain lower power than those analyzed with MMRM$\otimes$.

On the other hand, MMRM$\otimes$ consistently dominates ANCOVA. This effect is naturally more pronounced when there is more missingness and when error term correlations are high but is not affected by shifts in the covariate effects over time.

**Sensitivity to Dropout**

**Theory**

MMRM is generally considered a stronger method for addressing bias from dropout than ANCOVA. This is because ANCOVA does not leverage outcomes from intermediate timepoints. Without additional modification (e.g., last value carry forward, multiple imputation), ANCOVA can only proceed by case-wise deletion of subjects whose outcome at time $J$ was not observed. MMRM, on the other hand, can still use intermediate outcomes from these subjects and therefore does not require them to be entirely dropped from the analysis. It is somewhat intuitive that a method using intermediate data might be less prone to bias from dropout.
Unfortunately, this intuitive argument does not hold water mathematically. We show in the appendix (B.2) that MMRM, MMRM\(\otimes\), and complete-case ANCOVA all require correct specification of the model (i.e., linearity in the covariates, errors uncorrelated with the covariates) to be insensitive to dropout when the dropout can be affected by the observed covariates and treatment (i.e., missingness is “at random”; MAR).\(^2\) The fact that MMRM requires a correct specification of the model to be unbiased in the face of MAR dropout is often glanced over in the literature [16].

However, because the standard MMRM model shares the effect of covariates across timepoints, it may be misspecified in scenarios where ANCOVA and MMRM\(\otimes\) model are correctly specified (i.e., when \(Y_{i,j} = X_i^T \beta + \ldots\) holds but \(Y_{i,j} \neq X_i^T \beta + \ldots\) for all \(j\)). In other words, there are cases where the usual MMRM estimator may be biased by dropout if the effect of covariates varies over time, whereas complete-case ANCOVA and MMRM\(\otimes\) will not be. There is no case where complete-case ANCOVA is misspecified but MMRM is not. This fact has been previously noted in the literature [23].

Both MAR and/or linearity in the covariates are, in practice, completely unrealistic assumptions. Bias from dropout is therefore inevitable to some extent. The implication of our theoretical results is that complete-case ANCOVA and MMRM\(\otimes\) are exactly unbiased when MMRM is (and in some cases when the standard MMRM model is not). However, it should be noted that this says nothing about the relative magnitude of the bias for these estimators in cases where none of them is exactly unbiased.

**Simulation**

Our simulations confirm our theoretical findings. We focus on the case where there is a difference in the potential for bias, i.e., when the MMRM model is misspecified but ANCOVA and MMRM\(\otimes\) are not. We find that MMRM incurs substantial type I error if the covariate–outcome relationship varies over time, whereas complete-case ANCOVA and MMRM\(\otimes\) do not.

**Setup**

The setup for our simulations here is identical to what is described in eq. 4. For these simulations, we set \(t_j = 0\) for all \(j\) (i.e., no effect of treatment). To simulate missingness at random (conditional on treatment and covariates), we let

\[
T_i \sim \text{Geom}(\delta_i) \tag{5}
\]

\[
\delta_i = \begin{cases} 
\delta + 0.1X_{i,1} & \text{when } W_i = 1 \\
\delta - 0.1X_{i,1} & \text{when } W_i = 0 
\end{cases} \tag{6}
\]

and censor any outcomes for which \(j \geq T_i\) for subject \(i\). Effectively, the time of dropout depends stochastically on the value of the first covariate and on treatment for each subject. Dropout is accelerated when subjects are treated and have a high value of \(X_{i,1}\) and decelerated when the opposite holds. This represents MAR dropout.

Again, we vary \(\rho\) (the error term correlation; using the same interchangeable correlation structure as above), \(\delta\) (the marginal dropout rate), and \(b\) (the stability of the outcome–covariate relationship over time).

We simulated data from this process 1000 times and applied the ANCOVA, MMRM, and MMRM\(\otimes\) estimators to estimate treatment effects, standard errors, and p-values. For ANCOVA, we used complete-case analysis using only the subjects with observed outcomes \(Y_{j,}\), whereas with MMRM and MMRM\(\otimes\) we used all available outcomes data. We then calculated the type I error of each estimator by averaging across repetitions (significance assessed as \(p < 0.05\)). We repeated this entire process for different values of \(\rho\) (error term correlation), and \(b\) (stability of covariate–outcome relationship over time).

**Results**

Our results (Fig. 2) show that the standard MMRM estimator can incur substantial type I error when the outcome–covariate relationship varies over time. On the other hand, the complete-case ANCOVA and MMRM\(\otimes\) estimators maintain type I error control at the expected 5% rate regardless of how the outcome–covariate relationship varies over time (because it is still linear at the last timepoint). The type I error of the MMRM estimator is substantial even when the effect of the covariates on the outcome is decreased by only 20%. The inter-timepoint error correlation (\(\rho\)) has a relatively small effect compared to the stability of the outcome–covariate relationship (\(b\)), but type I error does increase with increased correlation.

**Discussion**

Our primary conclusions are that MMRM neither automatically increases power nor lessens sensitivity to missing data relative to complete-case ANCOVA. Adding time–covariate interactions solves the efficiency problem but strong assumptions are still required to maintain unbiasedness in the face of dropout. These conclusions are supported by
Further work is necessary to characterize the magnitude of the bias incurred by MMRM and MMRM\(\otimes\) vis-a-vis a complete case ANCOVA when no method is entirely successful at controlling bias.

Although our theoretical arguments cover effectively all possible data-generating processes in randomized trials, our simulations are necessarily limited to a finite number of illustrative cases. There are a few alternative scenarios that may be of particular interest to readers.

For one, we might imagine scenarios where the effect of treatment is not constant or even monotonic in time, as is often assumed. This would do nothing to change the observed result because MMRM always includes time-by-treatment terms that allow for arbitrary changes in treatment over time (and ANCOVA is clearly oblivious to time).

We might also consider cases where the number of covariates or timepoints is increased. Again, neither of these would fundamentally change the conclusions because the theory holds generally for all \(K \geq 1\) (without covariates, MMRM, and MMRM\(\otimes\) are equivalent) and \(J \geq 1\). In practice, increasing the number of covariates or timepoints could make it more likely that one of the covariate–outcome relationships is different at one of these timepoints from that at the final timepoint. This would make MMRM more likely to lose power and more susceptible to type I error inflation.

There are also cases where all linear-Gaussian models are misspecified (e.g., when there are “outliers” in the outcomes so \(e\) is not normal, or when the outcome–covariate relationship is non-linear). One consequence of this is that all confidence intervals and p-values based on maximum likelihood estimation of linear-Gaussian models become invalid. Type I error control is therefore not guaranteed for any of the proposed estimators, even if there is no dropout whatsoever. This problem can be resolved with the use of robust standard errors (i.e., substituting GEE for MMRM) if there is no dropout or if dropout is MCAR. However, misspecification in the face of any dropout that is not MCAR will make strict type I error control impossible for these estimators even with the use of robust standard errors because they become unable to control for bias (i.e., the standard error is correct, but the parameter is no longer causally identified). In that case, more advanced methods are required.

As for the effect of model misspecification on power, our conclusions would be unchanged. Power would decrease for all estimators in this case (due to an increase in linearly inexplicable variance), but the relative performance of our estimators would be stable. What matters in this case is how well each estimator can approximate the best-fitting linear outcome–covariate relationship at the last timepoint, even if the true relationship is non-linear. MMRM still has trouble here because it attempts to average over the best-fit linear relationships at all timepoints. If in addition we were to add non-MCAR dropout power could increase or

![Fig. 2 Type I error of ANCOVA, MMRM, and MMRM\(\otimes\) across different simulation scenarios. All parameters \((\beta, \rho, b)\) refer to the family of data-generating processes described in Sect. 4.2.1. Each “point” in the plots represents a single trial and its associated type I error as ascertained by simulation. The results indicate that, for this class of data-generating processes, trials analyzed with MMRM typically fail to control type I error, whereas those analyzed with ANCOVA or MMRM\(\otimes\) succeed in doing so.](image-url)
decrease overall due to bias, but again the relative performance between estimators would be unaffected.

To keep things accessible, we have restricted ourselves to likelihood-based analyses in this paper but our arguments pertain equally to linear estimators based on estimating equations (i.e., estimators using “robust” or “sandwich” standard errors to account for model misspecification). So, in particular, ANCOVA with robust standard errors generally enjoys a power advantage over GEE if time–covariate interactions are not included in the latter. This also raises an important point, which is that in cases where the models are misspecified our maximum likelihood theory only rigorously gives conclusions about estimated standard errors for each estimator, not true sampling distributions. However, the analysis we describe using robust standard errors clarifies that it is indeed the true sampling variance of MMRM that inflates, not merely its maximum likelihood estimate.
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Appendix

A Additional Notation and Setup
Let \( W_i = 1(W = w) \) and \( \mathbb{E}_i[W_i] = \pi_w \) for symmetric notation. Let \( Y_i^{(w)} \) denote the sequence of potential outcomes under treatment \( W_i = w \). In other words, \( Y_i = Y_i^{(0)} W_{0,i} + Y_i^{(1)} W_{1,i} \). Presume \( (X_i, W_i, Y_i^{(w)}) \sim P(X, W, Y^{(w)}) \). Note \( W \) is independent from \( Y^{(w)} \) and from \( X \) by randomization.

The target of inference is the effect of treatment at the final timepoint (without loss of generality). Letting \( \tau = \mathbb{E}_i[Y_i^{(1)} - Y_i^{(0)}] \in \mathbb{R}^J \) (one per timepoint), denote the effect at the final timepoint \( \tau_f \).

Let \( \tilde{A} \) represent a centered version of a random variable \( A \), i.e., \( A - \mathbb{E}_i[A] \), with use clear from context.

We begin our analysis with the MMRM model specification (eq. 2), restated here

\[
Y_{ij} = \alpha_j + X_i^T \beta + W_i \tau_j + e_{ij}
\]

with censoring time \( T_i \) potentially dependent on \( X_i \) and \( W_i \) such that \( T_i \perp e_i \) (i.e., outcomes are missing-at-random; MAR). Let \( Y_i^T = [Y_{i,1} \ldots Y_{i,T_i-1}] \) be the subset of outcomes for subject \( i \) up until time \( T_i - 1 \), i.e., the outcomes that are actually observed. Let \( D_{ij} = 1(j < T_i \leq j + 1) \) be indicators of whether subject \( i \) was last observed at time \( j \).

Let \( \alpha^T = [a_1 \ldots a_j] \) and \( \tau^T = [\tau_1 \ldots \tau_J] \) and let \( \theta^T = [\alpha^T, \beta^T, \tau^T] \) so that the model parameters are \( (\theta, \Sigma) \). Moreover, let \( Z^T = [I, 1X^T, WI] \in \mathbb{R}^{J \times (2J + K)} \) (1 denoting a vector of 1s of the appropriate size where clear from context) so that our model is written compactly as \( Y_i = \mathcal{N}(Z_i^T \theta, \Sigma) \).

Note that ANCOVA is a special case of this model when \( J = 1 \).

B Maximum Likelihood

Under standard maximum likelihood theory, we proceed my maximizing the (log) likelihood of the parameters \( (\theta, \Sigma) \) given the observables \( (Y^\dagger, T, X, W) \). Under our assumptions, the joint density of observable factors as \( P(Y^\dagger, T, X, W) = P(Y^\dagger|X, W) P(T|X, W) P(X, W) \) so maximizing the log-likelihood \( l(\theta; \Sigma; Y^\dagger|X, W) \) is all that is necessary because the other components of the joint likelihood are unaffected by the parameters.

Omitting \( i \) subscripts, the expression for the derivative of the empirical log-likelihood w.r.t. \( \theta \) is

\[
\frac{\partial l}{\partial \theta} = \sum_i Z \Omega(Y - Z^T \theta)
\]

(8)

where

\[
\Omega(\Sigma) = \sum_j D_j \Omega_j(\Sigma)
\]

(9)

\[
\Omega_j(\Sigma) = \begin{bmatrix} \Sigma^{-1} & 0 & 0 \\ 0 & 0 & 0 \end{bmatrix}
\]

(10)

If all outcomes are observed for all subjects (i.e., \( Y^\dagger = Y \)) then \( \Omega(\Sigma) = \Sigma^{-1} \). If only outcomes up to time \( j \) are observed for subject \( i \), however, then the contribution to the log-likelihood comes only from the distribution of the outcomes up until the point of censoring, which creates a term like \( Z_i^{(1)}(\Sigma^{(1)}_{[1j]} \Sigma^{(1)}_{[1j]}^{-1} (Y^\dagger - (Z_i^{[1j]} \Sigma^{(1)}_{[1j]} \Sigma^{(1)}_{[1j]}^{-1} \theta) \). We use the indicators \( D_j \) and the little matrix algebra to rewrite the sum of these terms in the form shown above. To our knowledge, this is the first explicit construction of the MMRM estimator with missing data that is available in the literature. For the ANCOVA estimator, \( \Omega \) reduces to \( D_j \).

Let \( C_{ij} \) be the set of subjects who have their outcomes observed at times \( j \) and \( j' \), i.e., \( C_{ij'} = \{ i : j, j' < T_i \} \). Let
\( R(\theta) = Y - Z^T \theta \) be the vector of residuals. Our estimates \((\hat{\theta}, \hat{\Sigma})\) are therefore the solution to the following score equations

\[
0 = \sum_i Z \Omega(\hat{\Sigma})(Y - Z^T \hat{\theta})
\]

(11)

\[
0 = \hat{\Sigma}_{ij} - \frac{1}{|C_{ij}|} \sum_{i \in C_{ij}} R_i(\hat{\theta}) R_j(\hat{\theta})
\]

(12)

Without any assumptions on the veracity of the model, the theory of M-estimation guarantees us that \((\hat{\theta}, \hat{\Sigma}) \xrightarrow{p} (\theta^*, \Sigma^*)\) where, in particular, \(\theta^* = E_1 [Z \Omega(\Sigma^*)Z^T]^{-1} E_1 [Z \Omega(\Sigma^*)Y]\) [26].

### B.1 Efficiency

Under standard maximum likelihood theory, the asymptotic distribution of \(\sqrt{n}(\hat{\theta} - \theta)\) is \(N(0, I(\theta)^{-1})\), where \(I(\theta)\) is the Fisher information of \(\theta\). In this case, the Fisher information is

\[
I(\theta) = E_1 [Z \Omega Z^T]
\]

(13)

\[
= \sum_j E_1 [Z_\Omega Z^T D_j]
\]

(14)

\[
= \left[ \begin{array}{ccc}
\sum_j \Omega_j d_j & 0 & 0 \\
0 & \sum_j d_j \omega_j V_j & \sum_j d_j p_{0,j} p_{1,j} \Delta_j \Omega_j \Omega_j^T \\
0 & \sum_j d_j p_{0,j} p_{1,j} \Omega_j \Delta_j^T & \sum_j d_j \Omega_j p_{0,j} p_{1,j} \end{array} \right]
\]

(15)

We have introduced a large number of new terms, which we define here

\[
d_j = E_1 [D_j]
\]

\[
\omega_j = 1^T \Omega_j 1
\]

\[
V_j = V_j [X | D_j]
\]

\[
p_{w,j} = E_1 [W | D_j]
\]

\[
\Delta_j = E_1 [X | D_j, W = 1] - E_1 [X | D_j, W = 0]
\]

The key term here is \(\Delta_j\), which can be understood as a measurement of the confounding induced by the dropout at time \(j\).

To obtain this result, we use the definitions provided above and basic properties of conditional expectation, etc. The only “clever trick” that is required is a centering scheme that substitutes \(\hat{X}_j = \sum_j D_{ij}(X_i - E_1 [X | D_j])\) and \(\hat{W}_j = \sum_j D_{ij}(W_i - E_1 [W | D_j])\) for \(X_i\) and \(W_i\) in the computation. Note that this centering is feasible in practice because the means that are required are simply the empirical means of each variable among subjects who were observed until a given timepoint. Regardless, the centering does not affect the large-sample properties of the estimator, but substantially simplifies computation.

Given this expression for the Fisher information, we can come to the conclusions discussed in the body of the paper. Naturally, the true variance of the estimated treatment effect will not be the same as the inverse Fisher information if the model was not well specified. However, the estimate of the Fisher information (which determines power if that estimator is used) still converges to a related asymptotic limit, regardless of whether or not it still accurately represents the true sampling variance of the estimator.

Our subsequent theory focuses on the much simpler case where there is no dropout because the resulting Fisher information is more tractable. We provide the more general Fisher information here as a contribution for future work.

### B.1.1 ANCOVA has Higher Power than MMRM when There is no Dropout

First and foremost, we show how the MMRM estimator can only be as efficient as or less efficient than ANCOVA when all outcomes are measured. In this case, our expression for the Fisher information simplifies because \(\Omega = \Sigma^{-1}\) so we have

\[
I(\theta) = E_1 [Z \Sigma^{-1} Z^T]
\]

(16)

\[
= \left[ \begin{array}{ccc}
\Sigma^{-1} & 0 & 0 \\
0 & s V & 0 \\
0 & 0 & \pi_0 \pi_1 \Sigma^{-1} \end{array} \right]
\]

(17)

where \(s = 1^T \Sigma^{-1} 1\) and \(V = V_j [X]\). We are interested in the bottom-right term in the inverse of this matrix since that corresponds to the asymptotic variance of the estimated variance of \(\hat{\tau}\). Proceeding with block inversion we see that \(\sqrt{n}(\hat{\tau} - \tau) \xrightarrow{d} N(0, (\pi_0 \pi_1)^{-1} \Sigma)\). The asymptotic estimated covariance matrix of the treatment effects therefore depends entirely on the asymptotic limit of \(\Sigma\), which is \(\hat{\Sigma} \xrightarrow{p} \Sigma^* = E_1 [R R^T]\) with \(R = R(\theta^*) = Y - Z \theta^*\) being the asymptotic residuals of the MMRM estimator (i.e., \(\hat{\theta} \xrightarrow{p} \theta^*\) for MMRM). We have, therefore, that

\[
\sqrt{n}(\hat{\tau} - \tau) \xrightarrow{d} N(0, (\pi_0 \pi_1)^{-1} E_1 [R_j(\theta^*)^2])
\]

Let \(\theta^*\) denote the asymptotic limit of the parameter estimates from the ANCOVA estimator. Then, for ANCOVA, the result is simply \(\sqrt{n}(\hat{\tau} - \tau) \xrightarrow{d} N(0, (\pi_0 \pi_1)^{-1} E_1 [R_j(\theta^*)^2])\) because \(\Sigma = \sigma^2\).

We have now reached the crux of our argument. The only difference in the asymptotic limit of the estimated variance of MMRM and that of ANCOVA depends on the relative values of \(E_1 [R_j(\theta^*)^2]\) and \(E_1 [R_j(\theta^{**})^2]\). These are nothing but the mean-squared prediction errors for \(Y_j\) of both estimators. Recall \(R_j(\theta) = Y_j - (\alpha_j + X_j^T \beta + W_j \tau_j)\). Approaching this as a pure optimization problem (and
knowing $X \perp W$), the parameters that minimize $E_i[R_j(\theta)^2]$ are $\alpha_j = E_i[Y_j|W = 0], \beta = V_i[X]^{-1}C_j[X, Y]$, and $\tau = E_i[Y|W = 1] - E_i[Y|W = 0]$. This is a consequence of least-squares optimization.

Using the aforementioned standard result relating to the consistency of M-estimators (or even OLS) it can be shown that $\theta^{**}$ takes precisely the optimal values given above, regardless of whether or not the specification of the model is correct. Consequently, the asymptotic limit of the estimated variance of the ANCOVA estimator is less than or equal to the asymptotic limit of the estimated variance of the MMRM estimator.

The problem with the MMRM estimator is that $\beta^* = V_i[X]^{-1}C_j[X, Y]_{\Sigma^{-1}1_s^{-1}}$ (s here is $1^T\Sigma^{-1}$). This result again follows from the usual M-estimator theory. If the assumed model (eq. 7) does not hold, then it is unlikely that $C_j[X, Y]_{\Sigma^{-1}1_s^{-1}} = C_j[X, Y]$. Of course, if that model does indeed hold, then $C_j[X, Y] = C_j[X, Y]_{\Sigma^{-1}1_s^{-1}}$ and the exact equivalence follows (i.e., MMRM and ANCOVA are equally efficient).

The implications for power follow immediately. By a continuity argument in $d_j$, any power advantage that MMRM has over ANCOVA when dropout is present must disappear as the rate of dropout approaches zero.

### B.1.2 Including Covariate–Time Interaction Terms Resolves the Problem

Consider a variant of our MMRM estimator with $Z = [I, I \otimes \tilde{X}, \tilde{W}]$ ($\otimes$ is the Kronecker product). This corresponds to a model with interactions between baseline covariates and timepoint indicators. Let $\beta = [\beta_1^T \ldots \beta_k^T]^T$ with $\beta_j \in \mathbb{R}^K$. Then $\beta_j \xrightarrow{p} \beta_j^* = V_i[X]^{-1}C_j[X, Y]$. The asymptotic estimated variance of the treatment effect $\tau_j$ remains $(\pi_0, \pi_1)^{-1}E_i[R_j(\theta)^2]$. MMRM is therefore equally as efficient as ANCOVA because $\theta^{**}$ is still the unique optimizer and $\theta^* = \theta^{**}$.

The proof of this again follows from standard M-estimator theory. When evaluating $E_i[Z\Sigma^{-1}Z^T]$, instead of a term $E_i[Z\Sigma^{-1}1_s1_{s}^T]$ we find ourselves with $E_i[(I \otimes \tilde{X})\Sigma^{-1}(I \otimes \tilde{X})^T]$, which comes out to be $\Sigma^{-1} \otimes E_i[\tilde{X}\tilde{X}^T]$ after some matrix algebra. Similarly, when computing $E_i[Z\Sigma^{-1}Y]$ we obtain a term $E_i[(I \otimes \tilde{X})\Sigma^{-1}Y]$ in place of $E_i[X\tilde{X}^T\Sigma^{-1}Y]$. This term evaluates to $[(\xi(\Sigma^{-1}))^T \ldots (\xi(\Sigma^{-1}))^T]^T$ where $\xi = C_j[X, Y]$ and we let $(\xi(\Sigma^{-1}))_j$ be the $j$th column of $\Sigma^{-1}$. We therefore obtain $\beta_j^* = V_i[X]^{-1}C_j[X, Y]_{\Sigma(\Sigma^{-1})} = V_i[X]^{-1}C_j[X, Y]_j$.

### B.2 Bias in the Face of Dropout

In our maximum likelihood formulation, the dropout mechanism does not impact the estimation of the model parameters as long as $T \perp e$. By standard theory, the estimated parameters converge to their true values when the model is well specified. This proves that the MMRM, MMRM, and ANCOVA estimates are all still consistent for $\tau_j$ when dropout is MAR and the model is well specified. By definition, ANCOVA and MMRM are well specified in all cases that MMRM is. The same fact can be proven using the M-estimator consistency result discussed above, plugging in the relevant model specification (e.g., 7) where required to show that $\hat{\tau} \overset{p}{\rightarrow} \tau$.

---

**References**

1. Sox HC, Goodman SN. The methods of comparative effectiveness research. Annu Rev Public Health. 2012;33(1):425–45.
2. Marc Overhage J, Ryan PB, Schuemie MJ, Stang PE. Desideratum for evidence based epidemiology. Drug Saf. 2013;36(Suppl 1):5–14.
3. Hannan EL. Randomized clinical trials and observational studies: guidelines for assessing respective strengths and limitations. JACC Cardiovasc Interv. 2008;1(3):211–7.
4. Ashebeck EL, Bell ML. Single time point comparisons in longitudinal randomized controlled trials: power and bias in the presence of missing data. BMC Med Res Methodol. 2016;16(1):43.
5. Bell ML, Kenward MG, Fairclough DL, Horton NJ. Differential dropout and bias in randomised controlled trials: when it matters and when it may not. BMJ. 2013;346:e6866.
6. Chen Y-F, Ni X, Fleisher AS, Zhou W, Aisen P, Mohs R. A simulation study comparing slope model with mixed-model repeated measures to assess cognitive data in clinical trials of alzheimers disease. Alzheimers Dement. 2018;4:46–53.
7. Rosenblum M, van der Laan MJ. Simple, efficient estimators of treatment effects in randomized trials using generalized linear models to leverage baseline variables. Int J Biostat. 2010;6(1):13.
8. Wang B, Ogburn EL, Rosenblum M. Analysis of covariance in randomized trials: more precision and valid confidence intervals, without model assumptions. Biometrics. 2019;75(4):1391–400.
9. Colantuoni E, Rosenblum Michael. Leveraging prognostic baseline variables to gain precision in randomized trials. Stat Med. 2015;34(18):2602–17.
10. Leon S, Tsiatis AA, Davidian M. Semiparametric estimation of treatment effect in a Pretest-Posttest study. Biometrics. 2003;59(4):1046–55.
11. Schuler A, Walsh D, Hall D, Walsh J, Fisher C. Increasing the efficiency of randomized trial estimates via linear adjustment for a prognostic score (December 2020).
12. Aronow PM, Miller BT. Foundations of agnostic statistics. Cambridge: Cambridge University Press; 2019. p. 286–7.
13. Mallinckrodt CH, Watkin JG, Molenberghs G, Carroll RJ. Choice of the primary analysis in longitudinal clinical trials. Pharm Stat. 2004;3(3):161–9.
14. Schneider LS, Sano M. Current Alzheimers disease clinical trials: methods and placebo outcomes. Alzheimers Dement. 2009;5(5):388–97.
15. Mallinckrodt CH, Scott Clark W, David SR. Type I error rates from mixed effects model repeated measures versus fixed effects analysis with missing values imputed via last observation carried forward. Drug Inf J. 2001;35(4):1215–25.
16. Mallinckrod CH, Lane PW, Schnell D, Peng Y, Mancuso James P. Recommendations for the primary analysis of
continuous endpoints in longitudinal clinical trials. Drug Inf J. 2008;42(4):303–19.

17. Deodhar AA, Dougados M, Baeten DL, Wei JC-C, Geusens P, Readie A, Richards HB, Martin R, Porter B. Effect of secukinumab on Patient-Reported outcomes in patients with active ankylosing spondylitis: a phase III randomized trial (MEASURE 1). Arthritis Rheumatol. 2016;68(12):2901–10.

18. Perkovic V, Toto R, Cooper ME, Mann JF, Rosenstock J, McGuire DK, Kahn SE, Marx N, Alexander JH, Zinman B, Pfarr E, Schmaida T, Meinicke T, von Eynatten M, George JT, Johansen OE, Wanner C. CARMELINA investigators. Effects of linagliptin on cardiovascular and kidney outcomes in people with normal and reduced kidney function: secondary analysis of the CARMELINA randomized trial. Diabetes Care. 2020;43(8):1803–12.

19. Muenzer J. Clinical trial protocol: HGT-HIT-094.

20. Whone A, Luz M, Boca M, Woolley M, Mooney L, Dharia S, Broadfoot J, Cronin D, Schroers C, Barua NU, Longpre L, Lynn Barclay C, Boiko C, Johnson GA, Christian Fibiger H, Harrison R, Lewis O, Pritchard G, Howell M, Irving C, Johnson D, Kinch S, Marshall C, Lawrence AD, Blinder S, Sossi V, Jon Stoessl A, Skinner P, Mohr E, Gill SS. Randomized trial of intermittent intraputamenal glial cell line-derived neurotrophic factor in Parkinsons disease. Brain. 2019;142(3):512–25.

21. Liang K-Y, Zeger Scott L. Longitudinal data analysis using generalized linear models. Biometrika. 1986;73(1):13–22.

22. European Medicines Agency. Guideline on missing data in confirmatory clinical trials. Technical report.

23. Dinh P, Yang P. Handling baselines in repeated measures analyses with missing data at random. J Biopharm Stat. 2011;21(2):326–41.

24. Schuler A. Designing efficient randomized trials: power and sample size calculation when using semiparametric efficient estimators. Int J Biostat. 2021. https://doi.org/10.1515/ijb-2021-0039.

25. Little RJ, DAgostino R, Cohen ML, Dickersin K, Emerson SS, Farrar JT, Frangakis C, Hogan JW, Molenberghs G, Murphy SA, Neaton JD, Rotnitzky A, Scharfstein D, Shih WJ, Siegel JP, Stern H. The prevention and treatment of missing data in clinical trials. N Engl J Med. 2012;367(14):1355–60.

26. Stefanski LA, Boos DD. The calculus of M-estimation. Am Stat. 2002;56(1):29–38.