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Abstract—In this paper, we analyze the asymptotic behavior of alternating direction method of multipliers (ADMM) for compressed sensing, where we reconstruct an unknown structured signal from its underdetermined linear measurements. The analytical tool used in this paper is recently developed convex Gaussian min-max theorem (CGMT), which can be applied to various convex optimization problems to obtain its asymptotic error performance. In our analysis of ADMM, we analyze the convex subproblem in the update of ADMM and characterize the asymptotic distribution of the tentative estimate obtained at each iteration. The result shows that the update equations in ADMM can be decoupled into a scalar-valued stochastic process in the asymptotic regime with the large system limit. From the asymptotic result, we can predict the evolution of the error (e.g., mean-square-error (MSE) and symbol error rate (SER)) in ADMM for large-scale compressed sensing problems. Simulation results show that the empirical performance of ADMM and its theoretical prediction are close to each other in sparse vector reconstruction and binary vector reconstruction.
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I. INTRODUCTION

Compressed sensing [1]–[4] becomes a key technology in the field of signal processing such as image processing [5], [6] and wireless communication [7], [8]. A basic problem in compressed sensing is to reconstruct an unknown sparse vector from its underdetermined linear measurements, where the number of measurements is less than that of unknown variables. The compressed sensing techniques take advantage of the sparsity as the prior knowledge to reconstruct the vector. The idea of compressed sensing can also be applied for other structured signals by appropriately utilizing the structures, e.g., group sparsity [9], low-rankness [10], [11], and discreteness [12], [13].

For compressed sensing, various algorithms have been proposed in the literature. Greedy algorithms such as matching pursuit (MP) [14] and orthogonal matching pursuit (OMP) [15], [16] iteratively update the support of the estimate of the unknown sparse vector. Several improved greedy algorithms have also been proposed to achieve better reconstruction performance [17]–[22]. Another approach for compressed sensing is based on message passing algorithms using Bayesian framework. Approximated belief propagation (BP) [23] and approximate message passing (AMP) [24] can reconstruct the unknown vector with low computational complexity. Moreover, the asymptotic performance can be predicted by the state evolution framework [24], [25]. The AMP algorithm can also be used when the unknown vector has some structure other than the sparsity [26], [27]. However, the AMP algorithm requires an assumption on the measurement matrix, and hence other message passing-based algorithms have also been proposed [28]–[31].

Convex optimization-based approaches have also been well studied for compressed sensing. The most popular convex optimization problem for compressed sensing is the \( \ell_1 \) optimization, where we utilize the \( \ell_1 \) norm as the regularizer to promote the sparsity of the estimate. Although the objective function is not differentiable, the iterative soft thresholding algorithm (ISTA) [32], [33] and the fast iterative soft thresholding algorithm (FISTA) [35] can solve the \( \ell_1 \) optimization problem with feasible computational complexity. Another promising algorithm is alternating direction method of multipliers (ADMM) [36]–[39], which can be applied to wider class of optimization problems than ISTA and FISTA. Moreover, ADMM can provide a sufficiently accurate solution with relatively small number of iterations in practice [39]. However, since the convergence speed largely depends on the parameter, it is important to determine the appropriate parameter in practical applications. For the parameter selection of ADMM, several approaches have been proposed [40]–[44]. However, they are rather heuristic or inapplicable to compressed sensing problems.

There are several theoretical analyses for convex optimization-based compressed sensing, e.g., [45]–[47]. In particular, recently developed convex Gaussian min-max theorem (CGMT) [48], [49] can be utilized to obtain the asymptotic error of various optimization problems in a precise manner. For example, the asymptotic mean-square-error (MSE) has been analyzed for various regularized estimators [39], [50]. The asymptotic symbol error rate (SER) has also been derived for convex optimization-based discrete-value vector reconstruction [51], [52]. The CGMT-based analysis has been extended for the optimization problem in the complex-valued domain [53], whereas above analyses consider optimization problems in the real-valued domain. These analyses focus on the performance of the optimizer, and do not deeply discuss the optimization algorithm to obtain the optimizer.

In this paper, we analyze the asymptotic behavior of ADMM for convex optimization-based compressed sensing. The main idea is that, when we use the squared loss function as the data fidelity term, the subproblem in the iterations of ADMM can...
be analyzed by the CGMT framework. We thus analyze the asymptotic property of the tentative estimate of the unknown vector at each iteration in ADMM. We show that the asymptotic distribution of the tentative estimate can be characterized by a scalar-valued stochastic process, which depends on the measurement ratio, the parameter in the optimization problem, the parameter in ADMM, the distribution of the unknown vector, and the noise variance. As a corollary, we can predict the evolution of the error such as MSE and SER in ADMM for large-scale compressed sensing problems. We can also utilize the asymptotic result to reveal the effect of the parameter in ADMM and tune it to achieve the fast convergence. As examples, we consider sparse vector reconstruction and binary vector reconstruction and then analyze the asymptotic result via computer simulations. Simulation results show that the asymptotic evolution of MSE converges to the MSE of the optimizer, which can be obtained with the previous CGMT-based analysis in the literature [49]. We also observe that the empirical performance of ADMM and its theoretical prediction are close to each other in both sparse vector reconstruction and binary vector reconstruction.

The rest of the paper is organized as follows. In Section II, we describe the ADMM-based compressed sensing and CGMT as the preliminary. Then we provide the main analytical results for ADMM in Section III. We then consider two examples of the reconstruction problem and show several simulation results. Finally, Section V presents some conclusions.

In this paper, we use the following notations. We denote the transpose by (·)T and the identity matrix by I. For a vector $z = [z_1 \cdots z_N]^T \in \mathbb{R}^N$, the $\ell_1$ norm and the $\ell_2$ norm are given by $||z||_1 = \sum_{n=1}^N |z_n|$ and $||z||_2 = \sqrt{\sum_{n=1}^N z_n^2}$, respectively. We denote the number of nonzero elements of $z$ by $||z||_0$, $\text{sign}(\cdot)$ denotes the sign function. For a lower semicontinuous convex function $\zeta: \mathbb{R}^N \rightarrow \mathbb{R} \cup \{+\infty\}$, we define the proximity operator as $\text{prox}_\zeta(z) = \arg \min_{u \in \mathbb{R}^N} \{\zeta(u) + \frac{1}{2} \|u - z\|_2^2\}$. The Gaussian distribution with mean $\mu$ and variance $\sigma^2$ is denoted as $\mathcal{N}(\mu, \sigma^2)$. When a sequence of random variables $\{\Theta_n\}$ ($n = 1, 2, \ldots$) converges in probability to $\Theta$, we denote $\Theta_n \xrightarrow{p} \Theta$ as $n \rightarrow \infty$ or $\text{plim}_{n \rightarrow \infty} \Theta_n = \Theta$.

II. Preliminaries

A. ADMM-Based Compressed Sensing

In this paper, we consider the reconstruction of an $N$ dimensional vector $x = [x_1 \cdots x_N]^T \in \mathbb{R}^N$ from its linear measurements given by

$$y = Ax + v \in \mathbb{R}^M.$$ 

(1)

Here, $A \in \mathbb{R}^{M \times N}$ is a known measurement matrix and $v \in \mathbb{R}^M$ is an additive Gaussian noise vector. We denote the measurement ratio by $\Delta = M/N$. In the scenario of compressed sensing, we focus on the underdetermined case with $\Delta < 1$ and utilize the structure of $x$ as the prior knowledge for the reconstruction. Note that we can use not only the sparsity but also other structures such as boundedness and discreteness [13], [54].

The convex optimization-based method is a promising approach for compressed sensing because we can flexibly design the objective function to utilize the structure of the unknown vector $x$. In this paper, we consider the following convex optimization problem

$$\min_{s \in \mathbb{R}^N} \left\{ \frac{1}{2} \|y - As\|_2^2 + \lambda f(s) \right\},$$

(2)

where $f(\cdot): \mathbb{R}^N \rightarrow \mathbb{R} \cup \{+\infty\}$ is a convex regularizer to utilize the prior knowledge of the unknown vector $x$. For example, $\ell_1$ regularization $f(s) = \|s\|_1$ is a popular convex regularizer for the reconstruction of the sparse vector. The regularization parameter $\lambda (>0)$ controls the balance between the data fidelity term $\frac{1}{2} \|y - As\|_2^2$ and the regularization term $\lambda f(s)$.

ADMM has been used in wide range of applications because it can be applied to various optimization problems. Moreover, we can obtain a sufficiently accurate solution with relatively small number of iterations in practice [39]. To derive ADMM for the optimization problem (2), we firstly rewrite (2) as

$$\min_{s, z \in \mathbb{R}^N} \left\{ \frac{1}{2} \|y - As\|_2^2 + \lambda f(z) \right\}$$

subject to $s = z$.

(3)

The update equations of ADMM for (3) are given by

$$s^{(k+1)} = \arg \min_{s \in \mathbb{R}^N} \left\{ \frac{1}{2} \|y - As\|_2^2 + \frac{\rho}{2} \|s - z^{(k)} + w^{(k)}\|_2^2 \right\}$$

(4)

$$= (A^T A + \rho I)^{-1} (A^T y + \rho (z^{(k)} - w^{(k)})),$$

(5)

$$z^{(k+1)} = \arg \min_{z \in \mathbb{R}^N} \left\{ \lambda f(z) + \frac{\rho}{2} \|s^{(k+1)} - z + w^{(k)}\|_2^2 \right\}$$

(6)

$$= \text{prox}_{\lambda f}(s^{(k+1)} + w^{(k)}),$$

(7)

$$w^{(k+1)} = w^{(k)} + s^{(k+1)} - z^{(k+1)},$$

(8)

where $k (=0, 1, 2, \ldots)$ is the iteration index in the algorithm and $\rho (>0)$ is the parameter. In this paper, we refer to $s^{(k+1)}$ as the tentative estimate of the unknown vector $x$ in ADMM. We use $z^{(0)} = w^{(0)} = 0$ as the initial value in this paper.

B. CGMT

CGMT associates the primary optimization (PO) problem with the auxiliary optimization (AO) problem given by

$$\text{(PO): } \Phi(G) = \min_{w \in S_w} \left\{ w^T G w + \xi(w, u) \right\},$$

(9)

$$\text{(AO): } \phi(g, h) = \min_{w \in S_w} \left\{ \|w\|_2 g^T w - \|w\|_2 h^T w + \xi(w, u) \right\},$$

(10)

respectively, where $G \in \mathbb{R}^{M \times N}$, $g \in \mathbb{R}^M$, $h \in \mathbb{R}^N$, $S_w \subset \mathbb{R}^N$, $S_u \subset \mathbb{R}^M$, and $\xi(\cdot, \cdot) : \mathbb{R}^N \times \mathbb{R}^M \rightarrow \mathbb{R}$. $S_w$ and $S_u$ are assumed to be closed compact sets. $\xi(\cdot, \cdot)$ is a continuous convex-concave function on $S_w \times S_u$. Also, the elements of $G$. 


\(g,\) and \(h\) are i.i.d. standard Gaussian random variables. From the following theorem, we can relate the optimizer \(\hat{w}_\Phi(G)\) of (PO) with the optimal value of (AO) in the large system limit of \(M, N \to \infty\) with a fixed ratio \(\Delta = M/N\). For simplicity, we denote the large system limit by \(N \to \infty\) in this paper.

**Theorem II.1** (CGMT [51]). Let \(S\) be an open set in \(S_w\) and \(S' = S_w \setminus S\). Also, let \(\phi_{S'}(g, h)\) be the optimal value of (AO) with the constraint \(w \in S'\). If there are constants \(\eta > 0\) and \(\phi\) satisfying (i) \(\phi_{S'}(g, h) \leq \phi + \eta\) and (ii) \(\phi_{S'}(g, h) \geq \phi + 2\eta\) with probability approaching 1, then we have \(\lim_{N \to \infty} \Pr(\hat{w}_\Phi(G) \in S) = 1\).

### III. Main Result

In this section, we provide the main analytical result for the behavior of ADMM for the problem (2). In the analysis, we use the following assumptions.

**Assumption III.1.** The unknown vector \(x\) is composed of independent and identically distributed (i.i.d.) random variables with a known distribution \(p_X\) which has some mean and variance. The measurement matrix \(A \in \mathbb{R}^{M \times N}\) is composed of i.i.d. Gaussian random variables with zero mean and variance \(1/N\). Moreover, the additive noise vector \(v \in \mathbb{R}^M\) is also Gaussian with zero mean and the covariance matrix \(\sigma^2 I\).

**Assumption III.2.** The regularizer \(f(\cdot) : \mathbb{R}^N \to \mathbb{R} \cup \{+\infty\}\) is a lower semicontinuous convex function. Moreover, \(f(\cdot)\) is separable and expressed with the corresponding function \(\tilde{f}(\cdot) : \mathbb{R} \to \mathbb{R} \cup \{+\infty\}\) as \(f(s) = \sum_{n=1}^N \tilde{f}(s_n)\), where \(s = [s_1 \cdots s_N]^T \in \mathbb{R}^N\). With the slight abuse of notation, we use the same \(f(\cdot)\) for the corresponding function \(\tilde{f}(\cdot)\).

In Assumption III.1 we assume that the elements of the measurement matrix \(A\) are Gaussian variables because CGMT requires the Gaussian assumption in the proof [49]. However, the universality [53, 57] of random matrices suggests that the result of the analysis can be applied when the measurement matrix is drawn from some other distributions. In fact, our theoretical result is valid for the random matrix from Bernoulli distribution with \(\{1/\sqrt{N}, -1/\sqrt{N}\}\) in computer simulations (See Example IV.1).

In Assumption III.2, we assume the separability of the regularizer \(f(\cdot)\). Under this assumption, the proximity operator \(\text{prox}_{\tilde{f}}(\cdot) : \mathbb{R}^N \to \mathbb{R}^N\) becomes an element-wise function, i.e., the \(n\)-th element of the output depends only on the corresponding \(n\)-th element of the input.

Under Assumptions III.1 and III.2, we present the following theorem.

**Theorem III.1.** We assume that \(x, A, v,\) and \(f(\cdot)\) satisfy the Assumptions III.1 and III.2. We consider the following stochastic process

\[
S_{k+1} = \hat{S}_{k+1}(\alpha_k^*, \beta_k^*)
\]

\[
Z_{k+1} = \text{prox}_{\tilde{f}}(S_{k+1} + W_k)
\]

\[
W_{k+1} = W_k + S_{k+1} - Z_{k+1},
\]

with the index \(k\), where \(\hat{S}_{k+1}(\alpha, \beta)\) is defined as

\[
\hat{S}_{k+1}(\alpha, \beta) = \frac{1}{\beta \sqrt{\Delta}} \left( \beta \sqrt{\Delta} \left( X + \frac{\alpha}{\sqrt{\Delta}} H \right) + \rho(Z_k - W_k) \right)
\]

with the random variables \(X \sim p_X\) and \(H \sim N(0, 1)\) \((Z_0 = W_0 = 0)\). We here assume the optimization problem

\[
\min_{\alpha > 0, \beta > 0} \left\{ \frac{\alpha \beta \sqrt{\Delta}}{2} + \frac{\beta^2 \sigma^2}{2} - \frac{1}{2} \beta^2 + E \left[ J^{(k+1)}(\alpha, \beta) \right] \right\}
\]

has a unique optimizer \((\alpha_k^*, \beta_k^*)\), where

\[
J^{(k+1)}(\alpha, \beta) = \frac{\beta \sqrt{\Delta}}{2} \left( \hat{S}_{k+1}(\alpha, \beta) - X \right)^2 - \beta H \left( \hat{S}_{k+1}(\alpha, \beta) - X \right) + \frac{\rho}{2} \left( \hat{S}_{k+1}(\alpha, \beta) - Z_k + W_k \right)^2.
\]

The expectation is taken over all random variables \(X, H, Z_k,\) and \(W_k\).

Let \(\mu_{s(k+1)}\) be the empirical distribution of \(s(k+1)\) corresponding to the cumulative distribution function (CDF) given by \(P_{\mu_{s(k+1)}}(s) = \frac{1}{N} \sum_{n=1}^N \left[ \mathbb{I}(s_n^{(k+1)} < s) \right]\), where we define \(\mathbb{I}(s_n^{(k+1)} < s) = 1\) if \(s_n^{(k+1)} < s\) and otherwise \(\mathbb{I}(s_n^{(k+1)} < s) = 0\). Moreover, we denote the distribution of the random variable \(S_{k+1}\) in (11) as \(\mu_{S_{k+1}}\). Then, the empirical distribution \(\mu_{s(k+1)}\) converges weakly in probability to \(\mu_{S_{k+1}}\) as \(N \to \infty\), i.e., \(\int g d\mu_{s(k+1)} \to \int g d\mu_{S_{k+1}}\) holds for any continuous compactly supported function \(g(\cdot) : \mathbb{R} \to \mathbb{R}\).

**Proof:** See Appendix A.

**Theorem III.1** means that the distribution of the elements of \(s^k\) is characterized by the random variable \(S_k\) in the asymptotic regime with \(M, N \to \infty\) \((M/N = \Delta)\). The update of \(S_k\) in (11) can be regarded as the ‘decoupled’ version of the update of \(s^k\) in (4). Figure II shows the comparison between the update of \(\hat{S}_{k+1}(\alpha, \beta)\) and its empirical version obtained from Theorem III.1. In the update of \(s(k)\), the measurement vector \(y\) is obtained through the linear transformation of \(x\) and additive Gaussian noise channel. On the other hand, in the decoupled system, the random variable \(X\) goes through only the additive Gaussian noise channel. We can also see that the update of \(s(k)\) and \(S_k\) have the similar form because they can be rewritten as

\[
s^{(k+1)} = (A^T A + \rho I)^{-1} \left( A^T Ax + A^T v + \rho \left( z^{(k)} - w^{(k)} \right) \right),
\]

\[
S_{k+1} = \frac{1}{\beta \sqrt{\Delta}} \left( \beta \sqrt{\Delta} X + \beta \sigma^2 H + \rho(Z_k - W_k) \right),
\]
reconstruction algorithm is MSE given by

\[ s^{(k+1)} = (A^T A + \rho I)^{-1} (A^T y + \rho (z^{(k)} - w^{(k)})) \]

\[ = (A^T A + \rho I)^{-1} (A^T Ax + A^T v + \rho (z^{(k)} - w^{(k)})) \]

(a) update of \( s^{(k)} \) in ADMM

respectively. The update of \( S_k \) in \( (11) \) and \( (14) \) shows that \( S_{k+1} \) is the weighted sum of \( X + \frac{\alpha_k^p}{\alpha_k^p} H \) and \( Z_k - W_k \) with the weights \( \beta_k^* \sqrt{\Delta} \) and \( \rho \), respectively. Since \( \rho \) is the parameter of ADMM, we can control the weight in the update of \( S_k \) by tuning \( \rho \).

One of the most important performance measures for the reconstruction algorithm is MSE given by \( \frac{1}{N} \| s^{(k)} - x \|_2^2 \). As in the CGMT-based analysis \[49\], the optimal value of \( \alpha \) is related to the asymptotic MSE. Specifically, from Theorem \[III.1\] the asymptotic MSE of the tentative estimate \( s^{(k)} \) in ADMM can be obtained as follows (See also \[52, Remark IV.1\]).

**Corollary III.1.** Under the assumptions in Theorem \[III.1\] the asymptotic MSE of \( s^{(k+1)} \) is given by

\[ \lim_{N \to \infty} \frac{1}{N} \| s^{(k+1)} - x \|_2^2 = (\alpha_k^p)^2 - \sigma^2. \] (19)

From the theoretical result in Theorem \[III.1\] (or Corollary \[III.1\]), we can tune the parameter \( \rho \) in ADMM to achieve the fast convergence. The conventional parameter tuning \[40\]–\[44\] focus on the difference between the tentative estimate and the optimizer of the optimization problem. On the other hand, the parameter tuning based on Theorem \[III.1\] can take account of the error from the true unknown vector in the asymptotic regime. Since the effect of \( \rho \) on \( \alpha_k^p \) and \( \beta_k^* \) is complicated, the explicit expression of the optimal \( \rho \) is difficult to obtain. By numerical simulations, however, we can predict the performance of ADMM and select the parameter \( \rho \) achieving the fast convergence. For instance, see Example \[IV.1\] in Section \[IV\].

**IV. Examples**

In this section, we consider two examples of the reconstruction problem and compare the empirical performance of ADMM and its prediction obtained by Theorem \[III.1\].

---

**Example IV.1 (Sparse Vector Reconstruction).** The \( \ell_1 \) optimization

\[ \min_{s \in \mathbb{R}^N} \left\{ \frac{1}{2} \| y - As \|_2^2 + \lambda \| s \|_1 \right\} \] (20)

with the \( \ell_1 \) norm is the most popular convex optimization problem for sparse vector reconstruction. The \( \ell_1 \) regularization promotes the sparsity of the estimate of the unknown vector in the reconstruction. We here assume that the distribution of the unknown vector \( x \) is given by the Bernoulli-Gaussian distribution as

\[ p_X(x) = p_0 \delta_0(x) + (1 - p_0) p_H(x), \] (21)

where \( p_0 \in (0, 1) \), \( \delta_0(\cdot) \) denotes the Dirac delta function, and \( p_H(\cdot) \) is the probability density function of the standard Gaussian distribution. When \( p_0 \) is large, the unknown vector becomes sparse. The proximity operator of the \( \ell_1 \) norm is given by

\[ \left[ \text{prox}_{\| s \|_1}(r) \right]_n = \text{sign}(r_n) \max(|r_n| - \gamma, 0), \] (22)

where \( r = [r_1 \cdots r_N]^T \in \mathbb{R}^N \), \( \gamma > 0 \), and \([\cdot]_n\) denotes the \( n \)-th element of the vector. By using (22), we can perform ADMM in (4)–(8) for the \( \ell_1 \) optimization (20). Theorem \[III.1\] enables us to predict the asymptotic behavior of ADMM for the \( \ell_1 \) optimization.

We firstly compare the empirical performance of the sparse vector reconstruction and its prediction obtained from Theorem \[III.1\]. Figure [2] shows that the MSE performance of the sparse vector reconstruction, where \( \Delta = 0.9 \), \( p_0 = 0.8 \), and \( \sigma^2 = 0.001 \). The measurement matrix \( A \) and the noise vector \( v \) satisfy Assumption \[III.1\]. The parameter \( \rho \) of ADMM is set as \( \rho = 0.1 \). In the figure, ‘empirical’ means the empirical performance obtained by ADMM in (4)–(8) when \( N = 50, 100, 500, \) and \( 1000 \). The empirical performance is obtained by averaging the results for 100 independent realizations of \( x, A, \) and \( v \). On the other hand, ‘prediction’
shows the theoretical performance prediction obtained by Theorem 3.1 (or Corollary 3.1) in the large system limit. Since the exact computation of the distribution of $(S_k, Z_k, W_k)$ is difficult in practice, we make 100,000 realizations of the random variables $(S_k, Z_k, W_k)$ and obtain the approximation of $(\alpha_k^*, \beta_k^*)$. For the optimization of $\alpha$ and $\beta$, we can use searching techniques such as ternary search and golden-section search [58]. In the simulations, we use the ternary search with the error tolerance $10^{-6}$. We also show the asymptotic MSE of the optimizer obtained by applying CGMT to the $\ell_1$ optimization problem as in [49]. The parameter $\lambda$ in [49] is determined by minimizing the asymptotic MSE. From Fig. 2 we can see that the empirical performance and its prediction are close to each other. Moreover, they converge to the asymptotic MSE of the optimizer in the original $\ell_1$ optimization problem. Precisely, there is a slight difference between the empirical performance and its prediction. One of possible reasons is that the empirical performance is evaluated for finite $N$, whereas the large system limit $N \to \infty$ is assumed in the asymptotic analysis. Another reason is that we create the many realizations of $(S_k, Z_k, W_k)$ for the theoretical prediction instead of computing their exact distributions.

Next, we evaluate the MSE performance for different matrix structures. Figure 3 shows the MSE performance when $N = 500$, $M = 250$, $p_0 = 0.9$, $\sigma_v^2 = 0.001$, and $\rho = 0.1$. In the figure, ‘Gaussian’ means the performance when the measurement matrix $A$ is composed of i.i.d. Gaussian elements and satisfies Assumption 3.1. On the other hand, ‘Bernoulli’ shows the performance when each element of measurement matrix is drawn uniformly from $\{1/\sqrt{N}, -1/\sqrt{N}\}$. The empirical performance is obtained by averaging the results for 500 independent realizations of $x$, $A$, and $v$. From Fig. 3 we observe that the empirical performance for the both cases is close to the theoretical prediction obtained by Theorem 3.1 (or Corollary 3.1).

We then evaluate the effects of the parameter $\rho$ in ADMM. Figure 4 shows the asymptotic MSE performance for $\rho = 0.05, 0.2$, and 0.5. In the figure, we set $\Delta = 0.8$, $p_0 = 0.9$, and $\sigma_v^2 = 0.005$. We can see that the value of the parameter $\rho$ significantly affects the convergence speed of ADMM. By using the theoretical prediction obtained from Theorem 3.1 we can adjust $\rho$ to achieve the fast convergence.

**Example IV.2** (Binary Vector Reconstruction). We consider the reconstruction of a binary vector $x \in \{1, -1\}^N$ with

$$ p_X(x) = \frac{1}{2} (\delta_0(x-1) + \delta_0(x+1)). $$

A reasonable approach to reconstruct $x \in \{1, -1\}^N$ is the box relaxation method [54], [59] given by

$$ \minimize_{s \in [-1,1]^N} \frac{1}{2} \|y - As\|^2_2, $$

which is a convex relaxation of the maximum likelihood approach

$$ \minimize_{s \in \{1,-1\}^N} \frac{1}{2} \|y - As\|^2_2. $$

The asymptotic performance of the final estimate obtained by the box relaxation method has been analyzed with CGMT in [51]. The optimization problem \( \text{(24)} \) is equivalent to \( \text{(2)} \) with \( f(s) = \sum_{n=1}^{N} \psi(s_n) \), where
\[
\psi(s) = \begin{cases} 
0 & (s \in [-1, 1]) \\
\infty & (s \notin [-1, 1])
\end{cases}.
\]
Since the proximity operator of \( \psi(\cdot) \) is given by the projection to \([-1, 1] \), i.e.,
\[
\text{prox}_{\psi}(r) = \min(\max(r, -1), 1),
\]
we can perform ADMM in \( \text{(4)}–\text{(8)} \) by using \( \text{(27)} \). From Theorem III.1, we can predict the asymptotic performance of ADMM for the box relaxation method.

We evaluate the SER performance defined as \( \|\text{sign}(s^{(k)}) - x\|_0/N \), which is important performance measure in binary vector reconstruction. From Theorem III.1, we can predict the asymptotic SER performance by \( \text{E} \{\text{sign}(S_k) - X\} \). Although the sign function is not continuous, we can approximate the function to use the result of Theorem III.1 (cf. [51, Lemma A.4]). Figure 5 shows the SER performance of ADMM for \( \Delta = 0.7, 0.8, \) and \( 0.9 \), where \( N = 500, \sigma_x^2 = 0.04, \) and \( \rho = 0.1 \). The empirical performance is obtained by averaging 300 results for independent realizations of \( x, A, \) and \( \nu \). The theoretical prediction is computed by making 100,000 realizations of the random variables \( (S_k, Z_k, W_k) \). From Fig. 5, we observe that the empirical CDF agrees well with the theoretical prediction at each iteration. We can also see that the distributions concentrate near 1 and −1 as the iteration proceeds.

V. Conclusion

In this paper, we have analyzed the asymptotic behavior of ADMM for compressed sensing. By using recently developed CGMT framework, we have shown that the asymptotic distribution of the tentative estimate in ADMM is characterized by the stochastic process \( \{S_k\}_{k=1,2,...} \). The main theorem enables us to predict the error evolution of ADMM in the large system limit. We can also tune the parameter in ADMM from the asymptotic result. Simulation results show that the empirical performance obtained by ADMM and its theoretical prediction are close to each other in terms of MSE and SER in sparse vector reconstruction and binary vector reconstruction, respectively.

We here show some possible research directions based on the analysis in this paper. Although we consider the fixed parameter \( \rho \) in ADMM, it is possible to use the different parameter \( \rho_k \) at each iteration and predict the asymptotic performance in the same manner. The theoretical result in this case would provide the faster convergence of the algorithm. Moreover, both ADMM and CGMT can be applied to the convex optimization problem in the complex-valued domain [53], [60], [61]. It would be also an interesting topic to analyze the performance of ADMM for compressed sensing problems in the complex-valued domain, which often appear in communication systems.

Appendix A

Proof of Theorem III.1

In Appendices A, B, we provide the proof of the main theorem in Theorem III.1. Figure 7 shows the overview of the proof in the appendices.

The equations \( \text{(11)}–\text{(13)} \) in Theorem III.1 correspond to the updates \( \text{(4)}–\text{(8)} \) in ADMM, respectively. Since the updates of \( z^{(k)} \) and \( w^{(k)} \) are element-wise from Assumption III.2, we can see that these updates can be characterized by \( \text{(12)} \) and \( \text{(13)} \), respectively. Hence, it is sufficient to show that the behavior of \( s^{(k+1)} \) in \( \text{(4)} \) is characterized with the random variable \( S_{k+1} \) in \( \text{(14)} \). By applying the standard approach with CGMT to the optimization problem \( \text{(3)} \), we can obtain the following lemma, which implies that \( S_{k+1} \) has the probabilistic property of \( S^{(k+1)} \) in the asymptotic regime.

Lemma A.1. Let
\[
\mathcal{L} = \{\psi(\cdot, \cdot) : \mathbb{R} \times \mathbb{R} \to \mathbb{R} | \psi( \cdot, x) \text{ is Lipschitz continuous for any } x \in \mathbb{R}\}.
\]
For any function \( \psi(\cdot, \cdot) \in \mathcal{L} \), we have
\[
\lim_{N \to \infty} \frac{1}{N} \sum_{n=1}^{N} \psi \left( s_n^{(k+1)} - x_n, x_n \right) = E \left[ \psi \left( S_{k+1} - X, X \right) \right].
\]
To prove Theorem III.1, we show
\[ \lim_{N \to \infty} \text{Pr} \left( \left| \int gd\mu_{x(k+1)} - \int gd\mu_{S_{k+1}} \right| > \varepsilon \right) = 0 \]  \hspace{1cm} (30)
for any continuous compactly supported function \( g(\cdot) : \mathbb{R} \to \mathbb{R} \) and any \( \varepsilon > 0 \). Since the function \( g(\cdot) \) has a compact support, there exists a polynomial \( \nu(\cdot) : \mathbb{R} \to \mathbb{R} \) such that
\[ |g(x) - \nu(x)| < \frac{\varepsilon}{3} \]  \hspace{1cm} (31)
for any \( x \) in the support from the Stone-Weierstrass theorem [62]. We thus have
\[ \left| \int gd\mu_{x(k+1)} - \int gd\mu_{S_{k+1}} \right| < \frac{2}{3} \varepsilon. \]  \hspace{1cm} (32)
Since the polynomial \( \nu(\cdot) \) is Lipschitz on the compact support, we define \( \psi(e, x) = \nu(e + x) \) in Lemma A.1 and obtain
\[ \lim_{N \to \infty} \frac{1}{N} \sum_{n=1}^{N} \nu\left( s^{(k+1)}_n \right) = E\left[ \nu\left( S_{k+1} \right) \right]. \]  \hspace{1cm} (34)
Since we have (30) from (33) and (34), we can obtain \( \int gd\mu_{x(k+1)} \stackrel{P}{\to} \int gd\mu_{S_{k+1}} \) as \( N \to \infty \), which is the result of Theorem III.1.

Appendix A (Proof of Theorem III.1)
Obtain the asymptotic distribution of \( s^{(k+1)} \)

Appendix B (Proof of Lemma A.1)
Analyze (4) via CGMT framework

Appendix C (Proof of Lemma B.1)
Analyze the solution of (AO)

Construct \( \delta_{k+1} \)

Apply CGMT (Theorem I.1)

Show the convergence of \( \mu_{s(k+1)} \)

---

Fig. 6. Comparison between empirical CDF and its prediction in binary vector reconstruction (\( N = 500, M = 400, \sigma^2 = 0.001, \rho = 0.1 \)).

Fig. 7. Overview of Appendices A–C.

Proof: See Appendix B
To prove Theorem III.1 we show
\[
\lim_{N \to \infty} \text{Pr} \left( \left| \int gd\mu_{x(k+1)} - \int gd\mu_{S_{k+1}} \right| < \varepsilon \right) = 1 \quad (30)
\]
for any continuous compactly supported function \( g(\cdot) : \mathbb{R} \to \mathbb{R} \) and any \( \varepsilon > 0 \). Since the function \( g(\cdot) \) has a compact support, there exists a polynomial \( \nu(\cdot) : \mathbb{R} \to \mathbb{R} \) such that
\[
|g(x) - \nu(x)| < \frac{\varepsilon}{3} \quad (31)
\]
for any \( x \) in the support from the Stone-Weierstrass theorem [62]. We thus have
\[
\left| \int gd\mu_{x(k+1)} - \int gd\mu_{S_{k+1}} \right| < \frac{2}{3} \varepsilon. \quad (32)
\]
Since the polynomial \( \nu(\cdot) \) is Lipschitz on the compact support, we define \( \psi(e, x) = \nu(e + x) \) in Lemma A.1 and obtain
\[
\lim_{N \to \infty} \frac{1}{N} \sum_{n=1}^{N} \nu\left( s^{(k+1)}_n \right) = E\left[ \nu\left( S_{k+1} \right) \right]. \quad (34)
\]
Since we have (30) from (33) and (34), we can obtain \( \int gd\mu_{x(k+1)} \stackrel{P}{\to} \int gd\mu_{S_{k+1}} \) as \( N \to \infty \), which is the result of Theorem III.1.

\section*{Appendix B
Proof of Lemma A.1

We investigate the asymptotic behavior of the update equation (4). Since the analysis for the optimization problem (4) is based on the standard approach with CGMT [49], we omit some details and show only the outline of the proof. For details of the CGMT-based analysis, see [49–52] and references therein.

\subsection*{A. (PO) Problem}
We firstly define the error vector \( e = s - x \) to rewrite the optimization problem (4) as
\[
\min_{e \in \mathbb{R}^n} \frac{1}{N} \left\{ \frac{1}{2} \| A e - v \|_2^2 + \frac{\rho}{2} \| e + z^{(k)} + w^{(k)} \|_2^2 \right\}, \quad (35)
\]
where the objective function is normalized by \( N \). By using
\[
\frac{1}{2} \| A e - v \|_2^2 = \max_{u \in \mathbb{R}^M} \left\{ \sqrt{N} u^T(A e - v) - \frac{N}{2} \| u \|_2^2 \right\}, \quad (36)
\]
we can obtain the equivalent (PO) problem given by

\[
\min_{e \in \mathbb{R}^N} \max_{u \in \mathbb{R}^M} \left\{ \frac{1}{N} u^T (\sqrt{N} A) e - \frac{1}{\sqrt{N}} v^T u - \frac{1}{2} \|u\|_2^2 + \frac{1}{2} \frac{\rho}{N} \|e + x - z^{(k)} + w^{(k)}\|_2^2 \right\}. \tag{37}
\]

B. (AO) Problem

The corresponding (AO) problem is given by

\[
\min_{e \in S_e} \max_{u \in S_u} \left\{ \frac{1}{N} (\|e\|_2 g^T u - \|u\|_2 h^T e) - \frac{1}{\sqrt{N}} v^T u \right\}
- \frac{1}{2} \|u\|_2 \|e + x - z^{(k)} + w^{(k)}\|_2^2 \right\}. \tag{38}
\]

Although the constraint set of the problem (37) is unbounded, we can introduce a bounded constraint with sufficiently large constraint sets \(S_e\) and \(S_u\) to apply CGMT. (For details, see [49] Appendix A). Since both \(g\) and \(v\) are Gaussian, the vector \(\frac{\sqrt{N}}{N} g - v\) is also Gaussian with zero mean and the covariance matrix \(\frac{\|e\|_2^2}{N} + \sigma^2 I\). Hence, we can rewrite

\[
\left(\frac{\|e\|_2}{\sqrt{N}} g - v\right)^T u \sqrt{\frac{\|e\|_2^2}{N} + \sigma^2} g^T u \text{ with the slight abuse of notation, where } g \text{ has i.i.d. standard Gaussian elements. We apply this technique to (38), set } \|u\|_2 = \beta, \text{ and use the identity}
\]

\[
\chi = \min_{\alpha > 0} \left( \frac{\alpha}{2} + \frac{\chi^2}{2\alpha} \right) \tag{39}
\]

for \(\chi (> 0)\) to rewrite (38) as

\[
\min_{\alpha > 0} \max_{\beta > 0} \left\{ \frac{\alpha \beta \|g\|_2}{2 \sqrt{N}} + \frac{\beta \|g\|_2}{2 \alpha \sqrt{N}} - \frac{1}{2} \beta^2 + \frac{1}{N} \sum_{n=1}^N J_n^{(k+1)}(e_n, \alpha, \beta) \right\}, \tag{40}
\]

where

\[
J_n^{(k+1)}(e_n, \alpha, \beta) = \frac{\beta \|g\|_2}{2 \sqrt{N}} e_n - \beta h_n e_n + \rho \left( e_n + x_n - z_n^{(k)} + w_n^{(k)} \right)^2. \tag{41}
\]

The minimum value of \(J_n^{(k+1)}(e_n, \alpha, \beta)\) is achieved when

\[
\hat{e}_n^{(k+1)}(\alpha, \beta) = \frac{1}{\beta \|g\|_2} \left( 3h_n - \rho \left( x_n - z_n^{(k)} + w_n^{(k)} \right) \right). \tag{42}
\]

We then define \(\hat{s}_n^{(k+1)}(\alpha, \beta) = \hat{e}_n^{(k+1)}(\alpha, \beta) + x_n\), which is given by

\[
\hat{s}_n^{(k+1)}(\alpha, \beta) = \frac{1}{\beta \|g\|_2} \left( \frac{\beta \|g\|_2}{\alpha \sqrt{N}} \left( x_n + \sqrt{N} \frac{\|g\|_2}{\alpha} h_n \right) \right) + \rho \left( z_n^{(k)} - w_n^{(k)} \right). \tag{43}
\]

The optimization problem (40) can be rewritten as

\[
\min_{\alpha > 0} \max_{\beta > 0} \left\{ \frac{\alpha \beta \|g\|_2}{2 \sqrt{N}} + \frac{\beta \|g\|_2}{2 \alpha \sqrt{N}} - \frac{1}{2} \beta^2 + \frac{1}{N} \sum_{n=1}^N J_n^{(k+1)}(\alpha_n, \beta_n) \right\}, \tag{44}
\]

As \(N \to \infty\), the objective function of (44) converges pointwise to

\[
\frac{\alpha \beta \sqrt{\Delta}}{2} + \frac{\beta \|g\|_2}{2 \alpha \sqrt{N}} - \frac{1}{2} \beta^2 + E \left( J_n^{(k+1)}(\alpha, \beta) \right), \tag{45}
\]

where

\[
J_n^{(k+1)}(\alpha, \beta) = \frac{\beta \sqrt{\Delta}}{2 \alpha} \left( \hat{S}_{k+1}(\alpha, \beta) - X \right)^2 - \beta H \left( \hat{S}_{k+1}(\alpha, \beta) - X \right) + \frac{\rho}{2} \left( \hat{S}_{k+1}(\alpha, \beta) - Z_k + W_k \right)^2. \tag{46}
\]

and \(\hat{S}_{k+1}(\alpha, \beta)\) is defined in (14). Note that the function (45) is the objective function of (15) in Theorem III.1.

C. Applying CGMT

To apply CGMT for the above (PO) and (AO), we consider the conditions (i) and (ii) in Theorem II.1. We denote the optimal value of the objective function in (44) and the corresponding solution as \(\phi_{k,N}^*\) and \((\alpha_{k,N}^*, \beta_{k,N}^*)\), respectively. The optimal value of \(e\) in (AO) is given by \(e_n^{(k+1)}(\alpha_{k,N}^*, \beta_{k,N}^*) = \left[ e_1^{(k+1)}(\alpha_{k,N}^*, \beta_{k,N}^*) \ldots e_N^{(k+1)}(\alpha_{k,N}^*, \beta_{k,N}^*) \right]^T \) from (40)-(42). Moreover, let \(\varphi_k^*\) be the optimal value of the objective function in (15) (= (45)) and recall that \((\alpha_k^*, \beta_k^*)\) is the corresponding optimal value of \((\alpha, \beta)\). By a similar discussion to [51] Lemma IV.1], we have \(\phi_{k,N}^* \xrightarrow{P} \varphi_k^*\) and \((\alpha_{k,N}^*, \beta_{k,N}^*) \xrightarrow{P} (\alpha_k^*, \beta_k^*)\) as \(N \to \infty\). Thus, the optimal value of (AO) satisfies the condition (i) in Theorem II.1 for \(\varphi = \varphi^*\) and any \(\eta (> 0)\).

Next, we investigate the condition (ii) in Theorem III.1. We use the following lemma to construct the set \(S\) in CGMT.

Lemma B.1. For any function \(\psi(\cdot, \cdot) \in \mathcal{L}\) (\(\mathcal{L}\) is defined in (28)), we have

\[
\operatorname{plim}_{N \to \infty} \frac{1}{N} \sum_{n=1}^N \psi \left( \hat{s}_n^{(k+1)}(\alpha_n^*, \beta_n^*) - x_n, x_n \right) = E \psi \left( \hat{S}_{k+1}(\alpha_k^*, \beta_k^*) - X, X \right). \tag{47}
\]

Proof: See Appendix C

From Lemma B.1 we define

\[
S_{k+1} = \left\{ z \in \mathbb{R}^N \left| \frac{1}{N} \sum_{n=1}^N \psi(z_n, x_n) - E \psi \left( \hat{S}_{k+1}(\alpha_k^*, \beta_k^*) - X, X \right) < \varepsilon \right. \right\}. \tag{48}
\]
and obtain $s_n^{(k+1)}(\alpha_k^*, \beta_k^*) \in S_{k+1}$ with probability approaching 1 for any $\varepsilon (> 0)$. By using the strong convexity of $J_n^{(k+1)}(\epsilon_n, \alpha, \beta)$ over $\epsilon_n$, we can see that there exists a constant $\eta$ satisfying the condition (ii) in CGMT with $\epsilon_{k+1}$. Hence, from CGMT, Lemma B.1 holds not only for the optimizer of (AO) in (38) but also for that of (PO) in (37), i.e., we have

$$\lim_{N \to \infty} \frac{1}{N} \sum_{n=1}^{N} \psi \left( s_n^{(k+1)} - x_n, x_n \right) = E \left[ \psi \left( \tilde{S}_{k+1} - X, X \right) \right].$$

(49)

**APPENDIX C**

**PROOF OF LEMMA B.1**

Define

$$s_n^{(k+1)}(\alpha, \beta) = \frac{1}{\beta \sqrt{\Delta}} \frac{\alpha \sqrt{\Delta}}{\alpha + \rho} \left( x_n + \frac{\alpha \sqrt{\Delta}}{\alpha + \rho} h_n \right) + \rho \left( \tilde{z}_n^{(k)} - w_n^{(k)} \right),$$

where we replace $\frac{1}{\sqrt{N}} g$ in (48) with its asymptotic value $\sqrt{\Delta}$.

From the law of large numbers, we have

$$\lim_{N \to \infty} \frac{1}{N} \sum_{n=1}^{N} \psi \left( s_n^{(k+1)}(\alpha_k^*, \beta_k^*) - x_n, x_n \right) = E \left[ \psi \left( \tilde{S}_{k+1}(\alpha_k^*, \beta_k^*) - X, X \right) \right].$$

(51)

Thus, it is sufficient to show

$$\lim_{N \to \infty} \frac{1}{N} \sum_{n=1}^{N} \psi \left( s_n^{(k+1)}(\alpha_k^*, \beta_k^*) - x_n, x_n \right) - \frac{1}{N} \sum_{n=1}^{N} \psi \left( s_n^{(k+1)}(\alpha_k^*, \beta_k^*) - x_n, x_n \right) = 0.$$  

(52)

Since $\psi(\cdot, x_n)$ is Lipschitz, there is a constant $C_\psi (> 0)$ such that

$$\left| \frac{1}{N} \sum_{n=1}^{N} \psi \left( s_n^{(k+1)}(\alpha_k^*, \beta_k^*) - x_n, x_n \right) - \frac{1}{N} \sum_{n=1}^{N} \psi \left( s_n^{(k+1)}(\alpha_k^*, \beta_k^*) - x_n, x_n \right) \right| \leq \frac{C_\psi}{N} \sum_{n=1}^{N} \left| s_n^{(k+1)}(\alpha_k^*, \beta_k^*) - s_n^{(k+1)}(\alpha_k^*, \beta_k^*) \right| \leq 0 \quad (N \to \infty),$$

(53)

(54)

which completes the proof.
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