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Abstract

We study the identification and estimation of long-term treatment effects by combining short-term experimental data and long-term observational data subject to unobserved confounding. This problem arises often when concerned with long-term treatment effects since experiments are often short-term due to operational necessity while observational data can be more easily collected over longer time frames but may be subject to confounding. In this paper, we uniquely tackle the challenge of persistent confounding: unobserved confounders that can simultaneously affect the treatment, short-term outcomes, and long-term outcome. In particular, persistent confounding invalidates identification strategies in previous approaches to this problem. To address this challenge, we exploit the sequential structure of multiple short-term outcomes and develop three novel identification strategies for the average long-term treatment effect. Based on these, we develop estimation and inference methods with asymptotic guarantees. To demonstrate the importance of handling persistent confounders, we apply our methods to estimate the effect of a job training program on long-term employment using semi-synthetic data.
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1 Introduction

Empirical researchers and decision-makers are often interested in learning the long-term treatment effects of interventions. For example, labor economists are interested in the effect of early childhood education on lifetime earnings [Chetty et al., 2011], marketers are interested in the effects of promotions on long-term revenue [Yang et al., 2020a], online platforms are interested in the effects of webpage designs on users’ long-term behaviors [Hohnhold et al., 2015]. Since a long-term effect can be quite different from short-term effects [Kohavi et al., 2012], accurately evaluating the long-term effect is both difficult and crucial for comprehensively understanding the intervention of interest.

Learning long-term treatment effects is very challenging in practice because long-term outcomes are seldom observed within the time frame of randomized experiments. For example, randomized experiments in online platforms (often termed A/B tests within that context) usually last for only a few weeks, and practitioners in the industry commonly recognize evaluation of long-term effects as a paramount challenge [Gupta et al., 2019]. In contrast, observational data are often easier and cheaper to acquire and can be collected retroactively, so they are more likely to include long-term
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outcome observations. Nevertheless, observational data are susceptible to unmeasured confounding, which can lead to biased treatment effect estimates. Therefore, long-term causal inference is very challenging using only experimental or observational data, either due to missing long-term outcome (in experimental data) or unmeasured confounding (in observational data).

In this paper, we study the identification and estimation of long-term treatment effects by combining both experimental and observational data. By combining these two different types of data, we hope to leverage their complementary strengths, i.e., the randomized treatment assignments in the experimental data and the long-term observations in the observational data. In particular, we aim to tackle the presence of persistent confounding in the observational data, which cannot be generally ruled out. That is, we allow some unobserved confounders to have persistent effects in the sense that they can affect not only the short-term outcomes but also the long-term outcome. Persistent confounders are prevalent in long-term studies. For example, in studying early childhood education’s effect on lifetime earnings, students’ innate intelligence and/or familial support systems can affect both short-term and long-term earnings. Our setup is summarized in the causal diagrams in Figure 1.

A few previous works also consider data combination for long-term causal inference. Athey et al. [2019], in a setting where the observational sample contains no information on the treatment, rely on a surrogate criterion first proposed by Prentice [1989]. Athey et al. [2020], in the same setting as considered in the current paper, assume a latent unconfoundedness condition. While these conditions make no explicit reference to persistent confounding and its absence, a nontrivial persistent confounder can generally violate these (see Appendix A for details). At the same time, both settings are just identified, meaning the conditions imposed are minimal. Therefore, some other conditions are needed in their place to guarantee identification while permitting more general persistent confounding.

In this paper, we leverage an assumed sequential structure between multiple short-term outcomes to tackle long-term causal inference in the presence of persistent confounders. Our new identification and estimation strategies are based on using short-term outcomes as proxy variables for the persistent confounders. To the best of our knowledge, this is the first time that the internal structure of short-term outcomes is used to address unmeasured confounding in long-term causal inference. Indeed, although Athey et al. [2019, 2020] also advocate using multiple short-term outcomes, they view them as a whole without leveraging their internal structure. Our work therefore also provides new insights on the special role of using multiple short-term outcomes in long-term causal inference.

Our contributions are summarized as follows:

- We propose three novel identification strategies for the average long-term treatment effect in the presence of persistent confounders. These identification strategies rely on three groups of short-term outcomes, where two of these groups are used as informative proxy variables for the unobserved confounders (Assumption 5). These short-term outcomes, together with the long-term outcome, are assumed to follow a sequential structure encapsulated in a conditional independence condition (Assumption 4).

- Based on each of the three identification strategies, we propose corresponding estimators for the average long-term treatment effect. These estimators involve fitting two nuisance functions that are defined as solutions to two conditional moment equations. Our estimation procedures accommodate any nuisance estimator among many existing ones. We provide high level conditions for the asymptotic consistency and asymptotic normality of our estimators.

- We evaluate the performance of our proposed estimators based on large-scale experimental
Figure 1: Causal diagrams for observational and experimental data with persistent confounders. Here $A$ denotes the treatment, $S$ denotes (multiple) short-term outcomes, $Y$ denotes the long-term outcome, $X$ denotes covariates, and $U$ denotes unobserved confounders. Confounders $U$ in both samples and the long-term outcome $Y$ in the experimental data are unobserved, so they are indicated by dashed circles. Note that unobserved confounders $U$ can simultaneously affect short-term outcomes $S$ and the long-term outcome $Y$.

data for a job-training program with long-term employment observations. We combine part of the experimental data and some semi-synthetic observational data with realistic persistent confounding. We demonstrate that due to the persistent confounding, our proposed estimators have smaller error than estimators that do not handle persistent confounding.

The rest of this paper is organized as follows. We first review the related literature in Section 2 and set up our problem in Section 3. Then we discuss our identification strategies in Section 4, where each subsection features one different identification strategy. In Section 5, we present our long-term treatment effect estimators and analyze their asymptotic properties. We further discuss some extensions in Section 6. In Section 7, we illustrate the performance of methods in a semi-synthetic experiment. We finally conclude this paper in Section 8.

2 Related Literature

2.1 Surrogates

Our paper is related to a large body of biostatistics literature on surrogate outcomes; see reviews in Weir and Walley [2006], VanderWeele [2013], Joffe and Greene [2009].

These literature consider using the causal effect of an intervention on a surrogate outcome (e.g., patients’ short-term health) as a proxy for its treatment effect on the outcome of primary interest (e.g., long-term health). To this end, many criteria have been proposed to ensure the validity of the surrogate outcome. Examples include the statistical surrogate criterion [Prentice, 1989], principal surrogate criterion [Frangakis and Rubin, 2002], consistent surrogate criterion [Chen et al., 2007], among many others. However, these criteria can easily run into a logical paradox [Chen et al., 2007] or rely on unidentifiable quantities, showing the challenge of causal inference when the primary outcome is completely missing. When multiple surrogates are available, Wang et al. [2020], Price et al. [2018] consider transforming these surrogates to optimally approximate the primary outcome. Their approaches can avoid the surrogate paradox discussed in Chen et al. [2007]. Nevertheless, learning surrogate transformations requires having experimental data with long-term outcome observations.

In contrast, our paper does not need long-term outcome observations in the experimental data but only need them in observational data. Moreover, our paper does not view short-term outcomes as proxies for the long-term outcome, so we avoid these previous surrogate criteria. Instead, we view
them as proxies for unobserved confounders to correct for confounding bias. See also discussions in Section 2.3.

2.2 Data Combination for Long-term Causal Inference and Decision-Making

Following Athey et al. [2019], some recent literature also combine experimental and observational data, and rely on the statistical surrogate criterion, either to estimate cumulative treatment effects in dynamic settings [Battocchi et al., 2021] or learn long-term optimal treatment policies [Yang et al., 2020a, Cai et al., 2021b]. Chen and Ritzwoller [2021] derive the efficiency lower bound for average long-term treatment effect in settings of Athey et al. [2019] and Athey et al. [2020]. Singh [2021, 2022] further develop debiased long-term treatment effect estimators based on machine learning nuisance estimation. In contrast, Kallus and Mao [2020], Cai et al. [2021a] combine two datasets that both satisfy unconfoundedness. Still, all of these works rule out persistent confounding, which is the main problem tackled in this paper.

A concurrent and independent work by Ghassami et al. [2022] uses alternative conditions or additional variables to alleviate latent confounding in long-term causal inference. They propose three different identification strategies, and their proximal data fusion strategy is closely related to our approach in Sections 4.1 and 4.2 and appendix D.1. Their approach requires auxiliary proxy variables satisfying certain generic conditions (in addition to the short-term outcomes). In contrast, our work specifically leverages the special sequential structure of multiple short-term outcomes and shows how such short-term outcomes can proxy the confounders. This obviates the need to search for external proxy variables and allows us to understand the different types of confounders and which need to be controlled (see appendix E.2). Importantly, we develop both estimation and inference methods with theoretical guarantees and validate them in a concrete case study. Moreover, we provide an alternative control function identification strategy in Section 6.2 and study how the short-term outcomes may help weaken a widely assumed external validity condition in Appendix E.3. These results have no analogues in Ghassami et al. [2022].

There is also growing interest in combining experimental and observational data to improve, rather than enable, causal inference [e.g., Chen et al., 2021, Cheng and Cai, 2021, Yang et al., 2020b,c, Colnet et al., 2020, Kallus et al., 2018, Rosenman et al., 2022, 2020, Yang and Ding, 2019]. In these works, the outcome of interest is observed in both types of data, so causal-effect identification is already guaranteed by the experimental data. Instead, the aim of the data combination is to reduce variance. In contrast to these works, in our setting, data combination is crucial for causal identification since any one data set alone cannot identify the long-term treatment effect.

2.3 Proximal Causal Inference

Our identification proposals are related to how proximal causal inference deals with unmeasured confounding by leveraging proxy variables [Tchetgen Tchetgen et al., 2020]. The seminal work of Miao et al. [2016] demonstrated the identification of treatment effects with unobserved confounders given two different types of proxy variables: negative control outcomes, which are not affected by the treatment, and negative control treatments, which do not affect the outcome. Since then, a series of works have proposed a variety of different estimation methods based on this identification strategy [Kallus et al., 2021, Ghassami et al., 2021b, Deaner, 2021, Singh, 2020, Miao and Tchetgen, 2018, Shi et al., 2020, Mastouri et al., 2021, Cui et al., 2020]. The proximal causal inference framework has also been extended to longitudinal data analysis [Imbens et al., 2021, Ying et al., 2021, Shi et al., 2021], mediation analysis [Dukes et al., 2021, Ghassami et al., 2021a], and off-policy evaluation and learning [Bennett and Kallus, 2021, Tennenholtz et al., 2020, Qi et al., 2021, Xu et al., 2021].
The existing proximal causal inference literature focus on a single observational dataset. In contrast, in this paper we consider combining observational and experimental data. We view short-term outcomes as proxy variables for persistent unmeasured confounders. However, all of these short-term outcomes can be affected by the treatment (see Figure 3 below), so they do not satisfy the proxy conditions in Miao et al. [2016]. In this paper, we establish novel identification strategies that leverage the additional experimental data. See also discussions in Remark 2.

3 Problem Setup

We consider a binary treatment variable \( A \in \mathcal{A} = \{0, 1\} \) where \( A = 1 \) stands for the treated group and \( A = 0 \) stands for the control group. We are interested in the treatment effect on a long-term outcome. Based on the potential outcome framework [Rubin, 1974], we postulate potential long-term outcomes \( Y(0) \in \mathcal{Y} \subseteq \mathbb{R} \) and \( Y(1) \in \mathcal{Y} \subseteq \mathbb{R} \), which would be realized were the treatment assignment equal 0 and 1, respectively. In reality, we can observe at most one of the potential outcomes per unit, corresponding to the actual treatment assignment, \( Y = Y(A) \).

We may in fact observe neither potential long-term outcome in short-term experiments that end before these long-term outcomes can be observed. Nevertheless, it is usually still possible to observe some short-term outcomes. We postulate potential short-term outcomes \( S(1) \in \mathcal{S} \), \( S(0) \in \mathcal{S} \), and denote the observable realized short-term outcomes as \( S = S(A) \). In this paper, we consider multiple short-term outcomes, so we generally understand \( S \) as a vector. We discuss our assumptions on the inner structure of these short-term outcomes in section 3.2. Additionally, we can observe some pre-treatment covariates denoted as \( X \in \mathcal{X} \).

We have access to two samples: an observational (O) sample with \( n_O \) units and an experimental (E) sample with \( n_E \) units. We suppose that the observational sample is a random sample from the population of interest, where for each unit \( i \) we can observe independently and identically distributed tuples \( (X_i, A_i, S_i, Y_i) \). The experimental sample may be a selective sample from the same population, where for each unit \( i \) we only observe \( (X_i, A_i, S_i) \), but not the long-term outcome.

We use a binary indicator \( G_i \in \{E, O\} \) to denote which sample a unit \( i \) belongs to. Without loss of generality, we can consider a combined i.i.d sample of size \( n = n_O + n_E \) from an artificial super-population, namely, \( \mathcal{D} = \{(G_i, X_i, A_i, S_i, Y_i) : G_i = O, i = 1, \ldots, n_O + n_E\} \). We use \( \mathbb{P} \) and \( \mathbb{E} \) to denote the probability measure and expectation with respect to this super-population, and use \( p(\cdot) \) to denote the associated probability density function or probability mass function, as appropriate. We also denote the observational and experimental subsamples as \( \mathcal{D}_O \) and \( \mathcal{D}_E \), respectively.

Our aim is to combine the observational and experimental samples in order to learn the long-term treatment effect on the population associated with the observational data:

\[
\tau = \mu(1) - \mu(0),
\]

where \( \mu(a) = \mathbb{E}[Y(a) \mid G = O] \).

Our results easily extend to the average on the experimental or combined population. We focus on \( \tau \) above for concreteness and we believe it captures the most commonly relevant estimand.

3.1 Basic Assumptions Characterizing the Observational and Experimental Data

We now describe the basic assumptions that characterize the experimental and observational data sets as such. Unless otherwise stated, all of these assumptions are maintained throughout this paper.
The observational data is generally confounded, that is, conditioning only on $X$ does not render the treatment assignment independent of the potential short-term and long-term outcomes. Instead, there exist some unobserved confounders $U \in \mathcal{U}$ that are needed to account for the association between treatment and potential outcomes. See Figure 2a for a single world intervention graph illustration [Richardson and Robins, 2013] when intervening on the variable $A$.

**Assumption 1 (Observational data).** For $a \in \{0,1\}$,

$$ (Y(a), S(a)) \perp A \mid U, X, G = O, \quad (2) $$

and $0 < \Pr(A = 1 \mid U, X, G = O) < 1$ almost surely.

Equation (2) means that $U$ and $X$ together account for all confounding in the observational data, and generally the observed covariates $X$ alone are not enough. Moreover, we impose the overlap condition $0 < \Pr(A = 1 \mid U, X, G = O) < 1$, which is a standard assumption in causal inference literature. Note that the existence of $U$ is without loss of generality because we can always take it to be the potential outcomes themselves. Because of the unobserved confounders $U$, the observational data alone is not enough to identify the treatment effect parameter $\tau$ in eq. (1).

In contrast to the observational data, the treatment assignments are assigned completely at random in the experimental data. See Figure 2b for a single world intervention graph illustration.

**Assumption 2 (Experimental Data).** For $a \in \{0,1\}$,

$$ (Y(a), S(a), U, X) \perp A \mid G = E, \quad (3) $$

and $0 < \Pr(A = 1 \mid G = E) < 1$ almost surely.

Although unconfounded, the experimental data do not contain long-term outcome observations, so the experimental data alone is not enough to identify the treatment effect either. This motivates us to combine the observational and experimental data. To this end, we further impose the following assumption permitting such combination.

**Assumption 3 (External Validity).** For any $a \in \{0,1\}$,

$$ (S(a), U, X) \perp G, \quad (4) $$

and, almost surely,

$$ \frac{p(U, X \mid A = a, G = E)}{p(U, X \mid A = a, G = O)} < \infty. \quad (5) $$
Assumption 3 ensures that the two samples have enough commonality so it is meaningful to combine them. Equation (4) in Assumption 3 means that the experimental data has external validity, in that the distribution of $(S(a), U, X)$ in the experimental data is the same as that in the observational data (i.e., the population of interest). Similar assumptions also appear in previous literature that attempt to combine different samples [e.g., Athey et al., 2020, 2019, Kallus and Mao, 2020].

In Section 6 we further relax eq. (4) to allow the distributions of covariates $X$ to be different in the two samples. Note that eq. (4) already allows the distributions of potential long-term outcome $Y(a)$ in the experimental and observational data to be different, so that the long-term treatment effect on the experimental population can be different from our target.

Equation (5) in Assumption 3 means that the conditional distributions of $(U, X) | A$ on the experimental and observational data have enough overlap, which is also a common assumption in missing data literature [Tsiatis, 2007].

3.2 Three Groups of Short-term Outcomes

To address general persistent confounding, we need some additional structure on the short-term outcomes. In this paper, we consider leveraging multiple, sequential short-term outcomes. In particular, we consider a partitioning of the short-term outcomes into three groups sorted in a temporal order, writing the potential short-term outcomes as $S(a) = (S_1(a), S_2(a), S_3(a)) \in S_1 \times S_2 \times S_3$ and their observed counterparts as $S = (S_1, S_2, S_3)$. Given this partitioning, we assume the following conditional independence structure for the potential short-term and long-term outcomes.

**Assumption 4 (Sequential Outcomes).** For $a \in \{0, 1\}$,

\[
(Y(a), S_3(a)) \perp S_1(a) | S_2(a), U, X, G = O,
\]  

(6)

Assumption 4 requires that the effect of the first short-term outcome on the last short-term outcome and the long-term outcome is mediated by the intermediate short-term outcome. Nonetheless, all outcomes can be related by unobserved confounders, even in the experimental data, and the treatment can affect all outcomes both directly and indirectly. This captures the sequential structure of the short-term and long-term outcomes (see Figure 3 for an example). For example, it holds when the potential outcomes follow autoregressive structural equations of suitable orders (see Example 2 below for a simple instance). Moreover, it holds when the potential outcomes $S_1(a), S_2(a), S_3(a), Y(a)$ follow a Markov process, conditional on $U, X$. Markov models are widely used in social sciences such as for modeling the dynamics of labor markets [Poterba and Summers, 1986, Mohapatra et al., 2007] as well as in medical sciences for modeling chronic-disease progression [Marshall and Jones, 1995, Liu et al., 2013, Kay, 1986, Liu et al., 2013]. Note that previous work
with multiple short-term outcomes usually views them as a single vector of short-term outcomes, and does not put any structure on them \cite[e.g.,][]{Athey2019,Kallus2020}. In contrast, assuming a sequential internal structure among these (Assumption 4) allows us to address the challenge of persistent confounding, as we demonstrate in the next section.

We further assume that short-term outcomes \((S_1, S_3)\) are sufficiently affected by the unobserved confounders \(U\), formalized in the following completeness conditions.

\textbf{Assumption 5 (Completeness Conditions).} For any \(s_2 \in S_2, a \in \{0, 1\}, x \in \mathcal{X}\),

1. If \(\mathbb{E}[g(U) \mid S_3, S_2 = s_2, A = a, X = x, G = O] = 0\) holds almost surely, then \(g(U) = 0\) almost surely.

2. If \(\mathbb{E}[g(U) \mid S_1, S_2 = s_2, A = a, X = x, G = O] = 0\) holds almost surely, then \(g(U) = 0\) almost surely.

These completeness conditions require that the short-term outcomes \((S_1, S_3)\) are strongly dependent with the unobserved confounders, and they have sufficient variability relative to the unobserved confounders \(U\). Under these conditions, \((S_1, S_3)\) can be viewed as strong proxy variables\(^1\) for the unobserved confounders \(U\). Completeness assumptions have been used extensively in recent literature on proximal causal inference \cite{Miao2016,Shi2020,Miao2018,Cui2020,Kallus2021}. However, these literature require proxy variables that are not causally affected by the treatment, termed negative controls. In contrast, here both of \((S_1, S_3)\) can be affected by the treatment and thus do not directly fit into this previous literature.

While in the main text we simply consider a single set of unobserved confounders \(U\) that affect everything, in Appendix E.2 we further dissect persistent confounders into groups of variables and show that some unobserved confounders can be ignored and simply excluded from \(U\), relaxing some of the above assumptions.

\section{Identification}

In this section, we establish three novel identification strategies for the average long-term treatment effect in presence of general persistent confounding.

\subsection{Identification via Outcome Bridge Function}

We first introduce the concept of an outcome bridge function, which will play an important role in our first identification strategy.

\textbf{Assumption 6 (Outcome Bridge Function).} There exists an outcome bridge function \(h_0 : S_3 \times S_2 \times A \times \mathcal{X} \to \mathbb{R}\) defined as follows:

\[
\mathbb{E}[Y \mid S_2, A, U, X, G = O] = \mathbb{E}[h_0(S_3, S_2, A, X) \mid S_2, A, U, X, G = O]. \tag{7}
\]

According to Equation (7), an outcome bridge function \(h_0\) gives a transformation of short-term outcomes \((S_3, S_2)\), treatment \(A\), and covariates \(X\), such that the confounding effects of the unmeasured variables \(U\) on this transformation can reproduce those on the long-term outcome \(Y\). So we can expect outcome bridge functions to be useful in tackling unmeasured confounding.

\(^1\)Note that we do not require \(S_2\) to be strong proxy variables. Instead, we only require \(S_2\) to block the path between \(S_1\) and \(S_3\) as depicted in Figure 3, so that Assumption 4 is plausible.
In general nonparametric settings, Assumption 6 holds as a consequence of Assumption 5 condition 1 and some additional technical conditions. See Appendix C for details. In some special cases detailed below, we can both directly guarantee Assumption 6 and describe the functional form of outcome bridge functions.

**Example 1 (Discrete Setting).** Suppose that \( S_1 = S_2 = S_3 = \{s(j) : j = 1, \ldots, M_s\} \) and \( U = \{u(k) : k = 1, \ldots, M_u\} \). For any \( s_2 \in S_2, a \in A, x \in X \), let \( E[Y \mid s_2, a, U, x] \in \mathbb{R}^{M_u} \) denote the vector whose \( k \)th element is \( E[Y \mid s_2 = s_2, A = a, U = u(k), X = x, G = O] \) and \( P(S_3 \mid s_2, a, U, x) \in \mathbb{R}^{M_s \times M_u} \) the matrix whose \((j,k)\)th element is \( P(S_3 = s(j) \mid S_2 = s_2, A = a, U = u(k), X = x, G = O) \). The existence of an outcome bridge function in Assumption 6 is equivalent to the existence of a solution \( z \in \mathbb{R}^{M_s} \) to the following linear equation system for any \( s_2 \in S_2, a \in A, x \in X \):

\[
P(S_3 \mid s_2, a, U, x) \top z = E[Y \mid s_2, a, U, x] \tag{8}
\]

A sufficient condition for the existence of solutions to Equation (8) is that the matrix \( P(S_3 \mid s_2, a, U, x) \) has a full column rank for any \( s_2 \in S_2, a \in A, x \in X \). This full column rank condition means that \( S_3 \) are strongly dependent with \( U \) and it requires that the number of possible values of \( S_3 \) (i.e., \( M_s \)) is no smaller than the number of possible values of \( U \) (i.e., \( M_u \)). In this example, the full column rank sufficient condition is equivalent to the completeness condition in Assumption 5 condition 1.

**Example 2 (Linear Model).** Suppose that \((Y, S_3, S_2, S_1)\) are generated from the following linear structural equation system:

\[
Y = \tau_y A + \alpha_y \top S_3 + \beta_y \top X + \gamma_y \top U + \epsilon_y,
\]

\[
S_j = \tau_j A + \alpha_j S_{j-1} + \beta_j X + \gamma_j U + \epsilon_j, \quad j \in \{3, 2\}
\]

\[
S_1 = \tau_1 A + \beta_1 X + \gamma_1 U + \epsilon_1,
\]

where \( \tau_y, (\tau_j, \alpha_y, \beta_y, \gamma_y), (\alpha_j, \beta_j, \gamma_j) \) are scalars, vectors, and matrices of conformable sizes, respectively, and \( \epsilon_y, \epsilon_j \) are independent mean-zero noise terms such that \( \epsilon_y \perp (S, A, U, X) \) and \( \epsilon_j \perp (S_{j-1}, \ldots, S_1, A, U, X) \). Assumption 6 holds if there exists a solution \( \omega \) to the linear equation \( \gamma_3 \top \omega = \gamma_y \), since for any such \( \omega \), it can be easily shown that a valid outcome bridge function is

\[
h_0(s_3, s_2, a, x) = \theta_3 \top s_3 + \theta_2 \top s_2 + \theta_1 a + \theta_0 \top x,
\]

where \( \theta_3 = \omega + \alpha_y, \theta_2 = -\alpha_3 \top \omega, \theta_1 = \tau_y - \tau_3 \top \omega, \theta_0 = \beta_y - \beta_3 \top \omega \). Therefore, a sufficient condition for the existence of outcome bridge functions is that \( \gamma_3 \) has a full column rank. This full-column-rank condition again means that \( S_3 \) is sufficiently informative for the unobserved confounders \( U \).

Note that outcome bridge functions in Equation (7) are defined in terms of unobserved confounders, so we cannot directly use this definition to learn outcome bridge functions from observed data. In the following lemma, we give an alternative characterization of outcome bridge functions, only in terms of distributions of observed data.

**Lemma 1.** Under Assumptions 1 to 4, the completeness condition in Assumption 5 condition 2 and Assumption 6, any function \( h_0 \) that satisfies

\[
E[Y \mid S_2, S_1, A, X, G = O] = E[h_0(S_3, S_2, A, X) \mid S_2, S_1, A, X, G = O] \tag{9}
\]

is also a valid outcome bridge function in the sense of Equation (7).
In Lemma 1, we assume the completeness condition in Assumption 5 condition 2, which requires the short-term outcomes $S_1$ to be informative enough for the unobserved confounders $U$. Under this additional assumption, outcome bridge functions can be equivalently characterized by the conditional moment equation in Equation (9). Note that Equation (9) simply replaces the unobserved confounders $U$ in Equation (7) by the observed short-term outcomes $S_1$. The resulting conditional moment equation only depends on observed variables.

We finally establish the identification of the average long-term treatment effect in the following theorem.

**Theorem 1.** Under the conditions of Lemma 1, the average long-term treatment effect is identifiable: for any function $h_0$ satisfying Equation (9), at least one of which exists, we have

$$
\tau = E[h_0(S_3, S_2, A, X) \mid A = 1, G = E] - E[h_0(S_3, S_2, A, X) \mid A = 0, G = E].
$$

(10)

Theorem 1 states that the average long-term treatment effect can be recovered by marginalizing any outcome bridge function (which is defined on the observational data distribution) over the experimental data distribution. This shows how observational and experimental data can be combined together to identify the long-term treatment effect.

**Remark 1** (Connection to Athey et al. [2020]). The proposed identification strategy in Equation (10) can be viewed as a generalization of that in Athey et al. [2020]. When there only exist short-term confounders, Athey et al. [2020] shows that we only need a single group of short-term outcomes. We can let $S_1 = S_3 = \emptyset$ and $S = S_2$, then $h_0(S_2, A, X) = E[Y \mid S, A, X, G = O]$ is the unique solution to Equation (9), and it can be plugged into Equation (10) to identify the average long-term treatment effect. This recovers the identification strategy in Theorem 1 of Athey et al. [2020] when specialized to the case of Assumption 3 (Corollary 1 in Appendix D.1 recovers it in the general case; see discussions therein). Of course, when persistent confounding is present this identification fails and instead Theorem 1 provides a more general identification strategy that can leverage structure in the surrogates to handle persistent confounders.

### 4.2 Identification via Selection Bridge Function

The second identification strategy involves an alternative function called selection bridge function.

**Assumption 7** (Selection Bridge Function). There exists a selection bridge function $q_0 : S_2 \times S_1 \times A \times X \rightarrow \mathbb{R}$ defined as follows:

$$
p(S_2, U, X \mid A, G = E) \frac{p(S_2, U, X \mid A, G = O)}{p(S_2, U, X \mid A, G = O)} = E[q_0(S_2, S_1, A, X) \mid S_2, A, U, X, G = O].
$$

(11)

According to Equation (11), a selection bridge function $q_0$ gives a transformation of short-term outcomes $(S_2, S_1)$, treatment $A$, and covariates $X$, which can adjust for distributional differences between the experimental and observational data. In Appendix G.1 Lemma 7, we prove that under assumption 3, the density ratio in left hand side of Equation (11) is almost surely finite, so Equation (11) is well-defined.

In general nonparametric models, the existence of a selection bridge function can be ensured by the completeness condition in Assumption 5 condition 2 and some additional technical conditions. See Appendix C for details. This means that a selection bridge function exists when the short-term outcomes $S_1$ are sufficiently informative for the unobserved confounders $U$. We can also derive more specialized existence conditions for Examples 1 and 2 (see Appendix B).
Again, selection bridge functions in Equation (11) are defined in terms of unobserved confounders. Below, we derive alternative characterizations in terms of distributions of observed variables.

**Lemma 2.** Under assumptions 1 to 4, the completeness condition in Assumption 5 condition 1, and Assumption 7, any function \( q_0 \) that satisfies

\[
p(S_3, S_2, X \mid A, G = E) = \mathbb{E}[q_0(S_2, S_1, A, X) \mid S_3, S_2, A, X, G = O]
\]

is also a valid selection bridge function in the sense of Equation (11).

In Lemma 2, we assume the completeness condition in Assumption 5 condition 1, which requires the short-term outcomes \( S_3 \) to be informative enough for the unobserved confounders \( U \). Under this additional assumption, selection bridge functions can be equivalently characterized by the conditional moment equation in Equation (12), which involves only observed variables. Equation (12) is a direct analogue to Equation (11), replacing \( U \) in Equation (11) by \( S_3 \) in Equation (12). We can also equivalently express Equation (12) as follows

\[
\mathbb{E}
\left[
\mathbb{I}(G = O)\left(\frac{\mathbb{P}(G = E \mid A)}{\mathbb{P}(G = O \mid A)}q_0(S_2, S_1, A, X) + 1\right) \mid S_2, S_1, A, X
\right] = 1.
\]

Equation (13) is a more convenient formulation for estimation as it does not involve any conditional density function.

**Theorem 2.** Under conditions in Lemma 2, the average long-term treatment effect is identifiable: for any function \( q_0 \) that satisfies Equation (12) or Equation (13), at least one of which exists, we have

\[
\tau = \mathbb{E}[q_0(S_2, S_1, A, X) | A = 1, G = O] - \mathbb{E}[q_0(S_2, S_1, A, X) | A = 0, G = O].
\]

Theorem 2 states that the average long-term treatment effect can be also identified by any selection bridge function. This provides an alternative to the identification strategy based on outcome bridge functions in Theorem 1.

**Remark 2** (Comparison with Proximal Causal Inference). As we discussed in Section 2.3, our identification strategies are related to identification in the proximal causal inference literature. Indeed, we also take a proxy-variable perspective, viewing short-term outcomes \( (S_1, S_3) \) as proxy variables for the unobserved confounders \( U \). Moreover, the characterization for outcome bridge function \( h_0 \) given in Equation (9) has an analogue in Miao and Tchetgen [2018].

Nevertheless, our setting is substantially different from the existing proximal causal inference literature. The short-term outcomes \( (S_1, S_3) \) are both affected by the treatment, so they do not satisfy the proxy conditions in Miao et al. [2016]. Our identification strategies also feature a novel use of the experimental data. This is crucial in our setting, whereas proximal causal inference focuses on observational data only. Notably, our identification strategy in Theorem 2 relies on a new selection bridge function. This bridge function, as defined in eq. (12), is specialized to our data combination setting, without direct analogue in the existing proximal causal inference literature except the concurrent work Ghassami et al. [2022].

**Remark 3** (Assumptions 5 to 7 and the Conditioning on \( S_2 \)). In Assumption 5 we assume two completeness conditions and in Assumptions 6 and 7, we assume the existence of outcome and
selection bridge functions. These conditions roughly require $S_1, S_3$ to be strongly dependent with the unobserved confounders $U$ after accounting for $S_2, A$ and $X$. Since $S_2$ also tend to be dependent with $U$, conditioning on $S_2$ may explain away part of the dependence between $S_1, S_3$ and $U$. Thus Assumptions 5 to 7 may be at risk if $S_2$ include very rich short-term outcomes and capture a very large amount of variations in $U$. They are more plausible as $S_1, S_3$ include richer informative short-term outcomes relative to $S_2$.

### 4.3 Doubly Robust Identification

In Sections 4.1 and 4.2, we present two different identification strategies, based on outcome bridge functions and selection bridge functions, respectively. We now combine them into a doubly robust identification strategy.

**Theorem 3.** Fix functions $h : S_3 \times S_2 \times A \times X \rightarrow \mathbb{R}$ and $q : S_2 \times S_1 \times A \times X \rightarrow \mathbb{R}$. If either conditions in Theorem 1 hold and $h = h_0$ satisfies eq. (9), or conditions in Theorem 2 hold and $q = q_0$ satisfies eq. (12) or eq. (13), then the average long-term treatment effect is identified as:

$$
\tau = \sum_{a \in \{0, 1\}} (-1)^{1-a} E [h(S_3, S_2, A, X) | A = a, G = E] + \sum_{a \in \{0, 1\}} (-1)^{1-a} E [q(S_2, S_1, A, X)(Y - h(S_3, S_2, A, X)) | A = a, G = O].
$$

(15)

Theorem 3 shows that Equation (15) identifies the average long-term treatment effect when it uses either a valid outcome bridge function or a valid selection bridge function. But it does not need both bridge functions to be valid. This is why it is called doubly robust.

### 5 Estimation and Inference

In this section, we provide three different estimators for the average long-term treatment effect, corresponding to the three different identification strategies in Section 4 respectively. This involves combining two samples, so we assume that as $n \rightarrow \infty$, $n_E/n_O \rightarrow \lambda$ where $0 < \lambda < \infty$. This is a common assumption in the data combination literature [e.g., Angrist and Krueger, 1992, Graham et al., 2016].

In order to estimate the average long-term treatment effect, we need to first estimate the outcome and/or selection bridge functions. Estimating these bridge functions amounts to solving the conditional moment equations in Equations (9) and (13) based on a finite sample of data, which corresponds to an ill-posed inverse problem [Carrasco et al., 2007]. A variety of estimation strategies can be used for this task, which we review in Remark 4 below. For now, we consider any generic bridge function estimators, which may be any from those reviewed in Remark 4, and discuss different ways to use these to construct the long-term treatment effect estimator.

Below, we define three different estimators for the counterfactual mean parameter $\mu(a), a \in A$. They all use the cross-fitting technique when constructing bridge function estimators. This technique has been widely used to accommodate complex nuisance function estimators while preserving strong asymptotic guarantees [e.g., Chernozhukov et al., 2019, Zheng and Laan, 2011].

**Definition 1** (Cross-fitted Counterfactual Mean Estimator). Fix $a \in A$ and an integer $K \geq 2$.

1. Randomly split the observational data $D_O$ into $K$ (approximately) even folds, denoted as $D_{O,1}, \ldots, D_{O,K}$, respectively.
2. For $k = 1, \ldots, K$, use all observational data other than the $k$th fold, i.e., $D_{O,-k} := \cup_{j \neq k} D_{O,j}$, to construct the outcome bridge function estimator based on Equation (9) and/or the selection bridge function estimator based on Equation (13). Denote them as $\hat{h}_k(S_3, S_2, A, X)$ and $\hat{q}_k(S_2, S_1, A, X)$, respectively.

3. Use any of the following counterfactual mean estimators:

$$\hat{\mu}_{OTC}(a) = \frac{1}{K} \sum_{k=1}^{K} \left[ \frac{1}{n^{(a)}_E} \sum_{i \in D_E} \mathbb{I}[A_i = a] \hat{h}_k(S_{3,i}, S_{2,i}, A_i, X_i) \right],$$

$$\hat{\mu}_{SEL}(a) = \frac{1}{K} \sum_{k=1}^{K} \left[ \frac{1}{n^{(a)}_{O,k}} \sum_{i \in D_{O,k}} \mathbb{I}[A_i = a] \hat{q}_k(S_{2,i}, S_{1,i}, A_i, X_i) Y_i \right],$$

$$\hat{\mu}_{DR}(a) = \frac{1}{K} \sum_{k=1}^{K} \left[ \frac{1}{n^{(a)}_E} \sum_{i \in D_E} \mathbb{I}[A_i = a] \hat{h}_k(S_{3,i}, S_{2,i}, A_i, X_i) \right] + \frac{1}{K} \sum_{k=1}^{K} \left[ \frac{1}{n^{(a)}_{O,k}} \sum_{i \in D_{O,k}} \mathbb{I}[A_i = a] \hat{q}_k(S_{2,i}, S_{1,i}, A_i, X_i) \left( Y_i - \hat{h}_k(S_{3,i}, S_{2,i}, A_i, X_i) \right) \right],$$

where $n^{(a)}_E = \sum_{i \in D_E} \mathbb{I}[A_i = a]$ and $n^{(a)}_{O,k} = \sum_{i \in D_{O,k}} \mathbb{I}[A_i = a]$ are the numbers of units with treatment level $a$ in the experimental data $D_E$ and the $k$-th fold of observational data $D_{O,k}$, respectively.

Based on the counterfactual mean estimators in Definition 1, we can construct average long-term treatment effect estimators:

$$\tilde{\tau}_{OTC} = \hat{\mu}_{OTC}(1) - \hat{\mu}_{OTC}(0), \quad \tilde{\tau}_{SEL} = \hat{\mu}_{SEL}(1) - \hat{\mu}_{SEL}(0), \quad \tilde{\tau}_{DR} = \hat{\mu}_{DR}(1) - \hat{\mu}_{DR}(0).$$

To analyze the asymptotic properties of these treatment effect estimators, we need to impose some high level conditions on the estimation errors of the bridge function estimators. Since these estimators solve ill-posed conditional moment equations, we quantify their estimation errors in terms of both weak metrics and the strong metrics, as this is a common practice in the literature [e.g., Chen and Pouzo, 2012, Dikkala et al., 2020]. In particular, we define a projection operator $T$ and its adjoint operator $T^*$ given by $[Th](S_2, S_1, A, X) = \mathbb{E} [h(S_3, S_2, A, X) \mid S_2, S_1, A, X, G = O]$ and $[T^*q](S_3, S_2, A, X) = \mathbb{E} [q(S_2, S_1, A, X) \mid S_3, S_2, A, X, G = O]$. For a given outcome bridge function estimator $\hat{h}$ and a given selection bridge function estimator $\hat{q}$, we can quantify their estimation errors relative to $h$ and $q$ in terms of the weak metrics $\|T(\hat{h} - h)\|_{\mathcal{L}_2(\mathbb{P})}$ and $\|T^*(\hat{q} - q)\|_{\mathcal{L}_2(\mathbb{P})}$ respectively. We can also quantify their estimation errors in terms of the strong metrics $\|h - \hat{h}\|_{\mathcal{L}_2(\mathbb{P})}$ and $\|q - \hat{q}\|_{\mathcal{L}_2(\mathbb{P})}$ respectively. The strong-metric errors can be much larger (even infinitely larger) than the corresponding weak-metric errors due to ill-posedness of the conditional moment equations.

Assumption 8 (Error Rates of Bridge Function Estimators). 1. There exist $\hat{h} \in \mathcal{S}_3 \times \mathcal{S}_2 \times \mathcal{A} \times \mathcal{X} \to \mathbb{R}$ and sequences $\delta_{h,n} \to 0$ and $\rho_{h,n} \to 0$ such that

$$\|T(\hat{h}_k - \hat{h})\|_{\mathcal{L}_2(\mathbb{P})} = O_{\mathbb{P}}(\delta_{h,n}), \quad \|\hat{h}_k - \hat{h}\|_{\mathcal{L}_2(\mathbb{P})} = O_{\mathbb{P}}(\rho_{h,n}), \quad \forall k \in \{1, \ldots, K\}.$$

2. There exist $\hat{q} \in \mathcal{S}_2 \times \mathcal{S}_1 \times \mathcal{A} \times \mathcal{X} \to \mathbb{R}$ and sequences $\delta_{q,n} \to 0$ and $\rho_{q,n} \to 0$ such that

$$\|T^*(\hat{q}_k - \hat{q})\|_{\mathcal{L}_2(\mathbb{P})} = O_{\mathbb{P}}(\delta_{q,n}), \quad \|\hat{q}_k - \hat{q}\|_{\mathcal{L}_2(\mathbb{P})} = O_{\mathbb{P}}(\rho_{q,n}), \quad \forall k \in \{1, \ldots, K\}.$$
Assumption 8 specifies that the outcome bridge function estimator and selection bridge function estimator converge to some limits \( \hat{h} \) and \( \hat{q} \) respectively, in terms of both weak metrics and strong metrics. Note that we do not necessarily require these estimators to be consistent, i.e., we allow \( \hat{h} \neq h_0 \) or \( \hat{q} \neq q_0 \), as we show in the following theorem.

**Theorem 4 (Estimation Consistency).**

1. If conditions in Theorem 1 and Assumption 8 condition 1 hold, and \( h = h_0 \), then \( \hat{\tau}_{OTC} \) is consistent.

2. If conditions in Theorem 2 and Assumption 8 condition 2 hold, and \( \hat{q} = q_0 \), then \( \hat{\tau}_{SEL} \) is consistent.

3. If the conditions in either of the two statements above hold, then \( \hat{\tau}_{DR} \) is consistent.

Theorem 4 shows that if the outcome bridge function estimator is consistent (i.e., \( \hat{h} = h_0 \)), then the corresponding treatment effect estimator \( \hat{\tau}_{OTC} \) is consistent. Similarly, if the selection bridge function estimator is consistent (i.e., \( \hat{q} = q_0 \)), then the corresponding treatment effect estimator \( \hat{\tau}_{SEL} \) is also consistent. In contrast, the estimator \( \hat{\tau}_{DR} \) is more robust, in that it is consistent if either of the two bridge function estimators is consistent.

Theorem 4 establishes the consistency of treatment effect estimators given only high level conditions on the bridge function estimators, regardless of how they are actually constructed. However, the actual ways to construct bridge function estimators generally do impact the asymptotic distributions of treatment effect estimators \( \hat{\tau}_{OTC} \) and \( \hat{\tau}_{SEL} \). So we only focus on the asymptotic distribution of estimator \( \hat{\tau}_{DR} \), which can be derived even under generic high level conditions.

**Theorem 5 (Asymptotic Distribution of Doubly Robust Estimator).** Suppose that conditions in both Theorem 4 statement 1 and Theorem 4 statement 2 hold and \( \min \{ \delta_{h,n}, \rho_{q,n}, \rho_{h,n} \delta_{q,n} \} = o(n^{-1/2}) \). Then as \( n \to \infty \),

\[
\sqrt{n}(\hat{\tau}_{DR} - \tau) \sim \mathcal{N}(0, \sigma^2),
\]

where

\[
\sigma^2 = \frac{1 + \lambda}{\lambda} \mathbb{E} \left[ \frac{A - \mathbb{P}(A = 1 \mid G = E)}{\mathbb{P}(A = 1 \mid G = E)} \left( h_0(S_3, S_2, A, X) - \mu(A) \right)^2 \mid G = E \right] + (1 + \lambda) \mathbb{E} \left[ \frac{A - \mathbb{P}(A = 1 \mid G = O)}{\mathbb{P}(A = 1 \mid G = O)} q_0(S_2, S_1, A, X)(Y - h_0(S_3, S_2, A, X))^2 \mid G = O \right].
\]

Theorem 5 shows that if both bridge function estimators are consistent (i.e., \( \hat{h} = h_0 \) and \( \hat{q} = q_0 \)), and the product of their convergence rates in terms of one strong-metric error and one weak-metric error is \( o(n^{-1/2}) \), then the doubly robust treatment effect estimator \( \hat{\tau}_{DR} \) is asymptotically normal with a closed-form asymptotic variance. Note that the rate condition is weaker than requiring the product of two strong-metric error rates to be \( o(n^{-1/2}) \). We can easily estimate this asymptotic variance by plugging estimates into all unknowns therein:

\[
\hat{\sigma}^2 = \frac{n}{n_E K} \sum_{k=1}^{K} \left\{ \frac{1}{n_E} \sum_{i \in D_E} \left[ \frac{A_i - \hat{\pi}_E}{\hat{\pi}_E} \left( \hat{h}_k(S_{3,i}, S_{2,i}, A_i, X_i) - \hat{\mu}_{DR}(A_i) \right) \right]^2 \right\} + \frac{n}{n_O K} \sum_{k=1}^{K} \left\{ \frac{1}{n_{O,k}} \sum_{i \in D_{O,k}} \left[ \frac{A_i - \hat{\pi}_O}{\hat{\pi}_O} \hat{q}_k(S_{2,i}, S_{1,i}, A_i, X_i)(Y_i - \hat{h}_k(S_{3,i}, S_{2,i}, A_i, X_i))^2 \right] \right\},
\]

where \( \hat{\pi}_E \) and \( \hat{\pi}_O \) are sample frequency estimates for \( \mathbb{P}(A = 1 \mid G = E) \) and \( \mathbb{P}(A = 1 \mid G = O) \) respectively. Then we can construct confidence intervals based on this estimated asymptotic variance.
**Theorem 6 (Confidence Interval).** Under the conditions in Theorem 5, the confidence interval
\[ \text{CI} = [\hat{\tau}_{DR} - \Phi^{-1}(1 - \alpha/2)\hat{\sigma}/\sqrt{n}, \ \hat{\tau}_{DR} + \Phi^{-1}(1 - \alpha/2)\hat{\sigma}/\sqrt{n}] \]
satisfies that
\[ \mathbb{P}(\tau \in \text{CI}) \to 1 - \alpha, \ \text{as} \ n \to \infty. \]

In the following theorem, we further show that the asymptotic variance in Theorem 5 actually attains the local semiparametric efficiency lower bound, provided that the bridge functions uniquely exist and an additional regularity condition holds.

**Theorem 7 (Asymptotic Efficiency).** Let \( \mathbb{P} \) be a distribution instance such that Assumptions 6 and 7 hold with unique bridge functions and the corresponding linear operator \( T \) defined above Assumption 8 is bijective. Then, the efficiency lower bound for the average long-term treatment effect \( \tau \) under Assumptions 1 to 4 and 6, locally evaluated at the distribution \( \mathbb{P} \), is equal to \( \sigma^2 \) given in Theorem 5.

Theorem 7 implies that under the asserted assumptions, treatment effect estimator \( \hat{\tau}_{DR} \) is asymptotically optimal, in the sense that it achieves the smallest asymptotic variance among all regular and asymptotically linear estimators [Van der Vaart, 2000].

**Remark 4 (Bridge Function Estimators).** Estimating bridge functions amounts to estimating roots of the conditional moment equations in Equations (9) and (13). This can be implemented by a variety of methods. Examples include Generalized Method of Moments (GMM) [e.g., Miao and Tchetgen, 2018, Cui et al., 2020, Hansen, 1982], sieve methods [e.g., Ai and Chen, 2003, Newey and Powell, 2003, Hall and Horowitz, 2005], kernel density estimators [e.g., Darolles et al., 2010, Hall and Horowitz, 2005], Reproducing Kernel Hilbert Space methods [e.g., Singh et al., 2019, Ghassami et al., 2021b], neural network methods [e.g., Hartford et al., 2017, Bennett et al., 2019], and more generally, adversarial learning methods [e.g., Bennett and Kallus, 2020, Dikkala et al., 2020, Kallus et al., 2021]. We can use any of these to estimate the bridge functions. Some of these also provide theoretical guarantees on the resulting convergence rates (in the sense of Assumption 8). In particular, the weak-metric error rates are readily available in many of these works, but the strong-metric error rates typically need additional restrictions on the ill-posedness of the conditional moment equations [Chen and Pouzo, 2012, Dikkala et al., 2020].

**Remark 5 (Non-uniqueness of Bridge Functions).** In Theorem 7, we assume that bridge functions uniquely exist, which is not necessarily true in practice. As we discussed in Sections 4.1 and 4.2, bridge functions exist if the short-term outcomes \( S_1 \) and \( S_3 \) are sufficiently informative for the unobserved confounders. But when they are more informative than necessary, there may exist more than one bridge function. For example, in Example 1, when the matrix \( P(S_3 \mid s_2, a, U, x) \) has full column rank and \( S_3 \) has more values than the unobserved confounders \( U \), Equation (8) admits many solutions \( z \) and each of them corresponds to a different outcome bridge function.

The non-uniqueness of bridge functions has important implications for asymptotic properties of treatment effect estimators. Almost all previous results in proximal causal inference assume unique bridge functions when studying statistical inference. One exception is the penalized GMM estimator in Imbens et al. [2021], which leverages penalization to power inference even with non-unique bridge functions. But their approach only applies to parametric estimation of bridge functions. Bennett et al. [2022] proposes methods for inference on functionals of solutions to weakly identified nonparametric conditional moment equations, and consider proximal causal inference with non-unique bridge functions as a canonical example.
6 Extensions

In this section, we extend our previous identification results. We first relax Assumptions 2 and 3 in Section 6.1. Then in Section 6.2 we provide an alternative identification strategy via control functions rather than bridge functions. This approach can identify not only the average long term treatment effect but also the entire distribution of the counterfactual long term outcomes.

6.1 Relaxing Assumptions 2 and 3

We now extend our identification results by relaxing Assumptions 2 and 3. In particular, we relax Assumption 3 by allowing the covariate distribution to be different in the experimental and observational data. This is an important extension because these two types of data are often collected from different environments, where the covariate distributions are likely to be different. For example, because observational data are usually easier to collect and have larger scale than experimental data, the observational covariate distribution may be more representative of the entire population of interest, while experimental data may only correspond to a selective sub-population. Therefore, we consider the following assumption to allow for different covariate distributions in two types of data.

Assumption 9 (External Validity, Modified). Suppose that for any $a \in \{0, 1\}$,

\[ (S(a), U) \perp G \mid X, \] (17)

and Equation (5) holds almost surely.

Moreover, we relax Assumption 2 by allowing the treatment assignment in the experimental data to depend on covariates $X$, instead of being completely at random. This permits us to also accommodate stratified randomized designs for the experimental data.

Assumption 10 (Experimental Data, Modified). Suppose that for any $a \in \{0, 1\}$,

\[ (Y(a), S(a), U) \perp A \mid X, G = E, \] (18)

and $0 < P(A = 1 \mid X, G = E) < 1$ almost surely.

Below we extend the doubly robust identification strategy in Theorem 3, which shows that the long-term average treatment effect is still identifiable under the weaker Assumptions 9 and 10.

Theorem 8. Fix functions $h : S_3 \times S_2 \times A \times X \to \mathbb{R}$, $q : S_2 \times S_1 \times A \times X \to \mathbb{R}$, and denote $\bar{h}E(a, x) = E[h(S_3, S_2, A, X) \mid A = a, X = x, G = E]$. Suppose Assumptions 1, 4, 9 and 10 hold, and either of the following two conditions holds:

1. The completeness condition in Assumption 5 condition 2 and Assumption 6 hold, and $h = h_0$ satisfies Equation (9);

2. The completeness condition in Assumption 5 condition 1 and Assumption 7 hold, and $q = q_0$ satisfies Equation (12) or Equation (13).

Then the average long-term treatment effect is identified as:

\[
\tau = \sum_{a \in \{0, 1\}} (-1)^{1-a} \left\{ \mathbb{E} [\bar{h}E(a, X) \mid G = O] + \mathbb{E} \left[ \frac{P(G = E)P(G = O \mid X) \mathbb{I}[A = a]}{P(G = O)P(G = E \mid X)P(A = a \mid X, G = E)} (h(S_3, S_2, A, X) - \bar{h}E(A, X)) \mid G = E \right] \\
+ \mathbb{E} \left[ \frac{P(G = E \mid A = a)P(G = O \mid X) \mathbb{I}[A = a]}{P(G = O \mid A = a)P(G = E \mid X)P(A = a \mid X, G = E)} q(S_2, S_1, A, X) (Y - h(S_3, S_2, A, X)) \mid G = O \right] \right\}
\]
Theorem 8 shows that even under the weaker Assumptions 9 and 10, outcome and selection bridge functions can still be used to identify the average long-term treatment effect. This again has the doubly robust property in that it only requires one of the bridge functions to be correct rather than both. Compared to Theorem 3, Theorem 8 additionally incorporates the ratio $\mathbb{P}(G = O \mid X) / \mathbb{P}(G = E \mid X)$ to adjust for the discrepancy in covariate distribution of the two types of data (Assumption 9). It also uses the propensity score $\mathbb{P}(A = a \mid X, G = E)$ to account for the dependence of treatment $A$ on covariates $X$ in the experimental data (Assumption 10).

In Appendix D.1, we further show that by setting $q = 0$, $h = h_0$ or $h = 0$, $q = q_0$ in Theorem 8, we can obtain direct analogues of Theorems 1 and 2 that involve only a single bridge function. In Appendix D.2, we prove that the estimating equation based on the doubly robust identification strategy in Theorem 8 satisfies the Neyman orthogonality property [Chernozhukov et al., 2019], and show that the resulting treatment effect estimator has appealing asymptotic properties and is amenable to inference.

In Appendix E, we present some additional extensions. In Appendix E.1, we extend our identification strategies to the setting where pre-treatment outcomes are available. In Appendix E.2, we show that it is possible to relax completeness conditions in Assumption 5 so that short-term outcomes need only be rich enough to capture only some of the unobserved confounders rather than all of them.

**Remark 6** (Connection to Ghassami et al. [2022]). The doubly robust identification strategy in Theorem 8 and its close variants based on only a single bridge function (see Corollary 1 in Appendix D.1) have close analogues in the concurrent and dependent work Ghassami et al. [2022]. Specifically, the proximal data fusion identification strategies in Ghassami et al. [2022] use a set of short-term outcomes $M$ and an additional set of proxies $Z$ that satisfy $Z \perp (M, Y) \mid A, X, U, G = O$. We note that under our sequential outcome condition in Assumptions 1 and 4, we have $S_1 \perp (S_3, Y) \mid S_2, A, X, U, G = O$. The identification strategies in Ghassami et al. [2022], when their $Z$ and $M$ are replaced by $S_1$ and $S_3$ respectively and $S_2$ is additionally conditioned on everywhere, are actually equivalent to our identification strategies. Despite the close relations to Ghassami et al. [2022], our paper uniquely shows that short-term outcomes alone suffice for addressing unmeasured confounding and enables this by assuming a novel sequential outcome condition. As a result, we do not need to look for any external proxy, which may be often unavailable in practice. Instead, we can focus on only short-term outcomes like existing literature [e.g., Athey et al., 2019, 2020, Kallus and Mao, 2020]. In addition, we also provide many additional extensions that have no analogues in Ghassami et al. [2022]. See Section 2.2 for a summary.

**6.2 A Control Function Approach**

In previous parts, we focus on identifying the long-term treatment effect using bridge functions. In this part, we provide an alternative identification approach based on a control function. Control functions are special variables constructed from existing variables that can help correct for confounding bias by conditioning on them [Wooldridge, 2015]. Control functions are often constructed from instrumental variables [e.g., Blundell and Powell, 2003, Imbens and Newey, 2009, Florens et al., 2008], but Nagasawa [2018] recently proposes control functions based on proxy variables under assumptions similar to those in the proximal causal inference literature (see the review in Section 2.3). We extend this approach to our setting of long term causal inference. This extension is not straightforward, noting that the assumptions of proximal causal inference are not exactly satisfied in our setting (see Remark 2).

Specifically, we will show that the stochastic process $V := \{p(s_3 \mid S_2, S_1, A, X, G = O) : s_3 \in S_3\}$ can be used as a valid control function to identify the long term treatment effect. Here we consider
identifying the expectation of an arbitrary transformation of the counterfactual long term outcome, a more general parameter than the average effect parameter considered so far.

**Theorem 9.** Suppose Assumptions 1, 4, 9 and 10 and the completeness condition in Assumption 5 condition 1 hold. Moreover, assume for \( a \in \{0, 1\} \), the support of \( V \) given \( S_2, A = a, X, G = O \) is identical to the support of \( V \) given \( S_2, X, G = O \). Then for any function \( r: Y \mapsto \mathbb{R} \) and \( a \in \{0, 1\} \),

\[
E \left[ r(Y(a)) \mid G = O \right] = E \left[ E \left[ E \left[ r(Y) \mid V, S_2, A = a, X, G = O \right] \mid A = a, X, G = E \right] \mid G = O \right].
\]  

(19)

Besides the running Assumptions 1, 4, 9 and 10, Theorem 9 also imposes the completeness condition in Assumption 5 condition 1 and a common support condition. This completeness condition requires \( S_3 \) to be sufficiently informative for the unobserved confounders \( U \), after taking into account other relevant variables. The common support condition enables us to vary \( A \) while holding constant the control function \( V \) after conditioning on \( S_2, X, G = O \). It is equivalent to the overlap condition that \( 0 < \mathbb{P}(A = 1 \mid V, S_2, X, G = O) < 1 \) almost surely. This condition is possible only when \( S_1 \) can induce sufficient extra variations in \( V \), or alternatively, when \( S_1 \) has a large support and it is sufficiently informative for \( U \) [Nagasawa, 2018]. Common support conditions like this are prevalent in the control function literature. See Nagasawa [2018], Imbens and Newey [2009] for more discussions and justifications.

We note that the identification formula in Equation (19) can be used to identify not only the average effect, but also the entire distribution of the counterfactual long term outcome \( Y(a) \). This can be achieved by applying Equation (19) to the indicator function \( r(\cdot) = \mathbb{I}[\cdot \leq y] \) for all \( y \in \mathcal{Y} \). Actually, under the condition 2 in Theorem 8, we can also use a selection bridge function to identify the entire distribution of \( Y(a) \) (see Corollary 3 in Appendix D.1). The condition 2 in Theorem 8 (i.e., the existence of a selection bridge function and the completeness condition in Assumption 5 condition 2) has similar qualitative implications as the completeness condition and common support condition in Theorem 9: they require both \( S_1 \) and \( S_3 \) to be sufficiently strong proxies for the unobserved confounders \( U \). However, these two set of conditions are in general not directly comparable. See Nagasawa [2018] for more discussions on the connections between conditions in the control function approach and conditions in the bridge function approach.

Finally, we remark that estimating the target parameter based on the identification formula in Theorem 9 may be challenging. On the one hand, the common support condition may fail in practical applications [Chernozhukov et al., 2020]. We may follow Nagasawa [2018], Newey and Stouli [2021] and impose additional (semi)-parametric restrictions on the function \( E \left[ r(Y) \mid V, S_2, A = a, X, G = O \right] \). These assumptions can allow for model extrapolation across different values of \( V \), thereby relaxing the common support condition. Another possibility is to derive partial identification bounds when the common support function is violated. On the other hand, the control function approach requires controlling for an infinitely dimensional stochastic process \( V \), which cannot be implemented exactly in practice. Nagasawa [2018] proposes a dimension reduction technique for the estimation of causal effects in the proximal causal inference setting. Similar techniques may be also useful in our setting. We leave the development of practical estimation methods based on the control function for the future study.

### 7 Numerical Studies

#### 7.1 Real data analysis

In this section, we illustrate the performance of our proposed estimators using data for the Greater Avenues to Independence (GAIN) job training program in California. GAIN is a job assistance
program from the late 1980s designed to help low-income population. To evaluate its real impacts on employment, MDRC conducted a randomized experiment in 6 California counties. We use the dataset analyzed in Athey et al. [2019] and focus on two counties: San Diego and Riverside. For each experiment participant, the dataset records a binary treatment variable indicating enrollment in the GAIN program, quarterly job employment information after treatment assignment, and other covariate information (e.g., age, education, marriage). See Hotz et al. [2006], Athey et al. [2019] for more information about the GAIN program.

In our numerical studies, we consider the San Diego data as our experimental dataset $D_E$, and construct an observational dataset $D_O$ based on the Riverside data via a biased subsampling described below. Then we apply our proposed estimators $\hat{\tau}_{OTC}$, $\hat{\tau}_{SEL}$, and $\hat{\tau}_{DR}$ to estimate the average treatment effect of the GAIN program on the long-term employment. Since the original data are from randomized experiments, we consider the average treatment effect thereof as the “ground truth” and use it to evaluate the errors of different estimators.

7.1.1 Data Preparation

For the experimental dataset, we directly use data from San Diego, which include $n^{(1)}_E = 6978$ people in the treatment group and $n^{(0)}_E = 1154$ people in the control group. For the observational dataset, we subsample from the Riverside data, which originally include $N_1 = 4405$ people in the treatment group and $N_0 = 1040$ people in the control group.

We randomly subsample units from the Riverside data according to a sampling probability function $\pi(A, U) \in (0, 1)$, where $A \in \{0, 1\}$ is the treatment assignment and $U \in \{0, 1, 2, 3\}$ is the highest education level (“0” means below 9-th grade, “1” means 9-th to 11-th grade, “2” means 12-th grade, and “3” means above 12-th grade). This creates dependence between the treatment assignment and the education level for the units subsampled into $D_O$. We choose education because it is quite likely to have persistent effects on participants’ potential employment in all quarters following the treatment. Then we drop the education level data from $D_O$ (and also $D_E$). As a result, the education level becomes a plausible persistent unmeasured confounder in $D_O$.

To quantify the strength of unmeasured confounding in $D_O$, we index the sampling probability function $\pi(A, U)$ by a positive parameter $\eta$. We set the sampling probability for control units as $\pi(0, U) = \max\{1 - \eta U/3, 0.2\}$ and the sampling probability for treated units as $\pi(1, U)$ that satisfies the following equation:

$$\frac{N_0}{N_0 + N_1} \pi(0, U) + \frac{N_1}{N_0 + N_1} \pi(1, U) = \frac{N_1}{N_1 + N_0} + \frac{N_0}{N_1 + N_0} \max\{1 - \eta, 0.2\}.$$  

It is easy to show that as $\eta$ grows, the discrepancy between $\pi(0, U)$ and $\pi(1, U)$ also grows. This implies stronger dependence between $U$ and $A$ in the observational dataset $D_O$, thus stronger unmeasured confounding. In Appendix F Proposition 3, we prove that with this choice of $\pi(1, U)$, the subsampling procedure does not shift the distribution of education level $U$, so that it does not violate Assumption 3. Moreover, the subsampling procedure does not influence Assumptions 1 and 2 since the sampling probability function only depends on $A, U$.

In our numerical studies, we consider the short-term outcomes $(S_1, S_2, S_3)$ as the employment status in the first two quarters, in the third and fourth quarters, and in the fifth and sixth quarters after the treatment respectively. We consider the long-term outcome $Y$ as the 20-th quarter employment. These are all binary variables indicating whether the participants are employed in the corresponding quarters after the treatment assignments.
Table 1: Percent improvement in error over the naive unadjusted difference-in-mean estimator for different estimators: our proposed estimators \( \hat{\tau}_{OTC} \), \( \hat{\tau}_{SEL} \) and \( \hat{\tau}_{DR} \), the estimator proposed in Athey et al. [2020]. Larger percentage decrease means better performance. For reference, the last column shows the error of the naive unadjusted estimator. For our estimators, we fit bridge functions either using no regularization (the “0” column) or ridge regularization where the regularization parameter \( \lambda = \frac{0.33}{n}, \frac{0.67}{n} \) and \( \frac{1}{n} \) respectively. For Athey et al. [2020], we considered using no regularization (“NR”) and using ridge regularization where the regularization parameter is selected by cross validation (“CV”).

| \( \eta \) | \( \hat{\tau}_{OTC} \) | \( \hat{\tau}_{SEL} \) | \( \hat{\tau}_{DR} \) | Athey et al. | Naive |
|---|---|---|---|---|---|
| MAE | Med | MAE | Med | MAE | Med | NA | CV | NA | NA |
| 0 | 0.33 | 0.67 | 1 | 0.33 | 0.67 | 1 | 0 | 0.053 | 0.053 |
| 0 | 67 | 89 | 84 | 82 | 81 | 81 | 80 | 80 | 11 | 17 |
| 0.2 | 67 | 89 | 84 | 82 | 81 | 81 | 80 | 80 | 11 | 17 |
| 0.4 | 18 | 84 | 80 | 78 | 79 | 79 | 79 | 79 | 19 | 15 |
| 0.6 | 18 | 84 | 80 | 78 | 79 | 79 | 79 | 79 | 19 | 15 |
| 0.8 | 18 | 84 | 80 | 78 | 79 | 79 | 79 | 79 | 19 | 15 |
| 1 | 18 | 84 | 80 | 78 | 79 | 79 | 79 | 79 | 19 | 15 |
| 1.2 | 18 | 84 | 80 | 78 | 79 | 79 | 79 | 79 | 19 | 15 |
| 1.4 | 18 | 84 | 80 | 78 | 79 | 79 | 79 | 79 | 19 | 15 |
| 1.6 | 18 | 84 | 80 | 78 | 79 | 79 | 79 | 79 | 19 | 15 |

7.1.2 Results

Table 1 reports the performance of different estimators over 1000 replications of the data subsampling. Each replication results in a different observational dataset \( D_O \) with different number of treated units \( n_O^{(1)} < N_1 \) and different number of control units \( n_O^{(0)} < N_0 \). For evaluation we consider two criterions over the 1000 replications: Mean Absolute Error (MAE) and Median of Absolute Errors (MedAE).

In Table 1, we compare the performance of our proposed estimators \( \hat{\tau}_{OTC} \), \( \hat{\tau}_{SEL} \) and \( \hat{\tau}_{DR} \) in Section 5 with two benchmarks: the naive difference-in-mean estimator that uses only the observational dataset and the imputation estimator proposed in Section 4.1 of Athey et al. [2020], which uses both datasets and information of all short-term outcomes \( S = (S_1, S_2, S_3) \). The naive estimator completely ignores confounding, and the estimator in Athey et al. [2020] can only account for short-term confounding but not persistent confounding. To evaluate the performance of our estimators and Athey et al. [2020], we consider the percentage decrease in either of our error criteria relative to the naive difference-in-mean estimator. A positive value corresponds to improvement over the naive estimator, and a larger value indicates better performance. A negative value means worse error than the naive estimator.
In our estimators and the imputation estimator in Athey et al. [2020], we need to first estimate some nuisance functions. We specify the outcome bridge function in our estimators and the imputation function in Athey et al. [2020] to be linear functions, and specify the selection bridge function in our estimators to be of the form

\[ q(s_2, s_1, a, x) = \exp(\beta_{2,a}^T s_2 + \beta_{1,a}^T s_1 + \beta_{0,a}^T x + \gamma a) \]

Since these are all simple parametric functions, we do not need the cross-fitting technique described in Section 5, but instead use the same data for nuisance estimation and the final plug-in estimation. To estimate the bridge functions, we employ the generalized method of moment (GMM) approach in Cui et al. [2020]. We consider a standard GMM approach and the approach with additional ridge regularization, i.e., regularizing the \( L_2 \) norms of bridge function coefficients in the GMM objectives, as suggested by Imbens et al. [2021]. When we estimate the bridge function corresponding to the treatment level \( a \in \{0, 1\} \), we set the regularization tuning parameter as \( \lambda = \lambda_0 (n(a) / O)^{-1} \) for \( \lambda_0 \in \{0, 0.33, 0.67, 1\} \) (note that here \( \lambda_0 = 0 \) corresponds to no regularization). For the imputation function of Athey et al. [2020], we implement it using either ordinary least squares or cross-validated ridge regression, for which we use the default options in the R package glmnet [Simon et al., 2011].

From Table 1, we observe that with \( \lambda_0 \neq 0 \), the performance of our proposed estimators \( \hat{\tau}_{OTC}, \hat{\tau}_{SEL}, \hat{\tau}_{DR} \) is stable. They consistently outperform the benchmarks, in terms of both criteria. In particular, the doubly robust estimator \( \hat{\tau}_{DR} \) performs the best, reducing the estimation errors of benchmark methods by large margins. Notably, although the benchmark estimator proposed by Athey et al. [2020] improves upon the naive estimator, it is always outperformed by our proposed estimators. This may be due to the fact that the estimator in Athey et al. [2020] cannot handle persistent confounding. We also observe that as the unmeasured confounding becomes stronger \( (i.e., \text{as} \eta \text{ grows}) \), all estimators have higher estimation errors, especially the naive estimator.

We observe that the MAE of our estimators when not using regularization is sometimes worse than the estimator of Athey et al. [2020] and even the naive estimator. This is because unregularized estimators can be unstable and MAE is sensitive to outlier estimates. Indeed, estimating bridge functions requires solving inverse problems defined by conditional moment equations, which can be intrinsically difficult. This problem is common in proximal causal inference, and regularization has been shown to be sometimes key for valid inference [Imbens et al., 2021]. Nevertheless, the MedAE, which is robust to outliers, for our estimators is still lower than the benchmarks. This shows that our proposed estimators, regularized or not, all effectively address the confounding bias.

In the supplementary material Appendix F, we heuristically probe the plausibility of Assumptions 6 and 7 according to the characterization of bridge functions in a discrete setting (see example 1). Moreover, we also report the performance of different estimators by varying the number of quarters used for surrogate construction. Our result shows that our approach is consistently more accurate than the approach in Athey et al. [2020].

### 7.2 A simulation study

In Section 7.1, we focus on parametric estimation of bridge functions. In this part, we use a simulation study to further demonstrate the performance of our approach when bridge functions are nonlinear and estimated by more flexible neural network classes.

Specifically, for both the experimental and observational data, we first generate random vectors \( \tilde{X} \) and \( U \) from the multivariate normal distribution with mean zero and covariance matrix \( 0.5I \), where \( I \) is an identity matrix with suitable size. We fix the dimension of \( U \) as 5 and vary the dimension of \( \tilde{X} \) over \( \{5, 10, 15, 20\} \). We further generate \( Y(a) \in \mathbb{R}, \tilde{S}_1(a) \in \mathbb{R}^5, \tilde{S}_2(a) \in \mathbb{R}, \tilde{S}_3(a) \in \mathbb{R} \)...
and Appendix B.2, the outcome and selection bridge functions exist under certain rank conditions. An exponential transformation of a linear function of $\kappa X, \tilde{q}$ in Section 7.1. These model specifications are correct when $\epsilon_y, \epsilon_j$ are independent mean-zero Gaussian terms with variance 0.5. We generate the entries in $\tau_y, (\tau_j, \alpha_y, \beta_y, \gamma_y), (\alpha_j, \beta_j, \gamma_j)$ by first drawing numbers from the uniform distribution over the $[0,1]$ interval and then rescaling them so that the $\ell_2$-norms of the vectors $(\tau_j, \alpha_y, \beta_y, \gamma_y)$ and the columns of $(\alpha_j, \beta_j, \gamma_j)$ are all equal to 0.5. Moreover, we draw the treatment indicator $A$ according to $\mathbb{P}(A = 1 \mid X, U, G = E) = \frac{1}{2}$, and $\mathbb{P}(A = 1 \mid X, U, G = O) = (1 + \exp(\kappa_1^T \tilde{X} + \kappa_2^T U))^{-1}$, where the coefficients $\kappa_1$ and $\kappa_2$ are similarly generated by sampling and rescaling. According to Example 2 and Appendix B.2, the outcome and selection bridge functions exist under certain rank conditions. Moreover, the outcome bridge function is linear in $\tilde{S}_3, \tilde{S}_2, \tilde{X}, A$ and the selection bridge function is an exponential transformation of a linear function of $\tilde{S}_2, \tilde{S}_1, \tilde{X}, A$. To introduce nonlinear bridge functions, we apply a nonlinear transformation $g(\cdot) = \text{sign}(\cdot)|\cdot|^q$ for $q \in \{1, 1.5, 2\}$ to each element of $\tilde{X}, \tilde{S}_1, \tilde{S}_2, \tilde{S}_3$, leading to $X, S_1, S_2, S_3$ respectively. This is an invertible transformation that ensures a one-to-one correspondence between the original variables and transformed variables. With these transformations, the bridge functions with respect to the transformed variables $X, S_1, S_2, S_3$ are linear when $q = 1$ and nonlinear when $q = 1.5$ or 2.

We repeat generating data according to the process above for 200 times. In each replicate, we draw new values for all the model parameters and generate observational data and experimental data accordingly with equal sizes $n_O = n_E = 2000$. We apply our proposed doubly robust estimator and associated confidence intervals to the datasets. We estimate the bridge functions in two ways. One way is to use the minimax learning estimators in Kallus et al. [2021], Dikkala et al. [2020]. Specifically, a minimax bridge function estimator is obtained as the solution to a minimax optimization problem derived from the corresponding conditional moment equation. In our study, we follow Kallus et al. [2021] and specify the outer minimization function class (i.e., the class used to model the bridge function) as a neural network class and the inner maximization function class (i.e., the class used to guarantee the equivalence between the minimax optimization formulation and the conditional moment equation formulation) as a Reproducing Kernel Hilbert Space (RKHS). For implementation details, we refer the readers to the supplementary material. The other way is to use parametric estimators for the bridge functions, where the specifications are identical to those in Section 7.1. These model specifications are correct when $q = 1$ but wrong when $q \in \{1.5, 2\}$. In both approaches, we also use a ridge regularization with $\lambda = 1/n_O^{(a)}$, i.e., same as the “1” column in Table 1.

Table 2 reports the performance of our estimator and confidence intervals based on two kinds of bridge estimators, over the 200 replicates. When the covariate dimension is relatively low (i.e., $\text{dim}(X) = 5, 10$ or 15), the empirical coverage of the minimax based approach is close to the 95% nominal level in most of the specifications. For the higher dimensional regime $\text{dim}(X) = 20$, the empirical coverage is slightly worse, which could be due to the curse of dimensionality, especially for the inner maximization over RKHS.

When $q = 1$, the average bias of the parametric model based approach is consistently smaller than the minimax based approach. This is expected as the parametric model is correctly specified in this case. In contrast, in the nonlinear settings with $q = 1.5$ and 2, the parametric models are misspecified, so the RMSE and the average bias of the parametric based approach are overall worse.
than the minimax based approach, especially for the more nonlinear scenario $q = 2$. This shows the benefit of using flexible function classes to model complex bridge functions.

Interestingly, when $q = 1.5, 2$, the confidence intervals based on the parametric bridge function estimators do not under-cover the truth, even though the corresponding point estimators have larger bias and RMSE. Actually, they tend to over-cover the truth in many specifications. This is perhaps due to the fact that the asymptotic variance tends to be over-estimated, leading to excessively conservative confidence interval lengths. As shown in Table 2, the average confidence interval length produced by the parametric based approach is much larger than the minimax based approach; sometimes, it can even be 4 times larger. Consequently, even with higher average bias, the parametric based approach is still able to get high empirical coverage.

### 8 Conclusions

In this paper, we consider combining experimental and observational data for long-term causal inference. We are particularly interested in the challenge of persistent confounding, *i.e.*, the presence of unobserved confounders that affect both the short-term and long-term outcomes. To overcome this challenge, we leverage the sequential structure of multiple short-term outcomes and use part of them as proxy variables for the unobserved confounders. We propose three novel identification strategies for the average long-term treatment effect. Based on each of them, we design flexible treatment effect estimators and inference methods, for which we provide asymptotic guarantees. Our results show that the long-term treatment effect can be identified and estimated under much more general conditions than before.

Beyond these specific results, our work more broadly reveals an interesting role for the structure of repeated outcome measurements in long-term causal inference. To the best of our knowledge, the structure of repeated outcome measurements is largely unexplored in the long-term causal inference literature.
We hope that our work will inspire other researchers to study other plausible structures for short-term outcomes and benefits these can have for long-term causal inference.
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A Comparison to Other Identifying Conditions

To identify the average long-term treatment effect using data combination, restrictions must be imposed on unobserved confounders. In this paper, we crucially leverage an assumed sequential structure in the short-term outcomes and an assumption that these are sufficiently strong proxies (our Assumptions 4 and 5). In this section, we compare to two other sets of assumptions that, in addition to Assumptions 1 to 3, minimally ensure identification, and we discuss their relationship to persistent confounding. Each of the following provide an alternative setting that is just identified, meaning dropping any one assumption breaks identification. Indeed, in our paper we needed Assumptions 4 and 5 for identification.

A.1 Comparison to Athey et al. [2020]

Athey et al. [2020] assume latent unconfoundedness: $Y(a) \perp A \mid S(a), X, G = O$. The assumption, which makes no explicit reference to presence or absence of persistent confounding, states that, were it observed, controlling for $(S(a), X)$ would be sufficient. Along with Assumptions 1 to 3 (or, Assumption 9), they show this assumption ensures identification.

There are many ways to potentially satisfy this abstract assumption. One possibility is if $S(a) = f_a(U)$ is an invertible transformation of $U$. Such a production-function approach calls to mind, for example, assumption 3.2 of Imbens and Athey [2006]. This, however, precludes lossyness or noise in the relationship between short-term outcomes and confounders. Alternatively, we can consider restrictions encoded solely by causal diagrams that would ensure latent unconfoundedness holds. One such diagram is shown in Figure 4a: here the unobserved confounders are only short-term confounders ($U_s$) in they that can only affect the treatment and short-term outcomes, but not the long-term outcome. Another diagram is shown in Figure 4b: here the unobserved confounders are only outcome confounders ($U_o$) in that they simultaneously affect the short-term and long-term outcomes, but not the treatment.

Latent unconfoundedness generally may not hold in a diagram where confounders are persistent (Figure 1), and in fact it does not whenever a distribution is “well-represented” by such a diagram. In Figure 5a, we duplicate the single world intervention graph in Figure 2a for the observational data. This summarizes the statistical independences among the potential outcomes and other variables in the observational data. In this graph, the path $A \leftarrow U \rightarrow Y(a)$ is not blocked by the nodes $S(a)$ and $X$, so $A$ and $Y(a)$ are not $d$-separated by $S(a)$ and $X$. This means that the latent unconfoundedness assumption in Athey et al. [2020] is violated when the distribution of the random variables $(X, U, A, S(a), Y(a))$ is faithful to the single world intervention graph in Figure 5a [Spirtes et al., 2000], roughly meaning that the graph is minimal for the distribution.\footnote{Formally, we say that a distribution $\mathbb{P}$ on the nodes of graph $\mathcal{G}$ is faithful to the graph $\mathcal{G}$ when for any random variables $(A, B, C)$ in the graph, $A \perp B \mid C$ under the distribution $\mathbb{P}$ if and only if $A$ and $B$ are $d$-separated by $C$ in the graph $\mathcal{G}$ [Spirtes et al., 2000].}

A.2 Comparison to Athey et al. [2019]

Athey et al. [2019] assume that the long-term outcome is independent of the treatment given the short-term outcomes, $A \perp Y \mid S, X, G = E$. This is based on the surrogate criterion proposed by Prentice [1989]. Crucially they show this condition enables identification even when $A$ is missing in the observational data, which can be extremely practical. This condition, however, rules out any direct effect of the treatment on the long-term outcome and any confounding between short-term and long-term outcomes, as might be induced by a persistent confounder.
Figure 4: Short-term confounders and outcome confounders in the observational data.

Figure 5: Graphs for persistent confounders.

In Figure 5b, we duplicate the causal diagram in Figure 1b, which describes the causal relationship between variables in the experimental data. In the setting of Figure 5b, the surrogacy condition is violated when the distribution of the random variables \((X, U, A, S, Y)\) is faithful. (Note we do not use a single world intervention graph here as the assumption is made on factual variables, rather than on potential outcomes.) Indeed, in Figure 5b, the short-term outcomes \(S\) are colliders between the treatment \(A\) and the persistent confounders \(U\), so conditioning on \(S\) induces dependence between the treatment \(A\) and the long-term outcome \(Y\). Moreover, the treatment \(A\) can also have direct causal effect on the long-term outcome \(Y\). Therefore, unless the dependence due to the direct causal effect of the treatment and the dependence due to conditioning on colliders happen to cancel with each other (which cannot happen if the distribution is faithful), the surrogacy condition in Athey et al. [2019] is violated.

B Selection Bridge Functions in Special Examples

B.1 Discrete Setting

Recall that in Example 1, we consider \(S_1 = S_2 = S_3 = \{s(j) : j = 1, \ldots, Ms\} \) and \(U = \{u(k) : k = 1, \ldots, Mu\} \). For any \(s_2 \in S_2, a \in A, x \in X\), let \(P(S_1 \mid s_2, a, U, x) \in \mathbb{R}^{Ms \times Mu}\) denote the matrix whose \((j,k)\)th element is
\[
P \left( S_1 = s(j) \mid S_2 = s_2, A = a, U = u(k), X = x, G = O \right),
\]
and \(r(s_2, U, x; a) \in \mathbb{R}^{Mu}\) denote the vector whose \(k\)th element is
\[
p(s_2, u(k), x \mid a, G = E) / p(s_2, u(k), x \mid a, G = O).
\]
The existence of a selection bridge function is equivalent to the existence of a solution \( z \in \mathbb{R}^{M_s} \) to the following linear equation system for any \( s_2 \in S_2, a \in A, x \in \mathcal{X} \):

\[
[P(S_1 \mid s_2, a, U, x)]^\top z = r(s_2, U, x; a).
\]

One sufficient condition for the existence of solutions to the equation above is that the matrix \( P(S_1 \mid s_2, a, U, x) \) has full column rank for any \( s_2 \in S_2, a \in A, x \in \mathcal{X} \). This full column rank condition means that \( S_1 \) is strongly informative for \( U \).

### B.2 Linear Models

Recall that in Example 2, \((Y, S_3, S_2, S_1)\) are generated from the following linear structural equation system:

\[
\begin{align*}
Y &= \tau_y A + \alpha_y^\top S_3 + \beta_y^\top X + \gamma_y^\top U + \epsilon_y, \\
S_j &= \tau_j A + \alpha_j S_{j-1} + \beta_j X + \gamma_j U + \epsilon_j, \ j \in \{3, 2\} \\
S_1 &= \tau_1 A + \beta_1 X + \gamma_1 U + \epsilon_1,
\end{align*}
\]

where \((\tau_y, (\tau_j, \alpha_y, \beta_y, \gamma_y), (\alpha_j, \beta_j, \gamma_j))\) are scalers, vectors, and matrices of conformable sizes respectively, and \(\epsilon_y, \epsilon_j\) are independent mean-zero noise terms such that \(\epsilon_y \perp (S, A, U, X)\) and \(\epsilon_j \perp (S_{j-1}, \ldots, S_1, A, U, X)\).

We further assume \(P(A = 1 \mid U, X, G = E) = 1/2\) and \(P(A = 1 \mid U, X, G = O) = (1 + \exp(\kappa_1^\top U + \kappa_2^\top X))^{-1}\).

We also assume that \((\epsilon_3, \epsilon_2, \epsilon_1)\) follows a joint Gaussian distribution with zero mean and a diagonal covariance matrix. Denote the covariance matrix for \(\epsilon_j\) as \(\sigma_j^2 I_j\) for \(j = 1, \ldots, 3\) where \(I_j\) is an identity matrix of formable size.

**Proposition 1.** Given the data generating process described above, \(S_1 \mid S_2, A, U, X, G = O\) follows a Gaussian distribution with conditional expectation

\[
\mathbb{E}[S_1 \mid S_2, A, U, X, G = O] = \lambda_1 S_2 + \lambda_2 A + \lambda_3 X + \lambda_4 U,
\]

where

\[
\begin{align*}
\lambda_1 &= \sigma_1^2 \alpha_2 \left(\sigma_1^2 \alpha_2 \alpha_2^\top + \sigma_2^2 I_2\right)^{-1}, \\
\lambda_2 &= \left(I_1 - \sigma_1^2 \alpha_2 \left(\sigma_1^2 \alpha_2 \alpha_2^\top + \sigma_2^2 I_2\right)^{-1} \alpha_2\right) \tau_1 - \sigma_1^2 \alpha_2 \left(\sigma_1^2 \alpha_2 \alpha_2^\top + \sigma_2^2 I_2\right)^{-1} \tau_2, \\
\lambda_3 &= \left(I_1 - \sigma_1^2 \alpha_2 \left(\sigma_1^2 \alpha_2 \alpha_2^\top + \sigma_2^2 I_2\right)^{-1} \alpha_2\right) \beta_1 - \sigma_1^2 \alpha_2 \left(\sigma_1^2 \alpha_2 \alpha_2^\top + \sigma_2^2 I_2\right)^{-1} \beta_2, \\
\lambda_4 &= \left(I_1 - \sigma_1^2 \alpha_2 \left(\sigma_1^2 \alpha_2 \alpha_2^\top + \sigma_2^2 I_2\right)^{-1} \alpha_2\right) \gamma_1 - \sigma_1^2 \alpha_2 \left(\sigma_1^2 \alpha_2 \alpha_2^\top + \sigma_2^2 I_2\right)^{-1} \gamma_2.
\end{align*}
\]

When \(\lambda_4\) has full column rank, then for any \(\tilde{\theta}_1\) such that \(\tilde{\theta}_1^\top \lambda_4 = \kappa_2\) and \(a \in A\), there exists a selection bridge function of the following form for some matrices \(\tilde{\theta}_2, \tilde{\theta}_0\) of conformable sizes and some constants \(c_{1,a}, c_{0,a}\):

\[
q_0(S_2, S_1, a, X) = c_{1,a} \exp\left((-1)^a \left(\tilde{\theta}_2^\top S_2 + \tilde{\theta}_0^\top S_1 + \tilde{\theta}_0^\top X\right)\right) + c_{0,a}.
\]
According to Proposition 1 and example 2, the outcome bridge function and selection bridge function exist in this linear model setting if the matrix $\gamma_3$ and $\lambda_4$ have full column rank. To illustrate these existence conditions, we also run a simple simulation study. Specifically, we generate data according to the linear model above. We set $\dim(S_1) = \dim(S_2) = \dim(S_3) = 2$, draw all coefficients $\tau, \alpha, \beta, \gamma$’s from the standard normal distribution, and all noise terms from the mean-zero normal distribution with variance 0.5. We generate 10000 instances, compute the smallest singular values of the corresponding $\gamma_3$ and $\lambda_4$ matrices, and report their distributions in Figure 6. We observe that the smallest singular value of $\gamma_3$ is larger than 0.1 around 88% of time and the smallest singular value of $\lambda_4$ is larger than 0.1 around 81% of time. These show that the existence of bridge functions in Assumptions 6 and 7 may not always hold but it does hold in quite many scenarios.

C Completeness Conditions and Existence of Bridge Functions

The conditional moment equations in Equations (7) and (11) that define outcome bridge functions and selection bridge functions are Fredholm integral equations of the first kind. Following Miao et al. [2016], we characterize the existence of their solutions (i.e., the outcome and selection bridge functions) by singular value decomposition of compact operators [Carrasco et al., 2007].

Let $L_2(p(z))$ denote the space of all square integrable functions of $z$ with respect to the distribution $p(z)$. It is a Hilbert space with inner product $\langle f_1, f_2 \rangle = \int f_1(z)f_2(z)p(z)\,dz$. Consider linear operators $T_{s_2,a,x} : L_2(p(s_3 \mid s_2, a, x)) \rightarrow L_2(p(u \mid s_2, a, x))$, $T_{s_2,a,x}' : L_2(p(s_1 \mid s_2, a, x)) \rightarrow L_2(p(u \mid s_2, a, x))$ defined as follows:

$$
[T_{s_2,a,x} h] (s_2, a, u, x) = \mathbb{E} [h(S_3, S_2, A, X) \mid S_2 = s_2, A = a, U = u, X = x, G = O],
$$

$$
[T_{s_2,a,x}' q] (s_2, a, u, x) = \mathbb{E} [q(S_2, S_1, A, X) \mid S_2 = s_2, A = a, U = u, X = x, G = O].
$$

Assumption 11. For any $s_2 \in S_2, a \in A, x \in A$,

1. $\iint p(s_3 \mid s_2, a, u, x)p(u \mid s_3, s_2, a, x)\,ds_3\,du < \infty$.
2. $\iint p(s_1 \mid s_2, a, u, x)p(u \mid s_1, s_2, a, x)\,ds_1\,du < \infty$.

According to Example 2.3 in Carrasco et al. [2007], Assumption 11 ensures that for any $s_2 \in S_2, a \in A, x \in A$, $T_{s_2,a,x}$, $T_{s_2,a,x}'$ are both compact operators. Then by Theorem 2.41 in
Carrasco et al. [2007], both of them admit singular value decomposition. Namely, there exist $(\lambda_{s_2,a,x,j}, \psi_{s_2,a,x,j}, \phi_{s_2,a,x,j})_{j=1}^{\infty}$ and $(\lambda'_{s_2,a,x,j}, \psi'_{s_2,a,x,j}, \phi'_{s_2,a,x,j})_{j=1}^{\infty}$ such that for any $j$,
\[
\mathcal{T}_{s_2,a,x} \psi_{s_2,a,x,j} = \lambda_{s_2,a,x,j} \phi_{s_2,a,x,j} \\
\mathcal{T}'_{s_2,a,x} \psi'_{s_2,a,x,j} = \lambda'_{s_2,a,x,j} \phi'_{s_2,a,x,j}.
\]

Assumption 12. For any $s_2 \in S_2$, $a \in A$, $x \in A$,
\begin{enumerate}
  \item $\mathbb{E} [Y \mid s_2, a, u, x, G = O]$ and $\mathbb{P}(s_2, u, x \mid a, G = E)$ both belong to $L_2(p(s_2, a, x))$.
  \item $\sum_{j=1}^{n} \lambda_{s_2,a,x,j}^{-2} \left| \langle \mathbb{E} [Y \mid s_2, a, u, x, G = O], \phi_{s_2,a,x,j} \rangle \right|^2 < \infty$.
  \item $\sum_{j=1}^{n} \lambda'_{s_2,a,x,j}^{-2} \left| \langle \mathbb{P}(s_2, u, x \mid a, G = E), \phi'_{s_2,a,x,j} \rangle \right|^2 < \infty$.
\end{enumerate}

Under regularity conditions in Assumptions 11 and 12, it can be shown that completeness conditions in Assumption 5 guarantee the existence of bridge functions.

Proposition 2 (Existence of Bridge Functions). Suppose that Assumptions 11 and 12 hold.
\begin{enumerate}
  \item If the completeness condition in Assumption 5 condition 1 holds, then there exists an outcome bridge function $h_0$ satisfying Equation (7).
  \item If the completeness condition in Assumption 5 condition 2 holds, then there exists an outcome bridge function $q_0$ satisfying Equation (11).
\end{enumerate}

Proposition 2 can be proved by Picard’s Theorem [Kress et al., 1989, Theorem 15.18]. See Lemma 2 in Miao et al. [2016] or Lemma 13 and 14 in Kallus et al. [2021] for details.

D Relaxing Assumptions 2 and 3

In this section, we present additional identification results under Assumptions 9 and 10 instead of the stronger conditions in Assumptions 2 and 3, and discuss their relations to the existing literature. We also discuss how to estimate the average long-term treatment effect in this case, based on the doubly robust identification strategy in Theorem 8.

D.1 Identification

In Theorem 8, we consider extending the doubly robust identification strategy in Theorem 3, which involves both outcome and selection bridge functions. We now show that based on Theorem 8, we can also extend Theorems 1 and 2.

Corollary 1. Suppose Assumptions 1, 4, 9 and 10 hold.
\begin{enumerate}
  \item If further the completeness condition in Assumption 5 condition 2 and Assumption 6 hold, then the average long-term treatment effect can be identified by any function $h_0$ that satisfies Equation (9):
  \[
  \tau = \sum_{a \in \{0,1\}} (-1)^{1-a} \mathbb{E} \left[ h_0(S_3, S_2, A, X) \mid A = a, X, G = E \right] \mid G = O.
  \]  
\end{enumerate}
2. If further the completeness condition in Assumption 5 condition 1 and Assumption 7 hold, then the average long-term treatment effect can be identified by any function \( q_0 \) that satisfies Equation (12) or Equation (13):

\[
\tau = \sum_{a \in \{0, 1\}} (-1)^{1-a} E \left[ \frac{\mathbb{P}(G = E \mid A = a) \mathbb{P}(G = O \mid X)}{\mathbb{P}(G = O \mid A = a) \mathbb{P}(G = E \mid X) \mathbb{P}(A = a \mid X, G = E)} \right] \times q_0 (S_2, S_1, A, X) Y \mid G = O \tag{21}
\]

Proof for Corollary 1. Obviously, Equation (20) can be proved by setting \( h = h_0, q = 0 \) in Theorem 8 and Equation (21) can be proved by setting \( q = q_0, h = 0 \) in Theorem 8.

We note that the two identification strategies in Corollary 1 are closely related to those in Athey et al. [2020], Ghassami et al. [2022]. As we discussed in Remark 1, when there is no persistent confounder, we can let \( S_1 = S_3 = \emptyset \) and \( S = S_2 \). Then \( h_0(S_2, A, X) = E [Y \mid S, A, X, G = O] \) is the unique solution to Equation (9). As a result, the identification strategy in Equation (20) exactly recovers the identification strategy in Theorem 1 in Athey et al. [2020]. Moreover, in the setup in Ghassami et al. [2022], if we use \( S_3 \) as their short-term outcomes, \( S_1 \) as their auxiliary proxies, and condition on \( S_2 \) appropriately, then the identification strategies in their Theorems 9 and 10 coincide with ours in Equations (20) and (21) respectively. Compared to Ghassami et al. [2022], we only require short-term outcomes without needing to search for additional external proxies. See also discussions in Section 2.2 for additional comparisons.

Under the weaker conditions in Assumptions 9 and 10, Corollary 1 and theorem 8 shows that we need more complex identification strategies for the average long-term treatment effect over the observational data distribution. Actually, even in this case, the simpler identification strategies in Sections 4.1 to 4.3 are still useful. Below we show that under an additional assumption, they can identify average long-term treatment effect over the experimental data distribution.

**Corollary 2.** Suppose Assumptions 1, 4 to 7, 9 and 10 hold and \( Y(a) \perp G \mid S(a), U, X \). Then Equation (10) in Theorem 1, Equation (14) in Theorem 2 and Equation (15) in Theorem 3 all identify the average long-term treatment effect over the experimental data distribution, i.e.,

\[
\tau_E = E [Y(1) - Y(0) \mid G = E],
\]

In Corollary 2, we still assume the weaker conditions in Assumptions 9 and 10. But we additionally require that the experimental and observational data share a common conditional distribution of the potential long-term outcome. This additional assumption ensures that the bridge functions defined in terms of the observational data distribution can also be used to identify the average long-term treatment effect over the experimental data distribution.

Finally, we note that the selection bridge functions can be used to identify more general parameters than the average treatment effects considered so far.

**Corollary 3.** Suppose Assumptions 1, 4, 9 and 10 and the assumptions in Corollary 1 condition 2 hold. Then for any function \( q_0 \) that satisfies Equation (12) or Equation (13), and any transformation \( r : Y \mapsto \mathbb{R} \), we have

\[
E [r(Y(a)) \mid G = O] = E \left[ \frac{\mathbb{P}(G = E \mid A = a) \mathbb{P}(G = O \mid X)}{\mathbb{P}(G = O \mid A = a) \mathbb{P}(G = E \mid X) \mathbb{P}(A = a \mid X, G = E)} \right] \times q_0 (S_2, S_1, A, X) r(Y) \mid G = O.
\]
In particular, when applying Corollary 3 to the indicator function \( r(\cdot) = \mathbb{I} [ \cdot \leq y] \) for all \( y \in \mathcal{Y} \), we can identify the entire distribution of the counterfactual long term outcome \( Y(a) \).

### D.2 Estimation

We can again leverage the doubly robust identification strategy in Theorem 8 to estimate the average long-term treatment effect. This involves some nuisance functions/parameters \( \eta^* = (\eta_1^*, \eta_2^*, \ldots, \eta_7^*) \):

\[
\begin{align*}
\eta_1^*(S_3, S_2, A, X) &= h_0(S_3, S_2, A, X), \\
\eta_2^*(X) &= \{ \mathbb{E} [h_0(S_3, S_2, A, X) | A = a, X, G = E] : a = 0, 1 \}, \\
\eta_3^*(S_1, A, X) &= q_0(S_1, A, X), \\
\eta_4^*(X) &= \{ \mathbb{P} (A = a | X, G = E) : a = 0, 1 \}, \\
\eta_5^*(X) &= \frac{\mathbb{P} (G = O | X)}{\mathbb{P} (G = E | X)} \cdot \eta_6^* = \frac{\mathbb{P} (G = E | A = a)}{\mathbb{P} (G = O | A = a)}, \\
\eta_7^* &= \frac{\mathbb{P} (G = E)}{\mathbb{P} (G = O)}.
\end{align*}
\]

According to Theorem 8, once we know these nuisance functions/parameters, we immediately have

\[
\tau = \sum_{a \in \{0, 1\}} (-1)^{1-a} \left\{ \mathbb{E} [\phi_1(Y, S, a, X; \eta^*) | G = O] + \mathbb{E} [\phi_2(Y, S, a, X; \eta^*) | G = E] + \mathbb{E} [\phi_3(Y, S, a, X; \eta^*) | G = O] \right\},
\]

where

\[
\begin{align*}
\phi_1(Y, S, a, X; \eta^*) &= \tilde{h}_{E,0}(a, X) = \mathbb{E} [h_0(S_3, S_2, a, X) | A = a, X, G = E] \\
\phi_2(Y, S, a, X; \eta^*) &= \frac{\mathbb{P} (G = E) \mathbb{P} (G = O | X)}{\mathbb{P} (G = O) \mathbb{P} (G = E | X)} \mathbb{I} [A = a] \left( h_0(S_3, S_2, a, X) - \tilde{h}_{E,0}(a, X) \right) \\
\phi_3(Y, S, a, X; \eta^*) &= \frac{\mathbb{P} (G = E | A = a) \mathbb{P} (G = O | X) \mathbb{I} [A = a] \mathbb{P} (G = O | X) \mathbb{P} (A = a | X, G = E)}{\mathbb{P} (G = O | A = a) \mathbb{P} (G = E | X) \mathbb{P} (A = a | X, G = E)} \\
&\quad \times q_0(S_2, S_1, a, X) (Y - h_0(S_3, S_2, A, X)).
\end{align*}
\]

Again, we can follow Section 5 to construct an average long-term treatment effect estimator by plugging estimates in place of unknown nuisances above. In particular, we can use a cross-fitting procedure similar to Definition 1. Namely, we first split the two datasets into multiple folds, and for each fold, we estimate the treatment effect with plug-in nuisance estimates trained on the out-of-fold data, and finally average all treatment effect estimates across different folds. We denote the resulting cross-fitted treatment estimator as \( \hat{\tau} \).

In the following lemma, we prove that the doubly robust equation above satisfies the so-called Neyman orthogonality property, which means that the corresponding treatment effect estimator is insensitive to estimation errors of the nuisance functions/parameters.

**Lemma 3.** The estimating equation implied by Equation (22) satisfies the Neyman Orthogonality property, namely, the pathwise derivative of the following map at \( \eta^* \) along any feasible direction is equal to 0:

\[
\eta \mapsto \sum_{a \in \{0, 1\}} (-1)^{1-a} \left\{ \mathbb{E} [\phi_1(Y, S, a, X; \eta) | G = O] + \mathbb{E} [\phi_2(Y, S, a, X; \eta) | G = E] + \mathbb{E} [\phi_3(Y, S, a, X; \eta) | G = O] \right\}.
\]

The Neyman orthogonality property plays a central role in the recent debiased machine learning literature [e.g., Chernozhukov et al., 2019]. It protects the estimator of primary parameters from the errors in estimating nuisance parameters, so that even when the nuisance estimators have slow
convergence rates (e.g., nonparametric machine learning estimators), the final estimator is still $\sqrt{n}$-consistent and asymptotically normal. In the following theorem, we show that this is the case for our cross-fitted average long-term treatment effect estimator.

**Theorem 10.** Suppose Assumptions 1, 4 to 7, 9 and 10 hold, and the nuisance estimator for every function in $\eta^*$ converges to the truth at $o_P(n^{-1/4})$ rate in terms of its root mean squared error. Then

$$\sqrt{n}(\hat{\tau} - \tau) \xrightarrow{d} \mathcal{N}(0, \sigma^2),$$

where

$$\sigma^2 = (1 + \lambda)E \left[ (\phi_1(Y, S, 1, X; \eta^*) - \phi_1(Y, S, 0, X; \eta^*) - \tau)^2 \mid G = O \right] + \frac{1 + \lambda}{\lambda} E \left[ (\phi_2(Y, S, 1, X; \eta^*) - \phi_2(Y, S, 0, X; \eta^*))^2 \mid G = E \right] + (1 + \lambda) E \left[ (\phi_3(Y, S, 1, X; \eta^*) - \phi_3(Y, S, 0, X; \eta^*))^2 \mid G = O \right].$$

In Theorem 10, we show that as long as the nuisance functions are consistently estimated at $o_P(n^{-1/4})$ rate, the cross-fitted treatment effect estimator $\hat{\tau}$ is $\sqrt{n}$-consistent and has an asymptotic normal distribution.

### E Additional Extensions

In this section, we extend our identification results to more settings. For simplicity, we focus on extending the first identification strategy in Theorem 1.

#### E.1 Pre-treatment Outcomes

In the main text, the short-term outcomes $S = (S_1, S_2, S_3)$ are all post-treatment outcomes. In this part, we let part of the outcomes be pre-treatment.

We first consider the setting where $S_1$ is pre-treatment but $S_2, S_3$ are post-treatment. Below we modify Assumptions 1 to 4 accordingly.

**Assumption 13** (Pre-treatment $S_1$). Suppose the following hold for $a \in \{0, 1\}$:

1. On the observational data, we have $(Y(a), S_3(a), S_2(a)) \perp A \mid S_1, U, X, G = O$ and $0 < P(A = 1 \mid S_1, U, X, G = O) < 1$ almost surely.

2. On the experimental data, we have $(Y(a), S_3(a), S_2(a), U) \perp A \mid S_1, X, G = E$ and $0 < P(A = 1 \mid S_1, X, G = O) < 1$ almost surely.

3. The external validity $(S_3(a), S_2(a), U) \perp G \mid S_1, X$ and overlap

$$\frac{p(S_1, U, X \mid A = a, G = E)}{p(S_1, U, X \mid A = a, G = O)} < \infty, \quad \text{almost surely.}$$

4. The sequential structure $(Y(a), S_3(a)) \perp S_1 \mid S_2(a), U, X, G = O$.

Note that Assumption 13 consider the most general setting: we allow the treatment assignments in the observational and experimental data to depend on pre-treatment outcomes $S_1$, and also allow the distribution of $S_1$ to be different on the two datasets. Now we extend our identification strategy to this setting.
Corollary 4. Suppose conditions in Assumption 13, the completeness condition in Assumption 5 condition 2 and Assumption 6 hold. Then the average long-term treatment effect is identifiable: for any function $h_0$ that satisfies Equation (9),

$$
\tau = \mathbb{E} \left[ \mathbb{E} [h_0(S_3, S_2, A, X) \mid S_1, A = 1, X, G = E] \mid G = O \right]
- \mathbb{E} \left[ \mathbb{E} [h_0(S_3, S_2, A, X) \mid S_1, A = 0, X, G = E] \mid G = O \right].
$$

(24)

The identification strategy in Equation (24) is very similar to Equation (20). Equation (24) essentially augments the covariates $X$ with the pre-treatment outcomes $S_1$.

Similarly, we can also consider the setting where both $S_1$ and $S_2$ are pre-treatment.

Assumption 14 (Pre-treatment $(S_1, S_2)$). Suppose the following hold for $a \in \{0, 1\}$:

1. On the observational data, we have $(Y(a), S_3(a)) \perp A \mid S_2, S_1, U, X, G = O$ and $0 < \mathbb{P}(A = 1 \mid S_2, S_1, U, X, G = O) < 1$ almost surely.

2. On the experimental data, we have $(Y(a), S_3(a), U) \perp A \mid S_2, S_1, X, G = E$ and $0 < \mathbb{P}(A = 1 \mid S_2, S_1, X, G = O) < 1$ almost surely.

3. The external validity $(S_3(a), U) \perp G \mid S_2, S_1, X$ and overlap

$$
p(S_2, S_1, U, X \mid A = a, G = E) = \frac{p(S_2, S_1, U, X \mid A = a, G = O)}{p(S_2, S_1, U, X \mid A = a, G = O)} < \infty, \quad \text{almost surely.}
$$

4. The sequential structure $(Y(a), S_3(a)) \perp S_1 \mid S_2, U, X, G = O$.

We can analogously identify the long-term average treatment effect

Corollary 5. Suppose conditions in Assumption 14, the completeness condition in Assumption 5 condition 2 and Assumption 6 hold. Then the average long-term treatment effect is identifiable: for any function $h_0$ that satisfies Equation (9),

$$
\tau = \mathbb{E} \left[ \mathbb{E} [h_0(S_3, S_2, A, X) \mid S_2, S_1, A = 1, X, G = E] \mid G = O \right]
- \mathbb{E} \left[ \mathbb{E} [h_0(S_3, S_2, A, X) \mid S_2, S_1, A = 0, X, G = E] \mid G = O \right].
$$

(25)
E.2 Partial Confounding Adjustments

In the main text, the unobserved variables $U$ stand for all unobserved confounders that can possibly affect the treatment, the short-term outcomes, the long-term outcome, or any subset of them (see Figure 3). The identification strategies in Section 4 require the short-term outcomes ($S_1, S_3$) to be sufficiently rich relative to all of the unobserved confounders. In this part, we show that actually we do not need to use the short-term outcomes to handle all such unobserved confounders. Instead, we can achieve identification under lower requirements for the short-term outcomes, still using the same identification strategies.

In Figure 7, we plot three different types of unobserved confounders: confounders $U_\circ$ can affect any of $(Y, S_3, S_2, S_1, A)$, confounders $U_1$ can affect $(S_2, S_1, A)$ but not $(S_3, Y)$, while confounders $U_2$ can affect $(S_3, Y)$ but not $(S_2, S_1, A)$. Naively, one can view $U = (U_\circ, U_1, U_2)$ and argue identifiability following any of Theorems 1 to 3. This would require the short-term outcomes $(S_1, S_3)$ to be rich enough relative to all of $(U_\circ, U_1, U_2)$. Now we show that this is not necessary. Instead, we need $(S_1, S_3)$ to be rich enough relative to only $U_\circ$, but not necessarily $(U_1, U_2)$.

We first extend Assumptions 1 to 4 to the current setting, by substituting $U_\circ$ for $U$ in these previous assumptions.

**Assumption 15.** Assume the following conditions hold for any $a \in \{0, 1\}$:

1. $(Y(a), S_3(a)) \perp A \mid S_2(a), U_\circ, X, G = O$ and $0 < \mathbb{P}(A = 1 \mid U_\circ, X, G = O) < 1$ almost surely.

2. $(S_2(a), U_\circ) \perp A \mid X, G = E$ and $0 < \mathbb{P}(A = 1 \mid X, G = E) < 1$ almost surely.

3. $(S_3(a), S_2(a), U_\circ) \perp G \mid X$, and

$$\frac{p(U_\circ, X \mid A = a, G = E)}{p(U_\circ, X \mid A = a, G = O)} < \infty.$$

4. $(Y(a), S_3(a)) \perp S_1(a) \mid S_2(a), U_\circ, X, G = O$.

It is easy to verify that the current setting depicted in Figure 7 can satisfy Assumption 15. Moreover, below we modify the completeness condition in Assumption 5 condition 2 and the outcome bridge function assumption in Assumption 6.

**Assumption 16.**

1. For any $s_2 \in S_2$, $a \in \{0, 1\}$, $x \in \mathcal{X}$,

   if $\mathbb{E} [g(U_\circ) \mid S_1, S_2 = s_2, A = a, X = x, G = O] = 0$ holds almost surely,

   then $g(U_\circ) = 0$ almost surely.

2. There exists an outcome bridge function $h_0 : S_3 \times S_2 \times A \times \mathcal{X} \to \mathbb{R}$ such that

   $$\mathbb{E} [Y \mid S_2, A, U_\circ, X, G = O] = \mathbb{E} [h_0(S_3, S_2, A, X) \mid S_2, A, U_\circ, X, G = O].$$

In Assumption 16(a), we assume a partial completeness condition, which only require the short-term outcomes $S_1$ to be rich enough relative to $U_\circ$. In Assumption 16(b), we only require the bridge function to capture the unmeasured confounding due to $U_\circ$. This is possible when the short-term outcomes $S_3$ are rich enough relative to $U_\circ$. Importantly, we do not need $S_1, S_3$ to be rich enough relative to $(U_\circ, U_1, U_2)$ together.

Then we show that the long-term average treatment effect can be identified according to the equation we derived in Corollary 1. This means actually the same identification strategy still works under lower requirements on the short-term outcomes.

**Corollary 6.** Suppose Assumptions 15 and 16 hold. Then the average long-term treatment effect is identifiable: for any function $h_0$ that satisfies Equation (9), Equation (20) in Corollary 1 holds.
E.3 Relaxing the External Validity Assumption

In Section 6 Assumption 9, we assumed the external validity condition that the distributions of the unobserved confounders $U$ on the two datasets, conditional on the covariates $X$, are identical. In this section, we show that this assumption can be weakened, provided that $S_1$ and $S_2$ are both pre-treatment outcomes. Specifically, we assume the following condition.

**Assumption 17.** Suppose that for any $a \in \{0, 1\}$,

$$G \perp S_3(a) \mid S_2, S_1, U, X.$$ 

Assumption 17 imposes that the distributions of the potential short-term outcome $S_3(a)$ are identical on the two datasets, conditional on the pre-treatment outcomes $S_2, S_1$, the unobserved confounders $U$, and the observed covariates $X$. Importantly, this assumption is weaker than the condition $G \perp (S_3(a), U) \mid S_2, S_1, X$, allowing for distribution shift of the unobserved confounders $U$. To handle the lack of external validity, we again view the short-term outcomes as proxies for the unobserved confounders. Specifically, we rely on the following external validity bridge function.

**Assumption 18 (External validity bridge function).** There exists an external validity bridge function $\tilde{q} : S_2 \times S_1 \times A \times X \rightarrow \mathbb{R}$ defined as follows:

$$\frac{p(S_2, U, X \mid A, G = O)}{p(S_2, U, X \mid A, G = E)} = \mathbb{E}[\tilde{q}(S_2, S_1, A, X) \mid S_2, A, U, X, G = E] \quad (27)$$

The external validity bridge function in Assumption 18 Equation (27) is very similar to the selection bridge function in Assumption 7 Equation (11). There are only two differences: one is that the left hand side of Equation (27) is the reciprocal of the left hand side of Equation (11), and the other is that the right hand side of Equation (27) involves a conditional expectation over the experimental data rather than the observational data. We will show that the external validity bridge function can adjust for the discrepancy in the distributions of unobserved confounders between the two datasets. Since the external validity bridge function in Equation (27) is defined in terms of unobserved confounders, we cannot directly use this definition to learn an external validity bridge function. Instead, we give an alternative formulation that involves only the observed variables.

**Lemma 4.** Assume Assumption 14 conditions 1, 2, 4, Assumption 17, and the completeness condition in Assumption 5 condition 2. Then any function $\tilde{q}$ that satisfies

$$\frac{p(S_3, S_2, X \mid A, G = O)}{p(S_3, S_2, X \mid A, G = E)} = \mathbb{E}[\tilde{q}(S_1, S_2, X, A) \mid S_2, X, S_3, A, G = E]$$

is also a valid external validity bridge function in the sense of Equation (27).

In the theorem below, we further show that the average treatment effect can be identified by any external validity function and any outcome bridge function.

**Theorem 11.** Assume the assumptions in Lemma 4, Assumption 6, and $(S_2, S_1, U, X) \perp A \mid G = E$ hold. Let $\tilde{q}$ and $h$ be any functions that satisfy Equation (27) and Equation (9) respectively. Then for $a \in \{0, 1\}$, we have

$$\mathbb{E}[Y(a) \mid S_2, X, G = O] = m(S_2, a, X) \frac{p(S_2, X \mid G = E)}{p(S_2, X \mid G = O)},$$
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where

\[
m(S_2, a, X) := \mathbb{E}\left[ \mathbb{E}[h(S_3, S_2, X, A) | S_2, S_1, X, G = E, A = a] \sum_{a'} \mathbb{P}(A = a' | G = O) \tilde{q}(S_2, S_1, X, a') | S_2, X, A = a, G = E \right].
\]

Moreover, we have

\[
\tau = \mathbb{E}[m(S_2, X, 1) - m(S_2, X, 0) | G = E].
\]

F Additional Results for Numerical Studies

F.1 Additional Details for Section 7.1

In the following proposition, we justify the sampling probability function described in Section 7.1.1.

**Proposition 3.** Let \((Z_1, Z_2, A)\) be a random vector with \((Z_1, Z_2) \perp A\) and \(A \in \{0, 1\}\). Let \(G \in \{0, 1\}\) be a binary random variable such that \(G \perp Z_2|Z_1\) and

\[
\mathbb{P}(G = 1 | Z_1, A = 1) \mathbb{P}(A = 1) + \mathbb{P}(G = 1 | Z_1, A = 0) \mathbb{P}(A = 0) \equiv C,
\]

where \(C\) is a positive constant. Then the probability density of \((Z_1, Z_2)\) satisfies that

\[
p(z_1, z_2 | G = 1) \equiv p(z_1, z_2), \quad \forall z_1, z_2.
\]

We can let \(Z_1\) be the education level \(U\), \(Z_2\) be other covariates and the potential short-term outcomes, \(A\) be the GAIN treatment assignment, and \(G\) be the indicator for whether being selected into the observational dataset \(D_O\). Then Proposition 3 means that the subsampling procedure does not change the distribution of latent confounders, covariates, and potential short-term outcomes. This explains why the subsampling is not against Assumption 3.

F.2 Additional Results for Section 7.1

We further use data to probe the plausibility of the Assumptions 6 and 7 in our GAIN case study. According to Example 1, in a discrete setting, Assumptions 6 and 7 hold when certain conditional probability matrices have full column rank. We note that the outcomes in the GAIN dataset empirical example are all discrete, so we design some heuristic assessments here to shed some light on Assumptions 6 and 7 in the empirical study. Based on the GAIN dataset, we estimate the conditional probability matrices \(P(S_1 | S_2 = s_2, A = a, U)\) and \(P(S_3 | S_2 = s_2, A = a, U)\) by their empirical frequencies (we do not condition on \(X\) since this is difficult noting that \(X\) is multi-dimensional and some components are continuous), for \(s_2 \in \{(0, 0), (1, 0), (0, 1), (1, 1)\}\) and \(a \in \{0, 1\}\). We vary the dimension of \(S_1\) and \(S_3\) (i.e., the number of employment status variables included in \(S_1, S_3\) respectively) from 2 to 6 while fixing the dimension of \(S_2\) as 2 (the number we used in our original numerical study). The smallest singular values of the corresponding empirical probability matrices are calculated and shown in Table 3. We can observe that the smallest singular value gets consistently larger as dimension of \(S_1\) and \(S_3\) increases, unless when the smallest singular value is already sufficiently large. This heuristically suggests that Assumptions 6 and 7 are more likely to hold if we incorporate more short-term outcomes in \(S_1, S_3\), validating our high level intuitions discussed above.
Here $\dim(S)$ is the same. The dimension of $S$ with different dimension of $P$.

Table 3: List of smallest singular values of the empirical estimates of the conditional probability matrices $P(S_1|S_2 = s_2, A = a, U) = \mathcal{P}(S_1|S_2 = s_2, A = a, U)$ and $P(S_3|S_2 = s_2, A = a, U)$ for $s_2 = (0,0), \ldots, (1,1), a = 0, 1$ with different dimension of $S_1$ and $S_3$. Here we keep throughout the dimension of $S_1$ and $S_3$ to be the same. The dimension of $S_1$ corresponds to the number of quarters included in the surrogate. Here $\dim(S_1) = 2$ means that $S_1, S_2$ and $S_3$ take the employment status of $1 - 2$-th quarters, $3 - 4$-th quarters and $5 - 6$-th quarters after the treatment respectively; $\dim(S_1) = 4$ means the three surrogates take $1 - 4$-th quarters, $5 - 6$-th quarters and $7 - 10$-th quarters respectively; and $\dim(S_1) = 6$ means the three surrogates take $1 - 6$-th quarters, $7 - 8$-th quarters and $9 - 14$-th quarters respectively.

Of course, in Table 3 some smallest singular values are indeed fairly small, posing threats to Assumptions 6 and 7. However, we find that across all these settings, the performance of our proposed estimator is overall stable and it is significantly better than the existing state-of-art estimator in Athey et al. [2020]. These results show potential benefit of using our method to account for general unobserved confounding, even if our assumptions may not necessarily hold exactly.

Specifically, we already show the performance of our estimator in Section 7.1 Table 1 for the setting $\dim(S_1) = \dim(S_2) = \dim(S_3) = 2$. In Table 4, we generate the data in the same way as in Table 1, but with $(S_1, S_2, S_3)$ as the employment status in the $1 - 4$-th quarters, $5 - 6$-th quarters, and $7 - 10$-th quarters. In other words, we keep $\dim(S_2) = 2$ but increase the dimension of both $S_1$ and $S_3$ to $\dim(S_2) = \dim(S_3) = 4$. In Table 5, we set $(S_1, S_2, S_3)$ as the employment status in $1 - 6$-th quarters, $7 - 8$-th quarters and $9 - 14$-th quarters, i.e., we increase the dimension of $S_1$ and $S_3$ to $\dim(S_2) = \dim(S_3) = 6$. Apparently, with ridge regularization (namely the “33”, “67” and “1” columns), our estimator is still consistently better than Athey et al. [2020] by a large margin, showing that the performance of our estimator is stable with respect to the number of quarters in surrogate construction. Interestingly, with the existence of ridge regularization, our estimator can perform slightly worse as we increase the dimension of surrogates, which may be due to the non-uniqueness of bridge functions. When the ridge regularization does not exist (namely the “0” column), our estimator can be quite unstable, sometimes even worse than the naive estimator. Such phenomenon has also been observed Table 1.

F.3 Implementation details of the minimax approach in Section 7.2

In this section, we provide implementation details of the minimax approach in Section 7.2. To
| $\eta$ | $\hat{\tau}_{\text{OTC}}$ | $\hat{\tau}_{\text{SEL}}$ | $\hat{\tau}_{\text{DR}}$ | Athey et al. | Naive |
|-------|----------------|----------------|----------------|-------------|------|
|       | 0 .33 .67 1   | 0 .33 .67 1   | 0 .33 .67 1   | NR         | CV  |
| 0     | MAE -560 74 76 77 | -560 74 76 77 | -465 78 81 81 | 13 33      | 0.053 |
|       | Med 33 72 74 74  | 78 78 78 78   | 78 77 78 79   | 21 31      | 0.059 |
| 0.2   | MAE -416 73 74 74 | -416 73 74 74 | -363 77 79 79 | 21 31      | 0.059 |
|       | Med 33 72 74 74  | 78 78 78 78   | 78 77 78 79   | 21 31      | 0.059 |
| 0.4   | MAE -150 71 72 72 | -150 71 72 72 | -151 76 77 77 | 27 28      | 0.067 |
|       | Med 43 71 72 72  | 75 76 75 76   | 45 76 77 77   | 28 29      | 0.067 |
| 0.6   | MAE -577 68 68 68 | -577 68 68 68 | -574 73 74 74 | 34 25      | 0.076 |
|       | Med 44 68 68 68  | 73 72 73 72   | 47 74 74 74   | 34 25      | 0.076 |
| 0.8   | MAE -685 63 63 63 | -685 63 63 63 | -652 69 70 69 | 37 21      | 0.088 |
|       | Med 534 62 62 62 | 67 67 67 67   | 37 69 69 69   | 37 21      | 0.088 |
| 1     | MAE -135 63 63 63 | -135 63 63 63 | -139 70 70 70 | 38 18      | 0.095 |
|       | Med 35 63 63 63  | 69 69 69 69   | 36 70 70 71   | 39 18      | 0.095 |
| 1.2   | MAE -237 62 62 62 | -237 62 62 62 | -213 70 70 70 | 38 15      | 0.104 |
|       | Med 28 62 62 62  | 69 69 69 69   | 31 71 71 71   | 39 15      | 0.104 |
| 1.4   | MAE -241 61 60 59 | -241 61 60 59 | -254 70 70 70 | 37 11      | 0.115 |
|       | Med 11 61 61 60  | 71 71 71 70   | 14 73 73 72   | 36 11      | 0.115 |
| 1.6   | MAE -271 59 58 57 | -271 59 58 57 | -292 70 70 69 | 37 10      | 0.124 |
|       | Med 4 60 59 58   | 71 71 71 70   | 5 73 72 72    | 36 10      | 0.124 |

Table 4: Same as Table 1, but with $S_1, S_2, S_3$ taking the quarters 1 − 4, 5 − 6 and 7 − 10.

| $\eta$ | $\hat{\tau}_{\text{OTC}}$ | $\hat{\tau}_{\text{SEL}}$ | $\hat{\tau}_{\text{DR}}$ | Athey et al. | Naive |
|-------|----------------|----------------|----------------|-------------|------|
|       | 0 .33 .67 1   | 0 .33 .67 1   | 0 .33 .67 1   | NR         | CV  |
| 0     | MAE -1030 74 72 71 | -1030 74 72 71 | -1010 77 76 75 | 17 39      | 0.053 |
|       | Med -184 72 70 69  | 75 75 74 74   | 75 73 75 72   | 17 39      | 0.053 |
| 0.2   | MAE -9723 63 63 63 | -9723 63 63 63 | -9789 76 75 74 | 23 39      | 0.059 |
|       | Med -149 63 63 63  | 67 67 67 67   | 67 67 67 67   | 23 39      | 0.059 |
| 0.4   | MAE -1102 60 60 60 | -1102 60 60 60 | -1113 74 73 73 | 29 38      | 0.067 |
|       | Med -152 60 60 60  | 74 73 73 73   | 74 73 73 73   | 29 38      | 0.067 |
| 0.6   | MAE -861 59 58 57 | -861 59 58 57 | -876 72 71 70 | 35 36      | 0.076 |
|       | Med -149 59 58 57  | 72 72 71 71   | 72 72 71 71   | 35 36      | 0.076 |
| 0.8   | MAE -8496 62 60 59 | -8496 62 60 59 | -8513 69 67 67 | 37 32      | 0.088 |
|       | Med -94 61 59 58  | 68 68 67 67   | 68 68 67 67   | 37 32      | 0.088 |
| 1     | MAE -640 59 58 57 | -640 59 58 57 | -651 67 66 66 | 38 30      | 0.095 |
|       | Med -111 59 58 57  | 68 68 67 67   | 68 68 67 67   | 38 30      | 0.095 |
| 1.2   | MAE -459 57 55 55 | -459 57 55 55 | -467 65 65 64 | 37 26      | 0.104 |
|       | Med -96 57 56 55  | 69 68 68 68   | 69 68 68 68   | 37 26      | 0.104 |
| 1.4   | MAE -2157 53 51 51 | -2157 53 51 51 | -2210 63 63 63 | 33 21      | 0.115 |
|       | Med -96 53 52 51  | 66 66 66 66   | 66 66 66 66   | 33 21      | 0.115 |
| 1.6   | MAE -683 50 49 48 | -683 50 49 48 | -714 62 62 62 | 31 17      | 0.124 |
|       | Med -73 50 49 48  | 66 65 65 65   | 66 65 65 65   | 31 17      | 0.124 |

Table 5: Same as Table 1, but with $S_1, S_2, S_3$ taking the quarters 1 − 6, 7 − 8 and 9 − 14.
construct the outcome bridge function, we set the outer minimization function class as a neural network class with four layers. For \( \dim(X) = 10, 15, 20 \), we choose the number of neurons in first and second hidden layers to be 50 and 10, respectively; for \( \dim(X) = 5 \), we change the number of neurons in the first hidden layer to 30. We set the momentum, learning rate, number of epochs of the neural network optimizer to be 0.95, 0.0002 and 40, respectively; and set the size of each batch to be \( 1 / 10 \) of the total sample size. We use the ReLU activation function for the first three layers and set the activation function for the last layer as a linear function. For the inner maximization function class, we set it a RKHS class with a product radial basis function kernel. To construct the selection bridge function, we use a similar neural architecture as in the outcome bridge function construction, except that we set the activation function in the last layer as a softplus activation function; for the inner maximization function class, we use a RKHS with a linear kernel.

\section{Proofs}

\subsection{Supporting Lemmas}

\textbf{Lemma 5.} Under Assumptions 1 to 3, we have

\begin{equation}
(S_3, S_2) \perp G \mid A, U, X.
\end{equation}

\textit{Proof.} For any \( a \in A \), \( s_3 \in S_3 \), \( s_2 \in S_2 \) and \( g \in \{ E, O \} \), we have

\begin{align*}
p_{S_3,S_2}(s_3, s_2 \mid U, X, A = a, G = g) &= p_{S_3(a),S_2(a)}(s_3, s_2 \mid U, X, A = a, G = g) \\
&= p_{S_3(a),S_2(a)}(s_3, s_2 \mid U, X, G = g) \\
&= p_{S_3(a),S_2(a)}(s_3, s_2 \mid U, X) \\
&= p_{S_3,S_2}(s_3, s_2 \mid U, X, A = a),
\end{align*}

where the second equation follows from Assumptions 1 and 2 and the third equation follows from Assumption 3. \hfill \square

\textbf{Lemma 6.} Under Assumptions 1 and 4, we have

\begin{equation}
(Y, S_3) \perp S_1 \mid S_2, A, U, X, G = O.
\end{equation}

\textit{Proof.} For any \( a \in A \), \( s \in S_2 \) and any bounded continuous functions \( f : Y \times S_3 \to \mathbb{R} \) and \( g : S_1 \to \mathbb{R} \), we have

\begin{align*}
&\mathbb{E} \left[ f(Y, S_3)g(S_1) \mid S_2 = s, U, X, A = a, G = O \right] \\
&= \mathbb{E} \left[ f(Y(a), S_3(a))g(S_1(a)) \mid S_2(a) = s, U, X, A = a, G = O \right] \\
&= \mathbb{E} \left[ f(Y(a), S_3(a)) \mid S_2(a) = s, U, X, G = O \right] \mathbb{E} \left[ g(S_1(a)) \mid S_2(a) = s, U, X, G = O \right] \\
&= \mathbb{E} \left[ f(Y, S_3) \mid S_2 = s, U, X, A = a, G = O \right] \mathbb{E} \left[ g(S_1) \mid S_2 = s, U, X, A = a, G = O \right],
\end{align*}

where the second equation follows from Assumption 1, the third equation follows from Equation (6) in Assumption 4, and the fourth equation again follows from Assumption 1. \hfill \square

\textbf{Lemma 7.} Under Assumption 3, for any \( a \in A \), the following holds almost surely:

\begin{equation}
\frac{p(S_2, U, X \mid A = a, G = E)}{p(S_2, U, X \mid A = a, G = O)} = \frac{p(U, X \mid A = a, G = E)}{p(U, X \mid A = a, G = O)} < \infty
\end{equation}
Proof. This is proved by noting that
\[
\frac{p(S_2, U, X \mid A = a, G = E)}{p(S_2, U, X \mid A = a, G = O)} = \frac{p(S_2(a), U, X \mid A = a, G = E)}{p(S_2(a), U, X \mid A = a, G = O)}
\]
\[
= \frac{p(S_2(a) \mid U, X, A = a, G = E) p(U, X \mid A = a, G = E)}{p(S_2(a) \mid U, X, A = a, G = O) p(U, X \mid A = a, G = O)}
\]
\[
= \frac{p(U, X \mid A = a, G = E)}{p(U, X \mid A = a, G = O)} < \infty.
\]
where the last equation follows from Equation (4) in Assumption 3.

G.2 Proofs for Section 4.1

Proof for lemma 1. In lemma 6, we already proved that Assumptions 1 and 4 imply
\[(Y, S_3) \perp S_1 \mid S_2, A, U, X, G = O.\]
Therefore, for any function \(h_0(S_3, S_2, A, X)\), we have
\[
\mathbb{E} \left[ Y \mid S_2, S_1, A, G = O \right] = \mathbb{E} \left[ \mathbb{E} \left[ Y \mid S_2, S_1, A, U, X, G = O \right] \mid S_2, S_1, A, X, G = O \right]
\]
\[
= \mathbb{E} \left[ \mathbb{E} \left[ Y \mid S_2, A, U, X, G = O \right] \mid S_2, S_1, A, X, G = O \right],
\]
and
\[
\mathbb{E} \left[ h_0(S_3, S_2, A, X) \mid S_2, S_1, A, X, G = O \right]
\]
\[
= \mathbb{E} \left[ \mathbb{E} \left[ h_0(S_3, S_2, A, X) \mid S_2, S_1, A, U, X, G = O \right] \mid S_2, S_1, A, X, G = O \right]
\]
\[
= \mathbb{E} \left[ \mathbb{E} \left[ h_0(S_3, S_2, A, X) \mid S_2, A, U, X, G = O \right] \mid S_2, S_1, A, X, G = O \right].
\]
Therefore, for any \(h_0(S_3, S_2, A, X)\) that satisfies eq. (7), we have
\[
0 = \mathbb{E} \left[ Y - h_0(S_3, S_2, A, X) \mid S_2, S_1, A, X, G = O \right]
\]
\[
= \mathbb{E} \left[ \mathbb{E} \left[ Y - h_0(S_3, S_2, A, X) \mid S_2, A, U, X, G = O \right] \mid S_2, S_1, A, X, G = O \right].
\]
It follows from the completeness condition in Assumption 5 condition 2 that
\[
\mathbb{E} \left[ Y - h_0(S_3, S_2, A, X) \mid S_2, A, U, X, G = O \right] = 0,
\]
Namely, any function \(h_0(S_3, S_2, A, X)\) that satisfies eq. (9) is a valid outcome bridge function satisfying eq. (7).

Proof for theorem 1. According to Lemma 1, any function \(h_0\) that solves Equation (9) also satisfies Equation (7). Thus we only need to show that for any function \(h_0\) that solves Equation (7), we have \(\mu(a) = \mathbb{E} \left[ h_0(S_3, S_2, A, X) \mid A = a, G = E \right]\). This is proved as follows:
\[
\mathbb{E} \left[ h_0(S_3, S_2, A, X) \mid A = a, G = E \right]
\]
\[
= \mathbb{E} \left[ \mathbb{E} \left[ h_0(S_3, S_2, a, X) \mid S_2, A = a, U, X, G = E \right] \mid A = a, G = E \right]
\]
\[
= \mathbb{E} \left[ \mathbb{E} \left[ h_0(S_3, S_2, a, X) \mid S_2, A = a, U, X, G = O \right] \mid A = a, G = E \right]
\]
\[
= \mathbb{E} \left[ \mathbb{E} \left[ Y \mid S_2, A = a, U, X, G = O \right] \mid A = a, G = E \right]
\]
\[
= \mathbb{E} \left[ \mathbb{E} \left[ Y(a) \mid S_2(a), U, X, G = O \right] \mid A = a, G = E \right]
\]
\[
= \mathbb{E} \left[ \mathbb{E} \left[ Y(a) \mid S_2(a), U, X, G = O \right] \mid G = E \right]
\]
\[
= \mathbb{E} \left[ \mathbb{E} \left[ Y(a) \mid S_2(a), U, X, G = O \right] \mid G = O \right] = \mathbb{E} \left[ Y(a) \mid G = O \right] = \mu(a),
\]
where the second equation uses the fact that $G \perp S_3 \mid S_2, A, U, X$ (see Equation (28) in Lemma 5) and Equation (30) in Lemma 7, the third equation uses the definition of the outcome bridge function, the fourth equation uses the fact that $Y(a) \perp A \mid S_2(a), U, X, G = O$ according to Assumption 1, the fifth uses the fact that $(S_2(a), U, X) \perp A \mid G = E$ according to Assumption 2, and the sixth equation holds because $G \perp (S_2(a), U, X)$ in Assumption 3 and Equation (30) in Lemma 7.

\[ \square \]

G.3 Proofs for Section 4.2

Proof for Lemma 2. First note that

\[
p(S_3, S_2, X \mid A, G = E) = \int p(S_3 \mid S_2, A, U = u, X, G = E)p(S_2, u, X \mid A, G = E) \, du
\]

where the second equation follows from $S_3 \perp G \mid S_2, A, U, X$ that we prove in Lemma 5.

Next, note that

\[
p(S_3, S_2, X \mid A, G = O)\mathbb{E}[q_0(S_2, S_1, A, X) \mid S_3, S_2, A, X, G = O] = p(S_3, S_2, X \mid A, G = O) \int p(u \mid S_3, S_2, A, X, G = O)\mathbb{E}[q_0(S_2, S_1, A, X) \mid S_3, S_2, A, U = u, X, G = O] \, du
\]

where the second equation follows from $S_1 \perp S_3 \mid S_2, A, U, X, G = O$ that we prove in Lemma 6.

Therefore, any function $q_0$ that satisfies Equation (12) must satisfy

\[
\int p(S_3 \mid S_2, A, U = u, X, G = O)\Delta(S_2, A, u, X) \, du = 0,
\]

where

\[
\Delta(S_2, A, U, X) = p(S_2, U, X \mid A, G = E) - p(S_2, U, X \mid A, G = O)\mathbb{E}[q_0(S_2, S_1, A, X) \mid S_2, A, U, X, G = O].
\]

By Bayes rule, this is equivalent to

\[
P(S_3 \mid S_2, A, X, G = O)\mathbb{E}\left[\frac{\Delta(S_2, A, U, X)}{p(U \mid S_2, A, X, G = O)} \mid S_3, S_2, A, X, G = O\right] = 0.
\]

According to assumption 5 condition 1, we have $\Delta(S_2, A, U, X) = 0$ almost surely. In other words, if $q_0$ satisfies Equation (12), then it must also satisfy Equation (11).

\[ \square \]

Lemma 8. Under assumptions in Lemma 2, Equation (12) is equivalent to Equation (13).
Proof. Note that Equation (12) is equivalent to
\[
\mathbb{E}[q_0(S_2, S_1, A, X) | S_3, S_2, A, X, G = O] = \frac{p(S_3, S_2, X | A, G = E)}{p(S_3, S_2, X | A, G = O)} \frac{\mathbb{P}(G = E | S_3, S_2, A, X) \mathbb{P}(G = O | A)}{\mathbb{P}(G = O | S_3, S_2, A, X) \mathbb{P}(G = E | A)}.
\]
It is equivalent to
\[
\mathbb{P}(G = O | S_3, S_2, A, X) \mathbb{E}\left[ \frac{\mathbb{P}(G = E | A) q_0(S_2, S_1, A, X) | S_3, S_2, A, X, G = O}{\mathbb{P}(G = O | A)} \right] = 1 - \mathbb{P}(G = O | S_3, S_2, A, X),
\]
or
\[
\mathbb{P}(G = O | S_3, S_2, A, X) \mathbb{E}\left[ \frac{\mathbb{P}(G = E | A) q_0(S_2, S_1, A, X) + 1 | S_3, S_2, A, G = O}{\mathbb{P}(G = O | A)} \right] = 1.
\]
The conclusion then follows straightforwardly.

Proof for Theorem 2. According to Lemma 2, any function \( q_0 \) that solves Equation (12) or Equation (13) must also satisfy Equation (11). Thus we only need to show that for any \( q_0 \) that solves Equation (11), we have
\[
\mu(a) = \mathbb{E}[q(S_2, S_1, A, X)Y | A = a, G = O].
\]
This is proved as follows:
\[
\begin{align*}
\mathbb{E}[q_0(S_2, S_1, A, X)Y | A = a, G = O] &= \mathbb{E}\mathbb{E}[q_0(S_2, S_1, A, X)Y | S_2, A, U, X, G = O | A = a, G = O] \mathbb{E}[Y | S_2, A, U, X, G = O | A = a, G = O] \\
&= \mathbb{E}\left[ q_0(S_2, S_1, A, X) | S_2, A, U, X, G = O \right] \mathbb{E}\left[ Y | S_2, A, U, X, G = O \right] \\
&= \mathbb{E}\left[ q_0(S_2(a), S_1(a), A, X) | S_2(a), A = a, U, X, G = O \right] \\
&\quad \times \mathbb{E}\left[ Y(a) | S_2(a), A = a, U, X, G = O \right] \\
&= \mathbb{E}\left[ \frac{p(S_2, U, X | A, G = E)}{p(S_2, U, X | A, G = O)} \mathbb{E}(Y(a) | S_2(a), U, X, G = O) | A = a, G = O \right] \\
&= \mathbb{E}\left[ \frac{p(S_2(a), U, X | A = a, G = E)}{p(S_2(a), U, X | A = a, G = O)} \mathbb{E}(Y(a) | S_2(a), U, X, G = O) | A = a, G = O \right] \\
&= \mathbb{E}\left[ Y(a) | S_2(a), U, X, G = O | A = a, G = E \right] \\
&= \mathbb{E}\left[ Y(a) | S_2(a), U, X, G = O | G = E \right] \\
&= \mathbb{E}\left[ Y(a) | S_2(a), U, X, G = O | G = O \right] \\
&= \mathbb{E}[Y(a) | G = O] = \mu(a).
\]
Here the second equation uses the fact that \( Y \perp S_1 | S_2, A, U, X, G = O \) that we prove in Lemma 6, the fourth equation uses the fact that \( Y(a) \perp A | S_2(a), U, X, G = O \) according to Assumption 1,
the fifth equation uses the definition of the selection bridge function \(q_0(S_2, S_1, A, X)\), the seventh equation uses change of measure, the eighth equation uses the fact that \(A \perp (S_2(a), U, X) \mid G = E\) according to Assumption 2, and the ninth equation uses the fact that \(G \perp (S_2(a), U, X)\) according to Assumption 3.

\[\square\]

\section*{G.4 Proofs for Section 4.3}

\textit{Proof for Theorem 3.} If conditions in Theorem 1 hold and \(h = h_0\) satisfies Equation (9), then
\[
\begin{align*}
\mathbb{E}[h(S_3, S_2, A, X) \mid A = a, G = E] &+ \mathbb{E}[q(S_2, S_1, A, X)(Y - h(S_3, S_2, A, X)) \mid A = a, G = O] \\
= \mathbb{E}[h(S_3, S_2, A, X) \mid A = a, G = E] \\
&+ \mathbb{E}[q(S_2, S_1, A, X)\mathbb{E}[Y - h(S_3, S_2, A, X) \mid S_2, S_1, A, X, G = O] \mid A = a, G = O] \\
= \mathbb{E}[h(S_3, S_2, A, X) \mid A = a, G = E] \\
= \mu(a),
\end{align*}
\]

where the second equation follows from Equation (9) and the third equation follows from Theorem 1.

If conditions in Theorem 2 hold and \(q = q_0\) satisfies Equation (12) or Equation (13), then
\[
\begin{align*}
\mathbb{E}[h(S_3, S_2, A, X) \mid A = a, G = E] &+ \mathbb{E}[q(S_2, S_1, A, X)(Y - h(S_3, S_2, A, X)) \mid A = a, G = O] \\
= \mathbb{E}[q(S_2, S_1, A, X)Y \mid A = a, G = O] \\
&- \mathbb{E}[h(S_3, S_2, A, X)\mathbb{E}[q(S_2, S_1, A, X) - \frac{p(S_3, S_2, X \mid A, G = E)}{p(S_3, S_2, X \mid A, G = O)} \mid S_3, S_2, A, X, G = O] \mid A = a, G = O] \\
= \mathbb{E}[q(S_2, S_1, A, X)Y \mid A = a, G = O] \\
= \mu(a),
\end{align*}
\]

where the second equation follows from Equation (12) and the third equation follows from Theorem 2. \(\square\)

\section*{G.5 Proofs for Section 5}

\textit{Proof for Theorem 4.} We first prove statement (2). We define
\[
\hat{\mu}_{SEL}(a) = \frac{1}{K} \sum_{k=1}^{K} \left[ \frac{1}{n_{O,k}} \sum_{i \in D_{O,k}} \mathbb{I}[A_i = a] \bar{q}(S_{2,i}, S_{1,i}, A_i, X_i)Y_i \right].
\]

Since we assume \(\bar{q} = q_0\), as \(n \to \infty\), it follows from Law of Large Number and Theorem 2 that
\[
\hat{\mu}_{SEL}(a) \to \mathbb{E}[q_0(S_2, S_1, A, X)Y \mid A = a, G = O] = \mu(a).
\]

Now we only need to show that \(\hat{\mu}_{SEL}(a) - \bar{\mu}_{SEL}(a) = o_p(1)\), as this would imply that \(\hat{\mu}_{SEL}(a) = \mu(a) + o_p(1)\), so that \(\hat{\tau}_{SEL}\) is a consistent estimator for \(\tau\). To prove this, note that
\[
\hat{\mu}_{SEL}(a) - \bar{\mu}_{SEL}(a) = \frac{1}{K} \sum_{k=1}^{K} \frac{n_{O,k}}{n_{O,k}} \Delta_{SEL,k}.
\]

where
\[
\Delta_{SEL,k} = \frac{1}{n_{O,k}} \sum_{i \in D_{O,k}} \mathbb{I}[A_i = a] (\bar{q}_k(S_{2,i}, S_{1,i}, A_i, X_i) - q_0(S_{2,i}, S_{1,i}, A_i, X_i))Y_i.
\]
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Then by Cauchy-Schwartz inequality, for any \( k \in \{1, \ldots, K\} \), we have

\[
\text{Var}(\Delta_{\text{SEL},k} \mid D_{O,-k}) = \frac{1}{n_{O,k}} \text{Var}(\mathbb{I}[A = a] (\hat{q}_k(S_2, S_1, A, X) - q_0(S_2, S_1, A, X)) Y \mid D_{O,-k})
\]
\[
\leq \frac{1}{n_{O,k}} \mathbb{E} \left[ (\mathbb{I}[A = a] (\hat{q}_k(S_2, S_1, A, X) - q_0(S_2, S_1, A, X)) Y)^2 \mid D_{O,-k} \right]
\]
\[
\lesssim \frac{1}{n_{O,k}} \|\hat{q}_k - q_0\|_{L_2(\mathbb{P})}^2 \leq \frac{\rho_{q,n}^2}{n_{O,k}}.
\]

By Markov inequality, we then have that

\[
|\Delta_{\text{SEL},k}| = \mathbb{E}[|\Delta_{\text{SEL},k}| \mid D_{O,-k}] + O_p \left( \frac{\rho_{q,n}}{\sqrt{n_{O,k}}} \right).
\]

Here

\[
\mathbb{E}[|\Delta_{\text{SEL},k}| \mid D_{O,-k}] \lesssim \|\hat{q}_k - q_0\|_{L_2(\mathbb{P})} = \rho_{q,n}.
\]

Therefore

\[
\hat{\mu}_{\text{SEL}}(a) - \bar{\mu}_{\text{SEL}}(a) = \frac{1}{K} \sum_{k=1}^{K} \frac{n_{O,k}}{n_{O,k}} \Delta_{\text{SEL},k} = \frac{1}{K} \sum_{k=1}^{K} \frac{1}{n_E} \mathbb{P}(A = a \mid G = O) O_p \left( \rho_{q,n} + \frac{\rho_{q,n}}{\sqrt{n_{O,k}}} \right)
\]
\[
= o_p(1).
\]

Similarly, we can prove that \( \hat{\mu}_{\text{OTC}}(a) = \mu(a) + o_p(1) \) so that \( \hat{\tau}_{\text{OTC}} \) is a consistent estimator for \( \tau \), \( i.e. \), \( \text{statement (1)} \) is true.

Finally, we can similarly prove that \( \hat{\mu}_{\text{DR}}(a) - \bar{\mu}_{\text{DR}}(a) = o_p(1) \), where

\[
\hat{\mu}_{\text{DR}}(a) = \frac{1}{K} \sum_{k=1}^{K} \left[ \frac{1}{n_E} \sum_{i \in D_E} \mathbb{I}[A_i = a] \hat{h}(S_{3,i}, S_{2,i}, A_i, X_i) \right]
\]
\[
+ \frac{1}{K} \sum_{k=1}^{K} \left[ \frac{1}{n_{O,k}} \sum_{i \in D_{O,k}} \mathbb{I}[A_i = a] \tilde{q}(S_{2,i}, S_{1,i}, A_i, X_i) \left( Y_i - \tilde{h}(S_{3,i}, S_{2,i}, X_i) \right) \right].
\]

By Law of Large Number, the limit of \( \hat{\mu}_{\text{DR}}(a) \) is

\[
\mathbb{E} \left[ \hat{h}(S_3, S_2, A, X) \mid A = a, G = E \right] + \mathbb{E} \left[ \tilde{q}(S_2, S_1, A, X) \left( Y - \tilde{h}(S_3, S_2, A, X) \right) \mid A = a, G = O \right].
\]

According to Theorem 3, this is equal to \( \mu(a) \) if either \( \tilde{q} = q_0 \) or \( \tilde{h} = h_0 \). Thus if either \( \tilde{q} = q_0 \) or \( \tilde{h} = h_0 \), \( \hat{\mu}_{\text{DR}}(a) - \mu(a) = o_p(1) \) so that \( \hat{\tau}_{\text{DR}} \) is a consistent estimator for \( \tau \). This proves statement (3).

\( \Box \)

\textbf{Proof for Theorem 5.} By simple algebra, we can show that

\[
\hat{\mu}_{\text{DR}}(a) - \bar{\mu}_{\text{DR}}(a) = \frac{1}{K} \sum_{k=1}^{K} \frac{n_{O,k}}{n_{O,k}} \Delta_{\text{DR},k}^O + \frac{n_E}{n_E} \Delta_{\text{DR},k}^E
\]
\[
= \frac{1}{K} \sum_{k=1}^{K} \mathbb{P}(A = a \mid G = O) o_p(1) \Delta_{\text{DR},k}^O + \mathbb{P}(A = a \mid G = E) + o_p(1) \Delta_{\text{DR},k}^E
\]
where
\[
\Delta_{DR,k}^O = \frac{1}{n_{O,k}} \sum_{i \in D_{O,k}} \left[ \mathbb{I}[A_i = a] \hat{q}_k(S_{2,i}, S_{1,i}, A_i, X_i) \left( Y_i - \hat{h}_k(S_{3,i}, S_{2,i}, A_i, X_i) \right) - \mathbb{I}[A_i = a] q_0(S_{2,i}, S_{1,i}, A_i, X_i)(Y_i - h_0(S_{3,i}, S_{2,i}, A_i, X_i)) \right],
\]
and
\[
\Delta_{DR,k}^E = \frac{1}{n_E} \sum_{i \in D_E} \mathbb{I}[A_i = a] \left( \hat{h}_k(S_{3,i}, S_{2,i}, A_i, X_i) - h_0(S_{3,i}, S_{2,i}, A_i, X_i) \right).
\]
By following the proof for Theorem 4, we can show that
\[
\Delta_{DR,k}^O = \mathbb{E} \left[ \Delta_{DR,k}^O \mid D_{O,-k} \right] + O_p \left( \frac{\max\{\rho_{q,n}, \rho_{h,n}\}}{\sqrt{n_{O,k}}} \right) = \mathbb{E} \left[ \Delta_{DR,k}^O \mid D_{O,-k} \right] + o_p \left( n^{-1/2} \right)
\]
and
\[
\Delta_{DR,k}^E = \mathbb{E} \left[ \Delta_{DR,k}^E \mid D_{O,-k} \right] + O_p \left( \frac{\rho_{h,n}}{\sqrt{n_E}} \right) = \mathbb{E} \left[ \Delta_{DR,k}^E \mid D_{O,-k} \right] + o_p \left( n^{-1/2} \right).
\]
Moreover, we have
\[
\left| \frac{1}{\mathbb{P}(A = a \mid G = O)} \mathbb{E} \left[ \Delta_{DR,k}^O \mid D_{O,-k} \right] + \frac{1}{\mathbb{P}(A = a \mid G = E)} \mathbb{E} \left[ \Delta_{DR,k}^E \mid D_{O,-k} \right] \right|

= \mathbb{E} \left[ \hat{h}_k(S_3, S_2, A, X) - h_0(S_3, S_2, A, X) \mid A = a, G = E, D_{O,-k} \right]

+ \mathbb{E} \left[ \hat{q}_k(S_2, S_1, A, X) \left( Y - \hat{h}_k(S_3, S_2, A, X) \right) \mid A = a, G = O, D_{O,-k} \right]

- \mathbb{E} \left[ q_0(S_2, S_1, A, X)(Y - h_0(S_3, S_2, A, X)) \mid A = a, G = O, D_{O,-k} \right]

= |R_{k,1} + R_{k,2} + R_{k,3}|. \tag{31}
\]
Here
\[
R_{k,1} = \mathbb{E} \left[ q_0(S_2, S_1, A, X)(\hat{h}_k(S_3, S_2, A, X) - h_0(S_3, S_2, A, X)) \mid A = a, G = O, D_{O,-k} \right]

R_{k,2} = \mathbb{E} \left[ \hat{q}_k(S_2, S_1, A, X)(h_0(S_3, S_2, A, X) - \hat{h}_k(S_3, S_2, A, X)) \mid A = a, G = O, D_{O,-k} \right]

R_{k,3} = 0.
\]
Thus
\[
\text{Equation (31)} = |R_{k,1} + R_{k,2}|

= \mathbb{E} \left[ (q_0 - \hat{q}_k)(\hat{h}_k - h_0) \mid A = a, G = O, D_{O,-k} \right]

= \mathbb{E} \left[ \frac{\mathbb{I}[A = a]}{\mathbb{P}(A = a \mid G = O)}(q_0 - \hat{q}_k)(\hat{h}_k - h_0) \mid G = O, D_{O,-k} \right]
\]
It follows that
\[
\text{Equation (31)} \leq \|P^* (\hat{q}_k - q_0)\|_{\mathcal{L}_2(\mathbb{P})} \|\hat{h}_k - h_0\|_{\mathcal{L}_2(\mathbb{P})},
\]

and

\[
\text{Equation (31)} = \left| \mathbb{E} \left[ \frac{1}{n_E} \sum_{i \in \mathcal{D}_E} \mathbb{I}[A_i = a] (h_0(S_{3,i}, S_{2,i}, A_i, X_i) - \mu(a)) \right] \right|
\]

This means that

\[
\text{Equation (31)} \leq \min \left\{ \| P^*(\hat{q}_k - q_0) \|_{L_2(\mathcal{P})}, \| \hat{h}_k - h_0 \|_{L_2(\mathcal{P})}, \| q_0 - \hat{q}_k \|_{L_2(\mathcal{P})}, \| P(\hat{h}_k - h_0) \|_{L_2(\mathcal{P})} \right\} = o_p \left( n^{-1/2} \right).
\]

Therefore, we have \( \hat{\mu}_{DR}(a) - \hat{\mu}_{DR}(a) = o_p \left( n^{-1/2} \right) \).

Furthermore,

\[
\hat{\mu}_{DR}(a) - \mu(a)
= \frac{1}{K} \sum_{k=1}^{K} \left[ \frac{1}{n_E} \sum_{i \in \mathcal{D}_E} \mathbb{I}[A_i = a] (h_0(S_{3,i}, S_{2,i}, A_i, X_i) - \mu(a)) \right]
\]

Combine the results above, we have

\[
\hat{\tau}_{DR} = \frac{1}{n_E} \sum_{i \in \mathcal{D}_E} \frac{A_i - P(A_i = 1 \mid G_i = E)}{P(A_i = 1 \mid G_i = E) - P(A_i = 1 \mid G_i = E)} (h_0(S_{3,i}, S_{2,i}, A_i, X_i) - \mu(A_i))
\]

Then the asserted conclusion follows from Central Limit Theorem.

\textit{Proof for Theorem 6}. We only need to prove that \( \hat{\sigma}^2 \) is a consistent estimator for \( \sigma^2 \), since then we can apply Slutsky’s theorem to show that as \( n \to \infty \),

\[
\frac{\sqrt{n}(\hat{\tau}_{DR} - \tau)}{\hat{\sigma}} \sim \mathcal{N}(0, 1).
\]

This in turn implies the desired asymptotic coverage conclusion.
To prove the consistency of $\hat{\sigma}^2$, we first consider the following (infeasible) estimator:

$$
\hat{\sigma}^2 = \frac{n}{n_E} \sum_{k=1}^{K} \left\{ \frac{1}{n_E} \sum_{i \in D_E} \left[ \frac{A_i - \hat{\pi}_E(h_0(S_{3,i}, S_{2,i}, A_i, X_i) - \hat{\mu}_{DR}(A_i))}{\hat{\pi}_E} \right]^2 \right\}
+ \frac{n}{n_O} \sum_{k=1}^{K} \left\{ \frac{1}{n_O} \sum_{i \in D_O} \left[ \frac{A_i - \hat{\pi}_O(q_0(S_{2,i}, S_{1,i}, A_i, X_i)(Y_i - h_0(S_{3,i}, S_{2,i}, A_i, X_i)))}{\hat{\pi}_O} \right]^2 \right\}
= \frac{n}{n_E} \sum_{i \in D_E} \left[ \frac{A_i - \hat{\pi}_E(h_0(S_{3,i}, S_{2,i}, A_i, X_i) - \hat{\mu}_{DR}(A_i))}{\hat{\pi}_E} \right]^2
+ \frac{n}{n_O} \sum_{i \in D_O} \left[ \frac{A_i - \hat{\pi}_O(q_0(S_{2,i}, S_{1,i}, A_i, X_i)(Y_i - h_0(S_{3,i}, S_{2,i}, A_i, X_i)))}{\hat{\pi}_O} \right]^2 \right\}.
$$

Since $n/n_E \to (1 + \lambda)/\lambda$, $n/n_O \to 1 + \lambda$, $\hat{\pi}_E \to \mathbb{P}(A = 1 \mid G = E)$, and $\hat{\pi}_O \to \mathbb{P}(A = 1 \mid G = O)$, we can apply Law of Large Number and Slutsky’s theorem to show that $\hat{\sigma}^2$ is a consistent estimator for $\sigma^2$. Therefore, as long as we can prove that $\hat{\sigma}^2 - \sigma^2 \to 0$ as $n \to \infty$, we have $\hat{\sigma}^2 \to \sigma^2$ as $n \to \infty$, which finishes our proof.

To prove $\hat{\sigma}^2 - \sigma^2 \to 0$, we define that

$$
\psi_{1,i}(h) = \frac{A_i - \hat{\pi}_E(h(S_{3,i}, S_{2,i}, A_i, X_i) - \hat{\mu}_{DR}(A_i))},
\psi_{2,i}(h, q) = \frac{A_i - \hat{\pi}_O(q(S_{2,i}, S_{1,i}, A_i, X_i)(Y_i - h(S_{3,i}, S_{2,i}, A_i, X_i))).
$$

It follows that

$$
|\hat{\sigma}^2 - \sigma^2| = \frac{n}{n_E K} \sum_{k=1}^{K} \left\{ \frac{1}{n_E} \sum_{i \in D_E} \left[ \psi_{1,i}^2(\hat{h}_k) - \psi_{1,i}^2(h_0) \right] \right\} + \frac{n}{n_O K} \sum_{k=1}^{K} \left\{ \frac{1}{n_O} \sum_{i \in D_O} \left[ \psi_{2,i}^2(\hat{h}_k, \hat{q}_k) - \psi_{2,i}^2(h_0, q_0) \right] \right\}.
$$

We now analyze $\Delta_{1,k}$:

$$
\Delta_{1,k} \leq \left\{ \frac{1}{n_E} \sum_{i \in D_E} \left( \psi_{1,i}(\hat{h}_k) - \psi_{1,i}(h_0) \right) \left( 2\psi_{1,i}(h_0) + \psi_{1,i}(\hat{h}_k) - \psi_{1,i}(h_0) \right) \right\}^{1/2}
\leq \left\{ \frac{1}{n_E} \sum_{i \in D_E} \left( \psi_{1,i}(\hat{h}_k) - \psi_{1,i}(h_0) \right)^2 \right\}^{1/2} \left\{ \frac{1}{n_E} \sum_{i \in D_E} \left( \psi_{1,i}(\hat{h}_k) - \psi_{1,i}(h_0) \right)^2 \right\}^{1/2} + 2 \left\{ \frac{1}{n_E} \sum_{i \in D_E} \psi_{1,i}^2(h_0) \right\}^{1/2}.
$$

Moreover, since $\mathbb{P}(A = 1 \mid G = E)$ is strictly positive according to Assumption 2, we have that for
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large enough \( n \), \( \hat{\pi}_E \geq \mathbb{P}(A = 1 \mid G = E)/2 > 0 \) with high probability. It follows that

\[
\frac{1}{n_E} \sum_{i \in D_E} \left( \psi_{1,i}(\hat{h}_k) - \psi_{1,i}(h_0) \right)^2 \lesssim \frac{1}{n_E} \sum_{i \in D_E} \left( \hat{h}_k(S_{3,i}, S_{2,i}, A_i, X_i) - h_0(S_{3,i}, S_{2,i}, A_i, X_i) \right)^2
\]

\[
= \|\hat{h}_k - h_0\|_{L_2(\mathbb{P})} + o_\mathbb{P}(1) = O_\mathbb{P}(\rho_{n,h}) + o_\mathbb{P}(1) = o_\mathbb{P}(1).
\]

It follows that \( \Delta_{1,k} = o_\mathbb{P}(1) \). Similarly, we can show that \( \Delta_{2,k} = o_\mathbb{P}(1) \). These together ensure that as \( n \to \infty \),

\[ \sigma^2 - \bar{\sigma}^2 \to 0. \]

**Proof for theorem 7.** We consider a semiparametric model \( \mathcal{M}_{sp} \) that places no restrictions on the data distribution except the existence of a bridge function \( h_0 \) in Assumption 6. Consider a regular parametric submodel indexed by a parameter \( t \): \( \mathcal{P}_t = \{p_t(y, s, a, x, g): t \in \mathbb{R}\} \) where \( p_0(y, s, a, x, g) \) equals the true density \( p(y, s, a, x, g) \). The associated score function is denoted as \( SC(y, s, a, x, g) = \partial_t \log p_t(y, s, a, x, g) \big|_{t=0} \). The expectation w.r.t. the distribution \( p_t(y, s, a, x, g) \) is denoted by \( \mathbb{E}_t \).

By following the proof for Theorem 11 in Kallus et al. [2021], under the condition that bridge functions \( h_0, q_0 \) uniquely exist and the linear operator \( T \) is bijective, the tangent space corresponding to \( \mathcal{M}_{sp} \) is given by

\[
S = \left\{ SC(Y, S, A, X, G) = SC(S_2, S_1, A, X, G) + SC(Y, S_3 \mid S_2, S_1, A, X, G) : \right\}
\]

\[
SC(S_2, S_1, A, X, G) \in L_2(S_2, S_1, A, X, G), \quad SC(Y, S_3 \mid S_2, S_1, A, X, G) \in L_2(Y, S_3 \mid S_2, S_1, A, X, G),
\]

\[
\mathbb{E}\left[ SC(S_2, S_1, A, X, G) \right] = 0, \quad \mathbb{E}\left[ SC(Y, S_3 \mid S_2, S_1, A, X, G) \mid S_2, S_1, A, X, G \right] = 0,
\]

\[
\mathbb{E}\left[ (Y - h_0(S_3, S_2, A, X)SC(Y, S_3 \mid S_2, S_1, A, X, G)) \mid S_2, S_1, A, X, G = O \right] \in \text{Range}(T)
\]
where the second equation holds because
\[
E[(h_0(S_3, S_2, A, X) - \mu(a))SC(A, G) \mid A = a, G = E] \\
= E[(h_0(S_3, S_2, A, X) - \mu(a)) \mid A = a, G = E]SC(A = a, G = E) = 0,
\]
and the third equation holds because
\[
E[(h_0(S_3, S_2, A, X) - \mu(a))SC(Y, S_1 \mid S_3, S_2, A, X, G) \mid A = a, G = E] \\
= E[(h_0(S_3, S_2, A, X) - \mu(a))SC(Y, S_1 \mid S_3, S_2, A, X, G) \mid S_3, S_2, A, X, G] \mid A = a, G = E] = 0.
\]

Next we analyze the term in Equation (34).

Furthermore, by taking the derivative of the left hand side w.r.t \( t \) at \( t = 0 \), we have
\[
\frac{\partial}{\partial t} E[h_t(S_3, S_2, A, X) \mid S_2, S_1, A, X, G = O] \big|_{t=0} \\
= E[(Y - h_0(S_3, S_2, A, X))SC(Y, S_3 \mid S_2, S_1, A, X, G) \mid S_2, S_1, A, X, G = O] = 0. \tag{36}
\]

It follows that
\[
\frac{\partial}{\partial t} E[h_t(S_3, S_2, A, X) \mid A = a, G = E] \big|_{t=0} \\
= E[q_0(S_2, S_1, A, X)(Y - h_0(S_3, S_2, A, X))SC(Y, S_3 \mid S_2, S_1, A, X, G) \mid A = a, G = O] \\
= E[q_0(S_2, S_1, A, X)(Y - h_0(S_3, S_2, A, X))SC(Y, S_3, S_2, S_1, A, X, G) \mid A = a, G = O] \\
= E\left[ \frac{\mathbb{1}[A = a, G = O]}{P(A = a, G = O)} q_0(S_2, S_1, A, X)(Y - h_0(S_3, S_2, A, X))SC(Y, S_3, S_2, S_1, A, X, G) \right],
\tag{37}
\]
where the second equation holds because
\[
E[q_0(S_2, S_1, A, X)(Y - h_0(S_3, S_2, A, X))SC(S_2, S_1, A, X, G) \mid A = a, G = O] \\
= E[q_0(S_2, S_1, A, X)E[Y - h_0(S_3, S_2, A, X) \mid S_2, S_1, A, X, G = O] \\
\times SC(S_2, S_1, A, X, G = O) \mid A = a, G = O] = 0.
\]

Combining Equations (35) and (37), we have
\[
\frac{\partial}{\partial t} \mu_t(a) \big|_{t=0} = E[\psi_a(Y, S_3, S_2, S_1, A, X, G)SC(Y, S_3, S_2, S_1, A, X, G)],
\]
where
\[
\psi_a(Y, S_3, S_2, S_1, A, X, G) = \frac{\mathbb{1}[A = a, G = E]}{P(A = a, G = E)}(h_0(S_3, S_2, A, X) - \mu(a)) \\
+ \frac{\mathbb{1}[A = a, G = O]}{P(A = a, G = O)} q_0(S_2, S_1, A, X)(Y - h_0(S_3, S_2, A, X)).
\]
Therefore,
\[
\frac{\partial}{\partial t} \tau|_{t=0} = \frac{\partial}{\partial t} \mu_t(1)|_{t=0} - \frac{\partial}{\partial t} \mu_t(0)|_{t=0} = \mathbb{E} [\psi(Y, S_3, S_2, S_1, A, X, G)SC(Y, S_3, S_2, S_1, A, X, G)],
\]
where

\[
\psi(Y, S_3, S_2, S_1, A, X, G) = \psi_1(Y, S_3, S_2, S_1, A, X, G) - \psi_0(Y, S_3, S_2, S_1, A, X, G) - \tau
\]

\[
= \mathbb{I} [G = E] A - \mathbb{P} (A = 1 | G = E) (h_0(S_3, S_2, A, X) - \mu(A))
\]

\[
+ \mathbb{I} [G = O] A - \mathbb{P} (A = 1 | G = O) q_0(S_2, S_1, A) (Y - h_0(S_3, S_2, A, X)) - \tau.
\]

We can easily decompose \(\psi(Y, S_3, S_2, S_1, A, X, G)\) into two terms:

\[
\psi(Y, S_3, S_2, S_1, A, X, G) = \mathbb{E} [\psi(Y, S_3, S_2, S_1, A, X, G) | S_2, S_1, A, X, G] - \tau
\]

\[
+ \psi(Y, S_3, S_2, S_1, A, X, G) - \mathbb{E} [\psi(Y, S_3, S_2, S_1, A, X, G) | S_2, S_1, A, X, G],
\]

where

\[
\mathbb{E} [\psi(Y, S_3, S_2, S_1, A, X, G) | S_2, S_1, A, X, G] - \tau \in L_2(S_2, S_1, A, X, G)
\]

\[
\mathbb{E} [\psi(Y, S_3, S_2, S_1, A, X, G) | S_2, S_1, A, X, G] - \tau = 0
\]

\[
\psi(Y, S_3, S_2, S_1, A, X, G) - \mathbb{E} [\psi(Y, S_3, S_2, S_1, A, X, G) | S_2, S_1, A, X, G] \in L_2(Y, S_3 | S_2, S_1, A, X, G)
\]

\[
\mathbb{E} [\psi(Y, S_3, S_2, S_1, A, X, G) - \mathbb{E} [\psi(Y, S_3, S_2, S_1, A, X, G) | S_2, S_1, A, X, G] | S_2, S_1, A, X, G] = 0.
\]

Moreover, since \(T\) is surjective, its range space \(\text{Range}(T)\) is the whole \(L_2(S_2, S_1, A, X)\) space so we automatically have

\[
\mathbb{E} [(\psi(Y, S_3, S_2, S_1, A, X, G) - \mathbb{E} [\psi(Y, S_3, S_2, S_1, A, X, G) | S_2, S_1, A, X, G])
\]

\[
\times (Y - h_0(S_3, S_2, A, X)) | S_2, S_1, A, X, G = O \in \text{Range}(T).
\]

This means that \(\psi(Y, S_3, S_2, S_1, A, X, G)\) belongs to the tangent space \(\mathcal{S}\). Thus \(\psi(Y, S_3, S_2, S_1, A, X, G)\) is the efficient influence function for \(\tau\), and its variance, which is equal to \(\sigma^2\) in Theorem 7, is the semiparametric efficiency lower bound for \(\tau\) relative to the tangent space \(\mathcal{S}\) in Equation (32).

G.6 Proofs for Section 6

Proof for Theorem 8. Before proving the theorem, we note that by Bayes rule, we can easily verify that

\[
\frac{\mathbb{P} (G = E | A = a) \mathbb{P} (G = O | X)}{\mathbb{P} (G = O | A = a) \mathbb{P} (G = E | X)} \mathbb{I} [A = a] \mathbb{P} (A = a | X, G = E) = \mathbb{I} [A = a] \frac{p(X | A = a, G = O)}{\mathbb{P} (A = a | X, G = O) p(X | A = a, G = E)}.
\]

Assume that condition 1 holds so we have \(h = h_0\) satisfying Equation (9). In this case, for any function \(q\), we have

\[
\mathbb{E} \left[ \frac{\mathbb{P} (G = E | A = a) \mathbb{P} (G = O | X)}{\mathbb{P} (G = O | A = a) \mathbb{P} (G = E | X)} \mathbb{I} [A = a] \mathbb{P} (A = a | X, G = E) q(S_2, S_1, A, X) (Y - h(S_3, S_2, A, X)) | G = O \right]
\]

\[
= \mathbb{E} \left[ \frac{\mathbb{P} (G = E | A = a) \mathbb{P} (G = O | X)}{\mathbb{P} (G = O | A = a) \mathbb{P} (G = E | X)} \mathbb{I} [A = a] \mathbb{P} (A = a | X, G = E) q(S_2, S_1, A, X)
\]

\[
\times \mathbb{E} [Y - h_0(S_3, S_2, A, X) | S_2, S_1, A, X, G = O | G = O] = 0.\]
where the last equation uses the conditional moment equation in Equation (9).

Moreover, for function $h = h_0$,

$$
\begin{align*}
\mathbb{E} \left[ \frac{\mathbb{P}(G = E) \mathbb{P}(G = O | X)}{\mathbb{P}(G = O) \mathbb{P}(G = E | X) \mathbb{P}(A = a | X, G = E)} (h(S_3, S_2, A, X) - \tilde{h}_E(A, X)) | G = E \right] \\
= \mathbb{E} \left[ \frac{\mathbb{P}(G = E) \mathbb{P}(G = O | X)}{\mathbb{P}(G = O) \mathbb{P}(G = E | X)} \mathbb{E} \left[ h(S_3, S_2, a, X) - \tilde{h}_E(a, X) | A = a, X, G = E \right] | G = E \right] = 0.
\end{align*}
\tag{39}
$$

Finally, we only need to prove that

$$
\mu(a) = \mathbb{E} \left[ \mathbb{E} \left[ h_0(S_3, S_2, A, X) | A = a, X = x, G = E \right] | G = O \right].
\tag{40}
$$

According to lemma 1, we already know that any function $h_0(S_3, S_2, A, X)$ that satisfies Equation (9) must be a valid bridge function in the sense of Equation (7). Thus we only need to prove Equation (40) for $h_0(S_3, S_2, A, X)$ that satisfies Equation (7). By following the proof in Theorem 1, we can show that

$$
\mathbb{E} \left[ h_0(S_3, S_2, A, X) | A = a, X, G = E \right] = \mathbb{E} \left[ \mathbb{E} \left[ Y(a) | S_2(a), U, X, G = O \right] | A = a, X, G = E \right].
$$

Therefore,

$$
\begin{align*}
\mathbb{E} \left[ \mathbb{E} \left[ h_0(S_3, S_2, A, X) | A = a, X, G = E \right] | G = O \right] \\
= \mathbb{E} \left[ \mathbb{E} \left[ \mathbb{E} \left[ Y(a) | S_2(a), U, X, G = O \right] | X, G = E \right] | G = O \right] \\
= \mathbb{E} \left[ \mathbb{E} \left[ \mathbb{E} \left[ Y(a) | S_2(a), U, X, G = O \right] | X, G = O \right] | G = O \right] \\
= \mathbb{E} \left[ \mathbb{E} \left[ Y(a) | X, G = O \right] | G = O \right] = \mathbb{E} \left[ Y(a) | G = O \right].
\end{align*}
$$

Here the first equation follows from the fact that $A \perp (S(a), U) | X, G = E$ in Assumption 10, the second equation follows from Equation (30) in Lemma 7, and the third equation follows from the fact that $G \perp (S(a), U) | X$ in Assumption 9.

Combining Equations (38) to (40) proves the conclusion.

Assume that condition 2 holds so we have $q = q_0$ satisfying Equation (12) or Equation (13). We first prove that

$$
\begin{align*}
\mu(a) &= \mathbb{E} \left[ \frac{\mathbb{I}[A = a]}{\mathbb{P}(A = a | X, G = O) \mathbb{P}(X | A = a, G = E)} \frac{p(X | A = a, G = O)}{q_0(S_2, S_1, A, X) Y | G = O} \right] \\
&= \mathbb{E} \left[ \frac{\mathbb{P}(G = E | A = a) \mathbb{P}(G = O | X) \mathbb{I}[A = a]}{\mathbb{P}(G = O | A = a) \mathbb{P}(G = E | X) \mathbb{P}(A = a | X, G = E)} q(S_2, S_1, A, X) Y | G = O \right].
\tag{41}
\end{align*}
$$

To prove this, note that according to Lemma 2, any function $q_0(S_2, S_1, A, X)$ that satisfies Equation (12) or Equation (13) is a valid selection bridge function in the sense of Equation (11). Thus we only need to prove Equation (41) for any $q_0$ that satisfies Equation (11). We further note that
the right hand side of Equation (41) is equal to the following:

\[
E \left[ \frac{p(X \mid A = a, G = O)}{p(X \mid A = a, G = E)} q_0(S_2, S_1, A, X) Y \mid A = a, X, G = O \right] \mid G = O
\]
\[
= E \left[ \frac{p(X \mid A = a, G = O)}{p(X \mid A = a, G = E)} q_0(S_2, S_1, A, X) \mid S_2, A = a, U, X, G = O \right] \times E [Y \mid S_2, A = a, U, X, G = O] \mid A = a, X, G = O \mid G = O
\]
\[
= E \left[ \frac{p(S_2, U \mid A, X, G = E)}{p(S_2, U \mid A, X, G = O)} E [Y(a) \mid S_2(a), U, X, G = O] \mid A = a, X, G = O \right] \mid G = O
\]
\[
= E \left[ E [Y(a) \mid S_2(a), U, X, G = O] \mid A = a, X, G = E \right] \mid G = O
\]
\[
= E \left[ E [Y(a) \mid S_2(a), U, X, G = O] \mid X, G = E \right] \mid G = O
\]
\[
= E \left[ E [Y(a) \mid S_2(a), U, X, G = O] \mid X, G = O \right] \mid G = O
\]
\[
= E [Y(a) \mid G = O] = \mu(a).
\]

Here the first equation uses $Y \perp S_1 \mid S_2, A, U, X, G = O$ which we prove in Lemma 6, the second equation uses the fact that $q_0$ satisfies Equation (11) and $Y(a) \perp A \mid S_2(a), U, X, G = O$ according to Assumption 1, the fourth equation uses that $S_2(a) \perp A \mid X, G = E$ according to Assumption 10, the fifth equation uses the fact that $S_2(a) \perp G \mid X$ according to Assumption 9.

Next, we can follow the proof above to show that for any $h$,

\[
E \left[ \frac{\mathbb{I}[A = a]}{p(X \mid A = a, G = O)} p(X \mid A = a, G = E) q_0(S_2, S_1, A, X) h(S_3, S_2, A, X) \mid G = O \right]
\]
\[
= E [h(S_3(a), S_2(a), a, X) \mid G = O]
\]

And by change of measure, we can also verify that

\[
E \left[ \frac{\mathbb{P}(G = E) \mathbb{P}(G = O \mid X) \mathbb{I}[A = a]}{\mathbb{P}(G = O) \mathbb{P}(G = E \mid X) \mathbb{P}(A = a \mid X, G = E)} h(S_3, S_2, A, X) \mid G = E \right]
\]
\[
= E [h(S_3(a), S_2(a), a, X) \mid G = O] = E [h(S_3(a), S_2(a), a, X) \mid G = O],
\]

and

\[
E \left[ \frac{\mathbb{P}(G = E) \mathbb{P}(G = O \mid X) \mathbb{I}[A = a]}{\mathbb{P}(G = O) \mathbb{P}(G = E \mid X) \mathbb{P}(A = a \mid X, G = E)} \bar{h}_E(A, X) \mid G = E \right]
\]
\[
= E [\bar{h}_E(A, X) \mid A = a, X, G = E] \mid G = O = E [\bar{h}_E(A, X) \mid G = O]
\]

These show that

\[
0 = E [h_E(a, X) \mid G = O]
\]
\[
+ E \left[ \frac{\mathbb{P}(G = E) \mathbb{P}(G = O \mid X) \mathbb{I}[A = a]}{\mathbb{P}(G = O) \mathbb{P}(G = E \mid X) \mathbb{P}(A = a \mid X, G = E)} (h(S_3, S_2, A, X) - \bar{h}_E(A, X)) \mid G = E \right]
\]
\[
- E \left[ \frac{\mathbb{I}[A = a]}{\mathbb{P}(A = a \mid X, G = O)} p(X \mid A = a, G = O) q_0(S_2, S_1, A, X) h(S_3, S_2, A, X) \mid G = O \right].
\]

Combining Equations (41) and (44) leads to the conclusion. \qed
G.7 Proofs for Appendix

Proof for Proposition 1. First note that

\[
\frac{p(S_2, U, X \mid A = a, G = E)}{p(S_2, U, X \mid A = a, G = O)} = \frac{p(U, X \mid A = a, G = E)}{p(U, X \mid A = a, G = O)} \cdot \frac{\mathbb{P}(A = a \mid U, X, G = E) \mathbb{P}(A = a \mid G = O)}{\mathbb{P}(A = a \mid U, X, G = O) \mathbb{P}(A = a \mid G = E)}.
\]

where the first equation follows from Lemma 7, the second equation follows from Bayes rule, and the third equation follows from the fact that \( \mathbb{P}(A = a \mid U, X, G = E) = \mathbb{P}(A = a \mid G = E) = \frac{1}{2} \). Therefore, we have

\[
\frac{p(S_2, U, X \mid A = a, G = E)}{p(S_2, U, X \mid A = a, G = O)} = \frac{\mathbb{E} \left[ \left[ 1 + \exp((-1)^a(\kappa_1^\top U + \kappa_2^\top X)) \right]^{-1} \right]}{\left[ 1 + \exp((-1)^a(\kappa_1^\top U + \kappa_2^\top X)) \right]^{-1}}.
\]

Second, \((S_1, S_2) \mid A, U, X, G = O\) follows a joint Gaussian distribution whose conditional expectation is

\[
\left[ \begin{array}{c}
\tau_1 A + \beta_1 X + \gamma_1 U \\
(\tau_2 + \alpha_2 \tau_1)A + (\beta_2 + \alpha_2 \beta_1)X + (\gamma_2 + \alpha_2 \gamma_1)U
\end{array} \right]
\]

and conditional covariance matrix is

\[
\begin{bmatrix}
\sigma_1^2 I_1 & \sigma_1^2 \alpha_2^\top \\
\sigma_1^2 \alpha_2 & \sigma_1^2 \alpha_2 \alpha_2^\top + \sigma_2^2 I_2
\end{bmatrix}.
\]

It follows that \(S_1 \mid S_2, A, U, X, G = O\) also has a Gaussian distribution function with conditional expectation

\[
\lambda_1 S_2 + \lambda_2 A + \lambda_3 X + \lambda_4 U
\]

and conditional variance

\[
\Sigma_{1\mid 2} = \sigma_1^2 I_1 - \sigma_1^4 \alpha_2^\top \left( \sigma_1^2 \alpha_2 \alpha_2^\top + \sigma_2^2 I_2 \right)^{-1} \alpha_2.
\]

where

\[
\lambda_1 = \sigma_1^2 \alpha_2^\top \left( \sigma_1^2 \alpha_2 \alpha_2^\top + \sigma_2^2 I_2 \right)^{-1},
\]

\[
\lambda_2 = \left( I - \sigma_1^2 \alpha_2^\top \left( \sigma_1^2 \alpha_2 \alpha_2^\top + \sigma_2^2 I_2 \right)^{-1} \alpha_2 \right) \tau_1 - \sigma_1^2 \alpha_2^\top \left( \sigma_1^2 \alpha_2 \alpha_2^\top + \sigma_2^2 I_2 \right)^{-1} \tau_2,
\]

\[
\lambda_3 = \left( I - \sigma_1^2 \alpha_2^\top \left( \sigma_1^2 \alpha_2 \alpha_2^\top + \sigma_2^2 I_2 \right)^{-1} \alpha_2 \right) \beta_1 - \sigma_1^2 \alpha_2^\top \left( \sigma_1^2 \alpha_2 \alpha_2^\top + \sigma_2^2 I_2 \right)^{-1} \beta_2,
\]

\[
\lambda_4 = \left( I - \sigma_1^2 \alpha_2^\top \left( \sigma_1^2 \alpha_2 \alpha_2^\top + \sigma_2^2 I_2 \right)^{-1} \alpha_2 \right) \gamma_1 - \sigma_1^2 \alpha_2^\top \left( \sigma_1^2 \alpha_2 \alpha_2^\top + \sigma_2^2 I_2 \right)^{-1} \gamma_2.
\]

Third, for \(a = 1\), we posit a selection bridge function of the following form:

\[
q_0(S_2, S_1, 1, X) = c_1 \exp(\hat{\theta}_2^\top S_2 + \hat{\theta}_1^\top S_1 + \hat{\theta}_0^\top X) + c_0.
\]
It follows that
\[
\mathbb{E} [q_0(S_2, S_1, 1, X) \mid S_2, A = 1, U, X, G = O]
= c_1 \exp\left(\frac{\tilde{\theta}_2^T S_2 + \tilde{\theta}_0^T X}{2}\right) \mathbb{E} \left[\exp\left(\tilde{\theta}_1^T S_1\right) \mid S_2, A = 1, U, X, G = O\right] + c_0
= c_1 \exp\left(\frac{\tilde{\theta}_2^T S_2 + \tilde{\theta}_0^T X}{2}\right) \exp\left(\tilde{\theta}_1^T (\lambda_1 S_2 + \lambda_2 A + \lambda_3 X + \lambda_4 U) + \frac{1}{2} \tilde{\theta}_1^T \Sigma_1 \tilde{\theta}_1\right) + c_0
= c_1 \exp\left(\frac{1}{2} \tilde{\theta}_1^T \Sigma_1 \tilde{\theta}_1\right) \exp\left(\left(\tilde{\theta}_1^T \lambda_1 + \tilde{\theta}_2^T \right) S_2 + \tilde{\theta}_1^T \lambda_2 A + \left(\tilde{\theta}_1^T \lambda_3 + \tilde{\theta}_0^T\right) X + \tilde{\theta}_1^T \lambda_4 U\right) + c_0
\]

Thus we only need the above to match Equation (45) for \(a = 1\). This is possible once \(\lambda_4\) has full column rank: then there exists \(\tilde{\theta}_1\) such that \(\tilde{\theta}_1^T \lambda_4 = \kappa_2^T\). Then we can choose \(\tilde{\theta}_1, \tilde{\theta}_0, c_1, c_0\) accordingly. Analogously, we can also show the existence of a selection bridge function \(q_0(S_2, S_1, 0, X)\) of the same form for \(a = 0\).

**Proof for Corollary 2.** We first prove the conclusion for Equation (10) in Theorem 1. Following the proof for Theorem 1, we have
\[
\mathbb{E} \left[h_0(S_3, S_2, A, X) \mid A = a, G = E\right]
= \mathbb{E} \left[\mathbb{E} [Y(a) \mid S_2(a), U, X, G = O] \mid G = E\right]
= \mathbb{E} \left[\mathbb{E} [Y(a) \mid S_2(a), U, X, G = E] \mid G = E\right] = \mathbb{E} [Y(a) \mid G = E],
\]
where the second follows from the assumption that \(Y(a) \perp G \mid S(a), U, X\).

Next, we prove the conclusion for Equation (14) in Theorem 2. Following the proof for Theorem 2, we have
\[
\mathbb{E} \left[q_0(S_2, S_1, A, X)Y \mid A = a, G = O\right]
= \mathbb{E} \left[\mathbb{E} [Y(a) \mid S_2(a), U, X, G = O] \mid A = a, G = E\right]
= \mathbb{E} \left[\mathbb{E} [Y(a) \mid S_2(a), U, X, G = E] \mid G = E\right]
= \mathbb{E} [Y(a) \mid G = E] = \mu(a),
\]
where the second equation follows from the assumption that \(Y(a) \perp G \mid S(a), U, X\).

Finally, according to the proof of Theorem 3, if conditions in Theorem 1 hold and \(h = h_0\) satisfies Equation (9), then
\[
\mathbb{E} [h(S_3, S_2, A, X) \mid A = a, G = E] + \mathbb{E} [q(S_2, S_1, A, X)(Y - h(S_3, S_2, A, X)) \mid A = a, G = O]
= \mathbb{E} [h(S_3, S_2, A, X) \mid A = a, G = E].
\]
If conditions in Theorem 2 hold and \(q = q_0\) satisfies Equation (12) or Equation (13), then
\[
\mathbb{E} [h(S_3, S_2, A, X) \mid A = a, G = E] + \mathbb{E} [q(S_2, S_1, A, X)(Y - h(S_3, S_2, A, X)) \mid A = a, G = O]
= \mathbb{E} [q(S_2, S_1, A, X)Y \mid A = a, G = O].
\]
Then the conclusion follows from our proof above.

**Proof for Corollary 3.** The proof for Corollary 3 straightforwardly follows from the proof for Theorem 8 and Corollary 1 by replacing all \(Y\) with \(r(Y)\).
Proof for Lemma 3. We denote the map in Equation (23) as \( \Phi(\eta) \). Then we need to prove that
\[
\dot{\Phi}_j(\eta^*)[\eta_j - \eta_j^*] := \frac{\partial}{\partial t} \Phi(\eta_1^*, \ldots, \eta_j^* + t(\eta_j - \eta_j^*), \ldots, \eta_7^*)|_{t=0} = 0, \text{ for any } \eta_j \text{ and } j \in \{1, \ldots, 7\}.
\]

First, we note that
\[
\dot{\Phi}_1(\eta^*)[\eta_1 - \eta_1^*] = \sum_{a \in \{0,1\}} (-1)^{1-a} \left\{ \mathbb{E} \left[ \frac{\mathbb{P}(G = E) \mathbb{P}(G = O | X) \mathbb{I}[A = a]}{\mathbb{P}(G = O) \mathbb{P}(G = E | X) \mathbb{P}(A = a | X, G = E)} (h - h_0)(S_3, S_2, a, X) | G = E \right] - \mathbb{E} \left[ \frac{\mathbb{P}(G = E) \mathbb{P}(G = O | X) \mathbb{I}[A = a]}{\mathbb{P}(G = O) \mathbb{P}(G = E | X) \mathbb{P}(A = a | X, G = E)} q_0 (S_2, S_1, a, X) (h - h_0)(S_3, S_2, a, X) | G = O \right] \right\}
\]
where the second equation follows from Equations (42) and (43) in the proof for Theorem 8.

Second, we have that
\[
\dot{\Phi}_2(\eta^*)[\eta_2 - \eta_2^*] = \sum_{a \in \{0,1\}} (-1)^{1-a} \left\{ \mathbb{E} \left[ \bar{h}_E(a, X) - \bar{h}_{E,0}(a, X) | G = O \right] - \mathbb{E} \left[ \bar{h}_E(a, X) - \bar{h}_{E,0}(a, X) | G = O \right] \right\} = 0,
\]
where the equation follows from the proof for Theorem 8.

Third, we have
\[
\dot{\Phi}_3(\eta^*)[\eta_3 - \eta_3^*] = \sum_{a \in \{0,1\}} (-1)^{1-a} \mathbb{E} \left[ \frac{\mathbb{P}(G = E | A = a) \mathbb{P}(G = O | X) \mathbb{I}[A = a]}{\mathbb{P}(G = O | A = a) \mathbb{P}(G = E | X) \mathbb{P}(A = a | X, G = E)} \times (q - q_0)(S_2, S_1, a, X) (Y - h_0 (S_3, S_2, A, X)) | G = O \right] = 0.
\]
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Fourth, we have
\[ \Phi_4(\eta^*)[\eta_4 - \eta^*_4] \]
\[ = \sum_{a \in \{0,1\}} (-1)^{1-a} \left\{ \mathbb{E} \left[ \mathbb{P}(G = E) \mathbb{P}(G = O \mid X) \right] \right\} \]
\[ \times \left[ \mathbb{P}(A = a \mid X, G = E)(\eta_4^* - \eta_4) \mathbb{E} \left[ h_0(S_3, S_2, a, X) - \bar{h}_{E,0}(a, X) \mid A = a, X, G = O \right] \mid G = O \right] \]
\[ + \mathbb{E} \left[ \mathbb{P}(G = E \mid A = a) \mathbb{P}(G = O \mid X) \mathbb{E} \left[ A = a \mid X, G = E \right] \right] (\eta_4^* - \eta_4) \]
\[ \times g_0(S_2, S_1, a, X) \mathbb{E} \left[ Y - h_0(S_3, S_2, A, X) \mid S_2, S_1, A = a, X \right] \mid G = O \right] = 0. \]

Following this proof for \( \Phi_4(\eta^*)[\eta_4 - \eta^*_4] = 0 \), we can similarly show that \( \Phi_j(\eta^*)[\eta_j - \eta^*_j] = 0 \) for \( j = 5, 6, 7 \).

**Proof for Theorem 10.** Given the asserted conditions, according to Theorem 3.1 in Chernozhukov et al. [2019], we have
\[ \hat{\tau} - \tau = \frac{1}{n_O} \sum_{i \in D_O} (\phi_1(Y_i, S_i, 1, X_i; \eta^*) - \phi_1(Y_i, S_i, 0, X_i; \eta^*) - \tau) + (\phi_3(Y_i, S_i, 1, X_i; \eta^*) - \phi_3(Y_i, S_i, 0, X_i; \eta^*)) \]
\[ + \frac{1}{n_E} \sum_{i \in D_E} (\phi_2(Y_i, S_i, 1, X_i; \eta^*) - \phi_2(Y_i, S_i, 0, X_i; \eta^*)). \]

Then the asserted conclusion follows from central limit theorem.

**Proof for Corollary 4.** We can first follow the proof for Theorem 1 to show that for any \( h_0(S_3, S_2, A, X) \) that satisfies Equation (7),
\[ \mathbb{E} \left[ h_0(S_3, S_2, A, X) \mid S_1, A = a, X, G = E \right] = \mathbb{E} \left[ \mathbb{E}[Y(a) \mid S_2(a), U, X, G = O] \mid S_1, A = a, X, G = E \right]. \]

The rest of the proof is analogous to Corollary 1.

**Proof for Corollary 5.** We can first follow the proof for Theorem 1 to show that for any \( h_0(S_3, S_2, A, X) \) that satisfies Equation (7),
\[ \mathbb{E} \left[ h_0(S_3, S_2, A, X) \mid S_2, S_1, A = a, X, G = E \right] = \mathbb{E} \left[ \mathbb{E}[Y(a) \mid S_2(a), U, X, G = O] \mid S_2, S_1, A = a, X, G = E \right]. \]

The rest of the proof is analogous to Corollary 1.

**Proof for Corollary 6.** First, note that under Assumptions 15 and 16, we can follow the proofs for Lemmas 5 and 6 to show that \( S_3 \perp G \mid S_2, A = a, U, X \), and \( (Y, S_3) \perp S_1 \mid S_2, A, U_\circ, X, G = O \).

Second, following the proof for Lemma 1, we can show that for any function \( h_0 \) that satisfies Equation (9), it must also satisfy
\[ \mathbb{E}[Y \mid X, U_\circ, X, G = O] = \mathbb{E}[h_0(S_3, S_2, A, X) \mid S_2, A, U_\circ, X, G = O]. \tag{46} \]

Finally, we can follow the proof for Corollary 1 to show that for any function \( h_0 \) that satisfies Equation (46), Equation (20) in Corollary 1 holds. This concludes the proof for Corollary 6.
Proof of Proposition 3. We already have $Z_2 \perp G \mid Z_1$. Thus, we only need to verify $G \perp Z_1$. Note that

$$p(z_1 \mid G = 1) = \frac{p(z_1, A = 1 \mid G = 1) + p(z_1, A = 0 \mid G = 1)}{\mathbb{P}(G = 1)}$$

and

$$= \frac{\mathbb{P}(G = 1 \mid A = 1, Z_1 = z_1) \mathbb{P}(A = 1) p(z_1)}{\mathbb{P}(G = 1)} + \frac{\mathbb{P}(G = 1 \mid A = 0, Z_1 = z_1) \mathbb{P}(A = 0) p(z_1)}{\mathbb{P}(G = 1)}$$

which proves the desired result.

Proof of Theorem 11. From the definition of external validity bridge function, we have

$$\frac{p(U \mid S_2, X, A = a, G = O)}{p(U \mid S_2, X, A = a, G = E)} = \mathbb{E}[\tilde{q}(S_1, S_2, X, A) \mid S_2, X, U, A = a, G = E] \cdot \frac{p(S_2, X \mid A = a, G = E)}{p(S_2, X \mid A = a, G = O)} \cdot p(U \mid S_2, X, A = a, G = E)$$

Then

$$p(U \mid S_2, X, A = a, G = O)$$

$$= \sum_a p(U \mid A = a, S_2, X, G = O) \mathbb{P}(A = a \mid S_2, X, G = O)$$

$$= \sum_a \mathbb{P}(A = a \mid S_2, X, G = O) \mathbb{E}[\tilde{q}(S_1, S_2, X, A) \mid S_2, X, U, A = a, G = E] \cdot \frac{p(S_2, X \mid A = a, G = E)}{p(S_2, X \mid A = a, G = O)} \cdot p(U \mid S_2, X, G = E)$$

where for the second equality we use $(S_2, X, U) \perp A \mid G = E$. Then

$$p(U \mid S_2, X, G = O)$$

$$= \sum_a p(U \mid A = a, S_2, X, G = O) \mathbb{P}(A = a \mid S_2, X, G = O)$$

$$= \sum_a \mathbb{P}(A = a \mid S_2, X, G = O) \mathbb{E}[\tilde{q}(S_1, S_2, X, A) \mid S_2, X, U, A = a, G = E] \cdot \frac{p(S_2, X \mid A = a, G = E)}{p(S_2, X \mid A = a, G = O)} \cdot p(U \mid S_2, X, G = E)$$

$$= \mathbb{E} \left[ \frac{\mathbb{P}(A \mid G = O)}{\mathbb{P}(A \mid G = E)} \tilde{q}(S_1, S_2, X, A) \mid X, U, G = E \right] \cdot \frac{p(S_2, X \mid G = E)}{p(S_2, X \mid G = O)} \cdot p(U \mid S_2, X, G = E), \quad (47)$$

where to get (47) we use that

$$\frac{\mathbb{P}(A = a \mid S_2, X, G = O)}{p(S_2, X \mid A = a, G = O)} = \frac{\mathbb{P}(A = a \mid G = O)}{p(S_2, X \mid G = O)}$$
and for the last equality we use again that \( A \perp (S_2, U, X) \mid G = E \) so that

\[
\sum_a \mathbb{E}[\tilde{q}(S_1, S_2, X, A) \mid S_2, X, U, A = a, G = E] \mathbb{P}(A = a \mid G = O) \\
= \sum_a \mathbb{E}[\tilde{q}(S_1, S_2, X, A) \mid S_2, X, U, A = a, G = E] \frac{\mathbb{P}(A = a \mid G = O)}{\mathbb{P}(A = a \mid G = E)} \mathbb{P}(A = a \mid G = E) \\
= \sum_a \mathbb{E}[\tilde{q}(S_1, S_2, X, A) \mid S_2, X, U, A = a, G = E] \frac{\mathbb{P}(A = a \mid G = O)}{\mathbb{P}(A = a \mid G = E)} \mathbb{P}(A = a \mid S_2, X, U, G = E) \\
= \mathbb{E} \left[ \frac{\mathbb{P}(A \mid G = O)}{\mathbb{P}(A \mid G = E)} \tilde{q}(S_1, S_2, X, A) \mid S_2, X, U, G = E \right].
\]

From above, we have that

\[
\mathbb{E}[Y(a) \mid S_2, X, G = O] = \mathbb{E}[\mathbb{E}[Y(a) \mid S_2, U, X, G = O] \mid S_2, X, G = O] \\
= \mathbb{E}[\mathbb{E}[h(S_3, S_2, X, A) \mid A = a, S_2, U, X, G = E] \mid S_2, X, G = O] \\
= \mathbb{E} \left[ \mathbb{E}[h(S_3, S_2, X, A) \mid A = a, S_2, U, X, G = E] \frac{\mathbb{P}(U \mid S_2, X, G = O)}{\mathbb{P}(U \mid S_2, X, G = E)} \mid S_2, X, G = E \right]
\]

Where for the second equality we use that \( G \perp Y(a) \mid S_2, U, X \) Then from (48), we further have

\[
\mathbb{E}[Y(a) \mid S_2, X, G = O] = \\
\mathbb{E} \left[ \mathbb{E}[h(S_3, S_2, X, A) \mid U, S_2, X, G = E, A = a] \mathbb{E} \left[ \frac{\mathbb{P}(A \mid G = O)}{\mathbb{P}(A \mid G = E)} \tilde{q}(S_1, S_2, X, A) \mid S_2, X, U, G = E \right] \mid S_2, X, G = E \right] \cdot \frac{\mathbb{P}(S_2, X \mid G = E)}{\mathbb{P}(S_2, X \mid G = O)}.
\]

From here, and that for any function \( f(S_1, S_2, X, A) \),

\[
\mathbb{E} \left[ \mathbb{E}[h(S_3, S_2, X, A) \mid U, S_2, X, G = E, A = a] \mathbb{E} \left[ f(S_1, S_2, X, A) \mid S_2, X, U, G = E \right] \mid S_2, X, G = E \right]
\]

\[
= \mathbb{E} \left[ \mathbb{E}[h(S_3, S_2, X, A) \mid U, S_2, X, G = E, A = a] \right.
\]

\[
\cdot \mathbb{E} \left[ \sum_{a'} f(S_1, S_2, X, a') \mathbb{P}(A = a' \mid G = E) \mid S_2, X, U, G = E \right] \mid S_2, X, G = E
\]

\[
= \mathbb{E} \left[ \mathbb{E}[h(S_3, S_2, X, A) \mid U, S_2, X, G = E, A = a] \right.
\]

\[
\cdot \mathbb{E} \left[ \sum_{a'} f(S_1, S_2, X, a') \mathbb{P}(A = a' \mid G = E) \mid S_2, X, U, A = a, G = E \right] \mid S_2, X, G = E, A = a
\]

\[
= \mathbb{E} \left[ h(S_3, S_2, X, A) \sum_{a'} f(S_1, S_2, X, a') \mathbb{P}(A = a' \mid G = E) \mid S_2, X, A = a, G = E \right],
\]

where for the second equality we use that \( S_1 \perp A \mid S_2, X, U, G = E \) and that \( U \perp A \mid S_2, X, G = E \).
Finally, we have that
\[ \mathbb{E}[Y(a) \mid S_2, X, G = O] \]
\[ = \mathbb{E} \left[ h(S_3, S_2, X, A) \sum_{a'} \frac{p(A = a' \mid G = O)}{p(A = a' \mid G = E)} \tilde{q}(S_1, S_2, X, a') p(A = a' \mid G = E) \mid S_2, X, A = a, G = E \right] \]
\[ = \mathbb{E} \left[ h(S_3, S_2, X, A) \sum_{a'} \frac{p(A = a' \mid G = O)}{p(A = a' \mid G = E)} \tilde{q}(S_1, S_2, X, a') \mid S_2, X, A = a, G = E \right] \frac{p(S_2, X \mid G = E)}{p(S_2, X \mid G = O)}, \]
which proves the desired result. It then follows that
\[ \mu(a) = \mathbb{E}[\mathbb{E}[Y(a) \mid S_2, X, G = O] \mid G = O] = \mathbb{E} \left[ m(S_2, a, X) \frac{p(S_2, X \mid G = E)}{p(S_2, X \mid G = O)} \mid G = O \right] = \mathbb{E}[m(S_2, a, X) \mid G = E]. \]
Therefore, we have
\[ \tau = \mu(1) - \mu(0) = \mathbb{E}[m(S_2, 1, X) - m(S_2, 0, X) \mid G = E]. \]

\[ \square \]

**Proof for Theorem 9.** We first define the following stochastic processes:
\[ \mathcal{V}(a) = \{p_{S_3}(s_3 \mid S_2(a), S_1(a), A, X, G = O) : s_3 \in S_3\}, \]
\[ \tilde{\mathcal{V}}(a) = \{p_{S_3}(s_3 \mid S_2(a), S_1(a), A = a, X, G = O) : s_3 \in S_3\}, \]
\[ \mathcal{W}(a) = \{p(u \mid S_2(a), S_1(a), A, X, G = O) : u \in \mathcal{U}\}, \]
\[ \tilde{\mathcal{W}}(a) = \{p(u \mid S_2(a), S_1(a), A = a, X, G = O) : u \in \mathcal{U}\}. \]

To prove the desired conclusion, we only need to prove that
\[ \mathbb{E} [r(Y(a)) \mid X, G = O] = \mathbb{E} [\mathbb{E} [r(Y) \mid \mathcal{V}, S_2, A, X, G = O] \mid A = a, X, G = E]. \tag{49} \]
Then the conclusion follows from the iterated law of conditional expectation. We will prove Equation (49) above by showing that
\[ \mathbb{E} [\mathbb{E} [r(Y) \mid \mathcal{V}, S_2, A, X, G = O] \mid A = a, X, G = E] \]
\[ \mathbb{E} \mathbb{E} [r(Y(a)) \mid \mathcal{V}(a), S_2(a), X, G = O] \mid A = a, X, G = E]. \tag{50} \]
Then Equation (49) follows from the fact that
\[ \mathbb{E} [\mathbb{E} [r(Y(a)) \mid \mathcal{V}(a), S_2(a), X, G = O] \mid A = a, X, G = E] \]
\[ = \mathbb{E} \mathbb{E} [r(Y(a)) \mid \tilde{\mathcal{V}}(a), S_2(a), X, G = O] \mid A = a, X, G = E] \]
\[ = \mathbb{E} \mathbb{E} [r(Y(a)) \mid \tilde{\mathcal{V}}(a), S_2(a), X, G = O] \mid X, G = E] \]
\[ = \mathbb{E} \mathbb{E} [r(Y(a)) \mid \tilde{\mathcal{V}}(a), S_2(a), X, G = O] \mid X, G = O] \]
\[ = \mathbb{E} [r(Y(a)) \mid X, G = O]. \]
where the second equality follows from the fact that \((S_2(a), S_1(a)) \perp A \mid X, G = E\) and that \(\tilde{V}(a)\) is determined by \((S_2(a), S_1(a), X)\), the third equality follows from the fact that \((S_2(a), S_1(a)) \perp G = O \mid X\), and the last equality follows from the iterated law of conditional expectation.

Now we focus on proving Equation (50). For brevity, we omit \(X\) in all derivations so all conditional expectations below should be understood as conditioning on \(X\) implicitly. We prove Equation (50) in two steps. **Step I:** we first derive the relation between \(\tilde{W}(a)\) and \(\tilde{V}(a)\) and the relation between \(\mathcal{W}(a)\) and \(\mathcal{V}(a)\), under the completeness condition in Assumption 5 condition 1. By the law of total probability, we have

\[
p_{S_3(a)}(s_3 \mid S_2(a) = s_2, S_1(a) = s_1, A = a, G = O)\]

\[
= \int p_{S_3(a)}(s_3 \mid S_2(a) = s_2, S_1(a) = s_1, A = a, U = u, G = O) p(u \mid S_2(a) = s_2, S_1(a) = s_1, A = a, G = O) \, du
\]

\[
= \Phi_{s_2}[p_U(\cdot \mid S_2(a) = s_2, S_1(a) = s_1, A = a, G = O)](s_3),
\]

where the second equality follows from the fact that \(S_2(a) \perp (S_1(a), A) \mid X, U, G = O\), and \(\Phi_{s_2}\) is a mapping defined as follows: for any function \(g : \mathcal{U} \mapsto \mathbb{R}\),

\[
\phi_{s_2}[g(u)](s_3) = \int p_{S_3(a)}(s_3 \mid S_2(a) = s_2, U = u, G = O) g(u) \, du.
\]

Now we show that this mapping is injective. To see this, consider any two functions \(g_1 : \mathcal{U} \mapsto \mathbb{R}\) and \(g_2 : \mathcal{U} \mapsto \mathbb{R}\) such that \(\Phi_{s_2}[g_1](s_3) = \Phi_{s_2}[g_2](s_3)\) for all \(s_3\) such that \(p(s_3 \mid S_2 = s_2, A = a, G = O) > 0\). Note that we have

\[
\phi_{s_2}[g(u)](s_3) = \int p_{S_3(a)}(s_3 \mid S_2(a) = s_2, U = u, G = O) g(u) \, du
\]

\[
= \int p_{S_3(a)}(s_3 \mid S_2(a) = s_2, A = a, U = u, G = O) g(u) \, du
\]

\[
= \int p_{S_3(a)}(s_3 \mid S_2 = s_2, A = a, U = u, G = O) g(u) \, du
\]

\[
= p(u \mid S_3 = s_3, S_2 = s_2, A = a, G = O) \frac{p(s_3 \mid S_2 = s_2, A = a, G = O)}{p(u \mid S_2 = s_2, A = a, G = O)} g(u) \, du.
\]

According to the completeness condition in Assumption 5 condition 1, \(\phi_{s_2}[g(u)](s_3) = 0\) for all \(s_3\) such that \(p(s_3 \mid S_2 = s_2, A = a, G = O) > 0\) if and only if \(g(u) = 0\) for all \(u\) such that \(p(u \mid S_2 = s_2, A = a, G = O) > 0\). This in turn implies that \(\Phi_{s_2}[g_1](s_3) = \Phi_{s_2}[g_2](s_3) = 0\) for all \(s_3\) such that \(p(s_3 \mid S_2 = s_2, A = a, G = O) > 0\) if and only if \(g_1(u) = g_2(u)\) for all \(u\) such that \(p(u \mid S_2 = s_2, A = a, G = O) > 0\). Therefore, \(\phi_{s_2}\) is an injective mapping. It follows that there exists another mapping \(\Psi_{s_2}\) such that

\[
p(u \mid S_2(a) = s_2, S_1(a) = s_1, A = a, G = O) = \Psi_{s_2}[p_{S_3(a)}(s_3 \mid S_2(a) = s_2, S_1(a) = s_1, A = a, G = O)](u).
\]

Therefore, we have \(\tilde{W}(a) = \Psi_{s_2(a)}[\tilde{V}(a)]\).

By the same token, we also have

\[
p_{S_3(a)}(s_3 \mid S_2(a) = s_2, S_1(a) = s_1, A, G = O) = \Phi_{s_2}[p_U(\cdot \mid S_2(a) = s_2, S_1(a) = s_1, A, G = O)](s_3). 
\]

We thus also have \(\mathcal{W}(a) = \Psi_{s_2(a)}[\mathcal{V}(a)]\).
Step II: We next prove Equation (50). Note that

\[ \mathbb{E} [\mathbb{E} [r(Y) \mid V, S_2, A, G = O] \mid A = a, G = E] = \mathbb{E} [\mathbb{E} [r(Y(a)) \mid V(a), S_2(a), A = a, G = O] \mid A = a, G = E]. \]

By the iterated law of conditional expectation,

\[ \mathbb{E} [r(Y(a)) \mid V(a), S_2(a), A = a, G = O] = \mathbb{E} [r(Y(a)) \mid V(a), S_2(a), A = a, G = O] = \mathbb{E} [r(Y(a)) \mid V(a), S_2(a), A = a, G = O] = \mathbb{E} [r(Y(a)) \mid S_2(a), S_1(a), A = a, G = O] = \mathbb{E} [r(Y(a)) \mid S_2(a), U = u, G = O] = \mathbb{E} [\tilde{W}(a)](u) \]

where the third equality holds because \( V(a) \) is fully determined by \( S_2(a), S_1(a), A \), and the last equality holds because \( Y(a) \perp S_1(a) \mid S_2(a), U, X, G = O \).

Here

\[ \mathbb{E} [\mathbb{E} [r(Y(a)) \mid S_2(a), U = u, G = O] \mid S_2(a), S_1(a), A = a, G = O] = \mathbb{E} [r(Y(a)) \mid S_2(a), U = u, G = O] = \mathbb{E} [\tilde{W}(a)](u) \]

It then follows that

\[ \mathbb{E} [\mathbb{E} [r(Y(a)) \mid V(a), S_2(a), A = a, G = O] \mid A = a, G = E] = \mathbb{E} [\mathbb{E} [r(Y(a)) \mid S_2(a), U = u, G = O] \mid V(a), S_2(a), A = a, G = O] = \mathbb{E} [\mathbb{E} [r(Y(a)) \mid S_2(a), U = u, G = O] \mid V(a), S_2(a), G = O] \]

where the last equality follows from the fact that conditionally on \( S_2(a) \), the inner term within \( \mathbb{E} [\cdot \mid V(a), S_2(a), A = a, G = O] \) in the second equality above only depends on \( V(a) \).

Moreover, we have

\[ \int \mathbb{E} [r(Y(a)) \mid S_2(a), U = u, G = O] = \mathbb{E} [r(Y(a)) \mid S_2(a), A, U = u, G = O] = \mathbb{E} [r(Y(a)) \mid S_2(a), S_1(a), A, U = u, G = O] = \mathbb{E} [r(Y(a)) \mid V(a), S_2(a), S_1(a), G = O]. \]
where the first equality uses the fact that $Y(a) \perp \sigma(S_1(a), A) \mid S_2(a), U, X, G = O$, the third equality uses the fact that $V(a)$ is fully determined by $S_2(a), S_1(a), A$, and the last equality uses the iterated law of conditional expectation.

This means that

$$
\mathbb{E} \left[ \int \mathbb{E} \left[ r(Y(a)) \mid S_2(a), U = u, G = O \right] \Psi_{S_2(a)}[V(a)](u) \, du \mid V(a), S_2(a), G = O \right]
$$

$$
= \mathbb{E} \left[ \mathbb{E} \left[ r(Y(a)) \mid V(a), S_2(a), S_1(a), G = O \right] \mid V(a), S_2(a), G = O \right]
$$

$$
= \mathbb{E} \left[ r(Y(a)) \mid V(a), S_2(a), G = O \right].
$$

It follows that

$$
\mathbb{E} \left[ \mathbb{E} \left[ r(Y) \mid V, S_2, A, G = O \right] \mid A = a, G = E \right] = \mathbb{E} \left[ \mathbb{E} \left[ r(Y(a)) \mid V(a), S_2(a), G = O \right] \mid A = a, G = E \right].
$$

This finishes proving Equation (50) (with $X$ being implicitly conditioned on everywhere).

$\square$