Passivity and Synchronization of Coupled Different Dimensional Delayed Reaction-Diffusion Neural Networks with Dirichlet Boundary Conditions
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Two types of coupled different dimensional delayed reaction-diffusion neural network (CDDDRDNN) models without and with parametric uncertainties are analyzed in this paper. On the one hand, passivity and synchronization of the raised network model with certain parameters are studied through exploiting some inequality techniques and Lyapunov stability theory, and some adequate conditions are established. On the other hand, the problems of robust passivity and robust synchronization of CDDDRDNNs with parameter uncertainties are solved. Finally, two numerical examples are given to testify the effectiveness of the derived passivity and synchronization conditions.

1. Introduction

In recent years, complex networks (CNs) have attracted much attention since they are ubiquitous under the circumstance of our daily life, for instance, communication networks, food webs, and social networks. Coupled neural networks (CNNs), as a particular type of CNs, have been put into use successfully in various fields, e.g., pattern recognition, chaos generators design, and brain science [1–3]. Strictly speaking, these applications in a large extent are depending on some properties of dynamics in CNNs (e.g., synchronization). Thus, the problem of synchronization for CNNs has attracted comprehensive attention and been developed into a hot research topic. So far, many important and interesting results have been derived on this topic recently [4–10]. Through exploiting the properties of random variables, Yang et al. [4] acquired some synchronization conditions for randomly delayed CNNs. In [7], several synchronization criteria were gained for delayed CNNs in accordance with the Lyapunov functional strategy.

Nevertheless, most of the synchronization results in aforesaid literatures [4–10] neglected reaction-diffusion phenomena. In fact, the reaction-diffusion phenomena are unavoidable for CNs such as neural networks and cellular networks when they are implemented by means of electric circuits in practical situations [11]. Hence, it is necessary to research coupled reaction-diffusion neural networks (CRDNNs). Recently, some significant synchronization results for CRDNNs have been acquired [12–17]. In [12], the authors researched synchronization of CRDNNs and presented some synchronization criteria. By designing appropriate pinning controllers, several synchronization criteria were established for CRDNNs in [17]. Furthermore, owing to the existence of external interferences, the noises of environment, and equipment restrictions, it is very difficult to ensure network models containing the certain parameter values in some practice situations. Consequently, some authors studied parametric uncertainties of neural networks [18–22], and a few interesting results have been derived regarding robust synchronization of CNNs with uncertain parameters [23–25]. In [24], the scholars presented the memristive CNNs model with
parametric uncertainties and obtained some adequate conditions for guaranteeing the robust synchronization for the considered network. By utilizing impulsive functional strategy combined with the stability theory, Li et al. [25] presented some robust synchronization criteria for the CNNs with uncertainties.

Actually, passivity is also one of the most important behaviors of dynamics for CNs which can guarantee a system’s internal stabilization in system theory. Due to the potential applications in plenty of fields, e.g., fuzzy control and sliding mode control, the passivity problem of CNNs has been investigated extensively in the past years [26–33]. In [27], the authors proposed several passivity criteria for delayed CNNs. Ren et al. [28] analyzed the model of CRDNNs and established some passivity and pinning passivity conditions for the considered network. Unfortunately, the passivity results in aforementioned studies [26–33] are based on the case that the dimension of input is identical with output. As far as we know, only few scholars have addressed the problem of passivity for the network with nonidentical dimensional output and input [34–36]. The authors in [34] established some conditions for ensuring that the CRDNNs with the input and output in different dimensions achieve passivity. Ren et al. [36] discussed the (pinning) passivity problems of CNNs with nonidentical dimensional output and input and acquired some corresponding passivity criteria.

Note that the networks are composed of identical nodes in the aforementioned works [4–36]. Unfortunately, this case is very rare in the real-world networks. Consequently, the CNs consisting of nonidentical nodes in the same dimension [37–41] have been discussed firstly by researchers. Zhao et al. [39] dealt with the synchronization problem of CNs with nonidentical nodes. As a matter of fact, the networks constructed by nonidentical nodes of different dimensions can reflect more real networks in many circumstances. Note that the networks constructed by nonidentical nodes in different dimensions can exhibit different and even more sophisticated dynamical behaviors, which makes the passivity and synchronization methods for the networks with the same dimensional nonidentical nodes or identical nodes in the above-mentioned works [4–41] invalid. Hence, it is necessary and meaningful to develop some new stabilization and synchronization strategies for the network with nonidentical nodes of different dimensions [42–45]. In [43], by designing appropriate decentralized controllers, the authors devoted to establishing stabilization and synchronization criteria for CNs consisting of nonidentical nodes. Up to now, only a few researchers considered CNNs constructed by the nonidentical nodes of different dimensions [46–48]. In [47], the authors investigated generalized synchronization of delayed CNNs with different dimensional nodes by making use of the Lyapunov functional method. To the best of knowledge, the problems of synchronization and passivity for CDDDRDNNs have not yet been investigated. Consequently, it is essential to put forth some efforts to study passivity and synchronization of CDDDRDNNs.

In terms of the above introduction, the main aim in this paper is to address passivity and synchronization of CDDDRDNNs without and with parametric uncertainties. On the one hand, we discuss the CDDDRDNNs without parametric uncertainties, and several conditions are derived to guarantee the considered network to achieve passivity and synchronization. On the other hand, the problems of robust synchronization and robust passivity for CDDDRDNNs with parametric uncertainties are also studied.

2. Preliminaries

Let the matrix $G \in \mathbb{R}^{n \times n}$, the notation $G < 0 \ (G > 0, G \preceq 0, G \succeq 0)$ signifies $G$ is symmetric and negative (positive, seminegative, and semipositive) definite. $\lambda_m(\cdot), \lambda_M(\cdot)$ represents the minimum (maximum) eigenvalue of the corresponding matrix. An open-bounded domain in $\mathbb{R}^k$ with smooth boundary $\partial \Omega$ is defined by $\Omega = \{ z \in [m_1, m_2, \ldots, m_k] T | |m_\sigma| < \zeta_\sigma, \sigma = 1, 2, \ldots, q \}$. For any $z(m, t) = (z_1(m, t), z_2(m, t), \ldots, z_n(m, t))^T \in \mathbb{R}^n$, we have

$$\|z(\cdot, t)\|_2 = \left( \int_\Omega \sum_{i=1}^n z_i^2(m, t)dm \right)^{1/2}.$$ (1)

Definition 1 (see [49]). Let $u(m, t) \in \mathbb{R}^p$ and $y(m, t) \in \mathbb{R}^q$ denote the input and output of a system. Assume that there exists a storage function $S : [0, +\infty) \rightarrow [0, +\infty)$ which satisfies

$$\int_{t_0}^{t_1} \Pi(u, y)dt \geq S(t_1) - S(t_0),$$ (2)

for any $t_0, t_1 \in [0, +\infty)$ and $t_0 \leq t_1$, then the system with supply rate $\Pi(u, y)$ is dissipative. Moreover, a system is passive if the system is dissipative with

$$\Pi(u, y) = \int_\Omega y^T(m, t)Qu(m, t)dm,$$ (3)

where the matrix $Q \in \mathbb{R}^{p \times p}$. Furthermore, assume that a system is dissipative with

$$\Pi(u, y) = \int_\Omega y^T(m, t)Qu(m, t)dm - \int_\Omega y^T(m, t)M_1y(m, t)dm - \int_\Omega u^T(m, t)M_2u(m, t)dm,$$ (4)

in which $M_1 \in \mathbb{R}^{p \times p} \geq 0, M_2 \in \mathbb{R}^{p \times p} \geq 0, \lambda_m(M_1) + \lambda_M(M_2) > 0$, and $Q \in \mathbb{R}^{p \times p}$, then the system is strictly passive. Especially, if $M_1 > 0$, then the system is called to be output-strictly passive; if $M_2 > 0$, then the system is called to be input-strictly passive.

Lemma 2.1 (see [50]). Let $\Omega$ be a cube $|m_\sigma| < \zeta_\sigma (\sigma = 1, 2, \ldots, q)$ and real-valued function $w(m) \in C^1(\Omega)$ satisfy $w(m)|_{\partial \Omega} = 0$. Then,

$$\int_\Omega w^2(m)dm \leq \zeta^2_\sigma \int_\Omega \left( \frac{\partial w(m)}{\partial m_\sigma} \right)^2 dm.$$ (5)
3. Passivity and Synchronization of CDDDRDNNs

3.1. Network Model. The CDDDRDNNs considered in this section is stated as follows:

$$\frac{\partial w_i(m, t)}{\partial t} = D_i \sum_{j=1}^{2} \frac{\partial^2 w_j(m, t)}{\partial m^2} - B_i w_i(m, t)$$

$$+ A_i f_i(w_i(m, t)) + J_i + G_i u_i(m, t)$$

$$+ Z_i \phi_i(w_i(m, t) - \tau_i(t)) + \sum_{j=1}^{N} c_{ij} H_{ij} w_j(m, t),$$

(6)

in which \( i = 1, 2, \ldots, N \), \( w_i(m, t) = (w_i^{(1)}(m, t), w_i^{(2)}(m, t), \ldots, w_i^{(q_i)}(m, t))^T \in \mathbb{R}^{q_i} \) denotes the state vector of \( i \)-th neuron; \( B_i \in \mathbb{R}^{q_i \times q_i} = \text{diag} (b_1^{(i)}, b_2^{(i)}, \ldots, b_{q_i}^{(i)}) \geq 0; A_i = (a_{11}^{(i)}, \ldots, a_{q_i q_i}^{(i)}); Z_i = (z_1^{(i)}, \ldots, z_{q_i q_i}^{(i)}); f_i(w_i(m, t)) = (f_1^{(i)}(w_1^{(i)}(m, t)), f_2^{(i)}(w_2^{(i)}(m, t)), \ldots, f_{q_i}^{(i)}(w_{q_i}^{(i)}(m, t)))^T; D_i = \text{diag}(d_1^{(i)}, d_2^{(i)}, \ldots, d_{q_i}^{(i)}) \geq 0; \phi_i(w_i(m, t) - \tau_i(t)) = (\phi_1^{(i)}(w_1^{(i)}(m, t) - \tau_1(t)), \phi_2^{(i)}(w_2^{(i)}(m, t) - \tau_2(t)), \ldots, \phi_{q_i}^{(i)}(w_{q_i}^{(i)}(m, t) - \tau_{q_i}(t)))^T, f_i^{(i)}(\cdot), \text{ and } \phi_i^{(i)}(\cdot) (\cdot \in 1, 2, \ldots, q_i) \text{ denote the activation functions for the } l \text{-th neuron in neural network } i; J_i = (J_1^{(i)}, J_2^{(i)}, \ldots, J_{q_i}^{(i)})^T; u_i(m, t) \in \mathbb{R}^{p} \text{ denotes the control input; the inner coupling matrix is defined by } H_{ij} \in \mathbb{R}^{q_i \times q_j}; G_i \in \mathbb{R}^{q_i \times p} \text{ is a known matrix; } C = (c_{ij})_{N \times N} \text{ is the coupling configuration matrix denoting coupling weight, which satisfies } c_{ij} \neq 0 (i \neq j) \text{ if node } i \text{ and node } j \text{ are connected, or else } c_{ij} = 0. \text{ In addition, the time-varying delay } \tau_i(t) \text{ satisfies } 0 \leq \tau_i(t) \leq \tau_i \text{ and } \dot{\tau}_i(t) \leq \delta_i < 1.$$

Remark 1. As a special type of CNs, CNNs have attracted much attention due to their extensive applications on plenty of fields. So far, a large number of scholars have acquired some interesting research results about synchronization and passivity of CNNs [4–36]. Nevertheless, the considered CNs in the aforementioned literature are made up of identical nodes. As a matter of fact, it is utterly impractical that the networks have totally identical nodes in many practical situations. For instance, due to the differences of the parameters, it is impossible that the neurons in the nervous system of neural networks are entirely the same as each other. Consequently, it is significant to study CNNs composed of nonidentical nodes. To our knowledge, a few investigators have discussed CNs consisting of the same dimensional nonidentical nodes in recent years [37–41]. However, the networks with nonidentical nodes of different dimensions can describe more practical networks. In addition, the considered networks in these existing works did not take the reaction-diffusion terms into account. Therefore, we pay our attention on the CRDNNs with different dimensional nodes. As far as we know, this is our first step toward addressing the passivity and synchronization problems of CDDDRDNNs.

For network (6), the initial value condition and boundary value condition are described by

$$w_i(m, t) = \Theta_i(m, t),$$

$$\text{(7)}$$

$$w_i(t, m) = 0,$$

$$\text{(8)}$$

where \( i = 1, 2, \ldots, N, \Theta_i(m, t) \text{ is bounded and continuous on } \Omega \times [-\rho, 0] \text{ and } \rho = \max_{i=1,2,\ldots,N}{\tau_i}.$$

Suppose that the functions \( f_i^{(i)}(\cdot) \) and \( \phi_i^{(i)}(\cdot) \) satisfy the following global Lipschitz condition; there exist positive constants \( \psi_{iz} \) and \( \psi_{iz} \) such that

$$|f_i^{(i)}(v_1) - f_i^{(i)}(v_2)| \leq \psi_{iz}|v_1 - v_2|,$$

$$|\phi_i^{(i)}(v_1) - \phi_i^{(i)}(v_2)| \leq \psi_{iz}|v_1 - v_2|,$$

$$\text{hold for all } v_1, v_2 \in \mathbb{R}, l = 1, 2, \ldots, \xi, i = 1, 2, \ldots, N.$$

Let the constant vector \( \bar{\Theta} = (\bar{\Theta}_1^T, \bar{\Theta}_2^T, \ldots, \bar{\Theta}_N^T) \text{ be an equilibrium point of an isolated node of network (6). Then,}

$$D_i \sum_{j=1}^{2} \frac{\partial^2 \bar{\Theta}_j}{\partial m^2} - B_i \bar{\Theta}_i + A_i f_i(\bar{\Theta}_i) + J_i + Z_i \phi_i(\bar{\Theta}_i)$$

$$+ \sum_{j=1}^{N} c_{ij} H_{ij} \bar{\Theta}_j = 0,$$

$$\text{(10)}$$

$$\text{where } \bar{\Theta}_i = (\bar{\Theta}_1^{(i)}, \bar{\Theta}_2^{(i)}, \ldots, \bar{\Theta}_{q_i}^{(i)})^T \in \mathbb{R}^{q_i \xi}, i = 1, 2, \ldots, N.$$

For the error vector \( z_i(m, t) = (z_1^{(i)}(m, t), z_2^{(i)}(m, t), \ldots, z_{q_i}^{(i)}(m, t))^T = w_i(m, t) - \bar{\Theta}_i \), we have

$$\frac{\partial z_i(m, t)}{\partial t} = D_i \sum_{j=1}^{2} \frac{\partial^2 z_j(m, t)}{\partial m^2} - B_i z_i(m, t) + A_i f_i(z_i(m, t))$$

$$+ G_i u_i(m, t) + Z_i \phi_i(z_i(m, t) - \tau_i(t)))$$

$$+ \sum_{j=1}^{N} c_{ij} H_{ij} z_j(m, t),$$

$$\text{(11)}$$

$$\text{where } i = 1, 2, \ldots, N, f_i(z_i(m, t)) = f_i(w_i(m, t)) - f_i(\bar{\Theta}_i) = (f_1^{(i)}(w_1^{(i)}(m, t)) - f_1^{(i)}(\bar{\Theta}_1^{(i)}), f_2^{(i)}(w_2^{(i)}(m, t)) - f_2^{(i)}(\bar{\Theta}_2^{(i)}), \ldots, f_{q_i}^{(i)}(w_{q_i}^{(i)}(m, t)) - f_{q_i}^{(i)}(\bar{\Theta}_{q_i}^{(i)}))^T \text{ and } \phi_i(z_i(m, t) - \tau_i(t)) = \phi_i(w_i(m, t - \tau_i(t))) - \phi_i(\bar{\Theta}_i) = (\phi_1^{(i)}(w_1^{(i)}(m, t)) - \phi_1^{(i)}(\bar{\Theta}_1^{(i)}), \phi_2^{(i)}(w_2^{(i)}(m, t)) - \phi_2^{(i)}(\bar{\Theta}_2^{(i)}), \ldots, \phi_{q_i}^{(i)}(w_{q_i}^{(i)}(m, t)) - \phi_{q_i}^{(i)}(\bar{\Theta}_{q_i}^{(i)}))^T.$$

The output vector \( y_i(m, t) \in \mathbb{R}^{q_i \xi} \text{ of the network (11) is given as follows:}

$$y_i(m, t) = K_{11}^{(i)} z_1(m, t) + K_{12}^{(i)} u_i(m, t),$$

$$\text{(12)}$$

where \( K_{11}^{(i)} \in \mathbb{R}^{q_i \xi} \) and \( K_{12}^{(i)} \in \mathbb{R}^{q_i \xi p} \) are the known matrices.

In the whole paper, we denote
where $\tilde{H}_{ij} = \hat{c}_{ij} H_{ij}$ and $i = 1, 2, \ldots, N$.

**Theorem 1.** System (14) reaches output-strict passivity if there are matrices $Q \in \mathbb{R}^{p \times p}$, $P = \text{diag}(P_1, P_2, \ldots, P_N) > 0$ ($P_i \in \mathbb{R}^{L \times L}$), and $0 < M_1 \in \mathbb{R}^{p \times q}$ satisfying

$$PD + DP \succeq 0,$$

$$\begin{pmatrix} \Phi_1 & A_1 \\ A_1^T & \Lambda_2 \end{pmatrix} \preceq 0,$$ (15)  (16)

where $\Phi_1 = -\sum_{\sigma=1}^{\sigma} (1/\sigma^2) (PD + DP) - PB - BP + PAA^T P + PZZ^T P + \Psi + \Psi L + PH + \tilde{H}^T P + \tilde{K}_1^T M_1 \tilde{K}_1, A_1 = PG + \tilde{K}_1^T M_1 \tilde{K}_1, A_2 = \tilde{K}_1 T M_1 \tilde{K}_2 - \tilde{K}_2 T Q - Q^T \tilde{K}_2$.

**Proof.** Construct the Lyapunov functional for system (14) as follows:

$$V(t) = \sum_{i=1}^{N} \int_{\Omega} z_i(t) P_i z_i(m,t) dm$$

$$+ \sum_{i=1}^{N} \sum_{j=1}^{\ell} \int_{t-r_i(t)}^{t} \int_{\Omega} (z_j^0(m,h))^2 dm dh.$$ (17)
Then,
\[
V(t) = 2 \sum_{i = 1}^{N} \int_{\Omega} z_i^T (m,t) \left( D_i \sum_{\sigma = 1}^{\xi_i} \frac{\partial^2 z_i (m,t)}{\partial m_{\sigma}^2} - B_i z_i (m,t) + A_i t_i (z_i (m,t)) + G_i u_i (m,t) + Z_i \bar{\psi}_i (z_i (m,t - \tau_i (t))) \right)
\]
\[
+ \sum_{j = 1}^{N} \int_{\Omega} H_i z_j (m,t) \right) dm - \sum_{i = 1}^{N} \sum_{j = 1}^{\xi_i} \frac{\xi_j^2 (1 - \tau_i (t))}{1 - \delta_i} \int_{\Omega} (z_j^{(i)} (m,t - \tau_i (t)))^2 dm + \sum_{i = 1}^{N} \sum_{j = 1}^{\xi_i} \bar{\psi}_j^2 (z_j (m,t))^2 dm
\]
\[
\leq 2 \sum_{i = 1}^{N} \int_{\Omega} z_i^T (m,t) P_i \left( D_i \sum_{\sigma = 1}^{\xi_i} \frac{\partial^2 z_i (m,t)}{\partial m_{\sigma}^2} - B_i z_i (m,t) + A_i t_i (z_i (m,t)) + Z_i \bar{\psi}_i (z_i (m,t - \tau_i (t))) + \sum_{j = 1}^{N} H_i z_j (m,t) \right)
\]
\[
+ G_i u_i (m,t) \right) dm - \sum_{i = 1}^{N} \int_{\Omega} z_i^T (m,t - \tau_i (t)) \bar{\psi}_i z_i (m,t - \tau_i (t)) dm + \sum_{i = 1}^{N} \int_{\Omega} z_i^T (m,t) \bar{\psi}_i z_i (m,t) dm
\]
\[
= 2 \int_{\Omega} z^T (m,t) P \left( D \sum_{\sigma = 1}^{\xi} \frac{\partial^2 z (m,t)}{\partial m_{\sigma}^2} - B z (m,t) + A t (z (m,t)) + G u (m,t) + Z \bar{\psi} (z (m,t - \tau (t))) + H z (m,t) \right) dm
\]
\[
+ \int_{\Omega} z^T (m,t) \bar{\psi} L z (m,t) dm - \int_{\Omega} z^T (m,t - \tau (t)) \bar{\psi} z (m,t - \tau (t)) dm.
\]

By means of the boundary condition and Green's formula, one can obtain the following:
\[
\int_{\Omega} z^{(i)} (m,t) \frac{\partial^2 z^{(i)} (m,t)}{\partial m_{\sigma}^2} dm = - \sum_{\sigma = 1}^{\xi_i} \int_{\Omega} \frac{\partial z^{(i)} (m,t)}{\partial m_{\sigma}} \frac{\partial z^{(i)} (m,t)}{\partial m_{\sigma}} dm.
\]

Then, we obtain
\[
2 \int_{\Omega} z^T (m,t) PD \sum_{\sigma = 1}^{\xi} \frac{\partial^2 z (m,t)}{\partial m_{\sigma}^2} dm = 2 \sum_{\sigma = 1}^{\xi} \int_{\Omega} \left( \frac{\partial z (m,t)}{\partial m_{\sigma}} \right)^T (PD + DP) \frac{\partial z (m,t)}{\partial m_{\sigma}} dm.
\]

Obviously, there is a real matrix \( \Gamma \in \mathbb{R}^{\xi \times \xi} \) satisfying
\[
PD + DP = \Gamma^T \Gamma.
\]
Let $\phi(m, t) = \Gamma z(m, t)$, for $(m, t) \in \partial \Omega \times [-\rho, +\infty)$, it follows from boundary condition (8) that $\phi(m, t) = \Gamma z(m, t) = 0$. In terms of Lemma 2.1, we can get
\[
\sum_{\sigma = 1}^{6} \int_{\Omega} \left( \frac{\partial \phi(m, t)}{\partial m_{\sigma}} \right)_{T} \frac{\partial \phi(m, t)}{\partial m_{\sigma}} \, dm \geq \sum_{\sigma = 1}^{6} \frac{1}{\xi_{\sigma}^{2}} \int_{\Omega} \phi^{T}(m, t) \phi(m, t) \, dm.
\]

Therefore,
\[
2 \int_{\Omega} z^{T}(m, t) P D \sum_{\sigma = 1}^{6} \frac{\partial^{2} z(m, t)}{\partial m_{\sigma}^{2}} \, dm \geq - \sum_{\sigma = 1}^{6} \frac{1}{\xi_{\sigma}^{2}} \int_{\Omega} z^{T}(m, t) \cdot (P D + DP) z(m, t) \, dm.
\]  
(25)

In addition, we can derive that
\[
\sum_{\sigma = 1}^{6} \int_{\Omega} \frac{\partial \phi(m, t)}{\partial m_{\sigma}} \frac{\partial \phi(m, t)}{\partial m_{\sigma}} \, dm = \sum_{\sigma = 1}^{6} \int_{\Omega} z^{T}(m, t) (P D + DP) z(m, t) \, dm.
\]  
(24)

Similarly, we have
\[
2 \int_{\Omega} z^{T}(m, t) P A \tilde{f}(z(m, t)) \, dm = 2 \sum_{i=1}^{N} \int_{\Omega} z_{i}^{T}(m, t) P A_{i} \tilde{f}_{i}(z_{i}(m, t)) \, dm
\]
\[
= \sum_{i=1}^{N} \int_{\Omega} z_{i}^{T}(m, t) P A_{i} A_{i}^{T} P_{i} z_{i}(m, t) \, dm + \sum_{i=1}^{N} \int_{\Omega} \tilde{f}_{i}(w_{i}(m, t)) \tilde{f}_{i}(w_{i}(m, t)) \, dm
\]
\[
\leq \sum_{i=1}^{N} \int_{\Omega} z_{i}^{T}(m, t) P A_{i} A_{i}^{T} P_{i} z_{i}(m, t) \, dm + \sum_{i=1}^{N} \sum_{l=1}^{N} \int_{\Omega} [f_{l}^{(i)}(w_{l}(m, t)) - f_{l}^{(i)}(\tilde{w}_{l}^{(i)})]^{2} \, dm
\]
\[
\leq \sum_{i=1}^{N} \int_{\Omega} z_{i}^{T}(m, t) P A_{i} A_{i}^{T} P_{i} z_{i}(m, t) \, dm + \sum_{i=1}^{N} \sum_{l=1}^{N} \int_{\Omega} \psi_{l}^{2}(z_{l}^{(i)}(m, t)) \, dm
\]
\[
= \sum_{i=1}^{N} \int_{\Omega} z_{i}^{T}(m, t) P A_{i} A_{i}^{T} P_{i} z_{i}(m, t) \, dm + \sum_{i=1}^{N} \int_{\Omega} z_{i}^{T}(m, t) \Psi z_{i}(m, t) \, dm.
\]  
(26)

By (25)–(27), one has
\[
\hat{V}(t) \leq \int_{\Omega} z^{T}(m, t) \left[ - \sum_{\sigma = 1}^{6} \frac{1}{\xi_{\sigma}^{2}} (P D + DP) - PB - BP + P A A^{T} P
\]
\[
+ P Z Z^{T} P + \Psi L + \Psi H + \tilde{H}^{T} P \right] z(m, t) \, dm
\]
\[
+ 2 \int_{\Omega} z^{T}(m, t) \bar{P} u(m, t) \, dm.
\]  
(28)
Thus,
\[
\dot{V}(t) - 2 \int_{\Omega} y^T(m,t)Qu(m,t)dm + \int_{\Omega} y^T(m,t)M_1y(m,t)dm
\]
\[
\leq \int_{\Omega} z^T(m,t) \left[ - \sum_{i=1}^{d} \frac{1}{\xi_i} (P_D + DP) - PB - BP + PAA^TP + PZZ^TP + \Psi + \bar{\Psi}L + P\bar{F} + \bar{H}^T\bar{P} \right] z(m,t)dm
\]
\[
+ \int_{\Omega} z^T(m,t)\bar{K}_1^TM_1\bar{K}_1z(m,t)dm + \int_{\Omega} z^T(m,t)\bar{K}_1^TM_1\bar{K}_2u(m,t)dm + \int_{\Omega} u^T(m,t)\bar{K}_2^TM_1\bar{K}_1z(m,t)dm
\]
\[
+ \int_{\Omega} u^T(m,t)\bar{K}_2^TM_1\bar{K}_2u(m,t)dm + 2\int_{\Omega} y^T(m,t)\bar{K}_2^TM_1\bar{K}_2Qu(m,t)dm
\]
\[
+ 2\int_{\Omega} z^T(m,t)PGu(m,t)dm
\]
\[
= \int_{\Omega} z^T(m,t) \left[ - \sum_{i=1}^{d} \frac{1}{\xi_i} (P_D + DP) - PB - BP + PAA^TP + PZZ^TP + \Psi + \bar{\Psi}L + P\bar{F} + \bar{H}^T\bar{P} + \bar{K}_1^T \right] z(m,t)dm
\]
\[
+ 2\int_{\Omega} z^T(m,t) \left( PG + \bar{K}_1^TM_1\bar{K}_2 - \bar{K}_1^TQ \right) u(m,t)dm + \int_{\Omega} u^T(m,t) \left( \bar{K}_2^TM_1\bar{K}_2 - \bar{K}_2^TQ - Q^T\bar{K}_2 \right) u(m,t)dm
\]
\[
= \int_{\Omega} \omega^T(m,t) \begin{pmatrix} \Phi_1 & \Lambda_1 \\ \Lambda_1^T & \Lambda_2 \end{pmatrix} \omega(m,t)dm,
\]
where \( \omega(m,t) = (z^T(m,t), u^T(m,t))^T \). On the basis of (16), one gets
\[
2\int_{\Omega} y^T(m,t)Qu(m,t)dm - \int_{\Omega} y^T(m,t)M_1y(m,t)dm \geq \dot{V}(t).
\]
(30)

Then,
\[
2\int_{t_0}^{t_f} \int_{\Omega} y^T(m,t)Qu(m,t)dm dt
\]
\[
- \int_{t_0}^{t_f} \int_{\Omega} y^T(m,t)M_1y(m,t)dm dt \geq V(t_f) - V(t_0),
\]
(31)

for any \( t_0, t_f \in [0, +\infty) \) and \( t_f > t_0 \). In other words,
\[
\int_{t_0}^{t_f} \int_{\Omega} \left( y^T(m,t)Qu(m,t) - y^T(m,t)M_1y(m,t) \right) dm dt
\]
\[
\geq S(t_f) - S(t_0),
\]
(32)

where \( S(t) = V(t)/2 \).

The following results can be deduced by using the similar method.

**Corollary 1.** System (14) realizes passivity if there are matrices \( P = \text{diag}(P_1, P_2, \cdots, P_N) > 0 \) (\( P_i \in \mathbb{R}^{\xi_i \times \xi_i} \)) and \( Q \in \mathbb{R}^{\nu_p \times p} \) satisfying

**Remark 2.** To the best of our knowledge, the concept of passivity is proposed for the first time in circuit analysis and has discovered comprehensive potential applications in lots of areas after that. Over the past few decades, some scholars have investigated the passivity of CNNs and CRDNNs and derived many meaningful results [26-33]. Note that the passivity problem is solved in the abovementioned works based on the case that the input has identical dimension as
3.3. Synchronization Analysis. Definition 2. Network (6) achieves synchronization if for all \( i = 1, 2, \ldots, N \),
\[
\lim_{t \to -\infty} \| u_i(\cdot, t) - \delta \|_2 = 0,
\]
(37)

From (17) and (40), one knows that all terms of \( V(t) \) are bounded and \( V(t) \) is nonincreasing. Hence, \( V(t) \) converges to a finite nonnegative real number. According to (41), we can infer that \( \lim_{t \to -\infty} \int_{\Omega} \| z(\cdot, t) \|^2 d\Omega \) exists and is finite. Furthermore, since \( \tau_i(t) \) is bounded, it is easily derived that
\[
\lim_{t \to -\infty} \sum_{i=1}^{N} \sum_{j=1}^{\xi_i} \frac{\psi_{ij}^2}{1 - \delta_j} \int_{-\infty}^{t} \int_{\Omega} \left( z_{ij}^{(i)}(m, h) \right)^2 dm dh = 0.
\]
(42)

Hence, \( \lim_{t \to -\infty} \int_{\Omega} z^T(m, t) P z(m, t) dm \) is not only existing but also is a nonnegative real number. Next, we will prove that \( \lim_{t \to -\infty} \int_{\Omega} z^T(m, t) P z(m, t) dm = 0 \). If not, one can get
\[
\lim_{t \to -\infty} \int_{\Omega} z^T(m, t) P z(m, t) dm = \varsigma > 0.
\]
(43)

Obviously, there is a real constant \( \theta > 0 \) such that
\[
\int_{\Omega} z^T(m, t) P z(m, t) dm > \frac{\varsigma}{2}, \quad t \geq \theta.
\]
(44)

Hence,
\[
\| z(\cdot, t) \|_2^2 > \frac{\varsigma}{2\kappa}, \quad t \geq \theta,
\]
(45)

where \( \kappa = \lambda_M(P) \). According to (40) and (45), we obtain
\[
V(t) < \frac{Y_1 \varsigma}{2\kappa}, \quad t \geq \theta.
\]
(46)

It follows from (46) that
\[-V(\theta) \leq V(+\infty) - V(\theta) = \int_{\theta}^{\infty} \dot{V}(t) dt < \int_{\theta}^{\infty} \frac{Y_1 s dt}{2k} = -\infty.\]

(47)

This is unreasonable. Consequently,

\[
\lim_{t \to \infty} \int_{\Omega} z^T(m, t)Pz(m, t)dm = 0.
\]

(48)

Then, we have \(\lim_{t \to \infty} \|z(\cdot, t)\|_2 = 0\). Hence, network (6) is synchronized.

4. Robust Passivity and Robust Synchronization of CDDDRDNNs

4.1. Network Model. Taking the parameter uncertainties into account, a CDDDRDNN with uncertain parameters is stated as follows:

\[
D^{(P)} = \left\{ D_i = \text{diag}(d_i^{(0)}): D_i \leq D_i, 0 < d_i^{(0)} \leq d_i^{(0)}, i = 1, 2, \ldots, s, N, s = 1, 2, \ldots, \xi, \forall D_i \in D^{(P)} \right\}.
\]

\[
B^{(P)} = \left\{ B_i = \text{diag}(b_i^{(0)}): B_i \leq B_i, 0 < b_i^{(0)} \leq b_i^{(0)}, i = 1, 2, \ldots, s, N, s = 1, 2, \ldots, \xi, \forall B_i \in B^{(P)} \right\};
\]

\[
A^{(P)} = \left\{ A_i = (a_{gh}^{(0)})_{x \times t}, a_{gh}^{(0)} \leq a_{gh}^{(0)} \leq \bar{a}_{gh}^{(0)}, i = 1, 2, \ldots, N, g = 1, 2, \ldots, \xi, \forall A_i \in A^{(P)} \right\};
\]

\[
Z^{(P)} = \left\{ Z_i = (z_{gh}^{(0)})_{x \times t}, z_{gh}^{(0)} \leq z_{gh}^{(0)} \leq \bar{z}_{gh}^{(0)}, i = 1, 2, \ldots, N, g = 1, 2, \ldots, \xi, \forall Z_i \in Z^{(P)} \right\}.
\]

In addition, for convenience, we denote

\[
\bar{a}_{gh}^{(i)} = \max \left\{ a_{gh}^{(i)}, a_{gh}^{(i)} \right\},
\]

\[
\bar{z}_{gh}^{(i)} = \max \left\{ z_{gh}^{(i)}, z_{gh}^{(i)} \right\},
\]

\[
\theta_{ia} = \sum_{g=1}^{\xi} \sum_{h=1}^{\xi} \left( \bar{a}_{gh}^{(i)} \right)^2,
\]

\[
\theta_{iz} = \sum_{g=1}^{\xi} \sum_{h=1}^{\xi} \left( \bar{z}_{gh}^{(i)} \right)^2,
\]

\[
\theta_A = \text{diag}(\theta_{1a}, \theta_{2a}, \ldots, \theta_{N_a}, I_{\xi}) \in \mathbb{R}^{\xi \times \xi},
\]

\[
\theta_Z = \text{diag}(\theta_{1z}, \theta_{2z}, \ldots, \theta_{N_z}, I_{\xi}) \in \mathbb{R}^{\xi \times \xi},
\]

\[
D = \text{diag}(D_1, D_2, \ldots, D_N),
\]

\[
B = \text{diag}(B_1, B_2, \ldots, B_N),
\]

where \(g = 1, 2, \ldots, \xi\) and \(h = 1, 2, \ldots, \xi, i = 1, 2, \ldots, N\).

According to (10), we can get the error system \(z_i(m, t)\) of network (49) as follows:

\[
\frac{\partial z_i(m, t)}{\partial t} = D_i \sum_{s=1}^{\xi} \frac{\partial^2 z_i(m, t)}{\partial m_s^2} - B_i z_i(m, t) + A_i f_i(z_i(m, t)) + I_i + G_i u_i(m, t) + Z_i \phi_i(z_i(m, t - \tau_i(t)))
\]

\[
+ \sum_{j=1}^{N} c_{ij} H_j z_j(m, t),
\]

in which \(i = 1, 2, \ldots, N, u_i(m, t), I_i, G_i, u_i(m, t), f_i(z_i(m, t)), \phi_i(z_i(m, t - \tau_i(t))), H_j, c_{ij}\) represent the same senses as in model (6). The parameters \(D_i, B_i, A_i,\) and \(Z_i\) can be changed within a certain parameter range of precisions as follows:

\[
\frac{\partial y_i(m, t)}{\partial t} = K_{i1}^0 z_i(m, t) + K_{i2}^0 u_i(m, t).
\]

(53)
where $\bar{H}_{ij} = c_{ij}H_{ij}$ and $i = 1, 2, \ldots, N$.

**Theorem 3.** If there are matrices $P = \text{diag}(P_1, P_2, \ldots, P_N) > 0$ ($P_i = \text{diag}(P^{(i)}_1, P^{(i)}_2, \ldots, P^{(i)}_N) \in \mathbb{R}^{q_i \times q_i}$), $Q \in \mathbb{R}^{q \times q}$, and $0 < M_1 \in \mathbb{R}^{q \times q}$ satisfying

$$
\begin{pmatrix}
\Phi_3 & \Lambda_1 \\
\Lambda_1^T & \Lambda_2
\end{pmatrix} \leq 0,
$$

(54)

where

$$
\Phi_3 = -\sum_{i=1}^g (2/\zeta_i^2) P D - 2P \bar{B} + (\bar{\theta}_h + \bar{\theta}_p) P^2 + \Psi + \bar{\Psi} L + \\
P \bar{H}_i + \bar{H}_T^T P + \bar{R}_1^T M_1 \bar{R}_1, \Lambda_1 = PG + \bar{R}_1^T M_1 \bar{R}_2 - \bar{R}_1^T Q, \Lambda_2 = \\
\bar{R}_2^T M_1 \bar{R}_2 - \bar{R}_2^T Q - Q^2 \bar{R}_2, \text{ then, system (53) under the given ranges of parameters (50) is output-robustly passive.}
$$

**Proof.** Choose the same Lyapunov functional as (17) for system (52). Then,

$$
V(t) = 2 \sum_{i=1}^N \int_\Omega Z_i^T(m,t)P_i \left( \sum_{\sigma=1}^{\xi} \frac{\partial^2 z^{(i)}_i(m,t)}{\partial m_\sigma^2} - B_i z_i(m,t) + A_i \bar{f}_i(z_i(m,t)) + \tilde{G} u_i(m,t) + \tilde{Z}_i \bar{\psi}_i(z_i(m,t)) + \sum_{j=1}^N \bar{H}_{ij} z_j(m,t) \right) dm
$$

$$
- \sum_{i=1}^N \sum_{j=1}^N \bar{\psi}_{ij}^2 \int_\Omega \left( z^{(i)}_j(m,t) \right)^2 dm + \sum_{i=1}^N \sum_{j=1}^N \bar{\psi}_{ij} \int_\Omega \left( z^{(i)}_j(m,t) \right)^2 dm
$$

$$
\leq 2 \sum_{i=1}^N \int_\Omega \phi^T(m,t) \left( \sum_{\sigma=1}^{\xi} \frac{\partial^2 z^{(i)}_i(m,t)}{\partial m_\sigma^2} - B_i z_i(m,t) + A_i \bar{f}_i(z_i(m,t)) + \tilde{G} u_i(m,t) + \tilde{Z}_i \bar{\psi}_i(z_i(m,t)) + \bar{H}_i z_i(m,t) \right) dm
$$

$$
+ \int_\Omega z^T(m,t) \bar{\Psi} L (m,t) dm - \int_\Omega z^T(m,t) \bar{\psi}_i z(m,t - \tau(t)) dm.
$$

(55)

Obviously,

$$
-2 \sum_{i=1}^N \int_\Omega z^T(m,t) P B z_i(m,t) dm = -2 \sum_{i=1}^N \sum_{h=1}^\xi P^{(i)}_h b^{(i)}_h \int_\Omega \left( z^{(i)}_h(m,t) \right)^2 dm \leq -2 \sum_{i=1}^N \sum_{h=1}^\xi P^{(i)}_h b^{(i)}_h \int_\Omega \left( z^{(i)}_h(m,t) \right)^2 dm
$$

(56)

Similar to the deduction of (25), one can get

$$
2 \int_\Omega z^T(m,t) P D \frac{\partial^2 z(m,t)}{\partial m^2} dm \leq - \frac{g}{\zeta_i^2} \int_\Omega z^T(m,t) PD z(m,t) dm
$$

$$
= - \sum_{i=1}^N \sum_{h=1}^\xi \frac{2}{\zeta_i} P^{(i)}_h d^{(i)}_h \int_\Omega \left( z^{(i)}_h(m,t) \right)^2 dm
$$

(57)

In addition,
According to (56)–(59), one gets

\[
\dot{V}(t) \leq \int_{\Omega} z^T(m, t) \left[ -\sum_{\sigma=1}^{\delta} 2 P \Delta D - 2 P B + (\theta_A + \theta_Z) P^2 + \Psi + \tilde{\Psi} L + P \tilde{H} + \tilde{H}^T P \right] z(m, t) dm + 2 \int_{\Omega} z^T(m, t) P G u(m, t) dm.
\]

Hence,

\[
\dot{V}(t) - 2 \int_{\Omega} y^T(m, t) Qu(m, t) dm + \int_{\Omega} y^T(m, t) M_1 y(m, t) dm \\
\leq \int_{\Omega} z^T(m, t) \left[ -\sum_{\sigma=1}^{\delta} 2 P \Delta D - 2 P B + (\theta_A + \theta_Z) P^2 + \Psi + \tilde{\Psi} L + P \tilde{H} + \tilde{H}^T P \right] z(m, t) dm + 2 \int_{\Omega} z^T(m, t) P G u(m, t) dm
\]

\[
\quad + \int_{\Omega} u^T(m, t) \begin{pmatrix} \Phi_3 & A_1 \\ A_2^T & \Lambda_2 \end{pmatrix} \tilde{\omega}(m, t) dm.
\]

(61)

From (54), one can get

\[
2 \int_{\Omega} y^T(m, t) Qu(m, t) dm - \int_{\Omega} y^T(m, t) M_1 y(m, t) dm \geq \dot{V}(t).
\]

Then,

\[
2 \int_{t_0}^{t_1} \int_{\Omega} y^T(m, t) Qu(m, t) dm dt - \int_{t_0}^{t_1} \int_{\Omega} y^T(m, t) M_1 y(m, t) dm dt \geq V(t_1) - V(t_0),
\]

for any \( t_0, t_1 \in [0, \infty) \) and \( t_1 \geq t_0 \). In other words,

\[
\int_{t_0}^{t_1} \int_{\Omega} \left( y^T(m, t) Qu(m, t) - y^T(m, t) M_1 y(m, t) \right) dm dt \geq S(t_1) - S(t_0),
\]

in which \( S(t) = V(t)/2 \).

The following results can be deduced by using the similar method.

**Corollary 3.** System (53) under the given ranges of parameters (50) is robustly passive if there are matrices \( P = \text{diag}(P_1, P_2, \ldots, P_m) > 0 \) \((P_j = \text{diag}(p_{1j}^{(1)}, p_{2j}^{(1)}, \ldots, p_{qj}^{(1)})) \in \mathbb{R}^{r_j \times r_j})\) and \( Q \in \mathbb{R}^{p \times p} \) satisfying

\[
\begin{pmatrix} \Phi_4 & PG - K_1 Q \\ G^T P - Q^T K_1 - K_2^T Q - Q^T K_2 \end{pmatrix} \leq 0,
\]

(65)

where \( \Phi_4 = -\sum_{\sigma=1}^{\delta} (2/\xi_{\sigma}^2) P D - 2P B + (\theta_A + \theta_Z) P^2 + \Psi + \tilde{\Psi} L + P \tilde{H} + \tilde{H}^T P \).

**Corollary 4.** System (53) under the given ranges of parameters (50) is input-robustly passive if there are matrices \( P = \text{diag}(P_1, P_2, \ldots, P_m) > 0 \) \((P_j = \text{diag}(p_{1j}^{(0)}, p_{2j}^{(0)}, \ldots, p_{qj}^{(0)})) \in \mathbb{R}^{r_j \times r_j})\), \( Q \in \mathbb{R}^{p \times p} \), and \( 0 < M_2 < \infty \) satisfying

\[
\begin{pmatrix} \Phi_4 & PG - K_1 Q \\ G^T P - Q^T K_1 - K_2^T Q - Q^T K_2 \end{pmatrix} \leq 0,
\]

(66)
where \( \Phi_i = -\sum_{i=1}^{\rho} (2/\xi_i^2)P D_{ii} - 2P B_i + (\Theta_A + \Theta_Z)P^2 + \Psi + \Psi L + P\Sigma + \Sigma P \).

4.3. Robust Synchronization Analysis. Definition 3. Network (49) under the given ranges of parameter (50) realizes robust synchronization if for all \( D_i \in D(P) \), \( B_i \in B(P) \), \( A_i \in A(P) \), and \( Z_i \in Z(P) \), \( i = 1, 2, \ldots, N \),
\[
\lim_{t \to +\infty} \|w_i(\cdot, t) - \delta_i\|_2 = 0,
\]
under the condition \( u_i(m, t) = 0 \).

**Theorem 4.** Network (49) under the given ranges of parameters (50) achieves robust synchronization if there are matrices \( P = \text{diag}(P_1, P_2, \ldots, P_N) > 0 \) (\( P_i = \text{diag}(p_{i1}, p_{i2}, \ldots, p_{k_i}) \in \mathbb{R}^{k_i \times k_i} \)) satisfying
\[
W_2 + P\Sigma + \Sigma P < 0,
\]
where \( W_2 = -\sum_{i=1}^{\rho} (2/\xi_i^2)P D_{ii} - 2P B_i + (\Theta_A + \Theta_Z)P^2 + \Psi + \Psi L. \)

**Proof.** Select the same Lyapunov functional as (17) for system (52); then,
\[
\dot{V}(t) \leq 2 \sum_{i=1}^{N} \int_{\Omega} z_i^T(m, t)P_i \left[ D_{ii} \sum_{i=1}^{\rho} \frac{\partial^2 z_i(m, t)}{\partial m^2} - B_i z_i(m, t) + Z_i \tilde{\varphi}_i z_i(m, t - \tau_i(t)) + A_i \tilde{f}_i(z_i(m, t)) \right] dm + \sum_{i=1}^{N} \int_{\Omega} \tilde{P}_i z_i(m, t) - \tilde{\Psi}_i z_i(m, t) \tau_i(t) \right] dm - \sum_{i=1}^{N} \int_{\Omega} z_i^T(m, t) \tilde{\Psi}_i z_i(m, t - \tau_i(t)) \right] dm \leq \int_{\Omega} z^T(m, t) \left[ -\sum_{i=1}^{\rho} \frac{2}{\xi_i^2} P D_{ii} - 2P B_i + (\Theta_A + \Theta_Z)P^2 + \Psi + \Psi L + P\Sigma + \Sigma P \right] z(m, t) dm \leq Y_2 \|z(\cdot, t)\|_2^2,
\]
where \( Y_2 = \lambda_M \left( \sum_{i=1}^{\rho} (2/\xi_i^2)P D_{ii} - 2P B_i + (\Theta_A + \Theta_Z)P^2 + \Psi + \Psi L + P\Sigma + \Sigma P \right) < 0. \)

Then, \( \lim_{t \to +\infty} \|z(\cdot, t)\|_2 = 0 \) can be proved similarly as in Theorem 2. Consequently, network (49) under the given ranges of parameters (50) realizes robust synchronization.

**Remark 3.** In Section 3, we deal with the passivity and synchronization problems of CDDDRDNNs and establish some adequate conditions to achieve the passivity and synchronization of network (6). Note that the parameters in matrices \( D_i, B_i, A_i, \) and \( Z_i \) of network model (6) are fixed. However, it is utterly unrealistic for the networks with some certain parameters due to the noises of environment and equipment restrictions in some practical situations [18–25]. Thus, it is necessary to consider the case that the parameters in matrices \( D_i, B_i, A_i, \) and \( Z_i \) of network model (6) belong to some given ranges and investigate robust dynamical properties of the considered network. As far as we know, the robust synchronization and robust passivity of CDDDRDNNs with parametric uncertainties have never been studied. In this section, we present several robust synchronization and robust passivity criteria of CDDDRDNNs with uncertain parameters in Theorems 3 and 4 and Corollaries 3 and 4, respectively.

5. Numerical Examples

**Example 1.** Consider the following CDDDRDNNs:
\[
\begin{array}{l}
\frac{\partial w_i(m, t)}{\partial t} = D_{ii} \sum_{i=1}^{\rho} \frac{\partial^2 w_i(m, t)}{\partial m^2} - B_i w_i(m, t) + A_i \tilde{f}_i(w_i(m, t)) + I_i + G_i u_i(m, t) + Z_i \varphi_i(w_i(m, t - \tau_i(t))) + \sum_{j=1}^{3} c_{ij} H_{ij} w_j(m, t),
\end{array}
\]
where \( i = 1, 2, 3, \xi_1 = 3, \xi_2 = 2, f_i^{(1)}(v) = \varphi_i^{(1)}(v) = (|v + 1| - |v - 1|)/8, \Omega = [m] - 0.5 < m < 0.5, \ D_1 = \text{diag}(0.6, 0.8, 0.9), D_2 = \text{diag}(0.5, 0.7), D_3 = \text{diag}(0.8, 0.9), B_1 = \text{diag}(0.8, 0.9, 1.2), B_2 = \text{diag}(0.7, 0.9), B_3 = \text{diag}(0.6, 0.9), \tau_1(t) = 0.04 + 0.02e^{-t}, \tau_2(t) = 0.06 + 0.04e^{-t}, \delta_2 = 0.04, t_1 = 0.12, \delta_1 = 0.06 \) and \( I_1 = (0, 0, 0)^T, I_2 = (0, 0, 0)^T, I_3 = (0, 0, 0)^T, u_i(m, t) = (8\sqrt{t} \cos(\pi m), 5\sqrt{t} \cos(\pi m), 10\sqrt{t} \cos(\pi m))^T, u_i(m, t) = (16\sqrt{t} \cos(\pi m), 10\sqrt{t} \cos(\pi m))^T, u_i(m, t) = (24\sqrt{t} \cos(\pi m), 15\sqrt{t} \cos(\pi m))^T. \) The matrices \( A_i = (a_{ij}^{(0)} x^{\xi_i} z^{\xi_i}) \), \( Z_i = (z_{ij}^{(0)} x^{\xi_i} z^{\xi_i}) = C = (c_{ij})_{3 \times 3}, G_i, H_{ij}, K_i^{(0)}, \) and \( K_i^{(2)} \) are chosen as follows:
\[A_1 = \begin{pmatrix}
0.5 & 0.6 & 0.7 \\
0.6 & 0.4 & 0.5 \\
0.3 & 0.2 & 0.8
\end{pmatrix}, \quad
H_{22} = \begin{pmatrix}
0.3 & 0.2 \\
0.1 & 0.3
\end{pmatrix}, \quad
H_{23} = \begin{pmatrix}
0.2 & 0.3 \\
0.3 & 0.4
\end{pmatrix}, \quad
H_{31} = \begin{pmatrix}
0.1 & 0.2 & 0.4 \\
0.3 & 0.2 & 0.5
\end{pmatrix}, \quad
H_{32} = \begin{pmatrix}
0.3 & 0.1 \\
0.2 & 0.4
\end{pmatrix}, \quad
H_{33} = \begin{pmatrix}
0.3 & 0.3 \\
0.2 & 0.4
\end{pmatrix},
\]
\[A_2 = \begin{pmatrix}
0.4 & 0.6 \\
0.3 & 0.4
\end{pmatrix}, \quad
K_1^I = \begin{pmatrix}
0.1 & 0.2 & 0.3 \\
0.2 & 0.4 & 0.1 \\
0.3 & 0.2 & 0.1
\end{pmatrix}, \quad
K_1^2 = \begin{pmatrix}
0.1 & 0.2 \\
0.2 & 0.3 \\
0.2 & 0.1
\end{pmatrix}, \quad
K_2^I = \begin{pmatrix}
0.2 & 0.3 \\
0.3 & 0.4 \\
0.2 & 0.1
\end{pmatrix}, \quad
K_2^2 = \begin{pmatrix}
0.2 & 0.3 \\
0.1 & 0.2 \\
0.2 & 0.4
\end{pmatrix}, \quad
K_2^3 = \begin{pmatrix}
0.1 & 0.2 \\
0.1 & 0.3 \\
0.3 & 0.2
\end{pmatrix}, \quad
K_3^I = \begin{pmatrix}
0.3 & 0.2 \\
0.1 & 0.2 \\
0.2 & 0.4
\end{pmatrix}, \quad
K_3^2 = \begin{pmatrix}
0.2 & 0.3 \\
0.1 & 0.3 \\
0.3 & 0.2
\end{pmatrix},
\]
\[A_3 = \begin{pmatrix}
0.3 & 0.6 \\
0.5 & 0.4
\end{pmatrix}, \quad
G_1 = \begin{pmatrix}
0.3 & 0.1 & 0.2 \\
0.1 & 0.2 & 0.2
\end{pmatrix}, \quad
G_2 = \begin{pmatrix}
0.2 & 0.3 \\
0.3 & 0.1
\end{pmatrix}, \quad
G_3 = \begin{pmatrix}
0.3 & 0.2 \\
0.2 & 0.3
\end{pmatrix}, \quad
H_{11} = \begin{pmatrix}
0.2 & 0.1 & 0.3 \\
0.1 & 0.3 & 0.2 \\
0.3 & 0.2 & 0.4
\end{pmatrix}, \quad
H_{12} = \begin{pmatrix}
0.3 & 0.2 \\
0.3 & 0.5 \\
0.2 & 0.4
\end{pmatrix}, \quad
H_{13} = \begin{pmatrix}
0.3 & 0.2 \\
0.2 & 0.3 \\
0.1 & 0.2
\end{pmatrix}, \quad
H_{21} = \begin{pmatrix}
0.2 & 0.3 & 0.1 \\
0.1 & 0.4 & 0.2
\end{pmatrix}, \quad
C = \begin{pmatrix}
-0.1 & 0.3 & 0.2 \\
0.2 & -0.4 & 0.2 \\
0.3 & 0.2 & -0.8
\end{pmatrix}.
\]
**Case 1.** Obviously, the equilibrium point of an isolated node of network (70) is $\tilde{\mathbf{O}} = (0, 0, 0, 0, 0, 0)^T$ and $\psi_{ii} = \tilde{\psi}_{ii} = 0.25$. It is easy to calculate the following matrices $P, Q, M_1$ satisfying (15) and (16):

\[
M_1 = \begin{pmatrix}
4.9725 & -0.7644 & -0.7186 & -0.0353 & -0.0591 & -0.0363 & -0.0508 & -0.0707 & -0.0289 \\
-0.7644 & 4.3790 & -0.9676 & -0.0454 & -0.0765 & -0.0477 & -0.0609 & -0.0850 & -0.0352 \\
-0.7186 & -0.9676 & 4.5415 & -0.0363 & -0.0613 & -0.0386 & -0.0533 & -0.0742 & -0.0306 \\
-0.0353 & -0.0454 & -0.0363 & 5.3616 & 0.0154 & -0.0287 & -0.0215 & -0.0299 & -0.0122 \\
-0.0591 & -0.0765 & -0.0613 & 0.0154 & 5.3503 & -0.0393 & -0.0360 & -0.0501 & -0.0206 \\
-0.0363 & -0.0477 & -0.0386 & -0.0287 & -0.0393 & 5.3398 & -0.0222 & -0.0309 & -0.0128 \\
-0.0508 & -0.0609 & -0.0533 & -0.0215 & -0.0360 & -0.0222 & 5.5126 & 0.2342 & 0.0883 \\
-0.0707 & -0.0850 & -0.0742 & -0.0299 & -0.0501 & -0.0309 & 0.2342 & 5.6688 & 0.1327 \\
-0.0289 & -0.0352 & -0.0306 & -0.0122 & -0.0206 & -0.0128 & 0.0883 & 0.1327 & 5.4320
\end{pmatrix},
\]

\[
Q = \begin{pmatrix}
4.3345 & 5.8441 & 5.2880 & -0.0640 & 0.0404 & -0.0208 & 0.0671 \\
-3.7523 & 7.7721 & -3.5249 & -0.0102 & -0.0813 & -0.0252 & -0.1125 \\
2.9109 & -10.7922 & 3.1831 & -0.0047 & -0.0718 & -0.0219 & -0.0890 \\
0.0218 & 0.0085 & 0.0367 & 11.6387 & -10.2133 & 0.0546 & 0.0150 \\
-0.1185 & -0.3761 & -0.2903 & -2.9389 & 3.7925 & -0.0623 & -0.1872 \\
0.0379 & 0.1798 & 0.1093 & -0.0902 & 11.2576 & 0.0067 & 0.0789 \\
-0.5730 & -0.9531 & -1.1102 & -0.1287 & -0.0881 & 22.6726 & -64.9202 \\
0.2752 & 0.4871 & 0.5449 & 0.0814 & 0.0072 & -16.9261 & 50.4379 \\
0.0993 & 0.1553 & 0.1884 & -0.0423 & -0.0047 & 8.0204 & 3.4236
\end{pmatrix},
\]

and $P = \text{diag}(P_1, P_2, P_3)$, where

\[
P_1 = \begin{pmatrix}
1.4434 & -0.4099 & -0.3575 \\
-0.4099 & 1.1014 & -0.1331 \\
-0.3575 & -0.1331 & 1.3827
\end{pmatrix},
P_2 = \begin{pmatrix}
1.8096 & -0.1693 \\
-0.1693 & 1.5437
\end{pmatrix},
P_3 = \begin{pmatrix}
1.4530 & -0.0737 \\
-0.0737 & 1.2896
\end{pmatrix}.
\]

On the basis of Theorem 1, the network (70) with the input $u(m, t) \in \mathbb{R}^2$ and output $y(m, t) \in \mathbb{R}^6$ as described in (12) realizes output-strictly passivity. Figure 1 displays the simulation results.

**Case 2.** $\psi_{ii}, \tilde{\psi}_{ii}$, and $\tilde{\mathbf{O}}$ are similar as those in Case 1. By exploiting the MATLAB Toolbox, the matrix $P$ satisfying (38) and (39) can be computed as follows:

\[
P = \text{diag}(P_1, P_2, P_3),
\]

where

\[
\begin{pmatrix}
0.2165 & -0.0111 & -0.0091 \\
-0.0111 & 0.1750 & -0.0054 \\
-0.0091 & -0.0054 & 0.1493
\end{pmatrix},
P_1 = \begin{pmatrix}
0.2567 & -0.0117 \\
-0.0117 & 0.1929
\end{pmatrix},
P_2 = \begin{pmatrix}
0.1780 & -0.0118 \\
-0.0118 & 0.1520
\end{pmatrix}.
\]

According to Theorem 2, the network (70) realizes synchronization. Figures 2–4 show the simulation results.

**Example 2.** Consider the following CDDDRNNs:

\[
\frac{\partial w_i(m, t)}{\partial t} = D_i \sum_{\sigma=1}^3 \partial^2 w_i(m, t) \partial m_{\sigma}^2 - B_i w_i(m, t) + A_i f_i(w_i(m, t)) + I_i + G_i u_i(m, t) + Z_i \varphi_i(w_i(m, t - \tau_i(t))) + \sum_{j=1}^3 c_{ij} H_j w_j(m, t),
\]

in which $i = 1, 2, 3, \xi_1 = 3, \xi_2 = 2, \Omega = \{m\} - 0.5 < m < 0.5$, $f_i^{(1)}(v) = \varphi_i^{(1)}(v) = \frac{(|v| + 1) - |v| - 1}{4}$, $l = 1, 2, 3$, $\tau_i(t) = 0.02t - 0.04e^{-t}$, $\tau_1 = 0.02, \delta_1 = 0.04, \tau_2 = 0.04, \delta_2 = \ldots$.
The parameters $D_i = \text{diag}(d_1^{(i)}, d_2^{(i)}, \ldots, d_k^{(i)})$, $B_i = \text{diag}(b_1^{(i)}, b_2^{(i)}, \ldots, b_k^{(i)})$, $A_i = (a_{gh}^{(i)})_{g,h \in \mathcal{X}}$, and $Z_i = (z_{gh}^{(i)})_{g,h \in \mathcal{X}} (i = 1, 2, 3)$ in network (76) can be changed in the precisions given as follows:

$G_1 = \begin{pmatrix} 0.2 & 0.1 & 0.4 \\ 0.3 & 0.4 & 0.2 \\ 0.2 & 0.3 & 0.1 \end{pmatrix}$,

$G_2 = \begin{pmatrix} 0.2 & 0.3 & 0.4 \\ 0.2 & 0.3 & 0.5 \end{pmatrix}$,

$G_3 = \begin{pmatrix} 0.3 & 0.4 \\ 0.2 & 0.3 \end{pmatrix}$,

$H_{11} = \begin{pmatrix} 0.2 & 0.3 & 0.4 \\ 0.2 & 0.3 & 0.1 \end{pmatrix}$,

$H_{12} = \begin{pmatrix} 0.2 & 0.3 & 0.4 \end{pmatrix}$,

$H_{13} = \begin{pmatrix} 0.3 & 0.4 \end{pmatrix}$,

$H_{21} = \begin{pmatrix} 0.2 & 0.3 & 0.4 \\ 0.4 & 0.5 & 0.3 \end{pmatrix}$,

$H_{22} = \begin{pmatrix} 0.3 & 0.4 \\ 0.5 & 0.6 \end{pmatrix}$,

$H_{23} = \begin{pmatrix} 0.3 & 0.4 \\ 0.5 & 0.4 \end{pmatrix}$,

$H_{31} = \begin{pmatrix} 0.3 & 0.2 & 0.3 \\ 0.4 & 0.3 & 0.2 \end{pmatrix}$,

$H_{32} = \begin{pmatrix} 0.3 & 0.4 \\ 0.3 & 0.4 \end{pmatrix}$,

$H_{33} = \begin{pmatrix} 0.3 & 0.4 \\ 0.4 & 0.2 \end{pmatrix}$,

$k_1^1 = \begin{pmatrix} 0.2 & 0.1 & 0.2 \\ 0.2 & 0.3 & 0.1 \end{pmatrix}$,

$k_1^2 = \begin{pmatrix} 0.2 & 0.3 & 0.4 \\ 0.4 & 0.5 \end{pmatrix}$,

$k_1^3 = \begin{pmatrix} 0.2 & 0.3 \\ 0.4 & 0.2 \end{pmatrix}$,

$k_2^1 = \begin{pmatrix} 0.1 & 0.3 \\ 0.3 & 0.2 \end{pmatrix}$,

$k_2^2 = \begin{pmatrix} 0.4 & 0.5 \end{pmatrix}$,

$k_2^3 = \begin{pmatrix} 0.1 & 0.3 & 0.2 \\ 0.3 & 0.4 & 0.1 \end{pmatrix}$,

$k_3^1 = \begin{pmatrix} 0.3 & 0.4 \\ 0.2 & 0.3 \end{pmatrix}$,

$k_3^2 = \begin{pmatrix} 0.3 & 0.2 \\ 0.3 & 0.1 \end{pmatrix}$,

$k_3^3 = \begin{pmatrix} 0.3 & 0.2 \\ 0.4 & 0.5 \end{pmatrix}$,

$\xi_i = \begin{pmatrix} 0.2 & -0.8 & 0.5 \\ 0.4 & 0.3 & -0.6 \end{pmatrix}$.
\[ D^{(P)} := \{ D_i = \text{diag}(d_s^{(i)}) : D_i \leq D_i \leq \bar{D}_i, 0 < 0.4i s \leq d_s^{(i)} \leq 0.6i s, \ i = 1, 2, \ldots, N, s = 1, 2, \ldots, \xi, \forall D_i \in D^{(P)} \}; \]

\[ B^{(P)} := \{ B_i = \text{diag}(b_s^{(i)}) : B_i \leq B_i \leq \bar{B}_i, 0 < 1.2i s \leq b_s^{(i)} \leq 1.6i s, \ i = 1, 2, \ldots, N, s = 1, 2, \ldots, \xi, \forall B_i \in B^{(P)} \}; \]

\[ A^{(P)} := \{ A_i = \left( a_{gh}^{(i)} \right)_{\xi \times \xi} : \frac{1}{g + h} + 0.2i \leq a_{gh}^{(i)} \leq \frac{1}{g + h} + 0.3i, \ i = 1, 2, \ldots, N, g = 1, 2, \ldots, \xi, h = 1, 2, \ldots, \xi, \forall A_i \in A^{(P)} \}; \]

\[ Z^{(P)} := \{ Z_i = \left( z_{gh}^{(i)} \right)_{\xi \times \xi} : \frac{1}{g + h} + 0.3i \leq z_{gh}^{(i)} \leq \frac{1}{g + h} + 0.4i, \ i = 1, 2, \ldots, N, g = 1, 2, \ldots, \xi, h = 1, 2, \ldots, \xi, \forall Z_i \in Z^{(P)} \}. \]
Case 1. Obviously, \( \psi_d = \bar{\psi}_d = 0.5 \) and the equilibrium point of an isolated node of network (76) is \( \hat{O} = (0, 0, 0, 0, 0, 0)^T \).

\[
M_1 = \begin{pmatrix}
1.2297 & -0.0937 & -0.1183 & 0.0318 & 0.0413 & 0.0159 & -0.0142 & -0.0103 & -0.0115 \\
-0.0937 & 1.2081 & -0.1195 & 0.0410 & 0.0530 & 0.0217 & -0.0207 & -0.0166 & -0.0171 \\
-0.1183 & -0.1195 & 1.1776 & 0.0622 & 0.0803 & 0.0340 & -0.0330 & -0.0281 & -0.0277 \\
0.0318 & 0.0410 & 0.0622 & 1.2876 & -0.0192 & 0.0102 & -0.0097 & -0.0074 & -0.0079 \\
0.0413 & 0.0530 & 0.0803 & -0.0192 & 1.2710 & 0.0095 & -0.0124 & -0.0093 & -0.0101 \\
0.0159 & 0.0217 & 0.0340 & 0.0102 & 0.0095 & 1.3233 & -0.0062 & -0.0049 & -0.0051 \\
-0.0142 & -0.0207 & -0.0330 & -0.0097 & -0.0124 & -0.0062 & 1.3534 & 0.0455 & 0.0449 \\
-0.0103 & -0.0166 & -0.0281 & -0.0074 & -0.0093 & -0.0049 & 0.0455 & 1.3585 & 0.0431 \\
-0.0115 & -0.0171 & -0.0277 & -0.0079 & -0.0101 & -0.0051 & 0.0449 & 0.0431 & 1.3386
\end{pmatrix}
\]

(79)

\[
Q = \begin{pmatrix}
0.9904 & 0.0197 & 0.4052 & -0.0358 & -0.0044 & 0.0347 & -0.0164 \\
-1.7563 & 1.4252 & 2.8033 & 0.0946 & 0.0507 & -0.2257 & -0.0020 \\
1.3650 & 0.3042 & -1.7168 & 0.0407 & 0.0357 & 0.0309 & -0.0368 \\
-0.0357 & -0.1531 & -0.0033 & -1.4861 & 3.9352 & 0.0425 & -0.0718 \\
0.0929 & 0.3681 & 0.0193 & 1.0186 & -2.3689 & -0.1092 & 0.0390 \\
-0.0214 & -0.2121 & 0.0412 & 2.5131 & 0.2759 & 0.0837 & -0.0048 \\
-0.0274 & -0.0498 & 0.0196 & -0.0190 & -0.0630 & 4.6554 & -0.9467 \\
-0.0133 & 0.1213 & 0.0760 & -0.0019 & -0.0240 & 3.5739 & -0.0527 \\
0.0312 & -0.1258 & -0.1058 & 0.0045 & 0.0832 & -6.8413 & 2.9637
\end{pmatrix}
\]

and \( P = \text{diag}(P_1, P_2, P_3) \), where
In terms of Theorem 3, network (76) with the input $u(m, t) \in \mathbb{R}^7$ and output $y(m, t) \in \mathbb{R}^9$ as described in (12) under the given parameters defined in (78) realizes output-strictly passivity. Figure 5 displays the simulation results.

**Remark 4.** Section 3 is devoted to investigating the synchronization and passivity of CDDRDNNs. First, the network model of CDDRDNNs is presented in Section 3.1. In Section 3.2, the passivity of CDDRDNNs with certain parameters is studied. Moreover, we establish some adequate conditions to ensure the network being output-strictly passive in Theorem 1, passive in Corollary 1, and input-strictly passive in Corollary 2, respectively. Then, in Theorem 2 of Section 3.3, a synchronization criterion is obtained for the considered network. Because the precise values of parameters are difficult to acquire because of noises of environment and equipment limitations, we address the problems of robust synchronization and passivity for CDDRDNNs with parametric uncertainties in Section 4. The main distinction on two kinds of CDDRDNNs in Section 3 and Section 4 is whether $D_i, B_i, A_i,$ and $Z_i$ in the network model of CDDRDNNs is uncertain or not. More precisely, in Section 4.1, we give the CDDRDNN model with parametric uncertainties firstly. After that, a robust output-strict passivity criterion is proposed for CDDRDNNs with parameter uncertainties in Theorem 3 of Section 4.2. Meanwhile, we establish the related robust passivity condition in Corollary 3 and robust input-strict passivity condition in Corollary 4, respectively. Then, a robust synchronization criterion is obtained for the considered network in Theorem 4 of Section 4.3. In Section 5, we select the most intricate output-strict passivity condition for verifying the validity of the obtained passivity results. Actually, the related passivity or input-strict passivity condition can be illustrated similarly. In order to avoid repetition, we omit the simulation results for showing the effectiveness of the obtained passivity results in corollaries. Therefore, in Case 1 and Case 2 of Example 1, the correctness of the output-strict passivity and synchronization conditions in Theorems 1 and 2 for

**Figure 7:** Change processes of $z_j^{(2)}(m, t)$ in network (76).

**Figure 8:** Change processes of $z_j^{(3)}(m, t)$ in network (76).

**Case 2.** $\psi_{il}, \tilde{\psi}_{il},$ and $\tilde{O}$ are the same as those in Case 1. By exploiting the MATLAB Toolbox, the matrices $P$ satisfying (68) can be computed as follows:

$$P = \text{diag}(P_1, P_2, P_3),$$

where

$$P_1 = \begin{pmatrix} 0.2842 & 0 & 0 \\ 0 & 0.2886 & 0 \\ 0 & 0 & 0.1766 \end{pmatrix},$$

$$P_2 = \begin{pmatrix} 0.2473 & 0 \\ 0 & 0.1490 \end{pmatrix},$$

$$P_3 = \begin{pmatrix} 0.1724 & 0 \\ 0 & 0.0778 \end{pmatrix}.$$
CDDDRDNNs (70) with parametric certainties are demonstrated, respectively. Similarly, in Case 1 and Case 2 of Example 2, the robust output-strict passivity criterion and robust synchronization criterion in Theorem 3 and 4 for CDDDRDNNs (76) with uncertain parameters described by (78) are demonstrated, respectively.

6. Conclusion
The synchronization and passivity of CDDDRDNNs with and without parameter uncertainties have been investigated in this paper. First, several new criteria for CDDDRDNNs with parametric certainties have been derived to guarantee the passivity and synchronization by taking advantage of the Lyapunov functional method. Second, we have also studied the problems of robust synchronization and robust passivity for CDDDRDNNs with uncertain parameters. Third, two numerical examples have been provided to display the effectiveness of the obtained passivity and synchronization results. In our future work, it would be very interesting to study the pinning adaptive passivity and synchronization of CDDDRDNNs.
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