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ABSTRACT

In this paper, we propose a new texture descriptor, scale selective extended local binary pattern (SSELBP), to characterize texture images with scale variations. We first utilize multi-scale extended local binary patterns (ELBP) with rotation-invariant and uniform mappings to capture robust local micro- and macro-features. Then, we build a scale space using Gaussian filters and calculate the histogram of multi-scale ELBPs for the image at each scale. Finally, we select the maximum values from the corresponding bins of multi-scale ELBP histograms at different scales as scale-invariant features. A comprehensive evaluation on public texture databases (KTH-TIPS and UMD) shows that the proposed SSELBP has high accuracy comparable to state-of-the-art texture descriptors on gray-scale-, rotation-, and scale-invariant texture classification but uses only one-third of the feature dimension.

Index Terms— Local binary pattern (LBP), extended LBP (ELBP), local descriptor, scale invariant, texture classification

1. INTRODUCTION

Texture classification as a key issue in image processing and computer vision has a variety of applications [1] such as content-based image retrieval, object recognition, scene understanding, and biomedical image analysis. The two main parts of texture classification are feature extraction and classification. Since feature extraction plays a relatively more important role than classifiers, researchers have done lots of work on building robust and compact texture features or descriptors.

Robustness and compactness are two conflicting goals, and a good texture descriptor should have a proper balance between them. Since texture images are commonly captured under different photometric and geometric transformations, robustness needs to consider gray-scale-, rotation-, and scale-invariances. In contrast, compactness means the descriptor should be low dimensional. One of the most popular texture descriptors is local binary pattern (LBP) proposed by Ojala et al. [2], which is simple but efficient for gray-scale- and rotation-invariant texture classification. Although LBP was originally proposed for texture analysis, it has been successfully used in other applications, such as face recognition and image retrieval. To improve the robustness and distinctiveness of LBP, in recent years, a large number of LBP variants have been proposed including completed local binary pattern (CLBP) [3], extended local binary pattern (ELBP) [4], and completed local derivative pattern (CLDP) [5]. However, these LBP variants, which are robust to gray-scale and rotation variations suffer from scale variations. The work of [6] introduced a feature extraction method that implements scale-invariance by estimating local scales and normalizing local regions, but has high computational complexity. To improve efficiency, Guo et al. [7] proposed the scale-selective local binary pattern (SSLBP) that first extracts scale-sensitive local features and then applies a global operator to achieve scale-invariance. In [7], the scale-invariant feature extraction scheme achieves good texture classification performance on texture databases with scale variations such as KTH-TIPS [8] and UMD [9]. However, SSLBP as a high-dimensional descriptor has a length of 2400.

To reduce the feature dimension, Liu et al. [4] proposed ELBP, which can well represent texture images and achieve good texture classification performance using limited features. Since ELBP keeps the settings of feature extraction unchanged for all images, scale variations between images may degenerate the classification performance of ELBP. To increase the robustness and efficiency of texture classification with scale variations, we propose the scale-selective extended local binary pattern (SSELBP) in this paper. We first design a framework that extracts multi-scale ELBPs. Then we build a scale space using Gaussian filters. For the image at
each scale, we calculate its corresponding multi-scale ELBPs. Furthermore, we apply a maximum pooling strategy on the features across all scales and obtain scale-invariant SSELBP features. To verify the performance of SSELBP features on two texture databases with scale variations, KTH-TIPS [8] and UMD [9], we use the simplest nearest neighborhood classifier (NNC) [2] with the chi-square distance. The experimental results show that, compared to state-of-the-art descriptors, SSELBP can achieve comparable accuracy with much lower-dimensional features.

The rest of the paper is organized as follows. Section 2 introduces the proposed texture descriptor SSELBP. Section 3 presents experimental results on the KTH-TIPS and UMD databases. Section 4 makes a conclusion.

2. THE PROPOSED METHOD

The diagram of the proposed method is shown in Fig. 1. Before we explain the blocks of this diagram in detail, we need to first briefly introduce the concept behind ELBP [4].

2.1. Brief Review of ELBP

ELBP consists of three types of information: the intensity value of a central pixel, the intensities of pixels on a circle centered at the central pixel with radius \( R \), and the intensity differences of pixels on two circles that are both centered at the central pixel and have the radii of \( R \) and \( R' \), \( R' < R \), respectively. Given central pixel \( x_c \) with intensity \( g_c \), to encode the intensity information of \( x_c \), operator \( ELBP_{CI} \) compares \( g_c \) with the mean of the whole image, denoted \( c_1 \), as follows:

\[
ELBP_{CI}(x_c) = s(g_c - c_1), \quad s(x) = \begin{cases} 1, & \text{if } x \geq 0 \\ 0, & \text{if } x < 0 \end{cases}
\]

For each pixel in an image, \( ELBP_{CI} \) generates a one-bit binary pattern. In addition to \( ELBP_{CI} \), ELBP involves operator \( ELBP_{NI} \) to extract information from the intensities of neighboring pixels. In the framework of ELBP, the \( P \) neighbors of a central pixel are evenly distributed on a circle with radius \( R \) and have intensities denoted as \( g_{p,R} \), \( p = 0, 1, \ldots, P - 1 \). By comparing neighboring pixels with their average value, denoted \( u_R \), \( ELBP_{NI} \) encodes the intensity information as follows:

\[
ELBP_{NI}(x_c) = \sum_{p=0}^{P-1} s(g_{p,R} - u_R) \cdot 2^p
\]

Since each comparison generates one bit, \( ELBP_{NI} \) generates a \( P \)-bit binary pattern, which have been converted to a decimal value in Eq. (2). The third operator involved in ELBP is \( ELBP_{RD} \), which encodes the intensity differences of pixels on two circles with radii \( R \) and \( R' \) along the radial direction. Fig. 2 illustrates the spatial relationships of pixels on two circles. Similar to \( ELBP_{NI} \), \( ELBP_{RD} \) generates a
ELBP\textsubscript{RD\(P,R\)}\(x_c\) = \(\sum_{p=0}^{P-1} s(g_{p,R} - g_{p,R'}) \cdot 2^p\). \hfill (3)

As we discussed above, operators ELBP\textsubscript{NI} and ELBP\textsubscript{RD} can produce 2\(^P\) different binary patterns. To remove the rotation effect and reduce the pattern dimension, we commonly apply rotation-invariant and uniform mappings following ELBP\textsubscript{NI} and ELBP\textsubscript{RD}. The updated operators are denoted as ELBP\textsubscript{NI\(P,R\)}\textsuperscript{\(u2\)} and ELBP\textsubscript{RD\(P,R\)}\textsuperscript{\(u2\)}, where superscripts “\(u2\)” represent rotation-invariant and uniform mappings, respectively. For example, if \(P = 8\), with the rotation-invariant mapping, the pattern dimension obtained from ELBP\textsubscript{NI} or ELBP\textsubscript{RD} can be first reduced from 2\(^8\) = 256 to 36. Then, with the uniform mapping, the pattern dimension can be further reduced to ten. For simplification, we denote ELBP containing patterns ELBP\textsubscript{C1}, ELBP\textsubscript{NI\(P,R\)}\textsuperscript{\(u2\)} and ELBP\textsubscript{RD\(P,R\)}\textsuperscript{\(u2\)} as ELBP\((P,R)\) in all the following sections.

2.2. Multi-scale ELBP Feature Extraction

ELBP, which depends only on one or two local neighboring circles, is not robust to classify texture images with scale variations. To solve this problem, we use the multi-scale ELBP feature extraction method by involving various neighboring circles. As Fig. 1 shows, because of different \((P,R)\) choices, we obtain a group of ELBPs, denoted ELBP\((P_i,R_i)\), \(i = 1, 2, \cdots, N\), where \(N\) is determined based on the size and complexity of images. To combine patterns in ELBP\((P,R)\), we utilize the joint histogram that first concatenates patterns and then calculates the corresponding histogram. From another perspective, this combination scheme can be understood as the conversion from a joint multi-dimensional histogram to a 1-D histogram. By defining this operation as “\(/\)”, we denote the joint histogram of ELBP\textsubscript{C1}, ELBP\textsubscript{NI\(P,R\)}\textsuperscript{\(u2\)}, and ELBP\textsubscript{RD\(P,R\)}\textsuperscript{\(u2\)}, as \(H_{ELBP,C1/N1/RD}^{N} = \sum_{i=1}^{N}(p_i,r_i)\). Furthermore, we concatenate the joint histograms of ELBP\((P_i,R_i)\), \(i = 1, 2, \cdots, N\), and yield the multi-scale ELBP feature, denoted \(H_{ELBP,C1/N1/RD}^{N} = \sum_{i=1}^{N}(p_i,r_i)\).

2.3. Scale Space Generation

To further increase the robustness of the proposed method on texture images with scale variations, inspired by the SSLBP framework in [7], we build the scale space using Gaussian filter. We first normalize image \(I\) to ensure normalized image \(\hat{I}\) has zero mean and unit variance. To build the scale space, we use Gaussian filters to smooth image \(\hat{I}\) as follows:

\[
s_l = \begin{cases} 
\hat{i}, & l = 1, \\
 s_{l-1} \ast g(\sigma), & 1 < l \leq L,
\end{cases}
\hfill (4)
\]

where \(g(\sigma)\) defines a 2-D Gaussian filter with standard deviation \(\sigma\) and \(L\) represents the size of the scale space. \(s_l, l = 1, 2, \cdots, L\), is the image at scale \(l\). With the increase of \(l\), more texture details are removed and the macro-structure of the texture becomes more significant. In Fig. 1, we set \(L = 4\) empirically for illustration.

2.4. Maximum Pooling

To obtain scale-invariant texture features, we adapt the idea of the maximum pooling strategy. For each scale \(s_l\), we use the same \((P,R)\) set to calculate the corresponding multi-scale ELBP histogram feature, denoted \(H_{ELBP,C1/N1/RD}^{N} = \sum_{i=1}^{N}(p_i,r_i)\), \(l = 1, 2, \cdots, L\). When combining these multi-scale features, we need to consider the robustness of the pooling result on texture images with scale variations. Because of the multiple choices of \((P,R)\) in the multi-scale ELBP, we assume that the significant features of images at different scales can be captured by one parameter pair in the \((P,R)\) set. Moreover, when the scales of images change, these significant features still exist and can be captured by another parameter pair. Therefore, we utilize a maximum pooling strategy that selects the maximum values from the corresponding bins of multi-scale ELBP histogram features at different scales. The mathematically expression is shown as follows:

\[
H_{ELBP,C1/RD/N1}^{N} = \max_{l=1,2,\cdots,L} \left( H_{ELBP,C1/RD/N1}^{N} \right)_{l=1,2,\cdots,L}.
\hfill (5)
\]

3. EXPERIMENTAL RESULTS AND DISCUSSIONS

3.1. Texture Databases

To test the performance of the proposed SSELBP on texture classification, we focus on two public texture databases, KTH-TIPS [8] and UMD [9]. The KTH-TIPS database provides totally ten texture classes. In each class, 81 samples
with pose and illumination variations and varied resolutions (≈ 196 × 201) are evenly distributed in nine different scales. In contrast, the UMD database provides 25 classes of high resolution (1280 × 960) images. In each class, forty samples are captured under illumination, arbitrary rotation, significant scale, and viewpoint changes. More details about these two databases can be found in [8] and [9]. In these two databases, we follow the training and testing scheme in [7] that randomly selects half of samples in each class for training and uses the remaining half for testing. To ensure fair comparison, we repeat the training and testing process for one hundred times and calculate the average accuracy as the classification result.

3.2. Classifier

Since this paper mainly focuses on feature extraction rather than classifiers, we use the simplest and parameter-free classifier, the nearest neighbor classifier (NNC) [2], to distinguish extracted histogram features. The NNC compares a test image with all training images and labels the test image using the class that the training image with the highest similarity belongs to. To measure the similarity of two SSELBP histograms $T$ and $M$, which are extracted from test image $I_T$ and training image $I_M$, respectively, we use the chi-square distance as follows:

$$D(T, M) = \sum_{w=1}^{W} \frac{(T_w - M_w)^2}{T_w + M_w},$$  \hspace{1cm} (6)

where $W$ is the number of bins and $T_w$ and $M_w$ are the values of $T$ and $M$ at the $w$-th bin, respectively.

3.3. Experimental Results

In the proposed method, to build the scale space, we use Gaussian filters with scale parameter $\sigma = 0.25$ and empirically set the size of the scale space to be four. For all scales, we extract multi-scale ELBP features using the same set $(R_i, R_i)$, $i = 1, 2, \cdots, N$. In this paper, to reduce the feature dimension, we set $P = 8$ for all radii and select $N$ radii from set $\{1, 2, \cdots, 8\}$. In addition, the selection of $R'$ in the calculation of $ELBP_{RD}$ also depends on $R$. For example, if we use four radii $(R_1, R_2, R_3, R_4)$ to calculate the multi-scale ELBP features, the corresponding $R'$ should be $(R_0, R_1, R_2, R_3)$, where $R_0$ refers to the central pixel. To investigate the influence of $N$ on classification accuracy, we test the proposed method on the KTH-TIPS database and list all results in Table 1. We notice that the best classification accuracy of the proposed method on the KTH-TIPS database is 98.11% with radius selection $(2, 3, 4, 7)$. When $N$ equals four or five, we can obtain higher accuracy with smaller deviations. We do not show classification accuracy when $N$ is greater than five since the average classification saturates with $N = 5$. In Table 1, the feature dimension for one radius is $2 \times (P + 2) \times (P + 2) = 200$. The increase of $N$ sacrifices the feature dimension but can not improve the classification accuracy.

We compare the classification accuracy of the proposed method with those of the state-of-the-art texture descriptors using the same classifier. Table 2 lists the classification results and indicates the classifier each method uses. Because of the efficiency and robustness of SSLBP, we choose it as an important benchmark and compare its classification accuracy with that of the proposed SSELBP. For the KTH-TIPS database, SSELBP achieves the best accuracy 98.11% among all sampling schemes, which is 0.31% higher than SSLBP. For the UMD database, the classification accuracy of SSELBP is 98.96%, which is 0.12% higher than that of SSLBP. In addition to SSLBP, we compare SSELBP with other texture descriptors such as CLBP, random projection-based feature (RP), and median robust ELBP (MRELBP). The performance of the proposed method with a feature dimension of 800 is comparable to state-of-the-art texture descriptors. In contrast, the feature dimensions of CLBP and SSLBP are 2200 and 2400, respectively.

### 4. CONCLUSION

We proposed a new scale-invariant texture descriptor, SSELBP, on the basis of ELBP. SSELBP acquired multi-scale ELBP histograms from images at all scales in the scale space generated by the Gaussian filter. SSELBP applied the maximum pooling strategy to select the highest co-occurrence frequency of patterns across different scales and obtain scale-invariant histogram features. In comparison with the state-of-the-art descriptors, SSELBP has at least comparable classification accuracy with much lower-dimensional features. In our future work, we will work on the automatic generation of the scale space and the automatic sampling scheme selection.

| Number of Radius, $N$ | Maximum Accuracy (%) | Radius Selection for Maximum | Mean Accuracy (%) | Standard Deviation | Feature Dimension |
|-----------------------|----------------------|-----------------------------|------------------|-------------------|------------------|
| 1                     | 96.44                | (2)                         | 94.80            | 1.56              | 200              |
| 2                     | 97.86                | (1.6)                       | 97.04            | 0.63              | 400              |
| 3                     | 98.09                | (2.5, 8)                    | 97.51            | 0.43              | 600              |
| 4                     | 98.11                | (2.3, 4, 7)                 | 97.71            | 0.30              | 800              |
| 5                     | 98.10                | (1.2, 3, 4, 8)              | 97.84            | 0.20              | 1000             |

Table 1: Classification accuracy (%) of the proposed SSELBP using different sampling schemes on the KTH-TIPS database.

| Classification Accuracy (%) | KTH-TIPS (40) | UMD (20) |
|-----------------------------|---------------|----------|
| CLBP (NNC) [3]              | 97.19         | 98.00    |
| RP (NNC) [10]               | 97.71         | 99.13    |
| MRELBP (NNC) [11]           | 98.66         |          |
| SSLBP (NNC) [7]             | 97.80         | 98.84    |
| SSELBP (NNC) (Proposed)     | 98.11         | 98.96    |

Table 2: Classification accuracy (%) of the proposed SSELBP and state-of-the-art texture descriptors on the KTH-TIPS and UMD databases. Accuracy is originally reported. The number in the bracket following databases denotes the number of training samples used per class.
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