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ABSTRACT
The bank’s main source of profit is loans, the money lent out by charging interest to make a profit, but with great risk of not being able to recover. In economic globalization, especially in the context of financial internationalization, loan risk control is always an important research topic for banks. In this paper, for the data set of bank loan risk control, we use four statistical analysis models to predict loan defaults: Logistic Regression, Random Forest, Neural Network, and XGB, respectively. Draw ROC curves of the four models and cluster the users. Meanwhile, the AUC values of the four models were calculated. Through simple comparison and analysis, we select the optimal method and probe into the effect and importance of the coefficients.
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1. INTRODUCTION

We can use Microsoft SQL Server to hierarchy users with data, a relational database management system. Database Management System (DBMS) organizes data according to a certain data model and manages the Database. The Database application system operates the Database through the interface provided by the DBMS, and the Database Administrator (DBA) manages and operates the Database through the interface provided by the DBMS. The Database Model refers to the data storage structure in the database management system. The database management system stores and manages the data according to the data model. The more common user hierarchy model is the RMF model. RFM is an acronym combination of three indicators, namely, Recency (the last consumption), Frequency (consumption Frequency), and Monetary (consumption amount). It is an important tool to measure the current user value and stratify users. Recency means the last consumption refers to the time interval between the last consumption on the platform and the current one. Theoretically, the smaller R is, the more valuable the customer is. Consumption Frequency refers to the number of purchases made by customers within a fixed period. Monetary means the amount of money consumed over some time.

The above is the method of user stratification using data analysis. However, the so-called user stratification is based on the user value (e.g., active users, high-value users) for the center of the segmentation. In the same stratification model, a user will only be in one level. Another term is user clustering based on user attributes (a certain kind of label on the user, for example, the user who likes to read books on the subway). A user may have multiple attributes at the same time. Here are some technical terms to explain:

1.1. Structured data

Structured data, also known as raw data, is logically expressed and realized by a two-dimensional table structure. It is composed of clearly defined data types and strictly follows the data format and length specifications. It is mainly stored and managed through relational databases.

1.2. Big data

The data set that cannot be captured, managed, and processed by conventional software tools within a certain time frame is a massive, high-growth, and diversified information asset that requires new processing modes to have stronger decision-making power, insight discovery power, and process optimization ability.
1.3. Internet finance

A new financial business model in which traditional financial institutions and Internet enterprises utilize Internet technology and information to realize capital financing, payment, investment, and information intermediary services. Internet financial risk information sharing system is a 7*24 hours continuous operation business system that adopts star network structure to connect with access institutions.

1.4. Machine learning

The study of how a computer simulates or implements human learning behavior to acquire new knowledge or skills, allowing a computer to reorganize existing knowledge structures to improve its performance.

1.5. Block chain

A new application model of distributed data storage, peer-to-peer transmission, consensus mechanism, encryption algorithms, and other computer technologies.

1.6. Cloud computing

The growth, usage, and delivery of Internet-based related services usually involve providing dynamically scalable virtualized resources over the Internet.

BA (Business Analytics) is based on Business knowledge, mathematical programming as a means, starting from data analysis, creating value by decision optimization, and achieving the Business application of Big Data. Its significance and value created are as follows:

1.7. The significance of business analysis

1.7.1. Quantification

Describe various indicators with clear and explicit data can make the case intuitive and easy to understand. In addition to recording directly, secondary processing based on data can generate more valuable information; multiple data processing can constitute a commercial index system.

1.7.2. Judgment

With enough data, it is easy to make reasonable standards and give an objective reference by running all kinds of statistical methods. Then we can decide whether the research content is reasonable.

1.7.3. Evaluation

By calculating, integrating, comparing, and analyzing, we can improve the confidence and accuracy of the data. After that, we may explore the main causes and countermeasures of the problem by study.

1.7.4. Prediction

We are basing history data to record failures and summarize success while predicting future trends and implications. It can also help enterprises adjust plans and make decisions in time. Through analysis, we are likely to put forward goal setting and other helpful advice.

1.8. Value created by business analysis

Segment customers and customize special services for each group. Simulate the real environment to discover new demands and improve the return on investments. Strengthen departmental cooperation and improve the efficiency of the entire management chain and industrial chain. Reduce service costs; discover hidden clues to innovate products and services [1].

2. MATH AND EQUATIONS

Clustering is grouping collections of physical or abstract objects into classes made up of similar objects. Clustering is a process of classifying data into different classes or clusters, so objects in the same cluster have great similarities, and objects between different clusters have great similarities. The goal of clustering analysis is to collect data based on the similarity between data, often used for user segmentation, characterization of user groups, fraud detection, etc. Here are four steps for clustering:

2.1. Select the appropriate clustering algorithm

The key to choosing a clustering algorithm is to look at the amount of data. There are six commonly used clustering algorithms: K-Means clustering, Mean drift clustering, DBSCAN, Max Expectation (EM) clustering with Gauss hybrid model (GMM), Condensed hierarchical clustering, and Graph Detection Community [2]. When the amount of data is very large, you can prioritize K mean clustering and get preliminary results. If the effect is not good, then build more small samples by random sampling method, manual fusion model to improve clustering results, and optimize the model.

2.2. The selection of variables in clustering analysis

Before deciding on variables, we must first clarify the purpose of our analysis. For example, we now have a lot of customer purchase record information and customer personal information. We want to layer the user's purchase situation, and the most analytical value
of the data should be purchase information rather than personal information. The clustering results only for purchase-related information are entirely purchase-driven and should not allow irrelevant information to affect the final clustering results.

### 2.3. The importance of analyzing variables

Because variable selection is highly subjective, it is difficult to judge the importance of variables. Here are only two ways to think: Consider the correlation between the intrinsic variation of variables and variables. The importance of variables is sorted directly using out-of-the-box algorithms.

### 2.4. Prove that the results of clustering make sense and determine the number of clusters

Since clustering is unsupported learning, there are no specific criteria to determine whether clustering results are correct, generally in three ways:

#### 2.4.1. Human verification of clustering results

Using business logic to explain clustering results, if the results are broadly in line with the views of industry experts, it means that the results are meaningful and can be returned to the real business logic.

#### 2.4.2. Pre-set the criteria for judging

Use some pre-defined functions to make a judgment.

#### 2.4.3. Visualization to prove differences between clusters

There should be some difference between different clusters after visualization, not a cluttered interweaving.

Similarly, determining the number of clusters can be used in these three ways [3].

The main work of exploratory data analysis is to clean the data, describe the data (statistics, chart), check the data distribution, compare the relationship between the data, cultivate the intuition of the data, summarize the data, etc. Exploratory data analysis usually involves the following steps: examining the data, describing the data using descriptive statistics and graphs, and examining relationships between variables. Data types can be divided into numerical type, category type, text type, time series, etc. It mainly refers to the numerical type and category type, in which numerical type can be divided into the continuous type and discrete type. When data is described, continuous variables, disordered discrete variables, and ordered discrete variables are described. You look at relationships between variables. You look at continuous variables versus continuous variables, discrete variables versus discrete variables, and continuous variables [4].

When the values of some variables in the index data set are missing, the missing values are also called NA (not available) values. Pandas use the floating-point value NaN (Not a Number) to represent missing values in floating-point and non-floating-point numbers, and NAT represents missing values in time series. In addition, Python's built-in value of None will be treated as a missing value. Note that some missing values can also be represented in other forms, such as NULL, 0, or infinity (INF).

### 2.5. Causes of missing values:

An error occurred during data collection. Problems in the data extraction process. The missing value processing methods for service classification are list-wise deletion of variables with many missing values, single imputation, interpolation, model-based imputation [5].

### 2.6. Logistic Regression

Logistic Regression shows the probability of an event occurring.

#### 2.6.1. Advantage

Simple to complete, widely used in problems for the industry. The algorithm has low computational complexity, fast speed, and small storage resources in classification. It can easily observe the sample probability score. For logistic regression, the problem of multicollinearity can be solved by combining L2 regularization. The computation cost is low, easy to understand, and complete.

#### 2.6.2. Disadvantage

When the feature space is large, the performance of logistic regression is relatively bad. It is easy to underfit and lack of accuracy under normal circumstance. It cannot handle a large number of multi-feature parameters or variables very well. Only dichotomous problems with linearly separable can be solved. For the characteristic of nonlinearity, it needs to be transformed [6].

### 2.7. Decision Tree

The decision tree is a machine learning algorithm with simple logic. It is composed of the root node (includes all samples), internal node (corresponding characteristic attribute test), and leaf node (represents the result of a decision). During the prediction, a certain attribute value is used to make the judgment at the internal node of the tree. According to the judgment result, the branch node is decided to enter until it
reaches the leaf node and the classification result is obtained.

2.7.1. Three steps of decision tree learning

2.7.1.1. Selection

It determines which features are used to make the judgment. The function of feature selection is to select out the feature of high correlation with the classification results. The criterion commonly used in feature selection is information gain.

2.7.1.2. Generate

After selecting the features, triggering from the root node to calculate the information gain of all features on the node, the feature with the largest information gain is selected as the node feature. It establishes child nodes according to the different values of the feature. Each child node can generate new child nodes in the same way until the information gain is small or there are no features to choose from.

2.7.1.3. Trim

The main purpose of pruning is to reduce the risk of overfitting by actively removing some branches.

2.7.2. Advantage

Easy to understand, explain and extract rules, can be analyzed visually. It can process nominal and numerical data at once. It is more suitable for processing samples with missing attributes. Able to handle unrelated features. When testing the data sets, the running speed is relatively fast. It can make feasible and effective results for large data sources in a relatively short period.

2.7.3. Disadvantage

Easy to occur overfitting. Easy to ignore the correlation of attributes in the data sets. Different decision criteria will bring different attribute selection tendencies for the data with different sample sizes when attribute division is carried out in the decision tree. The information gain criterion prefers attributes that have a large number of desirable, while the gain rate criterion prefers attributes with a small number of desirable attributes. When the ID3 algorithm calculates information gain, the result is biased to the feature with more values [7].

2.8. Random Forest

Random forest is composed of many decision trees, and there is no correlation between each other [8]. When the classifications task, we input new samples and ask each decision tree in the forest to make judgment and classification, respectively. Each decision tree will get its own classification result. The decision tree which has the most classifications will be regarded as the final result by the random forest [9].

2.8.1. Four steps to constructing a random forest

Select a sample which size is N, sample N times with replacement, draw one at a time and form n samples finally. These specimens are used for one decision tree as samples at the root code. When each decision tree node needs to be split, select m attributes from M (m ≪ M). Then adopt a strategy to select one attribute from m as the split attribute of the node. Repeat step 2 until it can no longer be split. Note that no pruning was done during the entire formation of the decision tree. Follow steps 1-3 to build many decision trees, and then a random forest is formed.

2.8.2. Advantage

It can produce relatively high dimensional data without dimensionality reduction and feature selection. It can evaluate the importance of different features. It can judge whether the features are interacting with each other [11]. It is not easy to overfit [12]. The training speed is relatively fast, and it is easy to make the parallel method. It is simple to implement. For unbalanced data sets, it can balance the errors. If a significant portion of the feature is missing, it can still maintain accuracy.

2.8.3. Disadvantage

Random forests have been shown to overfit some noisy classification or regression problems. For data with attributes of different values, attributes with more value division will have a greater impact on the random forest, so the attribute weights produced by those random forests on such data are not credible [18].

3. FIGURES AND TABLES
Table 1. AUC of 4 methods

| Model        | Logic         | Random forest | nn            | Xgb figure    |
|--------------|---------------|---------------|---------------|--------------|
| Auc          | 0.54183267    | 0.74012539239 | 0.61286910834 | 0.75013425870 |
|              | 41386         | 71            | 55            | 16           |

The AUC values of the four methods are shown in the figure [14]. It is not difficult to see that the AUC value of the XGB [15] method is the largest. It is similar to the random forest and larger than Logic and NN, which means that the XGB classification method is more likely to rank the positive sample value before the negative sample value, that is, it can be better classified [16].

Table 2. Importance of XGB

| Feature | Loan Amnt | term | Interest Rate | Annual Income | Post Code |
|---------|-----------|------|---------------|---------------|-----------|
| Importance | 0.0595021 | 0.049302 | 0.58270584 | 0.081965240 | 0.0264056 |
|          | 096480206 | 28227202 | 4633004 | 0537261 | 598066911 |

The table above shows the importance score for each variable in the XGB model. [17] Feature importance indicates how useful or valuable each feature is in enhancing the construction of the decision tree in the model. The higher the score, the greater the importance of this variable in the model is. It is not difficult to see that interest Rate has the largest importance value, which is far greater than other variables, which means that the change of interest rate has the greatest impact on this model. And the coefficient of interest Rate is positive. That is, the higher the interest rate, the greater the possibility of default [18]. Although the term is smaller than Interest Rate, it is also much larger than other variables, indicating that term change also has a greater impact on the model. Other variables, loan amnt, post Code, and annual Income, have small importance score values, indicating that these variables have little influence on the model.

Table 3. Importance of random forest

| Feature | Loan Amnt | term | Interest Rate | Annual Income | postcode |
|---------|-----------|------|---------------|---------------|----------|
| Importance | 0.0348    | 0.209 | 0.48477       | 0.05978       | 0.0164066 |
|          | 41717      | 0010 | 2526642       | 8811983       | 88461443  |
| 12508    | 1858       | 81   | 4469          |               |          |
| 43       | 5738       |      |               |               |          |

The above table is the importance score for each variable in the random forest’s model. The interest rate's importance value is still much larger than other variables, which means that the change of interest Rate has the greatest impact on the random forest's model. Although the importance value of term is smaller than interest Rate, it is far larger than other variables, indicating that term variable also has a greater impact on the changes of the model. The importance of other variables is relatively small, and their changes have no significant impact on the model [19]. The importance index of this model is the first two largest, so for random forest, interest Rate and term variables greatly influence the model [20].

4. CONCLUSION

Doing a good job of loan risk control will improve the bank’s profits and bring stability to the whole financial system, which is of great help to prevent large-scale financial risks. Through the brief analysis of the four models of Logistic Regression, Random Forest, Neural Network and XGB respectively, we can know that if the coefficient of a variable is positive, it is more likely to cause people to break the contract. If the importance score of a variable is higher, the greater the impact it has on default forecasts. According to the relevant conclusions, we can select the variables that are crucial to the loan risk control, build the prediction model, and flexibly use it in the actual business according to the characteristics of customers and the financial environment, thereby reducing the loan default rate effectively.
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