Substrate spatial heterogeneity reduces soil microbial activity
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1. Introduction

Soil microbial communities are critical players in regulating soil C fluxes and the associated feedbacks to the climate system (Phillips and Nickerson, 2015). Microbial communities are C limited, despite being able to feed on soil organic matter (Gallardo and Schlesinger, 1994; Scheu and Schaefer, 1998; Reischke et al., 2014). This apparent contradiction may be due to the heterogeneous soil matrix where soil microbial communities reside (Lammel et al., 2019), in which a large fraction of the organic matter is inaccessible (physical separation, adsorption to mineral surfaces or encapsulation in microaggregates – (von Lützow et al., 2006)). The heterogeneous nature of soils is caused by the arrangement of minerals, organic matter, water and gas, which creates different microbial habitats varying in size, hence differing in substrate accessibility and availability (Cernohilavková, 2009; Nunan, 2017; Nunan et al., 2020).

The physical disconnection between decomposers and substrates has been proposed to contribute to organic matter persistence in soil (Dungait et al., 2012; Schlüter et al., 2019; Lehmann et al., 2020). Also, the widespread C limitation of microbial communities suggests that decomposers are not in proximate contact with potentially available substrates. Earlier studies supported this view by showing a reduction in decomposition with increasing distance between decomposers and substrates (Gaillard et al., 1999; Korsaeth et al., 2001). Similarly,
Pinheiro et al. (2015) found that the co-localization of microbial de- 
composers and pesticide 2,4-dichlorophenoxyacetic acid (2,4-D) play- 
a critical role in regulating its degradation, and simulations showed a 
decline in the degradation rate of 2,4-D with increasing distance be- 
tween decomposer and substrate (Babey et al., 2017). These findings 
imply that substrates should be in the vicinity of microbial cells for the 
latter to successfully take them up, decompose or convert them into 
biomass (Pallud et al., 2004; Lehmann et al., 2020). Although the in- 
fluence of substrate accessibility on microbial decomposition has been 
studied, we still do not know how accessibility combined with other 
factors, such as substrate concentration, affects microbial activity.

Substrate concentration varies substantially in soils, ranging from 
hot spots with a high concentration in the rhizosphere and detritusphere 
(Marschner et al., 2012; Kuzyakov and Blagodatskaya, 2015) to loca-
tions deprived of nutrients (i.e., cold spots). Evidence from laboratory 
studies has shown that substrate utilization and microbial growth do not 

scale linearly with higher concentrations of substrates because dimin-
ishing returns and other limiting factors at high concentrations cause 
the growth-concentration relationship to saturate (Monod, 1949; Boddy 
et al., 2008; Cernohorskyová, 2009). The influence of both substrate 
accessibility and concentration on microbial communities leads to the 
spatial heterogeneity of substrate distribution and utilization. Two 
end-member scenarios can be envisioned to characterize the effects of 

erogeneity on microbial communities: 1) hot spots with high cen-
trations of substrates in close contact with microbes, which promote 
microbial activity; and 2) cold spots with low substrate concentrations 
that harbor microbial communities with minimal activity (Ruiz et al., 
2020). Naturally, various scenarios between these two extreme cases 
can occur. Therefore, it is crucial to take into account substrate spatial 

heterogeneity that considers both accessibility as well as concentration 
in order to understand how soil microbial communities are influenced. 
Such an investigation may provide a better understanding of how 
ecosystem C fluxes respond to variations in heterogeneity.

Furthermore, it has been suggested that a ‘passively waiting’ 

approach, rather than actively foraging (due to the low investment 

return on energy expenditure), is the preferred nutrient acquisition 

strategy of soil prokaryotes (Nunan et al., 2020). Dechesne et al. (2010) 
found a sharp decrease in bacterial motility after only a small fluctua-
tion in moisture (~0.5 to ~2.0 kPa), which also suggests that the ‘passive 
waiting’ strategy could be the only option for bacteria in unsaturated 

conditions. Furthermore, it has been estimated that less than 10^{-6} \text{\%} of 
total soil surface area is covered by soil microbes (Young and Crawford, 
2004), indicating that the probability of microbes meeting their nutrient 
demand is low. This finding also supports the paradigm that most soil 

microorganisms remain inactive most of the time (Kuzyakov and Bla-

godatskaya, 2015), which in turn partially explains the persistence of C 
in soil. While this evidence points to the important role of substrate 

spatial heterogeneity (by integrating both accessibility and concentra-

tion) on soil microbial activity, so far, there is no systematic investiga-
tion of these effects.

The investigation of the effects of substrate spatial heterogeneity on 
soil microbial activity poses great challenges (Nunan, 2017) and is 
difficult to achieve directly, especially when considering how soil sub-
strates are accessed and assimilated by microbial communities. In C 
cycling models, the role of substrate spatial heterogeneity is seldom 
accounted for (Tang and Riley, 2019; Chakrawal et al., 2020). Typically, 
these models assume that the same decomposition kinetics apply to both 
homogeneous and heterogeneous conditions (Chakrawal et al., 2020), 
despite the impact of substrate accessibility on microbial degradation of 
organic matter (Vogel et al., 2015; Babey et al., 2017; Nunan et al., 
2020). Mathematically, the role of spatial heterogeneity in C cycling 
models could be included via ‘scale transition theory’ (Chakrawal et al., 
2020). This theory was originally applied in ecology to study the dy-
namics of population densities at different spatial scales (Chesson, 1998, 
2012). Scale transition theory described the effects of spatial heteroge-

enity in substrate concentration on C fluxes (Chakrawal et al., 2020), 
thus explaining the differences in observable decomposition rates be-
tween homogeneous and heterogeneous conditions. In essence, as 
demonstrated by Chesson (1998; 2012), the heterogeneous distribution 
of substrates causes the observed decomposition rates to be smaller than 
they would be under homogeneous conditions, even when substrate 
amounts are the same. Mathematically, the decomposition rate in het-
erogeneous conditions is quantified as the sum of the rate attained under 

theoretical predictions of scale transition theory, we tested three specific hypotheses on 
the effect of substrate spatial heterogeneity on microbial activity: i) soil 

microbial activity is lower under heterogeneous than under homoge-

neous conditions for a given total amount of supplied C; ii) the larger the 

heterogeneity, the lower the microbial activity, and iii) microbial 
activity will be closer to that of a homogeneous system when the substrate 

concentration gradients are reduced by diffusion. To test these hy-

potheses, we manipulated the substrate spatial heterogeneity (via the 

modification of substrate accessibility and concentration) using 3D-

printed cylinders comprised of four compartments of equal volume. 
The same amount of substrate was added to each cylinder, but the 

substrate concentration in each compartment varied. In doing so, we 
generated a gradient of substrate spatial heterogeneities, ranging from 

the most homogeneous ('extremely patchy', where only one compart-
ment received substrate with the highest concentration) to the most 

homogeneous treatment ('well-mixed' condition, where four compart-
ments received the same amount of substrate). This allowed us to 
investigate the direct role of substrate spatial heterogeneity on soil mi-

crobial activities. In this study, soil microbial activity was determined as 
the heat dissipation rate using isothermal calorimetry. This approach 
was chosen because dissipated heat integrates microbial catabolism and 
anabolism and is therefore a more complete measure of activity than soil 
respiration (Herrmann et al., 2014).

2. Material and methods

2.1. Soil

Soil samples (5–15 cm) were taken at the Pilmore soil cultivation 
experiment in October 2014, (56°27’ N, 03°04’ W, The James Hutton 
Institute, Dundee, U.K.) on a free-drained Dystric-Fluvic Cambisol 
(WRB, 2006) with a sandy loam texture (Griffiths et al., 2010; Böl-
scher et al., 2017). The site has a maritime climate with an average annual air 
temperature of 8.3 °C and a precipitation of 720 mm (30 years average) 
(Ghee et al., 2013). Soils from plots without any amendment were used 
with the following basic soil characteristics: soil organic C content: 2.7%, total N content: 0.2%, C/N ratio: 12.7; pH: 5.1, microbial biomass 
C: 182 mg C kg⁻¹ soil, and maximum water-holding capacity (WHC): 
583 g kg⁻¹ soil ( Böl scher et al., 2017). We aimed to understand the 

fundamental role of substrate spatial heterogeneity and accessibility on 
soil microbial activity at high precision, hence it was necessary to 

minimize variations among field replicates. Therefore, a representative 
soil sample was achieved by pooling soils from three field replicates 
together. Fresh soil samples were passed through a 2 mm sieve, and 
visible plant material and macrofauna were manually removed. The soil 
was maintained at such moisture content (52% WHC) and kept frozen at 
~20 °C until use. Prior to the start of the experiment, the soil was thawed 
and pre-incubated for 10 days at same moisture content at approx. 20 °C.
2.2. Experimental design and incubation set-up

We tested the effects of substrate spatial heterogeneity on microbial activities by introducing a gradient of substrate accessibility and concentration using a custom-made cylinder (diameter 1.5 cm, height 2.4 cm) which consists of a solid inner cross to divide the system into four compartments of equal volume (Fig. 1). The cylinder was designed in Fusion 360 (Fusion360, 2019, Autodesk, USA), sliced in Cura v4.1.0 (Ultimaker, the Netherlands), and printed using an Ultimaker S3 3D-printer with a 0.4 mm nozzle (Ultimaker, the Netherlands). Polyactic acid (PLA) filament ∅ 2.85 mm (Ultimaker, the Netherlands) was chosen due to its print reliably, dimensional accuracy, and quality of the surface finish to print cylinders. A preliminary test with 3D cylinder alone in standard 20 ml calorimetry reaction ampoules (made of high density poly ethylene-HDPE) found no interferences with heat signals. The 3D compartments of equal volume (Fig. 1). The cylinder was designed in Fusion 360 (Fusion360, 2019, Autodesk, USA), sliced in Cura v4.1.0 (Ultimaker, the Netherlands), and printed using an Ultimaker S3 3D-printer with a 0.4 mm nozzle (Ultimaker, the Netherlands). Polyactic acid (PLA) filament ∅ 2.85 mm (Ultimaker, the Netherlands) was chosen due to its print reliably, dimensional accuracy, and quality of the surface finish to print cylinders. A preliminary test with 3D cylinder alone in standard 20 ml calorimetry reaction ampoules (made of high density poly ethylene-HDPE) found no interferences with heat signals. The 3D designs in .stl file format are shared in a separate file.

After the pre-incubation, 0.75 g soil per compartment, equal to 3 g soil in total (dry weight equivalent), was weighed into the 3D cylinder. The substrate solution was added in such a way as to create a gradient of heterogeneities; a total amount of 1.5 mg glucose C was added either to a single compartment (equivalent to 2.0 mg glucose C g⁻¹ soil and referred to as 100%), to two compartments (equivalent to 1.0 mg glucose C g⁻¹ soil and referred to as 50%), or to all four compartments (equivalent to 0.5 mg glucose C g⁻¹ soil and referred to as 25%) (see Table 1). An equal volume of MQ water was added to the remaining compartments in order to obtain the same WHC in all compartments. Hence, the gradient of heterogeneities varied from the most heterogeneous (100-0-0-0%), intermediate heterogeneous (50-50-0-0% and 50-0-50-0%), to the most homogeneous treatment (25-25-25-25%) (Fig. 1). The different concentrations (0.5, 1.0 and 2.0 mg glucose C g⁻¹ soil) were chosen because a preliminary experiment carried out under the same conditions showed that microbial activities reached a peak at similar times and without reaching a plateau with increasing substrate concentration (Reischke et al., 2014), as compared to other concentrations (0.05, 0.1, 0.2 and 4.0 mg glucose C g⁻¹ soil, Fig. S1, based on our previous study (Shi and Marschner, 2017)). A control treatment, to which only MQ water was added, was also included. All solution additions brought the soil moisture content up to 65% WHC. The cylinders containing soil were then transferred to standard 20 ml reaction vessels (three replicates per treatment) and introduced into an isothermal calorimeter (TAM Air, TA Instruments, Sollentuna, Sweden). Soil heat dissipation rates (μJ g⁻¹ soil s⁻¹) were monitored over 51 h at 18 °C and averaged at the interval of 5 min, and cumulative heat dissipated (J g⁻¹ soil) was also calculated.

Table 1

| Treatment | Glucose C concentration | Ratio between glucose C/MBC | Glucose C amount in compartment | Total glucose C amount |
|-----------|-------------------------|-----------------------------|---------------------------------|-----------------------|
| 25-25-25-25% | 0.5 | 2.7 | 0.38 - 0.38 | 1.5 |
| 50-50-0-0% | 1.0 | 5.5 | 0.75-0.75-0-0 | 1.5 |
| 50-0-50-0% | 1.0 | 5.5 | 0.75-0.75-0-0 | 1.5 |
| 100-0-0-0% | 2.0 | 11.0 | 1.5-0.0-0-0 | 1.5 |

a The value of 0.38 is rounded to two places after the decimal.

In order to evaluate the diffusion of spatially heterogeneous substrates on microbial activities, the experiment was repeated in another set of cylinders of the same size. Instead of a solid inner cross, a cross-shaped mesh (consisting of holes with ∅ 0.6 mm) to divide the system into different compartments (equal volume each) and allow substrate diffusion between compartments (Fig. 1, right panel). We assumed that the diffusion would be minimal or negligible in the most homogeneous treatment (25-25-25-25%) due to similar substrate concentrations in each compartment. The diffusion was assumed to be maximal in the treatment of 100-0-0-0%, because of the largest concentration gradient between the compartment receiving substrate and two compartments nearby.

2.3. Evaluation of spatial heterogeneity and approximation of substrate diffusion time

To illustrate the influence of spatial heterogeneity on soil microbial activity, the differences in heat dissipation rates and cumulative heat dissipated among heterogeneous and homogeneous treatments were calculated as follows:

\[ \text{Heterogeneity effects} = R_{\text{heterogeneous treatment}} - R_{\text{homogeneous treatment}} \]  

where R represents either soil heat dissipation rate (μJ g⁻¹ soil s⁻¹) or

![Fig. 1. Experimental schedule of the influence of substrate spatial heterogeneity on soil microbial activity (left panel), including control treatment with MQ water addition, and treatments with the most homogeneous (25-25-25-25%), intermediate heterogeneous (50-50-0-0% and 50-0-50-0%), and the most heterogeneous substrate (100-0-0-0%) in custom-designed cylinders with solid inner cross to divide the system into equal volume of each compartment with no diffusion (a) and with diffusion (b) between compartments. Substrate concentrations at 25, 50 and 100% were 0.5, 1.0 and 2.0 mg glucose C g⁻¹ soil, respectively; thus, the same amount of substrate was applied per treatment. Diffusion of the substrate between compartments was feasible in (b) by printing a cross-shaped inner mesh (mesh consisting of holes with ∅ 0.6 mm), as also indicated by double-headed arrows in blue color. Arrow with solid and dashed line indicate affirmative and possible diffusion, respectively.](image-url)
cumulative heat dissipated \((J \cdot g^{-1} \cdot \text{soil})\). The larger the value, the higher is the effect of substrate spatial heterogeneity on soil microbial activity, compared to the homogeneous treatment.

Moreover, to evaluate the influence of diffusion on microbial activity, we calculated the differences in heat dissipation rates and cumulative heat dissipation between the systems with and without diffusion.

\[
\text{Diffusion effects} = R_{\text{With diffusion}} - R_{\text{Without diffusion}}
\]  

(2)

The larger the value, the higher is the effect of diffusion for the specific treatment.

In the system with substrate diffusion, we estimated the characteristic time scale \((T)\) required for glucose to diffuse from the compartment amended with glucose to the nearby compartment without amendment. This first-order approximation of the diffusion time follows dimensional arguments based on the definition of diffusivity as the ratio of a characteristic length squared over a characteristic time. As a result, \(T\) is found as follows,

\[
T = \frac{d^2}{D}
\]  

(3)

where the characteristic length \(d\) is, in our case, the distance between the centers of nearby compartments \((0.65 \text{ cm})\), and \(D\) represents the diffusivity in the soil medium. To calculate \(D\) under unsaturated conditions, we used Archie’s law (Hammamoto et al., 2010),

\[
D = D_0 \times n^{-3} \times \left(\frac{\Theta}{\Theta_n}\right)^{2}
\]  

(4)

where \(D_0\) is the diffusivity of glucose in pure water \((\text{approximately } 6.0 \times 10^{-10} \text{ m}^2 \text{s}^{-1})\) at \(20 \text{ °C}\) (Stein, 1990), \(n\) is the soil porosity \((0.53)\), and \(\Theta\) is the volumetric water content \((0.47)\), and is obtained from the gravimetric water content, given a soil bulk density of \(1.25 \text{ g cm}^{-3}\) (Griffiths et al., 2010), and assuming a particle density of \(2.65 \text{ g cm}^{-3}\).  

### 2.4. Scale transition theory

Organic C dynamics in heterogeneous conditions differ from those in homogeneous conditions when the decomposition kinetics is non-linear, such as in the case of the microbial response to substrate concentration (Chakrawal et al., 2020). The difference is due to the fact that averaging a non-linear response function of substrate concentration is not the same as evaluating the response function at the average substrate concentration. To proceed and quantify microbial responses in heterogeneous systems, scale transition theory can be applied, as it allows correctly averaging non-linear kinetics, by taking into account the substrate spatial heterogeneity. The theory involves three steps: 1) defining the dynamics in the homogeneous system; 2) defining the nature of heterogeneity; and 3) using scale transition theory to derive the dynamics in the heterogeneous system. Here, the theory is used to interpret heat dissipation rates, instead of population dynamics for which the theory was originally proposed (Chesson, 1998, 2012) or C fluxes (Chakrawal et al., 2020).

For the first step, we assumed a concave-downward function for the microbial response (in terms of heat dissipation rate) to glucose concentration. For this reason, a Monod function is a choice for demonstration (Monod, 1949; Liu, 2007), but the qualitative predictions of the theory are not affected by the specific shape of this function, as long as it is concave downward. Accordingly, the heat dissipation rate can be expressed as follows,

\[
R_q = \frac{k_1 S}{k_1 + S}
\]  

(5)

where \(R_q\) and \(S\) are the local heat dissipation rate and concentration of substrate \(C\), respectively; \(k_1\) and \(k_2\) are the maximum rate of heat dissipation and half-saturation constant, respectively. In our experimental system, Eq. (5) applies in each compartment, assumed well-mixed condition owing to the relatively large amount of glucose addition. In a homogeneous system, concentrations of a substrate are the same at all locations within the soil system; thus, the mean concentration is also the same as the local concentrations. Therefore, \(R_q\) and \(S\) are the same as their mean quantities in Eq. (5) and represent the heat dissipation rate and substrate concentration from each compartment in our homogeneous treatment. Since the heat dissipation rate is calculated at the mean substrate concentration, Eq. (5) constitutes our kinetics model in homogeneous conditions.

For the second step, we define heterogeneity as the non-uniform spatial distribution of glucose in the system, while the parameters of the model \((k_1\) and \(k_2\)) are considered spatially homogeneous. Therefore, heterogeneity in our experiment is provided by the different glucose concentrations in the four compartments. Initially, the microbial biomass is spatially homogeneous; however, as microorganisms start to consume substrate, a spatially heterogeneous pattern is expected to develop, causing \(k_1\) to vary spatially, but we neglect this effect given the short duration of the experiment.

In the third step, the heat dissipation model for homogeneous conditions in Eq. (5) is scaled up using scale transition theory to obtain the dissipation rate for the heterogeneous system as described in Eq. (6) (see Chakrawal et al. (2020) for details on the mathematically equivalent case of organic matter decomposition rate),

\[
R_q \approx \frac{k_1 S}{k_1 + \bar{S}} + \frac{1}{2} \frac{\partial^2 R_q}{\partial \bar{S}^2} \sigma^2
\]  

(6)

where \(\bar{R}_q\) and \(\bar{S}\) are the mean heat dissipation rates and mean concentrations of the substrate in the system, respectively, \(\sigma^2\) is the spatial variance of the substrate across the four compartments, and the second derivative represents the curvature of the relation between dissipation rate and substrate concentration. Note that \(S\) is the local concentration of the substrate, which is different from the mean concentration \(\bar{S}\). In our case, the dominant source of variability is at the compartment scale with \(\sigma^2\) being highest in the treatment where all glucose is added to a single compartment, whereas in the homogeneous treatment with \(\sigma^2 = 0\) will cause the second term to disappear. For illustration, only the effect of substrate variance is considered, and higher-order (smaller) terms are neglected. The effect of spatial heterogeneity in Eq. (6) is graphically explained in Fig. S2.

The first term on the right-hand side of Eq. (6) explains heat dissipation rates under homogeneous conditions, which is modified by the ‘correction’ term; i.e., the second term in Eq. (6) that accounts for the spatial heterogeneity in substrate distribution. In the absence of heterogeneity, \(\sigma^2 = 0\) (thus the second term will disappear), and then we recover Eq. (5) at the mean substrate concentration. However, in the presence of spatial heterogeneities, the ‘correction’ terms become important: The spatial variance \(\sigma^2\) is always positive and the second derivative of the dissipation rate with respect to substrate concentration is always negative for concave downward relations. As a result, the correction term is negative as long as the microbial response is a concave-downward function of substrate concentration.

Equation (6) can be used to obtain three qualitative predictions that provide the theoretical basis for our hypotheses: heterogeneity decreases heat dissipation rate, this decrease is larger for increasing \(\sigma^2\), and any process reducing \(\sigma^2\) (such as diffusion) will lower the role of initially imposed heterogeneity on the dissipated heat.

### 2.5. Statistical analysis

Prior to the analysis, the value of both heat dissipation rate and cumulative heat dissipated in the control treatment were subtracted from those in all heterogeneous treatments. One-way ANOVA was used to test the difference in heat dissipation rates between treatments (25-25-25-
25%, 50-50-0-0%, 50-0-50-0% and 100-0-0-0%) at specific time points (at the beginning of the experiment, at its peak and at the end), as well as cumulative heat by the end of the experiment at \( P < 0.05 \) level using PAST (Hammer et al., 2001). The homogeneity of variance was checked before the analysis using Levene’s test at \( P < 0.05 \). When the test failed, the difference between treatments was tested using Kruskal-Wallis one-way ANOVA at \( P < 0.05 \) level using SPSS (IBM Corp. Released, 2017. IBM SPSS Statistics for Windows, Version 25.0. Armonk, NY: IBM Corp.). Significant differences in either heat dissipation rates or cumulative heat dissipated between treatments were further analyzed using Dunn’s post hoc test.

3. Results

3.1. Effects of substrate spatial heterogeneity on heat dissipation

The soil heat dissipation rate was at 26.6 ± 1.9 \( \mu J g^{-1} soil^{-1} \) in the 25-25-25-25% treatment at the beginning of the experiment (t = 3 h, when the heat signals were stabilized), which was between 67% and more than twice as much as the other treatments (Fig. 2a). The addition of glucose induced a strong increase in heat dissipation rates, which reached a peak and then decreased, with the peak heights and timing differing among heterogeneity treatments (Table 2). The peak of the heat dissipation rate appeared the earliest in the most homogeneous treatment (30.5 h), and the latest in 50-0-50-0 and 100-0-0-0% treatments, approximately 2 h later. The height of the peak was the smallest in the most heterogeneous treatment (100-0-0-0%), being more than 50% smaller than the other treatments. These results support our first two hypotheses.

At the end of the experiment (t = 51 h), cumulative heat dissipation was the lowest in the most homogeneous treatment, and highest in the intermediate treatments of 50-50-0-0% and 50-0-50-0%, being 30% significantly higher (Fig. 3a). We applied (Eq. (1)) to better illustrate how the heterogeneous treatments drove the differences in cumulative heat dissipated from that of homogeneous treatment. The differences between heterogeneous and homogeneous treatments increased gradually until approximately 33 h, and decreased thereafter (Fig. 4a).

Table 2

| With no diffusion | With diffusion |
|-------------------|---------------|
| \( F (or H) \) value | \( P \) value | \( F (or H) \) value | \( P \) value |
| Heat rate at the beginning (\( \mu J g^{-1} soil^{-1} \)) | 6.73 | 0.014 | 1.13 | 0.3355 |
| Heat rate at peak (\( \mu J g^{-1} soil^{-1} \)) | 6.44 | 0.0922 | 12.6 | 0.0021 |
| Heat rate at the end (\( \mu J g^{-1} soil^{-1} \)) | 202.6 | <0.0001 | 10.38 | 0.0156 |
| Cumulative heat (\( J g^{-1} soil \)) | 8.23 | 0.0415 | 20.26 | 0.0004 |

Throughout the incubation period, the most heterogeneous treatment dissipated less heat compared to the homogeneous treatment. The differences were largest at approximately 32 h, during which the most heterogeneous treatment had dissipated 3.3 ± 0.1 J g\(^{-1}\) soil less heat compared to the homogeneous treatment. The intermediate heterogeneous treatments (50-50-0-0% and 50-0-50-0%) had dissipated approximately 1.7 J g\(^{-1}\) soil less heat at the similar time. The differences between the homogeneous and the most heterogeneous treatments decreased towards the end of the experiment at t = 51 h, but remained high for the most heterogeneous treatment, which by then had dissipated 1.5 ± 0.1 J g\(^{-1}\) less heat compared to the homogeneous one.

3.2. Effects of reduced substrate spatial heterogeneity (via diffusion) on heat dissipation

The differences in heat dissipation rates among treatments were less pronounced when diffusion was allowed across the compartments.
Heat dissipation rates did not differ between treatments initially, nor during the peak, except for the treatment of 50-50-0-0%, which exhibited 23% higher dissipation rate. Heat dissipation rates at the end of the incubation were highest in 100-0-0-0%, which was about twice that of the 50-50-0-0% and 50-0-50-0% treatments, and more than three times higher than that of the homogeneous treatment. Overall, these results support our third hypothesis.

The highest soil cumulative heat dissipated was found in 50-50-0-0% and 50-0-50-0% treatments, while the lowest in the most homogeneous treatment (Fig. 3b). The differences in cumulative heat between heterogeneous and homogeneous treatments were less pronounced when substrates were allowed to diffuse (Fig. 4b). Throughout the incubation, the difference was negligible in the 50-50-0-0% and 50-0-50-0% treatments until around 33 h, while the most heterogeneous treatment had dissipated 0.9 ± 0.2 J g⁻¹ soil less heat compared to the homogeneous treatment by that time. After 33 h, the heterogeneous treatments tended to dissipate more heat compared to the homogeneous treatment. The cumulative difference was largest at the end, being 1.6 ± 0.1, 1.3 ± 0.1 and 1.0 ± 0.2 J g⁻¹ soil in 50-50-0-0%, 50-0-50-0% and 100-0-0-0% treatments, respectively.

As expected, there were no differences in cumulative heat dissipated between samples with and without diffusion in the most homogeneous
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treatment, based on the metric defined by Eq. (2) (i.e. red dashed curve in Fig. 5). However, the differences increased gradually from the 50-50-0-0% treatment (cumulative difference increased up to 1.3 ± 0.3 J g⁻¹ soil) to the 100-0-0-0% treatment (up to 2.5 ± 0.5 J g⁻¹ soil, and maintained at such high level) (Fig. 5). By the end of the experiment, the cumulative difference was smallest in 25-25-25-25% treatment, and increased with the increasing degree of heterogeneity.

4. Discussion

4.1. Effects of substrate spatial heterogeneity on soil microbial activity

We created a gradient of substrate spatial heterogeneity by the addition of glucose solution with different concentrations in either one (the most homogeneous), two or all four compartments (the most heterogeneous) in our experimental system. Viewing the entire cylinder as a system, the most heterogeneous treatment represents an extremely patchy environment with an organic matter hot spot, compared to well-mixed conditions in the homogeneous treatment. We can assume that the distribution of glucose in each compartment is relatively even. This is substantiated given that i) the sorption of glucose to soil surfaces is negligible (Gunina et al., 2014); ii) soil microbial communities only cover a very small fraction of the soil surface (Young and Crawford, 2004); and 3) the glucose concentration was large, even in the homogeneous and most diluted treatment (i.e. 25% of glucose addition). We can thus focus on heterogeneity caused by the manipulation of glucose concentrations at the compartment scale.

The decrease in microbial activity in the 100-0-0-0% treatment could be due to several reasons. Firstly, the rate of substrate consumption increases sub-linearly with increasing substrate concentration (Fig. S1, as also in Monod equation, due to decreasing returns at high concentrations), so that concentrating the substrate in only one compartment does not allow as efficient utilization of microbial substrate as in the homogeneous treatment. Lower rates of glucose uptake at high concentrations can be explained by saturation of cell wall transporters or mass transport limitations (Liu, 2007), but may also be caused by local oxygen limitation. This reduced efficiency was confirmed by the smaller increase in heat dissipation rate between 1.0 and 2.0 mg glucose C g⁻¹ soil (corresponding to the compartments that received 50% and 100% glucose, respectively), as compared to the increase between 0.5 and 1.0 mg glucose C g⁻¹ soil (corresponding to 25% and 50%) (Fig. S1). Secondly, the access of large colonies to substrates could be reduced, because microbial colony size often increases with increasing glucose concentration and in a large colony, substrate mass transport can become a limiting factor (Pirt, 1967; Rieck et al., 1973). This would be particularly true in the most heterogeneous treatment, where the local concentration was highest, possibly causing large colonies to grow, but only in the substrate-amended compartment. This effect would also be captured by a concave downward relation between uptake rate and concentration. Thirdly, the abundance of the amended substrate could also limit the interaction between microbial communities and substrate in the most heterogeneous treatment (100-0-0-0%), because microbes require a longer period to cope with the abundant substrate in only one soil compartment.

In contrast to the heterogeneous treatments, the same amount of substrate was distributed evenly in all four compartments in the 25-25-25-25% treatment. Thus, the rate of substrate uptake was larger on average owing to relatively more efficient metabolism of smaller and more numerous microbial colonies. As a result, the most heterogeneous treatment has induced lower microbial activity, as well as a delay in the rate of maximum microbial activity (discussed later).

In line with this argument, the dislocation between bacteria and organic C sources was modeled and showed to decrease decomposition, as compared to a well-mixed scenario (Vogel et al., 2015; Portell et al., 2018). In the modelling work by Portell et al. (2018), the location of C substrates was manipulated to obtain aggregated (single spot), intermediate aggregated (four spots) or homogeneous patterns, while maintaining the same amount of C source as we also did. The likelihood for microbes to encounter and assimilate substrate was lower when substrates were distributed in an aggregated pattern (Portell et al., 2018). Consistent with this result, Kaiser et al. (2015) found that a reduced decay rate corresponded with high degree of spatial distribution of substrates, but the substrate distribution was the result of interactions among microbial functional groups, rather than being externally-manipulated. These modelling studies were conducted at the soil pore scale—much smaller than our compartments. However, similar evidence emerges also from empirical studies at scales comparable to our experiment (in the order of a few mm). For example, the importance of co-location between microbial community and substrate was highlighted in a ‘sandwich-shaped’ microcosm, where plant residues were placed in the middle of two soil layers (Gaillard et al., 1999). Decomposition was the highest in the soil in direct contact with residues (thereby the spot with the highest substrate concentration), and was reduced with increasing distance (Gaillard et al., 1999). All these studies emphasize the importance of accessibility and concentration of substrate sources for microbial decomposition. They imply that laboratory experiments, where well-mixed conditions are imposed, might overestimate microbial activity, as compared to the level in situ where hot spots are likely to occur.

Further, soil microbial activity in the treatments with intermediate heterogeneity remained between the two extreme treatments (25-25-25-25 and 100-0-0-0%) throughout most of the incubation (Fig. 3a). Thus, we can confirm both our first hypothesis (soil microbial activity is lower under heterogeneous than under homogenous conditions for a given total amount of supplied C), and the second hypothesis (the larger the heterogeneity, the lower the microbial activity). Both hypotheses were also supported by the scale transition theory, which accounts for the degree of substrate spatial heterogeneity in the second term of the equation for the mean heat dissipation rate (Eq. (6)). After the heat release peak, the heat rate decreased dramatically in the most homogeneous treatment, while other treatments exhibited a more gradual decrease. It is likely that the consumption of substrate is more complete

Fig. 5. The differences in cumulative heat (J g⁻¹ soil) between cylinders with no diffusion and with diffusion in substrate heterogeneous treatments (the most homogeneous 25-25-25-25%, intermediate heterogeneous 50-50-0-0% and 50-0-50-0%, and the most heterogeneous substrate 100-0-0-0%). Presented values were the data subtracted with those in the control treatment. The arrow on the right indicates the increase in substrate spatial heterogeneity from the most homogeneous to the most heterogeneous treatment.
in the homogeneous treatment, due to higher rate of utilization, as mentioned above. On the contrary, the increases in substrate spatial heterogeneity limited the utilization of substrate by decomposers, thereby reducing the decomposition rate, and causing a delay of at least 2 h in the peak of heat dissipation rate (Fig. 2a). Under heterogeneous conditions, this delay can also be predicted based on scale transition theory (Eq. (6))—if C utilization is low at the beginning. It will therefore take longer to reach the peak. Overall, the delay in the heat dissipation peak and the slower decrease in microbial activity after the peak suggest that: i) the limited access to substrates sustains its utilization in the longer term, confirmed by the relatively narrow range of heat dissipation rates (e.g., 9.1–69.6 µJ g⁻¹ soil⁻¹ in the 100-0-0-0% treatment, compared to 9.5–107.9 µJ g⁻¹ soil⁻¹ in the 25-25-25-25% treatment); and ii) microbial process rates differ across degrees of heterogeneity, because no delay of the heat dissipation peak was observed when substrates were homogeneously amended, regardless of substrate concentration (0.5, 1.0 and 2.0 mg glucose C g⁻¹ soil in Fig. S1). In summary, the arrangements of soil components (minerals, organic matter, etc.), together with the influence of other factors (e.g., microbial mobility (Dechesne et al., 2010), moisture status (Vogel et al., 2015), create local microbial hot and cold spots (Kuyzakov and Blagodatskaya, 2015), that result in altered microbial process rates at the whole system scale. Notably, the effects of these local heterogeneities on observed rates are similar when considering pore-scale or mm-scale patches. Our results highlight that not only the presence of hot spots, but also their position with respect to cold spots (i.e., the magnitude of spatial heterogeneity) influence soil microbial functioning. This provides direct evidence to support the hypothesis that spatial heterogeneity controls C flow rates and organic matter stabilization, as proposed by Lehmann et al. (2020).

4.2. Effects of reduced substrate spatial heterogeneity (via diffusion) on microbial activity

In the system where substrates were allowed to diffuse, the differences in soil heat dissipation rate remained smaller than in the system without diffusion (Fig. 2b), which is likely caused by substrate transport to the ‘empty’ compartments (i.e., those without substrate addition). Substrate needs time to diffuse to empty compartments, especially for the diagonal one in 100-0-0-0%, where the distance is the longest. Indeed, the estimated amount of time (Eq. (3)) for glucose to diffuse between nearby compartments is in the order of ~60 h (0.65 cm from center to center of compartments). Thus, the time required to diffuse likely contributed to the delay in microbial activity. Equally important to note is that decomposition continues while diffusion occurs, as confirmed by the similar size of heat peak among treatments (except the treatment of 50-0-50-0%). Therefore, the observed delay in heat release can also be viewed as a consequence of the distance between substrate and decomposer—the closer between substrate and decomposer are, the faster the decomposition (Pinheiro et al., 2015; Babey et al., 2017). Moreover, the estimated time for diffusion between compartments (~60 h) indicates that we probably had a relatively homogeneous condition by the end of the experiment (51 h). Therefore, our last hypothesis was also confirmed, namely that microbial activity will be closer to that of a homogeneous system when the substrate concentration gradients are reduced by diffusion.

Notably, there was a stronger microbial activity during the peak in the treatment of 50-0-50-0%, compared to 50-50-0-0%. We speculate that it could be due to the different local substrate concentration, or the different rates and patterns of substrate diffusion into the empty compartments. As shown by the layout of the experimental design (Fig. 1), the two empty compartments would receive substrate at different rates between these two treatments. The two compartments with substrate are side-by-side in the 50-50-0-0% treatment, while they are in direct contact with the other two compartments with substrate in the 50-0-50-0% treatment. Therefore, substrate could enter from both sides in the latter, and only from one side in the former, thus leading to relatively higher local glucose concentration in the 50-50-0-0% treatment. We thus surmise that the observed lower soil microbial activity in the 50-50-0-0% treatment is due to the lower substrate transport to compartments that had not been amended. Moreover, the peak in heat dissipation rate appeared later in the 50-0-50-0% treatment, suggesting that the different local substrate concentrations altered the rate of substrate assimilation and thus the timing of the peak. Such delay occurred regardless of whether substrate is able to diffuse or not (Fig. 2a and b)—a result that we cannot readily explain. Because soil organic matter is heterogeneously located (Ettema and Wardle, 2002; Vliegenthart et al., 2009), and natural transport processes tend to decrease spatial gradients, variability in decomposition rates is expected. This is dependent on the specific arrangement of hot and cold spots, and the degree of mass transfer between them.

The differences between treatments of 50-50-0-0% and 50-0-50-0% cannot be explained by the ‘correction’ terms (that account for heterogeneity) in Eq. (6) of scale transition theory, because mathematically, the ‘correction’ terms are the same between these treatments. Further, scale transition theory, as formulated in Eq. (6) only explained the observations before heat peak is reached, because Eq. (6) does not account for dynamic changes in substrate and microbial biomass. Once those changes are included (as in Chakrawal et al. (2020)), the same theory might be able to describe the whole response curve. Moreover, various kinetics of microbial processes might emerge at different substrate concentrations (Reischke et al., 2014; Rousk et al., 2014), which is not taken into account in the model. Obtaining a representative kinetic model for microbial substrate utilization, and coupling it to mass and energy balance equations would improve the capacity of scale transition theory in explaining spatial heterogeneity-related changes, and ultimately provide novel decomposition formulations for soil C cycling models.

5. Conclusions

We experimentally manipulated a gradient of substrate spatial heterogeneity, ranging from homogeneous (well-mixed) to heterogeneous (extremely patchy) conditions, representing biogeochemical hot spots in soils (Kuyzakov and Blagodatskaya, 2015). In addition, to reflect the complexities of spatial heterogeneity, we manipulated the co-arrangement of hot and cold spots. Soil microbial activity decreased with increasing degree of substrate spatial heterogeneity and the most heterogeneous treatment also delayed the peak of microbial activity, compared to the homogeneous treatment. This evidence supports the view that the spatial heterogeneity between decomposer and substrates could explain the persistence of organic C in soils. The scale transition theory qualitatively captured the reduction in microbial activity and the delay caused by substrate spatial heterogeneity. Overall, our findings emphasize the prominent influence of substrate spatial heterogeneity on soil microbial communities and thus C cycling in soils.
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