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ABSTRACT  Model predictive current control of permanent magnet synchronous motor (PMSM), which inherits from the vector control framework, has become a promising control strategy because of its simple structure and fast dynamic response. In order to protect the stator current prediction model from the influence of mismatched parameters, a simple and robust predictive current control with stator current predictor and target-oriented cost function (abbreviated as SCP-TOSF-PCC) is proposed in this paper. The feedback mechanism is introduced into the prediction equation in the discrete domain, and its design principle and stability analysis are also described in detail. In addition, different from the traditional cost function design method which is constructed by the tracking errors of stator current, this paper proposes a direct target-oriented cost function, which takes the average pulsations of $d$-axis current and $q$-axis current as the judge index. The design method of this cost function takes into account the influence of historical values on the voltage vector selection. The experimental results show that compared with the traditional methods, the proposed method has better dynamic, steady-state and robust performance.

INDEX TERMS  Permanent magnet synchronous machine, model predictive control, predictive current control, robustness.

I. INTRODUCTION
Permanent magnet synchronous motor (PMSM) is widely used in electric vehicles, wind power generation and servo drive systems because of its high power density and excellent control performance. Finite control set-model predictive control (FCS-MPC) was first proposed by Jose Rodriguez, a Chilean scholar, in 2004, because of its intuitive concept, fast dynamic response and easy multi-objective optimization, and is widely used in the field of power electronics and electrical drive [1], [2], [3], [4], [5], [6]. Model predictive current control (MPCC) strategy of permanent magnet synchronous motor, which retains the basic principle of vector control, is considered to be a promising method. In [7], for the PMSM drive system of electric vehicle, the author compares the vector control and predictive current control strategies in detail. The experimental results show that predictive current control has faster dynamic performance, smaller stator current harmonics (at the same switching frequency), smaller electromagnetic torque ripple and electromagnetic interference performance.

For predictive current control of PMSM, mismatched motor parameters will lead to stator current prediction errors and reduce the control performance of the system [8], [9]. Scholars mainly improve the prediction accuracy of stator current from two aspects. One method is to propose deadbeat predictive current control (DPCC) based on the disturbance observer. The voltage vector reference is calculated based on the deadbeat principle. The voltage vector calculation error caused by mismatch parameters is regarded as a disturbance, and the error is estimated and compensated in realtime based on the disturbance observer. In [10], static-errorless deadbeat predictive current control using a second-order sliding-mode disturbance observer is proposed to avoid to suffer from
problems of steady state current error and stability. In [11], for PMSM drives, DPCC with model mismatch is firstly analyzed and then a stator current and disturbance observer based on sliding-mode exponential reaching law is proposed to suppress model parameter mismatch and one-step control delay. In [12], a moving horizon estimator is proposed to estimate the back-electromotive force and the disturbance caused by parameter variations. However, another method is to introduce the online parameter identification theory into the predictive current control, and update the predictive model in realtime to realize the accurate prediction of stator current vector. In [13], for stator resistance and inductance of PMSM DPC, a novel parameters identification based on reconstructed characteristic vector from the disturbance observer is developed to update the model parameters. In [14], the white-box model of PMSM is developed firstly for DPCC, and then data-driven recursive least squares estimation is proposed to observe the parameters of white-box model. Therefore, establishing a simple and robust stator current predictor has always been the research goal of community of scholars.

In model predictive control, the cost function is utilized to select the optimal voltage vector. The cost function usually includes electromagnetic torque tracking, stator flux tracking, switching frequency limitation and over-current protection. Among them, each item should have different dimensions, so the weighting factors are needed to weigh the importance of each item. Due to the lack of theoretical guidance, the cut-and-trial method is often used to set the weight factors, which is cumbersome and can not obtain the optimal solution. Scholars have put forward many solutions to this problem. One method is to decompose the multi-objective optimization problem into multiple single objective optimization problems. In [15], tolerant sequential model predictive control is proposed to solve a multi-objective optimization problem. The voltage vectors satisfying the torque tolerance are firstly selected, and then the optimal vector is selected by minimizing the flux cost function. In [16], two cost functions, the one for the electromagnetic torque tracking and other for the stator flux magnitude, are designed to select two sets of voltage vectors, respectively. Then, the optimal vector is selected from two sets of vectors, using the predefined algorithm. Another scheme is to convert the cost function into stator flux vector reference based on the relationship between the electromagnetic torque reference and stator flux amplitude reference, so the weight factor is cancelled. In [17], model predictive flux control of induction machine drives are firstly developed. The calculation method converting torque and flux magnitude into stator flux vector is presented in detail. This method not only cancels the weight factor, but also has excellent control performances. In [18], model predictive flux control for PMSM drives is developed, and then the robustness is analyzed and the compensated strategy based on sliding mode observer is utilized to improve the robustness. In recent years, scholars have introduced neural networks, intelligent optimization algorithms and other theories into the setting of weight factors. In [19], artificial neural networks (ANN) are trained by simulation data or experimental data through the fitness function, and then ANN are utilized to design the weighting factors for different states of induction machine. In [20], online weighting factor optimization by simplified simulated annealing for induction machine drives are proposed, where during every control period, the weighting factor is optimized by intelligent algorithm. This strategy ensures the optimal factor for every control period, and the limitation of the maximum iteration step prevents the algorithm from falling into a dead loop. In [21], for predictive current controller of a six-phase induction machine, a weighting factor design based on particle swarm optimization algorithm is proposed to coordinated torque currents and harmonic currents. It is known that the introduction of intelligent optimization algorithm provides a better solution to set the weight factors, but it also increases the complexity of the system. In addition to the cost function, the implementation of intelligent optimization algorithm introduces the fitness function. Therefore, the simple and effective setting methods of weight factors has always been the goal of academia.

Aiming at the two problems of robustness and weight factor design method of predictive current control, this paper proposes robust stator current predictor and target-oriented cost function design methods, respectively. The arrangement of this paper is as follows: Section II introduces the traditional predictive current control, and then analyzes the robustness of stator current predictive equation under mismatched parameters. In Section III, the design method and stability analysis of robust stator current predictor are described in detail. Section III also expands the design principle of target-oriented cost function. Section IV verifies the effectiveness of the proposed algorithm through experiments. Finally, this paper is summarized in Section V.

II. MATHEMATICAL MODEL OF PMSM AND T-PCC

A. MATHEMATICAL MODEL OF PMSM

In stator reference frame, based on the space vector theory, the mathematical equations of PMSM are presented in (1)-(3), where \(v_s\), \(i_s\) and \(\psi_s\) are stator voltage vector, stator current vector and stator flux vector, respectively. \(R_s\), \(L_s\) and \(\psi_f\) are stator resistance, excitation inductance and permanent magnet flux, respectively. The voltage vector \(v_s\) can be generated by two-level voltage source inverter.

\[
\begin{align*}
v_s &= R_s i_s + i_s \\
\psi_s &= L_s i_s + \psi_f e^{\theta_i} \\
v_s &= R_s i_s + L_s \frac{di_s}{dt} + j\omega_r \psi_f e^{\theta_i}
\end{align*}
\]

Stator current equation (3) can be converted into the rotor magnetic field frame system, which is expressed as (4). \(v_{dq}\) and \(i_{dq}\) are the vectors in the rotor magnetic field frame system. Transformation equation for \(i_s\) and \(i_{dq}\) is as follows:
\[ i_{dqs} = i_s e^{-j\theta_r} \], where \( \theta_r \) is the rotor position of PMSM [22].

\[ v_{dqs} = R_i i_{dqs} + L_s \frac{di_{dqs}}{dt} + jL_{s1} \omega_r i_{dqs} + j\omega_r \psi_f \]  

(4)

**B. TRADITIONAL PREDICTIVE CURRENT CONTROL**

In the model predictive current control, according to the stator current equation (3) and the first-order Euler discretization equation (5), the predictive equation of stator current can be expressed as equation (6).

\[
y_{n+1} = y_n + h f (y_n, x_n) \\
i_s (k + 1) = i_s (k) + \frac{T_s}{L_s} (v_s (k) - R_i i_s (k) - T_s j\omega_r \psi_f e^{j\theta_r(k)})
\]

(5)

(6)

The cost function for predictive current control is designed as (7), where \( i_s^*(k + 1) \) denotes the stator current reference.

\[
g_j = |i_s^*(k + 1) - i_s(k + 1)|
\]

(7)

The block diagram of traditional predictive current control (T-PCC) is illustrated in Fig.1. In the digital control system, the implementation process of T-PCC is mainly divided into the following steps:

**FIGURE 1. Diagram of traditional model predictive current control.**

Step I: measure the stator currents \( i_a, i_b \), and obtain the stator current vector \( i_s \) at the sampling time \( k \) by Clarke transform.

Step II: based on the stator current prediction equation (6), calculate the stator current vectors \( i_s(k + 1) \) at the sampling time \( k + 1 \) for seven different voltage vectors.

Step III: based on the cost function (7), the voltage vector that minimizes the cost function is selected as the optimal one, and applied at the sampling time \( k + 1 \).

**C. ROBUSTNESS ANALYSIS OF MISMATCHED PARAMETERS**

During the operation of PMSM, the winding temperature rise will lead to the increase of stator resistance \( R_s \). The over saturation of magnetic circuit will lead to the decrease of excitation inductance \( L_s \), and the eddy current loss of permanent magnet will lead to the temperature rise of permanent magnet, which will lead to the decrease of permanent magnet flux linkage \( \psi_f \). According to the prediction equation (6), the mismatched PMSM parameters will lead to the prediction errors of stator current vector.

In order to analyze the influence of mismatched parameters on the prediction errors of stator current vector, a detailed analysis in theory is presented in this paper. The nominal parameters of PMSM are set as \( R_s, L_s \), and the corresponding prediction equation is expressed as (6) (8).

\[
i_s (k + 1) = i_s (k) + \frac{T_s}{L_s} (v_s (k) - R_i i_s (k)) - \frac{T_s}{L_s} j\omega_r \psi_f e^{j\theta_r(k)}
\]

(8)

The stator current prediction error is defined as \( \frac{|\Delta i_s(k + 1)|}{|i_s(k + 1)|} \), where \( \Delta i_s(k + 1) \) is the difference between \( i_s(k + 1) \) and \( i_s(k + 1) \), that is, \( \Delta i_s(k + 1) = i_s(k + 1) - i_s(k + 1) \). The angle prediction error of stator current vector is defined as \( \frac{|\Delta\theta_r|}{|\theta_r|} \), where \( \theta_r = \theta_i + \Delta\theta_r \), and \( \Delta\theta_r = \theta_i - \theta_i \).

When \( R_s = 2.0R_s \), the prediction error of stator current vector is presented in Fig.2(a). It can be seen that, from Fig.2(a), the stator current error \( \frac{|\Delta i_s(k + 1)|}{|i_s(k + 1)|} \) increases with the increase of the rotor speed. The maximum value of stator current error is 0.019, i.e. 1.9%. In Fig.2(b), the prediction error increases with the increase of rotor speed, while the electromagnetic torque has little effect on it, but the electromagnetic torque has a greater effect only under light-load state. Under high-speed and light-load states, the maximum value of \( \frac{|\Delta\theta_r(k + 1)|}{|\theta_r(k + 1)|} \) is 17.5%. In Fig.2(c), \( \frac{|\Delta\theta_r(k + 1)|}{|\theta_r(k + 1)|} \) is directly proportional to the speed and torque, and the maximum value of it is 41.2%. When \( L_s = 0.5L_s \) and \( \psi_f = 0.5\psi_f \), stator current prediction error is more serious due to the combined action of mismatched inductance and permanent magnet flux, which is illustrated in Fig.2(d). For \( R_s = 2.0R_s \), \( L_s = 0.5L_s \), and \( \psi_f = 0.5\psi_f \), there is little difference between Fig.2(d) and Fig.2(e). Therefore, it can be concluded that the influence of mismatched stator resistance is very small compared with \( L_s \) and \( \psi_f \). Fig.2(e) presents the angle prediction error of stator current vector, and its maximum value is 19.3%.

From the above analysis, it can be seen that the mismatched stator resistance has little impact on the stator current prediction error, while the mismatched excitation inductance and permanent magnet flux linkage have a great impact on the stator current prediction error. The mismatched parameters have little effect on the angle prediction error. The stator current prediction error is related to electromagnetic torque, speed, rotor position and voltage vector, and its variation law is complex.

**III. STATOR CURRENT PREDICTOR AND TARGETED-ORIENTED COST FUNCTION**

**A. DESIGN OF STATOR CURRENT PREDICTOR**

For stator current prediction errors caused by mismatched parameters, stator current predictor is developed, where
A simple feedback mechanism is utilized to compensate for prediction errors. It is known that stator current equation (3) can be rewritten as (9).

\[
L_s \frac{di_{dqs}}{dt} = v_{dqs} - R_i i_{dqs} - jL_s \omega_r i_{dqs} - j \omega_r \psi_f 
\]  

(9)

Correspondingly, the complex domain expression of stator current equation (9) is expressed in (10), where \(v_{dqs}(s)\) and \(i_{dqs}(s)\) are the Laplace transforms of \(v_{dqs}\) and \(i_{dqs}\) in time domain.

\[
i_{dqs}(s) = \frac{1}{R_s} \left( \frac{1}{R_s s + 1} \right) \left[ v_{dqs}(s) - j \omega_r \left( L_s i_{dqs}(s) + \psi_f \right) \right] 
\]  

(10)

The step response method is utilized to achieve the discrete mathematical equations, and the feedback compensation mode is proposed to eliminate the prediction error. And then, the stator current predictor is developed, which is mainly composed of two parts. one is the cross coupling part, that is, \(\omega_r L_i q_{dqs}(k + 1) - j \omega_r L_d i_{dqs}(k + 1) - j \omega_r \psi_f\), the other is current compensation, \((k_1 + T_s k_2) i_{s\_error}(k + 1) + k_1 i_{s\_error}(k)\). The block diagram of stator current predictor is shown in Fig.3, where \(\tau = L_s / R_s\).

\[
i_{dqs}(k + 2) = i_{dqs}(k + 1) e^{-\frac{\tau}{\tau}} + v_{sum}(k + 1) \frac{1}{R_s} \left( 1 - e^{-\frac{\tau}{\tau}} \right) 
\]  

(11)

\[
v_{sum}(k + 1) = v_{sum}(k) + (k_1 + T_s k_2) i_{s\_error}(k + 1) + k_1 i_{s\_error}(k) + v_{dqs}(k + 1) + \omega_r L_q i_{dqs}(k + 1) - j \omega_r L_d i_{dqs}(k + 1) - j \omega_r \psi_f 
\]  

(12)

It is known that at \(k\) sampling instant, stator current \(i_s(k + 1)\) cannot be measured, and only the actual stator current \(i_s(k)\) can be measured by stator current sensor. The actual stator current \(i_s(k + 1)\) is estimated by Langrange extrapolation method (13) in this paper. And then, the prediction error of stator current at \(k + 1\) sampling instant can be computed by the equation (14).

\[
i_{dqs}(k + 1) = \sum_{l=0}^{n} (-1)^{n-l} \left( \begin{array}{c} n+1 \\ l \end{array} \right) i_{dqs}(k + l - n) 
\]  

(13)

\[
i_{dqs\_error}(k + 1) = i_{dqs}(k + 1) - \hat{i}_{dqs}(k) 
\]  

(14)

According to the control theory of linear discrete system, the transfer function of stator current predictor can be expressed as (15).

\[
\frac{i_{dqs}(k + 2)}{i_{dqs}(k + 1)} = \frac{M_1 z + M_2}{E_1 z^2 + E_2 z + E_3} 
\]  

(15)
where $M_1, M_2, E_1, E_2$ and $E_3$ are presented as follows:

\[
M_1 = -k_1 + k_1 e^{-\frac{T_s}{T_r}} - k_2 T_s e^{-\frac{T_s}{T_r}}
\]

\[
M_2 = -R e^{-\frac{T_s}{T_r}}
\]

\[
E_2 = R e^{-\frac{T_s}{T_r}} - k_1 \left(1 - e^{-\frac{T_s}{T_r}}\right) - k_2 T_s \left(1 - e^{-\frac{T_s}{T_r}}\right)
\]

\[
E_3 = -R e^{-\frac{T_s}{T_r}} + k_1 \left(1 - e^{-\frac{T_s}{T_r}}\right)
\]

The closed-loop pole distribution of stator current predictor for different values of $k_1$ and $k_2$ is illustrated in Fig.4. Based on the control theory of linear discrete system, the poles should be distributed in the right-half plane of the unit circle and close to the origin as far as possible, so that the system can have better dynamic performance. However, in the actual system, the distribution of poles can not be very close to the origin, so as to prevent the disturbance from causing the poles to be distributed in the left-half plane. Therefore, in this paper, the values of parameters are as follows: $k_1 = 4.0; k_2 = \frac{5.0}{T_r}$.

where the equation (16) is the cost function in stator reference frame system and equation (17) is the cost function in $dq$-axis (17) system. In (16), $\lambda_\beta$ is the weight factor. Because $i_\alpha$ and $i_\beta$ belong to the same dimension, it is usually set as $\lambda_\beta = 1$ for simplicity. However, $\lambda_\beta = 1$ is not the optimal value, which has been studied in detail in [23].

\[
g_i = |i_\alpha^* - i_\alpha(k + 2)| - \lambda_\beta |i_\beta^* - i_\beta(k + 2)| \quad (16)
\]

\[
g_j = |i_\alpha^* - i_\alpha(k + 2)| - \lambda_\beta |i_\beta^* - i_\beta(k + 2)| \quad (17)
\]

The above cost functions only are designed by stator current error at $k + 2$ sampling instant, and does not consider stator current errors at the past sampling instants (i.e. sampling instant $k + 1, k, k - 1, \text{etc.}$). It is known that, in essence, the cost function is utilized to select the optimal voltage vector to achieve the minimum stator current ripple and the fastest dynamic response.

In this paper, the target-oriented cost function is proposed for the first time, which directly takes the stator current ripple as the evaluation index and cancels the setting of weight factor. For $d$-axis stator current, the current ripple $RMSE_{dij}$ is defined as (18), where $N$ represents the calculated number of stator current $i_{dij}(k + 2 - i)$. In this paper, $N = 9$, which means that $i_{d}(k + 2), \ldots, i_{d}(k - 7)$ are involved in the calculation of $d$-axis stator current ripple. Similarly, the current ripple $RMSE_{qij}$ is defined as (19).

\[
RMSE_{dij} = \sqrt{\frac{1}{N + 1} \sum_{i=0}^{N} |i_d^*(k + 2 - i) - i_{dij}(k + 2 - i)|^2} \quad (18)
\]

\[
RMSE_{qij} = \sqrt{\frac{1}{N + 1} \sum_{i=0}^{N} |i_q^*(k + 2 - i) - i_{qij}(k + 2 - i)|^2} \quad (19)
\]

Therefore, the stator current vector ripple is defined as equation (20), and the targeted-oriented cost function is designed as equation (21).

\[
RMSE_{dij} = \sqrt{RMSE_{dij}^2 + RMSE_{qij}^2} \quad (20)
\]

\[
g_j = RMSE_{dij} |j = 1, \ldots, 9 \quad (21)
\]

C. OVERALL BLOCK DIAGRAM OF THE PROPOSED ALGORITHM

The block and flow diagrams of the proposed algorithm are illustrated in Fig.5 and Fig.6. The implementation process of the proposed algorithm is mainly divided into the following steps:

Step I: measure stator current $i_s(k)$ and rotor speed $\omega_r$.

Step II: Based on $i_{dqs}(k)$, $v_{opq}(k)$ and stator current predictor, stator current $i_{dqs}(k + 1)$ at $k$ sample instant are estimated, in order to eliminate the delay of the digital system, where $v_{opq}(k)$ is the optimal vector computed at last sampling period.
Step III: For seven different voltage vectors, stator current $i_{dqs}(k+2)$ is predicted by the proposed stator current predictor.

Step IV: Stator current ripples are computed for seven different vectors by the equations (18)-(21).

Step V: The optimal voltage vector $v_{opt}(k+1)$ is obtained by targeted-oriented cost function (21), and applied at $k+1$ sample instant.

IV. EXPERIMENTAL VERIFICATION

A. EXPERIMENTAL PLATFORM

The traditional PCC (T-PCC) and proposed SCP-TOSF-PCC are verified at the experimental platform of PMSM drives, which is illustrated in Fig.7. The PMSM (C) is driven by IGBT-based voltage source inverter (B) and controlled by digital signal processor (TMS320F28335). The algorithms of T-PCC and SCP-TOSF-PCC are programmed and executed in digital signal processor. The experimental results are obtained by the oscilloscope (E) and are drawn in MATLAB. The parameters of PMSM are illustrated in Table 1.

| Parameters          | Nominal Values |
|---------------------|----------------|
| DC-link voltage     | 520 V          |
| Rated Power         | 2.1 kW         |
| Rated Voltage       | 304 V          |
| Rated Speed         | 1500 r/min     |
| Rated Torque        | 13.2 N.m       |
| Number of Pole Pairs | 4.0          |
| Stator Resistance   | 2.826 W        |
| Stator Inductance   | 14.69 mH       |
| PM Flux             | 0.321 Wb       |

The dynamic performances of the proposed SCP-TOSF-PCC are presented in Fig.8. From up to down, the rotor speed $n$, the electromagnetic torque $T_e$, the stator flux magnitude $|\psi_s|$ and stator current $i_a$ are presented in Fig.8. The commands of speed are set as 800 rpm at 0.0 s, 500 rpm at 2.0 s, 1500 rpm at 4.0 s and 800 rpm at 6.0 s. The load torque is set as 5.0 N·m. Fig.8 shows that the proposed SCP-TOSF-PCC has excellent dynamic performance. The response time is 0.1 s from 500 rpm to 1500 rpm at 4.0 s. Correspondingly, the response time of the electromagnetic torque is 2.5 ms. The THD (Total Harmonic Distortion) of stator current is 11.32%.
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The dynamic response time of SCP-TOSF-PCC is 0.1 s, while that of T-PCC is 0.13 s. It can be seen that the dynamic performance of SCP-TOSF-PCC is slightly faster than that of T-PCC. There are two main reasons for this result. One is that SCP-TOSF-PCC and T-PCC adopt the same PI speed regulator in the speed loop, and the regulation performance of the speed loop is mainly determined by the speed controller. Secondly, the main function of the proposed SCP-TOSF-PCC algorithm is to improve the robustness of the control system and reduce the torque ripple and the total harmonic distortion of the stator current.

The steady-state performances of the proposed SCP-TOSF-PCC are presented in Fig.10. It is known that the proposed algorithm also has excellent performances. The ripple of electromagnetic torque $T_e$ is only 2.1 $N\cdot m$. The THD of stator current is 11.67%.

In the actual operation of PMSM drives, the sudden change of load torque often occurs. The dynamic performances with load torque occurring suddenly for the proposed SCP-TOSF-PCC are illustrated in Fig.11. From Fig.11, it can be seen that the proposed SCP-TOSF-PCC has excellent speed recovery ability. The load torque 5.5 $N\cdot m$ is exerted at 4.54 s, and the electromagnetic torque immediately becomes 5.5 $N\cdot m$.

The robustness experiments of T-PCC and SCP-TOSF-PCC are illustrated in Fig.12 and Fig.13. The robustness test method is to use mismatched motor parameters in the control algorithms executed by DSP controller. In 0-4.0 s, the T-PCC algorithm is executed in DSP controller, and in 4.0-8.0 s, the proposed SCP-TOSF-PCC algorithm is executed in DSP controller. For $L_s^*=2.0L_s$, where $L_s^*$ denotes the mismatched parameter and $L_s$ is nominal parameter, the experimental result is presented in Fig.12. It can be seen that the proposed SCP-TOSF-PCC has better robustness than the traditional T-PCC. For T-PCC of PMSM, the ripple of stator flux magnitude is 0.025 $Wb$ and that of SCP-TOSF-PCC is only 0.015 $Wb$. The ripple of electromagnetic torque for the proposed SCP-TOSF-PCC is 2.5 $N\cdot m$, which is 28.6% lower than that of T-PCC.
Compared with the traditional open-loop prediction model, the stator current predictor proposed in this paper can overcome the prediction error caused by mismatch parameters by introducing a simple feedback mechanism. For the design of cost function, this paper proposes a targeted-oriented cost function design method, which directly takes the ripple of $d$-axis stator current and $q$-axis stator current as the evaluation index, which has the advantages of simplicity and directness. Experimental results show that the proposed algorithm has excellent dynamic performance, steady-state performance and speed recovery performance. For the mismatched parameters, the proposed SCP-TOSF-PCC algorithm has better robustness than the traditional methods.
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