Feature Selection by mRMR Method for Heart Disease Diagnosis
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ABSTRACT Heart disease has become a non-ignorable threat to human health in recent years. Once without timely diagnosis and treatment, patients often suffer disability or even death. However, the diagnosis accuracy directly relies on different doctors’ experiences and various factors associated with heart disease bring heavy tasks on them make the situation worse. Therefore, to improve heart disease treatment, introducing computer-aided techniques to assist doctors in diagnosis is a feasible approach. At present, researchers usually use the processed dataset (13 features) selected by doctors from the unprocessed dataset (74 features) (UCI Machine Learning Repository) and apply the feature selection method to the dataset, it’s inappropriate because the feature scale is so small. People neglect the unprocessed dataset’s value and don’t realize it could contain some latent information. A comprehensive comparison is needed to demonstrate the unprocessed dataset’s advantages. Besides, the incremental feature combination method should be verified. As the minimum Redundancy - Maximum Relevance (mRMR) gains great success in feature selection, applying it as a feature filter can enhance classification accuracy. Thus, in this research, we introduced the mRMR method as a filter for feature selection and made a comprehensive comparison within several methods like Principal Component Analysis (PCA), Linear Discriminant Analysis (LDA), Kendall, Random Forest, and other research works in several metrics. By analyzing the results, in most cases, the unprocessed dataset can enhance algorithm’s performance. The incremental feature selection method is effective and the mRMR is superior to other methods. Not only does it own the highest accuracies, but also the least supportive features. It has 100% accuracy with 8 features on the Cleveland dataset, 98.3% accuracy with 14 features on Hungarian, and 99% accuracy with 9 features on Long-beach-VA, respectively. Furthermore, we find that some features, which doctors regard as useless, play a part in classification, that should attract some attention from doctors.
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I. INTRODUCTION
A. BACKGROUND AND CURRENT STUDY SITUATION
Cardiovascular diseases (CVDs) causes millions of death every year due to their suddenness. Once without the treatment timely, the patient is prone to suffer disability or even death. Therefore, early and accurately diagnosing heart disease is an effective way to save lives [1].

With the development of medical science, doctors have discovered lots of symptoms associated with heart disease, such as high blood pressure, stress, diabetes, etc [2], [3], [4]. But, these factors only indicate that the patient has a high possibility of suffering from heart disease. The diagnosis accuracy depended on the doctor’s experience will lead to misdiagnosis and missed diagnoses. To overcome the deficiency in current situation and the prosperity of AI [5], [6], researchers have tried to make use of AI’s power to assist doctors in medical diagnosis [7], [8]. In some areas, there is a reality that AI’s diagnosis ability has suppressed human beings [9].

In the beginning, some researchers only used the classifiers to deal with the original dataset. Atallah et al. [10]
directly adopted the majority voting method to produce a more powerful classifier. This ensemble method consists of four machine learning methods, including Stochastic Gradient Descent (SGD), K-Nearest Neighbor, Random Forest, and Logistic Regression. The highest prediction accuracy is 88% among the four algorithms. By using the voting technique, the ensemble method achieves 90% accuracy. These kinds of methods ignore the feature’s difference and make no full use of the dataset.

Reducing dataset’s dimensionality, which means eliminating redundant or irrelevant features [11] that will significantly degrade the performance of machine learning methods or increase computation costs, is a necessary step in current research area. Dimensionality reduction has two main branches, feature extraction, and feature selection. PCA and LDA are the typical feature extraction methods [12]. Karayilan et al. [13] put up a neural network method with PCA to recognize heart disease. Kolukisa et al. [14] also proposed an ensemble algorithm based on the LDA feature selection. Shafizadeh-Moghadam and Hossein [15] put up a method for selecting effective components in PCA and as the input of Random Forest on spectroscopic data. They found that the most relevant principal components to the target variable were not the first few. However, these methods will lose the interpretation from the original dataset.

Feature selection picks up a subset of features obeying a certain algorithm from the original dataset. These methods reserve all feature information and make prediction results more interpretable. Further, it’s also a powerful tool to prevent overfitting [16] caused by the increment of feature dimensionality space. Generally, there exist three categories of feature selection, filter methods, wrapper methods, and embedded methods [17]. Filter methods use some criteria to evaluate their rank or importance. It’s computationally efficient and can obtain a pretty good result in a short time; Enriko et al. [18] applied the Chi-Squared to select key features and give the 6 top variables a more important weight which equals 2, the other features’ weight is 1. Lutu et al. [19] put up a new definition to evaluate the correlation between features, they classified the correlation into three categories, high, medium, and low. Then, using the heuristic algorithm to search for the optimal combination. Results show that the feature selection method provides a high level of predictive classification performance. You et al. [20] reduced the high-dimensional multi-category data by the PLS-based local recursive feature elimination. They considered that the single-feature measure methods to evaluate the importance of feature is based on the assumption of independence among features features’ correlation will influence the prediction. But, these methods ignore the interaction within features.

Wrapper methods incorporate a classifier into a pre-determined objective function that evaluates the appropriateness of the predictor subsets through an exhaustive search. The optimization of feature combinations is an NP-hard problem. To obtain the optimal feature combination, all $2^N - 1$ combinations should be tested by classifiers, assuming the feature number is $N$, and the time complexity will increase exponentially [21]. Amini et al. [22] used a two-layer feature selection method to resolve the regression problem. This method consists of a genetic algorithm and elastic net. The genetic algorithm, one of the heuristic methods is the first layer to select a local optimization feature subset, the elastic net as the second layer eliminates the redundant features by using the penalty factors. Based on current computation ability, it’s unrealistic to search for the optimal feature combination [23].

Since the emergence of Shannon information entropy [24], filter methods based on this theory play an important role in AI, such as the famous decision tree algorithm. Mutual information maximization (MIM) method is first put up for reducing class labels’ uncertainty. However, this method merely considers a feature’s relevancy and ignores its redundancy, which makes the redundancy exist in the selected features. To promote mutual information’s effect, Peng et al. [25] introduce the conception of feature redundancy into mutual information, which greatly improves its applicability. In heart disease datasets, value missing is a common phenomenon and has a profound negative influence on feature selection methods. The mRMR method will ignore specific feature values and resist this negative influence brought by missing values. Yan et al. [26] employed the mRMR method for selecting the candidate feature for the fault diagnosis of rotating machinery. Özyurt and Faith [27] diagnosed the white blood cell test by the fused CNN model with mRMR feature selection. Eroglu et al. [28] proposed the mRMR-based hybrid CNN model for the classification of Alzheimer’s disease. Narender and Dharmender [29] used the mRMR as the feature filter in heart disease diagnosis on ECG dataset. Various applications of mutual information methods indicate mRMR has a strong generalization and its ability is extensively verified.

B. OUR CONTRIBUTIONS

Current works still have these drawbacks: they mainly apply some algorithms and feature selection methods to the 13 features dataset. We think that there is not necessary to employ the feature selection method on such a few number features. The algorithm’s performance is limited by the dataset, and the dataset with 74 features should contain more supportive information. The interaction within features must be considered, the mutual information method is a good choice. Besides, the incremental feature combination method’s effectiveness should be verified. In this research, we emphasized the importance of 74 features dataset and removed the performance limitation from the dataset. The mRMR method is selected as the feature selection method, it’s one of the filter methods and has high efficiency, well considering the interaction within features. What’s more, we verified the effectiveness of the incremental feature combination method and conducted comprehensive experiments.
Along with the popular works, to receive better prediction results and reduce the classifier characteristic’s influence, six most used classifiers such as Artificial Neural Network (ANN), Support Vector Machine (SVM), Random Forest (RF), Linear Regression (LR), Gaussian Bayesian (GB), and K-nearest neighbors (KNN) are applied in research.

The rest of this paper is organized as follows. Section II presents theories and algorithms of PCA, LDA, Kendall $\tau$ correlation, Random Forest algorithm, and mRMR. Besides, this part also introduces heart disease datasets and the flowchart of the whole experiment. Section III displays a comprehensive comparison of results, discussion, and conclusion. Finally, Section IV summaries all results in this work and puts up a further plan.

II. METHODS AND DATASETS

A. METHODS

Dimensionality reduction [30] is a technique to reduce feature scale. It not only reduces their dimensionality and accelerates the training process, but also discovers the latent information. Sometimes, this kind of method can promote some features’ importance [31], [32]. This part will represent the details of PCA, LDA, Kendall $\tau$ correlation, Random Forest, and mRMR methods.

1) PCA METHOD

PCA is a kind of method which explores the most significant factors and represents the original data. It uses matrix transformation to achieve the goal of dimensionality reduction, makes information loss as small as possible, and lets the values of variances become as large as possible. PCA has been used in many research areas, like image recognition, and text mining. Let $W$ represent the transformation matrix that transfers the original f-dimensional feature matrix $X$ into the f-dimensional feature matrix $Y$ where $f \leq t$. The new feature vector $y_i = W^T x_i$, $i = 1, \ldots, N$. The columns of $W$ are the eigenvalues $\lambda_i e_i$ obtained by solving the eigenstructure decomposition $\lambda_i e_i = Q e_i$, where $Q = XX^T$ is the covariance matrix and $\lambda_i$ is the eigenvalue associated with the eigenvector $e_i$.

2) LDA METHOD

LDA is a transformation that yields the largest differences inter-class and smallest differences intra-class. There are two measures: within-class scatter matrix $S_w$ and $S_b$ between-class scatter matrix.

$$\begin{align*}
S_w &= \sum_{j=1}^{c} N_j \sum_{i=1}^{N_j} (X_i^j - \mu_j)(X_i^j - \mu_j)^T \\
S_b &= \sum_{j=1}^{c} (\mu_j - \mu)(\mu_j - \mu)^T 
\end{align*}$$

where $\mu_j$ is the mean of all classes. To achieve the aim of the largest inter-class differences and the smallest intra-class differences, we can maximize the ratio $\dfrac{\det[S_b]}{\det[S_w]}$. If $S_w$ is a nonsingular matrix, this ratio is maximized when the column vector of the projection matrix, $W$, are the eigenvectors of $S_w^{-1}S_b$.

3) KENDALL CORRELATION

Kendall’s $\tau$ correlation is an index to make sure whether there is a correlation between two variables. It’s defined as the difference between the number of pairs of concordant and discordant values, normalized by the total number of pairs. Let $x = (x_1, \ldots, x_n)$ and $y = (y_1, \ldots, y_n)$ be two sequences to calculate. Define $A$ as the set of all pairs of indices:

$$A = \{(i, j) \in [1, \ldots, n] \times [1, \ldots, n] | i < j\}$$

and let $n_A = \frac{1}{2}n(n-1)$. $C \subseteq A$, with cardinal $n_C$; $D \subseteq A$, with cardinal $n_D$.

$$C = \{(i, j) \in A | (x_i < x_j \text{ and } y_i < y_j) \text{ or } (x_i > x_j \text{ and } y_i > y_j)\}$$

$$D = \{(i, j) \in A | (x_i < x_j \text{ and } y_i > y_j) \text{ or } (x_i > x_j \text{ and } y_i < y_j)\}$$

Kendall’s $\tau$ rank correlation is defined as:

$$\tau(X, Y) = \frac{n_C - n_D}{n_A}$$

The value of $\tau$ ranges from 1 when $n_C = n_A$, to -1, $n_D = n_A$.

Sometimes, for eliminating the influence of the pairs when $x_i = x_j$ or $y_i = y_j$, Kendall’s correlation will be change to define as:

$$\tau(X, Y) = \frac{n_C - n_D}{n_C + n_D}$$

Many factors linked with heart disease appear in one person and their values are high always means the person has a high potential risk of heart disease. Besides, in the dataset, label 0 represents health, and label 1 means illness, smartly, treating label values as the extent of the disease satisfies Kendall’s application condition. Due to Kendall’s correlation method just judges the connection strength between two variables, thus, it can handle the interference of the non-linear correlation. As we know, no researcher introduces Kendall correlation into heart disease prediction. The detailed algorithm of Kendall correlation feature selection is described in algorithm 15. We defined a Rule for eliminating some features directly, like missing too many values.

4) RANDOM FOREST

Breiman [33] invented the decision tree algorithm in the 1980s. In 2001, he assembled the decision trees into the Random Forest by randomly using the variables to generate many decision trees. The Random Forest algorithm is as follows:

1) Randomly choosing many subsets from the training set $S$, get a series of subsets $S_1, \ldots, S_n$. 

2) Using the subsets to train the decision trees. In the training process, the split rule for each node is randomly
Algorithm 1: Kendall τ

Input: The heart disease dataset \( D \), selected feature number \( n \);
Output: The heart disease dataset \( D_p \) with the target feature;

1: load the original dataset \( D \);
2: extract label \( L \) from dataset \( D \), \( D_y = \emptyset \);
3: for each feature \( f \) in \( D \) do
4: \( D_y \leftarrow D_y \cup f \);
5: end if
6: end for
7: for each feature \( f \) in \( D_y \) do
8: calculate \( \tau_f \) Kendall(f, \( L \));
9: add \( (h_f, \tau_f) \) into dict \( d \);
10: end for
11: sort \( d \) by \( \tau_f \) in descending order;
12: for each \( i \) in \([0, n] \) do
13: \( D_p \leftarrow D_p \cup D_t[d(h_f)] \);
14: end for
15: return \( D_p \);

Selecting \( k \) features from all features, then selecting the optimal split node from these \( k \) features to divide the sub-trees. Repeatedly generating the decision tree.

3) Summarizing the results from each decision tree’s prediction, selecting the final results in the summarized results.

Our feature selection via Random Forest is displayed in algorithm 2. To accelerate the processing speed and dismiss the complexity of building the decision trees in a Random Forest, we categorize the feature which owns more than 20 values into 11 integers, \( var \in [0, 10] \).

5) mRMR

The mRMR considers both feature relevancy with class label and feature redundancy among the selected features. Its formula is as follows:

\[
J(x_k) = I(x_k; y) - \frac{1}{|S|} \sum_{x_j \in S} I(x_j; x_k)
\]

(1)

where \( J(x_k) \) is the evaluation index, \( x_k \) is the candidate feature and \( S \) is the subset of the selected features. The first selected feature is chosen by MIM method. After, we will move one feature with the largest \( J(x_k) \) into the subset of selected features in each update.

Six popular classifiers are used to predict heart disease because there is a performance gap due to classifiers’ characteristics. They are Random Forest (RF), Logistic Regression (LR), Neural Network (ANN), Gaussian Bayes (GB), K-Nearest Neighbors (KNN), and Support Vector Machine (SVM).

- Each dimensionality reduction method will be combined with six classifiers on three heart disease datasets.
- The number of the selected feature is from 5 to 30.
- Training the model with 10-fold cross-validation.

The flowchart of this research is shown in Fig.1. There are two versions of the datasets. After pre-processing, the features will be selected by PCA, Kendall, Random Forest, and mRMR methods, then, the subset of features is sent as the input of classifiers. During the prediction, we adopt the incremental feature combination for pursuing optimal results. The mRMR implements a paired two-tailed t-test with other methods, P-Value is set as 5%. ‘+’, ‘−’ and ‘≈’ indicate that mRMR performs ‘better than’, ‘worse than’, and ‘equal to’ the corresponding method.

B. DATASETS

The UCI Machine Learning Repository is a collection of databases, domain theories, and data generators that are used by many machine learning communities for empirical analysis [34]. It provides more than 500 datasets concerning various domains. The heart disease dataset in this research

Algorithm 2: Random Forest

Input: The heart disease dataset \( D \), selected feature number \( n \);
Output: The heart disease dataset \( D_p \) with the target feature;

1: load the original dataset \( D \);
2: extract label \( L \) from dataset \( D \), \( D_y = \emptyset \);
3: for \( i = 1 \) to \( 2 \) do
4: if \( f \neq Rule \) then
5: \( D_y \leftarrow D_y \cup f \);
6: end if
7: end for
8: for each feature \( f \) in \( D_y \) do
9: \( D_y \leftarrow D_y \cup D_t[d(h_f)] \);
10: end for
11: return \( D_p \);

Algorithm 3: mRMR

Input: The training dataset \( D \) with original feature set \( F = \{f_1, f_2, \ldots, f_n\} \);
Output: The selected subset feature \( S_T \);

1: \( S_T \leftarrow \emptyset; \)
2: for \( f_i \) in \( F \) do
3: \( M_{f_i} = I(f_i; y) \);
4: \( f \leftarrow \max(M_f) \);
5: \( S_T \cup f \);
6: end for
7: for \( i \) to \( 2 \) to \( T \) do
8: for each \( f_i \) in \( F \) do
9: \( J(f_i) = M_{f_i} - \frac{1}{|S|} \sum_{f_j \in S} I(f_j; f_i) \);
10: end for
11: select \( f_i \) from \( J(f_i) \) with the largest value;
12: \( S_T = S_T \cup f_i \);
13: \( F = F - f_i \);
14: end for
15: return \( S_T \)
is from the UCI Repository. It’s from four medical agencies, the Hungarian Institute of Cardiology, Zurich University Hospital, Basel University Hospital, and V.A Medical Center.

The heart disease dataset contains 74 features with a detailed description, but the medics only recommended 13 features within them. Thus, there are two versions of datasets in heart disease diagnosis, the unprocessed version (74 features) and the processed version (13 features).

Table 1 displays its detailed description. Particularly, we find that most of the related heart disease factors have a characteristic in their values, smaller factor’s value often demonstrates the patient is prone to be healthy. On the contrary, it is not.

Table 2 shows Cleveland, Hungarian, and Long-Beach-Va’s distributions. They have 283, 294, and 123 samples respectively after eliminating useless or missing values. The absence denotes (health), and the presence denotes (illness). Two of them are imbalanced.

III. RESULTS AND ANALYSIS

A. RESULTS ON THE ORIGINAL DATASET

The results with the original dataset are the benchmark in this research. In Table 3, we compare the results of processed dataset (13 features) and original dataset (74 features) without dimensionality reduction. The characteristics of both classifiers and datasets have a certain influence on the prediction results.

Generally, the original dataset’s results have a better performance, confirming our assumption that the dataset with more original features should outperform the processed dataset. Within these classifiers, ANN and KNN perform worst, nearly losing the prediction function in their respective AUC. It indirectly indicates some classifiers have a strong ability to eliminate irrelevant features, and pre-processing is necessary when applying ANN and KNN. Another notable point is that dataset type has a certain influence on the prediction effect, it seems that Cleveland and Hungarian are better than Long-Beach-Va. We reckon that there exist plenty of missing values in the Long-Beach-Va, these missing values may play a vital role in diagnosing heart disease.

B. THE INFLUENCE OF IMPORTANT FEATURES

In Fig. 2, we test the incremental feature combination method’s performance based on the Kendell 𝜏 and Random Forest methods on three datasets. In this experiment, 30 selected features are accumulated in order, at least number of the initial features is five, the more important features are added later, so the first feature we add is 25th important, then 24th important, and so on. By observing the results, with the increment of feature number, the accuracy of Cleveland and Hungarian grows fast. There is no obvious growth of accuracy on the Long-Beach-Va dataset until the feature number is above 25. Especially, when the feature number is below 15, the accuracy growth is small and stable. It indicates that unimportant features have little influence on the prediction and most of the accuracy promotion is brought by the important features. When the feature number approaches 30 on Cleveland and Long-Beach-Va datasets, each feature addition will bring the obvious accuracy promotion. While this phenomenon nearly disappears from the Hungarian dataset. By analyzing the results, we can conclude that the incremental combination of important features is reasonable and effective for getting a comparatively optimal feature combination. By the way, in the incremental combination methods, the more important features are added firstly, and there are five initial features at the beginning.

C. RESULTS ON CLEVELAND

Fig. 3 represents four feature selection methods’ results on Cleveland dataset. We can see that results of RF, Kendall, and mRMR are similar. By reaching the highest accuracy, RF and Kendall’s results have a ladder growth, which denotes the addition of some features is useless and there exists some redundancy in features; While mRMR’s accuracy grows rapidly, which indicates it can accurately catch the key features. Thus, we can have a conclusion that mRMR method has the best performance because it not only owns the highest result but also the smallest feature number (8). PCA performs worst in the four feature selectors. As for the specific classifiers, KNN has the same tendency in four figures which grows in the beginning and then decreases with the increment of features. Except for KNN, nearly all methods maintain high accuracy.

D. RESULTS ON HUNGARIAN

In Fig. 4, it’s shown that all the classifiers’ results have no obvious growth except Random Forest. It denotes that most of the selected features are redundant and Random Forest has the advantage of mining the latent information compared with other classifiers. Besides, we can discover that nearly all the accuracies are low than the results on Cleveland, which validates previous experimental results, the phenomenon of KNN’s accuracy decline also disappears in the Hungarian dataset. For accuracy, mRMR should have the best performance, RF achieves the highest accuracy, more than 98%.
TABLE 1. Features of the processed datasets (Cleveland, Hungarian, and Long-Beach-Va).

| Serial Number | Original Number | Feature Name | Feature Description |
|---------------|-----------------|--------------|---------------------|
| 1             | 3               | age          | age in years        |
| 2             | 4               | sex          | sex (1 = male; 0 = female) |
| 3             | 9               | cp           | cp: chest pain type – Value 1: typical angina– Value 2: atypical angina– Value 3: non-anginal pain– Value 4: asymptomatic |
| 4             | 10              | thumbps     | resting blood pressure |
| 5             | 12              | chol         | serum cholesterol in mg/dl |
| 6             | 16              | fbs          | (fasting blood sugar >120 mg/dl) (1 = true; 0 = false) |
| 7             | 19              | restecg     | resting electrocardiographic results |
| 8             | 32              | thalach     | maximum heart rate achieved |
| 9             | 38              | exang       | exercise induced angina (1 = yes; 0 = no) |
| 10            | 40              | oldpeak     | ST depression induced by exercise relative to rest |
| 11            | 41              | slope       | the slope of the peak exercise ST segment |
| 12            | 44              | ca          | height at rest |
| 13            | 51              | thal        | 3 = normal; 6 = fixed defect; 7 = reversible defect |
| 14            | 58              | num         | diagnosis of heart disease (angiographic disease status) |

TABLE 2. The processed and original datasets distribution.

| Dataset             | Total instances | Presence | Absence |
|---------------------|-----------------|----------|---------|
| Cleveland           | 283             | 157 (55%)| 126 (45%)|
| Hungarian           | 294             | 188 (64.9%)| 106 (35.1%)|
| Long-Beach-Va       | 123             | 93 (75.6%)| 30 (24.4%)|

TABLE 3. The results of two versions datasets, results of original datasets are in parentheses.

| Dataset             | Method | Accuracy(%) | Precision(%) | Recall(%) | F1(%) | AUC(%) |
|---------------------|--------|-------------|--------------|----------|-------|--------|
| Cleveland           | RF     | 81.5 (94.6) | 81.2 (97.2)  | 75.7 (90.2) | 78.0 (93.5) | 81.0 (94.1) |
|                     | LR     | 83.2 (92.6) | 86.6 (97.4)  | 77.2 (85.5) | 81.4 (90.9) | 83.0 (91.9) |
|                     | ANN    | 61.4 (57.1) | 58.2 (46.8)  | 68.1 (62.0) | 59.4 (49.6) | 62.4 (58.2) |
|                     | GB     | 83.7 (98.8) | 84.8 (97.8)  | 79.1 (99.4) | 81.6 (98.6) | 83.4 (98.8) |
|                     | KNN    | 63.8 (63.1) | 59.4 (60.9)  | 57.9 (49.9) | 58.4 (54.5) | 63.2 (61.9) |
|                     | SVM    | 85.0 (89.5) | 85.5 (91.0)  | 82.0 (84.0) | 83.6 (87.2) | 84.8 (88.9) |
| Hungarian           | RF     | 80.9 (92.6) | 75.9 (91.5)  | 69.6 (88.2) | 72.2 (89.7) | 75.5 (91.7) |
|                     | LR     | 83.0 (91.0) | 78.4 (88.6)  | 69.6 (86.2) | 73.4 (87.1) | 79.8 (90.0) |
|                     | ANN    | 63.4 (63.3) | 11.3 (3.5)   | 15.6 (0.8)  | 13.1 (1.3)  | 52.8 (49.9) |
|                     | GB     | 82.6 (84.8) | 76.4 (76.5)  | 79.5 (84.8) | 77.7 (79.8) | 82.1 (84.7) |
|                     | KNN    | 64.0 (68.4) | 52.5 (58.4)  | 58.8 (39.6) | 44.1 (45.6) | 58.8 (61.0) |
|                     | SVM    | 80.9 (89.6) | 73.7 (85.3)  | 72.7 (86.1) | 72.7 (85.5) | 79.0 (88.8) |
| Long-Beach-Va       | RF     | 76.2 (87.3) | 79.7 (87.9)  | 91.8 (97.1) | 85.2 (92.1) | 60.8 (77.0) |
|                     | LR     | 74.0 (82.5) | 75.7 (88.3)  | 95.8 (88.7) | 84.4 (88.4) | 54.0 (76.2) |
|                     | ANN    | 71.4 (68.5) | 73.4 (77.1)  | 95.5 (82.8) | 82.8 (79.6) | 51.6 (54.8) |
|                     | GB     | 68.8 (92.6) | 82.1 (92.6)  | 75.4 (97.6) | 78.1 (95.0) | 63.4 (88.5) |
|                     | KNN    | 73.2 (73.0) | 76.7 (76.1)  | 92.7 (93.4) | 83.7 (83.7) | 55.4 (53.0) |
|                     | SVM    | 64.5 (74.9) | 84.6 (87.0)  | 63.6 (77.8) | 72.0 (82.0) | 65.7 (72.4) |

E. RESULTS ON LONG-BEACH-VA

In Fig. 5, PCA performs worst among the four feature selection methods and there is no apparent increment in accuracy. Different from the results in Hungarian, the GB classifier owns the best results in RF, Kendall, and mRMR. ANN, KNN, and RF have an apparent decline in accuracies. Besides, within these three selectors, the accuracies have a large fluctuation which means there exists strong interaction in the selected features. Generally, all the three selectors perform well on Long-Beach-Va, and mRMR performs better than other methods, its GB has the best accuracy, 99%.

F. SELECTED FEATURES

Features selected by Kendall, Random Forest, and mRMR algorithms on these three datasets are presented in Table 4.

We sort the features by their importance, the smaller serial number is more important in the above methods. To display the feature difference between the above algorithms and medical view, we highlight the processed features with bold in Kendall, Random Forest, and mRMR. The first 13 features provided by selectors are quite different from the medical view. For example, 3 (age), 4 (sex), 10 (resting blood pressure), and 12 (serum cholesterol in mg/dl) usually are behind 13. Therefore, we think that they may not play a vital role in the medical view. In contrast, 60 (ladprox), 61 (laddist), 63 (cxmain), and 67 (rcaprox) often appear in the first 13 columns in Kendall and Random Forest. According to the description of the dataset, these four features are recorded, but without explaining their meanings. They should contain some latent information that helps diagnose the disease.
FIGURE 2. Accuracy under the incremental heavy importance feature.

What’s more, in these first 13 features, mRMR contains the least number of features in the medical view, it’s also different from the Kendall and Random Forest methods.

G. COMPARISON

In Table 5, we assemble all results to have a direct comparison in datasets and feature selectors. Contrasting the results between LDA and 74 features without a selector, we found that LDA is no capacity in advancing prediction accuracy, it appears to be that LDA is not appropriate for the binary classification problem. PCA, Kendall, Random Forest, and mRMR can hugely reduce the number of selected features, and mRMR method should be the best one. Plus, the best methods of these feature selectors are the same on the three datasets. Concerning the best accuracies, different methods show their best performances on datasets. Compared with PCA’s results, the best classifier on Cleveland is ANN, accuracy increases 1.4%, feature number decreases 11; Hungarian is the Random Forest, the accuracy increases 4.9%, feature number increases 1; Long-Beach-Va is GB, the accuracy increases 11.7%, feature number decreases 17. We can also observe that the optimal feature number usually is below 17 after feature selection. What’s more, when we compare the results in the tables above together, nearly the first ten features can achieve more than 90% of the best performance value. With the same amount of features, the accuracy of mRMR is higher than other methods with the same classifier, which demonstrates that it can select features more accurately.
FIGURE 3. Results on Cleveland.

(a) Cleveland-PCA

(b) Cleveland-RF

(c) Cleveland-Kendall

(d) Cleveland-mRMR

FIGURE 4. Results on Hungarian.

(a) Hungarian-PCA

(b) Hungarian-RF

(c) Hungarian-Kendall

(d) Hungarian-mRMR
In Table 6, we compare our work with other researchers’ on the Cleveland datasets. Most of the researchers are prone to apply the dataset with 13 features. After the comparison, the mRMR not only has the best accuracy in these methods but also owns the least feature amount. Furthermore, the mRMR makes nearly all the classifiers achieve the highest accuracy.

**H. COMPLEXITY**

Assume the number of the instances and features are $n$ and $m$, respectively, and the selected feature number is $k$. The time complexity of PCA and LDA is $O(kn^2)$, Random Forest is $O(mn \log(n))$, SVM is $O(n^3)$, mRMR is $O(kmn)$, Kendall is $O(mn^2)$, KNN is $O(n)$, GB is $O(mn)$, and LR is $O(n^2)$. Relatively speaking, the number of total features $m$ and the selected features $k$ is small compared with instances, therefore, we pay main attention to the instance’s influence. For a clear view, we present several time complexity curves with the increment of instance in Fig. 6. It displays that the time complexity with the instances.
fourth line context: "These features may contain information that helps doctors diagnose disease. In the future, we plan to collect more large-scale datasets on heart disease and verify mRMR method on them.
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