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Abstract—In integrated energy systems (IESs), traditional fixed time-interval dispatching scheme is unable to adapt to the need of dynamic properties of the transient network, demand response characteristics, dispatching time scales in energy sub-systems and renewable power uncertainties. This scheme may easily result in uneconomic source-grid-load-storage operations in IES. In this paper, we propose a dispatching method for IES based on dynamic time-interval of model predictive control (MPC). We firstly build models for energy sub-systems and multi-energy loads in the power-gas-heat IES. Then, we develop an innovative optimization method leveraging trajectory deviation control, energy control, and cost control frameworks in MPC to handle the requirements and constraints over the time-interval of dispatching. Finally, a dynamic programming algorithm is introduced to efficiently solve the proposed method. Experiments and simulation results prove the effectiveness of the method.

Index Terms—Dispatching scheme, dynamic time-interval, integrated energy system, model predictive control.

NOMENCLATURE

| Symbol | Description |
|--------|-------------|
| \( \beta_{\text{com}} \) | The coefficient of compressor |
| \( \eta_{\text{CHP}} \) | The efficiency of combined heat and power (CHP) |
| \( \eta_{\text{HE}} \) | The efficiency of heat exchanger (HE) |
| \( \eta_{\text{T}} \) | The efficiency of power transformer (T) |
| \( \eta_{\text{HR}} \) | The efficiency of heat recovery (HR) |
| \( \eta_{\text{AC}} \) | The efficiency of absorption refrigeration (AC) |
| \( \eta_{\text{P2G}} \) | The efficiency of P2G |
| \( \eta_{\text{EC}} \) | The efficiency of electric refrigeration (EC) |
| \( \xi \) | The decision index of dynamic time-interval |
| \( \xi_i \) | The correction index of reference trajectory |
| \( \phi_{\text{CHP}} \) | The thermoelectric of CHP |
| \( \lambda_{e,1}, \lambda_{e,2}, \lambda_{e,3} \) | The input power distribution ratios |
| \( \lambda_{g,1}, \lambda_{g,2} \) | The input natural gas distribution ratios |
| \( \omega_{e,i} \) | Index of the node connected to node \( m \) |
| \( \omega_{g,i} \) | The real time intraday reference track |
| \( \omega_{c,i} \) | The real time actual track |
| \( \rho \) | The hot water density |
| \( \rho^e \) | The incremental adjustment cost of the \( u^\text{th} \) generator |
| \( \rho^g \) | The incremental adjustment cost of the \( v^\text{th} \) gas source |
| \( \theta_{mn} \) | The voltage phase angle difference between nodes \( m \) and \( n \) |
| \( \Delta p(k) \) | The control incremental |
| \( \Delta p(k) \) | The control increment matrix |
| \( A \) | A unit matrix of 1 row and \( T \) column |
| \( C \) | The specific heat capacity of hot water |
| \( C \) | The cost coefficient matrix |
| \( c_i \) | The \( i^\text{th} \) resource cost control factor |
| \( C_{mn} \) | The constant related to the efficiency, temperature, length, inner diameter, and compression factor of the pipe \( mn \) |
| \( C(k) \) | The cost of supplying equipment to the load |
| \( C(k) \) | The cost matrix for supplying equipment to the load |
| \( C_e \) | The power generation cost of the \( u^\text{th} \) generator |
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$C_v^g$ The natural gas price of the $v^{th}$ gas source
$C_d$ The load control cost of the $d^{th}$ energy
$E_{n,t}$ The active output of the $u^{th}$ generator at time $t$
$E_{n,t}^{\text{max}}, E_{n,t}^{\text{min}}$ The upper and lower limits of the active output of the $u^{th}$ generator
$f$ The water flow in heating pipes
$f^{GS}_{n,t}, f^{GS_{n,t}}_{out}$ The gas flows extracted and injected by gas energy storage at node $m$ at time $t$
$G_{n,t}$ The actual gas production of the $v^{th}$ gas source at time $t$
$G_{mn}, B_{mn}$ The conductance and susceptance between nodes $m, n$
$G_{ij}$ The gas production rate of the $v^{th}$ gas source at time $t$
$h^{i}_{m,n,t}$ The consumption of heat in node $m$ at time $t$
$i$ The index of the predicted time domain
$j$ The index of the control time domain
$k$ The control time step
$L_{mn,t}, L_{i}$ The pipe storage in pipe $mn$ and all pipe at time $t$
$L_e$ The load consumption of electricity
$L_g$ The load consumption of gas
$L_h$ The load consumption of heat
$L_c$ The load consumption of cooling
$l$ The index of demand side and system side resource
$m, n, o$ The indexes of the bus of one line in system
$M$ The number of the control time domain
$M_{mn}$ The constant related to the length, radius, temperature, gas density, compression factor of the pipe $mn$
$N$ The number of the predicted time domain
$P$ The decision time period and the predicted time domain control amount matrix at time $t$
$P_{n,t}$ The amount of regulation of the $i^{th}$ demand side and system side resource in the predicted time domain $T$ at time $t$
$P_{E_{n,t}}$ The load active power of node $m$ at time $t$
$P_{SL_{n,t}}^{(k)}$ The actual value of the minute load of the $s^{th}$ energy load at time $t$
$P_{E}, P_{G}$ The consumption of electricity, the consumption of gas
$P_{mn,t}$ The active power of the line between nodes $m$ and $n$ at time $t$
$P_{m,t}^{w}, P_{m,t}^{CHP}, P_{m,t}^{PES}, P_{m,t}^{ES_{in}}, P_{m,t}^{ES_{out}}$ The active power of wind turbine, CHP, energy storage discharge, energy storage charging and P2G consumption of node $m$ at time $t$
$P_{mn,t}^{\text{max}}, P_{mn,t}^{\text{min}}$ The upper and lower limits of pressure at node $m$ and $n$
$P_{n,m}, P_{o,t}$ The pressure values of the first and last nodes $m$ and $n$ at time $t$
$P_{mn,t}^{\text{max}}$ The active power transmission upper and lower limits of the line between nodes $m$ and $n$ at time $t$
$q^{\text{max}}_{m,n,t}$ The indication of the active output of the $u^{th}$ generator
$p^{\text{max}}_{m}, p^{\text{min}}_{m}$ The upper and lower limits of the natural gas supply flow rate of the gas well at node $m$
$q^{max}_{m,t}, q^{min}_{m,t}$ The upper and lower limits of the natural gas flow rate at the node $m$
$q^{G,L}_{m,t}$ The gas load on node $m$ at time $t$
$q^{G,L}_{m,n,t}, q^{G,CHP}_{m,t}$ The upper and lower limits of the reactive power output of the $u^{th}$ generator
$q^{E}_{m,n,t}$ The load reactive power of node $m$ at time $t$
$q^{E}_{m,n,t}$ The reactive power of the line between nodes $m$ and $n$ at time $t$
$q^{E}_{m,n,t}$ The rective power of the $u^{th}$ generator at time $t$
$q^{\text{avg}}_{m,n,t}$ The average flow rate flowing through the pipe $mn$ at time $t$
$q^{\text{in}}_{m,n,t}$ The flow rate into and out of the natural gas pipeline $mn$ at time $t$
$q^{\text{in}}_{m,n,t}$ The gas supply flow rate at the node $m$ at time $t$
$q^{\text{avg}}_{m,n,t}$ The thermal resistance per unit length of heating pipe
$q^{\text{avg}}_{m,n,t}$ The maximum active power rise and decrease of the $u^{th}$ generator
$q^{\text{avg}}_{m,n,t}$ The index of the energy type
$q^{\text{avg}}_{m,n,t}$ The global cost of the decision period
$q^{\text{avg}}_{m,n,t}$ The global cost of reference trajectory
$q^{\text{avg}}_{m,n,t}$ The indexes of pipes connected to node $m$ and starting and ending from node $m$
$q^{\text{avg}}_{m,n,t}$ The indexes of the time interval
$q^{\text{avg}}_{m,n,t}$ The hot water outlet temperature in the pipe $o$ in time $t$
$q^{\text{avg}}_{m,n,t}$ The hot water inlet temperature in the pipe $o$ in time $t$
The head temperature, $x$ temperature and outside temperature of the heating pipe

The supply and return temperatures of water in node $m$ at time $t$

The upper limits of water supply and return temperature

The lower limits of water supply and return temperature

The index of the generator

The number of the generator

The output prediction link including the active output and gas production of the equipment

The predictable output matrix

The index of the natural gas source

The number of the natural gas source

The upper and lower limits of the allowable voltage value of the node $m$

The node voltage of node $m$ at time $t$

The reference track for real-time dispatching including the active output and gas production of the equipment

The reference track matrix

The distance from the top end of the heating pipe

The day-ahead economic dispatching cost

I. INTRODUCTION

With the massive integration of renewable energy, integrated energy systems (IESs) become important to achieve efficient use of energy [1]. The optimal dispatching of IESs is the key technology to achieve coordinated and complementary utilization of various types of energy such as power, heat, and natural gas [2]. In the optimal dispatching, the efficiency of the dispatching scheme largely depends on the accuracy of load and renewable forecasting within the dispatching period. Usually, the forecasting accuracy decreases with the increase of dispatching time scale. The impact of the forecasting errors on the optimal dispatching can be mitigated by decomposing the dispatching period into multiple time scales [3]. Therefore, it is necessary to study the multi-section coordinated optimal dispatching of IES with multiple time scales. However, electric power distribution system, natural gas networks, and thermal networks have different response rates to the dispatching signals [4]. The power system has the smallest inertia and fastest response rate. The response rate of natural gas distribution system is slower due to the gas transportation speed and pipeline linepack. The response rate of district heating/cooling system is the slowest. Therefore, the sub-systems in IES have significant difference in dynamic response characteristics. In addition, the dispatchable resources in different sub-systems are different in the same time section. These factors pose challenges to the selection of the dispatching cycle of IES. If the dispatching period is too long, there could be a significant error between the dispatching plan and the real system operation conditions. If the dispatching period is too short, it will add the computation and control burden onto system operation. Therefore, for IES dispatching with multiple time scale, it is urgent to choose reasonable dispatching time and realize the efficient use of energy resources in IES through necessary and accurate time section dispatching. However, most of these optimal dispatching methods control a certain time section or multiple time scales, which still belongs to static optimization [3]. For the fast and slow dynamic characteristics of electric power distribution system, natural gas distribution systems and district heating system with different time scales, there are also related studies that can perform intraday/ultra-short-term rolling optimization dispatching on specific systems such as electricity-gas [3], electricity-heat [4]. However, it is still an open-loop optimal dispatching method. The accuracy of load prediction can be improved by dividing the time scale, but the impacts of actual system operation on the optimal control process [3] are rarely considered.

Existing works on IES optimal dispatching are developed based on the physical models of individual and coupled unit equipment [5], economic model [6] and steady-state flow model of power, natural gas, and thermal sub-systems [7]. To achieve optimal dispatching of integrated energy for IESs such as electricity-gas, electricity-heat [8], [9], an optimal dispatching strategy considering energy conversion equipment is proposed in [10] and [11]. To address the uncertainties of renewable energy such as wind power, robust optimization is applied in the optimal dispatching [12]. The day-ahead or intraday optimal dispatching plan is presented in [13] through mining the responses of the users to the information price. The partial load performance of CCHPs and the performance of ice-storage air-conditioners are modeled, and the cooling and electricity coordinated microgrid day-ahead scheduling and real-time dispatching models are established in [14]. In real-time scheduling, different time scale scheduling schemes are used for the scheduling of cooling and power to smooth out the fluctuation of renewable energy. Reference [15] presents the coordination of energy management of multi-energy systems composed of multiple energy agencies. The paper also proposes a distributed algorithm based on event triggering. The goal of energy agencies is achieved, collaborating to maximize daily social welfare and eliminate real-time load changes and fluctuations in renewable resources. Reference [16] proposes a new Energy Internet of energy management framework with multiple energy subjects. In order to solve the problems of power-heat-gas coupling, global constraint limits and nonlinear objective function faced by the optimal energy management of the Energy Internet, a novel distributed-consensus alternating direction method of multiplier algorithm is proposed. However, most of these methods are for a certain time or multi-time periods, which is static optimization [3]. To address dynamic characteristics of power systems, natural gas distribution systems, and district heating system at different time scales, intraday and ultra-short-term rolling optimizations are carried out based on economic dispatching for IESs [3], [17].

In view of the lack of robustness in open-loop optimal dis-
patching, the model predictive control (MPC) method is applied to optimal dispatching as a control method for system optimization. Different from the open-loop multi-time optimal dispatching method, MPC introduces the feedback and correction of state variables, which can correct the optimal dispatching deviation caused by forecasting errors. MPC can also obtain the optimal control signals of current and future time periods to minimize the differences between the future output and reference trajectory [18], [19], which is robust and immune to disturbances and errors.

MPC has been applied to frequency control in various grids such as home local area network (LAN) [20], microgrids [21], distribution networks [22], cogeneration microgrids [23], combined heat and power (CHP) systems [24]. It controls [25] and optimizes the dispatching in the field of power systems and IESs [26], which demonstrates good performance in stability control and system robustness [27]. However, a fixed time-interval base on a sequential rolling is used, and the trajectory deviation is applied as the performance index.

Considering that the fixed time-interval of dispatching is difficult to provide timely and accurately control when large errors occur in the system, we propose to establish the decision index of dynamic time-interval to solve the problem based on real system status. To address the uncertainties and forecasting errors in different time sections, we propose an MPC-based economic dispatching method for IESs at dynamic and hybrid optimization time scales to ensure global optimum based on the correction index of reference trajectory. The contributions of this paper are summarized as follows.

1) A decision index of dynamic time-interval is proposed to address large-scale forecasting errors and provide indicators for system operators whether the system needs to issue dispatching instructions.

2) A correction index of reference trajectory is proposed to address the deviations between the forecasting and actual system conditions to achieve the global optimal dispatching in the predicted time domain.

3) A dispatching method for IESs is proposed based on dynamic time-interval of MPC with trajectory deviation, control energy, and control cost as performance index, which will ensure sufficient adjustment margin for the performance index to meet the operation requirement in different scenarios.

The structure of this paper is as follows. Section II establishes a dispatching method for IES based on dynamic time-interval of MPC. Section III builds an IES model, including electric power distribution system, natural gas distribution systems and district heating system. In Section IV, the effectiveness of the proposed method is demonstrated by numerical examples. The effects of different performance index and different decision indexes of dynamic time-interval on the dispatching results are compared and analyzed. Section V summarizes the main findings of this paper.

II. DISPATCHING MODEL OF IES BASED ON DYNAMIC TIME-INTERVAL OF MPC

A. Dispatching Principle

Based on day-ahead dispatching, we propose a real-time rolling optimization dispatching method based on dynamic time-interval of MPC. The principle is shown in Fig. 1. The day-ahead dispatching aims to minimize the operation cost and develop the hourly operation plan on the next day. The rolling optimization dispatching is based on the previous dispatching plan as the reference track \( w(k+i) \), and the system actual operation output is used as the initial value for rolling optimization. According to the system state at time \( k \), the system state is predicted based on the prediction model at time \( k+1 \), and the system state and output at time \( k \) constitute the output prediction block \( \hat{u}_r(k+i) \). The output prediction block depends on the decision index of dynamic time-interval \( \xi \). It is necessary to issue an instruction to modify the dispatching plan. Through the correction index of reference trajectory \( \xi \), it is determined whether the reference trajectory needs to be corrected.

\[
\min Z = \sum_{i=1}^{T} \left[ \sum_{u \in U} C_u^i E_{u,i} + \sum_{r=1}^{H} C_r^i G_{r,i} \right]
\]  

(1)

B. Day-ahead Dispatching Method

For the day-ahead economic dispatching method, the objective function is as follows:

\[ \min Z = \sum_{i=1}^{T} \left( \sum_{u \in U} C_u^i E_{u,i} + \sum_{r=1}^{H} C_r^i G_{r,i} \right) \]

C. Dispatching Model of IES

MPC is mainly composed of three parts: model prediction, rolling optimization, and feedback correction. Taking the system state at the start of dispatching as the initial state, based on the prediction model, we can obtain the optimal control plan by solving the optimal control problem for the future finite time duration [22], [28].

In this paper, the rolling forecasting values of active output and gas production are taken as the input variables. Actual measured values of the power generators and gas sources at the initial time are the initial value. Active power output and gas production adjustment in the time domain are used as the control variables to perform the rolling optimization. The improvement of dynamic time-interval mainly includes the improvement of performance index, decision index of dynamic time-interval, and correction index of reference trajectory.

1) Performance Index

The reference trajectory \( w(k+i) \) and output prediction \( \hat{u}_r(k+i) \) obtained by the day-ahead dispatching method are optimized according to the performance index after scenario
Recognition. Performance metrics are the objective function of rolling optimization. The performance index considers the trajectory deviation, control energy, and control cost, as shown in (2), and the matrix form is presented in (3).

$$
\min F(k) = \sum_{i=1}^{N} (q_i \hat{u}_i(k+i) - w(k+i))^2 + \sum_{j=1}^{M} r_j \Delta P^j(k+j-1) = \sum_{j=1}^{M} C^j(k+j-1) (2)
$$

$$
F = (\dot{U}_p(k+1) - W(k+1))^T \mathbf{Q}(\dot{U}_p(k+1) - W(k+1)) + \Delta \mathbf{P}^T(k) \mathbf{R} \Delta \mathbf{P}(k) + C^T(k) \mathbf{SC}(k) \tag{3}
$$

The measured output and the reference trajectory include the active output and gas production of the device, and the difference between the real-time dispatching of the system and the current plan, which can be further expressed as:

$$
\dot{u}_p(k+i) - w(k+i) = \sum_{u \in U} |E_{u,i}^c(k+i) - E_{u,i}(k+i)| + \sum_{v \in V} |G_{v,i}^c(k+i) - G_{v,i}(k+i)| \tag{4}
$$

It is the deviation of the real-time dispatching of the total active output, gas production and future plans, which can be called as real-time deviation before the day.

As the incremental costs of the generator set and natural gas source are based on the planned day, the control incremental is expressed as:

$$
\Delta \mathbf{p}(k) = \sum_{u \in U} \rho_u \Delta \mathbf{p}_{u,i}(k) + \sum_{v \in V} \rho_v \Delta \mathbf{p}_{v,i}(k) \tag{5}
$$

In (6), $C(k)$ includes generation supply costs and demand response costs through load control, which is the real-time dispatching cost:

$$
C(k) = \sum_{u \in U} C_u^c(E_{u,i}(k) + \Delta \mathbf{p}_{u,i}(k)) + \sum_{v \in V} C_v^c(G_{v,i}(k) + \Delta \mathbf{p}_{v,i}(k)) + \sum_{s \in S} C_s^d(P_{s,i}^d(k) - P_{s,i}^{d5}(k)) \tag{6}
$$

The acquisition of the schedule tracking is performed to detect changes in the minute-level load and the predicted load. The load control quantity of the demand response is obtained according to the load change of the detection time scale and the load change of the dispatching time scale.

2) Decision Index of Dynamic Time-interval

Further, we establish $\xi$ based on the deviation rate of the total operation cost of IES in the time domain and the total operation cost under $\xi$ during the period to be determined. The global cost is given by:

$$
S_{c,i} = APC = \begin{bmatrix} 1 & 1 & \ldots & 1 \end{bmatrix} \begin{bmatrix} P_{11,i} & P_{21,i} & \cdots & P_{12,i} \\ P_{21,i} & P_{22,i} & \cdots & P_{22,i} \\ \vdots & \vdots & \ddots & \vdots \\ P_{11,i} & P_{21,i} & \cdots & P_{12,i} \end{bmatrix} c_1 \tag{7}
$$

$$
\xi_i = -\frac{S_{c,i} - S_{c,i}}{S_{c,i}} \tag{8}
$$

When the dispatching optimized trajectory of MPC and reference trajectory deviation impact heavily on the global operation cost, the decision of dynamic time-interval will be triggered; the control interval will be changed; the time-interval of control will be optimized; and the dispatching instruction will be executed in advance. When the impact is small, the MPC-based optimization will not be triggered and unnecessary execution of instructions is reduced.

3) Correction Index of Reference Trajectory

When the actual operation condition is deviated from the predicted scenario, the reference trajectory based on day-ahead plan is not suitable to serve as an index. Therefore, we establish a correction index reference trajectory by comparing $\omega_{c,i}$ with the reference trajectory. The day-ahead dispatching plan mainly determines the optimal on/off status of the generators through unit commitment. Therefore, if a large deviation occurs at the current time, the unit commitment should be adjusted. $\xi$ can be expressed as:

$$
\xi_i = \frac{[\omega_{c,i}^\prime - \omega_{c,i}]}{\omega_{c,i}^\prime} = \frac{\sum_{v \in V} |E_{v,i}^c - E_{v,i}|}{\sum_{v \in V} E_{v,i}} + \frac{\sum_{s \in S} |G_{s,i} - G_{s,i}|}{\sum_{s \in S} G_{s,i}} \tag{9}
$$

D. Dispatching Process for IES Based on Dynamic Time-interval of MPC

Dispatching process for IES based on dynamic time-interval of MPC is depicted in Fig. 2.
In the real-time rolling optimization, the control schedules are obtained by solving the optimal dispatching problem in the future time domain based on the initial state of the current system conditions and MPC method [28]. Then, we will determine if it is necessary to change the time-interval of dispatching based on the current state and the decision index of dynamic time-interval. The correction index of reference trajectory determines whether the reference trajectory needs to be corrected and performs a rolling optimization.

### III. CONSTRAINTS OF POWER-GAS-HEAT IES

#### A. Unit Constraint of Energy Conversion

The energy conversion devices in IES link the power system, natural gas distribution system, and district heating system together. In this paper, the energy conversion devices include CHP, power transformer (T), heat exchanger (HE), heat recovery (HR), power to gas (P2G), electric refrigeration (EC) and absorption refrigeration (AC). The energy balance equation of the energy conversion unit is expressed as:

\[
\begin{align*}
\sum_{n \in D_n} P_{m,n} &= \sum_{n \in D_n} E_{n,m} + P_{CHP,m,n} + P_{ES,m,n} - P_{m,n} - P_{P2G,m,n} - P_{EL,m,n} \\
\sum_{n \in D_n} Q_{m,n} &= \sum_{n \in D_n} Q_{m,n} - Q_{EL,m,n} \\
\sum_{n \in D_n} P_{m,n} - V_{m} \sin \theta_{mn} &= V_{m} \cos \theta_{mn} + B_{mn} \sin \theta_{mn} = 0 \\
\sum_{n \in D_n} Q_{m,n} - V_{m} \cos \theta_{mn} &= V_{m} \sin \theta_{mn} - B_{mn} \cos \theta_{mn} = 0 \\
-P_{m,n} \leq P_{m,n} \leq P_{m,n}^{max} \\
E_{m,n}^{min} \leq E_{m,n} \leq E_{m,n}^{max} \\
Q_{m,n}^{min} \leq Q_{m,n} \leq Q_{m,n}^{max} \\
E_{m,n} - E_{m,n-1} \leq RU_{m,n} \\
E_{m,n-1} - E_{m,n} \leq RD_{m,n}
\end{align*}
\]

#### B. Constraints of Electric Power Distribution System

The power system model mainly includes three-phase power flow constraints, power balance constraints, generator set output constraints, node voltage constraints, line power constraints, and generator set climbing constraints. The details of the model can be found in [29], [30].

\[
\begin{align*}
0 &= Q_{m,n}^{N} + \sum_{n \in D_n} Q_{m,n} + Q_{P2G,m,n} + F_{m,n}^{G,out} - F_{m,n}^{G,in} + Q_{m,n}^{CHP} \\
P_{m,n} - \beta \cdot P_{m,n} &\leq P_{m,n}^{max} \\
L_{m,n} &= M_{m,n} \cdot P_{m,n} \\
\frac{1}{2} (P_{m,n} + P_{m,n}) &\leq L_{m,n} = L_{m,n-1} + Q_{m,n}^{out} - Q_{m,n}^{out} \\
p_{m,n}^{min} \leq p_{m,n} \leq p_{m,n}^{max}
\end{align*}
\]

#### D. Constraints of District Heating System

Steam and hot water are commonly used as heat transfer media in district heating system. The heat network is regarded as a fluid network where node flow balance, node power fusion, load take-up characteristics, supply and return water temperature constraints, and pipe section heat transfer characteristics are considered. The details of the model can be found in [31], [32].

\[
\begin{align*}
\sum_{n \in S_{3node,n}} Q_{n}^{h} &= \sum_{n \in S_{3node,n}} Q_{n}^{e} \\
T_{h}^{min} \leq T_{h} \leq T_{h}^{max} \\
T_{e}^{min} \leq T_{e} \leq T_{e}^{max} \\
T_{h}^{min} \leq T_{h} \leq T_{h}^{max}
\end{align*}
\]

### IV. SIMULATION RESULTS AND ANALYSIS

#### A. Basic Data

This paper performs simulation and optimization analysis based on MATLAB and GAMS platform in the win10 operating system, i7CPU, 2.20 GHz processor environment. The structure of IES discussed in the example is shown in Fig. 3. IES is composed of the following three parts: modified IEEE 14-node electric power distribution system, IEEE 11-node natural gas distribution system [33], and modified district heating system based on [17]. The energy flow is interacted through the energy coupling unit, which is located at the coupling node formed by the 4-node electric power distribution system; the 7-node natural gas distribution system; and the 8-node district heating system. The natural gas flow is converted to the power by the heat value. The power generation cost and natural gas price can be found in [34]. The fixed time-interval for real-time dispatching optimization takes 5 min and 1 min, respectively. The parameters of the devices can be found in [35]. Relevant operation constraints are as follows:

1. In electric power distribution system, the nodal voltage is kept between 0.95-1.05 p.u.
2. In natural gas distribution system, the minimum pressure is 22.5 mbar, and the upper limit of pipeline 12-14 flow is 150 m³/h.
3. In district heating system, the maximum mass flow allowed in the pipeline is 1.6 kg/s, the upper and lower limits of the water supply temperature are 70 °C and 69 °C, and the upper and lower limits of return water temperature are 30 °C and 29 °C, respectively. In consideration of thermal inertia, a deviation of ±1 °C is allowed for the supply temperature.
B. Effectiveness Analysis

1) Case 1: Analysis of Configuration Results

S1: IES dispatching based on dynamic time-interval of MPC. In the case, the set of prediction time domain is 1440 min and the control time domain is at least 1 min. Due to the setting of decision index of dynamic time-interval, the control interval is not fixed. According to the dispatching principle of IESs based on dynamic time-interval of MPC given in Section II-A, the real-time dispatching instruction and dispatching sequence at $t_{k+1}$ will be given at time $t_k$, and the subsequent dispatching plan at $t_{k+1}$ will continue to be calculated. A total of 787620 iterations are eventually spent to complete the one-day dispatching and give the dispatching curve. Based on the electricity, gas, heat, and cold load data of a certain place in Germany [36], the day-ahead dispatching plan and real-time dispatching plan shown in Fig. 4 are obtained through the dispatching process in Section II-D.

The dispatched results in the period of 18:00-21:00 are used as a display, and the results are shown in Fig. 5.

The dynamic dispatching with 1 min as the step size is shown in Fig. 5. When the system error is small at 18:03-18:12, 18:21-18:30, 18:51-19:00, 19:53-20:00, 20:43-20:51, etc., the dispatching can be done according to the previous plan without redundant dispatching instruction. When the system error is large at 18:13-18:20, 18:30-18:50, 19:01-19:52, 20:01-20:42, 20:52-21:00, etc., we make dispatching corrections. The reference trajectory of electric output between 18:00-19:00 and the reference trajectory of natural gas output between 20:00-20:45 are corrected. The real-time loads of these two time periods are quite different from the loads predicted before. If the original day-ahead plan is used as a reference trajectory, the performance index will be greatly affected after the optimization. Therefore, the reference trajectory is corrected to make the reference value more accurate.

2) Case 2: Effectiveness Analysis of Decision Index of Dynamic Time-interval

The results of MPC dispatching at fixed intervals of 5 min/1 min are compared with the IES dispatching based on dynamic time-interval of MPC in Case 1.

S2: IES dispatching based on fixed time-interval of 5 min
S3: IES dispatching based on fixed time-interval of 1 min

In the model of Section II-C, the decision index of dynamic time-interval is not considered, and 5 min and 1 min are used as the time-interval of dispatching, respectively. Other conditions and solutions are the same as those in S1, and the dispatching results are solved. The results of S2 and S3 during 18:00-21:00 are shown in Figs. 6 and 7.

According to Figs. 5-7 and Table I, compared with S1 and S2, the real-time deviation and real-time dispatching cost of S1 effectively reduce, but the incremental adjustment cost increases. This is because the 1-min time step in S1 is more meticulous than the 5-min time step for S2. S1 can track the load deviation of 1 min in real time and sense the load change within 5 min. This enables S1 to realize real-time adjustment of the unit and min-level adjustment of load demand to reduce unnecessary demand response costs. Therefore, the dispatching cost and real-time deviation of S1 have been reduced. However, since the time step size of S1 is smaller than S2, the number of adjustments increases, which increases the adjustment incremental cost of S1. Overall, compared with S2, the real-time deviation and dispatching cost in S1 are reduced by 23.35% and 6.55%, respectively. The incremental adjustment cost increases by 264.29%.

Compared with S3, the adjustment incremental cost and real-time dispatching cost of S1 are effectively reduced, but the real-time deviation is not as good as that in S3. The main reason is that the real-time 1-min fixed time-interval dispatching is meticulous, and each 1-min time step is adjusted, which makes the system respond to the 1-min load demand. And the real-time deviation is reduced. Although the time step size of S1 is also 1 min, due to the role of decision index of dynamic time-interval, no dispatching instruction is applied at some unnecessary time steps, which makes the dispatching time of S3 increase compared to that of S1. Therefore, the real-time deviation of S3 is small, and the incremental adjustment cost and real-time dispatching cost are high. Overall, compared to S3, the real-time deviation of S1 increases by 61.13% and the incremental adjustment cost and dispatching cost decrease by 43.65% and 6.63%, respectively.

3) Case 3: Effectiveness Analysis of Correction Index of Reference Trajectory

S4 represents IES dispatching based on dynamic time-interval of MPC without considering the correction index of reference trajectory. In the model of Section II-C, the correction index of reference trajectory is not considered, and other conditions and solutions are the same as those in S1. The dispatching results are solved. Figure 8 shows the dispatching results during 18:00-21:00. Table II shows the dispatching results of performance indexes in S1 and S4.

According to Fig. 8 and Table II, S1 is smaller than S4 in real-time deviation, adjustment incremental cost, and real-time dispatching cost. This is because S4 does not consider the correction index of reference trajectory, and the system is always based on the original day-ahead plan. The performance index is the target for optimal dispatching. However, due to the large changes in the electrical load during 04:00-05:00, 07:00-08:00 and 06:00-08:00, 19:00-20:00, the significance of the optimal plan of the original day-ahead plan is reduced. The non-optimal reference trajectory of the original day-ahead plan, results in excessive optimization of performance index for real-time deviation, adjustment of incremental costs, and real-time dispatching costs. Therefore, it is difficult to ensure that the system is globally optimal in the predicted time domain.
Fig. 8. IES dispatching based on dynamic time-interval of MPC without considering correction index of reference trajectory.

**Table II**

| Scene | Real-time deviation (kW) | Reconciling incremental cost ($) | Dispatching cost ($) |
|-------|--------------------------|---------------------------------|----------------------|
| S1    | 116.42                   | 2154.24                         | 30145.73             |
| S4    | 125.79                   | 2840.64                         | 31320.05             |

C. Sensitivity Analysis

1) Case 4: Influence of Decision Indexes of Different Dynamic Time-intervals on Dispatching Results

S5 represents IES dispatching based on different decision indexes of dynamic time-interval of MPC. In the model of Section II-C, five groups of $\zeta_t$ are set, which are 0.04, 0.08, 0.12, 0.16, and 0.20, respectively. If the current value is less than the set value, the decision of dynamic time-interval is not triggered, vice versa. Other conditions and solutions are the same as those in S1. The dispatching results are solved. The results of the performance index change with the decision index of dynamic time-interval, which is shown in Fig. 9.

Fig. 9. Dispatching results for different decision indexes of dynamic time-interval.

Different values of the decision index of dynamic time-interval will have different effects on the optimization of the system performance index. When the decision index of dynamic time-interval is too large, the change detection of the system state error is not obvious, which leads to an increase in the trajectory deviation and the performance index. When the decision index of dynamic time-interval is too small, the system state error is easier to be detected, which leads to frequent dispatching. Although it is beneficial to reduce the trajectory deviation, it increases the control energy and control cost, and the performance index increases. Therefore, in Fig. 9, as the decision index of dynamic time-interval increases, the performance index first decreases and then increases.

2) Case 5: Impact of Different Correction Indexes of Reference Trajectory on Dispatching Results

S6 represents IES dispatching based on dynamic time-interval of MPC with different correction indexes of reference trajectory. In the model of Section II-C, five sets of $\zeta_t$ are set, which are 0.04, 0.08, 0.12, 0.16, and 0.20, respectively. If the correction index value of reference trajectory for the current state is less than this value, the correction decision of reference trajectory is not triggered, vice versa. Other conditions and solutions are the same as those of S1. The dispatching results are solved. The results of performance index change with the reference trajectory correction index, which is shown in Fig. 10.

Fig. 10. Dispatching results of different correction indexes of reference trajectory.

The different values of the correction indexes of reference trajectory will affect the correction of the day-ahead plan when optimizing the dispatching in real time. When the correction index of reference trajectory is large, the deviation margin between the actual trajectory and the reference trajectory is large. Therefore, some necessary corrections may be lost, and the trajectory deviation in the performance index increases. When the correction index of reference trajectory is small, the deviation margin between the actual trajectory and the reference trajectory is small. Some unnecessary corrections may be performed, which increase the control energy and control cost in the performance index. According to Fig. 10, as the correction index of reference trajectory increases, the performance index decreases first and then increases. The decrease is due to the enlarged deviation margin and the reduced control energy and control cost. The increase is due to further enlargement of the deviation margin, which greatly increases the trajectory deviation of the system.
3) Case 6: Analysis on Change Level of Natural Gas Storage and Advance Storage Sensitivity

The diversity of operation modes of IESs is largely derived from natural gas storage, due to its time-shifting characteristics. The change level and the ability to store in advance are the key factors that affect the dispatching results of IESs. Therefore, in the analysis of the proposed dispatching sensitivity, we also consider the change level and the sensitivity of natural gas storage in advance.

S7 represents IES dispatching without MPC. Regardless of the MPC method, 1 min is used as the dispatching interval, and the dispatching results are solved based on the same basic data as those of S1. The comparison of natural gas deposits for S1 and S7 is shown in Fig. 11.

In Fig. 11, the storage of natural gas pipeline in S1 has been maintained at a relatively high level around 360 min and 1080 min, and reserves for the peak load of about 480 min and 1200 min. After reaching the peak of the load, the pipeline storage slowly decreases. In S2, in the face of the peak load, the pipeline storage rapidly rises at around 420 min and 1140 min. After the peak load, it drops rapidly and maintains at a low level around 360 min. We quantify the change of pipeline storage when the dispatching interval of MPC has advantages in smoothing pipeline changes and storing in advance. The change in the inventory decreases by 6.55% and 6.63%, respectively.

Table III shows the comparison of change of pipeline storage and store sensitivity in advance in S1 and S7.

| Scene | γ | μ |
|-------|---|---|
| S1    | 0.06 | 16.91 |
| S7    | 0.12 | 8.36 |

V. Conclusion

In this paper, a dispatching method for IES based on dynamic time-interval of MPC is proposed. Taking trajectory deviation control and energy control costs as the performance index, an decision index of dynamic time-interval is established to ensure timely and accurate dispatching of the system. A correction index of reference trajectory is established to ensure that the system achieves global optimal dispatching with dynamic and hybrid time scales in the prediction time domain. The dispatching process of IES based on dynamic time-interval of MPC is described. Finally, the effectiveness of the proposed dispatching method is validated through case studies. The following conclusions can be drawn based on the study results.

1) The decision index of dynamic time-interval can judge whether the system needs timely control instructions according to the system status. It can help the system dispatching in real time when the system deviation is large and reduce unnecessary dispatching when the system deviation is small. It is helpful to ensure dispatching accuracy and reduce unnecessary dispatching costs. Compared with the fixed time-intervals of 5 min and 1 min, the dispatching cost of IES decreases by 6.55% and 6.63%, respectively.

2) The correction index of reference trajectory can correct the day-ahead plan when the real-time dispatching is significantly different from the day-ahead plan. Compared with the fixed interval of 5 min, the real-time deviation of the dynamic time-interval of MPC for IES dispatching decreases by 23.35%.

3) Decision index of dynamic time-interval and correction index of reference trajectory need to adjust the margin according to the actual needs of the system. As the values of decision index of dynamic time-interval and the correction index of reference trajectory increase, the performance index changes into a concave curve shape. Too high or too low margins will increase the performance index.

4) Compared with the dispatching method without MPC, the dispatching method for IESs based on dynamic time-interval of MPC has advantages in smoothing pipeline changes and storing in advance. The change in the inventory decreases by 50%, and the store sensitivity in advance increases by
102.27%, which is conducive to protect the safety of natural gas pipelines.
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