Abstract
Suppose \((M, g)\) is a Riemannian manifold having dimension \(n\), nonnegative Ricci curvature, maximal volume growth and unique tangent cone at infinity. In this case, the tangent cone at infinity \(C(X)\) is an Euclidean cone over the cross-section \(X\). Denote by \(\alpha = \lim_{r \to \infty} \frac{\text{Vol}(B_r(p))}{r^n}\) the asymptotic volume ratio. Let \(h_k = h_k(M)\) be the dimension of the space of harmonic functions with polynomial growth of growth order at most \(k\). In this paper, we prove an upper bound of \(h_k\) in terms of the counting function of eigenvalues of \(X\). As a corollary, we obtain \(\lim_{k \to \infty} k^{1-n} h_k = \frac{2\alpha}{(n-1) \omega_n}\). These results are sharp, as they recover the corresponding well-known properties of \(h_k(\mathbb{R}^n)\). In particular, these results hold on manifolds with nonnegative sectional curvature and maximal volume growth.
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1 Introduction
Suppose \((M^n, g)\) is a noncompact complete \(n\)-dimensional manifold. Throughout this paper, we always assume \(n \geq 2\), and the manifold \(M\) will assume to be noncompact and have nonnegative Ricci curvature if not explicitly mentioned. We denote by \(\mu\) the volume element induced by \(g\). We fix a point \(p \in M\), and denote by \(\rho(x) = d(x, p)\). For a \(k > 0\), we consider the linear space

\[ H_k(M) = \{ u \in C^\infty(M) \mid \Delta u = 0, |u(x)| \leq C(\rho(x)^k + 1) \text{ for some } C > 0 \} \]

and denote by \(h_k(M) = \dim H_k(M)\).

It is well-known that \(H_k(\mathbb{R}^n)\) consists of harmonic polynomials of degree at most \(k\), and \(h_k(\mathbb{R}^n) \sim \frac{2}{(n-1) \omega_n} k^{n-1}\) as \(k \to \infty\). See Appendix B of Ref. [31] for the details of these facts.

There are many researches on polynomial growth harmonic functions on manifolds with nonnegative Ricci curvature.
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Yau [42] proved that, on complete manifolds with nonnegative Ricci curvature, any positive harmonic function is constant. In Ref. [5], Cheng further proved that on such manifolds any harmonic function of sublinear growth must be constant.

A famous conjecture of Yau says that on a manifold \((M^n, g)\) with non-negative Ricci curvature it always holds \(h_k(M) < \infty\). Li and Tam solved the case for \(k = 1\) and the case \(n = 2\) of this conjecture (see [35, 36]). Yau’s conjecture was completely solved by Colding and Minicozzi in Ref. [13]. Later on, there are many researches which give better estimates of \(h_k(M)\).

For example, a more precise upper bound for the dimensions was obtained:

**Theorem 1.1** (see [16, 31]) If \((M^n, g)\) has nonnegative Ricci curvature, then \(h_k(M) \leq C k^{n-1}\) for all \(k \geq 1\), where \(C = C(n) > 0\) is a constant depending only on \(n\).

Note that the power \(n - 1\) in Theorem 1.1 is sharp compared to the Euclidean case.

There was once a stronger conjecture saying that if \((M^n, g)\) has nonnegative Ricci curvature, then \(h_k(M^n) \leq h_k(\mathbb{R}^n)\) holds for every \(k\). In 2001, Donnelly (see [20]) gave a counterexample to this conjecture. However, there is still an open problem (see e.g. the last question in Section 28 of Ref. [32]) on the upper bound of dimensions as follows.

**Problem 1.2** If \((M^n, g)\) has nonnegative sectional curvature, then is it true that

\[
h_k(M^n) \leq h_k(\mathbb{R}^n) \tag{1.1}\]

holds for every \(k\)?

This problem is unsolved, except the case of \(k = 1\) (see [35] and [11]).

One may also ask whether there is a better estimate on the constant \(C\) in the statement of Theorem 1.1, at least under some geometric assumptions on \(M\).

In Ref. [16], Colding and Minicozzi proved that if \((M^n, g)\) has nonnegative Ricci curvature then

\[
h_k(M) \leq C_1 \alpha k^{n-1} + C_2 f(k^{n-1}), \tag{1.2}\]

where

\[
\alpha := \lim_{r \to \infty} \frac{\mu(B_r(p))}{r^n} \tag{1.3}\]

is the asymptotic volume ratio; \(C_1\) and \(C_2\) are positive constants depending only on \(n\); the function \(f : \mathbb{R}^+ \to \mathbb{R}^+\) also depends only on \(n\) and satisfies \(f(t) \leq t\) and \(\lim_{t \to \infty} \frac{f(t)}{t} = 0\). See Theorem 0.26 in Ref. [16].

In Ref. [27], the author obtained the following theorem.

**Theorem 1.3** (see [27]) Suppose \((M^n, g)\) is a complete manifold with nonnegative Ricci curvature and maximal volume growth, i.e. \(\alpha > 0\). Assume the tangent cone at infinity of \(M\) is unique. Then we have

\[
\lim_{k \to \infty} k^{-n} \sum_{i=1}^{k} h_{i-1} = \frac{2\alpha}{n!\omega_n}, \tag{1.4}\]

and

\[
\liminf_{k \to \infty} k^{1-n} h_k = \frac{2\alpha}{(n-1)!\omega_n}, \tag{1.5}\]

where \(\omega_n\) is the volume of a unit ball in \(\mathbb{R}^n\).
Remar 1.4 If $(M^n, g)$ has nonnegative Ricci curvature and is collapsed, i.e. $\alpha = 0$, then by Eq. (1.2), we have $\lim_{k \to \infty} k^{1-n}h_k = 0$. In particular, (1.4) and (1.5) still hold.

In 1999, Li and Wang have proved a similar theorem, where they assume the manifold having nonnegative sectional curvature, see Theorem 2.2 in [33]. Recall that if a manifold has nonnegative sectional curvature, then its tangent cone at infinity is a unique metric cone. And there are many examples of manifolds satisfying the assumptions in Theorem 1.3 but do not have nonnegative sectional curvature. Also note that we obtain equalities in Eqs. (1.4) and (1.5), while in Ref. [33], the conclusions are some inequalities.

The proof of Theorem 1.3 combines Li and Wang’s proof ([33]), Cheeger–Colding’s theory (see e.g. [8], [9]), some recent development in RCD theory, as well as a theorem on the lower bound of $h_k(M)$ (obtained in [19, 26], see Theorem 1.5 below).

A key viewpoint in the proof of Theorem 1.3 is that, for a manifold $(M^n, g)$ with nonnegative Ricci curvature and maximal volume growth, its asymptotically conic property makes the harmonic functions with polynomial growth on it behave like harmonic functions on a cone. This viewpoint has influenced many previous works, see [14, 16, 19, 24, 26, 40] etc.

A natural question is that, under the assumptions of Theorem 1.3, can we improve the $\lim \inf$ in Eq. (1.5) to $\lim$ ? The main results of this paper give an affirmative answer to this question. In fact, we will prove some stronger results, see Theorem 1.8 below.

Before we state our main results, we review some work concerning the lower bound of $h_k(M)$.

There are manifolds with nonnegative Ricci curvature on which any harmonic function with polynomial growth is constant, see Theorem 1 in Ref. [37] and Corollary 8.12 of Ref. [16]. In other words, to ensure the existence of nontrivial harmonic functions with polynomial growth, some additional assumptions on the manifold are necessary.

In Theorem 0.1 of Ref. [19], Ding proved that if $(M^n, g)$ has nonnegative Ricci curvature, maximal volume growth and has a unique tangent cone at infinity, then $h_k(M) \geq Ck^{n-1}$ for some constant $C$ depending on $n$ and $\alpha$. Note that the power $n - 1$ in this result is sharp compared to the Euclidean case. In a recent paper, Xu obtained the existence of nontrivial harmonic functions with polynomial growth on some manifolds satisfying certain assumptions on its tangent cone at infinity, see Theorem 1.7 in Ref. [40]. Note that Xu’s existence theorem does not require the manifold to have maximal volume growth, and an explicit example of a collapsed manifold satisfying the assumptions in Xu’s existence theorem was constructed in Ref. [40].

In Refs. [19] and [40], the ideas to find nontrivial harmonic functions with polynomial growth are similar. Making use of the conic structure at infinity, we transplant suitable harmonic functions on the tangent cone at infinity back to obtain harmonic functions defined on larger and larger geodesic balls of the manifold. By construction and making use of certain three circles theorems, we can prove these harmonic functions satisfy the desired growth rate. Finally by Arzela-Ascoli theorem we construct a harmonic function with the desired growth rate on the whole manifold. In Ref. [40], Xu proved a three circles theorem, which is different from the one given by Ding, see Theorem 3.2 in Ref. [40] and Lemma 1.1 in Ref. [19] respectively.

Later on, following the ideas of Xu, the author obtained an improved lower bound of $h_k(M)$ when $M$ satisfies the same assumptions as in Xu’s existence theorem, see Theorem 1.2 in Ref. [26]. This result recovers Theorem 0.1 in [19] if the manifold has maximal volume growth. In the following, we state the lower bound theorem in the special case that the manifold has maximal volume growth, the more general cases can consult Theorem 1.2 in Ref. [26].
Theorem 1.5 (See [19] and [26]) Suppose \((M^n, g)\) is a complete Riemannian manifold with nonnegative Ricci curvature with maximal volume growth. Assume \(M\) has a unique tangent cone at infinity, denoted by \((C(X), d_{C(X)}, m_{C(X)})\), which is an Euclidean cone over the cross section \((X, d_X, m_X)\). Let \(0 = \lambda_0 < \lambda_1 \leq \lambda_2 \leq \ldots \) be the eigenvalues (counted with multiplicity) for the Laplacian operator on \((X, d_X, m_X)\). Let \(N_X : \mathbb{R}^+ \to \mathbb{Z}^+\) be the counting function with respect to \((X, d_X, m_X)\), i.e.

\[
N_X(\lambda) := \#\{i \in \mathbb{Z}^+ \cup \{0\} | \lambda_i \leq \lambda\}. \tag{1.6}
\]

Then given any \(k > 0\) such that \(k(k + n - 2) > \lambda_1\),

\[
h_k \geq N_X(\beta(\beta + n - 2)) \tag{1.7}
\]

holds for any positive number \(\beta < k\).

The key point in the proof of Theorem 1.5 is based on the method in Ref. [40]: we use \(L^2\)-orthonormal eigenfunctions of the cross section \(X\) to construct as many as possible linear independent harmonic functions with polynomial growth on \(M\).

Finally we note that in a more recent paper [41], Xu proved another existence theorem provided the manifold satisfies a quantitative strong unique continuation in the sense of Colding and Minicozzi (see [15]).

Now we begin to introduce the new results in this paper.

Theorem 1.6 Suppose \((M^n, g)\) is a complete Riemannian manifold with nonnegative Ricci curvature with maximal volume growth. Assume \(M\) has a unique tangent cone at infinity, denoted by \((C(X), d_{C(X)}, m_{C(X)})\), which is an Euclidean cone over the cross section \((X, d_X, m_X)\). Let \(0 = \lambda_0 < \lambda_1 \leq \lambda_2 \leq \ldots \) be the eigenvalues (counted with multiplicity) for the Laplacian operator on \((X, d_X, m_X)\). Let \(N_X : \mathbb{R}^+ \to \mathbb{Z}^+\) be the counting function with respect to \((X, d_X, m_X)\) as in Eq. (1.6). Then given any \(k > 0\), we have

\[
h_k \leq N_X(k(k + n - 2)). \tag{1.8}
\]

Remark 1.7 If we take \(k > 0\) satisfying \(k(k + n - 2) < \lambda_1\), then by Eq. (1.8), we have \(h_k = 1\). This is a special case of Liouville type theorems proved by Honda (see [24]) and the author (see [26]) respectively, where these two results hold without the assumption on the uniqueness of tangent cone at infinity.

A key in the proof of Theorem 1.6 is a three circles type theorem, see Proposition 4.2. The proof of Proposition 4.2 is based on a modification of that of Theorem 1.4 in Eq. [26], where we will show any \(u \in \mathcal{H}_k(M)\) has the desired three circles type property near infinity, and then we apply Xu’s three circles theorem (i.e. Theorem 3.2 in Ref. [40]) to \(u\).

By Theorems 1.5 and 1.6, we have the following corollary.

Corollary 1.8 Suppose \((M^n, g)\) satisfies the assumptions in Theorem 1.6, with the unique tangent cone at infinity, denoted by \((C(X), d_{C(X)}, m_{C(X)})\). Let \(N_X : \mathbb{R}^+ \to \mathbb{Z}^+\) be the counting function with respect to \((X, d_X, m_X)\) as in Eq. (1.6). Denote by

\[
\mathcal{D}_X := \{\beta \geq 0 \mid \beta(\beta + n - 2) = \lambda_i\text{ for some eigenvalue }\lambda_i\text{ of } (X, d_X, m_X)\}. \tag{1.9}
\]
Then given any $k > 0$ such that $k \notin \mathcal{D}_X$, we have
\[h_k = N_X(k(k + n - 2)).\] (1.10)

Combining Corollary 1.8 with Weyl’s law on RCD spaces (see [4, 43]), we have the following corollary.

**Corollary 1.9** Suppose $(M^n, g)$ is a complete Riemannian manifold with nonnegative Ricci curvature and asymptotic volume ratio $\alpha > 0$. Assume that $M$ has a unique tangent cone at infinity. Then
\[\lim_{k \to \infty} k^{1-n}h_k = \frac{2\alpha}{(n-1)\omega_n}.\] (1.11)

Making use of Faulhaber’s formula, one can check that (1.11) implies (1.4). Thus Corollary 1.9 improves Theorem 1.3.

**Remark 1.10** The uniqueness of tangent at infinity is important in our proof of Corollary 1.9. However, since the asymptotic volume ratio is an important invariant on manifold with maximal volume growth, and motivated by Theorem 0.26 of Eq. [16] and Corollary 1.9, we make the following conjecture:

**Conjecture 1.11** If $(M^n, g)$ is a complete Riemannian manifold with nonnegative Ricci curvature and asymptotic volume ratio $\alpha > 0$, then
\[\limsup_{k \to \infty} k^{1-n}h_k \leq \frac{2\alpha}{(n-1)\omega_n}.\] (1.12)

Taking into consideration a folk conjecture on the existence of nontrivial harmonic functions with polynomial growth on manifolds with nonnegative Ricci curvature and maximal volume growth, we further conjecture that (1.11) holds under the assumptions in Conjecture 1.11.

We also prove the following theorem. The conclusion (1.13) is a three circles theorem, which improves Proposition 4.2.

**Theorem 1.12** Suppose $(M^n, g)$ satisfies the assumptions in Theorem 1.6, with the unique tangent cone at infinity, denoted by $(C(X), d_{C(X)}, m_{C(X)})$. Let $\mathcal{D}_X$ be given by (1.9). Suppose $k > 0$ and $k(k + n - 2) \geq \lambda_1$. Then for any $u \in \mathcal{H}_k(M)$ with $u(p) = 0$, there exists a $\gamma \in \mathcal{D}_X$ satisfying $\gamma \leq k$ and the followings.

1. Given any $\epsilon > 0$, there exists a $T = T(M, u, \epsilon)$ such that
\[\int_{B_{2r}(p)} u^2 d\mu \leq 2^{2\gamma+2\epsilon} \int_{B_r(p)} u^2 d\mu\] (1.13)

holds for any $r \geq T$.
2. $u \in \mathcal{H}_{\gamma+\epsilon}(M)$ for any $\epsilon > 0$.
3. $u \notin \mathcal{H}_{\gamma-\epsilon}(M)$ for any $\epsilon > 0$.

**Remark 1.13** It is unclear whether (2) in Theorem 1.12 can be improved to $u \in \mathcal{H}_\gamma(M)$.

**Remark 1.14** We give some remarks on the connection between Theorem 1.6 and the open problem 1.2. If $(M^n, g)$ has nonnegative sectional curvature and maximal volume growth, then its tangent cone at infinity is unique. Since the tangent cone at infinity $(C(X), d_{C(X)})$ is an $n$-dimensional Alexandrov space with nonnegative curvature, it is well known that the
cross-section \((X, d_X)\) is an \((n - 1)\)-dimensional Alexandrov space with curvature bounded from below by 1. By Theorem 1.6, it is not hard to see that, when the manifolds has maximal volume growth, (1.1) is true provided we can give an affirmative answer to the following long standing open problem:

**Problem 1.15** Suppose \((X, d_X)\) is an \((n - 1)\)-dimensional Alexandrov space with curvature bounded from below by 1. Then is it true that

\[
\lambda_i(X) \geq \lambda_i(S^{n-1})
\]

holds for every \(i \geq 0\)?

However, as far as the author knows, except the cases \(i = 0, 1\), there are almost no conclusions on this conjecture, even in the case that \(X\) is a smooth manifold.

**Remark 1.16** Conclusions similar to Theorem 1.6, Corollary 1.8, and Theorem 1.12 still hold provided the manifold \((M^n, g)\) has nonnegative Ricci curvature and satisfies the following:

1. its tangent cone at infinity with renormalized limit measure is a unique metric cone \(C(X)\) with the unique conic measure of power \(\kappa \geq 2\) (see [40] for definitions of these terminologies);
2. \(\mathcal{H}^1(X) > 0\);
3. there is a positive constant \(A\) such that

\[
\limsup_{r \to \infty} \frac{\mu(B_r(p))}{r^{\kappa}} \leq A < \infty.
\]

The proofs are almost the same as the ones in this paper. Note that Xu’s example (see Example 4.9 in Ref. [40]) is a noncompact manifold satisfying assumptions (1)–(3) and having positive sectional curvature but does not have maximal volume growth.

The conclusions under the assumptions (1)–(3) are related to Question 6.53 and Theorem 6.58 in Ref. [16]. We will discuss the relation between them in Sect. 5. In Sect. 5 we will also prove an asymptotic dimension estimate similar to (1.11) on collapsed manifolds with nonnegative sectional curvature and satisfying an assumption weaker than assumptions (1)–(3).

**Remark 1.17** The methods in this paper can be applied to prove similar dimension estimates of harmonic functions with polynomial growth on certain RCD\((0, N)\) spaces. For example, conclusions similar to Theorems 1.6, 1.12 and Corollaries 1.8, 1.9 hold on any non-collapsed (in the sense of Ref. [17]) RCD\((0, N)\) spaces \((Y, d, \mathcal{H}^N)\) with \(\alpha := \lim_{r \to \infty} \frac{\mathcal{H}^N(B_r(p))}{r^N} > 0\) for some \(p \in Y\) and whose tangent cone at infinity is unique. Here \(N\) is a positive integer and \(\mathcal{H}^N\) is the \(N\)-dimensional Hausdorff measure.

### 2 Preliminaries and notations

In this section, we recall some background concepts on calculus and properties of Ricci limit spaces.

Let \((Z, d, \nu)\) be a complete path-connected metric measure space, equipped with a Radon measure \(\nu\). For a locally Lipschitz function \(f : Z \to \mathbb{R}\), denote the pointwise Lipschitz constant of \(f\) by

\[
\text{Lip}_f(x) = \limsup_{d(z,x) \to 0} \frac{|f(z) - f(x)|}{d(z, x)}.
\]
For $f \in L^2(Z)$, the Cheeger energy is defined by
\[
\text{Ch}(f) = \inf_{\{f_n\}} \left\{ \liminf_{n \to \infty} \frac{1}{2} \int (\text{Lip}(f_n))^2 dv \middle| f_n \in \text{Lip}(Z) \cap L^2(Z), \| f_n - f \|_{L^2} \to 0 \right\}.
\]

The Sobolev space $W^{1,2}(Z)$ is defined as $W^{1,2}(Z) := \{ f \in L^2(Z) \mid \text{Ch}(f) < \infty \}$. $W^{1,2}(Z)$ is equipped with the norm
\[
\| f \|_{W^{1,2}}^2 := \| f \|_{L^2}^2 + 2\text{Ch}(f).
\]

It is known that for any $f \in W^{1,2}(Z)$, there exists $|Df| \in L^2(Z)$ such that $2\text{Ch}(f) = \int_Z |Df|^2 dv$. $|Df|$ is called the minimal weak upper gradient of $f$. The minimal weak upper gradient is local in the sense that for any $f, g \in W^{1,2}(Z)$, $|Df| = |Dg|$ holds $\nu$-a.e. on $\{x \in Z \mid f(x) = g(x)\}$.

For an open set $U \subset Z$, we define $W^{1,2}(U)$ to be the space of functions $f : U \to \mathbb{R}$ locally equal to some function in $W^{1,2}(Z)$ and satisfy $|Df| \in L^2(U)$. We use $W^{1,2}_{\text{loc}}(U)$ to denote the space of functions $f : U \to \mathbb{R}$ locally equal to some function in $W^{1,2}(Z)$.

Let $U \subset X$ be an open set, then for any $f, g \in W^{1,2}_{\text{loc}}(U)$, $(Df, Dg) : U \to \mathbb{R}$ is $\nu$-a.e. defined to be
\[
\langle Df, Dg \rangle := \inf_{\epsilon > 0} \frac{|D(g + \epsilon f)|^2 - |Dg|^2}{2\epsilon},
\]
where the infimum is in $\nu$-essential sense. In the case that $W^{1,2}(Z)$ is a Hilbert space (this holds if $(Z, d, \nu)$ is a Ricci-limit space), the map $W^{1,2}_{\text{loc}}(U) \ni f, g \mapsto \langle Df, Dg \rangle \in L^1_{\text{loc}}(U)$ is bilinear and symmetric, and we have $\langle Df, Df \rangle = |Df|^2$.

Given an open set $U \subset Z$, $D(\Delta, U) \subset W^{1,2}_{\text{loc}}(U)$ is the space of $f \in W^{1,2}_{\text{loc}}(U)$ such that there exists a signed Radon measures $\mu$ on $U$ such that
\[
\int g d\mu = -\int \langle Df, Dg \rangle dv
\]
holds for any $g : Z \to \mathbb{R}$ Lipschitz with $\text{supp}(g) \subset \subset U$. $\mu$ is uniquely determined and we denote it by $\Delta f$. If $U = Z$, $f \in W^{1,2}(Z) \cap D(\Delta, Z)$ and $\Delta f = \text{hm}$ for some $h \in L^2(Z)$, then we say $f \in D(\Delta)$, and denote by $\Delta f = h$.

A function $f \in W^{1,2}_{\text{loc}}(U)$ is called harmonic on $U$ if $u \in D(\Delta, U)$ and $\Delta u = 0$ in $U$.

For more information on calculus in general metric measure spaces, the readers can refer to [2, 7, 23] etc.

In the following, we assume $(M^n, g)$ is a complete Riemannian manifold with nonnegative Ricci curvature. Let $\rho$ be the distance determined by $g$, $\mu$ be the volume measure determined by $g$. Given $r_i \to \infty$, we consider the rescaled metric $g_i = r_i^{-2} g$. We denote $(M_i, p_i, \rho_i, v_i)$, where $M_i$ is the same differential manifold as $M^n$, $p_i = p$, $\rho_i$ is the distance determined by $g_i$, and $v_i$ is the renormalized measure defined by
\[
v_i(A) := \frac{1}{\mu_i(B_1(p_i))} \mu_i(A),
\]
where $A \subset M_i$, and $\mu_i$ is the volume measure determined by $g_i$. Then by Gromov’s compactness theorem and Theorem 1.6 in Ref. [9], after extracting a subsequence, we can assume $(M_i, p_i, \rho_i, v_i)$ converges to some $(M_\infty, p_\infty, \rho_\infty, v_\infty)$ in the pointed measure Gromov-Hausdorff sense. $(M_\infty, p_\infty, \rho_\infty)$ is called a tangent cone at infinity of $M$. In general, the tangent cones at infinity may not be unique, that is, it depends on the choice of $\{r_i\}$ and the subsequence. Similarly, the limit measure $v_\infty$ may depend on the choice of $\{r_i\}$ and the subsequence.
If \((M^n, g)\) has maximal volume growth, i.e.
\[
\alpha := \lim_{r \to \infty} \frac{\mu(B_r(p))}{r^n} > 0,
\]
then by the Cheeger-Colding theory (see [8–10] etc.) and RCD theory (see [1, 21, 22] etc.), \((M_\infty, p_\infty, \rho_\infty, \nu_\infty)\) has lots of nice properties.

Firstly, \((M_\infty, \rho_\infty)\) is a Euclidean cone over a metric measure \((X, d_X)\) with \(\text{diam}(X) \leq \pi\), which is denoted by \((C(X), d_C(X))\), with \(p_\infty\) being the tips. In addition, in this case the limit measure is unique. We have \(\nu_\infty = \frac{1}{\alpha} \mathcal{H}^n\), where \(\mathcal{H}^n\) is the \(n\)-dimensional Hausdorff measure.

In order to emphasis the cone structure, in the remaining part of this paper, we use the notation \((C(X), p_\infty, d_C(X), m_C(X))\) instead of \((M_\infty, p_\infty, \rho_\infty, \nu_\infty)\).

Secondly, the cross section \(X\) has an induced metric measure structure \((X, d_X, m_X)\) with \(m_X = \frac{1}{\alpha} \mathcal{H}^{n-1}\), and for any measurable \(\Omega \subset C(X)\), we have
\[
m_C(X)(\Omega) = \int_0^\infty s^{n-1} \int_X \chi(\Omega_s) dm_X,
\]
where \(\Omega_s = \{x \in X \mid z = (x, s) \in \Omega\}\), and \(\chi(\cdot)\) is the characteristic function on \(X\). It is not hard to check \(\mathcal{H}^{n-1}(X) = n \alpha\).

Thirdly, \((C(X), d_C(X), m_C(X))\) is an RCD(0, \(n\)) space, and by Corollary 1.3 of [30], \((X, d_X, m_X)\) is an RCD\((n - 2, n - 1)\) space.

Let \(\Delta_X\) be the Laplacian operator on \((X, d_X, m_X)\). Let \(0 = \lambda_0 < \lambda_1 \leq \lambda_2 \leq \ldots\) be the eigenvalues (counted with multiplicity) of \(\Delta_X\), \(\{|\varphi_i|_i\}^\infty_{i=0}\) be the corresponding eigenfunctions, i.e. \(\varphi_i \in W^{1,2}(X) \cap D(\Delta_X)\) and
\[
-\Delta_X \varphi_i(x) = \lambda_i \varphi_i(x).
\]
Every \(\varphi_i\) always has a Lipschitz representative in the corresponding Sobolev class (see [29]). In the remaining part of this paper, the \(\varphi_i\)’s are always required to be Lipschitz. We also require
\[
\int_X |\varphi_i|^2 dm_X = 1 \text{ and } \int_X \varphi_i \varphi_j dm_X = 0
\]
for every \(i \neq j\). By a standard Rellich type compactness Theorem argument, we can derive that \(\lambda_i \to \infty\) and \(\{|\varphi_i|_i\}^\infty_{i=0}\) spans \(L^2(X)\). Let \(N_X: \mathbb{R}^+ \to \mathbb{Z}^+\) be the counting function defined in (1.6).

Recently, Weyl’s law for eigenvalues of the Laplacian operator on compact RCD\((K, N)\) spaces has been proved (see [4, 43]). Applying Corollary 4.4 in Ref. [4] to the RCD\((n - 2, n - 1)\) space \((X, d_X, m_X)\), we can prove the following result. See Proposition 2.6 in Ref. [27] for details.

**Proposition 2.1** (see [27]) Suppose \((C(X), d_C(X), m_C(X))\) is a tangent cone at infinity of a manifold \((M^n, g)\) with nonnegative Ricci curvature satisfying \((2.1)\). Then the following Weyl’s law holds:
\[
\lim_{\lambda \to \infty} \frac{N_X(\lambda)}{\lambda^{\frac{n-1}{2}} \lambda} = \frac{n \omega_{n-1} \alpha}{(2\pi)^{n-1}},
\]
Here \(\omega_{n-1}\) is the volume of a unit ball in the \((n - 1)\)-dimensional Euclidean space.

We recall some notions and properties on convergence of functions defined on varying metric measure spaces.
Definition 2.2 Suppose metric spaces \((X_i, d_i)\) pointed Gromov-Hausdorff converge to \((X_\infty, d_\infty)\), with a sequence of \(\epsilon_i\)-Gromov-Hausdorff approximations \(\Phi_i : X_i \to X_\infty\), where \(\epsilon_i \to 0\). Suppose \(f_i\) is a function on \(X_i\) and \(f_\infty\) is a function on \(X_\infty\). Suppose \(K \subset X_\infty\). If for every \(\epsilon > 0\), there exists \(\delta > 0\) such that \(|f_i(x_i) - f_\infty(x_\infty)| < \epsilon\) holds for every \(i \geq \delta^{-1}\), \(x_i \in X_i, x_\infty \in K\) with \(d_\infty(\Phi_i(x_i), x_\infty) < \delta\), then we say \(f_i\) converge to \(f_\infty\) uniformly on \(K\).

The following theorem is a generalization of the classical Arzela-Ascoli Theorem, see e.g. Proposition 27.20 in Ref. [38].

Proposition 2.3 Suppose \((X_i, p_i, d_i)\) pointed Gromov-Hausdorff converge to \((X_\infty, p_\infty, d_\infty)\). Let \(R \in (0, \infty]\). Suppose for every \(i\), \(f_i\) is a Lipschitz function defined on \(B_\infty(p_i) \subset X_i\), and \(\text{Lip} f_i \leq L\) on \(B_\infty(p_i)\), \(|f_i(p_i)| \leq C\) for some uniform constants \(L\) and \(C\). Then there exits a subsequence of \(f_i\), still denoted by \(f_i\), and a Lipschitz function \(f_\infty : B_\infty(p_\infty) \to \mathbb{R}\) with \(\text{Lip} f_\infty \leq L\) such that \(f_i\) converge uniformly to \(f_\infty\).

We also need the following useful result on convergence of harmonic functions defined on varying spaces.

Proposition 2.4 ([25], see also [18] and [39]) Let \((M_i, p_i, \rho_i, v_i)\) be metric measure structure induced by \((M_i^0, g_i)\) with \(\text{Ric}_{g_i} \geq K\). Suppose \((M_i, p_i, \rho_i, v_i)\) converge in the pointed measure Gromov-Hausdorff sense to \((M_\infty, p_\infty, \rho_\infty, v_\infty)\). Let \(f_i, g_i\) be harmonic functions defined on \(B_\infty(p_i) \subset M_i\) such that \(\text{Lip} f_i \leq L\), \(\text{Lip} g_i \leq L\) for every \(i\) and some uniform constant \(L\). If \(f_i \to f_\infty\) and \(g_i \to g_\infty\) uniformly on \(B_\infty(p_\infty) \subset M_\infty\), then \(f_\infty, g_\infty\) are harmonic on \(B_\infty(p_\infty)\), and

\[
\lim_{i \to \infty} \int_{B_r(p_i)} f_i g_i d\nu_i = \int_{B_r(p_\infty)} f_\infty g_\infty d\nu_\infty, \tag{2.6}
\]

\[
\lim_{i \to \infty} \int_{B_r(p_i)} \langle \nabla^{(i)} f_i, \nabla^{(i)} g_i \rangle d\nu_i = \int_{B_r(p_\infty)} \langle D f_\infty, D g_\infty \rangle d\nu_\infty, \tag{2.7}
\]

hold for any \(r \in (0, R)\), where \(\nabla^{(i)}\) is the gradient with respect to \(g_i\), and \(D\) is the Cheeger derivative with respect to \((M_\infty, \rho_\infty, v_\infty)\).

We remark that there is a general theory on convergence of functions defined on varying RCD(K, N) spaces. Except for the notion of uniform convergence, there are other notions of convergence such as (locally) \(L^2\)-weak convergence, (locally) \(L^2\)-strong convergence, (locally) \(W^{1,2}\)-convergence, see e.g. [3]. Theorem 2.4 can be generalized to the RCD(K, N) setting, see e.g. Theorem 4.4 and Corollary 4.5 of Ref. [3].

3 Harmonic functions on conic Ricci limit space

In the following of this paper, we assume \((M^n, g)\) is a complete manifold having nonnegative Ricci curvature and maximal volume growth. Let \((C(X), p_\infty, d_C(X), m_C(X))\) be one of its tangent cones at infinity. In the remaining part of this paper, when we talk about a harmonic function defined on \(U \subset C(X)\), we always mean the Lipschitz representative [29] in the corresponding Sobolev class.

Let \(0 = \lambda_0 < \lambda_1 \leq \lambda_2 \leq \ldots\) be the eigenvalues (counted with multiplicity) of the Laplacian \(\Delta_X\), \(\{\varphi_i(x)\}_{i=1}^\infty\) be the functions satisfying (2.3) and (2.4). Note that \(\varphi_i\) is always
required to be Lipschitz. Let $N_X : \mathbb{R}^+ \to \mathbb{Z}^+$ be the counting function defined in Eq. (1.6). Suppose $\mathcal{D}_X$ is given by Eq. (1.9).

It is not hard to check that if $u$ is a function on $C(X)$ given by $u(x, r) = r^{\alpha_i} \varphi_i(x)$, where $-\Delta_X \varphi_i(x) = \lambda_i \varphi_i(x)$, $\alpha_i \geq 0$ and $\lambda_i = \alpha_i (\alpha_i + n - 2)$, then $u$ is harmonic.

The following theorem, which is well-known to experts, have appeared in many papers, see [12, 24, 26, 27, 40] etc. The readers can refer to [27] or [12] for a detailed proof.

**Theorem 3.1** If $u$ is a harmonic function defined on $B_R(p_\infty) \subset C(X)$ with $u(p_\infty) = 0$, then

$$u(x, r) = \sum_{i=1}^\infty c_i r^{\alpha_i} \varphi_i(x),$$  

(3.1)

where the convergence in (3.1) is locally uniformly on $B_R(p_\infty)$ and in $W^{1,2}_{\text{loc}}(B_R(p_\infty))$ sense. In (3.1), $c_i$ are constants, $\lambda_i$ and $\varphi_i$ satisfy (2.3) (2.4), and $\lambda_i = \alpha_i (\alpha_i + n - 2)$, $\alpha_i > 0$.

Given a non-constant harmonic function $u(x, r)$ defined on $B_R(p_\infty) \subset C(X)$ such that $u(p_\infty) = 0$. We define functions $I_u(s), D_u(s), U_u(s)$ and $J_u(s)$ for $s \in (0, R)$ as follows:

$$I_u(s) := \int_X u^2(x, s) dm_X,$$  

(3.2)

$$D_u(s) := s^{2-n} \int_{B_s(p_\infty)} |Du|^2 dm_{C(X)},$$  

(3.3)

$$U_u(s) = \frac{D_u(s)}{I_u(s)},$$  

(3.4)

$$J_u(s) = \frac{1}{m_{C(X)}(B_s(p_\infty))} \int_{B_s(p_\infty)} u^2 dm_{C(X)}.$$  

(3.5)

The definitions of these functions are motivated by [14].

It is easy to see that

$$J_u(s) = \frac{1}{m_{C(X)}(B_s(p_\infty))} \int_0^s I_u(r) r^{n-1} dr.$$  

(3.6)

Making use of Theorem 3.1, the following proposition is proved in Ref. [26] (a detailed proof of some facts in the following can also be found in Proposition 3.2 in Ref. [27]).

**Proposition 3.2** If $u(x, r) = \sum_{i=1}^\infty c_i r^{\alpha_i} \varphi_i(x)$ is a non-constant harmonic function on $B_R(p_\infty)$ such that $u(p_\infty) = 0$ as in Theorem 3.1, then the following equalities hold for every $s, r \in (0, R)$:

$$I_u(s) = \sum_{i=1}^\infty c_i^2 s^{2\alpha_i},$$  

(3.7)

$$D_u(s) = \sum_{i=1}^\infty c_i^2 \alpha_i s^{2\alpha_i},$$  

(3.8)

$$I_u(s) = I_u(r) \exp \left( \int_r^s \frac{2U_u(t)}{t} dt \right).$$  

(3.9)

Furthermore, $U_u(s)$ is a non-decreasing function for $s$.

Given $k > 0$, denote by

$$\mathcal{H}_k(C(X)) := \{ u \in W^{1,2}_{\text{loc}}(M) \mid \Delta u = 0, |u(y)| \leq C(d_{C(X)}(y, p_\infty) + 1)^k \text{ for some } C \}. $$
**Proposition 3.3** For any $k > 0$, we have
\[
\dim \mathcal{H}_k(C(X)) = N_X(k(k + n - 2)). \tag{3.10}
\]

For any $\beta > k$ such that $(k, \beta] \cap D_X = \emptyset$, we have $\mathcal{H}_{\beta}(C(X)) = \mathcal{H}_k(C(X))$. In addition, for any $u \in \mathcal{H}_k(C(X))$ with $u(p_{\infty}) = 0$,
\[
J_u(s) \leq 2^{2\alpha N} J_u\left(\frac{s}{2}\right) \tag{3.11}
\]
holds for every $s > 0$. In (3.11) we denote by $N = N_X(k(k + n - 2))$ for simplicity, and $\alpha_N \geq 0$ is given by $\lambda_N = \alpha_N(\alpha_N + n - 2)$, where $\lambda_N$ is the $N$-th eigenvalue of $(X, d_X, m_X)$.

**Proof** For any nonzero $u \in \mathcal{H}_k(C(X))$ with $u(p_{\infty}) = 0$, for any $s > 0$, we have
\[
I_u(s) = \int_X u(x, s)^2 dm_X \leq C(1 + s^{2k}) \tag{3.12}
\]
for some $C > 0$. By Theorem 3.1, we write $u(x, r) = \sum_{i=1}^{\infty} c_i r^{\alpha_i} \varphi_i(x)$. By (3.12) and (3.7),
\[
\sum_{i=1}^{\infty} c_i^2 s^{2\alpha_i} \leq C(1 + s^{2k}) \tag{3.13}
\]
holds for any $s > 0$. Hence $c_i = 0$ for any $i$ such that $\alpha_i > k$. Thus $\mathcal{H}_k(C(X))$ is spanned by those $r^{\alpha_i} \varphi_i(x)$ with $0 \leq i \leq N = N_X(k(k + n - 2))$. This proves (3.10).

For any $\beta > k$ such that $(k, \beta] \cap D_X = \emptyset$, we have $N_X(\beta(\beta + n - 2)) = N_X(k(k + n - 2))$, and hence $\mathcal{H}_{\beta}(C(X)) = \mathcal{H}_k(C(X))$.

Furthermore, since
\[
J_u(s) = \sum_{i=1}^{N} \frac{c_i^2}{2\alpha_i + n} s^{2\alpha_i}, \tag{3.14}
\]
we have
\[
\frac{J_u(s)}{J_u\left(\frac{s}{2}\right)} = \frac{\sum_{i=1}^{N} \frac{c_i^2}{2\alpha_i + n} s^{2\alpha_i}}{\sum_{i=1}^{N} \frac{c_i^2}{2\alpha_i + n} \left(\frac{s}{2}\right)^{2\alpha_i}} \leq 2^{2\alpha N} \tag{3.15}
\]
for every $s > 0$. \hfill \Box

**4 Proof of main theorems**

In this section we give the proof of the main theorems. Let $(M^n, g)$ be a Riemannian manifold with nonnegative Ricci curvature, $\mu$ be the volume measure determined by the metric $g$, $p$ be a fixed point on $M$. Given a function $u$ defined on $B_R(p) \subset M$, define $J_u : (0, R) \to \mathbb{R}$ to be
\[
J_u(r) = \int_{B_r(p)} u^2 d\mu. \tag{4.1}
\]

Firstly we recall the following theorem, which is a special case of the three circles theorem proved by Xu:
Theorem 4.1 (see Theorem 3.2 in [40]) Suppose \((M^n, g)\) satisfies the assumptions in Theorem 1.6, with the unique tangent cone at infinity, denoted by \((C(X), d_{C(X)}, m_{C(X)})\). Let \(\mathcal{Q}_X\) be given by (1.9). Then for any \(\beta \notin \mathcal{Q}_X\), there exists \(T = T(\beta, M) > 1\) such that for every \(r \geq T\) the following statement is true. If \(u(x)\) is any harmonic function defined on \(B_r(p)\), and if

\[
J_u(r) \leq 2^{2\beta} J_u\left(\frac{r}{2}\right)
\]

holds, then

\[
J_u\left(\frac{r}{2}\right) \leq 2^{2\beta} J_u\left(\frac{r}{4}\right).
\]

The following is a three circles theorem for harmonic functions in \(\mathcal{H}_k(M)\). The proof is mainly modified from that of Theorem 1.4 in Ref. [26].

Proposition 4.2 Suppose \((M^n, g)\) satisfies the assumptions in Theorem 1.6, with the unique tangent cone at infinity, denoted by \((C(X), d_{C(X)}, m_{C(X)})\). Let \(D_X\) be given by (1.9). Given any \(k > 0\) with \(k(k + n - 2) \geq \lambda_1\), the following holds. For any \(\epsilon > 0\) sufficiently small such that \((k, k + 2\epsilon) \cap \mathcal{Q}_X = \emptyset\), there exists a \(T = T(M, k + \epsilon)\) such that for any \(u \in \mathcal{H}_k(M)\) with \(u(p) = 0\),

(1) for any \(r \geq T\), we have

\[
J_u(2r) \leq 2^{2k+2\epsilon} J_u(r);
\]  \hspace{1cm} (4.2)

(2) for any \(s \geq t \geq T\), we have

\[
J_u(s) \leq C \left(\frac{s}{t}\right)^{2k+2\epsilon} J_u(t),
\]  \hspace{1cm} (4.3)

where \(C\) is a constant depending only on \(n\) and \(k\).

Proof of Proposition 4.2 Given a non-trivial harmonic function \(u \in \mathcal{H}_k(M)\) such that \(u(p) = 0\). By the volume doubling property, it is easy to check that (2) can be derived from (1). Hence we only need to prove (1).

Firstly, we define a function \(f : [0, \infty) \to [0, \infty)\) by

\[
f(s) = \int_{B_s(p)} |\nabla u|^2 d\mu.
\]  \hspace{1cm} (4.4)

Then it is not hard to check that \(f\) satisfies the following properties:

(a) \(f\) is a non-decreasing function;
(b) \(f(s) > 0\) for \(s > 0\);
(c) \(f(s) \leq C(1 + s^{2k+n-2})\).

Here and in the following, \(C\) will denote constants depending only on \(n\) and \(u\), and \(C\) may be different in different lines.

Applying Lemma 3.1 in Ref. [13] to \(f\), for any \(N \geq 2\), there exists a sequence of positive integers \(\{m_i\}\) (depending on \(N\)) such that \(m_i \to \infty\) and

\[
f(N^{m_i+1}) \leq 2N^{2k+n-2} f(N^{m_i}).
\]  \hspace{1cm} (4.5)

Now suppose \(N \gg 1\) is a fixed number.
By the mean value inequality (see [34]), we have

\[ \sup_{B_{\frac{1}{2}N^{m_i}+1}(p)} |\nabla u_i|^2 \leq C \frac{f\left(\frac{1}{3}N^{m_i+1}\right)}{\mu(B_{\frac{1}{3}N^{m_i}+1}(p))}. \tag{4.6} \]

Denote by \( g_i = (N^{m_i})^{-2} g \). Suppose \( \rho_i \) is the distance determined by \( g_i \), \( \mu_i \) is the volume measure determined by \( g_i \), and \( \nu_i \) is the renormalized measure. Suppose up to passing to a subsequence, \((M_i, p_i, \rho_i, \nu_i)\) converge in the pointed measured Gromov–Hausdorff sense to the tangent cone at infinity \((C(X), p_\infty, d_{C(X)}, m_{C(X)})\), where \( M_i \) is the same manifold as \( M \), \( p_i = p \). Denote by \( \nabla^{(i)} \) the gradient with respect to \( g_i \), by \( D \) the Cheeger derivative with respect to \((C(X), d_{C(X)}, m_{C(X)})\). Denote by \( B_r(p_i) = \{ x \in M_i \mid \rho_i(x, p_i) < r \} \), \( B_r(p_\infty) = \{ x \in C(X) \mid d_{C(X)}(x, p_\infty) < r \} \).

Define

\[ u_i(x) = \frac{u(x)}{N^{m_i}\left(f\left(N^{m_i}\right)\right)^{\frac{1}{2}}}, \tag{4.7} \]

and denote by

\[ J^{(i)}_{u_i}(s) = \int_{B_s(p_i)} u_i^2 d\mu_i. \tag{4.8} \]

Obviously, \( u_i \) is a harmonic function on \( M_i \) and \( u_i(p_i) = 0 \). By (4.5) and (4.6), we have

\[ \sup_{B_{\frac{1}{2}N^{m_i}+1}(p_i)} |\nabla^{(i)} u_i|^2 \leq \frac{\mu(B_{N^{m_i}}(p_i))}{f(N^{m_i})} \sup_{B_{\frac{1}{2}N^{m_i}+1}(p)} |\nabla u|^2 \]

\[ \leq C \frac{\mu(B_{\frac{1}{2}N^{m_i}+1}(p))}{\mu(B_{\frac{1}{3}N^{m_i}+1}(p))} \cdot \frac{f(\frac{1}{3}N^{m_i+1})}{f(N^{m_i})} \]

\[ \leq CN^{2k+n-2}. \]

Hence each \( u_i \) is a Lipschitz harmonic function on \( B_{\frac{1}{10}N}(p_i) \) with uniform Lipschitz constant \( CN^{k+\frac{n}{2}}-1 \), and by Propositions 2.3 and 2.4, up to passing to a subsequence, \( u_i \) converge uniformly to some Lipschitz harmonic function \( \omega_N \) defined on \( B_{\frac{1}{10}N}(p_\infty) \subset C(X) \) with \( \omega_N(p_\infty) = 0 \).

We define functions \( I_{\omega_N}(s) \), \( D_{\omega_N}(s) \), \( U_{\omega_N}(s) \) and \( J_{\omega_N}(s) \), where \( s \in (0, \frac{1}{10}N) \), as in Sect. 3.

Note that for any \( s \in (0, \frac{1}{10}N) \), it is easy to see

\[ \int_{B_s(p_i)} |\nabla^{(i)} u_i|^2 d\nu_i = \frac{f(sN^{m_i})}{f(N^{m_i})}. \tag{4.10} \]

By Proposition 2.4, we have

\[ \int_{B_1(p_\infty)} |D\omega_N|^2 dm_{C(X)} = \lim_{i \to \infty} \int_{B_1(p_i)} |\nabla^{(i)} u_i|^2 d\nu_i = 1, \]

i.e. \( D_{\omega_N}(1) = 1 \).

Furthermore,

\[ \frac{I_{\omega_N}(\frac{N}{100})}{I_{\omega_N}(1)} = \frac{D_{\omega_N}(\frac{N}{100})}{D_{\omega_N}(1)} \frac{U_{\omega_N}(1)}{U_{\omega_N}(\frac{N}{100})} \leq D_{\omega_N}(\frac{N}{100}), \tag{4.11} \]
where in the last equality we use the fact that $U_{\omega N}(s)$ is non-decreasing, and we assume $N > 100$.

On the other hand, by Proposition 2.4, (4.10) and (4.5), we have

$$D_{\omega N}(\frac{N}{100}) = \left(\frac{N}{100}\right)^{2-n} \int_{B_{\frac{N}{100}}(p_{\infty})} |D\omega N|^2 dm_{C(X)} \tag{4.12}$$

$$= \left(\frac{N}{100}\right)^{2-n} \lim_{i \to \infty} \int_{B_{\frac{N}{100}}(p_i)} |\nabla \omega u_i|^2 dv_i$$

$$\leq \left(\frac{N}{100}\right)^{2-n} \limsup_{i \to \infty} \frac{f(N^{m_i+1})}{f(N^{m_i})}$$

$$\leq CN^{2k}.$$ 

Combining (4.11), (4.12) and (3.9), we have

$$\exp\left(\int_{1}^{N} \frac{2U_{\omega N}(t)}{t} dt\right) \leq CN^{2k}. \tag{4.13}$$

Using the non-decreasing property of $U_{\omega N}(s)$ again, for any $L \in [1, N/100)$, we have

$$CN^{2k} \geq \exp\left(\int_{L}^{N} \frac{2U_{\omega N}(L)}{t} dt\right) = \left(\frac{N}{100L}\right)^{2U_{\omega N}(L)}, \tag{4.14}$$

and then

$$2U_{\omega N}(L) \leq \frac{\log C + 2k \log N}{\log N - \log(100L)}. \tag{4.15}$$

Thus, given any $\epsilon > 0$, for all $L \geq 1$, there exists a constant $\tilde{C} = \tilde{C}(\epsilon, L, n, u)$ such that for any $N \geq \tilde{C}$, we have

$$U_{\omega N}(s) \leq U_{\omega N}(L) < k + \frac{\epsilon}{2}, \quad \forall s \in (0, L]. \tag{4.16}$$

Thus we have

$$I_{\omega N}(s) = I_{\omega N}(\frac{s}{2}) \exp\left(\int_{\frac{s}{2}}^{s} \frac{2U_{\omega N}(t)}{t} dt\right) \leq 2^{2k+\epsilon} I_{\omega N}(\frac{s}{2}), \quad \forall s \in (0, L]. \tag{4.17}$$

Then for every $s \in (0, L]$, we have

$$J_{\omega N}(s) = \frac{1}{m_{C(X)}(B_{\frac{s}{2}}(p))} \int_{0}^{s} I_{\omega N}(r) r^{n-1} dr \tag{4.18}$$

$$\leq \frac{1}{m_{C(X)}(B_{\frac{s}{2}}(p))} \int_{0}^{s} I_{\omega N}(\frac{r}{2}) 2^{2k+\epsilon} r^{n-1} dr$$

$$\leq 2^{2k+\epsilon} \frac{1}{m_{C(X)}(B_{\frac{s}{2}}(p))} \int_{0}^{\frac{s}{2}} I_{\omega N}(r) r^{n-1} dr$$

$$= 2^{2k+\epsilon} J_{\omega N}(\frac{s}{2}).$$

We will take $\epsilon$ to be any sufficiently small positive number such that $(k, k+2\epsilon) \cap \mathcal{D}(M) = \emptyset$. In the following, we denote by $\beta = k + \epsilon$ for simplicity. Once $\epsilon$ is fixed, we can fix $N$ such that (4.18) holds for $s \in (0, 2]$. 
Denote by $r_i = N^{m_i}$. By Proposition 2.4 and (4.18), for any $s \in [\frac{1}{2}, 1]$, we have

$$\lim_{i \to \infty} \frac{J_u(\sqrt{s} r_i)}{J_u(r_i)} = \lim_{i \to \infty} \frac{J_u^{(i)}(s)}{J_u^{(i)}(\frac{s}{2})} = \frac{J_{\omega N}(s)}{J_{\omega N}(\frac{s}{2})} \leq 2^{2k+\epsilon}. \quad (4.19)$$

It is not hard to check that the convergence in $(*)$ is uniformly on $s \in [\frac{1}{2}, 1]$. Hence for sufficiently large $i$, and any $s \in [\frac{1}{2}, 1]$, we have

$$J_u(sr_i) \leq 2^{2\beta} J_u(\sqrt{s} r_i). \quad (4.20)$$

By Theorem 4.1, we derive that

$$J_u(s) \leq 2^{2\beta} J_u(\sqrt{s}) \quad (4.21)$$

holds for every $r_i \geq s \geq T$, where $T = T(\beta, M)$ is given in Theorem 4.1. Since $r_i \to \infty$, we obtain that (4.21) holds for every $s \geq T$. The proof is completed.

Now we can prove Theorem 1.6.

**Proof of Theorem 1.6** Given any $k > 0$, we choose $\epsilon > 0$ sufficiently small such that $(k, k + 2\epsilon) \cap \mathcal{J} = \emptyset$. Denote by $W = \{u \in \mathcal{H}_k(M)|u(p) = 0\}, l = h_k - 1$ and $\beta = k + \epsilon$ for simplicity. Note that

$$N_X(k(k + n - 2)) = N_X(\beta(\beta + n - 2)). \quad (4.22)$$

By Proposition 4.2, there exists $T = T(M, \beta) > 0$ and $C = C(n, \beta)$ such that

$$J_u(s) \leq C \left(\frac{s}{t}\right)^{2\beta} J_u(t) \quad (4.23)$$

holds for any $u \in W$ and any $s \geq t \geq T$.

Given $r_i \to \infty$ and we consider $g_i = r_i ^{-2}g$. Suppose up to passing to a subsequence, $(M_i, p_i, \rho_i, v_i)$ converge in the pointed measured Gromov–Hausdorff sense to the tangent cone at infinity $(C(X), p_{\infty}, d_{C(X)}, m_{C(X)})$, where $M_i$ is the same manifold as $M$, $p_i = p$, $\rho_i$ is the distance determined by $g_i$, $\mu_i$ is the volume measure determined by $g_i$, and $v_i$ is the renormalized measure. Denote by $\nabla^{(i)}$ the gradient with respect to $g_i$, by $D$ the Cheeger derivative with respect to $(C(X), d_{C(X)}, m_{C(X)})$. Denote by $B_r(p_i) = \{x \in M_i \mid \rho_i(x, p_i) < r\}, B_r(p_{\infty}) = \{x \in C(X) \mid d_{C(X)}(x, p_{\infty}) < r\}$, and denote by $J_u^{(i)}(s) = \int_{B_s(p_i)} u^2 d\mu_i$ for any function $u : M_i \to \mathbb{R}$.

For $i$ sufficiently large, we can find $\{v_{i,a}\}_{1 \leq a \leq l} \subset W$ such that

$$\int_{B_1(p_i)} v_{i,a} v_{i,b} dv_i = \delta_{ab} \quad (4.24)$$

for $a, b \in \{1, \ldots, l\}$. Then by (4.23),

$$J_{v_{i,a}}^{(i)}(s) \leq C(n, \beta)s^{2\beta} \quad (4.25)$$

holds for every $a \in \{1, \ldots, l\}$ and $s \geq 1$.

By mean value inequality, for any $a \in \{1, \ldots, l\}$ and $s \geq 1$, we have

$$\sup_{B_s(p_i)} |v_{i,a}|^2 \leq C(n) J_{v_{i,a}}^{(i)}(2s) \leq C(n, \beta)s^{2\beta}, \quad (4.26)$$
and then by Cheng-Yau’s gradient estimate ([6]), we have
\[ \sup_{B_t(p_i)} |\nabla v_{i,a}|^2 \leq C(n, \beta) s^{2\beta - 2}. \] (4.27)
Thus by Propositions 2.3 and 2.4, for each \( a \in \{1, \ldots, l\} \), \( v_{i,a} \) converge locally uniformly to a harmonic function \( v_a : C(X) \to \mathbb{R} \) with \( v_a(p_\infty) = 0 \), and
\[ \sup_{B_t(p_\infty)} |v_a| \leq C(n, \beta) s^\beta \] (4.28)
holds for any \( s \geq 1 \). Thus each \( v_a \in H^\beta(C(X)) \).

In addition, by Proposition 2.4 and (4.24), we have
\[ \int_{B_1(p_\infty)} v_a v_b dm_{C(X)} = \delta_{ab} \] (4.29)
for \( a, b \in \{1, \ldots, l\} \). Thus \( v_1, \ldots, v_l \) are linearly independent. Thus
\[ \dim H^\beta(C(X)) \geq l + 1. \] (4.30)
Then (1.8) follows from Proposition 3.3, (4.22) and (4.30).
The proof is completed. \( \square \)

Now we prove some corollaries of Theorem 1.6.

**Proof of Corollary 1.8** Given any \( k > 0 \) such that \( k \notin \mathcal{D}_X \), by the discreteness of \( \mathcal{D}_X \), we can find \( \beta < k \) such that
\[ N_X(\beta(n - 2)) = N_X(k(k + n - 2)). \] (4.31)
Then (1.10) follows from (4.31), (1.7) and (1.8). \( \square \)

**Proof of Corollary 1.9** By Corollary 1.8 and Proposition 2.1, we have
\[ \lim_{k \to \infty} \frac{h_k}{k^{n-1}} = \lim_{k \to \infty} \frac{N_X(k(k + n - 2))}{k^{n-1}} = \frac{n \omega_{n-1} \alpha}{(2\pi)^{n-1}} = \frac{2\alpha}{(n-1)! \omega_n}. \] (4.32)
\( \square \)

Finally we prove Theorem 1.12 in the following.

**Proof of Theorem 1.12** Given any positive sequence \( \{r_i\} \) with \( r_i \to \infty \), we consider \( g_i = r_i^{-2} g \). Suppose up to passing to a subsequence, \( (M_i, p_i, \rho_i, \nu_i) \) converge in the pointed measured Gromov-Hausdorff sense to the tangent cone at infinity \( (C(X), p_\infty, d_{C(X)}, m_{C(X)}) \), where we use the same notations as in the proof of Theorem 1.6.

Suppose \( u_i : M_i \to \mathbb{R} \) is given by \( u_i(x) = \frac{1}{(J_{u_i}(r_i))^{\frac{1}{2}}} u(x) \). Then
\[ \int_{B_1(p_i)} u_i^2 dm_{v_i} = 1. \] (4.33)

Given any \( \delta > 0 \) sufficiently small such that \( (k, k + 2\delta) \cap \mathcal{D}_X = \emptyset \), denote by \( \beta = k + \delta \).
By Proposition 4.2, we derive that for any sufficiently large \( i \),
\[ J_{u_i}^{(i)}(s) \leq C(n, k) s^{2\beta} \] (4.34)
holds for any \( s \geq 1 \). Hence by the same argument as in the proof of Theorem 1.6, we know \( u_i \) converges locally uniformly to a harmonic function \( v \in H^\beta(C(X)) \) with \( v(p_\infty) = 0 \).
By Proposition 3.3, we have \( v(x, r) = \sum_{i=1}^{N} c_i r^{\alpha_i} \varphi_i(x) \), where \( N = N_X(\beta(\beta+n-2)) = N_X(k(k+n-2)) \). Let \( P(v) \) denote the smallest integer \( a \) in \( \{1, \ldots, N\} \) such that \( c_i = 0 \) for any \( i > a \). Denote by \( Q(v) = ap(v) \in \mathcal{D}_X \).

Let \( \gamma \) be the smallest one in \( \mathcal{D}_X \) of the form \( Q(v) \), where \( v \) is obtained by taking limits by choice of parameters \( r_i \) and the subsequences as above.

For simplicity of notation, we assume the above \( v \) satisfies \( Q(v) = \gamma \). In particular, \( v \in \mathcal{H}_\gamma(C(X)) \). Hence by Proposition 3.3, for any \( s > 0 \) we have

\[
J_v(s) \leq 2^{2\gamma} J_v\left(\frac{s}{2}\right). \tag{4.35}
\]

Following the argument in the last part of the proof of Proposition 4.2, for any \( \epsilon > 0 \) such that \( (\gamma, \gamma + 2\epsilon) \cap \mathcal{D}_X = \emptyset \),

\[
J_u(s) \leq 2^{2\gamma+2\epsilon} J_u\left(\frac{s}{2}\right) \tag{4.36}
\]

holds for any \( s \geq T = T(M, u, \epsilon) \). This completes the proof of (1).

Once we have (1), then by mean value inequality and Cheng-Yau’s gradient estimate, we derive \( u \in \mathcal{H}_{\gamma+\epsilon}(M) \).

Finally, if \( u \in \mathcal{H}_{\gamma-\epsilon}(M) \) holds for some \( \epsilon > 0 \), then after blowing down the manifold by suitable parameters, we obtain a limit harmonic function \( \tilde{v} : C(X) \to \mathbb{R} \) with \( Q(\tilde{v}) \leq \gamma - \frac{\epsilon}{2} \), which contradicts to the definition of \( \gamma \). Thus the proof of (3) is completed. \( \square \)

5 Remarks on the collapsed cases

In this section, we give some remarks on the estimates of \( h_k(M) \) when \( M \) is collapsed.

As mentioned in Remark 1.16, following the arguments in this paper, we can derive that conclusions similar to Theorem 1.6, Corollary 1.8, and Theorem 1.12 still hold on a manifold \((M^n, g)\) with nonnegative Ricci curvature and satisfying assumptions (1)–(3) in Remark 1.16. We omit the detailed proofs. Recall that in Ref. [16], Colding and Minicozzi asked, under some assumptions on the tangent cones at infinity on a collapsed manifold \( M \), are there some improved upper of \( h_k(M) \) similar but better than \((1.2)\)? See Question 6.53 of Ref. [16] for details. Even though assumptions (1)–(3) in Remark 1.16 are more restrictive than the assumptions in Question 6.53 of Ref. [16], our conclusions seems better.

In Theorem 6.58 of Ref. [16], Colding and Minicozzi proved an improved upper bound of \( h_k(M) \) (see (6.59) in Ref. [16]) provided \((M^n, g)\) have nonnegative sectional curvature and its tangent cone at infinity has Hausdorff dimension \( m \). Recall that if \((M^n, g)\) have nonnegative sectional curvature, then no matter \( M \) has maximal volume growth, its tangent cone at infinity, denote by \( M_\infty \), is unique. Furthermore, \( M_\infty \) is an Alexandrov space with nonnegative curvature with integral Hausdorff dimension \( m \leq n \); and if \( m \geq 2 \), then \( M_\infty \) is an Euclidean cone over an \((m-1)\)-dimensional Alexandrov space \( X \) with curvature bounded from below by \( 1 \); if \( m = 1 \), then either \( M_\infty \) is isometric to a line or a half line. Note that if \( m < n \), then in general the renormalized limit measure on \( M_\infty \) depends on the parameters to blow down \( M \), see Example 1.24 in Ref. [9].

If \( M_\infty \) is isometric to a line, then \( M \) itself splits. In the case that \( M_\infty \) is isometric to a half line, then argue as in the proof of Theorem 1.4 of Ref. [28], we derive that there is no non-constant harmonic function with polynomial growth on \( M \).

Thus in the following we always assume \( m \geq 2 \), in particular assumption (2) in Remark 1.16 holds.
In the following, we always assume:

(1’): the renormalized limit measures on $M_{\infty}$ is unique, and up to a constant, it is equal to the $m$-dimensional Hausdorff measure of $M_{\infty}$.

Hence $M$ satisfies assumption (1) of Remark 1.16 with $\kappa = m$. In this case, by Theorem 1.2 in Ref. [26],

$$h_k \geq N_X(\beta(\beta + m - 2))$$ (5.1)

holds for any positive number $\beta < k$.

On the other hand, if we denote by $V = c_1^{m-1}(X)$ (hence the $m$-dimensional Hausdorff measure of the unit ball centered at the tips in $M_{\infty}$ equal to $\frac{1}{m}V$), then applying Weyl’s law (see Corollary 4.8 of Ref. [4]) to the Alexandrov space $X$, we have

$$\lim_{\lambda \to \infty} \frac{N_X(\lambda)}{\lambda^{\frac{m-1}{2}}} = \frac{\omega_{m-1}V}{(2\pi)^{m-1}} = \frac{2V}{m!\omega_m}. \quad (5.2)$$

By (5.1) and (5.2), we can derive

$$\liminf_{k \to \infty} k^{1-m} h_k \geq \frac{2V}{m!\omega_m}. \quad (5.3)$$

We want to estimate the upper bound of $h_k$, following the argument in the proof of Theorem 1.6. Note that we don’t require $M$ to satisfy assumption (3) in Remark 1.16. By volume comparison, we have the following natural volume upper bound:

$$\frac{\mu(B_r(p))}{r^n} \leq \omega_n, \quad \forall r > 0. \quad (5.4)$$

We follow the argument in the proof of Proposition 4.2, define $f$ as in (4.4) for $u \in H_k(M)$ with $u(p) = 0$. Then (4.5) still holds. We consider $g_i = (N^{m_i})^{-2}g$, and use the same notations as in the proof of Proposition 4.2, and the function $u_i$ defined in Eq. (4.7) converges to a harmonic function $\omega_N$ defined on $B_{10N}(p_{\infty}) \subset C(X) = M_{\infty}$. By the conic structure, $\omega_N$ has a beautiful form, see Theorem 3.1 in [26]. Then we define functions $I_{\omega_N}(s)$, $D_{\omega_N}(s)$, $U_{\omega_N}(s)$ and $J_{\omega_N}(s)$. We remark that in this case, $D_{\omega_N} : (0, \frac{1}{10N}) \to \mathbb{R}$ is defined to be

$$D_{\omega_N}(s) := s^{2-m} \int_{B_s(p_{\infty})} |D\omega_N|^2 dm_{C(X)}. \quad (5.5)$$

Because of this difference, we have

$$D_{\omega_N}(\frac{N}{100}) \leq \left(\frac{N}{100}\right)^{2-m} \limsup_{i \to \infty} \frac{f(N^{m_i+1})}{f(N^{m_i})} \leq CN^{2k+n-m} \quad (5.6)$$

instead of (4.12). Then we derive

$$2U_{\omega_N}(L) \leq \frac{\log C + (2k + n - m) \log N}{\log N - \log(100L)}. \quad (5.7)$$

instead of (4.15). Thus, given any $\varepsilon > 0$, for all $L \geq 1$, there exists a constant $\tilde{C} = \tilde{C}(\varepsilon, L, n, u)$ such that for any $N \geq \tilde{C}$, we have

$$U_{\omega_N}(s) \leq U_{\omega_N}(L) < k + \frac{n - m}{2} + \frac{\varepsilon}{2}, \quad \forall s \in (0, L]. \quad (5.8)$$
Then for every \( s \in (0, L] \), we have
\[
J_{\omega_N}(s) \leq 2^{2k+n-m+\epsilon} J_{\omega_N}(\frac{s}{2})
\]
instead of (4.18). We take \( \epsilon \) to be any sufficiently small positive number such that \( (k + \frac{n-m}{2}, k + \frac{n-m}{2} + 2\epsilon) \cap D(M) = \emptyset \). Combining Proposition 2.4, (5.9) and Xu’s three circle theorem (Theorem 3.2 in Ref. [40]), we derive that
\[
J_u(s) \leq 2^{2k+n-m+2\epsilon} J_u(\frac{s}{2})
\]
holds for every \( s \geq T \), where \( T = T(k + \frac{n-m}{2} + \epsilon, M) \) is given in Theorem 3.2 in Ref. [40]. With the help of (5.10), we follow the argument in the proof of Theorem 1.6 to conclude that
\[
h_k \leq N_X((k + \frac{n-m}{2})(k + \frac{n+m}{2} - 2)).
\]
Combining Eqs. (5.2) and (5.11) we have
\[
\lim_{k \to \infty} k^{1-m} h_k \leq \lim_{k \to \infty} \frac{N_X((k + \frac{n-m}{2})(k + \frac{n+m}{2} - 2))}{k^{m-1}} = \frac{2V}{m!\omega_m}.
\]
In conclusion, if \((M^n, g)\) has nonnegative sectional curvature and satisfies the assumption \((1)'\) with \( m \geq 2 \), then we have
\[
\lim_{k \to \infty} k^{1-m} h_k = \frac{2V}{m!\omega_m}.
\]
This conclusion is better than (6.59) of Ref. [16].

Acknowledgements The author would like to thank Prof. B-L Chen, H-C Zhang, X-P Zhu and Dr. H-Z Huang for discussions. The author would like to thank the anonymous referees for helpful suggestions. The author is partially supported by National Key R&D Program of China (2021YFA1003001), National Natural Science Foundation of China (Nos. 12271531 and 12025109) and Guangdong Natural Science Foundation (2022A1515011072).

Data availability Data sharing is not applicable to this article as no data sets were generated or analysed.

References
1. Ambrosio, L., Gigli, N., Mondino, A., Rajala, T.: Riemannian Ricci curvature lower bounds in metric measure spaces with \( \sigma \)-finite measure. Trans. Am. Math. Soc. 367, 4661–4701 (2015)
2. Ambrosio, L., Gigli, N., Savaré, G.: Calculus and heat flow in metric measure spaces and applications to spaces with Ricci bounds from below. Invent. Math. 195, 289–391 (2014)
3. Ambrosio, L., Honda, S.: Local spectral convergence in \( RCD^* (K, N) \) spaces. Nonlinear Anal. 177, 1–23 (2018)
4. Ambrosio, L., Honda, S., Tewodrose, D.: Short-time behavior of the heat kernel and Weyl’s law on \( RCD^* (K, N) \) spaces. Ann. Glob. Anal. Geom. 53, 97–119 (2018)
5. Cheng, S.Y.: Liouville theorem for harmonic maps. Proc. Symp. Pure Math. Am. Math. Soc. XXXVI(3), 147–151 (1980)
6. Cheng, S.Y., Yau, S.-T.: Differential equations on Riemannian manifolds and their geometric applications. Comm. Pure Appl. Math. 28, 333–354 (1975)
7. Cheeger, J.: Differentiability of Lipschitz functions on metric measure spaces. Geom. Funct. Anal. 9, 428–517 (1999)
8. Cheeger, J., Colding, T.H.: Lower bounds on Ricci curvature and the almost rigidity of warped products. Ann. Math. 144, 189–237 (1996)
9. Cheeger, J., Colding, T.H.: On the structure of spaces with Ricci curvature bounded below I. J. Differ. Geom. 46, 406–480 (1997)
10. Cheeger, J., Colding, T.H.: On the structure of spaces with Ricci curvature bounded below III. J. Differ. Geom. 54, 37–74 (2000)
11. Cheeger, J., Colding, T.H., Minicozzi, W.P., II.: Linear growth harmonic functions on complete manifolds with nonnegative Ricci curvature. Geom. Funct. Anal. 5, 948–954 (1995)
12. Cheeger, J., Jiang, W., Naber, A.: Rectifiability of singular sets of noncollapsed limit spaces with Ricci curvature bounded below. Ann. Math. 2(193), 407–538 (2021)
13. Colding, T.H., Minicozzi, W.P., II.: Harmonic functions on manifolds. Ann. Math. 146, 725–747 (1997)
14. Colding, T.H., Minicozzi, W.P., II.: Harmonic functions with polynomial growth. J. Differ. Geom. 46, 1–77 (1997)
15. Colding, T.H., Minicozzi, W.P., II.: Weyl type bounds for harmonic functions. Invent. Math. 131, 257–298 (1998)
16. De Philippis, G., Gigli, N.: Non-collapsed spaces with Ricci curvature bounded from below. J. Écon. Polytech. Math. 5, 613–650 (2018)
17. Ding, Y.: Heat kernels and Green’s functions on limit spaces. Comm. Anal. Geom. 10, 475–514 (2002)
18. Ding, Y.: An existence theorem of harmonic functions with polynomial growth. Proc. Am. Math. Soc. 132, 543–551 (2004)
19. Donnelly, H.: Harmonic functions on manifolds of nonnegative Ricci curvature. Int. Math. Res. Not. 2001, 429–434 (2001)
20. Erbar, M., Kuwada, K., Sturm, K.T.: On the equivalence of the entropic curvature-dimension condition and Bochner’s inequality on metric measure space. Invent. Math. 201, 993–1071 (2015)
21. Gigli, N.: The splitting theorem in non-smooth context. arXiv:1302.5555, (2013)
22. Gigli, N.: On the differential structure of metric measure spaces and applications. Mem. Am. Math. Soc., 236 (2015)
23. Honda, S.: Harmonic functions on asymptotic cones with Euclidean volume growth. J. Math. Soc. Jpn. 67, 69–126 (2015)
24. Huang, X.-T.: Ricci curvature and convergence of Lipschitz functions. Comm. Anal. Geom. 19, 79–158 (2011)
25. Huang, X.-T.: On the dimensions of spaces of harmonic functions with polynomial growth. Acta Math. Sci. Ser. B 39, 1219–1234 (2019)
26. Huang, X.-T.: On the asymptotic behavior of the dimension of spaces of harmonic functions with polynomial growth. J. Reine Angew. Math. 762, 281–306 (2020)
27. Sormani, C.: Harmonic functions on manifolds with nonnegative Ricci curvature and linear volume growth. Pac. J. Math. 192, 183–189 (2000)
28. Villani, C.: Optimal transport, old and new. Grundlehren der Mathematischen Wissenschaften, Springer, Berlin, vol. 338 (2009)
29. Xu, G.: The growth rate of harmonic functions. J. Lond. Math. Soc. 2(101), 1298–1319 (2020)
42. Yau, S.-T.: Harmonic functions on complete Riemannian manifolds. Comm. Pure Appl. Math. 28, 201–228 (1975)
43. Zhang, H.C., Zhu, X.P.: Weyl’s law on RCD*(K, N) metric measure space. Comm. Anal. Geom. 27, 1869–1914 (2019)

Publisher’s Note  Springer Nature remains neutral with regard to jurisdictional claims in published maps and institutional affiliations.

Springer Nature or its licensor (e.g. a society or other partner) holds exclusive rights to this article under a publishing agreement with the author(s) or other rightsholder(s); author self-archiving of the accepted manuscript version of this article is solely governed by the terms of such publishing agreement and applicable law.