Latent Semantic Structure in Malicious Programs
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Abstract. Latent Semantic Analysis is a method of matrix decomposition used for discovering topics and topic weights in natural language documents. This study uses Latent Semantic Analysis to analyze the composition binaries of malicious programs. The semantic representation of the term frequency vector representation yields a set of topics, each topic being a composition of terms. The vectors and topics were evaluated quantitatively using a spatial representation. This semantic analysis provides a more abstract representation of the program derived from its term frequency analysis. We use a metric space to represent a program as a collection of vectors, and a distance metric to evaluate their similarity within a topic. The segmentation of the vectors in this dataset provides increased resolution into the program structure.
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1 Introduction

Analysis methods for malicious programs face challenges to the interpretation of results. This is due to the loss of semantic information when languages are translated between abstraction layers. A "semantic gap" exists, which is a gap between higher level language specification or theorem proving and the lower level instructions obtained from reverse engineering binary programs into their instruction sets. Proofs about the operational semantics of higher level languages are not easily translated to other layers in the abstraction hierarchy, such as binary or hex representations [21], [15].

A representation of operational semantics without abstraction cannot easily bridge the gap between architectural layers. If program semantics are to be correlated across architectural layers, a greater level of abstraction is required. Once a more abstract representation is found, then it is possible for programs to be classified by the identification of patterns in their structural properties.

Abstraction enables the potential identification of a process generating patterns of syntax to be uncovered. Greater levels of abstraction allow for the ability to predict features of syntax. These syntactic features can be predicted based
Fig. 1. Basic block segment of assembly instructions

on the structure of syntax provided by the abstraction. In the case of Griffiths, Steyvers, and Tenenbaum, this was accomplished by the addition of a bi-partite graph with nodes representing concepts and words [6], [20].

The strength of a semantic representation depends on the ability of the representation to express structural properties, to express syntactic patterns at a sufficient level of abstraction, and the degree of accuracy. For greater accuracy we use a segmentation approach, which provides a more fine grained resolution.

One approach to providing both abstraction and structure is to discover the latent or hidden structure of a program by the analysis of terms in the document, called \(tf-idf\) methods. One advantage this offers is a representation not based on specific patterns of syntax. A term frequency representation of a program contains latent structure with a greater level of abstraction, and datasets using term frequency representations can be analyzed with natural language analysis methods. The abstraction of a latent structure would be a more descriptive feature of program semantic structure, as the correlation of syntactic features would be easily explained by the structure, and would allow for prediction.

Latent Semantic Analysis is already a widely used method of analysis for the discovery of topics in documents of natural language, and uses matrix decomposition to derive a more abstract representation with respect to a document’s semantic content [11], [17], [6], [20].

We use Latent Semantic Analysis to provide a greater level of abstraction on a segmented term-frequency dataset. We construct a metric space to evaluate the structure of a program through a spatial representation. In order to have a measure of correlation in the metric space, we use Cosine Similarity as a similarity metric.

1.1 Background

Malware analysis has used Machine Learning methods to offer new solutions to program analysis. Patterns of both syntax and semantics have been successfully classified using machine learning methods, but semantic program representation is still a difficult problem [19].
Latent Semantic Analysis has shown to be an effective method of analyzing natural language [5], [6].

The process of Singular Value Decomposition (SVD) obtained from a linear algebraic approach allows the decomposition of matrices into orthonormal bases, along with weights [11], [17], [2].

1.2 Related Work

Machine Learning has been applied in many contexts to successfully identify malicious programs based on a variety of features. Several different classification methods have been used for supervised learning including artificial neural networks and support vector machines. Many datasets have been collected with several different kinds of features, including assembly instructions, n-gram sequences of instructions and system calls, and program metadata, [19], [14], [10], [4], [3].

A number of studies have explored the use of static features at the level of file format, and their impact on the recognition of malicious programs. A decision tree was used as a method of classification for Windows PE files. Subsequent studies have focused on malware classification using ensemble methods which include random forest with support vector machines and principal component analysis that was focused on file header features of Trojans. [16], [18], [22].

While many studies of supervised learning rely on on $tf - idf$ representations for labeled data, n-gram sequences are typically computed linearly based on the placement of terms in the document as a whole, and are not segmented into blocks. The instruction sequence is determined by the structural properties of the control flow graph, and not the placement in the document as in natural language documents. This structure is often evaluated in isolation, and not included in the term frequency representation. The evaluation of term frequencies in the document without segmentation assumes a linear sequence of terms with respect to their spatial placement, and this is not the case for executable binaries. While edges in a control flow graph define the sequence order, sequential statements in the program are represented by nodes in the control flow graph. This leads us to use a representation that is segmented in order to provide a suitable level of resolution.

The absence of accurate segmentation of a term frequency representation in program analysis would introduce noise from the existence of n-gram sequences that are not representative of deterministic instruction sequences.

1.3 Outline

Section 2 covers the experiments performed. Section 3 covers the Results and Discussion. Section 4 is a Summary and Conclusion.
2 Experiment

This section details the data collection and matrix decomposition methods that were performed.

2.1 Data Collection

An executable program is a sequence of instructions, each instruction being composed of opcodes and data operands. The dataset used in this study was composed by assembling a series of program binaries. Each binary program was reverse engineered using Linux decompilation tools such as GNU objdump to obtain an assembly representation of opcodes and data operands. This assembly representation was separated into segments called basic blocks, which are blocks of sequential instructions separated by a jump instruction. Figure 1 shows a basic block segment of contiguous assembly instructions from a binary program that was obtained after the decompilation process. From a program segment we can obtain a sequence of terms and their term frequencies [9], [13], [8].

Additional structure was obtained from the program control flow graph in an adjacency matrix format that was recovered using a concolic testing and symbolic execution tool \texttt{radare2} for static analysis.

The following sections outline the data collection method and the data obtained.

Define term dictionary An initial term dictionary was composed by selecting all possible opcodes present in the x86/64 opcode instruction set architecture. If we were to plot vectors in the space defined by all potential terms, each vector in the dataset would have a dimensionality of 527 [1].

Stemmed dictionary The term dictionary was then simplified by grouping terms that expressed the same arithmetic and logic or CPU control operation in terms of their operational behavior. These terms may differ slightly in operating on different data types, e.g. floating point operations. After grouping like terms in the dictionary the dimensionality of each vector in the term frequency vector space was reduced to 32. This eliminates unnecessary redundancy, and reduces the dimensionality of the metric space being considered for each vector [1], [11], [17].

Reverse engineering binary A set of binaries able to be executed within the x86/64 instruction set architecture were collected. Each binary was analyzed by using the \texttt{objdump} tool to recover the assembly code representations of the opcodes present in the binary executable.
Convert program document into segments  Each program sample was split into its component basic block segments by segmenting on each jump instruction or similar control state transition. A jump instruction represents a transition of program control flow.

A basic block is a representation of a deterministic portion of the program. Each basic block was then represented as a vector by counting the frequencies of terms in the dictionary.

Term distribution  The distribution of opcode term frequencies is positively skewed towards data movement was measured. The distribution is positively skewed and follows a power law distribution.

2.2 Dataset
The dataset resulting from the data collection contains two representations. The first is a matrix vectors with one dimension per term in the term dictionary, and the numeric value representing the term frequency. Each vector corresponds to a basic block segment of the program. From a perspective of $tf-idf$, the program’s basic blocks would be considered to be documents. The document corpus is a collection of programs which comprise the dataset.

The second is an adjacency matrix representation of the program structure in terms of it’s control flow graph edges. This captures the inter-segment structural composition in a network.

Figure 1 shows a basic block program segment of assembly instructions from a binary program that was obtained after the decompilation process. [9], [8].

2.3 Matrix Decomposition
Singular Value Decomposition (SVD) was then performed on each of these datasets in order to decompose the matrices into their component parts. Figure 2 shows the top weights of topic dimensions obtained from Singular Value Decomposition of term-document co-occurrence matrix. These weights correspond to topic abstractions which are composed of multiple terms. The control flow graph represents the structural relationships of the segments of the document, and for this reason this adjacency matrix was also decomposed into component matrices.
In natural language documents, the syntactic structure is a linear sequence, but the sequence of program instructions is instead determined by program control flow edges in the adjacency matrix. For the matrices representing control flow networks, the SVD was performed on the adjacency matrix representation.

**Singular Value Decomposition** The matrix of term frequencies decomposes into:

- $U$ is an orthonormal basis for instructions in a segment.
- $D$ is a matrix of weights per dimension (topic).
- $V$ is an orthonormal basis for programs.

The orthonormal basis for instructions in a segment shows the relationship between a document and its abstraction. The topic weight shows the strength of the individual abstract topic representation. The orthonormal basis for the program shows the degree to which a program is associated with an abstract representation or topic. These components were evaluated using a spatial representation.

**Construction of Metric Space** Constructing a metric space allows us to evaluate vectors for relative similarity based on quantitative measurements. We can quantitatively evaluate documents for the degree to which they correspond

---

**Fig. 3.** The distribution of discovered topic representations obtained from matrix decomposition of a program’s control flow graph, which defines the structural relations between documents in the program.
Fig. 4. Metric space constructed from highest weighted topics. Individual vectors correspond to term frequency vectors. This shows the contribution of individual terms in the dictionary to the topics discovered. The dimensionality of each vector is 32. Using the topic projection we can evaluate each vector in a 2 dimensional Euclidean space. Both topics have a high degree of correlation with data movement.

to a topic, and which datasets are have clear exemplars of topics with high strength based on their similarity.

By multiplying the matrix $D$ of weights per dimension with the matrix $U$ of terms, and selecting the dimensions with the highest weight, we are able to plot vectors in a dimension that captures a majority of the variance for each term frequency vector. This dimension represents the degree to which an opcode relates to a higher level abstraction of program structure.

If we construct a metric space over $U$ obtained from SVD with a distance metric selected being Cosine similarity, then we have a basis for comparing the similarity of blocks by their terms.

Figures 4 and 5 show a metric space constructed from the highest weighted topics obtained from SVD. Each dimension in the metric space represents one of the two highest weighted dimensions. This gives us a spatial representation of the topic abstraction, and its relation to the documents. We discuss the applications of this representation in Section 3.

3 Results

This section discusses the results of the experiment performed in section 2.
Fig. 5. Metric space constructed from highest weighted topics for the same program and using the same topics. This shows the complete representation of the program as a set of segment vectors. Each vector represents a basic block segment, and can be viewed as a node in the program’s control flow graph. A spatial representation allows for an increase in resolution in comparison to analysis and hashing of whole document feature representations. A single program is a collection of segments, and the program’s impact on the topic is distributed across the set of segments. We can see that the two topics differ in their representation of the program, as specific vectors have a larger magnitude in single dimensions.

3.1 Discussion

The goal of this work is to provide an additional level of abstraction in order to determine the patterns generating the syntactic elements of malicious program binaries. The features used for this are a vector representation using $tf - idf$ term frequency methods and the program’s control flow adjacency matrix representation. These features are extracted based upon segmentation of the program, which provides additional feature resolution. The abstract representation is obtained from matrix decomposition using Singular Value Decomposition (SVD). Metric spaces are defined for the program vectors as well as their topic abstractions in order to evaluate program features for similarity. Once abstract topic representations are obtained from matrix decomposition, these topics are used
to evaluate the original static artifacts of the program by projecting the vector for each program segment into the metric space defined by the topic. In this section we explore a single program in metric spaces of topics selected from the component matrices.

Three resulting matrices are obtained from each matrix decomposition. The matrix $U$ is an orthonormal basis for instructions in a segment which shows the relationship between a document and its abstraction. The matrix $D$ is a matrix of topic weights per dimension which shows the strength of the individual abstract topic representation. The matrix $V$ is an orthonormal basis for programs which shows the degree to which a program is associated with an abstract representation or topic. These components were evaluated individually using a spatial representation.

The goal of the matrix decomposition is to obtain a set of latent variables from each of the matrices. These variables would represent a conceptual abstraction from the previous resolution of the data.

The square matrix $D$ obtained from performing SVD on an adjacency matrix representation of the control flow graph for a given program shows the abstract representations of the network. The distribution of weights for each dimension is shown in Figure 3. This figure shows that there are a large number, a number of unique topics approximately $30\%$ of the number of nodes in the network, each with a low weight (less than 10). The space of nodes and the network were then reconstructed using the topics to create a scatter plot of the metric space obtained from decomposition of the control flow network \[7\].

One view of this representation is that a program is composed of a corpus of "documents", which are basic block segments. Each basic block is a segment of the complete program. The term frequencies in each vector represent the document term frequency of instructions in a block.

The decomposed matrix $U$ from the opcode frequency matrix is representative of how an opcode relates to a given abstraction. The matrix $D$ gives the weight of each abstract representation. The matrix $V$ represents how a basic block relates to a given abstraction. This makes the assumption that term co-occurrence is significant.

Figure 4 shows a projection of the individual terms into the metric space defined by the highest weighted topics. Individual vectors correspond to term frequency vectors selected from matrix $U$ using topics from matrix $D$. This shows the contribution of individual terms in the dictionary to the topics discovered. The dimensionality of each vector is 32. Using the topic projection we can evaluate each vector in a 2 dimensional Euclidean space. If we view correlation as the vector cosine, we can see that both topics $A$ and $B$ have a low degree of correlation with a high number of terms and a very high correlation with a single term. Both topics have a high degree of correlation with data movement. This finding is validated by the distribution of term frequencies across the corpus \[12\].

Figure 5 shows a scatter plot of term frequency vectors. Vectors are selected from the matrix $V$ using the topics from matrix $D$. This projection shows a plot of the entire program represented as a set of vectors in the metric space.
This figure shows us how a program contributes to a given topic. Each vector is plotted in a spatial representation, and corresponds directly to a basic block segment. The segments were selected from a document corpus, which composes a program. The program shown in this figure is a collection of vectors in the metric space. Vectors in the space are plotted in the highest weighted dimensions obtained from SVD on each axis in two dimensions. The dimensions were selected from the topic matrix, and used to construct the vector space. This vector space provides a greater level of abstraction is suitable for further analysis into which documents are similar, and which documents are representative of specific concepts. For example, the value of the cosine similarity in outliers has a value that is drastically different from that of a majority of the data points in the dataset. This also shows a correlation that would be subject to regression analysis, as a linear trend is visible at several points in the space. We hope to explore clustering in the topic space in future work.

In this figure we can see the contribution of individual vectors in the topic space from the vector magnitude. It is important to note in this example that topics A and B differ in that the vector with the largest contribution to topic A is not present in topic B. This is an outlier, and would be a good candidate for a differentiating feature of this abstract topic representation. This syntactic feature has a correspondence from the topic abstraction. This represents an increase in the feature resolution that would not have been possible without the segmentation of the program document.

The adjacency matrix of a program’s control flow decomposes into matrices of weights and space for nodes in control flow network. As previously discussed, the abstraction shows a significantly large distribution of relatively small weights. This implies that we are given a large number of very small features to detect, and their abstractions are not correlated. This can be seen again when plotting node and network level embeddings of the topics, which are close to their respective axes and do not show a strong correlation via cosine similarity. Program control flow networks appear to have properties that do not easily allow for decomposition, due to the low weighting of a large number of dimensional weights obtained in the square matrix after decomposition. This indicates that there are not clear abstractions for this structure.

Figure 4 shows a metric space for each of the dimensions with the highest weights as obtained from SVD. The vectors in this metric space are the right-singular vectors, which represent the degree to which a document corresponds to a more abstract representation, such as a topic as a collection of terms for natural language processing. In this context, a ”document” is a deterministic segment of a program, as a collection of operations. This figure shows each of the program segments plotted in the dimensions that capture the highest variance.

We can see a clear cluster of similar segments of the program that have high to moderate magnitude in the y-dimension. We can also see at least three outliers, two with low magnitude in each dimension, one with high magnitude in both dimensions. While the magnitude of these vectors differs, they would be similar in terms of a cosine similarity metric.
4 Conclusion

In this study we have collected a dataset of term frequencies based on a dictionary. We have reduced the dimensionality of the dataset by using a stemming approach from over 500 terms to 32 terms. We have segmented the dataset into sequential blocks and an adjacency matrix of control flow representing the structure of sequences to provide an increase in feature resolution. Segmentation was done for increased accuracy and a more fine grained resolution. The control flow adjacency matrix was collected to evaluate the structural properties of the document. When these matrices were decomposed to obtain an abstract representation of the structure, low weights of a large number of dimensions obtained in the square matrix after decomposition, indicating that there are not clear abstractions for this structure. We have decomposed the datasets collected by using Singular Value Decomposition. This was done to provide an increased level of abstraction to the term frequency representation. This was measured by the strength of the topics in the matrix representing the topic weights. The value in the topic matrix provides a measurement of the topic weight. The weight of this topic is the strength of the abstraction discovered. We have evaluated the data using a spatial representation by constructing a metric space for the highest weighted abstract representations. We have evaluated the similarity of vectors in the metric space by measuring their cosine similarity. By providing structure, abstraction, and accuracy, we can analyze structural patterns, find generative processes for syntactic patterns through abstraction, and show the correlation between representations.
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