Topology-mediated approach to the design of quasisymmetric stellarators
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Magnetic confinement fusion designs require careful consideration for them to confine particles effectively. A possible way to do so is to impose quasisymmetry. In practice, large-scale optimizations are performed to minimize deviations from exact quasisymmetry. Unfortunately, the large number of parameters and complexity of the optimization process make it challenging to organize and interpret the designs thus obtained.

In this Letter, we present a novel topology-mediated description of configurations to describe the space of configurations in a reduced model with a small number of parameters. We show that this approach reproduces existing designs and proves powerful to find potentially attractive new designs, an explicit example of which is presented.

In this Letter, we present a novel approach on quasisymmetric (stellarator-symmetric, vacuum) design, guided by the fundamental idea that the topological properties of the magnetic axis are an excellent point of departure for more efficient identification of stellarators with QS. We propose a reduced model which identifies quasisymmetric configurations with the shape of their magnetic axis and two other shaping parameters for flux surfaces. Our proposed approach may be described as ‘inside-out’ in contrast with the conventional ‘outside-in’ approach discussed above. We demonstrate that this approach reproduces existing designs in a more economical and reduced parameter space and furthermore, elucidates the structure of a ‘phase space’ in which ‘phase transitions’ separate QA and QH designs. In the process, we are able to identify potentially attractive, entirely unexplored regions of designs, discussed below.

The axis and shaping parameters mentioned above emerge naturally from the near-axis expansion (NAE) of the governing quasisymmetric and equilibrium equations. The NAE is carried out in powers of the distance from the magnetic axis and provides a hierarchy of equations in which the axis and shaping parameters appear as inputs. Our model is obtained by truncating this hierarchy at second order, where deviations from QS first appear in a self-consistent treatment. More details regarding the NAE can be found elsewhere.

We now discuss the choices of axis and parameters. We start from the zeroth-order in the model, which describes configurations by the shape of the magnetic axis. Identifying configurations with spatially closed curves at the outset endows configuration space with a structure missing in the conventional approach. The space becomes separated into distinct topological regions identified with different forms of QS, which we call quasisymmetric phases. Each is associated with a self-linking topological number, so that, by continuous deformation, the phase can only change upon crossing a phase transition boundary. This corresponds to configurations with axes with curvature vanishing locally, i.e., \( \kappa = 0 \), at a single or multiple point.
This newly minted space can be parameterized using a Fourier representation for closed curves (which guarantees curves to be closed). Using cylindrical coordinates, we define the loci of a curve \( (R, Z) \) by \( R = \sum R_n \cos(n\phi) \) and \( Z = \sum Z_n \sin(n\phi) \). Then the Fourier amplitudes \( \{R_n, Z_n\} \) can be used to represent the space of configurations. The dimensionality of the space will depend on the number of harmonics considered. Most typical quasisymmetric designs belong to a space spanned by two dominant harmonics (with \( R_n \approx Z_n \)).

At this level, we have identified the space of configurations with spatially closed curves. However, this identification is actually infinitely degenerate; different choices of shaping parameters at higher orders in the NAE represent different configurations. To break the infinite degeneracy at zeroth order, we now move a level up to first order. The model now distinguishes between different elliptically shaped flux surfaces around the axis, controlled by the choice of the scalar parameter \( \eta \) which affects both the elongation of the elliptical cross-sections and the rotational transform on axis, \( \eta_0 \). The relation between \( \eta \), the shaping and the rotational transform is determined primarily by the non-linear Riccati \( \sigma \)-equation (see Eq. (2.14) in [27] or Eq. (26) in [28]),

\[
\frac{d\sigma}{d\phi} = -i_0 \left[ 1 + \frac{1}{4} \left( \frac{\eta}{\kappa} \right)^4 + \sigma^2 \right] + \frac{dl}{d\phi} \tau \left( \frac{\eta}{\kappa} \right)^2 . \tag{1}
\]

where \( \sigma \) is a measure of the tilting and toroidal variation of the elliptical cross section, \( \tau \) is the torsion of the axis and \( dl/d\phi = L/2\pi \), where \( L \) is the length of the axis. For every magnetic axis shape, Eq. (1) describes a family of configurations spanned by \( \eta \) with different rotational transform \( \eta_0 = \eta_0(\eta) \). A convenient choice for \( \eta \) is \( \eta = \eta^* \), where \( \eta^* \) corresponds to the value of \( \eta \) such that \( d\eta_0/d\eta = 0 \). Although this choice might appear at first glance to be arbitrary, it is well-motivated for the following reasons. First, Eq. (1) guarantees its uniqueness for magnetic axes with non-vanishing integrated torsion. Second, in the QA phase, it maximizes the on-axis rotational transform and is everywhere analogous to minimizing the averaged elongation, \( \mathcal{E} \), of the elliptical flux surfaces (\( \mathcal{E}/\kappa^2 \)). Thus, this choice of \( \eta \) restricts the shaping of surfaces (in the axisymmetric limit giving circular cross-sections) and serves as a form of regularization. With this choice, every point in the optimization space (every axis shape) corresponds to a choice for the elliptical cross-section (through first order).

We now proceed to consider the second-order equations, which bring in the triangular shaping of surfaces, controlled by another scalar parameter \( B_{22}^\phi \). This parameter is the symmetric part of the second harmonic magnetic field variation over flux surfaces (more precisely, the variation is given by \( r^2 B_{22}^\phi \), where \( r \) is the distance from the axis). However, note that this parameter is not the only source of variation of \( |\mathbf{B}| \) over the surface. At this order there is also a piece of \( |\mathbf{B}| \), evaluated self-consistently, \( B_{20}(\phi) \), that generally breaks the symmetry of \( |\mathbf{B}| \). This formally involves solving (as sketched in Sec. 4.1 of [27]) a regular second-order ordinary differential equation with periodic boundary conditions and an inhomogeneous term that depends on \( B_{22}^\phi \) (see Appendix for the explicit equation). Hence, the departure of \( B_{20} \) from a constant represents symmetry-breaking, and \( \Delta B_{20} \) (the difference between the minimum and maximum of \( B_{20} \)) is a measure of the quality of QS. Together with \( B_{20} \), several additional relevant features appear at this order in the model, including the shaping of surfaces (and with it the largest attainable aspect ratio), magnetic well properties and magnetic shear. Since our focus is on QS, it is natural to choose the free parameter \( B_{22}^\phi \) to minimize \( \Delta B_{20} \). Except in the axisymmetric limit, such a minimum always exists, which serves as the ‘best’ quasisymmetric case.

Further details on the analytic arguments underlying these choices and the structure thereby obtained will be discussed in a separate publication. For the purpose of this Letter, we will explore the effectiveness of this model to assess the quality of quasisymmetric designs in a phase space of configurations with axes described by two dominant harmonic components. This reduced space is shown in Figure 1 constructed for configurations with four field periods. We allow for the \( Z \) component of the axis to differ from \( R \) (generally by a small amount), each point representing the optimal Z case.

The space in Fig. 1 shows the structure in the form of narrow branches of excellent QS and quasisymmetric phases and includes some well-known existing quasi-symmetric designs. The phases are separated by phase transitions (see black lines), close to which quasi-symmetric designs are generally not practical because they involve very elongated cross-sections. In the QA phase (the phase that includes the origin), there is a dominant branch that grows from the origin in the positive \( \alpha \) direction. This branch does appear to represent many common QA designs correctly. In our perspective, all these designs belong to the same class even though they have important differences, such as the number of field periods. The space in which they are presented here corresponds to \( N = 4 \), but the largely \( N \) invariant features of phase space enable a common qualitative perspective. It is quite remarkable that, given all the room in configuration space accessible to the QA phase, all the QA designs considered seem to be bunched together.

In the QH phase \( \alpha/N = 1 \), we observe two main branches. One which is close to the HSX design (which we shall refer to as the HSX branch) and another that appears not to include any existing design (which we shall refer to as the new QH branch). Other QH designs, especially newly found ones, often live in higher dimensional phase spaces into which these branches extend. The new QH branch is quite remarkable in that no existing design appears to belong to it. This serves as evidence of the power of the current approach, which can be used directly to construct new global equilibria that are approximately quasisymmetric or as a point of departure for further optimization studies. For example, a direct global construc-
FIG. 1. Quality of quasisymmetry for the two-harmonic quasisymmetric configuration space. The figure shows $\Delta B_{20}$ (in logarithmic scale) for the space of configurations spanned by the two harmonic magnetic axes with four field periods. The $\{Z_n\}$ harmonics have been, at each point of space, optimized to minimize the quasisymmetry residual. The colored scatter points represent typical quasisymmetric designs in our reduced space (see legend). To represent them all in the same phase space, the magnetic axis harmonics are rescaled as $R_n = R_n N (1 + n^2 N^2)/ (1 + 16 n^2)$. The typical designs lie close to the bands of good quasisymmetric quality. The black lines represent phase transition curves for $R_n = Z_n$. The dark purple point represents a new QH design, construction of which is presented in Figure 2. The numeric evaluations of the NAE are based on the pyQSC code and cross-checked with a more general code written by the first author.

The configuration may be built by taking the outer surface of the NAE model (with third-order shaping for consistency following Sec. 3 in [27]) and using it as an input to VMEC. We present such a configuration, constructed directly from the NAE in Figure 2 corresponding to the point in the new QH branch of Figure 1. We note that although this configuration could, in principle, be stretched up to an aspect ratio of $\sim 10$ (coming from the limits and shaping at second order), VMEC fails to initialize appropriately at aspect ratios significantly smaller than $\sim 20$. This numerical difficulty might be one possible explanation for why traditional optimization approaches have missed this class of stellarators.

In summary, we have demonstrated in this paper the power of understanding the space of configurations by an ‘inside-out’ model, which begins from the topological structure of the magnetic axis and augments it by a small number of additional parameters (two in our case). Doing so gives this space structure and allows us to explore properties of configurations, including their potential as good quasisymmetric designs. Furthermore, we have explicitly shown that (for $N = 4$) the space of configurations situates existing quasisymmetric designs near predicted branches of potential designs. Finally, the approach, being exhaustive, also allows us to explore new designs, an example of which is given explicitly.

We conclude by thanking R. Jorge for invaluable help with the pyQSC and VMEC codes, as well as M. Landreman and R. Nies for helpful discussion. This research was supported by a grant from the Simons Foundation/SFARI (560651, AB) and DoE Grant No. DE-AC02-09CH11466. ER was also supported by the Char-
FIG. 2. Example of new QH branch configuration. (a) Different projections of the 3D boundary of a configuration from the new QH branch. The colormap represents contours of constant $|B|$. The global equilibria was constructed using VMEC given the surface of a NAE construction with an axis given by the following components $R_n, Z_n$: $R_n = \{0.426, 0.044, -6.36 \times 10^{-11}, 2.85 \times 10^{-5}, 3.89 \times 10^{-8}\}$ and $Z_n = \{0.411, 0.043, 6.53 \times 10^{-5}, 1.36 \times 10^{-5}, 1.16 \times 10^{-5}\}$. The higher harmonics have been chosen as small last tweaking choices to further minimize $\Delta B_{20}$ which within the QS framework we make $\Delta B_{20} \sim 7 \times 10^{-3}$.

(b) Magnetic field magnitude on the last flux surface of the constructed configuration. (c) Quasisymmetric residual and $\epsilon_{\text{eff}}$ (measure of particle transport) as a function of radius in the global solution showing the quasisymmetric nature of the constructed configuration.

The seed of overdetermination at the second-order comes from the magnetic field having to satisfy both the quasisymmetry and equilibrium conditions. The common way to avoid this overdetermination at second order is to relax the condition of quasisymmetry partially. Doing so requires solving a second-order, regular ODE on $B_{20}$, the second-order, $\theta$ independent change in $1/|B|^2$. We write the structure of this equation explicitly here for a stellarator symmetric vacuum. The equation may be written as,

$$ A \frac{d^2}{d\phi^2} \left( \frac{B_{20}}{B_0} \right) + B \frac{d}{d\phi} \left( \frac{B_{20}}{B_0} \right) + C \frac{B_{20}}{B_0} + D = 0, \quad (A1) $$

where,

$$ A = -\frac{B_{\alpha0}\eta}{2\kappa^2i_0} (l')^2 \left[ 1 + \frac{4\kappa^4}{\eta^2 B_{\alpha0}^2} (1 + \sigma^2) \right], \quad (A2a) $$

$$ B = \frac{2B_{\alpha0}\eta(l')^2 \kappa'}{i_0} - \frac{4(l')^2 \sigma}{i_0 \eta \tau}, \quad (A2b) $$

$$ C = -\frac{1}{2B_{\alpha0}\eta^2 \kappa^2} \left[ i_0 \left( 4\kappa^4 (1 + \sigma^2) - 3B_{\alpha0}^2 \eta^4 \right) + 8B_{\alpha0} \eta^2 \kappa^2 \tau \right], \quad (A2c) $$

and $B_{\alpha0}B_0 = (dl/d\phi)^2$. The homogeneous operator only depends on zeroth and first order considerations. How-
ever, the inhomogeneous term \(D\),

\[
D = \frac{\gamma_S}{\gamma_0} \beta_R^C + \frac{\gamma_S}{\gamma_0} \beta_R^S + \frac{\beta_R^C}{\gamma_0},
\]

where,

\[
\gamma_0^C = \frac{4\kappa_0}{\eta},
\]

\[
\gamma_0^S = \frac{4\kappa - 8\kappa_0\sigma}{\eta},
\]

\[
\gamma_1^S = -\frac{4\kappa}{\eta},
\]

\[
\beta_R^C = \frac{1}{B_0^2 \alpha \eta^2 \kappa^2} \left[ 2B_0^2 \eta^4 \kappa^2 \left( X_{22}^S - Z_{20} \right) - 6\kappa^4 \sigma \left( 4\kappa X_{22}^C + \eta^2 \right) + 4\kappa^4 \left( 3\kappa\eta X_{22}^S + \left( X_{22}^C \right) \right) \left( \frac{1}{B_0^4 \kappa^4 + \sigma^2 - 1} \right) + 8\kappa^4 \sigma \left( X_{22}^C \right) \left( \frac{1}{B_0^4 \kappa^4 + \sigma^2 + 1} \right) \right].
\]

\[
\beta_R^S = \frac{1}{B_0^2 \alpha \eta^2 \kappa^2} \left[ 6\kappa_0 \kappa^4 \eta^2 - 4\kappa \sigma X_{22}^S + 12\kappa_0 \kappa^2 \left( \sigma^2 + 1 - \frac{\eta^4}{12 B_0^4 \kappa^4} \right) \right] X_{20} + 2B_0^2 \eta^4 \kappa^2 \left( B_0^2 Z_{22}^S - \tau \right) - 8\kappa^4 \sigma \left( X_{22}^C \right) \left( \frac{1}{B_0^4 \kappa^4 + \sigma^2 + 1} \right) + 4\kappa^4 \left( \sigma^2 - 1 + \frac{\eta^4}{B_0^4 \kappa^4} \right) \left( X_{22}^C \right) \left( 3\kappa_0 X_{22}^C \right).
\]

The various forms of \(X\), \(Y\) and \(Z\) needed to complete the expression for \(D\) can be found explicitly in [28] in the simplifying vacuum limit. More explicitly, the forms of \(X\) are found in Eqs. (14)-(15) and Appendix C; the expressions for \(Y\) in Eqs. (27)-(28); and the expressions for \(Z\) in Eq. (24) and following. For a systematic way to obtain these expressions see [30]. This leaves a contribution to \(D\) that is proportional to \(B_{22}^C\).
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