Analysis of anisotropic flow with Lee-Yang zeroes
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We present a new method to extract anisotropic flow in heavy ion collisions from the genuine correlation among a large number of particles. Anisotropic flow is obtained from the zeroes of the function of azimuthal correlations, in close analogy with the theory of phase transitions by Lee and Yang. Flow is first estimated globally, i.e., averaged over the phase space covered by the detector, and then differentially, as a function of transverse momentum and rapidity for identified particles. The corresponding estimates are less biased by nonflow correlations than with any other method. The practical implementation of the method is rather straightforward. Furthermore, it automatically takes into account most corrections due to azimuthal anisotropies in the detector acceptance. The main limitation of the method is statistical errors, which can be significantly larger than with the “standard” method of flow analysis if the flow and/or the event multiplicities are too small. In practice, we expect this to be the most accurate method to analyze directed and elliptic flow in fixed-target heavy-ion collisions between 100 MeV and 10 GeV per nucleon (at the Darmstadt SIS synchrotron and the Brookhaven Alternating Gradient Synchrotron), and elliptic flow at ultrarelativistic energies (at the Brookhaven Relativistic Heavy Ion Collider, and the forthcoming Large Hadron Collider at CERN).

PACS numbers: 25.75.Ld, 25.75.Gz, 05.70.Fh

I. INTRODUCTION

Study of anisotropic flow of particles [1] produced in relativistic heavy-ion collisions has emerged as an important tool to probe the early history, especially the thermalization, of the dense fireball produced in these collisions. Anisotropic flow means that the azimuthal distribution of particles produced in non-central collisions, measured with respect to the direction of impact parameter, is not flat. This is characterized by the Fourier harmonics [2]:

\[ v_n \equiv \langle \cos n(\phi - \Phi_R) \rangle , \]

where \( \phi \) denotes the azimuthal angle of an outgoing particle, \( \Phi_R \) is the azimuthal angle of the impact parameter (\( \Phi_R \) is also called the orientation of the reaction plane), \( n \) is a positive integer, and angular brackets denote an average over many particles belonging to some phase-space region, and over many events. Throughout this paper, we assume that colliding nuclei are spherical and parity is conserved: then, the system is symmetric with respect to the reaction plane and \( \langle \sin n(\phi - \Phi_R) \rangle \) vanishes for all \( n \).

The two lowest harmonics \( v_1 \) and \( v_2 \) are named directed and elliptic flows. They have been studied extensively over the last several years, with reference to the wealth of data produced at GANIL [3], at the Darmstadt SIS synchrotron [4–7], the Brookhaven Alternating Gradient Synchrotron (AGS) [8–14], and the Super Proton Synchrotron (SPS) at CERN [15–19], as well as the new and upcoming data from the Relativistic Heavy Ion Collider (RHIC) at Brookhaven [20–25].

Since the reference direction \( \Phi_R \) is not known experimentally, measuring \( v_n \) is a difficult task. An alternate idea is to extract it from the interparticle correlations which arise indirectly due to the correlation of each particle with the reaction plane. However, standard methods of correlating a particle with an estimate of the reaction plane [26–28], or of correlating two particles with each other [29] were shown to be inadequate at ultrarelativistic SPS energies [30] due to the smallness of the flow, and the comparatively large magnitude of “nonflow” correlations [28, 31] due to transverse momentum conservation, resonance decays, etc., which are usually neglected in these methods. At the higher RHIC energies, it was argued that nonflow correlations due to minijets could even dominate the measured correlations [32].

These shortcomings of conventional methods motivated the development of new methods based on a cumulant expansion of multiparticle correlations [33–35]. The cumulant of the \( k \)-particle correlation, where \( k \) is a positive integer, isolates the genuine \( k \)-particle correlation by subtracting the contribution of lower-order correlations. Nonflow correlations, which generally involve only a small number of particles (typically, two or three in the case of resonance decays, possibly more in the case of minijets) contribute little to the cumulant if \( k \) is large enough. Note that this is also true for correlations from global momentum conservation, although the latter involves all particles [36]. On the other hand, anisotropic
flow is a genuine collective effect, in the following specific sense: in a given event, all azimuthal angles are correlated with the reaction plane azimuth $\Phi_R$, which varies randomly from one event to the other. In the laboratory frame, where $\Phi_R$ is unknown, this results in azimuthal correlations between all particles, or at least a significant fraction of the particles. Therefore, unlike nonflow correlations, anisotropic flow contributes to cumulants of all orders $k$. Neglecting the contribution of nonflow correlations to the cumulant, one thus obtains an estimate of $v_n$, which was denoted by $v_n \{k\}$ in Ref. [34], and becomes more and more reliable as $k$ increases.

Cumulants of four-particle correlations were first used to measure elliptic flow at RHIC [24]. However, it was argued that experimental results could still be explained by nonflow correlations alone [37] at this order. Higher-order cumulants, of up to 8 particles, were constructed at SPS [18], and provide the first quantitative evidence for anisotropic flow at ultrarelativistic energies. In practice, the cumulant of 8-particle correlations is obtained by evaluating numerically the $8^{\text{th}}$ derivative of a generating function. This is rather tedious and numerically hazardous.

In this paper, we propose to study directly the large-order behavior of the cumulant expansion, rather than computing explicitly cumulants at a given order. Correlating a large number of particles is the most natural way of studying genuine collective motion in the system. Furthermore, finding the large-order behavior turns out to be simpler in practice than working at a given, finite order. As we shall see, the large-order behavior is determined by the location of the zeroes of a generating function in the complex plane [38]. In this respect, our method is in close analogy with the theory of phase transitions formulated 50 years ago by Lee and Yang [39, 40]: at the critical point, long-range correlations appear in the system; as a consequence, the zeroes of the grand partition function come closer and closer to the real axis as the size of the system increases. A similar phenomenon occurs here, and anisotropic flow appears as formally equivalent to a first order phase transition.

The idea of studying anisotropic flow through the correlation of a large number of particles is not new. The same idea underlies global event analyses through a three-dimensional sphericity tensor [41], which led to the first observation of collective flow at Bevalac [42]. A similar two-dimensional analysis, restricted to the transverse plane [2, 43], led to the discovery of flow at the Brookhaven Alternating Gradient Synchrotron (AGS) [9]. With these methods, however, one could not study anisotropic flow differentially, that is, as a function of transverse momentum and rapidity for identified particles. This is why they were soon superseded by the more detailed, although less reliable, two-particle methods. One of our important results is that the method presented in this paper also allows one to analyze differential flow, and its implementation is rather straightforward.

The paper is organized as follows. In Sec. II we present in a self-contained manner our recipes to calculate the “asymptotic” integrated and differential flows. The derivations of these results are given in Sec. III, where they are related with the Lee-Yang theory. The remaining Sections are devoted to detailed discussions of the various sources of error. It is now well known that (even when anisotropic flow is absent) “nonflow” correlations may give a spurious result when the various techniques of flow analysis are applied. In Sec. IV, we discuss the magnitude of this spurious flow, and show that it is significantly smaller than with any previous method: the main point of this paper is that the present method is the most efficient way to disentangle anisotropic flow from other effects. When anisotropic flow is present in the system, nonflow correlations produce a systematic error, which is estimated in Sec. V. The effect of fluctuations of flow (due for instance to variations of impact parameter in a given centrality bin) on our results is discussed in Sec. VI. Statistical uncertainties on the flow estimates within the method are computed in Sec. VII. They are the main practical limitation of our method. Acceptance corrections due to limited azimuthal coverage of the detectors are discussed in Sec. VIII. Section IX is a summary. Finally, four appendices are devoted to further discussions and calculations.

II. RECIPES FOR EXTRACTING GENUINE COLLECTIVE FLOW

In this Section, we show how to obtain an estimate of the flow $v_n$ from the genuine correlation among a large number of particles. The fact that azimuthal angles of outgoing particles are correlated with the azimuth of the reaction plane $\Phi_R$ allows one to construct in each event a reference direction, which is called an “estimate of the reaction plane” in the standard Danielewicz-Odyniec method [26]. This direction is defined by the flow vector of the event, as recalled in Sec. II A. Note that, unlike other multiparticle methods [34], the present one is based on the flow vector. 1

The flow analysis then proceeds in two successive steps. The first one is to estimate how the flow vector is correlated with the true reaction plane. More precisely, we estimate the mean projection of the flow vector on the true reaction plane. This quantity is a weighted sum of the individual flows $v_n$ of all particles over phase space, which we call “integrated flow” and denote by $V_n$. The method used to estimate $V_n$ experimentally is described in Sec. II B. This first step is the equivalent of the subevent method in the standard flow analysis, from which one estimates the event-plane resolution. Here

1 In Appendix A, we propose an alternate version of the present method, which does not make use of the flow vector, but is more time-consuming.
However, as well as in the cumulant method based on the flow vector \cite{33}, subevents are not needed.

The second step in the analysis is to use this reference integrated flow to analyze “differential flow,” i.e., flow in a restricted phase-space window (e.g., as a function of transverse momentum and rapidity). The transverse momentum, particle mass and rapidity. The measured with respect to a fixed direction in the laboratory.

The flow vector was first introduced in Ref. \cite{26}. The azimuthal angle \(n\Phi_0\) of \(Q\) is conventionally used in the analysis of anisotropic flow \cite{28} in order to estimate the orientation of the reaction plane of the event.

The discussions in this paper will be illustrated by explicit numerical and analytical examples, in which we choose unit weights \(w_j = 1\), for the sake of simplicity.

\[ Q^\theta \equiv Q_x \cos(n\theta) + Q_y \sin(n\theta) \]
\[ = \sum_{j=1}^{M} w_j \cos(n(\phi_j - \theta)). \tag{3} \]

As we shall see, the whole flow analysis can in principle be performed using this projection of the flow vector on a fixed direction. One thus obtains an estimate of the integrated flow \(V^\theta_n\{\infty\}\) (Sec. II B), which is then used as a reference to derive an estimate of the differential flow \(v^\theta_{mn}\{\infty\}\) (Sec. II C).

In practice, however, one should perform the analysis for several equally spaced values of \(\theta\), typically \(\theta = (k/p)(\pi/n)\) with \(k = 0, \ldots, p-1\) and \(p = 4\) or 5. This gives several values of \(V^\theta_n\{\infty\}\) and \(v^\theta_{mn}\{\infty\}\), which are then averaged over \(\theta\). This yields our final estimates of integrated flow, \(V^\theta_n\{\infty\}\), and differential flow, \(v^\theta_{mn}\{\infty\}\).

As we shall see in Sec. VII, they have smaller statistical error bars than each individual \(V^\theta_n\{\infty\}\) and \(v^\theta_{mn}\{\infty\}\).

### B. Integrated flow

Integrated flow is defined as the average value of the flow vector projected on the unit vector with angle \(n\Phi_R\) (for \(n = 1\), this is the reaction plane):

\[ V_n \equiv \langle Q_x \cos(n\Phi_R) + Q_y \sin(n\Phi_R) \rangle \]
\[ = \langle Q^\theta_n \rangle, \tag{4} \]

where we have used the notation introduced in Eq. (3). This quantity was denoted by \(\bar{Q}\) in Ref. \cite{27}, and by \(\langle Q \rangle\) in Ref. \cite{33}. Note that unlike the flow coefficients \(v_n\), which are dimensionless, our integrated flow involves the weights present in the flow vector (2), which can have a dimension. Since the flow vector definition involves a

---

\[ ^2 \] Note also that the only way to determine the sign of \(v_{2p}\), with \(p \geq 2\), is to use a flow vector in a lower harmonic \(n < p\). Thus, at SPS the sign of elliptic flow \(v_2\) is determined using the reference from directed flow \(v_1\), while its magnitude is determined more accurately using the flow vector in the second harmonic \cite{18}.
sum over all particles, the integrated flow scales like the multiplicity $M$. With unit weights,

$$V_n = M v_n,$$

(5)

where $v_n$ in the right-hand side (rhs) is to be understood as an average over the phase space covered by the detector acceptance, and we have neglected fluctuations of the multiplicity $M$ for simplicity.

Let us now explain how an estimate of $V_n$ can be obtained in a real experiment. For a given value of $\theta$, we first define the following generating function, which depends on an arbitrary complex variable $z$:

$$G^\theta(z) \equiv \left\{ e^{z Q^\theta} \right\},$$

(6)

where curly brackets denote an average over a large number of events, $N_{\text{evts}}$, with (approximately) the same centrality. This generating function has the symmetry properties

$$G^{\theta+\pi/n}(z) = G^{\theta}(-z),$$

(7)

(following from $Q^{\theta+\pi/n} = -Q^\theta$), and

$$[G^\theta(z)]^* = G^\theta(z^*),$$

(8)

where the star denotes complex conjugation. The second identity simply expresses that $G^\theta(z)$ is real for real $z$. An alternative choice of the generating function is presented in Appendix A.

In order to obtain the integrated flow, one must evaluate $G^\theta(z)$ for a large number of values of $z$ on the upper half of the imaginary axis (that is, $z = ir$ with $r$ real and positive). One must then take the modulus [recall that $G^\theta(z)$ is a complex number], $|G^\theta(ir)|$, and plot it as a function of $r$. On the imaginary axis, the symmetry properties, Eqs. (7) and (8) translate into the following relations: $G^{\theta+\pi/n}(ir) = G^\theta(-ir) = [G^\theta(ir)]^*$. Taking the modulus, this yields $|G^{\theta+\pi/n}(ir)| = |G^\theta(-ir)| = |G^\theta(ir)|$. This identity shows that $\theta$ and $\theta + \pi/n$ are equivalent, so that one can restrict $\theta$ to the interval $[0, \pi/n]$. It also shows that $z = ir$ and $z = -ir$ are equivalent, which is the reason why we restrict ourselves to positive $r$ values.

To illustrate the variation of $|G^\theta(ir)|$ as a function of $r$, we have computed it for simulated data. The data set contained $N_{\text{evts}} = 20000$ events with multiplicity $M = 300$. Each event consisted of 10 “differential bins” with equally spaced elliptic flow values ranging from 4.2 to 7.8%, resulting in an average $v_2 = 6\%$, and with a higher flow harmonic $v_4 = 3\%$ for all particles. The flow vector, Eq. (2), was constructed using unit weights $w_j = 1$ and $n = 2$. We assumed that the detector acceptance had perfect azimuthal symmetry. The function $|G^\theta(ir)|$ is shown in Fig. 1 for $\theta = 0$. Due to rotational symmetry (for a perfect detector), the behavior would be similar for another value of $\theta$, up to statistical fluctuations. The function $|G^\theta(ir)|$ starts at a value of 1 for $r = 0$, and it then decreases and oscillates.

Our estimate of integrated flow is directly related to the first minimum of $|G^\theta(ir)|$. Let us denote by $r_0^\theta$ the value of $r$ corresponding to the first minimum. The corresponding estimate of integrated flow is defined as

$$V_n^\theta \{ \infty \} \equiv \frac{j_{01}}{r_0^\theta},$$

(9)

where $j_{01} \approx 2.405$ is the first root of the Bessel function $J_0(x)$. This result will be justified in Sec. III. As one can see in Fig. 1, the variation of $|G^\theta(ir)|$ near its minimum is quite steep. Therefore, from the numerical point of view, one should rather determine the minimum of the square modulus $|G^\theta(ir)|^2$. 3

As will be shown in Sec. III, the value of $|G^\theta(ir)|$ at its minimum would be zero in the limit of an infinite number

3 The following procedure can be used. One first computes

$$f_N^\theta \equiv \left| G^\theta \left( \frac{i j_{01}}{V_{\text{max}} - N \epsilon} \right) \right|^2,$$

where $V_{\text{max}}$ is some a priori upper bound on the expected value of the integrated flow $V_n$, $\epsilon$ is a small increment, and $N$ is an integer varying between 0 and $V_{\text{max}}/\epsilon - 1$. Next, denote by $N_0$ the first value of $N$ for which $f_{N+1}^\theta > f_N^\theta$, so that $f_{N_0}^\theta < f_{N_0-1}^\theta$ and $f_{N_0}^\theta < f_{N_0+1}^\theta$. Then, the integrated flow is approximately given by

$$V_n^\theta \{ \infty \} \simeq V_{\text{max}} - N_0 \epsilon + \frac{\epsilon (f_{N_0+1}^\theta - f_{N_0-1}^\theta)}{2(f_{N_0-1}^\theta - 2f_{N_0}^\theta + f_{N_0+1}^\theta)}.$$

FIG. 1: Variation of $|G^\theta(ir)|$ with $r$, for $N_{\text{evts}} = 20000$ simulated events, with $M = 300$ particles per event and a mean elliptic flow $v_2 = 6\%$, to match the typical value in a mid-central Au+Au collision at $\sqrt{s_{\text{NN}}} = 130$ GeV, as analyzed by the STAR Collaboration at RHIC [23]. The crosses are the values of $|G^\theta(ir)|$ for $\theta = 0$. The solid line displays the expected value $|G_{c,1}(ir)|$ [defined by Eq. (23)].
of events. One can check experimentally that it is compatible with zero within expected statistical fluctuations. Anticipating on Sec. VII C [see the discussion following Eq. (72)], the following inequality should hold with 95\% confidence level:

$$|G^\theta (\nu_0^\theta)| < \frac{2}{\sqrt{N_{\text{evts}}}},$$

where $N_{\text{evts}}$ is the number of events used in the analysis.

Eventually, the final estimate $V_n\{\infty\}$ is obtained by averaging $V_n^\theta\{\infty\}$ over $\theta$:

$$V_n\{\infty\} = \frac{1}{p} \sum_{k=0}^{p-1} V_n^{k\pi/pn}\{\infty\},$$

with $p$ typically 4 or 5.

This procedure was applied to the simulated data used for Fig. 1. As stated above, we used constant unit weights $w_j = 1$ in Eq. (2), so that Eq. (5) holds. Estimates $V_2^\theta\{\infty\}$ were then computed for many values of $\theta$ (for the sake of illustration, we did not restrict ourselves to 4 or 5 values, as would have been enough, see Sec. VII E). Since we assumed that the detector is perfect, $V_2^\theta\{\infty\}$ should be independent of $\theta$, up to statistical fluctuations. The results of the analysis are displayed in Fig. 2, where $V_2^\theta\{\infty\}/M$ is plotted as a function of $\theta$. The $\theta$-dependence is smooth and has a small amplitude. The estimates for $\theta = 0$ and $\theta = \pi/2$ coincide, as expected from the $(\pi/n)$-periodicity.

![FIG. 2: Reconstruction of integrated flow. The simulated data and the definition of the flow vector are the same as in Fig. 1. The plot shows $V_2^\theta\{\infty\}/M$ as a function of $\theta$. The lines display the expected value with statistical error bars calculated as explained in Sec. VII E.](image)

The salient feature in Fig. 2 is the accuracy of the reconstruction of the input. As will be shown in Sec. VII E, the expected statistical uncertainty on each individual estimate $V_2^\theta\{\infty\}/M$ is 0.099\%. One sees in the figure that most values of $V_2^\theta\{\infty\}/M$ are within error bars. The expected statistical error bar on the average over $\theta$, $V_2\{\infty\}/M$, is 0.051\% (see Sec. VII E), i.e., smaller than the statistical error on each $V_2^\theta\{\infty\}$ by almost a factor of 2. We obtain $V_2\{\infty\}/M = 5.95\%$, in perfect agreement with the input value $v_2 = 6\%$.

Finally, let us mention that, like every other method of flow analysis, the present one cannot determine the sign of integrated flow: the estimate given by Eq. (9), and its average over $\theta$, are positive by definition, while the integrated flow defined by Eq. (4) can be negative. The reason is that our procedure is unchanged if the sign of the flow vector is changed in all events [this amounts to changing $z$ into $-z$ in Eq. (6)], while this transformation changes the sign of the integrated flow $V_n$. Strictly speaking, $V_n\{\infty\}$ should therefore be considered an estimate of $|V_n|$, rather than $V_n$. The sign must be determined independently, or assumed.

**C. Differential flow**

Using an estimate of integrated flow in the Fourier harmonic $n$, one can analyze differential flow in harmonics which are multiples of $n$, i.e., $mn$, where $m$ is an arbitrary integer. Following the notations of Ref. [34], we denote by $v_{mn}^\theta$ the differential flow corresponding to a given phase-space window in this harmonic. We call “proton” any particle belonging to the phase-space window under study, and denote by $\psi$ its azimuthal angle.

For a given value of the angle $\theta$, the corresponding estimate of differential flow $v_{mn}^\theta$ is given by:

$$v_{mn}^\theta\{\infty\} = \frac{J_1(jo_1)}{J_m(jo_1)} \operatorname{Re} \left( \frac{\cos[mn(\psi - \theta)] e^{i\nu_0^\theta Q^\theta}}{i^{m-1} \{Q^\theta e^{i\nu_0^\theta Q^\theta}\}} \right),$$

where $\operatorname{Re}$ denotes the real part, and $r_0^\theta$ has been defined in Sec. II B. Two different sample averages appear in the rhs of this equation: the numerator is an average over all “protons” in all events, while the denominator is an average over events. Note that the term $\{Q^\theta e^{i\nu_0^\theta Q^\theta}\}$ in the denominator is in fact the derivative of $G^\theta(z)$ with respect to $z$ [see Eq. (6)], evaluated at $z = i\nu_0^\theta$.

The numerical coefficient $J_1(jo_1)/J_m(jo_1)$ in Eq. (12) involves the ratio of two Bessel functions. It takes the values $1$ for $m = 1$ and $j_0/2 \approx 1.202$ for $m = 2$. In the case $m = 1$ (lowest harmonic), one recovers the estimate of integrated flow $V_n^\theta\{\infty\}$ by integrating the corresponding estimate of differential flow $v_{mn}^\theta\{\infty\}$, over all phase space, which amounts to summing over $\psi$ in the rhs of Eq. (12), with the appropriate weighting.

If $\cos$ is replaced by $\sin$ in the numerator of the rhs of Eq. (12), the result should be zero within statistical errors if parity is conserved. This can easily be checked.
experimentally. A non-zero result could be a signature of parity violation [45, 46]. This issue will not be discussed further in this paper.

As in the case of integrated flow, the estimates of differential flow given by Eq. (12) have a periodicity property, namely $v_{mn}^{r/n}(\infty) = v_{mn}^{r/n}(\infty)$. Indeed, changing $\theta$ into $\theta + \pi/n$ amounts to replacing the term in brackets by its complex conjugate, which does not affect the value of the real part. As above, the estimates $v_{mn}^{r/n}(\infty)$ must be averaged over $\theta$ in the interval $[0, \pi/n]$, in order to obtain an estimate with a reduced statistical uncertainty.

Please note that there appear “autocorrelations” in the numerator of Eq. (12); one correlates the angle $\psi$ with $Q^0$, which itself involves in general the angle $\psi$ [since the summation in Eq. (2) runs over all detected particles]. In the standard method of flow analysis [26, 28], autocorrelations are large, so that one has to remove the particle with angle $\psi$ from the flow vector. Here, however, autocorrelations do not produce a spurious flow by themselves, as will be explained in Sec. III E 4. For the lowest harmonic $v_1^{r/n}$, they lead to a very small correction and need not be subtracted. 4 For higher harmonics $v_2^{r/n}, v_3^{r/n},...$, errors due to autocorrelations are larger so that one may prefer to subtract them. However, errors of the same order of magnitude are generally expected from nonflow correlations. We come back to this issue in Sec. V B.

Figure 3 displays the result of the analysis of the same Monte-Carlo simulation as in Figs. 1 and 2, using a detector with perfect azimuthal symmetry. We present the differential flow results in “bin 8,” corresponding to input values of $v_2^\prime = 7\%$, $v_3^\prime = 3\%$, and an average proton number of approximately 30 per event, i.e., a total number of protons $N^* \approx 6 \times 10^5$. Two different analyses were performed. The first one followed the procedure presented in this Section. In a second analysis, we corrected for autocorrelations, subtracting the contribution of the proton with angle $\psi$ from the flow vector before multiplying $\cos[mn(\psi - \theta)]$ by $e^{i\epsilon Q^0}$ in the numerator of Eq. (12). One sees in Fig. 3 that the $v_2^\prime$ result is essentially insensitive to autocorrelations. 5 We shall see in Sec. VII F that the expected statistical errors on $v_2^{\theta}(\infty)$ and $v_3^{\theta}(\infty)$ are 0.47% and 0.57%, respectively. Values mostly fall within the expected range around the input value, except for $v_4^\prime$ when autocorrelations are not subtracted.

After averaging over $\theta$, one obtains $v_2^\prime(\infty) = 7.00 \pm 0.26\%$ and $v_3^\prime(\infty) = 3.60 \pm 0.29\%$ with autocorrelations and $v_2^\prime(\infty) = 7.20 \pm 0.26\%$, $v_3^\prime(\infty) = 3.03 \pm 0.29\%$ when autocorrelations are removed, where statistical uncertainties have been computed with the help of formulas given in Sec. VII F. For the lower harmonic $v_2^\prime$, results are in good agreement with the input value $v_2^\prime = 7\%$, whether or not autocorrelations are subtracted. For the higher harmonic $v_4^\prime$, a discrepancy with the input value $v_4^\prime = 3\%$ appears when autocorrelations are not subtracted. This error will be evaluated analytically in Sec. V B.

Like other methods of flow analysis, the present procedure has a global sign ambiguity, due to the fact that the sign of the integrated flow $V_n$ cannot be reconstructed. In Eq. (12), both $V_n^{\theta}(\infty)$ and $v_0^{\theta}$ are positive. If the true integrated flow $V_n$ is also positive, then our estimate $v_{mn}^{\theta}(\infty)$ has the correct sign. If, on the other hand, $V_n$ is negative, then $v_{mn}^{\theta}(\infty)$ should be multiplied by $(-1)^m$ [equivalently, one can change the sign of $V_n^{\theta}(\infty)$ and $r_0^\theta$ in Eq. (12)].

D. Acceptance corrections

The standard event-plane analysis requires that the flow vector $Q$ has a perfectly isotropic distribution in azimuth. Since real detectors are not perfect, this requires one to use various flattening procedures [28]. One of the nice features of the cumulant expansion is that it isolates physical correlations by subtracting out the contribution of detector asymmetries [33]. The same occurs
here, so that flattening procedures are not needed. Detector asymmetries can never produce a spurious flow by themselves with the method described above. This holds even if the detector has a very limited azimuthal coverage.

In Sec. VIII, we demonstrate that the effects of strong azimuthal asymmetries in a detector are twofold. First, the estimates $V_2^θ(∞)$ depend on $θ$ [see Eq. (105)]. Second, the average estimate $V_2(∞)$ does not exactly coincide with the true value, but differs by a multiplicative coefficient (which also controls the $θ$-dependence of $V_2^θ(∞)$). In most cases, however, this coefficient is so close to unity that correcting for it is not even necessary.

This is illustrated by Fig. 4: we analyzed a simulated data set with similar statistics as that of Figs. 1–3, namely 20000 events of 300 emitted particles, with an average elliptic flow $v_2 = 6\%$ (but now a vanishing $v_4$). We assumed that the detector had a blind angle of 60 degrees, i.e., that one sixth of the azimuthal coverage is missing. We can clearly see the oscillation of $V_2^θ(∞)$ as a function of $θ$. After averaging over $θ$, however, we find $V_2(∞)/⟨M⟩ = 6.004 ± 0.0066\%$, where $⟨M⟩$ denotes the mean multiplicity of detected particles, in perfect agreement with the input value $v_2 = 6\%$. Note that the statistical error bar is slightly larger than in Fig. 2 due to the reduced multiplicity ($⟨M⟩ = 250$ instead of 300). With this particular detector configuration, the analytical calculation presented in Sec. VIII shows that the reconstructed $V_2(∞)$ should be divided by 1.0068 in order to take detector effects into account [see Eq. (106)], a very small correction indeed.

As a consequence of the blind angle, the number of detected particles is smaller than the number of emitted particles, which was 300 particles for all events in our simulation, and fluctuates around the mean value $⟨M⟩ = 250$.

Similarly, acceptance inefficiencies have the same two effects on the differential flow estimates obtained with the present method. Thus, $v_{mn}^θ(∞)$ becomes $θ$-dependent, while $v_{mn}^θ(∞)$ differs from $v_{′mn}^θ(∞)$ by a multiplicative factor, see Sec. VIII.

Finally, let us emphasize that since the method automatically takes into account most detector asymmetries, it is important to take as input in the construction of the generating function, Eq. (6), the azimuthal angles of the particles exactly as they are measured in the laboratory: flattening procedures are useless here, and might even bias the analysis.

**E. When is the method applicable?**

As we shall demonstrate in the following Sections, the main limitation of the method arises from statistical errors, while systematic errors inherent to the method are under good control. In Sec. VII, we shall see that statistical errors depend on the so-called “resolution parameter” $χ$. Referring the reader to Sec. VII A for further details on this parameter, and in particular on its experimental determination, we simply want to recall here that it is roughly given by $χ ≃ v_n √M$, where $M$ is the typical number of detected particles per event, and $v_n$ the typical magnitude of the flow.

Compared to other methods of flow analysis, statistical errors depend very strongly on $χ$. This is because our method involves the correlation between a large number of particles. It is therefore important to use as many particles as possible in constructing the flow vector, so as to maximize $χ$. In particular, since our method is very stable with respect to effects of detector acceptance as explained above, one should not do any cuts in phase space. Furthermore, since the method is also stable with respect to “nonflow” correlations, one should not worry about possible “double countings” due to multiple hits or showering effects in the detector. Most current heavy ion experiments consist of several detectors of various types (calorimeters, tracking chambers) covering various regions of phase space (central rapidity, forward/backward rapidity). It is not common in the flow analysis to combine the information from different detectors in constructing the flow vector of the event. Here, it is important to do so: even a few additional particles may result in a significant decrease of the statistical error. Finally, properly chosen weights can significantly increase...
the value of the resolution parameter $\chi$.\footnote{For instance, in the NA49 flow analysis, the values of the $p_T$-weighted integrated elliptic flow are 20\% larger than the corresponding values obtained with unit weights \cite{18}.}

An over-simplified rule of thumb, which emphasizes the role of $\chi$ would be the following:

- if $\chi > 1$, the statistical error on the flow is not significantly larger than with the standard method (by a factor of at most 2, see Tables III, VI and VII), while systematic errors due to nonflow effects are much smaller. Thus, the present method should be used, and statistics will not be a problem;

- if $0.5 < \chi < 1$, the method can be used, but it really is most important to optimize weights, so as to increase $\chi$, possibly by performing two analyses of the same data sets: in the first analysis, adopting (educated) guesses for the weights; and in the second pass, using as weights $w_i$ the differential flow values obtained in the first analysis;

- if $\chi < 0.5$, statistical errors are too large, and the present method cannot be used; increasing the number of events barely helps here; in this case, one should use the cumulant methods of Refs. \cite{34, 35}, which still apply if the number of events is large enough \cite{18}.

III. COLLECTIVE FLOW AND ZEROES OF THE GENERATING FUNCTION

Let us now justify the procedure presented in the previous Section. We begin with a detailed discussion of our hypotheses (Sec. III A). In Sec. III B, we define the cumulants of the distribution of $Q^\theta$. We argue that large-order cumulants isolate collective effects from other, nonflow correlations, which generally involve only a few particles. We then show that large-order cumulants are uniquely determined by the location of the zeroes of $G^\theta(z)$ in the complex plane of the variable $z$.

Anisotropic flow is a particular case of collective behavior, which can be analyzed using this procedure. For this purpose, we compute the generating function $G^\theta(z)$ when anisotropic flow is present (Sec. III C). This allows us to relate the position of the first zero of $G^\theta(z)$ to the integrated flow $V_n$. The analogy of this approach with the Lee-Yang theory of phase transitions is shown in Sec. III D.

The discussion of Secs. III B and III C is generalized to differential flow in Sec. III E. The relation of this approach with the cumulant expansion of Refs. \cite{33, 34} is described in Appendix B.

A. Preliminaries

The derivation of our results relies on the following four hypotheses:

- A) the event multiplicity, $M$, is much larger than unity;
- B) for a fixed orientation of the reaction plane $\Phi_R$, each particle in the system is correlated only to a small number of particles, which does not vary strongly with nuclear size and impact parameter;
- C) the number of events available, $N_{\text{evts}}$, is arbitrarily large;
- D) the detector is azimuthally symmetric.

Let us comment briefly on these hypotheses. With hypothesis C), all sample averages [such as $\{\exp(zQ^\theta)\}$ in Eq. (6)] become true statistical averages, which we write with angular brackets (i.e., $\langle \exp(zQ^\theta) \rangle$). Hypothesis A) is verified in practice for heavy-ion collisions at high energies. Hypothesis D) is not essential, but simplifies the calculations. Together with C), it implies for instance that the generating function, $G^\theta(z)$, is independent of $\theta$.

Hypothesis B) is the crucial assumption, where much physics is hidden, so let us comment on it in a little more detail. The idea is that for a fixed geometry (same impact parameter, same orientation in space of the colliding nuclei), correlations are of the same order of magnitude as if the nucleus-nucleus collision was a superposition of independent nucleon-nucleon collisions. This is a very reasonable assumption at ultrarelativistic energies\footnote{We could not find a similar argument at lower energies, but nevertheless, we feel that the assumption remains valid. Anyway, one should be aware that it underlies all methods of collective flow analysis.} if the sample of events used in the analysis have exactly the same geometry, i.e., exactly the same impact parameter and $\Phi_R$. Then, nucleon-nucleon collisions occurring in different places in the transverse plane are uncorrelated, simply by causality: the transverse size is much larger than the time scale of the collision due to Lorentz contraction. Final state interactions may of course induce or (more likely) destroy correlations but we assume that they remain short-ranged, in the sense that they involve only a few particles, whose number remains roughly constant as the system size (i.e., the number of participating nucleons) increases.\footnote{Note that we do not exclude the possibility that there exist long-range correlations in phase space, for instance in rapidity.} This hypothesis breaks down in the vicinity of a phase transition, where critical fluctuations induce long-range correlations \cite{47}. This would be even more interesting than anisotropic flow itself.

Since the overall number of particles is large [hypothesis A)], hypothesis B) implies that each event can be
split in some way into a large number of independent 
“subevents,” whose number \( N \) roughly scales with the 
system size, i.e., with the multiplicity \( M \). \(^{10}\) In prac-
tice, this means that if one creates an artificial event 
by taking the first subevent from one event, the second 
subevent from another event, etc., the resulting “mixed” 
event looks exactly like a real event (note that we have 
assumed that all events have exactly the same reaction 
plane \( \Phi_R \), therefore such mixed events cannot be con-
structed experimentally: we use them simply as an image 
to illustrate our hypothesis).

If \( N \) denotes the number of independent subevents, 
then \( Q^0 \) can be written as the sum of \( N \) independent 
contributions: \( Q^0 = \sum_{j=1}^{N} Q_j^0 \). We may write
\[
\langle e^{zQ^0} | \Phi_R \rangle = \prod_{j=1}^{N} \langle e^{zQ_j^0} | \Phi_R \rangle, \tag{13}
\]
where the notation \( \langle \ldots | \Phi_R \rangle \) denotes an average value 
taken over many events having exactly the same reaction 
plane \( \Phi_R \). The logarithm of this expression scales like 
the number of independent subsystems \( N \), which itself 
scales like the multiplicity \( M \):
\[
\ln \langle e^{zQ^0} | \Phi_R \rangle \sim M(az + bz^2 + cz^3 \ldots), \tag{14}
\]
where the coefficients in the expansion are independent 
of the system size, and of order unity if the weights in 
Eq. (3) are of order unity. This equation is the mathema-
tical formulation of hypothesis B), on which the follow-
ing discussion relies. Note that global momentum 
conservation, although it involves all particles, effectively 
behaves as a short-range correlation \([36]\), so that it does 
des not invalidate Eq. (14). If the azimuthal distribution is 
symmetric (i.e., no anisotropic flow, azimuthally sym-
metric detector), the left-hand side (lhs) is independent 
of \( \theta \) by azimuthal symmetry, and Eq. (7) then implies 
that it is an even function of \( z \). As a consequence, odd 
terms vanish in the rhs of Eq. (14).

**B. Cumulants**

The cumulants \( \langle \langle (Q^0)^k \rangle \rangle \) are defined as the coefficients 
in the power series expansion of \( \ln G^0(z) \) \([48]\):
\[
\ln G^0(z) = \sum_{k=1}^{+\infty} \frac{z^k}{k!} \langle \langle (Q^0)^k \rangle \rangle. \tag{15}
\]
If there is no anisotropic flow, outgoing particles are not 
correlated to the reaction plane \( \Phi_R \). Then, both sides 
of Eq. (14) are independent of \( \Phi_R \). The lhs is simply \( \ln G^0(z) \) according to the definition, Eq. (6). One con-
cludes that the cumulants scale linearly with the size of 
the system, i.e., with the total multiplicity \( M \).

This scaling law breaks down if there is anisotropic 
flow, in which case the rhs of Eq. (14) depends on \( \Phi_R \). It 
also breaks down if hypothesis B) is not satisfied, i.e., if 
there are other collective effects (other than global mom-
entum conservation \([36]\)) in the system. Then, cumu-
lants generally scale with the total multiplicity like \( M^k \).
This scaling law is most natural: \( Q^0 \) in Eq. (3) is the sum of 
\( M \) terms, so that in the generating function, Eq. (6), 
\( z \) is always multiplied by \( M \) terms. It is therefore natu-
ral that \( z^k \) in Eq. (15) goes with a factor proportional 
to \( M^k \). This is the case, in particular, when anisotropic 
flow is present, as an explicit calculation in Sec. III C will 
show.

Therefore, the contribution of collective effects to the 
cumulants becomes dominant as \( k \) increases. Physically, 
the cumulant of order \( k \) isolates the genuine \( k \)-particle 
correlation if \( k \ll M \): taking the logarithm in Eq. (15) 
effectively subtracts out the contributions of lower-order 
correlations, as shown explicitly in Refs. \([33, 34]\). In order 
to disentangle collective motion (which involves by defi-
nition a large fraction of the particles) from lower-order 
correlations, it is therefore natural to construct cumu-
lants of order \( k \) as large as possible.

The idea of the cumulant expansion proposed in 
Refs. \([33, 34]\) was to construct explicitly the cumulants 
at a given order \( k \). Here, we propose to study directly 
the asymptotic limit when \( k \) goes to infinity, as we now 
explain. \(^{11}\) The asymptotic behavior of the cumulants 
defined by Eq. (15), when \( k \) goes to infinity, is determined 
by the radius of convergence of the power series expan-
sion, i.e., by the singularities of \( \ln G^0(z) \) which are closest 
to the origin in the complex plane of the variable \( z \). It is 
obvious from the definition, Eq. (6), that \( G^0(z) \) has no singularity. Hence the only singularities of \( \ln G^0(z) \) are the 
zeros of \( G^0(z) \).

Let us denote by \( z_0^0 \) the zero of \( G^0(z) \) which is closest 
to the origin in the upper half of the complex plane. Re-
member that Eq. (8) relates the behavior of \( G^0(z) \) in the 
lower half of the complex plane to that in the upper half, 
so that we only need to study the latter. The asymp-
totic behavior of the cumulants for large \( k \) is derived in 
Appendix C, Eq. (C3):
\[
\frac{1}{k!} \langle \langle (Q^0)^k \rangle \rangle \sim -\frac{2}{k} \text{Re} \left( \frac{1}{(z_0^0)^k} \right). \tag{16}
\]
As expected, large-order cumulants depend only on \( z_0^0 \).

---

\(^{10}\) These subevents, which may contain only a few particles, have no 
relation with the “subevents” used to determine the event-plane 
resolution in the standard flow-analysis method.

\(^{11}\) When \( k \) becomes as large as the multiplicity \( M \), the cumulant no 
longer corresponds to the genuine \( k \)-particle correlation. While 
the latter cannot be defined for \( k \) larger than \( M \), the cumulants 
are well defined to all orders.
Collective effects, if any, are uniquely determined by $z_0^0$. They result in larger correlations, i.e., in higher values of the cumulants than in the absence of collective motion. According to Eq. (16), this means that $z_0^0$ should be smaller if collective effects are present. In particular, $z_0^0$ will in general come closer to the origin as the size of the system, $M$, increases, as we shall see in Sec. III C. If only short-range correlations are present in the system, on the other hand, $z_0^0$ does not depend on $M$ in the limit of large $M$. This will be shown by means of an explicit example in Sec. IV.

C. Relation with anisotropic flow

We now evaluate the generating function $G^\theta(z)$ in the presence of anisotropic flow. We assume that $|z|$ is much smaller than unity (with weights of order unity), which will be justified later in Sec. IV. Since all coefficients in the power-series expansion of Eq. (14) are of the same order of magnitude, we can truncate this series for $|z| \ll 1$ by keeping only the first two terms, which we rewrite in the form

$$\ln \langle e^{z Q^\theta(\Phi_R)} \rangle \simeq \langle Q^\theta(\Phi_R) \rangle z + \frac{\sigma^2 z^2}{4}. \quad (17)$$

In this equation, $\langle Q^\theta(\Phi_R) \rangle$ denotes the average value of $Q^\theta$ for a fixed $\Phi_R$. Using the definition of integrated flow, Eq. (4), and symmetry with respect to the reaction plane, one obtains $\langle Q^\theta(\Phi_R) \rangle = V_n \cos(n(\Phi_R - \theta))$. From the definition of $Q^\theta$, Eq. (3), it follows that

$$\langle Q^\theta(\Phi_R) \rangle = V_n \cos(n(\Phi_R - \theta)). \quad (18)$$

The parameter $\sigma$ in Eq. (17) is the standard deviation of $Q^\theta$ for a fixed $\Phi_R$:

$$\sigma^2 \equiv 2 \left( \langle (Q^\theta)^2(\Phi_R) \rangle - \langle Q^\theta(\Phi_R) \rangle^2 \right). \quad (19)$$

Comparing Eqs. (14) and (17), $\sigma^2$ scales linearly with the size of the system. For independent particles, in particular (no correlations, no anisotropic flow), using Eq. (3), one obtains

$$\sigma^2 \simeq \left\langle \sum_{j=1}^M w_j^2 \right\rangle \quad \text{.} \quad (20)$$

From the average value of $e^{z Q^\theta}$ for a fixed $\Phi_R$, given by Eq. (17), one deduces the probability distribution of $Q^\theta$ (for a fixed $\Phi_R$) by inverse Laplace transform. It is easily found to be Gaussian: this shows that the approximation made in keeping only the first two terms in expansion (14) is the central limit approximation already used in Refs. [2, 27, 43].

With the help of Eq. (18), Eq. (17) can be rewritten in the form

$$\langle e^{z Q^\theta(\Phi_R)} \rangle = e^{\sigma^2 z^2/4 + V_n \cos(n(\Phi_R - \theta)) z}. \quad (21)$$

We now average over $\Phi_R$, so as to obtain $G^\theta(z)$. Here, we further assume that $\sigma$ in Eq. (19) is independent of $\Phi_R$. The validity of this assumption will be discussed in Sec. V A. The theoretical estimate of $G^\theta(z)$ under this condition is denoted by $G_{c.1}(z)$, where the subscript “c.1.” refers to the central limit approximation:

$$G_{c.1}(z) = e^{-\sigma^2 z^2/4} J_0(V_n z), \quad (22)$$

where $J_0$ is the modified Bessel function of order 0. The generating function is independent of $\theta$, as expected from azimuthal symmetry. It is even [a natural consequence of Eq. (7) and azimuthal symmetry], so that cumulants of odd order vanish. It is also an even function of $V_n$, so that the sign of $V_n$ cannot be determined from the generating function. From now on, we assume that it is positive.

Anisotropic flow enters the generating function through the combination $V_n z$. Therefore, cumulants of even orders $2k$ are of order $(V_n)^{2k}$, i.e., they scale with $M$ like $M^{2k}$ as expected from the general discussion in Sec. III B. From the cumulant of order $2k$, one can obtain an estimate of the flow $V_n^{2k}(2k)$ in the following way: take the logarithm of Eq. (22), expand to order $2k$, and identify the coefficient with the corresponding coefficient in Eq. (15). This is roughly the procedure proposed in Refs. [33, 34] (a more thorough comparison is performed in Appendix B). Here, we want instead to take directly the large-order limit $k \to \infty$. The large-order expansion of $\ln G_{c.1}(z)$ is given by Eq. (C3), where $z_0$ denotes the “first” zero of $G_{c.1}(z)$. All zeroes of $I_0$ lie on the imaginary axis. On the imaginary axis, we have

$$G_{c.1}(ir) = e^{-\sigma^2 r^2/4} J_0(V_n r), \quad (23)$$

where $J_0$ is the Bessel function of order zero, and $r$ is real. The first zero of $J_0$ lies at $j_{01} \approx 2.405$, hence the first zero of $G_{c.1}(z)$ is at

$$z_0 = ir_0 = \frac{i j_{01}}{V_n}. \quad (24)$$

Since $V_n$ scales like the total multiplicity $M$, $z_0$ comes closer to the origin as $M$ increases, as expected from the discussion in Sec. III B. Note that $G_{c.1}(z)$ has no zero when there is no anisotropic flow.

Identifying the terms in $z^{2k}$ in the expansions of $\ln G_{c.1}(z)$ and $\ln G^\theta(z)$, one obtains for large $k$

$$V_n^{2k}(2k) = (-1)^k (j_{01})^{2k} \text{Re} \left( \frac{1}{(z_0)^{2k}} \right). \quad (25)$$

If the zero of $G^\theta(z)$ lies exactly on the imaginary axis at $z_0^0 = ir_0^0$, as the zero of $G_{c.1}(z)$, then $V_n^{2k}(2k)$ converges to a limit for large $k$, which is $V_n^{2k}(\infty)$ defined by Eq. (9).

If, however, $z_0^0$ has a (small) non-vanishing real part, $V_n^{2k}(2k)$ does not converge for large $k$. Unfortunately, this is the general case: experimentally, the available number of events $N_{ecl}$ is finite, and the resulting statistical fluctuations of $G^\theta(z)$ push the zeroes of $G^\theta(z)$ slightly off
the imaginary axis. This why we suggested, in Sec. II B, to find the first minimum of \( |G^\theta(\nu)| \) (denoted by \( \nu_0^* \)), rather than the first zero of \( G^\theta(z) \) in the complex plane. Both procedures are of course equivalent when \( z_0^\theta \) lies on the imaginary axis, as it should in an ideal experiment. We then approximate \( z_0^\theta \approx \nu_0^* \) in Eq. (25). Then, we obtain a consistent limit for large \( k \), which is again Eq. (9). However, one should keep in mind that \( V_n^\theta \{ \infty \} \) is the limit of \( V_n^\theta \{ 2k \} \) for large \( k \), exactly when the first zero lies on the imaginary axis.

The careful reader will have noted that the theoretical estimate \( G_{c,1}(ir) \) is real [see Eq. (23)]. One could then argue that the imaginary part of \( G^\theta(\nu) \) is also irrelevant, and look for the first zero of the real part of \( G^\theta(\nu) \), rather than the first minimum of \( |G^\theta(\nu)| \). However, this is incorrect. We shall see in Sec. VIII that small inhomogeneities in the detector acceptance slightly shift the phase of \( G^\theta(\nu) \). The real part oscillates and has zeroes, but they are irrelevant.

The following Sections of this paper are essentially discussions of the errors which occur when one of the hypotheses listed in Sec. III A is violated. First, we discuss errors resulting from the simplifications made in Sec. III C. They will be shown to amount to finite multiplicity corrections [violations of hypothesis A)]. These errors are of two types: 1. Even if no anisotropic flow is present in the system, the generating function does have zeroes, so that the analysis will yield a spurious flow. Its magnitude is discussed in Sec. IV. 2. When anisotropic flow is present, there are finite multiplicity corrections to the formula (9). These are discussed in Sec. V. Next, we discuss a specific violation of hypothesis B), namely fluctuations of impact parameter in the sample of events, in Sec. VI. Violations of hypothesis C) result in statistical errors, which are computed in Sec. VII. Finally, violations of hypothesis D), i.e., detector effects, are discussed in Sec. VIII.

D. Relation with the Lee-Yang theory of phase transitions

Lee and Yang showed in 1952 that phase transitions can be characterized by the distribution of the zeroes of the grand partition function in the complex plane [39]. The grand partition function is defined as

\[
G(\mu) = \sum_{N=0}^{\infty} Z_N e^{\mu N/kT},
\]

where \( z \equiv (\mu - \mu_c)/kT, \) \( P_N \equiv Z_N e^{\mu c N/kT}/G(\mu_c), \) and \( \mu_c \) is a reference value. Lee and Yang rewrote the grand partition function in a similar way, but they choose the variable \( y = e^z \) (fugacity) instead of \( z \).

Physically, the coefficients \( P_N \) in Eq. (27) represent the probability of having \( N \) particles in the system at chemical potential \( \mu_c \). The grand partition function can therefore be rewritten as a statistical average with this probability distribution:

\[
G(z) = \langle e^{zN} \rangle.
\]

The formal analogy with our generating function, Eq. (6), is obvious.

Lee and Yang studied the repartition of the zeroes of \( G(z) \) in the plane of the complex variable \( z \). If no zero on the real axis, since Eq. (27) is a sum of positive terms. Lee and Yang first showed that if a phase transition occurs at \( \mu = \mu_c \), the zeroes of \( G(z) \) in the complex plane of the variable \( z \) come closer and closer to the origin \( z = 0 \) as the volume of the system, \( V \), increases [39]. If no phase transition occurs, on the other hand, zeroes remain at a finite distance from the origin.

This approach can easily be extended to the canonical partition function, when expressed as a function of the variable \( z \equiv 1/(kT_c) - 1/(kT) \), where \( T_c \) is the critical temperature. In this case, one usually speaks of Fisher zeroes [49] rather than Lee-Yang zeroes.

The properties of \( G^\theta(z) \) derived in Sec. III B also apply to \( G(z) \) as defined by Eq. (28), provided one replaces \( Q^\theta \) by the number of particles, \( N \), and the multiplicity \( M \) by the volume \( V \). More specifically, it is well known that if a system can be decomposed into \( n \) independent subsystems, the partition function can be factorized into the product of the individual partition functions of each subsystem: \( G(z) = \prod_{j=1}^{n} G_j(z) \). Then, the zeroes of \( G(z) \) for the whole system are the zeroes of the partition functions \( G_j(z) \) for each subsystem. If the subsystems are equivalent, the position of the zeroes of \( G(z) \) does not change as the number of subsystems increases. In particular, their distance from the origin does not decrease as the system size increases. This property can be generalized to systems with short-range correlations.

If long-range correlations are present, on the other hand, large-order cumulants are larger (see the discussion in Sec. III B), and the first zero of \( G(z) \) comes closer and closer to the origin as the system size increases. This can be easily understood in the case of a first-order phase transition, say, a liquid-gas phase transition. At the critical point \( \mu = \mu_c \), for a large system, one can have any...
mixture of the (low-density) gas phase and the (high-density) liquid phase. The probability distribution \(P_N\) in Eq. (27), instead of being sharply peaked around its average value, is widely spread between two values \(N_{\text{min}}\) (pure gas) and \(N_{\text{max}}\) (pure liquid) which both scale like the volume \(V\). Then, the partition function \(G(z)\) depends on the volume \(V\) essentially through the combination \(z V\), and consequently its zeroes scale with the volume like \(1/V\). Anisotropic flow produces a similar phenomenon: its contribution to the generating function \(G^Q(z)\) is a multiplicative term \(I_0(V_n z)\) in Eq. (22), where \(V_n\) scales like the total multiplicity \(M\), and zeroes accordingly scale like \(1/M\). Anisotropic flow appears formally equivalent to a first-order phase transition in this respect. The important difference with statistical physics is that the system size is much smaller in practice. As a consequence, zeroes never come very close to the origin, but the physics involved is essentially the same.

The analogy with Lee-Yang theory goes one step further. In a second paper [40], Lee and Yang showed that for a very general class of interactions, the zeroes of \(G(z)\) are located on the imaginary axis (i.e., on the unit circle for their variable \(y = e^z\)). Here, although we do not have a general proof for this result, the same property holds in most cases. In particular, we have seen in Sec. III C that zeroes resulting from anisotropic flow lie on the imaginary axis [see Eq. (23)]. The main reason is that our generating function \(G^Q(z)\) is even (for a perfect detector and an infinite number of events). Now, we know that zeroes come in conjugate pairs due to Eq. (8), i.e., if \(z_0\) is a zero, then \(\overline{z_0}\) is also a zero. If \(z_0\) lies on the imaginary axis, \(z_0 = -\overline{z_0}\), which satisfies the parity requirement. This parity argument does not show by itself that zeroes should be on the imaginary axis, but it is nevertheless crucial in the proof by Lee and Yang, and it is interesting to note that their result remains valid in the cases of interest in the present paper.

Finally, we wish to mention that Lee-Yang zeroes were also used in high-energy physics in another context, namely in analyzing multiplicity distributions. It was found that the generating function of multiplicity distributions has zeroes that tend to lie on the unit circle in the complex plane of the fugacity, as Lee-Yang zeroes [50]. However, it was later shown that this behavior merely reflects general, well-known features of the multiplicity distribution [51], so that this approach does not seem to give new insight on the reaction dynamics.

1. Preliminaries

Our hypotheses are the same as in Sec. III A. Here, we want to analyze the flow in a given phase space window. We denote by \(\psi\) the azimuthal of a particle belonging to the window (which we call a proton for sake of brevity). In order to study its flow, we have to correlate it to the flow vector \(Q^\theta\), or equivalently, to the generating function \(e^{z Q^\theta}\). In order to study the Fourier harmonic \(v'_{mn}\), it is natural to construct averages over all protons such as \(\langle \cos(mn(\psi - \theta)) e^{z Q^\theta} \rangle\). We can first perform this average for a fixed orientation of the reaction plane, \(\Phi_R\). Hypothesis B) allows us to obtain an equation similar to Eq. (13): the contributions of independent subevents factorize. Dividing by \(\langle e^{z Q^\theta} | \Phi_R \rangle\), these contributions cancel, except for the subevent containing \(\psi\). One thus obtains an equation similar to Eq. (14)

\[
\frac{\langle \cos(mn(\psi - \theta)) e^{z Q^\theta} | \Phi_R \rangle}{\langle e^{z Q^\theta} | \Phi_R \rangle} = a' + b' z + c' z^2 \ldots ,
\]

where the coefficients \(a', b', c'\) are independent of the system size (since they only involve the subevent to which \(\psi\) belongs), and typically of order unity [if weights in Eq. (3) are of order unity]. This is the mathematical formulation of hypothesis B).

2. Cumulants

We first introduce the following generating function

\[
D_m^\theta(z) \equiv \left\{ \cos(mn(\psi - \theta)) e^{z Q^\theta} \right\}.
\]

This generating function has the symmetry properties

\[
D_m^{\theta + \pi/n}(z) = (\pm 1)^m D_m^\theta(-z)
\]

and

\[
[D_m^\theta(z)]^* = D_m^\theta(z^*),
\]

which are analogous to Eqs. (7) and (8), respectively. Furthermore, if the number of events is infinite and if the detector has perfect azimuthal symmetry, \(D_m^\theta(z)\) is independent of \(\theta\).

The cumulants \(d_k\) are defined by

\[
\frac{D_m^\theta(z)}{G^\theta(z)} = \sum_{k=0}^{\infty} \frac{z^k}{k!} d_k,
\]

the flow vector. We shall proceed in the same way as for integrated flow. We start with a discussion of our hypotheses and of their implications. Next, we define the cumulants of the correlations between an individual particle, whose differential flow we are interested in, and the flow vector \(Q^\theta\). We discuss the order of magnitude of these cumulants in the case when only short-range correlations are present in the system, and derive the general expression of their large-order behavior. Then, we compute their value in the presence of anisotropic flow, in order to relate them to the differential flow. Finally, we explain why “autocorrelations” are negligible in our approach.
where \( G^\theta(z) \) is defined by Eq. (6). If there is no anisotropic flow, outgoing particles are not correlated with the orientation of the reaction plane, and the lhs of Eq. (29) is the lhs of Eq. (33). This shows that cumulants are independent of the system size (and typically of order unity) when there is no anisotropic flow.

When collective motion is present, on the other hand, cumulants scale like \( M^k \), as we shall see below in the case of anisotropic flow. Following the same reasoning as for integrated flow, this shows that the best sensitivity to collective flow is achieved by constructing large-order cumulants.

The large-order behavior of the cumulants is determined by the singularities of the generating function in the lhs of Eq. (33). Since \( D^n_m(z) \) is analytic in the whole complex plane, the singularities are here again the zeroes of \( G^\theta(z) \). The approximate expression of the cumulants is derived in Appendix C. It is given by Eq. (C4):

\[
\frac{1}{k!} d_k \sim \text{Re}\left( -\frac{2}{(z_0)^{k+1}} \frac{D_m^\theta(z_0)}{(Q^\theta e^{z_0 Q^\theta})^k} \right),
\]

where \( z_0 \) is the first zero of \( G^\theta(z) \), and where we have evaluated the derivative of \( G^\theta(z) \) in the denominator, using definition (6).

3. Relation with anisotropic flow

Let us now compute \( D_m^\theta(z) \) when there is anisotropic flow. We use Eq. (29) and keep only the first term in the power series expansion:

\[
\left\langle \cos(mn(\psi - \theta)) e^{zQ^\theta} \Phi_R \right\rangle \sim \left\langle e^{zQ^\theta} \Phi_R \right\rangle \sim \left\langle \cos(mn(\psi - \theta)) \Phi_R \right\rangle.
\]

This amounts to assuming that the proton is not correlated with the other particles for a fixed orientation of the reaction plane, and that there is no autocorrelation, i.e., that the proton is given zero weight in the definition of the flow vector, Eq. (2).

The denominator of the lhs of Eq. (35) is given by Eq. (21), while the rhs is given by a relation analogous to Eq. (18):

\[
\left\langle \cos(mn(\psi - \theta)) \Phi_R \right\rangle = v'_{mn} \cos(mn(\Phi_R - \theta)).
\]

We denote by \( D_{m,c.l.}^\theta(z) \) the value of \( D_m^\theta(z) \) under the above hypotheses. Using the last two equations and averaging over \( \Phi_R \), one obtains

\[
D_{m,c.l.}^\theta(z) = e^{\sigma^2 z^2/4} I_m(V_n z) v'_{mn}.
\]

Combining this identity with Eq. (22), we finally obtain

\[
\frac{D_{m,c.l.}^\theta(z)}{G_{c.l.}^\theta(z)} = \frac{I_m(V_n z)}{I_0(V_n z)} v'_{mn}.
\]

The cumulants are obtained by expanding this function in powers of \( z \), as in Eq. (33). The only non-vanishing terms are those of order \( z^{2k+m} \), where \( k \) is a positive integer.

One can thus obtain an estimate of differential flow from the cumulant of order \( 2k + m \) by expanding both Eqs. (33) and (38) and identifying the coefficients of \( z^{2k+m} \) in these expansions. This requires to know the integrated flow \( V_n \), which has been estimated earlier.

The large-order coefficients in the expansion of Eq. (38) are given by Eq. (C4), where \( D_m^\theta(z) \) and \( G^\theta(z) \) are replaced by \( I_m(V_n z) \) and \( I_0(V_n z) \), respectively. The derivative of \( I_0(V_n z) \) with respect to \( z \) is \( V_n I_1(V_n z) \), so that

\[
\frac{d_k}{k!} \sim \text{Re}\left( -\frac{2}{(z_0)^{k+1}} \frac{I_m(V_n z_0)}{V_n I_1(V_n z_0)} v'_{mn} \right),
\]

Next, we replace \( V_n \) by its estimate Eq. (9). The pole then lies at \( z_0 = ir_0^\theta \). Inserting this value into the previous equation, and using the relation \( I_m(ir) = i^m J_m(r) \), we obtain

\[
\frac{d_k}{k!} \sim \text{Re}\left( \frac{-2i^{m-1}}{(ir_0^\theta)^{k+1}} \frac{J_m(j_0)}{J_1(j_0)} v'_{mn} \right).
\]

This is nonvanishing only if \( k = 2k' + m \), as expected.

In order to obtain an estimate of \( v'_{mn} \), we must identify this expression with the large-order expansion of the measured cumulants, given by Eq. (34). As explained above in the case of integrated flow, the real part of the first zero, \( z_0 \), is irrelevant, so we replace \( z_0 \) in Eq. (34) by \( ir_0^\theta \). One thus immediately recovers Eq. (12). The remarkable result is that the generating function for differential flow \( D_m^\theta(z) \) need only be evaluated for a single value of \( z \). In this respect, the analysis is simpler than the cumulant method of Refs. [33, 34], and more reliable numerically.

4. Autocorrelations

In the standard event-plane method [26], differential flow is obtained by correlating the particle of interest with the flow vector of the event, Eq. (2). It is necessary to first remove the particle from the definition of the flow vector, otherwise the resulting autocorrelation would produce a spurious differential flow.

One must be aware that even after autocorrelations have been removed, an error of the same order of magnitude may still be present due to nonlinear correlations: consider the simple example where particles are emitted in collinear pairs.\(^\text{13}\) When one correlates a particle with

\(^\text{13}\) Such collinear particles are expected from minijets, as will be seen in Sec. IV. Decay products from high transverse momentum resonances will also be almost collinear.
the flow vector, if the flow vector involves the other particle in the pair, the resulting correlation will be exactly of the same magnitude as an autocorrelation. Conversely, methods which are less biased by nonflow correlations, such as higher-order cumulants, are also less biased by autocorrelations [33].

Here, autocorrelations do not produce any spurious flow by themselves. To show this, we consider for simplicity a particle which is not correlated with any other particle, whatever the reaction-plane orientation, so that its differential flow vanishes. We are going to check that the above procedure yields the correct result \( \nu_m' = 0 \).

Let us denote by \( Q_0^q \) the value of \( Q_0^q \) [Eq. (3)] after subtracting the contribution of the particle under study:

\[
Q_0^q = Q^q - w \cos(n(\psi - \theta)),
\]

where \( w \) is the weight associated with the particle. If the particle with angle \( \psi \) is not correlated with the other particles, the average in Eq. (30) can be factorized:

\[
D_{mn}^q(z) \equiv \langle \cos(mn(\psi - \theta)) \rangle \langle e^{zQ^q} \rangle.
\]

The last term in the rhs can be estimated as in Sec. III C. This gives an equation similar to Eq. (22):

\[
\langle e^{zQ^q} \rangle = e^{\sigma^2 z^2/4} I_0(V_n z).
\]

The crucial point is that the particle which has been removed does not flow by hypothesis, so that it does not contribute to the integrated flow in Eq. (4). Therefore, \( Q_0^q \) and \( Q_0^q \) yield the same integrated flow value \( V_n \), although their statistical fluctuations differ in general (\( \sigma' < \sigma \)).

Therefore, \( \langle e^{zQ^q} \rangle \) vanishes for the same value of \( z \) as \( G^q(z) \). Now, our estimate of differential flow, Eq. (12), involves the generating function \( D_{mn}^q(z) \) precisely at the point \( z_0 \) where \( G^q(z) \) vanishes. This shows that no spurious differential flow appears, although autocorrelations have not been removed.

On the other hand, when there is differential flow, autocorrelations produce spurious higher harmonics of the flow. This will be discussed in Sec. V B.

**IV. SENSITIVITY OF THE METHOD**

Even if there is no flow in the system, the method presented in this paper will give a spurious “flow” value. In this Section, we estimate the order of magnitude of this spurious value, and show that it is smaller than with any other method of flow analysis. We assume that hypotheses C) and D) are satisfied, i.e., we neglect statistical fluctuations and detector effects.

Since no spurious flow appears in the central limit approximation, as shown in Sec. III C, we need to go beyond this approximation. In this Section, we choose to work out exactly a simple model, but the order of magnitude of our results is general.

The model is the following: we assume that all particles are emitted in jets, each jet containing \( q \) collinear particles, where \( q \) is not much larger than unity. Since the total multiplicity is \( M \), the total number of jets is \( M/q \). The case \( q = 1 \) corresponds to independent particle emission. With unit weights, Eq. (3) becomes

\[
Q_0^q = q \sum_{j=1}^{M/q} \cos(n(\phi_j - \theta)),
\]

where the \( \phi_j \) are the azimuthal angles of the jets.

We assume that the jets are mutually independent and uniformly distributed in azimuth. Equation (6) then gives

\[
G^q(z) = [I_0(qz)]^{M/q}.
\]

The generating function is even and independent of \( \theta \), thanks to the azimuthal symmetry. Note that \( \ln G^q(z) \) is proportional to \( M \), as expected from the general discussion in Sec. III B.

As explained in Sec. III C, the estimate of \( V_n \) from the cumulant of order 2k, denoted by \( V_n^q \{2k\} \), is obtained by expanding \( \ln G^q(z) \) to order \( z^{2k} \) and identifying with the expansion of \( \ln G_{e,1}(z) \) [Eq. (22)] to the same order. One thus obtains

\[
V_n^q \{2k\} = q \left( \frac{M}{q} \right)^{1/2k}.
\]

This spurious flow increases with \( q \), i.e., with the magnitude of nonflow correlations. There is even a spurious flow for \( q = 1 \), i.e., for independent particles. This is a consequence of “autocorrelations” which appear when expanding \( \ln G^q(z) \) in powers of \( z \), and are not present in other methods of flow analysis. An alternative choice for the generating function, which is free from these autocorrelations, is discussed in Appendix A. It will be shown that it does not give better results as soon as \( q \geq 2 \), i.e., as soon as nonflow correlations are present: when this is the case, Eq. (45) still gives the order of magnitude of the spurious flow.

As expected from the general arguments in Sec. III B, the spurious flow decreases as the order \( k \) of the cumulant expansion increases. We now evaluate \( V_n^q \{\infty\} \) defined by Eq. (9). Although there is no flow in the system, the generating function (44) does have zeros on the imaginary axis. The first one lies at \( z = i r_0^q \), with \( r_0^q = j 01/q \). [Note that it is a multiple zero, because of the power \( M/q \), so that the rhs of Eq. (16) must be multiplied by \( M/q \).] In agreement with the general discussion in Sec. III B, the position of the zero does not depend on the multiplicity \( M \). Equation (9) then gives a spurious “flow” value

\[
V_n^q \{\infty\} = q.
\]

It coincides with the limit of \( V_n^q \{2k\} \) [Eq. (45)] for large \( k \), as expected. The order of magnitude of this result is general if weights are of order unity.
Flow can be identified unambiguously only if it much larger than the spurious value. Using Eq. (5), and the assumption that \( q \) is not much larger than unity, one finally obtains the condition under which our method can be applied:

\[
v_n \gg \frac{1}{M}. \tag{47}
\]

By comparison, the conditions under which one can apply the standard flow analysis (or two-particle methods) or four-particle cumulants are \( v_n \gg 1/M^{1/2} \) and \( v_n \gg 1/M^{3/4} \), respectively. The present method is more sensitive, in the sense that its validity extends down to smaller values of the flow.

The condition (47) implies that the first zero of \( G^q(z) \), approximately given by Eq. (24), satisfies the condition \(| z_0 | \ll 1 \), which justifies the approximation made at the beginning of Sec. III C. As already discussed in Refs. [33, 34], it is probably impossible to measure anisotropic flow if this condition is not satisfied.

Note that the present model of nonflow correlations is a very extreme one, since we have assumed that they affect all particles, and that particles within a jet are exactly collinear. More realistic estimates of the spurious flow would give significantly smaller values. However, refining the above estimates would be academic: we shall see in Sec. VII D that if there is no anisotropic flow in the system, the spurious flow created by statistical fluctuations is much larger than the flow created by nonflow correlations, unless the number of events is unrealistically large, so that the present method will not be limited by nonflow correlations in practice.

V. SYSTEMATIC ERRORS

In this Section, we estimate the order of magnitude of the systematic error due to the method itself on our flow estimate. We discuss first integrated flow, then differential flow. We assume that hypotheses C) and D) are satisfied, i.e., we neglect statistical fluctuations and detector effects.

A. Integrated flow

The error on the integrated flow is a consequence of the two approximations made in Sec. III C. The first one was to keep only the first two terms in the power-series expansion of Eq. (14). The second one was our assumption that \( \sigma \) in Eq. (19) was independent of \( \Phi_R \).

We first estimate the error resulting from the term proportional to \( z^3 \) in Eq. (14), which was neglected in Eq. (17). We know from the general discussion in Sec. III A that the coefficient \( c \) in front of \( z^3 \) is independent of the size of the system, \( M \), and vanishes when there is no anisotropic flow. Hence, it is natural to assume that it is of order \( v_n \). Since the value of \( z \) of interest is of order \( 1/(M v_n) \) [from Eq. (24)], the correction to the rhs of Eq. (17) arising from the \( z^3 \) term is of the order of \( M c z^3 \sim 1/(M v_n)^2 \). Since the lhs of Eq. (17) is a logarithm, this is a relative correction to the generating function. Hence, the relative error on the flow estimate will be of the same order of magnitude.

Next, we estimate the error due to the dependence of \( \sigma \) on \( \Phi_R \). A detailed calculation of this effect is performed in Appendix D. In particular, it is shown that anisotropic flow results in contributions to \( \sigma^2 \) proportional to \( \sin^2(n(\Phi_R - \theta)) \). These contributions consist of two terms, which are of magnitude \( M v_n^2 \) and \( M v_{2n} \) (i.e., involving a higher harmonic), respectively. Now, \( \sigma^2 \) is multiplied by \( z^2 \) in Eq. (17). Replacing \( z \) by the value of interest in Eq. (24), \( \Phi_R \)-dependent terms yield contributions to the rhs of Eq. (17) of orders \( 1/M \) and \( v_{2n}/(M v_n^2) \), respectively. As explained above, the relative error on the flow estimate due to these terms will be of the same order of magnitude.

Finally, note that the contribution of the term of order \( z^4 \) to the rhs of Eq. (14) may be of the same order of magnitude, or even larger, than the term of order \( z^3 \), although \(| z | \) is much smaller than unity. This is because the coefficient in front of \( z^3 \) is of order \( v_n \), which can be much smaller than unity, while the coefficient in front of \( z^4 \) is of order unity. However, only the part of this coefficient which depends on \( \Phi_R \) matters: indeed, the \( \Phi_R \)-independent part gives a multiplicative contribution to \( G^q(z) \) of the type \( \exp(\lambda z^4) \), which has no zeroes. Now, the \( \Phi_R \)-dependent contribution to the term of order \( z^4 \) is much smaller than the \( \Phi_R \)-contribution to the term of order \( z^2 \), which has been estimated above.

In summary, the order of magnitude of the relative systematic error on the flow is

\[
\frac{V_n(\infty) - V_n}{V_n} = O\left(\frac{1}{M}\right) + O\left(\frac{1}{(M v_n)^2}\right) + O\left(\frac{v_{2n}}{M v_n^2}\right). \tag{48}
\]

All three terms involve powers of \( 1/M \): they can be viewed as finite multiplicity corrections, resulting from the violation of hypothesis A) in Sec. III A.

Let us comment on the magnitude of these errors. The first term, a relative correction of order \( 1/M \), is always small since \( M \gg 1 \). The last two terms are much less trivial. They also appear when flow is analyzed from the cumulant of four-particle correlations, where they result from an interference between correlations due to flow and nonflow correlations, as discussed in detail in Appendix A in Ref. [33]. As long as condition (47) is satisfied, the term of order \( 1/(M v_n)^2 \) is a small correction. The relative magnitude of the first two error terms in Eq. (48) actually depends on the value of the resolution parameter \( \chi \) which will be defined below in Sec. VII A, and is of order \( v_n \sqrt{M} \). The largest correction term in Eq. (48) is the first one for large \( \chi \), and the second one for small \( \chi \). Higher harmonics are generally of smaller magnitude: typically, \( v_{2n} \sim v_n^2 \), so that the third term in the rhs of
Eq. (48) is comparable to the first term. An important exception is that directed flow is much smaller than elliptic flow at ultrarelativistic energies. In this regime, the third term dominates the error for \( n = 1 \).

Nonflow correlations involving a few particles increase the systematic error on the flow, but the order of magnitude is still given by Eq. (48). In the extreme case where all particles are emitted in bunches of \( q \) collinear particles, as in Sec. IV, one must replace in Eq. (48) \( M/q \) by \( M/2 \), which is the effective multiplicity, i.e., the number of independent angles (the number of independent degrees of freedom). Therefore the first and third term in Eq. (48) will be increased by a factor of \( q \), and the second term by a factor of \( q^2 \).

Finally, how does our systematic error compare with the systematic error on the flow estimate \( v_n \{2k\} \) from cumulants of finite order \( 2k \)? Possible nonflow correlations between \( 2k \) particles yield an additional term: \(^{14}\)

\[
\frac{V_n\{2k\} - V_n}{V_n} = \mathcal{O}\left( \frac{1}{M} \right) + \mathcal{O}\left( \frac{1}{(Mv_n)^2} \right) + \mathcal{O}\left( \frac{v_{2n}}{Mv_n^2} \right) + \mathcal{O}\left( \frac{1}{M^{2k-1}v_n} \right). \tag{49}
\]

In particular, this equation can be used to show that the error on flow estimates from standard (event-plane or two-particle) methods is much larger than with the present method. Setting \( 2k = 2 \) in the previous equation, the last term dominates over the first three terms, so that we may write

\[
\frac{V_n\{2\} - V_n}{V_n} = \mathcal{O}\left( \frac{1}{Mv_n^2} \right). \tag{50}
\]

With higher-order cumulants, \( 2k \geq 4 \), the last term in Eq. (49) dominates only if

\[v_n < \frac{1}{[(2/2 - 1)]^{1/2}}.\]

\(^{14}\) The magnitude of the systematic error was given correctly in Appendix A of Ref. [33], but not in Ref. [34] where only the last term was kept, which was a mistake.

If \( v_n \) is larger than this value, the error is similar to the cumulant method and with the new method presented here.

## B. Differential flow

The determination of differential flow relies on the previous determination of integrated flow: one thus naturally expects a relative error on the differential flow of the same order as the relative error on the integrated flow, Eq. (48). This can be checked explicitly, see Appendix D.

An additional systematic error is due to the approximation made in writing Eq. (35). It was assumed that the proton and the flow vector are independent. However, they may be correlated, due to autocorrelations (if the proton is involved in the flow vector) or to nonflow correlations, whose effects are always similar to those of autocorrelations (see Sec. III E 4).

We now compute the error due to autocorrelations. For this purpose, we compute the next-to-leading term \( b' z \) in the power-series expansion Eq. (29). We compute only the contribution of the numerator of the lhs to this term. The contribution of the denominator yields a relative error on \( v_{mn}' \) of the same order as for the integrated flow, Eq. (48). If the proton has weight \( w' \) in the flow vector, a simple calculation gives

\[b' = \frac{w'}{2} \left( v_{(m-1)n}' \cos[(m-1)n(\Phi_R - \theta)] + v_{(m+1)n}' \cos[(m+1)n(\Phi_R - \theta)] \right).\]

Taking this term into account in Eq. (35) and the following equations, \( D_{mn}^\theta(z) \) is no longer given by Eq. (37) but by

\[v_{mn}'(\infty) = v_{mn}' + \frac{j_{01} I_{m-1}(j_{01})}{2J_{m}(j_{01})} \frac{w'v_{(m-1)n}'}{V_n}. \tag{54}\]

Since higher harmonics are generally of smaller magnitude, we neglect the last term in the rhs. Evaluating the remaining two terms at \( z = ir_0 = j_{01}/V_n \), the differential flow estimate \( v_{mn}'(\infty) \) is given by

\[v_{mn}'(\infty) = v_{mn}' + \frac{j_{01} I_{m-1}(j_{01})}{2J_{m}(j_{01})} \frac{w'v_{(m-1)n}'}{V_n}. \tag{55}\]

For \( m = 1 \), the extra correction term vanishes since \( J_{01}(j_{01}) = 0 \). One can show that the next term \( c' z^2 \) in the expansion Eq. (29) produces a relative error on \( v_{n}' \) of the same order as that on the integrated flow, Eq. (48). For \( m = 2 \), on the other hand, we obtain

\[v_{2n}'(\infty) = v_{2n}' + \frac{j_{01}^2}{4} \frac{w'v_{(m+1)n}'}{V_n}. \tag{55}\]

Numerically with the input values \( M = 300 \) particles, \( v_2 = 6\% \), \( v_2' = 7\% \), \( v_4' = 3\% \) used for the simulation of Secs. II B and II C, we find \( v_4'(\infty) = 3.56\% \), in agreement with the result of the analysis when autocorrelations are not removed, \( v_4(\infty) = 3.60 \pm 0.29\% \), see Fig. 3.
As a conclusion, the systematic error on the differential flow in the lowest harmonic \(v'_n\) is a relative error of the same order of magnitude as for the integrated flow: it is small, and autocorrelations need not be removed. The situation is quite different for the higher harmonics \(v'_{2n}, v'_{3n}\ldots\), where autocorrelations give a sizeable contribution. This contribution can be removed analytically using Eq. (55). However, one must be aware that an error of the same order of magnitude may remain as a result of nonflow correlations. The same conclusion holds with other methods of flow analysis.

This error on higher harmonics has two consequences. At ultrarelativistic energies, where the flow vector is constructed with \(n = 2\), the higher harmonic \(v_4\) is expected to be of much smaller magnitude [52]. Since, furthermore, nonflow correlations are known to be sizeable [18, 24], one may doubt whether \(v_4\) can be measured at all. At lower energies, elliptic flow \(v_2\) is usually measured using the flow vector from directed flow \(n = 1\) [5, 14, 44], this bias should be considered seriously. In particular, it may be large for mesons, which often originate from resonance decays and have therefore strong nonflow correlations.

**VI. FLOW FLUCTUATIONS**

As explained in Sec. III A, our results rely on the hypothesis that we are considering events with exactly the same impact parameter. In practice, however, the set of events in a given centrality bin spans some impact parameter interval. In this Section, we are going to study the influence of such impact parameter fluctuations on the flow analysis [24].

We assume that the hypotheses of Sec. III A are satisfied for a fixed impact parameter \(b\), and we denote the integrated flow at this impact parameter by \(V_n(b)\). If \(b\) fluctuates in the sample of events, one can compute the generating function \(G^0(ir)\) in two steps. One first averages over events with the same impact parameter \(b\): \(\langle e^{irQ^0(b)}\rangle\) is given by the rhs of Eq. (23), where both \(V_n\) and \(\sigma\) may depend on \(n\). Then, one averages over \(b\):

\[
G^0(ir) = \left\langle J_0(V_n(b)r) e^{-\sigma(b)^2 r^2/4}\right\rangle_b,
\]

where angular brackets denote an average over \(b\).

Our flow estimate \(V_n(\infty)\) is related to the first root, \(\nu_0^0\), of the equation \(G^0(\nu_0^0 r) = 0\), by Eq. (9). First of all, if only \(\sigma(b)\) fluctuates, while \(V_n(b)\) is a constant, the position of the zero does not depend on \(b\): this shows that the estimate of the flow is not affected by fluctuations of \(\sigma\) if only those are present. Next, if \(V_n(b)\) has small fluctuations around an average value, i.e., \(V_n(b) = \bar{V}_n + \delta V_n(b)\), then expanding Eq. (56) to first order in \(\delta V_n(b)\), one easily shows that \(V_n(\infty) = \bar{V}_n\), that is, the analysis using the present method yields the average value of the flow.

When fluctuations are large, our estimate \(V_n(\infty)\) does not in general coincide with the average value of the flow, \(\bar{V}_n\). It is sensitive to the fluctuations of \(V_n(b)\), and also to the fluctuations of the width \(\sigma(b)\), which is involved in Eq. (56). However, it is possible to show under rather general conditions that if \(V_n(b)\) lies between \((V_n)_{\min}\) and \((V_n)_{\max}\), then \(V_n(\infty)\) also lies between \((V_n)_{\min}\) and \((V_n)_{\max}\). For this purpose, we have to show that the first zero of \(G^0(ir)\) defined by Eq. (56) occurs between \(r = j_{01}/(V_n)_{\max}\) and \(r = j_{01}/(V_n)_{\min}\). Since \(J_0(x) > 0\) for \(0 < x < j_{01}\), and \(V_n(b) < (V_n)_{\max}\), Eq. (56) shows that \(G^0(ir) > 0\) for \(r < j_{01}/(V_n)_{\max}\). To prove our result, it is sufficient to show that \(G^0(ij_{01}/(V_n)_{\min}) < 0\). Using Eq. (56), this holds as soon as \(j_{01}V_n(b)/(V_n)_{\min} < 0\) for all \(b\). Now, \(j_{01}\) is negative for \(x\) between \(j_{01}\) and its second zero, \(j_{02}\). Hence our result holds as soon as

\[
\frac{V_n(b)}{(V_n)_{\min}} < \frac{j_{02}}{j_{01}} \simeq 2.3.
\]

This condition is sufficient but not necessary. It shows that if the flow does not vary by a factor of more than 2.3, the flow estimate \(V_n(\infty)\) lies between \((V_n)_{\min}\) and \((V_n)_{\max}\), which is quite reasonable.

**VII. STATISTICAL ERRORS**

In this Section, we estimate the statistical errors which arise when the number of events \(N_{\text{evts}}\) is finite. As with other methods of flow analysis, these statistical errors depend on the resolution parameter \(\chi\). In Sec. VII A, we define this parameter, explain how it can be measured experimentally, and give its approximate value for a variety of heavy-ion experiments.

We then study, in Sec. VII C, the fluctuation of the generating function \(G^0(ir)\), evaluated on the imaginary axis (i.e., for real \(r\)), around the true statistical average \(G_{\chi}(ir)\). Then, in Sec. VII D, we show that even if there is no flow in the system, the data analysis through the present method will yield a non-zero “flow” value, which we estimate: we consider it as the lower bound on the flow, below which the present method cannot be used. When there is flow in the system, and when it is larger than this limiting value, statistical errors are small. They are estimated in Sec. VII E for the integrated flow and in Sec. VII F for the differential flow.
A. The resolution parameter

An important parameter in the flow analysis is the resolution parameter \( \chi \) defined as \( \chi \equiv \frac{V_n}{\sigma} \) (59)

where \( V_n \) and \( \sigma \) are defined in Eqs. (4) and (19), respectively. Physically, it characterizes the relative strength of the flow compared to the finite-multiplicity fluctuations.

With unit weights, \( V_n = M v_n \) [Eq. (5)] and \( \sigma = \sqrt{M} \) for independent particles [Eq. (20)], so that \( \chi = v_n \sqrt{M} \).

This shows that \( \chi \) increases with both the flow and the number of detected particles. It is small for central collisions where \( v_n \) is small due to azimuthal symmetry, and also for peripheral collisions where the multiplicity \( M \) is small. It is generally maximum for intermediate centralities. Here again, we want to emphasize that one should use all detected particles in the analysis, so as to maximize \( \chi \).

This parameter is related to the so-called “event-plane resolution” in the standard flow analysis. The event-plane resolution is defined as the average value of \( \cos \Delta \Phi_R \equiv \cos(n(\Phi_n - \Phi_R)) \), where \( n \Phi_n \) is the azimuthal angle of the flow vector and \( \Phi_R \) that of the reaction plane. It is related to \( \chi \) by [27]:

\[
\langle \cos \Delta \Phi_R \rangle = \frac{\sqrt{\pi}}{2} \chi e^{-\chi^2/2} \left[ I_0 \left( \frac{\chi^2}{2} \right) + I_1 \left( \frac{\chi^2}{2} \right) \right].
\] (60)

In Table I, we have summarized the values of \( \chi \) for various heavy-ion experiments in mid-central collisions (where \( \chi \) is largest), calculated with the help of Eq. (60) using the values of the event-plane resolution given in the cited references. These values of \( \chi \) lie typically between 0.5 and 2.5. Note, however, that these values may not reflect only flow, but could be contaminated by nonflow effects. Such an instance, namely the influence of non-flow, but could be contaminated by nonflow effects.

How can \( \chi \) be determined experimentally? The numerator of Eq. (59) is the integrated flow \( V_n \), which is determined following the procedure introduced in Sec. II B. The denominator, \( \sigma \), is most simply obtained by averaging Eq. (19) over \( \theta \). In order to take into account possible azimuthal asymmetries in the detector acceptance, which were neglected in Sec. III C, we replace Eq. (18) with

\[
\langle Q^0 | \Phi_R \rangle = V_n \cos(n(\Phi_R - \theta)) + \langle Q_x \rangle \cos(n\theta) + \langle Q_y \rangle \sin(n\theta),
\] (61)

where we have used the first line of Eq. (3). The two additional terms vanish with a symmetric detector. One then obtains

\[
\sigma^2 = \langle Q_x^2 + Q_y^2 \rangle - \langle Q_x \rangle^2 - \langle Q_y \rangle^2 - V_n^2.
\] (62)

The value of \( \sigma \) obtained in this way is more accurate than the approximate value in Eq. (20), which underestimates \( \sigma \) when large nonflow correlations are present. Since statistical errors are very sensitive to \( \chi \), as we shall see, it is important to estimate \( \sigma \) as accurately as possible, in a model independent way, which is possible using Eq. (62).

B. Preliminaries

Here we derive simple results which will be useful in the remainder of the Section. The estimate of the integrated flow, \( V_n \{ \infty \} \), is obtained by averaging \( V_n^\theta \{ \infty \} \) over several values of \( \theta \), see Eq. (11), and a similar equation for differential flow:

\[
\psi_{mn} \{ \infty \} \equiv \frac{1}{2} \sum_{p=0}^{l-1} \psi_{mnq} \{ \infty \}.
\] (63)

In order to estimate the standard deviation of the average \( V_n \{ \infty \} \), one needs to evaluate not only the standard deviation of \( V_n^\theta \{ \infty \} \), but also the correlation between different estimates \( V_n^\theta \{ \infty \} \) and \( V_n^{\theta'} \{ \infty \} \) with \( \theta \neq \theta' \). For this purpose, we shall have to evaluate averages such as \( \langle e^{iQ^0} e^{iQ'\theta} \rangle \). We introduce the complex notation

\[
z = re^{i\theta}, \quad z' = r'e^{i\theta'}.
\] (64)

One should note that the number \( z \) thus defined has nothing to do with the variable \( z \) involved in Eq. (6). With this notation, we have

\[
e^{iQ^0} = e^{i(z + Q^0)/2},
\] (65)

where \( Q \equiv Q_x + iQ_y \). Then, obviously,

\[
e^{iQ^0} e^{iQ'\theta} = e^{i((z + Q^0)/(z + Q^0) + (z' + z')Q^0)/2}.
\] (66)
We assume that the expectation value of $e^{irQ^\theta}$ is given by our theoretical estimate, Eq. (23). Then,

$$\langle e^{irQ^\theta} e^{-ir'Q^{\theta'}} \rangle = G_{c.1}(i|z - z'|)$$

from which we obtain

$$\langle \text{Re}(e^{irQ^\theta}) \text{Re}(e^{ir'Q^{\theta'}}) \rangle = \frac{G_{c.1}(i|z - z'|) + G_{c.1}(i|z + z'|)}{2}$$

$$\langle \text{Im}(e^{irQ^\theta}) \text{Im}(e^{ir'Q^{\theta'}}) \rangle = \frac{G_{c.1}(i|z - z'|) - G_{c.1}(i|z + z'|)}{2}.$$ (68)

All these identities will be used below.

### C. Fluctuations of $G^\theta(ir)$

In this Section, we estimate the magnitude of the statistical fluctuations of (the complex-valued) function $G^\theta(ir)$ around its (real-valued) average $G_{c.1}(ir)$. In particular, we derive the fluctuations of the modulus $|G^\theta(ir)|$, which is the quantity minimized in Sec. II B to extract integrated flow.

Let us first recall general results about sample averages, i.e., average values evaluated from a finite sample of events. If $x$ is an observable measured in an event (multiplicity, transverse energy, etc.), we denote by $\{x\}$ the average value of $x$ over the available sample of events, which is also called the sample average:

$$\{x\} = \frac{1}{N_{\text{evts}}} \sum_{\alpha=1}^{N_{\text{evts}}} x_\alpha.$$ (69)

The expectation value, which is the limit of this quantity when the number of events goes to infinity, is denoted by angular brackets as in the previous Sections. Note that $\langle \{x\} \rangle = \langle x \rangle$.

If $N_{\text{evts}}$ is large but still finite, the sample average differs from the expectation value by a small fluctuation $\delta x$: $\{x\} = \langle x \rangle + \delta x$. If $y$ denotes another observable associated with each event, then the covariance of the sample averages $\{x\}$ and $\{y\}$ is

$$\langle \delta x \delta y \rangle = \langle \{x\} \{y\} \rangle - \langle x \rangle \langle y \rangle = \frac{1}{N_{\text{evts}}} \langle (xy) - \langle x \rangle \langle y \rangle \rangle,$$ (70)

where in the second line we have used the property that events are statistically independent. Note that the statistical properties of the fluctuations $\delta x$, $\delta y$ are Gaussian due to the central limit theorem, hence they are completely determined by their covariance: higher-order moments are obtained using Wick’s theorem.

We can apply Eq. (70) to compute the statistical fluctuations of the generating function, Eq. (6), for $z$ on the imaginary axis ($z = ir$, with $r$ real). We introduce the decomposition

$$G^\theta(ir) = G_{c.1}(ir) + \delta G^\theta(ir),$$ (71)

where $\delta G^\theta(ir)$ denotes the fluctuation of $G^\theta(ir)$ around its expectation value.

Let us first estimate the magnitude of $\delta G^\theta(ir)$. For this purpose, we make use of Eq. (70) with $x = e^{irQ^\theta}$ and $y = e^{-irQ^\theta}$:

$$\langle |\delta G^\theta(ir)|^2 \rangle = \frac{1}{N_{\text{evts}}} (1 - G_{c.1}(ir)^2).$$ (72)

At the zero of $G_{c.1}(ir)$, the standard deviation of $|G^\theta(ir)|$ is exactly $1/\sqrt{N_{\text{evts}}}$. This justifies Eq. (10). For large $r$, the expectation value $G_{c.1}(ir)$ goes to zero [see Eq. (23)], while the fluctuations do not: $|\delta G^\theta(ir)|$ is of order $1/\sqrt{N_{\text{evts}}}$. This can be easily understood: for large $r$, $e^{irQ^\theta}$ is a random complex number uniformly distributed on the unit circle, so that the sample average $G^\theta(ir)$ in Eq. (3) is a random walk of $N_{\text{evts}}$ steps, of length $1/\sqrt{N_{\text{evts}}}$ each, hence the order of magnitude of the fluctuations.

We can now estimate the value of $r$ for which the fluctuation $\delta G^\theta(ir)$ becomes of the same order of magnitude as the expectation value $G_{c.1}(ir)$. The decrease of $G_{c.1}(ir)$ for large $r$ in Eq. (23) is dominated by the exponential factor, while Eq. (72) shows that $|\delta G^\theta(ir)|$ is of order $1/\sqrt{N_{\text{evts}}}$, so that both become comparable when

$$\frac{1}{\sqrt{N_{\text{evts}}}} \approx e^{-\sigma^2 r^2/4}.$$ (73)

We denote by $r_c$ the corresponding value of $r$:

$$r_c \equiv \frac{1}{\sigma} \sqrt{2 \ln N_{\text{evts}}}.$$ (74)

Fluctuations are relatively small below the critical value $r_c$ and dominate above. In the case of the Monte-Carlo simulation presented in Fig. 1, for instance, taking $\sigma = \sqrt{M}$, one obtains $r_c \approx 0.26$: it is larger by a factor of 2 than the position of the first minimum, $r_0^\theta$, which is the reason why the statistical fluctuations on our flow estimates, shown in Fig. 2, are small.
We finally estimate the fluctuations of the modulus $|G^\theta(ir)|$, which is involved in determining the integrated flow (see Sec. II B). We assume that $r < r_c$, so that $|\delta G^\theta(ir)|$ is much smaller than $G_{c,1}(ir)$. We separate the fluctuation into its real and imaginary part:

$$G^\theta(ir) = G_{c,1}(ir) + \text{Re}\,\delta G^\theta(ir) + i\text{Im}\,\delta G^\theta(ir).$$

(75)

Taking the modulus of Eq. (75), we then obtain, to leading order in $\delta G^\theta(ir)$

$$|G^\theta(ir)| \sim |G_{c,1}(ir) + \text{Re}\,\delta G^\theta(ir)|,$$

(76)

where we have used the property that the expectation value $G_{c,1}(ir)$ is real [see Eq. (23)].

### D. Spurious flow from statistical fluctuations

Let us now assume that there is no anisotropic flow in the system, $V_n = 0$. In that case, analyzing the data with the present method will nevertheless yield a spurious “flow” value, due to statistical fluctuations. In this Section, we first estimate the maximal such spurious flow value which analyses would give in the absence of real flow. This maximal value is in our eyes the minimal flow value which the method can safely reconstruct. Then we show that any $V_n$ extracted with the method larger than this value can in turn be reliably attributed to flow.

If there is no flow in the system, Eq. (23) reads

$$G_{c,1}(ir) = e^{-\sigma^2 x^2/4},$$

(78)

so that there is no zero, nor any minimum of the true expectation value $G_{c,1}(ir)$ for finite $r$. With a finite number of events, however, $|G^\theta(ir)|$ does in general have a minimum, so that the procedure outlined in Sec. II B will yield a non-zero estimate of the flow, $V^\theta_n\{\infty\}$, which is unphysical.

This minimum is due to the fluctuation $\delta G^\theta(ir)$: it typically occurs when $\delta G^\theta(ir)$ is of the same order of magnitude as the average value $G_{c,1}(ir)$. The position of the minimum, $r^\theta$, is therefore of order $r^\theta \sim r_c$, where $r_c$ is given by Eq. (74). The resulting “spurious flow” is given by Eq. (9). To this spurious flow, we can associate a resolution parameter as in Eq. (59):

$$\chi^\theta \equiv \frac{V^\theta_n\{\infty\}}{\sigma}.$$  

(79)

[Experimentally, $\sigma$ should be evaluated using Eq. (62) i.e., only the real part of the fluctuations of $G^\theta(ir)$ contribute to the fluctuations of the modulus $|G^\theta(ir)|$. Their covariance is obtained from Eq. (70), in which we take $x = \text{Re}\,\delta G^\theta(ir)$ and $y = \text{Re}\,\delta G^\theta(ir')$, and with the help of Eq. (68):

$$\left\langle \text{Re}\,\delta G^\theta(ir)\,\text{Re}\,\delta G^\theta(ir') \right\rangle = \frac{1}{2N_{\text{evts}}} \left[ G_{c,1}(ir)||z - z'| + G_{c,1}(ir)||z + z'| - 2G_{c,1}(ir)G_{c,1}(ir') \right],$$

(77)

where $V_n = 0$.]

Using Eqs. (9) and (74), this yields

$$\chi^\theta \sim \frac{\hat{\eta}_1}{\sqrt{2\ln N_{\text{evts}}}}.$$  

(80)

With $N_{\text{evts}} = 20000$ events, one obtains numerically $\chi^\theta = 0.54$. If the analysis yields this (or a smaller) value for $\chi$, the result cannot be attributed to flow, and is just an artifact due to statistical fluctuations. Experiments for which the resolution parameter $\chi$ (see the values in Table I) is not larger than this spurious value will not have enough statistics to implement the present method, unless a proper choice of weights can significantly increase the value of $\chi$.

The values of $\chi$ for actual heavy-ion experiments, listed in Table I, are often larger than this value, but not much larger, which might not look somewhat worrying at first sight. Fortunately, as soon as the analysis yields a value slightly higher than $\chi^\theta$ in Eq. (80), the result can safely be attributed to collective flow, as we shall now show.

As explained in Sec. VII C, a minimum of $|G^\theta(ir)|$ occurs approximately when the real part of $G^\theta(ir)$ vanishes, i.e., when $-\text{Re}\,\delta G^\theta(ir) = G_{c,1}(ir)$, see Eq. (76). Now, $\text{Re}\,\delta G^\theta(ir)$ has Gaussian fluctuations, whose width is given by Eq. (77), in which we set $z = z'$, and neglect the last two terms in the brackets in the rhs (which are at most of order $1/\sqrt{N_{\text{evts}}}$), so that

$$\left\langle \left(\text{Re}\,\delta G^\theta(ir)\right)^2 \right\rangle = \frac{1}{2N_{\text{evts}}}.$$  

(81)

We can say with 98% confidence level that $-\text{Re}\,\delta G^\theta(ir)$ is smaller than twice this standard deviation, i.e.,

$$-\text{Re}\,\delta G^\theta(ir) < \sqrt{\frac{2}{N_{\text{evts}}}}.$$  

(82)

Therefore, if a minimum of $|G^\theta(ir)|$ occurs at $r = r^\theta$, we
can say with the same confidence level that

$$G_{c,1}(ir_0^0) < \sqrt{\frac{2}{N_{\text{evts}}}}. \quad (83)$$

Using Eqs. (9), (78) and (79), we obtain the following inequality with 98% confidence level:

$$\chi^0 < \frac{j_01}{\sqrt{2 \ln(N_{\text{evts}}/2)}}. \quad (84)$$

With the same value $N_{\text{evts}} = 20000$ as above, the upper bound is 0.56, only very slightly larger than the estimate from Eq. (80). This shows that even a value of the resolution parameter slightly larger than the rhs of Eq. (80) cannot be attributed to statistical fluctuations alone. In addition, this discussion holds for a fixed value of the reference angle $\theta$. Averaging over several values of $\theta$ decreases the statistical error, and also slightly decreases the value of the spurious flow. This is why we gave $\chi = 0.5$ as the limiting value below which the method cannot be applied reliably in Sec. II E.

In order to illustrate this discussion, we have simulated a data set with $N_{\text{evts}} = 20000$ events of multiplicity $M = 300$ each. Events were simulated with zero elliptic flow, $v_2 = 0$ for all particles, and we assumed a perfectly isotropic detector. The data set was then treated according to the procedure presented in Sec. II, using unit weights $w_j = 1$ and $n = 2$ in Eq. (2). The resulting $V^0_2(\infty)/M$ is displayed in Fig. 5 as a function of $\theta$, together with the upper bound given by Eqs. (79) and (84), in which we set $\sigma = \sqrt{M}$. One first notes that all estimates $V^\theta_2(\infty)$ are smaller than the bound, which means at once that they should not be attributed to flow. The average over $\theta$, $V^0_2(\infty)/M = 2.56\%$, is well below the upper bound. In addition, the values of $V^\theta_2(\infty)$ strongly depend on $\theta$, while we recall that in Fig. 2, also obtained in the case of a perfect detector, they were roughly independent of $\theta$.

Finally, a close look at the figure shows that the variation of $V^\theta_2(\infty)$ with $\theta$ has four discontinuities, which can be qualitatively understood in the following way: when $\theta$ varies, $G^\theta(ir)$ varies continuously, but the first minimum of $|G^\theta(ir)|$ may disappear for some value of $\theta$. Then, the second minimum becomes the first, and $V^\theta_2(\infty)$ suddenly jumps to a lower value (and vice-versa when a minimum appears below the first minimum). Such discontinuities are not expected when the minimum is due to anisotropic flow, and are by themselves a hint that the observed flow estimate is an effect of statistical fluctuations.  

[16]

The appearance of such discontinuities caused by statistical fluctuations, which do not occur for collisions with real flow, may be a good way to discriminate between both effects in the case of weak flow, slightly above the limit Eq. (80), provided one computes estimates $V^\theta_n(\infty)$ for a large number of values of $\theta$, instead of the 4 or 5 values which are enough to guarantee “low” statistical errors as argued in Sec. VII E.
where $\chi$ is the resolution parameter defined by Eq. (59). Using now Eq. (9), and reinserting Eq. (86) in Eq. (85), one deduces the statistical fluctuation of the integrated flow estimate, $\delta V_n^\theta \equiv V_n^\theta \{\infty\} - V_n$:

$$\frac{\delta V_n^\theta}{V_n} = -\frac{r_0^\theta - r_0}{r_0} = -\frac{\exp\left(j_0^1/(4\chi^2)\right)}{j_0^1 J_1(j_0^1)} \Re \delta G^\theta (ir_0). \quad (87)$$

The correlation $\langle \delta V_n^\theta \delta V_n^{\theta'} \rangle$ can then be evaluated using Eq. (77). In this equation, the last term in the rhs vanishes since $r = r' = r_0$, and $G_{c,1}(ir_0) = 0$ by definition of $r_0$. In order to evaluate the first and second terms in the rhs, we use the expression of the expectation value $G_{c,1}(ir)$, Eq. (23), and the two straightforward identities [see Eq. (64)]

$$|z + z'| = 2r_0 \cos (n(\theta - \theta')/2)$$
$$|z - z'| = 2r_0 \sin (n(\theta - \theta')/2). \quad (88)$$

One thus obtains

$$\langle \delta V_n^\theta \delta V_n^{\theta'} \rangle = \frac{1}{2N_{\text{evts}} J_0^2 J_1(j_0^1)^2} \left[ \exp\left(\frac{j_0^1}{2\chi^2} \cos n(\theta - \theta')\right) J_0\left(2 j_0^1 \sin \left(\frac{n(\theta - \theta')}{2}\right)\right) + \exp\left(-\frac{j_0^1}{2\chi^2} \cos n(\theta - \theta')\right) J_0\left(2 j_0^1 \cos \left(\frac{n(\theta - \theta')}{2}\right)\right) \right]. \quad (89)$$

Setting $\theta' = \theta$, we obtain the standard deviation on $V_n^\theta \{\infty\}$:

$$\langle (\delta V_n^\theta)^2 \rangle = \frac{1}{2N_{\text{evts}} J_0^2 J_1(j_0^1)^2} \left[ \exp\left(\frac{j_0^1}{2\chi^2}\right) + \exp\left(-\frac{j_0^1}{2\chi^2}\right) J_0(2 j_0^1) \right]. \quad (90)$$

These relations show that the relative statistical error on integrated flow depends on the parameters $V_n$ and $\sigma$ only through the resolution parameter $\chi$, as explained in Sec. VII A. One sees that the error diverges exponentially for small $\chi$, while the divergence is only polynomial with finite-order cumulants [34].

The linear correlation coefficient between two estimates $V_n^\theta \{\infty\}$ and $V_n^{\theta'} \{\infty\}$ is defined as

$$c(\theta - \theta') \equiv \frac{\langle \delta V_n^\theta \delta V_n^{\theta'} \rangle}{\sqrt{\langle (\delta V_n^\theta)^2 \rangle \langle (\delta V_n^{\theta'})^2 \rangle}}. \quad (91)$$

It may vary between $-1$ and $1$, which correspond to the cases when $\delta V_n^\theta \{\infty\}$ and $\delta V_n^{\theta'} \{\infty\}$ are opposite or equal, respectively. The variation of the correlation coefficient $c(\theta - \theta')$, computed with the help of Eqs. (89) and (90), is displayed in Fig. 6 as a function of the relative angle for several values of $\chi$. One sees that the correlation is maximum for $\theta' = \theta$ and $\theta' = \theta + \pi/n$, which is natural since $V_n^{\theta + \pi/n} = V_n^\theta$. For small values of $\chi$, the correlation vanishes when the relative angle $\theta' - \theta$ is large enough, while for larger values of $\chi$, an anticorrelation appears around $\theta' = \theta + \pi/2n$.

The shape of the correlation function $c(\theta - \theta')$ shows that different estimates (for different values of $\theta$) are not necessarily strongly correlated. In order to decrease the statistical error, one can thus average $V_n^\theta \{\infty\}$ over several values of $\theta$. These can be chosen equally spaced,
can be applied when $\chi$ is smaller than 0.5, unless a huge number of events are available, in agreement with our discussion in Sec. VII D. Second, the statistical error decreases when the number of values of $\theta$ increases, but quickly saturates, so that in practice, 4 or 5 values of $\theta$ are enough.

### TABLE II: Relative statistical error on $V_n(\chi)$, for $N_{\text{evts}} = 20000$ events and various values of the resolution parameter $\chi$ and the number of values of $\theta$.

| Nb of points | $\chi=0.6$ | $\chi=0.7$ | $\chi=0.8$ | $\chi=1$ | $\chi=1.5$ |
|--------------|-------------|-------------|-------------|-----------|------------|
| 1            | 22.2%       | 7.7%        | 3.8%        | 1.70%     | 0.75%      |
| 2            | 15.7%       | 5.4%        | 2.7%        | 1.18%     | 0.46%      |
| 3            | 12.8%       | 4.4%        | 2.2%        | 0.98%     | 0.41%      |
| 4            | 11.4%       | 4.0%        | 2.1%        | 0.94%     | 0.41%      |
| 5            | 11.6%       | 3.9%        | 2.0%        | 0.94%     | 0.41%      |
| $+\infty$    | 10.9%       | 3.9%        | 2.0%        | 0.94%     | 0.41%      |

The statistical error is of course minimum when the number of values of $\theta$ goes to infinity. It is then given by averaging Eq. (89) over both $\theta$ and $\theta'$. One obtains

$$\left\langle (\delta V_n^2) / V_n^2 \right\rangle = \frac{2}{N_{\text{evts}}} \frac{1}{j_0^2} \sum_{q=1}^{+\infty} J_q(j_0) \left( \frac{j_0^2}{2\chi^2} \right).$$

(92)

Values in the last line of Table II were calculated using this expression.

It is instructive to compare the statistical error on $V_n(\chi)$ to that on estimates from cumulants of 2$k$-particle correlations (where $k = 1, 2, \ldots$), denoted by $V_n\{2k\}$ in Ref. [34]. In both cases, the statistical error depends on two parameters, namely the total number of events, $N_{\text{evts}}$, and the parameter $\chi$. However, the $\chi$-dependence of the errors is very different. Thus, whereas the statistical uncertainties on the flow estimates from cumulants for small $\chi$ diverges like a power law $1/\chi^{2k}$ (see Appendix D in Ref. [34]), the error on $V_n(\chi)$ depends exponentially on $\chi$ (see Eq. (90)). That explains why the detected multiplicity per event, which influences the value of $\chi$, plays a most crucial role in the present method, while cumulants could accommodate lower statistics.

A numerical comparison is made in Table III for various values of the resolution parameter $\chi$. As anticipated, for small $\chi$, the relative error on $V_n(\chi)$ is significantly larger than that on $V_n\{2k\}$. One also notes that the statistical error on $V_n(\chi)$ is always larger than the error on the standard flow estimate (from two-particle correlations) $V_n\{2\}$. For values of $\chi$ of order unity, however, the statistical error on $V_n(\chi)$ is not much larger than the error on the two-particle estimate $V_n\{2\}$. One must keep in mind here that lower order estimates such as $V_n\{2\}$ are biased by nonflow correlations, and that the resulting systematic error is usually much larger than the statistical error.

### TABLE III: Comparison between different methods: the relative statistical error on the integrated flow $V_n$, for $N_{\text{evts}} = 20000$ events, and the resolution parameter $\chi$ takes several values.

| $\chi$ | $\chi=0.6$ | $\chi=0.7$ | $\chi=0.8$ | $\chi=1$ | $\chi=1.5$ |
|--------|------------|------------|------------|----------|------------|
| $\delta V_n\{2\}/V_n$ | 1.3% | 1.0% | 0.83% | 0.62% | 0.37% |
| $\delta V_n\{4\}/V_n$ | 4.5% | 2.7% | 1.8% | 1.00% | 0.43% |
| $\delta V_n\{6\}/V_n$ | 7.7% | 3.7% | 2.1% | 0.99% | 0.41% |
| $\delta V_n\{8\}/V_n$ | 9.9% | 4.1% | 2.1% | 0.95% | 0.41% |
| $\delta V_n(\infty)/V_n$ | 10.9% | 3.9% | 2.0% | 0.94% | 0.41% |

One also sees clearly in Table III that the error on the present estimate $V_n(\infty)$ is the limit of the error on $V_n\{2k\}$ as $k$ goes to infinity, for fixed $\chi$. This reflects the fact that $V_n(\infty)$ is itself the limit of $V_n\{2k\}$ as $k$ goes to infinity, as explained in Sec. III. It is interesting to note that the statistical error does not increase monotonically with the order of the cumulant $2k$, as one might think. This was already pointed out in Ref. [34]. For a fixed $\chi$, the error on $V_n\{2k\}$ first increases as $k$ increases, reaches a maximum for some value of $k$ and then slightly decreases. This can be seen in the last four columns of Table III. While the statistical error is always smallest for the standard, two-particle estimate $V_n\{2\}$, the error on $V_n(\infty)$ is smaller than that on the estimate from four-particle correlations $V_n\{4\}$ as soon as $\chi$ exceeds 0.89. Comparing with the values of $\chi$ given in Table I, this suggests that the new method can be used without problem at RHIC. The statistical error on our flow estimate is expected to be comparable to that on the estimate from four-particle cumulants, and significantly smaller than the systematic error (due to nonflow correlations) on the estimate from the standard method [24].

### F. Statistical error on the differential flow

We now turn to the statistical uncertainty on the differential flow estimates $v_{nm}^\theta$ and its average over $\theta$, $v_{mn}^\theta$. Note that, unlike the case of integrated flow, the errors we shall compute in this Section are absolute errors, not relative ones.

Since differential flow is analyzed in principle in a narrow phase-space window, the statistical error on differential flow is much larger than the error on integrated flow. We therefore neglect the statistical error on integrated flow here: in Eq. (12), we replace $V_n(\chi)$ and $v_{\theta}^\phi$ by their theoretical values, i.e., $V_n$ and $v_0$ [see Eq. (24)]. Similarly, we replace in the denominator the sample average by an expectation value:

$$\left\langle Q^\theta e^{iv_0^\phi Q^\theta} \right\rangle \simeq \left\langle Q^\theta e^{iv_0^\phi Q^\theta} \right\rangle$$
The error is given by Eq. (86). Equation (12) then becomes

$$v_{mn}^\theta \{\infty\} \equiv (-1)^m \frac{e^{i\theta_0/(4\chi^2)}}{J_m(j_{01})} \left\{ \cos(mn(\psi - \theta)) \operatorname{Re} \left( i^m G(r_{0}^\theta e^{i\theta}) \right) \right\}. \quad (94)$$

We now evaluate the correlation between $v_{mn}^\theta \{\infty\}$ and $v_{mn}^\prime \{\infty\}$, using an equation similar to Eq. (70), with $N_{\text{evts}}$ replaced by the total number of “differential particles”, $N'$. We assume, for simplicity, that $\psi$ and $G(z)$ are statistically independent (which means in particular that the differential flow vanishes) so that the term involving $\psi$ factors out. Averaging over $\psi$, this term gives

$$\langle \cos(mn(\psi - \theta)) \cos(mn(\psi - \theta')) \rangle = \frac{1}{2} \cos(mn(\theta - \theta')). \quad (95)$$

One thus obtains

$$\left\langle \delta v_{mn}^\theta \{\infty\} \delta v_{mn}^\prime \{\infty\} \right\rangle = \frac{\cos(mn(\theta - \theta'))}{2N' J_m(j_{01})^2} \left\{ \left( \frac{j_{01}}{2\chi^2} \cos(\frac{n(\theta - \theta')}{2}) \right) J_0(2j_{01} \sin(\frac{n(\theta - \theta')}{2})) + (-1)^m \exp(-\frac{j_{01}^2}{2\chi^2} \cos(\frac{n(\theta - \theta')}{2})) J_0(2j_{01} \cos(\frac{n(\theta - \theta')}{2})) \right\}. \quad (96)$$

where $N'$ is the number of particles in the considered phase-space bin. One checks that this expression is invariant under the transformation $\theta \to \theta + \pi/n$, as expected from the symmetry property $v_{mn}^\theta \{\infty\} = v_{mn}^{\pi/n} \{\infty\}$. Setting $\theta = \theta'$ in Eq. (97) yields the absolute statistical error on $v_{mn}^\theta$.

As in the case of integrated flow, one must average over several values of $\theta$ in order to reduce the statistical error. Tables IV and V show the variation of the error as the number of values of $\theta$ increases, for the first two harmonics $v_{n}^\prime \{\infty\}$ and $v_{2n}^\prime \{\infty\}$. Once again, 4 or 5 values of $\theta$ are enough in practice to minimize the statistical error. In the limit when the number of $\theta$ goes to infinity, the error is given by

$$\left\langle v_{mn}^\prime \{\infty\} \right\rangle^2 - \langle v_{mn}^\prime \rangle^2 = \frac{1}{2 N' J_m(j_{01})^2} \sum_{q=-\infty}^{+\infty} J_q(j_{01})^2 J_{q+m}(\frac{j_{01}}{2\chi^2}). \quad (98)$$

It is also interesting to compare the error computed in this Section with the statistical errors on differential flow estimates from multiparticle cumulants [34]. This comparison is performed in Tables VI and VII for the first two harmonics $v_{n}^\prime$ and $v_{2n}^\prime$, respectively. The same comments apply here as for the integrated flow (Sec. VII E): statistical errors on $v_{mn}^\prime \{\infty\}$ are much larger than errors on standard flow estimates for small $\chi$, but become comparable, and even smaller than estimates from higher-order cumulants, when $\chi$ is close to unity or larger.

In addition, one notes that the error on the higher harmonic $v_{2n}^\prime$ is only slightly larger than the error on $v_{n}^\prime$, while in standard flow analyses the error on higher harmonics is often much larger. It turns out that in the case

| Nb of points | $\chi = 0.6$ | $\chi = 0.7$ | $\chi = 0.8$ | $\chi = 1$ | $\chi = 1.5$ |
|-------------|-------------|-------------|-------------|-------------|-------------|
| 1           | 6.9%        | 2.4%        | 1.19%       | 0.53%       | 0.24%       |
| 2           | 4.9%        | 1.7%        | 0.84%       | 0.37%       | 0.17%       |
| 3           | 4.0%        | 1.4%        | 0.69%       | 0.31%       | 0.14%       |
| 4           | 3.5%        | 1.2%        | 0.63%       | 0.29%       | 0.14%       |
| 5           | 3.4%        | 1.2%        | 0.62%       | 0.29%       | 0.14%       |
| $+\infty$   | 3.3%        | 1.2%        | 0.62%       | 0.29%       | 0.14%       |
TABLE V: Same as Table IV, but for the higher harmonic $v'_{2n}$.

| Nb of points | $\chi = 0.6$ | $\chi = 0.7$ | $\chi = 0.8$ | $\chi = 1$ | $\chi = 1.5$ |
|-------------|--------------|--------------|--------------|------------|-------------|
| 1           | 8.3%        | 2.9%        | 1.43%       | 0.63%     | 0.28%       |
| 2           | 5.9%        | 2.0%        | 1.02%       | 0.46%     | 0.22%       |
| 3           | 4.8%        | 1.7%        | 0.83%       | 0.37%     | 0.17%       |
| 4           | 4.1%        | 1.4%        | 0.72%       | 0.32%     | 0.15%       |
| 5           | 3.8%        | 1.3%        | 0.69%       | 0.32%     | 0.15%       |
| +\infty     | 3.7%        | 1.3%        | 0.68%       | 0.32%     | 0.15%       |

TABLE VI: Comparison between different methods: the statistical error on the differential flow $v'_{n}$ is shown for the estimates from cumulant of 2-particle ($v'_{0}\{2\}$) and 4-particle ($v'_{0}\{4\}$) correlations [34] and for the present method ($v'_{0}\{\infty\}$). As in the previous table, we assume $N' = 6 \times 10^5$ particles in the bin, the resolution parameter $\chi$ takes several values.

| $\chi$ | $\delta v'_{0}\{2\}$ | $\delta v'_{0}\{4\}$ | $\delta v'_{0}\{\infty\}$ |
|--------|----------------------|----------------------|----------------------|
| 0.6    | 0.18%                | 0.88%                | 3.3%                |
| 0.7    | 0.16%                | 0.61%                | 1.2%                |
| 0.8    | 0.15%                | 0.45%                | 0.62%               |
| 1      | 0.13%                | 0.29%                | 0.29%               |
| 1.5    | 0.11%                | 0.15%                | 0.14%               |

of higher harmonics, the statistical error on $v'_{mn}\{\infty\}$ is even smaller than the statistical error on the estimate from the standard flow analysis [which we denote by $v'_{mn}\{m + 1\}$] since it involves a $(m + 1)$-particle correlation, if the resolution parameter $\chi$ is large enough. More precisely, our method yields smaller error bars than the standard method as soon as $\chi > 1.3$ for $v'_{3n}$, $\chi > 1.1$ for $v'_{4n}$, and $\chi > 0.94$ for $v'_{n}$. Even from the point of view of statistical error bars, it seems to be the best method to measure higher harmonics $v_3, v_4$, or at least to set upper bounds on their values, which could easily be done at SIS or AGS energies where the reaction plane resolution is high: correlating more particles may in some cases lead to smaller statistical fluctuations, which is a rather unexpected conclusion. However, one must keep in mind that systematic errors on these higher harmonics may be large, as shown in Sec. V B.

VIII. DETECTOR EFFECTS

Until now, we have performed all calculations assuming that the detector is perfect, in the sense that it is azimuthally isotropic. In this Section, we shall relax this assumption, and investigate the influence of acceptance inefficiencies on the determination of flow through the present method. As we shall see, the generating function will acquire a phase, which does not affect the fact that the zeroes lie on the imaginary axis. The only sizeable effect on the $\theta$-averaged estimate $V_{n}\{\infty\}$ is of second order in the acceptance coefficients $a_n$, which we soon define, and is negligible in most practical cases.

Let us denote by $A(\phi)$ the probability that a particle with azimuthal angle $\phi$ be detected: $A(\phi)$ represents the acceptance-efficiency profile of the detector. We choose the normalization $\int_0^{2\pi} A(\phi) \, d\phi / 2\pi = 1$. \footnote{Strictly speaking, such a normalization amounts to assuming that the overall efficiency is 100%, so that it can be larger than 100% for some values of the azimuth if the acceptance is not isotropic... However, normalizing $A(\phi)$ a priori does not influence the discussion. This simply reflects the fact that the flow analysis is not sensitive to the overall efficiency of the detector, but only to the anisotropies in the acceptance.}

We assume for simplicity that $A(\phi)$ is independent of the rapidity and transverse momentum of the particle. Since $A(\phi)$ is a $2\pi$-periodic function, it is natural to expand it in Fourier series. We denote by $a_p$ the corresponding Fourier coefficients:

$$a_n = \int_0^{2\pi} e^{-i n \phi} A(\phi) \, d\phi / 2\pi,$$ \tag{99}

The normalization choice of course reads $a_0 = 1$.

The probability distribution of $\phi$ for particles seen in the detector, for a fixed orientation of the reaction plane $\Phi_R$, is then

$$dN / d\phi = A(\phi) \sum_{n = -\infty}^{+\infty} v_n e^{in(\phi - \Phi_R)},$$ \tag{100}

where we use the conventions $v_{-n} = v_n, v_0 \equiv 1$.

Using this distribution, we can compute the generating function as in Sec. III C. Equation (17) still holds, but $\langle Q^\theta | \Phi_R \rangle$ is no longer given by Eq. (18), which holds only with a perfect acceptance. From the definition of $Q^\theta$, Eq. (3), we obtain instead

$$\langle Q^\theta | \Phi_R \rangle = \sum_{m = -\infty}^{+\infty} V_m \Re\left( a_{n-m} e^{i n \phi} e^{-i m \Phi_R} \right),$$ \tag{101}

which replaces Eq. (18) for an arbitrary detector. For a perfect acceptance ($a_0 = 1, a_n \neq 0 = 0$), this expression reduces to Eq. (18), as should be.

We shall now assume for simplicity that only one Fourier harmonic of the flow, $v_n$, is non-vanishing, with

TABLE VII: Same as Table VII, but for the higher harmonic $v'_{2n}$. Errors on estimates from 3- and 5-particle cumulants [34] are compared with the present estimate $v'_{2n}\{\infty\}$.

| $\chi$ | $\delta v'_{2n}\{3\}$ | $\delta v'_{2n}\{5\}$ | $\delta v'_{2n}\{\infty\}$ |
|--------|----------------------|----------------------|----------------------|
| 0.6    | 0.48%                | 1.42%                | 3.7%                |
| 0.7    | 0.38%                | 0.88%                | 1.3%                |
| 0.8    | 0.32%                | 0.59%                | 0.68%               |
| 1      | 0.24%                | 0.33%                | 0.68%               |
| 1.5    | 0.16%                | 0.16%                | 0.32%               |
Thus, using Eq. (9), we now obtain

\[
\langle Q^\theta | \Phi_R \rangle = V_0 \text{Re} \left( a_n e^{in\theta} \right) + V_n \text{Re} \left[ (1 + a_{2n} e^{2in\theta}) e^{in(\Phi_R - \theta)} \right],
\]

(102)

where \( V_0 = (\sum w_j) \) and we have used the normalization condition \( a_0 = 1 \), as well as the properties \( a_{-2n} = a_{2n}^* \), see Eq. (99), and \( V_{-n} = V_n \), which follows from Eqs. (2) and (4). Inserting this value in Eq. (17), we obtain

\[
\langle e^{nQ^\theta} | \Phi_R \rangle = \exp \left( z V_0 \text{Re} \left( a_n e^{in\theta} \right) + \frac{a_{2n}^2 z^2}{4} + z V_n \text{Re} \left[ (1 + a_{2n} e^{2in\theta}) e^{in(\Phi_R - \theta)} \right] \right).
\]

(103)

Averaging this expression over \( \Phi_R \) (we still assume that \( \sigma \) is independent of \( \Phi_R \)), we obtain

\[
G^\theta(z) = e^{z V_0 \text{Re}(a_n e^{in\theta})} + \sigma^2 z^2 / 4 \ I_0 \left( z V_n \left| 1 + a_{2n} e^{2in\theta} \right| \right).
\]

(104)

Comparing this result with the perfect-acceptance case in Eq. (22), there appear several modifications. First of all, \( G^\theta(z) \) is no longer real-valued for values of \( z \) on the imaginary axis. Then, there is a new term in the exponential factor, which involves the acceptance coefficient \( a_n \). This term cannot produce any spurious zero of \( G^\theta(z) \), nor shift the position of the zeroes. When \( z \) is purely imaginary, it is a pure phase, which goes away when taking the modulus \( |G^\theta(z)| \). However, this phase makes the real part of \( G^\theta(z) \) oscillate, and thus makes it vanish on the imaginary axis. This explains why it was important to consider (the minimum of) the modulus, not (the zero of) the real part, as mentioned in Sec. III C.

The remaining modification is more relevant for the procedure introduced in Sec. II B, since it results in a shifting of the position of the generating-function zeroes. The argument of the Bessel function in Eq. (104) now depends on \( \theta \), and involves the acceptance coefficient \( a_{2n} \). Thus, using Eq. (9), we now obtain

\[
V_n^\theta \{ \infty \} = V_n \left| 1 + a_{2n} e^{2in\theta} \right|,
\]

(105)

where \( a_{2n} \) is given by Eq. (99): the estimate \( V_n^\theta \) now depends on \( \theta \), as can be seen in Fig. 4. As expected from the general discussion in Sec. II B, it is \((\pi/n)\)-periodic. In the case of a detector with a hole of \( \alpha \) radians around \( \phi = \pi \), an explicit calculation gives \( a_{2n} = -\sin(\alpha n) / (2\pi - \alpha n) \). Thus, in the simulation of Sec. II D, \( a_{2n} \approx 0.0827 \), quite a small number, but large enough to yield the \( \theta \)-dependence observed in Fig. 4.

\[
D_1^\theta(z) = e^{z V_0 \text{Re}(a_n e^{in\theta}) + \sigma^2 z^2 / 4} \ \frac{\text{Re} \left[ (1 + a_{2n}' e^{2in\theta})(1 + a_{2n} e^{-2in\theta}) \right]}{\left| 1 + a_{2n} e^{2in\theta} \right|} I_1 \left( z V_n \left| 1 + a_{2n} e^{2in\theta} \right| \right) \ v_n'.
\]

(109)

Note that the exponential prefactor and the argument of the Bessel function are the same as in Eq. (104). After

Averaging Eq. (105) over \( \theta \), one obtains

\[
V_n \{ \infty \} = V_n (1 + |a_{2n}|^2).
\]

(106)

The relative error is \( |a_{2n}|^2 \), which is in practice small if the detector has a reasonable azimuthal coverage.

Consider now differential flow. We leave open the possibility that the corresponding acceptance function is not the same as for integrated flow, and we denote by \( a_n' \) the Fourier acceptance coefficients for the differential particle. For the sake of brevity, we shall only consider the case \( m = 1 \) (differential flow in the same harmonic as integrated flow); the generalization to \( m \) arbitrary only involves much more tedious calculations. Finally, we make the same assumption as above, namely, that only one flow harmonic does not vanish.

Under this assumption, Eq. (36) is replaced with an equation similar to Eq. (102)

\[
\langle \cos(n(\psi - \theta)) | \Phi_R \rangle = v_n' \text{Re} \left[ (1 + a_{2n}' e^{2in\theta}) e^{in(\Phi_R - \theta)} \right].
\]

(107)

This identity can be then combined with Eq. (103) to compute \( D_m^\theta(z) \) defined by Eq. (30). To perform the integration over \( \Phi_R \), one can use the following integral:

\[
\int_0^{2\pi} \text{Re}(B e^{i m \varphi}) e^{z \text{Re}(A e^{i \varphi})} d\varphi = \frac{\text{Re}(B A^{*m})}{|A|^m} I_m(z |A|),
\]

(108)

valid for arbitrary complex numbers \( A \) and \( B \). We use this result with \( m = 1 \) (other values of \( m \) might be useful for higher harmonics) and \( \varphi = \Phi_R - \theta \):
some algebra, similar to that in Sec. III E, one finally obtains
\[ v_n(\infty) = v_n \frac{\text{Re} \left( (1 + a_2 e^{2i\theta})(1 + a_2 e^{-2i\theta}) \right)}{|1 + a_2 e^{2i\theta}|}, \tag{110} \]

As in the case of integrated flow, acceptance inefficiencies result in the appearance of a \( \theta \)-dependent, \((\pi/n)\)-periodic, multiplicative coefficient in front of \( v_n \). In the particular case where \( a_2 = a_2 \), Eq. (110) gives
\[ v_n(\infty) = v_n' \left| 1 + a_2 e^{2i\theta} \right|. \tag{111} \]

Integrating over phase space, one recovers Eq. (105).

**IX. CONCLUDING REMARKS**

In this paper, we have introduced a new method of analysis of anisotropic flow in heavy-ion collisions. This is the first method to extract both integrated and differential flow from the interparticle correlations between a large number of particles, rather than from the correlations between only a small number. Thus, it is able to isolate a collective effect which involves all particles, such as flow, removing the influence of other, “nonflow” effects, which can bias few-particle methods. The flow estimates obtained with the new method are therefore more reliable than with any other method.

This increased reliability is of course important inasmuch as flow is concerned: with more accurate collective flow estimates, the constraints on models become stronger. But it also matters for the measurement of other effects, as for instance when reconstructing jets from the azimuthal correlations they induce between high momentum particles at ultrarelativistic energies [16, 25, 54]. At high \( p_T \), (elliptic) flow is large, and constitutes a huge background. It is most important to know its magnitude accurately to extract nonflow correlations.

Let us enter into a little more detail. The method relies on the search of the first minimum of a generating function of multiparticle azimuthal correlations; the actual position of this minimum directly yields an integrated flow estimate. Once the minimum has been found, computing a second function at its position gives differential flow. This procedure is simpler to implement than other methods of flow analysis. It is significantly faster numerically, and less tedious, than the methods based on cumulants of multiparticle correlations. In addition, in the differential flow analysis there is no need to subtract autocorrelations, which are negligible. Finally, detector effects are negligible as well in most cases. We have carefully studied the various sources of errors, either systematic errors intrinsic to the method (due to nonflow effects, higher flow harmonics, detector inefficiencies), or statistical errors. This allows us to conclude that it is the most accurate method to measure both directed and elliptic flow in collisions from 100 MeV to a few GeV per nucleon (SIS and AGS energies) and elliptic flow at ultrarelativistic energies, especially at RHIC and the CERN Large Hadron Collider (LHC).

It may be possible to extend the method, so as to be able to measure directed flow at ultrarelativistic energies as well, paralleling the step which led from the cumulant method of Refs. [33, 34] to that of Ref. [35]. Namely, the generating function of one complex variable \( G(z) \) could be generalized to a two-variable function \( G(z_1, z_2) \) involving azimuthal correlations in two different harmonics (corresponding to \( v_1 \) and \( v_2 \)) at once. This new function could then be used to measure directed flow using as a reference the elliptic flow, which is large at ultrarelativistic energies, and thus provides a good reference.

Another generalization of the method would be to extract directly nonflow azimuthal correlations, and especially, to obtain them with respect to the impact-parameter direction in non-central collisions. This could be done, for instance, to study the azimuthal dependence of Hanbury–Brown Twiss (HBT) correlations [55], or that of jet quenching [54].

Finally, thanks to the generality of its formalism, this method could easily be extended to other types of observables where “fluctuations” are of interest. It seems to be the most natural method to look for critical, large scale fluctuations in a system, which are expected in the vicinity of a phase transition [47].
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**APPENDIX A: AN ALTERNATIVE FORM OF THE GENERATING FUNCTION**

The generating function on which our method is based, \( G^\theta(z) \), has been defined in Eqs. (3) and (6):
\[ G^\theta(z) = \left\{ \exp \left( z \sum_{j=1}^{M} w_j \cos(n(\phi_j - \theta)) \right) \right\}. \tag{A1} \]

An alternative choice is:
\[ \tilde{G}^\theta(z) = \left\{ \prod_{j=1}^{M} (1 + z w_j \cos(n(\phi_j - \theta))) \right\}. \tag{A2} \]
The procedure to determine the integrated flow with \( G^\theta(z) \) is exactly the same as for \( G^q(z) \), as presented in Sec. II.B. In order to determine the differential flow, one should replace \( e^{i\theta z^*Q^*} \) in the numerator of the rhs of Eq. (12) with the term in curly brackets in the rhs of Eq. (A2), with \( z = i\rho_0^q \); next, one should replace \( \{Q^q e^{i\theta z^*Q^*}\} \) in the denominator of the rhs of Eq. (12) with the derivative \( d\tilde{G}^\theta/\!dz \), evaluated at \( z = i\rho_0^q \).

The essential point is that \( \tilde{G}^\theta(z) \) factorizes for independent subsystems, as does \( G^\theta(z) \), so that the discussion in Secs. III.B and III.C can be readily extended to \( \tilde{G}^\theta(z) \). The only difference is that \( \sigma \) in Eq. (17) is no longer given by Eq. (19). In fact, \( \sigma \) vanishes for independent particles, and is generally smaller for \( G^\theta \) than for \( \tilde{G}^\theta \). Although the value of the generating function is modified, the zeroes remain at the same position, and in particular the first one, from which flow (either integrated or differential) is determined. A similar equivalence is also known in statistical mechanics [56].

A generating function similar to \( \tilde{G}^\theta(z) \) was chosen in the cumulant expansion of Ref. [34]. The argument was that when expanding in powers of \( z \), \( G^\theta(z) \) involves only correlations between different particles, while \( \tilde{G}^\theta(z) \) involves “autocorrelation” terms. The bias induced by these autocorrelations was studied in detail in Ref. [33] for finite-order cumulants. In general, this bias is of the same order of magnitude as the bias induced by nonflow correlations, as explained in Sec. III.E.4.

Let us illustrate this by a simple explicit example. We repeat the calculations of Sec. IV with \( \tilde{G}^\theta(z) \) instead of \( G^\theta(z) \): particles are emitted in collinear jets containing \( q \) particles each. If the jet angles are randomly distributed, one obtains

\[
\tilde{G}^\theta(z) = \langle (1 + z \cos \phi)^q \rangle^{M/q}, \tag{A3}
\]

where angular brackets denote an average over \( \phi \), which gives:

\[
\tilde{G}^\theta(z) = \left( \sum_{l=0}^{[q/2]} \frac{-z^{2l}}{(q-2l)! (l!)^2 2^{2l}} \right)^{M/q}. \tag{A4}
\]

For independent particles \( q = 1 \) \( \tilde{G}^\theta(z) = 1 \) [compare with Eq. (44)]. This function has no zero, hence the analysis yields no spurious flow. This shows that \( \tilde{G}^\theta(z) \) is an improvement over \( G^\theta(z) \) when there is no nonflow correlation. For higher values of \( q \), \( \tilde{G}^\theta(z) \) is a polynomial whose roots can be computed numerically. The estimate \( V_n(\infty) \) is then given by Eq. (9). One obtains the values 1.70, 2.94, 4.07 for \( q = 2, 3, 4 \) respectively. This is very close to the value \( V_n(\infty) = q \) obtained with \( G^\theta(z) \) [see Eq. (46)], which shows that \( \tilde{G}^\theta(z) \) no longer represents an improvement over \( G^\theta(z) \) when nonflow correlations are present.

The same conclusions hold for systematic errors, whose order of magnitude is not modified by autocorrelations. In practice, the latter may increase the contribution of each term in the rhs of Eq. (48), but this equation remains valid as an order of magnitude, with either form of the generating function.

The final results of Secs. V to VIII also apply when \( \tilde{G}^\theta(z) \) is used instead of \( G^\theta(z) \), although intermediate calculations may differ. In particular, a derivation of statistical errors with a generating function similar to \( \tilde{G}^\theta(z) \) is given in Appendix D of [34].

As a conclusion, \( \tilde{G}^\theta(z) \) is expected to give more accurate results than \( G^\theta(z) \) when nonflow correlations are weak. The price to pay is that \( \tilde{G}^\theta(z) \) requires much more computer time: for each value of \( z \), one needs to evaluate the product over all particles in Eq. (A2), instead of calculating only one flow vector, valid for all values of \( z \). Furthermore, since the motivation of this paper was to obtain a method which remains valid when nonflow correlations are present, and since \( \tilde{G}^\theta(z) \) is not better than \( G^\theta(z) \) in this respect, we chose to use \( G^\theta(z) \) in the paper.

**APPENDIX B: RELATION WITH THE CUMULANT EXPANSION OF REF. [33]**

In Ref. [33], integrated flow was determined from the following generating function (Eq. (B2) of Ref. [33]):

\[
G(z_1, z_2) = \left\{ e^{z_1 Q^* + z_2 Q^*} \right\}, \tag{B1}
\]

where \( z_1 \) and \( z_2 \) are two independent complex variables, \( Q = Q_x + i Q_y \), and \( Q^* = Q_x - i Q_y \). Cumulants \( \langle \langle Q^k (Q^*)^l \rangle \rangle \) were then defined by the power-series expansion of \( \ln G(z_1, z_2) \):

\[
\ln G(z_1, z_2) = \sum_{k,l} \frac{1}{k! l!} \langle \langle Q^k (Q^*)^l \rangle \rangle. \tag{B2}
\]

The new generating function, Eq. (6), can be expressed in terms of \( G(z_1, z_2) \):

\[
G^\theta(z) = G \left( \frac{ze^{-i\theta}}{2}, \frac{ze^{i\theta}}{2} \right). \tag{B3}
\]

The cumulant \( \langle \langle (Q^\theta)^k \rangle \rangle \) defined by Eq. (15) is a linear combination of the \( \langle \langle Q^{k-l} (Q^*)^l \rangle \rangle \):

\[
\langle \langle (Q^\theta)^k \rangle \rangle = \frac{1}{2^k} \sum_{l=0}^{k} \binom{k}{l} e^{i(2l-k)\theta} \langle \langle Q^{k-l} (Q^*)^l \rangle \rangle. \tag{B4}
\]

In Ref. [33], the recommended procedure was to extract an estimate of the flow, denoted by \( V_n \{ 2k \} \) in Ref. [34], using the “diagonal” cumulants \( \langle \langle Q^k (Q^*)^k \rangle \rangle \), which are the only non-vanishing cumulants except for statistical fluctuations and detector asymmetries. By definition of the estimates, \( \langle \langle Q^k (Q^*)^k \rangle \rangle \) is equal to \( (V_n(2k))^{2k} \), up to a multiplicative factor.

In the present paper, we obtain an estimate \( V_n \) from \( \langle \langle Q^q (Q^*)^q \rangle \rangle \), which was denoted by \( V_n \{ 2k \} \) in Sec. III.C:
By definition, $\langle\langle (Q^\theta)^{2k}\rangle\rangle$ is equal to $(V_n^\theta\{2\})^{2k}$, up to a multiplicative factor. In order to obtain the relation between $V_n^\theta\{2\}$ and $V_n\{2\}$, let us average Eq. (B4) over $\theta$:

$$
\int_0^{2\pi} \frac{d\theta}{2\pi} \langle\langle (Q^\theta)^{2k}\rangle\rangle = \frac{(2k)!}{2^{2k}(k!)^2} \langle\langle (Q^\theta)^{2k}\rangle\rangle. \tag{B5}
$$

One then obtains the following relation:

$$
\int_0^{2\pi} \frac{d\theta}{2\pi} (V_n^\theta\{2\})^{2k} = (V_n\{2\})^{2k}. \tag{B6}
$$

In the limit of an infinite number of events, and with a perfectly symmetric detector $V_n^\theta\{2\}$ is independent of $\theta$ by azimuthal symmetry. The above equation shows that $V_n^\theta\{2\}$ then coincides exactly with the estimate $V_n\{2\}$.

In this case, our estimate $V_n\{\infty\}$ is exactly the large-order limit of $V_n\{2\}$ for large $k$.

However, this is no longer the case when statistical fluctuations and detector asymmetries are taken into account. In this paper, we first let the order $k$ go to infinity for a fixed value of $\theta$, and obtain the limit $V_n^\theta\{\infty\}$. Then, we average over $\theta$. On the other hand, in the method of Ref. [33], one first averages over $\theta$ for a fixed $k$, which is natural when working at a finite cumulant order.

This is actually a minor difference. The only practical consequence is that acceptance corrections, which must be applied when the detector has limited azimuthal coverage, differ. The present approach, where the whole analysis is done for a fixed value of $\theta$, is more natural and leads to simpler acceptance corrections (see Sec. VIII) than the earlier method (for which the acceptance corrections were derived in Appendix C of Ref. [34]).

Another difference with the method of [33] is that, in the latter, weights $w_j$ in Eq. (2) were chosen proportional to $1/\sqrt{M}$, while they are independent of $M$ in the present paper. The rationale was that lower-order cumulants contain large trivial contributions from auto-correlations: for instance, $\langle\langle Q^2\rangle\rangle$ is nonvanishing even if there is no flow. With the chosen weight, these contributions were independent of $M$ and could easily be subtracted. However, the magnitude of these auto-correlations becomes smaller and smaller as the cumulant order increases, and they are negligible with the present method (which is the limit of asymptotically large order), so that $1/\sqrt{M}$ factors are no longer required.

In Ref. [34], an improvement over the method of Ref. [33] was proposed, using a generating function similar to $G^\theta(z)$ in Eq. (A2). This new formulation was free from auto-correlations. However, we pointed out that when the detector has limited azimuthal coverage, multiplicity fluctuations induce errors on lower-order cumulants which are similar to the errors induced by auto-correlations. These errors were minimized by taking weights proportional to $1/M$, and using a slightly modified definition of the generating function of cumulants (Eq. (7) of Ref. [34]). With the present method, such a refinement is not necessary.

In this paper, we choose to work with weights which are independent of $M$ for two reasons: first, this simplifies the discussion of Sec. III and makes the relation to Lee-Yang theory clearer. Second, the multiplicity may not be a relevant quantity in heavy-ion experiments at lower energies, where a nuclear fragment contributes as much to the flow as several nucleons. However, our analysis could as well be performed with $M$-dependent weights. The only difference is that the integrated flow $V_n$ would scale differently with the multiplicity, and its fluctuations with impact parameter, studied in Sec. VI, would also differ.

**APPENDIX C: LARGE ORDERS**

Consider a function $f(z)$ which is analytic in the vicinity of the origin. It can be expanded in power series:

$$
f(z) = \sum_{k=0}^{\infty} a_k z^k. \tag{C1}
$$

The coefficients $a_k$ can be expressed in integral form:

$$
a_k = \int \frac{f(z) \, dz}{z^{k+1} 2i\pi}, \tag{C2}
$$

where the integration contour circles the origin in the complex plane (full line in Fig. 7). The integration contour can then be expanded until it reaches a singularity of $f(z)$ (see Fig. 7). We are interested in the asymptotic behavior of the coefficients $a_k$ as $k$ goes to infinity. For large $k$, the integral in Eq. (C2) is dominated by the smallest values of $|z|$. Therefore, the large-order behavior of $a_k$ is determined by the singularities of $f(z)$ which are closest to the origin.

The first case of interest in this paper (Sec. III B) is $f(z) = ln G^\theta(z)$, where $G^\theta(z)$ is analytic in the whole complex plane (entire), and satisfies the symmetry relation Eq. (8) (i.e., it is real for real $z$). Let us denote by $z_0$ the zero of $G(z)$ which is closest to the origin in the upper plane. We assume that it is a simple zero. Thanks to Eq. (8), its complex conjugate $z_0^*$ is also a zero. The singularity of $f(z)$ at these points is logarithmic, and the discontinuity of $f(z)$ across the cut (Fig. 7, left) is $-2i\pi$. The integral in Eq. (C2) then reduces to

$$
a_k \sim - \int_{z_0}^{\infty} \frac{dz}{z^{k+1} + 1} - \int_{z_0^*}^{\infty} \frac{dz}{z^{k+1} + 1} = -2k \text{Re} \left( \frac{1}{(z_0)'^k} \right). \tag{C3}
$$

It is real, as expected since $G^\theta(z)$ is real for real $z$.

The second case we are interested in (see Sec. III E) is $f(z) = D^\theta_m(z)/G^\theta(z)$, where $G^\theta(z)$ is the same function as above, and $D^\theta_m(z)$ is another function sharing the
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APPENDIX D: A QUANTITATIVE ESTIMATE
OF SYSTEMATIC ERRORS

Because of flow itself, and even in the case of a perfect detector, the standard deviation $\sigma$ defined in Eq. (19) depends on the orientation of the reaction plane $\Phi_R$. In this Appendix, we shall explicitly compute the systematic error on integrated and differential flows due to this dependence, assuming that particles are independent (no nonflow correlations). In addition, we shall show that this dependence is influenced by the higher flow harmonic $v_{2n}$, which thus contaminates the measurement of $v_n$. Throughout the Appendix, we assume that the detector has perfect azimuthal isotropy.

For a fixed orientation of the reaction plane $\Phi_R$, the normalized azimuthal distribution is

$$
\frac{dN}{d\phi} = \frac{1}{2\pi} \sum_{n=-\infty}^{+\infty} v_n \cos [n(\phi - \Phi_R)], \quad (D1)
$$

where we define $v_0 \equiv 1$ and $v_{-n} = v_n$.

In order to compute the generating function (6) in various physical situations, it is useful to first evaluate the following single-particle average with the azimuthal distribution (D1):

$$
\langle e^{z \cos(n(\phi - \theta))} \Phi_R \rangle = \int_0^{2\pi} \frac{dN}{d\phi} e^{z \cos(n(\phi - \theta))} d\phi = \sum_{m=-\infty}^{+\infty} v_{mn} I_m(z) \cos(mn(\Phi_R - \theta)). \quad (D2)
$$

Please note that both $m$ and $-m$ contribute equally to the sum.

Let us now consider a simple model of the collision: we assume that the azimuthal angles of the particles are independent for a fixed orientation of the reaction plane $\Phi_R$, i.e., we assume that all azimuthal correlations are due to flow. If $Q^\theta$ is defined with unit weights in Eq. (3), then

$$
\langle e^{z Q^\theta} | \Phi_R \rangle = \langle e^{z \cos(n(\phi - \theta))} | \Phi_R \rangle^M. \quad (D3)
$$

Taking the logarithm of this expression, using Eq. (D2) and expanding in powers of $z$ up to order $z^2$, we obtain

$$
\ln \langle e^{z Q^\theta} | \Phi_R \rangle = M v_n \cos(n(\Phi_R - \theta)) z - M (v_{2n} - v_n^2) \sin^2(n(\Phi_R - \theta)) \frac{z^2}{2} + M (1 + v_{2n} - 2v_n^2) \frac{z^2}{4}. \quad (D4)
$$

Comparing this result with Eq. (17), one sees that the standard deviation $\sigma$ depends on $Q^\theta$. This dependence was neglected in Sec. III C. We shall now assume that it is a small correction, and evaluate the resulting systematic error on our flow estimates.

For that purpose, we introduce the following notations:

$$
Z \equiv M v_n z, \quad \alpha \equiv n(\Phi_R - \theta), \quad \epsilon \equiv \frac{v_{2n} - v_n^2}{2M v_n^2}. \quad (D5)
$$

With these notations, we rewrite Eq. (D4) as

$$
\langle e^{z Q^\theta} | \Phi_R \rangle = e^{M(1 + v_{2n} - 2v_n^2)z^2/4} e^{Z \cos \alpha - \epsilon Z^2 \sin^2 \alpha}. \quad (D6)
$$

In order to compute the various generating functions, we shall need to evaluate the following integral:

$$
\int_0^{2\pi} \cos(m \alpha) e^{Z \cos \alpha} Z^2 \sin^2 \alpha \frac{d\alpha}{2\pi} = - \int_0^{2\pi} \cos(m \alpha) e^{Z \cos \alpha} (m^2 - Z \cos \alpha) \frac{d\alpha}{2\pi}. \quad (D7)
$$
which is obtained with two successive integrations by parts. Using this identity, one derives the following result, which is valid to first order in the small parameter $\epsilon$:

$$
\int_0^{2\pi} \cos(m\alpha) e^{Z\cos\alpha-\epsilon Z^{2}\sin^{2}\alpha} \frac{d\alpha}{2\pi} = (1 + \epsilon m^2) \int_0^{2\pi} \cos(m\alpha) e^{Z(1-\epsilon)} \cos\alpha \frac{d\alpha}{2\pi} = (1 + \epsilon m^2) I_m(Z(1-\epsilon)).
$$

(D8)

Using Eqs. (D6) and (D8) with $m = 0$, we obtain

$$
G^\theta(z) = \int_0^{2\pi} \langle e^{zQ^\theta} | \Phi_R \rangle \frac{d\Phi_R}{2\pi} = e^{M(1+\nu_v z_0^2) z I_0(M\nu_v z(1-\epsilon)).}
$$

(D9)

The first zero of $G^\theta(z)$ on the upper half of the imaginary axis thus lies at

$$
z_0^\theta = i\tau_0^\theta = \frac{i j_{01}}{M\nu_v (1-\epsilon)}. \quad \text{(D10)}
$$

The corresponding estimate of the integrated flow is then defined by Eq. (9):

$$
V_n\{\infty\} = V_n(1-\epsilon), \quad \text{(D11)}
$$

where $V_n = M\nu_v$ is the exact result. The relative error on the integrated flow is $-\epsilon$. Its expression, Eq. (D5), is in agreement with the expected order of magnitude, Eq. (48). [Remember that the second term in that equation, in $1/(M\nu_v)^2$, is due to the term in $z^3$ in the expansion of $\ln(e^{zQ^\theta} | \Phi_R\rangle$. It is thus normal that it does not appear in Eq. (D11), which was derived by truncating the power-series expansion to order $z^2$.]

We now evaluate the systematic error on the differential flow. Our estimate of $v_m'\{n\}$ is defined by Eq. (12). We assume for simplicity that the particle with angle $\psi$ is not involved in the definition of $Q^\theta$, i.e., we assume that autocorrelations have been removed.

Since we neglect statistical errors, we can replace sample averages by true averages (expectation values) in this formula. The denominator of the last factor in Eq. (12) is

$$
\left\langle Q^\theta e^{-z^2Q^\theta} \right\rangle = \frac{dG^\theta(z)}{dz} \bigg|_{z=z_0^\theta} = i M\nu_v (1-\epsilon) e^{M(1+\nu_v z_0^2) z_0^2}/4 J_1(j_{01}). \quad \text{(D12)}
$$

The numerator is evaluated by first taking the average value for a fixed $\Phi_R$, which is given by Eqs. (30) and (D6):

$$
\left\langle \cos[mn(\psi-\theta)] e^{z_0^\theta Q^\theta} | \Phi_R \rangle = v_m' e^{M(1+\nu_v z_0^2)(z_0^2)/4} \cos(m\alpha) e^{Z\cos\alpha-\epsilon Z^2}\sin^2\alpha, \quad \text{(D13)}
$$

where $Z \equiv M\nu_v z_0^\theta$. The average over $\Phi_R$ follows from Eq. (D8) with the help of Eq. (D10):

$$
\left\langle \cos[mn(\psi-\theta)] e^{z_0^\theta Q^\theta} \right\rangle = i m v_m' e^{M(1+\nu_v z_0^2)(z_0^2)/4} (1 + \epsilon m^2) J_m(j_{01}). \quad \text{(D14)}
$$

Using Eqs. (12), (D11), (D12), and (D14), we finally obtain

$$
v_m'^{\theta} \{\infty\} = v_m'(1 + \epsilon m^2). \quad \text{(D15)}
$$

Therefore, the relative systematic error on $v_m'$ is $\epsilon m^2$, where $\epsilon$ is defined in Eq. (D5). Note that the correction to the integrated flow, Eq. (D11), has the opposite sign. In particular, integrating $v_m'^{\theta} \{\infty\}$ over phase space, one does not recover the integrated flow. This is because we have assumed that autocorrelations have been removed. Note also that the correction increases for higher harmonics.

Finally, note that Eqs. (D11) and (D15) are quite general: they still hold if there are weights, or if nonflow correlations are present. The only difference is that $\epsilon$ is no longer given by Eq. (D5) (this equation remains valid as an order of magnitude, though).
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