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ABSTRACT. For real polynomials with (sparse) exponents in some fixed set,
Ψ(t) = x + y_1 t^{k_1} + ... + y_L t^{k_L},
we analyse the types of root structures that might occur as the coefficients vary. We first establish a stratification of roots into tiers, each containing roots of comparable sizes. We then show that there exists a suitable small parameter \( \epsilon > 0 \) such that, for any root \( w \in \mathbb{C} \), \( B(w, \epsilon |w|) \) contains at most \( L \) roots, counted with multiplicity. Our analysis suggests the consideration of a rough factorisation of the original polynomial and we establish the closeness of the corresponding root structures: there exists a covering of the roots by balls wherein a) each ball contains the same number of roots of the original polynomial and of its rough factorisation and b) the balls are strongly separated.

1. INTRODUCTION

Methods for finding solutions to polynomial equations have a storied history in mathematics, leading to the extension of number systems, the development of algebra, and being of particular importance in the development of numerical analysis [3]. Before taking stock of more contemporary developments, let us recall some points in that history most relevant to our analysis. On the theoretical side, we have the fundamental theorem of algebra, which tells us that every degree \( n \) complex polynomial has \( n \) roots. Nevertheless, Abel and Ruffini established that there exist polynomials of degree 5 whose solution could not directly expressed in terms of radicals. The work of Galois later established under what conditions all the solutions to polynomial equations could be finitely expressed in terms of radicals [12]. Despite this, numerical tools still allow us to approximate the solutions to polynomial equations to arbitrary degrees of accuracy.

In harmonic analysis, it is useful even to have rough picture of root structure. We may be interested in the structure of the roots of real polynomials or, indeed, the roots of polynomials over non-Archimedean fields (in a suitable field extension). Such characterisations of root structure can be used to estimate the associated sublevel sets or to bound corresponding oscillatory integrals via the bounds of Phong and Stein [11].
The analysis contained herein is inspired by work of Kowalski and Wright, [6], and an unpublished oscillatory integral estimate of Hickman and Wright [17], Theorem 1.6. It takes the perspective of root clusters, in the spirit of the famous oscillatory integral estimates of Phong and Stein. We find this to be a timely moment to make these results, which appeared as part of the author’s thesis [15], public, as the authors Hickman and Wright have recently shared work utilising a similar approach [4]. Their presentation is focused on the non-Archimedean context, but the broader applicability of their arguments is indicated. Though our analysis is carried out over \( \mathbb{R} \), it is likely that the proofs contained herein are valid over other fields. Indeed, the proofs are likely cleaner in the non-Archimedean setting as is the case in [6] and the recent [4].

Before preparing to state our main results, let us note of the important connections that have been found with the polynomial root finding literature. Perhaps the most significant are to be found in works by Schönhage [13] and Bini [2], which we discuss momentarily. Also of note is the fact that root finding algorithms must carefully account for the ways in which roots can come close or overlap, which, for example, can cause a break-down in a first order Newton-Raphson iteration. Much of this literature is concerned with the real or complex case and makes use of tools fitted to this context such as Rouché’s theorem. Our work makes use of basic metric properties of \( \mathbb{C} \) and its valuation and is thus likely applicable in other fields. Not all complex root-finding techniques make use of tools specialised to that context: there is, for example, an early work by van Vleck [14] which considers polynomials with sparse exponents and works via the consideration of the vanishing symmetric functions of roots, as we do. Readers interested in a more comprehensive perspective on related ideas in polynomial root finding are directed to, for example, [9] and [7]. Following this history, there are now highly efficient procedures for complex polynomial root finding [10].

The approximate factorisation method of Schönhage [13] is an effectively parallelisable algorithm, which can be useful for a localised root finding. Nevertheless, it involves the calculation of complex residues via a costly integration procedure. Our later rough factorisation theorem, which is directly expressed in terms of the polynomial coefficients, may provide a useful initialisation for this method (or, indeed, other root finding algorithms).

The root finding approach of Bini [2] makes use of suitably separated root collections determined via the use of height estimates. Our more explicit tools for determining the root structure of polynomials with sparse exponents, which appear later in our analysis, makes use of these same height estimates. These height estimates can help us to determine in which annular regions our different collections of roots lie.

In the case of sparse polynomials, our results may provide some useful information for root finding algorithms narrowing the scope of the pathological cases wherein roots coalesce. Indeed, algorithms to identify appropriate root clusters are the subject of contemporary research [5] [1]. On the one hand, the results of this paper bound the size of root clusters that might need to be considered. On the other
hand, the root cell covering appearing arising in our rough factorisation analysis may be viewed as the construction of appropriate root clusters.

To prepare the statement of our main theorem, let us now consider a couple of representative examples. Consider the polynomial

$$\Psi_1(t) = x + y_1 t + y_2 t^2 + \ldots + y_L t^L,$$

with $x, y_L \neq 0$. We know, by the fundamental theorem of algebra, that $\Psi_1$ has $L$ roots, counted with multiplicity. In particular, for some small $\epsilon > 0$, we know that, for any root $w$, at most $L$ roots are contained in $B(w, \epsilon |w|)$, which is, of course, trivial. Now consider the polynomial

$$\Psi_k(t) = \Psi_1(t^k).$$

Corresponding to each root of $w$ of $\Psi_1$, we see that there are $k$ roots of $\Psi_k$, these are the $k$th roots of $w$. As before, we also have that, for some small $\epsilon > 0$, and for any root $w$, at most $L$ roots are contained in $B(w, \epsilon |w|)$. See Figures 1 and 2 for a sketch of the roots of $\Psi_1$ and $\Psi_k$, respectively, in the case that $L = 4$, $k = 5$, and

$$\Psi_1(t) = y_L (t - h_1)(t - h_2)(t - h_3)(t + h_4).$$

More specifically, these figures are sketches of root structure in the case where $h_1 \gg h_2 \approx h_3 \gg h_4 > 0$. The dotted black circle corresponds to roots with modulus $h_1$. The solid blue lines correspond to roots with modulus close to $h_2$. The dashed red line corresponds with roots of modulus $h_4$. However, for any choice $h_j$ one can see we have the following. For some suitable small $\epsilon > 0$ and for any root $w'$ of $\Psi_k$, there are at most $L = 4$ roots contained in $B(w', \epsilon |w'|)$.

This particular example reflects polynomial root structure more generally, as we outline in Theorem 1.1.

---

**Figure 1.** The roots of $\Psi_1$.  **Figure 2.** The roots of $\Psi_k$.

---

Footnote 1: In fact, for the sketched case, due to the indicated strong separation of root heights $h_1 \gg h_2$ and $h_3 \gg h_4$, we have at most $L = 2$ roots contained in such a ball. This is suggestive of refinements that can be made to our structural statements under additional restrictions on the polynomial coefficients.
Theorem 1.1. We fix a set of exponents $0 = k_0 < k_1 < k_2 < \ldots < k_L$ and consider real polynomials whose exponents are drawn from this set. For any real polynomial
\[ \Psi(t) = x + y_1 t^{k_1} + y_2 t^{k_2} + \ldots + y_L t^{k_L}, \]
with $x, y_L \neq 0$, we have the following structure.

The roots of $\Psi$ are stratified into $s$ tiers of roots $T_1, T_2, \ldots, T_s$, for some suitable $1 \leq s \leq L$. The tiers are separated in the sense that, if we take $w_i \in T_i$, then
\[ |w_1| > |w_2| > \ldots > |w_s|. \]

For a suitable $1 \leq L(T_r) \leq L$, at most $L(T_r)$ roots can cluster about a root: there is some suitable small parameter $\epsilon$ such that, for all $w \in T_r$, there are at most $L(T_r)$ roots of $\Psi$ in $B(w, \epsilon|w|)$, counted with multiplicity.

Remark 1.2. Our main structural results are sharp in the sense that, we can construct a polynomial with sparse exponents for which the tiers have repeated roots of the largest degree permitted by our theorems. In particular, the polynomial
\[ \Psi(t) = \prod_{r=1}^{s} (t^{k_r} - h_r^L)^{l_r}, \]
with $h_1 > h_2 > \ldots > h_s$, is such that $L(T_r) = l_r$ (repeated) roots are contained in $B(w, \epsilon|w|)$ for any choice of $w \in T_r$, with $T_r$ consisting of the $k$ roots of $h_r^L$ of which appears with multiplicity $l_r$.

Let us recall the following structural result of Kowalski and Wright, Theorem 1.6 of [6]. The authors found application of this theorem to bound oscillatory integrals as well as for estimating the measure of sublevel sets of polynomials.

Theorem 1.3. Let
\[ \Psi(t) = a_{k_L} t^{k_L} + a_{k_L-1} t^{k_L-1} + \ldots + a_0 = a_d \prod_j (t - z_j) \]
be a complex polynomial with $\max_j |a_j| = 1$. Suppose that the coefficients satisfy $0 < \gamma \leq |a_{k_L-k}|$ and $|a_{k_L-j}| \leq \delta_j(\gamma)$, $0 \leq j \leq k - 1$ for some $0 \leq k \leq k_L$, where $\delta_j$ is some suitably small constant for each $0 \leq j \leq k - 1$. Then there are exactly $k$ large roots $z_1, z_2, \ldots, z_k$ and the remaining roots are bounded. In particular, with ordered roots $|z_1| \geq |z_2| \geq \ldots \geq |z_{k_L}|$, we have that
\[ \left( \frac{\gamma}{\max_j \delta_j} \right)^{\frac{1}{k}} \lesssim |z_1|, \ldots, |z_k| \text{ and } |z_{k+1}|, \ldots, |z_{k_L}| \lesssim 1. \]

This result is notably similar to that of van Vleck [14] (following Montel [8]), which provides an explicit upper bound for the smallest $k_L - k$ roots, if we follow the above statement.

Further to Theorem 1.1 and analogous to Theorem 1.3, we are able to obtain the following refined structural result.

Theorem 1.4. We fix a set of exponents $0 = k_0 < k_1 < k_2 < \ldots < k_L$ and consider certain polynomials whose exponents are drawn from this set. We consider real polynomials
\[ \Psi(t) = x + y_1 t^{k_1} + y_2 t^{k_2} + \ldots + y_L t^{k_L} \]
with \( x, y_L \neq 0 \) and \( \max_{1 \leq j \leq L} |y_j| = 1 \). Let \( \gamma \in (0, 1] \). We suppose, additionally, that there exists \( m \) such that
\[
|y_m|^{1/m} \geq \gamma, \tag{1}
\]
and, for \( n > m \), \( |y_n|^{1/n} \leq \delta \), where \( \delta = \delta(\gamma) > 0 \) is some suitably small constant. We have the following refined structure for the roots of \( \Psi \).

The roots of \( \Psi \) may be stratified into \( s = s(1) + s(2) \) tiers of roots \( T_1, T_2, \ldots, T_s \), where \( 1 \leq s \leq L \), which are ordered and separated in the sense that, if we take \( w_i \in T_i \), then
\[
|w_1| \gg |w_2| \gg \ldots \gg |w_s|.
\]
Furthermore, the tiers have the following additional structure.

We refer to each tier \( T_r \) with \( 1 \leq r \leq s(1) \) as a large tier. Likewise, we refer to any \( T_r \) with \( s(1) < r \leq s(1) + s(2) \) as a small tier. We have that
\[
1 \lesssim \gamma |w| \text{ for } w \in T_r \text{ with } 1 \leq r \leq s(1)
\]
and \( |w| \lesssim \gamma^{-1} \) for \( w \in T_r \) with \( s(1) < r \leq s(1) + s(2) \).

At most \( L - m + 1 \) large roots can cluster about a point: there is some suitable small parameter \( \epsilon \) such that, for all \( w \in T_r \) with \( 1 \leq r \leq s(1) \), there are at most \( L - m + 1 \) roots of \( \Psi \) in \( B(w, \epsilon |w|) \). Furthermore, in the case that \( s(2) \geq 1 \), we have the following improvement. For any small root, \( w \in T_r \) with \( s(1) < r \leq s(1) + s(2) \), \( B(w, \epsilon |w|) \) can contain at most \( m \) roots. For any root \( w \) in a large tier, \( w \in T_r \) with \( 1 \leq r \leq s(1) \), \( B(w, \epsilon |w|) \) can contain at most \( L - m \) roots.

**Remark 1.5.** Other explicit refinements of the structure theorem, which are amenable to direct calculation, are possible. These refinements can be achieved according with our tier height estimation procedure, Lemma 8.1.

As mentioned above, we use these structural results to obtain bounds on oscillatory integrals with polynomial phases. We consider polynomial phases
\[
\Phi(t) = xt + \frac{y_1}{k_1 + 1} t^{k_1+1} + \frac{y_2}{k_2 + 1} t^{k_2+1} + \ldots + \frac{y_L}{k_L + 1} t^{k_L+1},
\]
with \( y_L \neq 0 \). Given our main structure result, Theorem 1.4, one can make use of an oscillatory integral bound for oscillatory integrals due to Phong and Stein, Theorem 1.7. From this, it is possible to obtain an alternative proof of the following unpublished oscillatory integral estimate due to Hickman and Wright, [17]; see [15] for a presentation of their original proof.

**Theorem 1.6.** For oscillatory integrals
\[
I(x, y) = \int_{\mathbb{R}} e^{i\Phi(t)} dt
\]
with phases \( \Phi \) given by (2), we have that
\[
|I(x, y)| \lesssim \min_{j=1,2,\ldots,L} |y_j|^{-1/(k_j+1)},
\]
provided \( k_1 \geq L \).

A cluster, \( \mathcal{C} \), is a non-empty subcollection of roots of \( \Phi' \). We make use of the following result of Phong and Stein, \([11]\).

**Theorem 1.7.** Suppose that \( \Phi, \ (2) \), is a real polynomial such that \( y_L \neq 0 \) and \( \Phi' \) has roots \( z_1, z_2, \ldots, z_k \), counted with multiplicity. Then we have the oscillatory integral estimate

\[
|I(x, y)| = \left| \int_{\mathbb{R}} e^{i\Phi(t)} dt \right| \leq C_k \max \min_{j \geq z_j} \frac{1}{\prod_{l \in \mathcal{C}} |z_j - z_l|^{\frac{1}{m+1}}},
\]

where the maximum is taken over roots \( z_j \) and the minimum over clusters of roots, \( \mathcal{C} \subset \{z_1, z_2, \ldots, z_k\} \), such that \( z_j \in \mathcal{C} \).

In fact, our refined structural statement, Theorem 1.4, can be applied to obtain a refined oscillatory integral estimate. Hickman and Wright established the previous estimate, Theorem 1.6, and, as shown in \([15]\), their method of proof is capable of establishing the below result.

**Theorem 1.8.** For oscillatory integrals

\[
I(x, y) = \int_{\mathbb{R}} e^{i\Phi(t)} dt
\]

with phases \( \Phi \) given by \((2)\), we have that

\[
|I(x, y)| \lesssim \min_{j=1,2,\ldots,L} |y_j|^{-\frac{1}{2^m}}, \tag{3}
\]

provided \( k_1 \geq L \). More generally, if \( \max_j |y_j|^{\frac{1}{m^2}} = |y_m|^{\frac{1}{m^2}} \), then

\[
|I(x, y)| \lesssim \min_{j=1,2,\ldots,L} |y_j|^{-\frac{1}{2^m}},
\]

provided \( k_m \geq L - m + 1 \).

The structural analysis of polynomial roots in this part is expected to hold with respect to polynomials over fields other than \( \mathbb{R} \). This corresponds with the arguments in \([6]\), which are presented for non-Archimedean fields but also hold over \( \mathbb{R} \). Wright has developed a framework for the study of oscillatory integrals over fields other than \( \mathbb{R} \) and proved analogues of the Phong-Stein cluster bound for such oscillatory integrals. Using bounds for oscillatory integrals over \( \mathbb{C} \) from \([16]\), one could obtain a complex analogue of Theorem 1.8; the proof would be the same as the proof of Theorem 1.8, as the root structure we make use of depends only on the size of the coefficients.

**Theorem 1.9.** We consider complex oscillatory integrals

\[
I(x, y) = \int_{\mathbb{C}} e^{i(\Phi(t))} \phi(t) dt,
\]

with \( \phi \in C^\infty_c(\mathbb{C}) \) and \( e(z) = e^{i(R(z) + \Im(z))} \). The phases \( \Phi \) we consider are given by

\[
\Phi(z) = xz + \frac{y_1}{k_1 + 1} z^{k_1+1} + \ldots + \frac{y_L}{k_L + 1} z^{k_L+1},
\]
with $x, y_1, \ldots, y_L \in \mathbb{C}$ and $y_L \neq 0$. We have that
\[
|I(x, y)| \lesssim \min_{j=1, 2, \ldots, L} |y_j|^{-\frac{2}{k+1}},
\]
provided $k_1 \geq L$. More generally, if $\max_j |y_j|^{\frac{1}{k_j}} = |y_m|^{\frac{1}{k_m}}$, then
\[
|I(x, y)| \lesssim \min_{j=1, 2, \ldots, L} |y_j|^{-\frac{2}{k_j+1}},
\]
provided $k_m \geq L - m + 1$.

Remark 1.10. Note that we have the exponents $\frac{2}{k_j+1}$ appearing on the right hand side of (4), in distinction to the real case. This is a natural feature of complex oscillatory integrals, as examples in \cite{16} show.

The primary structural result, Theorem 1.1, is not framed for explicit computation. For example, it makes reference to the relative size of roots rather than their actual size. For applications, explicit size estimates are desirable. Indeed, we outline a procedure for estimating the size of roots in Lemma 8.1 and it is this procedure which allows us to strengthen the statement of Theorem 1.1 to the refined structural result, Theorem 1.4.

There is one final component of our structural investigations. Our analysis for tier stratification suggests the consideration of a factorised polynomial expression, with distinct factors corresponding to distinct root tiers. This is because of the way in which different coefficients are substantial in our analysis of different root tiers. For monic polynomials, $\Psi$, we analyse such a factorisation in Section 9. We find that the factorisation is quantifiably close to the original polynomial $\Psi$. Furthermore, the root structure of $\Psi$ is essentially preserved by its rough factorisation.

Theorem. We consider monic polynomials
\[
x + y_1 t^{k_1} + \ldots + y_{L-1} t^{k_{L-1}} + t^{k_L}.
\]
There exists a polynomial $\tilde{\Psi} = \prod_{l=1}^{s} \tilde{\Psi}_l(t)$ which roughly factorises $\Psi$ in the following sense.

The polynomial $\tilde{\Psi}_l$ has roots, $\tilde{T}_l$, which are all of mutually comparable magnitude. Furthermore, for any choice of roots $w_j \in \tilde{T}_j$, we have that
\[
|w_1| \gg |w_2| \gg \ldots \gg |w_s|.
\]

There exists a covering, $N(\mathcal{R})$, of the roots, $\mathcal{R} \subset \mathbb{C}$, of $\Psi$ which satisfies the following. Each connected component of $N(\mathcal{R})$, which we call a cell, is given by a ball. Each root $w$ of $\Psi$ belongs to a unique cell, which has radius $\ll \epsilon |w|$, with $\epsilon$ as in Theorem 1.4. Cells are strongly separated in the sense that, for distinct cells $B$ and $B'$, $d(B, B') \gg \max \{ \text{diam } B, \text{diam } B' \}$.

Roots of $\tilde{\Psi}$ are close to the roots of $\Psi$ in the following sense. For a cell $B$ containing exactly $m$ roots of $\Psi$, $B$ contains exactly $m$ roots of $\tilde{\Psi}$, and we also have that $1 \leq m \leq L$. 
The rough factorisation $\tilde{\Psi}$ is close to $\Psi$ in the following sense. For $t \notin N(\mathcal{R})$,
\[ |\Psi(t) - \tilde{\Psi}(t)| \ll |\Psi(t)|. \tag{5} \]

Remark 1.11. The constant in (5) can be made arbitrarily small provided the tier regime, which we define in Section 5, is specified with sufficiently strong separation between tiers. More concretely, provided we make suitable restrictions on the coefficients, $x, y_1, \ldots, y_L$, we can ensure the rough factorisation $\tilde{\Psi}$ is distinct from $\Psi$ and arbitrarily close to it. The conditions on the coefficients required for such a close approximation may be realised according with our height estimation lemma, Lemma 8.1.

2. Overview

The critical observation that forms the foundation of this paper is that many of the symmetric functions of the roots of $\Psi$ are vanishing. Those that are sufficiently far from vanishing determine the size of the roots. Additionally, they tell us how many roots might cluster about a point. We denote the roots of $\Psi$ by $\mathcal{R}$, they may appear with multiplicity and for this reason we follow a multi-set convention specified below. For at most $L$ non-zero critical indices $j \in \{D_1, D_2, \ldots, D_L\}$, we have that
\[ S_j(\mathcal{R}) = \sum_{|S| = j} \prod_{z \in S} (-z) \neq 0. \]
In particular, these indices are given by $D_1 = k_L - k_{L-1}$, $D_2 = k_L - k_{L-2}$, $D_3 = k_L - k_{L-3}$, ..., $D_L = k_L - k_0 = k_L$. Throughout, we work with reference to these symmetric functions, as well as those which are vanishing.

In Section 3, we introduce notation. In Section 4, we present a model example for root structure and its relation to the polynomial coefficients (corresponding to the symmetric functions).

The core of our structural analysis is developed in Part 1. Indeed, Sections 5, 6, and 7 contain the proof of the main structure Theorem 1.1. This analysis pays no great heed to the polynomial coefficients, $x, y_1, \ldots, y_L$. Indeed, the structural results we obtain in Part 1 depend implicitly on the coefficients.

In Section 5, we use the vanishing of certain $S_j$ to provide a stratification of the roots into tiers and formulate the symmetric equations with respect to these tiers.

In Section 6, we characterise how clustering might occur within a given tier $T$. Here, we analyse the simultaneous (near) vanishing of particular $S_j(T)$ and determine when this is inconsistent with many roots being close together. For this part of the analysis, we form a series expansion of particular $S_j(T)$ in terms of highlighted roots, which we suppose are close together. Section 7 contains the derivation of the distinguished root expansion that we use to prove Theorem 6.1 which concerns the root structure in a single tier.
In Part 2, we build on the tools developed in Part 1 to reveal more explicit root structure in specific instances. In Section 8, we outline an algorithm for estimating the heights of root tiers. This height estimation procedure can then be applied to polynomials satisfying the hypotheses of the refined structure Theorem 1.4. The result we thus obtain feeds directly into our previous work to give Theorem 1.4 as a corollary. Section 9 provides an explicit rough factorisation, \( \Psi = \prod_{l=1}^{s} \Psi_l(t) \), of monic polynomials \( \Psi \). We show that the roots of \( \Psi \) and the roots of \( \Psi \) almost coincide.

Part 3 contains a proof of Theorem 1.8 and presents some more refined oscillatory integral estimates. We also give examples for the sharpness of some of the oscillatory integral estimates; these examples are also examples of the sharpness of the structure theorems.
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### 3. Notation

We here introduce some of the notation that we will be using throughout this paper. We use \( \varepsilon \) throughout, often with indexing subscripts, for error terms that appear in the analysis, where we can have suitable control on their size. Any \( \varepsilon \) that appears will be the sum of (signed) products of \( k \) roots, for some \( k \), with size bounds adapted to an appropriate scale.

To account for repeated roots, it should be understood that we are working with multi-sets. For example, \{1, 1, 1\} should be considered a 3-element (multi-)set. One would more formally write this multi-set as \{1\(^{(1)}\), 1\(^{(2)}\), 1\(^{(3)}\)\}, indexing set elements by their multiplicity, so we can properly speak about distinct set elements. Another example is the fundamental theorem of algebra, which may be expressed as follows.

If \( \Psi \) is a degree \( k_L \) polynomial, then the (multi-)set of roots of \( \Psi \), which we denote by \( \mathcal{R} \), contains \( k_L \) elements.

We use \( \mathcal{R} \) to denote the roots of \( \Psi \). We also use \( \mathcal{C}, \mathcal{T}, \) and \( \mathcal{S} \) to denote appropriate subcollections of roots. We use \( \mathcal{K} \) and \( \mathcal{D} \) to denote sets of integer indices, these will be specified but should be thought of as the exponents of terms in \( \Psi \) and the differences between these exponents.
Throughout, we fix some ordering of the roots of \( \Psi(t) = x+y_1t^{k_1}+y_2t^{k_2}+\ldots+y_Lt^{k_L} \):
\[
|z_1| \geq |z_2| \geq \ldots \geq |z_{k_L}|.
\]
Later, we will use the notation \( w_1, w_2, \ldots, w_{k_L} \) when we wish to take an arbitrary enumeration of the roots of \( \Psi \).

Throughout this document \( C \) will be used to denote a constant, its value may change from line to line. We use the notation \( \psi \) throughout the remainder of this section.

Throughout, we consider elementary symmetric functions of \( (a \subset A) \) roots of \( \Psi \),
\[
S_j(A) = \sum_{S \subset A, |S|=j} \prod_{z \in S} (-z),
\]
where \( A \) is some subset of the roots of \( \Psi \).

4. A MODEL EXAMPLE FOR ROOT STRUCTURE

Working by example, we now give an indication of the possible root structure of a particular \( \Psi \) and see how this relates to the coefficients. We consider \( \Psi \) with
\[
\Psi(t) = y_2 \prod_{j=1}^{2} \left( t^{k_1} - \alpha_j^{k_1} \right).
\]
Note that all real polynomials \( x+y_1t^{k_1}+y_2t^{2k_1} \) can be expressed in this way. The roots of the polynomial \( \Psi \) are easily recognised: they appear as the \( k_1 \)th roots of \( \alpha_1^{k_1} \) and \( \alpha_2^{k_1} \). There are some qualitatively different scenarios for the structure of these roots. These depend on the relative size of \( \alpha_1 \) and \( \alpha_2 \). They also depend on the cancellation between \( \alpha_1^{k_1} \) and \( \alpha_2^{k_1} \). Without loss of generality, suppose that \( |\alpha_1| \geq |\alpha_2| \). In the case of positive \( \alpha_1 \) and \( \alpha_2 \) with \( k_1 = 9 \), the roots of \( \Psi \) are sketched in Figure 3. Throughout the remainder of this section, \( \epsilon \) is some suitably small fixed parameter.

Let us first consider the case where \( \alpha_2 = 0 \) and \( \alpha_1 \neq 0 \). Here, there are two tiers of roots. There are \( k_1 \) repeated 0 roots and if we divide out the corresponding factor \( t^{k_1} \) from \( \Psi \) we are left with the polynomial \( y_2(t^{k_1} - \alpha_1^{k_1}) \), from which the location of the non-zero roots can be observed directly as the \( k_1 \)th roots of \( -S_{k_1}(R) = -\frac{y_2}{y_2} = \alpha_1^{k_1} \). The non-zero roots are in \( T_1 \) and the tier \( T_2 \) consists of all zero roots. In this case, for roots \( w \in T_1 \), \( B(w, \epsilon|w|) \) contains only the root \( w \). Later on, being able to decouple equations for large and small roots in a similar fashion will critically allow us to analyse the structure of roots in distinct tiers.

The case that \( \alpha_1^{k_1} \) is close to \(-\alpha_2^{k_1} \), in particular, \( |\alpha_1^{k_1} + \alpha_2^{k_1}| \ll |\alpha_1^{k_1}| \). The roots of \( \Psi \) appear in one tier and they are close to being the \( 2k_1 \)th roots of \(-\alpha_1 \alpha_2^{k_1} \): there are \( 2k_1 = k_2 \) roots \( w_j \) with \( |w_j| \sim |\alpha_1| \)—such roots are in tier \( T_1 \).
Finally, we consider the case where \( w \) contains only the root \( \alpha \) within a two-tier structure. The case where \( \|w\| \) displays significant cancellation, i.e. \( \|\alpha_1 + \alpha_2\| \sim \|\alpha_1\| \), does not display significant cancellation, i.e. \( \|\alpha_1 + \alpha_2\| \sim \|\alpha_1\| \). This scenario has one tier of roots, \( T_1 = \{z_1, z_2, \ldots, z_{k_2}\} \). Here, all the roots are of comparable size and \( B(w, \epsilon|w|) \) contains at most two roots for any root \( w \in T_1 \). Two roots which might get close are those roots which share the same argument if \( \alpha_1 \) and \( \alpha_2 \) are real valued with the same sign. The coefficients of \( t^0, t^{k_1}, \) and \( t^{2k_1} \) in \( \Psi \) reflect this behaviour in the fact that

\[
\left| \frac{x}{y_2} \right|^{\frac{1}{x_1}} = |S_{2k_1}(R)|^{\frac{1}{x_1}} = \left| \alpha_1 + \alpha_2 \right|^{\frac{1}{x_1}} \sim \left| \frac{y_1}{y_2} \right|^{\frac{1}{x_1}} = |S_{k_1}(R)|^{\frac{1}{x_1}}.
\]

Finally, we consider the case where \( \alpha_2 \ll \alpha_1 \). Here roots of \( \Psi \) appear in two tiers: there are \( k_1 \) roots \( w_{j,2} \) with \( |w_{j,2}| = |\alpha_2| \)—such roots are in tier \( T_2 \)—and the remaining \( k_1 \) roots \( w_{l,1} \) satisfy \( |w_{l,1}| = |\alpha_1| \)—such roots are in tier \( T_1 \). Within each tier the roots are separated in the sense that, \( B(w, \epsilon|w|) \) contains only one root for any root \( w \in T_j \). We also have separation between tiers: given roots \( w_1, \in T_1 \) and \( w_2 \in T_2 \), \( |w_1| \ll |w_2| \). Note that the coefficients of \( t^0, t^{k_1}, \) and \( t^{2k_1} \) in \( \Psi \) reflect this behaviour in the fact that

\[
|S_{2k_1}(R)|^{\frac{1}{x_1}} = \left| \frac{x}{y_2} \right|^{\frac{1}{x_1}} = |\alpha_1 \alpha_2|^{\frac{1}{x_1}} < \left| \frac{y_1}{y_2} \right|^{\frac{1}{x_1}} = |S_{k_1}(R)|^{\frac{1}{x_1}} = \left| \alpha_1 + \alpha_2 \right|^{\frac{1}{x_1}} \sim |\alpha_1|.
\]
and
\[ |S_{k_1}(T_2)|^{\frac{1}{k_1}} = |\alpha_2| \sim \left| \frac{\alpha_1^{k_1} \alpha_2^{k_1}}{\alpha_1^{k_1} + \alpha_2^{k_1}} \right|^{\frac{1}{k_1}} = \left| \frac{x}{y_1} \right|^{\frac{1}{k_1}} = \left| \frac{S_{2k_1}(\mathcal{R})}{S_{k_1}(\mathcal{R})} \right|^{\frac{1}{k_1}}. \]

These last equations correspond to the separation of certain height estimates. Such height estimates will not form a part of our initial structural analysis, but we eventually consider them more explicitly in Section 8.

**Part 1. Implicit root structure**

In this part, we work to uncover some of the root structure of real polynomials
\[ \Psi(t) = x + y_1 t^{k_1} + \ldots + y_L t^{k_L}, \]
with exponents taken from a fixed set \( \{0, k_1, \ldots, k_L\} \) and \( x, y_L \neq 0 \). Throughout, we denote the set of roots of \( \Psi \) by \( \mathcal{R} \). Essentially, as there are at most \( L + 1 \) non-vanishing coefficients, we will find that at most \( L \) roots can coalesce about a point. Throughout this part, our analysis will be carried out with respect to particular reference heights, \( h_1, h_2, \ldots, h_L \), which depend implicitly on a given polynomial \( \Psi \). We postpone the discussion of more explicit tools for locating roots to Part 2.

**5. Root tier stratification**

In this section, we work to stratify the roots into tiers. The stratification of roots is suggested by the example in Section 4. With this in mind, we define certain reference heights \( h_j \) for the roots. Before proceeding, let us introduce some useful indexing notation.

**Definition 5.1.** We set
\[ d_0(\mathcal{R}) = 0, \quad d_1(\mathcal{R}) = k_L - k_{L-1}, \quad \ldots \quad d_L(\mathcal{R}) = k_1 - k_0, \quad \text{and} \quad D_0(\mathcal{R}) = d_0(\mathcal{R}), \quad D_1(\mathcal{R}) = d_0(\mathcal{R}) + d_1(\mathcal{R}), \quad \ldots \quad D_L(\mathcal{R}) = d_1(\mathcal{R}) + \ldots + d_L(\mathcal{R}). \]

We also set \( \mathcal{D}(\mathcal{R}) = \{0, D_1(\mathcal{R}), \ldots, D_L(\mathcal{R})\} \).

Note that \( D_j(\mathcal{R}) = k_L - k_{L-j} \), although we expressed it slightly differently in the definition to emphasise that it is the sum of consecutive \( d_i \).

Throughout this section, we will be working with reference to all roots, \( \mathcal{R} \), and so we suppress the argument of \( D_j = D_j(\mathcal{R}) \) and \( d_j = d_j(\mathcal{R}) \). Similarly, in this section, we set \( \mathcal{D} = \mathcal{D}(\mathcal{R}) \). We also write \( d(j) = d_j \) and \( D(j) = D_j \).

**Definition 5.2.** According with the root ordering, \( \mathcal{R} \), we define the reference heights \( h_1 = |z_1|, h_2 = |z_{D(1)+1}|, h_3 = |z_{D(2)+1}|, \ldots, h_L = |z_{D(L-1)+1}|. \)
The following Lemma 5.3 shows exactly why our Definition 5.2 is a sensible one.

**Lemma 5.3.** Suppose that, for some $1 \leq j \leq k_L$, $S_j(R) = 0$. Then $|z_j| \sim |z_j|$.  

As a consequence, since $S_j(R) = 0$ for $j \notin D = \{0, D_1, D_2, \ldots, D_L\}$, we have that

\[
\begin{align*}
h_1 &= |z_1| \sim |z_2| \sim \cdots \sim |z_{D(1)}|, \\
h_2 &= |z_{D(1)+1}| \sim |z_{D(1)+2}| \sim \cdots \sim |z_{D(2)}|, \\
&\vdots \\
h_L &= |z_{D(L-1)+1}| \sim |z_{D(L-1)+2}| \sim \cdots \sim |z_{D(L)}|. 
\end{align*}
\]  

(8)

**Proof.** Suppose that $S_j(R) = 0$ and consider the corresponding root $z_j$. There are two cases to consider. In the case that $|z_j| = 0$, the desired comparison follows directly from the inequality $|z_j+1| \leq |z_j| = 0$.

It remains to consider the case that $z_j \neq 0$. The largest root outwith $\{z_1, z_2, \ldots, z_j\}$ is $z_{j+1}$. Additionally, the largest $j-1$ roots within $\{z_1, z_2, \ldots, z_j\}$ are $z_1, z_2, \ldots, z_{j-1}$. Thus we find that

\[
0 = |S_j| \geq |(-z_1)(-z_2)\cdots(-z_j)| - \binom{k_L}{j} |z_1 \cdots z_{j-1}z_{j+1}|.
\]

Rearranging and dividing through by $|(-z_1)(-z_2)\cdots(-z_j)|$ gives the desired inequality. \qed

**Remark 5.4.** The constants of comparison we obtain in (8) can be chosen to depend on the indices $k_1, k_2, \ldots, k_L$.

In the statement of Theorem 1.1 we said that tiers of roots are well separated. It is thus natural, and in accordance with Lemma 5.3, to define the tiers of roots relative to the separation of the reference heights.

**Definition 5.5.** If we have that

\[
\begin{align*}
h_1 &\sim h_2 \sim \cdots \sim h_{l(1)} \\
&\gg h_{l(1)+1} \sim \cdots \sim h_{l(1)+l(2)} \\
&\vdots \\
&\gg h_{l(1)+\cdots+l(\alpha-1)+1} \sim \cdots \sim h_{l(1)+\cdots+l(\alpha)} = h_L,
\end{align*}
\]

then we define the tiers as follows. First, let $l(0) = 0$ and $L(i) = l(0) + l(1) + \cdots + l(i)$. Then we set

\[
T_i = \{z_{D(L(i-1)+1)}, \ldots, z_{D(L(i))}\}.
\]

We also define the reference height for the tiers by

\[
h(T_r) = h_{L(r-1)+1}.
\]

This definition establishes the first part of our structure theorem, Theorem 1.1. Indeed, by Lemma 5.3 we have that, for any choice of $w_i \in T_i$

\[
|w_1| \gg |w_2| \gg \cdots \gg |w_s|.
\]
Remark 5.6. The choice of separation constants defining the tier regime must be suitably strong. Having a well separated tier regime will ensure we have suitable control on error terms. In this section, up to an error term, we derive explicit equations for the symmetric functions of roots in a given tier. The error terms must be small enough to feed into our later Theorem 6.1. For the rough factorisation of monic $\Psi$, Theorem 9.2, the definition of a tier regime requires much stronger separation, as we will see in Section 9.

Analogous to Definition 5.3 it will be useful to have distinguished indices for each tier. These distinguished indices will later allow us to pick out critical symmetric functions of roots within each tier.

**Definition 5.7.** In the tier $T_r$, we set
\[
\begin{align*}
d_0(T_r) &= 0, \ d_1(T_r) = d_{L(r-1)+1}, \ d_2(T_r) = d_{L(r-1)+2}, \ldots \ d_{l(r)}(T_r) = d_{L(r)}, \text{ and} \\
D_0(T_r) &= 0, \ D_1(T_r) = d_0(T_r) + d_1(T_r), \ldots \ D_{l(r)}(T_r) = d_1(T_r) + \ldots + d_{l(r)}(T_r).
\end{align*}
\]
(9)

There is an appropriate $L(T_r) = l(r) = L(r) - L(r - 1)$. Note that $D_{l(r)}(T_r) = |T_r| = D(L(r)) - D(L(r - 1))$, and we also denote this by $D(T_r)$.

If $T = T_r$, then the distinguished indices for the symmetric functions in $T$ are given by $D(T) = \{0, D_1(T), \ldots, D_{L(T)}(T)\}$.

We now present the main result of this section, this lemma characterises the critical symmetric functions with respect to roots within each tier.

**Lemma 5.8.** According with Definition 5.3 fix a tier $T = T_r$.

For the positive critical indices $j \in D(T)$,
\[
S_j(T) = c_j(T) + \varepsilon_j(T),
\]
where $|\varepsilon_j(T)| \ll h(T)^j$ and
\[
c_j(T) = \frac{S_{D(L(r-1))+j}(R)}{S_{D(L(r-1))}(T_1 \cup T_1 \cup \ldots T_{r-1})}.
\]

For $j \notin D(T)$, with $1 \leq j \leq |T|$, we have that
\[
S_j(T) = \varepsilon_j(T),
\]
where $|\varepsilon_j(T)| \ll h(T)^j$.

**Proof.** We consider the symmetric functions of order $D(L(r-1)) + j$ for $1 \leq j \leq D(T)$. For ease of notation, we set $D = D(L(r-1))$ and we denote the reference height $h(T) = h_{L(r-1)+1}$ by $h$.

Splitting the sum defining symmetric functions according to the size of the summands, we have that
\[
S_{D+j}(R) = S_D(T_1 \cup T_2 \cup \ldots \cup T_{r-1})S_j(T) + \sum_{|S^*| = D+j} \prod_{z \in S^*} (-z),
\]
(10)
where the sum in $S' \subset R$ is taken over $S' \cap (T_1 \cup T_2 \cup \ldots \cup T_{r-1} \cup T_r)^c \neq \emptyset$. Any $S'$ appearing in this proof should be understood as subject to these restrictions. Note that

$$|S_D(T_1 \cup T_2 \cup \ldots \cup T_{r-1})| = |z_1 z_2 \ldots z_D|.$$  

Every product appearing in

$$\sum_{|S'|=D+j} \prod_{z \in S'} (-z)$$

contains at least one root, $z$, outwith $T_1 \cup T_2 \cup \ldots \cup T_r$ and, for any such $z$, $|z| \ll h$. The largest $D + j - 1$ roots are $z_1, z_2, \ldots, z_{D+j-1}$. Thus we see that

$$\left| \sum_{|S'|=D+j} \prod_{z \in S'} (-z) \right| \ll |z_1 z_2 \ldots z_{D+j-1} h|.$$  

Normalising and rearranging (10) we thus see that

$$S_j(T) = S_D(T_1 \cup T_2 \cup \ldots \cup T_{r-1})^{-1} S_{D+j}(R) + \varepsilon_j(T),$$

where

$$\varepsilon_j(T) = -S_D(T_1 \cup T_2 \cup \ldots \cup T_{r-1})^{-1} \sum_{|S'|=D+j} \prod_{z \in S'} (-z).$$

To conclude, we observe that

$$|\varepsilon_j(T)| \ll |z_{D+1} z_{D+2} \ldots z_{D+j-1} h| \sim h^j,$$

as required. \qed

6. Root structure within tiers

Recall how we defined the tiers of roots in Definition 5.5, which immediately gives the separation between tiers and part of Theorem 1.1. In the regime with tiers $T_1, T_2, \ldots, T_s$, we have that

$$h(T_1) \gg h(T_2) \gg \ldots \gg h(T_s),$$

where $h(T_r) = \max_{w \in T_r} |w|$. To complete the proof of Theorem 1.1, we must establish the structure of roots within a tier. In this section, we prove Theorem 6.1 which, combined with Lemma 5.8, gives the structure Theorem 1.1.

Let us fix $T = T_r$ for some $r$, where we have that $h(T) = h_{L(r-1)+1} > 0$. For ease of notation, throughout this section, we denote by $h$ the reference height for roots in $T$, $h = h(T_r) = h_{L(r-1)+1}$. With care, we can leverage the statement of Lemma 5.8 to determine how roots in $T$ may cluster about a point.

Recall from Lemma 5.8 that, for $j \notin D(T)$, $S_j(T)$ is near vanishing. The following theorem tells us what kind of clustering can occur according to how many symmetric functions of $T$ are far from vanishing. In particular, we consider what happens when the symmetric functions, $S_j(T)$, are near vanishing away from some (unspecified) set of exceptional indices $\bar{D}(T) \subset D(T)$. 

Theorem 6.1. Suppose that, for $0 \leq j \leq D(T)$, 

$$S_j(T) = \varepsilon_j(T), \text{ for } j \notin \tilde{D}(T),$$

where $|\varepsilon_j(T)| \ll h^j$ and $\tilde{D}(T) \subset D(T)$. Then at most $\tilde{L}(T) := |\tilde{D}(T)| - 1 \leq |D(T)| - 1 = L(T)$ roots in $T$ can cluster about a point. More precisely, there is some suitably small $\epsilon > 0$ such that, for any root $w \in T$, we have $|w| \sim h > 0$ and $B(w, \epsilon h) \subset T$ contains at most $\tilde{L}(T)$ roots $w_i \in T$.

We have as a corollary of Theorem 6.1 and Lemma 5.8 the following structure theorem, of which Theorem 1.1 is a special case.

Theorem 6.2. We fix a set of exponents $0 = k_0 < k_1 < k_2 < \ldots < k_L$ and consider real polynomials whose exponents are drawn from this set. For any real polynomial $\Psi(t) = x + y_1 t^{k_1} + y_2 t^{k_2} + \ldots + y_L t^{k_L}$ with $x, y_L \neq 0$, we have the following.

We suppose that the polynomial coefficients $(x, y)$ are such that we are in the tier regime indexed by $(l_1, l_2, \ldots, l_s)$ in Definition 5.5.

The roots of $\Psi$ are stratified into $s$ tiers of roots $T_1, T_2, \ldots, T_s$, where $1 \leq s \leq L$. The tiers are separated in the sense that, if we take $w_i \in T_i$, then

$$|w_1| \gg |w_2| \gg \ldots \gg |w_s|.$$

At most $L(T_r) = l_r \leq L$ roots can cluster about a root: there is some suitable small parameter $\epsilon$ such that, for all $w \in T_r$, there are at most $L(T_r) = l_r$ roots of $\Psi$ in $B(w, \epsilon |w|)$.

We have expressed Theorem 6.1 in a slightly more general form than is required to prove Theorem 1.1. As a black box, Theorem 6.1 can give improvements to our main structure Theorem 1.1. Indeed, if it is applied with reference to our later Proposition 8.2, we can obtain 1.4. It is for this reason we have framed the theorem in terms of critical indices $\tilde{D}$, rather than $D$, since some of the symmetric functions indexed by $D$ might still be close to vanishing. Nevertheless, all of the tildes appearing in this section can safely be ignored on first reading under the assumption that there is only one tier as all of the essential ideas are contained in this case.

In this section, roots in $T$ are not ordered in terms of size: $w_1, w_2, \ldots, w_{D(T)}$ is some enumeration of the roots in $T$. Our analysis works by highlighting some of these roots, $h \subset T$, which we will assume are close together. We expand the symmetric functions in terms of these highlighted roots. We will recover some structural statements about the roots from the highlighted expansions. We denote the excluded roots by $e = T \setminus h$.

First, we state the following lemma, which is verified at a glance.
Lemma 6.3. Let $h \in \mathcal{T}$ with $|h| = m$. Then
\[ S_{D(\mathcal{T})-m}(\mathcal{T}) = \sum_{l=0}^{\min\{m,D(\mathcal{T})-m\}} S_l(h)S_{D(\mathcal{T})-m-l}(e). \]

Since we will be investigating highlighted roots that are close together, we distin-
guish one of these roots to further refine the expansion. By a suitable recursive
procedure, which is outlined in Section \ref{section:recursive}, we can apply Lemma \ref{lemma:6.3} to obtain the
following.

Lemma 6.4. Set
\[ a_m(j) = (-1)^{j-1}\binom{m-1+j}{m-1}. \]
Suppose we have $m$ highlighted roots $h = \{w_1, w_2, \ldots, w_m\} \subset \mathcal{T}$. Then,
\[ S_{D(\mathcal{T})-m}(\mathcal{T}) = (-w_{m+1})(-w_{m+2}) \cdots (-w_{D(\mathcal{T})}) \]
\[ + \sum_{j=1}^{D(\mathcal{T})-m} a_m(j)(-w_j)^{s_{D(\mathcal{T})-m-j}(\mathcal{T})} + \varepsilon_{D(\mathcal{T})-m}, \]
where
\[ |\varepsilon_{D(\mathcal{T})-m}| \lesssim \max_{w,w' \in h}|w - w'|^{D(\mathcal{T})-m-1}, \]
if $m \geq 2$ and $\varepsilon_{D(\mathcal{T})-m} = 0$ if $m = 1$.

Remark 6.5. It may appear that there is an error in the statement of Lemma
\ref{lemma:6.4} due to the apparent double counting of certain expressions. However, these are
accounted for in the error term. The reason we desire such a series expansion is
because those expressions $S_{D(\mathcal{T})-m-j}(\mathcal{T})$ are much more explicit than, for exam-
ple, $S_{D(\mathcal{T})-m-j}(e)$. Indeed, we can relate $S_{D(\mathcal{T})-m-j}(\mathcal{T})$ to the coefficients of our
original polynomial via Lemma \ref{lemma:5.8} and we have no such tools for $S_{D(\mathcal{T})-m-j}(e)$ or
$S_{j}(h)$.

Recall Definition \ref{definition:5.7} the definition of distinguished indices for a tier, $\mathcal{D}(\mathcal{T})$. It will
also be necessary to count backwards from $D(\mathcal{T})$ to 0 and pick out corresponding
critical symmetric functions of roots in the tier. We make the following further
definition of distinguished exponents for a given tier $\mathcal{T} = \mathcal{T}_r$.

Definition 6.6. We set $k_0(\mathcal{T}) = 0$,
\[ k_1(\mathcal{T}) = d_{L(\mathcal{T})}, k_2(\mathcal{T}) = d_{L(\mathcal{T})} + d_{L(\mathcal{T})-1}, \ldots, k_{L(\mathcal{T})}(\mathcal{T}) = d_{L(\mathcal{T})} + \cdots + d_{L(\mathcal{T})-1} + 1. \]
Note that $k_{L(\mathcal{T})}(\mathcal{T}) = D(\mathcal{T})$. We denote by $K(\mathcal{T})$ these exponents. Note that
\[ K(\mathcal{T}) = D(\mathcal{T}) - D(\mathcal{T}) = \{D(\mathcal{T}), D(\mathcal{T}) - D_1(\mathcal{T}), \ldots, 0\}. \]

According with Theorem \ref{theorem:6.4} if we have $\hat{L}(\mathcal{T})+1$ distinguished indices $0 = \hat{D}_0(\mathcal{T}) <
\hat{D}_1(\mathcal{T}) < \ldots < \hat{D}_{\hat{L}(\mathcal{T})}(\mathcal{T}) = D(\mathcal{T})$, given as $\hat{D}(\mathcal{T}) \subset D(\mathcal{T})$, then, corresponding
with the above, we set $\hat{K}(\mathcal{T}) = D(\mathcal{T}) - \hat{D}(\mathcal{T})$. Naturally, we enumerate $\hat{K}(\mathcal{T})$ by
$0 = \hat{k}_0 < \hat{k}_1 < \ldots < \hat{k}_{\hat{L}(\mathcal{T})}$. 
With this notation and our series expansion tools, we are now ready to carry out the analysis of how roots can cluster within $\mathcal{T}$.

**Proof of Theorem 6.1** In this proof, we use the notation $D = D(\mathcal{T}) = |\mathcal{T}|$, $\tilde{L} = \tilde{L}(\mathcal{T}) = |\tilde{D}(\mathcal{T})| - 1$, $\tilde{D}(j) = \tilde{D}_j(\mathcal{T})$, $\tilde{k}_j = \tilde{k}_j(\mathcal{T})$.

We suppose, by way of contradiction, that, given some small $\epsilon > 0$, there exist roots $w_1, w_2, \ldots, w_{\tilde{L}+1} \in B(w_1, \epsilon h) \cap \mathcal{T}$. Working with the symmetric functions $S_{D-1}(\mathcal{T})$, $S_{D-2}(\mathcal{T})$, $\ldots$, $S_{D-(\tilde{L}+1)}(\mathcal{T})$ we will derive a system of equations which has no solution.

We can apply Lemma 6.4 to obtain the following. For highlighted roots $\tilde{h} \subset \{w_1, w_2, \ldots, w_{\tilde{L}+1}\} \subset \mathcal{T}$ containing $m$ elements, we have

$$S_{D-m}(\mathcal{T}) = (-w_{m+1})(-w_{m+2}) \cdots (-w_D) + \sum_{j=1}^{D-m} a_m(j)(-w_1)^j S_{D-m-j}(\mathcal{T}) + \varepsilon_{D-m}(\tilde{h}),$$

where $|\varepsilon_{D-m}(\tilde{h})| \ll h^{D-m}$. For $m + 1 \leq l \leq \tilde{L} + 1$, replacing instances of $(-w_l)$ with $(-w_1) + ((-w_l) - (-w_1))$ and observing that $|w_l - w_1| \leq \epsilon h$, we find that

$$S_{D-m}(\mathcal{T}) = (-w_1)^{L+1-m}(-w_{L+2})(-w_{L+3}) \cdots (-w_D) + \sum_{j=1}^{D-m} a_m(j)(-w_1)^j S_{D-m-j}(\mathcal{T}) + \varepsilon_{D-m}^{(1)},$$

where $|\varepsilon_{D-m}^{(1)}| \lesssim \epsilon h^{D-m}$.

Dividing through by $(-w_1)^{L+1-m}$, we obtain

$$(-w_1)^{m-(\tilde{L}+1)} S_{D-m}(\mathcal{T}) = (-w_{L+2}) \cdots (-w_D) + \sum_{j=1}^{D-m} a_m(j)(-w_1)^{j+m-(\tilde{L}+1)} S_{D-m-j}(\mathcal{T}) + \varepsilon_{D-m}^{(2)},$$

where $|\varepsilon_{D-m}^{(2)}| \lesssim \epsilon h^{D-(\tilde{L}+1)}$.

Many of the terms appearing in the above sum are near vanishing. To pick out the significant terms, we observe $D - m - j \in \tilde{D}(\mathcal{T})$ requires that $j = D(\mathcal{T}) - \tilde{D}_i(\mathcal{T}) - m$ for $0 \leq i \leq \tilde{L}$. The relevant set of indices $j$ is precisely the positive elements of $\tilde{K}(\mathcal{T}) - m$. Thus, we find

$$(-w_1)^{m-(\tilde{L}+1)} S_{D-m}(\mathcal{T}) = (-w_{L+2}) \cdots (-w_D) + \sum_{j \in \tilde{K}(\mathcal{T}) - m} a_m(j)(-w_1)^{j+m-(\tilde{L}+1)} S_{D-m-j}(\mathcal{T}) + \varepsilon_{D-m}^{(3)},$$

(12)

where $\varepsilon_{D-m}^{(3)}$ is an error term with $|\varepsilon_{D-m}^{(3)}| \lesssim \epsilon h^{D-(\tilde{L}+1)}$. The normalised symmetric functions appearing in the sum are precisely $(-w_1)^{\tilde{k}_i-(\tilde{L}+1)} S_{D(\tilde{L}-i)}(\mathcal{T})$ where $\tilde{D}(\tilde{L}-
\( i \) \( \in \mathcal{D} \) and \( \hat{D}(\hat{L} - i) < D - m \). Observe that, from Lemma 6.4, \( a_m(0) = (-1) \) so that, if \( D - m \in \mathcal{D} \), then (12) can be rearranged to

\[
\varepsilon_{D-m}^{(4)} = (-w_{L+2}) \cdots (-w_D) + \sum_{j \in \mathcal{K}(T)-m}^{D-m} a_m(j)(-w_1)^{j+(L+1)}S_{D-m-j}(\mathcal{T}), \tag{13}
\]

where \( \varepsilon_{D-m}^{(4)} \) is an error term with \( |\varepsilon_{D-m}^{(4)}| \leq h^{D-(L+1)} \). In fact, (13) is valid for all \( m \) since, if \( D - m \notin \mathcal{K} \), then \( |(-w_1)^{m-(L+1)}S_{D-m}(\mathcal{T})| \leq h^{D-(L+1)} \).

We set

\[
\bar{\varepsilon} = \begin{pmatrix} (-w_{L+2}) & (-w_{L+3}) & \cdots & (-w_D) \\ (-w_1)^{k_1-(L+1)}S_{D(L-1)} & \vdots & \vdots \\ (-w_1)^{k_L-(L+1)}S_{D(L-L)} \end{pmatrix}, \quad \bar{\varepsilon} = \begin{pmatrix} \varepsilon_{D-1}^{(4)} \\ \vdots \\ \varepsilon_{D-(L+1)}^{(4)} \end{pmatrix}.
\]

Bringing the equations (13) for \( 1 \leq m \leq \hat{L} + 1 \) together, we have a matrix equation

\[
\bar{\varepsilon} = M\bar{\varepsilon}, \tag{14}
\]

with \( M \) as specified below. Recall, from Lemma 6.4, that \( a_m(j) = (-1)^{j-1} \binom{m-1+j}{m-1} \) so that \( a_m(j - m) = (-1)^{j-m-1} \binom{j-1}{m-1} \).

Let us first give an example of \( M \). When \( \hat{L} = 2 \), and \( k_1 > 3 \) we have

\[
M = \begin{pmatrix} 1 & (-1)^{k_1-2} & (-1)^{k_2-2} \\ 1 & (-1)^{k_1-3}(k_1-1) & (-1)^{k_2-3}(k_2-1) \\ 1 & (-1)^{k_1-4}(\frac{1}{2}(k_1-2))(k_1-1) & (-1)^{k_2-4}(\frac{1}{2}(k_2-2))(k_2-1) \end{pmatrix}.
\]

Let us give an example of \( M \) when it contains some zero entries. This happens, for example, if \( \hat{L} = 2 \) and \( k_2 > 3 \) but \( k_1 = 2 \). In this case,

\[
M = \begin{pmatrix} 1 & (-1)^{k_1-2} & (-1)^{k_2-2} \\ 1 & -1 & (-1)^{k_2-3}(k_2-1) \\ 1 & 0 & (-1)^{k_2-4}(\frac{1}{2}(k_2-2))(k_2-1) \end{pmatrix}.
\]

In general, \( M \) is an \( (\hat{L} + 1) \times (\hat{L} + 1) \) matrix. According with (13), we must be sensitive to whether \( \mathcal{K} - m \) contains negative elements distinct from \(-m\) (as these do not appear in the sum). To account for these, it is useful to express

\[
a_m(\hat{k}_b - m) = \binom{\hat{k}_b - 1}{m-1} = \frac{1}{(m-1)!} \prod_{i=1}^{m-1} (\hat{k}_b - i). \tag{15}
\]

For \( b \geq 1 \), the expression on the right hand side of (15) is equal to 0 when \( \hat{k}_b < m \). If \( b \geq 1 \) and \( \hat{k}_b - (\hat{L} + 1) < 0 \), then, for \( m > \hat{k}_b \), \( \frac{1}{(m-1)!} \prod_{i=1}^{m-1} (\hat{k}_b - i) = 0 \). Observe
also that 1 = \(-1\)^{-m-1} \prod_{i=1}^{m-1} (0 - i). Thus, for 1 \leq m \leq \hat{L} + 1 and 1 \leq b \leq \hat{L} + 1 the matrix entry \(M(m, b)\) is given by

\[
M(m, b) = \frac{(-1)^{\hat{k}_{b-1} - m - 1}}{(m - 1)!} \prod_{i=1}^{m-1} (\hat{k}_{b-1} - i).
\] (16)

We claim that \(M\) is invertible. Let us suppose, for now, that the claim holds and see how the result follows. Using the fact that \(M\) is invertible, we find from (14) that

\[|\varepsilon| \sim h^{D-(\hat{L}+1)}.\]

Throughout, we have tracked error terms so that \(|\varepsilon| \ll h^{D-(\hat{L}+1)}\). As such, we have a contradiction. Therefore, \(B(w_1, \varepsilon|w_1|)\) can contain at most \(\tilde{L}\) roots.

Let us now prove the claim. First, let’s multiply the \(j\)th column of \(M\) by \((-1)^{\hat{k}_j}\) and call the resulting matrix \(\tilde{M}\). We work to show the column vectors of \(\tilde{M}\) are linearly independent via a Taylor expansion. Observe that the columns of \(\tilde{M}\) are evaluations of the vector polynomial

\[
p(t) = \begin{pmatrix}
1 \\
- (t - 1) \\
\frac{1}{2!} (t - 1)(t - 2) \\
\vdots \\
(-1)^j \frac{1}{\hat{L}!} (t - 1)(t - 2) \ldots (t - \hat{L})
\end{pmatrix}
\]

at the points \(t = 0, \hat{k}_1, \ldots, \hat{k}_\hat{L}\). Considering the Maclaurin expansion, we can express \(p(t)\) as a matrix transformation of the curve,

\[
q(t) = \begin{pmatrix}
1 \\
t \\
\frac{1}{2!} t^2 \\
\vdots \\
\frac{1}{\hat{L}!} t^\hat{L}
\end{pmatrix}.
\]

Note that, since the \(j\)th component of \(p\) is a degree \(j - 1\) polynomial, we can write

\[
p(t) = Tq(t),
\]

where \(T\) is an upper triangular matrix. It is easy to see that, along the diagonal, the entries are non-zero, so that \(T\) is invertible. It is well known that \(\hat{L}\) distinct points on the moment curve

\[
r(t) = \begin{pmatrix}
t \\
\frac{1}{2!} t^2 \\
\vdots \\
\frac{1}{\hat{L}!} t^\hat{L}
\end{pmatrix}
\]

are in general position. We thus see that

\[
\dim \text{span} \left\{ q(0), q(\hat{k}_1), \ldots, q(\hat{k}_\hat{L}) \right\} \\
= 1 + \dim \text{span} \left\{ r(\hat{k}_1), \ldots, r(\hat{k}_\hat{L}) \right\}
\]
\[
\begin{align*}
= \tilde{L} + 1.
\end{align*}
\]

We also know, since \( T \) is invertible, that
\[
\dim \text{span} \left\{ Tq(0), Tq(\tilde{k}_1), \ldots, Tq(\tilde{k}_L) \right\}
= \dim \text{span} \left\{ q(0), q(\tilde{k}_1), \ldots, q(\tilde{k}_L) \right\}
= \tilde{L} + 1.
\]

Therefore, the column vectors of \( \tilde{M} \) are linearly independent, completing the proof that \( \tilde{M} \), and thus \( M \), is invertible. \( \square \)

7. A series expansion lemma; proof of Lemma 6.4

In this section, we work to prove our main series expansion Lemma 6.4. The work is of a rather combinatorial flavour. Lemma 6.4 is a corollary of Lemmas 7.1 and 7.2.

Lemma 7.1. For \( m \) highlighted roots, \( h \), including \( w_1 \) and \( D - m \) excluded roots \( \varepsilon \text{=} T \text{\setminus} h \), the symmetric function \( S_{D-m}(T) \) can be expressed as
\[
S_{D-m}(T) = S_{D-m}(\varepsilon) + \sum_{j=1}^{D-m} a_m(j, m)(-w_1)^j S_{D-m-j}(T) + \varepsilon_{D-m},
\]
where \( |\varepsilon_{D-m}| \lesssim \max_{w, w' \in \tilde{h}} |w - w'| h^{D-m}, \) if \( D \geq m \geq 2 \), and \( \varepsilon_{D-m} = 0 \), if \( m = 1 \). The coefficients \( a_m(j, m) \) are outlined in the following. We first set \( b = \max\{1, m-(D-m)+1\} \). We have that \( a_m(\cdot, \cdot) \) is the solution of the below recurrence relation:
\[
a_m(1, m) = \binom{m}{m-1}, a_m(1, m-1) = \binom{m}{m-2}, \ldots, a_m(1, b) = \binom{m}{b-1},
\]
\[
a_m(1, l) = 0, \text{ for } l \leq b - 1 \text{ or } l \geq m + 1,
\]
\[
a_m(j + 1, l) = a_m(j, l - 1), \text{ for } l \leq b - 1 \text{ or } l \geq m + 1,
\]
\[
a_m(j + 1, l) = -\binom{m}{l-1} a_m(j, m) + a_m(j, l - 1), \text{ for } b \leq l \leq m.
\]

In the case that \( m \leq D - m \), i.e. \( b = 1 \), we include a figure representing a step of the recursion for those \( 1 \leq l \leq m \). Figure 4 represents the dynamics taking us one step from \( \{a_m(j, m), \ldots, a_m(j, 1)\} \) to \( \{a_m(j + 1, m), \ldots, a_m(j + 1, 1)\} \), where each arrow represents addition. We suppress the first argument of \( a_m \).

Lemma 7.2. Let \( a_m(\cdot, \cdot) \) satisfy the recurrence relation (17). For \( b \leq l \leq m \) and \( 1 \leq j \leq D - m \),
\[
a_m(j, l) = (-1)^{j-1} \binom{m - 1 + j}{l - 1} \binom{m - 1 + j - l}{j - 1}.
\]

In particular,
\[
a_m(j, m) = (-1)^{j-1} \binom{m - 1 + j}{m - 1},
\]
for \( 1 \leq j \leq D - m \).
Now we turn to the derivation of our desired series expansion in terms of the above specified recurrence relation.

Proof of Lemma 7.1. Take $m$ highlighted roots $h = \{w_1, w_2, \ldots, w_m\}$. We work from Lemma 6.3 which gives

$$S_{D-m}(T) - S_{D-m}(e) = \sum_{l=1}^{\min(D-m,m)} S_l(h)S_{D-m-l}(e).$$

We perform an iterative procedure to obtain the recurrence relation (17). It is obtained by expressing each of the highest order $S_j(e)$ in terms of lower order $S_l$ and each $S_{j-l}(h)$ in terms of a distinguished root $w_1$. One step of this procedure corresponds to first replacing the instance of $S_j(e)$ with the largest index $j$ with $S_j(T) - \sum S_l(h)S_{j-l}(e)$ and then replacing instances of $S_l(h)$ with $(-w_1)^{j-l} + \varepsilon_i(h)$, where $|\varepsilon_i(h)| \lesssim \max_{w,w' \in h} |w - w'|^{h-1}$.

Let us first consider the simpler case of $m = 1$. We see that

$$S_{D-1}(T) - S_{D-1}(e) = (-w_1)S_{D-2}(e) = a'_1(1,1)(-w_1)S_{D-3}(e).$$

This gives our initialisation of the recurrence relation, with $a'_1(1,1) = 1$ with $a'_1(1,l) = 0$ for $l \neq 1$. To begin the recurrence, we substitute $S_{D-2}(e) = S_{D-2}(T) - (-w_1)S_{D-3}(e)$, which gives

$$S_{D-1}(T) - S_{D-1}(e) = (-w_1)S_{D-2}(T) - (-w_1)^2S_{D-3}(e)$$

$$= a'_1(2,2)(-w_1)S_{D-2}(T) + a'_1(2,1)(-w_1)^2S_{D-3}(e),$$

so that $a'_1(2,2) = a'_1(1,1) = 1$ and $a'_1(2,1) = -1 = -a'_1(1,1) + a'_1(1,0)$. This continues until we have eliminated all appearances of the $S_l(h)$ and $S_l(T)$ for $l > 1$, the recurrence relation is seen to be $a'_1(j+1,1) = -a'_1(j,1) = -a'_1(j,1) + a'_1(j,0)$ for $j \leq D - 1$ and $a'(j+1,l) = a'(j,l-1)$ for $l \neq 1$. 

Figure 4. A step of the recursion (17).
In the case where \( m \geq 2 \), it is harder to work with exact expressions, so we will introduce appropriate error terms. We distinguish the root \( w_1 \in \mathbb{k} \). Note that, wherever \( S_j(\mathbb{k}) \) appears, we can write \( S_j(\mathbb{k}) = (m_j)(-w_1)^l + \varepsilon_j(\mathbb{k}) \), where \( |\varepsilon_j(\mathbb{k})| \lesssim \max_{w, w' \in \mathbb{k}} |w - w'| h^{-1} \), if \( m \geq 2 \). This is seen by replacing any instance of \( w_j \) for \( 2 \leq j \leq m \) with \( w_j = w_1 + (w_j - w_1) \): the term resulting from the difference on the right hand side of this equation is cast into the error term \( \varepsilon_j(\mathbb{k}) \).

For our initialisation, we first modify all terms featuring highlighted roots by introducing an appropriate error and find that

\[
S_{D-m}(T) - S_{D-m}(\epsilon) = \sum_{l=1}^{\min\{m, D-m\}} S_l(\mathbb{k}) S_{D-m-l}(\epsilon)
= \sum_{l=1}^{\min\{m, D-m\}} \binom{m}{l}(-w_1)^l S_{D-m-l}(\epsilon) + \sum_{l=1}^{\min\{m, D-m\}} \varepsilon_l(\mathbb{k}) S_{D-m-l}(\epsilon)
= \sum_{l \geq 1} a'_m(1, m + 1 - l)(-w_1)^l S_{D-m-l}(\epsilon) + \varepsilon^{(0)}_{D-m}, \tag{19}
\]

where \( a'_m(1, l) = \binom{m}{l} \) for \( 1 \leq l \leq \min\{m, D-m\} \) and \( a'_m(1, l) = 0 \) for \( l > \min\{m, D-m\} \) or \( l \leq 0 \). Here \( \varepsilon_{D-m} := \sum_{l=1}^{\min\{m, D-m\}} \varepsilon_l(\mathbb{k}) S_{D-m-l}(\epsilon) \) is easily verified to satisfy the required error bound \( |\varepsilon^{(0)}_{D-m}| \lesssim \max_{w, w' \in \mathbb{k}} |w - w'| h^{D-m-1} \).

Note that, although \( S_j(\epsilon) \) appearing in the sum \( \text{[19]} \) is not defined for \( j > D-m \) or \( j < 0 \), the corresponding terms should not be considered as part of the sum since the corresponding coefficients are 0. We write the initialisation as an infinite series expansion in this way because it makes the expression of our recursion more convenient.

As the first step of the recursion, we will use the equation

\[
S_{D-m-1}(\epsilon) = S_{D-m-1}(T) - \sum_{j=1}^{\min\{m, D-m-1\}} S_j(\mathbb{k}) S_{D-m-1-j}(\epsilon)
= S_{D-m-1}(T) - \sum_{j \in \mathbb{Z}} I_1(j) \binom{m}{j}(-w_1)^j S_{D-m-1-j}(\epsilon) + \varepsilon^{(0,1)}_{D-m-1}(\mathbb{k}), \tag{20}
\]

where \( I_1 = [1, \min\{m, D-m-1\}] \) and \( \varepsilon^{(0,1)}_{D-m-1} := \sum_{j \in \mathbb{Z}} I_1(j) \varepsilon_j(\mathbb{k}) S_{D-m-1-j}(\epsilon) \) satisfies \( |\varepsilon^{(0,1)}_{D-m-1}(\mathbb{k})| \lesssim \max_{w, w' \in \mathbb{k}} |w - w'| h^{D-m-2} \).

To carry out the first step of our recursive procedure, we substitute \( \text{[20]} \) into \( \text{[19]} \). We end up with

\[
S_{D-m}(T) - S_{D-m}(\epsilon)
= a'_m(1, m)(-w_1) S_{D-m-1}(T) + \sum_{j \in \mathbb{Z}} I_1(j) \binom{m}{j}(-a'_m(1, m))(-w_1)^j + 1 S_{D-m-1-j}(\epsilon)
+ a'_m(1, m)(-w_1) \varepsilon^{(0,1)}_{D-m-1}(\mathbb{k})
+ \sum_{l \geq 2} a'_m(1, m + 1 - l)(-w_1)^l S_{D-m-l}(\epsilon) + \varepsilon^{(0)}_{D-m}(\mathbb{k})
\]
\[ a'_m(1, m)(-w_1)S_{D-m-1}(T) + \sum_{j \in \mathbb{Z}} \mathbbm{1}_{I_1}(j) \left( \begin{pmatrix} m \\ j \end{pmatrix} \right)(-a'_m(1, m))(-w_1)^{j+1}S_{D-m-1-j}(e) \]
\[ + \sum_{j \geq 1} a'_m(1, m - j)(-w_1)^{j+1}S_{D-m-1-j}(e) + \varepsilon^{(1)}_{D-m}(h) \]
\[ = \sum_{l \leq 0} a'_m(2, m + 1 - l)(-w_1)^{l+1}S_{D-m-1-l}(T) \]
\[ + \sum_{l \geq 1} a'_m(2, m + 1 - l)(-w_1)^{l+1}S_{D-m-1-l}(e) + \varepsilon^{(1)}_{D-m}(h) \]

where \( |\varepsilon^{(1)}_{D-m}(h)| \ll \hbar^{D-m} \) and
\[ a'_m(2, m + 1 - l) = -\mathbbm{1}_{I_1}(l) \left( \begin{pmatrix} m \\ l \end{pmatrix} \right) a'_m(1, m) + a'_m(1, m - l). \quad (21) \]

The procedure continues. The recurrence relation we get is
\[ a'_m(j + 1, m + 1 - l) = -\mathbbm{1}_{I_j}(l) \left( \begin{pmatrix} m \\ l \end{pmatrix} \right) a'_m(j, m) + a'_m(j, m - l), \quad (22) \]

where
\[ I_j := [1, \min \{m, D - m - j\}], \quad (23) \]

where, if \( \min \{m, D - m - j\} \) should be understood as a void interval, i.e. \( I_j = \emptyset \). The indicator function \( \mathbbm{1}_{I_j} \) appearing in \( (22) \) simply ensures that we do not pick up any symmetric functions below \( S_0(T) \) in our series expansion.

Looking at \( (22) \) and \( (23) \), we can see that, for \( j \geq D - m \), \( a'_m(j + 1, l) = a'_m(j, l) \) for all \( l \). This reflects the fact that we can only carry out the iteration procedure, where we replace instances of \( S_{D-m-j}(e) \) with \( S_{D-m-j}(T) \), an error, and terms involving \( S_{D-m-j'}(e) \) for \( j' > j, D - m - 1 \) times. The derived series expansion for \( S_{D-m}(T) - S_{D-m}(e) \) is
\[ S_{D-m}(T) - S_{D-m}(e) \]
\[ = \sum_{l \leq 0} a'_m(2, m + 1 - l)(-w_1)^{l+1}S_{D-m-1-l}(T) + \sum_{l \geq 1} a'_m(2, m + 1 - l)(-w_1)^{l+1}S_{D-m-1-l}(e) \]
\[ + \varepsilon^{(1)}_{D-m}(h) \]
\[ = \sum_{l \leq 0} a'_m(3, m + 1 - l)(-w_1)^{l+2}S_{D-m-2-l}(T) + \sum_{l \geq 1} a'_m(3, m + 1 - l)(-w_1)^{l+2}S_{D-m-2-l}(e) \]
\[ + \varepsilon^{(2)}_{D-m}(h) \]
\[ = \ldots \]
\[ = \sum_{l \leq 0} a'_m(j' + 1, m + 1 - l)(-w_1)^{l+j'}S_{D-m-j'-1}(T) + \sum_{l \geq 1} a'_m(j' + 1, m + 1 - l)(-w_1)^{l+j'}S_{D-m-j'-1}(e) \]
\[ + \varepsilon^{(j')}_{D-m}(h). \]

Taking \( j' = D - m - 1 \), we find that
\[ S_{D-m}(T) - S_{D-m}(e) = \sum_{l \leq 0} a'_m(D - m, m + 1 - l)(-w_1)^{l+D-m-1}S_{1-l}(T) \]
\[ + \sum_{l \geq 1} a'_m(D - m, m + 1 - l)(-w_1)^{l+D-m-1}S_{1-l}(e) + \varepsilon^{(D-m-1)}_{D-m}(h) \]
Now observe that, for relation (17). However, the terms that appear in the series expansion are $a_m^l(D-m, m+1-l)$. One can easily see that the recurrence relation (22) differs from the recurrence relation (17). We apply the relevant forward expression to see that, for $1 \leq j \leq m$, we have

$$S_{D-m}(T) - S_{D-m}(\epsilon) = \sum_{1 \leq j \leq D-m} a_m^j(j, m)(-w_1)jS_{D-m-j}(T) + \varepsilon_D^{D-m-1}(\varepsilon).$$

One can easily see that the recurrence relation (22) differs from the recurrence relation (17). However, the terms that appear in the series expansion are $a_m^j(j, m)$ for $1 \leq j \leq D - m$ and it can be verified that these coincide with the same $a_m^j(j, m)$.

**Proof of Lemma 7.2.** We want to show that, for $b \leq l \leq m$ and $1 \leq j \leq D - m,$

$$a_m(j, l) = (-1)^{j-1}\left(\binom{m-1+j}{l-1}\binom{m-1+j-l}{j-1}\right),$$

(24)

where $a_m$ satisfies the recurrence relation (17). This is true for $j = 1$ by definition. We now work by induction. We must show that the right hand side of (24) satisfies the recurrence relation (17). We apply the relevant forward expression to see that, for $b \leq l \leq m$ and $j \geq 1$,

$$-\left(\frac{m}{l-1}\right)(-1)^{j-1}\left(\binom{m-1+j}{m-1}\right) + (-1)^{j-1}\left(\binom{m-1+j}{l-2}\binom{m+j-l}{j-1}\right)$$

$$= (-1)^j\left(\frac{m!}{(l-1)!(m-l+1)!}\cdot \frac{(m-1+j)!}{j!(m-1)!} - \frac{(m+j-1)!}{(m+j-l+1)!(l-2)!}\cdot \frac{(m+j-l)!}{(j-1)!(m-l+1)!}\right)$$

$$= (-1)^j\left(\frac{(m-1+j)!}{(l-1)!(m+j-l+1)!}\right)\left(\frac{m(m+j-l+1)!}{(m-l+1)!j!} - \frac{(m+j-l)!(l-1)}{(j-1)!(m-l+1)!}\right)$$

$$= (-1)^j\left(\frac{(m-1+j)!}{(l-1)!(m+j-l+1)!}\right)\left(\frac{(m+j-l)!}{j!(m-l+1)!}\right)(m(m+j-l+1) - (l-1)j)$$

$$= (-1)^j\left(\frac{(m-1+j)!}{(l-1)!(m+j-l+1)!}\right)\left(\frac{(m+j-l)!}{j!(m-l+1)!}\right)((m+j)(m+1-l))$$

$$= (-1)^j\left(\frac{m+j}{l-1}\right)\left(\binom{m+j-l}{j}\right),$$

as required. \qed
Part 2. Explicit root structure

In Section 5, we introduced certain reference heights. These reference heights provided an essential scaffold for our root structure analysis. Nevertheless, the tools developed so far tell us nothing explicit about even the size of the reference heights. The reference heights were given in terms of the size of certain roots and thus depended implicitly on the coefficients of our polynomial Ψ. In this section, we establish an explicit toolkit for estimating reference heights, from which we are then able to obtain refined structural statements.

We also consider the rough factorisation of monic Ψ into polynomials corresponding with each tier. We provide an explicit factorised polynomial

\[ \tilde{\Psi}(t) = \prod_{s=1}^{r} \tilde{\Psi}_r(t). \]

Our analysis results in a further tool for root finding, in that a suitable small neighbourhood of the roots of the polynomial factor \( \tilde{\Psi}_l \) will contain the roots of \( \Psi \) in the tier \( T_l \).

8. Root tier stratification

We have defined the tier structure in terms of reference heights about which we have no a priori information. The following lemma outlines a useful procedure for estimating the reference heights in an unknown regime.

In this section, we prove our explicit tool for estimating the heights of roots, Lemma 8.1. We also prove Theorem 1.4. This is a direct corollary of our later Proposition 8.2 considered with reference to Theorem 6.1.

Lemma 8.1. We fix a set of exponents \( k_1 < k_2 < \ldots < k_L \) and consider polynomials

\[ \Psi(t) = x + y_1 t^{k_1} + \ldots + y_L t^{k_L}, \]

with \( y_L \neq 0 \). The roots of \( \Psi \) are structured into tiers, \( T_1, T_2, \ldots T_s \), according with Theorem 1.7. There exists an algorithm outputting a sequence of height estimates \( \eta_1 \geq \eta_2 \geq \ldots \geq \eta_a \), where \( 1 \leq s \leq a \leq L \), which satisfy the following.

Associated with \( \eta_1, \eta_2, \ldots \eta_a \) are indices \( 0 = \alpha(0), \alpha(1), \alpha(2), \ldots, \alpha(a) \) such that

\[ \eta_j^{D(\alpha(j)) - D(\alpha(j-1))} = \frac{y_L - \alpha(j)}{y_L - \alpha(j-1)}. \]

For each \( 0 \leq b < a \), we proceed by setting

\[ \eta_{b+1} = \max_{\alpha(b) < j \leq L} \left| \frac{y_L - j}{y_L - \alpha(b)} \right| \left| \frac{D(\alpha(j)) - D(\alpha(b))}{D(\alpha(j+1)) - D(\alpha(b))} \right|. \]

There exist \( 0 = \beta(0), \beta(1), \beta(2), \ldots \beta(s) = a \) such that

\[ \eta_j \sim h(T_r), \text{ for } \beta(r-1) < j \leq \beta(r). \]

Furthermore, \( \alpha(\beta(r)) = L(r) \), with the \( l_j \) and \( L(j) \) defined as in Definition 5.5.
We can reformulate the previous comparison as follows: for \( \alpha(j) \) with \( L(r-1) + 1 \leq \alpha(j) \leq L(r) \),
\[
\eta_j \sim h(T_i). \tag{25}
\]

Proof. Suppose we are in the regime indexed by \((l_1, l_2, \ldots, l_s)\), as in Definition 5.5. We can easily verify that
\[
|S_{D(L(i))}(\mathcal{R})| \sim h(T_1)^{D(T_1)} \ldots h(T_s)^{D(T_s)}. \tag{26}
\]
Indeed, \((-z_1)(-z_2)\ldots(-z_{D(L(i))})\) is the term of largest magnitude appearing in the sum \(S_{D(L(i))}(\mathcal{R})\) and it is comparable in magnitude to \(h(T_1)^{D(T_1)} \ldots h(T_s)^{D(T_s)}\).

Since they must include a root from a smaller tier, all the remaining terms in the sum \(S_{D(L(i))}(\mathcal{R})\) are bounded in magnitude by
\[
h(T_1)^{D(T_1)} \ldots h(T_i)^{D(T_i)-1}h(T_{i+1}) \ll h(T_1)^{D(T_1)} \ldots h(T_s)^{D(T_s)}. \tag{27}
\]
Similarly, note that, for \(L(t-1) + 1 \leq j \leq L(t)\),
\[
|S_{D(j)}(\mathcal{R})| \ll h(T_1)^{D(T_1)}h(T_2)^{D(T_2)} \ldots h(T_t)^{D(T_t)-D(L(t-1))}. \tag{28}
\]
Set
\[
\eta_1 = \max_{1 \leq j \leq L} |S_{D(j)}(\mathcal{R})|^{\frac{1}{D(T)}} = |S_{D(\alpha(1))}(\mathcal{R})|^{\frac{1}{D(\alpha(1))}} = \left[ \frac{y_L - \alpha(1)}{y_L} \right]^{\frac{1}{D(\alpha(1))}}.
\]
Since all roots are bounded in magnitude by \(h(T_1)\) and, from (26), \(S_{D(L(i))}(\mathcal{R}) \sim h(T_1)^{D(L(i))}\), we then see that \(\eta_1 \sim h(T_1)\).

Next, we set
\[
\eta_2 = \max_{\alpha(1) < j \leq L} \left[ \frac{S_{D(j)}(\mathcal{R})}{S_{D(\alpha(1))}(\mathcal{R})} \right]^{\frac{1}{D(j) - D(\alpha(1))}} = \left[ \frac{y_L - \alpha(2)}{y_L - \alpha(1)} \right]^{\frac{1}{D(\alpha(2)) - D(\alpha(1))}}.
\]
Having determined \(\eta_1, \eta_2, \ldots, \eta_k\) and corresponding \(\alpha(1), \alpha(2), \ldots, \alpha(i) < L\), we set
\[
\eta_{k+1} = \max_{\alpha(i) < j \leq L} \left[ \frac{S_{D(j)}(\mathcal{R})}{S_{D(\alpha(i))}(\mathcal{R})} \right]^{\frac{1}{D(j) - D(\alpha(i))}} = \left[ \frac{y_L - \alpha(i+1)}{y_L - \alpha(i)} \right]^{\frac{1}{D(\alpha(i+1)) - D(\alpha(i))}}. \tag{28}
\]
We wish to ensure that at least one height estimate corresponds to every reference height. This is ensured provided \(h_i(r) \gg h_i(r+1)\) for each \(1 \leq r \leq s\) with suitable constants in Definition 5.5. In the procedure defined above, we show that each \(y_L - L(i)\) appears in one of the expressions for \(\eta_j\), (28). Furthermore, for terms picked up in the procedure, the bound (27) can be upgraded to a comparison. We show this inductively.
First, take the largest $0 \leq \alpha(\beta_1 - 1)$ such that $\alpha(\beta_1 - 1) < L(1)$. Observe that

$$\left| S_{D(1)}(\mathcal{R}) \right|^{\frac{1}{\beta(\beta_1 - 1)}} = \left| \frac{y_{L(1)} - y_{L}}{y_{L}} \right|^{\frac{1}{\beta(\beta_1 - 1)}} \sim h(\mathcal{T}_1),$$

by (26). Thus we can see, by definition of our height estimates, that, if $\alpha(\beta_1 - 1) > 0$, then $\left| S_{D(\alpha(\beta_1 - 1))}(\mathcal{R}) \right|^{\frac{1}{\beta(\beta_1 - 1)}} \sim h(\mathcal{T}_1)$. Considering (27), we then see that either $\alpha(\beta_1 - 1) = 0$ or

$$\left| S_{D(\alpha(\beta_1 - 1))}(\mathcal{R}) \right|^{\frac{1}{\beta(\beta_1 - 1)}} \sim h(\mathcal{T}_1).$$

(29)

We now wish to show that $\alpha(\beta_1) = L(1)$. Suppose for contradiction that $\alpha(\beta_1) > L(1)$. Set $\tilde{h} = h(\mathcal{T}_2)$ and $h = h(\mathcal{T}_1)$. We know that $\tilde{h} \ll h$. Using the equations (27) and (29) to bound the size of the symmetric functions in terms of height estimates, we see that

$$\eta_{\beta_1} = \left| \frac{y_{L} - \alpha(\beta_1)}{y_{L} - \alpha(\beta_1 - 1)} \right|^{\frac{1}{\beta(\beta_1 - 1)}} \sim \left| \frac{S_{D(\alpha(\beta_1))}(\mathcal{R})}{S_{D(\alpha(\beta_1 - 1))}(\mathcal{R})} \right|^{\frac{1}{\beta(\beta_1 - 1)}} \sim h(\mathcal{T}_1),$$

This contradicts the definition of $\eta_{\beta_1}$, so we must have that $\alpha(\beta_1) = L(1)$. Furthermore, for $0 = \beta(0) < i \leq \beta(1) = \beta_1$,

$$\eta_i \sim h(\mathcal{T}_1).$$

We proceed inductively. Fix some index $r$. Suppose that $\beta(r - 1)$ is such that $\alpha(\beta(r)) = L(\tilde{r})$ for $1 \leq \tilde{r} \leq r - 1$ and, for $1 \leq \tilde{r} < r$ and $\beta(\tilde{r} - 1) < i \leq \beta(\tilde{r})$,

$$\eta_i \sim h(\mathcal{T}_r).$$

Similarly to our proof of (29), it is routine to verify that

$$\left| \frac{y_{L(1)} - y_{L}}{y_{L(r-1)}} \right|^{\frac{1}{\beta(\beta(r-1))}} \sim \left| \frac{S_{D(L(1))}(\mathcal{R})}{S_{D(\alpha(L(1))}(\mathcal{R})} \right|^{\frac{1}{\beta(\beta(r-1))}} \sim h(\mathcal{T}_r),$$

we easily see that, for $\beta(r - 1) < i \leq \beta(r)$,

$$\eta_i \sim h(\mathcal{T}_r).$$
As a consequence of (30) and (31), we find that, for $\beta(r - 1) < i \leq \beta(r)$,
\[
|S_{D(\alpha(i))}(R)| = \left| \prod_{l=1}^{i} \eta_{l} D(\alpha(l)) - D(\alpha(l-1)) \right|
\]
\[
\sim h(T_{1})^{D(T_{1})} h(T_{2})^{D(T_{2})} \ldots h(T_{r-1})^{D(T_{r-1})} h(T_{r})^{D(\alpha(i)) - D(L(r-1))}.
\]
As previously, we now wish to show that $\alpha(\beta_{r}) = L(r)$. Suppose, then, to find a contradiction, that $\alpha(\beta_{r}) > L(r)$. Similarly to (32), we find, setting $h = h(T_{r})$ and $\tilde{h} = h(T_{r+1})$, that
\[
\eta_{\beta_{r}} = \left| \frac{y_{L-\alpha(\beta_{r})}}{y_{L-\alpha(\beta_{r}-1)}} \right|^{\frac{1}{D(\alpha(\beta_{r})) - D(\alpha(\beta_{r}-1))}} = \left| \frac{S_{D(\alpha(\beta_{r}))}(R)}{S_{D(\alpha(\beta_{r}-1))}(R)} \right|^{\frac{1}{D(\alpha(\beta_{r})) - D(\alpha(\beta_{r}-1))}}
\]
\[
\ll h \sim \left| \frac{y_{L(r)}}{y_{L(r-1)}} \right|^{\frac{1}{D(L(r)) - D(\alpha(\beta_{r}-1))}},
\]
which contradicts the definition of $\eta_{\beta_{r}}$.

\[\square\]

We can use the procedure from Lemma 8.1 to obtain the refined structural result, Theorem 1.4. Here, with additional restrictions on the coefficients, we have stronger control on the root structure as a consequence of the explicit estimates for the reference heights. The following proposition feeds directly into our result on the structure of roots within a given tier, Theorem 6.1, to give the refined structural result, Theorem 1.4, as a corollary.

**Proposition 8.2.** Fix the set of exponents $k_{1} < k_{2} < \ldots < k_{L}$. We consider polynomials
\[
\Psi(t) = x + y_{1}t^{k_{1}} + \ldots + y_{L}t^{k_{L}}.
\]
such that
\[
\max_{1 \leq j \leq L} |y_{j}|^{\frac{1}{k_{j}}} < 1.
\]
Take some $\gamma \in (0, 1]$ and suppose, additionally, that
\[
|y_{m}|^{\frac{1}{k_{m}}} \geq \gamma,
\]
and, for $n > m$,
\[
|y_{n}|^{\frac{1}{k_{n}}} \leq \gamma,
\]
for some $m$ and some suitably small $\delta = \delta(\gamma) > 0$. Then the roots of $\Psi$ can be classified into large and small tiers $T_{1}, \ldots, T_{s(1)}$ and $T_{s(1)+1}, \ldots, T_{s(1)+s(2)}$ which satisfy the following.
First, we have that $0 \leq s(1) \leq s(1) + s(2) = s \leq L$ and, additionally $s(1) \leq L - m + 1$. If $s(2) \geq 1$, then $s(1) \leq L - m$.

We refer to those tiers $T_r$ with $1 \leq r \leq s(1)$ as the large tiers. For any root $w$ in a large tier, we have that $|w| \lesssim \gamma$. In the case that $s(2) \geq 1$, we refer to those tiers $T_r$ with $s(1) + 1 \leq r \leq s(1) + s(2)$ as the small tiers. For any root $w$ in a small tier, we have that $|w| \lesssim 1$.

The tiers are well separated: for any choice of $w_j \in T_j$, we have that $|w_1| \ll |w_2| \ll \ldots \ll |w_s|$.

Finally, we have the following. In the case that $s(2) \geq 1$, we have that $L(s(1)) = L - m$. If $s(2) = 0$, then, $l_s(1) \geq m$ and, for $L - m < L(s - 1) + j < L$,

$$|S_{D(L(s-1)+j)}(\mathcal{R})| \ll h(T_1)^{D(T_1)}h(T_2)^{D(T_2)} \ldots h(T_s)^{D(L(s-1)+j) - D(L(s-1))}.$$  

Before proceeding with the proof of Proposition 8.2, let us show how Theorem 1.3 is obtained as a corollary.

**Proof of Theorem 1.3**. Proposition 8.2 already gives the large and small tiers, and the required control on their size. It remains to determine the way in which roots may cluster. To do so, we work with reference to the final paragraph of the proposition’s statement.

Let us first consider the case that $s(2) \geq 1$. Here we can see, since $L(s(1)) = L - m$, that for $1 \leq r \leq s(1)$, $l_r \leq L(s(1)) \leq L - m$. Therefore $|D(T_r)| - 1 = l_r \leq L - m$ and, by Theorem 6.1, $B(w, \epsilon |w|)$ contains at most $L - m$ roots for any root $w$ in a large tier $T_r$. Likewise, for $s(1) + 1 \leq r \leq s(1) + s(2)$, $l_r \leq L - L(s(1)) = m$ so that, for any root $w$ in a small tier $T_r$, $B(w, \epsilon |w|)$ contains at most $m$ roots.

In the case that $s(2) = 0$, we work as follows. We consider a tier $T_r$. If $l_r \leq L - m + 1$, then, as above, one has that for any root $w$ the tier $T_r$, $B(w, \epsilon |w|)$ contains at most $L - m + 1$ roots. Otherwise, $L(r) \geq l_r > L - m + 1$ so that $L(s) - L(r) = L - L(r) < m - 1$. Since $l_s \geq m$ we must then have that $r = s$ because otherwise we would have $m \leq l_s \leq L(s) - L(r) < m - 1$. According with Lemma 5.8 for $1 \leq j \leq l_s$, we then approximate $S_{D_j(T_s)}(T_s)$ by

$$S_{D(L(s-1)+j)}(\mathcal{R}) = S_{D(L(s-1))}(T_1 \cup \ldots \cup T_{s-1}).$$

In particular, we have for $1 \leq j \leq l_s$ that

$$S_{D_j(T_s)}(T_s) \ll h(T_s)^{D_j(T_s)}.$$

Combining this with Proposition 8.2, for $L - m < L(s - 1) + j < L$, we see that

$$|S_{D_j(T_s)}(T_s)| \ll h(T_s)^j.$$
From this, it is a matter of counting to see that at most \( L - m + 1 \) non-trivial symmetric functions \( S_j(T_m) \) are substantial: we can choose \( \mathcal{D}(T_m) \subset \mathcal{D}(T_n) \) in Theorem 6.1 with \( |\mathcal{D}(T_m)| = 1 \leq L - m + 1 \), so that, for \( j \notin \mathcal{D}(T_m) \), \( |S_j(T_m)| \ll h(T_n) \). Therefore, by Theorem 6.1 for any root \( w \), \( B(w, \epsilon|w|) \) contains at most \( L - m + 1 \) roots.

**Proof of Proposition 8.2.** We consider what the supposed conditions tell us under the height estimation procedure, Lemma 8.1. We obtain a sequence of reference roots. Therefore, by Theorem 6.1, for any root \( w \), \( B(w, \epsilon|w|) \) contains at most \( L - m + 1 \) roots.

In the case that \( m = L \), there is nothing to prove. The height estimates are all \( \lesssim L \). We set \( s(1) = 0 \) so that \( L(s(1)) = 0 \) and each tier is a small tier. In what follows, we consider the case \( m < L \).

Firstly, observe that
\[
\left| \frac{y_{m + 1}}{y_{n}} \right| \frac{1}{2^{m/L(\gamma - m} \geq \left| \frac{y_{m + 1}}{y_{m}} \right| \frac{1}{2^{L(\gamma - m} } \gg 1,
\]
provided \( \delta \) is sufficiently small. As such, we are guaranteed to pick up a number of large height estimates \( \eta \gg \gamma \).

Let \( 0 \leq i_0 \) be chosen maximally so that \( \alpha(i_0) \leq L - m \). We either have that \( \alpha(i_0) = L - m \) or \( \alpha(i_0) < L - m \) and we first split our analysis by these cases. Since, for \( n > m \),
\[
\left| \frac{y_{m}}{y_{n}} \right| \frac{1}{2^{m/L(\gamma - m} } \gg 1,
\]
it is easy to see that
\[
\eta_{\text{max}}(i_0, 1) \gg \gamma.
\]

In the first case, where \( L - \alpha(i_0) = m \), we note that \( i_0 \geq 1 \). We then observe that, provided we choose \( \delta \) is chosen sufficiently small depending on \( \gamma \), for \( 1 \leq j < m \),
\[
\left| \frac{y_{j}}{y_{m}} \right| \frac{1}{2^{j/L(\gamma - m} } \leq \left| \frac{1}{2^{j/L(\gamma - m} } \right| = \eta_{i_0},
\]
by definition of the height estimates. Thus we see that either \( \eta_{i_0 + 1} \ll \eta_{i_0} \) or, if \( \eta_{i_0 + 1} \gg \eta_{i_0} \), we must have that \( \eta_{i_0 + 1} = \left. \frac{x}{y_{m}} \right| \frac{1}{2^{L(\gamma - m} } \).

We now consider what happens in the height estimation procedure in the case that \( \alpha(i_0) < L - m \). We observe that, for \( 1 \leq j < m \),
\[
\left| \frac{y_{j}}{y_{L - \alpha(i_0)}} \right| \frac{1}{2^{j/L(\gamma - m} } \leq \left| \frac{1}{y_{L - \alpha(i_0)}} \right| \frac{1}{2^{j/L(\gamma - m} } = \eta_{i_0},
\]
and
\[
\eta_{\text{max}}(i_0, 1) \gg \gamma.
\]
Thus, in the case that $\alpha(i_0) < L - m$, we necessarily have that $\eta_{i_0 + 1} = \frac{x}{y_{L - \alpha(i_0)}} \frac{1}{\delta^{k_{L - \alpha(i_0)}}}$ and $\alpha(i_0 + 1) = L$, since we have specified that $y_m$ contributes to no height estimate by the condition $\alpha(i_0) < L - m$.

We continue our analysis by splitting according to the control between height estimates $\eta(i_0)$ and $\eta(i_0 + 1)$. Firstly, we analyse the situation where $\eta(i_0 + 1) \ll \eta(i_0)$, which can only occur if $L - m = \alpha(i_0)$. Secondly, we analyse the situation where either $\eta(i_0 + 1) \gtrsim \eta(i_0)$ or where $i_0 = 0$, which can occur with $L - m = \alpha(i_0)$ or with $L - m > \alpha(i_0)$.

The first scenario is where $\eta(i_0 + 1) \ll \eta(i_0)$. Here, we have that $\alpha(i_0) = L - m$. This is the $s(2) \geq 1$ case. According with Lemma 8.1 we choose $s(1)$ so that the large tiers $T_r$, for $1 \leq r \leq s(1)$ are those corresponding with the height estimates $\eta_1, \eta_2, \ldots, \eta_{i_0}$. We must have, by (25) from Lemma 8.1 that $L(s(1)) = \alpha(i_0) = L - m$. We can also see that

$$\eta_{i_0} = \left| \frac{y_m}{y_{L - \alpha(i_0) - 1}} \right| \left| \frac{1}{\delta^{n(L - m) - D(\alpha(i_0) - 1)}} \right| \gtrsim 1,$$

and, by Lemma 8.1 for roots $w$ in large tiers,

$$|w| \gtrsim 1.$$

There are also small tiers of roots: following Lemma 8.1, these are the tiers corresponding with the height estimates $\eta_{i_0 + 1}, \eta_{i_0 + 2}, \ldots, \eta_{i_0 + r}$. It is easy to see that $1 \gtrsim \eta_{i_0 + 1}$, since

$$\eta_{i_0 + 1} = \left| \frac{y_{L - \alpha(i_0 + 1)}}{y_m} \right| \left| \frac{1}{\delta^{n(L - m) - D(\alpha(i_0) - 1)}} \right| \leq \left| \frac{1}{\gamma} \right| \left| \frac{1}{\delta^{n(L - m) - D(\alpha(i_0) - 1)}} \right|,$$

and, by Lemma 8.1 for roots $w$ in small tiers,

$$|w| \lesssim 1.$$

In the second scenario, $\eta(i_0) \sim \eta(i_0 + 1)$ or there is only one height estimate and $\alpha(1) = L$. In either case, $\alpha(i_0 + 1) = L$, as we previously showed how, in this case, we must have $\eta_{i_0 + 1} = \frac{x}{y_m} \frac{1}{\delta^{D(L - m)}}$. This is the $s(2) = 0$ case, where all tiers are large. By Lemma 8.1, $L \geq \alpha(i_0 + 1) - \alpha(i_0) \geq L - (L - m) = m$. In this case, to conclude the proof, we must establish control the size of the symmetric functions $S_{D(L - j)}(R)$ for $1 \leq j < m$. For these $j$, note that $L - j > L - m \geq L - l_s = L(s - 1)$. We work to show that that, for $1 \leq j < m$,

$$|S_{D(L - j)}(R)| \ll h(T_1)^{D(T_1)} h(T_2)^{D(T_2)} \cdots h(T_s)^{D(L - j) - D(L(s - 1))}.$$

Because we know that $\eta_{i_0 + 1} = \frac{x}{y_{L - \alpha(i_0) - 1}} \frac{1}{\delta^{n(L - m) - D(\alpha(i_0) - 1)}}$ is the final height estimate,

$$\eta_{i_0 + 1} \sim h(T_s), \quad (35)$$
by Lemma 8.1. We claim that that, for $1 \leq j < m$,
\[
\left| \frac{y_j}{y_{L-\alpha(i_0)}} \right|^{D(L-j)-D(L-\alpha(i_0))} \ll h(T_s).
\]

Assuming for now that (36) holds, also using the inequality (25) from the statement of Lemma 8.1, we see that, for $1 \leq j < m$,
\[
\left| S_{D(L-j)(\mathcal{R})} \right| = \left| \frac{y_j}{y_L} \right| = \left| \frac{y_{\alpha(1)}}{y_L} \cdots \frac{y_{L-\alpha(i_0)}}{y_L} \right| \ll h(T_1)^{D(T_1)} \cdots h(T_{s-1})^{D(T_{s-1})} h(T_s)^{D(L-j)-D(L(s-1))},
\]
which, after reindexing, is the desired error bound. To see this, we consider $1 \leq j' < l_s$ such that $L - (L(s - 1) + j') = l_s - j' < m$: we set $j = L - (L(s - 1) + j')$, which ranges between 1 and $m - 1$, as in the proposition’s statement.

To conclude, we prove our claimed inequality (36). In the case that $L - \alpha(i_0) = m$, this is a direct consequence of (33) upon observing from Lemma 8.1 that $\eta_{i_0} \sim h(T_s)$. In the case that $\alpha(i_0) < L - m$, we use (34) and Lemma 8.1 if $i_0 = 0$, then there is one height estimate $\eta_1 = \frac{x}{y_L} \frac{1}{\lambda^T} \gg \frac{y_m}{y_L} \frac{1}{\lambda^{D(L-m)}} \gg \frac{y_j}{y_{L-\alpha(i_0)}} \frac{1}{\lambda^{D(L-j)-D(L-\alpha(i_0))}}$, if $i_0 \geq 1$, then $\eta_{i_0+1} \gg \frac{y_m}{y_{L-\alpha(i_0)}} \frac{1}{\lambda^{D(L-m)-D(L-\alpha(i_0))}} \gg \frac{y_j}{y_{L-\alpha(i_0)}} \frac{1}{\lambda^{D(L-j)-D(L-\alpha(i_0))}}$. Referring to (35), the inequality follows.

**Remark 8.3.** As for Proposition 8.2, Lemma 8.1 and the procedure it outlines can be used to obtain other refinements of the main structural result, Theorem 1.1. For example, if we had that
\[
\left| \frac{y_{L-1}}{y_L} \right|^{\frac{1}{\lambda^{D(L-1)}}} \gg \left| \frac{y_{L-2}}{y_{L-1}} \right|^{\frac{1}{\lambda^{D(L-2)}}} \gg \cdots \gg \left| \frac{x}{y_1} \right|^{\frac{1}{\lambda^{D(1)}}} > 0,
\]
then we would have $L$ tiers of roots which are separated and, for sufficiently small $\epsilon$ and some root $z \in \mathcal{R}$, $B(z, \epsilon|z|)$ contains only the root $z$.

9. **Rough factorisation**

For notational reasons, we consider monic polynomials in this section:
\[
\Psi(t) = \sum_{j=0}^{L} y_j t^{k_j},
\]
where $k_0 = 0$, $y_0 \neq 0$, and $y_L = 1$. In this section, we provide a rough factorisation of monic polynomials with a well separated tier structure. To this end, let us suppose that throughout this section we are in the regime indexed by $(l_1, l_2, \ldots, l_s)$, as in Definition 5.5. Here there are $s$ tiers, $T_1, \ldots, T_s$, containing $D(T_1) = |T_1|$, $\ldots$, $D(T_s) = |T_s|$ roots, respectively. The tier regime may be roughly characterised by
\[
h(T_1) \gg h(T_2) \gg \cdots \gg h(T_s),
\]
for some suitable choice of constants.
Recall the definition of the $k_j(T_r)$ exponents for a given tier, Definition 6.6. More explicitly, for $0 \leq j \leq l_r$, we can write $k_j(T_r) = k_{L-L(r-j)} - k_{L-L(r)}$. Recall also the Definition 5.7 of the distinguished indices $D_j(T_r)$, which we can write more explicitly as

$$D_j(T_r) = D(L(r-1) + j) - D(L(r) - 1) = k_{L-L(r-j)} - k_{L-L(r-1) - j}.$$ 

**Definition 9.1.** If we are in the regime given in Definition 5.5 indexed by $(l_1, l_2, \ldots, l_s)$, then, for $1 \leq j \leq s$, we define the monic polynomial

$$\tilde{\Psi}_j(t) := \frac{1}{y^{L-L(j-1)}} \sum_{i=0}^{l_j} y^{L-L(j+i)} t^{k_i(T_j)}.$$ \hfill (38)

We define the rough factorisation of $\Psi(t)$ by

$$\tilde{\Psi}(t) := \prod_{j=1}^{s} \tilde{\Psi}_j(t).$$ \hfill (39)

We denote the roots of $\tilde{\Psi}_j$ by $\tilde{T}_j$ and the roots of $\tilde{\Psi}$ by $\tilde{R}$.

Away from the zeros of the polynomial, the rough factorisation, (39), we seek should be quantifiably close to the original $\Psi$. Furthermore, the root structure of $\Psi$ and the root structure of its rough factorisation should be closely related. In particular, we have Theorem 9.2.

**Theorem 9.2.** There exists a polynomial $\tilde{\Psi} = \prod_{l=1}^{s} \tilde{\Psi}_l(t)$, with $\tilde{\Psi}_l(t)$ given by (38), which roughly factorises $\Psi$ in the following sense.

The polynomial $\tilde{\Psi}_l$ has roots, $\tilde{T}_l$, which are all of comparable magnitude. Furthermore, for roots $w_j \in \tilde{T}_j$, we have that

$$|w_1| \gg |w_2| \gg \ldots \gg |w_s|.$$ 

There exists a covering, $N(\mathcal{R})$, of the roots, $\mathcal{R} \subset \mathbb{C}$, of $\Psi$ which satisfies the following. Each connected component of $N(\mathcal{R})$, which we call a cell, is given by a ball. Each cell containing contains at most $L$ roots. For a cell $B$ containing exactly $m$ roots of $\Psi$, $B$ contains exactly $m$ roots of $\tilde{\Psi}$.

For $t \notin N(\mathcal{R})$,

$$|\Psi(t) - \tilde{\Psi}(t)| \ll |\Psi(t)|.$$ 

One of the strongest similarities between our work and that of Hickman and Wright [4] is to be found in our proof of the rough factorisation theorem. In particular, both proofs follow a method of contradiction and taking suitable estimating the valuation of the respective polynomials. Hickman and Wright essentially consider the related root structures more general family of close polynomials, while here we consider only the rough factorisation and the original polynomial.

The analysis in this section requires strong separation of the height estimates in the specification of the tier regime, Definition 5.5 as we will see. It should be noted, however, that the results of Part [1] do not require such strong separation, although this is not something we specify in this paper. All of the results in this
Lemma 9.3. With

\[ E(t) := \bar{\Psi}(t) - \Psi(t), \] (40)

we have that, for each \( 1 \leq r \leq s \) and \( h(\mathcal{T}_{r+1}) \ll |t| \ll h(\mathcal{T}_r) \), that

\[ |E(t)| \leq \epsilon_f \left( \prod_{i=1}^{r} h(\mathcal{T}_i)^{D(\mathcal{T}_i)} \right) |t|^{\sum_{j=r+1}^{s} D(\mathcal{T}_j)}, \] (41)

including for \( r = s \) and \( r = 1 \), subject to the understanding that \( h(\mathcal{T}_0) = \infty \) and \( h(\mathcal{T}_{s+1}) = 0 \). Here the constant \( \epsilon_f \) can be taken arbitrarily small, provided we make a suitably strong choice of separation constants in the specification of the tier regime, \([37]\).

Proof. For \( 1 \leq i \leq l_j \), we wish to estimate

\[ \frac{y_{L-L(j)+i}}{y_{L-L(j)-1}}. \]

As a consequence of the height estimation lemma, Lemma 8.1, we have that

\[ \frac{y_{L-L(j)+i}}{y_{L-L(j)-1}} \lesssim h(\mathcal{T}_j)^{D(j, -(\mathcal{T}_j)}. \] (42)

We use this to bound the error term.

We can write

\[ \bar{\Psi}(t) = \prod_{j=1}^{s} \frac{1}{y_{L-L(j)-1}} \left( \sum_{i_j=0}^{l_j} y_{L-L(j)+i_j} t^{k_{i_j}(\mathcal{T}_j)} \right). \]

To avoid a proliferation of nested sub and super-scripts, we will sometimes write \( i(j) \) and \( l(j) \) in place of \( i_j \) and \( l_j \), respectively. If we expand the above product expression for \( \bar{\Psi} \), we obtain a sum that we will refer to throughout this proof. Each term in the resulting sum can be indexed by \((i_1, i_2, \ldots, i_s)\), where the index \( i_j \) ranges over \( \{0, 1, \ldots, l_j\} \) for each \( 1 \leq j \leq s \).

We first consider those terms which sum to \( \Psi \). For \( 1 \leq a \leq s \) one can see that the term indexed by \((0, 0, \ldots, i_a, l_{a+1}, l_{a+2}, \ldots, l_s)\), with \( 0 \leq i_a < l_a \) is exactly

\[ \left( \prod_{j=1}^{a-1} \frac{y_{L-L(j)}}{y_{L-L(j)-1}} \right) \left( \frac{1}{y_{L-L(a)-1}} y_{L-L(a)+i(a)} t^{k_{i(a)}(\mathcal{T}_a)} \right) \left( \prod_{i=a+1}^{s} t^{k_{i}(\mathcal{T}_i)} \right) \]

\[ = y_{L-L(a)+i(a)} t^{k_{L-L(a)+i(a)}(\mathcal{T}_a)}. \]

As an example, corresponding to \( a = s \), we have that the term indexed by \((0, 0, \ldots, 0, i_s)\) is

\[ \left( \prod_{j=1}^{s-1} \frac{y_{L-L(j)}}{y_{L-L(j)-1}} \right) \left( \frac{1}{y_{L-L(s-1)}} y_{L-L(s)+i(s)} t^{k_{i(s)}(\mathcal{T}_s)} \right) \]

section should be understood as valid with respect to a tier regime specified with sufficiently strong separation in \([37]\).

To begin with, let us bound the difference of \( \Psi(t) \) and \( \bar{\Psi}(t) \).
We also have that the term indexed by \((l_1, l_2, \ldots, l_s)\) is
\[
\left( \prod_{j=1}^{s} t^{k_{i(j)}(T_j)} \right) = t^{k_L}.
\]

In this way, we have uniquely indexed all of the terms appearing in the expansion of \(\Psi(t)\). The remaining terms are exactly those which sum to \(E(t) = \tilde{\Psi}(t) - \Psi(t)\). Before proceeding to bound \(E\), let us consider the size of the terms we have just indexed. This will inform us as to the bounds we should shoot for on the error term.

For the term indexed by \((0, 0, \ldots, i_a, l_{a+1}, l_{a+2}, \ldots, l_s)\), we see using (42) that it is bounded in magnitude
\[
\lesssim \left( \prod_{j=1}^{a-1} h(T_j)^{D_{i(j)}(T_j)} \right) \left( h(T_a)^{D_{i(a)}(T_a)} |t|^{k_{i(a)}(T_a)} \right) \left( \prod_{j=a+1}^{s} |t|^{k_{i(j)}(T_j)} \right).
\]

Now, if we are considering \(h(T_{r+1}) \ll |t| \lesssim h(T_r)\), for \(1 \leq a \leq L\), these terms can be uniformly bounded
\[
\lesssim \left( \prod_{j=1}^{r} h(T_j)^{D_{i(j)}(T_j)} \right) \left( \prod_{j=r+1}^{s} |t|^{k_{i(j)}(T_j)} \right) = \left( \prod_{j=1}^{r} h(T_j)^{D(T_j)} \right) |t|^{\sum_{j=r+1}^{s} D(T_j)}.
\]

In what follows, we consider those terms that we did not specify as summing to \(\Psi\) above. We refer to these as the remainder terms. Let us fix \(1 \leq r \leq s\) and consider
\[
h(T_{r+1}) \ll |t| \lesssim h(T_r). \tag{43}
\]

As above, for the term indexed by \((i_1, i_2, \ldots, i_s)\), we can estimate the size of each of the \(s\) factors using (42) and (43). For \(1 \leq j \leq r\),
\[
\left| \frac{1}{y_{L-L(j-1)}} y_{L-L(j)+i(j)} t^{k_{i(j)}(T_j)} \right| \lesssim h(T_j)^{D(T_j)}. \tag{44}
\]

For \(r < j \leq s\),
\[
\left| \frac{1}{y_{L-L(j-1)}} y_{L-L(j)+i(j)} t^{k_{i(j)}(T_j)} \right| \lesssim h(T_r)^{D(T_j)}. \tag{45}
\]

To bound \(E\) as an error term, we require stronger control on the remainder terms. We observe that those terms summing to \(E\) are indexed by \((i_1, i_2, \ldots, i_s)\), such that if \(a\) is the smallest index such that \(i_a \neq 0\) (or \(a = 0\) if no such index \(i_j\) exists), then there exists a minimal \(a' > 0\) for which \(i_{a'} < l_{a'}\). The corresponding term is
\[
\left( \prod_{j=1}^{a-1} \frac{y_{L-L(j)}}{y_{L-L(j-1)}} \right) \left( \frac{1}{y_{L-L(a)}} y_{L-L(a)+i(a)} t^{k_{i(a)}(T_a)} \right) \left( \prod_{j=a+1}^{s} \frac{1}{y_{L-L(j-1)}} y_{L-L(j)+i(j)} t^{k_{i(j)}(T_j)} \right).
\]

For each of these remainder terms, one of the factors appearing in the above expression will allow us to establish the error bound. Let us now fix some remainder term and its corresponding index \((i_1, \ldots, i_s)\). We split our analysis according to whether \(r \leq a < s\) or \(1 \leq a < r\).
If $r \leq a < s$, then, using (42) and the fact that $|t| \gg h(T_{r+1}) \geq h(T_a)$, we can strongly bound the factor indexed by $i_a$.

$$\left| \frac{1}{y_{L-L(a')-1}} y_{L-L(a')}^{L_i(k_{i'(a')})}(T_{a'}) \right| \leq h(T_{a'})^{D_{i'(a')-i(a')}}(T_{a'}) \approx |t|^{D(T_{a'})},$$

since $D_{i'(a')-i(a')} > 0$. Putting this together with (44) and (45), we can bound the magnitude of the remainder term indexed by $(i_1, \ldots, i_s)$

$$\ll \left( \prod_{j=1}^r h(T_{j})^{D_{j}(T_{j})} \right) \left| |t|^{D(T_{a'})} \prod_{j=r+1, j \neq a}^s y_{L-L(j-1)}^{L_i(k_{i(j)})}(T_j) \right| \leq \left( \prod_{j=1}^r h(T_{j})^{D_{j}(T_{j})} \right) \left| \prod_{j=r+1}^s |t|^{D(T_{j})} \right| .$$

If $1 \leq a < r$, then we can strongly bound the factor indexed by $i_a$

$$\left| \frac{1}{y_{L-L(a)-1}} y_{L-L(a)}^{L_i(k_{i(a)})}(T_a) \right| \ll h(T_a)^{k_{i(a)}} = h(T_a)^{D(T_a)},$$

since $|t| \ll h(T_a) \ll h(T_a)$ and $k_{i(a)}(T_a) > 0$. Therefore, also using (44) and (45), we can bound the remainder term indexed by $(i_1, \ldots, i_s)$

$$\ll \left( \prod_{j=1,j \neq a}^r h(T_{j})^{D_{j}(T_{j})} \right) \left( h(T_a)^{D(T_a)} \right) \left( \prod_{j=r+1}^s |t|^{D_{j}(T_{j})} \right) .$$

Summing the bounds on each of the remainder terms gives the desired estimate. □

For a given tier, $T_r$, there are two important scale parameters appearing in the previous analysis. Provided the separation in (37) is strong enough, we can set our fine parameter $\epsilon_f$ in Lemma 9.3 as small as we like. The other important parameter appearing in our analysis is the coarse scale parameter $\epsilon_c$, which we now define. We choose $\epsilon_c > 0$ so that, according with Theorem 6.2, at most $L(T_r)$ roots from $T_r$ can appear in the ball $B(w, 3\epsilon_c h(T_r))$ for any choice of $w \in T_r$.

Before giving the proof of our main result, we require a covering lemma. This covering lemma essentially provides a partition of the roots into clusters of size up to $L$, with strong separation between distinct clusters. In place of clusters, which are finite collection of roots, we use cells, which are suitable open balls containing these roots. The proof gives a recursive construction of these cells. Associated with this construction are a well separated sequence of parameters, $\epsilon_f \ll \epsilon_1 \ll \epsilon_2 \ll \ldots \ll \epsilon_L \ll \epsilon_{L+1} \ll \epsilon_c$, which we now define.

**Definition 9.4.** We set $\epsilon_1 = \epsilon_f^2$ and, for $1 \leq j \leq L$, we set $\epsilon_{j+1} = \epsilon_j^{1/2}$. 

**Remark 9.5.** We can achieve strong separation of the parameters $\epsilon_j$ provided we start from a suitable fine error parameter, $\epsilon_f$. Indeed, to have that $\epsilon_j \ll \epsilon_{j+1}$ and $\epsilon_L \ll \epsilon_c$, the two things we require are that

$$\epsilon_j / \epsilon_{j+1} = \epsilon_j^{1-\frac{1}{2}} = \epsilon_j^\frac{1}{2} \ll 1$$

Indeed, to have that $\epsilon_j \ll \epsilon_{j+1}$ and $\epsilon_L \ll \epsilon_c$, the two things we require are that
and

\[ \epsilon_{L+1} = \epsilon_{1}^{\frac{1}{L}} \ll \epsilon_c. \]

This is possible provided we can take \( \epsilon_f \) sufficiently small, which is something we can achieve if we specify the tier regime with strong separation of the reference heights.

**Definition 9.6.** For points \( w_1, \ldots, w_a \in \mathbb{C} \), we denote by \( A(w_1, \ldots, w_a) \) their arithmetic mean:

\[ A(w_1, \ldots, w_a) := \frac{1}{a} \sum_{i=1}^{a} w_i. \]

We can now state our root cell covering lemma.

**Lemma 9.7.** There exists a covering, \( N(R) \), of the roots, \( R \), of \( \Psi \) which satisfies the following.

Each connected component of \( N(R) \), which we call a cell, \( B \), contains only roots from one tier. Furthermore, if a cell \( B \) contains only the roots \( w_1, \ldots, w_b \) in the tier \( T_r \), then \( B = B(A(w_1, \ldots, w_b), \epsilon_b h(T_r)) \). Each cell can contain at most \( L \) roots.

For distinct cells \( B = B(A(w_1, \ldots, w_b), \epsilon_b h(T_r)) \) and \( B' = B(A(w'_1, \ldots, w'_b), \epsilon_{b'} h(T_r)) \) with \( b \geq b' \),

\[ d(B, B') \geq \frac{1}{4} \epsilon_{b+1} h(T_r). \]

In particular, for any root \( w' \) outwith the cell \( B = B(A(w_1, \ldots, w_b), \epsilon_b h(T_r)) \) and any root \( w \in B \),

\[ |w - w'| \gtrsim \epsilon_{b+1} h(T_r). \]

Figure 5 is a sketch of 4 nearby root cells from a root cell covering. Roots are marked with a cross. Note that the larger cells are at a larger distance from adjacent cells.
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**Figure 5.** Four cells from a root cell covering.

**Proof.** Let us carry out the construction in each tier separately. Let \( T = T_r \) for some \( r \) and let \( h = h(T_r) \) denote the corresponding reference height.
The construction is first outlined with reference to a particular choice of \( w_1 \in \mathcal{T} \). For each \( w_1 \in \mathcal{T} \), we construct an appropriate ball \( N(w_1) \) containing \( w_1 \) and a number of other roots in \( \mathcal{T} \). The root cell covering \( N(\mathcal{R}) \) in the lemma statement is then given as the union of the balls \( N(w_1) \).

For now, let us fix some \( w_1 \). If for all remaining \( w' \in \mathcal{T} \), \(|w_1 - w'| \geq \epsilon_2 h\), then we set \( N(w_1) = B(w_1, \epsilon_1 h) \).

Continuing the construction, it remains to consider the case where there exists \( w_2 \) with \(|w_1 - w_2| < \epsilon_2 h\). Fix some choice of such \( w_2 \). We then divide our analysis with reference to \( A(w_1, w_2) = \frac{w_1 + w_2}{2} \). If, for all remaining \( w' \in \mathcal{R} \), we have that \(|w' - A(w_1, w_2)| \geq \epsilon_3 h\), then we set \( N(w_1) = B(A(w_1, w_2), \epsilon_3 h) \). Otherwise, distinct from \( w_1 \) and \( w_2 \), there exists \( w_3 \) such that \(|w_3 - A(w_1, w_2)| \leq \epsilon_3 h\) and we continue as previously, fixing some choice of \( w_3 \) and then working with reference to \( A(w_1, w_2, w_3) \) and the scale \( \epsilon_4 h \).

The procedure continues; we consider the distance of remaining roots to the average of the roots already picked up by our procedure. Since there are finitely many roots, we know that the construction will terminate and we will refer to the resulting balls as terminal. For each choice of \( w_1 \), we construct a terminal ball \( N(w_1) = B(A(w_1, w_2, \ldots, w_b), \epsilon_b h) \). By definition, the terminal ball \( N(w_1) \) is constructed so that, for \( w' \in \mathcal{R} \) with \( w' \notin N(w_1) \), \(|w' - A(w_1, w_2, \ldots, w_b)| \geq \epsilon_{b+1} h\).

For each \( w_1 \in \mathcal{T} \), we can construct a ball \( N(w_1) \) following the above procedure. The root cell covering \( N(\mathcal{R}) \) is simply given as the union of the sets \( N(w_1) \). It remains to show that each connected component of \( N(\mathcal{R}) \) is given by a ball containing at most \( L(\mathcal{T}) \) roots, in particular that it is given by \( N(w_1) \) for some \( w_1 \).

Let us first determine how close roots \( w_j \) in a cell are to its centre. From the cell \( B(A(w_1, \ldots, w_b), \epsilon_b h(\mathcal{T}_r)) \), we take the root \( w_a \). We see that

\[
|w_a - A(w_1, \ldots, w_b)| \leq |w_a - A(w_1, \ldots, w_a)| + \sum_{j=a+1}^{b} |A(w_1, \ldots, w_{j-1}) - A(w_1, \ldots, w_j)|
\]

\[
= |w_a - \frac{1}{a} ((a - 1)A(w_1, \ldots, w_{a-1}) + w_a) |
\]

\[
+ \sum_{j=a+1}^{b} \frac{1}{j} |jA(w_1, \ldots, w_{j-1}) - ((j - 1)A(w_1, \ldots, w_{j-1}) + w_j) |
\]

\[
= \frac{a - 1}{a} |w_a - A(w_1, \ldots, w_{a-1})| + \sum_{j=a+1}^{b} \frac{1}{j} |A(w_1, \ldots, w_{j-1}) - w_j|
\]

\[
\leq \frac{a - 1}{a} \epsilon_a h(\mathcal{T}_r) + \sum_{j=a+1}^{b} \frac{1}{j} \epsilon_j h(\mathcal{T}_r)
\]

\[
\leq \frac{b - 1}{b} \epsilon_b h(\mathcal{T}_r).
\]
We can verify that the construction of the terminal balls takes at most \(L(T)\) steps. Indeed, suppose that this were not the case and consider the step from \(L(T)\) to \(L(T) + 1\). We then know we can find \(L(T) + 1\) roots \(w_1, \ldots, w_{L(T)+1}\) contained in \(B(A(w_1, w_2, \ldots, w_{L(T)+1}), \epsilon_{L(T)+1}h)\). This contradicts the regime specific structure theorem, Theorem 6.2, since

\[
B(A(w_1, w_2, \ldots, w_{L(T)+1}), \epsilon_{L(T)+1}h) \subset B(w_1, 3\epsilon_{L(T)+1}h) \subset B(w_1, \epsilon h)
\]

and \(B(w_1, \epsilon h)\) contains at most \(L(T)\) roots.

We are now able to show that each cell of \(N(R)\) is a ball. To this end, let us take two terminal balls \(B = B(A(w_1, \ldots, w_b), \epsilon_b h(T_r))\) and \(B' = B(A(w'_1, \ldots, w'_b), \epsilon_b h(T_r))\) obtained by the construction outlined above. We suppose that these balls are such that

\[
B(A(w_1, \ldots, w_b), \epsilon_b h(T_r)) \cap B(A(w'_1, \ldots, w'_b), \epsilon_b h(T_r)) \neq \emptyset.
\]

Without loss of generality, suppose that \(b' \leq b\). We find that, for any \(w_{a'} \in \{w'_1, \ldots, w'_b\}\),

\[
|w_{a'} - A(w_1, \ldots, w_b)| 
\leq |w_{a'} - A(w'_1, \ldots, w'_b)| + |A(w'_1, \ldots, w'_b) - A(w_1, \ldots, w_b)| 
\leq \frac{b' - 1}{b'} \epsilon_{b'} h(T_r) + \epsilon_{b} h(T_r) 
< \frac{b+1}{b} \epsilon_{b} h(T_r).
\]

In particular, we must have that \(w'_{a'} \in \{w_1, \ldots, w_b\}\), because otherwise the construction we outlined above must continue to account for \(w_{a'}\). Therefore \(\{w'_1, \ldots, w'_b\} \subset \{w_1, \ldots, w_b\}\). It is then easy to verify that \(B' \subset B\). This is obvious if \(b = b'\). To show this when \(b' < b\), let us take any complex number \(w \in B\). Relating \(w\) to \(B'\) and \(B'\) to \(w_1\), which we know is an element of \(B'\) and of \(B\), we find that

\[
d(w, A(w_1, \ldots, w_b)) 
\leq d(w, A(w'_1, \ldots, w'_b)) + d(A(w'_1, \ldots, w'_b), w_1) + d(w_1, A(w_1, \ldots, w_b)) 
\leq \epsilon_{b'} h(T_r) + \frac{b' - 1}{b'} \epsilon_{b'} h(T_r) + \frac{b - 1}{b} \epsilon_{b} h(T_r) 
< \epsilon_{b+1} h(T_r),
\]

so that \(w \in B\). Therefore, \(B' \subset B\).

In fact, the above argument showing that cells are given by terminal balls can be strengthened. We can show that distinct cells are strongly separated. In particular, to conclude, we show that, for cells \(B = B(A(w_1, \ldots, w_b), \epsilon_b h(T_r))\) and \(B' = B(A(w'_1, \ldots, w'_b), \epsilon_{b'} h(T_r))\) with \(b' \leq b\),

\[
d(B, B') \geq \epsilon_{b+1} h(T_r).
\]

Let us suppose, for a contradiction, that there exists a complex number

\[
w \in B \left( A(w_1, \ldots, w_b), \frac{1}{3} \epsilon_{b+1} h(T_r) \right) \cap B \left( A(w'_1, \ldots, w'_b), \frac{1}{3} \epsilon_{b'} h(T_r) \right).
\]

We find that

\[
d(w', A(w_1, \ldots, w_b)) 
\leq d(w', A(w'_1, \ldots, w'_b)) + d(A(w'_1, \ldots, w'_b), w) + d(w, A(w_1, \ldots, w_b)) 
\leq \frac{b' - 1}{b'} \epsilon_{b'} h(T_r) + \epsilon_{b} h(T_r) + \epsilon_{b} h(T_r)\]
\[
< \epsilon_{b+1}h(T_r).
\]
This inequality contradicts our assumption that \( B = B(A(w_1, \ldots, w_b), \epsilon_b h(T_r)) \) was a terminal ball, since it implies that the construction should continue to account for the root \( w'_1 \not\in \{w_1, \ldots, w_b\} \). Therefore (49) cannot hold and, in particular,

\[
d(B, B') \geq \frac{1}{4} \epsilon_{b+1}h(T_r).
\]

**Lemma 9.8.** The roots, \( \tilde{T}_j \), of the polynomial \( \tilde{\Psi}_j(t) \) are all comparable in magnitude to \( h(T_j) \).

**Proof.** This is a simple consequence of Lemma 8.1 which can be applied with reference to \( \Psi \) or to \( \tilde{\Psi}_j \). In either case, we see exactly the same expressions appearing as height estimates and the lemma tells us that these are comparable to \( h(T_j) \). □

We are now ready to prove Theorem 9.2.

**Proof.** In the case that \( s = 1 \), the factorisation is our initial polynomial and there is nothing to prove. Henceforth, we suppose that \( s > 1 \).

We make use of Lemma 9.8 and consider the factorisations of \( \Psi(t) \) and \( \tilde{\Psi}(t) \) in terms of their roots:

\[
\Psi(t) = \prod_{j=1}^{s} \prod_{w \in T_j} (t - w) \quad \text{and} \quad \tilde{\Psi}(t) = \prod_{j=1}^{s} \tilde{\Psi}_j(t) = \prod_{j=1}^{s} \prod_{\tilde{w} \in \tilde{T}_j} (t - \tilde{w}). \tag{50}
\]

Throughout, we appeal to the regime specific structure theorem, Theorem 6.2, and the root cell covering lemma, Lemma 9.7. Let us consider a specific \( t \not\in N(\mathcal{R}) \) with \( |t| \sim h(T_r) \). By the definition of our covering in Lemma 9.7 the closest \( t^* \) can be to a root \( w \in T_r \) is \( \epsilon_1 h(T_r) \) and, furthermore, we can check that there are at most \( L(T_r) \) roots \( w \) with \( \epsilon_1 h(T_r) < |t - w| < \epsilon_c h(T_r) \). Indeed, if \( w \in T_r \cap B(t, \epsilon_c h(T_r)) \), then \( B(t, \epsilon_c h(T_r)) \subset B(w, 3\epsilon_c h(T_r)) \), which can contain at most \( L(T_r) \) roots, by Theorem 6.2 and our definition of \( \epsilon_c \). The remaining roots in \( T_r \) are roots \( w' \not\in B(t, \epsilon_c h(T_r)) \) and we know there are at least \( D(T_r) - L(T_r) \) of these. We thus find, using the factorisation (50), that, for \( t \not\in N(\mathcal{R}) \) with \( |t| \sim h(T_r) \),

\[
|\Psi(t)| \gtrsim \left( \epsilon_c^{D(T_r) - L(T_r)} \epsilon_1^{L(T_r)} h(T_r)^D(T_r) \right) \prod_{i=r+1}^{s} h(T_r)^{D(T_i)} \prod_{i=1}^{r-1} h(T_i)^{D(T_i)}
\]

\[
\gg \epsilon_f h(T_r)^{D(T_r) + D(T_{r+1}) + \ldots + D(T_s)} \prod_{i=1}^{r-1} h(T_i)^{D(T_i)},
\]

provided \( \epsilon_f \) has been taken small enough, since \( \epsilon_1^{L(T_r)} \epsilon_c^{D(T_r) - L(T_r)} = \epsilon_f^{L(T_r)} \epsilon_c^{D(T_r) - L(T_r)} \gg \epsilon_f \). We now have an explicit lower estimate on the size of \( \Psi(t) \) for \( t \not\in N(\mathcal{R}) \). It
is now possible to make sense of Lemma 9.3 as an error expression. Indeed, for $|t| \sim h(T_r)$, we see that
\begin{equation}
|E(t)| \leq \epsilon_f h(T_r)^{D(T_r)+D(T_{r+1})+\ldots+D(T_r)} \prod_{i=1}^{r-1} h(T_i)^{D(T_i)},
\end{equation}
so that for $|t| \sim h(T_r)$ with $t \notin N(\mathcal{R})$,\[|E(t)| \ll |\Psi(t)|.
In particular, for $t \notin N(\mathcal{R})$,
\[\tilde{\Psi}(t) = \Psi(t) + E(t) \neq 0\]
so that, for the roots of $\tilde{\Psi}$,
\[\tilde{\mathcal{R}} \subset N(\mathcal{R}).\]

It remains for us to show that each cell of $N(\mathcal{R})$ contains the same number of roots of $\Psi$ and $\tilde{\Psi}$. If there was no error term and all roots were isolated, this would be easy as both functions would be equal to zero on $\mathcal{R} \subset N(\mathcal{R})$. In fact, the argument requires more precision. In order to account for the error term and cells containing multiple roots, we must consider the size of the functions $\Psi$ and $\tilde{\Psi}$ at a suitable distance from the roots $\mathcal{R}$. In particular, we estimate the size of the functions close to the boundary of $N(\mathcal{R})$. We know that $\mathcal{R} \subset N(\mathcal{R})$ and also that $\tilde{\mathcal{R}} \subset N(\mathcal{R})$, which will allow us to estimate the size of the functions using their factorisations, (50).

For the remainder of the proof, we fix a cell $B = B(u, R)$, containing $m$ roots, with centre $u$ and radius $R = \epsilon_m h(T_r)$. We consider the size of the functions $\Psi$ and $\tilde{\Psi}$ at the boundary of $B^*$, where $B^* = B(u, 2R)$ is the double of $B$. For $t \in \partial B^*$, using the factorisation (50) and the fact that $d(t, B) = \epsilon_m h(T_r)$ with $B$ containing $m$ roots,
\begin{equation}
|\Psi(t)| \lesssim \epsilon_m^m h(T_r)^{D(T_r)+\ldots+D(T_r)} \prod_{i=1}^{r-1} h(T_i)^{D(T_i)},
\end{equation}
By the covering Lemma 9.7, we can verify that points on $\partial B^*$ are well separated from cells other than $B$. Indeed, $d(\partial B^*, B) = R = \epsilon_m h(T_r)$ and, if we take a distinct cell $B'$, then Lemma 9.7 tells us that $d(B, B') \geq \frac{1}{4} \epsilon_m + 1 h(T_r)$ so that $d(\partial B^*, B') \gtrsim \epsilon_m^m h(T_r)$. In particular, since $\tilde{\mathcal{R}} \subset N(\mathcal{R})$, for $t \in \partial B^*$ and any root $\tilde{w}' \in \tilde{T}_r$ with $\tilde{w}' \notin B$,
\begin{equation}
|w' - t| \gtrsim \epsilon_m^m h(T_r).
\end{equation}
We also note that, by Theorem 6.2, for $t \in \partial B^*$, $B(t, \epsilon, h(T_r))$ can contain at most $L(T_r)$ roots of $\tilde{\Psi}$. Let us now suppose that the given cell, $B$, contains only $\tilde{m} < m$ roots of $\tilde{\Psi}$. For $t \in \partial B^* \subset N(\mathcal{R})^c$, there can be at most $L(T_r) - \tilde{m}$ roots $\tilde{w}' \notin B$ for which $\tilde{w}' \in B(t, \epsilon, h(T_r))$. We know that, for $t \in \partial B^*$, $|t| \sim h(T_r)$. Therefore, for $t \in \partial B^*$, using the factorisation (50) and also the distance estimate (53),
\begin{equation}
|\tilde{\Psi}(t)| \gtrsim \left( \epsilon_c^{D(T_r)-L(T_r)} \epsilon_m^\tilde{m} h(T_r)^{D(T_r)} \right) h(T_r)^{D(T_r)+\ldots+D(T_{r+1})} \prod_{i=1}^{r-1} h(T_i)^{D(T_i)}
\end{equation}
and (54) together, we have that $\epsilon$ because $\epsilon$ as $|\rightarrow\infty$. The inequality leads to the necessary condition $D(T_s)_{x,y} \geq \epsilon_m h(T_s)_{x,y}$. For this polynomial, we have that $\epsilon_m h(T_s)_{x,y} \gg \epsilon_m$. This contradicts (51): considering (52) and (54) together, we have that $|E(t)| \geq |\tilde{\Psi}(t)| = |\Psi(t)| \gg \epsilon_m h(T_s)_{x,y} D(T_s)_{x,y}$. Therefore, $B$ must contain $m$ roots of $\tilde{\Psi}$.

\[ \sum_{j=s}^{L} y_j t^{j} \]

Part 3. Oscillatory integral estimates

In this section, we prove the oscillatory integral estimates given by Theorems 1.6 and 1.8. Let us first present an example which shows why the condition $k_{L-s} \geq s+1$ is required in Theorem 1.8.

**Proposition 9.9.** For $k \geq m$, define $\Phi(t)$ by

\[ \Phi(0) = 0 \quad \text{and} \quad \Phi'(t) = y_{L}(t^{k} - 1)^{L-m+1}. \]  

We set $y_1 = \ldots y_{m-1} = 0$, the remaining $(x,y)$ parameters are defined implicitly by $\Phi'(t) = x + \sum_{j=m}^{L} y_j t^{j}$. For this polynomial, we have that

\[ \int e^{i\Phi(t)} dt \geq |y_m|^{-\frac{1}{L-m+1}}, \]

for $(x,y)$ in a region $R$ containing arbitrarily large $y_m$. In particular, for the estimate 3 to hold in the region $R$, we require that $k = k_m \geq L - m + 1$.

**Remark 9.10.** Proposition 9.9 is a direct consequence of the following (equivalent) proposition, which amounts to a change in notation, and our testing the inequality

\[ |y_m|^{-\frac{1}{L-m+1}} \ll |y_m|^{-\frac{1}{L-m}}, \]

as $|y_m| \to \infty$. The inequality leads to the necessary condition $k_m \geq L - m + 1$.

**Proposition.** Here, we set $L = L - m + 1$. For $k \geq m$, define $\Phi(t)$ by

\[ \Phi(0) = 0 \quad \text{and} \quad \Phi'(t) = y_{L}(t^{k} - 1)^{t}. \]

The $(x,y)$ parameters are defined implicitly by $\Phi'(t) = x + \sum_{j=1}^{L} y_j t^{j}$. For this polynomial, we have that

\[ \int e^{i\Phi(t)} dt \geq |y_1|^{-\frac{1}{L+1}}, \]

for $(x,y)$ in a region $R$ containing arbitrarily large $y_1$. 

\[ \sum_{j=s}^{L} y_j t^{j} \]
We refer the reader to [15] for a proof, in which we work via a standard non-stationary phase analysis.

Let us now turn to the proof of the oscillatory integral bounds of Hickman and Wright.

Proof of Theorems 1.6 and 1.8 We first give the proof in the case that $k_m \geq L$ (Theorem 1.6) and later give the technical case splitting required to obtain the result when $k_m \geq L - m + 1$ (Theorem 1.8).

Without loss of generality, we can prove the result for $\Phi$ as in (2) chosen such that $\max_{1 \leq j \leq L} |y_j| = 1$. To see this, suppose we have a phase $\Phi = \Phi_{x, \tilde{y}}$ of the same form as (2), where $\tilde{y} \in \mathbb{R}^L$ is unrestricted. We wish to show $|J(x, \tilde{y})| \lesssim \min_j |y_j|^{-\frac{1}{k+1}}$, where $J(x, \tilde{y}) = \int e^{i\Phi(s)} ds$, with $\Phi(s) = \tilde{x}s + \frac{\tilde{y}_1}{k_1+1}s^{k_1+1} + \ldots + \frac{\tilde{y}_L}{k_L+1}s^{k_L+1}$. By making a change of variables in the $s$ coordinate, it suffices to prove $|J(x, y)| \lesssim 1$, where $J(x, y) = \int e^{i\Phi(s)} ds$, with $\Phi(s) = xs + \frac{y_1}{k_1+1}s^{k_1+1} + \ldots + \frac{y_L}{k_L+1}s^{k_L+1}$ such that $\max_{1 \leq j \leq L} |y_j| = 1$. Indeed, we set $\sigma = \max_j |y_j|^{-\frac{1}{k+1}}$ and make the change of variables $\sigma s = t$ in the integral expression for $J$. Writing $\Phi(s)$ in terms of $t$ we see that

$$\tilde{\Phi}(t) = \tilde{x}t + \frac{\tilde{y}_1}{k_1+1}t^{k_1+1} + \ldots + \frac{\tilde{y}_L}{k_L+1}t^{k_L+1}$$

$$= xs + \frac{y_1}{k_1+1}s^{k_1+1} + \ldots + \frac{y_L}{k_L+1}s^{k_L+1},$$

where $x = \sigma^{-1}\tilde{x}$ and $y_j = \sigma^{-(k_j+1)}\tilde{y}_j$. By definition of $\sigma$, $\max_{1 \leq j \leq L} |y_j| = 1$.

We now use the root structure Theorem 1.1 to prove the desired inequality

$$|J(x, y)| = \left| \int e^{i\Phi(t)}dt \right| \lesssim 1.$$

Let us consider the case where $\max_{1 \leq j \leq L} |y_j|^{-\frac{1}{k+1}} = |y_m|^{-\frac{1}{k+1}} = 1$. Here, the appropriate cluster estimate to consider is the $k_m$-cluster estimates, namely the bound we desire is obtained with a suitable choice of $C$ such that $|C| = k_m$. We work to show that, for any $z_j$, there exists a $k_m$-cluster $C$ such that

$$\prod_{l \notin C} |z_j - z_l| \gtrsim |z_1z_2 \ldots z_{k_L} - k_m|.$$

Once this has been established we note that

$$|z_1z_2 \ldots z_{k_L} - k_m| \gtrsim |S_{k_L-k_m}| = \left| \frac{y_{m}}{y_L} \right| = \frac{1}{y_L}$$

so that we can apply the Phong and Stein estimate, Theorem 1.7, to establish that

$$|J(x, y)| \lesssim \left( \frac{1}{|y_Lz_1z_2 \ldots z_{k_L} - k_m|} \right)^{\frac{1}{k+1}} \lesssim 1.$$
By Theorem 1.1, given a root of $\Phi'$, $z$, there are at most $L$ other roots in $B(z, \epsilon|z|)$, where $\epsilon$ is some suitable small constant. For a root $z_j \notin B(z, \epsilon|z|)$,

$$|z_j - z| \geq \max \{\epsilon|z|, |z_j| - |z|\}. \quad (58)$$

We now take an arbitrary root $z$ and construct an appropriate $k_m$-cluster containing $z$. The cluster we will construct will depend on what tier $z$ is in. If there are not enough roots smaller than $z$, then we will just put the smallest $k_m$ roots in the cluster. As we will see, this will necessarily include all those roots in $B(z, \epsilon|z|)$. If there are many roots smaller than $z$, we will choose our cluster to contain all roots in $B(z, \epsilon|z|)$, with the remaining elements taken to be any small roots.

Recall that $D(T_j) = |T_j|$. Let $r$ be chosen such that $z \in T_r$. In the case that $D(T_r) + D(T_{r+1}) + \ldots + D(T_s) \leq k_m$ then we choose our cluster $C = \{z_{k_1}, z_{k_1-1}, \ldots, z_{k_m-k_m+1}\} \supset T_r \cup T_{r+1} \cup \ldots \cup T_s$ so that

$$\prod_{j \notin C} |z - z_j| \sim |z_1 z_2 \ldots z_{k_m-k_m}|.$$

It remains to consider the case that $D(T_r) + D(T_{r+1}) + \ldots + D(T_s) > k_m$. After taking roots $C_r = B(z, \epsilon|z|) \cap T_r$, any choice of $k_m - |C_r|$ roots from $T_r \cup \ldots \cup T_s$ suffices to complete our cluster $C$. Indeed, we find, by (58), that

$$\prod_{z_j \notin C} |z - z_j| = \left( \prod_{z_j \in T_1 \cup T_2 \cup \ldots \cup T_{r-1}} |z - z_j| \right) \left( \prod_{j \notin C, z_j \in T_r \cup T_{r+1} \cup \ldots \cup T_s} |z - z_j| \right) \geq \epsilon \left( |z_1 z_2 \ldots z_d(T_{r+1}) + \ldots + D(T_{r-1})| \right) \left( |z|^d(T_r) + \ldots + D(T_s) - k_m \right) \geq |z_1 z_2 \ldots z_{k_m-k_m}|.$$

For these calculations to be valid we require that there are enough spaces in $C$ to contain all of those roots in $B(z, \epsilon|z|)$, we require $|C| = k_m \geq L$, which is true by assumption.

Now, we consider the case where we can weaken the condition on $k_m$ to $k_m \geq L - m + 1$. It is here we apply Theorem 1.4. Recall $|y_m| = 1$. Set $\delta_0 = 1$. Since $|y_m| \geq \delta_0$, Theorem 1.4 applies relative to $|y_m|$ and $\delta_0$ provided that,

$$\delta_1 \geq \frac{|y_m|}{2^n}, \quad \text{for } n > m,$$

with a suitable constant $\delta_1 = \delta(\delta_0) > 0$. However, in general we only have that $1 \geq \frac{|y_m|}{2^n}$ for $n > m$. Nevertheless, we will still be able to apply Theorem 1.4 by a suitable inductive procedure. Let $m(0) = m$, $\delta_0 = 1$, and $\delta_1 = \delta(\delta_0)$ be as above. Suppose, for induction, that $m(0) < m(1) < \ldots < m(j)$ and $\delta_0, \delta_1, \ldots, \delta_j$ have already been defined by the inductive procedure and that $\frac{|y_m(j)|}{2^{m(j)}} > \delta_j = \delta(\delta_{j-1})$. There are two cases. In the first case, the coefficients are such that

$$\frac{|y_n|}{2^n} \leq \delta_{j+1}, \quad \text{for } n > m(j),$$
where \( \delta_{j+1} = \delta(\delta_j) \) is such that Theorem 1.4 applies relative to the coefficient \( |y_{m(j)}| > \delta_j^{k_m(j)} \). If we are in this case, we terminate the inductive procedure. Otherwise, in the second case, there exists some \( m(j+1) > m(j) \) such that \( |y_{m(j+1)}|^{\gamma_{m(j+1)}} > \delta_{j+1} \), and we proceed with the induction. The process must terminate, since there are finitely many coefficients. We can thus apply Theorem 1.4 relative to some \( |y_{m'}|^{\gamma_{m'}} > \gamma' \), for some \( m' \geq m \), with

\[
|y_n|^\frac{1}{k_L} \leq \delta(\gamma'), \quad \text{for} \quad n > m'.
\]

By Theorem 1.4 we know that at most \( L - m' + 1 \leq L - m + 1 \) roots can be contained in \( B(w, \epsilon|w|) \) for roots \( w \) in the large tiers \( T_r \). It is also a consequence of that theorem that there are at most \( k_{m'} \) roots in the small tiers, with such roots \( |w| \lesssim \delta_{m'} \). By our assumption, we also know that \( k_{m} \geq L - m + 1 \) so that \( k_{m'} \geq L - m' + 1 \). The above argument thus carries through, constructing appropriate \( k_{m'} \)-clusters \( C \) such that

\[
\prod_{l \in C} |z_j - z_l| \gtrsim |z_1 z_2 \ldots z_{k_L - k_{m'}}|.
\]

Once this has been established we note that

\[
|z_1 z_2 \ldots z_{k_L - k_{m'}}| \gtrsim |S_{k_L - k_{m'}}| = \left| \frac{y_{m'}}{y_{L}} \right| \gtrsim \delta_1 \ldots \delta_{m'-1} \frac{1}{|y_{L}|}.
\]

The result follows by applying the Phong-Stein estimate, Theorem 1.7. 

If we further restrict the region we consider, it is possible to strengthen the oscillatory integral bound (3).

**Proposition 9.11.** Set

\[
I(x, y) = \int e^{i\Phi(t)} dt.
\]

Then, it is possible to bound

\[
|I(x, y)| \lesssim \epsilon \min |y_j|^{-\frac{1}{\gamma_j + 1}},
\]

provided we take \( |x| \gg \max |y_j|^{\frac{1}{\gamma_j + 1}} \) with a sufficiently large constant depending on \( \epsilon \).

**Proof.** We rescale as we have done previously, setting \( s = \sigma t \) where \( \sigma = \max_j |y_j|^{\frac{1}{\gamma_j + 1}} \) and \( \tilde{y}_j = \sigma^{-(k_j+1)} y_j \). Note that, after rescaling, \( |\tilde{x}| \gg 1 \) by our assumption. It suffices for us to prove that

\[
|J(\tilde{x}, \tilde{y})| = \left| \int e^{i\tilde{\Phi}(s)} ds \right| \lesssim \epsilon,
\]

provided \( |\tilde{x}| \gg 1 \) with a large enough constant.

By Lemma 8.4, we know that all roots of \( \tilde{\Phi}' \) are comparable to

\[
\eta = \frac{\tilde{x}}{|y_L|}.
\]
Given a root \( z \), we can construct a singleton cluster such that
\[
\prod_{j \notin C} |z - z_j| \sim \eta^{k_L - 1} \gg \eta^{k_L - k_m} \gtrsim |S_{k_L - k_m}| = \left| \frac{1}{y_L} \right|.
\]
Applying the Phong-Stein bound then gives the required result. \( \square \)
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