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SUMMARY
Coalition Structure Generation (CSG) means partitioning agents into exhaustive and disjoint coalitions so that the sum of values of all the coalitions is maximized. Solving this problem could be facilitated by employing some compact representation schemes, such as marginal contribution network (MC-net). In MC-net, the CSG problem is represented by a set of rules where each rule is associated with a real-valued weights, and the goal is to maximize the sum of weights of rules under some constraints. This naturally leads to a combinatorial optimization problem that could be solved with weighted partial MaxSAT (WPM). In general, WPM deals with only positive weights while the weights involved in a CSG problem could be either positive or negative. With this in mind, in this paper, we propose an extension of WPM to handle negative weights and take advantage of the extended WPM to solve the MC-net-based CSG problem. Specifically, we encode the relations between each pair of agents and reform the MC-net as a set of Boolean formulas. Thus, the CSG problem is encoded as an optimization problem for WPM solvers. Furthermore, we apply this agent relation-based WPM with minor revision to solve the extended CSG problem where the value of a coalition is affected by the formation of other coalitions, a coalition known as externality. Experiments demonstrate that, compared to the previous encoding, our proposed method speeds up the process of solving the CSG problem significantly, as it generates fewer number of Boolean variables and clauses that need to be examined by WPM solver.
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1. Introduction

1.1 Background

Coalition formation is an important capacity in multi-agent systems. It is a fundamental type of interaction that involves the creation of coherent groupings of distinct, autonomous agents in order to efficiently achieve their individual or collective goals. The area of coalition formation has been proved to be useful in a number of real-world scenarios. For example, in e-commerce, customers can form coalitions to purchase a product in bulk and take advantage of price discount [3]. In distributed sensor networks, coalitions of sensors can work together to track targets of interest [4]. In distributed vehicle routing, coalitions of delivery companies can be formed to reduce the transportation costs by sharing deliveries [5]. Coalition formation can also be used for information gathering, where several information servers form coalitions to answer queries [6]. In general, coalition formation is composed of three main activities [2]:

1. coalition value calculation,
2. coalition structure generation,
3. payoff distribution,

among which, Coalition Structure Generation (CSG) is the main research issue in the use of coalitional games in multi-agent systems. It involves partitioning a set of agents into exhaustive and disjoint coalitions, where each coalition is assigned a real-valued payoff. This partition is called a coalition structure. Solving the CSG problem amounts to finding a coalition structure such that the total value of all the coalitions is maximized.

The general assumption made in solving the CSG problem is that given any coalition structure, the value of a coalition is not affected by the way non-members are partitioned. Such settings are known as Characteristic Function Games (CFGs), where the value of a coalition is given by a characteristic function. Recently, there has been interest in more realistic partition function form of coalition values, where the value of a coalition is affected by the formation of other coalitions. This class of coalitional games is called Partition Function Games (PFGs). The effect is known as externality from coalition formation. Examples of games with externalities include collusion in oligopolies, congestion games, as well as various forms of international policy coordination between countries [7], [8].

The space of possible solutions to the CSG problem is the same for both CFGs and PFGs, with O (n^m) for n agents. However, it should be noted that the input size is O (2^n) for CFGs, and O (n^m) for PFGs [9]. Therefore, solving the CSG problem for PFGs is more challenging than the CFG case, which is already NP-complete [10].

1.2 Related Works

There have been a number of attempts to solve the CSG problem for CFGs; they are broadly classified as dynamic programming [11], [12], anytime optimal algorithms [2],...
[13], and the combination of the two approaches [14], [15]. By contrast, to date, few works have attempted to solve the CSG problem in PFGs. The initial work assumed that the externalities are either always positive or always negative [9], [16]. These assumptions were eliminated in [17], which incorporates mixed externalities in the agent type-based framework, i.e., positive and negative externalities could co-exist in a problem instance. All of the above works represent characteristic functions or partition functions by listing the values of all possible coalitions, thus requiring space exponential in the number of agents in the game [18]. When the number of agents becomes large, solving the problem with the naive representation is prohibitive. That is why these works could only solve problem instances with only a few dozen agents.

In order to reduce the representation size for the CSG problem, a variety of concise representations have been developed [19]–[22], where a characteristic function or a partition function is represented by a set of rules. In this context, Ohta et al. [20] initially formalized the CSG problem as a problem of finding the subset of rules that maximizes the sum of rule values under certain constraints. Their work takes an initial step towards developing efficient constraint optimization algorithms for solving the CSG problem in CFGs, showing that, with concise representations such as MC-net [18], the CSG problem could be solved within significantly less time than other works. In the case of PFGs, applying compact representation schemes to the CSG problem is more desirable, as PFGs require greater space than CFGs if we use the naive representation. In this context, embedded MC-net [23], a compact representation designed for coalitional games with externalities, has been developed. By using the embedded MC-net, Ueda et al. [21] extended the formalization of CSG in [20] and developed a direct encoding algorithm to handle the externalities among the CSG problem. Later on, Liao et al. [24] encoded Ohta and Ueda’s algorithms into Boolean propositional logic and showed that weighted partial MaxSAT solvers can contribute as a more efficient constraint optimization tool to solving the CSG problem.

1.3 Our Contribution

Boolean Satisfiability (SAT) solver is used as a tool for solving the combinatorial problem and MaxSAT, an optimization version of SAT, is for solving the combinatorial optimization problem. Inspired by the previous works [20], [21], which generalized the CSG problem as an optimization problem under certain constraints, one interesting question is whether it is possible for a MaxSAT solver to further speed up the process of solving the CSG problem. Moreover, as a variation of MaxSAT, weighted partial MaxSAT (WPM) deals with both hard and soft formulas with only positive weights, while the CSG problem may contain both positive and negative weights. In order to apply WPM solvers to the CSG problem, an inevitable problem to be solved is how to enable WPM solvers to handle formulas with negative weights.

We address the above problems by making the following contributions:

- Weighted partial MaxSAT (WPM) requires all weights associated with soft formulas must be positive. In this paper, we extend the WPM to deal with negative weights, referred to as extended WPM (EWPM), thus any propositional formulas with non-zero weights could be handled by an off-the-shelf MaxSAT solver. Moreover, in order to solve EWPM instances with WPM solvers, we present transformation from EWPM to WPM and examine the relationship between EWPM and WPM solutions. In particular, when an EWPM instance has only negative weights, we can regard it as a MinSAT instance. Thus, we can say that EWPM is an extension of both MaxSAT and MinSAT [25].

- We seek for a more efficient WPM encoding to solve the CSG problem that is represented by a set of rules. Instead of encoding rule relations into propositional logic [24], we capture a more fine-grained relation, i.e., agent relation, and show that this agent relation-based encoding manages to solve the CSG problem with higher efficiency. More specifically, problem instances for PFGs with 120 agents (rules) could be solved within 4 seconds on average, while the rule relations-based WPM, which was directly encoded from [20], [21], requires averagely 9 seconds to solve the same set of instances.

This paper is organized as follows. Preliminaries are given in Sect. 2. The extended WPM, designed for dealing with negative weights is introduced in Sect. 3, which paves the way for the agent relation-based encoding described in Sect. 4. Section 5 details the evaluation results and Sect. 6 concludes this paper.

2. Preliminary

Given a set of agents \( A \), a coalition, denoted by \( C \), is a non-empty subset of \( A \), i.e., \( C \subseteq 2^A \setminus \emptyset \). A coalition structure, \( CS \), is an exhaustive set of mutually disjoint coalitions over \( A \), i.e., \( CS \) is subject to the constraints: \( \forall i, j (i \neq j), C_i \cap C_j = \emptyset, \bigcup_{C_i \in CS} C_i = A \). We denote by \( \Pi(A) \) the set of all coalition structures over \( A \).

2.1 Characteristic Function Game

In a setting without externalities, the value of a coalition \( C \) is given by a characteristic function \( v : 2^A \to \mathbb{R} \), assigning a real-valued payoff to each coalition \( C \subseteq A \). The value of a coalition structure \( CS \) is called social welfare, denoted as \( V(CS) \), given by \( V(CS) = \sum_{C \in CS} v(C) \). The objective of solving the CSG problem is to find an optimal coalition structure that makes the social welfare maximized, i.e., given \( A \), find \( CS^* \) such that \( V(CS^*) \geq V(CS) \).
Ieng and Shoham [18] develop a concise representation called marginal contribution network (MC-net), which largely reduces the space necessary for representation.

**Definition 1**: (MC-nets). An MC-net consists of a set of rules \( R \). Each rule \( r_i \in R \) is expressed in a syntactic form \( l_i \rightarrow w_i \), where \( w_i \in \mathbb{R} \) and \( l_i \) is the condition of rule \( r_i \), denoted by a conjunction of literals over \( A \), i.e., \( \{ a_1 \wedge a_2 \wedge \cdots \wedge a_k \} \). For each rule \( r_i \), we call \( P_i \) positive literals where \( P_i = \{ a_j \}_{j=1}^{k} \) and \( N_i \) negative literals where \( N_i = \{ a_j \}_{j=1}^{m} \). A rule \( r_i \) is said to apply to a coalition \( C \) if \( P_i \subseteq C \) and \( N_i \cap C = \emptyset \), i.e., all agents in \( P_i \) are in \( C \), and none of agents in \( N_i \) are in \( C \). For a coalition \( C \), \( v(C) = \sum_{r_i \in R^C} w_i \), where \( R^C \) is the set of rules that apply to \( C \). Thus, the value of a coalition structure \( CS \) is given as \( \sum_{C \in \mathcal{CS}} v(C) \). Without loss of generality, we assume each rule has at least one positive literal.

### 2.2 Partition Function Game

In a setting with externalities, an embedded coalition is a pair \((C, CS)\). Let \( M \) denote the set of all embedded coalitions, i.e., \( M := \{(C, CS) : CS \in \Pi(A), C \in CS\} \). The value of a coalition depends on the formation of other co-existing coalitions in the coalition structure, and is specified by a partition function, which is a mapping \( w : M \rightarrow \mathbb{R} \). The problem of solving CSG seeks a coalition structure \( CS \), such that \( V(CS^*) = \sum_{C \in \mathcal{CS}} w(C, CS^*) \) is optimized. Michalak et al. [23] extend MC-nets to a partition function, called embedded MC-nets.

**Definition 2**: (Embedded MC-nets). An embedded MC-net is given by a set of embedded rules \( ER \). Each rule \( er \in ER \) is expressed in a syntactic form \( l_0 | l_1 | \cdots | l_k \rightarrow w_{er} \), where each \( l_i \) is a conjunction of literals over \( A \). A rule \( er \) is said to apply to an embedded coalition \((C, CS)\) if \((1)\) \( l_0 \) applies to \( C \), and \((2)\) each \( l_i \) is a coalition in \( CS \). For an embedded coalition \((C, CS)\), \( w(C, CS) = \sum_{er \in ER^{C}} w_{er} \), where \( ER^{C} \) is the set of embedded rules that apply to \((C, CS)\).

**Example 1**. For \( A = \{a_1, a_2, a_3, a_4\} \), assume there are four rules: \( r_1 : a_1 \land a_2 \rightarrow 2, r_2 : a_3 \land \neg a_4 \rightarrow 1, r_3 : a_3 \land \neg a_1 \rightarrow 1, r_4 : a_1 \land a_2 \land a_4 \land \neg a_3 \rightarrow 1 \). If \( CS = \{\{a_1, a_2\}, \{a_3\}, \{a_4\}\} \), then \( r_1, r_2, r_3 \) apply to \( \{a_1, a_2\} \), \( \{a_3\} \), \( \{a_4\} \), respectively, and \( r_4 \) applies to \( \{a_1, a_2\}, \{a_3\}, \{a_4\}\). Thus, \( V(CS) = 2 + 1 + 1 + 1 = 5 \). This is also the optimized social welfare, i.e., \( V(CS^*) = V(\{a_1, a_2\}, \{a_3\}, \{a_4\}) = 5 \).

### 2.3 Weighted Partial MaxSAT

A weighted clause is a pair \((C, w)\), where \( C \) is a clause and \( w \), its weight, is a positive integer or infinity. A clause is called hard if its weight is infinity, otherwise it is soft. A weighted partial MaxSAT (WPM) instance is a multiset of weighted clauses \( \phi = [(C_1, w_1), \ldots, (C_m, w_m), (C_m+1, \infty), \ldots, (C_{m+m'}, \infty)] \), where the first \( m \) clauses are soft and the last \( m' \) clauses are hard. A truth assignment of \( \phi \) is a mapping that assigns to each variable in \( \phi \) either 0 or 1.

Given a WPM instance \( \phi \) and a truth assignment \( I \), the benefit of \( I \) on \( \phi \), noted \( \text{benefit}(\phi, I) \), is the sum of the weights of the soft clauses satisfied by \( I \) if \( I \) satisfies all the hard clauses, otherwise, \( \text{benefit}(\phi, I) = -\infty \). \( \phi \) is satisfiable if \( \phi \) has a truth assignment which satisfies all the hard clauses, otherwise it is unsatisfiable. The WPM problem for a WPM instance \( \phi \) is the problem of finding an optimal assignment \( I \) of \( \phi \) that maximizes \( \text{benefit}(\phi, I) \), that is, \( \text{benefit}(\phi, I) \geq \text{benefit}(\phi, I') \) for an arbitrary assignment \( I' \).

### 3. Extended Weighted Partial MaxSAT (EWPM)

In WPM, it is natural to limit the weights of soft clauses in the positive domain because the original intention of MaxSAT is maximizing the number of satisfied clauses. However, there are problems which we express as formulas with both positive and negative weights naturally, such as the CSG problem mentioned earlier in this paper. Moreover, current WPM solvers can usually only deal with a formula in conjunction normal form (CNF): a conjunction of clauses, while many combinatorial optimization problems that arise in the real world do not happen to be CNF formulas. This section presents the standard extension of WPM, which is able to handle propositional Boolean formulas with both positive and negative weights, and examines the relationship between solutions of WPM and its extension.

#### 3.1 EWPM-to-WPM Transformation

As an extension of WPM, an extended weighted partial MaxSAT (EWPM) instance is a multiset of weighted formulas \( \phi^E = [(F_1, w_1), \ldots, (F_m, w_m), (F_{m+1}, \infty), \ldots, (F_{m+m'}, \infty)] \), where the first \( m \) formulas are soft and the last \( m' \) formulas are hard. A weighted formula is a pair \((F, w)\), where \( F \) is a propositional Boolean formula and \( w \) is a non-zero integer or infinity. A soft formula is called positive if its weight is positive while it is called negative if its weight is negative.

Given an EWPM instance \( \phi^E \) and a truth assignment \( I^E \), the benefit of \( I^E \) on \( \phi^E \), noted \( \text{benefit}(\phi^E, I^E) \), is the sum of the weights of the soft formulas satisfied by \( I^E \) if \( I^E \) satisfies all the hard formulas, otherwise, \( \text{benefit}(\phi^E, I^E) = -\infty \). \( \phi^E \) is satisfiable if \( \phi^E \) has a truth assignment which satisfies all the hard formulas, otherwise it is unsatisfiable. The EWPM problem for an EWPM instance \( \phi^E \) is the problem of finding an optimal assignment \( I^E \) of \( \phi^E \) that maximizes \( \text{benefit}(\phi^E, I^E) \), that is, \( \text{benefit}(\phi^E, I^E) \geq \text{benefit}(\phi^E, I'^E) \) for an arbitrary assignment \( I'^E \).

Given all hard clauses are satisfied, a natural interpretation of a soft formula \((F, w)\) is that we gain \( w \) dollars when \( F \) is true. Under the interpretation, a negative soft formula \((F, -20)\) means that we lose 20 dollars when \( F \) is true. According to the following Definition 3, we transform \((F, -20)\)
to \((-b, 20)\) where \(b\) is logically equivalent to \(F\). \((-b, 20)\) means that we gain 20 dollars when \(b\), i.e. \(F\) is false. Someone may consider this is strange because the original soft formula \((F, -20)\) implies that neither gain nor loss is obtained when \(F\) is false. This strange meaning can be resolved by the following settings: We pay a deposit of \(-w\) dollars for a negative soft formula \((F, w)\) \((w < 0)\) and have \(-w\) dollars refunded when \(F\) is false.

Take \((F, -20)\) as an example. We first pay 20 dollars as the deposit, then examine the truth value of \(F\). When \(F\) is false, we have 20 dollars refunded. Thus, the final payoff is 0 when \(F\) is false. This is in accordance with \((F, -20)\). When \(F\) is true, 20 dollars should be paid according to \((F, -20)\). Since the deposit 20 dollars has been paid beforehand, this amount of money is taken into the consideration. The total deposit is the negative sum of all negative weights. It is the negative \(W_{neg}\) in Lemmas 1, 2, and Theorem 1 below.

**Definition 3:** (EWPM-to-WPM Transformation). Let 
\[
\phi^E = \langle (F_1, w_1), \ldots, (F_m, w_m) \rangle
\]
be an EWPM instance where \(w_i\) is non-zero integer and \((F_i, w_i)\) is a soft formula \((1 \leq i \leq m)\). The EWPM-to-WPM transformation consists of two steps:

1. (For each soft formula \((F_i, w_i)\), a new Boolean variable \(b_i\) is introduced. The soft formula is then transformed into a soft clause:
   
   \[
   (b_i, w_i) \quad \text{if} \quad w_i \geq 0
   
   \quad \neg(b_i, -w_i) \quad \text{if} \quad w_i < 0
   \]
   and two hard formulas ensuring that \(F_i\) and \(b_i\) are logically equivalent:
   
   (ii) \( (F_i \rightarrow b_i, \infty) \)
   
   (iii) \( (b_i \rightarrow F_i, \infty) \)

2. Transform hard formulas into hard clauses with a satisfiability preserving CNF transformation.

Step (1) aims to introduce a new Boolean variable \(b_i\) that is logically equivalent to \(F_i\), so that the soft formula \((F_i, w_i)\) could be transformed to a soft clause \((b_i, w_i)\) or \(\neg(b_i, -w_i)\), as shown in (i). The logical equivalence between \(b_i\) and \(F_i\) is ensured by (ii) and (iii). The aim of step (2) is to encode hard formulas (ii) and (iii) into a set of clauses. In this step, any satisfiability preserving CNF transformations could be applied [26].

**Lemma 1:** Let \(\phi^E\) be a satisfiable EWPM instance, \(\phi\) be a WPM instance obtained from \(\phi^E\) by applying EWPM-to-WPM transformation, and \(W_{neg}\) be the sum of all negative weights in \(\phi^E\).

If \(I^E\) is a truth assignment of \(\phi^E\) and satisfies all the hard formulas in \(\phi^E\), then there exists a truth assignment \(I\) of \(\phi\) such that \(I\) satisfies all the hard clauses in \(\phi\) and 
\[
benefit(\phi^E, I^E) = W_{pos}^E + \sum_{i=1}^{p} w_i^E \quad \text{where} \quad W_{pos}^E \text{ denotes the sum of the weights of positive soft clauses satisfied with } I^E.
\]
We should notice that \(\sum_{i=1}^{p} w_i^E + \sum_{j=1}^{q} w_j^E = W_{neg}^E\).

Now, we make a truth assignment \(I\) of \(\phi\) by extending \(I^E\) so as to satisfy all the hard clauses in \(\phi\) as follows. If \(I^E\) satisfies a soft clause \((F_i, w_i)\), we let \(I\) satisfy \(b_i\) which is a new variable introduced by the transformation, otherwise, we let \(I\) falsify \(b_i\). It is obvious that \(I\) satisfies the hard formulas (ii) and (iii) in the transformation. Thus, we can make \(I\) satisfy all the hard clauses in \(\phi\) because we use a satisfiability-preserving CNF transformation in (2) of the transformation. From p negative soft formulas \((F_i^1, w_i^1), (F_i^2, w_i^2), \ldots, (F_i^p, w_i^p)\), \(p\) soft clauses \((-b_i^1, -w_i^1), (-b_i^2, -w_i^2), \ldots, (-b_i^p, -w_i^p)\) are obtained, and, from \(q\) negative soft formulas \((F_j^1, w_j^1), (F_j^2, w_j^2), \ldots, (F_j^q, w_j^q)\), \(q\) soft clauses \((-b_j^1, -w_j^1), (-b_j^2, -w_j^2), \ldots, (-b_j^q, -w_j^q)\) are obtained by the transformation where \(b_i^1\) and \(b_j^1\) are new variables introduced. \(I\) falsifies \(p\) soft clauses \((-b_i^1, -w_i^1), \ldots, (-b_i^p, -w_i^p)\) and satisfies \(q\) soft clauses \((-b_j^1, -w_j^1), \ldots, (-b_j^q, -w_j^q)\).

Thus, 
\[
benefit(\phi, I) = W_{pos} + \sum_{i=1}^{p} w_i^E - \sum_{j=1}^{q} w_j^E = \sum_{i=1}^{p} w_i^E + \sum_{j=1}^{q} w_j^E = W_{neg}.
\]

**Lemma 2:** Let \(\phi^E, \phi,\) and \(W_{neg}\) be the same as those in Lemma 1. If \(I\) is a truth assignment of \(\phi\) and satisfies all the hard clauses in \(\phi\), then there exists a truth assignment \(I^E\) of \(\phi^E\) such that \(I^E\) satisfies all the hard formulas in \(\phi^E\) and 
\[
benefit(\phi^E, I^E) = benefit(\phi, I) + W_{neg}.
\]
Proof 2: We make a truth assignment \(I^E\) by restricting \(I\) to variables in \(\phi^E\). By a similar way in the proof of Lemma 1, we conclude \(I^E\) satisfies the above conditions.

By Lemmas 1 and 2, we conclude the following theorem.

**Theorem 1:** Let \(\phi^E\) be a satisfiable EWPM instance and \(\phi\) be a WPM instance obtained from \(\phi^E\) by applying EWPM-to-WPM transformation. Then, \(\phi\) is satisfiable. Furthermore, if \(I^E_{sol}\) is an EWPM solution of \(\phi^E\) and \(I_{sol}\) is a WPM solution of \(\phi\), then 
\[
benefit(\phi^E, I^E_{sol}) = benefit(\phi, I_{sol}) + W_{neg}
\]

where \(W_{neg}\) is the sum of all negative weights in \(\phi^E\).

**Proof 3:** According to Lemma 1, there exists a truth assignment \(I'\) of \(\phi\) such that 
\[
benefit(\phi, I') = benefit(\phi, I) + W_{neg}
\]

According to Lemma 2, there exists a truth assignment \(I^E\) of \(\phi^E\) such that \(benefit(\phi^E, I^E) = benefit(\phi, I_{sol}) + W_{neg}\)

Here, \(benefit(\phi^E, I^E_{sol}) \geq benefit(\phi^E, I^E)\) and \(benefit(\phi, I_{sol}) \geq benefit(\phi, I')\) because \(benefit(\phi^E, I^E_{sol})\) and \(benefit(\phi, I_{sol})\) are maximal benefits. These inequalities and the above two equalities imply 
\[
benefit(\phi, I_{sol}) = benefit(\phi, I') + benefit(\phi^E, I^E_{sol}) = benefit(\phi, I_{sol}) + W_{neg}.
\]
In essential, the EWPM-to-WPM transformation encodes a formula $F_i$ into a logically equivalent Boolean variable $b_i$ by introducing a set of hard clauses ensuring the logical equivalence, so that a soft formula $(F_i, w_i)$ could be transformed to a soft clause $(b_i, w_i)$ or $(\lnot b_i, \lnot w_i)$. During this process, the quality of assignment remains unchanged except that $F_i$ is replaced with $b_i$. Since $F_i$ and $b_i$ are logically equivalent, it is obvious that the truth assignment $I^-_\text{sol}$ is the same as $I^-_\text{sol}$.

Under the assumption of Theorem 1, the total deposit is $-W_{\text{neg}}$ dollars. Thus, the expression $(\text{benefit}(\phi^E, I^-_\text{sol}) = \text{benefit}(\phi, I_\text{sol}) + W_{\text{neg}})$ in Theorem 1 means that the maximal gain from $\phi^E$ equals the difference between maximal gain from $\phi$ and the total deposit.

3.2 Redundancy in Transformation
The hard formula (ii) for a positive soft formula and the hard formula (iii) for a negative soft formula in Definition 3 are redundant for solving an EWPM problem. That is, without these hard formulas, Theorem 1 holds.

Proposition 1: Let $\phi^E$ be a satisfiable EWPM instance and $\phi$ be a WPM instance obtained from $\phi^E$ by applying EWPM-to-WPM transformation. Let $\phi^-$ denote a multiset of weighted clauses shown as follows:

(1) soft clauses in $\phi$, generated from step (1)-(i),
(2) hard clauses in $\phi$, generated from step (1)-(i)-(iii) if $(F_i, w_i)$ is a positive formula,
(3) hard clauses in $\phi$, generated from step (1)-(ii) if $(F_i, w_i)$ is a negative formula,
(4) hard clauses in $\phi$, generated from step (2).

In other words, $\phi^-$ is obtained from $\phi$ by eliminating the hard clauses from (ii) for positive soft formulas and (iii) for negative soft formulas.

If $I_\text{sol}$ is a WPM solution of $\phi$ and $I^-_\text{sol}$ is a WPM solution of $\phi^-$, then $\text{benefit}(\phi, I_\text{sol}) = \text{benefit}(\phi^-, I^-_\text{sol})$.

Proof: $\phi$ is a superset of $\phi^-$, and the soft clauses in $\phi$ and those in $\phi^-$ are the same, so $I_\text{sol}$ is a truth assignment of $\phi^-$ and satisfies all the hard clauses in $\phi^-$. Therefore, $\text{benefit}(\phi, I_\text{sol}) \leq \text{benefit}(\phi^-, I^-_\text{sol})$ because $I^-_\text{sol}$ gives the maximal benefit of $\phi^-$. Next, we prove $\text{benefit}(\phi, I_\text{sol}) \geq \text{benefit}(\phi^-, I^-_\text{sol})$ by showing that $I^-_\text{sol}$ satisfies all the hard clauses in $\phi$.

Consider a positive soft formula $(F_i, w_i)$ ($w_i > 0$). For this soft formula, the soft clause $(b_i, w_i)$ is generated. Assume that $I_\text{sol}$ falsifies the hard formula (ii) $(F_i \rightarrow b_i, \infty)$, then $I^-_\text{sol}$ satisfies $F_i$ and falsifies $b_i$. Suppose that a truth assignment $I^-_\text{sol}$ is almost the same as $I^-_\text{sol}$ except for the assignment to $b_i$. In other words, the only difference between $I^-_\text{sol}$ and $I^-_\text{sol}$ is that $b_i$ is satisfied in $I^-_\text{sol}$ but unsatisfied in $I^-_\text{sol}$. In this condition, the hard clause $(b_i, w_i)$ is satisfied under the assignment $I^-_\text{sol}$, thus the benefit given by $I^-_\text{sol}$ is $w_i$ greater than $\text{benefit}(\phi^-, I^-_\text{sol})$. This contradicts the maximality of $\text{benefit}(\phi^-, I^-_\text{sol})$. Consequently, $I^-_\text{sol}$ has to satisfy the hard formula (ii). Thus, $I^-_\text{sol}$ satisfies the hard clauses from (ii) while these clauses are not contained in $\phi^-$.

By the similar way, we can show that $I^-_\text{sol}$ satisfies the hard clauses obtained from the hard formula (iii) for a negative soft formula. Consequently, $I^-_\text{sol}$ satisfies all the hard clauses in $\phi$.

Proposition 1 relieves the EWPM-to-WPM transformation of redundant clauses. If the formula to be handled is positive, (ii) is skipped, otherwise, (iii) can be omitted safely. In the experiments in Sect. 5, we also omit these redundant clauses.

3.3 Considerations
Let us consider MinSAT that is an alternative to MaxSAT. MinSAT is the problem of finding a truth assignment that satisfies all the hard clauses and minimizes the sum of weights of satisfied soft clause. We can say that EWPM “minimizes” the sum of absolute values of weights of satisfied negative soft formulas. From this point of view, we can solve MinSAT with EWPM.

Let $\phi^\text{Min} = \{(C_1, w_1), \ldots, (C_m, w_m), (C_{m+1}, \infty), \ldots, (C_{m+n'}, \infty)\}$ be a satisfiable weighted partial MinSAT instance. We make an EWPM instance $\phi^\text{Max}$ by negating the weights in $\phi^\text{Min}$:

$\phi^\text{Max} = \{(C_1, -w_1), \ldots, (C_m, -w_m), (C_{m+1}, \infty), \ldots, (C_{m+n'}, \infty)\}$

If a truth assignment satisfies all the hard clauses in $\phi^\text{Min}$, then it satisfies all the hard clauses in $\phi^\text{Max}$, and vice versa. It must be noted that $\text{benefit}(\phi^\text{Max}, I) = -\text{benefit}(\phi^\text{Min}, I)$ where $I$ is a truth assignment. This implies that $\text{benefit}(\phi^\text{Max}, I)$ becomes larger as $\text{benefit}(\phi^\text{Min}, I)$ becomes smaller. Consequently, a MinSAT solution of $\phi^\text{Min}$, which gives the minimum benefit of $\phi^\text{Min}$, is a MaxSAT solution of $\phi^\text{Max}$, which gives the maximum benefit of $\phi^\text{Max}$. Reversely, a MaxSAT solution of $\phi^\text{Max}$ is a MinSAT solution of $\phi^\text{Min}$.

In short, $\phi^\text{Min}$ and $\phi^\text{Max}$ have the same solution; accordingly, we may say that EWPM is not only an extension of MaxSAT but also that of MinSAT, or EWPM is an integration of MaxSAT and MinSAT.

4. Encoding Agent Relations into WPM
We apply EWPM described in the previous section to the CSG problem. In MC-nets or embedded MC-nets, each (embedded) rule contains at least two agents, one of which contains only one agent. In this case, the rule is always selected because no matter how a $C_S$ is structured, a rule with a single agent $a$ always applies to a coalition that contains $a$. Without loss of generality, in the rest of the paper, we assume each rule contains at least two agents, one of which must be positive literal.
4.1 Agent Relation

Let \( A_r \) be the set of agents in rule \( r \), \( A_r^+ \) be the set of negative literals in \( r \), and \( A_r^- \) be the set of positive literals in \( r \). We define a Boolean variable \( C_{i,j} \) if \( i < j \) for two agents \( a_i \) and \( a_j \). \( C_{i,j} = 1 \) if \( a_i \) and \( a_j \) are in the same coalition, otherwise \( C_{i,j} = 0 \).

Given a rule \( r \) of \( m \) agents, we call \( a_p \) a standard agent if \( p \) is the minimum index of all positive literals in \( r \), formally, \( a_p \in A_r^+, \forall a_l \in A_r^- \setminus \{a_p\}, p < l \). With \( a_p \), the agent relation between each pair of agents in \( r \) can be captured by the relations between \( a_p \) and \( a_i, a_k \in A_r \setminus \{a_p\} \). The agent relation between \( a_p \) and \( a_i, a_k \) is denoted by the Boolean variable \( C_{p,k} \) if \( p < k \) or \( C_{k,p} \) (if \( p > k \)). Intuitively, the value of the Boolean variable is equal to 1 if \( a_k \in A_r^+ \), and equal to 0 if \( a_k \in A_r^- \).

In Definition 1, the condition of a rule is formally expressed by \( \{ a_1 \land a_2 \land \cdots \land a_i \land \neg a_{i+1} \land \cdots \land \neg a_m \} \). In this case, the standard agent is \( a_1 \). We interpret the condition of a rule by using the agent relations between the standard agent \( a_1 \) and other agents in \( A_r \), showing in Definition 4.

**Definition 4:** (Agent relation-based MC-nets). An agent relation-based MC-net consists of a set of rules \( R \). Each rule \( r_i \in R \) is expressed in a soft formula \((S_i, w_i)\), where \( S_i \) is a conjunction of agent relations, formally expressed by \( C_{i,1} \land \cdots \land C_{i,j} \land \neg C_{i,j+1} \land \cdots \land \neg C_{i,m} \). A rule \( r_i \) is said to apply to a coalition \( C \) if \( \{C_{i,k}\}_{k=2}^{m} \) are all true, and \( \{C_{i,k}\}_{k=m+1}^{m} \) are all false.

To handle embedded rules, we reform the explicit form of \( er : I_0 \mid I_1, \ldots, I_r \rightarrow w_r \). For each \( I_i (i \in \{1, \ldots, k\}) \), we first investigate whether \( P_0 \cap N_i \neq \emptyset \) or \( P_i \cap N_0 \neq \emptyset \) holds. If at least one of the conditions holds, it means \( I_0 \) and \( I_i \) cannot apply to the same coalition by nature, then nothing would be done. Otherwise, we add one agent in \( P_i \) to \( N_0 \), so that the coalition that \( I_i \) applies to (suppose \( C \)) contains at least one agent in \( N_0 \), which prohibits \( I_0 \) from applying to \( C \). This explicit form guarantees that \( I_0 \) and \( I_i \) \((i \in \{1, \ldots, k\})\) cannot apply to the same coalition. For convenience, we assume in the rest of this paper, that each embedded rule is expressed in our reformulated explicit form.

**Example 2.** For an embedded rule \( er : a_1 \land a_2 \mid a_4 \land \neg a_3 \rightarrow 1 \), the explicit form of \( er \) is \( a_1 \land a_2 \land \neg a_4 \land a_3 \land \neg a_5 \rightarrow 1 \).

The definition of the agent relation-based MC-nets could be extended to the embedded MC-nets, as Definition 5 shows.

**Definition 5:** (Agent relation-based embedded MC-nets). An agent relation-based embedded MC-net consists of a set of embedded rules \( ER \). Each rule \( er \in ER \) is expressed in a soft formula \((S_0 \land S_1 \land \cdots \land S_r, w_0) \), where each \( S_i \) : \( i \in \{0, \ldots, k\} \) is a conjunction of agent relations, as defined in Definition 4. An embedded rule \( er \) is said to apply to an embedded coalition \((C, CS)\) if \( \{S_i\}_{i=0}^{k} \) are all true.

Apparently, the relation that two agents are in the same coalition is transitive, i.e., any three agents \( a_i, a_j, \) and \( a_k \) \((1 \leq i < j < k \leq m)\) satisfy the following transitive laws:

- \( \neg C_{i,j} \lor \neg C_{j,k} \lor C_{i,k} \)
- \( \neg C_{i,j} \lor \neg C_{i,k} \lor C_{j,k} \)
- \( \neg C_{i,k} \lor \neg C_{j,k} \lor C_{i,j} \)

where \( m \) is the number of agents. The number of hard clauses for representing the transitive laws is \( m \cdot (m - 1) \cdot (m - 2) / 2 \).

**Example 3.** In agent relation-based MC-net, four rules in Example 1 are expressed as follows: \( r_1 : (C_{1,2}, 2), r_2 : (\neg C_{3,4}, 1), r_3 : (\neg C_{1,4}, 1), r_4 : (C_{1,2} \land \neg C_{1,4} \land \neg C_{3,4}, 1) \). The four agents totally generate 12 hard clauses by the transitive laws.

The transitive laws introduced above could be refined in some cases. Take the example of a CSG problem with three rules: \( r_1 : a_1 \land a_2 \rightarrow 2, r_2 : a_3 \land a_4 \land \neg a_5 \rightarrow 1, r_3 : a_1 \land \neg a_6 \rightarrow 1 \). Agents \( a_3, a_4, \) and \( a_5 \) only appear in \( r_2 \) and have nothing to do with \( a_1, a_2, \) and \( a_6 \). Then we can combine \( a_3, a_4, \) and \( a_5 \) into a group, and make the rest three agents form the other group. Obviously, these two groups are independent of each other. Thus, the number of clauses for representing transitive laws is calculated within two groups respectively. In this example, the number of transitive laws is only 6, while the original one sums up to \( 6 \cdot 5 \cdot 4 / 2 = 60 \).

4.2 Encoding Positive Value (Embedded) Rules by Agent Relations

With EWPM-to-WPM transformation and the agent relations, rules in MC-nets and embedded MC-nets could be encoded in straightforward way. Specifically, encodings of positive value (embedded) rules are given in this subsection and those for negative value (embedded) rules are introduced in the next subsection.

**Definition 6:** (WPM encoding for positive value rules). For a positive value rule \( r_i : (S_i, w_i) (w_i > 0) \), where \( S_i = C_{1,2} \land \cdots \land C_{i,j} \land \neg C_{i,j+1} \land \cdots \land \neg C_{i,m} \), the following clauses are introduced, where \( u_i \) is a new Boolean variable.

(i) a weighted soft clause: \( (u_i, w_i) \), and
(ii) \((m - 1)\) hard clauses: \( \neg u_i \lor C_{1,2}, \ldots, \neg u_i \lor C_{1,j}, \neg u_i \lor \neg C_{1,j+1}, \ldots, \neg u_i \lor \neg C_{1,m} \).

Definition 6 is in accordance with EWPM-to-WPM transformation, which leads the following theorem to hold.

**Theorem 2:** The encoding given by Definition 6 with the transitive laws leads a MaxSAT solver to output the correct results of the CSG problem, which consists of a set of positive value rules.

**Proof 5:** If there is a coalition structure \( CS \), then we can make an assignment \( A \) which satisfies all hard clauses for the transitive laws so as to agree with \( CS \). Reversely, if there is an assignment \( A \) which satisfies all hard clauses for the transitive laws, then we obtain a coalition structure \( CS \).
which agrees with $A$. Thus, there is a one-to-one correspondence between a set of coalition structures and a set of assignments which satisfy all hard clauses for the transitive laws.

Definition 6. (i) and (ii) correspond to Definition 3. (i) and (iii), respectively, where $(u_i, w_i)$ is transformed from the positive formula $(S_i, w_i)$, and the $(m - 1)$ hard clauses are transformed from the hard formula $(u_i \rightarrow S_i, \infty)$. According to Theorem 1 and Proposition 1, Definition 3. (i) and (iii) guarantee the correctness of EWPM-to-WPM transformation for positive soft formulas. Therefore, MaxSAT solvers calculate the correct social welfare.

Definition 7: (WPM encoding for positive value embedded rules). For a positive value embedded rule $er : (S_0 \land S_1 \land \cdots \land S_k, w_{er}) (w_{er} > 0)$, the following clauses are introduced, where $u_{er}$ is a new Boolean variable.

(i) a weighted soft clause: $(u_{er}, w_{er})$, and
(ii) $(k + 1)$ propositional Boolean formulas that could be expanded to several hard clauses: $\neg u_{er} \lor S_0, \ldots, \neg u_{er} \lor S_1, \ldots, \neg u_{er} \lor S_k$.

Theorem 3: The encoding given by Definition 7 with the transitive laws leads a MaxSAT solver to output the correct results of the CSG problem, which consists of a set of positive value embedded rules.

We omit the proof for saving space, since it is basically identical to Theorem 2.

Example 4. In Example 1, a positive value rule $r_3 : a_4 \land \neg a_1 \rightarrow 1$ is encoded into a soft clause $(u_3, 1)$ and a hard clause $\neg u_3 \lor \neg C_{1,4}$. A positive value embedded rule $r_4 : a_1 \land a_2 \land \neg a_4 \land \neg a_3 \rightarrow 1$ is encoded into a soft clause $(u_4, 1)$ and three hard clauses: $\neg u_4 \lor C_{1,2}, \neg u_4 \lor \neg C_{1,4}, \neg u_4 \lor \neg C_{3,4}$. Other rules are treated in the similar way, as the agent relation-based encoding is independent of the relations between multiple rules. To solve the problem instance in Example 1, a total of 10 variables and 22 clauses are generated. These clauses include: 4 weighted soft clauses representing rules, 6 hard clauses encoded from conjunction formulas, and 12 hard clauses representing transitive laws.

4.3 Encoding Negative Value (Embedded) Rules by Agent Relations

If a rule is a negative value rule $r_1 : (S_i, w_i) (w_i < 0)$, as explained in previous section, the EWPM-to-WPM transformation referred to Definition 3. (i) and (ii), which derive the following encodings.

Definition 8: (WPM encoding for negative value rules). For each negative value rule $r_1 : (S_i, w_i) (w_i < 0)$, the following clauses are introduced, where $u_i$ is a new Boolean variable.

(i) a weighted soft clause: $(\neg u_i, w_i)$, and
(ii) a hard clause: $\neg S_i \lor u_i$.

The social welfare after encoding is $(-W_{neg})$ larger than the original one, where $W_{neg}$ is the sum of negative weights.

Theorem 4: The encoding given by Definition 8 with the transitive laws leads a MaxSAT solver to output the correct results of the CSG problem, which consists of a set of negative value rules.

Proof 6: Let $CS$ be a coalition structure. We can make an assignment $A$ which satisfies all hard clauses for the transitive laws so as to agree with $CS$.

Definition 8. (i) and (ii) correspond to Definition 3. (i) and (ii), respectively, where $(\neg u_i, -w_i)$ is transformed from the negative formula $(S_i, w_i)$, and the hard clause is transformed from the hard formula $(S_i \rightarrow w_i, \infty)$. According to Theorem 1 and Proposition 1, Definition 3. (i) and (ii) guarantee the correctness of EWPM-to-WPM transformation for negative soft formulas. Therefore, MaxSAT solvers calculate the correct social welfare.

Definition 9: (WPM encoding for negative value embedded rules). For each negative value embedded rule $er : (S_0 \land S_1 \land \cdots \land S_k, w_{er}) (w_{er} < 0)$, the following clauses are introduced, where $u_i$ is a new Boolean variable.

(i) a weighted soft clause: $(\neg u_{er}, -w_{er})$, and
(ii) a hard clause: $\neg S_0 \lor \neg S_1 \lor \cdots \lor \neg S_k \lor u_i$.

The social welfare after encoding is $(-W_{neg})$ larger than the original one, where $W_{neg}$ is the sum of negative weights.

Theorem 5: The encoding given by Definition 9 with the transitive laws leads a MaxSAT solver to output the correct results of the CSG problem, which consists of a set of negative value embedded rules.

We omit the proof of Theorem 5 since it is identical to that of Theorem 4.

Example 5. For $A = \{a_1, a_2, a_3, a_4\}$, assume there are four rules: $r_1 : a_1 \land a_2 \rightarrow 2, r_2 : a_3 \land \neg a_4 \rightarrow 1, r_3 : a_4 \land \neg a_1 \rightarrow 1, r_4 : a_1 \land a_2 \land \neg a_4 \land \neg a_3 \rightarrow -1$. A negative value rule $r_5 : a_4 \land \neg a_1 \rightarrow -1$ is encoded into a soft clause $(\neg u_3, 1)$ and a hard clause $C_{1,4} \lor u_3$. A negative value embedded rule $r_4 : a_1 \land a_2 \land \neg a_4 \land a_3 \land \neg a_3 \rightarrow -1$ is encoded into a soft clause $(\neg u_4, 1)$ and a hard clause $C_{1,2} \lor C_{1,4} \lor C_{3,4} \lor u_4$. To solve this problem, a total of 10 variables and 20 clauses are generated. These clauses include: 4 weighted soft clauses representing rules, 4 hard clauses encoded from conjunction formulas, and 12 hard clauses representing transitive laws.

5. Evaluation

This section evaluates the agent relation-based WPM approach (AWPM) and compare the performance of AWPM and the rule relation-based WPM (RWPM). The method of generating instances is summarized as follows [21]. First create a coalition with one random agent, then repeatedly add a new random agent with the probability of $\alpha$ until an agent is not added or the coalition includes all agents. Then,
we repeatedly add a new condition of each rule with probability $\beta$ until the condition is not added. The value of a rule is chosen between 0 and the number of agents in the rule, uniformly at random. In addition, for each coalition that contains more than one agent, we move an agent from positive to negative with the probability of $p$. Furthermore, we convert the value of a coalition from positive to negative with the probability of $q$. Throughout the experiment, we set $\alpha = 0.55, \beta = 0.15, p = 0.2, q = 0.2$, and $\#rules = \#agents$, ranging from 10 to 120. For each fixed $\#agents$, 100 problem instances are generated. All the tests were carried on a Core i5-2540 2.6GHz processor with 8GB RAM.

In order to select an appropriate MaxSAT solver, we evaluate several state-of-the-art MaxSAT solvers in our experiment, which can be classified into two categories. The one implements a branch and bound scheme, and the other one uses a state-of-the-art SAT solver as an inference engine, referred to as SAT-based solver. SAT-based solvers are further classified into satisfiability-based and unsatisfiability-based solvers. Among our tested solvers, Sat4j [27] and ShinMaxSat [28] are satisfiability-based solvers, while WPM1 [29] and Pwbo2.0 [30] are unsatisfiability-based solvers. Note that Pwbo2.0 is a parallel solver incorporating a satisfiability-based search into an unsatisfiability-based approach. Akmaxsat1.1 [31] and WmaxSatz [32] are branch and bound solvers. The evaluation results of these MaxSAT solvers are shown in Table 1. For each instance and solver, there is a time limit of 900 seconds. Number in bracket means the number of instances that were successfully solved within the time limit by the corresponding solver and is omitted in the table if the solver managed to solve all the 100 instances. At $\#agents = N$, if a solver fails to solve all instances within the time limit, then we terminate the solver and mark “/” for the corresponding solver with $\#agents > N$.

As can be seen from Table 1, Pwbo2.0, Sat4j and ShinMaxSat managed to solve all the problem instances with $\#agents$ ranging from 10 to 120. Among these three solvers, Pwbo2.0 had the most outstanding performance. By contrast, branch and bound-based and unsatisfiability-based solvers performed worst in our experiment, which could solve only a part of instances when $\#agents$ increases to 40. We briefly explain the reason why satisfiability-based solvers outperform the other two types of solvers as follows. In general, branch and bound-based solvers usually perform ineffectively as the size of problems increases. That is why Akmaxsat and WmaxSatz only managed to solve instances containing at most 40 agents. The SAT-based approach uses a SAT solver to solve a series of SAT instances obtained from a MaxSAT instance to be solved. Satisfiability-based solvers increase the lower bound of the MaxSAT solution while unsatisfiability-based solvers decrease the upper bound of the MaxSAT solution. Thus, satisfiability-based solvers prefer instances in which the number of soft clauses satisfied in the MaxSAT solution is relatively small. On the other hand, unsatisfiability-based solvers prefer instances in which the number is relatively large. In our experiment, the number is not so large, therefore, satisfiability-based solvers show good performance.

In what follows, we employed Pwbo2.0 as the solver to evaluate AWPM. In comparison, the solver chosen for RWPM is Sat4j, which performed best according to our previous experiment [24].

Figure 1 depicts the average computation time for solving problem instances by RWPM and AWPM. It is clear that AWPM is more time efficient than RWPM, and the superiority of AWPM becomes more remarkable as $\#agents$ goes up. Especially, when $\#agents$ reaches 120, the computation time for solving problem instances by AWPM approach is less than 4 seconds, while reaches around 9 seconds for RWPM.
We explain the reason why AWPM is more time efficient by investigating the number of Boolean variables and clauses in these two approaches, depicted in Figs. 2 and 3, respectively. Obviously, both the numbers of variables and clauses in RWPM are greater than that in AWPM. In general, the computation time goes up as the number of variables and clauses increases. That is why RWPM needs more computation time than AWPM in our experiment.

In the following, we discuss how the performances are influenced by \#rules and \#agents in the two WPM encodings. Given a CSG problem with \( m \) agents and \( n \) rules, the number of hard clauses for representing the transitive laws in AWPM and RWPM is \( m \cdot (m-1) \cdot (m-2)/2 \) and \( n \cdot (n-1) \cdot (n-2)/2 \) [24], respectively. In our experiments, \#rules = \#agents, which leads to the same number of clauses for representing the transitive laws. In this condition, the experiments demonstrate the superiority of AWPM. However, it is worth noting that, if \#agents is considerably larger than \#rules, the performance comparison of these two encodings may be inverse due to the overwhelming number of hard clauses for representing the transitive laws in AWPM.

6. Conclusion

In this paper, we presented an extension of WPM to deal with not only positive weights but also negative weights and applied the extended WPM (EWPM) to solve the CSG problem with externalities. Specifically, in order to solve EWPM instances with WPM solvers, we gave a transformation from EWPM to WPM and examined the relationship between their solutions. We theoretically proved that, for a WPM instance and its extension, the optimal solution of EWPM is always \(-W_{neg}\) larger than that of WPM, where \( W_{neg} \) is the sum of negative weights in the WPM instance. The development of EWPM paves a way for solving the MC-net-based CSG problem made up of a set of rules with both positive and negative weights. To be more specific, we exploited agent relations to encode the CSG problem into a set of Boolean propositional formulas, which could be formulated as an WPM instance with the EWPM-to-WPM transformation. Experimental results demonstrated the superiority of our agent relation-based encoding. To be more specific, problem instances with 120 agents (rules) could be solved within 4 seconds on average, while our previous rule relation-based WPM encoding, which excelled other state-of-the-art algorithms, required around 9 seconds to solve the same set of problem instances.
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