We investigate collective spin excitations in graphene with proximity-induced spin-orbit coupling (SOC) of the Rashba and valley-Zeeman types, as it is the case, e.g., for graphene on transition-metal-dichalcogenide substrates. It is shown that, even in the absence of an external magnetic field, such a system supports collective modes, which correspond to coupled oscillations of the uniform and valley-staggered magnetizations. These modes can be detected via both zero-field electron spin resonance (ESR) and zero-field electric-dipole spin resonance (EDSR), with EDSR response coming solely from Rashba SOC. We analyze the effect of electron-electron interaction within the Fermi-liquid kinetic equation and show that the interaction splits both the ESR and EDSR peaks into two. The magnitude of splitting and the relative weights of the resonances can be used to extract the spin-orbit coupling constants and many-body interaction parameters that may not be accessible by other methods.
I. Introduction

A magnetic field applied to a system of interacting fermions gives rise to a collective mode: a Silin spin wave,\textsuperscript{1-4} in which spins precess coherently around the direction of the magnetic field. (We will be referring to the magnetic field acting on electron spins as to “Zeeman field”.) It has been shown in a number of theoretical studies that a combination of SOC (of Rashba and Dresselhaus types) and electron-electron interaction leads to a new type of spin collective modes: chiral spin waves, which occur even in the absence of the external magnetic field.\textsuperscript{5-11} If both the Zeeman field and SOC are present, the collective modes are of the mixed Silin/chiral wave type. Such mixed modes were observed by Raman spectroscopy in 2D semiconductor heterostructures in the regime when the magnetic field is stronger than SOC.\textsuperscript{12-15} In the absence of the Zeeman field, a collective spin mode was observed by Raman spectroscopy on the surface state of a three-dimensional (3D) topological insulator.\textsuperscript{16} The \( q = 0 \) end points of the spin waves’ spectra can be probed by electron spin resonance (ESR), if the mode is driven by an \( ac \) magnetic field, and by electric-dipole spin resonance (EDSR), if the mode is driven by an \( ac \) electric field which couples to electron spins via spin-orbit interaction.\textsuperscript{17-19}

A free-standing graphene or graphene on a substrate made of light elements (SiO\textsubscript{2}, hBN) can have only an intrinsic Kane-Mele (KM) type of SOC,\textsuperscript{20} which is very weak. However, a much stronger SOC can be induced in a graphene layer deposited on a heavy-metal substrate and/or intercalated with heavy-metal atoms, see, e.g., Ref. 21 and references therein. First-principle calculations and experiments have demonstrated that the proximity-induced Rashba SOC in graphene on heavy-metal substrates (Au, Ni, Pb, Ir, Co) can reach up to 100 meV.\textsuperscript{22-24} Another very popular platform is monolayer and bilayer graphene on transition-metal-dichalcogenide (TMD) substrates, such as WS\textsubscript{2}, WSe\textsubscript{2}, and MoS\textsubscript{2}.\textsuperscript{25-38} In this case, the induced SOC is expected to be a mixture of two types,\textsuperscript{26,39,40} of Rashba SOC, which leads to in-plane spin-momentum textures, and of valley-Zeeman (VZ) or Ising SOC, which acts as an out-of-plane magnetic field whose direction alternates between the \( K \) and \( K' \) valleys of graphene. EDSR in graphene with both Rashba and VZ types of SOC has been predicted in a recent theoretical study,\textsuperscript{41} in which the Zeeman field was assumed to be much stronger than both types of SOC. In this case, the frequency of the modes is set by (renormalized) Zeeman energies in channels with different angular momenta, while spin-orbit interaction provides a means to couple the driving electric field to electron spins.

In this work, we study ESR and EDSR in doped graphene with Rashba and VZ types of SOC in the absence of the Zeeman field. In this case, the resonance frequencies are determined by spin-orbit energy scales, renormalized by the electron-electron interaction. By applying an extension of the Fermi-liquid (FL) theory to the case of two electron valleys,\textsuperscript{42} we show that the eigenmodes of the system correspond to coupled oscillations of the uniform and valley-staggered magnetizations. The coupling between the two sectors is provided by VZ SOC. If the latter is absent, two sectors are decoupled, and both ESR and EDSR signals detect only the uniform magnetization mode. If both Rashba and VZ types of SOC are present, each of the ESR and EDSR signals is split into two peaks due to the coupling between the two sectors. This coupling is mediated by the combined effect of the electron-electron interaction in the spin- and spin-valley channels and of VZ SOC. Finally, if only VZ SOC is present, ESR detects only one mode while EDSR shows only a continuum due to transitions between the spin-split valence and conduction bands, with a threshold around \( \omega \sim 2\mu \), where \( \mu \) is the chemical potential. In the current literature, the relative strengths of Rashba and VZ components of SOC in graphene on TMD is still an open issue: while some studies indicate that Rashba SOC is the dominant one,\textsuperscript{26-29,34} others find a stronger VZ component.\textsuperscript{32,33,36} We analyze how the ESR and EDSR spectra depend on the interplay between the two types of SOC and propose to use ESR and EDSR experiments as a direct way to resolve this controversy.

The rest of the paper is organized as follows. In Secs. II A, II B, and II C, we describe our model and discuss the selection rules for ESR and EDSR in the absence of electron-electron interaction. In Sec. II D, we derive a low-energy Hamiltonian for the conduction band. Section III deals with the effects of electron-electron interaction. In Sec. III A, we introduce the two-valley FL theory. In Sec. III B, we discuss the eigenmodes of a two-valley FL with Rashba and VZ types of SOC. ESR and EDSR in this system are described in Secs. III C and III D, respectively. In Sec. IV, we present our conclusions and discuss the feasibility of an experimental observation of the effects predicted in this paper. Technical details of the calculations are delegated to Appendices A and B.

II. Electron spin and electric-dipole spin resonances in the non-interacting system

A. Single-particle Hamiltonian

We consider a monolayer graphene attached to a substrate made of, e.g., TMD, or heavy metal. Strong SOC in the substrate induces SOC in graphene, which can be generically of both Rashba and VZ types. For completeness, we also allow for an intrinsic KM term. Following Refs. 20, 26, 39, 40, 43, and 44, we adopt the following low-energy
Hamiltonian:
\[
    \hat{H}_0 = v_F (\tau_z \hat{s}_0 \hat{\sigma}_x k_x + \hat{s}_0 \hat{\sigma}_y k_y) + \Delta \hat{s}_0 \hat{\sigma}_z + \frac{\lambda_{\text{KM}}}{2} \tau_z \hat{s}_0 \hat{\sigma}_z + \frac{\lambda_{\text{R}}}{2} (\tau_z \hat{s}_y \hat{\sigma}_x - \hat{s}_x \hat{\sigma}_y) + \frac{\lambda_Z}{2} \tau_z \hat{s}_z \hat{\sigma}_0,
\]
where \( v_F \) is the Dirac velocity; \( \hat{k} \) is the electron momentum measured either from the \( \hat{K} \) or \( \hat{K}' \) point of the graphene Brillouin zone, \( \lambda_{\text{KM, Z}}, \lambda_{\text{R}} \) are the coupling constants of the KM, VZ, and Rashba spin-orbit interactions, respectively, \( \Delta \) is the gap due to substrate-induced asymmetry between the A and B sites of the honeycomb lattice, \( \hat{s}_i \) are the Pauli matrices in the sublattice (pseudo-spin) and spin spaces, respectively (with \( \hat{\sigma}_0 \) and \( \hat{s}_0 \) being the unity matrices in the corresponding spaces), and \( \tau_z = \pm 1 \) labels the \( \hat{K} \) and \( \hat{K}' \) points.

The first three terms in Eq. (1) describe (massive) Dirac fermions near the \( \hat{K} \) and \( \hat{K}' \) points, the rest of the terms describe SOC. The intrinsic SOC present locally on the sublattice sites of graphene gives rise to two terms in the Hamiltonian, which are symmetric and antisymmetric combinations of local SOCs on the A and B sites. Because free-standing graphene is invariant under sublattice exchange, only the symmetric combination, which was identified by Kane and Mele,\(^{20}\) survives. It couples spins, sublattices (pseudo-spins), and valleys, as indicated by the fourth term in Eq. (1). The presence of a substrate brings about new features. First, the breaking of \( z \to -z \) inversion symmetry induces a Rashba-type SOC. At the \( \hat{K} \) and \( \hat{K}' \) points, the Rashba Hamiltonian contains the leading, momentum-independent term [the fifth term in Eq. (1)] and the subleading, linear-in-\( k \) term.\(^{43,45}\) We assume that doping is low enough, i.e., \( k_F \ll \lambda_{\text{R}} / \alpha \), where \( \alpha \) is the Rashba parameter for the linear-in-\( k \) coupling, such that the latter can be neglected, and Rashba SOC will be described by the fifth term in Eq. (1). Second, if the substrate also breaks the sublattice symmetry, the anti-symmetric combination of atomic SOCs gives rise to a VZ SOC—the last term in Eq. (1).

The Hamiltonian in Eq. (1) can be simplified further. First, it is well known that the KM coupling is much weaker than other types of SOC. While theoretical estimates place \( \lambda_{\text{KM}} \) in the range from 1\(\mu\)eV\(^{46,47}\) to 25-50\(\mu\)eV,\(^{48,49}\) a recent ESR experiment reports the value of 42.2\(\mu\)eV.\(^{50}\) This is much smaller than typical values of 1-10 meV for \( \lambda_{\text{R}} \) and \( \lambda_Z \) for graphene on TMD substrates,\(^{26,27,32,33,36,39}\) and thus the KM term will be ignored in what follows. Next, substrate-induced sublattice asymmetry is expected to open a gap of magnitude \( \Delta \) at the Dirac points. This gap endows graphene with Berry curvature which, in combination with SOC, leads to interesting consequences for EDSR, such as a Hall component of the induced current, as discussed recently in Ref. 41. In the regime of \( \lambda_{\text{R}}, \lambda_Z \ll \mu \) (where the FL theory of Secs. III B-III D is valid), the presence of the gap gives rise to the Hall conductivity but does not qualitatively affect the collective modes, as it amounts only to changes in the Fermi velocity and SOC parameters. Given also that angular-resolved photoemission of graphene on TMD substrates has not detected gaps in the Dirac spectrum,\(^{51-53}\) we will neglect the asymmetry gap in this study. With these simplifications, the Hamiltonian is reduced to
\[
    \hat{H}_0 = v_F (\tau_z \hat{s}_0 \hat{\sigma}_x k_x + \hat{s}_0 \hat{\sigma}_y k_y) + \frac{\lambda_Z}{2} \tau_z \hat{s}_z \hat{\sigma}_0 + \frac{\lambda_R}{2} (\tau_z \hat{s}_y \hat{\sigma}_x - \hat{s}_x \hat{\sigma}_y).
\]

## B. Energy spectrum and selection rules for Rashba spin-orbit coupling

If only Rashba SOC is present (\( \lambda_Z = 0 \)), the eigenvalues and eigenstates of the Hamiltonian (2) are given by\(^{43,44}\)
\[
    \varepsilon_{\alpha \beta; \tau_z}(k) = \alpha \left( \sqrt{v_F^2 k^2 + \left( \frac{\lambda_R}{2} \right)^2} + \beta \frac{\lambda_R}{2} \right),
\]
\[
    |\alpha \beta; \tau_z\rangle = \frac{1}{\sqrt{2(1 + (\epsilon_{\alpha \beta})^2)}} \begin{pmatrix}
        -i \alpha \beta \tau_z e^{-i(1+\tau_z)\theta} \\
        -i \alpha \beta e^{-i(\epsilon_{\alpha \beta})\tau_z} \\
        \tau_z e^{-i\tau_z \theta} e^{i(\epsilon_{\alpha \beta})\tau_z} \\
        1
    \end{pmatrix},
\]
where \( \alpha = \pm 1 \) denotes the conduction/valence band, \( \beta = \pm 1 \) denotes the SOC-split chiral subbands, \( \tau_z = \pm 1 \) denotes the \( \hat{K} / \hat{K}' \) valleys, respectively, and \( \theta \) is the azimuthal angle of \( k \).

The energy spectrum for a realistic case of \( \lambda_R < \mu \) is shown in Fig. 1a, where we choose \( \mu > 0 \) without loss of generality. The chiral nature of the bands is evident from the expectation values of the spin operators in each of the subbands:
\[
    \langle \alpha \beta; \tau_z | \hat{S}_a | \alpha \beta; \tau_z \rangle = -\beta \frac{\sin \theta}{\sqrt{1 + r^2}}, \quad \langle \alpha \beta; \tau_z | \hat{S}_y | \alpha \beta; \tau_z \rangle = \frac{\beta \cos \theta}{\sqrt{1 + r^2}}, \quad \langle \alpha \beta; \tau_z | \hat{S}_z | \alpha \beta; \tau_z \rangle = 0,
\]
where \( \hat{S}_a \equiv \hat{s}_a \hat{\sigma}_0 \) are the components of the spin operator and \( r \equiv \lambda_R / 2v_F k \). It is clear from Eq. (4) that \( \mathbf{k} \cdot \mathbf{S} = 0 \), which means that the spin is perpendicular to the momentum in each subband, as shown in Fig. 1c. Note that \( \langle \alpha \beta; \tau_z | \hat{S}_a | \alpha \beta; \tau_z \rangle \) is independent of \( \tau_z \). This means that the chiral structure is the same at the \( \hat{K} \) and \( \hat{K}' \) points.
matrix element in Eq. (5c), which is non-zero if $\alpha\beta\alpha' = 0$, which can happen only if $\beta = \beta'$ and $\alpha = -\alpha'$. Thus transitions between conduction and valence subbands of the same chirality are forbidden. From Fig. 1a, we see that the frequencies of the allowed transitions are $\Omega = 2\mu$. For an in-plane field, the vertical arrow shows a transition induced by an in-plane magnetic field, while the horizontal arrow shows transitions induced by an out-of-plane magnetic field. (f) Spin structure of the ground state for valley-Zeeman spin-orbit coupling. The crosses (dots) represent spins polarized into (out of) the plane.

To determine which transitions can be excited by an ac magnetic field in an ESR measurement, we also need the intravalley matrix elements of the spin operator for off-diagonal transitions between spin-split subbands. Using the eigenstates from Eq. (3), we obtain

\begin{align}
\langle \alpha'\beta'; \tau_z | \hat{S}_z | \alpha\beta; \tau_z \rangle &= \frac{i}{2} \frac{\left( \epsilon_{\alpha'\beta'} e^{i\theta} - \epsilon_{\alpha\beta} e^{-i\theta} \right)}{\left( 1 + \epsilon_{\alpha'\beta'}^2 \right)^{1/2}} \left( \epsilon_{\alpha\beta} + \epsilon_{\alpha'\beta'} \right), \quad (5a)
\end{align}

\begin{align}
\langle \alpha'\beta'; \tau_z | \hat{S}_y | \alpha\beta; \tau_z \rangle &= \frac{\left( \epsilon_{\alpha'\beta'} e^{i\theta} + \epsilon_{\alpha\beta} e^{-i\theta} \right)}{2 \sqrt{\left( 1 + \epsilon_{\alpha'\beta'}^2 \right)^2}} \left( \epsilon_{\alpha\beta} + \epsilon_{\alpha'\beta'} \right), \quad (5b)
\end{align}

\begin{align}
\langle \alpha'\beta'; \tau_z | \hat{S}_z | \alpha\beta; \tau_z \rangle &= \frac{\epsilon_{\alpha\beta} \epsilon_{\alpha'\beta'} - 1}{2 \sqrt{\left( 1 + \epsilon_{\alpha\beta}^2 \right)^2}} \left( \epsilon_{\alpha\beta} + \epsilon_{\alpha'\beta'} \right), \quad (5c)
\end{align}

A response to an in-plane ac magnetic field is controlled by the matrix elements in Eqs. (5a) and (5b). These vanish if $\epsilon_{\alpha\beta} + \epsilon_{\alpha'\beta'} = 0$, which can happen only if $\beta = \beta'$ and $\alpha = -\alpha'$. Thus transitions between conduction and valence subbands of the same chirality are forbidden. From Fig. 1a, we see that the frequencies of the allowed transitions for an in-plane field are $\Omega = \lambda_R$ and $\Omega = 2\mu \pm \lambda_R$. A response to an out-of-plane magnetic field is controlled by the matrix element in Eq. (5c), which is non-zero if $\alpha\beta\alpha'\beta' \neq 1$. This condition allows for transitions between the states with opposite subband (conduction vs valence) or chirality indices but not both. As shown in Fig. 1a, the frequencies of the allowed transitions for an out-of-plane field are $\Omega = \lambda_R$ and $\Omega = 2\mu$.

In an ESR experiment, one measures the imaginary part of the spin susceptibility, which can be calculated using the Kubo formula, see Appendix A 3 a. The results are shown in Figs. 2a and 2b. In agreement with the selection...
Using the eigenstates from Eq. (3), we obtain without SOC coupling:

$$\hat{\psi} = \nabla_k \hat{H}_0 = v_F \tau^z \hat{s}_0 \hat{x} \dot{x} + v_F \hat{s}_0 \hat{y} \dot{y}.$$  \hspace{1cm} (6)

Using the eigenstates from Eq. (3), we obtain

$$\langle \alpha' \beta'; \tau_z | \hat{v}_x | \alpha \beta; \tau_z \rangle = v_F \varepsilon_{\alpha \beta} e^{-i \theta_{\tau_z}} + \varepsilon_{\alpha' \beta'} e^{i \theta_{\tau_z}} + \varepsilon_{\alpha' \beta'} \varepsilon_{\alpha \beta} e^{i \theta_{\tau_z}} + \varepsilon_{\alpha' \beta'} e^{-i \theta_{\tau_z}},$$

$$\langle \alpha' \beta'; \tau_z | \hat{v}_y | \alpha \beta; \tau_z \rangle = i v_F \varepsilon_{\alpha' \beta'} e^{i \theta_{\tau_z}} + \varepsilon_{\alpha' \beta'} e^{-i \theta_{\tau_z}} - \varepsilon_{\alpha' \beta'} \varepsilon_{\alpha \beta} e^{i \theta_{\tau_z}} - \varepsilon_{\alpha' \beta'} e^{-i \theta_{\tau_z}},$$ \hspace{1cm} (7)

In contrast to the case of magnetic driving, we see that the matrix elements of the velocity are finite for any combination of \(\alpha, \beta, \alpha',\) and \(\beta',\) and thus transitions between all the subbands can be excited by an \(ac\) electric field (except for those within the valence bands, which are forbidden by the Pauli principle). Therefore, we expect to see a resonance in the conductivity at \(\Omega = \lambda_R\) and onsets of continua at \(\Omega = 2\mu \pm \lambda_R\) in \(\chi_{xx}(\Omega)\) and \(\Omega = 2\mu\) in \(\chi_{zz}(\Omega)\).

To understand the selection rules for transitions induced by an in-plane \(ac\) electric field in an EDSR measurement, we need the matrix elements of the velocity operator, which coincides with the velocity operator for Dirac fermions without SOC coupling:

$$\hat{\chi} = \nabla_k \hat{H}_0 = v_F \tau^z \hat{s}_0 \hat{x} \dot{x} + v_F \hat{s}_0 \hat{y} \dot{y}.$$  \hspace{1cm} (6)

Using the eigenstates from Eq. (3), we obtain

$$\langle \alpha' \beta'; \tau_z | \hat{v}_x | \alpha \beta; \tau_z \rangle = v_F \varepsilon_{\alpha \beta} e^{-i \theta_{\tau_z}} + \varepsilon_{\alpha' \beta'} e^{i \theta_{\tau_z}} + \varepsilon_{\alpha' \beta'} \varepsilon_{\alpha \beta} e^{i \theta_{\tau_z}} + \varepsilon_{\alpha' \beta'} e^{-i \theta_{\tau_z}},$$

$$\langle \alpha' \beta'; \tau_z | \hat{v}_y | \alpha \beta; \tau_z \rangle = i v_F \varepsilon_{\alpha' \beta'} e^{i \theta_{\tau_z}} + \varepsilon_{\alpha' \beta'} e^{-i \theta_{\tau_z}} - \varepsilon_{\alpha' \beta'} \varepsilon_{\alpha \beta} e^{i \theta_{\tau_z}} - \varepsilon_{\alpha' \beta'} e^{-i \theta_{\tau_z}},$$ \hspace{1cm} (7)

In contrast to the case of magnetic driving, we see that the matrix elements of the velocity are finite for any combination of \(\alpha, \beta, \alpha',\) and \(\beta',\) and thus transitions between all the subbands can be excited by an \(ac\) electric field (except for those within the valence bands, which are forbidden by the Pauli principle). Therefore, we expect to see a resonance in the conductivity at \(\Omega = \lambda_R\) and onsets of continua at \(\Omega = 2\mu \pm \lambda_R\) and \(\Omega = 2\mu\), as shown in Fig. 1b. In an EDSR experiment, one measures the real part of the optical conductivity, which can be also calculated using the Kubo formula (see. Appendix A 3 b). The conductivity shown in Fig. 3a (without the Drude part) indeed exhibits all the features following from the selection rules.

### C. Energy spectrum and selection rules for valley-Zeeman spin-orbit coupling

In the opposite limiting case, when only VZ SOC is present (\(\lambda_R = 0\)), the eigenvalues and eigenstates of the Hamiltonian (2) are given by

$$\varepsilon_{\alpha \beta; \tau_z}(\mathbf{k}) = \alpha \left( v_F \mathbf{k} + \frac{\lambda_Z}{2} \right),$$

$$|\alpha \beta; \tau_z\rangle = \frac{1}{2\sqrt{2}} \begin{pmatrix} 1 + \tau_z \alpha \beta e^{i \tau_z \theta} \\ (\tau_z \alpha + \beta) e^{i \tau_z \theta} \\ 1 - \tau_z \alpha \beta e^{i \tau_z \theta} \\ (\tau_z \alpha - \beta) e^{i \tau_z \theta} \end{pmatrix},$$ \hspace{1cm} (8)

with the same notations as in Eq. (3). The corresponding spectrum is shown in Fig. 1b.
The expectation values of the spin operators are
\[ \langle \alpha \beta; \tau_z | \hat{S}_z | \alpha \beta; \tau_z \rangle = 0, \quad \langle \alpha \beta; \tau_z | \hat{S}_y | \alpha \beta; \tau_z \rangle = 0, \quad \langle \alpha \beta; \tau_z | \hat{S}_x | \alpha \beta; \tau_z \rangle = \tau_z \alpha \beta. \] (9)

In contrast to the case of Rashba SOC, spins are no longer chiral but Ising-like, and are polarized in the opposite directions in the SOC-split bands, see Fig. 1d. Within a given electron or hole spin-split subband, the direction of polarization is also opposite at the \( K \) and \( K' \) points. This is expected as the system preserves time-reversal symmetry.

To understand the selection rules for transitions probed by ESR, we need the off-diagonal matrix elements of the spin operator, which are given by
\[ \langle \alpha' \beta'; \tau_z | \hat{S}_z | \alpha \beta; \tau_z \rangle = -\delta_{\alpha' \alpha} \delta_{\beta' \beta}, \quad \langle \alpha' \beta'; \tau_z | \hat{S}_y | \alpha \beta; \tau_z \rangle = i \tau_z \alpha \beta \delta_{\alpha' \alpha} \delta_{\beta' \beta}, \quad \langle \alpha' \beta'; \tau_z | \hat{S}_x | \alpha \beta; \tau_z \rangle = \tau_z \alpha \beta \delta_{\alpha' \alpha} \delta_{\beta' \beta}. \] (10)

That \( \langle \alpha' \beta'; \tau_z | \hat{S}_z | \alpha \beta; \tau_z \rangle \) is purely diagonal implies that an out-of-plane magnetic field cannot induce any inter-band transitions; this is so because \( \hat{S}_z \) commutes with the Hamiltonian. Furthermore, an in-plane magnetic field can only induce a transition at \( \Omega = \lambda_z \) between the spin-split branches of the conduction band, but there are no continua of spin-flip transitions, see Fig. 1d. Correspondingly, \( \text{Im} \chi_{xx}(\Omega) = 0 \) while \( \text{Im} \chi_{zz}(\Omega) \) exhibits a single peak at \( \Omega = \lambda_z \), as shown in Fig. 2c.

The selection rules for transitions probed by an \( ac \) electric field follow from the matrix elements of velocity, given by
\[ \langle \alpha' \beta'; \tau_z | \hat{v}_x | \alpha \beta; \tau_z \rangle = \frac{\tau_z v_F}{4} \left[ e^{i \theta \tau_z} \alpha' + e^{-i \theta \tau_z} \right] \left( 1 + \alpha \alpha' \beta \beta' \right), \]
\[ \langle \alpha' \beta'; \tau_z | \hat{v}_y | \alpha \beta; \tau_z \rangle = \frac{\tau_z v_F}{4} \left[ e^{i \theta \tau_z} - \alpha' e^{-i \theta \tau_z} \right] \left( 1 + \alpha \alpha' \beta \beta' \right). \] (11)

It follows from the last equation that an in-plane \( ac \) electric field can induce transitions only between the valence and conduction band, with a simultaneous flip of chirality. As shown in Fig. 1e, the frequencies of these transitions are \( \Omega = 2 \mu \pm \lambda_z \), but there is no resonance peak at \( \Omega = \lambda_z \). Indeed, the corresponding conductivity in Fig. 3b shows no resonance but only a double step at \( \Omega = 2 \mu \pm \lambda_z \), which is just a Pauli threshold at \( \Omega = 2 \mu \) split by VZ SOC.

D. Low-energy Hamiltonian for the conduction band in the presence of external electric and magnetic fields

As we saw in the previous sections, there are two groups of transitions that can be excited by external electric and magnetic fields: i) those between the spin-split subbands of the conduction band at \( \Omega = \lambda_R, \lambda_Z \) and ii) those between the spin-split conduction and valence bands at \( \Omega = 2 \mu, 2 \mu \pm \lambda_R, 2 \mu \pm \lambda_Z \). Given that \( \lambda_R, \lambda_Z \ll \mu \) in real systems, the transition frequencies in the second group are near the direct absorption threshold at \( \Omega \approx 2 \mu \). If the Coulomb interaction between optically excited holes and conduction electrons is accounted for, absorption starts at the indirect threshold of \( \Omega = \mu \), via the same mechanism as in Auger damping of photoexcited carriers in doped semiconductors. \( 54-56 \) In addition, the interaction between electrons in the conduction band also leads to absorption for \( \Omega < 2 \mu, \) \( 57 \) and this contribution is comparable to Auger’s one for \( \Omega \sim \mu \). For \( \Omega \gtrsim \mu \), the linewidth due to
both types of damping is large, on the order of $g^2 \mu$, where $g$ is the dimensionless coupling constant of the Coulomb interaction. Therefore, for moderate and strong interaction, both Auger and intraband damping are expected to smear the fine features near $2 \mu$, induced by SOC. For this reason, we will ignore transitions at $\Omega \approx 2 \mu$ and focus on the low-energy part of the spectrum at $\Omega \approx \lambda_R, \lambda_Z \ll \mu$.

For this range of frequencies, it makes sense to derive an effective low-energy Hamiltonian for the spin-split conduction band. We start by transforming Eq. (2), written in the sub-lattice basis $\{\hat{a}_\uparrow, \hat{b}_\uparrow, \hat{a}_\downarrow, \hat{b}_\downarrow\}^T$, to the subband basis $\{\hat{c}_\uparrow, \hat{c}_\downarrow, \hat{\nu}_\uparrow, \hat{\nu}_\downarrow\}^T$, in which the Dirac part of $\hat{H}_0$ is diagonal. The transformation is effected via

$$\hat{a}_\uparrow = \frac{\hat{c}_\uparrow + \hat{\nu}_\uparrow}{\sqrt{2}}, \quad \hat{a}_\downarrow = \frac{\hat{c}_\downarrow - \hat{\nu}_\downarrow}{\sqrt{2}} \tau_z e^{i \tau_x \theta}, \quad \varsigma = \uparrow, \downarrow. \quad (12)$$

An ac magnetic field $\hat{b}_0 B_0 e^{-i \mu t}$ is accounted for by adding the Zeeman term $\hat{s} \cdot \hat{b}_0 \sigma_0 \Delta Z/2$ to the Hamiltonian (2), where $\Delta Z = g \mu_B B_0 e^{-i \mu t}$, $g$ is the effective Landé-factor, and $\mu_B$ is the Bohr magneton. An ac electric field $E_0 e^{-i \mu t}$ is accounted for by a gauge transformation $\hat{k} \rightarrow \hat{k} + (\epsilon/c) \hat{A}$ in Eq. (2), where $\hat{A} = (c/\mu t)E_0 e^{-i \mu t}$ is the vector-potential. In the new basis, and in the presence of both magnetic and electric fields, the Hamiltonian can be written as a $4 \times 4$ block-matrix

$$\hat{H}_0^{\text{band}} = \begin{pmatrix} \hat{H}_{cc} & \hat{H}_{cv} \\ \hat{H}_{vc} & \hat{H}_{vv} \end{pmatrix}, \quad (13)$$

where the $2 \times 2$ blocks are given by

$$\hat{H}_{cc} = \hat{s}_0 \nu_F k + \frac{\lambda_R}{2} (\hat{k} \cdot \hat{s}) \cdot \hat{z} + \frac{\lambda_Z}{2} \tau_z \hat{s}_z + \frac{\Delta Z}{2} \hat{s} \cdot \hat{b}_0 + \hat{s}_0 \frac{e \nu_F}{c} (\hat{k} \cdot \hat{A}),$$

$$\hat{H}_{vv} = -\hat{s}_0 \nu_F k - \frac{\lambda_R}{2} (\hat{k} \cdot \hat{s}) \cdot \hat{z} + \frac{\lambda_Z}{2} \tau_z \hat{s}_z + \frac{\Delta Z}{2} \hat{s} \cdot \hat{b}_0 - \hat{s}_0 \frac{e \nu_F}{c} (\hat{k} \cdot \hat{A}),$$

$$\hat{H}_{cv} = i \tau_z \hat{s}_0 \frac{e \nu_F}{c} (\hat{k} \times \hat{A}) \cdot \hat{z} - i \frac{\lambda_R}{2} \tau_z (\hat{k} \cdot \hat{s}),$$

$$\hat{H}_{vc} = -\hat{H}_{cv}, \quad (14)$$

with $\hat{k} = k/k$ and $\hat{z}$ being the unit vector normal the plane. Note that the coupling between the conduction and valence bands arises via the electric field and Rashba SOC. This is due to the selection rules discussed in Secs. II B and II C, which say that, at $\Omega \ll \mu$, only Rashba SOC allows for transitions between the conduction and valence bands. Note also that the Rashba terms in $\hat{H}_{cc}$ and $\hat{H}_{vv}$ are almost the same as in a 2D electron gas (up to the dependence on the magnitude of $\hat{k}$).

Next, we project out the valence band via a standard downfolding procedure. Namely, we find the Green’s function of $\hat{H}_0^{\text{band}}$ in Eq. (13), $G = (\epsilon - \hat{H}_0^{\text{band}})^{-1}$, and read off its cc element. This yields the effective low-energy Hamiltonian as $\hat{H}_{\epsilon}^{\text{proj}} = \hat{H}_{cc} + \hat{H}_{vu}(\epsilon - \hat{H}_{vu})^{-1} \hat{H}_{vc}$. To leading order in the external fields and SOC, the eigenvalue $\epsilon$ can be replaced by $\nu_F k$, leading to

$$\hat{H}_{cc}^{\text{proj}} = \hat{s}_0 \nu_F k + \frac{\lambda_R}{2} (\hat{k} \cdot \hat{s}) \cdot \hat{z} + \frac{\lambda_Z}{2} \tau_z \hat{s}_z + \frac{\Delta Z}{2} \hat{s} \cdot \hat{b}_0 + \hat{s}_0 \frac{e \nu_F}{c} (\hat{k} \cdot \hat{A}) + \frac{e \lambda_R}{2 e \nu_F} (\hat{A} \times \hat{k}) \cdot \hat{z} (\hat{k} \cdot \hat{s}). \quad (15)$$

Note that the electric field couples to spins only due to Rashba SOC, which is the origin of the EDSR effect. In the absence of external fields, SOC splits the conduction band into two subbands with energies

$$\epsilon_{\pm} = \nu_F k \pm \frac{1}{2} \lambda_{\text{SOC}}, \quad (16)$$

and the resonance occurs at $\Omega = \lambda_{\text{SOC}}$.

### III. Electron spin and electric-dipole spin resonances in a two-valley Fermi liquid

#### A. Two-valley Fermi liquid

In this section, we investigate the effect of electron-electron interaction on ESR and EDSR. As we shall demonstrate, the most prominent effect of the interaction is to split the resonances into two. This splitting is controlled by the coupling constants of the various interaction channels, which enables one to extract these important parameters from the measured spectra. Since we are interested only in energies much smaller than the Fermi energy, the effect of
electron-electron interaction can be accounted for within a Fermi liquid (FL) theory for conduction electrons only, while the interaction with holes can be assumed to be absorbed into the coupling constants of the FL theory.

First, we discuss the structure of the FL theory for a two-valley system in the absence of SOC, developed recently in Ref. 42. The interaction vertices are shown in Fig. 4. The solid and dashed lines depict electrons in the \( K \) and \( K' \) valleys, respectively. Diagrams \( a \) and \( b \) describe intra-valley scattering. Each of these diagrams has an exchange partner (not shown), in which the outgoing states are swapped. Diagram \( c \) describes an inter-valley scattering event.

The momentum transfer in such an event is close to \( 2k_F \). Diagram \( d \) is an exchange partner of diagram \( c \), in which electrons are swapped between the valleys. The momentum transfer in such an event is close to the distance between the \( K \) and \( K' \) points, \( |K - K'| \sim 1/a \), where \( a \) is the lattice constant. For \( k_F a \ll 1 \), the matrix element of the Coulomb interaction for diagram \( d \) is much smaller than that for diagram \( c \), and will be neglected in what follows. In this case, the valley index plays a role of conserved isospin, and we have an \( SU(2) \times SU(2) \)-invariant FL. The interaction between quasiparticles of such a FL is described by the Landau interaction function

\[
\nu_F^e f_\nu(k,k') = F^s(k,k')\delta_{\nu_1\nu_3}\delta_{\nu_2\nu_4}\delta_{\nu_1\nu_3}\delta_{\nu_2\nu_4} + F^o(k,k')\delta_{\nu_1\nu_3}\delta_{\nu_2\nu_4}(s_{s_1s_3}\cdot s_{s_2s_4}) + G^s(k,k')(\hat{\tau}_{\nu_1\nu_3}\cdot \hat{\tau}_{\nu_2\nu_4})\delta_{s_{s_1s_3}\cdot s_{s_2s_4}} + H(k,k')(\hat{\tau}_{\nu_1\nu_3}\cdot \hat{\tau}_{\nu_2\nu_4})(s_{s_1s_3}\cdot s_{s_2s_4}),
\]

where \( \nu_F^e \) is the renormalized density of states at the Fermi energy and \( v (\varsigma) \) labels valley (spin). Components \( F^s \) and \( F^o \), which are present also in the single-valley case, describe direct and exchange interaction between fermions in the same valley, respectively. Component \( G^s \) describes exchange interaction between different valleys, which would be present even for spinless fermions. Finally, component \( H \) describes exchange interaction between both spins and valleys. The components of the Landau function are defined on the Fermi surface, i.e., for \( k = k' = k_F \), depend only on angle \( \vartheta \) between \( k \) and \( k' \), and can be characterized by angular harmonics, e.g., \( F^s_m = \int d\vartheta F^s(\vartheta) e^{im\vartheta}/2\pi \), and the same for other components.

As long as SOC can be treated as a perturbation, i.e., for \( \lambda_R, \lambda_Z \ll \mu \), the Landau function in Eq. (17) can also be used to describe dynamics of spins in the presence of SOC, similar to how it was done in Refs. 5, 7, and 11 for a 2D electron gas with Rashba and Dresselhaus SOC.

**B. Collective modes of a two-valley Fermi liquid with spin-orbit coupling**

Accounting for the valley degree of freedom and in the absence of external fields, one can write the projected Hamiltonian (15) becomes

\[
\hat{H}_{cc}^{\text{proj}} = v_F k \hat{\tau}_0 \hat{s}_0 + \frac{\lambda_R}{2} \hat{\tau}_0 (\hat{k} \times \hat{s}) \cdot \hat{z} + \frac{\lambda_Z}{2} \hat{\tau}_z \hat{s}_z.
\]

Accordingly, the quasiparticle energy can be written as the sum of the equilibrium part (eq) and a correction due to the Landau functional (LF), whereas the equilibrium part is further separated into a spin-independent part and a correction due to SOC:

\[
\begin{align*}
\tilde{\epsilon}(k,t) &= \tilde{\epsilon}_{\text{eq}}(k) + \delta \tilde{\epsilon}_{\text{LF}}(k,t), \\
\tilde{\epsilon}_{\text{eq}}(k) &= \tilde{\epsilon}_{\text{eq}}(k) + \delta \tilde{\epsilon}_{\text{SO}}(k), \\
\delta \tilde{\epsilon}_{\text{SO}}(k) &= \frac{\lambda_R}{2} \tilde{\epsilon}_{\text{eq}}(k) \cdot \hat{z} + \frac{\lambda_Z}{2} \tilde{\epsilon}_{\text{eq}}(k) \cdot \hat{\tau}_z, \\
\delta \tilde{\epsilon}_{\text{LF}}(k,t) &= \text{Tr} \int \frac{d^2p'}{(2\pi)^2} \tilde{f}(k,k') \tilde{n}(k',t).
\end{align*}
\]
Here, \( \delta \hat{n}(k, t) \) is the density matrix, \( f(k, k') \) is given by Eq. (17), ' indicates the valley/spin state of a quasiparticle with momentum \( k' \), \( v_F^\ast \) is the renormalized Fermi velocity, and \( \lambda_R^\ast = \lambda_R/(1 + F_0^\ast) \). \( \lambda^\ast_2 = \lambda_2/(1 + H_0) \) are the renormalized spin-orbit coupling constants. Equations (19a)-(19d) need to be solved self-consistently along with the kinetic equation for the density matrix

\[
i \frac{\partial \hat{n}(k, t)}{\partial t} = [\hat{\varepsilon}(k, t), \hat{n}(k, t)].
\]  

(20)

[Our kinetic equation does not contain the effects of Berry curvature because we neglected the asymmetry gap in the single-particle spectrum.] As in Refs. 5 and 11, we introduce a set of rotated Pauli matrices in the spin space

\[
\hat{F} = \frac{1}{2} \left[ \hat{\varepsilon}, \hat{\varepsilon}_0^\ast \right],
\]

(25)

respectively, where \( \calN \sim (k, t) \equiv M_{3\gamma}(k, t) \) with \( \gamma = 1 \ldots 3 \). Vector \( \textbf{w} \) describes oscillations in the valley occupancy, which are decoupled from both magnetizations and will not be considered below. Expanding \( \textbf{u} \) and \( \calN \) over the set of angular harmonics as \( \textbf{u}(k, t) = \sum_m e^{im\theta} \textbf{u}^{(m)}(t) \) and \( \calN(k, t) = \sum_m e^{im\theta} \calN^{(m)}(t) \), we obtain for the components of \( \calS \)

\[
\calS_x = \nu_F^\ast \left[ \frac{u_2^{(-1)} + u_2^{(+1)}}{2} + \frac{u_3^{(-1)} - u_3^{(+1)}}{2i} \right], \quad \calS_y = \nu_F^\ast \left[ \frac{u_2^{(-1)} - u_2^{(+1)}}{2i} - \frac{u_3^{(-1)} + u_3^{(+1)}}{2} \right], \quad \calS_z = -\nu_F^\ast u_1^{(0)}.
\]

(25)

The expressions for \( \calM \) are obtained from the last equation by replacing \( u_{1\gamma}^{(\pm 1)} \rightarrow \calN_{1\gamma}^{(\pm 1)} \).

The equations of motion for \( u_{\alpha}^{(m)}(t) \) and \( \calN_{\alpha}^{(m)}(t) \) are obtained by tracing out the corresponding components of Eq. (20). The full system of equations is presented in Appendix (B). To understand the dynamics of the system, it is instructive to consider first the case of \( \lambda_2^\ast = 0 \), when the equations for \( u_{\alpha}^{(m)}(t) \) and \( \calN_{\alpha}^{(m)}(t) \) decouple. The \( m = \pm 1 \) harmonics, which enter the in-plane components of \( \calS \) and \( \calM \), satisfy

\[
\hat{u}_1^{(\pm 1)} = \lambda_R^\ast \left[ f_+ u_2^{(\pm 1)} \pm i f_- u_3^{(\pm 1)} \right], \quad \hat{u}_3^{(\pm 1)} = -\lambda_R^\ast f u_1^{(\pm 1)}, \quad \hat{u}_3^{(\pm 1)} = 0;
\]

\[
\calN_1^{(\pm 1)} = \lambda_R^\ast \left[ h_+ \calN_2^{(\pm 1)} \pm i h_- \calN_3^{(\pm 1)} \right], \quad \calN_2^{(\pm 1)} = -\lambda_R^h h \calN_1^{(\pm 1)}, \quad \calN_3^{(\pm 1)} = 0,
\]

(26a)

(26b)

where

\[
f_+ = 1 + F_0^\ast, \quad f_- = (F_0^\ast - F_0^\ast_2)/2, \quad f_+ = (F_0^\ast + F_0^\ast_2)/2, \quad h_+ = 1 + (H_0 + H_2)/2, \quad h_- = (H_0 - H_2)/2.
\]

(27)

Equations (26a) and (26b) describe independent oscillations of the in-plane magnetization and valley-staggered magnetization with frequencies \( \Omega_{\mp, z} = \lambda_R^\ast \sqrt{f_+ - f_\mp} \) and \( \Omega_{\pm, z} = \lambda_R^h \sqrt{h_+ - h_-} \), respectively. From the structure of eigenvectors, one can deduce that both modes are linearly polarized.

The out-of-plane components of \( \calS \) and \( \calM \) are expressed via the \( m = 0 \) harmonics of \( \textbf{u} \) and \( \calN \), which satisfy a set of equations similar to Eqs. (26a) and (26b) with different combinations of the Landau parameters [see Appendix (B)]. The mode frequencies in the \( \calS \) and \( \calM \) sectors are \( \Omega_{\mp, z} = \lambda_R^\ast \sqrt{f_+ + f_\mp} \) and \( \Omega_{\pm, z} = \lambda_R^h \sqrt{h_+ + h_-} \), respectively.
Valley-Zeeman SOC mixes up the $\mathbf{S}$ and $\mathbf{M}$ sectors. The frequencies of the in-plane modes (with $m = \pm 1$) for $\lambda^2_2 \neq 0$ are given by

$$
\Omega_\pm^2 = \lambda_R^2 \left(\frac{f f_+ + h h_+}{2}\right) + \lambda^2_2 \left(f_+ h_+ + f_- h_-\right) \pm \Omega_0^2, 
$$

where

$$
\Omega_0^2 = \left[\lambda_R^4 \left(\frac{f f_+ - h h_+}{2}\right)^2 + \lambda^4_2 \left(f_+ h_+ + h_+ f_+\right)^2 + \lambda^2_2 \lambda^2_2 \left(f f_+ + h h_-\right)(f h_+ + h f_+)\right]^{1/2}. 
$$

In assigning the $\pm$ indices to the modes, we assumed that $f f_+ < h h_+$ and $f_- h_+ + h_- f_+ < 0$. These two conditions are satisfied in the most realistic case, when i) both the intra- and intervalley interactions are attractive, i.e., $F_m, H_m < 0$; ii) the intravalley interaction is stronger than the intervalley one, i.e., $|F_m| > |H_m|$; and iii) both $|F_m|$ and $|H_m|$ decrease with $m$ monotonically. In this case, $\Omega_+ > \Omega_-$ for any ratio of $\lambda^2_2$ to $\lambda^2_2$. The structure of the on-site eigenstates indicates that for both modes $\mathbf{S}$ and $\mathbf{M}$ are perpendicular to each other and phase lagged by $\pi/2$.

Solving the equations of motion for the $m = 0$ harmonics of $u_\alpha$ and $N_\alpha$, one finds that the out-of-plane modes oscillate with frequencies

$$
\Omega_{+,-,z}^2 = h \left[(h_+ + h_-) \lambda_R^2 + f \lambda^2_2\right] \quad \text{and} \quad \Omega_{+,-,z}^2 = f \left[(f_+ + f_-) \lambda_R^2 + h \lambda^2_2\right],
$$

respectively.

One can get a better insight into the quantitative aspects of the Landau parameters, calculated to first order in the Hubbard interaction with amplitude $U_0$. The only non-zero Landau parameters in this approximation are $F^0_0 = G^0_0 = H_0 = -u$, and $F^0_1 = G^0_1 = H_1 = -u/2$, where $u = \nu F U_0 / 8$. Note that, in contrast to a conventional FL, where a weak short-range interaction gives rise only to $m = 0$ Landau parameters, a Dirac FL in graphene has at least the $m = 0$ and $m = 1$ harmonics. Correspondingly, $f = f_+ = h = h_+ = 1 - u/2$ and $f_- = h_- = u/2$, and the in-plane mode frequencies are reduced to

$$
\Omega_\pm = \sqrt{\lambda^2_R + \lambda^2_2} \left(1 + \frac{u \lambda^2_2}{2(\lambda_R^2 + \lambda^2_2)}\right) \pm \frac{u \lambda_2}{2}. 
$$

A special feature of the weak Hubbard coupling is that the inter- and intravalley interactions are the same in this limit, and, therefore, the modes are degenerate at $\lambda^2_2 = 0$. This degeneracy is lifted by the second term in Eq. (30), which is non-zero only if both VZ SOC and electron-electron interaction are present.

C. Zero-field electron spin resonance in a two-valley Fermi liquid

To describe ESR, we assume that a weak, oscillatory magnetic field is applied in the $y$-direction. Accordingly, the quasiparticle energy in Eq. (19a) acquires an extra term, $\delta \varepsilon_B(t) = (\Delta^2_2/2)\delta n$, where $\Delta^2_2 = \Delta^2_2 / (1 + F^0_0)$ is the renormalized Zeeman energy. The spin susceptibility is deduced from the relation $S_i = \chi_{ij} B_j$, where $S_i$ is the $i$th component of the uniform magnetization, defined by Eq. (23). Due to the rotational invariance of our model in the absence of the external field, the in-plane part of the static spin susceptibility (see Appendix B), we find for the imaginary part of the in-plane spin susceptibility

$$
\text{Im} \chi(\Omega) = \chi_0 \left[W_{+,-}^\text{ESR} \Omega_+ \delta(\Omega - \Omega_+) + W_{-,-}^\text{ESR} \Omega_- \delta(\Omega - \Omega_-)\right],
$$

where the resonance frequencies are given by Eqs. (28a) and (28b), $W^\text{ESR}_\pm$ are the oscillator strengths, and $\chi_0 = g_e^2 \mu_B^2 \nu F U_0 / (1 + F^0_0)$ is the static spin susceptibility of a FL in doped graphene. The most interesting feature of the result in Eq. (31) is that, in general, the ESR signal consists of two peaks rather than one, with weights given by $W_{\pm,\pm} = \pm W^\text{ESR}(\Omega_{\pm,\pm})$, where

$$
W^\text{ESR}(\Omega) = \frac{\pi \Omega^2 - \Omega_0^2}{8 \Omega^2 \Omega_0^2} \left[\lambda_R^2 f + 2 \lambda^2_2 (h_+ + h_-)\right], \quad \text{and} \quad W^\text{ESR}_{a,b} = \frac{\lambda_R^2 f h_+ + \lambda^2_2 (h_+^2 - h_-^2)}{\lambda_R^2 f + 2 \lambda^2_2 (h_+ + h_-)} |\lambda^2_2 h + 2 \lambda^2_2 (f_+ - f_-)|. 
$$

The splitting of the ESR signal occurs, first of all, because of electron-electron interaction. Indeed, for a non-interacting system, $f = f_+ = h = h_+ = 1$ and $f_- = h_- = 0$, such that the frequency $\Omega_0$ in Eq. (28b) vanishes, and
FIG. 5. Zero-field electron spin resonance (ESR) and electric-dipole spin resonance (EDSR) in graphene with proximity-induced spin-orbit coupling (SOC). (a) ESR signal. Vertical axis: the imaginary part of the dynamical spin susceptibility in units of $\lambda_0$, defined in Eq. (31). The frequency on the horizontal axis is scaled with $\lambda_{SOC}^{*} = \sqrt{\lambda_R^{*2} + \lambda_Z^{*2}}$, where $\lambda_R^{*}$ and $\lambda_Z^{*}$ are (renormalized) couplings of the Rashba and valley-Zeeman (VZ) types of SOC, respectively. $\Omega_{\pm}$ are the resonance frequencies, given by Eqs. (28a) and (28b). Dashed line: non-interacting system. Red solid line: a two-valley Fermi liquid (FL) with parameters $F_0^{*} = -0.5500$, $F_1^{*} = -0.2750$, $F_2^{*} = -0.1375$, $H_0 = -0.5000$, $H_1 = -0.2500$, and $H_2 = -0.1250$. The ratio $\lambda_Z^{*}/\lambda_R^{*} = 0.5$. The choice of FL parameters is the same for all panels of the figure. (b) ESR signal in a FL for several values of $\lambda_Z^{*}/\lambda_R^{*}$, as indicated in the legend. (c) Resonance frequencies $\Omega_{+}$ and $\Omega_{-}$, given by Eqs. (28a) and (28b), as a function of angle $\varphi$, defined in Eq. (33). $\varphi = 0$ ($\pi/2$) corresponds $\lambda_R^{*} = 0$ ($\lambda_Z^{*} = 0$). (d) Oscillator strengths of ESR (left vertical axis) and EDSR (right vertical axis) peaks as a function of angle $\varphi$, as given by Eqs. (32) and (44), respectively. (e) EDSR signal. Vertical axis: the real part of the optical conductivity in units of $\sigma_0$, defined in Eq. (43). Dashed line: non-interacting system. Solid line: FL. (f) EDSR signal in a FL for two values of $\lambda_Z^{*}/\lambda_R^{*}$, as indicated in the legend.

$\Omega_{+} = \Omega_{-} = \lambda_{SOC}^{*}$. This feature is demonstrated in Fig. 5a, where the dashed line depicts the ESR signal in the absence of interaction and the solid line depicts the same for a generic choice of the Landau parameters, as indicated in the figure caption. Splitting of the resonance occurs as long as the Landau function has more than just the $F_0^{*}$ harmonic, which, as was mentioned in Sec. III B, is always the case for graphene. In a real system, the widths of the resonances is controlled by spin-relaxation processes. At low temperatures, the dominant mechanism of spin-relaxation is scattering by disorder in the presence of either extrinsic or intrinsic SOC. To account for this effect, we added a damping term, $-\gamma\delta(k, t)$, to the right-hand side of Eq. (20). In all panels of Fig. 5, $\gamma = 0.04\lambda_{SOC}^{*}$, where $\lambda_{SOC}^{*} = \sqrt{\lambda_R^{*2} + \lambda_Z^{*2}}$. For $\lambda_R^{*} = 15.0$ meV and $\lambda_Z^{*} = 7.5$ meV, the corresponding relaxation time $\gamma^{-1} = 1$ ps.

However, electron-electron interaction is a necessary but not sufficient condition for observing two ESR peaks. As shown in Fig. 5b, there is only one ESR peak, if only one of the two types of SOC is present. In this case, the system still has two non-degenerate eigenmodes, but one of them is ESR-silent because the corresponding oscillator strength vanishes. For example, if $\lambda_Z^{*} = 0$ then, as we saw in Sec. III B, the two eigenmodes correspond to decoupled oscillations of the uniform and valley-staggered magnetizations. But the frequency $\Omega_{+}$ of the valley-staggered mode for $\lambda_Z^{*} = 0$ coincides with $\Omega_{e}$ in Eq. (32), and thus the corresponding oscillator strength, $W_{\lambda Z^{*}}^{ESR}$ in (32), vanishes, leaving the valley-staggered mode silent. Likewise, the $\Omega_{-}$ mode is also silent if $\lambda_R^{*} = 0$.

The dependence of the resonance frequencies on the ratio of the Rashba and VZ couplings is demonstrated in Fig. 5c. Here, the angle $\varphi \in [0, \pi/2]$ is defined as

$$\cos \varphi = \frac{\lambda_Z^{*}}{\sqrt{\lambda_R^{*2} + \lambda_Z^{*2}}} = \frac{\lambda_Z^{*}}{\lambda_{SOC}^{*}},$$

such that $\varphi = 0$ for $\lambda_R^{*} = 0$ and $\varphi = \pi/2$ for $\lambda_Z^{*} = 0$.

The oscillator strengths of the two ESR peaks as a function of $\varphi$ are shown in Fig. 5d by the solid black lines. As we see from panels (a) and (d), the valley-staggered mode is much weaker than the uniform-magnetization one; for a particular choice of the Landau parameters, the oscillator strength of the former is about 20% of the latter. The ratio of the two oscillator strengths is quite sensitive to the choice of Landau parameters, in particular, to the comparative
strength of the interaction in the spin ($F_m^a$) and spin-valley ($H_m$) sectors. In our case, the Landau parameters form a 6-dimensional space. To restrict the parameter space, we choose $F^a_0 = 2F^a_1 = 4F^a_2$, $H_0 = H_1 = 4H_2$, and $H_0 = aF^a_0$ with $0 < a < 1$, and plot the ratio $W/W_{\text{ESR}}$ as a function of angle $\varphi$ at fixed $F^a_0$ and for several values of $a$: cf. Fig. 6a. As we see from the plot, the maximum value of the ratio starts from 5% for $a = 0$ but increases towards 100% as $a$ approaches 1. It needs to be kept in mind though that the 100% ratio is achieved only at $\varphi = \pi/2$, i.e., at $\lambda_2^a = 0$, when the two modes become degenerate. (For $a > 1$, the modes are swapped: the frequency of the uniform mode becomes $\Omega_2$ while the frequency of the valley-staggered mode becomes $\Omega_1$.)

D. Zero-field electric-dipole spin resonance in a Fermi liquid

The electric current is derived in the usual way from the continuity equation for the charge density $\rho = e \text{Tr} \int d^2k \hat{n}/(2\pi)^2$, see, e.g. Refs. 2 and 59. For a spatially non-uniform case, the kinetic equation reads as

$$\frac{\partial \hat{n}}{\partial t} + \frac{1}{2} \{ \nabla_{\bm{k}} \hat{\varepsilon}, \nabla_{\bm{r}} \hat{n} \} - \frac{1}{2} \{ \nabla_{\bm{r}} \hat{\varepsilon}, \nabla_{\bm{k}} \hat{n} \} + i [\hat{\varepsilon}, \hat{n}] = 0,$$

(34)

where $\{ \hat{a}_1, \hat{a}_2 \} = \hat{a}_1 \hat{a}_2 + \hat{a}_2 \hat{a}_1$, and $\hat{\varepsilon}$ and $\hat{n}$ are still given by Eqs. (19a)-(19d) and (22a)-(22d), respectively, except for that their $t$-dependent parts now depend also on $\bm{r}$. Linearizing Eq. (34) with respect to deviations from equilibrium, we obtain

$$\frac{\partial \delta \hat{n}_\|}{\partial t} + \frac{1}{2} \{ \nabla_{\bm{k}} \hat{\varepsilon}_\text{eq}, \nabla_{\bm{r}} \delta \hat{n}_\| \} - \frac{1}{2} \{ \nabla_{\bm{r}} \delta \varepsilon_{\text{LF}}, \nabla_{\bm{k}} \hat{n}_\text{eq} \} + i [\hat{\varepsilon}, \hat{n}] = 0.$$

(35)

Multiplying the equation above by $-e$, integrating over $\bm{k}$, taking the trace, and taking into account that the trace of any commutator is equal to zero, we obtain the continuity equation $\partial_t \rho + \nabla \cdot \mathbf{j} = 0$ with the current given by

$$\mathbf{j} = -e \text{Tr} \int \frac{d^2k}{(2\pi)^2} \mathbf{v}_\text{eq} (\delta \hat{n}_\| - \hat{n}'_\| \delta \varepsilon_{\text{LF}}),$$

(36)

where $\mathbf{v}_\text{eq} = \nabla_{\bm{k}} \hat{\varepsilon}_\text{eq}$ is the equilibrium quasiparticle velocity. In our case, $\hat{\varepsilon}_\text{eq}$ is given by Eq. (19c) and, correspondingly, $\mathbf{v}_\text{eq} = \tau_0 \xi_0 v_F^p \hat{\mathbf{k}} + \mathbf{v}_\text{SO}$, where

$$\mathbf{v}_\text{SO} = \frac{\lambda^F}{2k} \tau_0 (\hat{\mathbf{k}} \cdot \hat{\mathbf{s}}) (\hat{\mathbf{k}} \times \hat{\mathbf{r}})$$

(37)

is the spin-dependent part of the velocity.

To describe EDSR, we assume that a weak, uniform, oscillatory electric field, $\mathbf{E} = E_0 e^{-i\omega t}$, is applied in the plane of the graphene layer. Accordingly, the kinetic equation takes the form 60

$$\frac{\partial \hat{n}(\mathbf{k}, t)}{\partial t} - e \mathbf{E} \cdot \hat{\mathbf{v}}_\text{eq} \hat{n}'_\| + i [\hat{\varepsilon}(\mathbf{k}, t), \hat{n}(\mathbf{k}, t)] = 0.$$

(38)

FIG. 6. Ratio of the oscillator strengths of the two modes for ESR (a) and EDSR (b) as a function of angle $\varphi$, as defined by Eq. (33). In both panels, $F^a_0 = -0.55 = 2F^a_1 = 4F^a_2$, $H_0 = aF^a_0 = 2H_1 = 4H_2$. The values of $a$ are shown in the legend.
It is convenient to trace out an equation for the scalar part of $\delta \hat{n}_\text{R}$ in Eq. (22c), i.e., for the function $a(\mathbf{k}, t)$:

$$\frac{\partial a(\mathbf{k}, t)}{\partial t} - e v_F^* \mathbf{E} \cdot \mathbf{k} a' = 0,$$

(39)

which gives the spin-independent part of the current. Solving for $a(\mathbf{k}, t)$ and substituting the result into Eq. (36), we obtain the Drude part of the conductivity

$$\sigma_{\text{Drude}} = i \frac{(1 + F_1^*) e^2 \nu_F^*}{2 \Omega}.$$

(40)

Parenthetically, we note that because graphene is not a Galilean-invariant system, the renormalized mass, $m^* = k_F/v_F^*$, is not expressed entirely via the parameter $F_1^*$.\textsuperscript{4,61} and the Drude weight is renormalized by the interaction.\textsuperscript{62}

Our main interest is the equation for the spin-valley part of the density matrix, which satisfies

$$\frac{\partial \delta \hat{n}_\text{SV}(\mathbf{k}, t)}{\partial t} - e \mathbf{v}_\text{SO} \cdot \mathbf{E} n'_F + i \{\hat{\varepsilon}(\mathbf{k}, t), \hat{n}(\mathbf{k}, t)\} = 0,$$

(41)

where $\mathbf{v}_\text{SO}$ is given by Eq. (37). We now use Eqs. (19a)-(19d) and (22a)-(22d) for $\varepsilon(\mathbf{k}, t)$ and $n(\mathbf{k}, t)$, respectively, and derive the equations of motion for the components $u$ and $\dot{M}$; see Appendix B for technical details. The resonant part of the current is expressed via the solutions of these equations as

$$\mathbf{j}_{\text{EDSR}} = \frac{e \lambda^*_{12}}{2k_F} \left[ \left\{ \frac{u_1^2 - u_2^2}{2} f_+ - \frac{u_3^1 + u_3^1}{2} f_- \right\} \hat{x} - \left\{ \frac{u_2^1 + u_2^1}{2} f_+ + \frac{u_3^1 - u_3^1}{2} f_- \right\} \hat{y} \right],$$

(42)

where $f_\pm$ are defined in Eq. (27). From Eq. (42) we obtain for the resonant part of the conductivity

$$\text{Re} \sigma_{\text{EDSR}}(\Omega) = \sigma_0 \lambda^*_{\text{SOC}} \left[ W^\text{EDSR}_+ (\Omega - \Omega_+ \pm \Omega_-) \right],$$

(43)

where

$$W^\text{EDSR}(\Omega) = f_+ \Omega^2 - \frac{\Omega_0^2}{4} \lambda^*_{\text{SOC}} = h_+ \left[ h \Omega^2_{+} + \frac{f_+^2 - f_-^2}{f_+} \right],$$

(44)

and $f_\pm$, $h$ and $h_+$ are defined in Eq. (27). If both Rashba and VZ types of SOC are present, and for a generic choice of the Landau interaction parameters, the EDSR signal consists of two peaks, as shown in Fig. 5e. Because the resonant part of the conductivity in Eq. (43) is proportional to $\lambda^*_{\text{SOC}}$, the EDSR signal is absent without Rashba SOC and weak for small $\lambda^*_{\text{SOC}}$. This follows already from Eq. (15), which shows that electron spins couple to the electric field only due to Rashba SOC. If $\lambda^*_{\text{SOC}} \neq 0$ but $\lambda^*_{\text{Z}} = 0$, then $W^\text{EDSR}$ vanishes [for the same constraints on the Landau parameters described after Eq. (28b)], and the EDSR signal consists of only one peak, see Fig. 5f. For $\lambda^*_{\text{SOC}} = 0$, it is always the spin mode that is active in both ESR and EDSR, while the spin-valley mode remains silent. We see from panels (d) and (e) of Fig. 5, as well as from panel (b) in Fig. 6, that, in contrast to the ESR case, the two EDSR peaks are of comparable amplitudes for a wide range of $\lambda^*_{\text{SOC}}$.\textsuperscript{13}

**IV. Discussion and conclusions**

In this paper, we predicted that graphene with proximity-induced spin-orbit coupling (SOC) exhibits both a zero-field electron spin resonance (ESR), if probes by an ac magnetic field, and a zero-field electric-dipole spin resonance (EDSR), if probed by an in-plane ac electric field. The resonance frequencies are determined by the coupling constants of spin-orbit interaction, as well as by Fermi-liquid (FL) interaction in the spin exchange and spin-valley exchange channels. The most important result of our study is that, if both Rashba and valley-Zeeman (VZ) types of SOC are present, the ESR and EDSR signals consist of two peaks, which correspond to coupled oscillations of the uniform and the valley-staggered magnetizations.

For graphene grown on heavy-metal substrates and/or intercalated with heavy-metal atoms, one expects (and does observe) only the Rashba-type SOC. Therefore, our prediction for this type of systems amounts to single ESR and EDSR peaks at the same frequency, of the order of the Rashba splitting. Depending on the system, $\lambda_R$ varies from 15 to 100 meV.\textsuperscript{22-24} and thus the resonance frequency straddles the interval from THz to near infrared range.
Another promising platform is graphene on transition-metal-dichalcogenide (TMD) substrates. SOC in these systems is also strong, which is evidenced by a strong reduction in the spin-relaxation time, as compared to graphene on light-element substrates. Also, beatings of Shubnikov-de Haas (ShdH) oscillations observed in high-mobility bilayer graphene on WSe$_2$ provide a direct confirmation of band splitting due to SOC. From these beatings, one estimates the total SOC strength to be $\lambda_{SOC} = 10 - 15 \text{meV}$, which places the resonance frequency into the THz range. As to the relative strengths of the Rashba and VZ components of SOC, the situation is more controversial. While experimental studies of weak antilocalization in monolayer graphene on TMD find VZ SOC to be much stronger than the Rashba one, the opposite conclusion is reached, e.g., Refs. 26–28, and 34. On the other hand, strong evidence for Rashba SOC being the dominant type in bilayer graphene on WSe$_2$ follows from the dependence of the splitting of the ShdH frequencies on the carrier number density. At least partially, therefore, this contradiction may arise from the genuine difference between monolayer samples, used in weak-antilocalization studies of Refs. 32, 33, and 36, and bilayer samples, used in ShdH studies of Ref. 27. Without getting deeper into this discussion, we emphasize that the results of our paper can be used as an independent test for the dominant type of SOC. Indeed, the coupling between the electric field and electron spins is possible only due to Rashba SOC, see Eq. (15). Therefore, if the experiment shows no EDSR signal, while the ESR signal contains only a single peak, this would be a clear indication that VZ SOC is the dominant mechanism. On the contrary, if single peaks (at the same frequency) are observed both by EDSR and ESR, this would indicate that Rashba SOC is the dominant mechanism. Finally, if both ESR and EDSR signals are split into two peaks, this would indicate that the Rashba and VZ types of SOC are of comparable strength. A quantitative analysis of the signal shape should allow one not only to obtain the spin-orbit coupling constants (renormalized by the interaction), but also to extract up to six FL parameters in the $m = 0, 1, 2$ angular momentum channels, which are hard, if at all possible, to be extracted from other types of measurements.

From the experimental point of view, the main issue is how strongly ESR and EDSR peaks are smeared by spin-relaxation mechanisms, which arise mostly from impurity scattering in the presence of SOC. There are three main types of spin relaxation: i) Mott-like scattering from heavy impurities, which occurs for any kind of the bandstructure; ii) Elliott-Yafet mechanism, which occurs if SOC affects the bandstructure but inversion symmetry is preserved, and iii) D’yakonov-Perel mechanism, which occurs if SOC affects the bandstructure and inversion symmetry is broken. The contribution of the first two mechanisms to the spin-relaxation rate $\tau_{SOC}$ is inversely proportional to the momentum relaxation time ($\tau_p$), whereas the D’yakonov-Perel contribution is linearly proportional to $\tau_p$. Analyzing the dependence of $\tau_{SOC}$ on $\tau_p$, one can separate the Mott and Elliott-Yafet contributions from the D’yakonov-Perel one. For graphene on TMD, both Rashba and VZ types of SOC contribute to the D’yakonov-Perel mechanism, with VZ contribution being proportional to the intervalley scattering time rather than to $\tau_p$.

The results of such an analysis differ from study to study, which indicates that spin relaxation is sample-dependent. For example, Ref. 27 does not find any correlation between $\tau_{SOC}$ and $\tau_p$: Ref. 29 finds that the D’yakonov-Perel mechanism is the dominant one; finally, Ref. 32 and 36 find that the Mott and/or Elliott-Yafet mechanisms are the dominant one. To be specific, we adopt the last scenario, in which case Rashba and VZ types of SOC determine the positions of the ESR and EDSR peaks, while their widths are controlled by the Mott and/or Elliott-Yafet mechanisms. The most direct estimate for the strength of inversion-symmetry-broken SOC follows from beating of Shubnikov-de Haas (ShdH) oscillations, cited above. On the other hand, Refs. 32 and 36 identify two distinct groups of graphene/TMD systems: with $\tau_{SOC} \sim 0.1 - 1 \text{meV}$ and with $\tau_{SOC} > 10 \text{meV}$, respectively. The first group contains graphene on monolayer WS$_2$ and on bulk WS$_2$, while the second group contains graphene on monolayer MoS$_2$ and bulk WS$_2$. Given that $\lambda_{SOC} \sim 10 - 15 \text{meV}$, the quality factor for a resonance on samples from the first group can be as high as 100.

Both ESR and EDSR techniques have their pros and cons. Resistively detected ESR (RDESR) has been observed in graphene with intrinsic (Kane-Mele) SOC. For magnetic fields up to 1 T and with a $g$-factor of $\approx 2$ for graphene, we get $gLB \gtrless 0.1 \text{meV}$. This is still small compared to typical $\lambda_{R,Z}$ so that one can consider RDESR as a viable technique for observing the zero-field ESR predicted in this paper. On the other hand, our model predicts that the amplitude of the $\Omega_\uparrow$-mode (which becomes the spin-valley mode at $\lambda^*_Z \rightarrow 0$) can be significantly smaller than the amplitude of the $\Omega_\downarrow$ peak (which becomes the spin mode at $\lambda^*_Z \rightarrow 0$), see Fig. 6. This may hinder the observation of both mode splitting by ESR. Turning now to EDSR, once Rashba SOC is present, the intensity of the EDSR signal exceeds that of the ESR signal by many orders of magnitude, whereas the Drude tail at the resonance frequency is reduced to $Re \sigma_{Drude} \sim e^2 \mu/\lambda_{SOC}^2 \tau_p$. On the other hand, while the EDSR signal is strong, it occurs on top of the Drude tail of the optical conductivity. Given a very light effective mass of charge carriers in graphene, the transport relaxation times are rather short, on the order of a picosecond, even in the highest mobility samples. For a rough estimate, we replace the $\delta$-functions in Eq. (43) by Lorentzians of width $\tau_{SOC}^{-1}$, take the best-case scenario, when Rashba and VZ types of SOC are of comparable strength, i.e., $\lambda^*_R \sim \lambda^*_Z \sim \lambda_{SOC}^*$, assume that $\lambda_{SOC}^2 \tau_p \gg 1$, and also replace all the FL parameters by numbers of order one. Then the amplitude of the EDSR peak can be estimated as $Re \sigma_{EDSR} \sim e^2 \lambda_{SOC}^2 \tau_p / \mu$, whereas the Drude tail at the resonance frequency is reduced to $Re \sigma_{Drude} \sim e^2 \mu/\lambda_{SOC}^2 \tau_p$.
For the ratio of the two parts of the conductivity we obtain

$$\text{Re} \sigma_{\text{EDSR}} / \text{Re} \sigma_{\text{Drude}} \sim \left( \frac{\lambda \text{SOC}}{\mu} \right)^2 \frac{\lambda^2 \text{SOC} \tau_{SO}}{\tau_p}. \quad (45)$$

For $\lambda_{\text{SOC}} / \mu \sim 0.1$, $\lambda_{\text{SOC}} \sim 10 \text{meV}$, $\tau_{SO}^{-1} \sim 0.1 \text{meV}$, and $\tau_p^{-1} \sim 1 \text{ps}^{-1} \sim 1 \text{meV}$, we find $\text{Re} \sigma_{\text{EDSR}} / \text{Re} \sigma_{\text{Drude}} \sim 10$, and thus in this case the EDSR peak should be distinguishable against the Drude background. Next, we consider the worst-case scenario, when Rashba SOC is much weaker than VZ one. In this case, the EDSR frequencies and the frequency $\Omega_a$ in Eq (44) are of order of $\lambda^* Z$, while $\lambda_R^*$ only enters as an overall factor of the conductivity in Eq (43). In this case, Eq. (45) is replaced by

$$\text{Re} \sigma_{\text{EDSR}} / \text{Re} \sigma_{\text{Drude}} \sim \left( \frac{\lambda_R}{\lambda^* Z} \right)^2 \left( \frac{\lambda_Z}{\mu} \right)^2 \lambda^2 Z \tau_{SO} \tau_p. \quad (46)$$

For $\lambda_R / \lambda_Z = 0.1$, $\lambda_Z / \mu = 0.1$, $\lambda_Z = 10 \text{meV}$, and the same $\tau_{SO}^{-1}$ and $\tau_p^{-1}$ as above, we find $\text{Re} \sigma_{\text{EDSR}} / \text{Re} \sigma_{\text{Drude}} \sim 10^{-2}$, which makes the observation of the EDSR peak challenging. Therefore, the optimal condition for observing the EDSR peak is $\lambda_R \gtrsim \lambda_Z$.
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A. Electron spin and electric-dipole spin resonances for non-interacting electrons

1. Definitions

It will be useful to introduce a complete set of sixteen $4 \times 4$ matrices defined as $\hat{\kappa}_{ab} = s_a \sigma_b$, where $a, b \in \{0, x, y, z\}$, with the convention that

$$\hat{\kappa}_{x0} = \begin{bmatrix} 0 & \sigma_0 \\ \sigma_0 & 0 \end{bmatrix}, \hat{\kappa}_{y0} = \begin{bmatrix} 0 & -i\sigma_0 \\ i\sigma_0 & 0 \end{bmatrix}, \hat{\kappa}_{z0} = \begin{bmatrix} \sigma_0 & 0 \\ 0 & -\sigma_0 \end{bmatrix}$$

and

$$\hat{\kappa}_{0x} = \begin{bmatrix} \sigma_x & 0 \\ 0 & \sigma_x \end{bmatrix}, \hat{\kappa}_{0y} = \begin{bmatrix} \sigma_y & 0 \\ 0 & \sigma_y \end{bmatrix}, \hat{\kappa}_{0z} = \begin{bmatrix} \sigma_z & 0 \\ 0 & \sigma_z \end{bmatrix}.$$ 

The Hamiltonian in the sublattice basis, expressed in terms of $\hat{\kappa}_{ab}$, reads

$$\hat{H}_0 = v_F (\tau_z \hat{\kappa}_{x0} k_x + \hat{\kappa}_{y0} k_y) + \frac{\lambda_R}{2} (\tau_z \hat{\kappa}_{yz} - \hat{\kappa}_{zy}) + \frac{\lambda_Z}{2} \tau_z \kappa_{z0}. \quad (A1)$$

2. Green’s functions

The single-particle Green’s function for the case of Rashba SOC is evaluated as

$$\hat{G}^0(i\omega_m, \mathbf{k}) = \sum_{\alpha, \beta} \frac{|\alpha \beta\rangle \langle \alpha \beta|}{i\omega_m + \mu - \varepsilon_{\alpha \beta}(\mathbf{k})}, \quad (A2)$$
where $\omega_m$ is the Matsubara frequency. Explicitly,

$$\hat{G}^0(i\omega_m,k) = \sum_{\alpha,\beta} \hat{\Omega}_{\alpha,\beta}(k) g_{\alpha,\beta}(i\omega_m,k),$$

(A3)

where

$$\hat{\Omega}_{\alpha,\beta}(k) = \frac{1}{4} \left\{ \hat{\kappa}_{00} + \frac{1 - (\epsilon_{\alpha\beta})^2}{1 + (\epsilon_{\alpha\beta})^2} \tau_z \hat{\kappa}_{zz} \right\} + \frac{2\epsilon_{\alpha\beta}}{1 + (\epsilon_{\alpha\beta})^2} \left( \tau_z \hat{\kappa}_{0x} \cos \theta + \hat{\kappa}_{0y} \sin \theta \right) - 2\alpha\beta \frac{\epsilon_{\alpha\beta}}{1 + (\epsilon_{\alpha\beta})^2} \left( \hat{\kappa}_{x0} \sin \theta - \hat{\kappa}_{y0} \cos \theta \right) + \alpha\beta \frac{(\epsilon_{\alpha\beta})^2}{1 + (\epsilon_{\alpha\beta})^2} \left( \tau_z \hat{\kappa}_{yx} - \hat{\kappa}_{xy} \right) - \alpha\beta \frac{1}{1 + (\epsilon_{\alpha\beta})^2} \sin 2\theta \left( \tau_z \hat{\kappa}_{xx} - \hat{\kappa}_{zz} \right) + \alpha\beta \frac{1}{1 + (\epsilon_{\alpha\beta})^2} \cos 2\theta \left( \tau_z \hat{\kappa}_{yz} + \hat{\kappa}_{xy} \right),$$

(A4)

$$g_{\alpha,\beta}(i\omega_m,k) = \frac{1}{i\omega_m + \mu - \epsilon_{\alpha\beta}(k)},$$

(A5)

where $\epsilon_{\alpha\beta}$ are the dimensionless eigenvalues defined in Eq. (3) and all notations are the same as in Sec. II B of the main text. The single-particle Green’s function for the case of VZ SOC is given by

$$\hat{G}^0(i\omega_m,k) = \sum_{\alpha,\beta} \hat{\Omega}_{\alpha,\beta}(k) \frac{1}{i\omega_m + \mu - \epsilon_{\alpha\beta}(k)},$$

$$\hat{\Omega}_{\alpha,\beta}(k) = \frac{1}{4} \left\{ \hat{\kappa}_{00} + \alpha\beta \tau_z \hat{\kappa}_{zz} \right\} + \alpha \left( \tau_z \hat{\kappa}_{0x} \cos \theta + \hat{\kappa}_{0y} \sin \theta \right) + \beta \left( \tau_z \hat{\kappa}_{xx} \cos \theta + \tau_z \hat{\kappa}_{zy} \sin \theta \right),$$

(A6)

where the eigenvalues $\epsilon_{\alpha\beta}(k)$ are given by Eq. (8).

3. Correlation functions

Using the Green’s functions presented in Sec. A 2, one can calculate the correlation functions of spins and currents, etc. with the help of the Kubo formula. It is convenient to separate out the contributions from the $K$ and $K'$ points. To this end, we introduce the correlation functions in the Matsubara domain:

$$\Pi_{a,\alpha}^{K/K'}(i\Omega_n) = T \sum_{\omega_n} \int_{k \in K/K'} \frac{d^2k}{(2\pi)^2} \text{Tr} \left[ \hat{X}_a \hat{G}^0(i\omega_m,k) \hat{X}_b \hat{G}^0(i\Omega_n + i\omega_m,k) \right],$$

(A7)

where $a, b \in \{x, y, z\}$. The matrix $\hat{X}_a$ denotes the $a^{th}$ Cartesian component of either the spin $\hat{S}_a = \tau_0 \hat{s}_a$ or current $\hat{J}_a = e\hat{v}_a$ operators, where $\hat{v}$ is the velocity operator given by Eq. (6). Any correlation function is the sum of the contributions from the $K$ and $K'$ points.

a. Spin susceptibility

The spin susceptibility tensor can be expressed as

$$\chi_{ab}(i\Omega_n) = -\frac{g^2 \mu_B^2}{4} \left[ \Pi_{S_x,\alpha}^{K/K'}(i\Omega_n) + \Pi_{S_y,\alpha}^{K/K'}(i\Omega_n) \right].$$

(A8)

If only Rashba SOC is present, we find

$$\Pi_{S_x,\alpha}^{K/K'}(i\Omega_n) = \Pi_{S_y,\alpha}^{K/K'}(i\Omega_n) = -\frac{\mu_F}{4} \left[ \frac{\lambda_R^2}{\Omega_n^2 + \lambda_R^2} - \frac{\lambda_R^2}{8i\Omega_n \mu} \ln \frac{2\mu + \lambda_R - i\Omega_n}{2\mu + \lambda_R + i\Omega_n} - \frac{\lambda_R^2}{8i\Omega_n \mu} \ln \frac{2\mu - \lambda_R - i\Omega_n}{2\mu - \lambda_R + i\Omega_n} \right],$$

$$\Pi_{S_z,\alpha}^{K/K'}(i\Omega_n) = -\frac{\mu_F}{4} \left[ \frac{2\lambda_R^2}{\Omega_n^2 + \lambda_R^2} - \frac{i\Omega_n \lambda_R^2}{2\mu(\Omega_n^2 + \lambda_R^2)} \ln \frac{2\mu - i\Omega_n}{2\mu + i\Omega_n} \right].$$

(A9)
where \(\nu_F = 2\mu/\pi v_F^2\) the total density of states at the Fermi surface. Upon analytic continuation, and adding the \(K/K'\) contributions we obtain (for \(T = 0\) and \(\mu > \lambda_R\)):

\[
\text{Im}\chi_{xx}(\Omega) = \text{Im}\chi_{yy}(\Omega) = \frac{g^2\mu_B^2\pi\nu_F}{16} \left[ \lambda_R \delta(\Omega - \lambda_R) + \frac{\lambda_R^2}{4\Omega\mu} \left\{ \Theta(\Omega - 2\mu - \lambda_R) + \Theta(\Omega - 2\mu + \lambda_R) \right\} \right],
\]

\[
\text{Im}\chi_{zz}(\Omega) = \frac{g^2\mu_B^2\pi\nu_F}{16} \left[ \lambda_R \left( 2 - \frac{\lambda_R}{2\mu} \ln \frac{2\mu + \lambda_R}{2\mu - \lambda_R} \right) \delta(\Omega - \lambda_R) + \frac{\lambda_R^2}{\mu(\Omega^2 - \lambda_R^2)} \Theta(\Omega - 2\mu) \right],
\]

(A10)

As discussed in Sec. II B, the selection rules indicate that there should be a resonance at \(\Omega = \lambda_R\), which arises from the transitions between the spin-split branches of the conduction band, and also continua of excitations, starting at \(\Omega = 2\mu \pm \lambda_R\) (for the in-plane magnetic field) and \(\Omega = 2\mu\) (for the out-of-plane magnetic field), due to transitions between the spin-split branches of the conduction and valence bands. All of these features are clearly present in Eq. (A10).

A similar calculation for VZ SOC gives:

\[
\Pi_{S_x S'_x}^{K/K'}(i\Omega_n) = \Pi_{S_y S'_y}^{K/K'}(i\Omega_n) = -\frac{\nu_F}{4} \frac{2\lambda_Z^2}{\Omega_n^2 + \lambda_Z^2},
\]

(A11)

\[
\Pi_{S_x S'_x}^{K/K'}(i\Omega_n) = 0.
\]

(A12)

In real frequencies and on adding the \(K\) and \(K'\) contributions, we get

\[
\text{Im}\chi_{xx}(\Omega) = \text{Im}\chi_{yy}(\Omega) = \frac{g^2\mu_B^2\pi\nu_F}{16} \lambda_Z \delta(\Omega - \lambda_Z), \quad \text{Im}\chi_{zz}(\Omega) = 0.
\]

(A13)

In agreement with the selection rules discussed in Sec. II C, only the resonance at \(\Omega = \lambda_Z\) is present.

The spin susceptibilities for both types of SOCs are plotted in Fig. 2 of the main text.

\subsection*{b. Optical conductivity}

The real part of optical conductivity is related to the current-current correlation function via

\[
\text{Re}\sigma_{xx}(\Omega) = -\frac{\nu_F^2}{\Omega} [\text{Im}\Pi_{J_s,J_s}^{K/K'}(\Omega) + \text{Im}\Pi_{J_s,J_s}^{K/K'}(\Omega)],
\]

(A14)

where \(\text{Im}\Pi_{J_s,J_s}^{K/K'}(\Omega)\) is obtained by analytic continuation of \(\Pi_{J_s,J_s}^{K/K'}(i\Omega_n)\). For the case of Rashba SOC, we get

\[
\Pi_{P_x P'_x}^{K/K'}(i\Omega_n) = -\frac{e^2\mu}{2\pi v_F^2} \left[ \frac{\Lambda}{2\mu} - 1 - \frac{i\Omega_n}{4\mu} \ln \frac{2\mu - \lambda_R}{2\mu + i\Omega_n} - \frac{\lambda_R^2}{8i\Omega_n}\mu \ln \frac{(2\mu + \lambda_R - i\Omega_n)(2\mu - \lambda_R + i\Omega_n)}{(2\mu + \lambda_R + i\Omega_n)(2\mu - \lambda_R - i\Omega_n)} \right.
\]

\[
\left. + \frac{i\Omega_n\lambda_R^2}{4\mu(\Omega_n^2 + \lambda_R^2)} \ln \frac{2\mu + i\Omega_n}{2\mu - i\Omega_n} \right],
\]

(A15)

where \(\Lambda\) is the ultraviolet energy-cutoff of the Dirac spectrum. This results in

\[
\text{Re}\sigma_{xx}(\Omega) = \frac{e^2}{8} \left[ \lambda_R \delta(\Omega - \lambda_R) \ln \frac{2\mu + \lambda_R}{2\mu - \lambda_R} + \frac{2(\Omega^2 - 2\lambda_R^2)}{\Omega^2 - \lambda_R^2} \Theta(\Omega - 2\mu) \right.
\]

\[
\left. + \frac{\lambda_R^2}{\Omega^2} \left\{ \Theta(\Omega - 2\mu - \lambda_R) + \Theta(\Omega - 2\mu + \lambda_R) \right\} \right] .
\]

(A16)

By rotational symmetry, \(\sigma_{xx}(\Omega) = \sigma_{yy}(\Omega)\). In agreement with the selection rules, the optical conductivity exhibits a resonance at \(\Omega = \lambda_R\) and continua starting at \(\Omega = 2\mu \pm \lambda_R, 2\mu\). For \(\lambda_R = 0\), the last equation is reduced to the universal conductivity of ideal graphene equal to \((e^2/4)\Theta(\Omega - 2\mu)\).

For VZ SOC,

\[
\Pi_{P_x P'_x}^{K/K'}(i\Omega_n) = -\frac{e^2\mu}{2\pi v_F^2} \left[ \frac{\Lambda}{2\mu} - 1 - \frac{i\Omega_n}{8\mu} \ln \frac{2\mu + \lambda_Z - i\Omega_n}{2\mu + \lambda_Z + i\Omega_n} - \frac{i\Omega_n}{8\mu} \ln \frac{2\mu - \lambda_Z - i\Omega_n}{2\mu + \lambda_Z - i\Omega_n} \right],
\]

(A17)
and the resulting optical conductivity is

$$\text{Re}\sigma_{xx}(\Omega) = \text{Re}\sigma_{yy}(\Omega) = \frac{e^2}{8} \left[ \Theta(\Omega - 2\mu - \lambda_Z) + \Theta(\Omega - 2\mu + \lambda_Z) \right].$$

(A18)

In contrast to the case of Rashba SOC, there is no resonance at $\Omega = \lambda_Z$ but only continua at $\Omega = 2\mu \pm \lambda_Z$. For $\lambda_Z = 0$, the last equation is again reduced to the universal conductivity of ideal graphene. The conductivities for both types of SOC are plotted in Fig. 3 of the main text.

### B. Equations of motion

In this appendix, we provide technical details of the derivation and solution of the equations of motion for density $n(k)$, $k$-vector, $\mathbf{M}_{\alpha\beta}(k,t)$, and $\mathbf{M}_{\alpha\beta}(k,t)$, parametrizing the spin-valley part of density matrix (22d). We also include an $ac$ magnetic field, applied along $y$-direction, in our calculation. This corresponds to adding the (time-dependent) Zeeman term, $\delta \tilde{\epsilon}_B = \Delta_Z \tilde{\sigma}_y/2$, to Eq. (19a). From here and onwards, we will be suppressing the unity matrices in the spin and valley spaces for brevity. Substituting $\delta \tilde{\epsilon}(k)$ and $\delta \tilde{n}(k)$ from Eqs. (19a)-(19d) and (22a)-(22d), respectively, into Eq. (20), and linearizing with respect to $\mathbf{u}, \mathbf{w}, \mathbf{M}_{\alpha\beta}$ and $\Delta_Z$, we obtain an equation for the spin-valley part of the density matrix:

$$i\partial_t (\mathbf{u} \cdot \hat{\xi} + \mathbf{w} \cdot \hat{\tau} + \mathbf{M}_{\alpha\beta} \hat{\tau}_\alpha \hat{\tau}_\beta) = [\delta \tilde{\epsilon}_{SO}, \mathbf{u} \cdot \hat{\xi} + \mathbf{w} \cdot \hat{\tau} + \mathbf{M}_{\alpha\beta} \hat{\tau}_\alpha \hat{\tau}_\beta] + [\delta \tilde{\epsilon}_B, \delta \tilde{\epsilon}_{SO}]$$

$$+ \left[ \delta \tilde{\epsilon}_{SO}, \frac{1}{4} \text{Tr} \int \frac{d\varphi'}{2\pi} \left( (\hat{\mathbf{s}} \cdot \hat{\mathbf{s}}') F^a(\varphi) + (\hat{\mathbf{r}} \cdot \hat{\mathbf{r}}') G^a(\varphi) + (\hat{\mathbf{r}} \cdot \hat{\mathbf{r}}')(\hat{\mathbf{s}} \cdot \hat{\mathbf{s}}') H(\varphi) \right) \right. $$

$$\times \left\{ \hat{\tau}_0 (\mathbf{u}' \cdot \hat{\xi}') + \mathbf{w}' \cdot \hat{\tau}' + \mathbf{M}'_{\alpha\beta} \hat{\tau}_\alpha \hat{\tau}_\beta \right\},$$

(B1)

where $\delta \tilde{\epsilon}_{SO} \equiv \delta \tilde{\epsilon}_{SO}(k)$ is given by Eq. (19c), $\{\mathbf{u}, \mathbf{w}, \mathbf{M}_{\alpha\beta}\} \equiv \{\mathbf{u}(\theta, t), \mathbf{w}(\theta, t), \mathbf{M}_{\alpha\beta}(\theta, t)\}$, $\{\mathbf{u}', \mathbf{w}', \mathbf{M}'_{\alpha\beta}\} \equiv \{\mathbf{u}(\theta', t), \mathbf{w}(\theta', t), \mathbf{M}_{\alpha\beta}(\theta')\}$ and $\theta = \theta - \theta'$. The first, second and third terms on the RHS of Eq. (B1) can be written as

First term

$$= \left[ -\frac{\lambda^*_R}{2} \hat{\tau}_3 \hat{\xi}_1, \mathbf{u} \cdot \hat{\xi} + \mathbf{w} \cdot \hat{\tau} + \mathbf{M}_{\alpha\beta} \hat{\tau}_\alpha \hat{\tau}_\beta \right]$$

$$= -i \lambda^*_R \left( \hat{\tau}_3 u_1 - \hat{\tau}_1 u_2 + M_{\alpha\beta} \hat{\tau}_\alpha \hat{\tau}_\beta \hat{\xi}_1 \right)$$

$$- i \lambda^*_Z \left( \hat{\tau}_3 \hat{\xi}_3 u_2 - \hat{\tau}_2 \hat{\xi}_3 u_3 + \hat{\tau}_2 \hat{\xi}_1 u_1 - \hat{\tau}_1 \hat{\xi}_1 u_2 + M_{\alpha\beta} \hat{\tau}_\alpha \hat{\tau}_\beta \hat{\xi}_1 \right),$$

(B2a)

Second term

$$= \frac{\Delta_Z}{2} \left[ \hat{\xi}_2 \sin \theta - \hat{\xi}_3 \cos \theta, -\frac{\lambda^*_R}{2} \hat{\tau}_3 - \frac{\lambda^*_Z}{2} \hat{\tau}_1 \right]$$

$$= -i \lambda^*_R \frac{\Delta_Z}{2} \hat{\xi}_1 \sin \theta + i \lambda^*_Z \frac{\Delta_Z}{2} e^{-i\hat{\tau}_2 \hat{\xi}_3} \sin \theta + \hat{\xi}_2 \cos \theta,$$

(B2b)

Third term

$$= \left[ -\frac{\lambda^*_R}{2} \hat{\tau}_3 - \frac{\lambda^*_Z}{2} \hat{\tau}_2 \hat{\xi}_1 \right] \int \frac{d\varphi'}{2\pi} \left\{ (\mathbf{u}' \cdot \hat{\xi}') F^a(\varphi) + (\mathbf{w}' \cdot \hat{\tau}') G^a(\varphi) + \mathbf{M}'_{\alpha\beta} \hat{\tau}_\alpha \hat{\tau}_\beta H(\varphi) \right\}$$

$$= -i \lambda^*_R \int \frac{d\varphi'}{2\pi} \left\{ (u'_1 \hat{\xi}_2 - u'_2 \cos(\varphi) \hat{\xi}_1) F^a(\varphi) \right.$$

$$+ \left( M'_{\alpha\beta} \hat{\tau}_\alpha \hat{\tau}_\beta \hat{\xi}_1 \right) \right\}$$

$$+ \left( M'_{\alpha\beta} \hat{\tau}_\alpha \hat{\tau}_\beta \hat{\xi}_1 \right) H(\varphi) \right\}$$

$$- i \lambda^*_Z \int \frac{d\varphi'}{2\pi} \left\{ (u'_2 \hat{\xi}_3 - u'_3 \sin(\varphi)) \hat{\tau}_\alpha \hat{\tau}_\beta \right.$$

$$+ \left( M'_{\alpha\beta} \hat{\tau}_\alpha \hat{\tau}_\beta \hat{\xi}_3 \right) \right\} F^a(\varphi)$$

$$+ (M'_{\alpha\beta} \hat{\tau}_\alpha \hat{\tau}_\beta \hat{\xi}_3 \hat{\xi}_1) G^a(\varphi) + \left( M'_{\alpha\beta} \hat{\tau}_\alpha \hat{\tau}_\beta \hat{\xi}_1 \right) H(\varphi) \right\},$$

(B2c)

where $\epsilon_{\alpha\beta\gamma}$ is the Levi-Civita symbol. At the next step, we expand $\{\mathbf{u}, \mathbf{w}, \mathbf{M}_{\alpha\beta}\}(\theta, t)$ and $\{F^a, G^a, H(\varphi)\}(\theta)$ over a basis of angular harmonics, $\{\mathbf{u}, \mathbf{w}, \mathbf{M}_{\alpha\beta}\}(\theta, t) = \sum_m e^{im\theta} \{\mathbf{u}^{(m)}, \mathbf{w}^{(m)}, \mathbf{M}_{\alpha\beta}^{(m)}\}(t)$ and $\{F^a, G^a, H\}(\theta) = \sum_m e^{im\theta} \{F_m^a, G_m^a, H_m\}$, to obtain a system of equations for $u_i^{(m)}$, $w_i^{(m)}$ and $M_{\alpha\beta}^{(m)}$. The subset of equations that couples to an $ac$ magnetic
field reads

\[
\begin{align*}
\dot{u}_1^{(m)} &= \lambda_R^* \left[ f_+^{(m)} u_2^{(m)} + i f_-^{(m)} u_3^{(m)} \right] - \frac{\Delta_Z^* \lambda_R^* \delta_{m,1} - \delta_{m,-1}}{2i}, \\
\dot{u}_2^{(m)} &= -\lambda_R^* f_+^{(m)} u_1^{(m)} + \lambda_Z^* \left[ h_+^{(m)} M_{33}^{(m)} - i h_-^{(m)} M_{32}^{(m)} \right], \\
\dot{u}_3^{(m)} &= -\lambda_Z^* \left[ h_+^{(m)} M_{32}^{(m)} + i h_-^{(m)} M_{33}^{(m)} \right], \\
\dot{M}_{31}^{(m)} &= \lambda_R^* \left[ h_+^{(m)} M_{32}^{(m)} + i h_-^{(m)} M_{33}^{(m)} \right], \\
\dot{M}_{32}^{(m)} &= -\lambda_Z^* \left[ h_+^{(m)} M_{31}^{(m)} + \lambda_Z^* \left[ f_+^{(m)} u_1^{(m)} - i f_-^{(m)} u_2^{(m)} \right] + \frac{\Delta_Z^* \lambda_Z^* \delta_{m,1} + \delta_{m,-1}}{2} \right], \\
\dot{M}_{33}^{(m)} &= -\lambda_Z^* \left[ f_+^{(m)} u_2^{(m)} + i f_-^{(m)} u_3^{(m)} \right] + \frac{\Delta_Z^* \lambda_Z^* \delta_{m,1} - \delta_{m,-1}}{2i},
\end{align*}
\]  

(B3)

where, for brevity, we introduced \( f^{(m)} \equiv 1 + F_m^a \) and \( f_{\pm}^{(m)} \equiv 1 + (F_{m-1}^a \pm F_{m+1}^a)/2 \), and similar definitions for \( h^{(m)} \) and \( h_{\pm}^{(m)} \).

In the absence of the external magnetic field (\( \Delta_Z^* = 0 \)), we obtain a 6 × 6 eigensystem for the frequencies of coupled oscillations in the spin and valley-staggered spin channels. Since the driving term contains only the \( m = \pm 1 \) harmonics, only the \( m = \pm 1 \) modes can be excited. Noting that \( F_m^a = F_m^a \) (and the same for \( H \)), we only need to solve the system for one of the modes, e.g., \( m = 1 \). The \( m = -1 \) mode is obtained from the \( m = 1 \) by changing \( i \to -i \). For the special case of \( \Delta_Z^* = 0 \), when the spin and spin-valley sectors are decoupled, we recover Eqs. (26a) and (26b) of the main text. The full result for the frequencies of the \( m = \pm 1 \) modes are given in Eq. (28a) and (28b) of the main text. We see that the dynamics of the \( m = \pm 1 \) modes is controlled by six Landau parameters: \( F^a_{0,1,2} \) and \( H_{0,1,2} \).

In EDSR, the system is perturbed by a weak, oscillatory, in-plane electric field. The equations of motion are the same as in Eq. (B3), except for now the \( \Delta_Z^* \) terms in equations for \( \dot{u}_1^{(m)} \), \( \dot{M}_{32}^{(m)} \), and \( \dot{M}_{33}^{(m)} \) are absent, while the equation for \( \dot{u}_2^{(m)} \) acquires a driving term

\[
- \frac{e \lambda_R^*}{2k} \left[ E_z \frac{\delta_{m,1} - \delta_{m,-1}}{2i} - E_\theta \frac{\delta_{m,1} + \delta_{m,-1}}{2} \right].
\]  

(B4)

1. V. P. Silin, Sov. Phys. JETP 6, 945 (1958).
2. D. Pines and P. Nozières, *The Theory of Quantum Liquids. v. I: Normal Fermi Liquids* (Benjamin, New York, 1966).
3. E. M. Lifshitz and L. P. Pitaevskii, *Statistical Physics: Theory of the Condensed State* (Course of Theoretical Physics Vol. 9) (Butterworth-Heinemann, Burlington, 1980).
4. G. Baym and C. Pethick, *Landau Fermi-liquid theory: concepts and applications* (John Wiley & Sons, 2008).
5. A. Shekhter, M. Khodas, and A. M. Finkel’stein, Phys. Rev. B 71, 165329 (2005).
6. A. Ashrafi and D. L. Maslov, Phys. Rev. Lett. 109, 227201 (2012).
7. A. Ashrafi, E. I. Rashba, and D. L. Maslov, Phys. Rev. B 88, 075115 (2013).
8. S.-S. Zhang, X.-L. Yu, J. Ye, and W.-M. Liu, Phys. Rev. A 87, 063623 (2013).
9. S. Maiti, V. Zuyuzin, and D. L. Maslov, Phys. Rev. B 91, 035106 (2015).
10. S. Maiti, M. Imran, and D. L. Maslov, Phys. Rev. B 93, 045134 (2016).
11. A. Kumar and D. L. Maslov, Phys. Rev. B 95, 165140 (2017).
12. F. Baboux, F. Perez, C. A. Ullrich, I. D’Amico, G. Karczewski, and T. Wojtowicz, Phys. Rev. B 87, 121303 (2013).
13. F. Baboux, F. Perez, C. A. Ullrich, G. Karczewski, and T. Wojtowicz, Phys. Rev. B 92, 125307 (2015).
14. F. Perez, F. Baboux, C. A. Ullrich, I. D’Amico, G. Vignale, G. Karczewski, and T. Wojtowicz, Phys. Rev. Lett. 117, 137204 (2016).
15. S. Karimi, F. Baboux, F. Perez, C. A. Ullrich, G. Karczewski, and T. Wojtowicz, Phys. Rev. B 96, 045301 (2017).
16. H.-H. Kung, S. Maiti, X. Wang, S.-W. Cheong, D. L. Maslov, and G. Blumberg, Phys. Rev. Lett. 119, 136802 (2017).
17. E. I. Rashba and V. I. Sheka, in *Landau Level Spectroscopy*, edited by G. Landwehr and E. I. Rashba (North-Holland, 1991) p. 131.
18. E. I. Rashba and A. L. Efros, *Applied Physics Letters* 83, 5295 (2003).
19. A. L. Efros and E. I. Rashba, Phys. Rev. B 73, 165325 (2006).
20. C. L. Kane and E. J. Mele, Phys. Rev. Lett. 95, 226801 (2005).
21. Y. Ren, Z. Qiao, and Q. Niu, Rep. Prog. Phys. 79, 066501 (2016).
In recent literature, the sum of the Mott and Elliott-Yafet contributions is often referred to as just “the Elliott-Yafet contribution, which is not correct.

Note that in the presence of an electromagnetic field, electrons are not transferred between the valleys. That electrons are not transferred between the valleys.

The range of the interaction is assumed to be smaller than the Fermi wavelength but larger that the lattice constant, such that electrons are not transferred between the valleys.

M. Krivenko, E. Glios, D. Marchenko, J. Sánchez-Barriga, G. Bihlmayer, O. Rader, and A. Varykhalov, 2D Materials 4, 035010 (2017).

A. Dankert and S. P. Dash, Nature Communications 8, 16093 (2017).

Note that in the presence of an electromagnetic field, entering the kinetic equation is the canonical rather than kinematic momentum.$$k$$

E. C. T. O’Farrell, G. Eda, A. H. Castro Neto, and B. Özyilmaz, Nature Communications 5, 4875 (2014).

Z. Wang, D.-K. Ki, H. Chen, H. Berger, A. H. MacDonald, and A. F. Morpurgo, Nature Communications 6, 8339 EP (2015).

Z. Wang, D.-K. Ki, J. Y. Khoo, D. Mauro, H. Berger, L. S. Levitov, and A. F. Morpurgo, Phys. Rev. X 6, 041020 (2016).

B. Yang, M.-F. Tu, J. Kim, Y. Wu, H. Wang, J. Alicea, R. Wu, M. Bockrath, and J. Shi, 2D Materials 3, 031012 (2016).

B. Yang, M. Lohmann, D. Barroso, I. Liao, Z. Lin, Y. Liu, L. Bartels, K. Watanabe, T. Taniguchi, and J. Shi, Phys. Rev. B 96, 041409 (2017).

S. Omar and B. J. van Wees, Phys. Rev. B 97, 045414 (2018).

L. A. Benítez, J. F. Sierra, W. Savero Torres, A. Arrighi, F. Bonell, M. V. Costache, and S. O. Valenzuela, Nature Physics 14, 303 (2018).

T. Wakamura, F. Reale, P. Palczynski, M. Q. Zhao, A. T. C. Johnson, S. Guéron, C. Mattevi, A. Ouerghi, and H. Bouchiat, Phys. Rev. B 99, 245402 (2019).

H.-F. Wang, C. Tang, and Q. Zhang, Nano Today 25, 27 (2019).

J. O. Island, X. Cui, C. Lewandowski, J. Y. Khoo, D. Rhodes, J. C. Hone, T. Taniguchi, A. M. Batzill, K. Watanabe, L. S. Levitov, M. P. Zaletel, and A. F. Young, Nature 571, 85 (2019).

A. W. Cummings, J. H. Garcia, J. Fabian, and S. Roche, Phys. Rev. Lett. 119, 206601 (2017).

J. H. Garcia, M. Vila, A. W. Cummings, and S. Roche, Chem. Soc. Rev. 47, 3359 (2018).

Z. M. Raines, D. L. Maslov, and L. I. Glazman, arXiv:2107.02819.

Z. M. Raines, V. I. Fal’ko, and L. I. Glazman, Phys. Rev. B 103, 075422 (2021).

E. I. Rashba, Phys. Rev. B 79, 161409 (2009).

T. Stauber and J. Schliemann, New Journal of Physics 11, 115003 (2009).

C. L. Kane and E. J. Mele, Phys. Rev. Lett. 95, 226801 (2005).

H. Min, J. E. Hill, N. A. Sinitsyn, B. R. Sahu, L. Kleinman, and A. H. MacDonald, Phys. Rev. B 74, 165310 (2006).

Y. Yao, F. Ye, X.-L. Qi, S.-C. Zhang, and Z. Fang, Phys. Rev. B 75, 041401 (2007).

J. C. Boettger and S. B. Trickey, Phys. Rev. B 75, 121402 (2007).

S. Konshuh, M. Gmitra, and J. Fabian, Phys. Rev. B 82, 245412 (2010).

J. Sichau, M. Prada, T. Anlauf, T. J. Lyon, B. Bosnjak, L. Tiemann, and R. H. Blick, Phys. Rev. Lett. 122, 046403 (2019).

H. Coy Diaz, J. Avila, C. Chen, R. Addou, M. C. Asensio, and M. Batzill, Nano Letters, Nano Letters 15, 1135 (2015).

D. Pierucci, H. Henck, J. Avila, A. Balan, C. H. Naylor, G. Patriarche, Y. J. Dappe, M. G. Silly, F. Sirotti, A. T. C. Johnson, M. C. Asensio, and A. Ouerghi, Nano Letters 16, 4054 (2016).

H. Henck, Z. Ben Aziza, D. Pierucci, F. Laourine, F. Reale, P. Palczynski, J. Chaste, M. G. Silly, F. m. c. Bertran, P. Le Fèvre, E. Lhuillier, T. Wakamura, C. Mattevi, J. E. Rault, M. Calandra, and A. Ouerghi, Phys. Rev. B 97, 155421 (2018).

J. Gavoret, P. Nozières, B. Roulet, and M. Comberscot, J. de Physique 30, 987 (1969).

D. Pimenov, J. von Delft, L. Glazman, and M. Goldstein, Phys. Rev. B 96, 155310 (2017).

A. Goyal, A. Kumar, S. Prachi, and D. L. Maslov, unpublished.

P. Sharma, A. Principi, and D. L. Maslov, Phys. Rev. B 104, 045142 (2021).

The range of the interaction is assumed to be smaller than the Fermi wavelength but larger that the lattice constant, such that electrons are not transferred between the valleys.

E. M. Lifshitz and L. P. Pitaevskii, Physical Kinetics (Butterworth-Heinemann, Burlington, 1981).

Note that in the presence of an electromagnetic field, k entering the kinetic equation is the canonical rather than kinematic momentum².

A. V. Chubukov, A. Klein, and D. L. Maslov, JETP 127, 826 (2018).

S. H. Abedinpour, G. Vignale, A. Principi, M. Polini, W.-K. Tse, and A. H. MacDonald, Phys. Rev. B 84, 045429 (2011).

In recent literature, the sum of the Mott and Elliott-Yafet contributions is often referred to as just “the Elliott-Yafet contribution, which is not correct.

M. Schulte, J. G. S. Lok, G. Denninger, and W. Dietsche, Phys. Rev. Lett. 94, 137601 (2005).