Deep learning for bearing fault diagnosis under different working loads and non-fault location point
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Abstract
Intelligent fault diagnosis using deep learning has achieved much success in recent years. Using deep learning method to diagnose bearing fault requires designing an appropriate neural network model and then train with a massive data. On the one hand, up to now, a variety of neural network structures have been proposed for different diagnostic tasks, but there is a lack of research of unified structure. On the other hand, the fault data of the training neural network are collected from the fault location point, which is quite different from the actual data, because the sensor cannot be located at the fault location point accurately. This paper attempts to design a unified neural network structure based on Resnet and improve the generalization performance by using transfer learning techniques. The effectiveness of the proposed method in this paper is verified using experiment under different working loads and non-fault location point.
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Introduction
Bearing is an important component of mechanical equipment, and its health will have a great impact on the overall safety performance of machinery.¹,² Therefore, bearing fault diagnosis is an important research content.

In the past few years, bearing fault diagnosis methods have developed rapidly. Many researches have proposed various intelligent diagnosis algorithms combining feature extraction methods and pattern classification. Zhang and Zhou³ and Peng et al.⁴ improved ensemble empirical mode decomposition (EEMD) and Hilbert-Huang transform (HHT) methods, respectively, for bearing fault diagnosis. Yan et al.⁵ and Lei et al.⁶ reviewed the application of wavelet analysis and empirical mode decomposition (EMD) in fault diagnosis, respectively. Hertzberg et al.⁷–⁹ studied ball-bearing fault diagnosis based on chaotic system and fractal theory. Although these algorithms improve the classification accuracy and efficiency of bearing fault diagnosis greatly, in the era of large data, to face complex mechanical systems and massive monitoring data, traditional intelligent diagnosis algorithms may have lost their advantages because of the limitations of applicability. In the era of big data, the deep learning methods developed in recent years have been widely used in many important fields.¹⁰,¹¹ In bearing fault diagnosis...
diagnosis, exploring the use of deep learning algorithm to solve different problems has become a hot research issue.

Gan et al.\textsuperscript{12} used the deep belief network (DBN) to classify the bearing faults, and they found that the diagnostic accuracy was significantly improved compared with the traditional back propagation neural network (BPNN) and support vector machine (SVM) methods. Wei et al.\textsuperscript{13} studied and designed the convolutional neural network named Deep Convolutional Neural Networks with Wide First-layer Kernels (WDCNN) and Convolution Neural Networks with Training Interference (TICNN)\textsuperscript{14} to solve the problem of bearing fault diagnosis under different load conditions. Shao et al.\textsuperscript{15} combined with compressed sensing and convolutional deep belief networks (CDBN) networks to design a new diagnostic method that can reduce input characteristics. They also use a Gaussian visible unit to improve traditional CDBN, and the performance of the model is significantly improved. Feng et al.\textsuperscript{16} developed a framework named deep normalized convolutional neural network (DNCNN) in order to solve the category imbalance problem in fault diagnosis. Pan et al.\textsuperscript{17} proposed a LiftingNet framework to solve the problem of hierarchical feature learning under the influence of different speeds and random noise and succeeded in classifying. Szegedy et al.\textsuperscript{18} and Chen et al.\textsuperscript{19} proposed a deep inception net with atrous convolution (ACDIN) framework based on the structure of InceptionNet, which realized the task of detecting real faults with artificial fault data. Inspired by advanced technology, Zhi et al.\textsuperscript{20} improved the capsule network and designed an inception capsule net (ICN) framework. They implemented the task of data migration diagnosis for complex conditions in Paderborn’s bearing datasets.\textsuperscript{21}

However, the prior studies of intelligent framework in fault diagnosis do not solve two main problems. First, there is a lack of a relatively standard framework for neural networks designing. We found that in recent years, a variety of neural network models have been proposed in the field of bearing, and the models are diverse, but there is no unified reference standard. This leads to the randomness of model design, which is not beneficial for further research. Actually, many neural network frameworks have been developed in the fields of computer vision and computer language, which are earlier and more mature, i.e. Alexnet,\textsuperscript{22} VGGNet,\textsuperscript{23} GoogLeNet,\textsuperscript{18} and Resnet.\textsuperscript{24} These network frameworks are rigorously tested and more general. It is not difficult to be applied to bearing fault diagnosis. Second, the data used in the above research are collected from sensors close to the fault source. However, in practice, sensors are often located at non-fault location points because of the unclear location of the fault, which results in the difference between the signals collected by sensors and actual faulty signals. Therefore, it is necessary to study the fault diagnosis with non-faulty location point signals.

In order to solve the above problems, the three main innovations of the paper are summarized:

1. We designed a simple learning framework based on the classical Resnet model and improved the generalization performance by using skills of transfer learning, and this model works directly on raw temporal signal.
2. By comparing the diagnostic results of various models in this paper with those in literature under different load conditions, the results show that the model proposed in this paper achieves the best results.
3. Bearing fault diagnosis under different working loads at non-faulty location points shows that the proposed model has strong domain adaptive ability.

**Related works**

Traditional convolutional neural network consists of two stages: filtering stage (feature extraction stage) and classification stage. Generally, the feature extraction stage includes four layers: convolution layer, batch normalization (BN) layer, activation layer, and pooling layer. The classification stage is generally composed of multi-layer perceptron connections. For adapting to different tasks, many CNN structures have been proposed in previous research on fault diagnosis, such as TICNN, adversarial adaptive 1-D CNN (A2CNNs),\textsuperscript{25} DNCNN, WDCNN, ACDIN, ICN, and so on, whose basic structural units are composed of the following neural network layers.

**Convolutional layer**

The convolution layer\textsuperscript{26,27} convolves the local regions of input data with filter kernels, and each filter kernel uses the same weight to extract the local features of the input information and sharing the weight values
where $M_j$ is the current input characteristics, $(l)$ denotes the convolution layer $l$, $x_j^{(l-1)}$ is input parameters taken from $M_j$, notation $*$ denotes the convolution operation, $x_j^{(l)}$ is the output in layer $l$, $k$ is the weights of filter kernel, and $b$ is bias.

**Batch normalization**

Batch normalization (BN) layer is designed to alleviate the problem of “gradient dispersion” in deep network, so that makes the training network model easier and more stable, and makes the convergence speed of the model accelerated. Given the $m$-dimensional batch input $x$, the BN layer operates as follows

$$x_B^{(l)} = \gamma x^{(l)} + \beta$$

where $E[x^{(l)}]$ is the expectation of input $x$, $\text{Var}[x^{(l)}]$ is the variance of $x$, $\gamma$ and $\beta$ are the scale and shift parameters, respectively, and $x_B^{(l)}$ denotes the output after normalization.

**Pooling layer and nonlinear activation function layer**

Pooling is a downsampling operation, aiming at reducting the spatial size of the features and the parameters for the network, which has obvious effect on controlling over-fitting and improving model performance. Commonly, the max-pooling operation is described as follows

$$x_j^{(l)} = \max_{i \in W_j} \{f(x_{iB}^{(l)})\}$$

where $W_j$ is pooling region of layer $l$, $x_{iB}^{(l)}$ the input after BN, $x_j^{(l)}$ is the output after pooling, and $f$ denotes nonlinear activation function, generally takes relu function.

As mentioned above, most of the neural networks designed in the field of fault diagnosis are based on the unit structure and its variants. Because of the flexibility of neural network design, such as the number of layers, structures, and so on, the diversity of neural network is caused. Therefore, how to select the accepted neural network as the basic structure for mechanical fault diagnosis research is a very important work, which is able to ensure the succession and reproducibility of the research, and then place deep learning at the service of the practical problems in the field of fault diagnosis. [Note that the citation “He et al.” has been changed to “Kaiming et al.” as per the reference list. If this is inaccurate, please update the citation and the reference.] In this paper, Resnet proposed by Kaiming et al. is selected for reference, and some improvements are made to adapt to the research content of this paper. Resnet, known as an excellent neural network currently, has been applied widely to computer vision, natural language processing and other fields since it was proposed owing to its fine performance. Thus, it is reasonable to select Resnet. At the same time, it can avoid a lot of unnecessary network design work. The basic structure of Resnet shown in Figure 1 is residual learning unit, which consists of two $3 \times 3$ convolution networks connected in series, and the relationship between input $X$ and output $Y$ is as follows

$$Y = \Phi(X, W_i) + X$$

where $\Phi$ donates the residual mapping and $W_i$ is the weight of each layer.

The overall framework of proposed Resnet is shown in Figure 2. The input of CNN is the segment vibration signal of the bearing. The input layer passes the segment signal into the neural network and does not participate in the training. The down sampling layer consists of four continuous convolution layers, each of which has 16 small convolution kernels of $3 \times 1$ size. The first three convolution layers are followed by a normalization layer, respectively. We use C to denote the convolution layer and N to denote the normalization layer. The down sampling...
layer is followed by four consecutive Resnet blocks, each of which consists of two residual modules as shown in Figure 1. Then, the average pooling layer is applied to down sample the features in residual learning. Finally, the features are flattened into a vector and input into a fully connection layer. The fault classification of training set signal is obtained by classifier.

**Transfer learning based on maximum mean discrepancy**

Maximum mean discrepancy (MMD) is the most frequently used measure in transfer learning, which measures the distance between two distributions in reproducing Hilbert space and is a kernel learning method. The formulation of MMD can be defined as

\[
MMD^2(X, Y) = \left\| \frac{1}{n_x} \sum_{i=1}^{n_x} \phi(x_i) - \frac{1}{n_y} \sum_{j=1}^{n_y} \phi(y_j) \right\|^2_{\mathcal{H}}
\]

\[
= \frac{1}{n_x^2} \sum_{i=1}^{n_x} \sum_{j=1}^{n_x} k(x_i, x_j) - \frac{2}{n_x n_y} \sum_{i=1}^{n_x} \sum_{j=1}^{n_y} k(x_i, y_j) + \frac{1}{n_y^2} \sum_{i=1}^{n_y} \sum_{j=1}^{n_y} k(y_i, y_j)
\]
where \( X \) and \( Y \) denote two datasets with a certain degree of similarity, \( n_x \) and \( n_t \) are the numbers of samples in the two datasets, respectively, \( \mathcal{H} \) is a reproducing Hilbert space, and \( k(\ast) \) is a kernel function. The kernel type is selected from radial basis function (RBF) in this paper. In the method of this paper, MMD term is appended to the loss of Resnet1d for optimization as shown in Figure 3.

As shown in Figure 3, we can train the Resnet1d model on the labeled faulty samples generally. The classification loss is defined by cross-entropy between predict label and true label on the labeled faulty samples. Meanwhile, the unlabeled faulty data will be input into the network, which is used to calculate the MMD with the feature from labeled data, before the fully connection layer. When the model is trained, the error of back propagation consists of MMD loss and classification loss, which is written as

\[
\begin{align*}
L(h) &= l_c + \lambda \text{MMD}(X_{\text{labeled}}, X_{\text{unlabeled}}) \\
&= l_c + \lambda \text{MMD}(X_{\text{labeled}}, X_{\text{unlabeled}})
\end{align*}
\]

where \( \theta \) is the parameter of the model, \( l_c \) is the classification loss, and \( \lambda \) is non-negative parameter. In this paper, the learning rate of the model is set by using formula \( 0.001/(1 + 10 \times p)^{0.75} \), the \( \lambda \) is changed by using the formula \( 2/(1 + \exp(-10 \times p)) - 1 \), \( p \) is the training progress parameter,29,30 and \( X_{\text{labeled}} \) and \( X_{\text{unlabeled}} \) are the learned transferable features from the last feature extraction layer.

The proposed model is trained by jointly minimizing two terms: (1) the error between the true labels and predicted labels of the source, which is the classification loss \( l_c \); (2) the MMD of the learned transferable features after feature extraction layer. Thus, the model is finally trained by

\[
\min_{\theta} L(\theta) = \min_{\theta} \left[ l_c + \lambda \text{MMD}(X_{\text{labeled}}, X_{\text{unlabeled}}) \right]
\]

By minimizing the \( L(\theta) \), the mini-batch stochastic gradient descent (SGD) and backpropagation algorithm are used for optimization;29 thus, the gradient of objective function is

\[
\nabla_{\theta} L(\theta) = \frac{\partial l_c}{\partial \theta} + \lambda \frac{\partial \text{MMD}(X_{\text{labeled}}, X_{\text{unlabeled}})}{\partial \theta}
\]

The update rules of SGD optimization algorithm are as follows

\[
\begin{align*}
v &\leftarrow 2v - \varepsilon \nabla_{\theta} \left( \frac{1}{m} L(\theta) \right), \\
\theta &\leftarrow \theta + v
\end{align*}
\]

where \( \alpha \) is momentum parameters, \( \varepsilon \) is learning rate, \( m \) is a mini-batch m samples in training dataset, and \( \theta \) is the parameter of the model.

**Figure 3.** The architecture of Resnet1d with MMD for unlabeled fault diagnosis.
Data description and experimental setup

The original data comes from the open bearing data of Case Western Reserve University (CWRU),\(^3\) which has been cited and studied by a large number of literatures. Three acceleration sensors are used to collect data from driving end, fan end, and base, respectively, at sampling frequencies of 12 and 48 kHz. There are four types of bearing fault: normal, ball fault, inner race fault, and outer race fault, containing 0.007, 0.014, and 0.021 in of fault diameter. The experiments are performed under four loads (0, 1, 2, and 3 hp). In the experiment, we select the data at 12 kHz sampling frequency and divide a total of 10 fault categories. The denotation of DE, FE, and BA is utilized to represent different measuring location. In particular, DE also denotes the faulty end; meanwhile, FE and BA denote non-fault location points. Details of tasks design are listed in Table 1.

For clarity, the denotation DE: A \(\rightarrow\) B is utilized to represent the task from training dataset A (load 1) to testing dataset B (load 2) at driving end. The first goal is to test the method proposed in this paper for fault diagnosis performance under different operating conditions. In fact, the machine is always running under different conditions, and the model trained under one condition must be able to be applied to the diagnosis under another condition. For this purpose, six groups of different tasks are designed: DE: A \(\rightarrow\) B, DE: B \(\rightarrow\) A, DE: A \(\rightarrow\) C, DE: C \(\rightarrow\) A, DE: B \(\rightarrow\) C, and DE: C \(\rightarrow\) B.

The second goal is to use this method to study the fault diagnosis of bearings under different loads at non-fault ends. Because it is difficult to know the exact location of the fault in advance actually, the sensor is always arranged at the position away from the faulty end to collect data. For this purpose, some tasks are designed, i.e. FE: C \(\rightarrow\) A and BA: C \(\rightarrow\) A.

The time-shifting is a simple data augmentation technique to increase the number of training samples, that is, slicing the training time-domain signal with overlap.\(^1\) In fact, Liu et al.\(^3\) have done some researches on the influence of time-shifting. The results show that the accuracy rate is still better for stationary signals, although the slip step is very small.\(^3\) However, the slip step needs to be optimized for nonstationary signal.\(^3\) In the paper, because of the input requirement of the neural network, the sample length is fixed to 2048. The result calculated by Resnet1d model is presented in Table 2. It can be seen from the table that the larger the slip step is, the smaller the sample size generated by data augment becomes. And there is little difference in accuracy. In some literature, the sample size is designed to be 1000.\(^3\) Considering the requirement of large data and the influence of computational complexity, the sample size of this paper is designed to be 500. The process is shown in Figure 4. The samples are prepared with time-shift and overlap from a long sequence.

Ten types of faults are selected as research objects, and the corresponding labels are listed in Table 3.

Results

Performance of Resnet1d under different working loads

As shown in Figure 5, SVM, TICNN, A2CNNs, ICN, Resnet1d, and Resnet1d with MMD (denoted as Rmmd) are compared at different tasks in experiment 1. Traditional machine learning algorithms SVM, performs poorly in domain adaptation, with average accuracy in the six tasks being around 61.37%. Some deep learning method proposed previously, i.e. TICNN, A2CNNs, and ICN perform better than traditional methods, with average accuracy being around 96.05, 94.46, and 97.16, respectively. In contrast, the proposed method Resnet1d gets much more precise than the other method, achieving 98.30% accuracy in average. It is proved that the deep learning method based on Resnet proposed in this paper can also solve the bearing fault diagnosis under different loads and even achieve higher accuracy. Finally, it can be seen from the figure that the Resnet1d with MMD
Table 2. The influence of the time-shifting.

| Ratio of slip length to sample length | Sample size | Accuracy         |
|-------------------------------------|-------------|------------------|
| 1/5                                 | 250         | 98.31 ± 0.08%    |
| 1/10                                | 500         | 98.30 ± 0.11%    |
| 1/20                                | 1000        | 98.21 ± 0.03%    |

Table 3. Description of faulty types.

| Location | None | Ball | Inner race | Outer race |
|----------|------|------|------------|------------|
| Labels   | 0    | 1    | 2          | 3          |
|          | 4    | 5    | 6          | 7          |
|          | 8    | 9    |            |            |
| Diameter (in.) | 0 0.007 | 0.014 | 0.021 | 0.007 | 0.014 | 0.021 |
| Name     | Normal | B007 | B014 | B021 | IR007 | IR014 | IR021 |
| Samples  | 500   | 500  | 500 | 500 | 500 | 500 | 500 | 500 | 500 | 500 |

Figure 4. Data augment with time-shift and overlap.

Figure 5. Comparison of the accuracy of different methods.
method achieves higher accuracy than Resnet1d under each task. Thus, this also shows that the data collected from fault detection points contain sufficient feature information and are similar, which is beneficial to model learning.

**Performance of Resnet1d under different working loads with non-faulty measuring points**

As shown in Figure 6, Resnet1d and Resnet1d with MMD (denoted as Rmmd) are compared at different measuring points. By using Resnet1d model and comparing the diagnostic results at different measuring points, it can be found that the average accuracy of the model is the highest at the driving end (near the fault source), reaching 98.97%. The average accuracy at the base is 81.31%, while the accuracy at the fan end away from the faulty source is 77.50%. This is because the fault signal attenuates in transmission, so the signal collected from the measuring point far away from the faulty end may be contaminated by background noise, which leads to the decline of the accuracy. By using transfer learning skills to improve the generalization ability of model (Resnet1d with MMD), we can find that the accuracy has been improved greatly under different working loads at driving end, base, and fan end. The average accuracy increased from 77.50, 81.31, and 97.97 to 91.46, 97.64, and 98.97%, respectively. Why Resnet1d with MMD can improve the accuracy of fault diagnosis under different working loads at different measuring points will be analyzed later.

From Figure 6, it is also found that the accuracy of A → C and C → A is lower than that of other transfer tasks. Because the similarity of the signal data collected from the same fault form in two large-span working conditions is not high, it is difficult that the signal characteristics acquired under one condition is used for characterizing the signal characteristics under another condition. While the accuracy of A → C and C → A has been greatly improved by using Resnet with MMD model.

**Network visualization**

The results of feature extraction for different faults in the feature output layer of the neural network are shown in Figure 7. Red represents the neurons that are most activated, while white means the neurons are not activated. It can be seen from the figure that the distribution of the dark red is related to the distribution of the fault wave packet. Because the fault signal contains more periodic wave packets, the feature layer contains a large number of activated neurons. Compared with normal, we can see that the dark red areas of neurons are relatively less distributed.
Figure 7. Network visualization in task DE: C → A at final feature extraction layer after pooling: (a) normal; (b) B021; (c) IR021; (d) OR021@6.

Figure 8. Network visualization in task DE: C → A: (a) Resnet1d; (b) Resnet1d with MMD.

Figure 9. Network visualization in task BA: C → A: (a) Resnet1d; (b) Resnet1d with MMD.
In order to fully understand the model proposed in this paper, the output of feature layer from the model is extracted for visual analysis. For this reason, the dimension reduction analysis method named t-SNE is adopted. And, we will take the case of C → A as an example to illustrate. Figures 8 to 10 show the dimension reduction results of the output data from feature layers at different measuring points, where □ denotes the dataset under load C and + denotes the dataset under load A.
From the results shown in Figure 8, most of the 10 categories of fault are well separated with two models, while the feature distribution of same label between load C and load A is aligned very well. It shows that the model trained by data that is acquired from the driver end (DE) near the faulty source gets higher diagnostic accuracy and better generalization performance.

Non-fault location point results are shown in Figures 9 and 10. It can be found that the data features learned by the Resnet1d model on the C dataset cannot characterize the A dataset. Although the fault categories can be separated, there are no longer similarity between C and A. Some categories have more overlapping areas, e.g. 7, 8, 9, while some categories have fewer overlapping areas, even errors, e.g. 2 and 3. This shows that the Resnet1d model trained by data collected from non-fault location points does not have good generalization performance. It should be added that the result of this misclassification is caused by the large differences between data sets and has nothing to do with the neural network itself. In order to improve the diagnostic accuracy, the parameter adjustment process of the neural network will be futile unless additional training data are added. Compared with Figure 10(a), it can be seen from Figure 10(b) that the generalization performance of the model has been greatly improved, not only can the categories be fully separated, but also the distribution of feature between the two datasets become similar. Therefore, compared with Resnet1d model, Resnet1d with MMD model can improve the bearing fault diagnosis accuracy of non-fault location points.

Further analysis of the results of the transfer learning between the two conditions is given. Figure 11 shows the classification confusion matrix for each category in task A → C. The categories 4–9 (categories 4, 5, and 6 correspond to inner race fault and categories 7, 8, and 9 correspond to outer race fault) at different measuring points can be identified and classified accurately. The diagnostic results of driving end and base show that negative migration occurs in category 3 (B021). However, the results in fan end show that categories 1, 2, and 3 (correspond to roller fault) task A → C are confused with each other easily. Because of the large difference between categories 1, 2, and 3 under load A and C, it leads to the phenomenon of negative migration. Compared with Figures 11(d) to (f) and 12 (a) to (c), Resnet1d model can hardly independently identify roller fault and IR014 faults, while Resnet1d with MMD model can significantly improve the diagnosis results of that, resulting in the improvement of overall diagnostic accuracy.

Conclusion

The application of intelligent diagnosis model in solving industrial practical problems is an important research topic. First, this paper designs a deep learning model based on the famous Resnet network, which reduces the randomness of model design. Second, using the idea of transfer learning, MMD is used to measure the distance between different data sets to improve the generalization performance of the model. Finally, the experiments of fault diagnosis and recognition under different loads and non-fault location points are designed, and the experimental results show that the proposed method performs well in the diagnosis of non-fault location points and bearings under different working loads. More future work can be carried out in the following two aspects: (1) testing real data; (2) considering the more realistic situation of category imbalance.
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