Partial field decomposition using particle velocity references
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Abstract. In existing partial field decomposition methods, the pressures are generally used as references. This paper is going to use the particle velocities as the references to decompose the sound field radiated by incoherent or partially coherent sources into mutually incoherent partial fields, and evaluate its performance by comparing with the method using pressure references. Both numerical simulations and experiment confirm the effectiveness of the method using particle velocity references for partial field decomposition and demonstrate its superiority over the method using pressure references, and it is also shown through numerical simulations that the particle velocity references almost always perform better than the pressure references as long as the references are located close to the sources and the directions of particle velocity references are perpendicular to the source plane as far as possible.
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1. Introduction

In order to accurately identify sound sources and visualize their associated sound fields via such technique as nearfield acoustic holography (NAH) [1-3], the sound field should be fully coherent. One way to obtain the fully coherent sound field is to capture the pressures at all measurement points simultaneously, which is referred to as “snap shot” method. However, in that method, a large number of transducers and multi-channel recording devices are required, which may not always be practical.

Alternatively, a scan-based measurement can be used to capture the sound field by scanning the measurement surface with a relatively small number of transducers over a series of patches in sequence and fixing a number of reference transducers close to the sources. Generally, only one reference transducer is needed if the sound field is generated by fully coherent sources. However, the practical sound field studied is generally radiated by incoherent or partially coherent sources. Under this situation, multiple fixed-location reference transducers are required, and the total sound field must be decomposed into a set of partial fields that are incoherent with each other. Each partial field can then be independently reconstructed via NAH and the sound field on the reconstruction surface can be obtained by adding the reconstructed partial fields together. It should be noted that the number of reference transducers must be equal to or larger than the number of potential incoherent sources to ensure good decomposition accuracy.

In order to decompose the total sound field generated by incoherent or partially coherent sources into mutually incoherent partial fields, a virtual coherence procedure was introduced by Hald [4]. In that procedure, the total sound field is decomposed into a set of mutually incoherent partial fields based on using the singular value decomposition. As an alternative to the virtual coherence procedure, the partial coherence procedure [5] was suggested by Hallman and Bolton [6] to realize the partial field decomposition. In this procedure, the partial coherence function was used to obtain the partial fields. In 1999, Tomlinson [7] explored the differences between the virtual coherence and partial coherence procedures for partial field decomposition in complex
measurement situations where the reference signals might not be truly independent. It was concluded that the virtual coherence procedure can obtain the partial fields well if the reference signals are independent but is restricted by the inter-correlated references, whereas the partial coherence procedure can always obtain the partial fields well no matter the references are independent or inter-correlated. The premise of the success of partial field decomposition is that each reference should be placed as close as possible to each independent source so that each reference tries to sense only one independent source. Nam and Kim [8] proposed a method without placing the references near the sources since they obtained the coherent signals through the use of spatial information of NAH rather than from the measurement of references as done in the conventional method. Kim et al. [9] introduced a method to determine the optimal reference locations by maximizing the multiple signal classification power spectrum and Wall et al. [10] presented references per coherence length as a figure of merit to guide inter-reference spacing in reference array design. Kwon et al. [11] improved the virtual coherence procedure to apply to the nonstationary sound field, and Chen [12] studied the partial source decomposition in a cyclostationary sound field. Based on the compensation for source nonstationary, Lee et al. [13] applied the cylindrical NAH to visualize the aeroacoustic source. Some scholars also studied the effects of noise and variation of source level on partial field decomposition [14], beamforming-based partial field decomposition [15], and the applications in noise visualizations of vehicles and jets [16-19].

In all the studies above, the pressure always takes the role of references. Recently, Bi et al. [20, 21] tried to use a different acoustic quantity, pressure gradient, as references, and it was shown that the decomposed partial fields when using pressure gradient references were better than those when using pressure references no matter the virtual coherence or partial coherence procedures employed. Also, they found that the partial coherence procedure always performed better than the virtual coherence procedure regardless of the use of pressure or pressure gradient references. However, in their work, the performance of partial field decomposition is highly dependent on the distance between the two microphones which are used for measuring the pressure gradient based on the finite difference approximation.

The purpose of the present paper is to use another acoustic quantity, the particle velocity, as references and employ the partial coherence procedure to decompose the total sound field into a set of mutually incoherent partial fields. The reason to employ the partial coherence procedure to realize the partial field decomposition is based on the knowledge that this procedure has been shown to perform better than the virtual coherence procedure to obtain partial fields in several studies [7, 20, 21]. In the present paper, the performance of the proposed method and its advantages compared to the method using pressure references are examined through both numerical simulations and experiment, and also the influences of reference locations and directions of particle velocity references on the partial field decomposition accuracy are investigated numerically.

2. Theoretical background

When using the partial coherence procedure to realize the partial field decomposition, the total incoherent field is decomposed into a set of mutually incoherent partial fields through the conditioned spectrum and partial coherence function. In fact, there are no essential differences between the theory of partial coherence procedure using particle velocity references and that using pressure references, and therefore the theory is to be briefly described in the following.

In the partial coherence procedure, the initial cross-spectrum should be calculated first. Given that there are $N$ particle velocity references and $M$ field points on a measurement surface, the reference and field pressure signals can be expressed, respectively, as:

$$
\mathbf{v} = [v_1, \cdots, v_N]^T,
$$

$$
\mathbf{p} = [p_1, \cdots, p_M]^T,
$$

where $\mathbf{v}$ and $\mathbf{p}$ are the particle velocity and field pressure vectors, respectively.
where the superscript “T” denotes the transpose operator. Provided that there are $K$ samples to be considered in the measured signals, $v_n$ and $p_m$ can be written as:

$$v_n = [v_n^{(1)}, \ldots, v_n^{(k)}, \ldots, v_n^{(K)}],$$

$$p_m = [p_m^{(1)}, \ldots, p_m^{(k)}, \ldots, p_m^{(K)}],$$

where $v_n^{(k)}$ is the $k$th sample of the $n$th particle velocity reference, and $p_m^{(k)}$ is the $k$th sample of the pressure at the $m$th field point.

For one sample, regarding all the ordered particle velocity references, $v_1^{(k)}, \ldots, v_N^{(k)}$, as the inputs and the pressure at the $m$th field point, $p_m^{(k)}$, as the output, a multiple-input single-output system is built. For convenience, the single output can be added to the input vector as the $(N+1)$th order, i.e. $v_{N+1}^{(k)} = p_m^{(k)}$. Then the initial cross-spectrum can be calculated as:

$$S_{ij} = \frac{1}{K} \sum_{k=1}^{K} v_i^{(k)} (v_j^{(k)})^*,$$

where the superscript “*” denotes the complex conjugation operator, $i = 1, 2, \ldots, N + 1$, and $j = 1, 2, \ldots, N + 1$. Each cross-spectrum is conditioned in sequence by removing the linear effects of all preceding inputs. Considering only removing the effects of the first $a$ ordered inputs where $a = 1, 2, \ldots, N$, the iterative solution for the conditioned cross-spectrum is given as:

$$S_{ij} = S_{ij} - L_{ij} S_{ia} (a-1),$$

where $i, j > a$, $S_{ij}$ denotes the conditioned cross-spectrum between the $i$th signal and the $j$th signal after removing the effects of the first $a$ ordered inputs, and $L_{ia}$ is the conditioned frequency response function, defined as:

$$L_{ia} = \frac{S_{ia} (a-1)}{S_{aa} (a-1)!}.$$ 

When removing the effects of the first $N-1$ ordered inputs, the partial coherence function provides a measure of linear dependence between the conditioned auto-spectrum of the $N$th input and the conditioned auto-spectrum of the output [the $(N+1)$th order]. Thus, the partial coherence function can be obtained by:

$$\gamma^2_{N(N+1):(N-1)} = \frac{|S_n (N+1):(N-1)|^2}{S_{NN} (N-1) S_{N+1}(N+1):(N-1)!}.$$ 

Subsequently, the pressure of the $N$th partial field at the $m$th field point on the measurement surface can be obtained by multiplying the conditioned auto-spectrum of the output with the partial coherence function as:

$$\hat{p}_{mN} = (\gamma^2_{N(N+1):(N-1)} S_{N+1}(N+1):(N-1))^{1/2}.$$ 

Then the $N$th partial field, $\hat{p}_N = [\hat{p}_{1N}, \ldots, \hat{p}_{mN}, \ldots, \hat{p}_{MN}]^T$, can be obtained by placing the pressure at the $m$th $(m = 1, 2, \ldots, M)$ field point at the $(N+1)$th order sequentially to calculate $\hat{p}_{mN}$ at all the field points on the measurement surface.

To obtain other partial fields, the references need to be re-ordered. Each time the $n$th
(\(n = 1, 2, \ldots, N\)) reference is placed at the \(N\)th order, the \(n\)th partial field, 
\[ \hat{p}_n = [\hat{p}_{1n}, \cdots, \hat{p}_{mn}, \cdots \hat{p}_{mn}]^{T}, \]
can be obtained by repeating the above steps. Subsequently, the decomposed partial fields can be further used for sound field reconstruction via NAH.

3. Numerical simulations

3.1. Validation of the method

A sound field, generated by two incoherent monopole sources, was investigated to examine the performance of the proposed method using particle velocity references for partial field decomposition. As shown in Fig. 1, two monopole sources were located at the points \((-0.25\,\text{m}, 0, 0)\) and \((0.25\,\text{m}, 0, 0)\), respectively. At two points \((-0.25\,\text{m}, 0, 0.05\,\text{m})\) and \((0.25\,\text{m}, 0, 0.05\,\text{m})\) near the sources, the \(z\)-directional particle velocities were measured as the reference signals, and also the pressures were measured simultaneously to take the role of reference signals for comparison. Here, the pressures and particle velocities are calculated by using Green’s functions of pressure and particle velocity for monopole sources. A line array, composed of 21 microphones, was used to scan the measurement plane, which was 0.1 m away from the source plane. The dimensions of the measurement plane were 1 m\(\times\)1 m with the sampling interval of 0.05 m in both \(x\) and \(y\) directions. To simulate the incoherent relation between the two monopole sources under the scanning situation, a series of random value pairs (respectively indicating the two monopole sources) within \(2\pi\), deemed to be the initial phases, were added to the phases of reference and field pressure signals. Note that the initial phase pair added to the field pressures signals and that added to the reference signals were identical per sampling per scan. Here, 50 samples were considered per scan. In addition, white noise with a signal-to-noise ratio of 20 dB was added to the measured signals.

By employing the proposed method using particle velocity references as well as the method using pressure references, the measured sound field at 1000 Hz was decomposed into two partial fields, given in Fig. 2. It can be seen that the decomposed pressures obtained when using particle velocity references are affected less by the other source than those obtained when using pressure references. To show their difference more clearly, the decomposed pressures in the middle line along the \(x\)-axis on the measurement plane were given in Fig. 3, and the theoretical value was also given in this figure for comparison. Here, the theoretical value of each partial field was obtained by only turning on the corresponding source. From Fig. 3, it can be seen that the decomposed pressures obtained when using particle velocity references agree well with the theoretical values, but the decomposed pressures obtained when using pressure references have a little deviation from the theoretical values near the position where the other source is located. The reason why the particle velocity references outperform the pressure references is that the particle velocity decays
more quickly than the pressure when propagating and the particle velocity is a vector. Because of the rapid attenuation of the particle velocity, the particle velocity sensor receives much less information of the source than the pressure sensor when the sensors are placed at the same field point far away from the source. On this basis, the measured particle velocity becomes even smaller because the particle velocity sensor only receives the particle velocity component in the direction under measurement. All in all, the particle velocity reference mainly contains the information of the source close to it and contains little information of the source far away from it. In other words, each particle velocity reference can sense one independent source better than each pressure reference. Thus, the particle velocity references perform better than the pressure references when they are used to realize the partial field decomposition.

Fig. 2. Amplitudes of decomposed pressures on the measurement plane at 1000 Hz: a) First partial field when using pressure references; b) second partial field when using pressure references; c) first partial field when using particle velocity references; d) second partial field when using particle velocity references

In order to further verify the improvement of the performance of the proposed method using particle velocity references instead of pressure references, Fig. 4 gives the decomposition error at a frequency range from 100 Hz to 2000 Hz. Here, the decomposition error was defined as:

$$E = \frac{\| e - \bar{e} \|}{\| e \|} \times 100 \%,$$

(10)

where $e$ denotes the decomposed pressures shown in Fig. 2 and $\bar{e}$ denotes the corresponding theoretical ones. From Fig. 4, it can be seen that the decomposition error obtained when using particle velocity references is smaller than that obtained when using pressure references, showing that the particle velocity is more suitable to be used as references than the pressure.
Fig. 3. The comparison of amplitudes of pressures in the middle line along the $x$-axis on the measurement plane at 1000 Hz: a) first partial field; b) second partial field. < Total pressure; + – theoretical pressure (the two theoretical values presented in the two subfigures respectively represent the pressures radiated by the two sources); * – decomposed pressure when using pressure references; o – decomposed pressure when using particle velocity references.

Fig. 4. The decomposition error versus the frequency: a) first partial field; b) second partial field.

3.2. Influences of reference locations and directions of particle velocity references

The accuracy of partial field decomposition highly depends on the reference locations when pressures are used as references [9-12]. In this section, the influence of the locations of particle velocity references on the decomposition accuracy was investigated. The directions of particle velocity references were also taken into account because the particle velocity is a vector. Here, the direction was represented by the angle $\theta$ deviating from the $z$-axis and the particle velocity sensor is rotating from the $z$-axis to the $x$-axis in the $xoz$ plane with the increase of the angle $\theta$, as shown in Fig. 1.
Figs. 5 gives 20 pairs of reference locations which were selected randomly from two areas, \((-0.35 \text{ m} \leq x \leq -0.15 \text{ m}, -0.15 \text{ m} \leq y \leq 0.15 \text{ m}, 0.05 \text{ m})\) and \((0.15 \text{ m} \leq x \leq 0.35 \text{ m}, -0.15 \text{ m} \leq y \leq 0.15 \text{ m}, 0.05 \text{ m})\), covering the two sources, respectively. And the reference locations are numbered. However, some references were located at the same positions due to random selection. To avoid the confusion caused by overlapping numbers, some numbers of the reference locations were not shown in Fig. 5 and they are given in Table 1. Meantime the corresponding numbers of reference locations with the same positions shown in Fig. 5 were also given in Table 1. By placing the two references at the reference location pair sequentially, the decomposition error at 1000 Hz when using particle velocity references as well as that when using pressure references were obtained and given in Fig. 6. Note that the angle was set as \(\theta = 0^\circ\) in Fig. 6, i.e., the directions of particle velocity references were parallel to the \(z\)-axis and perpendicular to the source plane. From the figure, it can be found that the locations of particle velocity references have more or less influence on the decomposition accuracy but they affect the decomposition accuracy less than those of pressure references, and the decomposition error when using particle velocity references is almost always smaller than that when using pressure references. Observing Fig. 6, it can be found that the decomposition error when using particle velocity references is slightly larger than that when using pressure references on the condition that taking No. 7 reference location to obtain the first partial field and taking No. 1 or No. 8 reference location to obtain the second partial field. From Fig. 5, it is easily to find that No. 7 reference location was just at the corner far away from the first source and No. 1 and No. 8 reference location were just at the corner far away from the second source.

![Fig. 5. 20 pairs of reference locations. ⊗ – sources; ○ with number inside: references](image1)

![Fig. 6. The decomposition error versus the reference location pair at 1000 Hz: a) first partial field; b) second partial field. * – pressure references; o – particle velocity references](image2)
Table 1. Numbers of reference locations with the same positions

| Area                  | Not shown in Fig. 5 | Shown in Fig. 5 |
|-----------------------|----------------------|-----------------|
| Negative half of x-axis| No. 10               | No. 6           |
|                       | No. 13               | No. 2           |
|                       | No. 14               | No. 9           |
|                       | No. 17               | No. 6           |
| Positive half of x-axis| No. 11               | No. 3           |
|                       | No. 13               | No. 8           |
|                       | No. 16               | No. 6           |
|                       | No. 17               | No. 15          |
|                       | No. 19               | No. 18          |
|                       | No. 20               | No. 5           |

Fig. 7 shows the decomposition error versus the angle $\theta$ at 1000 Hz when using particle velocity references whose locations are the same as those in Sec. 3.1. It can be seen that the decomposition error increases with the increase of the angle $\theta$. When the angle $\theta \leq 50^\circ$, the partial field decomposition is very successful with the largest error of 6.38%, but the decomposition fails when the angle is up to $\theta = 90^\circ$. This is because the references mainly contain the information of the source close to them in the case $\theta = 0^\circ$, contain less and less information of the source close to them but more and more information of the source far from them when the angle $\theta$ increases, and finally contain almost only the information of the source far from them in the case $\theta = 90^\circ$. Inspired by this interesting phenomenon, the two decomposed partial fields may be exchanged in the case $\theta = 90^\circ$, then the partial field decomposition could get a good accuracy, 2.47% for the first partial field and 4.59% for the second partial field. However, it should be stated that this exchange is invalid if the number of sources is more than two. In summary, the directions of particle velocity references should try to be perpendicular to the source plane, i.e., the angle $\theta$ should be as small as possible, to obtain much better decomposition accuracy.

Fig. 8 gives the decomposition error when using particle velocity references as a function of both the reference location pair and the angle $\theta$ at 1000 Hz. It is expectable that the decomposition error varies randomly with the reference location pairs and increases with the increase of the angle $\theta$. Selecting the case that the angle was set as $\theta = 50^\circ$, the decomposition error versus the reference location pair was shown in Fig. 9. The decomposition error versus the reference location pair when using pressure references, presented in Fig. 6, was also shown in Fig. 10 for comparison. It can be seen that the decomposition error when using particle velocity references is slightly smaller than that when using pressure references no matter where the references are placed, even though the angle is rather large up to $\theta = 50^\circ$. Fig. 10 gives the decomposition error versus the angle $\theta$ in the case that the two references were located at a random reference location pair, e.g.,
the 10th reference location pair [(-0.25 m, -0.1 m, 0.05 m) and (0.2 m, 0.15 m, 0.05 m)], where the decomposition errors when using pressure references shown in Fig. 6 are 19.44 % for the first partial field and 11.67 % for the second partial field. From Fig. 10, it can be seen that the decomposition errors are all smaller than 19.44 % for the first partial field plotted by the dashed line and 11.67 % for the second partial field plotted by the dotted line, showing the better performance of particle velocity references over the pressure references. Fig. 10 also shows a beneficial conclusion that the particle velocity references can obtain good accuracy even for the case $\theta = 90^\circ$ as long as the locations of references have a little offset from the sources along $x$ or $y$ directions.

![Fig. 8. The decomposition error versus the reference location pair and the angle $\theta$ at 1000 Hz: a) first partial field; b) second partial field](image)

![Fig. 9. The decomposition error versus the reference location pair at 1000 Hz: a) first partial field; b) second partial field. * – pressure references; ○ – particle velocity references in the case that the angle was set as $\theta = 50^\circ$](image)

4. Experiment

An experiment with two loudspeakers was carried out in a semi-anechoic chamber, as shown in Fig. 11. According to the coordinate system in Fig. 1, two speakers were placed at the points (-0.05 m, 0, 0) and (0.1 m, 0, 0), respectively. To obtain the particle velocity reference signals and pressure reference signals, two $p-u$ probes produced by Microflown Technologies were placed in the adjacent area of the two speakers with their coordinates of (-0.05 m, 0, 0.05 m) and (0.1 m, 0, 0.05 m), respectively, and particle velocity sensors were placed with their directions parallel to the $z$ direction as far as possible. The measurement plane was located at $z = 0.1$ m. An array, consisting of 5×7 microphones with the interval of 0.05 m in both $x$ and $y$ directions, was
used to scan the measurement plane. By scanning three times along the $x$ direction, $15 \times 7$ measurement points were included, and thus an area of $0.7 \text{ m} \times 0.3 \text{ m}$ was covered.

![Graph](image)

**Fig. 10.** The decomposition error versus the angle $\theta$ at 1000 Hz in the case that the two references were located at the 10th reference location pair [(-0.25 m, -0.1 m) and (0.2 m, 0.15 m)]. The dashed line represents the decomposition error of the first partial field when using pressure references, and the dotted line represents the decomposition error of the second partial field when using pressure references. □ – First partial field; ☆ – second partial field

The sampling frequency was 10240 Hz and the number of measurement repetitions per scan was 30. The signals used to drive the two speakers were synthesized by using a series of sinusoidal signals with the frequency range from 100 to 2000 Hz and the frequency interval of 100 Hz. To simulate two incoherent sound sources, two computers were used to generate two independent signals to drive the two speakers and the two signals were regenerated per sampling per scan.

![Image](image)

**Fig. 11.** Photograph of the experimental setup

By employing the proposed method using particle velocity references and the method using pressure references, the two partial fields were decomposed from the measured sound field at 1000 Hz. The result shows that both the two methods can realize the partial field decomposition well, but the decomposed pressures they obtained show a small difference. In order to show their difference more clearly, Fig. 12 gives the decomposed pressures and their corresponding theoretical values in the middle line along the $x$-axis on the measurement plane at 1000 Hz. Here, the theoretical values were measured by turning on one speaker and turning off the other as done in numerical simulations. It can be seen that the decomposed result when using particle velocity references agrees better with the theoretical value than that when using pressure references. Figure 13 shows the decomposition error versus the frequency. It further demonstrates that the proposed method using particle velocity references has higher accuracy than the method using pressure references.
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Fig. 12. The comparison of amplitudes of pressures in the middle line along the x-axis on the measurement plane at 1000 Hz: a) first partial field; b) second partial field. ▼ – Total pressure; + – theoretical pressure (the two theoretical values presented in the two subfigures respectively represent the pressures radiated by the two loudspeakers); * – decomposed pressure when using pressure references; ○ – decomposed pressure when using particle velocity references.

Fig. 13. The decomposition error versus the frequency: a) first partial field; b) second partial field

5. Conclusions

This paper puts forward to use the particle velocity as references instead of pressure in the partial field decomposition method to decompose the sound field radiated by incoherent or partially coherent sources into mutually incoherent partial fields. Because the particle velocity decays more quickly than the pressure when propagating and the particle velocity is a vector, it is expected that each particle velocity reference could sense one independent source close to it better than each pressure reference and the partial field decomposition using particle velocity references
could work better than that using pressure references. Both numerical and experimental results confirm the superiority of the proposed method using particle velocity references over the method using pressure references. Moreover, the influences of reference locations and directions of particle velocity references on the decomposition accuracy were also investigated through numerical simulation. It is found that the particle velocity references generally perform better with smaller decomposition error than the pressure references at the same reference locations, but the decomposition accuracy when using particle velocity references is more or less sensitive to their directions because the particle velocity is a vector. According to numerical results, the directions of particle velocity references should try to be perpendicular to the source plane as far as possible to ensure good decomposition accuracy. Fortunately, even though the angle $\theta$ between the $z$-axis and the direction of particle velocity approaches to $50^\circ$, the particle velocity references still perform better than the pressure references. When the references are not just placed in front of the sources but in the adjacent area of the sources, the proposed method using particle velocity references can obtain especially good decomposition accuracy, even in the case that $\theta = 90^\circ$. Thus, the particle velocity deserves recommendation as references for partial field decomposition.
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