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One of the most prevalent and leading causes of cancer in women is breast cancer. It has now become a frequent health problem, and its prevalence has recently increased. The easiest approach to dealing with breast cancer findings is to recognize them early on. Early detection of breast cancer is facilitated by computer-aided detection and diagnosis (CAD) technologies, which can help people live longer lives. The major goal of this work is to take advantage of recent developments in CAD systems and related methodologies. In 2011, the United States reported that one out of every eight women was diagnosed with cancer. Breast cancer originates as a result of aberrant cell division in the breast, which leads to either benign or malignant cancer formation. As a result, early detection of breast cancer is critical, and with effective treatment, many lives can be saved. This research covers the findings and analyses of multiple machine learning models for identifying breast cancer. The Wisconsin Breast Cancer Diagnostic (WBCD) dataset was used to develop the method. Despite its small size, the dataset provides some interesting data. The information was analyzed and put to use in a number of machine learning models. For prediction, random forest, logistic regression, decision tree, and K-nearest neighbor were utilized. When the results are compared, the logistic regression model is found to offer the best results. Logistic regression achieves 98% accuracy, which is better than the previous method reported.

1. Introduction

Breast cancer is associated with a high fatality rate. Breast cancer affects more than 1.5 million women worldwide each year, according to the World Health Organization [1]. Breast carcinoma, which was originally identified in Egypt around 1600 BC, is one of the most well-known types of cancer [2]. Tumors can be used to detect breast malignancy. Tumors are classified as either malignant or benign. To detect malignant cancers, doctors need to use an active determination approach. But, even for specialists, identifying malignancies is extremely difficult [3]. As a result, in order to detect cancer, an automatic approach is needed. Many studies have attempted to use machine learning approaches to determine the survivability of carcinoma in people, and they have also shown that these algorithms are more effective in diagnosing carcinoma diagnosis [3]. A doctor’s experience and expertise are usually required for a patient’s detection precision [4]. However, this ability is honed over many years of seeing diverse patients’ adverse effects and confirming diagnoses. Even so, there is no assurance of dependability. Thanks to advancements in processing technology [5], it is now very straightforward to gather and preserve huge volumes of data, such as specialized databases of electronic patient information.
information. Without the aid of a computer, health practitioners would be unable to break down these huge databases, especially when undertaking significant data analysis. Furthermore, a precise categorization of a severe tumor might keep individuals from getting the therapy they need. As a result, the correct diagnosis and classification of breast cancer into benign and malignant groups is a hot issue of research. ML approaches were widely used in the last century to diagnose breast carcinoma and derive other conceptions from data patterns. Machine learning is well-known for its use in the categorization and modeling of breast cancer. It is a technique for detecting existing hidden regularities and patterns in a variety of datasets. It encompasses a wide range of approaches for revealing rules, paradigms, and connections in groupings of data as well as generating hypotheses about these linkages that can be used to decipher fresh hidden data. Figure 1 depicts the most common applications of machine learning in the medical field.

AI’s use in clinical areas is growing quickly because of its success in predicting and grouping, especially in the clinical analysis of breast cancer. It is also used a lot in biomedical research.

After cellular breakdown in the lungs, breast malignancy is the subsequent driving reason for death among women [6]. In contrast with the United States, the number of women recently determined to have breast malignant growth in India [7] is lower, yet the number of fatalities from breast disease is a lot higher, as demonstrated in Table 1. Subsequently, it is important to recognize breast cancer at its beginning phase. Illness expectations can be cultivated by disentangling data from information highlighting the sickness. The review utilizes a near assessment of AI strategies to further develop the breast disease forecast rate.

In Bangladeshi women, breast cancer is still the leading cause of death. It has advanced to a secret weight, accounting for 69% of all disease transmission among females [8]. Breast malignancy has been shown to have the highest prevalence rate (19.3 per 100,000) among Bangladeshi ladies somewhere in the range of 15 to 44 years old when contrasted with different kinds of disease in Bangladesh [9]. From 2008 to 2010, cervical cancer came in second for this group of women, with a prevalence rate of 12.4 per 100,000 women from 2008 to 2010. The absence of infection mindfulness, lack of trust in clinical consideration, unseemly screening tests, and abuse of early metastasis have all been connected to an ascent in frequency rate [10]. Besides, patients are held back from getting malignancy treatment because of an absence of financial framework, the infection’s social shame, and their feeling of dread toward the treatment. As per the findings of a maternal mortality study done by Bangladesh’s National Institute of Cancer Research and Hospital in 2010, the bosom disease was responsible for 21% of all deaths among ladies aged 15 to 49. The National Institute of Cancer and Research Hospital, Bangladesh, recommends that bosom disease be turned into a genuine general wellbeing worry for the Bangladesh government. As indicated by a review led in the Khulna Division of Bangladesh in 2007–2008, 87% of new occurrences of bosom disease were named stage III+, implying malignant growth had spread to different body districts. Treatment decisions were restricted and expensive, especially in a low-asset country like Bangladesh. The principle clarification could be an absence of public mindfulness about malignancy early determination, which mirrors the circumstance in Bangladesh’s rural regions.

The outcomes acquired through extensions of nonstop exploration exertion affected the flow of research depicted in this paper. The review expands on past work by utilizing AI strategies to consider and like the specific expectations of bosom carcinoma disease, as well as helping doctors rapidly recognize recommended treatments considering order plans or examples. Moreover, the significant goal of this study is to utilize a few AI methods to deal with the risky and harmless growth in Wisconsin bosom disease determination. This technique incorporates getting each of the qualities for harmful and harmless cancers from an openly accessible dataset. Creating multiclass models to recognize dangerous and nonmalignant cancers is one more issue to research. The review’s fundamental point is to assess the exhibition of the different metaclassifiers to figure out which one is best for bosom disease arrangement.

Utilizing a help vector machine (SVM) classifier and a counterfeit neural organization (ANN), scientists [11] fostered a smart method for recognizing bosom malignant growth. Utilizing the Wisconsin Diagnostic datasets, a help vector machine (SVM) model was developed to recognize harmless and malignant bosom bunches. The datasets used in this examination contained estimations obtained from fine needle aspirates (FNA). Much research has been conducted to contrast exemplary measurable methods and standard machine learning (ML) characterization processes in order to represent the ethics of ML and its opportunities [12]. Results exhibit that ML strategies have the most noteworthy characterization of unwavering quality [13–15], attributable to the development and advancement of AI techniques as well as the rising volume and intricacy of information. In the work depicted in [16], a group approach was utilized to join a few models so that the anticipated exactness of every classifier contrasted across various kinds of item classes. This approach joins SVM, naive Bayes, and J48 with a democratic classifier methodology to acquire a precision of 97.13, which is higher than any of the independent classifiers.

A portion of the research [13, 17, 18] focused on utilizing AI techniques to anticipate and analyze diseases, for example, malignant growth detection utilizing choice trees. Due to its effortlessness and adaptability, the KNN technique is one of the most widely used order calculations in AI, as indicated by Marsilin and Wiselin Jiji [19]. Belciug et al. [20] researched bunch organization, self-organizing map, and K-implies in the identification of bosom disease utilizing the Wisconsin Prognostic Breast Cancer (WPBC) dataset [21], observing that K-implies performed better. Chaurasia and Pal [22] assessed the adequacy of counterfeit neural organizations (ANNs), logistic regression (LR), and dyadic choice trees (DDTs) in foreseeing bosom disease repeats using the Breast Cancer dataset. In the Wisconsin Breast Cancer Registry, Christobel and Sivaprakasam [23] assessed
the productivity of naive Bayes, decision tree (C4.5), K-nearest neighbor, and support vector machine in recognizing the essential area of malignant growth (WBC). As per the insights, SVM beats its opponents. In the Wisconsin Diagnostic Breast Malignancy (WDBC) dataset, Abonyi and Szeifert [24] used fuzzy grouping techniques to analyze threats. To improve the grouping accuracy of the WDBC dataset, Lavanya and Usha Rani [25] use a half-and-half and dynamic methodology with 10-crease cross approval. According to this research, machine learning algorithms have a substantial impact on breast cancer detection and prognosis. The current study is mostly focused on identifying the primary cancer location. As a result, breast cancer must be found early, which means that specialized methods must be used.

The majority of the investigations had an accuracy rate of around 90%, which was considered exceptional. The original part of our work is that we utilized a few different sorts of calculations and arrived at a precision of 98%, which is more prominent than in earlier distributions. Random forest, decision tree, K-closest neighbor, and logistic regression achieved 96%, 95%, 90%, and 98 percent of F1-scores, respectively. The precision % of the models utilized in this study is clearly higher than in previous studies, indicating that these models are more reliable. Many model correlations have been confirmed, and the strategy can be derived from the review research.

According to studies, the situation may improve if women can discover breast cancer early and receive treatment at an early stage. They must do so by precisely predicting the progression of the disease from a moderate state to breast cancer. Machine learning technology can assist in making accurate predictions at an early stage. Many machine learning systems exist, but their predictions are unreliable and erroneous. They also have concerns about overfitting and underfitting. As a consequence, we created a model to help medical technicians identify cancer illnesses early using machine learning. It will confirm and demonstrate if someone has breast cancer.

The fundamental commitment of our review is that we utilized an assortment of notable AI techniques to obtain our outcomes. Random forest and logistic regression produced the best results, with F1-scores of 96 and 98 percent, respectively. The precision level of these models is higher than the precision rate utilized in the previous research, suggesting that they are more dependable than those recently utilized. There have been a great number of model examinations that have been shown to be solid. The procedure might be founded on the review’s examination results. The remainder of this work is divided into the following sections. Section 2 discusses the method and experimental approach. Section 3 discusses the results analysis, while Section 4 examines the conclusions.

2. Method and Experiment Methodology

This segment covers all strategies and materials, as well as the dataset’s depiction, block graph, stream chart, and assessment grids.

2.1. Dataset. The Wisconsin Breast Cancer Diagnostic (WBCD) dataset [26] was used to perform the study. The dataset was downloaded from the UCI-Repository, a well-known machine learning repository, and its simplified size is 56932, where 569 refers to the number of samples and 32 to the number of features. The example dataset consists of atomic characteristics of fine needle aspiration (FNAs) collected from patients’ breasts that have been displayed. To get a sample for diagnosis or illness prediction, such as cancer, a tiny needle is inserted into an abnormal-appearing bodily fluid or tissue. The total amount of malignant and benign data in the WBCD dataset is shown in Figure 2.

There are no missing attributes in the dataset, and the class distribution is 212 malignant and 357 benign. Figure 3 shows the total number of missing data points in each and every column of the dataset. Since there is no missing data, the result has been shown as zero.
Each sample is assigned to a 9-dimensional vector with a range of 1 to 10, with 1 signifying the most normal condition and 10 indicating the most abnormal. For each cell nucleus, the dataset comprises ten crucial real-valued characteristics:

(i) radius (average distance between center and edge points),
(ii) perimeter,
(iii) compactness (perimeter^2/area − 1.0),
(iv) texture (standard deviation of gray-scale values),
(v) smoothness (local variation in lengths of radius),
(vi) area,
(vii) concavity (brutality of the contour’s concave sections),
(viii) concave points (number of concave quotas of the contour),
(ix) smoothness (local variation in lengths of radius),
(x) fractal dimension (“coastline approximation”-1).

For each image, these qualities are determined. For every one of these ten credits, the mean, standard blunder, and “most awful” (the mean of the three biggest qualities) are figured, yielding 30 highlights. For instance, field 2 demonstrates the mean radius, field 12 shows the radius SE, and field 22 shows the worst radius. The stream chart in Figure 4 exhibits the work that classification performs on the WBCD dataset utilizing AI methods. Coming up next is the manner in which the examination is completed. In the main stage, the obtained dataset is separated into preparing and testing information (80–20 percent).

2.2. Block Diagram of the System. The block diagram of the AI framework is displayed in Figure 5. The framework utilizes the Wisconsin Breast Cancer Diagnostic Dataset, which contains the entirety of the characteristics and qualities. In the first place, we assessed the dataset for any class esteems, and there are two straight-out qualities in the dataset. Along these lines, the ID section is taken out of the last dataset. The demonstrative trait sections are likewise changed to 0 and 1 numeric qualities. We inspected the relationships between characteristics utilizing the “connection network” apparatus dependent on symptomatic traits and plotted them to all the more likely fathom them.

Following that, the components causing the expectation have been designated, and the objective value has been set up so the model can conjecture. The dataset was then isolated into equal parts for preparing and testing. The split was done through random examination; this causes an unevenness between the preparation and testing parts. Subsequently, separated testing was utilized, with a preparation size of 80% and a testing size of 20%. From that point forward, the scaling of the elements was finished utilizing guidelines. To more readily grasp the situation, different histograms and scatter plot representations were performed on the preparation split. After that, at that point, the framework’s preparation started.

2.3. Flowcharts of the System. Breast cancer is the most frequently diagnosed ailment in the medical field, and its prevalence is increasing year after year. A comparison of three widely used machine learning algorithms for predicting breast cancer recurrence was done using the Wisconsin Breast Cancer Database (WBCD):

(i) random forest,
(ii) decision tree,
(iii) K-nearest neighbor,
(iv) logistic regression.

2.3.1. Random Forest Flowchart. Figure 6 shows the flowchart for the entire random forest model. Random Forest is a coordinated AI system [27]. It makes “forests” out of a gathering of decision trees, principally ready to use the “sacking” approach. The packing strategy’s central
Figure 4: Histogram of the dataset-1.

Figure 5: System block diagram.

Figure 6: Flowchart of random forest classifier.

Figure 7: Flowchart of decision tree classifier.
explanation is that joining a couple of learning models deals with a definitive outcome. A random forest settles on different decision trees and merges them together to produce a more accurate and solid figure. It enjoys the benefit of tending to game plan and backslide issues, which make up most contemporary ML structures. Another amazing piece of the random forest procedure is that determining the overall relevance of each element on the gauge is extremely essential. Sklearn has an extraordinary mechanical assembly for assessing the significance of a component by looking at how much the tree centers that utilize it reduce tainting all through the whole backwoods. Subsequent to getting ready, it registers this score for each brand name and changes the revelations to the ultimate objective of expanding its outright significance.

One of random forest’s most appealing features is its versatility. It may be used for both relapse and grouping operations, and the overall importance it gives to the data properties is clear. It is additionally a helpful technique since the default hyperparameters it utilizes as often as possible yield clear expectations. Understanding the hyperparameters is essential, and there are not many of them in the first place. Overfitting is one of the most widely recognized issues in ML, yet it only sometimes happens with the arbitrary random forest classifier. If there are enough trees in the forest, the classifier will not overfit the model.

The random forest technique consists of a collection of decision trees; each made up of a bootstrap sample from a training set. The out-of-bag (OOB) sample, which we will cover later, is one-third of the training sample maintained as test data. Then, using feature bagging, another instance of randomness is injected into the dataset, boosting its diversity while lowering the correlation between decision trees. Depending on the type of situation, the process for determining the forecast differs.

2.3.2. Decision Tree Flowchart. The flowchart of the entire decision tree configuration is displayed in Figure 7. This examination utilizes a decision tree classifier. This classifier [28] seems to partition the model space recursively. It is a prescient worldview that capacitates as a planning between objects that ascribes and esteems [29]. It isolates every potential result into pieces consistently. Each nonleaf hub addresses a component test, each branch mirrors the test’s outcome, and each leaf hub addresses a judgment or classification [29]. The leaned toward expectation model is addressed by the root-hub of the tree, which is put at the highest point of the tree. A decision tree’s two hubs are the decision node and the leaf node. Leaf hubs address the consequences of those decisions and do not have any additional branches. The aftereffects of the tests or decisions are reliant upon the attributes of the dataset given.

The decision tree is easy to understand since it reflects the steps that a human goes through when making a real-life decision. It could be quite useful in dealing with decision-making challenges. Thinking about all of the various answers to a problem is a smart idea. Data cleaning is not as necessary as it is with other approaches.

2.3.3. K-Nearest Neighbor. The flowchart for the entire K-nearest neighbor model is shown in Figure 8. One of the most fundamental machine learning calculations is the K-nearest neighbor procedure, which depends on the
supervised learning system. The KNN approach infers that the new case and previous cases are equivalent, and it puts the new case in the class that is nearest to the past classifications. The KNN calculation keeps up with every single accessible data point and orders new information guides in view of their comparability with past information. This implies that, using the KNN approach, new information can be quickly classified into an obvious classification. Although the KNN procedure can be utilized for both relapse and grouping, it is generally used for arrangement. The KNN approach is nonparametric, which implies it makes no suspicions regarding the information. It is likewise called a “languid student technique” since it does not gain from the preparation immediately; all things considered, it saves the information and orders it later. The KNN approach simply stores information during the preparation stage, and when it gets new information, it groups it into a class that is very practically identical to the new information.

The K-nearest neighbor classifier is used in this review, and it is one of the most utilized AI techniques for characterization [30]. The K-nearest neighbor procedure is a nonparametric sluggish learning strategy that might be utilized to organize information. This classifier arranges things in view of their distance and “k” nearest neighbors. It considers the item’s quick environmental elements rather than the needed information dispersion [31].

2.3.4. Logistic Regression. Figure 9 depicts the logistic regression model’s flowchart. The calculated relapse strategy is one of the most ordinarily involved machine learning calculations in the supervised learning technique [32]. It is a

![Figure 10: Confusion matrix.](image-url)
technique for foreseeing a downright dependent variable in the light of a bunch of free factors.

Calculated relapse is utilized to anticipate the result of a clear-cut subordinate variable. Thus, the result should be discrete or straight out. It very well may be yes or no, 0 or 1, valid or bogus, and so on, yet probabilistic qualities somewhere in the range of 0 and 1 are presented rather than precise qualities like 0 and 1. Calculated relapse and direct relapse are exceptionally indistinguishable from how they are used. Straight regression is used to take care of relapse issues, while logistic regression is utilized to address grouping problems. In calculating relapse, we fit an “S” formed strategic capacity, which gauges two of the most extreme qualities, rather than a relapse line (0 or 1). The calculated capacity’s bend demonstrates the probability of anything, for example, whether or not cells are harmful, whether or not a mouse is fat contingent upon its weight, and so on. Strategic relapse is a typical AI method since it can produce probabilities and sort new information from both consistent and discrete datasets.

2.4 Matrices of Evaluation. Figure 10 portrays the confusion matrix (CM). The CM is an exhibition assessor for AI characterization models. It was utilized to evaluate the exhibition of the created models in general. The confusion matrix’s framework shows how regularly our models foresee precisely and how often they gauge erroneously. Bogus up-sides and misleading negatives were allotted to values that were ineffectively anticipated, while genuine up-sides and genuine negatives were given to values that were accurately anticipated. The model’s exactness, accuracy review compromise, and AUC were utilized to evaluate its exhibition in the wake of orchestrating every one of the anticipated qualities in the grid.

Figure 11: Histogram of the dataset-2.
3. Result and Data Analysis

This section looks at the models’ capabilities, model forecasts, inquiry, and final outcomes.

3.1. Data Visualization. A histogram is a graphic portrayal of a repeated scattering with endless classes. It is a locale framework, and it is comprised of square shapes with bases at the ranges between class limits and districts relative to the frequencies of the contrasting classes. Since the basis fills the holes between class limits, every one of the square structures in such portrayals is associated. The heights of square structures are relative to the frequencies of nearby classes, and the heights will match the compared repeat densities for various classes. The histogram of the entire dataset is displayed in Figures 4 and 11. The extents of the dataset are addressed by the histogram.

Figure 4 shows the distribution of radius_mean, texture_mean, perimeter_mean, area_mean, and smoothness_mean for the dataset. The approximate maximum radius_mean, texture_mean, perimeter_mean, area_mean, and smoothness_mean are 25, 35, 170, 2500, and 0.14, respectively.

Figure 12: Visualization of feature selection.
Figure 11 shows the conveyance of compactness\_mean, concavity\_mean, curved points\_mean, symmetry\_mean, and fractal\_dimension\_mean of the dataset. Inexact values for the most extreme compactness, mean, concavity, mean, concave, mean, symmetry, mean, and fractal\_dimension\_mean are 0.24, 0.4, 0.23, and 0.08, respectively.

3.2. Visualization of Feature Selection. The representation of the component determination process is displayed in Figure 12. Highlight choice assists with seeing how elements are related to one another. In Figure 12, it is seen that the primary objective element “determination” is decidedly correlated with fractal\_dimension\_mean, texture\_se,
smoothness_se, symmetry_se, and fractal_dimension_se. The other elements are contrarily related to the objective element (diagnosis).

3.3. Accuracy of the Model

3.3.1. Random Forest. Figure 13 shows the random forest model’s classification report.

The overall F1-score earned is 96 percent. The individual F1-score is 94% for benign and 97% for malignant. Figure 14 shows the AUC curve of random forest. It shows that accuracy under the curve is 98% for the random forest classifier.

Figure 15 displays the prediction of the random forest model. The projected result is displayed in the confusion matrix, as well as the model’s computed performance. The
total number of correct predictions is 109, with five incorrect forecasts.

3.3.2. Decision Tree. Figure 16 shows the decision tree model’s classification report.

The overall F1-score achieved in this case is 95%. The individual F1-score is 93% for benign and 96% for malignant. Figure 17 shows the AUC curve of the decision tree. It shows that accuracy under the curve is 94% for the decision tree classifier.

Figure 18 displays the prediction of the decision tree model before fine-tuning. The projected result is displayed in the confusion matrix, as well as the model’s computed performance. The total number of correct predictions is 108, with 6 incorrect forecasts.
Figure 22: Logistic regression classification report.

Figure 23: Logistic regression AUC curve.

Figure 24: Logistic regression confusion matrix.

Table 2: Model comparison.

| This paper (model name) | Accuracy (%) | Reference paper (model name) | Accuracy (%) |
|-------------------------|--------------|------------------------------|--------------|
| Random forest           | 95.61        | Reference [16] voting classifier | 97.13        |
| Decision tree           | 94.73        | Reference [13] decision tree  | 93.6         |
| K-nearest neighbor      | 90.35        | Reference [19] K-nearest neighbor | 85.0         |
| Logistic regression     | 98.6         | Reference [13] logistic regression | 89.2         |
3.3.3. K-Nearest Neighbor. Figure 19 shows the K-nearest neighbor model’s classification report. The overall KNN’s performance is not satisfactory. The overall F1-score achieved in this case is 90%. The individual F1-score is 85% for benign and 93% for malignant. The AUC curve of the KNN classifier is shown in Figure 20. It shows that accuracy under the curve is 96% for the KNN classifier.

Figure 21 displays the prediction of the K-nearest neighbor model before fine-tuning. The projected result is displayed in the confusion matrix, as well as the model’s computed performance. The total number of correct predictions is 103, with 11 incorrect forecasts.

3.3.4. Logistic Regression. Figure 22 shows the logistic regression model’s classification report. This model achieved the highest classification accuracy.

The overall F1-score earned is 98 percent. The individual F1-score is 97% for benign and 98% for malignant. The AUC curve of the logistic regression classifier is shown in Figure 23. It shows that accuracy under the curve is 100% for the logistic regression (LR) classifier.

Figure 24 displays the prediction of the LR model after fine-tuning. The projected result is displayed in the confusion matrix, as well as the model’s computed performance. The total number of correct predictions is 140, with 3 incorrect forecasts.

3.4. Model Comparison. Table 2 compares the models with those in previous research papers. The table clearly reveals that logistic regression is the best of the numerous models in the framework. It has a higher F1 score and has greater exactness in its review and the region beneath the bend.

4. Conclusion

The primary objective of the examination is to increase the precision of the breast cancer conclusion by further developing breast malignant growth expectations. Most of the examination is given, with an emphasis on the production of forecast models for breast cancer finding and anticipation using machine learning approaches and orders, which have been supported for quite a long time. In our research, we used various well-known machine learning algorithms. Random forest, decision tree, K-nearest neighbor, and logistic regression were the algorithms with the highest F1 scores, with 96 percent, 95 percent, 90 percent, and 98 percent, respectively. By using Google Colab, the total runtime of each algorithm was approximately 2-3 minutes. The accuracy % of the models utilized in this investigation is substantially higher than in earlier studies, showing that these models are more reliable. When cross-validation measures are utilized in breast cancer forecasts, the logistic regression approach beats different procedures. In the future, the spectral clustering method can be implemented in related breast cancer datasets. Because spectral clustering (SC) has been demonstrated to be successful in different applications. The learning plan of SC is sub-par in that it gains the group marker from a decent diagram structure, which generally requires an adjusting methodology to additional parcels of the information. Also, the framework models could be improved by utilizing a more extensive dataset and ML models like AdaBoost, SVM, majority voting, and bagging. This will increase dependability and improve the exhibition of the framework. By just contributing MRI information, the ML framework can assist the overall population in finding out about the chance of cancer in grown-up patients. Hopefully, it will help people get cancer treatment early and work on their lives.
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