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Abstract—Orthogonal Time Frequency Space (OTFS) modulation has been recently proposed to be robust to channel induced Doppler shift in high mobility wireless communication systems. However, to the best of our knowledge, none of the prior works on OTFS have derived it from first principles. In this paper, using the ZAK representation of time-domain (TD) signals, we rigorously derive an orthonormal basis of approximately time and bandwidth limited signals which are also localized in the delay-Doppler (DD) domain. We then consider DD domain modulation based on this orthonormal basis, and derive OTFS modulation. To the best of our knowledge, this is the first paper to rigorously derive OTFS modulation from first principles. We show that irrespective of the amount of Doppler shift, the received DD domain basis signals are localized in a small interval of size roughly equal to the inverse time duration along the Doppler domain and of size roughly equal to the inverse bandwidth along the delay domain (time duration refers to the length of the time-interval where the TD transmit signal has been limited). With sufficiently large time duration and bandwidth, there is little interference between information symbols modulated on different basis signals, which allows for joint DD domain equalization of all information symbols. This explains the inherent robustness of DD domain modulation to channel induced Doppler shift when compared with Orthogonal Frequency Division Multiplexing (OFDM). The degree of localization of the DD domain basis signals is inversely related to the time duration of the transmit signal, which explains the trade-off between robustness to Doppler shift and latency.

Index Terms—Orthonormal Basis, Delay-Doppler, ZAK Representation, OTFS, Doppler Shift.

I. INTRODUCTION

Next generation wireless communication systems are expected to support reliable and high data rate communication even at very high mobile speed [1]. However, the modulation waveform used in Fifth Generation (5G) communication systems is based on Orthogonal Frequency Division Multiplexing (OFDM) for which communication reliability and data rate is known to degrade in high mobility scenarios [2]. Recently, Orthogonal Time Frequency Space (OTFS) modulation has been proposed to be robust to channel induced Doppler shift when compared to OFDM [3]–[5]. In OTFS modulation, information is embedded in the delay-Doppler (DD) domain. The information bearing DD signal is converted to a time-domain (TD) transmit signal. At the receiver, the received TD signal is converted to a DD domain signal from which the information symbols are decoded, i.e., modulation, demodulation and channel estimation are all performed in the DD domain [6]–[9].

To the best of our knowledge, none of the prior works have rigorously derived OTFS modulation from first principles. In the absence of a rigorous mathematical derivation of OTFS modulation and its basis waveforms, it is difficult for communication engineers to fully understand the robustness of OTFS modulation to Doppler shift. A deeper understanding of DD domain modulation and basis waveforms is required to design modulation and demodulation methods which are robust to channel induced Doppler shift in very high mobility scenarios (e.g., high speed train, air-to-ground communication). Therefore, in this paper, using the ZAK representation/transform of TD signals, we rigorously derive OTFS modulation from first principles. The novel contributions of this paper are:

• In Section II, using the ZAK representation of TD signals, we derive an expression for TD signals which are neither time-limited nor bandwidth limited, but which are perfectly localized (i.e., Dirac-delta impulse) in the DD domain. In Lemma 1, we show that these TD signals are an impulse train which is time-shifted and multiplied by a complex exponential. In Theorem 1, we show that these signals form a basis for all TD signals.

• The TD basis signals derived in Section II are neither time-limited nor bandwidth limited. Therefore, in Section III by approximately limiting the TD basis signals of Section II along time and frequency domains, we obtain the expression for TD signals which are approximately time and bandwidth limited. We then derive the ZAK representation of these TD signals in Theorem 2. We show that due to time and bandwidth limitation, the corresponding DD domain signal is no more perfectly localized at a point but is instead spread over an interval whose size along the delay and Doppler domains is roughly equal to the inverse bandwidth and inverse time duration respectively.

• Further, in Theorem 3 in Section III, for a given \((T, \Delta f)\), \(\Delta f = 1/T\), and positive integers \(M, N\), we derive a basis of orthonormal signals which are approximately time-limited to \(NT\) seconds and bandwidth limited to \(M\Delta f\) Hz, and are also localized in an interval of size inverse-bandwidth and inverse-time duration along the delay and Doppler domain respectively. The dimensionality of this basis is equal to the time-bandwidth product \(NT \times M\Delta f = MN\). Our derivation therefore shows the important result that the additional constraint of DD domain localization does not reduce the dimensionality

\footnotetext{1}{ZAK representation is named after its inventor, J. Zak [10]. In this current paper, “ZAK representation” refers to the delay-Doppler domain representation of TD signals, as defined in [11].}
of approximately time and bandwidth limited signals.

- Using the orthonormal basis derived in Section III in Section IV we consider DD domain modulation, where DD domain information symbols linearly modulate the orthonormal DD domain basis signals derived in Section III.

- In Theorem 3 in Section VI we derive OTFS modulation from the DD domain modulation derived in Section IV. To the best of our knowledge, this paper is the first to rigorously derive OTFS modulation from first principles.

- In Section VII we derive an expression for the spectral efficiency (SE) achieved by the DD domain modulation derived in Section IV.

- In Section VII we study the localization of the received basis signals in the DD domain. We show that the energy transmitted on a particular DD domain basis signal interferes with only a small fraction of the other (MN−1) basis signals when compared to the fraction of interfered sub-carriers in OFDM. With increasing Doppler shift, the variation in the fraction of interfered DD domain basis signals is much smaller than the variation in the fraction of interfered sub-carriers in OFDM. This explains the inherent robustness of DD domain modulation to channel induced Doppler shift.

- It is also observed that for a given M (i.e., given bandwidth MΔf), the fraction of interfered DD domain basis signals decreases with increasing N which makes it easier to perform joint equalization of all MN information symbols in the DD domain. However, with increasing N the time duration NT increases, which increases latency.

**Notations:** The continuous-time Dirac-delta signal with impulse at t = 0 is denoted by δ(t). The discrete-time impulse signal is denoted by δ[k], k ∈ Z, where δ[k] = 1 for k = 0 and is zero otherwise. For any matrix A, |A| denotes the determinant of A. Also, A[p,q] denotes the element in the p-th row and q-th column of matrix A. The zero mean circular symmetric complex Gaussian distribution with variance σ² is denoted by CN(0,σ²). The conjugate of a complex number z ∈ ℂ is denoted by z*. The real part of a complex number z is denoted by Re(z). For any real number x, [x] denotes the greatest integer smaller than or equal to x. For any integer M and real number x, [x]M denotes the smallest unique non-negative real number such that (x − [x]M) is an integer multiple of M. The symbol % denote percent, e.g. 12.5% is 0.125. For any set A, |A| denotes its cardinality. The abbreviation R.H.S. stands for “right hand side” and w.r.t. stands for “with respect to”. For any real x, sinc(x) ≜ sin(πx)/πx. For any two sets A and B, A ⊆ B means that A is a subset of B.

## II. THE ZAK REPRESENTATION OF TIME-DOMAIN (TD) SIGNALS

Let x(t) be a complex time-continuous signal. For any T > 0 we define the ZAK representation of x(t) by the two-dimensional signal

\[ Z_x(\tau, \nu) \triangleq \sqrt{T} \sum_{n=-\infty}^{\infty} x(nT) e^{-j2\pi\nu nT}, \quad -\infty < \tau < \infty, \quad -\infty < \nu < \infty. \]

(1)

The following result from [12] shows that a channel induced time shift (due to path delay) and frequency shift (due to Doppler) to a TD signal x(t) corresponds to simple shifts along the τ and ν domains in its ZAK representation. Therefore, subsequently we refer to the τ and ν domains as the “delay” and “Doppler” domain respectively, i.e., jointly we refer to them as the delay-Doppler (DD) domain.

**Result 1:** [see Theorem 1 in [12]] Let there be only one channel path with a delay of τ₀ and a Doppler shift of ν₀. With x(t) as the transmit signal, the ZAK representation of the noise-free received signal r(t) = x(t−τ₀)e^{j2πν₀(t−τ₀)} is given by

\[ Z_r(\tau, \nu) = e^{j2\pi\nu_0(\tau−\tau_0)} Z_x(\tau−\tau_0, \nu−\nu_0) \]

(2)

i.e., delay and Doppler shift in TD results in a shift of τ₀ and ν₀ along the τ and ν domains respectively.

**Proof:** See proof of Theorem 1 in [12].

In the following we present important results on ZAK representation which will be useful later. These results are available in [11] for normalized T = Δf = 1. Here we present these results for a general T and Δf = 1/T, and for the general audience we also provide much simpler and detailed step by step proof of these results in the appendix. These results from [11] have been mentioned as “Result”, whereas our original/novel results stated and proved in this current paper have been referred to as “Lemma” or “Theorem”.

The following result states that the ZAK representation of a TD signal is quasi-periodic along the delay and Doppler domain.

**Result 2:** [see (2.20) and (2.21) in [11]] For any x(t), the corresponding ZAK representation Z_x(τ, ν) is periodic along the Doppler domain with a period of Δf = 1/T and is quasi-periodic along the delay domain with a period T, i.e.,

\[ Z_x(\tau + T, \nu) = e^{j2\pi\nu T} Z_x(\tau, \nu), \]
\[ Z_x(\tau, \nu + \Delta f) = Z_x(\tau, \nu). \]

(3)

**Proof:** See Appendix A.

From (3) it follows that for any integer n, Z_x(τ + nT, ν) = e^{j2\pi\nu T} Z_x(τ + (n−1)T, ν), repeated use of which gives

\[ Z_x(\tau + nT, \nu) = e^{j2\pi\nu nT} Z_x(\tau, \nu), \quad n \in \mathbb{Z}. \]

(4)

Similarly, from (3) it also follows that

\[ Z_x(\tau, \nu + m\Delta f) = Z_x(\tau, \nu), \quad m \in \mathbb{Z}. \]

(5)

Conversely, it is also true that if a DD domain signal Z_x(τ, ν) satisfies the quasi-periodicity conditions in (3), then there exists a unique TD signal x(t) whose ZAK representation is Z_x(τ, ν) (see (2.35) and (2.36) in [11]).

The TD signal x(t) and its Fourier transform F_x(f) = ∫_{−∞}^{∞} x(t)e^{−j2πft}dt can be obtained from the ZAK representation Z_x(τ, ν) as stated in the following result.
Result: [see (2.29) and (2.30) in [11]] The TD signal $x(t)$ can be recovered from its ZAK representation by

$$x(t) = \int_{-\infty}^{\infty} Z_x(t, \nu) e^{-j2\pi f t} d\nu$$

and the Fourier transform of $x(t)$ is given by

$$F_x(f) = \frac{1}{\sqrt{T}} \int_{0}^{T} Z_x(\tau, f) e^{-j2\pi f \tau} d\tau.$$  

Proof: See Appendix [8]

We know that it is not possible to simultaneously localize a signal in the time as well as in the frequency domain, i.e., there exists no TD signal $x(t)$ which is zero outside some interval $[T_1, T_2]$ and whose Fourier transform $F_x(f)$ is also zero outside some interval $[F_1, F_2]$, where $T_1, T_2, F_1, F_2$ are all finite. However, there exists TD signals which are simultaneously localized in the delay as well as the Doppler domain. A DD domain signal localized at $\tau = \tau_0$ along the delay domain and $\nu = \nu_0$ along the Doppler domain $(0 \leq \tau_0 < T, 0 \leq \nu_0 < \Delta f)$ is given by

$$Z_{(p, \tau_0, \nu_0)}(\tau, \nu) \Delta \sum_{m=-\infty}^{\infty} \sum_{n=-\infty}^{\infty} \left(e^{j2\pi \nu_0 n T} \delta(\tau - \tau_0 - n T) \delta(\nu - \nu_0 - m \Delta f)\right)$$

where $\delta(\tau)$ and $\delta(\nu)$ are the Dirac-delta impulse signal along the delay and Doppler domains respectively. In Fig. 1 we illustrate the signal $Z_{(p, \tau_0, \nu_0)}(\tau, \nu)$ in the DD domain. In Fig. 1 the location of the impulses (see R.H.S. in (3)) are denoted by dark dots. The complex value and co-ordinate of each DD domain impulse is mentioned next to it. Only a portion of the DD domain is illustrated as the delay and Doppler domains extend infinitely in both directions.

This DD domain signal $Z_{(p, \tau_0, \nu_0)}(\tau, \nu)$ satisfies the quasi-periodicity conditions in (3) and therefore the corresponding TD signal $p_{(\tau_0, \nu_0)}(t)$ is given by the following Lemma.

Lemma 1: The TD signal $p_{(\tau_0, \nu_0)}(t)$ having ZAK representation $Z_{(p, \tau_0, \nu_0)}(\tau, \nu)$ in (3) is given by

$$p_{(\tau_0, \nu_0)}(t) = \sqrt{T} \sum_{n=-\infty}^{\infty} e^{j2\pi \nu_0 n T} \delta(t - \tau_0 - n T).$$

Proof: See Appendix [8]

Therefore, for a given $(\tau_0, \nu_0)$, the TD signal $p_{(\tau_0, \nu_0)}(t)$ is essentially an impulse train multiplied by the complex exponential $e^{j2\pi \nu_0 n T}$. The impulses are spaced $T$ seconds apart and the impulse in the time-interval $[0, T]$ is located at $t = \tau_0$ (see Fig. 2 where we have plotted $\frac{1}{\sqrt{T}} |p_{(\tau_0, \nu_0)}(t)|$ vs. $t/T$ for $\tau_0 = 0.6 T, \nu_0 = 0.2 \Delta f$). Further, we note that for any $(\tau_0, \nu_0), 0 \leq \tau_0 < T, 0 \leq \nu_0 < \Delta f, p_{(\tau_0, \nu_0)}(t)$ can be obtained from the TD signal $p_{(0, 0)}(t)$ by firstly multiplying $p_{(0, 0)}(t)$ by $e^{j2\pi \nu_0 t}$ (equivalent to a shift by $\nu_0$ along the Doppler domain) and then delaying this product signal by $\tau_0$ (equivalent to a shift by $\tau_0$ along the delay domain).

The next theorem states that the TD signals $p_{(\tau_0, \nu_0)}(t), 0 \leq \tau_0 < T, 0 \leq \nu_0 < \Delta f,$ form a basis for the space of TD signals.

Theorem 1: Any TD signal $x(t)$ can be expressed in terms of the basis signals $p_{(\tau_0, \nu_0)}(t), 0 \leq \tau_0 < T, 0 \leq \nu_0 < \Delta f,$ i.e.

$$x(t) = \int_{0}^{T} \int_{0}^{\Delta f} c_x(\tau_0, \nu_0) p_{(\tau_0, \nu_0)}(t) d\tau_0 d\nu_0,$$

$$c_x(\tau_0, \nu_0) \Delta \int_{-\infty}^{\infty} p_{(\tau_0, \nu_0)}(t) x(t) dt$$

where the coefficient $c_x(\tau_0, \nu_0)$ corresponding to the basis signal $p_{(\tau_0, \nu_0)}(t)$ is the value of the ZAK representation of $x(t)$ at $\tau = \tau_0$ and $\nu = \nu_0$, i.e.

$$c_x(\tau_0, \nu_0) = Z_x(\tau_0, \nu_0).$$

Proof: See Appendix [8]
III. AN ORTHONORMAL BASIS FOR TIME AND BANDWIDTH LIMITED SIGNALS WHICH ARE LOCALIZED IN DD DOMAIN

In this section we consider TD signals which are approximately time-limited to the interval $[0, NT]$ and band-limited to the interval $[0, M\Delta f]$ where $M$ and $N$ are positive integers. We are specifically interested in those signals whose ZAK representation is localized in the DD domain, since such signals can be used to modulate and demodulate information symbols in the DD domain with little inter-symbol interference. These signals are also expected to be robust to channel induced Doppler shift, since from Result 1 we know that the effect of Doppler shift is to only shift the signal along the Doppler domain.

Although the TD signals $p(\tau_0,\nu_0)(t), 0 \leq \tau_0 < T, 0 \leq \nu_0 < \Delta f$ in Lemma 1 are localized in the DD domain (see (3)), they are neither time-limited nor band-limited. Therefore, we obtain another basis of approximately time and bandwidth limited signals, by approximately limiting the signals $p(\tau_0,\nu_0)(t), 0 \leq \tau_0 < T, 0 \leq \nu_0 < \Delta f$ in the time and frequency domain. For this, we firstly multiply each basis signal $p(\tau_0,\nu_0)(t)$ by a signal $q(t)$ which is approximately limited to the time-interval $[0, NT]$, followed by convolution of the product signal $q(t)\cdot \psi(\tau_0,\nu_0)(t)$ with another TD signal $s(t)$ which is approximately band-limited to the frequency domain interval $[0, M\Delta f]$. These time- and band-limited signals are given by

$\psi(q,s)(\tau_0,\nu_0)(t) \triangleq p(\tau_0,\nu_0)(t) \cdot s(t)$, $0 \leq \tau_0 < T, 0 \leq \nu_0 < \Delta f, s(t) \approx 0, t \not\in [0, NT], |F_s(f)| = \left\lvert \int_{-\infty}^{\infty} s(t)\cdot e^{-j2\pi ft} dt \right\rvert \approx 0, f \not\in [0, M\Delta f], (12)$

where $\cdot$ denotes the TD convolution operator. Although the signals $\psi(q,s)(\tau_0,\nu_0)(t), 0 \leq \tau_0 < T, 0 \leq \nu_0 < \Delta f$, are approximately time and bandwidth limited, the degree of localization of these signals in the DD domain is not immediately obvious. Therefore, next we derive the ZAK representation of these signals. Subsequently, in this paper we consider the ideal time-limited waveform

$q(t) = \begin{cases} 1 & , 0 \leq t < NT \\ 0 & , \text{otherwise} \end{cases} (13)$

and the ideal band-limited waveform

$s(t) = \int_{0}^{M\Delta f} e^{j2\pi ft} df = e^{j\pi M\Delta ft} M\Delta f \sin(M\Delta ft), \sin(x) = \frac{\sin(\pi x)}{\pi x}. (14)$

Using (9), (13) and (14) in (12), we get

$\psi(q,s)(\tau_0,\nu_0)(t) = \sqrt{T} \sum_{n=0}^{N-1} e^{j2\pi\nu_0nT} s(t-\tau_0-nT) (15)$

where $s(t)$ is given by (14). From this expression, it is clear that due to bandwidth limitation, the train of impulses in $p(\tau_0,\nu_0)(t)$ appears as train of $\sin(-\cdot)$ pulses in $\psi(q,s)(\tau_0,\nu_0)(t)$, each $\sin(-\cdot)$ pulse having width roughly twice the inverse bandwidth. Further, due to time-limitation of $p(\tau_0,\nu_0)(t)$, this train of $\sin(-\cdot)$ pulses is restricted to the interval $[0, NT]$. In Fig. 3 an illustration has been provided for $\sqrt{T} \left\lvert \psi(q,s)(\tau_0,\nu_0)(t) \right\rvert$ when $M = 12, N = 14, \tau_0 = 0.6T, \nu_0 = 0.2\Delta f$.

The signal $p(\tau_0,\nu_0)(t)$ is ideally localized in the DD domain. However, we expect that time and bandwidth limitation of $p(\tau_0,\nu_0)(t)$, will affect its degree of localization in the DD domain. In order to understand this, in the following theorem we derive the expression for the ZAK representation of $\psi(q,s)(\tau_0,\nu_0)(t)$.

**Theorem 2:** The ZAK representation of $\psi(q,s)(\tau_0,\nu_0)(t)$ is given by

$Z_{\psi,q,s}(\tau,\nu) = Z_q(\tau_0,\nu-\nu_0) Z_s(\tau-\tau_0,\nu)$ (16)

where $Z_q(\tau,\nu)$ and $Z_s(\tau,\nu)$ are the ZAK representations of $q(t)$ and $s(t)$. These representations are given by

$Z_q(\tau,\nu) = \sqrt{T} e^{j2\pi\nu}[\hat{f}] e^{-j\nu NT} \sin(\pi\nu NT), Z_s(\tau,\nu) = \frac{1}{\sqrt{T}} e^{j2\pi\nu \tau} e^{-j2\pi\tau} \left\lvert \hat{f} \right\rvert e^{j\pi\nu(M-1)\Delta f} e^{j\pi\nu\Delta f} e^{j\pi\nu\Delta f} e^{j\pi\nu\Delta f} (17)$

**Proof:** See Appendix C

Using the expressions for $Z_q(\tau,\nu)$ and $Z_s(\tau,\nu)$ from (17) into the R.H.S. of (16), we get

$|Z_{\psi,q,s}(\tau_0,\nu_0)|^2 = \sin^2(\pi(\nu-\nu_0)NT) \sin^2(\pi\nu(M-1)\Delta f) \sin^2(\pi\nu\Delta f \tau) (18)$

From this expression it is clear that the ZAK representation of $\psi(q,s)(\tau_0,\nu_0)(t)$ has most of its energy localized around the point $(\tau_0,\nu_0)$ in the DD domain, in an interval of width $1/(M\Delta f)$, and $\Delta f$/N respectively along the delay and Doppler domains. This is illustrated through Fig. 4 where we have plotted $\frac{1}{M\Delta f} Z_{\psi,q,s}(\tau_0,\nu_0)^2$ in the DD domain for $M = 12, N = 14, \tau_0 = 0.6T, \nu_0 = 0.2\Delta f$. This implies that two DD domain signals $Z_{\psi,q,s}(\tau_0,\nu_0)(\tau,\nu)$ and $Z_{\psi,q,s}(\tau_2,\nu_2)(\tau,\nu)$ (localized at $(\tau_1,\nu_1)$ and $(\tau_2,\nu_2)$ respectively), will not interfere significantly, if
localized in the DD domain, and which are approximately time-limited to the interval $[0, NT]$ and band-limited to the interval $[0, MΔf]$. The dimensionality of the space of signals which are time-limited to $NT$ seconds and band-limited to $MΔf$ Hz but not necessarily localized in the DD domain, is known to be the time-bandwidth product $MΔf × NT = MN$. Therefore, the additional constraint of localization in the DD domain does not reduce the dimensionality of the space of time and bandwidth limited signals.

IV. DELAY-DOPPLER (DD) DOMAIN MODULATION

From the discussion in the previous section, it is natural to consider DD domain modulation where the complex information symbols $x[k, l]$ linearly modulate the basis signals $\alpha(k,l)(t)$, $k = 0, 1, ⋯, N - 1; l = 0, 1, ⋯, M - 1$. The TD transmit signal is therefore given by

$$x(t) \triangleq \sum_{k=0}^{N-1} \sum_{l=0}^{M-1} x[k,l] \alpha(k,l)(t) \triangleq \sqrt{\frac{T}{MN}} \sum_{n=0}^{N-1} x_n(t) e^{j2πf_0 t},$$

where in step (a) we have used the expression of $\alpha(k,l)(t)$ from (19). The expression of $x(t)$ in (21) suggests a two stage modulation method, where in the first stage the DD domain information symbols $x[k,l], k = 0, 1, ⋯, N - 1; l = 0, 1, ⋯, M - 1$ are transformed to the signals $X_n(f), n = 0, 1, ⋯, N - 1$. In the second stage, for each $n = 0, 1, ⋯, N - 1$, $X_n(f)$ is then transformed to the TD signal $x_n(t)$ which is time-shifted by $nt$. These time-shifted signals are then added to get $x(t)$.

V. DERIVATION OF OTFS MODULATION

Using the DD domain modulation derived in Section IV, we derive the OTFS modulation equations in this section. To the best of our knowledge, all prior work on OTFS modulation/demodulation have only reported the equations for transforming the DD domain information symbols to the TD transmit signal, and have not derived the modulation equations from first principles. An important contribution of our current paper lies in the novel derivation of OTFS modulation equations from first principles.

The following observation is useful in the derivation of OTFS modulation from (21). In (21) we note that for any $(k, l), k = 0, 1, ⋯, N - 1; l = 0, 1, ⋯, M - 1$, the $(k, l)$-th term in the expression for $x_n(t)$ i.e., $x_{n,k,l}(t) \triangleq x[k,l] e^{j2πf_0 t} \int_{0}^{MΔf} e^{j2πf(t - \frac{MΔf f}{Δf})} df = MΔf x[k,l] e^{j2πf_0 t} e^{jπMΔf f(\frac{t - \frac{MΔf f}{Δf}}{MΔf})} \text{sinc} (MΔf (t - \frac{MΔf f}{Δf})), \quad 0 ≤ f < MΔf , \quad 0, \text{otherwise}$

most of its energy in a time-interval of the type $\left[\frac{(l-\zeta)T}{M}, \frac{(l+\zeta)T}{M}\right]$, $\zeta ≥ 1$. This is because $|x_{n,k,l}(t)|^2 = (MΔf)^2 |x[k,l]|^2 \text{sinc}^2 (MΔf (t - \frac{MΔf f}{Δf}))$ and
\[
\int_{-\infty}^{\infty} |x_{n,k,l}(t)|^2 dt = \int_{-\infty}^{\infty} (M\Delta f)^2 \text{sinc}^2(M\Delta f (t - \frac{mT}{M})) dt \\
\approx \int_{-\zeta}^{\zeta} \text{sinc}^2(t') dt'
\]  
(22)

where step (a) follows from the change of integration variable to \( t' = M\Delta f (t - \frac{mT}{M}) \). Assuming integer \( \zeta \geq 1 \) and \( M \geq 2\zeta \), each term \( x_{n,k,l}(t) \) corresponding to \( l = \zeta, \zeta + 1, \ldots, M - \zeta \), has at least \( \int_{-\zeta}^{\zeta} \text{sinc}^2(t') dt' \) fraction of its energy in the time-interval \([0, T]\). This follows from (22) and the fact that for each \( l = \zeta, \zeta + 1, \ldots, M - \zeta, \frac{(l-\zeta)T}{M}, \frac{(l+\zeta)T}{M} \subset [0, T] \). Next, for each \( i = 1, 2, \ldots, \zeta - 1 \), the terms \( x_{n,k,l}(t) \) corresponding to \( l = i, M - i \), have at least \( \int_{-i}^{i} \text{sinc}^2(t') dt' \) fraction of their energy inside \([0, T]\) (since for \( l = i, M - i, \frac{M-\zeta-1}{M}, \frac{M+2\zeta+1}{M} \subset [0, T] \)). However, the terms \( x_{n,k,l}(t) \) corresponding to \( l = 0, 1, \ldots, M - 1 \) have at least half of their energy outside the interval \([0, T]\). Since \( x_n(t) = \sum_{k=0}^{N-1} \sum_{l=0}^{M-1} x_{n,k,l}(t) \), out of all the terms \( x_{n,k,l}(t) \) corresponding to \( l = 0, 1, \ldots, M - 1 \), a fraction \( (M-2\zeta+1)/M \) correspond to \( l = \zeta, \zeta + 1, \ldots, M - \zeta \), and a fraction \( 2/M \) corresponds to \( l = i, M - i \) for each \( i = 1, 2, \ldots, \zeta - 1 \). Therefore, for \( M \geq 2\zeta \), at least a fraction \( \gamma(\zeta, M) \) of the total energy of \( x_n(t) \) lies in the interval \([0, T]\). From the expression of this fraction \( \gamma(\zeta, M) \), it is clear that for a fixed \( \zeta \geq 1 \), \( \lim_{M \to \infty} \gamma(\zeta, M) = \int_{-\zeta}^{\zeta} \text{sinc}^2(t') dt' \). Since \( \lim_{M \to \infty} \int_{-\zeta}^{\zeta} \text{sinc}^2(t') dt' = \int_{-\infty}^{\infty} \text{sinc}^2(t) dt' = 1 \), it follows that with a sufficiently large \( M \), \( x_n(t) \) has almost all of its energy in the energy-interval \([0, T]\).

The following theorem uses this observation to derive OTFS modulation equations from the DD domain modulation equations in (21). Also, since \( x_n(t), n = 0, 1, \ldots, N - 1 \), are approximately time-limited to \([0, T]\), it follows that the \( n \)-th term in step (a) of (21) i.e., \( x_n(t-nT) \), is approximately time-limited to the interval \([nT, (n+1)T]\). As \( x_n(f) \) is the Fourier transform of \( x_n(t) \), we subsequently refer to \( x_n(f) \) as the \( n \)-th time-frequency (TF) signal.

**Theorem 4:** (Derivation of OTFS modulation) For sufficiently large \( M \), the DD domain modulated signal \( x(t) \) in (21) is given by

\[
x(t) \overset{(a)}{=} \frac{1}{\sqrt{MN}} \sum_{n=0}^{N-1} \sum_{m=0}^{M-1} g(t-nT) \cdot X[n,m] e^{j2\pi m\Delta f (t-nT)},
\]

\[
x_n[n,m] \overset{(a)}{=} \sum_{k=0}^{N-1} \sum_{l=0}^{M-1} x[k,l] e^{j2\pi \left( \frac{k}{M} n + \frac{l}{N} \right)},
\]

\[
g(t) \overset{(a)}{=} \begin{cases} 1, & t \in [0, T] \\ 0, & \text{otherwise} \end{cases}
\]

The R.H.S. in step (a) is exactly the equation for OTFS modulation in [3–5], with a rectangular transmit pulse \( g(t) \).

**Proof:** Let us consider the product of \( X_n(f) \) with the frequency domain pulse train \( \Delta f \sum_{m=-\infty}^{\infty} \delta(f - m\Delta f) \), i.e.

\[
\hat{X}_n(f) \overset{(a)}{=} X_n(f) \left[ \Delta f \sum_{m=-\infty}^{\infty} \delta(f - m\Delta f) \right].
\]

Since the inverse Fourier transform of \( \Delta f \sum_{m=-\infty}^{\infty} \delta(f - m\Delta f) \) is \( \sum_{k=-\infty}^{\infty} \delta(t - kT) \), the inverse Fourier transform of \( \hat{X}_n(f) \) (which we denote by \( \hat{x}_n(t) \)) is given by

\[
\hat{x}_n(t) = x_n(t) \ast \sum_{k=-\infty}^{\infty} \delta(t - kT) = \sum_{k=-\infty}^{\infty} x_n(t - kT)
\]

(25)

where * denotes TD convolution. Note that \( \hat{x}_n(t) \) is a periodic TD signal with period \( T \). As we have already observed, for a sufficiently large \( M \), \( x_n(t) \) is approximately time-limited to the interval \([0, T]\). Therefore, from (25) it follows that for \( 0 \leq t < T \) we have

\[
\hat{x}_n(t) \approx x_n(t), \quad 0 \leq t < T.
\]

(26)

In other words

\[
x_n(t) \approx \sqrt{T} g(t) \hat{x}_n(t),
\]

(27)

where \( g(t) \) is the rectangular pulse train defined in (24). Taking the inverse Fourier transform of \( \hat{x}_n(f) \), from (24) we get

\[
\hat{x}_n(t) = \int_{-\infty}^{\infty} X_n(f) e^{j2\pi ft} df = \sum_{m=0}^{M-1} X[n,m] e^{j2\pi m\Delta ft}
\]

\[
\approx \int_{0}^{\Delta f} X_n(f) e^{j2\pi ft} df
\]

\[
= \Delta f \sum_{m=0}^{M-1} X[n,m] e^{j2\pi m\Delta ft}
\]

(28)

where step (a) follows from the fact that \( X_n(f) \) is limited to the frequency domain interval \([0, M\Delta f]\) (see (21)). From the expression of \( X_n(f) \) in (21) (in terms of the information symbols \( x[k,l] \), for \( m = 0, 1, \ldots, M - 1 \) we get

\[
X_n[m\Delta f] = \sum_{k=0}^{N-1} \sum_{l=0}^{M-1} x[k,l] e^{j2\pi \left( \frac{k}{M} n + \frac{l}{N} \right)}
\]

\[
= \sum_{k=0}^{N-1} \sum_{l=0}^{M-1} x[k,l] e^{j2\pi \left( \frac{k}{M} \cdot \frac{nT}{T} + \frac{l}{N} \right)}
\]

\[
= X_n[n,m],
\]

(29)

where step (a) follows from the fact that \( T\Delta f = 1 \) and step (b) follows from the definition of \( X_n[n,m] \) in (23). Using (29) in (28) we get

\[
\hat{x}_n(t) = \Delta f \sum_{m=0}^{M-1} X[n,m] e^{j2\pi m\Delta ft}.
\]

(30)

Using (30) in (27) we get

\[
x_n(t) \approx \frac{1}{\sqrt{T}} g(t) \sum_{m=0}^{M-1} X[n,m] e^{j2\pi m\Delta ft}.
\]

(31)
Using (31) in (21) we get
\[
x(t) = \sqrt{\frac{T}{MN}} \sum_{n=0}^{N-1} x_n(t - nT) \approx \frac{1}{\sqrt{MN}} \sum_{n=0}^{N-1} M^{-1} \sum_{m=0}^{M-1} g(t - nT) X_w[n, m] e^{j2\pi m\Delta f(t - nT)},
\]
(32)
where we have used (31) in step (a). This completes the proof.

From (21) we know that the TD signal \( x_n(t) = \int_{-\infty}^{\infty} X_n(f) e^{j2\pi ft} df \) is the inverse Fourier transform of \( X_n(f) \). However, in practical systems, it is difficult to exactly implement the integral in this inverse Fourier transform. On the other hand, from (30) it is clear that \( \tilde{x}_n(t), 0 \leq t < T \) can be easily computed by an OFDM modulator in existing 4G/5G modems with a sub-carrier spacing of \( \Delta f \) and \( M \) sub-carriers. For sufficiently large \( M \), \( x_n(t) \) is approximately time-limited to \( [0, T) \) and is approximately equal to \( \tilde{x}_n(t) \) in this interval (see (22)). Therefore, for sufficiently large \( M \), the DD domain modulation in (21) is same as OTFS modulation, which can be practically implemented using the OFDM modulator in existing 4G/5G modems.

For sufficiently large \( M \), we therefore expect the spectral efficiency (SE) performance of OTFS modulation to be same as that of the DD domain modulation in (21). In the next section, we derive an expression for the SE achieved by the DD domain modulation in (21). Numerical simulations in Section VIII reveal that, indeed the SE achieved by OTFS modulation is same as the SE achieved by the DD domain modulation in (21).

VI. SPECTRAL EFFICIENCY OF DD DOMAIN MODULATION

In this section, we derive an expression for the spectral efficiency (SE) achieved by the DD domain modulation in (21). For the derivation of the SE expression we consider a ZAK receiver [12]. With \( x(t) \) as the time-domain (TD) transmit signal, the received TD signal is given by [13]
\[
y(t) = \sum_{i=1}^{L} h_i x(t - \tau_i) e^{j2\pi \nu_i(t - \tau_i)} + n(t) \quad (33)
\]
where \( h_i, \tau_i, \nu_i, i = 1, 2, \ldots, L \) are the channel gain, delay and Doppler shift of the \( i \)-th channel path between the transmitter and the receiver. Also, \( n(t) \) is the additive white Gaussian noise (AWGN) at the receiver. Further, we consider \( 0 < \tau_i < T \) for \( i = 1, 2, \ldots, L \). Since, the transmit TD signal \( x(t) \) has most of its energy in the time-interval \( [0, NT) \) and \( 0 < \tau_i < T \) for \( i = 1, 2, \ldots, L \), the received signal \( y(t) \) has most of its energy in the time-interval \( [0, (N+1)T) \).

In the ZAK receiver [12], the ZAK representation of the received TD signal \( y(t) \), \( \tilde{Z}_y(\tau, \nu) \) is sampled at the discrete points \( (\tau = \frac{k'\Delta f}{M}, \nu = \frac{k\Delta f}{N}) \) in the DD domain. This sampled received DD domain signal is denoted by \( Y[k', l'] \). The DD domain information symbols \( x[k, l], k = 0, 1, \ldots, N-1, l = 0, 1, \ldots, M-1 \) are decoded from this sampled received DD domain signal. The expression for \( Y[k', l'] \) in terms of the information symbols \( x[k, l] \) is given by the following theorem.

**Theorem 5:** The sampled received DD domain signal \( Y[k', l'] \) is given by (34) (see top of next page), where \( Z_n(\tau, \nu) \) is the ZAK representation of AWGN \( n(t) \).

**Proof:** See Appendix II.

The following theorem gives the expression for the SE achieved by the DD domain modulation in (21), with a ZAK receiver.

**Theorem 6:** Let \( \rho \) denote the ratio of the average transmit power to the received noise power (in the communication bandwidth \( M\Delta f \)). With i.i.d. complex Gaussian distributed information symbols, the SE achieved by the DD domain modulation in (21), with a ZAK receiver, is given by
\[
C = \frac{1}{MN} \log_2 \left| I + \rho H H^T \tilde{K}^{-1} H \right|,
\]
(35)
where \( I \) denotes the \( MN \times MN \) identity matrix and the elements of \( H, K \in \mathbb{C}^{MN \times MN} \) are given by
\[
\tilde{H}[k'M + l' + 1, kM + l + 1] \triangleq \tilde{h}[k', l', k, l], \quad (34)
\]
\[
\tilde{K}[k'M + l' + 1, kM + l + 1] = \begin{cases} (1 + \frac{\Delta f}{f}) & , k' = k, l' = l \\ (\frac{\Delta f}{f}) & , k' \neq k, l' = l \\ 0 & , l' \neq l \end{cases}
\]
(36)
where \( \tilde{h}[k', l', k, l] \) is given by (34). (36)

**Proof:** See Appendix III.

VII. WHY IS DD DOMAIN MODULATION BETTER THAN OFDM?

In this section, for the DD domain modulation in (21) and also for OFDM, we study the impact of channel induced Doppler shift on inter-symbol interference. Let us consider a single path channel with delay \( \tau' \), Doppler shift \( \nu' \) and channel gain \( h' \). Since we want to study inter-symbol interference, let us consider the channel to be noise-free. From (34), the received DD domain samples in the ZAK receiver are then given by
\[
Y[k', l'] = \sqrt{MN} \sum_{k=0}^{N-1} \sum_{l=0}^{M-1} x[k, l] R(k, l)[k', l'],
\]
\[
R(k, l)[k', l'] \triangleq \tilde{h}[k', l', k, l] \cdot h',
\]
(37)
\[
k' = 0, 1, \ldots, N - 1, l' = 0, 1, \ldots, M - 1.
\]

From (37) it is clear that the information symbol \( x[k, l] \) is received in the \( (k', l') \)-th DD domain sample \( Y[k', l'] \) through the coefficient \( R(k, l)[k', l'] \). From (34) it follows that
\[
|R(k, l)[k', l']|^2 = \begin{cases} \sin^2 \left( \frac{\pi}{N} \left( k' - k + \frac{\nu'}{\Delta f} \right) \right) & , k' = 0, 1, \ldots, N - 1, l' = 0, 1, \ldots, M - 1 \\ \sin^2 \left( \frac{\pi}{M} \left( l' - l + \frac{\nu'}{\Delta f} \right) \right) & , k' = 0, 1, \ldots, N - 1, l' = 0, 1, \ldots, M - 1. \end{cases}
\]
(38)

From (38) it is clear that if the path delay \( \tau' \) is an integer multiple of \( 1/(M\Delta f) = T/M \) and if the Doppler shift \( \nu' \) is an integer multiple of \( \Delta f/N = 1/(NT) \),
\[ Y[k', l'] = \sqrt{MN} \sum_{k=0}^{N-1} \sum_{l=0}^{M-1} x[k, l] \tilde{h}[k', l', k, l] + Z[k', l'], \quad k' = 0, \ldots, N - 1, \quad l' = 1, \ldots, M - 1, \]

\[ \tilde{h}[k', l', k, l] = \frac{1}{MN} \sum_{i=1}^{L} h_i e^{j2\pi \frac{\nu}{N} \frac{(k - k') (l - l')}{NT}} e^{-j\pi(N-1) \frac{k}{N} \frac{k'}{N} \frac{l}{M} \frac{l'}{M}} \]

\[ Z[k', l'] = z_n \left( \tau = \frac{l'T}{M}, \nu = \frac{k' \Delta f}{N} \right). \tag{34} \]

Then \( |R_{(k,l)}[k', l']|^2 \) is zero for all \( k' \neq k \) and \( l' \neq l \), i.e., \( x[k,l] \) is only received in \( Y' \) \( k' = [k + \nu' NT], l' = [l + \tau' M \Delta f] \) which is given by

\[ Y' = MN \cdot \sum_{k=0}^{N-1} \sum_{l=0}^{M-1} x[k, l] R_{(k,l)}[k', l'] \cdot \tilde{h}[k', l', k, l] = [k + \nu' NT], l' = [l + \tau' M \Delta f]. \tag{39} \]

i.e., there is no inter-symbol interference. However, when the delay and Doppler shift are not integer multiples of \( 1/(N \Delta f) \) and \( \Delta f/N \), \( |R_{(k,l)}[k', l']|^2 \) is not zero for all \( (k', l') \neq (k, l') \), i.e., the energy of the DD domain basis signal carrying \( x[k, l] \) leaks into other DD domain basis signals thereby creating inter-symbol interference. In the following we study the fraction of information symbols which can get significantly interfered by an information symbol.

Firstly, for a given \((k, l)\), from (33), we notice that \( |R_{(k,l)}[k', l']|^2 \), \( k' = 0, 1, \ldots, N - 1, l' = 0, 1, \ldots, M - 1 \) is a product of two terms, one which depends on the difference \((k' - k)\) along the Doppler domain and the other term which depends on the difference \((l' - l)\) along the delay domain. To understand the spread/leakage of energy along the Doppler domain, we consider the function \( f_{\nu', N}(u) \equiv \frac{\sin^2 \left( \pi \left( u - \frac{\nu'}{\Delta f} \right) \right)}{N^2 \sin^2 \left( \frac{\pi}{N} \left( u - \frac{\nu'}{\Delta f} \right) \right)} \). Note that the term in \( |R_{(k,l)}[k', l']|^2 \) which depends on \((k' - k)\) is given by \( N^2 f_{\nu', N}(u) = k' - k \). The function \( f_{\nu', N}(u) \) is periodic with period \( N \) and has a peak at \( u = \frac{\nu'}{\Delta f} \) (see Fig. 5). From Fig. 5 and the expression for \( f_{\nu', N}(u) \) it is clear that the main lobe of \( f_{\nu', N}(u) \) is between \( u = \frac{\nu'}{\Delta f} - 1 \) and \( u = \frac{\nu'}{\Delta f} + 1 \) (at both these values of \( u \), \( f_{\nu', N}(u) \) is zero). Hence, the main lobe width of \( f_{\nu', N}(u) \) is two, which is independent of both \( N \) and \( \nu' \). Therefore, along the Doppler domain, for a given \( k \), \[ R_{(k,l)}[k', l'] \] is mostly localized at \( k' = \left[ k + s + \frac{\nu'}{\Delta f} \right] \), \( s = 0, 1 \). Similarly, along the delay domain, for a given \( l \), \[ R_{(k,l)}[k', l'] \] is mostly localized at \( l' = \left[ l + s + \nu' M \Delta f \right] \), \( s = 0, 1 \). Hence, it follows that irrespective of \((\tau', \nu')\), in the DD domain, \( R_{(k,l)}[k', l'] \) is localized at \((k', l') \in \mathcal{A}_{(k,l)} \) where

\[ \mathcal{A}_{(k,l)} \triangleq \left\{ (k', l') \left| k' = 0, 1, \ldots, N - 1, l' = 0, 1, \ldots, M - 1 \right. \right\}. \tag{40} \]

Therefore, the fraction of interfered symbols (i.e., fraction of the remaining \( MN - 1 \) information symbols which receive significant interference from \( x[k,l] \)) is roughly \( \frac{\mathcal{A}_{(k,l)} - 1}{MN - 1} \). To be more precise, for a given \((k, l)\) and given \((\tau', \nu')\), let \( \mathcal{B}_{(k,l)} \) denote the smallest cardinality set of \((k', l')\) pairs, such that the sum of \( |R_{(k,l)}[k', l']|^2 \) for all \((k', l') \in \mathcal{B}_{(k,l)} \) is at least 99% (i.e., 0.99) of the total energy

\[ \sum_{k'=0}^{N-1} \sum_{l'=0}^{M-1} |R_{(k,l)}[k', l']|^2 \], \tag{41} \]

\[ \mathcal{B}_{(k,l)} \triangleq \arg \min \left\{ \left( \sum_{(k', l') \in \mathcal{A}_{(k,l)}} |R_{(k,l)}[k', l']|^2 \right) \cdot \max_{(k', l') \in \mathcal{A}_{(k,l)}} |R_{(k,l)}[k', l']|^2 > 0.99 \right\}. \]

In Fig. 6 we plot the fraction of interfered information symbols i.e. \( \frac{\mathcal{B}_{(k,l)} - 1}{MN - 1} \) as a function of increasing \( \nu' / \Delta f \), for \( N = 23, 46, 92 \) and \( M = 45, l = 23 \). For each \( \nu' / \Delta f \), the fraction of interfered symbols is averaged with respect to \( \tau' M \Delta f \) which is uniformly distributed in the interval \([0, 0.5] \). Further, we observe that, for a given \( N \) the fraction of interfered symbols is upper bounded for all values of \( \nu' / \Delta f \). Further, this upper bound decreases with increasing \( N \). For \( N = 23 \), this upper bound is roughly 11.6%, which decreases to 7.6% and 5.1% respectively for \( N = 46 \) and \( N = 92 \). These values are close.
to our rough estimate of \(\frac{2M+2N-5}{M^2-1}\), which is 12.67%, 8.55% and 6.5% respectively for \(N = 23, 46, 92\).

Next we compare the fraction of interfered information symbols in DD domain modulation with that in CP-OFDM (Cyclic-Prefix OFDM with sub-carrier spacing \(\Delta f = 1/T\) and bandwidth \(M\Delta f\)). In CP-OFDM it is well known that in the presence of channel induced Doppler shift, energy transmitted on a sub-carrier leaks into adjacent sub-carriers. The fraction of interfered information symbols in CP-OFDM is presented in Appendix K. In Fig. 7 the fraction of interfered symbols for both CP-OFDM and DD domain modulation is plotted. For CP-OFDM we have \(M = 45\) and for DD domain modulation we have \(M = 45, N = 46\), i.e., the bandwidth is \(M\Delta f\) for both CP-OFDM and DD domain modulation. The time duration of a CP-OFDM symbol is \(1/\Delta f = T\), during which \(MN\) information symbols are transmitted, while the time duration of a DD domain modulated signal is \(NT\) during which \(MN\) DD domain information symbols are transmitted. In Fig. 7 energy is transmitted on the \(k = 23\)-rd sub-carrier in CP-OFDM, while in DD domain modulation, energy is transmitted on the \((k = 23, l = 23)\)-th DD domain basis signal. From the figure it is clear that the fraction of interfered symbols can be very large in CP-OFDM when compared to that in DD domain modulation. For example, the maximum fraction of interfered symbols is 7.6% for DD domain modulation whereas it is about 48% for CP-OFDM. Due to the significantly lower fraction of interfered symbols in DD domain modulation, it is practically feasible to perform joint DD domain equalization of all \(MN\) information symbols at the receiver.

Although a large \(N\) helps in localizing the DD domain energy distribution of delay and Doppler shifted basis signals (which enables joint DD domain equalization), it also increases the duration of the modulated signal which is \(NT\), i.e., \(N\) times larger than the duration of an OFDM symbol. In other words, DD domain modulation achieves robustness to channel induced Doppler shift at the cost of increased latency.

### VIII. Numerical Simulation

In this section, we compare the spectral efficiency (SE) performance of the DD domain modulation in (21) and OTFS modulation. We specifically consider communication of control and non-payload information between an Unmanned Aircraft System (UAS) and a Ground Station (GS) [15]. A widely accepted model for the en-route scenario is the two-path model, with a direct and a reflected path. The gain for the direct path is \(h_1 = \sqrt{K_f/(K_f+1)}\), while that for the reflected path is \(h_2 \sim \CN(0,1/(K_f+1))\) [16]. In [16] it is mentioned that \(K_f\) is typically 15 dB. The delay between these two paths is 33 ms (i.e., \(\tau_1 = 0, \tau_2 = 33\) ms). For an aircraft speed of \(v\), the Doppler shift for the first path is \(v_1 = vf_c/c\) and that for the second path is \(v_2 = (vf_c/c) \cos(\pi - \theta U)\), where \(f_c\) is the carrier frequency, \(c = 3 \times 10^8\) m/s is the speed of light, \(U\) is a random variable uniformly distributed in the interval \([0, 1]\) and \(\theta = 3.5^\circ\) is the Doppler beamwidth [16]. The channel bandwidth is 90 KHz, time duration is 23 ms, and \(f_c = 5.06\) GHz [15]. We therefore choose \(M = 45, N = 46\) and \(\Delta f = 2\) KHz \((T = 1/\Delta f = 0.5\) ms, \(M\Delta f = 45 \times 2\) KHz = 90 KHz, \(NT = 45 \times 0.5\) ms = 23 ms).

In Fig. 8 we plot the average SE achieved by OTFS modulation and that achieved by the DD domain modulation in (21), as a function of increasing aircraft speed for different values of
ρ. The SE achieved by the DD domain modulation is given by $\mathbb{E}[C]$ (where $C$ is given by (35)) and that achieved by OTFS modulation is given by $\mathbb{E}[C_{aa}]$ (where $C_{aa}$ is given by equation (24) in [12]). Here, the expectation is w.r.t. the distribution of the channel path gains and the Doppler shift. From Fig. 8 it is clear that the SE performance of the DD domain modulation in (21) is same as that of OTFS modulation. Further, for both these modulation schemes, for a given $\rho$, the SE performance remains constant with increasing channel speed (i.e., increasing Doppler shift).

IX. Conclusion

In this paper, using the ZAK representation of time-domain (TD) signals we have derived an orthonormal basis of time and bandwidth limited signals which are also localized in the delay-Doppler (DD) domain. We consider DD domain modulation based on this orthonormal basis and derive Orthogonal Time Frequency Space (OTFS) modulation. To the best of our knowledge, this paper is the first to rigorously derive OTFS modulation from first principles. We also show that with increasing time duration, the basis signals are increasingly localized in the DD domain, irrespective of the amount of Doppler shift. Increased localization reduces interference between information symbols modulated on different basis signals, thereby enabling joint DD domain equalization of all information symbols. Therefore, DD domain modulation achieves robustness to Doppler shift at the cost of increased latency.

APPENDIX A

Proof of Result [2]

From (1) it follows that

$$Z_x(\tau + T, \nu) = \sqrt{T} \sum_{k=-\infty}^{\infty} x(\tau + T + kT) e^{-j2\pi k\nu T}$$

$$= e^{j2\pi \nu T} \sqrt{T} \sum_{k=-\infty}^{\infty} x(\tau + (k + 1)T) e^{-j2\pi (k+1)\nu T}$$

$$= e^{j2\pi \nu T} Z_x(\tau, \nu).$$

(42)

From (1) it also follows that

$$Z_x(\tau, \nu + \Delta \nu) = \sqrt{T} \sum_{k=-\infty}^{\infty} x(\tau + kT) e^{-j2\pi k\nu T}$$

$$= \sqrt{T} \sum_{k=-\infty}^{\infty} x(\tau + kT + \Delta \nu T)$$

$$= Z_x(\tau, \nu + \Delta \nu).$$

(43)

where step (a) follows from the fact that $T\Delta \nu = 1$.

APPENDIX B

Proof of Result [3]

From (1) it follows that

$$\frac{\Delta f}{\sqrt{T}} \int_0^{\Delta f} Z_x(t, \nu) d\nu = T \int_{-\infty}^{\infty} \left[ x(t + kT) e^{-j2\pi k\nu T} d\nu \right]$$

$$= \left\{ \begin{array}{lcl} 0 & \text{if } k \neq 0 \\
\frac{T}{T} & \text{if } k = 0 \end{array} \right.$$
where step (a) follows from (49). Step (b) follows from substituting the expressions for \( Z_2(\tau_0, \nu_0) \) from (1) and the expression for \( p(\tau_0, \nu_0) \) from (2) into the R.H.S. in step (a). Step (c) follows from the fact that the only non-zero term in the summation in the previous step is for \( n_1 = \left\lfloor \frac{\tau}{T} \right\rfloor \).

**APPENDIX E**

**ZAK REPRESENTATION OF CONVOLUTION OF TD SIGNALS**

This result states that the ZAK representation of the convolution of two time-domain (TD) signals is equivalent to convolution of their ZAK representations in the delay domain.

**Result 4:** [see (4.2) in (11)] Let \( Z_0(\tau, \nu) \) and \( Z_b(\tau, \nu) \) be the ZAK representation of \( a(t) \) and \( b(t) \) respectively. Their TD convolution \( c(t) = \int_{-\infty}^{T} a(t') b(t - t') \, dt' \) is given by

\[
Z_c(\tau, \nu) = \frac{1}{\sqrt{T}} \int_{-\infty}^{T} Z_a(\tau - \tau', \nu) Z_b(\tau', \nu) \, d\tau'.
\]

**Proof:** Starting with the R.H.S. of (50) we have

\[
\frac{1}{\sqrt{T}} \int_{-\infty}^{T} Z_a(\tau - \tau', \nu) Z_b(\tau', \nu) \, d\tau' \equiv \sqrt{T} \sum_{k_1 = -\infty}^{\infty} \sum_{k_2 = -\infty}^{\infty} T e^{-j2\pi(\kappa_1 + \kappa_2)\nu} \int_{-\infty}^{T} a(\tau' - \kappa_1 T) b(\tau' + \kappa_2 T) \, d\tau' = \sqrt{T} \sum_{k_1 = -\infty}^{\infty} \sum_{k_2 = -\infty}^{\infty} T e^{-j2\pi(\kappa_1 + \kappa_2)\nu} \int_{-\infty}^{T} a(\tau - \kappa_1 T) b(\tau' + \kappa_2 T) \, d\tau' = \frac{1}{\sqrt{T}} \int_{-\infty}^{T} Z_a(\tau, \nu) Z_b(\tau, \nu) \, d\tau'.
\]

where step (a) follows from (1). Step (b) follows from the fact that in the double summation in the previous step, only those terms are non-zero for which \( k_2 = k_1 \). Step (c) follows from (1) and the fact that \( c(t) = a(t) b(t) \).

**APPENDIX F**

**ZAK REPRESENTATION OF PRODUCT OF TD SIGNALS**

This result states that the ZAK representation of the product of two time-domain (TD) signals is equivalent to convolution of their ZAK representations in the Doppler domain.

**Result 5:** [see (4.4) in (11)] Let \( Z_0(\tau, \nu) \) and \( Z_b(\tau, \nu) \) be the ZAK representation of TD signals \( a(t) \) and \( b(t) \) respectively. Consider their product \( c(t) = a(t) b(t) \). The ZAK representation of \( c(t) \) is given by

\[
Z_c(\tau, \nu) = \sqrt{T} \int_{-\infty}^{T} Z_a(\tau, \nu) Z_b(\tau, \nu) \, d\tau' = \sqrt{T} \int_{-\infty}^{T} Z_a(\tau, \nu) Z_b(\tau, \nu) \, d\tau'.
\]

where step (a) follows from (1). Step (b) follows from the fact that in the double summation in the previous step, only those terms are non-zero for which \( k_2 = k_1 \). Step (c) follows from (1) and the fact that \( c(t) = a(t) b(t) \).
where step (a) follows from the expression of $Z_i(\tau', \nu)$ in (54) for $0 \leq \tau' < T$. Here $Z_s(\tau, \nu)$ is the ZAK representation of $s(t)$. This is given by

$$Z_s(\tau, \nu) = \sqrt{T} \sum_{n=-\infty}^{\infty} s(\tau + nT) e^{-j2\pi\nu nT}$$

where step (a) follows from the expression of $Z_i(\tau', \nu)$ in (54) for $0 \leq \tau' < T$. Here $Z_s(\tau, \nu)$ is the ZAK representation of $s(t)$ which is given by

$$Z_s(\tau, \nu) = \sqrt{T} \int_{0}^{M\Delta f} e^{2\pi fT} \left[ \sum_{m=-\infty}^{\infty} \delta(f - \nu - m\Delta f) \right] df$$

where step (a) follows from the fact that $T = 1/\Delta f$. Step (c) follows from the fact that $0 < \nu + m\Delta f < M\Delta f$ for $-\left\lfloor \frac{n}{\Delta f} \right\rfloor \leq m \leq (M - 1) - \left\lfloor \frac{n}{\Delta f} \right\rfloor$. Indeed, using the R.H.S. above as the expression for $Z_s(\tau, \nu)$, from (77) one can check that the Fourier transform of $s(t)$ i.e., $F_s(f) = \frac{1}{\sqrt{T}} \int Z_s(\tau, f) e^{-j2\pi f\tau} d\tau$ is one when $f \in [0, M\Delta f)$ and is zero otherwise.

**Appendix H**

**Proof of Theorem 9**

From the expression of $\alpha(k,l)_t(t)$ in (19) we have

$$\int_{-\infty}^{\infty} \alpha(k_1,l_1)_t(t) \alpha^*_k(l_2) dt = \frac{T}{MN} \sum_{n_1=0}^{N-1} \sum_{n_2=0}^{N-1} e^{j2\pi \frac{n_1k_1+n_2k_2}{N}} \left( M\Delta f \right)^2 e^{-jM\Delta f \left( \frac{(l_1-l_2)}{M} + (n_2-n_1)T \right)}$$

$$\int_{-\infty}^{\infty} \left( M\Delta f \right)^2 e^{-jM\Delta f \left( \frac{(l_1-l_2)}{M} + (n_2-n_1)T \right)} dt = \frac{T}{MN} \sum_{n_1=0}^{N-1} \sum_{n_2=0}^{N-1} e^{j2\pi \frac{n_1k_1+n_2k_2}{N}} \left( M\Delta f \right)^2 e^{-jM\Delta f \left( \frac{(l_1-l_2)}{M} + (n_2-n_1)T \right)}$$

where step (a) follows from the fact that $\int_{-\infty}^{\infty} e^{-j2\pi \nu nT} dt = 0$ for $\nu \neq 0$. Step (b) follows from the fact that $\int_{-\infty}^{\infty} e^{-j2\pi \nu nT} \nu dt = W(\nu)$ and $W(\nu)$ is the ZAK representation of $W(\nu)$. Step (c) follows from the fact that $\int_{-\infty}^{\infty} e^{-j2\pi \nu nT} \nu dt = W(\nu)$ and $W(\nu)$ is the ZAK representation of $W(\nu)$. Step (d) follows from the fact that $\int_{-\infty}^{\infty} e^{-j2\pi \nu nT} \nu dt = W(\nu)$ and $W(\nu)$ is the ZAK representation of $W(\nu)$.
the signals $\alpha_{(k,l)}(t)$ belong to the orthonormal basis $\alpha$ (see Theorem 3), from the first equation in (21) it follows that

$$
\mathbb{E}\left[ \int_{-\infty}^{\infty} |x(t)|^2 \, dt \right] = MN\rho.
$$

(63)

Since the transmit signal $x(t)$ has most of its energy in the time-interval $[0, NT]$, the average transmit power is $MN\rho/NT = M\rho/T$. Let the power spectral density (PSD) of AWGN be unity. Since the communication bandwidth is $M\Delta f$, the AWGN power at the receiver is $M\Delta f$. Therefore, the ratio of the transmit power to the receiver noise power is

$$
\frac{M\rho/T}{M\Delta f} = \rho.
$$

(64)

Let the sampled DD domain signal $Y[k', l'] = Z_y\left(\tau = -\frac{T}{M}, \nu = -\Delta f/M\right), k' = 0, 1, \ldots, N - 1, l' = 0, 1, \ldots, M - 1$ be organized into a vector $x \in \mathbb{C}^{MN \times 1}$, where the $(kM + l' + 1)$-th element of $x$ is $Y[k', l']$. Since the communication bandwidth is $M\Delta f$ and the PSD of AWGN is unity, the noise samples $n\left(n'T + \frac{T}{M}\right), n'T = 0, 1, \ldots, N, l' = 0, 1, \ldots, M - 1$ are i.i.d. $CN(0, M\Delta f)$. The covariance matrix of the noise vector $x$ is denoted by $K_x$. The expression for $K_x$ follows from equation (22) in (12), i.e., the element of $K_x$ in its $(kM + l' + 1)$-th row and $(kM + l + 1)$-th column is given by

$$
K_x[kM + l' + 1, kM + l + 1] = \mathbb{E} \left[ Z[k', l']Z^*[k, l] \right]
$$

$$
= \begin{cases}
MN \left( 1 + \frac{1}{T} \right), & k' = k, l' = l \\
MN \left( \frac{1}{N} \right), & k' \neq k, l' = l \\
0, & k' = k, l' \neq l
\end{cases}
$$

(65)

where step (a) can be derived from the expression of $Z[k', l']$ in the R.H.S. of (62). From (65) it then follows that the spectral efficiency (SE) achieved by the DD domain modulation in (21) is given by [14]

$$
C = \frac{1}{MN} \log_2 \left| I + MN\rho \hat{H} K_x^{-1} \hat{H} \right|
$$

$$
= \frac{1}{MN} \log_2 \left| I + \rho \hat{H} K^{-1} \hat{H} \right|
$$

(66)

$$
\hat{K} \triangleq \frac{1}{MN} K_x
$$

where the elements of $K_x$ are given by (66).

### APPENDIX K

**Fraction of Interfered Information Symbols in CP-OFDM**

In OFDM, the $M$ orthonormal basis signals are

$$
\phi_k(t) = \begin{cases}
\frac{1}{\sqrt{M}} e^{j2\pi k} + \frac{1}{\sqrt{M}}, & 0 \leq t < T \\
0, & \text{otherwise}
\end{cases}
$$

$k = 0, 1, \ldots, M - 1$.

(68)

With a cyclic prefix equal to the path delay $\tau'$, and information symbols $x[k], k = 0, 1, \ldots, M - 1$, the transmit CP-OFDM signal is

$$
x_{\text{out}}(t) = \left\{ \begin{array}{l}
x[k]\phi_k(t), \quad 0 \leq t < T \\
x[k]\phi_k(t + T), \quad -\tau' \leq t < 0
\end{array} \right.
$$

(69)

The received noise-free TD signal is given by

$$
y_{\text{out}}(t) = h' e^{j2\pi\nu'(t-\tau')} x_{\text{out}}(t - \tau')
$$

(70)

where $h'$ is the channel gain of the single channel path. The receiver removes the CP and computes

$$
Y_{\text{out}}[m] \triangleq \int_0^T y_{\text{out}}(t) \phi^*_m(t) \, dt
$$

$$
\triangleq \sum_{k=0}^{M-1} x[k] H_{\text{out}}[m, k], \quad m = 0, 1, \ldots, M - 1,
$$

$$
H_{\text{out}}[m, k] \triangleq h' \int_0^T e^{j2\pi\nu'(t-\tau')} \phi_k(t - \tau') \phi^*_m(t) \, dt
$$

$$
= h' e^{-j2\pi\nu'(\tau'+k-m)} \operatorname{sinc}(\nu'T + k - m),
$$

(71)

where step (a) follows from substituting the R.H.S. of (69) in (70), and then using the resulting expression for $y_{\text{out}}(t)$ in the integral of the first equation in (71). From (71) it is clear that due to the channel induced Doppler shift $\nu'$, an information symbol $x[k]$ transmitted on the $k$-th sub-carrier is received as $H_{\text{out}}[m, k] x[k]$ on the $m$-th sub-carrier. Since $|H_{\text{out}}[m, k]|^2 = |h'|^2 \operatorname{sinc}^2(\nu'T + k - m)$ (see (71)), it follows that most of the energy of $x[k]$ is received in and around the $m = |k + \nu'T|$-th sub-carrier. Next, for a given $k \in \{0, 1, \ldots, M - 1\}$, let $G_k$ denote the smallest cardinality set of sub-carrier indices such that the fraction of total energy of $x[k]$ received in the sub-carrier indices in $G_k$ is at least 0.99, i.e.,

$$
G_k \triangleq \arg \min_{\mathcal{D} \subseteq \mathbb{V}} \frac{|\mathcal{D}|}{|\mathcal{V}|} \geq 0.99
$$

$$
\mathcal{V} \subseteq \mathbb{V} = \{0, 1, \ldots, M - 1\}
$$

(72)

The fraction of information symbols which are interfered by $x[k]$ is then given by

$$
\frac{\text{Frac. of interfered symbols}}{M - 1} = \frac{|G_k| - 1}{M - 1}.
$$

(73)
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