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Abstract—Magnetic Resonance Fingerprinting (MRF) enables simultaneous mapping of multiple tissue parameters such as T1 and T2 relaxation times. The working principle of MRF relies on varying acquisition parameters pseudo-randomly, so that each tissue generates its unique signal evolution during scanning. Even though MRF provides faster scanning, it has disadvantages such as erroneous and slow generation of the corresponding parametric maps, which needs to be improved. Moreover, there is a need for explainable architectures for understanding the guiding signals to generate accurate parametric maps. In this paper, we addressed both of these shortcomings by proposing a novel neural network architecture consisting of a channel-wise attention module and a fully convolutional network. The proposed approach, evaluated over 3 simulated MRF signals, reduces error in the reconstruction of tissue parameters by 8.88% for T1 and 75.44% for T2 with respect to state-of-the-art methods. Another contribution of this study is a new channel selection method: attention-based channel selection. Furthermore, the effect of patch size and temporal frames of MRF signal on channel reduction are analyzed by employing a channel-wise attention.
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I. INTRODUCTION

Magnetic Resonance Imaging (MRI) is an essential technique to visualize organs and structures inside the body with applications in basic and clinical sciences. However, although MRI is an adaptable and powerful tool for imaging, it is limited to qualitative imaging that hinders its use in objective evaluation. To overcome this limitation problem, Ma et al. [1] introduced Magnetic Resonance Fingerprinting (MRF) as a quantitative MRI solution in 2013.

The key benefit of MRF is that it provides the opportunity to acquire and quantify different tissue parameters such as the longitudinal relaxation time (T1) and the transverse relaxation time (T2) within a single acquisition, and thus eliminating the need for multiple acquisitions. In MRF, acquisition parameters are varied pseudo-randomly so that each tissue generates a unique signal evolution or fingerprint. Mapping generation is conventionally carried out by applying a dictionary (template) matching algorithm where the acquired signal is matched with the dictionary signal. However, this technique has some shortcomings that need to be addressed such as the computational time required for the dictionary matching algorithm. In dictionary matching algorithm, each acquired signal needs to be compared with the simulated signals resulting in high computational complexity. As the number of combinations in the dictionary increases, reconstruction becomes more expensive with regard to time and storage [2]. In addition and perhaps more importantly, MRF needs to make a trade-off between accuracy and scanning time, and therefore relies on high under-sampling in k-space. As consequence, dictionary matching may lead to erroneous quantification in the generated maps [3].

II. RELATED WORKS

In this section we provide an overview of the previous studies on dictionary matching in MRF, and the neural network techniques that aim to accelerate this process.

A. Dictionary Matching

In the original proposal of MRF [1], a dictionary matching algorithm is used to reconstruct the corresponding tissue parameters. Pattern recognition was employed to map the T1 and T2 tissue parameters by matching the fingerprints with a pre-defined dictionary of predicted signal evolutions. Later, different dictionary matching algorithms were proposed to obtain faster and more accurate results. McGivney et al. [4] compressed the dictionary by using singular value decomposition (SVD), enabling faster computation due to the smaller dictionary size. Gomez et al. [5] analyzed the spatiotemporal dictionary and compared it with the temporal MRF dictionary. Besides, some studies suggested to use iterative techniques. For instance, Cline et al. [6] proposed a technique called AIR MRF that combines dictionary compression and regularization for accelerated matching. Additionally, Zhao et al. [7] proposed
B. Neural Network based Techniques

Successful applications of neural networks for computer vision motivated medical imaging community to use them for accelerating image reconstruction and mapping. Architectures such as Fully Connected Neural Networks (FCN), Convolutional Neural Networks (CNN), and Long Short-Term Memory (LSTM) have been recently investigated for these tasks. Cohen et al. [9] proposed a 4-layer fully connected neural network model with two hidden layers by using magnitude images as input. Golbabaei et al. [10] presented a fully connected model with 4 layers that performs dimension reduction with Principal Component Analysis (PCA) at its first layer. Oksuz et al. [11] used Recurrent Neural Network (RNN) to extract temporal information for the prediction of T1 and T2 values relying on the time series nature of the MRF fingerprint. Likewise, Hoppe et al. [12] compared CNN and RNN architectures with magnitude and complex-valued inputs, and suggested to use the RNN model with complex-valued MRF signal without using spatial information.

Balsiger et al. [13] analyzed both spatial and temporal information to reconstruct tissue parameters using a CNN architecture. Cao et al. [14] applied a multi-layer perceptron with 4 hidden layers and optimized it to prevent over-fitting. To further increase the speed of training and testing, architectures with pre-processing and pre-training for feature extraction and dimension reduction have been proposed. Since the high dimensionality of the MRF signal requires more computational power to process and creates more redundancy, one of the main focuses of the literature is to reduce signal dimensionality. Thus, a dense network based feature extraction (prior to U-Net) is proposed by Fang et al. [15] to extract important information while reducing the number of channels. PCA followed by a Fully Connected Convolutional architecture is used by Chen et al. [16]. In order to learn the non-linear relationship between the spatiotemporal MRF image data and multiple quantitative maps, Pirkl et al. [17] proposed to use a CNN architecture combined with relaxation and diffusion-sensitized MRF sequence.

In this study, we propose a channel attention-based CNN architecture to weight important channels before feeding into the CNN architecture. As our proposed method is attention-based, it uses all channels in a weighted fashion instead of reducing the channels, and therefore eliminates loss of temporal information due to the channel reduction. Furthermore, the use of the channel attention mechanism as proposed allows us in order to examine the relative importance of the channels.

Accordingly, there are two major contributions of this work:

- A wide analysis of attention-based channel selections for understanding the significance of each signal in parametric map analysis synthetic.

III. Method

In this section, we will provide the details of our proposed architecture to estimate the MRF parameters.

To empower MRF reconstruction capability, we employed channel-wise attention. Through channel attention, time points are weighted based on attention scores so that the model can understand which time points of the MRF signal are more informative to generate the parametric maps. Channel-wise attention works by aggregating the spatial information of the feature map by using pooling layers to extract inter-channel relationships [8]. Our suggested channel attention module consists of two pooling layers in parallel, shared dense layers, and a sigmoid activation function. Assume, $P_{max}^c$ and $P_{avg}^c$ denote max-pooled and avg-pooled features per channel $C$, respectively. These two pooled layers are fed into shared dense layers as shown in Figure 1 so that input $(I)$ becomes $\mathbb{R}^{1 \times 1 \times C}$. In the first dense layer, channel size is reduced to $\mathbb{R}^{1 \times 1 \times C_{/ratio}}$. The $ratio$, empirically fixed at 4, is a hyper-parameter that controls the reduction. In the next dense layer, filter size is up-scaled to the original size $\mathbb{R}^{1 \times 1 \times C}$. The outputs of the shared dense layers are summed up and fed into a sigmoid activation function. After the channel attention scores - also known as attention maps - are produced, element-wise multiplication is performed to weight the input $I$. The formulation of the channel attention is as follows:

$$\alpha = \sigma(Dense(P_{max}^c(I)) + Dense(P_{avg}^c(I)))$$ (1)

where $\alpha$ denotes attention scores and $\sigma$ refers to the sigmoid activation function. The dense layers are followed by a Rectified Linear Unit (ReLU) activation function.

$$M^c = I \otimes \alpha$$ (2)

where $M^c$ is the output of attention weighted input $I$. The input channels are weighted by element-wise multiplication ($\otimes$) of input $I$ and attention scores $\alpha$.

A. Proposed Model: CONV – ICA

In order to calculate the T1 and T2 maps we propose to use a Convolutional network model on Input Channel Attention (CONV-ICA). The current literature for reconstruction of medical images in MRF relies on reducing the number of channels right after the input layer by using a dense layer or convolution layers. However, this reduction causes loss of temporal information. To overcome this problem, this study suggests that use of a channel attention module before reducing channel size (also known as filter) as channel attention helps to extract important temporal information by weighting the channels and prevents the loss of that information. As illustrated in Fig. 2 our proposed model consists of a channel attention module and four convolution layers with filter sizes of 32, 64, 128, and 64, respectively. The output layer is a dense
Fig. 1: Channel Attention Module Architecture \cite{8} where weighted input data is produced with attention scores. $P_{\text{max}}^c$ denotes max-pooled features, $P_{\text{avg}}^c$ denotes average-pooled features and $M^c$ denotes weighted input data.

Fig. 2: Our proposed CONV-ICA model. The algorithm operates on extracted 4 × 4 patches. Filters of convolution layers that follows the channel attention module are determined as 32, 64, 138, 64 and Dense layer with filter size is 2 which is the number of tissue parameters is followed by ReLu activation function. B. Channel Analysis & Attention-based Channel Selection

In MRF, the data consists of many time points (or channels), which is 2000 in this study, where some of them might be redundant and therefore may compromise predictions and map reconstructions. Accordingly, analysis of these channels is required to investigate which channels are most informative and important for map reconstruction and to eliminate the redundant ones. For this purpose, Balsiger et al. \cite{13} zero-filled the channels one-by-one and compared the results to understand the importance of the zero-filled channel. However, such analysis may not be the best way to find the importance of channels as the zero-filled channel could be learned by the network as informative for reconstruction. To eliminate this issue, we propose to use an attention mechanism that will attempt to intrinsically assign attention and score the features of a given feature map by importance. In order to investigate the importance of each channel by benefiting from the advantage of the attention mechanism as explained, we used the channel attention module of Woo et al. \cite{8} as shown in Fig. 1.

Attention scores are produced after the sigmoid activation function as shown in Fig. 3 and discussed in Section II-A. When attention scores were obtained for each patch, scores of all patches are averaged within each individual channel in order to obtain their distribution over the whole 2000 channels independently. For attention-based channel selection, $n$ channels with the highest attention scores are selected.

The essential channels for tissue parameter estimation could be selected through the channel analysis proposed here, in contrast to the conventional approach where PCA is applied as in \cite{16}. We hypothesize that selection of the most important $n$ channels by analyzing the distribution of attention scores over
Fig. 3: Architecture to produce the attention scores for each channel. Pooling sizes for Max Pooling and Average Pooling are determined as $4 \times 4$ which is input patch size. Units of dense layers are determined as 500 by dividing our signal length to the reduction ratio which is decided as 4 and is upwarded in the next dense layer to input channel length.

all channels (Fig. 4) is a better way for channel reduction and elimination of redundant channels.

Fig. 4: The first plot shows the change of flip angle, where Echo Time (TE) and Repetition Time (TR) were fixed during acquisition, over the 2000 channels. The second plot is the distribution of corresponding attention scores over the 2000 channels obtained from Channel Attention Module, which allows to observe the importance of channels respectively.

IV. EXPERIMENTAL RESULTS

We provide details of our experimental setup and results of our proposed model in comparison to state-of-the-art methods in this section. Methods of comparisons - Balsiger et al. [13], Chen et al. [16], Hoppe et al. [18], [12], and Fang et al. [15] - are trained and tested by using 3-fold cross validation. As all methods are evaluated over 3 subjects, cross-validation is applied by selecting 1 subject for testing, and the other 2 for training, and continued that process until each subject is selected for testing. Mean absolute error in percentage (Eq. 3) is used as an evaluation metric.

The proposed model is fed by patch-wise input with size of $4 \times 4$ and only the magnitude of the signal was used in this study. ADAM [19] optimization with a learning rate of $15 \times 10^{-4}$ was used while training by minimizing the mean squared error. Batch size was experimentally selected as 512 and the model was trained for 100 epochs. Early stopping with patience parameter of 15 was used to prevent over-fitting. The Keras [20] deep learning library with TensorFlow [21] back-end was used in the Google Colaboratory environment with 25 GB RAM of GPU.

Equation 3 below defines the mean absolute error in percentage metric, in which $N$ represents the total number of pixels, $\hat{P}_i$ refers to the estimated value and $P_i$ represents the actual value.

$$\text{Error} = \frac{1}{N} \sum_{i=1}^{N} \frac{|P_i - \hat{P}_i|}{\max(P_i)} \times 100$$

A. Data

The model is trained and tested on a synthetically generated complex-valued MRF signal. Extended Phase Graph (EPG) [22] is used to generate the MRF dictionary for a range of $T1 = [0: 2: 500] [500: 5: 1000] [1000: 10: 2000] [2000: 50: 4000]$ ms, and $T2 = [0: 1: 100] [100: 2: 500]$ ms. Repetition Time (TR) is fixed at 4.3ms for utilization of a gradient echo readout.

B. Model Comparison

Table I shows that proposed approach achieves the best performance for both T1 and T2 parameters as compared to the state-of-the-art models. The results suggest that, using a channel attention mechanism to produce weighted channels leads to a decrease in the reconstruction error for our data set as weighted channels help to avoid losing the important temporal information while reducing the number of channels. Because of under-sampling in k-space during MRF acquisition, the dictionary matching algorithm produces erroneous reconstructions.

TABLE I: Comparisons of proposed model with a variety of available techniques where errors are calculated between ground truth images and background-masked reconstructed images as shown in Figure 5 by using Mean Absolute Error (MAE) in percentage. *SVD is used for channel reduction from 2000 to 5 in pre-processing for Dictionary Matching.

| Models               | T1 - MAE(%) | T2 - MAE(%) |
|----------------------|-------------|-------------|
| Dictionary Matching  | 4           | 1.01        |
| Dictionary Matching* | 4.7         | 1.96        |
| Hoppe et al. [12] (RNN) | 5.61       | 1.79        |
| Chen et al. [16]     | 3.38        | 1.3         |
| Hoppe et al. [12] (CNN) | 2.07       | 1.03        |
| Balsiger et al. [13] | 1.82        | 1           |
| Fang et al. [15]     | 1.72        | 1.14        |
| Proposed             | **1.58**    | **0.57**    |

C. Segmentation Comparison

Table I expresses comparison of the proposed model and state-of-the-art models for different brain regions, for instance, Skull Stripped, Gray Matter (GM), White Matter (WM), and Cerebrospinal Fluid (CSF) that are extracted by automated segmentation. For segmentation, the Statistical Parametric
Mapping (SPM12) [23] is used and errors due to automated segmentation were ignored. Results demonstrate that the proposed method achieved the best reconstruction performance for both parametric maps in all the brain sub-regions.

The qualitative results presented in Fig. 5 visually demonstrate the reconstruction performances of the proposed model and the models in comparison for the T1 and T2 parameters. The rows marked as T1 and T2 (1st and 3rd rows, respectively), show the reconstructed tissue parameters by the models. T1 error and T2 error images (2nd and 4th rows, respectively) show the differences between the reconstructed and true tissue parameters. These qualitative results further support that the proposed model achieves the best performance visually for the reconstruction of T1 and T2 tissue parameters.

D. Effect of Channel Selection

The channels are analyzed to investigate the important channels for reconstruction and to eliminate redundant ones. Through the determination of the most important channels, n channels are selected to enhance tissue parameter reconstruction. We proposed a new channel selection method: attention-based selection. To evaluate the performance of the proposed channel selection method empirically, we experimented with two more channel selection schemes, PCA-based and random, and carried out a performance comparison with our proposed method. Table IV shows MAE errors in percentage (Equation 3), between the ground truth and reconstructed image for n number of channels selected by the methods: Attention-based, PCA, and Random. Following the channel selection, the proposed model CONV-ICA is used for training. For performance evaluation, 3-fold cross validation is carried out by using the mean absolute error in percentage as a metric. Quantitative results presented in Table IV show that attention-based channel reduction results in a decrease in the reconstruction error while PCA-based and random selection schemes cause to increase the reconstruction error. The important advantage of attention-based channel selection is reducing the need of resources and run time for algorithms.

Fig. 7: Channel selection methods are compared with true tissue parameters, T1 and T2 respectively, when channel size is reduced from 2000 to 40. The rows marked as T1 and T2 (1st and 3rd rows, respectively), show the reconstructed tissue parameters by the models. T1 error and T2 error images (2nd and 4th rows, respectively) show the differences between the reconstructed and true tissue parameters.
TABLE II: Proposed model and state-of-the-art methods compared quantitatively for segmented brain tissues, such as Skull Stripped, Gray Matter (GM), White Matter (WM), and Cerebrospinal Fluid (CSF). Mean Absolute Errors in percentage are calculated between segmentation of ground truth and reconstructed image for both T1 and T2 tissue parameters.

| Models                        | SKULL STRIPPED | GM       | WM       | CSF       |
|-------------------------------|----------------|----------|----------|-----------|
|                               | T1 - MAE(%)    | T2 - MAE(%) | T1 - MAE(%) | T2 - MAE(%) | T1 - MAE(%) | T2 - MAE(%) | T1 - MAE(%) | T2 - MAE(%) |
| Dictionary Matching           | 2.80           | 0.68     | 0.99     | 0.06      | 0.34       | 0.03       | 2.20       | 0.57       |
| Dictionary Matching*          | 2.77           | 1.38     | 0.97     | 0.21      | 0.40       | 0.11       | 2.14       | 1.04       |
| Hoppe et al. [12] (RNN)       | 3.89           | 1.51     | 2.03     | 0.34      | 1.17       | 0.18       | 2.96       | 1.16       |
| Chen et al. [16]              | 1.57           | 0.94     | 0.62     | 0.18      | 0.33       | 0.08       | 1.19       | 0.75       |
| Hoppe et al. [18] (CNN)       | 0.98           | 0.74     | 0.38     | 0.08      | 0.22       | 0.04       | 0.77       | 0.59       |
| Balsiger et al. [13]          | 0.83           | 0.73     | 0.40     | 0.21      | 0.21       | 0.15       | 0.66       | 0.54       |
| Fang et al. [15]              | 0.76           | 0.84     | 0.35     | 0.38      | 0.19       | 0.23       | 0.59       | 0.62       |
| Proposed                      | 0.68           | 0.37     | 0.31     | 0.04      | 0.15       | 0.01       | 0.54       | 0.29       |

TABLE III: Comparison of number of trainable parameters in million, training time in minutes and prediction time in seconds between the proposed model and various available techniques as well as the dictionary matching method. All methods except Hoppe et al. [18], used patch-wise input. Chen et al. [16] used PCA and reduced channels to 10 components. *SVD is used for channel reduction from 2000 to 5 in pre-processing for Dictionary Matching.

| Model                        | # of Trainable Params (mn) | Training Time (min) | Prediction Time (sec) |
|------------------------------|---------------------------|---------------------|-----------------------|
| Dictionary Matching          |                           |                     |                       |
| Dictionary Matching*         |                           |                     |                       |
| Hoppe et al. [12] (RNN)      | 16.17                     | 15                  | 43.61                 |
| Chen et al. [16]             | 0.41                      | 1.95                | 7.44                  |
| Hoppe et al. [18] (CNN)      | 0.22                      | 4                   | 1.45                  |
| Balsiger et al. [13]         | 9.74                      | 61.66               | 145.32                |
| Fang et al. [15]             | 1.97                      | 58.33               | 18.58                 |
| Proposed                     | 2.74                      | 30                  | 21.81                 |

TABLE IV: Comparison of cross validated mean absolute error (MAE) errors in percentage for each channel selection method, attention-based selection, reduction by PCA and random channel selection when $n$ number of channels are selected for both T1 and T2 values.

| Method / $n$          | T1 - MAE(%) | T2 - MAE(%) |
|-----------------------|-------------|-------------|
| Attention / 100       | 2.07        | 0.79        |
| PCA / 100             | 6.22        | 1.48        |
| Random / 100          | 2.26        | 0.84        |
| Attention / 200       | 1.88        | 0.68        |
| PCA / 200             | 4.49        | 1.71        |
| Random / 200          | 2.08        | 0.69        |
| Attention / 300       | 1.93        | 0.77        |
| PCA / 300             | 4.85        | 1.65        |
| Random / 300          | 2.08        | 0.78        |

E. Effect of Patch Size

In this study, we are utilizing patches to calculate the tissue parameter maps using our architecture. Patch-wise input helps spatial information to be learned by the models. In this section, various patch sizes are tested in order to examine the effect of patch size for reconstruction capability. Table V shows that the use of 8×8 as the patch size achieves the lowest reconstruction error values for both T1 and T2 tissue parameters. Patch size 12×12 performs the second-best reconstruction for both T1 and T2 value. As a result, it is observed that patch size 8×8 is optimal for the lowest reconstruction error. However, because of insufficient computational resources, patch size was selected as 4×4 in this study. For investigation of the effect of patch size, attention-based channel selection is applied to reduce channel size from 2000 to 40 and patch size is increased accordingly.

TABLE V: Comparison of various patch sizes and reconstruction mean absolute errors (Eq.3) in percentage respectively. Because of lack of resources, time points were decreased to increase patch size. After attention-based channel selection is performed where channel size is reduced from 2000 to 40, patch sizes are increased and reconstruction errors are observed.

| Patch Size | T1 - MAE (%) | T2 - MAE (%) |
|------------|--------------|--------------|
| 4×4        | 2.67         | 1.05         |
| 8×8        | 2.46         | 0.99         |
| 12×12      | 2.63         | 1.05         |
| 16×16      | 2.88         | 1.12         |
| 24×24      | 3.02         | 1.19         |

V. DISCUSSION

We proposed a new deep learning architecture to address the drawbacks of the dictionary matching algorithm whilst accelerating and improving reconstruction of T1 and T2 values. The proposed method takes advantage of the channel attention mechanism which focuses on important time frames in temporal domain. Therefore, channel attention mechanism at the beginning of the model helps to eliminate the loss of temporal information, while fully convolutional network extracts the spatial information from patch-wise input to reconstruct from MRF signal more accurately than the previously proposed methods. Qualitative and quantitative results demonstrate that
In addition to input channel attention, we suggest a new channel selection method: attention-based selection. As MRF data consists of many channels and thus requires high computational resources to process, selection of the most informative channels is needed to decrease the demand of resources such as RAM. Throughout the experiments, it has been observed that approximately 200 channels are sufficient to significantly reduce the need for resources, while maintaining the reconstruction capability. Besides, it helps to accelerate runtime and computational time as data becomes smaller. Additionally and more importantly, during the acquisition of the MRF signal, the parameters are continuously varied to get unique signal evaluations, which may create redundant temporal information [11]. Therefore, channel selection in MRF data is crucial to keep the most informative and the least redundant temporal frames. Results shows that attention-based selection helps for the best reconstruction among other channel selection methods such as PCA and Random selection for the T1 and T2 tissue parameters. As attention-based channel selection method is deep learning-based, increasing the amount of data will lead to better generalization of channel selection in a more reliable manner, and could outperform random selection significantly in bigger data sets.

In the future, the proposed input channel attention mechanism could be adapted to the U-Net architecture [24] which has shown promising reconstruction capabilities recently [25] and other powerful architectures for MRF tissue reconstruction. MRF signal is originally a complex-valued data comprising real and imaginary parts. While the magnitude of the MRF
signal is exploited solely in this study (similar to most of the state-of-the-art), in the future it is worth exploring the combined use of real and imaginary parts of the signal as some studies suggest [12, 20, 21]. Finally, as a future study, we aim to validate our method on larger data sets and other anatomical regions.

In conclusion, this study shows that employing channel reduction at the beginning of the model causes loss of temporal information which is important for the reconstruction of T1 and T2 parameters. To overcome this problem, we proposed deep learning-based input channel attention that can be easily applied to each model. Additionally, we analyzed effect of patch size on reconstruction performance, and furthermore demonstrated quantitatively and qualitatively that the proposed attention-based channel selection achieves the best reconstruction performance.
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