A Novel Approach to Wearable Image Recognition Systems to Aid Visually Impaired People
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Abstract: Action and identification problems are the challenges that visually impaired people often encounter in their lives. The high price of existing commercial intelligent auxiliary equipment has placed enormous economic pressure on most visually impaired people in developing countries. In order to solve this problem, this paper proposes a smart wearable system that performs image recognition. The system adopts the method of cloud and local cooperative processing. The cloud server mainly performs image processing, while the local unit only uploads images and feedback results. Therefore, the processor of the system does not need to use expensive high-performance hardware, and the cost is greatly reduced. Moreover, the algorithm running on the cloud server can also guarantee the speed and accuracy of recognition. In addition, we have changed the traditional video continuous scanning strategy to a mechanism for capturing points of interest, reducing power consumption. The attitude correction mechanism based on error codes of the system can effectively help the visually impaired to cope with the common living scenes, and the multiple priority feedbacks and arbitration mechanism will ensure real-time feedback of the system. The proposed smart wearable device has been tested in the actual scene, which proves to be helpful to the visually impaired people. It helps them find the right people and objects and read text.
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1. Introduction

Visual impairment is a common health problem in different age groups. According to the World Health Organization (WHO) Fact Sheet of 2018, 253 million people [1] in the world are estimated to be visually impaired (VI), among which 36 million are blind and 217 million suffer from moderate to severe visual impairment. Action and cognition are the two major challenges that most visually impaired people (VIP) have in their daily lives. The corresponding solutions are navigation and image recognition. In short, if the navigation and image recognition technology can be integrated into a wearable device [2], it can greatly alleviate the current difficulties of visually impaired people.

Most of the assistive systems for the visually impaired collect visual information through various sensors, and then convert to auditory or tactile information [3–5]. However, the research of the assistive system is more oriented towards navigation, which is mainly to help the users solve the problem where they are and where they would go.

For instance, Pissaloux et al. [4] proposed a TactiPad device in the shape of a cube with an edge length of 8 cm weighting only 200 g. The TactiPad is mainly used for obstacle detection and a tactile gist display. Its surface can be manually explored by unconstrained hand movement. Patil, Kailas et al. have proposed a NavGuide system [6] that contains six ultrasonic sensors to detect obstacles in different directions. The system also helps the visually impaired to turn left, right, front and avoid wet floors.
Yi Y et al. [7] designed a blind-guide crutch based on multiple sensors, which uses ultrasonic sensors to avoid obstacles and sends out alarm information in the form of vibration and voice. External GPS receiver [8,9] can also be used to improve the locating accuracy, but this system can only be applied outdoors.

In addition to an ultrasonic sensor [10], RFID (Radio Frequency Identification) sensor [11,12], RGB-D camera [13] and Kinect depth camera [14] are also available as sources of visual information. But RFID systems are expensive and require indoor installation in advance, so are not adaptable to unfamiliar environments. Images captured by RGB-D cameras and Kinect cameras are converted into deep images, which consume a lot of computing resources during processing. It is improper for low-power devices. Therefore, this paper uses an ultrasonic sensor as the main obstacle avoidance sensor.

However, wearable devices that do not support object recognition are difficult to meet the daily needs of the visually impaired. They cannot know the object information of the target in front (whether it is a person or a thing, and what is the specific name). In view of this, researchers have shifted the focus of auxiliary equipment to object recognition.

As early as 2005, Krishna et al. [15] developed a pair of glasses for real-time facial recognition. They selected principal component analysis (PCA) algorithm for face recognition, with high accuracy under different facial posture and illumination angles. However, its processor is still an external small computer, so the whole system is not a perfect wearable device.

Dakopoulos D et al. [16] proposed a smart white cane that can be used for facial and expression detection. The algorithm is based on a commercial solution FaceSDK to match images to a user-built database and provide real-time audio feedback. However, the cane does not consider low power consumption.

Utsumi, Yuzuko et al. [17] designed a wearable facial recognition device, which consists of a camera, a head mounted display (HMD) and a computer. The system detects faces by using the Adaboost algorithm proposed by Viola. However, it can only detect and track a human face, so it is useless when the user meets more than two people. In addition, the use of desktop PC reduces the mobility of the device.

Most image recognition systems typically require high-performance hardware. However, a group of researchers [18] present that it is technically possible to develop a simple real-time face recognition system in a wearable device with low processing power. And they designed the Samsung Galaxy Gear, a smartwatch device that can recognize and register faces. But the problem is that in the face detection process, the user and the camera must be still for a few seconds before the next recognition process, which undoubtedly brings inconvenience to the user. Moreover, in the system test, the identification accuracy was only 83.64%.

In another study [19], the author developed a head-mounted wearable device equipped with a stereo camera, which can provide navigation service and object recognition for the blind. The system sends the video sequence collected by the camera to the cloud server through the smartphone for path planning and object recognition. However, the depth information required for the simultaneous localization and mapping (SLAM) algorithm is usually large, and it takes some time to transmit to the cloud platform, so the real-time performance will be affected. Furthermore, the device relies on smartphone support, so the controller itself cannot complete the upload service.

Recently, some researchers have proposed a Kinect-based wearable face recognition system [20], which uses a Microsoft Kinect sensor to collect facial information and perform face detection. The system can generate a sound associated with the identified person, virtualizes at his or her estimated 3-D location, making users feel that the source of sound is the location of the target. This approach is superior to the traditional face detection method but does not support object and text recognition.

With the development of artificial intelligence technology, there have been some commercialized products. The emerging smart devices such as OrCam myeye2 [21] and eSight [22], combined with image recognition technology, can help visually impaired people identify faces, texts and products, but they do not support visual path navigation.
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Oxsight [23] captures the shape and distance of objects in the surrounding environment through a 3D camera, enhances the objects by highlighting, and outputs them to the mini screen of glasses. However, Oxsight can only be seen by some people with mild vision impairment, so it is hopeless for the blind.

Additionally, these commercial devices are very expensive. OrCam MyEye2 is worth $4491.9 and eSight costs $5950. However, according to the survey, about 90% of visually impaired people come from developing countries. The price will make them unaffordable. OrCam MyEye2 is also powered by a mobile power source, which undermines the portability of the wearable device. The battery life of eSight is only 2 h.

This paper aims to develop a low-cost and effective wearable smart glass, which can help users find the right people, identify common objects in life, and read paper texts. The main contribution of this paper is to propose a low-cost solution for cloud image recognition and local human-computer interaction. This method can overcome the disadvantages of expensive smart devices such as OrCam Myeye2 and ensure the accuracy and reliability of identification while ensuring low-cost and low power consumption. The entire system is deployed on a pair of lightweight and wearable glasses, to provide sound feedback and navigation for visually impaired people. The performance comparison between the system and other auxiliary equipment is shown in Table 1.

Table 1. Comparison with other equipment in performance parameters.

| Equipment            | Our System | OrCam MyEye2 [21] | Oxsight [23]          | eSight [22]          | AngleEye [24]          |
|----------------------|------------|-------------------|-----------------------|----------------------|------------------------|
| Appearance Description | Glasses    | Glasses + Controller+ External power | Glasses + Controller | glasses+ APP         |
| Target user          | ALL VIP    | ALL VIP           | Low vision people      | Low vision people    | ALL VIP                |
| Image Recognition    | Y          | Y                 | N                     | N                    | Y                      |
| Obstacle avoidance   | Y (defective) | N              | N                     | N                    | Y (Route navigation through voice) |
| Independent          | Y          | Y                 | Y                     | Y                    | N (needs APP)         |
| endurance time of the battery by button | 5 h (1200 mAh) | Unpublished (320 mAh) | Unpublished (external power) | 2 h (unpublished) | Unpublished (external power) |
| Price ($)            | 250        | 4491.9            | 377.25                | 5950                 | 1191.6                 |

The rest of this article is organized as follows: Section 2 presents the hardware configuration of the smart device and overall system architecture. Section 3 describes the core algorithm and mathematical model of the system. Section 4 shows some test results and proves the effectiveness of the intelligent system. Finally, some conclusions are drawn in Section 5.

2. Proposed Architecture

2.1. System Overview

Our proposed cloud-based recognition solution is shown in Figure 1 below.
The proposed system (as shown in Figure 1) is a wearable device based on the cloud server for image recognition. Its sensors include a micro camera, ultrasonic sensor, and infrared sensor. The system uses the Raspberry Pi as the local processor, connecting to the cloud server via Wi-Fi or 4G network. It takes advantage of the cloud server’s powerful parallel computing power and huge storage capacity. All visual and voice processing algorithms that consume more CPU (Central Processing Unit) computing resources run in the cloud. Like the remote human brain, the cloud platform can efficiently process target information and feed the results back to the user.

Specifically, after wearing the smart glasses, the users have access to scan the points of interest. Considering the safety of visually impaired people, this program will be running until it shuts down. Scanning points of interest adopts the fusion recognition scheme of ultrasonic sensor and infrared sensor. When the infrared sensor detects someone in front of the user, there will be a ringtone prompt. The user can touch the button to start the recognition process, and the camera will capture the front image. The server will extract and identify the faces, objects and text information that may be contained in the images uploaded by the client. The server’s recognition result will be transmitted to the client and then converted to voice feedback to the user through TTS (Text To Speech) technology.

2.2. System Architecture

Elements in the system:

- Cloud-based Server: This unit is a cloud computing platform, integrated with intelligent algorithms such as face recognition, object recognition, optical character recognition (OCR) text recognition. The server of the system uses the Baidu Cloud Server. Running the image recognition algorithm on small embedded devices brings on excessive resource usage and overlong processing time. But for a cloud server with very high hardware configurations, these algorithms can be run in parallel at high speed while ensuring accuracy and speed. It can accept processing requests from
many clients at the same time, and then return the recognition results to the client in a short time, as shown in Figure 2.

- Local Unit: it includes the control unit and the input/output unit. The structure and function of the local unit are shown in Figure 3.

(a) Control unit: This unit is the brain of the whole system, which is responsible for receiving and processing visual information collected by the sensors, uploading images and analyzing the results of the server feedback. Compared to smart glasses of OrCam Myeye2, this solution has lower capability requirements for the CPU. Because the complex image recognition algorithms are run on the server instead of the local unit.

(b) Input/output unit: It includes a micro camera, ultrasonic sensor, infrared sensor and headphone. The camera is the most important input part of the wearable device, serving as the “eye” of the user, which can capture the information of the surrounding environment. The ultrasonic sensor is used to measure the distance from the user to the front obstacle. Infrared sensor is mainly used to help users identify whether there is a person in front of them. It is an important input source of the multi-sensor fusion algorithm. In the choice of earphones, two options are provided: single-in-ear headphones, or Bluetooth-enabled bone conduction headphones (especially for hearing impaired people).

- Network unit: the most important problem of online identification is the networking problem. Visually impaired people cannot configure the network, so it is necessary to maintain a good Internet connection. The system supports WIFI and 4G mobile communication. Because the stability of outdoor WIFI is too poor, 4G communication Internet has become an alternative to outdoor networking.

![Figure 2. Cloud server and multiple local terminals.](image)

![Figure 3. Local unit.](image)

2.3. Physical Model

Figure 4 shows a three-dimensional model diagram of the device and a description of each part. It can be worn on the head like glasses, which is the general form of user operation. At the same time, since the controller and power supply of the device are modular in design, it can be disassembled.
The user can hold the controller and power it with mobile power. Figure 5 shows the final form of the device.

**Figure 4.** The 3D model of the device.

**Figure 5.** The head-mounted type device (left) and hand-held type device (right).

3. Model and Algorithm

3.1. Image Recognition Module

In the image recognition algorithm, in addition to secondary development based on the OPENCV library, there is also the use of deep learning to complete face and object recognition. However, the hardware requirements of these algorithms are too high, which is inconsistent with our low-cost design requirements.

Therefore, we abandon the local identification scheme. In the selection of online recognition algorithms, Aliyun and Baidu Cloud and Tencent Cloud have their own recognition algorithms, but considering the openness and accuracy of Baidu AI, Baidu cloud server is finally chosen as the processing module for image recognition. Baidu AI server provides high-precision recognition of faces, objects and text. Therefore, when the camera captures the front image, the controller encodes the image and uploads it to the Baidu cloud server for processing.

With its high-performance server, the system proposed in this paper can balance the two core issues of real-time and accuracy. Moreover, we can focus more on the human-computer interaction between the visually impaired and the device.
3.2. Point of Interest Capture Algorithm Based on Multi-Sensor

The smart devices proposed in [19] and [23] obtain results by continuously scanning spatial information, which can bring more complete scene information and experience to users, but it will also bring a series of negative effects. First, continuous scanning requires hardware devices with extremely high processing power to ensure real-time performance.

Secondly, when there are many objects and people in the scene, even if the recognition speed is fast, the speed of the speech feedback to the user cannot keep up, because the pace of speech usually needs to be uniform to make people understand. Finally, continuous scanning can also lead to increased power consumption and impact on usage time.

Therefore, in this paper, an algorithm is designed to obtain the “point of interest” for recognition. Ultrasonic sensors and IR sensors are used to identify “points of interest” (usually people, larger objects, etc.) and then let the user select whether to identify through a touch button.

The calculation formula of ultrasonic ranging is shown in Equation (1):

\[ S = \frac{1}{2} c \times t \]  

where \( S \) is the measured distance, \( c \) is the ultrasonic propagation speed, and \( t \) is the transit time.

The speed of sound in an ideal gas is shown in Equation (2).

\[ c = \sqrt{\frac{\nu RT}{\mu}}, \nu = 1.40, R = 8.314 \text{ kg}/(\text{mol} \cdot \text{K}), T, \mu = 2.8 \times 10^{-3} \text{ kg/mol} \]  

After substituting the parameters, the approximate formula for the speed of sound is shown in Equation (3).

\[ c = 331.5 + 0.6t \]  

where \( t \) is centigrade, \( t = T - 273.5 \).

If the ultrasonic sensor detects an obstacle within the detection range, the infrared sensing sensor detects whether the target contains the human body. This situation can be denoted by \( X \). If the human body is detected, a prompt tone is immediately sent back to the user. The user can choose whether to start the identification by himself or not, and the status is denoted by \( P \). It is mainly for the visually impaired to quickly understand the situation of the surrounding people, such as finding friends at the party and looking for family members indoors. \( X \) and \( P \) as two state functions can be expressed as Equations (4) and (5).

\[ X = \begin{cases} 1, & \text{if } |d| \leq |d_0| \text{ and } |r| \leq |r_0| \\ 0, & \text{if others} \end{cases} \]  

where \( d \) represents the distance measured by the ultrasonic sensor, \( d_0 (= 100 \text{ cm}) \) represents the set maximum distance of detection, \( r \) represents the distance detected by the infrared sensor, and \( r_0 (= 100 \text{ cm}) \) represents the maximum detection range.

\[ P = \begin{cases} 1, & \text{if user press the button} \\ 0, & \text{if others} \end{cases} \]  

Detailed execution steps are shown in Figure 6. The recognition result will include the number of people in the scene, personnel information (name, expression), the name of the object contained in the scene and the text information. The feedback mechanism will be introduced in the next section. Figure 6 shows the detailed algorithm flow chart of the scheme.
3.3. Multithreaded Processing Algorithm

Parallel processing algorithms [25] are often used in systems with real-time requirements. In order to improve the real-time performance of the device, this paper adopts a multi-thread processing scheme. It divides face recognition, calculation of the number of people, object recognition and text recognition into four threads \( M_i (i = 1, 2, 3, 4) \) for processing. This algorithm is superior to the sequential implementation of four identification schemes. Through multi-thread processing, the thread that gets the fastest result does not directly feedback. Instead, it temporarily stores the result and finally determines the final output order through a multi-layer priority feedback mechanism (described in Section 3.5). We use function \( F(\alpha, M_i) \) to assign the priority of the thread, which is shown as Equation (6).

\[
F(\alpha, M_i) = \begin{cases} 
0, & \text{Program initialization} \\
\alpha + 1, & \text{if Thread } M_i \text{ is executed correctly} \\
-(\alpha + 1), & \text{if Thread } M_i \text{ is executed incorrectly} 
\end{cases}
\]  

(6)

where \( \alpha \) represents the weight of the priority, and its initial value is 0. The smaller the absolute value of \( F(\alpha, M_i) \), the higher the priority of this thread. For example, when the user captures a photo of a person holding a cup of water, the face is partially obscured by the cup. If the water cup is first recognized, the object recognition priority \( f_1 = 1 \); while the face is occluded, an error message is presented, and the priority of the face recognition is \( f_2 = -2 \). Because \( f_1 > f_2 \), the user will first hear the feedback of the “cup”.  

---

**Figure 6.** Point of interest capture algorithm based on multi-sensor.
For the scheme that sequentially performs these four identification functions, we use $T_a$ to represent the main computation time cost of the program. $t_i$ represents the time required for the thread $M_i (i = 1, 2, 3, 4)$ to run separately, and $t_{si}$ denotes the time required for each thread’s results to be converted to speech, and their relationship is expressed as Equation (7).

$$T_a = \sum_{i=1}^{4} t_i + \sum_{i=1}^{4} t_{si}$$  \hspace{1cm} (7)

However, through the multi-threaded processing algorithm of this paper, the main computational cost of the program will change to $T_b$, which is shown as Equation (8).

$$T_b = \max\{t_1, t_2, t_3, t_4\} + \sum_{i=1}^{4} t_{si} < T_a$$  \hspace{1cm} (8)

For the user, the total time he takes from pressing the recognition button to listening to the full voice message is $T_u$, which is shown as Equation (9).

$$T_u = \max\{t_1, t_2, t_3, t_4\} + \sum_{i=1}^{4} t_{si} + \sum_{i=1}^{4} t_{vi}$$  \hspace{1cm} (9)

where $t_{vi}$ represents the time required for each voice result to be played.

### 3.4. Posture Correction Mechanism Based on Error Codes

The infrared sensor can detect a certain area in the front, but the user does not know the specific location, which may lead to an incomplete face being captured by the camera. In this paper, the algorithm of correction mechanism based on error code is used to make up for this deficiency.

In the process of recognition, the error code occurs because the program is not working properly. The reason for the error code is mainly because the picture quality is unqualified, such as the light is too strong or too dark, the picture is too blurred, and the shooting target is incomplete. Visually impaired people are not aware of these situations, so these error codes just provide them with information. For example, if the error code is 223124, that is, the degree of occlusion of the left face is too high. The user will receive the audio instruction “The left face is occluded, please move to the left”, and then make corresponding movement adjustment. Table 2 lists some of the voice prompts indicated by the error code.

| Error Code | Sound Prompt         |
|------------|----------------------|
| 222202     | picture not have face|
| 222207     | match user is not found|
| 223113     | face is covered      |
| 223114     | face is fuzzy        |
| 223115     | face light is not good|
| 223116     | incomplete face      |
| 223125     | right eye is occlusion|
| 216200     | empty image          |
| 282102     | The target is not detected|
| 282103     | target recognize error|

### 3.5. Feedback and Arbitration Mechanisms Based on Multiple Priority

Most of the information obtained by the visually impaired comes from auditory cues, so all the recognition results must be converted to audio by TTS technology, and the conversion time will also affect the real-time performance. At the same time, the audio the user hears should be played
at a constant speed, so the first information to be played must be the most important information. Therefore, for the obstacle avoidance process, it has the highest requirements for real-time performance, so the system uses vibration and ringtone feedback. In the aspect of image recognition, different identification information is divided into multiple priorities according to function $F(\alpha, M_i)$. Users will get higher priority information first. The returned information is shown in Table 3.

| Thread $M_i$ | Condition | Return Result |
|--------------|-----------|---------------|
| $M_1$ | Human beings in the picture ($F(\alpha, M_1) > 0$) | Number of the people |
| $M_2$ | Image quality is unqualified ($F(\alpha, M_2) < 0$) | Left/right face is occluded, Blurring pictures, The light is too strong |
| | Registered in the face database ($F(\alpha, M_2) > 0$) | name |
| | Not added in the face database ($F(\alpha, M_2) < 0$) | appearance information (age, expression, glasses) |
| $M_3$ | Object ($F(\alpha, M_3) > 0$) | Object name |
| $M_4$ | Book or other text ($F(\alpha, M_4) > 0$) | sound of the text |

4. Evaluation

This section will mainly test the accuracy and real-time performance of the system as well as its advantages compared with traditional devices. In Section 4.1, we describe the preparation of the dataset; in Section 4.2, we used the dataset to complete the test on the accuracy of face recognition and object recognition and select a reasonable threshold. We also selected different scenes to complete the function of crowd counting. In Section 4.3, we mainly test the advantages of the algorithm that does not rely on hardware, which proves the feasibility of the low-cost scheme. Meanwhile, the real-time analysis of the device is also obtained through the test results. In Section 4.4, we invited visually impaired people to conduct user experience tests and designed a questionnaire to get their feelings and suggestions after using this device.

4.1. Data Set Preparation

In 2015, Baidu AI’s image recognition algorithm won the first place with an accuracy of 99.7% in the Labeled Faces in the Wild (LFW) test. However, under the hardware conditions of this device, it is still necessary to retest its accuracy. In addition, it is difficult for visually impaired people to always take high-quality pictures, so this device cannot blindly pursue high accuracy, and it is necessary to select a reasonable threshold as a criterion for judging whether the recognition is successful.

Two currently published image recognition datasets LFW (Labeled Faces in the Wild) [26] and PASCAL VOC (Visual Object Classes) [27] were used. LFW is a database for face recognition research that contains 13,000 face images. Each face has been labeled with the name of the person pictured. 1680 of the people pictured have two or more distinct photos in the data set. In this test, LFW will be used for the test of face recognition. And advantage algorithms [28–32] can be employed in data processing in future work.

Our goal is not just to test accuracy at the algorithm level, but also to consider the hardware limitations of wearable devices and the needs of real-life users. According to the real life of visually impaired people, they often meet friends and relatives, so the number is not very large. Therefore, we define the number of faces they often see as 100. We have prepared three training sets and three test sets. Each training set contains 100 face images randomly selected from the LFW. Each test set contains 10 strange faces and 90 faces in the training set (but under other postures and expressions, not the original picture). Figure 7 shows some sample face of the test set.
PASCAL VOC2007 is mainly used for the test of object recognition. It contains a total of 9963 images, all of which are shot in real scenes, including people, birds, bicycles, buses, cars, bottles, chairs, dining tables, plants and other 20 common objects in daily life. We have prepared two test sets, each of which will randomly select 300 images from VOC2007. Figure 8 shows some sample picture of the test set.

4.2. Accuracy Test

4.2.1. Face Recognition in Simulation

In the experiment, we first registered the training data set into the face database. Ten unregistered faces were mixed into each test set, and the remaining 90 were all registered faces. Because faces have different similarity, we set a threshold to determine whether it is the same person. If the similarity is greater than the threshold, it is considered the same person. In this experiment, we set five possible values as thresholds for identifying test sets, and then select the most appropriate threshold according to the experimental results. The results are shown in Table 4. A total of 15 experiments were conducted, and the recognition results were recorded. TPR (true positive rate), FNR (false positive rate), FDR (false positive rate) and TNR (true negative rate) were obtained, and the results are shown as Figure 9.

Figure 7. Partial sample face of the Labeled Faces in the Wild (LFW) database [26].

Figure 8. Partial sample pictures of the LFW PASCAL VOC2007 [27].
Table 4. The number of faces successfully recognized under different thresholds.

| Threshold | Test_Face 1 | Test_Face 2 | Test_Face 3 |
|-----------|-------------|-------------|-------------|
| 90        | 81          | 84          | 88          |
| 85        | 77          | 79          | 86          |
| 80        | 84          | 81          | 85          |
| 75        | 87          | 85          | 88          |
| 70        | 83          | 82          | 90          |

![Graph showing TPR and FNR](image)

Figure 9. True positive rate (TPR) and true negative rate (TNR) under different thresholds.

It can be found that the higher the threshold we set, the smaller the value of TPR, and the larger the value of FNR, indicating that the probability that the same person is judged to be false is greater. However, in complex environments such as people’s facial expressions or different lighting and shooting angles, the higher threshold cannot be unilaterally pursued. According to the performance of the system under the five thresholds, it is reasonable to set the threshold to 80. Because in our device, the system has a feedback mechanism based on error codes. For faces with blurred or too strong light, there will be prompt feedback, and the corrected picture will be clearer than the face picture in LFW, so the recognition accuracy will be improved.

4.2.2. Object Recognition in Simulation

In the test, images of the two test sets selected from the VOC 2007 are identified one by one, and the recognition results are compared with the correct classification results. The recognition accuracy of the two groups of experiments was 88% and 90%. The main reason for the recognition error is that the picture light in the VOC is too dark or the scene contains too many people or objects.

The partial recognition results are shown as Figure 10.

![Image showing object recognition results](image)

Figure 10. Some results of object recognition.
4.2.3. Crowd Counting in Simulation

In the experiment of crowd counting, the street with strong light, the group discussion on the indoor table and the underground passage with dark light were selected as the test scene. It can be found that the recognition is very accurate. On the other hand, this function only provides the user with an overall awareness, and the accurate result still depends on face recognition, so it allows a certain range of errors to exist. The recognition results in the three scenarios are shown in Figure 11.

![Recognition results in the three scenarios.](image)

Figure 11. The recognition results in the three scenarios.

4.3. Contrast Test

In order to test that this algorithm is not particularly dependent on hardware performance, we run the algorithm on two processing platforms with very different performance. The test equipment selected is a PC with Ubuntu16.04, and its CPU is Intel(R) i7-7700HQ. The other is our smart device, whose CPU is Broadcom BCM2835 chip, with a CPU frequency of 1 GHz and a running memory of 512 MB. Obviously, their hardware performance difference is quite big. According to the final recognition results of the time to judge.

The specific test steps are as follows:

1. We have prepared a test set that stores two different face photos, two different object photos, and two different text photos. The file size of each image is the same, because the main control board will first encode the image before uploading the cloud server identification. Different file sizes will have different encoding times.

2. We connected the two test machines to the same router and set the IP flow control rules of the two machines as the unified priority to ensure that their network speeds are the same.

3. The test set is identified on two devices one by one, using Python’s datetime module to calculate the time required for the recognition process, and then repeating the test 10 times to obtain the average recognition time. The result is shown in Figure 12.

![Recognition time of different processing platforms.](image)

Figure 12. Recognition time of different processing platforms.
4.4. User-Experience Experiments

For user experience testing, four visually impaired people (age: 20–35) from the blind community were invited to test our system. Detailed information on each participant and experimental results are shown in Table 5. Two of the participants had only mild visual impairments, so they were asked to wear a black eye patch for testing. Before the formal experiment, participants will first learn how to use the device, they need to know the location of the button and the function of the two buttons, as well as understand the wearing method and audio feedback. Each participant has five minutes of learning and adaptation time, and they can try to identify the person or object in front of them. Figure 13 shows two ways to wear the device.

Table 5. Personal and experimental details of each participant.

| Participant 1 | Participant 2 | Participant 3 | Participant 4 |
|---------------|---------------|---------------|---------------|
| Gender        | Male          | Female        | Male          | Female        |
| Age           | 20            | 25            | 35            | 33            |
| Degree of visual impairment | Slight        | Slight        | Low vision    | Low vision    |
| Experience of using other aids | Y (TapTapsee-An IOS APP) | N             | N             | N             |
| Experiment duration (min) | 5'5"          | 5'20"         | 6'25"         | 6'42"         |
| Explain usage before experiment | Yes           | Yes           | Yes           | Yes           |
| Face number   | 3             | 2             | 2             | 2             |
| Object types  | Cup, glasses, PC, stool, trash bin | Cup, PC, glasses, plate, stool, potted plant | Cup, PC, glasses, plate, trash bin | Cup, PC, glasses, plate, stool, trash bin |

Figure 13. One participant wears a head-mounted (left) and a hand-held (right) device.

4.4.1. Face and Object Recognition

In the formal experiment, there are no other people’s voice prompts throughout the test session. The test steps are as follows:

(a) Each participant wore the device to start from the designated starting point, then walked forward and scanned the room information by turning the head left and right. According to the prompt of
the device (when the person is scanned, there will be a ringtone), participants were asked to find 
the general orientation of the person, then started the recognition and spoke out the recognition 
result aloud.

(b) Each participant started from the front of the table, scanned left and right to get the name of the 
object, and then loudly said the recognition result. There are observers around to ensure the 
safety of the participants. The test environment includes seven objects (cup, glasses, personal 
computer, stool, trash bin, potted plant). The test room is shown as Figure 14.

Figure 14. Face recognition test (left) and object recognition test (right).

The four participants completed the two parts of the test in turn, and the results of the experiment 
are recorded in Table 5. The main goal of testing was to gather information related to the following 
aspects: Do you have experience with other smart assistive devices? How many personal faces and 
objects did you identify during the experiment? What is their name?

In the face test, they confirmed that the infrared sensor combined with the ultrasonic sensor can 
help them quickly find the person’s position, which is very helpful in a party or other indoor activity. 
At the same time, they also pointed out that this way will lead to missing some face information, 
because there may be more than one person in one direction. Therefore, we advised that they should 
scan the number of people in the room at the starting point.

In the object recognition test, when they identify objects on the table, they prefer to use the hand 
to touch and find the object, and then use this device to identify. The results show that this method is 
more efficient than point-of-interpoint scanning in object recognition because they are familiar with 
the use of touch in their daily lives.

4.4.2. Text Recognition

Each participant takes turns to experience the reading of books. They can choose whether to use a 
head-mounted device or a handheld device. The method of reading the text requires training because 
the camera must be able to capture a complete page of text. Therefore, participants must learn to 
adjust the distance of the device to the text. White cardboard is used to block the other side of the 
book, preventing the recognition result from containing text from another page. The left thumb holds 
down the left border of the book and then recognizes it according to the shooting posture and distance 
shown in Figure 15.
In this experiment, the questions used are as follows: after training, can you take a complete text picture? Do you prefer to use a head-mounted device or a handheld device for text reading? Is the recognition time during text reading acceptable? Participants’ feedback on these issues will be discussed in the next section. It can be found that, if it is not a special font, the recognition rate is quite high enough for daily reading. The text and recognition results are shown in Figure 16.

Table 6. Questionnaire and final statistical results.

| Age Range (Number) | <20 (0) | 20–39 (16) | 40–60 (10) | >60 (4) |
|--------------------|---------|------------|------------|--------|
| gender             | Male (18) | Female (12) |
| Do you have experience with smart assistive devices? | Yes (4) | No (26) |
| Degree of visual impairment | Low vision (9) | Blind (21) |
| Would you like to experience our equipment? | Yes (19) | Maybe later (11) |
We repeated the training process for the first round of experiments. However, face recognition and text recognition verification were not performed in this experiment, because these two functions are similar to the process of object recognition. These 19 participants repeated the first round of object recognition experiment. The results of the second round are shown in Figure 17.

![Figure 17. Experimental results (left) and duration of the experiment (right).](image)

In the second round of experiments, the number of participants increased, and we obtained more abundant experimental data. From the results shown in Figure 17, the device is helpful for visually impaired people to identify objects. Most people can find more than five objects, they said that using this device to “see objects” makes them very excited.

However, we have to admit that different people have different degrees of mastery of the device. For example, during the experiment, four participants between the ages of 40 and 60 said they needed more time to practice. Therefore, we believe that this difference should be taken into account in future research, and even multiple devices should be developed to be suitable for visually impaired people of different ages.

4.5. Discussion

After all participants completed the task, we conducted a post-test debrief interview with users about the experience during the testing. In addition to the issues mentioned above, the main goal of testing was to gather information related to the following aspects: Is the device easy to learn? Which type of device do you prefer to use? Is the real-time capability of the device meeting your daily needs? What is your impression of the device? Do you have any suggestions for this device? After discussions with them, the following conclusions can be highlighted:

1. The visually impaired people who participated in the experiment expressed their willingness to experience this device and felt that the modular design was cool. In addition, they think the system is easy to learn because of vibrations, ring tones, and audio information. Therefore, they only need to make a corresponding judgment according to the prompt.

2. A participant said that he preferred hand-held type device instead of wearing his head, especially when reading text. Because he only needs to control the vertical distance between the device and the book by hand, instead of moving the head. Six participants expressed their support for his views.

3. Most participants suggested that we should choose a thinner mobile power source so that the hand-held device can be easily placed in the pocket. The weight of the head-mounted device also needs to be further reduced.

4. When asked if the recognition speed can meet the daily needs, they said that the recognition time of 2–3 s is completely acceptable. Furthermore, they pay more attention to accuracy than time. They are willing to use the device at a party or at home to find their acquaintances.
5. Two participants indicated that the number of vibrations was frequent when an object was detected, which affected the wearing comfort. They suggested reducing the frequency of detecting obstacles or pausing vibrations while identifying objects.

6. All participants indicated that the price of $250 is acceptable. They have always believed that the price of smart assistive equipment is very high and cannot be afforded at all.

It is worth mentioning that during the experiment, we did not design an obstacle avoidance test. Because the ultrasonic module of the device mainly plays a role in scanning the interest points with the infrared sensor, reliable obstacle detection cannot be achieved. But we have considered three solutions. The first is to add the SLAM algorithm to achieve camera-based navigation, but it also has high requirements for hardware devices. Therefore, our future research direction is to put the online SLAM algorithm and image recognition algorithm in the cloud server for processing.

The second option is to increase the number of ultrasonic modules or other distance-measuring sensors. As Bogdan Mocanu et al. proposed [33], using a smart phone belt for obstacle detection, there are four ultrasonic modules that detect the left side of the user. Right, center left, center right. But this will increase the weight and energy consumption of our device.

The third solution is to combine our system with a white cane. Because the white cane is the most familiar obstacle avoidance device for most visually impaired people, it has the advantages of simplicity and reliability. We believe that smart assistive devices should not completely replace white canes, at least in the current transition period, because the novel smart devices are not mature enough.

5. Conclusions

This paper describes a wearable system that performs image processing based on the cloud. The system uses ultrasonic sensors and infrared human body sensors to capture points of interest in the scene, and then uses a micro-camera for specific identification. The recognition of faces, objects and texts is achieved.

In contrast to traditional programs, we have new discoveries. The hardware size and cost of traditional wearable devices are limited, new algorithms in a frontier field often have high recognition accuracy but are particularly demanding on hardware. So, these new algorithms are generally not able to run on traditional wearable devices. However, these algorithms can be run efficiently on high-performance cloud servers. Another benefit is that the system upgrade iteration of the device does not affect the user at all. That is, the user does not need to spend money to purchase a new product because of system iteration, because a lot of optimizations often only need to be deployed and modified in the cloud. This is undoubtedly an excitement for most visually impaired people.

Our results have confirmed the effectiveness of this device in image recognition, and currently it costs only $250 in terms of the price of the device. However, if the research results are to be converted into commercial products, the equipment will need to upgrade the hardware process while using better quality sensors. The current shortcoming of the program is that the path planning function has not been added yet. In the future, our work is to integrate online visual navigation into the device. With the development of the 5G era, it is no longer an issue for depth image information to be transmitted to the cloud, or for users to be helped with path planning in real time.
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