Nuclear Recoil Calibration at Sub-keV Energies in LUX and Its Impact on Dark Matter Search Sensitivity
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Dual-phase xenon time projection chamber (TPC) detectors offer heightened sensitivities for dark matter detection across a spectrum of particle masses. To broaden their capability to low-mass dark matter interactions, we investigated the light and charge responses of liquid xenon (LXe) to sub-keV nuclear recoils. Using neutron events from a pulsed Adelphi Deuterium-Deuterium neutron generator, an in situ calibration was conducted on the LUX detector. We demonstrate direct measurements of light and charge yields down to 0.45 keV and 0.27 keV, respectively, both approaching single quanta production, the physical limit of LXe detectors. These results hold significant implications for the future of dual-phase xenon TPCs in detecting low-mass dark matter via nuclear recoils.
Introduction.—Dual-phase xenon time projection chambers (TPCs), a leading technology for dark matter detection [1–4], measure nuclear recoils (NR) from weakly interacting massive particles (WIMPs) through both scintillation light (S1) and ionization charge (S2) in liquid xenon (LXe). Detecting low-mass dark matter remains challenging due to limited calibrations of low-energy NR responses. This study presents the first simultaneous measurements of light (L0) and charge (Qy) yields for NR in LXe, characterizing the average quanta per keV down to the sub-keV region using the Large Underground Xenon (LUX) detector. These yields were obtained indirectly by comparing data with simulation of the NR spectrum.

Data Collection and Analysis.—In 2016, we enhanced the NR calibration of the LUX detector [5] in situ, using neutron events from a pulsed Adelphi Deuterium-Deuterium (D-D) neutron generator. LUX has a 250 kg active mass and 122 2-inch PMTs in top and bottom arrays, shielded by a 7.6 m × 6.1 m cylindrical water tank. Incident particles generate immediate S1 scintillation photons, detected by PMTs with a gain (g1) of 0.096 ± 0.003 photon detected (phd)/photon [9] [10]. Concurrently, the ionization charge drifts upwards in LXe and, upon transitioning to the gas phase, produces the S2 signal with an ionization gain (g2) of 18.5 ± 0.9 phd/electron. Each electron induces, on average, 25.72 ± 0.04 phd with a width of 5.47 ± 0.03 phd across PMTs [11]. For LUX details, consult [5] [6] [7] [12]–[19].

A schematic of the experimental setup is depicted in Fig. 1. We directed a collimated neutron beam (2.45 MeV) through a conduit of 377 cm length and 4.9 cm diameter. The conduit center is 10 cm below the LXe surface, within a 50 cm deep active volume. The D-D generator operated at a 250 Hz frequency and a 20 µs pulse width, producing an instantaneous flux of 2.8 × 106 neutrons/s. At this flux rate, on average, about 0.06 neutrons reach the TPC with each pulse, resulting in a probability of approximately 3% for multiple neutron interactions per pulse. In the pulsed mode, the D-D generator’s trigger time provides an estimate of the neutron interaction time in the TPC, enabling us to study low-energy events that produce detectable ionization signals without accompanying scintillation signals.

For yield measurements, we selected D-D neutron events that exhibited a single scatter, characterized by one observed S2 exceeding 44 phd; signals below this threshold are notably affected by spurious background single electrons (SE). This criterion may encompass neutron multi-scatters, where one S2 exceeds the threshold and others do not, we address this potential systematics in our signal modeling. Targeting low-energy neutron-induced xenon recoils, we permitted events with zero or one preceding S1 pulse to the S2. In this context, an S1, unlike those in other LUX analyses, is defined as a scintillation signal without the typical two-fold coincidence, with its magnitude quantified by the discrete photon counts on the PMTs, termed ‘spikes’ [9]. S2 signals must occur within 65 to 125 µs after a D-D trigger, align with the neutron conduit depth (7.5–12.5 cm), and be located within the neutron beam’s xy projection, defined as a 7 cm diameter cylinder, to capture the majority of signal events while eliminating spurious coincidences. For events with S1, a time cut of > 2.5 µs between S1 and S2 further refines our selection, eliminating events where S1 pulses are misconstrued from the leading edge of an S2. To maximize event inclusion, we abstain from a radial fiducialization cut. Notably, S2 signal charge loss near the TPC wall is deemed negligible (0.13% of events) [11], attributed to charge accumulation on the wall, guiding signals inward during vertical transit [13].

The primary background in this study stems from electron-train (e-train) events, ubiquitous in xenon TPCs. Defined as sequences of single or clustered few-electron emissions trailing large S2 pulses with roughly 10 ns time constants [20], these e-trains may be mistakenly identified as S2 signals from low-energy neutron interactions, complicating the calibration process. Utilizing the temporal precision of the D-D trigger to require coincidence with the TPC signals effectively eliminates prevalent e-train background interference. Two additional quiet-time cuts further diminish e-train contamination: the first mandates a 4 ms hiatus between LUX-triggered events and the candidate signal, and the second asserts that no SE emissions precede the observed S2 within the event. Both cuts, optimized for signal-to-noise ratio, reduce e-train events by factors of three and two.
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**FIG. 1.** Diagram (not to scale) of the LUX’s short-pulsed D-D neutron calibration.

1 Adelphi Technology Inc., 2003 E. Bayshore Road, Redwood City, CA 94063
2 For the first LUX D-D neutron calibration (LUX DD2013) details, see [5] [6].
respectively, with 80% signal acceptance. The ‘no-SE-ahead-S2’ cut, however, might inadvertently exclude genuine events that exhibit SE from low-energy neutron interactions, potentially compromising signal uptake. This bias will be addressed in subsequent modeling. Moreover, the D-D trigger facilitates in situ evaluations of the lingering e-train event rate by probing TPC events where the S2 appears before the D-D trigger pulse, as shown in Fig. 2 (top panel). The background rate for events featuring a D-D neutron S1 but lacking a corresponding S2, which instead coincide with e-train S2s, is quantified using the NEST2.0 model [21]. This background predominantly affects the lowest-energy bins and is continuously updated along with the NEST2.0 yield models when fitting the signal model to the data, which will be discussed later.

Random small S1s, primarily photoelectron (PHE) pulses from PMT dark counts or subsequent to high energy depositions in the TPC [20], pose major challenges in accurately identifying signal events with 0-spike and 1-spike S1s. The average background PHE rate is 1.8 ± 0.1 within 1-ms event windows, complicating data interpretation. For instance, a coincidental PHE pulse aligning with a 0-spike event could cause the event to be misinterpreted as a 1-spike event. Additionally, within genuine 1-spike events, extraneous background PHEs can give the appearance of multiple 1-spike S1 pulses preceding the primary S2 signal. Unlike the uniform temporal distribution of background PHEs, genuine 1-spike S1 signals from D-D neutron interactions are concentrated within a narrowly defined D-D S1 window prior to S2 emergence. This temporal distinction, coupled with D-D trigger timing, enables us to statistically distinguish between signal events and accidentals, and to discern between 0-spike and 1-spike S1 signal events by analyzing their collective temporal distributions. For details, see Sec. 6.3.4 in [11].

Upon completing the event selection and background analysis, we determined the absolute rates for D-D neutron single elastic scatter events with S1 spanning 0, 1, 2, 3, 4, 5 spikes. Figure 2 (bottom panel) showcases the S2 spectra corresponding to each S1 (represented by black data points). S2 pulse areas, for events with S1 ≥ 2 spikes, are corrected for position-dependent detection efficiency using a $^{83m}$Kr calibration. This correction is not implemented to S2s associated with 0 and 1-spike S1s due to the lack of accurate z-position information, resulting from either the absence of S1 signals or confusion caused by background PHEs. For consistency, the same treatment of the S2 pulse area is applied in the signal modeling.

**Signal Modeling.**—To model the differential NR spectra arising from single elastic scatter interactions of neutrons at low energies, we conducted a GEANT4-based simulation, which fully incorporates the LUX geometry, including the LUX water tank and the D-D neutron conduit (LUXSim [22]). In this simulation, we exclusively select neutron events involving either elastic scattering or neutron capture while vetoing any events with gamma-ray energy depositions. For each simulated neutron event, we record the four highest-energy deposition vertices, capturing crucial details such as neutron and deposited energies, along with their (x, y, z) positions. This dataset enabled us to model systematic effects related to event selection criteria, including the S2 threshold and the ‘no-SE-ahead-S2’ cut, as well as the merging of adjacent S2 pulses in the vertical direction.

During this calibration, the LUX active volume exhibited a notably non-uniform electric field [13]. To account for this field variation, a dedicated field model [24] was specifically developed for the calibration period. This field model is utilized to calculate the electric field strength at each recorded vertex. Since our analysis is
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3 Radiative neutron capture by xenon isotopes results in finite NR energy deposition (up to 0.3 keV) in LXe [11] [23].
carried out in the observed space, we employ the same field model to map each simulated vertex from real space into observed space. The weighted average of the electric field for selected neutron events is 400 ± 80 V/cm.

A LUX-adapted NEST2.0 program is employed to simulate the production and detection of S1 and S2 signals for each recorded vertex, utilizing information derived from deposited energy, electric field strength, and position. At the core of NEST2.0 lie the empirically-derived $L_y$ and $Q_y$ models. The recoil interaction initially generates $N_{ex}$ excitons (Xe*) and $N_i$ electron-ion (e−Xe+) pairs at the interaction site. These excitations subsequently de-excite or recombine, resulting in the production of S1 and S2 signals. The fluctuations in $N_{ex}$ and $N_i$ are independently modeled using Gaussian statistics, with widths ($\sigma$) determined by $\sqrt{F N_{ex}}$ and $\sqrt{F N_i}$, respectively, within NEST2.0. Here, $F$ represents a Fano-like factor. While the value of $F$ is consistent with 1 based on DD2013 [6, 7] and the XENON10 AmBe calibration [25], it carries a significant uncertainty due to the absence of mono-energetic lines in NR calibrations. The treatment of $F$ is discussed in the next section.

LUX detector parameters were measured in situ for the calibration period [11, 26]. A single photon would lead to 1.17 PHE and the single PHE resolution is 1.00 ± 0.46. Other measured parameters include the SE mean pulse area and width, and $g_1$ and $g_2$ as presented earlier. These parameters were incorporated into NEST2.0 for simulating signal detection processes. Following signal detection modeling, we combined any two S2 signals in a simulated neutron event with a $z$ separation of $< 2$ µs (D-D neutron S2 1–99% width) in drift time. To determine the S1 to D-D trigger time for each vertex, we sampled it from a time distribution directly measured from data and added it to the drift time of each vertex, obtaining the S2 to D-D trigger time. The S2 trigger efficiency of the data acquisition system, measured from a separate D-D calibration dataset [27], was applied to S2s in each simulated event for event triggering. We corrected the S2 pulse area of surviving events with $S1 \geq 2$ spikes to match real data. Additionally, we evaluated S1 pulse finding and classification efficiencies as functions of size through visual assessment of 6000 events using calibration data. These measured efficiencies were applied to simulated events for consistency with real data. All simulated events underwent the same event selection criteria as real data. The resulting signal model is presented in Fig. 2 (gray histograms). A noticeable discrepancy between the calibration data and the original signal model was observed, which may be attributed to the limited constraints on yields at very low energies from [6, 7], the primary basis for NEST2.0 yield models.

**Yield Measurements.**—Following detailed signal modeling, we adjusted the light yield ($L_y$) and charge yield ($Q_y$) models within NEST2.0—both shapes and amplitudes down to 0 keV—simultaneously yet independently, to achieve the best fit to the calibration data (Fig. 2) using the least squares method:

$$\chi^2 = \sum_{i=1}^{N} \left( \frac{O_i - E_i}{E_i} \right)^2,$$

where $O_i$ and $E_i$ are the observed and simulated counts per bin, and $N$ is the total number of valid bins across the six spectra. The shape adjustments primarily focus on the low-energy end ($< 3$ keV), as the high-energy end is well constrained by DD2013 [6]. The $L_y$ primarily affects the relative counts and shapes of the six S2 spectra, whereas $Q_y$ influences their shapes. The parametrization of the yield models is illustrated in Figure 8.7 and 8.8 of [11]. In the simultaneous fitting of these six S2 spectra, we employ a single overall event rate normalization factor to enforce a robust constraint. This factor is intentionally left free to ensure conservativeness. The Fano-like factor $F$ is used to adjust the S2 spectrum widths in the signal model. It is treated as a free parameter in the fitting due to its unknown uncertainty. This conservative approach also captures other secondary factors contributing to the signal distribution widths. The best fit is achieved with $\chi^2 = 246.0$ for 262 degrees of freedom ($N_{dof}$) and 8 parameters. The $\chi^2/N_{dof}$ values for the $S1 = 0, 1, 2, 3, 4, \text{ and } 5$ spike S2 spectra are 41.9/36, 17.1/30, 53.2/43, 39.3/31, and 47.4/44, respectively. The fitting results indicate a positive correlation between $L_y$ and $Q_y$. Uncertainties on both $L_y$ and $Q_y$ are conservatively determined by marginalizing over all other fitting parameters, capturing the effects of their mutual correlation within the fit. As $g_1$ and $g_2$ are in direct degeneracy with both $L_y$ and $Q_y$ for the observed S1

![Fig. 3. Evaluated $\Delta \chi^2$ values as a function of energy. The lowest energies to which these calibration data are sensitive to for $L_y$ and $Q_y$ are 0.45 ± 0.03 keV and 0.27 ± 0.04 keV at 1-σ sensitivity level, respectively. At 2-σ level, $L_y$ 0.56±0.02 keV, $Q_y$ 0.31 ± 0.03 keV; and at 3-σ level, $L_y$ 0.66 ± 0.02 keV, $Q_y$ 0.35 ± 0.03 keV.](image)
and S2 distributions, we assess the contributions of their non-negligible uncertainties to the yield measurements by repeating the fitting using $g_1$ and $g_2$ values at their 1-$\sigma$ uncertainty levels. For details, see Sec. 8.2 in Ref. [11].

To establish the lowest energies to which this calibration data is sensitive for $L_y$ and $Q_y$, we independently evaluate them based on the best-fit yield models. This involves cutting off the corresponding yield (assume zero yield) below certain energies from the best-fit yield model and calculating the $\Delta \chi^2$ values concerning the case of no energy cutoff in the signal model against the calibration data. The results, along with 1-$\sigma$, 2-$\sigma$, and 3-$\sigma$ sensitivity lines, are shown in Fig. 4. We report the lowest energies that the data are sensitive to for both $L_y$ and $Q_y$ at the 1-$\sigma$ sensitivity level, yielding $L_y$ and $Q_y$ measurements of $0.45 \pm 0.03$ keV and $0.27 \pm 0.04$ keV, respectively, representing the lowest-energy NR calibrations in LXe to date. The final $L_y$ and $Q_y$ measurements of this work (DD2016) are presented in Fig. 4.

With both $L_y$ and $Q_y$ measurements, we can constrain the Lindhard model [29, 30], which describes the quenching of electronic excitation from NR in LXe. The Lindhard factor $k$ is measured to be $0.146 \pm 0.013$, assuming a constant $W$ value (energy required to produce a scintillation or ionization quantum) of $13.7$ eV [31]. This value is consistent with the standard Lindhard model prediction of $0.166$ within $1.5-\sigma$.

**Impact on WIMP search and beyond.**—This work allows us to estimate the potential sensitivity of an optimized dual-phase xenon TPC to low-mass WIMP interactions within the standard halo model [35]. Figure 5 demonstrates the gain in sensitivity for low-mass WIMP dark matter, benefiting from the improvements in the calibration of signal yields presented here. The limit curves are generated using NEST2.3.11 [36], with light and charge yield models matching this work. The searches use both scintillation and ionization channels with a 2-fold coincidence requirement and a three extracted-electron threshold. A background-free 0.9 tonne-year exposure, equivalent to the LZ-SR1 exposure [4], is assumed. Zero WIMP acceptance is enforced for recoil energies below $0.45$ keV and $1.1$ keV, corresponding to the lowest yield measurements of this work and [6], respectively. Sensitivity improvements greater than a factor of 7 are achieved for WIMP masses below 4 GeV/$c^2$. A thorough investigation of detector accidental coincidence backgrounds, combined with leveraging the double-PHE effect [27, 38], is necessary to achieve S1 and S2 thresholds at this level. As xenon TPCs improve in sensitivity for dark matter detection, lowering the energy threshold toward the Solar Boron-8 neutrino floor becomes in-

FIG. 4. $L_y$ (magenta) and $Q_y$ (red) measurements for DD2016 at 400 V/cm are shown with statistical uncertainties (light bands). $Q_y$ results from XeNu 2019 at 220 V/cm (gray) and 550 V/cm (golden) [28], and DD2013 at 180 V/cm (light blue triangles for $L_y$, circles for $Q_y$) are included. NEST2.0 and NEST2.3.11 models at 400 V/cm are shown as black dashed and dashed lines, respectively. Code to extract and implement the DD2016 results is available at https://gitlab.com/huangdq2017/implementation_of_lux_dd_yields

FIG. 5. The projected 90% sensitivities for a background-free LXe experiment with LZ-SR1 [4] exposure are shown as red and blue curves for different energy thresholds, with uncertainty bands reflecting yield uncertainties. The searches use both scintillation and ionization channels with a 2-fold coincidence requirement and a three extracted-electron threshold. The curves demonstrate the low-mass WIMP search sensitivity improvement due to the lower NR energy threshold obtained in this work. For reference, limits from LUX (2017) [13], XENONIT (2021) low-mass (LM) WIMP search (cyan) [32], PandaX-4T (2023) LM WIMP search (green) [33], and LZ (2022) [4] are also shown. The gray regions represent the neutrino floors for the baseline scenario (light) and after reducing solar flux uncertainties by a factor of 10 (dark) [34].
creasingly critical [32, 33, 39, 40]. This work also broadens the application of dual-phase TPCs to other rare event searches, such as coherent elastic neutrino-nucleus scattering from reactor antineutrinos [41] and probing a potential nonzero neutrino magnetic moment [42]. Additionally, achieving near-single-quantum sensitivity in both light and charge yields marks a significant technological milestone, offering deeper insights into noble liquid microphysics.
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