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Abstract. We study the differential operator $A = \frac{d^4}{dx^4}$ acting on a connected network $G$ along with $L^2$, the square of the discrete Laplacian acting on a connected discrete graph $G$. For both operators, we discuss well-posedness of the associated linear parabolic problems

$$\frac{\partial u}{\partial t} = -Au, \quad \frac{df}{dt} = -L^2 f,$$

on $L^p(G)$ or $\ell^p(V)$, respectively, for $1 \leq p \leq \infty$. In view of the well-known lack of parabolic maximum principle for all elliptic differential operators of order $2N$ for $N > 1$, our most surprising finding is that after some transient time, the parabolic equations driven by $-A$ may display Markovian features, depending on the imposed transmission conditions in the vertices. Analogous results seem to be unknown in the case of general domains and even bounded intervals. Our analysis is based on a detailed study of bi-harmonic functions complemented by simple combinatorial arguments. We elaborate on analogous issues for the discrete bi-Laplacian; a characterization of complete graphs in terms of the Markovian property of the semigroup generated by $-L^2$ is also presented.

1. Introduction

Our main aim in this article is to discuss qualitative properties of one-dimensional parabolic evolution equations associated with the bi-Laplacian, focusing on the settings of graphs and networks. We are especially going to investigate how different transmission conditions in the vertices of a network can arouse rather different behaviors of solutions to such partial differential equations.

Ever since the pioneering work of Bernoulli and Euler, linear partial differential equations that are second order in time and fourth order in space have been fundamental
tools in the modeling of large flexible bodies. The application of these models makes it particularly natural to study such linear beam equations

\[ \frac{\partial^2 u}{\partial t^2} (t, x) = -\Delta^2 u(t, x), \quad t \geq 0, \ x \in \Omega, \]
on bounded domains \( \Omega \). Just like in the case of the classical (second order in space) wave equation, no universally appropriate set of boundary conditions for the beam equation exist: instead, boundary conditions have to be adapted to the underlying physical model. In the simplest one-dimensional case of a (thin, linear) beam \( \Omega = (0, 1) \), the most usual conditions are

- (clamped) \( u(t, i) = u_x(t, i) = 0 \);
- (free) \( u_{xx}(t, i) = u_{xxx}(t, i) = 0 \);
- (hinged) \( u(t, i) = u_{xx}(t, i) = 0 \);
- (sliding) \( u_x(t, i) = u_{xxx}(t, i) = 0 \);

at both ends \( i \in \{0, 1\} \). Their physical meaning is described in detail, e.g., in the survey [40, §2].

In the Hilbert space setting, bi-Laplacians with hinged and sliding conditions, in particular, are the square of the common Laplacians \( \Delta_D, \Delta_N \) with Dirichlet or Neumann boundary conditions, respectively, and therefore, both their spectrum and their parabolic properties are easily studied: indeed, both \( i \Delta_D, i \Delta_N \) are group generators by Stone’s theorem; hence, (minus) their squares \( -\Delta^2_D, -\Delta^2_N \) generate cosine operator functions

\[ C(t, -\Delta^2_D) = \frac{e^{it\Delta_D} + e^{-it\Delta_D}}{2}, \quad C(t, -\Delta^2_N) = \frac{e^{it\Delta_N} + e^{-it\Delta_N}}{2}, \]

([1, Exa. 3.14.15]) and the corresponding second-order (in time) evolution equation is well posed. Furthermore, it is well known that cosine operator function generators—whether self-adjoint or not—enjoy good operator theoretic properties; in particular, they also generate analytic semigroups

\[ e^{-t\Delta^2_D} = \int_0^\infty e^{-\frac{s^2}{4t}} C(t, -\Delta^2_D)ds, \quad e^{-t\Delta^2_N} = \int_0^\infty e^{-\frac{s^2}{4t}} C(t, -\Delta^2_N)ds, \]

[1, Cor. 3.7.15]. This shows well-posedness of the parabolic equation

\[ u_t(t, x) = -\Delta^2 u(t, x), \quad t \geq 0, \ x \in \Omega, \] (1.1)

with either hinged or sliding boundary conditions.

Such fourth-order parabolic equations display remarkable features that have perhaps not yet received their fair share of attention in the evolution equation community: apart from arising as singular limits of telegraph equations as both the propagation speed and the damping tend to infinity (an observation that goes back to Hadamard, see [25] for a comprehensive discussion), parabolic equations associated with lower-order
perturbations of fourth-order operators have been discussed in relation with simplified versions of thin film, Cahn–Hilliard, and Kuramoto–Sivashinsky equations, e.g., in [34,48,57] or in the recent monograph [38], whereas models featuring fourth-order noise terms appear in high energy physics [61]. It is well known that the non-constant solutions of (1.1) cannot be positive on \( \mathbb{R}_+ \times \Omega \); hence, in particular they cannot be interpreted as probability distributions; it is therefore all the more intriguing that several stochastic interpretations of (1.1) have been proposed so far: a connection with the expected value of the solution of the Schrödinger equation \( \frac{\partial u}{\partial t} = i \Delta u \) has been suggested in [32], whereas it has been argued in [30,43,50] that (1.1) can be understood in terms of pseudo-processes that generalize standard Brownian motions; a further stochastic interpretation that elucidates connections with random walks in the complex plane has been pointed out in [11].

To the best of our knowledge, the semigroup generated by minus the bi-Laplacian has been first systematically studied by Davies, with a particular focus on the lower-dimensional case in [16, § 6] and in [15]. Let us summarize his findings as follows:

**Theorem 1.1.** [15,16] Consider the operator

\[
H := \frac{d^4}{dx^4}
\]

on \( L^2(\mathbb{R}) \) with maximal domain \( D(H) = H^4(\mathbb{R}) \). Then, \(-H\) is self-adjoint and positive semidefinite on \( L^2(\mathbb{R}) \); hence, it generates an analytic semigroup of angle \( \frac{\pi}{2} \) on \( L^2(\mathbb{R}) \). This semigroup maps \( L^2(\mathbb{R}) \) to \( L^\infty(\mathbb{R}) \) and its integral kernel \( p(t, \cdot, \cdot) \) is given by

\[
p(t, x, y) = \frac{1}{2\pi} \int_{\mathbb{R}} e^{i(x-y)\xi - \xi^4 t} d\xi;
\]

\( p(t, \cdot, \cdot) \) lies in the Schwartz space \( S(\mathbb{R} \times \mathbb{R}) \) for all \( t \in \mathbb{C}_+ \). Thus, \( (e^{-tH})_{t \geq 0} \) extends to a consistent family of strongly continuous semigroups on \( L^p(\mathbb{R}) \) that are analytic of angle \( \frac{\pi}{2} \) for all \( p \in [1, \infty) \); the spectra of their generators are independent of \( p \). This semigroup satisfies

\[
\|e^{-tH}\|_2 = 1 \quad \text{and} \quad \|e^{-tH}\|_1 = \|e^{-sH}\|_1 > 1 \quad \text{for all } t, s > 0
\]

as well as

\[
\|e^{-tH}\|_{2 \rightarrow \infty} \leq C t^{-\frac{1}{8}} e^{\frac{t}{2}}, \quad t > 0.
\]

In Theorem 1.1 as well as in the whole paper \( \|T\|_{p \rightarrow q} \) stands for the operator norm of \( T : L^p \rightarrow L^q \).

The integral kernel \( p(t, x) := p(t, x, x) \) was studied by Hochberg, where on-diagonal estimates were studied; in particular, it was observed in [43, § 2] that \( p(t, x) = p(1, t^{-\frac{3}{4}} x) t^{-\frac{1}{4}} \) with

\[
p(1, x) \approx k x^{-\frac{1}{3}} \exp \left( -\frac{3}{8} \left( \frac{x^4}{4} \right)^{\frac{1}{3}} \right) \cos \left( \frac{3\sqrt{3}}{8} \left( \frac{x^4}{4} \right)^{\frac{1}{3}} \right);
\]
for large $x$; here, $k$ is a positive constant and the approximation holds up to lower-order terms. This shows in particular an oscillatory character that prevents the integral kernel $p$ from being positive; indeed, $p$ changes sign infinitely often.

Davies then went on extending the theory to fourth-order differential operators in divergence form with non-constant coefficients and proving that some of these properties hold also in higher dimensions, while some other fail. Our aim in this paper is to consider a different extension of the one-dimensional theory: we will glue together finitely many intervals in a graph-like fashion to form objects usually called network or metric graph in the literature, from [51,58] up to the recent compendia [8,64]. In doing so, we lose the possibility of finding a semigroup of convolution operators; the semigroup generated by minus the bi-Laplacian still consists of integral operators, but to the best of our knowledge, its integral kernel is not explicitly known.

The properties of linear PDEs driven by the bi-Laplacian on networks of thin linear beams have been studied often in the literature, with a special focus on controllability and stabilization issues, see, e.g., [22,56]. Let us also mention that a theory of elasticity on discrete structures that can be described as graphs $G$ is well established and based on the linear dynamical system

$$\frac{d^2 f}{dt^2}(t, v) = -\mathcal{L} f(t, v), \quad t \geq 0, \ v \in V,$$

where $\mathcal{L}$ is the discrete Laplacian on a graph $G$ with vertex set $V$. In analogy with the refinements of elasticity models that historically lead to study (space-continuous) beam equations, it is then natural to study the properties of the operator associated with discretized beam equation: indeed, the discrete bi-Laplacian $L^2$ was discussed already in [13, §I.5]. Unlike $\mathcal{L}$, however, its properties have not been intensively studied afterward: we will discuss them along with (differential) bi-Laplacians on networks. In the case of second-order parabolic equations, heat semigroups on both graphs and networks are known to be associated with Dirichlet forms; likewise, we are going to show that also semigroups generated by bi-Laplacians on graphs and networks share many relevant features.

As already mentioned, there is no canonical choice of boundary conditions for the bi-Laplacian on domains; the same can be said about transmission conditions in the vertices of a networks. An early physical derivation of different vertex conditions on serially connected beams has been obtained in [12]; later studies on this subject include [22,23,47]. In this paper, we follow a somewhat reverse approach, studying infinitely many realizations of the differential operators, especially those that satisfy continuity in the vertices and hence, arguably, better mirror the connectivity of the graph; we then single out transmission conditions for the parabolic equation depending on qualitative properties of the parabolic equation: we will be particularly interested in those conditions that induce behaviors analogous to those in Theorem 1.1 and, more generally, those that resemble the case of usual (second-order) diffusion equation.

What qualitative properties are we interested in, since we wish to focus on parabolic equations? We have already mentioned that the integral kernel of the semigroup
generated by the fourth derivative on $\mathbb{R}$ is known to be non-positive; hence, the semi-
group is a non-positivity preserving semigroup: non-positive semigroup in short. More
generally, parabolic maximum principles fail to hold for all diffusion-type problems
associated with fourth-order differential equations, in sharp contrast to the second-
order case. There follows the necessity to develop an alternative method—based on
ultracontractive estimates and developed already in [16]—in order to establish an $L^p$
thory. Lack of positivity also makes studying long-time behavior of solutions of (1.1)
more complicated, since the classical (infinite-dimensional) Perron–Frobenius theory
is no more available. It turns out that an effective proxy for positivity is eventual
positivity: May solutions to a Cauchy problem become positive for large enough
time provided the initial condition is positive?

Relying on the explicit formula of the kernel on $\mathbb{R}$, in [31] the authors proved that for
continuous, compactly supported, positive initial data $u_0$, the solution to the Cauchy
problem

$$\begin{cases}
\frac{\partial u}{\partial t}(t, x) = -\Delta^2 u(t, x), & t \in [0, \infty), x \in \mathbb{R}, \\
u(0, x) = u_0(x), & x \in \mathbb{R},
\end{cases}$$

satisfies the following: for any interval $I \subset \mathbb{R}$, there exists $T_I = T_I(u_0) > 0$
such that $u(t, x) > 0$ for all $t \geq T_I$ and $x \in I$; and there exists $\tau = \tau(u_0) > 0$
such that for any $t > \tau$ there exists a $x_t \in \mathbb{R}$ such that $u(t, x_t) < 0$. A generalization in [26]
 covers the case of initial data $u_0$ that merely decay suitably fast as $|x| \to \infty$. This
implies local eventual positivity of solutions to (1.1); such behavior was commonly
believed to be generally true but had not been rigorously observed until an abstract
setting for studying eventual positivity of solutions to parabolic problems was recently
proposed by Daners, Glück, and Kennedy. We will borrow their theory presented in
[18,19] and apply it to the setting of compact networks. Additionally, we also study
the issue of whether a semigroup satisfies an eventual sub-Markovian property, i.e.,
eventual $L^\infty$-contractivity on the top of eventual positivity. This seems to be new in
the literature and of independent interest; we stress that physical systems that become
(sub-)Markovian after a transient time have often been observed, see, e.g., [33,42,75]
and references therein.

We single out two instances that seem to have been overlooked in previous investiga-
tions on the bi-Laplacian: these instances correspond to the Friedrichs and Krein–von
Neumann realizations of classical extension theory and are shown to have particularly
good and particularly bad parabolic properties, respectively. Between these two ex-
treme cases, we study Markovian properties of the semigroup generated by different
realizations of the bi-Laplacian, depending on the transmission conditions and/or the
network topology.

The paper is structured as follows. Section 2 provides a short overview of the prop-
erties of the bi-Laplacian on discrete graphs: by elementary analytic and combinatorial
methods, we deduce several results that will serve as helpful analogies whenever
turning to differential operators; in particular, a characterization of positivity of the
semigroup $(e^{-tL^2})_{t \geq 0}$ depending on the structure of the graph is given (this is in sharp
contrast with positivity of discrete heat semigroup \((e^{-tL})_{t \geq 0}\), which has been observed already in \([6,45]\) to hold for all finite graphs). In Sect. 3 we introduce the network setting and we fully characterize the self-adjoint realizations of the fourth derivative. In Sect. 4 we obtain generation results in \(L^2(\mathcal{G})\): several realizations that have appeared in the literature are shown to be special cases of our general theory. In Sect. 5 we focus on contractivity properties of the semigroup generated by \(-\frac{d^4}{dx^4}\) in different \(L^p\)-spaces, \(1 \leq p \leq \infty\): this is mostly based on ideas borrowed from \([16]\) in the case of fourth-order parabolic equations on \(\mathbb{R}\). In Sect. 6 we develop a fourth-order counterpart of classical theory of qualitative properties of heat semigroups associated with Dirichlet forms; we focus on the notion of eventually positive/sub-Markovian semigroups, which seems the most appropriate one in this context, for several self-adjoint realizations and especially for the Friedrichs and Krein–von Neumann realization. An auxiliary lemma on eventual Markovian property of a semigroup might be of independent interest: it is presented in Appendix, Sect. 7, together with the basic definitions and some criteria for eventual positivity of semigroups.

### 2. The bi-Laplacian on discrete graphs

As a warm-up, let us first focus on the properties of the discrete bi-Laplacian. For the convenience of the reader, we first recall in a naive way some elementary graph theoretical definitions and refer the reader to \([20, \text{Chapter 1}]\) or \([64, \text{Appendix A}]\) for more precise definitions.

A (discrete) graph \(G\) is a couple \((V, E)\) of finite or countably infinite sets of vertices \(V\) and edges \(E\) connecting two vertices: if \(e \in E\) connects \(v, w \in V\), we say that \(v, w\) are incident with \(e\), or that \(v, w\) are endpoints of \(e\), and we write \(v \sim e \sim w\) (or \(v \sim w\), if no confusion is possible). A loop is an edge that connects a vertex to itself, while \(G\) has multiple edges if there exist two vertices that are simultaneously incident with the same two (or more) edges.

A finite graph is called connected whenever, given any two vertices \(v, w \in V\), there is a path that connects \(v\) and \(w\). A path is a connected subgraph consisting of a sequence \(e_1, \ldots, e_n\) of pairwise distinct edges such that for all \(j = 2, \ldots, n\) there exists a vertex that is simultaneously an endpoint of both \(e_{j-1}, e_j\). A cycle is a connected path in which, additionally, each vertex is an endpoint of exactly two edges. A tree is a graph that does not contain cycles. A graph is called complete if every pair of distinct vertices is connected by precisely one edge.

Throughout this section, we consider a finite (i.e., \(V = |V| < \infty\) and \(E = |E| < \infty\)) connected graph \(G\) that has neither loops nor multiple edges.

We arbitrarily fix an orientation of \(G\) and introduce the \(V \times E\) incidence matrix \(I\) defined by
\[ \iota_{ve} := \begin{cases} 
-1 & \text{if } v \text{ is initial endpoint of } e, \\
+1 & \text{if } v \text{ is terminal endpoint of } e, \\
0 & \text{otherwise.} 
\end{cases} \]

One can then consider the symmetric sesquilinear form \( \mathcal{h} \) defined by
\[ \mathcal{h}(f, g) := (I^T f, I^T g)_{\ell^2(V)} \] (2.1)
where \( \ell^2(V) \) is the \( V \)-dimensional Euclidean space \( \mathbb{R}^V \): the associated operator \( \mathcal{L} \), defined by
\[ (\mathcal{L} f, g)_{\ell^2(V)} = \mathcal{h}(f, g), \]
is the so-called \textit{discrete Laplacian} of the graph \( G \); we refer to [64, Chap. 2] and references therein for its basic properties. Of course, \( \mathcal{L} \) and its square \( \mathcal{L}^2 \) are nothing but matrices; however, we prefer to formulate the following result in the language of operator theory.

**Proposition 2.1.** The bounded operator \( \mathcal{L}^2 \) is self-adjoint and positive semidefinite on \( \ell^2(V) \). Accordingly, \(-\mathcal{L}^2 \) generates a cosine operator function \( (C(t, -\mathcal{L}^2))_{t \in \mathbb{R}} \) and an analytic, contractive semigroup \( (e^{-t\mathcal{L}^2})_{t \geq 0} \) of angle \( \pi/2 \) on \( \ell^2(V) \).

Because \( I \) and hence also \( \mathcal{L} \) and \( \mathcal{L}^2 \) have real entries, both \( (C(t, -\mathcal{L}^2))_{t \in \mathbb{R}} \) and \( (e^{-t\mathcal{L}^2})_{t \geq 0} \) obviously map real-valued functions to real-valued functions.

Let us denote by
\[ \deg(v) := \sum_{e \in E} |\iota_{ve}| \]
the degree of a vertex \( v \): for any \( v, w, z \in V \) a tedious but straightforward computation yields
\[ \mathcal{L}_{vz} \mathcal{L}_{zw} = \begin{cases} 
\deg^2(v) & \text{if } v = w = z, \\
-\deg(v) & \text{if } v = z, z \sim w, \\
-\deg(w) & \text{if } w = z, z \sim v, \\
1 & \text{if } v \sim z \sim w, \\
0 & \text{if } v \not\sim z \text{ or } z \not\sim w; 
\end{cases} \]
in particular, \( \mathcal{L}^2 \) does not depend on the chosen orientation of \( G \). Then, a simple computation shows that the \( vw \)-entry of \( \mathcal{L}^2 \) is
\[ \mathcal{L}^2_{vw} = \begin{cases} 
\deg^2(v) + \deg(v) & \text{if } v = w, \\
|N_v \cap N_w| - \deg(v) - \deg(w) & \text{if } v \sim w, \\
|N_v \cap N_w| & \text{if } v \neq w \text{ and } v \not\sim w, 
\end{cases} \] (2.2)
where \( N_v \) is the \textit{neighborhood} of \( v \), i.e., the set of all vertices connected with \( v \) by one edge; clearly, \( |N_v| = \deg(v) \).
Remark 2.2. (1) The complete graph on \( V \) vertices (Fig. 1), whose bi-Laplacian is
given by (2.2) by
\[
\mathcal{L}^2_{vw} = \begin{cases} 
V(V - 1) & \text{if } v = w, \\
-V & \text{if } v \neq w,
\end{cases}
\]
generates a Markovian semigroup: indeed, this formula shows that \( \mathcal{L}^2 = V \mathcal{L} \); hence,
\[
e^{-z\mathcal{L}^2} = e^{-Vz\mathcal{L}} \text{ for all } z \in \mathbb{C}.
\]

(2) Interpreting the parabolic equation associated with the discrete bi-Laplacian as
a diffusion equation with higher diffusive coefficient is generically not true, though, as
the following example shows: the path graph on 3 vertices (Fig. 2), whose bi-Laplacian
is
\[
\mathcal{L}^2 = \begin{pmatrix}
2 & -3 & 1 \\
-3 & 6 & -3 \\
1 & -3 & 2
\end{pmatrix}
\]
so that
\[
e^{-t\mathcal{L}^2} = \frac{1}{6} \begin{pmatrix}
2 + 3e^{-t} + e^{-9t} & 2 - 2e^{-9t} & 2 - 3e^{-t} + e^{-9t} \\
2 - 2e^{-9t} & 2 + 4e^{-9t} & 2 - 2e^{-9t} \\
2 - 3e^{-t} + e^{-9t} & 2 - 2e^{-9t} & 2 + 3e^{-t} + e^{-9t}
\end{pmatrix},
\]
shows that \( (e^{-t\mathcal{L}^2})_{t \geq 0} \) need not be either positive or \( \ell^\infty \)-contractive, since, e.g., for
\( t = 0.1 \) one finds the approximate values
\[
\begin{pmatrix}
0.8535 & 0.1978 & -0.0513 \\
0.1978 & 0.6048 & 0.1978 \\
-0.0513 & 0.1978 & 0.8535
\end{pmatrix}
\]
showing that the vectors \((0, 0, 1)^T\) and \((1, 1, 0)^T\) are not mapped into the positive
cone and into the unit \( \ell^\infty \)-ball, respectively.

In particular, \((e^{-t\mathcal{L}^2})_{t \geq 0}\) is generally not sub-Markovian; it turns out that complete
graphs are actually the only ones on which \(-\mathcal{L}^2\) generates a Markovian semigroup.
More precisely, the following holds.
Proposition 2.3. The following assertions are equivalent:

(i) $G$ is complete;
(ii) $(e^{-tL^2})_{t \geq 0}$ is positive;
(iii) $(e^{-tL^2})_{t \geq 0}$ is $\ell^\infty$-contractive.

Observe that if $G$ is complete (and hence connected), then $(e^{-tL^2})_{t \geq 0} = (e^{-tL})_{t \geq 0}$ is also irreducible, since so is $(e^{-tL})_{t \geq 0}$ on any connected graph.

Proof. We have just seen in Remark 2.2 that $(e^{-tL^2})_{t \geq 0}$ is Markovian if $G$ is complete.

Conversely, let $G$ be non-complete, and in particular assume $G$ to have at least 3 vertices: we are going to show that the semigroup is neither positive nor $\ell^\infty$-contractive.

Take two vertices $v, w \in V$ chosen in such a way that $v$ has maximal degree ($2 \leq \deg(v) \leq V - 2$), that $w$ is not adjacent to $v$, and that $v, w$ have (at least) one common neighbor.

Then, we first observe that by (2.2) the off-diagonal entry $L^2_{vw}$ is strictly positive, which prevents $(e^{-tL^2})_{t \geq 0}$ from being a positive semigroup.

Furthermore, let us show that the condition

\[-L^2_{vv} + \sum_{z \neq v} |L^2_{vz}| \leq 0\]

fails to hold for this choice of $v$: by [62, Lemma 6.1] this will imply that $(e^{-tL^2})_{t \geq 0}$ is not $\ell^\infty$-contractive. Indeed,

\[-L^2_{vv} + \sum_{z \neq v} |L^2_{vz}| = -L^2_{vv} + \sum_{z \in N_v} |L^2_{vz}| + \sum_{z \notin N_v} |L^2_{vz}|\]

\[= - \deg^2(v) - \deg(v) + \sum_{z \in N_v} (\deg(v) + \deg(z) - |N_v \cap N_z|) + \sum_{z \notin N_v} |N_v \cap N_z|\]

\[= - \deg(v) + \sum_{z \in N_v} (\deg(z) - |N_v \cap N_z|) + \sum_{z \notin N_v} |N_v \cap N_z|\]

\[\geq - \deg(v) + \sum_{z \in N_v} (|N_z| - |N_v \cap N_z|) + 1\]

\[= \sum_{z \in N_v} (|N_z \setminus N_v| - 1) + 1 \geq 1\]

where the last inequality holds because $v \in N_z \setminus N_v$ for all $z$ adjacent to $v$. (We recall that $N_{\tilde{v}}$ denotes the neighborhood of a vertex $\tilde{v}$.)

However, weaker contractivity properties do hold for any graph, whether complete or not.

Proposition 2.4. The semigroup $(e^{-tL^2})_{t \geq 0}$ is $\ell^p$-contractive for some $p \in (2, \infty)$.

The following smart proof has been suggested to us in [27].
Proof. By Lumer–Phillips Theorem, all we have to show is that $-\mathcal{L}^2$ is dissipative whenever regarded as an operator on $\ell^p(\mathcal{V})$: because the duality mapping between $\ell^p$ and its dual space $\ell^{p'}$ is $f \mapsto |f|^{p-2}f$, this amounts to saying that for some $\alpha > 0$

$$(\mathcal{L}f, \mathcal{L}|f|^\alpha f)_{\ell^2(\mathcal{V})} \geq 0 \quad \text{for all } f \in \mathbb{R}^V$$

(2.3)

where we have set $\alpha := p - 2$. We are going to show that this holds for $\alpha > 0$ small enough. To this aim, we are going to show that 1) $\|\mathcal{L}f\|_{\ell^2(\mathcal{V})}^2$ is bounded from below away from 0 for $\|f\|_{\ell^2(\mathcal{V})} = 1$ and 2) $(\mathcal{L}f, \mathcal{L}|f|^\alpha f)_{\ell^2(\mathcal{V})} \geq \|\mathcal{L}f\|_{\ell^2(\mathcal{V})}^2$.

Step 1) Assume without loss of generality that $\|\mathcal{I}^Tf\|_{\ell^2(\mathcal{E})}^2 = 1$. Because the incidence matrix satisfies $\mathcal{I}^T f = 0$ for all constant functions $F \in \mathbb{R}^V$, we deduce that

$$(f - F, \mathcal{L}f)_{\ell^2(\mathcal{V})} = \sum_{e \in E} |\mathcal{I}^Tf(e)|^2 = 1 \quad \text{for any } f \in \mathbb{R}$$

and by Cauchy–Schwarz

$$\|\mathcal{L}f\|_{\ell^2(\mathcal{V})}^2 \geq \|f - F\|_{\ell^2(\mathcal{V})}^2.$$

Furthermore, again because $\|\mathcal{I}^Tf\|_{\ell^2(\mathcal{E})}^2 = 1$ the oscillation of $f$ is bounded by some $C > 0$, say

$$|f(\mathbf{v}) - F| \leq C \quad \text{for all } \mathbf{v},$$

where $F$ is the mean value of $f$, hence

$$\|\mathcal{L}f\|_{\ell^2(\mathcal{V})}^2 \geq c$$

for $c := (C^2 V)^{-1}$.

Step 2) Let us now fix some $A > 0$ and $\alpha \in (0, 1)$ and consider the two cases

- $F \in [-A, A]$,
- $F \notin [-A, A]$.

In the former case we have $y|y|^\alpha \to y$ uniformly on $[-A - C, A + C]$ as $\alpha \to 0^+$ and $(\mathcal{L}f, \mathcal{L}|f|^\alpha f)_{\ell^2(\mathcal{V})}$ tends to $\|\mathcal{L}f\|_{\ell^2(\mathcal{V})}^2$ uniformly for $f$ with values in $[-A - C, A + C]$.

In the latter case, writing $f := F + g$ for $|g| \leq C \ll F$ (assuming that $F \gg 0$; the case of $F \ll 0$ can be treated likewise) we obtain

$$|f(\mathbf{v})|^\alpha f(\mathbf{v}) - |f(\mathbf{w})|^\alpha f(\mathbf{w}) = F^{1+\alpha}
\left(1 + \frac{g(\mathbf{v})}{F}\right)^{1+\alpha} - F^{1+\alpha}
\left(1 + \frac{g(\mathbf{w})}{F}\right)^{1+\alpha}
= F^{1+\alpha}
\left(1 + \frac{(1 + \alpha)(g(\mathbf{v}) - g(\mathbf{w}))}{F}\right) + O
\left(\frac{|g(\mathbf{v}) - g(\mathbf{w})||g(\mathbf{v})| + |g(\mathbf{w})|}{F^{1+\alpha}}\right)
= (1 + \alpha)F^{\alpha}(g(\mathbf{v}) - g(\mathbf{w})) + O
\left(\frac{|g(\mathbf{v}) - g(\mathbf{w})||g(\mathbf{v})| + |g(\mathbf{w})|}{F^{1+\alpha}}\right).$$
This means that for any $\alpha \in (0, 1)$ the term $F^{-\alpha} (\mathcal{L}|f|^\alpha f)(v)$ converges uniformly to $(1 + \alpha) \mathcal{L}f(v)$ as $F \to \infty$, so

$$\left(\mathcal{L}f, \mathcal{L}|f|^\alpha f\right)_{\ell^2(V)} \approx (1 + \alpha) F^\alpha \|\mathcal{L}f\|_{\ell^2(V)}^2$$

for large $F$.

Thus, there exists $A$ such that for all $|F| > A$ (2.3) holds. $\square$

**Remark 2.5.** It follows from the Riesz–Thorin Theorem that if $G$ is not complete, then those $p$ such that $(e^{-t\mathcal{L}^2})_{t \geq 0}$ is $\ell^p$-contractive form a connected subset of $(1, \infty)$. Let us observe that for the star graph on two edges (i.e., for the path graph on 3 vertices, cf. Remark 2.2), the transition takes place at some $p_0 \leq 6$: indeed, for $f = \begin{pmatrix} 1 \\ 7/4 \\ -1 \end{pmatrix}$ one finds for

$$\kappa_f(p) := (\mathcal{L}f, \mathcal{L}|f|^{p-2} f)_{\ell^2(V)}$$

the approximate values $\kappa_f(2) = \frac{49}{8}$, $\kappa_f(5) \approx 2.31$, $\kappa_f(5.71) \approx 0.02$, $\kappa_f(5.72) \approx -0.02$. More generally, it can be seen that for stars on $E$ edges the lowest $p_0$ for which $\kappa_f(p_0) < 0$ for some $f$ satisfies $p_0 \to 2$ as $E \to \infty$. We expect the internal structure of the graph to decisively determine such a $p_0$.

Since the constant function $1$ lies in the null space of $\mathcal{L}$, the lowest eigenvalue of the discrete bi-Laplacian is always $0$—its multiplicity being the number of connected components of $G$, i.e., $1$ under our standing assumptions. By the Spectral Mapping Theorem, the eigenvalues of the square $A^2$ of a symmetric matrix $A$ are precisely the square of the eigenvalues of $A$: we can thus deduce the following estimate on the spectral gap of $\mathcal{L}^2$ from a well-known result in [28].

**Proposition 2.6.** The second lowest eigenvalue $\lambda_2$ of the $\mathcal{L}^2$ on $G$ cannot be smaller than the second lowest eigenvalue $4 \left(1 - \cos \left(\frac{\pi}{V}\right)\right)^2$ of $\mathcal{L}^2$ on a path graph on $V$ vertices; and it cannot be larger than the second lowest eigenvalue $V^2$ of $\mathcal{L}^2$ on the complete graph on $V$ vertices.

Accordingly, $(e^{-t\mathcal{L}^2})_{t \geq 0}$ converges uniformly to the orthogonal projector onto the space spanned by $1$: the rate of convergence is $e^{-\lambda_2 t}$; hence, it is fastest for the complete graph on $V$ vertices and slowest for the path graph on $V$ vertices.

**Remark 2.7.** Let $G$ be an infinite graph: if $\deg \in \ell^\infty(V)$, then $G$ is said to be uniformly locally finite. One can then consider the quadratic form $\mathfrak{h}$ defined as in (2.1), this time with maximal domain. If $G$ is uniformly locally finite, then by [60, Thm. 3.2] the operator $\mathcal{L}$ associated with $\mathfrak{h}$ is bounded, self-adjoint, and positive semidefinite on the Hilbert space $\ell^2(V)$; hence, $-\mathcal{L}^2$ generates a cosine operator function $(C(t, -\mathcal{L}^2))_{t \in \mathbb{R}}$ and an analytic, contractive semigroup $(e^{-t\mathcal{L}^2})_{t \geq 0}$ of angle $\frac{\pi}{2}$ on $\ell^2(V)$. 
By [1, Exa. 3.14.15] the cosine operator function can be expressed as

\[ C(t, -\mathcal{L}^2) = \frac{1}{2} (e^{it\mathcal{L}} + e^{-it\mathcal{L}}), \quad t \geq 0, \]

which in turn yields quite explicit analytic expressions in those cases for which \( \mathcal{L} \) is known explicitly. By [17, Exa. 12.3.3] we obtain, for instance, for \( f \in \ell^2(V) \) the expression

\[ e^{-it\mathcal{L}} f(v) = \sum_{w \in \mathbb{Z}} f(w) \frac{1}{2\pi} \int_{-\pi}^{\pi} \cos((v - w)q)e^{-2it(1 - \cos q)}dq, \quad t \in \mathbb{R}, \ v \in \mathbb{Z}, \]

for the unitary group generated by the discrete Laplacian on the graph (identified with) \( \mathbb{Z} \), hence

\[ C(t, -\mathcal{L}^2) f(v) = \sum_{w \in \mathbb{Z}} f(w) \frac{1}{2\pi} \int_{-\pi}^{\pi} \cos((v - w)q) \cos(2t(1 - \cos q))dq \]

\[ = \sum_{k \in \mathbb{Z}_p} f(v - k) J_k(2t) \cos(2t) \quad t \in \mathbb{R}, \ v \in \mathbb{Z}, \]

\[ + \sum_{k \in \mathbb{Z}_d} f(v - k) i^{k+1} J_k(2t) \sin(2t), \]

where \( J_k \) denotes the Bessel function of the first kind.

**Remark 2.8.** While it is not clear how to define the discrete Laplacian if a graph contains loops, the theory of discrete Laplacians is not too strongly dependent on the assumption that the graph contains no multiple edges. The definition of the discrete Laplacian as \( \mathcal{L} := II^T \) does still make sense, and we can still consider the self-adjoint, positive semidefinite operator \( \mathcal{L}^2 \); accordingly, if \( G \) contains multiple edges, Propositions 2.1 still holds, and one can check that also the proof of Proposition 2.4 goes through. However, the simple example of the path graph on three vertices shows that (2.2) fails to hold in this case, and therefore, the proof of Proposition 2.3 is affected, too.

3. **Bi-Laplacians on networks: general setting and self-adjoint extensions**

Let us now turn to the main topic of this paper, that is, bi-Laplacians on networks/metric graphs: we come back to the setting of Sect. 2 and consider a finite connected graph \( G = (V, E) \) without loops or multiple edges, with \( V := |V| \) and \( E := |E| \). We also denote by \( E_v \) the set of all edges \( v \) is incident with. Clearly, \( |E_v| = \deg(v) \) for all \( v \in V \). We fix an arbitrary orientation of \( G \), so that each edge \( e \equiv (v, w) \) can be identified with an interval \([0, \ell_e]\) and its endpoints \( v, w \) with 0 and \( \ell_e \), respectively. In such a way one naturally turns the \( G \) into a metric measure space \( \mathcal{G} \): a metric graph whose underlying discrete graph is precisely \( G \).
We regard functions on $G$ as vectors $(u_e)_{e \in E}$, where each $u_e$ is defined on the edge $e \simeq (0, \ell_e)$. As usual in the literature, we introduce the Hilbert space of measurable, square integrable functions on $G$

$$L^2(G) := \bigoplus_{e \in E} L^2(0, \ell_e) = \left\{ u = (u_e)_{e \in E} \text{ s.t. } u_e : (0, \ell_e) \rightarrow \mathbb{C} \text{ is measurable and } \sum_{e \in E} \int_0^{\ell_e} |u_e(x)|^2 \, dx < \infty \right\},$$

endowed with the natural inner product

$$(u, v)_{L^2(G)} := \sum_{e \in E} \int_0^{\ell_e} u_e(x) \overline{v_e(x)} \, dx.$$

Our approach to the study of bi-Laplacians is based on sesquilinear form methods. To this aim, we introduce the Sobolev space

$$\tilde{H}^k(G) := \bigoplus_{e \in E} H^k(0, \ell_e), \quad k \in \mathbb{N},$$

consisting of functions supported on the edges whose first $k$-th weak derivatives are square integrable. Let us stress that the connectivity of $G$ does not affect the definition of such Sobolev spaces. Even though boundary values are well defined for elements of $\tilde{H}^4(G)$, only later on will we describe them in terms of transmission conditions in the vertices of $G$.

We are going to study the bi-Laplacian

$$A : u \mapsto u'''$$

acting on each edge of $G$. In order to completely define $A$ on $L^2(G)$, one has to specify its domain: we can think of its realizations $A_0$ and $A_{\text{max}}$ with minimal and maximal domains

$$D(A_0) := \bigoplus_{e \in E} H^4_0(0, \ell_e), \quad D(A_{\text{max}}) := \tilde{H}^4(G) = \bigoplus_{e \in E} H^4(0, \ell_e),$$

respectively. Both $A_0$ and $A_{\text{max}}$ are closed and semibounded, but they do not generate strongly continuous semigroups on $L^2(G)$; in between there are infinitely many other realizations, whose generation property will depend on conditions on the boundary values of functions in $\tilde{H}^4(G)$ and their derivatives of order one, two, three: these boundary values are well defined since $\tilde{H}^4(G) \hookrightarrow \bigoplus_{e \in E} C^3([0, \ell_e])$.

In the search for realizations of $A$ that are semigroup generators, let us first search for those extensions of $A_0$ that are self-adjoint on $L^2(G)$: they certainly exist, since $A_0$ is a symmetric, positive semidefinite operator and we can therefore apply classic extension theory, see, e.g., the overview in [29, 74]. Let us describe them systematically:
integrating by parts we find for all \( u, v \in \tilde H^1(G) \)
\[
(Au, v)_{L^2(G)} = \sum_{e \in E} \int_0^{\ell_e} u_e'''(x) v_e(x) \, dx \\
= \sum_{e \in E} \left[ u_e'''(0) v_e(0) \right]^{\ell_e} - \sum_{e \in E} \left[ u_e''(x) v_e(x) \right]_0^{\ell_e} + \sum_{e \in E} \left[ u_e''(x) v_e(x) \right]_0^{\ell_e} \\
- \sum_{e \in E} \left[ u_e'''(x) v_e(x) \right]_0^{\ell_e} + \sum_{e \in E} \int_0^{\ell_e} u_e(x) v_e'''(x) \, dx.
\]

Adopting the notations \( u(0) := (u_e(0))_{e \in E} \) and \( u(\ell) := (u_e(\ell_e))_{e \in E} \), we find that \((Au, v)_{L^2(G)} = (u, Av)_{L^2(G)}\)—and hence, \( A \) is symmetric—if and only if
\[
\begin{pmatrix}
  u(0) \\
  u(\ell) \\
  -u'(0) \\
  u'(\ell)
\end{pmatrix}
\begin{pmatrix}
  -v'''(0) \\
  v''(\ell) \\
  -v'(0) \\
  v'(\ell)
\end{pmatrix}
= \begin{pmatrix}
  -u'''(0) \\
  u''(\ell) \\
  -u''(0) \\
  -u''(\ell)
\end{pmatrix}
\begin{pmatrix}
  v(0) \\
  v(\ell) \\
  -v(0) \\
  -v(\ell)
\end{pmatrix}
\]
for all \( u, v \in D(A) \):
\[
(\text{3.1})
\]

If \( Y \) is a subspace of \( \mathbb{C}^{4E} \), then a sufficient condition for (3.1) to hold is that
\[
\begin{pmatrix}
  u(0) \\
  u(\ell) \\
  -u'(0) \\
  u'(\ell)
\end{pmatrix}
, \begin{pmatrix}
  v(0) \\
  v(\ell) \\
  -v'(0) \\
  v'(\ell)
\end{pmatrix}
\in Y \quad \text{and} \quad \begin{pmatrix}
  -u'''(0) \\
  u''(\ell) \\
  -u''(0) \\
  -u''(\ell)
\end{pmatrix}
, \begin{pmatrix}
  v(0) \\
  v(\ell) \\
  -v(0) \\
  -v(\ell)
\end{pmatrix}
\in Y^\perp.
\]

This boundary condition can be further generalized considering some \( R \in \mathcal{L}(Y) \) and imposing
\[
\begin{pmatrix}
  u(0) \\
  u(\ell) \\
  -u'(0) \\
  u'(\ell)
\end{pmatrix}
\in Y, \quad \begin{pmatrix}
  -u'''(0) \\
  u''(\ell) \\
  -u''(0) \\
  -u''(\ell)
\end{pmatrix}
+ R \begin{pmatrix}
  u(0) \\
  u(\ell) \\
  -u'(0) \\
  u'(\ell)
\end{pmatrix}
\in Y^\perp
\]
(3.2)
on all \( u \) in the domain of \( A \).

This kind of parametrization of boundary conditions for one-dimensional operators is not completely new in the literature: in the case of Laplacians on networks, comparable conditions are discussed, for example, in [53], but they go back at least to [44] in the context of Sturm–Liouville problems. In particular, in [53] a characterization of those conditions that make the Laplacian self-adjoint is provided relating a parametrization similar to (3.2) to the earlier one discussed in [52]. Following the same strategy, we obtain the following theorem. In order to shorten the notation, we will denote the trace vectors as
\[
\begin{align*}
  u^{0,1} & := \begin{pmatrix}
    u(0) \\
    u(\ell) \\
    -u'(0) \\
    u'(\ell)
  \end{pmatrix}, \\
  u^{3,2} & := \begin{pmatrix}
    -u'''(0) \\
    u''(\ell) \\
    -u''(0) \\
    -u''(\ell)
  \end{pmatrix}.
\end{align*}
\]
**Theorem 3.1.** For any realization $A_0 \subset A \subset A_{\text{max}}$, the following assertions are equivalent:

(i) $A$ is self-adjoint on $L^2(\mathcal{G})$;

(ii) the vertex conditions can be written as

$$u^{0.1} \in Y, \quad u^{3.2} + Ru^{0.1} \in Y^\perp \quad (3.3)$$

where $Y$ is a subspace of $\mathbb{C}^{4E}$ and $R \in \mathcal{L}(Y)$ is self-adjoint;

(iii) the vertex conditions can be written as

$$Cu^{0.1} + Bu^{3.2} = 0 \quad (3.4)$$

for $C, B \in \mathcal{L}(4E \times 4E)$-matrices on $\mathbb{C}$ such that the $4E \times 8E$-matrix $(CB)$ has maximal rank and the $4E \times 4E$-matrix $CB^*$ is Hermitian.

**Proof.** (i) $\Rightarrow$ (ii) As observed before, self-adjointness of $A$ implies (3.1). Let $u \in \tilde{H}^4(\mathcal{G})$ satisfying (3.3) and $v \in \bigoplus_{e \in E} C^\infty(0, \ell_e)$. Then, $v$ satisfies (3.3), too. Indeed, condition (3.3) says that the vectors $u^{3.2} + Ru^{0.1}$ and $u^{0.1}$ are orthogonal, which implies $u^{3.2} + R^*u^{0.1}$ and $u^{0.1}$ are orthogonal, too. In particular, one has $u^{3.2} + R^*u^{0.1} = 0$. Moreover, (3.1) holds on both $Y^\perp$ and $Y$. Then, for the first one, one has

$$0 = (u^{3.2}, v^{0.1}_{Y^\perp}),$$

hence, $v^{0.1} \in Y$. For the second one

$$(u^{0.1}, v^{3.2})_Y = (u^{3.2}, v^{0.1})_Y = -(R^*u^{0.1}, v^{0.1})_Y = -(u^{0.1}, Rv^{0.1})_Y$$

so that

$$(u^{0.1}, v^{3.2} + Rv^{0.1})_Y = 0$$

and

$$v^{3.2} + Rv^{0.1} \in Y^\perp.$$ 

Now, since $u$ and $v$ satisfy (3.3) and (3.1) holds, one has

$$(u^{0.1}, v^{3.2})_Y = (u^{3.2}, v^{0.1})_Y$$

i.e.,

$$(u^{0.1}, Rv^{0.1})_Y = (Ru^{0.1}, v^{0.1})_Y.$$ 

Thus, $R$ is self-adjoint.

(ii) $\Rightarrow$ (iii) Choose $C$ and $B$ such that $Y = \text{Rg} B^*, Y^\perp = \text{ker} B$ and $R = (Q_1BQ)^{-1}C$ where $Q$ and $Q_1$ are the orthogonal projections onto $\text{Rg} B^*$ and $\text{Rg} B$, respectively. Here, $\text{Rg}$ denotes the range of a matrix. Observe that the mapping $Q_1BQ : \text{Rg} B^* \to \text{Rg} B$ is invertible follows from the decomposition $\mathbb{C}^{4E} = \text{ker} B \oplus \text{Rg} B^*$. Indeed,
\((Q_1BQ)h = 0\) for some \(h \in \text{Rg } B^*\) implies \(Bh = 0\) and then, \(h \in \ker B\). Hence, the only possibility is \(h = 0\). Furthermore, since \(R\) is self-adjoint, \((Q_1BQ)^{-1}C\) is self-adjoint, which implies \(B^{-1}C\) is self-adjoint, too, i.e., \(B^{-1}C = C^*(B^*)^{-1}\). Multiplying by appropriate inverse matrices from both sides, we get \(CB^*\) is self-adjoint. Then, since \(A\) acts as the fourth derivative on each edge, one needs to establish four boundary conditions per edge. Therefore, for a function in \(D(A)\) we need exactly \(4E\) conditions. This is assured with \((3.3)\) because \(Y\) is a subspace of \(\mathbb{C}^{4E}\). Thus, in order to impose the right number of conditions with \((3.4)\), the rank of the matrix \((CB)\) should be maximal. Finally, condition \((3.3)\) says in particular that

\[ u^{0,1} \in \text{Rg } B^* \quad \text{and} \quad u^{3,2} + (Q_1BQ)^{-1}Cu^{0,1} \in \ker B, \]

which is, denoting by \(P\) the orthogonal projection onto \(\ker B\),

\[ Pu^{0,1} = 0 \quad \text{and} \quad Qu^{3,2} + (Q_1BQ)^{-1}CQu^{0,1} = 0. \]

By [53, Cor. 5], this is equivalent to \((3.4)\).

(iii) \(\Rightarrow\) (i) In order to prove self-adjointness of \(A\), we have to establish two facts: (a) if \(u\) and \(v\) satisfy \((3.4)\), then \((3.1)\) holds and (b) if \(u\) satisfies \((3.4)\) and \((3.1)\) holds, then \(v\) also satisfies \((3.4)\). For the first assertion, consider

\[ (u^{0,1}, v^{3,2}) = -(u^{0,1}, B^{-1}Cv^{0,1}) \]

and similarly

\[ (u^{3,2}, v^{0,1}) = -(B^{-1}Cu^{0,1}, v^{0,1}). \]

Then, since \(B^{-1}C\) is self-adjoint, one obtains

\[ (u^{0,1}, v^{3,2}) = (u^{3,2}, v^{0,1}) \]

which yields \((3.1)\).

For the second assertion, since \(u\) satisfies \((3.4)\) and \(CB^*\) is self-adjoint, then for any \(h \in \mathbb{C}^{4E}\) one can write

\[ u^{0,1} = -B^*h \quad \text{and} \quad u^{3,2} = C^*h. \]

Substituting in \((3.1)\), one obtains

\[ 0 = (C^*h, v^{0,1}) - (-B^*h, v^{3,2}) = (h, Cv^{0,1} + Bv^{3,2}). \]

Since \(h\) is arbitrary, it follows

\[ Cv^{0,1} + Bv^{3,2} = 0 \]

and then \(v\) satisfies \((3.4)\). □
Let us stress that the content of Theorem 3.1 is simply an assertion about extensions of vector-valued functions and is not yet taking into account the structure of the underlying network $\mathcal{G}$.

If local models (say, networks of beams) are considered, it is reasonable to endow operators with vertex interactions that mirror the graph’s connectivity by only involving boundary values on adjacent edges. This is made as follows: once assigned an arbitrary direction to each edge of $\mathcal{G}$, the entries of any vector in $\mathcal{C}^2E$ are bijective with the boundary values $\left( (\psi_e(0))_{e\in E} \right) \in \tilde{H}^1(\mathcal{G})$ defined on each edge. Let us consider the subspace $c_V$ of $\mathcal{C}^2E$ that consists of those vectors that are vertex-wise constant, i.e., if a vertex $v$ is incident with edges $e_j, \ldots, e_n$, then elements of $c_V$ have entries that agree whenever they are associated with the endpoints of $e_j, \ldots, e_n$ corresponding to $v$ (in the case of a star consisting of $k$ semi-infinite intervals, say, $c_V$ would, e.g., be spanned by $1_{\mathbb{R}^k} = (1, \ldots, 1)$). Hence, imposing the condition that

$$\left( u(0) \\ u(\ell) \right) \in c_V$$

is equivalent to require that a function is continuous in all vertices, i.e., it attains the same value on all interval endpoints corresponding to the same vertex.

Before describing a few instances of vertex conditions with interesting properties, we fix some notations regarding vertex conditions. Here and in the following, we denote by $\frac{\partial u_e}{\partial \nu}(v)$ the exterior normal derivative of $u_e$ at $v$, i.e.,

$$\frac{\partial u_e}{\partial \nu}(v) := \begin{cases} -u_e'(0) & \text{if } v \text{ is the initial endpoint of } e \\ u_e'(\ell_e) & \text{if } v \text{ is the terminal endpoint of } e. \end{cases}$$

Likewise, $\frac{\partial^3 u_e}{\partial \nu^3}(v)$ denotes $-u_e'''(0)$ or $u_e'''(\ell_e)$, respectively.

In analogy with Kirchhoff’s classical current law (“In a network of conductors meeting at a point, the algebraic sum of currents is zero”), the so-called Kirchhoff conditions impose that the entries of a vector of current-like values sum up to 0 at each vector of a network. This terminology is rather common in the theory of Laplacians on networks since [7,52] and is canonically referred to the vector of normal derivatives (at each vertex), i.e., it requires that

$$\sum_{e \in E_v} \frac{\partial u_e}{\partial \nu}(v) = 0 \quad \text{for all } v \in V,$$

where $E_v$ is as usual the set of all edges $v$ is incident with. In our context, we will also occasionally consider Kirchhoff-type conditions on the boundary values $u_e''(v)$ of the second derivatives as well as on the third normal derivatives $\frac{\partial^3 u_e}{\partial \nu^3}(v)$.

Let us present an overview of vertex conditions that have appeared in the literature on beam equations on networks and how they can be discussed with our formalism.
Example 3.2. Dekoninck and Nicaise have studied in [22] the exact controllability problem of networks of beams
\[ \frac{\partial^2 u_e}{\partial t^2}(t, x) = -\frac{\partial^4 u_e}{\partial x^4}(t, x), \quad t \geq 0, \ e \in E, \ x \in (0, \ell_e) \]
under vertex conditions
\[
\begin{cases}
\quad u_e(t, v) = u_f(t, v) & \text{if } e \cap f = v, \ t \geq 0, \\
\quad \sum_{e \in E_v} \frac{\partial u_e}{\partial v}(t, v) = 0 & \forall v \in V, \ t \geq 0, \\
\quad \frac{\partial^2 u_e}{\partial x^2}(t, v) = \frac{\partial^2 u_f}{\partial x^2}(t, v) & \text{if } e \cap f = v, \ t \geq 0, \\
\quad \sum_{e \in E_v} \frac{\partial^3 u_e}{\partial v^3}(t, v) = 0 & \forall v \in V, \ t \geq 0,
\end{cases}
\]
that is, they require continuity of the function and of the second derivatives at each vertex of \( G \), and Kirchhoff condition for the normal derivatives and third normal derivatives. Condition (3.5) is equivalent to (3.3) with
\[ Y = c_V \times c_V^\perp, \quad R = 0. \]
Indeed, one obtains
\[
\begin{pmatrix}
\quad u(0) \\
\quad u(\ell)
\end{pmatrix} \in c_V \quad \text{and} \quad \begin{pmatrix}
\quad -u'(0) \\
\quad u' \ell)
\end{pmatrix} \in c_V^\perp,
\]
which yield continuity of the function at the vertices and the Kirchhoff condition on the normal derivatives, respectively. Consequently, the additional conditions
\[
\begin{pmatrix}
\quad -u''(0) \\
\quad -u'' \ell)
\end{pmatrix} \in c_V \quad \text{and} \quad \begin{pmatrix}
\quad -u'''(0) \\
\quad u''' \ell)
\end{pmatrix} \in c_V^\perp,
\]
hold, meaning continuity and Kirchhoff conditions on the second derivatives and third normal derivatives, respectively.

Observe that the bi-Laplacian whose domain consists of \( \tilde{H}^4(G) \)-functions satisfying (3.5) is the square of the Laplacian \( \Delta_{CK} \) with continuity and Kirchhoff conditions on the normal derivatives. Such \( \Delta_{CK} \) is a favorite object in the theory of operator on networks since [7, 68, 73] and is often regarded as the natural counterpart of the Neumann Laplacian on domains. Accordingly, conditions (3.5) are the network analogue of sliding boundary conditions for bi-Laplacians on domains.

Example 3.3. Again Dekoninck and Nicaise have studied in [23] the characteristic equation for the spectrum of the operator acting on functions that satisfy vertex conditions either
\[
\begin{cases}
\quad u_e(t, v) = u_f(t, v) & \text{if } e \cap f = v, \ t \geq 0, \\
\quad \frac{\partial u_e}{\partial v}(t, v) = \frac{\partial u_f}{\partial v}(t, v) & \text{if } e \cap f = v, \ t \geq 0, \\
\quad \sum_{e \in E_v} \frac{\partial^2 u_e}{\partial x^2}(t, v) = 0 & \forall v \in V, \ t \geq 0, \\
\quad \sum_{e \in E_v} \frac{\partial^3 u_e}{\partial v^3}(t, v) = 0 & \forall v \in V, \ t \geq 0,
\end{cases}
\]
(analogous to conditions considered in [12]) or
\[
\begin{aligned}
&u_e(t,v) = u_f(t,v) \quad \text{if } e \cap f = v, \ t \geq 0, \\
&\frac{\partial^2 u_e}{\partial x^2}(t,v) = 0 \quad \forall \ v \in V, \ t \geq 0, \\
&\sum_{e \in E_v} \frac{\partial^3 u_e}{\partial \nu^3}(v) = 0 \quad \forall \ v \in V, \ t \geq 0.
\end{aligned}
\tag{3.7}
\]

Condition (3.6) can be represented as (3.3) upon taking
\[Y = c_V \times c_V, \ R = 0,
\]
whereas condition (3.7) corresponds to
\[Y = c_V \times C^2E, \ R = 0;
\]
the latter has been generalized in [10] by adding lower-order terms, corresponding to a (possibly non-self-adjoint) term \(R \neq 0\).

**Example 3.4.** Kiik, Kurasov, and Usman discuss in [47] vertex conditions which take into account the geometry of the underlying graph and depend on the angles \(\alpha\) (resp., \(\beta, \gamma\)) between the edges \(e_2, e_3\) (resp., between \(e_1, e_3\) and \(e_1, e_2\)). In the rather special setting of a star consisting of three semi-infinite edges, they rigorously derive from physical-geometrical considerations the vertex conditions
\[
\begin{aligned}
&u_1(t,0) = u_2(t,0) = u_3(t,0), \\
&\sin \alpha \cdot \frac{\partial u_1}{\partial x}(t,0) + \sin \beta \cdot \frac{\partial u_2}{\partial x}(t,0) + \sin \gamma \cdot \frac{\partial u_3}{\partial x}(t,0) = 0, \\
&\frac{1}{\sin \alpha} \frac{\partial^2 u_1}{\partial x^2}(t,0) = \frac{1}{\sin \beta} \frac{\partial^2 u_2}{\partial x^2}(t,0) = \frac{1}{\sin \gamma} \frac{\partial^2 u_3}{\partial x^2}(t,0), \\
&\frac{\partial^3 u_1}{\partial x^3}(t,0) + \frac{\partial^3 u_2}{\partial x^3}(t,0) + \frac{\partial^3 u_3}{\partial x^3}(t,0) = 0,
\end{aligned}
\tag{3.8}
\]
provided none of the angles \(\alpha, \beta, \gamma\) is equal to 0 or \(\pi\); the same conditions were mentioned, without rigorous derivation, already in [10]. (In [54,55], comparable but physically more realistic derivations lead to various systems of nonlinear equations.)

Conditions (3.8) can be represented in our standard formalism by taking
\[Y = Y_1 \times Y_2
\]
with
\[Y_1 = \left(\begin{array}{c}
1 \\
1 \\
1
\end{array}\right), \quad Y_2 = \left(\begin{array}{c}
\sin \alpha \\
\sin \beta \\
\sin \gamma
\end{array}\right) ^\perp, \quad \text{and} \quad R = 0.
\]
Motivated by modeling of mechanical systems, further realizations with dynamic transmission conditions in the vertices have been studied among others in [12,56]. We will discuss such dynamic conditions in a forthcoming paper.
4. Generation results in $L^2$

Let us now turn to the issue of well-posedness of the parabolic equation associated with different realizations of the bi-Laplacian $A$ on $L^2(\mathcal{G})$. We are going to focus on the parametrization in (3.3), i.e., we consider the edgewise fourth derivative $u''''$ with domain

$$D(A) = \left\{ u \in \widetilde{H}^4(\mathcal{G}) : u^{0,1} \in Y \text{ and } u^{3,2} + R u^{0,1} \in Y^\perp \right\}.$$  

(If there is any risk of confusion, we will stress the dependence of $A$ on the boundary conditions in (3.3) by writing $A_{Y,R}$.)

Here and in the remainder of this article, we always impose the following.

**Assumption 4.1.** $Y$ is a subspace of $C^{4E}$ and $R$ is a (bounded, not necessarily self-adjoint) linear operator on $Y$.

The following trace estimates will be useful in the following.

**Lemma 4.2.** Let $u \in \widetilde{H}^4(\mathcal{G})$, then

$$|u(0)|^2 \leq \frac{2}{q} \| u \|_{L^2(\mathcal{G})}^2 + q \| u' \|_{L^2(\mathcal{G})}^2, \quad |u(\ell)|^2 \leq \frac{2}{r} \| u \|_{L^2(\mathcal{G})}^2 + r \| u' \|_{L^2(\mathcal{G})}^2,$$

$$|u'(0)|^2 \leq \frac{2}{q} \| u' \|_{L^2(\mathcal{G})}^2 + q \| u'' \|_{L^2(\mathcal{G})}^2, \quad |u'(\ell)|^2 \leq \frac{2}{r} \| u' \|_{L^2(\mathcal{G})}^2 + r \| u'' \|_{L^2(\mathcal{G})}^2,$$

$$|u''(0)|^2 \leq \frac{2}{q} \| u'' \|_{L^2(\mathcal{G})}^2 + q \| u''' \|_{L^2(\mathcal{G})}^2, \quad |u''(\ell)|^2 \leq \frac{2}{r} \| u'' \|_{L^2(\mathcal{G})}^2 + r \| u''' \|_{L^2(\mathcal{G})}^2,$$

$$|u'''(0)|^2 \leq \frac{2}{q} \| u''' \|_{L^2(\mathcal{G})}^2 + q \| u'''' \|_{L^2(\mathcal{G})}^2, \quad |u'''(\ell)|^2 \leq \frac{2}{r} \| u''' \|_{L^2(\mathcal{G})}^2 + r \| u'''' \|_{L^2(\mathcal{G})}^2,$$

for any positive $q, r \leq \min_{\mathbf{e} \in E} \ell_{\mathbf{e}}$.

**Proof.** Using the fundamental theorem of calculus, it is easy to see that

$$|u_{\mathbf{e}}(0)|^2 \leq \frac{2}{q} \| u_{\mathbf{e}} \|_{L^2(0, \ell_{\mathbf{e}})}^2 + q \| u'_{\mathbf{e}} \|_{L^2(0, \ell_{\mathbf{e}})}^2$$

for all $u \in \widetilde{H}^4(\mathcal{G})$ and $q \in (0, 1]$; the other inequalities can be checked likewise. \hfill \Box

Our favorite parametrization in (3.3) allows for a slick application of classical methods based on elliptic sesquilinear forms as presented, e.g., in [4,21,64].

**Theorem 4.3.** The sesquilinear form associated with $A$ is given by

$$a(u, v) = \sum_{\mathbf{e} \in E} \int_0^{\ell_{\mathbf{e}}} u''_{\mathbf{e}}(x) \overline{v''_{\mathbf{e}}(x)} \, dx - (R u^{0,1}, v^{0,1})_{C^{4E}}.$$

with domain

$$D(a) := \tilde{H}^2_\Gamma(\mathcal{G}) := \{ u \in \tilde{H}^2(\mathcal{G}) : u^{0,1} \in Y \}.$$
Proof. The first step is to prove that $a$ is closed. Thanks to estimates in Lemma 4.2 and the fact that $R$ is bounded, it is possible to find a positive constant $C$ such that $\|u\|_a \leq C \|u\|_{\tilde{H}^2(G)}$ for any $u \in D(a)$. For the same reasons, one can estimate as follows:

$$c_1 \|u\|_{\tilde{H}^2(G)}^2 \leq c_2 \left( \|u\|_{L^2(G)}^2 + \|u''\|_{L^2(G)}^2 + \|u'''\|_{L^2(G)}^2 \right) - \|R\|_{L(Y)} \|u\|_{L^2(\partial G)}^2$$

$$\leq c_3 \left( \|u\|_{L^2(G)}^2 + \|u''\|_{L^2(G)}^2 \right) - (Ru^{0,1}, u^{0,1})$$

$$\leq c_4 \|u\|_a^2$$

for suitable positive constants such that $c_2 > \|R\|_{L(Y)} \left( 2r + \frac{4}{r} \right)$ for $0 < r \leq \min_{e \in E} \ell_e$ and for any $u \in \bigoplus_{e \in E} C^\infty_c(0, \ell_e)$. By density, we can thus find two constants $c, C \geq 0$ such that

$$c \|u\|_{\tilde{H}^2(G)} \leq \|u\|_a \leq C \|u\|_{\tilde{H}^2(G)} \quad \text{for all } u \in D(a), \quad (4.3)$$

i.e., the norm associated with $a$ and the norm of the space $\tilde{H}^2(G)$ are equivalent, so that $(D(a), \| \cdot \|_a)$ is complete. Thus, it is associated with a closed operator $S$ in $L^2(G)$ defined by

$$D(S) := \{u \in D(a) : \exists v \in L^2(G) \text{ s.t. } a(u, h) = (v, h) \text{ for all } h \in D(a) \},$$

$$Su := v.$$

We want to show that $S$ coincides with $A$. So, according to the above definition, for any $u \in D(S) \subset D(a)$ there exists $Su := v \in L^2(G)$ such that

$$a(u, h) - \sum_{e \in E} \int_0^{\ell_e} v_\theta(x) h_\theta(x) \, dx = 0 \quad (4.4)$$

for any $h \in D(a)$. Let $h \in D(a)$ be any smooth function on the edges which vanishes in a neighborhood of each vertex together with its first derivative. Then, plugging such $h$ into (4.4) and integrating by parts, one obtains that

$$v = Su = \frac{d^4 u}{dx^4}.$$

In particular, since $v \in L^2(G)$, this also implies that $u \in \tilde{H}^4(G)$. Since $u \in D(S)$, condition $u^{0,1} \in Y$ is satisfied. We have to show the remaining condition in (3.3). Then, choosing now as $h$ a nonzero function in a neighborhood of the vertices and integrating by parts in (4.4), leads to

$$\sum_{e \in E} \left[ u''_e(x) h_\theta(x) \right]_0^{\ell_e} - \sum_{e \in E} \left[ u'''_e(x) h_\theta(x) \right]_0^{\ell_e} - (Ru^{0,1}, h^{0,1}) = 0,$$

or equivalently

$$(u^{3,2} + Ru^{0,1}, h^{0,1}) = 0.$$
Since \( h \) is an arbitrary vector satisfying \( h^{0,1} \in Y \), the above equality forces \( u \) to satisfy \( u^{3,2} + R u^{0,1} \in Y \perp \). Then, \( u \in D(A) \).

Conversely, take \( u \in D(A) \subset D(a) \). Then, for any \( h \in D(a) \)

\[
\begin{align*}
\alpha(u, h) &= \sum_{e \in E} \int_0^{\ell_e} u_e''(x) h_e''(x) \, dx - (R u^{0,1}, h^{0,1}) \\
&= (Au, h) + \sum_{e \in E} [u_e''(x) h_e'(x)]_0^{\ell_e} - \sum_{e \in E} [u_e'''(x) h_e(x)]_0^{\ell_e} - (R u^{0,1}, h^{0,1})_Y \\
&= (Au, h) - (u^{3,2}, h^{0,1}) + (u^{3,2}, h^{0,1}) \\
&= (Au, h).
\end{align*}
\]

Then, \( u \in D(S) \). This shows that the operators \( A \) and \( S \) coincide. \( \square \)

Let us further investigate on some special self-adjoint extensions of the operator \( A \) making use of the associated form \( a \). As our overview in Examples 3.2, 3.3, and 3.4 has substantiated, literature on bi-Laplacians on graphs has always focused on models where functions are continuous in the vertices. Hence, we are mainly interested in extensions of \( A_0 \)—the bi-Laplacian \( A \) with minimal domain—whose domains enforce continuity in the vertices, i.e., in realizations \( A_{Y,R} \) such that \( Y \) is of the form

\[
Y = c_V \times Y_2 \tag{4.5}
\]

for some subspace \( Y_2 \) of \( C^{2E} \). How large is this class? The following is a classical result obtained in [2,49], cf. [74, Chapter 13].

**Theorem 4.4.** Let \( A \) be a symmetric, positive semidefinite operator on a Hilbert space \( H \). Then, \( A \) has a self-adjoint extension if and only if the associated quadratic form is densely defined in \( H \).

In this case, there exist precisely two extensions \( A_K, A_F \) of \( A \) such that

- \( A_K, A_F \) are self-adjoint and positive semidefinite and
- any other self-adjoint, positive semidefinite extension \( \tilde{A} \) of \( A \) satisfies

\[
A_K \leq \tilde{A} \leq A_F,
\]

i.e., the corresponding quadratic forms \( a_K, \tilde{a}, a_F \) satisfy

\[
D(a_F) \subset D(\tilde{a}) \subset D(a_K)
\]

and

\[
a_F(u, u) \leq \tilde{a}(u, u) \leq a_K(u, u) \quad \text{for all } u \in D(a_F).
\]

The operators \( A_K \) and \( A_F \) are called **Krein–von Neumann** and **Friedrichs extension** of \( A \), respectively: with respect to the partial order just introduced, they are the smallest and the largest extensions, respectively.
Example 4.5. When looking for self-adjoint realizations of the bi-Laplacian, it seems natural to restrict our maximal operator $A_{\text{max}}$ to the space

$$D_{\text{cont}} := \{ f \in C(\mathcal{G}) : f' \in \bigoplus C_c^\infty(0, \ell_e) \},$$

where $C(\mathcal{G})$ denotes, of course, the space of scalar-valued functions defined on $\mathcal{G}$ that are continuous on each edge and also in the vertices.

One immediately sees that $D_{\text{cont}}$ is dense in $L^2(\mathcal{G})$. Taking the restriction onto $D_{\text{cont}}$ of the sesquilinear form

$$a(u, v) = \sum_{e \in E} \int_0^{\ell_e} u''_e(x)v''_e(x) \, dx$$

and closing it up, one finds the symmetric, positive semidefinite form $(a, D_F(a))$: it is the form associated with the Friedrichs extension $A_F$ of $A|_{D_{\text{cont}}}$. Its domain $D_F(a)$ consists of the space of all functions in $\bigoplus_{e \in E} H^4(0, \ell_e)$

- that are continuous in the vertices;
- whose first derivatives vanish in the vertices;

self-adjointness of $A_F$ then uniquely determines the remaining transmission conditions in the vertices, which amount to further restricting to functions

- whose third normal derivatives satisfy a Kirchhoff condition.

Summing up we have found the transmission conditions

$$\begin{align*}
& u_e(v) = u_f(v) \quad \text{if } e \cap f = v, \\
& \frac{\partial u_e}{\partial v}(v) = 0 \quad \forall v \in V, \\
& \sum_{e \in E_v} \frac{\partial^3 u_e}{\partial v^3}(v) = 0 \quad \forall v \in V. 
\end{align*}$$

(4.6)

Observe that the second condition, which is outer first derivatives zero at each vertex, implies that no conditions are imposed on the second derivatives of the function. In our usual formalism, these conditions correspond to the choice

$$Y = c_V \times \{0_{C^2E}\}, \quad R = 0.$$  

(If $E = 1$, i.e., the network consists of just one interval, then the above Friedrichs extension is the bi-Laplacian with sliding boundary conditions. We emphasize that this construction strongly depends on our choice of $A|_{D_{\text{cont}}}(A)$ as a reference operator; had we chosen $A|_{C_c^\infty(0, \ell_e)}$ and not bothered to enforce continuity as a mean to describe the graph’s connectivity, then we would have found the bi-Laplacian on a collection of disconnected edges with clamped conditions instead. Different Friedrichs extensions have actually been discussed in the literature, if the minimal operator is endowed at a given subset of vertices with zero conditions on the boundary values of $u$ [24, § 8.3], or else on the boundary values of both $u$ and $u'$ [22, § 2].)
Example 4.6. Let us finally look for the Krein–von Neumann extension $A_K$ of $A|_{D_{cont}(A)}$. In order to determine it, let us adapt the computations in [65, § 4]: we look for a self-adjoint extension with maximal form domain $\tilde{H}^2_Y(G)$ and whose additional boundary conditions

$$u^{3.2} + \Lambda u^{0.1} \in Y^\perp$$

are trimmed to make the extension as small as possible. Here, $\Lambda$ is a self-adjoint operator acting on $\mathbb{C}^4E$; furthermore, $Y$ should be maximal among those subspaces that encode the continuity conditions; hence, a natural candidate is $Y = c_V \times \mathbb{C}^2E$.

The associated quadratic forms are then given by

$$u \mapsto \sum_{e \in E} \int_0^{\ell_e} |u_e''|^2 \, dx - (\Lambda u^{0.1}, u^{0.1}).$$

This form is clearly nonnegative if $\Lambda$ is negative semidefinite; our goal is to find the largest $\Lambda$ for which the estimate

$$\sum_{e \in E} \int_0^{\ell_e} |u_e''|^2 \, dx \geq (\Lambda u^{0.1}, u^{0.1}) \quad (4.7)$$

is still satisfied. By Hölder’s inequality

$$\int_0^{\ell_e} |w|^2 \, dx \geq \frac{1}{\ell_e} \left( \int_0^{\ell_e} |w| \, dx \right)^2$$

for all $w \in L^2(0, \ell_e)$,

and this estimate is optimal: the right-hand side in (4.7) is made as small as possible by enforcing

$$(\Lambda u^{0.1}, u^{0.1}) = \sum_{e \in E} \frac{1}{\ell_e} \left( \int_0^{\ell_e} u_e'' \, dx \right)^2,$$

i.e.,

$$(\Lambda u^{0.1}, u^{0.1}) = \sum_{e \in E} \frac{|u'(e^+) - u'(e^-)|^2}{\ell_e}, \quad (4.8)$$

where we have denoted by $e^+$ (resp. $e^-$) the terminal (resp., initial) endpoint of $e$.

A direct matrix multiplication shows that (4.8) is satisfied if $\Lambda$ has a block structure

$$\Lambda = \begin{pmatrix} 0 & 0 \\ 0 & \Lambda_0 \end{pmatrix}$$

with $\Lambda_0 := \frac{1}{2} JL^{-1} J$, where $L := \text{diag}(\ell_{e_1}, \ldots, \ell_{e_E}, \ell_{e_1}, \ldots, \ell_{e_E})$ and the symmetric matrix $J$ is defined by

$$J := \begin{pmatrix} \text{Id}_E & \text{Id}_E \\ \text{Id}_E & \text{Id}_E \end{pmatrix}.$$
Summing up, we have found that the Krein–von Neumann extension of $A|_{D_{\text{cont}}(A)}$ is determined by the non-local transmission conditions

$$
\begin{aligned}
  u_\theta(v) &= u_\ell(v) \quad \text{if } \theta \cap \ell = v, \\
  -u_\theta''(0) &= -u_\ell''(\ell_\theta) = \frac{u_\theta''(\ell_\theta) - u_\ell''(0)}{\ell_\theta} \quad \forall \, \theta \in E, \\
  \sum_{\theta \in E_v} \frac{\partial^2 u_\theta}{\partial \nu^2}(v) &= 0
\end{aligned}
$$

(4.9)
corresponding to the choice

$$
Y = c_Y \times \mathbb{C}^E, \quad R = \Lambda.
$$

We conclude this section by explicitly presenting the consequences of our form methods on the analysis of evolution equations. Even in the non-self-adjoint case, the sesquilinear form $a$ enjoys good properties, which we summarize in the following.

**Proposition 4.7.** Under Assumption 4.1, the form $a$ in (4.1)–(4.2) is densely defined and continuous. Furthermore, it is $L^2(G)$-elliptic, i.e., there exist $\mu > 0$ and $\omega \in \mathbb{R}$ such that

$$
\text{Re} \, a(u) + \omega \|u\|^2_{L^2(G)} \geq \mu \|u\|^2_{D(a)} \quad \text{for all } u \in D(a),
$$

and of Lions type, i.e., there exists $M > 0$ such that

$$
|\text{Im} \, a(u)| \leq M \|u\|_{D(a)} \|u\|_{L^2(G)} \quad \text{for all } u \in D(a).
$$

Thus, the associated operator $-A$ generates a cosine operator function with phase space $\widetilde{H}^2_Y(G) \times L^2(G)$ and in particular a strongly continuous semigroup $(e^{-tA})_{t \geq 0}$ in $L^2(G)$ that is analytic of angle $\frac{\pi}{2}$. Moreover, the semigroup is self-adjoint if and only if $R$ is self-adjoint; it is real (i.e., it maps real-valued functions to real-valued functions) if and only if both the matrices $P_Y$ and $R$ are real; it is contractive if $R$ is dissipative. Finally, $e^{-tA}$ is of trace class (and in particular compact) for all $t > 0$.

Here and in the following, we denote by $P_Y$ the orthogonal projector of $C^4E$ onto $Y$. We emphasize that dissipativity of $R$ is not necessary for contractivity of $(e^{-tA})_{t \geq 0}$, the Krein–von Neumann realization of the bi-Laplacian being a counterexample.

**Proof.** Observe that $\bigoplus_{\theta \in E} C^2_c(0, \ell_\theta) \subset D(a)$; hence, $D(a)$ is dense in $L^2(G)$. We have already observed that $a$ is closed and (4.3) holds, then $a$ is $L^2(G)$-elliptic. As a consequence of the Cauchy–Schwarz inequality, of boundedness of $R$ and of Lemma 4.2, $a$ is also bounded. Moreover, $a$ is of Lions type: indeed, $a$ can be written as $a(u, v) = a_1(u, v) + a_2(u, v)$ with

$$
a_1(u, v) := \sum_{\theta \in E} \int_0^{\ell_\theta} u_\theta''(x)v_\theta''(x) \, dx, \quad a_2(u, v) := -\left( Ru^{0.1}, v^{0.1}\right).
$$

Now, $a_1$ is symmetric and hence of Lions type, and $a_2$ satisfies

$$
|a_2(u, u)| \leq c \|R\|_{L(Y)} \|u\|_{D(a)} \|u\|_{L^2(G)}
$$
thanks to Lemma 4.2. Therefore, see, for example, [3, § 5.6.6], $-A$ generates a cosine operator function and hence by [1, Theorem 3.14.17] also an analytic semigroup of angle $\pi/2$. Self-adjointness follows from symmetry of the form if $R$ is self-adjoint. The characterization of reality follows from [71, Prop. 2.5], reasoning as in [14, Prop. 4.2]. If $R$ is dissipative, then $\alpha$ is accretive and $(e^{-tA})_{t \geq 0}$ is thus contractive. Finally, by [39, Satz 1], the embedding of $\iota : \tilde{H}^2(\mathcal{G}) \hookrightarrow L^2(\mathcal{G})$ is of trace class, hence so is the semigroup on $L^2(\mathcal{G})$ in view of the factorization

$$e^{-t\Delta^2}_{L^2 \rightarrow L^2} = \iota \circ e^{-t\Delta^2}_{\tilde{H}^2 \rightarrow L^2}, \quad t > 0.$$ 

This concludes the proof. \hfill \Box

Therefore, we obtain the following.

**Proposition 4.8.** For all $f \in L^2(\mathcal{G})$ the parabolic problem associated with $-A_{Y,R}$

$$\begin{aligned}
\frac{\partial u}{\partial t}(t, x) &= -\frac{\partial^4 u}{\partial x^4}(t, x) \quad t \geq 0, \; x \in \mathcal{G}, \\
\begin{pmatrix}
u(t, 0) \\
u(t, \ell) \\
-u'(t, 0) \\
u'(t, \ell)
\end{pmatrix} &\in Y \quad t \geq 0, \\
\begin{pmatrix}
u''(t, 0) \\
u'''(t, \ell) \\
-u''(t, 0) \\
u''(t, \ell)
\end{pmatrix} + R \begin{pmatrix}
u(t, 0) \\
u(t, \ell) \\
-u'(t, 0) \\
u'(t, \ell)
\end{pmatrix} &\in Y^\perp \quad t \geq 0, \\
u(0, x) &= f(x), \quad x \in \mathcal{G},
\end{aligned}$$

(4.10)

admits a unique solution in $L^2(\mathcal{G})$: this is given by $u(t, \cdot) = e^{-tA_{Y,R}} f(\cdot), \; t \geq 0$. A similar assertion holds for the corresponding second-order problem with initial conditions

$$u(0, x) = f(x) \quad \text{and} \quad \frac{\partial u}{\partial t}(0, x) = g(x), \quad x \in \mathcal{G},$$

for all $f \in D(\alpha)$ and all $g \in L^2(\mathcal{G})$.

**Remark 4.9.** The first author studied in [37] the bi-Laplacian operator perturbed by singular potentials in higher dimensions. In particular, she discussed

$$A = -\Delta^2 + \frac{c}{|x|^4}$$

in dimension $N \geq 5$ and where $c < \left(\frac{N(N-4)}{4}\right)^2$ and proved the generation of a bounded holomorphic strongly continuous semigroup on $L^p(\mathbb{R}^N)$ for $p$ in an open interval around 2. The constraint on the constant $c$ is due to the best constant in the Rellich inequality which is a strong tool to prove generation by form methods. Since the Rellich inequality is also valid on the half-line, see [72], generation results for $A = \frac{d^4}{dx^4} - \frac{c}{x^4}$ could be obtained straightforwardly at least on $L^2(\mathcal{G})$ on a suitable infinite graph, for example, a star consisting of $k$ semi-infinite intervals.
5. Contractivity issues

In the remainder of this paper, we are going to study further properties of semigroups governing on fourth-order parabolic equations, focusing on similarities with, and differences from, well-known features of heat semigroups generated by usual Laplacians.

5.1. Ultracontractivity

Because $e^{-tA}$ is for all $t > 0$ a trace-class operator and therefore a Hilbert-Schmidt operator, it has an integral kernel of class $L^2(\mathcal{G} \times \mathcal{G})$, i.e., there exists a family $(p(t, \cdot, \cdot))_{t \geq 0}$ of $L^2(\mathcal{G} \times \mathcal{G})$-kernels such that the semigroup operators $e^{-tA}$ satisfy

$$e^{-tA} f(x) = \int_{\mathcal{G}} p(t, x, y) f(y) \, dy \quad \text{for all } t > 0 \text{ and } f \in L^2(\mathcal{G}) \text{ and a.e. } x \in \mathcal{G}.$$ 

Indeed, more is true: by the Kantorovich–Vulikh Theorem, the space of bounded linear operators from $L^1(X)$ to $L^\infty(X)$ is isometrically isomorphic to the space of $L^\infty(X \times X)$-kernels whenever $X$ is a $\sigma$-finite measure space (see [59] for several generalizations). Our analytic semigroup boundedly maps $L^2(\mathcal{G})$ to $\tilde{H}^1(\mathcal{G})$, hence in particular each operator $e^{-tA_{Y,R}}$ boundedly maps $L^2(\mathcal{G})$ into $L^\infty(\mathcal{G})$ and so does $e^{-tA_{Y,R^*}}$; by duality both $e^{-tA_{Y,R^*}}$ and $e^{-tA_{Y,R}}$ boundedly map $L^1(\mathcal{G})$ into $L^2(\mathcal{G})$.

Hence $L^1(\mathcal{G})$ to $L^\infty(\mathcal{G})$ and by the Kantorovich–Vulikh Theorem $p(t, \cdot, \cdot) \in L^\infty(\mathcal{G} \times \mathcal{G})$ (indeed, if the form domain $D(\alpha)$ encodes continuity condition in the vertices and is hence embedded in $C(\mathcal{G})$, then $p(t, \cdot, \cdot) \in C(\mathcal{G} \times \mathcal{G})$ by the recent result [5, Thm. 2.1]). It is thus natural to wonder whether $\|T(t)\|_{1 \to \infty}$ (or equivalently $\|p(t, \cdot, \cdot)\|_{\infty}$) can be nicely estimated.

Given a metric measure space $X$, a semigroup $(T(t))_{t \geq 0}$ on $L^2(X)$ is called ultracontractive if there exist $q \in (2, \infty]$, $\beta > 0$, and $c > 0$ such that

$$\|T(t)\|_{2 \to q} \leq ct^{-\beta}, \quad t \in (0, 1].$$

We emphasize that ultracontractivity of semigroups generated by second-order elliptic operators is usually showed taking advantage of their $L^\infty$-contractivity, which unfortunately fails in the fourth-order context. Indeed, it seems that ultracontractivity cannot be deduced from standard Sobolev embeddings [71, Thm. 6.4], since if $u \in D(\alpha)$, then $(1 \land |u|) \text{ sign } u \notin \tilde{H}^2(\mathcal{G})$, as its derivative is not even a continuous function; accordingly, Ouhabaz’ criterion [71, Theorem 2.13] is not satisfied—regardless of the choice of $Y$ and $R$—hence, $(e^{-tA})_{t \geq 0}$ is never contractive with respect to the $\infty$-norm.

It is known that under the additional assumptions that

$$\sup_{t \in (0,1]} \|T(t)\|_1 < \infty \quad \text{and} \quad \sup_{t \in (0,1]} \|T(t)\|_\infty < \infty,$$
ultracontractivity implies the existence of $M > 0$ and $\omega \in \mathbb{R}$ such that

$$
\|T(t)\|_{1 \rightarrow \infty} \leq Mt^{-2\beta} e^{\omega t}, \quad t > 0.
$$

Of course, this semigroup is not strongly continuous in $L^\infty(\mathcal{G})$ and hence it need not be exponentially bounded. Failing $L^\infty$-contractivity of $(e^{-tA})_{t \geq 0}$ it is, therefore, a priori not clear whether ultracontractivity would imply the estimate (5.1). However, the following holds.

**Proposition 5.1.** Under our standing Assumption 4.1, the semigroup $(e^{-tA})_{t \geq 0}$ has an integral kernel of class $L^\infty(\mathcal{G} \times \mathcal{G})$. If we additionally assume $R$ to be dissipative, then there exist $\varepsilon, M > 0$ such that

$$
\|e^{-tA}\|_{1 \rightarrow \infty} \leq M t^{-\frac{1}{4}} e^{\varepsilon t} \quad \text{for all } t > 0 \tag{5.1}
$$

holds. In particular, $(e^{-tA})_{t \geq 0}$ is ultracontractive.

**Proof.** Let us first recall that $R$ dissipative implies $(e^{-tA})_{t \geq 0}$ contractive in $L^2(\mathcal{G})$. Consider $u \in \tilde{H}^2(\mathcal{G})$: by an application of the Gagliardo–Nirenberg inequality, one obtains

$$
\|u\|_{L^\infty(\mathcal{G})} \leq c_1 \|u''\|_{L^2(\mathcal{G})}^{1/4} \|u''\|_{L^2(\mathcal{G})}^{3/4} + c_2 \|u\|_{L^2(\mathcal{G})}.
$$

Then, since $R$ is dissipative

$$
\|u\|_{L^\infty(\mathcal{G})} \leq c_1 a(u) + (R u^{0,1}, u^{0,1})^{1/8} \|u\|_{L^2(\mathcal{G})}^{3/4} + c_2 \|u\|_{L^2(\mathcal{G})}
\leq c_1 a(u)^{1/8} \|u\|_{L^2(\mathcal{G})}^{3/4} + c_2 \|u\|_{L^2(\mathcal{G})}. \tag{5.2}
$$

Let $f_t = e^{-tA} f$ then by (5.2), contractivity and analyticity on $L^2$ and Cauchy–Schwarz inequality it follows that for all $t > 0$

$$
\|e^{-tA} f\|_{L^\infty(\mathcal{G})} \leq c_1 (A e^{-tA} f, e^{-tA} f)^{1/8} \|e^{-tA} f\|_{L^2(\mathcal{G})}^{3/4} + c_2 \|e^{-tA} f\|_{L^2(\mathcal{G})}
\leq c_1 \|A e^{-tA} f\|_{L^2(\mathcal{G})}^{1/8} \|e^{-tA} f\|_{L^2(\mathcal{G})}^{1/8} \|f\|_{L^2(\mathcal{G})}^{3/4} + c_2 \|f\|_{L^2(\mathcal{G})}
\leq c(t^{-1/8} + 1) \|f\|_{L^2(\mathcal{G})}
\leq c t^{-1/8} e^{\varepsilon t} \|f\|_{L^2(\mathcal{G})}. \tag{5.3}
$$

Therefore, $(e^{-tA})_{t \geq 0}$ is ultracontractive. Now, apply (5.3) to the semigroup generated by $A^*$. By duality this yields the bound (5.3) to hold for the $L^1 - L^2$ norm as well; and then

$$
\|e^{-tA} f\|_{L^\infty(\mathcal{G})} \leq M t^{-1/4} e^{\varepsilon t} \|f\|_{L^1(\mathcal{G})},
$$

as we wanted to prove. \hfill \Box
Observe that, from the computations in (5.3), one also finds
\[ \| e^{-tA} f \|_{L^\infty(G)} \leq c (t^{-1/8} + 1)^2 \| f \|_{L^1(G)} \approx C \| f \|_{L^1(G)} \quad \text{as } t \to \infty. \]

Let us remark that even if it is not \( L^\infty \)-contractive, the semigroup does nevertheless extrapolate to further \( L^p(G) \)-spaces.

**Theorem 5.2.** Let \( Y \) be a subspace of \( \mathbb{C}^{4E} \) and \( R \in \mathcal{L}(Y) \) be dissipative. The semigroup \( (e^{-tA})_{t \geq 0} \) on \( L^2(G) \) extrapolates to a consistent family of semigroups on \( L^p(G) \) for every \( 1 \leq p \leq \infty \): they satisfy
\[ \| e^{-tA} \|_{L^p(G)} \leq c t^{-\frac{2-p}{4p}} e^{\epsilon t |\frac{2-p}{p}|}, \quad t > 0, \]
for every \( 1 \leq p < \infty \) as well as
\[ \| e^{-tA} \|_{L^\infty(G)} \leq c t^{-\frac{1}{4}} e^{\epsilon t}, \quad t > 0. \]

**Proof.** We first observe that since \( L^\infty(G) \subset L^1(G) \) and (5.1) holds, there exist two positive constants such that for every \( t > 0 \)
\[ \| e^{-tA} f \|_1 \leq c \| e^{-tA} f \|_{\infty} \leq c t^{-1/4} e^{\epsilon t} \| f \|_1. \]
By interpolating with the \( L^2 \)-contractivity and duality, we find the claimed \( L^p - L^p \) bound. \( \square \)

5.2. \( L^p \)-contractivity of the semigroup generated by the bi-Laplacian on an interval

Let us now focus on contractivity issues for the semigroup \( (e^{-tA})_{t \geq 0} \). We already know that it is contractive with respect to the norm of \( L^2(G) \) when \( R \) is dissipative, which is the case for the realizations of \( A \) considered in the following. We are going to prove that contractivity extends to the extrapolated semigroups on \( L^p(G) \) for an open interval around 2. (Observe that, by Riesz–Thorin, the set of those \( p \) for which \( (e^{-tA})_{t \geq 0} \) is \( L^p \)-contractive has to be connected. On the other hand, we do already know that the semigroup is certainly not \( L^\infty \)-contractive.) To this purpose, we make use of a characterization of \( L^p \)-contractivity of semigroups associated with a form \( a \) due to Nittka [70, Thm. 4.1]: it states that a given semigroup on a \( L^2 \)-space is \( L^p \)-contractive if and only if the conditions for \( p \geq 2 \)
\[ P_{B^p}(D(a)) \subset D(a) \quad (5.4) \]
and
\[ \Re a(u, |u|^{p-2}u) \geq 0 \quad \text{for every } u \in D(a) \text{ satisfying } |u|^{p-2}u \in D(a), \quad (5.5) \]
are satisfied, where \( P_{B^p} \) denotes the projection of \( L^2 \) onto the unit ball of \( L^p \). The most interesting feature of this characterization is that \( P_{B^p} \) cannot be written down
explicitly; still an implicit description is useful enough, in most applications: if \( u \in L^2 \) and \( f = P_{B^p} u \), then

\[
u = f + (u - f, f) |f|^{p-2} f. \tag{5.6}\]

It seems that Nittka’s elegant characterization has not found many applications so far. As a warm-up, let us consider a simple case which seems to be of independent interest.

Let us consider the bi-Laplacian acting on functions in \( L^p(0, 1) \) under rather general boundary conditions: we are actually only going to impose Neumann boundary conditions and do not specify further conditions.

**Lemma 5.3.** Consider \( G \) consisting of a single interval, i.e., \( G = (0, 1) \). The semigroup associated with the quadratic form

\[
a(u) := \int_0^1 |u''(x)|^2 dx \]

is \( L^p \)-contractive for all \( p \in [3/2, 3] \) whenever its form domain is

\[
\left\{ u \in H^2(0, 1) : \begin{pmatrix} u(0) \\ u'(1) \end{pmatrix} \in Y_1, \begin{pmatrix} u'(0) \\ u''(1) \end{pmatrix} = \begin{pmatrix} 0 \\ 0 \end{pmatrix} \right\}.
\]

for \( Y_1 = \{(0, 0)\} \) or \( Y_1 = \{(1, 1)\} \).

We remark that in the language of networks, both choices of \( Y_1 \) correspond to Friedrichs realization of the bi-Laplacian: either on a graph consisting of a single edge or on a loop, respectively.

**Proof.** It will suffice to prove the assertion for \( p = 3 \), since the case \( p = 3/2 \) follows by duality and all remaining cases by interpolation. Furthermore, we can assume without loss of generality that our ambient spaces \( L^2(0, 1), L^p(0, 1) \) are real: indeed, it follows from the results in [36] (see also [41]) that the norm of \( e^{-tA} \) as an operator on \( L^p(0, 1; \mathbb{R}) \) coincides with the norm of \( e^{-tA} \) as an operator on \( L^p(0, 1; \mathbb{C}) \). To begin with, let us check condition (5.4), i.e., let us prove that the projection onto \( B^p \) of a function \( u \in H^2(0, 1) \) is still twice weakly differentiable with \( P_{B^p} u, P_{B^p} u', P_{B^p} u'' \in L^2(0, 1) \); and that the boundary conditions are still satisfied. Let \( u \in H^2(0, 1) \setminus B^p \) and denote by \( f = P_{B^p} u \) its projection which satisfies \( \|f\|_p = 1 \) and \( f + t|f|^{p-2} f = u \) with \( t := (u - f, f) \). By [70, Thm. 4.3], we know that \( f = \varphi_t^{-1} \circ u \in H^1(0, 1) \) where \( \varphi_t(x) = x + t|x|^{p-2}x \), and \( \varphi_t^{-1} \in W^{1, \infty}(0, 1) \). In order to obtain \( f \in H^2(0, 1) \) we observe that

\[
D(D(\varphi_t^{-1} \circ u)) = (\varphi_t^{-1})''(u) \cdot (u')^2 + (\varphi_t^{-1})'(u) \cdot u''
\]

which belongs to \( L^2(0, 1) \) since one can write \((\varphi_t^{-1})''(a) = -\frac{\varphi_t''(\varphi_t^{-1}(a)) \cdot (\varphi_t^{-1})'(a)}{(\varphi_t'(\varphi_t^{-1}(a)))^2} \) and \( \varphi_t'' \in L^\infty(0, 1) \) for \( p = 3 \). Taking into account (5.6), if \( u \) satisfies \( \begin{pmatrix} u(0) \\ u'(1) \end{pmatrix} \in Y_1, \begin{pmatrix} u'(0) \\ u''(1) \end{pmatrix} = \begin{pmatrix} 0 \\ 0 \end{pmatrix} \).
for some $Y_1$ as in the statement, and \( \begin{pmatrix} u'(0) \\ u'(1) \end{pmatrix} = \begin{pmatrix} 0 \\ 0 \end{pmatrix} \), then $f$ does too in view of $f' = D(\varphi_t^{-1} \circ u) = (\varphi_t^{-1})'(u) \cdot u'$. Furthermore, we see that

$$a(u, |u|^{p-2}u) = (p - 1) \int_0^1 |u(x)|^{p-2}(u''(x))^2 \, dx + (p - 1)(p - 2) \int_0^1 |u(x)|^{p-3} \text{sign} u(x)^2 u''(x) \, dx$$

$$= (p - 1) \int_0^1 |u(x)|^{p-2}(u''(x))^2 \, dx - \frac{(p - 1)(p - 2)(p - 3)}{3} \int_0^1 |u(x)|^{p-6}(u(x))^2(u'(x))^4 \, dx$$

$$+ \frac{(p - 1)(p - 2)}{3} \left[ |u(x)|^{p-3} \text{sign} u'(x)^3 \right]_0^1.$$  

Taking $p = 3$ and the boundary conditions into account, one has

$$a(u, |u|u) = 2 \int_0^1 |u(x)|(u''(x))^2 \, dx \geq 0,$$

as we wanted to show. □

It is easy to see that the above proof also carries over verbatim to different boundary conditions on the trace of $u$, especially $Y_1 = \mathbb{C}^2$ (no condition) and $Y_1 = \langle(1, -1)\rangle$ (anti-periodic boundary conditions).

5.3. $L^p$-contractivity of the semigroup generated by the bi-Laplacian on a network

Let us extend Lemma 5.3 to the case of a general network; this shows that a counterpart of Proposition 2.4 holds in the continuous case, too.

**Proposition 5.4.** The semigroup generated by the Friedrichs realization of the bi-Laplacian (see Example 4.5) is $L^p(G)$-contractive for all $p \in \left[\frac{3}{2}, 3\right]$.

**Proof.** We are going again to check Nittka’s conditions (5.4) and (5.5) for $p = 3$.

To begin with, we observe that $P_{B_p} \left( \bigoplus_{\ell \in \mathcal{E}} H^2(0, \ell) \right) \subset \bigoplus_{\ell \in \mathcal{E}} H^2(0, \ell)$ can be proved precisely as in Lemma 5.3. It remains to check that $P_{B_p}$ respects the boundary condition, or more generally that

$$P_{B_p} y \in Y \quad \text{whenever} \quad y \in Y.$$  

By [66, Lemma 2.3], this is equivalent to asking that $P_Y B_p \subset B_p$, where $P_Y$ denotes the orthogonal projector of $\mathbb{C}^{4\mathcal{E}}$ onto $Y$: but in the case of the Friedrichs realization,
and it is well known that $P_{cV}$ leaves $B^p$ invariant (e.g., as a consequence of the Markovian property of the semigroup generated by the Laplacian with continuity and Kirchhoff vertex conditions on $G$; or else, more directly, because $P_{cV}$ is easily seen to leave invariant both $B^2$ and $B^\infty$). This takes care of (5.4).

Let us now turn to (5.5): we reason as above and compute

$$
\alpha(u, |u|^{p-2}u) = (p-1) \sum_{e \in E} \int_0^{\ell_e} |u_e(x)|^p - 2(u_e''(x))^2 \, dx
$$

$$
- \frac{(p-1)(p-2)(p-3)}{3} \sum_{e \in E} \int_0^{\ell_e} |u_e(x)|^{p-6}(u_e(x))^{2}(u_e'(x))^4 \, dx
$$

$$
+ \frac{(p-1)(p-2)}{3} \sum_{e \in E} \left[ |u_e(x)|^{p-3}\text{sign } u_e(u_e')^3 \right]^{1/0}.
$$

For $p = 3$ and owing to the Neumann boundary conditions satisfied by the functions in the domain of the Friedrichs realization, we find

$$
\alpha(u, |u|u) = 2 \sum_{e \in E} \int_0^{\ell_e} |u_e(x)|(|u_e''(x)|^2 \, dx
$$

which is clearly nonnegative.

We already know that these semigroups are never $L^\infty$-contractive (in the continuous case), resp. if and only if $G$ is complete (in the discrete case). We leave it as an open problem to find the precise $p_0$ at which transition from $L^p$-contractivity to $L^p$-non-contractivity occurs.

6. Positivity and Markovianity issues

This section is devoted to the investigation of whether the non-positive semigroup generated by bi-Laplacians on graphs and networks can actually become positive for large time, a phenomenon known as eventual positivity. We refer the reader to Sect. 7 for a reminder of this theory, including basic definitions and the main results we are going to exploit in the following.

6.1. Eventual positivity

Recall that by Proposition 2.3 the semigroup generated by the discrete bi-Laplacian is not positive unless the graph is complete. In the non-complete case, this information can be complemented as follows:

**Proposition 6.1.** Let $G$ be a finite, connected graph. The semigroup $(e^{-tL^2})_{t \geq 0}$ is eventually irreducible.

**Proof.** Apply Corollary 7.4.(2).
Remark 6.2. (1) The spectral theorem suggests that the smallest transition time $t_{\text{max}}$ from positivity to non-positivity is related to the lowest nonzero eigenvalue. Numerical simulations support the conjecture that such $t_{\text{max}}$ is attained when applying the semigroup to characteristic functions of the vertices of minimal degree. In the case of the path graph on 3 vertices, taking $(1, 0, 0)$ as initial condition leads to the solution

$$u(t) = \begin{pmatrix} \frac{1}{3} + \frac{1}{6} e^{-9t} + \frac{1}{2} e^{-t} \\ \frac{1}{3} - \frac{1}{2} e^{-9t} \\ \frac{1}{3} + \frac{1}{6} e^{-9t} - \frac{1}{2} e^{-t} \end{pmatrix}, \quad t \geq 0.$$ 

(2) It can be shown by a Galerkin scheme similar to that in [63] that the solution of the parabolic equation associated with $-L^2$ on an infinite graph $G$ can be approximated by solving the analogous parabolic equation on a sequence $(G_n)_{n \in \mathbb{N}}$ of graphs exhausting $G$: while each semigroup on $G_n$ is eventually irreducible, the transition time may blow up as $n \to \infty$; we leave this as an open problem.

As already mentioned in the introduction, the parabolic problem associated with the (differential) bi-Laplacian is not governed by a positive semigroup. Indeed, the following holds.

Lemma 6.3. Let $L$ be a self-adjoint, uniformly elliptic operator of order $2m$ on $L^2(\Omega)$ with $\Omega \subset \mathbb{R}$. Then, a necessary condition for the semigroup $(e^{-tL})_{t \geq 0}$ generated by $-L$ to be positive is that $m = 1$.

Proof. Let $a$ be the quadratic form associated with $L$. Because $L$ is self-adjoint, it satisfies the square root property and hence, the form domain is the Sobolev space $H^m(\Omega)$. Now, by the Beurling–Deny criteria a necessary condition for $(e^{-tL})_{t \geq 0}$ to be positive is that $u^+ \in H^m(\Omega)$ whenever $u \in H^m(\Omega)$. This is the case if and only if $m = 1$. Indeed, by [71, Proposition 4.4] if $u \in H^1(\Omega)$, then $u^+ \in H^1(\Omega)$. On the other hand, it suffices to consider a linear function which changes sign in $\Omega$ to see that it belongs to $H^k(\Omega)$ for every $k \in \mathbb{N}$, but $u^+ \notin H^2(\Omega)$ and then in any $H^k(\Omega)$ for $k \geq 2$. \hfill \square

Example 6.4. With the terminology presented in the introduction, $-\frac{d^4}{dx^4}$ generates a semigroup on $L^2(0, 1)$ that in view of Corollary 7.4 is

- eventually irreducible provided hinged, clamped, or sliding conditions are imposed;
- not even individually asymptotically positive provided free boundary conditions are imposed.

In the case of general networks, we are going to apply Corollary 7.4.(2) in order to inquire eventual irreducibility of the semigroup generated by the bi-Laplacian. To begin with, we observe that every realization of the bi-Laplacian $A$ on a network of finite total length has compact resolvent (in fact, even trace-class resolvent by Proposition 4.7); hence, it has purely point spectrum. If $A$ is self-adjoint and hence
its vertex conditions can be written as in (3.3), then the spectrum of $-A$ is, of course, real; it is also nonnegative—say, $0 \leq \lambda_1 \leq \lambda_2 \leq \ldots$—if additionally $R$ is dissipative or $R = \Lambda$ (as in the Krein–von Neumann extension). The constant function 1 is contained in $\ker A$ provided (4.5) holds; the associated eigenprojector is, of course, positive. Whether the null space has multiplicity > 1 influences the behavior of the semigroup generated by the bi-Laplacian in several ways beyond the mere structure of stationary solutions of (4.10). In order to establish results on the eventual irreducibility of the semigroup generated by different realizations of the bi-Laplacian, we have then to study the multiplicity of the eigenvalue 0 depending on the transmission conditions in the vertices. In most situations, this can be done by a straightforward computation. Observe that when the realization of the bi-Laplacian can be expressed with vertex conditions of type (3.3) but with $R = 0$, each element of $\ker A$ is a harmonic, hence edgewise affine function, i.e., $u_e(x) = a_e x + b_e$ for every $e \in E$.

In the following we assume as usual $G$ to be a finite, connected network on $V$ vertices and $E$ edges.

We are finally able to obtain the following results on eventual positivity depending on the transmission conditions in the vertices and/or the network topology.

**Proposition 6.5.** The semigroup generated by minus the Friedrichs extension $A_F$ of the bi-Laplacian $(A, D_{cont}(A))$ is eventually irreducible, and so is the semigroup generated by $-A$ with conditions (3.5). The semigroup generated by minus the Krein–von Neumann extension $A_K$ of the bi-Laplacian $(A, D_{cont}(A))$ is not even individually asymptotically positive, nor is the semigroup generated by $-A$ with conditions (3.7).

**Proof.** We are going to deduce these assertions from Corollary 7.4. The first assertion follows by observing that the null space of the Friedrichs extension only contains functions that are constant over the whole network.

On the other hand, the null space of the Krein extension consists of functions that are continuous in the vertices, edgewise polynomials of degree at most 3, and in fact of degree at most 2 in view of the non-local boundary condition in (4.9): this yields $\sum_{v \in V} (\deg(v) - 1) = 2E - V$ and $E$ constraints, respectively. Hence, the space of bi-harmonic functions satisfying conditions (4.9) is a space of dimension $4E - (2E - V) - E$. Hence, the spectral bound 0 is an eigenvalue of multiplicity $E + V$ of the Krein–von Neumann extension.

In the case of conditions (3.7), only continuity on the trace but no conditions on the first derivative are imposed in the vertices; hence, all polynomials of degree $\leq 1$ whose coefficients realize the continuity condition lie in the null space. (We could also invoke [23, Theorem 3.2] for this remark, since it is proved that in this case $\dim \ker A = V$.)

If we specialize the graph to the case of cycles, we can obtain the following.

**Proposition 6.6.** Let $G$ be a cycle. Then, the semigroup generated by the operator $-A$ with conditions (3.6) in all vertices is
- eventually irreducible if $G$ has an odd number of edges;
- not individually asymptotically positive if $G$ has an even number of edges.

**Proof.** Suppose $G$ has $k$ edges and consider a function $u$ in the null space of $A$. Observe that it satisfies $\alpha(u, u) = 0$: thus, it is harmonic, hence affine.

Let us first assume $k$ to be odd. Then, imposing continuity condition on the normal derivatives of $u$ in all vertices implies that $u$ is edgewise constant along the cycle. Furthermore, the first vertex condition in (3.6) implies that the function $u$ is exactly the same constant on the graph. Then, the assertion follows from Corollary 7.4.

Let now $k$ be even. Let us first consider the case when all edges have length 1. Also, we can assume the edges to be oriented in such a way that each vertex is incident with either two incoming or two outgoing edges. Then, the mutually orthogonal functions

$$
\phi := \begin{pmatrix} 1 \\ \vdots \\ 1 \end{pmatrix}, \quad \psi := \begin{pmatrix} x - \frac{1}{2} \\ \vdots \\ x - \frac{1}{2} \end{pmatrix},
$$

both lie in the null space of the bi-Laplacian with conditions (3.6); accordingly, by Corollary 7.4 the associated semigroup is not individually asymptotically positive. The general case follows by rescaling the above function $\psi$. □

6.2. Eventual $L^\infty$-contractivity

We already know that neither the semigroup generated by minus the discrete bi-Laplacian $-\Delta^2$ nor by minus the fourth derivative on an interval (regardless of the boundary conditions) is $L^\infty$-contractive, i.e., they do not necessarily map initial data in $B_1^\infty(0)$ to solutions that lie in $B_1^\infty(0)$ for all $t > 0$.

Let us consider discrete Laplacian $\Delta$ on a finite graph $G$: by Proposition 6.1 the semigroup $(e^{-t\Delta})_{t \geq 0}$ is eventually irreducible. We already know that $1$ spans the null space of $\Delta^2$ and conclude the following.

**Proposition 6.7.** The semigroup $(e^{-t\Delta^2})_{t \geq 0}$ is eventually $\ell^\infty$-contractive, hence eventually sub-Markovian.

**Remark 6.8.** An interesting consequence of Proposition 6.7 is that $(e^{-t\Delta^2})_{t \geq 0}$ is uniformly bounded on $\ell^p(V)$ for all $p \in [1, \infty]$; indeed, let us denote by $t_0 > 0$ a time such that $e^{-t_0\Delta^2}$ is $\ell^\infty$-contractive and set $M := e^{t_0}\|\Delta^2\|_\infty^2$ an upper bound for $\sup_{t \in [0, t_0]} \|e^{-t\Delta^2}\|_\infty$. Combining these estimates we obtain that $\|e^{-t\Delta^2}\|_\infty \leq M$ for all $t \geq 0$, hence by duality and Riesz–Thorin interpolation $\|e^{-t\Delta^2}\|_p \leq M$ for all $p \in [1, \infty]$.

**Example 6.9.** Let us consider the bi-Laplacian $A$ on $L^2(0, 1)$. We already know that the realization of the bi-Laplacian with free boundary conditions generates a semigroup that is not even individually asymptotically positive, hence certainly not eventually sub-Markovian. Also under hinged, clamped, or sliding boundary conditions
the form domain of $A$ is a subspace of $H^4(0, 1)$ and hence, the projector onto $B_1^\infty(0)$ does not leave it invariant. Accordingly, by the Beurling-Deny criteria the semigroup generated by $-A$ cannot be $L^\infty$-contractive under any of these boundary conditions. However, such a semigroup is eventually $L^\infty$-contractive—and hence eventually sub-Markovian—under sliding boundary conditions (and only under those), since the null space of $A$ is one-dimensional, as it only contains constant functions, and the associated eigenprojector is of course a positive mapping.

More generally, a direct application of Proposition 7.5 yields the following.

**Proposition 6.10.** The semigroup generated by minus the Friedrichs extension $A_F$ (i.e., the realization with conditions (4.6)) of the bi-Laplacian $(A, D_{cont}(A))$ is eventually sub-Markovian, and so is the semigroup generated by $-A$ with conditions (3.5).

The same holds for the semigroup discussed in Proposition 6.6.

6.3. Spectral issues

Let us briefly discuss some features of the bi-Laplacian spectrum. As already mentioned, the bi-Laplacian with vertex conditions (3.5) is the square of the Laplacian $\Delta_{CK}$ with continuity and Kirchhoff vertex conditions, a self-adjoint, negative semidefinite operator; accordingly, $(\Delta_{CK})^2$ has pure point spectrum given by $\{\mu^2 : \mu \text{ is an eigenvalue of } \Delta_{CK}\}$ and all spectral information available for $\Delta_{CK}$ (see, e.g., [7, 46]) can be readily extended to $(\Delta_{CK})^2$.

Accordingly, under our standing assumption that $\mathcal{G}$ is connected 0 is a simple eigenvalue of $\{\mu^2 : \mu \in \sigma(\Delta_{CK})\}$ and the associated eigenspace is spanned by the constant function $1$, i.e., it is the space of all constant functions on $\mathcal{G}$: it follows that for all initial data $f \in L^2(\mathcal{G})$ the solution $u$ of

$$
\begin{aligned}
\frac{\partial u}{\partial t}(t, x) &= -\frac{\partial^4 u}{\partial x^4}(t, x) \quad t \geq 0, \quad x \in \mathcal{G}, \\
u_{e}(t, \nu) &= u_{t}(t, \nu) \quad \text{if } e \cap f = \nu, \quad t \geq 0, \\
\sum_{e \in E_{\nu}} \frac{\partial u_{e}}{\partial \nu}(t, \nu) &= 0 \quad \forall \nu \in \mathcal{V}, \quad t \geq 0, \\
\sum_{e \in E_{\nu}} \frac{\partial^{3} u_{e}}{\partial \nu^{3}}(t, \nu) &= 0 \quad \forall \nu \in \mathcal{V}, \quad t \geq 0, \\
u(0, x) &= f(x), \quad x \in \mathcal{G},
\end{aligned}
$$

(6.1)

converges to the projection of $f$ onto $\langle 1 \rangle$, i.e., to the mean value of $f$.

Furthermore, all networks that are extremal with respect to the spectral gap of $\Delta_{CK}$ are also extremal with respect to the spectral gap of $(\Delta_{CK})^2$. In view of the spectral theorem, estimates on eigenvalues of $\Delta_{CK}$ also influence the long-time behavior of the semigroup generated by $-(\Delta_{CK})^2$, since the orthogonal projector onto the eigenspace $\langle 1 \rangle$ is the uniform limit of $(e^{-t(\Delta_{CK})^2})_{t \geq 0}$ as $t \to \infty$, with convergence rate $e^{-\mu_2^2 t}$, where $\mu_2$ is the second lowest eigenvalue of $\Delta_{CK}$. Accordingly, we can, e.g., deduce from [69, Théo. 3.1] that among all networks of given total length $L$ the slowest
convergence to equilibrium for the solution of (6.1) is attained on an interval of length $L$. Similarly, given a network on $E \geq 3$ edges, it follows from [46, Thm. 4.2] that convergence to equilibrium is fastest on equilateral pumpkin or flower graphs. If we try to extend this result to different realizations of the bi-Laplacian, we see that not all surgery principles in [9]—the most basic tool in spectral analysis of Laplacians on networks—carry over naively to bi-Laplacians $A_{Y,R}$ under general transmission conditions in the vertices. We will focus on this issue in a forthcoming paper.

It is, however, true that the operation of joining two or more different vertices of the metric graph leads to larger eigenvalues, provided it makes the form domain smaller: this is, e.g., the case if conditions (3.6), (3.7), (4.6), and (4.9) (but not (3.5)) are imposed in each vertex: in these cases, the bi-Laplacian has largest $k$-th eigenvalue, for some or equivalently for all $k \in \mathbb{N}$—and in particular the rate of convergence of the semigroup toward the eigenspace $\langle 1 \rangle$ is fastest, provided 0 is a simple eigenvalue—if all vertices are identified to form a flower graph.
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7. Appendix

We argue that in the context of parabolic problems associated with different realizations of the bi-Laplacian, eventual positivity and its relaxation, asymptotic positivity are more appropriate notions: in the context of operators on general Banach lattices, they have been thoroughly discussed in [18,19]. For the sake of self-containedness, let us present a reminder of the most relevant results obtained so far in this area.

Recall that if $X$ is a $\sigma$-finite measure space, then $L^2(X)$ is a Hilbert lattice [67]; if we denote its positive cone by $L^2(X)_+$, then for all $u \in L^2(X)_+$ the principal ideal generated by $u$ is the set

$$L^2(X)_u := \{ f \in L^2(X) : \exists c > 0 : |f| \leq cu \}.$$

We write $f \gg u$ if $f$ is real and there exists $\epsilon > 0$ such that $f \geq \epsilon u$. Observe that if $f > 0$ a.e., then $L^2(X)_u$ is dense in $L^2(X)$, i.e., $u$ is a quasi-interior point of $L^2(X)_+$ in the language of Banach lattice theory; we can thus formulate the above-mentioned results as follows.

**Definition 7.1.** Let $X$ be a $\sigma$-finite measure space and $L^2(X)_+$ be the positive cone of the Hilbert lattice $L^2(X)$. A strongly continuous semigroup $(T(t))_{t \geq 0}$ is said to be

- individually asymptotically positive if

$$f \geq 0 \Rightarrow \lim_{t \to \infty} \text{dist} (e^{-ts(-A)}T(t)f, L^2(X)_+) = 0,$$

provided the spectral bound $s(-A)$ of its generator $-A$ is finite.
uniformly eventually strongly positive with respect to $u \in L^2(X)_+$ if

$$\exists t_0 > 0 \text{ s.t. } f \geq 0, \ f \neq 0 \Rightarrow T(t)f \gg_u 0 \text{ for all } t \geq t_0.$$ 

If $X$ has finite measure and thus $u$ can be taken to be the constant function 1, then $f \gg_u 0$ is equivalent to $f \gg 0$ and so uniform eventual strong positivity with respect to 1 is nothing but eventual irreducibility, a rather strong property. At the other end of the spectrum, individual asymptotic positivity seems to be the weakest conceivable condition that still gives a scintilla of positivity to a semigroup.

Let us recall the following corollaries of [35, Thm. 10.2.1] and [19, Thm. 8.3].

**Proposition 7.2.** Let $X$ be a $\sigma$-finite measure space and $(T(t))_{t \geq 0}$ be a strongly continuous semigroup on the complex Hilbert lattice $L^2(X)$ with self-adjoint generator $-A$. Assume that $s(-A) > -\infty$, that $(e^{-t(A+s(-A))})_{t \geq 0}$ is bounded, and that $s(-A)$ is a pole of the resolvent.

Then, $(T(t))_{t \geq 0}$ is individually asymptotically positive if and only if $s(-A)$ is a dominant spectral value of $A$ and the associated spectral projection $P$ is positive.

**Proposition 7.3.** Let $X$ be a $\sigma$-finite measure space and $(T(t))_{t \geq 0}$ be a real, strongly continuous semigroup on the complex Hilbert lattice $L^2(X)$ with self-adjoint generator $-A$. Let $u > 0$ a.e. and assume that $\bigcap_{k=1}^{\infty} D(A^k) \subset L^2(X)_u$.

Then, $(T(t))_{t \geq 0}$ is uniformly eventually strongly positive with respect to $u$ if and only if the spectral bound $s(-A)$ is a simple eigenvalue and the associated eigenspace contains a vector $v$ such that $v \gg_u 0$.

It is remarkable that under the assumption of Proposition 7.3, the semigroup is necessarily of trace class and hence, its generator has purely point spectrum, whereas Proposition 7.2 may apply also in the case of a generator whose spectrum is not purely discrete, but which does have a dominant eigenvalue.

We can deduce the following result for semigroups associated with forms from the Beurling–Deny criteria.

**Corollary 7.4.** Let $X$ be a finite measure space and $a$ be a closed symmetric form on $L^2(X)$; denote by $A$ the associated operator. Then, the following assertions hold.

1. $(e^{-tA})_{t \geq 0}$ is individually asymptotically positive if and only if $s(-A)$ is a dominant spectral value of $-A$ and the associated spectral projection is positive.

2. Let additionally $D(a) \subset L^\infty(X)$ and $\Re u \in D(a)$ and $a(\Re u, \Im u) \in \mathbb{R}$ for all $u \in D(a)$. Then, $(e^{-tA})_{t \geq 0}$ is eventually irreducible if and only if the spectral bound $s(-A)$ is a simple eigenvalue and the associated eigenspace contains a vector $v$ such that $v \gg 0$.

In the same spirit one may ask whether a given semigroup is eventually $L^\infty$-contractive. This issue was not investigated in [18,19] but an answer can be given in a simple case that covers, in particular, finite graphs and networks.

Our result seems to be of independent interest. It has been observed by the second author together with Jochen Glück (Ulm).
Proposition 7.5. Let $X$ be a finite measure space and $A$ a self-adjoint operator with compact resolvent on $L^2(X)$. Let $0$ be the spectral bound of $A$, and let the associated eigenspace $E_0$ be a one-dimensional space spanned by $1$. Also assume that $\bigcap_{k \in \mathbb{N}} D(A^k) \hookrightarrow L^\infty(X)$. Then, the semigroup generated by $A$ is uniformly eventually sub-Markovian, i.e., uniformly eventually positive and uniformly eventually $L^\infty$-contractive.

Proof. First of all, let us observe that the eigenprojector onto $E_0$, which is the rank-one operator

$$P : f \mapsto \frac{1}{|X|} \int_X |f| \, dx$$

is also a positive, bounded linear operator on $L^\infty(X)$ with norm 1. It follows from Proposition 7.3 that the semigroup is uniformly eventually strongly positive—say it is positive for all $t > t_0$.

Let now $t > t_0$ and hence $e^{tA}$ be positive: in order to show that $e^{tA}$ is $L^\infty$-contractive and hence sub-Markovian, it suffices to check that $e^{t_0A}1 = 1$, i.e., $A1 = 0$. This holds by assumption. □
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