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Abstract—Multi-agent path finding (MAPF) is an indispensable component of large-scale robot deployments in numerous domains ranging from airport management to warehouse automation. In particular, this work addresses lifelong MAPF (LMAPF) – an online variant of the problem where agents are immediately assigned a new goal upon reaching their current one – in dense and highly structured environments, typical of real-world warehouse operations. Effectively solving LMAPF in such environments requires expensive coordination between agents as well as frequent replanning abilities, a daunting task for existing coupled and decoupled approaches alike. With the purpose of achieving considerable agent coordination without any compromise on reactivity and scalability, we introduce PRIMAL₂, a distributed reinforcement learning framework for LMAPF where agents learn fully decentralized policies to reactively plan paths online in a partially observable world. We extend our previous work, which was effective in low-density sparsely occupied worlds, to highly structured and constrained worlds by identifying behaviors and conventions which improve implicit agent coordination, and enabling their learning through the construction of a novel local agent observation and various training aids. We present extensive results of PRIMAL₂ in both MAPF and LMAPF environments with up to 1024 agents and compare its performance to complete state-of-the-art planners. We experimentally observe that agents successfully learn to follow ideal conventions and can exhibit selfless coordinated maneuvers that maximize joint rewards. We find that not only does PRIMAL₂ significantly surpass our previous work, it is also able to perform on par and even outperform state-of-the-art planners in terms of throughput.

I. INTRODUCTION

Multi-agent pathfinding (MAPF) is a challenging NP-hard problem with numerous real-life applications such as surveillance, search and rescue, and warehouses [1], [2]. In particular, the goal of one-shot MAPF is to find collision-free paths for a team of agents from their start positions to their goal positions with the aim of minimizing a defined objective function, such as makespan (i.e., time until all robots are on target) or the sum of their path lengths. However, many real-world problems are dynamic and often require agents to tackle a series of targets instead of staying stationary after reaching the first one. Lifelong multi-agent pathfinding (LMAPF), is a variant of MAPF where agents are repeatedly assigned new goal locations and are required to reactively compute paths online [3], [4], [5], [6], [7], [8].

The performance of LMAPF is generally measured in terms of throughput, i.e., the average number of targets reached per unit time. In contrast to conventional one-shot MAPF, LMAPF poses additional challenges as it requires online algorithms capable of frequently replanning as goals change. LMAPF becomes even more challenging in densely populated, structured worlds typical of factory-like environments due to the high number of conflicts between individual agent paths. The main contribution of this paper is the introduction of PRIMAL₂, a distributed reinforcement learning framework that extends our previous work in one-shot MAPF, PRIMAL [9], to LMAPF for dense, structured warehouse-like environments. In this new framework, special emphasis is laid on achieving extensive implicit agent coordination during lifelong MAPF for arbitrarily large team sizes, while remaining fully decentralized and communication-free.

We focus on planning decentralized paths for a large population of agents in highly structured grid worlds, where obstacles compose narrow corridors that only allow one agent to pass at a time. To accomplish this, we rely on a threefold approach: first, we identify ideal behaviors and conventions that bring harmony to the movements of completely decentralized agents and enable the learning of such behavior through training aids and a supplemented observation. Second, we provide agents with an intuition about future states of their surroundings, by giving each of them access to their neighbors’ predicted future movements (using single-agent A* and ignoring other agents in the system). Third, and drawing from the lessons of PRIMAL, we rely on imitation learning through a centralized planner to instill favourable
behaviors that are difficult to learn through vanilla RL. We also present a new distributed training code which relies on Ray [10] and shows significant speed gains over our previous works, by allowing us to train models in about 12 hours, compared to 10 days previously. Our full training code will be released publicly.

We present results of an extensive set of simulations containing up to 1024 agents for both one-shot MAPF and LMAPF, in dense, highly-structured environments. There, we experimentally demonstrate that PRIMAL\textsubscript{2} agents successfully learn to adhere to necessary conventions and execute coordinated manoeuvres which maximize joint performance without any explicit communication. Our results also show that PRIMAL\textsubscript{2} is able to significantly surpass the performance of our previous work and perform on par with state-of-the-art planners in many scenarios, which resemble real-life multi-robot deployments in structured environments.

The paper is structured as follows: Section II discusses the state-of-the-art in one-shot and lifelong MAPF. Section III formulates the specific LMAPF problem considered. Section IV proposes PRIMAL\textsubscript{2} and details the RL framework, while Section V describes how learning is carried out. Finally, Section VI presents and discusses the results from our simulations, and Section VII contains the closing remarks.

II. Prior Works

A. One-shot Multi-Agent Pathfinding

MAPF planners can be broadly divided into three categories: coupled, decoupled, and dynamically coupled. Coupled planners use the high-dimensional joint space to find complete and optimal paths but at a high computational cost. This scales exponentially with increasing number of agents [11], [12]. On the other hand, decoupled planners plan in the low dimensional space of each agent, and adjust paths to avoid collisions [13], [14], [15], [16], [17]. In particular, many recent works have started looking to machine learning methods to learn decentralized policies for MAPF [9], [18], [19]. Although significantly faster than coupled approaches, decoupled planners do not guarantee optimal solutions and are typically not complete. Dynamically coupled approaches lie between coupled and decoupled approaches, by dynamically increasing the search space when needed [20], [21], [22]. They are able to find (bounded-sub)optimal solutions without exploring the full joint configuration space.

In particular, our recent work, PRIMAL [9], proposed to address the trade-off between high-quality paths and scalability by relying on distributed reinforcement learning (RL) to teach agents fully decentralized reactive policies capable of computing individual paths online. Although PRIMAL scales well to arbitrarily large team sizes, it performs poorly in structured, densely occupied worlds that require substantial agent coordination to be solved effectively. To address this limitation of communication-free, decentralized MAPF planners, recent works have also proposed allowing agents to learn local communication and decision making policies in constrained environments using graph neural networks [19].

III. Problem Formulation

A. Environment Setup

In line with standard MAPF tasks, our environments are formulated as 2D discrete 4-connected grid worlds where agents, goals, and obstacles occupy one grid cell respectively. We consider highly structured worlds with moderate to high obstacle densities and long corridors. A typical example of the worlds we consider can be found in Figure 1. We create such worlds using a simple maze-generation algorithm: a randomized depth-first search, parameterized by the world size, the average obstacle density, and the typical corridor length. In this work, we further vary the average obstacle density and the typical corridor length to obtain a multitude of diverse worlds suited to train robust policies. Corridors impart structure to the world, but they are also potential bottlenecks as they can lead to deadlocks, and prudent planning is required to efficiently navigate them. Given their importance, particular emphasis is laid on corridors during the RL observation construction in Section IV-A.

However, these communication learning methods often suffer from poor scalability to larger teams.

B. Lifelong Multi-Agent Pathfinding

One of the common approaches to solve LMAPF involves stitching one-shot MAPF instances together by using a (usually complete, bounded-suboptimal) MAPF planner to recompute paths at each timestep at least one agent is assigned a new goal [4], [5], [23]. However, replanning time grows exponentially with the number of agents, and resources are wasted in the redundant computation of paths for agents whose goals are unaffected. Svancara et al. [7] propose adapted one-shot MAPF solvers for LMAPF, which reuse paths from previous planning iterations. However, dense, high-traffic worlds may contain many agents with conflicting paths, where significant replanning is still required. Some planners plan new paths for only the agents that have a new goal location, but have to resort to non-optimal techniques such as holding an agent’s position or providing a dummy path [3]. Another very recent and promising approach is to plan paths within a finite window, which leads to better scalability and a more reactive algorithm [8]. However, this comes at the cost of completeness, which worsens when the window size is small in comparison to the average distance to goal, as agents cannot anticipate the situation outside the planning window and might plan greedy short-term paths that lead to unsolvable scenarios.
B. LMAPF Problem Formulation

As detailed in Section I, agents complete a series of tasks in LMAPF, and are required to recompute paths online as they are dynamically assigned a new goal. To achieve this, we construct a dynamic LMAPF environment where each agent is immediately assigned a new goal location upon reaching its current goal. The new goal’s location is determined randomly and is constrained to be some minimum Euclidean distance away from the current goal. The agent has no prior information about its next goal’s location. The LMAPF environment can be run indefinitely or terminated after a certain desired number of timesteps. The primary objective in our formulation of LMAPF is the maximization of agents throughput, i.e., the average number of targets reached per unit time per agent. Our constructed LMAPF environment effectively mimics real-world robot deployments in distribution centers where robots are dynamically assigned new tasks and are constantly in motion in an attempt to complete them.

IV. POLICY FORMULATION

In this section, we describe our RL framework for LMAPF. In particular, we detail the observation and action spaces for each agent, the reward structure, and the end-to-end network structure used to represent the policy of each agent.

A. Observation Space

We consider a partially observable world where each agent can access the state of its surroundings within a limited square field-of-view (FOV) centered around itself (in practice, 11 × 11). We believe that, such a partially observable assumption is representative of real-world scenarios, where robots often only have access to incomplete information from their onboard sensors. Additionally, having a fixed, local FOV can help us learn a robust policy that can generalize to a wide range of world sizes while maintaining the same neural network structure.

In this limited FOV, information is separated into several channels to aid learning. Consistent with our previous works, four binary matrices provide information about obstacles, positions of other agents, goals of those observable agents, and the agent’s own current goal position if within the FOV. [9]. We also provide each agent with a path length map that contains the shortest-path distance (normalized) to its goal from different positions within its FOV. This distance is calculated by running single-agent A*, ignoring all other agents in the environment. We believe that such a map resembles a gradient flow, enabling the agent to chart an effective (individual) trajectory even when its goal is far away and not observable in the agent’s FOV.

We further introduce three smaller spatial maps (5 × 5 in practice, surrounded with zeros to reach 11 × 11) centered around the agents and encoding information about neighboring corridors. Because of their narrow structure, corridors are potential bottlenecks in the world, and hence need to be efficiently navigated.

Corridors are regions where agents have at most two possible actions, excluding staying stationary. Each corridor has two entry cells, barring corridors containing a dead-end that only have one. We refer to these entry cells as Endpoints and the cells outside the corridor connected to these endpoints as Decision Points. Decision points are named so, as agents occupying these cells have to take the critical decision of entering the corridor, which can potentially result in a future deadlock inside the corridor. Fig III contains some examples of corridors and illustrates the special points discussed above. All information about a specific corridor is encoded in the endpoint cells of that corridor. The first two maps, called delta X and delta Y, provide a corridor’s orientation as a displacement between the two endpoints of that corridor. If a corridor is a dead-end, these maps are filled with zeros.

The third map, called the blocking map, contains information about other agents currently within a corridor. For an agent A which is outside a corridor, the blocking map contains a binary value which indicates whether there is any other agent currently inside that corridor moving in a direction which would cause it to exit the corridor from the
endpoint which is closer to agent A. Equivalently, it tells an agent whether it would be blocked on entering a corridor i.e., end up in a deadlock. This information is crucial for agent A to decide whether to enter a corridor.

In addition to specific corridor data, we believe that agents can benefit from having an idea about other agents’ future movements. To this end, we let each agent construct a number, \( n_{\text{pred}} \), of maps containing the predicted future position of other agents within its local FOV, one per map \( (n_{\text{pred}} = 3 \text{ in practice}) \). These maps are generated using single-agent A*, under the assumption that each other agent is alone in the world.

Finally, an agent’s goal is often outside its local FOV. To ensure that agents always have access to information about their goal and can plan longer-term actions, we provide each agent with a unit vector pointing towards its goal and the absolute magnitude of the distance to its goal at all times. Fig 3 details the complete structure of the observation space.

B. Action Space

We allow agents to take one out of five discrete actions in the grid world at every timestep: Moving one cell in any of the four cardinal directions or staying still. During training, actions are sampled from a list of valid actions, and agents are prevented from taking invalid actions, examples of which are moving into another obstacle or agent. Moreover, we also define some actions which fail to adhere to ideal predefined conventions about navigating corridors as invalid. These conventions and their corresponding invalid actions are detailed in Section V-A.1. A supervised loss function (i.e., valid loss) aids in learning valid actions. We experimentally observed that a supervised loss function works better in practice than rewards for learning the set of valid actions. This is possibly because learning valid actions does not depend on the preceding trajectory, and hence, bootstrapping with rewards can cause delayed and unfavourable convergence. Additionally, to prevent convergence to oscillating policies that prevent exploration and stall learning, agents are not allowed to return to the location they occupied at the last timestep. However, agents are allowed to stay still during multiple successive timesteps.

C. Reward Structure

To motivate agents to reach their goals quickly, we penalize them at every timestep they are not on goal \( (r_t = -0.3) \), as is common in most reward functions for grid worlds. Agents are also given a sizeable positive reward on reaching their goals \( (r_t = +5) \), which helps ensure that the immediate trajectories leading up to their goals are reinforced effectively. Finally, although agents are not allowed to take invalid actions as discussed in Section V-B, it is still possible for them to collide with other agents in specific scenarios, such as two agents trying to move into the same empty cell. In such cases, agents are given a collision penalty \( (r_t = -2) \).

D. Network Structure

Our work relies on the asynchronous advantage actor-critic (A3C) algorithm [24], following the same network structure as our previous work [9]. We rely on a deep convolutional neural network to learn the approximate mapping between each agent’s state and its policy output (discrete probability distribution over the 5 possible actions considered), parameterized by the set of weights \( \theta \). In this work, we reuse the same 11-layer deep convolutional network structure (CNN) from our previous work, which was itself based on a famous recent network architecture (VGGNet [25]).

The local observation channels are passed through two stages of three convolutional and one maxpooling layers, followed by one last convolutional layer to finally obtain a one-dimensional vector of features. In parallel, the goal unit vector and magnitude are first passed through one fully-connected (fc) layer. The concatenation of both of these pre-processed inputs is then passed through two fc layers, finally fed into a long-short-term memory (LSTM) cell. A residual shortcut [26] connects the output of the concatenation layer to the input layer of the LSTM. The output layers consist of the policy vector with softmax activation and the value.

During training, the policy and value outputs are updated in a batch when an episode finishes, as well as every time an agent reaches its goal (more details in Section V-B). The value is updated to match the total long-term cumulative discounted return \( R_t = \sum_{i=0}^{\infty} \gamma^t r_{i+t} \) at every visited state during the most recent episode, using a standard L2 loss \( L_{\text{value}} \) (averaged over all states in the episode). The policy gradient loss (training the actor output of the network) reads

\[
L_{\text{actor}} = \frac{1}{T} \sum_{i=1}^{T} \sigma_H \cdot H(\pi(t)) - \log P(a_i|\pi,\alpha;\theta) A(o_i,a_i;\theta)),
\]

where \( H(\pi(t)) = -\pi(a_i) : \sum_{a=1}^{5} \log(\pi(a_i)) \) is an entropy term to the policy loss, \( \sigma_H \) a small entropy weight (0.01 in practice), and \( A(o_i,a_i;\theta) \) an estimate of the advantage function (see Eq. (2) below).

Recent works have shown that adding such an entropy term can help encourage exploration and discourage premature convergence [27]. As is standard in the advantage actor-critic algorithm, we use an approximation of the advantage function by bootstrapping using the value function (i.e., the output of the critic network):

\[
A(o_i,a_i;\theta) = r_t + \gamma V(o_{i+1};\theta) - V(o_i;\theta).
\]

Besides the policy loss, we also rely on an additional loss to speed up the actor training, namely \( L_{\text{valid}} \), which aims at reducing the log likelihood of selecting an invalid move to guarantee (thus training agents to reduce the activation of invalid actions):

\[
L_{\text{valid}} = \frac{1}{T} \sum_{i=1}^{T} \sum_{a=1}^{5} \log(v_i(t)) \cdot \tilde{\pi}(a_i) + \log(1-v_i(t)) \cdot (1-\tilde{\pi}(a_i)),
\]

where \( v_i(t) \) denotes the ground truth of action \( i \)'s validity at time \( t \) (1 if valid, 0 otherwise), and \( \tilde{\pi} \) is the result of a Sigmoid function being applied on \( \pi \).

V. LEARNING

In this section, we detail our training framework for LMAPF. First, we describe the methods used to achieve
implicit agent coordination. Then, we state the parameters we use to set up the environment and the training. Finally, we present our new distributed training framework, which yields a significant speedup over our previous work.

A. Coordination Learning

In highly dense and constrained worlds with high traffic like those we consider, agents often find themselves in situations where coordination becomes necessary to find effective paths. While centralized planners can achieve this explicitly by planning in the high dimensional joint space, decentralized policies require agents to learn coordination implicitly with limited information about the environment and no direct control over other agents’ actions. In the absence of any decentralized coordination learning, such as the techniques detailed in this section, we observed that agents distributively learn to act selfishly, merely trying to take the shortest A* paths to their goal and showing no coordinating behavior or regard for other agents’ actions (even though coordination could lead to more optimal paths for themselves and a higher total reward for everyone).

In order to implicitly teach agents coordination, we use three techniques: identifying and forcing agents to learn certain conventions and exemplary behavior by using a supervised loss function (Convention Learning), using expert demonstrations from centralized planners during training (Imitation Learning), and sampling from a wide range of environments during training to enable learning of a robust, generalizable policy (Episode Randomization).

1) Convention Learning: In highly constrained worlds with a large number of long corridors, agents can drastically improve the quality of their paths if they learn a policy that adheres to a certain set of conventions and effectively breaks symmetries [28]. In this work, we have identified certain such conventions that are highly applicable to completely decentralized agents. For example, agents should never enter a narrow corridor if another agent is currently moving inside that corridor in a direction opposite to that of the agent, as this will lead to a deadlock. Similarly, agents moving inside a corridor should never reverse their movements abruptly and retrace their paths unless there is a deadlock (i.e., most other scenarios where agents follow such behavior are bound to be non-optimal). If agents learn to follow the conventions above, they can navigate corridors much more efficiently and find higher quality paths with more coordinated movements. However, these conventions are not evident to agents and are very difficult to learn using pure policy gradient methods, mainly because agents learn selfish policies, and rewards cannot effectively capture and reinforce such conventions.

To enable learning such conventions, we rely on our supervised valid loss function Eq. (3), which teaches agents to avoid taking actions that go against the above conventions. A metric called valid rate keeps track of the fraction of actions chosen by agents which are valid, i.e., the success rate in selecting a valid action. While the valid rate starts out low during training, agents are eventually able to learn to adhere to conventions and achieve a near perfect valid rate (> 99.5%). Interestingly, following from the high valid rate, agents can also learn when they are inside corridors even though this information is not provided to them explicitly through the observation (i.e., only the endpoints of a corridor are evident in the observation). We believe that this is made possible by the LSTM cell in the network architecture, and future work will explore the integration of more powerful recurrent networks with our current architecture.

2) Imitation Learning: The combination of RL and Imitation Learning (IL) has been shown to lead to faster convergence and higher quality solutions in robotic applications [29], [30]. In LMAPF, IL from centralized near-optimal planners which plan in the joint space can instill good quality coordination behavior in agents, which is challenging to accomplish by decentralized RL. In line with our previous work, we experimentally observe that the addition of IL leads to faster convergence, more stable training and improved implicit agent coordination.

In this work, we rely on our new training framework to distribute RL and IL episodes to independent meta-agents, each containing one copy of the LMAPF environment in which a number of agents (8 in practice) learn in a synchronized manner (i.e., one timestep passes once all agents have selected and enacted a single action each). Meta-agents train asynchronously. The ratio of RL to IL episodes is maintained close to 50%, as in our previous work.

Expert demonstrations in IL episodes are generated by the bounded-suboptimal centralized planner ODrM* (with inflation 2) [20], and a trajectory of observations and actions is attained. We use these trajectories and the corresponding observations to minimize a standard behavior cloning loss:

$$L_{bc} = - \frac{1}{T} \sum_{t=1}^{T} \log (P(a_t | \pi, o_t; \theta)) \tag{4}$$

Since ODrM* is a one-shot MAPF planner, several one-shot MAPF instances need to be combined for a single LMAPF environment as is common when adapting one-shot planners to LMAPF [4], [5]. As a result, during training in the LMAPF environment, ODrM* is called at all timesteps where path replanning is required, i.e., all timesteps where at least one agent reaches its goal location.

3) Environment Randomization: To ensure that agents encounter diverse environments during training, we randomize the world size, density, and typical corridor length at the beginning of each episode. Specifically, the size of our square worlds is varied between 10 and 70, the average obstacle density is set between 20%-70%, and the typical corridor length is an integer value between 3 and 21. We find that uniformly sampling these parameters works well in practice. Curriculum learning with increasing difficulty of environments has also been shown to be effective in practice [31]. However, our experiments with implementations of curriculum learning did not yield significant performance improvements. Future works might investigate this technique.

In our environment randomization process, we believe larger-sized worlds are necessary for agents to learn to navigate to their goal even if it is a significant distance away,
while the smaller sized worlds expose agents to cluttered scenarios which require coordination and collision avoidance to be solved effectively. The positions of agents, obstacles, and goals are set randomly across the world, with the constraints that each agent has at least one path to its goal, and the goal is some minimum Euclidean distance away from the agent (2 cells in practice). In addition to this, the agents’ initial positions are constrained, such that there is no more than one agent inside any narrow corridor. This is primarily done to ensure that the conventions discussed in Section VI-A.1 are adhered to since the beginning of the episode.

B. Training

1) General Training Parameters: In line with standard RL parameter choices, we use a discount factor ($\gamma$) of 0.95 and an episode length of 256. However, IL episodes have a length of 64 because of the high cost associated with repeatedly calling ODrM*. In addition to performing a gradient update at the end of the episode, we also perform one immediately after an agent reaches its goal. As a result, an agent may be trained more than once per episode, depending on the number of targets it reaches. Such training strategy decomposes LMAPF into a series of independent one-shot trajectories and has experimentally been shown to lead to faster convergence. We use the NAdam Optimizer with an initial learning rate of $2 \times 10^{-5}$ and decay the learning rate proportionally to the inverse square root of the episode count.

2) Distributed Training Framework: We train our model utilizing Ray, a distributed framework for machine learning [10]. Ray allows us to bypass Python’s Global Interpreter Lock and easily scale to a cluster using multiple GPUs. In practice, the final policy was trained on a single workstation equipped with a i9-10980XE CPU (18 cores, 36 threads) and one NVIDIA Titan RTX GPU. The code employs 9 remote training nodes, 4 of them calculating gradients via imitation learning with ODrM*, while the remaining 5 run pure RL episodes using the most up-to-date policy. The choice of these numbers has been made experimentally to keep the RL to IL episodes ratio close to 50%.

Each node is equivalent to a single meta-agent of the overall A3C architecture and contains a copy of the LMAPF environment in which 8 agents are learning to plan paths. All 9 nodes run in parallel and pass gradients to the master node to be applied to the global network asynchronously. Training lasts around 10 hours and converges within 35k episodes (nearly 10x fewer episodes and 24x shorter training time than our previous work). A non-Ray-based version of our code needs close to 4 days to converge on the same workstation, yielding a training speedup of nearly 10x for our new distributed learning framework. The full training code for PRIMAL2 is available at https://bit.ly/PRIMAL2 and can easily be adapted to other MARL tasks.

VI. Results

This section presents and discusses our simulation results comparing PRIMAL2 to state-of-the-art MAPF planners in a large number of diverse worlds. While the results of LMAPF are the main focus of this section, we also first provide results of one-shot MAPF for ease of comparison with various one-shot planners and our previous work.

A. One Shot MAPF Results

For all of our experiments (one-shot and LMAPF), we systematically tested team sizes in \{4, 8, 16, ..., 1024\}, world sizes in \{20, 40, 80, 120\}, densities in \{0.3, 0.65\}, and typical corridor lengths in \{1, 10, 20\}. We run 50 tests for each possible combination of the above parameters, barring a few infeasible combinations, and average the results in our plots. Specifically, we do not run tests containing 64 agents or more in 20-sized worlds, 256 agents or more in 40-sized worlds, and 1024 agents in 80-sized worlds. To eliminate any bias or noise in our results, all planners encounter the same test scenarios. Finally, invalid actions selected by agents during testing, i.e., crashing into a wall or another agent, are ignored, leaving the agent unmoved for that particular time step.

In our formulation of one-shot MAPF, agents vanish immediately upon reaching their goal, i.e., they are no longer considered as obstacles for other agents. This MAPF formulation is interesting for scenarios where the agent’s goal location is a private space where the agent can reside without interfering with others, e.g., a parking spot in traffic applications [7], or a train station for railway operations [32]. We use makespan (i.e., time until all robots are on target) and success rate as our primary evaluation metrics.

We select ODrM* as both our optimal (inflation 1.0) and bounded-suboptimal centralized planner (with inflation factors $\varepsilon = 3$ and $\varepsilon = 10$) [20], with a timeout of 300s. We modified the ODrM* code to handle vanishing agents once on goal. We also use PRIMAL as a baseline MARL-based decentralized planner [9]. For PRIMAL and PRIMAL2, we allow agents a maximum of 320 timesteps for 20 and 40-sized worlds, 480 timesteps for 80-sized worlds, and 640 timesteps for 160-sized worlds. For these two RL-based
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planners, note that we trained separate dedicated models for both one-shot MAPF and LMAPF.

One of our recent studies into PRIMAL showed that unsuccessful episodes still often drive an overpowering majority of agents to their goal [33]. Therefore, in our one-shot MAPF testings, we further provide PRIMAL/PRIMAL\textsubscript{2} results where we consider an episode to be successful when 100%, 95%, and 90% of agents reach their goals successfully, but only report the 100% and 90% values in our plots here for readability (same with ODrM\textsuperscript{*} results with $\varepsilon = 3$). However, complete result plots are available at [https://bit.ly/PRIMAL2](https://bit.ly/PRIMAL2) including LMAPF results. Figure 4 compares success rates in two interesting cases.

Based on our results, we first notice that all planners have very high success rates in worlds with low densities and short corridors. In moderate team sizes, we observe that PRIMAL\textsubscript{2} (with success metric 100%) is slightly outperformed by ODrM\textsuperscript{*} but outperforms PRIMAL. In large team sizes (256 agents and above) with long corridors, the performance of both PRIMAL and PRIMAL\textsubscript{2} drops off gradually. However, the performance of ODrM\textsuperscript{*} drops sharply, a common problem faced by many centralized planners, due to the exponential increase in the dimension of the joint configuration space to be searched. Interestingly, we note that while the performance of PRIMAL\textsubscript{2} with 100% success metric drops off gradually as the number of agents are increased, the performances of PRIMAL\textsubscript{2} with 90% and 95% success metrics stay nearly constant. Upon careful inspection of the results, we often find that a few agents get stuck in undesirable looping behaviour which can be corrected with the introduction of a centralized planner at this stage. Although PRIMAL\textsubscript{2} is able to find paths with a high success rate and scales well, we find that paths yielded by PRIMAL\textsubscript{2} tend to be considerably longer than ODrM\textsuperscript{*} on average. Even though we observe a significant increase in implicit agent coordination compared to our previous work, the decentralized nature of PRIMAL\textsubscript{2} makes it very hard to achieve perfect joint coordination with the same quality of paths as other centralized planners.

**B. LMAPF Results**

In LMAPF, agents aim at continually planning paths online and maximizing the throughput (i.e., the average number of targets reached per timestep). To implement conventional baselines for LMAPF, we decompose the problem into a series of one-shot MAPF instances as is commonly done [23].

We select ODrM\textsuperscript{*} (with inflation factors $\varepsilon = 10$), CBS, and iECBS as our bounded suboptimal planners [21], [20], [34] and use a timeout of 60s when using C++ implementations and 300s for python codes to remain consistent with other works in the field. For these conventional baselines, we count the number of goals that can be reached by agents until the end of the experiment (maximum number of timesteps), or until one sub-planning instance times out, whichever happens first. For all planners, our experiments last 128 timesteps in 20- and 40-sized worlds, 192 timesteps in 80-sized worlds, and 256 timesteps in 160-sized worlds. Figure 5 presents the average throughput of our approach and the baselines considered in three representative scenarios.

Based on our results, we first observe that both centralized and decentralized planners have high throughput in worlds with low density, small team sizes and short corridors, since these worlds do not require significant joint coordination and are not very constrained. PRIMAL and PRIMAL\textsubscript{2} scale remarkably well to larger teams, while the performance of centralized planners drops sharply. However, as the typical corridor length and the average obstacle density is increased to make the worlds more constrained and challenging, we see drops in performance for all planners. We highlight that while PRIMAL and PRIMAL\textsubscript{2} have equivalent performance in worlds with low densities and short corridors, PRIMAL\textsubscript{2} easily outperforms PRIMAL in constrained worlds with long corridors. We believe that the additional coordination learning techniques introduced in this paper are the reason for these differences, and interesting learned maneuvers can be observed upon closer inspection of our PRIMAL\textsubscript{2} results. Video results of our approach on various environments and team sizes can be found at [http://bit.ly/PRIMAL2videos](http://bit.ly/PRIMAL2videos)

Moreover, we also present averaged results over all worlds, which compare the performance of PRIMAL\textsubscript{2} to two other PRIMAL\textsubscript{2} variants: the first variant has no convention learning. In contrast, the second variant has no convention learning and a reduced observation with no corridor information channels in the agents’ observation (Figure 6). We observe that, while these three planners perform near-identically up
to 64 agents, PRIMAL\textsubscript{2} surpasses them in larger team sizes (by around 10%). We believe that these results show that for smaller teams, the gains from following conventions are neutralized by the higher freedom of movement enjoyed by not following any. However, as team sizes increase, these conventions become integral to plan effectively and bring order to agents’ movements.

VII. CONCLUSION

This work introduced PRIMAL\textsubscript{2}, a new distributed reinforcement learning framework for lifelong multi-agent path finding in highly constrained worlds. In this framework, agents plan individual paths online in a wholly decentralized way, based on local information but without communication for explicit joint coordination. We focused on achieving implicit agent coordination by helping agents learn ideal behaviour through conventions, which effectively break symmetries and bring harmony to their movement. Through our results, we highlighted the importance of these conventions in larger teams and experimentally showed that PRIMAL\textsubscript{2} agents are successful at learning them. We also showed that PRIMAL\textsubscript{2} scales to arbitrarily large teams and is able to plan effective paths online while producing throughputs at least on par with those of centralized planners. Finally, we also introduced our new Ray-based training code, which can train an order of magnitude faster than our previous works. Future work will try to further improve implicit agent coordination via a variety of techniques such as more powerful recurrent network architectures, the systematic investigation of RL-to-IL ratios, or the use of recent off-policy learning methods.
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