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Abstract

The method of Lagrangian Descriptors (LDs) has been applied in many different contexts, specially in geophysical flows. In this paper we analyze their performance in incompressible flows. We construct broad families of systems where this diagnostic fails in the detection of barriers to transport. Another aim of this manuscript is to illustrate the same deficiencies in the recent diagnostic proposed by Craven and Hernández.

The method of Lagrangian Descriptors (LDs) is a procedure to detect barriers to transport. Originally proposed by Mancho, Wiggins and their co-workers, this method has a basic heuristic law: invariant manifolds (hyperbolic structures) are detected via singular features of the $M$-function. This function is defined in terms of the arc length of the orbits of the system. In this paper we present a large family of incompressible flows in which LDs do not detect these structures. Actually, we observe that in some cases all singular features are evanescent at the invariant manifolds. Although this method has been intensively applied in geophysical flows, the conclusion is that it is not founded on solid mathematical grounds. Generally speaking, the singularities associated with the $M$-function in a system are unrelated to the detection of invariant manifolds. Recently, Craven and Hernández have extended the method of LDs to the context of thermalized chemical reactions. In the second part of this manuscript we generalize the previous conclusions to this setting.

1 Introduction

The method of Lagrangian Descriptors (LDs) is a diagnostic to detect barriers to transport in fluid dynamics or invariant manifolds in dynamical systems [1]-[3]. This method has been mainly applied by Mancho, Wiggins, and their co-workers in different contexts involving transport phenomena [1]-[10]. For instance, Mendoza and Mancho studied the skeleton of the flow for the Kuroshio current [10] or de la Cámara et al. provided barriers to transport in the Antarctic polar vortex [9]. The conclusions of those papers are nevertheless doubtful because there is no mathematical foundation of LDs beyond heuristic arguments in simple systems. In this paper, we provide some families of incompressible flows where LDs do not detect the expected structures.

LDs were originally designed to compute separatrices in flows with general dependence on time, a computation typically performed via Finite Time Lyapunov Exponents or the methods of Haller and his co-workers (variational and geodesic theories of Lagrangian Coherent Structures) [20]. The
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heuristic law of LDs is that invariant manifolds are associated with some singular features of the contour-lines of the \( M \)-function (this function is defined in terms of the arc length of the trajectories of the system). Generally speaking, such law seems questionable. For instance, a prerequisite for reliable predictions is the independence of the observer or objectivity \([21]\). Unfortunately, as Haller nicely emphasized \([20, 26]\), LDs are not objective.

In a previous work \([18]\), we presented several pathologies and examples where LDs do not detect barriers to transport. Although those examples included Hamiltonian systems, they were rather involved and non-autonomous, (with an aperiodic time dependence). One of the aims of this paper is to present simple families of incompressible flows for which LDs do not detect the invariant manifolds. Note that the performance of LDs in higher dimension is rather limited. The method is already questionable in

\[
\begin{align*}
  x'_1 &= 0.5x_1 \\
  x'_2 &= 1.5x_2 \\
  x'_3 &= -2x_3.
\end{align*}
\]

In this system, the contour-lines of the \( M \)-function (for large values of \( \tau \)) are hyperplanes parallel to \( \{x_3 = 0\} \). Thus there is no established link between the dynamical skeleton of (1.1) and the structure of the \( M \)-function over finite time.

Recently, Lopesino et al. \([3]\) have obtained some theoretical results in order to justify the performance of LDs in

\[
\begin{align*}
  x_{n+1} &= \lambda x_n \\
  y_{n+1} &= \frac{1}{\lambda} y_n \quad \text{with} \quad \lambda > 1.
\end{align*}
\]

The analysis of (1.2) can be obtained with elementary tools but the application of LDs seems to suggest that the results in \([3]\) could be extended to larger classes of systems. In the next section we conclude that this is not the case because the method does not work for a small perturbation of system (1.2).

Another variant of the method of LDs has been presented by Cranven and Hernández to compute the invariant manifolds in thermalized chemical reactions \([22, 24]\). This new approach, reminiscent to the original paper by Madrid and Mancho \([17]\), consists in minimizing the arc length of trajectories forwards in time to detect the stable manifold. The objective of this technique was to describe manifolds that separate reactive and non-reactive trajectories in the Langevin equation \([22, 24]\). Again, the presentation is in a heuristic style and the theoretical aspects are not developed. We will describe some simple examples in the context of the Langevin equation where invariant manifolds cannot be found via their method.

An outline of the paper is as follows: Section 2 reviews the literature related to the method of LDs for the reader’s convenience. Section 3 deals with the examples of incompressible flows. The analysis is restricted to this class of systems but our results can be applied to a broader range of dynamical systems, in particular, in most linear systems. Section 4 deals with the Langevin equation in connection with the method employed by Craven and Hernández. Finally, we discuss the implications of our analysis in practical situations.

# 2 Lagrangian Descriptors: Definitions and Mathematical Foundation

LDs aim to describe the global dynamical picture of the geometrical structures for dynamical systems. In particular, they were used to detect stable and unstable manifolds and elliptic regions. This method in continuous systems typically involves the map defined as

\[
M(\tau; x_0, t_0) = \int_{t_0-\tau}^{t_0+\tau} \|v(x(t; t_0, x_0), t)\|dt
\]
where \(x(t; t_0, x_0)\) is the unique solution satisfying \(x(t_0) = x_0\) for a smooth velocity field

\[
x'(t) = v(x(t), t).
\]

The \(M\)-function was introduced by Madrid and Mancho in [17] and represents the arc length described by the trajectory starting at \(x(t_0)\) when it evolves forwards and backwards in time for a period \(\tau\). This map is smooth except at equilibria. In discrete planar systems, we define for each \(N \in \mathbb{N}\),

\[
MD_p(x_0, y_0) = \sum_{i=-N}^{N-1} |x_{i+1} - x_i|^p + |y_{i+1} - y_i|^p \quad \text{with } 0 < p < 1.
\]

with \(\{x_n, y_n\}_{n=-N}^{N}\) an orbit of length \(2N + 1\) generated by a two-dimensional map. It is clear that \(MD_p\) is non-smooth if, for some iteration, \(x_{n+1} = x_n\) or \(y_{n+1} = y_n\). Therefore, there are unbounded behaviours of the derivatives of \(MD_p\) in those points independently of the dynamical behaviour of the system.

As mentioned in page 3531 in [2], the heuristic law of LDs is: “singular contours of LDs correspond to invariant manifolds”. We recall that in a steady system with a saddle equilibrium, the stable (resp. unstable) manifold is defined as the set of points attracting to that equilibrium forwards (resp. backwards) in time [19]. The concept of singular feature is never presented by Mancho, Wiggins, and their co-workers in a precise way which undoubtedly leads to ambiguity. Moreover, there is a lack of the definition of the structures it purports to detect. For the reader’s convenience, we consider the example discussed in page 3534 in [2], specifically

\[
\begin{align*}
x' &= \lambda x \\
y' &= -\lambda y
\end{align*}
\]

with \(\lambda > 1\).

Theorem 2.1. (Theorem 1 in [3]) Consider a vertical line perpendicular to the unstable manifold of the origin. In particular consider an arbitrary point \(x = \bar{x}\) and a line parallel to the \(y\) axis passing through this point. Then the derivative of \(MD_p\) with \(p < 1\), along this line becomes unbounded on the unstable manifold of the origin.

The proof is just a straightforward check that \(MD_p(x_0, y_0) = (|x_0|^p + |y_0|^p) f(\lambda, N, x_0, y_0)\) with \(f\) a smooth map.

We observe that Theorem 2.1 is a consequence of the diagnostic itself because, as mentioned, \(MD_p\) is non smooth if, for some iteration,

\[
x_{n+1} = x_n \quad \text{or} \quad y_{n+1} = y_n.
\]

Therefore, Theorem 2.1 gives no specific mechanism for detecting invariant manifolds: it only works for systems satisfying (2.3). We discuss this fact with a concrete example.
Consider
\begin{equation}
\begin{aligned}
x_{n+1} &= 2x_n \\
y_{n+1} &= \frac{1}{2}y_n + g(x_n)
\end{aligned}
\end{equation}
with \( g : \mathbb{R} \rightarrow [0, \infty) \) a smooth function satisfying that \( g(x) = 0 \) for all \( x \not\in [0, 1] \) and \( g(x) > 0 \) if \( x \in (0, 1) \). The underlying map in (2.6) is area preserving and \( (0, 0) \) is a global saddle point. Fix \( \bar{x} > 2 \), it is straightforward to prove that given a line parallel to the \( y \)-axis passing through this point, the derivative of \( MD_p \) with \( p < 1 \), along this line becomes unbounded at \( y = 0 \). Note that \( (\bar{x}, 0) \) is not a point at the invariant manifolds of (2.6). Thus, even under a slight modification of (2.4), Theorem 2.1 will give a false positive for an unstable or stable manifold. System (2.4) also proves that Theorem 2.1 does not provide a mechanism to approximate invariant manifolds when \( N \rightarrow \infty \), (this property was mentioned in Section 2.1.2 in [3]).

Two remarks are in order:

- In practical applications, Mancho, Wiggins, and their co-workers routinely use the contour-structure of the \( M \)-function (or \( MD_p \) in discrete systems) to detect invariant manifolds, see [1]-[16]. To support the applicability of LDs, their arguments consist in proving that certain derivatives of \( M \) or \( MD_p \) are unbounded as \( \tau \rightarrow \infty \), (see the theorems in [2] or Section 2.1.2 in [2]). Those arguments have no significance on the dynamical behaviour of the systems or the contour structure of the \( M \)-function because \( M \) and \( MD_p \) are typically unbounded as \( \tau \rightarrow \infty \).

- In a recent work [18], we gave precise families of examples in which LDs fail in the detection of invariant manifolds. In our systems, the invariant manifolds were placed in the axes and the contour-lines of \( M \) converge to horizontal lines as \( \tau \rightarrow \infty \), (the points inside these horizontal lines are indistinguishable for the function \( M \)). In this scenario, one can just deduce that the stable and unstable manifold are horizontal lines independently of the definition of singular point under consideration.
3 Lagrangian descriptors and Incompressible Flows

In this section we illustrate that the method of LDs fails in the detection of invariant manifolds in 2D and 3D incompressible flows.

Consider

\[
\begin{align*}
  x' &= f(x) \\
  y' &= -yf'(x)
\end{align*}
\]

(3.1)

where \( f : \mathbb{R} \to \mathbb{R} \) is of class \( C^2 \) with \( f(0) = 0 \) and satisfying the following conditions:

\[ \text{C1} \quad f(x) > 0 \text{ if } x \in (0, \infty) \text{ and } f(x) < 0 \text{ if } x \in (-\infty, 0). \]

\[ \text{C2} \quad f \text{ is bounded.} \]

\[ \text{C3} \quad f'(0) \geq f'(x) > 0 \text{ for all } x \in \mathbb{R}. \]

We observe that (3.1) has a global saddle at the origin where the \( x \)-axis (resp \( y \)-axis) is the unstable (resp. stable) manifold. However, the structure of \( M \) is smooth in a neighbourhood of the \( y \)-axis as \( \tau \to \infty \). Therefore, there are no singular features in a neighbourhood of the \( y \)-axis, (see FIG 2).

![Figure 2: Contour-lines of \( M \) in \((-0.1, 0.1) \times (-0.5, 0.5) \) associated with system (3.1) for \( f(x) = \tanh x \) and \( \tau = 20 \). One observes a smooth pattern in a neighbourhood of the \( y \)-axis.](image)

Next, we give an analytic proof to justify this fact.

**Theorem 3.1.** Assume that \( f : \mathbb{R} \to \mathbb{R} \) satisfies C1-C3 and

\[ \text{C4} \quad f'(x) = k \text{ for all } x \in [-a, a] \text{ with } k, a > 0. \]

Then, the contour lines of \( M \) converge to horizontal lines as \( \tau \to \infty \) in a neighbourhood of the \( y \)-axis.

\[ \text{C4} \text{ can be relaxed in a great deal, (e.g. we can consider } f'' \text{ bounded in } \mathbb{R}, f''(x) > 0 \text{ in } (-\infty, 0) \text{ and } f''(x) < 0 \text{ in } (0, \infty)). \text{ However, the mathematical proof of Theorem [3.1] is much more involved.} \]
A prototypical function satisfying C1-C4 is
\[
f(x) = \begin{cases} 
\arctan(x + 1) - 1 & \text{if } x \leq -1 \\
x & \text{if } -1 < x < 1 \\
\arctan(x - 1) + 1 & \text{if } x \geq 1.
\end{cases}
\] (3.2)

To prove Theorem 3.1, we need the following lemma.

**Lemma 3.1.** Assume the conditions of Theorem 3.1. Given \((x_0, y_0) \in [-a, a] \times (0, \infty)\) then
\[
\lim_{\tau \to \infty} \frac{M(\tau; x_0, y_0)}{M(\tau; 0, y_0)} = 1.
\]

**Proof.** First of all, we note that the solution of (3.1) with initial condition \((x_0, y_0)\) is given by
\[
(x(t; x_0), y(t; x_0, y_0)) = (x(t; x_0), y_0 e^{-\int_0^t f'(s;x_0)ds})
\]
where \(x(t; x_0)\) is the solution of \(x' = f(x)\) with initial condition \(x_0\). By simple computations and using C2 and C3,
\[
M(\tau; 0, y_0) = y_0 (e^{f'(0)\tau} - e^{-f'(0)\tau}),
\]
\[
M(\tau; x_0, y_0) = \int_{-\tau}^{\tau} \sqrt{x'(t; x_0)^2 + y_0^2 e^{-2\int_0^t f'(s;x_0)ds} f'(x(t; x_0))^2} dt
\]
\[
\leq \int_{-\tau}^{\tau} \sqrt{f(x(t; x_0))^2 + y_0^2 f'(0)^2} dt + \int_{-\tau}^{0} \sqrt{f(x(t; x_0))^2 + y_0^2 e^{-2f'(0)t} f'(0)^2} dt
\]
\[
\leq \int_{-\tau}^{\tau} \sqrt{m^2 + y_0^2 f'(0)^2} dt + \int_{-\tau}^{0} \sqrt{m^2 + y_0^2 e^{-2f'(0)t} f'(0)^2} dt
\]
for all \((x_0, y_0)\) with \(y_0 > 0\) where \(m\) is a bound of \(f\). Therefore,
\[
\limsup_{\tau \to \infty} \frac{M(\tau, x_0, y_0)}{M(\tau, 0, y_0)} \leq 1
\]
because of
\[
\lim_{\tau \to \infty} \frac{\tau \sqrt{m^2 + y_0^2 f'(0)^2}}{y_0 (e^{f'(0)\tau} - e^{-f'(0)\tau})} = 0,
\]
\[
\lim_{\tau \to \infty} \frac{\int_{-\tau}^{0} \sqrt{m^2 + y_0^2 e^{-2f'(0)t} f'(0)^2} dt}{y_0 (e^{f'(0)\tau} - e^{-f'(0)\tau})} = 1.
\]
The second limit is a simple application of the L’Hôpital rule.

By C1 and C4,
\[-a \leq x(t; x_0) \leq a\]
for all \(t < 0\) and \(-a \leq x_0 \leq a\). Thus, \(f'(x(t; x_0)) = f'(0) = k\) for all \(t < 0\) and \(-a \leq x_0 \leq a\). Now, we conclude that
\[
\liminf_{\tau \to \infty} \frac{M(\tau; x_0, y_0)}{M(\tau; 0, y_0)} \geq 1
\]
since
\[
M(\tau; x_0, y_0) = \int_{-\tau}^{\tau} \sqrt{x'(t; x_0)^2 + y_0^2 e^{-2\int_0^t f'(s;x_0)ds} f'(x(t; x_0))^2} dt
\]
\[ \geq \int_{-\tau}^{0} \sqrt{x'(t; x_0)^2 + y_0^2 e^{-2 \int_0^t f'(x(s; x_0)) ds} f'(x(t; x_0))^2} dt \geq y_0 (e^{f'(0)\tau} - 1). \]

**Proof of Theorem 3.1.** For each \(x_0 \in [-a, a]\), we define \(y_0^\tau\) such that \((x_0, y_0^\tau) \in \gamma^\tau_{(0,y_0)}\), where \(\gamma^\tau_{(0,y_0)}\) is the contour-line of \(M\) passing through \((0, y_0)\) for \(\tau\). First we observe that for all \(\tau > 0\) large enough, \(y_0^\tau\) exists since

\[ M(\tau; x_0, 0) \leq 2m \tau < M(\tau; 0, y_0) = y_0 (e^{f'(0)\tau} - e^{-f'(0)\tau}) \]

where \(m\) is a bound of \(f\) and

\[ M(\tau; x_0, 2y_0) \geq 2y_0 (e^{f'(0)\tau} - 1) \geq M(\tau; 0, y_0). \]

By Lemma 3.1

\[ M(\tau, x_0, y_0) = M(\tau, 0, y_0) + f(\tau, x_0, y_0) \]

with

\[ \lim_{\tau \to \infty} \frac{f(\tau, x_0, y_0)}{e^{f'(0)\tau} - e^{-f'(0)\tau}} = 0 \]

for all \((x_0, y_0) \in K\). Therefore, by using that \(M(\tau, 0, y_0) = M(\tau, x_0, y_0^\tau)\), we have that

\[ y_0 (e^{f'(0)\tau} - e^{-f'(0)\tau}) = y_0^\tau (e^{f'(0)\tau} - e^{-f'(0)\tau}) = f(\tau, x_0, y_0^\tau). \]

From this expression,

\[ y_0 = y_0^\tau + \frac{f(\tau, x_0, y_0^\tau)}{e^{f'(0)\tau} - e^{-f'(0)\tau}} \]

and clearly, \(\lim_{\tau \to \infty} y_0^\tau = y_0\).

Collecting all the information, we have proved that

\[ \gamma^\tau_{(0,y_0)} \cap ([-a, a] \times (0, \infty)) \to [-a, a] \times \{y_0\}. \] \hspace{1cm} (3.3)

In other words, the contour lines in a neighbourhood of the stable manifold tend to horizontal segments.

Next we show the inability of the method of LDs to detect invariant manifolds in linear systems.

**Theorem 3.2.** Consider

\[
\left\{ \begin{array}{l}
x_1' = \lambda_1 x_1 \\
x_2' = \lambda_2 x_2 \\
\vdots \\
x_{N-1}' = \lambda_{N-1} x_{N-1} \\
x_N' = -\lambda_N x_N 
\end{array} \right. \] \hspace{1cm} (3.4)

with \(\lambda_i > 0\) and \(\lambda_N > \max\{\lambda_i: i = 1, \ldots, N-1\}\). Then the contour-surfaces of \(M\) in a neighbourhood of the \(x_N\)-axis converge to hyper-planes parallel to \(x_N = 0\) as \(\tau \to \infty\).

**Proof.** Denote by \(\{e_i: i = 1, \ldots, N\}\) the usual basis of \(\mathbb{R}^N\). It is clear that

\[ M(\tau; x_i e_i) = x_i (e^{\lambda_i \tau} - e^{-\lambda_i \tau}) \]

and

\[ M(\tau; x_N e_N) \leq M(\tau; (x_1, \ldots, x_N)) \leq M(\tau; x_1 e_1) + \ldots + M(\tau; x_N e_N) \]
for all \((x_1, \ldots, x_N) \in \mathbb{R}^N\). Therefore, for \((x_0, \ldots, x_N) \in \mathbb{R}^{N-1} \times (0, \infty)\), we have that
\[
\lim_{\tau \to \infty} \frac{M(\tau; (x_1, \ldots, x_N))}{M(\tau; x_N e_N)} = 1
\]
for all \((x_1, \ldots, x_N) \in K\). By repeating the proof of the previous theorem, we get that
\[
\gamma_{x_N e_N}^T \cap \left([-a, a]^{N-1} \times (0, \infty)\right) \to [-a, a]^{N-1} \times \{y_N\}
\]
with \(a > 0\). We have denoted by \(\gamma_{x_N e_N}^T\) the contour-surface of \(M\) for \(\tau\) passing through \(x_N e_N\). That is, the contour surfaces of \(M\) in a neighbourhood of the stable manifolds tend to a hyperplane parallel to \(x_N = 0\).

We observe that Theorem 3.2 can be applied in incompressible flows, for instance \(\lambda_1 = \lambda_2 = 1\) and \(\lambda_3 = 2\).

### 4 Minima of \(M\) do not detect invariant manifolds

Craven and Hernández in [23] have employed a modified version of the method of Lagrangian Descriptors to study the dynamical skeleton of Langevin equation
\[
m\ddot{q} = -\gamma \dot{q} - \frac{\partial V}{\partial q}(q, t) + \sqrt{2\sigma} \xi(t) \quad m, \sigma, \gamma > 0
\]
(4.1)

where \(\xi(t)\) is a noise input and \(V(q, t)\) represents the underlying potential. The authors claim that the stable manifold (at \(t_0\)) in (4.1) is determined holding the coordinate \(q = C\) constant (transversal direction) and minimizing with respect to \(\dot{q}_0\)
\[
L_f((C, \dot{q}_0), t_0) = \int_{t_0}^{t_0+\tau} ||\dot{q}_e(C, \dot{q}_0, t_0, t)|| dt
\]
(4.2)

where \(q_e(C, \dot{q}_0, t_0, t) = (\dot{q}_e((C, \dot{q}_0), t_0, t), \dot{q}_e((C, \dot{q}_0), t_0, t))\) is the solution of (4.1) satisfying \(q_e(C, \dot{q}_0, t_0, t_0) = (C, \dot{q}_0)\). See Figure 2 (g) in [23] for a pictorial explanation of this heuristical law. In that figure, one observes that the authors associate the global minima of \(L_f\) with the stable manifold, see also [22] [24]. The objective of this section is to show that this recipe does not provide a suitable mechanism to detect invariant manifolds in Langevin equations.

First we consider
\[
\begin{align*}
x' &= -x + y \\
y' &= h(y)
\end{align*}
\]
(4.3)

with
\[
h(y) = \begin{cases} 
  y - y^2 & \text{if } y \geq 0 \\
  y + y^2 & \text{if } y < 0.
\end{cases}
\]

In (5.1), the \(x\)-axis separates the basis of attraction of equilibria \((1, 1)\) and \((-1, -1)\). Holding \(x = x_0\) constant with \(x_0 > 1\), the global minimum of \(L_f((x_0, y), 0)\), is attained at (aprox.) 1, not 0 (the location of the stable manifold), (see FIG. 3 left). In fact \(\frac{d}{dy}L_f((x_0, y), 0)|_{y=0} = -\frac{e^{-x+y}-1}{2}\).

Notice that \((x_0, 1)\) is not a point at the invariant manifolds. This is the typical dynamical situation studied in [23], a manifold which separates reactive and non-reactive trajectories. We have taken system (5.1) because the solutions and all quantities are computable with simple mathematical skills. A particular counter-example of type (4.1) with similar pathologies is
\[
\ddot{q} = -\dot{q} + 0.1q(1 - q^2).
\]
(4.4)
This equation has two attractors, namely \((1,0), (-1,0)\), and the origin is a saddle point. The graph of \(L_f((1.1, \dot{q}), 0)\) is illustrated in FIG.3 right. The global minimum \(L_f((1.1, \dot{q}), 0)_\tau\) is attained in the interval \((-0.1, 0.1)\) for all \(\tau\). However, \((1.1, 6.17)\) (aprox.) is the point of the stable manifold.

Figure 3: Representation of \(L_f((1.1, y), 0)_2\) in \(y \in [-2, 2]\) for system \((5.1)\) (left) and \(L_f((1.1, q'), 0)_2\) in \([-10, 10]\) for equation \((4.4)\). The global minimum is not attained at the stable manifold.

5 Discussion

The objective of this paper has been to illustrate that singularities of the contour-lines of \(M\) do not generally detect invariant manifolds in incompressible flows. We have constructed systems in which the stable and unstable manifolds are placed in the axes but the contour lines of \(M\) converge to horizontal lines as \(\tau \rightarrow \infty\) (the points inside the segments are indistinguishable for the function \(M\)). Hence, if the contour-lines of \(M\) for large values were useful in the detection of invariant manifolds, one would deduce that the stable and unstable manifolds are horizontal lines (independently of the definition of singularity under consideration).

In real applications, LDs involve finite (large) values of \(\tau\). As mentioned above, from a mathematical point of view, the contour-structure of the \(M\) function is smooth for all \(\tau\). Therefore, the possible “singularities” would appear at \(\tau = \infty\). Notice that if the contour-lines of \(M\) converge to horizontal lines as \(\tau \rightarrow \infty\), horizontal lines will appear (in our computer) for \(\tau\) large enough.

Except for the simple system

\[
\begin{cases}
  x' = -\lambda x \\
  y' = \lambda y,
\end{cases}
\tag{5.1}
\]

there are no mathematical basis to justify the applicability of LDs. Therefore, the conclusions inferred in \([11-16]\) need some type of updating. Of course, the \(M\)-function always creates certain patterns when plotted over initial conditions. However, as emphasized in this manuscript, this fact does not imply that the output has dynamical significance.

In \([25]\), Mancho, Wiggins, and their co-workers claim that criticisms along the lines of \([18]\) or the present paper are not relevant because the conclusions of LDs are not based on the contour-structure of the \(M\)-function. This claim is inaccurate. It seems that they misrepresent what they have actually done. To check that Mancho, Wiggins and their co-workers routinely use the contour-structure of \(M\) in their work, the reader can see figures 1-4 in \([1]\); figures 1-3, 5,7,9 in \([9]\) (the contour-lines of the derivative of \(M\) are missing); see figures of section 4 (applications) in \([3]\); see figures 1-5 and section 4.1 in \([13]\) (this is their last application) and so on. In \([25]\), they suggested that one has to look for points at which certain directional derivatives of \(M(x_0, t_0, \tau)\)
do not exist, inspired by Lopesino et al [3]. As mentioned in Section II, the results in [3] give no a recipe to detect invariant manifolds for general systems. Moreover, those results were given to extract information on the contour-lines of $MD_p$ (see the applications and introduction in [3]). The function $M(x_0, t_0, \tau)$ is smooth (except at equilibria) and is usually unbounded as $\tau \to \infty$. The absence of discontinuity of $M$, as in the systems discussed in [25], appears in most systems everywhere. For instance, in system

$$
\begin{align*}
    x' &= -y \\
    y' &= x,
\end{align*}
$$

(5.2)

the $M$-function is given by $M(\tau, x, y) = 2\tau \sqrt{x^2 + y^2}$ and the partial derivatives are unbounded if $x \neq 0$ or $y \neq 0$ when $\tau \to \infty$.
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