Constraining the initial conditions of the Universe using large scale structure
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Abstract. Primordial non-Gaussianity induces a scale-dependent bias in large scale structure (LSS) data, proportional to $f_{NL}/k^2$ for the exact local ansatz. Recent work has shown that models of inflation that predict a large squeezed limit bispectrum, such as multi-field models and single field inflation with a modified initial state, typically give rise to a generalized local ansatz, with the scale-dependent bias now proportional to $A_{NL}/k^\alpha$. We use photometric measurements of the angular power spectrum of luminous red galaxies and quasars in the Sloan Digital Sky Survey Data Release Eight (SDSS DR8) with the above parameterization to constrain the amplitude $A_{NL}$ and scale-dependence $\alpha$. We find that the marginalized upper limit on $\alpha$ is 2.0 at the 95% confidence level, consistent with the local ansatz. We also present Fisher forecasts for a survey of the same size as DR8 to assess the role of systematics in current photometric LSS data. Moreover, we present analytic results on the expected mass dependence of $A_{NL}$ for different inflationary models, which can be an important observable for future surveys, if primordial non-Gaussianity is non-zero.
1 Introduction

The spectrum of primordial curvature perturbations (denoted with $\zeta$) generated during inflation is very nearly Gaussian. Current data from the cosmic microwave background (CMB) and large scale structure (LSS), however, is detailed enough to measure even small deviations from Gaussianity. Interactions of the inflaton and other primordial fields leave very distinct non-Gaussian features in statistics of the temperature anisotropies in the CMB and the density fluctuations that collapse into bound objects.

The power spectrum $P_\zeta(k)$ is defined in terms of the two-point function in momentum space,

$$\langle \zeta_{\vec{k}_1} \zeta_{\vec{k}_2} \rangle = (2\pi)^3 \delta^3(\vec{k}_1 + \vec{k}_2) P_\zeta(k_1),$$  \hspace{1cm} (1.1)

and has been well-measured on large scales using the CMB. In an isotropic Universe, the lowest order statistic that can reveal primordial ‘non-Gaussianity’ is the three-point function of the perturbations, or the bispectrum. Analogous to the power spectrum, the bispectrum $B_\zeta(k_1, k_2, k_3)$ is defined using the three-point function,

$$\langle \zeta_{\vec{k}_1} \zeta_{\vec{k}_2} \zeta_{\vec{k}_3} \rangle = (2\pi)^3 \delta^3(\vec{k}_1 + \vec{k}_2 + \vec{k}_3) B_\zeta(k_1, k_2, k_3).$$  \hspace{1cm} (1.2)

Homogeneity, enforced by the Dirac delta functions in the expressions above, requires that the momenta in the bispectrum form a triangle. The assumption of isotropy further ensures that the power spectrum and the bispectrum will depend only on magnitudes of the momenta. Different inflationary models for generating the primordial fluctuations can be identified by the ‘shape’ of the resulting bispectrum, defined as the type of triangle for which the amplitude of the bispectrum is largest. So far the best method to detect primordial non-Gaussianity has been to measure the three-point function of temperature anisotropies in the CMB (see [1] for recent CMB constraints on $f_{NL}$ from the Planck satellite and [2, 3] for CMB constraints using nine-year data from the Wilkinson Microwave Anisotropy Probe (WMAP) satellite).
While the most recent bounds have tightened the limits on non-Gaussianity by a significant factor, the data has certainly not yet excluded any complete class of inflationary scenarios. Non-Gaussianity remains a key observable for understanding primordial physics, and the very large galaxy surveys planned over the next decade provide an opportunity to push constraints past the theoretically interesting thresholds.

As with the CMB temperature fluctuations, the statistics of matter density fluctuations in LSS are sensitive to primordial non-Gaussianity. We expect the LSS three-point function to eventually provide powerful constraints, but we so far lack a precise understanding of how to extract primordial quantities from the bispectrum of late time luminous objects. However, it has been realized that one need not measure the complete bispectrum to uncover important physical information: the region of parameter space where one of the momenta is much smaller than the others (the so-called squeezed limit, \( k_3 \ll k_1 \approx k_2 \)) is both a good diagnostic of the theory and a simpler limit to constrain with LSS data. It was observed in [4] (also see [5, 6] for earlier work) that non-Gaussianity with significant coupling in the squeezed limit affects the abundance and clustering of virialized objects, so that another (less obvious) observable is the power spectrum of dark matter halos (see [7–9] and section 3 of this paper for recent LSS constraints on \( f_{NL} \) using data from the Sloan Digital Sky Survey (SDSS) [10, 11]; also see [12] for constraints from CMB-galaxy cross correlations).

Dark matter halos are associated with peaks in the initial, linear density field, whose heights exceed some threshold. In the peak-background split formalism [13] the density field is separated into long and short wavelength modes, and the large scale clustering of halos is estimated by computing the effect of long wavelength modes on small scales. In the presence of primordial non-Gaussianities, large and small scale density fluctuations are not necessarily independent, and this mode coupling leads to an additional scale-dependent term in the halo bias. Any primordial bispectrum leads to a shift in the halo bias whose precise form and observability depends on how the small scale power in fluctuations is correlated with long wavelength fluctuations.

The (Eulerian) bias, \( b(M, k, z, f_{NL}) \), with \( M \) the mass of the halo that the LSS tracer follows, is defined as the ratio of the matter-halo cross power spectrum to the matter power spectrum,

\[
b(M, k, z, f_{NL}) \equiv \frac{P_{\text{matter-halo}}(M, k, z, f_{NL})}{P_{\text{matter}}(k, z)} = b_1(M, z) + \Delta b_{\text{non-Gaussian}}.
\]

Here the scale of observation, \( k \), corresponds to the long mode in the squeezed limit (i.e. \( k \equiv k_3 \)). With purely Gaussian density fluctuations, the bias of a halo of mass \( M \) at redshift \( z \) approaches the scale-independent value, \( b_1(M, z) \).

A very useful example of a non-Gaussian scenario that gives rise to a significant signal in the halo bias is the well-studied ‘local ansatz’, where the gravitational potential is a simple non-linear function of the local value of a Gaussian field. The strength of the correlation between modes of different wavelengths is parameterized by a constant \( f_{NL} \),

\[
\Phi_k = \Phi_{k, \text{Gaussian}} + f_{NL} \left( \Phi_k^2 \text{Gaussian} - \left\langle \Phi_k^2 \text{Gaussian} \right\rangle \right),
\]

or equivalently,

\[
\zeta_k = \zeta_{k, \text{Gaussian}} + \frac{3}{5} f_{NL} \left( \zeta_k^2 \text{Gaussian} - \left\langle \zeta_k^2 \text{Gaussian} \right\rangle \right).
\]
Here $\Phi_k$ is (minus) the primordial gravitational potential (in the matter-dominated era) and the subscript indicates a Gaussian random field. The above parameterization generates a bispectrum of the form $[14–16]$,

$$B_{\zeta,\text{local}}(k_1, k_2, k_3) = \frac{6}{5} f_{\text{NL}} [P_{\zeta}(k_1)P_{\zeta}(k_2) + 2 \text{ perm.}],$$

(1.7)

which has a maximum amplitude in the squeezed limit. For the local form bispectrum it was found that the scale-dependent correction to the bias is given by $[4, 17, 18]$

$$\Delta b(M, k, z, f_{\text{NL}}) = 3 f_{\text{NL}}[b_1(M, z) - p]\frac{\Omega_m H_0^2}{k^2 T(k) D(z)}.$$  

(1.8)

Here, $\delta_c \approx 1.686$ denotes the critical density for spherical collapse, $\Omega_m$ is the present day matter density, $H_0$ is the Hubble constant, $T(k)$ is the matter transfer function normalized to unity as $k \to 0$, and $D(z)$ is the linear growth function normalized to $(1 + z)^{-1}$ in the matter dominated era. The parameter $p$ ranges from unity for objects that populate all halos equally to 1.6 for objects that populate only recently merged halos $[18]$. The predicted scale-dependent term in the halo bias has been used to constrain local $f_{\text{NL}}$ using data from different tracers of LSS, such as luminous red galaxies (LRGs) and quasars $[7–9, 18–21]$. It has recently been suggested $[22]$ that 21 cm observations and observations of the Lyman–$\alpha$ forest may also give interesting constraints on primordial non-Gaussianity in the near future.

For arbitrary non-Gaussian scenarios, the leading term in the non-Gaussian halo bias has the more general form $[23–25]$

$$\Delta b(M, k, z, A_{\text{NL}}, \alpha) \propto [b_1(M, z) - p] \frac{A_{\text{NL}}(b_1(M, z))}{k^\alpha}.$$

(1.9)

The power $\alpha$ can be read off from the dominant dependence of any bispectrum on the long wavelength mode ($k_3$). The dependence of the amplitude $A_{\text{NL}}$ on mass, or the observable $b_1$, on the other hand, comes from any dependence of the strength of the correlation on scale or additional dependence on short scale power. There are generically additional terms in $\Delta b$ that are subdominant in the long wavelength limit. While they should be included in testing any particular scenario, here we focus on the two-parameter ansatz for the leading term.

The non-Gaussian bias is important in distinguishing between different models of inflation. Standard single-field slow-roll inflation cannot produce observable non-Gaussianity in squeezed triangles $[26–29]$, so any detection of a non-Gaussian halo bias would rule out those scenarios. Inflationary scenarios involving multiple scalar fields can correlate long and short wavelength modes. Examples of models involving multiple fields that can enhance local non-Gaussianity include two field and $N$-field inflation $[30–44]$, the curvaton scenario $[45–51]$, and inhomogeneous reheating $[52–54]$. The strength of the coupling and the scale-dependence $\alpha$ depend on how the fields interact and evolve during inflation, and on the masses of the fields involved. The halo bias expected from generalizations of the local ansatz related to multi-field inflation models was studied in $[23, 55–58]$. Current multi-field models can generate $0 \leq \alpha \lesssim 2 \pm O(\epsilon)$ where $\epsilon < 1$ is the slow-roll parameter. When all fields involved in the dynamical generation of the perturbations are light compared to the inflationary Hubble scale ($m \ll H$), $\alpha$ is closer to 2. When at least one field is light but others are heavy ($m \lesssim H$), $\alpha$ is closer to 0 $[59, 60]$. In addition, single field models with modifications to the initial quantum state can generate non-Gaussianity of the squeezed type, at least over some range of scales $[61–74]$. In this case it appears that even $\alpha = 3$ is allowed $[75, 76]$, although
the most generic or natural bispectra in those cases are not yet fully understood. Previous constraints and forecasts based on LSS and CMB data, for various subsets of these models, can be found in [12, 23, 77–81].

Any non-Gaussianity that can be detected using the halo bias also has interesting ramifications for how we use observations to constrain inflation theory [82–85]. Properties of the primordial fluctuations within our observed volume of the Universe may themselves be biased with respect to the mean statistics predicted by any inflationary model. Since we have no way of knowing whether or not our observed Universe has typical, mean, or highly biased statistics, local type non-Gaussianity introduces a new source of cosmic variance uncertainty in relating observations to theory. Tighter observational constraints, especially on small scales [86], are required to eliminate this cosmic variance as relevant for our cosmology.

Since inflation model building continues and there is so far no hard theory limit on the range of $\alpha$ allowed by any conceivable model of inflation, we adopt the parameterization of eq. (1.9) to study observational constraints on $\mathcal{A}_{NL}$ and $\alpha$ using data from LRGs and quasars in the SDSS-III Data Release Eight (DR8) sample [9, 87–89]. We use these constraints to infer what current LSS observations tell us about the initial conditions in the very early Universe, and inflationary mechanisms for generating them. We also perform a Fisher matrix analysis to assess how much better could a survey of a similar volume as DR8 do, in the absence of any systematic uncertainties in the data.

With current LSS data, especially in the absence of a complete understanding of various systematics in the data, it appears difficult to probe the mass-dependence of the amplitude of non-Gaussianity. As a pointer for future surveys, we present analytic results on the expected scaling of the amplitude $\mathcal{A}_{NL}$ with bias $(b_1 - p)$, for different forms of the bispectrum.

The paper is organized as follows. In section 2 we describe the data that we use and the method that we adopt. We obtain constraints on the scale-dependence of the bias in section 3. We present Fisher forecasts in section 4 and in section 5 we discuss the analytic method to determine the non-Gaussian correction to the bias and use it to obtain the scaling of $\mathcal{A}_{NL}$ with $b_1 - p$. We conclude with a discussion in section 6.

2 Method and data

We begin by describing the general method we adopt to constrain models of inflation using LSS data. We would like to use a generalized version of eq. (1.8) given by

$$\Delta b(M, k, z, \mathcal{A}_{NL}, \alpha) = 3\mathcal{A}_{NL}(b_1(M, z))[b_1(M, z) - p] \frac{\Omega_m H_0^2}{k^2 (k/k_p)^{\alpha - 2} T(k) D(z)}, \quad (2.1)$$

in the halo power spectrum,

$$P_{\text{halo}}(M, k, z, \mathcal{A}_{NL}, \alpha) = [b_1(M, z) + \Delta b(M, k, z, \mathcal{A}_{NL}, \alpha)]^2 P_{\text{matter}}(k, z), \quad (2.2)$$

and fit the corresponding angular power spectrum (rather than the full three-dimensional power spectrum above which is relatively difficult to measure) to LSS data, to constrain $\mathcal{A}_{NL}$ and $\alpha$. For this purpose, we use a Markov-Chain Monte-Carlo (MCMC) approach to explore the available parameter space using a modified version of the widely used package CosmoMC [90]. We calculate the linear matter power spectrum using the CAMB code [91] included in the CosmoMC package, and apply the HaloFit prescription [92] to account for non-linear effects on the matter power spectrum. In eq. (2.1) we have included $\delta_c$ in our definition of
to allow for deviations from the spherical collapse model. The pivot scale $k_p$ is chosen to be 0.1 Mpc$^{-1}$. This choice is based on the smoothing scale (defined in section 5) that approximately corresponds to a Gaussian bias of $b_1 = 2.0$ (we use the Sheth-Tormen mass function $[93, 94]$ to relate the variance at any smoothing mass scale to the Gaussian bias). In section 4 we will also use a Fisher matrix analysis to find the pivot points where $A_{NL}$ and $\alpha$ would be uncorrelated for optimally clean SDSS data.

To calculate the theoretical angular power spectrum, we use the full Bessel integration on the largest scales and account for redshift space distortions as described, for example, in $[95]$,

$$C_\ell = C^{gg}_\ell + C^{gv}_\ell + C^{vv}_\ell + a. \quad (2.3)$$

The superscripts $g$ and $v$ denote galaxy and velocity terms, respectively, and $a$ is an extra (constant) shot noise-like term that we add to obtain a better fit to the non-linear power spectrum $[96]$. The three contributions to the angular power spectrum above are given by the integrals $[95]$

$$C^{gg}_\ell = \frac{2}{\pi} \int d \ln k \, k^3 P_{\text{matter}}(k,0) W^2_\ell(k), \quad (2.4)$$

$$C^{gv}_\ell = \frac{4}{\pi} \int d \ln k \, k^3 P_{\text{matter}}(k,0) W_\ell(k) W^*(k), \quad (2.5)$$

$$C^{vv}_\ell = \frac{2}{\pi} \int d \ln k \, k^3 P_{\text{matter}}(k,0) \left[ W^*_\ell(k) \right]^2, \quad (2.6)$$

with the window functions here calculated using

$$W_\ell(k) = \int dz \, (b_1 + \Delta b) \frac{D(z)}{D(0)} \frac{dN}{dz} j_\ell(kr), \quad (2.7)$$

$$W^*_\ell(k) = \int dz \, \Omega_m^{0.56}(z) \frac{D(z)}{D(0)} \frac{dN}{dz} \left[ \frac{2\ell^2 + 2\ell - 1}{(2\ell - 1)(2\ell + 3)} j_\ell(kr) - \frac{\ell(\ell - 1)}{(2\ell - 1)(2\ell + 1)} j_{\ell - 2}(kr) - \frac{(\ell + 1)(\ell + 2)}{(2\ell + 1)(2\ell + 3)} j_{\ell + 2}(kr) \right], \quad (2.8)$$

where we have suppressed the functional dependence of $b_1(M, z)$, $\Delta b(M, k, z, A_{NL}, \alpha)$, and $r(z)$ for brevity of notation. Here $dN/dz$ is the redshift distribution normalized to unity, $r(z)$ is the comoving distance, and $j_\ell(kr)$ is the $\ell$th order spherical Bessel function. In the flat sky (large $\ell$) limit, we switch to the Limber approximation $[97]$. The theoretical spectrum obtained above is used to calculate the likelihood (assumed Gaussian), that is the input to the MCMC procedure,

$$\chi^2 = (d - t)^T \cdot C^{-1} \cdot (d - t). \quad (2.9)$$

Here $d$ is the data $C_\ell$ vector, $t$ is the theory $C_\ell$ vector convolved with the full survey window function, and $C$ is the covariance matrix. The data vector here is calculated using an optimal quadratic estimator $[95, 98–100]$ which, although designed to compute nearly anti-correlated power spectra across different multipole bins, does retain a very small contribution ($\lesssim 5\%$) from other multipole bins. This makes it especially important to convolve the theoretical spectrum with the full window function (before calculating $\chi^2$) in non-zero $A_{NL}$ models, since the power spectrum rises dramatically at low $\ell$ in these models.
Maximizing the likelihood in the full parameter space in our MCMC analysis provides constraints on $A_{NL}$ and $\alpha$. We always use standard cosmological data, including the WMAP nine-year CMB data [2, 3] and the “Union 2” supernova data set that includes 557 supernovae [101], as our baseline model. These data sets are not directly sensitive to the levels of non-Gaussianity considered in this paper; however, they are needed to constrain the basic cosmological model and thus the shape and normalization of the matter power spectrum.

We now turn to the LSS data used in this paper, that includes observations of LRGs and quasars in SDSS-III DR8 [9, 87–89]. The SDSS has mapped over a quarter of the sky using the dedicated Sloan Foundation 2.5 m optical telescope [102] located at the Apache Point Observatory in New Mexico, USA. A drift-scanning mosaic CCD camera [103] images the sky in five bands ($ugriz$) [104, 105] to a limiting magnitude of around 22.5. The data is then processed through a series of pipelines that perform astrometric calibration [106], photometric reduction [107], and photometric calibration [108]. For our analysis, we only use photometric angular power spectra of LRGs and quasars in SDSS-III DR8, which we describe below. The underlying redshift distributions, however, are calculated using the Baryon Oscillation Spectroscopic Survey (BOSS) [109–111] spectroscopic redshifts of the same sample.

2.1 Photometric LRGs from SDSS

The LRG data and the method for obtaining angular power spectra are described in [88, 89]. We refer the reader to these papers for details and provide only a brief description of the main properties here.

The data set spans $\sim 11,000$ square degrees of the sky and probes a volume of $\sim 3h^{-3}$ Gpc$^3$. We focus on the approximately stellar mass-limited CMASS sample of luminous galaxies, that follows the CMASS galaxy selection detailed in [112]. Photometric redshifts and the probability that an object is a galaxy are obtained using a training sample of 112,778 BOSS CMASS spectra. The final catalog consists of 872,921 luminous galaxies in the redshift range $0.45 \leq z \leq 0.65$. The estimated photometric error increases from 0.04 to 0.06 over the redshift range. Four photometric bins are defined with widths similar to the error — $z = 0.45 - 0.50$, $0.50 - 0.55$, $0.55 - 0.60$, and $0.60 - 0.65$, with the effective number of galaxies (weighting each object with the probability that it is a galaxy) in each bin being 214971, 258736, 248895, and 150319 respectively. The normalized redshift distribution in these four bins can be found in [88, 89].

The calculation of the angular power spectra in the four redshift bins uses the optimal quadratic estimator method outlined in [95, 98–100]. The four power spectra are binned in $\ell$ space with a typical wave band width of $\Delta \ell = 10$. We plot the power spectra with their error bars in the next section (fig. 1).

We first determine the Gaussian bias in each redshift slice, for use later in the paper. We only use those $\ell$ bins in the LRG angular power spectra that have a contamination of less than $3\sigma$ from unknown systematics, as defined in terms of the cross-power between different redshift slices in [113]. We also choose a low-$\ell$ cutoff at $\ell_{\text{min}} = 10$ as we expect lower multipoles to be dominated with systematics, and a high-$\ell$ cutoff, $\ell_{\text{max}}$, corresponding to $k = 0.1h$ Mpc$^{-1}$ (determined using $\Lambda$CDM cosmology, see table 1) to avoid the strongly non-linear regime of the matter power spectrum. An MCMC analysis over the standard cosmological parameters $\{\Omega_b h^2, \Omega_{DM} h^2, \theta, \tau, n_s, \log A_s, A_{SZ}\}$, the bias for each redshift slice, and the four corresponding non-linear fitting parameters, with $A_{NL} = 0$, using WMAP9 + SN

---

1The method presented in [113] is a generalization of that discussed in [88, 89], to include the effects of both known and unknown systematics. For other ways of dealing with systematics see, e.g., [12, 114–117].
+ DR8 (LRG) data, yields the best-fit bias values shown in table 1. Here \( \Omega_b h^2 \) is the physical baryon density, \( \Omega_{DM} h^2 \) is the physical dark matter density, \( \theta \) is the ratio of the sound horizon to the angular diameter distance at decoupling, \( \tau \) is the reionization optical depth, \( n_s \) is the scalar spectral index, \( A_s \) is the amplitude of the primordial scalar curvature perturbations at \( k = 0.05 \) Mpc\(^{-1}\), and \( A_{SZ} \) represents a Sunyaev-Zeldovich template normalization.

| \( z_{\text{mid}} \) | \( \ell_{\text{max}} \) \((k = 0.1h \text{ Mpc}^{-1})\) | Gaussian bias, \( b_1 \) | \( 10^h a \) |
|---|---|---|---|
| 0.475 | 128 | 1.96\(^{+0.11}_{-0.14}\) | 2.86\(^{+5.78}_{-5.79}\) |
| 0.525 | 140 | 1.70\(^{+0.11}_{-0.10}\) | 3.83\(^{+5.32}_{-5.30}\) |
| 0.575 | 151 | 2.09\(^{+0.13}_{-0.12}\) | 2.14\(^{+3.10}_{-3.08}\) |
| 0.625 | 162 | 2.26\(^{+0.11}_{-0.12}\) | 1.44\(^{+2.35}_{-2.35}\) |

Table 1. The best-fit Gaussian bias and the non-linear fitting parameter in eq. (2.3) (with 1\( \sigma \) errors) in the four redshift slices for LRGs, using WMAP9 + SN + DR8 (LRG) data. Here we set \( A_{NL} = 0 \) and use only those \( \ell \) bins in \( 10 \leq \ell \leq \ell_{\text{max}} \) that satisfy a 3\( \sigma \)-cut on unknown systematics [113].

### 2.2 Photometric quasars from SDSS

We use photometric quasars from [9], and refer the reader to this paper for details. Here we summarize some of the main properties of the data.

The data set spans \( \sim 11,000 \) square degrees of the sky and traces a volume of \( \sim 80h^{-3} \text{ Gpc}^3 \), larger than the volume probed by LRGs since quasars, being amongst the most luminous objects in the Universe, can be observed to much higher redshifts. A total of 822 BOSS spectra are used to estimate the true redshifts for the photometric catalog. The final catalog is based on a sample of 409,914 quasars over the redshift range \( 0.45 \leq z \leq 2.5 \). The data is divided into four redshift bins — \( z = 0.5 - 1.0, 1.0 - 1.5, 1.5 - 2.0, \) and \( 2.0 - 2.5 \), with the effective number of quasars in each bin being 47710, 142096, 148166, and 71942 respectively. The normalized redshift distribution in these four bins is given in [9].

The calculation of the quasar angular power spectra in the four redshift bins uses the optimal quadratic estimator as well, and the power spectra are binned in \( \ell \) space with a typical width of \( \Delta \ell = 20 \). We plot the power spectra with their error bars in the next section (fig. 2).

As for LRGs, we first determine the Gaussian bias for quasars in the four redshift slices, for use later in the paper. We use only those \( \ell \) bins in the quasar angular power spectra that have a contamination of less than 1\( \sigma \) from unknown systematics, as defined in [9, 113] and choose a low-\( \ell \) cutoff at \( \ell_{\text{min}} = 10 \) and a high-\( \ell \) cutoff, \( \ell_{\text{max}} \), corresponding to \( k = 0.1h \text{ Mpc}^{-1} \) (determined using \( \Lambda \text{CDM} \) cosmology, see table 2). In the MCMC analysis we vary over the standard cosmological parameters and the bias in each redshift slice, while setting the non-linear fitting parameter in each redshift slice to zero as the error bars on the data are too large to allow for a good fit to this parameter. Using WMAP9 + SN + DR8 (quasar) data we find the best-fit bias values shown in table 2.

Many bins in the first redshift slice appear to be dominated by unknown systematics and are subsequently dropped. Using the remaining bins gives an estimate of the bias (which is varied in \( b_1 \in [0.1, 10] \)) that is not bounded from below (see table 2). In further analysis we therefore use the median value of the bias for the first redshift slice, which is \( b_1 = 2.57 \) instead of the mean value of \( b_1 = 2.19 \).
| $z_{\text{mid}}$ | $l_{\text{max}}$ | Gaussian bias, $b_1$ |
|-----------------|-----------------|------------------|
| 0.75            | 189             | $2.19_{-2.09}^{+0.47}$ |
| 1.25            | 278             | $2.06_{-0.08}^{+0.06}$ |
| 1.75            | 346             | $2.32_{-0.11}^{+0.09}$ |
| 2.25            | 400             | $3.37_{-0.18}^{+0.20}$ |

Table 2. The best-fit Gaussian bias (with 1σ errors) in the four redshift slices for quasars, using WMAP9 + SN + DR8 (quasar) data. Here we set $A_{NL} = 0$ and use only those $\ell$ bins in $10 \leq \ell \leq \ell_{\text{max}}$ that satisfy a 1σ-cut on unknown systematics [9, 113].

3 Results

In this section we use the LSS data described in sections 2.1 and 2.2 to constrain $A_{NL}$ and $\alpha$. We first need to fix the parameter $p$ in eq. (2.1). The halo occupation distribution (HOD) for LRGs depends only on the mass of the halo, so we set $p = 1$ for them. Quasar activity, on the other hand, is believed to be triggered by recent mergers. The HOD for quasars, therefore, depends not only on the final mass of the halo but also on the formation history. In the extreme case that quasars only populate recently merged halos, it was found in [18] that $p = 1.6$. Their analysis was generalized in [118] to include a dependence on the halo formation redshift. Here we ignore these effects and set $p = 1.6$ for quasars in our analysis.

The LRG constraints in this section are based only on those $\ell$ bins in $10 \leq \ell \leq \ell_{\text{max}}$ that satisfy a 3σ-cut on unknown contamination and the quasar constraints are based on the bins that satisfy a 1σ-cut, as in section 2. Further, we set the bias to the best-fit values from tables 1 and 2 and fix the $a$ parameter in each redshift slice for LRGs to the best-fit value in the Gaussian case from table 1.

In principle, all free parameters should be varied in the MCMC analysis. However, for Gaussian likelihoods it is reasonable to set the bias and $a$ parameters to their best-fit values, which also offers significant speed advantages. Since we will be varying over both the amplitude and the scale-dependence of the non-Gaussian bias this assumption is not strictly valid. Nevertheless, it is a good starting point since we do not expect large deviations in the Gaussian bias, which was fit using a wide range of multipoles, while the scale-dependent correction has a characteristic shape that depends on the value of $\alpha$. In section 3.1 we perform a simple test to check the validity of this assumption for $\alpha = 2$.

3.1 Constraints on $f_{NL}$

We begin by reviewing the constraints for the exact local ansatz, $\alpha = 2$, in which case $A_{NL}/\delta_c$ simply reduces to local $f_{NL}$. These results were presented in [9, 113]. On performing an MCMC analysis over standard cosmological parameters and $f_{NL}$ using different data sets, we obtain the constraints shown in table 3.

Owing to the large volume traced by quasars, we would expect tight constraints on primordial non-Gaussianity from quasar angular power spectra. However, we find that much of the data at low $\ell$ is contaminated by unknown systematics. Since we drop all $\ell$ bins with significant systematic uncertainties in the cross-correlations, the constraints from quasars are not very strong. For the same reason these constraints are weaker compared to earlier analyses that made use of SDSS quasars, such as [18, 20, 21].
Table 3. Constraints on $f_{\text{NL}}$ for the exact local ansatz ($\alpha = 2$), with 68% confidence limits, using different data sets.

| Data set          | $f_{\text{NL}}$          |
|-------------------|--------------------------|
| LRGs              | $-17^{+108}_{-68}$       |
| Quasars           | $103^{+148}_{-146}$      |
| LRGs + quasars    | $2^{+65}_{-66}$          |

In figs. 1 and 2 we present the angular power spectra for LRGs and quasars. We mark the data points that are discarded in our analysis and the cutoff $\ell_{\text{max}}$ that is imposed in each redshift slice. We also show the theoretical angular power spectrum for the best-fit value of $f_{\text{NL}}$ (LRGs + quasars) with 68% confidence limits. For all theoretical curves, we set the bias equal to their best-fit values and fix the background cosmology parameters corresponding to each value of $f_{\text{NL}}$ separately.

To test the validity of the constant bias and non-linear fitting parameters assumption we perform the following test. We set $f_{\text{NL}}$ to the best-fit and $\pm 1\sigma$ values for LRGs + quasars from table 3 and vary over all other free parameters using LRGs or quasars. In each case we find that values of the Gaussian bias shift by a few percent relative to those quoted in tables 1 and 2. The $\alpha$ parameters for LRGs shift within $1\sigma$, and are still consistent with zero at the $2\sigma$ level. This suggests that at least as a starting point, it is reasonable to set the bias and $\alpha$ parameters to their best-fit values; with future data, however, it might be appropriate to vary over all free parameters. In addition, although there is evidence that non-Gaussianity also introduces a scale-independent correction to the bias (e.g., [119]), this check shows that current data is not sensitive to the inclusion of that term.

3.2 Constraints on $A_{\text{NL}}$ and $\alpha$

General models of inflation with multiple fields or excited initial states can lead to deviations from the exact local ansatz. In addition to varying the scale-dependence $\alpha$ of the non-Gaussian halo bias, generic inflationary models also lead to a mass-dependent $f_{\text{NL}}$, which we denote with $A_{\text{NL}}(b_1(M,z))$. An eventual goal would be to measure the amplitude $A_{\text{NL}}$ on different scales, or equivalently at different values of the bias (i.e. using a variety of LSS tracers with different masses or at many different redshifts). In either case, whether primordial non-Gaussianity (if non-zero) is scale-invariant or not, we should be able to learn a lot about the physics of inflation.

With the current LSS data, especially with large unknown systematics in the high-redshift data, it is difficult to constrain both the amplitude and the scale-dependence of the non-Gaussian correction to the halo bias. In particular, constraining $\alpha$ requires precise measurements of the power spectrum over a wide range of scales. Whereas on large scales we are dominated with various systematics in the data, small scales are highly non-linear. We therefore use different combinations of $A_{\text{NL}}$ and $\alpha$ with available data sets, to effectively constrain models of inflation.

We consider the following cases — (i) constraints on $A_{\text{NL}}$ for $\alpha = 1.7$ using LRGs, quasars, and LRGs + quasars, (ii) constraints on $A_{\text{NL}}$ for $\alpha = 3$ using LRGs, quasars, and LRGs + quasars, and (iii) constraints on $A_{\text{NL}}$ and $\alpha$ using LRGs + quasars. In each case we assume that the halo mass for LRGs and quasars is uniform within a given redshift slice. We also note that it is not entirely consistent to combine data from LRGs and quasars for...
Figure 1. The angular power spectrum in the four redshift slices of LRGs. Open circles with (1σ) error bars represent data points that are excluded due to large unknown systematics, as determined using the cross-power spectra. Filled circles, on the other hand, are data points that are not dominated with unknown systematics. Note that in each redshift slice there are some bins that would not appear contaminated but are still dropped as their cross-power with another redshift slice is significantly contaminated and one cannot tell a priori which redshift slice is responsible for the contamination. The vertical dotted line shows $\ell_{\text{max}}$; we only use filled data points in $10 \leq \ell \leq \ell_{\text{max}}$ for our analysis. The curves in the upper panels are the theoretical angular power spectra at the best-fit and 68% confidence values of $f_{\text{NL}}$ for LRGs + quasars — $f_{\text{NL}} = 2$ (solid black), $f_{\text{NL}} = -64$ (dashed red), and $f_{\text{NL}} = 67$ (long-dashed blue). We also add the non-linear fitting parameter $a$ to the theoretical $C_\ell$s, which causes the upturn at large $\ell$. The curves in the lower panels are the percentage differences of the best-fit angular power spectrum for LRGs + quasars with respect to the Gaussian angular power spectrum — $A_{\text{NL}} = -1$ with $\alpha = 1.7$ (dotted red) and $A_{\text{NL}} = 0.9$ with $\alpha = 3$ (dot-dashed blue).
\[ \alpha \neq 2 \] since \( A_{NL} \) depends on the halo mass and redshift. However, since this dependence is expected to be weak [23], it is still useful to look at constraints from LRGs + quasars. The results of these studies are given in table 4.

From table 4 we first notice that at fixed \( \alpha \) the constraints on \( A_{NL} \) are more stringent for \( \alpha = 3 \) as compared to \( \alpha = 1.7 \). This can be understood as follows. For a given value of \( A_{NL} (k_p = 0.1 \text{ Mpc}^{-1}) \), modifications to the power spectrum in the presence of primordial non-Gaussianity come in at the largest measured scales (i.e. at small \( k \)). This is no longer true when we allow for deviations from the local ansatz. In particular, as we increase the
value of $\alpha$, non-Gaussian corrections become significant at smaller scales (close to matter-radiation equality) which are better measured, strongly constraining models of inflation that give $\alpha > 2$. On the other hand, for $0 < \alpha < 2$, non-Gaussian corrections are only significant at much larger scales, which are eventually limited by systematics. In figs. 1 and 2 we also show the percentage difference of the best-fit (LRGs + quasars) angular power spectrum for LRGs and quasars with respect to the Gaussian case (i.e. $f_{NL} = 0$ or $A_{NL} = 0$) for $\alpha = 1.7$ and $\alpha = 3$.

Next we consider the case where we vary over both $\alpha$ and $A_{NL}$. Fig. 3 shows the posterior probability distribution in the ($\alpha, A_{NL}$) parameter space using LRGs + quasars. Note that there is an infinite degeneracy in $\alpha$ in the $A_{NL} = 0$ direction. The full marginalized upper limit on $\alpha$ is 2.0 at the 95% confidence level. This is in agreement with the CMB-galaxy cross-correlation constraints of [12] (also see [81] for CMB constraints on the running of non-Gaussianity).

### Table 4. Constraints on $A_{NL}$ ($k_p = 0.1$ Mpc$^{-1}$) and $\alpha$, with 68% confidence limits, using different data sets.

| Fixed parameter ($\alpha$ or $A_{NL}$) | Data set | Constraints |
|----------------------------------------|----------|-------------|
| $\alpha = 1.7$                         | LRGs     | $A_{NL} = -32^{+117}_{-180}$ |
|                                       | Quasars  | $A_{NL} = 217^{+411}_{-410}$ |
|                                       | LRGs + quasars | $A_{NL} = -1^{+171}_{-171}$ |
| $\alpha = 3$                          | LRGs     | $A_{NL} = -3.5^{+10.8}_{-10.6}$ |
|                                       | Quasars  | $A_{NL} = 1.8^{+12.3}_{-14.5}$ |
|                                       | LRGs + quasars | $A_{NL} = 0.9^{+4.1}_{-4.2}$ |
| $\alpha = 3$                          | LRGs + quasars | See fig. 3 |

4 Forecasts for surveys with minimal systematics

To compare the results of the previous section with what we might expect in the absence of any systematics, we show here Fisher matrix forecasts of constraints on $\alpha$ and $A_{NL}$ for the LRG and quasar data sets used earlier. We assume a WMAP9 + SN $\Lambda$CDM cosmology for the analysis in this section.

The Fisher information matrix evaluates how the likelihood, $L$, of data for an observable depends on parameters $p_\alpha$ of a model for the data,

$$F_{\alpha\beta} = - \left\langle \frac{\partial^2 \ln L}{\partial p_\alpha \partial p_\beta} \right\rangle.$$  \hspace{1cm} (4.1)

Here, the observables are the power spectra of LRGs and quasars. Assuming a negligible covariance between redshift bins,

$$F_{\alpha\beta} = \frac{1}{(2\pi)^2} \sum_{l,m} \frac{\partial \ln \tilde{P}_g(k_m, z_l)}{\partial p_\alpha} \frac{\partial \ln \tilde{P}_g(k_m, z_l)}{\partial p_\beta} V_l k_m^2 \Delta k,$$  \hspace{1cm} (4.2)

where the sum is over redshift bins and wavenumber shells for each object, and

$$V_l = \Omega_{\text{survey}} \int_{z_l}^{z_l + \Delta z} \frac{\text{d}V}{\text{d}\Omega} \text{d}z$$  \hspace{1cm} (4.3)
Figure 3. The 68% (dark blue) and 95% (light blue) confidence regions in the \((\alpha, A_{\text{NL}})\) parameter space using LRGs + quasars.

is the volume of each redshift bin within the survey. We assume that we have useable information for a range of scales between \(k_{\text{min}}\) corresponding to \(\ell = 10\) at the mean redshift of each redshift slice and \(k_{\text{max}} = 0.1 h\) Mpc\(^{-1}\) and the survey volume is 11,000 square degrees. The power spectrum is evaluated at the median redshift in each bin and includes a shot noise term based on the actual number density of objects observed in each bin (after weighting by the probability that the object is of the desired type), \(n_i\),

\[
\tilde{P}_g(k, z) = P_g(k, z_{\text{med}}) + \frac{1}{n_i}.
\] (4.4)

Observationally, the parameters \(A_{\text{NL}}\) and \(\alpha\) in the non-Gaussian bias capture the effects from a range of models. To give a sense of how Fisher forecasts compare to the actual utility of the data (once systematic errors have been considered), we use the parameterization given in eq. (2.1) with \(k_p = 0.1\) Mpc\(^{-1}\). In addition, we calculate the best constrained wavenumber, \(k_{\text{piv}}\), where errors on \(A_{\text{NL}}\) and \(\alpha\) are uncorrelated (in terms of the original, fiducial scale \(k_{\text{fid}}\)) [120],

\[
k_{\text{piv, uncorr}} = k_{\text{fid}} \exp \left( \frac{C_{\alpha A_{\text{NL}}}}{A_{\text{NL}}(k_{\text{fid}}) C_{\alpha\alpha}} \right),
\] (4.5)

where \(C_{ij}\) are the entries of the covariance matrix. In table 5 we show the Fisher matrix predictions for how well ideal versions of the data sets we have used would constrain non-Gaussianity. Fig. 4 shows error ellipses to illustrate the degeneracy between \(A_{\text{NL}}\) and \(\alpha\) for
different fiducial models using $k_p = 0.1 \text{ Mpc}^{-1}$, as adopted for the data analysis. Since we use the observed number densities for LRGs and quasars, rather than the expected number densities calculated from a mass function, the Fisher constraints from quasars can be weaker compared to those from LRGs. Further, the size of the errors tells us that quasars are shot noise limited, and hence the Fisher errors for quasars are closer to the results of [18, 20, 21].

| $\alpha_{\text{fid}}$ | Data set | At $k_{\text{piv}} = 0.1 \text{ Mpc}^{-1}$ | At $k_{\text{piv, uncorr}}$ |
|----------------------|----------|-------------------------------|-----------------------------|
|                      |          | $\sigma(A_{\text{NL}})$ | $\sigma(\alpha)$ | $k_{\text{piv, uncorr}}$ (Mpc$^{-1}$) | $\sigma(A_{\text{NL}})$ | $\sigma(\alpha)$ |
| 1.7                  | LRGs     | 41.2                         | 1.2                       | 0.032                         | 29.4                         | 1.7                       |
|                      | Quasars  | 69.9                         | 1.4                       | 0.017                         | 40.7                         | 1.9                       |
| 2                    | LRGs     | 28.1                         | 0.65                      | 0.023                         | 28.0                         | 1.3                       |
|                      | Quasars  | 37.0                         | 0.58                      | 0.005                         | 37.6                         | 1.7                       |
| 3                    | LRGs     | 4.5                          | 0.07                      | 0.007                         | 45.0                         | 3.5                       |
|                      | Quasars  | 1.8                          | 0.02                      | 0.004                         | 56.4                         | 4.8                       |

Table 5. Fisher analysis results with $A_{\text{NL,fid}} = 25$ and $\alpha_{\text{fid}} = 1.7, 2, 3$, for the LRG and quasar data sets, assuming systematic errors to be completely cleaned (and fixed cosmological parameters). For a pivot of 0.1 Mpc$^{-1}$, the marginalized one sigma values are shown. The last three columns show the pivot point in each data set where $A_{\text{NL}}$ and $\alpha$ are uncorrelated, and the one sigma uncertainties in that case. Notice that in this case, the level of non-Gaussianity at the scale $k = 0.1 \text{ Mpc}^{-1}$ is the same as in the first column for $\alpha_{\text{fid}} = 2$, smaller for $\alpha_{\text{fid}} = 3$, and larger for $\alpha_{\text{fid}} = 1.7$. This explains most of the trend for $\sigma(A_{\text{NL}})$ and $\sigma(\alpha)$ between the two choices of pivot.

![Figure 4](image-url) Figure 4. The one-sigma ellipses for LRGs (solid black) and quasars (dotted blue), with fiducial $A_{\text{NL}}(k_p = 0.1 \text{ Mpc}^{-1}) = 25$ and $\alpha = 1.7, 2, 3$. See also table 5, which lists the results at the pivot points where $A_{\text{NL}}$ and $\alpha$ are uncorrelated for each choice of $\alpha_{\text{fid}}$ and each data set (LRGs or quasars).

5 Analytic results

The analysis in this paper is based on the motivation that different models of inflation can lead to forms of primordial non-Gaussianity that are more general than the exact local ansatz. We parameterize this in terms of a parameter $\alpha$, which can be different from two for a general model of non-Gaussianity. In this section we briefly review the analytic method to determine the non-Gaussian correction to the bias for a model of primordial non-Gaussianity different
from the local ansatz, and use it to obtain a scaling of the amplitude $A_{NL}$ with the bias of the LSS tracer.

Using arguments based on the peak-background split formalism, it can be shown that the contribution from the bispectrum to the scale-dependent non-Gaussian bias is given by \cite{17, 24, 25, 121, 122}

$$
\Delta b_{\text{non-Gaussian}} = 2 \frac{\mathcal{F}_R(k)}{\mathcal{M}(k, z)} \left \{ [b_1(M, z) - p]\delta_c + \frac{d \ln \mathcal{F}_R(k)}{d \ln \sigma_R(z)} \right \}.
$$

(5.1)

Here $R$ is the spatial smoothing scale related to the smoothing mass scale $M$ as $M = (4/3) \pi R^3 \rho_m$, with $\rho_m$ being the matter energy density today. The function $\mathcal{M}(k, z)$ relates the matter density perturbations today to the primordial curvature perturbations, and is given by

$$
\mathcal{M}(k, z) = \frac{2 k^2 T(k) D(z)}{5 \Omega_m H_0^2}.
$$

(5.2)

Since we compute statistics of the smoothed density field, it is also useful to define $\mathcal{M}_R(k, z) = \mathcal{M}(k, z) W_R(k)$, where $W_R(k) \equiv 3 j_1(kR) / kR$ is the Fourier transform of a spherical top-hat window function of radius $R$. The smoothed variance of density fluctuations at redshift $z$ is then defined as

$$
\sigma_R^2(z) = \int \frac{d^3k}{(2\pi)^3} \mathcal{M}_R^2(k, z) P_\zeta(k).
$$

(5.3)

Finally, the redshift independent function $\mathcal{F}_R(k)$ is given by

$$
\mathcal{F}_R(k) = \frac{1}{4\sigma_R^2(z) P_\zeta(k)} \int \frac{d^3q}{(2\pi)^3} \mathcal{M}_R(q, z) \mathcal{M}_R(q, z) B_\zeta(q, \tilde{q}, k),
$$

(5.4)

where $\tilde{q}^2 = |\vec{k} + \vec{q}|^2$ and for the bispectrum $B_\zeta(k_1, k_2, k_3)$ we can use any template, such as the bispectrum for a multi-field model of inflation or that for single-field inflation with a modified initial state. For the local ansatz, $\mathcal{F}_R(k)$ reduces approximately to $(3/5)f_{NL}$ on large scales. In this limit, the scale-dependent correction to the bias is given by eq. (1.8).

To model the bispectra that would give a bias that goes as $1/k^\alpha$, we use two simple factorizable forms, one scale-independent (SI) and one scale-dependent (SD). These bispectra have two parameters, $f_{NL}$ (or $f_{NL}(k_p)$) and $n_f$, which will be related to the observational quantities $A_{NL}$ and $\alpha$. The bispectra we consider are

$$
B_{\zeta, \text{SI}}(k_1, k_2, k_3) = \frac{6}{5} f_{NL} \left [ \left ( \frac{k_1}{k_3} \right )^{-n_f} \left ( \frac{k_2}{k_3} \right )^{-n_f} P_\zeta(k_1) P_\zeta(k_2) + 2 \text{ perm.} \right ],
$$

(5.5)

$$
B_{\zeta, \text{SD}}(k_1, k_2, k_3) = \frac{6}{5} f_{NL}(k_p) \left [ \left ( \frac{k_1}{k_p} \right )^{-n_f} \left ( \frac{k_2}{k_p} \right )^{-n_f} P_\zeta(k_1) P_\zeta(k_2) + 2 \text{ perm.} \right ].
$$

(5.6)

The non-Gaussian bias will have a scale-dependence like $1/k^{2+n_f}$ in either case, so $\alpha = 2+n_f$. However, the two bispectra will otherwise have different properties (e.g., they are constrained differently by the CMB).
For the above two forms of the bispectrum, the function $\mathcal{F}_R(k)$ in eq. (5.4) can be simplified as follows. For the scale-independent bispectrum,

$$
\mathcal{F}_{R,SI}(k) = \frac{3 f_{NL}}{4\pi^2 \sigma_R^2(z)} \int_0^\infty dq \int_{-1}^1 d\mu_q q^2 \mathcal{M}_R(q,z) \mathcal{M}_R(\bar{q},z) P_\zeta(q) \\
\times \left[ \left( \frac{q k}{\bar{q}^2} \right)^{-n_f} + \frac{P_\zeta(\bar{q})}{P_\zeta(q)} \left( \frac{\bar{q} k}{\bar{q}^2} \right)^{-n_f} + \frac{P_\zeta(q)}{P_\zeta(k)} \left( \frac{q \bar{q}}{k^2} \right)^{-n_f} \right] 
$$

(5.7)

$$
\rightarrow_{k \to 0} \frac{3 f_{NL}}{4\pi^2 \sigma_R^2(z)} \int_0^\infty dq \int_{-1}^1 d\mu_q q^2 \mathcal{M}_R^2(q,z) P_\zeta(q) \left[ 2 \left( \frac{k}{q} \right)^{-n_f} \right],
$$

(5.8)

where $\mu$ is the cosine of the angle between $\vec{k}$ and $\vec{q}$ and in the last line we have assumed that $n_f > -1$. Similarly, for the scale-dependent case,

$$
\mathcal{F}_{R,SD}(k) = \frac{3 f_{NL}}{4\pi^2 \sigma_R^2(z)} \int_0^\infty dq \int_{-1}^1 d\mu_q q^2 \mathcal{M}_R(q,z) \mathcal{M}_R(\bar{q},z) P_\zeta(q) \\
\times \left[ \left( \frac{q k}{\bar{q}^2} \right)^{-n_f} + \frac{P_\zeta(\bar{q})}{P_\zeta(q)} \left( \frac{\bar{q} k}{\bar{q}^2} \right)^{-n_f} + \frac{P_\zeta(q)}{P_\zeta(k)} \left( \frac{q \bar{q}}{k^2} \right)^{-n_f} \right] 
$$

(5.9)

$$
\rightarrow_{k \to 0} \frac{3 f_{NL}}{4\pi^2 \sigma_R^2(z)} \int_0^\infty dq \int_{-1}^1 d\mu_q q^2 \mathcal{M}_R^2(q,z) P_\zeta(q) \left[ 2 \left( \frac{k}{k^2} \right)^{-n_f} \right].
$$

(5.10)

The derivative term in eq. (5.1) can be calculated using

$$
\frac{d \ln \mathcal{F}_{R,SI}(k)}{d \ln \sigma_R(z)} = -2 + \frac{1}{\mathcal{F}_{R,SI}(k) \frac{d R}{d \sigma_R(z)}} \frac{d R}{d \sigma_R(z)} \int_0^\infty dq \int_{-1}^1 d\mu_q q^2 P_\zeta(q) \\
\times \left[ \mathcal{M}_R(q,z) \frac{d \mathcal{M}_R(\bar{q},z)}{d R} + \mathcal{M}_R(\bar{q},z) \frac{d \mathcal{M}_R(q,z)}{d R} \right] \\
\times \left[ \left( \frac{q k}{\bar{q}^2} \right)^{-n_f} + \frac{P_\zeta(\bar{q})}{P_\zeta(q)} \left( \frac{\bar{q} k}{\bar{q}^2} \right)^{-n_f} + \frac{P_\zeta(q)}{P_\zeta(k)} \left( \frac{q \bar{q}}{k^2} \right)^{-n_f} \right] 
$$

(5.11)

$$
\rightarrow_{k \to 0} -2 + \frac{1}{\mathcal{F}_{R,SI}(k) \frac{d R}{d \sigma_R(z)}} \frac{d R}{d \sigma_R(z)} \int_0^\infty dq \int_{-1}^1 d\mu_q q^2 P_\zeta(q) \\
\times \left[ 2 \mathcal{M}_R(q,z) \frac{d \mathcal{M}_R(q,z)}{d R} \right] \left[ 2 \left( \frac{k}{q} \right)^{-n_f} \right],
$$

(5.12)

and similarly for the scale-dependent case.

We can now write the non-Gaussian bias in eq. (5.1) in the form written earlier in eq. (2.1),

$$
\Delta b_{\text{non-Gaussian}} = 3 \mathcal{A}_{NL} \left( b_1(M,z) \right) \left[ b_1(M,z) - p \right] \frac{\Omega_m H_0^2}{k^2(k/k_p)^2 T(k) D(z)},
$$

(5.13)

defining the amplitude $\mathcal{A}_{NL}$ as

$$
\mathcal{A}_{NL} \left( b_1(M,z) \right) = \frac{5}{3} \mathcal{F}_R(k) \left( \frac{k}{k_p} \right)^{\alpha-2} \left\{ \delta_c + \frac{1}{\left[ b_1(M,z) - p \right]} \frac{d \ln \mathcal{F}_R(k)}{d \ln \sigma_R(z)} \right\}.
$$

(5.14)
This gives us the theoretically expected amplitude as a function of bias. We show $A_{NL}$ as a function of $b_1 - p$ for $\alpha = 1.7$ and $\alpha = 3$, for the scale-independent and scale-dependent parameterizations of the bispectrum written earlier, in fig. 5. We take the pivot scale to be $k_p = 0.1 \text{ Mpc}^{-1}$ as before and normalize the curves to give $A_{NL} \approx 5$ at large $b_1 - p$.

![Figure 5](image_url)

**Figure 5.** The amplitude of the non-Gaussian halo bias $A_{NL} \left(k_p = 0.1 \text{ Mpc}^{-1}\right)$ as a function of bias $(b_1 - p)$ for $\alpha = 1.7$ and $\alpha = 3$, for the scale-independent and scale-dependent forms of the bispectrum. The curves are analytic, normalized to give $A_{NL} \approx 5$ at large $b_1 - p$. For the local ansatz, and assuming spherical collapse, this choice corresponds to $f_{NL} \approx 5/1.686$ in previous analyses.

What this figure tells us is that it is possible to probe the scale-dependence of primordial non-Gaussianity using LSS. Using different tracers of LSS and with a good understanding of systematics at low $\ell$ we should be able to measure non-Gaussianity at different halo mass scales in the future.

6 Discussion

LSS surveys contain a tremendous amount of cosmological information since they trace the full three-dimensional distribution of matter in the Universe. In particular, it has been noted that primordial non-Gaussianity affects the large scale clustering of virialized objects. General models of inflation, such as multi-field models and single-field inflation with a non-trivial initial state further lead to a generalized local ansatz for non-Gaussianity, modifying the scale dependence of the bias of dark matter halos away from the usual $f_{NL}/k^2$ form.

In this paper, we use use a parameterization of the form $A_{NL}/k^{\alpha}$ to constrain both the amplitude and the scale-dependence of primordial non-Gaussianity. We find that photometric
SDSS-III DR8 angular power spectrum data of LRGs and quasars is consistent with the local ansatz ($\alpha = 2$) at the 95% confidence level on marginalizing over a range of $A_{NL}$ values. Constraints on the amplitude are weakened, compared to the local ansatz, for $\alpha < 2$ (e.g., we study $\alpha = 1.7$), while large values of $\alpha$ ($\alpha = 3$) are more tightly constrained, though still consistent with the current data.

Although we expect LSS to provide competitive or even better constraints on cosmological parameters compared to the CMB in the future, accessing this information is hard because of a lack of understanding of systematics in the data on large scales and the presence of non-linearities on small scales. In our data analysis we apply conservative cuts on systematics and on the non-linear scale. In order to assess how much we loose to contamination, we perform a Fisher matrix analysis using survey parameters of the same size as DR8, assuming perfectly clean data. We find that the errors on $A_{NL}$ and $\alpha$ reduce significantly, motivating a more thorough understanding of systematics in LSS data.

LSS surveys also open up the possibility of measuring the amplitude of primordial non-Gaussianity at different mass scales, or equivalently at different values of the bias. We present analytic results on the variation of $A_{NL}$ with bias $(b_1 - p)$, for different forms of the bispectrum. This may be an important signature to look for in LSS data in the future.
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