Impact of Energy Storage Useful Life on Intelligent Microgrid Scheduling
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Abstract: Planning the operation scheduling with optimization heuristic algorithms allows microgrids to have a convenient tool. The developments done in this study attain this scheduling taking into account the impact of energy storage useful life in the microgrid operation. The scheduling solutions, proposed for the answer of an optimization problem, are obtained by using a metaheuristic algorithm called Diﬀerential Evolutionary Particle Swarm Optimization (DEEPSO). Thanks to the optimization that is conducted in this study, it is possible to formulate dispatches of the existent microgrid (MG) by always looking for the ideal dispatch that implies a lower cost and provides a greater viability to any project related to renewable energy, electric vehicles and energy storage. These advances oblige the battery manufacturers to start looking for more powerful batteries, with lower costs and longer useful life. In this way, this paper proposes a scheduling tool considering the energy storage useful life.
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1. Introduction

The engineering discipline does not only focus on the development of technologies and solutions for practical challenges, but it also looks for the most optimal ones. In the business world, this solution is determined by making a balance between both the cost of the alternative and the benefits obtained with it. In the case of microgrids (MGs), the goal is always to minimize the cost of operation while the services for customers are maintained in proper conditions [1].

In recent efforts, different algorithms have been used to find the optimal operating point in a MG. For example, in the reference [1], the hybrid differential evolution and harmony search (hybrid DE-HS) algorithm was used, while in reference [2], the objective function intends to minimize the operation cost of the MG considering the AC and DC grids. Other studies [3,4] have considered the time slots in which the energy costs are higher or lower depending on the user’s consumption. On the other hand, some researchers have considered electric vehicles in the MG, including the Vehicle2Grid option (V2G), a technology with the capability of being charged using the energy supplied from the grid and sometimes returning the stored energy to the grid. Nevertheless, this feature has a series of power and energy restrictions. These ones have been handled by using the most effective strategy to reduce the peak load and increase the power consumed in the valley of the demand curve of the customers. In order to get a solution, the methodology (in references [5] and [6]) focused on different energy prices at different time slots.

In a MG, electric vehicles are not only considered, but also all of their components (renewable and traditional generators, energy storage, and controllable loads), their basic architecture, and the smart...
energy management as it can be seen in [7–9]. A vital part of the MG operation is the power storage. For this, there are two important characteristics for defining the cost associated with the use of this system. The first is the cost of energy utilizing the storage banks, and the second is the battery life loss cost over time. Different models were presented in [8], where a multi-objective problem looks for optimizing the mentioned characteristics in the same proportion.

The use of renewable energies to minimize the fuel consumption and the cost of conventional energy generation are valuable features in MGs, as it has been shown in [9–15]. In different moments, renewable energies have the help from power storage banks [10,11], in order to supply the most convenient power to the network. Considering the operation as a whole, some studies have looked for the optimization of different objectives such as the optimization of the power-flow [12], smart energy management [13], reduction of carbon emissions [14,15], and unmet load [15]. All these studies of multi-objective problems use the Pareto diagrams to find the most optimal operating point for the system that is evaluated in each case, although all of them use different algorithms. The same occurs in mono objective problems, as it is presented in the [16] and [17], where the objective is to minimize the total losses of the grid using the MOSEK algorithm. As it can be seen, most of the researches apply a great variety of metaheuristic algorithms, genetic algorithms, among others.

One of the problems when deploying renewable energies is the uncertainty associated with its availability. For that, the modeling of smart grid elements must be taken into account. These elements are: renewable energy sources, the life cycle of the energy storage using batteries [18], and finally, the hybrid vehicles that can provide and return energy to the grid [19]. For these analysis, an availability model is considered for eolic power [20,21] and photovoltaic power [21], that is to say, dispatchable renewable power using back-up systems (controllable renewable systems). This model is also involved in electric vehicles scheduling [22].

In order to solve the scheduling problem of MGs, in this paper, the MG operation will be determined, minimizing the cost of operation during a 24 h time horizon, which represents a normal day of the MG. The use of the plug-in hybrid electric vehicles, the use of wind and solar renewable energies, the energy storage and the uncertainty modeling through uncertainty cost functions of the availability of solar and wind power will be considered in an optimization formulation. All this optimization approach is solved using the DEEPSO algorithm, which has obtained recognition because it has been the best algorithm when solving problems regarding optional power-flows an energy management in electric grids [20–23].

Since surplus from renewable energy generation is anticipated, storing such energy is recommended. To accomplish this objective, it is necessary to have battery energy storage [23]. Developing batteries that are safer, powerful, economical and with a longer useful life [24–29] has been a technological challenge in the last decade. Most battery banks are made of lithium batteries. Such batteries have specific features: its degradation rate is susceptible to the operating conditions such as temperature, State of Charge (SOC), tension, Depth of Discharge (DOD), and magnitude of the current which is the one that has more influence, and the ageing factor [30–32]. For this reason, the scenarios that will be used in this study are when the batteries are in 30%, 60%, and 100% of their useful life. In this way, the main contribution of this research is to investigate the impact of the ageing factor of the energy storage system on the optimal scheduling operation of the MG.

2. Scheduling Formulation

The development of microgrids has a great potential due to the presence and availability of solar and wind energy, however, its successful operation is constrained by the efficient utilization of such energy resources. In other words, renewable energy is variable in nature. During the day, there could be moments of where the energy generation could exceed the demand and vice versa [2,12,16].

One way to solve this issue is to create a planning approach that allows not only using the storage system in a basic way, but also scheduling a dispatch of controllable renewable systems for the specific characteristics of the MG. The planning approach would also consider the area where the system is
implemented and would allow the reduction of costs at the critical hours for the system, like when the energy demand is the highest.

In this proposed study, the calculation of the operation cost of the whole system is proposed in a modular way combining all the proposed costs that will turn into an objective function. In this particular case, regarding the costs, there are four main components considered in the study of MG. The first cost is associated with the operation of the backup system that the whole system has. The second is associated with the usage cost of electric vehicles. The third depends on the battery banks and their degradation throughout the time and the last is the uncertainty functions with the monetary penalization due to the uncertainty of the renewable energies.

The backup system cost, through the conventional energy sources is represented with a polynomial function [5–12,21]. Electric vehicles depend on the state of charge mostly, as well as on the restrictions of energy and power that are part of the distribution grid where these elements are connected [4,20]. The battery cost is represented with an equation that depends on the batteries’ useful life loss and the cost that was initially invested in the storage system [4,21]. In the case of the uncertainty of the renewable energies, the cost of having planned a dispatch of renewable energies higher than the existent one is taken into account, as well as the cost of dispatching less energy than the one available (underestimation and overestimation conditions) [5,6].

In general terms, the problem lies in the different costs associated with the MG operation. These costs, in general, are described and expressed in Equation (1), where \( F_1(x) \) is the traditional power generation cost, \( F_2(x) \) is the electric vehicles operation cost, \( F_3(x) \) is the bank batteries operation cost, and \( F_4(x) \) is the uncertainty cost of renewable energies.

\[
\text{Operation cost} = F_1(x) + F_2(x) + F_3(x) + F_4(x) \tag{1}
\]

### 2.1. Cost of Conventional Energy Sources (\( F_1(x) \))

The cost of generators of conventional and hydraulic energy are modeled using a polynomial function, which is of second degree most of the cases. The Equation (2) shows the model according to [6,7,21]:

\[
C_i(P_{s,i}) = \alpha_i + \beta_i P_{s,i} + \gamma_i P_{s,i}^2
\]

where \( \alpha_i, \beta_i, \gamma_i \) are the cost coefficients, and \( P_{s,i} \) is the power to be scheduled in the generator \( i \).

### 2.2. Cost of the Electric Vehicles Operation (\( F_2(x) \))

For the analysis of the costs associated with electric vehicles, this study considers a certain number of Plug-in Electric Vehicles (PEVs) that are grouped in aggregators [23,33,34]. These aggregators are defined as a place that groups an amount of electric vehicles, which supplies PEVs charging when is more appropriate in economic terms, as reference [23,33,34] presents. Each one of the aggregators is associated with the power values and the amount of kilometers that the vehicles, which depend on the aggregator, can travel. Then, the arrival time of the vehicle to the charging station and the departure time are estimated. The purpose is to calculate the vehicles charging during low cost time slots and during those of high cost, to be able to supply the grid with the energy available, hence minimizing the PEVs operation management cost.

All this information regarding the function that models the operation cost and the vehicles charging, beside their limits and approach, was adapted from [23,33,34]. The first process that the aggregators do is to calculate the maximum energy dispatch for an electric vehicle to see if its operation and charge are feasible. The aggregated load boundaries are computed per each aggregator. This is achieved by describing each PEV charging need in terms of its energy and power boundaries. In any case these boundaries must not exceed the rated charging power at any given charging port. The state
of charge of the vehicles is found on hourly basis during the whole day bearing in mind the initial state of charge \( \text{SOC}^{D,A}_{ni} \), as Equation (3) shows:

\[
\text{SOC}^{D,A}_{ni} = \min(\text{SOC}^{D}_{ni}, \text{SOC}^{A}_{ni}) + \left( \frac{H_{ni} \cdot P_{\text{max}} \cdot \Delta t}{B_{ni}} \right), \quad \forall ni \in Ni, \forall i \in I
\]  

(3)

A PEV has upper and lower limits in the interval \([t_{ki}, t_{(k+1)i}]\), expressed analytically in Equation (4). \( e_{\text{min}}^{ni} \) and \( e_{\text{max}}^{ni} \) are the same in that time instance where the EV is already charged, this remains until the vehicle is disconnected. In Equation (5), it is considered the maximum and minimum limits after its departure, and the minimum energy of the PEV is specified in the interval \([k + j]\), which can be at least \( \rho \cdot P_{\text{max}} \cdot \Delta t \) lower than the energy of the interval \([k + j + 1]\), and at the same time it will never be lower than its state of energy when it initially arrives. Equation (6) implies that the initial state of the energy and Equation (7) guarantees that the maximum value of energy of the PEV after different charging time periods is not higher than the maximum energy of the PEV \( \text{SOC}^{D,A}_{ni} \).

\[
e_{\text{min}}^{ni}(t_{ki}) = e_{\text{min}}^{ni}(t_{k+1}) = \text{SOC}^{D,A}_{ni}B_{ni}, \quad j = H_{ni} - 1, \quad \forall ni \in Ni, \forall i \in I \]  

(4)

\[
e_{\text{max}}^{ni}(t_{ki}) = \left( e_{\text{min}}^{ni}(t_{k+1}) - \rho \cdot P_{\text{max}} \cdot \Delta t, \quad \text{SOC}^{A}_{ni}B_{ni} \right), \quad j = 0, \ldots, H_{ni} - 1, \quad \forall ni \in Ni, \forall i \in I \]  

(5)

\[
e_{\text{max}}^{ni}(t_{ki}) = \left( e_{\text{min}}^{ni}(t_{k+1}) - \rho \cdot P_{\text{max}} \cdot \Delta t, \quad \text{SOC}^{D,A}_{ni}B_{ni} \right), \quad j = 0, \ldots, H_{ni} - 1, \quad \forall ni \in Ni, \forall i \in I \]  

(6)

As there are energy limits, there are also power limits, which are shown in Equation (8) when the vehicles are plugged, and in Equation (9) when the vehicles are not present anymore during the time horizon when they are being charged.

\[
p^{(t_{ki})}_{ni} = P_{\text{max}}, \quad j = 0, \ldots, H_{ni} - 1, \quad \forall ni \in Ni, \forall i \in I \]  

(8)

\[
p^{(t_{ki})}_{ni} = 0, \quad j = H_{ni} - 1, \quad (\text{When } H_{ni} < H_{i}), \quad \forall ni \in Ni, \forall i \in I \]  

(9)

According to the previous equations, this research contemplates the energy limits in the Equations (10) and (11) and the power limits in the Equation (12), considering in all of them the grouping of the vehicles.

\[
e_{i}^{\text{min}}(t_{ki}) = \sum_{ni \in Ni} e^{(t_{ki})}_{ni}, \quad j = 0, \ldots, H_{i}, \forall i \in I \]  

(10)

\[
e_{i}^{\text{max}}(t_{ki}) = \sum_{ni \in Ni} e^{(t_{ki})}_{ni}, \quad j = 0, \ldots, H_{i}, \forall i \in I \]  

(11)

\[
p^{(t_{ki})}_{i} = \sum_{ni \in Ni} p^{(t_{ki})}_{ni}, \quad A_i \xi_i(t_{ki}) \lambda, \quad j = 0, \ldots, H_{i} - 1, \forall i \in I \]  

(12)

The function \( F_2(x) \) is given in Equation (13), which represents the operation cost of the MG. This cost is to be minimized bearing in mind the restrictions presented in Equations (14)–(17), symbols are in Table 1.

\[
(l_k) = F_2(x) = \sum_{i=0}^{H-1} \sum_{j=0}^{\Delta t} c_{(t_{ki+j})} \cdot P_{i}^{\text{pref}}(t_{k+j}) \cdot \Delta t + \mu \sum_{j=0}^{H-1} \theta(t) - \ldots \]  

(13)
\[ \begin{align*}
\text{subject to: } & P_{i}^{\text{pref}}(t_{k+j}) \leq P_{i}^{\text{max}}(t_{k+j}), \quad j = 0, \ldots, H_{i} - 1, \quad \forall i \in I \\
& P_{i}^{\text{pref}}(t_{k+j}) = 0, \quad j = H_{i}, \ldots, H \text{ (if applicable)}, \quad \forall i \in I \\
& E_{i}^{\text{min}}(t_{k+j}) \leq \sum_{\tau=0}^{J-1} \rho_{i} P_{i}^{\text{pref}}(t_{k+j}) \Delta t + E_{i}^{\text{max}}(t_{k}), \quad f = 1, \ldots, H_{i}, \quad \forall i \in I \\
& \sum_{i \in I} P_{i}^{\text{pref}}(t_{k+j}) \leq A_{T}(t_{k+j}) - L_{h}(t_{k+j}) + \theta(t_{k+j}), \quad j = 0, \ldots, H - 1
\end{align*} \tag{16} \]

\[ \sum_{i \in I} P_{i}^{\text{pref}}(t_{k+j}) \leq A_{T}(t_{k+j}) - L_{h}(t_{k+j}) + \theta(t_{k+j}), \quad j = 0, \ldots, H - 1 \tag{17} \]

### Table 1. Notations of operation cost of electric vehicles.

| Notation                      | Description                                                                 |
|-------------------------------|-----------------------------------------------------------------------------|
| $I$                           | Group of aggregators.                                                      |
| $N_{i}$                       | Number of power sockets in each of the aggregators.                         |
| $A_{i}$                       | Capacity of the local distribution transformer, which is useful for both the community and the aggregators $i$, $i \in I$. |
| $\lambda$                     | Average power factor of the load.                                          |
| $\rho$                        | Charge efficiency.                                                         |
| $e_{ni}^{\text{max}}(t_{k+j})$| Maximum energy limit of a PEV in a power socket $n_{i}$ of the aggregators $i$, in the interval $(k+j)$, in KWh. |
| $e_{ni}^{\text{min}}(t_{k+j})$| Minimum energy limit of a PEV in a power socket $n_{i}$ of the aggregators $i$, in the interval $(k+j)$, in KWh. |
| $P_{ni}^{(t_{k+j})}$          | Maximum power limit of a PEV in a power socket $n_{i}$ of the aggregators $i$, in the interval $(k+j)$, in KW. |
| $E_{i}^{(t_{k+j})}$           | Maximum energy limit of the aggregators $i$, in the interval $(k+j)$, in KW h. |
| $E_{i}^{\text{min}}(t_{k+j})$ | Minimum energy limit of the aggregators $i$, in the interval $(k+j)$, in KW h. |
| $P_{ni}^{(t_{k+j})}$          | Maximum power limit of the aggregators $i$, in the interval $(k+j)$, in KW. |
| $H_{ni}$                     | Time horizon when the PEV is charging and the scheduling of the PEV is expected to be located in the power socket $n_{i}$ of the aggregators $i$. During these intervals, each PEV is expected to be charged to its desired SOC. |
| $H_{i}$                      | Time horizon of the aggregators $i$, which is selected as the maximum time number of planning horizons of every PEV. |
| $\text{SOC}^{\text{app}}_{ni}$| Maximum state of charge of the PEV in the power socket $n_{i}$ in the aggregators $i$. |
| $B_{ni}$                     | Battery capacity (KWh)                                                     |

#### 2.3. Operation Cost of The Battery Banks ($F_{3}(x)$)

The operation cost of the battery banks is similar as the cost of life of the renewable energy generation equipment ($C_{bl}$) [8,15,35–40]. This is presented in Equation (18), where $L_{\text{loss}}$ is the battery life loss and $C_{\text{init-bat}}$ is the initial investment cost [8]. By convention, it is assumed that battery’s power is represented with a negative sign when they are charging and with a positive one when they are discharging [15].

\[ F_{3}(x) = C_{bl} = L_{\text{loss}} - C_{\text{init-bat}} \tag{18} \]
The battery life loss \( L_{loss} \) is given in Equation (19), where \( A_c \) is the cumulative performance in Ah, effective in some periods of the time, and \( A_{total} \) is the cumulative performance in Ah during the life cycle [8].

\[
L_{loss} = \frac{A_c}{A_{total}} \tag{19}
\]

\( A_c \) is given in Equation (20), and it depends on the State of Charge (SOC) and the current performance in Ah.

\[
A_c = \lambda_{SOC} \tag{20}
\]

where \( \lambda_{SOC} \) is the effective weighting factor. In case that this value is higher, it will behave linearly, approximately (Equation (21), \( k \) and \( d \) battery constants).

\[
\lambda_{SOC} = k \times SOC + d \tag{21}
\]

To find this cost, it is necessary to take into account the constraints of the minimum and maximum state of charge of the batteries, and the battery’s power that has to be higher or equal to the maximum load power and lower than the maximum discharge power. This is shown in Equation (22).

\[
SOC_{min} \leq SOC \leq SOC_{max} \tag{22}
\]

2.4. Uncertainty Costs \( (F_4(x)) \)

According to [21], the uncertainty cost can be represented as in Equation (23), where \( C_{PV} \) is the photovoltaic generator cost, and \( C_w \) is the wind power generation cost. The development of these terms (\( C_{PV} \) and \( C_w \)) are in Equations (24) to (33), and they are coming from [23].

\[
F_4(x) = C_{incertidumbre} = C_{PV} + C_w \tag{23}
\]

2.4.1. Photovoltaic Generator

The photovoltaic generator’s cost \( (C_{PV}) \) is presented in Equation (24), and it depends on two functions that are given in [21] and are developed in [23,24]. The first function occurs because the generator is underestimated and it is represented in \( C_{PV,u,i} \). The other function appears because the generator is overestimated and it is represented with \( C_{PV,o,i} \). These two functions depend on the power programmed in the photovoltaic generator \( W_{PV,s,i} \) and the power available in it \( W_{PV,i} \).

\[
C_{PV} = \sum_{i=1}^{N_{PV}} C_{PV,u,i}(W_{PV,s,i},W_{PV,i}) + \sum_{i=1}^{N_{PV}} C_{PV,o,i}(W_{PV,s,i},W_{PV,i}) \tag{24}
\]

The power of a solar panel is given depending on the work area, as in the Case A or B, as describe below:

\[
W_{PV}(G) = W_{PV,s} \frac{G^2}{GrR_c}, \quad 0 < G < R_c, \quad \text{Case A}
\]

\[
W_{PV,s} \frac{G^2}{Gr}, \quad G > R_c, \quad \text{Case B}
\]

where:

- \( W_{PV} \) (G) is the photovoltaic power generated as the Irradiance function.
- \( G \) is the solar irradiance.
- \( Gr \) is the standard irradiance in the environment.
- \( R_c \) is the reference value of the irradiance.
- \( W_{PV,s} \) is the output power rating of the photovoltaic cell.
• Underestimated Case [23]

\[
E[C_{PV,i}(W_{PV,i}, W_{PV,i}), A] = \frac{(-1)C_{PV,i}W_{PV,i}}{2} \left( \frac{1}{\sqrt[4]{2}} \left[ \ln \left( \frac{\rho_{PV}G_{PV}}{\sqrt{W_{PV}}} \right)^{\beta} \right] - \frac{1}{\sqrt[4]{2}} \left[ \ln \left( \frac{\rho_{PV}G_{PV}}{\sqrt{W_{PV}}} \right)^{\beta} \right] \right) + \ldots \tag{25}
\]

\[
E[C_{PV,i}(W_{PV,i}, W_{PV,i}), B] = \frac{C_{PV,i}W_{PV,i}}{2} \left( \frac{1}{\sqrt[4]{2}} \left[ \ln \left( \frac{\rho_{PV}G_{PV}}{\sqrt{W_{PV}}} \right)^{\beta} \right] - \frac{1}{\sqrt[4]{2}} \left[ \ln \left( \frac{\rho_{PV}G_{PV}}{\sqrt{W_{PV}}} \right)^{\beta} \right] \right) + \ldots \tag{26}
\]

\[
[C_{PV,i}(W_{PV,i}, W_{PV,i}), A] = \frac{-C_{PV,i}W_{PV,i}}{2} \left( \frac{1}{\sqrt[4]{2}} \left[ \ln \left( \frac{\rho_{PV}G_{PV}}{\sqrt{W_{PV}}} \right)^{\beta} \right] - \frac{1}{\sqrt[4]{2}} \left[ \ln \left( \frac{\rho_{PV}G_{PV}}{\sqrt{W_{PV}}} \right)^{\beta} \right] \right) + \ldots \tag{27}
\]

\[
[C_{PV,i}(W_{PV,i}, W_{PV,i}), B] = \frac{C_{PV,i}W_{PV,i}}{2} \left( \frac{1}{\sqrt[4]{2}} \left[ \ln \left( \frac{\rho_{PV}G_{PV}}{\sqrt{W_{PV}}} \right)^{\beta} \right] - \frac{1}{\sqrt[4]{2}} \left[ \ln \left( \frac{\rho_{PV}G_{PV}}{\sqrt{W_{PV}}} \right)^{\beta} \right] \right) + \ldots \tag{28}
\]

2.4.2. Wind Power Generator

The wind power generator cost \( C_w \) is presented in Equation (29). It depends on two functions that are given in [21] and are developed in [23,24]. The first function occurs because the generator is underestimated (see Equation (32) for underestimated case) and it is represented as \( C_{w,i}(W_{w,i}, W_{w,i}) \). The other function appears because the generator is overestimated (see Equation (33) for overestimated case) and it is represented with \( C_{w,i}(W_{w,i}, W_{w,i}) \). These two functions depend on the power programmed in the wind power generator \( W_{w,i} \) and the power available in it \( W_{w,i} \).

\[
C_w = \sum_{i=1}^{N_w} C_{w,i}(W_{w,i}, W_{w,i}) + \sum_{i=1}^{N_w} C_{w,i}(W_{w,i}, W_{w,i}) \tag{29}
\]

The power of the wind generator is defined as a function of the wind speed as shown below:

\[
W_{w}(v) = \begin{cases} 
0, & v < v_1 \text{ or } v > v_0 \\
\rho \cdot v^3 + k, & v_1 < v < v_r \\
W_r, & v_r < v < v_0 
\end{cases} \tag{30}
\]

where:
\( W_w(v) \) is the wind power generated in function of the wind speed.

\( v \) is the low cut-in speed of the wind of the aerogenerator.

\( v_i \) low cut-in speed of the wind of the aerogenerator.

\( v_r \) rated wind speed of the aerogenerator.

\( v_o \) is the high cut-in speed of the wind of the aerogenerator.

\( W_r \) is the power rating of the aerogenerator.

\[
\rho = \frac{W_r}{v_r - v_i} \quad \text{and} \quad k = \frac{-W_i v_i}{v_r - v_i} \quad (31)
\]

- **Underestimated Case** [23]

\[
C_{w, u, i}(W_{w, s, i}, W_{w, i}) = \frac{C_{w, u, i}}{2} \left( \sqrt{2\pi} \rho \sigma \left( \text{erf}\left( \frac{W_{w, s, i} - k}{\sqrt{2\sigma}} \right) - \text{erf}\left( \frac{W_{w, u, i} - W_r}{\sqrt{2\sigma}} \right) \right) + 2(W_{w, s, i} - W_r)e^{-\left(\frac{W_{w, u, i} - k}{\sqrt{2\sigma}}\right)^2} \right) + \ldots \quad (32)
\]

- **Overestimated Case** [23]

\[
C_{w, o, i}(W_{w, s, i}, W_{w, i}) = C_{w, o, i}W_{w, s, i} \left( 1 - e^{-\frac{v_i^2}{2\sigma^2}} + e^{-\frac{v_r^2}{2\sigma^2}} + e^{-\frac{(v_r - k)^2}{2\rho^2\sigma^2}} \right) - \ldots
\]

\[
\frac{\sqrt{2\pi} C_{w, o, i}}{2} \left( \text{erf}\left( \frac{W_{w, s, i} - k}{\sqrt{2\sigma}} \right) - \text{erf}\left( \frac{-k}{\sqrt{2\rho\sigma}} \right) \right) \quad (33)
\]

### 3. Methodology Solution Using Metaheuristic Algorithms

#### 3.1. Heuristic and Metaheuristic Algorithms

For non-polynomial mathematical problems, most of the times, great computational efforts are needed to find their answers or simply they do not have an analytical solution since they are non-convex problem. This means that the high-quality solutions of the problem are not uniformly distributed in the region of solutions. The heuristic method uses a set of simple procedures, which most of the times come from the experience and which permits solving the system with less computational efforts. These methods give place to find a local optimum that is not necessarily the optimal global solution, since from the theoretical point of view, these algorithms renounce to find the global optimum solution. Unlike the metaheuristic algorithms, these ones have the inconvenience of being designed to find fair solutions and not the global optimal, because their solution algorithms do not have the mechanisms so as to avoid the local optimums in the region of solutions [25].

On the other hand, metaheuristic algorithms have a series of techniques that can avoid local solutions. Nevertheless, it is difficult to achieve the value of the global optimal, though close values can be obtained. The metaheuristic algorithms are based on the heuristic theory and are combined with other algorithms, for instance the genetic algorithms, among others.

#### 3.2. DEEPSO Algorithm

DEEPSO is the result of the combination of different optimization methods. Each combined method to give place to DEEPSO presents a series of difficulties in relation to the analysis of a specific problem and the processing and precision of the obtained results. For this reason, different methods are combined so as to create a more general and robust method [22–25].

This algorithm comes from the Evolutionary Particle Swarm Optimization (EPSO) method and the Particle Swarm Optimization (PSO) method, which provide the ability of self-adaptation of Evolutionary Algorithms (EA), in order to obtain the best results from the two worlds [26].
3.2.1. DE (Differential Evolution)

In the Differential Evolution, there is a swarm with different individuals (particles, vectors) and this generates a new existent individual solution optimizing it with a combination of two other points. In other words, in every new created population, an additional recombination is established, and it guarantees a wider variety and a selection process to create the next generation. This is an elitist selection and is based on one to one, which means that every father competes directly with his only child for the survival, and only the best option is selected [26].

3.2.2. PSO (Particle Swarm Optimization)

Particle Swarm Optimization (PSO) is based on a movement rule that generates new individuals in the search space, given a group of solutions previously known. With this basic movement rule, a new individual vector of solutions \( X \) is produced for iteration \( (K + 1) \):

\[
X^{(k+1)} = X^{(k)} + V^{(k)}
\]

where \( V \) is the particle speed and is represented as:

\[
V^{(k+1)} = AV^{(k)} + B(b_i - X^{(k)}) + C(b_G - X^{(k)})
\]

where \( b_G \) is the best position found by the swarm so far, and \( b_i \) is the best direct ancestor of the particle, with \( b_i, I = 1, \ldots, N \) particles that is equal to the population of solutions, and the algorithm creates the group of the best ancestors during the historical behavior of each particle. This method considers the population of not only the active particles but also those particles that are immediate ancestors and the group of the best ancestors. In this way, the movement of the particles is evaluated considering the recent changes [22].

3.2.3. EPSO (Evolutionary Particle Swarm Optimization)

It is an adaptive evolutionary recombination. As in [26], the purpose of the EPSO algorithm is to provide the adaptive ability to the recombination parameter. For that, the elements of the equation are shown below:

\[
V^{(k+1)} = AV^{(k)} + B(b_i - X^{(k)}) + C(b_G - X^{(k)})
\]

This equation is constrained to mutation and selection, so as to obtain the best rate of progress. If there is a population integrated by a group of particles, the general structure of EPSO is [22]:

- Replication: each particle is cloned \( r \) times (normally \( r = 1 \)).
- Mutation: in each particle \( r \), parameters \( A, B, C \) are mutated.
- Reproduction: each particle \( r + 1 \) (original and cloned) produce a descendant through recombination.
- Evaluation: the aptitude of each population is evaluated.
- Selection: through the process of a stochastic tournament selection, a new generation with the best descendant of each ancestor is formed. This is possible since each individual that belongs to a previous generation has a descendant.

4. Result of Operation Scheduling in the Test Microgrid

This study developed an intelligent methodology based on the DEEPSO heuristic algorithm, (Differential Evolutionary Particle Swarm Optimization), to find the scheduling that provides the best possible cost efficiency of the microgrid. DEEPSO algorithm was chosen because it has had good results when having problems related to optimal power flows [22–25].

The development of algorithms and their applications in real systems has been a process of different stages where more powerful and faster algorithms for this kind of problems have been improved. Participating in different optimization competences permits seeking for the improvement
of the algorithm using the experiences learned in different contests and where great results have been obtained. This constant improvement accomplishes good results in the mentioned competences [23–25].

On that perspective, today there is the possibility of modeling any type of MG and being able to identify how the optimal dispatch would be for each specific case. The objective is to reduce the operation cost in order to be close to the global optimum. It can be profitable, as the results of the article [4].

With the technology advances, this optimization system does not lag behind since it can keep up with the new advances at the same pace the new systems do. Thanks to the modular system, it could progressively update the different equations that are part of the objective function cost without having an effect on other parts of the system [21,22].

The capacity of the generators inside the MG was determined (Table 2) for the development of these simulations. Similarly, the treatment of each one of the existing systems had a series of values that had to be used to carry out the simulation. The parameters are specified in Tables 3–7.

Table 2. Power sources capacities (for $F_1(x)$, $F_2(x)$, $F_3(x)$, and $F_4(x)$ calculation).

| Notation | Value | Description and Units |
|----------|-------|-----------------------|
| $C_{bat}$ | 960   | Capacity of the battery banks [kW] |
| $C_{pv}$  | 100   | Capacity of the photovoltaic system [kW] |
| $C_{wt}$  | 210   | Wind capacity [kW] |
| $C_{d}$   | 200   | Diesel capacity [kW] |

Table 3. Battery parameters (for $F_3(x)$ calculation).

| Notation | Value | Description and Units |
|----------|-------|-----------------------|
| $SOC_{min}$ | 0.5 | Minimum State of Charge |
| $SOC_{max}$ | 0.95 | Maximum State of Charge |
| $SOC_i$ | 0.6 | Initial State of Charge |
| $Q$ | 1000 | Ampere hours of the battery |
| $A_{total}$ | $390 \times Q$ | Total of the accumulated amperes during the whole life cycle |
| $k$ | 1.5 | Parameter 1 to calculate the effective weighting factor [8,40] |
| $d$ | 2.05 | Parameter 2 to calculate the effective weighting factor [8,40] |

Table 4. Costs (for $F_1(x)$, $F_2(x)$, $F_3(x)$, and $F_4(x)$ calculation).

| Notation    | Value | Description and Units |
|-------------|-------|-----------------------|
| $Cost_{diesel}$ | 0.8 | Taken from the Energy Information Administration of the U.S Department of Energy (DOE)-(USD/KWh) |
| $CU_{bat}$ | 180 | Battery cost (USD/KWh) (from reference [27]) |
| $C_{transbat}$ | 1.05 | Cost overrun due to the transportation of the batteries |
| $C_{init}$ | $C_{bat} \times CU_{bat} \times C_{transbat}$ | Initial cost of the batteries, in dollars. |
| $Cost_{Solar}$ | 0.0803 | Solar energy cost (USD/kWh) (from reference [28]) |
| $Cost_{Wind}$ | 0.130 | Cost of wind energy (USD/kWh [28]) |
The DEEPSO (Section 3.2) optimization algorithm was tuned and applied to the problem formulation (Tables 2–7). The population size in each generation of the algorithm was 20, and the algorithm had a stop criterion according to the improvement of the target function (the algorithm stop after 10 iteration of less of 0.5% of improvement in the target function). Bearing in mind that the system started operation up until now, after the implementation of all the equations and parameters associated with the costs of the MG under study, the position where the operation cost is minimum is identified (Figure 1).

In Figure 1, the system under analysis is considered new. It can be seen that the use of the batteries for some moments of the day is the most attractive option so as to reduce the MG operation cost, without considering that they have a shorter life time. Under these conditions, it is observed that the battery recharges 6 times a day using the diesel generator, which starts to provide really high power. This occurs because apart from providing the power needed by the load, it also supplies the power to charge the battery banks.

Having in mind the participation of renewable energies, the use of photovoltaic energy in every hour of the day starts to be evaluated. For this analysis, the available power during every hour of the day is represented in Figure 2, and it is compared with the power dispatched directly to the grid. It is observed that at certain hours of the day, there are high quantities of power coming from solar radiation, where the best option is to dispatch a bit less of the maximum power so the surplus is stored in the battery banks of the system. In addition, the opposite characteristic is visible, where the power obtained from the solar radiation is lower than the power dispatched, since the power missing can supply the storage system of the solar power system.
In Figure 1, the system under analysis is considered new. It can be seen that the use of the batteries for some moments of the day is the most attractive option so as to reduce the MG operation cost, without considering that they have a shorter life time. Under these conditions, it is observed that the battery recharges 6 times a day using the diesel generator, which starts to provide really high power. This occurs because apart from providing the power needed by the load, it also supplies the power to charge the battery banks.

Having in mind the participation of renewable energies, the use of photovoltaic energy in every hour of the day starts to be evaluated. For this analysis, the available power during every hour of the day is represented in Figure 2, and it is compared with the power dispatched directly to the grid. It is observed that at certain hours of the day, there are high quantities of power coming from solar radiation, where the best option is to dispatch a bit less of the maximum power so the surplus is stored in the battery banks of the system. In addition, the opposite characteristic is visible, where the power obtained from the solar radiation is lower than the power dispatched, since the power missing can supply the storage system of the solar power system.

On the other hand, Figure 3 shows that the wind energy behavior is different to the solar energy behavior (Figure 2), since the wind energy dispatch curve is much lower in some hours of the day with respect to the most probable energy curve of the wind power generators. This behavior can be attributed to the costs of the under- and overestimation of the wind energy availability. In this way, in certain moments of the day, the algorithm determines that the least expensive option is to store the wind energy in a storage system and supply the grid with an amount of energy that helps to reduce the cost by under- or overestimation. Additionally, in different periods, the supplied wind energy is higher than the available one, due to the stored wind energy in other moments which is supplied in the appropriate moment to reduce the costs associated at the hours with more demanding needs of power.
Figure 2. Photovoltaic power dispatched (green) vs. the most probable power curve (blue) during 24 hours every day.

Figure 3. Wind power dispatched (green) vs. most probable power (blue) during the 24 h of the day.

Figure 4 shows the periods when the two aggregators of electric vehicles are charged. As it was expected, the aggregators take advantage of the periods of time when the energy cost is lower (10 pm–6 am) and in the periods when it is more expensive (2–10 pm). The full load of electric vehicles is guaranteed once the time horizon is finished and the vehicle leaves the power socket.

Figure 4. Load of the two electric vehicles of the two aggregators under study.

As it was mentioned at the beginning, the minimization of the operation cost was considered taking into account that the MG elements were new. In the case these requirements are not fulfilled and that the battery is at the end of its life cycle, the behavior of the load and the unload cycles is pretty different. In Figure 5, the number of loads went from 6 during a day to only 1 a day. The aging of the storage system is produced by the load and unload cycles that it experiences during its operation. Similarly, the operation cost of the MG is also affected by this behavior, because as the time goes by,
there is a higher cost due to the batteries operation, which means that the cost increases approximately 3 times more than when the system is new.

**Figure 5.** MG Operation during 24 h when the battery storage system is getting to the end of its useful life.

### 4.1. Solar Dispatch

When the energy storage system is new, according to Figure 1, during every hour the solar energy is available, not all the energy available is directly dispatched. The rest of the energy is stored in the batteries of the system, and it is used in the hours when there is going to be a higher impact in the reduction of operation costs of the system, as the 24 h operation shows (Figure 6).

**Figure 6.** Availability and dispatch of the solar energy system of the MG when the storage system is new.
As the storage system gets old, it can be seen that the amount of energy stored decreases daily. This phenomenon is observed when comparing the existent dispatch when the storage system is at 30% of its useful life (Figure 7), at 60% of its useful life (Figure 8), and when the system is almost at the end of its useful life (Figure 9).

The dispatch curve is increasingly more similar to the availability curve. The usual behavior of the current implemented systems has the characteristic of dispatching all the renewable energy available at each moment without paying attention to the matter that storing or dispatching this energy in other moments can have higher monetary benefits.
4.2. Wind Energy Dispatch

In Figure 10 where the system is already at the 30% of its useful life, it is observed that during the time intervals when the demand of energy is supplied by the diesel generator, the wind energy storage system takes advantage of these intervals to store the greatest amount of wind energy available avoiding its waste.

When the system is at 60% of its useful life (Figure 11), the dispatch of wind energy is lower than the one available, since the algorithm used to program the system strongly such that it penalizes the...
overestimation of wind energy dispatch and in this way the algorithm underestimates the available power, minimizing the costs due to the possibility of not having the resource, in this case, the wind speed.

![Bar chart showing power dispatch and availability of wind energy system](image1)

**Figure 11.** Availability and dispatch of the wind energy system of the MG when the storage system is at 60% of its useful life.

At this point when the system is almost getting to the end of its useful life (Figure 12), it is determined that the best option is to dispatch a very close value to the one available. This is because the cost that needs to be overestimated is higher than the benefits the system can have storing the energy in the batteries.

![Bar chart showing power dispatch and availability of wind energy system](image2)

**Figure 12.** Availability and dispatch of the wind energy system of the MG when the storage system is at the end of its useful life.

### 4.3. Dispatch of the Whole System

As it can be seen during the dispatch of the MG, four daily load and unload cycles are used in the storage system when the latter is new. This occurs because the cost of use is lower given that the
system is new (Figure 13). The solar energy tries to supply the energy that is proportional to the one planned to be available (Figure 13), while the wind energy seeks to maintain a daily energy average dispatching at least a small portion of power in every moment (Figure 13).

![Figure 13. Availability and dispatch of the MG when the battery bank is new.](image1)

Figures 13–16 show the behavior of the storage system during their useful life (new, 30%, 60%, and end of useful life). Using this system is more expensive over time. This behavior can be observed taking into account the number of times the storage system is charged (power is negative) and discharged (power is positive) in a day.

![Figure 14. Availability and dispatch of the MG with the storage system after the 30% of its useful life.](image2)
4.3. Total Operation Cost in Function of the Batteries Useful Life

As the storage system ages, the operation cost progressively increases (Figure 17). The increase is not necessarily linear, since there are some variations. These variations occur because the metaheuristic algorithms depend on the initial operating point that is required to be solved, and where one of the key factors is the batteries useful life, which makes that better or worse solutions appear in comparison with the expected ones.

The values presented in Figure 17 would be the costs incurred by operating the MG according to ageing of the storage system. In Figure 17, the negative values in the Y axis “cost” show that the dispatch is so efficient that it enables to supply the energy in a convenient cost (here, it is not considered the capital cost), and in doing so, it generates profits for the grid owner. On the other hand, the positive values of the cost imply operation charges to the owner of the grid. That is to say,
Figure 17. Total optimal operation cost vs. batteries useful life.

The values presented in Figure 17 would be the costs incurred by operating the MG according to ageing of the storage system. In Figure 17, the negative values in the Y axis “cost” show that the dispatch is so efficient that it enables to supply the energy in a convenient cost (here, it is not considered the capital cost), and in doing so, it generates profits for the grid owner. On the other hand, the positive values of the cost imply operation charges to the owner of the grid. That is to say, as time passes, it is necessary to further refine the costs of overestimating and underestimating conditions in the uncertainty costs.

5. Conclusions

The development of the proposal in this paper is convenient for the people behind the operational planning of the MGs so as to improve MG’s functionality and to plan the power dispatch more appropriately. Giving this case, the operation of the system available can be optimized and can provide a better service for the customers.

Nowadays and due to the incentives to increase the use of renewable energies, the inclusion of the costs associated with the under- and overestimation costs makes this study relevant in the practical world, since it solves and avoids as far as possible the losses of money due to the intermittency of these types of energies.

Having in mind the objective of achieving an appropriate MG performance, future research should aim to expand the definition of the scheduling in these types of grids, especially when the system ages. For instance, it could include the cost associated with the loss of life of the energy storage to the operation cost and finding an appropriate operating point to obtain a longer life period.

When the storage system is new, the scheduling done by the proposed algorithm favors dispatching a greater part of the load of the MG with the storage system. On the other hand, the dispatch uses renewable energy sources and conventional ones but moderately. Nevertheless, when the system starts to age, it is noticed that the dispatch changes, since a greater dispatched amount of energy is renewable.
The penalization indicators associated with the under- and overestimation of the renewable energy availability is a key factor when looking for the minimum operating point. For that, in future studies, it would be necessary to evaluate which cost in the real life is associated with the under- and overestimating of the availability of these energies to implement improvements to the model used to find the minimum operation cost.

It can be seen that over time, and when the batteries deteriorate, the system is prone to behave as currently, dispatching all the renewable energy available and avoiding storage systems since there is a high cost for using them. It is worth mentioning that this behavior was seen in both wind and solar generation systems. In this way, this research gives a tool to the planning operator able to schedule the optimal operation point of the MG considering different time instances of the useful life of batteries.
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