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ABSTRACT
The aggressiveness of a partial cavity on a hydrofoil in a cavitation tunnel is investigated from a joint numerical and experimental analysis. The numerical approach is based on a homogeneous equilibrium model and a barotropic law for the liquid/vapor mixture [1, 2] for cold water. The unsteady behavior of the cavity appears in good agreement with experiments although the maximum cavity length is underestimated and the cloud shedding frequency overestimated. The flow aggressiveness is estimated by using the energy approach proposed by Fortes-Patella et al. [3, 4]. The technique predicts a maximum in flow aggressiveness located in the region where the cloud cavity is shed and increases as a power of the flow velocity between 2 and 3.

NOMENCLATURE
- c reference length equal to the chord length, c = 100 mm [mm]
- \( c_{min} \) minimum speed of sound [m/s]
- \( E \) potential energy [J]
- \( f \) shedding frequency [Hz]
- \( g \) pixel gray level at an instant t [-]
- \( g_{mean} \) mean gray level over the span at an instant t [-]
- \( h \) distance perpendicular to the wall [m]
- \( i \) incidence of the hydrofoil [°]
- \( l \) maximum cavity length [mm]
- \( p_v \) vapor pressure [Pa]
- \( p_{up} \) upstream pressure [Pa]
- \( p \) pressure in a cell [Pa]
- \( P \) potential power [W]
- \( P_{sd} \) potential power density [W.m\(^{-3}\)]
- \( P_{sd} \) areal potential power density [W.m\(^{-2}\)]
- \( P_{mean} \) mean aggressiveness intensity [W.m\(^{-2}\)]
- \( St \) Strouhal number \( St = fc/V \) (based on the chord length) or \( St = fl/V \) (based on the cavity length) [-]
- \( T \) temperature [°C]
- \( T_{trans} \) duration of the numerical transient [s]
- \( T_a \) analysis duration [s]
- \( V \) flow velocity in the test section [m/s]
- \( V_{cap} \) total vapor volume in the computational domain [m\(^3\)]
- \( V_{cell} \) volume of a cell [m\(^3\)]
- \( \alpha \) void fraction, \( \alpha = (\rho_l - \rho)/(\rho_l - \rho_v) \) [-]
- \( \Delta S \) reference area [m\(^2\)]
- \( \Delta t \) numerical time step \( \Delta t = 0.2 \times c/V \) [s]
- \( \Delta z \) width of the central part studied experimentally [mm]
- \( \rho_l \) liquid density [kg.m\(^{-3}\)]
- \( \rho_v \) vapor density [kg.m\(^{-3}\)]
- \( \rho \) mixture density [kg.m\(^{-3}\)]
- \( \sigma \) upstream cavitation number in the test section [-]

INTRODUCTION
For partial cavitation, the cavitating flow aggressiveness is connected to the unsteadiness of the cavity. In particular, Reisman et al [5] pointed out that the cloud cavity shed by a cavity was responsible for cavitation erosion.
In order to simulate the behavior of partial cavitation, the in-house 2D cavitating unsteady code "IZ" is used in this paper. In parallel a series of experimental measurements has been performed in the hydrodynamic tunnel of the LEGI (Laboratory of Geophysical and Industrial Flows). The post-treatment applied on the experimental and numerical results will be explained. Then the global behavior observed experimentally and numerically will be compared. Finally the numerical approach for estimating cavitation aggressiveness, proposed by Fortes-Patella et al. \[4\] will be applied on this particular hydrofoil.

**HYDROFOIL GEOMETRY**

The choice of the hydrofoil shape has been based on experimental and numerical considerations.

In order to be able to test various types of sensors the hydrofoil has been designed with a large flat area. On the same time, the hydrofoil should allow us to have different cavitation patterns and levels of cavitation aggressiveness. Based on these considerations and after a pre-study done by using the 2D cavitating unsteady code "IZ" \[1, 2, 4, 6\] the hydrofoil geometry shown in Fig. 1 has been selected.

The hydrofoil is symmetrical with the same leading edge radius as a NACA0015, i.e. 7% of the chord length. Its chord length is $c = 100$ mm and its maximum thickness is 12% of the chord length. The flat area is located between 27% and 70% of the chord length, which provides room for instrumentation. Its rotation axis is at mid chord. A smooth transition between the flat and curved part of the hydrofoil is ensured by continuity of the first and second derivative of the upper and lower hydrofoil surface.

**EXPERIMENTAL SET UP**

Experiments have been conducted in the water tunnel of the LEGI laboratory.

The length, width and height of the test section illustrated in Fig. 2 are respectively 1000 mm, 175 mm and 280 mm. The hydrofoil rotation axis is placed at one third of the length and half of the height of the test section. The incidence is fixed with a brushless motor controled by a variator. Every side of the test section is in plexiglass. High speed videos are taken from the bottom by using a high speed camera (MIRO C310), showed in Fig. 2, at a framerate of 3200 fps. Light is provided by 2 projectors inclined at 45°. The tunnel is equipped by 2 pressure sensors (one upstream and one downstream of the test section), a flowmeter and a temperature sensor. From these measurements, the upstream
cavitation number \( \sigma \) in the test section is evaluated by:

\[
\sigma = \frac{p_{up} - p_v(T)}{\frac{1}{2} p(T)V^2}
\]

(1)

A series of experimental measurements have been made for upstream velocities of 6, 8 and 10 m/s and upstream cavitation numbers decreasing from 2.2 to 0.3. Several angles of attack have been tested and the results for 4°, 6° and 8° are presented in this paper. Each video corresponds to 8300 frames and 2.5 s duration.

The uncertainties on \( V \) and \( \sigma \) are respectively of 0.01 m/s and 0.02.

**CFD CALCULATION**

The numerical study uses the in-house 2D code "IZ". The Unsteady Reynolds Averaged Navier-Stockes equations are solved with the assumption of a homogeneous fluid with variable density. The mixture density \( \rho \) is defined as a function of the void fraction \( \alpha \):

\[
\rho = \alpha \rho_v + (1 - \alpha) \rho_l
\]

(2)

A modified k-\( \varepsilon \) RNG turbulence model (described in detail by Coutier-Delgosha et al \[2\]) with standard wall functions is employed. A barotropic equation of state, \( \rho(p) \) is used for modelling cavitation and closing the equation system, defined in \[1,6\] by:

\[
\rho = \frac{\rho_l + \rho_v}{2} + \frac{\rho_l - \rho_v}{2} \left[ 1 + \sin \left( \frac{2(p - p_v)}{c_{min}(\rho_l - \rho_v)} \right) \right]
\]

(3)

This law ensures a smooth transition between liquid and vapour and is mainly controlled by its maximum slope related to the minimum speed of sound \( c_{min} \) in the mixture. In the present study, \( c_{min} \) is fixed at 1 m/s. Besides this CFD code has already been validated against numerous experiments and geometries such as Venturi, hydrofoil and hydrofoil cascade \[2,4,6,7,8\].

The calculations are carried out using a structured mesh, a H-grid, composed of 290x119 cells refined around the hydrofoil on the upper and lower walls as shown in Fig. 3. At the wall, the dimensionless wall distance \( y^+ \) lies between 20 and 50 and the standard law of the wall could be applied. A velocity and a pressure condition are imposed respectively at the inlet and outlet of the computational domain.

**POST-TREATMENT**

The next sections explain the methodology used for determining the cavity length \( l \) and the shedding frequency \( f \) numerically and experimentally. The methodology is explained in the case of an incidence \( i = 4^\circ \), a velocity \( V = 8 \) m/s, and a cavitation number \( \sigma =1.04 \) for the simulation and 1.09 for the experiment.
Numerical methodology

Numerical calculations start from stationary non-cavitating conditions. The outlet pressure is slowly decreased in order to get the desired $\sigma$.

Because the transient period does not represent the desired operating point, all analyses have been made after this settle time. The duration of the transient time is defined as the limit between a non-periodic and a periodic oscillation of the cavity. From Fig. 4(a), the duration of the initial transient flow is determined as about $T_{\text{trans}} = 0.125$ s.

The total volume of vapor in the computational domain is a good way to estimate the shedding frequency, because it takes into account the growth and collapse of the cavitation structures in the computational domain.

The time evolution of the total vapor volume between 0.125 and 0.63 s is periodic as shown in Fig. 5(a). By applying a Fast Fourier Transformation to the total vapor volume, the frequency spectrum can be determined (see Fig. 5(b)), with a peak centered around the shedding frequency, equal to $f = 48.0$ Hz in this particular case.

From Fig. 5(c), the cavity length can be evaluated at any time. The cavity length $l$, considered later, is defined as the maximum length of the cavity before detachment by the re-entrant jet. For the case in Fig. 5 the maximum cavity length is equal to $l/c = 0.50$.

Experimental methodology

Figure 6 illustrates the experimental post-treatment based on high-speed video for a given operating point defined by $V = 8$ m/s, $i = 4^\circ$, and $\sigma = 1.09$. The same kind of image processing as Prothin et al. [9] is used.

The analysis is limited to a central part $\Delta z = 60$ mm wide, represented by the red rectangle in Fig. 6(a) in order to get rid of side effects along the tunnel wall. Therefore the mean gray profile $g_{\text{mean}}$ along the chord at $t = 0.08$ s, shown in Fig. 6(b), is estimated by the spatial averaging of the gray profile $g$ over the
FIGURE 7. (a) EXAMPLE OF THE TIME EVOLUTION OF THE MEAN GRAY AT 25% OF THE CHORD LENGTH BETWEEN 0 AND 0.35 s. (b) FFT OF THE SPACE-TIME DIAGRAM OF THE MEAN GRAY LEVEL ACROSS TIME ON THE 2.5 s RECORDING. (EXPERIMENTAL POINT: \( i = 4^\circ, V = 8 \text{ m/s AND } \sigma = 1.09 \))

span in the reduced snapshot:

\[
g_{\text{mean}}(x,t) = \frac{1}{\Delta z} \int_{-\Delta z/2}^{+\Delta z/2} g(x,z,t) \, dz
\] (4)

The operation is repeated for every frame and provides the space-time diagram of the mean gray level shown in Fig. 6(c).

The mean gray profile oscillation at 25% (see Fig. 7(a)) of the chord length is due to the periodic behavior of the partial cavity. For every point along the chord the mean gray evolution is almost the same as the one shown in Fig. 7. The FFT of the space-time diagram (in Fig. 7(c)) across time gives the spectral distribution in Fig. 7 with a major peak centered around the shedding frequency \( f = 44.3 \text{ Hz} \).

The peak for the numerical FFT in Fig. 5 is wider than the experimental one because the sample duration for the FFT calculation is smaller for the numerical analysis.

In the time evolution of the mean gray level in Fig. 6(b) the maximum cavity length as defined in the previous section is not exactly the same for every shedding. As an example, the maximum measured cavity length is \( l/c = 0.57 \) at \( t = 0.07 \text{ s} \), whereas it is \( l/c = 0.64 \) at \( t = 0.13 \text{ s} \). As a consequence, the cavity length is estimated from the average between the two former values with an uncertainty of ±5% of the chord, which gives \( l/c = 0.60 \pm 0.05 \).

FIGURE 8. COMPARISON BETWEEN NUMERICAL ( (a) AND (b) ) AND EXPERIMENTAL RESULTS ( (c) AND (d) ) ON CA VITY DYNAMICS FOR \( i = 4^\circ, V = 8 \text{ m/s AND A NUMERICAL AND EXPERIMENTAL CAVITATION NUMBER OF } \sigma = 1.04 \text{ AND } 1.09 \).

1. INCEPTION OF THE LEADING EDGE CAVITY; 2. MAXIMUM CAVITY LENGTH; 3. CAVITY BREAK-OFF BY THE RE-ENTRANT JET; 4. INCEPTION OF A NEW LEADING EDGE CAVITY.
GLOBAL ANALYSIS
Cavity dynamics

The various stages of the shedding mechanism connected to the development of a re-entrant jet, as described by Le et al. [10], are observed experimentally and numerically in Fig. 8.

At instant 1, an incipient cavity and a cloud cavity shed during the previous oscillation are visible. Between instants 1 and 2, the attached cavity is growing. At instant 2, the attached cavity reaches its maximum length and the re-entrant jet starts developing at the end of the cavity. The re-entrant jet is visible numerically in Fig. 8(b) in the zoom at the end of the cavity. Between 2 and 3, the re-entrant jet is moving backward to the foil leading edge. At instant 3, it reaches the front of the cavity and cuts it, creating the cloud cavity, which is potentially erosive as discussed later. Between instants 3 and 4, there is almost no attached cavity and the cavity is convected by the flow. Instant 4, is almost identical to instant 1 with the start of a new shedding.

Numerical and experimental results are very similar. On the whole, the behavior of the partial cavity is globally well predicted by the simulations. Even if the oscillation period is the same and equal to 22 ms, the duration of each stage is not the same experimentally and numerically. The growth of the attached cavity between instants 1 and 2 (see Fig. 8(a) and (c)) represents 76% of the shedding duration for the experiment while it is only 42% for the simulation. Le et al. [10] observed on a plano-convex foil a growth during 2/3 of the shedding duration, which confirms our measurement. On the other hand the duration of the cavity break-off by the re-entrant jet is 5 time longer numerically than experimentally.

Numerical and experimental comparisons

Experimental and numerical analyses have been done for different cavitating conditions. The upstream velocity is fixed at 6, 8 and 10 m/s. The numerical and experimental upstream cavitation number varies respectively from 0.70 to 1.34 and 0.70 to 1.94. Several angles of attack are tested: 4°, 6° and 8°. For the moment only 4° and 6° are simulated. For each operating point, the cavity length and shedding frequency are determined from both experiments and simulations by using the previous methodology.

The results for the cavity length are plotted in Fig. 9. Previous measurements from Kawanami et al. [11] for a NACA0015 hydrofoil with a chord length of 80 mm are added to this graph. Kawanami et al. [11] observed an independence of the maximum cavity length with the upstream velocity for a fixed angle in the range from 6 to 10 m/s. Our numerical and experimental results confirm this observation.

At the same angle of attack and cavitation number, the cavity length is always smaller numerically than experimentally. This difference could be partly explained by 3D effects not taken into account in the numerical simulation.

According to Arndt et al. [12] and Fujii et al. [13], two types of partial cavitation may occur for different hydrofoil shapes. The difference comes from the mechanism responsible for the cloud shedding. Type I oscillations for low values of $\sigma/(2i)$ correspond to a bubbly shock wave. Type II oscillations for high values of $\sigma/(2i)$ correspond to a re-entrant jet.

According to Arndt et al. [12, 14] the transition can be seen on the evolution of the Strouhal number based on the chord length $St = f_c/V$ as a function of $\sigma/(2i)$, shown in Fig. 10. It is the point where the Strouhal number based on the chord length is increasing drastically from an almost constant value at 0.25 characterizing type I oscillation.

The points in green in Fig. 10 have been measured by Kawanami et al. [11] for a flow velocity $V = 8$ m/s and an incidence of 8.36°. Our experimental results for 8° are in pretty good agreement with these results, although the hydrofoil is different. For $\sigma/(2i) < 4$, the Strouhal number based on the chord length is almost constant at 0.25 and then increases with $\sigma/(2i)$.

The same behavior is seen for 4°irc and 6° in Fig. 10 except that the transition limit is higher, respectively $\sigma/(2i) = 5$ and 5.5 both numerically and experimentally.

At a fixed incidence and cavitation number, the Strouhal number based on the chord length is almost independent of the flow velocity. So the shedding frequency is directly proportional.
FIGURE 10. STROUHAL NUMBER BASED ON THE CHORD LENGTH $St = f_c/V$ AS A FUNCTION OF $\sigma/\Omega$. RED, BLUE, BLACK AND GREEN DOTS ARE FOR INCIDENCES OF 4°, 6°, 8° AND 8.36°. FILLED DOTS CORRESPOND TO EXPERIMENTAL RESULTS WHILE UNFILLED DOTS CORRESPOND TO NUMERICAL RESULTS.

The Strouhal number based on the cavity length, $St = f_l/V$, is presented in Fig. 11 as a function of $\sigma$. As a comparison, results from Kawanami et al. [11] are also plotted. As expected, the Strouhal number is not much affected by the flow conditions such as incidence and upstream velocity. Our experimental points for 4°, 6° and 8° and the same cavitation number are collapsing on the same curve regardless of the velocity. In addition, the Strouhal number based on the cavity length varies between 0.25 and 0.5 both numerically and experimentally, which is a typical range for the cloud cavitation instability [10, 15].

The former comparisons show that the numerical code is able to simulate correctly the global cavity dynamic with respect to the experimental observations. Nevertheless in the same hydrodynamic conditions (incidence, velocity and cavitation number) the cavity length is underestimated numerically. The shedding frequency is overestimated compared to the experimental measurements. Indeed for a type II oscillation, a longer cavity length means more time for the cavity break-off by the re-entrant and a lower shedding frequency. These differences were also observed by Coutier-Delgosha et al. [6] with the same code in the case of a Venturi.

FIGURE 11. STROUHAL NUMBER BASED ON THE CAVITY LENGTH $St = f_l/V$ AS A FUNCTION OF $\sigma$. RED, BLUE, BLACK AND GREEN DOTS ARE FOR INCIDENCES OF 4°, 6°, 8° AND 8.36°. FILLED DOTS CORRESPOND TO EXPERIMENTAL RESULTS WHILE UNFILLED DOTS CORRESPOND TO NUMERICAL RESULTS.

NUMERICAL AGGRESSIVENESS Modelling

The erosion model developed by Fortes-Patella et al. [3, 4] is used in this paper. A physical scenario describes the mechanism of cavitation erosion based on an energy approach.

Each vapor structure in a flow is characterised by its potential energy:

$$E = \Delta p V_{\text{vap}} = (p - p_s)V_{\text{vap}}$$

where $p$ is the surrounding pressure of the fluid.

Thus an instantaneous potential power is derived by a lagrangian derivative:

$$P = \frac{dE}{dt} = V_{\text{vap}} \frac{d\Delta p}{dt} + \Delta p \frac{dV_{\text{vap}}}{dt}$$

Leclerc et al. [16] showed that the $\Delta P$ variation is negligible compared to the variation of $V_{\text{vap}}$. Furthermore only the collapsing vapour structures (ie $dV_{\text{vap}}/dt < 0$) are considered. These
assumptions lead to:

\[ P = -\delta p \frac{dV_{\text{vap}}}{dt} \]  

(7)

The minus sign is introduced in order to have a positive value.

The CFD unsteady calculation gives us the pressure \( p \), velocity \( V \), void fraction \( \alpha \) and vapour volume \( V_{\text{vap}} \) at every time step in a cell. In particular the vapour volume is related to the void fraction by \( \alpha = V_{\text{vap}}/V_{\text{cell}} \).

So the potential power density in a cell can be written as:

\[ P_{\text{sd}} = \frac{P}{V_{\text{cell}}} = -\delta p \frac{d\alpha}{dt} \]  

(8)

Our goal is to estimate the aggressiveness at every point at the surface of the hydrofoil. The aggressiveness intensity at one point of the foil is the areal potential power density defined by integrating equation 8:

\[ P_{\text{2d}} = \int_0^h P_{\text{sd}} \, dy \]  

(9)

where \( h \) is a distance perpendicular to the wall. Physically, the aggressiveness intensity at one point of the surface includes the contribution of all the vapor structures within a distance \( h \) to the wall. In our case, \( h \) is big enough in order to take into account all vapor structures.

\[ \frac{d\alpha}{dt} \]  

is calculated at every time step from the local mass conservation equation in a cell which gives:

\[ \frac{\partial \rho}{\partial t} + \text{div}(\rho \mathbf{U}) = 0 \]  

(10)

By using equations 2 and 11 it can be demonstrated that:

\[ \frac{d\alpha}{dt} = \frac{\rho}{\rho_i - \rho_v} \text{div}(\mathbf{U}) \]  

(11)

Results

In order to estimate the aggressiveness of the flow along the chord, the hydrofoil is divided in 50 numerical sensors 2 mm wide. On every sensor a temporal mean value of the aggressiveness intensity is evaluated as follows:

\[ P_{\text{mean}} = \frac{1}{T_a} \int_0^{T_a} P_{\text{2d}} \, dt \]  

(12)

where \( T_a \) is the analysis duration.

Figures 12 and 13 show the evolution of the mean aggressiveness intensity \( P_{\text{mean}} \) along the chord for several velocities, incidences and cavitation numbers.

In particular for an incidence \( i = 4^\circ \) and a cavitation number \( \sigma = 0.94 \) (Fig. 12), the most aggressive area tends to be the same for every velocity and is located between 15 % and 65 % of the chord length, whereas the cavity length is \( l/c = 60\% \). Figure 13 shows the evolution of the mean aggressiveness along the chord for a case defined by an incidence \( i = 6^\circ \) and a cavitation number \( \sigma = 1.34 \). The most aggressive area is located between 15 % and 43 % of the chord length, whereas the cavity length is \( l/c = 35\% \). For both cases the most aggressive area is located around the cavity closure. These observations agree with the pressure measurements along the chord length made by Le et al. [17].

From Fig. 14 for a cavitation number \( \sigma = 0.94 \) and an incidence \( i = 4^\circ \) the cloud cavity is located between 15 % and 100 % of the chord length regardless of the flow velocity. Between 1 and 2 in Fig. 14, the void fraction distribution along the chord varies strongly between two consecutive time steps. A lot of structures are collapsing during this period between 15 % and 65 % of the chord length regardless of the flow velocity. So the aggressiveness of the cavitation flow is mainly due to the shedded cloud as observed previously and pointed out numerically and experimentally by Li et al. [18] and Gavaises et al [19].
FIGURE 13. MEAN AGGRESSIVENESS INTENSITY PLOTTED AS A FUNCTION OF THE RELATIVE CHORD LENGTH FOR DIFFERENT FLOW VELOCITIES FOR AN INCIDENCE $i = 6^\circ$ AND A CAVITATION NUMBER $\sigma = 1.34$. THE CAVITY LENGTH IS EVALUATED EQUAL TO 35 mm. THE SHEDDING FREQUENCY FOR 8, 10 AND 12 m/s ARE RESPECTIVELY 68.0, 75.0 AND 97.0 Hz. THE ANALYSIS PERIOD FOR EACH CASE IS $T_a = 6/f$. FURTHER NUMERICAL CALCULATIONS ARE IN PROGRESS IN ORDER TO MAKE CONCLUSION ON A LONGEST SAMPLE.

For every flow velocity and incidence, the maximum aggressiveness was determined and plotted as a function of the flow velocity in Fig. 15.

Figure 15 shows that flow aggressiveness varies with a power of the flow velocity of the order of 2.2 for an incidence $i = 4^\circ$ and a cavitation number of $\sigma = 0.94$ and 3.2 for an incidence $i = 6^\circ$ and a cavitation number of $\sigma = 1.34$. A similar trend was observed by Leclercq et al. [16] on a different hydrofoil (NACA 65012) by using the same cavitation aggressiveness model and another numerical code.

CONCLUSION
Experimental and numerical investigations were performed for different cavitating conditions on a hydrofoil.

The shedding process was correctly predicted even though the shedding frequency was rather overestimated and the cavity length slightly underestimated. The comparison of the characteristics of partial cavitation (cavity length, shedding frequency, Strouhal number) showed a pretty good agreement between experiments and simulations.

The flow aggressiveness was modelled based on the energetic approach of Fortes-Patella et al. [3]. The most aggressive areas were localized for two different cavitating conditions. Both are located in the region where the cloud cavity is shed by the hydrofoil, which confirms the erosive potential of cloud cavitation. In addition the velocity had a huge influence on the mean aggressiveness of the flow which increases as the power of the flow velocity, between 2 and 3.

FIGURE 14. SPACE-TIME DIAGRAMM OF THE VOID FRACTION FOR SEVERAL FLOW VELOCITIES $V = 6, 8, 10$ m/s. $(i = 4^\circ$ AND $\sigma = 0.94$)

FIGURE 15. MAXIMUM VALUE OF THE MEAN AGGRESSIVENESS IN THE MOST AGGRESSIVE AREA PLOTTED AS A FUNCTION OF THE UPSTREAM VELOCITY.

In further work, a hydrofoil instrumented with pressure sensors fabricated from PVDF (PolyVinylDene Fluoride) film will be used in the hydrodynamic tunnel of the LEGI. The pressure peaks due to the collapse of cavitation structures will be measured and compared to the numerical flow aggressiveness.
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