Chimera patterns induced by distance-dependent power-law coupling in ecological networks
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This paper reports the occurrence of several chimera patterns and the associated transitions among them in a network of coupled oscillators, which are connected by a long range interaction that obeys a distance-dependent power law. This type of interaction is common in physics and biology and constitutes a general form of coupling scheme, where by tuning the power-law exponent of the long range interaction the coupling topology can be varied from local via nonlocal to global coupling. To explore the effect of the power-law coupling on collective dynamics, we consider a network consisting of a realistic ecological model of oscillating populations, namely the Rosenzweig–MacArthur model, and show that the variation of the power-law exponent mediates transitions between spatial synchrony and various chimera patterns. We map the possible spatiotemporal states and their scenarios that arise due to the interplay between the coupling strength and the power-law exponent.

PACS numbers: 05.45.Xt, 05.65.+b, 87.23.Cc

I. INTRODUCTION

The chimera state is an intriguing and counterintuitive spatiotemporal state that has been in the center of active research over the past decade \[1\]. In this state the population of coupled identical oscillators spontaneously splits into two incongruous domains: In one domain the neighboring oscillators are synchronized, whereas in another domain the oscillators are desynchronized. After its discovery in phase oscillators by Kuramoto and Battogtokh \[2\] several theoretical studies \[3--5\] established the existence of this classical chimera state. Later on, other types of chimera states have also been discovered. Amplitude-mediated chimeras were reported in \[6\] where, under strong global coupling, incoherent fluctuations occur in both the phase and the amplitude in the incoherent domain. Recently, Zakharova et al. \[7\] discovered pure amplitude chimeras where all the oscillators have the same phase velocity but they show uncorrelated fluctuations in amplitude in the incoherent domain. In this context several more general chimera patterns, like chimera death (CD) \[7, 8\] and chimeralike coexistence of synchronized oscillation and death (CSOD) \[9\] have recently been revealed. Chimera death (CD) is the steady state version of amplitude chimera, i.e., the population of oscillators in a network splits into incongruous coexisting domains of spatially coherent oscillation death (OD) and spatially incoherent OD. In the CSOD state, the population of oscillators split into two coexisting distinct, spatially separated domains: In one domain oscillators are oscillating coherently and in another domain neighboring oscillators randomly populate an oscillating state and a stable steady state.

Recent experimental observation of chimera states have established their robustness in natural and man-made systems. The first experimental observation of chimeras was reported in optical systems \[10\] and chemical oscillators \[11\]. Later, chimeras have been observed experimentally in mechanical systems \[12, 13\], electronic \[14, 15\], optoelectronic delayed-feedback \[16\] and electrochemical \[17, 18\] oscillator systems, Boolean networks \[19\], and optical combs \[20\]. Recently, chimera states have been observed in globally coupled networks of four optoelectronic oscillators \[21\], similar to theoretical predictions for a small number of globally coupled lasers \[22\]. In small networks chimeras are generally difficult to observe, but control methods to stabilize them have recently been proposed \[24, 26\]. The strong current interest in chimeras may be attributed to their possible connection with several phenomena in nature, like uni-hemispheric sleep of dolphins and certain migratory birds \[1\], \[27\], ventricular fibrillation \[28\], and power grid networks \[29\]. Recently, chimera patterns have been found in models from ecology \[3, 30\], SQUID metamaterials \[31\], and quantum systems \[32\] showing their omnipresence in the macroscopic as well as in the microscopic world.

In the studies on chimera, the coupling function always plays an important role. Initially it was believed that to induce chimeras a nonlocal coupling is essential. Later it has been found that global coupling \[33, 34\] and even local coupling \[3, 35\] may give rise to chimera states. In the nonlocal coupling, one has two control parameters: coupling range and coupling strength. The former is controlled by the kernel of the nonlocal coupling function: in previous studies generally a trigonometrically or exponentially decaying function or a rectangular kernel have been used.

In this paper we focus on a more general and universal coupling scheme which is motivated by many real-world
systems, but has not been investigated in the context of chimeras. It is governed by a long range interaction obeying a distance-dependent power law. In the long range coupling each node in the network is connected to all other nodes with an effective interaction strength that decreases with increasing distance according to a power-law. Thus, the oscillators are subject to a long range interaction whose interaction strength is controlled by the power-law exponent (denoted by $s$). Earlier the long range interaction obeying a power law has been considered in ferromagnetic spin models [48], biological networks [39], hydrodynamic interaction of active particles [40, 41], coupled map lattices (see [42] and references therein), and phase oscillators [43–45] in the context of synchronization. Particularly, Rogers and Wille [43] numerically showed that a one-dimensional ring of coupled nonlinear phase oscillators with frequency mismatch undergoes a phase transition from a synchronized to a completely desynchronized state as the range of interaction is decreased.

The long range power-law interaction is an ubiquitous form through which natural systems interact in physical and biological sciences. Take for example two fundamental physical interactions, namely the electromagnetic and gravitational interactions: both of them are long range in nature and obey an inverse square law of the force (i.e., $s = 2$) [46]. These long range interactions are responsible for the organization of the universe on large scale (like the formation of galaxies and planetary motion) as well as on small scale (like binding of atoms and molecules in matter). In the one-dimensional Ising spin model with long range interaction of power-law type, it has been shown [47] that ferromagnetism is not possible for power-law exponent less than a critical value; similar critical power-law exponents exist in the one-dimensional spin-glass model [48]. In the context of biology, too, long range interaction plays an important role. Long range interaction with a specific algebraic scaling that controls the connectivity among the neurons was found in the animal brain [49]. In spatial ecology, dispersal of species between different habitat patches is common. The spatial movements of most organisms are restricted and even for long-distance migrants in large networks not all the patches are likely to be accessible from a particular patch due to dispersal mortality, e.g., mites greatly suffer from dispersal mortality with increasing distance between patches [50]. Moreover, to estimate the density of long-distance dispersing populations it is useful to consider that a proportion of population is distributed to the other connecting patches via a continuous geometric function so that more distant populations receive less migrants (e.g., inverse power-law) [51]. Interestingly, it is observed that long-distance movements of butterflies Euphydryas aurinia follow an inverse power-law [52].

Motivated by this reasoning, in this paper we show that long range interaction with distance-dependent power-law coupling can induce various chimera patterns, like amplitude chimeras and chimera death. At the same time tuning of the power-law exponent can mediate transitions between them. Here we consider a network consisting of ecological oscillators modeled by the Rosenzweig–MacArthur system [53], which is considered as a realistic and experimentally relevant [54] model in ecology. We explore and demonstrate the influence of the coupling scheme and map all the spatiotemporal behaviors including chimera states. We identify the possible transitions between the spatiotemporal patterns that arise due to the interplay of coupling strength and coupling topology characterized by the power-law exponent of the long range interaction.

II. COUPLING SCHEME

We consider a ring network of $N$ nodes where the uncoupled dynamics in each node is governed by the Rosenzweig–MacArthur (RM) model [53]. The coupled dynamics of resource and consumer are described as follows:

$$\frac{dV_i}{dt} = rV_i \left( 1 - \frac{V_i}{K} \right) - \frac{\alpha V_i}{V_i + B} H_i,$$  \hspace{1cm} (1a)

$$\frac{dH_i}{dt} = H_i \left( \frac{\alpha \beta V_i}{V_i + B} - m \right) + \sigma \left( \frac{1}{\eta(s)} \sum_{p=1}^{P} \frac{H_{i-p} + H_{i+p}}{p^s} - H_i \right),$$  \hspace{1cm} (1b)

where $V_i$ and $H_i$, respectively, represent the resource (or vegetation) and consumer (or herbivore) density of the $i$-th ($i = 1, \ldots, N$) node, and all indices are taken modulo $N$. In the spatially extended model given by Eqs. (1), the interaction with the neighboring nodes follows a dispersal rate which decays with the distance $p$ between nodes as inverse power law $1/p^s$ with $s \geq 0$ ($p = 1, 2, \ldots, P$). Here we consider periodic boundary conditions. The spatial dynamics are governed by the dispersal strength $\sigma$ of the herbivore, the coupling range $P$ and the exponent of the power law ($s$); $\eta(s) = 2 \sum_{p=1}^{P} p^{-s}$ is the normalization constant, with $P \leq (N-1)/2$ for odd number of nodes. It can be shown that, even if we consider $P = (N-1)/2$, for $s \to \infty$ the coupling reduces to a local coupling whereas for $s = 0$ the coupling of Eqs. (1) represents a mean-field (global) coupling. Thus, it is significant to note that in this long range coupling, with the variation of the exponent $s$ one can change the nature of the coupling from mean-field (global) coupling to local coupling via nonlocal coupling without changing $P$. The local (uncoupled) dynamics in each node is governed by the following parameters: $r > 0$ is the intrinsic growth rate, $K > 0$ is the carrying capacity, $\alpha > 0$ is the maximum predation rate, $B > 0$ is the half saturation constant, $\beta > 0$ is the conversion efficiency of vegetation into herbivore, and $m > 0$ is the mortality rate of the herbivore.
III. RESULTS

Before we proceed into the coupled dynamics of the network, let us examine the local dynamics of the uncoupled system [i.e., $\sigma = 0$ in Eqs. (1)]. An isolated RM oscillator has the following equilibrium points: first, $(V^*, H^*) = (0, 0)$, the eigenvalues are $(r, -m)$ and thus the equilibrium point is a saddle point; second, $(V^*, H^*) = (K, 0)$, the eigenvalues are $(-r, -m + \alpha \beta / K + B)$ and the equilibrium point is either a stable node or a saddle node, depending upon the values of the parameters, and finally

$$
(V^*, H^*) = \left( \frac{mB}{\alpha \beta - m}, \frac{r}{\alpha} \left(1 - \frac{mB}{K(\alpha \beta - m)} \right) \frac{B\alpha \beta}{\alpha \beta - m} \right);
$$

this nontrivial equilibrium point is stable for parameter values satisfying the inequality $\frac{r}{\alpha} \left(1 - \frac{mB}{K(\alpha \beta - m)} \right) \frac{B\alpha \beta}{\alpha \beta - m} > 0$. Beyond a certain $K$, this equilibrium point becomes unstable via a supercritical Hopf bifurcation and gives rise to a stable limit cycle. A realistic range of $K$ is 0.15 to 3, and of $m$ is 0.03 to 0.41. In Fig. 1 a stable limit cycle is shown for the parameter values which are based on the experimental data reported in [22].

Next, we explore the spatiotemporal dynamics of the network. Our main emphasis will be to examine the effect of the distance-dependent power-law exponent ($s$) of the long range interaction and also to reveal the interplay of $s$ and the coupling strength $\sigma$. Unlike other nonlocal coupling scheme we do not explicitly vary the tractor, and (b), (c) time-series of the uncoupled Rosenzweig-MacArthur model given by Eqs. (1) for $r = 0.5$, $K = 0.5$, $\alpha = 1$, $B = 0.16$, $\beta = 0.5$ and $m = 0.2$, with $\sigma = 0$. Symbols $\Box$ and $\Delta$ indicate the fixed points. The red (full) square is the nontrivial fixed point from which the limit cycle emerges through a supercritical Hopf bifurcation.

![FIG. 1. (Color online) (a) Phase portrait of the limit cycle attractor, and (b), (c) time-series of the uncoupled Rosenzweig-MacArthur model given by Eqs. (1) for $r = 0.5$, $K = 0.5$, $\alpha = 1$, $B = 0.16$, $\beta = 0.5$ and $m = 0.2$, with $\sigma = 0$. Symbols $\Box$ and $\Delta$ indicate the fixed points. The red (full) square is the nontrivial fixed point from which the limit cycle emerges through a supercritical Hopf bifurcation.](image1)

![FIG. 2. (Color online) Variation of power-law exponent $s$ at fixed coupling strength $\sigma$. Left panel: Spatiotemporal plot of vegetation $V_i$, right panel: Snapshot of $V_i$ [at $t = 5000$, the red (dotted) lines are a guide to the eye]. Coupling range $P = 50$, $N = 101$, $\sigma = 1.8$. (a) $s = 4$: Amplitude chimera. (b) $s = 1.4$: Chimera-like synchronized oscillation and death (CSOD). (c) $s = 0.3$: Chimera death. In the right panel full (green) circles indicate $V_i = 0$. Other parameters as in Fig. 1.](image2)
continuous transition from amplitude chimera to chimera death via a chimera-like (CSOD) state. We note that for $0 < s < \infty$ the coupling scheme is always nonlocal in nature, thus, the spatial connectivity of the oscillators is always preserved in that broad range. Further, we checked that system size ($N$) and power-law exponent $s$ have very little effect on the size of the incoherent domain in the amplitude chimera or CSOD state (not shown in the figure). As we decrease $s$, the amplitude chimera persists with an incoherent domain of almost constant size and suddenly jumps to either the chimera death state or the CSOD state (depending upon coupling strength $\sigma$).

Next, we fix the power-law exponent of the long range interaction at $s = 7$, and vary the coupling strength $\sigma$. With an increase in coupling strength we observe a transition from a synchronized oscillation [Fig. 3(a)] to multicluster oscillation death [Fig. 3(b)] via an amplitude chimera state [Fig. 3(c)]. It is interesting to note that since we have chosen a larger value of $s$ that actually resembles a near-local coupling, we observe a traveling wave behavior in the synchronized state. Further, the structure of the death state for higher $s$ (near-local coupling) differs from that of lower $s$ (near-global coupling): in contrast to the chimera death at lower $s$ [see Fig. 2(c)], here we find a multicluster oscillation death state, where the death states alternate in a regular way between upper and lower steady state branch and thus each cluster consists of only one node. Similar multicluster oscillation death states were described in the Stuart-Landau model.

The amplitude chimera can be best visualized in the phase space. Figure 3(a) shows the phase portrait corresponding to the amplitude chimera of Fig. 2(a). Note that in the incoherent domains the centers of mass of the limit cycles associated with different nodes are shifted with respect to each other; also, they differ in their amplitudes (see also the zoom-in view in Fig. 4(b)). In contrast, in the coherent domain the oscillators share the same center of mass and have almost the same amplitude (big cycle similar to the limit cycle of the single oscillator in Fig. 1). An interesting observation can be made from Fig. 3(a): the coupled system shows isolated overlapping vertical trajectories at $V = 0$. This is due to the fact that in the incoherent domain of amplitude chimeras some nodes exhibit a time-independent value $V_i = 0$, however, at those nodes the variable $H_i$ shows small amplitude oscillations. This is intuitive, because coupling is applied to the $H$ variable that permits the dispersion of herbivores ($H$) even in the nodes where $V$ reaches the zero steady state, which results in a non-zero oscillation of $H$. Figures 3(c) and 3(d) show phase portraits for the chimera death state of Figs. 2(c) and the multicluster oscillation death of Fig. 4(c), respectively. Here, Fig. 3(c) shows two steady states, whereas Fig. 3(d), for near-local coupling, shows two spread-out branches of steady states, as expected for near-local coupling range, see the analytical and numerical results obtained for multicluster oscillation death in [24].

Figure 4 also suggests the underlying mechanism for the occurrence of chimera patterns in the considered network. From Fig. 4(a) and 4(b) one can observe the coexistence of several steady states and limit cycles of different amplitude (and center of mass), which clearly indicates the presence of multistability in the network.

In the presence of coupling, multistability arises because the dynamical equation of each node is modified by a different coupling term depending upon the configuration of all other nodes, i.e., now every node locally adopts one of these possible states. This is the origin of chimera states in our present network [7,8]. Note that the individual oscillators never become chaotic, rather, they remain periodic (and in a few nodes they even are in a state with $V = 0$). Thus, in the incoherent domain all the oscillators are temporally periodic but spatially chaotic.

Further, the occurrence of steady states with $V = 0$ in the incoherent region has a broad ecological significance. Since there is no dispersal among the vegetation ($V$) in different patches [see Eq. (1)], thus, once they become extinct in a certain patch (or node) they remain so. Moreover, the carrying capacity ($K$) determines the maximum population density that an ecosystem can support. Hence, the maximum vegetation density that each patch can have is restricted by the value of $K$. Here in each patch the herbivore ($H$) survives by consuming vegetation ($V$). However, in an ecological network, herbivores may move from one patch to another. In that case, as each patch has limited vegetation density (i.e., $V_{\max} = K = 0.5$), in some of the patches vegetation $V$ is unable to survive (i.e., $V = 0$) due to overexploitation by the herbivores. Interestingly, we note that in the nodes...
where vegetation $V = 0$, herbivore $H \neq 0$ [see Fig. 1(a)]: This is physically intuitive because dispersal occurs only in $H$. Therefore, even if $V$ in a certain patch becomes extinct, herbivores of that patch can harvest resources from the other patches present in the network and re-colonize themselves in order to avoid local extinction. But, due to the finite coupling range (determined by $s$) they only manage to get resources from a limited number of patches which makes their oscillation amplitude small [see Fig. 2(a)]. For stronger coupling strength and larger coupling range (i.e., smaller $s$), dispersal through non-local coupling is sufficient to impose the chimera death state, i.e., both $V$ and $H$ reach stable steady states.

In order to provide a quantitative measure for the occurrence of amplitude chimeras we use the center of mass of each oscillator defined as in Eq. (3):

$$x_{c.m} = \frac{1}{T} \int_0^T x_i \, dt,$$

where $x_i = V_i$ or $H_i$ of the $i$-th node. $T$ is taken sufficiently large: we use more than one thousand oscillation periods excluding the transients. The coordinate $x_{c.m}$. 

---

**Fig. 4.** (Color online) (a) Phase portraits (in the $V - H$ plane) showing the amplitude chimera of Fig. 2(a). Note the shifted center of mass of the limit cycles of the incoherent domain. The vertical trajectories at $V = 0$ show that in the nodes where $V$ attains a zero quasi-steady state, $H$ shows small amplitude oscillations. The red full square represents the nontrivial unstable fixed point of an isolated oscillator (given by Eq. 2). (b) Blow-up of the region marked by a green box in panel (a). (c)-(d) Phase portraits corresponding to the chimera death shown in Figs. 3(c) and multicluster oscillation death state of Fig. 3(c), respectively. Different symbols correspond to different nodes. Other parameters are the same as in Fig. 1.

**Fig. 5.** (Color online) (a),(b) Center of mass $V_{c.m.}$ (Eq. 5) and (c),(d) mean phase velocity ($\omega$). Panels (a),(c) correspond to amplitude chimeras of Fig. 2(a), and panels (b),(d) correspond to amplitude chimeras of Fig. 2(b). Other parameters as in Fig. 1.

**Fig. 6.** (Color online) Phase diagram of different regimes in the $(s, \sigma)$ plane. CSOD: chimera-like synchronized oscillation and stable zero steady state (death); SYNC: Global in-phase synchronized oscillation; CD/MOD: Chimera death/multicluster oscillation death; AC: Amplitude chimera. The symbols ◦ indicate the coupling parameter values used in Figs. 2(a)-(c). The symbols □ correspond to Figs. 3(a)-(c). Other parameters as in Fig. 1.
actually measures the shift of a limit cycle away from the unstable fixed point from which the limit cycle has emerged (for an isolated oscillator it is the nontrivial fixed point of Eq. 2). Figures 9(a) and (b) show the plot of $V_{c.m.}$ of the amplitude chimera states of Fig. 2(a) and Fig. 3(b), respectively. Note that in the incoherent domains the centers of mass of the nodes show a random sequence of zero and a large positive value, whereas in the coherent domains the centers of mass exhibit a smooth profile. This spatial profile of the center of mass of oscillations is a strong characteristic of amplitude chimeras. Thus, the right columns of Fig. 2(a) and Fig. 3(b) together with Fig. 5 suggest the occurrence of amplitude chimera states.

In Ref. [7], pure amplitude chimeras were reported for a ring of sinusoidal Stuart-Landau oscillators, where all the oscillators have the same mean phase velocity. In contrast, in the present case we consider a model for strongly non-sinusoidal oscillators far from the Hopf bifurcation. Thus, it is interesting to investigate whether coherence-incoherence patterns like chimeras affect also the phase dynamics. To check this we compute the mean phase velocity $\omega_i$ of each node defined as in [6], $\omega_i = 2\pi M_i / \Delta T$, where $M_i$ is the number of oscillations during the time $\Delta T$. For our present case we use $\Delta T = 10000$, and remarkably find that the mean phase velocities of all nodes are equal [Figs. 3(c), (d)]: This proves that despite the strong nonlinearity and operating point far from the Hopf bifurcation, the pure amplitude chimera is a robust and distinct chimera state: The phase part, indeed, does not play any role in amplitude chimera patterns. In Figs. 3(c) and (d), some nodes show zero mean phase velocity; those nodes actually correspond to those trajectories [vertical at $V = 0$ in Fig. 4(a)] where the variable $V_i$ does not oscillate, but the variable $H_i$ does; indeed, for the $H_i$ variables we find a completely flat mean phase velocity profile (not shown here).

To explore the complete spatiotemporal dynamics of the system due to the interplay of $s$ and $\sigma$ we compute the phase diagram of regimes in the $(s, \sigma)$ parameter space [see Fig. 4]. From the phase diagram it can be noticed that the choice of $s$ gives rise to three distinct transitions. For large $s$ (e.g., $s = 7$, i.e., nonlocal with small coupling range) we observe transitions from the synchronized oscillation (SYNC) via amplitude chimera to multicenter oscillation death (MOD) with increasing coupling strength $\sigma$ (empty squares). In case of moderate $s$ (e.g., $0.5 \lesssim s \lesssim 3$) transitions from SYNC to chimera death (CD) occur via the CSOD state. In the regime of low $s$ (i.e., near-global coupling) we observe a direct transition from SYNC to CD. Thus, it is significant that $s$ controls the overall dynamical structure of the phase diagram, and a proper choice of $s$ induces specific chimera scenarios and coherence-incoherence transitions.

In the context of amplitude chimeras, it is important to note that, in the previous studies [1, 3, 52, 53], nonlocal coupling with a rectangular kernel has been used. In those studies it was observed that, with the variation of coupling range, which determines the degree of nonlocality, a near-local (but nonlocal) coupling supports amplitude chimeras, and as the coupling range increases chimera death emerges for most of the coupling range. In our present case, we vary the effective coupling range by controlling the power-law exponent ($s$): $s \to 0$ indicates global coupling and $s \to \infty$ means local coupling. Our results suggest that (Fig. 4) we obtain amplitude chimeras for $s \gtrsim 3$. Thus, for the distance-dependent power-law coupling, the regime of amplitude chimera becomes very broad in comparison with that for the rectangular kernel. However, for larger coupling strength ($\sigma$) one finds chimera death or multicenter oscillation death in a very broad zone of the parameter space (Fig. 4).

IV. CONCLUSION

In this paper we have reported the occurrence of chimera patterns and associated coherence-incoherence scenarios, which are mediated by a long range interaction controlled by distance-dependent power-law scaling. Using a realistic ecological network we have shown that the variation of the power-law exponent associated with the coupling induces transitions between spatial synchrony, amplitude chimeras, and various chimera patterns like chimera death and chimeralike coexistence of synchronized oscillation and death. As the result of the interplay of coupling strength and the power law, various spatiotemporal states emerge, and we have mapped out the different regimes in the parameter space. In general, ecological networks are complex dynamical systems which are self-organized and describe species diversity, trophic (e.g., food consumption) and nontrophic (e.g., facilitation) interactions between different species and nutrients or individuals via dispersal in an ecosystem. Moreover, species dispersal generates not only species persistence, but it also creates different types of spatio-temporal patterns, which may be associated with species invasion, colonization, or extinction in ecosystems (e.g., food webs). In Ref. [62] it has been predicted that species invasion attempts can be capable of breaking the synchrony in coupled ecological networks and may produce chimera states. Our results actually support that prediction, and we are able to demonstrate the existence of various chimera patterns in an ecological network using a realistic coupling scheme.

Note that the power-law exponent associated with the coupling actually controls the overall organization of different spatiotemporal states and their mutual transitions. Thus, these results may also have applications in man-made engineering systems where by tuning the power-law exponent one can induce (or control) chimera patterns. As the long range interaction given by power-law scaling is very common in physics and biology, we believe that this study can be extended to other real world physical and biological systems that will enrich our understanding of chimera states.
FIG. 7. (Color online) Network of Stuart-Landau oscillators, coupling strength $\sigma = 40$ ($\omega = 2$): Spatiotemporal plots of (a) Amplitude chimera at $s = 3$, (b) in-phase synchronized state at $s = 2$ and (c) chimera death at $s = 1$. Snapshots of (d) amplitude chimera ($s = 3$), (e) in-phase synchronized state ($s = 2$) and (f) chimera death ($s = 1$) [red (gray) lines are a guide to the eye]. Phase portraits (g) of the amplitude chimera ($s = 3$) and (h) chimera death ($s = 1$).
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Appendix A: Network of Stuart-Landau oscillators

To establish the generality of our power-law coupling scheme in inducing amplitude chimeras and other chimera patterns, like chimera death, we consider a network of Stuart–Landau (SL) oscillators, which is a generic model of nonlinear oscillators near a supercritical Hopf bifurcation. The coupled system is given by

$$z_j = (1 + i\omega - |z_j|^2)z_j + \sigma \left( \frac{1}{\eta(s)} \sum_{p=1}^{P} \text{Re}(z_{j-p}) + \text{Re}(z_{j+p}) - \text{Re}(z_j) \right).$$

Here $j = 1 \cdots N$ ($j$ is taken as modulo $N$); $z_j = x_j + iy_j$. The uncoupled oscillators have unit amplitude and an eigenfrequency $\omega$. Other parameters are as in Eq. (A1). An individual SL oscillator has continuous rotational symmetry that is broken by the real-part coupling: This symmetry breaking is responsible for the appearance of chimera and chimera death \cite{7}. Note that here also nonlocal coupling is realized in a broad range of the power-law exponent $s$: $0 < s < \infty$. It has been shown by Zakharova et al. \cite{2} that a network of SL oscillators under nonlocal coupling exhibits amplitude chimera, in-phase synchronized states, and chimera death with proper choices of coupling range ($P$) and coupling strength ($\sigma$). Here we show that under the distance-dependent power-law coupling we can induce those states by choosing suitable values of $s$ and $\sigma$ while keeping $P$ fixed.

We consider $N = 201$ identical SL oscillators with $\omega = 2$. As before we take $P = \frac{(N-1)}{2}$, i.e., here $P = 100$. We integrate Eq. (A1) using the fourth-order Runge-Kutta algorithm (step size=0.01). Spatiotemporal dynamics of the network for different $s$ with $\sigma = 40$ are shown in Fig. 7 (a-c), and the corresponding snapshots are shown in Fig. 7(d-f). For $s = 3$ we observe amplitude chimeras [spatiotemporal plot in Fig. 7(a) and snapshot in Fig. 7(d)]; here, the incoherent domain shows a spatially random variation in amplitude (for a detailed discussion on the properties of amplitude chimeras in SL oscillators, like their transient nature, finite size effect, effect of noise, etc. see Refs. \cite{59–61}). It is noteworthy that all the oscillators have the same phase velocity but in the incoherent domain they have disparate amplitude and center of mass. This can be seen from the phase portrait shown in Fig. 7(g). A decrease in $s$ results in an in-phase synchronized state, which is shown in Fig. 7(b) [spatiotemporal plot] and Fig. 7(c) [snapshot] for $s = 2$. The chimera death pattern is observed at a relatively low $s$, i.e., in the limit of near-global coupling. Figure 7(c) shows the spatiotemporal dynamics of the chimera death pattern for $s = 1$. The corresponding snapshot and phase portrait are shown in Fig. 7(f) and 7(h), respectively. Therefore, we conclude that as we decrease $s$ from a higher value, we observe a transition from amplitude chimera to chimera death via an in-phase synchronized state.
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