Uncertainty quantification of microstructure variability and mechanical behaviour of additively manufactured lattice structures
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Abstract

Process-induced defects are the leading cause of discrepancies between as-designed and as-manufactured additive manufacturing (AM) product behavior. Especially for metal lattices, the variations in the printed geometry cannot be neglected. Therefore, the evaluation of the influence of microstructural variability on their mechanical behavior is crucial for the quality assessment of the produced structures. Commonly, the as-manufactured geometry can be obtained by computed tomography (CT). However, to incorporate all process-induced defects into the numerical analysis is often computationally demanding. Thus, commonly this task is limited to a predefined set of considered variations, such as strut size or strut diameter. In this work, a CT-based binary random field is proposed to generate statistically equivalent geometries of periodic metal lattices. The proposed random field model in combination with the Finite Cell Method (FCM), an immersed boundary method, allows to efficiently evaluate the influence of the underlying microstructure on the variability of the mechanical behavior of AM products. Numerical analysis of two lattices manufactured at different scales shows an excellent agreement with experimental data. Furthermore, it provides a unique insight into the effects of the process on the occurring geometrical variations and final mechanical behavior.
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1. Introduction

Lattice structures are generating considerable interest due to their lightweight and superior mechanical, acoustic or dielectric properties [4, 10, 18]. However, their production by traditional manufacturing methods is rather limited to specific architectures [51]. Recent advances in Additive Manufacturing (AM) allow to fully exploit the potential of possible lattice designs [43, 61]. The lattice microstructures can now be produced at very small scales. Especially, metal lattice structures receive much attention due to their applicability in biomedical [1, 2, 47], aerospace [24, 46] or automotive industry [6].

Additively manufactured lattices often exhibit geometrical deviations with respect to their nominal geometries [3, 13, 40, 55]. Such imperfections in the geometry of as-manufactured lattices lead to strong deviations from the designed mechanical behavior [12, 37, 40]. This has motivated a number of experimental investigations aiming at evaluating the mechanical properties of AM final parts [22, 50, 58]. Since the defects are rather specific for different designs, materials, and process parameters, a strong interest in the incorporation of as-manufactured geometries into the numerical analysis has emerged. Several research works have indicated that this is essential for an accurate prediction of the lattice behavior [15, 21, 34, 37, 39]. Yet, this task is not trivial and leads to high computational costs. The first challenge is to obtain the as-manufactured geometry. Commonly, this is achieved through computed tomography (CT) [17, 59]. It provides comprehensive information about the internal geometrical structure and allows to account for multiple process-induced defects depending on the scan resolution. The second challenge is to make such a non-standard geometrical model suitable for the mechanical analysis. When CT geometries are used, the geometry reconstruction and mesh generation can be highly demanding and sometimes close to impossible for the whole object. Furthermore, small geometrical features present in the lattices require a high CT resolution to obtain a reliable geometrical approximation leading to large data sets. Despite such computational demands the CT-based numerical analysis is widely used to predict the mechanical behavior of imperfect lattices [12, 21, 50, 56].

While such predictive evaluations of the as-manufactured geometries capture the observed experimental behavior quite accurately, they do not evaluate the effects of the geometrical variability introduced by the AM process. This, however, is an important research question to improve the quality of the AM products and predict the possible variability of the obtained mechanical characteristics. Furthermore, performing CT scans on large amount of samples is practically infeasible. Hence, an alternative approach to perform uncertainty quantification of geometrical variability on the mechanical response of the structures is required. At present, the most common approach to perform such characterization is to use statistical models. To this end, a set of considered defects, such as, e.g., strut waviness, diameter, or a cross-sectional shape change, is usually defined. Then, a statistical model is developed based on their occurrence in the acquired CT or optical microscopy images. Finally, these process-induced defects are incorporated into the CAD model. The challenging task is then to generate corresponding random geometrical structures to estimate the effects of the induced variations on the mechanical response.

A group of methods performs numerical analysis using beam elements, where such defects as strut diameter or strut center axis deviations can be easily incorporated. Campoli et al. [7] accounted for the uncertainty on the strut diameter into the beam elements using the Gaussian distribution and concluded that their integration in a numerical analysis can significantly improve the accuracy of predicted linear elastic mechanical properties. Liu et al. [37] modeled both the strut waviness and
thickness via a continuous generic probability density function and studied the mechanical behavior under compression. Similar statistical models have been applied to estimate the energy absorption variations caused by the strut waviness and diameter variations [8, 34].

A second category of methods aims to simulate the effects of geometrical uncertainties using 3D solid elements. This approach allows to further extend the range of possible defects and include, e.g., internal porosity of the struts. However, such approaches challenge the modeling procedure of imperfect CAD geometries. Karamooz Ravari et al. [27] proposed a generation of a spline curve describing the strut diameter variation. The method was extended to incorporate the defects as a union of spheres in the direction of the struts allowing for strut waviness and spherical pores within the strut volumes [20]. Lozanovski et al. [39] proposed a statistical model to incorporate the change in the cross-sectional shape using solid loft techniques for the generation of elliptical cross-sections.

In light of the above literature review, existing research has focused on the incorporation of the geometrical imperfections into a CAD model for facilitating the subsequent numerical analysis. A flexible description of all occurring geometrical and topological variations can be rather challenging within this approach. Thus, the main novelty of the present contribution is to provide a CT-based approach to incorporate process-induced defects in lattice structures into an uncertainty analysis of the final product’s mechanical behavior. The presented method does not require an ideal CAD model of the considered lattice and is easy to incorporate in an image-to-material-characterization workflow [30, 31]. It employs a non-homogeneous binary random field model to efficiently generate three-dimensional CT-based statistically equivalent realizations of the underlying lattices without limitations on the occurring type of geometrical imperfections.

Binary random field models are extensively used for the simulation of random two-phase media (e.g., [20, 29, 32, 49]). Such random fields are typically constructed by a level-cut of an underlying Gaussian random field. Most existing studies employ a homogeneous threshold level, which is suitable for representing materials with random porous microstructure (e.g., [20, 25, 29, 44]). In our study, we aim at modeling random process-induced defects in periodic AM lattice structures. Hence, the periodic pattern of the underlying microstructure needs to be retained. We achieve this through introducing a non-homogeneous cut-off level.

We note that an alternative equivalent approach for defining the non-homogeneous binary random field is to apply a homogeneous cut-off level to a Gaussian random field with non-homogeneous mean value (e.g., [9, 14]). In [14], the parameters of the model are learned by application of a sampling-based Bayesian approach. Such an approach is computationally challenging for large-scale models such as the AM lattice structures studied in this paper. Therefore, we identify the parameters of the proposed binary random field model based on matching sample estimates of its first and second moment functions obtained from the CT images of sample structures.

As the output of the proposed model are generated statistically equivalent CT images, the Finite Cell Method, an immersed boundary method [16], is used to evaluate the mechanical properties in a computationally efficient and fully automatic way. Due to the large scale separation in the considered images, the binary random field has to be parameterized in terms of a large number of input random variables. Thus, we resort to Monte Carlo-based uncertainty quantification, whose efficiency does not depend on the dimension of the input random variable space. To reduce the computational costs, we employ a multilevel Monte Carlo approach [11, 33] for efficient evaluation of the effect of the random microstructure on the mechanical properties of the final parts.

The paper begins by introducing a non-homogeneous random field model used to reproduce a lattice geometry in section 2. Section 3 shows how a given CT image can be used to identify the design parameters of the random field model to obtain geometrical realizations, which are statistically similar to the original lattice geometry. Having identified these model parameters, an efficient technique to generate statistically similar lattice structures is outlined in section 4. These artificially generated models are then used to evaluate the first two moments of the considered quantity of interest. A multilevel Monte Carlo method is applied for these computations, which is described in section 5. In section 6, the proposed workflow is applied to square and octet-truss lattice structures manufactured with laser powder bed fusion. Finally, in section 7 we draw the main conclusion before an outlook is presented.
2. Binary random field model for geometrical description of periodic structures

Computed tomographic images of additively manufactured products provide an unique opportunity to obtain an as-manufactured representation of the microstructure. To simplify these images for the numerical analysis, segmentation is traditionally performed to locate the object boundaries. The focus of this work is metal lattices. In this case, the final segmented CT images consist only of values 0 and 1, with 1 indicating metal and 0 indicating void. Representative slices of two lattice structures are shown in Fig. 1.

![Fig. 1. 2D slices of the segmented CT scans of AM periodic lattice structures (white pixels represent material and black pixels represent void).](image)

A natural choice to describe such geometrical models is through a binary random field model. A binary random field \( Y(x) \) represents an infinite collection of binary random variables, i.e., variables taking outcomes in \{0, 1\}, indexed by a spatial coordinate \( x \in \Omega \), where \( \Omega \subset \mathbb{R}^p \) denotes a spatial domain \([54]\). This model is then used to generate realizations, i.e., artificial geometries which are statistically similar to a physical structure recorded through CT images. The properties of the random field model should be such that the generated realizations retain certain important geometrical features while their remaining characteristics are varying. In particular, the lattices considered in this work are periodic as depicted in Fig. 1. Thus, the proposed model should preserve a general repetitive periodic cell structure, while the individual small features within a cell, e.g., surface roughness, internal porosity, strut sizes, should vary.

A common way to formulate the binary random field is to define a parent (or latent) underlying continuous random field, which is clipped in the consequent step with the pre-defined threshold \( d \). The parent field is assumed to be a real-valued homogeneous Gaussian random field \( U(x) \) with zero mean value \( \mu_U = 0 \), unit standard deviation \( \sigma_U = 1 \), and auto-correlation function \( \rho_{UU}(x_1, x_2) \). Commonly, the cut-off level \( d \) is assumed to be homogeneous, i.e., constant with respect to the spatial coordinate (see, e.g., \([29, 32, 33, 43, 54]\)). However, the use of homogeneous threshold would lead to a random porous geometrical model. The generation of periodic structures as shown in Fig. 1 would not be possible. Thus, in this work, we choose the threshold to vary with respect to the spatial location, i.e., \( d(x) \), which allows us to control the overall periodic structure of the lattices. Hence, the binary random field \( Y(x) \) can be expressed in terms of the Gaussian field \( U(x) \) as

\[
Y(x) = \begin{cases} 
0 & \text{for } U(x) \in (-\infty, d(x)) \\
1 & \text{for } U(x) \in [d(x), \infty) 
\end{cases}
\]  

(1)

where \( d(x) \) is the truncation threshold depending on the spatial location. As the Gaussian random field \( U(x) \) has zero mean and unit variance, \( U(x) \) is completely characterized by its auto-correlation function \( \rho_{UU}(x_1, x_2) = E[U(x_1)U(x_2)] \). Hence, the binary random field \( Y(x) \) is defined by the threshold function \( d(x) \) and the function \( \rho_{UU}(x_1, x_2) \). These functions should be identified such that the generated geometrical models attain a similar lattice structure. A graphical illustration of the
The proposed model is given in Fig. 2. The figure shows the process of generation of a random realization from the binary random field $Y(x)$ for a single unit cell of lattice structure. Given the function $\rho_{UU}(x_1, x_2)$, realizations from the Gaussian field $U(x)$ can be generated, which can be transformed to realizations of the field $Y(x)$ based on the threshold function $d(x)$. The parameters $l$ and $\nu$ shown in Fig. 2 are parameters of the function $\rho_{UU}(x_1, x_2)$, which will be discussed in detail further below.

The design parameter space of the binary random field model, including the threshold level $d(x)$ and the auto-correlation function $\rho_{UU}(x_1, x_2)$, can be identified based on matching sample estimates of the first and second moment functions of $Y(x)$ obtained from the CT images of sample structures. In the following, we provide expressions for these functions in terms of the model parameters. We remark that for the case of a homogeneous threshold, expressions for the second moment function of the binary field as a function of $\rho_{UU}(x_1, x_2)$ and the (homogeneous) threshold $d$ are given, e.g., in [28, 36, 44, 53].

**Fig. 2.** Graphical illustration of the proposed non-homogeneous binary random field model and the process of generation of a random realization from the model (in dark red: $-\infty$ values, light blue: $\infty$ values). Lower left: one realization of the Gaussian random field $U(x)$; lower middle: threshold function $d(x)$ acquired from CT image of a sample; lower right: one realization of a binary random field $Y(x)$.

The marginal probability mass function (PMF) of $Y(x)$ is

$$p_Y(y, x) = \begin{cases} \Phi(d(x)) & \text{for } y = 0 \\ 1 - \Phi(d(x)) & \text{for } y = 1 \end{cases}$$

(2)

where $\Phi(\cdot)$ is the standard normal cumulative distribution function (CDF). Hence, the mean of $Y(x)$ is given as follows:

$$\mu_Y(x) = 1 - \Phi(d(x))$$

(3)

and the variance function is:

$$\sigma^2_Y(x) = [1 - \Phi(d(x))] \Phi(d(x))$$

(4)

The covariance of the binary random field with spatially varying thresholds can be written as

$$\Gamma_{YY}(x_1, x_2) = \int_0^{\rho_{UU}(x_1, x_2)} \frac{1}{2\pi \sqrt{1 - z^2}} \exp \left[ -\frac{d(x_1)^2 + d(x_2)^2 - 2d(x_1)d(x_2)z}{2(1 - z^2)} \right] dz$$

(5)

A full derivation of this result can be found in appendix A. The auto-correlation function of $Y(x)$ is...
then obtained as:

\[ R_{YY}(x_1, x_2) = \frac{\Gamma_{YY}(x_1, x_2)}{\sigma_Y(x_1)\sigma_Y(x_2)} \]  

(6)

with \( \sigma_Y(x) \) as defined in Eq. (4).

The functions \( d(x) \) and \( \rho_{UU}(x_1, x_2) \), which define the binary field \( Y(x) \), can be estimated by comparing samples estimates of the mean and auto-covariance functions of \( Y(x) \) with the expressions in Eq. (3) and (5). Such estimates can be obtained based on CT images of manufactured AM products. Before describing this identification procedure, we further simplify the modeling process by introducing a parametric correlation model for the function \( \rho_{UU}(x_1, x_2) \), based on the Matérn model. The one-dimensional Matérn correlation model reads [23]:

\[ \rho_M(x_1, x_2) = \frac{2^{1-\nu}}{\Gamma(\nu)} \left( \frac{\sqrt{2\nu \Delta x}}{l} \right)^\nu K_\nu \left( \frac{\sqrt{2\nu \Delta x}}{l} \right) \]  

(7)

where \( \Delta x = |x_1 - x_2| \) indicates the spatial lag, \( l \) is the correlation length parameter, \( \nu \) is a non-negative smoothness parameter, \( \Gamma(\cdot) \) is the gamma function, and \( K_\nu(\cdot) \) is the modified Bessel function of the second kind. The design space for the one-dimensional Matérn correlation model includes two parameters, namely the correlation length \( l \) and smoothness parameter \( \nu \). The smoothness parameter provides great flexibility to describe spatial correlations. When \( \nu \) tends to zero, the spatial variation is rather rough, while large values of \( \nu \) lead to a smooth spatial process. Furthermore, it combines a wide range of other parametric correlation models. For example, for \( \nu = 0.5 \) the exponential model is recovered, while for \( \nu \to \infty \) the Gaussian correlation kernel is obtained.

We introduce the separability assumption on the correlation function, which, as discussed in section 4, simplifies the generation of the random field \( U(x) \). The product family of the correlation kernels can be formulated as follows [45]:

\[ \rho_{UU}(x_1, x_2) = \rho_M(x_1, x_2) \rho_M(y_1, y_2) \rho_M(z_1, z_2) \]  

(8)

Thus, the design space for the binary model in Eq. (1) with Eq. (7) and (8) consists of the following set of parameters: the threshold function \( d(x) \), the correlation length vector \( l = (l_x, l_y, l_z) \) and the smoothness vector \( \nu = (\nu_x, \nu_y, \nu_z) \) as depicted in Fig. 2. Given CT scans of the produced lattice structures, these parameters can be determined directly from the segmented images. The procedure for the parameter identification will be described in the following section.

3. CT-based model parameter identification

We want to select the design parameters \( d(x), l, \) and \( \nu \) of the proposed random binary field model that lead to geometric models that are statistically similar to the structures depicted in Fig. 1. Thus, we establish a procedure to identify these parameters such that the overall macroscopic periodic structure, together with the process-induced defects, are retained by the model in a statistical sense. The available CT images of already produced lattices serve as a basis to learn these features because they contain all necessary data to proceed with the model generation.

First, we describe how the threshold \( d(x) \) can be identified from available CT images. As mentioned in section 2, this function primarily controls a general macroscopic shape of the structure. As an example, if the threshold level \( d(x) = \text{const} \), it regulates a macroscopic volume fraction of the voids or inclusions in the generated geometry. In contrast, when it is dependent on the spatial coordinate, structure-specific information can be incorporated. In the considered case, we aim at retaining the periodicity of the lattice cells. Thus, the threshold level can be identified by taking advantage of the repetition of the unit cells.

We introduce a local unit cell with the attached local coordinate system \( x' = (x', y', z') \). This is shown in Step 1 of Fig. 3 on a two-dimensional slice. The size of this cell depends on the design geometry of the structure. The mapping between the local and the global coordinate system is defined inherently due to the existing periodicity. Then, we exploit the underlying voxel structure
of the CT scan (Step 2 in Fig. 3). In particular, as the segmented values are constant within one voxel, the threshold \( d(x) \) becomes piece-wise constant. It can be evaluated at a discrete set of local coordinates \( X^l = [x_1^l; \ldots; x_n^l] \) located at the center of every voxel (see step 2 in Fig. 3).

Then, as the CT image consists of many local unit cells \( N_{\text{cells}} \), all of them can be collected in a pool of realizations of the binary random field defined at the voxels of the local cells \( \{y_i^l(X^l), i = 1, \ldots, N_{\text{cells}}\} \). In this way, the mean function of \( Y \) at the discrete grid points \( X^l \) in the local coordinate system can be estimated as follows (step 3 in Fig. 3):

\[
\hat{\mu}_Y(X^l) = \frac{1}{N_{\text{cells}}} \sum_{i=1}^{N_{\text{cells}}} y_i^l(X^l) \tag{9}
\]

Note that the computed mean values coincide with the estimates of the probabilities \( \Pr(Y(X^l) = 1) \). In particular, the black voxels in step 3 in Fig. 3 indicate that there is always a void at these locations in all periodic cells. By contrast, the white-coloured voxels are always filled with the material in the whole structure. This grey value distribution is considered representative of the AM process for the considered lattice structure itself.

The global mean values \( \hat{\mu}_Y(X) \), are then obtained through performing the inverse mapping of the
local coordinate system to the global one (step 4 in Fig. 3). Using Eq. (3), the thresholds \( d(x) \) then are piece-wise constant with the values evaluated at the set of coordinates \( X \) as follows:

\[
d(\mathbf{X}) = \Phi^{-1}(1 - \hat{\mu}_Y(\mathbf{X}))
\]

where \( \Phi^{-1} \) is the inverse of the standard normal CDF.

Second, a correlation structure similar to the one occurring in the manufactured lattice should be identified. The correlation parameters \( (l, \nu) \) control an overall smoothness of the lattice grid. For example, the combination of a large correlation length with large smoothness values would lead to a smooth surface, while low values would be associated with rough lattice surfaces. Following Eq. (5), the correlation kernel is assumed to be separable. Thus, the correlation fit can be performed separately in every spatial direction. In the following, we explain the procedure only for spatial direction \( x \), where the design parameters to be determined are \((l_x, \nu_x)\). The other directions are fitted analogously.

The auto-covariance of the binary random field can be estimated from the CT image for each local coordinate pair \((x^i, x^j)\) having a certain spatial lag \(|x^i - x^j| = (\Delta x_{ij}), 0, 0)\). The spatial lag in \( x \) direction, \( \Delta x_{ij} \), can attain the minimum value of one voxel and runs until the width of the local unit cell. Since the threshold values are repeated in each unit cell, an estimate of the covariance for a given lag \( \Delta x_{ij} \) is obtained as follows:

\[
\hat{\Gamma}_{YY}(x^i, x^j) = \frac{1}{N_{cells}} \sum_{k=1}^{N_{cells}} (y^k(x^i) - \hat{\mu}_Y(x^i))(y^k(x^j) - \hat{\mu}_Y(x^j))
\]

The auto-covariance of the binary random field is stored as a vector depending on the spatial lag \( \Delta x_{ij} \) together with the corresponding threshold values \( \hat{d}(x^i) \) and \( \hat{d}(x^j) \). For a certain spatial lag \( \Delta x_{ij} \), there is a total of \((n_x - n_{lags})n_y n_z\) covariance entries with \(n_x, n_y, n_z\) being the number of voxels in every spatial direction within one unit cell and \(n_{lags}\) being the total number of considered lags (see Step 2 in Fig. 3). The problem can be further reduced by only considering the points with intermediate probability values larger than zero and smaller than one. For voxels with probability zero or one, correlation is not defined. This filtering interval is further enlarged to remove the extreme data sets, i.e., the sets for which \( \hat{\mu}_Y(x^i) < 0.1 \) and \( \hat{\mu}_Y(x^j) > 0.9 \).

Assume, that the covariance data after filtering the extreme data sets has the total size \( N_{data} \). Hence, the collected data set consists of the estimated covariance of the binary field \( \hat{\Gamma}_{YY}(x^i_{1m}, x^j_{2m}) \) at the respective pair of spatial coordinates \((x^i_{1m}, x^j_{2m})\) with \(m = 1, \ldots, N_{data}\). The set is fitted to the considered analytical Matérn model by inserting Eq. (7) into Eq. (8) and then plugging into Eq. (5).

The optimization problem is then formulated as a standard least-square minimization:

\[
\min \left( S^2(l_x, \nu_x) \right) = \min \left( \sum_{m=1}^{N_{data}} r_m^2(l_x, \nu_x) \right) = \min \left( \sum_{m=1}^{N_{data}} \left( \hat{\Gamma}_{YY}(x^i_{1m}, x^j_{2m}) - \Gamma_{YY}(x^i_{1m}, x^j_{2m}) \right)^2 \right)
\]

where \( S \) indicates the total formulated residual, \( \hat{\Gamma}_{YY}(x^i_{1m}, x^j_{2m}) \) is the estimated covariance of the observed binary random field according to Eq. (11), and \( \Gamma_{YY}(x^i_{1m}, x^j_{2m}) \) is the chosen model correlation computed by combining Eq. (7) with Eq. (8) and plugging in to Eq. (5).

4. Efficient random field simulation for large data sets

To analyze the impact of the random microstructure on the output quantities of interest, realizations of the binary random field as in Eq. (1) need to be generated. The latter requires the simulation of the underlying standard Gaussian random field \( U(x) \). This can be done by a number of methods – a comprehensive review is given in [38]. Unlike methods based on approximate representations of the random field (e.g., Fourier representations [48], Karhunen-Loève expansion [39]), the Cholesky decomposition method generates samples from the true random field at a number of spatial loca-
and are vectors where $U$ is the vector of main steps of this method are recapitulated. In contrast to the size of the total correlation matrix $(n_z)^3$ is to be simulated at a number $n$ of spatial points $X = [x_1; \ldots; x_n]$, corresponding to the voxel centers. This requires the simulation of a Gaussian random vector $U$ with zero mean, unit variance and prescribed correlation matrix $R = [\rho_{UU}(x_i, x_j)]_{n \times n}$. The vector $U(x)$ can be decomposed as follows:

$$U = LZ$$

(13)

where $Z$ is the vector of $n$-independent standard normal variables and $L$ is the lower triangular matrix derived from the Cholesky decomposition $R = LL^T$ \[19\]. Since the correlation function is assumed to be separable as in Eq. \[5\], the total correlation matrix $R$ can be written as a Kronecker product of correlation matrices corresponding to 1D correlation functions:

$$R = R_x \otimes R_y \otimes R_z$$

(14)

where $\otimes$ is the Kronecker product, $R_x = [\rho_x(x_i, x_j)]_{n_x \times n_x}$, $R_y = [\rho_y(y_i, y_j)]_{n_y \times n_y}$, $R_z = [\rho_z(z_i, z_j)]_{n_z \times n_z}$ and $x_i = [x_i, y_i, z_i]$. In contrast to the size of the total correlation matrix $R$ of $(n_x n_y n_z)$, the matrices corresponding to the one-dimensional correlation models have a much smaller size of $(n_x \times n_x)$, $(n_y \times n_y)$, and $(n_z \times n_z)$.

Using the mixed-product property of the Kronecker product, the lower triangular matrix $L$ can be written as the Kronecker product of the lower triangular matrices of the Cholesky decompositions corresponding to each one-dimensional model:

$$L = L_x \otimes L_y \otimes L_z$$

(15)

Eq. \[15\] simplifies the computation of the Cholesky decomposition of a large matrix, which is both time-consuming and prone to round-off errors due to the poor conditioning of the covariance matrix \[19\]. Inserting Eq. \[15\] into Eq. \[13\] gives:

$$U = (L_z \otimes L_y \otimes L_x) Z$$

(16)

Eq. \[16\] is still rather expensive, as a large matrix multiplication is involved. However, if matrix-array multiplication is introduced the equation can be written out in its equivalent form as follows \[35\]:

$$U = L_z \times_3 [L_y \times_2 (L_x \times_1 Z)]$$

(17)

where $U$ and $Z$ are vectors $U, Z$ respectively reshaped to the matrices of size $(n_x \times n_y \times n_z)$ and $\times_i$ is the matrix-array multiplication defined in the following generic way:

$$c_{ipq} = \sum_k a_{ijk} b_{kpq} \text{ if } i = 1$$

$$c_{ipjq} = \sum_k a_{ijk} b_{pjk} \text{ if } i = 2$$

$$c_{ipqij} = \sum_k a_{ijk} b_{pjk} \text{ if } i = 3.$$  

(18)

This approach reduces the computational costs of the covariance decomposition to $O(n_x^3 + n_y^3 + n_z^3)$.
and of the random field generation to $O(n_x n_y n_z (n_x + n_y + n_z))$ [30]. Moreover, it avoids evaluation and storage of the full correlation matrix $R$. Hence, it enables generating the large scale Gaussian random fields required in this work. The required computational times will be further addressed in section 6.

5. Multilevel Monte Carlo method for AM product characterization

The deterministic evaluation of the AM product’s mechanical behavior provides an insight into the achieved quality of the final structure. The presented approach enables the evaluation of the variability of the mechanical response subject to geometrical uncertainties in the underlying microstructure. In this work, we focus on the homogenized elastic behavior of AM components; in particular, we assess the variability of the effective Young’s modulus. For a given realization of the binary random field representing the material microstructure, the quantity of interest (QoI or $Q$) can be approximated numerically. In particular, the setup shown in Fig. 4 can be used to characterize a homogenized tensile behavior of the lattices, with $u$ denoting the applied uni-axial displacement. The rigid body modes of this setup are then additionally fixed. Then, the homogenized Young’s Modulus in the applied displacement direction can be computed by dividing the average occurring stress by the applied strain. This problem is usually solved using the Finite Element Method (FEM).

![Fig. 4.: Numerical setup of the tensile experiment on the lattice structure](image)

The effect of microstructural variability on the effective Young’s modulus can be evaluated by application of the Monte Carlo (MC) method. In the crude MC method, the statistical moments of the QoI (e.g., mean and variance) are estimated based on repeated evaluations of the QoI for a number of realizations of the uncertain geometrical input. Due to the large overall size of the considered structures and the small scale of the local geometrical variations, a detailed FEM resolution is typically required to achieve an accurate approximation of the QoI. Thus, the numerical analysis for each realization with standard FEM results in significant manual labour and high computational cost. This is because every change of the underlying geometry would require a new mesh generation to resolve the generated geometry. Furthermore, the realization and the original specimens are CT images that bring an additional level of complexity to the traditional FEM for numerical analysis. In particular, before the mesh for a model can be generated, a complex geometry reconstruction must be run, which results in a large manual involvement.

As an efficient alternative to FEM, we apply the Finite Cell Method, an immersed boundary method, to compute the QoI for a given geometrical model of a lattice. While we omit all details of FCM and refer to the literature (see, e.g., [16, 30, 60]), we summarize its significant advantages. As an immersed boundary method, the FCM embeds the geometric model in a larger, simply shaped domain. This domain can easily be divided into a coordinate aligned numerical grid. Thus, it eliminates any effort for meshing the structure. As many numerical simulations with a varied shape should be performed, the FCM allows performing the MC analysis in a fully automatic way. The true geometry is commonly retained by a specialized integration scheme for elements, which are cut by the physical boundary. As the geometrical models in this work stem from the CT images, we can apply a unique, efficient integration scheme exploiting the underlying voxel structure. Furthermore, our
implementation of this immersed boundary method can successively increase the polynomial degree of shape functions or refine the computational grid locally or globally. Thus, it is easily possible to increase the accuracy (on the cost of computational effort) of a simulation.

However, the computational effort for estimating the statistical moments using a combination of the FCM with the crude MC method still remains high. We can further reduce the necessary computational cost for obtaining accurate moment estimates by employing the multilevel Monte Carlo (MLMC) method. Instead of evaluating a large number of samples with a fixed fine discretization of the QoI, the MLMC method considers a hierarchy of \((L + 1)\) numerical approximation levels. Every subsequent level has a better approximation quality. The levels can be chosen, e.g., such that every subsequent level has a finer mesh or a higher polynomial degree of the element shape functions. MLMC reduces the overall computational cost for a target accuracy of the obtained moment estimates by performing many numerical simulation runs at low approximation levels while decreasing the required runs on every subsequent level. Thus, only a few solves at high levels are necessary.

For the characterization of the variability of the homogenized Young’s Modulus, we consider both the mean value \(\mu_Q = \mathbb{E}[Q]\) and the second central moment, i.e. the variance, \(\mu_2,Q = \mathbb{E}[(Q - \mu_Q)^2] = \text{Var}[Q]\). The MLMC method is well established for estimating the mean value (or other raw moments) of the QoI (e.g \([11, 52]\)). However, the estimation of central moments is not trivial. Recently, MLMC was extended to include the estimation of central moments of the QoI of any order \([33]\). Next we review this method, starting with a summary of the standard MLMC procedure for the mean value estimation.

The MLMC estimator for the mean value \(\mu_Q = \mathbb{E}[Q]\) can be written as follows:

\[
m_{1}^{\text{MLMC}} = \sum_{l=0}^{L} \left( \hat{Q}_{l,N_l,M_l} - \hat{Q}_{l,N_l,M_{l-1}} \right)
\]  

(19)

where

\[
\hat{Q}_{l,N_l,M_l} = \frac{1}{N_l} \sum_{i=1}^{N_l} Q_{i,M_l}
\]

(20)

and \(\hat{Q}_{0,0,M_{-1}} := 0; \ Q_{l,N_l,M_l} = (Q_{i,M_l})_{i=1..N_l}\) is the collection of \(N_l\) independent and identically distributed (i.i.d.) realizations of the quantity of interest \(Q_{M_l}\) at numerical approximation level \(l\) and \(M_l\) is the corresponding number of degrees of freedom at level \(l\). The estimator quantities with the same superscript \(l\) are computed with the same input samples whereas estimators with different superscripts are computed with a different set of i.i.d. input samples.

The accuracy of the estimator in Eq. (19) can be assessed by the mean-square error, which is formulated as:

\[
\text{MSE}(m_{1}^{\text{MLMC}}) = (\mu_{Q,M_L} - \mu_Q)^2 + \sum_{l=0}^{L} \text{Var} \left[ \hat{Q}_{l,N_l,M_l} - \hat{Q}_{l,N_l,M_{l-1}} \right]
\]

(21)

where \(\mu_{Q,M_L}\) denotes the mean of the QoI at the final approximation level \(L\). The first term in Eq. (21) is the bias contribution and evaluates the approximation error at level \(L\), while the second term is the sampling (statistical) error. The bias contribution for the mean value can be approximated as follows:

\[
\left| \mu_{Q,M_L} - \mu_Q \right| \approx \left| \hat{Q}_{l,N_l,M_l} - \hat{Q}_{l,N_l,M_{l-1}} \right|
\]

(22)

The variance terms can be estimated using the available samples through the standard variance estimator.

The number of approximation levels \(L\) and the number of samples at each level \(N_l\) can be determined such that a small mean-square error is achieved with a low computational cost. To approach this problem, an assumption is typically made on the behavior of the bias, variance and computational
cost at each level. In particular, they are assumed to follow relations:

\[
\left| \mu_{Q_{M_l}} - \mu_Q \right| \leq c_\alpha (M_l)^{-\alpha} \\
V_l \leq c_\beta (M_l)^{-\beta} \\
\text{cost}(Q_{M_l}) \leq c_\gamma (M_l)^\gamma
\]

(23)

where \(M_l\) is the number of degrees of freedom for level \(l\), \(V_l := \frac{N_l \text{Var}[\hat{Q}_l^{N_l,M_l} - \hat{Q}_l^{N_l,M_{l-1}}]}{M_l} \), \(\text{cost}(Q_{M_l})\) is the computational cost of evaluating the QoI at level \(l\), and \(c_\alpha, \alpha, c_\beta, \beta, c_\gamma, \gamma\) are the problem-dependent constants. These constants are determined by employing a screening procedure. An initial small number of samples \(N_l\) are evaluated at a few coarse levels \(\bar{L}\). Then, the constants are fit via a least-squares procedure and used to extrapolate the costs and variance at the subsequent levels.

The number of degrees of freedom at the maximum level \(L\), \(M_L\), can be estimated for a prescribed relative tolerance \(\varepsilon_r\) through:

\[
M_L \geq \left( \frac{\varepsilon}{c_\alpha \sqrt{2}} \right)^{-\frac{1}{\alpha}}
\]

(24)

where \(\varepsilon \approx \varepsilon_r \cdot m^{MLMC}\). Then, by solving an optimization problem to minimize the variance of the estimator for a fixed computational cost, the optimal sample size at every level can be estimated as:

\[
N_l \geq \left\lceil \frac{2}{\varepsilon^2} \sqrt{\frac{V_l}{\text{cost}(Q_{M_l})}} \sum_{k=0}^{L} \sqrt{\text{cost}(Q_{M_k}) V_k} \right\rceil
\]

(25)

where the terms \(V_l\) and \(\text{cost}(Q_{M_l})\) can be estimated with Eq. (23).

Having described the standard MLMC procedure for estimating the mean value of the QoI, we now discuss estimation of its central moments. We are particularly interested in estimating the second central moment, i.e., the variance of the QoI, which is a measure of its variability. It is possible to employ the standard MLMC estimator for these cases if we express the central moments in terms of raw moments. However, an approximation of the \(r\)-th central moments through the raw moments can lead to a large sampling error. In [33] an MLMC estimator of central moments is proposed that employs h-statistics. The h-statistics is an unbiased central moment estimator, which provides a minimal variance for the level contributions. This approach allows to evaluate any central moment using closed-form expressions. In this approach, the MLMC estimator for the \(r\)-th central moment (with \(r \geq 2\)) is expressed as follows:

\[
m_r^{MLMC} = \sum_{l=0}^{L} \Delta_l h_r = \sum_{l=0}^{L} \left( h_r(Q_{N_l,M_l}) - h_r(Q_{N_l,M_{l-1}}) \right)
\]

(26)

where \(h_r(Q)\) is the \(r\)-th order h-statistic of \(Q\) and \(h_r(Q_{0,0}^{N_l,M_{l-1}}) := 0\).

The difference of two h-statistics between two consecutive levels for the second central moment is formulated as:

\[
\Delta_l h_r = \frac{N_l S_{1,1}^l - S_{0,1}^l S_{1,0}^l}{(N_l - 1)N_l}
\]

(27)

In Eq. (27) a power sum notation \(S_{a,b}^l\) between the levels is introduced. It can be computed via the sample sum \(X_{N_l}^{l,+}\) and the sample difference \(X_{N_l}^{l,-}\) as follows:

\[
S_{a,b}^l := S_{a,b}(X_{N_l}^{l,+}, X_{N_l}^{l,-}) = \sum_{i=1}^{N_l} (X_{i,N_l}^{l,+})^a (X_{i,N_l}^{l,-})^b
\]

(28)
with

\[
X^+_{N_1} = Q_{N_1,M_1} + Q_{N_1,M_{l-1}}^-
\]
\[
X^-_{N_1} = Q_{N_1,M_1} - Q_{N_1,M_{l-1}}^-
\]

The mean-square error of the MLMC estimator of section 5 can then be formulated:

\[
\text{MSE}(m_{MLMC}^r) = (\mu_{r,Q_{ML}} - \mu_{r,Q})^2 + \sum_{l=0}^{L} \text{Var}[\Delta_l h_r]
\]

(29)

where \(\mu_{r,Q_{ML}}\) is the \(r\)-th central moment of the QoI at level \(L\). The expressions for the bias contribution and the variance terms for central moments of any order \(r\) can be found in [33].

The optimal number of the levels and the required sample number can be determined through a similar screening procedure to the one described above. In particular, Eq. (23) can be used to fit the problem-dependent constants, the only difference being the expressions for the estimation of the bias and the variance terms.

6. Numerical experiments

In this section, the proposed workflow is applied to two additively manufactured lattice structures. The deterministic evaluation and experimental evaluation of the homogenized tensile behavior of both lattices has been examined in [30, 31]. The first example is a square lattice produced using Inconel® 718 powder with a cell size of 600 \(\mu m\) and the designed strut size of 96 \(\mu m\). The second example is an octet-truss structure with a considerably larger cell size of 4 mm. The material of this specimen is stainless steel SS316L-0407. The acquired CT images of the lattices provide the basis for the application of the proposed workflow. The parameter fitting and generation of statistically equivalent CT images are performed on a standard workstation with \(i7-6500U\) CPU and 16 GB of RAM. The numerical simulations of mechanical behavior of all specimens has been performed on the Linux Cluster CoolMUC-2 at Leibniz Supercomputing Centre of Technical University of Munich.

6.1. Square grid lattice

2D model parameter identification

First, a two-dimensional slice of the square grid lattice is considered to evaluate the proposed model’s applicability. The image is extracted from the \(x-y\) plane of the whole specimen. The total size of the slice is 800 \(x\) 400 pixel with the pixel spacing 14.71 \(\mu m\) (see Fig. 5). A local unit cell size has a size of 40 \(x\) 40 pixels with local coordinates \(x^l \in [0, 39]\) and \(y^l \in [0, 39]\). Considering the CT image’s pixel spacing, the overall as-manufactured unit cell size is approximately (603 \(x\) 603) \(\mu m\).
Fig. 5.: An example of a periodic structural cell with its local coordinate system in a 2D grid-like structure.

The local mean values at every pixel are computed according to Eq. (9) and are depicted in Fig. 6. As expected, the breakages in the corners of the square grids lower the mean value, while the middle part of the cells is precisely captured by a zero mean.

Fig. 6.: Mean values of the binary random field in the local coordinate system.

The correlation parameters are determined using the algorithm described in section 3. To achieve the best fit of the correlation parameter, we consider 36 lags in every spatial direction, close to the unit cell’s total size. Then, only the data points with the mean value interval $\mu_Y(x) \in [0.1, 0.9]$ are considered for the fitting procedure. The achieved fit of the computed binary field correlation and the Matérn based correlation function is visualized in Fig. 7. Due to a large amount of available data for every spatial lag, a specific graphical representation of the correlation fit is chosen. The sample correlation is depicted using a blue gradient indicating the density of the points within the particular region. The more points occur for a spatial lag; the darker is the color of this region. Analogously, the red gradient indicates the density of the chosen correlation model fit.
Fig. 7.: Fitted and computed auto-correlation of a 2D model (blue - sample correlation; red - Matérn model fit).

The qualitative trend of the binary correlation is captured well for all spatial lags. However, the model does not cover the whole spread of the correlation values and omits the extreme values at every lag. As this work focuses on the homogenized response of the considered lattices, we consider it a satisfactory fit as an overall homogenized correlation trend is well captured. The identified correlation model parameters are presented in Tab. 1 together with their standard deviations. The standard deviation is computed from the performed least-square optimization procedure.

| Design parameter | $l_x$, [pixels] | $l_y$, [pixels] | $\nu_x$, $[-]$ | $\nu_y$, $[-]$ |
|------------------|-----------------|-----------------|----------------|----------------|
| 36 lags          | 15.00 ± 0.23    | 16.92 ± 0.31    | 0.52 ± 0.01    | 0.48 ± 0.01    |

Tab. 1.: Correlation parameter identification for a 2D slice.

Next, 10 000 realizations of a 2D slice were generated using the method described in section 4. The total generation time for all realizations is approximately 5 minutes. Three different generated slices are shown in Fig. 8.
Fig. 8.: Generated realizations of a 2D slice based on fitted correlation parameters.

As the topological connectivity of a two-dimensional slice of a three-dimensional structure cannot be guaranteed, these images’ mechanical analysis has not been performed. Instead, the porosity of the realizations is evaluated. The original porosity of the considered slice is 0.7237. The variability is evaluated on 10 000 realizations and is presented in Fig. 9. The plot shows the normalized histogram and the normal fit. The estimated mean value is $\mu = 0.726$ and the standard deviation is $\sigma = 0.006$. Overall, the variability of porosity is small. The original value from the CT slice lies in the high probability mass region of the estimated distribution and is close to the estimated mean value.
3D model parameter identification

Next, the whole CT scan of the same square lattice structure is analyzed using the proposed model. The total size of the considered model is $400 \times 800 \times 368$ voxel with the same voxel spacing $14.71 \mu m$. The size of the local cell is $40 \times 40 \times 368$ voxels with local coordinates $x^l \in [0, 39]$, $y^l \in [0, 39]$ and $z^l \in [0, 368]$ (see Fig. 10).

Fig. 9.: Porosity distribution for the 2D realizations.

Fig. 10.: An example of a periodic unit cell with its local coordinate system in the 3D square lattice structure [31].
The local probabilities are computed in a similar manner as for the 2D case considering the local unit cells extracted from the volume. As the data set already becomes very large, not all spatial lags can be considered in the fitting procedure for the parameters of the correlation model. To estimate the necessary number of spatial lags, we perform a convergence study on the correlation parameters. To this end, we increase the number of spatial lags in every direction and observe the estimated correlation parameters’ behavior.

Fig. 11.: Convergence of the estimated correlation parameters in $x$ and $y$ direction.

Fig. 12.: Convergence of the estimated correlation parameters in $z$ direction.

Fig. 11 indicates that after 30 spatial lags both the correlation length and the smoothness parameters in $x$ and $y$ directions do not change significantly. Thus, for further computations we consider 30 spatial lags. However, Fig. 12 shows that the correlation length in $z$ direction is constantly increasing with the number of considered lags. The smoothness parameter $\nu_z$ can be considered converged after 300 lags. This could potentially indicate that the objective function in Eq. (12) is rather flat in the achieved minimum of the smoothness parameter. Thus, the change in the correlation length for the fixed smoothness parameter does not change the behavior of the residual significantly. To further investigate this, we compute the residual as in Eq. (12) for 300 lags on a pre-defined grid of values for correlation length and smoothness parameter. Fig. 13 reveals a manifold of near-optimal values of $(l_z, \nu_z)$, indicating that there is a number of combinations of the two parameters that leads
to near-optimal parameter fit. The non-identifiability of unique smoothness and correlation length parameters of correlation models belonging to the Matérn class has been discussed elsewhere, e.g., in [14]. The plot also shows that there exists a minimum for the smoothness parameter, which corresponds well to the results obtained above. However, the objective function remains almost constant once the smoothness minimum is achieved for $l_z \in (2000, 10000)$. The large values of the correlation length in $z$ direction are related to the technique used to generate the AM product. In particular, the square grid structure is produced such that the in-plane grid is extruded in $z$ direction. Thus, it is natural to expect a larger correlation length in this direction. The optimal value obtained in this case is $(l_z, \nu_z) = (0.104, 4187)$. For further computations we fix the number of spatial lags in $z$ direction to 300.

**Fig. 13.**: Behavior of the objective function for fitting the correlation function in $z$-direction with 300 lags.

The achieved fit of computed covariance and the considered model of Matérn covariance for 30 spatial lags in $x$ and $y$ direction and 300 lags in $z$ direction is shown in Fig. 14. Similar to the 2D case, the model qualitatively follows the trend of the binary covariance. Nevertheless, the model does not capture the spread in the correlation values but rather homogenizes the solution. The design correlation parameters are summarized in Tab. 2 together with their standard deviations.
Fig. 14.: Fitted and computed auto-correlation of a 3D model (blue - sample correlation; red - Matérn model fit).

| $l_x$, [voxels] | $l_y$, [voxels] | $l_z$, [voxels] | $\nu_x$, [−] | $\nu_y$, [−] | $\nu_z$, [−] |
|----------------|----------------|----------------|-------------|-------------|-------------|
| 25.17 ± 0.02   | 13.08 ± 0.01   | 4186.99 ± 10.31| 0.728 ± 0.001 | 0.770 ± 0.001 | 0.104 ± 0.001 |

Tab. 2.: Correlation parameter identification for a 3D structure using 300 lags.

Having determined the correlation parameters, the method described in section 4 is applied to generate realizations of the 3D random microstructure. The generation of every volume takes on average 6 seconds for the considered domain size. A representative realization is shown in Fig. 15 to 17. The original sample together with one realization are depicted in Fig. 18.

Fig. 15.: An example of a realization based on fitted correlation parameters: coronal slice 71 in the 3D volume.
Fig. 16.: An example of a realization based on fitted correlation parameters: axial slice 213 in the 3D volume.

Fig. 17.: An example of a realization based on fitted correlation parameters: sagittal slice 413 in the 3D volume.
Fig. 18: An example of a model realization based on fitted correlation parameters: full 3D model.

Visually, the overall geometry is similar to the original specimen. The underlying structure is well preserved, while the small features are varied. The distribution of the porosity computed with 5000 samples is shown in Fig. [19]. The porosity of the original specimen is $\phi = 0.7293$, which is close to the mean value computed with samples from the proposed model. The computed standard deviation again appears to be relatively small. However, the macroscopic porosity is not the only determining factor for the macroscopic mechanical behavior. The topological features, such as the strut connectivity, can have a significant influence on the response of the final product.
Multilevel Monte Carlo analysis of the homogenized mechanical behavior

The considered square lattice specimen was analyzed experimentally and numerically. The results are discussed in details in [31]. Here, the achieved results are briefly recapitulated.

The homogenized Young’s modulus of three square lattice specimens (indicated as 600 L1-L3 in Tab. 3) was determined experimentally. All specimen were printed with the same geometrical input, the same process parameters, and the same manufacturing plate. As the scale of the square lattice is only 96 $\mu$m, a considerable variation was observed. In particular, the three specimens showed a spread of the homogenized Young’s modulus from 15 339 MPa to 26 731 MPa. The specimen that was CT scanned before the experimental testing and analyzed numerically, is referred to as 600 L2 in Tab. 3. This specific specimen in the experiment showed an estimated Young’s modulus lays between 20 851 and 25 915 MPa.

| Specimens | $E_{xx}$ [MPa] |
|-----------|----------------|
| 600 L1-L3 | 15 339...26 731 |
| 600 L2    | 20 851...25 915 |

Tab. 3.: Specimen 600: Experimental results of a tensile test on three specimens [31].

The numerical analysis of the CT scan of the 600 L2 specimen was performed through applying the FCM directly on the provided image. The coarsest discretization level $L = 0$ consists of $100 \times 46 \times 100$ finite cells with the polynomial degree $p = 1$. At the level $L = 1$ the $h$–refinement is performed to obtain $200 \times 46 \times 100$ finite cells with polynomial degree $p = 1$. With every higher level, $L > 2$, the finite cells’ polynomial degree is raised from $p = 1$ to $p = 5$. The deterministic evaluation of the homogenized Young’s modulus of the considered specimen is shown in Fig. 20. The relative error is computed with respect to an overkill solution obtained with $800 \times 368 \times 400$ cells of polynomial degree $p = 4$. The achieved results agree well with the experimental data providing a reliable estimate of
the homogenized Young’s modulus that lies within the two experimental estimates.

Next, we evaluate the influence of the geometrical variability on the homogenized Young’s modulus. The mechanical analysis of the 3D realizations with the correlation parameters determined above is performed using the same Finite Cell discretization levels as for the original CT image. As the constants $c$ in Eq. (23) are not known a priori for this problem, the screening procedure is held to evaluate the optimal hierarchy parameters.

For the screening procedure, a few samples on the levels $L = \{0, 1, 2, 3, 4, 5\}$ are evaluated. The fit of the constants for $\Delta l_{h_p}, V_{l,p}$ and $\text{cost}(Q_{M_l})$ are performed assuming an exponential dependence as in Eq. (23) and then extrapolated to the higher levels. Using Eq. (24) and (25) the optimal number of hierarchy levels together with the optimal number of samples at each level are estimated for different relative tolerances $\varepsilon_r$.

Fig. 20.: Specimen 600: Convergence of the directional Young’s modulus $E^*$ [31].
(a) Mean estimation

(b) Variance estimation

Fig. 21.: Results of MLMC screening procedure for the square lattice.

Fig. 21 depicts the number of necessary samples for the mean and variance estimation of the homogenized Young’s modulus. The mean value estimation requires a lower value of optimal levels than the variance estimation. The screening procedure shows that seven hierarchy levels with sample numbers larger than $N_l \geq (367, 232, 114, 56, 19, 11, 11)$ are required to achieve a relative error of 0.05 for the estimated variance. The mean value can be evaluated with the same achieved error with six levels and sample numbers larger than $N_l \geq (424, 104, 45, 3, 1)$. The final number of samples used to obtain the estimates of the moments is updated to achieve the target accuracy of $\varepsilon_r = 0.05$ giving $N_l = (621, 250, 146, 99, 38, 19, 15)$. Although the screening procedure is performed for the first two moments, the third and the fourth moments are evaluated with the provided number of samples to get an idea about the final distribution.

The results of the MLMC algorithm are summarized in Tab. 4.

| $\mu$, [MPa] | $\sigma$, [MPa] | $\gamma$, [-] | $\kappa$, [-] |
|--------------|----------------|--------------|--------------|
| 20 625       | 1619           | -0.20        | 2.68         |

Tab. 4.: The estimated moments from the MLMC procedure for the square grid lattice ($\gamma$ is skewness, whereas $\kappa$ is kurtosis).

In Fig. 22, a normal fit of the probability density function of the homogenized Young’s modulus based on the estimated mean and variance together with the intervals that cover the 90%, 95%, 98%, and 99% of the probability mass. The determined skewness $\gamma$ and kurtosis $\kappa$ as in Tab. 4 are close to the one expected for the normal distribution (0 and 3 respectively). However, these estimates have significant uncertainty. Considering the sampling uncertainty related to the moment estimates, the plot shows a conservative visualization of the distribution and intervals.

The Young’s modulus evaluated with the original sample falls into the 99% interval (shown as the dashed line in Fig. 22). Overall, the performed MLMC procedure seems to capture the observed spread in the experimentally determined homogenized Young’s modulus. Due to the additive manufacturing process’s underlying complex physics, there are many geometrical and topological variations...
to be expected for such microscale lattices. Undoubtedly, these defects play a significant role in the final part’s mechanical behavior, which is supported by this analysis.

![Graph](image)

**Fig. 22.** Results of MLMC on the homogenized Young’s modulus for the square lattice. Normal fit based on the estimates of the first two moments. The shaded areas plot the intervals covering the 90%, 95%, 98%, and 99% of the probability mass.

### 6.2. Octet-truss lattice

To gain further confidence in the proposed workflow, we consider an octet-truss lattice structure. The scale of the printed lattice is considerably different from the example above. The overall unit cell size is 4 mm, while the diagonal struts’ size is 0.2 mm. At this scale, the manufacturing process provides results with a significantly better reproducibility than those of example in section 6.1. Due to many process-induced defects the as-manufactured geometry is different from the as-designed one. However, when multiple specimens are printed, similar porosity values are achieved. The CT scan was performed on one of such tensile specimens as shown in Fig. 23 [30]. The size of the considered example is $292 \times 176 \times 1768$ voxels with the spacing of $2.69\mu m$. 


3D model parameter identification

First, the local probabilities of the underlying local cell are evaluated. The size of the unit cell is $146 \times 176 \times 146$ voxels as indicated in Fig. 23. Overall, 20 cells are extracted to evaluate the probabilities at every local coordinate according to Eq. (9).

Second, the correlation parameters are determined. In this case, convergence was not achieved for any number of considered spatial lags. We observe that with the increase of the number of lags, the smoothness parameter $\nu$ is continuously increasing. Such behavior was observed in all directions. Thus, to gain further insight into the behavior of the residual in Eq. (12), we evaluate the residual on the grid of correlation length and smoothness values. The objective function’s behavior in all directions is somewhat similar. Fig. 24 shows an apparent plateau in the smoothness parameter, explaining the lack of convergence. As the residual appears to decrease with increase of the smoothness parameter, we choose to fit the Gaussian model, which is a particular case of Matérn correlation function when $\nu \to \infty$.
Fig. 24.: Objective function for an octet-truss lattice in x-direction with 100 lags.

Having fixed the smoothness parameter, we perform the convergence study on the achieved correlation length. Fig. 25 shows that the convergence in x direction can be achieved relatively quickly as the correlation length parameter changes only slightly with the increasing number of lags. However, there is a significant change in other directions. The results converge after 100 spatial lags.

Fig. 25.: Convergence of the estimated correlation parameters for the octet-truss lattice.

The qualitative fitting as shown in Fig. 26 shows that the trend is only captured on average. The extreme values of the observed binary correlation are not well contained in the proposed structure. It is important to note, that due to a very large size of the data set, it is hard to visualize it. The computed correlation coefficients for every lag follow a distribution, i.e. large amount of data points are concentrated around a value. The fitting procedure captures this value, or homogenizing the spread of the possible correlation parameters. Quantitatively, the results presented in Tab. 5 seem to have a relatively small standard deviation indicating a good fit.
Fig. 26.: Fitted and computed auto-covariance of the octet-truss structure (blue - sample correlation; red - squared exponential model fit).

| Considered lags | $l_x$, [voxels] | $l_y$, [voxels] | $l_z$, [voxels] |
|-----------------|-----------------|-----------------|-----------------|
| 100 lags        | 12.23 ± 0.03    | 17.50 ± 0.05    | 15.91 ± 0.05    |

Tab. 5.: Correlation parameter identification for the octet-truss lattice.

Based on the fitted parameters, 3D samples of the microstructure are generated according to the procedure described in section 4. One sample takes about 10 seconds to be generated. A representative realization is compared to the original image in three orthogonal views in Fig. 27 to 29. Visually, the structures are similar to the original image and the periodic structure of the underlying octets is well-captured.

Fig. 27.: An example of a realization based on fitted correlation parameters: coronal slice 290 of the octet-truss lattice.

Fig. 28.: An example of a realization based on fitted correlation parameters: axial slice 872 of the octet-truss lattice.
Fig. 29.: An example of a realization based on fitted correlation parameters: axial slice 77 of the octet-truss lattice.

Fig. 30.: An example of a realization based on fitted correlation parameters: full 3D model of the octet-truss lattice.

Multilevel Monte Carlo analysis of the homogenized mechanical behavior
The original octet-truss lattice is analyzed both experimentally and numerically. The results can be found in greater detail in [30].

In this case, only one tensile experiment was performed on the specimen. The numerical and experimental homogenized Young’s modulus is shown in Tab. [9] The standard deviation is determined solely based on the instrumentation error.
| Specimen          | Experimental $E_\text{r}$ [MPa] | CT-based $E_\text{r}$ [MPa] |
|-------------------|---------------------------------|-------------------------------|
| Tensile octet-truss | 12 533 ± 751                   | 13 081                        |

Tab. 6.: Comparison of experimentally and numerically determined Young’s modulus of the octet-truss specimen [30].

The numerical analysis of the CT scan of the octet-truss lattice was performed with fewer hierarchy levels than the example above. The coarsest discretization level $L = 0$ consists of $73 \times 44 \times 442$ finite cells with the polynomial degree $p = 1$. At the level $L = 1$ $h$–refinement is performed to obtain $146 \times 88 \times 884$ finite cells with the polynomial degree $p = 1$. With every higher level, $L > 2$, the finite cells’ polynomial degree is raised from $p = 1$ to $p = 3$. The results achieved based on the analysis of the original CT scan are presented in Fig. 31.

![Graph showing convergence of the directional Young’s modulus $E_r$](image)

$E^* = 13 081.24 \text{MPa}$

Fig. 31.: Octet-truss lattice: Convergence of the directional Young’s modulus $E^*$ [30].

To evaluate the number of necessary samples for the MLMC, the screening was performed (see Fig. 32). The procedure showed that four hierarchy levels with the sample numbers larger than $N_l \geq (5413, 298, 145, 27)$ are required to achieve a relative error of 2.5% for the estimated variance. The mean value can be evaluated with the same relative error with four levels and sample numbers larger than $N_l \geq (70, 3, 1, 1)$. The number of samples for the mean estimation is much smaller as a fast convergence for provided discretization is expected. Again, we combine both estimates and update the number of samples during the computation procedure to achieve a relative accuracy of $\varepsilon_r = 0.025$ for both the mean and the variance, which results in the number of samples $N_l = (5479, 396, 166, 43)$ meaning 5479 simulations with the coarsest and 43 simulations with the finest discretization. To get a better understanding of the final distribution, the third and the fourth moments are estimated without evaluating the optimal sample number for these central moments.
Fig. 32.: Results of MLMC screening procedure for the octet-truss lattice.

Tab. 7 summarized the achieved results. To get a visual overview of the estimated distribution, we approximate it with the normal distribution based on the estimated first and second moments. The estimated skewness and kurtosis as indicated in Tab. 7 are again close to the values for the normal distribution.

| µ, [MPa] | σ, [MPa] | γ | κ |
|----------|----------|---|---|
| 12 807   | 164      | −0.16 | 3.66 |

Tab. 7.: The estimated moments from the MLMC procedure for the octet-truss lattice (γ indicates skewness, whereas κ kurtosis).
For this example, the Young’s modulus evaluated numerically with the original specimen is at the border of the estimated 90% interval. The estimated mean value agrees well with the experimentally obtained values. However, the standard deviation appears to be relatively small $\sigma = 164$. This phenomenon points once more to the nature of the additive manufacturing process. As indicated, the octet-truss lattice is produced at a much larger scale than the square one. Thus, the as-manufactured geometries are expected to exhibit smaller relative variability than for the square grid lattice structure. This behavior is mirrored in the results of the MLMC procedure. We observe a much smaller variability in the final homogenized Young’s modulus due to the present geometrical variations. The considered structure is much smoother with a smaller number of geometrical and topological defects.

7. Concluding remarks

Process-induced defects in additive manufacturing can have a significant impact on the mechanical behavior of final parts. Therefore, the evaluation of the influence of the microstructural variability is crucial for the quality assessment of AM products. In this contribution, we propose a binary random field model to generate statistically equivalent CT images of the as-manufactured lattices. The necessary design parameters can be entirely deduced from a single CT image of the original part. In this way, it includes all occurring geometrical and topological process-induced defects up to the acquired scan resolution. Furthermore, the presented approach removes the limitation of existing approaches that model a specific set of geometric deviations, thus providing a flexible tool to account for multiple geometrical features at once.

Additionally, we demonstrate a technique for efficient evaluation of the influence of the microstructural variability on the homogenized mechanical behavior of the lattice structures, which combines the Finite Cell Method with the multilevel Monte Carlo method. In particular, the immersed Finite Cell Method enables to directly process the CT images generated by the presented random field model in a natural and efficient image-to-material-characterization workflow. The square and octet-truss lattice structure analyses have shown a good agreement with the experimental and numerical results. The inherent process effects at two different manufacturing scales appear to be reflected in the estimated variations of the homogenized Young’s Modulus. The production at smaller scales
causes more geometrical and topological variability, leading to a larger spread in the final mechanical values.

From the presented results, one can conclude that the CT-based binary random field model in combination with the immersed Finite Cell Method is able to efficiently characterize the influence of the process-induced defects on the homogenized behavior of metal lattices. Moreover, it allows gaining invaluable insight into the geometrical and topological variations as well as to estimate the quality of the produced parts. Although this study has gone some way towards enhancing the possibilities of numerical analysis in the field of AM product simulations, it also opens possibilities for future research. The proposed model assumes the Matérn correlation model for the underlying Gaussian random field. A potential future direction would be to investigate alternative correlation models, e.g., models that introduce a periodic correlation structure. Additionally, a Bayesian approach could be applied for estimating the parameters of the correlation model. Thereby, a challenge that would need to be addressed is the increased computational cost for parameter fitting. The current random field model enables modeling the intra-specimen variability in the construction of AM products. An important future step would be to incorporate multiple CT images of similar parts produced with different process parameters into the proposed model. This would enable modeling additional sources of uncertainty that introduce inter-specimen variability.

Appendices

A. Covariance function of the binary random field

In this Appendix, we derive the expression for the auto-covariance function of the binary random field \( Y(x) \) defined in Eq. \( \text{[1]} \). The second-order PMF of \( Y(x) \) is given as (cf. \( \text{[54]} \))

\[
p_{YY}(y_1, x_1; y_2, x_2) = \begin{cases} F_{UU}(d(x_1), x_1; d(x_2), x_2) & \text{for } y_1 = y_2 = 0 \\ \Phi(d(x_2)) - F_{UU}(d(x_1), x_1; d(x_2), x_2) & \text{for } y_1 = 1, y_2 = 0 \\ \Phi(d(x_1)) - F_{UU}(d(x_1), x_1; d(x_2), x_2) & \text{for } y_1 = 0, y_2 = 1 \\ 1 - \Phi(d(x_2)) - \Phi(d(x_1)) + F_{UU}(d(x_1), x_1; d(x_2), x_2) & \text{for } y_1 = y_2 = 1 \end{cases}
\]

(30)

where \( F_{UU}(u_1, x_1; u_2, x_2) = \Phi_2(u_1, u_2, \rho_{UU}(x_1, x_2)) \) is the second-order CDF of \( U(x) \) and \( \Phi_2(\cdot, \cdot, r) \) is the joint CDF of the bivariate standard normal distribution with correlation parameter \( r \). Hence, the mean-of-product function \( \text{E}[Y(x_1)Y(x_2)] \) is given as:

\[
\text{E}[Y(x_1)Y(x_2)] = \sum_{i=1}^{2} \sum_{j=1}^{2} y_i y_2 p_{YY}(y_1, x_1; y_2, x_2)
\]

(31)

For the auto-covariance function of \( Y(x) \), \( \Gamma_{YY}(x_1, x_2) = \text{Cov}(Y(x_1), Y(x_1)) \), it holds:

\[
\Gamma_{YY}(x_1, x_2) = \text{E}[Y(x_1)Y(x_2)] - \mu_Y(x_1)\mu_Y(x_2)
\]

(32)

Plugging in Eq. \( \text{[31]} \) and Eq. \( \text{[3]} \) into Eq. \( \text{[32]} \) the following result is obtained:

\[
\Gamma_{YY}(x_1, x_2) = \Phi_2(d(x_1), d(x_2), \rho_{UU}(x_1, x_2)) - \Phi(d(x_1))\Phi(d(x_2))
\]

(33)

The bivariate joint CDF can be expressed in terms of a single-fold integral, as follows \( \text{[42]} \):

\[
\Phi_2(u_1, u_2, r) = \int_0^r \frac{1}{2\pi \sqrt{1 - z^2}} \exp \left[ -\frac{u_1^2 + u_2^2 - 2u_1u_2z}{2(1 - z^2)} \right] dz + \Phi(u_1)\Phi(u_1)
\]

(34)
Then, combining Eq. (34) with Eq. (33) leads to the final equation for the covariance of the binary random field:

$$\Gamma_{YY}(x_1, x_2) = \int_0^{\rho_{UV}(x_1, x_2)} \frac{1}{2\pi \sqrt{1 - z^2}} \exp \left[ -\frac{d(x_1)^2 + d(x_2)^2 - 2d(x_1)d(x_2)z}{2(1 - z^2)} \right] \, dz \quad (35)$$
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