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A novel parallel hybrid quantum-classical algorithm for the solution of the quantum-chemical ground-state energy problem on gate-based quantum computers is presented. This approach is based on the reduced density-matrix functional theory (RDMFT) formulation of the electronic structure problem. For that purpose, the density-matrix functional of the full system is decomposed into an indirectly coupled sum of density-matrix functionals for all its subsystems using the adaptive cluster approximation to RDMFT. The approximations involved in the decomposition and the adaptive cluster approximation itself can be systematically converged to the exact result. The solutions for the density-matrix functionals of the effective subsystems involves a constrained minimization over many-particle states that are approximated by parametrized trial states on the quantum computer similarly to the variational quantum eigensolver. The independence of the density-matrix functionals of the effective subsystems introduces a new level of parallelization and allows for the computational treatment of much larger molecules on a quantum computer with a given qubit count. In addition, for the proposed algorithm techniques are presented to reduce the qubit count, the number of quantum programs, as well as its depth. The evaluation of a density-matrix functional as the essential part of our new approach is demonstrated for Hubbard-like systems on IBM quantum computers based on superconducting transmon qubits.
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I. INTRODUCTION

Quantum computers have recently emerged as a powerful resource for solving computational problems that have eluded an efficient treatment on classical hardware due to their computational complexity. A particularly promising application for quantum computing (QC) is quantum chemistry, whose focus is on solving the electronic structure problem represented by different interacting many-fermion Hamiltonians. Here, the utilization of traditional numerical methods is significantly hampered by its computational cost that scales exponentially or, for quantum Monte Carlo methods, by the infamous fermion sign problem [1, 2]. Consequently, quantum chemistry simulations regularly reach and push the limits of the most powerful high-performance computers.

Recently, significant research efforts have been aimed at developing novel quantum algorithms that allows one to solve electronic structure problems more efficiently. Most notably, quantum phase-estimation methods [3, 4] and variational quantum eigensolvers (VQE) [5–8] for computing the (ground-state) energy of atoms and molecules have been put forward. Complementing these algorithmic advances, schemes to effectively realize quantum many-particle states on quantum hardware have been suggested [9–11].

In this work, we assess the potential of QC for ab-initio quantum chemistry, in which the exponential complexity lies in the quantum mechanical treatment of electrons in the calculation of the total energies and nuclear forces of many-fermion systems. Within the framework of the reduced density-matrix functional theory (RDMFT) [12–15] we propose a hybrid quantum-classical algorithm for computing the reduced density-matrix functional (RDMF) in which the quantum mechanical expectation values of the reduced density matrix are evaluated on a quantum computer. This makes the approach very similar to the VQE in the sense that a parametrized trial state for the many-particle state is prepared on the quantum computer and the parameters of this state are modified with a minimization algorithm running on a classical computer till the measured total energy is minimal. While the approach proposed here introduces additional equality constraints on the minimum compared to the VQE, the formulation allows for novel approximations like the adaptive cluster approximation (ACA) [16].

The proposed combination of an RDMF-based algorithm and the ACA in RDMFT approximately decomposes the RDMF of the full system into a sum of RDMFs of smaller effective systems. This on the one hand drastically reduces the required qubit count, but also makes the problem inherently parallelizable. Thus, much larger molecules can be treated on a quantum computer with a given qubit count compared to a traditional VQE. However, due to its VQE-like nature, the proposed algorithm inherits the noise tolerance and suitability for near-term quantum computers.

The structure of the paper is as follows. First, we introduce the employed RDMFT-based approach in
Sec. II. Afterwards, in Sec. III, we introduce our hybrid quantum-classical algorithm for computing the RDMF on quantum hardware. The subsequent sections are then concerned with the efficient implementation of this algorithm on noisy intermediate-scale quantum (NISQ) devices. Concretely, we discuss various possibilities for reducing the number of qubit operations (Sec. IV) and the number of quantum programs (Sec. V). Lastly, we showcase exemplary results for the evaluation of the RDMF of the half-filled Hubbard chain as obtained in noise-free case. Examples for the evaluation of the RDMF concern with the efficient implementation of this algorithm on quantum hardware. The subsequent sections are then concerned with the efficient implementation of this algorithm on noisy intermediate-scale quantum (NISQ) devices. Concretely, we discuss various possibilities for reducing the number of qubit operations (Sec. IV) and the number of quantum programs (Sec. V). Lastly, we showcase exemplary results for the evaluation of the RDMF of the half-filled Hubbard chain as obtained in noise-free case.

II. REDUCED DENSITY-MATRIX FUNCTIONAL THEORY

A. Theoretical Framework

RDMFT for fermionic systems uses the one-particle reduced density matrix, i.e.,

$$\rho_{\alpha,\beta}^{(1)} = \langle \hat{c}_{\beta}^\dagger \hat{c}_{\alpha} \rangle,$$

with the fermionic annihilation operator $\hat{c}_{\alpha}$ for electrons in the one-particle basis state with index $\alpha$ and creation operator $\hat{c}_{\beta}^\dagger$ for electrons in the one-particle basis state with index $\beta$, as the basic quantity. Assuming a finite-dimensional one-particle basis of $N$ states, i.e., $\alpha, \beta \in \{1, ..., N\}$, the one-particle reduced density matrix $\rho^{(1)} \in \mathbb{C}^{N \times N}$ is hermitian. As such, RDMFT can be seen as an extension to density functional theory (DFT) in the sense that beyond the electron density, which corresponds to the diagonal elements of $\rho^{(1)}$, all elements of the one-particle reduced density matrix are considered. It is suitable for the description of strong local electronic correlations in solids and molecules because the one-particle reduced density matrix explicitly contains information about the orbital occupancies that are essential for the description of electronic correlations. Similar to DFT, RDMFT is an exact theory if the underlying functionals are not approximated.

Given a many-particle Hamiltonian of an $N$-particle system at zero temperature

$$\hat{H} = \hat{h} + \hat{W},$$

which is composed of a non-interacting (single-particle) operator $\hat{h} = \sum_{\alpha,\beta} h_{\alpha,\beta} \hat{c}_{\alpha}^\dagger \hat{c}_{\beta}$ and a two-particle interaction operator $\hat{W} = \frac{1}{2} \sum_{\alpha,\beta,\gamma,\delta} U_{\alpha,\beta,\gamma,\delta} \hat{c}_{\alpha}^\dagger \hat{c}_{\gamma}^\dagger \hat{c}_{\beta} \hat{c}_{\delta}$, the ground-state energy $E_N(\hat{h} + \hat{W})$ of the system can be expressed as [17, 18]

$$E_N(\hat{h} + \hat{W}) = \min_{\rho^{(1)}, 0 \leq \rho^{(1)} \leq 1, \text{Tr}(\rho^{(1)}) = N} \text{Tr}(\rho^{(1)} \hat{h}) + F^{W}[\rho^{(1)}].$$

(3)

Here, the condition $0 \leq \rho^{(1)} \leq 1$ is shorthand for the ensemble-representability of the one-particle reduced density matrix that is, its eigenvalues $f_i$ (occupations) must fulfill $0 \leq f_i \leq 1$. This way, the exponential many-particle complexity of the fermionic problem is absorbed into the RDMF $F^{W}[\rho^{(1)}]$, which is the analogon of the exchange-correlation functional in DFT. Since $F^{W}[\rho^{(1)}]$ is universal, it only depends on the interaction and the one-particle reduced density matrix, but not on the one-particle Hamiltonian $\hat{h}$ that includes the external potential.

Several approximations of the RDMF have been developed and even simple variants suffice to describe strong electronic correlations beyond the abilities of local or semi-local exchange-correlation functionals [19, 20]. However, promising functionals have also shown pathological behaviours [21]. It is therefore worthwhile to take a step back to the definition of the RDMF [18, 22]

$$F^{W}[\rho^{(1)}] = \min_{\{\rho^{(1)}, \text{Tr}(\rho^{(1)}) \rightarrow \rho^{(1)}\}, \sum_i P_i} \sum_i P_i \langle \Psi_i | \hat{W} | \Psi_i \rangle$$

(4)

as the constrained minimum over an ensemble of fermionic many-particle wave functions $|\Psi_i\rangle$ with ensemble probabilities $P_i$. Beyond normalization, the major requirement is that the ensemble $\{P_i, |\Psi_i\rangle\}$ must correspond to the given one-particle reduced density matrix $\rho^{(1)}$ via

$$\rho_{\alpha,\beta}^{(1)} = \sum_i P_i \langle \Psi_i | \hat{c}_{\beta}^\dagger \hat{c}_{\alpha} | \Psi_i \rangle.$$

(5)

Focusing on the case of a non-degenerate ground state and zero electron temperature, the minimization can be simplified to only a single many-particle wave function

$$F^{W}[\rho^{(1)}] = \min_{\{\rho^{(1)}, \text{Tr}(\rho^{(1)}) \rightarrow \rho^{(1)}\}, \sum_i P_i} \sum_i P_i \langle \Psi | \hat{W} | \Psi \rangle,$$

(6)

with the constraints

$$\rho_{\alpha,\beta}^{(1)} = \langle \Psi | \hat{c}_{\beta}^\dagger \hat{c}_{\alpha} | \Psi \rangle.$$

(7)

Let us note in passing that the generalization of RDMFT to finite temperatures is relatively straightforward [17, 23].

For an efficient minimization of the total energy in Eq. (3), the derivatives of the RDMF $F^{W}[\rho^{(1)}]$ with respect to the elements of the one-particle reduced density matrix $\rho_{\alpha,\beta}^{(1)}$ are required. Within our hybrid classical-quantum algorithm - to be introduced in Sec. III - these derivatives are readily available as Lagrange multipliers during the constrained minimization procedure.

Thus far, no approximations have been introduced and the constrained minimization in Eq. (4) still entails the exponential complexity of the many-particle problem. However, as we will show in the following section, the minimization problem required for the RDMF is well suited for quantum computers and can be solved via a hybrid quantum-classical algorithm on NISQ quantum hardware.
B. RDMFT-based \textit{ab-initio} Molecular Dynamics Simulations

The overall goal of this method is to perform \textit{ab-initio} molecular dynamics simulations. Hence, analytical nuclear forces are required that can be evaluated within RDMFT as

\[ F_i = \frac{dE_N}{dR_i}, \]

\[ = -\frac{d}{dR_i} \left( \text{Tr}(\rho_{\text{min}}^{(1)} h) + F^{W}[\rho_{\text{min}}^{(1)}] \right) \]  

(8a)

(8b)

with the position \(R_i\) of atom \(i\) and the one-particle reduced density matrix \(\rho_{\text{min}}^{(1)}\) in the minimum of Eq. (3). The derivatives of the RDMF can be expressed as

\[ \frac{d}{dR_i} F^{W}[\rho_{\text{min}}^{(1)}] = \sum_{\alpha,\beta} \frac{\partial F^{W}[\rho_{\text{min}}^{(1)}]}{\partial \rho_{\text{min},\beta,\alpha}^{(1)}} \frac{\partial \rho_{\text{min},\beta,\alpha}^{(1)}}{\partial R_i} + \frac{1}{2} \sum_{\alpha,\beta,\gamma,\delta} \frac{\partial U_{\alpha,\beta,\gamma,\delta}}{\partial R_i} \rho_{\text{min},\gamma,\delta,\alpha,\beta}^{(2)}, \]

(9)

where \(\rho_{\text{min}}^{(2)}\) is the two-particle reduced density matrix in the minimum. The required derivatives of the RDMF with respect to the one-particle reduced density matrix are given by the Lagrange multipliers of the density-matrix constraints, i.e.

\[ \frac{\partial F^{W}[\rho_{\text{min}}^{(1)}]}{\partial \rho_{\text{min},\beta,\alpha}^{(1)}} = -\lambda_{\alpha,\beta}. \]

(10)

Thus, an algorithm for the solution of the constrained minimization problem given in Eq. (6) is required that produces the Lagrange multipliers. In Section III we propose to use the augmented Lagrangian approach [24, 25] for this purpose.

C. Local Approximation of the RDMF

While for the VQE one of the only known methods to reduce the number of required qubits is to employ symmetries [26], our RDMFT-based formulation allows additional avenues to drastically reduce the qubit count. Starting from the general case of a RDMF \(F^{W}[\rho^{(1)}]\), with a given interaction Hamiltonian \(\hat{W}\), it is important to recognize that many of the important electronic correlation effects stem from strong local electronic interactions [27–29]. We follow here the local-approximation approach of Błöchl and coworkers [22, 30].

The electron-electron interaction can then be decomposed into local terms \(\hat{W}_{\text{local},i}\) and non-local terms \(\hat{W}_{\text{non-local}}\), i.e.,

\[ \hat{W} = \sum_i \hat{W}_{\text{local},i} + \hat{W}_{\text{non-local}} \]

(11)

as schematically shown in Fig. 1. With the separation given in Eq. (11) the RDMF can be approximated as a sum of local RDMFs and a remainder containing the non-local interactions as

\[ F^{\hat{W}}[\rho^{(1)}] \approx \sum_i F^{\hat{W}_{\text{local},i}}[\rho^{(1)}] + F^{\hat{W}_{\text{non-local}}}[\rho^{(1)}]. \]

(12)

The RDMFs \(F^{\hat{W}_{\text{local},i}}[\rho^{(1)}]\) have only a local interaction but are still functionals of the full one-particle reduced density matrix \(\rho^{(1)}\) of the full system. The non-local interactions, \(\hat{W}_{\text{non-local}}\), and the corresponding RDMF can either be similarly decomposed further into semi-local RDMFs or be evaluated approximately from approximate parametrized RDMFs [19], or even approximate parametrized density functionals.

The following section shows how the ACA [16] can be used to evaluate a local or semi-local RDMF \(F^{\hat{W}}[\rho^{(1)}]\) by creating a smaller effective system for which the RDMF has to be evaluated.
D. Adaptive Cluster Approximation

The starting point of the ACA [16] is a (semi-)local RDMF $F^{W_{\text{local}}}[\rho^{(1)}]$ with an interaction

$$W_{\text{local}} = \frac{1}{2} \sum_{\alpha, \beta, \gamma, \delta \in C} U_{\alpha, \beta, \gamma, \delta} c_\alpha \dagger c_\beta c_\gamma \dagger c_\delta,$$  \hspace{1cm} (13)

which only includes a limited number of orbitals $N_{\text{int}} = |C|$ that is much lower than the total number of one-particle basis states $N_{\chi}$ of the one-particle reduced density matrix $\rho^{(1)}$.

The goal of the ACA is to approximate the RDMF by modifying the one-particle reduced density matrix $\rho^{(1)}$ into a much smaller one-particle reduced density matrix $\rho^{(1)}_{\text{ACA}}$ so that

$$F^{W_{\text{local}}}_{\text{ACA}}[\rho^{(1)}] = F^{W_{\text{local}}}[\rho^{(1)}_{\text{ACA}}] \approx F^{W_{\text{local}}}[\rho^{(1)}]$$  \hspace{1cm} (14)

and

$$\partial F^{W_{\text{local}}}_{\text{ACA}}[\rho^{(1)}] / \partial \rho^{(1)}_{\text{ACA}} \approx \partial F^{W_{\text{local}}}[\rho^{(1)}] / \partial \rho^{(1)}.$$  \hspace{1cm} (15)

This is achieved by systematically constructing an environment by setting up a unitary transformation of the one-particle states which do not interact in $W_{\text{local}}$ so that the transformed density matrix has a banded shape. This increases the nearsightedness [31] of the one-particle reduced density matrix and drastically mediates the impact of a truncation of most of the non-interacting one-particle states. If only the interacting states are kept, it is denoted as zeroth-order ACA (ACA0), whose the zeroth-order ACA density matrix has $N_{\text{int}}$ one-particle states. The first-order ACA is defined by keeping all one-particle states that have non-zero elements in the transformed density matrix with interacting one-particle states. Hence, the first-order ACA density matrix has at most $2N_{\text{int}}$ one-particle states. Thus, the solution of the RDMF in the $n$-order ACA would require at most $(n+1)N_{\text{int}}$ one-particle states and, hence, greatly reduce the number of required qubits.

Fig. 2 compares the convergence of the RDMF in the $n$-th order ACA, i.e. $F^{W_{\text{local}}}_{\text{ACA}}[\rho^{(1)}_{\text{ACA}(n)}]$ with the naive cluster approximation, where only the first $n$ sites of the chain are considered for the RDMF $F^{W_{\text{local}}}_{\text{naive}}[\rho^{(1)}_{\text{naive},n}]$. Although both RDMFs have the same number of one-particle states $nN_{\text{int}}$ and hence the same computational complexity, the RDMF in the ACA converges much more smoothly and quickly with the number of one-particle states. The numerical results suggest that the additive error

$$\epsilon(n) = \left| F^{W_{\text{local}}}_{\text{ ACA}(n)}[\rho^{(1)}_{\text{ ACA}(n)}] - F^{W_{\text{local}}}_{\text{ ACA}(n)}[\rho^{(1)}] \right|$$  \hspace{1cm} (16)

converges like $O(\epsilon^{-n})$. In other words, the required ACA-level $n$ and, hence, the qubit count is in $O(\log(\epsilon^{-1}))$. 

The corresponding implementation for the local approximation and the ACA for the Hubbard model is publicly available [32].

E. Comparison of an RDMFT-Based Approach to Wave-Function Based Approaches

The proposed RDMFT-based approach requires a two-level minimization procedure expressed by Eq. (3) and Eq. (21), respectively. This is in contrast to most wave function based approaches either on classical or quantum computers via the VQE. The two-level nature together with the fact that constrained minimization problem are commonly more complicated to solve than unconstrained minimization procedures shows that the proposed approach is more involved than for example a conventional VQE procedure.

The impact of the inner level, i.e., the constrained minimization of the RDMF can be mediated in practice by reusing the optimal parameters from the previous total-energy minimization step. Apart from the straightforward availability of analytical nuclear forces, the main advantage of the proposed approach lies in its parallel nature and the ability to treat much larger systems than the underlying wave function representation (either classical or quantum-computing based) would allow.

As already noted in section II C, our formulation within the framework of RDMFT also permits to utilize parametrized one-particle reduced density matrix functionals [19, 33] for some of the local or non-local RDMFs in Eq. (12), which have already been shown to
describe static and dynamic correlation well. Thus, precious quantum computing resources can be reserved for orbitals or spatial regions with otherwise hard to describe strong electronic correlations.

III. HYBRID QUANTUM-CLASSICAL ALGORITHM FOR THE RDMF

We propose to evaluate the density-matrix functionals $F^\hat{W}[\rho^{(1)}]$ in Eq. (12) on quantum computers with a VQE-like approach by solving the constrained minimization problem given in Eq. (6). For this purpose, a parametrized ansatz $|\Psi(u)\rangle$ is chosen for the fermionic many-particle wave state $|\Psi\rangle$. It is parameterized by a vector of real parameters $u$. Several different efficient parametrizations are possible and are discussed in Sec. IV B. A schematic of the computational approach is shown in Fig. 3.

The minimum of the parametrized constrained minimization

$$F^\hat{W}_u[\rho^{(1)}] = \min_{u: |\Psi(u)\rangle \rightarrow \rho^{(1)}} \langle \Psi(u) | \hat{W} | \Psi(u) \rangle$$

(17)

is an upper bound to the exact constrained minimum of Eq. (6) if the parametrization is sufficiently flexible to allow the fulfillment of the density-matrix constraints, i.e. there exists a $u$ so that

$$\rho^{(1)}_{\beta,\alpha}(u) = \langle \Psi(u) | \hat{c}_\alpha \hat{c}_\beta | \Psi(u) \rangle$$

(18)

for the given $\rho^{(1)}$.

Similar to the VQE this can be used to construct a hybrid quantum-classical algorithm, where the parameters $u$ are optimized on a classical computer, but all expectation values of quantum mechanical observables in the state $|\Psi(u)\rangle$ are evaluated on a quantum computer. Relevant observables to be evaluated on the quantum computer are the elements of the one-particle reduced density matrix

$$\rho^{(1)}_{\beta,\alpha}(u) = \langle \Psi(u) | \hat{c}_\alpha \hat{c}_\beta | \Psi(u) \rangle$$

and elements of the two-particle reduced density matrix $\rho^{(2)}$, i.e.

$$\rho^{(2)}_{\alpha,\beta,\gamma,\delta}(u) = \langle \Psi(u) | \hat{c}_\alpha \hat{c}_\beta \hat{c}_\gamma \hat{c}_\delta | \Psi(u) \rangle.$$  

(20)

Only those elements are required for which the corresponding matrix elements of the interaction Hamiltonian are non-zero. With these quantities, the expectation value of the interaction Hamiltonian $\hat{W}(u) = \langle \Psi(u) | \hat{W} | \Psi(u) \rangle$ can be estimated. These expectation values carry the exponential complexity of the fermionic many-particle problem and can be evaluated efficiently with gate-based quantum computers.

The practical evaluation of expectation values requires two steps. In the first step, the state $|\Psi(u)\rangle$ is set up on the quantum computer. The second step is to measure the fermionic observables in the prepared state. To measure fermionic observables on gate-based quantum computers they have to be transformed to bosonic qubit-operators which in turn have to be transformed with additional gates to Pauli-z operators that can finally be measured. Details about fermionic transformations are discussed in Sec. IV A.

With the measurements of the expectation values, the constrained minimization for the RDMF in Eq. (17) can be written as

$$F^\hat{W}_u[\rho^{(1)}] = \min_{u: \rho^{(1)}(u) = \rho^{(1)}} \hat{W}(u).$$

(21)

To solve this constrained minimization problem we propose to use the augmented Lagrangian approach [24, 25],
as described in Algorithm 1. To formulate the problem in terms of the standard constrained optimization problem we map the complex density-matrix constraints $\rho^{(1)}(\mathbf{u}) - \rho^{(1)} = 0$ to equality constraints $c_i$ for real and imaginary parts individually. Then the augmented Lagrangian can be written as

$$L(u, \lambda, \mu) = W(u) + \sum_i \lambda_i c_i(u) + \frac{1}{2} \sum_i \mu_i (c_i(u))^2,$$  

with the objective function $W(u)$, the Lagrange multipliers $\lambda_i$ and penalty parameters $\mu_i$. After setting initial penalty parameters $\mu_0 = \mu_{\text{initial}}$ and Lagrange multipliers $\lambda_0 = \lambda_{\text{initial}}$ the main loop of the augmented Lagrangian begins and requires in every loop iteration $k$ the solution of the auxiliary unconstrained problem

$$u_k = \arg\min_u L(u, \lambda_k, \mu_k).$$  

The constraint violations $c_i(u_k)$ in this iteration are then used to update the Lagrange multipliers as $\lambda_{i,k+1} = \lambda_{i,k} + \beta \mu_{k} c_i(u_k)$ (first-order multiplier update). Additionally, the penalty parameters $\mu_i$ can be modified for example with a constant factor $\beta > 1$, i.e., $\mu_{k+1} = \beta \mu_k$ before the algorithm proceeds to the next iteration $k \rightarrow k + 1$. Thus, for the solution of the constrained minimization only unconstrained problems in Eq. (23) have to be solved. Existing techniques from noisy unconstrained minimization such as the simultaneous perturbation stochastic approximation (SPSA) [34, 35] or related noise-resistant algorithms can be used.

The augmented Lagrangian approach as a method for constrained minimization has the advantage that no derivatives of the objective function or constraints are required and that exact constraint satisfaction is not required in every iteration. A major advantage compared to the use of penalty methods is that due to the presence of the Lagrange multipliers the penalty parameters do not have to be increased to infinity which drastically reduces the problem of ill-conditioning. The cost to be paid for this advantage is the necessity for multiple solutions of the unconstrained subproblems in Eq. (23) that, however, can be mediated by a warm-start strategy. The augmented Lagrangian approach for the RDMF usually converges in between five and 10 outer iterations of the augmented Lagrangian [36].

A further important property of the augmented Lagrangian approach is the fact that the Lagrange multipliers $\lambda_i$ correspond to the derivatives of the RDMF with respect to the elements of the one-particle reduced density matrix which is required for an efficient minimization of the total energy in Eq. (3).

### IV. REDUCTION OF THE NUMBER OF QUBIT OPERATIONS

#### A. Fermionic Transformations

A well-known way to map fermionic operators to bosonic operators is the Jordan-Wigner transformation [37]. It maps each one-particle state to a qubit, but the number of required additional qubit operations scales linearly with the number of qubits. The parity transformation [38] is equivalent to the Jordan-Wigner transformation in this regard. A promising alternative is the Bravyi-Kitaev transformation [38, 39], which in contrast to the Jordan-Wigner transformation requires only a logarithmically scaling number of additional qubit operations and becomes advantageous for large problems.

#### B. Hardware-Efficient Trial States

As a variational ansatz for the hybrid-classical algorithm, described in Sec. III, we have implemented hardware-efficient trial states [9]. For the latter, the state is parametrized by quantum gates that are natively supported by the specific quantum device at hand. Only the fermionic measurement operators are transformed for example with transformations such as the Jordan-Wigner transformation to bosonic qubit operators. This leads to short quantum programs for the state preparation. By contrast, some other popular trial states, such as the unitary coupled-cluster ansatz [10, 11], where the trial state is formulated with fermionic operators that are then transformed to qubit operators, tend to produce longer quantum programs for the state preparation. Our RDMFT-based approach proposed in Sec. II is independent of the ansatz for the trial state.

Specifically, we parametrize the N-qubit wave function as

$$|\Psi(u)\rangle = \prod_{i=1}^{d} \left( \prod_{q=0}^{N-1} U_{q,d-i+1}(u) \right) U_{\text{ent}} \prod_{q=0}^{N-1} U_{q,0}(u) |0\rangle,$$

in which the index $i$ enumerates $d$ repetitive blocks of single-qubit Euler rotations $U_{q,i}(u)$ followed by entanglers $U_{\text{ent}}$, which are composed of a sequence of two-qubit gates to create an entanglement between the qubits (Fig. 4). Crucially, we choose the $U_{q,i}(u)$ as a sequence
of single-qubit gates in accordance with the features of the quantum computer that is available to us.

In the form of Eq. (24), the blocked structure of the conventional hardware-efficient trial states leads to an extendability issue: parameters that were optimized for a trial state with a given number of blocks cannot be used as a starting point for a trial state with more blocks due to the presence of the entanglers. However, one can work around this caveat by replacing the conventional entanglers $U_{\text{ent}}(\mathbf{u})$ by parametrized quantum entanglers $U_{\text{ent}}(\mathbf{u})$ that for a certain choice of the parameters are identical to the identity-gate. In this case, a shallow initial trial state can be readily extended with these "disabled" entanglers, which will then be tuned away from identity as part of the constrained minimization. A simple choice for the parametrized entanglers is the controlled rotations, i.e. CRX or CRZ, instead of the basic controlled Pauli gates CNOT or CZ. Note that one drawback of parametrizing the entanglers is the doubling of required basic two-qubit gates for the implementation of $U_{\text{ent}}(\mathbf{u})$ due to the decomposition of a controlled rotation into two controlled Pauli gates and additional single-qubit gates.

C. Increasing the Flexibility of the Trial States

We are not aware of any method that can answer the question if a chosen hardware-efficient trial state can represent the ground state or any other desired state of a system in polynomial time by only using classical computations. Thus, any additional degrees of freedom in the hardware-efficient trial state that do not affect the computation on a quantum computer and only consume polynomial time are useful. Within the ACA, there are $N_{\text{int}}$ interacting one-particle states and $nN_{\text{int}}$ non-interacting one-particle states. We therefore propose here to introduce an additional degree of freedom by means of an unitary transformation of the non-interacting states that is optimized in every step of the solution of the unconstrained subproblems to minimize the augmented Lagrangian. This does not increase the number of observables to be measured, because the interactions remain local on the $N_{\text{int}}$ sites. The computational effort for this additional step is polynomial in $(n + 1)N_{\text{int}}$. The additional freedom through the rotation of part of the one-particle basis makes a given parametrized hardware-efficient trial state more flexible in the sense that it can represent fermionic states that were not representable without the additional unitary transform.

V. REDUCTION OF THE NUMBER OF QUANTUM PROGRAMS

At variance to the VQE, where only the expectation value of the Hamiltonian $\hat{H}$ is required, the proposed evaluation of the RDMF on quantum computers requires the individual estimation of all elements of the one-particle reduced density matrix, i.e. $\rho^{(1)}_{a,b}$ and the expectation value of the interaction Hamiltonian $\hat{W}$.

A. Measurements for the Interaction Hamiltonian

Measurements for the expectation value of the interaction ($\hat{W}$) or the local interaction ($\hat{W}_{\text{local},i}$) require in the worst case $O(N^4)$ quantum programs and $O(N^4_{\text{int},i})$ quantum programs, respectively. The measurement of the expectation value of the (local) interaction Hamiltonian is very similar to the measurement of the total energy in the VQE because the interaction is contained in the total energy. Thus, the same techniques developed for the VQE can be applied here for the interaction energy, e.g. the approach proposed by Izmaylov et al. [40] brings the scaling down to $O(N^3)$ and $O(N^3_{\text{int},i})$, respectively. However, in this work we will instead focus on the measurement of the individual elements of the one-particle reduced density matrix, which is qualitatively different from the measurement of the total energy or interaction energy.

B. Measurements for the One-Particle Reduced Density Matrix

The number of measurements to evaluate an individual element of the one-particle reduced density matrix is independent of the system size for the common fermionic transformations. Thus, the number of measurements for each evaluation of the one-particle reduced density matrix scales quadratically with the number of one-particle basis states. Consequently, without the ACA of the RDMF, the number of measurements would scale quadratically with the overall system size in terms of one-particle basis states.

With the ACA, the number only scales as

$$O\left(\sum_{i=1}^{N_{\text{local}}} (n + 1)^2 N_{\text{int},i}^2\right),$$

where $N_{\text{local}}$ is the number of local RDMFs, $n$ the chosen order of the ACA, $N_{\text{int},i}$ the number of interacting
one-particle states in the $i$-th local interaction $\hat{W}_{\text{local},i}$. The number of local RDMFs is linear in terms of the overall system size. Provided some order $n$ of the ACA is sufficient for a proper description of the system, then the overall number of measurements for the one-particle reduced density matrices scale linearly with the system size because the number of measurements for each local RDMF is independent of the overall system size. Thus, this linear-scaling behavior of the ACA drastically reduces the qubit requirements, as well as the overall measurement count.

1. Combination of Measurements

The number of quantum programs can be further reduced by combining commuting observables [6, 9, 41] instead of measuring only a single observable per quantum program execution. We will show here that all elements of the one-particle reduced density matrix can be measured with only $\mathcal{O}(N_{\chi})$ quantum programs instead of $\mathcal{O}(N_{\chi}^2)$, where $N_{\chi}$ is the number of one-particle states. The fermionic transformation turns the elements of the one-particle reduced density matrix $\hat{\rho}_{\beta,a} = \hat{c}_a \hat{c}_\beta$ into weighted sums of Pauli strings, e.g. $\hat{c}_1 \hat{c}_1 \rightarrow 1/2 \mathbb{I} \otimes \ldots + 1/2 \hat{Z} \otimes \mathbb{I} \otimes \ldots$ in the Jordan-Wigner transformation. Pairwise commuting Pauli strings can be measured simultaneously, i.e. in a single quantum program. We define three different levels of commutation

- **DISJOINT**: Disjoint-qubit commutativity means that the Pauli operators in the two Pauli strings act on different qubits, e.g. $\hat{Z} \otimes \mathbb{I}$ and $\mathbb{I} \otimes \hat{Z}$ commute, but not $\hat{Z} \otimes \mathbb{I}$ and $\hat{Z} \otimes \hat{Z}$.

- **QWC**: Qubit-wise commutativity is satisfied if each Pauli operator in the first Pauli string commutes with the Pauli operator on the same qubit of the second Pauli string, e.g. $\hat{Z} \otimes \mathbb{I}$ and $\hat{Z} \otimes \hat{Z}$ commute, but not $\hat{Z} \otimes \mathbb{I}$ and $X \otimes Z$, respectively.

- **GC**: General commutativity between two Pauli strings, e.g. $\hat{Z} \otimes X \otimes X$ and $\mathbb{I} \otimes \hat{Y} \otimes \hat{Z}$ commute.

The employed commutation level can be used to define a graph where the Pauli strings that have to be measured are the nodes and the two nodes are connected by an edge if they commute at the selected commutation level. The problem of finding the lowest possible number of disjoint groups of pairwise commuting Pauli strings, i.e. sets of Pauli strings that can be measured simultaneously is equivalent to the minimum clique cover problem. The minimum clique cover problem can be solved with heuristic graph coloring algorithms.

All Pauli strings in a clique are then measured with one quantum program and the total number of quantum programs is given by the number of cliques. Even though the minimum clique cover problem is NP-hard [42], greedy algorithms have been shown to give good approximate results in polynomial time. We use here the algorithms implemented in the NetworkX-library [43]. For the remainder of the section, we use the Jordan-Wigner transformation and assume an even number of one-particle states. Other fermionic transformations give similar results.

Fig. 5 shows the dependence of the number of measurement programs on the number of one-particle states $N_{\chi}$ for the measurement of the one-particle reduced density matrix for the three commutativity levels. In total $2N_{\chi}^2 - N_{\chi}$ Pauli strings have to be measured for the elements of the one-particle reduced density matrix. When using qubit-wise commutativity, the number is reduced to roughly $N_{\chi}^2$, but still scales quadratically. Using the general commutativity of Pauli strings, the number of programs is reduced to approximately $2N_{\chi}$ because with each quantum program about $N_{\chi}$ Pauli strings can be measured.

### a. Construction of Measurement Programs

When measuring just a single Pauli string, the measurement circuits are straightforward to set up by first transforming the x- and y-Pauli operators to Pauli-z operators with single-qubit gates and then reducing the multi-qubit z-measurements to single-qubit z-measurements with two-qubit gates. The freedom in the placement of the two-qubit gates can be used to optimize for the coupling topology of the given quantum computer.

When measuring multiple Pauli strings per quantum program, we follow the general idea of the construction given by Gokhale et al. [41] based on the stabilizer formalism [44, 45]. However, we have improved on the for-
mutation and implementation of the construction in several aspects: we have implemented it purely over GF(2), we have added the missing phase row, our construction also works if the set of Pauli strings is not complete or linearly independent, and we have identified freedom in some aspects of the construction to optimize for a given quantum computer. Because of our modifications in the underlying algorithm, we present the construction here as a whole.

The construction utilizes the stabilizer matrix-formalism which writes a set of $N$ commuting Pauli strings that act on $N_q$ qubits as a stabilizer matrix $S \in \mathbb{GF}(2)^{2N_q\times 1\times N}$, i.e.

\[
S = \begin{bmatrix}
Z_{1,1} & Z_{1,2} & \cdots & Z_{1,N} \\
\vdots & \vdots & \ddots & \vdots \\
Z_{N_q,1} & Z_{N_q,2} & \cdots & Z_{N_q,N} \\
X_{1,1} & X_{1,2} & \cdots & X_{1,N} \\
\vdots & \vdots & \ddots & \vdots \\
X_{N_q,1} & X_{N_q,2} & \cdots & X_{N_q,N} \\
r_1 & r_2 & \cdots & r_N
\end{bmatrix}.
\]  

(26)

The elements are defined as follows:

1. $Z_{i,j} = 1$ iff the $j$-th Pauli-string has the Pauli-z acting on the $i$-th qubit.

2. $X_{i,j} = 1$ iff the $j$-th Pauli-string has the Pauli-x acting on the $i$-th qubit.

3. $r_j$ defines that the $j$-th single-qubit measurement needs to be multiplied with $\pm 1^{r_j}$.

4. Otherwise all elements are zero.

For example the Pauli strings $\hat{X} \otimes \hat{Z} \otimes \hat{Y} \otimes \mathbb{I}$, $\hat{Y} \otimes \hat{Z} \otimes \hat{X} \otimes \mathbb{I}$, $\mathbb{I} \otimes \hat{X} \otimes \hat{Z} \otimes \hat{Y}$, and $\mathbb{I} \otimes \hat{Y} \otimes \hat{Z} \otimes \hat{X}$ correspond to the stabilizer matrix

\[
S = \begin{bmatrix}
0 & 1 & 0 & 0 \\
1 & 1 & 0 & 1 \\
1 & 0 & 1 & 1 \\
0 & 0 & 1 & 0 \\
1 & 1 & 0 & 0 \\
0 & 0 & 1 & 1 \\
1 & 1 & 0 & 0 \\
0 & 0 & 1 & 1 \\
0 & 0 & 0 & 0
\end{bmatrix},
\]  

(27)

where $r_i = 0$ has been chosen as a convention. The action of quantum gates now corresponds to changes in the stabilizer matrix [45]:

- CNOT(c,t): $\forall i \in 1,\ldots,N$ do $r_i \rightarrow r_i + Z_{t,i}X_{c,i}(1 + X_{t,i} + Z_{c,i})$, $X_{t,i} \rightarrow X_{t,i} + X_{c,i}$, $X_{c,i} \rightarrow Z_{c,i} + Z_{t,i}$.
- Hadamard gate $H(q)$: $\forall i \in 1,\ldots,N$ do $r_i \rightarrow r_i + X_{q,i}Z_{q,i}$ and swap $X_{q,i}$ and $Z_{q,i}$.
- Phase gate $S(q)$: $\forall i \in 1,\ldots,N$ do $r_i \rightarrow r_i + X_{q,i}Z_{q,i}$, $Z_{q,i} \rightarrow Z_{q,i} + X_{q,i}$.

All operations are performed in GF(2). The inclusion of the phase row $r_1,\ldots,r_N$ guarantees that the sign of the measurements is correct.

The algorithm for the construction of the measurement circuits is described in Algorithm 2. To simplify the notation we define the first $N_q$ rows of the stabilizer matrix as matrix $S_Z$, the following $N_q$ rows as the matrix $S_X$, and the last row as the phase row.

**Algorithm 2 Construction of Measurement Programs**

**Input:** $N$ commuting Pauli strings $P_1,\ldots,P_N$

**Output:** measurement circuit consisting of the gates that have been applied to $S$

\[
S \leftarrow \text{stabilizer matrix of } P_1,\ldots,P_N \text{ with } r_i = 0 \quad \triangleright \text{prep.}
\]

\[
R_{ZX} \leftarrow rk\left( \begin{bmatrix} S_Z \\ S_X \end{bmatrix} \right)
\]

while $rk(S_X) < R_{ZX}$ do

choose some qubit $q$ to apply Hadamard to

\[
S \leftarrow H(q)S
\]

end while

$P, L, U \leftarrow \text{PLU decomposition of } S_{ZX} \quad \triangleright \text{PLU-decomp.}$

$T \leftarrow \text{transpositions in } P$

for each transposition $i \rightarrow j$ in $T$ do

\[
S \leftarrow \text{SWAP}(i,j)S
\]

end for

$L^{-1} \leftarrow \text{inv}(L)$

for each $(i,j), i \neq j$ with $L^{-1}_{i,j} = 1$ do

\[
S \leftarrow \text{CNOT}(i,j)S
\]

end for

if $S_X$ is not diagonal then

\quad \triangleright \text{diag. reduc. reduce } S_X \text{ to diagonal form with CNOTs}

end if

reduce $S_Z$ to zero with phase gates and CNOTs

for each qubit $q$ do

\quad $S \leftarrow H(q)S$

end for

for each qubit $q$ do

\quad $S \leftarrow X-Z$-flip

if $r_q = 1$ then

\quad $S \leftarrow Y(q)S$

end if

end for

Specifically, the algorithm performs the following steps:

1. maximizing the rank of the $S_X$ matrix (rank max.),
2. transforming the $S_X$ to upper triangular form (PLU-decomp. and row reduc.),
3. reducing $S_X$ to diagonal form (diag. reduc.),
4. transforming the $S_Z$ to a zero matrix (Z-reduction),
5. exchanging the elements of the $S_Z$ and $S_x$ matrix so that $S_X = 0$ and $S_Z$ diagonal (X-Z-flip)
6. and using the information in the phase row to get the correct signs in the measurements (sign-step).
The result is a stabilizer matrix, where $S_Z$ is diagonal, $S_X = 0$ and $r_i = 0$, which means that the Pauli strings $P_i$ can be measured as single-qubit measurements at the qubits $q_i$, where $S_{Z,q,i} = 1$.

The initial step is the construction of the stabilizer matrix $S$ from the set $\{P_i\}$ of $N$ Pauli strings. It should be noted that all algebra has to be performed over GF(2) instead of $\mathbb{R}$. The initial rank of the matrix $[S_Z \ S_X]^T$ represents the maximal rank of the $S_X$-matrix that can be reached by exchanging rows of the $S_X$ and $S_Z$ matrix with Hadamard gates. Next, these Hadamard gates are applied to qubits such that the rank of $S_X$ becomes equal to the initial rank of $[S_Z \ S_X]^T$. The qubits where the Hadamard gates have to be applied can be found in polynomial time with the simple Algorithm 3.

**Algorithm 3** Maximizing the rank of $S_X$ with Hadamards

**Input:** stabilizer matrix $S$

**Output:** set $H$ of qubits, where Hadamards need to be applied so that $S_X$ has maximal rank

$$R_{ZX} \leftarrow \text{rk}\left([S_Z \ S_X]^T\right)$$

$H \leftarrow \emptyset$

while $\text{rk}(S_X) < R_{ZX}$ do

for each qubit $q$ not yet in $H$ do

if $\text{rk}((H(q)S_X)^T) > \text{rk}(S_X)$ then

$S \leftarrow H(q)S$

$H \leftarrow H \cup q$

end if

end for

end while

For the example given in Eq. (27) the ranks are $\text{rk}\left([S_Z \ S_X]^T\right) = 4$ and $\text{rk}(S_X) = 2$. Applying Hadamard gates at the first and second qubit results in the stabilizer matrix

$$S_{\text{rank max.}} = \begin{pmatrix}
1 & 1 & 0 & 0 \\
0 & 0 & 1 & 1 \\
1 & 0 & 1 & 1 \\
0 & 0 & 1 & 0 \\
0 & 1 & 0 & 0 \\
1 & 1 & 0 & 1 \\
1 & 1 & 0 & 0 \\
0 & 0 & 1 & 1 \\
0 & 1 & 0 & 1
\end{pmatrix} \quad (28)$$

with $\text{rk}(S_X) = 4$. The PLU-decomposition of $S_{\text{rank max..X}}$ in the exemplary case is

$$S_{\text{rank max..X}} = \begin{pmatrix}
0 & 1 & 0 & 0 \\
1 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 \\
0 & 0 & 1 & 0 \\
1 & 0 & 0 & 0 \\
0 & 0 & 1 & 0
\end{pmatrix} \begin{pmatrix}
1 & 1 & 0 & 1 \\
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 1 \\
0 & 0 & 0 & 1 \\
0 & 0 & 0 & 0
\end{pmatrix} \quad (29)$$

and, hence, the stabilizer matrix after permutation with SWAP(0,1) and SWAP(2,3) is

$$S_{\text{perm.}} = \begin{pmatrix}
1 & 1 & 0 & 1 \\
1 & 0 & 0 & 0 \\
0 & 0 & 1 & 1 \\
0 & 1 & 0 & 0 \\
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 1
\end{pmatrix} \quad (30)$$

The row reduction with $L^{-1}$, i.e. CNOT(0,3) then reduces the stabilizer matrix to

$$S_{\text{row red.}} = \begin{pmatrix}
1 & 1 & 0 & 1 \\
1 & 0 & 0 & 0 \\
0 & 0 & 1 & 1 \\
0 & 0 & 0 & 1 \\
0 & 1 & 0 & 1 \\
0 & 1 & 0 & 1
\end{pmatrix} \quad (31)$$

and with the diagonal reduction, i.e. CNOT(3,2), CNOT(3,1) and CNOT(1,0) finally to

$$S_{\text{diag. red.}} = \begin{pmatrix}
1 & 1 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1 \\
0 & 0 & 0 & 1
\end{pmatrix} \quad (32)$$

where $S_X = 1$. With phase gates at all qubits, the $S_Z$ matrix can be reduced to a zero matrix and with Hadamard gates at all qubits the $S_Z$ and $S_X$ matrix are
flipped to obtain
\[
S_{X-Z-flip} = \begin{bmatrix}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 1 & 0 & 1 \\
\end{bmatrix}.
\] (33)

The final step is to apply Y gates at the second and fourth qubits to obtain the proper signs of the measurements. The resulting measurement circuit for this example is shown in Fig. 6.

b. Optimization of Measurement Programs

The naive application of the construction of measurement programs can, however, leads to an \(O(N^2)\) gate count in the worst case [41]. Therefore, we propose here to use the degrees of freedom in the construction to optimize the measurement circuits for a given quantum computer. One important degree of freedom is the ordering of the measurement qubits, i.e. what single-qubit measurement is measured at which qubit. The depth and the gate count of the constructed measurement circuits is sensitive to the order. Because the number of possible permutations scales exponentially with the number of qubits, an efficient heuristic for the order is required. Fixing the order so that there are no permutations in the PLU-decomposition is an example of a simple heuristic. Fig. 7 shows the maximal gate count of the constructed measurement circuits for all elements of the one-particle reduced density matrix for a given number of qubits.

VI. RESULTS FOR A MODEL SYSTEM

A. Definition of the Model

The Hubbard model [27–29] has proven to be an extremely valuable model system for materials with strong electronic correlations. Conventional DFT fails to qualitatively describe these strong electronic correlations and the resulting phenomena like metal-insulator transitions. Thus, alternative correlated approaches are required.

We use here a \(L = 8\)-site half-filled Hubbard chain with the Hamiltonian
\[
\hat{H} = -t \sum_{\sigma \in \{\uparrow, \downarrow\}} \sum_{i=1}^{L-1} \hat{c}_{i,\sigma}^\dagger \hat{c}_{i+1,\sigma} + U \sum_{i=1}^{L} \hat{n}_{i,\uparrow} \hat{n}_{i,\downarrow}, \tag{34}
\]
where \(\hat{n}_{i,\sigma} = \hat{c}_{i,\sigma}^\dagger \hat{c}_{i,\sigma}\) is the particle number operator for the spin channel \(\sigma\) on site \(i\), \(t\) is the hopping parameter and \(U \geq 0\) the interaction operator. The first sum represents the kinetic energy of electrons hopping between sites and the second sum covers the electron-electron interaction of two electrons on the same site. Hence, the interaction operator is
\[
\hat{W} = U \sum_{i=1}^{L} \hat{n}_{i,\uparrow} \hat{n}_{i,\downarrow}. \tag{35}
\]
The half-filled Hubbard chain can be viewed as a model for a chain of Hydrogen atoms, where the interaction strength \(U/t\) is analogous to the distance between the atoms.

We focus on the evaluation of the RDMF \(F^{\hat{W}}[\rho^{(1)}]\) for a given one-particle reduced density matrix \(\rho^{(1)}\). This result is then used in the minimization of the total energy in Eq. (3). As a physical example case we use the
FIG. 8: Hardware efficient trial state used in this work with 16 real parameters $u$.

one-particle reduced density matrix $\rho_0^{(1)}$ of the ground-state of the chosen model. The ground state of the $L$-site half-filled Hubbard chain can be obtained efficiently for arbitrary interaction strengths with MPS-DMRG techniques. We use here the MPS implementation in ITensor [47] through DMRGPy [48]. This defines the RDMF $F_W[\rho_0^{(1)}]$ to be calculated.

B. Local Approximation and ACA

Now the pipeline proposed in Sec. II, i.e. the local approximation and the ACA can be applied:

$$F_W^{(1)}[\rho_0] \approx \sum_{i=1}^L F^{\hat{n}_i,\hat{n}_{i+1}}[\rho_0^{(1)}]$$

$$\approx \sum_{i=1}^L F_{ACA(n)}^{\hat{n}_i,\hat{n}_{i+1}}[\rho_0^{(1)}]$$

$$= \sum_{i=1}^L F^{\hat{n}_i,\hat{n}_{i+1}}[\rho_0,ACA(n)]$$

where we have chosen a single-site local approximation, i.e., $N_{\text{int}} = 2$ and $n$ determines the order of the ACA. The resulting $L$ functionals $F^{\hat{n}_i,\hat{n}_{i+1}}[\rho_0,ACA(n)]$ to be computed consider only 2($n + 1$) one-particle states instead of 2$L$ of the full system. The results discussed in Sec. II D show that the first-order ACA, i.e. $n = 1$ already gives results close to the exact value and quantum computers with at least 4 qubits are widely available. Thus, this work will consider the evaluation of the RDMF $F_W[\rho_0^{(1)}]$ with $W_1 = U\hat{n}_1,\hat{n}_{1+1}$ as an examply case.

C. Trial State

As the hardware-efficient trial state we propose the variant shown in Fig. 8 tailored to IBM quantum computers with the Falcon r4L processor type which have $R_x$, $\sqrt{X}$- and CNOT-gates as basic gates and a linear topology for basic two-qubit gates [49]. The Bravyi-Kitaev transformation is used for the fermionic transformation and the two interacting one-particle states are placed on the two center qubits.

The chosen hardware efficient trial state is minimal in terms of the number of two-qubit gates. We were not able to find a parametrization of the trial state that represents the one-particle reduced density matrix $\rho_0^{(1)}$ of the chosen example case without the additional freedom generated by the additional unitary transform of the non-interacting states introduced in Sec. IV C. One exception is the case of infinite interaction strengths, i.e. $U/t \to \infty$, where the ACA-transformed density matrix $\rho_0^{(1)}$ is diagonal. Hence, this additional freedom makes the constraints in the constrained minimization problem satisfiable for arbitrary interactions strengths and allows us to use such a simple trial state. The implementation of the augmented Lagrangian and input files for the presented results are publicly available [32].

D. Simulation without Noise

To show the suitability of the chosen trial state the constrained minimization with the augmented Lagrangian was run without noise, i.e. exact expectation values. Details for the constrained minimization can be found in appendix C. Fig. 9 shows the convergence of the value of the augmented Lagrangian $L$ and the expectation value of the interaction $\langle W_1 \rangle = U\hat{n}_1,\hat{n}_{1+1}$, i.e. the value of the RDMF in comparison to the value $F_{\text{exact}}$ of the RDMF obtained from a constrained minimization over Slater determinants (see appendix B). Additionally, the overall constraint violation $\sum_i c_i^2$ is shown. The convergence of the augmented Lagrangian is rapid so that typically no more than 10 outer iterations are required. If the Lagrange multipliers are initialized to zero, i.e. $\lambda_0 = 0$, then the augmented Lagrangian approach converges from a large constraint violation to the final result. However, if an initial guess for the Lagrange multipliers is obtained from the Müller functional [20], then the constraint violation is already small after the first iteration of the augmented Lagrangian and the convergence of the interaction energy $\langle W \rangle$ is much quicker. The Müller functional [20] is an approximate parametrized RDMF and its derivatives with respect to the one-particle reduced density matrix, which correspond to the Lagrange multipliers, can be obtained with polynomial cost.

The results for the RDMF $F_{\text{qc, no noise}}$ obtained with the augmented Lagrangian and the trial state in Fig. 8 without noise are shown for a wide range of interactions strengths $U/t$ in Fig. 10. The chosen trial state together with the unitary transformation of the non-interacting states introduced in Sec. IV C obtains the density-functional that is nearly indistinguishable from the exact result for arbitrary $U/t$, i.e. in the weakly interacting regime $U/t \ll 1$, as well as in the strongly interacting and correlated regime $U/t \gg 1$. 
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FIG. 9: Convergence of the augmented Lagrangian L, the interaction energy \( \langle W_1 \rangle = U \hat{n}_1 \hat{\tau}_i \hat{n}_1 \hat{\tau}_i \) and the constraint violation \( \sum_i c_i^2 \) at the end of each solution of an unconstrained subproblem in a noiseless simulation for the situation defined in Sec. VIB and \( U/t = 1 \). \( F_{\text{exact}} \) is the value of the RDMF obtained with a constrained minimization over Slater determinants (see appendix B). Solid lines show the convergence when the initial Lagrange multipliers are chosen as zero and dashed lines the corresponding results if the initial values of the Lagrange multipliers are chosen as the derivatives of the Müller functional.

\[
F_{\text{qc}, \text{no noise}}/t = F_{\text{exact}}/t
\]

FIG. 10: Comparison of the RDMF \( F_{\text{qc}, \text{no noise}} \) obtained with the augmented Lagrangian and the trial state in Fig. 8 without noise compared to the exact value \( F_{\text{exact}} \) (see appendix B) for the RDMF \( F^{U \hat{n}_1 \hat{\tau}_i \hat{n}_1 \hat{\tau}_i} \) defined in Sec. VIB.

E. Results on NISQ Device

After showing that the proposed schema with the chosen trial state converges accurately to the RDMF when exact expectation values are considered, we now include noise into the simulation.

We focus on IBM quantum computers [49] with a linear coupling topology like the ibmq_bogota, ibmq_manila, or ibmq_santiago machines, respectively. These are all 5-qubit quantum computers with the processor type Falcon 4L. The noisy simulations have been performed with the density-matrix-based simulator in Qiskit 0.29.0 using the noise model of the ibmq_manila quantum computer, the qubit-wise commutation of measurements, and 8192 shots per measurement. The noise simulation included depolarizing gate errors, thermal relaxation errors, and single-qubit readout errors. The first four qubits of the 5-qubit quantum computer were used.

Fig. 11 shows the behavior of the expectation value \( \langle W_1 \rangle \) and the constrained violation \( \sum_i c_i^2 \) during the constrained minimization when the quantum programs are simulated with the noise model of the real quantum computer ibmq_manila. The corresponding calibration results are given in table I. The convergence when using the real quantum computer to evaluate the expectation values during the minimization is very similar to the noisy simulation.

During the first outer iteration of the augmented Lagrangian, the constraint violation converges in both the noisy simulation and real execution to a finite value. For a solution of a constrained minimization problem with the augmented Lagrangian approach this behavior is not unexpected, as can be seen also in Fig. 9. However, after the penalty update, i.e., increase of the penalties on the constraints, the convergence to essentially the same
constraint violation in the second and subsequent outer iterations is curious and points to a deeper issue. Two possible explanations exist: Either the minimization in the first outer iteration has converged to a local minimum that is not the global minimum and subsequent iterations are not able to escape this minimum, or due to the inclusion of noise, the trial state can not represent a state that fulfills the constraints. The dominant part of the overall constraint violation stems from the constraints on the off-diagonal elements \( \rho^{(1)}_{\text{ACA}(1),1\uparrow,2\downarrow} \) and \( \rho^{(1)}_{\text{ACA}(1),1\downarrow,2\uparrow} \), respectively, i.e. the covalencies.

Using the converged parameters \( u_{\text{noisless}} \) of the trial state from the noiseless constrained minimization as a starting point for the constrained minimization with noise, the convergence as shown in Fig. 13 is obtained. The converged values are very similar to the results shown in Fig. 11, where the minimization commenced from a random starting point. Thus, we conclude that the convergence to a local minimum rather than a global minimum is very unlikely and that the observed behavior points to a representability issue of the many-particle state on the noisy quantum computer. This aspect is the subject of future research.

We therefore conclude that the evaluation of the RDMF is possible on a quantum computer. The results obtained this way can then be used in an iterative total energy minimization. The formulation of the total energy minimization problem with the RDMF allows us to employ novel approximations like the ACA to drastically reduce the qubit requirements of the problem and to parallelize it.

VII. CONCLUSIONS AND OUTLOOK

We have introduced a hybrid quantum-classical approach based on an RDMFT formulation of the quantum total energy problem and the ACA for gate-based quantum computers. Using the latter, a drastic reduction of the necessary qubit count is demonstrated. The measurements of the one-particle reduced density matrix that are required for the density-matrix constraints are shown to be obtainable with only a linear number of quantum programs when the general commutativity of observables is exploited. A construction algorithm for the measurement programs is given and available degrees of freedom for their optimization are introduced.

The essential part of the proposed approach, the evaluation of a local RDMF, is demonstrated with a Hubbard-type model system using noise-free simulations, simulations including noise models of realistic quantum computers, as well as with executions on real IBM quantum computers. While model systems such as the Hubbard model are convenient to study the features and convergence behavior of the proposed algorithm, the goal of this approach is the application within \textit{ab-initio} molecular dynamics calculations. The main difference between the treatment of model systems and realistic systems is the number of terms in the interaction Hamiltonian. The variational formulation based on RDMFT makes the proposed algorithm very suitable for \textit{ab-initio} molecular dynamics calculations because the forces can be evaluated in a straightforward way from already available quantities such as the one- and two-particle reduced density matrix [50]. Noise in the nuclear forces stemming from the noise of the quantum computer can be com-
pensated for in *ab-initio* molecular dynamics simulations in the spirit of approximate computing [51], where the desired thermodynamic expectation values can nevertheless be accurately obtained by devising a properly modified Langevin equation [52, 53]. The investigation of the representability of fermionic quantum states on noisy gate-based quantum computers, the optimization of the measurement programs as well as the integration with molecular dynamics programs like CP2K [54] are subject for future research.
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**Appendix A: Availability of Source Code and Data**

The source code of the software implementation of the presented approach, input files for the presented results as well as the raw data are openly available at [32].

**Appendix B: Practical Details of the Exact RDMF**

The exact reference of the RDMF has been obtained by parametrizing

\[
E_{\text{exact}}^{\hat{W}}[\rho^{(1)}] = \min_{x \in \mathbb{C}^{2N}} \langle \Psi(x) | \hat{W} | \Psi(x) \rangle
\] (B1)

with the equality constraints

\[
\langle \Psi(x) | c_{\alpha}^\dagger c_{\beta} | \Psi(x) \rangle = \rho^{(1)}_{\beta,\alpha}, \quad (B2a)
\]
\[
\langle \Psi(x) | \Psi(x) \rangle = 1, \quad (B2b)
\]

where \( | \Psi(x) \rangle = \sum_{i} x_{i} | n_{i} \rangle \) is a sum over all Slater determinants \( | 00 \cdots, | 10 \cdots, \cdots \rangle \), respectively. The complex parameters \( x_{i} \) were represented by their real and imaginary parts and the constrained minimization was performed using the trust-region constrained minimization algorithm from SciPy 1.7.1 [55, 56] with a convergence tolerance of \( 10^{-9} \).

**Appendix C: Practical Details of the Augmented Lagrangian Approach**

\[ a. \ Parameters for the Augmented Lagrangian \]

The initial values for the parameters \( u_{0} \) were uniformly chosen at random from \( [-\pi, \pi] \). The initial values for the Lagrange multipliers \( \lambda_{0} \) were either chosen as zero, or as the numerical derivatives of the Müller functional [20] for the given one-particle reduced density matrix. The initial value for the penalties \( \mu_{0} \) was chosen as 10 and the penalties were updated after each solution of the unconstrained problem by multiplying them with 1.5.

\[ 1. \ Solution of the Unconstrained Subproblems \]

In the case without noise, the unconstrained subproblems were solved with the L\_BFGS\_B and COBYLA algorithms implemented in Qiskit 0.29.0 [46, 55]. The tolerance was set to \( 10^{-3} \) and at most 10000 iterations were permitted. The optimization of the unitary transform of the non-interacting one-particle states outlined in Sec. IV C has been performed with the BFGS algorithm (with a convergence tolerance of \( 10^{-9} \)) from SciPy 1.7.1 [55] and the parametrization of unitary matrices

\[
U = e^{iH},
\]

where \( H \) is a parametrized arbitrary hermitian matrix.

In the case with noise, the COBYLA algorithm implemented in Qiskit 0.29.0 [46, 55] was used with a convergence tolerance of 0.01.

**Appendix D: Calibration of the ibmq\_manila Quantum Computer**

The thermal relaxation time constant \( T_{1} \), the dephasing time constant \( T_{2} \), and error rates from calibration of the ibmq\_manila quantum computer are shown in table I.
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