ON THE EXISTENCE OF STAR PRODUCTS ON QUOTIENT SPACES OF LINEAR HAMILTONIAN TORUS ACTIONS

HANS-CHRISTIAN HERBIG, SRIKANTH B. IYENGAR AND MARKUS J. PFLAUM

Abstract. We discuss BFV deformation quantization [5] in the special case of a linear Hamiltonian torus action. In particular, we show that the Koszul complex on the moment map of an effective linear Hamiltonian torus action is acyclic. We rephrase the nonpositivity condition of [2] for linear Hamiltonian torus actions. It follows that reduced spaces of such actions admit continuous star products.
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1. Introduction

The purpose of this note is to elaborate on the domain of applicability of the following theorem in the special situation of linear Hamiltonian torus actions. In particular, we will show that in this special case condition (2) below is essentially always fulfilled and condition (1) has a simple geometric meaning. These results might be of independent interest.

Theorem 1.1 ([5]). Let $G$ be a compact, connected Lie group acting in a Hamiltonian fashion on a symplectic manifold $(M, \omega)$. Let $J : M \to g^*$ be an equivariant moment map for this action satisfying the following requirements

(1) for every $f \in C^\infty(M)$ such that the restriction of $f$ to the zero fibre $Z := J^{-1}(0)$ vanishes there exist a smooth $F : M \to g$ such that $f = \langle J, F \rangle$,
(2) the Koszul complex on $J$ over the ring $C^\infty(M)$ is acyclic.

Then there exists a continuous formal deformation quantization of the (possibly singular) reduced space $M_0 = Z/G$.

Throughout the paper $g$ stands for the Lie algebra of the Lie group $G$. We denote the dual pairing between $g$ and its dual space $g^*$ by $\langle \cdot, \cdot \rangle$.

Let us recall what is meant by the Koszul complex on the map $J$. The space of Koszul chains is defined to be the free $C^\infty(M)$-module $K_* = K_* (C^\infty(M), J) := \wedge g \otimes C^\infty(M)$. Here the tensor product is taken over the ground field $K$ which will be the field of real numbers $\mathbb{R}$ or the field of complex numbers $\mathbb{C}$. The Koszul differential $\partial : K_* \to K_{*-1}$ is given by contraction with $J$. By choosing a basis $e_1, \ldots, e_\ell$ for $g$ with dual basis $e^1, \ldots, e^\ell$ we may write $\partial = \sum_{i=1}^\ell J_i \iota(e^i)$. Here the components $J_i := J_{e_i} := \langle J, e_i \rangle$ are given by pairing the result of the map $J$ with the basis vector $e_i$ and $\iota(e^i)$ means contraction with $e^i$. It is natural to augment the Koszul complex with
the restriction map \( \text{res} : K_0 = \mathcal{C}^\infty(M) \to \mathcal{C}^\infty(Z) \). By definition of \( \mathcal{C}^\infty(Z) \) the restriction map is onto. The first terms of the augmented Koszul complex are

\[
0 \longrightarrow \mathcal{C}^\infty(Z) \xrightarrow{\text{res}} K_0 = \mathcal{C}^\infty(M) \xrightarrow{\partial_1} K_1 = \mathfrak{g} \otimes \mathcal{C}^\infty(M) \xrightarrow{\partial_2} \cdots
\]

Condition (1) of the theorem is nothing but the exactness of the augmented Koszul complex in degree 0. We will refer to it by saying that the generating hypothesis holds. Condition (2) means that the complex is exact in all higher degrees. In that case \( J \) is called a complete intersection. A potential property of \( J \), which is closely related to condition (1), is the following.

**Definition 1.2.** We say that the moment map \( J \) changes sign at \( \zeta \in Z = J^{-1}(0) \) if for every \( \xi \in \mathfrak{g} \) either one of the following assertions hold

- there exist an open neighborhood \( U \) of \( \zeta \) in \( M \) such that \( J_\xi|_U = 0 \),
- for every open neighborhood \( U \) of \( \zeta \) in \( M \) there exist \( m_1, m_2 \in U \) such that \( J_\xi(m_1) > 0 \) and \( J_\xi(m_2) < 0 \).

Note that if 0 is not in the image of \( J \), then \( J \) does not change sign by definition. It is known in Propositions 6.6 and 6.7 that a moment map which satisfies the generating hypothesis necessarily changes sign at every point of the zero fibre. In the special case of a Hamiltonian torus action also the converse holds [2, Theorem 6.8]. We will see in Proposition 2.2 that in the case of a linear torus action the sign change can be easily checked and is related to properties of the image of the moment map.

The proof of Proposition 2.2 and of Proposition 2.3, which says that any moment map of a linear Hamiltonian torus action is a complete intersection, will occupy the section 2 and section 1. Actually the arguments used are more or less elementary, the basic thread being to treat the quadratic equations by linear means. Despite their simplicity the results are important because they provide a complete and uniform picture and lots of examples of quantizable singular spaces.

The moral is that one is now in a position to attack the remaining cases, including the class of polarized torus actions [7], the most basic example being the harmonic oscillator. For the bulk of those torus actions the constraint surface will not be first class, and the method of homological phase space reduction (cf. section 5) does not apply without modification. In the physics literature there exist several proposals how to rectify the situation (see, e.g., [13]) and the Hamiltonian torus actions might provide a good testing ground for those ideas. We would like to stress that, in contrast to the abelian case, in the case of linear Hamiltonian actions of nonabelian groups one cannot expect such an uniform answer. This is because there are prominent examples where the reducedness question (which is related to condition (1) above) is notoriously difficult, see for instance [10]. On the other hand, there are many nonabelian examples which are not complete intersections, e.g., angular momentum in dimension \( \geq 3 \).

We assume that the reader is acquainted with the basic notions of symplectic geometry and deformation quantization, a good reference is the book [14]. Some of the arguments also use basic commutative algebra. We provide details for the convenience of the reader.
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2. **Linear Hamiltonian torus actions**

Let \( G := \mathbb{T}^\ell \) be the \( \ell \)-dimensional torus, i.e., the \( \ell \)-fold cartesian product of circles. Recall [7] that any linear Hamiltonian \( G \)-action can be written as an action on the flat Kähler space \( (\mathbb{C}^n, -2\omega_0) \) as follows. In order to avoid annoying prefactors we take the liberty to rescale the standard Kähler form \( \omega_0 = i/2 \sum dz_i \wedge d\overline{z}_i \). Using the basis \( e_1, \ldots, e_\ell \) of \( \mathfrak{g} \) we are able to record
the data of the action into the matrix of weights \( A = (a_{ij}) \in \mathbb{Z}^{\ell \times n} \). Writing \( g \in G \) as

\[
g = \left( e^{2\pi i \xi^1}, e^{2\pi i \xi^2}, \ldots, e^{2\pi i \xi^\ell} \right)
\]

for \((\xi^1, \xi^2, \ldots, \xi^\ell) \in \mathbb{R}^\ell \cong \mathfrak{g}\), \( g \) acts on \( z = (z_1, z_2, \ldots, z_n) \) according to \( z_j \mapsto e^{-2\pi i \sum a_{ij} \xi^i} z_j \) for \( j = 1, 2, \ldots, n \). There is a unique homogeneous quadratic moment map \( J : \mathbb{C}^n \to \mathbb{R}^\ell \cong \mathfrak{g}^* \) for this \( G \)-action

\[
J_i(z, \underline{\pi}) = \sum_{j=1}^n a_{ij} z_j \pi_j \quad i = 1, \ldots, \ell.
\]

A moment map for a Hamiltonian action of a torus \( G \) is unique up to a constant in \( \mathfrak{g}^* \).

Using Gaussian elimination we find that upon an integer change of the basis of \( \mathfrak{g} \) and permutations of the coordinates of \( \mathbb{C}^n \) the weight matrix \( A \) can be brought into upper triangular form

\[
\begin{pmatrix}
\diamond & 0 & 0 & \cdots & * & \cdots \\
0 & \diamond & 0 & \cdots & * & \cdots \\
0 & 0 & \diamond & \cdots & \cdots \\
\cdots & \cdots & \cdots & \cdots & \cdots \\
0 & 0 & \cdots & 0 & \cdots \\
\cdots & \cdots & \cdots & \cdots & \cdots
\end{pmatrix}
=: \left( \begin{array}{c}
\tilde{A} \\
0
\end{array} \right),
\]

where \( \diamond \) indicates nonzero and * arbitrary integer entries. In the above representation the lower righthand block of zeros does not occur if and only if \( \text{Rank}_Q A = \ell \) if and only if there does not exist a compact one-parameter subgroup acting trivially if and only if there does not exist a one-parameter subgroup acting trivially if the \( G \)-action is effective. Otherwise we may divide out the \((\ell - \text{Rank}_Q A)\)-dimensional torus acting trivially and consider the resulting effective action of a \((\text{Rank}_Q A)\)-dimensional torus with weight matrix \( \tilde{A} \).

In order to prove that the Koszul complex on the homogeneous quadratic moment map of equation (2.1) for \( A \) of full rank \( \ell \) is acyclic one can argue as follows. Using Gaussian elimination one can show that the Koszul complex on the homogeneous quadratic moment map \( J : \mathbb{C}^n \to \mathbb{R}^\ell \cong \mathfrak{g}^* \) is acyclic one can argue as follows. Using Gaussian elimination one can show the Koszul complex on the homogeneous quadratic moment map of \( \tilde{J} \) for \( (J_1, \ldots, J_\ell) \) coincides with the Koszul complex on the homogeneous quadratic moment map of \( \tilde{J} \) for \( (\tilde{J}_1, \ldots, \tilde{J}_\ell) \). By the same theorem we conclude that the subsequence \( J_1, \ldots, J_\ell \) is also a regular in \( K[z, \underline{\pi}] \). The claim now follows easily (for more details cf. section 3). With a little bit more technique one can also show the acyclicity for inhomogeneous \( J \), the proof will be postponed to section 4.

**Proposition 2.1.** For any effective linear Hamiltonian torus action with (not necessarily homogeneous quadratic) moment map \( J \) the Koszul complex on \( J \) is acyclic.

The next result provides several characterizations of linear Hamiltonian torus actions which fulfill the generating hypothesis.

**Proposition 2.2.** For a linear Hamiltonian torus action with moment map \( J = (J_1, \ldots, J_\ell) : \mathbb{C}^n \to \mathbb{R}^\ell \), \( J_i(z, \underline{\pi}) = \sum_{j=1}^n a_{ij} z_j \pi_j \) and corresponding nonzero weight matrix \( A = (a_{ij}) \in \mathbb{Z}^{\ell \times n} \) of rank \( r \leq \ell \) the following statements are equivalent

(i) \( J \) changes sign at every \( \zeta \in Z = J^{-1}(0) \),

(ii) the image of \( J \) is a vector subspace of \( \mathbb{R}^\ell \) of dimension \( r \),

(iii) 0 is in the relative interior of the convex hull \( \text{conv}(A) \subseteq \mathbb{R}^\ell \) of the set of column vectors of \( A \).

More generally, \( \mu \) is in the relative interior of the convex hull of \( \mu \) if and only if the shifted moment map \( J_\mu := J - \mu \) changes sign at every \( \zeta \in J_\mu^{-1}(0) = J^{-1}(\mu) \).
Proof. We use the standard euclidean scalar product $\mathbb{R}^k \times \mathbb{R}^k \rightarrow \mathbb{R}$, $(v, w) \mapsto v \cdot w$ in order to identify $R^k$ with its dual space.

$\mathfrak{I} \Rightarrow \mathfrak{III}$: Observe that the map $C^n \rightarrow R^k_+$, $(z_1, \ldots, z_n) \mapsto (|z_1|^2, \ldots, |z_n|^2)$ is onto. Let us also denote by $A : R^n \rightarrow R^k$ the linear map defined by the weight matrix. The image of $J$ is obviously the same as $A(R^n_+)$, and we claim that the latter is $\text{im}(A)$ as a consequence of $\mathfrak{I}$. We have to show that for every $v \in \text{im}(A)$ there is an $x \in R^n_+$ with $Ax = v$. Otherwise there would be, according to $[10]$ Farkas Lemma II, a $w \in R^k$ such that $w^tA \geq 0$ and $w \cdot v < 0$. This implies that $J(z, \tau) \cdot w = \sum_{i,j} w_i a_{ij} |z_j|^2 \geq 0$. The condition $\mathfrak{I}$ forces that to be a strict equality, i.e., $
abla \sum_{i,j} w_i a_{ij} |z_j|^2 = 0$ for all $z$. It follows that $w$ has to be in $\text{im}(A)^\perp$, which contradicts $w \cdot v < 0$.

$\mathfrak{III} \Rightarrow \mathfrak{I}$: First of all we show that $\ker(A) \cap R^n_+ \neq \{0\}$. Let us assume the contrary. Because of $\mathfrak{I}$ $A(R^n_+)$ is a vector space. In particular, for every $v \in A(R^n_+)$ it follows that $-v \in A(R^n_+)$, i.e., there exist $x, x' \geq 0$ such that $Ax = v$ and $Ax' = -v$. Adding both equations we conclude that $v = 0$. Therefore, we have $A(R^n_+) = 0$, which implies that $A$ is the zero matrix, which proves the claim. Hence, we may assume that there exists a nonzero solution $z = (z_1, \ldots, z_n) \in C^n$ of the equation $\sum_j a_{ij} |z_j|^2 = 0$. Therefore, zero is a convex linear combination $0 = \sum_j a_{ij} \lambda_j$ with $\lambda_j = |z_j|^2/\|z\|^2$. It follows that the affine hull $\text{aff}(A)$ of the column vectors of $A$ and $\text{im}(A)$ coincide. Now we have to check that zero is not in any proper face of the polytopes $\text{conv}(A)$. The latter would mean that there is a nonzero vector in $\text{aff}(A)$ such that $v - x \geq 0$ for all $x \in \text{conv}(A)$. On the other hand, because of condition $\mathfrak{III}$, every $w \in \text{im}(A)$ can be written as $w = \alpha x$ for some $\alpha > 0$ and $x \in \text{conv}(A)$. We conclude that $v - w \geq 0$ for all $w \in \text{im}(A)$, which implies $A = 0$.

$\mathfrak{III} \Rightarrow \mathfrak{II}$: Let $v = (v_1, \ldots, v_k) \in R^k$ be some vector. We have to check that $J(z) \cdot v = \sum_{i,j} v_i a_{ij} |z_j|^2$ changes sign. In fact if $v \in \text{im}(A)^\perp$ this is true trivially. Let us therefore assume that $v \in \text{im}(A)$. By assumption it cannot happen, that $v^tA \lambda \geq 0$ (or $\leq 0$) for all $\lambda = (\lambda_1, \ldots, \lambda_n) \in [0, 1]^n$ with $\sum_i \lambda_i = 1$. Hence the vector $v^tA \in R^n$ must have components with strictly positive and components with strictly negative entry. The claim now follows easily.

In order to proof the last assertion assume that $\mu$ in in the image of $J$. $\mu$ is in a proper face of the polyhedral cone $A(R^n_+) = J(C^n) \iff$ there is a vector $v \in \text{im}(A) \subset R^k$ such that $v \cdot (A\lambda - \mu) \geq 0$ for all $\lambda \in R^n_+ \iff$

$$\sum_{i,j} v_i(a_{ij} |z_j|^2 - \mu_i) \geq 0$$

(2.3) for all $z \in C^n$. This proves implication $\iff$. It remains to check that if inequality (2.3) holds in a neighborhood of $\zeta \in J^{-1}(\mu)$ then it must be true globally. If zero would be a regular value of $J_\mu : v$ then the function $J_\mu \cdot v$ would change sign in every neighborhood of $\zeta$. Therefore zero must be a singular value and the linear terms in the Taylor expansion of $J_\mu \cdot v$ around $\zeta$ vanish. Hence we obtain $J_\mu \cdot v = \sum_{i,j} v_i a_{ij} |z_j - \zeta_j|^2 \geq 0$. If that inequality holds in a neighborhood of $\zeta$ it is clearly fulfilled for all $z \in C^n$. \hfill $\square$

If we sharpen the condition $\mathfrak{III}$ in the above proposition slightly then, due an observation of Bosio and Meersseman $[12]$, we obtain a smooth intersection $X_A := Z \cap S^{2n-1}$ of the zero fibre $Z = J^{-1}(0)$ with the unit and hence $Z$ itself becomes a cone on the manifold $X_A$. In fact, one has to require that the location of 0 in $\text{conv}(A)$ is generic in the sense that if 0 $\in \text{conv}(B)$ for some $\ell \times m$ submatrix $B$ of $A$ then we must have that $m > \ell$. Following $[10]$ we will call matrices $A \in R^{\ell \times n}$ with that property admissible.

3. Examples

We would like to indicate that there are plenty of nonorbifold quotients $M_\mu = Z/G$ among the torus actions covered by the three equivalent conditions of Proposition 2.2. To this end observe that by the slice theorem the link of an orbifold singularity has to be isomorphic to the quotient of a sphere by a finite group action. Applied to our situation, this means that in case the reduced space is an orbifold the link of the lowest dimensional stratum has to be a rational homology sphere.
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Now that link is given by the quotient $Y_A := X_A/G$, so we just have to test whether this space is not a rational homology sphere to find nonorbifold quotient spaces among the torus actions we consider.

In order to understand the topology of $X_A$ it is convenient to make use of the following trick. Two admissible matrices $A_0, A_1$ are called homotopy equivalent if they can be joined by a smooth curve $A_t$, $0 \leq t \leq 1$, of admissible matrices. It follows from Ehresmann fibration theorem that $X_{A_0}$ and $X_{A_1}$ are diffeomorphic.

For low dimensions $\ell = 1, 2, 3$ it is a good idea to draw pictures of the polytopes $\text{conv}(A)$. If a column vector appears $n$-fold in the matrix $A$ we will assign to the corresponding vector in the picture the multiplicity $n$. The operation of multiplying all multiplicities with the same $m \geq 1$ can be interpreted as replacing the one-particle system corresponding to $A$ by the $m$-particle system with the “total” moment map corresponding to $mA = (A|A||...)$.

$\ell = 1$: If $A = (a_1, \ldots, a_n)$ is a weight matrix of an $S^1$-action then $A$ is admissible if and only if none of the entries is zero and $A$ has strictly positive as well as strictly negative entries. We conclude that $X_A$ is diffeomorphic to $S^{2n_+ - 1} \times S^{2n_- - 1}$, where $n_+$ and $n_-$ are the number of positive and negative entries of $A$, respectively.

It is clear that an $S^1$-quotient of $S^{2n_+ - 1} \times S^{2n_- - 1}$ cannot be a homology sphere for $n_+, n_- \geq 2$.

$\ell = 2$: It is not difficult to show that any admissible matrix $A$ with $\ell = 2$ rows is homotopy equivalent to a matrix corresponding to a $(2k + 1)$-gon, $k \geq 1$, with multiplicities, centered around zero

A theorem of Lopez de Medrano [11] says that if $A$ is such an admissible $2 \times n$-matrix then $X_A$ is diffeomorphic to

- $S^{2n_1 - 1} \times S^{2n_2 - 1} \times S^{2n_3 - 1}$ for $k = 1$, i.e., for a triangle,
- $\# (S^{2d_1 - 1} \times S^{2d_2 - 2} \times \cdots \times S^{2d_k - 2})$ for $k \geq 2$, where $\#$ denotes the connected sum and $d_i = n_i + \cdots + n_i + k - 1$ taken modulo $2k + 1$.

We conjecture that for fixed $k$ for all, except possibly finitely many, of those $X_A$ the quotient $X_A/T^2$ cannot be a rational homology sphere for dimensional reasons.

**Cross-polytope $T^k$-action:** The most simple torus action with a nonadmissible weight matrix which fulfills the requirements of Proposition 2.2 is the one corresponding to the 2-dimensional cross-polytope, that is, the one with weight matrix

$$A_2 = \begin{pmatrix} 1 & -1 & 0 & 0 \\ 0 & 0 & 1 & -1 \end{pmatrix}$$

and diagram

```
\begin{tikzpicture}
  \node (1) at (0,0) {1};
  \node (2) at (1,0) {1};
  \node (3) at (0.5,0.866) {1};
  \node (4) at (1.5,0.866) {1};
  \draw (1) -- (2);
  \draw (1) -- (3);
  \draw (2) -- (4);
  \draw (3) -- (4);
\end{tikzpicture}
```

defining a $G = T^2$ action on $\mathbb{C}^4$. The equations defining $X_{A_2}$ are $|z_1|^2 = |z_2|^2 = \lambda$, $|z_3|^2 = |z_4|^2 = 1 - \lambda$, $\lambda \in [0, 1]$. The boundary strata at $\lambda = 0, 1$ are diffeomorphic to $T^2$ and are the orbit type
strata of the subgroups $S^1 \times \text{id}$ and $\text{id} \times S^1$, respectively. An element $(u_1, u_2) = (e^{2\pi i \xi_1}, e^{2\pi i \xi_2}) \in \mathbb{T}^2$ acts on $\mathbb{C}^4$ by

$$(z_1, z_2, z_3, z_4) \mapsto (u_1 z_1, u_1^{-1} z_2, u_2 z_3, u_2^{-1} z_4).$$

The strata of $Y_{A_2} = X_{A_2}/\mathbb{T}^2$ are therefore the top stratum $S^1 \times S^1 \times (0, 1)$ and the two circles which are the orbit type strata of the subgroups $S^1 \times \text{id}$ and $\text{id} \times S^1$, respectively. It is easy to see that $Y_{A_2}$ is homeomorphic to a 3-sphere with an embedded Hopf link. It is also straightforward to show that $Y_{A_2}$ is homeomorphic to the following orbit space of a finite group: take the canonical action of $\mathbb{Z}_{j_1} \times \mathbb{Z}_{j_2}$ on $S^3 \subset \mathbb{C} \times \mathbb{C}$ for any numbers $j_1, j_2 \geq 2$. The quotient $Y_{m, A_2}$ of the corresponding $m$-particle system is given by replacing the $S^1$ in the construction of $Y_{A_2}$ by $S^{2m-1} \times S^{2m-1}/S^1$. Here $S^1$ acts on $S^{2m-1} \times S^{2m-1} \subset \mathbb{C}^m \times \mathbb{C}^m$ by $u.(z_1, z_2) = (u z_1, u^{-1} z_2)$. We conjecture that $Y_{m, A_2}$ is not a rational homology sphere for $m \geq 2$.

The discussion generalizes almost verbatim to the situation where the weight matrix is $A_\ell$, $\ell \geq 2$, the matrix whose column vectors are the vertices $\{ \pm e_i \}_{i=1,...,\ell}$ of the $\ell$-dimensional cross-polytope. In this manner we define an action of $\mathbb{T}^\ell$ on $\mathbb{C}^{2\ell}$. In the argument we have to replace the intervall by the $(\ell-1)$-dimensional simplex $\Delta^{\ell-1}$. The poset underlying the orbit type stratification of $Y_{A_\ell}$ corresponds to the poset of faces of $\Delta^{\ell-1}$. Again, we may write $Y_{A_\ell}$ as a quotient of $S^{2\ell-1} \subset \mathbb{C}^{\ell}$ modulo $\mathbb{Z}_{j_1} \times \cdots \times \mathbb{Z}_{j_\ell}$ for $j_1, \ldots, j_\ell \geq 2$.

4. Proof of Proposition 2.1

In this section we recall, with proofs, some elementary results in commutative algebra.

A homomorphism $\varphi : R \to S$ of commutative rings is said to be flat if $S$ is flat when viewed as an $R$-module via $\varphi$.

**Lemma 4.1.** Let $K$ be a commutative ring. Let $\varphi : R \to S$ and $\varphi' : R' \to S'$ be homomorphisms of $K$-algebras. When $\varphi$ and $\varphi'$ are flat, so is the induced homomorphism $\varphi \otimes_K \varphi' : R \otimes_K R' \to S \otimes_K S'$.

**Proof.** For any module $W$ over $R \otimes_K R'$ the natural map

$$S \otimes_RW \to (S \otimes_K R') \otimes_{(R \otimes_K R')} W, \quad s \otimes w \mapsto s \otimes 1 \otimes w$$

is an isomorphism with inverse given by $s \otimes r' \otimes w \mapsto s \otimes r'w$. Since $S$ is flat over $R$, one thus deduces that the homomorphism $\varphi \otimes_K \varphi'$ is flat.

In the same vein, the homomorphism $S \otimes_K \varphi'$ is flat. It remains to note that $\varphi \otimes_K \varphi'$ is the composition $(S \otimes_K \varphi') \circ (\varphi \otimes_K R')$. \hfill $\square$

Let $R$ be a commutative ring. We say that a sequence $r = r_1, \ldots, r_n$ in $R$ is regular if $r_{i+1}$ is a non-zero divisor on the ring $R/R(x_1, \ldots, x_i)$ for $0 \leq i \leq n-1$. In the literature, a regular sequence is also required to satisfy $R/Rr \neq 0$, but this condition is not important here.

We say that a homomorphism $\varphi : R \to S$ is faithful if for any non-zero $R$-module $M$, the $S$-module $S \otimes_R M$ is non-zero.

**Lemma 4.2.** Let $r = r_1, \ldots, r_n$ a sequence of elements in a commutative ring $R$ and $\varphi : R \to S$ a homomorphism of rings that is flat. If the sequence $r$ is regular in $R$, then the sequence $\varphi(r)$ in $S$ is regular; the converse holds if $\varphi$ is also faithful.

**Proof.** For any element $r$ in $R$, the induced homomorphism

$$\varphi \otimes_R (R/\mathbb{R}r): R/\mathbb{R}r \to S/\mathbb{S}\varphi(r)$$

is flat, and it is faithful when $\varphi$ is faithful. These claims follows from the observation that the functor $- \otimes_R (S/\mathbb{S}\varphi(r))$ of $R/\mathbb{R}r$-modules coincides with $- \otimes_R S$.

It thus suffices to verify the desired result for a single element $r$ in $R$. Note that $r$ is non-zero divisor if and only if $\text{Ker}(R \to R) = 0$ holds. Since $\varphi$ is flat, there is an isomorphism

$$S \otimes_R \text{Ker}(R \to R) \cong \text{Ker}(S \varphi(r) \to S).$$

It follows that when $r$ is a non-zero divisor, the element $\varphi(r)$ in $S$ is a non-zero divisor, and that the converse holds when $\varphi(r)$ is faithful. \hfill $\square$
Proposition 4.3. Let \( J = J_1, \ldots, J_\ell \) be elements in the polynomial ring \( K[z, \overline{z}] \), where each \( J_i = \sum_{j=1}^n a_{ij} z_j \overline{z}_j + c_i \), with \( a_{ij}, c_i \) in \( K \), for all \( i, j \). If the matrix \( (a_{ij}) \) has rank \( \ell \), then the sequence \( J \) is regular.

Proof. Let \( K[x] \) be a polynomial ring on indeterminates \( x = x_1, \ldots, x_\ell \). Consider the homomorphism of \( K \)-algebras

\[ \varphi: K[x] \to K[z, \overline{z}] \]

defined by \( \varphi(x_i) = z_i \overline{z}_i \), for \( i = 1, \ldots, \ell \). We claim that this map is flat.

Indeed, observe that \( \varphi = \varphi_1 \otimes_K \cdots \otimes_K \varphi_n \), where \( \varphi_i: K[x_i] \to K[z_i, \overline{z}_i] \) is the homomorphism of \( K \)-algebras defined by \( \varphi(x_i) = z_i \overline{z}_i \). In view of Lemma 4.1, it thus suffices to prove that each \( \varphi_i \) is flat. Note that \( K[z_i, \overline{z}_i] \) is even free as a \( K[x_i] \)-module, on a basis \( \{1\} \cup \{z_i^n, \overline{z}_i^n\} \) for \( n \geq 1 \).

For each \( 1 \leq i \leq \ell \), let \( L_i \) denote the linear form \( \sum_{j=1}^n a_{ij} x_j + c_i \) in \( K[x] \). Since \( \varphi(L_i) = J_i \) and \( \varphi \) is flat, for the desired result it suffices to prove that the sequence \( L_1, \ldots, L_\ell \) in \( K[x] \) is regular, by Lemma 4.2.

Now let \( \sigma: K[x] \to K[x] \) be the homomorphism of \( K \)-algebras with \( \sigma(x_i) = L_i \) for each \( i \). The rank condition on the matrix \( (a_{ij}) \) implies that \( \sigma \) admits an inverse, and hence it is an automorphism. In particular, the map \( \sigma \) is flat, so it suffices to verify that the sequence \( x_1, \ldots, x_\ell \) is regular on \( K[x] \), again by Lemma 4.2. The desired result is now evident

\[ \square \]

Proof of Proposition 2.1. Let us introduce some notation. We denote by \( F_a = K[z - a, \overline{z} - \overline{a}] \) the ring of formal power series at \( a = (a_1, \ldots, a_n) \in \mathbb{C}^n \) over the field \( K \) (which is \( \mathbb{R} \) or \( \mathbb{C} \)). Similarly, \( O_a = K[z - a, \overline{z} - \overline{a}] \) stands for the ring of convergent power series at \( a \in \mathbb{C}^n \). The ring of germs at \( a \) in \( \mathbb{C}^n \) of smooth functions on \( \mathbb{C}^n \) will be denoted by \( E_a \). Observe that we have the following chain of inclusions of \( K \)-algebras

\[ K[z, \overline{z}] \xrightarrow{\text{flat}} F_a \xrightarrow{\text{faithfully flat}} O_a \xrightarrow{\text{faithfully flat}} E_a. \]

A proof of the fact that arrow (1) is flat can be found, e.g., in [13] Chapter 3, Exercise 7.4. For a proof of the fact that arrows (2) and (3) are faithfully flat we refer to [12] Theorem III.4.9, Corollary VI.1.12]. From Lemma 4.2 and Proposition 4.3 it follows that the image of \( J_1, \ldots, J_\ell \) in \( E_a \) is a regular sequence for every \( a \). In particular, the Koszul complex \( K_*(E_a, J) \) is acyclic for every \( a \). Using a partition of unity argument it follows that \( K_*(\mathbb{C}^\infty(\mathbb{C}^n), J) \) is acyclic.

\[ \square \]

5. Quantization

For sake of completeness let us briefly describe how to find the deformation quantization of Theorem 1.1 of the reduced space. For proofs and an explanation of the BFV-machinery used for it we refer to [3, 9]. First of all, recall that according to [11, 13] the algebra of smooth functions on the possibly singular reduced space is the Poisson algebra \( C^\infty(M)^G / C^\infty(M)^G \cap I_Z \). Here we denote by \( I_Z \) the ideal of smooth functions on \( M \) vanishing on \( Z \) and we observe that \( C^\infty(Z) = C^\infty(M)/I_Z \).

Since \( G \) is compact and connected we have an isomorphism

\[ C^\infty(Z)^G \to C^\infty(M)^G / C^\infty(M)^G \cap I_Z \]

of Fréchet algebras which is given by extending a \( G \)-invariant function on \( Z \) to a \( G \) invariant function on \( M \) and taking the representative of the latter. In a similar manner, there is an isomorphism of Fréchet algebras from \( C^\infty(Z)^G \) to \( N(I_Z)/I_Z \), where \( N(I_Z) = \{ f \in C^\infty(M) \mid \{ f, I_Z \} \subset I_Z \} \) is the normalizer of \( I_Z \) in \( C^\infty(M) \). Now the generating hypothesis means that \( I_Z \) is just the ideal \( \langle J_1, \ldots, J_\ell \rangle \) generated by the components of the moment map. A crucial observation is that this implies that \( Z \) is first class, i.e. \( I_Z \) is a Poisson subalgebra of \( C^\infty(M) \), and hence both aforementioned isomorphisms are isomorphisms of Poisson algebras. We are looking for a reduced star product \( \ast_0 \), that is, a continuous associative deformation of this Poisson algebra in the formal parameter \( \nu \).
The first ingredient for the reduced star product is a continuous splitting of the augmented Koszul complex

$$
0 \rightarrow C^\infty(Z) \xrightarrow{\text{res}} C^\infty(M) \xrightarrow{\partial_i} \mathfrak{g} \otimes C^\infty(M) \xrightarrow{h_0} \cdots
$$

The existence of a continuous extension map \(\text{ext}\) follows from the fact that real analytic sets have the extension property \([4, 5]\). Note that if \(Z\) has singularities one cannot expect to find an extension map which is an algebra morphism. The existence of continuous contracting homotopies \(h_i : K_i \rightarrow K_{i+1}\) such that \(\text{id}_{K_0} = \text{ext} \circ \text{res} + \partial_i h_0\) and \(\text{id}_{K_i} = h_{i-1} \partial_i + \partial_{i+1} h_i\) for all \(i \geq 1\) can be proved using the division theorem of \([4]\). In addition, we have to require that \(\text{ext}\) and \(h_0\) are \(G\)-equivariant and \(h_0 \circ \text{ext} = 0\). It is not difficult to modify existing splits in order to realize these extra conditions. The authors do not know any example of a singular zero locus \(Z\) where one has explicit formulas for the split.

The second ingredient is a strongly invariant star product \(*_0\) on \(M\). This means by definition that

$$
J_\xi * f - f * J_\xi = \nu\{J_\xi, f\} \quad \forall f \in C^\infty(M), \xi \in \mathfrak{g}.
$$

It is well-known that such a star product exists for any Hamiltonian action of a compact group on a symplectic manifold. In the case of a linear Hamiltonian action on \(\mathbb{C}^n\) the Wick star product is obviously strongly invariant.

We now introduce a deformed version \(\tilde{\partial} : K_*[\nu] \rightarrow K_{*+1}[\nu]\) of the Koszul differential. For sake of simplicity we give here merely the formula for torus actions

$$
\tilde{\partial} := \sum_i R_{J, i}(e^i),
$$

where we denote by \(R_f : C^\infty(M)[\nu] \rightarrow C^\infty(M)[\nu]\), \(h \mapsto h * f\) the operator of right multiplication with the function \(f\). It is easy to see that \(\tilde{\partial}\) is a differential such that \(\tilde{\partial} - \partial\) is of order \(\nu\). Hence the geometric series in

$$
\tilde{\text{res}} := \text{res}(\text{id} - (\tilde{\partial} - \partial) h_0)^{-1}
$$

converges \(\nu\)-adically and the so-called deformed restriction map

$$
\tilde{\text{res}} = \text{res} + \sum_{i \geq 1} \nu^i \text{res}_i : C^\infty(M)[\nu] \rightarrow C^\infty(Z)[\nu]
$$

is in fact a formal power series of linear continuous maps \(\text{res}_i : C^\infty(M) \rightarrow C^\infty(Z)\).

We are now ready to write down the formula for the reduced star product \(*_0\). For invariant smooth functions \(f\) and \(g\) on \(Z\) we define

$$
(5.1) \quad f *_0 g := \tilde{\text{res}}(\text{ext}(f) * \text{ext}(g)).
$$

One still has to check that \(f *_0 g\) is a formal power series of invariant functions and that the resulting operation makes \(C^\infty(Z)^G[\nu]\) indeed into an associative \(K[\nu]\)-algebra. For a proof of these statements, which is based on the formalism of Batalin-Fradkin-Vilkovisky-quantization \([8]\) we refer to \([5, 9]\). Even though this is not visible in formula \((5.1)\) substantial use is made of the acyclicity of the Koszul complex. It is an open problem whether one can get rid of the assumption that \(J\) is a complete intersection.
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