Method for the calculation of the Hamaker constants of organic materials by the Lifshitz macroscopic approach with DFT
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The Hamaker constants, which are coefficients providing quantitative information on intermolecular forces, were calculated for a number of different materials according to the Lifshitz theory via simple DFT calculations without any experimental measurements being performed. The physical properties (polarizability, dipole moment, molecular volume, and vibrational frequency) of organic molecules were calculated using the B3LYP density functional and the aug-cc-pVDZ basis set. Values for the Hamaker constants were obtained using the approximation of the Lorentz-Lorenz equation and Onsager’s equation with these properties. It was found that, in the case of ‘non-associative’ materials, like hydrocarbons, ethers, ketones, aldehydes, carboxylic acids, esters, nitriles, and hydrosilanes, and halides, the calculated Hamaker constants were similar in value to their experimentally determined counterparts. Moreover, with this calculation method, it is easy to create the molecular model and the CPU time can be shortened.

I. INTRODUCTION

The Hamaker constant is a coefficient accounting for the van der Waals interaction between two materials, and it has a strong correlation with various physical phenomena, such as liquid wettability, adhesion, friction, adsorption, colloidal stability, polymer flow, and deformation.1–3 Various methods for the calculation of the Hamaker constant have been developed by many researchers: microscopic approximation,4–8 macroscopic approximation,9,10 calculation from the dielectric constant,11 calculation from the surface energy,12,13 calculation from the critical coagulation concentration of colloids, calculation from the materials’ rheological characteristics,14–16 and direct measurement by scanning probe microscopy.17,18 In recent years, values for the Hamaker constants and the intermolecular forces have been reported to be obtainable by way of quantum chemical calculations, in the absence of experimental measurements.19–22 These methods correspond to the microscopic approximation. The simplest calculation method in the microscopic approximation is the London/Hamaker approach, which is based on the London formula.4 However, the London/Hamaker approach can only be used to perform calculations on small, non-polar molecules.2 Furthermore, although more advanced calculation methods have been devised, these approaches are more complicated than London/Hamaker’s, so they are difficult to implement. A careful selection of the theory and the molecular geometry are necessary to make appropriate calculations for the estimation of intermolecular forces. As is well known, the popular density functional B3LYP cannot be utilized to calculate intermolecular forces accurately; by contrast, the density functional including the dispersion force correction term (e.g., wB97XD or M06-2X) or a method other than DFT (e.g., MP2 or CCSD(T)) are required to perform the mentioned calculations.23–25 In addition, it is necessary to create molecular models of various aggregate geometries.19 The implementation of these methods is also quite demanding in terms of CPU time.

Therefore, in this study, we aimed to develop an easily applicable and rapid method to calculate the values of the Hamaker constants of various organic materials via the Lifshitz macroscopic approach, a method that is about as demanding as the London/Hamaker approach when it comes to CPU time. According to the Lifshitz macroscopic theory,9 the Hamaker constant can be calculated from the frequency dependence of the dielectric function. Conventionally, the refractive index, the relative dielectric constant, and the infrared spectrum of the organic materials are experimentally measured and used to calculate the Hamaker constant. In the present study, instead of conducting experimental measurements, the refractive index, relative dielectric constant, and infrared spectrum of a given material were estimated by performing simple DFT calculations. In particular, the value of the refractive index was approximated employing the Lorentz-Lorenz equation26,27 and utilizing the calculated polarizability and the calculated molecular volume of the single molecule. The relative dielectric constant was approximated using Onsager’s equation28 and employing the calculated dipole moment, the calculated polarizability, and the calculated molecular volume of the single molecule. Finally, the infrared spectrum was approximated utilizing the vibrational frequencies of the single molecule. Evidence indicated that the Hamaker constants calculated by this method were similar to those calculated based on experimental results, except in the case of “associative” materials (vide infra) like alcohols. Since this method only required a single molecular model for organic
materials, the values of the Hamaker constants could be calculated with a general density functional like B3LYP without any correction. Notably, the creation of a molecular model was easy to achieve, and the CPU time necessary to perform the calculations was short.

II. THEORY

In Lifshitz theory, the Hamaker constant \( A_{132} \) between material 1 and material 2 interacting over material 3 can be calculated from the frequency dependence of the dielectric function \( \varepsilon \) using Eq(1):

\[
A_{132} = \frac{3}{4} k_B T \left( \frac{\varepsilon_1 - \varepsilon_3}{\varepsilon_1 + \varepsilon_3} \right) \left( \frac{\varepsilon_2 - \varepsilon_5}{\varepsilon_2 + \varepsilon_5} \right)
+ \frac{3h}{4\pi} \int_{\nu_1}^{\nu_2} \left( \frac{\varepsilon_1(\nu) - \varepsilon_3(\nu) + \varepsilon_2(\nu) - \varepsilon_5(\nu)}{\varepsilon_1(\nu) + \varepsilon_3(\nu) + \varepsilon_2(\nu) + \varepsilon_5(\nu)} \right) d\nu,
\]

where \( k_B \) is the Boltzmann constant, \( T \) is the absolute temperature, and \( h \) is the Planck constant. Eq(2) is an approximated formula for Eq(1) that is often used for organic\(^ {29}\) and inorganic\(^ {30}\) materials.

\[
A_{132} = \frac{3k_B T}{2} \sum_{n=0}^{\infty} \sum_{s=1}^{\infty} \left( \frac{\Delta_{132} s^2}{3} \right).
\]  

The prime symbol that refers to the first summation indicates that the value is multiplied by 0.5 when \( n = 0 \) (the static contribution). Each parameter in Eq(2) is calculated employing Eq (3)-Eq (5).

\[
\Delta_{kj} = \frac{\varepsilon_j(i\xi_n) - \varepsilon_j(i\xi_n)}{\varepsilon_j(i\xi_n) + \varepsilon_j(i\xi_n)}
\]

\[
\xi_n = n \frac{4\pi^2 k_B T}{h}
\]

\[
\varepsilon(i\xi_n) = 1 + \frac{C_{UV}}{1/(\xi_n/\omega_{UV})^2} + \frac{C_{IR}}{1/(\xi_n/\omega_{IR})^2}.
\]

By this approach, the Hamaker constant \( A_{132} \) can be calculated from the optical parameters \( C_{UV} \), \( \omega_{UV} \), \( C_{IR} \), and \( \varepsilon_{IR} \) of each material. In particular, parameters \( C_{UV} \) and \( \varepsilon_{UV} \) can be obtained from the frequency dependence of the refractive index via the Cauchy equation Eq(6):\(^ {19}\)

\[
n^2 - 1 = \frac{(n^2 - 1) \omega^2}{\omega_{UV}^2} + C_{UV}
\]

\[
\omega = \frac{2\pi c}{\lambda},
\]

where \( c \) is speed of light in the vacuum and \( \lambda \) is the wavelength of the incident light. The mathematical expression of Eq(6) implies that the slope and the intercept of the linear plot of \( n^2 - 1 \) versus \( (n^2 - 1) \omega^2 \) correspond to \( 1/\omega_{UV}^2 \) and \( C_{UV} \), respectively. \( C_{IR} \) can be calculated from the relative dielectric constant (\( \varepsilon_r \)) and \( C_{UV} \) employing Eq(8):

\[
C_{IR} + C_{UV} + 1 = \varepsilon_r,
\]

where \( \omega_{IR} \) can be obtained by collecting the wavenumber (\( \nu \)) of the strongest absorption peak in the infrared spectrum and plugging its value into Eq(9):

\[
\omega_{IR} = 2\pi c v.
\]

In this study, the values for the Hamaker constants for identical organic materials in air (\( A_{111} \)) were calculated for comparison with the values for the same parameter obtained experimentally. Notably, \( A_{11} \) can be calculated utilizing Eq(2)-Eq(5) keeping into account that material 1 = material 2 and material 3 = air. The value of the refractive index \( n \) can be approximated using the Lorentz-Lorenz equation (Eq(10)):\(^ {26,27}\)

\[
\frac{n^2 - 1}{n^2 + 2} = \frac{2\pi \alpha}{3V},
\]

where \( \alpha \) is the material’s polarizability and \( V \) is its molecular volume. In the case of a crystalline material, it is necessary to consider the regularity, whereas in the case of an amorphous material it is unnecessary to consider. Since the organic materials taken into consideration in this study were liquid, and thus amorphous in nature, Eq(10) was used without correction. The value of the relative dielectric constant (\( \varepsilon_r \)) can be approximated using Onsager’s equation (Eq(11)):\(^ {28}\)

\[
\frac{(\varepsilon_r - n^2)(2\varepsilon_r + n^2)M_w}{\varepsilon_r(n^2 + 2)^2 d} = \frac{N_A \mu^2}{9\varepsilon_0 k_B T},
\]

where \( \varepsilon_r \) is the dielectric constant of vacuum, \( M_w \) is the material’s molecular weight, \( d \) is its density, \( \mu \) is its dipole moment, and \( N_A \) is the Avogadro constant. Notably, the value of \( d \) can be calculated from that of \( V \) using Eq(12):

\[
d = \frac{M_w}{N_AV}.
\]

III. METHODS AND CALCULATIONS

All the quantum chemical calculations were performed using the Gaussian 16 software package\(^ {31}\) with Becke’s three-parameter nonlocal exchange functional along with the Lee-Yang-Parr nonlocal correlation functional (B3LYP),\(^ {32,33}\) unless otherwise stated. In this study, polarizability (\( \alpha \)), molecular volume (\( V \)), refractive index (\( n \)), dipole moment (\( \mu \)), relative dielectric constant (\( \varepsilon_r \)), and Hamaker constant (\( A_{11} \)) were
calculated for common organic materials that are in liquid phase at room temperature. Specifically, the organic materials for which the mentioned parameters were calculated in this study were hydrocarbons, ethers, ketones, aldehydes, carboxylic acids, esters, nitriles, hydroxilanes, halides, alcohols, amines, and amides. The materials having plural types of functional groups were excluded from the calculation. All the physical properties of single molecules were calculated after the relevant molecular structure had been optimized. The mean absolute relative error (MARE) of a calculated parameter was calculated as follows to evaluate:

\[ MARE = \frac{1}{N} \sum_{i=1}^{N} \frac{|x_{\text{calcd}} - x_{\text{expl}}|}{x_{\text{expl}}}, \]

where \( x_{\text{expl}} \) is the experimental value of the parameter being evaluated, \( x_{\text{calcd}} \) is its calculated value, and \( N \) is the number of samples. Please note that the experimental values for the parameters were taken from the literature.\(^{34-36}\)

### A. Selection of basis set

The values of the polarizability of common materials were calculated, and the relevant MARE values were compared to enable us to select the best basis set. The following basis sets were used with the B3LYP method: 6-31++G(d,p), 6-311++G(d,p), aug-cc-pVDZ, and aug-cc-pVTZ. The small molecules for which the relevant perturbation parameters were calculated to act as a benchmark were \( \text{H}_2, \text{N}_2, \text{CH}_4, \text{C}_2\text{H}_2, \text{C}_2\text{H}_4, \text{C}_2\text{H}_6, \text{C}_3\text{H}_6, \text{C}_4\text{H}_6, \text{HF}, \text{HCl}, \text{HBr}, \text{Cl}_2, \text{CCI}_4, \text{NH}_3, \text{CH}_2\text{NH}_2, \text{CO}, \text{CO}_2, \text{COS}, \text{HCHO}, \text{CH}_3\text{CHO}, \text{H}_2\text{O}, \text{CH}_3\text{OH}, \text{CH}_3\text{OCH}_3, \text{H}_2\text{S}, \text{CS}_2, \text{SO}_2, \text{SiH}_4, \text{SiF}_4 \) and \( \text{Si}_2\text{H}_6 \). In order to evaluate, second-order Møller-Plesset perturbation theory (MP2),\(^{37}\) which is expected to afford parameter values characterized by relatively good accuracy, was also used.

### B. Calculation of the polarizability and the dipole moment

The values for the molecules’ polarizability (\( \alpha \)) and dipole moment (\( \mu \)) were calculated using the Gaussian keyword “polar” with B3LYP/aug-cc-pVDZ, which had been selected based on the procedure described above. The calculation results were compared with the relevant experimental values, and these results were used for the following calculation.

### C. Calculation and correction of the density value

The molecular volume of a given single molecule was calculated ten times using the Gaussian keyword “volume (tight)”, and the average value obtained after these ten calculations was defined as \( V_{\text{calcd}} \). This value for \( V_{\text{calcd}} \) was then used to calculate the molecule’s density \( (d_{\text{calcd}}) \) via Eq(12). Notably, organic materials were classified into three groups: non-associative liquids (i.e. alcohols, amines, and amides), and associative liquids (i.e. alcohols, amines, and amides), and halides. The regression line \( d_{\text{expl}} = a \cdot d_{\text{calcd}} + b \) was calculated employing the least squares method in each of the three classification groups. The values for the correct density \( d_{\text{corr}} = (d_{\text{calcd}} - b)/a \) were calculated for each material. The values for the corrected molecular volume \( (V_{\text{corr}}) \) were calculated from the relevant \( d_{\text{corr}} \) values via Eq(12), and the \( V_{\text{corr}} \) values thus obtained were used for the following calculation.

### D. Calculation of the Hamaker constant

First, the molecules’ dynamic polarizability (\( \alpha \)) was calculated using the coupled perturbed Hartree-Fock calculation implemented in Gaussian16 at wavelengths (\( \lambda \)) equal to 450, 500, 550, 589, 600, 650, 700, 750, 800, 900, and 1000 nm, using the Gaussian keyword “polar cphf”. The refractive index (\( n \)) was approximated via Eq(10) using the calculated values for \( \alpha \) and \( V_{\text{corr}} \). Next, the values for \( C_{\text{UV}} \) and \( \omega_{\text{UV}} \) were obtained by conducting a Cauchy plot analysis. In particular, the following expression was plotted: \( (x, y) = ((n^2 - 1)/n^2, n^2 - 1) \). The slope of the regression line of this plot corresponds to the value of \( 1/\omega_{\text{UV}}^2 \), whereas the plot’s intercept corresponds to the value of \( C_{\text{UV}} \). The values for the relative dielectric constant (\( \varepsilon \)) were approximated using Eq(11), based on the values for \( \alpha \) and \( V_{\text{corr}} \) calculated as described above. The absolute temperature (\( T \)) was set to 293.15 K, the same value utilized in the experimental conditions. The values for \( C_{\text{IR}} \) were calculated employing Eq(8) and using the calculated values for \( \varepsilon \) and \( C_{\text{UV}} \). The vibrational frequencies of the molecules were calculated using the Gaussian keyword “freq”, which afforded the value for the wavenumber \( \nu_{\text{calcd}} \) of the strongest peak. The values for the calculated wavenumbers were then corrected to obtain \( \nu_{\text{corr}} \) values, obtained via the following expression: \( \nu_{\text{corr}} = f \cdot \nu_{\text{calcd}} \), where \( f \) is the scaling factor. In this study, a value for \( f \) of 0.970 was utilized, as indicated for B3LYP/aug-cc-pVDZ by the National Institute of Standards and Technology.\(^{38}\) The corrected wavenumber (\( \nu_{\text{corr}} \)) was used to obtain the value of \( \omega_{\text{IR}} \) by Eq(9). The values for the Hamaker constant \( A_{11} \) were calculated by Eq(2) using the values for \( C_{\text{UV}}, \omega_{\text{UV}}, C_{\text{IR}}, \) and \( \omega_{\text{IR}} \), and utilizing the following integration ranges: \( s = 1-9 \) and \( n = 0-9999 \).

For comparison, the values for the Hamaker constant \( A_{11} \) were also calculated by the London/Hamaker approach using Eq(13):\(^{14}\)

\[ A_{11} = \pi^2 C_6 \rho^2, \quad (13) \]

where \( \rho \) is the number density (molecules per unit volume) and \( C_6 \approx 3/4 \alpha^2 I \). Notably, \( I \), the vertical ionization potential, was calculated as the difference between the total electronic energy of the cationic and neutral molecule.
IV. RESULTS AND DISCUSSION

A. Selection of the basis set

The first step in this study was to select the most suitable basis set, because the basis set has a big influence on the accuracy of the calculation of a molecule’s polarizability. In Table I are reported data that allowed us to determine how a particular basis set influenced the accuracy of the values obtained for a molecules polarizability, a parameter that reflects the change in the charge distribution within molecules as a consequence of external electric fields. Notably, as polarizability is strongly influenced by the behavior of electrons far from the nucleus, large basis sets that can calculate the spread of electrons are preferable to small basis sets.39,40

The values for polarizability calculated using the aug-cc-pVDZ or aug-cc-pVTZ basis sets are close to the corresponding experimental values. Although use of aug-cc-pVTZ required a longer CPU time than use of aug-cc-pVDZ, the differences in calculation accuracy were small between the two basis sets. The polarizability value accuracy as calculated by B3LYP was almost the same as that calculated by MP2, although the CPU time was very short. Based on these results, the B3LYP/aug-cc-pVDZ combination was adopted to perform the subsequent calculations.

TABLE I. Mean absolute relative error for the calculated polarizability values of 29 common organics

| Basis Set            | B3LYP   | MP2   |
|----------------------|---------|-------|
| 6-31++G(d,p)         | 0.20    | 0.23  |
| 6-311++G(d,p)        | 0.20    | 0.22  |
| aug-cc-pVDZ          | 0.06    | 0.07  |
| aug-cc-pVTZ          | 0.05    | 0.07  |

B. Calculation of the polarizability and dipole moment values

The values for the polarizability (\(\alpha\)) and dipole moment (\(\mu\)) were calculated for a total of 209 materials using the B3LYP/aug-cc-pVDZ combination. From the data reported in Figure 1 can be evinced the correlation between the calculated values of the polarizability (\(\alpha_{\text{calcd}}\)) and the experimentally determined ones (\(\alpha_{\text{expt}}\)). In Figure 2 are reported data that reflect the correlation between the calculated values of the dipole moment (\(\mu_{\text{calcd}}\)) and the experimentally determined ones (\(\mu_{\text{expt}}\)). It was found that the parameter calculation error for most materials was less than 10%, and it was possible to calculate the values of each of the two parameters with high precision for any type of material (Table II).

C. Calculation of corrected density values

Several methods have been devised for calculating the molecular volume of a chemical, among them integrating the atom volume based on van der Waals radii41,42 and the use of a Monte Carlo-based integration. In this study, a Monte Carlo-based integration was implemented in Gaussian16 for this purpose. In this method, the area of space where the electron density is 0.001 electrons/Bohr\(^3\) is defined as the surface of the molecule. It has already been reported that the density of solid organic materials can be calculated with high accuracy by the described approach using B3LYP43–45. In the case of liquid organic materials, in this study the density values calculated using B3LYP/aug-cc-pVDZ displayed a tendency to be uniformly larger than their experimental counterparts. Since the position of the molecules is not restricted in the actual liquid, the average spacing between molecules is presumed to be wider than it is in the calculation. Palomer et al. use the regression line to correct the calculated density of ionic liquids.46 The same corrections were implemented.
in the calculation performed in this study. In particular, the regression line was obtained comparing the calculated values for the density of the various material groups (see below) with the experimental ones. Based on conventional experience, materials were classified into three groups: "non-associative materials" (hydrocarbons, ethers, ketones, aldehydes, esters, and hydrosilanes), "associative materials" (alcohols, amines and amides), or "halides". The expressions for the regression lines for each of the three groups were as follows: $d_{\text{calcd}} = 0.858d_{\text{expl}} + 0.345$, $d_{\text{calcd}} = 0.728d_{\text{expl}} + 0.428$, and $d_{\text{calcd}} = 1.062d_{\text{expl}} + 0.199$, respectively. As can be evinced from the data reported in Figure 3 and Table II, the calculation error for most materials was under the 5% mark.

D. Calculation of Hamaker constant values via the Lifshitz and London/Hamaker approaches

In Figure 4 are reported data reflecting the correlation between the calculated values for the refractive index ($n_{\text{calcd}}$) and those of the relevant experimentally determined counterparts ($n_{\text{expl}}$) at a wavelength of $\lambda = 598$ nm. It has already been reported that by employing the B3LYP density functional the refractive index of organic materials can be accurately estimated.\(^{47}\) In this study, the calculated values for the refractive index tended to be slightly lower than their experimentally determined counterparts, but the calculation error remained below the 5% mark (Table II). Approximate expressions for the calculation of the relative dielectric constant ($\varepsilon_r$) have been proposed by Clausius-Mossotti.\(^{48-50}\) Debye,\(^{51}\) Onsager\(^{28}\), and Kirkwood.\(^{52}\) In this study, Onsager’s equation was utilized, which can be expected to produce results characterized by relatively good accuracy via a simple calculation. In Figure 5 are reported data reflecting the correlation between the calculated values of the relative dielectric constant ($\varepsilon_{r,\text{calcd}}$) and the corresponding experimental values ($\varepsilon_{r,\text{expl}}$). The values calculated for non-associative materials and halides tended to be consistently slightly higher than their experimentally determined counterparts. This overestimation of the dielectric constant is influenced by the overestimation of the refractive index, as can be evinced from the data reported in Figure 4. For some materials, the error in the calculated value of the dielectric constant is over 50%, so in this case result accuracy is not so good. In the case of associative materials, the calculated values of the dielectric constant tended to be significantly lower than their experimentally determined counterparts. Although use of Kirkwood’s equation has been reported to solve this problem,\(^{53}\) in order to use this equation, it is necessary to obtain a positional relationship with the proximity molecules. Given that the purpose of this study was to calculate the Hamaker constants by a simple calculation approach and that Kirkwood’s approximation requires instead complicated calculations, Onsager’s equation was utilized in this study.

The values for the optical parameters $C_{1V}$, $\omega_{1V}$, $C_{1R}$, and $\omega_{1R}$, and for the Hamaker constant $A_{11}$ were calculated via Eq(2)-Eq(5). For comparison, the values of the Hamaker constants were also calculated by the London/Hamaker approach. The values for the ionization potential $I$ required in Eq(13) were calculated from the difference between the total electronic energy of the cationic and neutral molecule. As can be evinced from the data in Figure 6, $I$ could be estimated correctly using the B3LYP/aug-cc-pVDZ combination. In Figure 7 are reported data that reflect the correlation between the calculated values of the Hamaker constant ($A_{11,\text{calcd}}$) and the corresponding experimentally determined ones ($A_{11,\text{expl}}$). When the London/Hamaker approach was employed, only the $A_{11,\text{calcd}}$ values of non-polar small hydrocarbons reproduced the corresponding $A_{11,\text{expl}}$ values, whereas in the case of polar materials (e.g., ethers and carbonyls) or large molecules (e.g., hexadecane and bicyclohexyl) $A_{11,\text{expl}}$ values were significantly lower than the corresponding $A_{11,\text{expl}}$ values. As is well known, the London formula is applicable only to non-polar, spherical molecules characterized by diameters smaller.
than 0.5 nm. The large difference between the $A_{11,\text{expl}}$ values and the $A_{11,\text{calcd}}$ values determined via the London/Hamaker approach indicates that it is inappropriate to apply the London formula to polar or large molecules. By contrast, when applying the Lifshitz approach in this study, the $A_{11,\text{calcd}}$ values determined for non-associative materials and halides were close to their $A_{11,\text{expl}}$ counterparts. Furthermore, through this approach the calculation error for most materials was under 10%. Fortunately, therefore, although the calculation accuracy of the values of the relative dielectric constant was low, the negative consequences on the accuracy of the calculation of the Hamaker constants were small. Notably, in fact, in the case of non-associative materials or halides, the contribution of $\varepsilon_r$ to $A_{11}$ is relatively small.

With respect to associative materials like alcohols, however, a tendency to underestimating the values of the Hamaker constants $A_{11}$ by this Lifshitz approach was observed. This observation was particularly relevant in the case of molecules for which the value of the dielectric constant was significantly underestimated by the calculation, like ethylene glycol or diethylene glycol. In these cases, the calculated values of the optical parameter $C_{IR}$ were found to be much smaller than their experimentally determined counterparts, resulting in an underestimation of the values of the Hamaker constant $A_{11}$. As mentioned above, use of Kirkwood’s equation is required to overcome this problem. However, since this equation cannot be solved using a single molecular model, with more complicated procedures required, we did not make use of this equation in the present study.

### V. Conclusion

In this study, the Hamaker constants $A_{11}$ of organic materials were calculated based on the Lifshitz macroscopic approach performed with a simple DFT calculation. The values for the physical properties (polarizability, dipole moment, molecular volume, and vibrational frequency) of organic molecules were computationally estimated by an approach based on the use of the B3LYP density function and of the aug-cc-pVDZ basis set; the relevant Hamaker constants $A_{11}$ were also computationally estimated, in this case using the approximation of the Lorentz-Lorenz equation and Onsager’s equation with these properties. Employing this approach, we were able to computationally obtain values for the Hamaker constants that were similar to their experimentally determined counterparts for non-associative materials and halides. Since this approach does not require the definition of complicated molecular models, even beginners can easily implement it, and the CPU time necessary for it will not be long in comparison with that needed in the conventional London/Hamaker approach. The method we developed is especially useful for calculating the Hamaker constants of toxic, degradable, ex-
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FIG. 7. Plots of the calculated values of the Hamaker constant (A₁₁.calcd) versus the corresponding experimental values (A₁₁.expl) for non-associative materials (59 compounds, top), associative material (11 compounds, middle), and halides (7 compounds, bottom). Please note that the A₁₁.expl values were taken from literature based on the Lifshitz theory (see Supporting information for details).
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