Substantiation of multinomial classification using ensemble learning approach
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Abstract. The software defect prediction is the most operative research domain in software engineering as it enhances its reliability. The availability of defect data related to different projects leads to cross project defect prediction an open issue. This paper instanced on multiclass/multinomial classification of defect prediction on different categories of cross projects. The ensemble learning statistical models – Random forest and Gradient Boosting are used for classification. An empirical study is carried out to determine the predictive performance of the within project and cross project prediction models. Depending on the number of defects, class level information is classified into one of three defined multiclass. The homogeneous set of object oriented metrics is used for training the model. Furthermore, k-fold cross validation is done to evaluate the training accuracy of the statistical models. Major outcome of the paper concludes that multinomial/multiclass classification is applicable on cross project data and has comparable results to within project defect data with statistical significance.

1. Introduction

Identification of the defects prone classes before actual testing reduces the testing cost and efforts. It also leads to a more focused testing thereby enhancing the probability of fault free software. Much research work has been carried out in within projects data. The availability of many different projects data leads to the motivation of cross project defect prediction. In the past decade much research has focused on binary classification of CPDP. The multinomial classification in CPDP is still an open area to be focused.

The multinomial classification provides detailed information of severity of defect prone classes. It classifies the class level defect data into different groups depending on the total number of defects in each class. The Table1. summarizes the different categories of defect prediction.

The main research question addressed in this paper is Whether multinomial classification of CPDP is comparable to WPDP? This paper is divided into the following sections: Section 2 gives an overview of the literature survey. Section 3 summarizes the datasets, metrics and the models used. Section 4 states the performance measures used followed by Section 5 stating the methodology used in prediction. Section 6 tabulates the results. The conclusion is stated in the Section 7 of this paper.
| Category         | Description                                                                 |
|------------------|------------------------------------------------------------------------------|
| Strict CPDP      | No information of the testing data remains in the training dataset.          |
| Mixed CPDP       | Older version of the target data is added to the training dataset.           |
| Mixed CPDP+      | Few percentage of testing data is also included in training dataset.         |
| 10% training data|                                                                               |
| Pairwise CPDP    | Pairwise training and testing is carried out.                                |
| WPDP             | Certain percentage of the same project is used as training and the remaining percentage as testing. |

2. Background

Turhan et al [1] in 2009 used K-NN to minimize the data distribution difference followed by Naïve Bayes classifier for defect prediction. T. Zimmermann et al [2] in 2009 gave a new dimension to defect prediction, by proposing CPDP using Logistic Regression model. Ma et al. [3] in 2012 presented a novel approach Transfer Naïve Bayes for CPDP. Jaechang Nam et al. [4] in 2013 applied a method of Transfer Component Analysis for CPDP. Jaechang Nam et al. [4] in 2013 applied a method of Transfer Component Analysis for CPDP. Herbold [5] in 2013 proposed distance-based strategies (EM Clustering & NN Filtering) for selecting the training dataset. Nam et al. [9] and X. Y. Jing et al. [10] in 2015 provided solutions for HCPDP (heterogeneous). Also, projected a solution to heterogeneous CPDP. Duksan Ryuet al. [28] in 2016 gave a solution to the class imbalance problem by creating a novel model of SVM with cognitive boosting. The combined approach of Genetic and Ensemble learning gave good results. Zhang et al. [29] in 2016 used unsupervised classifier for heterogeneous CPDP. Xin Xia et al. [30] in 2016 proposed a Hybrid Model Reconstruction Approach. Steffen Herbold et al. [31] (2017) did a comparative study to benchmark cross project defect prediction approaches. He concluded that CPDP has still not reached to a level where it can be used for the application in practice.

3. Prerequisite knowledge

3.1. Dataset & Metrics

We have taken the well-defined datasets from the publicly available PROMISE repository (www.Promisedata.org) for NASA related projects and from http://opensecience.us. We have taken class level information of each dataset.

The description of the dataset is given in Table 2.

| Project  | Language | Total no. of classes | Defect prone classes |
|----------|----------|----------------------|----------------------|
| Ant 1.7  | Java     | 745                  | 168                  |
| Camel 1.0| Java     | 339                  | 13                   |
| Camel 1.2| Java     | 608                  | 216                  |
| Camel 1.4| Java     | 872                  | 145                  |
| Camel 1.6| Java     | 965                  | 189                  |
| Ivy1.1   | Java     | 111                  | 63                   |
| Ivy1.4   | Java     | 241                  | 17                   |
| Ivy2.0   | Java     | 352                  | 40                   |
| Jedit 3.2| Java     | 272                  | 47                   |
| Jedit 4.0| Java     | 306                  | 75                   |
| Jedit 4.1| Java     | 312                  | 79                   |
| Jedit 4.2| Java     | 367                  | 47                   |
| Jedit 4.3| Java     | 492                  | 11                   |
| Prop1    | Java     | 18471                | 2738                 |
| Prop2    | Java     | 23041                | 2431                 |
In this work we have focused on homogeneous CPDP for multinomial classification. The CK metrics [15] are selected and are used for software defect prediction.

The CK Metrics used in the analysis are as follows[22]:

- DIT (Depth Of Inheritance)
- WMC (Weighted Methods Per Class)
- CBO (Coupling Between Objects)
- NOC (Number of children)
- LCOM (Lack Of Cohesion Of Methods)
- RFC (Response For Class)
- LOC (Lines of Code)

3.2. Ensemble Learning Models

An ensemble contains a combination of base/weak learners to improve the performance of the model. The prediction accuracy of an ensemble is much higher than the base learners. Base learning algorithms can be neural network, decision tree or any other machine learning algorithm. The majority voting for classification and weighted averaging for the regression are the common strategies of combining base learners. The popular and effective ensemble methods are Bagging, Boosting and Stacking. The figure 1. gives a diagrammatic representation of ensemble approach.

![Figure 1. Ensemble Learning Approach.](image)

The ensemble learning models used in this experiment are Random Forest and Gradient Boosting. Random forest model is a bagging technique whereas Gradient Boosting is a boosting approach[21].

Random Forest: Random Forest is a solution to most of the data science problems. It is a flexible machine learning model which is competent to perform both classification and regression. It handles missing values, dimensionality reduction methods, outliers and thereby having better results. It is an ensemble of weak models (decision trees). To classify an object each tree votes, the forest chooses the classification which has the highest number of votes. For regression it computes the average of the output produced by each tree. The major advantage of Random forest is avoiding the problem of overfitting.

Given a training set: -

\[ X = x_1, x_2, \ldots, x_n \] with responses \( y_1, y_2, \ldots, y_n \). bagging it B times- selecting random samples.
For \( b = 1, 2, 3, \ldots, N \) we will train a regression or classification tree on \( X_b, Y_b \). After training the prediction of the sample \( x \) can be done either by averaging the prediction of all the regression trees or taking the majority votes in the case of classification trees.

\[
F = \frac{1}{N} \sum_{b=1}^{N} f_b(x')
\]

The standard deviation of the predictions from different regression trees gives the estimate of uncertainty of the prediction.

\[
\sigma = \sum (f_b(x') - F)^2 / (N - 1)
\]

Gradient Boosting: Gradient Boosting is an ensemble learning technique which has sequential predictors. In this technique the subsequent predictors enhance its learning by the faults of the previous predictors. It involves three elements:
- A loss function to be optimized.
- A weak learner to make predictions.
- Model to add weak learners.
Gradient boosting uses decision trees as weak learners. A tree is parameterized and its parameters are modified and then it is added to the model to minimize the loss.

For \( i = 1, \ldots, n \)

\[
F_0(x) = \arg \min \sum L(y_i, \gamma)
\]

\[
\gamma_m = \arg \min \sum L(y_i, F_{m-1}(x_i) + \gamma h_m(x_i))
\]

\[
F_m(x) = F_{m-1}(x) + \gamma m h_m(x).
\]

Where \((x_i, y_i)\) is the training set \(L(y,F(x))\) is a differential loss function, \(M\) is the no. of iterations, \(h_m(x)\) is the base learner, \(\gamma_m\) is the multiplier.

### 4. Performance measures

The Table 3 summarizes the performance measures considered for multinomial classification.

| Performance Measure | Description |
|---------------------|-------------|
| Precision           | It is the proportion of cases that are correctly identified to belong to class A among all the cases which classifier claims to belong to A. |
| Recall              | It is the proportion of cases that are correctly identified to belong to class A among all the cases that truly belong to A. |
| F-measure           | \((2 \times \text{Precision} \times \text{Recall}) / (\text{Precision} + \text{Recall})\) |
| Accuracy            | It is the ratio of all correctly identified and classified cases. |

### 5. Proposed methodology

We have conducted the experiment to classify our data of cross and within project into multi-classes. The three classes defined are as follows:
- Class 0: no bugs.
- Class 1: bugs are greater than 0 and less than 5.
- Class 2: bugs are greater than and equal to 5.

The technique used for learning and classification is Ensemble Learning approach. The models used are:
- Gradient Boosting
- Random Forest

The training datasets belong to different categories of CPDP. They are:
- Strict CPDP
- Mixed CPDP.
- Mixed with target Data.
- Pairwise CPDP.

Training and testing is also performed on within project dataset. Furthermore, we have carried out k-fold cross validation to evaluate the training accuracy of the data.

6. Results & Discussion

In this section we present results of the experiment conducted. The results are summarized in the below table. The performance evaluation measures used are accuracy, recall, precision, recall and f1-score. The k-fold cross validation is performed to evaluate the training accuracy of the datasets.

RQ: Whether multinomial classification of CPDP is comparable to WPDP?

From the Table 4 following observations are noted:

- The testing accuracy of CPDP was as high as 0.91 in the case of Strict CPDP. In the case of Mixed CPDP average accuracy was 0.88, 0.85 in the case of Mixed CPDP+10% WP data and 0.82 in pairwise CPDP. These values are comparable to the highest accuracy value of 0.93 achieved in the case of WPDP.
- Similarly, the value of precision was as high as 0.91 in the case of Strict CPDP. Values of 0.88 0.85, 0.76 was achieved in the case of Mixed CPDP, Mixed CPDP+10% WP data and Pairwise CPDP respectively. These values are comparable to the highest value of 0.91 achieved in the case of WPDP.
- On analyzing the value of Recall, the highest value was 0.93 for WPDP. The recall values of Strict, Mixed CPDP, Mixed CPDP+10% WP data and Pairwise CPDP was as high as 0.91, 0.88, 0.85 and 0.76 respectively. These values are thereby comparable to the recall value of WPDP.
- The F1 score in the case of Strict CPDP was 0.9 whereas for Mixed CPDP and Mixed CPDP+10% WP data the values were 0.83, 0.86 respectively. These values are also comparable to the value of 0.92 achieved in the case of WPDP.

The above stated observations infer the comparable performance of multinomial classification of CPDP to WPDP.

| Category | Training | Testing | Classifier | Class | Accuracy Training | Accuracy Testing | Precision Training | Precision Testing | Recall Training | Recall Testing | F1 score |
|----------|----------|---------|------------|-------|------------------|-----------------|-------------------|------------------|----------------|---------------|---------|
| Strict CPDP | jedit-3.2, jedit-4.0, jedit-4.1, jedit-4.2, jedit-4.3, prop1 | camel-1.4 | Random Forest | 0 | 0.89 | 0.77 | 0.85 | 0.9 | 0.87 |
| | | | 1 | 0.77 | 0.5 | 0.21 | 0.17 | 0.19 |
| | | | 2 | 0.75 | 0.75 | 0.78 | 0.77 | 0.76 |
| | | | AVG/TOTAL | 0.89 | 0.77 | 0.86 | 0.86 | 0.86 |
| | | | Gradient Boosting | 0 | 0.88 | 0.75 | 0.23 | 0.26 | 0.24 |
| | | | 1 | 0.75 | 0.25 | 0.06 | 0.01 |
| | | | AVG/TOTAL | 0.88 | 0.75 | 0.76 | 0.76 | 0.76 |
| | | | Random Forest | 0 | 0.93 | 0.81 | 0.96 | 0.85 | 0.9 |
| | | | 1 | 0.81 | 0.14 | 0.31 | 0.2 |
| | | | 2 | 0.79 | 0.21 | 0.05 | 0.12 |
| | | | AVG/TOTAL | 0.93 | 0.81 | 0.91 | 0.83 | 0.86 |
| | | | Gradient Boosting | 0 | 0.84 | 0.91 | 0.94 | 0.97 | 0.95 |
| | | | 1 | 0.91 | 0.17 | 0.06 | 0.09 |
| | | | 2 | 0.84 | 0.23 | 0.07 | 0.12 |
| | | | AVG/TOTAL | 0.84 | 0.91 | 0.89 | 0.91 | 0.9 |
| | | | Random Forest | 0 | 0.92 | 0.74 | 0.87 | 0.82 | 0.85 |
| | | | 1 | 0.78 | 0.44 | 0.47 | 0.46 |
| | | | 2 | 0.73 | 0.38 | 0.73 | 0.5 |
| | | | AVG/TOTAL | 0.92 | 0.74 | 0.76 | 0.74 | 0.75 |
| Mixed CPDP | ivy-1.1, camel-1.4, jedit-3.2, jedit-4.0, prop2 | jedit-4.1 | Random Forest | 0 | 0.91 | 0.77 | 0.79 | 0.99 | 0.88 |
| | | | 1 | 0.77 | 0.6 | 0.09 | 0.15 |
| | | | 2 | 0.74 | 0.6 | 0.55 | 0.57 |
| | | | AVG/TOTAL | 0.91 | 0.77 | 0.74 | 0.78 | 0.71 |
| | | | Gradient Boosting | 0 | 0.92 | 0.88 | 0.69 | 1 | 0.94 |
| | | | 1 | 0.88 | 0.27 | 0.01 | 0.02 |
| | | | 2 | 0.81 | 0.22 | 0.51 | 0.6 |
| | | | AVG/TOTAL | 0.92 | 0.88 | 0.81 | 0.88 | 0.83 |
The software reliability is directly proportional to probability of error free software. Software defect prediction leads to its more focused and rigorous testing. In this paper we analyzed the performance in multinominal classification of cross and within project defect prediction. The datasets were collected from the NASA projects. CK based object oriented metrics was effective for CPDP. We first labeled our class information in three different levels depending on the number of defects in each class. The experiment was conducted by training the model on different categories of cross project defect prediction. K-fold cross validation was done to estimate the predictive performance of the models. Ensemble learning approach validated the classification results. The results indicate that multinominal classification on CPDP is feasible and comparable to WPDP. There are many verticals on which the work can be extended. Multinominal classification of heterogeneous CPDP can be focused. Proper training dataset selection and class imbalance to optimize the performance of defect prediction are still open issues in CPDP.

### 7. Conclusion & Future scope

The software reliability is directly proportional to probability of error free software. Software defect prediction leads to its more focused and rigorous testing. In this paper we analyzed the performance in multinominal classification of cross and within project defect prediction. The datasets were collected from the NASA projects. CK based object oriented metrics was effective for CPDP. We first labeled our class information in three different levels depending on the number of defects in each class. The experiment was conducted by training the model on different categories of cross project defect prediction. K-fold cross validation was done to estimate the predictive performance of the models. Ensemble learning approach validated the classification results. The results indicate that multinominal classification on CPDP is feasible and comparable to WPDP. There are many verticals on which the work can be extended. Multinominal classification of heterogeneous CPDP can be focused. Proper training dataset selection and class imbalance to optimize the performance of defect prediction are still open issues in CPDP.
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