Analysis of finite-size effect of infinite-range Ising model under Glauber dynamics
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Abstract. We consider an infinite-range Ising model under the Glauber dynamics and determine the finite-size effect on the distribution of two spin variables as a perturbation of $O(1/N)$. Based on several considerations, ordinary differential equations are derived for describing the time development of both a two-body correlation and the autocorrelation function of magnetization. The results of the calculation fit the simulation results, unless the perturbation theory breaks down because of critical phenomena or magnetization reversal.
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1. Introduction

Finite-size effect has an important role in various problems of statistical physics such as the scaling analysis of critical phenomena, not only occurring in equilibrium states but also in nonequilibrium ones. However, its consideration in nonequilibrium systems is generally more difficult than in equilibrium ones. Hence, an infinite-range Ising model under the Glauber dynamics, one of the simplest models of such systems, has been studied as an example [1–4]. Most of these studies considered the probability density function of magnetization, $P_{\text{whole}}(m')$, and used the Fokker–Planck equation describing the time development of this function. To derive this equation, they first calculated the Kramers–Moyal expansion corresponding to the master equation and ignored the terms containing higher-order derivatives, considering them as higher-order infinitesimals. Similar manipulation of the master equation is studied also in other contexts, such as chemical reactions [5–8]. However, to express the Kramers–Moyal expansion, the number of microscopic states under fixed-order parameters needs to be determined. Hence, it is difficult to generalize the above method to other types of infinite-range models, and other approaches are required for these models.

In this study, we consider the probability distribution of two spin variables $P_2(\sigma_i, \sigma_j; t)$ and calculate two-body correlation $\langle \delta \sigma_i \delta \sigma_j \rangle$ and autocorrelation of magnetization $C(t_0, t)$. The finite-size effect on them is treated as a $O(1/N)$ perturbation. Note that the perturbation terms of these properties play significant roles because the spins of the infinite-range model are effectively independent of each other in the thermodynamic limit. After several considerations, the time development of these properties is expressed by ordinary differential equations of several parameters. In our method, we assume that the probability distribution of magnetization $M$ is approximated as a Gaussian one; therefore, the third-order cumulant of $M$ is approximately zero. This assumption is necessary for avoiding the problem called BBGKY hierarchy [9]. To confirm the validity of the perturbation theory and this assumption, the results of the derived differential equations are compared with those of numerical simulations. Furthermore, we prove that the differential equations describing magnetization and the two-body correlation are also derived from the Fokker–Planck equation under the assumption of a Gaussian distribution for magnetization (see appendix A). Note that although our method and the Fokker–Planck equation give equivalent results, the former has an advantage in that it can be applied to other infinite-range models more easily than the latter.
The remainder of this paper is organized as follows. First, we explain the model in section 2, review its behavior in the thermodynamic limit in section 3.1, and present the calculation of the time development of $\langle \delta \sigma_i \delta \sigma_j \rangle$ and $C(t_0, t)$ in sections 3.2 and 3.3, respectively. Finally, the study is summarized in section 4. In appendix A, we prove that our method and the Fokker–Planck equation yield the same conclusion, at least in the case of $\langle \delta \sigma_i \delta \sigma_j \rangle$.

2. Model

We consider the following Ising model with an infinite-range interaction:

$$H = -\frac{J}{N} \sum_{i,j} \sigma_i \sigma_j - h \sum_i \sigma_i = -\frac{J}{N} \left( \sum_i \sigma_i \right)^2 - h \sum_i \sigma_i,$$  \hspace{1cm} (1)

where $\sigma_i = \pm 1$,  \hspace{1cm} (2)

and consider the dynamics using the Markov chain Monte Carlo (MCMC) method. In this study, for simplicity, we consider a case that there is no magnetic field, i.e. $h = 0$. Here, the updating of each step is the flipping of one randomly chosen spin $\sigma_i$, i.e.

$$\{\sigma\} = (\sigma_1, \sigma_2, \ldots, \sigma_N) \mapsto \{F_i \sigma\} \equiv (\sigma_1, \sigma_2, \ldots, -\sigma_i, \ldots, \sigma_N),$$  \hspace{1cm} (3)

and we define the unit of time $t$ as 1 Monte Carlo step (MCS). The time development of the probability distribution of the spin configuration, $P_N(\{\sigma\}; t)$, is expressed as follows:

$$P_N(\{\sigma\}; t + \frac{1}{N}) = P_N(\{\sigma\}; t) + \frac{1}{N} \sum_i \left[ P_N(\{F_i \sigma\}; t) W(\{F_i \sigma\} \rightarrow \{\sigma\}) - P_N(\{\sigma\}; t) W(\{\sigma\} \rightarrow \{F_i \sigma\}) \right],$$  \hspace{1cm} (4)

where $W(\{\sigma\} \rightarrow \{\sigma'\})$ is the acceptance ratio of the updating, $\{\sigma\} \rightarrow \{\sigma'\}$. Note that $1/N$ MCS implies one step of updating. In the typical MCMC method, $W$ is a function of the product of the energy change during the updating and the inverse temperature

$$\beta \delta E(\{\sigma\} \rightarrow \{F_i \sigma\}) = -\frac{2\beta J}{N} \cdot (\sigma_i - \sigma_j) \sum_j \sigma_j = 4\beta J \sigma_i \frac{\sum_{j \neq i} \sigma_j}{N};$$  \hspace{1cm} (5)

therefore, we can express that

$$W(\{\sigma\} \rightarrow \{F_i \sigma\}) = w \left( 4\beta J \sigma_i \frac{\sum_{j \neq i} \sigma_j}{N} \right),$$  \hspace{1cm} (6)
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There are several ways for defining the form of $w$. In this study, we adopt the Glauber dynamics as follows:

$$w(x) = \frac{1}{1 + e^x} = \frac{1 - \tanh \left( \frac{x}{2} \right)}{2}.$$  \hfill (7)

When the system size, $N$, is large, the average of the spins, $(\sum_{j \neq i} \sigma_j) / N$, can be approximated as their ensemble average $m = \langle \sigma_i \rangle$ with an $O(1/\sqrt{N})$ fluctuation, i.e.

$$\frac{\sum_{j \neq i} \sigma_j}{N} = m + O \left( \frac{1}{\sqrt{N}} \right).$$  \hfill (8)

Substituting the above relation into (6), we obtain the Taylor expansion of $W$ as

$$W(\{\sigma\} \to \{F_i \sigma\}) = w(4\beta Jm\sigma_i) + 4\beta J\sigma_i \left( \frac{\sum_{j \neq i} \sigma_j}{N} - m \right) w'(4\beta Jm\sigma_i)$$

$$+ 8(\beta J)^2 \left( \frac{\sum_{j \neq i} \sigma_j}{N} - m \right)^2 w''(4\beta Jm\sigma_i) + o\left( \frac{1}{N} \right).$$  \hfill (9)

3. Calculations

In this section, we present the calculation of the dynamics under the transition rate expressed in (9). In section 3.1, first, we survey the dynamics in the case of an extremely large $N$ as the zeroth approximation of the finite-$N$ system. Subsequently, in sections 3.2 and 3.3, we consider an $O(1/N)$ modification of the two-body correlation, $\langle \delta \sigma_i \delta \sigma_j \rangle$, and the autocorrelation of magnetization, $C(t_0, t)$, respectively.

3.1. Dynamics when $N$ is large

In the case $N$ is extremely large, the second and third terms of (9) converge to zero; therefore, (4) can be expressed as

$$P_N(\{\sigma\}; t + \frac{1}{N}) = P_N(\{\sigma\}; t) + \frac{1}{N} \sum_i \{P_N(\{F_i \sigma\}; t)w(-4\beta Jm\sigma_i)$$

$$- P_N(\{\sigma\}; t)w(4\beta Jm\sigma_i)\}. $$  \hfill (10)

First, we define $P_s$ as

$$P_s(\sigma_{i_1}, \sigma_{i_2}, \ldots, \sigma_{i_s}; t) \equiv \text{Tr}_{\{\sigma_n\}_{n \neq i_1, i_2, \ldots, i_s}} P_N(\{\sigma\}; t),$$  \hfill (11)
and derive its time development under (10). Taking the summation over all spins except $\sigma_{i_1}, \sigma_{i_2}, \ldots, \sigma_{i_s}$, (10) can be transformed into an equation describing the time development of $P_s$

$$
P_s\left(\sigma_{i_1}, \sigma_{i_2}, \ldots, \sigma_{i_s}; t + \frac{1}{N}\right) = P_s(\sigma_{i_1}, \sigma_{i_2}, \ldots, \sigma_{i_s}; t)$$

$$+ \frac{1}{N} \sum_{n=1}^{s} \left\{ P_s(\sigma_{i_1}, \sigma_{i_2}, \ldots, -\sigma_{i_n}, \ldots, \sigma_{i_s}; t) \times w(-4\beta Jm\sigma_{i_n}) - P_s(\sigma_{i_1}, \sigma_{i_2}, \ldots, \sigma_{i_s}; t)w(4\beta Jm\sigma_{i_n})\right\}.
$$

(12)

For an arbitrary $O(1)$ natural number $s$, the time development of $P_s$ under (12) is expressed as

$$
P_s(\sigma_{i_1}, \sigma_{i_2}, \ldots, \sigma_{i_s}; t) = \prod_{n=1}^{s} p_1(\sigma_{i_n}, t),
$$

(13)

if we ignore the $o(1/N)$ terms. Here, $p_1(\sigma; t)$ is the solution of the following equation:

$$
p_1\left(\sigma, t + \frac{1}{N}\right) = p_1(\sigma, t) + \frac{1}{N} \left\{ p_1(-\sigma, t)w(-4\beta Jm\sigma) - p_1(\sigma, t)w(4\beta Jm\sigma)\right\}.
$$

(14)

This fact can be easily confirmed by substituting (13) and (14) into (12).

Hence, when $N$ is large, the time development of every spin is independent of each other. The effect of the interaction appears only in the ‘mean field’, $m$, which is the effective external field comprising the mean value of the spins. Considering that $p_1$ can be expressed as

$$
p_1(\sigma, t) = \frac{1 + m\sigma}{2},
$$

(15)

(14) can also be expressed as

$$
m\left(t + \frac{1}{N}\right) = m(t) + \frac{1}{N} \left\{ (1 - m)w(-4\beta Jm) - (1 + m)w(4\beta Jm)\right\}.
$$

(16)

Taking the limit, $N \to \infty$, and substituting (7), the above equation can be rewritten as

$$
\frac{dm}{dt} = (1 - m)w(-4\beta Jm) - (1 + m)w(4\beta Jm)
$$

$$
= -m + \tanh(2\beta Jm).
$$

(17)

In previous studies, the form of (17) appears more frequently than (14) [1, 10–12].
3.2. Calculation of spin correlation

Substituting (9) into (4), the master equation in the finite-\(N\) case becomes

\[
P_N (\{\sigma\}; t + \frac{1}{N}) = P_N (\{\sigma\}; t) + \frac{1}{N} \sum_i \left[ P_N (\{F_i \sigma\}; t) \left\{ w (-4\beta J m \sigma_i) \\
- 4\beta J \sigma_i \left( \frac{\sum_{j \neq i} \sigma_j}{N} - m \right) w' (-4\beta J m \sigma_i) \\
+ 8 (\beta J)^2 \left( \frac{\sum_{j \neq i} \sigma_j}{N} - m \right)^2 w'' (-4\beta J m \sigma_i) \right\} \\
- P_N (\{\sigma\}; t) \left\{ w (4\beta J m \sigma_i) + 4\beta J \sigma_i \left( \frac{\sum_{j \neq i} \sigma_j}{N} - m \right) \\
\times w' (4\beta J m \sigma_i) + 8 (\beta J)^2 \left( \frac{\sum_{j \neq i} \sigma_j}{N} - m \right)^2 w'' (4\beta J m \sigma_i) \right\} \right]. \tag{18}
\]

Here, we consider the time development of this equation starting from the solution of the large-\(N\) case discussed in section 3.1.

Taking the difference between the function, \(P_s\), and its zeroth approximation expressed in (13) as \(\delta P_s\), we obtain the following expressions:

\[
P_2 (\sigma, \sigma_j; t) = p_1 (\sigma, t) p_1 (\sigma_j, t) + \delta p_2 (\sigma, \sigma_j; t), \tag{19a}
\]

\[
P_3 (\sigma, \sigma_j, \sigma_k; t) = p_1 (\sigma, t) p_1 (\sigma_j, t) p_1 (\sigma_k, t) + \delta p_3 (\sigma, \sigma_j, \sigma_k; t), \tag{19b}
\]

\[
P_4 (\sigma, \sigma_j, \sigma_k, \sigma_l; t) = p_1 (\sigma, t) p_1 (\sigma_j, t) p_1 (\sigma_k, t) p_1 (\sigma_l, t) + \delta p_4 (\sigma, \sigma_j, \sigma_k, \sigma_l; t), \tag{19c}
\]

where \(\delta p_2 (\sigma, \sigma_j; t), \delta p_3 (\sigma, \sigma_j, \sigma_k; t), \delta p_4 (\sigma, \sigma_j, \sigma_k, \sigma_l; t) = O \left( \frac{1}{N} \right) \).

In this paper, characters \(i, j, k, \) and \(l\) represent numbers different from each other unless there is a summation over them, such as \(\sum_{i \neq j}\). Note that \(p_1\) is not defined as the probability distribution of a single spin in the finite-size system, instead it is that in the thermodynamic limit discussed in section 3.1. Specifically, \(p_1\) itself is defined as the solution of (14), and the modification of the finite-size system appears as \(\delta p_2, \delta p_3,\) and \(\delta p_4\). We do not consider \(P_s\) with \(s \geq 5\), because it is not required for the calculation in this study.

When the summation is taken over all spin variables except \(\sigma_i\) and \(\sigma_j\), (18) can be transformed into
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\[
P_2\left(\sigma_i, \sigma_j; t + \frac{1}{N}\right) - P_2(\sigma_i, \sigma_j; t) \\
= \frac{1}{N} \left[ w(-4\beta J m \sigma_i) P_2(-\sigma_i, \sigma_j; t) - \text{Tr}_{\{\sigma_n\}_{n \neq i,j}} 4\beta J \sigma_i \sum_k \left( \frac{\sigma_k(1 - \delta_{ki}) - m}{N} \right) \right. \\
\times w'(-4\beta J m \sigma_i) P_N(\{F_i;\sigma\}; t) + \text{Tr}_{\{\sigma_n\}_{n \neq i,j}} 8(\beta J)^2 \sum_{k,l} \left( \frac{\sigma_k(1 - \delta_{kl}) - m}{N} \right) \\
\times \left( \frac{\sigma_l(1 - \delta_{lj}) - m}{N} \right) w''(-4\beta J m \sigma_j) P_N(\{F_j;\sigma\}; t) + w(-4\beta J m \sigma_j) \\
\times P_2(\sigma_i, -\sigma_j; t) - \text{Tr}_{\{\sigma_n\}_{n \neq i,j}} 4\beta J \sigma_j \sum_k \left( \frac{\sigma_k(1 - \delta_{kj}) - m}{N} \right) w'(-4\beta J m \sigma_j) \\
\times P_N(\{F_j;\sigma\}; t) + \text{Tr}_{\{\sigma_n\}_{n \neq i,j}} 8(\beta J)^2 \sum_{k,l} \left( \frac{\sigma_k(1 - \delta_{kl}) - m}{N} \right) \\
\times \left( \frac{\sigma_l(1 - \delta_{lj}) - m}{N} \right) w''(-4\beta J m \sigma_j) P_N(\{F_j;\sigma\}; t) - w(4\beta J m \sigma_i) \\
\times P_2(\sigma_i, \sigma_j; t) - \text{Tr}_{\{\sigma_n\}_{n \neq i,j}} 4\beta J \sigma_i \sum_k \left( \frac{\sigma_k(1 - \delta_{ki}) - m}{N} \right) w'(4\beta J m \sigma_i) \\
\times P_N(\{\sigma\}; t) - \text{Tr}_{\{\sigma_n\}_{n \neq i,j}} 8(\beta J)^2 \sum_{k,l} \left( \frac{\sigma_k(1 - \delta_{kl}) - m}{N} \right) \left( \frac{\sigma_l(1 - \delta_{lj}) - m}{N} \right) \\
\times w''(4\beta J m \sigma_i) P_N(\{\sigma\}; t) - w(4\beta J m \sigma_j) P_2(\sigma_i, \sigma_j; t) \\
- \text{Tr}_{\{\sigma_n\}_{n \neq i,j}} 4\beta J \sigma_j \sum_k \left( \frac{\sigma_k(1 - \delta_{kj}) - m}{N} \right) w'(4\beta J m \sigma_j) P_N(\{\sigma\}; t) \\
- \text{Tr}_{\{\sigma_n\}_{n \neq i,j}} 8(\beta J)^2 \sum_{k,l} \left( \frac{\sigma_k(1 - \delta_{kl}) - m}{N} \right) \left( \frac{\sigma_l(1 - \delta_{lj}) - m}{N} \right) \\
\times w''(4\beta J m \sigma_j) P_N(\{\sigma\}; t) \right]
\]

To simplify the right-hand side of (21), we calculate the traces in the bracket. For example, the second term of the above equation is transformed into

\[
\text{Tr}_{\{\sigma_n\}_{n \neq i,j}} 4\beta J \sigma_i \sum_k \left( \frac{\sigma_k(1 - \delta_{ki}) - m}{N} \right) w'(-4\beta J m \sigma_i) P_N(\{F_i;\sigma\}; t)
\]

\[
= 4\beta J \sigma_i \sum_{k \neq i,j} \sigma_k \frac{m}{N} w'(-4\beta J m \sigma_i) P_3(-\sigma_i, \sigma_j, \sigma_k; t)
\]

\[
+ 4\beta J \sigma_i \left( \frac{\sigma_j - 2m}{N} \right) w'(-4\beta J m \sigma_j) P_2(-\sigma_i, \sigma_j; t)
\]
where, we used the following relations:

\[
4\beta J\sigma_i \sum_{k \neq i} \left( \frac{\sigma_k - m}{N} \right) w' (-4\beta J m \sigma_i) P_3(-\sigma_i, \sigma_j, \sigma_k; t)
\]

\[
= 4\beta J\sigma_i \sum_{k \neq i} \sum_{\sigma_k} \left( \frac{\sigma_k - m}{N} \right) w' (-4\beta J m \sigma_i) p_1(-\sigma_i, t)p_1(\sigma_j, t)p_1(\sigma_k, t)
\]

\[
+ 4\beta J\sigma_i \sum_{k \neq i} \sum_{\sigma_k} \left( \frac{\sigma_k - m}{N} \right) w' (-4\beta J m \sigma_i) \delta p_3(-\sigma_i, \sigma_j, \sigma_k; t)
\]

\[
= 4\beta J\sigma_i w' (-4\beta J m \sigma_i) \sum_{\sigma'} (\sigma' - m) \delta p_3(-\sigma_i, \sigma_j, \sigma'; t) + o\left( \frac{1}{N} \right). \tag{23}
\]

In the last line of (23), the equation, \(\sum_{\sigma_k} \sigma_k p_1(\sigma_k, t) = m\), is used. Similarly, the third term of (21), which is proportional to \(w'' (-4\beta J m \sigma_i)\), can be transformed into

\[
\text{Tr}_{\{\sigma_n\}_{n \neq i,j}} 8(\beta J)^2 \sum_{k,l} \left( \frac{\sigma_k(1 - \delta_{kl}) - m}{N} \right) \left( \frac{\sigma_l(1 - \delta_{kl}) - m}{N} \right) w'' (-4\beta J m \sigma_i) P_N(\{F_i\}; t)
\]

\[
= 8(\beta J)^2 \sum_{k \neq i,j} \sum_{\sigma_k} \left( \frac{\sigma_k - m}{N} \right)^2 w'' (-4\beta J m \sigma_i) p_1(-\sigma_i, t)p_1(\sigma_j, t)p_1(\sigma_k, t)
\]

\[
+ 8(\beta J)^2 \sum_{\sigma', \sigma''} (\sigma' - m)(\sigma'' - m) w'' (-4\beta J m \sigma_i) \delta p_4(-\sigma_i, \sigma_j, \sigma', \sigma''; t) + o\left( \frac{1}{N} \right)
\]

\[
= 8(\beta J)^2 \cdot \left( \frac{1 - m^2}{N} \right) w'' (-4\beta J m \sigma_i) p_1(-\sigma_i, t)p_1(\sigma_j, t)
\]

\[
+ 8(\beta J)^2 \sum_{\sigma', \sigma''} (\sigma' - m)(\sigma'' - m) w'' (-4\beta J m \sigma_i) \delta p_4(-\sigma_i, \sigma_j, \sigma', \sigma''; t) + o\left( \frac{1}{N} \right). \tag{24}
\]

Here, we use the relation,

\[
\sum_{\sigma_k} (\sigma_k - m)^2 p_1(\sigma_k, t) = \sum_{\sigma_k} (1 + m^2 - 2m\sigma_k) p_1(\sigma_k, t) = (1 + m^2) - 2m \cdot m = 1 - m^2.
\]  

\[
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\]  
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Substituting these equations into (21), we obtain

\[
P_2(\sigma_i, \sigma_j; t + \frac{1}{N}) - P_2(\sigma_i, \sigma_j; t)
\]
\[
= \frac{1}{N} \left[ w(-4\beta Jm\sigma_i)P_2(-\sigma_i, \sigma_j; t) - 4\beta J\sigma_i \left( \frac{\sigma_i - 2m}{N} \right) w'( -4\beta Jm\sigma_i ) \right. \\
\times p_1(-\sigma_i, t)p_1(\sigma_j, t) - 4\beta J\sigma_i w'(-4\beta Jm\sigma_i) \sum_{\sigma'} (\sigma' - m) \delta p_3(-\sigma_i, \sigma_j, \sigma'; t)
\]
\[
+ 8(\beta J)^2 \cdot \left( \frac{1 - m^2}{N} \right) \cdot w''(-4\beta Jm\sigma_i) p_1(-\sigma_i, t)p_1(\sigma_j, t)
\]
\[
+ 8(\beta J)^2 \sum_{\sigma', \sigma''} (\sigma' - m) (\sigma'' - m) w''(-4\beta Jm\sigma_i) \delta p_3(-\sigma_i, \sigma_j, \sigma', \sigma''; t)
\]
\[
+ w(-4\beta Jm\sigma_j)P_2(\sigma_i, -\sigma_j; t) - 4\beta J\sigma_j \left( \frac{\sigma_j - 2m}{N} \right) w'( -4\beta Jm\sigma_j ) \right. \\
\times p_1(\sigma_i, t)p_1(-\sigma_j, t) - 4\beta J\sigma_j w'( -4\beta Jm\sigma_j ) \sum_{\sigma'} (\sigma' - m) \delta p_3(\sigma_i, -\sigma_j, \sigma'; t)
\]
\[
+ 8(\beta J)^2 \cdot \left( \frac{1 - m^2}{N} \right) \cdot w''(-4\beta Jm\sigma_i) p_1(\sigma_i, t)p_1(-\sigma_j, t)
\]
\[
+ 8(\beta J)^2 \sum_{\sigma', \sigma''} (\sigma' - m) (\sigma'' - m) w''(-4\beta Jm\sigma_j) \delta p_3(\sigma_i, -\sigma_j, \sigma', \sigma''; t)
\]
\[
- w(4\beta Jm\sigma_i)P_2(\sigma_i, \sigma_j; t) - 4\beta J\sigma_i \left( \frac{\sigma_i - 2m}{N} \right) w'(4\beta Jm\sigma_i) p_1(\sigma_i, t)
\times p_1(\sigma_j, t) - 4\beta J\sigma_i w'(4\beta Jm\sigma_i) \sum_{\sigma'} (\sigma' - m) \delta p_3(\sigma_i, \sigma_j, \sigma'; t)
\]
\[
- 8(\beta J)^2 \cdot \left( \frac{1 - m^2}{N} \right) \cdot w''(4\beta Jm\sigma_i) p_1(\sigma_i, t)p_1(\sigma_j, t)
\]
\[
- 8(\beta J)^2 \sum_{\sigma', \sigma''} (\sigma' - m) (\sigma'' - m) w''(4\beta Jm\sigma_j) \delta p_3(\sigma_i, \sigma_j, \sigma', \sigma''; t)
\]
\[
- w(4\beta Jm\sigma_j)P_2(\sigma_i, \sigma_j; t) - 4\beta J\sigma_j \left( \frac{\sigma_j - 2m}{N} \right) w'(4\beta Jm\sigma_j) p_1(\sigma_i, t)
\times p_1(\sigma_j, t) - 4\beta J\sigma_j w'(4\beta Jm\sigma_j) \sum_{\sigma'} (\sigma' - m) \delta p_3(\sigma_i, \sigma_j, \sigma'; t)
\]
\[
- 8(\beta J)^2 \cdot \left( \frac{1 - m^2}{N} \right) \cdot w''(4\beta Jm\sigma_j) p_1(\sigma_i, t)p_1(\sigma_j, t)
\]
\[
- 8(\beta J)^2 \sum_{\sigma', \sigma''} (\sigma' - m) (\sigma'' - m) w''(4\beta Jm\sigma_j) \delta p_3(\sigma_i, \sigma_j, \sigma', \sigma''; t) \Big] .
\]

(26)
Extracting $O(1/N^2)$ terms from (26), the equation describing the time development of $\delta p_2$ is expressed as

$$\delta p_2 \left( \sigma_i, \sigma_j, t + \frac{1}{N} \right) = \delta p_2(\sigma_i, \sigma_j, t)$$

$$= -\frac{4\beta J}{N^2} \left[ p_1(\sigma_j, t) p_1(-\sigma_i, t) \sigma_i(\sigma_j - 2m) w'(-4\beta J m \sigma_i) + p_1(\sigma_j, t) p_1(\sigma_i, t) \sigma_i \right. $$

$$\times (\sigma_j - 2m) w'(-4\beta J m \sigma_i) + p_1(\sigma_i, t) p_1(\sigma_j, t) \sigma_j(\sigma_i - 2m) w'(-4\beta J m \sigma_j)$$

$$+ p_1(\sigma_i, t) p_1(\sigma_j, t) \sigma_j(\sigma_i - 2m) w'(-4\beta J m \sigma_j)$$

$$- \frac{1}{N^2} \{ p_1(-\sigma_i, t) w(-4\beta J m \sigma_i) - p_1(\sigma_i, t) w(-4\beta J m \sigma_i) \}$$

$$\cdot \{ p_1(-\sigma_j, t) w(-4\beta J m \sigma_j) - p_1(\sigma_j, t) w(-4\beta J m \sigma_j) \}$$

$$+ \frac{1}{N} \{ \delta p_2(-\sigma_i, \sigma_j, t) w(-4\beta J m \sigma_i) + \delta p_2(\sigma_i, -\sigma_j, t) w(-4\beta J m \sigma_j)$$

$$- \delta p_2(\sigma_i, \sigma_j, t) w(4\beta J m \sigma_i) - \delta p_2(\sigma_i, \sigma_j, t) w(4\beta J m \sigma_j) \}$$

$$- \frac{4\beta J}{N} \sum_{\sigma'} (\sigma' - m) \delta p_3(\sigma_i, \sigma_j, \sigma'; t) + \sum_{\sigma'} w'(4\beta J m \sigma_i) \sum_{\sigma'} (\sigma' - m) \delta p_3(\sigma_i, \sigma_j, \sigma'; t)$$

$$+ \frac{8(\beta J)^2 \left( 1 - m^2 \right)}{N^2} \cdot \{ w''(-4\beta J m \sigma_i) p_1(-\sigma_i, t) p_1(\sigma_j, t)$$

$$+ w''(-4\beta J m \sigma_j) p_1(\sigma_i, t) p_1(-\sigma_j, t) - w''(4\beta J m \sigma_i) p_1(\sigma_i, t) p_1(\sigma_j, t)$$

$$- w''(4\beta J m \sigma_j) p_1(\sigma_i, t) p_1(\sigma_j, t) \} + \frac{8(\beta J)^2}{N} \sum_{\sigma',\sigma''} (\sigma' - m) (\sigma'' - m)$$

$$\times w''(-4\beta J m \sigma_i) \delta p_4(-\sigma_i, \sigma_j, \sigma', \sigma''; t) + \sum_{\sigma',\sigma''} (\sigma' - m) (\sigma'' - m)$$

$$\times w''(-4\beta J m \sigma_j) \delta p_4(\sigma_i, -\sigma_j, \sigma', \sigma''; t) - \sum_{\sigma',\sigma''} (\sigma' - m) (\sigma'' - m) w''(4\beta J m \sigma_i)$$

$$\times \delta p_4(\sigma_i, \sigma_j, \sigma', \sigma''; t) - \sum_{\sigma',\sigma''} (\sigma' - m) (\sigma'' - m) w''(4\beta J m \sigma_j)$$

$$\times \delta p_4(\sigma_i, \sigma_j, \sigma', \sigma''; t)$$

$$\right].$$

(27)
Here, the first term of (27) can be transformed into the following simpler form:
\[
- \frac{4\beta J}{N^2} \left[ p_1(\sigma, t)p_1(-\sigma, t)\sigma_i(\sigma_j - 2m)w'(4\beta Jm\sigma_i) + p_1(\sigma, t)p_1(\sigma, t)\sigma_i(\sigma_j - 2m)w'(-4\beta Jm\sigma_j) \\
\times \sigma_i(\sigma_j - 2m)w'(4\beta Jm\sigma_i) + p_1(\sigma, t)p_1(-\sigma, t)\sigma_j(\sigma_i - 2m)w'(-4\beta Jm\sigma_j) + p_1(\sigma, t)p_1(\sigma, t)\sigma_j(\sigma_i - 2m)w'(4\beta Jm\sigma_j) \right] \\
= \frac{4\beta J\sigma_i}{N^2} \left[ w'(4\beta Jm\sigma_i)p_1(\sigma_i, t) + w'(-4\beta Jm\sigma_i)p_1(-\sigma_i, t) \right] \\
\times \left\{ \frac{m}{2} - \frac{1 - 2m^2}{2}\sigma_j \right\} + \frac{4\beta J\sigma_j}{N^2} \left[ w'(4\beta Jm\sigma_j)p_1(\sigma_j, t) \right] \\
\times \left\{ \frac{m}{2} - \frac{1 - 2m^2}{2}\sigma_i \right\} \\
= \frac{4\beta J}{N^2} \left[ w'(4\beta Jm)p_1(1, t) + w'(-4\beta Jm)p_1(-1, t) \right] \left\{ \frac{m}{2} (\sigma_i + \sigma_j) - (1 - 2m^2)\sigma_i\sigma_j \right\}. \\
\tag{28}
\]

Subsequently, we introduce $O(1/N)$ parameters $\delta m$ and $v$, and let
\[
\langle \sigma_i \rangle \equiv m + \delta m, \quad \tag{29a}
\]
\[
\langle \delta \sigma_i \delta \sigma_j \rangle \equiv v, \quad \tag{29b}
\]
where $\delta \sigma_i \equiv \sigma_i - \langle \sigma_i \rangle$. \quad \tag{30}

Assuming that $p_2, p_3,$ and $p_4$ present symmetry under the permutation of variables, these functions are expressed as
\[
\delta p_2(\sigma_i, \sigma_j; t) = \frac{\delta m}{4} (\sigma_i + \sigma_j) + \frac{v + 2m\delta m}{4}\sigma_i\sigma_j \quad \tag{31a}
\]
\[
\delta p_3(\sigma_i, \sigma_j, \sigma_k; t) = \frac{\delta m}{8} (\sigma_i + \sigma_j + \sigma_k) + \frac{v + 2m\delta m}{8}(\sigma_i\sigma_j + \sigma_j\sigma_k + \sigma_k\sigma_i) + \alpha_3\sigma_i\sigma_j\sigma_k \quad \tag{31b}
\]
\[
\delta p_4(\sigma_i, \sigma_j, \sigma_k, \sigma_l; t) = \frac{\delta m}{16} (\sigma_i + \sigma_j + \sigma_k + \sigma_l) + \frac{v + 2m\delta m}{16}(\sigma_i\sigma_j + \sigma_i\sigma_k + \sigma_i\sigma_l + \sigma_j\sigma_k + \sigma_j\sigma_l + \sigma_k\sigma_l) + \frac{\alpha_4}{2}(\sigma_i\sigma_j\sigma_k + \sigma_i\sigma_j\sigma_l + \sigma_i\sigma_k\sigma_l + \sigma_j\sigma_k\sigma_l + \sigma_j\sigma_l\sigma_k + \sigma_k\sigma_l\sigma_i). \quad \tag{31c}
\]
Analysis of finite-size effect of infinite-range Ising model under Glauber dynamics

Note that the two-body correlation, \( v \), is closely related to the fluctuation of magnetization as follows:

\[
\langle \delta M^2 \rangle \equiv \langle M^2 \rangle - \langle M \rangle^2 = N(N-1) \langle \sigma_i \sigma_j \rangle + N \langle \sigma_i^2 \rangle - N^2 \langle \sigma_i \rangle^2
\]

\[
= N(N-1) \left\{ v + (m + \delta m)^2 \right\} + N - N^2(m + \delta m)^2 + O(1)
\]

\[
= N \left( Nv + 1 - m^2 \right) + O(1). \tag{32}
\]

Based on (27), the information on \( \delta p_3 \) and \( \delta p_4 \) is necessary to calculate the time development of \( \delta p_2 \). This reflects the problem of BBGKY hierarchy [9]. In this study, an assumption is introduced to deal with this problem by expressing \( \alpha_3 \) using \( m, \delta m \), and \( v \). Specifically, we assume that the probability density of magnetization \( M/N = (\sum_i \sigma_i)/N \) can be approximated in a Gaussian form. Hence, the third-order cumulant of this property is approximately zero

\[
\frac{1}{N^3} \left( \left\langle \sum_{i,j,k} \sigma_i \sigma_j \sigma_k \right\rangle - 3 \left\langle \sum_{i,j} \sigma_i \sigma_j \right\rangle \left\langle \sum_i \sigma_i \right\rangle + 2 \left\langle \sum_i \sigma_i \right\rangle^3 \right) = 0. \tag{33}
\]

In several previous studies, similar assumption is adopted to delete higher-order cumulants [7, 8]. In the case of an equilibrium state, (33) can be confirmed by calculating the second-order derivative of \( \langle M \rangle \). Specifically, considering that

\[
\left. \frac{1}{\beta^2} \frac{\partial^2}{\partial h^2} \langle M \rangle \right|_{h \to 0} = \langle M^3 \rangle - 3 \langle M^2 \rangle \langle M \rangle + 2 \langle M \rangle^3 = O(N), \tag{34}
\]

the left-hand side of (33) is the infinitesimal of \( O(1/N^2) \), which is ignored in this study.

Calculating the left-hand side of (33), we obtain

\[
\frac{(N-1)(N-2)}{N^2} \langle \sigma_i \sigma_j \sigma_k \rangle + \frac{3N-2}{N^2} \langle \sigma_i \rangle - \frac{3(N-1)}{N} \langle \sigma_i \sigma_i \rangle + \frac{1}{N} \langle \sigma_i \rangle + 2\langle \sigma_i \rangle^3
\]

\[
= \left( 1 - \frac{3}{N} \right) \langle \sigma_i \sigma_j \sigma_k \rangle + \frac{3}{N} m - 3m \left( m^2 + v + 2m \delta m + \frac{1 - m^2}{N} \right)
\]

\[
- 3m^2 \delta m + 2m^3 + 6m^2 \delta m + O \left( \frac{1}{N^2} \right)
\]

\[
= 8\alpha_3 - 3mv - 3m^2 \delta m + O \left( \frac{1}{N^2} \right) = O \left( \frac{1}{N^2} \right). \tag{35}
\]
Hence, ignoring $O(1/N^2)$ terms, $\alpha_3$ is expressed as
\[
\alpha_3 = \frac{3m(v + m\delta m)}{8}.
\]  

(36)

Using (31a)–(31c), the following relations are confirmed:
\[
\sum_{\sigma'}(\sigma' - m)\delta p_3(\sigma_i, \sigma_j, \sigma'; t) = \frac{\delta m}{4} + \frac{v + m\delta m}{4} (\sigma_i + \sigma_j) + \alpha'_3\sigma_i\sigma_j,
\]

(37a)

\[
\sum_{\sigma',\sigma''}(\sigma' - m)(\sigma'' - m)\delta p_4(\sigma_i, \sigma_j, \sigma', \sigma'', t) = \frac{v}{4} + \left(\frac{m(-2v - 3m\delta m)}{4} + 2\alpha_3\right)
\times (\sigma_i + \sigma_j) + \alpha'_4\sigma_i\sigma_j

= \frac{v}{4} + \frac{mv}{4} (\sigma_i + \sigma_j) + \alpha'_4\sigma_i\sigma_j
\]

(37b)

where
\[
\begin{align*}
\alpha'_3 &= 2\alpha_3 - \frac{m(v + 2m\delta m)}{4} \\
\alpha'_4 &= 4\alpha_4 - 4\alpha_3 m + \frac{m^2(v + 2m\delta m)}{4}.
\end{align*}
\]

(38)

We do not calculate the concrete forms of $\alpha'_3$ and $\alpha'_4$ because they are unnecessary, which is subsequently explained. Using these coefficients and reflecting (28), (27) is transformed into
\[
\delta p_2(\sigma_i, \sigma_j, t + \frac{1}{N}) - \delta p_2(\sigma_i, \sigma_j, t)
\]

\[
= \frac{4\beta J}{N^2} \left[ w'(4\beta Jm)p_1(1, t) + w'(-4\beta Jm)p_1(-1, t) \right]
\times \left\{ \frac{m}{2} (\sigma_i + \sigma_j) - (1 - 2m^2)\sigma_i\sigma_j \right\} - \frac{1}{N^2} \left\{ p_1(-1, t)w(-4\beta Jm) \right.
\]

\[
- p_1(1, t)w(4\beta Jm) \right\}^2 \sigma_i\sigma_j - \frac{\delta m}{4N} (\sigma_i + \sigma_j) \left\{ w(-4\beta Jm) + w(4\beta Jm) \right\}
\]

\[
+ \frac{\delta m}{2N} \sigma_i\sigma_j \left\{ w(-4\beta Jm) - w(4\beta Jm) \right\} - \frac{v + 2m\delta m}{2N} \sigma_i\sigma_j \left\{ w(-4\beta Jm) \right.
\]

\[
+ w(4\beta Jm) \right) - \frac{4\beta J}{N} \left[ \frac{\delta m}{4} (\sigma_i + \sigma_j) \left\{ w'(-4\beta Jm) + w'(4\beta Jm) \right\}
\]

\[
+ 2\alpha'_3\sigma_i\sigma_j \left\{ w'(4\beta Jm) - w'(-4\beta Jm) \right\} + \frac{v + m\delta m}{4} \left[ 2\sigma_i\sigma_j \left\{ w'(4\beta Jm) \right.
\]

\[
+ w'(-4\beta Jm) \right) + (\sigma_i + \sigma_j) \left\{ -w'(-4\beta Jm) + w'(4\beta Jm) \right\} \right]\]

\[- \left( \frac{2(\beta J)^2(1 - m^2)}{N^2} \right) \cdot (\sigma_i + \sigma_j + 2m\sigma_i\sigma_j) \cdot \left\{ w''(4\beta Jm) - w''(-4\beta Jm) \right\}
\]
Comparing (31a) and (39), we obtain the following equations:

$$\begin{align*}
&+ \frac{m \{ w'' (4\beta Jm) + w'' (-4\beta Jm) \}}{N} + \frac{8(\beta J)^2}{N} \left[ - \frac{v}{4} (\sigma_i + \sigma_j) \{ w'' (4\beta Jm) - w'' (-4\beta Jm) \} \right] \\
&- \frac{mv}{4} (\sigma_i + \sigma_j) \{ w'' (4\beta Jm) + w'' (-4\beta Jm) \} \\
&- \frac{mv}{2} (\sigma_i \sigma_j) \{ w'' (4\beta Jm) - w'' (-4\beta Jm) \}.
\end{align*}$$

(39)

Comparing (31a) and (39), we obtain the following equations:

$$\begin{align*}
&\frac{1}{4} \left\{ \delta m \left( t + \frac{1}{N} \right) - \delta m(t) \right\} = \frac{4\beta J}{N^2} \left[ w'(4\beta Jm)p_1(1, t) + w'(-4\beta Jm)p_1(-1, t) \right] \frac{m}{2} \\
&- \frac{\delta m}{4N} \{ w(-4\beta Jm) + w(4\beta Jm) \} \\
&- \frac{4\beta J}{N} \left[ \frac{\delta m}{4} \{ w'(-4\beta Jm) + w'(4\beta Jm) \} \right] \\
&+ \frac{v + m\delta m}{4} \{ -w'(-4\beta Jm) + w'(4\beta Jm) \} \\
&- \left( \frac{2(\beta J)^2 (1 - m^2)}{N^2} \right) \cdot \left[ \frac{m}{2} \{ w''(4\beta Jm) - w''(-4\beta Jm) \} \right] \\
&+ \frac{8(\beta J)^2}{N} \left[ - \frac{v}{4} \{ w''(4\beta Jm) - w''(-4\beta Jm) \} \right] \\
&- \frac{mv}{4} \{ w''(4\beta Jm) + w''(-4\beta Jm) \}.
\end{align*}$$

(40)
and (41) can be transformed as the differential equations, we cannot apply (42) and (43) in the case of the Metropolis method, Note that the above calculations does not use the concrete form of these approaches, which are based on the Taylor expansion of (9), break down. Hence, 

\[ d(\delta m) \frac{dt}{N} = \frac{8\beta J}{N} \left[ w'(4\beta Jm)p_1(1, t) + w'(-4\beta Jm)p_1(-1, t) \right] \]

\[ - \delta m \{ w(-4\beta Jm) + w(4\beta Jm) \} - 4\beta J \{ \delta m \{ w'(-4\beta Jm) + w'(4\beta Jm) \} \]

\[ + (v + m\delta m) \{ -w'(-4\beta Jm) + w'(4\beta Jm) \} \frac{1}{\Delta N} \]

\[ \cdot \left[ w''(4\beta Jm) - w''(-4\beta Jm) + m \{ w''(4\beta Jm) + w''(-4\beta Jm) \} \right] \]

\[ + 8(\beta J)^2 \left[ -v \{ w''(4\beta Jm) - w''(-4\beta Jm) \} - mv \{ w''(4\beta Jm) + w''(-4\beta Jm) \} \right]. \]

(42)

Rearranging the above equations and taking the limit that \( N \) is sufficiently large, (40) and (41) can be transformed as the differential equations,

\[ \frac{d\delta m}{dt} = \frac{8\beta J}{N} \left[ w'(4\beta Jm)p_1(1, t) + w'(-4\beta Jm)p_1(-1, t) \right] \]

\[ - \delta m \{ w(-4\beta Jm) + w(4\beta Jm) \} - 4\beta J \{ \delta m \{ w'(-4\beta Jm) + w'(4\beta Jm) \} \]

\[ + (v + m\delta m) \{ -w'(-4\beta Jm) + w'(4\beta Jm) \} \frac{1}{\Delta N} \]

\[ \cdot \left[ w''(4\beta Jm) - w''(-4\beta Jm) + m \{ w''(4\beta Jm) + w''(-4\beta Jm) \} \right] \]

\[ + 8(\beta J)^2 \left[ -v \{ w''(4\beta Jm) - w''(-4\beta Jm) \} - mv \{ w''(4\beta Jm) + w''(-4\beta Jm) \} \right]. \]

Note that the above calculations does not use the concrete form of \( w(x) \) of the Glauber dynamics expressed in (7). However, if \( w(x) \) or its derivatives have singular points, these approaches, which are based on the Taylor expansion of (9), break down. Hence, we cannot apply (42) and (43) in the case of the Metropolis method, \( w(x) = \min(1, e^{-x}) \).

Substituting (7) into (42) and (43), we obtain

\[ \frac{d\delta m}{dt} = \frac{2\beta J}{\cosh^2(2\beta Jm)} \cdot \delta m \left( \frac{m}{N} \right) - \delta m \cdot \left( \frac{4(\beta J)^2 \sinh(2\beta Jm)}{\cosh^4(2\beta Jm)} \right) \cdot \left( v + \frac{1 - m^2}{N} \right) \]

\[ \frac{dv}{dt} = \frac{4\beta J}{\cosh^2(2\beta Jm)} \cdot \delta m \left( \frac{m}{N} \right) - \delta m \cdot \left( \frac{m - \tanh(2\beta Jm)}{N} \right)^2 - 2v. \]

(44)

(45)

Note that these equations do not contain \( \alpha'_{3} \) and \( \alpha'_{4} \) because \( w'(x) - w'(-x) = w''(x) + w''(-x) = 0 \) under the Glauber dynamics. We briefly discuss the fluctuation
of magnetization in the case of $T \geq T_c$. In this case, when a sufficiently long time has passed, the magnetization is approximately zero. Hence, we can transform (45) into a simple form by substituting $m \simeq 0$:

$$\frac{dv}{dt} = \frac{4\beta J}{N} - 2(1 - 2\beta J)v. \quad (46)$$

Based on the above equation, $v$ approaches its equilibrium value exponentially when $T > T_c$. However, if $T = T_c (=2J)$, coefficient $1 - 2\beta J$ in this equation becomes zero, and $v$ increases with time linearly as follows:

$$v = \frac{2}{N}t + \text{const}. \quad (47)$$

This reflects that the fluctuation of the magnetization in the equilibrium state (precisely, that multiplied by the coefficient, $1/N$, to regulate the order), $\langle \delta M^2 \rangle /N$, diverges at this temperature. Considering that (44) and (45) are derived by assuming that this fluctuation is small, their accuracy is expected to become worse with time. However, when $N$ is large, the time range in which we can use these equations is lengthened because $v$ is inversely proportional to $N$. Time development at the critical temperature was already discussed by Anteneodo et al, and they found a linear increase in the fluctuation of magnetization similar to (47) [2]. Note that the discussion on $\delta m$ at $T = T_c$ is more complex than that of $v$, because $v$ increases with time. Under this effect, we cannot conclude that the last term of the right-hand side of (44) converges to zero in the large-$t$ limit even though $m \simeq 0$.

To investigate the accuracy of the above method, we calculate the numerical solutions of (44) and (45) using the fourth-order Runge–Kutta method with time interval $\delta t = 1.0 \times 10^{-3}$ and compare them with the results of actual MCMC simulations. In these simulations, averages over 480,000 independent trials are taken for each property, and $J$ is fixed as $J = 1$. Note that in the actual simulations, $\delta m$ is defined as the difference between the calculated magnetization and the theoretical value of $m$ in the thermodynamic limit obtained using (17) with time interval $\delta t = 1/N$. In the initial state of the simulations, each spin has an independent probability distribution with $m = m_0$, i.e. $\delta m = v = 0$. The results for the cases of $(T, m_0) = (1.5(<T_c), 1.0)$, $(1.5, 0.1)$, $(2.0(=T_c), 1.0)$, and $(2.5(>T_c), 1.0)$ are shown in figures 1(a)–(d), respectively. Here, we plot $N\delta m$ and $Nv$ in the left and right graphs, respectively. We also draw a graph comparing the magnetization calculated from the simulations and the numerical solutions of (17) as insets in the left graphs. This figure shows that the solutions of (44) and (45) fit the actual simulation results well when $(T, m_0) = (1.5, 1.0)$ and $(2.5, 1.0)$ (graphs (a) and (d)). However, their differences become large in the other two cases (graphs (b) and (c)), particularly when $N$ is small. The cause of this difference when $T = 2.0(=T_c)$ is already discussed in above. When $(T, m_0) = (1.5, 0.1)$, this difference is considered to originate from the reversal of the magnetization. Considering that the height of the energy barrier when the magnetization changes from $m_0$ to 0 is broadly evaluated as $NJm_0^2$, magnetization reversal frequently occurs when $N$ and $m_0$ are small. In fact, the inset in figure 1(b-1) shows that the magnetization at $N = 1000$ is more different from the solution of (17) than in the other cases. This implies that
the zeroth approximation discussed in section 3.1 itself is broken by the cases in which magnetization reversal occurs.

Briefly, the approximation in this study breaks down when the fluctuation of the system is large because of critical phenomena or magnetization reversal occurrence.

3.3. Calculation of autocorrelation of magnetization

In this section, calculation of the autocorrelation of magnetization is presented. Its derivation is similar to that provided in the previous section, except that the conditional probability distribution is used instead of \( P_N \). We express the conditional probability of the spin configuration, \( \{\sigma\} \), at time \( t > t_0 \) under the condition that \( \{\sigma\} = \{\sigma'\} \) at time \( t_0 \) as \( \tilde{P}_N(\{\sigma\}; t|\{\sigma'\}, t_0) \), and define the following:

\[
G_N(\{\sigma\}; t|t_0) \equiv \text{Tr}_{\{\sigma'\}} \left[ \frac{1}{N} \sigma'_i P_N(\{\sigma'\}; t_0) \tilde{P}_N(\{\sigma\}; t|\{\sigma'\}, t_0) \right],
\]

\[
G_s(\sigma_{i_1}, \sigma_{i_2}, \ldots, \sigma_{i_N}; t|t_0) \equiv \text{Tr}_{\{\sigma_{i_1}, \sigma_{i_2}, \ldots, \sigma_{i_N}\}} G_N(\{\sigma\}; t|t_0).
\]

To obtain the autocorrelation, first the time development of \( G_2(\sigma_i, \sigma_j; t|t_0) \) needs to be derived, for which the following relation is used:

\[
\frac{1}{N^2} \langle M(t_0) M(t) \rangle = \frac{1}{N} \sum_i \text{Tr}_{\{\sigma\}} \sigma_i G_N(\{\sigma\}; t|t_0) = \sum_{\sigma, \sigma'} G_2(\sigma, \sigma'; t|t_0).
\]

Considering that \( \tilde{P}_N(\{\sigma\}; t|\{\sigma'\}, t_0) \) and \( G_N(t_0) \{\sigma\}; t \) obey the master equation in (18), similar to \( P_N(\{\sigma\}; t) \), the time development of \( G_2(\sigma_i, \sigma_j; t|t_0) \) can be written as

\[
G_2(\sigma_i, \sigma_j; t_0 + \frac{1}{N} | t_0) = G_2(\sigma_i, \sigma_j; t|t_0)
\]

\[
= \frac{1}{N} \left[ w (-4\beta J m(t) \sigma_i) G_2(-\sigma_i, \sigma_j; t|t_0) - \text{Tr}_{\{\sigma_{i_1}, \sigma_{i_2}, \ldots, \sigma_{i_N}\}} 4\beta J \sigma_i \sum_k \left( \frac{\sigma_k(1 - \delta_{ki}) - m(t)}{N} \right) \right]
\]

\[
\times \left( \frac{\sigma_k(1 - \delta_{ki}) - m(t)}{N} \right) w' (-4\beta J m(t) \sigma_i) G_N(\{F_\sigma\}; t|t_0)
\]

\[
+ \text{Tr}_{\{\sigma_{i_1}, \sigma_{i_2}, \ldots, \sigma_{i_N}\}} 8(\beta J) \sum_{k,l} \left( \frac{\sigma_k(1 - \delta_{kl}) - m(t)}{N} \right) \left( \frac{\sigma_l(1 - \delta_{li}) - m(t)}{N} \right)
\]

\[
\times w'' (-4\beta J m(t) \sigma_i) G_N(\{F_\sigma\}; t|t_0) + w (-4\beta J m(t) \sigma_j) G_2(\sigma_i, \sigma_j; t|t_0)
\]

\[
- \text{Tr}_{\{\sigma_{i_1}, \sigma_{i_2}, \ldots, \sigma_{i_N}\}} 4\beta J \sigma_j \sum_k \left( \frac{\sigma_k(1 - \delta_{kj}) - m(t)}{N} \right) \left( \frac{\sigma_l(1 - \delta_{li}) - m(t)}{N} \right)
\]

\[
\times G_N(\{F_\sigma\}; t|t_0) + \text{Tr}_{\{\sigma_{i_1}, \sigma_{i_2}, \ldots, \sigma_{i_N}\}} 8(\beta J) \sum_{k,l} \left( \frac{\sigma_k(1 - \delta_{kl}) - m(t)}{N} \right) \left( \frac{\sigma_l(1 - \delta_{li}) - m(t)}{N} \right)
\]

\[
\times w'' (-4\beta J m(t) \sigma_j) G_N(\{F_\sigma\}; t|t_0) - w (4\beta J m \sigma_j)
\]
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Figure 1. Time development of (a-1) $\Delta m$ and (a-2) $\Delta v$ at $(T, m_0) = (1.5(< T_c), 1.0)$, (b-1) $\Delta m$ and (b-2) $\Delta v$ at $(T, m_0) = (1.5, 0.1)$, (c-1) $\Delta m$ and (c-2) $\Delta v$ at $(T, m_0) = (2.0(= T_c), 1.0)$, and (d-1) $\Delta m$ and (d-2) $\Delta v$ at $(T, m_0) = (2.5(> T_c), 1.0)$, respectively. The red circle and green square points present the results of MCMC simulations at $N = 1000$ and $N = 10000$, and the blue curves are numerical solutions of (44) and (45). The inset of each $\Delta m$ graph shows a comparison of magnetization calculated from simulations and numerical solution of (17).
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In this section, we describe the dependence of $m(t)$ on $t$ explicitly. This equation has the same form as (21); therefore, the derivation of the time development of $G_2$ is similar to that of $P_2$. Note that to calculate the correlation of individual spins $\langle \delta \sigma_i (t_0) \delta \sigma_j (t) \rangle$, we should carefully deal with the difference between focused spins $\sigma_i$, $\sigma_j$ and others. Consequently, the calculation becomes more complicated than that of $G_2$; therefore, we do not investigate this property in this study.

First, we should calculate the initial condition. From the definition of $\tilde{P}_N$,

$$\tilde{P}_N (\{ \sigma \}, t_0 | \{ \sigma' \}; t_0) = \delta (\{ \sigma' \}, \{ \sigma \}).$$

Using the above relation, we obtain

$$G_N (\{ \sigma \}; t_0 | t_0) = \frac{1}{N} \sigma_i P_N (\{ \sigma \}, t_0),$$

$$G_2 (\sigma_i, \sigma_j; t_0 | t_0) = \text{Tr}_{\{\sigma_i, \sigma_j\}} \frac{1}{N} \sigma_k P_N (\{ \sigma \}, t_0)$$

$$= \left( 1 - \frac{2}{N} \right) \sum_{\sigma'} \sigma' P_3 (\sigma_i, \sigma_j, \sigma', t_0) + \frac{1}{N} (\sigma_i + \sigma_j) P_2 (\sigma_i, \sigma_j, t_0)$$

$$= m (t_0) p_1 (\sigma_i, t_0) p_1 (\sigma_j, t_0) + \frac{1}{N} \{ \sigma_i + \sigma_j - 2m (t_0) \} p_1 (\sigma_i, t_0)$$

$$\times p_1 (\sigma_j, t_0) + \sum_{\sigma'} \sigma' \delta p_3 (\sigma_i, \sigma_j, \sigma', t_0) + o \left( \frac{1}{N} \right).$$
Substituting (31b) and (36) into (54), the initial condition of $G_2$ is expressed as

$$G_2(\sigma_i, \sigma_j; t_0|t_0) = m(t_0)p_1(\sigma_i, t_0)p_1(\sigma_j, t_0) + \frac{\sigma_i + \sigma_j - 2m(t_0)}{N}p_1(\sigma_i, t_0)p_1(\sigma_j, t_0)$$
$$+ \frac{\delta m(t_0)}{4} + \frac{v + 2m(t_0)\delta m(t_0)}{4}(\sigma_i + \sigma_j)$$
$$+ \frac{3m(t_0)(v + m(t_0)\delta m(t_0))}{4}\sigma_i\sigma_j + o\left(\frac{1}{N}\right). \quad (55)$$

The $O(1)$ term of $G_2(\sigma_i, \sigma_j; t_0|t_0)$ is equal to that of $P_2(\sigma_i, \sigma_j; t_0)$ multiplied by $m(t_0)$. Hence, considering that the equations describing the time development of $G_2$ and $P_2$ have the same forms as mentioned above, the $O(1)$ term of $G_2(\sigma_i, \sigma_j; t|t_0)$ is expressed as the product of $p_1(\sigma_i, t)p_1(\sigma_j, t)$ and coefficient $m(t_0)$. The same discussions are also applied to $G_3$ and $G_4$; therefore, we can express these functions as

$$G_2(\sigma_i, \sigma_j; t|t_0) = (m(t_0) + \delta m(t_0))p_1(\sigma_i, t)p_1(\sigma_j, t) + g_2(\sigma_i, \sigma_j; t|t_0), \quad (56a)$$
$$G_3(\sigma_i, \sigma_j, \sigma_k; t|t_0) = (m(t_0) + \delta m(t_0))p_1(\sigma_i, t)p_1(\sigma_j, t)p_1(\sigma_k, t)$$
$$+ g_3(\sigma_i, \sigma_j, \sigma_k; t|t_0), \quad (56b)$$
$$G_4(\sigma_i, \sigma_j, \sigma_k, \sigma_l; t|t_0) = (m(t_0) + \delta m(t_0))p_1(\sigma_i, t)p_1(\sigma_j, t)p_1(\sigma_k, t)p_1(\sigma_l, t)$$
$$+ g_4(\sigma_i, \sigma_j, \sigma_k, \sigma_l; t|t_0), \quad (56c)$$

where $g_2(\sigma_i, \sigma_j; t|t_0), g_3(\sigma_i, \sigma_j, \sigma_k; t|t_0), g_4(\sigma_i, \sigma_j, \sigma_k, \sigma_l; t|t_0) = O\left(\frac{1}{N}\right). \quad (57)$

Here, note that the following relation exists:

$$\sum_{\sigma_i, \sigma_j} G_2(\sigma_i, \sigma_j; t|t_0) = \sum_{\sigma_i, \sigma_j, \sigma_k} G_3(\sigma_i, \sigma_j, \sigma_k; t|t_0)$$
$$= \sum_{\sigma_i, \sigma_j, \sigma_k, \sigma_l} G_4(\sigma_i, \sigma_j, \sigma_k, \sigma_l; t|t_0)$$
$$= \text{Tr}_{\{\sigma\}} G_N\{\{\sigma\}; t|t_0\}$$
$$= \text{Tr}_{\{\sigma\}} \sum_i \frac{1}{N} \sigma_i P_N(\{\sigma'\}, t_0)$$
$$= \text{Tr}_{\{\sigma\}} \sum_i \frac{1}{N} \sigma_i P_N(\{\sigma'\}, t_0)$$
$$= m(t_0) + \delta m(t_0) + o\left(\frac{1}{N}\right). \quad (58)$$
In (56a)–(56c), we add $\delta m(t_0)$ to the first terms of the right-hand sides; therefore,

$$
\sum_{\sigma_i, \sigma_j} g_2(\sigma_i, \sigma_j; t|t_0) = \sum_{\sigma_i, \sigma_j, \sigma_k} g_3(\sigma_i, \sigma_j, \sigma_k; t|t_0)
= \sum_{\sigma_i, \sigma_j, \sigma_k} g_4(\sigma_i, \sigma_j, \sigma_k, \sigma_l; t|t_0)
= o\left(\frac{1}{N}\right).
$$

(59)

Substituting (56a) into (51), we obtain

$$
g_2\left(\sigma_i, \sigma_j, t + \frac{1}{N} t_0\right) = g_2(\sigma_i, \sigma_j, t|t_0)
= \frac{4\beta J m(t_0)}{N^2} \{w'(4\beta J m(t)\sigma_i)p_i(\sigma_i, t) + \sigma_i w'(4\beta J m(t)\sigma_i)p_i(\sigma_i, t)\}
\times \left\{ \frac{m(t)}{2} - \frac{1 - 2m^2(t)}{2} \sigma_j \right\} + \frac{4\beta J m(t_0)\sigma_i}{N^2} \{w'(4\beta J m(t)\sigma_i)p_i(\sigma_j, t)\}
+ \frac{1}{N} \{g_2(\sigma_i, \sigma_j, t|t_0)w(-4\beta J m(t)\sigma_i) - p_1(\sigma_i, t)w(4\beta J m(t)\sigma_i)\}
\times \left\{ \frac{m(t)}{2} - \frac{1 - 2m^2(t)}{2} \sigma_i \right\}
+ \frac{1}{N} \{g_2(\sigma_i, \sigma_j, t|t_0)w(-4\beta J m(t)\sigma_i) + g_2(\sigma_i, \sigma_j, t|t_0)w(-4\beta J m(t)\sigma_i)\}
- \frac{4\beta J}{N} \left[ \sigma_i w'(-4\beta J m(t)\sigma_i) \sum_{\sigma'} (\sigma' - m(t)) g_3(\sigma_i, \sigma_j, \sigma'; t|t_0) \right]
+ \sigma_j w'(-4\beta J m(t)\sigma_j) \sum_{\sigma'} (\sigma' - m(t)) g_3(\sigma_i, \sigma_j, \sigma'; t|t_0) \right]
+ \sigma_j w'(4\beta J m(t)\sigma_j) \sum_{\sigma'} (\sigma' - m(t)) g_3(\sigma_i, \sigma_j, \sigma'; t|t_0) \right]
+ \sigma_j w'(4\beta J m(t)\sigma_j) \sum_{\sigma'} (\sigma' - m(t)) g_3(\sigma_i, \sigma_j, \sigma'; t|t_0) \right]
+ \left( \frac{8(\beta J)^2 m(t_0)}{N^2} (1 - m^2(t)) \right) \cdot \{w''(-4\beta J m(t)\sigma_j)p_1(-\sigma_i, t)p_1(\sigma_j, t)\}
+ w''(-4\beta J m(t)\sigma_j)p_1(\sigma_i, t)p_1(-\sigma_j, t) - w''(4\beta J m(t)\sigma_i)p_1(\sigma_i, t)p_1(\sigma_j, t)
- w''(4\beta J m(t)\sigma_j)p_1(\sigma_i, t)p_1(\sigma_j, t)\}.
$$
\[ + \frac{8(\beta J)^2}{N} \left[ \sum_{\sigma', \sigma''} (\sigma' - m(t)) (\sigma'' - m(t)) w'' (-4\beta Jm(t)\sigma_i) \right. \]
\[ \times g_4(-\sigma_i, \sigma_j, \sigma', \sigma''; t|t_0) + \sum_{\sigma', \sigma''} (\sigma' - m(t)) (\sigma'' - m(t)) w'' (-4\beta Jm(t)\sigma_j) \]
\[ \times g_4(\sigma_i, -\sigma_j, \sigma', \sigma''; t|t_0) - \sum_{\sigma', \sigma''} (\sigma' - m(t)) (\sigma'' - m(t)) w'' (4\beta Jm(t)\sigma_i) \]
\[ \times g_4(\sigma_i, \sigma_j, \sigma', \sigma''; t|t_0) - \sum_{\sigma', \sigma''} (\sigma' - m(t)) (\sigma'' - m(t)) w'' (4\beta Jm(t)\sigma_j) \]
\[ \times g_4(\sigma_i, \sigma_j, \sigma', \sigma''; t|t_0) \]}
\[ + o \left( \frac{1}{N^2} \right). \tag{60} \]

This equation has the same form as (27) except that the coefficient, \( m(t_0) \), is multiplied to the terms not containing \( g_2, g_3, \) nor \( g_4 \). We introduce \( O \left( \frac{1}{N} \right) \) parameters \( \gamma_1, \gamma_2, \gamma_3, \) and \( \gamma_4 \) and express \( g_2, g_3, \) and \( g_4 \) by relations similar to (31a)–(31c), respectively.

\[ g_2(\sigma_i, \sigma_j; t|t_0) = \frac{\gamma_1}{4} (\sigma_i + \sigma_j) + \frac{\gamma_2 + 2m(t)\gamma_1}{4} \sigma_i \sigma_j, \tag{61a} \]
\[ g_3(\sigma_i, \sigma_j, \sigma_k; t|t_0) = \frac{\gamma_1}{8} (\sigma_i + \sigma_j + \sigma_k) + \frac{\gamma_2 + 2m(t)\gamma_1}{8} (\sigma_i \sigma_j + \sigma_j \sigma_k + \sigma_k \sigma_i) + \gamma_3 \sigma_i \sigma_j \sigma_k, \tag{61b} \]
\[ g_4(\sigma_i, \sigma_j, \sigma_k, \sigma_l; t|t_0) = \frac{\gamma_1}{16} (\sigma_i + \sigma_j + \sigma_k + \sigma_l) \]
\[ + \frac{\gamma_2 + 2m(t)\gamma_1}{16} (\sigma_i \sigma_j + \sigma_i \sigma_k + \sigma_i \sigma_l + \sigma_j \sigma_k + \sigma_j \sigma_l + \sigma_k \sigma_l) \]
\[ + \frac{\gamma_3}{2} (\sigma_i \sigma_j \sigma_k + \sigma_i \sigma_j \sigma_l + \sigma_i \sigma_k \sigma_l + \sigma_j \sigma_k \sigma_l) + \gamma_4 \sigma_i \sigma_j \sigma_k \sigma_l. \tag{61c} \]

Assuming the following relation similar to (35):
\[ \frac{(N-1)(N-2)}{N^2} \langle \sigma_i \sigma_j \sigma_k \rangle_G + \frac{3N-2}{N^2} \langle \sigma_i \rangle_G - 3 \frac{(N-1)}{N} \langle \sigma_i \sigma_j \rangle_G + \frac{1}{N} \langle \sigma_i \rangle_G + 2 \langle \sigma_i \rangle_G^3 \]
\[ = O \left( \frac{1}{N^2} \right), \tag{62} \]
where \( \langle \bullet \rangle_G \) is the weighted average defined as

\[
\langle f(\{\sigma\};t) \rangle_G = \frac{\text{Tr}_\{\sigma\} G_N(\{\sigma\};t_0) f(\{\sigma\};t)}{\text{Tr}_\{\sigma\} G_N(\{\sigma\};t_0)} = \frac{\langle M(t_0) f(\{\sigma\};t) \rangle}{\langle M(t_0) \rangle},
\]

we can derive an equation that has the same form as (36), expressed as follows:

\[
\gamma_3 = \frac{3m(t)(\gamma_2 + m(t)\gamma_1)}{8}. \tag{64}
\]

Using (60), (61b), (61c) and (64), the time development of \( \gamma_1 \) and \( \gamma_2 \) are expressed as follows:

\[
\frac{d\gamma_1}{dt} = \frac{8\beta J m(t_0)}{N} \left[ w'(4\beta J m(t))p_1(1,t) + w'(-4\beta J m(t))p_1(-1,t) \right] m(t) \\
- \gamma_1 \left\{ w(-4\beta J m(t)) + w(4\beta J m(t)) \right\} \\
- 4\beta J \left\{ \gamma_1 \left\{ w'(-4\beta J m(t)) + w'(4\beta J m(t)) \right\} \\
+ (\gamma_2 + m(t)\gamma_1) \left\{ -w'(-4\beta J m(t)) + w'(4\beta J m(t)) \right\} \right\} \\
- \left( \frac{8(\beta J)^2 m(t_0)(1 - m^2(t))}{N} \right) \cdot \left[ w''(4\beta J m(t)) - w''(-4\beta J m(t)) \right] \\
+ m(t) \left\{ w''(4\beta J m(t)) + w''(-4\beta J m(t)) \right\} \right\], \tag{65}
\]

\[
\frac{d\gamma_2}{dt} = -\frac{16\beta J m(t_0)}{N} \left[ w'(4\beta J m(t))p_1(1,t) + w'(-4\beta J m(t))p_1(-1,t) \right] \left( 1 - m^2(t) \right) \\
- \frac{4m(t_0)}{N} \left\{ p_1(-1,t)w(-4\beta J m(t)) - p_1(1,t)w(4\beta J m(t)) \right\}^2 \\
- 2\gamma_2 \left\{ w(-4\beta J m(t)) + w(4\beta J m(t)) \right\} - 8\beta J \left\{ [4\gamma'_4 - m(t)(\gamma_2 + m(t)\gamma_1)] \right\} \\
\times \left\{ w'(-4\beta J m(t)) - w'(-4\beta J m(t)) \right\} + \gamma_2 \left\{ w'(4\beta J m(t)) \\
+ w'(-4\beta J m(t)) \right\} + 16(\beta J)^2 (-4\gamma'_4 + m^2(t)\gamma_2) \left\{ w''(4\beta J m(t)) \\
+ w''(-4\beta J m(t)) \right\}, \tag{66}
\]

where

\[
\begin{cases}
\gamma'_3 = 2\gamma_3 - \frac{m(t)(\gamma_2 + 2m(t)\gamma_1)}{4} \\
\gamma'_4 = 4\gamma_4 - 4\gamma_3 m(t) + \frac{m(t)^2(\gamma_2 + 2m(t)\gamma_1)}{4}.
\end{cases} \tag{67}
\]
The details of the derivation of these equations are similar to those of (42) and (43). Substituting (7) into (65) and (66), we obtain

\[
\frac{d\gamma_1}{dt} = \frac{2\beta J}{\cosh^2(2\beta J m(t))} \cdot \left( \gamma_1 - \frac{m(t_0) m(t)}{N} \right) - \gamma_1 - \left( \frac{4(\beta J)^2 \sinh(2\beta J m(t))}{\cosh^3(2\beta J m(t))} \right) \cdot \left( \gamma_2 + \frac{m(t_0)(1 - m^2(t))}{N} \right),
\]

(68)

\[
\frac{d\gamma_2}{dt} = \frac{4\beta J}{\cosh^2(2\beta J m(t))} \cdot \left( \gamma_2 + \frac{m(t_0)(1 - m^2(t))}{N} \right) - \frac{m(t_0)}{N} \{ m(t) - \tanh(2\beta J m(t)) \}^2 - 2\gamma_2.
\]

(69)

To solve the above differential equations, we should derive the initial conditions of \(\gamma_1\) and \(\gamma_2\). Using (55), (56a) and (61a), the initial values of \(\gamma_1\) and \(\gamma_2\) can be calculated as

\[
\gamma_1|_{t=t_0} = \left( m\delta m + v + \frac{1 - m^2}{N} \right)|_{t=t_0}, \tag{70a}
\]

\[
\gamma_2|_{t=t_0} = (mv)|_{t=t_0}. \tag{70b}
\]

Using (50), (56a) and (61a), the autocorrelation of magnetization can be expressed as

\[
C(t_0, t) \equiv \frac{1}{N^2} \{ \langle M(t_0) M(t) \rangle - \langle M(t_0) \rangle \langle M(t) \rangle \}
\]

\[
= \sum_{\sigma, \sigma'} \sigma G_2(t_0|\sigma, \sigma'; t) - (m(t_0) + \delta m(t_0)) (m(t) + \delta m(t))
\]

\[
= \left[ \sum_{\sigma, \sigma'} \sigma \left( (m(t_0) + \delta m(t_0)) p_1(\sigma, t)p_1(\sigma', t) + \frac{\gamma_1}{4} (\sigma + \sigma') + \frac{\gamma_2 + 2m(t)\gamma_1}{4} \delta m(t) \right) \right] - (m(t_0) + \delta m(t_0)) (m(t) + \delta m(t))
\]

\[
= \frac{1}{N^2} \gamma_1 - (m(t_0) + \delta m(t_0))(m(t) + \delta m(t)) + \frac{1}{N}, \tag{71}
\]

therefore, we can calculate this property directly from the numerical solution of \(\gamma_1\).

Comparison of the solutions of (68) and (69) and the results of the MCMC simulation is shown in figure 2. In this calculation, the initial state is perfectly ordered state \(m_0 = 1\), and \(t_0\) is set as \(t_0 = 10\). Note that \(m(t_0)\) in the above discussions is different from \(m(0)\). These graphs show that the results of the simulations and the differential equations coincide with high accuracy. We also conducted similar calculations for the cases of \(t_0 = 1\) and 100; however, there are no qualitative differences with figure 2. Here, we do
Figure 2. Autocorrelation of magnetization $NC(t_0, t)$ at (a) $T = 1.5$ and (b) $T = 2.5$. Red circle and green square points denote results of MCMC simulation at $N = 1000$ and $N = 10000$, respectively, and blue curves are solutions of (68) and (69). Initial state is perfectly ordered state ($m_0 = 1$), and $t_0$ is set as $t_0 = 10$.

not calculate the cases that (17), (44) and (45), which are premises of the discussion of this section, become incorrect because of critical phenomena or magnetization reversal.

4. Summary

In this study, we consider the finite-size effect of an infinite-range Ising model by deriving ordinary differential equations describing the $O(1/N)$ modifications without using the Fokker–Planck equation. Numerical solutions of these differential equations fit the results of the simulation, unless the fluctuation of magnetization grows large because of critical phenomena or magnetization reversal occurrence. Note that even in these exceptional cases, our equation can describe the time development of the system before the fluctuation grows. As we discuss in appendix A, the derived ordinary differential equations expressed in section 3.2 provide the same results as the Fokker–Planck equation.

To derive the Fokker–Planck equation for describing the probability distribution of the order parameter, we should understand the number of microscopic states under a given value of the order parameter [1, 13]. When each variable is more complicated than the Ising spin, this process is difficult, even in the case of infinite-range models. In contrast, our method considers the probability distribution of several spins and calculates its time development without this process. Hence, our method is expected to be applicable to more complicated cases such as the Potts model [13–15] and the clock model. Such applications should be investigated in future studies.
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Appendix A. Obtaining time development using Fokker–Planck equation

In this appendix, we discuss the time development of the system using the Fokker–Planck equation. Under the Glauber dynamics, this equation is expressed as

\[
\frac{\delta P_{\text{whole}}}{\delta t} = \frac{\partial}{\partial m'} \left[ \left( m' - \tanh(2\beta J m') + \frac{2\beta J m'}{N \cosh^2(2\beta J m')} \right) P_{\text{whole}} \right] + \frac{1}{N} \frac{\partial^2}{\partial m'^2} \left[ (1 - m' \tanh(2\beta J m')) P_{\text{whole}} \right].
\] (A.1)

Here, we let \( m' \equiv \frac{\sum \sigma_i}{N} \), to distinguish this value from \( m = \lim_{N \to \infty} \langle m' \rangle \). In the left-hand side of (A.1), the operator, \( \frac{\delta}{\delta t} \), is defined by the following relation:

\[
\frac{\delta}{\delta t} f(t) \equiv \frac{f(t + \frac{1}{N}) - f(t)}{\frac{1}{N}} = N \left[ f \left( t + \frac{1}{N} \right) - f(t) \right],
\] (A.2)

which converges to the time derivative in the thermodynamic limit, \( N \to \infty \). This quantity is the change in the values during one step of updating (=1/N MCS) divided by the time interval, 1/N. In previous studies, the time derivative, \( \frac{\partial P_{\text{whole}}}{\partial t} \), is in the left-hand side of (A.1), instead of the difference, \( \frac{\delta P_{\text{whole}}}{\delta t} \). We introduce this modification to consider the contribution of an \( O(1/N) \) perturbation. Note that the correction term appears when we consider the difference of \( (f(t))^2 \), i.e.

\[
\frac{\delta}{\delta t} (f(t))^2 = N \left[ \left( f \left( t + \frac{1}{N} \right) \right)^2 - (f(t))^2 \right]
= 2N f(t) \left[ f \left( t + \frac{1}{N} \right) - f(t) \right] + N \left[ f \left( t + \frac{1}{N} \right) - f(t) \right]^2
= 2f(t) \frac{\delta f}{\delta t} + \frac{1}{N} \left( \frac{\delta f}{\delta t} \right)^2.
\] (A.3)

To obtain the differential equations for describing the time development of physical properties, we should consider this \( O(1/N) \) correction term before taking the limit, \( N \to \infty \).

Integration of (A.1) multiplied by \( m'^n \) yields the time development of moment \( \langle m^n \rangle \) as follows:

\[
\frac{\delta}{\delta t} \langle m^n \rangle = -n \left\langle m^{n-1} \left( m' - \tanh(2\beta J m') + \frac{2\beta J m'}{N \cosh^2(2\beta J m')} \right) \right\rangle + \frac{n(n-1)}{N} \langle m^{n-2} (1 - m' \tanh(2\beta J m')) \rangle.
\] (A.4)
When \( n = 1 \) and 2, (A.4) is expressed as

\[
\frac{\delta}{\delta t} \langle m' \rangle = - \langle m' - \tanh(2\beta Jm') + \frac{2\beta Jm'}{N \cosh^2(2\beta Jm')} \rangle 
\]

(A.5)

\[
\frac{\delta}{\delta t} \langle m'^2 \rangle = -2 \left[ \langle m' (m' - \tanh(2\beta Jm') + \frac{2\beta Jm'}{N \cosh^2(2\beta Jm')} \rangle \right]
\]

\[
+ \frac{2}{N} \langle 1 - m' \tanh(2\beta Jm') \rangle. 
\]

(A.6)

As previous studies pointed out [2], these equations themselves need information of higher-order moments. However, if we assume that the probability distribution of \( m' \) has a Gaussian form with a sharp peak at \( \langle m' \rangle \) like the discussions of our main text, we can ignore the contributions of higher-order moments. Letting \( \xi \equiv m' - \langle m' \rangle \), the moment, \( \langle \xi^n \rangle \), is zero unless \( n = 2 \), because of this assumption. Specifically,

\[
\langle \xi^n \rangle = \begin{cases} 
  v + \frac{1 - m^2}{N} & \text{if } n = 2, \\
  0 & \text{otherwise.}
\end{cases} 
\]

(A.7)

Here, we use (32) to relate the value of \( \langle \xi^2 \rangle \) with variables \( m \) and \( v \), which are mentioned in the main text. Substituting the relation, \( m' = \langle m' \rangle + \xi \), and using (A.7), we can evaluate the average of the hyperbolic function as

\[
\langle \tanh(2\beta Jm') \rangle = \tanh(2\beta J \langle m' \rangle) - \frac{4(\beta J)^2 \sinh(2\beta J \langle m' \rangle)}{\cosh^3(2\beta J \langle m' \rangle)} \langle \xi^2 \rangle + \langle O(\xi^3) \rangle
\]

\[
= \tanh(2\beta J \langle m' \rangle) - \frac{4(\beta J)^2 \sinh(2\beta J \langle m' \rangle)}{\cosh^3(2\beta J \langle m' \rangle)} \left( v + \frac{1 - m^2}{N} \right), 
\]

(A.8)

\[
\langle m' \tanh(2\beta Jm') \rangle = \langle m' \rangle \tanh(2\beta J \langle m' \rangle)
\]

\[
+ \left[ \frac{2\beta J}{\cosh^2(2\beta J \langle m' \rangle)} - \frac{4(\beta J)^2 \sinh(2\beta J \langle m' \rangle)}{\cosh^3(2\beta J \langle m' \rangle)} \right] \langle \xi^2 \rangle
\]

\[
+ \langle O(\xi^3) \rangle
\]

\[
= \langle m' \rangle \tanh(2\beta J \langle m' \rangle) + \frac{2\beta J}{\cosh^2(2\beta J \langle m' \rangle)} \left( v + \frac{1 - m^2}{N} \right). 
\]

(A.9)
In the last line of (A.9), (A.8) is substituted. Using (A.8), (A.5) can be transformed into
\[
\frac{\delta}{\delta t} \langle m' \rangle = - \langle m' \rangle + \tanh(2\beta J \langle m' \rangle) - \frac{4(\beta J)^2 \sinh(2\beta J \langle m' \rangle)}{\cosh^4(2\beta J \langle m' \rangle)} \left( v + \frac{1-m^2}{N} \right)
- \frac{2\beta J \langle m' \rangle}{N \cosh^2(2\beta J \langle m' \rangle)} + O \left( \frac{1}{N^2} \right). \tag{A.10}
\]
Substituting the notation in the main text that \langle m' \rangle = m + \delta m, (A.10) is expressed as
\[
\frac{\delta m}{\delta t} + \frac{\delta (\delta m)}{\delta t} = -m + \tanh(2\beta Jm) + \left( \frac{2\beta J}{\cosh^2(2\beta Jm)} - 1 \right) \delta m
- \frac{4(\beta J)^2 \sinh(2\beta Jm)}{\cosh^4(2\beta Jm)} \left( v + \frac{1-m^2}{N} \right)
- \frac{2\beta Jm}{N \cosh^2(2\beta Jm)} + O \left( \frac{1}{N^2} \right). \tag{A.11}
\]
After taking the thermodynamic limit, this equation is equivalent to the pair of (17) and (44). Similarly, (A.6) can be calculated as
\[
\frac{\delta}{\delta t} \left[ (m')^2 + \left( v + \frac{1-m^2}{N} \right) \right] = -2 \left[ (m')^2 + \left( v + \frac{1-m^2}{N} \right) \right] + 2 \left[ \langle m' \rangle \tanh(2\beta Jm') \right] + \frac{2\beta J}{\cosh^2(2\beta Jm')}
\times \left( v + \frac{1-m^2}{N} \right) - \frac{4\beta J (m')^2}{N \cosh^2(2\beta J \langle m' \rangle)} + \frac{2}{N} \left[ 1 - \langle m' \rangle \tanh(2\beta J \langle m' \rangle) \right] + O \left( \frac{1}{N^2} \right)
= -2 \left[ (m')^2 + \left( v + \frac{1-m^2}{N} \right) \right] + 2 \left[ (m') \tanh(2\beta Jm') \right] + \frac{2\beta J}{\cosh^2(2\beta Jm')}
\times \left( v + \frac{1-m^2}{N} \right) - \frac{4\beta J m'^2}{N \cosh^2(2\beta Jm)} + \frac{2}{N} \left[ 1 - m \tanh(2\beta Jm) \right] + O \left( \frac{1}{N^2} \right). \tag{A.12}
\]
Here, we used the relation,
\[
\langle m'^2 \rangle = \langle m' \rangle^2 + \langle \xi^2 \rangle = \langle m' \rangle^2 + v + \frac{1-m^2}{N}. \tag{A.13}
\]
Substituting (17) and (A.10) into (A.12), we obtain
\[
\frac{\delta v}{\delta t} = -2v + \frac{4\beta J}{\cosh^2(2\beta Jm)} \left( v + \frac{1-m^2}{N} \right) - \frac{1}{N} \left( \frac{\delta \langle m' \rangle}{\delta t} \right)^2 + O \left( \frac{1}{N^2} \right)
= -2v + \frac{4\beta J}{\cosh^2(2\beta Jm)} \left( v + \frac{1-m^2}{N} \right) - \frac{1}{N} \left( m - \tanh(2\beta Jm) \right)^2 + O \left( \frac{1}{N^2} \right). \tag{A.14}
\]
Fokker–Planck equation yields the same conclusion as our method under the assumption that the probability distribution of magnetization has a sharp Gaussian form.
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