A Genetic Algorithm-Based Approach for Composite Metamorphic Relations Construction
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Abstract: The test oracle problem exists widely in modern complex software testing, and metamorphic testing (MT) has become a promising testing technique to alleviate this problem. The inference of efficient metamorphic relations (MRs) is the core problem of metamorphic testing. Studies have proven that the combination of simple metamorphic relations can construct more efficient metamorphic relations. In most previous studies, metamorphic relations have been mainly manually inferred by experts with professional knowledge, which is an inefficient technique and hinders the application. In this paper, a genetic algorithm-based approach is proposed to construct composite metamorphic relations automatically for the program to be tested. We use a set of relation sequences to represent a particular class of MRs and turn the problem of inferring composite MRs into a problem of searching for suitable sequences. We then dynamically implement multiple executions of the program and use a genetic algorithm to search for the optimal set of relation sequences. We conducted empirical studies to evaluate our approach using scientific functions in the GNU scientific library (abbreviated as GSL). From the empirical results, our approach can automatically infer high-quality composite MRs, on average, five times more than basic MRs. More importantly, the inferred composite MRs can increase the fault detection capabilities by at least 30% more than the original metamorphic relations.
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1. Introduction

With the emergence of modern large-scale software systems, software testing has become an essential and expensive part of verifying the correctness of the program. Software testing is typically accomplished by selecting some program inputs as test cases, executing the selected test cases, and verifying the test results [1]. Most of these test cases have implicitly assumed that there exists a systematic mechanism (known as oracle) that helps testers verify the test result given any possible program input. However, when faced with more complex test scenarios, such as complex scientific functions, the output values corresponding to the test inputs can not be obtained well. Such a problem, termed as an oracle problem, is a fundamental challenge to be solved in software testing.

In order to alleviate the oracle problem, metamorphic testing (MT) is a software testing method proposed by Chen [2,3], which does not need the test oracle. This test technique first generates a set of metamorphic relations (MRs) according to the nature of the test program and then tests the software by judging whether the test case satisfies the metamorphic relations. Since MT is proposed, it has been widely applied on the test of various programs in many fields for its simple and efficient characteristics, such as image processing [4,5], network diagnosis [6,7], machine learning [8,9], bioengineering [10], and scientific software [11]. However, the metamorphic relations are generally constructed manually by
the testers or developers who understand the principle of the test program, or are determined according to prior knowledge, which is an obstacle to software test automation. For example, for the program of the trigonometric function \( \sin(x) \), some MRs like \( \sin(x + 2\pi) = \sin(x) \) are easy to understand and infer, but some MRs like \( \sin^2(\frac{\pi}{2} - x) + \sin^2(x) = 1 \) are not. Therefore, how to construct metamorphic relations efficiently and automatically is the core problem in metamorphic testing.

To alleviate this labor-intensive work, several works have been proposed to improve the inference of metamorphic relations. Some studies try to classify the classification of MRs based on machine learning methods [12,13], or attempt to construct more MRs based on information of the existence of the initial MRs [14,15]. Other recent research has yield MR identification based on the concepts of category and choice [16,17]. Liu [14] verified that the composition of metamorphic relations can improve the failure-detection capabilities rather than any particular metamorphic relations. However, the composition of metamorphic relations still needs to be constructed manually by the tester in an ad hoc way. As software becomes more and more complex and the increment number of composite layers increases, manual construction of composite metamorphic relations has become extremely difficult. With the cognitive bias in human experience, it is also easy to ignore critical metamorphic relations with manual operation. Therefore, how to construct complex composite metamorphic relations automatically and improve failure-detection capabilities by making full use of the information in predefined simple metamorphic relations is a significant research issue. Simultaneously, it is also interesting to study the influence of different layers on the composition of metamorphic relations.

In this paper, we focus on the automatic generation of multi-layer composite metamorphic relations. Then we propose a search-based automatic construction method of composite metamorphic relations by analyzing multiple executions of the program to be tested. In particular, we transform the construction of efficient composite metamorphic relations as the search for optimal composite sequences. We then use a genetic algorithm (GA) [18] to optimize the problem owing to the high efficiency of the discrete optimization problem, which alleviates the need for artificial construction of metamorphic relations. Furthermore, we analyze the influence of the number of composite layers on the failure-detection capabilities of composite metamorphic relations. We conduct three empirical studies on the scientific functions of the GNU scientific library (GSL) (http://www.gnu.org/software/gsl/) to evaluate our approach. In the first study, we verify the feasibility of our approach. In the second study, we investigate the quality of the composite metamorphic relations inferred by our approach. The third study investigates the impact of the number of composite layers on the fault detection capability of composite metamorphic relations. Our empirical results demonstrate that our approach can infer several high-quality composite metamorphic relations in an acceptable time frame.

The remainder of the paper is structured as follows: Section 2 introduces a brief review of the relevant works on the metamorphic relation inference, genetic algorithm, and search-based software testing. Section 3 presents the details of the proposed method. Section 4 reports the experimental results on the GSL scientific functions and the discussion. Section 5 presents the conclusions of the paper.

2. Related Works

2.1. Metamorphic Relation Inference

To improve the inference of metamorphic relations, several works have been proposed. Zhang [19] proposed a search-based approach to the automatic inference of polynomial MRs for a scientific program under test. More specifically, the particle swarm optimization algorithm is used to search for metamorphic relations in the form of linear or polynomial equations. Kanewala [12] proposed a predictive model using machine learning techniques to determine the classification of metamorphic relations. By giving three specific types of metamorphic relations, this method works by extracting a function’s control flow graph and predicting the category of the predefined metamorphic relations. In a later work [13], Kanewala extended the method using graph kernels, which provide various ways
of measuring similarity among graphs. The intuition behind this approach was that functions that have similar control flow and data dependency graphs might have similar metamorphic relations. Chen [16] proposed a specification-based methodology and associated tool called METRIC for the identification of metamorphic relations based on the category-choice framework. Su [15] presented an approach named KABU for the dynamic inference of likely metamorphic relations inspired by previous work on the inference of program invariants. The inference process is constrained by searching for a set of predefined metamorphic relations. Javier [17] proposed an approach to infer likely metamorphic relations automatically for Atlas Transformation Language (ATL) model transformations. Liu [14] proposed a method named composition of metamorphic relations (CMR) to construct new metamorphic relations by combining several existing relations.

Our work is most related to the research proposed by Liu [14], which proved the combination of several existing MRs could construct effective composite metamorphic relations. Different from our approach, in that method, the composite metamorphic relations still need to be constructed manually by the testers from scratch. Our approach focuses on the automatic construction of multi-layer composite metamorphic relations, which can construct composite metamorphic relations more efficiently and accurately.

2.2. Genetic Algorithm

The genetic algorithm [18] is an adaptive heuristic optimization algorithm based on natural selection and genetic evolution. It is the basis of a large class of evolutionary algorithms, which generates new solutions through a series of evolutionary operations, such as selection, crossover, mutation, and so on. In recent years, several enhanced GA variants have been proposed to improve the search performance [20–22]. The general algorithm framework of the genetic algorithm is shown in Figure 1.

![Flowchart of the genetic algorithm.](image)

Many problems in software engineering can be transformed into the combinatorial optimization problem. Thus, the genetic algorithm, which is simple and suitable for discrete problems, has been
widely applied in software engineering [23–28]. Particularly, Mu [25] proposed a hybrid genetic algorithm-based strategy for software architecture re-modularization. Dai [28] proposed a genetic algorithm-based approach for testing-resource allocation problems that can be used for software systems with complex structures. In software testing, genetic algorithms are also efficiently applied to improve test efficiency, such as test planning [29], test case generation [23], and regression testing [30].

2.3. Search-Based Software Testing

Many problems in software engineering with a large complex search space can be transformed into discrete optimization problems. Thus it is very suitable to introduce search based methods, such as genetic algorithms [24], simulated annealing algorithms [31], and multi-objective optimization [32], to optimize problems in software engineering. Since the concept of search-based software engineering [33] (SBSE) was put forward, search-based methods have been widely used in the field of software engineering, such as test suit generation [24], fault localization [34], program analysis [35], software refactoring [36], and project scheduling [37].

Search-based software testing [38] (SBST) is the sub-area of the search-based software engineering concerned with software testing. We observe that approximately half of all SBSE papers are SBST papers [39]. MT is one of the software testing approaches. Although SBST is promising and essential, few works have been made to utilize the search-based methods to promote the efficiency of MT. Zhang [19] proposed a particle swarm optimization algorithm-based approach to the automatic inference of polynomial MRs for the scientific programs under test.

3. Our Approach

Before presenting our approach in Section 3.1, we first give a brief introduction to metamorphic testing. The concept of multi-layer composite metamorphic relations is revealed in Section 3.2. After that, our GA-based search algorithm for determining the composite metamorphic relation sequences is exhibited in Section 3.3.

3.1. Metamorphic Testing

Metamorphic testing is a technique conceived to alleviate the oracle problem. Rather than checking the output of an individual test, metamorphic testing checks whether multiple test executions fulfill certain metamorphic relations. A metamorphic relation of the program under test is an intrinsic property that relates two or more input data and their expected outputs. For example, consider the scientific functions under test $e^x$, one of its metamorphic relations can be expressed as $mr : e^x + e^{-x} = 1$. Suppose the source test case is $x$, then the follow-up test case can be $-x$, if the source test case and its follow-up test case violate the metamorphic relation $mr$, then program under test must contain a bug.

Metamorphic relations are the core position of the metamorphic testing. Metamorphic relation is an intrinsic property of the program under test, which describes how a change to the input would result in a change to the output. Then we can define an MR as

$$R_i(I_1, I_2) \Rightarrow R_o(O_1, O_2),$$

where $I_1$ and $I_2$ denote the original input and changed input, respectively, $O_1$ and $O_2$ denote the outputs corresponding to $I_1$ and $I_2$, $R_i$ is the relation between input $I_1$ and $I_2$, and $R_o$ is the relation between output $O_1$ and $O_2$.

According to Chen [3], an MR is supposed to hold among multiple executions. Suppose that $f$ is the function under test, $\{I_1, I_2, \cdots, I_M\}$ and $\{O_1, O_2, \cdots, O_M\}$ denote a set of $M$ test inputs and the corresponding outputs, respectively. Then a more general form of a metamorphic relation can be given as

$$R(I_1, I_2, \cdots, I_m) \Rightarrow R_f(O_1, O_2, \cdots, O_M),$$

where $I_1$ and $I_2$ denote the original input and changed input, respectively, $O_1$ and $O_2$ denote the outputs corresponding to $I_1$ and $I_2$, $R_i$ is the relation between input $I_1$ and $I_2$, and $R_o$ is the relation between output $O_1$ and $O_2$.
where $R$ is the relation between inputs $\{I_1, I_2, \cdots, I_M\}$, $R_f$ is the relation between outputs $\{O_1, O_2, \cdots, O_M\}$, and the MR can be marked as $(R, R_f)$.

Although a program under test may have multiple MRs, the failure-detection capabilities of different MRs may be varied. Therefore, it is important to construct a better MR with a better failure-detection capability.

3.2. Multi-Layer Composite Metamorphic Relations

It is clear that metamorphic relations are the core part of metamorphic testing, and Liu [14] verified the superiority of the composition of metamorphic relations (CMR). Let $(R_1, R_{f1}), (R_2, R_{f2}), \ldots, (R_k, R_{fk})$ be $k$ metamorphic relations of the test function $f$ under test, all $k$ MRs satisfy the Formula (2). Suppose $MR_1$ and $MR_2$ are two metamorphic relations, composite metamorphic relation $CMR_{12}$ means that $MR_2$ is composite to $MR_1$ if and only if for any source test case $T$ for $CMR_{12}$, its corresponding follow-up test case satisfies $F_{12}(T) = F_2(F_1(T))$ [14]. Similarly, for all $k$ metamorphic relations, if $MR_i$ is composite to $MR_{i-1}$ ($i = 2, \ldots, k$), the $k$-layer composite metamorphic relation $MR_{12} \cdots k$ is said to be the composition of $MR_1, MR_2, \ldots, MR_k$ if and only if for any source test case $T$ for $MR_{12} \cdots k$, its corresponding follow-up test case satisfies $F_{12} \cdots k(T) = F_k(F_{k-1}(\cdots(F_1(T)) \cdots))$. It should be noticed that the composition is sensitive to the order of metamorphic relations. For example, that $MR_{12}$ exists does not imply that $MR_{21}$ exists as well, and even if both $MR_{12}$ and $MR_{21}$ exist, they are not necessarily equivalent to each other.

New composite metamorphic relations will embed all properties associated with the original fundamental metamorphic relations, and reduce the number of test cases generated and executed in metamorphic testing. However, the construction of composite metamorphic relations is conditional, and not all metamorphic relations can be compounded. As mentioned above, composite rules need to be satisfied between the test case and follow-up test case of metamorphic relations. Furthermore, just like the construction of basic MRs, the inference of composite metamorphic relations is still involved with much human intelligence for analyzing specification, finding the necessary characteristics of the program under test. Therefore, the automatic inference of multi-layer composite metamorphic relations has become urgent.

3.3. GA-Based Approach for Searching Composite MRs

As mentioned above, the main difficulty of CMR inference is the construction of CMRs that needs to satisfy the composite rules. To solve the problem of the automatic construction of multi-layer composite metamorphic relations, we turn the problem of CMRs construction into a search problem that searches for optimal composite sequences. Then a genetic algorithm-based approach is applied. The framework of the proposed algorithm is described in Algorithm 1.

**Algorithm 1** Genetic algorithm applied to CMR construction.

1: Initialize the parameters of GA, including $P_c$, $P_m$;
2: Initialize individuals of CMR sequence within the search space;
3: Evaluate the fitness value of all individuals;
4: while (stop condition is not reached) do
5: Select the parents by roulette Selection;
6: Crossover to produce new individuals;
7: Mutation to produce new individual;
8: Evaluate the fitness value of all individuals;
9: end while
10: Return the best solution that satisfies the composite rules.

First, an initial population is set (see lines 1–2). Each individual in the population represents a possible solution to the problem, i.e., a sequence of composite metamorphic relation. The maximum
size of an individual is a parameter of the composite layer that can be defined by the user. An individual of the initial population is constructed randomly. More details about the representation of individuals can be found in the next Section 3.3.1.

In the remaining steps of code in the Algorithm 1, the search space is explored. In each iteration, the fitness value for each individual in the population is determined. This value counts the number of inputs that satisfy the Formula (1). A new population is constructed by evolutionary operators, i.e., selection, crossover, and mutation based on the fitness value (see Section 3.3.2 for more details). The execution of the algorithm continues for a certain number, and individual with the best fitness value overall iterations will be returned.

As one execution of our GA algorithm generates only one possible CMR, we need to execute our GA algorithm several times to obtain several CMRs. Due to the random initialization of the individuals and the random factors (crossover rate and mutation rate), different executions of our GA algorithm may not always produce a good enough solution (whose fitness value is lower than a threshold denoted as $F$). In such cases, we drop all not good enough solutions. All related parameter-setting of our GA algorithm is presented in Section 4.1.

### 3.3.1. Representation of Individuals

Suppose $M = \{mr_1, mr_2, \ldots, mr_m\}$ denotes the set of basic metamorphic relations, and $m$ represents the number of basic metamorphic relations. $K$ denotes the composite layer (namely individual size). As already mentioned, an individual in the population represents a sequence of CMR. Each position in the individual is constructed randomly from 1 to $m$, and then a random individual is plotted in Figure 2.

![Figure 2. Individual representation. Metamorphic relation (MR).](image)

### 3.3.2. Genetic Operators

In order to retain the chromosome with the higher fitness value, the individuals with high fitness value are selected to crossover after the evaluation of the CMR sequence. We use roulette wheel selection [40] to choose the individuals on which crossover and mutation will be applied.

To apply the crossover operation, the single-point selection is used. This operation is performed according to the random crossover point from 1 to $K$. In the crossover operation, two offsprings are generated from the parent individuals. Figure 3 illustrates an example of a crossover operation with a single point. All genes after the crossover point in the parents are swapped to produce the offspring.

In the mutation operation, one gene of an individual is chosen randomly and replaced by other genes from the set of basic metamorphic relations. As shown in Figure 3, $mr_2$ is replaced by $mr_6$, and $mr_6$ is selected from the basic MRs set randomly.
A) Crossover in the chromosome to create a new individual

Parent individual 1

Parent individual 2

Created Child individual

B) Mutation

---

Figure 3. Crossover and mutation operation.

3.3.3. Fitness Function

Formally, given a program under test (denoted as $P$) and $M$ test inputs (denoted as $I_1, I_2, \cdots, I_M$), the fitness function can be transformed into a search problem of finding several CMR sequences such that for almost every input $I_k (1 \leq k \leq M)$, the CMR sequence and $I_k$ satisfy Formula (1).

Thus, we can define the fitness functions as follows. Given the CMR sequence $S_i$, if $S_i$ and input $I_k (1 \leq k \leq M)$ satisfy Formula (1), we define $f(S_i, k) = 1$; otherwise we define $f(S_i, k) = 0$. Therefore, the fitness of the CMR sequence $S_i$ can be defined as

$$Fintess(S_i) = \sum_{k=1}^{M} f(S_i, k).$$ (3)

Actually, the fitness of a CMR sequence $S_i$ counts the number of inputs that satisfy Formula (1) by multiple executions of the program $P$.

4. Experimental Results

In order to verify the effectiveness of our proposed approach, we select some scientific functions in the open-source software GNU scientific library (abbreviated as GSL) for experimental verification and carry out three groups of experiments. First of all, we verify the feasibility of the proposed method, that is, the proposed approach can infer effective composite metamorphic relations. Secondly, we analyze the quality of the derived composite metamorphic relations. We used the mutation testing [41] to analyze the mutation score of each composite metamorphic relations. Finally, we analyze the effect of the number of composite layers on composite metamorphic relations.

4.1. Experimental Settings

The MT used in this paper is a black box test method, that is, we do not focus on the inside of the source code as we only need to care about the results of multiple program runs. Therefore, our experiment is not sensitive to the language of the test functions. The test functions selected in this paper are from the open-source software library GNU scientific library (abbreviated as GSL). The GNU scientific library is a numerical calculation function library written in C++. The experiments used in this paper are all written in C++.
There are many scientific calculation functions in GSL. In this paper, the trigonometric functions \( \sin(x) \) and \( \cos(x) \) in the “specfunc” directory are selected. Due to the nature of trigonometric functions, it is difficult for us to deduce the MRs intuitively. They can only be analyzed through verification, which is suitable for MT. The scientific functions are also suitable for the experimental analysis of CMR. In the GSL, the valid code of the two test functions \( \sin(x) \) and \( \cos(x) \) is about 100 lines, and the core code is about 40 lines. Since the composite MRs need to be compounded based on the given simple MRs, eight simple MRs are respectively given for the two test trigonometric functions, that is, the number of initial MRs for both function is \( M = 8 \). Details of the initial MRs of two test functions are shown in Table 1.

| No. | Basic MRs of \( \sin(x) \) | Mutation Score | Basic MRs of \( \cos(x) \) | Mutation Score |
|-----|--------------------------|---------------|--------------------------|---------------|
| \( \text{mr}_1 \) | \( \sin(-x) = -\sin(x) \) | 0.0583 | \( \cos(-x) = \cos(x) \) | 0.0116 |
| \( \text{mr}_2 \) | \( \sin(x + \frac{\pi}{2}) = \cos(x) \) | 0.4187 | \( \cos(x + \frac{\pi}{2}) = -\sin(x) \) | 0.4114 |
| \( \text{mr}_3 \) | \( \sin(x - \frac{\pi}{2}) = -\cos(x) \) | 0.4074 | \( \cos(x - \frac{\pi}{2}) = \sin(x) \) | 0.3935 |
| \( \text{mr}_4 \) | \( \sin(x + \pi) = -\sin(x) \) | 0.1608 | \( \cos(x + \pi) = -\cos(x) \) | 0.1733 |
| \( \text{mr}_5 \) | \( \sin(x - \pi) = -\sin(x) \) | 0.1849 | \( \cos(x - \pi) = -\cos(x) \) | 0.1969 |
| \( \text{mr}_6 \) | \( \sin(x + 2\pi) = \sin(x) \) | 0.1352 | \( \cos(x + 2\pi) = \cos(x) \) | 0.1316 |
| \( \text{mr}_7 \) | \( \sin(x - 2\pi) = \sin(x) \) | 0.1681 | \( \cos(x - 2\pi) = \cos(x) \) | 0.1711 |
| \( \text{mr}_8 \) | \( \sin(2x) = 2\sin(x)\cos(x) \) | 0.3014 | \( \cos(2x) = 2\cos^2(x) - 1 \) | 0.3234 |
| Avg | 0.2304 | 0.2261 |

We use the genetic algorithm to construct the CMRs of different composite layers, and set different initial population sizes for different composite MRs. In this section, we construct 2-layer (2-CMR), 3-layer (3-CMR), and 4-layer (4-CMR) composite MRs, respectively. The setting of population size is important to GA; Chen [42] investigated that the population size for the population-based search methods can be set up four to six times as large as the dimension of the individual for problems in low dimensions. Thus, in this paper, we set the initial population size of the algorithm as 12, 20, and 30 individuals, respectively. In the experiments, the empirical parameters of the genetic algorithm are set as, according to the study of Eiben [43], the probability of crossover can be set as \( P_c = 0.8 \). And for the discrete optimization, the mutation rate should be larger than that in the continuous optimization [44], and then we set the mutation rate as \( P_m = 0.15 \). The crossover and mutation rate remain unchanged during the iteration of genetic algorithm. And the stop generation is 100. Considering the randomness of the genetic algorithm, we implement the algorithm 100 times for each population and record several complex CMR sets with strong failure-detection capabilities corresponding to the number of layers.

As the functions under test selected in the experiments are all trigonometric functions, the test input of the algorithm is the real number generated randomly within a certain range (here we set the interval as \([0, 20]\)). In the genetic algorithm, the number of test inputs for the evaluation fitness of the CMRs is 100 (\( M = 100 \)). We set the threshold to select good enough solutions \( F \) as 95% * \( M \).

4.2. CMR Inference

In this section, we demonstrate the quantity statistics of the inferred CMRs and the average time required for executing the program. Tables 2 and 3 show the statistics of the CMRs derived based on the proposed approach in this paper. As can be seen from Table 2, for two classical trigonometric functions, the number of 2-CMRs ranges from 3 to 59, the number of 3-CMRs is from 5 to 102, and the number of 4-CMRs is from 7 to 143. This indicates that our approach infers plenty of compositional MR for the test trigonometric functions. As shown in Table 3, the execution time of our approach to inferring the compositional MRs for each trigonometric function is from 29.25 s to 789.15 s, which is acceptable. With the increase of composite layers, the time required is also increased. Therefore, our approach is able to infer at least five times more MRs than the initial set of MRs. The statistical data in Tables 2 and 3 indicates that our approach is feasible and efficient.
Table 2. The statistics on number of composition of metamorphic relations (CMRs).

| Functions | 2-CMRs | | | 3-CMRs | | | 4-CMRs | |
|-----------|--------|--------|--------|--------|--------|--------|--------|--------|
|           | Avg.   | Max.   | Min.   | Avg.   | Max.   | Min.   | Avg.   | Max.   | Min.   |
| sin(x)    | 44     | 59     | 3      | 50     | 102    | 7      | 98     | 143    | 11     |
| cos(x)    | 40     | 53     | 5      | 52     | 97     | 5      | 86     | 132    | 7      |

Table 3. The statistics on running time for CMRs.

| Functions | 2-CMRs (s) | | | 3-CMRs (s) | | | 4-CMRs (s) | |
|-----------|-----------|--------|--------|-----------|--------|--------|-----------|--------|--------|--------|
|           | Avg.      | Max.   | Min.   | Avg.      | Max.   | Min.   | Avg.      | Max.   | Min.   |
| sin(x)    | 78.25     | 274.42 | 29.25  | 198.16    | 402.54 | 127.06 | 478.04    | 789.02 | 233.29 |
| cos(x)    | 84.82     | 291.05 | 42.19  | 246.29    | 412.01 | 158.26 | 524.85    | 710.15 | 272.35 |

We also compare our GA-based approach with the basic simulated annealing algorithm (SAA) [45], which displayed impressive performance in discrete optimization problems such as Traveling Salesman Problem (TSP) [46]. The initial and end temperature of SAA are set as 200 and 0.005, respectively. The cool coefficient is set as 0.95. And we also run the SAA 100 times. The comparison of the average number of inferred CMRs by the GA-based and SAA-based approach is plotted in Figure 4. As shown in Figure 4, the proposed GA-based approach can construct more CMRs than the SAA-based approach in all situations, which indicates the high efficiency of our approach.

![Figure 4](image_url)

Figure 4. Comparison of a genetic algorithm (GA)-based approach and a simulated annealing algorithm (SAA)-based approach.

4.3. Quality of Inferred CMRs

As shown in Section 4.2, our approach can infer several CMRs, and we then want to test the quality of these CMRs. First, we need to investigate the correctness of the derived CMRs. As the test functions selected in this paper are typical scientific calculation functions, we can verify the correctness of the derived CMRs through WolframAlpha [47]. We verified that the derived composite metamorphic relations are correct and valid.
Table 4 presents typical CMRs of the trigonometric functions \(\sin(x)\) and \(\cos(x)\). From the table, these typical CMRs include complex MRs of the trigonometric functions than the basic MRs in Table 1. For example, these 2-CMRs, represented by \(\sin((x - \frac{\pi}{2}) + 2\pi) = -\cos(x)\), can reflect the periodical and trigonometric transformation characteristics of the \(\sin(x)\) function. The inferred 3-CMRs, represented by \(\cos(2(2(x - \pi))) = 8\cos^4(x) - 8\cos^2(x) + 1\), show the quadratic relation between \(\cos(x)\) and \(\cos(4x)\) besides the symmetric and periodical characteristics of the \(\cos(x)\) function.

![Image](image.png)

**Table 4. Typical CMRs of \(\sin(x)\) and \(\cos(x)\) and the corresponding mutation score.**

| Layers | Composite Metamorphic Relations of \(\sin(x)\) | Composite Metamorphic Relations of \(\cos(x)\) |
|--------|-----------------------------------------------|-----------------------------------------------|
| CMRs   | Details of CMRs                               | MS CMRs Details of CMRs                        | MS |
| cmr34  | \(\sin(-x) + \frac{\pi}{2} = \cos(-x)\)     | 0.585 cmr12 \(\cos((-x) + \frac{\pi}{2}) = -\sin(-x)\) | 0.579 |
| cmr34  | \(\sin((-x) + \pi) = \sin(x)\)              | 0.586 cmr13 \(\cos((-x) - \frac{\pi}{2}) = \sin(x)\) | 0.580 |
| cmr14  | \(\sin(2(-x)) = 2\sin(x)\cos(-x)\)          | 0.585 cmr15 \(\cos(2(-x)) = 2\cos^2(x) - 1\) | 0.588 |
| cmr34  | \(\sin((x + \frac{\pi}{2}) + \pi) = -\cos(x)\) | 0.584 cmr24 \(\cos((x + \frac{\pi}{2}) + \pi) = -\sin(x)\) | 0.581 |
| cmr14  | \(\sin((x + \frac{\pi}{2}) - \pi) = -\cos(x)\) | 0.586 cmr22 \(\cos((x + \frac{\pi}{2}) - \pi) = \sin(x)\) | 0.586 |
| cmr34  | \(\sin((x + \frac{\pi}{2}) - \pi) = -\cos(x)\) | 0.582 cmr37 \(\cos((x + \frac{\pi}{2}) - \pi) = \sin(x)\) | 0.588 |
| cmr34  | \(\sin((x + \frac{\pi}{2}) - \pi) = -\cos(x)\) | 0.589 cmr36 \(\cos((x + \frac{\pi}{2}) - \pi) = 2\cos^2(x) - 1\) | 0.578 |
| cmr14  | \(\sin((x + \frac{\pi}{2}) - \pi) = -\cos(x)\) | 0.585 cmr51 \(\cos((x + \frac{\pi}{2}) - \pi) = \cos(x)\) | 0.586 |
| cmr34  | \(\sin((x + \frac{\pi}{2}) - \pi) = -\cos(x)\) | 0.585 cmr53 \(\cos((x + \frac{\pi}{2}) - \pi) = -\sin(x)\) | 0.589 |
| cmr14  | \(\sin((x + \frac{\pi}{2}) - \pi) = -\cos(x)\) | 0.586 cmr77 \(\cos((x + \frac{\pi}{2}) - \pi) = \cos(x)\) | 0.583 |
| cmr34  | \(\sin((x + \frac{\pi}{2}) - \pi) = -\cos(x)\) | 0.582 cmr92 \(\cos((x + \frac{\pi}{2}) - \pi) = -\sin(x)\cos(x)\) | 0.577 |
| cmr14  | \(\sin((x + \frac{\pi}{2}) - \pi) = -\cos(x)\) | 0.589 cmr65 \(\cos((x + \frac{\pi}{2}) - \pi) = 1 - 2\cos^2(x)\) | 0.591 |
| cmr34  | \(\sin((x + \frac{\pi}{2}) - \pi) = -\cos(x)\) | 0.584 cmr96 \(\cos((x + \frac{\pi}{2}) - \pi) = 8\cos^4(x) - 8\cos^2(x) + 1\) | 0.571 |
| cmr34  | \(\sin((x + \frac{\pi}{2}) - \pi) = -\cos(x)\) | 0.612 cmr466 \(\cos((x + \pi + 2\pi) + \pi) = -\cos(x)\) | 0.596 |
| cmr14  | \(\sin((x + \frac{\pi}{2}) - \pi) = -\cos(x)\) | 0.622 cmr998 \(\cos((x + \pi + 2\pi) + \pi) = 8\cos^4(x) - 8\cos^2(x) + 1\) | 0.592 |
| cmr34  | \(\sin((x + \frac{\pi}{2}) - \pi) = -\cos(x)\) | 0.633 cmr465 \(\cos((-x + \frac{\pi}{2}) - \pi) = \cos(x)\) | 0.603 |
| cmr14  | \(\sin((x + \frac{\pi}{2}) - \pi) = -\cos(x)\) | 0.623 cmr4233 \(\cos((-x + \frac{\pi}{2}) - \pi) = 8\cos^4(x) - 8\cos^2(x) + 1\) | 0.614 |

We note that the number of CMRs listed in Table 4 is less than the number of inferred MRs shown in Table 2, and this is because some of the CMRs inferred by the algorithm are equal. In fact, some of the CMRs we derive are equivalent, as Chen [3] demonstrated that more MRs could perform more complete testing processes, so these equivalent composite MRs derived from other basic MRs are not redundant. For example, in order to reveal the faults that can be detected only by cmr36: \(\sin((x - \frac{\pi}{2}) + 2\pi) = -\cos(x)\), it may be more costly to check the two basic MRs (i.e., \(mr_3: \sin(x - \frac{\pi}{2}) = -\cos(x)\) and \(mr_6: \sin(x + 2\pi) = \sin(x)\)) rather than one MR. To check the cmr36, testers may run the \(\sin(x)\) function twice, whereas checking the latter two MRs \(mr_3\) and \(mr_6\), testers may run the \(\sin(x)\) function four times. Therefore, the CMR reduces the number of times the program needs to run and thus improves efficiency.

In order to test the fault detection capabilities of the derived CMRs, we use mutation testing [41] to conduct experiments. We generate 168 mutants for both \(\sin(x)\) and \(\cos(x)\) of GSL through Mujava [48]. The detailed types of mutants are listed in Table 5, including Arithmetic Operator Deletion (AODU), Arithmetic Operator Insertion (AOIS), Arithmetic Operator Replacement (AORB), Assignment Operator Replacement (ASRS), Constant Deletion (CDL), Conditional Operator Insertion (COI), Logical Operator Insertion (LOI), Logical Operator Replacement (LOR), Operator Deletion (ODL), Relational Operator Replacement (ROR) and Variable Deletion (VDL). The mutants of the subject program are listed in Table 6. In this paper, the mutation score (MS) [41] is used as the evaluation to measure the quality of the composite MRs. Let \(T\) denotes the source test case of the program under test, and \(FT\) denotes the follow-up test case, which derived from metamorphic relations \(mr_i\). \(MU\) denotes the mutants produced by Mujava. One can judge whether the \(mr_i\) kills the mutant \(MU_i\) by verifying the results of \(T\) and \(FT\). The mutation score can be obtained by counting the proportion of the number of killed mutants to the total number of mutants. The mutation score of metamorphic relation \(mr_i\) can be defined as

\[
MS(mr_i, FT) = \frac{N_i}{N_p - N_e}
\]
where \( N_i \), \( N_p \), and \( N_e \) denote the number of killed mutants by \( \text{mr}_i \), total number of mutants, and equivalent mutants in the mutants set, respectively.

### 4.4. Influence of Composite Layers

In Table 1, we construct eight basic MRs of \( \sin(x) \) and \( \cos(x) \), respectively, and the mutation scores of the corresponding basic MRs are listed on the right side of the table according to the mutation testing. It can be seen from the table that for the eight basic MRs of \( \sin(x) \), with a few exceptions such as \( \sin(x + \frac{\pi}{2}) = \cos(x) \), the fault detection capabilities of basic MRs is relatively poor. The average mutation score of the basic MRs set of \( \sin(x) \) is 0.23. The mutation scores corresponding to the basic MRs of \( \cos(x) \) are similar.

As shown in the right side of Table 4, the mutation scores of some typical CMRs of \( \sin(x) \) and \( \cos(x) \) are given. It can be seen from the table that the mutation scores of these CMRs are higher than that of the basic MRs. All mutation scores of CMRs are higher than 0.5. The results show that the method of inferring the CMRs based on the genetic algorithm can construct several composite MRs with strong fault detection capabilities, and the mutation scores are much higher than the initial MRs, which verifies the feasibility of the proposed approach.

It is worth noting that few initial MRs with high fault detection capabilities, such as \( \text{mr}_2 \) of \( \sin(x) \) (mutation score is 0.4), can construct CMRs with higher faults detection capability, such as \( \text{CMR}_{24}, \text{CMR}_{25} \). However, more initial MRs with lower mutation score, such as \( \text{mr}_4 \) and \( \text{mr}_8 \) of \( \sin(x) \), can construct CMRs with high faults detection capability, such as \( \text{CMR}_{14} \). This indicates that the construction of the CMRs is not sensitive to the faults detection capability of the initial MRs. Therefore, one only needs to construct some simple MRs for the program under test, which also makes the method proposed in this paper more applicable.

### 4.4. Influence of Composite Layers

As shown in Table 4 of Section 4.3, with the increase of the number of composite layers, the corresponding mutation scores also show an upward trend, and there are simple statistics shown in Table 7. We see from Table 7 that the average mutation scores of the two trigonometric functions increase with the increase of the number of composite layers, and the average mutation scores of 3-CMR and 4-CMR are relatively close. Thus, in order to verify the influence of composite layers on inferred CMRs, we increase the number of composite layers of the CMRs. The obtained relationship between the number of composite layers and the average mutation scores of the CMRs is shown in Figure 5.
Table 7. The average mutation scores of multi-layer CMRs.

| Test Functions | 2-CMRs | 3-CMRs | 4-CMRs |
|----------------|--------|--------|--------|
| sin(x)         | 0.58594| 0.6247 | 0.626192|
| cos(x)         | 0.52548| 0.59365| 0.607526|

From Figure 5, it can be seen that the CMRs can indeed enhance the fault detection capabilities, but as the number of layers increases to a certain number, the fault detection capabilities of CMRs will tend to be stable. In particular, the improved range of the mutation scores of the two-layer and three-layer composite MRs is relatively apparent. When the number of composite layers is greater than three-layer, the enhanced range of fault detection capabilities will not be noticeable. With more layers of CMRs, more work is needed to construct the corresponding follow-up test cases. Therefore, we can conclude that two-layer and three-layer composite MRs can be better to practical metamorphic testing.

![Figure 5. Illustration of the mutation score changes with the increase of composite layers.](image)

5. Conclusions

We have proven that the composition of basic metamorphic relations can construct more effective composite metamorphic relations (CMRs) [14]. However, the construction of CMRs still needed to be inferred manually by testers, which was a bottleneck of the application. One of the main difficulties is the condition of constructing CMRs, and this has to satisfy the composite rules. In this paper, a GA-based approach for automatic construction of composite metamorphic relations was proposed by analyzing multiple executions of the same program under test. We viewed the problem of composite MRs inference as a searching problem, then used the GA algorithm to search for the optimal composite sequences that satisfied the composite rules. Then we conducted three empirical studies to validate the correctness and efficiency of our approach. It turns out that our proposed method can infer several CMRs with high quality in an acceptable time (from 29 s to 789 s), and are effective in detecting faults by mutant testing. On average, at least five times more composite MRs, in terms of quantity, can be constructed compared to the initial MRs. We also analyzed the effect of the composite layer on CMR’s fault detection capabilities. The results show that with the increase in the number of composite layers, the fault detection capabilities will increase by 30%, at least. However, the improvement of fault detection capability is limited. Additionally, the experiments illustrate that setting composite layers at three is the best choice.

There are some limitations to the proposed method in this paper. For example, the input of the program only supports numerical values, and it is not suitable for arrays or pointers. Therefore, we may improve the existing GA approach by transforming these non-numerical values into numerical values. Our approach can only infer the composite metamorphic relations in the form of equality so far, and further, some metamorphic relations will be represented by the inequality. Then, our future
research should be carried out from the following two perspectives. First, we will extend the genetic algorithm-based method to non-scientific functions and the form of inequalities. Second, we will extend our work to find a set of CMRs with the least number and highest fault detection capabilities, and the multi-objective optimization method will be useful for this extended work.
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