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Abstract

In application areas where data generation is expensive, Gaussian processes are a preferred supervised learning model due to their high data-efficiency. Particularly in model-based control, Gaussian processes allow the derivation of performance guarantees using probabilistic model error bounds. To make these approaches applicable in practice, two open challenges must be solved i) Existing error bounds rely on prior knowledge, which might not be available for many real-world tasks. (ii) The relationship between training data and the posterior variance, which mainly drives the error bound, is not well understood and prevents the asymptotic analysis. This article addresses these issues by presenting a novel uniform error bound using Lipschitz continuity and an analysis of the posterior variance function for a large class of kernels. Additionally, we show how these results can be used to guarantee safe control of an unknown dynamical system and provide numerical illustration examples.
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1. Introduction

Modeling nonlinear systems using supervised learning techniques (Nørgård et al., 2000) enabled model-based control to succeed in highly complex tasks, such as controlling a robotic unicycle in simulation (Deisenroth et al., 2013). Nevertheless, the application of learning-based control in real-world safety-critical scenarios, like autonomous driving, assistive and rehabilitation robotics, or personalized disease treatment is rare, due to missing performance guarantees for the resulting closed-loop behavior. Empirical evaluations exist, e.g., (Huval et al., 2015) for autonomous cars, but are insufficient if the physical integrity of systems is at risk. As in human-centric applications training data is expensive to acquire, Gaussian processes (GPs) are particularly appealing as the regression generalizes well for small training sets. Furthermore, GPs are a probabilistic method based on Bayesian principles (Rasmussen and Williams, 2006), which allows to properly encode prior knowledge and to quantify the uncertainty in the model.

Due to these properties, GPs gained increasing attention in the field of reinforcement learning and system identification. Especially, when safety guarantees are necessary, GPs are favored in reinforcement learning (Berkenkamp et al., 2016a, 2017; Koller et al., 2018) as well as control (Berkenkamp and Schoellig, 2015; Umlauft et al., 2017; Beckers and Hirche,
2018 Lederer et al., 2020; Umlauft et al., 2018 Helwa et al., 2019). These approaches heavily rely on error bounds of GP regression and are therefore limited by the strict assumptions made in previous works on GP uniform error bounds (Srinivas et al., 2012; Chowdhury and Gopalan, 2017).

Furthermore, these bounds are based on the posterior variance function whose behavior for an increasing number of training data is not well understood. Especially when data points are added on-line, e.g. during the control tasks, compare (Umlauft and Hirche, 2020), the posterior variance has barely been analyzed formally due to a lack of suitable bounds. Generally, there is only limited understanding of the interaction between learning and control in feedback systems, which is crucial to provide guarantees for the control error and mainly motivates the work in this article.

1.1 Contribution

The main contribution of this article is the derivation of a novel uniform error bound for GPs, which is guaranteed to converge to 0 in the limit of infinitely many, suitably distributed training samples, and allows safety guarantees for the control of unknown dynamical systems. For the derivation of this uniform error bound, we proceed as follows: First, we derive a bound for the posterior variance of GPs with Lipschitz continuous kernels and propose improvements for a more specific class of kernels. Additionally, we derive sufficient conditions for the distribution of the data to ensure the convergence of our bound to zero. Second, we present a uniform error bound for GPs, which requires less prior knowledge and assumptions than in prior work as it is based on Lipschitz continuity. This uniform error bound is based on preliminary work presented in (Lederer et al., 2019). We analyze bounds for the derivatives of GP sample functions and employ them as constraints in likelihood maximization in order to ensure that the prior distribution fits to the available knowledge of the unknown function. Furthermore, we use the bounds on sample functions and the posterior variance to investigate the asymptotic behavior of the uniform error bound, which shows that arbitrarily small error bounds can be achieved under weak assumptions on the training data. The proposed GP bounds are employed to derive safety guarantees for controlling unknown dynamical systems based on Lyapunov theory (Khalil, 2002). We illustrate all our results in simulations and demonstrate the superiority of our bounds for the GP posterior variance compared to state-of-the-art methods. Finally, we demonstrate the safety of our control approach in an experiment with a robotic manipulator.

1.2 Structure of this article

This article is structured as follows: We briefly introduce Gaussian process regression and provide a in-depth discussion of the related work in Section 2. An analysis of the posterior variance bound is presented in Section 3, followed by the derivation of a uniform error bound for GPs in Section 4 using the probabilistic Lipschitz constant. In Section 5 we demonstrate how the results of the former two section can be employed to prove safety of a model-based control law. A numerical illustration and comparison to prior work are provided in Section 6, followed by a conclusion in Section 7.
1.3 Notation

Vectors/matrices are denoted by lower/upper case bold symbols, the \( n \times n \) identity matrix by \( I_n \), the Euclidean norm by \( \| \cdot \| \), and \( \lambda_{\min}(A) \) and \( \lambda_{\max}(A) \) the minimum and maximum eigenvalues of a matrix \( A \), respectively. Sets are denoted by upper case black board bold letters, and sets restricted to positive/non-negative numbers have an indexed +/0, e.g. \( \mathbb{R}_+ \) for all positive real valued numbers. The cardinality of sets is denoted by \( |\cdot| \) and subsets/strict subsets are indicated by \( \subset /\subseteq \). The expectation operator \( E[\cdot] \) can have an additional index to specify the considered random variable. Class \( \mathcal{O} \) notation is used to provide asymptotic upper bounds on functions. Similarly, we use class \( \mathcal{K}_\infty \) functions \( \alpha : \mathbb{R}_+ \rightarrow \mathbb{R}_+ \), \( \alpha(0) = 0 \) and satisfy \( \lim_{r \rightarrow \infty} \alpha(r) = \infty \). The ceil and floor operator are denoted by \( \lceil \cdot \rceil \) and \( \lfloor \cdot \rfloor \), respectively.

2. Related Work and Background

2.1 Gaussian Process Regression

A Gaussian process is a stochastic process such that any finite number of outputs \( \{y_1, \ldots, y_M\} \subseteq \mathbb{R} \) is assigned a joint Gaussian distribution with prior mean function \( m : \mathbb{R}^d \rightarrow \mathbb{R} \) and covariance defined through the kernel \( k : \mathbb{R}^d \times \mathbb{R}^d \rightarrow \mathbb{R} \) (Rasmussen and Williams, 2006). Therefore, the training outputs \( y^{(i)} \) can be considered as observations of a sample function \( f : \mathbb{X} \subseteq \mathbb{R}^d \rightarrow \mathbb{R} \) of the GP distribution perturbed by i.i.d. zero mean Gaussian noise with variance \( \sigma^2_n \). Without any specific information about the unknown function \( f(\cdot) \) such as an approximate model, the prior mean function is typically set to 0. We also assume this in the following without loss of generality. Regression is performed by conditioning the prior GP distribution on the training data \( \mathbb{D}_N = \{(x^{(i)}, y^{(i)})\}_{i=1}^N \) and a test point \( x \). The conditional posterior distribution is again Gaussian and can be calculated analytically. For this reason, we define the kernel matrix \( K_N \) and the kernel vector \( k_N(x) \) through \( K_{N,ij} = k(x^{(i)}, x^{(j)}) \) and \( k_{N,i}(x) = k(x, x^{(i)}) \), respectively, with \( i,j = 1, \ldots, N \). Then, the posterior mean \( \mu_N(\cdot) \) and variance \( \sigma^2_N(\cdot) \) are given by

\[
\begin{align*}
\mu_N(x) &= k_N^T(x) A_N^{-1} y_N, \\
\sigma^2_N(x) &= k(x, x) - k_N^T(x) A_N^{-1} k_N(x),
\end{align*}
\]

where \( A_N = K_N + \sigma^2_n I_N \) denotes the data covariance matrix and \( y_N = [y^{(1)} \ldots y^{(N)}]^T \).

The kernel typically depends on so called hyperparameters \( \kappa \) which allow to shape the prior distribution without changing properties of the sample functions such as periodicity or stationarity. Although there is a variety of methods available for hyperparameter tuning (Rasmussen and Williams, 2006), in control-oriented applications they are often fitted to the training data by maximizing the marginal log-likelihood \( P(y_N|X, \kappa) \), which is commonly performed using gradient-based optimization methods.

2.2 Posterior Variance Bounds of Gaussian Processes

Posterior variance bounds are well known for many methods closely related to Gaussian process regression. For noise-free interpolation, the posterior variance has been analyzed using spectral methods (Stein, 1999). While the asymptotic behavior can be analyzed efficiently
with such methods, they are not suited to bound the posterior variance for specific training data sets. In the context of noise-free interpolation, many bounds from the area of scattered data approximation can be applied due to the equivalence of the posterior variance and the power function (Kanagawa et al., 2018). Therefore, classical results (Wu and Schaback, 1993; Wendland, 2004; Schaback and Wendland, 2006) as well as newer findings (Beatson et al., 2010; Scheuerer et al., 2013) can be directly used for GP interpolation. However, it is typically not clear how these results can be generalized to regression with noisy observations.

Posterior variance bounds for GP regression have mostly been developed as intermediate results for more complex problems. For example, a variance bound has been developed for GPs with isotropic kernels in the context of Bayesian optimization (Shekhar and Javidi, 2018) while bounds for general kernels have been investigated within the analysis of average learning curves (Opper and Vivarelli, 1999; Williams and Vivarelli, 2000) and experimental design (Wang and Haaland, 2018). Although these bounds are well-suited for low data regimes, they fail to capture the asymptotic behavior. Therefore, upper bounds on the posterior variance are missing which allow to describe the learning behavior over the whole range of training data densities.

2.3 Error Bounds of Gaussian Process Regression

Uniform error bounds play a crucial role in quantifying the precision of a function approximator. For the case of noise free data, results of scattered data approximation with radial basis functions can be applied to derive such bounds (Wendland, 2004) and translate to GP regression with stationary kernels. Using Fourier transform methods, the classical result in (Wu and Schaback, 1993) derives error bounds for functions in the reproducing kernel Hilbert space (RKHS) associated with the interpolation kernel. By utilizing further properties of the RKHS, a uniform error bound with increased convergence rate is derived in (Schaback, 2002). These bounds are driven by the power function, which are - under certain conditions - equivalent to the GP posterior standard deviation (Kanagawa et al., 2018).

Extending scattered data interpolation to noisy observations leads to the concept of regularized kernel regression (Kanagawa et al., 2018). For squared cost functions, this kernel ridge regression is identical to the GP posterior mean function (Rasmussen and Williams, 2006). The corresponding error bounds, e.g., in (Mendelson, 2002) depend on the empirical $\mathcal{L}_2$ covering number and the norm of the unknown function in the associated RKHS. With empirical $\mathcal{L}_2$ covering numbers, tighter error bounds can be derived under mild assumptions (Shi, 2013). For general regularization, error bounds are derived in (Dicker et al., 2017) as a function of the regularization and the RKHS norm of the function.

Uniform error bounds depending on the maximum information gain and the RKHS norm for GP regression were derived in (Srinivas et al., 2012). However, these results only apply to bounded sub-Gaussian observation noise, which is a limitation compared to regularized kernel regression. To analyze the regret of an upper confidence bound algorithm in multi-armed bandit setting, an improved bound is derived in (Chowdhury and Gopalan, 2017). Although these bounds are widely applied in safe reinforcement learning and control, they suffer from the following drawbacks: i) They depend on constants which are very difficult to calculate, which is no problem for the theoretical analysis, but prevents the application of the bounds in real-world tasks. ii) RKHS approaches face a general problem: The smoother the kernel,
the smaller is the space of functions for which the bounds holds (Narcowich et al., 2006). The RKHS attached to a covariance kernel is small compared to the support of the prior distribution of a GP (van der Vaart and van Zanten, 2011).

Therefore, there is a lack of explicitly computable uniform error bounds, which do not rely on RKHS theory and the corresponding issues described previously. In order to avoid the difficulties that come with the RKHS view, we utilize the prior GP distribution to derive error bounds for GP regression with noisy observations.

3. Bounding the Posterior Variance of Gaussian Processes

Despite a wide variety of literature on average posterior variance bounds for isotropic kernels, data-dependent posterior variance bounds for general kernels have gained far less attention. We derive in Section 3.1 an upper bound on the posterior variance, which depends on the number of samples in the neighborhood of the test point $x$. In Section 3.2 we derive sufficient conditions on probability distributions of the training data that ensure the convergence of our bound.

3.1 Posterior Variance Bound

The central idea in deriving an upper bound for the posterior variance of a GP lies in the observation that data close to a test point $x$ usually lead to the highest decrease in the posterior variance. Therefore, it is natural to consider only training data close to the test point in the bound as more and more data is acquired. The following theorem formalizes this idea. The proofs for all the following theoretical results can be found in the appendix.

Theorem 1 Consider a GP with Lipschitz continuous kernel $k(\cdot, \cdot)$ with Lipschitz constant $L_k$, an input training data set $D_N^x = \{x^{(i)}\}_{i=1}^N$ and observation noise variance $\sigma_n^2$. Let $B_\rho(x^*) = \{x' \in D_N^x : \|x' - x^*\| \leq \rho\}$ denote the training data set restricted to a ball around $x^* \in X$ with radius $\rho$. Then, for each $x \in X$, $x^* \in X$ and $\rho \leq k(x, x)/L_k$, the posterior variance is bounded by

$$
\sigma_N^2(x) \leq \frac{(2L_k\rho(k(x, x) + k(x^*, x)) - L_k^2\rho^2) |B_\rho(x^*)| + \sigma_n^2 k(x, x)}{|B_\rho(x^*)| (k(x^*, x^*) + 2L_k\rho) + \sigma_n^2}.
$$

The point $x^*$ is a reference point which can be set such that the bound is minimized, e.g., by choosing the point of maximal variance in linear kernels or by choosing a point with many training samples in its proximity close to the test point $x$ in stationary kernels. The parameter $\rho$ can be interpreted as information radius, which defines how far away from a reference point $x^*$ training data is considered to be informative. However, this information radius is conservative as all the data points with smaller radius are treated in the theorem as if they had a distance of $\rho$ to the test point. Therefore, a large $\rho$ has the advantage that many training points are considered, while a small $\rho$ is beneficial if sufficiently many training samples are close to the reference point $x^*$.

Note, that Theorem 1 is very general as it is merely restricted to Lipschitz continuous kernels, which is a common property of kernels for regression (Rasmussen and Williams, 2006). This generality comes at the price of tightness of the bound and tighter bounds exist under additional assumptions, e.g., the bound in (Shekhar and Javidi, 2018) for isotropic,
decreasing kernels, which have non-positive derivatives \( \frac{\partial}{\partial \tau} k(\tau) \leq 0, \tau \geq 0 \). However, this bound can directly be derived from Theorem 1, which leads to the following corollary.

**Corollary 2** Consider a GP with isotropic, decreasing covariance kernel \( k(\cdot) \), an input training data set \( D^N = \{ x^{(i)} \}_{i=1}^N \) and observation noise variance \( \sigma^2_n \). Let \( B_\rho(x) = \{ x' \in D^N : \| x' - x \| \leq \rho \} \) denote the training data set restricted to a ball around \( x \) with radius \( \rho \). Then, for each \( x \in X \), the posterior variance is bounded by

\[
\sigma^2_N(x) \leq k(0) - \frac{k^2(\rho)}{k(0) + \frac{\sigma^2_n}{|B_\rho(x)|}}.
\]

Although Corollary 2 considers isotropic kernels, it can be straightforwardly extended to kernels with automatic relevance determination (Neal, 1996). This can be achieved by replacing the restriction to a ball by an ellipsoid, which leads to a set \( \tilde{B}_\rho(x^*) = \{ x' \in D^N : (x' - x^*)^T \text{diag}(l^2)^{-1}(x' - x^*) \leq \rho^2 \} \). Therefore, the posterior variance of many commonly used stationary kernels can be efficiently bounded based on Corollary 2.

**3.2 Asymptotic Analysis**

In addition, Theorem 1 can also be used for determining an asymptotic decay rate of the posterior variance for \( \lim_{N \to \infty} \sigma^2_N(x) \). Even though the limit of infinitely many training data cannot be reached in practice, this analysis is important because it helps to determine the amount of training data which is necessary to achieve a desired posterior variance. In the following corollary, we provide necessary conditions that ensure the convergence to zero of the bound (3).

**Theorem 3** Consider a GP with Lipschitz continuous kernel \( k(\cdot, \cdot) \), an infinitely large input training data set \( D^\infty = \{ x^{(i)} \}_{i=1}^\infty \) and the observation noise variance \( \sigma^2_n \). Let \( D^N = \{ x^{(i)} \}_{i=1}^N \) denote the subset of any \( N \) input training samples and let \( L_k \) be the Lipschitz constant of kernel \( k(\cdot, \cdot) \). Furthermore, let \( B_\rho(x) = \{ x' \in D^N : \| x' - x \| \leq \rho \} \) denote the training data set restricted to a ball around \( x \) with radius \( \rho \). If there exists a function \( \rho : \mathbb{N} \to \mathbb{R}_+ \) and a class \( K_\infty \) function \( \alpha : \mathbb{R} \to \mathbb{R}_+ \) such that

\[
\rho(N) \leq \frac{k(x, x)}{L_k}, \quad \forall N \in \mathbb{N}
\]

\[
\rho(N) \in \mathcal{O}\left( \frac{1}{\alpha(N)} \right)
\]

\[
\frac{1}{|B_\rho(N)(x)|} \in \mathcal{O}\left( \frac{1}{\alpha(N)} \right)
\]

holds, the posterior variance at \( x \) converges to zero as follows

\[
\sigma_N(x) \in \mathcal{O}\left( \frac{1}{\sqrt{\alpha(N)}} \right).
\]

Although it might seem impractical that the number of training samples in a ball with vanishing radius has to reach infinity in the limit of infinite training data, this is not a
restrictive condition. Deterministic sampling strategies can satisfy it, e.g. if a constant fraction of the samples lies on the considered point $x$ or if the maximally allowed distance of new samples reduces with the total number of samples.

**Remark 4** Theorem 3 does not require dense sampling in a neighborhood of the test point $x$. In fact, the conditions on the training samples in Theorem 3 are satisfied if the data is sampled densely, e.g., from a lower-dimensional manifold which contains the test point $x$, such as a line through $x$.

In the following, we derive conditions on sampling distributions that ensure a vanishing posterior variance bound. For fixed $\rho$ it is well known that the number of training samples inside the ball $B_\rho(x)$ converges to its expectation due to the strong law of large numbers. Therefore, it is sufficient to analyze the asymptotic behavior of the expected number of samples inside the ball instead of the actual number for fixed $\rho$. However, it is not clear how fast the radius $\rho(N)$ is allowed to decrease in order to ensure convergence of $|B_\rho(N)(x)|$ to its expected value. The following lemma shows that the admissible order of $\rho(N)$ depends on the local behavior of the density $p(\cdot)$ around $x$.

**Lemma 5** Consider a sequence of points $D_\infty = \{x^{(i)}\}_{i=1}^\infty$ which is generated by drawing from a probability distribution with density $p(\cdot)$. If there exists a non-increasing function $\rho : \mathbb{N} \rightarrow \mathbb{R}_+$ and constants $c, \epsilon \in \mathbb{R}_+$ such that

$$\lim_{N \rightarrow \infty} \rho(N) = 0 \quad (5)$$
$$\int_{\{x' \in X : \|x - x'\| \leq \rho(N)\}} p(x') \, dx' \geq cN^{-1+\epsilon}, \quad (6)$$

then, the sequence $|B_\rho(N)(x)|$ asymptotically behaves as $O(N^\epsilon)$ a.s.

Similarly to Theorem 1, Lemma 5 is formulated very general to be applicable to a wide variety of probability distributions. However, under additional assumptions condition (6) can be simplified. This is exemplary shown for probability densities which are positive in a neighborhood of the considered point $x$.

**Corollary 6** Consider a sequence of points $D_\infty = \{x^{(i)}\}_{i=1}^\infty$ which is generated by drawing from a probability distribution with density $p(\cdot)$, such that $p(\cdot)$ is positive in a ball around $x$ with any radius $\xi \in \mathbb{R}_+$, i.e.

$$p(x') > 0 \quad \forall x' \in \{x' : \|x - x'\| \leq \xi\}.$$

Then, for all non-increasing functions $\rho : \mathbb{N} \rightarrow \mathbb{R}_+$ for which exist $c, \epsilon \in \mathbb{R}_+$ such that

$$\rho(N) \geq cN^{-\frac{1}{d}+\epsilon} \quad \forall N \in \mathbb{N}$$
$$\lim_{N \rightarrow \infty} \rho(N) = 0$$

it holds that $|B_\rho(N)(x)| \in O\left(N^{\frac{\epsilon}{d}}\right)$ a.s.

This corollary shows that it is relatively simple to allow the maximum decay rate of $\rho(N) \approx N^{-1}$ for scalar inputs. For higher dimensions $d$ however, it cannot be achieved and the allowed decay rate decreases exponentially with $d$. Yet, this is merely a consequence of the curse of dimensionality.
4. Probabilistic Uniform Error Bound

In the case of noise free observations or under the restriction to subspaces of a RKHS, probabilistic uniform error bounds are widely used in Gaussian process regression. However, RKHS based assumptions can be difficult to interpret and the involved constants usually have to be approximated using heuristics. Furthermore, a subspace of a RKHS is an unnecessarily small hypothesis space since the inherent probability distribution of GPs has larger support. Due to these reasons, we derive a easily computable and interpretable uniform error bound for Gaussian process regression with noisy observations. In Section 4.1 we discuss the assumption of GP sample functions and relate it to RKHS interpretations. Exploiting well known properties of the distribution of maxima of Gaussian processes, we develop a method to determine interpretable hyperparameter bounds based on prior system knowledge in Section 4.2. A uniform error bound is derived under the weak assumption of Lipschitz continuity of the unknown function and the covariance kernel in Section 4.3. Finally, the asymptotic behavior of the uniform error bound is analyzed in Section 4.4.

4.1 Gaussian Process Sample Functions and Spaces with Bounded RKHS

In order to understand main differences between our approach and existing error bounds based on RKHS theory, we compare the sample space of a GP and the RKHS attached to a kernel $k(\cdot, \cdot)$. A key role in this analysis plays Mercer’s theorem (Mercer, 1909) which guarantees the existence of a feature map $\phi_i(x)$, $i = 1, \ldots, \infty$ such that we can express the kernel as

$$k(x, x') = \sum_{i=1}^{\infty} \lambda_i \phi_i(x)\phi(x')$$

with some $\lambda_i \in \mathbb{R}$ and $x, x' \in \mathbb{X} \subset \mathbb{R}^d$ with a compact set $\mathbb{X}$. The linear span of this feature map

$$\mathcal{H}_0 = \{f(x) : \exists N \in \mathbb{N}, f_i \in \mathbb{R}, i = 1, \ldots, N \text{ such that } f(x) = \sum_{i=1}^{N} f_i \phi_i(x)\},$$

which can be made a pre-Hilbert space by defining an inner product $\langle f(\cdot), g(\cdot) \rangle_{\mathcal{H}_0} = \sum_{i=1}^{\infty} \frac{f_i g_i}{\lambda_i}$. The RKHS $\mathcal{H}_k$ is then defined as the closure of $\mathcal{H}_0$ under the norm induced by the inner product $\langle \cdot, \cdot \rangle_{\mathcal{H}_0}$, i.e., $\mathcal{H}_k = \overline{\mathcal{H}_0}$. The RKHS norm is defined as $\|f(\cdot)\|_{\mathcal{H}_k} = \sum_{i=1}^{\infty} \frac{f_i^2}{\lambda_i}$ allowing the following typical assumption used to derive uniform error bounds.

**Assumption 4.1** The unknown function $f(\cdot)$ has a bounded norm in the RKHS $\mathcal{H}_k$ attached to the kernel $k(\cdot, \cdot)$, i.e., $\|f(\cdot)\|_{\mathcal{H}_k} \leq B$ for some $B \in \mathbb{R}_+$.

Since the RKHS norm captures the smoothness as well as the amplitude of a function (Kanagawa et al., 2018), this assumption does not only restrict the function class that are in the hypothesis space, e.g., analytic functions for squared exponential kernels (van der Vaart and van Zanten, 2011), but also other properties such as, e.g., the Lipschitz constant. Therefore, this assumption exhibits several issues in practice such as its unnecessary restrictiveness and the fact that determining a suitable bound $B$ can be difficult even if the function $f(\cdot)$ is
known. These issues are inherited by uniform error bounds based on this assumption. In order to overcome these problems we consider the following assumption in the subsequent analysis.

**Assumption 4.2** The unknown function \( f(\cdot) \) is a sample from the Gaussian process \( \mathcal{GP}(0, k(x, x')) \).

This assumption can be reduced to two major components: the hypothesis space and the probability distribution over this space. Similar to the RKHS the space of sample functions can be defined based on the feature map \( \phi_i(x), i = 1, \ldots, \infty \) as

\[
S = \left\{ f(x) : \exists f_i, i = 1, \ldots, \infty \text{ such that } f(x) = \sum_{i=1}^{\infty} f_i \phi_i(x) \right\}.
\]

The difference to the RKHS definition can be clearly seen: instead of the closure of a pre-Hilbert space \( \mathcal{H}_0 \) the sample space \( S \) is the span of the infinite dimensional feature map \( \phi_i(\cdot), i = 1, \ldots, \infty \). This leads to the fact that the sample space is far "larger" than the RKHS. In fact, the RKHS \( \mathcal{H}_k \) is included in the sample space \( S \) but has zero measure under the GP distribution (Rasmussen and Williams, 2006). For example, the sample space \( S \) of the squared exponential kernel is equal to the space of continuous functions which contains the space of analytic functions (van der Vaart and van Zanten, 2011). As shown in (Kanagawa et al., 2018) the sample space \( S \) can indeed be interpreted as a RKHS itself.

The probability distribution over the sample space \( S \) is defined through a zero mean Gaussian distribution over the coefficients \( f_i \) with variance \( \lambda_i \). Since the \( \lambda_i \)s can be interpreted as the eigenvalues of a linear operator defined through the covariance kernel \( k(\cdot, \cdot) \) they unfortunately depend on the hyperparameters which are typically unknown a priori. However, this dependence is equally strong for the RKHS norm \( \|f(\cdot)\|_{\mathcal{H}_k} \) which causes the problem that modification of the hyperparameters can lead to violation of the bound \( \|f(\cdot)\|_{\mathcal{H}_k} \leq B \) with fixed \( B \). In contrast, variation in the hyperparameters only changes the probability assigned to functions but not the hypothesis space itself, e.g., strongly varying continuous functions are assigned a low probability in Gaussian processes with squared exponential kernel with large length scale but the probability is always positive. Therefore, the hyperparameters are important to shape our prior distributions such that it indeed represents our a priori knowledge of the unknown function but Assumption 4.2 is valid independently of them.

In addition to the hypothesis space and the corresponding probability distribution, observation noise plays a central role in Gaussian process regression. We consider natural noise of the GP framework in the following.

**Assumption 4.3** Observations \( y = f(x) + \epsilon \) are perturbed by zero mean i.i.d. Gaussian noise \( \epsilon \) with variance \( \sigma_n^2 \).

This assumption is in contrast to the bounded, sub-Gaussian noise requirement posed in (Srinivas et al., 2012; Chowdhury and Gopalan, 2017). Although our assumption can be considered restrictive because only Gaussian noise is allowed, the requirement to know an upper bound of the noise is equally restrictive in practice. However, Gaussian noise is a well-established assumption and frequently employed in control theoretical literature, e.g., (Kailath, 1968; Hadidi and Schwartz, 1979; Ding et al., 2010; Komaee, 2012).
4.2 Belief Shaping through Constrained Likelihood Optimization

Hyperparameters of covariance kernels play a crucial role in Gaussian process regression since they determine the shape of the probability distribution over the function space. Thus, they strongly affect prediction performance and are critical in encoding prior knowledge. Despite of this importance, hyperparameters are typically determined by an unconstrained optimization of the log-likelihood of the data. This can lead to poor models and overestimation of the model confidence through small posterior variances, particularly in regions of the input space with few training samples. In order to overcome this issue, we propose a constrained hyperparameter optimization, which allows to take into account prior knowledge of the unknown function in the form of uncertain estimates of extrema and derivative extrema. This knowledge is often available, e.g., for physical systems.

In order to see a direct relationship between the hyperparameters and these function properties more clearly, the following result is introduced which relates the extremum value of sample functions to the covariance kernel $k(\cdot, \cdot)$.

**Theorem 7** Consider a zero mean Gaussian process defined through the covariance kernel $k(\cdot, \cdot)$ with continuous partial derivatives up to the second order and Lipschitz constant $L_k$ on the set $\mathcal{X}$ with maximal extension $\theta = \max_{x, x' \in \mathcal{X}} \|x - x'\|$. Then, with probability of at least $1 - \delta_f$ a sample function $f(\cdot)$ satisfies

$$\max_{x \in \mathcal{X}} f(x) \leq f_{\text{max}}(\delta_f)$$

with probabilistic maximum absolute value

$$f_{\text{max}}(\delta_f) = \left(\sqrt{2 \log \left(\frac{1}{\delta_f}\right)} + 12 \sqrt{2d \log \left(\frac{\sqrt{4dL_k(1+\sqrt{2})e}}{\max_{x \in \mathcal{X}} \sqrt{k(x, x)}}\right)}\right) \max_{x \in \mathcal{X}} \sqrt{k(x, x)}.$$  \hspace{1cm} (7)

Analogously, we can derive a bound for the partial derivatives of the sample functions.

**Corollary 8** Consider a zero mean Gaussian process defined through the covariance kernel $k(\cdot, \cdot)$ with continuous partial derivatives up to the fourth order and partial derivative kernels $k^{\partial_i}(x, x') = \frac{\partial^2}{\partial x_i \partial x_i'} k(x, x')$ $\forall i = 1, \ldots, d$.

Let $L_{k}^{\partial_i}$ denote the Lipschitz constants of the partial derivative kernels $k^{\partial_i}(\cdot, \cdot)$ on the set $\mathcal{X}$ with maximal extension $\theta = \max_{x, x' \in \mathcal{X}} \|x - x'\|$. Then, for each $i = 1, \ldots, d$ a sample function $f(\cdot)$ of the Gaussian process satisfies with probability of at least $1 - \delta_L$ that

$$\max_{x \in \mathcal{X}} \frac{\partial}{\partial x_i} f(x) \leq f_{\text{max}}^{\partial_i}(\delta_L)$$

with probabilistic maximum absolute derivative

$$f_{\text{max}}^{\partial_i}(\delta_L) = \left(\sqrt{2 \log \left(\frac{1}{\delta_L}\right)} + 12 \sqrt{2d \log \left(\frac{\sqrt{4dL_k^{\partial_i}(1+\sqrt{2})e}}{\max_{x \in \mathcal{X}} \sqrt{k^{\partial_i}(x, x)}}\right)}\right) \max_{x \in \mathcal{X}} \sqrt{k^{\partial_i}(x, x)}.$$  \hspace{1cm} (8)
Although Theorem 7 and Corollary 8 do not directly provide intuitive insight into the relation between hyperparameters and maximal values, this is easily achieved by simplifying them for a specific kernel. This is straightforward for many commonly used covariance functions such as the squared exponential and Matérn class kernels. For example, we consider the isotropic squared exponential kernel

\[ k(x, x') = \sigma_f^2 \exp \left( -\frac{1}{2l^2} \| x - x' \|^2 \right), \]

with lengthscale \( l \in \mathbb{R}_+ \) and signal standard deviation \( \sigma_f \in \mathbb{R}_+ \). It is trivial to show that this covariance function satisfies

\[ \max_{x \in \mathcal{X}} \sqrt{k(x, x)} = \sigma_f \quad \quad \max_{x \in \mathcal{X}} \sqrt{k^{\partial i}(x, x)} = \frac{\sigma_f}{l}. \]

Furthermore, the Lipschitz constant of the kernel and the derivative kernels are given by

\[ L_k = \frac{\sigma_f^2}{l e^{3/2}} \quad \quad L^{\partial i}_k = \omega \frac{\sigma_f^2}{l^3}, \]

where

\[ \omega = \sqrt{6(3 - \sqrt{6})} \exp \left( \sqrt{\frac{3}{2}} - \frac{3}{2} \right). \]

Based on these values, application of Theorem 7 and Corollary 8 to the squared exponential kernel leads to the bounds

\[ f_{\text{max}}(\delta_f) = \left( \sqrt{2 \log \left( \frac{1}{\delta_f} \right)} + 12 \sqrt{2d \log \left( \frac{\sqrt{4\theta (1 + \sqrt{2})e^3}}{l} \right)} \right) \frac{\sigma_f}{l}, \]

\[ f^{\partial i}_{\text{max}}(\delta_L) = \left( \sqrt{2 \log \left( \frac{1}{\delta_L} \right)} + 12 \sqrt{2d \log \left( \frac{\sqrt{4\theta \omega (1 + \sqrt{2})e^{3 \sqrt{3}}}}{\sqrt{l}} \right)} \right) \frac{\sigma_f}{l}. \]

These expressions are easily interpretable and provide deep insight into the effects of hyperparameters on the prior distribution. The maximum value of sample functions is strongly influenced by the signal standard deviation \( \sigma_f \), while the length scale \( l \) merely acts as a logarithmic factor. This resembles our intuitive understanding of hyperparameters: choosing a large value for \( \sigma_f \) causes functions that may differ strongly from the mean function. In contrast, the quotient between signal standard deviation \( \sigma_f \) and length scale \( l \) is crucial for the maximum absolute value of the partial derivative functions. This coincides with the observation that a small length scale causes strongly varying functions.

Due to this strong influence of the kernel hyperparameters on the distribution over sample functions, they have a large impact on the regression performance in regions with sparse data, and have a crucial importance regarding the proper estimation of the uncertainty of predictions. In order to ensure to obtain suitable hyperparameters, we propose to include
approximate information about the roughness of unknown functions in the training, which is often available in practical applications. We assume that this knowledge can be expressed as

\[ P \left( \max_{x \in X} f(x) \geq \tilde{f} \right) \geq \delta_f \]
\[ P \left( \min_{x \in X} f(x) \leq \bar{f} \right) \geq \delta_f \]
\[ P \left( \max_{x \in X} \frac{\partial}{\partial x_i} f(x) \geq \tilde{f}^{\partial_i} \right) \geq \delta_{L} \]
\[ P \left( \min_{x \in X} \frac{\partial}{\partial x_i} f(x) \leq \bar{f}^{\partial_i} \right) \geq \delta_{L} , \]

where \( \bar{f}, \tilde{f}, \bar{f}^{\partial_i} \) and \( \tilde{f}^{\partial_i} \) are the bounds representing the probabilistically known prior information of the unknown function \( f(\cdot) \). Due to the bounds (7), (8) and symmetry, a necessary condition to satisfy this knowledge with the sample functions of the GP prior distribution is given by

\[ \max\{-f, \tilde{f}\} \leq f_{\text{max}}(\delta_f) \]
\[ \max\{-f^{\partial_i}, \tilde{f}^{\partial_i}\} \leq f^{\partial_i}(\delta_{L}) . \]

Therefore, it is straightforward to add constraints to a training algorithm such as likelihood maximization as follows

\[ \max_{\kappa} -\frac{1}{2} y^T A_{N,\kappa}^{-1} y - \frac{1}{2} \log(|A_{N,\kappa}|) - \frac{N}{2} \log(2\pi) \]
\[ \text{subject to } \max\{-f, \tilde{f}\} \leq f_{\text{max}}(\delta_f) \]
\[ \max\{-f^{\partial_i}, \tilde{f}^{\partial_i}\} \leq f^{\partial_i}(\delta_{L}) \quad \forall i = 1, \ldots, d. \]

Even though the hyperparameters obtained with the constrained log-likelihood maximization might result in a higher empirical prediction error of the GP mean function, they define a probability distribution which reflects the assumptions on the unknown function. This implies that the uncertainty is captured properly by the posterior GP variance, which can be challenging especially in regions with no training data. Thereby, the constrained log-likelihood maximization is a crucial step towards a well-defined and interpretable uniform error bound.

**4.3 Uniform Error Bound based on Lipschitz Continuity**

Typical uniform error bounds (Srinivas et al., 2012; Chowdhury and Gopalan, 2017) rely on subspaces of the RKHS attached to the covariance kernel \( k(\cdot, \cdot) \) used in GP regression. In contrast, we derive a theorem assuming the unknown function lies in the sample space \( S \), which is a weaker assumption as discussed in Section 4.1 and allows to incorporate prior knowledge as described in Section 4.2. In order to pursue our analysis we require the unknown function to exhibit a bounded Lipschitz constant, which is a weak assumption for many control systems and already required for determining interpretable hyperparameters of the covariance kernel. Since a Lipschitz continuous function requires Lipschitz continuous kernels for meaningful regression, it is also trivial to show Lipschitz continuity of the posterior mean and variance. By defining a virtual grid for analysis we show that the corresponding Lipschitz constants can be exploited to derive a uniform error bound in the following theorem.
Theorem 9 Consider a zero mean Gaussian process defined through the continuous covariance kernel $k(\cdot, \cdot)$ with Lipschitz constant $L_k$ on the compact set $X$. Furthermore, consider a continuous unknown function $f : X \to \mathbb{R}$ with Lipschitz constant $L_f$ and $N \in \mathbb{N}$ observations $y^{(i)}$ satisfying Assumptions 4.2 and 4.3. Then, the posterior mean $\nu_N(\cdot)$ and posterior variance $\sigma^2_N(\cdot)$ of a Gaussian process conditioned on the training data $\{(x^{(i)}, y^{(i)})\}_{i=1}^N$ are continuous with Lipschitz constants $L_{\nu_N}$ and $L_{\sigma^2_N}$ on $X$, respectively, where

$$L_{\nu_N} \leq L_k \sqrt{N} \left\| (K(X_N, X_N) + \sigma^2_n I_N)^{-1} y_N \right\|,$$

$$L_{\sigma^2_N} \leq 2\tau L_k \left( 1 + N \left\| (K(X_N, X_N) + \sigma^2_n I_N)^{-1} \max_{x, x' \in X} k(x, x') \right\|, \right) .$$

Moreover, pick $\delta \in (0, 1)$, $\tau \in \mathbb{R}_+$ and set

$$\beta(\tau) = 2 \log \left( \frac{M(\tau, X)}{\delta} \right),$$

$$\gamma(\tau) = (L_{\nu_N} + L_f) \tau + \sqrt{\beta(\tau) L_{\sigma^2_N} \tau},$$

where $M(\tau, X)$ denotes the $\tau$-covering number of $X$, i.e., the minimum number such there exists a set $X_\tau$ satisfying $|X_\tau| = M(\tau, X)$ and $\forall x \in X$ there exists $x' \in X_\tau$ with $\|x - x'\| \leq \tau$. Then, it holds that

$$P \left( |f(x) - \nu_N(x)| \leq \sqrt{\beta(\tau)} \sigma_N(x) + \gamma(\tau), \ \forall x \in X \right) \geq 1 - \delta. \quad (10)$$

It is important to note that most of the parameters in Theorem 9 do not require a difficult analysis such that the bound (10) can be directly evaluated. While the computation of the exact covering number $M(\tau, X)$ is a difficult problem for general sets $X$, it can be easily upper bounded as illustrated in Fig. 1. For this reason, we overapproximate the set $X$ through a hypercube $\tilde{X}$ with edge length $\theta$. Then, the covering number of $\tilde{X}$ is bounded by
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(Shalev-Shwartz and Ben-David, 2013)

\[ M(\tau, \bar{X}) \leq \left( \frac{\theta \sqrt{d}}{2\tau} \right)^d, \]

which is by construction also a bound for the covering number of \( \bar{X} \), i.e.,

\[ M(\tau, \bar{X}) \leq \left( \frac{\theta \sqrt{d}}{2\tau} \right)^d. \]

Since a probabilistic Lipschitz constant \( L_f \) of the unknown function is a preliminary requirement for suitable hyperparameters as explained in Section 4.2, the uniform error bound mainly depends on training data \( \mathcal{D} \), the considered set \( \mathbb{X} \), the probability \( \delta \) and the virtual grid constant \( \tau \) allowing the direct computation of the bound (10). Hence, it is trivially evaluated with very little computational complexity emphasizing its high applicability, especially in safe control of unknown systems which can require fast computation of bounds.

Furthermore, it is important to observe that the virtual grid constant \( \tau \) balances the effect of the state space discretization and the inherent uncertainty measured by the posterior standard deviation \( \sigma_N(\cdot) \). Therefore, \( \gamma(\tau) \) can be made arbitrarily small by choosing \( \tau \) sufficiently fine virtual grid. This in turn increases \( \beta(\tau) \) and thus the effect of the posterior standard deviation \( \sigma_N(\cdot) \) on the bound. However, \( \beta(\tau) \) depends merely logarithmically on \( \tau \) such that even poor Lipschitz constants \( L_{\nu_N}, L_{\sigma_N^2} \) and \( L_f \) can be easily compensated by small virtual grid constants \( \tau \). In the following subsection we exploit this trade-off to analyze the asymptotic behavior \( N \to \infty \) of our uniform error bound and show that convergence to zero can be achieved with suitable training data.

**Remark 10** Since the standard deviation \( \sigma_N(\cdot) \) varies within the state space \( \mathbb{X} \), an optimal virtual grid constant \( \tau \), which minimizes the expression \( \sqrt{\beta(\tau)\sigma_N(x)} + \gamma(\tau) \) for all \( x \in \mathbb{X} \), does not exist in general. While simple approaches such as choosing \( \tau \) such that \( \gamma(\tau) \) is negligible for all \( x \in \mathbb{X} \) provide satisfying results in our simulations, more complex approaches remain open research questions.

### 4.4 Analysis of Asymptotic Behavior

A crucial question in safe reinforcement learning and control of unknown systems is the existence of lower bounds for the learning error since they determine the achievable control performance. It can be directly observed from Theorem 9 that the training data plays the critical role in this question since it affects the posterior standard deviation \( \sigma_N(\cdot) \). By analyzing the asymptotic behavior of (10), i.e., considering the limit \( N \to \infty \), we can derive conditions for the posterior variance which ensure that an arbitrarily small error can be achieved with suitable training data. This is shown in the following theorem.

**Theorem 11** Consider a zero mean Gaussian process defined through the covariance kernel \( k(\cdot, \cdot) \) with continuous partial derivatives up to the fourth order on the set \( \mathbb{X} \). Furthermore, consider an infinite data stream of observations \( (x^{(i)}, y^{(i)}) \) of an unknown, Lipschitz continuous function \( f : \mathbb{X} \to \mathbb{R} \) which satisfies Assumptions 4.2 and 4.3. Let \( \nu_N(\cdot) \) and \( \sigma_N(\cdot) \)
denote the mean and standard deviation of the Gaussian process conditioned on the first \( N \) observations. If there exists a class \( \mathcal{K}_\infty \) function \( \alpha : \mathbb{R} \to \mathbb{R}_+ \) and a constant \( \epsilon > 0 \) such that

\[
\sigma_N(x) \in \mathcal{O}\left(\frac{1}{\alpha(N)}\right) \subset \mathcal{O}\left(\frac{1}{\sqrt{\log(N)}}\right) \quad \forall x \in \mathbb{X},
\]

then the learning error uniformly converges to zero almost surely with rate

\[
\sup_{x \in \mathbb{X}} \|\nu_N(x) - f(x)\| \in \mathcal{O}\left(\frac{\sqrt{\log(N)}}{\alpha(N)}\right) \quad \text{a.s.}
\]

Compared to Theorem 9 this theorem does not require knowledge of the Lipschitz constant \( L_f \) of the unknown function \( f(\cdot) \). However, it instead requires increased smoothness of the covariance kernel. This smoothness guarantees the existence of probabilistic maximum absolute values and Lipschitz constants due to Theorem 7 and Corollary 8, respectively, which is exploited together with Theorem 9 in the proof. Moreover, note that this theorem guarantees almost sure convergence, while previous versions in (Lederer et al., 2019) merely guaranteed convergence with arbitrary probability.

Although the asymptotic analysis is typically not performed for the related approaches in (Srinivas et al., 2012; Chowdhury and Gopalan, 2017), similar conditions for the posterior variance can be straightforwardly derived. Due to the dependence on the information gain of these approaches, the necessary decrease rate depends strongly on the covariance kernel \( k(\cdot, \cdot) \). For example, the information gain behaves as \( \mathcal{O}(\log(N)^{d+1}) \) for the squared exponential kernel which leads to the conditions \( \sigma_N(\cdot) \in \mathcal{O}\left(\log(N)^{-\frac{d}{2} - 2}\right) \) for (Srinivas et al., 2012) and \( \sigma_N(\cdot) \in \mathcal{O}\left(\log(N)^{-\frac{d+1}{2}}\right) \) for (Chowdhury and Gopalan, 2017). For the Matérn kernel with smoothness parameter \( \nu \) the information gain exhibits the asymptotic behavior \( \mathcal{O}\left(N^{-\frac{d(d+1)}{4\nu+2d(d+1)} \log(N)}\right) \) such that \( \sigma_N(\cdot) \in \mathcal{O}\left(N^{-\frac{d(d+1)}{4\nu+2d(d+1)} \log(N)}\right)^{-2} \) for (Srinivas et al., 2012) and \( \sigma_N(\cdot) \in \mathcal{O}\left(N^{-\frac{d(d+1)}{4\nu+2d(d+1)} \log(N)}\right)^{-2} \) for (Chowdhury and Gopalan, 2017) are required. It can be clearly observed that in both cases the conditions on the posterior variance are far more restrictive than required by Theorem 11.

In addition to the weaker conditions of Theorem 11, it allows to directly pose a condition on the infinite training data sequence to ensure a vanishing uniform error bound by exploiting Theorem 3. This is shown in the following corollary.

**Corollary 12** Consider a zero mean Gaussian process defined through the covariance kernel \( k(\cdot, \cdot) \) with continuous partial derivatives up to the fourth order on the set \( \mathbb{X} \). Furthermore, consider an infinite sequence of observations \( y^{(i)} \) of an unknown, Lipschitz continuous function \( f : \mathbb{X} \to \mathbb{R} \) which satisfies Assumptions 4.2 and 4.3. If there exists a function \( \rho : \mathbb{N} \to \mathbb{R}_+ \) and a constant \( \epsilon \in \mathbb{R}_+ \) such that the assumptions of Theorem 3 are satisfied with \( 1/\alpha(N) \in \mathcal{O}(\log(N)^{-1-\epsilon}) \) for all \( x \in \mathbb{X} \), then the learning error uniformly converges to zero almost surely with rate

\[
\sup_{x \in \mathbb{X}} \|\nu_N(x) - f(x)\| \in \mathcal{O}\left(\sqrt{\frac{\log(N)}{\alpha(N)}}\right) \quad \text{a.s.}
\]
5. Safety Guarantees for Control of Unknown Dynamical Systems

When applying learning controllers in safety-critical applications like autonomous driving or robots working in close proximity to humans, upper bounds for the tracking error are crucial to provide formal safety guarantees for the dynamical systems. Therefore, we demonstrate how the results in the previous sections can be applied to design regulators for the safe control of unknown dynamical systems. A feedback linearization controller for robust tracking is presented in Section 5.1. In section 5.2 the stability of this controller is analyzed and the asymptotic behavior for infinite training data is investigated.

5.1 Tracking Control Design

We consider a nonlinear control affine dynamical system

\[
\dot{x}_1 = x_2, \quad \dot{x}_2 = x_3, \quad \ldots \quad \dot{x}_d = f(x) + u, \tag{11}
\]

with state \( x = [x_1 \ x_2 \ \ldots \ x_d]^T \in \mathbb{X} \subset \mathbb{R}^d \) and control input \( u \in \mathbb{U} \subseteq \mathbb{R} \). Although we assume that the function \( f(\cdot) \) is unknown, the structure of the dynamics is not. However, this is not a severe restriction since nonlinear control affine systems of the form (11) can be applied in a wide variety of applications such as Lagrangian dynamics and many physical systems.

Our goal is to determine a policy \( \pi : \mathbb{X} \rightarrow \mathbb{U} \) such that the output \( x_1 \) tracks the desired trajectory \( x_{\text{ref}}(t) \) with vanishing tracking error \( e = [e_1 \ \ldots \ e_d]^T = x - x_{\text{ref}} \) where \( x_{\text{ref}} = [x_{\text{ref}} \ x_{\text{ref}} \ \ldots \ x_{\text{ref}}]^T \), i.e., \( \lim_{t \rightarrow \infty} ||e|| = 0 \). We assume that training data of the real system is available in the form of noisy observations \( y^{(i)} = f(x^{(i)}) + \epsilon, \ i = 1, \ldots, N, \ \epsilon \sim \mathcal{N}(0, \sigma^2_n) \) such that we can train a Gaussian process and use its posterior mean function \( \nu_N(\cdot) \) as a model estimate of the unknown function \( f(\cdot) \). Based on this model estimate we compensate the unknown non-linearity \( f(\cdot) \) which is commonly referred to as feedback linearization for control affine systems (Khalil, 2002). After compensation of the non-linearity we apply linear regulators for the tracking such that we obtain the policy

\[
u_N(x) \rightleftharpoons \pi(x), \tag{12}
\]

with the linear controller for tracking

\[
\pi(x) = \lambda_{d+1} \ x_{\text{ref}} - k_c \ \lambda_1 \ e
\]

with control gain \( k_c \in \mathbb{R}_+ \) and filter coefficients \( \lambda = [\lambda_1 \ \lambda_2 \ \ldots \ \lambda_{d-1}] \in \mathbb{R}^{d-1} \), such that the polynomial \( s^{d-1} + \lambda_{d-1} s^{d-2} + \ldots + \lambda_1 \) with \( s \in \mathbb{C} \) is Hurwitz (Hurwitz, 1895). The application of this policy leads to the error dynamics (Chowdhary et al., 2015)

\[
\dot{e} = A \ e + \begin{bmatrix}
0 & 1 & 0 & \ldots & 0 \\
0 & 0 & 1 & \ldots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
-k_c \lambda_1 & -k_c \lambda_2 & -k_c \lambda_3 & \ldots & -k_c \\
\end{bmatrix} e + \begin{bmatrix}
0 \\
0 \\
\vdots \\
0 \\
\end{bmatrix} f(x) - \nu_N(x). \tag{13}
\]

The first addend corresponds to the nominal error dynamics, which are described by a linear system with dynamics matrix \( A \), while the second addend represents the effect of the learning error on the tracking error dynamics.


Remark 13 Our assumption on the available training data allows noisy observations of the derived state \( \dot{x}_d \) while the states \( x \) themselves must be measured noise free. Although this assumption is debatable, it reflects practical implementation well due to the fact that the time derivative \( \dot{x}_d \) is typically realized with finite difference approximations. These approximations inject considerably more noise than direct measurements of the state \( x \).

5.2 Probabilistic Stability Analysis

For safety critical applications, e.g., when robots and human work in close proximity, it is crucial to formally verify that the controlled system satisfies safety constraints. This requires a sufficiently precise model \( \nu_N(\cdot) \) and a properly chosen control gain \( k_c \) as well as filter coefficients \( \lambda \) such that an upper bound on the tracking error \( e \) can be determined as defined in the following.

Definition 14 (Ultimate Boundedness) The tracking error \( e(t) \) between a dynamical system \( \dot{x} = f(x,u) \) and a reference trajectory \( x_{ref} \) is ultimately bounded, if there exists a positive constant \( b \in \mathbb{R}_+ \) such that for every \( a \in \mathbb{R}_+ \), there is a \( T = T(a,b) \in \mathbb{R}_+ \) such that

\[
\|e(t_0)\| \leq a \implies \|e(t)\| \leq b, \forall t \geq t_0 + T.
\]

As an analytical computation of the trajectories \( x(t) \) is generally impossible, we conduct a stability analysis based on Lyapunov theory. This analysis exhibits the advantage that conclusions about the closed-loop system behavior can be drawn without the necessity of simulating the controlled system or even executing the policy on the real system (Khalil, 2002). In the following, we consider a bounded reference trajectory \( x_{ref} \) in order to comply with the requirement of a compact state space \( X \) for the uniform error bound of Gaussian process regression.

Lemma 15 ((Khalil, 2002)) Consider a dynamical system \( \dot{x} = f(x,u) \) and a bounded reference trajectory \( x_{ref} \). If there exists a positive definite (so called Lyapunov) function, \( V : \mathbb{R}^d \rightarrow \mathbb{R}_+ \), and a set \( V = \{e \in \mathbb{R}^d | V(e) \leq \bar{v}\} \) for \( \bar{v} \in \mathbb{R}_+ \), such that

\[
\dot{V}(e) < 0 \quad \forall e \in \{e \in \mathbb{R}^d | \bar{v} < V(e) \leq \bar{v}\}
\]

then the tracking error \( e \) is ultimately bounded to the set \( V \) for all \( x(t_0) \in \{x \in X | V(x - x_{ref}) < \bar{v}\} \).

Based on this lemma we can check the satisfaction of safety constraints by explicitly determining the set \( V \) as shown in the following.

Theorem 16 Consider a control affine system (11), where \( f(\cdot) \) admits a Lipschitz constant \( L_f \) on \( X \subset \mathbb{R}^d \), with feedback linearizing controller (12). Let \( P = [p_1 \ldots p_d] \in \mathbb{R}^{d \times d} \) the unique, positive definite solution to the algebraic Riccati equation

\[
A^TP + PA = -I_d
\]
with $A$ defined in (13). Assume that $f(\cdot)$ satisfies Assumption 4.2 and the observations $y^{(i)}$, $i = 1, \ldots, N$, satisfy the conditions of Assumption 4.3. Consider the set of initial states $X_0$ and the Lyapunov decrease region $L$ defined as

$$X_0 = \left\{ x \in X \mid (x - x_{ref})^T P (x - x_{ref}) \leq \min_{x' \in \mathbb{R}^d \setminus X} (x' - x_{ref})^T P (x' - x_{ref}) \right\},$$

$$L = \left\{ x \in X \mid \|x - x_{ref}\|^2 \leq 2 \left( \sqrt{\beta(\tau)} \sigma_N(x) + \gamma(\tau) \right) \|x - x_{ref}\| P_{dl} \right\}$$

with $\beta(\tau)$ and $\gamma(\tau)$ from Theorem 9. If $X \setminus L \subseteq X_0$, then the tracking error $e(t)$ converges with probability of at least $1 - \delta$ for all $x(t_0) \in X_0$ to the ultimately bounded set

$$V = \left\{ e \in \mathbb{R}^d \mid e^T P e \leq v \right\}$$

with ultimate bound

$$v = \max_{x \in L} (x - x_{ref})^T P (x - x_{ref}).$$

It is trivial to see that the ultimate bound $v$ and consequently the extension of the ultimately bounded set $V$ can be made arbitrarily small by reducing the posterior variance $\sigma_N(\cdot)$, which can be achieved by adding more training data. Therefore, it is straightforward to prove a vanishing control error $e$ in the limit of infinite training data, which is defined as asymptotic stability in control literature (Khalil, 2002). This is shown in the following corollary.

**Corollary 17** Consider a control affine system (11), where $f(\cdot)$ satisfies Assumption 4.2 for a Gaussian process defined through the covariance kernel $k(\cdot, \cdot)$ with continuous partial derivatives up to the fourth order on the set $X$ and the infinite observation sequence $y^{(i)}$, $i = 1, \ldots, \infty$, satisfies the conditions of Assumption 4.3. If the assumptions of Theorem 3 are satisfied with $\alpha(N) \in \mathcal{O} \left( \log(N)^{-1-\epsilon} \right)$ for all $x \in X$, then the tracking error satisfies the ultimate bound ultimate bound $v \in \mathcal{O} \left( \sqrt{\log(N)/\alpha(N)} \right)$ with probability of at least $1 - \delta$. Moreover, the feedback linearizing controller almost surely asymptotically stabilizes the system for all initial states $x(t_0) \in X_0$ in the limit of infinitely many training samples.

6. Numerical Evaluation

In this section we illustrate the behavior of the proposed bounds for the posterior variance, the learning error and the control error. Section 6.1 compares our variance bounds to the exact posterior variance and bounds from literature for different sampling distributions. In Section 6.2 we illustrate the importance of suitable prior distributions for meaningful uniform error bounds and evaluate the proposed constrained hyperparameter optimization. Finally, the data-dependency of the feedback linearizing controller is analyzed in Section 6.3 before it is applied to reference tracking with a real-world robotic manipulator in Section 6.4.

6.1 Decrease Rate of Posterior Variance Bounds

We compare the bounds in Theorem 1 and Corollary 2 to the exact posterior variance for GPs with a squared exponential, a Matérn kernel with $\nu = \frac{1}{2}$, a polynomial kernel with
\( p = 3 \) and a neural network kernel. Furthermore, we evaluate the bound \( \sigma^2(x) \) proposed in (Williams and Vivarelli, 2000), which considers the two closest points in the data set to the test point resulting in

\[
\sigma^2_2(x) = k(0) - \frac{(k(0) + \sigma^2_n)(k^2(\rho_2) + k^2(\rho_1)) - 2k(\eta)k(\rho_1)k(\rho_2)}{(k(0) + \sigma^2_n)^2 - k^2(\eta)},
\]

where \( \rho_1 \) and \( \rho_2 \) are the distances to the two closest training samples and \( \eta \) is the distance between the two closest training samples. Additionally, we consider the bound for the mean square prediction error proposed in (Wang and Haaland, 2018) which corresponds to a bound on the posterior variance. This bound is given by

\[
\hat{\sigma}^2_2(x) = k(x, x) - 2k(x, x) + k(x, x) - \frac{(k(x, x) + k(x, x))^2}{N\sup_{x', x'' \in \mathbb{X}} k(x', x'') + \sigma^2_n} \nonumber
\]

\[
\sigma^2_n(N\sup_{x', x'' \in \mathbb{X}} k(x', x'') + 2(k(x, x) + k(x, x))^2) \nonumber
\]

where \( x \) denotes the closest point in the training data set to the test point \( x \). The posterior variance is evaluated at the point \( x = 1 \) for a uniform training data distribution \( U([0, 1.5]) \).

Furthermore, the length scale of the kernels is set to \( l = 1 \) where applicable and the noise variance is set to \( \sigma^2_n = 0.1 \). In order to obtain a good value for the information radius \( \rho \), consider the following approximation of (4) for isotropic kernels

\[
\hat{\sigma}^2_2(1) \approx k(0) - \frac{k^2(\rho)}{k(0)} + \frac{k(0)\sigma^2_n}{N\rho k(0) + \sigma^2_n},
\]

where we use the expectation of \( E[|B_\rho(1)|] = N\rho \) instead of the random variable \( |B_\rho(1)| \). For the squared exponential kernel the Taylor expansion around \( \rho = 0 \) yields

\[
k(0) - \frac{k^2(\rho)}{k(0)} \approx 2\rho^2 l^2 + O(\rho^3).
\]

Therefore, for large \( N \) the best asymptotic behavior of (4) is achieved with \( \rho(N) = cN^{-\frac{1}{3}} \) for the squared exponential kernel under uniform sampling and leads to \( \hat{\sigma}^2_2(1) \approx O(N^{-\frac{2}{3}}) \). The same approach can be used to calculate the information radius \( \rho(N) \) with the best asymptotic behavior of the bound in Theorem 2 for the Matérn kernel with \( \nu = \frac{1}{2} \). This leads to \( \rho(N) = cN^{-\frac{1}{2}} \) and an asymptotic behavior of \( \hat{\sigma}^2_2(1) \approx O(N^{-\frac{1}{2}}) \). For the non-isotropic kernels, we pursue a similar approach and substitute the expected number of samples \( N\rho \) in (3), which results in the asymptotically optimal \( \rho(N) = cN^{-\frac{1}{2}} \) and \( \hat{\sigma}^2_2(1) \approx O(N^{-\frac{1}{2}}) \). For the general bound in Theorem 1 we consider \( x^* = x = 1 \) as reference point for the isotropic kernels, whereas we choose \( x^* = 1.4 \) as reference point for the non-isotropic kernels because it exhibits higher variance \( k(1.4, 1.4) \) and lies not on the boundary of the considered interval [0.5, 1.5]. The posterior variance bounds and the exact posterior variance \( \sigma^2_K(1) \) averaged over 20 training data sets are illustrated in Fig. 2.
Figure 2: Average posterior variance and bounds of the squared exponential, the Matérn kernel with \( \nu = \frac{1}{2} \), the polynomial kernel with \( p = 3 \) and the neural network kernel for uniformly sampled training data.

We also compare the bounds in Theorem 1 and Theorem 2 to the exact posterior variance for training data sampled from the distribution with density function

\[
p(x) = 4|1 - x|, \quad 0.5 \leq x \leq 1.5.
\]

This probability density vanishes at the test point \( x = 1 \) and it leads to \( \tilde{p}(N) = 4\rho^2(N) \) for \( \rho(N) \leq 0.5 \). By employing a Taylor expansion of the kernel around the test point, we can derive the optimal asymptotic decay rates for \( \rho(N) \) as in the previous section. For the Matérn kernel, this leads to \( \rho(N) = cN^{-\frac{1}{3}} \) and an asymptotic behavior of the posterior variance \( \sigma^2_N(1) \approx O(N^{-\frac{5}{3}}) \). For the squared exponential kernel, a slightly faster decreasing \( \rho(N) = cN^{-\frac{1}{2}} \) can be chosen, which results in \( \tilde{\sigma}^2(1) \approx O(N^{-\frac{1}{2}}) \). For the non-isotropic kernels we choose the reference point at \( x^* = 1.4 \) such that it does not suffer from the vanishing distribution. Hence, we choose \( \rho(N) = cN^{-\frac{1}{2}} \) as for the uniform distributed training data. The resulting posterior variance bounds and the exact posterior variance are illustrated in Fig. 3.

The posterior variance bounds for the isotropic squared exponential and Matérn kernel exhibit a similar decrease rate as the actually observed one in Fig. 2 and Fig. 3. Indeed, the bound for the Matérn kernel shows the exact same behavior and only differs by a constant factor for large \( N \). However, for non-isotropic kernels, our bound in Theorem 1 is rather loose as it converges with \( O(N^{-\frac{1}{2}}) \) while the true posterior variance exhibits a decay rate of approximately \( O(N^{-1}) \) for the uniform distribution in Fig. 2. Furthermore, merely a small difference of the decrease rate of the numerically estimated posterior variance and
our proposed bound $\hat{\sigma}^2(1)$ can be observed between both figures. This is caused by the non-isotropy of the kernel and the bound: the kernel considers data globally, while our bound considers data locally around a non-local reference point $x^*$. Finally, both of our proposed bounds are advantageous compared to existing approaches in the fact that they converge to a constant decrease rate, whereas the existing bounds converge to a constant value. Therefore, our bounds can be applied to for small as well as large numbers of training samples, while existing approaches work well only for small numbers of training samples.

### 6.2 Importance of Priors for Uniform Error Bounds

It is always possible to find a probability $\delta$ such that the uniform error bound (30) holds on the whole considered set $X$. However, this value can be very small. Therefore, suitable hyperparameters are crucial to shape the prior distribution such that it assigns proper probability to the functions that coincide with the prior information and consequently, the uniform error bound holds with reasonably small values of $\delta$. In order to demonstrate the effectiveness of incorporating prior information about maximum values and maximum derivative values through constraints on the hyperparameters, we compare the satisfaction of the uniform error bound (10) for constrained and unconstrained hyperparameters on two practically relevant scenarios.

The first scenario considers the problem of choosing hyperparameters without any data, which is an issue that is typically avoided in applications such as sequential decision making.
Figure 4: Violation of the uniform error bound for GP regression with isotropic squared exponential kernel, where the hyperparameters are obtained from constrained and unconstrained random sampling.

by assuming randomly distributed measurements. In physical applications, however, there is typically no principled way for obtaining such initial data. Therefore, we assume random hyperparameters instead and enforce the constraints (9b) and (9c) by redrawing samples. We evaluate the performance on the function \( f(x) = \sin(x_1) + \frac{1}{1+e^{-x_2}} \) and consider the prior information \( \bar{f} = 1.5, \bar{f} = -0.8, \bar{f} = 0.8, \bar{f} = -0.8, \bar{f} = 0.2, \bar{f} = 0.2, \bar{f} = 0.0 \) with probability \( \delta_f = \delta_L = 0.99 \). We investigate the uniform error bound with \( \delta = 0.1 \) and \( \tau = 1e - 2 \) on the region \( [-4, 4]^2 \) for a Gaussian process with isotropic squared exponential kernel. The signal standard deviation \( \sigma_f \) and the inverse length scale \( 1/l \) are drawn from the exponential distribution with mean \( 0.05 \) and we perform 1000 simulation iterations. The violation of the uniform error bound for a constrained and unconstrained hyperparameter random sample is depicted on the left side of Fig. 4, while the right side illustrates the quotient of the violation surface \( A_{\text{vio}} \) and the total surface \( A \). Since the assumed bounds \( \bar{f} \) and \( f^{\partial i} \) are smaller than the actual function properties and the constraints (9b) and (9c) are merely necessary conditions, the satisfaction of the uniform error bound cannot be guaranteed in general for the chosen value of \( \delta \). However, the simulations clearly indicate that the constraints significantly reduce the constraint violation compared to purely random hyperparameters.

In the second scenario, we address the problem of training data which lies only on a small subset of the input domain such that the data only captures limited information of the true system. We consider the function \( f(x) = (1 - \tanh(100x_2))x_1 \) and prior bounds \( \bar{f} = 8, \bar{f} = -8, \bar{f} = 2, \bar{f} = 0, \bar{f} = 400, \bar{f} = -400 \) and \( f^{\partial i} = 0 \) with probability \( \delta_f = \delta_L = 0.5 \). The error bound is investigated on \( [-4, 4]^2 \) with \( \delta = 0.01, \tau = 1e - 8 \) and a probabilistic Lipschitz constant based on Theorem 8 with \( \delta_L = 0.01 \) for a Matérn kernel with \( \nu = \frac{3}{2} \) which is trained using 20 training samples uniformly distributed on the set \( [-4, 4] \times [0, 4] \). The result of single simulation and the violation percentage over 1000 iterations of constrained and unconstrained hyperparameter optimization are depicted in Fig. 5. It can be clearly seen that the constraints (9b) and (9c) significantly contribute to the interpretability and reliability of the uniform error bound (10).
6.3 Data-dependency of Safety Regions for Learning-based Control

Due to the standard deviation dependence of the tracking error bound in Theorem 16, the guaranteed tracking performance is strongly influenced by the training data distribution and density. We investigate these relationships on a two-dimensional system of the form (11) with \( f(x) = 1 - \sin(2x_1) + \frac{1}{1 + \exp(-x_2^2)} \). In order to demonstrate the effect of the distribution, we use a uniform grid over \([0,3] \times [-5,5]\) with 25 points and \( \sigma_n^2 = 0.04 \) as training data set, such that half of the considered state space \( X = [-4,4] \times [-6,6] \) is not covered by training data.

The impact of the training data density is showed by determining the tracking error for data sets with \( N = 4m^2, m = 1, \ldots, 50 \), samples on a uniform grid over \( X = [-3,3] \times [-5,5] \). We consider a circular reference trajectory \( x_d(t) = 2\sin(t) \) and choose small gain controller gains \( k_c = 4 \) and \( \lambda = 2 \). A Gaussian process with automatic relevance determination is employed for regression and the hyperparameters are constrained with \( \bar{f} = 2.5, \bar{f}_{11} = 1.6 \) and \( \bar{f}_{02} = 0.2 \) with probability \( \delta_f = \delta_L = 0.99 \) according to (7) and (8). The Lipschitz constant \( L_f \) is determined probabilistically using Corollary 8 with \( \delta_L = 0.01 \) leading to a conservative value which is compensated by \( \tau = 10^{-6} \) in Theorem 9. We combine Corollary 8 and Theorem 9 with \( \delta = 0.01 \) using a union bound approximation.

Figs. 6 and 7 depict the simulation results. It is clearly illustrated that training data has a crucial impact on the posterior variance and thus, a lack of samples causes a large ultimately bounded set \( V \). It can be observed that the ultimate bound \( \bar{v} \) strongly correlates with the size of the tracking error observed in simulation as shown on the left side of Fig. 7. However, the derived ultimate bound is rather conservative which is a consequence of the small violation probability of 1%. Moreover, the tracking error and the ultimate bound decrease with a growing number of training samples, as illustrated on the right side of Fig. 7. In fact, it follows from Corollary 17 that \( \bar{v} \in O(v_{\text{asym}}) \) with \( v_{\text{asym}} = \log^\frac{1}{2} (N) N^{-\frac{1}{2d+2}} \), as it is straightforward to derive that the uniform grid admits \( \rho(N) \in O(N^{-\frac{1}{2d+1}}) \) and \( \frac{1}{||\rho(N)||} \in O(N^{-\frac{1}{2d+1}}) \). Since the asymptotic posterior variance bound for the squared
Figure 6: Reference trajectory and simulated trajectory together with the high probability ultimately bounded set $\mathbb{V}$. Low posterior standard deviation leads to significantly smaller ultimate bounds.

Figure 7: Relationship between ultimately bounded set $\mathbb{V}$ and simulated tracking error. Left: High tracking errors correlate with large ultimate bounds. Right: The tracking error and ultimate bound asymptotically converge to 0 with increasing training set sizes.

exponential kernel is rather loose as outlined in Section 6.1, $\bar{v}_{\text{asym}}$ is also conservative and we can observe a faster decay rate of the ultimate bound in the simulations. Nevertheless, Corollary 17 is an important result since it guarantees a vanishing tracking error in the limit of infinite training data.

6.4 Safety Region Evaluation in Robotic Manipulator Simulations

We investigate the tracking error bound in the real-world application of controlling a robotic manipulator with 2 degrees of freedom (DoFs) in simulation. The considered robotic manipulator, whose dynamics are derived according to (Murray et al., 1994 Chapter
Figure 8: The robot manipulator (left) is guaranteed to remain in \( V \) (red) after a transient phase, while the remaining task space \( X \setminus V \) (green) can be considered as safe. The trajectories of the joint angles and velocities (right) approach the reference trajectories (dashed lines) over time.

4), has links with unit length and unit masses/inertia. We assume that the Lipschitz constant \( L_f \) is known and straightforwardly extend Theorem 9 to the multidimensional case based on the union bound. Since the considered robot has 2 DoFs, its state space is four dimensional \([q_1, \dot{q}_1, q_2, \dot{q}_2]\) and we evaluate the uniform error bound on \( X = [-\pi, \pi]^4 \). The GP is trained using 81 samples, which are equally spaced in the region \([-1.5, 1.5]^4\). For both DoFs, we use control gains \( k_c = 15 \) and \( \lambda = 3 \). The reference trajectories for tracking are sinusoidal as shown in Fig. 8 on the right side.

In order to visualize the tracking error bound in Theorem 16 in an illustrative way, we transform it from the state space into the task space as shown in Fig. 8 on the left. Exploiting only the learned dynamics, it can be guaranteed that the robot manipulator will not leave the depicted area, which thereby can be considered as safe. While similar theoretical results can be derived using previous error bounds for GPs, there applicability to these practical settings is severely limited due to

1. they do not allow Gaussian observation noise on the training data (Srinivas et al., 2012), which is commonly assumed in control,

2. they require constants, such as the maximal information gain in (Srinivas et al., 2010), which cannot be computed efficiently in practice,

3. they base on assumptions, which are unintuitive and difficult to verify in practice (e.g., the RKHS norm of the unknown dynamical system (Berkenkamp et al., 2016b)).

7. Conclusion

This paper presents a novel uniform error bound for Gaussian process regression. By exploiting the inherent probability distribution of Gaussian processes instead of the RKHS attached to the covariance function, a wider class of functions can be considered. A novel
method to compute interpretable hyperparameters based on prior knowledge is presented and the importance of suitably chosen hyperparameters is demonstrated for uniform error bounds. By deriving an analytical bound for the posterior variance of Gaussian processes and analyzing the asymptotic behavior of the bound it is shown that the derived uniform error bound converges to zero under weak assumptions on the training data distribution. The derived results are employed to develop a provably safe tracking control algorithm for which asymptotic stability in the limit of infinite training data is shown. The theoretical results are validated in simulations illustrating the behavior of the derived posterior variance bound, investigating the effect of badly chosen hyperparameters on uniform error bounds and demonstrating the safe tracking control of a robotic manipulator.

Appendix A. Proofs for Posterior Variance Bounds

A.1 Variance Bounds

Proof [Proof of Theorem 1] Since $K_N + \sigma_n^2 I_N$ is a positive definite, quadratic matrix, it follows that

$$\sigma_N^2(x) \leq k(x, x) - \frac{\|k_N(x)\|^2}{\lambda_{\text{max}}(K_N) + \sigma_n^2}.$$  

Applying the Gershgorin theorem (Gershgorin, 1931) the maximal eigenvalue is bounded by

$$\lambda_{\text{max}}(K_N) \leq N \max_{x', x'' \in \mathbb{D}_N^x} k(x', x'').$$

Furthermore, due to the definition of $k_N(x)$ we have

$$\|k_N(x)\|^2 \geq N \min_{x' \in \mathbb{D}_N^x} k^2(x', x).$$

Therefore, $\sigma_N^2(x)$ can be bounded by

$$\sigma_N^2(x) \leq k(x, x) - \frac{N \min_{x' \in \mathbb{D}_N^x} k^2(x', x)}{N \max_{x', x'' \in \mathbb{D}_N^x} k(x', x'')} + \sigma_n^2.$$  \hspace{1cm} (14)

This bound can be further simplified exploiting the fact that $\sigma_N^2(x) \leq \sigma_{N-1}^2(x)$ (Vivarelli, 1998) and considering only samples inside the ball $\mathbb{B}_\rho(x^*)$ with radius $\rho \in \mathbb{R}_+$. Using this reduced data set instead of $\mathbb{D}_N^x$ and writing the right side of (14) as a single fraction results in

$$\sigma_N^2(x) \leq k(x, x) \sigma_n^2 + \frac{\|B_\rho(x^*)\| \xi(x, \rho)}{|B_\rho(x^*)|} \frac{\max_{x', x'' \in \mathbb{B}_\rho(x)} k(x', x'')}{\sigma_n^2},$$  \hspace{1cm} (15)

where

$$\xi(x, \rho) = k(x, x) \max_{x', x'' \in \mathbb{B}_\rho(x^*)} k(x', x'') - \min_{x' \in \mathbb{B}_\rho(x^*)} k^2(x', x).$$
Under the assumption that $\rho \leq \frac{k(x,x)}{L_k}$ it follows from the Lipschitz continuity of $k(\cdot, \cdot)$ that

$$\min_{x' \in B_\rho(x^*)} k^2(x', x) \geq (k(x^*, x) - L_k \rho)^2.$$  

Furthermore, it holds that

$$\max_{x', x'' \in B_\rho(x)} k(x', x'') \leq k(x^*, x^*) + 2L_k \rho.$$  

Therefore, $\xi(x, \rho)$ can be bounded by

$$\xi(x, \rho) \leq 2L_k \rho k(x^*, x) + 2L_k \rho k(x, x) - L_k^2 \rho^2.$$ 

since $k(x, x)k(x^*, x^*) = k^2(x^*, x)$. Hence, the result is proven.

**Proof** [Proof of Corollary 2] The proof follows directly from (15) and the fact that

$$\min_{x' \in B_\rho(x)} k(x', x) \leq k(\rho)$$

$$\max_{x', x'' \in B_\rho(x)} k(x', x'') = k(0)$$

since the kernel is isotropic and decreasing.

**A.2 Asymptotic Behavior of Variance Bounds**

**Proof** [Proof of Theorem 3] By setting $x^* = x$ in Theorem 1 and simplifying we obtain

$$\sigma_N^2(x) \leq 4L_k \rho + \sigma_n^2 |B_\rho(x)|.$$ 

Considering only the asymptotic behavior described by the $O$-notation we therefore have

$$\sigma_N^2(x) = O\left(\frac{1}{\alpha(N)}\right),$$

which proofs the theorem.

In order to prove Lemma 5 , some auxiliary results for binomial distributions are necessary. These are provided in the following Lemmas.

**Lemma 18** The $k$-th central moment of a Bernoulli distributed random variable $X$ is given by

$$E[(X - E[X])^k] = \sum_{i=0}^{k-1} (-1)^i \binom{k}{i} p^{i+1} + p^k$$ (16)
The polynom \((X - E[X])^k\) can be expanded as

\[
(X - E[X])^k = \sum_{i=0}^{k} \binom{k}{i} (-1)^i X^{k-i} E[X]^i.
\]

The \(k\)-th moment about the origin of the Bernoulli distribution is given by \(p\) for \(k > 0\) (Forbes et al., 2011). Therefore, the expectation of this polynomial is given by

\[
E[(X - E[X])^k] = \sum_{i=0}^{k-1} \binom{k}{i} (-1)^i p^{i+1} + p^k,
\]

which directly yields the result.

**Lemma 19** The \(2k\)-th central moment of a binomial distributed random variable \(M\) with \(N > 2k\) samples is bounded by

\[
E[(X - E[X])^{2k}] \leq \sum_{m=1}^{k} (Np)^m \alpha_m
\]

where \(\alpha_m \in \mathbb{R}\) are finite coefficients.

**Proof** A binomial random variable is defined as the sum of \(N\) i.i.d. Bernoulli random variables \(X_i\). Therefore, the \(2k\)-th central moment of the binomial distribution is given by

\[
E[(M - E[M])^{2k}] = E \left[ \left( \sum_{i=1}^{N} (X_i - p) \right)^{2k} \right].
\]

Define the multinomial coefficient as

\[
\binom{N}{i_1, \ldots, i_N} = \frac{N!}{\prod_{j=1}^{k} i_j!}.
\]

Then, the sum in the expectation can be expanded, which yields

\[
E[(M - E[M])^{2k}] = \sum_{i_1 + \ldots + i_N = 2k} \binom{2k}{i_1, \ldots, i_N} \prod_{j=1}^{N} E[(X_j - p)^{i_j}].
\]

This equation expresses the moments of the binomial distribution in terms of the moments of the Bernoulli distribution. Since the first central moment of every distribution equals 0, summands containing a \(i_j = 1\) equal 0. Therefore, we obtain the equality

\[
E[(M - E[M])^{2k}] = \sum_{i_1 + \ldots + i_N = 2k} \left( \prod_{i_j > 1} \binom{2k}{i_1, \ldots, i_N} E[(X_j - p)^{i_j}] \right).\]
Moreover, we have

$$E[(X - E[X])^k] = ph_k(p)$$

with

$$h_k(p) = \sum_{i=0}^{k-1} (-1)^i \binom{k}{i} p^i + p^{k-1}$$

due to Lemma 18. By substituting this into (19) we obtain

$$E[(M - E[M])^2] = \sum_{i_1 + \ldots + i_N = 2k} \left( \begin{array}{c} 2k \\ i_1, \ldots, i_N \end{array} \right) \prod_{i_j > 1} ph_{i_j}(p).$$

The product can have between 1 and $k$ factors due to the structure of the problem. Therefore, it is not necessary for the sum to consider all $N$ coefficients $i_j$, but rather consider only $1 \leq m \leq k$ coefficients which are greater than 1. This leads to the following equality

$$E[(M - E[M])^2] = \sum_{m=1}^{k} \binom{N}{m} p^m \sum_{i_j > 1 \forall j = 1, \ldots, m} \left( \begin{array}{c} 2k \\ i_1, \ldots, i_m \end{array} \right) \prod_{i_j > 1} h_{i_j}(p). \quad (20)$$

Due to (Cormen et al., 2009) it holds that $\binom{N}{m} \leq \frac{N^m}{m!}$. Furthermore, the functions $h_k(\cdot)$ can be upper bounded by $\sum_{i=1}^{k} \left( \begin{array}{c} k \\ i \end{array} \right) = 2^k$ because $0 \leq p \leq 1$. Therefore, we can upper bound the $2k$-th central moment of the binomial distribution by

$$E[(M - E[M])^2] \leq \sum_{m=1}^{k} (Np)^m \alpha_m$$

with

$$\alpha_m = \frac{\sum_{i_1 + i_2 + \ldots + i_m = 2k} \left( \begin{array}{c} 2k \\ i_1, i_2, \ldots, i_m \end{array} \right) \prod_{i_j > 1} 2^{i_j}}{m!} \quad (21)$$

and the result is proven. $\blacksquare$

The restriction to $N > 2k$ samples allows to derive a relatively simple expression for the expansion in (18). However, the bound (17) also holds without this condition, since it only guarantees that for $i_j = 1, \forall j = 1, \ldots, N, \sum_{j=1}^{N} i_j \geq 2k$ and therefore, all possible combinations of $i_j$ can be estimated simpler in (20). Hence, the corresponding summands in (21) can be considered 0 for $N \leq 2k$ and the upper bound (17) still holds for $N \leq 2k$.

Based on these preliminary results we can state the proof of Lemma 5.
Proof [Proof of Lemma 5] We have to show that the number of samples from the probability distribution with density \( p(\cdot) \) inside the balls with radius \( \rho(N) \) grows to infinity sufficiently fast. The number of samples \( |B_{\rho(N)}(x)| \) follows a binomial distribution with mean

\[
E [ |B_{\rho(N)}(x)| ] = N\tilde{p}(N),
\]

where

\[
\tilde{p}(N) = \int_{\{x' \in X : \|x - x'\| \leq \rho(N)\}} p(x')dx'
\]

is the probability of a sample lying inside the ball around \( x \) with radius \( \rho(N) \) for fixed \( N \in \mathbb{N} \). Since we have

\[
\int_{\{x' \in X : \|x - x'\| \leq \rho(N)\}} p(x')dx' \geq cN^{-1+\epsilon}
\]

by assumption, this mean exhibits a rate

\[
E [ |B_{\rho(N)}(x)| ] = O(N^\epsilon).
\]

Therefore, it is sufficient to show that \( |B_{\rho(N)}(x)| \) converges to its expectation almost surely, which is identically to proving that

\[
\lim_{N \to \infty} \frac{|B_{\rho(N)}(x)|}{E [ |B_{\rho(N)}(x)| ]} = 1 \quad a.s.
\]

Due to the Borel-Cantelli lemma, this convergence is guaranteed if

\[
\sum_{N=1}^{\infty} P\left( \left| \frac{|B_{\rho(N)}(x)|}{E [ |B_{\rho(N)}(x)| ]} - 1 \right| > \xi \right) < \infty \tag{22}
\]

holds for all \( \xi > 0 \). The probability for each \( N \in \mathbb{N} \) can be bounded by

\[
P\left( \left| \frac{|B_{\rho(N)}(x)|}{N\tilde{p}(N)} - 1 \right| > \xi \right) \leq E \left[ \left( \left| B_{\rho(N)}(x) \right| - N\tilde{p}(N) \right)^{2k} \right] \frac{E \left[ \left( \left| B_{\rho(N)}(x) \right| - N\tilde{p}(N) \right)^{2k} \right]}{(\xi N\tilde{p}(N))^{2k}}.
\]

for each \( k \in \mathbb{N}_+ \) due to Chebyshev’s inequality, where the \( 2k \)-th central moment of the binomial distribution can be bounded by

\[
E \left[ \left( \left| B_{\rho(N)}(x) \right| - N\tilde{p}(N) \right)^{2k} \right] \leq \sum_{i=1}^{k} \alpha_i \tilde{p}(N) N^i
\]

with some coefficients \( \alpha_i < \infty \) due to Lemma 19. Therefore, we can bound each probability in (22) by

\[
P\left( \left| \frac{|B_{\rho(N)}(x)|}{N\tilde{p}(N)} - 1 \right| > \xi \right) \leq \sum_{i=1}^{k} \alpha_i \tilde{p}^{-2k+i}(N) N^{-2k+i}.
\]
Due to (6) this bound can be simplified to

\[
P \left( \left| \frac{\|B_{\rho(N)}(x)\|}{N\bar{p}(N)} - 1 \right| > \xi \right) \leq N^{-k\epsilon} \sum_{i=0}^{k-1} \tilde{\alpha}_{k-i} N^{-i\epsilon},
\]

where \( \tilde{\alpha}_i = c^{-2k+i}\alpha_i \). Let \( k = \left\lceil \frac{1}{\epsilon} \right\rceil + 1 \). Then, each exponent is smaller than or equal to \(-1 - \epsilon\). Hence, the sum of probabilities can be bounded by

\[
\sum_{N=1}^{\infty} P \left( \left| \frac{\|B_{\rho(N)}(x)\|}{N\bar{p}(N)} - 1 \right| > \xi \right) \leq \sum_{i=0}^{k-1} \tilde{\alpha}_{k-i} \zeta((k+i)\epsilon),
\]

where \( \zeta(\cdot) \) is the Riemann zeta function, which has finite values. Therefore, we obtain

\[
\sum_{N=1}^{\infty} P \left( \left| \frac{\|B_{\rho(N)}(x)\|}{N\bar{p}(N)} - 1 \right| > \epsilon \right) < \infty
\]

and consequently, the theorem is proven.

**Proof** [Proof of Corollary 6] Let

\[
\tilde{p} = \min_{\|x-x'\| \leq \xi} p(x')
\]

\[
\tilde{p}(N) = \int_{\{x' \in \mathbb{X} : \|x-x'\| \leq \xi\}} p(x') d\lambda,
\]

where \( \tilde{p} \) is positive by assumption. Then, we can bound \( \tilde{p}(N) \) by

\[
\tilde{p}(N) \geq \tilde{p} V_d \rho^d(N),
\]

where \( V_d \) is the volume of the \( d \) dimensional unit ball. Since \( \rho(N) \geq cN^{-\frac{1}{d}+\epsilon} \) for some \( c, \epsilon > 0 \) by assumption, it follows that

\[
\tilde{p}(N) \geq \tilde{p} V_d cN^{-1+\frac{\epsilon}{d}}.
\]

Hence, \( \tilde{p}(N) \) satisfies the conditions of Lemma 5, which proves the corollary.

**Appendix B. Proofs for the Probabilistic Uniform Error Bound**

**B.1 Hyperparameter Bounds**

In order to make the proof of Theorem 7 easier accessible, we split it up into the following auxiliary lemma and the main proof. The auxiliary lemma derives a bound for the expected supremum of a Gaussian process.
Lemma 20 Consider a Gaussian process with a continuously differentiable covariance function \( k(\cdot, \cdot) \) and let \( L_k \) denote its Lipschitz constant on the set \( \mathcal{X} \) with maximum extension \( \theta = \max_{x, x' \in \mathcal{X}} \|x - x'\| \). Then, the expected supremum of a sample function \( f(\cdot) \) of this Gaussian process satisfies

\[
E \left[ \sup_{x \in \mathcal{X}} f(x) \right] \leq 12 \sqrt{d} \max_{x \in \mathcal{X}} \sqrt{k(x, x)} \sqrt{2 \log \left( \frac{\sqrt{4 \theta L_k (1 + \sqrt{2}) e^{\max_{x \in \mathcal{X}} \sqrt{k(x, x)}}} \right)}.
\]

Proof We prove this lemma by making use of the metric entropy criterion for the sample continuity of some version of a Gaussian process (Dudley, 1967). This criterion allows to bound the expected supremum of a sample function \( f(\cdot) \) by

\[
E \left[ \sup_{x \in \mathcal{X}} f(x) \right] \leq \max_{x \in \mathcal{X}} \sqrt{k(x, x)} \int_0^{\max_{x \in \mathcal{X}} \sqrt{k(x, x)}} \sqrt{\log(N(\varrho, \mathcal{X}))} d\varrho, \tag{23}
\]

where \( N(\varrho, \mathcal{X}) \) is the \( \varrho \)-packing number of \( \mathcal{X} \) with respect to the covariance pseudo-metric

\[ d_k(x, x') = \sqrt{k(x, x) + k(x', x') - 2k(x, x')} \]

Instead of bounding the \( \varrho \)-packing number, we bound the \( \varrho/2 \)-covering number, which is known to be an upper bound. The covering number can be easily bounded by transforming the problem of covering \( \mathcal{X} \) with respect to the pseudo-metric \( d_k(\cdot, \cdot) \) into a coverage problem in the original metric of \( \mathcal{X} \). For this reason, define

\[ \psi(\varrho') = \sup_{x, x' \in \mathcal{X} \atop \|x - x'\|_\infty \leq \varrho'} d_k(x, x'), \]

which is continuous due to the continuity of the covariance kernel \( k(\cdot, \cdot) \). Consider the inverse function

\[ \psi^{-1}(\varrho) = \inf \left\{ \varrho' > 0 : \psi(\varrho') > \varrho \right\} . \]

Continuity of \( \psi(\cdot) \) implies \( \varrho = \psi(\psi^{-1}(\varrho)) \). In particular, this means that we can guarantee \( d_k(x, x') \leq \frac{\varrho}{2} \) if \( \|x - x'\| \leq \psi^{-1}(\frac{\varrho}{2}) \). Due to this relationship it is sufficient to construct an uniform grid with grid constant \( 2\psi^{-1}(\frac{\varrho}{2}) \) in order to obtain a \( \varrho/2 \)-covering net of \( \mathcal{X} \). Furthermore, the cardinality of this grid is an upper bound for the \( \varrho/2 \)-covering number, i.e.

\[
M(\varrho/2, \mathcal{X}) \leq \left[ \frac{\theta}{2\psi^{-1}(\frac{\varrho}{2})} \right]^d.
\]

Therefore, it follows that

\[
N(\varrho, \mathcal{X}) \leq \left[ \frac{\theta}{2\psi^{-1}(\frac{\varrho}{2})} \right]^d.
\]
Due to the Lipschitz continuity of the covariance function, we can bound $\psi(\cdot)$ by

$$\psi(g') \leq \sqrt{2L_k g'}.$$ 

Hence, the inverse function satisfies

$$\psi^{-1}\left(\frac{\varrho}{2}\right) \geq \left(\frac{\varrho}{2\sqrt{2L_k}}\right)^2$$

and consequently

$$N(\varrho, \mathcal{X}) \leq \left(1 + \frac{4\theta L_k}{\varrho^2}\right)^d$$

holds, where the ceil operator is resolved through the addition of 1. Substituting this expression in the metric entropy bound (23) yields

$$E\left[\sup_{x \in \mathcal{X}} f(x)\right] \leq 12\sqrt{d} \int_0^{\max_{x \in \mathcal{X}} \sqrt{k(x, x)}} \sqrt{\log \left(1 + \frac{4\theta L_k}{\varrho^2}\right)} d\varrho.$$ 

This integral can be solved similarly as shown in (Grünewälder et al., 2010) using the inequality

$$\int_0^{\max_{x \in \mathcal{X}} \sqrt{k(x, x)}} \sqrt{\log \left(1 + \sqrt{2} \frac{4\theta L_k}{\varrho^2}\right)} d\varrho \leq \int_0^{\max_{x \in \mathcal{X}} \sqrt{k(x, x)}} \sqrt{\log \left(1 + \sqrt{2} \frac{24\theta L_k}{\varrho^2}\right)} d\varrho.$$ 

Through a change of variables we obtain

$$\int_0^{\max_{x \in \mathcal{X}} \sqrt{k(x, x)}} \sqrt{\log \left(1 + \sqrt{2} \frac{24\theta L_k}{\varrho^2}\right)} d\varrho \leq (1 + \sqrt{2}) \sqrt{4\theta L_k} \int_0^{\max_{x \in \mathcal{X}} \sqrt{k(x, x)}} \sqrt{\log \left(1 + \sqrt{2} \frac{4\theta L_k}{\varrho^2}\right)} d\varrho.$$ 

This integral can be bounded

$$(1 + \sqrt{2}) \sqrt{4\theta L_k} \int_0^{\max_{x \in \mathcal{X}} \sqrt{k(x, x)}} \sqrt{-\log(\tilde{\varrho}^{-2})} d\tilde{\varrho} \leq \max_{x \in \mathcal{X}} \sqrt{k(x, x)} \sqrt{2 \log \left(\frac{\sqrt{4\theta L_k}(1 + \sqrt{2})e}{\max_{x \in \mathcal{X}} \sqrt{k(x, x)}}\right)}$$

which concludes the proof.

Based on the expected supremum of Gaussian process it is possible to derive a high probability bound for the supremum of a sample function which we exploit to proof Theorem 7 in the following.
Proof [Proof of Theorem 7] We prove this lemma by exploiting the wide theory of concentration inequalities to derive a bound for the supremum of the sample function \( f(x) \). We apply the Borell-TIS inequality (Talagrand, 1994)

\[
P \left( \sup_{x \in X} f(x) - E \left[ \sup_{x \in X} f(x) \right] \geq c \right) \leq \exp \left( -\frac{c^2}{2 \max_{x \in X} k(x, x)} \right).
\]

Due to Lemma 20 we have

\[
E \left[ \sup_{x \in X} f(x) \right] \leq 12 \sqrt{d} \max_{x \in X} \sqrt{k(x, x)} \sqrt{2 \log \left( \frac{\sqrt{4 \theta L k(1 + \sqrt{2}) e}}{\max_{x \in X} \sqrt{k(x, x)}} \right)}.
\]

We conclude the proof of this lemma by substituting (25) in (24) and choosing \( c = \sqrt{2 \log \left( \frac{1}{\delta_f} \right)} \max_{x \in X} \sqrt{k(x, x)}. \)

For the proof of Corollary 8 we make use of the fact that the derivative of a sample function can be considered as a sample function from another Gaussian process. Thus, we merely have to apply Theorem 7 to this new Gaussian process as shown in the following.

Proof [Proof of Corollary 8] It has been shown in (Ghosal and Roy, 2006, Theorem 5) that the derivative functions \( \frac{\partial}{\partial x_i} f(x) \) are samples from derivative Gaussian processes with covariance functions

\[
k_{\partial_i}(x, x') = \frac{\partial^2}{\partial x_i \partial x_i'} k(x, x').
\]

Therefore, we can apply Theorem 7 to each of the derivative processes which proves the corollary.

B.2 Error Bound

Proof [Proof of Theorem 9] We first prove the Lipschitz constant bounds of the posterior mean \( \nu_N(x) \) and the posterior variance \( \sigma^2_N(x) \), before we derive the bound of the regression error. The norm of the difference between the posterior mean \( \nu_N(x) \) evaluated at two different points is given by

\[
\|\nu_N(x) - \nu_N(x')\| = \|(k(x, X_N) - k(x', X_N)) \alpha\|
\]

with

\[
\alpha = (K(X_N, X_N) + \sigma^2_n I_N)^{-1} y_N.
\]

Due to the Cauchy-Schwarz inequality and the Lipschitz continuity of the kernel we obtain

\[
\|\nu_N(x) - \nu_N(x')\| \leq L_k \sqrt{N} \|\alpha\| \|x - x'\|,
\]
which proves Lipschitz continuity of the mean $\nu_N(x)$. In order to bound the Lipschitz constant of the posterior variance we employ the Cauchy-Schwarz inequality to the absolute value of the difference of variances such that

$$
|\sigma^2_N(x) - \sigma^2_N(x')| \leq |k(x, x) - k(x', x')| + \|k(x, X_N) - k(x', X_N)\| \|(K(X_N, X_N) + \sigma^2_n I_N)^{-1}\| \|k(X_N, x) + k(X_N, x')\|. 
$$

(26)

On the one hand, we have

$$
\|k(x, X_N) - k(x', X_N)\| \leq \sqrt{NL} \|x - x'\| 
$$

(27)
due to Lipschitz continuity of $k(x, x')$. On the other hand we have

$$
\|k(x, X_N) + k(x', X_N)\| \leq 2\sqrt{N} \max_{x,x' \in X} k(x, x'). 
$$

(28)

The bound for the Lipschitz constant $L_{\sigma^2_N}$ follows from substituting (27) and (28) in (26). The Lipschitz continuity of the posterior variance can be transferred to the posterior standard deviation. In order to see this more clearly observe that the difference of the variance at two points $x, x' \in X$ can be expressed as

$$
|\sigma^2_N(x) - \sigma^2_N(x')| = |\sigma_N(x) - \sigma_N(x')| |\sigma_N(x) + \sigma_N(x')|.
$$

Since the standard deviation is positive semidefinite we have

$$
|\sigma_N(x) + \sigma_N(x')| \geq |\sigma_N(x) - \sigma_N(x')|
$$

and hence, we obtain

$$
|\sigma^2_N(x) - \sigma^2_N(x')| \geq |\sigma_N(x) - \sigma_N(x')|^2.
$$

Therefore, the difference of the posterior standard deviation at two points can be bounded by taking the square root of the Lipschitz constant multiplied with the distance between both points. Finally, we use these properties to prove the probabilistic uniform error bound by exploiting the fact that for every grid $X_\tau$ with $|X_\tau|$ grid points and

$$
\max_{x \in X} \min_{x' \in X_\tau} \|x - x'\| \leq \tau
$$

(29)

it holds with probability of at least $1 - |X_\tau|e^{-\beta(\tau)/2}$ that (Srinivas et al., 2012)

$$
|f(x) - \nu_N(x)| \leq \sqrt{\beta(\tau)\sigma_N(x)} \quad \forall x \in X_\tau.
$$

Choose $\beta(\tau) = 2 \log \left( \frac{|X_\tau|}{\delta} \right)$, then

$$
|f(x) - \nu_N(x)| \leq \sqrt{\beta(\tau)\sigma_N(x)} \quad \forall x \in X_\tau
$$
holds with probability of at least $1 - \delta$. Due to continuity of $f(x)$, $\nu_N(x)$ and $\sigma_N(x)$ we obtain

\[
\min_{x' \in \mathbb{X}} |f(x) - f(x')| \leq \tau L_f \quad \forall x \in \mathbb{X}
\]
\[
\min_{x' \in \mathbb{X}} |\nu_N(x) - \nu_N(x')| \leq \tau L_{\nu N} \quad \forall x \in \mathbb{X}
\]
\[
\min_{x' \in \mathbb{X}} |\sigma_N(x) - \sigma_N(x')| \leq \sqrt{L_{\sigma_N^2} \tau} \quad \forall x \in \mathbb{X}.
\]

Moreover, the minimum number of grid points satisfying (29) is given by the covering number $M(\tau, \mathbb{X})$. Hence, we obtain

\[
P\left(\left|g(x) - \nu_N(x)\right| \leq \sqrt{\beta(\tau)\sigma_N(x)} + \gamma(\tau), \quad \forall x \in \mathbb{X}\right) \geq 1 - \delta,
\]

where

\[
\beta(\tau) = 2 \log \left(\frac{M(\tau, \mathbb{X})}{\delta}\right)
\]
\[
\gamma(\tau) = (L_f + L_{\nu N})\tau + \sqrt{\beta(\tau)\sigma_N^2 \tau}.
\]

**B.3 Asymptotic Convergence**

**Proof** [Proof of Theorem 11] Due to Theorem 9 with $\beta_N(\tau) = \log \left(\frac{M(\tau, \mathbb{X})\pi^2 N^2}{3\delta}\right)$ and the union bound over all $N > 0$ it follows that

\[
\sup_{x \in \mathbb{X}} |f(x) - \nu_N(x)| \leq \sqrt{\beta_N(\tau)\sigma_N(x)} + \gamma_N(\tau) \quad \forall N > 0
\]

with probability of at least $1 - \delta/2$ for $\delta \in (0, 1)$. A trivial bound for the covering number can be obtained by considering a uniform grid over the cube containing $\mathbb{X}$. This approach leads to

\[
M(\tau, \mathbb{X}) \leq \left(\frac{\theta \sqrt{d}}{2\tau}\right)^d,
\]

where $\theta = \max_{x, x' \in \mathbb{X}} \|x - x'\|$. Therefore, we have

\[
\beta_N(\tau) \leq d \log \left(\frac{\theta \sqrt{d}}{2\tau}\right) - \log(3\delta) + 2 \log(\pi N). \quad (31)
\]

Furthermore, the Lipschitz constant $L_{\nu N}$ is bounded by

\[
L_{\nu N} \leq L_k \sqrt{N} \left\| (K(X_N, X_N) + \sigma_n^2 I_N)^{-1} y_N \right\|
\]

36
due to Theorem 9. Since the Gram matrix \( \mathbf{K}(\mathbf{X}_N, \mathbf{X}_N) \) is positive semidefinite and \( f(\cdot) \) is bounded by some \( \tilde{f} \) with probability of at least \( 1 - \delta_f \) for \( \delta_f \in (0, 1) \) due to Theorem 7, we can bound \( \| (\mathbf{K}(\mathbf{X}_N, \mathbf{X}_N) + \sigma_n^2 \mathbf{I}_N)^{-1} \mathbf{y}_N \| \) by

\[
\| (\mathbf{K}(\mathbf{X}_N, \mathbf{X}_N) + \sigma_n^2 \mathbf{I}_N)^{-1} \mathbf{y}_N \| \leq \frac{\| \mathbf{y}_N \|}{\rho_{\min}(\mathbf{K}(\mathbf{X}_N, \mathbf{X}_N) + \sigma_n^2 \mathbf{I}_N)} \leq \frac{\sqrt{N} \tilde{f} + \| \xi_N \|}{\sigma_n^2},
\]

where \( \xi_N \) is a vector of \( N \) i.i.d. zero mean Gaussian random variables with variance \( \sigma_n^2 \). Therefore, it follows that \( \| \xi_N \|^2 / \sigma_n^2 \sim \chi_N^2 \). Due to (Laurent and Massart, 2000), with probability of at least \( 1 - \exp(-\eta_N) \) we have

\[
\| \xi_N \|^2 \leq \left( 2\sqrt{N\eta_N} + 2\eta_N + N \right) \sigma_n^2.
\]

Setting \( \eta_N = \log(\pi^2 N^2 / 36) \) and applying the union bound over all \( N > 0 \) yields

\[
\| (\mathbf{K}(\mathbf{X}_N, \mathbf{X}_N) + \sigma_n^2 \mathbf{I}_N)^{-1} \mathbf{y}_N \| \leq \frac{\sqrt{N} \tilde{f} + \sqrt{2\sqrt{N\eta_N} + 2\eta_N + N} \sigma_n}{\sigma_n^2} \quad \forall N > 0
\]

with probability of at least \( 1 - \delta - \delta_f \). Hence, the Lipschitz constant of the posterior mean function \( \nu_N(\cdot) \) satisfies with probability of at least \( 1 - \delta - \delta_f \)

\[
L_{\nu_N} \leq L_k \frac{N \tilde{f} + \sqrt{N(2\sqrt{N\eta_N} + 2\eta_N + N)} \sigma_n}{\sigma_n^2} \quad \forall N > 0.
\]

Since \( \eta_N \) grows logarithmically with the number of training samples \( N \), it holds that \( L_{\nu_N} \in \mathcal{O}(N) \) with probability of at least \( 1 - \delta - \delta_f \). The Lipschitz constant of the posterior variance \( L_{\sigma_n^2} \) can be bounded by

\[
L_{\sigma_n^2} \leq 2N \max_{\hat{x}, \hat{x}'} k(\hat{x}, \hat{x}') \frac{L_k}{\sigma_n^2}
\]

because \( \| (\mathbf{K}(\mathbf{X}_N, \mathbf{X}_N) + \sigma_n^2 \mathbf{I}_N)^{-1} \| \leq \frac{1}{\sigma_n^2} \). Moreover, the unknown function admits a Lipschitz constant \( L_f \) with probability of at least \( 1 - \delta_L/d \) with \( \delta_L \in (0, 1) \) due to Corollary 8. Therefore, application of the union bound to (30) yields

\[
\gamma_N(\tau) \leq \sqrt{2N \max_{\hat{x}, \hat{x}' \in \mathbb{X}} k(\hat{x}, \hat{x}') \frac{L_k \tau(N)}{\sigma_n^2}} + L_f \tau(N) + L_k \frac{N \tilde{f} + \sqrt{N(2\sqrt{N\eta_N} + 2\eta_N + N)}}{\sigma_n^2} \tau(N)
\]

with probability of at least \( 1 - \delta - \delta_f - \delta_L/d \). This function must converge to 0 for \( N \to \infty \) in order to guarantee a vanishing regression error which is only ensured if \( \tau(N) \) decreases faster than \( \mathcal{O}(N^{-1}) \). Therefore, set \( \tau(N) \in \mathcal{O}(N^{-2}) \) in order to guarantee

\[
\gamma_N(\tau_N) \in \mathcal{O}(N^{-1}).
\]
However, this choice of $\tau(N)$ implies that $\beta_N(\tau(N)) \in \mathcal{O}(\log(N))$ due to (31). Since there exists an $\epsilon > 0$ such that $\sigma_N(x) \in \mathcal{O}\left(\frac{1}{\alpha(N)}\right) \subseteq \mathcal{O}\left(\log(N)^{-\frac{1}{2}}\right)$, $\forall x \in X$ by assumption, we have

$$\sqrt{\beta_N(\tau(N))} \sigma_N(x) + \gamma(\tau(N)) \in \mathcal{O}\left(\log(N)^{t}\right) \quad \forall x \in X \quad (32)$$

with probability of at least $1 - 2\delta - \delta_L - \delta_f$ for all $\delta \in (0, 1)$, $\delta_f \in (0, 1)$ and $\delta_L \in (0, 1)$. It remains to show that this holds with probability 1. We prove this by contradiction and consider $\delta = \delta_f = \delta_L$ for notational simplicity in the following. Assume that (32) holds not with probability 1. Then, there exists a $\delta' \in (0, 1)$ such that (32) holds with probability no more than $1 - \delta'$. However, we can set $\delta = \frac{1}{5}\delta'$ such that (32) holds with probability of at least $1 - \frac{4}{5}\delta'$ which contradicts the assumption. Hence, (32) holds almost surely and the proof is concluded.

**Proof** [Proof of Corollary 12] The corollary directly follows from Theorems 11 and 3.

### Appendix C. Stability Proofs for Robust Tracking Control

**Proof** [Proof of Theorem 16] Since $\lambda$ is Hurwitz, there exists a unique, positive definite matrix $P \in \mathbb{R}^{d \times d}$ such that (Khalil, 2002)

$$A^T P + PA = -I_d.$$ Based on this matrix $P$, we define a quadratic Lyapunov function $V(e) = e^T Pe$. The time derivative of this Lyapunov function is given by

$$\dot{V}(e) = e^T A^T Pe + e^T PAe + 2e^T p_d (f(x) - \nu_N(x)),$$

where $p_d$ denotes the last column of the matrix $P$. Using the uniform error bound from Theorem 9 and the definition of $P$, we can bound this derivative by

$$\dot{V}(e) \leq -\|e\|^2 + 2 \left(\sqrt{\beta(\tau)} \sigma_N(x) + \gamma(\tau)\right) |e^T p_d| \quad \forall x \in X.$$ Therefore, we obtain

$$\dot{V}(x - x_{\text{ref}}) < 0 \quad \forall x \in \mathbb{L}.$$ If $X \setminus \mathbb{L} \subseteq \mathbb{X}_0$, we can apply Lemma 15 to characterize the ultimate bound by

$$\bar{v} = \max_{x \in \mathbb{L}} (x - x_{\text{ref}})^T P(x - x_{\text{ref}}).$$

**Proof** [Proof of Corollary 17] This corollary follows from a straightforward combination of Corollary 12 and Theorem 16.
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