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Abstract

In this paper we analyze the Cardy-Lewellen equation in general diagonal model. We show that in these models it takes simple form due to some general properties of conformal field theories, like pentagon equations and OPE associativity. This implies, that the Cardy-Lewellen equation has simple form also in non-rational diagonal models. We specialize our finding to the Liouville and Toda field theories. In particular we prove, that conjectured recently defects in Toda field theory indeed satisfy the cluster equation. We also derive the Cardy-Lewellen equation in all $sl(n)$ Toda field theories and prove that the form of boundary states found recently in $sl(3)$ Toda field theory holds in all $sl(n)$ theories as well.
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1 Introduction

In the last years defects in the Liouville and Toda field theories have attracted some attention [2, 12, 13, 22, 27, 29] due to their important role as counterpart of the Wilson lines in the AGT correspondence [1]. Defects in the Liouville field theory were constructed in [34]. In [12], the defects in Toda field theories have been written down generalizing the formulas for them derived in [34]. It was observed in these papers that in spite of non-rational character of these theories defects have remarkably simple form, resembling the corresponding formulas in rational conformal field theory. Recently also boundary states were analyzed in the $sl(3)$ Toda field theory [17], and it was found that they closely related to defects found in [12]. These results hint that the simplicity of defects and branes in the Liouville and Toda field theories dictated by some general properties of conformal field theory not related to rationality. In this paper we analyze general conditions causing the simplicity of the Cardy-Lewellen equation. We show that in diagonal theories the pentagon equation for the fusing matrix and associativity of the operator product expansion lead to the remarkably simple relation (Eq. (14) in section 1) between the structure constant and the fusing matrix, in turn bringing to simple form of the Cardy-Lewellen equation. In diagonal rational conformal field theory the mentioned relation between the structure constant and the fusing matrix is well-known, (see for example [4, 18, 19, 21, 24, 25, 33]), but here we rederive it in a way, which does not use rationality. Therefore this relation should hold also in non-rational diagonal models. Related discussion can be found also in [29]. The paper is organized as follow. In section 2 we derive relation between the structure constant and the fusing matrix, taking special care on normalization of fields. Using this relation we derive the Cardy-Lewellen equation, and show how having a solution one can construct boundary states, permutation branes and defects. In section 3 we consider the Liouville field theory and show how it fits to the general scheme developed in section 2. In section 4 we consider $sl(n)$ Toda field theory, and using formalism of section 2, derive the Cardy-Lewellen equation, describe its solutions, and present boundary states, permutation branes and defects.
2 Cardy-Lewellen equations in diagonal models

In this section we derive the relation between the structure constant and the fusing matrix in diagonal models, which will enable us to compute the classifying algebra and write down the Cardy-Lewellen equation. This relation is well known in diagonal RCFT, where the classifying algebra structure constants are given by the fusion coefficients \[4,33\]. Here we rederive this relation in a way, which makes clear, that it is dictated by the pentagon equation and the OPE associativity and does not depend on rationality. Therefore this relation in some way should hold also in non-rational diagonal theories. It explains why even in non-rational theories, discussed in last years, like Liouville and Toda field theories, simple formulae for defects and boundary states have been derived.

Let us collect the standard stuff on 2d CFT. Denote by \( R_i \) the highest weight representations. Denote by \( T \) the set of all \( R_i \) of the CFT in question. In this paper we consider non-rational 2d CFT, i.e. we allow the set \( T \) to be infinite. Writing \( \sum_i \) we understand the sum over all the set \( T \). As usual, in the case of the continuous set \( T \) the sum should be understood as an integral, the Kronecker delta as the Dirac delta function etc. \( N^k_{ij} \) are fusion coefficients. The vacuum representation is indexed by \( i = 0 \), and \( i^* \) refers to the conjugate representation in a sense \( N^0_{ii} = 1 \).

It is convenient to introduce structure constants \( C^{(kk)}_{(ii)(jj)}a\bar{a} \) via full plane chiral decomposition of the physical fields \[25,26\]:

\[
\Phi_{(ii)}(z, \bar{z}) = \sum_{j,\bar{j},k,k,a,\bar{a}} C^{(kk)}_{(ii)(jj)}a\bar{a} \left( \phi^k_{ija}(z) \otimes \phi^\bar{k}_{ij\bar{a}}(\bar{z}) \right),
\]

where \( \phi^k_{ija} \) are intertwining operators \( R_j \rightarrow R_k \), and \( a = 1 \ldots N^k_{ij} \). It is important to note that in the case of the models with multiplicities structure constants carry additional indices \( a \) and \( \bar{a} \) to disentangle different channels of the fusion.

Bulk OPE has the form \[4\]

\[
\Phi_{(ii)}(z_1, \bar{z}_1)\Phi_{(jj)}(z_2, \bar{z}_2) = \sum_{k,k,a,\bar{a}} \frac{C^{(kk)}_{(ii)(jj)a\bar{a}}}{(z_1 - z_2)^{\Delta_i + \Delta_j - \Delta_k} (\bar{z}_1 - \bar{z}_2)^{\Delta_i + \Delta_j - \Delta_k}} \Phi_{(kk)}(z_2, \bar{z}_2) + \ldots
\]

(2)

By the usual arguments \[5\] we have for 4-point correlation function \( \langle \Phi_i \Phi_k \Phi_j \Phi_l \rangle \) in \( s \) channel

\[
\sum_{pp} \sum_{rt \rho \bar{\rho}} C^{pp}_{jjl}(r \tau) C^{ii}_{kkp}(\rho \bar{\rho}) \mathcal{F}^s_{pp} \left[ \begin{array}{c} k \ j \\ i \ l \end{array} \right] \mathcal{F}^s_{\rho \bar{\rho}} \left[ \begin{array}{c} \bar{k} \ \bar{j} \\ \bar{i} \ \bar{l} \end{array} \right]
\]

(3)
and \( t \) channel

\[
\sum_{qq} \sum_{\mu\rho\bar{\mu}} C_{kkjj(\mu\bar{\mu})}^{q\bar{q}} C_{q\bar{q}ll(\nu\bar{\nu})}^{\bar{i}\bar{i}} \mathcal{F}_{qq\mu}^{t} \begin{bmatrix} k & j \\ i & l \end{bmatrix} \mathcal{F}_{qq\bar{\rho}p}^{t} \begin{bmatrix} \bar{k} & \bar{j} \\ \bar{i} & \bar{l} \end{bmatrix},
\tag{4}
\]

where \( \mathcal{F}_{qq\mu}^{s} \begin{bmatrix} k & j \\ i & l \end{bmatrix} \) and \( \mathcal{F}_{qq\nu}^{t} \begin{bmatrix} k & j \\ i & l \end{bmatrix} \) are \( s \) and \( t \) channels conformal blocks correspondingly. Conformal blocks as well carry additional indices \( \rho = 1 \ldots N_{kp}, \tau = 1 \ldots N_{jt}, \mu = 1 \ldots N_{kj}, \nu = 1 \ldots N_{qi} \), and similar for the right barred indices, to disentangle different fusion channels. Conformal blocks in \( s \) and \( t \) channels are related by the fusing matrix

\[
\mathcal{F}_{pp\mu}^{s} \begin{bmatrix} k & j \\ i & l \end{bmatrix} = \sum_{q} \sum_{\nu\mu} F_{p,q}^{s} \begin{bmatrix} k & j \\ i & l \end{bmatrix} \mathcal{F}_{qq\nu}^{t} \begin{bmatrix} k & j \\ i & l \end{bmatrix},
\tag{5}
\]

and hence one has:

\[
\sum_{pp} \sum_{\rho\tau\bar{\rho}\bar{\tau}} C_{j\bar{j}ll(\rho\tau)}^{p\bar{p}} C_{kkp\rho(\rho\bar{\rho})}^{i\bar{i}} F_{p,q}^{t} \begin{bmatrix} k & j \\ i & l \end{bmatrix}^{\nu\mu} \mathcal{F}_{\bar{p}q\bar{\mu}}^{s} \begin{bmatrix} k & j \\ \bar{i} & \bar{l} \end{bmatrix}^{\bar{\nu}\bar{\mu}} = \]

\[
C_{kkjj(\mu\bar{\mu})}^{qq} C_{q\bar{q}ll(\nu\bar{\nu})}^{\bar{i}\bar{i}}.
\tag{6}
\]

Using the relation [4]

\[
\sum_{q,\bar{q},\bar{\rho}} F_{p,q}^{*} \begin{bmatrix} \bar{k} & \bar{j} \\ \bar{i} & \bar{l} \end{bmatrix}^{\bar{\nu}\bar{\mu}} \mathcal{F}_{\bar{q}s}^{s} \begin{bmatrix} \bar{j} & \bar{l} \\ \bar{k} & \bar{i} \end{bmatrix}^{\gamma_{1}\gamma_{2}} = \delta_{ps} \delta_{\rho\gamma_{1}} \delta_{\bar{\tau}\gamma_{2}},
\tag{7}
\]

Eq. (6) can be written in the form:

\[
\sum_{p} \sum_{\rho\tau} C_{j\bar{j}ll(\rho\tau)}^{p\bar{p}} C_{kkp\rho(\rho\bar{\rho})}^{i\bar{i}} F_{p,q}^{t} \begin{bmatrix} k & j \\ i & l \end{bmatrix}^{\nu\mu} = \]

\[
C_{kkj\bar{j}(\mu\bar{\mu})}^{qq} C_{q\bar{q}ll(\nu\bar{\nu})}^{\bar{i}\bar{i}} F_{q^*\bar{p}}^{*} \begin{bmatrix} \bar{j} & \bar{l} \\ \bar{k} & \bar{i} \end{bmatrix}^{\bar{\rho}\bar{\mu}}.
\tag{8}
\]

Putting in (6) \( i = \bar{i} = 0 \) we obtain the following useful relation:

\[
C_{j\bar{j}ll(\rho\tau)}^{k\bar{k}k^*\bar{k}^*} = C_{kkj\bar{j}(\rho\bar{\tau})}^{\mu\nu} C_{\bar{k}\bar{k}\bar{j}(\tau\bar{\tau})}^{\bar{\mu}\bar{\nu}} C_{\bar{k}\bar{k}\bar{l}(\tau\bar{\tau})}^{\bar{\mu}\bar{\nu}} C_{\bar{k}\bar{k}\bar{l}(\tau\bar{\tau})}^{\bar{\mu}\bar{\nu}}.
\tag{9}
\]

For diagonal model

\[
C_{kkk}(\rho\bar{\rho}) = C_{kk(k\bar{\rho})}^{\mu} \delta_{\rho\mu} \delta_{kk} \delta_{ii}.
\tag{10}
\]
Eq. (8) takes the form:

\[
\sum_{\rho\tau} C^i_{kp(\rho\bar{\rho})} C^p_{j\ell(\tau\bar{\tau})} F_{p,q} \left[k \ j \ i \ l \right]_{\rho\tau}^{\nu\mu} = \sum_{\mu\nu} C^q_{kj(\mu\bar{\mu})} C^s_{q\ell(\nu\bar{\nu})} F_{q,p} \left[k^* \ i \ j \ l^* \right]_{\mu\nu}^{\bar{\rho}\bar{\rho}}.
\]  

(11)

To derive (11) we also used the symmetry properties (181), reviewed in appendix A.

It is shown in appendix A that the pentagon equation for fusing matrix [4, 25, 26]

\[
\sum s,\beta 2, t 2, t 3 F_{p 2, s} \left[j \ k \ p 1 \ b \right]_{\alpha 2\alpha 3}^{\beta 2t 3} F_{p 1, i} \left[i \ s \ a \ b \right]_{\alpha 1\beta 2}^{\gamma 1t 2} F_{s, r} \left[i \ j \ l \ k \right]_{\alpha 1\beta 3}^{u 2u 3} = (12)
\]

implies the following important relation:

\[
\sum F_{0, i} \left[p \ k \ j \ i \ l \right]_{00}^{\bar{\rho}\mu} F_{p, q} \left[k \ j \ i \ l \right]_{\rho\tau}^{\nu\mu} F_{0, p} \left[l \ j \ l^* \right]_{00}^{\bar{\rho}\tau} = (13)
\]

(13)

\[
\sum F_{0, q} \left[j \ k \ i \ j \ l^* \right]_{00}^{\bar{\mu}\nu} F_{q, p} \left[k^* \ i \ j \ l^* \right]_{\bar{\rho}\nu}^{\bar{\rho}\nu} F_{0, s} \left[q \ l \ j \ l^* \right]_{00}^{\bar{\rho}\nu} F_{0, i} \left[j \ k \ i \ l \ j^* \right]_{\alpha 1\alpha 2}^{\gamma 1u 2} = (13)
\]

(13)

It is important to note that all the steps performed in appendix A to derive (13) from (12), are valid as in rational as well in non-rational theories, namely all manipulations work also for infinite set \( T \) and infinite fusion coefficients \( N_{jk} \).

Therefore the relation (13) holds in non-rational theories as well.

Comparing (13) and (11) we see that (11) can be solved by an ansatz

\[
C_{ij(\mu\bar{\mu})}^{p0} = \frac{\eta_i\eta_j}{\eta_0\eta_p} F_{0, p} \left[j \ i \ j \ i \right]_{00}^{\bar{\mu}\mu},
\]

(14)

with arbitrary \( \eta_i \). To find \( \eta_i \) we set \( p = 0 \)

\[
C_{0i^*} = \frac{\eta_i\eta_i^*}{\eta_0^2} F_i \left[i \ i^* \right]_{00},
\]

(15)

where

\[
F_i \equiv F_{0, 0} \left[i \ i \right]_{00}.
\]

(16)
Using
\[ C^0_{i'i'} = \frac{C_{ii'}}{C_{00}}, \]  
(17)
where \( C_{ii'} \) are two-point functions and that \( F_0 = 1 \) one can solve \((15)\) setting
\[ \eta_i = \epsilon_i \sqrt{C_{ii'}/F_i}, \]
(18)
were \( \epsilon_i \) a sign factor. We assume that \( \epsilon_i \) can be chosen to satisfy \( \epsilon_i = \epsilon_{i'}. \)

For diagonal models without multiplicities we can derive the relation \((14)\) in the different way. For these models the associativity condition \((11)\) takes the form
\[ C_{k'i'} C_{j'l'} C_{00} F_{p,q} \begin{bmatrix} k & j \\ i & l \end{bmatrix} = C_{q'k} C_{i'l'} C_{00} F_{q',p} \begin{bmatrix} k' & i \\ j & l' \end{bmatrix}. \]
(19)

To derive \((19)\) we used \((9)\) and the commutativity of the structure constants by two lower indices in diagonal models \([4]\):
\[ C^0_{jki,c} \bar{c} = C^0_{jki,c} \bar{c}. \]
(20)

Setting \( q = 0, k = j^*, i = l \) in \((19)\) we obtain:
\[ (C^p_{ij})^2 = \frac{C_{jj'} C_{i'i'} F_{0,p} \begin{bmatrix} j & i \\ j & i' \end{bmatrix}}{C_{00} C_{pp'} F_{p,0} \begin{bmatrix} j' & j \\ i & i \end{bmatrix}}. \]
(21)

Using the relation
\[ F_{0,i} \begin{bmatrix} j & k \\ j & k^* \end{bmatrix} F_{i,0} \begin{bmatrix} k^* & k \\ j & j \end{bmatrix} = \frac{F_j F_k}{F_i}, \]
(22)
obtained in appendix A again as a consequence of the pentagon equation, we can write \((21)\) in two forms
\[ C^p_{ij} = \frac{\eta_i \eta_j}{\eta_0 \eta_p} F_{0,p} \begin{bmatrix} j & i \\ j & i' \end{bmatrix}, \]
(23)
and
\[ C^p_{ij} = \frac{\xi_i \xi_j}{\xi_0 \xi_p} \frac{1}{F_{p,0}} \begin{bmatrix} j & j \\ i & i \end{bmatrix}. \]
(24)
where $\eta_i$ is defined in (18) and

$$\xi_i = \eta_i F_i = \epsilon_i \sqrt{C_{ii^*} F_i}.$$ (25)

Eq. (21) determines (23) and (24) only up to sign, but comparison with (14) shows that the sign ambiguity can be absorbed in factors $\epsilon_i$.

The relation (14) enables as to solve the Cardy-Lewellen cluster equations for various D-branes and defects. The Cardy-Lewellen cluster condition for one-point functions in the presence of boundary

$$\langle \Phi_{(i\bar{i})}(z, \bar{z}) \rangle = \frac{U^i \delta_{i^*i}}{|z - \bar{z}|^{2\Delta_i}}$$ (26)

reads [4]

$$\sum_{k, a, \bar{a}} C^{(k, k^*)}_{(ii^*)(jj^*)} a \bar{a} U^k F_{k0} \left[ \begin{array}{c} i^* i \\ j^* j \end{array} \right]_{00}^{\bar{a}a} = U^i U^j.$$ (27)

Putting (14) in (27), and using formulas (195) and (187) in appendix A to perform the sums by $a$ and $\bar{a}$, we obtain

$$\sum_k U^k N^k_{ij} \xi_i \xi_j \xi_0 = U^i U^j,$$ (28)

where $N^k_{ij}$ are the fusion coefficients. Defining

$$U^k = \Psi^k \xi_k \xi_0$$ (29)

one can write (28) in the form:

$$\sum_k \Psi^k N^k_{ij} = \Psi^i \Psi^j.$$ (30)

It was shown in [34] that the cluster condition for two-point functions in the presence of permutation branes on two-fold product of diagonal models

$$\langle \Phi^{(1)}_{(ii^*)}(z_1) \Phi^{(2)}_{(jj^*)}(z_2) \rangle_p = \frac{U^i_{(2)p} \delta_{ij}}{|z_1 - \bar{z}_2|^{2\Delta_i} |\bar{z}_1 - \bar{z}_2|^{2\Delta_i}}$$ (31)

is:

$$\sum_{k, a, c, \bar{c}} C^{(k, k^*)}_{(ii^*)(jj^*)} a C^{(k, k^*)}_{(ii^*)(jj^*)} c \bar{c} F_{k0} \left[ \begin{array}{c} i^* i \\ j^* j \end{array} \right]_{\bar{a}c} F_{k0} \left[ \begin{array}{c} i^* i \\ j^* j \end{array} \right]_{\bar{a}c} = U^i_{(2)p} U^j_{(2)p}.$$ (32)
Performing the same steps we obtain:

\[ \sum_k U_{(2)P}^k N_{ij}^k \left( \frac{\xi_k \xi_j}{\xi_0 \xi_k} \right)^2 = U_{(2)P}^i U_{(2)P}^j. \]  

Eq. (33) can be solved by the relation

\[ U_{(2)P}^k = \Psi_k \left( \frac{\xi_k}{\xi_0} \right)^2, \]  

with \( \Psi^k \) satisfying (30).

It can be shown that for permutation branes on the \( N \)-fold product, permuted by a cycle \((1 \ldots N)\), the corresponding equation has the form:

\[ \sum_k U_{(N)P}^k N_{ij}^k \left( \frac{\xi_k \xi_j}{\xi_0 \xi_k} \right)^N = U_{(N)P}^i U_{(N)P}^j, \]  

and therefore can be solved by the relation

\[ U_{(N)P}^k = \Psi_k \left( \frac{\xi_k}{\xi_0} \right)^N, \]  

with \( \Psi^k \) again satisfying (30).

In non-rational theories one should take care that \( N_{ij}^k \) are finite. Usually in non-rational theories this equation used, when one of the fields, say \( j \), is degenerate, and this condition is satisfied.

It was shown also in [34] that two-point functions in the presence of defect \( D^k \)

\[ \langle \Phi \Phi^* (z_1, \bar{z}_1) X \Phi \Phi^* (z_2, \bar{z}_2) \rangle = \frac{D^i}{(z_1 - z_2)^{2\Delta_i} (\bar{z}_1 - \bar{z}_2)^{2\Delta_i}}, \]  

satisfy folded version of the cluster condition for the permutation branes on two-fold product and therefore given by the \( U_{(2)P}^k \) divided by the OPE coefficients \( C_{kk^*}^0 \):

\[ D^k = \Psi^k \left( \frac{\xi_k}{\xi_0} \right)^2 \frac{C_{00}^0}{C_{kk^*}^0} = \Psi^k F_k. \]  

In rational conformal field theory one has also the relation

\[ F_k = \frac{S_{00}}{S_{0k}}, \]  

where \( S_{ab} \) is the matrix of the modular transformations.
In RCFT two-points functions can be normalized to 1. Therefore in RCFT \( \xi_k = \frac{\sqrt{S_{0k}}}{\sqrt{S_{00}}} \). Eq. (30) is solved by

\[
\Psi_{a}^{k} = \frac{S_{ak}}{S_{0a}}. \tag{40}
\]

Taking into account the relation between one-point functions \( U^k \) and coefficients of the boundary state \( B^k \)

\[
U^k = \frac{B^k}{B^0}, \tag{41}
\]

we obtain the formulae for the Cardy states \([9]\):

\[
B_{a}^{k} = \frac{S_{ak}}{\sqrt{S_{0k}}}, \tag{42}
\]

\[
|a\rangle = \sum_{k} B_{a}^{k} |k\rangle \tag{43}
\]

where \( |k\rangle = \sum_{N} |k, N\rangle \otimes U |k, N\rangle \) are Ishibashi states, permutation branes \([32]\):

\[
B_{a}^{(N)k} = \frac{S_{ak}}{(S_{0k})^{N/2}}, \tag{44}
\]

\[
|a\rangle_{P} = \sum_{k} \frac{S_{ak}}{(S_{0k})^{N/2}} |k, k\rangle_{P} \tag{45}
\]

where \( |k, k\rangle_{P} \) are permuted Ishibashi states \([32]\), and defects \([28]\):

\[
\mathcal{D}_{a}^{k} = \frac{S_{ak}}{S_{0k}}, \tag{46}
\]

\[
X = \sum_{k} \mathcal{D}_{a}^{k} P^k, \tag{47}
\]

where

\[
P^k = \sum_{N, \bar{N}} (|k, N\rangle \otimes |k^*, \bar{N}\rangle)(\langle k, N| \otimes \langle k^*, \bar{N}|) \tag{48}
\]
correspondingly. We denoted by \( |k, N\rangle \) the orthogonal basis of the highest weight representation \( k \) and \( U \) is an antiunitary operator acting on \( k \) by conjugation.

One can hope that (39) holds in non-rational theories as well, since it reflects the equality of two expressions for the quantum dimension computed in two different ways \([25, 26]\).
Now let us explain how a continuous family of the boundary states arises in non-rational conformal field theory \[15, 36\]. Recall that the Cardy-Lewellen equation (27) is derived by considering the two point function \(\langle \Phi_i(z_1)\Phi_j(z_2) \rangle\) in the presence of a boundary in two pictures. In the first picture the limit \(z_1 \to z_2\) is considered, using the bulk OPE (2). It brings to the l.h.s. in (27) (after applying the conformal block transformation rule (5)). In the second picture the limit \(z_1 \to \bar{z}_1\) and \(z_2 \to \bar{z}_2\) is considered using the bulk-boundary OPE

\[
\Phi_i(z, \bar{z}) \sim \sum_k R(i, k) \Psi_k(x),
\]

where \(\Psi_k\) are boundary fields. Identifying \(U_i = R(i, 0)\) one obtains for the r.h.s. \(U_i R(j, 0)\). To obtain boundary states in non-rational CFT one can use the “Teschner trick”. Assume that \(j\) is a degenerate primary producing finite number of the primary fields in the fusion with a generic primary \(i\). In this case both OPE’s (2) and (49) contain finite number of the primary fields in the r.h.s. and one again reaches to the l.h.s. of the Cardy-Lewellen equation (28) with the finite sum over \(k\) and the finite fusion coefficients \(N_{ij}^k\). But in non-rational CFT we have two ways to continue. One can again set \(R(j, 0) = U_j\) and receive the Cardy-Lewellen equation in the form (28). Alternatively one can treat \(R(j, 0)\) (or if it diverges its leading singularity) as a constant parameter \(A\) characterizing a boundary condition. Setting \(R(j, 0) = A\) one gets linear equation

\[
\sum_k \Lambda^k N_{ij}^k = \Lambda^i A \frac{\xi_0}{\xi_j},
\]

where

\[
U^k = \Lambda^k \xi_k.
\]

Solutions of the eq. (50) bring to the continuous family of boundary states.

Correspondingly the continuous family of the \(N\)-fold permutation branes is given by solution of the equation

\[
\sum_k \Lambda_{(N)P}^k N_{ij}^k = \Lambda_{(N)P}^i A \left( \frac{\xi_0}{\xi_j} \right)^N,
\]

where

\[
U_{(N)P}^k = \Lambda_{(N)P}^k \xi_k^N,
\]

and the continuous family of defects, after folding of the two-fold permutation branes, is given by the following functions

\[
D^k = \Lambda_{(2)P}^k F_k C_{00}.
\]
3 Liouville field theory

Let us review basic facts on the Liouville field theory (see e.g. [37]). Liouville
field theory is defined on a two-dimensional surface with metric $g_{ab}$ by the local
Lagrangian density

$$L = \frac{1}{4\pi} g_{ab} \partial_a \varphi \partial_b \varphi + \mu e^{2b\varphi} + \frac{Q}{4\pi} R \varphi,$$

where $R$ is associated curvature. This theory is conformal invariant if the coupling
constant $b$ is related with the background charge $Q$ as

$$Q = b + \frac{1}{b}.$$

The symmetry algebra of this conformal field theory is the Virasoro algebra

$$[L_m, L_n] = (m - n)L_{m+n} + \frac{c_L}{12}(n^3 - n)\delta_{n,-m}$$

with the central charge

$$c_L = 1 + 6Q^2.$$

Primary fields $V_\alpha$ in this theory, which are associated with exponential fields
$e^{2\alpha \varphi}$, have conformal dimensions

$$\Delta_\alpha = \alpha(Q - \alpha).$$

The spectrum of the Liouville theory is believed [6–8] to be of the following
form

$$\mathcal{H} = \int_0^\infty dP \ R_{\frac{Q}{2} + iP} \otimes R_{\frac{Q}{2} + iP},$$

where $R_\alpha$ is the highest weight representation with respect to Virasoro algebra.
Characters of the representations $R_{\frac{Q}{2} + iP}$ are

$$\chi_P(\tau) = \frac{q^{P^2}}{\eta(\tau)},$$

where

$$\eta(\tau) = q^{1/24} \prod_{n=1}^\infty (1 - q^n).$$

Modular transformation of (61) is well-known:

$$\chi_P(-\frac{1}{\tau}) = \sqrt{2} \int \chi_P^*(\tau) e^{4\pi PP'} dP'.$$
Degenerate representations appear at
\[ \alpha_{m,n} = \frac{1 - m}{2b} + \frac{1 - n}{2} \]  
\[ \text{(64)} \]
and have conformal dimensions
\[ \Delta_{m,n} = \frac{Q^2}{4} - \frac{(m/b + nb)^2}{4}, \]  
\[ \text{(65)} \]
where \( m, n \) are positive integers. At general \( b \) there is only one null-vector at the level \( mn \). Hence the degenerate character reads:
\[ \chi_{m,n}(\tau) = \frac{q^{-(m/b+nb)^2} - q^{-(m/b-nb)^2}}{\eta(\tau)}. \]  
\[ \text{(66)} \]
Modular transformation of (66) is worked out in \[41\]
\[ \chi_{m,n}\left(-\frac{1}{\tau}\right) = 2\sqrt{2} \int \chi_P(\tau) \sinh(2\pi mP/b) \sinh(2\pi nbP)dP. \]  
\[ \text{(67)} \]
Given that the identity field is specified by \((m, n) = (1, 1)\) one finds the vacuum component of the matrix of modular transformation:
\[ S_{0\alpha} = -i2\sqrt{2} \sin \pi b^{-1}(2\alpha - Q) \sin \pi b(2\alpha - Q). \]  
\[ \text{(68)} \]

To present formula (24) in the Liouville field theory we need two-point function
\[ \langle V_\alpha(z_1, \bar{z}_1)V_\alpha(z_2, \bar{z}_2) \rangle = \frac{S(\alpha)}{(z_1 - z_2)^{2\Delta_\alpha}(\bar{z}_1 - \bar{z}_2)^{2\Delta_\alpha}}. \]  
\[ \text{(69)} \]
Let us for this purpose recall some facts on the values of the correlation functions in the Liouville field theory in the Coulomb gas approach.

1. The three-point functions satisfying the relation \( \alpha_1 + \alpha_2 + \alpha_3 = Q \) are set to 1. This rule actually sets normalization of the fields, since from here we receive that
\[ \langle V_\alpha(z_1, \bar{z}_1)V_{Q-\alpha}(z_2, \bar{z}_2) \rangle = \frac{1}{(z_1 - z_2)^{2\Delta_\alpha}(\bar{z}_1 - \bar{z}_2)^{2\Delta_\alpha}}. \]  
\[ \text{(70)} \]
The fields \( V_\alpha \) and \( V_{Q-\alpha} \) have the same conformal dimensions and represent the same primary field, i.e. they are proportional to each other, and it follows from (69) and (70) that
\[ V_\alpha = S(\alpha)V_{Q-\alpha} \]  
\[ \text{(71)} \]
2. The three-point functions $C(\alpha_1, \alpha_2, \alpha_3)$ for the values of $\alpha_i$ satisfying the relation

$$\alpha_1 + \alpha_2 + \alpha_3 = Q - nb,$$

are given by the Coulomb gas or screening integrals computed in [11]

$$I_n(\alpha_1, \alpha_2, \alpha_3) = (b^4 \gamma(b^2) \pi \mu)^n \prod_{j=1}^{n} \gamma(-jb^2) \prod_{k=0}^{n-1} \gamma(2\alpha_1 b + kb^2) \gamma(2\alpha_2 b + kb^2) \gamma(2\alpha_3 b + kb^2),$$

(73)

where $\gamma(x) = \frac{\Gamma(x)}{\Gamma(1-x)}$.

The structure constants derived as the Coulomb gas integrals are denoted by $C$ to distinguish from their values derived from the DOZZ formula.

The structure constant are related to the three-point functions by the relation:

$$C_{\alpha_3}^{\alpha_3} = C(\alpha_1, \alpha_2, Q - \alpha_3).$$

(74)

Thus we derive:

$$C_{-b/2,\alpha}^{\alpha-b/2} = 1,$$

(75)

and

$$C_{-b/2,\alpha}^{\alpha+b/2} = \frac{\pi \mu b^4 \gamma(b^2)}{\gamma(2\alpha b) \gamma(b^2 - 2\alpha b + 2)}.$$

(76)

Now one can obtain the two-point function $S(\alpha)$ by the following trick [15].

Consider the auxiliary three-point function

$$\langle V_\alpha(x_1) V_{\alpha+b/2}(x_2) V_{-b/2}(z) \rangle.$$

(77)

Using the OPE

$$V_{-b/2} V_\alpha = C_{-b/2,\alpha}^{\alpha-b/2} \left[V_{\alpha-b/2}\right] + C_{-b/2,\alpha}^{\alpha+b/2} \left[V_{\alpha+b/2}\right],$$

one receives that in the limit $z \to x_1$ the three-point function (77) takes the form:

$$C_{-b/2,\alpha}^{\alpha+b/2} S(\alpha + b/2),$$

(79)

whereas in the limit $z \to x_2$, it is

$$C_{-b/2,\alpha}^{\alpha-b/2} S(\alpha).$$

(80)

Equating (79) and (80) we get that the two-point function $S(\alpha)$ satisfies the condition:

$$\frac{S(\alpha)}{S(\alpha + b/2)} = C_{-b/2,\alpha}^{\alpha+b/2}.$$

(81)
Solving (81) one derives:

$$S(\alpha) = \frac{(\pi \mu \gamma(b^2))^{b^{-1}(Q-2\alpha)} \Gamma(1 - b(Q - 2\alpha)) \Gamma(-b^{-1}(Q - 2\alpha))}{b^2 \Gamma(b(Q - 2\alpha)) \Gamma(1 + b^{-1}(Q - 2\alpha))}.$$  \hspace{1cm} \text{(82)}

We have all the necessary ingredients to compute classifying algebra: two-point function $S(\alpha)$ and vacuum component of the matrix of the modular transformation. Before to continue let us recall that both of them can be conveniently written using ZZ function [41]:

$$W(\alpha) = -\frac{2^{3/4} e^{3\pi/2} (\pi \mu \gamma(b^2))^{-(Q-2\alpha)} \pi(Q - 2\alpha)}{\Gamma(1 - b(Q - 2\alpha)) \Gamma(1 - b^{-1}(Q - 2\alpha))}.$$  \hspace{1cm} \text{(83)}

It can be easily shown that

$$\frac{W(Q - \alpha)}{W(\alpha)} = S(\alpha),$$  \hspace{1cm} \text{(84)}

and

$$W(Q - \alpha)W(\alpha) = S_{0\alpha}.$$  \hspace{1cm} \text{(85)}

Recalling (39), $F_{\alpha}$ takes the form:

$$F_{\alpha} = \frac{S_{0\alpha}}{W(Q - \alpha)W(\alpha)}.$$  \hspace{1cm} \text{(86)}

Combining (84) and (86) we obtain coefficients $\xi_{\alpha}$ for the Liouville field theory:

$$\xi_{\alpha}^L = \sqrt{S(\alpha)F(\alpha)} = \frac{\sqrt{S_{0\alpha}}}{W(\alpha)}.$$  \hspace{1cm} \text{(87)}

Eq. (24) implies:

$$C_{\alpha_1,\alpha_2}^{\alpha_3,0} F_{\alpha_3,0} \begin{pmatrix} \alpha_1 & \alpha_1 \\ \alpha_2 & \alpha_2 \end{pmatrix} = W(0) \frac{W(\alpha_3)}{W(\alpha_1)W(\alpha_2)}.$$  \hspace{1cm} \text{(88)}

As we explained in section 2, in formulae (87) and (88) could appear a sign factor. But below we check that it is absent here.

Let us compare (88) with the calculations in literature. First of all recall the calculations in [15] for one of the momenta taking the degenerate value $\alpha_1 = -\frac{b}{2}$. The fusing matrix can be computed using that conformal blocks with the degenerate primary $-\frac{b}{2}$ satisfy the second order differential equation, which can be solved by the hypergeometric functions. The fusion matrix is given by the
transformation properties of the hypergeometric functions. The fusion matrix derived in this way we denote by $F^*$ to distinguish from the values of the fusion matrix derived from the Ponsot-Teschner formula. The corresponding values of $F^*$ are [15, 39]:

$$F^*_{\alpha-b/2,0} \begin{bmatrix} -b/2 & -b/2 \\ \alpha & \alpha \end{bmatrix} = \frac{\Gamma(2ab-b^2)\Gamma(-1-2b^2)}{\Gamma(2ab-2b^2-1)\Gamma(-b^2)}, \quad (89)$$

$$F^*_{\alpha+b/2,0} \begin{bmatrix} -b/2 & -b/2 \\ \alpha & \alpha \end{bmatrix} = \frac{\Gamma(2+b^2-2\alpha b)\Gamma(-1-2b^2)}{\Gamma(1-2\alpha b)\Gamma(-b^2)}. \quad (90)$$

Using ZZ function $W(\alpha)$ (83) one can compactly rewrite (89), (90) as:

$$F^*_{\alpha-b/2,0} \begin{bmatrix} -b/2 & -b/2 \\ \alpha & \alpha \end{bmatrix} = \frac{W(0)}{W(-\frac{b}{2})} \frac{W(\alpha-b/2)}{W(\alpha)}, \quad (91)$$

$$F^*_{\alpha+b/2,0} \begin{bmatrix} -b/2 & -b/2 \\ \alpha & \alpha \end{bmatrix} = \frac{W(0)}{W(-\frac{b}{2})} \frac{W(Q-\alpha-b/2)}{W(Q-\alpha)}. \quad (92)$$

Combining (75), (81), (84), (91), (92) we obtain

$$C_{-b/2,\alpha} F^*_{\alpha-b/2,0} \begin{bmatrix} -b/2 & -b/2 \\ \alpha & \alpha \end{bmatrix} = \frac{W(0)}{W(-\frac{b}{2})} \frac{W(\alpha-b/2)}{W(\alpha)}, \quad (93)$$

$$C_{-b/2,\alpha} F^*_{\alpha+b/2,0} \begin{bmatrix} -b/2 & -b/2 \\ \alpha & \alpha \end{bmatrix} = \frac{W(0)}{W(-\frac{b}{2})} \frac{W(\alpha+b/2)}{W(\alpha)}. \quad (94)$$

in agreement with (88).

Next we compute the left hand side of (88) using DOZZ formula for structure constants [10, 40] and the explicit expression for the fusing matrix found in [30]. It is instructive at the beginning to repeat the steps leading from (19) to (24) for the Liouville theory using the DOZZ formula. Using the relation between three-point functions and OPE structure constant (74) the associativity condition of the OPE in the Liouville field theory takes the form:

$$C(\alpha_4, \alpha_3, \alpha_s)C(Q - \alpha_s, \alpha_2, \alpha_1)F_{\alpha_s,\alpha_t} \begin{bmatrix} \alpha_3 & \alpha_2 \\ \alpha_4 & \alpha_1 \end{bmatrix} = \quad (95)$$

$$= C(\alpha_4, \alpha_t, \alpha_1)C(Q - \alpha_t, \alpha_3, \alpha_2)F_{\alpha_t,\alpha_s} \begin{bmatrix} \alpha_1 & \alpha_2 \\ \alpha_4 & \alpha_3 \end{bmatrix}.$$
Consider the limit $\alpha_t \to 0$ in (95).

From the DOZZ formula:

$$C(\alpha_1, \alpha_2, \alpha_3) = \frac{\chi(Q - \sum_{i=1}^{3} \alpha_i)/b}{\Upsilon_b(b) \Upsilon_b(2\alpha_1) \Upsilon_b(2\alpha_2) \Upsilon_b(2\alpha_3)/\Upsilon_b(\alpha_1 + \alpha_2 + \alpha_3 - Q) \Upsilon_b(\alpha_1 + \alpha_2 - \alpha_3) \Upsilon_b(\alpha_2 + \alpha_3 - \alpha_1) \Upsilon_b(\alpha_3 + \alpha_1 - \alpha_2)},$$

where

$$\lambda = \pi \mu \gamma (b^2 - 2b^2)$$

one can obtain [37]

$$C(\alpha_2, \epsilon, \alpha_1) \simeq \frac{2\epsilon S(\alpha_1)}{(\alpha_2 - \alpha_1 + \epsilon)(\alpha_1 - \alpha_2 + \epsilon)} + \frac{2\epsilon}{(Q - \alpha_2 + \alpha_1 + \epsilon)(\alpha_1 + \alpha_2 - Q + \epsilon)}.$$

The functions $\Upsilon_b(\alpha)$ and their properties leading to (98) are described in appendix B.

Using the reflection property

$$C(\alpha_3, \alpha_2, \alpha_1) = S(\alpha_3)C(Q - \alpha_3, \alpha_2, \alpha_1),$$

one receives in this limit, setting also $\alpha_1 = \alpha_4$, $\alpha_2 = \alpha_3$

$$C^2(\alpha_2, \alpha_1, \alpha_s) = \frac{4S(\alpha_1)S(\alpha_2)S(\alpha_s)}{S(0)} \lim_{\epsilon \to 0} \epsilon^2 F_{\alpha_s, \epsilon} \left[ \begin{array}{c} \alpha_1 \\ \alpha_2 \\ \alpha_1 \\ \alpha_2 \end{array} \right].$$

It was shown in [38] that the limit

$$F''_{\alpha_0, \beta} \left[ \begin{array}{cc} \alpha_3 & \alpha_2 \\ \alpha_4 & \alpha_1 \end{array} \right] \equiv \lim_{\beta \to 0} \beta^2 F_{\alpha, \beta} \left[ \begin{array}{c} \alpha_3 \\ \alpha_2 \\ \alpha_4 \\ \alpha_1 \end{array} \right]$$

exists and satisfies the equation:

$$F''_{\alpha_0, \beta} \left[ \begin{array}{cc} \alpha_2 & \alpha_2 \\ \alpha_1 & \alpha_1 \end{array} \right] F_{\alpha_0} \left[ \begin{array}{cc} \alpha_2 & \alpha_1 \\ \alpha_2 & \alpha_1 \end{array} \right] = F_{\alpha_0} F_{\alpha_1} / F_{\alpha}.$$

Putting (102) in (100) one finally gets:

$$C(\alpha_1, \alpha_2, \alpha_s) F''_{\alpha_0, 0} \left[ \begin{array}{cc} \alpha_1 & \alpha_1 \\ \alpha_2 & \alpha_2 \end{array} \right] = 2W(0) \frac{W(Q - \alpha_s)}{W(\alpha_1)W(\alpha_2)}.$$

(103)
and
\[ C(\alpha_1, \alpha_2, \alpha_s) = 2W(Q - \alpha_1) \frac{W(Q - \alpha_2)}{W(Q)W(\alpha_s)} F_{\alpha_0, \alpha_s} \begin{bmatrix} \alpha_1 & \alpha_2 \\ \alpha_1 & \alpha_2 \end{bmatrix}. \] (104)

Here a sign factor could appear, but below we show that actually (103) and (104) hold without it. Recalling the relation (74) and (99) we obtain (103). The emergence of the factor 2 will be explained below. This derivation also explains that the double pole in the fusing matrix \( F_{\alpha, \alpha_0} \) is related to the simple pole in the DOZZ formula.

One can compute the limit (101) also directly. Recall that the boundary three-point function is given by
\[ C_{\sigma_3 \sigma_2 \sigma_1}' = C_{\sigma_3 \sigma_2 \sigma_1} \frac{g_{\beta_3}^{\sigma_1 \sigma_1}}{g_{\beta_3}^{\sigma_2 \sigma_1} g_{\beta_3}^{\sigma_3 \sigma_1}} F_{\sigma_3 \beta_3} \begin{bmatrix} \beta_2 & \beta_1 \\ \sigma_3 & \sigma_1 \end{bmatrix}, \] (105)
where
\[ g_{\beta}^{\sigma_1 \sigma_1} = \lambda^{\beta/2b} \frac{\Gamma_b(Q) \Gamma_b(Q - 2\beta) \Gamma_b(2\sigma_1) \Gamma_b(2Q - 2\sigma_3)}{\Gamma_b(2Q - \beta - \sigma_1 - \sigma_3) \Gamma_b(\sigma_1 + \sigma_3 - \beta) \Gamma_b(Q - \beta + \sigma_1 - \sigma_3) \Gamma_b(Q - \beta + \sigma_3 - \sigma_1)}. \] (106)

The function \( \Gamma_b(x) \) is described in appendix B.

Therefore the fusing matrix can be expressed as
\[ F_{\sigma_2 \beta_3} \begin{bmatrix} \beta_2 & \beta_1 \\ \sigma_3 & \sigma_1 \end{bmatrix} = \frac{g_{\beta_3}^{\sigma_1 \sigma_1}}{g_{\beta_3}^{\sigma_2 \sigma_1} g_{\beta_3}^{\sigma_3 \sigma_1}} C_{\sigma_3 \sigma_2 \sigma_1}'. \] (107)

On the other side \( C_{\sigma_3 \sigma_2 \sigma_1} \) has a pole with residue 1 if \( \beta_1 + \beta_2 - \beta_3 = 0 \). Therefore using the invariance of the fusing matrix w.r.t. to the inversions \( \alpha_i \rightarrow Q - \alpha_i \) one can write for the corresponding residue of the fusion matrix
\[ F_{\sigma_2, \alpha} \begin{bmatrix} \beta_1 & \beta_1 \\ \sigma_1 & \sigma_1 \end{bmatrix} = F_{\sigma_2, Q} \begin{bmatrix} Q - \beta_1 & \beta_1 \\ \sigma_1 & \sigma_1 \end{bmatrix} = \frac{g_{\sigma_1 \beta_1}^{\beta_1 \beta_1} g_{\sigma_1 \sigma_1}^{\beta_1 \beta_1}}{g_{\sigma_1 \sigma_1}^{\beta_1 \beta_1}}. \] (108)

Using the explicit expressions (106) for \( g_{\beta_3}^{\sigma_1 \sigma_1} \), the DOZZ formula (96) for structure constants and the properties of the functions \( \Gamma_b(x), \Upsilon_b(x) \) reviewed in appendix B, it is easy to compute that
\[ g_{\sigma_1 \beta_1}^{\beta_1 \beta_1} g_{\beta_1}^{\sigma_1 \sigma_1} = 2^{1/4} e^{-3\pi/2} \frac{2\pi W(Q - \sigma_1)W(Q - \sigma_2)}{W(\beta_1)} \frac{1}{C(\sigma_1, \sigma_2, \beta_1)}. \] (109)

\(^1\text{See for similar calculations also}[29].\)
Using the properties of the functions $\Gamma_b(x)$, reviewed in appendix B, one can compute the limit

$$\lim_{\beta_3 \to Q} \frac{1}{g_{\beta_3}^{\sigma_1 \sigma_1}},$$

and obtain that it has simple pole with the residue

$$\frac{2^{-1/4} e^{3i\pi/2} W(0)}{\pi W(\sigma_1) W(Q - \sigma_1)}.$$  \hspace{1cm} (111)

Combining (109) and (111) we again derive (103).

Some comments are in order at this point:

1. This derivation shows that the fusing matrix element $F_{\sigma_{2,0}}^{\beta_1 \beta_1, \sigma_1 \sigma_1}$ indeed has double pole: one degree comes from the pole of the three-point function $C_{\sigma_3 \sigma_2 \sigma_1}^{\sigma_0, Q - \beta_1, \beta_1}$ and the second from the pole of the $\frac{1}{g_{Q - \alpha}}$.

2. We have shown that (88) or (103) indeed always holds with the understanding that in the case of the singular behavior one should take the coefficients of the leading singularities.

3. Note that (103) evidently satisfies the reflection property (99) since the fusing matrix is invariant under the inversions $\alpha \to Q - \alpha$.

4. Let us explain the emergence of the factor 2 in (103). We have seen that the formula (103), derived by using the DOZZ formula for structure constant and Ponsot-Teschner (PT) formula for the fusing matrix has additional factor 2 compared to formulas (88), (93), (94) using the values of the structure constant derived as the Coulomb gas integrals and fusing matrix computed via the differential equations for the conformal blocks. The derivation of the formula (103) via the limiting procedure (100) - (103) indicates that the factor 2 originates from the coefficient 2 in formula (98). Point is that as the formula (98) shows, the two-point functions, derived from the DOZZ formula as residue of the pole in the limit $\alpha_3 \to 0$, are twice the two-point functions (69) and (70), derived in the Coulomb gas approach. Thus the states in the theory reconstructed from the DOZZ formula have twice the normalization of the fields used in the calculations leading to (88), (93), (94). This is the reason for emergence of the factor 2 in (103).
5. One can ask, what happens if one tries to compute the left hand side of formulae (93), (94) from the DOZZ and PT formulae. First of all let us recall that, as noted in [40], when the momenta $\alpha_i$ satisfy the relation (72), the DOZZ formula has a pole with the residue equals to the Coulomb gas integrals (73):

$$\text{res}_{\alpha_1+\alpha_2+\alpha_3} Q C(\alpha_1, \alpha_2, \alpha_3) = 1,$$

and

$$\text{res}_{\alpha_1+\alpha_2+\alpha_3} Q_{-nb} C(\alpha_1, \alpha_2, \alpha_3) = I_n(\alpha_1, \alpha_2, \alpha_3).$$

But strictly speaking this is true only for the non-degenerate values of the momenta. For the degenerate values (64), as we see from the DOZZ formula, it may happen that additionally to the first vanishing term in the denominator, we have two more vanishing terms, one in the denominator and another one in the numerator. This makes the limiting procedure ambiguous and can bring to the values of the residue twice as the Coulomb gas results.

Consider the values of the momenta appearing in formulae (93), (94): $\alpha_1 = \alpha$, $\alpha_2 = -\frac{b}{2}$, $\alpha_3 = Q - \alpha \pm \frac{b}{2}$. For these $\alpha_i$ the DOZZ formula develops pole, and the matrix $F''$ defined in (101), vanishes. If now we set $\alpha_2 = -\frac{b}{2} + \delta$ and consider the limit $\delta \to 0$, we obtain

$$\lim_{\delta \to 0} \delta C \left( \alpha, -\frac{b}{2} + \delta, Q - \alpha \mp \frac{b}{2} \right) = 2C_{\mp b/2, \alpha}. \quad (114)$$

$$\lim_{\delta \to 0} \frac{1}{\delta} F''_{\alpha \pm b/2, 0} \left[ \begin{array}{cc} -b/2 + \delta & -b/2 + \delta \\ \alpha & \alpha \end{array} \right] = F^*_{\alpha \pm b/2, 0} \left[ \begin{array}{cc} -b/2 & -b/2 \\ \alpha & \alpha \end{array} \right]. \quad (115)$$

On the other hand it was suggested in [23] a limiting procedure reproducing the Coulomb gas values:

$$\lim_{\delta \to 0} \left[ \lim_{\epsilon \to 0} \epsilon C \left( \alpha, -\frac{b}{2} + \delta, Q - \alpha \mp \frac{b}{2} - \delta + \epsilon \right) \right] = C_{\mp b/2, \alpha}. \quad (116)$$

But this procedure brings to the factor 2 in the fusion matrix:

$$\lim_{\delta \to 0} \left[ \lim_{\epsilon \to 0} \frac{1}{\epsilon} F''_{\alpha \pm b/2 + \delta - \epsilon, 0} \left[ \begin{array}{cc} -b/2 + \delta & -b/2 + \delta \\ \alpha & \alpha \end{array} \right] \right] = 2F^*_{\alpha \pm b/2, 0} \left[ \begin{array}{cc} -b/2 & -b/2 \\ \alpha & \alpha \end{array} \right]. \quad (117)$$
In any case we are in agreement (103).

Having demonstrated that (88) holds in the Liouville field theory we can use the formulae of the section 2 for the defects and boundaries. This will enable us to rederive and write down the formulas for D-branes in the Liouville field theory derived in [15] and [41], and for defects and permutation branes derived in [34] in the simple and elegant way.

With $j = -\frac{b}{2}$, $i = \alpha$, and $k = \alpha \pm b/2$, the equations (30) and (50) take the forms:

$$\Psi(\alpha)\Psi(-b/2) = \Psi(\alpha - b/2) + \Psi(\alpha + b/2),$$  (118)

and

$$\frac{W(-b/2)}{W(0)} A \Lambda(\alpha) = \Lambda(\alpha - b/2) + \Lambda(\alpha + b/2)$$  (119)
correspondingly.

The solution of the equations (118) and (119) are

$$\Psi_{m,n}(\alpha) = \frac{\sin(\pi mb^{-1}(2\alpha - Q)) \sin(\pi nb(2\alpha - Q))}{\sin(\pi mb^{-1}Q) \sin(\pi nbQ)} = \frac{S_{m,n,\alpha}}{S_{m,n,0}},$$  (120)

and

$$\Lambda_s(\alpha) = 2^{1/2} \cosh(2\pi s(2\alpha - Q)),$$  (121)

with

$$2 \cosh 2\pi bs = A \frac{W(-b/2)}{W(0)}$$  (122)

respectively.

Using equations of section 2 we obtain one-point functions for ordinary branes

$$U_{m,n}(\alpha) = \Psi_{m,n}(\alpha) \frac{W(0)}{W(\alpha)},$$  (123)

permutation branes on $N$-fold product

$$U^N_{\mathcal{P}m,n}(\alpha) = \Psi_{m,n}(\alpha) \left(\frac{W(0)}{W(\alpha)}\right)^N,$$  (124)

and defects

$$D_{m,n}(\alpha) = \Psi_{m,n}(\alpha) \frac{S_{00}}{S_{0\alpha}}.$$  (125)

Using (41) one derives boundary state coefficients for ordinary branes:

$$B_{m,n}(\alpha) = \frac{S_{m,n,\alpha}}{W(\alpha)},$$  (126)
permutation branes on $N$-fold product

$$B_{P_{m,n}}^{N}(\alpha) = \frac{S_{m,n\alpha}}{W^{N}(\alpha)}, \quad (127)$$

and defects

$$D_{m,n}(\alpha) = \frac{S_{m,n\alpha}}{S_{0\alpha}}. \quad (128)$$

For the continuous family one gets similarly, using (50), (52), and (54), boundary state coefficients for ordinary branes

$$B_{s}(\alpha) = \frac{\Lambda_{s}(\alpha)}{W(\alpha)}, \quad (129)$$

permutation branes on $N$-fold product

$$B_{P_{s}}^{N}(\alpha) = \frac{\Lambda_{sP}^{(N)}(\alpha)}{W^{N}(\alpha)}, \quad (130)$$

and defects

$$D_{s}(\alpha) = \frac{\Lambda_{sP}^{(2)}(\alpha)}{S_{0\alpha}}. \quad (131)$$

$\Lambda_{sP}^{(N)}(\alpha)$ is again given by the function (121), but the relation (122) now takes the form

$$2 \cosh 2\pi bs = A \left( \frac{W(-b/2)}{W(0)} \right)^{N}. \quad (132)$$

4 Toda field theory

Recall some facts on Toda field theory [14]. The action of the $sl(n)$ conformal Toda field theory on a two-dimensional surface with metric $g_{ab}$ and associated to it scalar curvature $R$ has the form

$$\mathcal{A} = \int \left( \frac{1}{8\pi} g_{ab} (\partial_{a}\varphi \partial_{b}\varphi) + \mu \sum_{k=1}^{n-1} \epsilon_{k} \varphi + \frac{(Q, \varphi)}{4\pi} R \right) \sqrt{g} d^{2}x. \quad (133)$$

Here $\varphi$ is the two-dimensional $(n-1)$ component scalar field $\varphi = (\varphi_{1} \ldots \varphi_{n-1})$:

$$\varphi = \sum_{i=1}^{n-1} \varphi_{i} e_{i}, \quad (134)$$

where vectors $e_{k}$ are the simple roots of the Lie algebra $sl(n)$, $b$ is the dimensionless coupling constant, $\mu$ is the scale parameter called the cosmological constant and $(\epsilon_{k}, \varphi)$ denotes the scalar product.
If the background charge $Q$ is related with the parameter $b$ as

$$Q = \left( b + \frac{1}{b} \right) \rho,$$

where $\rho$ is the Weyl vector, then the theory is conformally invariant. The Weyl vector is

$$\rho = \frac{1}{2} \sum_{e>0} e = \sum_{i} \omega_i,$$

where $\omega_i$ are fundamental weights, such that $\langle \omega_i, e_j \rangle = \delta_{ij}$.

Conformal Toda field theory possesses higher-spin symmetry: there are $n - 1$ holomorphic currents $W^k(z)$ with the spins $k = 2, 3, \ldots n$. The currents $W^k(z)$ form closed $W_n$ algebra, which contains as subalgebra the Virasoro algebra with the central charge

$$c = n - 1 + 12Q^2 = (n - 1)(1 + n(n - 1)(b + b^{-1})).$$

Primary fields of conformal Toda field theory are the exponential field parameterized by a $(n - 1)$ component vector parameter $\alpha$, $\alpha = \sum_{i} \alpha_i \omega_i$,

$$V_\alpha = e^{\langle \alpha, \varphi \rangle}.$$  

They have the simple OPE with the currents $W^k(z)$. Namely,

$$W^k(\xi)V_\alpha(z, \bar{z}) = \frac{w^{(k)}(\alpha)V_\alpha(z, \bar{z})}{(\xi - z)^k}.$$  

The quantum numbers $w^{(k)}(\alpha)$ possess the symmetry under the action of the Weyl group $W$ of the algebra $sl(n)$:

$$w^{(k)}(\alpha) = w^{(k)}(Q + \check{s}(\alpha - Q)), \quad \check{s} \in W.$$  

In particular

$$w^{(2)}(\alpha) = \Delta(\alpha) = \frac{(\alpha, 2Q - \alpha)}{2}$$

is the conformal dimension of the field $V_\alpha$. Eq. (140) implies that the fields related via the action of the Weyl group should coincide up to a multiplicative factor. Indeed we have [16]

$$R_{\check{s}}(\alpha)V_{Q + \check{s}(\alpha - Q)} = V_\alpha.$$  

---
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where $R_s(\alpha)$ is the reflection amplitude

$$ R_s(\alpha) = \frac{A(Q + s(\alpha - Q))}{A(\alpha)} , $$

and $A(\alpha)$ is defined as

$$ A(\alpha) = (\pi \mu \gamma(b^2))^{\frac{(\alpha - Q, \nu)}{8}} \frac{2\pi b \sqrt{\Xi}}{\prod_{e > 0} \Gamma(1 - b(\alpha - Q, e)) \Gamma(-b^{-1}(\alpha - Q, e))} , $$

where

$$ \Xi = i^{n-1} \sqrt{\text{det}C} \left| W \right| , $$

and $C$ is the Cartan matrix. Two-point functions in Toda field theory are

$$ \langle V_\alpha(z_1, \bar{z}_1)V^{*}_\alpha(z_2, \bar{z}_2) \rangle = \frac{R(\alpha)}{(z_1 - z_2)^{4\Delta_\alpha}(\bar{z}_1 - \bar{z}_2)^{4\Delta_\alpha}} , $$

where $R(\alpha)$ is the maximal reflection amplitude defined as

$$ R(\alpha) = \frac{A(2Q - \alpha)}{A(\alpha)} , $$

and $\alpha^*$ is defined by

$$ (\alpha, e_k) = (\alpha^*, e_{n-k}) . $$

The representations which appear in the spectrum of $sl(n)$ Toda field theory have momenta

$$ \alpha \in Q + i \sum_{i}^{n-1} p_i \omega_i , $$

where $p_i$ are real.

To describe degenerate representations it is useful to write $\alpha$ as

$$ \alpha = Q + \nu . $$

Degenerate representations appear at the momentum $\nu$ satisfying the condition

$$ - (\nu, e) = rb + \frac{s}{b} , $$

where $e$ is a root and $r, s \in \mathbb{Z}_+$. Without loss of generality we can classify semi-degenerate representations by a collection of simple roots $I$ for which the equation is satisfied:

$$ - (\nu, e_i) = rb + \frac{s_i}{b} \quad i \in I . $$
Fully degenerate representations appear when \( \mathcal{I} \) consists of all the simple roots. It is easy to show that for fully degenerate representations \( \alpha \) takes the form:

\[
\alpha_{R_1|R_2} = -b\lambda_1 - \frac{1}{b}\lambda_2,
\]

where \( \lambda_1 \) and \( \lambda_2 \) are the highest weights corresponding to irreducible representations \( R_1 \) and \( R_2 \) of \( sl(n) \).

The identity representation, as in the Liouville case before, belongs to the set of the fully degenerate representations.

To characterize generic semi-degenerate representations we need more notations. Denote by \( \Delta_\mathcal{I} \) subsystem of roots which are linear combinations of the simple roots in \( \mathcal{I} \), and by \( \rho_\mathcal{I} \) restricted Weyl vector as half sum of the positive roots in \( \Delta_\mathcal{I} \). For semi-degenerate representations \( \nu \) takes the form

\[
\nu_{\tilde{\nu},R_1,R_2} = \tilde{\nu} - (\rho_\mathcal{I} + \lambda_1)b - (\rho_\mathcal{I} + \lambda_2)/b,
\]

where \( \tilde{\nu} \) is continuous component of the \( \nu \) in the direction orthogonal to simple roots in \( \mathcal{I} \), and \( \lambda_1 \) and \( \lambda_2 \) are the highest weights corresponding to irreducible representations \( R_1 \) and \( R_2 \) of the Lie algebra built from \( \Delta_\mathcal{I} \). The elements of the matrix of the modular transformation have been computed in [12] and given by the following expressions:

\[
S_{\beta\alpha} = \Xi \sum_{\omega \in W} \epsilon(\omega)e^{2\pi i(\omega(\beta - Q),\alpha - Q)},
\]

\[
S_{R_1|R_2,\alpha} = \chi_{R_1}(e^{2\pi i b(Q - \alpha)})\chi_{R_2}(e^{2\pi i b^{-1}(Q - \alpha)})S_{0\alpha},
\]

\[
S_{0\alpha} = \Xi \prod_{e > 0} 4 \sin(\pi b(\alpha - Q, e)) \sin(-\frac{\pi}{b}(\alpha - Q, e)),
\]

\[
S_{\tilde{\nu}_R_1|R_2,\alpha} = \Xi \sum_{\tilde{\omega} \in W/W_\mathcal{I}} \epsilon(\tilde{\omega})e^{2\pi i(\tilde{\omega}(\tilde{\nu}),\alpha - Q)}\chi_{R_1}(e^{2\pi i b \tilde{\omega}^{-1}(Q - \alpha)}) \times \chi_{R_2}(e^{2\pi i b^{-1}\tilde{\omega}^{-1}(Q - \alpha)}) \prod_{e \in \Delta^+_*} \sin(\pi b(\alpha - Q, \tilde{\omega}(e))) \sin(-\frac{\pi}{b}(\alpha - Q, \tilde{\omega}(e))).
\]

\( \chi_R(e^x) \) are the Weyl characters:

\[
\chi_R(e^x) = \frac{\sum_{\omega \in W} \epsilon(\omega)e^{(\omega(\rho + \lambda),x)}}{\sum_{\omega \in W} \epsilon(\omega)e^{(\omega(\rho),x)}}.
\]
and $\Xi$ is defined by \((145)\).

Note that as in the Liouville field theory in the Toda field theory holds the relation as well
\[
A(\alpha)A(2Q - \alpha) = S_{0\alpha}.
\]

Recalling \((39)\), we are ready to compute the coefficients $\xi_\alpha$ and $\eta_\alpha$ in the Toda field theory:
\[
x^T_\alpha = \epsilon_\alpha \sqrt{S_{00} A(2Q - \alpha)} A(\alpha)/A(\alpha) = \epsilon_\alpha \sqrt{S_{00}}.
\]
\[
\eta^T_\alpha = \epsilon_\alpha \sqrt{A(2Q - \alpha)/A(\alpha) S_{00} A(\alpha) A(2Q - \alpha)} = \epsilon_\alpha A(2Q - \alpha) \sqrt{S_{00}}.
\]

Here $\epsilon_\alpha$ denotes a possible sign factor.

Therefore one has in the Toda field theory
\[
C_{\alpha_1,\alpha_2,\mu\bar{\mu}}^{\alpha_3} = \epsilon_{\alpha_1} \epsilon_{\alpha_2} \epsilon_{\alpha_3} \epsilon_{0} A(2Q - \alpha_1) A(2Q - \alpha_2) F_{0,\alpha_3}^{\alpha_1,\alpha_2} \left[ \begin{array}{cc} \alpha_1 & \alpha_2 \\ \alpha_1 & \alpha_2 \end{array} \right]_{00}^{\bar{\mu} \mu}.
\]

Here $\mu$ and $\bar{\mu}$ label multiplicity of the representation $\alpha_3$ appearing in the fusion of $\alpha_1$ and $\alpha_2$. Eq. \((163)\) implies:
\[
\sum_{\mu\bar{\mu}} C_{\alpha_1,\alpha_2,\mu\bar{\mu}}^{\alpha_3} F_{\alpha_3,0}^{\alpha_1,\alpha_2} \left[ \begin{array}{cc} \alpha_1 & \alpha_1 \\ \alpha_2 & \alpha_2 \end{array} \right]_{00}^{\bar{\mu} \mu} = \epsilon_{\alpha_1} \epsilon_{\alpha_2} \epsilon_{\alpha_3} \epsilon_{0} A(0) A(\alpha_3) N_{\alpha_1,\alpha_2}^{\alpha_3}.
\]

Some comments are in order at this point.

1. Presently we have no closed expressions for fusing matrices and structure constants in the Toda field theory, and cannot verify the expression \((163)\) fully as we have done in the Liouville field theory. But in the absence of these expressions, the formula \((163)\) can help to draw many conclusions on different aspects of the Toda field theory.

2. Actually we can use equation \((164)\) only for $\alpha_1$, $\alpha_2$ and $\alpha_3$ possessing finite fusion multiplicity. This is always true for important for us case of the degenerate representations.

3. In the Toda field theory one has also analogue of the relations \((74)\) and \((99)\) in the Liouville field theory. In the Toda field theory they read:
\[
C_{\alpha_1,\alpha_2}^{\alpha_3} = C(\alpha_1, \alpha_2, 2Q - \alpha_3)
\]
and
\[ C(\alpha_3^*, \alpha_2, \alpha_1) = R(\alpha_3)C(2Q - \alpha_3, \alpha_2, \alpha_1). \]  \tag{166}

It is easy to see that the relation (163) is in agreement with (165) and (166), observing that:

a) the fusing matrix is invariant under the Weyl reflections of the primaries, since they do not change the conformal dimensions, and therefore it is invariant under the replacement \( \alpha_i^* \rightarrow 2Q - \alpha_i \) of any of its variables, and

b) using the definition (148) one can prove that the function \( A(\alpha) \) is the same for \( \alpha \) and \( \alpha^* \)
\[ A(\alpha) = A(\alpha^*). \]  \tag{167}

We assume that possible sign factors satisfy \( \epsilon_{\alpha} = \epsilon_{\alpha^*} = \epsilon_{2Q-\alpha} \).

4. It was computed in [17] that for sl(3) Toda field theory

\[ C_{\alpha-bh,0}^{\alpha-\omega_{1,1}} F_{\alpha-bh,0} \begin{pmatrix} \alpha^* & \alpha \\ -b \omega_1 & -b \omega_1 \end{pmatrix} = -\frac{\Gamma(-2 - 3b^2)}{\Gamma(-b^2)} \frac{\pi \mu}{\gamma(-b^2)} \frac{A(\alpha - bh)}{A(\alpha)}, \]  \tag{168}

where \( h \in H_{\omega_1} \) and \( H_{\omega_1} = \{ \omega_1, \omega_2 - \omega_1, -\omega_1 \} \).

It is easy to show that for sl(3) Toda field theory

\[ -\frac{\Gamma(-2 - 3b^2)}{\Gamma(-b^2)} \frac{\pi \mu}{\gamma(-b^2)} = \frac{A(0)}{A(-b \omega_1)}. \]  \tag{169}

Recalling that for this case there are no multiplicities we have perfect agreement with (164). We also see that for this case (164) satisfied without any sign factor.

5. All calculations leading to (163), (164) and (168) are performed in the Coulomb gas approach. Calculations using exact expressions for the structure constants and fusing matrix, still unknown in the Toda field theory, may bring to the modifications similar to what we encountered in the Liouville field theory.

26
The degenerate fields have in their OPE with general primary $V_\alpha$ only finite number of primaries $V_\alpha'$

$$V_{-b\lambda_1 - \frac{1}{2} \lambda_2} V_\alpha = \sum_{s,p} C_{-b\lambda_1 - \frac{1}{2} \lambda_2, \alpha}^{\alpha'_s p} V_{\alpha'_s p}, \quad (170)$$

where $\alpha'_s p = \alpha - bh_{s}^{\lambda_1} - b^{-1} h_{p}^{\lambda_2}$. $h_{s}^{\lambda_1}$ are weights of the representation $\lambda_1$:

$$h_{s}^{\lambda_1} = \lambda_1 - \sum_{i=1}^{n-1} s_i e_i , \quad (171)$$

where $s_i$ are some non-negative integers.

Given the relation (164) we can write down the Cardy-Lewellen equations (27) for Toda field theory when one of the primaries, say $j$, taken the degenerate one, using general formalism developed in section 2.

Eq. (30) in Toda field theory takes the form:

$$\Psi(\alpha) \Psi(-b\omega_k) = \sum_s \Psi(\alpha - bh_{s}^{\omega_k}) . \quad (172)$$

The solution of the equation (172) is given as in the rational conformal field theory by the relation of elements of the matrix of the modular transformation:

$$\Psi_{\lambda_1|\lambda_2}(\alpha) = \frac{S_{R_1|R_2,\alpha}}{S_{R_1|R_2,0}} . \quad (173)$$

Continuing as in the previous sections we obtain discrete family of the boundary state coefficients for ordinary branes, permutation branes and defects:

$$B_{R_1|R_2}(\alpha) = \frac{S_{R_1|R_2,\alpha}}{A(\alpha)} e_{\alpha} , \quad (174)$$

$$B_{P R_1|R_2}(\alpha) = \frac{S_{R_1|R_2,\alpha}}{A_{N}(\alpha)} e_{\alpha}^{N} , \quad (175)$$

$$D_{R_1|R_2}(\alpha) = \frac{S_{R_1|R_2,\alpha}}{S_{0\alpha}} . \quad (176)$$

The continuous family eq. (50) takes the form:

$$\Lambda(\alpha) A(-b\omega_k) / A(0) = \sum_s \Lambda(\alpha - bh_{s}^{\omega_k}) . \quad (177)$$

The equation (177) as before can be solved by the elements of the matrix of modular transformation corresponding to non-degenerate and semi-degenerate representations:

$$\Lambda_{\beta}(\alpha) = S_{\beta\alpha} , \quad (178)$$
\[ \Lambda_{\bar{\mu}R_1|R_2}(\alpha) = S_{\bar{\mu}R_1|R_2,\alpha} . \] (179)

Dividing (178) and (179) by \( A(\alpha)/\epsilon_\alpha \), \( A^N(\alpha)/\epsilon^N_\alpha \) and \( S_{0\alpha} \), we obtain ordinary branes, permutation branes and defects correspondingly.
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A Properties of the fusing matrix

Here we analyze various consequences of the pentagon equation \([4, 25, 26]\):

\[
\sum_{s,\beta_1} F_{p_2, s} \begin{bmatrix} j & k & \beta_1 u_2 \\ p & b & \alpha_2 \alpha_3 \end{bmatrix} F_{p_1, l} \begin{bmatrix} i & s & \gamma_1 u_2 \\ a & b & \alpha_1 \beta_2 \end{bmatrix} F_{s, r} \begin{bmatrix} i & j & u_2 u_3 \\ l & k & \alpha_2 \alpha_3 \end{bmatrix} = (180)
\]

\[
\sum_{\beta_1} F_{p_1, r} \begin{bmatrix} i & s & \beta_1 u_3 \\ a & p_2 & \alpha_1 \alpha_2 \end{bmatrix} F_{p_2, l} \begin{bmatrix} r & k & \gamma_1 u_2 \\ a & b & \beta_1 \alpha_3 \end{bmatrix}.
\]

First of all let us review some important properties of the fusing matrix.

Fusing matrix possesses the following symmetry properties \([26]\):

\[
F_{p, q} \begin{bmatrix} k & j & \beta_1 u_2 \\ i & l & \alpha_2 \alpha_3 \end{bmatrix} = F_{p^*, q} \begin{bmatrix} j & k & \beta_1 u_3 \\ i & l & \alpha_1 \alpha_2 \end{bmatrix} = F_{p, q^*} \begin{bmatrix} l & i & \gamma_1 u_2 \\ j & k & \beta_1 \alpha_3 \end{bmatrix}.
\] (181)

Next we need to know behavior of the fusing matrix when one of the entries is the identity \([4, 20]\):

\[
F_{c, p} \begin{bmatrix} i & 0 & \beta_1 \\ b & a & \alpha_1 \alpha_2 \end{bmatrix} = \delta_{pi} \delta_{oa} \delta_{\alpha_2 0} \delta_{\beta_1 0} \delta_{\alpha_1 \beta} ,
\] (182)

\[
F_{c, p} \begin{bmatrix} 0 & j & \beta_1 \\ b & a & \alpha_1 \alpha_2 \end{bmatrix} = \delta_{pj} \delta_{ob} \delta_{\alpha_1 0} \delta_{\beta_1 0} \delta_{\alpha_2 \beta} ,
\] (183)

\[
F_{c, p} \begin{bmatrix} i & j & \beta_1 \\ b & 0 & \alpha_1 \alpha_2 \end{bmatrix} = \delta_{pi} \delta_{ja} \delta_{\alpha_1 0} \delta_{\beta_1 0} \delta_{\alpha_2 0} ,
\] (184)

\[
F_{c, p} \begin{bmatrix} i & j & \beta_1 \\ 0 & a & \alpha_1 \alpha_2 \end{bmatrix} = \delta_{pi} \delta_{ja} \delta_{\alpha_2 t} \delta_{\beta_1 0} \delta_{\alpha_1 0} .
\] (185)

The equations (181) and (185) in some models hold only up to some sign factors. Here for the sake of simplicity we do not consider these factors, which after all do not change the main statements of the paper.

Now we are ready to derive the necessary relations.

Setting in (180) \(p_1 = 0\), implying also \(i = a, s = b^*, j^* = p_2, \beta_2 = 0, t_3 = \alpha_3, \alpha_1 = 0, \alpha_2 = 0\) one obtains:
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\[ \sum_{t_2} F_{0,t} \begin{bmatrix} a & b^* \\ a & b \end{bmatrix}_{t_2} \gamma_{t_2}^{t_2} F_{b^*,r} \begin{bmatrix} a & j \\ l & k \end{bmatrix}_{t_2 \alpha_3}^{u_2 u_3} = \sum_{\beta_1} F_{0,r} \begin{bmatrix} a & j \\ a & j^* \end{bmatrix}_{\alpha_1 \beta_2}^{\beta_1 u_3} F_{j^*,l} \begin{bmatrix} r & k \\ a & b \end{bmatrix}_{\beta_1 \alpha_3}^{\gamma_1 u_2}. \] 

Setting in (186) additionally \( r = 0, j = a^*, k = l, u_2 = 0, u_3 = 0, \beta_1 = 0, \gamma_1 = \alpha_3 \) we get

\[ \sum_{t_2} F_{0,t} \begin{bmatrix} a & b^* \\ a & b \end{bmatrix}_{00}^{t_2} F_{b^*,0} \begin{bmatrix} a & a^* \\ l & l \end{bmatrix}_{t_2 \alpha_3}^{00} = F_{0,0} \begin{bmatrix} a & a^* \\ a & a \end{bmatrix}_{00}^{00} \delta_{\gamma_1, \alpha_3} = F_a \delta_{\gamma_1, \alpha_3}. \] 

Setting in (180) \( l = 0, r = k^*, i^* = s, a = b, \gamma_1 = 0, t_2 = 0, u_2 = 0, u_3 = t_2 \) we receive

\[ \sum_{\beta_2} F_{p_2,i^*} \begin{bmatrix} j & k \\ p_1 & a \end{bmatrix}_{\alpha_2 \alpha_3}^{\beta_2 u_3} F_{p_1,0} \begin{bmatrix} i & i^* \\ a & a \end{bmatrix}_{00}^{00} = \sum_{\beta_1} F_{p_1,k^*} \begin{bmatrix} i & j \\ a & p_2 \end{bmatrix}_{\alpha_1 \alpha_2}^{\beta_1 u_3} F_{p_2,0} \begin{bmatrix} k^* & k \\ a & a \end{bmatrix}_{00}^{00} \delta_{\gamma_1, \alpha_3} \delta_{\gamma_1, \alpha_3}. \] 

(187)

Setting in (188) \( p_2 = 0, j = p_1, k = a^*, \alpha_2 = 0, \alpha_3 = 0, \beta_1 = 0, \alpha_1 = u_3 \) we get

\[ \sum_{\beta_2} F_{0,i^*} \begin{bmatrix} j & a^* \\ j & a \end{bmatrix}_{00}^{00} F_{j,0} \begin{bmatrix} i & i^* \\ a & a \end{bmatrix}_{00}^{00} = F_a \delta_{\alpha_1, u_3}. \] 

(189)

Eq. (180) implies

\[ \sum_{\alpha_2} F_{0,p_1} \begin{bmatrix} j & p_2 \\ j & p_2^* \end{bmatrix}_{00}^{\gamma_1 \alpha_2} F_{p_2,i^*} \begin{bmatrix} j & k \\ p_1 & a \end{bmatrix}_{\alpha_2 \alpha_3}^{\beta_2 u_3} = \sum_{\mu} F_{0,i^*} \begin{bmatrix} j & k \\ j & k^* \end{bmatrix}_{00}^{\mu u_3} F_{k^*,p_1} \begin{bmatrix} i^* & a \\ j & p_2^* \end{bmatrix}_{\mu \alpha_3}^{\gamma_1 \beta_2}. \] 

(190)

Multiplying (189) by \( F_{0,p_1} \begin{bmatrix} j & p_2 \\ j & p_2^* \end{bmatrix}_{00}^{\gamma_1 \alpha_2} \), summing by \( \alpha_2 \) and using (190) we derive

\[ \sum_{\mu, \beta_2} F_{0,i^*} \begin{bmatrix} j & k \\ j & k^* \end{bmatrix}_{00}^{\mu u_3} F_{k^*,p_1} \begin{bmatrix} i^* & a \\ j & p_2^* \end{bmatrix}_{\mu \alpha_3}^{\gamma_1 \beta_2} F_{p_1,0} \begin{bmatrix} i & i^* \\ a & a \end{bmatrix}_{\alpha_1 \beta_2}^{00} = \] 

(191)

\[ \sum_{\beta_1, \alpha_2} F_{p_1,k^*} \begin{bmatrix} i & j \\ a & p_2 \end{bmatrix}_{\alpha_1 \alpha_2}^{\beta_1 u_3} F_{p_2,0} \begin{bmatrix} k^* & k \\ a & a \end{bmatrix}_{\beta_1 \alpha_3}^{00} F_{0,p_1} \begin{bmatrix} j & p_2 \\ j & p_2 \end{bmatrix}_{00}^{\gamma_1 \alpha_2}. \]
Eq. (187) and (189) imply
\[
\sum_{\alpha_1} F_{0,\alpha} \left[ \begin{array}{cc} i & p_1 \\ i & p_1^* \end{array} \right]^{\nu \alpha_1} \left[ \begin{array}{cc} i & i^* \\ a & a \end{array} \right]_{00} = F_{i \delta_{\nu \beta_2}} F_{p_1,0} = F_i \delta_{\nu \beta_2},
\]
\[
\sum_{\alpha_3} F_{0,k} \left[ \begin{array}{cc} p_2 & a^* \\ p_2 & a \end{array} \right]^{\alpha \beta_2} \left[ \begin{array}{cc} k^* & k \\ a & a \end{array} \right]_{00} = F_{a \delta_{\beta_3 \rho}}.
\]
Multiplying (191) by \( F_{0,a} \left[ \begin{array}{cc} i & p_1 \\ i & p_1^* \end{array} \right]^{\nu \alpha_1} \) and summing by \( \alpha_1 \) and then multiplying by \( F_{0,k} \left[ \begin{array}{cc} p_2 & a^* \\ p_2 & a \end{array} \right]^{\alpha \beta_2} \) and summing by \( \alpha_3 \), and using (192) and (193) we obtain
\[
\sum_{\mu,\alpha_3} F_{i} F_{0,i^*} \left[ \begin{array}{cc} j & k \\ j & k^* \end{array} \right]^{\mu \alpha_3} F_{k^*,p_1} \left[ \begin{array}{cc} i^* & a \\ j & p_2^* \end{array} \right]^{\gamma_1 \nu} F_{0,k} \left[ \begin{array}{cc} p_2 & a^* \\ p_2 & a \end{array} \right]^{\alpha \beta_2} = (194)
\]
\[
\sum_{\alpha_1,\alpha_2} F_{a} F_{p_1,k^*} \left[ \begin{array}{cc} i & j \\ a & p_2 \end{array} \right]^{\mu \alpha_3} F_{0,a} \left[ \begin{array}{cc} i & p_1 \\ i & p_1^* \end{array} \right]^{\nu \alpha_1} F_{0,p_1} \left[ \begin{array}{cc} j & p_2 \\ j & p_2^* \end{array} \right]^{\gamma_1 \alpha_2} = (195)
\]
Setting in (194) \( p_2 = 0, p_1 = j, k = a^*, \gamma_1 = 0, \alpha_3 = 0, \mu = \nu, \alpha_2 = 0, \rho = 0, u_3 = \alpha_1 \) we get
\[
F_{i} F_{0,i^*} \left[ \begin{array}{cc} j & k \\ j & k^* \end{array} \right]^{\nu \alpha_3} = F_{k^*} F_{0,k^*} \left[ \begin{array}{cc} i & j \\ i & j^* \end{array} \right]^{\nu \alpha_3}.
\]
Using (195) we obtain from (194)
\[
\sum_{\mu,\alpha_3} F_{k^*} F_{0,k^*} \left[ \begin{array}{cc} i & j \\ i & j^* \end{array} \right]^{\mu \alpha_3} F_{k^*,p_1} \left[ \begin{array}{cc} i^* & a \\ j & p_2^* \end{array} \right]^{\gamma_1 \nu} F_{0,k} \left[ \begin{array}{cc} p_2 & a^* \\ p_2 & a \end{array} \right]^{\alpha \beta_2} = (196)
\]
\[
\sum_{\alpha_1,\alpha_2} F_{p_1^*} F_{0,p_1^*} \left[ \begin{array}{cc} a^* & i \\ a & i^* \end{array} \right]^{\nu \alpha_1} F_{p_1,k^*} \left[ \begin{array}{cc} i & j \\ a & p_2 \end{array} \right]^{\rho \alpha_3} F_{0,p_1} \left[ \begin{array}{cc} j & p_2 \\ j & p_2^* \end{array} \right]^{\gamma_1 \alpha_2}.
\]
Using (195) one more time and the symmetries (181) we derive:
\[
\sum_{\mu,\alpha_3} F_{0,j} \left[ \begin{array}{cc} k & i \\ k & i^* \end{array} \right]^{\mu \alpha_3} F_{k,p_1} \left[ \begin{array}{cc} i & a \\ j & p_2 \end{array} \right]^{\gamma_1 \nu} F_{0,k} \left[ \begin{array}{cc} p_2 & a \\ p_2 & a^* \end{array} \right]^{\rho \alpha_3} = (197)
\]
\[
\sum_{\alpha_1,\alpha_2} F_{0,p_1} \left[ \begin{array}{cc} a & i \\ a & i^* \end{array} \right]^{\alpha \nu_1} F_{p_1,k} \left[ \begin{array}{cc} i^* & j \\ a & p_2^* \end{array} \right]^{\rho \alpha_3} F_{0,j} \left[ \begin{array}{cc} p_1 & p_2 \\ p_1 & p_2^* \end{array} \right]^{\alpha \rho}.
\]
In the absence of the multiplicities Eq. (187) and (195) take the forms:

\[ F_{0,l} \left[ \begin{array}{cc} a & b \\ a & b \end{array} \right] F_{b',0} \left[ \begin{array}{cc} a & a^* \\ l & l \end{array} \right] = F_{0,0} \left[ \begin{array}{cc} a & a^* \\ a & a \end{array} \right] \equiv F_a, \quad (198) \]

\[ F_{i} F_{0,i^*} \left[ \begin{array}{ccc} j & k \\ j^* & k^* \end{array} \right] = F_{k^*} F_{0,k} \left[ \begin{array}{ccc} i & j \\ i^* & j^* \end{array} \right]. \quad (199) \]

Combining (198), (199) we get

\[ F_{0,i} \left[ \begin{array}{ccc} j & k \\ j^* & k^* \end{array} \right] F_{i^*,0} \left[ \begin{array}{ccc} k & k^* \\ j^* & j \end{array} \right] = \frac{F_{j} F_{k}}{F_{i}}. \quad (200) \]

In the absence of the multiplicities the symmetry properties (181) take the form:

\[ F_{p,q} \left[ \begin{array}{ccc} k & j \\ i & l \end{array} \right] = F_{p^*,q^*} \left[ \begin{array}{ccc} j & k \\ l^* & i^* \end{array} \right] = F_{p,q} \left[ \begin{array}{ccc} i^* & l \\ k^* & j \end{array} \right] = F_{p^*,q^*} \left[ \begin{array}{ccc} l & i^* \\ j^* & k \end{array} \right]. \quad (201) \]

\section{Special functions}

The function \( \Gamma_b(x) \)

The function \( \Gamma_b(x) \) is a close relative of the double Gamma function studied in [3, 35]. It can be defined by means of the integral representation

\[ \log \Gamma_b(x) = \int_0^\infty \frac{dt}{t} \left( \frac{e^{-xt} - e^{-Qt/2}}{(1 - e^{-bt})(1 - e^{-t/b})} - \frac{(Q - 2x)^2}{8e^t} - \frac{Q - 2x}{t} \right). \quad (202) \]

Important properties of \( \Gamma_b(x) \) are

1. Functional equation: \( \Gamma_b(x + b) = \sqrt{2\pi b^{b^2 - \frac{b^2}{4}}} \Gamma^{-1}(bx) \Gamma_b(x). \)

2. Analyticity: \( \Gamma_b(x) \) is meromorphic, poles: \( x = -nb - mb^{-1}, n, m \in \mathbb{Z}^\geq 0. \)

3. Self-duality: \( \Gamma_b(x) = \Gamma_{1/b}(x). \)

From the property 1 one can obtain the following relations:

\[ \Gamma_b(Q) = \sqrt{2\pi b^{-1/2}} \Gamma_{1/b}(\frac{1}{b}) \]

\[ \Gamma_b(Q) = \sqrt{\frac{2\pi}{b}} \Gamma_{1/b}(b) \]
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\[ W(x) = 2^{-1/4} e^{3i\pi/2} \frac{\Gamma_b(2x)}{\Gamma_b(2x - Q)} \lambda^{2x - Q} \]  
(205)

and the behaviour of the \( \Gamma_b(x) \) near \( x = 0 \):

\[ \Gamma_b(x) \sim \frac{\Gamma_b(Q)}{2\pi x} \]  
(206)

**The function \( \Upsilon_b(x) \)**

The \( \Upsilon_b \) may be defined in terms of \( \Gamma_b \) as follows

\[ \Upsilon_b(x) = \frac{1}{\Gamma_b(x) \Gamma_b(Q - x)} \]  
(207)

An integral representation convergent in the strip \( 0 < \text{Re}(x) < Q \) is

\[ \log \Upsilon_b(x) = \int_0^\infty \frac{dt}{t} \left[ \left( \frac{Q}{2} - x \right)^2 e^{-t} - \frac{\sinh^2(\frac{Q}{2} - x)\frac{b}{2}}{\sinh^2 \frac{b}{2}} \right] \]  
(208)

Important properties of \( \Upsilon_b(x) \) are

1. Functional equation: \( \Upsilon_b(x + b) = b^{1-2bx} \frac{\Gamma_b(bx)}{\Gamma_b(1-bx)} \Upsilon_b(x) \).
2. Analyticity: \( \Upsilon_b(x) \) is entire analytic, zeros: \( x = -nb - mb^{-1} \), \( n, m \in \mathbb{Z}_{\geq 0} \). \( x = Q + nb + mb^{-1} \), \( n, m \in \mathbb{Z}_{\geq 0} \).
3. Self-duality: \( \Upsilon_b(x) = \Upsilon_{1/\rho}(x) \).

These properties imply:

\[ \frac{\Upsilon_b(2x)}{\Upsilon_b(2x - Q)} = S(x) \lambda^{2x - Q} \]  
(209)

and

\[ \Upsilon_b(x) \sim x \Upsilon_b(b), \]  
(210)

when \( x \to 0 \).

**The function \( S_b(x) \)**

The function \( S_b(x) \) may be defined in terms of \( \Gamma_b(x) \) as follows

\[ S_b(x) = \frac{\Gamma_b(x)}{\Gamma_b(Q - x)} \]  
(211)

An integral that represents \( \log S_b(x) \) is

\[ \log S_b(x) = \int_0^\infty \frac{dt}{t} \left( \frac{\sinh t(Q - 2x)}{2 \sinh bt \sinh b^{-1} t} - \frac{Q - 2x}{2t} \right) \]  
(212)

The most important properties are
1. Functional equation: $S_b(x + b) = 2 \sin \pi bx S_b(x)$.

2. Analyticity: $S_b(x)$ is meromorphic, poles: $x = -(nb + mb^{-1})$, $n, m \in \mathbb{Z}^{\geq 0}$, zeros $x = Q + (nb + mb^{-1})$, $n, m \in \mathbb{Z}^{\geq 0}$.

3. Self-duality: $S_b(x) = S_{1/b}(x)$.

4. Inversion relation: $S_b(x)S_b(Q - x) = 1$.

These properties imply:

$$\frac{S_b(2x)}{S_b(2x - Q)} = -\sqrt{2}W(x)W(Q - x)$$  (213)
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