Critical-point phenomena and finite-size scaling in mean-field equal-coupling photonic networks
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The mean-field optical phase transition in multimode equal-coupling photonic networks is studied by temporal evolution of the nonlinear equations of motion of the coupled modes. Analogies to statistical mechanics models of interacting classical spins, built upon the correspondence between complex-valued modes and two-component spins, are employed to define two-component and single-component order parameters. A comprehensive finite-size scaling analysis is performed to estimate critical points and exponents of a second-order phase transition, driven by the optical energy per mode. Equilibrium properties of the system are compared to exact results whenever applicable.

A comprehensive finite-size scaling analysis is performed in Sec. III to thoroughly characterize the optical phase transition and establish the critical line in the nonlinearity–energy-density phase diagram. Critical scaling leads to infer the upper critical dimension $d_c = 4$. Connection to thermodynamic quantities is established by means of a kinetic temperature with appropriate zero-temperature limit. In the low temperature phase (low energy per mode), spins align. In the high temperature phase (large energy per mode), spins rotate independent of one another.

I. INTRODUCTION

In statistical mechanics it is usually the goal to describe system behavior in the thermodynamic limit, i.e. under the condition that the size of an elementary building block of a system is miniscule in comparison to the overall size of the system $[1–3]$. Much effort is thus spend on designing algorithms and numerical strategies that permit to efficiently simulate systems with a large but finite number $N$ of building blocks $[2–4]$, and to reliably extrapolate towards $N \rightarrow \infty$, e.g., employing the heuristical statistical mechanics theory of finite-size scaling (FSS) $[1, 5–7]$. In case of photonic networks, however, systems of interest naturally exhibit a finite number of building blocks, and effects caused by their finite size may even become an important feature. This is especially important for the study of collective phenomena that require a system-wide cooperation of building blocks, such as phase transitions.

Based on these considerations we study fully connected, equal-coupling photonic networks (ECPNs), consisting of $N$ complex-valued modes that are subject to nonlinear effects and interact pairwise via uniform couplings. For such long-range interacting ECPNs, recent studies provided evidence for a second-order phase transition $[8]$. This optical phase transition can be expressed in terms of statistical mechanics spin-model terminology, if a modes phase is interpreted as a two-component spin vector, and its amplitude as the length of that vector. This geometric picture exploits analogies to models of interacting classical spins $[1, 3, 7]$, as, e.g., the XY model $[9–13]$. The analogy of light propagating through nonlinear two-dimensional (2D) arrays of weakly coupled waveguides and the 2D short-range interacting XY model has previously been used to study an optical analog of the Berezinskii-Kosterlitz-Thouless transition $[14]$. On long-range interacting systems, the XY model exhibits a temperature driven, continuous phase transition with a ferromagnetic phase at low temperature and a paramagnetic phase at high temperature $[12, 13]$. In case of the fully connected ECPN model, working in the microcanonical ensemble, the transition is observed as a function of the energy density per mode. If the energy per mode is large, the system is in a disordered state in which the angular degrees of freedom of the spins are active and where there is no orientational order amongst the spins. If the average energy in each mode decreases, the system undergoes a second order phase transition to an ordered phase $[8]$, in which alignment forces induce global order. Previously, Ref. $[8]$ demonstrated the role of the nonlinearity in achieving this optical phase transition and reported the critical point and verified the mean-field scaling of a magnetization-like order parameter for a particular parameter setting.

Here, we perform a more detailed analysis, based on numerical simulations of ECPNs of finite size, employing FSS to thoroughly characterize the optical phase transition in terms of critical points and critical exponents. Since fully connected ECPNs represent a long-range interacting system, the transition can be expected to be in the mean-field universality class, consistent with the mean-field theory for photonic networks developed in Ref. $[8]$. Due to the inevitably finite number of building blocks of real photonic systems, a thorough study of finite-size effects in such systems seems rewarding.

In Sec. II we introduce equal-coupling photonic networks in more detail, and we introduce classical statistical mechanics quantities that allow to characterize the
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state of the system. Section III contains a detailed analysis of equilibrium features of the model and of the optical phase transition, focusing on a parameter range considered previously in Ref. [8]. We first discuss emergence and loss of order in the system (Sec. III A), demonstrating that a symmetry of the Hamiltonian enables coherent phase-rotations in the ordered phase, and we derive exact results for time-averaged quantities in the disordered phase, even accounting for finite-size effects. Subsequently we employ FSS to precisely locate the critical point and determine the critical exponents from information on systems of finite size (Sec. III C). Correlation times (Sec. III B), and scaling at criticality (Sec. III D) are discussed separately. In Sec. III E we utilize a kinetic temperature based on the angular momenta of the spins to analyze the thermodynamic signature of the transition within the considered dynamical system. Finally, we summarize results obtained for various other parameter settings in terms of a phase diagram and make conclusions in Sec. IV.

II. MODEL AND METHODS

Fully connected, equal coupling photonic networks, consisting of N complex-valued modes Ψ ≡ (ψ1, . . . , ψN) that interact pairwise via uniform couplings J0 > 0, are described by the Hamiltonian [8]

\[ H[Ψ] = -\frac{J_0}{N} \sum_{\ell,j \neq \ell} \psi_\ell \psi_j + \frac{\chi}{2} \sum_\ell |\psi_\ell|^4, \]  
(1)

where the second term models a Kerr-type nonlinearity with nonlinearity parameter \( \chi > 0 \). The total optical power of a mode configuration Ψ reads

\[ A[Ψ] = \sum_\ell |\psi_\ell|^2, \]  
(2)

and the time evolution of the system (1) is governed by the nonlinear equations of motion

\[ i\dot{\psi}_\ell = -\frac{J_0}{N} \sum_{j \neq \ell} \psi_j + \chi |\psi_\ell|^2 \psi_\ell, \]  
(3)

i.e. \( N \) coupled first-order differential equations where the dot denotes derivative with respect to time. They conserve the energy density \( h \equiv H[Ψ]/N \) and the optical power per mode \( a \equiv A[Ψ]/N \). The norms \( |\psi_\ell| \) of the individual modes are not conserved. The equations of motion (3) are obtained in the framework of time-dependent coupled mode theory [8, 15]. Equation (1) is invariant under the transformation \( \psi_\ell \rightarrow \psi_\ell \exp(i \theta) \) for \( \ell = 1, \ldots, N \), indicating a continuous symmetry that causes degeneracy of distinct states: a global phase-rotation \( \theta \) will conserve the energy density \( h \). This symmetry is also manifested in the dynamics of the system, see Sec. III A. Instances \( Ψ \), evolving according to the equations of motion Eq. (3), approach equilibrium dynamics for \( h \) in the range from \( h_{\text{min}} = -J_0 a + \chi a^2/2 \) to \( h_{\text{max}} = \chi a^2 \) [8]. In the limit of weak nonlinearity it is directly possible to test whether a system exhibits equilibrium dynamics: the framework of optical thermodynamics facilitates comparison of the average optical power within the different eigenmodes of the system to theoretical predictions [8, 16–18]. Moreover, in weakly nonlinear systems, the thermalization process can be controlled by dispersion engineering [15]. Values of \( \chi \) considered in this work do not qualify as “weak”, hence we will need to use a different strategy to assess whether a simulation run has reached dynamical equilibrium, see Sec. III B.

In analogy to statistical mechanics models of interacting n-dimensional classical spins [1, 9], and, more specifically, in analogy to the XY model (obtained for \( n = 2 \)) [9, 10, 12, 13], the modes \( \psi_\ell \) can be viewed as photonic soft-spins

\[ \mathbf{s}_\ell = (s_{x,\ell}, s_{y,\ell}) \equiv (\text{Re}[\psi_\ell], \text{Im}[\psi_\ell]), \]  
(4)

vectors of variable length in the \( \text{Re}[\psi]^2 - \text{Im}[\psi]^2 \)-plane. The softness of a spin, i.e. the variable length of the spin vector, is a feature that distinguishes photonic networks from classical spin models [11]. Inspired by such statistical mechanics models we introduce the two-component magnetization-like order parameter [1, 2, 12, 19, 20]

\[ \mathbf{m} = (m_x, m_y) = \frac{1}{N} \sum_\ell \mathbf{s}_\ell, \]  
(5)

to analyze the soft-spins collective dynamics. Let us note that for the fully connected photonic network, Eq. (3) can be expressed in terms of \( \mathbf{s}_\ell \) and \( \mathbf{m} \) as

\[ i\dot{\mathbf{s}}_\ell = -J_0 \left( \mathbf{m} - \frac{\mathbf{s}_\ell}{N} \right) + \chi |\mathbf{s}_\ell|^2 \mathbf{s}_\ell, \]  
(6)

wherein \( J_0 \mathbf{m} \) serves as a mean field guiding the time evolution of individual spins, and where the second term couples the components of the spin vector. To investigate emergence of order in the ECPN, we further consider the single-component order parameter \( m \equiv |\mathbf{m}| \). Its long-time average

\[ \langle m \rangle = \frac{1}{t_{\text{eq}} - t_{\text{obs}}} \int_{t_{\text{eq}}}^{t_{\text{obs}}} m(t) \, dt, \]  
(7)

with equilibration time \( t_{\text{eq}} \) and total observation time \( t_{\text{obs}} \), allows to analyze equilibrium properties as function of the control parameter \( h \), and to probe the nature of the optical phase transitions supported by Eq. (1). While the quantity \( m \) has also been used in a previous study [8], we here show that the two-component order parameter \( \mathbf{m} \) plays a leading role. It permits much deeper insight into the dynamics, allowing to identify collective rotational modes, and to derive exact results for several quantities in the limit \( h \rightarrow h_{\text{max}} \).

Subsequently, we fix the optical power per mode to \( a = 1 \) and consider parameter values \( J_0 = 1.2 \) (fixing the value of \( J_0 \) is equivalent to fixing time units), and \( \chi = 1 \).
The equilibration range is bounded by $h_{\text{min}} = -0.7$ and $h_{\text{max}} = 1$. This allows to reproduce and build on previous results presented in Ref. [8]. Numerical simulations for other parameter choices are pointed out explicitly in Sec. IV. In the presented study, the equations of motion Eq. (3) are solved for configurations $\Psi$ of up to $N = 384$ modes, for long observation times up to $t_{\text{obs}} = 10^7$ time units. Numerical integration of Eq. (3) is performed using a step size controlled Runge-Kutta method of high order [21–23]. Working in the microcanonical ensemble, the (constant) energy density and optical power of the system is set by the initial condition. In order to prepare initial mode-configurations for specified optical power per mode and energy density $h$, we utilize an effective optimization heuristic that incrementally improves a random trial configuration, see Supplemental Material [24]. The initial $t_{\text{eq}} = 10^6$ time units are reserved for the system to approach equilibrium. This equilibration phase is much longer than the correlation times for even the largest system, see Sec. III B. No measurements are taken during that time.

### III. RESULTS

Observing the time evolution of mode preparations $\Psi$ at different values of the control parameter $h$, allows to identify phases with distinct dynamics. Exemplary equilibrium dynamics, giving an account of order and disorder within an ensemble of $N = 16$ soft spins, are shown in Vid. 1. Both phases can be distinguished via the long-time average $\langle m \rangle$ of the order parameter. For $J_0 = 1.2$ and $\chi = 1$, a previous qualitative analysis suggested a threshold value $h_c \approx 0.75$, separating an ordered phase with nonzero spontaneous magnetization ($h < h_c$), from a disordered phase with an asymptotically ($N \to \infty$) zero value of $\langle m \rangle$ ($h > h_c$) [8]. Below, we derive exact results for several quantities in the limit $h \to h_{\text{max}}$, and perform a thorough FSS analysis, locating the asymptotic critical point, and giving the critical exponents of the transition.

#### FIG. 1. Distribution of the two-component order parameter $m$ for $N = 64$ at (a) $h = 0.6$, (b) $h = 0.75$, and, (c) $h = 1.0$. (d) Distribution of $m = |m|$ corresponding to (a-c). $p_G$ is a Gaussian with mean $\mu = 0.367$ and variance $\sigma^2 = 0.002$. $p_R$ is a Rayleigh distribution with scale parameter $\sigma_R = 0.083$. (e) Normalized distribution of only the $x$-component of $m$ at $h = 1$ for $N = 384$. $p_G$ is a Gaussian with $\mu = 0$ and $\sigma^2 = 1$.

### A. Angular excitations and exact results

In the ordered phase, as $h \to h_{\text{min}}$, the spins align and lose their softness. This becomes evident right at $h_{\text{min}}$, where in absence of any length-fluctuations $|s| \equiv 1$ [24]. In this limit, the spins equation of motion [Eq. (6)] take the approximate form $is_\ell \approx -J_0 m + \chi s_\ell$, where the right-hand side guides individual spins towards their average direction. Time-evolution proceeds mostly by directional changes [see left panel of Vid. 1], and it is safe to assume $s_\ell \approx |s_\ell| \theta_\ell e_{\theta_\ell}$, with polar angle $\theta_\ell$ and unit vector $e_{\theta_\ell} \equiv -\sin(\theta_\ell) e_x + \cos(\theta_\ell) e_y$. For the entire system it follows that $\mathbf{m} = (1/N) \sum_\ell s_\ell \approx m \hat{\theta} \hat{\theta}$, where $\hat{\theta}$ is the polar angle of $\mathbf{m}$. Since Eq. (1) is invariant with respect to global phase rotation, the momentum corresponding to $\theta$ is conserved. Hence, we expect the ensemble of spins to be able to sustain collective rotational modes with constant angular frequency $\hat{\theta}$, allowing the system to move between distinct equilibrium configurations at fixed $h$. This can be seen in Vid. 1 for $h = -0.42$, where $\hat{\theta} \approx -0.05$ ($\hat{\theta}$ is measured in counterclockwise direction). Consequently, $\mathbf{m}$ completes a full rotation every $2\pi/|\hat{\theta}| \approx 125$ time units. These angular excitations represent the Goldstone modes of this classical long-range interacting system [1, 25, 26]. Such coherent rotations can be suppressed by preparing the system in initial states comprised of real-valued modes [8]. The angular momenta of the soft-spins relative to the collective rotational mode can be used as a measure of “thermal” excitation of the spins angular degrees of freedom, see Sec. III E. Let us note that the emergence of a nonzero magnetization
within the ordered phase is signaled by both, \( \mathbf{m} \) [Fig. 1(a-e)], and \( c \) [Fig. 1(d)]. The distribution of \( \mathbf{m} \) exhibits a circular shape with radius \( m \). In particular, at \( h = 0.6 \), the distribution of \( m \) compares well to a Gaussian with nonzero mean \( \langle m \rangle \approx 0.37 \) [Fig. 1(d)]. This spontaneous magnetization indicates the breakdown of the inherent isotropy, exhibited by equilibrium configurations within the disordered phase, see Vid. 1 for \( h = 1 \).

Deep in the disordered phase, as \( h \rightarrow h_{\text{max}} \), the components \( s_\ell \) and \( s_y \) of the individual soft-spins have the properties of i.i.d. (independent and identically distributed) normal random variables with zero mean and variance \( \sigma^2 \). This assumption was justified \( \text{a posteriori} \) by performing numerical tests, see Supplemental Material [24]. As a result, \( m_x \sim \mathcal{N}(0, N/2) \) and \( m_y \sim \mathcal{N}(0, N/2) \). Thus, for a system of size \( N \), the time-average of the components of \( \mathbf{m} \) yield \( \langle m_x \rangle \approx 0 \) and \( \langle m_y \rangle \approx 0 \). At a given instant of time, however, \( m_x \) and \( m_y \) are normal i.i.d. random variables with mean \( \mu = 0 \) and variance \( \sigma^2 = \sigma^2 \) [since \( c \mathcal{N}(\mu, \sigma^2) \approx \mathcal{N}(\mu, \mu^2 \sigma^2) \)]. Both features are demonstrated in Fig. 1(e), where the probability density of \( m_y \) for a system of size \( N = 384 \) is shown to fall onto a Gaussian function with zero mean and unit variance, if scaled by the standard deviation \( \sigma_N = 1/\sqrt{2N} \). As a result, \( \mathbf{m} \) is a two-component normal random vector and Eq. (6) can be cast into the form \( \mathbf{x} = \mathbf{m}_{\text{rand}, \ell} + \chi \mathbf{s}_\ell \), describing an ensemble of effectively uncoupled nonlinear oscillators, driven by fast-varying local random fields \( \mathbf{m}_{\text{rand}, \ell} = -J_0(\mathbf{m} - \mathbf{y}/N) \).

The normal random nature of \( \mathbf{m} \) has direct implications for \( m \): it specifies the length of a two-dimensional random vector, thus following a Rayleigh-distribution \( p_R(m) = m \exp(-m^2/(2\sigma_R^2)) \) with scale parameter \( \sigma_R = 1/\sqrt{2N} \) [27], see Fig. 1(d). From this, the \( n \)-th moment about the origin \( \mu_n = \int m^n p_R(m) \ dx \) of the order parameter distribution can be found explicitly [27]: it is \( \mu'_n = \sqrt{\pi/4N} \), \( \mu'_2 = 1/N \), and \( \mu'_4 = 2/N^2 \). With these results, the time-average of \( m \) in the limits \( h \rightarrow h_{\text{max}} \) is found as \( \langle m \rangle^*_N = \mu'_1 \approx 0.89/\sqrt{N} \). These exact limiting behaviors are tested in Sec. IIIIC, and Sec. IIIID below. Having discussed the role of the magnetization-like parameter \( \mathbf{m} \) in the limits \( h \rightarrow h_{\text{min}} \) and \( h \rightarrow h_{\text{max}} \), it is now in order to study how systems composed of a large but finite number of photonic soft-spins gradually lose orientational order upon increasing the energy density \( h \).

**B. Correlation times**

To assess under which conditions a given simulation run allows to obtain equilibrium properties of \( m \), we study the time-displaced autocorrelation function [2]

\[
C(t) = \int_{t+t_{eq}} \left[ m'(t) \left( m'(t+t) - \langle m \rangle^2 \right) \right] dt'.
\]

It takes a non-zero value if, on average, the fluctuations of \( m'(t) \) and its time-displaced value \( m'(t+t) \) are correlated. It will be zero if they are uncorrelated. The analysis below is restricted to a control parameter in the vicinity of the critical point, where correlations are notoriously persistent [2]. Specifically, we consider the point \( h = 0.75 \), motivated by a previous study [8]. Figure 2 shows autocorrelation functions for different system sizes \( N \). The time-scale \( \tau \) on which the autocorrelation decays is a measure of the correlation time, indicating how long it takes for small disturbances in \( m \) to relax [3]. We find a good fit to the two-exponential decay function \( C_{\text{fit}}(t) \propto \exp(-t/\tau) [1 + b \exp(-t/\tau_{\text{corr}})] \) [3, 28]. Results for \( \tau \), obtained by least-squares fits to \( C_{\text{fit}} \), are shown in the inset of Fig. 2. We assume that if a system has evolved for several multiples of the correlation time, it is practically in equilibrium. Irrespective of \( N \), both, the initial equilibration time \( t_{eq} \) as well as the total observation time \( t_{obs} \) exceed the equilibration time by far.

**C. Finite-size scaling in the critical region**

To investigate the emergence of “magnetic ordering” through soft-spin alignment, equilibrium properties of ECPNs as a function of the control parameter \( h \) for systems of different size \( N \) are considered. As evident from Fig. 3(a), and in agreement with earlier results [8], an asymptotically nonzero magnetization appears below \( h_c \approx 0.75 \), and the transition from the disordered phase \( (h > h_c) \) to the ordered phase \( (h < h_c) \) becomes more clear as the size \( N \) of the system increases. This is sup-
ported by the scaling behavior of other standard statistics mechanics quantities, such as the finite-size susceptibility \( \chi_m \), and the Binder fourth-order cumulant \( b_m \), given by

\[
\begin{align*}
\chi_m & \equiv N \left( \langle m^2 \rangle - \langle m \rangle^2 \right), \\
b_m & \equiv 1 - \frac{\langle m^4 \rangle}{3 \langle m^2 \rangle^2},
\end{align*}
\]

shown in Figs. 3(b,c), respectively. FSS theory asserts [1, 5, 29–31], that the scaling behavior of the above quantities satisfies the scaling forms

\[
\begin{align*}
\langle m \rangle & = N^{-\beta/\nu} f_\beta(x), & f_\beta(x) & \sim x^{-\nu} (-x)^\beta, \\
\chi_m & = N^{\gamma/\nu} f_\gamma(x), & f_\gamma(x) & \sim x^{-\gamma}, \\
b_m & = f_0(x), & f_0(x) & \sim x^{-\nu} \text{const}.,
\end{align*}
\]

with scaling variable \( x \equiv (h/h_c - 1)N^{1/\nu} \). \( \nu \) is a critical exponent governing the divergence \( N_c \sim |h-h_c|^{-\nu} \) of a coherence number \( N_c \) for the fully connected system in the limit \( N \to \infty \) [30]. The exponent \( \nu \) is related to the mean-field critical exponent \( \nu \) through the relation \( \nu = d_c \nu \) [32, 33], where \( d_c \) is the upper critical dimension [1], i.e. the dimension above which short-range interacting systems have the same critical exponents as the mean-field model. \( \beta \) is a critical exponent describing the vanishing of the order parameter \( \langle m \rangle \), and \( \gamma \) describes the divergence of \( \chi_m \) at the transition point. The scaling functions \( f_\beta, f_\gamma, \), and \( f_0 \) are expected to approach constant values for \( x \to \infty \). The scaling assumptions Eqs. (10) are valid in the limit \( N \to \infty \) with systematic deviations for systems of finite size [3]. Consequently, the FSS analysis below is performed for systems of size \( N \geq 96 \). Different methods for performing FSS are used throughout the literature, based, e.g., on the minimization of a local linearity function [34], a refined quality function [35–37], considered in the presented work, and Bayesian inference methods [38, 39]. Since the Hamiltonian Eq. (1) describes a long-range interacting system, we expect our results to be in accord with the usual mean field exponents \( \nu = 1/2, \beta = 1/2, \) and \( \gamma = 1 \) [1, 7]. In particular, the relation \( \nu = d_c / 2 \) will allow to estimate the upper critical dimension of ECPNs.

1. Binder fourth order cumulant

To locate \( h_c \), and simultaneously determine \( \bar{\nu} \), the dimensionless Binder parameter \( b_m \) [Eq. (9b)] is considered first. At the critical point, according to Eq. (10c), the Binder parameter for the equilibrium system should be independent of \( N \) [5]. Figure 3(c) shows that indeed, as function of \( h_c \), curves at different \( N \) intersect at a common point. In the limit \( x \to \infty \), the numerical results are in reasonable agreement with \( b_m^T = 1 - \mu_4^T / [3 \mu_2^T]^2 = 1 / 3 \) [dash-dotted line in Fig. 3(c)], expected on basis of the exact results derived in Sec. IIIA. Let us note that this is different from the corresponding high-temperature limit for the fully connected Ising model, where \( b_m \approx 0 \) [32, 40]. Imposing the scaling form Eq. (10c), and minimizing an objective function measuring the quality of the data collapse [35, 37, 41], yields the optimal parameters \( h_c = 0.756(1) \) and \( \bar{\nu} = 2.04(8) \). (An independent analysis, performed by minimizing a local linearity function for Eq. (10c) [34], results in the supporting estimates \( h_c = 0.756 \) and \( \bar{\nu} = 1.97 \).) The excellent data collapse achieved by these parameter values is demonstrated in Fig. 3(f).

2. Order parameter

To locate \( h_c \) and simultaneously determine the critical exponents \( \beta \) and \( \nu \), the finite-size scaling of the order parameter is considered next. In the ordered phase close to the critical point, it is well described by \( \langle m \rangle \propto |h-h_c|^\beta \). This is shown by the dashed line in Fig. 3(a), obtained for \( a \) priori choice \( h_c = 0.756 \), and \( \beta = 1/2 \), in qualitative agreement with previous results [8]. In the limit \( x \to \infty \), our numerical results are in excellent agreement with the exact result \( \langle m \rangle^T = \sqrt{\pi/4N} \) obtained in Sec. IIIA [dash-dotted line in Fig. 3(a)]. By imposing Eq. (10a), the optimal data collapse quality is achieved for \( h_c = 0.755(1), \nu = 2.00(4), \) and \( \beta = 0.52(4) \) [35, 37, 41]. (Minimizing the local linearity function for
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**FIG. 3.** Results of the finite-size scaling analysis at \( J_0 = 1.2 \) and \( \chi = 1 \). (a-c) Scaling behavior as function of energy density \( h \). (a) Order parameter \( \langle m \rangle \). Solid line indicates \( \langle m \rangle \sim (h-h_c)^{1/2} \) for \( h_c = 0.756 \). (b) Finite-size-susceptibility \( \chi_m \). (c) Binder cumulant \( b_m \). (d-f) Data collapse of scaled quantities as function of \( x \equiv (h/h_c - 1)N^{1/\nu} \) (for the definition of the parameters see text). (d) Scaled order parameter. (e) Scaled susceptibility. (f) Binder cumulant. In (a-c), dashed lines indicate \( h = 0.756 \), and dash-dotted lines indicate values expected for \( h \to h_{\text{max}} \). Errorbars are smaller than symbol sizes.
Eq. (10a) [34], gives \( h_c = 0.752, \bar{\nu} = 2.03, \) and \( \beta = 0.51. \) The corresponding data collapse is shown in Fig. 3(d).

### 3. Finite-size susceptibility

The finite-size susceptibility \( \chi_m \) [Eq. (9a)] allows to define a sequence of pseudocritical points \( h'_c. \) For a given system size \( N, h'_c \) is determined by the peak-location of \( \chi_m, \) see Fig. 3(b). At \( N = 64 \) the peak is located at \( h'_c = 0.736(2). \) For increasing system size these pseudocritical points shift to larger values of \( h, \) e.g., at \( N = 384 \) it is \( h'_c = 0.744(4), \) approaching the previous estimates of \( h_c \) from below. In the limit \( x \to \infty, \) the exact results of Sec. IIIA lead to expect \( \chi_m^\ast = N[\mu'_2 - (\mu'_1)^2] = 1 - \pi/4 = 0.21 \) [dash-dotted line in Fig. 3(b)], in good agreement with our numerical results. Imposing Eq. (10b), the optimal data collapse is achieved for \( h_c = 0.750(2), \bar{\nu} = 2.00(4), \) and \( \gamma = 0.98(6) \) [35, 37, 41], see Fig. 3(e). (Minimizing the local linearity function for Eq. (10b) [34], yields \( h_c = 0.753, \bar{\nu} = 2.06, \) and \( \gamma = 0.99. \) Thus, approaching the critical point from above, the susceptibility obeys the Curie-Weiss law \( \chi_m \propto |h - h_c|^{-1}. \)

### D. Scaling behavior at selected energy densities

In the ordered phase \((h < h_c)\) the spontaneous magnetization exhibits the usual scaling behavior of the form \( \langle m \rangle = m_\infty(h) + cN^{-x} \) [31]. A least-squares fit at \( h = 0.5 \) for \( N > 20 \) yields \( m_\infty(0.5) = 0.446(1), c = 0.77(6), \) and \( x = 0.97(3), \) see Fig. 4(a). Close to the asymptotic critical point \((h \approx h_c)\), power-law scaling \( \langle m \rangle = cN^{-x}, \) with \( c = 0.50(1), \) and \( x = 0.248(5) \) is observed to hold for \( N > 30. \) This is consistent with the FSS assumption [Eq. (10a) for \( x \to 0\)], supporting an asymptotic exponent ratio \( \beta/\bar{\nu} = x = 1/4 \) [Fig. 4(a)]. Deep in the disordered phase \((h > h_c)\), the time-averaged order parameter is expected to scale as \( \langle m \rangle^* = m_0/\sqrt{N}, \) where \( m_0 = \sqrt{\pi/4} \approx 0.89. \) Figure 4(a) verifies this scaling law for the parameter choice \( h = 0.94. \) A least squares fit yields \( m_0,\bar{\nu} = 0.88(1), \) in excellent agreement with the expected scaling behavior. Reference [8] reports the fit results \( m_\min \approx 0.75/\sqrt{N}, \) where, at a given system size \( N, m_\min \) is the asymptotic value to which \( \langle m \rangle \) converges in the disordered phase. A reason for the smaller scaling-factor might be found by observing that the analysis in Ref. [8] is based mostly on systems of size \( N < 100, \) where corrections to scaling might still be large. For comparison, in the presented study, restricting the fit at \( h = 0.94 \) to systems of size \( N < 100 \) yields \( m_\min = 0.81(2), \) indeed trending towards a smaller value.

Similar scaling laws govern the behavior of the finite-size susceptibility \( \chi_m, \) see Fig. 4(b). In the ordered phase at \( h = 0.5, \) the scaling law \( \chi_m = \chi_m^\ast(h) + cN^{-x} \) yields \( \chi_m^\ast(0.5) = 0.080(1), c = -0.16(1), \) and \( x = 0.66(2). \) At the critical point, \( \chi_m = c(N + \Delta N)^{-x}, \) where \( c = \)
curves are located close to the transition point approached as $N \to \infty$. In the disordered phase, saturation at $\chi^*_m = 1 - \pi/4 \approx 0.21$ is clearly evident for $N > 100$.

E. Soft-spin temperature

While in the limit of weak nonlinearity, the framework of optical thermodynamics can be employed to relate the equilibrium properties to a thermodynamic temperature [8, 16–18], no obvious corresponding relation is available in the present case. There exist, however, various temperature estimators for use under equilibrium conditions in computer simulations. For example, a kinetic temperature is defined in molecular dynamics simulations [42], and a configurational temperature is used as diagnostic tool in Monte Carlo simulations [45]. In the microcanonical ensemble, it is further possible to measure temperature in terms of a dynamical, geometrical approach [46–48].

Here we introduce an expression for the temperature, based entirely on the angular momenta $p_\ell \equiv |s_\ell| \hat{\theta}_\ell$ of the photonic soft-spins, where $\hat{\theta}_\ell \equiv \theta_\ell - \theta$ measures the angular displacement of soft-spin $s_\ell$ relative to $m$. The corresponding soft-spin temperature $T_S$ is computed as the time-averaged, squared angular momentum per spin

$$T_S = \frac{1}{N} \sum_\ell \langle \vartheta_\ell^2 \rangle,$$

with the system in equilibrium. Deep in the ordered phase, the distribution of the angles $\vartheta_\ell$ is a narrow Gaussian with zero mean, e.g., at $h = -0.5$ its variance is $\langle \vartheta^2 \rangle \approx 0.085$, see Fig. 5(a). For increasing energy density, the variance increases. In the disordered phase, close to $h_{\text{max}}$, it compares well to a uniform distribution $p_\ell(\vartheta) = 1/(2\pi)$ in range $-\pi \leq \vartheta \leq \pi$. The increase of $\langle \vartheta^2 \rangle$ with $h$ is shown in Fig. 5(b). In the disordered phase, the variance $\int_{-\pi}^{\pi} \vartheta^2 p_\ell(\vartheta) \, d\vartheta = \pi^2/3$ is approached as $N \to \infty$. The inflection points of the curves are located close to the transition point $h_c$. It is not surprising that the angular displacements $\vartheta_\ell$ are a sensitive measure of orientational order in the system: in case of the XY model, at low temperatures, a direct relation between a quantity similar to $1 - \vartheta^2$ and the magnetization can be established [10, 49]. Similar to the temperature considered in earlier studies of the XY model [20], $T_S$ is associated with kinetic information contained in the rotational degrees of freedom of the system. Figure 5(c) indicates a monotonous increase of the soft-spin temperature with energy density. In the limit $h \to h_{\text{min}}$, $T_S \to 0$. Further, for decreasing soft-spin temperature, the length fluctuations of the spins are increasingly suppressed, strengthening the analogy to the XY model. Considering $T_S$ as control parameter, we find that in the vicinity of the critical point $m \propto |T_S - T_c|^{1/2}$, see inset of Fig. 5(c), according to which the order parameter vanishes with exponent $\beta = 1/2$, in agreement with the mean-field theory for photonic networks developed in Ref. [8]. This is explained by $T_S$ being a linear function of $h$ for $h \lesssim h_c$. Hence, a consistent description of the phase transition is also obtained in terms of the soft-spin temperature.

### IV. DISCUSSION AND CONCLUSIONS

In the present study, we build upon a recent work [8], wherein a magnetization-like order parameter $m$ was considered for studying optical phase transitions in photonic networks. Going beyond previous results, we showed that the two-component quantity $m$, a two-component order parameter inspired by classical statistical mechanics models, provides a deeper insight into the equilibrium dynamics. Within the ordered phase it has the additional benefit of distinguishing between non-identical equilibrium configurations at fixed energy density, revealing col-

| $J_0$ | $\chi$ | $h_c$ | $\tilde{\nu}$ | $\gamma$ |
|------|------|------|------|------|
| 1.2  | 1.0  | 0.75 | –    | 0.92 |
| 1.2  | 0.6  | 0.47(1)| 2.0(1)| 0.49(1)|
| 1.2  | 0.8  | 0.619(5)| 2.00(4)| 0.52(1)|
| 1.2  | 1.0  | 0.754(4)| 2.00(4)| 0.52(4)|
| 1.2  | 1.2  | 0.880(1)| 2.00(2)| 0.50(1)|
lective angular excitations sustained by the photonic soft-spins. These are a manifestation of a symmetry of the Hamiltonian in the system dynamics. Within the disordered phase, it even allows to obtain exact results for several quantities of interest. Specifically, it predicts the order parameter to follow a Rayleigh-distribution, and even yields an expression for the finite-size scaling behavior of $\langle m \rangle$ in the limit $h \to h_{\text{max}}$, both in excellent agreement with our numerical simulations. Qualitatively we find that the large-$N$ behavior of the order parameter in equal-coupling photonic networks is consistent with that of statistics mechanics mean-field spin systems, such as the fully connected Ising model [31], and the XY model on small-world networks [12], and long-range interacting one-dimensional systems [13].

Let us note that, in the vicinity of the asymptotic critical point, the order parameter distribution is not Gaussian and has a maximum at a nonzero value of $m$, see Figs. 1(b,d) and the Supplementary Material [24]. In case of the fully connected Ising model this has led to the observation of anomalous mean-field scaling [32], where, at criticality, the mean value of the magnetization and the most probable magnetization were found to scale differently. In the present case we verified that the scaling of the mean value and the most probable value of $m$ are identical (not shown).

In addition to the FSS analysis reported in Sec. III C, we performed further, similar analysis for other choices of the nonlinearity parameter $\chi$. To account for these results, Fig. 6 shows the data collapse achieved for the order parameter, when taking into account a $\chi$-dependent critical point $h_c(\chi)$. In either case, the critical exponents where found to be in good agreement with the above analysis, see Tab. I. We find that the location of the critical point is well represented by the critical line $h_c(\chi) = 0.754 - \chi^x$, with sub-linear exponent $x \approx 0.88$, see the $\chi$-$h$ phase diagram shown in the inset of Fig. 6.

In conclusion, we have studied fully connected ECPNs using dynamic simulations of the nonlinear equations of motion of the coupled modes. For several choices of the nonlinearity parameter $\chi$, critical points and exponents have been determined by imposing appropriate scaling assumptions on a magnetization-like order parameter, its associated Binder cumulant and finite-size susceptibility. For all parameter settings considered in this work, the FSS analysis of the optical phase transition yields mean-field critical exponents and allows to infer the upper critical dimension $d_c = 4$. Overall, corrections to scaling where found to affect the scaling behavior for systems of size up to $N \approx 100$. Generally, for systems of finite size, finite-size effects result in effective transition points that differ slightly from the asymptotic values quoted in Tab. I, also see the discussion in Sec. III C 3. These findings may prove to be useful, when considering instances of photonic networks with finite (small) number of building blocks in optical technologies. We further established a connection between the energy density and a kinetic temperature, measuring the activation of the angular degree of freedom of the photonic soft spins, in terms of which a consistent signature of the transition could be obtained. Finally, let us note that in Ref. [8], a mean-field theory for photonic networks with finite coordination number was formulated. From the point of view of statistical mechanics it would be rewarding to test this mean-field theory by studying the equal-coupling photonic network on random regular graphs [50, 51], an ensemble of random graphs with fixed coordination number.
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