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ABSTRACT: Deep learning-based molecular generative models have successfully identified drug candidates with desired properties against biological targets of interest. However, syntactically invalid molecules generated from a deep learning-generated model hinder the model from being applied to drug discovery. Herein, we propose a conditional variational autoencoder (CVAE) as a generative model to propose drug candidates with the desired property outside a data set range. We train the CVAE using molecular fingerprints and corresponding G150 (inhibition of growth by 50%) results for breast cancer cell lines instead of training with various physical properties for each molecule together. We confirm that the generated fingerprints, not included in the training data set, represent the desired property using the CVAE model. In addition, our method can be used as a query expansion method for searching databases because fingerprints generated using our method can be regarded as expanded queries.

INTRODUCTION

Computer-aided drug design (CADD), an initial step in drug discovery, provides drug candidates that have the desired activity against biological targets of interest by the computational optimization of compound structures. If a compound modulates the target such that the disease is altered by a CADD, then this so-called hit will be refined to improve its safety and effectiveness and eventually become a drug candidate. Only one among more than 10,000 hits tested in early drug discovery may eventually result in a drug reaching the market. Discovering and introducing a new drug into the market typically requires at least 10 years of research and clinical development efforts as well as an expenditure of approximately 2.6 billion U.S. dollars. Therefore, establishing the appropriate pool of candidates is the most important step in drug discovery.

To reduce a pool of hit candidates, computational approaches have been used to obtain the ideal molecular structure from the desired functionality. For a direct mapping between the desired property and drug candidates, the inverse quantitative structure–activity relationship (QSAR) has been applied. Inverse-QSAR aims to obtain an explicit inverse mapping \( P_0(x) \rightarrow x \) from a set of functions \( P_k(x) \) expressing the properties \( k \) to a molecular descriptor space \( x \). One of the methods to address this issue is the evolutionary algorithm, which includes the transformation and crossover of a molecular structure by handcrafted mutation rules repeatedly to obtain optimized functional compounds. However, inverse-QSAR is not well defined because most of the descriptors in space \( x \) are not mapped back to corresponding molecular structures because the space is not continuously populated.

Recently, the increase in generative models based on deep neural networks has resulted in new computational molecular design techniques that enable researchers who wish to seek candidate compounds to narrow down the molecules of interest in a wide chemical space. A deep generative model can be applied immediately to recognize the relationship between the hidden patterns of molecular structures and their properties by summarizing a data distribution. A molecular design involving a deep generative model comprises two processes: learning the hierarchical distribution of feature representations in a data-driven manner and creating new molecules from mapped latent representations (latent space). Once the molecule is mapped to the latent space, gradient-based optimization can be performed to select the vector that is closest to the desirable property in a continuous representation. For a point in the latent space, the model can directly produce corresponding molecules. For generative models of various structures, such as the recurrent neural network (RNN) and convolutional neural network (CNN), many attempts have been undertaken to learn the chemical database in the form of computer readable chemical structures, such as SMILES, molecular graphs, and fingerprints (FPs) with physical properties. Recently, generative models via
Autoencoders\textsuperscript{16−18} have been discovered as sufficiently powerful for learning any type of data distribution using unsupervised learning to generate new data points with some variations.\textsuperscript{19−21} Accordingly, pharmaceutical scientists have employed autoencoder variants, such as VAE,\textsuperscript{19} generative adversarial network (GAN),\textsuperscript{20} and adversarial autoencoders,\textsuperscript{21} to randomly generate new molecules sampled from a continuous latent space of the molecules. Gómez-Bombarelli et al. demonstrated that a molecular space can be mapped to a continuous latent vector space and that chemical structures can be generated by sampling the latent vectors.\textsuperscript{22} Another advantage of the autoencoder-based molecular generative model is that it can be used in various molecular representations for training by changing the structure of the layer constituting the autoencoder. SMILES,\textsuperscript{22} MACCS FP,\textsuperscript{18,23} and molecular graphs were used as the input and output of autoencoders based on generative models. To generate novel molecules with the desired properties, the generative model has been extended to a conditional molecular design by an additional optimization procedure. Using the conditional variational autoencoder (CVAE), the molecular generation process can be conditioned on class-embedding vector $y$, which corresponds to the target properties.

\section*{Methods}

\textbf{Model Architecture and CVAE Training.} We adapted the CVAE to model the training data distribution in a continuous latent space and generate new FPs with the desired properties from the latent space (Scheme 1A). A CVAE is a
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\textsuperscript{a}(A) Architecture of the CVAE in this study. FPs were used as the encoder input (orange boxes), and one-hot vectors of $-\log\text{GI50}$ were used as the class-embedding vector $y$ (green box). (B) Schematic illustration of the training procedure of the CVAE model. For each epoch, loss function including KL divergence and reconstruction loss was calculated. (C) Procedure for generating FPs satisfying anticancer activity and screening of effective molecules within chemical DBs. For a random vector in the latent space, novel FPs were generated from the trained CVAE model. The process can be conditioned on class-embedding vector $y$, which corresponds to the target properties.

Despite the continuing developments of these techniques, the low rate of validity suggests fundamental issues for practical applications in drug discovery.

Herein, we propose a generative model to generate new MACCS FPs satisfying anticancer properties as seeds to search candidates for hit compounds. We trained a CVAE\textsuperscript{29} on a data set from NCI-60 drug screening\textsuperscript{30} to generate molecular FPs from the latent representation, which contains information regarding the structure–activity relation from bioscreen data. Building a deep generative model based on compact feature vectors such as MACCS FPs are advantageous for real environments that are limited to small data sets.\textsuperscript{31} We utilized normalized GI50 (growth inhibition by 50\%\textsuperscript{a}) growth inhibition results as one-hot conditional vectors to generate molecular FPs that exhibit anticancer activity. GI50 is a robust metric of the efficacy of drugs in combating cancer cells.\textsuperscript{32} Even though GI50 is suitable for representing the anticancer activity of each molecule by one number, no study has used GI50 as a class-embedding vector for conditional generative models used in the search for a novel molecule. The CVAE generated MACCS FPs conditioned on the desired ranges of GI50. From the generated FPs, we selected synthesizable molecules in public DBs such as PubChem,\textsuperscript{33} ZINC,\textsuperscript{34} and ChEMBL\textsuperscript{35} by similarity calculation. Meaningful compounds that exhibit anticancer activity in large public DBs can be filtered out rapidly without performing biological experiments.
supervised learning model that adds class-embedding vector \( y \) into the encoder and decoder networks of the VAE.\(^{29}\) Using the CVAE, the latent variable \( z \) and the class-embedding vector \( y \) with the decoder network can generate an \( x' \) similar to the desired property of \( y \). The CVAE uses three types of variables: input variable \((x, y)\) data set (molecule representation of \( x \) and class-embedding vector \( y \)) from that distribution. The output of the latent layer is a fully connected layer of the architecture of our CVAE model is shown in Scheme 1A. It comprises an encoder, a latent layer, and a decoder. The encoder network \((q_{\phi}(z|x, y))\) comprises a multilayer perceptron (MLP), which has two dense layers with 1000 neurons. The activation functions of the first and second dense layers of this encoder were the exponential linear unit (Elu) and tanh, respectively. The input to the encoder network was a 166-bit MACCS FP \((x)\) concatenated with a predefined layer vector \( y \) (one-hot representation of \(-\log GI50\)). The output of the encoder was interpreted as the mean and variance of a Gaussian distribution; subsequently, a latent layer \( z \) comprising a fully connected layer of the five dimensions was sampled from that distribution. The output of the latent layer concatenated with the class-embedding vector \( y \) then became an input of the decoder. The decoder network \((p_{\theta}(x|z, y))\) was also an MLP, which contained two dense layers with 1000 neurons and a final layer with 166 neurons. The activation functions of the first and second dense layers of this decoder were tanh and Elu, respectively. The sigmoid activation function was applied in the final layer. The output \( x' \) of the decoder represented 166-bit FPs. The goal of the CVAE is to maximize the marginal log-likelihood \( \log p_{\theta}(x|y) \) as follows:

\[
\log p_{\theta}(x|y) = E_{z \sim q_{\phi}(z|x, y)}[\log p_{\theta}(x|z, y)] = E_{z \sim q_{\phi}(z|x, y)}[\log p_{\theta}(x|z, y)] - E_{z \sim q_{\phi}(z|x, y)}[\log q_{\phi}(z|x, y)] \\
+ E_{z \sim q_{\phi}(z|x, y)}[\log q_{\phi}(z|x, y)] - D_{KL}(q_{\phi}(z|x, y)||p(z|x, y))
\]

Because the third term on eq 1 is always positive or zero, we need to train the network to maximize the log-likelihood by maximizing the following variational evidence lower bound:

\[
\log p_{\theta}(x|y) \geq E_{z \sim q_{\phi}(z|x, y)}[\log p_{\theta}(x|z, y)] - D_{KL}(q_{\phi}(z|x, y)||p(z|x, y)) = \mathcal{L}(x, y, \phi, \theta)
\]

**Generating FPs with Properties and Screening with Similarity Search.** To generate FPs, we fed the decoder with the class-embedding vector \( y \) and the sampled vector \( z \) from the Gaussian \( p(z) \sim \mathcal{N}(0, I) \) (Scheme 1C). The decoder generated 166-bit MACCS FPs; however, each FP does not necessarily represent a unique molecule. We indirectly verified the characteristics of the generated FPs by comparing them with the molecules listed in public chemical DBs (FDA-approved anticancer drugs for breast cancer, PubChem DB, ZINC12 clean drug-like DB, and ChEMBL DB). To measure the similarity between the generated FPs and compound DBs, we calculated the Tanimoto similarity coefficients,\(^{36}\) which is the most widely used method to compare two different molecules.\(^{37}\) To reduce the time for measuring Tanimoto similarity coefficients between generated FPs and over 90 million compounds in the DBs, we used the chemfp toolkit (version 1.5) because it can load FP files into the memory and search for molecules whose coefficient exceeds the threshold of the DBs.

**Data Set and Molecular Representation.** The deep generative model was trained on DB containing in vitro cytotoxicity results of different concentrations of approximately 100,000 compounds on 60 human cancer cell lines (NCI).\(^{38}\) Among the indicators of biological sensitivity, we used GI50 as the class-embedding vector associated with the input FPs in the training set. The GI50 value was the drug concentration resulting in a 50% reduction in the net proliferation rate during drug incubation compared with the same proliferation in control cell cultures.\(^{39}\) GI50 is a robust metric of the efficacy of drugs against cancer cells.\(^{40}\) Figure 1 shows a schematic illustration of converting from the DB of screening results for human tumor cell lines to the data set for training and testing a generative model. To express the molecular structures, we used the 166-bit MACCS FP, which is one of the binary vector representations.\(^{50}\) FPs, which are a binary vector representation, contain simplified chemical information of any chemical entity.\(^{41,42}\) Every bit in the vector means the existence (1) or absence (0) of some substructures of each molecule. The FP representation of chemical DBs can reduce storage space and increase calculation and search speed. Furthermore, it is easy and fast to convert compounds in chemical DBs, such as...
PubChem, and to obtain compounds in DBs similar to the generated FP. Moreover, the FP can be compressed sufficiently to be configured into an in-memory database to perform rapid similarity calculations with approximately 100 million PubChem FP databases. We converted the compounds in the NCI-60 data set into the MACCS FP format using the open-source cheminformatics toolkit RDkit.43 Next, growth inhibition values (−log GI50) for each compound were converted into one-hot vectors.

**RESULTS AND DISCUSSION**

**Conditional Generation of FPs from Trained CVAE Model.** First, we confirm that our conditional VAE model, which was trained on FPs with class-embedding vectors, can...
perform conditional molecule generation. As shown in Scheme 1B, randomly selected latent vectors and class-embedding vectors are necessitated to decode the vectors into FPs, which satisfy the desired anticancer properties. Because the activity of the generated FPs is difficult to identify directly, we indirectly confirmed the anticancer activity of the generated FPs by finding the normalized GI50 (−log GI50) of molecules similar to that of the generated FPs. The similarity coefficients between the generated FPs and compounds in the test set were calculated according to Tanimoto measures. The mean of the −log GI50 for molecules were similar.

Table 2. Number of Generated FPs Similar to FDA-Approved Drugs for Breast Cancer (60 Drugs)

| similarity | target property |
|------------|-----------------|
| 4 ≤ −log GI50 < 5 | 5 ≤ −log GI50 < 6 | 6 ≤ −log GI50 < 7 | 7 ≤ −log GI50 < 8 | 8 ≤ −log GI50 < 9 |
| >0.8 | 2203.4 ± 601.1 | 2899.8 ± 619.2 | 4293.2 ± 423.7 | 8936.6 ± 931.8 | 17379.8 ± 1824.0 |
| >0.85 | 533.2 ± 248.6 | 708.2 ± 233.7 | 1277.2 ± 223.4 | 3344.8 ± 398.3 | 730.1 ± 1120.9 |
| >0.9 | 98.4 ± 53.8 | 148.8 ± 61.5 | 343.4 ± 127.9 | 1178.0 ± 240.2 | 2911.0 ± 597.1 |
| >0.95 | 5.4 ± 4.5 | 10.6 ± 7.3 | 59.8 ± 32.8 | 222.4 ± 104.5 | 6160.5 ± 251.1 |

"The FPs were generated from 100,000 decoding attempts from the latent vectors and each conditional vector. The same procedure was repeated for the five different models.

Table 3. Number of Molecules in PubChem Exceeding Threshold Values (0.8, 0.85, 0.9, and 0.95) of the Similarity Coefficient (the Tanimoto Coefficient was Employed as a Threshold) for Given Three Generated FPs

| generated FP index | similarity index | assigned to generated FP |
|--------------------|------------------|-------------------------|
| (1)                | 0.8              | 952                     |
| (2)                | 0.85             | 20,875                 |
| (3)                | 0.9              | 6999                    |

"The total number of compounds in the PubChem DB was 96,470,329. The FPs generated from the model are shown in Figure 3.

Figure 3. Molecules in PubChem compound DB with high similarities to three generated FPs by CVAE for the class-embedding vector (target: 8 ≤ −log GI50 < 9).

Table 4. Number of Molecules in ZINC12 Drug-like DB that Exceeded Threshold Values (0.8, 0.85, 0.9, and 0.95) of the Similarity Coefficient (the Tanimoto Coefficient was Employed as a Threshold) for Three Generated FPs

| generated FP index | similarity coefficient | assigned to generated FP |
|--------------------|------------------------|-------------------------|
| (1)                | 0.8                    | 96                      |
| (2)                | 0.85                   | 7155                    |
| (3)                | 0.9                    | 238                     |

"The generated FPs is difficult to identify directly, we indirectly confirmed the anticancer activity of the generated FPs by finding the normalized GI50 (−log GI50) of molecules similar to that of the generated FPs. The similarity coefficients between the generated FPs and compounds in the test set were calculated according to Tanimoto measures. Table 1 shows that the mean of the −log GI50 for molecules were similar.
(Tanimoto similarity coefficients ≥0.9) to the molecules generated from the CVAE models conditioned on five different class-embedding vectors. We calculated the mean $-\log GI50$ of the generated FPs only when the FPs had similar molecules (similarity >0.9) in the test set. From the generated FPs, 6.2, 6.0, 5.8, 8.0, and 8.8% (from different class-embedding vectors: 4 ≤ $-\log GI50 < 5$, 5 ≤ $-\log GI50 < 6$, 6 ≤ $-\log GI50 < 7$, 7 ≤ $-\log GI50 < 8$, and 8 ≤ $-\log GI50 < 9$, respectively) of FPs have similar molecules in the test set (see Table S1). The conditional vectors corresponding to each range bin were assigned when the decoder generated FPs from the latent vectors. As the number of training epochs increased, the mean $-\log GI50$ values of similar molecules obtained in the test set approached the target values represented by the class-emb...
embedding vectors. In two cases (7 ≤ −log GI50 < 8 and 8 ≤ −log GI50 < 9), the mean −log GI50 values of similar molecules did not approach each other in the ranges. This may be indicative of insufficient training data sets corresponding to these ranges (see Table S2). However, the mean −log GI50 tended to increase as the conditional vectors implied higher −log GI50 values. Our CVAE model learned the underlying probability distribution of the features related with molecular structures conditioned on the class-embedding vector (anticancer activity). Therefore, for a class-embedding vector that corresponds to the target properties, the trained CVAE model reconstructed the novel FPs with the desired anticancer activity.

Additionally, we varied the range of −log GI50, i.e., the class-embedding vector, and studied its effect on the anticancer activity of the generated FPs. Using the five different ranges of −log GI50 (2, 1, 0.5, 0.2, and 0.1), we reproduced the class-embedding vectors of each molecule in the training set. After training the CVAE, 500 FPs were randomly generated for each class-embedding vector from the model. Subsequently, we extracted the mean −log GI50 value of molecules that were similar to the generated FPs in the test set and confirmed that the values matched the segment of the class-embedding vector. Figure 2 shows the mean −log GI50 of the molecules, which was highly similar to that of the FPs generated under various class-embedding vectors for conditional molecular generation. As the label increased, the means of −log GI50 of the screened molecules by the generated FP tended to increase in every case. Considering the means and standard deviations of each case, the best segment of the class-embedding vector was defined as 1 for the effective conditional generation of FPs.

Evaluation of Anticancer Activity of Generated FPs through Comparison with FDA-Approved Drugs for Breast Cancer. To evaluate the anticancer activity of conditionally generated FPs, we measured the similarity between the FPs and FDA-approved drugs for breast cancer.

In this evaluation, we generated 100,000 FPs of each of the conditions (−log GI50: 4−9) from the model, and the number of FPs with a high similarity (>0.9) to the approved drugs was counted. The same procedure was repeated for the five different models. Table 2 shows that the FPs generated with high growth inhibition values (8 ≤ −log GI50 < 9) as the conditional vector was more similar to the approved drugs than the FPs with lower target values for decoding. This result implies that conditional molecular generation using anticancer activity as class-embedding vectors can produce molecules with structures similar to the drugs that have anticancer effects. The two conclusions from our results are as follows: first, even though the growth inhibition value for the class-embedding vectors was obtained through an in vitro experiment, the generated FPs can map molecules that exhibited anticancer activity on the human body. Second, the level of growth inhibition rate in the molecular generation can yield a differential generation.

Comparison between Generated FPs and Public Chemical DBs. To evaluate the validity and anticancer activity of the generated FPs, we generated FPs satisfying a high −log GI50 (8 ≤ −log GI50 < 9) and calculated the Tanimoto similarity coefficient between the generated FPs and the PubChem DB. We selected three fingerprints that had low similarities with the training data set below the threshold. Through this experiment, we attempt to demonstrate that the CVAE-trained data distribution of the training set can generate FPs that are not included in the data set.

Based on a previous study, we set the similarity threshold to 0.8, which is the criteria for a low similarity. We generated 1000 FPs from three models, each satisfying 8 ≤ −log GI50 < 9. Among the 3000 FPs, 1586 (52.3%) were dissimilar (the similarity <0.8) from the training set. Finally, three representative FPs were used to look up similar compounds in the public databases. Table 3 shows that the number of molecules in PubChem that exceeded the threshold values for the similarity coefficient (the threshold values: 0.8, 0.85, 0.9, and 0.95). Figure 3 shows the three generated FPs from the CVAE model and the representative PubChem compounds that had the highest similarity to each generated FP. The molecules with a high similarity index to each generated FP had similar structures through visual inspection, even though a single FP can map multiple molecular structures. To confirm whether the use of class-embedding vectors to indicate high anticancer activity was well reflected in the generation results, we verified whether the closest molecules exhibited anticancer activity. Among the molecules similar to the generated FP (1), CID: 11609586 (Serdemelan) showed growth inhibitory activity against various human cancer cell lines. The use of CID: 59555617 for cancer inhibition has been patented. Finally, CID: 3457989, a compound similar to the generated FP (2), showed the potency of human tyrosyl-DNA phosphodiesterase 1 (Tdp1) inhibitory activity in a bioassay. Tdp1 inhibitors can be considered as candidates for potential anticancer drugs. Finally, CID: 320753 displayed remarkable in vivo anticancer activity for tumor model P388 Leukemia (intraperitoneal) in CD2F1 mice. Among the molecules that searched were similar (exceeded the 0.9 similarity index) to FP (1), FP (2), and FP (3) (17, 81, and 66 molecules, respectively), the number of molecules that were confirmed to exhibit activity against cancer cells or tumors according to in vivo or in vitro biologic test results as well as the number of molecules that were patented as anticancer agents were 11 (64.7%), 22 (27.2%), and 24 (36.4%), respectively. However, 0 (0.0%), 27 (33.3%), and 5 (7.6%) of the 164 molecules selected showed active responses against cancer cells or tumors from in vivo or in vitro results. Finally, 6 (35.3%), 32 (39.5%), and 37 (56.1%) of the 164 molecules selected could not confirm the bioactivity of the molecule because of the lack of biologic test results (see Tables S3–S5). To demonstrate that universal comparison is possible regardless of the type of chemical DBs by FP generation as a molecular descriptor, we compared the generated FPs to the ZINC12 drug-like and ChEMBL24 DBs. This procedure can be considered as a validation process to infer the structure of the generated FPs by comparing the FPs with different databases. The ZINC12 DB contains approximately 18 million drug-like compounds satisfying the criteria. Tables 4 and 5 show the number of molecules that exceeded the threshold levels for the similarity coefficient (the threshold values: 0.8, 0.85, 0.9, and 0.95) in the ZINC12 and ChEMBL24 DBs, respectively. The three FPs used in the previous experiment were used as a reference. Figure 4 shows the structure and characteristics of compounds with high Tanimoto similarity coefficients in the two chemical DBs. The molecules belonging to each group with a high degree of similarity to the generated FP (1) and FP (2) had similar structures, even though the molecules were from different public databases. When we attempted to obtain molecules similar to the generated FP (3) in the ZINC12 DB, we...
discovered that no molecules exceeded the 0.9 similarity index. This was expected as the ZINC12 DB is composed of molecules that are lower than 500 MW, whereas FP (3) is expected to represent molecules with large molecular weights according to similar molecules from PubChem and ChEMBL DBs.

The evaluation of the validity of the generated FPs from the model is the most challenging aspect in the computer-aided molecular design. We demonstrated that a simple approach to verify the validity of the generated FPs was by comparing them with a large chemical database. By comparing the generated FPs with the three public chemical DBs, we can select meaningful compounds that exhibit synthesizability and stability from various public chemical DBs using a simple FP generation with one biological characteristic. However, despite the selection of FPs with low similarity to the training set, the compounds in the public DB similar to the generated FP often exhibited a high similarity (similarity >0.8) to the training set. We investigated the similarity between the searched compounds, which were similar to the generated FPs (1–3) in the PubChem DB and the training set. The result shows that 4 (23.5%), 28 (34.5%), and 6 (9.1%) of the 164 molecules could not obtain a molecule higher with a similarity index exceeding 0.8 in the training set (see Tables S3–S5). Furthermore, we confirmed that the molecules similar with the generated FPs exhibited anticancer activity from the bioassay results or information from the literature. However, the proposed method is limited for decoding the generated FPs into the molecules directly. In future studies, we might adopt the RNN-based FP-to-molecule decoder from Kotsias et al.27 in our CVAE model. Although the proposed method has limitations, the CVAE for FPs shows potential as a simple and easy procedure for generating new molecules by leveraging the knowledge from smaller data sets, such as in-house biological screening results. We demonstrated that new molecules can be constructed using CVAE trained from approximately 30,000 small bioassay data sets. For a large DB containing more than 100 million molecules, a significant amount of time is required to compare the generated descriptors and all the molecules in the DB. This study was enabled by the use of FPs, a relatively simple molecular descriptor.

**CONCLUSIONS**

We demonstrated that a deep neural network-based generative model to propose MACCS FPs as drug candidates exhibited the desired property outside of the data set range; furthermore, we validated our method by comparing the generated FPs with molecules from public chemical DBs. Our results showed the following: (i) the model that learned the relationship between structural features of molecules through MACCS FPs and the GI50 as an indicator of anticancer activity of the molecules can serve as a molecular generator for producing FPs with the target –log GI50; (ii) from the public cheminformatics databases, new candidate compounds that have potential anticancer activity can be obtained. Because the verification of synthetic accessibility or reactivity is required in our screening method, this study may facilitate the next step in the molecular design of drugs.
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