RECOVERING THE INITIAL CONDITION IN THE ONE-PHASE STEFAN PROBLEM
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ABSTRACT. We consider the problem of recovering the initial condition in the one-dimensional one-phase Stefan problem for the heat equation from the knowledge of the position of the melting point. We first recall some properties of the free boundary solution. Then we study the uniqueness and stability of the inversion. The principal contribution of the paper is a new logarithmic type stability estimate that shows that the inversion may be severely ill-posed. The proof is based on integral equations representation techniques, and the unique continuation property for parabolic type solutions. We also present few numerical examples operating with noisy synthetic data.

1. Introduction. Stefan problem is a free boundary problem related to the heat diffusion. It describes the temperature spread in a medium undergoing a phase change, for example water passing to ice. It can be found in many engineering settings where melting or freezing cause a boundary change [18, 30].

The Stefan problem for the heat equation consists in determining the temperature and the location of the melting front delimiting the different phases when the initial and boundary conditions are given. It admits a unique solution which depends continuously on the data, assuming that the initial state and the source functions have the correct signs [13, 25]. Conversely, the inverse Stefan problem is to recover initial condition from measurement of the moving boundary position. It is a non conventional Cauchy type problem because of the dependency of free boundary on the initial and boundary conditions.

In contrast with the direct Stefan problem only few theoretical results are available for the related inverse problem. Recently, the same authors studied the identification of a boundary flux condition in the one dimensional one-phase Stefan problem [17]. Most available published materials have considered the numerical reconstruction of the initial condition or the heat flux on the boundary [21, 22, 32, 19].
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Indeed, solving numerically both direct and inverse Stefan problems could be difficult because of the free boundary, the nonlinearity and the instability \[5, 33, 29\].

Our aim in this paper is to recover the initial state in the one-dimensional one-phase Stefan problem from the knowledge of the moving free boundary. The problem of determining the initial condition of linear parabolic equations has been the objective of a lot of papers in the last years \[9, 27, 15, 8\]. On the other hand, to our knowledge, for parabolic free-boundary problems, this has not been considered in depth. The uniqueness of the inversion has been established by several authors under different smoothness assumptions on the boundary influx and the initial condition \[24, 4, 6, 14\]. The problem can also be related to the controllability of parabolic or hyperbolic free-boundary problems \[12, 11, 1, 16, 2\].

The outline of this paper is as follows. In section 2, we formulate the direct Stefan problem. We recall existence, uniqueness and stability results for the direct problem. In section 3, we set the inverse Stefan problem. The main stability estimate is provided in Theorem 3.1. Finally, we present in section 4 numerical examples for the inverse Stefan problem utilizing noisy synthetic data.

2. The direct problem. In this section, we introduce the one dimension one-phase Stefan problem. Let \( b > 0 \) and \( T > 0 \) be two fixed constants. For any positive function \( s \in C([0, T]) \) satisfying \( s(0) = b \), we define the open set \( Q_{s,T} \subset \mathbb{R}_+ \times (0, T) \), by

\[
Q_{s,T} = \{(x, t) \mid 0 < x < s(t), \quad 0 < t < T \}.
\]

(1)

The direct Stefan problem consists in determining \( u(x, t) \in C(Q_{s,T}) \cap C^2(Q_{s,T}) \) and \( s(t) \in C^1([0, T]) \cap C([0, T]) \), satisfying

\[
\begin{align*}
    u_t - u_{xx} &= 0, & \text{in } Q_{s,T}, \\
    -u_x(0, t) &= h(t) > 0, & 0 < t < T, \\
    u(x, 0) &= u_0(x) \geq 0, & 0 < x < b, \\
    -u_x(s(t), t) &= \dot{s}(t), & 0 < t < T, \\
    u(s(t), t) &= 0, & 0 < t < T, \\
    s(0) &= b.
\end{align*}
\]

(2)-(7)

where \( h \in C([0, T]) \) and \( u_0 \in C([0, b]) \) are given.

Let \( H > 0 \) be a fixed constant. Throughout the paper we assume

\[
h \in C([0, T]), \quad h(t) > 0, \quad 0 \leq t \leq T,
\]

(8)

\[
u_0 \in C([0, b]), \quad 0 \leq u_0(x) \leq H(b - x), \quad 0 \leq x \leq b.
\]

(9)

Let

\[
\widetilde{M} = \max\{|h|, H\}.
\]

(10)

Next, we give a result of existence and uniqueness of the Stefan problem (2)-(7).

**Theorem 2.1.** The problem (2)-(7) admits a unique solution \((s(t), u(x, t))\). In addition the solution \((s(t), u(x, t))\) satisfies

\[
\begin{align*}
0 < u(x, t) &\leq \widetilde{M}(s(t) - x), & \text{in } Q_{s,T} \\
0 \leq -u_x(s(t), t) &= \dot{s}(t) \leq \widetilde{M}, & \text{in } (0, T).
\end{align*}
\]

(11)-(12)
The proof of this theorem is based on the maximum principle for parabolic type equations, and the fixed point Theorem. The existence and uniqueness of the Stefan problem has been studied by various authors under different smoothness assumptions (see for instance [7, 5] and references therein).

Next we give some useful properties of the solutions of the Stefan problem as well as their stability with respect to boundary and initial data.

Consider two sets \((h_i, u_{0,i}(x)), i = 1, 2\), of Stefan data satisfying assumptions (8) and (9). By the Theorem 2.1, each one of these two problems admits a unique solution \((s_i, u_i)\).

**Theorem 2.2.** If \(b_1 < b_2\), then the free boundaries \(s_i(t), i = 1, 2\), corresponding to the data \((h_i, u_{0,i}(x)), i = 1, 2\), satisfy
\[
|s_1(t) - s_2(t)| \leq C \left( b_2 - b_1 + \int_0^{b_1} |u_{0,1}(x) - u_{0,2}(x)| \, dx + \int_{b_2}^{b_1} u_{0,2}(x) \, dx 
+ \int_0^t |h_1(\tau) - h_2(\tau)| \, d\tau \right),
\]
for \(0 \leq t \leq T\), where \(C > 0\) only depends on \(T\) and \(\hat{M}\).

The proof of this theorem is detailed in [5]. The constant \(C > 0\) appearing in Theorem 2.2 is in fact exponentially increasing as function of \(T\) and \(\hat{M}\).

3. The inverse problem. In this section, we consider the problem of determining the initial condition \(u(x, 0) = u_0(x)\) in the system below from the knowledge of the moving boundary \(s \in C^1([0, T])\), and the heat flux \(h \in C([0, T])\).

\[
\begin{align*}
(P) & \quad \begin{cases}
\begin{align*}
u_t - \nu_{xx} & = 0, & 0 < x < s(t), & 0 < t < T, \\
u_x(0, t) & = h(t) \geq 0, & 0 < x < b, \\
u_x(s(t), t) & = \hat{s}(t), & 0 < t < T, \\
u(s(t), t) & = 0, & 0 < t < T, \\
s(0) & = b.
\end{align*}
\end{cases}
\end{align*}
\]

We next present the main result of the paper.

**Theorem 3.1.** Let \(\hat{H}, \hat{M} \geq 1\) be two fixed constants. Let \(h \in C([0, T])\) be a given strictly positive function satisfying \(\|h\|_\infty \leq \hat{H}\), \(u_0, \overline{u}_0 \in H^1(0, b)\), verifying
\[
\begin{align*}
0 \leq u_0(x) & \leq H(b - x), & 0 \leq x \leq b, \\
0 \leq \overline{u}_0(x) & \leq H(b - x), & 0 \leq x \leq b, \\
\|u_0\|_{H^1(0, b)}, & \|\overline{u}_0\|_{H^1(0, b)} \leq \hat{M}.
\end{align*}
\]

Let \(u\) and \(\overline{u}\) be the solutions to the system \((14)\) associated respectively to \(u_0\) and \(\overline{u}_0\). Denote \(s\) and \(\hat{s}\) the free boundaries of respectively the solutions \(u\) and \(\overline{u}\). Then there exists a constant \(\varepsilon_0 = \varepsilon(\hat{M}, b, T, \hat{H}, u_0) > 0\) such that if \(\|s - \hat{s}\|_{W^{1, \infty}} < \varepsilon_0\), the following estimate
\[
\|u_0 - \overline{u}_0\|_{L^2(0, b)} \leq \frac{C}{\ln(\ln(\|s - \hat{s}\|_{W^{1, \infty}}))}^{\frac{1}{T}},
\]
holds, where the constant \(C = C(\hat{M}, b, T, \hat{H}, u_0) > 0\).
The double logarithmic stability estimate (18) shows that the inverse Stefan problem may be severely ill-posed. The obtained result is in agreement with known stability estimates for standard Cauchy problems of linear parabolic equations (see for instance Theorem 1.1 in [9]). Therefore the moving boundary causing the non-linearity and higher complexity of the direct problem, does not seem to modify the nature of the Cauchy inversion.

The rest of this section is devoted to the proof of the main Theorem 3.1.

Now, we recall an integral representation of Stefan problem’s solution which can be found in [17, 4, 14].

Lemma 3.2. Let \((u, s)\) be a solution of the direct Stefan problem (2)-(7) verifying the assumptions of Theorem 3.1. Then the solution \(u\) satisfies

\[
u(x, t) = \int_0^t N(x, 0; t, \tau)h(\tau)d\tau - \int_0^t N(x, s(\tau); t, \tau)\dot{s}(\tau)d\tau + \int_0^b N(x, \xi; 0)u_0(\xi)d\xi,\tag{19}\]

where the Neumann function \(N\) is defined by

\[
N(x, \xi; t, \tau) = K(x, \xi; t, \tau) + K(-x, \xi; t, \tau),\tag{20}\]

with

\[
K(x, \xi; t, \tau) = \frac{1}{2\sqrt{\pi(t-\tau)}} \exp\left(\frac{-(x-\xi)^2}{4(t-\tau)}\right), \quad \tau < t.\tag{21}\]

Taking the integral representation (19) of \(u\) and \(\bar{u}\) at respectively \(x = s(t)\), and \(x = \bar{s}(t)\), we find

\[
u(s(t), t) = \int_0^t N(s(t), 0; t, \tau)h(\tau)d\tau - \int_0^t N(s(t), s(\tau); t, \tau)\dot{s}(\tau)d\tau
+ \int_0^b N(s(t), \xi; t, 0)u_0(\xi)d\xi,
\]

\[
\bar{u}(\bar{s}(t), t) = \int_0^t N(\bar{s}(t), 0; t, \tau)h(\tau)d\tau - \int_0^t N(\bar{s}(t), \bar{s}(\tau); t, \tau)\dot{\bar{s}}(\tau)d\tau
+ \int_0^b N(\bar{s}(t), \xi; t, 0)\bar{u}_0(\xi)d\xi,
\]

for all \(t \in (0, T)\).
Consequently
\[
u(s(t), t) - \bar{u}(\tilde{s}(t), t) = \int_0^b N(\tilde{s}(t), \xi; t, 0)[u_0(\xi) - \bar{u}_0(\xi)]d\xi
\]
\[+ \int_0^t [N(s(t), 0; t, \tau) - N(\tilde{s}(t), 0; t, \tau)]h(\tau)d\tau
\]
\[+ \int_0^t [N(\tilde{s}(t), \tilde{s}(\tau); t, \tau) - N(s(t), s(\tau); t, \tau)]\tilde{s}(\tau)d\tau
\]
\[+ \int_0^t N(s(\tau); t, \tau)[s(\tau) - \tilde{s}(\tau)]d\tau
\]
\[+ \int_0^t [N(s(t), \xi; t, 0) - N(\tilde{s}(t), \xi; t, 0)]u_0(\xi)d\xi
\]
\[= \sum_{i=1}^5 I_i = 0, \text{ for all } t \in (0, T). \tag{22}
\]

Our aim now is to estimate each of the integrals \(I_i, i = 2, \ldots, 5\) in terms of the difference between \(s\) and \(\tilde{s}\).

**Lemma 3.3.** Let \(h \in C([0, T])\) be a given positive function, \(u_0, \bar{u}_0 \in H^1(0, b)\) satisfying \(\|u_0\|_{H^1(0, b)}, \|\bar{u}_0\|_{H^1(0, b)} \leq \hat{M}\). Denote \(s\) and \(\tilde{s}\) the free boundaries of respectively the solution \(u\) and \(\bar{u}\). We have the following inequality
\[
\left| \int_0^b N(x, \xi; t, 0)[u_0(\xi) - \bar{u}_0(\xi)]d\xi \right| \leq C\|s - \tilde{s}\|_{W^{1, \infty}}, \quad x \geq \tilde{s}(t), \quad 0 \leq t \leq T, \tag{23}
\]
where the constant \(C > 0\) only depends on \(u_0, b, \hat{H}, \hat{M}\) and \(T\).

**Proof.** In the following proof \(C\) that only depends on \(u_0, b, \hat{H}, \hat{M}\) and \(T\), stands for a generic constant strictly larger than zero.

Let \(\varepsilon\) be a fixed constant satisfying \(0 < \varepsilon < t < T\), and set
\[
I_2 = \int_0^{t-\varepsilon} [N(s(t), 0; t, \tau) - N(\tilde{s}(t), 0; t, \tau)]h(\tau)d\tau.
\]

From the mean value theorem, we deduce
\[
|e^{-a} - e^{-b}| \leq e^{-\min(a, b)}|a - b|, \quad a, b \geq 0. \tag{24}
\]
Recalling that \(s(t), \tilde{s}(t) > b\) for all \(t \in [0, T]\), and applying the inequality \((24)\) to \(I_2\), we obtain
\[
|I_2| = \left| \int_0^{t-\varepsilon} \frac{1}{2\sqrt{\pi(t - \tau)^3}} \left[ 2 \exp \left( \frac{-s(t)^2}{4(t - \tau)} \right) - 2 \exp \left( \frac{-\tilde{s}(t)^2}{4(t - \tau)} \right) \right] h(\tau)d\tau \right|
\]
\[\leq \int_0^{t-\varepsilon} \frac{e^{-\frac{b^2}{4(t - \tau)}}}{\sqrt{\pi(t - \tau)}} \left[ s^2(t) - \tilde{s}^2(t) \right] \frac{d\tau}{4(t - \tau)} \max \left( \|s\|_\infty, \|\tilde{s}\|_\infty \right) \|h\|_\infty \|s - \tilde{s}\|_\infty,
\]
\[\leq \int_0^{t-\varepsilon} \frac{e^{-\frac{b^2}{4(t - \tau)}}}{2\sqrt{\pi(t - \tau)^{3/2}}} d\tau \max \left( \|s\|_\infty, \|\tilde{s}\|_\infty \right) \|h\|_\infty \|s - \tilde{s}\|_\infty.
\]
Then

$$|I_2| \leq C\|s - \tilde{s}\|_\infty. \quad (26)$$

Now, let

$$I_3 = \int_0^{t-\varepsilon} \left[ N(\tilde{s}(t), \tilde{s}(\tau); t, \tau) - N(s(t), s(\tau); t, \tau) \right] \frac{\tilde{s}(\tau)}{\varepsilon} d\tau,$$

which is equivalent to

$$I_3 = \int_0^{t-\varepsilon} \left[ \frac{1}{2\sqrt{\pi(t-\tau)}} \left[ \exp\left( -\frac{(\tilde{s}(t) - \tilde{s}(\tau))^2}{4(t-\tau)} \right) - \exp\left( -\frac{(s(t) - s(\tau))^2}{4(t-\tau)} \right) \right] \frac{\tilde{s}(\tau)}{\varepsilon} d\tau. \right.$$

For $0 < \tau < t - \varepsilon$, using (24), we obtain

$$\left| \exp\left( -\frac{(\tilde{s}(t) - \tilde{s}(\tau))^2}{4(t-\tau)} \right) - \exp\left( -\frac{(s(t) - s(\tau))^2}{4(t-\tau)} \right) \right| \leq \frac{1}{4(t-\tau)} \left| (\tilde{s}(t) - \tilde{s}(\tau))^2 - (s(t) - s(\tau))^2 \right|$$

$$\leq \frac{1}{4(t-\tau)} \left| (\tilde{s}(t) - \tilde{s}(\tau) - (s(t) - s(\tau))) \right| \left| (\tilde{s}(t) - \tilde{s}(\tau)) + (s(t) - s(\tau)) \right|. \quad (27)$$

Since $s, \tilde{s}$ are Lipschitz functions, we have

$$\frac{|s(t) - s(\tau)|}{t - \tau}, \frac{|\tilde{s}(t) - \tilde{s}(\tau)|}{t - \tau} \leq \max(\|s\|_{W^1,\infty}, \|\tilde{s}\|_{W^1,\infty}) \leq C \max(\|s\|_{W^1,\infty}, \|\tilde{s}\|_{W^1,\infty}).$$

Hence

$$\left| \exp\left( -\frac{(\tilde{s}(t) - \tilde{s}(\tau))^2}{4(t-\tau)} \right) - \exp\left( -\frac{(s(t) - s(\tau))^2}{4(t-\tau)} \right) \right| \leq C \max(\|s\|_{W^1,\infty}, \|\tilde{s}\|_{W^1,\infty}) \|s - \tilde{s}\|_\infty.$$}

Consequently

$$|I_3| \leq C \int_0^{t-\varepsilon} \frac{1}{2\sqrt{\pi(t-\tau)}} d\tau \max(\|s\|_{W^1,\infty}, \|\tilde{s}\|_{W^1,\infty}) \|s - \tilde{s}\|_\infty \leq C \|s - \tilde{s}\|_\infty,$$

which yields

$$|I_3| \leq C\|s - \tilde{s}\|_\infty. \quad (27)$$

For the equation $I_4$, we have

$$|I_4| = \left| \int_0^t N(s(t), s(\tau); t, \tau) \frac{\tilde{s}(\tau) - s(\tau)}{\varepsilon} d\tau \right|$$

$$= \left| \int_0^t \frac{1}{2\sqrt{\pi(t-\tau)}} \left[ \exp\left( -\frac{(s(t) - s(\tau))^2}{4(t-\tau)} \right) \right] \left| \frac{\tilde{s}(\tau) - \tilde{s}(\tau)}{\varepsilon} \right| d\tau \right|$$

$$\leq \int_0^t \frac{1}{2\sqrt{\pi(t-\tau)}} \left| \tilde{s}(\tau) - \tilde{s}(\tau) \right| d\tau \leq \int_0^t \frac{1}{2\sqrt{\pi(t-\tau)}} d\tau \|\tilde{s} - \tilde{s}\|_\infty$$

$$\leq \frac{2}{\sqrt{\pi}} \sqrt{T} \|\tilde{s} - \tilde{s}\|_\infty \leq C \|s - \tilde{s}\|_{W^1,\infty}. \quad (28)$$
Next, we estimate $I_5$.

\[
|I_5| = \left| \int_0^b [N(s(t), \xi; t, 0) - N(\bar{s}(t), \xi; t, 0)]u_0(\xi) d\xi \right|
\]

\[
= \left| \int_0^b \frac{1}{2\sqrt{\pi t}} \left[ \exp \left( \frac{-(s(t) - \xi)^2}{4t} \right) + \exp \left( \frac{-(s(t) + \xi)^2}{4t} \right) - \exp \left( \frac{-(\bar{s}(t) - \xi)^2}{4t} \right) - \exp \left( \frac{-(\bar{s}(t) + \xi)^2}{4t} \right) \right] u_0(\xi) d\xi \right|
\]

\[
\leq \int_0^b \frac{1}{2\sqrt{\pi t}} \left[ \exp \left( \frac{-(s(t) - \xi)^2}{4t} \right) - \exp \left( \frac{-(\bar{s}(t) - \xi)^2}{4t} \right) \right] |u_0(\xi)| d\xi
\]

\[
+ \int_0^b \frac{1}{2\sqrt{\pi t}} \left[ \exp \left( \frac{-(s(t) + \xi)^2}{4t} \right) - \exp \left( \frac{-(\bar{s}(t) + \xi)^2}{4t} \right) \right] |u_0(\xi)| d\xi.
\]

Since $s(t) > 0$, applying again the inequality (24) to the previous estimate of $I_5$, leads to

\[
|I_5| \leq \frac{1}{8\sqrt{\pi}} \int_0^b \left( |(s(t) + \xi)^2 - (\bar{s}(t) + \xi)^2| + |(s(t) - \xi)^2 - (\bar{s}(t) - \xi)^2| \right)

\times \frac{e^{-\xi^2}}{t^{3/2}} d\xi |u_0(\xi)| d\xi
\]

\[
\leq \frac{1}{8\sqrt{\pi}} \int_0^b |s(t) - \bar{s}(t)| \left( |s(t) + \bar{s}(t) + 2\xi| + |s(t) + \bar{s}(t) - 2\xi| \right) \frac{e^{-\xi^2}}{t^{3/2}} d\xi \|u_0\|_\infty
\]

\[
\leq \frac{1}{2\sqrt{\pi}} \int_0^b \frac{e^{-\xi^2}}{\sqrt{t}} d\xi \max (|s(t) - \bar{s}(t)|, |s(t) + \bar{s}(t)|) \frac{1}{t} \|u_0\|_\infty
\]

\[
\leq \frac{1}{4} \left( \frac{|s(t) - \bar{s}(t)|}{t} \right) \max (\|s\|_\infty, \|\bar{s}\|_\infty) \|u_0\|_\infty.
\]

Since $s(0) = \bar{s}(0) = b$, we have

\[
\left| \frac{|s(t) - \bar{s}(t)|}{t} \right| \leq 2\|s - \bar{s}\|_{C^{0.1}(0,T)} \leq C\|s - \bar{s}\|_{W^{1,\infty}}.
\]

Therefore

\[
|I_5| \leq C\|s - \bar{s}\|_{W^{1,\infty}}. \tag{29}
\]

By combining (26), (27), (28) and (29), we obtain

\[
\sum_{i=2}^{5} I_i \leq C\|s - \bar{s}\|_{W^{1,\infty}}. \tag{30}
\]

We deduce from (22) and (30) that

\[
|I_1| \leq C\|s - \bar{s}\|_{W^{1,\infty}}. \tag{31}
\]

By the maximum principle for the heat equation [14], we have

\[
|I_1(x)| = \left| \int_0^b N(x, \xi; t, 0)[u_0(\xi) - \bar{u}_0(\xi)] d\xi \right| \leq C\|s - \bar{s}\|_{W^{1,\infty}}, \quad x \geq \bar{s}(t), \quad 0 \leq t \leq T,
\]

which ends the proof of the lemma. \qed
Now, we fix $c \in \mathbb{R}$, and let $\Pi^+_c$ be the right half-plane
\[ \Pi^+_c = \left\{ z = s + i\tau : \tau \in \mathbb{R}, s > c \right\}. \tag{33} \]
We consider the Hardy space $H^2(\Pi^+_c)$ [31], defined as the space of holomorphic functions $h$ in $\Pi^+_c$ for which
\[ \sup_{s>c} \int_{-\infty}^{+\infty} |h(s + it)|^2 dt < \infty. \]
Let
\[ L^2_c(\mathbb{R}_+) = \left\{ e^{-ct}f(t) \in L^2(\mathbb{R}_+) \right\}. \]
We define the Laplace transform of a function $f$ by
\[ \mathcal{L}f(z) = \int_0^{+\infty} e^{-\tau z} f(\tau) d\tau. \tag{34} \]

**Lemma 3.4.** The Laplace transform $\mathcal{L} : L^2_c(\mathbb{R}_+) \to H^2(\Pi^+_c)$ is an invertible bounded operator. In addition for $s \geq c$, we have
\[ \frac{1}{2\pi} \int_{-\infty}^{+\infty} |\mathcal{L}f(s + it)|^2 dt = \int_0^{+\infty} e^{-2\tau s} |f(\tau)|^2 d\tau. \tag{35} \]

**Proof.** For $f \in L^2_c(\mathbb{R}_+)$, the Laplace transform
\[ \mathcal{L}f(z) = \int_0^{+\infty} e^{-\tau z} f(\tau) d\tau, \tag{36} \]
has an holomorphic extension to the right half-plane $\Pi^+_c$. Moreover one can easily check that
\[ \sup_{s>c} \int_{-\infty}^{+\infty} |\mathcal{L}f(s + it)|^2 dt < \infty. \]
We deduce from (36)
\[ \mathcal{L}f(s + it) = \int_0^{+\infty} e^{-\tau t} e^{-\tau s} f(\tau) d\tau, \quad t \in \mathbb{R}. \]
We remark that $t \to \mathcal{L}f(s + it)$ is actually the Fourier transform of $e^{-\tau s} f(\tau) \chi_{(0, +\infty)}(\tau)$ which lies in $L^2(0, +\infty)$ for $s = c$ and in $L^2(0, +\infty) \cap L^1(0, +\infty)$ for $s > c$. Applying the classical inverse Fourier transform, we get
\[ e^{-\tau s} f(\tau) = \frac{1}{2\pi} \int_{-\infty}^{+\infty} e^{i\tau t} \mathcal{L}f(s + it) dt, \quad t > 0. \]
The identity (35) is then a direct consequence of the Parseval identity.

Finally, Paley-Wiener Theorem [31] shows that the Laplace transform is surjective from $L^2_c(\mathbb{R}_+)$ onto $H^2(\Pi^+_c)$. \hfill \Box

Now, we give the proof of the main Theorem 3.1. Further $C > 0$ denotes a generic constant that depends on $\hat{M}, b, T, \hat{H}, u_0$. 
Proof. We first estimate $I_1$. We have

$$I_1(x) = \int_0^b N(x, \xi; t, 0)(u_0(\xi) - \bar{u}_0(\xi))d\xi$$

$$= \frac{1}{2\sqrt{\pi t}} \int_0^b \left[ \exp \left( -\frac{(x - \xi)^2}{4t} \right) + \exp \left( -\frac{(x + \xi)^2}{4t} \right) \right] (u_0(\xi) - \bar{u}_0(\xi))d\xi$$

$$= \frac{1}{2\sqrt{\pi t}} \int_{-b}^b \exp \left( -\frac{(x + \xi)^2}{4t} \right) v_0(\xi)d\xi,$$

where

$$v_0(\xi) = \begin{cases} u_0(\xi) - \bar{u}_0(\xi) & \text{if } 0 < \xi < b, \\ u_0(-\xi) - \bar{u}_0(-\xi) & \text{if } -b < \xi < 0. \end{cases}$$

For fixed $t > 0$, applying the changes of variables $y = \frac{x - \bar{s}(t)}{2t}$, and $\xi = r - b$, we obtain

$$I_1(2ty + \bar{s}(t)) = \frac{1}{2\sqrt{\pi t}} \exp(-ty^2 - (\bar{s}(t) - b)y) \int_0^{2b} e^{-yt} f(r) dr,$$

with

$$f(r) = \exp\left( -\frac{(\bar{s}(t) - b + r)^2}{4t} \right) v_0(r - b).$$

Therefore

$$L(f)(y) = \int_0^{2b} e^{-yt} f(r) dr = 2\sqrt{\pi t} \exp(ty^2 + (\bar{s}(t) - b)y) I_1(2ty + \bar{s}(t)), \quad \text{for } y > 0.$$  \hspace{1cm} (37)

for $y > 0$.

Since $f \in L^\infty(0, +\infty)$, we have

$$\|f\|_{L^\infty(0, +\infty)} \leq \sup_{0 \leq r \leq 2b} \exp\left( -\frac{(\bar{s}(t) - b + r)^2}{4t} \right) |v_0(r - b)| \leq 2\|u_0\|_{L^\infty(0, b)} \leq 2bH. \quad \text{for } y > 0.$$  \hspace{1cm} (38)

Let $\Omega$ be the right half plane, that is $\Omega = \{ z \in \mathbb{C}, \ Re(z) > 0, \ Im(z) \in \mathbb{R} \}.$

For $z \in \Omega$, define

$$F(z) = L(f)(y + ip) = \int_0^{2b} e^{-zr} f(r) dr.$$  \hspace{1cm} (39)

We remark that the function $z \rightarrow F(z)$ is holomorphic in $\Omega$, and we have

$$|F(z)| \leq 2b\|f\|_{L^\infty(0, +\infty)} \leq 4b^2 H.$$  \hspace{1cm} (40)

Consequently

$$|F(z)| \leq M, \quad z \in \Omega, \quad \text{where } M = \max(1, 4b^2 H).$$  \hspace{1cm} (41)

**Proposition 1.** Denote $w_{\pm}(z) = \frac{2}{\pi} \left( \frac{z}{2} \mp \arg(z) \right)$, the harmonic measure of $[0, +\infty \times \mathbb{R}_{\pm}$. It is the unique solution to the system

$$\Delta w_{\pm}(z) = 0, \quad z \in [0, +\infty \times \mathbb{R}_{\pm}, \quad \text{(41)}$$

$$w_{\pm}(z) = 1, \quad \Re(z) = 0, \quad \text{for } \Im(z) = 0, \quad \text{(42)}$$

$$w_{\pm}(z) = 0, \quad \Re(z) = 0. \quad \text{(43)}$$
The holomorphic unique continuation of the function $z \rightarrow F(z)$ using the two constants Theorem [28], gives

$$|F(z)| \leq M^{1-w_\pm(z)} |F(z)|_{L^\infty([0]\times\mathbb{R}_\pm)} \leq M^{w_\pm(z)},$$

where $\varepsilon = |F(z)|_{L^\infty([0]\times\mathbb{R}_\pm)}$.

We further consider two different situations. Let $B$ a strictly positive constant. If $\varepsilon \geq 1$, we obtain

$$\int_0^B |F(1 + ip)|^2 \, dp \leq \int_0^B \left| M^{w_+(1+ip)} \right|^2 \, dp \leq BM^2 \varepsilon^{2\max_{0 \leq p < B} w_+(1+ip)} \leq BM^2 \varepsilon^{2(1 - \frac{\pi}{2} \arctan(0))} \leq BM^2 \varepsilon^2. \quad (45)$$

We have by analogy

$$\int_{-B}^0 |F(1 + ip)|^2 \, dp \leq \int_{-B}^0 \left| M^{w_-(1+ip)} \right|^2 \, dp \leq BM^2 \varepsilon^{2\max_{-B < p < 0} w_-(1+ip)} \leq BM^2 \varepsilon^{2(1 + \frac{\pi}{2} \arctan(0))} \leq BM^2 \varepsilon^2. \quad (46)$$

We deduce from inequalities (45) and (46) that

$$\int_{-B}^B |F(1 + ip)|^2 \, dp \leq 2BM^2 \varepsilon^2. \quad (47)$$

Since $\|u_0\|_{H^1(0, b)} \leq \widehat{M}$, then

$$\|f\|_{H^1(0, 2b)} \leq C \widehat{M}. \quad (48)$$

Recall that $f(0) = f(2b) = 0$. Therefore, we have

$$|p| |F(1 + ip)| = \int_0^{2b} pe^{-ipr} f(r)e^{-r} \, dr = \left| \int_0^{2b} e^{-ipr} (f(r)e^{-r})' \, dr \right| \leq C \widehat{M}. \quad (49)$$

Using inequalities (47) and (49) gives

$$\int_{-\infty}^{\infty} |F(1 + ip)|^2 \, dp = \int_{-B}^B |F(1 + ip)|^2 \, dp + \int_{|p| > B} |F(1 + ip)|^2 \, dp \leq 2BM^2 \varepsilon^2 + C \widehat{M} \frac{1}{B} \leq C_1(B \varepsilon^2 + \frac{1}{B}), \quad (50)$$

where $C_1 = 2M^2 + C \widehat{M} > 0$.

In this case by taking $B = 1$, we have

$$\int_{-\infty}^{\infty} |F(1 + ip)|^2 \, dp \leq 2C_1 \varepsilon^2. \quad (51)$$

If $0 < \varepsilon < 1$, we have

$$\int_0^B |F(1 + ip)|^2 \, dp \leq \int_0^B \left| M^{w_+(1+ip)} \right|^2 \, dp \leq BM^2 \varepsilon^{2\max_{0 \leq p < B} w_+(1+ip)} \leq BM^2 \varepsilon^{2(1 - \frac{\pi}{2} \arctan(B))}. \quad (52)$$
We have by analogy
\[
\int_{-B}^{B} |F(1 + ip)|^2 \, dp \leq \int_{-B}^{0} \left| M \varepsilon^{-1} \right|^2 \, dp \leq BM^2 \varepsilon^{2 \min_{u<p<b} w-(1+ip)} \leq BM^2 \varepsilon^{2(1-\frac{\pi}{2}\arctan(B))}. \quad (53)
\]

We deduce from inequalities (52) and (53) that
\[
\int_{-B}^{B} |F(1 + ip)|^2 \, dp \leq 2BM^2 \varepsilon^{2(1-\frac{\pi}{2}\arctan(B))}. \quad (54)
\]

Using inequalities (54) and (49) gives
\[
\int_{\mathbb{R}} |F(1 + ip)|^2 \, dp = \int_{-B}^{B} |F(1 + ip)|^2 \, dp + \int_{|p|>B} |F(1 + ip)|^2 \, dp \leq 2BM^2 \varepsilon^{2(1-\frac{\pi}{2}\arctan(B))} + \hat{C}M \frac{1}{B} \leq C_1(B\varepsilon^{2(1-\frac{\pi}{2}\arctan(B))} + \frac{1}{B}), \quad (55)
\]

where \(C_1 = 2M^2 + \hat{C}M > 0\).

We fix \(B \geq 1\). On one hand we have \(1 - \frac{1}{3B^2} \geq \frac{1}{2}\), then
\[
\frac{1}{B} \left(1 - \frac{1}{3B^2}\right) \geq \frac{1}{2B}.
\]

On the other hand, we have
\[
\frac{\pi}{2} - \arctan(B) = \arctan\left(\frac{1}{B}\right)
\geq \frac{1}{B} - \frac{1}{3B^3}
\geq \frac{1}{B} \left(1 - \frac{1}{3B^2}\right).
\]

Then, for \(B \geq 1\), we have
\[
\frac{\pi}{2} - \arctan(B) \geq \frac{1}{2B}. \quad (56)
\]

Combining inequality (56) with estimate (55) yields
\[
\int_{\mathbb{R}} |F(1 + ip)|^2 \, dp \leq C_1(B\varepsilon^{\frac{\pi}{2\pi}} + \frac{1}{B}), \quad B \geq 1. \quad (57)
\]

Now, by taking \(B\varepsilon^{\frac{\pi}{2\pi}} = \frac{1}{B}\), we obtain
\[
\int_{\mathbb{R}} |F(1 + ip)|^2 \, dp \leq \frac{C}{B}, \quad B \geq 1, \quad (58)
\]

and
\[
-\frac{1}{\pi} \ln(\varepsilon) = B \ln(B). \quad (59)
\]

We remark that \(\frac{\ln(B)}{B} \leq e^{-1}\), for \(B > e\).

Therefore we have \(-\frac{1}{\pi} \ln(\varepsilon) = B \ln(B) \leq B^2 e^{-1}\). In other words
\[
\frac{1}{B} \leq \sqrt{\frac{\pi}{e \ln(\varepsilon)}}, \quad B > e. \quad (60)
\]
Substituting (60) in the estimation (58), we obtain
\[ \int_{\mathbb{R}} |F(1 + ip)|^2 \, dp \leq \frac{C}{\sqrt{|\ln(\varepsilon)|}}. \] (61)
We deduce from inequalities (51) and (61) that
\[ \int_{\mathbb{R}} |F(1 + ip)|^2 \, dp \leq \phi^2(\varepsilon), \] (62)
where
\[ \phi(\varepsilon) = \begin{cases} 
C\varepsilon, & \text{if } \varepsilon \geq 1, \\
\frac{C}{|\ln(\varepsilon)|^{1/4}} & \text{if } \varepsilon < 1.
\end{cases} \] (63)
By Fourier Plancherel in Lemma 3.4, we have
\[ \int_{0}^{2b} |f(r)|^2 e^{-2\pi r} \, dr = \frac{1}{2\pi} \int_{\mathbb{R}} |F(1 + ip)|^2 \, dp \leq \phi^2(\varepsilon). \] (64)
Hence
\[ \|f\|_{L^2(0,2b)}^2 \leq \phi^2(\varepsilon). \] (65)
Finally, we obtain
\[ \|u_0 - \tilde{u}_0\|_{L^2(0,b)} \leq \phi(\|F(\varepsilon)\|_{L^\infty(0, \mathbb{R}_+)}) \] (66)
On the other hand, equation (37) leads to
\[ F(z) = 2\sqrt{\pi t} \exp(tz^2 + (s(t) - b)z)I_1(2tz + \tilde{s}(t)) \]
for \( z \in \mathbb{R}_+ \).
Since \( F(y) \) is continuous on \( \mathbb{R}_+ \), and satisfies \( \lim_{y \to +\infty} F(y) = 0 \), it reaches its maximum at \( y_0 \in \mathbb{R}_+ \). We next study two different cases:

Case 1: \( y_0 \in (0,1) \). Then
\[ \|F\|_{L^\infty(0, \mathbb{R}_+)} \leq 2\sqrt{\pi T} \exp(T + 2\|\tilde{s}\|_{L^\infty}) \|I_1\|_{L^\infty(\tilde{s}(t), +\infty)} \leq C \|I_1\|_{L^\infty(\tilde{s}(t), +\infty)}, \]
which combined with inequality (66), and Lemma 3.3, yield
\[ \|u_0 - \tilde{u}_0\|_{L^2(0,b)} \leq \phi(C\|s - \tilde{s}\|_{W^{1,\infty}}). \] (67)

Case 2: \( y_0 \geq 1 \). We have
\[ \|F\|_{L^\infty(0, \mathbb{R}_+)} = |F(y_0)| \leq 2\sqrt{\pi T} e(T + 2\|\tilde{s}\|_{L^\infty}) y_0^2 \|I_1\|_{L^\infty(\tilde{s}(t), +\infty)}. \] (68)
On the other hand, since \( f(0) = f(2b) = 0 \), a simple integration by parts gives
\[ F(y) = \frac{1}{y} \int_{0}^{2b} e^{-yr} f'(r) \, dr, \]
for \( y \geq 1 \), which implies
\[ |F(y)| \leq \frac{C}{y}. \]
Hence
\[ \|F\|_{L^\infty(0, \mathbb{R}_+)} \leq \frac{C}{y_0}, \]
or equivalently
\[ y_0 \leq C \|F\|_{L^\infty(0, \mathbb{R}_+)}^{-1}. \] (69)
Combining inequalities (68) and (69), we obtain
\[ \exp\left(\frac{-C}{\|F\|_{L^\infty((0) \times \mathbb{R}^+)}}\right) \|F\|_{L^\infty((0) \times \mathbb{R}^+)} \leq 2\sqrt{\pi T} \|I_1\|_{L^\infty(\tilde{s}(t), +\infty)}. \]

Simple calculations show that
\[ \exp\left(\frac{-(C + e^{-1})}{t^2}\right) \leq \exp\left(\frac{-C}{t^2}\right)t, \quad \text{for all } t \in (0, 1). \]

Consequently
\[ \exp\left(\frac{-C}{\|F\|_{L^\infty((0) \times \mathbb{R}^+)}}\right) \leq 2\sqrt{\pi T} \|I_1\|_{L^\infty(\tilde{s}(t), +\infty)}, \]

or equivalently
\[ \|F\|_{L^\infty((0) \times \mathbb{R}^+)} \leq \frac{C}{\left|\ln \left(\|I_1\|_{L^\infty(\tilde{s}(t), +\infty)}\right)\right|^\frac{1}{4}}. \] (70)

which combined with inequality (66), and Lemma 3.3, provide
\[ \|u_0 - \overline{u}_0\|_{L^2(0, b)} \leq \phi(C \ln (C \|s - \overline{s}\|_{W^{1, \infty}})^{-\frac{1}{2}}). \] (71)

We deduce from estimates (67) and (71) the following bound
\[ \|u_0 - \overline{u}_0\|_{L^2(0, b)} \leq \phi(C \|s - \overline{s}\|_{W^{1, \infty}}), \] (72)

where
\[ \psi(r) = C \max(r, \frac{1}{\ln(r)^\frac{1}{2}}), \quad \text{for } r > 0. \] (73)

By studying the variation of the function \( r \to \phi(\psi(\ln(Cr)^{-\frac{1}{2}})) \) on \( \mathbb{R}_+ \), one can easily show the existence of a constant \( \varepsilon_0 > 0 \) small enough that only depends on \( \overline{M}, b, T, \tilde{H}, u_0 \), such that the estimate
\[ \|u_0 - \overline{u}_0\|_{L^2(0, b)} \leq \frac{C}{\left|\ln(\ln(\|s - \overline{s}\|_{W^{1, \infty}}))\right|^\frac{1}{4}}. \] (74)

holds for \( \|s - \overline{s}\|_{W^{1, \infty}} < \varepsilon_0 \), which ends the proof of the main theorem. \( \square \)

4. Numerical analysis.

4.1. Numerical approximation. Since \( u(s(t), t) = 0 \), we deduce from (19), the following integral equation
\[ \int_0^b N(s(t, \xi; t, 0)u_0(\xi)d\xi = \int_0^t N(s(t), s(\tau); t, \tau)s(\tau)d\tau - \int_0^t N(s(t, 0; t, \tau)h(\tau)d\tau. \] (75)

We consider a uniform grid of the temporal interval \([0, T]\), with a time step \( \Delta t = \frac{T}{N} \) discretization of \( t \) where \( t_j = j\Delta t, \quad j = 0, ..., N, \) and a uniform grid of spatial interval \([0, b]\) with a space step \( \Delta \xi = \frac{b}{M} \) discretization of \( \xi \) where \( \xi_i = i\Delta \xi, \quad i = 0, ..., M. \)
Then the equation (75) becomes

\[\sum_{k=0}^{M-1} \int_{\xi_k}^{\xi_{k+1}} N(s(t_i), \xi_k; t_i, 0)u_0(\xi)d\xi = \sum_{j=0}^{N-1} \int_{t_j}^{t_{j+1}} N(s(t_i), s(\tau); t_i, \tau)\dot{s}(\tau)d\tau - \sum_{j=0}^{N-1} \int_{t_j}^{t_{j+1}} N(s(t_i), 0; t_i, \tau)\dot{h}(\tau)d\tau.\]

For example if we use a quadrature formula on one point, we get for \(i = 1, \ldots, N\)

\[\sum_{k=0}^{M-1} N(s(t_i), \xi_k; t_i, 0)u_0(\xi_k)\Delta \xi = \sum_{j=0}^{N-1} N(s(t_i), s(\tau_j); t_i, \tau_j)\dot{s}(\tau_j)\Delta t - \sum_{j=0}^{N-1} N(s(t_i), 0; t_i, \tau_j)\dot{h}(\tau_j)\Delta t, \quad (76)\]

where \(\tau_j \in [t_j, t_{j+1}]\) for \(j = 1, \ldots, N - 1\) and \(\xi_k \in [\xi_k, \xi_{k+1}]\) for \(k = 1, \ldots, M - 1\).

This system can be represented by

\[AU_0 = g, \quad (77)\]

where \(A\) denotes a matrix depending on the quadrature formulas, \(U_0 := (U_{0,k}) = (u_0(\xi_k))\) denotes the vector of the unknown initial condition of the inverse problem, and \(g := (g_i)\) is the vector representing the right hand side of the equation (76). Next, we shall use Gauss-Legendre formula for the numerical integration.

In this work, we will consider two types of regularization of the inverse problem. The first method is a Tikhonov iterative regularization which consists on computing an approximate solution defined by [10, 3]

\[(A^{tr}A + \lambda I)U_{0,m+1} = A^{tr}g + \lambda U_{0,m}, \quad (78)\]

\[U_{0,0} = 0, \quad (79)\]

where the superscript \(^{tr}\) denotes the transpose of a matrix, \(I\) the identity matrix, and \(\lambda > 0\) is the regularization parameter.

The second method is a Landweber method where the approximate solution is defined by the sequence [26, 20]

\[U_{0,m+1} = (I - \lambda A^{tr}A)U_{0,m} + \lambda A^{tr}g, \quad (80)\]

\[U_{0,0} = 0, \quad (81)\]

where \(\lambda \leq \frac{1}{\|A\|^2} \) is a positive constant.

4.2. Numerical results.

4.3. Example 1. In this example [23] the moving boundary is given by the non-linear function

\[s(t) = \sqrt{t + \frac{1}{4}}, \quad t \in [0, 1]. \quad (82)\]

and has the Neumann boundary condition

\[h(t) = \frac{\exp(\frac{1}{4})}{2\sqrt{t + \frac{1}{4}}}, \quad (83)\]
where $erf(x)$ is the error function given by $erf(x) = \frac{2}{\sqrt{\pi}} \int_0^x \exp(-t^2) \, dt$. This example has the initial condition $u_0(x) = \frac{\exp(\frac{1}{4})\sqrt{\pi}}{2}(erf(\frac{1}{2}) - erf(x)), \ x \in [0, \frac{1}{2}]$.

In Figure 1, we present the exact initial condition $u_0(x)$ and approximate solution with different Gaussian noise levels obtained with $\lambda = 10^{-3}$, $M = 250$ using Tikhonov Regularization method.

![Figure 1. The exact initial condition $u_0(x)$ and approximate solution with different Gaussian noise levels obtained with $\lambda = 10^{-3}$, $M = 250$ using Tikhonov Regularization method.](image)

| $\lambda$ | Noise on $s(t)$ (%) | $\frac{\|u_0 - U_0\|_2}{\|u_0\|_2}$ |
|-----------|---------------------|----------------------------------|
| $10^{-3}$  | 0 %                 | 0.0425                           |
| $10^{-3}$  | 1 %                 | 0.0472                           |
| $10^{-3}$  | 2 %                 | 0.0571                           |
| $10^{-3}$  | 3 %                 | 0.0669                           |

Table 1. Relative errors using Tikhonov method.

In Figure 1, we present the exact initial condition and its reconstruction using the Tikhonov Regularization method. In order to test the stability of our inverse problem, we add a different level of gaussian noise to the data $s(t)$: 1, 2 and 3%. The Table 1 compiles the relative errors of reconstruction of the function describing the initial condition using the Tikhonov Regularization method. It shows that the accuracy is altered with noise and the relative error on the numerical solution is lower than 0.07.
Figure 2. The exact initial condition $u_0(x)$ and approximate solution with different Gaussian noise levels obtained with $M = 250$ using Landweber method.

Table 2. Relative errors using Landweber method.

| Noise on $s(t)$ (%) | $\frac{\|u_0-U_0\|_2}{\|u_0\|_2}$ |
|---------------------|----------------------------------|
| 0 %                 | 0.0846                           |
| 1 %                 | 0.0917                           |
| 2 %                 | 0.1026                           |
| 3 %                 | 0.1115                           |

Considering the same example but this time with the Landweber method, the results in the Table 2 show that the relative error of the initial condition $U_0(x)$ varies from $8.5 \times 10^{-2}$ to $1.1 \times 10^{-1}$ by adding 1%, 2% and 3% of Gaussian noise on the data $s(t)$. We particularly notice from Tables 1 and 2 that the accuracy of the solution $U_0(x)$ with Tikhonov Regularization method is higher compared to the solution obtained with Landweber method.

4.4. Example 2. This example [22] has a moving boundary given by the linear function

$$s(t) = \sqrt{2} - 1 + \frac{t}{\sqrt{2}}, \ t \in [0, 1].$$

(84)

We take the exact solution given by

$$u(x, t) = -1 + \exp \left(1 - \frac{1}{\sqrt{2}} + \frac{t}{2} - \frac{x}{\sqrt{2}}\right), \ [x, t] \in [0, s(t)] \times [0, 1].$$

(85)
Therefore, this example has the following initial and boundary conditions

\[ b = s(0) = \sqrt{2} - 1, \]  \hspace{1cm} (86)

\[-u_x(0, t) = \frac{1}{\sqrt{2}} \exp \left( 1 - \frac{1}{\sqrt{2}} + \frac{t}{2} \right), \quad t \in [0, 1] \]  \hspace{1cm} (87)

\[ u(s(t), t) = 0, \quad t \in (0, 1], \]  \hspace{1cm} (88)

\[ u_x(s(t), t) = \dot{s}(t) = -\frac{1}{\sqrt{2}}, \quad t \in (0, 1]. \]  \hspace{1cm} (89)

In this example we wish to recover the initial condition at \( t = 0 \) given by

\[ u_0(x) = -1 + \exp \left( 1 - \frac{1}{\sqrt{2}} - \frac{x}{\sqrt{2}} \right), \quad x \in [0, b]. \]  \hspace{1cm} (90)

\[ \lambda \quad \text{Noise on } s(t) \quad (%) \quad \frac{\|u_0-U_0\|_2}{\|u_0\|_2} \\
10^{-2} & 0 \% & 0.0953 \\
10^{-2} & 1 \% & 0.0997 \\
10^{-2} & 2 \% & 0.1082 \\
10^{-2} & 3 \% & 0.1465 \\
\]

\textbf{Table 3.} Relative errors using Tikhonov method.
Figure 4. The exact initial condition $u_0(x)$ and approximate solution with different Gaussian noise levels obtained with $M = 250$ using Landweber method.

Table 4. Relative errors using Landweber method.

| Noise on $s(t)$ (%) | $\frac{\|u_0 - U_0\|_2}{\|u_0\|_2}$ |
|---------------------|----------------------|
| 0 %                 | 0.1017               |
| 1 %                 | 0.1188               |
| 2 %                 | 0.1321               |
| 3 %                 | 0.1520               |

In Figures 3 and 4, we plotted the exact initial condition and the approximate solution using respectively the Tikhonov and Landweber Regularization methods with different added Gaussian noise levels. The Tables 3 and 4 provide the relative errors of the solution $U_0$ using respectively the Tikhonov and Landweber Regularization methods. We remark that the accuracy of the initial condition using Tikhonov Regularization is higher compared to the solution with Landweber method.

4.5. Example 3. In this numerical test, we consider an example where the analytic solution is not available. We resolve the direct Stefan problem $(2)-(7)$ with the initial and boundary conditions cited below $(91)$ by using the Boundary Immobilisation Method (BIM) [17] in order to calculate the moving boundary $s(t)$. Then we intend to recover the initial temperature $U_0(x)$.

$$u_0(x) = (3 - x)\sqrt{|3 - 2x|}, \ x \in [0, 3], \quad h(t) = \sqrt{t + 1}, \ t \in [0, 3]. \quad (91)$$
In the Figure 5, we present the exact initial condition and the approximate solutions with different added Gaussian noise levels on the data $s(t)$ using the Tikhonov method. From the Table 5, we show that the relative error of the initial condition $U_0(x)$ using the Tikhonov Regularization varies from $7.14 \times 10^{-2}$ to $1.00 \times 10^{-1}$ by adding different levels of Gaussian noise on the data $s(t)$.

| $\lambda$ | Noise on $s(t)$ (%) | $\frac{||u_0 - U_0||_2}{||u_0||_2}$ |
|-----------|---------------------|-------------------------------|
| $10^{-3}$  | 0 %                 | 0.0714                        |
| $10^{-3}$  | 1 %                 | 0.0866                        |
| $10^{-3}$  | 2 %                 | 0.0916                        |
| $10^{-3}$  | 3 %                 | 0.1002                        |

**Table 5.** Relative errors using Tikhonov method.

We take the same example again but this time with the Landweber method, we notice from the table 6 that the relative error of the initial condition $U_0(x)$ varies from $6.90 \times 10^{-2}$ to $1.13 \times 10^{-1}$ by adding 1%, 2% and 3% of Gaussian noise on the data $s(t)$. The exact and approximate solutions for different noise levels using Landweber method are illustrated in Figure 6.
Figure 6. The initial condition $u_0(x)$ and approximate solution with different Gaussian noise levels obtained with $M = 250$ using Landweber method.

Table 6. Relative errors using Landweber method.

| Noise on $s(t)$ (%) | $\|u_0 - \tilde{u}_0\|_2 / \|u_0\|_2$ |
|---------------------|---------------------------------------|
| 0 %                 | 0.0690                                |
| 1 %                 | 0.0755                                |
| 2 %                 | 0.0970                                |
| 3 %                 | 0.1132                                |

Remark 1. Notice that in the two first considered examples the explicit initial conditions are analytic functions of the spatial variable. This explains their relatively good recovery far away from the endpoints, from the measurement of the free boundary. In Table 6, we observe that the reconstruction is very sensitive to the noise level. This is in accordance with the obtained stability estimate, and the ill-posedness of the inverse problem.
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