EXCEPTIONAL COLLECTIONS, T-STRUCTURES, AND
CATEGORICAL ACTION OF SHIFTED $q=0$ AFFINE ALGEBRA, $\mathfrak{sl}_2$
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Abstract. In this article, we show that the categorical action of the shifted $q = 0$ affine algebra $\hat{U}_{q, N}(\mathfrak{sl}_2)$ can be used to construct (or induce) t-structures on the weight categories. The main idea is to interpret the exceptional collection constructed by Kapranov [Kap85], [Kap88] as convolution of Fourier-Mukai kernels in the categorical action via using the Borel-Weil-Bott theorem.

In particular, when the categories are the bounded derived category of coherent sheaves on Grassmannians. The t-structure we obtain is precisely the exotic t-structure defined by Bezrukavnikov [Be1], [Be2] of the exceptional collections given by Kapranov. As an application, we calculate the matrix coefficients for generators of the shifted $q = 0$ affine algebra on the basis given by Kapranov exceptional collections.
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1. Introduction

The derived categories of coherent sheaves on algebraic varieties plays a central role in modern algebraic geometry and related areas. In particular, when the varieties are spaces of importance to geometric representation theory, e.g., Springer fibres, Nakajima quiver varieties, then their (equivariant) derived category of coherent sheaves also provide a good source for categorification of representations of certain Hecke algebras or quantum groups.

There are some important devices from homological algebras like exceptional objects and t-structures that would be frequently used to study them. Also, these devices have applications to geometric representation theory for the varieties that we mention above, for example, see [Be3].

1.1. Motivation. In the paper [Hsu], the author introduce the shifted $q = 0$ affine algebra $\tilde{U}_{0,N}(\mathfrak{l}_n)$, and he give a definition of its categorical action. Then he showed that there is a categorical action of $\tilde{U}_{0,N}(\mathfrak{l}_n)$ on the bounded derived category of coherent sheaves on partial flag varieties $\bigoplus_k D^b(Fl_k(\mathbb{C}^N))$. In this paper we focus on the $n = 2$ case; i.e., we have the categorical action of $\tilde{U}_{0,N}(\mathfrak{l}_2)$ on the bounded derived category of coherent sheaves on Grassmannians $\bigoplus_k D^b(\mathbb{G}(k,N))$.

We try to relate the notion of categorical action defined in loc. cit. to the exceptional objects and t-structures on those weight categories. More precisely, since we constructed a categorical action of $\tilde{U}_{0,N}(\mathfrak{l}_2)$ on $\bigoplus_k D^b(\mathbb{G}(k,N))$, when it pass to the Grothendieck group $\bigoplus_k K(\mathbb{G}(k,N))$ we obtain a representation of $\tilde{U}_{0,N}(\mathfrak{l}_2)$. Usually in representation theory, it would be good to find a basis for a representation such that generators of the algebra have a particularly simple action on it, e.g., crystal bases or canonical bases.

So the motivation of this paper comes from finding a good or natural basis for the Grothendieck group $K(\mathbb{G}(k,N))$ and to study how the generators of $\tilde{U}_{0,N}(\mathfrak{l}_2)$ acting on them. Finally, throughout this article, all functors between derived categories are assumed to be derived functors, e.g., we will write $f^*$ instead of $Rf^*$ and so on.

1.2. Basis from exceptional collections. The Grassmannians and partial flag varieties are homogeneous spaces; i.e., they are certain quotient $G/P$ of a complex semisimple algebraic group $G$ by a parabolic subgroup $P$. The structure of their bounded derived category of coherent sheaves, denoted by $D^b(G/P)$, has been studied over many years. In particular, by Beilinson, Kapranov [B], [Kap85], [Kap88] for type A, and by Kuznetsov, Polishchuk
Thus when it passes to the Grothendieck group, we get a basis for the representation of type A, the exceptional collections were constructed by Beilinson and Kapranov, see [E] for a characteristic free point of view.

Let \( P(a, b) \) the set of Young diagrams \( \lambda \) such that \( \lambda_1 \leq a \) and \( \lambda_{b+1} = 0 \). From Corollary 2.16, the exceptional collection for \( D \) is \( \bigoplus D[\mathbf{KP}] \) for other general types. Their studies lead to the construction of exceptional collections for all \( \mathbb{G} \). Here \( \kappa \) is the tautological rank \( k \) bundle on \( \mathbb{G}(k, N) \). Passing to the Grothendieck group, we obtain the basis \( \{ [S_\lambda V] | \lambda \in P(N-k, k) \} \) for \( K(\mathbb{G}(k, N)) \).

So we try to understand how the main generators \( e_r 1_{(k,N-k)} \) and \( f_s 1_{(k,N-k)} \) of \( \mathcal{U}_{0,N}(L\frak{s}\frak{l}_2) \) acting on \( \{ [S_\lambda V] \} \) for all \( r, s \in \mathbb{Z} \). Recall that the main generators of \( \mathcal{U}_{0,N}(L\frak{s}\frak{l}_2) \) acting on \( \bigoplus D(\mathbb{G}(k, N)) \) is defined by using the following correspondence diagram

\[
\begin{array}{ccc}
Fl(k-1,k) & \ni & V' \subset V \\
p_1 & \downarrow & \downarrow p_2 \\
\mathbb{G}(k,N) & \ni & \mathbb{G}(k-1,N)
\end{array}
\]

where \( Fl(k-1,k) \) is the 3-step partial flag variety and the numbers above the inclusion indicate the increasing of dimensions. Here \( p_1 \) and \( p_2 \) are natural projections. Let \( V, V' \) be the tautological bundles on \( Fl(k-1,k) \) of rank \( k, k-1 \) respectively. Then there is a natural line bundle \( V'/V' \) on \( Fl(k-1,k) \). The generators \( e_r 1_{(k,N-k)} \) acting on \( \bigoplus D(\mathbb{G}(k, N)) \) by lifting to the following functor

\[
\mathbb{E}_r 1_{(k,N-k)} := p_2^* (p_1^* \otimes (V'/V')^*) : D(\mathbb{G}(k, N)) \rightarrow D(\mathbb{G}(k-1,N))
\]

and similarly for the lift of \( f_s 1_{(k,N-k)} \) to \( F_s 1_{(k,N-k)} \).

After decategorifying, it is not easy to calculate the action of generators on this basis directly by definition. For example, when \( r = 0 \), we have to calculate \( e 1_{(k,N-k)}( [S_\lambda V] ) = p_2^* (p_1^* ([S_\lambda V] )) \) for all \( \lambda \), which may take an amount of efforts.

To solve this, we lift it to the categorical level, which means we study the categorical action \( \mathcal{U}_{0,N}(L\frak{s}\frak{l}_2) \) on the exceptional collection \( \{ S_\lambda V \} \). The key observation is to interpret \( S_\lambda V \) as convolution of Fourier-Mukai kernels by using the relative version of Fourier-Mukai kernels, see [BLVdB] in Section 5.1 for details.
However, for $e_r1_{(k,N−r)}$ and $f_s1_{(k,N−r)}$ with $r, s \neq 0$, the above method fails. Since lifting to the categorical levels, the calculation of $E_r1_{(k,N−r)}(S\lambda\mathcal{V})$ and $F_s1_{(k,N−r)}(S\lambda\mathcal{V})$ involves relations that are not defined in the definition of categorical action. We solve this by the help of dual exceptional collections, see Definition 4.9 for the definition. By definition, after passing to the Grothendieck group, the dual exceptional collection can be thought as a dual basis for the exceptional collection with respect to the bilinear Euler form $\sum_{r,s}(-1)^{i} \dim C Hom(D, [-i])$.

The dual exceptional collection for $\{S\lambda\mathcal{V}\}$ is given by $\{S\mu(\mathbb{C}^N/\mathcal{V})[−|\mu|] | \mu \in P(k, N−k)\}$, and $|\mu|$ is the sum of all boxes in $\mu$. So every element $[\mathcal{X}] \in K(G(k, N))$ can be written as

$$[\mathcal{X}] = \sum_{\lambda \in P(N−k,k)} (-1)^{\lambda^*} gdimRHom(S\lambda^*(\mathbb{C}^N/\mathcal{V}), \mathcal{X})[S\lambda\mathcal{V}]$$

(1.2)

where $\lambda^*$ is the conjugate partition of $\lambda$ and $gdim$ is the notation for graded dimension, i.e.,

$$gdimRHom(\mathcal{X}, \mathcal{Y}) := \sum_{i \in \mathbb{Z}} (-1)^{i} \dimExt^i(\mathcal{X}, \mathcal{Y})$$

for all $\mathcal{X}, \mathcal{Y} \in D^b(G(k, N))$.

Now the key observation is $e_r1_{(k,N−k)}$ can be written as $e1_{(k,N−k)}$ conjugated by powers of determinant line bundles. More precisely, we let $g : K(G(k, N)) → K(G(k, N))$ be the linear map given by multiplication with $[\det(\mathcal{V})]$. Then $e_r1_{(k,N−k)} = g^{-r} eg^r1_{(k,N−k)}$ for all $r \in \mathbb{Z}$. So to calculate $e_r1_{(k,N−k)}([S\lambda])$ with $r \neq 0$, we first apply $g1_{(k,N−k)}$ to $[S\lambda\mathcal{V}]$ and then using (1.2) to express $[\det(\mathcal{V})][S\lambda\mathcal{V}]$ in terms of linear combination of the basis $\{[S\lambda\mathcal{V}] | \lambda \in P(N−k,k)\}$. Next, we apply $e1_{(k,N−k)}$ to the linear combination and using the result we already know for $e1_{(k,N−k)}([S\lambda\mathcal{V}])$ to simplify it. Then applying $g^{-r}1_{(k−1,N−k+1)}$ to the rest terms and using (1.2) again to express those terms as linear combination of the basis $\{[S\lambda\mathcal{V}'] | \lambda' \in P(N−k+1,k−1)\}$. Finally, we have determine the coefficients for each $[S\lambda\mathcal{V}']$ to be non-zero by using the Borel-Weil-Bott Theorem. Similarly for $f_s1_{(k,N−k)}$ with $s \neq 0$. We refer the readers to Theorem 6.5 and 6.10 for details. It would be interesting to see the geometric and representation-theoretic meanings behind these matrix coefficients.

1.3. Relation to t-structures. When we study the categorical action on the exceptional collections given by Beilinson and Kapranov, we also found it relates to theory of t-structures. Roughly speaking, there are two descriptions of a t-structure on the bounded derived category of coherent sheaves on Grassmannians. One is defined by using the exceptional collection given by Kapranov, and the other is defined by using the categorical action of $U_{q_{0,N}}(LsL_2)$.

Let us explain a bit about the motivation. Denote $\mathfrak{g}$ be the Lie algebra of a complex simple algebraic group $G$, and $\mathcal{N} \subset \mathfrak{g}$ be the subvariety of nilpotent elements. In [Bel], R. Bezrukavnikov constructed a new t-structure, which he called it the exotic t-structure, on the derived category of $G$-equivariant coherent sheaves on $\mathcal{N}$. This t-structure has two descriptions, one is defined by the perverse t-structure on the equivariant coherent sheaves, the other is defined by a quasi-exceptional set, where the conditions are a bit weaker than the definition of a exceptional collection. Then he proved that the two descriptions coincide, and thus give a elementary way to prove the Lusztig-Vogan bijection.
Since we have the exceptional collection and its dual exceptional collection given by Kapranov on $D^b(G(k, N))$. By R. Bezrukavnikov’s work [Be1] (see Theorem 4.11), we obtain an exotic t-structure on these categories $D^b(G(k, N))$, denoted by $(D_{\text{ex}}^{\geq 0}(k, N - k), D_{\text{ex}}^{\leq 0}(k, N - k))$, see Corollary 4.15.

On the other hand, peoples also use categorical actions of affine braid groups and quantum affine algebras to defined t-structures. For example, Bezrukavnikov and Mirkovic [BM] defined exotic t-structures on derived category of coherent sheaves on varieties related to the Springer resolution $\pi : \tilde{N} \to N$ by using a certain affine braid group actions that developed in [BR] on these categories.

Similarly, Cautis-Koppensteiner [CKo] defined exotic t-structures on derived category of coherent sheaves on convolution varieties related to Beilinson-Drinfeld and affine Grassmannians by using categorical action of quantum affine algebras. Their work also recover the t-structures in [BM] and [BMR].

Motivated by this, it is natural to ask whether the exotic t-structure $(D_{\text{ex}}^{\geq 0}(k, N - k), D_{\text{ex}}^{\leq 0}(k, N - k))$ can be described by the categorical action of $U_{0,N}(L\mathfrak{sl}_2)$ that defined by the author.

We achieve this by first showing that given an abstract categorical action of $U_{0,N}(L\mathfrak{sl}_2)$ on $\bigoplus_k \mathcal{K}(k, N - k)$ and a fixed t-structure on the highest weight category $\mathcal{K}(0, N)$. Then with some extra assumptions we can use the action to construct (or induce) t-structure on the other weight categories $\mathcal{K}(k, N - k)$, see Theorem 5.8 for details.

The main tool we use is a result by Polishchuk [Po], see Theorem 4.4. Basically, we have to construct functors $\varphi_k : \mathcal{K}(0, N) \to \mathcal{K}(k, N - k)$ such that $(\varphi_k)^R \circ \varphi_k$ is t-exact for all $k$, then we translate the t-structure from $\mathcal{K}(0, N)$ to $\mathcal{K}(k, N - k)$ via $\varphi_k$. The definition of the functors $\varphi_k$ can be thought as an abstracting of the tilting bundle $\bigoplus_1 \mathcal{S}_\lambda \mathcal{V}$ of the Kapranov exceptional collection. Moreover, we can show that the functors $(F_{N-k-1}1_{(k,N-k)})^R$ and $(E_1(k,N-k))^R(\Psi^-)[k-2]$ are t-exact on these t-structures.

As a corollary, by modifying the functor $\varphi_k$ we can obtain another t-structure on $\mathcal{K}(k, N - k)$ such that $(F_{N-k-1}1_{(k,N-k)})^L$ and $(E_1(k,N-k))^L(\Psi^-)[k-2]$ are t-exact on these t-structures, see Corollary 5.9.

Then we apply to the case where the weight categories are $D^b(G(k, N))$, the highest weight category $D^b(G(0, N))$ is the category of graded vector spaces. We equip the highest weight category with the standard t-structure, then we induce a t-structure on $D^b(G(k, N))$ by Corollary 5.9 denoted by $(D_{\text{act}}^{\geq 0}(k, N - k), D_{\text{act}}^{\leq 0}(k, N - k))$.

Now we have two t-structures on $D^b(G(k, N))$, we prove that the two t-structures agree, i.e. $D_{\text{ex}}^{\geq 0}(k, N - k) = D_{\text{act}}^{\geq 0}(k, N - k)$ and $D_{\text{ex}}^{\leq 0}(k, N - k) = D_{\text{act}}^{\leq 0}(k, N - k)$, see Theorem 5.10.

1.4. Some further remarks. We mention some remarks about topics that we do not address in this article but would like to study them in the future.

First, since all the results in this paper are for the $\mathfrak{sl}_2$ case, we would like to generalize them to the $\mathfrak{sl}_n$ case in the future.

Second, in [Be1, Be2], Bezrukavnikov also study the heart of the t-structure of a quasi-exceptional set. In particular, he give a description of the irreducible objects in this heart. However, in this paper, we do not study the heart of the t-structure of the Kapranov
exceptional collection. So we would like to understand the irreducible objects in this t-structure, especially its relation to the categorical action of shifted $q = 0$ affine algebra.

Also, since the Kapranov exceptional collection is strong and full, the direct sum of the exceptional objects in this exceptional collection, i.e., $\mathcal{T} := \bigoplus \lambda S_\lambda \mathcal{V}$, is a tilting bundle on $G(k, N)$. We have the following equivalence

$$R\text{Hom}(\mathcal{T}, \cdot) : D^b(G(k, N)) \xrightarrow{\sim} D^b(A^{op} - \text{mod})$$

(1.3)

where $A := \text{End}(\mathcal{T})$.

We expect that under this derived equivalence, the heart of this t-structure is equivalent to the abelian category of (right) modules over the endomorphism algebra of the tilting bundle. More precisely, we have the following conjecture.

Conjecture 1.1. Under the above equivalence (1.3), the restriction of the functor to the heart of the exotic t-structure gives an equivalence between abelian categories.

$$R\text{Hom}(\mathcal{T}, \cdot) : D^b_{ex}(k, N - k) \cap D^b_{ex}(k, N - k) \xrightarrow{\sim} A^{op} - \text{mod}$$

Next, recall that in [BM], they defined the exotic t-structures by using the affine braid group action and define the notion of braid positive for those t-structures. According to [CK], categorical $g$ actions can be used to construct braid group actions, and from Theorem 4.1 in [CKo], they show that the t-structure constructed from the categorical action of quantum affine algebra is braid positive.

For categorical action of shifted $q = 0$ affine algebra, the author do not know whether such an action can be used to construct braid group actions or not. However, we still expect that such an action can be used to construct an action that is similar to braid group, e.g., braid monoid, and to understand more about the t-structure of the Kapranov exceptional collection.

Finally, in [KP], Kuznetsov-Polishchuk constructed exceptional collections for general type Grassmannians and flag varieties $G/P$, they conjecture that such exceptional collections are full and strong. Since in this paper we interpret objects in the Kapranov exceptional collection as convolution of Fourier-Mukai kernels, we also expect that the shifted $q = 0$ affine algebras for general type (not defined yet) can be used to partially address the conjectures by Kuznetsov-Polishchuk.

1.5. Organization. This article is organized as follows.

In Section 2, we recall the definitions of exceptional collections and Fourier-Mukai transformations. After this we recall the full exceptional collections constructed by Beilinson (for projective spaces) [B] and Kapranov (for Grassmannians) [Kap85], see Corollary 2.12.

In Section 3, we recall the definition of shifted $q = 0$ affine algebras $\mathcal{U}_{0,N}(Lsl_2)$ and its categorical action. Then we mention the result where there is a categorical action of $\mathcal{U}_{0,N}(Lsl_2)$ on $\bigoplus_k D^b(G(k, N))$ [Hsu], see Theorem 3.3.

In Section 4, we recall the definition of t-structures and some technical tools we need about t-structures. Then we mention a result by Bezrukavnikov [Bl] (Theorem 4.11) which says we can construct a t-structure from an exceptional collections and its dual. Then we apply this result to the Kapranov exceptional collections and obtain a t-structure on $D^b(G(k, N))$, see Corollary 4.15.
In Section 5, first we mention the Borel-Weil-Bott theorem (Theorem 5.3) and give a relative version of it, see Theorem 5.5. Then we relate the Kapranov exceptional collections and the categorical action of \( \mathcal{U}_{0,N}(L_{sl_2}) \) on \( \bigoplus_k D^b(G(k,N)) \), see Corollary 5.7. Next we prove the main theorem of this article, i.e., Theorem 5.8, which says we can use categorical action of \( \mathcal{U}_{0,N}(L_{sl_2}) \) to induce\(^1\) t-structures on weighted categories. Finally we apply this result to \( D^b(G(k,N)) \) to induce a t-structure on it, and we show that the induced t-structure is precisely the same as the t-structure given by the Kapranov exceptional collections in Corollary 4.15, see Theorem 5.10.

In Section 6, we pass to the Grothendieck group and the Kapranov exceptional collection gives a basis for \( K(G(k,N)) \). We calculate the matrix coefficients for the main generators \( e_r 1_{(k,N-k)}, f_s 1_{(k,N-k)} \) of \( \mathcal{U}_{0,N}(L_{sl_2}) \) acting on this basis. We calculate the case \( r = s = 0 \) first. The main idea is to calculate the action on categorical level first via using Corollary 5.7 to write the action in terms of convolution of kernels. Then passing to the Grothendieck group to obtain the result, see Corollary 6.2. Finally we calculate the case \( r, s \neq 0 \) by using Corollary 6.2 and the help of dual exceptional collection and Borel-Weil-Bott theorem, see Theorem 6.5, 6.10 for details.

1.6. **Acknowledgements.** The author would like to thank Prof. Wu-yen Chuang and Cheng-Chiang Tsai for many helpful discussions. He also want to thank Prof. Sabin Cautis and Clemens Koppensteiner for some valuable correspondences.

2. **Generators for the derived categories of coherent sheaves on Grassmannians**

In this section, we recall the works of A. Beilinson [B] and M. Kapranov [Kap85, Kap88] about the structures of bounded derived categories of coherent sheaves on projective space, Grassmannians. More precisely, we give the exceptional collections for their bounded derived categories of coherent sheaves.

2.1. **Schur functors and tensor products.** First, we recall briefly a basic tool from representation theory which would be used in later sections.

The materials for Schur functors follows from Chapter 4 in [FH]. Let \( \lambda = (\lambda_1, \ldots, \lambda_n) \) be a non-increasing sequence of positive integers. We can represent \( \lambda \) as a Young diagram with \( n \) rows, aligned on the left, such that the \( i \)th row has exactly \( \lambda_i \) cells. The size of \( \lambda \), denoted by \( |\lambda| \), is the number \( |\lambda| = \sum_{i=1}^{n} \lambda_i \). The transpose diagram \( \lambda^\ast \) is obtained by exchanging rows and columns of \( \lambda \).

**Definition 2.1.** Let \( n \geq 1 \) be a positive integer and \( \lambda = (\lambda_1, \ldots, \lambda_n) \) be a sequence of non-increasing positive integers. The Schur functor \( S_\lambda \) associated to \( \lambda \) is defined as a functor

\[
S_\lambda : \text{Vect}_C \to \text{Vect}_C
\]
such that for any vector space \( V \), \( S_\lambda V \) coincides with the image of the Young symmetrizer \( c_\lambda \) in the space of tensors of \( V \) of rank \( n \); i.e., \( S_\lambda V = \text{Im}(c_\lambda|_{V^\otimes n}) \).

An useful application of the Schur functors comes out in the description of the spaces of exterior power of a tensor product, which is the following lemma.
Lemma 2.2 ([Kap85] Lemma 0.5). Let $V$ and $W$ be two vector spaces and let $p$ be a non-negative integer. Then we have a natural isomorphism of $GL(V) \times GL(W)$-modules
\[ p(V \otimes W) \cong \bigoplus_{|\lambda|=p} S_\lambda V \otimes S_\lambda W \]
where $\lambda$ runs all Young diagram of size $p$ and each summand occurs with multiplicity one.

2.2. Exceptional collections and Fourier-Mukai transformations. In this section, we briefly recall the definition of exceptional objects/collections and Fourier-Mukai transformations. We follow the book [Huy] for the definitions and details.

Let $\mathcal{D}$ be a $\mathbb{C}$-linear triangulated category.

Definition 2.3. An object $E \in \text{Ob}(\mathcal{D})$ is called exceptional if
\[ \text{Hom}_{\mathcal{D}}(E, E[l]) = \begin{cases} \mathbb{C} & \text{if } l = 0 \\ 0 & \text{if } l \neq 0. \end{cases} \]

Then we define the notion of exceptional collections.

Definition 2.4. An ordered collection (sequence) $\{E_1, \ldots, E_n\}$, where $E_i \in \text{Ob}(\mathcal{D})$ for all $1 \leq i \leq n$, is called an exceptional collection (sequence) if each $E_i$ is exceptional and
\[ \text{Hom}_{\mathcal{D}}(E_i, E_j[l]) = \begin{cases} \mathbb{C} & \text{if } l = 0, \ i = j \\ 0 & \text{if } i > j \text{ or if } l \neq 0, \ i = j. \end{cases} \]
The collection (sequence) is called strong exceptional if in addition
\[ \text{Hom}_{\mathcal{D}}(E_i, E_j[l]) = 0 \text{ for all } i, \ j \text{ and } l \neq 0. \]

Remark 2.5. An exceptional collection (sequence) $\{E_1, \ldots, E_n\}$ is called full if the smallest triangulated subcategory of $\mathcal{D}$ containing all the objects $E_1, \ldots, E_n$ is $\mathcal{D}$ itself.

Next, we introduce the language of Fourier-Mukai transformations. For $X$ a smooth complex projective variety, we will work with the bounded derived category of coherent sheaves on $X$, which we always denote it by $\mathcal{D}^b(X)$. Throughout this article, all pullback, pushforward, Hom, and tensor product functors of sheaves will be derived functors.

Definition 2.6. Let $X, Y$ be two smooth projective varieties. A Fourier-Mukai kernel is any object $P$ of the derived category of coherent sheaves on $X \times Y$. Given $P \in \mathcal{D}^b(X \times Y)$, we may define the associated Fourier-Mukai transform, which is the functor
\[ \Phi_P : \mathcal{D}^b(X) \to \mathcal{D}^b(Y) \]
\[ \mathcal{F} \mapsto \pi_2^*(\pi_1^*(\mathcal{F}) \otimes P) \]
where $\pi_1, \pi_2$ are natural projections.

We call $\Phi_P$ the Fourier-Mukai transform with (Fourier-Mukai) kernel $P$. For convenience, we would just write FM for Fourier-Mukai.

The first property of FM transforms is that they have left and right adjoints that are themselves FM transforms.
Proposition 2.7 ([Huy] Proposition 5.9). For \( \Phi_P : \mathcal{D}^b(X) \to \mathcal{D}^b(Y) \) is the FM transform with kernel \( P \), define
\[
P_L = P^\vee \otimes \pi_2^* \omega_Y [\dim Y], \quad P_R = P^\vee \otimes \pi_1^* \omega_X [\dim X].
\]
Then
\[
\Phi_P_L : \mathcal{D}^b(Y) \to \mathcal{D}^b(X), \quad \Phi_P_R : \mathcal{D}^b(Y) \to \mathcal{D}^b(X)
\]
are the left and right adjoints of \( \Phi_P \), respectively.

The second property is the composition of FM transforms is also a FM transform.

Proposition 2.8 ([Huy] Proposition 5.10). Let \( X, Y, Z \) be smooth projective varieties over \( \mathbb{C} \). Consider objects \( P \in \mathcal{D}^b(X \times Y) \) and \( Q \in \mathcal{D}^b(Y \times Z) \). They define FM transforms \( \Phi_P : \mathcal{D}^b(X) \to \mathcal{D}^b(Y) \), \( \Phi_Q : \mathcal{D}^b(Y) \to \mathcal{D}^b(Z) \). We would use * to denote the operation for convolution, i.e.
\[
Q * P := \pi_{13*}(\pi_{12}^*(P) \otimes \pi_{23}^*(Q))
\]
Then for \( R = Q * P \in \mathcal{D}^b(X \times Z) \), we have \( \Phi_Q \circ \Phi_P \cong \Phi_R \).

Remark 2.9. Moreover by [Huy] remark 5.11, we have \( (Q * P)_L \cong (P)_L * (Q)_L \) and \( (Q * P)_R \cong (P)_R * (Q)_R \).

2.3. The complex projective space \( \mathbb{P}^N \). Let \( \mathcal{D}^b(\mathbb{P}^N) \) be the bounded derived categories of coherent sheaves on the complex projective space \( \mathbb{P}^N \). In this subsection, we introduce a strong full exceptional collections for \( \mathcal{D}^b(\mathbb{P}^N) \), which is due to A. Beilinson [B].

Consider \( \mathcal{O}_\Delta = \Delta_* \mathcal{O}_{\mathbb{P}^N} \in \mathcal{D}^b(\mathbb{P}^N \times \mathbb{P}^N) \), which is the structure sheaf of the diagonal in \( \mathbb{P}^N \times \mathbb{P}^N \), where \( \Delta : \mathbb{P}^N \to \mathbb{P}^N \times \mathbb{P}^N \) is the diagonal embedding. A. Beilinson constructed a locally free resolution of \( \mathcal{O}_\Delta \) that can be described by two distinguished families of sheaves on \( \mathbb{P}^N \).

Let us fix some notations. Denote \( \mathcal{O}_{\mathbb{P}^N}(-1) \) to be the tautological line bundle on \( \mathbb{P}^N \), and define \( \mathcal{O}_{\mathbb{P}^N}(1) := \mathcal{O}_{\mathbb{P}^N}(-1)^\vee \), \( \mathcal{O}_{\mathbb{P}^N}(i) := \mathcal{O}_{\mathbb{P}^N}(1)^\otimes i \) for \( i \in \mathbb{Z} \). Similarly, denote \( \Omega_{\mathbb{P}^N} \) to be the cotangent bundle (sheaf of differentials) of \( \mathbb{P}^N \), and define \( \Omega_{\mathbb{P}^N}^i := \bigwedge^i \Omega_{\mathbb{P}^N} \) for \( i \geq 1 \).

Finally, for a smooth complex projective variety \( X \), if \( \mathcal{F} \subseteq \mathcal{D}^b(X) \), then we denote \( \mathcal{F} \otimes \mathcal{G} = \pi_1^*(\mathcal{F}) \otimes \pi_2^*(\mathcal{G}) \), where \( \pi_1, \pi_2 \) are natural projections from \( \mathbb{P}^N \times \mathbb{P}^N \) to \( X \). Then the resolution of \( \Delta_* \mathcal{O}_{\mathbb{P}^N} \) can be described as follows.

Theorem 2.10. [B] With the above notations, \( \mathcal{O}_\Delta \) admits a locally free resolutions in \( \mathcal{D}^b(\mathbb{P}^N \times \mathbb{P}^N) \).
\[
0 \to \bigwedge^N (\mathcal{O}_{\mathbb{P}^N}(-1) \otimes \Omega_{\mathbb{P}^N}(1)) \to \cdots \to \mathcal{O}_{\mathbb{P}^N}(-1) \otimes \Omega_{\mathbb{P}^N}(1) \to \mathcal{O}_{\mathbb{P}^N \times \mathbb{P}^N} \to \mathcal{O}_\Delta \to 0. \quad (2.1)
\]

Remark 2.11. For a proof, we refer to [Ca] Theorem III.1.1 for details. Note that by Lemma 2.12, we have the isomorphism \( \bigwedge^i (\mathcal{O}_{\mathbb{P}^N}(-1) \otimes \Omega_{\mathbb{P}^N}(1)) \cong \mathcal{O}_{\mathbb{P}^N}(-i) \otimes \Omega_{\mathbb{P}^N}^i \) for all \( i \geq 1 \).

Moreover, we have the following corollary.

Corollary 2.12 ([B]). The following collection of sheaves
\[
\{ \mathcal{O}_{\mathbb{P}^N}(-N), ..., \mathcal{O}_{\mathbb{P}^N}(-1), \mathcal{O}_{\mathbb{P}^N} \}
\]
is a strong full exceptional collection in \( \mathcal{D}^b(\mathbb{P}^N) \).
Remark 2.13. More generally, we can have \( \{ \mathcal{O}_{\mathbb{P}^N}(a), ..., \mathcal{O}_{\mathbb{P}^N}(a + N - 1), \mathcal{O}_{\mathbb{P}^N}(a + N) \} \) is a strong full exceptional collection for any \( a \in \mathbb{Z} \), see [Huy] Corollary 8.29.

2.4. The Grassmannians \( \mathbb{G}(k, N) \). The above result Theorem 2.10, Corollary 2.12 by Beilinson were generalized by Kapranov [Kap85], [Kap88] to the Grassmannians and partial flag varieties.

First, we define the Grassmannians
\[
\mathbb{G}(k, N) = \{ 0 \subset V \subset \mathbb{C}^N | \dim_{\mathbb{C}} V = k \}
\]
of \( k \)-dimensional subspaces in \( \mathbb{C}^N \).

Let \( D^b(\mathbb{G}(k, N)) \) be the bounded derived categories of coherent sheaves on the Grassmannian \( \mathbb{G}(k, N) \). Similarly as the case for \( \mathbb{P}^N \), we introduce a strong full exceptional collection for \( D^b(\mathbb{G}(k, N)) \).

Denote \( V \) to be the tautological rank \( k \) bundle on \( \mathbb{G}(k, N) \) and \( \mathbb{C}^N / V \) to be the tautological rank \( N - k \) quotient bundle. Similarly as Theorem 2.10, the projective space can be generalized to the Grassmannians case. This means that there is a locally free resolution of the structure sheaf \( \mathcal{O}_\Delta = \Delta_* \mathcal{O}_{\mathbb{G}(k, N)} \), where \( \Delta : \mathbb{G}(k, N) \to \mathbb{G}(k, N) \times \mathbb{G}(k, N) \) is the diagonal embedding. The following is due to M. Kapranov.

**Theorem 2.14** ([Kap85]). With the above notations, \( \mathcal{O}_\Delta \) admits a locally free resolutions in \( D^b(\mathbb{G}(k, N) \times \mathbb{G}(k, N)) \).

\[
0 \to \bigwedge^k (V \boxtimes (\mathbb{C}^N / V)) \to \cdots \to V \boxtimes (\mathbb{C}^N / V) \to \mathcal{O}_{\mathbb{G}(k, N) \times \mathbb{G}(k, N)} \to \mathcal{O}_\Delta \to 0. \quad (2.2)
\]

**Remark 2.15.** Note that by Lemma 2.2, we have the isomorphism
\[
\bigwedge^i (V \boxtimes (\mathbb{C}^N / V)) \cong \bigoplus_{|\lambda|=i} S_\lambda V \boxtimes S_{\lambda^*}(\mathbb{C}^N / V)
\]
for all \( i \geq 1 \).

For non-negative integers \( a, b \geq 0 \), we denote by \( P(a, b) \) the set of Young diagrams \( \lambda \) such that \( \lambda_1 \leq a \) and \( \lambda_{b+1} = 0 \). Then, we obtain the following strong full exceptional collection.

**Corollary 2.16** ([Kap85]). The following collection of sheaves
\[
\mathcal{R}_{(k, N - k)} = \{ S_\lambda V | \lambda \in P(N - k, k) \}
\]
is a strong full exceptional collection in \( D^b(\mathbb{G}(k, N)) \).

**Remark 2.17.** When \( k = 1 \), it is easy to see that the exceptional collections \( \mathcal{R}_{(1, N - 1)} \) agree with the exceptional collections for \( \mathbb{P}^{N-1} \) from Corollary 2.12.

3. Shifted \( q = 0 \) affine algebras and its categorical action

In this section, we recall the definitions of shifted \( q = 0 \) affine algebras \( \mathcal{U}_{0, N}(L\mathfrak{sl}_2) \) and their categorical actions. We also recall the result for its categorical action on the bounded derived categories of coherent sheaves on Grassmannians [Hsu].
3.1. Shifted \( q = 0 \) affine algebras.

**Definition 3.1.** Denote by \( \mathcal{U}_{0,N}(L\mathfrak{sI}_2) \) the associative \( \mathbb{C} \)-algebra generated by

\[
\{1_{(k,N-k)}, e_r 1_{(k,N-k)}, f_s 1_{(k,N-k)}, (\psi^+)^{\pm 1} 1_{(k,N-k)}, (\psi^-)^{\pm 1} 1_{(k,N-k)}, h^{\pm 1} 1_{(k,N-k)} \mid 0 \leq k \leq N, -k - 1 \leq r \leq 0, 0 \leq s \leq N - k + 1\},
\]

with the following relations

\[
1_{(k,N-k)} 1_{(l,N-l)} = \delta_{k,l} 1_{(k,N-k)}, \quad e_r 1_{(k,N-k)} = 1_{(k-1,N-k+1)} e_r, \quad f_s 1_{(k,N-k)} = 1_{(k+1,N-k-1)} f_s,
\]

\[
(\psi^+)^{\pm 1} 1_{(k,N-k)} = 1_{(k,N-k)} (\psi^+)^{\pm 1}, \quad h^{\pm 1} 1_{(k,N-k)} = 1_{(k,N-k)} h^{\pm 1},
\]

(U01)

\[
\{(\psi^+)^{\pm 1} 1_{(k,N-k)}, (\psi^-)^{\pm 1} 1_{(k,N-k)}, h^{\pm 1} 1_{(k,N-k)} \mid 0 \leq k \leq N\} \text{ pairwise commute},
\]

(U02)

\[
(\psi^+)^{\pm 1} \cdot (\psi^+)^{\pm 1} 1_{(k,N-k)} = 1_{(k,N-k)} = (\psi^-)^{\pm 1} \cdot (\psi^-)^{\pm 1} 1_{(k,N-k)}.
\]

(U03)

\[
e_r e_s 1_{(k,N-k)} = -e_{s+1} e_r 1_{(k,N-k)},
\]

(U04)

\[
f_r f_s 1_{(k,N-k)} = -f_{s-1} f_r 1_{(k,N-k)},
\]

(U05)

\[
\psi^\pm e_r 1_{(k,N-k)} = -e_{r+1} \psi^\pm 1_{(k,N-k)},
\]

(U06)

\[
\psi^\pm f_r 1_{(k,N-k)} = -f_{r-1} \psi^\pm 1_{(k,N-k)},
\]

(U07)

\[
[h^{\pm 1}, e_r] 1_{(k,N-k)} = 0 \quad \quad [h^{\pm 1}, f_r] 1_{(k,N-k)} = 0,
\]

(U08)

\[
[e_r, f_s] 1_{(k,N-k)} = \begin{cases} 
\psi^+ h_1 1_{(k,N-k)} & \text{if } r + s = N - k + 1 \\
\psi^+ 1_{(k,N-k)} & \text{if } r + s = N - k \\
0 & \text{if } -k + 1 \leq r + s \leq N - k - 1 \\
-\psi^- 1_{(k,N-k)} & \text{if } r + s = -k \\
-\psi^- h_{-1} 1_{(k,N-k)} & \text{if } r + s = -k - 1
\end{cases}
\]

(U09)

for any \( r, s \) such that the above relations make sense.

3.2. The categorical action. In this section, we recall the definition of the categorical action of \( \mathcal{U}_{0,N}(L\mathfrak{sI}_2) \).

**Definition 3.2.** A categorical \( \mathcal{U}_{0,N}(L\mathfrak{sI}_2) \) action consists of a target 2-category \( \mathcal{K} \), which is triangulated, \( \mathbb{C} \)-linear and idempotent complete. The objects in \( \mathcal{K} \) are

\[
\text{Ob}(\mathcal{K}) = \{\mathcal{K}(k, N-k) \mid 0 \leq k \leq N\}
\]

where each \( \mathcal{K}(k, N-k) \) is also a triangulated category, and each Hom space \( \text{Hom}(\mathcal{K}(k, N-k), \mathcal{K}(l, N-l)) \) is also triangulated.

The morphisms are given by

1. **1-morphisms:** \( 1_{(k,N-k)}, E_r 1_{(k,N-k)} = 1_{(k-1,N-k+1)} E_r, F_s 1_{(k,N-k)} = 1_{(k+1,N-k-1)} F_s, \)

\[
(\psi^\pm)^{\pm 1} 1_{(k,N-k)} = 1_{(k,N-k)} (\psi^\pm)^{\pm 1}, h^{\pm 1} 1_{(k,N-k)} = 1_{(k,N-k)} h^{\pm 1}, \text{ where } -k - 1 \leq r \leq 0, 0 \leq s \leq N - k + 1. \text{ Here } 1_{(k,N-k)} \text{ is the identity functor of } \mathcal{K}(k, N-k).
\]

Subject to the following relations.

1. The space of maps between any two 1-morphisms is finite dimensional.
The relations between $E_i$ and $F_s$ are given by conjugation of $\Psi^\pm$ up to homological shifts. More precisely,

(a) $\langle E_i, 1_{k,N-k} \rangle^R \cong 1_{k,N-k}(\Psi^+)_{r+1}F_{i,N-k}1_{k,N-k}[r+k][r+1-1]$

(b) $\langle E_i, 1_{k,N-k} \rangle^L \cong 1_{k,N-k}(\Psi^-)_{r+k-1}F_{i,N-k}1_{k,N-k}[r+k]$

(c) $\langle F_s, 1_{k,N-k} \rangle^R \cong 1_{k,N-k}(\Psi^-)_{s+1}E_{s+k-2}(\Psi^-)_{s+1}1_{k,N-k}[s+1]\Psi^sN-k[1-s+N-k]$.

(d) $\langle F_s, 1_{k,N-k} \rangle^L \cong 1_{k,N-k}(\Psi^+)^{s-N-k}1_{k,N-k}[s+1-1]$

The relations between $E_{r+1}$ and $E_s$ are given by the following

$$E_{r+1}E_s1_{k,N-k} \cong \begin{cases} E_{s+1}E_r1_{k,N-k}[-1] & \text{if } r-s \geq 1 \\ 0 & \text{if } r=s \\ E_{s+1}E_r1_{k,N-k}[1] & \text{if } r-s \leq -1. \end{cases}$$

The relations between $F_r$ and $F_s$ are given by the following

$$F_rF_{s+1}1_{k,N-k} \cong \begin{cases} F_sF_{r+1}1_{k,N-k}[1] & \text{if } r-s \geq 1 \\ 0 & \text{if } r=s \\ F_sF_{r+1}1_{k,N-k}[-1] & \text{if } r-s \leq -1. \end{cases}$$

The relations between $E_r$, $\Psi^\pm$ are given by the following

- $\Psi^\pm E_r1_{k,N-k} \cong E_{r+1}\Psi^\pm 1_{k,N-k}[\mp 1].$

The relations between $F_r$, $\Psi^\pm$ are given by the following

- $\Psi^\pm F_r1_{k,N-k} \cong F_{r-1}\Psi^\pm 1_{k,N-k}[\mp 1].$

The relations between $E_r$, $H_{\pm 1}$ are given by the following. They are related by the following exact triangles

$$H_1E_r1_{k,N-k} \rightarrow E_rH_11_{k,N-k} \rightarrow (E_{r+1} \bigoplus E_{r+1}[1])1_{k,N-k},$$

$$E_rH_{-1}1_{k,N-k} \rightarrow H_{-1}E_r1_{k,N-k} \rightarrow (E_{r-1} \bigoplus E_{r-1}[1])1_{k,N-k}.$$

The relations between $F_r$, $H_{\pm 1}$ are given by the following. They are related by the following exact triangles

$$F_rH_11_{k,N-k} \rightarrow H_1F_r1_{k,N-k} \rightarrow (F_{r+1} \bigoplus F_{r+1}[1])1_{k,N-k},$$

$$H_{-1}F_r1_{k,N-k} \rightarrow F_rH_{-1}1_{k,N-k} \rightarrow (F_{r-1} \bigoplus F_{r-1}[1])1_{k,N-k}.$$

For $E_rF_s1_{k,N-k}$, $F_sE_r1_{k,N-k} \in \text{Hom}(\mathcal{K}((k,N-k)), \mathcal{K}((k,N-k)))$, they are related by exact triangles, more precisely

(a) $F_sE_r1_{k,N-k} \rightarrow E_rF_s1_{k,N-k} \rightarrow \Psi^+H_11_{k,N-k}$ if $r+s = N-k+1$,
\[ F_s E_r 1_{(k,N-k)} \rightarrow E_r F_s 1_{(k,N-k)} \rightarrow \psi^+ 1_{(k,N-k)} \text{ if } r + s = N - k, \]

\[ E_r F_s 1_{(k,N-k)} \rightarrow F_s E_r 1_{(k,N-k)} \rightarrow \psi^- 1_{(k,N-k)} \text{ if } r + s = -k, \]

\[ E_r F_s 1_{(k,N-k)} \rightarrow F_s E_r 1_{(k,N-k)} \rightarrow \psi^- H^{-1} 1_{(k,N-k)} \text{ if } r + s = -k - 1, \]

\[ F_s E_r 1_{(k,N-k)} \cong E_r F_s 1_{(k,N-k)} \text{ if } -k + 1 \leq r + s \leq N - k - 1. \]

3.3. Geometric example. In this section, we recall the main theorem (Theorem 5.2) in [Hsu], which says that there is a categorical action of \( \mathcal{U}_{0,N}(\text{LS}12) \) on the bounded derived categories of coherent sheaves on Grassmannians.

We denote \( \mathcal{D}^b(G(k,N)) \) to be the bounded derived categories of coherent sheaves on \( G(k,N) \). Those would be the objects \( \mathcal{K}(k,N-k) \) of the triangulated 2-category \( \mathcal{K} \) in Definition 3.2 On \( G(k,N) \) we denote \( \mathcal{V} \) to be the tautological bundle of rank \( k \).

To define those 1-morphisms \( E_r 1_{(k,N-k)}, F_s 1_{(k,N-k)}, H^\pm 1_{(k,N-k)}, (\psi^\pm)^{\pm 1} 1_{(k,N-k)} \), we use the language of FM transforms, that means we would define them by using FM kernels. So we have to introduce more geometries.

We define correspondences via 3-steps partial flag variety \( Fl(k-1,k) \subset G(k,N) \times G(k-1,N) \) by

\[ Fl(k-1,k) := \{ 0 \subset V' \subset V \subset \mathbb{C}^N \}. \]

Then we have the natural line bundle \( \mathcal{V}/\mathcal{V}' \) on \( Fl(k-1,k) \).

Next, we introduce new varieties

\[ X(k) := \{ (V'', V, V') \in G(k-1,N) \times G(k,N) \times G(k,N) \times G(k+1,N) \mid V'' \subset V \subset V', V'' \subset V'' \subset V' \}. \]

On \( X(k) \), we have the divisor \( D(k) \subset X(k) \) that defined by

\[ D(k) := \{ (V'', V, V') \in G(k-1,N) \times G(k,N) \times G(k,N) \times G(k+1,N) \mid V'' \subset V \subset V'' \subset V' \} \]

which is cut out by the natural section of the line bundles \( \mathcal{H}om(V''/V'', V'/V) \) or \( \mathcal{H}om(V/V'', V'/V') \).

More precisely, we have \( \mathcal{O}_{X(k)}(-D(k)) \cong V''/V'' \otimes (V'/V)^{-1} \cong V/V'' \otimes (V'/V'')^{-1} \).

Let \( p(k) : X(k) \rightarrow Y(k) \) be the projection by forgetting \( V'' \) and \( V' \). Here

\[ Y(k) = \{ (V, V'') \in G(k,N) \times G(k,N) \mid \dim V \cap V'' \geq k - 1 \}. \]

Let \( t(k) : Y(k) \rightarrow G(k,N) \times G(k,N) \) be the inclusion and \( \Delta(k) : G(k,N) \rightarrow G(k,N) \times G(k,N) \) the diagonal map, and \( \iota(k) : Fl(k-1,k) \rightarrow \mathbb{G}(k,N) \times \mathbb{G}(k-1,N) \) be the inclusion.

Then we define those 1-morphisms via using the above geometries.
Definition 3.3. We define $1_{(k,N-k)}$, $E_r1_{(k,N-k)}$, $1_{(k,N-k)}F_r$, $H_{\pm 1}1_{(k,N-k)}$, $(\Psi^\pm)_{\pm 1}1_{(k,N-k)}$ to be FM transforms with the corresponding kernels

$1_{(k,N-k)} := \Delta(k)_*O_{G(k,N)} \in D^b(G(k,N))$, 
$E_r1_{(k,N-k)} := \tau(k)_*(V/V')^r \in D^b(G(k,N) \times \mathbb{G}(k,N))$, 
$1_{(k,N-k)}F_r := \tau(k)_*(V'/V)^r \in D^b(G(k-1,N) \times \mathbb{G}(k,N))$, 
$(\Psi^+)_{\pm 1}1_{(k,N-k)} := \Delta(k)_*\det(C/\mathbb{V})_{\pm 1}[\pm(1-k)] \in D^b(G(k,N) \times \mathbb{G}(k,N))$, 
$(\Psi^-)_{\pm 1}1_{(k,N-k)} := \Delta(k)_*\det(V)_{\pm 1}[\pm(1-k)] \in D^b(G(k,N) \times \mathbb{G}(k,N))$, 
$\mathcal{H}_11_{(k,N-k)} := (\Psi^+1_{(k,N-k)})^{-1} \ast [t(k)_*\pi(k)_*(\mathcal{O}_{D(k)} \otimes (V'/V)^{N-k+1})] \in D^b(G(k,N) \times \mathbb{G}(k,N))$, 
$\mathcal{H}_{-1}1_{(k,N-k)} := (\Psi^-1_{(k,N-k)})^{-1} \ast [t(k)_*\pi(k)_*(\mathcal{O}_{D(k)} \otimes (V'/V)^{N-k-1})] \in D^b(G(k,N) \times \mathbb{G}(k,N))$.

Then we have the following theorem.

Theorem 3.4 (sl\textsubscript{2} version of Theorem 5.2 [Hsu]). Let $K$ be the triangulated 2-categories whose nonzero objects are $K(k,N-k) = D^b(G(k,N))$, the 1-morphisms are kernels defined in Definition 3.3 and the 2-morphisms are maps between kernels. Then this gives a categorical $\mathcal{U}_{0,N}(\mathfrak{sl}_2)$ action.

4. T-STRUCTURES VIA EXCEPTIONAL COLLECTIONS

In this section, we recall the definition and some basic properties of t-structures. We also give the tools for dealing with t-structures that would be used in the next section. Then we mention a result of R. Bezrukavnikov for how to construct a t-structure from an exceptional collections. Finally, we apply this to the Kapranov exceptional collection constructed in Section 2.

4.1. t-structures and related tools. Let us recall the definition of t-structures. Fix $\mathcal{D}$ be a (C-linear) triangulated category.

Definition 4.1. A t-structure on $\mathcal{D}$ is a pair $(\mathcal{D}^{\leq 0}, \mathcal{D}^{\geq 0})$ of two full subcategories of $\mathcal{D}$ such that

1. $\mathcal{D}^{\leq 1} \subseteq \mathcal{D}^{\geq 0}$, $\mathcal{D}^{\leq -1} \subseteq \mathcal{D}^{\leq 0}$, where we define $\mathcal{D}^{\leq n} := \mathcal{D}^{\leq 0}[-n]$ and $\mathcal{D}^{\geq n} := \mathcal{D}^{\geq 0}[-n]$.
2. $\text{Hom}_D(X,Y) = 0$ for all $X \in \text{Ob}(\mathcal{D}^{\leq 0})$ and $Y \in \text{Ob}(\mathcal{D}^{\geq 1})$.
3. For all $X \in \text{Ob}(\mathcal{D})$, there is an exact triangle $Y \to X \to Z \to Y[1]$ where $Y \in \text{Ob}(\mathcal{D}^{\leq 0})$ and $Z \in \text{Ob}(\mathcal{D}^{\geq 1})$.

A t-structure on $\mathcal{D}$ gives rise to an abelian category.

Definition 4.2. Given a t-structure $(\mathcal{D}^{\leq 0}, \mathcal{D}^{\geq 0})$ on $\mathcal{D}$, the heart (core) is the intersection $\mathcal{D}^\heartsuit := \mathcal{D}^{\leq 0} \cap \mathcal{D}^{\geq 0}$.

Let $\iota^{\leq n} : \mathcal{D}^{\leq n} \to \mathcal{D}$ and $\iota^{\geq n} : \mathcal{D}^{\geq n} \to \mathcal{D}$ be the inclusion functors. Then $\iota^{\leq n}$ has a right adjoint $\tau^{\leq n} : \mathcal{D} \to \mathcal{D}^{\leq n}$. Similarly, $\iota^{\geq n}$ has a left adjoint $\tau^{\geq n} : \mathcal{D} \to \mathcal{D}^{\geq n}$. Then we have the cohomological functors

$H^n = \tau^{\leq n} \circ \tau^{\geq n} = \tau^{\geq n} \circ \tau^{\leq n} : \mathcal{D} \to \mathcal{D}^\heartsuit$.

We give the definitions for the notions of weakly generate and conservative.
Definition 4.3. Let $\mathcal{C}$ and $\mathcal{D}$ be triangulated categories. We say that a collection of objects $\{X_s : s \in S\}$ weakly generate $\mathcal{C}$ if $\text{Hom}(X_s[n], Y) = 0$ for all $s \in S$ and $n \in \mathbb{Z}$ implies $Y = 0$. A functor $\Phi : \mathcal{C} \to \mathcal{D}$ is called conservative if $\Phi(X) = 0$ implies $X = 0$.

The following result will be the main tool for us to construct t-structures in the following section.

Theorem 4.4 ([Po], Theorem 2.1.2). Let $\Phi : \mathcal{C} \to \mathcal{D}$ be a functor of cocomplete triangulated categories which commute with all small coproducts and that admits a left adjoint functor $\Phi^L : \mathcal{D} \to \mathcal{C}$. Let $\mathcal{C} \subset \mathcal{C}$ and $\mathcal{D} \subset \mathcal{D}$ be full subcategories such that $\Phi(\mathcal{C}) \subset \mathcal{D}$, $\Phi^L(\mathcal{D}) \subset \mathcal{C}$ and $\Phi(X) \in \mathcal{D} \Rightarrow X \in \mathcal{C}$ for any $X \in \text{Ob}(\mathcal{C})$.

Assume that $\mathcal{D}$ has a t-structure $(\mathcal{D}^{\leq 0}, \mathcal{D}^{\geq 0})$ such that $\Phi \circ \Phi^L : \mathcal{D} \to \mathcal{D}$ is right t-exact. Then there exists a unique t-structure on $\mathcal{C}$ with

$$\mathcal{C}^{\geq 0} = \{X \in \text{Ob}(\mathcal{C}) \mid \Phi(X) \in \text{Ob}(\mathcal{D}^{\geq 0})\}.$$ 

Moreover, the functor $\Phi$ is t-exact with respect to this t-structure.

We will always assume that whenever we want to apply Theorem 4.4 to a functor $F : \mathcal{C} \to \mathcal{D}$ between triangulated categories, we can extend it to a functor $\tilde{F} : \tilde{\mathcal{C}} \to \tilde{\mathcal{D}}$ between cocomplete triangulated categories which satisfies all the conditions in the statement of Theorem 4.4.

The reason for this is that in all the examples we consider the categories $\mathcal{C}$ and $\mathcal{D}$ will be bounded derived categories of coherent sheaves $\mathcal{D}^b(X)$ and $\mathcal{D}^b(Y)$ for smooth varieties $X$ and $Y$. We take $\tilde{\mathcal{C}}$ and $\tilde{\mathcal{D}}$ to be the corresponding cocomplete unbounded derived categories of quasi-coherent sheaves $D_{\text{qcoh}}(X)$ and $D_{\text{qcoh}}(Y)$.

Any functor $\Phi : \mathcal{C} \to \mathcal{D}$ will be given by a FM kernel, and thus naturally extends to quasi-coherent sheaves. Furthermore, all such functors will have right adjoints and commute with small coproducts by the Adjoint functor theorem. Finally, $\Phi$ will always be conservative and by Lemma 4.5 below we have $\Phi(X) \in \mathcal{D}$ implies $X \in \mathcal{C}$.

Lemma 4.5 ([CKo], Lemma 2.3). Let $X$ and $Y$ be smooth varieties and $\Phi : D_{\text{qcoh}}(X) \to D_{\text{qcoh}}(Y)$ be a functor that given by a FM kernel in $\mathcal{D}^b(X \times Y)$. If the restriction of $\Phi$ to $\mathcal{D}^b(X)$ is conservative, then for any $F \in D_{\text{qcoh}}(X)$, $\Phi(F) \in \mathcal{D}^b(Y)$ if and only if $F \in \mathcal{D}^b(X)$.

We collect some technical results that we will need about t-structures.

Lemma 4.6 ([Po], Lemma 1.1.1). Let $\Phi : \mathcal{C}_1 \to \mathcal{C}_2$ be a conservative t-exact functor between triangulated categories. Then

$$\mathcal{C}_1^{\leq 0} = \{X \in \text{Ob}(\mathcal{C}_1) \mid \Phi(X) \in \text{Ob}(\mathcal{C}_2^{\leq 0})\}$$

$$\mathcal{C}_1^{\geq 0} = \{X \in \text{Ob}(\mathcal{C}_1) \mid \Phi(X) \in \text{Ob}(\mathcal{C}_2^{\geq 0})\}$$

Lemma 4.7 ([CKo], Lemma 2.6). Let $(\mathcal{C}^{\leq 0}, \mathcal{C}^{\geq 0})$ be a t-structure on $\mathcal{C}$ and suppose $X, Y \in \mathcal{C}$. If $X \oplus Y \in \mathcal{C}^{\leq 0}$ then $X, Y \in \mathcal{C}^{\leq 0}$. Similarly, if $X \oplus Y \in \mathcal{C}^{\geq 0}$ then $X, Y \in \mathcal{C}^{\geq 0}$.

Lemma 4.8 ([CKo], Lemma 2.8). Suppose we have two t-structures $(\mathcal{C}^{\leq 10}, \mathcal{C}^{\geq 10})$ and $(\mathcal{C}^{\leq 20}, \mathcal{C}^{\geq 20})$ on $\mathcal{C}$ such that $\mathcal{C}^{\leq 10} \subset \mathcal{C}^{\leq 20}$ and $\mathcal{C}^{\geq 10} \subset \mathcal{C}^{\geq 20}$. Then the two t-structures are identical.
4.2. A result due to R. Bezrukavnikov. One of the applications for exceptional collections is to construct t-structures on triangulated categories. In order to construct t-structures on $D$, we need the notion of dual exceptional collections.

**Definition 4.9.** Let $\{E_1, ..., E_n\}$ be an exceptional collection on the triangulated category $D$. A set $\{F_1, ..., F_n\}$ of objects in $D$ is called dual to $\{E_1, ..., E_n\}$ if $\text{Hom}_D(F_i, E_j) = \mathbb{C}$ and $\text{Hom}_D(F_i, E_j) = 0$ for $i \neq j$.

**Remark 4.10.** The set $\{F_1, ..., F_n\}$ is exceptional provided that $\{E_1, ..., E_n\}$ is, where the order on $\{F_1, ..., F_n\}$ is opposite to that on $\{E_1, ..., E_n\}$.

The following result is due to R. Bezrukavnikov.

**Theorem 4.11** ([Be1] Proposition 1, [Be2] Proposition 2). Let $D$ be a triangulated category. Let $\{E_1, ..., E_n\}$ be a full exceptional collection and $\{F_1, ..., F_n\}$ be its dual exceptional collection. Then there exists an unique t-structure $(D^{\geq 0}, D^{\leq 0})$ on $D$ such that $E_i \in \text{Ob}(D^{\geq 0})$ and $F_i \in \text{Ob}(D^{\leq 0})$. Moreover, $D^{\geq 0}$, $D^{\leq 0}$ are given by

$$D^{\geq 0} = \langle \{E_i[d] \mid 1 \leq i \leq n, d \leq 0\} \rangle$$

$$D^{\leq 0} = \langle \{F_i[d] \mid 1 \leq i \leq n, d \geq 0\} \rangle$$

**Remark 4.12.** For a set $S$ of objects in $D$, we denote $\langle S \rangle$ to be the full subcategory of $D$ generated by $S$ under extensions.

**Remark 4.13.** The above theorem is part of R. Bezrukavnikov’s result in [Be1], [Be2]. In fact, R. Bezrukavnikov also give a description of the irreducible objects in the heart $D^\heartsuit$ of the above t-structure. However, the author would not touch this in this article, so we just state what we need here.

4.3. Application to t-structures on $D^b(G(k,N))$. From Corollary [2.16] we have the exceptional collections $R_{(k,N-k)}$ for $D^b(G(k,N))$. So it would be natural to apply Theorem [4.11] to construct t-structures on $D^b(G(k,N))$.

Since we only have the exceptional collection, in order to get a t-structure, we need to find the dual exceptional collection. The following lemma would be useful for us to find the dual exceptional collection.

**Lemma 4.14** ([Kap88] Lemma 3.2). If $N-k \geq \lambda_1 \geq \lambda_2 \geq ... \geq \lambda_k \geq 0$ and $k \geq \mu_1 \geq \mu_2 \geq ... \geq \mu_{N-k} \geq 0$. Then one has

$$H^i(G(k,N), S_\lambda V \otimes S_\mu (\mathbb{C}^N/V)^{\vee}) = \begin{cases} 0 & \text{for all } i, \text{ if } \lambda \neq \mu^* \\ 0 & \text{for } i \neq |\lambda| = |\mu|, \text{ if } \lambda = \mu^* \\ \mathbb{C} & \text{for } i = |\lambda| = |\mu|, \text{ if } \lambda = \mu^* \end{cases}$$

For the exceptional collection $R_{(k,N-k)} = \{S_\lambda V \mid \lambda \in P(N-k,k)\}$, applying Lemma [4.14] it is easy to see that the dual exceptional collection for $R_{(k,N-k)}$ is given by

$$R'_{(k,N-k)} = \{S_\mu (\mathbb{C}^N/V)[-|\mu|] \mid \mu \in P(k,N-k)\}.$$  \hspace{1cm} (4.1)

Thus we obtain the following t-structure on $D^b(G(k,N))$ by using Theorem [4.11]
Corollary 4.15. There is a t-structure \((\mathcal{D}_{ex}^{>0}(k, N - k), \mathcal{D}_{ex}^{<0}(k, N - k))\) on \(\mathcal{D}^b(G(k, N))\) such that \(\mathcal{S}_\lambda V \in \text{Ob}(\mathcal{D}_{ex}^{>0}(k, N - k))\) and \(\mathcal{S}_\mu (\mathcal{C}^N/V)[-|\mu|] \in \text{Ob}(\mathcal{D}_{ex}^{<0}(k, N - k))\). Moreover
\[
\mathcal{D}_{ex}^{>0}(k, N - k) = \langle \{\mathcal{S}_\lambda V[d] \mid \lambda \in P(N - k, k), \ d \leq 0\}\rangle
\]
\[
\mathcal{D}_{ex}^{<0}(k, N - k) = \langle \{\mathcal{S}_\mu (\mathcal{C}^N/V)[-|\mu| + d] \mid \mu \in P(k, N - k), \ d \geq 0\}\rangle.
\]

5. T-STRUCTURE VIA CATEGORICAL ACTION

In this section, we prove the main theorem of this article. Roughly speaking, given a categorical action of the shifted \(q = 0\) affine algebra and a fixed t-structure on the highest height category, we use this action to translate this t-structure to other weight categories.

From Theorem 4.14, we have categorical action of \(\dot{U}_{0,N}(\mathfrak{sl}_2)\) on \(\bigoplus_k \mathcal{D}^b(G(k, N))\). So we can apply this main theorem to get t-structures on \(\mathcal{D}^b(G(k, N))\). When the highest weight category is equipped with the standard t-structure, we show that the t-structure we obtain on \(\mathcal{D}^b(G(k, N))\) is precisely the t-structure from Corollary 4.15.

Before we move to the main theorem, we need a tool from representations theory which would relate the Kapranov exceptional collection to the categorical action of \(\dot{U}_{0,N}(\mathfrak{sl}_2)\). Moreover, this also serve as a motivation for us to construct the t-structure from categorical action.

5.1. Borel-Weil-Bott theorem and its relative version. In this section, we recall the classical Borel-Weil-Bott theorem (for type A) and extend it to a relative version. We refer to [D] and [Lur] for more details.

Let \(r \geq 2\) be a positive integer. Consider the full flag variety
\[
Fl(r) = \{0 = V_0 \subset V_1 \subset V_2 \subset \cdots \subset \mathbb{C}^r = V_r \mid \dim V_i = i\}.
\]

Recall some basic stuffs for the theorem. Let \(G = \text{GL}_r(\mathbb{C})\) (or \(\text{SL}_r(\mathbb{C})\)) and choose a Borel subgroup \(B\) (invertible upper triangular matrices) with a maximal torus \(T\) (invertible diagonal matrices) such that \(T \subset B \subset G\) and \(G/B = Fl(r)\). Also, let \(U \subset B\) be the unipotent subgroup such that \(B = TU\). A character of \(B\) is a morphism \(\lambda : B \to \mathbb{C}^*\), it is a one-dimensional representation of \(B\). Let \(B\) act on \(G \times \mathbb{C}\) by \(b(g,t) = (gb^{-1}, \lambda(b)t)\) for all \(b \in B\) and \((g,t) \in G \times \mathbb{C}\).

This action is free and we define the quotient \(L_\lambda = G \times_B \mathbb{C} := (G \times \mathbb{C})/B\). The map \(L_\lambda \to G/B\) defined by \((g,t)B \mapsto gb\) is an equivariant line bundle on the full flag variety \(G/B\).

Note that since \(B = TU\), any such character \(\lambda\) is uniquely determined by its restriction to \(T\). Furthermore, for \(T\) is the group of invertible diagonal matrices, we can see that each \(\lambda : T \to \mathbb{C}^*\) is of the form
\[
diag(a_1, ..., a_r) \mapsto a_1^{\lambda_1} \cdots a_r^{\lambda_r}
\]
for some \(\lambda_1, ..., \lambda_r \in \mathbb{Z}\). We denote \(\Lambda(T)\) the multiplicative group of characters of \(T\) (also called weights). The above identifies \(\Lambda(T)\) to the additive group \(\mathbb{Z}^r\).

Thus, a weight \(\lambda : T \to \mathbb{C}^*\) corresponds to a \(r\)-tuple of integers \((\lambda_1, ..., \lambda_r)\), and we have the following definition.

Definition 5.1. We say that a weight \(\lambda\) is dominant (resp. regular dominant) if \(\lambda_1 \geq \cdots \geq \lambda_r\) (resp. \(\lambda_1 > \cdots > \lambda_r\)).
**Definition 5.2.** The fundamental weights are $\chi_1, \chi_2, \ldots, \chi_{r-1}$ such that
\[
\chi_i = (1, \ldots, 1 \ (i \text{ times}), 0, \ldots, 0 \ (r - i \text{ times})).
\]
Let $\rho = \sum_{i=1}^{r-1} \chi_i = (r - 1, r - 2, \ldots, 1, 0)$ this is the half-sum of positive roots.

Denote $W$ to be the Weyl group corresponds to the pair $(G, T)$, which is just the symmetric group $S_r$. Then $W$ acts on $\Lambda(T)$ in the following way. For any element $w \in W$, we define $w \cdot \lambda := w(\lambda + \rho) - \rho$. Also, for any $w \in W$, the length of $w$ is defined to be
\[
l(w) := \#\{(i, j) | 1 \leq i < j \leq r, w(i) > w(j)\}.
\]
We let $w_0$ to be the reverse permutation, i.e. $w_0(i) = r - i + 1$ for all $1 \leq i \leq r$. It has the longest length $r(r - 1)/2$, which is equal to the dimension of the full flag variety $Fl(r)$.

Then we can state the Borel-Weil-Bott theorem (for type A).

**Theorem 5.3.** (Borel-Weil-Bott) Let $\lambda : T \to \mathbb{C}^*$ be a weight, and $L_\lambda$ be the associated equivariant line bundle on $G/B$. Then we have the following cases:
(1) If $-\lambda$ is dominant, then we have $H^0(G/B, L_\lambda)$ is an irreducible representation of $G$ with lowest weight $\lambda$ (and therefore dual to the irreducible representation of $G$ with highest weight $-\lambda$), i.e. $H^0(G/B, L_\lambda) \simeq (S_{-\lambda} \mathbb{C}^r)^\vee$. Also, $H^i(G/B, L_\lambda) = 0$ for all $i \neq 0$.
(2) If $-\lambda$ is not dominant, and there is no $w \in W$ such that $w \cdot (\lambda)$ is dominant, then $H^i(G/B, L_\lambda) = 0$ for all $i$.
(3) If $-\lambda$ is not dominant, and there is an unique $w \in W$ such that $w \cdot (\lambda)$ is dominant, then $H^i(G/B, L_\lambda)$ is dual to the irreducible representation of $G$ with highest weight $w \cdot (\lambda)$, i.e. $H^i(G/B, L_\lambda) \simeq (S_{w \cdot (\lambda)} \mathbb{C}^r)^\vee$. All other cohomologies vanish.

5.1.1. Generalization. Next, we can generalize the Theorem 5.3 to a relative version. Note that from Theorem 3.4 we have a categorical action of $\hat{U}_{0,N}(L_\lambda)$ on $\bigoplus_k D^b(G(k, N))$.

The action of $\hat{U}_{0,N}(L_\lambda)$ can be described as the following picture.

\[
\begin{array}{ccc}
\ldots & \overset{E_r}{\longrightarrow} & D^b(G(k + 1, N)) \\
\overset{E_r}{\longrightarrow} & & \overset{E_r}{\longrightarrow} \\
& \overset{F_s}{\longrightarrow} & D^b(G(k, N)) \\
& \overset{F_s}{\longrightarrow} & \overset{F_s}{\longrightarrow} \ldots
\end{array}
\]

for various $r, s$ within the range in Definition 3.1.

More generally, we can consider $r, s \in \mathbb{Z}$. Since $E_r$ is defined by using the following correspondence

\[
Fl(k - 1, k) = \left\{ V^r \subseteq V \subseteq \mathbb{C}^N \right\}
\]

and by definition
\[
E_r := p_{2s}(p_1^* \otimes (\mathcal{V}/\mathcal{V})^*) : \mathcal{D}^b(G(k, N)) \to \mathcal{D}^b(G(k - 1, N))
\]

where $\mathcal{V}, \mathcal{V}'$ to be the tautological bundles on $Fl(k - 1, k)$ of rank $k, k - 1$, respectively. Similarly for $F_s$ where $s \in \mathbb{Z}$. 
Our generalization comes from the study of the composition of functors $1_{(k,N-k)}F_{\lambda_r}F_{\lambda_{r-1}}\cdots F_{\lambda_1}$ (or $E_\lambda E_{\lambda_2}\cdots E_{\lambda_r}$) and the endomorphism algebra $\text{End}(1_{(k,N-k)}F_{\lambda_r}F_{\lambda_{r-1}}\cdots F_{\lambda_1})$.

Since we construct the categorical action by using the language of FM transformation, the functors $E_r 1_{(k,N-k)}$ and $1_{(k,N-k)}F_s$ are FM transformations with kernels $E_r 1_{(k,N-k)}$ and $1_{(k,N-k)}F_s$ respectively in Definition 3.3.

By Proposition 2.8, the composition of FM transformations is also a FM transformation, thus the functor $1_{(k,N-k)}F_{\lambda_r}F_{\lambda_{r-1}}\cdots F_{\lambda_1}$ is a FM transformations with kernel $1_{(k,N-k)}F_{\lambda_r} \ast F_{\lambda_{r-1}} \ast \cdots \ast F_{\lambda_1}$, which is an object in $\mathcal{D}^b(G(k-r,N) \times G(k,N))$.

To know what exactly is the kernel $1_{(k,N-k)}F_{\lambda_r} \ast F_{\lambda_{r-1}} \ast \cdots \ast F_{\lambda_1}$ in $\mathcal{D}^b(G(k-r,N) \times G(k,N))$, we use the correspondence

$$
\begin{align*}
&Fl(k-r,k-r+1,...,k) \\
&\downarrow \pi \\
&Fl(k-r,k) \\
&q_1 \quad | \quad q_2 \\
&G(k-r,N) \quad | \quad G(k,N)
\end{align*}
$$

where

$$
Fl(k-r,k-r+1,...,k) = \{0 \subset V_{k-r} \subset V_{k-r+1} \subset \cdots \subset V_k \subset \mathbb{C}^N \mid \dim V_i = i\}
$$

$$
Fl(k-r,k) = \{0 \subset V_{k-r} \subset V_k \subset \mathbb{C}^N \mid \dim V_i = i\}
$$

and $\pi$, $q_1$, $q_2$ are natural projections.

Denote $\mathcal{V}_i$ to be the tautological bundle on $Fl(k-r,k-r+1,...,k)$ of rank $i$. Let $\iota_1 : Fl(k-r,k-r+1,...,k) \hookrightarrow G(k-r,N) \times \cdots \times G(k,N)$ and $\iota_2 : Fl(k-r,k) \hookrightarrow G(k-r,N) \times G(k,N)$ be the natural inclusions. Also, let $\pi' : G(k-r,N) \times \cdots \times G(k,N) \rightarrow G(k-r,N) \times G(k,N)$ be the natural projection. Then we have the following commutative diagram

$$
\begin{array}{ccc}
Fl(k-r,k-r+1,...,k) & \xrightarrow{\iota_1} & G(k-r,N) \times \cdots \times G(k,N) \\
\downarrow \pi & & \downarrow \pi' \\
Fl(k-r,k) & \xrightarrow{\iota_2} & G(k-r,N) \times G(k,N)
\end{array}
$$

Thus, by flat base change, we have

$$
1_{(k,N-k)}F_{\lambda_r} \ast F_{\lambda_{r-1}} \ast \cdots \ast F_{\lambda_1} \cong \pi'_*\iota_{1*}(\mathcal{V}_{k-r+1}/\mathcal{V}_{k-r})^{\lambda_1} \otimes \cdots \otimes (\mathcal{V}_k/\mathcal{V}_{k-1})^{\lambda_r}
$$

$$
\cong \iota_{2*}\pi_*((\mathcal{V}_{k-r+1}/\mathcal{V}_{k-r})^{\lambda_1} \otimes \cdots \otimes (\mathcal{V}_k/\mathcal{V}_{k-1})^{\lambda_r})
$$

We also have the following fibred product diagram

$$
\begin{array}{ccc}
Fl(r) & \longrightarrow & Fl(k-r,k-r+1,...,k) \\
\downarrow \pi & & \downarrow \pi \\
pt & \longrightarrow & Fl(k-r,k)
\end{array}
$$
this tells us that each fibre of \( \pi \) is a full flag variety isomorphic to \( Fl(r) \). Since each \( V_i/V_{i-1} \) is a line bundle, so is \((V_{k-r+1}/V_{k-r})^{\lambda_1} \otimes ... \otimes (V_k/V_{k-1})^{\lambda_r}\). Thus to calculate \( \pi_*((V_{k-r+1}/V_{k-r})^{\lambda_1} \otimes ... \otimes (V_k/V_{k-1})^{\lambda_r}) \), we have to calculate the family of sheaf cohomology of the line bundle \((V_{k-r+1}/V_{k-r})^{\lambda_1} \otimes ... \otimes (V_k/V_{k-1})^{\lambda_r}\) along each fibre of \( \pi \).

The first thing we want to do is to relate the line bundle \( L_1^{\lambda_1} \otimes ... \otimes L_r^{\lambda_r} \) with the equivariant line bundle \( L_\lambda \) on \( Fl(r) \). Here \( L_i = V_i/V_{i-1} \) and \( V_i \) are the tautological bundles of rank \( i \) on \( Fl(r) \).

**Lemma 5.4.** \( L_1^{\lambda_1} \otimes ... \otimes L_r^{\lambda_r} \cong L_\lambda \) as equivariant line bundles on \( Fl(r) \) with \( \lambda = (\lambda_1, ..., \lambda_r) \).

**Proof.** We show that the two line bundles are isomorphic by showing that their fibres are isomorphic.

Considering the standard flag \((0 \subset C < e_1 \subset C < e_1, e_2 \subset ... \subset C < e_1, ..., e_r >)\), we have any flag \( F \) of the form

\[
F = (0 \subset C < ge_1 \subset C < ge_1, ge_2 \subset ... \subset C < ge_1, ..., ge_r >)
\]

for some \( g \in G \). The fibre of \( L_1^{\lambda_1} \otimes ... \otimes L_r^{\lambda_r} \) over \( F \) is

\[
(L_1^{\lambda_1} \otimes ... \otimes L_r^{\lambda_r})_F = C < (ge_1)^{\lambda_1} \otimes ... \otimes (ge_r)^{\lambda_r} >.
\]

On the other hand, the flag \( F \) corresponds to the element \( gB \) in \( G/B \) under the isomorphism \( Fl(r) \cong G/B \), we have the fibre of \( L_\lambda \) over \( gB \) is

\[
(L_\lambda)_{gB} = \{(g,t)B|t \in C\}.
\]

Defining the map \( \phi : \{(g,t)B|t \in C\} \to C < (ge_1)^{\lambda_1} \otimes ... \otimes (ge_r)^{\lambda_r} > \) by \( \phi((g,t)B) = t(ge_1)^{\lambda_1} \otimes ... \otimes (ge_r)^{\lambda_r} \) for all \( t \in C \). Then clearly this is an isomorphism of vector spaces. We have to check that this map is well-defined.

For any upper triangular matrix \( b = (a_{ij}) \in B \), we have

\[
\phi((gb^{-1}, \lambda(b)t)B) = \phi((gb^{-1}, a_{11}^{\lambda_1} ... a_{rr}^{\lambda_r} t)B) = a_{11}^{\lambda_1} ... a_{rr}^{\lambda_r} t(gb^{-1} e_1)^{\lambda_1} ... (gb^{-1} e_r)^{\lambda_r} = a_{11}^{\lambda_1} ... a_{rr}^{\lambda_r} t(a_{11}^{-\lambda_1} ... a_{rr}^{-\lambda_r} (ge_1)^{\lambda_1} \otimes ... \otimes (ge_r)^{\lambda_r}) = t(ge_1)^{\lambda_1} \otimes ... \otimes (ge_r)^{\lambda_r} = \phi((g,t)B)
\]

It is easy to see that \( L_1^{\lambda_1} \otimes ... \otimes L_r^{\lambda_r} \) is a \( G \)-equivariant line bundle. Thus we have \( L_1^{\lambda_1} \otimes ... \otimes L_r^{\lambda_r} \cong L_\lambda \). \( \square \)

Thus if we apply the Borel-Weil-Bott theorem to each fibre of \( \pi \), we would get \( 1_{(k,N-k)} F_{\lambda_r} \ast F_{\lambda_{r-1}} \ast ... \ast F_{\lambda_1} \) as a family of irreducible representations of \( G \) of certain highest weight. We have the following theorem, which is a direct generalization of Theorem 5.3.

**Theorem 5.5.** Let \( \lambda = (\lambda_1, ..., \lambda_r) \). Then we have the following isomorphism of FM kernels

\[
1_{(k,N-k)} F_{\lambda_r} \ast F_{\lambda_{r-1}} \ast ... \ast F_{\lambda_1} \\
\cong \begin{cases} 
\tau_2(V\lambda V_k/V_{k-r})^r & \text{if } \lambda \text{ is dominant} \\
0 & \text{if } \lambda \text{ is not dominant and } \exists \lambda w \in W \text{ s.t. } w */ (-\lambda) \text{ is dominant} \\
\tau_2(V\lambda w (-\lambda)V_k/V_{k-r})^r [-l(w)] & \text{if } \lambda \text{ is not dominant and } \exists \lambda w \in W \text{ s.t. } w */ (-\lambda) \text{ is dominant}
\end{cases}
\]
Remark 5.6. We can use the Grothendieck-Verdier duality to verify the above theorem. Define $\mathcal{L}_\lambda := (\mathcal{V}_{k-r+1}/\mathcal{V}_{k-r})^{\lambda_1} \otimes \cdots \otimes (\mathcal{V}_k/\mathcal{V}_{k-1})^{\lambda_r}$ for $\lambda = (\lambda_1, \ldots, \lambda_r)$. Since we have to calculate $\pi_*\mathcal{L}_\lambda$, by Grothendieck-Verdier duality, we have
\[
\mathbb{D}_{Fl(k-r,k)}\pi_*\mathcal{L}_\lambda \cong \pi_*\mathbb{D}_{Fl(k-r,k-r+1,...,k)}\mathcal{L}_\lambda
\]
after simplification we obtain the following
\[
(\pi_*\mathcal{L}_\lambda)^\vee \cong \pi_*\mathcal{L}_{2\rho-\lambda} \otimes \det(\mathcal{V}_k/\mathcal{V}_{k-r})^{-r+1}[l(w_0)].
\] (5.2)

If $-\lambda = (-\lambda_1, \ldots, -\lambda_r)$ is dominant, then we have $-\lambda_1 \geq -\lambda_2 \geq \ldots \geq -\lambda_r$, so $\lambda_1 \leq \lambda_2 \leq \ldots \leq \lambda_r$. By Theorem 5.5 we have $\pi_*\mathcal{L}_\lambda \cong (\mathcal{S}_{-\lambda}\mathcal{V}_k/\mathcal{V}_{k-r})^\vee$ and thus $(\pi_*\mathcal{L}_\lambda)^\vee \cong \mathcal{S}_{-\lambda}\mathcal{V}_k/\mathcal{V}_{k-r}$.

On the other hand, since $-\lambda$ is dominant, we have $2\rho - \lambda = (2r-2-\lambda_1, 2r-4-\lambda_2, \ldots, -\lambda_r)$ is also dominant, which means that $-2\rho + \lambda$ is not dominant. Choose $w = w_0$ to be the longest element in the Weyl group, then
\[
w_0 \ast (-2\rho + \lambda) = w_0(-\rho + \lambda) - \rho = w_0(\lambda_1 - r + 1, \ldots, \lambda_r) - \rho \quad = (\lambda_r, \ldots, \lambda_1 - r + 1) - \rho = (\lambda_r - r + 1, \ldots, \lambda_1 - r + 1) = w_0\lambda - r + 1
\]
which is dominant.

So from Theorem [5.5] we have
\[
\pi_*\mathcal{L}_{2\rho-\lambda} \cong (\mathcal{S}_{w\ast(-2\rho+\lambda)}\mathcal{V}_k/\mathcal{V}_{k-r})^\vee[-l(w_0)] \cong \mathcal{S}_{-w_0(w\ast(-2\rho+\lambda))}\mathcal{V}_k/\mathcal{V}_{k-r}[-l(w_0)] \\
\cong \mathcal{S}_{-w_0(w_0\lambda-\rho+1)}\mathcal{V}_k/\mathcal{V}_{k-r}[-l(w_0)] \cong \mathcal{S}_{-\lambda-1}\mathcal{V}_k/\mathcal{V}_{k-r}[-l(w_0)]
\]
This implies that
\[
\pi_*\mathcal{L}_{2\rho-\lambda} \otimes \det(\mathcal{V}_k/\mathcal{V}_{k-r})^{-r+1}[l(w_0)] \cong \mathcal{S}_{-\lambda}\mathcal{V}_k/\mathcal{V}_{k-r} \cong (\pi_*\mathcal{L}_\lambda)^\vee
\]
which verify the theorem. For other cases are similar.

Observe that $\mathcal{G}(k, N) = \mathcal{G}(0, N) \times \mathcal{G}(k, N)$. We can view $\mathcal{S}_\lambda\mathcal{V}$ as an object in $\mathcal{D}^b(\mathcal{G}(0, N) \times \mathcal{G}(k, N))$. So we can use Theorem 5.5 to write $\mathcal{S}_\lambda\mathcal{V}$ in terms of convolutions of the kernels $\mathcal{F}_\lambda$. More precisely, we have the following corollary.

Corollary 5.7. Let $\lambda = (\lambda_1, \ldots, \lambda_k)$ with $0 \leq \lambda_k \leq \ldots \leq \lambda_1 \leq N - k$ and $\mu = (\mu_1, \ldots, \mu_{N-k})$ with $0 \leq \mu_{N-k} \leq \ldots \leq \mu_2 \leq \mu_1 \leq k$. Then
\[
\mathcal{S}_\lambda\mathcal{V} \cong \mathcal{F}_{\lambda_1} \ast \cdots \ast \mathcal{F}_{\lambda_k} \mathcal{1}_{(0,N)} \in \mathcal{D}^b(\mathcal{G}(0, N) \times \mathcal{G}(k, N))
\]
\[
\mathcal{S}_\mu(\mathcal{C}^N/\mathcal{V})^\vee \cong \mathcal{E}_{-\mu_1} \ast \cdots \ast \mathcal{E}_{-\mu_{N-k}} \mathcal{1}_{(N,0)} \in \mathcal{D}^b(\mathcal{G}(N, N) \times \mathcal{G}(k, N))
\]

5.2. The main theorem. We state the main theorem, which is similar to Theorem 4.1 in [CK0].

Theorem 5.8. Given a categorical action of $\mathcal{U}_{0,N}(Ls_2)$ on $\bigoplus_k \mathcal{K}(k, N-k)$. Suppose that for each $k \geq 1$, the image of the functor
\[
\varphi_k := \bigoplus_{\lambda \in P(N-k,k)} F_{\lambda} \mathcal{1}_{(0,N)} : \mathcal{K}(0, N) \to \mathcal{K}(k, N-k)
\]
weakly generate $\mathcal{K}(k, N - k)$, where $F_{\lambda} 1_{(0,N)} := F_{\lambda_1} F_{\lambda_2} \cdots F_{\lambda_k} 1_{(0,N)}$ for $\lambda = (\lambda_1, \ldots, \lambda_k) \in P(N - k, k)$. Moreover, suppose that $\mathcal{K}(0, N)$ is equipped with a $t$-structure $(\mathcal{K}(0, N)^{\leq 0}, \mathcal{K}(0, N)^{\geq 0})$ such that $(F_{\lambda})^R F_{\lambda} 1_{(0,N)}$ is $t$-exact for all $\lambda, \lambda' \in P(N - k, k)$.

Then one can uniquely extend this $t$-structure to all other categories $\mathcal{K}(k, N - k)$ so that $(F_{N-k-1} 1_{(k,N-k)})^R$ and $(E 1_{(k,N-k)})^R (\psi^-)[k-2]$ are $t$-exact.

Proof. Consider the right adjoint functor

$$(\varphi_k)^R := \bigoplus_{\lambda \in P(N-k,k)} (F_{\lambda} 1_{(0,N)})^R : \mathcal{K}(k, N - k) \to \mathcal{K}(0, N). \quad (5.3)$$

Then we have

$$(\varphi_k)^R \circ (\varphi_k) = \bigoplus_{\lambda, \lambda' \in P(N-k,k)} (F_{\lambda})^R F_{\lambda} 1_{(0,N)} : \mathcal{K}(0, N) \to \mathcal{K}(0, N).$$

By the assumption, $(F_{\lambda})^R F_{\lambda} 1_{(0,N)}$ is $t$-exact for all $\lambda, \lambda' \in P(N - k, k)$, so we get that $(\varphi_k)^R \circ (\varphi_k)$ is also $t$-exact. Moreover, since the image of $\varphi_k$ weakly generate $\mathcal{K}(k, N - k)$, we have $(\varphi_k)^R$ is conservative.

Applying Theorem 1.14 and Lemma 1.16 to the functor $(\varphi_k)^R$, the induced $t$-structure on $\mathcal{K}(k, N - k)$ is given by

$$\mathcal{K}(k, N - k)^{\leq 0} = \{ X \in \mathcal{K}(k, N - k) \mid (\varphi_k)^R(X) \in \mathcal{K}(0, N)^{\leq 0} \},$$
$$\mathcal{K}(k, N - k)^{\geq 0} = \{ X \in \mathcal{K}(k, N - k) \mid (\varphi_k)^R(X) \in \mathcal{K}(0, N)^{\geq 0} \}. \quad (5.4)$$

Next, we check that the functors $(F_{N-k-1} 1_{(k,N-k)})^R$ and $(E 1_{(k,N-k)})^R (\psi^-)[k-2]$ are $t$-exact on those induced $t$-structures. To check this, we have to show that given $X \in \mathcal{K}(k, N - k)^{\leq 0}$ and $Y \in \mathcal{K}(k-1, N-k+1)^{\leq 0}$, we have $(F_{N-k} 1_{(k-1,N-k+1)})^R(X) \in \mathcal{K}(k-1, N-k+1)^{\leq 0}$ and $(E 1_{(k,N-k)})^R (\psi^-)[k-2](Y) \in \mathcal{K}(k, N - k)^{\leq 0}$.

To show that $(F_{N-k} 1_{(k-1,N-k+1)})^R(X) \in \mathcal{K}(k-1, N-k+1)^{\leq 0}$, we need to calculate $(\varphi_{k-1})^R \circ (F_{N-k} 1_{(k-1,N-k+1)})^R$. The definition of $(\varphi_{k-1})^R$ is similar to $(5.3)$ with each direct summand $(F_{\lambda} 1_{(0,N)})^R$, where $\lambda = (\lambda_1, \ldots, \lambda_{k-1}) \in P(N-k+1, k-1)$. So we calculate each term of $(\varphi_{k-1})^R \circ (F_{N-k} 1_{(k-1,N-k+1)})^R$

$$(F_{\lambda} 1_{(0,N)})^R (F_{N-k} 1_{(k-1,N-k+1)})^R \cong (F_{N-k} F_{\lambda_1} \cdots F_{\lambda_{k-1}} 1_{(0,N)})^R$$

Note that $\lambda = (\lambda_1, \ldots, \lambda_{k-1}) \in P(N-k+1, k-1)$, so $0 \leq \lambda_{k-1} \leq \ldots \leq \lambda_1 \leq N - k + 1$. If $\lambda_i = N-k+1$ for some $1 \leq i \leq k-1$, then we have $\lambda_j = N-k+1$ for all $j \leq i$ and thus $F_{N-k} F_{\lambda_1} \cdots F_{\lambda_{k-1}} 1_{(0,N)} \cong 0$ by relation (8) in Definition 3.2. Otherwise, we have $0 \leq \lambda_{k-1} \leq \ldots \leq \lambda_1 \leq N - k$ and thus $(F_{N-k} F_{\lambda_1} \cdots F_{\lambda_{k-1}} 1_{(0,N)})^R$ is a direct summand of $(\varphi_k)^R$.

The above argument implies that $(\varphi_{k-1})^R \circ (F_{N-k} 1_{(k-1,N-k+1)})^R$ can be written as a direct sum whose each summand is a direct summand of $(\varphi_k)^R$. Now, since $X \in \mathcal{K}(k, N - k)^{\leq 0}$, we have $(\varphi_k)^R(X) \in \mathcal{K}(0, N)^{\leq 0}$. By Lemma 1.17, we conclude that $(\varphi_{k-1})^R \circ (F_{N-k} 1_{(k-1,N-k+1)})^R(X) \in \mathcal{K}(k, N - k)^{\leq 0}$, which implies $(F_{N-k} 1_{(k-1,N-k+1)})^R(X) \in \mathcal{K}(k-1, N-k+1)^{\leq 0}$. 


Next, we show that \( (E_1(k,N-k))^R(\Psi^-)[k-2](Y) \in \mathcal{K}(k,N-k)^{\geq 0} \). Similarly as the case for showing \( (F_{N-k}^-(1_{(k-1,N-k+1)})^R(X) \in \mathcal{K}(k-1,N-k+1)^{\leq 0} \), we have to calculate \( (\varphi_k)^R \circ (E_1(k,N-k))^R(\Psi^-)[k-2] \). By \([5.3]\), we calculate each term

\[
(E_1(0,N))^R \circ (E_1(k,N-k))^R(\Psi^-)[k-2] \cong (EF_{\lambda_1} \ldots EF_{\lambda_k} 1_{(0,N)})^R(\Psi^-)[k-2]
\]  

(5.5)

where \( \lambda = (\lambda_1, \ldots, \lambda_k) \in P(N-k,k) \).

Now \( \lambda = (\lambda_1, \ldots, \lambda_k) \in P(N-k,k) \), so \( 0 \leq \lambda_k \leq \ldots \leq \lambda_1 \leq N-k \). By relation (13)(c)(e) in Definition [3.2] we obtain that

\[
EF_{\lambda_1} \ldots EF_{\lambda_k} 1_{(0,N)} \cong \ldots \cong EF_{\lambda_1} \ldots EF_{\lambda_k} 1_{(0,N)} \cong \begin{cases} 0 & \text{if } 1 \leq \lambda_k \leq N-k \\ \left( F_{\lambda_1} \ldots F_{\lambda_{k-1}} \Psi^- [-1] \right) 1_{(0,N)} & \text{if } \lambda_k = 0 \end{cases}
\]

Hence, in the case where \( EF_{\lambda_1} \ldots EF_{\lambda_k} 1_{(0,N)} \not\cong 0 \), (5.5) becomes

\[
(\mathcal{F}_{\lambda_1} \ldots \mathcal{F}_{\lambda_k} 1_{(0,N)})^R(\Psi^-)[k-2]
\]

\[
\cong (F_{\lambda_1} \ldots F_{\lambda_{k-1}} \Psi^- [-1] 1_{(0,N)})^R(\Psi^-)[k-2] \cong (F_{\lambda_1} \ldots F_{\lambda_{k-1}} \Psi^- [-1] 1_{(0,N)})(\Psi^-[1](k-2)1_{(0,N)})^R[k-2]
\]

\[
\cong ((\Psi^-)^{-1}F_{\lambda_1} \ldots F_{\lambda_{k-1}} \Psi^- [-1] 1_{(0,N)})^R[1-2] \cong ((\Psi_{\lambda_1+1} \ldots \Psi_{\lambda_{k-1}+1})^R[1-2] 1_{(0,N)})^R[k-2]
\]

and \( 1 \leq \lambda_k - 1 + 1 \leq \ldots \leq \lambda_1 + 1 \leq N-k+1 \), which means that it is a direct summand of \((\varphi_{k-1})^R\).

The above argument implies that \((\varphi_k)^R \circ (E_1(k,N-k))^R(\Psi^-)[k-2]\) can be written as a direct sum whose each summand is a direct summand of \((\varphi_{k-1})^R\). By the same argument as above and using Lemma [4.7] we prove that \((E_1(k,N-k))^R(\Psi^-)[k-2](Y) \in \mathcal{K}(k,N-k)^{\geq 0}\).

Finally, all the above argument hold for the cases \( X \in \mathcal{K}(k,N-k)^{\geq 0} \) and \( Y \in \mathcal{K}(k-1,N-k+1)^{\geq 0} \).

The next corollary says that we can modify the functors \( \varphi_k \) to get a different t-structure so that \((F_{N-k-1}^-(1_{(k,N-k)}))^L \) and \((E_1(k,N-k))^L(\Psi^-)[k-2]\) are t-exact.

**Corollary 5.9.** Let \( \bigoplus \mathcal{K}(k,N-k) \) and \( \varphi_k \) be the categories and functors that satisfy the assumptions in Theorem [5.8] Consider the functors

\[
\varphi_k' := (\Psi^-)^{N-k}(\Psi^+)^k \bigoplus_{\lambda \in P(N-k,k)} F_{\lambda} 1_{(0,N)}[k(N-k)-N] : \mathcal{K}(0,N) \to \mathcal{K}(k,N-k).
\]

Then one can use \( \varphi_k' \) to induce t-structure to all other categories \( \mathcal{K}(k,N-k) \) as in \([5.4]\) so that \((F_{N-k-1}^-(1_{(k,N-k)}))^L \) and \((E_1(k,N-k))^L(\Psi^-)[k-2]\) are t-exact.

**Proof.** By definition, we have \( \varphi_k' = (\Psi^-)^{N-k}(\Psi^+)^k \varphi_k[k(N-k)-N] \). From the assumption of Theorem [5.8] we have the image of \( \varphi_k \) weakly generate \( \mathcal{K}(k,N-k) \). Since \( \Psi^- \), \( \Psi^+ \) are invertible functors, and the homological shift \([1]\) is also invertible, it is easy to see that the image of \( \varphi_k' \) weakly generate \( \mathcal{K}(k,N-k) \).

Consider the right adjoint functor

\[
(\varphi_k)^R := \bigoplus_{\lambda \in P(N-k,k)} (F_{\lambda} 1_{(0,N)})^R(\Psi^-)^{-N+k}(\Psi^+)^{-k}[-k(N-k)+N] : \mathcal{K}(k,N-k) \to \mathcal{K}(0,N)
\]

(5.6)
which is conservative from the above argument.

Moreover, we have
\[
(\varphi'_k)^R \circ (\varphi_k') = \bigoplus_{\lambda, \lambda' \in P(N-k, k)} (F_{\lambda})^R F_{\lambda'} 1_{(0, N)} = (\varphi_k)^R \circ (\varphi_k) : \mathcal{K}(0, N) \to \mathcal{K}(0, N).
\]

which is also t-exact on the t-structure \((\mathcal{K}(0, N)_{\geq 0}, \mathcal{K}(0, N)_{\leq 0})\) from the assumption.

Thus we can apply Theorem 4.4 and Lemma 4.6 to the functor \((\varphi_k')^R\), the induced t-structure on \(\mathcal{K}(k, N - k)\) is given by
\[
\mathcal{K}(k, N - k)_{\leq 0} = \{ X \in \mathcal{K}(k, N - k) \mid (\varphi_k')^R(X) \in \mathcal{K}(0, N)_{\leq 0}\},
\]
\[
\mathcal{K}(k, N - k)_{\geq 0} = \{ X \in \mathcal{K}(k, N - k) \mid (\varphi_k')^R(X) \in \mathcal{K}(0, N)_{\geq 0}\}.
\]

Next, we check that the functors \((F_{N-k-1} 1_{(k, N-k)})^L\) and \((E 1_{(k, N-k)})^L(\psi^{-})[k - 2]\) are t-exact on those induced t-structures. Similarly as the proof of Theorem 5.8, we have to calculate \((\varphi'_{k-1})^R \circ (F_{N-k-1} 1_{(k-1, N-k+1)})^L\) and \((\varphi'_{k})^R \circ (E 1_{(k, N-k)})^L(\psi^{-})[k - 2]\).

We calculate each term of \((\varphi'_{k-1})^R \circ (F_{N-k} 1_{(k-1, N-k+1)})^L\), which is the following
\[
(F_{\lambda} 1_{(0, N)})^R(\psi^{-})^{-N+k-1}(\psi^+)^{-k+1} \circ (F_{N-k} 1_{(k-1, N-k+1)})^L[-(k - 1)(N - k + 1) + N].
\]

where \(\lambda = (\lambda_1, ..., \lambda_{k-1}) \in P(N-k+1, k-1),\)

Using the definition of categorical action, we have
\[
(\psi^{-})^{-N+k-1}(\psi^+)^{-k+1} \circ (F_{N-k} 1_{(k-1, N-k+1)})^L[-(k - 1)(N - k + 1) + N]
\]
\[
\cong (\psi^{-})^{-N+k-1}(\psi^+)^{-k+1} E(\psi^+)^{-1}[1 - (k - 1)(N - k + 1) + N] 1_{(k, N-k)}
\]
\[
\cong (\psi^{-})^{-N+k-1} E_{k+1}(\psi^+)^{-k}[k - (k - 1)(N - k + 1) + N] 1_{(k, N-k)}
\]
\[
\cong (\psi^{-})^{-N+k+1} E_{k+1}(\psi^{-})^{-2}(\psi^+)^{-k}[-2 + k - (k - 1)(N - k + 1) + N] 1_{(k, N-k)}
\]
\[
\cong (F_{N-k} 1_{(k-1, N-k+1)})^R(\psi^{-})^{-N+k}(\psi^+)^{-k}[-k(N - k) + N] 1_{(k, N-k)}.
\]

This implies that
\[
(\varphi'_{k-1})^R(F_{N-k} 1_{(k-1, N-k+1)})^L
\]
\[
\cong (\varphi'_{k-1})^R(\psi^{-})^{-N+k-1}(\psi^+)^{-k+1}(F_{N-k} 1_{(k-1, N-k+1)})^L[-(k - 1)(N - k + 1) + N]
\]
\[
\cong (\varphi_k')^R(F_{N-k} 1_{(k-1, N-k+1)})^R(\psi^{-})^{-N+k}(\psi^+)^{-k}[-k(N - k) + N] 1_{(k, N-k)}.
\]

Thus \((5.8)\) becomes
\[
(F_{\lambda} 1_{(0, N)})^R(F_{N-k} 1_{(k-1, N-k+1)})^R(\psi^{-})^{-N+k}(\psi^+)^{-k}[-k(N - k) + N] 1_{(k, N-k)}
\]
\[
\cong (F_{N-k} F_{\lambda_1} ... F_{\lambda_{k-1}} 1_{(0, N)})^R(\psi^{-})^{-N+k}(\psi^+)^{-k}[-k(N - k) + N] 1_{(k, N-k)}.
\]

So we have \((\varphi'_{k})^R \circ (F_{N-k} 1_{(k-1, N-k+1)})^L\) can be written as a direct sum whose each summand is a direct summand of \((\varphi'_{k})^R\). By the same argument as in the proof of Theorem 5.8, we conclude that \((F_{N-k} 1_{(k-1, N-k+1)})^L\) is t-exact.
Next, we check the t-exactness for \((\mathbb{E}_{1(k,N-k)})^L(\Psi^-)[k - 2]\). Again, we calculate each term of \((\varphi_0')^R \circ (\mathbb{E}_{1(k,N-k)})^L(\Psi^-)[k - 2]\), which is the following

\[
(F_\lambda \mathbb{1}_{(0,N)})^R(\Psi^-)^{-N+k}(\Psi^+)^{-k} \circ (\mathbb{E}_{1(k,N-k)})^L(\Psi^-)[k - 2][-k(N - k) + N]
\]  

(5.9)

where \(\lambda = (\lambda_1, \ldots, \lambda_k) \in P(N - k, k).

Using the definition of categorical action, we have

\[
(\Psi^-)^{-N+k}(\Psi^+)^{-k} \circ (\mathbb{E}_{1(k,N-k)})^L[-k(N - k) + N]
\]

\[
\cong (\Psi^-)^{-N+k}(\Psi^+)^{-k}F(\Psi^-)^{-k}1_{(k-1,N-k+1)}[k - k(N - k) + N]
\]

\[
\cong (\Psi^+)^{-k}F_N(\Psi^-)^{-N+k-1}1_{(k-1,N-k+1)}[k - k(N - k) + N + N - 2k + 1]
\]

\[
(\Psi^+)F_N(\Psi^-)^{-N+k-1}(\Psi^+)^{-k-1}[k(N - k) + N + N - 2k - 2k + 1]
\]

\[
(\mathbb{E}_{1(k,N-k)})^R(\Psi^-)^{-N+k}(\Psi^+)^{-k+1}1_{(k-1,N-k+1)}[-(k-1)(N - k) + N]
\]

This implies that

\[
(\varphi_0')^R \circ (\mathbb{E}_{1(k,N-k)})^L(\Psi^-)[k - 2]
\]

\[
\cong (\varphi_0')^R(\Psi^-)^{-N+k}(\Psi^+)^{-k}(\mathbb{E}_{1(k,N-k)})^L(\Psi^-)[k - 2][-k(N - k) + N]
\]

\[
\cong (\varphi_0')^R(\mathbb{E}_{1(k,N-k)})^R(\Psi^-)^{-N+k-1}(\Psi^+)^{-k+1}1_{(k-1,N-k+1)}[k - 2][-k(N - k) + N]
\]

5.3. **Application to \(D^b(G(k,N))\).** From Theorem 3.4, we have a categorical action of \(U_{0,N}(Ls_0)\) on \(\bigoplus_k D^b(\mathbb{G}(k,N))\). We would like to apply Corollary 5.9 to get t-structures on \(D^b(\mathbb{G}(k,N))\).

For the highest weight \((0,N)\), we have \(\mathbb{G}(0,N) = pt\). So the highest weight category is \(D^b(\mathbb{G}(0,N)) = D^b(\text{Vect})\), which is the category of finite dimensional graded vector spaces. We equip \(D^b(\mathbb{G}(0,N))\) with the standard t-structure \((D^\leq 0(0,N), D^\geq 0(0,N))\); i.e.,

\[
D^\leq 0(0,N) = \langle \{\mathbb{C}[d] \mid d \geq 0\} \rangle
\]

\[
D^\geq 0(0,N) = \langle \{\mathbb{C}[d] \mid d \leq 0\} \rangle.
\]
We would like to apply Corollary 5.9 to obtain t-structures \((D_{act}^{\leq 0}(k, N-k), D_{act}^{>0}(k, N-k))\) on each weight category \(D^b(G(k, N))\). So we need to know what are the functors \(\varphi'_k\) in Corollary 5.9 when the categories are \(D^b(G(k, N))\).

Since we are in the geometric setting, all the functors are given by FM kernels and composition of functors are given by convolution of kernels. Recall that the definition of \(\varphi'_k\):

\[
\varphi'_k := (\Psi^-)^{N-k}(\Psi^+)^k \bigoplus_{\lambda \in P(N-k, k)} F_{\lambda} 1_{(0, N)}[k(N - k) - N]: D^b(G(0, N)) \to D^b(G(k, N))
\]

By Definition 3.3, we know what are the kernels for \(\psi^\pm\) and \(F_{\lambda_i}\). An easy calculation tells us that the kernel for \((\Psi^-)^{N-k}(\Psi^+)^k\) is given by

\[
(\Psi^-)^{N-k}(\Psi^+)^k \cong \Delta(k) \det(\mathcal{V})^{-N+k} \otimes \det (\mathcal{C}^N/\mathcal{V})^k [N - 2k(N - k)] \in D^b(G(k, N) \times G(k, N))
\]

Note that \(\det(\mathcal{V})^{-N+k} \otimes \det (\mathcal{C}^N/\mathcal{V})^k\) is the anti-canonical bundle, denoted by \(\omega_{G(k, N)}^{-1}\) on \(G(k, N)\). On the other hand, by Corollary 5.7, we know that the kernel for \(F_{\lambda} 1_{(0, N)} = F_{\lambda_1} \ldots F_{\lambda_k} 1_{(0, N)}\) is given by

\[
F_{\lambda_1} \ast \ldots \ast F_{\lambda_k} 1_{(0, N)} \cong \mathbb{S}_{\lambda} \mathcal{V} \in D^b(G(0, N) \times G(k, N)).
\]

Thus the kernel for \(\varphi'_k\) is given by

\[
\omega_{G(k, N)}^{-1} \otimes \bigoplus_{\lambda \in P(N-k,k)} \mathbb{S}_{\lambda} \mathcal{V}[\mp k(N - k)] \in D^b(G(0, N) \times G(k, N)). \tag{5.11}
\]

To apply Corollary 5.9, first, we have to check that the image of \(\varphi'_k\) weakly generate \(D^b(G(k, N))\). This is easy to see since that \(\bigoplus_{\lambda \in P(N-k,k)} \mathbb{S}_{\lambda} \mathcal{V}\) is a tilting bundle on \(D^b(G(k, N))\), and tensoring by an line bundle or homological shifts do not change the tilting property. We have \(G(0, N) = pt\) and \(D^b(G(0, N))\) is generated by the one-dimensional vector space \(\mathbb{C}\). So the image of \(\varphi'_k\) is a tilting bundle, which weakly generate \(D^b(G(k, N))\).

Next, we have to check \((\varphi'_k)^R \varphi'_k\) is t-exact on the standard t-structure \((D_{\leq 0}^{\leq 0}(0, N), D_{>0}^{>0}(0, N))\).

We already know the kernel for \(\varphi'_k\) is \((5.11)\), by Proposition 2.7, we have the kernel for right adjoint functor \((\varphi'_k)^R\) is given by

\[
\omega_{G(k, N)}^{-1} \otimes \bigoplus_{\lambda \in P(N-k,k)} (\mathbb{S}_{\lambda} \mathcal{V})^\vee[\mp k(N - k)] \in D^b(G(k, N) \times G(0, N)). \tag{5.12}
\]

Thus \((\varphi'_k)^R \varphi'_k\) is given by convolution of kernels

\[
\{\omega_{G(k, N)}^{-1} \otimes \bigoplus_{\lambda \in P(N-k,k)} (\mathbb{S}_{\lambda} \mathcal{V})^\vee[\mp k(N - k)]\} \ast \{\omega_{G(k, N)}^{-1} \otimes \bigoplus_{\lambda \in P(N-k,k)} \mathbb{S}_{\lambda} \mathcal{V}[\mp k(N - k)]\}
\]

\[
\cong \bigoplus_{\lambda, \lambda' \in P(N-k,k)} \pi_{13*}((\mathbb{S}_{\lambda} \mathcal{V})^\vee \otimes \mathbb{S}_{\lambda'} \mathcal{V}) \tag{5.13}
\]

where \(\pi_{13}: G(0, N) \times G(k, N) \times G(0, N) \to G(0, N) \times G(0, N)\) is the natural projection.

Since \(\pi_{13}\) is just the projection from \(G(k, N)\) to a point, \(\pi_{13*}((\mathbb{S}_{\lambda} \mathcal{V})^\vee \otimes \mathbb{S}_{\lambda'} \mathcal{V})\) is precisely the sheaf cohomology of \((\mathbb{S}_{\lambda} \mathcal{V})^\vee \otimes \mathbb{S}_{\lambda'} \mathcal{V}\); i.e., \(\pi_{13*}((\mathbb{S}_{\lambda} \mathcal{V})^\vee \otimes \mathbb{S}_{\lambda'} \mathcal{V}) = H^*(G(k, N), (\mathbb{S}_{\lambda} \mathcal{V})^\vee \otimes \mathbb{S}_{\lambda'} \mathcal{V})\).
We know that
\[ H^*(G(k, N), (S_{\lambda}V)^\vee \otimes S_{\lambda}V) \cong R\text{Hom}(O_{G(k, N)}, (S_{\lambda}V)^\vee \otimes S_{\lambda}V) \cong \text{Ext}^*(S_{\lambda}V, S_{\lambda}V) \]
and from Corollary 2.16, \( Rk \) is a strong full exceptional collection. This implies that \( \text{Ext}^*(S_{\lambda}V, S_{\lambda}V) \) only have degree 0 part; i.e., \( \text{Hom}(S_{\lambda}V, S_{\lambda}V) \).

So \((5.13)\) becomes \( \bigoplus_{\lambda, \mu \in P(N-k,k)} \text{Hom}(S_{\lambda}V, S_{\lambda}V) \), which is a vector space concentrate in homological degree 0. Thus \( (\varphi'_k)^R \varphi'_k \) is t-exact on the standard t-structure.

Now we can apply Corollary 5.9 to get the induced t-structure, denoted by \( (D^\geq_{act}(k, N-k), D^\leq_{act}(k, N-k)) \) on \( D^b(G(k, N)) \). It has the following description
\[
D^\geq_{act}(k, N-k) := \{ X \in D^b(G(k, N)) \mid (\varphi'_k)^R(X) \in D^\geq_{act}(0, N) \}, \\
D^\leq_{act}(k, N-k) := \{ X \in D^b(G(k, N)) \mid (\varphi'_k)^R(X) \in D^\leq_{act}(0, N) \}.
\]

The main result of this section is the following.

**Theorem 5.10.** The induced t-structure on \( D^b(G(k, N)) \) from the standard t-structure on \( D^b(G(0, N)) \) under the categorical \( U_{0,N}(Ls_2) \) action is precisely the t-structure from Corollary 4.13. More precisely, we have
\[
D^\geq_{act}(k, N-k) := \{ X \in D^b(G(k, N)) \mid (\varphi'_k)^R(X) \in D^\geq_{act}(0, N) \} \\
= D^\geq_{ex}(k, N-k) = (\{ S_{\lambda}V[d] \mid \lambda \in P(N-k, k), \ d \leq 0 \}), \\
D^\leq_{act}(k, N-k) := \{ X \in D^b(G(k, N)) \mid (\varphi'_k)^R(X) \in D^\leq_{act}(0, N) \} \\
= D^\leq_{ex}(k, N-k) = (\{ S_{\mu}(C^{N}/V)[|\mu| + d] \mid \mu \in P(k, N-k), \ d \geq 0 \}).
\]

**Proof.** To prove this theorem, it suffices to prove \( D^\leq_{act}(k, N-k) \subset D^\leq_{act}(k, N-k) \) and \( D^\geq_{act}(k, N-k) \subset D^\geq_{act}(k, N-k) \). Then by Lemma 4.8 to get the result.

From Corollary 4.13, we know that the t-structure \( (D^\geq_{act}(k, N-k), D^\leq_{act}(k, N-k)) \) can be described by exceptional collections. So to prove \( D^\geq_{act}(k, N-k) \subset D^\geq_{act}(k, N-k) \) and \( D^\leq_{act}(k, N-k) \subset D^\leq_{act}(k, N-k) \), it suffice to check on each generators; i.e., \( S_{\lambda}V[d] \in D^\geq_{act}(k, N-k) \) for all \( d \leq 0 \) and \( S_{\mu}(C^{N}/V)[|\mu| + d'] \in D^\leq_{act}(k, N-k) \) for all \( d' \geq 0 \).

First, we show that \( S_{\mu}(C^{N}/V)[-|\mu| + d'] \in D^\geq_{act}(k, N-k) \) for all \( d' \geq 0 \). To show this, it suffices to show that \( (\varphi'_k)^R(S_{\mu}(C^{N}/V)[-|\mu| + d']) \in D^\leq_{act}(0, N) \). Since \( (\varphi'_k)^R \) is a FM transform with FM kernel given by \((5.12)\), by definition we have to calculate the following
\[
(\varphi'_k)^R(S_{\mu}(C^{N}/V)[-|\mu| + d']) = \pi_2(\pi_1(S_{\mu}(C^{N}/V)[-|\mu| + d']) \otimes S_{\lambda}V[k, N-k]) \otimes \bigoplus_{\lambda \in P(N-k, k)} (S_{\lambda}V)[|\mu| + d']
\]
\[
\cong \bigoplus_{\lambda \in P(N-k, k)} \pi_2(S_{\mu}(C^{N}/V) \otimes S_{\lambda}V[k, N-k] - |\mu| + d').
\]

(5.14)

where \( \pi_1, \pi_2 \) are the natural projection from \( G(k, N) \times G(0, N) \) to \( G(k, N) \), \( G(0, N) \) respectively.
Let $\mu = (\mu_1, \ldots, \mu_{N-k})$ and $\lambda = (\lambda_1, \ldots, \lambda_k)$ with $0 \leq \mu_{N-k} \leq \ldots \leq \mu_1 \leq k$ and $0 \leq \lambda_k \leq \ldots \leq \lambda_1 \leq N-k$. Since $\omega_{G(k,N)} = \det(V)^{-N+k} \otimes \det((\mathbb{C}^N/V)^k)$, we have

$$S_{\mu}(\mathbb{C}^N/V) \otimes \omega_{G(k,N)} \otimes (S_\lambda V)^\vee \cong S_{\mu}(\mathbb{C}^N/V) \otimes \det(V)^{-N-k} \otimes \det((\mathbb{C}^N/V)^{-k}) \otimes (S_\lambda V)^\vee$$

$$\cong S_{(\mu_1, \ldots, \mu_{N-k})}(\mathbb{C}^N/V) \otimes \det(V)^{-N-k} \otimes \det((\mathbb{C}^N/V)^{-k}) \otimes S_{(-\lambda_k, \ldots, -\lambda_1)}V$$

$$\cong S_{(\mu_1-k, \ldots, \mu_{N-k}+k)}(\mathbb{C}^N/V) \otimes S_{(-\lambda_k+N-k, \ldots, -\lambda_1+N-k)}V$$

$$\cong S_{(-\mu_{N-k}+k, \ldots, -\mu_1+k)}(\mathbb{C}^N/V) \otimes S_{(-\lambda_k+N-k, \ldots, -\lambda_1+N-k)}V.$$

Since $\pi_2$ is projection from $\mathcal{G}(k, N)$ to a point, $\pi_2(S_{\mu}(\mathbb{C}^N/V) \otimes \omega_{G(k,N)} \otimes (S_\lambda V)^\vee[k(N-k) - |\mu| + d'])$ is calculating the sheaf cohomology. More precisely,

$$\pi_2(S_{\mu}(\mathbb{C}^N/V) \otimes \omega_{G(k,N)} \otimes (S_\lambda V)^\vee[k(N-k) - |\mu| + d'])$$

$$\cong H^s(\mathcal{G}(k, N), S_{\mu}(\mathbb{C}^N/V) \otimes \omega_{G(k,N)} \otimes (S_\lambda V)^\vee[k(N-k) - |\mu| + d'])$$

Note that we have $0 \leq -\mu_1 + k \leq \ldots \leq -\mu_{N-k} + k \leq k$ and $0 \leq -\lambda_1 + N-k \leq \ldots \leq -\lambda_k + N-k \leq N-k$, so by Lemma 4.14 we conclude that

$$H^s(\mathcal{G}(k, N), S_{(\mu_{N-k}-k, \ldots, -\mu_{1}+k)}(\mathbb{C}^N/V) \otimes S_{(-\lambda_k+N-k, \ldots, -\lambda_1+N-k)}V[k(N-k) - |\mu| + d'])$$

$$= \left\{ \begin{array}{ll}
0 & \text{for all } i, \text{ if } (-\lambda_k + N-k, \ldots, -\lambda_1 + N-k) \neq (-\mu_{N-k}+k, \ldots, -\mu_1+k)^* \\
0 & \text{for all } i \neq -d', \text{ if } (-\lambda_k + N-k, \ldots, -\lambda_1 + N-k) = (-\mu_{N-k}+k, \ldots, -\mu_1+k)^* \\
\mathbb{C} & \text{for all } i = -d', \text{ if } (-\lambda_k + N-k, \ldots, -\lambda_1 + N-k) = (-\mu_{N-k}+k, \ldots, -\mu_1+k)^*.
\end{array} \right.$$}

This implies that (5.14) is isomorphic to $\bigoplus_{\lambda} \mathbb{C}[d'] \in D_{\leq 0}(0, N)$, where $d' \geq 0$ and the sum is over all $\lambda = (\lambda_1, \ldots, \lambda_k)$ such that $(-\lambda_k+N-k, \ldots, -\lambda_1+N-k) = (-\mu_{N-k}+k, \ldots, -\mu_1+k)^*$. Thus $(\varphi'_{\mu}^*)^R(S_{\mu}C^N/V[-|\mu| + d']) \in D_{\geq 0}(0, N)$.

Next, we show that $S_{\lambda}V[d] \in D_{\geq 0}(k, N-k)$ for all $d \leq 0$. Similarly, we have to show that $(\varphi'_{\mu}^*)^R(S_{\lambda}V[d]) \in D_{\geq 0}(0, N)$. Again, by definition of the FM transform and using the same argument to simplify, we have

$$(\varphi'_{\mu}^*)^R(S_{\lambda}V[d]) = \pi_{2*}(\pi_1^*(S_{\lambda}V[d] \otimes \omega_{G(k,N)} \otimes \bigoplus_{\lambda' \in P(N-k,k)} (S_{\lambda'} V)^\vee[k(N-k)]))$$

$$\cong \bigoplus_{\lambda' \in P(N-k,k)} \pi_{2*}(S_{\lambda}V \otimes \omega_{G(k,N)} \otimes (S_{\lambda'} V)^\vee[k(N-k) + d'])$$

$$\cong \bigoplus_{\lambda' \in P(N-k,k)} H^s(\mathcal{G}(k, N), S_{(\lambda_1, \ldots, \lambda_k)} V \otimes S_{(-\lambda_k-N-k, \ldots, -\lambda_1-N-k)} V \otimes S_{(k, \ldots, k)}(\mathbb{C}^N/V)^\vee[k(N-k) + d']).$$

(5.15)

where $0 \leq \lambda_k \leq \ldots \leq \lambda_1 \leq N-k$ and $0 \leq \lambda'_k \leq \ldots \leq \lambda'_1 \leq N-k$, thus $0 \leq N-k - \lambda'_k \leq \ldots \leq N-k - \lambda'_1 \leq N-k$.

If we denote $(N-k - \lambda'_k, \ldots, N-k - \lambda'_1)$ by $\lambda''$, then we have to calculate $S_{\lambda}V \otimes S_{\lambda''}V$, which will be given by the Littlewood-Richardson rule. More precisely, we can write

$$S_{\lambda}V \otimes S_{\lambda''}V \cong \bigoplus_{\nu} (S_{\nu} V)^{\otimes \varphi_{\lambda,\lambda''}}$$
where $\nu$ are certain Young diagram that obtained by adding cells of $\lambda''$ to $\lambda$, and $c_{\nu}^{\lambda,\lambda''}$ is the multiplicity called the Littlewood-Richardson coefficients.

So we have to calculate $H^*(\mathbb{G}(k,N), \mathbb{S}_\nu \mathcal{V} \otimes \mathbb{S}_{(k,...,k)}(\mathbb{C}^N/\mathcal{V})^\vee[k(N-k)+d])$. Note that since $0 \leq \lambda_k \leq ... \leq \lambda_1 \leq N - k$ and $0 \leq N - k - \lambda_1' \leq ... \leq N - k - \lambda_k' \leq N - k$, the possible range for $\nu = (\nu_1, ..., \nu_k)$ are $0 \leq \nu_k \leq ... \leq \nu_1 \leq 2(N-k)$.

By Lemma 4.11 we conclude that $H^i(\mathbb{G}(k,N), \mathbb{S}_\nu \mathcal{V} \otimes \mathbb{S}_{(k,...,k)}(\mathbb{C}^N/\mathcal{V})^\vee[k(N-k)+d])$ only nonzero when $i = -d$. Thus (5.15) becomes $\bigoplus_{i \in \mathbb{R}} \mathbb{C}^{n_i}[d]$ for some finite index set $I$ and positive integers $n_i$, which is in $\mathcal{D}^{\geq 0}(0,N)$. Hence we show that $(\varphi^*_k)^{\mathcal{R}}(\mathbb{S}_\lambda \mathcal{V}[d]) \in \mathcal{D}^{\geq 0}(0,N)$. \hfill \Box

6. Passage to the Grothendieck groups

One of the property for full exceptional collections in a triangulated category $\mathcal{D}$ is that, when pass to the $K$-theory (Grothendieck group), by definition, they give semiorthogonal basis with respect to the bilinear Euler form $\sum_{i \in \mathbb{Z}} (-1)^i \dim \text{Hom}_\mathcal{D}(-, [-i])$.

From Corollary 2.10 we have a full exceptional collection $R(k,N-k)$ for $\mathcal{D}^b(\mathbb{G}(k,N))$. So when pass to the $K$-theory, we obtain a basis for $K(\mathbb{G}(k,N))$. On the other hand, from Theorem 3.4 we also have a categorical action of $\mathcal{U}_{0,N}(\mathcal{L}s_2)$ on $\bigoplus_k \mathcal{D}^b(\mathbb{G}(k,N))$. Thus, it induces an action of $\mathcal{U}_{0,N}(\mathcal{L}s_2)$ on $\bigoplus_k K(\mathbb{G}(k,N))$.

In this section, as an application, we calculate the matrix coefficients for the generators $e_1(k,N-k), f_1(k,N-k)$ of $\mathcal{U}_{0,N}(\mathcal{L}s_2)$. In fact, the result we obtain holds for all $r, s \in \mathbb{Z}$ since the generators $e_1(k,N-k), f_1(k,N-k)$ can be defined for all $r, s \in \mathbb{Z}$.

This would not be done by direct calculation using the definition of the generators $e_1(k,N-k), f_1(k,N-k)$, i.e. K-theoretical Fourier-Mukai transformation. Note that $e_1(k,N-k), f_1(k,N-k)$ can be defined as $e_1(k,N-k), f_1(k,N-k)$ up to some conjugation of determinant line bundles (see 6.2 for details). So we need to calculate $e_1(k,N-k), f_1(k,N-k)$ first. This is done by calculated at the categorical level via using Theorem 5.5 and convolution of kernels, then pass to the $K$-theory to obtain the result.

6.1. The case $r = s = 0$. In this subsection, we calculate the action of $e_1(k,N-k), f_1(k,N-k)$ on the basis elements from the exceptional collection $\mathcal{R}(k,N-k)$.

For each $k$, recall that the objects in $\mathcal{R}(k,N-k)$ is of the form $\mathbb{S}_\lambda \mathcal{V}$ with $\lambda = (\lambda_1, ..., \lambda_k)$ and $0 \leq \lambda_k \leq ... \leq \lambda_1 \leq N - k$. By Corollary 5.7 we have $\mathbb{S}_\lambda \mathcal{V} = \mathbb{F}_{\lambda_1} * ... * \mathbb{F}_{\lambda_k} 1_{(0,N)}$. We have to understand how the functors $E_1(k,N-k), F_1(k,N-k)$ acting on the objects of $\mathcal{R}(k,N-k)$ for all $k$.

From Theorem 3.4 we know that the action of $\mathcal{U}_{0,N}(\mathcal{L}s_2)$ on $\bigoplus_k \mathcal{D}^b(\mathbb{G}(k,N))$ is by using FM transformations, i.e. $E_1(k,N-k), F_1(k,N-k)$ are FM transformations with FM kernels $E_1(k,N-k), F_1(k,N-k)$. Thus to study the action of $E_1(k,N-k), F_1(k,N-k)$ on those objects is to study the convolution of kernels and use Definition 3.2 to deduce the results.
Proposition 6.1. Let $\lambda = (\lambda_1, \ldots, \lambda_k)$ with $0 \leq \lambda_k \leq \ldots \leq \lambda_1 \leq N - k$. We have the following isomorphism.

$$E_{(k,N-k)}(S,V) \cong \mathcal{E} \ast F_{\lambda_1} \ast \ldots \ast F_{\lambda_k} 1_{(0,N)}$$

$$\cong \begin{cases} 
0 & \text{if } 1 \leq \lambda_k \leq N - k \\
F_{\lambda_1} \ast \ldots \ast F_{\lambda_{k-1}} 1_{(0,N)} & \text{if } \lambda_k = 0 
\end{cases} \quad (6.1)$$

$$F_{(k,N-k)}(S,V) \cong F \ast F_{\lambda_1} \ast \ldots \ast F_{\lambda_k} 1_{(0,N)}$$

$$\cong \begin{cases} 
0 & \text{if } \lambda_i = i \text{ for some } i \\
F_{\lambda_{i-1}} \ast \ldots \ast F_{\lambda_{i-1}} \ast F_i \ast F_{\lambda_{i+1}} \ldots \ast F_{\lambda_k} [t] 1_{(0,N)} & \text{for } 1 \leq i \leq t \text{ and } \lambda_{i+1} \leq t 
\end{cases} \quad (6.2)$$

Proof. We use Definition 3.2 of the categorical action to help us prove this proposition.

For (6.1), we have to calculate $\mathcal{E} \ast F_{\lambda_1} \ast \ldots \ast F_{\lambda_k} 1_{(0,N)}$. Note that since $0 \leq \lambda_k \leq \ldots \leq \lambda_1 \leq N - k$, we have $\mathcal{E} \ast F_{\lambda_1} 1_{(k-1,N-k-1)} \cong F_{\lambda_1} \ast \mathcal{E} 1_{(k-1,N-k+1)}$, which is by relation (16) (c) in Definition 3.2. Similarly, we have $\mathcal{E} \ast F_{\lambda_i} 1_{(k-2,N-k+2)} \cong F_{\lambda_i} \ast \mathcal{E} 1_{(k-1,N-k+2)}$ and so on.

Eventually, we would end up with

$$\mathcal{E} \ast F_{\lambda_1} \ast \ldots \ast F_{\lambda_k} 1_{(0,N)} \cong \ldots \cong F_{\lambda_1} \ast \ldots \ast \mathcal{E} \ast F_{\lambda_k} 1_{(0,N)}.$$  

(6.3)

If $1 \leq \lambda_k \leq N - k$, then $\mathcal{E} \ast F_{\lambda_k} 1_{(0,N)} \cong F_{\lambda_k} \ast \mathcal{E} 1_{(0,N)}$ and so (6.3) $\cong 0$. Otherwise, we have $\lambda_k = 0$ and so $\mathcal{E} \ast F_{\lambda_k} 1_{(0,N)} \cong \Psi^{-1}[-1] 1_{(0,N)}$ from relation (16) (c) in Definition 3.2. Since $\Psi$ is given by a FM kernel from Definition 3.3, we have $\Psi^{-1}[-1] 1_{(0,N)} \cong 1_{(0,N)}$ and thus $F_{\lambda_1} \ast \ldots \ast \mathcal{E} \ast F_{\lambda_k} 1_{(0,N)} \cong F_{\lambda_1} \ast \ldots \ast F_{\lambda_{k-1}} 1_{(0,N)}$.

For (6.2), we use relation (10)(a) in Definition 3.2.

If $\lambda_i = i$ for some $1 \leq i \leq k$, then we have $i = \lambda_i \leq \lambda_{i-1} \leq \ldots \leq \lambda_1$. This implies that

$$F \ast F_{\lambda_1} \ast \ldots \ast F_{\lambda_k} 1_{(0,N)} \cong F_{\lambda_1 - 1} \ast F_1 \ast \ldots \ast F_{\lambda_k} 1_{(0,N)}[-1]$$

$$\cong \ldots$$

$$\cong F_{\lambda_1 - 1} \ast \ldots \ast F_{\lambda_{i-1}} \ast F_{i-1} \ast \ldots \ast F_{\lambda_k} 1_{(0,N)}[-i + 1]$$

$$\cong 0$$

Otherwise, there exist an unique $0 \leq t \leq k$ such that $\lambda_i \geq i + 1$ for $1 \leq i \leq t$ and $\lambda_{t+1} \leq t$. More precisely, we have the following cases.

When $t = 0$, this means that $\lambda_1 \leq 0$ and thus $\lambda_i = 0$ for all $i$. So $F \ast F_{\lambda_1} \ast \ldots \ast F_{\lambda_k} 1_{(0,N)} \cong F \ast F \ast \ldots \ast F 1_{(0,N)}$.

When $1 \leq t \leq k - 1$, we have $\lambda_1 \geq 2$, $\lambda_2 \geq 3$, ..., $\lambda_t \geq t + 1$ and $\lambda_{t+1} \leq t$. This means that $\lambda_k \leq \ldots \leq \lambda_{t+1} \leq t$. So by relation (10)(a) in Definition 3.2 we obtain

$$F \ast F_{\lambda_1} \ast \ldots \ast F_{\lambda_k} 1_{(0,N)} \cong F_{\lambda_1 - 1} \ast \ldots \ast F_{\lambda_{i-1}} \ast F_i \ast \ldots \ast F_{\lambda_k} [-t] 1_{(0,N)}$$

where $(\lambda_1 - 1, \ldots, \lambda_i - 1, t, \lambda_{i+1}, \ldots, \lambda_k) \in P(N - k - 1, k + 1)$.

Finally, when $t = k$, we have $\lambda_i \geq i + 1$ for all $1 \leq i \leq k$, so $F \ast F_{\lambda_1} \ast \ldots \ast F_{\lambda_k} 1_{(0,N)} \cong F_{\lambda_1 - 1} \ast \ldots \ast F_{\lambda_k - 1} \ast F_k [-k] 1_{(0,N)}$ and $(\lambda_1 - 1, \ldots, \lambda_k - 1, k) \in P(N - k - 1, k + 1)$.

$\square$
As a corollary, we obtain how the generators $e_1(k,N-k)$, $f_1(k,N-k)$ act on the basis $[R_{(k,N-k)}] = \{[\mathbb{S}_\lambda \mathcal{V}] \mid \lambda \in P(N-k,k)\}$.

**Corollary 6.2.** For $\lambda = (\lambda_1, \ldots, \lambda_k) \in P(N-k,k)$ and $\mathcal{V}$, $\mathcal{V}'$, $\mathcal{V}''$ be the tautological bundle of rank $k$, $k-1$, $k+1$ on $\mathbb{G}(k, N)$, $\mathbb{G}(k-1, N)$, $\mathbb{G}(k+1, N)$, respectively. We have

$$e_1(k,N-k)([\mathbb{S}_\lambda \mathcal{V}]) = \begin{cases} 0 & \text{if } 1 \leq \lambda_k \leq N-k \\ [\mathbb{S}_{(\lambda_1, \ldots, \lambda_{k-1})} \mathcal{V}] & \text{if } \lambda_k = 0 \end{cases}$$

$$f_1(k,N-k)([\mathbb{S}_\lambda \mathcal{V}]) = \begin{cases} 0 & \text{if } \lambda_i = i \text{ for some } i \\ (-1)^r [\mathbb{S}_{(\lambda_1, \ldots, \lambda_{-1}, t, \lambda_{t+1}, \ldots, \lambda_k)} \mathcal{V}'] & \exists ! 0 \leq t \leq k \text{ s.t. } \lambda_t \geq i+1 \\ & \text{for } 1 \leq i \leq t \text{ and } \lambda_{t+1} \leq t \end{cases}$$

### 6.2. For general $r, s \neq 0$.

Let $\mathcal{V}$, $\mathcal{V}'$, $\mathcal{V}''$ be the tautological bundle of rank $k$, $k-1$, $k+1$ on $\mathbb{G}(k, N)$, $\mathbb{G}(k-1, N)$, $\mathbb{G}(k+1, N)$, respectively. Then we have the basis

$$[R_{(k,N-k)}] = \{[\mathbb{S}_\lambda \mathcal{V}] \mid \lambda \in P(N-k,k)\},$$

$$[R_{(k-1,N-k+1)}] = \{[\mathbb{S}_\lambda \mathcal{V}'] \mid \lambda' \in P(N-k+1,k-1)\},$$

$$[R_{(k+1,N-k-1)}] = \{[\mathbb{S}_\lambda \mathcal{V}'' \mid \lambda'' \in P(N-k-1,k+1)\}$$

for their Grothendieck groups $K(\mathbb{G}(k, N))$, $K(\mathbb{G}(k-1, N))$, $K(\mathbb{G}(k+1, N))$, respectively.

Let us fix some notations, we denote $[\lambda]$ to be the basis element $[\mathbb{S}_\lambda \mathcal{V}]$ for $\lambda \in P(N-k,k)$. Similarly for $[\lambda']$ and $[\lambda'']$. Also, for $\lambda = (\lambda_1, \ldots, \lambda_k) \in P(N-k,k)$, we will denote $\lambda + n$ for $(\lambda_1, n, \ldots, \lambda_k + n)$ for all $n \in \mathbb{Z}$ and $\lambda^* = (\lambda_1^*, \ldots, \lambda_{N-k}^*) \in P(k, N-k)$ for its conjugate partition. Finally, we use $\text{gdim}$ for the notion of graded dimension, i.e.,

$$\text{gdim} R \text{Hom}(\mathcal{X}, \mathcal{Y}) := \sum_{i \in \mathbb{Z}} (-1)^i \dim \text{Ext}^i(\mathcal{X}, \mathcal{Y})$$

for all $\mathcal{X}, \mathcal{Y} \in \mathcal{D}^b(\mathbb{G}(k, N))$.

The goal of this subsection is to calculate the matrix coefficients for $e_r 1_{(k,N-k)}$, $f_s 1_{(k,N-k)}$; i.e., $[e_r 1_{(k,N-k)}]_{[\lambda _i ] [\lambda ']}$ and $[f_s 1_{(k,N-k)}]_{[\lambda i ] [\lambda ']}$ for $r, s \neq 0$.

Consider $e_r 1_{(k,N-k)}$ first, let us recall that its action at categorical level is given by the following correspondence

$$Fl(k-1, k) = \{0^1 \subset V' \subset V \subset \mathbb{C}^N\}$$

and $E_r 1_{(k,N-k)} := p_2(st(V/V'))$. Let us define the functor $G : \mathcal{D}^b(\mathbb{G}(k, N)) \to \mathcal{D}^b(\mathbb{G}(k, N))$ to be given by tensoring by the line bundle $\det(\mathcal{V})$ and the corresponding map $g : K(\mathbb{G}(k, N)) \to K(\mathbb{G}(k, N))$ after passing to the $K$-theory. Then we have $E_r 1_{(k,N-k)} = G^{-r} E G(1_{(k,N-k)})$ and $e_r 1_{(k,N-k)} = g^{-r} e g(1_{(k,N-k)})$ for all $r \in \mathbb{Z}$. Similarly we have $f_s 1_{(k,N-k)} = g^s e g^{-s} 1_{(k,N-k)}$ for all $s \in \mathbb{Z}$.

Before we give the result for the matrix coefficient of $[e_r 1_{(k,N-k)}]_{[\lambda_i ], [\lambda ']}$, we have to introduce more notations.
\textbf{Definition 6.3.} For fixed $r \neq 0$, $\lambda \in P(N - k, k)$, $\lambda' \in P(N - k + 1, k - 1)$, we define
\[x_\mu := (\lambda_k + r, \ldots, \lambda_1 + r, -\mu_1^*, \ldots, -\mu_{N - k}^*)\]
\[y_\mu := (\mu_{k-1} - r, \ldots, \mu_1 - r, -\lambda_1^*, \ldots, -\lambda_{N - k + 1}^*)\]
for all $\mu \in P(N - k, k)$ with $\mu_k = 0$.

\textbf{Definition 6.4.} For fixed $r \neq 0$, $\lambda \in P(N - k, k)$, $\lambda' \in P(N - k + 1, k - 1)$, we define the following three subsets of $P(N - k, k)$.
\[P_1(N - k, k) = \{ \mu \in P(N - k, k) : \mu_k = 0, \mu_1^* \leq -\lambda_1 - r, \mu_1 > r - \lambda_1^* \} \quad \exists! w \in W \text{ s.t. } w * (-y_\mu) \text{ is dominant} \]
\[P_2(N - k, k) = \{ \mu \in P(N - k, k) : \mu_k = 0, \mu_1^* > -\lambda_1 - r, \mu_1 \leq r - \lambda_1^* \} \quad \exists! w' \in W \text{ s.t. } w' * (-x_\mu) \text{ is dominant} \]
\[P_3(N - k, k) = \{ \mu \in P(N - k, k) : \mu_k = 0, \mu_1^* > -\lambda_1 - r, \mu_1 > r - \lambda_1^* \} \quad \exists! w_1, w_2 \in W \text{ s.t. } w_1 * (-x_\mu), w_2 * (-y_\mu) \text{ are dominant} \]

First, the matrix coefficients $[e_r1_{(k, N - k)}][\lambda, \lambda']$ is given in the following Theorem.

\textbf{Theorem 6.5.} For $r \neq 0$, we have
\[ [e_r1_{(k, N - k)}][\lambda, \lambda'] = \sum_{\mu \in P_1(N - k, k)} (-1)^{||\mu|| + ||\lambda'|| + l(w)} \dim(S_{-x_\mu} \mathbb{C}^N)^{\lor} \dim(S_{w*(y_\mu)} \mathbb{C}^N)^{\lor} \]
\[+ \sum_{\mu \in P_2(N - k, k)} (-1)^{||\mu|| + ||\lambda'|| + l(w')} \dim(S_{w'*(-x_\mu)} \mathbb{C}^N)^{\lor} \dim(S_{-y_\mu} \mathbb{C}^N)^{\lor} \]
\[+ \sum_{\mu \in P_3(N - k, k)} (-1)^{||\mu|| + ||\lambda'|| + l(w_1) + l(w_2)} \dim(S_{w_1*(-x_\mu)} \mathbb{C}^N)^{\lor} \dim(S_{w_2*(-y_\mu)} \mathbb{C}^N)^{\lor} \]

where $x_\mu, y_\mu$ and $P_1(k, N - k), P_2(N - k, k), P_3(N - k, k)$ are defined in Definition 6.3, 6.4.

\textbf{Proof.} To calculate $[e_r1_{(k, N - k)}][\lambda, \lambda']$, we have to calculate $e_r1_{(k, N - k)}([S_\lambda \mathcal{V}])$. By above argument, we get
\[ e_r1_{(k, N - k)}([S_\lambda \mathcal{V}]) = g^{-r}e g^{r}1_{(k, N - k)}([S_\lambda \mathcal{V}]) = g^{-r}e1_{(k, N - k)}([S_\lambda \mathcal{V} \otimes \det(\mathcal{V})^r]) = g^{-r}e1_{(k, N - k)}([S_{\lambda + r} \mathcal{V}]). \]  

From (6.1), we know that the dual exceptional collection is given by
\[ \mathcal{R}'_{(k, N - k)} = \{ S_{\mu^*}(\mathbb{C}^N / \mathcal{V})[\cdot | \mu] \mid \mu \in P(N - k, k) \} \]
which implies that $\{(\lambda) S_{\mu^*}(\mathbb{C}^N / \mathcal{V}) \mid \mu \in P(N - k, k)\}$ is the dual basis for $\{[S_\lambda \mathcal{V}] \mid \lambda \in P(N - k, k)\}$ under the bilinear Euler form $\sum_{i \in \mathbb{Z}} (-1)^i \dim \text{Hom}_\mathbb{C}(-, [-i])$.

So $[S_{\lambda + r} \mathcal{V}]) \in K(G(k, N))$ can be written as
\[ [S_{\lambda + r} \mathcal{V}] = \sum_{\mu \in P(N - k, k)} (-1)^{||\mu||} \dim RH(\mathcal{S}_{\mu^*}(\mathbb{C}^N / \mathcal{V}), S_{\lambda + r} \mathcal{V})) [S_\mu \mathcal{V}]. \]
So (6.4) becomes
\[
g^{-r}e_{1,(k,N-k)}(\sum_{\mu \in \mathbb{P}(N-k,k)} (-1)^{|\mu|} \text{gdim} \text{RHom}(S_{\mu^*}(\mathbb{C}^N/\mathcal{V}), S_{\lambda+r}\mathcal{V})[S_{\mu}\mathcal{V}])
\]
\[
= g^{-r}(\sum_{\mu \in \mathbb{P}(N-k,k)} (-1)^{|\mu|} \text{gdim} \text{RHom}(S_{\mu^*}(\mathbb{C}^N/\mathcal{V}), S_{\lambda+r}\mathcal{V})e_{1,(k,N-k)}([S_{\mu}\mathcal{V}]))
\]
\[
= g^{-r}(\sum_{\mu \in \mathbb{P}(N-k,k) \text{ with } \mu_k=0} (-1)^{|\mu|} \text{gdim} \text{RHom}(S_{\mu^*}(\mathbb{C}^N/\mathcal{V}), S_{\lambda+r}\mathcal{V})[S_{\mu}\mathcal{V}]) \text{ by Corollary 6.2 (6.5)}
\]
\[
= \sum_{\mu \in \mathbb{P}(N-k,k) \text{ with } \mu_k=0} (-1)^{|\mu|} \text{gdim} \text{RHom}(S_{\mu^*}(\mathbb{C}^N/\mathcal{V}), S_{\lambda+r}\mathcal{V})[S_{\mu}\mathcal{V}].
\]

Now for \([S_{\mu-r}\mathcal{V}'] \in K(\mathbb{G}(k-1, N))\), we also have the dual basis \(\mathcal{R}'_{(k-1,N-k+1)}\) similar to (4.1). So we obtain
\[
[S_{\mu-r}\mathcal{V}'] = \sum_{\lambda' \in \mathbb{P}(N-k+1,k-1)} (-1)^{|\lambda'|} \text{gdim} \text{RHom}(S_{\lambda'^*}(\mathbb{C}^N/\mathcal{V}'), S_{\mu-r}\mathcal{V}')[S_{\lambda'}\mathcal{V}'].
\]

Combining them together, we have (6.5) becomes
\[
\sum_{\mu \in \mathbb{P}(N-k,k) \text{ with } \mu_k=0} \sum_{\lambda' \in \mathbb{P}(N-k+1,k-1)} (-1)^{|\mu|+|\lambda'|} \text{gdim} \text{RHom}(S_{\mu^*}(\mathbb{C}^N/\mathcal{V}), S_{\lambda+r}\mathcal{V}) \text{gdim} \text{RHom}(S_{\lambda'^*}(\mathbb{C}^N/\mathcal{V}'), S_{\mu-r}\mathcal{V}')[S_{\lambda'}\mathcal{V}'].
\]

Thus the matrix coefficient \([e, r_{1,(k,N-k)}][\lambda],[\lambda']\) is given by
\[
\sum_{\mu \in \mathbb{P}(N-k,k) \text{ with } \mu_k=0} (-1)^{|\mu|+|\lambda'|} \text{gdim} \text{RHom}(S_{\mu^*}(\mathbb{C}^N/\mathcal{V}), S_{\lambda+r}\mathcal{V}) \text{gdim} \text{RHom}(S_{\lambda'^*}(\mathbb{C}^N/\mathcal{V}'), S_{\mu-r}\mathcal{V}').
\]

To know (6.6), we have to calculate \(\text{RHom}(S_{\mu^*}(\mathbb{C}^N/\mathcal{V}), S_{\lambda+r}\mathcal{V})\) and \(\text{RHom}(S_{\lambda'^*}(\mathbb{C}^N/\mathcal{V}'), S_{\mu-r}\mathcal{V}').\)

By using the cohomological computation from 2.5 of [Kap85], we have the following
\[
\text{RHom}(S_{\mu^*}(\mathbb{C}^N/\mathcal{V}), S_{\lambda+r}\mathcal{V}) \cong \text{RHom}(\mathcal{O}_{\mathbb{G}(k,N)}, S_{\lambda+r}\mathcal{V} \otimes (S_{\mu^*}(\mathbb{C}^N/\mathcal{V}'))^\vee) \\
\cong H^*(\mathbb{G}(k,N), S_{\lambda+r}\mathcal{V} \otimes (S_{\mu^*}(\mathbb{C}^N/\mathcal{V}'))^\vee) \cong H^*(\mathcal{F}, \mathcal{L}_{x_{\mu}})
\]
\[
\text{RHom}(S_{\lambda'^*}(\mathbb{C}^N/\mathcal{V}'), S_{\mu-r}\mathcal{V}') \cong \text{RHom}(\mathcal{O}_{\mathbb{G}(k-1,N)}, S_{\mu-r}\mathcal{V}' \otimes (S_{\lambda'^*}(\mathbb{C}^N/\mathcal{V}'))^\vee) \\
\cong H^*(\mathbb{G}(k-1,N), S_{\mu-r}\mathcal{V}' \otimes (S_{\lambda'^*}(\mathbb{C}^N/\mathcal{V}'))^\vee) \cong H^*(\mathcal{F}, \mathcal{L}_{y_{\mu}})
\]

where \(\mathcal{F}\) is the full flag variety and \(\mathcal{L}_{x_{\mu}}, \mathcal{L}_{y_{\mu}}\) are the line bundles given by the characters \(x_{\mu} = (\lambda_k + r, ..., \lambda_1 + r, -\mu^{*}_{N-k}, ..., -\mu^{*}_{N-k+1})\) and \(y_{\mu} = (\mu_{k-1} - r, ..., \mu_1 - r, -\lambda'^{*}_{1}, ..., -\lambda'^{*}_{N-k+1})\) respectively.

The summation term in (6.6) is non-zero only when both \(\text{RHom}(S_{\mu^*}(\mathbb{C}^N/\mathcal{V}), S_{\lambda+r}\mathcal{V})\) and \(\text{RHom}(S_{\lambda'^*}(\mathbb{C}^N/\mathcal{V}'), S_{\mu-r}\mathcal{V}')\) are non-zero. By the above argument, this is equivalent to \(H^*(\mathcal{F}, \mathcal{L}_{x_{\mu}}) \neq 0\) and \(H^*(\mathcal{F}, \mathcal{L}_{y_{\mu}}) \neq 0\).

By using the Borel-Weil-Bott Theorem 5.3, there are 4 conditions for \(H^*(\mathcal{F}, \mathcal{L}_{x_{\mu}}) \neq 0\) and \(H^*(\mathcal{F}, \mathcal{L}_{y_{\mu}}) \neq 0\). They are
(1) Both $-x_\mu$ and $-y_\mu$ are dominant

(2) $-x_\mu$ is dominant, $-y_\mu$ is not dominant but $\exists! w \in W$ such that $w^*(-y_\mu)$ is dominant.

(3) $-y_\mu$ is dominant, $-x_\mu$ is not dominant but $\exists! w \in W$ such that $w^*(-x_\mu)$ is dominant.

(4) Both $-x_\mu$ and $-y_\mu$ are not dominant, but $\exists! w_1 \in W \exists! w_2 \in W$ such that $w_1^*(-x_\mu)$ and $w_2^*(-y_\mu)$ are dominant.

Consider the first case (1), we have $-x_\mu = (-\lambda_k - r, ..., -\lambda_1 - r, \mu_1^*, ..., \mu_{N-k}^*)$ and $-y_\mu = (-\mu_{k-1} - r, ..., -\mu_1 + r, \lambda_1^*, ..., \lambda_{N-k+1}^*)$.

Note that we have

$$\lambda = (\lambda_1, ..., \lambda_k) \in P(N-k,k) \text{ with } 0 \leq \lambda_k \leq ... \leq \lambda_1 \leq N - k$$

$$\mu = (\mu_1, ..., \mu_{k-1}, 0) \in P(N-k,k) \text{ with } 0 \leq \mu_{k-1} \leq ... \leq \mu_1 \leq N - k$$

$$\mu^* = (\mu_1^*, ..., \mu_{N-k}^*) \in P(k,N-k) \text{ with } 0 \leq \mu_{N-k}^* \leq ... \leq \mu_1^* \leq k$$

$$\lambda^* = (\lambda_1^*, ..., \lambda_{N-k+1}^*) \in P(k-1,N-k+1) \text{ with } 0 \leq \lambda_{N-k+1}^* \leq ... \leq \lambda_1^* \leq k - 1$$

So $N + k - r \leq -\lambda_1 - r \leq ... \leq -\lambda_k - r \leq -r$ and $N + k + r \leq -\mu_1 + r \leq ... \leq -\mu_{k-1} + r \leq r$. Thus, for $-x_\mu$ to be dominant, we need $-\lambda_1 - r \geq \mu_1^*$. For $-y_\mu$ to be dominant, we need $-\mu_1 + r \geq \lambda_1^*$. Since $r \neq 0$, if $r \geq 1$, then $0 \leq \mu_1^* \leq -\lambda_1 - r \leq -1$, which is impossible. Similarly, if $r \leq -1$, then $0 \leq \lambda_1^* \leq -\mu_1 + r \leq -1$, which is also impossible. So the $\mu \in P(N-k,k)$ that satisfy condition (1) is empty.

Consider the second case (2), for $-x_\mu$ dominant and $-y_\mu$ not dominant, we have $-\lambda_1 - r \geq \mu_1^*$ and $-\mu_1 + r < \lambda_1^*$ from the analysis in case (1). In this case, if there exist an unique $w \in W$ such that $w^*(-y_\mu)$ is dominant, then from Theorem 5.3 we have $H^*(Fl, \mathcal{L}_x) \cong (\mathbb{S}_{-x_\mu} \mathbb{C}^N)\vee$ and $H^*(Fl, \mathcal{L}_y) \cong (\mathbb{S}_{w^*(-y_\mu)} \mathbb{C}^N)^\vee[-l(w)]$. Those $\mu$ that satisfy this condition are precisely the elements in $P_2(N-k,k)$.

Consider the third case (3), for $-x_\mu$ not dominant and $-y_\mu$ dominant, we have $-\lambda_1 - r < \mu_1^*$ and $-\mu_1 + r \geq \lambda_1^*$ from the analysis in case (1). In this case, if there exist an unique $w \in W$ such that $w^*(-x_\mu)$ is dominant, then from Theorem 5.3 we have $H^*(Fl, \mathcal{L}_x) \cong (\mathbb{S}_{w^*(-x_\mu)} \mathbb{C}^N)^\vee[-l(w)]$ and $H^*(Fl, \mathcal{L}_y) \cong (\mathbb{S}_{-y_\mu} \mathbb{C}^N)^\vee$. Those $\mu$ that satisfy this condition are precisely the elements in $P_3(N-k,k)$.

Finally, consider the fourth case (4), for both $-x_\mu$ and $-y_\mu$ not dominant, we have $-\lambda_1 - r < \mu_1^*$ and $-\mu_1 + r < \lambda_1^*$ from the analysis in case (1). In this case, if there exist unique $w_1, w_2 \in W$ such that $w_1^*(-x_\mu)$ and $w_2^*(-y_\mu)$ are dominant, then from Theorem 5.3 we have $H^*(Fl, \mathcal{L}_x) \cong (\mathbb{S}_{w_1^*(-x_\mu)} \mathbb{C}^N)^\vee[-l(w_1)]$ and $H^*(Fl, \mathcal{L}_y) \cong (\mathbb{S}_{w_2^*(-y_\mu)} \mathbb{C}^N)^\vee[-l(w_2)]$. Those $\mu$ that satisfy this condition are precisely the elements in $P_3(N-k,k)$. 
Hence (6.6) becomes
\[
\sum_{\mu \in P_1(N-k,k)} (-1)^{|\mu|+|\lambda'|+l(w)} \dim(S_{-x_\mu}C^N)^\vee \dim(S_{w*(-y_\mu)}C^N)^\vee \\
+ \sum_{\mu \in P_2(N-k,k)} (-1)^{|\mu|+|\lambda'|+l(w')} \dim(S_{w*(x_\mu)}C^N)^\vee \dim(S_{-y_\mu}C^N)^\vee \\
+ \sum_{\mu \in P_3(N-k,k)} (-1)^{|\mu|+|\lambda'|+l(w_1)+l(w_2)} \dim(S_{w_1*(x_\mu)}C^N)^\vee \dim(S_{w_2*(-y_\mu)}C^N)^\vee .
\]

\[\square\]

Remark 6.6. Note that the subsets $P_i(N-k,k)$ can be empty depends on the value of $r, \lambda_1, \lambda_1^*$ where $i = 1, 2, 3$, in such case the sum would just be zero.

Remark 6.7. To know the actual value of the matrix coefficient in Theorem 6.5, we can use the formula for $\dim S_\nu C^N$ of a Young diagram $\nu = (\nu_1, ..., \nu_N)$ with $0 \leq \nu_N \leq ... \leq \nu_1$. It is given by

\[
\dim S_\nu C^N = \prod_{1 \leq i < j \leq N} \frac{\nu_i - \nu_j + j - i}{j - i}.
\]

Next, we also have to introduce more notations before we give the result for the matrix coefficient $[f_\nu 1_{(k,N-k)}]_{[\lambda],[\lambda']}$.  

Definition 6.8. For fixed $s \neq 0$, $\lambda \in P(N-k,k)$, $\lambda'' \in P(N-k-1,k+1)$, we define

\[
x_\mu := (\lambda_k - s, ..., \lambda_1 - s, -\mu^*_1, ..., -\mu^*_N) \\
y_\mu := (\mu_k + s, ..., \mu_{t(\mu)+1} + s, t(\mu) + s, \mu_{t(\mu)} - 1 + s, ..., \mu_1 - 1 + s, -\lambda''_1, ..., -\lambda''_{N-k-1})
\]

for all $\mu \in P(N-k,k)$ such that $\mu_i \neq i$ for all $i$, and there exists an unique $0 \leq t(\mu) \leq k$ such that $(\mu_1 - 1, ..., \mu_{t(\mu)} - 1, t(\mu), \mu_{t(\mu)+1}, ..., \mu_k) \in P(N-k-1,k+1)$.

Definition 6.9. For fixed $s \neq 0$, $\lambda \in P(N-k,k)$, $\lambda'' \in P(N-k-1,k+1)$, we define the following three subsets of $P(N-k,k)$.

\[
P_1'(N-k,k) = \left\{ \mu \in P(N-k,k) : \mu_i \neq i \ \forall i, \ \mu_1^* \leq -\lambda_1 + s, \ \mu_1 > 1 - s - \lambda_1^* \ \exists w \in W \text{ s.t. } w * (-y_{\mu}) \text{ is dominant} \right\}
\]

\[
P_2'(N-k,k) = \left\{ \mu \in P(N-k,k) : \mu_i \neq i \ \forall i, \ \mu_1^* > -\lambda_1 + s, \ \mu_1 \leq 1 - s - \lambda_1^* \ \exists w' \in W \text{ s.t. } w' * (-x_{\mu}) \text{ is dominant} \right\}
\]

\[
P_3'(N-k,k) = \left\{ \mu \in P(N-k,k) : \mu_i \neq i \ \forall i, \ \mu_1^* > -\lambda_1 + s, \ \mu_1 > 1 - s - \lambda_1^* \ \exists w_1, w_2 \in W \text{ s.t. } w_1 * (-x_{\mu}), w_2 * (-y_{\mu}) \text{ are dominant} \right\}
\]

Then $[f_\nu 1_{(k,N-k)}]_{[\lambda],[\lambda']}$ is given by the following theorem.
Theorem 6.10. For $s \neq 0$, we have
\[
[f_s 1_{(k, N-k)}][\lambda], [\lambda''] = (-1)^{|\lambda''|} \dim H^*(F, \mathcal{L}_{x_0}) \dim H^*(F, \mathcal{L}_{y_0})
+ \sum_{\mu \in P_1(N-k, k)} (-1)^{|\mu|+|\lambda''|+t(\mu)+l(\mu')} \dim(S_{-x_\mu} \mathbb{C}^N) \dim(S_{w*(-x_\mu')} \mathbb{C}^N)
+ \sum_{\mu \in P_2(N-k, k)} (-1)^{|\mu|+|\lambda''|+t(\mu)+l(\mu')} \dim(S_{w*(-x_\mu')} \mathbb{C}^N) \dim(S_{y_\mu} \mathbb{C}^N)
+ \sum_{\mu \in P_3(N-k, k)} (-1)^{|\mu|+|\lambda''|+t(\mu)+l(\mu)+l(w_1)+l(w_2)} \dim(S_{w*1(-x_\mu')} \mathbb{C}^N) \dim(S_{w*2(-y_\mu')} \mathbb{C}^N)
\]
where
\[
\dim H^*(F, \mathcal{L}_{x_0}) \dim H^*(F, \mathcal{L}_{y_0})
= \begin{cases}
\dim(S_{-x_0} \mathbb{C}^N) \dim(S_{-y_0} \mathbb{C}^N) \\
(-1)^l(w) \dim(S_{-x_0} \mathbb{C}^N) \dim(S_{w*(-y_0)} \mathbb{C}^N) \\
(-1)^l(w') \dim(S_{w*(-x_0')} \mathbb{C}^N) \dim(S_{-y_0} \mathbb{C}^N) \\
(-1)^l(w_1)+l(w_2) \dim(S_{w*1(-x_0')} \mathbb{C}^N) \dim(S_{w*2(-y_0)} \mathbb{C}^N) \\
0
\end{cases}
\]
if $s \leq \lambda_1$ and $s \leq \lambda_1''$ with $\exists! w \in W$ s.t. $w \ast (-y_0)$ dominant
if $s \geq \lambda_1$ and $s > \lambda_1''$ with $\exists! w' \in W$ s.t. $w' \ast (-x_0')$ dominant
if $s < \lambda_1$ and $s \leq \lambda_1'$ with $\exists! w_1, w_2 \in W$ s.t. $w_1 \ast (-x_0'), w_2 \ast (-y_0')$ dominant
otherwise

and where $x_\mu', y_\mu'$ and $P_1(k, N-k), P_2(N-k, k), P_3(N-k, k)$ are defined in Definition 6.8.

Proof. Similarly to Theorem 6.5, to calculate $[f_s 1_{(k, N-k)}][\lambda], [\lambda'']$, we have to calculate $f_1 1_{(k, N-k)}([\mathbb{S}_\lambda \mathbb{V}])$, which is the following
\[
f_1 1_{(k, N-k)}([\mathbb{S}_\lambda \mathbb{V}]) = g^s f g^{-1} 1_{(k, N-k)}([\mathbb{S}_\lambda \mathbb{V}])
= g^s f 1_{(k, N-k)}([\mathbb{S}_\lambda \mathbb{V} \otimes \det(V)^{-1}]) = g^s f 1_{(k, N-k)}([\mathbb{S}_{\lambda-s} \mathbb{V}]).
= g^s f 1_{(k, N-k)}(\sum_{\mu \in P(N-k, k)} (-1)^{|\mu|} \text{gdimRHom}(\mathbb{S}_{\mu}, \mathbb{C}^N/V) \sum_{\lambda-s} \mathbb{V}) \mathbb{S}_{\mu}) [\mathbb{V}])\]
(6.7)
\[
= g^s (\sum_{\mu \in P(N-k, k)} (-1)^{|\mu|} \text{gdimRHom}(\mathbb{S}_{\mu}, \mathbb{C}^N/V, \mathbb{S}_{\lambda-s} \mathbb{V}) f 1_{(k, N-k)}([\mathbb{S}_{\mu}]) [\mathbb{V}]).
\]
From Corollary 6.2, we have $f 1_{(k, N-k)}([\mathbb{S}_\mu \mathbb{V}])$ is non-zero only when $\mu_i \neq i$ for all $i$, and for such $\mu$ there exists an unique $0 \leq t(\mu) \leq k$ such that $f 1_{(k, N-k)}([\mathbb{S}_\mu \mathbb{V}]) = (-1)^t [\mathbb{S}_{(\mu_1-1,...,\mu_t(\mu)-1,t(\mu),\mu_{t(\mu)+1},...)},[\mathbb{V}])]$. For simplicity, we denote $(\mu_1-1, ..., \mu_{t(\mu)-1}, t(\mu), \mu_{t(\mu)+1}, ..., \mu_k)$ to be $\mu(t)$. We have the following observations which will be used in the later analysis of the matrix coefficient.

(1) If $t(\mu) = 0$, then we have $\mu_i = 0$ for all $i$ and thus $\mu_i^* = 0$ for all $i$. 


(2) If \( t(\mu) \geq 1 \), then we have \( \mu_1 \geq 2 \) (since \( \mu_1 \neq 1 \)) and thus \( \mu_1^* \geq 1 \).

Thus (6.7) becomes

\[
\sum_{\mu \in P(N-k,k) \atop \mu_i \neq i \text{ for all } i} (-1)^{\mu_1 + t(\mu)} \text{gdim} R\text{Hom}(S_{\mu^*}(C^N/\mathcal{V}), S_{\lambda-s} \mathcal{V})[S_{\mu(t)} \mathcal{V}'']
\]

\[
= \sum_{\mu \in P(N-k,k) \atop \mu_i \neq i \text{ for all } i} (-1)^{\mu_1 + t(\mu)} \text{gdim} R\text{Hom}(S_{\mu^*}(C^N/\mathcal{V}), S_{\lambda-s} \mathcal{V}) \text{gdim} R\text{Hom}(S_{\lambda^N}(C^N/\mathcal{V}'')), S_{\mu(t)+s} \mathcal{V}'')]
\]

So the matrix coefficient \([f_s 1_{(k,N-k)}][\lambda],[\lambda']\) is given by

\[
\sum_{\mu \in P(N-k,k) \atop \mu_i \neq i \text{ for all } i} (-1)^{\mu_1 + |\lambda'| + t(\mu)} \text{gdim} R\text{Hom}(S_{\mu^*}(C^N/\mathcal{V}), S_{\lambda-s} \mathcal{V}) \text{gdim} R\text{Hom}(S_{\lambda^N}(C^N/\mathcal{V}'')); S_{\mu(t)+s} \mathcal{V}''])
\]

\[
= \sum_{\mu \in P(N-k,k) \atop \mu_i \neq i \text{ for all } i} (-1)^{\mu_1 + |\lambda'|-t(\mu)} \text{gdim} H^*(Fl, \mathcal{L}_{x'}) \text{gdim} H^*(Fl, \mathcal{L}_{y'})
\]

(6.8)

by the same argument as in Theorem 6.5 where \( x'_\mu = (\lambda_k - s, ..., \lambda_1 - s, -\mu_1, ..., -\mu_{N-k}) \) and \( y'_\mu = (\mu_k + s, ..., \mu_{t(\mu)+1} + s, t(\mu) + s, \mu_{t(\mu)} - 1 + s, ..., \mu_1 - 1 + s, -\lambda_1^*, ..., -\lambda_{N-k-1}^*) \).

The sum in (6.8) is non-zero only when \( H^*(Fl, \mathcal{L}_{x'}) \neq 0 \) and \( H^*(Fl, \mathcal{L}_{y'}) \neq 0 \), and we can use the Borel-Weil-Bott theorem (Theorem 5.3) to calculate it just like we did in Theorem 6.5 for calculating \([e_r 1_{(k,N-k)}][\lambda],[\lambda']\). However, the situation is a bit different here since there is a new parameter \( t(\mu) \). We have to study the above two observations (1) and (2) about \( t(\mu) \).

For (1), we have \( t(\mu) = 0 \) and so \( \mu_i = \mu_j^* = 0 \) for all \( i, j \). In this case we have \( x'_0 = (\lambda_k - s, ..., \lambda_1 - s, 0, ..., 0) \) and \( y'_0 = (s, ..., s, -\lambda_1^*, ..., -\lambda_{N-k-1}^*) \). Using Theorem 5.3 we have the following result.
\[
H^*(Fl, \mathcal{L}_{y_0}^i) \otimes H^*(Fl, \mathcal{L}_{y_0}^j)
\]
\[
= \begin{cases}
(S_{-x_0^i} \mathbb{C}^N)^{\vee} \otimes (S_{-y_0^j} \mathbb{C}^N)^{\vee} & \text{if } s \geq \lambda_1 \text{ and } s \leq \lambda_1''^x \vspace{10pt} \\
(S_{-x_0^i} \mathbb{C}^N)^{\vee} \otimes (S_{w^*(-y_0^j)} \mathbb{C}^N)^{\vee}[-l(w)] & \text{if } s \geq \lambda_1 \text{ and } s > \lambda_1''^x \vspace{10pt} \\
(S_{w_1^*(x_0^i)} \mathbb{C}^N)^{\vee} \otimes (S_{w_2^*(-y_0^j)} \mathbb{C}^N)^{\vee}[-l(w_1) - l(w_2)] & \text{if } s < \lambda_1 \text{ and } s > \lambda_1''^x \text{ with } \exists! w' \in W \text{ s.t. } w' \ast (-x_0) \text{ dominant} \vspace{10pt} \\
0 & \text{otherwise}
\end{cases}
\]

For (2), we have \(t(\mu) \geq 1\) and \(\mu \geq 2\). The analysis of this case is pretty much the same as the analysis in Theorem 6.5. So we leave the details to the reader. The result is the following.

\[
\sum_{\mu \in P_1^i(N-k,k)} (-1)^{\mu + |\lambda'| + t(\mu) + l(w)} \dim(S_{x_0^i} \mathbb{C}^N)^{\vee} \dim(S_{w^*(-y_0^j)} \mathbb{C}^N)^{\vee} 
\]
\[
+ \sum_{\mu \in P_2^i(N-k,k)} (-1)^{\mu + |\lambda'| + t(\mu) + l(w')} \dim(S_{w^*(-x_0^i)} \mathbb{C}^N)^{\vee} \dim(S_{-y_0^j} \mathbb{C}^N)^{\vee} 
\]
\[
+ \sum_{\mu \in P_3^i(N-k,k)} (-1)^{\mu + |\lambda'| + t(\mu) + l(w_1) + l(w_2)} \dim(S_{w_1^*(x_0^i)} \mathbb{C}^N)^{\vee} \dim(S_{w_2^*(-y_0^j)} \mathbb{C}^N)^{\vee} 
\]

Combining (6.9) and (6.10), we prove the theorem. \(\square\)

**Remark 6.11.** Similarly like Theorem 6.5, the subsets \(P_i^i(N-k,k)\) can be empty depends on the value of \(s, \lambda_1, \lambda_1''^x\) where \(i = 1, 2, 3\), in such case the sum would just be zero.
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