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Abstract

Unsupervised representation learning achieves promising performances in pre-training representations for object detectors. However, previous approaches are mainly designed for image-level classification, leading to suboptimal detection performance. To bridge the performance gap, this work proposes a simple yet effective representation learning method for object detection, named patch re-identification (Re-ID), which can be treated as a contrastive pretext task to learn location-discriminative representation unsupervisedly, possessing appealing advantages compared to its counterparts.

Firstly, unlike fully-supervised person Re-ID that matches a human identity in different camera views, patch Re-ID treats an important patch as a pseudo identity and contrastively learns its correspondence in two different image views, where the pseudo identity has different translations and transformations, enabling to learn discriminative features for object detection.

Secondly, patch Re-ID is performed in Deeply Unsupervised manner to learn multi-level representations, appealing to object detection.

Thirdly, extensive experiments show that our method significantly outperforms its counterparts on COCO in all settings, such as different training iterations and data percentages. For example, Mask R-CNN initialized with our representation surpasses MoCo v2 and even its fully-supervised counterparts in all setups of training iterations (e.g. 2.1 and 1.1 mAP improvement compared to MoCo v2 in 12k and 90k iterations respectively). Code will be released at https://github.com/dingjiansw101/DUPR.

1. Introduction

Pre-training representation is important for object detection, as training object detectors from scratch is very hard, especially for small datasets, and it has been dominated by supervised training on ImageNet for a long time [12, 33, 26]. However, the annotation of a large-scale dataset is time-consuming and expensive, and preparing such a dataset for each task is impractical. Alternatively, unsupervised visual representation learning aims at pre-training models without human annotations and then transferring the features to downstream tasks by finetuning, which allows us to pre-train models with plenty of unlabeled data for free [17, 2, 9, 13, 41, 21].

Many unsupervised learning algorithms design pretext tasks to train deep neural networks, such as the rotation prediction task [11], jigsaw [30], relative location prediction [7] and combination of multi-task [8], etc. Although promising results have been reported, representations pre-trained from these pretext tasks still have a large performance gap to the ImageNet supervised counterpart. Meanwhile, recent contrastive learning-based methods have achieved great success [17, 4, 36, 31, 34, 16]. Some pretext tasks can be based on contrastive loss function. For example, the representative MoCo [17] and SimCLR [4] use instance discrimination task, which considers an image and its transformations as the same class and other images as different class. This task learns representations which are discriminative across different images and invariant to transformations. Although methods like MoCo [17] bridge the
gap with the supervised counterpart in linear evaluation on ImageNet, the designs are suboptimal for object detection. Since these methods also learn a spatial invariant feature by considering two images with objects at different locations (in image) as positive pairs, and there is a dilemma of increasing spatial invariance for classification vs. respecting spatial sensitivity for localization as demonstrated in [6]. Moreover, previous works focus on learning discriminative features at the final layer (e.g., on the 32× feature map) [17, 4], while most deep learning-based object detectors need to extract features from the multi-level representation [25, 27]. Thus, it is important to have discriminative features at different feature layers instead of only the final one on pyramids.

To address the aforementioned problems, we propose to pre-train spatial sensitive representations for object detection by Deeply Unsupervised Patch Re-ID (DUPR). The target of patch Re-ID is to identify patches of the same identity at the corresponding position in two synthesis views generated by random transformations. As we do not have ground truth bounding box of the object, we use the intersection area between two views as pseudo identity. Then we split the intersection box as \( S \times S \) patches and learn to match the same positions between two views. The features of matched patches should be more similar than unmatched patches. Our patch Re-ID is a pretext task and independent of the detailed loss function, so we simply adopt the InfoNCE [31] in this work. By minimizing the patch contrastive loss, encoder can learn spatial sensitive features to benefit object detection. Furthermore, we propose a deeply unsupervised training strategy to learn multi-level representations. Specifically, we extract features from different intermediate layers to construct both image and patch-level contrastive loss.

Our contributions can be summarized as follows:

- We propose a patch Re-ID pretext task which learns to identify the patches with the same position between two views and capture more spatial information, which is important for object detection.
- We present the deep unsupervised training strategy to train multi-level feature maps in an unsupervised style to improve the transferability of object detectors.
- Our pre-trained model outperforms other self-supervised models and supervised counterparts when transferring to object detection across several datasets and object detectors. For example, when finetuning Mask R-CNN R-50-FPN on COCO, DUPR outperforms all other unsupervised and supervised models at different iterations as shown in Fig. 2.

2. Related Work

**Self-supervised learning.** Self-supervised learning leverages input data itself as supervision via pretext tasks. After training in pretext task, the features are transferred to downstream tasks. Such as rotation prediction [11], relative loc prediction [7], jigsaw [30] and colorization [38, 39], etc. These methods achieve promising results but still have a large gap compared to supervised pre-training. Recently, the most successful method in self-supervised learning is contrastive learning [15] via instance discrimination pretext task. The main idea of contrastive learning is to pull together similar image pairs while pushing apart dissimilar pairs. The success of contrastive learning is related to the maximization of mutual information between latent representations of two views [31]. Different pretext tasks choose different views to maximize their mutual information. For example, CPC [31] and CPC v2 [20] take the context and future as two views. Deep infomax [22] and AMIDIM [1] take the global and local feature as two views, while the MoCo [17] and SimCLR [4] take the global features as two views. All these methods considered the images with objects at different location as positive pairs to learn a spatial invariant representation. Unlike these methods, we consider the spatial position as shared information. The patches at the same location in two views are positive pairs, which can capture more spatial information.

**Deep Supervision.** Deep supervision proposed in the deeply supervised network (DSN) [24] acts as a kind of regularization and speeds up the convergence of the supervised network. It has also been used in HED [37] and PSPNet [40] for hierarchical edge detection and semantic segmentation. In our work, we aim at learning more discriminative shallow features to fascinate the transferring to object detection, so we propose the deeply unsupervised training strategy in an end to end way.

**Object Detection.** The task of object detection is to locate objects in images and classify their categories. Being different from classification, which is image-level prediction...
task, object detection is region-level prediction task. For two-stage object detectors [33, 18], region features are extracted from the proposals (generated by selective search or RPN [33]) by RoI Align [18]. For one-stage object detectors [28, 32, 26, 35], region features are extracted from sliding windows. For each region, the localization prediction is usually encoded as position offset relative to the anchor. If a region has a high IoU with the ground truth bounding box, it should have higher confidence for category prediction and smaller offset prediction. So the region features should be sensitive to the spatial position to get accurate bounding box prediction. Object detection also requires multi-level representations, as predictions are directly made by using multi-level features [28], or the fusion of multi-level feature maps [25, 27]. Our work focuses on learning discriminative region-level features from multiple layers to pre-train suitable representations for object detection.

3. Method

3.1. Preliminary: Contrastive Learning

In this section, we illustrate the contrastive learning [17, 4, 36] from the view of Re-ID. The contrastive learning can be considered as a Re-ID task, where features of two images sharing the same identity but should be similar in different views. In particular, for person/vehicle Re-ID, suppose one person/car under different cameras with different viewpoints, poses and lighting conditions, they naturally have different views. For self-supervised Re-ID, suppose \( x \) is original image, \( x_1 \) and \( x_2 \) can be considered as two synthetic views of the same identity with different artificially augmentations. Denote \( v_1 \) and \( v_{2,+} \) to be the normalized embedding of \( x_1 \) and \( x_2 \). The target of contrastive learning is to pull together positive pairs \((v_1, v_{2,+})\) while push apart negative pairs \((v_1, v_{2,j})\). The conventional learning objective is the InfoNCE [31] loss:

\[
\mathcal{L}_{v_1,v_{2,+}} = - \log \frac{\exp(v_1,v_{2,+}/\tau)}{\sum_{j=0}^{M} \exp(v_1,v_{2,j}/\tau)}.
\]

Here \( \tau \) is a temperature hyper-parameter. \( v_1,v_{2,j} \) is the cosine similarity to measure the distance between two image features. It can be considered as a non-parametric softmax-based classifier to identify \( v_1 \) as \( v_{2,+} \). According to different selections of views, \( v_1 \) and \( v_{2,+} \) can be pairs of global-local features [1, 22] or global-global features [17, 4]. All these pretext tasks mainly focus on category discrimination but do not care about the object’s location.

3.2. Deeply Unsupervised Patch ReID

To learn a spatial sensitive feature, we design the patch Re-ID as a pretext task, which can train an encoder to re-identify the corresponding patches of two views, as shown in Fig. 3. We also perform image-level contrastive learning to increase the classification ability. Since most object detectors need a multi-level representation, we propose a deeply unsupervised training strategy. More specifically, we add image and patch-level contrastive loss for each layer. The overall loss is defined as:

\[
\mathcal{L} = \sum_{m=0}^{M} \alpha_m \mathcal{L}_g^{(m)} + \sum_{m=0}^{M} \beta_m \mathcal{L}_p^{(m)}
\]

where \( M \) is the number of feature maps we use. \( \mathcal{L}_g^{(m)} \) and \( \mathcal{L}_p^{(m)} \) are the image and patch contrastive loss for feature...
We construct the patch contrastive loss for the memory bank to store features from momentum updated encoder. InfoNCE [31] loss and follow [17] to use a dynamic position in the region. Although our patch Re-ID pretext pair, where the subscript $(i, j)$ respectively.

Note both position and size of region feature followed by a pixel-wise MLP layer which is applied to the intersection area of two views. We denote the intersection $(x, y)$ of identity (the red box in Fig. 3). Instead of using a global averaged feature from the bounding box of pseudo identity, which loses spatial information, we split the intersection bounding box into $S \times S$ patches and maximize the similarity between the corresponding patch features. The process is shown in Fig. 3, where the augmented images $x_1$ and $x_2$ correspond to the blue bounding box and the green one in original image $x$. The red bounding box is the intersection area of two views. We denote the intersection bounding box in the coordinates of $x_1$ and $x_2$ as $B_1$ and $B_2$. Note both position and size of $B_1$ and $B_2$ are different. For the $m$-th feature map, we apply RoI Align [18] to extract region feature followed by a pixel-wise MLP layer which is implemented by a $1 \times 1$ convolution as:

$$ r_1^{(m)} = g_1^{(m)}(\text{RoIAlign}(f_1^{(m)}(x_1), B_1)) $$

$$ r_2^{(m)} = g_2^{(m)}(\text{RoIAlign}(f_2^{(m)}(x_2), B_2)) $$

where $g_1^{(m)}$ and $g_2^{(m)}$ are MLP layer and momentum MLP layer respectively. $r_1^{(m)}$ and $r_2^{(m)}$ are region feature maps of a fixed shape $(C, S, S)$. Then $r_1^{(m)}_{i,j}$ and $r_2^{(m)}_{i,j}$ is positive pair, where the subscript $(i, j) \in [0, S) \times [0, S]$ denotes the position in the region. Although our patch Re-ID pretext task is independent of loss function, we simply adopt the InfoNCE [31] loss and follow [17] to use a dynamic memory bank to store features from momentum updated encoder. We construct the patch contrastive loss for the $m$-th feature map as:

$$ L_p^{(m)} = - \sum_{i,j} \log \frac{\exp(r_1^{(m)}_{i,j})}{\exp(r_1^{(m)}_{i,j}) + \sum_{v=1}^{K} \exp(r_1^{(m)}_{i,j})} $$

$$ L_g^{(m)} = - \log \frac{\exp(r_1^{(m)}_{i,j})}{\sum_{v=1}^{K} \exp(r_1^{(m)}_{i,j})} $$

where $\{r_i^{(m)}\}_{i=1,...,K}$ are patch features of other images from memory bank. $m$ denotes the index of feature map. By minimizing the patch contrastive loss, our encoder can learn patch-wise matching of identity between two views. Such matching ability results in spatial sensitive features, which facilitate object detection.

**Image-Level Contrastive Loss.** We also optimize the image-level contrastive loss as it is important to improve the classification ability, which is also required by object detection. Denote $v_1^{(m)} = \text{avgpool}(f_1^{(m)}(x_1))$ and $v_2^{(m)} = \text{avgpool}(f_2^{(m)}(x_2))$ to be the normalized image features of positive pairs. For simplicity, we neglect the notation of normalization. The image-level contrastive loss for the $m$-th feature map can be written as:

$$ I(f_1(x_1); f_2(x_2)) \geq \log(K) - L_{NCE} $$

**Mutual Information Discussion.** It has been shown that optimizing the InfoNCE loss is equivalent to maximizing a lower bound on the mutual information [31] between $f_1(x_1)$ and $f_2(x_2)$:

$$ I(f_1(x_1); f_2(x_2)) \geq \log(K) - L_{NCE} $$

The previous works are designed for classification by selecting views sharing the category. Optimizing the InfoNCE loss will maximize the mutual information $I(f_1(x_1); y)$, which is to maximize the shared information between the encoded feature $f_1(x_1)$ of $x_1$ and the label $y$ of $x_1$. However, the spatial information between them is not shared. In this case, encoder may discard the spatial information which is important for object detection.

In contrast, for patch Re-ID, a relative spatial position (e.g. top left, middle or bottom right of an object) is the shared information and related to the localization of object, leading to better representation for object detection. Note, our encoded relative position is different to the absolute position in [23]. The absolute position (coordinates) is independent of the content of images. Giving each pixel’s absolute coordinates do not directly know how good an RoI overlaps the object. In contrast, our encoded relative position is correlated to the objects. Intuitively, identifying all relative spatial positions enables us to locate the entire bounding box of an object.

Here we present a rigorous illustration. As shown in Fig. 4, let $p$ index different parts of an object, e.g. $p = 1$ and $p = 9$ indicate the top-left and bottom-right patches
respectively. By optimizing $L_p$ in Eq.(5), we essentially maximize the mutual information $I(r_1,i,j;p)$, where $r_1,i,j$ is the feature at position $(i,j)$ in Eq.(5). If the representation encodes more information of relative spatial position, it will capture more information of object bounding box, because we can obtain the object bounding box $(x_{min}, y_{min}, x_{max}, y_{max})$ from $p$ as shown in Fig. 4. For example, we use $(i_1,j_1)$ and $(i_2,j_2)$ to denote the positions when $p=1$ and $p=9$. Then we can get the bounding box of an object by $(i_1 \times w, j_1 \times h, i_2 \times w, j_2 \times h)$, where $w$ and $h$ are the width and height of patches. As long as $w$ and $h$ are small, $(i_1 \times w, j_1 \times h, i_2 \times w, j_2 \times h)$ can approximate the true bounding box $(x_{min}, y_{min}, x_{max}, y_{max})$.

**Implementation Details.** We use unlabelled ImageNet as pre-training dataset for most of our experiments. For data augmentation, we follow the settings in [5]. We choose ResNet 50 [19] as our backbone and extract multi-level features from conv2, conv3, conv4, and conv5. The stride of each feature map is $\{4 \times, 8 \times, 16 \times, 32 \times\}$ respectively. By default, we set $\alpha = (0.1,0.4,0.7,1.0)$ and $\beta = (0,0,1)$. In Eq. 2. The RoI sizes of patch features on conv5 and conv4 are 14 and 7 respectively. $\tau$ is 0.2 for both Eq. 5 and Eq. 6. We use a unique memory bank for each image and patch feature to keep the consistency between positive and negative examples. We store 65536 keys for each memory bank. For patch features, there are $S \times S$ features for a single level on a single image. When conducting the enqueue and dequeue operation, we sample 4 patch features to enqueue to prevent the memory bank from changing too fast, which may cause an inconsistency problem. Unless other specified, we train with a batch size of 256 for 200 epochs. We use a learning rate of 0.06 with a cosine decay schedule. The transferring experiments for all object detectors are implemented in detectron2 [1]. Following the settings in [17], we add an extra normalization layer for FPN.

---

![Figure 4. Relation between object parts and bounding box encoding.](image)

- (a) The number $p$ denotes a specific part of an object. For example, $p=1$ and $p=9$ denote the top left and bottom right of an object. (b) The bounding box of an object, where $(x_{min}, y_{min})$ and $(x_{max}, y_{max})$ denote the top left coordinate and bottom right coordinate of an object.

| $\alpha_{0.3}$ | AP | $\text{AP}_{50}$ | $\text{AP}_{75}$ |
|----------------|----|----------------|----------------|
| (0.0,0.1)      | 57.0 | 82.4 | 63.6 |
| (0.0,1.1)      | 57.4 (+0.4) | 82.7 (+0.3) | 64.1 (+0.5) |
| (1.1,1.1)      | 57.4 (+0.4) | 82.3 (+0.1) | 63.9 (+0.3) |
| (0.1,0.4,0.7,1) | 57.6 (+0.6) | 82.4 (+0.0) | 64.2 (+0.6) |

(a) Faster R-CNN, R50-C4

(b) SVM Classification of Different Levels

---

Table 1. Ablation of $\alpha_m$ for image contrastive loss. All models are pre-trained with 200 epochs on ImageNet. $\alpha_m$ is the weight to balance each layer in Eq. 2. (a) Object detection is finetuned on Pascal VOC trainval07+12 and tested on the Pascal VOC test 2007. (b) The SVM classification is finetuned on Pascal VOC 2007. The results show that the classification performance of shallow layers is important when transferred to object detection.

### 4. Experimental Analysis

We first conduct experiments for hyperparameters then we demonstrate that our method outperforms other unsupervised learning methods and supervised counterparts in different settings and datasets when transferred to object detection. Finally, we analyze the properties of our learned features.

#### 4.1. Ablation Experiments

**Influence of $\alpha_{0.3}$ for Image Contrastive Loss.** We explore the influence of $\alpha_m$ for each feature pyramid in Eq. 2. In ablation experiments, we set the learning rate as 0.03 and pre-train the model for 200 epochs. We finetune the Faster R-CNN R-50-C4 detector on Pascal VOC trainval07+12 for 24k iterations following the settings in MoCo [17]. The results in Tab. 1 (a) show that all configuration of $\alpha_m$ can improve the AP. By setting $\alpha_{0.3} = (0.1,0.4,0.7,1.0)$, we achieve the best results in AP, and we use it by default in our experiments. Now we ablate the classification ability of intermediate layers. It can be seen in Tab. 1 (b) that all three configurations of $\alpha_{0.3}$ largely improve the classification performance of shallow layers. For example, when set $\alpha_{0.3} = (0.1,0.4,0.7,1.0)$, it improves the classification performance of conv3 by 10 points and conv4 by 6.3 points. These results suggest that discriminative shallow layers are important when transferred to object detection. We also notice a decrease in the classification performance of the conv5, which makes sense as the optimization of multi-level contrastive loss is more challenging than single-level contrastive loss.

**Influence of RoI Size.** We add patch contrastive loss to conv5 (by setting $\beta_{0.3} = (0,0,0,1)$) and ablate the RoI size. Results in Tab. 2 (a) show that large RoI size improves the performance, which indicates that large RoI size can capture more precise spatial information, as discussed

---

[1] https://github.com/facebookresearch/detectron2
β0.3 | β0.3 | S | AP | AP05 | AP50 | AP75  
(0.1,0.4,0.7,1) | (0.0,0.1) | 3 | 58.1 | 82.5 | 65.0  
(0.1,0.4,0.7,1) | (0.0,0.1) | 7 | 58.3 | 82.7 | 64.9  

(a) Ablation of RoI Size

| α0.3 | β0.3 | AP | AP05 | AP50 | AP75  
(0.1,0.4,0.7,1) | (0.0,0.0) | 57.6 | 82.4 | 64.2 | 39.2 | 35.5  
(0.1,0.4,0.7,1) | (0.0,0.1) | 58.3 | 82.7 | 64.9 | 39.5 | 35.7  
(0.1,0.4,0.7,1) | (0.0,1.1) | 58.5 | 83.2 | 65.2 | 40.0 | 36.2  

(b) Ablation of β0.3

| α0.3 | β0.3 | AP | AP05 | AP50 | AP75  
(0.0,0.1) | (0.0,0.0) | 57.0 | 82.4 | 63.6 | 38.9 | 35.5  
(0.0,0.0) | (0.0,0.1) | 57.9 | 82.2 | 64.6 | 38.8 | 35.3  

(c) Compare image and patch contrastive loss

Table 2. (a) Ablation of RoI size. Larger size of RoI has better results. We add patch loss to the conv5 feature map to do the RoI size ablation study on Pascal VOC, Faster R-CNN, R-50-C4. (b) Ablation of β0.3. We use RoI size of 7 and 14 for conv5 feature maps, respectively. (c) We compare single image and patch contrastive loss on conv5.3.

In Sec. 3.2. So we set the RoI size of conv5 to 7 and conv4 to 14 by default.

Influence of β0.3 for Patch Contrastive Loss. Simply adding patch loss to conv5 (by setting β0.3 = (0, 0, 0, 1)) improves the AP by 0.7 points in VOC and 0.3 points in COCO. Adding patch loss to both conv4 and conv5 feature map further improves the AP by 0.5 points in COCO and 0.2 points in VOC as shown in Tab. 2 (b), which indicates that intermediate supervision and patch contrastive loss are complementary.

Compare image and patch contrastive loss. We compared the single image and patch contrastive loss in Tab. 2 (c). Patch contrastive loss improves the localization ability but slightly reduces the classification ability. For example, patch contrastive loss improves the AP50 (which is more related to localization ability) by 1.0 points but reduces the AP05 by 0.2. It also slightly reduces the COCO AP by 0.1 points, since classification ability is more important to COCO than VOC (note COCO has 80 categories while VOC has 20 categories). When combining both image and contrastive loss and achieve a balance between classification and localization as shown in the bottom line of Tab. 2 (b), we achieve the best performance.

4.2. Pascal VOC Object Detection

We finetune the Faster R-CNN R-50-C4 on Pascal VOC trainval07+12 and evaluate the results on Pascal VOC test2007. The results in Tab. 3 show that DUPR outperforms other unsupervised methods and supervised counterparts. Most unsupervised methods outperform the supervised counterpart in AP75, which indicates that the supervised representation may lose much information irrelevant to classification. Our DUPR outperforms the MoCo v2 in AP75 by 1.6 points and 0.8 points in AP50. It verifies that DUPR contains more spatial information than MoCo v2 and ImageNet supervised pre-training models.

4.3. COCO Object Detection and Segmentation

We compare the finetuning results of Mask R-CNN R-50-FPN, Mask R-CNN R-50-C4, and RetinaNet R-50-FPN with other unsupervised methods and ImageNet supervised counterparts, including both one-stage and two-stage detectors with different backbones. For Mask R-CNN R-50-FPN, we also compare the finetuned results with other methods at fewer iterations and limited annotations, which have more practical value.

Mask R-CNN R-50-FPN. For Mask R-CNN, R-50-FPN, 1× schedule, all unsupervised models do not surpass supervised counterpart except DUPR as shown in Tab. 9 (a). DUPR outperforms other unsupervised methods and the supervised counterpart by 1.1 points in mAP. In 2× schedule, DUPR outperforms MoCo v2 by 0.7 in mAP and the supervised counterpart by 1.0 in mAP as shown in Tab. 9 (c).

Mask R-CNN R-50-C4. In 1× schedule, DUPR consistently outperforms all other unsupervised methods and the supervised counterpart by 1.4 in mAP as shown in Tab. 9 (b), which verifies that our method is robust to backbones. In 2× schedule where pre-training is less important, our method still outperforms the MoCo v2 by 0.3 in mAP as shown in Tab. 9 (d).

RetinaNet R-50-FPN. It is also important to have good transferability on one-stage object detectors. We choose to finetune the RetinaNet [26] with R-50-FPN on COCO in 1× and 2× schedule. As shown in Tab. 7, Instance Discrimination [36], PIoRL [29], SwAV [3] are largely below the supervised models while MoCo v2 has the same AP as the

Table 3. Object detection on PASCAL VOC. All the methods are pre-trained for 200 epochs on ImageNet-1M. We finetune the Faster R-CNN R-50-C4 on Pascal VOC trainval07+12 and evaluate on test2007. We show the gap compared to the ImageNet supervised counterpart in brackets. Green and red mean the increases and decreases of at least 0.5 points. The results of random init, supervised, and MoCo v2 are from [17]. The results of NPID++ [29] and SwAV are from [3]. Other results are implemented by us. Our method outperforms the supervised counterpart by 5.0 points and the MoCo v2 by 1.5 points.

| pre-train | AP | AP50 | AP75  
random init. | 33.8 | 60.2 | 33.1  
supervised | 53.5 | 81.3 | 58.8  
NPID++ [29] | 52.3 (-1.2) | 79.1 (-2.2) | 56.9 (-1.9)  
InstDis [36] | 55.2 (+1.7) | 80.9 (-0.4) | 61.2 (+2.4)  
PIoRL [29] | 55.5 (+2.0) | 81.0 (-0.3) | 61.3 (+2.5)  
SwAV [3] | 56.1 (+2.6) | 82.6 (+1.3) | 62.7 (+3.9)  
BoWNet [10] | 55.8 (+2.3) | 81.3 (+0.0) | 61.1 (+2.3)  
MoCo [17] | 55.9 (+2.4) | 81.5 (+0.2) | 62.6 (+3.8)  
MoCo v2 [5] | 57.0 (+3.5) | 82.4 (+1.1) | 63.6 (+4.8)  
DUPR (ours) | 58.5 (+5.0) | 83.2 (+1.9) | 65.2 (+6.4)  

In Tab. 3, we achieve the best performance.
supervised counterpart. Our method outperforms all other unsupervised models and outperforms the supervised counterpart by 0.6 points in mAP.

**Finetune with fewer iterations.** We explore the performance of different unsupervised models at iterations of 12k, 18k, 36k, and 90k in Fig. 2. Our DUPR outperforms all other unsupervised models and even the supervised model pre-trained on ImageNet-1M at all iterations. When finetuning with only 12k iterations, DUPR outperforms the MoCo v2 by 2 points in mAP. It indicates that DUPR provides a better initialization and convergence faster than other methods. When finetuning with 90 iterations, DUPR outperforms the supervised counterpart by 1.1 points.

**Finetune with limited annotations.** The results are shown in Tab. 10. We randomly sample 1% and 10% annotations from COCO train2017 set and test on val2017 set. We finetune the Mask R-CNN R-50-FPN for 15k iterations on COCO 10% and 60k iterations on COCO 10%, respectively. When only use 1% annotations, our DUPR outperforms the MoCo v2 by 2.1 points. Note the mAP of MoCo v2 is below the ImageNet supervised counterpart by 2.2 points. When using 10% annotation for finetuning, our DUPR consistently outperforms the MoCo v2 and the supervised model by 1.3 points in mAP.

**4.4. Instance seg. and semantic seg. on Cityscapes**

**Instance Segmentation.** We finetune the Mask R-CNN R-50-FPN following [17]. DUPR outperforms MoCo v2 by 0.5 points in mAP as shown in Tab. 8.

**Semantic Segmentation.** Since there is no official code release, we reimplement the FCN-based structure following [17]. Our method outperforms MoCo v2 by 0.9 points as shown in Tab. 8. The results on cityscapes indicate that DUPR has good transferability to other localization sensitive tasks.

**4.5. Performance on Classification**

Object detection includes classification and localization. To better understand why DUPR improves object detection, we also report the classification results for reference to obtain more insight. We consider linear evaluation on ImageNet and Places365 and SVM classification on VOC. For ImageNet and VOC, we follow the standard settings. For Places365, we finetune the model by 56 epochs and report both the results from feat5 and unpool (see openselfsup for more details). As can be shown in Tab. 4, DUPR has a drop of 3.7 in ImageNet linear evaluation. The classification drops are also noticed in VOC and Places365 except for the PL (unpool). We can conclude that the improvements of DUPR in object detection are not from better classification but the localization ability. We also notice an inconsistency between the object detection and classification performance for several different self-supervised learning methods in Tab. 5. These results make sense as there is an inconsistency between translation invariance in image classification and spatial sensitive in object localization [6]. The previous methods tend to learn a spatial invariant representation. On the contrary, the design of DUPR is to learn a spatial sensitive representation.

**4.6. Pre-train Models on COCO**

COCO dataset has a long-tailed, unbalanced distribution of real-world data and contains multiple objects in one image, while ImageNet dataset is clean with a balance category, usually containing only one object in an image. Almost all the previous methods use the ImageNet as pre-training dataset. However, unsupervised learning methods should be robust to various datasets. Here we pre-train models on COCO 2017 and compare with MoCo v2. Since COCO 2017 training set has only 118k images, we pre-train the models with 2000 epochs to have similar iterations with 200 epochs on ImageNet-1M. The results are shown in Tab. 6. For both MoCo v2 and DUPR, being pre-trained on COCO performs worse than on ImageNet. One possible reason is that the scale of COCO 2017 is much smaller than ImageNet-1M. But when pre-trained on COCO, DUPR consistently outperforms the MoCo v2.

**4.7. Visualization of Spatial Sensitivity**

To verify that patch Re-ID can learn spatial sensitive features, we visualize the relationship between IoU and similarity with ground truth box. We randomly select 1000 images from the ImageNet validation set. For each image, we sample 20 RoIs with different IoUs (range from 0 to 1) between the ground truth box and RoIs. We then apply the
Table 6. Finetune object detection by representations pretrained with different datasets. We finetune Faster R-CNN R-50-C4 on trainval07+12 and test on test07. The IN-1M denotes models pre-trained on ImageNet-1M while the COCO denotes models pre-trained on COCO 2017 train.

| pre-train          | AP   | AP50  | AP75  |
|--------------------|------|-------|-------|
| random init.       | 33.8 | 60.2  | 53.1  |
| super. IN-1M       | 53.5 | 81.3  | 58.8  |
| MoCo v2 IN-1M      | 57.0 (+3.5) | 82.4 (+1.1) | 63.6 (+4.8) |
| DUPR IN-1M         | 58.5 (+5.0) | 83.2 (+1.9) | 65.2 (+6.4) |
| MoCo v2 COCO       | 55.2 (+1.7) | 81.3 (+0.0) | 61.3 (+2.5) |
| DUPR COCO          | 56.6 (+3.1) | 81.8 (+0.5) | 62.6 (+3.8) |

Table 7. Object detection of RetinaNet on COCO. All the unsupervised models are pretrained on ImageNet for 200 epochs. All the results are implemented by us in the same settings.

| pre-train          | AP   | AP50  | AP75  |
|--------------------|------|-------|-------|
| random init.       | 32.2 | 49.4  | 34.2  |
| supervised         | 38.9 | 58.5  | 41.5  |
| InsDis [36]        | 38.0 (-0.9) | 57.4 (-1.1) | 40.5 (-1.0) |
| PIRL [29]          | 38.5 (-0.4) | 57.7 (-0.8) | 41.2 (-0.3) |
| SwAV [3]           | 38.6 (-0.3) | 58.9 (+0.4) | 41.1 (-0.4) |
| MoCo [17]          | 38.7 (-0.2) | 57.9 (-0.6) | 41.5 (+0.0) |
| MoCo v2 [5]        | 39.4 (+0.5) | 59.0 (+0.5) | 42.2 (+0.7) |
| DUPR (ours)        | 40.0 (+1.1) | 59.6 (+1.1) | 43.0 (+1.5) |

(b) RetinaNet, R50-FPN, 1x schedule

4.8. Nearest Neighbors

We find the top-4 nearest neighbors using the normalized conv5_x feature map. In Fig. 6 we show the retrieval results using features learned by DUPR vs. MoCo v2. The results of MoCo v2 only care about the category information but are not aligned in spatial positions (local patch of images are not similar to the query images), while the results of DUPR align well in spatial position. This phenomenon is consistent with our path Re-ID pretext task, which learns to match the same identity’s corresponding patch in the other view. See more retrieval results of KNN in our Appendix.

5. Conclusion

This paper presents a pretext task named patch Re-ID to pre-train representations in a deeply unsupervised style for object detectors. Our method can capture more spatial information and outperforms other unsupervised models and even the supervised counterpart when transferred to object detection. Moreover, our method is robust to various pretraining dataset, object detectors, finetuning time, and limited annotations. We hope our simple yet effective method could serve as a baseline of pre-training representations for object detection without labels.

Acknowledgement We thank Wenqi Shao for insightful discussions.
6. Appendix

6.1. More Experiments

Pre-training with 800 epochs. We pre-train DUPR with 800 epochs and compare it with MoCo v2 in Tab. 11. Pre-training DUPR with 800 epochs consistently outperforms MoCo v2 with 800 epochs.

Mask AP of Mask R-CNN R-50-FPN at different iterations. In our main paper, we present the box AP for Mask R-CNN R-50-FPN at different iterations. Here we show the mask AP for Mask R-CNN R-50-FPN in Fig. 7.

6.2. More visualization results

KNN retrieval results. We show more qualitative retrieval results of KNN in Fig. 8. The retrieval results in yellow boxes have the correct categories but are not aligned well with the query images. DUPR provides a fine-grained matching (each local patch of retrieval results is closer to the corresponding patch in the query image). For example, the retrieval results of DUPR capture pose better than the retrieval results of MoCo v2, as shown in Fig. 8.

Affinity between RoI features in two views. We visualize the affinity matrix between the RoI features of the same identity in two views. First, we create two views by random augmentations (including color jitter, gaussian blur, grayscale, and random crop) while keep the ground truth bounding box not cut off. Then we resize the images to 448. For each view, we apply an RoI Align on top of conv5_x feature map to extract the feature from the ground truth bounding box (green box in Fig. 9). The output feature shape of RoI Align is (2048, 14, 14). The RoI features can be re-

| pre-train | A Pbb | A Pbb | A Pbb | A Pmk | A Pmk | A Pmk |
|-----------|-------|-------|-------|-------|-------|-------|
| random init. | 31.0 | 49.5 | 33.2 | 28.3 | 40.8 | 30.4 |
| supervised | 35.9 | 59.6 | 42.7 | 35.4 | 56.5 | 38.1 |

Table 9. Object detection and instance segmentation finetuned on COCO. All the compared methods are pre-trained for 200 epochs on ImageNet. The results of random init., supervised, and MoCo are from [17]. We implement other methods following the same settings.

| pre-train | A Pbb | A Pbb | A Pbb | A Pmk | A Pmk | A Pmk |
|-----------|-------|-------|-------|-------|-------|-------|
| random init. | 36.7 | 56.7 | 40.0 | 33.7 | 53.8 | 35.9 |
| supervised | 40.6 | 61.3 | 44.4 | 36.8 | 58.1 | 39.5 |

(c) Mask R-CNN, R-50-FPN, 2 × schedule

| pre-train | A Pbb | A Pbb | A Pbb | A Pmk | A Pmk | A Pmk |
|-----------|-------|-------|-------|-------|-------|-------|
| random init. | 11.5 | 22.0 | 10.8 | 11.1 | 20.6 | 10.6 |
| supervised | 9.3 | 21.0 | 10.6 | 11.3 | 21.0 | 10.6 |

(a) Mask R-CNN, R-50-FPN, COCO-1%

| pre-train | A Pbb | A Pbb | A Pbb | A Pmk | A Pmk | A Pmk |
|-----------|-------|-------|-------|-------|-------|-------|
| random init. | 11.4 | 21.0 | 10.6 | 11.3 | 21.0 | 10.6 |

(b) Mask R-CNN, R-50-FPN, COCO-10%

Table 10. Semi-supervised object detection and instance segmentation finetuned on COCO. We finetune the Mask R-CNN R-50-FPN on COCO with only 1% and 10% annotations.
Table 11. Object detection on PASCAL VOC. All the models are pre-trained on ImageNet. We finetune the Faster R-CNN R-50-C4 on Pascal VOC trainval07+12 and evaluated on test2007. Pre-training DUPR with 800 epochs consistently improves the performance. DUPR 800 epochs outperforms the MoCo v2 800 epochs by 1.7 points in AP.

![Figure 7. Mask mmAP of finetuning Mask R-CNN R-50-FPN on COCO at different iterations. All the reported unsupervised models are pre-trained on the ImageNet-1M training set with 200 epochs. DUPR outperforms all other unsupervised methods and even the supervised counterpart. When finetuning the Mask R-CNN with 12k iterations, DUPR outperforms the MoCo v2 by 28 points in mask mAP.](image)

## 6.3. More Implementation Details

All the algorithms of object detection, instance segmentation, and semantic segmentation are implemented in detectron2. For Mask R-CNN R-50-FPN, Mask R-CNN R-50-C4, and Faster R-CNN-C4, we follow the settings in MoCo [17]. For RetinaNet R-50-FPN, we also add an extra normalization layer similar to Mask R-CNN R-50-FPN in MoCo [17]. The pre-trained weights of PIRL [29], InsDis [36] are downloaded from PyContrast. The pre-trained weights of SwAV are downloaded from the official code.
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