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Abstract. In many commercial and academic settings, numerical solvers fail to achieve their theoretical performance levels due to issues in the system definition, parameterization, and even implementation. We propose a pair of methods for detecting and localizing these convergence rate issues in applications that can be treated as homotopy problems including numerical continuation and the evolution of differential algebraic equations. Both approaches are rooted in dynamical systems theory, in particular, the numerical techniques used to perform bifurcation studies on “black-box” systems, and can be applied across a range of numerical solvers and systems without significant modification. In a general problem, these methods will detect certain classes of convergence anomalies, and indicate the states that are affected by their existence. However, in applications like circuit simulation, certain classes of anomalies can be localized to an individual component through the use of a small number of additional computational experiments. To demonstrate the efficacy of the approaches for detection and localization, we apply them to a pair of nonlinear circuits: a diode bridge and a simplified model of a power channel.
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1. Introduction. Whether as part of the dynamical simulation of a time-evolving system [24], the optimization of a function in the presence of constraints [20, 1], the tracking of steady state operating points as a parameter changes [5, 22, 2], or numerous other applications, solving nonlinear systems of equations is an integral part of many numerical routines. Although the theory behind these methods is well established [19, 12], solvers frequently fail to achieve the convergence rates they are theoretically capable of achieving. The root causes of these failures vary immensely and includes issues as localized as a “typo” in the system implementation to ones as diffuse as a less than ideal parameterization of the solver and/or system. Ultimately, the goal of numerical diagnostics is to identify these issues when they appear, and to suggest corrective actions for the developers of numerical solvers or the systems they are applied to. This is particularly important in commercial settings where the system state can be large and the implementation hidden in a “black box” that prevents detailed analysis of its inner workings.

In response to this need, a number of different approaches have been proposed. Most commonly, techniques like Newton’s method are augmented with line-searches or trust regions to make the method more robust to poor initial guesses or other issues [19, 12]. The objective of these approaches is to enable a single solver to perform well on a larger class of problems, hence reducing the probability that numerical issues are encountered. In the context of optimization, recent work by Drori and Teboulle [7] and Lessard, Recht, and Packard [15] have resulted in methods with provable upper bounds on their convergence rates. Because solving nonlinear systems of equations can be recast as an optimization problem, these results can be employed more generally, and their convergence rate bounds provide confidence in the validity and accuracy of the resulting solution. However, they are only applicable for first order optimization methods, and many commercial or scientific codes [11, 1, 22, 5] use other approaches.

In this manuscript, we present a pair of methods that can be applied to a broad class of nonlinear solvers, but assume the underlying problem is a homotopy problem. In addition to applications such as gmin homotopy [11, 27], which is used to find DC operating points in electronic circuits, other
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tasks such as time stepping and numerical continuation [5, 2] can also be treated as homotopy problems. The free parameters in those applications can be thought of as time and arclength respectively, and unlike “standard” homotopy problems, we are interested in the intermediate solutions as well as the solution at the initial and terminal times. In general, our approaches can be applied when: (i) the problem can be reduced to a sequence of nonlinear root finding problems where (ii) a sequence of good initial guesses are available from previously obtained data.

The theory behind these approaches is based on standard dynamical systems techniques for bifurcation studies. Treating a nonlinear solver as a dynamical system is not new, and in fact, often one step in the associated convergence proof [19]. However, the solvers and systems that are implemented in practice often differ from their theoretical analogs. This mismatch between theory and practice could be due to a deliberate design choice, such as when Newton’s method is replaced with Newton-Krylov-GMRES [12], or could be unintentional as is the case with implementation errors in the underlying system. To capture the pairing of system and solver as they are implemented, we adapt techniques used to perform bifurcation studies on black-box systems [14, 12, 25, 13], which are by now well established even in problems with high-dimensional state spaces. Therefore, our contribution is not new analysis or numerical methods, but the combination of the analyses commonly performed on idealized solvers with techniques that can be applied to practical systems. As a result, the methods we proposed enable the detection of convergence anomalies, which is when the actual convergence rate of the solver deviates significantly from the theoretical baseline, and depending on the level of information available and the specific problem identified, the possibility of isolating these issues to the equations responsible for the deviation between theory and practice.

In the remainder of this manuscript, we will discuss our dynamical systems based approaches to numerical diagnostics and demonstrate them on a pair of illustrative examples. To provide further information about the class of problems these methods can be applied to, we will go into further detail about our definition of a homotopy problem in Sec. 2. In Sec. 3 we review how the results of linear stability analysis can help diagnose system issues, and provide our approaches for performing this analysis in practice. Although two approaches will be presented, the main difference between them is in their implementation: the first approach uses standard techniques for linear stability analysis in large systems, while the second approach is data-driven and meant to be used when commercial software packages, which often do not allow the level of control needed for the first approach, are used. In Sec 4, we demonstrate these methods on examples taken from the simulation of circuits, and show how additional knowledge about these systems can isolate implementation errors down to individual electrical components. Finally, in Sec. 5, we have some brief concluding remarks and future outlook.

2. Homotopy Problems. There are a number of issues that could arise while solving nonlinear systems of equations, and one of the most prevalent is when techniques like Newton’s method are supplied with a “bad initial guess.” Because Newton’s method is infamous for having fractal basins on attraction, performing a full nonlinear analysis to determine if and when the methods converges when applied to an arbitrary black box system is well beyond the scope of this manuscript. To circumvent the issue of initialization, we restrict our focus to applications that can be treated as homotopy problems.

The quintessential homotopy problem is of the form:

\[ h(x, \theta) = \theta f(x) + (1 - \theta)g(x) = 0, \]

where \( f \) is the function whose roots are desired, \( g \) is an auxiliary function whose roots are known, and \( \theta \) is a parameter that will be slowly varied from 0 to 1. To compute \( x \) such that \( f(x) = 0 \), we solve a sequence of nonlinear systems \( h(x, \theta) = 0 \) by slowly increasing \( \theta \) from zero to one. At
\[ \theta = 0, \] the system of interest is \( h(x, 0) = g(x) = 0, \) whose solution is assumed to be known (or relatively simple to compute). By stepping in \( \theta, \) the previous solution can be used to initialize the nonlinear solver, and provides the “good initial guess” these methods often require. The procedure terminates at \( \theta = 1, \) where \( h(x, 1) = f(x) = 0, \) which is the problem whose solution is desired.

Homotopy problems appear in a number of contexts. Computationally, numerical continuation packages such as LOCA [22] implement (2.1) directly as one method for solving difficult systems of nonlinear equations. Interior point methods, which implement inequality constraints through the use of logarithmic barrier functions whose coefficients are slowly reduced, can also be recast as homotopy problems [20]. In circuit simulation, they are frequently used to identify DC operating points in systems with nonlinear components [11, 27, 17, 30], and are implemented in various ways including the slow removal of artificially introduced pathways to ground or “sweeping” the operating voltage from zero to some desired value.

The “homotopy problem” that will appear in our examples is the time-integration of ODEs or DAEs using implicit integrators like the Backward Differentiation Formulas (BDFs) [24]. Each time step taken using a BDF with the fixed time step \( \Delta t \) requires the solution of the nonlinear system

\[ (2.2) \quad F(t, x, \dot{x}) = 0. \]

To convert this system to an algebraic system of equations, we approximate \( \dot{x} = \alpha x - \beta, \) where \( \alpha \) is a coefficient that depends on the order of the BDF and the time step, and \( \beta \) is a vector containing a linear combination of the solutions at previous time steps. If the governing equations are the ODE \( \dot{x} = f(t, x) \) and a first order BDF is used, then \( F \) in (2.2) is

\[ (2.3) \quad F(t, x, \beta) = \alpha x - \beta - f(t + \Delta t, x) = 0, \]

where \( \alpha = 1/\Delta t \) and \( \beta \) is the solution at the previous time step scaled by \( 1/\Delta t. \) As stated previously, this problem has two features that allows our approach to be of use in this setting. The first is that “good initial guesses” for the nonlinear solver can be obtained using the previous system state or some extrapolation based on that data, which circumvents the need to perform a full nonlinear analysis of the system. The second is that evolving this system in time requires multiple solves of (2.2), which is a restriction whose importance will be discussed in the next section.

3. Dynamical Systems Approach to Numerical Diagnostics. In this section, we demonstrate how approaches taken from dynamical systems can be adapted to diagnose numerical problems that arise when solving homotopy problems such as dynamically simulating nonlinear systems. To outline our approach, we will first review how the solution of a nonlinear system of equations can be rewritten as a nonlinear, discrete-time dynamical system, and how linear stability analysis can be used to characterize the effective convergence rate of a nonlinear solver, i.e., the performance of a nonlinear solver as it is implemented, and identify deviations from the theoretically predicted baseline. In particular, we are interested in convergence anomalies, which we define as the convergence rate-limiting behaviors that arise in the nonlinear solving process. While there are many possible causes of a convergence anomaly, we propose a directional-derivative based check that can often localize the source of the anomaly to a subset of the residual equations. Finally, because our interest is in diagnosing numerical issues in homotopy problems, we will present two approaches for tracking convergence anomalies as the homotopy parameter changes: the first requires the ability to run additional computational experiments, while the second is a purely data-driven approach.

3.1. Nonlinear Solvers as Iterative Maps. In many texts, Newton’s method is presented as a two-step procedure [21]. Given an initial guess, \( x_n, \) one first computes a “correction” by solving
a linear system $\delta x_n = J^{-1}(x_n)F(x_n)$, where $x_n$ is the guess at the $n$-th iterate, $F$ is the residual function whose roots we are interested in, and $J = \frac{\partial F}{\partial x}$ is the Jacobian of $F$. With this correction, the guess is now updated $x_{n+1} = x_n - \delta x_n$, and the procedure continues until the residual of $F$ is below some predetermined tolerance. However, Newton’s method can also be written as a dynamical system with the evolution law:

$$(3.1)\quad x_{n+1} = x_n - J^{-1}(x_n)F(x_n),$$

where the objective is now to find a fixed point of this map. Provided that $F$ has an isolated root, continuous second derivatives, and that we have a good enough initial guess, Newton’s method as presented in (3.1) will converge to the root quadratically.

Because of practical concerns such as problem size or the lack of an analytical Jacobian, the Newton solver that is implemented is only an approximation of the ideal solver in (3.1). For example, if a routine to evaluate the Jacobian is not provided, a common approach is to approximate it using finite difference methods. This leads to the iteration scheme:

$$(3.2)\quad x_{n+1} = x_n - J^{-1}_{FD}(x_n)F(x_n),$$

which is identical in form to (3.1), but replaces the Jacobian with a finite difference approximation (i.e., $J = J_{FD} + \text{error}$). In larger problems, explicitly forming $J$ may be prohibitive (e.g., $J$ is a large and dense matrix), in which case Newton-Krylov methods, which only approximately solve the linear system associated with the correction step are often used [12]. The results in the iteration scheme

$$(3.3)\quad x_{n+1} = x_n - Q(x_n)H^{-1}(x_n)Q^T(x_n)F(x_n) = x_n - J^+_{Krylov}(x_n)F(x_n),$$

where $Q$ is the orthogonal subspace chosen by the Krylov solver, $H$ is the approximate of $J$ in that subspace, and $\pm$ denotes the Moore-Penrose pseudoinverse. In many applications, (3.2) or (3.3) perform well, but as we will demonstrate shortly, there can be mismatches between the ideal and implemented solvers and systems that negatively impact the performance.

Finally, another common modification of Newton’s method is the inclusion of a line search, which serves to limit the step size taken by Newton’s method. There are a number of different line search strategies available [19], we represent them via the inclusion of the state-dependent coefficient $\alpha$, resulting in the evolution law

$$(3.4)\quad x_{n+1} = x_n - \alpha(x_n)J^{-1}(x_n)F(x_n),$$

where $\alpha(x_n) = 1$ is a state where the full Newton step is taken, and where smaller values result in more conservative steps. There are many other Newton-like methods; for example, one may combine a backtracking line-search with a Krylov solver [12], or use other approaches such as Levenberg-Marquardt [19], where the $\alpha$-like term appears elsewhere.

Due to the vast number of possibilities, we cannot enumerate the evolution laws associated with all of the nonlinear solvers that we may encounter even for a specific application such as the dynamic simulation of electronic circuit (Section 4). In general however, our approach requires that the nonlinear solver of interest can be written as an autonomous, deterministic, discrete-time dynamical system, which all of the solvers listed above are examples of. Given this requirement, solving a nonlinear system of equations is equivalent to finding a fixed point of this dynamical system. If the approaches that will be outlined shortly are used, the evolution law associated with the solver (e.g., (3.1), (3.2), (3.3), and (3.4)) does not need to be known explicitly, but such an equation must exist if the results are to be meaningful.
3.2. Characterizing Solver Performance Using Linear Stability Analysis. In this section, we extend the analogy of “solvers as dynamical systems” to show that the convergence rate of the solver can be characterized by the eigenvalues obtained when one performs linear stability analysis on the resulting fixed point. As mentioned previously, performing a full nonlinear analysis of such a system is likely to be extremely challenging due to the potentially fractal nature of the basin of attraction, and beyond the scope of what would be feasible on a black box system. On the other hand, linear stability analysis is computationally tractable to perform even in large systems, and yields an upper bound on the convergence rate of the solver.

In what follows, we assume the nonlinear solver has the form,

\[ x_{n+1} = x_n - \alpha(x_n)\tilde{J}^{-1}(x_n)F(x_n), \]

where \( F \) is the residual, \( \tilde{J} \) is the approximation of the Jacobian used by the solver, and \( \alpha \) is the step size of any associated line search. The main quantity of interest is the spectrum of the linearization (or an empirical linear model) of (3.5). This set of eigenvalues will enable us to determine the stability of the fixed point and quantify the asymptotic rate of convergence.

For the ideal implementation of Newton’s method with \( \tilde{J} = J \), the eigenvalues of the linearization of (3.5) are zero because Newton’s method converges quadratically. The crux of our approach is that the “mismatches” between the theoretical and implemented numerical method can be traced to differences between the true and implemented Jacobians. For the purpose of argument, we define the true Jacobian as \( J = \frac{\partial F}{\partial x} \), even though it is certainly possible the routine that implements \( F \) contains the errors. We also assume the implemented Jacobian has the form:

\[ \tilde{J} = J + \delta J + UCV, \]

where \( \delta J \) is a matrix whose entries are small, and the matrix-product \( UCV \) is a low-rank matrix whose entries may be order 1. This decomposition is somewhat arbitrary as terms can either be associated with \( \delta J \) or \( UCV \); all we intend to convey in (3.6) is that the Jacobian used in practice can deviate from the true Jacobian in two ways – there can be ubiquitous but small errors \((\delta J)\) along with larger more serious deviations \((UCV)\).

To show the impact of each of these terms, we assume the fixed point is \( x = 0 \), and compute the Taylor expansion of (3.5):

\[
\begin{align*}
d\delta x_{n+1} &= I\delta x_n - (\alpha_0 + \nabla x \cdot \delta x_n + \ldots) (J + \delta J + \tilde{J})^{-1}(J\delta x_n + \ldots) \\
&= I\delta x_n - (\alpha_0 + \nabla x \cdot \delta x_n + \ldots) ((J + \tilde{J})^{-1}J\delta x_n - \delta J J\delta x_n) + O(\delta x^2) \\
&= I\delta x_n - \alpha_0 \left(J^{-1} - J^{-1}U^{-1}VJ^{-1}VJ^{-1}V \right)J\delta x_n + \alpha_0(\delta J)J\delta x_n + O(\delta x^2) \\
&= \left[(1 - \alpha_0)I + \alpha_0 J^{-1}U^{-1}VJ^{-1}V + \alpha_0(\delta J)J\right] \delta x_n + O(\delta x^2).
\end{align*}
\]

For optimal performance, one would set \( \tilde{J} = J \) and \( \alpha_0 = 1 \), which implies that \( \delta x_{n+1} = O(\delta^2) \), and that all the eigenvalues of the linearized system are zero. However, the presence of either \( \delta J \) or \( UCV \) will produce linear terms in the evolution law. Although the eigenvalues themselves are both solver and system dependent, we can say something about their distribution based on the form of the system linearization in (3.7). In particular, we can consider the qualitative contribution of the three terms in the sum:

1. The \((1 - \alpha_0)I\) term, which is associated with the design of the line search, and shifts the system eigenvalues;
2. The \(\alpha_0 J^{-1}U^{-1}V\) term, which is low-rank but can produce large shifts in the eigenvalues because the entries of \( UCV \) are large;
3. The $\alpha_0(\delta J)J$ term, which is full rank but should only perturb the eigenvalues as the entries of $\delta J$ are assumed to be small.

As a result, the spectrum of the linearized operator associated with a Newton-like method should have two parts: a “cloud” of small eigenvalues due to the 3rd term along with a few possible outliers due to the 2nd term. For the purposes of numerical diagnostics, the cloud of eigenvalues represent the typical deviation of the implemented solver from the baseline. For Newton’s method, the baseline is that all the eigenvalues are at the origin, but damping or other modifications can change it. The outlier eigenvalues are associated with what we refer to as convergence anomalies, which are the relatively small number eigenvalues that limit the convergence rate of the solver.

3.2.1. Example: Rosenbrock Function. To demonstrate a convergence anomaly, we consider the problem of finding a minimum of the Rosenbrock function in $\mathbb{R}^{100}$. The optimization problem is

$$
\min_x \sum_{m=1}^{99} \left[ 100(x^{(m+1)} - (x^{(m)})^2 + (x^{(m)} - 1)^2 \right],
$$

which we will solve by finding an $x$ that satisfies the KKT conditions using Newton’s method. The gradient of the objective function is

$$
F^{(m)}(x) = \begin{cases} 
-400(x^{(2)} - (x^{(1)})^2)x_1 + 2(x^{(1)} - 1) & m = 1, \\
-400(x^{(m+1)} - (x^{(m)})^2)x_m + 200(x^{(m)} - (x^{(m-1)})^2)x^{(m)} + 2(x^{(m)} - 1) & 2 \leq m \leq 99, \\
200(x^{(100)} - (x^{(99)})^2)x^{(99)} & m = 100.
\end{cases}
$$

Note that the global minimum of $F$ is given by the vector of 1s, and the Jacobian of $F$ is a tridiagonal matrix whose entries will be computed analytically and using a finite-difference method.

To demonstrate the impact that variants of Newton’s method have on the spectrum of the system linearization for this problem, we implement (3.9) with a variety of Jacobian approximations. The results of this procedure are shown in Fig. 1. The top left plot in the figure shows the eigenvalues of $J$ (the Hessian of the objective function). The smallest eigenvalue is a single outlier at $\lambda \approx 0.5$, but the majority of the eigenvalues lie in a band of $\lambda \in [200, 1850]$. This system can be considered an example of a multi-scale system; in a neighborhood about $x = 1$, the objective function increases rapidly in all directions except for the one corresponding to the eigenvector with the smallest eigenvalue. However, the scale separation is not large enough to cause numerical issues, and full Newton with an analytical Jacobian will converge rapidly given a good enough initial guess. This is highlighted by the cluster of eigenvalues near zero ($|\lambda| < 10^{-5}$), and shown in the top right plot of Fig. 1.

The bottom row of Fig. 1 shows the spectrum of the linearized Newton scheme when $J$ is approximated using a forward difference scheme with $\Delta x = 0.01$. In both cases, there is a clear convergence anomaly that is associated with the right-most eigenvalue in both plots. The choice of $\Delta x = 0.01$ is larger than is reasonable, and was chosen so that the anomaly is clearly visible. More realistic values such as $\Delta x = 10^{-4}$ still have a convergence anomaly, but it is located closer to the origin. Less easy to see but equally important is the cluster of eigenvalues found near the origin in the bottom left plot or $\lambda \approx 0.5$ in the bottom right. The radius of this cluster determines the typical deviation from the baseline, which for “standard Newton” is $\lambda = 0$ but is $\lambda = 0.5$ for damped Newton with $\alpha = 0.5$.

3.3. Localizing Convergence Rate Anomalies. Once an anomaly has been detected, the corresponding eigenvectors can help us identify the source of the anomaly. Without any further post-processing, these eigenvectors denote the states that converge the slowest to the fixed point,
Figure 1. The top left plot shows the eigenvalues of the Jacobian for the 100-dimensional Rosenbrock equation about \( x = 1 \). In addition to the clearly visible band of eigenvalues, there is a single isolated eigenvalue near \( \lambda = 0.5 \). The other plots show the eigenvalues associated with the linearization of Newton’s method about \( x = 1 \). The top right plot uses an analytical Jacobian with \( \alpha = 1 \), the bottom left plot uses a finite difference approximation with \( \Delta x = 0.01 \) and \( \alpha = 1 \), and the bottom right plot uses the same finite difference approximation with \( \alpha = 0.5 \). In all cases, the spectra consists of a cluster of eigenvalues, and, as demonstrated by the bottom row, a convergence anomaly indicated by the exterior eigenvalue.

and the directions where errors will persist for the most iterations. As a result, they help to pinpoint the system states that are affected by the root cause of the anomaly. However, if we have the ability to perform additional computational experiments, then it is possible that the cause of the anomaly can be further localized.

Ultimately, a convergence anomaly is caused by a mismatch between the Jacobian of \( F \) and the implemented Jacobian \( \tilde{J} \) as shown in (3.6). For a small system, we can directly compare these two by approximating \( J \) via a high-order finite difference method. However, in the applications of interest to us, the state dimension can easily be large enough that explicitly computing a full approximation of \( J \) is computationally intractable. What we will show is that the eigenvectors associated with the isolated eigenvalues define an effective set of search directions that allow us to identify the image of the \( U \) matrix, whose non-zero rows indicate the residual equations that are causing the convergence anomaly (or equivalently, the residual equations that limit the convergence rate lie in the image of \( U \)). While additional computational experiments/comparisons must be made, the number of required experiments is equal to the number of anomalies rather than the state dimension.

For the sake of simplicity, let \( \alpha_0 = 1 \) and \( \delta J = 0 \). The inclusion of \( \alpha_0 \neq 1 \) shifts the eigenvalues
but does not affect the eigenvectors, and hence will not impact the analysis. The inclusion of \( \delta J \) will perturb the eigenvector of interest, but provided \( \| \delta J \| \) is small and our assumption that this is truly an isolated eigenvalue holds, the effects of the perturbation on the resulting eigenvector will be small. As a result of the \( \delta J \) term, there will be some “noise” in the prediction in practice that is being neglected here.

First, we want to establish the connection between the eigenvectors associated with convergence anomalies and the \( UCV \) matrix. With the additional simplifications, the leading order evolution law in some neighborhood of the root is:

\[
x_{n+1} = J^{-1} U \left( C^{-1} + V J^{-1} U \right)^{-1} V x_n.
\]

As a result, the eigenvector, \( v \), associated with an isolated eigenvalue, \( \lambda \), satisfies

\[
J^{-1} U \left( C^{-1} + V J^{-1} U \right)^{-1} (V v) = \lambda v.
\]

The vector \( v \) does not directly identify the equations where errors are present because it does not necessarily lie in the image of \( U \) due to the \( J^{-1} \) term.

To remove this term, we approximate the directional derivative of \( F \) using a finite difference method in the direction of the eigenvector \( v \). Note that if a finite-difference method was used to construct \( \tilde{J} \), the Jacobian used in the computation, then a higher order scheme should be used in this computation as our objective is to approximate the true Jacobian-vector product \( J \). Using (3.11), the directional derivative in the \( v \) direction can be written as:

\[
J v = \frac{1}{\lambda} \left( J^{-1} U \left( C^{-1} + V J^{-1} U \right)^{-1} V \right) v = \frac{1}{\lambda} U \left( C^{-1} + V J^{-1} U \right)^{-1} V v.
\]

Once again, the exact value of the directional derivative is problem and error dependent, but it must lie in the image of \( U \). The only non-zero rows of \( U \) are those associated with the equations causing the convergence anomalies. As a result, if we can compute this matrix-vector product accurately, then the non-zero entries of \( J v \) indicate the equations causing the observed anomalies. We should be clear that this approach will not identify or localize all errors, and it is certainly possible that the rate limiting error affects all the residuals or that the addition of “noise” due to the neglected \( \delta J \) term masks some of the affected equations. However, if we do detect a convergence limiting eigenvalue/eigenvector pair (or set of pairs) then (3.12) yields a single computational experiment that will identify the residuals affected by the dominant error(s).

3.4. Tracking Convergence Anomalies in Homotopy Problems. In the previous sections, we demonstrated that the performance of Newton's method applied to a single problem could be characterized by the eigenvalues of the system linearization. However to obtain these eigenvalues, the fixed point must already have been identified. For problems with a stable fixed point, this analysis is applicable as a post-processing procedure that can characterize solver performance once a solution has been obtained. In the context of homotopy problems, this procedure of fixed-point identification followed by analysis of the eigenvalues of the linearized system effectively results in a numerical bifurcation study. For these problems, our objective is to track the convergence anomalies (i.e., the largest eigenvalues) as the simulation progresses (i.e., as one moves along the solution branch) to identify regions where poor solver performance is observed. Of particular interest are bifurcations in the solution branch, which imply the original branch of solutions is no longer stable (or no longer exists).

One possible result of a bifurcation is that the solver fails to converge beyond a certain time or parameter value, for example if a saddle-node bifurcation is encountered and there are no other
solutions present in the system. More subtle are cases where a bifurcation causes multiple stable solution branches to appear, and as a result, the uniqueness of the solution is lost as we do not know ahead of time which of the branches will be selected. Furthermore because the convergence criterion for nonlinear solvers is often based on the norm of the residual, it is also possible for the nonlinear solving process to terminate near an unstable fixed point if the transient passes through a region
that satisfies this criteria. This is problematic in practice as minor changes to the convergence criteria or even the initial guess, which intuitively should have little impact on solver performance, can result in solver failure. As a result, not all bifurcations signal the onset of solver failure, but in order to maintain the confidence and robustness of the solution, they should be avoided.

In order to detect a bifurcation, we require the eigenvalues of the linearization of Newton’s method (or another solver) about the fixed point at every point along the branch. Because we do not have the explicit evolution equation for the combination of the nonlinear solver and system, we will use the approaches employed by black-box numerical continuation methods in order to obtain approximations of the needed eigenvalues. First, we will outline the “additional experiments” approach, which uses additional computational experiments to compute the leading eigenvalues and eigenvectors. Next, we will outline a data-driven method that approximates those quantities, but can be applied to a larger class of problems.

3.4.1. The Additional Experiments Approach to Numerical Diagnostics. The additional experiments approach is shown in Fig. 2, and can be thought of as a parallel to the process that occurs in pseudoarclength continuation. The procedure we propose consists of four steps:

1. First is the homotopy step, which updates the parameter being swept. In time-integration problems, this is time, and in pseudoarclength continuation, this is the approximation of the arclength.

2. At each homotopy step, a nonlinear system of equations must be solved, which for the solvers we consider, requires running a number of Newton-like iterations until the solution has been identified. This solution is the fixed point of the iterative map associated with our nonlinear solver.

3. In order to identify the convergence anomalies, we require the leading eigenvalues (i.e., those largest in magnitude). To do this, we run an additional set of computational experiments by systematically perturbing the system away from the identified fixed point. Because we are only interested in the leading eigenvalues, these perturbations can be chosen using the Implicitly Restarted Arnoldi Method (IRAM), which is implemented in ARPACK [14], though we currently compute an approximation of the entire Jacobian using a finite difference scheme.

4. If any of the eigenvalues are near the unit circle, then additional experiments can be performed to localize these convergence anomalies to a subset of the residual equations. After this point, the user can terminate the procedure, modify the system definition, apply corrections by adjusting solving process, or simply passively track the anomalies.

In the examples that will follow, we choose to passively observe the effects of the errors and other convergence anomalies even if they will ultimately result in solver failure. In practice, however, one might want to apply some form of corrective action in order to prevent solver failure/mitigate the effects of the convergence anomaly.

To use this approach, we must be able to run additional iterations of the nonlinear solver starting from pre-specified initial conditions. The benefit of performing additional experiments is that highly accurate approximations of the eigenvalues and eigenvectors can be computed regardless of how many iterations the nonlinear solver required to find the solution. However, not all implementations, particularly those in commercial software packages, enable this. When additional experiments are not possible, the data-driven approach that will be described should be used instead.

3.4.2. A Data-Driven Approach to Numerical Diagnostics. In order to apply this technique to problems where additional computational experiments cannot be run, we also present a data-driven approach to obtain the same quantities. This approach borrows techniques from data-driven system identification, and fits linear models to snapshots of the system state that are saved at every
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step of the nonlinear solve. As shown in the flowchart in Fig. 3, this procedure consists of the same four steps as the “additional experiments” approach. The differences between the two approaches are in steps 2 and 3. In particular,

2. At each homotopy step, a nonlinear system of equations must be solved. After every internal iteration of the nonlinear solver, we save the current state (i.e., the current solution “guess” at each iterate). The data must be ordered by iteration number, as we will apply time-series methods to it in the subsequent step. Once the solver has converged, this data is passed along with the numerically identified solution to the third step of the procedure.

3. In this step, our objective is to fit a linear model to the time series data. Because the data are not centered around zero, we first take the difference between each pair of snapshots:

\[
\begin{bmatrix}
x_1 & x_2 & x_3 & \cdots & x_M \\
\end{bmatrix} \Rightarrow \begin{bmatrix}
\Delta x_1 & \Delta x_2 & \Delta x_3 & \cdots & x_{M-1}
\end{bmatrix}
\]

where \(\Delta x_m = x_{m+1} - x_m\), which reduces the size of the data set by one, but allows us to fit a linear rather than an affine model to the data, which we do using Dynamic Mode Decomposition (DMD) [23, 26]. In this context, we will assume our data are collected near the fixed point, but the connections between DMD and Koopman operator theory for nonlinear systems [26, 29] and the global stability analysis enabled by that framework [16] suggest this approach could still have mathematical meaning without this restriction on the data. More concretely, we identify the matrix \(A\) that solves the least squares problem:

\[
\min_A \sum_{m=1}^{M-1} \|\Delta x_{m+1} - A\Delta x_m\|^2,
\]

while simultaneously minimizing the Frobenius norm of \(A\). We then compute the eigenvalues and eigenvectors of \(A\) using standard approaches, which are provided to the fourth step of the extra experiments approach for convergence anomaly identification.

The data-driven approach can be applied to problems where the nonlinear solve process can be passively observed but not directly altered, which is often the case when the solution process is part of a larger software package. However, it requires data, so we must have the ability to obtain information at every iterate of the solving process.

Regardless of whether a data-driven or additional experiments approach is taken, the goal of the methods we proposed is to produce an approximation of the eigenvalues of the system linearization at each step of the homotopy procedure. By tracking these eigenvalues we can determine when convergence anomalies appear and disappear, and characterize whether or not the current solution branch will remain stable for the region of interest or bifurcate. It should be noted that other features that may be useful for numerical diagnostics, such as discontinuity induced bifurcations (DIBs) [4, 3] due to loss of smoothness in the underlying dynamical system, are also indicated by the eigenvalues. For example, border collisions are appear as sudden “jumps” in the eigenvalues of the system linearization. As a result, the spectrum contains useful information that may help diagnose other types of numerical issues than the the ones we will focus on here.

4. Diagnosing Numerical Failures in Electrical Circuit Simulation. To demonstrate the use of these methods, we apply them to circuit simulation applications. This is an interesting application of such methods for two reasons: (1) techniques such modified nodal analysis naturally produce large systems of DAEs, which require nonlinear equations to be solved at each time step, and (2) when the system is assembled using an object-oriented component-composition approach, errors in the system implementation can be isolated to individual components not just the residual equation. In the remainder of this section, we will give a brief outline of how the governing equations for circuit
simulation can be assembled from individual components. Then we will present three examples highlighting our approach’s ability to identify and isolate implementation and system-level issues in electrical circuits.

4.1. Circuit Simulation via Component Composition. One method of simulating electrical circuits is through the use of modified nodal analysis [9], which provides an algorithmic way of constructing the governing equations of large circuits given component-level residuals and Jacobians.
Compared to the overall system, whose dynamics may be quite complex, the component-level residuals and Jacobians tend to be simpler to derive and compute.

Figure 4 shows the component level residuals and Jacobians for a resistor, an ideal voltage source, a capacitor, and an ideal diode respectively. Physically, the residuals associated with the resistor and diode are mappings from the voltage drop across the component to the current leaving the nodes indicated in the figure. Both of these components can be parameterized: $R$, the resistance of the resistor, will take on a wide range of values, but the diode parameters will remain fixed at $I_S = 10^{-12}$ A, $n = 1$, and $V_T = 26$ mV. Components such as the idealized voltage source can also have internal states and constraints, which in that example is $I_V$, the current produced by the voltage source. To compensate for these additional state variables, additional residual equations associated with these variables, such as the third equation in Fig. 4, are introduced; we refer to these new equations as internal nodes. These residuals do not necessarily have an interpretation as a mapping from voltages to currents; in this case, it enforces that the voltage drop across the source is $V(t)$. Finally, components such as capacitors depend upon the time-derivative of the nodal voltages, which are approximated in terms of state variables and prior solutions when methods like BDFs are used to solve the resulting ODE/DAE.

This component-level information is then aggregated into a single system-level set of residuals and the associated Jacobian. The system state is defined by the voltage at a set of pre-defined nodes augmented by the internal states of the components. Using these voltages along with prior knowledge about which components connect the nodes, the contribution of each component level residual and Jacobian can be mapped to the appropriate system level residual and Jacobian entries. As a result, we assume the system-level residual, $F$, has the form

$$ F_m(x) = \sum_{n=1}^{N} a_{mn} r_n(x), $$

where $N$ is the number of component-level residuals, $F_m$ is the $m$th system-level residual, $a_{mn}$ is either 0 or 1 and governs the connection of components to nodes, and $r_n$ is the $n$th component-level residual equation. Then, the Jacobian of $F$ can be written as

$$ J = A \frac{\partial r}{\partial x} = AR, $$

where $A$ contains the $a_{mn}$ coefficients, and $R$ contains the partial derivatives of the component-level residual equations. Note that $A$ is almost certainly a rectangular matrix as we typically have many more components than nodes.

As an example of this approach, consider the circuit in Fig. 5, which consists of a time-varying voltage source connected to a diode and resistor in series. Using the component-level residuals, the system level residual can be written as:

$$ F(V_0, V_1, V_2, I_V) = \begin{bmatrix} 1 & 0 & 0 & 0 & 1 & 0 & 0 \\ 0 & 1 & 1 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 1 & 0 & 1 & 0 \\ 0 & 0 & 0 & 0 & 1 & 0 & 1 \end{bmatrix} \begin{bmatrix} r_D(V_0, V_1) \\ r_R(V_1, V_2) \\ r_V(V_0, V_1, I_V) \end{bmatrix} = \begin{bmatrix} I_S \left( \exp \left( \frac{V_0 - V_1}{nV_T} \right) - 1 \right) + I_V \\ -I_S \left( \exp \left( \frac{V_0 - V_1}{nV_T} \right) - 1 \right) + \frac{V_1 - V_2}{R_1} \\ \frac{V_1 - V_2}{R_1} - I_V \\ V_0 - V_2 - V(t) \end{bmatrix}, $$

and the voltages/currents obtained by solving $F(V_0, V_1, V_2, I_V) = 0$.

Because the circuit in Fig. 5 lacks a ground, $F = 0$ does not have a unique solution. In practice, one of the three voltages $V_0$, $V_1$, or $V_2$ are set to zero in order to set the reference level, and the corresponding equations and Jacobian entries removed.
source, a capacitor, and an ideal diode. In the equations above, $R$ is the resistance, $V(t)$ is the voltage of the source, $C$ is the capacitance of the capacitor, $I_S$ is the saturation current of the diode, $n$ is the emission coefficient, and $V_T$ is the thermal voltage. For the capacitor, the time derivatives of voltage are approximated as

$$Jacobian = \begin{bmatrix}
    I_V
    -I_V
    V_0 - V_1 - V(t)
\end{bmatrix}, \quad J_V(V_0, V_1) = \begin{bmatrix}
    0 & 0 & 1 \\
    0 & 0 & -1 \\
    1 & -1 & 0
\end{bmatrix}
$$

$$Jacobian = \begin{bmatrix}
    C(V_0 - V_1) \\
    -C(V_0 - V_1)
\end{bmatrix}, \quad J_C(V_0, V_1) = \begin{bmatrix}
    \alpha C (V_0 - V_1) - C(\beta_0 - \beta_1) \\
    -\alpha C (V_0 - V_1) + C(\beta_0 - \beta_1)
\end{bmatrix}
$$

$$Jacobian = \begin{bmatrix}
    I_S \left( \exp\left(\frac{V_0 - V_1}{nV_T}\right) - 1\right) \\
    -I_S \left( \exp\left(\frac{V_0 - V_1}{nV_T}\right) - 1\right)
\end{bmatrix}, \quad J_D(V_0, V_1) = \begin{bmatrix}
    \frac{I_S}{nV_D} \exp\left(\frac{V_0 - V_1}{nV_T}\right) - \frac{I_S}{nV_T} \exp\left(\frac{V_0 - V_1}{nV_T}\right) \\
    -\frac{I_S}{nV_D} \exp\left(\frac{V_0 - V_1}{nV_T}\right) + \frac{I_S}{nV_T} \exp\left(\frac{V_0 - V_1}{nV_T}\right)
\end{bmatrix}
$$

Figure 4. Component-level residuals and Jacobians (with respect to the states) for a resistor, an ideal voltage source, a capacitor, and an ideal diode. In the equations above, $R$ is the resistance, $V(t)$ is the voltage of the source, $C$ the capacitance of the capacitor, $I_S$ is the saturation current of the diode, $n$ is the emission coefficient, and $V_T$ is the thermal voltage. For the capacitor, the time derivatives of voltage are approximated as $\dot{V}_1 = \alpha V_1 - \beta_1$, which is consistent with the approach taken when BDFs are used to solve ODEs/DAEs. Physically, the residual equations either map the voltage drop across a component (or the time derivative of that drop) to the current through it, or as in the third equation of the voltage source, denote constraints that must be satisfied. Using modified nodal analysis, these individual components can be aggregated to determine the governing equations of a larger circuit.

Jacobian can be written as

$$(4.4) \quad J(V_0, V_1, V_2, I_V) = \begin{bmatrix}
    1 & 0 & 0 & 0 & 1 & 0 & 0 \\
    0 & 1 & 1 & 0 & 0 & 0 & 0 \\
    0 & 0 & 0 & 1 & 0 & 1 & 0 \\
    0 & 0 & 0 & 0 & 0 & 0 & 1
\end{bmatrix} \begin{bmatrix}
    \dot{J}_D(V_0, V_1) \\
    \dot{J}_R(V_1, V_2) \\
    \dot{J}_V(V_0, V_1, I_V)
\end{bmatrix}
$$

$$(4.4) \quad J(V_0, V_1, V_2, I_V) = \begin{bmatrix}
    \frac{I_S}{nV_D} \exp\left(\frac{V_0 - V_1}{nV_T}\right) - \frac{I_S}{nV_T} \exp\left(\frac{V_0 - V_1}{nV_T}\right) \\
    -\frac{I_S}{nV_D} \exp\left(\frac{V_0 - V_1}{nV_T}\right) + \frac{I_S}{nV_T} \exp\left(\frac{V_0 - V_1}{nV_T}\right)
\end{bmatrix}
$$
Figure 5. Simple electrical circuit consisting of a diode and resistor in series with a time-varying voltage source whose time-evolution can be computed by solving the nonlinear system of equations in (4.3).

where $\tilde{J}_R$, $\tilde{J}_D$, and $\tilde{J}_V$ are the component-level Jacobians from Fig. 4 “padded” with zeros to account for nodes that are not associated with the component. In practice, one evaluates $J_R$, $J_D$, and $J_V$ and then distributes the elements rather than padding the matrix, but the end result is the same as what is shown above. These governing equations could be assembled by hand, and the main benefit of this approach is that they can be algorithmically assembled and scales well to larger number of nodes and components. This also allows us direct access to the vector of $r_n$ and the component-level Jacobians aggregated in $\tilde{R}$, which we will use to further localize errors down to individual components.

Identifying component-level issues is done using the same approach outlined in Sec. 3.3, but applied to component rather than system-level Jacobians and residuals. The system level residual can be written in the form shown in (4.1), and the “ideal” Jacobian is of the form shown in (4.2). The various approximations used to construct $J$ in Sec. 3.3 are still used in this context, but are now applied at a component level rather than at the system level. As such, we write

\begin{equation}
\tilde{J} = J + \delta J + \tilde{J} = A(R + \delta R + U_r C_r V_r) = A\tilde{R},
\end{equation}

where $U_r C_r V_r$ contain the components residuals with error, the magnitudes of those errors, and the nodes that contribute respectively. Assuming once again that the $\delta R$ term is negligible, our objective is to identify the image of $U_r$, which contains the components residual equations where these rate-limiting errors occur. To do this, we must have access to the code that computes $\tilde{R}$, the Jacobian of the component-level residuals, and the code that evaluates the component-level residuals themselves. Then we compare the directional derivative obtained from $\tilde{R}$ with the directional derivative computed from $r$ using a high order scheme:

\begin{equation}
\frac{r(x + \epsilon v) - r(x - \epsilon v)}{2\epsilon} - \tilde{R}v = -U_r C_r V_r v - \delta R v + O(\epsilon^2),
\end{equation}

where the $\epsilon^2$ is due to our choice of finite difference method and could be adjusted by choosing a difference finite difference scheme. The resulting vector lies in the span of $U_r$, which signifies the component-level equations where issues are present, with the addition of “noise” due to the $\delta R v$ and $O(\epsilon^2)$ terms. There are two additional perturbations, the inclusion of the $\delta R v$ term and the error associated with the finite difference scheme that will introduce noise into the resulting computation that may mask equations with small errors. Furthermore, we often normalize by the value of $r$ to account for scale differences in the residual equations. With these preprocessing steps in place, any dominant peaks in the resulting vector will indicate the components in the range of $U_r$, which is the equations where our rate-limiting errors occur.

In the end, composed systems like the circuits we will consider can be treated using the same numerical techniques discussed in Sec. 3. However, because we know something about the form of
the system, in this case that is the linear combination of component-level residuals and Jacobians, we can exploit this knowledge to further localize the cause of a convergence anomaly. The overall procedure remains the same: eigenvalues are used to detect convergence issues and the corresponding eigenvector narrows the issue down to the affected nodes, but now we can perform an additional step to isolate issues to the level of individual components.

4.2. Example: Implementation Error Localization in a Diode Bridge. In the next two examples, we apply our approach to the diode bridge shown in Fig. 6. The diode bridge system consists of five states, the voltages of nodes 0-3 as labeled in Fig. 6, and a node that is internal to the voltage source. The components in the system consist of a 12 V, 60 Hz ideal sinusoidal voltage source, a diode bridge consisting of the four diodes and the 0.005 F filter capacitor, and a 20 Ω resistive load. To aid in convergence, simulators like SPICE [18] sometimes implement minimum conductances on nonlinear devices, which appear as large parallel resistors, and we do the same here by placing a $10^{12}$ Ω resistor in parallel with all diodes unless otherwise specified. Because of the capacitor, the system is a differential algebraic equation (DAE) rather than an algebraic system of equations (see Fig. 4), and will be integrated over the 20 ms time window of interest using the 1st order Backwards Differentiation Formula (BDF) [24]. The nonlinear solve required at each time step is performed using the Newton solver implemented by NOX [8] with an analytical Jacobian.

As a benchmark, we will first present the diode bridge system without deliberately introduced errors. Next, we will include sign flips in the Jacobians of the resistors introduced to produce the minimum conductance in the blue and red diodes. This combination of errors will result in solver divergence in the 20 ms window of interest. Next, we will correct the implementation error associated with the blue diode, but retain the error in the red diode. In this case, the simulation successfully converges over the 20 ms window, but there are numerically significant deviations from the true solution. In our last example, we focus on the case where no implementation errors are present, but the resistors that implement the minimum conductance of the diodes are removed. Our objective in all examples is to demonstrate how the approach outlined in Section 3 signals these issues may be occurring, and show it can be used to localize the sources of error down to individual components when the convergence anomaly is due to a subset of the components.
4.2.1. Reference Case. Figure 7 shows the evolution of the node voltages over the 20 ms window of interest in the absence of implementation errors. Nodes 0, 2, and 3 have predictable behaviors based on the system configuration: node 0 is tied to ground at all times, and the potential difference between nodes 2 and 3 must be a 60 Hz sinusoid due to the ideal voltage source. The voltage across the load, which is determined by node 1, is “DC-like” with ripples whose magnitude is determined by the load and the capacitance of the filter capacitor [10].

The right plot of Fig. 7 shows the magnitude eigenvalues of the linearized Newton method for each time step of the procedure. The blue markers denote the eigenvalues obtained by the additional experiments approach, and the red markers show the eigenvalues obtained by the data-driven approach. Because we need at least three Newton iterations to approximate the eigenvalues, the gaps in the figure indicate the times where fewer than three Newton iterations were performed. However, when sufficient data exists to compute an approximation, both methods consistently generate a set of eigenvalues near the origin, which implies there are no convergence anomalies.

4.2.2. Two Implementation Errors. Now we consider the case where the diode bridge shown in Fig. 6 has two components – the red and blue diodes (solid and dashed circles respectively) – with sign flips in their Jacobians, which are meant to be prototypical programming errors. This combination of errors will result in complete solver failure (i.e., return “NaNs”) in the 20 ms time-window desired. The segment of the trajectory that was computed is shown in Fig. 8. Note the oscillations that appear just before failure at \( t \approx 5.7 \) ms.

At the current time, the approach does not feedback into the underlying solver/system. Our goal is to diagnose the convergence anomalies observed rather than to prevent failure. As such, Fig. 9 shows the magnitude of the eigenvalues obtained using the additional experiments approach as a function of time (e.g., homotopy step). Note that an eigenvalue crosses the unit circle around 5.6 ms as indicated by the gray dashed line. This eigenvalue actually crosses through \( \lambda = -1 \), and is indicative of a period doubling bifurcation. The right hand plot in the figure shows a “zoomed in” version of Fig. 8, which demonstrates that the period-doubling bifurcation precedes solver failure. In particular, the time stepper successfully completes around 250 steps before oscillations are visible and another 250 before solver failure.
Figure 8. Plot of the node voltages as a function of time. After \( t \approx 5.7 \) ms, the Newton solver fails to converge and the time-integration procedure terminates.

Figure 9. (left) The magnitude of the eigenvalue obtained using the additional experiments approach near the solver failure at 5.7 ms. There is a period-doubling bifurcation near 5.6 ms that indicates the convergence rate of the solver has slowed, and that failure may be imminent. (right) The voltage evolution in the same time window. The gray line in both plots indicates the approximate location of the period-doubling bifurcation, which precedes the visible loss of convergence closer to 5.7 ms.

As shown in this example, the eigenvalues indicate that “something is going wrong” with our the solver. Except for the last step (which failed completely), none of the nonlinear solves required more than four Newton iterates, and most required only a pair of iterations. At the time of failure, the system Jacobian is poorly conditioned, but that is also true in the reference example where issues with the nonlinear solver do not arise.

As shown in Fig. 10, the eigenvector indicates that nodes 2 and 3 are primarily affected by the loss of stability. This corresponds to the time-trace shown in Fig. 9, where oscillations in those nodes are visible just prior to solver failure. To identify which components may be at fault, we compute the directional derivative of the residual function along this eigenvector. A comparison between the implemented Jacobian and the finite-difference approximation reveals the convergence anomaly occurs in residual equations 8, 9, 12, and 13, which are the four equations with the Jacobian errors. Therefore, the method was able to correctly identify and trace the error introduced into the system.
4.2.3. A Single Component with an Implementation Error. In the previous example, the presence of an error in the Jacobian eventually led to the total failure of the numerical solver. However, this is not always the case. In this example, we take the diode bridge shown in Fig. 6, but “correct” the error in the blue diode. As a result, there is a single component (the red diode) with a sign flip in the component-level Jacobian.

Figure 11 shows the trajectory and eigenvalue magnitudes associated with this system. The results shown in this figure compare favorably with those in Fig. 7. Although not shown, the Newton solver converges after only a few iterations, and at least to the eye, the time-integration code appears to be functioning properly. As shown in right-hand plot, there is a single eigenvalue that periodically ventures out to the unit circle and remains there for the intervals in time with the gray background.

The presence of an eigenvalue near the unit circle in this example does not indicate the solver will fail, but it does mark regions where our confidence in the solution should be diminished. The bottom row of Figure 11 shows the difference between these trajectories and the reference implementation in Fig. 7 as a function of time. Note that a fixed time step integrator is being used, and that the nonlinear solver is Newton’s method whose stopping criterion is when the norm of the residual is less than $10^{-8}$. In short, the only difference between these two examples is the error introduced in the Jacobian. The result, however, is a small but systematic discrepancy between the “true” and “flawed” solutions that appear in the gray shaded regions where a large eigenvalue exists. In this example, the discrepancy vanishes outside of these regions, but in another application this error could grow as the simulation progresses. The directional derivative check shown in the bottom-right plot localizes the error to equations 8 and 9, which are the two equations where the errors were introduced.

The cause of the discrepancy between the true solution and the one introduced here are due to the interplay of the solver dynamics and the stopping criterion. At the start and end of the regions of interest, a period-doubling bifurcation occurs. As a result, Newton’s method will no longer converge to a single point, but will instead oscillate between a pair of points. The transition from a single solution to a period-two orbit is shown in Fig. 12 where the stopping criterion was removed. The solid lines show the iterations taken by Newton’s method at each time step, and
Figure 11. (top left) Plot of voltage versus time for the diode bridge with an implementation error in the diode indicated in red in Fig. 6. Despite the error, the nonlinear solver converges for every time step in the 20 ms window. (top right) Plot of the eigenvalue magnitudes as a function of time. (bottom left) The differences in the node voltages between the current and reference implementations; nodes 2 and 3 differ from their true values periodically in this time window. (bottom right) The eigenvector-based directional derivative check shows a difference between the implemented and true function values in component residual equations 8 and 9. These correspond to the equations where the sign flip in the component-level Jacobian was introduced. The shaded gray regions in the plots are the time intervals where at least one eigenvalue is greater than 0.5 in magnitude.

Figure 12. Plot of the Newton iterates at every time step when the nonlinear solver is forced to run twenty for iterations per step. For the sake of comparison, the dashed lines reproduce the trajectories obtained when a residual norm of $10^{-8}$ is used as the stopping criterion. The predictions of the two methods diverge in these regions, with the period doubling bifurcation causing the values of nodes 2 and 3 to jump between two possible sets of values. The small but systematic errors highlighted in Fig. 11 are due to the fact the nonlinear solver is “getting lucky” and finding a solution that meets the residual tolerance rather than converging to a fixed point.
Figure 13. Plot of the magnitude of the largest eigenvalue as the minimum conductances, which are equal to the reciprocal of the parallel resistance, is removed. Note that as the parallel resistance grows, the time-interval where the eigenvalue is large also grows. Despite this eigenvalue, the solver converges for all time steps points on the plot above.

the dashed lines show the trajectories obtained in Fig. 11. Note how the nonlinear solver switches between identifying a single solution to alternating between two choices at different intervals in time.

The loss of stability of the original branch has a profound impact on the confidence one should have in the resulting solution. As shown here, the nonlinear solver is not converging to a single fixed point, and the results we are observing in Fig. 11 are due to transient points that have residuals whose norm is below the tolerance level of $10^{-8}$. Therefore, seemingly minor changes to the code, such as lowering the tolerance from $10^{-8}$ to $10^{-10}$, which can be done without issue in the original system, or simply requiring a minimum number of Newton iterations to be performed can result in solver failure. As a result, even though the time-integration procedure did not fail and the resulting solutions resemble the correct ones, the presence of a bifurcation signals that one should lose confidence in the resulting solution because it is unclear what of the many possible behaviors (e.g., switching to one of many branches, stopping at a transient point, etc.) is responsible for the resulting solutions.

4.2.4. Example: Parameter Dependent Instabilities in a Diode Bridge. Finally, we study the effects of removing the large parallel resistors that implement the minimum conductances of the diodes. In the previous section, the value of this resistor was $10^{12}$ Ω, and for this example we will steadily increase it up to $10^{35}$ Ω. In principle, as the resistance approaches infinity, the parallel resistor is effectively removed and the diode acts ideally, but as we will demonstrate shortly, our time-integration routine will exhibit numerical issues at large but finite values of parallel resistance.

Figure 13 shows the magnitude of the largest eigenvalue at various time steps and values of the parallel resistor. To generate this figure, multiple experiments were performed with fixed values of the parallel resistance, so the pseudo-color plot is comprised of multiple “sweeps” in time at fixed values of resistance. The main feature of interest is the white region, which corresponds to combinations of time and resistance with an eigenvalue on or near the unit circle. As in the previous example, this does not result in solver failure, but it does have an impact on the resulting solution.

Figure 14 shows the superposition of the eigenvectors associated with the least-stable eigenvalue at the first and last points of the “white region” in Fig. 13 over all of the resistances. As shown in this figure, only the second and third nodes are affected by the convergence anomaly that appears as the parallel resistors are removed (i.e., as $R \to \infty$). The other three nodes appear
Figure 14. Plot of the eigenvectors associated with an eigenvalue near the period doubling bifurcation for the entire range of added resistances shown in Fig. 13. The corresponding eigenvector highlights that nodes 2 and 3 are affected by the increase in the parallel resistances, while the other three nodes are not.

Figure 15. Plot of the voltages in nodes 2 and 3 over the range of parallel resistors shown in Fig. 13. In the interval where an eigenvalue is near one in magnitude, these voltages are free to “float,” which results in the large differences in voltage observed in these nodes in these regions.

to be unaffected by this change, as they do not appear in any significant way in the resulting eigenvector. Applying the directional derivative check used in Sec 3.3 does not result in any significant mismatches between the true and numerically implemented system- and component-level Jacobians. As a result, the stability analysis for this particular example indicated a system-wide problem rather than a component-specific issue.

To highlight the impact of the bifurcation, Figure 15 shows the voltage trajectories of nodes 2 and 3, which are the two nodes affected by the removal of the parallel resistors. The other three nodes are not impacted in any meaningful way, and their evolution can be seen in Fig. 7. Note the voltages in nodes 2 and 3 have large “excursions” away from the trajectories that result with smaller resistances, which persist as long as the eigenvalue remains near the unit circle. Intuitively, these systems should not be physically different – all cases have a very large resistor in parallel with a diode – so this difference is numerical in nature.

The behavior shown in Fig. 15 is similar to the behavior shown in Fig. 12. As the parallel resistors are removed, the original solution branch loses stability and Newton’s method begins to oscillate between two points. However, the residuals associated with these points can be small.
Figure 16. Circuit diagram of a simple power channel. A single AC source drives six loads (3 DC loads and 3 AC loads). The size of the components in each load are given on the right; for example, every resistor in the top-most load is 1 Ω and every capacitor is 1 pF. The diodes are implemented with a parallel resistor of $10^{12}$ Ω, which is not shown in the diagram above. The resistor in red (solid circle) and the inductor in blue (dashed circle) have implementation errors in their Jacobians. In particular, the diode in red has a sign flip in its Jacobian, and the inductor has a Jacobian where one element is multiplied by a factor of 0.95.

enough to meet the convergence criterion, and a point is accepted as the next time step.

Physically these results can be explained. When the parallel resistors are too large, nodes 2 and 3 effectively lose connection to the ground. As this is an electrical system, the only quantity of physical importance is the differences in voltages, so without a connection to the ground, nodes 2 and 3 can take on any value they please provided their difference matches the constraints imposed by the voltage source. However, the value of resistance that is “too large” depends on time, so the interval where nodes 2 and 3 are “floating” are affected by the parallel resistors.

4.3. Example: Multiple Simultaneous Errors in a Power Channel. The final circuit-based example is an expanded version of the diode bridge, and has the schematic shown in Fig. 16. This example consists of an ideal AC source driving six different loads. From top to bottom they are:

1. a diode chain (see, e.g, [28]);
Figure 17. Plot of the eigenvalues of the linearized Newton-solver at each time step of the system shown in Fig. 16. The left plot shows the eigenvalues obtained using the additional iterations approach, and the right plot shows the eigenvalues obtained using the data-driven approach. While the eigenvalues and eigenvectors obtained from the data-driven approach will be used in the analysis that follows, both methods identify a persistent “smaller” eigenvalue with $|\lambda| \approx 0.05$ and an intermittent larger eigenvalue of $\lambda \approx -1$.

2. a resistor and a capacitor in parallel;
3. a resistive load of 20 $\Omega$ behind a diode bridge;
4. a relatively large resistive load of 2 k$\Omega$ behind a diode bridge;
5. a relatively small resistive load of 10 m$\Omega$ behind a diode bridge;
6. a resistor and nonlinear inductor behind a diode bridge; note that the filter capacitor is undersized, and therefore does not smooth out the ripples in the bridge output.

This circuit contains two types of nonlinear components: diodes and a nonlinear inductor whose residual equation is:

$$R_L(V_0, V_1, i_L) = \begin{bmatrix} i_L \\ -i_L \\ V_0 - V_1 - \frac{\partial \lambda}{\partial i_L} \frac{di_L}{dt} \end{bmatrix}, \quad \lambda(i_L) = \frac{L_0 I_{sat}}{\sqrt{I_{sat}^2 + i_L^2}} i_L,$$

where $V_0$ and $V_1$ are the voltages on either terminal of the inductor, and $i_L$ is an internal state containing the current through the nonlinear inductor. The parameters $L_0 = 0.001$ H and $I_{sat} = 1$ A are the “linear” inductance and saturation current of the nonlinear inductor. We will use this system to benchmark our approaches on two types of issues: multiple implementation errors and step size selection for the BDF. The first is a component-level issue, which the approach can isolate, while the second is systemic and appears when the step size becomes too small.

4.3.1. Diagnosing Multiple Implementation Errors. There are two implementation errors that will be introduced to this system, and appear in the components shown in red and blue (solid and dashed circles respectively). The diode has a sign flip in the component-level Jacobian, and is the same error we identified in the single diode bridge. The inductor possesses a term that is scaled by a factor of 0.95, which was implemented by using two different values of the inductance when computing the residual and the component-level Jacobian. Our objective in this example is to demonstrate that the localization procedure still works in a larger system when: (a) multiple errors are present, and (b) some sub-systems are error free.

We integrated this system over a 20 ms time window using backward Euler with a time step of $\Delta t = 10^{-3}$ ms. A standard Newton solver was used to solve the nonlinear system of equations that results at each time step. The initial guess was the solution at the previous time step, and the convergence criterion was the norm of the residuals dropping below $10^{-8}$. As this is a large system
with convergence anomalies, a larger number of Newton iterates were required at each time step, and the number of iterations typically ranged between 5 and 10.

Because we have more data, the “data-driven” approach for approximating the eigenvalues of the linearized Newton solver produces useful results at every time step. Figure 17 shows the eigenvalues obtained using the “additional experiments” and “data-driven” approaches at each time step. Note that there are now two convergence anomalies: one that remains constant with $|\lambda| \approx 0.05$ and the other that appears periodically and ventures out to $|\lambda| = 1$. There is good agreement between the two methods, so in the results that follow, the eigenvectors and eigenvalues will be those computed using the data-driven approach, though either method will produce similar results.

Figure 18 (top) shows the eigenvectors associated with the two largest eigenvalues. Note that the eigenvectors pick out different nodes in the system: the eigenvector associated with $\lambda \approx 0.05$ is supported mainly on node 10, which is an input to the inductor, and nodes 14 and 15, which are internal nodes associated with the nonlinear inductor and voltage source. On the other hand, the eigenvector with $\lambda \approx -1$ identifies nodes 2 and 3, which are the two nodes in the subsystem with the flawed diode. The eigenvectors only indicate which nodes converge slowly to their final values, and not necessarily indicate the inputs to a flawed component. In particular, no implementation errors were added to the voltage source, but its internal node still appeared as part of the eigenvector. Similarly, node 3 is not physically connected to the flawed diode, but is prominent in the eigenvector.

Figure 18. (top left) The eigenvector associated with $\lambda \approx 0.05$ obtained using the data-driven approach near $t = 20$ ms. (top right) The eigenvector associated with $\lambda \approx -1$ obtained using the data-driven approach near $t = 19$ ms. Both eigenvectors identify the nodes that will converge to the fixed point slowly due to the presence of convergence anomalies. (bottom) The differences between the implemented and finite-difference approximation of the component-level directional derivatives along the eigenvectors shown above. This analysis highlights component-level residual 83, which is the nonlinear inductor, and component-level residuals 17 and 18, where a sign flip in the resistor Jacobian was introduced.
Figure 19. (left) The magnitude of the largest eigenvalue of Newton’s method using a 1st order BDF with a step size indicated by the y-axis of the plot. (right) The magnitude of the largest eigenvalue using a 2nd order BDF. To advance in time, a default step size of $\Delta t = 10^{-3}$ ms was used in both cases. Note that white areas in the figure denote regions where the solver is believed to be unstable or where the solving process failed to converge after 20 iterations.

Both nodes appear in the eigenvector because they are affected by the error, and not because they are the source of the issue.

What the corresponding eigenvectors allow us to do is identify discrepancies between the true and implemented Jacobians, which will can pinpoint where implementation errors are present. The (scaled) difference in the directional derivative is shown in Fig. 18. The directional derivative check associated with $\lambda = 0.05$ highlights component equation 83, which is the equation where the scaling factor was introduced in the Jacobian of the nonlinear inductor. Similarly, comparing the directional derivatives in the direction of the eigenvector with $\lambda \approx -1$ identifies equations 17 and 18, which are the residuals associated with the diode whose Jacobian had a sign error.

In this section, we demonstrated the “additional experiments” and “data-driven” approaches on a set of problems involving the simulation of electrical circuits. In these examples, we diagnosed deliberately introduced issues in component-level equations in order to show both approaches could accurately detect the issue, and localize it to the affected nodes and, in this setting, the responsible component-level residual equations. We also showed that the approach could detect system wide issues such as the effective loss of solution uniqueness that occurs in these simulations when the resistors that implement the minimum conductances of the diodes approach infinity. In this case, the eigenvalues of the system linearization detected the issue and the eigenvectors isolated the problem to the affected nodes, but no further localization was possible.

4.3.2. Example: The Effects of Time-Step Size on Solver Performance. Now we consider the effects that the choice of time step, $\Delta t$, have on the performance of the nonlinear solver. Many numerical codes, such as the MATLAB implementation of embedded Runge-Kutta methods in ode45 [6], attempt to bound the integration error by adapting the step size. In particular, if the estimated error exceeds a certain threshold, then the step size is decreased. However for systems governed by DAEs or implicit time steppers, the choice of the time step can have a measurable impact on the performance of the resulting solver.

To highlight this impact and our method’s ability to detect these issues prior to failure, we took the power channel example and integrated over a 15 ms window using a step size of $\Delta t = 10^{-3}$ ms. At each of these reference steps, we then performed a sweep over 20 candidate step sizes ranging from $\Delta t = 10^{-2}$ ms down to $\Delta t = 10^{-7}$ ms for both a 1st and 2nd order BDF. This sweep in $\Delta t$ has two key impacts on the nonlinear system that must be solved. For both integrators, $\Delta t$ shows...
up explicitly in the nonlinear system of equations. However for the 2nd order BDF, the changes to \( \Delta t \) implicitly appear in the coefficients of the solution history used by the method as the step size is no longer constant.

The results of this analysis are shown in Fig. 19. Despite the difference in the integration order, both integrators have a similar pattern: at certain intervals in time, decreasing the step size results in solver failure. Two regions in particular, when \( t \in (5.5, 11.5) \) and \( t > 14 \), the solver appears to fail at much larger time steps than in other regions. In both cases, however, there is a region where convergence anomalies exists (roughly from \( \Delta t = 10^{-5} \) to \( \Delta t = 10^{-6} \)) prior to solver failure.

In general, our approach monitors the efficiency of an implemented system-solver pairing relative to its idealized convergence behavior in order to improve simulation performance, confidence, and accuracy. In the first example, we held the solver fixed and would make changes to the system to correct the implementation errors we identified. In this example, the system was held fixed, and the solver parameters were adjusted. In particular, the analysis here reveals a trade off in step size selection: smaller step sizes will result in more accurate approximations of the underlying ODE/DAE, but after some point, can negatively impact the convergence rate of the associated solver.

5. Conclusions. In this manuscript, we presented a pair of methods for identifying and diagnosing numerical issues in homotopy problems that negatively impact the solver performance. Conceptually, both approaches appeal to dynamical systems theory, and are similar to the methods used to characterize the convergence rates of nonlinear solvers applied to an idealized system. By using techniques from black-box bifurcation studies, we are able to apply the approach to practical systems, and identify issues that result from a mismatch between the implemented system and solver and the idealized ones.

We demonstrated our approaches on examples taken from the simulation of electrical circuits. Our first set of examples were on the relatively simple diode bridge with one type of error at a time: either implementation errors in some of the electrical components or system-level issues arising from the removal of the minimum conductances. The approach we proposed identified when these convergence issues arose, and in the cases with implementation errors, were able to isolate the components with the issue. We also tested the method on a larger system meant to mimic a power channel on an aircraft that had multiple errors contained within different subsystems, and determined when the step size was becoming “too small”. In this more complex system, these techniques were able to separate the errors associated with each subsystem, and pinpoint the components where these errors were injected.

The current work has focused mainly on passive observation: detecting issues in the solver or underlying system and reporting these errors to the user. However, one next step is adapting the solver based on these observations to correct these convergence anomalies and get closer to the theoretically expected level of performance. Although these techniques cannot be applied to all systems (they are more intrusive than some commercial software will permit), they too can be thought of as the adaption of techniques like the recursive projection method [25] or Newton-Krylov-GMRES [12] to problems where the underlying system is another nonlinear solver. Additionally, there are assumptions about the smoothness of the underlying system that are made implicitly throughout the manuscript. The theory behind discontinuity induced bifurcations can explain some of the phenomena we have observed, such as sudden jumps in the eigenvalues, but at the current time, we have not implemented any checks targeted towards detecting the presence of discontinuities. In principle this could provide useful information to the system and solver developers to improve system smoothness and solver selection. In the end, we have demonstrated that even relatively simple techniques for the analysis of black-box dynamical systems can provide useful information about
the practical performance of solvers when applied to actual systems. Just as more sophisticated
techniques for system analysis exist, the set of methods presented here are a starting point that
could and should be augmented with more sophisticated approaches in the future.

REFERENCES

[1] Lorenz T Biegler and Victor M Zavala, Large-scale nonlinear programming using IPOPT: An integrating
framework for enterprise-wide dynamic optimization, Computers & Chemical Engineering, 33 (2009),
pp. 575–582.
[2] Annick Dhooge, Willy Govaerts, and Yu A Kuznetsov, MATCONT: a MATLAB package for numerical
bifurcation analysis of ODEs, ACM Transactions on Mathematical Software (TOMS), 29 (2003), pp. 141–
164.
[3] M Di Bernardo and SJ Hogan, Discontinuity-induced bifurcations of piecewise smooth dynamical systems,
Philosophical Transactions of the Royal Society of London A: Mathematical, Physical and Engineering
Sciences, 368 (2010), pp. 4915–4935.
[4] M Di Bernardo, A Nordmark, and G Olivar, Discontinuity-induced bifurcations of equilibria in piecewise-
smooth and impacting dynamical systems, Physica D: Nonlinear Phenomena, 237 (2008), pp. 119–136.
[5] Eusebius J Doedel, AUTO: A program for the automatic bifurcation analysis of autonomous systems, Congr.
Numer, 30 (1981), pp. 265–284.
[6] John R Dormand and Peter J Prince, A family of embedded Runge-Kutta formulae, Journal of computational
and applied mathematics, 6 (1980), pp. 19–26.
[7] Yoel Drori and Marc Teboulle, Performance of first-order methods for smooth convex minimization: a novel
approach, Mathematical Programming, 145 (2014), pp. 451–482.
[8] Michael A Heroux, Roscoe A Bartlett, Vicki E Howle, Robert J Hoekstra, Jonathan J Hu, Tamara G Kolda,
Richard B Lehoucq, Kevin R Long, Roger P Pawlowski, Eric T Phipps, et al., An overview of the Trilinos project,
ACM Transactions on Mathematical Software (TOMS), 31 (2005), pp. 397–423.
[9] Chung-Wen Ho, Albert E Ruehli, and Pierce A Brennan, The modified nodal approach to network analysis,
Circuits and Systems, IEEE Transactions on, 22 (1975), pp. 504–509.
[10] Paul Horowitz and Winfield Hill, The art of electronics, Cambridge Univ. Press, 1989.
[11] Eric Richard Keiter, Ting Mei, Thomas V Russo, Richard Louis Schiek, Heidi K Thornquist, Jason C Verley,
Deborah A Fixel, Todd Stirling Coffey, Roger Patrick Pawlowski, Christina E Warrender, et al., Xyce parallel
electronic simulator reference guide, version 6.0., tech. report, Raytheon Ktech, Albuquerque, NM; Sandia National Laboratories (SNL-NM), Albuquerque, NM (United States), 2013.
[12] Carl T Kelley, Solving nonlinear equations with Newton’s method, vol. 1, Siam, 2003.
[13] Ioannis G Kevrekidis, C William Gear, James M Hyman, Panagiotis G Kevrekidid, Olof Runborg,
Constantinos Theodoropoulos, et al., Equation-free, coarse-grained multiscale computation: Enabling
microscopic simulators to perform system-level analysis, Communications in Mathematical Sciences,
1 (2003), pp. 715–762.
[14] Richard B Lehoucq, Danny C Sorensen, and Chao Yang, ARPACK users’ guide: solution of large-scale
eigenvalue problems with implicitly restarted Arnoldi methods, vol. 6, Siam, 1998.
[15] Laurent Lessard, Benjamin Recht, and Andrew Packard, Analysis and design of optimization algorithms
via integral quadratic constraints, arXiv preprint arXiv:1408.3595, (2014).
[16] Alexandre Mauroy and Igor Mezic, A spectral operator-theoretic framework for global stability, in Decision
and Control (CDC), 2013 IEEE 52nd Annual Conference on, IEEE, 2013, pp. 5234–5239.
[17] Robert C Melville, Ljiljana Trajkovi ´c, San-Chin Fang, and Layne T Watson, Artificial parameter
homotopy methods for the dc operating point problem, Computer-Aided Design of Integrated Circuits and
Systems, IEEE Transactions on, 12 (1993), pp. 861–877.
[18] Laurence W. Nagel and D.O. Pederson, Spice (simulation program with integrated circuit emphasis), Tech.
Report UCB/ERL M382, EECS Department, University of California, Berkeley, Apr 1973.
[19] Jorge Nocedal and Stephen Wright, Numerical optimization, Springer Science & Business Media, 2006.
[20] Florian A Potra and Stephen J Wright, Interior-point methods, Journal of Computational and Applied
Mathematics, 124 (2000), pp. 281–302.
[21] William H Press, Saul A Teukolsky, William T Vetterling, and Brian P Flannery, Numerical
recipes in C, vol. 2, Cambridge university press Cambridge, 1996.
[22] Andy Salinger, ET Phipps, and RP Pawlowski, LOCA (library of continuation algorithms), 2011.
[23] Peter J Schmid, *Dynamic mode decomposition of numerical and experimental data*, Journal of Fluid Mechanics, 656 (2010), pp. 5–28.

[24] Lawrence F Shampine and Charles William Gear, *A user’s view of solving stiff ordinary differential equations*, SIAM review, 21 (1979), pp. 1–17.

[25] Gautam M Shroff and Herbert B Keller, *Stabilization of unstable procedures: the recursive projection method*, SIAM Journal on numerical analysis, 30 (1993), pp. 1099–1120.

[26] Jonathan H Tu, Clarence W Rowley, Dirk M Luchtenburg, Steven L Brunton, and J Nathan Kutz, *On dynamic mode decomposition: theory and applications*, arXiv preprint arXiv:1312.0041, (2013).

[27] Andre Vladimirescu, *The SPICE book*, John Wiley & Sons, Inc., 1994.

[28] Thomas Voss, Arie Verhoeven, Tamara Bechtold, and Jan ter Maten, *Model order reduction for nonlinear differential algebraic equations in circuit simulation*, in Progress in Industrial Mathematics at ECMI 2006, Springer, 2008, pp. 518–523.

[29] Matthew O Williams, Ioannis G Kevrekidis, and Clarence W Rowley, *A data-driven approximation of the Koopman operator: extending dynamic mode decomposition*, arXiv preprint arXiv:1408.4408, (2014).

[30] Kiyotaka Yamamura, Tooru Sekiguchi, and Yasuaki Inoue, *A fixed-point homotopy method for solving modified nodal equations*, Circuits and Systems I: Fundamental Theory and Applications, IEEE Transactions on, 46 (1999), pp. 654–665.