We consider a platform’s problem of collecting data from privacy sensitive users to estimate an underlying parameter of interest. We formulate this question as a Bayesian-optimal mechanism design problem, in which an individual can share her (verifiable) data in exchange for a monetary reward or services, but at the same time has a (private) heterogeneous privacy cost which we quantify using differential privacy. We consider two popular differential privacy settings for providing privacy guarantees for the users: central and local. In both settings, we establish minimax lower bounds for the estimation error and derive (near) optimal estimators for given heterogeneous privacy loss levels for users. Building on this characterization, we pose the mechanism design problem as the optimal selection of an estimator and payments that will elicit truthful reporting of users’ privacy sensitivities. Under a regularity condition on the distribution of privacy sensitivities we develop efficient algorithmic mechanisms to solve this problem in both privacy settings. Our mechanism in the central setting can be implemented in time $O(n \log n)$ where $n$ is the number of users and our mechanism in the local setting admits a Polynomial Time Approximation Scheme (PTAS).
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1. Introduction

The data of billions of people around the world are used every day for improving search algorithms, recommendations on online platforms, personalized advertising, and the design of new drugs, services and products. With rapid advances in machine learning (ML) algorithms and further growth in data collection, these practices will become only more widespread in the years to come. A common concern with many of these data-intensive applications centers on privacy — as a user’s data
is harnessed, more and more information about her behavior and preferences are uncovered and potentially utilized by platforms and advertisers.

A popular solution to the tension between privacy costs and benefits of data is to use methods such as differential privacy in order to limit the extent to which an individual’s data is uncovered and exploited. The basic idea of differential privacy is to provide an upper bound on how sensitive the output of an algorithm (e.g., the vector of recommendations from an online site) is to an individual’s data. Although differential privacy methods are already used by many of the tech companies, including, Apple, Google and Microsoft (see, e.g., Erlingsson et al. (2014) and Ding et al. (2017)), a key practical question remains: how do we decide how much privacy an individual will obtain? Imagine, for example, that two individuals have similar data, but one is very privacy conscious, while the other one does not think that she has any concerns of privacy. It is natural to provide different privacy levels for these two individuals when acquiring their data, but exactly how?

This paper is an attempt to answer this key question and study the impact of data market architecture on the design of mechanisms for purchasing data from privacy sensitive strategic users. We consider a platform interested in estimating an underlying parameter using data collected from users. While users benefit from the outcome of the estimation, they are cognizant of the privacy losses they will incur and hence might be discouraged from sharing their data. User data come from some underlying population distribution where its mean is given by the parameter of interest. We formulate this question as a mechanism design problem, in which an individual can share her data in exchange for a monetary reward or services, but at the same time has a heterogeneous privacy sensitivity that represents her cost per unit privacy loss. We assume a known prior on user’s privacy sensitivity (which is independent of the data distribution). While an individual’s data is difficult to manipulate, her privacy preferences are easier to falsify (if monetary rewards were increasing in how privacy conscious individual is, then she might prefer to misrepresent this information). Individuals participate in the mechanism by reporting their privacy sensitivities and sharing their data. This mechanism simultaneously determines an “optimal” estimator, compensation for the users, and privacy losses an individual will incur. Thus, the mechanism endogenously determines the privacy loss levels as a function of both user sensitivities and also how their data is used in the estimation problem of the platform.

We consider two popular differential privacy settings for providing privacy guarantees for the users: central and local. In the central privacy setting, we require the output of the estimation process to be differentially private with respect to each individual’s data. In the local privacy setting, we impose a differential privacy requirement with respect to the individual data of each user. Before formulating the optimal mechanism design problem, we derive optimal estimators
for given heterogeneous privacy loss levels for users in the two privacy settings. We establish minimax lower bounds for the estimation error and use these bounds to characterize the form of the optimal estimator with central and local privacy guarantees. In particular, in the central setting we show that, for a given vector of privacy losses, a linear estimator that combines a (properly designed) weighted average of the users’ data points and a Laplace noise achieves the (near) optimal estimation error among all estimators that can achieve the desired privacy losses. In addition, in the local setting, we show that, for a given vector of privacy losses, first adding a Laplace noise to the data of each user and then taking a weighted average of the users’ data points achieves the optimal estimation error.

In the second part of the paper, we formulate the Bayesian-optimal mechanism design problem where the objective of the platform is to minimize the sum of the estimation error and total payment for the users. We first provide a characterization of the optimal payment as a function of the reported privacy sensitivities. This is closely related to the payment identity in Myerson’s optimal auction design problem (Myerson (1981)), but differs in that the reported privacy sensitivities of other users impacts a user’s utility not only through her privacy loss level and payment but also through the overall estimation error (all users benefit from a lower estimation error). We then focus our attention to linear estimators (which were shown to be optimal for differentially private estimation given exogenous privacy loss levels). We show that under some regularity conditions on the distribution of privacy sensitivities, the problem of finding the optimal privacy levels can be cast as the solution to a non-convex optimization problem. In both settings, we first reformulate the platform’s problem in terms of designing a pair of weight and privacy loss functions. These functions map the vector of reported privacy sensitivities to a vector of privacy losses for users and a vector of weights in the linear estimator of the platform, respectively. In the central setting, we use the structure of the problem to derive an efficient score-based algorithm for implementing our mechanism in time $O(n \log n)$. In the local setting, we develop a Polynomial Time Approximation Scheme (PTAS) to solve the platform’s problem.

In the last section, we compare the central and local differential privacy settings and establish that the platform achieves a (weakly) higher utility in the central privacy setting than that in the local one. This is because the local setting provides a stronger privacy guarantee and hence increases the final estimator’s variance, which in turn reduces the platform’s utility. We also illustrate that, for a given vector of privacy sensitivities, the privacy loss level allocated to a user in the optimal local data acquisition mechanism is not necessarily higher than the central setting, and in fact, it can be strictly lower (providing better privacy guarantees).

From a technical point of view, our first technical contribution is deriving the minimax optimal private mean estimator for heterogeneous differential privacy levels. Prior to our work, the optimal
estimation has been studied only for homogeneous differential privacy levels (see, e.g., Duchi et al. (2013); Dwork et al. (2014); Barber and Duchi (2014)). Utilizing this optimal estimator, we demonstrate how existing mechanism design tools can be applied to our setting, resulting in a point-wise optimization approach using virtual values to find the optimal mechanism. Our second technical contribution involves developing efficient algorithms specifically tailored for solving non-convex point-wise optimization problems that arise in private data acquisition. This differs from the conventional mechanism design setting, where the optimal mechanism can be obtained by solving a linear program. In terms of the structural aspect, our problem deviates from the classic mechanism design, where the optimal allocation typically follows a threshold rule. Instead, in our problem, the optimal differential privacy level exhibits a continuous dependence on privacy sensitivity.

1.1. Related Literature

Our paper builds on the growing literature on optimal data acquisition from strategic privacy conscious users. Several of these papers use differential privacy to quantify the cost users incur when sharing their data Ghosh and Roth (2011), Nissim et al. (2012), Nissim et al. (2014). A pioneering paper in this literature is Ghosh and Roth (2011), which consider designing a mechanism for collecting data from users that explicitly experience a cost for privacy loss. Ghosh and Roth (2011) assume that each user has a private bit and a heterogeneous privacy loss parameter and the platform’s goal is to estimate the sum of user’s data by using a differentially private and dominant strategy truthful mechanism. This paper considers both the case when the user data and privacy parameter are independent (as in our case) and when they are correlated. For the independent case, their mechanism results in providing a single privacy level to all users whose data are collected (because of their worst case view with a focus on dominant strategy truthful mechanisms and lack of distributional assumptions on user data or cost parameters). For the correlated case, Ghosh and Roth (2011) provide an impossibility result for the existence of a truthful and individually rational mechanism. Several papers build on Ghosh and Roth (2011), extending it to take it or leave it offers Ligett and Roth (2012), and strengthening the impossibility results Nissim et al. (2014).

Another line of work tackles the open question posed by Ghosh and Roth (2011) on whether a model with distributional assumption on users’ costs and Bayesian mechanism design approach could be used to develop optimal mechanism for collecting data with privacy guarantees. Roth and Schoenebeck (2012), Chen et al. (2018), and Chen and Zheng (2019) followed this approach using a randomized mechanism in which user’s data is used with a probability that depends on the reported privacy costs of the users.\footnote{This is different from our mechanism in which payments and resulting privacy losses depend on the reported privacy sensitivity of all users.} These papers do not use differential privacy to model privacy
costs, but rather use a menu of probability-price pairs to control the privacy loss and compensation for each user.

Another noteworthy paper in this literature is Cummings et al. (2015), which consider data purchase from users that provide different levels of data accuracy (variance) and may strategically price access to their data. The variance in the data can represent uncertainty in data quality or intentionally added noise in order to guarantee privacy. This paper does not impose a functional form for the privacy loss in terms of a differential privacy parameter and instead allows for a flexibility in offering a menu of different variance levels (or equivalently, arbitrary costs for each level independently).

Our paper differs from these works by assuming prior information on user privacy sensitivities, and focusing on characterizing the optimal Bayesian incentive compatible mechanism. We further assume that user data are drawn from the same underlying distribution. This allows the platform to put more weight on the data of a user with lower price sensitivity, leading to different privacy levels for participating users. Another important distinction of our model is our assumption that users derive utility from the accuracy of the estimation outcome which changes the privacy allocation of the optimal mechanism. Finally our paper considers different privacy architectures, central and local, and explores the different privacy guarantees provided by an optimal mechanism under these different architectures. Prior to our work Cummings et al. (2022) has considered a setting in which the users benefit from a better estimation outcome. They consider a linear estimator with Laplace additive noise and show how it allows for heterogeneous privacy guarantees to different users in the central model. We depart from this paper by establishing the (near) optimal estimator, considering strategic users in reporting their privacy costs, and studying both central and local settings and their comparison (see also Pai and Roth (2013) for a survey).

In our paper, as well as the above papers, the platform can verify the data of users. A different stream of this literature considers a setting in which individuals have the ability to misreport their information Perote and Perote-Pena (2003), Dekel et al. (2010), Meir et al. (2012), Ghosh et al. (2014), Cai et al. (2015), Liu and Chen (2016, 2017).

Our paper also relates to the literature that consider privacy aware mechanism design and selling strategies such as McSherry and Talwar (2007), Nissim et al. (2012), Abernethy et al. (2019), Lei et al. (2020), Chen et al. (2021a), and Chen et al. (2021b). In particular, Chen et al. (2021a) consider a dynamic personalized pricing problem with unknown nonparametric demand models under data privacy protection, while Lei et al. (2020), Chen et al. (2021a), and Han et al. (2021) consider parametric demand models. We note that both our research question and results are different from these papers. In particular, we study the design of optimal mechanisms for collecting data from strategic users with privacy concerns while these papers consider demand learning for
personalized pricing under privacy concerns in an online learning framework and provide (tight) bounds on the regret of the optimal algorithm.

Finally, our paper relates to the literature that studies the problem of choosing the proper level of differential privacy given the goal of protecting individuals’ privacy such as Lee and Clifton (2011), Hsu et al. (2014), and Mehner et al. (2021). We depart from this line of work by studying the endogenous choice of differential privacy levels based on individuals’ privacy sensitivity and their interactions with a platform.

More broadly, various other issues of information/data markets have been studied in the literature. In particular, Hörner and Skrzypacz (2016) study the design of mechanisms for selling data and Goldfarb and Tucker (2011), Bergemann and Bonatti (2015), Montes et al. (2019), and Jagabathula et al. (2020) study the improvements in resource allocation using personal information. The correlation among users’ data and its impact on the price of data has been studied in Liao et al. (2018), Fainmesser et al. (2019), Acemoglu et al. (2021), Ichihashi (2021), and Liao et al. (2021). The impact of data tracking on the firms’ competition and users has been studied in Bimpikis et al. (2021) and Gur et al. (2019). The dynamic sale of data has been studied in Immorlica et al. (2021) and the difference between static and dynamic mechanisms has been studied in Babaioff et al. (2012) and Drakopoulos and Makhdoumi (2020). Bergemann and Bonatti (2015) study the problem of selling cookies for targeted advertisement and study how the price of data changes with the reach of the dataset and the fragmentation of data sales. In addition, a collection of papers, such as Li (2002), Li and Zhang (2008), Ha and Tong (2008), Shang et al. (2015), Foster et al. (2016), Lobel and Xiao (2017), Bimpikis et al. (2019), Candogan and Drakopoulos (2020), Immorlica et al. (2020), Hu et al. (2020), Ashlagi et al. (2020), Anurojwong et al. (2021), Besbes and Mouchtaki (2021), and Ashlagi et al. (2021) study information-sharing in the design and analysis of markets (see Bergemann and Bonatti (2019) for a survey).

Finally, our paper relates to the literature on differential privacy. Initiated by the work of Dwork et al. (2006a,b), differential privacy has emerged as a prevalent framework for characterizing the privacy leakage of data oriented algorithms. Our work, in particular, is related to the private mean estimation which has been studied extensively over the past decade Duchi et al. (2013), Barber and Duchi (2014), Karwa and Vadhan (2017), Asoodeh et al. (2021), Kamath et al. (2019, 2020), Cummings et al. (2021), Acharya et al. (2021).

The rest of the paper proceeds as follows. Section 2 presents the setting, describes central and local differential privacy, and provides near optimal minimax estimator with heterogeneous privacy losses. In Section 3, we establish how the platform’s mechanism design problem turns into a point-wise optimization problem over the privacy losses. In Section 4, we characterize the optimal privacy loss levels in the central privacy setting and find a polynomial time algorithm to find them. In
Section 5, we characterize the optimal privacy losses in the local privacy setting and establish that it admits a PTAS. Section 6 compares the central and the local privacy settings. Section 7 concludes, while the appendix includes the omitted proofs from the text.

2. Differential privacy and platform’s estimation problem

We consider a platform interested in estimating an underlying parameter $\theta \in \mathbb{R}$ by collecting relevant data from a set of users denoted by $\mathcal{N} = \{1, \ldots, n\}$. Each user $i \in \mathcal{N}$ has some personal data $X_i \in \mathcal{X}$ which is informative about $\theta$. We assume that $X_i = \theta + Z_i$, where $(Z_1, \ldots, Z_n)$ are independent and identically distributed mean zero random variables with a variance denoted by $\text{var}$. Throughout the paper, for simplicity, we assume $|Z_i| = \frac{1}{2}$ for all $i \in \mathcal{N}$.

Users share their data with the platform since a more accurate estimate of parameter $\theta$ is useful for their objective (e.g., identifying a treatment from collecting individual medical records). However, sharing of individual data raises privacy concerns which users are cognizant of. Failure to address these privacy concerns would discourage users from sharing their data. We model the privacy demand of users as a maximum privacy loss they can tolerate. We use the notion of differential privacy to combine optimal estimation with such privacy guarantees.

In the next section, we assume the privacy loss level each user is willing to accept is given and derive (near-)optimal estimators that achieve these levels using different privacy guarantees. In particular, the central setting provides a privacy guarantee in terms of how user data impacts the final estimate of the platform, whereas the more restrictive local setting seeks a guarantee for the individual data shared by each user.

In section 4, we endogenize the choice of the privacy loss levels by assuming a privacy sensitive user utility.

2.1. Central and local differential privacy

We first formalize the differential privacy framework we use to quantify guarantees on privacy demand of users. We focus on two settings, known as central and local differential privacy. In the central case, we assume that the users trust the platform to share their data and require a privacy guarantee for user data by limiting its impact on the output of the analyst’s estimation problem. In the local case, we assume a more restrictive privacy demand on the individual data shared by each user.

2 The assumption that $Z_i$’s are independent and have the same variance is reasonable in the context of estimation from a population and is made to simplify the notation and analysis. Our characterization of the optimal data acquisition mechanism readily extends to a setting with correlated users’ data with different variances.

3 This is without loss of generality and the analysis extends to an arbitrary bound on $|Z_i|$’s by properly adjusting the estimator used by the platform.
We start with the definition of central differential privacy which slightly generalizes the standard definition in Dwork et al. (2006a,b) by allowing different levels of privacy loss for each user.  

**Definition 1 (Central differential privacy)** Let $\varepsilon = (\varepsilon_i)_{i=1}^n \in \mathbb{R}_+^n$. Assume $S, S' \in \mathcal{X}^n$ are two datasets that differ in the $i$-th component (which represents user $i$’s data). A randomized algorithm $A : \mathcal{X}^n \rightarrow \mathbb{R}$ is $\varepsilon$-centrally differentially private if for all measurable sets $W$ in $\mathbb{R}$,

$$P(A(S) \in W) \leq e^{\varepsilon_i} P(A(S') \in W).$$

This definition implies that the algorithm’s output changes with probability at most $e^{\varepsilon_i}$ when the data of user $i$ changes. In particular, Definition 1 is equivalent to $e^{-\varepsilon_i} \leq P(A(S) \in W) / P(A(S') \in W) \leq e^{\varepsilon_i}$ for all $i \in \mathcal{N}$, neighboring $S, S' \in \mathcal{X}^n$, which only differ in user $i$’s data, and all measurable sets $W$ in $\mathbb{R}$. Therefore, $\varepsilon_i$ can be interpreted as a variable that captures the maximum privacy loss that Algorithm $A$ ensures for user $i$: the smaller $\varepsilon_i$ is, the less of an impact user $i$’s data has on the output of Algorithm $A$, implying a lower privacy loss (or equivalently a higher privacy guarantee) for user $i$’s data.

Local differential privacy considers the setting where the users do not trust the platform with their data. The users therefore first produce a private version of their data through a mapping before sharing it with the platform. Building on the literature on differential privacy, we refer to this mapping as a *channel* (see, e.g., Duchi et al. (2013)) and define it to be locally differentially private as follows.

**Definition 2 (Local differential privacy)** A randomized channel $C : \mathcal{X} \rightarrow \mathbb{R}$ is $\varepsilon$-locally differentially private if for any $x, x' \in \mathbb{R}$ and all measurable sets $W$ in $\mathbb{R}$,

$$P(C(x) \in W) \leq e^{\varepsilon_i} P(C(x') \in W).$$

Let $\varepsilon = (\varepsilon_i)_{i=1}^n \in \mathbb{R}_+^n$. An algorithm $A : \mathcal{X}^n \rightarrow \mathbb{R}$ is $(\varepsilon_i)_{i=1}^n$-locally differentially private if it takes $(C_i(x_i))_{i=1}^n$ as input (as opposed to $(x_i)_{i=1}^n$ itself), where $C_i$ is an $\varepsilon_i$-locally differentially private channel.

It is worth noting that an $(\varepsilon_i)_{i=1}^n$-locally differentially private algorithm is $(\varepsilon_i)_{i=1}^n$-centrally differentially private according to Definition 1 as well (see Observation 12.1 in Dwork et al. (2014)). Figure 1a and 1b depict central and local differential privacy architectures, respectively.

---

4 This extension is in line with the literature that introduced personalized or heterogeneous differential privacy, where each user can have a different privacy loss Jorgensen et al. (2015); Alaggan et al. (2015); Niu et al. (2021). In our setting users have different preferences for their privacy which motivates our definition with heterogeneous privacy loss levels.
A point worth mentioning is that in the local privacy setting, the data is privatized directly on the user side, giving users control over its implementation. Unlike the central setting, the local setting does not rely on the platform credibly delivering the promised privacy level.

In both central and local cases, the basic mechanism to ensure privacy is adding fine-tuned noise. As we establish next, a Laplace mechanism which adds a zero-mean Laplace noise to the variable of interest is optimal, and therefore we adopt this throughout (we make the optimality statement precise in this section). Recall that the density of a mean-zero (one-dimensional) Laplace distribution with parameter $\eta$, denoted by $\text{Laplace}(\eta)$, is given by

$$p(z) = \frac{1}{2\eta} \exp(-|z|/\eta) \quad \text{for all } z \in \mathbb{R}$$

and its variance is given by $2\eta^2$. The following lemma characterizes the differential privacy guarantees obtained by a Laplace mechanism.

**Lemma 1 (Dwork et al. (2014))** Consider a real-valued function $f : \mathcal{X}^n \rightarrow \mathbb{R}$ and let $W$ be a Laplace noise with parameter $1/\varepsilon$, i.e., $W \sim \text{Laplace}(1/\varepsilon)$. Then, $\mathcal{A}(x) := f(x) + W$ for any $x \in \mathcal{X}^n$, is $(\varepsilon L_i(f))_{i=1}^n$-centrally differentially private, where $L_i(f)$ is the sensitivity of $f$ with respect to the $i$-th coordinate, and is given by

$$L_i(f) := \sup \{|f(x) - f(x')| : \text{for all } x, x' \in \mathcal{X} \text{ that only differ in the } i \text{-th coordinate}\}. \quad (1)$$

Next, we consider the following problem in both the central and the local differential privacy settings: Assume that the desired privacy level of users, i.e., $\varepsilon_i$ for user $i$, is given to the platform. What is the optimal choice of the estimator in terms of expected square error?
To answer this question, we first provide minimax lower bounds for private mean-estimation problem under both central and local definitions of differential privacy (given in Definitions 1 and 2, respectively). We then prove that a linear estimator with Laplace mechanism achieves those lower bounds up to a logarithmic factor. While the private mean estimation problem has been extensively studied when privacy levels across all users are equal Duchi et al. (2013); Dwork et al. (2014); Barber and Duchi (2014), to the best of our knowledge, it has not been studied in our setting where the privacy levels of users are heterogeneous.

2.2. (Near) Optimal estimation with central differential privacy

Let \( \mathcal{P} \) be a family of distributions, defined over the sample space \( \mathcal{X} \). Our goal is to estimate the mean \( \theta : \mathcal{P} \rightarrow \mathbb{R} \) where \( \theta(P) = \mathbb{E}_{X \sim P}[X] \) for any \( P \in \mathcal{P} \). We let \( X_1, \ldots, X_n \) be \( n \) independent and identically distributed samples that are drawn from \( P \in \mathcal{P} \) and \( \varepsilon = (\varepsilon_i)_{i=1}^n \) be the privacy levels. In the central setting, an estimator \( \hat{\theta}(X_1, \ldots, X_n) \) is a real-valued measurable function over \( \mathcal{X}^n \) which estimates \( \theta(P) \). We define \( \mathcal{Q}_c(\varepsilon) \) as the class of \( \varepsilon \)-centrally differentially private estimators, according to Definition 1. With this notation in hand, the minimax estimation error is given by

\[
\mathcal{L}_c(P, \theta, \varepsilon) := \inf_{\hat{\theta} \in \mathcal{Q}_c(\varepsilon)} \sup_{P \in \mathcal{P}} \mathbb{E}_{(X_i \sim P)_{i=1}^n} \left[ \left| \hat{\theta}(X_{1:n}) - \theta(P) \right|^2 \right],
\]

where the expectation is taken over the randomness in both samples \( X_{1:n} \) and the estimator. The supremum in the above expression is the worst-case estimation error over all distributions of the data points. Therefore, given that the platform does not know the distribution of the data points, the infimum outputs the \( \varepsilon \)-centrally differentially private estimator that minimizes this worst-case estimation error.

Our goal is to provide a lower bound on the minimax rate defined above and prove that such lower bound can be (almost) achieved by linear estimators with Laplace mechanism. To do so, let us first, formally define this class of estimators. Given the data of users \( x_1, \ldots, x_n \), a linear estimator with Laplace mechanism is in the form of

\[
\hat{\theta} = \sum_{i=1}^{n} w_i x_i + \text{Laplace}(1/\eta),
\]

where \( w_i \) is the weight that the estimator allocates to the data of user \( i \) with \( \sum_{i=1}^{n} w_i = 1 \). Given this estimator, the following lemma shows that the data of each user is centrally differentially private.

**Lemma 2** The estimator \( \hat{\theta} \) given in (3) is \( (w, \eta)_{i=1}^n \)-centrally differentially private.

This lemma directly follows from Lemma 1. The proof of this lemma as well as other omitted proofs are presented in the appendix.

We next establish a lower bound for the estimation error in the central setting and prove that a linear estimator with Laplace mechanism (almost) achieves the lower bound.
Theorem 1 Let \( \epsilon = (\epsilon_i)_{i=1}^n \) and, without loss of generality, suppose \( \epsilon_1 \leq \cdots \leq \epsilon_n \leq 1 \). Also, let \( \mathcal{P}^* \) be the family of distributions \( P \) such that \( |X| \leq \frac{1}{2} \) almost surely. \(^5\) There exists a (universal) positive constant \( c_l \) such that

\[
L_c (\mathcal{P}^*, \theta, \epsilon) \geq c_l \max_{k \in \{0, 1, \ldots, n \}} \frac{1}{n - k + (\sum_{i=1}^k \epsilon_i)^2} \wedge 1.
\]

(4)

Moreover, there exists an \( \epsilon \)-centrally differentially private linear estimator \( \hat{\theta} \) and a (universal) constant \( c_u \) such that

\[
E_{(X_i \sim P)_{i=1}^n, \hat{\theta}} \left[ \left( \hat{\theta}(X_{1:n}) - \theta(P) \right)^2 \right] \leq c_u \max_{k \in \{0, 1, \ldots, n \}} \frac{\log(n + 1)}{n - k + (\sum_{i=1}^k \epsilon_i)^2},
\]

(5)

for any \( P \in \mathcal{P}^* \).

We prove the lower bound by using the Le Cam’s method Yu (1997) that reduces the problem of finding lower bounds to a hypothesis testing problem between two distributions. More specifically, using this technique, we need to bound the change in the distribution of estimator’s output, i.e., the distribution of \( \hat{\theta}(X_{1:n}) \), when the underlying data distribution changes. To bound the change in the distribution, we first notice that bounding the change in the distribution by using a single distance between the distributions does not immediately give us the desired bound. We circumvent this challenge by using a combination of two well-known distances between two distributions: Total Variation (TV) and Kullback–Leibler (KL).

We establish the upper bound by constructing a linear estimator in the form of (3) that achieves the desired bound. Note that, by Lemma 2, to have an \( (\epsilon_i)_{i=1}^n \)-centrally differentially private estimator, we should have

\[
\eta w_i \leq \epsilon_i \text{ for all } i.
\]

(6)

An interesting and somewhat counter-intuitive observation is that the above constraints are not necessarily all binding for the optimal estimator. In other words, the optimal estimator might end up providing higher privacy levels than reported for certain users. This means that we might achieve a lower variance for the estimator by guaranteeing better privacy levels (i.e., lower \( \epsilon_i \)'s) for certain users. The main reason for this structure is that, if we keep all the constraints active while some users ask for less privacy, this might lead to putting too much weight on their data. In fact, the optimal estimator in the proof of Theorem 1 is built by capping the weight that we assign to

\(^5\) The choice of upper bound \( 1/2 \) is without loss of generality and is made to guarantee the length of the support is bounded by 1, simplifying the equations.

\(^6\) For any \( x, y \in \mathbb{R} \), we let \( x \wedge y \) denote \( \min \{x, y\} \).
the data of a portion of users with the highest $\varepsilon_i$'s, i.e., users with the lowest privacy restrictions. Let us elaborate this matter with an example. Suppose $(\varepsilon_i)_{i=1}^n$ are given as

$$\varepsilon_1 = \cdots = \varepsilon_{\lfloor n - \sqrt{n} \rfloor} = \frac{1}{\sqrt{n}}, \quad \varepsilon_{\lfloor n - \sqrt{n} \rfloor + 1} = \cdots = \varepsilon_n = 1.$$  

As shown in the proof of Theorem 1, the linear estimator

$$\hat{\theta} = \sum_{i=1}^{n} \frac{1}{n} x_i + \text{Laplace} \left( \frac{1}{\sqrt{n}} \right),$$

achieves the variance $O\left( \frac{1}{n} \right)$ which matches the lower bound, and hence it is optimal. Moreover, this estimator is $\frac{1}{\sqrt{n}}$-centrally differentially private with respect to every user’s data, meaning it guarantees a much better level of privacy for users $\lfloor n - \sqrt{n} \rfloor + 1$ to $n$. Now let us see what happens if we consider the linear estimator that keeps all the constraints active:

$$\hat{\theta} = \sum_{i=1}^{n} \frac{\varepsilon_i}{\sum_{j=1}^{n} \varepsilon_j} x_i + \text{Laplace} \left( \frac{1}{\sum_{j=1}^{n} \varepsilon_j} \right).$$

The variance of this estimator is

$$\mathbb{E}[|\hat{\theta} - \theta|^2] = \frac{2}{(\sum_{j=1}^{n} \varepsilon_j)^2} + \sum_{i=1}^{\lfloor n - \sqrt{n} \rfloor} \frac{1/n}{(\sum_{j=1}^{n} \varepsilon_j)^2} \text{VAR} + \sum_{i=\lfloor n - \sqrt{n} \rfloor + 1}^{n} \frac{1}{(\sum_{j=1}^{n} \varepsilon_j)^2} \text{VAR}.$$ 

Note that, $\sum_{j=1}^{n} \varepsilon_j \approx 2\sqrt{n}$, and hence, the first two terms in the right-hand side of the above expression are $O\left( \frac{1}{n} \right)$. However, the third term is $\Omega\left( \frac{1}{\sqrt{n}} \right)$. This leads to the total variance being $\Omega\left( \frac{1}{\sqrt{n}} \right)$, and thus, this estimator is suboptimal.

### 2.3. Optimal estimation with local differential privacy

Here, we consider the local differential privacy setting. In this setting, and for any $i$, instead of observing $X_i$, the platform observes $\hat{X}_i := C_i(X_i)$, where $C_i : \mathcal{X} \rightarrow \hat{\mathcal{X}}$ is a $\varepsilon_i$-locally differentially private channel. Hence, the estimator $\hat{\theta}$ would be defined over $\hat{\mathcal{X}}^n$ and would be cast as $\hat{\theta}(\hat{X}_{1:n})$. Also, $Q_l(\varepsilon)$ denotes the class of mechanisms $\mathcal{M} : \mathcal{X}^n \rightarrow \hat{\mathcal{X}}^n$ where $\mathcal{M}(X_1, \cdots, X_n) = (C_i(X_i))_{i=1}^n$, with $C_i$ being an $\varepsilon_i$-locally differentially private channel. Under local differential privacy, the minimax rate is defined as

$$\mathcal{L}_i(P, \theta, \varepsilon) := \inf_{\hat{\theta}, \mathcal{M} \in Q_l(\varepsilon)} \sup_{P \in \mathcal{P}^{X_1:n}} \mathbb{E}_{(X_1:n) \sim P} \left[ |\hat{\theta}(\hat{X}_{1:n}) - \theta(P)|^2 \right],$$

where the expectation is taken over the randomness in both samples $X_{1:n}$ and the estimator. Again, the supremum in the above expression is the worst-case estimation error over all distributions of the data points. Therefore, given that the platform does not know the distribution of the data points, the infimum outputs the $\varepsilon$-locally differentially private estimator that minimizes this worst-case estimation error.
In this case, the linear estimator with Laplace mechanism is defined as follow: User $i$ releases an $\varepsilon_i$-locally differentially private version of $x_i$, denoted by $\hat{x}_i$, using Laplace mechanism, i.e., $\hat{x}_i = x_i + \text{Laplace}(1/\varepsilon_i)$. Using these private data points, we form the following estimate

$$\hat{\theta} = \sum_{i=1}^{n} w_i \hat{x}_i,$$  \hfill (11)$$

where $w_i$ is the weight that the estimator allocates to the private data of user $i$ with $\sum_{i=1}^{n} w_i = 1$.

We next establish a lower bound for the estimation error in the local setting and prove that a linear estimator with Laplace mechanism achieves the lower bound.

**Theorem 2** Let $\varepsilon = (\varepsilon_i)_{i=1}^{n}$ with $\varepsilon_i \leq 1$ for all $i$. Also, let $\mathcal{P}^*$ be the family of distributions $P$ such that $|X| \leq \frac{1}{2}$ almost surely. There exists a (universal) positive constant $\ell_l$ such that

$$\mathcal{L}_l(P^*, \theta, \varepsilon) \geq \ell_l \left( \sum_{i=1}^{n} \frac{1}{\varepsilon_i^2} \right).$$ \hfill (12)$$

Moreover, there exists an $\varepsilon$-locally differentially private linear estimator $\hat{\theta}$ and a universal constant $\ell_u$ such that

$$\mathbb{E}_{(X_1 \sim P)_{i=1}^{n}, \hat{\theta}} \left[ \left| \hat{\theta}(X_1:n) - \theta(P) \right|^2 \right] \leq \frac{\ell_u}{\sum_{i=1}^{n} \varepsilon_i},$$ \hfill (13)$$

for any $P \in \mathcal{P}^*$.

Similar to the proof of Theorem 1, we prove the lower bound by using the Le Cam’s method. To establish the upper bound, similarly, we construct a linear estimator that achieves the lower bound up to a constant factor.

### 3. Data acquisition mechanism with privacy guarantees

In this section, we endogenize the choice of the privacy loss levels by assuming a utility function that captures different privacy sensitivities. In particular, each user $i \in \mathcal{N}$ has a type or *privacy sensitivity* $c_i \in \mathbb{R}_+$ that represents the per unit cost of privacy loss for user $i$. We assume each $c_i$ is independently drawn from a publicly known distribution with cumulative distribution function $F_i(\cdot)$ and probability density function $f_i(\cdot)$. We also let $\mathbf{c} = (c_1, \ldots, c_n)$ denote the vector of privacy sensitivities. The privacy sensitivity of each user is their private information.

We consider a mechanism whereby individuals participate by sharing their data and reporting their privacy sensitivities.\(^7\) While users can misrepresent their privacy sensitivities, they have no capability to manipulate their data (e.g., their data is collected by the analyst when they participate or can be verified). Depending on the reported sensitivity, the analyst provides a compensation

\(^7\)From here on, we will use the terms mechanism designer and platform interchangeably.
for the user in exchange for her data. This compensation may be a direct monetary payment or it may be an implicit transfer, for example, in the form of some good or service the analyst provides to the user to acquire her data. The mechanism designer simultaneously determines the privacy loss levels (which were assumed given in the previous section) and a differentially private estimator based on users’ data that achieves these levels.

Given this interaction, we next specify a data acquisition mechanism with privacy guarantees on users’ data.

**Definition 3 (Private data acquisition mechanism)** We call the tuple \((\hat{\theta}, \varepsilon, t)\) a *private data acquisition mechanism* where

1. \(\hat{\theta} : \mathcal{X}^n \times \mathbb{R}_+^n \rightarrow \mathbb{R}\) is a (centrally or locally) differentially private estimator that maps acquired user data \(x = (x_i)_{i=1}^n\) and privacy losses \(\varepsilon = (\varepsilon_i)_{i=1}^n\) to an estimate \(\hat{\theta}(x, \varepsilon)\).\(^8\)

2. For all \(i \in \mathcal{N}\), \(\varepsilon_i : \mathbb{R}_+^n \rightarrow \mathbb{R}_+\) is a function that maps privacy sensitivities \(c\) to a privacy loss for user \(i\), \(\varepsilon_i(c)\), with \(\varepsilon(.)(.) = (\varepsilon_i(.)_{i=1}^n)\).

3. For all \(i \in \mathcal{N}\), \(t_i : \mathbb{R}_+^n \rightarrow \mathbb{R}_+\) is a function that maps privacy sensitivities \(c\) to a payment for user \(i\), \(t_i(c)\), with \(t_i(.) = (t_i(.)_{i=1}^n)\).

The above functions are assumed to be differentiable, with their derivatives being Riemann integrable. The minimax optimal estimators derived in Subsections 2.2 and 2.3 meet these assumptions.

We will study mechanisms with estimators that provide both central and local differential privacy guarantees (see Definitions 1 and 2) and use the notations \(\hat{\theta}_{\text{central}}\) and \(\hat{\theta}_{\text{local}}\) to highlight the distinction.

Each user that participates in a private data acquisition mechanism \((\hat{\theta}, \varepsilon, t)\) shares her data with the platform leading to a lower estimation error. Users derive benefit from accessing this more accurate estimate (e.g., representing a new medical treatment that is of value for all users), but incur a privacy cost proportional to their privacy sensitivity \(c_i\). Throughout, we find it more convenient to work with cost instead of utility. In particular, we model the user’s cost from participation by the mean square error of the platform’s estimate \(\hat{\theta}\) and her privacy cost by \(c_i \varepsilon_i(c)\). Hence, the cost function of a user \(i\) with type \(c\) who reports \(c_i'\) is given by

\[
\text{COST}(c_i', c_i; \varepsilon, t, \hat{\theta}) = \mathbb{E}_{c_i} \left[ \text{MSE}(c_i', c_{-i}; \varepsilon, \hat{\theta}) + c_i \varepsilon_i(c_{-i}, c_i') - t_i(c_{-i}, c_i') \right],
\]

where the first term is the expected mean squared error of the estimator given by

\[
\text{MSE}(c_i', c_{-i}; \varepsilon, \hat{\theta}) = \mathbb{E}_x \left[ |\hat{\theta}(x, \varepsilon) - \theta|^2 \right].
\]

\(^8\)We assume \(x_i\) is removed from \(x\) if user \(i\) does not participate in the mechanism.
Note that the privacy losses $\varepsilon$ depends on reported privacy sensitivities $(c'_i, c_{-i})$, therefore we make the dependence of the mean square error on $(c'_i, c_{-i})$ explicit in our notation. The second term of (14) represents the privacy cost that the user incurs, and the third term is the payment that the user receives.

A user $i \in \mathcal{N}$ that does not participate in the mechanism does not compromise her privacy, but neither gets compensation nor enjoys the benefit of a reduced mean square error (arising from an estimate based on a collection of users’ data). Therefore, the cost of a nonparticipating user becomes the mean square error of her “best” estimate of parameter $\theta$ based on her data alone, $\hat{\theta}(X_i)$, given by

$$\mathbb{E}_{X_i}[|\hat{\theta}(X_i) - \theta|^2] = \mathbb{E}_{X_i}[|X_i - \theta|^2] = \text{VAR.}$$

(15)

For a given $\hat{\theta}(\cdot)$, the goal of the platform is to minimize an objective function given by

$$\mathbb{E}_c \left[\text{MSE}(c, \varepsilon, \hat{\theta}) + \sum_{i=1}^{n} t_i(c)\right],$$

over the choices of $\varepsilon_i(\cdot)$ and $t_i(\cdot)$ for all $i \in \mathcal{N}$. In the platform’s objective, the first term is the mean square error of estimator $\hat{\theta}$ given reported types and resulting privacy losses $\varepsilon$, i.e.,

$$\text{MSE}(c, \varepsilon, \hat{\theta}) = \mathbb{E}_x \left[|\hat{\theta}(x, \varepsilon) - \theta|^2\right].$$

The second term is the total compensation the analyst provides to the users for truthfully reporting their privacy sensitivities and acquiring their data. In the appendix we establish that, similar to the classical mechanism design setting, revelation principle holds and therefore the platform can focus on direct revelation mechanisms where individuals reporting their type truthfully is a (Bayesian Nash) equilibrium. Incentive compatibility constraints formalize this equilibrium outcome by imposing that user $i$ has no incentive to misrepresent her type when others report truthfully (i.e., reporting her type correctly is a Bayesian Nash equilibrium of the underlying incomplete information game). Similarly, individual rationality constraints ensure that the platform does not make users worse off by participating in the mechanism. Together with these constraints, the mechanism designer’s optimization problem can be written as

$$\min_{\varepsilon(\cdot), t(\cdot)} \mathbb{E}_c \left[\text{MSE}(c, \varepsilon, \hat{\theta}) + \sum_{i=1}^{n} t_i(c)\right]$$

$$\text{cost}(c_i, c_{-i} ; \varepsilon, t, \hat{\theta}) \leq \text{cost}(c'_i, c_{-i} ; \varepsilon, t, \hat{\theta})$$

for all $i \in \mathcal{N}, c_i, c'_i$ (17)

$$\text{cost}(c_i, c_{-i} ; \varepsilon, t, \hat{\theta}) \leq \text{VAR}$$

for all $i \in \mathcal{N}, c_i$, (18)

where the constraints in (17) and (18) represent the incentive compatibility and the individual rationality constraints, respectively.\(^9\)

\(^9\)We assume that the variance and the payments both appear with the same coefficient in the platform’s objective. Our analysis readily extends to a setting with differing coefficients.
3.1. Payment identity

For a given estimator \( \hat{\theta} \), the platform decision comprises the privacy loss functions \( \varepsilon(\cdot) \) and the payment functions \( t(\cdot) \). We next identify the payment as a function of the privacy loss functions. In this regard, we define the interim quantities

\[
t_i(c_i) = \mathbb{E}_{c_{-i}}[t(c, c_{-i})] \quad \text{and} \quad \varepsilon_i(c_i) = \mathbb{E}_{c_{-i}}[\varepsilon_i(c_i, c_{-i})]
\]

for all \( i \in \mathcal{N}, c_i \).

**Proposition 1** For a given estimator \( \hat{\theta} : X^n \times \mathbb{R}^n_+ \to \mathbb{R} \), a central or local privacy data acquisition mechanism \( (\hat{\theta}, \varepsilon, t) \) satisfies incentive compatibility (17) and individual rationality (18) if and only if

\[
t_i(c_i) = \mathbb{E}_{c_{-i}}\left[ \text{MSE}(c, \varepsilon, \hat{\theta}) \right] - \text{VAR} + c_i \varepsilon_i(c_i) + \int_{z=c_i}^{\infty} \varepsilon_i(z)dz + d_i,
\]

for some constant \( d_i \geq 0 \), and \( \varepsilon_i(z) \) is non-increasing (or equivalently, is weakly decreasing) in \( z \) for all \( i \in \mathcal{N} \).

Proposition 1 determines the payment in terms of the privacy loss functions. This proposition is closely related to the payment identity in classical mechanism design (see Myerson (1981)) and in particular single-dimensional mechanism design. In particular, by evaluating the first order condition corresponding to the incentive compatibility constraint (17), we establish that this constraint holds if and only if

\[
t_i(c_i) = t_i(0) + \mathbb{E}_{c_{-i}}\left[ \text{MSE}(c, \varepsilon, \hat{\theta}) \right] - \mathbb{E}_{c_{-i}}\left[ \text{MSE}(0, c_{-i}, \varepsilon, \hat{\theta}) \right] + c_i \varepsilon_i(c_i) - \int_{z=0}^{c_i} \varepsilon_i(z)dz
\]

and \( \varepsilon_i(z) \) is weakly decreasing in \( z \). We then use the above expression in the individual rationality constraint (18) and prove

\[
t_i(0) = \mathbb{E}_{c_{-i}}\left[ \text{MSE}(0, c_{-i}, \varepsilon, \hat{\theta}) \right] - \text{VAR} + \int_{z=0}^{\infty} \varepsilon_i(z)dz + d_i
\]

for some \( d_i \geq 0 \). Equation (19) follows from the previous two expressions. It is worth noting that, for a central or local privacy data acquisition mechanism \( (\hat{\theta}, \varepsilon, t) \) to be optimal, we must have \( d_i = 0 \) in (19).

In concluding this subsection, we want to highlight that our benchmark for individual rationality (given in (18)) is that the users will not benefit from the platform’s estimate if they do not participate. If we consider an alternative benchmark in which the users benefit from the platform’s estimator even if they do not participate, then the payments increase, and the platform’s cost decreases. However, as we show in the appendix, our characterization of the optimal privacy levels that will follow remains unchanged.
3.2. Reformulating the platform’s problem

We next use Proposition 1 to reformulate the platform’s problem in terms of only the privacy loss functions and the virtual costs, defined as

\[ \psi_i(c) = c + \frac{F_i(c)}{f_i(c)}, \quad \text{for all } i \in \mathcal{N}, c \in \text{supp}(f), \]

where the support of \( f(\cdot) \) is defined as \( \text{supp}(f) = \{ c \in \mathbb{R}_+ : f(c) \neq 0 \} \).

**Proposition 2** For a given estimator \( \hat{\theta} : \mathcal{X}^n \times \mathbb{R}_+^n \rightarrow \mathbb{R} \), the optimal privacy loss in the central or local privacy data acquisition mechanism is the solution of

\[
\begin{align*}
\min_{\varepsilon(\cdot)} \quad & \mathbb{E}_c \left[ (n + 1) \text{MSE}(c, \varepsilon, \hat{\theta}) + \sum_{i=1}^{n} \varepsilon_i(c) \psi_i(c) \right] - n \text{VAR} \\
\varepsilon_i(z) &= \mathbb{E}_{c_{-i}, (z, c_{-i})} \] \\
&\text{ is weakly decreasing in } z \text{ for all } i \in \mathcal{N}. \tag{21}
\end{align*}
\]

Proposition 2 is an analogue of Myerson’s reduction of mechanism design to virtual welfare maximization, adapted to our data acquisition setting (Myerson (1981)), and it follows from invoking Proposition 1.

4. Privacy-concerned data acquisition in the central privacy setting

In the rest of the paper, we will focus on linear estimators, which we showed to be near optimal for given privacy loss levels. Our goal in this section is to address the analyst’s mechanism design problem in the central privacy setting for the near optimal choice of estimator found in Section 2.2:

\[
\hat{\theta}_{\text{central}}(x_1, \ldots, x_n) := \sum_{i=1}^{n} w_i(c)x_i + \text{Laplace} \left( \frac{1}{\eta} \right) \tag{22}
\]

such that

\[
\sum_{i=1}^{n} w_i(c) = 1, \quad \text{and } \eta w_i(c) \leq \varepsilon_i(c) \text{ for all } i \in \mathcal{N}.
\]

Figure 2 depicts the interaction between the platform and the users in the central privacy setting and when the platform is using the above (near) optimal choice of estimator.

4.1. Characterization of the optimal central privacy data acquisition mechanism

Our next theorem characterizes the optimal privacy loss function in the central privacy setting under the following assumption.

**Assumption 1** For any \( i \in \mathcal{N} \), the virtual cost \( \psi_i(c) = c + \frac{F_i(c)}{f_i(c)} \) is increasing in \( c \).
Assumption 1 is standard in mechanism design and in particular for procurement auctions which is closer to our setting. It resembles the regularity condition adopted in mechanism design literature and holds for a variety of distributions and in particular for distributions with log-concave density functions such as uniform, exponential, and normal (see, e.g., Rosling (2002)).

**Theorem 3** Suppose Assumption 1 holds. For any reported vector of privacy sensitivities \((c_1, \ldots, c_n)\), the optimal privacy loss level in the central privacy data acquisition mechanism is \(\varepsilon_i^*(c) = y_i^*\) for \(i \in \mathcal{N}\), where \((y_1^*, \ldots, y_n^*)\) is the optimal solution of

\[
\min_y \frac{n+1}{\left(\sum_{j=1}^n y_j\right)^2} \left(2 + \sum_{i=1}^n y_i^2 \text{VAR}\right) + \sum_{i=1}^n \psi_i(c_i)y_i
\]

s.t. \(y_i \geq 0\), for all \(i \in \mathcal{N}\).

Moreover, for all \(i \in \mathcal{N}\) the weight of user \(i\)’s data in the platform’s estimator is \(\frac{y_i^*}{\sum_{j=1}^n y_j}\).

Before providing the proof idea of this theorem, let us highlight the difference between our characterization and that of classic mechanism design (e.g., Myerson (1981) or the procurement counterpart). In classic mechanism design, the designer’s problem becomes a linear optimization. In our setting, however, the designer’s problem is a non-linear and non-convex optimization. An important implication of this distinction is that, contrary to classic mechanism design where the optimal mechanism typically involves a threshold rule, in this case, the optimal privacy loss level is not a threshold strategy. Instead, it is a continuous function that depends on the privacy sensitivity.

To prove Theorem 3, we first note that the mean square error of the linear estimator \(\hat{\theta}_{\text{central}}\) in (22) is given by

\[
\text{MSE}(c, \varepsilon, \hat{\theta}_{\text{central}}) = \frac{2}{\eta^2} + \sum_{i=1}^n w_i(c)^2 \text{VAR}.
\]
We next plug the above characterization into Proposition 2, and note that, if we drop the constraint (21) (which is \(\epsilon_i(c_i) = E_{c_{-i}}[\epsilon_i(c_i, c_{-i})]\) being weakly decreasing in \(c_i\)), it suffices to solve the following pointwise optimization problem

\[
\min_{\epsilon(c), w(c), \eta} \frac{2(n+1)}{\eta^2} + \sum_{i=1}^{n} (n+1) \text{VAR } w_i(c)^2 + \sum_{i=1}^{n} \psi_i(c_i) \epsilon_i(c)
\]

s.t. \(\epsilon_i(c) \geq 0\), for all \(i \in N\)

\[
\sum_{i=1}^{n} w_i(c) = 1
\]

\[
\eta w_i(c) \leq \epsilon_i(c) \text{ for all } i \in N.
\]

We next focus on solving the above problem. To do so, we establish that the constraints in (24) are binding in the optimal solution and therefore this problem is equivalent to the optimization problem (23) given in Theorem 3 statement. Finally, we conclude the proof by showing that the solution to this pointwise optimization satisfies the aforementioned constraint (21) that we dropped. More specifically, we show that the \(i\)-th component of the optimal solution of (23), under Assumption 1, is weakly decreasing in \(c_i\).

The characterization of Theorem 3 leads to the following observation:

**Corollary 1** Suppose Assumption 1 holds. For any reported vector of privacy sensitivities \((c_1, \ldots, c_n)\), in the optimal central data acquisition mechanism, we have \(\epsilon_i^*(c) \geq \epsilon_j^*(c)\) for all \(i, j \in N\) such that \(\psi_i(c_i) < \psi_j(c_j)\).

This corollary states the intuitive fact that in the optimal central data acquisition mechanism, users with higher virtual privacy sensitivities have lower (i.e., better) privacy loss levels.

4.2. **Computing the optimal privacy loss function**

The implementation of the optimal central privacy data acquisition mechanism involves solving problem (23), which is a non-convex program. We next develop a score-based method that efficiently solves problem (23).

To guide the analysis, without loss of generality, we assume \(\psi_1(c_1) \leq \cdots \leq \psi_n(c_n)\), and define \(\psi_{n+1}(c_{n+1}) = \infty\). We first rewrite problem (23) by introducing a variable for the summation of \(y_i\)'s as follows

\[
\min \min_{S \geq 0} \frac{n+1}{S^2} \left(2 + \sum_{i=1}^{n} y_i^2 \text{VAR} \right) + \sum_{i=1}^{n} \psi_i(c_i) y_i
\]

s.t. \(\sum_{i=1}^{n} y_i = S\)

\(y_i \geq 0\), for all \(i \in N\).
**Algorithm 1:** Computing the optimal privacy loss in the central setting

**Input:** The vector of privacy sensitivities \((c_1, \ldots, c_n)\)

Sort the terms \(\{\psi_i(c_i)\}_i\). Without loss of generality, let us assume

\[
\psi_1(c_1) \leq \cdots \leq \psi_n(c_n);
\]

Let \(B_0 = \tilde{B}_0 = 0\);

**for** \(i = 1\) **to** \(n\) **do**

Let

\[
A_i = \frac{i}{2(n+1)\text{VAR}}, \quad B_i = B_{i-1} + \frac{\psi_i(c_i)}{2(n+1)}; \quad \tilde{B}_i = \tilde{B}_{i-1} + \frac{\psi_i(c_i)^2}{2(n+1)\text{VAR}};
\]

Let

\[
OBJ_i(\lambda) = 2(n+1)(\lambda A_i - B_i)^2 + \frac{A_i\lambda^2 - \tilde{B}_i}{2(\lambda A_i - B_i)^2};
\]

Let

\[
\lambda^*_i = \arg\min_\lambda OBJ_i(\lambda) \text{ s.t. } \psi_i(c_i) \leq \lambda \leq \psi_{i+1}(c_{i+1}) \text{ with the convention } \psi_{n+1}(c_{n+1}) = \infty;
\]

**end**

Let \(i^* = \arg\max_i OBJ_i(\lambda^*_i)\);

**Output:** The optimal solution is given by

\[
y^*_j = 0 \text{ for } j > i^* \text{ and } y^*_j = \frac{\lambda^*_i - \psi_j(c_j)}{2(n+1)\text{VAR}(\lambda^*_i A^*_i - \tilde{B}^*_i)^2} \text{ for } j \leq i^*.
\]

For a given \(S\), the optimization over \(y\) is a convex program. Using Karush–Kuhn–Tucker (KKT) condition (see e.g. Bertsekas (1997)), the solution to this optimization problem is\(^{10}\)

\[
(y_1, \ldots, y_n) = \left(\frac{(\lambda - \psi_1(c_1))S^2}{2(n+1)\text{VAR}}\right)^+, \ldots, \left(\frac{(\lambda - \psi_n(c_n))S^2}{2(n+1)\text{VAR}}\right)^+,
\]

where \(\lambda\) is such that

\[
\sum_{i=1}^n \left(\frac{(\lambda - \psi_i(c_i))S^2}{2(n+1)\text{VAR}}\right)^+ = S.
\]

Using this relation, we can write \(S\) as a function of \(\lambda\) which allows us to rewrite the minimization problem (25) over \(\lambda \in [\psi_1(c_1), \infty]\) rather than \(S\). We solve this resulting minimization problem by\(^{10}\)

\(^{10}\) For any \(x \in \mathbb{R}\), we let \(x^+\) denote \(\max\{x, 0\}\).
finding the optimal $\lambda$ in the interval $[\psi_i(c_i), \psi_{i+1}(c_i)]$ for all $i = 1, \ldots, n$ and then selecting the $\lambda$ with the lowest objective function. Algorithm 1 summarizes the above procedure and the following proposition states the formal result:

**Proposition 3** For any vector of reported privacy sensitivities $(c_1, \ldots, c_n)$, Algorithm 1 finds the optimal privacy loss levels in the optimal central data acquisition mechanism (i.e., the solution of problem (23)) in time $O(n \log n)$.

Algorithm 1 needs sorting $n$ elements which requires time $O(n \log n)$. We also prove that each iteration of the for loop can be done in time $O(1)$, establishing that the overall running time of Algorithm 1 is $O(n \log n)$.

As depicted in Algorithm 1, the virtual cost of each user determines whether the data of that user is included in the final estimator of the platform. In particular, there exists a threshold $\bar{\psi}$ such that only the data of users whose virtual cost $\psi_i(c_i)$ is below $\bar{\psi}$ are used in the estimator of the platform. This feature of the optimal data acquisition mechanism is reminiscent of the classical optimal mechanism of Myerson (1981) with one important difference though: unlike the classical mechanism design in which the item gets allocated to a single user, here the data of multiple users are being used and that the weight of each user’s data depends on her virtual cost and the entire profile of virtual costs.

5. Privacy-concerned data acquisition in the local privacy setting

In the local differential privacy setting, each user $i$ shares a differentially private version of her data with the platform who then combines them to form an estimator for the underlying parameter. In particular, first the user reports her privacy sensitivity that determines both the payment to the user and the variance of the noise to be added to the user’s data. The platform then collects the “transformed data” of the users and combines them to form an estimation of the underlying parameter. The difference between this setting and the central privacy setting is that the data that each user shares with the platform is already differentially private. As a result, the final estimator of the platform is also differentially private (composition property of differential privacy). Therefore, the platform does not need to transform its estimator to make it differentially private and her only estimation task is finding an unbiased estimator with minimum bias. Our goal in this section is to address the analyst’s mechanism design problem in the local privacy setting for the optimal choice of estimator found in Section 2.3:

$$\hat{\theta} = \sum_{i=1}^{n} w_i \hat{x}_i, \quad \text{where } \hat{x}_i = x_i + \text{Laplace}(1/\varepsilon_i) \text{ for all } i \in \mathcal{N}. \quad (29)$$

Figure 3 depicts the interaction between the users and the platform in the local privacy setting.
5.1. Characterization of the optimal local privacy data acquisition mechanism

Our next theorem characterizes the optimal mechanism in the local privacy setting under Assumption 1.

**Theorem 4** Suppose Assumption 1 holds. For any reported vector of privacy sensitivities $(c_1, \ldots, c_n)$, the optimal privacy loss level in the local privacy data acquisition is $\varepsilon_i^*(c) = y_i^*$ for $i \in \mathcal{N}$, where $(y_1^*, \ldots, y_n^*)$ is the optimal solution of

$$\min\ y \quad \frac{n+1}{\text{VAR} + \frac{2}{y_i^*}} + \sum_{i=1}^n \psi_i(c_i)y_i$$

s.t. $y_i \geq 0$ for all $i \in \mathcal{N}$.

Moreover, for all $i \in \mathcal{N}$, the weight of user $i$'s data in the platform estimator is proportional to

$$\frac{1}{\text{VAR} + \frac{2}{y_i^*}}.$$

To prove Theorem 4, we first note that, for a given vector of privacy sensitivities $c$, the mean square of the linear estimator given in (29) is

$$\text{MSE}(c, \varepsilon, \hat{\theta}_{\text{local}}) = \sum_{i=1}^n w_i(c)^2 \left(\frac{\text{VAR} + \frac{2}{\varepsilon_i(c)^2}}{(n+1)}\right).$$

Similar to the proof of Theorem 3, we drop the constraint (21), and consider the following pointwise optimization:

$$\min_{w_i(c), \varepsilon_i(c)} \quad \sum_{i=1}^n w_i(c)^2 \left( (n+1)\text{VAR} + \frac{2(n+1)}{\varepsilon_i(c)^2}\right) + \psi_i(c_i)\varepsilon_i(c)$$

$$\sum_{i=1}^n w_i(c) = 1$$

$$w_i(c) \geq 0, \varepsilon_i(c) \geq 0 \text{ for all } i \in \mathcal{N}.$$
We next note that the optimization over weights \((w_i(c))_{i=1}^n\) subject to (31) is a quadratic optimization problem that, for a given \((\varepsilon_i(c))_{i=1}^n\), and we can solve explicitly. In particular, \(w_i(c)\) is proportional to
\[
\frac{1}{\text{VAR} + \frac{2}{\varepsilon_i(c)^2}} \text{ for all } i \in \mathcal{N}.
\]
Plugging in these weights, the rest of the proof follows similar to the proof of Theorem 3.

The characterization of Theorem 4 leads to the following observation:

**Corollary 2** Suppose Assumption 1 holds. For any reported vector of privacy sensitivities \((c_1, \ldots, c_n)\), in the optimal local data acquisition mechanism, we have \(\varepsilon_i^*(c) \geq \varepsilon_j^*(c)\) for all \(i, j \in \mathcal{N}\) such that \(\psi_i(c_i) < \psi_j(c_j)\).

This corollary, which is analogous to Corollary 1, states a similar fact in the local setting: in the optimal local data acquisition mechanism, users with higher virtual privacy sensitivity have lower privacy loss levels (better privacy guarantees).

### 5.2. Computing the optimal privacy loss function

The implementation of the optimal mechanism involves solving problem (30), which is a non-convex problem. Thus, using algorithms such as gradient descent might lead to finding a saddle point or a local minima rather than the global minimum. However, in what follows, we present an algorithm that takes advantage of the problem’s structure and establishes that finding the global minima admits a Polynomial Time Approximation Scheme (PTAS).

To guide the analysis, without loss of generality, we assume \(\psi_1(c_1) \leq \cdots \leq \psi_n(c_n)\). Letting \((y_1^*, \ldots, y_n^*)\) be the optimal solution of (30), the first order condition implies that there exists \(\lambda \in \mathbb{R}_+\) such that
\[
\frac{4y_i^*}{(2 + \text{VAR}y_i^*)^2} = \frac{\psi_i(c_i)}{n + 1} \lambda^2, \text{ for all } y_i^* \neq 0.
\]

We first prove that if there exists \(i \in \{1, \ldots, n\}\) such that \(y_i^* = 0\), then we have \(y_j^* = 0\) for \(j > i\). We also establish that, for such \(i\), we have\(^\text{11}\)

\[
y_j^* = y_j^{(h)}(\lambda) \text{ for } j \leq i - 1 \text{ and } y_i^* \in \{y_i^{(l)}(\lambda), y_i^{(h)}(\lambda)\},
\]

where for any \(\lambda \in \mathbb{R}_+\), \(y_i^{(l)}(\lambda)\) and \(y_i^{(h)}(\lambda)\) are the smallest and the largest solutions of
\[
\frac{4z}{(\text{VAR}z^2 + 2)^2} = \frac{\psi_i(c_i)}{n + 1} \lambda^2.
\]

\(^\text{11}\)Equation (32) holds when \(\psi_i(c_i) > \psi_{i-1}(c_{i-1})\). In the proof of Proposition 4, presented in the appendix, we provide the detail for the case \(\psi_i(c_i) = \psi_{i-1}(c_{i-1})\) as well.
Algorithm 2: Computing the optimal privacy loss in the local setting

**Input:** The vector of privacy sensitivities \((c_1, \ldots, c_n)\) and \(\epsilon \in \mathbb{R}_+\)

Sort the terms \(\psi_i(c_i)\), and without loss of generality, let us assume

\[
\psi_1(c_1) \leq \cdots \leq \psi_n(c_n).
\]

**for** \(i = 1\) **to** \(n\) **do**

Let \(\Delta\) be the maximum Lipschitz parameter of functions \(\frac{n+1}{\lambda}, y_j^{(h)}(\lambda), \text{ and } y_j^{(l)}(\lambda)\) over \(\lambda \in [y_i, \bar{y}_i]\);

Find

\[
\lambda_i \in \text{Grid}(i, \epsilon, \Delta) = \left\{ k \frac{\epsilon}{\Delta} : k = \lfloor \frac{y_i}{\frac{\Delta}{\epsilon}} \rfloor, \ldots, \lceil \frac{\bar{y}_i}{\frac{\Delta}{\epsilon}} \rceil \right\}
\]

as the solution of

\[
\min_{\lambda \in \text{Grid}(i, \epsilon, \Delta)} \left\{ \frac{n+1}{\lambda} + \sum_{j=1}^{i} \psi_j(c_j) y_j^{(h)}(\lambda), \frac{n+1}{\lambda} + \sum_{j=1}^{i-1} \psi_j(c_j) y_j^{(h)}(\lambda) + \psi_j(c_j) y_j^{(l)}(\lambda) \right\};
\]

Let \(\text{OBJ}_i\) be the objective evaluated at \(y_j^{(i)} = y_j^{(h)}(\lambda_i)\) for \(j \leq i - 1\), \(y_j^{(i)} = 0\) for \(j \geq i + 1\), and \(y_j^{(i)} = y_j^{(h)}(\lambda_i)\) if the optimal solution of the above optimization is the first term and \(y_j^{(i)} = y_j^{(l)}(\lambda_i)\), otherwise;

**end**

**Output:** Letting \(i^* = \arg \min_{i \in \mathcal{N}} \text{OBJ}_i\), the approximate solution is \((y_1^{(i^*)}, \ldots, y_n^{(i^*)})\).

Therefore, the platform’s problem becomes finding the optimal \(i\) and the optimal \(\lambda\). We search for the optimal \(i\) by considering all elements of \(\mathcal{N}\). We also search over the optimal \(\lambda\) by considering a grid search. To form a grid for the possible optimal values of \(\lambda\), we establish the following upper bound and lower bound on the optimal \(\lambda\):

\[
\bar{y}_i = y_i^{(h)} \left( \frac{(n+1)3\sqrt{3}}{\psi_{i-1}(c_{i-1})8\sqrt{2\text{VAR}}} \right)^{1/2} \quad \text{and} \quad y_i = \frac{n}{\text{VAR} + \left( \sqrt{2\text{VAR}(\sum_{j=1}^{n} \psi_j(c_j))} \right)^{2/3}}.
\]

Algorithm 2 summarizes the above procedure and the following proposition states the formal result:

**Proposition 4** For any vector of reported privacy sensitivities \((c_1, \ldots, c_n)\) and \(\epsilon > 0\), Algorithm 2 finds privacy loss levels for the local data acquisition mechanism whose cost (i.e., the platform’s objective) is at most \(1 + \epsilon\) of the optimal cost in time \(\text{poly}(n, \frac{1}{\epsilon})\).\(^{12}\)

\(^{12}\) \(\text{poly}(\cdot)\) denotes a function that is polynomial in its inputs.
Notice that the approximation factor in Proposition 4 depends on the underlying parameters and therefore we have a Polynomial Time Approximation Scheme (PTAS) for finding the optimal privacy loss levels. Also, the output of Algorithm 2 satisfies $y_i \geq y_j$ when $\psi_i(c_i) \leq \psi_j(c_j)$ and therefore, as shown in Proposition 1, is implementable.

We conclude this section by highlighting that computing the payment function (19) necessitates integrating over the privacy loss levels $\varepsilon_i(\cdot)$, which does not have an explicit characterization in our setting. However, in the appendix, we demonstrate that this integral (and, therefore, the payment function) can be approximated to achieve any desired level of accuracy $\epsilon$. Consequently, this approximation yields an $\epsilon$-approximate incentive compatibility ($\epsilon$-IC) mechanism, where the incentive compatibility constraint (17) is violated by at most $\epsilon$. The concept of $\epsilon$-IC has been previously employed in the literature (see, e.g., the literature review of Balseiro et al. (2022)). In the appendix, we provide the formal definition of $\epsilon$-IC and outline how the payment function (19) can be approximated to achieve $\epsilon$-IC.

6. Data acquisition with central versus local differential privacy

In this section, we compare the performance of the optimal data acquisition mechanism in the central and local privacy settings.

First, let us consider a case in which there is no restriction on the estimator, i.e., the estimator does not need to be a linear combination of users’ data with a Laplace mechanism. In this case, finding the optimal value of platform’s objective function in the central (local) differential privacy setting is equivalent to solving problem (16) for all centrally (locally) differentially private estimators. Note that, as stated in Section 2, any $\varepsilon$-locally differentially private estimator is $\varepsilon$-centrally differentially private as well. As a result, the platform’s optimal objective in the central privacy setting is always weakly smaller than her optimal objective in the local privacy setting. This is because the minimization problem in the central setting is solved over a weakly larger set of estimators. Next, we show that the same result holds even if we restrict our focus to the class of linear estimators.

**Proposition 5** Let $\epsilon = (\varepsilon_i)_{i=1}^n$. For any $\varepsilon$-locally differentially private linear estimator:

$$\hat{\theta}_{\text{local}} = \sum_{i=1}^n w_i \hat{x}_i \quad \hat{x}_i = x_i + \text{Laplace}(1/\varepsilon_i),$$

with $\sum_{i=1}^n w_i = 1$, there exists a $\epsilon$-differentially private linear estimator $\hat{\theta}_{\text{central}}$ such that

$$\mathbb{E}[|\hat{\theta}_{\text{central}} - \theta|^2] \leq \mathbb{E}[|\hat{\theta}_{\text{local}} - \theta|^2].$$

(33)
This result consequently implies that, for any locally differentially private linear estimator, there exists a centrally differentially private linear estimator which delivers the same privacy loss levels with (weakly) lower estimation error. By keeping privacy loss levels unchanged, the privacy cost and the payments will also remain unchanged in the platform’s objective. Hence, Proposition 5 implies that the platform’s optimal objective function under central differential privacy setting is weakly smaller than her optimal objective function under local differential privacy. The following corollary formally states this observation.

Corollary 3 For any reported vector of privacy sensitivities \((c_1, \ldots, c_n)\), the optimal solution of the local privacy optimization problem (30) is not smaller than the optimal solution of the central privacy optimization problem (23).

6.1. An illustrative example

We next illustrate the difference between the performance of our proposed central privacy mechanism and our proposed local privacy mechanism in the context of a simple example. We consider two users with uniform privacy sensitivities drawn from \([1, 2]\) (so that the virtual privacy sensitivity of user \(i \in \{1, 2\}\) becomes \(2c_i - 1\) for \(c_i \in [1, 2]\)) and \(\text{VAR} = 1/4\).

Figures 4a, 4b, and 4c depict the variance of the estimator for the central setting, the local setting, and their difference, respectively for all pairs of privacy sensitivities \((c_1, c_2)\). We observe that the variance in the central setting is always weakly larger than the variance in the local setting. This is because the local setting provides a stronger privacy guarantee and will hurt the variance of the final estimator. We also observe that when there is a large discrepancy between the two privacy sensitivities, the variance of the central and the local settings are equal. This is because the platform obtains all of its data from only one of the users and therefore central and local setting become identical. Further, when the two costs are very close to each (i.e., \(c_1 \approx c_2\)), the platform’s
weight for the data of each of the users in the estimator become close to each other. This implies that the variance of the local and the central setting become very close to each other.

Figures 5a, 5b, and 5c depict the platform’s objective for the central setting, the local setting, and their difference, respectively for all pairs of privacy sensitivities \((c_1, c_2)\). We observe that the cost in the central setting is always weakly smaller than the cost in the local setting. This is again because the local setting provides a stronger privacy guarantee and will hurt the platform’s objective. When there is a large discrepancy between the two privacy sensitivities (i.e. \(|c_1 - c_2| \approx 1\)), the objective of the central and the local settings are equal. This is because the platform obtains all of its data from only one of the users and therefore central and local setting become identical.

Figures 6a and 6b depict the optimal allocation of user 1 in the central and local settings, and Figure 6c depicts the optimal allocation of user 1 in the local setting minus the central setting. We observe that, the privacy loss level of a user in the local setting can be lower (i.e., better privacy) than the central setting. We next provide a formal statement for this observation in the context of an example.
6.2. Optimal privacy loss levels in the central versus local setting

Here, we illustrate that the privacy loss level of a user in the optimal local data acquisition mechanism can be smaller than the central setting, i.e., the optimal mechanism in the local setting may provide strictly better privacy guarantees to a user compared to the central setting. To simplify the notation, we work with the virtual cost rather than the privacy sensitivity. Note that this is without loss of generality as we do not pose any assumption on the virtual cost (other than Assumption 1).

**Proposition 6** Assume the virtual costs of users $1, \cdots, n-1$ are all equal to $\psi_1$. We also denote the virtual cost of user $n$ by $\psi_n$. Then, for\(^{13}\)

$$\psi_n \in \left[ \psi_1 + \Theta \left( \frac{1}{n^{2/3}} \right), \psi_1 + \Theta \left( \frac{1}{n^{1/3}} \right) \right],$$

the optimal privacy loss level of user $n$ in the local setting is zero, while her optimal privacy level in the central setting is non-zero.

Proposition 6 follows by comparing the optimal solutions of the non-convex programs (23) and (30). Note that, since the local privacy is a more stringent requirement, one may expect that, in the optimal local mechanism, the delivered privacy guarantees to users are worse (higher privacy loss levels) compared to the central setting. This proposition shows that may not be the case. To gain an intuition, note that, as the privacy sensitivity of user $n$, i.e., $\psi_n$, increases, her privacy loss level, in both central and local settings, goes to zero. Recall that in the central estimator (2.2), the privacy loss level of user $n$ is denoted as $w_n \eta$. To achieve a near-zero privacy loss level, we have two possibilities: either $\eta$ approaches zero (which results in a larger estimation error due to the Laplace noise variance being $2/\eta^2$), or $w_n$ must approach zero. Similarly, in the local estimator, user $n$’s privacy loss level is represented by $\varepsilon_n$, and if this term approaches zero, $w_n$ must also approach zero; otherwise, the estimation error will be considerably large. In summary, to deliver such small privacy loss, in the optimal central and local mechanisms, the platform must allocate zero weight to user $n$’s data. Otherwise, the added noise in the platform’s estimator makes the estimation error unbounded.

In the local setting, each user first maps her data to a private version and then shares it with the platform, meaning that, by definition, the privacy loss level of a user only depends on this mapping and not the platform’s estimator. This in turn implies that the reallocation of the weights will not impact the privacy loss levels delivered to other users and hence will not change their compensations. In the central setting, however, decreasing user $n$’s weight in the optimal estimator,

\(^{13} f(n) = \Theta(g(n)) \) means that there exist $n_0$ and constants $c_1, c_2$ such that for $n \geq n_0$, we have $c_1 g(n) \leq f(n) \leq c_2 g(n)$. 

increases the allocated weight to other users’ data (because the sum of the weights add up to one). This in turn increases their allocated privacy loss levels and hence their compensation. Therefore, in the central setting the platform is more reluctant to give up on user $n$’s data and increase other users’ allocated weights, which is what we establish in Proposition 6.

7. Conclusion and discussion
We study the design of mechanisms for acquiring data from users with privacy concerns who also benefit from a lower estimation error. We consider two architectures: (i) central privacy setting in which users share their data with the platform, incur some privacy loss and get compensated for their loss. The platform then combines the data of users and outputs an estimator that guarantees the promised heterogeneous privacy loss to each user; and (ii) local privacy setting in which users share a differentially private version of their data with the platform, incur some privacy loss and get compensated for their loss. The platform then combines the data of users and outputs an estimator.

In both cases, we first establish that a linear estimator with proper weights and added Laplace noise achieves the nearly optimal minimax bound, which is of independent interest. Building on this characterization, we then optimally solve the corresponding mechanism design problem for both settings. In the central privacy setting, we establish a polynomial time score-based algorithm that finds the optimal privacy loss levels. In the local privacy setting, however, we establish a Polynomial Time Approximation Scheme (PTAS) for finding the optimal privacy losses.

Finally, we compare the performance of the central and the local architectures. In particular, we show that the platform’s utility in the central privacy setting is always higher than in the local privacy setting. But, there is no dominance in terms of the optimal privacy loss level, i.e., depending on her privacy sensitivity, a user may have a higher or lower privacy loss in the central setting compared to the local setting.

In our analysis, we utilized a set of simplifying assumptions to aid our investigation. Here, we would like to underline these assumptions, furnish reasons for their use within the context of our application, and outline potential avenues for future exploration. As an illustrative example, we consider the purchase of medical data by emerging companies such as Hu-manity.co, where users receive compensation for sharing their medical information.

- **Verifiability of data:** We made the assumption that while users have the ability to misrepresent their privacy sensitivity, they cannot falsify the actual data itself. This assumption is applicable in scenarios where users sell the "rights" to their data, and the platform collects data, such as in the context of Hu-manity.co, where medical data from users is gathered.
• **Independence of data and privacy sensitivity:** We have assumed that there is no relation between users’ data and their privacy sensitivity. In the context of the Hu-manity.co application, this implies that users become aware of their privacy sensitivity before their actual medical data (i.e., realized data) is revealed. This assumption arises from situations where users are unable to collect/process the data themselves. However, we recognize that in other applications, such as the sharing of financial data, this assumption may not hold. Without this assumption, there may be a sample bias in the data collected by the platform, which would require correction. We leave exploring this direction as an interesting future avenue of research.

• **Extensions in estimation models:** We focused on the private mean estimation task from a population, but it would be interesting to extend our results to more complex estimation models. Here are potential extensions: estimating a multi-dimensional underlying parameter denoted as \( \theta \) and estimating an underlying parameter \( \theta \) when customers have data \((X_i, Y_i)\) defined as \( Y_i = X'_i \theta + Z_i \).

   It is worth noting that extending our results to these scenarios requires establishing the equivalent counterparts of Theorems 1 and 2. This involves finding the (minimax) optimal estimator while considering heterogeneous differential privacy concerns. Once such an estimator is obtained (or when the minimax optimality of the estimator is not a concern), our results on the characterization of the mechanism continue to hold. This means that similar to the derivations presented in Section 3, the platform’s problem revolves around solving a point-wise optimization problem. However, it is important to note that, similar to our current setting, this problem can also be non-convex, necessitating the development of an efficient algorithm for its solution.

• **Additive user utility:** In our model, each user’s utility is determined as the payment received minus the mean squared error (MSE) of the estimator, minus the privacy sensitivity multiplied by their level of differential privacy. This utility form assumes two key assumptions. First, it assumes additivity and that the privacy sensitivity is directly multiplied by the privacy level. While these assumptions simplify the derivations, it is worth noting that, similar to the classic mechanism design setting, all the results extend as long as the user utility is quasi-linear. In other words, the utility is a function of the MSE, privacy sensitivity, and privacy level and is subtracted by the payment. As an example, it is possible for the MSE and payment to have user-specific known coefficients.

   Second, the model assumes that there is only one privately known user parameter, which is privacy sensitivity. If the users have privately known weights for either the MSE or payment, the problem becomes a multi-dimensional mechanism design whose study is beyond the scope of this paper.
• **Trusting the platform:** In the central setting, we assumed there is trust between users and the platform: users share their data with the platform, relying on the platform to handle the data responsibly and deliver the promised privacy level without exploiting it for other purposes (this form of credibility is present in data acquisition mechanisms and not classic auctions that are studied in Akbarpour and Li (2020)). This concern regarding platform credibility motivated us to also study the local privacy setting. In this setting, data is privatized directly on the user side, granting users control over the implementation of privacy measures. This local structure has been effectively implemented by various tech companies, such as Apple, which has incorporated local differential privacy techniques into their data handling processes (see, e.g., Apple).
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Appendix A: Proofs and additional details

This appendix includes the omitted proof from the text and the additional results discussed in the text.

A.1. Proofs

Proof of Lemma 2 Since $|Z| \leq \frac{1}{2}$, the difference of every two realizations of $X$ would be bounded by one. Therefore, the sensitivity of $\hat{\theta}$ to $x_i$, defined in (1), is given by $w_i(c)$. Hence, Lemma 1 immediately implies the result. ■

Proof of Theorem 1 For the sake of subsequent analysis, we find it helpful to recall the definition of two well-known distribution distances. Let $P$ and $Q$ be two distributions, defined over a probability space $(\Omega, \mathcal{F})$. Then,

- the total variation (TV) distance is denoted by $\|P - Q\|_{TV}$, and is given by
  $$\|P - Q\|_{TV} := \sup_{A \in \mathcal{F}} |P(A) - Q(A)| = \frac{1}{2} \int_{\Omega} |dP - dQ|.$$  

- when $P$ is absolutely continuous with respect to $Q$, the Kullback–Leibler (KL) distance is denoted by $D_{KL}(P, Q)$, and it is given by
  $$D_{KL}(P, Q) := \int \log \frac{dP}{dQ} dP.$$  

One inequality that we particularly find it helpful for analysis is the Pinsker’s inequality which states that

$$\|P - Q\|_{TV}^2 \leq \frac{1}{2} D_{KL}(P, Q). \quad \text{(A1)}$$

To prove the lower bound (4), we use Le Cam’s method Yu (1997) which is a well-known technique in deriving minimax lower bounds. The main idea of Le Cam’s method is reducing the estimation problem to a testing problem. More formally, let $P_1$ and $P_2$ be two distributions in $\mathcal{P}_k$ with

$$\gamma := \frac{1}{2} |\theta(P_1) - \theta(P_2)|. \quad \text{(A2)}$$

Furthermore, for $j \in \{1, 2\}$, let $Q_j$ be the marginal distribution of $\hat{\theta}$, given that the samples $X_{1:n}$ are all drawn from $P_j$, i.e.,

$$Q_j(A) = \int_{\mathbb{R}^n} \mathbb{P}(\hat{\theta}(x_{1:n}) \in A) dP^n_j(x_{1:n}), \quad \text{(A3)}$$

for any measurable set $A$. Then, by Le Cam’s method, we have (see Barber and Duchi (2014) for more details)

$$\mathcal{L}_c(P_k, \theta, \varepsilon) \geq \gamma^2 \left( \frac{1}{2} - \frac{1}{2} \|Q_1 - Q_2\|_{TV} \right). \quad \text{(A4)}$$

Next, we bound $\|Q_1 - Q_2\|_{TV}$ in the following lemma.

Lemma A1 Let $P_1$ and $P_2$ be two distributions in $\mathcal{P}$ such that $P_1$ is absolutely continuous with respect to $P_2$. Consider $Q_1$ and $Q_2$ as defined in (A3). Then, for any $k \in \{0, 1, \ldots, n\}$,

$$\|Q_1 - Q_2\|_{TV} \leq 2\|P_1 - P_2\|_{TV} \sum_{i=1}^{k} (e^{\varepsilon_i} - 1) + \sqrt{\frac{n-k}{2} D_{KL}(P_1, P_2)}. \quad \text{(A5)}$$
We prove this lemma at the end of this section. Now, using this lemma, let us complete the proof of (4). Let \( \delta \in [0, 1/2] \), and define \( P_1 \) and \( P_2 \) as
\[
P_1(-1/2) = P_2(1/2) = \frac{1 + \delta}{2}, \quad P_1(1/2) = P_2(-1/2) = \frac{1 - \delta}{2}. \tag{A6}
\]
Obviously \( P_1, P_2 \in \mathcal{P}^* \). Also, for \( i \in \{1, 2\} \), \( \mathbb{E}_{P_i}[X] = (-1)^i \delta/2 \), and hence \( \gamma = \delta/2 \). In addition, by definition, we have
\[
\|P_1 - P_2\|_{TV} = \frac{1}{2} \times 2 \times \left( \frac{1 + \delta}{2} - \frac{1 - \delta}{2} \right) = \delta,
\]
\[
D_{KL}(P_1, P_2) = \delta \log \frac{1 + \delta}{1 - \delta} \leq 3 \delta^2,
\]
where the last inequality holds for \( \delta \in [0, 1/2] \). Hence, by Lemma A1, along with the fact that \( e^{\varepsilon_i} - 1 \leq 2 \varepsilon_i \) for \( \varepsilon_i \leq 1 \), we have that for \( \|Q_1 - Q_2\|_{TV} \leq 4 \delta \sum_{i=1}^{k} \varepsilon_i + \delta \sqrt{\frac{3(n-k)}{2}} \).

Therefore, using (A4), we obtain
\[
L_c(P_k, \theta, \varepsilon) \geq \frac{\delta^2}{8} \left( 1 - \delta \left( 4 \sum_{i=1}^{k} \varepsilon_i + \sqrt{\frac{3(n-k)}{2}} \right) \right). \tag{A7}
\]
Choosing
\[
\delta = \left( 8 \sum_{i=1}^{k} \varepsilon_i + \sqrt{6(n-k)} \right)^{-1} \wedge \frac{1}{2},
\]
implies
\[
L_c(P_k, \theta, \varepsilon) \geq \frac{1}{16} \left( \left( 8 \sum_{i=1}^{k} \varepsilon_i + \sqrt{6(n-k)} \right)^{-2} \wedge \frac{1}{4} \right). \tag{A8}
\]
Using inequality \((x + y)^2 \leq 2(x^2 + y^2)\) with \( x = 8 \sum_{i=1}^{k} \varepsilon_i \) and \( y = \sqrt{6(n-k)} \) completes the proof of (4).

Next, we show the upper bound (5). First note that, since \(|X| \leq 1/2\) almost surely for any \( P \in \mathcal{P} \), we have \( \theta(P) \leq 1/2 \) for any \( P \in \mathcal{P} \). Hence, \( \hat{\theta} = 0 \), which is a linear estimator in the form of (3) with \( w_i = 0 \) for all \( i \) and \( \eta = \infty \), leads to \( \mathbb{E}[|\hat{\theta} - \theta|^2] \leq 1/4 \). Hence, it suffices to find a linear estimator \( \hat{\theta} \) with Laplace mechanism such that
\[
\mathbb{E}[|\hat{\theta} - \theta|^2] \leq O(1) \log(n+1) \max_j \frac{1}{n-j + (\sum_{i=1}^{j} \varepsilon_i)^2}. \tag{A9}
\]

To do so, let \( k^* \) be the largest \( k \in \{0, 1, \cdots n - 1\} \) such that
\[
\varepsilon_{n-k} > \frac{1}{\sqrt{k+1}}, \tag{A10}
\]
if such \( k \) exists. Now, we consider two cases:

- First, assume such \( k \) does not exists. Then, consider linear estimator
  \[
  \hat{\theta} = \sum_{i=1}^{n} \frac{\varepsilon_i}{\eta} x_i + \text{Laplace} \left( \frac{1}{\eta} \right),
  \]
  with
  \[
  \eta = \sum_{i=1}^{n} \varepsilon_i.
  \]
In this case, it is straightforward to see
\[ E[|\hat{\theta} - \theta|^2] \leq \sum_{i=1}^{n} \frac{\varepsilon_i^2 + 2}{\eta^2} = \sum_{i=1}^{n} \frac{\varepsilon_i^2 + 2}{(\sum_{i=1}^{n} \varepsilon_i)^2}, \] (A11)
where we fact that the variance is bounded by one since the absolute value of the random variable almost surely bounded by one. Next, note that, since (A10) does not hold for any \( k \), we have \( \varepsilon_{n-k} \leq \frac{1}{\sqrt{k+1}} \) for any \( k \), which implies that
\[ \sum_{i=1}^{n} \varepsilon_i^2 \leq \sum_{i=1}^{n} \frac{1}{i} = \mathcal{O}(1) \log(n+1). \]
Plugging this relation into (A11) implies
\[ E[|\hat{\theta} - \theta|^2] \leq \mathcal{O}(1) \log(n+1) \frac{1}{(\sum_{i=1}^{n} \varepsilon_i)^2}. \]
This completes the proof of (A9) since
\[ \frac{1}{(\sum_{i=1}^{n} \varepsilon_i)^2} \]
is
\[ \frac{1}{n-j+(\sum_{i=1}^{n} \varepsilon_i)^2} \]
with \( j = n \).

- Now assume there exists at least one \( k \) that satisfies (A10) (and hence the aforementioned \( k^* \) is well-defined.) As a result, we have
\[ \varepsilon_1 \leq \frac{1}{\sqrt{n}}, \ldots, \varepsilon_{n-k^*-1} \leq \frac{1}{\sqrt{k^*+2}}, \] (A12)
\[ \varepsilon_n \geq \cdot \ldots \varepsilon_{n-k^*} > \frac{1}{\sqrt{k^*+1}}. \] (A13)
In this case, consider the following linear estimator
\[ \hat{\theta} = \sum_{i=1}^{n-k^*-1} \frac{\varepsilon_i}{\eta} x_i + \sum_{i=n-k^*}^{n} \frac{1/\sqrt{k^*+1}}{\eta} x_i + \text{Laplace} \left( \frac{1}{\eta} \right), \]
with
\[ \eta = \sum_{i=1}^{n-k^*-1} \varepsilon_i + \frac{k^*+1}{\sqrt{k^*+1}} = \sum_{i=1}^{n-k^*-1} \varepsilon_i + \frac{\sqrt{k^*+1}}{\sqrt{k^*+1}}. \]
First, by Lemma 2, this estimator is
\[ (\varepsilon_1, \ldots, \varepsilon_{n-k^*-1}, \frac{1}{\sqrt{k^*+1}}, \ldots, \frac{1}{\sqrt{k^*+1}}) \]
differentially private, and hence, due to (A13), it is \( (\varepsilon_i)_{i=1}^{n} \)-differentially private as well. Second, using the fact that variance is bounded by one, we have
\[ E[|\hat{\theta} - \theta|^2] \leq \frac{\sum_{i=1}^{n-k^*-1} \varepsilon_i^2 + \frac{k^*+1}{k^*+1} + 2}{\eta^2} \]
\[ \leq \frac{\sum_{i=1}^{n} \varepsilon_i^2 + 1 + 3}{(\sum_{i=1}^{n-k^*+2} \varepsilon_i + \sqrt{k^*+1})^2}. \] (A14)
where the last inequality follows from (A12) and definition of \( \eta \). To complete the proof, note that, the numerator of (A14) is upper bounded by \( \mathcal{O}(1) \log(n+1) \) and its denominator is lower bounded by
\[ \left( \sum_{i=1}^{n-k^*-1} \varepsilon_i \right)^2 + k^* + 1 = \left( \sum_{i=1}^{j} \varepsilon_i \right)^2 + n - j \text{ with } j = n - k^* - 1. \]
Hence, (A9) holds in this case as well. \( \blacksquare \)
Proof of Lemma A1 Let \( \tilde{Q} \) be the marginal distribution of \( \hat{\theta} \) given that \( X_1, \cdots, X_k \) are drawn from \( P_1 \) and \( X_{k+1}, \cdots, X_n \) are drawn from \( P_2 \), i.e.,

\[
\tilde{Q}(A) = \int_{\mathbb{R}^n} \mathbb{P}(\hat{\theta}(x_{1:n}) \in A) dP_k^1(x_{1:k}) dP_2^{n-k}(x_{k+1:n}).
\] (A15)

Note that, we have

\[
\|Q_1 - Q_2\|_{TV} \leq \|Q_1 - \tilde{Q}\|_{TV} + \|\tilde{Q} - Q_2\|_{TV}.
\] (A16)

The idea is to bound the two terms on the right hand side separately. In particular, we show

\[
\|Q_1 - \tilde{Q}\|_{TV}^2 \leq \frac{n-k}{2} D_{KL}(P_1, P_2),
\] (A17)

\[
\|\tilde{Q} - Q_2\|_{TV} \leq 2\|P_1 - P_2\|_{TV} \sum_{i=1}^k (e^{\varepsilon_i} - 1).
\] (A18)

If we show these two bounds, then plugging them into (A16) will show Lemma A1.

- We start by showing (A17). First, note that, by data processing inequality, we have

\[
\|Q_1 - \tilde{Q}\|_{TV} \leq \|P^n_1 - P^k_1 P^{n-k}_2\|_{TV}.
\]

Next, using Pinsker’s inequality (A1), we obtain

\[
\|P^n_1 - P^k_1 P^{n-k}_2\|_{TV}^2 \leq \frac{1}{2} D_{KL}(P^n_1, P^k_1 P^{n-k}_2)
\]

\[
\leq \frac{n-k}{2} D_{KL}(P_1, P_2),
\]

where the second inequality follows from the chain rule for KL-divergence. This completes the proof of (A17).

- Next, we show (A18). By total variation distance definition, it suffices to show that, for any measurable set \( A \), \( |\tilde{Q}(A) - Q_2(A)| \) is upper bounded by the right hand side of (A5). To see this, first, note that we have

\[
\tilde{Q}(A) - Q_2(A) = \int_{\mathbb{R}^n} \mathbb{P}(\hat{\theta}(x_{1:n}) \in A) (dP^k_1(x_{1:k}) - dP^n_2(x_{1:k})) dP_2^{n-k}(x_{k+1:n})
\]

\[
= \int_{\mathbb{R}^{n-k}} \Delta(x_{k+1:n}) dP_2^{n-k}(x_{k+1:n}),
\] (A19)

where

\[
\Delta(x_{k+1:n}) := \int_{\mathbb{R}^k} \mathbb{P}(\hat{\theta}(x_{1:n}) \in A) (dP^k_1(x_{1:k}) - dP^n_2(x_{1:k})).
\] (A20)

To show (A18), it suffices to show

\[
|\Delta(x_{k+1:n})| \leq 2\|P_1 - P_2\|_{TV} \sum_{i=1}^k (e^{\varepsilon_i} - 1).
\] (A21)

To do so, first, note that \( dP^k_1(x_{1:k}) - dP^n_2(x_{1:k}) \) can be cast as

\[
dP^k_1(x_{1:k}) - dP^n_2(x_{1:k}) = \sum_{i=1}^k dP^{i-1}_2(x_{1:i-1}) (dP_1(x_i) - dP_2(x_i)) dP^{k-i}_1(x_{i+1:k}).
\]

Plugging this into (A20), we obtain

\[
\Delta(x_{k+1:n}) = \sum_{i=1}^k \int_{\mathbb{R}^n} \mathbb{P}(\hat{\theta}(x_{1:n}) \in A) dP^{i-1}_2(x_{1:i-1}) (dP_1(x_i) - dP_2(x_i)) dP^{k-i}_1(x_{i+1:k}).
\] (A22)
Let $x_{1:n}'$ be a vector similar to $x_{1:n}$, except on $i$-th coordinate, where $x_i$ is replaced by $x_i'$. Note that,

$$
\int_{\mathbb{R}^k} \mathbb{P}(\hat{\theta}(x_{1:n}') \in A) dP_2^{i-1}(x_{1:i-1}) (dP_1(x_i) - dP_2(x_i)) dP_1^{k-i}(x_{i+1:k}) = 0.
$$

Hence, we could write (A22) as

$$
\Delta(x_{k+1:n}) = 
\sum_{i=1}^{k} \int_{\mathbb{R}^k} \mathbb{P}(\hat{\theta}(x_{1:n}) \in A) - \mathbb{P}(\hat{\theta}(x_{1:n}') \in A) \right) dP_2^{i-1}(x_{1:i-1}) (dP_1(x_i) - dP_2(x_i)) dP_1^{k-i}(x_{i+1:k}).
$$

Hence, we have

$$
|\Delta(x_{k+1:n})| \leq 
\sum_{i=1}^{k} (e^{-\varepsilon_i} - 1) \int_{\mathbb{R}^k} \mathbb{P}(\hat{\theta}(x_{1:n}) \in A) - \mathbb{P}(\hat{\theta}(x_{1:n}') \in A) \right) dP_2^{i-1}(x_{1:i-1}) |dP_1(x_i) - dP_2(x_i)| dP_1^{k-i}(x_{i+1:k}).
$$

Note that, by differential privacy definition, we have

$$(e^{-\varepsilon_i} - 1) \mathbb{P}(\hat{\theta}(x_{1:n}) \in A) \leq \mathbb{P}(\hat{\theta}(x_{1:n}) \in A) - \mathbb{P}(\hat{\theta}(x_{1:n}') \in A) \leq (e^{\varepsilon_i} - 1) \mathbb{P}(\hat{\theta}(x_{1:n}') \in A),$$

which implies

$$
|\mathbb{P}(\hat{\theta}(x_{1:n}) \in A) - \mathbb{P}(\hat{\theta}(x_{1:n}') \in A)| \leq (e^{\varepsilon_i} - 1) \mathbb{P}(\hat{\theta}(x_{1:n}') \in A).
$$

Plugging this into (A24), we obtain

$$
|\Delta(x_{k+1:n})| \leq 
\sum_{i=1}^{k} (e^{\varepsilon_i} - 1) \int_{\mathbb{R}^k} \mathbb{P}(\hat{\theta}(x_{1:n}') \in A) dP_2^{i-1}(x_{1:i-1}) |dP_1(x_i) - dP_2(x_i)| dP_1^{k-i}(x_{i+1:k}).
$$

Finally, note that

$$
\int_{\mathbb{R}^n} \mathbb{P}(\hat{\theta}(x_{1:n}') \in A) dP_2^{i-1}(x_{1:i-1}) |dP_1(x_i) - dP_2(x_i)| dP_1^{k-i}(x_{i+1:k})
\leq \int_{\mathbb{R}^{k-1}} \mathbb{P}(\hat{\theta}(x_{1:n}') \in A) dP_2^{i-1}(x_{1:i-1}) dP_1^{k-i}(x_{i+1:k}) \int_{\mathbb{R}} |dP_1(x_i) - dP_2(x_i)|
\leq 2\|P_1 - P_2\|_{TV},
$$

where the last inequality follows from the fact that

$$
\int_{\mathbb{R}^{k-1}} \mathbb{P}(\hat{\theta}(x_{1:n}') \in A) dP_2^{i-1}(x_{1:i-1}) dP_1^{k-i}(x_{i+1:k})
$$

is bounded by 1. Plugging (A26) into (A25) completes the proof of (A21).

**Proof of Theorem 2** To show the lower bound (12), we again use the Le Cam’s method. Here, for $j \in \{1,2\}$, we define $Q_j$ to be the marginal distribution of $M$, given that the samples $X_{1:n}$ are all drawn from $P_j$, i.e.,

$$
Q_j(A) = \int_{\mathbb{R}^n} \mathbb{P}(M(x_{1:n}) \in A) dP_j^n(x_{1:n}),
$$

for any measurable set $A \subset \mathbb{R}^n$. Then, again, by Le Cam’s method, we have (see Duchi et al. (2013) for more details)

$$
\mathcal{L}_i(P_k, \theta, \varepsilon) \geq \gamma^2 \left( \frac{1}{2} - \frac{1}{2} \|Q_1 - Q_2\|_{TV} \right),
$$

(A28)
where $\gamma$ is given by (A2). A slight extension of Corollary 1 in Duchi et al. (2013) implies
\[
\|Q_1 - Q_2\|_{TV}^2 \leq \frac{1}{4} \left(D_{KL}(Q_1, Q_2) + D_{KL}(Q_2, Q_1)\right) \leq \|P_1 - P_2\|_{TV}^2 \sum_{i=1}^{n} (e^i - 1)^2.
\]
Hence, for $\varepsilon_i \leq 1$, using $e^i - 1 \leq 2\varepsilon_i$, we have
\[
\|Q_1 - Q_2\|_{TV} \leq 2\|P_1 - P_2\|_{TV} \sqrt{\sum_{i=1}^{n} \varepsilon_i^2}.
\]
Taking $P_1$ and $P_2$ similar to (A6), and using (A28), we have
\[
L_i(\mathcal{P}_k, \theta, \varepsilon) \geq \frac{1}{8} \delta^2 \left(1 - 2\delta \sum_{i=1}^{n} \varepsilon_i^2\right). \tag{A29}
\]
Choosing
\[
\delta = \frac{1}{4\sqrt{\sum_{i=1}^{n} \varepsilon_i^2}} \land \frac{1}{2}
\]
completes the proof of (12).

To show the upper bound (13), we form the following estimator
\[
\hat{\theta} = \sum_{i=1}^{n} \frac{\varepsilon_i^2}{\sum_{j=1}^{n} \varepsilon_j^2} \hat{x}_i, \text{ where } \hat{x}_i = x_i + \text{Laplace}\left(\frac{1}{\varepsilon_i}\right). \tag{A30}
\]
Clearly this estimator is $(\varepsilon_i)_{i=1}^{n}$-locally differentially private. Next, note that
\[
E \left[|\hat{\theta} - \theta|^2\right] = \sum_{i=1}^{n} \frac{\varepsilon_i^4}{\left(\sum_{j=1}^{n} \varepsilon_j^2\right)^2} \text{Var}(\hat{x}_i) = \sum_{i=1}^{n} \frac{\varepsilon_i^4}{\left(\sum_{j=1}^{n} \varepsilon_j^2\right)^2} \left(\text{Var}(X) + \frac{1}{\varepsilon_i^2}\right). \tag{A31}
\]
Using the fact that $\frac{1}{\varepsilon_i^2} \geq 1 \geq \text{Var}(X)$, we obtain
\[
E \left[|\hat{\theta} - \theta|^2\right] \leq 2 \sum_{i=1}^{n} \frac{\varepsilon_i^4}{\left(\sum_{j=1}^{n} \varepsilon_j^2\right)^2} \cdot \frac{1}{\varepsilon_i^2} = 2 \sum_{i=1}^{n} \frac{\varepsilon_i^2}{\left(\sum_{j=1}^{n} \varepsilon_j^2\right)^2} = \frac{2}{\sum_{j=1}^{n} \varepsilon_j^2}, \tag{A32}
\]
which completes the proof. ■

**Proof of Proposition 1**

Letting
\[
h_i(c) = E_{c_{-i}} \left[\text{MSE}(c, c_{-i}, \varepsilon, \hat{\theta})\right],
\]
\[
t_i(c) = E_{c_{-i}} \left[|t(c, c_{-i})|\right],
\]
and
\[
\varepsilon_i(c) = E_{c_{-i}} \left[\varepsilon_i(c, c_{-i})\right],
\]
we can write the incentive compatibility constraint as
\[
h_i(c_i) + c_i \varepsilon_i(c_i) - t_i(c_i) \leq h_i(c'_i) + c_i \varepsilon_i(c'_i) - t_i(c'_i).
\]
Taking derivative of the right-hand side with respect to $c'_i$ and evaluating the derivative at $c'_i = c_i$ and equating it to zero leads to
\[
h'_i(c_i) + c_i \varepsilon'_i(c_i) - t'_i(c_i) = 0.
\]
By taking the integral of this expression we obtain
\[ t_i(c_i) = t_i(0) + \int_{z=0}^{c_i} (h_i'(z) + z\varepsilon_i'(z)) \, dz = t_i(0) + h_i(0) - h_i(c_i) - c_i\varepsilon_i(c_i) + \int_{z=0}^{c_i} \varepsilon_i(z) \, dz. \] (A33)

We next show that the payment in (A33) together with a weakly decreasing \( \varepsilon_i(z) \) guarantees that the incentive compatibility constraint. To see this, we consider two possibilities depending on whether \( c'_i \) is larger or smaller than \( c_i \):

- For \( c'_i \geq c_i \): by plugging in the payment in (A33) the incentive compatibility constraint becomes equivalent to
  \[ \varepsilon_i(c'_i)(c_i - c'_i) \geq \int_{z=c'_i}^{c_i} \varepsilon_i(z) \, dz, \]
  which holds because \( \varepsilon_i(z) \) is weakly decreasing in \( z \).

- For \( c'_i \leq c_i \): again, by plugging in the payment in (A33) the incentive compatibility constraint becomes equivalent to
  \[ \varepsilon_i(c'_i)(c_i - c'_i) \leq \int_{z=c_i}^{c'_i} \varepsilon_i(z) \, dz, \]
  which, again, holds because \( \varepsilon_i(z) \) is weakly decreasing in \( z \). This completes one direction of the proof.

To see the other direction, notice that the first order condition of the incentive compatibility implies (A33).

Finally notice that the incentive compatibility implies
\[ h_i(c_i) + c_i\varepsilon_i(c_i) - t_i(c_i) \leq h_i(c'_i) + c_i\varepsilon_i(c'_i) - t_i(c'_i). \]

and
\[ h_i(c'_i) + c'_i\varepsilon_i(c'_i) - t_i(c'_i) \leq h_i(c_i) + c'_i\varepsilon_i(c_i) - t_i(c_i). \]

Taking summation of these two equations results in
\[ (\varepsilon_i(c_i) - \varepsilon_i(c'_i))(c_i - c'_i) \leq 0, \]
which shows that \( \varepsilon_i(\cdot) \) is weakly decreasing.

We next consider the individual rationality constraint. Using (A33), we can rewrite this constraint as
\[ t_i(0) \geq h_i(0) - \text{VAR} + \int_{z=0}^{c_i} \varepsilon_i(z) \, dz \quad \text{for all } c_i \] (A34)
which means it only needs to hold for \( c_i = \infty \). Hence, we could cast \( t_i(0) \) as
\[ t_i(0) = h_i(0) - \text{VAR} + \int_{z=0}^{\infty} \varepsilon_i(z) \, dz + d_i \]
for some nonnegative constant \( d_i \). Plugging this back in (A33) results in
\[ t_i(c_i) = h_i(c_i) - \text{VAR} + c_i\varepsilon_i(c_i) + \int_{z=c_i}^{\infty} \varepsilon_i(z) \, dz + d_i. \]

This completes the proof. \( \blacksquare \)
Proof of Proposition 2 Using the payment identity in Proposition 1, we obtain

\[ E_{c_i} [t_i(c_i)] = E[MSE(c; \hat{\varepsilon}, \hat{\theta})] - \text{VAR} + E_{c_i} [c_i \varepsilon_i(c_i)] + E_{c_i} \left[ \int_{z = c_i}^{z_1} \varepsilon_i(z) dz \right] \]

\[ = E[MSE(c; \varepsilon, \theta)] - \text{VAR} + \int_{z_i}^{z_1} \int_{y_i = z_i}^{y_i} \int_{z_i}^{z_1} \varepsilon_i(y_i, z_i) dy_i f_i(z_i) dz_i f_{i-1}(z_{i-1}) dz_{i-1} \]

\[ + \int_{z_i}^{z_1} \int_{y_i = z_i}^{y_i} \int_{z_i}^{z_1} \varepsilon_i(y_i, z_i) dy_i f_i(z_i) dz_i f_{i-1}(z_{i-1}) dz_{i-1} \]

\[ \overset{(a)}{=} E[MSE(c; \varepsilon, \theta)] - \text{VAR} + \int_{z_i}^{z_1} \int_{y_i = z_i}^{y_i} \int_{z_i}^{z_1} \varepsilon_i(y_i, z_i) dy_i f_i(z_i) dz_i f_{i-1}(z_{i-1}) dz_{i-1} \]

\[ + \int_{z_i}^{z_1} \int_{y_i = z_i}^{y_i} \int_{z_i}^{z_1} \varepsilon_i(y_i, z_i) dy_i f_i(z_i) dz_i f_{i-1}(z_{i-1}) dz_{i-1} \]

\[ = E[MSE(c; \varepsilon, \theta)] - \text{VAR} + \int_{z_i}^{z_1} \int_{y_i = z_i}^{y_i} \varepsilon_i(y_i, z_i) dy_i f_i(z_i) dz_i f_{i-1}(z_{i-1}) dz_{i-1} \]

\[ + \int_{z_i}^{z_1} \int_{y_i = z_i}^{y_i} \varepsilon_i(y_i, z_i) dy_i f_i(z_i) dz_i f_{i-1}(z_{i-1}) dz_{i-1} \]

\[ \overset{(b)}{=} E[MSE(c; \varepsilon, \theta)] - \text{VAR} + \int_{z_i}^{z_1} \left( z_i + \frac{F_i(z_i)}{f_i(z_i)} \right) \varepsilon_i(z) f(z) dz, \quad (A35) \]

where (a) follows from changing the order of the integrals and (b) follows by a change of variable from \( y_i \) to \( z_i \). Substituting equation (A35) in the platform’s objective function, results in

\[ E_{c_i} \left[ \text{MSE}(c, \varepsilon, \theta) + \sum_{i=1}^{n} t_i(c_i) \right] = E_{c_i} \left[ (n + 1) \text{MSE}(c, \varepsilon, \theta) + \sum_{i=1}^{n} \psi(c_i) \varepsilon_i(c_i) \right] - n \text{VAR}. \]

Finally, note that, by using Proposition 1, the payment identity guarantees a privacy level function is decreasing if \( \varepsilon_i(\cdot) \) is decreasing. This completes the proof. ■

Proof of Theorem 3 Since the variance of the data points are \( \text{VAR} \), the variance of the estimator given in (22) (i.e., the mean square error) is

\[ \frac{2}{\eta^2} + \sum_{i=1}^{n} w_i(c)^2 \text{VAR}. \]

By plugging this expression into the characterization of Proposition 2, we see that for any vector of reported privacy costs \( (c_1, \ldots, c_n) \), the point-wise optimization problem becomes

\[ \min_{\varepsilon(c), w(c), \eta} \frac{2(n + 1)}{\eta^2} + \sum_{i=1}^{n} (n + 1) \text{VAR} \ w_i(c)^2 + \psi(c_i) \varepsilon_i(c) \]

s.t. \( \varepsilon_i(c) \geq 0 \) for all \( i \in \mathcal{N} \)

\[ \sum_{i=1}^{n} w_i(c) = 1 \]

\[ \eta w_i(c) \leq \varepsilon_i(c) \text{ for all } i \in \mathcal{N}. \]

In the optimal solution we must have \( \eta w_i(c) = \varepsilon_i(c) \) for all \( i \in \mathcal{N} \). Therefore, the above optimization is equivalent to

\[ \min_{\varepsilon(c), w(c), \eta} \frac{2(n + 1)}{\eta^2} + \sum_{i=1}^{n} (n + 1) \text{VAR} \ \frac{\varepsilon_i^2(c)}{\eta^2} + \psi(c_i) \varepsilon_i(c) \]
condition implies that
\[ \sum_{i=1}^{n} \frac{\epsilon_i(c)}{\eta} = 1, \]
which in turn, by letting \( \epsilon_i(c) = y_i \) for all \( i \in \mathcal{N} \), is equivalent to
\[ \min_y \frac{2(n+1)}{\sum_{j=1}^{n} y_j} \right)^{2} + (n+1) \text{VAR} \left( \frac{y_i}{\sum_{j=1}^{n} y_j} \right)^{2} + \psi_i(c_i)y_i \]
\[ \text{s.t. } y_i \geq 0, \text{ for all } i \in \mathcal{N}. \]
The corresponding payment to user \( i \) is given by
\[ E_{x} \left[ \text{MSE}(c_i, c_{-i}; \epsilon, \hat{\theta}_{\text{central}}) \right] - \text{VAR} + c_i E_{x} \left[ \epsilon_i(c_i, c_{-i}) \right] + \int_{x=c_i}^{\infty} E_{x} \left[ \epsilon_i(x, c_{-i}) \right] dx. \]
By invoking Proposition 1, this payment and allocation satisfy the incentive compatibility and the individual rationality constraints provided that the optimal privacy level function is weakly decreasing in the reported privacy cost which we prove next.

Let \((y_1, \ldots, y_n)\) be the solution of optimization problem \((A36)\) for \(c_1, \ldots, c_n\). Now, suppose we increases one of the \(c_i\)'s, which, without loss of generality, we assume is the first one. Let \(c'_1 > c_1\) and \(c'_i = c_i\) for \(i = 2, \ldots, n\) and suppose \(y'_1, \ldots, y'_n\) is the corresponding optimal solution of optimization problem \((A36)\). The optimality condition implies that
\[ \frac{2(n+1)}{\sum_{j=1}^{n} y_j^2} \geq \frac{2(n+1)}{\sum_{j=1}^{n} y_j^2} + (n+1) \sum_{i=1}^{n} y_i^2 \text{VAR} + \psi_i(c_i)y_i \]
\[ \leq \frac{2(n+1)}{\sum_{j=1}^{n} y_j^2} + (n+1) \sum_{i=1}^{n} y_i^2 \text{VAR} + \psi_i(c'_i)y'_i \]
and
\[ \frac{2(n+1)}{\sum_{j=1}^{n} y_j^2} + (n+1) \sum_{i=1}^{n} y_i^2 \text{VAR} + \psi_i(c'_i)y'_i \]
\[ \leq \frac{2(n+1)}{\sum_{j=1}^{n} y_j^2} + (n+1) \sum_{i=1}^{n} y_i^2 \text{VAR} + \psi_i(c'_i)y_i \]
Taking summation of both sides of these equations and using the fact that \(c_i = c'_i\) for \(i = 2, \ldots, n\), we obtain
\[ (y_1 - y'_1)(\psi_1(c_1) - \psi_1(c'_1)) \leq 0. \]
Assumption 1 and the above inequality establishes that the solution of problem \((A36)\) is weakly decreasing in the privacy cost.

Finally, notice that if the platform pays user \(i\)
\[ -\text{VAR} + c_i \epsilon_i^*(c) + \int c_i \epsilon_i^*(z, c_{-i}) dz + \frac{2}{\sum_{j=1}^{n} \epsilon_j^*(c)} + \sum_{i=1}^{n} \left( \frac{\epsilon_i(c)}{\sum_{j=1}^{n} \epsilon_j(c)} \right)^{2} \text{VAR}. \]
the expected payment becomes the same as the characterization of Proposition 1. This completes the proof.
Proof of Corollary 1: If \( \psi_i(c_i) = \psi_j(c_j) \), then by swapping the \( i \)-th and \( j \)-th components of the solution the objective remains the same and therefore we can always let \( y_i^* \geq y_j^* \). Now, suppose \( \psi_i(c_i) < \psi_j(c_j) \). We let

\[
\tilde{y}_\ell = \begin{cases} 
  y_i^* & \ell \neq i, j \\
  y_j^* & \ell = j \\
  y_j^* & \ell = i.
\end{cases}
\]

The difference of the objective function evaluated at \((\tilde{y}_1, \ldots, \tilde{y}_n)\) and \((y_1^*, \ldots, y_n^*)\) becomes

\[
(\psi_i(c_i) - \psi_j(c_j)) (y_j^* - y_i^*) \geq 0
\]

where the inequality follows from the optimality condition. Inequality \( \psi_i(c_i) < \psi_j(c_j) \), implies that \( y_i^* \geq y_j^* \), proving the corollary. ■

Proof of Proposition 3: Problem (23) is the same as

\[
\min_{S \geq 0} \min_y \frac{n + 1}{S^2} \left( 2 + \sum_{i=1}^n y_i^2 \right) \text{VAR} + \sum_{i=1}^n \psi_i(c_i) y_i \\
\text{s.t. } \sum_{i=1}^n y_i = S \\
y_i \geq 0, \text{ for all } i \in \mathcal{N}.
\]

Let us consider the optimization over \( y \) for a given \( S \). The Lagrangian of this problem is

\[
\sum_{i=1}^n \frac{(n + 1) \text{VAR}}{S^2} y_i^2 + \sum_{i=1}^n \psi_i(c_i) y_i - \lambda \left( \sum_{i=1}^n y_i - S \right) - \sum_{i=1}^n \mu_i y_i.
\]

The KKT conditions imply that the optimal solutions \((y_1^*, \ldots, y_n^*)\), \( \lambda^* \) and \( \mu_i^* \) satisfy

\[
2(n + 1) \frac{\text{VAR}}{S^2} y_i^* + \psi_i(c_i) - \lambda^* - \mu_i^* = 0 \text{ for all } i \in \mathcal{N}.
\]

If \( y_i^* > 0 \), we have \( \mu_i^* = 0 \) and therefore

\[
y_i^* = \frac{(\lambda^* - \psi_i(c_i)) S^2}{2(n + 1) \text{VAR}}.
\]

If \( y_i^* = 0 \), we have \( \mu_i^* = \psi_i(c_i) - \lambda^* \geq 0 \). Hence, if, we define

\[
y(\lambda) = \left( \frac{(\lambda - \psi_1(c_1)) S^2}{2(n + 1) \text{VAR}} \right)^+, \ldots, \left( \frac{(\lambda - \psi_n(c_n)) S^2}{2(n + 1) \text{VAR}} \right)^+
\]

for any \( \lambda \),

\[
(y_i^*)_{i=1}^n \text{ would be equal to } y(\lambda^*). \text{ Next, define}
\]

\[
S(\lambda) = \sum_{i=1}^n y_i(\lambda). \quad (A38)
\]

We can see that the function \( S(\lambda) \) is increasing in \( \lambda \) and that \( \lambda^* \) is such that \( S(\lambda^*) = S \). Once we find \( \lambda^* \),

\( (A37) \) gives the optimal solution (subject to \( \sum_{i=1}^n y_i = S \)). To find \( \lambda^* \) we first sort the terms \( \{\psi_i(c_i)\} \), in \( O(n \log n) \). Without loss of generality, let us assume

\[
\psi_1(c_1) \leq \cdots \leq \psi_n(c_n).
\]
We let $i^*$ be the smallest element of $\mathcal{N}$ for which
\[ S(\psi_j(c_j)) \geq S. \]

If no such element exists, then we let $i^* = n + 1$. Therefore, for any $S > 0$, there exists $i^* > 1$ and $\lambda^* \in [\psi_{i^* - 1}(c_{i^* - 1}), \psi_{i^*}(c_{i^*})]$ such that in the optimal solution we have
\[ y_i = 0 \text{ for } i > i^* \text{ and } y_i = \frac{(\lambda^* - \psi_i(c_i)) S^2}{2(n + 1 \text{VAR})} \text{ for } i \leq i^*, \]
with the convention that $\psi_{n+1}(\cdot) = \infty$. Also, using (A37) and (A38), $S$ and $\lambda^*$ satisfy the following relation
\[ \sum_{i=1}^{i^*} (\lambda^* - \psi_i(c_i)) S^2 \frac{2}{2(n + 1 \text{VAR})} = S \]
which results in
\[ \frac{1}{S} = \lambda^* A_{i^*} - B_{i^*}, \]
with
\[ A_{i^*} = \frac{i^*}{2(n + 1 \text{VAR})}, B_{i^*} = \sum_{i=1}^{i^*} \frac{\psi_i(c_i)}{2(n + 1 \text{VAR})}. \]

Hence, in this case, the original optimization for the given $S$ can be cast as
\begin{align*}
\frac{2(n + 1 \text{VAR})}{S^2} + \frac{n + 1 \text{VAR}}{S^2} \sum_{i=1}^{i^*} \left( \frac{(\lambda - \psi_i(c_i)) S^2}{2(n + 1 \text{VAR})} \right)^2 + \sum_{i=1}^{i^*} \frac{(\lambda - \psi_i(c_i)) S^2}{2(n + 1 \text{VAR})} \\
= \frac{2(n + 1 \text{VAR})}{S^2} + \frac{S^2}{4(n + 1 \text{VAR})} \sum_{i=1}^{i^*} (\lambda^2 - \psi_i^2(c_i)) \tag{A39}
\end{align*}
\begin{align*}
= 2(n + 1 \text{VAR}) \left( \lambda A_{i^*} - B_{i^*} \right)^2 + \frac{1}{(\lambda A_{i^*} - B_{i^*})^2} \left( \frac{A_{i^*}}{2} \lambda^2 - \frac{B_{i^*}}{2} \right), \tag{A40}
\end{align*}
with
\[ \tilde{B}_{i^*} := \sum_{i=1}^{i^*} \frac{\psi_i(c_i)^2}{2(n + 1 \text{VAR})}. \]

Note that, as $S$ moves from zero to infinity, $\lambda^*$ also moves from $\psi_1(c_1)$ to infinite. Hence, instead of minimizing (A39) over $S$, we could minimize (A41) over $\lambda$. To do so, it suffices to solve
\begin{align*}
\min_{\lambda} & \quad 2(n + 1 \text{VAR}) \left( \lambda A_{i^*} - B_{i^*} \right)^2 + \frac{1}{(\lambda A_{i^*} - B_{i^*})^2} \left( \frac{A_{i^*}}{2} \lambda^2 - \frac{\tilde{B}_{i^*}}{2} \right) \tag{A42} \\
\lambda & \geq \psi_{i^*}(c_{i^*}) \\
\lambda & \leq \psi_{i^*+1}(c_{i^*+1}),
\end{align*}
for $i^* \in \{2, \cdots, n + 1\}$ and pick the one with minimum value. As the last step, we establish that (A42) can be solved in time $O(1)$ which implies that the total optimization problem can be solved in time $O(n)$.

To do so, note that the objective function of (A42) can be written as
\begin{align*}
& \quad 2(n + 1 \text{VAR}) \left( \lambda A_{i^*} - B_{i^*} \right)^2 + \frac{1}{(\lambda A_{i^*} - B_{i^*})^2} \left( \frac{A_{i^*}}{2} \lambda^2 - \frac{\tilde{B}_{i^*}}{2} \right) \\
= & \quad \frac{2(n + 1 \text{VAR}) \left( \lambda A_{i^*} - B_{i^*} \right)^4 + \frac{A_{i^*} \lambda^2 - \frac{\tilde{B}_{i^*}}{2}}{(\lambda A_{i^*} - B_{i^*})^2}}{(\lambda A_{i^*} - B_{i^*})^2}, \tag{A43}
\end{align*}
One can see that the derivative of \((A43)\) is in the form of a polynomial of degree four divided by \((\lambda A_i - B_i)^3\). Hence, the derivative of \((A43)\) has at most four roots and they all can be characterized using the formulas for roots of a degree four polynomial. Therefore, to find the solution of \((A42)\), it suffices to compare the value of the objective function \((A43)\) at endpoints of the constraint interval \([\psi_i(c_i), \psi_{i+1}(c_{i+1})]\) and those roots of the derivative that lie within this interval. These are at most six points and thus the optimization problem \((A42)\) can be solved in time \(O(1)\). \(\blacksquare\)

**Proof of Theorem 4** Using the payment identity in Proposition 1, we obtain

\[
\mathbb{E}_{c_i} [t_i(c_i)] = \mathbb{E}[\text{MSE}(c; \epsilon, w)] - \text{VAR} + \mathbb{E}_{c_i}[\epsilon(c_i)] + \mathbb{E}_{c_i} \left[ \int_{x=c_i} \epsilon_i(z) dz \right] \\
= \mathbb{E}[\text{MSE}(c; \epsilon, w)] - \text{VAR} + \int_{z_i} \int_{z_{i-1}} \left( z_i \epsilon_i(z_i, z_{i-1}) + \int_{y_i=y_i} \epsilon_i(y_i, z_{i-1}) dy_i \right) f_i(z_i) dz_i f_{i-1}(z_{i-1}) dz_{i-1} \\
= \mathbb{E}[\text{MSE}(c; \epsilon, w)] - \text{VAR} + \int_{z_i} \int_{z_{i-1}} \left( z_i \epsilon_i(z_i, z_{i-1}) + \epsilon_i(z_i, z_{i-1}) \frac{F_i(z_i)}{z_i} \right) f_i(z_i) dz_i f_{i-1}(z_{i-1}) dz_{i-1} \\
= \mathbb{E}[\text{MSE}(c; \epsilon, w)] - \text{VAR} + \int_{z_i} \left( z_i + \frac{F_i(z_i)}{z_i} \right) \epsilon_i(z) f(z) dz, \tag{A44}
\]

where (a) follows from changing the order of the integrals. Moreover, we have

\[
\text{MSE}(c; \epsilon, w) = \sum_{i=1}^{n} \text{VAR} w_i^2(c) + \sum_{i=1}^{n} \frac{2w_i^2(c)}{\epsilon_i(c)}. \tag{A45}
\]

Substituting equations \((A44)\) and \((A45)\) in the platform’s objective function, results in

\[
\mathbb{E}_{c_i} \left[ \text{MSE}(c; \epsilon, w) + \sum_{i=1}^{n} t_i(c_i) \right] = \mathbb{E}_{c_i} \left[ \sum_{i=1}^{n} w_i^2(c)(n+1)\text{VAR} + (n+1) \frac{2w_i^2(c)}{\epsilon_i^2(c)} + \psi(c_i) \epsilon_i(c) \right] - n\text{VAR}.
\]

For any vector of reported privacy costs \((c_1, \ldots, c_n)\), we solve the point-wise optimization problem:

\[
\min_{w, y} \sum_{i=1}^{n} w_i^2 \left( (n+1)\text{VAR} + \frac{2(n+1)}{y_i^2} \right) + \psi_i(c_i) y_i \\
\sum_{i=1}^{n} w_i = 1 \\
w_i \geq 0 \text{ for all } i \in N.
\]

Let us first minimize the objective over \(w_i\)’s. Using Cauchy-Schwarz inequality, for any given \(y\) we have

\[
\left( \sum_{i=1}^{n} w_i^2 \left( (n+1)\text{VAR} + \frac{2(n+1)}{y_i^2} \right) \right) \left( \sum_{i=1}^{n} \frac{1}{(n+1)\text{VAR} + \frac{2(n+1)}{y_i^2}} \right) \geq \left( \sum_{i=1}^{n} w_i \right)^2 = 1
\]

and therefore the minimum of \(\sum_{i=1}^{n} w_i^2 \left( (n+1)\text{VAR} + \frac{2(n+1)}{y_i^2} \right) \) becomes

\[
\sum_{i=1}^{n} \frac{1}{(n+1)\text{VAR} + \frac{2(n+1)}{y_i^2}}.
\]

with solution

\[
w_i = \frac{1}{(n+1)\text{VAR} + \frac{2(n+1)}{y_i^2}} \sum_{i=1}^{n} \frac{1}{(n+1)\text{VAR} + \frac{2(n+1)}{y_i^2}} \text{ for all } i \in N.
\]
Therefore, the point-wise optimization problem becomes

\[
\min_y \sum_{i=1}^{n} \frac{1}{\frac{(n+1)\text{VAR} + 2\text{VAR}^2}{y_i}} + \sum_{i=1}^{n} \psi_i(c_i) y_i.
\]

A similar argument to that of Theorem 3 establishes that, under Assumption 1, the optimal \( x_i \) is weakly decreasing in \( c_i \) and therefore the corresponding payment, noise variance, and weight function satisfy the incentive compatibility and the individual rationality. ■

Proof of Proposition 4

Without loss of generality we assume

\[
\psi_1(c_1) \leq \cdots \leq \psi_n(c_n).
\]

We make use of the following two lemmas in this proof.

Lemma A2 Suppose Assumption 1 holds. For any reported vector of privacy sensitivities \((c_1, \ldots, c_n)\), in the optimal local data acquisition mechanism, we have \( \varepsilon_i^*(c) \geq \varepsilon_j^*(c) \) for all \( i, j \in \mathcal{N} \) such that \( \psi_i(c_i) < \psi_j(c_j) \).

Proof of Lemma A2: If \( \psi_i(c_i) = \psi_j(c_j) \), then by swapping the \( i \)-th and \( j \)-th components of the solution the objective remains the same and therefore we can always let \( y_i^* \geq y_j^* \). Now, suppose \( \psi_i(c_i) < \psi_j(c_j) \). We let

\[
\tilde{y}_\ell = \begin{cases}
  y_\ell & \ell \neq i, j \\
  y_i^* & \ell = j \\
  y_j^* & \ell = i.
\end{cases}
\]

The difference of the objective function evaluated at \((\tilde{y}_1, \ldots, \tilde{y}_n)\) and \((y_1^*, \ldots, y_n^*)\) becomes

\[
(\psi_i(c_i) - \psi_j(c_j)) (y_j^* - y_i^*) \geq 0
\]

where the inequality follows from the optimality condition. Inequality \( \psi_i(c_i) < \psi_j(c_j) \), implies that \( y_i^* \geq y_j^* \), proving the corollary. ■

Lemma A3 For any \( \lambda \in \mathbb{R}^+ \) and any \( \psi_i(c_i) \) the equation

\[
\frac{4z}{(\text{VAR}z^2 + 2)^2} = \frac{\psi_i(c_i)}{n+1} \lambda^2
\]

(A46)

either has no solution or at most two solutions in \( \mathbb{R}^+ \). Furthermore:

(a) The solutions can be found in time \( O(1) \).

(b) The smallest solution is strictly increasing in \( \psi_i(c_i) \) and the largest solution is strictly decreasing in \( \psi_i(c_i) \).

Proof of Lemma A3: The derivative of the function \( \frac{4z}{(\text{VAR}z^2 + 2)^2} \) with respect to \( z \) is

\[
\frac{4}{(2 + \text{VAR}z^2)^2} \left( 1 - \frac{4\text{VAR}z^2}{(2 + \text{VAR}z^2)^2} \right),
\]

which is positive if and only if \( z \leq \sqrt{\frac{2}{3\text{VAR}}} \). Therefore, the function is zero at \( z = 0 \), increases to \( \frac{3\sqrt{\pi}}{8\sqrt{2\text{VAR}}} \) at \( z = \sqrt{\frac{2}{3\text{VAR}}} \) and then decreases to 0 as \( z \to \infty \). Therefore, either there is no solution or there are at most two solutions. To see the proof of part (a), note that finding the solutions of (A46) is equivalent to finding the
By using Lemma A2, we know that if there exists \( i \) we let \( z \) be strictly increasing for \( y \). Finally, to see the proof of part (b) notice that \( \psi \) is increases, the intersecting \( y \) strictly increases. Further, the largest solution of (A46) is the intersection of this function \( z \geq \sqrt{\frac{2}{3\text{VAR}}} \) with the function level \( \frac{\psi(c_i)}{n+1} \lambda^2 \). As \( \psi(c_i) \) increases, the intersecting \( y \) strictly decreases. \( \blacksquare \)

When (A46) has two solutions, we let

\[
y_i^{(l)}(\lambda) \text{ and } y_i^{(h)}(\lambda)
\]

be the smallest and the largest solutions, respectively. If (A46) has one solution then the above two solutions coincide.

We now proceed with the proof of the proposition. The KKT condition for problem (30) implies that when \( y_i^* \neq 0 \), then

\[
\frac{4y_i^*}{\psi_i(c_i)(2 + \text{VAR}y_i^{*2})^2} = \frac{1}{n} \left( \sum_{j=1}^{n} \frac{1}{\text{VAR} + \frac{2}{y_j^2}} \right)^2.
\]

We let

\[
\lambda = \sum_{j=1}^{n} \frac{1}{\text{VAR} + \frac{2}{y_j^2}}.
\]

By using Lemma A2, we know that if there exists \( i^* \in \{1, \ldots, n\} \) such that \( y_{i^*} = 0 \), then we have \( y_i^* = 0 \) for \( i > i^* \). For such \( i^* \), by using Lemma A3, we know that for \( i \leq i^* \), \( y_i^* \in \{y_i^{(l)}(\lambda), y_i^{(h)}(\lambda)\} \).

We need to find the optimal \( \lambda \) and the corresponding optimal solution. In this regard, we search over all \( i^* \in \{1, \ldots, n\} \) and then find the optimal \( \lambda \) such that for \( i > i^* \) we have \( y_i^* = 0 \) and for \( i \leq i^* \), we have \( y_i^* \in \{y_i^{(l)}(\lambda), y_i^{(h)}(\lambda)\} \).

**Claim 1:** Consider \( i^* \in \{1, \ldots, n\} \) and an optimal solution such that for \( i > i^* \) we have \( y_i^* = 0 \) and for \( i \leq i^* \) we have \( y_i^* \in \{y_i^{(l)}(\lambda), y_i^{(h)}(\lambda)\} \). If \( \psi_i(c_i) > \psi_{i-1}(c_{i-1}) \), then for all \( i \leq i^* - 1 \), we have \( y_i^* = y_i^{(h)}(\lambda) \).

**Proof of Claim 1:** To prove this claim, we assume the contrary and reach a contradiction. In particular, suppose \( y_i^* = y_i^{(l)}(\lambda) \) for \( i \leq i^* - 1 \). We can write

\[
y_i^{(l)}(\lambda) = y_i^* \overset{(a)}{>} y_i^* \geq y_i^{(l)}(\lambda)
\]

where (a) follows from Lemma A2 together with \( \psi_i(c_i) < \psi_{i-1}(c_{i-1}) \) (In fact, Lemma A2 implies \( y_i^* \geq y_i^{(l)} \). However, from the proof, one could see that, since \( y_i^* > 0 \), the inequality would be strict.) This is a contradiction by invoking part (b) of Lemma A3, completing the proof of Claim 1. \( \blacksquare \)

For the rest of the proof, we assume \( \psi_1(c_1) < \cdots < \psi_n(c_n) \). We will cover the case that two or more of the \( \psi_i(c_i) \)'s are equal at the end. In this case, claim 1 implies that

\[
y_i^* = \begin{cases} y_i^{(h)}(\lambda) & i < i^* \\ y_i^{(l)}(\lambda) \text{ or } y_i^{(h)}(\lambda) & i = i^* \\ y_i = 0 & i > i^*. \end{cases}
\]
This provides the solution for a given \( \lambda \). We next show how we can find the (approximately) optimal \( \lambda \). In this regard, we first establish a lower bound and an upper bound on \( \lambda \).

**Claim 2:** Consider \( i^* \in \{1, \ldots, n\} \) and an optimal solution such that for \( i > i^* \) we have \( y_i^* = 0 \) and for \( i \leq i^* \) we have \( y_i^* \in \{y_i^{(l)}(\lambda), y_i^{(h)}(\lambda)\} \). The optimal \( \lambda \) satisfies

\[
\lambda \in \left[ \tilde{y}_{i^*}, \bar{y}_{i^*} \right],
\]

where

\[
\tilde{y}_{i^*} = y^{(h)} \left( \left( \frac{(n + 1)3\sqrt{3}}{\psi_{i^* - 1}(c_{i^* - 1})8\sqrt{2} \text{VAR}} \right)^{1/2} \right) \quad \text{and} \quad \bar{y}_{i^*} = \frac{n}{\text{VAR} + \left( \frac{\sqrt{2n(\sum_{i=1}^{n} \psi_i(c_i))}}{(n+1)} \right)^{2/3}}.
\]

**Proof of Claim 2:** As we proved in the proof of Corollary 1, the maximum of \( \frac{4z}{(\text{VAR}^2 + 2)^2} \) is \( \frac{3\sqrt{7}}{8\sqrt{2} \text{VAR}} \). Therefore, in order to guarantee that (A46) has a solution we must have

\[
\lambda \leq \left( \frac{(n + 1)3\sqrt{3}}{\psi_{i^* - 1}(c_{i^* - 1})8\sqrt{2} \text{VAR}} \right)^{1/2}.
\]

We next derive a lower bound on \( \lambda \). For \( y_i = y \), the objective becomes

\[
\frac{n + 1}{n} \left( \text{VAR} + 2 \frac{y}{\sqrt{\sum_{i=1}^{n} \psi_i(c_i)}} \right) y
\]

which is a convex program whose minimum is

\[
\frac{n + 1}{n} \left( \text{VAR} + 2 \left( \frac{2(n + 1)}{n \left( \sum_{i=1}^{n} \psi_i(c_i) \right)} \right)^{-2/3} \right) + \left( \sum_{i=1}^{n} \psi_i(c_i) \right) \left( \frac{2(n + 1)}{n \left( \sum_{i=1}^{n} \psi_i(c_i) \right)} \right)^{1/3}.
\]

Since the objective is

\[
\frac{n + 1}{\lambda} + \sum_{i=1}^{n} \psi_i(c_i) y_i
\]

and \( \psi_i(c_i) \geq 0 \), the optimal \( \lambda \) is larger than

\[
\frac{y_{i^*}}{\lambda} = \frac{n + 1}{n} \left( \text{VAR} + 2 \left( \frac{2(n + 1)}{n \left( \sum_{i=1}^{n} \psi_i(c_i) \right)} \right)^{-2/3} \right) + \left( \sum_{i=1}^{n} \psi_i(c_i) \right) \left( \frac{2(n + 1)}{n \left( \sum_{i=1}^{n} \psi_i(c_i) \right)} \right)^{1/3}
\]

\[
= \frac{n}{\text{VAR} + \left( \frac{\sqrt{2n(\sum_{i=1}^{n} \psi_i(c_i))}}{(n+1)} \right)^{2/3}}.
\]

This completes the proof of Claim 2. \( \blacksquare \)

Equipped with Claims 1 and 2, we next search over the near optimal \( \lambda \). Letting \( \text{Grid}(i^*, \frac{\Delta}{\lambda}) \) be an \( \frac{\Delta}{\lambda} \) grid of \( \left[ \tilde{y}_{i^*}, \bar{y}_{i^*} \right] \) where \( \Delta \) is the maximum Lipschitz parameter for all functions \( \frac{n + 1}{\lambda} \) and \( y_i^{(l)}(\lambda) \) and \( y_i^{(h)}(\lambda) \) over \( \left[ \tilde{y}_{i^*}, \bar{y}_{i^*} \right] \). With this definition, the following optimization

\[
\min_{\lambda \in \text{Grid}(i^*, \frac{\Delta}{\lambda})} \min \left\{ \frac{n + 1}{\lambda} + \sum_{i=1}^{i^*} \psi_i(c_i) y_i^{(h)}(\lambda), \frac{n + 1}{\lambda} + \sum_{i=1}^{i^* - 1} \psi_i(c_i) y_i^{(h)}(\lambda) + \psi_i(c_i) y_i^{(l)}(\lambda) \right\}
\]

achieves at most \( (1 + \epsilon) \) of the optimal objective. Finally, notice that \( \Delta \) defined above is polynomial in \( n \).

Then proof completes by noting that the output of this procedure satisfies the monotonicity property in
\(\psi_i(c_i)\) because we do a grid search over \(\lambda\) and once we find \(\lambda\) the corresponding \(y_i\)’s are decreasing in the virtual costs.

Finally, we conclude the proof by discussing the case that two or more of \(\psi_i\)’s are equal. For simplicity, we consider the case that

\[
\psi_1(c_1) < \cdots < \psi_i(c_i) < \psi_{i+1}(c_{i+1}) = \cdots = \psi_{i+k}(c_{i+k}) < \psi_{i+k+1}(c_{i+k+1}) < \cdots < \psi_n(c_n).
\]  \hspace{1cm} (A49)

The argument here generalizes to the case when some of \(\psi_i\)’s are equal on two or more different values.

For (A49), we need to modify the algorithm when the for loop counter reaches \(i\), i.e., the case that we take \(y_i^* = \cdots = y_j^* = 0\) and \(y_j^* > 0\) for \(j > i\). In this case, Claim 1 would change as follow: For \(i + k \leq j \leq i + 1\), we have \(y_j^* \in \{y_j^{(i)}(\lambda), y_j^{(h)}(\lambda)\}\), and for \(j > i + k\), we have \(y_j^* = y_j^{(h)}(\lambda)\). Moreover, since \(\psi_{i+1}(c_{i+1}) = \cdots = \psi_{i+k}(c_{i+k})\), we have \(y_{i+1}^{(i)}(\lambda) = \cdots = y_{i+1}^{(h)}(\lambda) = y_{i+1+1}^{(h)}(\lambda)\) and \(y_{i+1}(\lambda) = \cdots = y_{i+k}(\lambda) = y_{i+1+1+k}(\lambda)\).

Hence, we define an inner loop which considers \(k + 1\) cases on the number of \(\{y_j^*\}_{j=i+1}^{i+k}\) that are equal to \(y_{i+1+k}(\lambda)\). Also, when this inner for loop ends, the outer loop jumps to \(i + k + 1\) instead of \(i + 1\), and thus, the total number of iterations still remains bounded by \(2n\). ■

**Proof of Proposition 5**

Let

\[
\hat{\theta}_{\text{central}} = \sum_{i=1}^{n} w_i x_i + \text{Laplace}(1/\eta),
\]

with

\[
\eta = \min \frac{\varepsilon_i}{w_i}.
\]  \hspace{1cm} (A50)

First, note that, by definition, for any \(i\), \(\eta w_i \leq \varepsilon_i\). Hence, by Lemma 2, this estimator is \(\varepsilon\)-differentially private. Hence, it suffices to show (33) holds. Note that

\[
\mathbb{E}[|\hat{\theta}_{\text{central}} - \theta|^2] = \text{VAR} \sum_{i=1}^{n} w_i^2 + \frac{2}{\eta^2},
\]

\[
\mathbb{E}[|\hat{\theta}_{\text{local}} - \theta|^2] = \text{VAR} \sum_{i=1}^{n} w_i^2 + 2 \sum_{i=1}^{n} \frac{w_i^2}{\varepsilon_i^2}.
\]

Comparing the right hand sides, to establish (33), we need to show

\[
\frac{1}{\eta^2} \leq \sum_{i=1}^{n} \frac{w_i^2}{\varepsilon_i^2}.
\]

To do so, note that,

\[
\frac{1}{\eta^2} = \left(\frac{1}{\min_i \frac{\varepsilon_i}{w_i}}\right)^2 = \left(\max_i \frac{w_i}{\varepsilon_i}\right)^2,
\]

which is clearly upper bounded by \(\sum_{i=1}^{n} \frac{w_i^2}{\varepsilon_i^2}\). Thus, the proof is complete. ■

**Proof of Proposition 6**

We first state a more detailed version of Proposition 6.

**Proposition 6** Assume the virtual costs of users 1, \cdots, \(n-1\) are all equal to \(\psi_1\). We also denote the virtual cost of user \(n\) by \(\psi_n\). Denote the optimal privacy loss levels in the central and local settings by \((\varepsilon_{1,\text{central}}, \cdots, \varepsilon_{n,\text{central}})\) and \((\varepsilon_{1,\text{local}}, \cdots, \varepsilon_{n,\text{local}})\), respectively.
1. In the central setting, if \( \varepsilon_{\text{central}}^n = 0 \), then

\[
\psi_n \geq \psi_1 + \frac{1}{(n-1)\text{VAR}} \sqrt{2\psi_1(n+1)^2}. \tag{A51}
\]

2. In the local setting, there exists a universal constant \( \kappa \), independent of problem’s parameters, such that, if

\[
\psi_n \geq \psi_1 + \frac{1}{n^{2/3}\text{VAR}} + \frac{\psi_n^{-1/3}}{n^{4/3}\text{VAR}^2}, \tag{A52}
\]

then \( \varepsilon_{\text{local}}^n = 0 \).

Therefore, there exists \( N \in \mathbb{N} \) such that for \( n \geq N \) and

\[
\psi_n \in \left[ \psi_1 + \kappa \left( \frac{\psi_1^{1/3}}{n^{2/3}\text{VAR}} + \frac{\psi_n^{-1/3}}{n^{4/3}\text{VAR}^2} \right), \psi_1 + \frac{1}{(n-1)\text{VAR}} \sqrt{2\psi_1(n+1)^2} \right], \tag{A53}
\]

the optimal privacy loss level of user \( n \) in the local setting is zero while her optimal privacy loss level in the central setting in non-zero.

**Proof:** First, note that the optimal privacy loss levels in the central and local settings are the solutions of optimization problems (23) and (30), respectively. We first note that in both cases, without loss of generality, we can assume \( \text{VAR} = 1 \) by replacing \( y_i \) by \( y_i \sqrt{\text{VAR}} \) and \( \psi_i \) by \( \psi_i \sqrt{\text{VAR}} \). Therefore, without loss of generality, we could assume \( \text{VAR} = 1 \) while studying optimization problems (23) and (30).

We start with the central setting. The characterization of solutions (27) implies that

\[
\varepsilon_{\text{central}}^1 = \cdots = \varepsilon_{\text{central}}^{n-1} = \varepsilon_{\text{central}}^n = 0.
\]

Hence, the Lagrangian corresponding to optimization (23) can be rewritten as

\[
L(y, z, \mu, \nu) := \frac{n+1}{(n-1)y + z} \left( 2 + (n-1)y^2 + z^2 \right) + (n-1)y \psi_1 y + \psi_n z - \mu y - \nu z, \tag{A54}
\]

where \( y \) and \( z \) denote the central privacy loss level of the first \( n-1 \) users and the last user, respectively. If \( \varepsilon_{\text{central}}^n = 0 \), then there exists a tuple \( (y^*, z^*, \mu^*, \nu^*) \) with \( z^* = 0 \) such that

\[
\frac{\partial}{\partial y} L(y^*, z^*, \mu^*, \nu^*) = 0, \quad \frac{\partial}{\partial z} L(y^*, z^*, \mu^*, \nu^*) = 0. \tag{A55, A56}
\]

Furthermore, since \( z^* = 0 \) and the optimal cost is finite, we have \( y^* > 0 \) which implies \( \mu^* = 0 \). Next, note that,

\[
\frac{\partial}{\partial y} L(y, z, \mu, \nu) = -2(n+1)(n-1) \frac{2 + z^2 - yz}{((n-1)y + z)^3} + (n-1)y \psi_1 - \mu.
\]

Hence, (A55) along with \( z^* = 0 \) and \( \mu^* = 0 \), implies

\[
y^* = \frac{1}{n-1} \sqrt{\frac{4(n+1)}{\psi_1}}. \tag{A57}
\]

Also, note that

\[
\frac{\partial}{\partial z} L(y, z, \mu, \nu) = 2(n+1) \frac{(n-1)yz - 2 - (n-1)y^2}{((n-1)y + z)^3} + \psi_n - \nu.
\]

Thus, (A56) along with \( z^* = 0 \) and \( \nu^* \geq 0 \), implies

\[
\psi_n \geq 2(n+1) \frac{2 + (n-1)(y^*)^2}{(n-1)^2(y^*)^3}.
\]
Plugging (A57) into this bound completes the proof of (A51).

To show (A52), it suffices to show that if $\psi_n > \psi_1$ and $\varepsilon_{\text{local}}^n > 0$, then

$$\psi_n \leq \psi_1 + O(1) \left( \frac{\psi_1^{1/3}}{n^{2/3}} + \frac{\psi_1}{n} + \frac{1}{\psi_1^{1/3} n^{4/3}} \right).$$

To do so, first assume $\psi_n > \psi_1$ and $\varepsilon_{\text{local}}^n > 0$. Then, by Lemma A2, we know $\varepsilon_{\text{local}}^n < \varepsilon_{\text{local}}^i$ for any $i \in \{1, \ldots, n-1\}$.\(^{14}\) Next, by the characterization of solutions (32), we know $\varepsilon_{\text{local}}^1 = \cdots = \varepsilon_{\text{local}}^{n-1}$. With a slight abuse of notation, we denote the local privacy loss level of the first $n-1$ users and the last user by $y$ and $z$, respectively, with $y^* > z^*$.

From (A47) in the proof of Proposition 4, we know the following two equations hold

$$\frac{4y^*}{\psi_1(2 + y^* 2)} = \frac{1}{n + 1} \left( (n-1) \frac{y^* 2}{2 + y^* 2} + \frac{z^* 2}{2 + z^* 2} \right)^2; \quad (A58)$$

$$\frac{4z^*}{\psi_n(2 + z^* 2)} = \frac{1}{n + 1} \left( (n-1) \frac{z^* 2}{2 + z^* 2} \right)^2. \quad (A59)$$

We next provide upper and lower bounds on $y^*$. To do so, first, by replacing $\frac{z^* 2}{2 + z^* 2}$ by 0, we obtain

$$\frac{4y^*}{\psi_1(2 + y^* 2)} \geq \frac{(n-1) 2 y^* 4}{(n+1)(2 + y^* 2)^2}$$

which implies

$$y^* \leq \sqrt{\frac{4(n+1)}{\psi_1(n-1)^2}}. \quad (A60)$$

Second, we note that $\frac{x^2}{x^2 + 2}$ is an increasing function of $x$ over $(0, \infty)$. Hence, given that $y^* > z^*$, replacing $\frac{z^* 2}{z^* + y^* 2}$ by $\frac{y^* 2}{2 + y^* 2}$ leads to an upper bound for the right hand side of (A58). Therefore, we have

$$\frac{4y^*}{\psi_1(2 + y^* 2)} \leq \frac{n^2 y^* 4}{(n+1)(2 + y^* 2)^2}$$

which implies

$$y^* \geq \sqrt{\frac{4(n+1)}{\psi_1 n^2}}. \quad (A61)$$

Next, note that, we can rewrite (A59) as

$$\frac{\sqrt{\frac{4(n+1)}{\psi_n} \sqrt{z^* - z^* 2}}}{2 + z^* 2} = (n-1) \frac{y^* 2}{y^* 2 + 2}. \quad (A62)$$

By replacing the left hand side by the upper bound

$$\frac{1}{2} \sqrt{\frac{4(n+1)}{\psi_n} \sqrt{z^*}}$$

we obtain

$$\frac{1}{2} \sqrt{\frac{4(n+1)}{\psi_n} \sqrt{z^*}} \geq (n-1) \frac{y^* 2}{y^* 2 + 2}. \quad (A63)$$

\(^{14}\) It is worth mentioning that Lemma A2, in fact, implies $\varepsilon_{\text{local}}^n \leq \varepsilon_{\text{local}}^i$. However, by reviewing its proof, one could see that the inequality should be strict, given the assumption $\varepsilon_{\text{local}}^n > 0$. 

Next, we use the fact that \( z^* < y^* \) and the upper bound on \( y^* \) (A61) to further upper bound the left hand side of (A63). In addition, we use the lower bound on \( y^* \) A60 to lower bound the right hand side of (A63). Taking these two steps and simplifying the equation leads to the following result:

\[
\frac{(4(n+1))^{2/3}}{2\psi_1^{1/6}(n-1)^{4/3}} + \sqrt{\psi_1} \frac{n^{4/3}}{(n-1)^{2/3}} \geq \sqrt{\psi_n}.
\]  
(A64)

Using this inequality along with,

\[ n^{4/3} = (n-1)^{4/3} + O(n^{1/3}), \]

we obtain

\[
O(1) \left( \frac{1}{\psi_1^{1/6} n^{2/3}} + \frac{1}{\psi_1} + \frac{1}{\psi_1 n^{2/3}} \frac{\sqrt{\psi_1}}{n} \right) \geq \sqrt{\psi_n}. 
\]

Using the fact that \( \sqrt{\psi_n} - \sqrt{\psi_1} = \frac{\psi_n - \psi_1}{\sqrt{\psi_n} + \sqrt{\psi_1}} \), we can rewrite (A65) as

\[
\psi_1 + O(1)(\sqrt{\psi_1} + \sqrt{\psi_n}) \left( \frac{1}{\psi_1^{1/6} n^{2/3}} + \frac{1}{\psi_1} \right) \geq \sqrt{\psi_n}.
\]

(A66)

Upper bounding \( \sqrt{\psi_n} \) on the left hand side of (A66) by using (A65) completes the proof. ■

A.2. Additional results and details

This appendix includes the detail of the discussions included in the main text.

Revelation principle for both central and local privacy settings Suppose the strategy of user \( i \) is a function of its privacy cost denoted by \( \beta_i(c_i) \). For a given estimator \( \hat{\theta} \) and mechanism \((\varepsilon, t)\), the action profile \( \{\beta_i(\cdot)\}_{i=1}^n \) is an equilibrium if

\[
E_{\hat{\varepsilon}_{-i}} \left[ \text{VAR}(\beta_{-i}(c_{-i}), \beta_i(c_i); \hat{\theta}) + c_i \varepsilon_i(\beta_{-i}(c_{-i}), \beta_i(c_i)) - t_i(\beta_{-i}(c_{-i}), \beta_i(c_i)) \right] 
\leq E_{\hat{\varepsilon}_{-i}} \left[ \text{VAR}(\beta_{-i}(c_{-i}), \beta_i'(c_i); \hat{\theta}) + c_i \varepsilon_i(\beta_{-i}(c_{-i}), \beta_i'(c_i)) - t_i(\beta_{-i}(c_{-i}), \beta_i'(c_i)) \right]
\]

for all \( i \in \mathcal{N}, c_i, \beta_i'(\cdot) \). By letting \((\hat{\varepsilon}, \hat{\theta})\) be such that \( \hat{\varepsilon}_i(c_1, \ldots, c_n) = \varepsilon_i(\beta_1(c_1), \ldots, \beta_n(c_n)) \) and \( \hat{t}_i(c_1, \ldots, c_n) = t_i(\beta_1(c_1), \ldots, \beta_n(c_n)) \), the users will report truthfully and that the platform’s objective is the same as the original mechanism. This establishes the revelation principle. ■

Computing the payment function and approximate incentive compatibility Recall the incentive compatibility (IC) definition (17) states

\[
\text{cost}(c_i, c_i^2; \varepsilon, t, \hat{\theta}) \leq \text{cost}(c_i', c_i; \varepsilon, t, \hat{\theta}) \quad \text{for all} \quad i \in \mathcal{N}, c_i, c_i'.
\]

The approximate \( \varepsilon \)-IC definition allows for an \( \varepsilon \) violation of the original IC definition, i.e.,

\[
\text{cost}(c_i, c_i; \varepsilon, t, \hat{\theta}) \leq \text{cost}(c_i', c_i; \varepsilon, t, \hat{\theta}) + \varepsilon \quad \text{for all} \quad i \in \mathcal{N}, c_i, c_i'.
\]

(A67)

The following result highlights that in both the central and local settings if we possess an algorithm that provides the estimator and privacy loss allocations for any given vector of privacy sensitivities, we can efficiently compute payment functions that satisfy \( \varepsilon \)-IC. This means that the algorithm ensures approximate incentive compatibility with an error no greater than \( \varepsilon \).
Lemma A4 Suppose we have an algorithm that returns the estimator and the privacy loss levels for any given vector of privacy sensitivities. Then, for any $\epsilon$, we can return payment functions in polynomial time such that $\epsilon$-IC holds.

Proof of Lemma A4: Recall that the payment function is

$$t_i(c) = \text{MSE}(c, \epsilon, \hat{\theta}) - \text{VAR} + c_i \epsilon_i(c) + \int_{z=\epsilon_i}^{\infty} \epsilon_i(z, c_{-i}) dz.$$ 

All the terms, except the integral, can be computed based on the algorithm’s output on the estimator and privacy allocations for the vector $c$. The last step is to show that we can approximate the integral efficiently. To do so, we establish that, for any $c_i$ such that $\epsilon_i(c_{-i})$, there exists $\bar{c}_i$ such that

$$\int_{z=\epsilon_i}^{\infty} \epsilon_i(z, c_{-i}) dz \leq \delta.$$

To show this, first note that, even as $c_i$ increases, there is a fixed upper bound $M$ on the platform’s cost in the optimization problems stated in Theorems 3 and 4, as the platform can always ignore the data of user $i$, i.e., put $y_i = 0$ in (23) and (30). As a result, we have

$$\epsilon_i(z, c_{-i}) \leq \frac{M}{\psi_i(z)} = \frac{M}{z + F_i(z)} \leq \frac{M f_i(z)}{F_i(z)}.$$

Note that, for any $\delta'$, there exists $\bar{c}_i$ such that $F_i(\bar{c}_i) \geq 1 - \delta'$. Therefore, we have

$$\int_{z=\epsilon_i}^{\infty} \epsilon_i(z, c_{-i}) dz \leq \int_{z=\epsilon_i}^{\infty} \frac{M f_i(z)}{F_i(z)} dz \leq \int_{z=\epsilon_i}^{\infty} \frac{M f_i(z)}{1 - \delta'} dz \leq \frac{M}{1 - \delta'} \int_{z=\epsilon_i}^{\infty} f_i(z) = \frac{M}{1 - \delta'} (1 - F_i(\bar{c}_i)) \leq \frac{M}{1 - \delta'} \delta'.$$

Setting $\delta'$ gives us the desired result. Now, suppose that we want an $\epsilon$-approximate of the integral. Given the above result, we can choose $\bar{c}_i$ such that

$$\int_{z=\epsilon_i}^{\infty} \epsilon_i(z, c_{-i}) dz \leq \frac{\epsilon}{2}.$$

Therefore, it suffices to show that we can approximate $\int_{z=\epsilon_i}^{\bar{c}_i} \epsilon_i(z, c_{-i}) dz$ up to $\epsilon/2$ error. For any $\delta$, let $S(\delta)$ be a mesh with sub-intervals of size maximum $\delta$ from $c_i$ to $\bar{c}_i$, i.e.,

$$S(\delta) = (I_0, I_1, \ldots, I_M),$$

where

$$c_i = I_0 < I_1 < \ldots < I_M = \bar{c}_i, \quad \text{with} \quad I_j - I_{j-1} \leq \delta.$$

Note that we have

$$\sum_{j=1}^{M} (I_j - I_{j-1}) \inf_{z \in [I_{j-1}, I_j]} \epsilon_i(z, c_{-i}) \leq \int_{z=\epsilon_i}^{\bar{c}_i} \epsilon_i(z, c_{-i}) dz \leq \sum_{j=1}^{M} (I_j - I_{j-1}) \sup_{z \in [I_{j-1}, I_j]} \epsilon_i(z, c_{-i}).$$

Notice that, as shown earlier, the optimal $\epsilon_i(z, c_{-i})$ is decreasing in $z$ for a fixed $c_{-i}$. Thus, we can rewrite the above equation as

$$\sum_{j=1}^{M} (I_j - I_{j-1}) \epsilon_i(I_j, c_{-i}) \leq \int_{z=\epsilon_i}^{\bar{c}_i} \epsilon_i(z, c_{-i}) dz \leq \sum_{j=1}^{M} (I_j - I_{j-1}) \epsilon_i(I_{j-1}, c_{-i}).$$
Therefore, if we take \( \sum_{j=0}^{M-1} (I_j - I_{j-1}) \epsilon_i(I_j, c_{-i}) \) as an approximate of the integral, its error will be bounded by the difference of the left-hand side and the right-hand side, i.e.,

\[
\sum_{j=1}^{M} (I_j - I_{j-1}) \epsilon_i(I_{j-1}, c_{-i}) - \int_{z=c_i}^{c_i(\hat{\theta})} \epsilon_i(z, c_{-i}) dz \leq \sum_{j=1}^{M} (I_j - I_{j-1}) (\epsilon_i(I_{j-1}, c_{-i}) - \epsilon_i(I_j, c_{-i})) \\
\leq \delta \sum_{j=1}^{M} (\epsilon_i(I_{j-1}, c_{-i}) - \epsilon_i(I_j, c_{-i})) = \delta (\epsilon_i(c_i, c_{-i}) - \epsilon_i(\hat{c}_i, c_{-i})).
\]

As a result, by letting

\[
\delta = \frac{\epsilon}{2 (\epsilon_i(c_i, c_{-i}) - \epsilon_i(\hat{c}_i, c_{-i}))},
\]

the expression \( \sum_{j=0}^{M-1} (I_j - I_{j-1}) \epsilon_i(I_j, c_{-i}) \) becomes an \( \epsilon/2 \)-approximate of the integral. Also, computing this sum requires solving the allocation problem \( M \) times, where each time can be done in polynomial time. Finally, notice that \( M \) is less than \( \lceil (c_i - c_j)/\delta \rceil \) which is order of \( \Omega(\frac{1}{\epsilon}) \). Hence, the above procedure establishes an FPTAS for finding the payment. ■

**Alternative individual rationality constraint**

Here, we consider an alternative individual rationality constraint to (18) in which the users benefit from the platform’s estimator even if they do not participate. In this case, constraint (18) becomes

\[
\text{cost}(c_i, c_j; \epsilon(n), t(n), \hat{\theta}(n)) \leq \mathbb{E}_{c_{-i}} \left[ \text{MSE}(c_{-i}, \epsilon(n-1), \hat{\theta}(n-1)) \right], \quad (A68)
\]

where the right-hand side is the MSE of an estimator with \( n - 1 \) data points of users in \( \mathcal{N} \setminus \{i\} \), noting that without participating in the mechanism, the user does not incur any privacy cost but also does not receive any payment. Here, we use the superscript \( (k) \) to show that a function has \( k \) inputs.

We next highlight how each one of our results extends to this setting. We do not repeat the proofs as they are identical to those presented earlier.

**Proposition 1’:** For a given estimator \( \hat{\theta} : \mathcal{X}^n \times \mathbb{R}_+^n \rightarrow \mathbb{R} \) defined for all \( n \), a central or local privacy data acquisition mechanism \( (\hat{\theta}(n), \epsilon(n), t(n)) \) satisfies incentive compatibility (17) and individual rationality (A68) if and only if

\[
t_i(c_i) = \mathbb{E}_{c_{-i}} \left[ \text{MSE}(c_i, \epsilon(n), \hat{\theta}(n)) \right] - \mathbb{E}_{c_{-i}} \left[ \text{MSE}(c_{-i}, \epsilon(n-1), \hat{\theta}(n-1)) \right] + c_i \epsilon_i(c_i) + \int_{z=c_i}^{\infty} \epsilon_i(n,z) dz + d_i, \quad (A69)
\]

for some constant \( d_i \geq 0 \), and \( \epsilon_i(n,z) \) is weakly decreasing in \( z \) for all \( i \in \mathcal{N} \).

**Proposition 2’:** For a given estimator \( \hat{\theta} : \mathcal{X}^n \times \mathbb{R}_+^n \rightarrow \mathbb{R} \) defined for all \( n \), the optimal privacy loss in the central or local privacy data acquisition mechanism is the solution of

\[
\min_{\{\epsilon_i(n)\}} \mathbb{E}_c \left[ (n+1) \text{MSE}(c, \epsilon(n), \hat{\theta}(n)) + \sum_{i=1}^{n} \epsilon_i(c) \psi_i(c_i) - \sum_{i=1}^{n} \mathbb{E}_{c_{-i}} \left[ \text{MSE}(c_{-i}, \epsilon(n-1), \hat{\theta}(n-1)) \right] \right]
\]

\( \epsilon_i(n,z) = \mathbb{E}_{c_{-i}} \left[ \epsilon_i(n,z,c_{-i}) \right] \) is weakly decreasing in \( z \) for all \( i \in \mathcal{N} \),

where \( \epsilon_i(n-1) \) for all \( i \in \mathcal{N} \) and \( j \in \mathcal{N} \setminus \{i\} \) is the optimal privacy loss levels for users in \( \mathcal{N} \setminus \{i\} \).

From the above proposition, it is evident that finding the optimal \( \{\epsilon_i(n)\} \) decouples from finding the optimal \( \{\epsilon_i(k)\} \) for any other \( k < n \). Therefore, for both central and local settings, the characterization
of the optimal privacy levels is the same as the ones given in Theorems 3 and 4, respectively. This in turn implies that Propositions 3 and 4 continue to hold. The only difference between this setting and our baseline model is that here in order to compute the payments, one needs to solve for the privacy loss levels for both $n$ users and any subset of $n - 1$ users. After solving these $n + 1$ optimization problems, we can then use Proposition 1' to obtain the payment for $n$ users.