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Abstract

Neural sequence-to-sequence text-to-speech synthesis (TTS), such as Tacotron-2, transforms text into high-quality speech. However, generating speech with natural prosody still remains a challenge. Yasuda et al. [1] show that unlike natural speech, Tacotron-2’s encoder doesn’t fully represent prosodic features (e.g. syllable stress in English) from characters, and result in flat fundamental frequency variations.

In this work, we propose a novel carefully designed strategy for conditioning Tacotron-2 on two fundamental prosodic features in English – stress syllable and pitch accent, that help achieve more natural prosody. To this end, we use a classifier to learn these features in an end-to-end fashion, and apply feature conditioning at three parts of Tacotron-2’s Text-To-Mel Spectrogram: pre-encoder, post-encoder, and intra-decoder. Further, we show that jointly conditioned features at pre-encoder and intra-decoder stages result in prosodically natural synthesized speech (vs. Tacotron-2), and allows the model to produce speech with more accurate pitch accent and stress patterns.

Quantitative evaluations show that our formulation achieves higher fundamental frequency contour correlation, and lower Mel Cepstral Distortion measure between synthesized and natural speech. And subjective evaluation shows that the proposed method’s Mean Opinion Score of 4.14 fairs higher than base-line Tacotron-2, 3.91, when compared against natural speech (LJSpeech corpus), 4.28.

Index Terms: Text-to-speech synthesis, English prosody, Prosodic feature, Pitch accent, End-to-end learning, Tacotron 2

1. Introduction

Text-To-Speech (TTS), a sequence-to-sequence problem, aims to synthesize intelligible and natural sounding speech from input text. Generally, TTS approaches can be categorized as: statistical parametric speech synthesis (SPSS) and Neural sequence-to-sequence TTS. SPSS typically consists of several domain-specific modules that require feature engineering: a text analyzer to convert input text into linguistic and prosodic features (front-end), a duration model to predict phoneme duration, an acoustic model (back-end) to generate fundamental frequency contour ($F_0$) and spectrum, and a vocoder to synthesize speech from these acoustic features. Recent methods use neural sequence-to-sequence techniques that represent these internal modules as a single neural module. Here, output speech is directly inferred from input text; this technique is ideally called end-to-end TTS.

The main advantage of a neural sequence-to-sequence TTS is that it does not require explicit feature engineering or feature extraction. An encoder-decoder architecture transforms input text to an intermediate representation (Mel-Spectrogram) followed by a vocoder that infers speech waveform directly from Mel-Spectrogram. The goal of encoder is to extract robust linguistic and prosodic features from input text. For example, encoder architecture in neural TTS method, Tacotron 2 [2], is inspired from work done in the field of machine translation, that contracts a space to transform input text into a cross-language linguistic representation. Such an encoder architecture does not fully represent prosodic-linguistic features, since it is not designed to explicitly assimilate prosodic information.

This inability to encode text-based prosodic-linguistic features is a drawback of most neural sequence-to-sequence TTS methods, when compared with SPSS (e.g. Merlin [3]) that uses a front-end text processors (e.g. Festival [4]) to extract linguistic and prosodic-linguistic features. One way to bridge the gap between SSPS and neural sequence-to-sequence TTS is to enrich the input sequence with explicit linguistic features. While, adding a complete set of engineered features is counterintuitive to the neural sequence-to-sequence TTS [5], we note that adding some structure can help guide neural TTS towards better quality. Other works [5,6,7,8,9,10] show that use of pitch accent (Japanese and English), tone (Chinese) and stress syllables (Japanese, Chinese and English) as additional inputs can help improve subjective and quantitative evaluations. To the best of your knowledge, conditioning pitch accent and stress syllable has not been shown for English Tacotron 2, neither is applying it in a supervised fashion or at other parts of Tacotron 2 rather than input. In this work, we present a method to use a minimal set of features that help improve overall quality of synthesized speech. To summarize, our contributions include:

- A carefully designed strategy that conditions learnable prosodic features in the Tacotron 2’s Text-To-Mel Spectrogram (TTM).
- Use of two fundamental prosodically related lexical features in English language – stress syllable and pitch accent.
- Improved overall prosodic quality of generated speech, quantitative and subjective evaluations.

In Section 2 we summarize the details of neural sequence-to-sequence TTS and the usage of prosodic-linguistic features. In Section 3 we propose a new formulation for conditioning Tacotron 2 on these features – stress syllable and pitch accent. In Section 4 we present the our quantitative and subjective evaluations. Finally, in Section 5 we discuss our findings and the future works.

2. Related Works

Comprehensive linguistic representation is feasible when TTS’s encoder and the training data are sufficiently rich in complexity and large, respectively [1]. Increasing the complexity of the encoder requires an increase in model size, and resultant training iterations. Similarly, creating a dataset that matches the word-coverage of a lexicon dictionary is challenging. For
example, even large-scale data such as LibriTTS [11] cannot offer such a comprehensive word-coverage [12]. Thus, several studies attempt to use linguistically richer inputs. Regardless of language, usage of phoneme input helps generate better results than character input [1], in neural sequence-to-sequence TTS (e.g., Tacotron 2).

Prosodic-linguistic features, in addition to the phoneme inputs, is essential in tonal languages (such as Japanese) and pitch accent languages (such as Japanese) due to failure of neural sequence-to-sequence TTS systems in generating intelligible speech from character only inputs. Thus, a combination of tonal types and stress for Chinese, and pitch accent types and stress for Japanese are often used as an additional prosodic-linguistic input features.

Two ways to add these features to the phoneme input include: augmenting [13, 14] and conditioning [7, 10]. When augmenting, the length of phoneme set is increased with respect to the number of added features, while dimension of the phoneme embedding remains unchanged. When conditioning, the length of phoneme set remains unchanged, and dimension of the phoneme embedding is increased with respect to the number of added features.

Even though high quality synthesized speech using Tacotron 2, from character input has been reported for English language [2], many studies prefer to use phoneme input rather than the character input due to presence of mispronunciation and inaccurate stress levels when the character input is used. One reason for this preference is that the CNN-based encoder from Tacotron 2 is more lightweight when compared to CBHG encoder, Tacotron [15] which makes it challenging to learn the disambiguation between underlying character pronunciation and stress syllable patterns. In a comprehensive study, Yasuda et al. [19] have investigated the effects of linguistic features in Tacotron based synthesis in comparison with several SPSS systems for two languages English and Japanese. They show that using phoneme input (augmented with stress syllable) significantly improves the naturalness of synthesized speech. In analysis of the synthesized speech with MOS lower than 2.5, unnatural prosody was established as the main cause. They also report that English Tacotron based systems generate flatter $F_0$ contour than SPSS systems and natural speech, and result in unnatural prosody and lower MOS measure. Similarly, Shen et al. [2] note that unnatural prosody (specifically unnatural pitch accent) as the main artifact in an analysis of English sentences.

Augmenting the phoneme inputs with stress syllables is a common practice in training English Tacotron 2. Conditioning the stress syllable features into the phoneme embedding vector is used to construct a multi-lingual model [7, 6]. Suni et al. [14] uses the augmentation method to add three prosodic-linguistic features: stress syllable (unstressed and stressed), pitch accent (unaccented, accented, and emphasized), and phrase boundary (no phrase, minor phrase and major phrase). The stress syllable are added into the voiced phonemes (resulting two symbols per each), while pitch accent and phrase boundary are encoded into nine symbols that are each added before a prominent word or a word followed by a phrase boundary. Our method differs from [14] in the following ways: 1) they use raw features (extracted from speech) during training and test, while we learn prediction of these features (extracted from text) during the training. 2) they augment the features in to the input of the Tacotron 2, while we condition Tacotron-2 on these features at three different modules.

3. Method

We first introduce our baseline, then propose a carefully designed strategy for conditional learning of prosodic features – stress syllable and pitch accent, on the baseline. And in Section 4.3 we justify our choice for the proposed conditioning strategy.

3.1. Baseline

We use Tacotron 2’s TTM to synthesize a Mel Spectrogram from input text, and we use Parallel-Wavegan’s Vocoder [16] to synthesize waveforms from synthesized Mel Spectrogram.
We note that in computer vision, it has been shown that adding with the input coordinates leads to more accurate prediction of Tacotron 2’s TTM for conditioning on prosodic-linguistic features. Bi-LSTM followed by Conditional Random Field layer is only two features need be predicted, we do not need a heavier structure after the Bi-LSTM layers. Therefore, we use a fully connected network with a Sigmoid activation.

We adapt two metrics that are commonly used for utterance similarity, with modified metrics, that provide better \( F_0 \) contour comparison between predicted signal and target signal:

- Mel Cepstral Distortion (MCD) \[20\] measures the difference (MFCC) between two sequences of mel frequency cepstral coefficient. We use first 13 MFCC’s and skip the first one (overall energy).
- Utterance-level \( F_0 \) contour correlation (UCorr) using Pearson correlation methods that provides a number between \(-1\) to \(1\), where \(0\) means no correlation, \(1\) means total positive correlation, and \(-1\) means total negative correlation.
- Partial Temporal \( F_0 \) contour correlation (PTCorr) measures partial correlation between two signals at word-level with respect to ratio of word-duration to utterance-duration. Words with longer duration (or prominent word) have more contribution than the words with shorter duration (words like determiners or non-prominent words).
- Partial \( F_0 \) contour variation measures partial \( F_0 \) range change at word-level in Hz.

Table 1: Structure comparison between the baseline and the proposed method.

| Model     | Baseline | Proposed model |
|-----------|----------|----------------|
| Embedding | 512      | 510            |
| Classifier|          | 2 × Bi-LSTM (510, 256) FFN (256, 2), Sigmoid |
| Encoder   |          | 3 × (512, 512) Bi-LSTM (512, 256) |
| Attention |          | Location-sensitive (128) |
| Decoder   |          |                |
| Pre-net   | FFN (80, 256), ReLU FFN (256, 256), ReLU |
| Attention | LSTM (768, 1024) |
| RNN       |          |                |
| Pst-net   | CNN (80, 512) 4 × CNN (512, 512) |
| Vocoder   | Parallel WaveGAN |

3.2. Proposed method

We note that in computer vision, it has been shown that adding structured noise before every CNN modules of the network results in more accurate image generation \[17\]. Further, coordinated CNN \[19\] shows that by conditioning a CNN module with the input coordinates leads to more accurate prediction of object coordination. In speech synthesis, it has been shown that conditioning/augmenting linguistic features into the input improves the speech naturalness. Also, conditioning speaker IDs before Tacotron’s decoder is commonly used for training a multi-speaker TTS system. We take inspiration from such approaches, and propose a novel structured conditioning strategy that results in richer local variation in \( F_0 \) contour.

Figure 1 illustrates the proposed structural changes to Tacotron 2’s TTM for conditioning on prosodic-linguistic features. We use a classifier that take the output of the phoneme embedding as input and predict two dimensional binary vector as an output. This classifier consists of two layers bidirectional LSTM followed by a fully connected network and Sigmoid activation. Bi-LSTM followed by Conditional Random Field layer is commonly used architecture for sequential labeling tasks. Since, only two features need be predicted, we do not need a heavier structure after the Bi-LSTM layers. Therefore, we use a fully connected network with a Sigmoid activation.

We then use the learnt binary vector to condition at three stages of Tacotron 2’s TTM:

- Pre-encoder: where output of phoneme embedding and classifier are concatenated and encoded by the encoder.
- Pre-decoder: where the output of attention and classifier are concatenated and passed to the decoder.
- Intra-decoder: where the output of each CNN model in post-net and classifier are concatenated and passed to the next module.

4. Experiments and Results

After introducing the used corpus and discussing the training step, we define four evaluation Metrics. Finally we evaluate the methods through quantitative and subjective tests.\[\text{click here}\]

4.1. Corpus and Training

We use a professional female American English speaker corpus, LJSpeech \[19\], that consist of approximately 24 hours of data. This corpus is commonly used for TTS training due to its size and public availability \[\text{click here}\].

For training, we normalize the text data and extract the prosodic-linguistic features using Festival \[4\], and use Binary Cross Entropy loss to train our classifier. The classifier’s parameters are learnt along with the rest of the TTM system in an end-to-end fashion. We use a training scheme similar to Shen et. al. \[2\]’s, to train the TTM in Tacotron 2. We employ a pre-trained parallel waveGAN vocoder \[1\] (trained on LJSpeech corpus). In our experiments, we trained five TTM models: TTM without any conditioning (baseline), TTM with pre-encoder conditioning (pre-encoder), TTM with pre-decoder conditioning (pre-decoder), TTM with intra-decoder conditioning (intra-decoder), and TTM with pre-encoder and intra-decoder conditioning (combo). See Section 4.3 for discussion on the combo model.

4.2. Evaluation Metrics

We randomly selected 50 fixed examples from the test set of the LJSpeech corpus as the evaluation set and present our findings in Table 2. To account for the time-alignment mismatch between natural and synthesized speech for the MCD measure, we first apply dynamic time warping (DTW) between MFCC of two speeches and then calculate the MCD between them. While, for the \( F_0 \) contour features (rest of the Metrics), we use CMUSphinx toolkit \[21\] to extract word alignment between the two signals.

3 Sound samples are available at [click here]

4 Due to speaker characteristics, and utterance partition, not specifically at sentence break, synthesized speech may have lower quality compared with a system trained on higher-quality professionally private corpora

https://github.com/kan-bayashi/ParallelWaveGAN
Then, we resample the $F_0$ contour within a word boundary of synthesized speech with respect to that of natural speech. Results of UCorr, shown in Table 2, does not reveal any differences between the methods. This suggest that a globally correlation calculation can not fully represent how two $F_0$ contours are correlated. However, results of PTCorr bring out the differences between the methods. We see a PTCorr improvement of pre-encoder and intra-decoder, over the baseline. Results of partial $F_0$ variation show that intra-decoder method has relatively more varied $F_0$ dynamics than pre-encoder, pre-decoder, and the baseline. Separately conditioning at pre-encoder, pre-decoder, and intra-decoder do not improve the MCD measure over the baseline.

From the analysis of MCD, PTCorr, and partial $F_0$ variations, we conclude that pre-decoder only conditioning does not provide an improvement over the baseline, while pre-encoder and intra-decoder conditioning shows an improvement over the baseline for $F_0$ contour feature. After listening to the generated samples by the three methods we subjectively observe that: pre-encoder samples sound prosodically more smoother than the baseline, pre-decoder samples sound like “the speaker has a cold”, and intra-decoder samples sound prosodically more valid than the baseline, but less smooth. Due to these observations, we combine pre-encode and intra-decoder as combo method. Table 2, last row, shows that the proposed combo method not only results in higher PTCorr, and lower MCD, but also is closer w.r.t $F_0$ dynamics to natural speech.

\section{4. Subjective Evaluation: Naturalness}

We use Amazon Mechanical Turk and employ 150 turkers with approval ratings of at least 95\%, located in United States. We run the following tasks: (a) to measure naturalness of recorded speech from LJSpeech corpus, (b) to measure naturalness of the baseline, and (c) to evaluate performance of the proposed method. For each task, we ask subjects to listen to an utterance, and judge the naturalness of the utterance on a five-point scale: 1 (bad), 2 (poor), 3 (fair), 4 (good), and 5 (excellent). The experiment includes 50 utterances for each of the three tasks that judged by 50 turkers. Three control utterances that were trivial to judge, were added to the experiment to filter out unreliable turkers, and each turker judged only utterances from one task.

We randomly select 50 fixed examples from the test set of the LJSpeech corpus as the evaluation set. Table 2, shows a comparison of our method against baseline and ground truth (recorded speech). The results show that our method outperforms the proposed method, in the future, we would investigate methods to incorporate this into the proposed end-to-end conditioning strategy.

\section{5. Discussion and Future Work}

In this study we demonstrated a novel carefully designed strategy for conditioning Tacotron-2’s TTM on prosodic-linguistic features. We conditioned Tacotron-2’s TTM (baseline) at three different places (see Section 4.1 for explanation): Pre-encoder, Pre-decoder, and Intra-decoder.

A set of objective measures was used to evaluate the performance of the synthesis models. Our quantitative experiment showed that conditioning at these three places individually does not result in a major metric improvement over the baseline. However, this observation lead us to combine Pre-encoder and Intra-decoder methods as a combo method that not only resulted in higher PTCorr, and lower MCD, but also was closer w.r.t $F_0$ dynamics to natural speech. Through a set of subjective tests, we evaluated naturalness of the combo method against the baseline and the natural speech.

In the future, we want to investigate, how intentionally changing the prosodic-linguistic features at pre-encoder and intra-decoder would impact synthesized speech. For example, would it be interesting to investigate how “zeroing-out” one feature at-the-time in a specific place change the synthesized $F_0$ contour. In our approach we employ Festival for feature extraction, in the future, we would investigate methods to incorporate this into the proposed end-to-end conditioning strategy.
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