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Abstract—The lock-in frequency and lock-in range concepts were introduced in 1966 by Floyd Gardner to describe the frequency differences of phase-locked loop based circuit for which the loop can acquire lock within one beat, i.e. without cycle slipping. These concepts became popular among engineering community and were given in various engineering publications. However, rigorous mathematical explanations of these concepts turned out to be a challenging task. Thus, in the 2nd edition of Gardner’s well-known work PhaseLock Techniques he wrote that “despite its vague reality, lock-in range is a useful concept” and posed the problem “to define exactly any unique lock-in frequency”. In this paper an effective solution for Gardner’s problem on the definition of the unique lock-in frequency and lock-in range is discussed. The lock-in range and lock-in frequency computation is explained on the example of classical second-order PLL with lead-lag and active proportional-integral filters. The obtained results can also be used for the lock-in range computation of such PLL-based circuits as two-phase PLL, two-phase Costas loop, BPSK Costas loop, and optical Costas loop (used in intersatellite communication).
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I. INTRODUCTION

The phase-locked loop (PLL) is a nonlinear control feedback loop used for synchronization of the controlled oscillator signal to the reference oscillator signal (master-slave synchronization). Various PLL-based circuits allow achieving different degrees of synchronization. For example, the two-phase PLL allows, theoretically, to achieve complete synchronization of signals (i.e. to get signals with the same frequency and constant phase difference); classical analog PLL with sinusoidal signal achieves almost complete synchronization of signals (i.e. the difference between phases is almost constant, the difference between frequencies is almost zero); PLL with phase-frequency detector is used to achieve discrete synchronization (i.e. switching points of the signals, e.g. zero crossing points, are synchronized only). The process of synchronization is called transient or acquisition process. After synchronization is achieved, i.e. transient process is over, the PLL is said to be in a locked state. The transient process depends on the initial state of the loop and oscillators’ frequencies. Consider master-slave synchronization of oscillators by the classical PLL (see, e.g. [1]). Fig. 1 shows operation principle of classical PLL, without noise, in a signal space (the signal space model of PLL). Here the input is the signal of the reference oscillator $\sin(\theta_{ref}(t))$ with phase $\theta_{ref}(t)$ and instantaneous frequency $\dot{\theta}_{ref}(t) = \omega_{ref}(t)$. The signal of the voltage controlled oscillator (VCO) is $\cos(\theta_{vco}(t))$ with phase $\theta_{vco}(t)$ and instantaneous frequency $\dot{\theta}_{vco}(t) = \omega_{vco}(t)$. The multiplier generates a signal $v_{pd}(t) = v_r(t) + v_{hf}(t)$ which is the sum of the error signal $v_r(t) = \frac{1}{2} \sin(\theta_{ref}(t) - \theta_{vco}(t))$ and unwanted high-frequency signal $v_{hf}(t) = \frac{1}{2} \cos(\theta_{ref}(t) + \theta_{vco}(t))$. The loop filter suppresses unwanted high-frequency oscillations and its output $v_{l}(t)$ adjusts the free-running (quiescent) frequency $\omega_{vco}$ of the VCO to the frequency of the input signal. Similarly, operation with square waveform signals $\sin(\theta_{ref}(t))$ and $\cos(\theta_{vco}(t))$ can be considered. Initial state of the loop is $\theta_{vco}(0)$ (initial phase shift of the VCO signal with respect to the reference signal) and $x(0)$ (initial state of the loop filter). For the reference signal with constant high frequency $\omega_{ref} = \omega_{ref}$ the loop can achieve only almost complete synchronization of the signals (because of non ideal filtration of high-frequency signal) when in a locked state $|\omega_{vco}(t) - \omega_{ref}| \leq \omega_{e}^{\max}$, $|\theta_{e}(t) - \theta_{e}(0)| \leq \theta_{e}^{\max}$, $t \geq 0$, where constants $\omega_{e}^{\max}$ and $\theta_{e}^{\max}$ are determined by engineering requirements for a particular application.

Important issues in the design of PLL are (see, e.g. pioneering monographs [1]–[3], published in 1966, and a rather comprehensive bibliography of pioneering works in [4]): estimation of the ranges for deviation between oscillators’ frequencies for which a locked state can be achieved (i.e. the synchronization is possible), analysis of the locked states stability, and study of possible transient

Fig. 1. Classical PLL with multiplier and sinusoidal signals in the signal space.
processes.

In [1] Floyd Gardner introduced a lock-in concept: “If, for some reason, the frequency difference between input and VCO is less than the loop bandwidth, the loop will lock up almost instantaneously without slipping cycles. The maximum frequency difference for which this fast acquisition is possible is called the lock-in frequency”. The above notion of lock-in frequency and corresponding definition of the lock-in range (called also a lock range [5, p.256], a seize range [6, p.138]) are given in various engineering publications. However, in general, even for zero frequency difference there may exist initial states of loop such that cycle slipping may take place. Thus, consideration of initial state of the loop is of utmost importance for the cycle slip analysis and, therefore, the original concept of lock-in frequency lacks rigor and requires clarification. In 1972 F. Gardner in the 2nd edition of his well-known work, *Phase Lock Techniques*, [22, p.70] (see also the 3rd edition [23, p.187-188] published in 2005) wrote that “despite its vague reality, lock-in range is a useful concept” and formulated the following problem: “there is no natural way to define exactly any unique lock-in frequency”. 

Recently a rigorous clarification of the lock-in range notion and solution to Gardner’s problem were suggested in [24, 25]. Below we suggest further extension of the lock-in range notion for the signal space PLL model.

**Definition 1 (Pull-in and lock-in ranges).** For a certain free-running frequency of the VCO the largest symmetric interval, around zero, of the difference between the reference frequency and the free-running frequency of the VCO, such that for corresponding frequencies and arbitrary initial state the loop acquires a locked state, is called a pull-in range. If, in addition, the loop in a locked state after any abrupt change of the reference frequency within the interval acquires a locked state without cycle slipping, then the interval is called a lock-in range.

Further this definition is explained on the example of classical second-order PLL model in a signal’s phase space with lead-lag and active proportional-integral (PI) filters. An effective computational method for the lock-in frequency is discussed and corresponding estimates are obtained.

II. THE SIGNAL’S PHASE SPACE MODEL

Following pioneering engineering publications [1, 3], consider the operation of classical analog PLL in a *signal’s phase space*, where the phase changes of the signals are considered instead of the signals themselves. The averaging method [26–31] allows to reduce the model in the signal space (see Fig. 1) to the model in the *signal’s phase space* (see Fig. 2) under certain conditions. Nowadays nonlinear model in Fig. 2 is widely used (see, e.g. [13, 18, 35]) to study acquisition processes of various circuits. In Fig. 2 the phases \( \theta_{\text{ref,vco}}(t) \) of the input (reference) and VCO signals are inputs of the nonlinear phase detector (PD) block. The output of PD is a function \( v_c(\theta_e(t)) \) (called PD characteristic), where

\[
\theta_c(t) = \theta_{\text{ref}}(t) - \theta_{\text{vco}}(t)
\]

is named the phase error. For the classical PLL with sinusoidal signals and a two-phase PLL we have

\[
v_c(\theta_e) = \frac{1}{2} \sin(\theta_e),
\]

in case of square waveforms of reference and VCO signals \( v_c(\theta_e) \) has triangular waveform

\[
v_c(\theta_e) = \begin{cases} 
\frac{2}{\pi} (\theta_e - 2\pi), & \text{if } (\theta_e \mod 2\pi) \in [-\frac{\pi}{2}, \frac{\pi}{2}] \\
\frac{2}{\pi} \theta_e - 2\pi, & \text{if } (\theta_e \mod 2\pi) \in [\frac{\pi}{2}, \frac{3\pi}{2}]
\end{cases}
\]

The relationship between the input \( v_c(\theta_e(t)) \) and the output \( v_f(t) \) of the Loop filter is as follows:

\[
\dot{x} = Ax + b v_c(\theta_e(t)), \quad v_f(t) = c^* \dot{x} + h v_c(\theta_e(t)),
\]

where \( A \) is a constant \( n \times n \) matrix, \( x(t) \in \mathbb{R}^n \) is the filter state, \( x(0) \) is the initial state of filter, \( b \) and \( c \) are constant vectors, and \( h \) is a number. The Loop filter transfer function has the form

\[
H(s) = -c^* (A - sI)^{-1} b + h,
\]

Remark that their rigorous consideration is often omitted (see, e.g. classical books [3, p.12,15-17], [4, p.7]), while their violation may lead to unreliable results (see, e.g. [32–34]).

Note that the PD characteristic \( v_c(\theta_e) \) depends on the waveforms of the considered signals and can be represented in term of their Fourier coefficients [28, 30].

A two-phase modification of the classical PLL (see, e.g. [77–89]), in contrast to the classical one, does not contain high-frequency components: i.e. \( v_{\text{pd}}(t) = v_c(\theta_e(t)) \).

In the control theory the transfer function is often defined with the opposite sign (see, e.g. [29]):

\[
H(s) = c^* (A - sI)^{-1} b - h.
\]
where * is matrix transposition, I is n × n unit matrix. A lead-lag filter or a PI filter are usually used as the Loop filters. The control signal v_{f}(t) adjusts the VCO frequency:
\[ \dot{\theta}_{\text{vco}}(t) = \omega_{\text{vco}}(t) = \omega_{\text{vco}}^{\text{free}} + K_{\text{vco}} v_{f}(t), \]
where \( \omega_{\text{vco}}^{\text{free}} \) is the VCO free-running frequency and \( K_{\text{vco}} \) is the VCO gain. Nonlinear VCO models can be similarly considered, see, e.g. [40, 43]. The frequency of the input signal (reference frequency) is usually assumed to be constant:
\[ \dot{\theta}_{\text{ref}}(t) = \omega_{\text{ref}}(t) = \omega_{\text{ref}}. \]
The difference between the reference frequency and the VCO free-running frequency is denoted as \( \omega_{e}^{\text{free}} \):
\[ \omega_{e}^{\text{free}} = \omega_{\text{ref}} - \omega_{\text{vco}}^{\text{free}}. \]

By combining equations (1), (4), and (6)–(8) a nonlinear mathematical model in the signal’s phase space is obtained (i.e. in the state space: the filter’s state and the difference between the signal’s phases \( \theta_{e} \)):
\[ \dot{x} = Ax + bv_{c}(\theta_{e}), \]
\[ \dot{\theta}_{e} = \omega_{e}^{\text{free}} - K_{\text{vco}} (c^{*} x + hv_{c}(\theta_{e})). \]

Classical PD characteristics are bounded piecewise-smooth 2π periodic functions, thus it is convenient to assume that \( (\theta_{e} \mod 2\pi) \) is a cyclic variable, and the analysis is restricted to the range of \( \theta_{e}(0) \in [-\pi, \pi) \).

System (9) with an odd PD characteristic (i.e. \( v_{c}(-\theta_{e}) = -v_{c}(\theta_{e}) \)) is not changed by the transformation
\[ (\omega_{e}^{\text{free}}, x(t), \theta_{e}(t)) \rightarrow (-\omega_{e}^{\text{free}}, -x(t), -\theta_{e}(t)), \]
and it allows to study system (9) for \( \omega_{e}^{\text{free}} > 0 \) only, introducing the concept of frequency deviation:
\[ |\omega_{e}^{\text{free}}| = |\omega_{\text{ref}} - \omega_{\text{vco}}^{\text{free}}|. \]

A. Pull-in and lock-in ranges

For nonlinear mathematical model in the signal’s phase space we can consider the conditions of complete synchronization i.e. the frequency error is zero and the phase error is constant:
\[ \dot{\theta}_{e}(t) \equiv 0, \theta_{e}(t) \equiv \theta_{s}. \]

For most of the considered loop filters (i.e. controllable and observable) the above equation implies that filter state is also constant:
\[ x(t) \equiv x_{s}. \]

Thus, in complete synchronization the locked states of the model in the signal’s phase space are the equilibrium points of system (9). The equilibrium points can be considered as a multiple-valued function of variable \( \omega_{e}^{\text{free}} \):
\[ (x_{s}(\omega_{e}^{\text{free}}), \theta_{s}(\omega_{e}^{\text{free}})). \]
Note, that for all practically used phase detectors the characteristics \( v_{c}(\theta_{e}) \) (e.g. sinusoidal and triangular) have exactly one stable and one unstable equilibria on each period.

An important characteristic of PLL is the set of \( \omega_{e}^{\text{free}} \) such that the model acquires locked state for any initial state.

Definition 2 (Pull-in range of the signal’s phase space model, see [24, 25, 45]). The largest interval of frequency deviations \( |\omega_{e}^{\text{free}}| \in [0, \omega_{\text{pull-in}}] \) such that the signal’s phase space model (9) acquires a locked state for arbitrary initial state \( (x(0), \theta_{e}(0)) \) is called a pull-in range, \( \omega_{\text{pull-in}} \) is called a pull-in frequency.

Definition 3 (Cycle slipping). Let PD characteristic \( v_{c}(\theta_{e}) \) be 2π-periodic function. If
\[ \frac{\sup_{t>0}|\theta_{e}(0) - \theta_{e}(t)|}{t} \geq 2\pi \]

it is then said that cycle slipping occurs [46, p.131], [25]. Sometimes \( \limsup_{t \to +\infty} \) is considered instead of \( \sup \) in (14).

Further we consider only cycle slipping caused by deterministic dynamics [1, 47–49], noise-induced cycle slips are studied, e.g. in [46, 50, 51].

Fig. 3. Phase portrait of the signal’s phase space model of the classical PLL with lead-lag filter: \( H(s) = \frac{1 + \tau_{2} \tau_{1}}{1 + \tau_{2}}, \tau_{1} = 6.33 \cdot 10^{-2}, \tau_{2} = 1.85 \cdot 10^{-2}, K_{\text{vco}} = 250, v_{c}(\theta_{e}) = \frac{1}{2} \sin(\theta_{e}), \omega_{e}^{\text{free}} = 0. \) Dots are equilibria. Separatrices pass in and out of unstable saddle equilibria, outgoing separatrices tend to stable equilibria. The local lock-in domain, where trajectories tend to zero equilibrium without slipping cycles, is shaded. The dashed trajectory starts outside the lock-in domain and skips cycles.

The pull-in (or acquisition) process may take more than one beat note, i.e. the VCO frequency will be slowly tuned toward the reference frequency and cycle slipping may take place. Remark that even for zero frequency deviation (\( \omega_{e}^{\text{free}} = 0 \)) and a sufficiently large initial state of filter \( x(0) \) the cycle slipping may take place (see, e.g. dashed trajectory in Fig. 3). Thus, consideration of all state variables is of utmost importance for the cycle slipping analysis. A numerical study of cycle slipping for the classical PLL can be found in [52]. Analytical tools for estimating the number of cycle slips can be found, e.g. in [29, 48, 53].
Definition 4 (Lock-in range of the signal's phase space model, see [24, 25, 45]). The largest interval of frequency deviations from the pull-in range: \(|\omega_{\text{free}}| \in [0, \omega_{\text{lock-in}}] \subset [0, \omega_{\text{pull-in}}] \), is called a lock-in range if the signal's phase space model (9), being in a locked state, after any abrupt change of \(\omega_{\text{free}}\) within the interval acquires a locked state without cycle slipping.

Remark that in contrast to the pull-in and lock-in ranges for the signal space model (see Definition 1, Fig. 1) the ranges for the signal’s phase space model (Fig. 2) depend only on the difference between frequencies \(\omega_{\text{ref}} - \omega_{\text{free}}\), but not on the frequencies \(\omega_{\text{ref}}\) and \(\omega_{\text{free}}\) themselves. However, it must be remembered that reduction of the signal space model to the signal’s phase space model by the averaging method (e.g., [24], [25], [45]) cannot be obtained due to computational errors (caused by finite precision arithmetic and numerical approximation of ordinary differential equation solutions) and do not occur in real systems because of noise.

The usual numerical simulation allows observing transient processes (trajectories) toward the asymptotically stable locked states (equilibria) only, i.e. locked states which are maintained under small perturbations of the phase difference and filter state. Transient processes toward the unstable locked states (see, e.g., ingoing separatrices of saddle equilibria in Fig. 3) cannot be observed due to computational errors (caused by finite precision arithmetic and numerical approximation of ordinary differential equation solutions) and do not occur in real systems because of noise.

Without loss of generality we can fix \(\omega_{\text{free}}\) and vary \(\omega_{\text{ref}}\). Assume that the zero frequency deviation \(\omega_{\text{free}} = 0\) (i.e. the input frequency \(\omega_{\text{ref}} = \omega_{\text{free}}\)) belongs to the pull-in range and the model acquires an asymptotically stable locked state \((\theta^0_s, x^0_s)\) (without loss of generality we can consider \(\theta^0_s = 0\)). First we abruptly increase the input frequency by sufficiently small frequency step \(\Delta\omega > 0\) (i.e. the input frequency becomes \(\omega_{\text{ref}} = \omega_{\text{vco}} + \Delta\omega\)) and observe whether corresponding transient process converges to a locked state without cycle slipping (see Fig. 1). If \(|\Delta\omega|\) belongs to the pull-in range then the model acquires new asymptotically stable locked state \((\theta^+_s, x^+_s)\) (otherwise we reduce \(\Delta\omega\)). If initial locked state belongs to the corresponding lock-in domain: \((\theta^0_s, x^0_s) \in D_{\text{lock-in}}(\Delta\omega)\), the transient process from \((\theta^0_s, x^0_s)\) converges to the locked state \((\theta^+_s, x^+_s)\) without cycle slipping. Then we abruptly decrease the input frequency by \(2\Delta\omega\), (i.e. the input frequency becomes \(\omega_{\text{ref}} = \omega_{\text{vco}} - \Delta\omega\)). Since \(|\Delta\omega|\) belongs to the pull-in range the model acquires new asymptotically stable locked state \((\theta^-_s, x^-_s)\). If the transient process converges from \((\theta^+_s, x^+_s)\) to the locked state \((\theta^-_s, x^-_s)\) without cycle slipping, (i.e. both symmetric locked states belong to the intersection of the lock-in domains: \((\theta^\pm_s, x^\pm_s) \in D_{\text{lock-in}}(\Delta\omega)\)) then we estimate the lock-in range as \([0, \Delta\omega]\).

III. LOCK-IN RANGE OF THE CLASSICAL ANALOG PLL

To estimate numerically the lock-in range for the signal’s phase space model in Fig. 2 we can use, e.g., direct numerical integration of ordinary differential equation (9) in MATLAB10 or simulation of the signal’s phase space model in MATLAB Simulink11.

With the usual numerical simulation or integration of dynamical model we can only observe transient processes (trajectories) toward the asymptotically stable locked states (equilibria), i.e. which are maintained under small perturbations of the phase difference and filter state; transient processes toward unstable locked states (see, e.g. ingoing separatrices of saddle equilibria in Fig. 3).

Remark that in contrast to the pull-in and lock-in ranges for the signal space model (see Definition 1, Fig. 1) the ranges for the signal’s phase space model (Fig. 2) depend only on the difference between frequencies \(\omega_{\text{ref}} - \omega_{\text{free}}\), but not on the frequencies \(\omega_{\text{ref}}\) and \(\omega_{\text{free}}\) themselves. However, it must be remembered that reduction of the signal space model to the signal’s phase space model by the averaging method (e.g., [24], [25], [45]) cannot be obtained due to computational errors (caused by finite precision arithmetic and numerical approximation of ordinary differential equation solutions) and do not occur in real systems because of noise.

Without loss of generality we can fix \(\omega_{\text{free}}\) and vary \(\omega_{\text{ref}}\). Assume that the zero frequency deviation \(\omega_{\text{free}} = 0\) (i.e. the input frequency \(\omega_{\text{ref}} = \omega_{\text{free}}\)) belongs to the pull-in range and the model acquires an asymptotically stable locked state \((\theta^0_s, x^0_s)\) (without loss of generality we can consider \(\theta^0_s = 0\)). First we abruptly increase the input frequency by sufficiently small frequency step \(\Delta\omega > 0\) (i.e. the input frequency becomes \(\omega_{\text{ref}} = \omega_{\text{vco}} + \Delta\omega\)) and observe whether corresponding transient process converges to a locked state without cycle slipping (see Fig. 1). If \(|\Delta\omega|\) belongs to the pull-in range then the model acquires new asymptotically stable locked state \((\theta^+_s, x^+_s)\) (otherwise we reduce \(\Delta\omega\)). If initial locked state belongs to the corresponding lock-in domain: \((\theta^0_s, x^0_s) \in D_{\text{lock-in}}(\Delta\omega)\), the transient process from \((\theta^0_s, x^0_s)\) converges to the locked state \((\theta^+_s, x^+_s)\) without cycle slipping. Then we abruptly decrease the input frequency by \(2\Delta\omega\), (i.e. the input frequency becomes \(\omega_{\text{ref}} = \omega_{\text{vco}} - \Delta\omega\)). Since \(|\Delta\omega|\) belongs to the pull-in range the model acquires new asymptotically stable locked state \((\theta^-_s, x^-_s)\). If the transient process converges from \((\theta^+_s, x^+_s)\) to the locked state \((\theta^-_s, x^-_s)\) without cycle slipping, (i.e. both symmetric locked states belong to the intersection of the lock-in domains: \((\theta^\pm_s, x^\pm_s) \in D_{\text{lock-in}}(\Delta\omega)\)) then we estimate the lock-in range as \([0, \Delta\omega]\).

![Fig. 4. Estimation of the lock-in range.](image-url)

Here we suppose that for a specific \(\omega_{\text{ref}}\) only one asymptotically stable locked state exist within a periodic interval: \((\theta^s_0(\omega_{\text{ref}}), x^s_0(\omega_{\text{ref}}))\), and for all \(|\omega_{\text{ref}}| < |\Delta\omega|\) we...
have \((\theta^a_e(\omega_{\text{ref}}), x^a_e(\omega_{\text{ref}})) \in D_{\text{lock-in}}(|\Delta \omega|)\). This allows investigating cycle slipping for a consecutive increases of frequency deviation \(\omega_{\text{ref}}\) only. Thus, simulation of all possible abrupt changes of frequency deviation within the lock-in range (see Fig. 4) is unnecessary.

The algorithm for computation of lock-in ranges used above doesn’t guarantee that the model acquires locked state for any initial filter state, i.e. lock-in range is not inside pull-in range automatically. To verify the global stability and estimate the pull-in range one can use the phase plane analysis (see, e.g. [25], [48], [59]) or a special modification of direct Lyapunov method for cylindrical phase space (see, e.g. [25], [29], [48], [59]). Some examples of the lock-in range computation by the phase plane analysis are presented in [25], [60]–[63].

Below we provide complete solution of the Gardner problem on lock-in range computation for the classical second-order PLL with lead-lag and active proportional-integral (PI) filters, and sinusoidal and triangular PD characteristics.

### A. Active PI filter

Consider the PLL with the active PI loop filter (called “perfect PI”) having transfer function \(H(s) = \frac{1 + s\tau_2}{s\tau_1}\), where \(\tau_1, \tau_2 > 0\). The model (9) becomes

\[
\dot{x} = \frac{v_e(\theta_e)}{\tau_1},
\]

\[
\dot{\theta}_e = \omega_{\text{free}} - K_{\text{vco}} \left( x + \frac{\tau_2}{\tau_1} v_e(\theta_e) \right).
\]

For PD characteristics (2) and (3) the model has one asymptotically stable \((0, \omega_{\text{free}}/K_{\text{vco}})\) and one unstable \((\pi, -\omega_{\text{free}}/K_{\text{vco}})\) equilibrium points, which repeat on intervals of length \(2\pi\). Note, that by the change of variables \((x \rightarrow x + \omega_{\text{free}}/K_{\text{vco}})\) in system (15) we get \(\omega_{\text{free}} \rightarrow 0\). Thus, a change of the parameter \(\omega_{\text{free}}\) shifts the phase portrait vertically (in the variable \(x\)) without distorting trajectories, which simplifies the analysis of the lock-in domain and range (see
and considering Lyapunov function [25], [29], [64], [65]:

\[ \dot{x} = v_e(\theta_e), \]
\[ \dot{\theta}_e = \omega^\text{free}_e - \frac{K_{\text{VCO}}}{\tau_1^2} \left( x + \tau_2 v_e(\theta_e) \right). \]  

\[ V(x, \theta_e) = \frac{K_{\text{VCO}}}{\tau_1^2} \left| x - \frac{\omega^\text{free}_e}{K_{\text{VCO}}} \right|^2 + \int_0^{\theta_e} v_e(s)ds \geq 0 \text{ and } V(x, \theta_e) = -K_{\text{VCO}} \omega^\text{free}_e v_e(\theta_e) \leq 0. \]

Here it is important that for any \( \omega^\text{free}_e \) the set \( V(x, \theta_e) \equiv 0 \) does not contain the whole trajectories of the system except for equilibria. Note that considered Lyapunov function \( V(x, \theta_e) \) is periodic in \( \theta_e \), and is bounded for any \( ||(x, \theta_e)|| \rightarrow +\infty \).

Thus, the classical Krasovskii–LaSalle principle on global stability, where the function has to be radially unbounded (i.e. \( V(x, \theta_e) \rightarrow +\infty \) as \( ||(x, \theta_e)|| \rightarrow +\infty \)), cannot be applied directly.

\[ \omega_{\text{lock-in}} = \frac{\omega^\text{lock-in}}{K_{\text{VCO}}}, \]

This change of variables rescales the phase portrait of the system (see Fig. 3) and, thus, does not affect the stability and cycle slipping properties of the trajectories. Therefore, \( \omega^\text{lock-in} \) can be found as a function of \( \tau_2, K_{\text{VCO}}/\tau_1 \). For model [15] with phase detector characteristics [2] and [3] the lock-in frequency diagrams as function of \( \tau_2 \) (for \( \tau_2 \in [0,1] \)) and \( K_{\text{VCO}}/\tau_1 \) are shown in Fig. 6 and Fig. 7 respectively. To determine the lock-in frequency \( \omega^\text{lock-in} = \omega^\text{lock-in}(\tau_2, K_{\text{VCO}}/\tau_1) \) by diagrams in Fig. 6 and Fig. 7 one has to choose a curve corresponding to the loop filter parameter \( \tau_2 \in [0,1] \), select a point on the curve with the abscissa equal to \( K_{\text{VCO}}/\tau_1 \), and then corresponding ordinate in the left subfigure and product of the ordinates by \( K_{\text{VCO}}/\tau_1 \) in the right subfigure gives the lock-in frequency \( \omega^\text{lock-in} \) (see Fig. 7).

Note, that for arbitrary \( \tau_2 > 0 \) by the following change of variables \( t \rightarrow t\tau_2, x \rightarrow x\tau_2 \) in system (16) we get \( \omega^\text{free} \rightarrow \tau_2 \omega^\text{free}, K_{\text{VCO}} \rightarrow \tau_2^2 K_{\text{VCO}}/\tau_1 \) (the considered time reparametrisation does not affect the cycle slipping prop-
Fig. 9. Lock-in frequency diagrams for model (19) (lead-lag filter) with sinusoidal phase detector characteristics (2). Left subfigure: $\frac{\omega_{\text{lock-in}}}{K_{\text{VCO}}}$ for $0 < K_{\text{VCO}} \tau_1 < 10$ in linear scale ($\frac{\omega_{\text{lock-in}}}{K_{\text{VCO}}}$ tends to 1/2 as $K_{\text{VCO}} \tau_1$ tends to 0). Right subfigure: $\frac{\omega_{\text{lock-in}}}{K_{\text{VCO}}}$ for $K_{\text{VCO}} \tau_1 > 10$ in logarithmic scale.

Fig. 10. Lock-in frequency diagrams for model (19) (lead-lag filter) with triangular phase detector characteristics (3). Left subfigure: $\frac{\omega_{\text{lock-in}}}{K_{\text{VCO}}}$ for $0 < K_{\text{VCO}} \tau_1 < 10$ in linear scale ($\frac{\omega_{\text{lock-in}}}{K_{\text{VCO}}}$ tends to 1 as $K_{\text{VCO}} \tau_1$ tends to 0). Right subfigure: $\frac{\omega_{\text{lock-in}}}{K_{\text{VCO}}}$ for $K_{\text{VCO}} \tau_1 > 10$ in logarithmic scale.

In [61], [62] a method for analytical computation of separatrices in model (15) is developed, which allows us to get the following lock-in frequency estimate

$$\omega_{\text{lock-in}}(\tau_2, K_{\text{VCO}}/\tau_1) = \omega_{\text{lock-in}}(1, K_{\text{VCO}} \tau_2/\tau_1)/\tau_2.$$  \hspace{1cm} (17)

In [61], [62] a method for analytical computation of separatrices in model (15) is developed, which allows us to get the following lock-in frequency estimate

$$\omega_{\text{lock-in}}(\tau_2, K_{\text{VCO}}/\tau_1) \approx \frac{1}{\sqrt{2}} \left( \frac{K_{\text{VCO}}}{\tau_1} \right)^{\frac{3}{2}} + \frac{1}{6} \frac{K_{\text{VCO}}}{\tau_1} + \frac{\tau_2^2 (5 - 6 \ln 2)}{\sqrt{2} 36 \tau_1} \left( \frac{K_{\text{VCO}}}{\tau_1} \right)^{\frac{3}{2}}.$$  \hspace{1cm} (18)

Fig. (8) shows the phase portraits of model (15) with phase detector characteristics (2) when increasing the parameter $\omega_{\text{ref}}$ in the computation of the lock-in range.

B. Lead-lag filter

Consider the PLL with passive lead-lag loop filter having transfer function $H(s) = \frac{1+\tau_2 s}{1+\tau_1 s}$, where $\tau_1 > \tau_2 > 0$. The model (9) becomes

$$\dot{x} = -\frac{1}{\tau_1} x + \frac{v_c(\theta_c(t))}{\tau_1},$$

$$\dot{\theta}_c = \omega_c^{\text{free}} - K_{\text{VCO}} \left( 1 - \frac{\tau_2}{\tau_1} \right) x + \frac{\tau_2}{\tau_1} v_c(\theta_c(t)).$$  \hspace{1cm} (19)
Model (19) with PD characteristic (2) for \( \omega_{\text{free}} < \frac{K_{VCO}}{2} \) has one asymptotically stable \( \left( \sin \left( \frac{1}{2} \omega_{\text{free}} \frac{K_{VCO}}{K_{VCO}} \right), -\frac{\omega_{\text{free}}}{K_{VCO}} \right) \) and one unstable \( \left( \pi - \sin \left( \frac{1}{2} \omega_{\text{free}} \frac{K_{VCO}}{K_{VCO}} \right), \frac{\omega_{\text{free}}}{K_{VCO}} \right) \); and with PD characteristic (3) for \( \omega_{\text{free}} < \frac{K_{VCO}}{2} \) has one asymptotically stable equilibrium \( \left( \frac{\omega_{\text{free}}}{K_{VCO}} - 2, 0 \right) \) and one unstable equilibrium \( \left( \frac{\omega_{\text{free}}}{K_{VCO}} + \frac{1}{2} \omega_{\text{free}} \frac{K_{VCO}}{K_{VCO}}, 0 \right) \). Thus, the pull-in range of model (19) loop filter is bounded. It can be estimated by the phase plane analysis or numerical computation.\(^{14}\) (see corresponding diagram in [29, 66]), one of the difficulties of its computation caused by the so-called hidden oscillations [25, 39, 67]. The computed \( V(x) = \frac{1}{2} x^2 \) we get \( \dot{V}(x) = -x^2 + v_s(\theta_x) < 0 \) for \( |x| > v_s(\theta_x) \), thus, \( \limsup_{x \to \infty} |x(t)| \leq \max v_s(\theta_x) = 1 \) and only a bounded domain with respect to \( x \) has to be studied.

Fig. 11. Lock-in range depending on \( K_{VCO} \tau_1 \) (shaded domains) for model (19) (lead-lag filter) with sinusoidal phase detector characteristics (2) and \( \tau_2/\tau_1 = 0.1 \). Left subfig: \( \frac{\omega_{\text{lock-in}}}{K_{VCO}} \) for \( 0 < K_{VCO} \tau_1 < 10 \) in linear scale. Right subfig: \( \frac{\omega_{\text{lock-in}}}{K_{VCO}} \) for \( K_{VCO} \tau_1 > 10 \) in logarithmic scale.

Fig. 12. Phase portraits for model (19) with the following parameters: \( H(s) = \frac{1+\tau_2}{\tau_1}, \tau_1 = 6.33 \cdot 10^{-7}, \tau_2 = 1.85 \cdot 10^{-2}, K_{VCO} = 250, v_s(\theta_x) = \frac{1}{2} \sin(\theta_x) \). Black color is for the model with positive \( \omega_{\text{free}} = |\dot{\omega}| \). Red is for the model with negative \( \omega_{\text{free}} = -|\dot{\omega}| \). Equilibria (dots), separatrices pass in and out of the saddles equilibria, local lock-in domains are shaded (upper black horizontal lines are for \( \omega_{\text{free}} > 0 \), lower red vertical lines are for \( \omega_{\text{free}} < 0 \)). Left subfig: \( \omega_{\text{free}} = \pm 50 \); middle subfig: \( \omega_{\text{free}} = \pm 65 \); right subfig: \( \omega_{\text{free}} = \pm 68 \).

Fig. 13. Pull-in and lock-in ranges depending on \( K_{VCO} \tau_1 \) (shaded domains) for model (19) (lead-lag filter) with sinusoidal phase detector characteristics (2) and \( \tau_2/\tau_1 = 0.1 \).
above values of the lock-in frequency are less than corresponding values of the pull-in frequency (see Fig. 13). For an arbitrary $\tau_1 > 0$ the time reparametrization $t \rightarrow t\tau_1 > 0$ reduces system (10) to the form

$$\dot{x} = -x + v_\circ(\theta_0),$$
$$\dot{\theta}_0 = \tau_1 \omega_{0}^\text{free} - \tau_1 K_{\text{vco}} \left(\left(1 - \frac{\tau_2}{\tau_1}\right) x + \frac{\tau_2}{\tau_1} v_\circ(\theta_0(t))\right),$$

(20)

where $\omega_{0}^\text{free} = \tau_1 \omega_{0}^\text{free}$ depends on two parameters: $\tau_1 K_{\text{vco}}$ and $\tau_2/\tau_1$.

For model (19) with phase detector characteristics (2) and (3) the lock-in frequency diagrams as function of $\tau_2/\tau_1$ and $K_{\text{vco}}\tau_1$ are shown in Fig. 9 and Fig. 10 respectively. To determine the lock-in frequency $\omega_{\text{lock-in}} = \omega_{\text{lock-in}}(\tau_2/\tau_1, K_{\text{vco}}\tau_1)$ by diagrams in Fig. 9 and Fig. 10 one has to choose a curve corresponding to the loop filter parameters $\tau_2/\tau_1 \in [0, 1]$, select a point on the curve with abscissa equal to $K_{\text{vco}}\tau_1$, and then the product of the ordinates by $K_{\text{vco}}$ gives the lock-in frequency $\omega_{\text{lock-in}}$ (see Fig. 11). Fig. (12) shows phase portraits of model (19) with phase detector characteristics (2) when increasing the parameter $\omega_{\text{ref}}$ in the computation of the lock-in range.

CONCLUSION

Various PLL-based circuits (see, e.g. optical Costas loop used in intersatellite communication, BPSK Costas loop, two-phase Costas loop, two-phase PLL and others [18, 21, 30, 34, 37, 39, 45, 68]) are represented in the signal’s phase space by the model in Fig. 2 and, thus, their lock-in ranges can be estimated by the above diagrams. Remark that the change of variables $(\theta_0, x) \rightarrow (\theta_0/K_p, K_p x)$ transforms the model (9) with PD characteristic $K_p v_\circ(K_p\theta_0(t))$ to the from with PD characteristics $v_\circ(\theta_0(t))$ (i.e. with $K_p \rightarrow 1, K_p \rightarrow 1$) and $\omega_{0}^\text{free} \rightarrow K_p \omega_{0}^\text{free}, K_{\text{vco}} \rightarrow K_p K_{\text{vco}}$. Thus, the lock-in frequency for the model with active PI loop filter can be computed from the diagrams in Fig. 8 and Fig. 9 as $\omega_{\text{lock-in}}(\tau_2/\tau_1, K_p K_p K_{\text{vco}}/K_p)$ and for the model with lead-lag loop filter can be computed from diagrams in Fig. 9 and Fig. 10 as $\omega_{\text{lock-in}}(\tau_2/\tau_1, K_p K_p K_{\text{vco}}/K_p)$. Analytical estimates of the lock-in range for two-dimensional models can be obtained by the Andronov point-transformation method [56] and the study of separatrices in cylindrical phase space (some estimations of separatrices for the classical PLL can be found in [2, 23, 57, 58, 69, 70]). For the second-order PLL with PI filter and triangular phase-detector characteristic an analytical estimate of the lock-in range can be found in [61–63].
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