Layout-Aware Information Extraction for Document-Grounded Dialogue: Dataset, Method and Demonstration
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ABSTRACT
Building document-grounded dialogue systems have received growing interest as documents convey a wealth of human knowledge and commonly exist in enterprises. Wherein, how to comprehend and retrieve information from documents is a challenging research problem. Previous work ignores the visual property of documents and treats them as plain text, resulting in incomplete modality. In this paper, we propose a Layout-aware document-level Information Extraction dataset, LIE, to facilitate the study of extracting both structural and semantic knowledge from visually rich documents (VRDs), so as to generate accurate responses in dialogue systems. LIE contains 62k annotations of three extraction tasks from 4,061 pages in product and official documents, becoming the largest VRD-based information extraction dataset to the best of our knowledge. We also develop benchmark methods that extend the token-based language model to consider layout features like humans. Empirical results show that layout is critical for VRD-based extraction, and system demonstration also verifies that the extracted knowledge can help locate the answers that users care about.

CCS CONCEPTS
• Computing methodologies → Information extraction: Discourse, dialogue and pragmatics.

1 INTRODUCTION
Dialogue systems are playing an increasingly important role in various business applications [12, 13, 31]. Currently, enterprises and organizations often own abundant business documents, which have the potential to solve user queries, such as product documentation and policy guidance. However, users still prefer to efficiently obtain the desired answer through interactive dialogue, rather than inefficient and inconvenient retrieval in lengthy documents. Therefore, building machine-assisted agents based on massive documents at low cost is a topic of great concern in industry [2, 5, 6, 42].

Towards this goal, the document-grounded dialogue (doc2dial) system is usually decomposed into two sub-tasks: knowledge extraction and response generation [10]. Specifically, knowledge extraction aims to identify the most relevant knowledge in the associated document, and response generation focuses on generating a fluent response. Wherein, the first step is the key point that drives doc2dial different from other dialogue tasks. However, in this part, previous works typically assume the input to be textual strings [4], while many real-world business documents are scanned or digital-born (e.g., images of invoices, forms in PDF format). When converting these visually rich documents (VRDs) into snippets of plain text, a lot of layout information is discarded, which is exactly the indicative
signal to help humans quickly understand the document and search for some interested knowledge.

Based on an inductive analysis of a large number of real-world queries in business doc2dial systems, we conclude that the answers that users care about, as shown in Figure 1, can be roughly summarized into two kinds of knowledge in the document: (1) coarse-grained description knowledge at section level, (2) fine-grained fact knowledge within a section. Besides, to accurately locate the section related to the query for better finding relevant knowledge, the system also needs to be aware of the hierarchy knowledge of a document. Recently, utilizing layout information to help extract information from VRDs has attracted significant research interest, and many layout-aware datasets are proposed. For example, CORD [24] and SROIE [15] aim to extract values for pre-defined keys from receipts, FUNSD [17] and EPHOIE [28] focus on the automatic extraction of key-value pairs from form-like documents. However, the task forms defined in these datasets are within the scope of span extraction and ignore the extraction of fact knowledge.

To overcome the above limitations, we construct a new Layout-aware dataset for document-level Information Extraction, LIE. Unlike previous text-only or form-like datasets, LIE is built on multi-page VRDs, requiring systems not only to extract specific text spans but also the relations among them. We provide the original file and all tokens with spatial positions (i.e., layout feature) for each document, then release three information extraction (IE) tasks: hierarchy extraction, section extraction and relation extraction, where the first one is to structure the multi-page document, and the last two aims to collect specific knowledge described above.

We also propose benchmark methods for the new dataset. Inspired by the mechanism that humans understand VRDs through both text semantics and document layout, we extend popular token-based language models with layout features. Similar to the 1D position embeddings in transformer-based models, we introduce 2D layout embeddings to capture the spatial relationship among tokens within a document. Then the layout-aware model is firstly pre-trained on unlabeled data with two self-supervised tasks, masked layout-language model and potential heading selection, to better learn the newly introduced layout embeddings, then fine-tuned on task-specific labeled data. Experimental results suggest that injecting layout could improve the IE performance significantly, and the pre-training process accelerates the convergence of models on downstream tasks. Moreover, our model has already gone into production in a world-leading cloud computing platform, we also demonstrate the workflow of doc2dial service and how layout-aware extraction plays a vital role at the end of the paper.

2 RELATED WORK

Document-based Information Extraction. Most work in early phase IE focuses on the sentence-level. Nowadays, many researchers extend the scope of extraction beyond isolated sentences [14, 41, 44]. Yao et al. [36] introduced a cross-sentence relation extraction dataset, DocRED, based on Wikipedia. Yu et al. [38] proposed DialogRE to support the prediction of relations in multi-turn dialogues. The length of these documents is equivalent to DocRED, which is actually the paragraph-level extraction. SciREX [16] releases the task of identifying the main results of a scientific article. However, the source document provides more layout information than a sentence or paragraph. Most existing IE datasets drop these valuable features in the process of text reading. Recently, many datasets for IE from VRDs are proposed. CORD [24] proposes the task to label each word in receipts to the right field, wherein 30 fields under 4 categories are defined. SROIE [15] aims to extract values from each receipt for 4 pre-defined keys. Towards extracting keys from documents, FUNSD [17] is the most widely-used dataset and constructed on various business forms with 4 keys. EPHOIE [28] is constructed based on the images of examination paper heads, and 5 kinds of key-value pairs need to be extracted. What is most different about our dataset is that these only support span extraction and their documents are form-like with few words. Our work focuses more on enabling machines to handle the same multimodal input as humans when they read real-world documents and extracting various structural and semantic knowledge from VRDs so as to drive better doc2dial systems.

Layout-aware Language Model. Humans perceive the document through many aspects, such as language, layout, and vision. Based on the powerful modeling ability of Transformer, LayoutLM [35] and LayoutLMv2 [34] are successively proposed to learn the modality interaction and achieve great success. Following the paradigm, StructualLM [19] leveraged cells and layout to make the model aware of which words are from the same cell. StructTextT [22] extracted semantic features from different levels and modalities. DocFormer [1] incorporated multi-modality self-attention with shared spatial embeddings. Besides, Wei et al. [30] combined the power of language models and graph neural networks for the extraction from VRDs. Zhang et al. [40] presented an end-to-end network to bridge text reading and IE for document understanding. The motivation behind these studies is similar to ours, but they pay too much attention to layout and ignore the in-depth semantics. Our work aims to go beyond surface modeling and understand the document logical hierarchy from a semantic perspective.

Document-grounded Dialogue. The task of reading documents and responding to queries has been the trigger of recent research.
advances [2, 6, 31]. Recently, the doc2dial dataset [11] is proposed to facilitate the frontier exploration and landing application of document-grounded dialogue systems. It contains 4,793 goal-oriented dialogues and a total of 488 associated grounding documents from 4 domains for social welfare. The proof-of-concept doc2dial framework [10] and subsequent attempts [4, 9, 18] are following the knowledge extraction - response generation paradigm. However, their data pre-processing includes a well-designed text reading step, which draws the government document into the form of plain text. In this paper, we pay more attention to the step of knowledge extraction and argue that the multimodal features of business documents should not be lightly dismissed.

3 DATASET

With the development of learning-based algorithms, a comprehensive benchmark conducted for specific tasks is a prerequisite to motivate advanced works. Compared with previous IE datasets, LIE is formed with several desirable properties: (i) It is proposed for the extraction from multi-page VRDs, which brings new opportunities and challenges than previous text-only or form-like settings. (ii) It pays more attention to the extraction of relational fact knowledge, while prior work only focuses on extracting salient spans. (iii) It needs to understand and parse the hierarchical structure of documents, which is able to facilitate kinds of document understanding tasks and follow-up document-grounded applications.

3.1 Task Formulation

To better extract valuable knowledge from VRDs and support the downstream doc2dial systems, we formulate three IE tasks:

- **Hierarchy Extraction (HE).** It aims to extract document logical hierarchy and generate table-of-content (TOC) by organizing section headings in order. An implementable goal is to detect section headings with their global levels. In Figure 1, “POLICY BENEFITS” is the first section heading with level 1, so the TOC number is 1. “Major Cancer Benefit” is a subsection heading with level 2 and number 1.1. Typically, headings at the same level share the same font formats, meaning that the non-text signals, including type, size, and indentation, are vital for the task.

- **Section Extraction (SE).** It could be regarded as an extension of key-values extraction in previous form-like datasets [17], where the heading of a section is key, and the corresponding body is value. For VRDs, bodies are usually below or to the right of headings and sometimes indented. Figure 1 shows concrete examples. When mounting the (heading, body) pairs on TOC, we can easily transform a document into its hierarchical tree, which is beneficial to many downstream applications [27].

- **Relation Extraction (RE).** It needs to detect two entities and identify their relations from VRDs, as shown in Figure 1. When converting VRDs into plain text, two entities may become far away, but actually, they may be very close or even aligned in the document. In this task, relations belong to a pre-defined set, so it is suitable for obtaining structured knowledge that we care about [29, 37].

3.2 Data Collection and Annotation

To construct LIE, we choose two representative VRDs in the real world, i.e., product documents and official documents. Specifically, we download Chinese product documents in PDF format from portal websites of the insurance sector and collect official documents issued by government departments from web search engines. Different from previous VRD-based datasets, these documents contain more textual fragments, which is more conducive to evaluating the language understanding ability. Furthermore, the semantic information is expressed not only through the text in each fragment but also how the fragments organized, so it is still important to perceive the document layout.

Next, we utilize PDFPlumber\(^1\) to extract tokens with bounding boxes automatically. Here, a document page is considered as a 2D coordinate system with the top-left origin. Therefore, in the parsing result, each word is aligned with a unique quadruplet \((x_0, y_0, x_1, y_1)\), where \((x_0, y_0)\) corresponds to the position of the upper left in bounding box, and \((x_1, y_1)\) represents the lower right. We also provide the PDF file so that downstream models have the opportunity to access rich original information, such as visual features.

The data annotation process is carried out by crowdsourcing. Annotators are provided with PDF files and asked to fill the slots by copying text spans (e.g., headings) or generating (i.e., TOC) numbers according to the annotation specification. From the practical application perspective, we summarize 18 and 15 relations for product documents and official documents, respectively, as pre-defined relation schemes (see also Table 6 in Appendix) All the (20) annotators have linguistic knowledge, are instructed with formal annotation principles, and pass trial annotation. To ensure the labeling quality, each instance is labeled by at least two annotators. If the two annotators have disagreements on an instance, it will be assigned to a third annotator. The annotation results are also randomly checked. If the accuracy is lower than 95% (measured in the document-level), all results of the annotator will be reviewed. We ensure that all the annotators are fairly compensated by market price according to their workload. Finally, we develop heuristic rules to align the parsing results with annotations, and about 2% of the annotation instances cannot be aligned. We discard them and blame them for the parsing error (see also Appendix for more details).

3.3 Data Statistics and Analysis

Using the annotation procedure mentioned above, we build a dataset of 4,061 fully annotated pages from 400 documents (200 product and official documents, respectively). All documents have accompanied layout features. Note that these documents totally come from more

---

\(^1\)https://github.com/jsvine/pdfplumber

| Datasets     | #Pages | #Doc. Length | Fact Extraction? |
|--------------|--------|--------------|------------------|
| CORD (2019)  | 1,000  | 1            | ✗                |
| SROIE (2019) | 973    | 1            | ✗                |
| FUNSD (2019) | 199    | 1            | ✗                |
| EPHOE (2021) | 1,494  | 1            | ✗                |
| LIE (our)    | 4,061  | 10.13        | ✓                |

Table 1: Layout-aware IE datasets comparison. #Doc. Length refers to the average page numbers.
than 150 organizations, and documents from one organization usually have more than one layout format, making the dataset diverse enough and robust to practical applications.

Table 1 provides the statistics of LIE and some representative VRDs-based IE datasets. One can observe that LIE is significantly larger than all these datasets and is the only dataset that supports extracting triplet knowledge from consecutive pages. In contrast, previous datasets are built based on single-page documents and focus to extract unary spans. We hope the large-scale LIE dataset with complete input modality and task formulation could drive VRDs-based IE from form understanding forward to accurate document understanding. We analyze LIE in detail and plot the data distribution in Figure 2 to support the follow-up study. Figure 2(a) and 2(b) depict the distribution of pages and words in a document, respectively, and Figure 2(c) show the distribution of section length. Obviously, the documents have a large number of pages and words, and even one section may exceed 500 words. The distance distribution between two entity arguments in relation extraction is drawn in Figure 2(d), an intuitive observation is that about half of the arguments are far away in text sequence, or even not in the same section. By and large, all the above are beyond the focus of most existing IE benchmarks and pose new challenges to document understanding and extraction modules.

4 METHOD

Different from plain text, there is rich semantic knowledge hidden under the textual format and layout structure in VRDs, so traditional token-based language models are not directly applicable. In this section, we incorporate 2D layout features into transformer-based models and further propose specific solutions for the IE tasks.

4.1 Base Architecture

Figure 3 shows the architecture of our document encoder. Similar to LayoutLMv2 [34], we built the document encoder in a layout-aware manner, which accepts information from both text and layout. Beyond the 1D position embedding that models the sequential knowledge, we introduce 2D layout embedding to capture the spatial position in documents. We normalize and discretize all 2D coordinates to integers in the range [0,1000] and lookup four layout embeddings from two embedding tables, to embed x-axis and y-axis features separately. In the end, the textual embedding is added with segment, position, and layout embeddings to get the ultimate input of the transformer encoder. Based on the self-attention mechanism, embedding 2D knowledge into language models will better align layout features with the semantic representation. Finally, the output contextual representation of the transformer can be utilized for the following task-specific layers.

4.2 Sequence Labeling Solution

To quantitatively evaluate the challenges of LIE, we propose a set of solutions for specific tasks whose design philosophy is trying to ensure simplicity. Here, we unify all the tasks into a sequence labeling framework with different tagging schemes.

Hierarchy Extraction (HE). In LIE, there are usually multiple articles within a document. Here, we divide the headings in one document into four levels: article headlines (L0) and section headings at different hierarchies (L1/2/3). The tag set is defined as \{B-H, E-H, O\}, in which B and E mark the beginning and end of a heading, H ∈ \{L0, L1, L2, L3\} encodes its level. O represents the other tag, indicating that the word is independent of the extracted results. To determine the TOC of documents, we decode each heading span by way of boundary nearest matching [43] and number them in order according to their levels and positions.

Section Extraction (SE). Similarly, we label the spans of section headings and bodies with the tag set \{B-H, B-B, E-H, E-B, O\}. In the

Figure 2: Distribution of document length, section length, and argument distance in LIE, where the y-axis is in percent.

Figure 3: Diagram of the layout-aware language model and pre-training strategies, where 2D layout embeddings are integrated into input layer and potential head selection is proposed to learn document structure. T1 and T4 refer to the selected potential headings in the pre-training stage, we simplify them into one token for a good visualization.
decoding process, headings and bodies are combined into a section based on the nearest principle.

**Relation Extraction (RE).** The labeling model is quite more complex than that in section extraction as it needs to extract two entities, match them, and determine their relations. We design a tripart tagging scheme \([B-S, E-S, B-O-Rel, E-O-Rel, O]\), where \(S\) and \(O\) denote the subject and object entities, \(Rel\in R\) denotes the relation from pre-defined set. Thus, the total number of tags is \(2\times|R|+3\). During decoding, we first detect the subject entity, then the object entity with its involved relation, and finally pair them according to the nearest principle.

### 4.3 Pre-Training Strategy

Inspired by the great success of pre-trained language models, we pre-train the base encoder to optimize the newly introduced parameters (i.e., layout embedding tables) and transfer token-based models to the visually rich dataset, with the following self-supervised objectives. Here, \(100k\) additional pages from \(10k\) in-domain documents (5k product and official documents, respectively) are collected and parsed as the pre-training corpus.

**Masked Layout-Language Model (MLLM).** Similar to the famous masked language model task in BERT [8], the objective of MLLM is to recover the masked text token based on its text context and whole layout clues. The layout embeddings remain unchanged for masked token, which means that the model knows each masked token’s location on the page, thereby equipping the token-based model with layout awareness.

**Potential Heading Selection (PHS).** To help the model learn structural and semantic knowledge among text fragments, we propose the PHS task. Specifically, we randomly select \(15\%\) of the training instances and develop heuristic rules to find text fragments with significant visual features (e.g., large font size) as potential headings. Next, these fragments are masked in the original sequence and spliced to the end of the sequence after random scrambling. Similarly, only text embeddings are masked and layout embeddings are retained. During pre-training, the goal is to select the most appropriate fragment for each masked position. We calculate the cross-entropy loss in optimization. The key intuition behind this is that an eye-catching text fragment is usually a potential heading, which semantically dominates the body of a section. In this way, the model could learn better with multi-modality clues and prompt the understanding of long documents.

### 5 EXPERIMENTS

To maximize the reusability of LIE, we provide an official partition to split annotated documents into train, dev, and test sets in the ratio of 6:2:2, and report the statistics in Table 2. In this section, we conduct comprehensive experiments to evaluate the new benchmark, and also discuss some possible future directions for VRDs-based IE.

#### 5.1 Experiment Setup

**Implementation Details.** We develop our model based on Transformers [32] and employ BERT [8] as backbone, with the official \texttt{bert-base-chinese}\(^2\) model. The input sequence is trimmed to a maximum length of 512. The size of layout embedding is 768. The learning rates of fine-tuning are \(10^{-5}\) (chosen from \(10^{-3}\) to \(10^{-6}\)). We optimize our model with Adam and run it on one \(32G\) Tesla V100 GPU for 30 epochs, which takes 12/12 hours for the pre-training, and 1/0.5, 1/0.5, 1/0.5 hours for the fine-tuning of content extract, section extraction, relation extraction in product/official documents respectively. All hyper-parameters are tuned on the dev set.

We intuitively name the layout-aware method LayoutBERT. To access the effects of pre-training strategies, we implement two advanced methods, LayoutBERT (w/ MLLM) and LayoutBERT (w/ MLLM, PHS). Besides, we also report the results of LayoutLMv2 [34], a representative state-of-the-art model on previous layout-aware IE datasets, as a strong baseline. It employs ResNeXt-FPN [33] to generate image embeddings and concatenates them with text embeddings. For fair comparison, LayoutLMv2 is also pre-trained in the same dataset with LayoutBERT.

**Evaluation Metrics.** Following popular choices, we adopt F1 score, the harmonic mean of precision and recall, for evaluation. Formally, precision and recall are defined as \(P = S_m/|P|\), \(R = S_m/|G|\), where \(S_m\) is the matching score of all predicted results, \(|P|\) and \(|G|\) are the size of prediction set and ground truth set, respectively. For hierarchy extraction and relation extraction, \(S_m = \sum_{i=1}^{P}m(p_i)\), where \(m(p_i)\) is set to 1 if the \(i\)-th predicted result matches the ground truth strictly, otherwise it is 0. For section extraction, we calculate \(S_m\) as the evaluation in Open IE systems, by computing the similarity between each predicted fact in \(P\) and each ground truth fact in \(G\), then find the optimal matching to maximize the sum of matched similarities by solving a linear assignment problem [26]. In the procedure, the similarity between two facts is defined as \(s(p_i, g_j) = \sum_{l=1}^{P} M(p_i^l, g_j^l)/2\), where \(p_i^l\) and \(g_j^l\) denote the \(x\)-th element (i.e., heading or body) of tuple \(p_i\) and \(g_j\), \(M(\cdot, \cdot)\) denotes the gestalt pattern matching measure [25] for two strings.

#### 5.2 Results

Comparing the performance of different models in Table 3, the first conclusion we draw is that layout-aware models outperform vanilla token-based models in almost all the tasks, which demonstrates the effectiveness of incorporating layout features with pre-trained language models. Secondly, the process of in-domain pre-training further improves all of the download IE performance. Through further analysis, we also find that pre-training dramatically accelerates the convergence in all downstream tasks (see Figure 4). Thirdly, LayoutLMv2 fails in this task and only achieves comparable results as BERT. Further study suggests that for such text-centered VRDs, the low-resolution image introduced by LayoutLMv2 becomes a

| Dataset/Model | Hierarchy Extraction | Section Extraction | Relation Extraction |
|---------------|----------------------|--------------------|---------------------|
| Train         | Product: 7,590       | 6,561              | 2,034               |
|               | Official: 2,830       | 2,390              | 2,081               |
| Dev           | Product: 2,482        | 2,183              | 655                 |
|               | Official: 1,068       | 892               | 770                 |
| Test          | Product: 2,368        | 2,065              | 644                 |
|               | Official: 1,031       | 861               | 717                 |

\(^2\)https://huggingface.co/bert-base-chinese
Table 3: Performance of different models on LIE (%). Product, Official and Average refer to product documents, official documents and average results, respectively. The improvement over baseline is significant (p-value < 0.05).

| Models                     | Hierarchy Extraction |          |          | Section Extraction |          |          | Relation Extraction |          |          |
|----------------------------|----------------------|----------|----------|--------------------|----------|----------|---------------------|----------|----------|
|                            | Product  | Official | Average | Product  | Official | Average | Product  | Official | Average |
| BERT [8]                   | 75.9     | 71.2     | 73.6     | 80.2     | 70.5     | 75.4     | 52.3     | 71.9     | 62.1    |
| LayoutBERT                 | 76.8     | 73.1     | 75.0     | 82.8     | 71.5     | 77.2     | 52.1     | 71.1     | 61.6    |
| LayoutBERT (w/ MLLM)      | 77.8     | 75.9     | 76.9     | 84.2     | 72.8     | 78.5     | 53.9     | 75.8     | 64.9    |
| LayoutBERT (w/ MLLM, PHS) | 78.3     | 76.5     | 77.4     | 85.1     | 73.2     | 79.2     | 54.2     | 76.7     | 65.5    |
| LayoutLMv2 [34]           | 75.4     | 72.6     | 74.0     | 80.9     | 70.1     | 75.5     | 51.9     | 70.3     | 61.1    |

Figure 4: Convergence processes of layout-aware models on LIE (product documents) with and without in-domain pre-training. To minimize model variables, we compare LayoutBERT (w/ MLLM) and LayoutBERT here.

Table 4: Performance w.r.t. input positional features on hierarchy extraction.

|                  | Product | Official | Average |
|------------------|---------|----------|---------|
| LayoutBERT (w/ MLLM) | 77.8    | 75.9     | 76.9    |
| w/o 1D embedding  | 49.5    | 57.4     | 53.5    |
| w/o 2D embedding  | 77.0    | 73.6     | 75.3    |

Figure 5: Performance w.r.t. training data on hierarchy extraction (product documents).
2.1 Insurance Amount
The insurance amount of this contract shall be agreed upon by you and us when applying for insurance, and shall be stated on the insurance policy.

4.2 Period of Grace
If you fail to pay the premium when due, the grace period for premium payment is 60 days from 0:00 on the next day of the agreed payment date. Although the insurance liability for accidents occurring during the grace period is not covered, the insurance premium will be deducted when paying the insurance benefits.

Table 5: Performance w.r.t. domain transfer on section extraction. Row/column denote the train/test domains.

|          | Product | Official | Average |
|----------|---------|----------|---------|
| Product  | 85.1    | 9.8      | 47.5    |
| Official | 30.5    | 73.2     | 51.9    |
| All (Product+Official) | 83.0 | 68.1 | 75.6 |

Figure 6 shows the system demonstration of our doc2dial service in a real-world cloud computing platform, which is powered by the layout-aware IE model, a business document library, and a series of online dialogue-oriented algorithms [7, 20, 23]. Following the doc2dial framework [10], we perform knowledge extraction with the above three IE tasks in advance. In online service, given an utterance like "The insured amount of taikang life insurance", the doc2dial system first retrieves relevant document from the document library and then returns a section-level coarse-grained response with supporting path, i.e., the location of this section in the document. These two capabilities benefit from the off-line section extraction and hierarchy extraction processes, respectively. In the next round, the user asked for "grace period", the system locates

6 DEMONSTRATION

Figure 6 shows the system demonstration of our doc2dial service in a real-world cloud computing platform, which is powered by the layout-aware IE model, a business document library, and a series of online dialogue-oriented algorithms [7, 20, 23]. Following the doc2dial framework [10], we perform knowledge extraction with the above three IE tasks in advance. In online service, given an utterance like "The insured amount of taikang life insurance", the doc2dial system first retrieves relevant document from the document library, and then returns a section-level coarse-grained response with supporting path, i.e., the location of this section in the document. These two capabilities benefit from the off-line section extraction and hierarchy extraction processes, respectively. In the next round, the user asked for "grace period", the system locates
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Figure 6: Demonstration of the online doc2dial service. The left part is the interactive dialogue interface and the right shows current supporting path in relevant document, which is changes dynamically as user utterance change (The deployed system is in Chinese, and we add English annotations here for better understanding).
in section 4.2 by performing similar workflow, and highlights "60 days from 0:00 on the next day of the agreed payment date" as a fine-grained response, since the span was extracted from relation extraction in advance and it may be the information that the user is most concerned about. To ensure the integrity and professionalism of response, we reserve all text of the answer section.

7 CONCLUSION

Nowadays, the digitalization and intellectualization of various industries are accelerating, we believe that mining and organizing valuable knowledge from massive data to enable downstream applications of enterprises is an important task for the industrial application of AI technology. In this paper, we release a systematic novel layout-aware IE dataset and method for document-grounded dialogue systems, and highlight some possible future directions for VRD-based IE. Experimental results suggest the effectiveness of incorporating pre-trained language models with layout features, and the demonstration confirms the importance of both structural and semantic knowledge in the doc2dial system.
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Data Annotation. In the crowdsourcing process, we offer anno-
tators $14 for each document ($7 for the hierarchy and section

extraction, $7 for relation extraction), which are the prices given by

a third-party professional appraisal agency. Specially, for relation ex-
traction, annotators are also asked to provide the table-of-contents

number of the section where the tail entity is located, which should

be strictly consistent with the annotations of hierarchy extraction,

to help find the entities and indicate information.

Annotation Alignment. To align the artificial annotations with

automatic parsing results, we observe that PDFPlumber usually out-

puts spaces at the end of lines, even in a continuous paragraph. To

handle this issue, we remove these spaces according to annotations

with some heuristic rules. Inevitably, some annotated fields cannot

be found in parsing results. In that cases, we try to match the start

and end substrings of annotated field and locate text segment with

the minimum edit distance from the annotation.

Annotation Speed. To investigate the annotation speed, we em-

ploy three experts (Ph.D. students in NLP field) to annotate LIE. For

the extraction of TOC and sections, it takes about 10 mins to anno-

tate 100 triplets (TOC number, heading, body). The speed of relation

extraction is much slower, that is 1 hour for 100 triples (subject, rela-
tion, object). As a comparison, we also ask them to annotate

DuIE [21], a recent sentence-level relation extraction dataset, and it
takes only 15 mins for 100 triplets. It is expected since document-

level extraction requires an understanding of the whole document
to annotate entities and their relationships that usually span beyond

sentences or even paragraphs.

A MORE DETAILS ABOUT DATASET

To the best of our knowledge, LIE is the first document understand-
ging dataset for text-centered VRDs. We believe it will bring practical
doc2dial systems and benefit the VRD-based IE community because
the existing datasets only focus on form understanding and span
extraction. And it potentially has broad impacts since the tackled
issues also widely exist in tasks of other areas. Here, we attach
some details about the construction of LIE that are not mentioned
in the text to help understand its value.

Data Collection.3 We download product documents from the In-
surance Association of China website4. To collect official documents,
we first search for words such as "policy documents", then obtain the
PDF documents from the results on the "gov.cn" websites, and
finally develop some heuristic rules to remove these unsuitable
documents (e.g., blanks tables). As introduced in the main text, LIE
contains 18 and 15 relations for product and official documents.
We list all the relations in Table 6, which are designed under the

practical situation.

Table 6: Predefined schemas of relation extraction.

| Relation Type (Product) | Number | Ratio (%) |
|------------------------|--------|-----------|
| Insurance Liability    | 554    | 16.62     |
| Approved Time Limit    | 336    | 10.08     |
| Beneficiary            | 283    | 8.49      |
| Mode of Payment        | 227    | 6.81      |
| Insurance Period       | 214    | 6.42      |
| Company                | 200    | 6.01      |
| Extinctive Prescription| 189    | 5.67      |
| Claim Time Limit       | 177    | 5.31      |
| Refund Time Limit for Termination | 176 | 5.28 |
| Period of Payment      | 170    | 5.11      |
| Notification Time Limit for Accident | 155 | 4.65 |
| Waiting Period         | 144    | 4.32      |
| Age at Issue           | 106    | 3.18      |
| Hesitation Period      | 106    | 3.18      |
| Grace Period           | 98     | 2.94      |
| Recovery Time Limit    | 85     | 2.55      |
| Loan Time Limit        | 57     | 1.71      |
| Loan Ceiling           | 56     | 1.68      |

Total 3,333 100

| Relation Type (Official) | Number | Ratio (%) |
|-------------------------|--------|-----------|
| Carbon Copy Recipients  | 750    | 21.02     |
| Quote                   | 650    | 18.22     |
| Main Recipients         | 491    | 13.76     |
| Documents Number        | 426    | 11.94     |
| Appendix                | 261    | 7.32      |
| Issuing Agency          | 223    | 6.25      |
| Issuing Date            | 195    | 5.47      |
| Release Agency          | 169    | 4.74      |
| Release Date            | 169    | 4.74      |
| Effective Date          | 85     | 2.38      |
| Expiration Date         | 66     | 1.85      |
| Contact Number          | 55     | 1.54      |
| Period of Validity      | 19     | 0.53      |
| Fax Number              | 5      | 0.14      |
| Email Address           | 4      | 0.11      |

Total 3,568 100

3We focus on Chinese documents in this work and will expand to other languages in

the future.

4http://www.iachina.cn/

5For fair comparison, we utilize predefined schemes with the same size here.