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Abstract

The SARS-CoV-2 (Covid-19) pandemic has resulted in significant strain on health care and public health institutions around the world. Contact tracing is an essential tool for public health officials and local communities to change the course of the Covid-19 pandemic. Standard manual contact tracing of people infected with Covid-19, while the current gold standard, has significant challenges that limit the ability of public health authorities to minimize community infections. Personalized peer-to-peer contact tracing through the use of mobile applications has the potential to shift the paradigm of Covid-19 community spread. Although some countries have deployed centralized tracking systems through either GPS or Bluetooth, more privacy-protecting decentralized systems offer much of the same benefit without concentrating data in the hands of a state authority or in for-profit corporations.

Additionally, machine learning methods can be used to circumvent some of the limitations of standard digital tracing by incorporating many clues (including medical conditions, self-reported symptoms, and numerous encounters with people at different risk levels, for different durations and distances) and their uncertainty into a more graded and precise estimation of infection and contagion risk. The estimated risk can be used to provide early risk awareness, personalized recommendations and relevant information to the user and connect them to health services. Finally, the non-identifying data about these risks can inform detailed epidemiological models trained jointly with the machine learning predictor, and these models can provide statistical evidence for the interaction and importance of different factors involved in the transmission of the disease. They can also be used to monitor, evaluate and optimize different health policy and confinement/deconfinement scenarios according to medical and economic productivity indicators.

However, such a strategy based on mobile apps and machine learning should proactively mitigate potential ethical and privacy risks, which could have substantial impacts on society (not only impacts on health but also impacts such as stigmatization and abuse of personal data). Here, we present an overview of the rationale, design, ethical considerations and privacy strategy of ‘COVI,’ a Covid-19 public peer-to-peer contact tracing and risk awareness mobile application developed in Canada.
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1 Overview

1.1 Introduction

The SARS-CoV-2 (Covid-19) outbreak is the most widespread pandemic in a century and is currently the largest global crisis since the Second World War [1]. The pandemic has created a global health emergency that has drastically impacted all aspects of modern life and has strained global healthcare systems, economies, and political institutions [2, 3, 4]. Our rapidly evolving understanding of Covid-19 has challenged evidence-based decisions regarding strategies used to contain and prevent the spread of the virus [5, 6].

Manual contact tracing, which attempts to identify and isolate individuals at high risk of acquiring Covid-19, is the primary strategy used by public health authorities to track and reduce the spread of the virus [7, 8]. In recent months, automatic contact tracing solutions have been proposed to address several of the challenges with manual contact tracing [9, 10, 11, 12, 13, 14, 15]. They aim to reduce the cost and workload on healthcare professionals, the recall bias in remembering prior contacts, the inability to identify contacts from the general public (for example a supermarket worker), and the time delay between identifying whether a person was infected and manually alerting their contacts about a high-risk interaction with the person. Furthermore, while manual tracing can be very effective at the early stages of a potential epidemic, its efficacy declines as infection becomes more widespread and the number of contact tracers needed grows [16, 8]. Finally, it requires individuals to have a certain level of comfort in disclosing potentially sensitive information about their social circle to government officials [17].

Privacy is a serious concern for both manual contact tracing and automatic tracing solutions [18, 19, 20, 11]. Contact tracing as it is typically conceived requires that individuals provide some amount of personal information to state authorities [21]. With manual contact tracing, this takes the form of diagnosed patients trying to recall all of their physical encounters in the past two weeks and report them to a public health official, who then attempts to contact each individual listed and asks them to undertake a similar recall exercise. Automatic contact tracing, which relies on either Bluetooth or GPS from users’ phones to detect when they have been in contact with each other, can also be implemented in a centralized way. The disclosure of personal information to state authorities takes the form of a centralized database that tracks contact encounters among identifiable individuals [14, 10].

While technological solutions can amplify the impact of contact tracing, if implemented incorrectly, they may also pose significant risks to citizens [22, 20], including loss of civil liberties, erosion of privacy, and government or private surveillance [23]. There has recently been a robust debate on the difference between centralized and decentralized digital contact tracing, ranging from whether such a distinction is truly meaningful [24] to a focused critique of the privacy implications of centralized systems [25, 26]. These concerns may significantly limit the efficacy of such applications as citizens who do not trust an app would be unlikely to use it or use it appropriately. Democratic societies must therefore employ a privacy-protecting approach to digital contact tracing to enhance public trust in such applications [22, 20, 27]. The need for decentralized contact tracing has prompted a surge in proposals for privacy-preserving automatic contact tracing strategies [13, 11, 12, 15, 28]. Decentralized approaches automatically notify recent contacts of their risk without entrusting any identifiable contact information to a centralized governmental authority.

Beyond the most basic feature of contact tracing—notifying individuals when they have been in contact with an infected person—an effective public health app can provide a wide range of capabilities to assist its users in making actionable decisions [29] and to assist in the development of better epidemiological models and better public policies [30]. While most automated contact tracing proposals can only provide a binary notification (i.e., an individual either was exposed to someone who tested positive for Covid-19 or not), a more realistic multi-level risk gradation, where risk is based on additional factors such as symptoms, comorbidities, and occupation, allows for nuanced suggestions and an augmented understanding of individual and collective risk. While this additional sensitive information should by default be kept securely on each
user’s phone, giving app users the option to volunteer their data pseudonymously for the construction of epidemiological and risk assessment models empowers them with the ability to contribute meaningfully to the fight against Covid-19 and to the quality of the predictor used in their phone.

In this white paper, we describe the design of COVI, a privacy-protecting mobile application based on Bluetooth proximity detection, developed for Canada. The COVI application aims to achieve the following goals: 1) reduce and control the number of infections by empowering citizens, in the broadest sense of the term, to protect themselves and others by following targeted recommendations based on their infection risk; 2) extract crucial information to inform and guide a data-driven approach to public health policy regarding pandemic confinement and deconfinement planning; and 3) establish strong privacy protections using a decentralized strategy to keep users’ personal information away from other individuals, companies and governmental organizations. This white paper introduces the overall philosophy and approach behind COVI, and demonstrates how—by combining research from public health, epidemiology, privacy, machine learning (ML), ethics and psychology—COVI aims to mitigate risks while empowering citizens to make evidence-based decisions about their personal response to the Covid-19 crisis.

1.2 Primary goals of COVI

1.2.1 Reduce the spread of Covid-19

The primary aim of COVI is to reduce the spread of Covid-19, in order to: 1) reduce the morbidity and mortality associated with Covid-19 infection; and 2) reduce the burden of Covid-19 on healthcare systems. To achieve this aim, the primary strategy of COVI is to inform individuals of their infection risk so they can act responsibly to protect themselves and others and limit the spread of the virus.

COVI leverages probabilistic risk levels (as detailed below), rather than binary results of confirmed infection (or not), to assign Covid-19 infection risk levels to app users. This probabilistic risk is modified and updated based on two main categories of information—users’ individual profile and interaction profile. Individual profiles arise from user-entered information including demographic information, baseline comorbidities, occupation and the presence of new symptoms. The interaction profile arises when two or more users converge in physical proximity. The probability of transmission depends on details such as distance apart, time spent in an interaction, the prior contacts of an individual, and the use of masks or other physical separation devices. The combination of this information generates a machine learning (ML) derived personalized probability distribution of the user’s likeliness of being infected, when the infection may have occurred, and the expected contagiousness on different days after infection.

COVI then empowers citizens to take a progressive, proactive approach to managing infection risk for themselves and others. The specific individual risk level will not be displayed as the response to receiving a specific risk number can be heterogeneous and elicit counter productive behaviour [31]. Instead, when a user’s risk level increases, evidence-based messaging [32] previously approved by public health authorities [33] will be provided through the app. This messaging will recommend various actions that can be taken by the user to reduce Covid-19 infection risk.

While the app can greatly assist the efficiency and accuracy with which tracing can be done, it cannot (and is not intended to) fully replace a healthcare worker, especially in difficult cases where professional judgment is needed. Instead, COVI aims to complement manual contact tracing and represents a strategy to optimize the constrained resources of public health institutions. When COVI computes a high risk for an individual, that person may be guided towards local public health services for testing followed by manual contact tracing, with consent.
1.2.2 Inform a data-driven approach to Covid-19 public health policy

In addition to direct contact tracing and providing earlier awareness of infection risk to individuals based on the propagation of Covid-19 risk across users of the application, COVI aims to provide a greater understanding of factors contributing to disease transmission, thus informing public health policy regarding containment and de-containment policies through epidemiological models fitted to the data collected on phones. The application will be gathering baseline demographics and comorbidity which have been identified as being prognostic for acquiring a Covid-19 infection and having increased risk of adverse outcomes with an infection. Individuals can enter in real time the onset of symptoms and which specific symptoms may be occurring. Furthermore, the symptom profile can be updated over time, thereby creating a symptom evolution profile. These details are often challenging to acquire in epidemiological studies due to recall bias [34]. Such information will be integrated into ML and epidemiological models (see below) to gain a more granular understanding of viral transmission dynamics. It has been modeled that infectiousness can start approximately 2.5 days prior to symptoms onset with peak virulence in the day prior to symptom onset [35, 36]. Viral shedding appears to plateau for 5-7 days, followed by a decline. While these details are key in understanding general viral profile in an infected individual, the ability to understand how this information translates into real-world viral transmission is limited [37]. By matching individual level symptoms onset, digital contact tracing, the individual profile, and details of the contact profile (as described in Section 1.2.1) with self-identified and officially verified health data of Covid-19 diagnoses, COVI will provide critical information to enhance our understanding of real-world viral transmission and of the dynamics of the spread of the virus in the population of app users.

Analysis of this data can provide a more precise understanding of the progression of the pandemic, which is critical to the creation of effective public health policy [38]. The epidemiological ML models trained on that data can be used to evaluate and optimize public health policies by simulating their future effect on the spread of the disease based on the response of citizens to public health recommendations, sometimes directly delivered through the app and selected as a function of the user profile and risk level of the individual. As the pandemic progresses, effective deconfinement strategies gain greater importance to aid in transitioning a population from strict to more lenient social distancing. With an understanding of how different user profiles influence infection risk, more targeted approaches to deconfinement can be proposed. The ML models can be provided in aggregate de-identified formats to local and regional public health agencies. This may inform region-specific strategies to loosen social distancing. COVI can further provide real-time and spatially localized feedback of viral transmission once such policy changes have occurred. This will be essential as governments cautiously explore deconfinement strategies.

1.2.3 Protect privacy and maintain public trust

Despite the advantages of digital contact tracing, it raises legitimate concerns about individual privacy and civil liberties in democratic societies. In order to achieve the goals provided in Sections 1.2.1 and 1.2.2, strong privacy protection is paramount to maintain public trust in the technology and mitigate risks to human rights and democracy.

COVI is designed to minimize the collection, use and disclosure of personal information and maximize the opportunities for users to give consent, while fulfilling its core purposes. There are two principal reasons for COVI’s privacy-centric approach. First, we regard privacy as a form of public good, having value for the proper functioning of democratic political systems [39, 40] and civil society generally [40, 41]. Massive adoption of contact tracing systems that do not sufficiently integrate privacy into the system design can pose a genuine danger to these institutions. Second, individuals all value their privacy at least to some degree, and because contact tracing depends so strongly on the network effect—there needs to be a critical mass of users with the app installed for it to be most effective—maximizing privacy protection therefore becomes a
defining criterion for user adoption [42, 19].

It has been widely documented that automatic tracing systems risk offending the core privacy values of both those citizens who are suspicious of state intrusion as well as those who fear the potential humiliation or even reprisals brought on by having personal information exposed to third parties [18, 43, 44, 20]. Because automatic tracing systems can have far greater reach than manual tracing efforts, the potential effect on individual privacy is commensurately extensive. Despite the significant impact on privacy, however, the ability to collect data about the spread of the epidemic at a much faster rate than is possible with manual tracing may prove a key weapon to combat it. This leaves the governments of democratic states apparently impaled on the horns of a serious dilemma: to traverse the pandemic, must those governments choose between the preservation of life or fundamental human rights principles?

Fortunately, it is a false dilemma. While any contact tracing system involves trade-offs, some of those trade-offs will be more palatable to democratic societies than others. COVI’s contact tracing methodology is not an extension of central state authority efforts to locate and inform individuals. The COVI system also is designed to avoid as much as possible the possibility of third parties knowing an individual’s risk level or infection status, while still exchanging enough information to positively affect individual behaviour and enable those other users to protect themselves and others.

The opportunity cost entailed by the COVI approach is borne principally by the state, which has less information in its hands to exert direct control over the pandemic. However, this lack of direct control need not translate into harm to the community. Using COVI in lieu of more invasive contact tracing methods can still benefit from the primary aim of contact tracing, which is to isolate and test those at higher risk of having an infectious status, provided that the recommendations made by the application are followed by the great majority of participants. State actors, moreover, can still benefit from the aggregate data that the system collects, which will aid in the formation of policy. In consequence, the trade-off presented by COVI results in minimal negative impact on the civil society of democratic states.

Furthermore, COVI seeks consent for the collection, use and disclosure only of that information that is needed for application function or to optimize its efficacy. In order to promote individual empowerment within the COVI consent framework, we also provide options where feasible. For further discussion of the consent framework, please see Section [2].

COVI’s approach to maintaining privacy involves a multi-faceted strategy that makes privacy central to the application’s functionality. COVI’s primary approach to protect privacy is to decentralize the communication of risk between users [45, 46, 13]. Furthermore, sensitive information about the digital contact trail (their networks of contacts) is by default only stored on their phone. This is done through cryptographic protocols to communicate securely between phones and between the server hosting the ML and epidemiological model. Finally, pseudonymized and aggregated data about users’ individual and interaction profiles compiled with their consent is managed by an independent, not-for-profit organization whose sole mission is to protect the privacy, dignity and health of users for the time of the Covid-19 epidemic. This secured data will be used to train the ML predictive and epidemiological models. The data collected can never be used for commercial purposes, nor sold to private companies and will all be deleted as soon as the pandemic is over. Furthermore, information stored on user’s devices will be purged on a rolling basis typically every 30 days (See Sec. [2.6.4]). It cannot be used for surveillance or to enforce quarantine, and the government does not have access to the data beyond the aggregate level data shared with health authorities to inform decision making.

This approach—putting power in the hands of citizens—is the natural complement to protecting privacy model [47]. Data confers power (which is why privacy concerns are so important); accordingly, the citizen could provide power to a government, for instance, by supplying the government with data. By retaining control of their data, citizens themselves hold the power as well as the responsibility to take action to address the crisis.

The application serves to organize information in such a way as to support individuals in taking informed decisions, so that they can use their power effectively and fulfill the responsibilities that they take on to
influence the outcome of the crisis. Agency always remains squarely in the hands of individuals who choose to install COVI: citizens decide how much of their data to share, and how to respond to the recommendations it provides.

However, it bears mentioning that COVI’s use of a more sophisticated risk message passing protocol, as opposed to the more traditional binary contact tracing, presents additional privacy risks. We believe these risks to be acceptable in the face of the extraordinary public health challenge presented by the pandemic and the advantage brought by machine learning in terms of reducing the reproduction number of the virus (the number of new persons infected per infected person), see Section 4.5, so we have developed a protocol designed to minimize the privacy risks they introduce. From the outset of the project, we have worked with the Office of the Privacy Commissioner of Canada on a review of our protocol and have applied the principles of the Joint Statement by Federal, Provincial and Territorial Privacy Commissioners of May 7, 2020 entitled “Supporting public health, building public trust: Privacy principles for contact tracing and similar apps” [48]. Furthermore we have have sought to respect the foundational principles of “privacy by design” [49]. For detailed discussion of the protocol and its attack surface, please see Section 2.3.

1.2.4 Protect human rights

The right to privacy is protected by the Canadian Charter of Rights and Freedoms as well as by the Quebec Charter of Human Rights and Freedoms. However, technologies including the COVI app can have an impact on other rights and freedoms. COVI has taken a human-rights by design approach to building and governing the app [50]. We have also put thought to ensure that the app not only “passively” respects human rights (e.g. ensuring that the algorithm not reproduce discrimination or biases), but we have also put in place a set of measures to ensure that Canadians rights and freedoms be actively protected at all times.

By way of example, the COVI Project has taken the following steps:

- COVI will be made available in multiple other languages than French and English, including Indigenous languages.

- COVI will be collecting voluntarily and based on users consent additional data to help foster our understanding of whether and how the pandemic and the associated public health measures impact different communities or populations.

- The governance of COVI as an independent not-for-profit is structured to ensure that members of marginalized communities as well as Indigenous peoples are involved in making all important decisions related to the app and its associated data. Moreover, one of the core mandates informing COVI governance will be to ensure inclusion, diversity and equity at all times.

- COVI and its governance are independent from governments and will not allow any of its data to be used for surveillance, punitive or allied purposes.

1.3 App overview

1.3.1 User interface

The COVI interface for users works as follows. Upon download, users are provided with an overview of how the app works and the privacy implications of using COVI (See Section 2). After the user’s age is verified, they are prompted to fill out a short demographics and health pre-conditions questionnaire to initialize the application. By default, all this data stays on the phone. Once the onboarding is complete, the user arrives on the home screen. There are four primary elements to the screen:
• The tailored recommendations feature that helps users make real-time decisions daily about their activities based on their personal level of risk (out-of-app actions).

• The “action cards” feature that prompts users to input additional/updated information to further tailor their risk profile (in-app actions).

• A survey and data visualization feature to allow users to express what is important to them and see how the crisis is unfolding.

• A “share” button for the user to help promote adoption of COVI among their friends, family, colleagues, etc.

Beyond these on-screen elements, COVI also supplies notifications to the user, either to update their in-app information (low-priority actions) or when urgent recommendations are updated (high-priority actions). When users are not actively using the app, it runs in the background, exchanging risk levels (in a cryptographically protected way) with other app users that they encounter. If a user gets tested for Covid-19, they will, in earlier versions, be able to self-report the results of the test. In upcoming versions, users will be able to fetch their test results directly within the COVI application. When they input (or receive) a positive result, they will be asked for further consent to have it shared (through their elevated risk level) confidentially with recent contacts.

1.3.2 Background Processes

The user-facing functionality of the COVI app is powered by background processes which predict the user’s risk level, record contacts, and retrieve the risk level information for recent contacts. At its core, the COVI app is built around contact tracing and exposure notification. Like many other automated contact tracing proposals [45, 10, 11, 12, 13], phones make use of Bluetooth information to determine contacts. We are currently testing several different Bluetooth frameworks—including TCN [45], Google-Apple Exposure Notifications [13], and a new system developed by the NHS [51]—for determining contact events (See 2.3).

Unlike many other digital contact tracing efforts, instead of simply tracing binary exposures to diagnosed positive Covid-19 cases, COVI uses Machine Learning (ML) to locally compute scalar risk levels which estimate when a user may have been infected and what their contagiousness might be at different days in the recent past. Although diagnosed Covid-19 cases are maximum risk, individuals who haven’t been diagnosed can still present non-zero risk, e.g., they might be asymptomatic but contagious. When these risk levels are substantially modified for a particular day in the past, they are then sent to all contacts of that day, enabling the network of COVI apps to recompute everyone’s risk levels in a decentralized way, improving the overall accuracy of predictions. While risk levels play a major role in the background, they are never presented explicitly to the user.

Note that although we use Bluetooth to identify proximity with other users, we will use local GPS (transformed appropriately to obtain k-anonymity) as an indirect feature for the risk predictor and for epidemiological modeling. For volunteers consenting to contribute their data for research, coarse-grained location information will also be sent to the COVI ML server and aggregated across users for the purposes of creating heat-maps, without associating them to traces of individual users. It suffices that a smaller fraction of the population opts in to yield sufficient training data for the predictor.

1.4 Use of machine learning

The information generated from raw automatic contact tracing is not very actionable to users. Should someone who has had a single short contact with an infected person take self-quarantine as seriously as someone who has had multiple lengthy contacts (such as at a workplace)? If a person has reported many of
the symptoms of Covid-19 but has not yet been able to get tested, should their contacts still be alerted? In manual contact tracing, a health official uses their professional judgment when making recommendations to contacts, which is time consuming and requires substantial expertise. COVI aims to take advantage of ML to optimize and automate the integration of clues regarding the possibility that a person is infected, and use the resulting graded risk levels to drive appropriate recommendations and signals sent to other users so they can update their own risk assessment. Users of COVI can opt into sending their data (see Section 2.4) to COVI’s secure ML server, where it is used to train two distinct but complementary models, the risk predictor and the epidemiological simulator.

1.4.1 Risk predictor

Instead of presenting users with raw data on contact events, COVI internally computes a set of risk levels for the past two weeks. The computed personal risk levels are based on a combination of user-reported symptoms, demographic information, and information about contact events, including estimated contagiousness (risk levels) of those encountered. They are then used for two purposes. First, the current risk level is fed into the personalized recommendations the app makes to users (see below). More precisely, an ML model predicts the probability that a person has been infected, and how contagious that person was in the recent past and today. The estimated contagiousness in past days is crucial to inform the app of other users encountered in the recent past so that they can recompute their own risk levels. For example, imagine that Alice and Bob spent a lot of time together 3 days ago, and that because of newly available information, Bob’s device estimates that he is probably infected and that he was likely very contagious in the last 4 days. Bob’s phone would then send a message to Alice’s device about his updated expected contagiousness 3 days ago. Alice’s device would then recompute her risk levels. By having that updated risk information at a time when she could herself become contagious but before developing symptoms, COVI enables early awareness of possible contagiousness. COVI would highlight messages on Alice’s app suggesting that she increase isolation and minimize contacts. If Alice reacts like most people who realize they may be infected, she will act responsibly and considerably reduce the silent spread of the virus which would have otherwise occurred. From a probabilistic perspective, the risk predictor takes observed data from the last two weeks and predicts the probability distribution of past unobserved variables (like having been infected during a particular encounter, or the degree of contagiousness on different days in the past).

1.4.2 Epidemiological simulator

The volunteered pseudonymized data can also be used to fit an individual-level epidemiological model which captures the stochastic flow of events forward in time, through asynchronous events corresponding to movement of people, encounters between people, medical events (like becoming infected, having a particular viral load or some relevant symptoms) and behaviours (like wearing a mask at work, spending more or less time in different categories of locations like shops, offices, hospitals or parks). The epidemiological model includes prior knowledge about the relevant aspects of people’s lives (like displacements and behaviours such as wearing a mask) and is structured around many conditional probabilities for the above events which change the state of the system. These conditional probabilities are parameterized and these parameters can be estimated, with methods described in Section 4, taking advantage of the risk predictor to sample the unobserved variables such as being infected and the degree of contagiousness. These epidemiological models can then be incorporated in a simulator that can be used by public health officials in several ways: to geographically map out the development of the disease (e.g., areas where people are getting infected faster), to understand the choices of citizens (e.g., where are people better or worse at following recommendations) and to better define the factors which matter for contagion and how they interact. These epidemiological models can also be used to simulate the evolution of the outbreaks under different hypothetical scenarios, and
to optimize public policy with respect to objectives such as minimizing the number of hospitalizations due to
the disease or keeping the daily reproduction number $R_t$ below 1.

See Sections 3 and 4 for more details on both the risk predictor and the epidemiological model and how
they can be trained together with methods such as amortized variational inference.

### 1.5 User experience

While the technological implementation presented here represents a viable tool in reducing Covid-19
infections, the success of voluntary digital tracing is highly correlated with citizen uptake, participation in
data sharing, and sustained use of the application. In the same vein, because of the inherent risks associated
with citizens sharing private data and receiving public health information, COVI was designed to align with
with the interests of users. Psychological science has shown us that the best manner of doing this is not
through coercion but by eliciting the evolving preferences of users. A large emphasis of COVI’s design will
thus be on creating measurement mechanisms (in-application surveys, focus groups, etc.) that allow us to
better understand users and adjust settings and informational environments in a way that corresponds with
their expressed (not assumed) best interests. Evidence-based approaches from various sub-fields of science
are used to achieve these goals in a number of ways, giving rise to the following foundational principles that
guide COVI’s road-map.

- **User preferences drive end-to-end experience.** As government recommendations about appropriate
  personal responses to the crisis evolve and become more gradated and situation-dependent, it is
  important to understand users’ evolving risk preferences. COVI uses a variety of measurement tools—
  at a population level, during the on-boarding process, and throughout the application’s life-cycle—in
  order to elicit these preferences. Importantly, decades of research have shown that it is insufficient to
  ask people what they prefer—preferences must be elicited, validated and updated often [52, 53].

  At the same time, we understand that initial engagement, regular interaction and sustained use are
  critical to COVI’s impact on population level health outcomes [8]. Thus, the effective support of user
  preferences must be complemented by an engaging informational and visual design. We accomplish
  this by leveraging ergonomic checklists, user experience best practices and constant usability audits.
  In addition, emphasis is placed on creating engagement measurement mechanisms that allow for
  constant variant testing and iteration. This combination of closely tracked user preference and effective
  user experience result generates a dynamic interface that adapts to each user, allowing their ongoing
  interactions to be both empowering and engaging.

- **User comprehension is prioritized and verified rather than assumed.** Disclosure psychology tells
  us that there is a world of difference between “technically disclosing” and “effectively communicating”
  [54]. In an effort to bring full transparency to COVI, the app (1) continuously and prominently displays
  a link to the privacy protections COVI utilizes, as well as to the privacy agreement itself and (2)
  employs user testing to ensure that these statements are not just de-facto present but are also reflected
  in users’ awareness.

- **User empowerment to protect themselves and others is maximized.** Effective communication
  with the public regarding the evolving situation and appropriate course of action during a crisis is
critical—especially when the public’s reaction is the key driver of recovery. Information must be
communicated clearly and recommendations must come from a place of authority. However, as with
all communication, the meaning is in the response. With this in mind, we have combined an approach
based on (1) established evidence from the field of crisis communication [55], (2) an ongoing collection
of primary data examining Canadians’ reactions to message variations and (3) user data examining the
link between messaging and likelihood of reducing risky behaviour. We use these tools to ensure that the application empowers users to act in a way they deem appropriate.

- **User psycho-social well-being is promoted.** Given the sensitive nature of the communication contained within COVI, it is important to monitor users’ reactions and ensure that we are not creating undue strain. While a complete lack of stress is an inappropriate reaction to a crisis, creating non-actionable urgency can cause mistrust and fatigue that impedes engagement with recommendations. In addition, such psychological strain can have more serious effects—from raising levels of anxiety to increasing instances of domestic violence [56]. Therefore, special attention must be paid to ensure that the data and recommendations contained within COVI are carefully crafted to deliver need-to-know information that limit the psychological strain.

- **User inclusivity acknowledges the diversity of their needs.** The Covid-19 crisis presents differential pressures and risks for different segments of the population [57]. Unfortunately, marginalized groups [58] are both the most likely to be affected and the least likely to be able to access and use a tool such as COVI. For this reason, COVI uses accessibility best practices from the very beginning and leverages access, diversity and inclusion frameworks to identify possible gaps as early on in the product life cycle as possible in order to then address them as quickly as possible.

  Gender dynamics in Canadians’ response to Covid-19 is an issue that is of particular interest in the context of inclusivity [59]. By including gender analysis frameworks in our ongoing user behaviour tests, we are continually gaining a better understanding of the potential risks associated with gender dynamics (e.g. the risk that tracing technology be used as a way to limit freedom of movement of a partner) as well as the opportunities (e.g. developing models of household penetration of COVI while factoring in gender issues).

  See Section [5] for more details on the psychological and user interface aspects of the app.

### 1.6 Comparison with other approaches

There are many different approaches to contact tracing [12, 10, 28, 13, 20, 60, 11, 61]. Although a full taxonomy of contact tracing methods is beyond the scope of this white paper, we do think it is important to discuss some of the major design choices we made in building COVI as they relate to choices made elsewhere.

#### 1.6.1 Manual vs. automatic

One important consideration is the degree to which a human has to be in the loop. Recall that classical fully manual contact tracing involves a human contact tracer asking the patient to recall all of their contacts and locations in the last two weeks. The MIT PrivateKit SafePaths/SafePlaces approach [20] and the Singapore’s TraceTogether [10] app are augmentations to manual contact tracing, providing extra information to make manual contact tracing easier, but still retaining human judgment and touch. This involves a significant amount of work on the part of public health authorities, but also enables careful professional judgment of the severity of contact.

On the other hand, fully automatic approaches [60, 28] have the benefit of requiring much less work on the part of the public health authorities, but also may lack the benefits of professional judgment. Fully automatic approaches may also be more vulnerable to malicious parties attacking the system, because there is no built-in safeguard of human judgment at every step.

Due to how overwhelmed Canadian public health authorities are, we chose to have COVI fall much closer to the fully automatic end of the spectrum, while retaining a point of contact with public health authorities by providing high-risk or infected users with recommendations to report for testing. In this way, COVI can be
complementary to manual tracing while also having the potential of making a significantly positive impact on its own, with no need for a human in the loop at the time where it matters, i.e., when early warning signals are being propagated through the network of contacts. Finally, the removal of a human in the loop reduces the risk of privacy breach and misuse of user personal data by a government authority.

1.6.2 Types of risk messages

The vast majority of contact tracing apps send binary exposure notifications, or at most a two-level notification where symptomatic diagnoses and clinical tests are differentiated. Like the NHS contact tracing app [62], COVI is seeking to send multi-level risk messages. The newly proposed Google-Apple API and the TCN Coalition protocol also includes some support for non-binary risk messages [13, 45].

Although binary contact tracing reveals less information about users (notably, users who are not diagnosed reveal no information at all), sending multi-level risk messages allows for early and accurate customized recommendations to individuals. We believe that the additional value COVI offers in more accurate personal risk levels and recommendations is worth the trade-off made in asking users to send more information to their contacts. This additional information translates into more precise customized recommendations, and can have a significant impact on the ability of COVI to empower users with the knowledge they need to protect themselves and others, especially in the pre-symptomatic phase of the disease. The use of ML to integrate complex clues which would otherwise require human intuition mitigates the absence of direct human intervention into a fully automatic contact tracing app. By sending multi-level risk levels and enabling accurate risk predictions, COVI can automatically give more relevant recommendations and perform triage on potential exposure events. Of course, users will receive recommendations to contact a health professional when appropriate, and by augmenting binary tracing with risk messages, COVI addresses the shortcomings of automated tracing.

1.6.3 Centralization of data

The types of attacks and adversaries one seeks to thwart play a central role in the design of contact tracing apps. The volume of potential sensitive information, ranging from social contacts to medical histories to location histories, on a large subset of a citizenry rightly raises questions about abuse [19, 11, 12]. Thus, the degree to which people trust central authorities should be central in the design of a tracing app.

One simplistic way to design a contact tracing app is to upload full trajectory/contact information of all users to a central authority, who performs the matches. The Israeli government seems to have proposed such an approach [63]. Obviously, this is not at all private with regards to government authorities, but it does have the advantages of allowing the government detailed data on which to make public health decisions, in addition to allowing them to exercise professional judgment for manual contact tracing. Furthermore, because all of the data is directly held by the central authority, in the absence of a data breach (though those are worryingly common [64]), everyone’s data is protected from other individuals.

However, many residents of other countries are less willing to hand over all of their data to a single central authority. Especially if app installation is voluntary, it then becomes necessary to design apps that have greater privacy guarantees. Many apps have thus instead taken a partially centralized approach in the binary tracing setting, where only diagnosed users upload their contact/trace data to a central server. The central server can then use that data to notify users that they may have been exposed. Classical manual contact tracing falls into this category, as well as the augmented manual contact tracing app TraceTogether [10]. This partially centralized approach gives the central authority data on all diagnosed users and their contacts/traces, and is a compromise that seems to be gaining traction in some circles, such as the Pan-European Privacy-Preserving Proximity Tracing approach [14]. Unfortunately, this partially centralized approach is incompatible with
COVI’s sending of non-binary risk messages, because non-diagnosed users are sending around risk messages alongside infected users. Any central authority would therefore gain data on nearly all users of the app.

Even further along that spectrum is the group of fully decentralized approaches, which attempt to prevent any one authority from having full contact/trace information. Although most of these approaches involve sending data via a central server, the server does not get unencrypted/identifiable data in decentralized approaches. COVI, and many of the other recent proposals, including DP-3T [28], covid-watch [61], TCN Coalition [45], MIT PACT [12], Washington PACT [11], and the new Google-Apple API [13] attempt to meet this standard using a variety of different technologies. Fully decentralized approaches for binary contact tracing are arguably easier to protect, though there are still inherent privacy limitations (Section 2.2).

Due to technical limitations related to the bandwidth of sending around many risk level messages, COVI Canada currently uses a different strategy (Section 2.3) while also evaluating the feasibility of switching to either the Google-Apple API or TCN in the interests of interoperability and using open standards.

2 Privacy and Consent Details

As discussed above in Section 1.2.3, COVI is designed to collect, use and disclose as little personal information as possible and present as many opportunities for users to consent while still performing its intended purposes. By doing so, COVI complies with what Canadian private sector privacy laws require. In several respects, however, COVI aims to go well beyond the minimum effort needed to satisfy the requirements of such privacy laws, which usually permit a flexible, pragmatic balance to be struck between individual rights and the needs of organizations that use personal information to provide their services. COVI does not aim to take advantage of what the law allows; instead, COVI seeks to provide its services while achieving privacy in the robust sense of maximizing individual control over information about oneself [65, 66].

In Canada, the collection, use and disclosure of personal information in the private sector is governed by the Personal Information Protection and Electronic Documents Act and all provincial laws deemed substantially similar thereto. While there are differences between the federal and provincial statutes, these laws generally seek to ensure that organizations that collect, use and disclose personal information, among other things, (i) are held accountable for personal information under their control, (ii) are transparent about their privacy practices and the purposes for which personal information is collected, (iii) respect the principle of data minimization, (iv) apply appropriate security safeguards and (v) seek meaningful consent in a form appropriate to the circumstances and the nature of the personal information.

When considering COVI’s privacy model, it is important to bear in mind that privacy laws – Canadian laws included – are typically framed with the assumption that some level of trust will need to be vested in an organization which will act as custodian or controller of personal information. These laws aim to ensure that this trust is well founded by providing rules governing considerations such as those raised in the previous paragraph, and by endowing regulators with the power to investigate complaints, issue public reports and in some circumstances levy monetary penalties.

With respect to its core functions, the COVI privacy model has been designed to eliminate, to the extent possible, the need for this kind of trust. As reflected in the discussion below in Section 2.3, the steps taken to encrypt and obfuscate both the content and the routing of data that traverses the messaging system, and the deliberate decentralization or federation of control over various elements of that system, collectively seek to eliminate the need to vest significant trust in the organizations that act as service providers in the system, or in other users (within limits). While not entirely achievable in fact, the aim of the framework is to render the information circulating within the system meaningless to anyone but the intended recipient and frustrate third parties seeking to undermine that aim through snooping, coercion or bribery. Privacy laws as interpreted by regulators do not typically require organizations to go to these extremes to respect requirements related to security safeguards and data minimization.
That being said, because trust must be vested by users in the system as a whole, COVI also seeks to maximize accountability and transparency, and follows an express consent model to ensure meaningful consent. In support of accountability, COVI and its information ecosystem will be placed under the supervision of an independent entity constituted for this purpose, which will act as a fiduciary administrator of the COVI system and take responsibility for its operation as well as ongoing optimization of the privacy model. With respect to transparency, in addition to the customary privacy policy, COVI will publish accessible infographics through its website, this whitepaper, and release the source code for inspection under an open source licensing model. In support of obtaining meaningful consent, COVI seeks consent separately for different personal information elements and makes consent optional to the extent practically possible, as explained further in Section 2.1.

2.1 Consent

COVI seeks consent for the collection, use or disclosure of different personal information elements at different moments of the user experience. Although the form of consent requested is always express, it is presented as a condition of service (i.e., required) or optional depending on the nature of the information at issue and the purposes for which it will be used. In what follows we describe the consent sought at each of these moments.

2.1.1 Consent for use of data for core functions

During installation and onboarding of the application, COVI users are asked to expressly consent to permit COVI to collect, use and disclose the minimum amount of information needed to perform contact tracing, calculate risk of infection and exchange risk messages. In the initial implementation, the consent collected will be as follows:

- Consent will be obtained from application users for the collection, use, and disclosure of the following information, as a condition of use of the service, by means of consent language and a privacy policy:
  - GPS-based geolocation history (only blurred positions are kept, at the level of StatCan’s dissemination areas, for the purpose of predicting location-based risk and modeling the spatial evolution of the disease)
  - Random contact IDs generated by the application
  - The user’s current risk levels

  The application will not function properly without this information and as such the user’s consent is a condition for use of COVI. It is, however, important to note that with respect to the disclosure of this information, the privacy protocol seeks to reduce its informational content to the greatest degree possible before it leaves the user’s device; risk levels, for example, are sent to contacts without third parties (including government) having access to this information or the ability to connect it to any individual (see 2.3).

- Consent will also be obtained from application users for the collection and use of the following information, as a condition of use of the service, by means of consent language and a privacy policy:
  - Age (user-reported)
  - Sex (user-reported)
  - Health conditions (user-reported)
  - Active symptoms (user-reported)
- Ongoing relevant behaviour (user-reported)
- Coarse geographical location (measured by GPS)
- Movement statistics (measured by GPS)
- Analytics information (use of application features that does not reveal any sensitive information about the user)

All of these data, apart from the analytics information, will be fed into the applications risk assessment function (along with current risk level). Risk assessment will be undertaken locally on the application installed on the users device. None of this information will leave the device unless the user opts to allow it to be sent to COVI Canada for training the ML model and assist (in aggregated form) in epidemiological research by government or other third parties. The analytics information, which allows COVI Canada to track events such as whether users have completed installation and onboarding of the application, will be sent to COVI Canada in a pseudonymized form. We consider this collection as necessary for the function of the COVI application as it is critical that the application gain wide adoption in order to maximize its efficacy in respect of its core purpose. If a significant percentage of users are failing to complete onboarding, thereby preventing the application from functioning to propagate risks, knowing this will allow us to change messaging strategy, UI or UX in order to encourage completion of the onboarding process. While the information so collected leaves the device, this is not a disclosure, as the information is provided only to COVI Canada, which is the organization accountable for the application and its information ecosystem. The information is also manifestly non-sensitive in nature and is not associated with any information that would allow a third party to trace it back to the originating device.

2.1.2 Consent for use of official positive test result

Upon receipt of an official diagnosis, COVI users may optionally consent to have COVI utilize an official positive test result for updating the user’s risk level, which can then be used to improve the estimation of other users’ risk level on their devices. The entry of the official diagnosis requires an authentication step involving interaction with the databases of health authorities that contain official diagnostic information; given the particular legal requirements in each jurisdiction a uniform approach may not be possible. In any case, following this authentication step the user will be expressly asked to consent to the collection, use and disclosure of the official positive test result. If consent is granted, the application will onboard the official result and use it to calculate a new risk level. The updated risk level will then be communicated to recent contacts, to be factored into each contact’s risk assessment. Although the official result itself is not shared, because the effect of the positive result on the risk level calculation will be to drive it towards its maximum possible output value, we treat the updated risk level as a de facto indicator of positive infection status and therefore the communication of this information as a disclosure of the result. Those contacted will not be told which of their contacts tested positive. Each contact’s copy of the COVI app will calculate that contact’s new risk level, and the end-users will only be given a set of customized recommendations based on that new internal risk level assessment.

2.1.3 Consent for use of data for research purposes

Upon installation or at any time thereafter, users may grant consent on an opt-in basis (and may subsequently opt-out, at any time) to send certain information at scheduled intervals to the COVI ML server for the purposes of training ML and epidemiological models and sharing aggregated data with the government and other third parties. Users will be asked to consent to the collection and use of the following information, which will be sent to COVI researchers in pseudonymized form:
• Age (user-reported)
• Sex (user-reported)
• Health conditions (user-reported)
• Active symptoms (user-reported)
• Ongoing relevant behaviour (user-reported)
• Coarse geographical location (measured by GPS)
• Movement statistics (measured by GPS)
• Certified positive infection status (if entered, pursuant to the consent provided under)
• Analytics information (use of application features that may reveal sensitive information about the user)

This data, apart from the analytics information, will be used for improving the risk prediction and epidemiological models. It will also form the basis for generating aggregated, population-level data to be shared with government actors and other third parties, solely for purposes relating to efforts to understand or combat Covid-19. The analytics information will allow COVI Canada to assess such matters as the efficacy of recommendations with respect to lowering risk levels.

All pseudonymized data will remain on COVI servers, and all processing of such data into aggregate form will take place before any aggregated data is provided to government or other third parties.

It is important to note in relation to the consent sought here that we regard the training of the ML model of fundamental importance to the core purpose of the application, even though we provide users with the power to opt-in or out. Although the ML model is initially trained with synthetic data to a degree that provides a moderately effective risk predictor, the model requires training on real data in order to yield a risk predictor with the level of accuracy needed to reduce the spread of Covid-19. Typically, privacy laws permit the collection of information necessary to serve a core purpose of a service as a condition of service rather than an option. By making the collection and use of this necessary information optional, the COVI consent model goes well beyond what privacy laws require. Although arguably counterintuitive, our reasoning is easily explained. While the information collected for the purpose of training the machine learning model is necessary, it is only necessary that a certain quantity of such information be collected. For any given user, it is not necessary that information be collected from that user. As such, in recognition of the privacy preserving nature of the application, the application allows individuals to opt-in to allowing COVI Canada to access and use this information notwithstanding its necessity. The potentially sensitive analytics data obtained here is brought under this opt-in consent for similar reasons. As necessary as it is to provide the best possible recommendations, we do not need to track the correlations between recommendations made and risk levels over time for each and every user in order to assess the efficacy of the recommendations made.

Naturally, we hope that many Canadians will choose to volunteer their data so that we can build better risk prediction and better recommendations into the app, and create better epidemiological models to guide public policy. Whether any given individual decides to do so or not, the core functions of the app will nonetheless function for everyone. We accept those who do not participate in the hope that we will have a sufficient critical mass of volunteers providing data for training the ML model.

The data collected will be kept in the independent entity mentioned earlier in this section, and will be destroyed once it is no longer needed. The user may revoke their consent at any time, upon which their data will be deleted from the server. If they do not revoke consent, their data will still be automatically expired after a period of at most 90 days. Following some fixed period after which there have been no new cases, any data remaining in the unaggregated dataset will be deleted.
2.2 Inherent privacy limitations of decentralized automated contact tracing

Although there are many technological and cryptographic means of protecting information in transit and at rest, an automated contact tracing system is by its very nature a tracking system, albeit one with limited scope. Because the system has to inform exposed users that they were exposed to someone who has been diagnosed with Covid-19, the system leaks information about the diagnosed users’ identities. There are endemic privacy risks that cannot be removed by technological means. We believe it is of paramount importance to acknowledge and analyze these inherent risks, allowing both end-users and the government to make informed decisions on the amount of privacy loss they are willing to tolerate for the purposes of fighting the pandemic.

Before getting into details on our proposal, we will first analyze some of the systemic risks to decentralized automated contact tracing by considering an abstract system with the following desirable properties:

1. The contact tracing is mediated through a smartphone app, such that when two phones are within 2 meters of each other, a contact is recorded.

2. When a user (Bob) is diagnosed with Covid-19 (or has an increase to risk level), all of their contacts (who we’ll refer to as Alices) for the past 14 days are notified of the following fact: on day X, Alice was in close proximity with an infected individual.

Even if Alice herself isn’t directly notified of the day by the app—e.g. the app only tells her that she should self-quarantine—this is equivalent from a security perspective so long as the phone is notified of the day, since a malicious app could extract the information. Thus, we treat them the same in the privacy analysis.

There are two primary differences between this decentralized automatic contact tracing model and a more traditional manual or centralized contact tracing models:

1. With automatic decentralized contact tracing, if multiple diagnosed users are in contact with Alice, she will receive an exposure notification for each individual. In normal manual contact tracing, Alice may only receive a single notification, despite being exposed to multiple individuals.

2. Because it is decentralized, it is difficult to prevent an adversary from acquiring multiple identities in a Sybil-style attack, whereas in a more traditional model, there may be mitigation possibilities. Since the automatic contact tracing is smartphone mediated, an adversary with multiple smartphones may be able to acquire multiple identities.

These differences allow for a set of attacks on Bob’s privacy, where Bob is a user sending out exposure notifications/risk messages to his contacts. For simplicity of discussion, we will describe the attacks below in the simplest binary exposure notification setting for Covid-19, but most of the attacks apply to any party that sends messages to anyone who has been in close proximity to them. This is true whether the message contains a transmission risk value for Covid-19 or a list of self-reported symptoms. We believe it is important to acknowledge these risks as a baseline before diving into discussion of the COVI architecture.

2.2.1 Attacks on medical privacy

One inherent privacy leakage of contact tracing is that it is derived from Bob’s location history. An attacker who has sufficient information about Bob’s location history can perform a linkage attack to learn Bob’s medical status. Luckily, Bob’s location history does not itself have to be broadcast, but even so, sending information to Bob’s contacts implicitly reveals where Bob was. Thus, businesses that have access to even parts of Bob’s location history can gain access to his diagnosis status. One example of such a business is the operators of a hotel; we claim that the hotel can determine the diagnosis status of any of their guests who they know to be using the app.
Let’s begin with the simplest version of the attack. The hotel places a phone in every hotel room running the contact tracing app. If a guest Bob stays in Room 100 on June 1, and is later diagnosed with Covid-19, then the phone in his room will say that there was an infected individual in that room on June 1. Because the hotel knows the guest register, they are trivially able to determine that Bob was diagnosed with Covid-19, breaching his medical privacy.

Of course, this super simple version of the attack can be partially thwarted by not allowing the hotel 1000 phones. If you validate every single copy of the app so that only real people can possess them, then you prevent the simplest version of the attack, because the hotel cannot acquire 1000 identities. There are of course other privacy issues that are raised by validation of app installation, but those may be surmountable through other means.

However, although the simple attack of having a copy of the app in every room can be blocked by user registration, that does not block a slightly more sophisticated version of the attack. Suppose the hotel has 1000 rooms, and only 10 phones running the app, which is trivially achieved—e.g. they have 10 employees running the app. Then, at night when all the guests are in bed, each employee walks past half of their doors, only turning on the phone at the correct doors.

This is effectively a 10-bit code for each room, identifying it by which set of employees walked past their rooms. If employees 1, 3, and 5 walked past Bob’s room, then his code would be 1010100000. Since a 10-bit code has \(2^{10} = 1024\) possibilities, every room can get its own unique code with the right pattern of employees walking past. Later, if employees 1, 3, and 5 get messages stating that on June 1st, they were in contact with an infected user, and none of the other employees get that message, then the hotel immediately knows that Bob was the one diagnosed.

While this may seem logistically challenging to coordinate, it is trivial to simulate by having a device in each room simulate employees walking by in specific patterns. All a hotel needs is access to 10 real accounts, and with that, it is straight-forward to turn devices and identities on and off to identify every guest room. These devices are no longer running the app as normal, but they are simulating the behavior of a real person walking past rooms in a weird pattern, and so this attack cannot be easily detected/stopped by the contact tracing system.

Another mathematically equivalent attack is the vigilante, or triangulation attack, where an attacker seeks to ‘out’ an individual they have encountered as infected. One motivation might be that the vigilante (say, Mallory) wants revenge on Bob for having exposed her to Covid-19. This is in many ways mathematically equivalent to the hotel attack, but the difference is that Mallory does not know Bob’s location for a fixed period of time, as the hotel does.

However, Mallory does know her own location history and when she encountered other people while going about the world. If Mallory can narrow down the time of exposure to Covid-19 within a 5 minute period, she can reasonably guess when and where she crossed paths with an infected individual. If during that time window, the only person she was in close proximity with was Bob, then she learns (1) that Bob was diagnosed and (2) that Bob was the source of her exposure, both of which are key leaks of information.

Again, Mallory could turn on a separate phone for every 5 minute period of the day, but there is also a logarithmic version of the attack. Because there are 1440 minutes in a day, there are only 288 5-minute periods. Using 9 phones, Mallory can similarly assign a 9-bit binary code to each 5-minute period, and depending on which phones get the exposure notification, Mallory will know when she was exposed. As with the hotel attack, with a small amount of technical expertise and access to 9 identities, Mallory can write an app on a single phone that pretends to be 9 phones with the app installed.

In the above, we showed that it only requires logarithmically many identities for an attacker to reveal information about their contacts or guests. In practice, many proposed decentralized contact tracing protocols do not require even that many, because they do not require strong user validation when users are attempting to determine their own exposure status. For example, in several of the decentralized proposals we will consider later, all of the contact matching happens locally on the phone. This is extremely powerful for protecting
the user privacy of users who don’t send messages—since they do not transmit any information off their phones—but also means that there is no straight-forward way to prevent an attacker from processing the contact matching multiple times.

2.2.2 Attacks on user location history

The previous subsection dealt with leakage of medical data, namely the diagnosis status of a user. However, there is also leakage of the movement patterns of users. In particular, any user that transmits information about their infection status (i.e. Bob) also implicitly transmits information about their previous locations. This is of course necessary for Alice to make a contact. For example, in Bluetooth based systems, Alice records Bob broadcasting a Bluetooth advertisement; these advertisements are often random or pseudorandom, so they cannot be matched together without Bob’s cooperation. However, once Bob sends notifications to all of his previous contacts, information on his locations is leaked to at the very least Alice.

For the sake of simplicity in discussion, we will consider the case where Covid-19 exposure events are uncommon. This may seem like an odd assumption in the midst of a pandemic, but it is a reasonable assumption for contact tracing because if most users are experiencing exposure events, then there is little signal in informing users that they have been exposed. Unfortunately, in this case, the timing of exposure notifications also leaks a lot of information.

Let us again consider Mallory, who wants to reveal information about Bob. We saw above that with a logarithmic number of identities, Mallory can reveal the time and place she encountered Bob. If that time and place is in a public setting (e.g. on public transit), Mallory may not be able to exactly identify who Bob is. But now let’s suppose that Mallory repeatedly encounters Bob on many occasions. Normally, Mallory does not necessarily know that her many encounters with Bob are with the same person. However, once Bob is diagnosed with Covid-19, Mallory receives a notification for every single one of her encounters with Bob, for which she knows time and place information. Since exposure events are uncommon, Mallory is able to infer that all of her exposure notifications were likely for the same person. Thus, Mallory is able to build a partial record of Bob’s movements.

Note that this attack is not related to medical diagnoses, but is enabled simply because Bob is sending a notification to every time and place he’s been, which is the point of contact tracing. In some ways, this attack is limited in scope because Mallory could have simply remembered her encounters with Bobs in other ways (e.g. by recording her vision and then post-processing using facial recognition technology, or with older smartphones, WiFi MAC addresses were also traceable). However, it is still a leakage of the protocol.

The danger of the premeditated vigilante timing attack can be amplified if a large institution is the adversary; let’s call her Grace. Suppose Grace places devices running the contact tracing protocol and nothing else around at many locations around a city. Using the premeditated vigilante timing attack, Grace is then able to correlate together location histories of many diagnosed individuals.

There is additional noise in the signal that Grace receives, because with enough devices, the assumption of relatively few exposure events is no longer sufficient to group together the location histories—multiple users will be reporting diagnosis events at roughly the same time. However, location histories are contiguous in space, and if Grace has sufficiently many devices placed around, reconstructing trajectories is very possible. Obvious candidates for Grace include a governmental actor or a large corporation, because they will have the means to deploy devices across a large geographical area. Of course, this information leakage should be kept in context, as a large governmental actor already has access to many other sources of tracking information, such as cell tower pings or CCTV feeds. Hence what really prevents these attacks is the legal framework and social norms in the country, along with the political strength of public opinion and media. Transparency in the management of COVI is thus of primary importance to alleviate such attacks.
2.2.3 Mitigations

Unfortunated, both of the attacks given above work for every automated contact tracing protocol with the given properties. Although there are technological solutions that can be make it harder or more annoying for an attacker to carry out, none of them can actually stop the attacks. This is of course because identifying contacts with Covid-19 is the entire point of contact tracing. Any real-world decentralized contact tracing system will furthermore have additional risks due to the design of the system.

A privacy maximalist would reasonably consider these attacks to be a reason to not use any decentralized automated contact tracing system. However, even privacy pragmatists may be concerned about these privacy trade-offs, so we believe it is important to directly acknowledge, so that the users and the government can balance the value proposition of contact tracing for public health with the amount of data that is being exposed. Furthermore, while technological solutions may be limited, we believe that there are legal and economic protections that can be put into place.

2.3 Private risk messages protocol choices

Although as discussed in the previous section, some risks are endemic to contact tracing and cannot be removed, that of course does not absolve us of the responsibility to provide as much privacy protection as we can, while still achieving the aims of the system. In order to enable the privacy guarantees for core functionality, we have to build a private messaging system [67, 68, 69] that ensures that no information about an individual’s risk-level or contact history is revealed to the authorities or to other users, other than what is absolutely necessary in order to exchange those risk messages. With the help of a number of external auditors and reviewers, we are currently evaluating three different systems for the private messaging system, each with their own benefits and limitations:

1. Google-Apple Exposure Notification (GAEN) Framework [13]
2. TCN Coalition protocol [45]
3. NHS Bluetooth protocol [51] + mix-nets for message exchange [67]

All of the three systems have their pros and cons. In this white paper, we do not go into full system-level design details, but instead evaluate at a high level the ways each of these messaging systems could be applied in our design. Our initial deployment uses option (3) NHS Bluetooth + mix-nets, because there are technical and practical limitations to GAEN and TCN.

For the remainder of this section, we will refer to the different actors by name. Several of these characters we already met in the previous section, but here’s a quick recap.

Dramatis Personae

• Alice, a user of the app. She encounters Bob on day $d$.

• Bob, a user of the app. He encounters Alice on day $d$. Later, with new information, Bob’s quantized estimated contagiousness (communicated through the risk level) for day $d$ changes, and he wants to privately communicate that change to Alice.

• Grace, the government (or other central authority). She runs the central mailbox server containing all the reports.

• Eve, a passive eavesdropper, who tries to obtain information by overhearing communication, but doesn’t do anything active.
• Mallory, an actively malicious actor, who tries to break the system, and will try to send false information to the servers and other parties. Any malicious user or entity can be or become Mallory.

2.3.1 Google-Apple Exposure Notifications

The Google-Apple Exposure Notification (GAEN) API has the significant advantage of being directly supported by the smartphone manufacturers, who have lower-level access to the Bluetooth stack than any other solution can. Without going into too much detail, Alice and Bob’s phones are constantly broadcasting Rolling Proximity Identifiers (RPIs) via Bluetooth. These RPIs are derived from a daily Diagnosis Key, allowing later regeneration.

When Alice encounters Bob, the Alice’s phone stores the RPI she hears from Bob. Later, if Bob wishes to send a risk message to Alice, Bob publishes Diagnosis Keys to Grace, along with an attached quantized transmission risk message. Alice periodically downloads all the Diagnosis Keys in a specified geographical area from Grace, and then locally regenerates the RPIs; whenever she regenerates an RPI she heard, she knows that the message is meant for her, informing her that she was exposed to Bob.

However, to prevent misuse of their system, GAEN also has strict limitations on participating apps, which make certain types of data collection and use cases difficult. They do not currently permit advance consent for sharing Diagnosis Keys, which we require for fast risk propagation of risk along the network. Additionally, they do not allow phones to access location services; although apps can ask users their location manually, this restricts the types of epidemiological data that can be sent to a public health authority. Luckily, GAEN is a work-in-progress, and we are in discussions with both Google and Apple on workarounds for these limitations.

2.3.2 TCN Coalition

An alternative to using the officially supported Google-Apple framework is the TCN coalition protocol. The lack of support from Google and Apple imposes some technical limitations on the capabilities of the framework. Notably, iOS-iOS background Bluetooth communication is severely restricted. However, the TCN approach does not have the consent and location limitations of GAEN.

The TCN protocol is so-named for having users share Temporary Contact Numbers (TCNs, roughly equivalent to GAEN’s RPIs) with each other over Bluetooth if the phones’ owners have been in proximity with each other. For example, Alice has four of Bob’s TCNs, and each time quantum is 5 minutes, then they have spent approximately 20 minutes within the distance boundary established by the protocol. Phones can publish a ‘report’ to a central server, associating a set of temporary contact numbers with a risk level payload (using the TCN report memo field). TCN reports allow the receiver to regenerate a set of TCNs that Bob broadcast over an app-specific range of time (e.g., 6 hours).

As with GAEN, to establish a match, users will download all new reports from a geographical area. TCN reports allow the user to regenerate the TCNs that were originally broadcast, and users can locally check those TCNs against their internal log of TCNs received.

At regular intervals, users check for matching reports, and update their own risk levels based on the information they’ve received. When a user’s risk level changes substantially, the app posts their risk information to all relevant mailboxes associated with their contacts from the last two weeks. Users may also update their risk levels based on other information, such as self-reported symptoms, or official Covid-19 diagnoses. Their contacts can then regularly check the risk levels associated with the TCNs that the phone has logged.
2.3.3 NHS Bluetooth + mix-nets

One of the major drawbacks of both GAEN and TCN is the need to download all of the reports/Diagnosis Keys in a large geographical area for Alice to determine a match locally on her phone. This approach has the advantage of revealing very little information about Alice when she retrieves messages, but if there are many risk messages being sent, also incurs a significant bandwidth requirement. Furthermore, the TCN Bluetooth stack has not been as extensively tested as some other systems. Thus, our initial deployment uses a third option.

The National Health Service of the UK has also designed and deployed a Bluetooth contact tracing app [51] and the NHS code has been further validated by field tests. Additionally, instead of simply broadcasting a BLE advertisement, they actually create a communication channel between pairs of phones, which allows longer messages than a BLE advertisement. The NHS Bluetooth messages between phones contain encrypted IDs to support a more centralized contact tracing system than the one we intend for COVI. However, their libraries and code support sending Bluetooth messages in support of a more decentralized system (by simply changing what messages are sent).

When Alice and Bob are in close proximity, we use Diffie-Hellman secret sharing [70] over Bluetooth to generate two shared secret contact tokens, one for messages from Alice to Bob, and the other for messages from Bob to Alice. The use of Diffie-Hellman secret sharing prevents Eve or Mallory from being able to falsify messages from a user, though of course Mallory can act as a user herself. A contact token can then be used to derive a ‘mailbox address’ and encryption key using a one-way hash function.

Then, when Bob posts his risk status to Grace, he sends encrypted risk messages to the correct address. Afterwards, Alice can check only mailbox addresses where she expects to receive her messages. These messages contain exactly the same transmission risk information that would be attached to GAEN Diagnosis Keys or TCN reports.

However, active checking by Alice runs the risk of social graph attacks: Grace can see that Bob sent a message which Alice checked, and from that infer that Alice and Bob were in close proximity. Thus, direct retrieval of messages (instead of downloading a large batch) necessitates additional layers of communication secrecy, which we achieve by using mix-nets (Section 2.3.4).

2.3.4 Hiding sending/retrieval patterns

Unfortunately, the pattern of mailbox retrievals can reveal sensitive metadata even if the addresses and messages themselves are encrypted [71]. For example, if Alice’s IP address is seen checking a message Bob’s IP address sent, then Grace knows that there was a contact between the two of them, allowing her to infer the social graph.

Thus, we either have to hide retrieval patterns or sending patterns. There are a number of different ways to hide retrieval patterns. The default mechanism in GAEN and TCN is for the database to be geographically sharded, and then Alice downloads the entire set of new messages in her geographic region. GAEN and TCN do not protect Bob’s message sending from the authorities, which reveals a Bluetooth trace, but because Alice downloads the entire database, there’s no way to link individuals together in a social graph attack.

Other proposals [72, 15] make use of Private Set Intersection Cardinality (PSI-CA) protocols instead, which allow Alice to query the server for intersections, without revealing her set and without learning Grace’s database. Unfortunately, these protocols tend to be very computationally and/or bandwidth expensive, and so are often not feasible in practice for a deployment on the scale of an entire country. Furthermore, these protocols do not easily work with a message payload in addition to intersection detection.

Although GAEN and TCN hide retrieval patterns by downloading a sharded database, this comes at a significant bandwidth cost. However, recall that to defend against social graph attacks, we need to either hide sending patterns or retrieval patterns. In the NHS + mix-net approach, we use a mix-net [73] to hide sending
patterns instead.

We onion-encrypt each of Bob’s risk messages [84], which are then decrypted in layers by the different mix-net servers, which also shuffle Bob’s messages with those of other individuals before forwarding them on the next server in the network, and finally depositing the messages to Grace.

Mix-net design Each of the mixing servers 1, . . . , N publishes a public key p1, . . . , pN. For the purposes of this discussion, we consider Grace to control the last mixing server N. For each message (x, m), which includes both an address x and an encrypted message m, Bob sends p1(p2( . . . pN−1(pN((x, m)))) . . .) to the first mix server, where pi is encryption via public key pi. The first mix server removes the first level of encryption, getting p2( . . . pN−1(pN((x, m)))) . . . . The first mix server waits until it has received encrypted reports from multiple Bobs, groups them all together and shuffles them, mixing together the messages from different Bobs, and then forwards them as a batch to the second mix server. The second mix server does the same thing. At the end of the protocol, the final mix server (controlled by Grace) is left with a series messages of the form (x, m), which have been decoupled from Bob.

Alice can then directly check all messages to an address x; although Grace learns the set of addresses Alice is checking, those addresses are not obviously linked to Bob, preventing Grace from linking Alice to Bob. So long as one of the mix servers was honest and there is not an active attack with malformed data (i.e. the remainder are honest but curious), Bob’s messages have been shuffled in with other people’s, and so are decoupled from his identity.

Attack (tracking message) If the first mix server colludes with Grace in an active attack, they can discard all messages except for Bob’s, replacing them with garbage messages. In this manner, they can determine which mailboxes Bob is talking to. In order to properly address this attack, each server in the mix-net must introduce appropriate noise messages to hide Bob’s identity [67]. For our initial implementation, we do not include this noise.

However, we note that it is possible to detect this attack by sending ourselves messages through the mix-network. If they are discarded, then we will know that this attack is happening, and can take appropriate actions then. Furthermore, this type of canary can be implemented by any user; thus, independent third parties can verify that the first mix-net is not performing a tracking message attack.

2.4 Opt-in data for ML training and aggregation for governments

Users will have the choice to opt in to sending pseudonymized data to COVI ML servers for use in further refining the ML model that determines ‘risk levels’ based on past contacts, symptoms and demographic information. If a user consents to this, the following information is sent at regular intervals (roughly daily) to the COVI server: a pseudonymized data packet and heat-map information.

2.5 Pseudonymized data packet

- Age (in approximate bands), sex, pre-existing conditions
- User-reported symptoms
- Certified diagnosis status
- Number and duration of contacts, along with the risk levels of those contacts—this does not include the risk messages themselves, to prevent possible social graph attacks, only the risk levels themselves, along with the metadata of date of contact.
• Location types visited and activity. This will NOT include actual location information. Instead, the phone will locally group locations by type (e.g. residence, grocery store, street, etc.), and will only send the types of locations visited.

• Pseudonymous identifier—this is necessary to allow the user to later revoke consent and delete their data from the COVI ML server.

Using the classification laid out by El Emam & Malin [75], we note that this packet includes no direct identifiers, but several quasi-identifiers, including age, sex, pre-existing conditions, and certified diagnosis status. Age is coarse-grained into 10-year bands to reduce the reidentification risk. The number and duration of contacts is not considered an identifier, as it is not temporally stable. Similarly, we do not consider the types of locations visited an identifier, as we do not include specific locations in the data packet. The pseudonymous identifier is a randomly generated string, needed only so that we are able to comply with deletion requests by the user. The information contained in Packet 1 thus corresponds to de-identified information comparable to those found in a clinical trial database.

The pseudonymized data packet will be packaged in a data file by the phone, compressed, then encrypted with the public key of COVI organisation before being sent to the COVI ML server. This data is of course highly sensitive (similar to de-identified medical records or clinical trial information), running a re-identification risk should a malicious party get access. The sensitivity of the data is of course why the data requires an active opt-in consent by the end user (Section 2.4). The primary means of protecting the pseudonymized data are legal, through our data trust, rather than technical. The technical pseudonymization techniques discussed here are only meant to reduce the risk of disclosure, but cannot and should not be relied upon to remove it. Standard security protocols for data protection such as SOC2 certification will be used to protect these files.

2.6 Separated geographical information

Heat-maps of local risk levels are essential for public health officials to track and react to local outbreaks. To avoid identifying a user by their geotrace, we do not send a user’s geotrace directly to the server, and instead only send separate packets containing localized information about contact events and risk levels through a mix-net. These packets will again be sent only with the additional consent of willingness to volunteer data for modelling and statistical purposes (the same consent as willingness to volunteer data for training the ML estimator).

Each of these contact event packets will include rough location information at the spatial resolution level of a StatCan dissemination area (a zone; see Section 2.6.1), which are targeted at between 400-700 persons. There will also include a few other latent variables like mobility and risk-averseness.

For modelling and outbreak tracking, several different types of data packets are needed. These will all be sent separately through a mix-net to the ML server so that they cannot be easily connected to a single user. Furthermore, as soon as the ML server receives the packet, it immediately aggregates it with other packets corresponding to the same zones/days, discarding the original packet.

Heat-map packet This information will allow public health officials to map locations where high-risk users are frequenting, without revealing who those users are.

• Zone traversed during the day
• Day that zone was traversed
• Personal risk level on that day
• Mobility/risk averseness latent variable (4-bits)

• Old risk level if a previous packet was sent, but the phone now has better information on the risk level for that day (e.g. after diagnosis).

Note that the heat-map data does not include any direct or quasi-identifiers, as none of this information is stable temporally. We do note though that sometimes the zone traversed will correspond to someone’s residence; this is why it’s important to not send exact GPS, but only a dissemination area with at least 100 persons. The mobility/risk averseness latent variable is a summary statistic corresponding roughly to how much the person goes out and meets people, as well as their hygiene habits, like mask-wearing and hand-washing. While hygiene habits are relatively stable, the phone will compute a single log of how risky a person’s movements are, and use that to compute a quantized riskiness score for each day, which helps inform transmission risk. We believe that this riskiness score is not an identifier because it will change as the person’s movement habits change over time.

**Flow-map packet**  This information will allow public health officials and epidemiologists to map the flow of transmission risk across residences.

• Home residence zone.

• Day of contact event.

• Zone of contact event.

• Risk level received from another contact.

• Old risk level received from another contact (if a previous packet was sent, but was updated).

This packet does include the quasi-identifier of home residence zone, which may identify a user to within 100 possible persons. The other three pieces of information are not identifiers. This data packet is more revealing than the basic heat-map packet, but of course will still be immediately aggregated upon receipt by the ML server.

This data will be sent via a sending mix-net[2,3,4] to shuffle the data packets in with those of other users, and to hide the IP address of the sender. In addition to the immediate aggregation on the ML server as soon as it is received, this procedure will mitigate against geotracing attacks, even on this opt-in data.

**2.6.1 Geolocation discretization**

On-device geolocation blurring (or geolocation discretization) for external data sharing is based on a multi-stage process. This process minimizes lookup latency, battery drain, and exchanges with the application’s CDN (Content Distribution Network). The first stage consists of a high-level lookup of the user’s location based on GPS coordinates that identifies the geographic data needed for discretization. Using a query-only R-Tree hardcoded with the 293 geoboundaries of the census divisions defined by Statistics Canada for the 2016 census [76], the user is roughly located in a province/territory and in a cluster of local municipalities. Next, all fine-grained geoboundaries (also called dissemination areas) that overlap with the identified cluster of municipalities are downloaded from the CDN if they are not already located on the device. This exchange with the CDN is limited to the clustered regions and should not leak significant location information with third-parties. Then, a second R-Tree is built on-device with the downloaded dissemination areas. The user’s GPS location can finally be discretized using this new tree to a single dissemination area defined by Statistics Canada [77]. The unique identifier (UID) of the dissemination area is the index returned as the result of the geolocation discretization.
Dissemination areas (‘zones’) are relatively small and stable geographic regions with a target population between 400 and 700 persons. It is the smallest geographic region for which Statistics Canada provides disseminated census data. In dense cities, extreme cases can correspond to a street block and exceed 700 persons. In remote regions, extreme cases can stretch tens of kilometers and contain less than 100 persons. We will only send data about dissemination areas that contain at least 100 persons.

2.6.2 Aggregation procedure for government use

As described above, aggregated data will be shared with health authorities for public health purposes. The COVI ML server plays the role of an aggregation intermediary, both for the immediately aggregated geolocation data, and for the demographic/symptom data in the pseudonymized data packet. These data will include:

- A daily aggregate heat map of infection hot spots and flow of transmission risk. To reduce the risk of reidentification, locations will be bucketed as described above (in dissemination areas).

- Epidemiological models. Trained risk models can be jointly fitted with epidemiological models and they are of course also a form of data aggregation, and one that our approach is uniquely beneficial for. These models will inform public policy on what kinds of contacts and symptoms are most at-risk for the spread of infection, as well as how different policy decisions could unfold according to simulations run with these models.

- Aggregate demographic information on symptoms and infection status. While extraordinarily sensitive, data on the relationship between symptoms and demographics is invaluable in providing accurate information to the public, and taking the appropriate policy measures to best control the spread.

We will strive to meet the bar of 100-anonymity (in the sense of \(k\)-anonymity [78]) for all aggregate data. We will make sure that the learning algorithms used are robust to model inversion attacks [79].

Additionally, over the course of the pandemic, we expect that public health authorities may ask us for other types of aggregate information. Provided that we can answer them while meeting the bar of 100-anonymity (or something comparable), we will compute those answers from the pseudonymous data and release that information.

2.6.3 Data Storage Policy

The pseudonymized data and geographical zone risk packets necessary for training predictive statistical and epidemiological models will be stored in a secured server with restricted access to selected AI researchers who will train these models. This machine will not be managed by the government; we are in the process of setting up COVI Canada, a not-for-profit organization focused on managing these data according to the highest standards of good governance and with the sole mandate to protect Canadians’ health, well-being, dignity and privacy. All data in encrypted before leaving the user phone with the COVI Canada public key, stored encrypted and never decrypted before being used by an AI researcher, except for the geographical zone risk packets which will be immediately aggregated and then destroyed. We expect to get new batches of data daily and to retrain risk prediction models at that rate.

2.6.4 Data Retention Policy

All non-aggregated pseudonymous data will be automatically expunged after a period of no longer than 90 days. Users additionally have the option to revoke their consent at any point using the app, which will cause their records to be deleted from the COVI server. Because of the existence of rotating off-site backups,
revocations may take up to 60 days to fully propagate (though in most cases, should be done within 30 days). We note that for technical reasons, consent revocation can only happen through the app, because the server needs to know the pseudonymized identifier to determine which records to delete. As such, a user whose phone is factory reset will be unable to revoke their consent; for them, however, the data will still expire within 90 days.

The aggregated data and risk models will be retained indefinitely for research and reproducibility purposes. Of course, since the aggregated data and risk models are being widely distributed—in the former, to government health authorities, in the latter, to user’s phones for local risk prediction—it should be assumed that this data is available to malicious users. It is for this reason that the aggregated data and risk models must be suitably de-identified, as described above. We expect that we should be able to give strong k-anonymity privacy guarantees for such an aggregated dataset, though details for this remain to be determined, and are dependent on the exact aggregation strategy.

Additionally, we may use the characteristics of the pseudonymous data to generate a synthetic dataset with similar features to the original raw data. This synthetic dataset may similarly be retained indefinitely, but should not be vulnerable to linkage attacks, and may even be made fully public for use by other researchers.

2.7 Residual Risks and mitigations

Unfortunately, hackers, scammers, and other nefarious agents are a part of life, preying on, among other things, users’ trust in institutions. Once COVI rolls out with governmental support, it will become part of the ecosystem of attack vectors, and we need to keep that in mind as we design our messaging and protocols. In this section, we will discuss both remaining technical attacks on the protocol which we do not fully protect against and social engineering attacks on the users themselves. Below, we will list out some of the attacks we envision, as well as potential means of mitigation (note that there is of course some overlap with Inherent Privacy Limitations in Section 2.2, as the risks of COVI are a superset of the risks of decentralized contact tracing in general).

2.7.1 Vigilante attack

The vigilante, or triangulation attack is one where an attacker seeks to ‘out’ an individual as infected. Our privacy model is built such that triangulation is (1) impossible to do retroactively (i.e., after Alice’s risk level increases, she then tries to track down the source), and (2) technically and logistically annoying to do prospectively.

Once an app determines a contact event, we will have the app forget the original messages that were received over Bluetooth; the app will thus no longer have information on the exact time of contact. By deliberately forgetting as much fine-grained time information as possible, we hope to reduce triangulation risk while retaining the ability to do contact tracing and risk awareness propagation.

Single-party premeditated attack  Unfortunately, someone who has built a cracked version of the app in advance could have it record all of the contacts and associated risk messages, along with exact time and location of contact. This attack is a particularly egregious data breach when performed by a party (e.g. a hotel) that knows the whereabouts and identity of a particular user, because that party can then expose the medical status of a user.

As discussed earlier, this style of attack is possible with any contact tracing app, no matter the safeguards (Section 2.2). Our technical protocol does not attempt to prevent this premeditated attack, though we should note for completeness that an attacker only needs a cracked copy of the COVI app in advance, rather than additional physical phones. As it is not possible to prevent this attack technologically, we must explore legal and economic solutions instead.
Multi-party retroactive attack  The multi-party triangulation problem, where multiple individuals band together to try to figure out who infected them, is even more difficult to prevent. However, note that this is not specific to a contact tracing app. If several people all get sick after a group encounter, with or without an app, they may be able to coordinate together to figure out that it was someone in that encounter who infected them. We try to ensure our app does not exacerbate this problem by not exposing contact event details to the users themselves, rather instead just providing recommendations which depend on an updated risk level. For example, we do not provide the risk level in clear (the app only gives recommendations which generally also depend on other factors like location or medical conditions) and we do not tell the user what contact event may have caused their recommendations to change, if any.

2.7.2 Rogue authority attacks

While it may be possible for individuals to perform some of the attacks below, we believe that the biggest risk here comes from a rogue authority corrupting the mailbox server and ML server.

Social graph attack  In order to prevent social graph attacks by the mailbox server/authorities, we hide either Bob’s sending patterns with a mix-net or Alice’s retrieval patterns by downloading all messages in a geographic area. In the mix-net setting, note that while we protect the social graph by hiding Bob’s sending patterns through a mix-net, Alice retrieves directly, so the mailbox server can see how many social interactions she has had, though not with whom. This can be defended against by having Alice further retrieve messages through a mix-net or through anonymizing proxies, though we do not provide any guarantees on this front.

Additionally, some residual risk remains in targeted social graph attacks on subgroups where sufficient numbers of individuals choose to opt-in to sending pseudonymized data to the COVI ML servers. The rogue authority can inject specific unique risk levels by having a device broadcast uncommon risk levels to contacts. Those contacts then upload those unique risk levels to the ML server for the flow-map, revealing their home dissemination areas because those messages can be tagged by the ML server. Those unique risk levels then also can be used to tag the pseudonymous data packet in the same way, which may allow for membership inference attacks.

We mitigate this vulnerability in two ways: (1) the risk levels are quantized to 4-bits (16 levels), and (2) the risk predictor makes full use of the entire range of 16 levels. Because the ML risk predictor regularly outputs scores in the entire range, there will not be unique risk levels that can be used for tagging. That the ML risk predictor honestly uses the entire range can be independently verified by 3rd parties, as the risk predictor is public information.

Location history attack  A rogue authority (Grace) with control over the mailbox server and who has deployed contact tracing devices around a city can learn a significant amount of information on the location histories of users. This is an inherent limitation of decentralized contact tracing (Section 2.2). Although social graph attacks are defended against by hiding either Bob’s sending or Alice’s retrieval patterns, whichever one of the two is not hidden may have implicit location leaked to the mailbox server.

In Bob’s case, if sending patterns are not hidden (the default in the Google-Apple Exposure Notification framework [13] and TCN [43]), then the set of Bluetooth advertisements he sent are in theory known to the mailbox server. By deploying a set of Bluetooth listening devices at many locations, the server thus learns a partial location trace for Bob.

Similarly, in Alice’s case, if retrieval patterns are not hidden (the default in the NHS + mix-net approach), then the set of mailboxes Alice checks are sent to the mailbox server. If the mailbox server deploys active Bluetooth devices at many locations that perform the Bluetooth handshake with Alice, then the server thus learns a partial location trace for Alice. In a binary post-diagnosis exposure notification system, this attack is worse, because only some users send notifications (as Bob) but every user checks (as Alice). In our
risk-message passing system, many users have non-baseline risk, so the distinction between Alice and Bob is primarily one of role, as most users will play both roles.

A potential partial mitigation for these location history attacks is to hide both sending and access patterns. For example, if a sending mix-net is used for Bob in the GAEN and TCN proposals, that would provide some amount of anonymity (though partial traces of 6-24 hours may still be available to Grace). Alternately, a retrieval mix-net could be used for Alice in the NHS + mix-net approach, though retrieval mix-nets are more difficult to scale than send-only mix-nets.

We are actively exploring both of these mitigations, but have not yet come to any conclusions and cannot make promises as to their feasibility/scalability. Furthermore, we note that even with these protections, a rogue authority that deploys Bluetooth devices around a city can masquerade as real contacts, receiving risk messages. These risk messages themselves are correlated, and may reveal partial identities of message senders, so hiding the IP address of the sender through a mix-net is only partial protection anyway.

Additionally, we note that although contact tracing can be used as a mechanism for location tracking, there are many other options already available to adversaries with governmental resources, such as using CCTV and facial recognition or cell tower pings. It is due to these difficulties that we have categorized the location history attack under residual risks. As these are attacks by the central authority, we hope that there may be legal and governmental oversight defenses.

### 2.7.3 Privacy leakage to businesses

Another source of residual risk is large institutions other than the mailbox server wishing to find out more information about a targeted subset of people who they physically have on their premises: for example, an employer wishing to spy on their employees. There are already many examples of employers doing hyperlocal location tracking with e.g. motion detectors or WiFi triangulation, and it is important to consider how COVI might present another means of tracking. Alternately, a less nefarious version of this may be a grocery store wanting to know how high risk their customers are, so some of this information is may be beneficial to ‘leak.’

#### Medical status leakage

Any party, including a business, can set up a device pretending to be a COVI install, which will then receive the risk messages days later from anyone who walks past the device. Again, this is an inherent leakage of decentralized automatic contact tracing (Section 2.2). Luckily, the time delay of up to a day between the encounter and the transmission of the risk message makes it impossible to associate a risk level in real-time to a particular person walking past the device.

For the legitimate use cases, the COVI team should consider providing a local monitoring app that does not reveal exact times, but only reveals the aggregated risk statistics of a location. This information is similar to the aggregate heat maps that we plan to provide public health officials, and they should only reveal the same aggregate information with k-anonymity privacy protections.

While we cannot technologically prevent the illegitimate tracking, there may be legal protections that can be put into place. For example, in the terms of service, we ask users to not hack the system; this will not prevent a malicious attacker, but may at least discourage businesses from sending/receiving false messages on the system, especially if we can provide them with an avenue for legitimate local monitoring.

#### Hyperlocal location leakage

Unfortunately, although medical and risk information is only available through the app protocol, which we control, there is some amount of information that is leaked simply by way of broadcasting the Bluetooth messages. By setting up Bluetooth receivers, a business can triangulate to within 2 meters the position at all times of every person on their premises. While some of this is already possible with motion detectors and WiFi triangulation, Bluetooth likely permits higher resolution versions of the same thing. Note that because our Bluetooth messages change every 5-15 minutes, such a system does not know exactly who is each person that they detect. However, much can be inferred, from, say, the
amount of time a particular desk has a person present (although it is also trivial for an employer to know that a particular person is present at their desk by other means).

Such a system can also be used to track movements of individuals around a public place (e.g. a grocery store). The system would not know who it was who entered, because the Bluetooth messages are varying randomly, but would allow the grocery store to determine how long people stopped in front of particular displays. We do not believe this information to be significantly different from what can already be tracked via security cameras, motion detectors and WiFi triangulation, but it is an additional data leakage.

2.7.4 Phishing attacks

Phishing attacks are a fact of Internet life. They are characterized by a scammer masquerading as a trusted entity, and using that trust to convince a mark to do something. COVI, as a new entity with governmental support, will have to deal with scammers masquerading as it.

Accessing fake COVI URL on roll-out Once the COVI publicity campaign rolls out, residents of Canada everywhere will be encouraged to download COVI to assist in contact tracing efforts. Since COVI is a phone-based app, an obvious initial attack vector is for Mallory to blast untargeted text messages to as many numbers as possible, hoping to get Alice before she downloads COVI. That text message would claim to be from government, encouraging them to visit [http://fake-covi-url.ca](http://fake-covi-url.ca) to download the app. Once Alice visits this URL, a malicious payload can be downloaded onto their phones, or perhaps the URL asks them for personal information (e.g. SIN, health number, etc.). The attack can be customized based on the real information that COVI asks for (e.g. demographic information), so that if Alice asks a trusted tech-savvy friend for advice, they may not realize that Alice is on a fake COVI page.

For this reason, it is important to be very careful what information we ask the user to disclose. Any personal information we train them to disclose is information that they may be less hesitant to disclose to a malicious website.

Furthermore, a message can also ask the user to virally forward it around, preying on Alice’s sense of civic duty. This message makes more sense as a social media post. e.g. “The Canadian government asks us all to download COVI to help fight Covid-19. Go to [http://fake-covi-url.ca](http://fake-covi-url.ca) now, and forward this to all your friends so we can beat back Covid-19 together!” The social media post can be structured with a real link to a news source or COVI press release, to give it an air of legitimacy, with the only fake payload the malformed URL. As soon as such a scheme is uncovered, it is thus important to warn people about it.

Installing a fake app Notably, the URL above does not have to actually lead to an app download. In fact, the URL can even redirect to the real app after getting user information, to help the attack go unnoticed. Alternately, though, as an ongoing attack, Mallory can instead direct Alice and Bob to a fake app download, which then completely compromises the users’ phones. This attack will hopefully be prevented by the Apple and Google app stores, but it’s possible something like that could slip through the net. An attacker can modify an existing app to sound like COVI, and people could be sent text messages from the “Health Authorities” with a link to that fake app.

Fake COVI diagnosis text message When the diagnosis notification server is set up, COVI users will be trained to expect a text message with a code/URL to enable their apps to send an infection notice. If Mallory knows that Bob has recently been tested, she can send him a text message claiming to have his test results at a specified URL. The URL can be any malicious payload, as described above. This attack is even more nefarious, because Bob, having recently been in contact with the health authorities, may be more amenable to disclosing a health number or SIN, because those are numbers he sometimes does give out to the health
system. The malicious website can plausibly ask to need Bob’s name, address, SIN, and health number, which can later be re-purposed for identity theft.

Mallory does not actually need to know Bob was recently tested, because she can of course just broadcast out the text message generally. However, luckily, this attack does not seem amenable to viral social media spread.

**Revealing protected app information** Sometimes, phishing attacks are designed to get individuals to perform an action to reveal data stored on the phone. However, because COVI pre-supplies the COVI encryption key and URL, as well as the mix-net coordination server, the user does not have the ability to reveal their location or Bluetooth trace to a 3rd party. This is in contrast to apps which give Alice and Bob the ability to send their geotraces to a health provider (e.g. via email).

**2.7.5 Spread of misinformation through risk levels**

Phishing attacks generally provide Mallory with useful information. However, if Mallory just “wants to watch the world burn,” she may also just try to incite panic in users and/or their contacts. COVI allows users to self-report symptoms, which factor into the risk levels. If Mallory can convince a sufficiently large number of users to submit false information, she may be able to break the contact tracing system and incite panic in the population. This attack is mostly feasible only until the Public Health authorities are linked to COVI to send official confirmed diagnosis with one-time code. Afterwards, no unofficial test results can go through the network; while self-reported symptoms will still factor into the risk level, they will play a much smaller role and cannot influence risk levels as much as a claimed diagnosis.

**Fake diagnosis results** This is a variant on the fake diagnosis text message above, but should be performed using a phone call for maximum effect. Mallory calls Bob, claiming to have test results in the standard fashion used by public health authorities. She tells Bob he is infected, and needs to inform his contacts through COVI. Although COVI does not allow sending a confirmed diagnosis without a one-time code from the real Public Health authorities, Mallory can still tell Bob that he should mark all the symptoms, raising his risk level. Thus, even without a code, Mallory can increase the risk levels of Bob’s contacts. Done at scale, this may incite panic, and certainly will decrease the utility of COVI for contact tracing. The primary mitigation for this attack is simply having self-reported symptoms play a much smaller role in risk estimation once the official confirmed diagnosis integrations with provincial health authorities are complete.

**Incentive to falsely report** Should COVI become government sanctioned, there is some possibility that employers may use COVI as a proof of illness. Even if that’s not the case, Mallory can convince people that they’ll be able to get something by self-reporting as infected. This probably makes the most sense as a viral social media post, a malicious ‘life hack’ tip for individuals.

The message content will tell readers that if they self-report as infected, they’ll get better medical care or time off of work. The self-reports are magnified by the contact graph risk messages. Overall, this will incite panic and take up medical resources. These messages also have the side-effect that they may increase distrust in COVI, because if people believe that other people are lying, then they themselves will trust COVI’s recommendations less.

Although there is no way to fully defend against false reports before integration with provincial health authorities, we can build in suitable incentives in the confirmation prompts for self-reports. Because of the negative impacts of user self-reports, we also recommend that COVI risk status/recommendations should not be used as verification of illness by 3rd parties, removing these types of incentives.
2.7.6 Appealing to desire for vengeance

We have designed the privacy protocol in its final incarnation to make it difficult for a non-technical user Alice to determine who exposed her after the fact. It is impossible to prevent Alice from determining that Bob exposed her if Alice is premeditated (see Section 2.7.1), because COVI is designed to forget exact time/location information of contact before any risk messages are sent. This hopefully makes it more difficult for Alice to later determine that it was Bob who exposed her, though it is of course imperfect.

However, a non-technical user who desires vengeance may not understand the privacy protections of the app. Mallory can advertise to Alice a service where Alice pays/downloads an app and Mallory will claim to be able to figure out Bob’s identity. For the purposes of this attack, it doesn’t actually matter whether or not Mallory is able to do that. Mallory can still either get Alice to download a malicious app or get bitcoin out of Alice to perform that service.

2.7.7 Disinformation campaigns

Although we do not expect active disinformation campaigns in the early stages of the app launch, we cannot discount the possibility of such attacks, given their prevalence in modern online life, sometimes from foreign state actors [80]. Many disinformation campaigns will take the forms of social engineering attacks described above (and can be guarded against as such), but there are a few specific to the motivations and scale of such attacks.

Fake high risk levels One easy means to destroy the usefulness of the app would be to create a large number of false high-risk reports—e.g. consider 6 million apps reporting high infection risk in Montreal, Toronto, and Vancouver. Luckily, Bluetooth provides proof of presence; furthermore, all three of the approaches were are considering are designed to prevent replay attacks making it infeasible for an attacker to replay existing messages with false updates. Thus, this attack requires the attacker to have a physical device present broadcasting Bluetooth signals.

Although we expect the physical device requirement to be the primary deterrent, we can further somewhat limit the impact of this kind of attack by limiting the number of messages per day per IP and per network block. This can help prevent a single phone from pretending to be many phones simultaneously (though it is of course imperfect protection). Additionally, if the servers start detecting an anomalous number of messages from an IP block, or from IP addresses of non-Canadian origin, that can be filtered as a possible disinformation campaign. Furthermore, these same abuse protection mechanisms can help guard against Denial-of-Service attacks on the infrastructure.

Of course, Mallory can craft a malicious version of COVI that just sends max undiagnosed risk levels to everyone she encounters while walking about, possibly multiple times, and then finding sufficiently many IP addresses to broadcast the appropriate fake messages. This is impossible to prevent, because that’s similar to the behaviour of a real COVI app with an infected user. She can only do so much damage in this way, because she can only be in one place at a time. However, if she can convince a large number of people, spread across Canada to do this, it’ll again break the usefulness of the risk predictors.

A partial mitigation of this attack is for an ML model to count multiple simultaneous high-risk contacts as equivalent to a single one, because a malicious app can fake 1000 infected patients at a particular location. In our epidemiological simulations, we plan to explore whether this adjustment will decrease prediction accuracy, and if not, this mitigation may be implemented.

Data leaks A well-funded adversary may also target the privacy of the system as a way to prevent its adoption. Most of the contact tracing data is guarded behind the private messaging systems we are considering (Section 2.3). However, one easy target is the COVI ML data collection server, which will
contain pseudonymized data on hundreds of thousands of Canadians. Although we do not associate the location data with individual users, a data breach on the COVI ML server would still be on the same scale as a data breach on a major hospital systems’ records (though without any full identifiers), and thus, the server should be treated with similar caution. Such a breach would not only expose personal information on hundreds of thousands of people, but also hurt public trust in the privacy on the system as a whole.

For this reason, the raw pseudonymized data should not be kept in such form for longer than absolutely necessary to train the models. As described, some amount of data retention is needed to have sufficient data to train accurate risk models, but the raw data should be (and will be) automatically expired on a regular basis, leaving only the aggregate data. In particular, any location-associated data will be immediately aggregated and deleted, as we do not need the individual location-associated data and it is of particular sensitivity. See Data Retention Policy 2.6.2 for more details.

3 Epidemiological Model Details

The volunteered pseudonymized data will be used to fit individual-level epidemiological models capturing the stochastic flow of events forward in time. This will include such events as movement of people, encounters between people, medical events, and behaviours. These models can then be incorporated into a simulator that can be used by public health officials to geographically map out the development of the disease, understand the choice of citizens, and better define the factors which matter for contagion.

3.1 Structure of the epidemiological simulator

The simulator is a stochastic agent-based model, implemented in Simpy. A population of humans is created in a city, and each human moves around the city according to mobility patterns generated by an EHR (Electronic Health Record) model. A portion of the humans have the disease, and as they move around the city (spending time in places like home, work, transportation, stores, hospitals, long-term care facilities, etc.) they may infect each other, have symptoms, become hospitalized, etc. We track the spread of the disease through several metrics, ($R$, attack rate, etc.), and we tune parameters of the simulator to match these metrics to real data and to the output of a compartment (SEIR [81]) model fit to COVID-19 data from Wuhan and adapted to Canadian demographics [36]. The simulator outputs sequences of encounters with disease transmission information, and we use this output to create a dataset for machine learning models to predict individual risk from observed variables like symptoms, pre-existing conditions, and the places the individual has visited. In turn, this risk predictor can be used to tune the parameters of the simulator to data which would be collected on a mobile app.

3.1.1 Implementation details

The City has a graph structure of Locations—including households, stores, parks, hospitals (including ICUs), and nursing homes—and various modes of Transit—including walking, biking, metro/bus, rideshare/taxi, and car. Each location and mode of transit has a capacity and disease transmission properties associated with it.

Each Human has individual characteristics (age, sex, pre-existing medical conditions, carefulness, whether they have the app, how often they wear a mask, where they work, etc.), which are sampled according to demographic information for Canada. Humans have epidemiological properties including viral load, infectiousness, and symptom progression during the disease, which depends on these individual characteristics (see below for details).

Many Events happen as humans move around and time passes:
1. An Encounter happens when two humans are close enough in space and time. Currently space has roughly 2m resolution, but there is significant variance due to differences in Bluetooth implementation on different devices. To mitigate that, we use the signal strength rather than the distance as input and allow the trained predictor to best take into account the inherent uncertainty in distance. Currently time is in 15 minute windows. If one of the humans is infectious, they will infect the other human with a probability proportional to their infectiousness.

2. If humans log their Symptoms, or get a positive or negative Test result, a new risk level is calculated. We currently only model one test type: lab tests with 0% false positives and 10% FNR; others are planned.

3. Humans may become ill with a cold or flu (currently a random subset of 1% of the population, weighted by age and some other characteristics). This generates a more realistic distribution of symptoms (Covid-19 is not the only thing which causes symptoms). Seasonal allergies are also planned.

We have implemented various degrees of social distancing and other interventions and are currently exploring their effects on disease propagation.

The Infection timestamp is the exact time a Human was infected. Humans may be infected either by a location, e.g. if a very infectious human had been there not too long ago, or more likely by an encounter with another human. We track the source of exposure for each infected Human.

Viral load is modeled as a piecewise-linear function with three pieces: increase, plateau, and decrease. The increase starts after a number of incubation days (a Gaussian centred on 2.5 days), and proceeds up to the plateau value over a number of days sampled from a Gaussian centred on 2.5 days. Currently the plateau is sampled just according to age, but we plan to make this depend on other individual characteristics (e.g. pre-existing medical conditions, behavioural changes), as well as the initial viral load during the encounter. The plateau lasts for a number of days sampled from a Gaussian centred on 5 days. The decrease lasts for a number of days sampled from a Gaussian centred on 5 days [36, 82].

Infectiousness is proportional to viral load, but depends on characteristics such as being asymptomatic, immune-compromised, wearing a mask, coughing, etc.

Symptom progression depends on the viral load [35, 83]. For each of the 3 stages, symptoms are sampled according to their average prevalence in Covid-19 patients. Symptoms start a number of days after infection that is sampled from a Gaussian centred around 2.5 days.

There is an approximately 40% chance that someone will be Asymptomatic, (which lowers their infectiousness to 10% of what it would have been otherwise), 15% that they will get Really Sick (requiring hospitalization), and 30% of those Really Sick will get Extremely Sick (requiring ICU). There is a 0.2% chance the person will never recover. These values are sampled individually, and depend on things like age, pre-existing medical conditions, etc. The simulator could model re-infection, but currently does not due to uncertainty in the literature about how frequent this is.

Whether someone wears a Mask is currently sampled according to how careful someone is. Masking is 98% effective for hospital workers, and 32% effective for others [84]. We validate several population-level metrics about the simulated data, including:

1. $R$ broken down by household, hospitals, and other locations,
2. Encounter transmission rates,
3. Secondary attack rate (#tested positive / #symtomatic),
4. Fraction of symptomatic cases by age, and
5. Qualitatively matching an SEIR curve.
4 Machine Learning Details

The pseudonymized data volunteered to the COVI ML server will be used to train machine learning (ML) models which predict contagiousness risks and fit an epidemiological model. The models will be trained offline so as to not overload phones: training on phones would require substantial compute power because of the iterative and lengthy process of training. Another reason for training offline is that we will need to try different models to determine the optimal configuration of the learning algorithms, only then sending the algorithms and parameters for the selected predictive model. For the chosen learning algorithm currently in the phones, the parameters should be re-estimated regularly (up to a daily frequency if necessary) and their updated values then sent to the phones.

To aid in this process and ensure predictions are well-calibrated even in early days of app adoption, we pre-train the ML models on simulated data generated from an \textit{a priori} version of the epidemiological model, described above. That epidemiological model is also a simulator which can create histories of individual contacts, behaviours and viral transmission. When we begin to collect real data from the app, we will “close the loop” and also tune parameters of the simulator to match the data as it is collected. Including the use of the app and its risk predictions inside the simulation allows us to accurately model the impact of various interventions, since the whole point of COVI is to empower citizens with information leading to targeted rather than uniform confinement in order to contain the virus; see Section \ref{sec:epidemiological} for details of the epidemiological simulator.

4.1 Encounters between users

When two phones with the app meet each other, they will exchange (with a delay of up to a day) information about each other’s risk (more precisely how contagious their app estimates them to be at the time of the encounter). Later, as additional information accumulates on each phone, those risk estimates regarding the day when they met may be revised. If the revision is sufficiently important (because the risk level changed from one discrete level to another), an updated message is sent to the other phone. For example, if a user starts having symptoms related to Covid-19, this user’s phone would increase the probable contagiousness in the preceding days and send an update message to all the phones of the people this user met in the past 14 days. This enables each user to obtain an updated personalized risk level and propagate this updated risk across prior contacts. If the change in risk is significant enough (which is likely if new symptoms in a contact emerge or if a user just tested positive to the disease), an updated risk will then be propagated through update messages sent to the the user’s past contacts. The purpose of the risk estimator is to predict a user’s current and past contagiousness. The former influences the personalized recommendations so individuals can better protect those around, while the latter is sent to prior contacts, so they can become aware of their risk of being contagious and act accordingly.

4.2 Privacy considerations

For a full description of technical privacy, see Section \ref{sec:privacy}. Here, we give a brief summary of the points most salient to protecting privacy of individuals on the ML server used to train models and gather epidemiological data.

4.2.1 Message passing

When a phone sends a message to another phone via the secure messaging protocol, the receiver will not know from which phone (neither phone number nor IP address) the message comes from. To provide additional protection against stigmatization, these messages are sent with a random delay of up to a day. In this way it is not possible for an honest user Alice to know that her increase in risk level is due to an encounter with
a particular person Bob, unless she only had a single encounter that day (See Section 2.7 for attacks by malicious parties). To further improve user privacy, risk levels are quantized to 4 bits of precision before being exchanged. We note that this is a comparable amount of information to the 3-bit transmission risk level used in the Google-Apple protocol [13] and to the self-reported symptoms memo that the coEpi project attaches to TCN reports [45].

4.2.2 Data sent to ML server

As described in Section 2.4, users may opt into contributing further data for research purposes. For opt-in users, two types of packets are sent to the ML server, both via a mixnet or proxy so that the ML server cannot know from which person the data originates. The first type is a pseudonymous data packet containing health information as well as details about recent contacts. The second type is a separate geolocation packet that is de-associated with the user information in the pseudonymous data packet.

The geolocation packets consist of a location ID corresponding to a dissemination area containing several hundred people (Section 2.6.1), attached to some metadata (including risk score and home dissemination area for the user). This data is used for building epidemiological heat maps (Section 2.6.1), which can help local public health authorities locate areas where the disease is concentrating or spreading faster, or where most dangerous contacts are happening. Raw GPS locations are used only locally on the phone to compute dissemination area location IDs and to compute risk factors related to the GPS location (some neighborhoods may have more cases, for example). In the pseudonymized data packets sent to the ML server, the dissemination areas are not sent at all; rather instead, the risk factor derived locally on the phone from the dissemination area is included. This is later used as input to the ML predictor.

The opt-in volunteered de-identified per-person records are kept in a secure server under security protections appropriate for a pseudonymized medical record database. As noted in Section 2.6.2, aggregated data is shared by COVI with public health officials. This aggregate information includes both these hotspot maps and the parameters of the epidemiological model described in Section 3.

4.3 Viewing the simulator as a generative model

Let us try to abstract out some of the most important random variables involved in the epidemiological simulator. First of all, the simulator samples these variables in the order they would happen in time. Each event may happen at a particular time or in a particular time interval (such as a day).

In addition to random variables attached with a particular time, there are time-independent variables such as the answers to the questions the user may provide when they install the app. This includes for example the age, biological sex, and pre-existing medical conditions which could have an impact on the course of the disease, but also questions on their household (how many people live in their lodging), their work (e.g., if they work with Covid-19 patients) and their behaviour (e.g., do they wear a mask). These static variables may be revised after installation but they are considered a static property of the person. In the simulator, these variables are sampled from a prior distribution $P(\text{static})$ based initially on known statistics, and when data are available from the app, from the population-level averages of these answers. Another very basic kind of variable consists in the displacements of everyone in the population. These displacements are not available for modeling directly but can be abstracted from other sources of mobility data in order to build a model of how and with what frequency people typically move around, from their home to their work, to hospitals or shops, etc. Let us lump these displacements under the mobility variable and call $P(\text{mobility})$ their distribution. Sampling from mobility gives hypothetical trajectories of hypothetical people spending time in different places in the simulation. Below, we note that mobility of a person may depend on awareness of the person (either because of her symptoms or because her phone warns her to take more precautions). Governmental public health policy can also influence mobility (e.g., by allowing or not different types of locations to operate
normally). Hence the actual mobility model has the form $P(\text{mobility}|\text{awareness, public health policy})$. When they spend a few minutes near each other, this will trigger a contact. Thus the simulator has a process for capturing the conditional distribution $P(\text{contacts}|\text{mobility})$, which essentially amounts to finding out when two people spend 5 minutes or more in the same spatial grid cell. The specific attributes of the contacts may include how long and at what distances the two people were. Now some of these contacts will be recorded by people who have a phone with the COVI app and will constitute some of the observations available for training (minus the precise position and exact time of the encounter, for privacy protection).

The most important latent variables modeled by the simulator are the infection status and contagiousness of each person, on each day of the simulation. A person can be in four states: susceptible (not yet infected), exposed (infected but not yet infectious), infectious (i.e., contagious) or recovered (including the unfortunate case of being dead). While the person is infectious, a continuous variable which we call contagiousness carries information about the ability to transfer the virus to someone else (which may be because of the viral load and because of behaviour like coughing, etc). The simulator models the temporal evolution of these latent variables as $P(\text{infection}|\text{contacts, static})$, i.e., conditional on the contact events and on the medical conditions of the person.

The time-dependent variables observed on the phone come in two main categories: on one hand, the symptoms and test results, which may be entered on any day, and on the other hand the observations associated with contacts, e.g., the noisily corrupted duration and distance characteristic of the contact (along with an estimation of spatial precision because it may differ depending on which kind of sensor is used and measurement conditions), and the risk level sent by the other phone some time after the contact itself, making the whole thing an event-based asynchronous form of Dynamic Bayesian Network. Let us call medical observations those entered symptoms and test results. The simulator thus has a model $P(\text{medical observations}|\text{infection})$ which can be sampled from for each person separately.

There are also several feedback loops in the probabilistic graphical model that we are sketching, going through the risk predictor itself. First of all, the outputs of the risk predictor are used to send messages to other phones, which are part of the contact information discussed above and observed on the receiving phone. Second, the simulation can take into account the influence of the app on behaviour, by producing awareness (of potentially being contagious) in the person, which creates another feedback loop with $P(\text{mobility}|\text{awareness, public health policy})$.

To summarize, exogeneous variables of the system are public health policy and static variables about each person. From these and initial states of the simulation (some proportion of susceptible, exposed, infectious, or recovered individuals, as well as the contagiousness of the infected ones), the simulation can run forward in time for several weeks or months over a hypothetical population with some mobility and density characteristics (which may have to do with whether this is an urban or rural environment, for example). Because of the temporal obfuscation done in the phones, it is enough to consider the time steps of the simulation as the successive days $t$. We can view the whole system as an asynchronous dynamic Bayes net, in the sense that the same types of variables (and dependencies between them) are instantiated for every time step of the simulation. During the simulation, the following abstract variables are updated each day according to this order and the above logic:

\[
P(\text{mobility}(t)|\text{awareness}(t - 1), \text{public health policy}) \\
P(\text{contacts}(t)|\text{mobility}(t), \text{messages}(t - 1)) \\
P(\text{infection}(t)|\text{contacts}(t), \text{static}) \\
P(\text{medical observations}(t)|\text{infection}(t)) \\
P(\text{risk levels}(t)|\text{phone data}(t)) \\
P(\text{messages}(t)|\text{risk levels}(t)) \\
P(\text{awareness}(t)|\text{risk levels}(t))
\]
where phone data(t) is a shorthand for the sequence of observations available inside the phone in order to compute the risk levels. That includes the static information, the messages received, the observed part of the contacts and the observed medical observations (when they are observed).

Of course, disease spread, even in the midst of a pandemic, is hyper-localized. Single individuals can cause an entire cluster of infection events [85]. Although the simulated epidemiological models by themselves can predict such sporadic events, they cannot tell officials where those events might be. For this reason, COVI will be providing public health authorities with an aggregated heat map of risk levels and infection events (Sec2.6.2 for more details).

4.4 Observed and latent variables, inference predictor and generative simulator

The pseudonymized data collected on the phones will serve to train the risk predictor but also go into training the above epidemiological simulator, which can be seen as a generative model from which one can sample new synthetic histories of contacts and contagions, including into the future. This simulator would be useful so that public health officials and epidemiologists can better understand the spread of the disease. The specific building blocks of the simulator are conditional distributions (such as the above, or decomposed into finer levels of detail) which characterize events like the transmission of the virus from one person to another, the appearance of symptoms, the results of a test, or how people change their behaviour due to the messages displayed by the app. The structure and parameters of these conditional distributions, after being fitted to the observed data, will also contain precious information for the epidemiological understanding of the disease (such as on the importance and interactions of specific factors like distance, duration, or wearing a mask, during an encounter with someone else) and about how people react to recommendations.

Let us call the risk predictor $Q$ and the epidemiological simulator $P$ by analogy with variational methods and variational auto-encoders [86] in particular, a correspondence developed below. To understand how the risk predictor and the epidemiological simulator interact and help each other, it is important to understand that the simulator can sample values for two kinds of random variables: the ones (let us call them $X =$ phone data) which can be observed on individual phones (like the occurrence of contacts, the reported symptoms, or the test results) and the ones which cannot be directly observed, called the latent variables (like the actual viral load, contagiousness or infection status of a person). Let us denote the latent variables not observed in one way or another by $Z$. The simulator $P$ is actually a generative model $P(X, Z)$ for the joint distribution of $X$ and $Z$ over time and across users.

For much of the discussion below, we will focus on the data observed within each phone, since this is the only data available to the risk predictor running on that phone. The latent variables $Z$ for Alice’s phone contains important quantities about the underlying state of Alice, such as whether she is infected, since when, and what has been her contagiousness since she got infected. These variables are not directly observed but characterize the risk she poses to others, and a quantized form of her contagiousness (the risk level) will be sent by Alice to the phones of the people (like Bob) she met in the past, as described above. The risk predictor $Q$ is actually an estimator of the conditional probability $Q(Z|X)$ and in general it should be viewed as an approximation of $P(Z|X)$.

For non-trivial generative models like $P(X, Z)$, typically parameterized as $P(X, Z) = P(X|Z)P(Z)$, it is not computationally tractable to compute $P(Z|X)$ exactly. In other words, whereas simulating samples and trajectories from $P$ is easy given the parameters and structure of $P$, inverting that process to recover the latent $Z$ given the observed $X$ is difficult. Several machine learning approaches exist to perform this approximation, also called inference, and whatever the solution chosen, we will call the resulting predictor $Q(Z|X)$. We will assume that one can sample from $Q(Z|X)$, and that if pairs $(X, Z)$ were observed, they could be used to train $Q(Z|X)$ by some optimization procedure, i.e., a training method.
4.4.1 Training the risk predictor and the simulator together

We thus need to learn both a generative model $P$ (here a part of the epidemiological simulator) and an approximate method $Q$ (the risk predictor) which figures out the non-observed variables $Z$ relevant for a particular user, given the data $X$ for that user. If we knew the true $P$ we could just sample $(X, Z)$ pairs from it and train $Q$ by supervised learning (typically by regularized maximum likelihood). As a first step in building a predictor, we have in fact constructed an epidemiological simulator $P$ based on medical and mobility statistics, and generated a large set of trajectories (e.g. 30 days over a population of 30,000 people in a town), thus leading to many $(X, Z)$ pairs. We can then use these pairs to train a first risk predictor which is faithful to the simulator and this is the predictor shipped in the first version of the app, before any phone-level data is collected.

When data are collected, what we obtain is a collection of observed $X$ records (one per phone with the app, for each day of data collection). We can then use our pretrained $Q(Z|X)$ predictor to obtain samples of corresponding $Z$’s, and a possible strategy for training $P$ from this is then to use these inferred and sampled $Z$’s along with the corresponding observed $X$’s as a training set of $(X, Z)$ pairs to update $P$. This would lead to a different $P$, one more faithful to the data distribution over $X$, and we would then need to retrain $Q$ to be consistent with the new $P$ (if $Q$ is trained rather than a fixed procedure). Iterating this procedure is essentially the wake-sleep algorithm [87]. Unfortunately, it is not guaranteed to optimize a well-defined objective function. A modern variant of this idea was introduced in amortized variational methods such as the variational auto-encoder [86]. An upper bound on the log-likelihood $\log P(X)$ can be written which involves both $P$ and $Q$ and that can be optimized by gradient-based methods. This is for now our method of choice for training both $P$ and $Q$ together. We also propose to use samples from $P$ (which may go outside of the range observed in $X$) to enrich the training of $Q$ (in a fashion similar to the wake-sleep algorithm). This should help to address the challenge that the data distribution is not stationary, as society quickly evolves to face the pandemic. Keeping $Q$ aligned with epidemiological knowledge not just around the data points $X$ but more broadly should help bring more robustness to the system.

4.4.2 Amortized Variational Inference

The log-likelihood of the observed data $X$ can be lower-bounded by this variational objective, also known as the ELBO or expected lower bound:

$$L = E_{Q(Z|X)} \left[ \log \frac{P(X, Z)}{Q(Z|X)} \right] \leq \log P(X) \tag{2}$$

where equality is achieved when $Q(Z|X) = P(Z|X)$. Hence, jointly maximizing $L$ over both $P$ and $Q$ has been found to be very successful in modeling observed data $X$ when we suspect that it is better explained by invoking latent variables $Z$, which is exactly our situation. Classical variational methods optimized $Q$ separately for each given $X$, whereas modern amortized inference methods like the variational auto-encoder [86] parameterize $Q(Z|X)$, e.g., as a neural network, and allow a faster inference at the time when the data are given. Instead the iterative optimization is done offline when training $Q$, while just computing the output of the neural network $Q(Z|X)$ is very quick and can be performed on a phone, which makes amortized variational inference appealing for training the app’s risk predictor.

The ELBO can be maximized by usual gradient-based methods. The typical flow of computation proceeds as follows. Given the data available on one phone $X$ up to some date, one samples latent variables $Z$ from the risk predictor $Q(Z|X)$. Then one computes the log of the joint probability $\log P(X, Z)$ as well as $\log Q(Z|X)$. Finally, one can back-propagate the ELBO into $P$ to update its parameters and into $Q$ to update its parameters. The only complication comes from the fact that $Z$ includes both continuous variables (the contagiousness values for each day) and discrete variables (the contagion events). Back-propagating through
the continuous variables is easy and efficient through the reparameterization trick \cite{88, 86}. Propagating gradient information through the sampling of discrete variables is slightly more involved, with the simplest technique involving a Monte-Carlo approximation of the gradient obtained by sampling (once or a few times) the discrete variables and using the log-likelihoods of $P$ and $Q$ as reinforcement signals (similarly to what is done in the REINFORCE algorithm \cite{89} and its variants). More sophisticated methods such as the Gumbell softmax method \cite{90} lead to more efficient estimators at the price of a bit of bias in the gradient.

Note that $Q$ is just an approximation for information stored in $P$, so its parameters are in a sense not really free as they have to be consistent with both $P$ and the observed data. In our case, $P$ is going to be fairly compact and have rather few degrees of freedom, so the complexity in $Q$ arises from the need to compile in the neural network not just the knowledge about $P$ but how to perform the kind of inversion or inference which is needed to go from data to latent variables (whereas $P$ goes from latent variables to data).

Note that many questions remain open to improve on this early design. The tension between accuracy of the risk prediction and privacy are forcing the development of novel machine learning methods. For example, not knowing the full contact graph (for privacy reasons but because simulations would hardly scale if we had to represent the contact graph of all Canadians) is forcing us to imagine novel ways of performing inference, possibly at different spatial scales. Our current implementation sidesteps this question by only doing inference at the level of individuals but more work is needed to draw larger scale conclusions about the spread of the virus through a network of individuals.

And of course, other relaxation methods (to share risk information through the network of phones and converge to a consensus) or inference methods might be more efficient than the ones proposed here. Thanks to the fact that the viral transmission probability is tiny for any particular contact, when a user’s risk is bumped up significantly (e.g. because of a positive test result), the information diffuses through the network and dies out exponentially fast (quickly reaching zero effect because of the quantization of risk levels). Future work on the machine learning aspect will clearly have to include comparisons between different approaches. The metrics used should also be application-dependent. In the short term we are using the model’s log-likelihood, precision and recall of infected individuals via their risk level.

However, ultimately, the best way to evaluate different methods is in terms of how well they manage to curb the spread of the virus for a given amount of average mobility. How should that be measured? In silico, a measure of this can be obtained by running a simulation with the predictor in the loop of behaviour and evaluating how this impacts mobility and the spread of the virus, and how the trade-off between the number of hours out of isolation (e.g. at work) and keeping the reproduction number can be best achieved. Another ongoing question is how to scale simulations to large populations? Current simulations have been run on up to 30,000 individuals. How do we scale to the size of a country like Canada? Although local effects are the most important to understand viral propagation and growth, deconfinement will open up questions about the spread of the virus between regions and countries and we need appropriate computational tools at that scale.

4.4.3 Risk message privacy

Since users are sending risk messages to all of their contacts, there is data leakage in the risk messages themselves. This is true regardless of what protocol/mechanism is used for the contact tracing (for the Google-Apple API, this is a 3-bit risk message \cite{13}, for the coEpi proposal, this is a self-reported symptom list \cite{45}), and is endemic to sending risk messages. As an extreme case for the sake of illustration, if the risk message included the SIN of the user, then there would not be privacy at all in the protocol, because users would effectively be broadcasting their IDs with a delay through the private messaging system. Even in more realistic scenarios, the risk messages themselves may carry correlatable information. For example, if Alice and Bob run into each other every day, and most people are not infected, then Alice receiving the same risk level update from Bob for a set of contact events may allow her to infer that all of Bob’s messages came from him. While we hide this information from users of the app, a dishonest user with a hacked app could
potentially record the actual messages.

For this reason, the space of possible risk messages should be sufficiently small that each user has some plausible deniability for having been the sender of the risk message. To this end, we quantize the risk levels to 4 bits, having risk levels between 1 and 16. With only 16 risk levels, Bob has plausible deniability as to being the sender of a risk message.

We have thus reduced the amount of information available for inference and training of the machine learning predictor in order to increase privacy, in the following ways:

- we have eliminated access to the exact location and trajectory of each person (instead the GPS location is converted into statistics of the dissemination area, as input to the risk predictor, and the statistics of each zone are collected for the epidemiological model)
- we have eliminated access to the exact time of the encounters (to protect the privacy of the other person), keeping only its day
- we have eliminated the information about the global structure of the contact graph (who met with whom): the only thing left is the view from each phone about the non-identifying contacts and their risk levels,
- we have eliminated the exact knowledge needed to allow unambiguous matching of different encounters as belonging to the same contact (instead we have noisy information derived by the approximate time of receiving update messages)
- we are not able to model the joint distribution of geographical zones and per-user medical questionnaires, by splitting the data sent to the ML server into two kinds of packets going into different files whose entries cannot be matched anymore (one indexed by zones and the other by pseudonymous identifier).

Let us review what is lost with each of these and how we mitigate these issues. Geographical location is presumably important because some areas have a larger base probability of infection in the population and for example density, cultural aspects etc which influence the probability of dangerous contacts. We mitigate this by using demographic information from Statistics Canada as proxies for the actual geographical location, but this may actually help to generalize better in zones for which less data are collected.

The exact time of encounters could tell us about the circumstances of the contagion (e.g at work during the day vs during the night sharing a bed) but is too sensitive an information when we want to avoid stigmatization (identifying who it was we met who had a high risk). Similarly, the contact graph is crucial from a privacy perspective (most people do not want anyone tracking who they met), and although it would be interesting to see how this impacts accuracy of predictions, we have chosen not to consider methods (like loopy belief propagation) which would require the contact graph in order to perform inference and learning.

The ability to match different contact events as belonging to the same person (while not necessarily knowing who that person was) is important to correctly estimate probabilities of infection. To see this, consider two scenarios: over the course of a few days, Alice has \( N = 100 \) encounters of 15 minutes each with Bob (they happen to live together), versus Alice has \( N = 100 \) encounters of 15 minutes each, but this time each encounter is with a different person. In the first case, to first approximation, Alice’s probability of becoming infected may increase to approach that of Bob’s. In the second case, the probability that Alice has been infected is very high because it is enough that any one of the 100 people were contagious for her to have become infected. This is why it is very important to make the difference between repeated and not-repeated contacts. Although the communication protocol makes it impossible to make an exact association between the different contacts, a probabilistic one can be made, and we have designed a clustering algorithm based on the risk levels and the time of arrivals of update messages to cluster the different contacts into blocks corresponding putatively to the same person. We use these noisy labels as extra input for the predictor. The last point has already been discussed in Section 2.6.
Figure 1: Comparison between four different scenarios: unmitigated (pre-lockdown behavior), social distancing (same mobility policy for all agents), binary digital tracing (standard method used in digital tracing apps without AI), and AI-based app implementing a simple version of COVI’s ML predictor (based on a small Transformer). Top: evolution of accumulated number of cases with respect to number of days elapsed. The intervention day (4) is when the different mobility policies are put in place. Bottom: estimated reproduction number ($R_t$) as simulation progresses. We see a substantial gain in $R_t$ by using tracing of one form or another, but a much larger gain with ML-based risk prediction.

4.5 Preliminary results on impact of machine learning

We have trained a machine learning predictor in a supervised way using data generated from the simulator, using a simple contact tracing heuristic to generate the messages. To obtain preliminary results measuring the impact of using machine learning to predict contagiousness and obtain risk level messages, we have then used that predictor inside the simulator to influence the behavior of the agents according to four levels of recommendations associated with different thresholds of risk levels. This has allowed us to simulate (with different random seeds than those used for generating training data), how the ML predictor would impact the reproduction number $R_t$ of the disease and the growth of infections in a small pilot population of 1000 (it is
indexed by time $t$ because it can evolve over time, depending on the recommendations received by citizens from public health authorities and their app). The simulation was performed with the assumption that 60% of the population was using the app and users at the strongest level of recommendation (quarantine level) got tested.

Note that the number of inputs of the predictor is variable as it depends on the number of contacts, so we have used a Transformer deep learning architecture [91], which can also capture dependencies across the whole history of the user (14 days and the list of all contacts) without suffering from the vanishing gradient difficulty of recurrent neural networks [92]. The contagiousness predicted by the transformer for each day in the past 14 days is converted to a 16-level (4 bit) message sent to the contacts of the corresponding day. The conversion from real-valued output to risk level was done by picking thresholds making the 16 bins of approximately equal frequency. The risk level for today was converted into a recommendation level. We used 4 recommendation levels in this simulation:

1. Recommendation level 1 (risk levels 0 and 1): Encouragement to wash hands, activating the hygiene factor to reduce infection.

2. Recommendation level 2 (risk levels 2 and 3): Like Level 1 plus wearing a mask and standing 2m apart. This keeps the hygiene factor from above. It also activates wearing a mask outside the household. The efficacy of wearing a mask is set differently based on if someone is a healthcare worker or not (as the former tend to have better masks).

3. Recommendation level 3 (risk levels 4 and 5): Like level 2 plus practice stronger social distancing, which reduces the time duration of contacts by half. It also prevents people from visiting locations that haven’t been visited in the past, making them more conservative.

4. Recommendation level 4 (risk levels 6 to 15): this is the quarantine level, like level 3 plus recommendation to get tested, depending on the availability of a test. The quarantined people work from home if they can, stay at home unless they are hospitalized (so there can still be household infections), they go out with a 10x reduced probability to stores or parks, but every time they go out they do not explore i.e. do not go to more than one location.

A different simulation was then run to compare four different scenarios:

- Unmitigated: agents are behaving according to pre-lockdown mobility statistics, leading to a value of $R_t$ slightly above 2 and rapid exponential growth of the infected population.

- Social distancing: all agents are following the same mobility policy, and a global parameter (corresponding to the strength of social distancing policies) controls the number of dangerous contacts. A maximal setting of this parameter would lead to full lockdown.

- Binary digital tracing (second order): agents quarantine themselves if were in contact with someone who tested positive, or were in contact with someone who was in contact with someone who tested positive.

- AI-based app: agents use COVI’s predictor to modulate their social distancing and self-isolation.

The global parameter controlling the strength of social distancing was modulated separately for the last three methods so as to equalize the global mobility (the number of contacts). Indeed, the AI-based app would otherwise tend to be favoured as more people would generally tend to get some form of recommendation to be prudent, whereas binary digital tracing only touches the immediate (or second-order) contacts of patients who tested positive. The results are shown in Figure 1 and suggest that ML-based risk prediction could
very substantially reduce $R_t$, compared both to standard digital tracing and to a uniform policy of social distancing.

This visualization focuses on the advantage of AI in terms of reduced number of cases for some fixed general level of mobility, but it is possible to show how, for a fixed choice of $R_t$ (obtained by globally decreasing mobility with more distancing and isolation), one can obtain more mobility with an ML-based predictor. More details of this simulation, along with the code used, will be provided in an upcoming technical report focusing on the simulation and ML aspects of this project.

5 Empowering Citizens

Decision making is difficult—doubly so in times of crisis when both the noise-to-signal ratio and the potential impact of decisions are orders of magnitude higher than in everyday life. Fields such as behavioural economics posit that this complexity leads people to make predictable mistakes \cite[93]{93}. Policy-makers thus employ “nudge” strategies to “fix” those mistakes and align people’s behaviour with certain normative standards. This strategy is certainly relevant in some contexts: for example a stay-at-home order or the instructions of washing your hands for 20 seconds \cite[94]{94}.

However, while fields such as behavioural economics \cite[95]{95} are often used to achieve behaviour-change goals prescribed by organizations and governments, this approach also comes with a risk: a strategy based on libertarian paternalism (a common characterization of nudging) is only as powerful as the underlying motivations of the population to which it is applied. In the short-term, goals that are externally imposed can be promoted through clear, consistent and prescriptive messaging; but sustained success relies on connecting to each user’s motivation and preferences.

Thus, over the period of a long crisis, it is necessary but not sufficient to ensure citizens can access and understand reliable information, internalizing what is most relevant to their own circumstance rather, there must be feedback in the exchange of information. The public must have opportunities to articulate its goals and motivations and indeed those goals and motivations must actually come to drive the information-focused components that are the initial focus of messaging. This approach provides an experience to users where they know that their voice is heard and the inputs they are provided are perceived as supporting their self-actualization rather than imposing external constraints.

So far in this crisis, citizens have been asked (or, in some cases, forced) to severely curtail their usual daily activities, with broad-based and stringent confinement measures enacted and enforced at various levels of government. To date, the stringency of these measures has actually made decision-making quite simple: the restrictions are so severe and so broad-based that citizens are left with minimal space for interpreting what is being asked of them.

As the crisis moves into its later phases, however, this situation will change substantially. Services will reopen progressively, initially in a limited capacity and then more rapidly (perhaps with fluctuation to account for new outbreaks). The types of decisions the public will face during this phase of the crisis are likely to be more cognitively demanding, as the appropriate recommendations become more dependent on one’s specific situation (as opposed to broad-based). Similarly, the acceptance of measures to date will have worn down the resolve of the population to some degree. In combination, citizens will be both less clear on what to do and less motivated to do it. If an externally-motivated approach is still in place (as opposed to a self-actualization model), there could also be increasing tensions between the internal desire for personal freedom and the seemingly-external necessity for public health and safety. The implications of even small day-to-day decisions (e.g. “Should I meet a friend at a coffee shop?”) can be profound.

We must therefore carefully craft tools that allow citizens to make these decisions in an evidence-based manner that considers (1) their potential risk-level to others, (2) their vulnerability in the case of an infection and (3) their risk preferences. Rather than relying on coercive nudges, COVI promotes awareness,
empowerment and self-actualization. The application serves to create transparency so that each user can make the best possible decision for themselves and others around them. This transparency is driven by the preferences (notably risk preferences) that the users express through their use of the app. The sections below describe what this entails, in concrete terms, by introducing a set of foundational principles that drive core design decisions and ethical considerations.

5.1 User preferences drive end-to-end experience

While a strictly epidemiological approach to the Covid-19 crisis might prioritize minimizing the amount of risk taken on by citizens, at all costs the need to also protect civil liberties and economic well-being requires any tool aiming to serve citizens in the long term to take account of their personal preferences. Designing tools based on an assumption that each user aims to solely minimize their risk of infection could lead to tone deaf messaging that is ignored by users.

Given that one of the guiding principles of COVI is the commitment to providing actionable recommendations, it is important that this messaging be transparent, resonant, engaging, empowering and supportive of the user’s stated preferences. To achieve key public health goals, users must view COVI as a tool supporting their self-actualization rather than a tool for external actors to tell them what to do. This section discusses how various measurement mechanisms and frameworks must be leveraged to elicit personal preferences, which is critical to achieving public health goals.

COVI is built on an assumption of personal agency i.e. that recommendations are designed to inform choice rather than shift it (a subtle but critical distinction). We take an evidence-based approach and base the user experience on a foundation of clarity and collaboration. The best-practice frameworks and data gathering instruments listed below provide insight into how this principle applies to all aspects in the design and evolution of the application.

5.1.1 Measuring in-application user behaviours

Carefully measuring the kinds of information a user engages with allows us to create more meaningful interactions for them. In particular, past research in the cognitive science of mobile health related applications has taught us that attention, memory and reward processing are key in determining effective delivery models for health recommendations [96]. Engagement data gathered from in-application analytics tools and displayed on an internal engagement dashboard allows us to leverage a combination of behavioural science frameworks established in the fields of public health [97], behavioural product management [98] and ethical behaviour change [99] to adjust the informational architecture of the application and personalize the user experience, prioritizing information that engages the user.

Importantly, certain kinds of information would be irresponsible to display, despite being highly engaging; for example, a map showing a real-time feed of infected users would surely draw a huge amount of attention but the stigmatization of infected users and other negative impacts of this on society would be enormous. Information must be personalized to promote engagement, but not at all costs. Ethical frameworks described below must thus be used to elucidate how the pursuit of user engagement should be balanced against other crucial considerations, such as psychosocial well-being and inclusivity.

As noted above, the in-app analytics (of consenting users) contribute to machine learning algorithms that build epidemiological models. The combination of user interface tools and machine learning back-end allows us to provide tailored messaging for different user groups while remaining aligned with public health messaging across jurisdictions in Canada.
5.1.2 Identifying unaddressed needs through population-level surveys

When working with large data samples, it is easy to conflate the sample population with the overall population. The democratic principle of COViS guiding mission helps us to keep this difference in focus. To understand how these user preferences map onto the wider population, including any under-represented groups, we periodically run a set of data-gathering exercises (such as quantitative surveys) with representative samples of Canadians. For example, while in-application data may show users are generally satisfied with the privacy options, survey data could reveal that the population at-large is more likely to interpret the application as autonomy-reducing something that has been shown to reduce the effectiveness of health related application messaging in Quebec and Alberta [100].

The survey instruments we have designed focus on identifying key beliefs, attitudes and unaddressed needs. They also focus on how Canadians perceive risk, what their intended courses of actions are (based on this perception of risk) and how they consume information to guide the courses of action they will take.

Preliminary surveys have been conducted using MTurk, a platform frequently used in social science research. Though this platform is known to skew towards younger, more educated, and less affluent members of society, it nonetheless offers access to a population beyond our application users. By checking the demographics of our respondent population against census demographics available from Statistics Canada, the results of these surveys are then weighted to proportionately reflect the Canadian population (and subgroups thereof). Among those users that contribute their pseudonymized data to the COVI ML servers, similar adjustments are made (based on demographic information they input) to provide a representative image of Canadians generally.

To ensure the data gathering instruments sufficiently capture unaddressed needs and potential behavioural barriers, we refer to social network theory [101, 102]. These conceptual frameworks guide the design of data-gathering instruments such as surveys or interview questionnaires. The insights gathered from this research inform the prioritization of feature development and copy changes in the product roadmap. Summaries of these insights also allow us to connect to the public-outreach teams to align their messaging with the preferences of Canadians (both to increase adoption of the application and to have a positive impact on Canadians looking to contribute to tackling the crisis without using the application).

5.1.3 Applying usability checklists to improve experience

A number of usability and user experience checklists are applied in the creation and testing of the application. These focus on both the cognitive and affective components of application usability [103]. Usability in this context focuses on 5 components described by J. Neilson [104]: 1) Learnability refers to How easy is it for users to accomplish basic tasks the first time they encounter the design?, 2) Efficiency refers to Once have learned the design, how quickly can they perform tasks?, 3) Memorability refers to When users return to the design after a period of not using it, how easily can they reestablish proficiency?, 4) Errors refers to How many errors do users make, how severe are these errors, and how easily can they recover from the errors?, and 5) Satisfaction refers to How pleasant is it to use the design?. Key principles as heuristic evaluation are used to detect and remove any potential design flaws that hinder usability.

In addition to ensuring that information and functionalities are understandable by users, the goal of these user experience audits is to ensure that user engagement is maximized. A key priority for us in improving the user experience is considering how we can empower users and tap into their intrinsic motivation so that they remain engaged in the long term. For this, we leverage research in human motivation, such as self-determination theory, self-efficacy and self-regulation [105, 106, 107]) to make sure that the user experience is designed for long-term and self-motivated behaviour change.

Beyond applying best practices in UX design, we also work with a number of industry partners that are leaders in creating interfaces, and will provide guidance and validation on both new versions of the
application as well as new features that are being rolled out. These engagements reflect the fact that the state of the art in UX design (and truly it is as much art as science) is not thoroughly documented in research articles or other written sources. Rather, the leading edge of UX is sometimes only visible in the work and the insights of its leading practitioners, UX being a field of professional practice first and research second.

5.2 User comprehension is prioritized and verified rather than assumed

As noted throughout, privacy is a key consideration for the COVI project—as much because it is a social and democratic priority as because it plays a determining role in the adoption of the application. Research has shown that data sharing permissions are strongly affected by privacy experience, computer anxiety and perceived control—factors that, if unaddressed, can have a profoundly negative effect on the privacy concerns of a significant segment of users [108]. While there are examples of how cognitive biases such as over-choice and hyperbolic discounting can be exploited in platform design to coerce consent [109], we operate with the strong belief that this is an unethical and unsustainable strategy.

For this reason, it is critical that all sharing permissions be carefully crafted and validated throughout the application experience. To transparently demonstrate the privacy implications of using COVI, and to ensure that citizens who decide to use the application do so with confidence, the application cannot be designed or implemented in a way that assumes a user has infinite time, attention or understanding to explore privacy implications.

To validate that the design is effectively supporting informed consent, evidence-based techniques and frameworks must be used to understand to what extent disclosure mechanisms are succeeding in informing users about key features—especially around the concept of privacy and data sharing. In particular, the usability testing features mentioned above are included to measure the choices made by users.

5.2.1 Population-level testing about sharing preferences

A substantial body of research shows that Canadian preferences on data sharing are informed by dubious beliefs about data collection and use policies [110]. In order to reveal true population-level preferences, research must be conducted in a way that clearly outlines data usage policies, ensures understanding and elicits candid responses. Thus, in addition to referencing the existing literature on the subject [111], our surveys seek to understand the privacy and data sharing preferences of Canadians. Importantly, the testing allows us to identify key gaps in knowledge that Canadians may have around what data sharing may entail in the context of a digital contact-tracing application. The applications features and copy have been and continue to be informed by the general themes identified in this research regarding privacy and data sharing preferences of Canadians.

5.2.2 Key terms and conditions are emphasized and progressively disclosed

A wealth of cognitive ergonomics research supports the idea that people have limited cognitive bandwidth and fall back on heuristics to simplify their decision-making when interacting with complex systems [112]. In fact, there is a line of evidence suggesting that cognitive scarcity correlates with more information disclosure behaviour [54]. This means that consent could likely be coerced by overloading users (who are likely already emotionally strained) with information but such an approach is antithetical to the ethical principles guiding COVI and likely unsustainable.

Instead we must ensure that key components of the terms and conditions are well understood by users, not just agreed to haphazardly. This is done using a multi-layered, progressive disclosure approach, which has been shown to balance user experience and system transparency [113]. For example, a graphics-heavy top layer illustrating privacy implications can link to a somewhat more textual second-layer this can then link to the longer FAQ section on the website, which in turn sends users to the full privacy policy.
Users are thus provided with disclosure information befitting their level of interest and literacy with the topic. Those who are satisfied with a top-level view are provided with that, while more interested users can continue digging into further and further details until their questions are answered.

5.2.3 User comprehension is verified rather than assumed

Consent is often gained by presenting users with a block of “terms and conditions” text and assuming they will read and understand it. Yet, this assumption has been invalidated by empirical evidence; as such consent given under such conditions cannot be considered fully informed. In order to make consent more meaningful, it is essential to know what information most affects user decisions, and to ensure this information is conveyed such that they are most likely to read and understand it.

We take a number of steps to achieve this. First, we apply in-app analytics to estimate users’ comprehension for example, by looking at the average user dropout at various layers of disclosure information. Second, we administer dynamic comprehension quizzes to a random sample of users, allowing us to understand what information has and has not been internalized. Finally, disclosure tools are iteratively revised based on the feedback from these measures, to ensure they best cater to actual user behaviour.

5.3 User empowerment to protect themselves and others is maximized

As noted at the outset, a central challenge of easing lockdowns will be the loss of clear, uniform instructions for citizen behaviour. To provide continued clarity and promote the empowerment of users, the COVI application leverages evidence-based methods. In particular, research on public health messaging suggests that two factors are particularly predictive of feelings of self-control: health consciousness (triggered by conservation and self-transcendence) and health knowledge (triggered by bonding and bridging social capital) [55]. By explicitly targeting these outcomes in its messaging, COVI can increase collaboration toward prosocial public health outcomes among its users.

In addition to leveraging empowerment-maximizing frameworks of public health messaging, a unique aspect of COVI is its ability to provide personalized information to users about what actions they can safely take based on their individual context. As noted above, this information is personalized to the preferences of the individual (to promote self-actualization, which is different from compliance) and aligned with the policy set by the public health authorities (who remain the legitimate decision-makers, even if COVI offers powerful tools to both inform those policies and deliver them to citizens).

Using a machine learning powered predictive algorithm, COVI works with scalar risk levels, rather than simple binaries of contact/no contact with an infected person. The predictive and scalar natures of the algorithm in turn facilitate a proactive, progressive approach for users to manage their risk restricting their movements by degrees as their individual level of infection risk increases, even before they have certainty about whether they are infected or not (or have had direct contact with an infected person).

5.3.1 Canadian beliefs and attitudes toward the crisis are closely monitored

To ensure messaging is aligned with user preferences (to be empowering rather than perceived as imposed), evolving Canadian beliefs and attitudes toward the crisis (including health, social and economic dimensions) must be closely monitored. Various approaches are used in concert to accomplish this.

Large-scale surveys of the Canadian population have been and continue to inform our understanding of how Canadians perceive this crisis, what their preferences are, and so forth. This is complemented by our in-app data, which (as stated above) is census-weighted to reflect the Canadian population.

These instruments are informed by research across various fields, including health messaging, crisis communications and revealed/stated preferences research from behavioural science. Previous research has
demonstrated strong framing effects in health messaging, such as showing that gain-framed messages are more effective than loss-framed messages in promoting prevention behaviours [114]. There is currently limited research on the framing effects of Covid-19 related messaging, a gap that research related to COVI seeks to address. Leading-edge research in crisis communications has highlighted the importance of prioritizing transparency, trust and user empowerment [55]. Theories and frameworks pertaining to preferences are discussed in the section above—and also feed into the instruments described here, especially as the knowledge base increases and as the crisis evolves (along with the perceptions of the crisis).

These findings help us formulate messaging variants and feature design, which are then A/B tested in-app to determine the effects of the various approaches being considered. We achieve this by using our custom in-application analytics engine and questions (which is fed into the machine learning algorithm on the COVI Canada ML servers, as noted above), as well as with external surveys.

5.3.2 In-application desensitization is closely monitored

A well known effect in crisis communications is desensitization to messaging over time—otherwise known as “alert fatigue.” In fact, Baseman and colleagues [115] found that each additional public health message sent during the course of a week resulted in a statistically significant 41.2% decrease in the odds of recalling the message. Desensitization is also known to lower risk perception, which can affect user compliance with the recommendations provided. Because certain messages available through the application are critical (e.g. a stay-at-home order based on your risk of infection, or vulnerability to Covid-19 due to a pre-existing condition), it is important that these messages are taken seriously by users. In brief, our in-app messaging must be carefully structured according to evidence-based practices [116], ensuring that low-priority alerts do not create noise that prevent high-priority alerts from being taken seriously and acted upon. There is a delicate balance to strike here, as the desire to drive application engagement (especially early on) could create pressure to escalate the urgency of the apps messaging but ultimately there needs to be space above the baseline messaging for urgent messages to stand out.

For this reason, the effect of application messaging on user desensitization must be assessed continuously. This is accomplished through user surveys (including single-question micro-surveys delivered in-application at carefully chosen moments), population surveys, and in-application analytics (examining rates and timeliness and compliance with low- or high-priority alerts). The design of the surveys is informed by frameworks for crisis communications, public messaging and health messaging.

5.3.3 Credibility is well communicated

Crisis and risk communications research [117] has shown that people look for simple, consistent, and credible information. Given these known preferences, users are likely to be extremely sensitive to any kind of indication that information presented in the application is biased, out of date, or false; the timeliness and credibility of information should be proactively identified and demonstrated to users. There is also general agreement among experts and researchers that communication by authorities to the public should include explicit information about uncertainties associated with events; therefore, the degree of certainty regarding information should be clearly communicated. A close collaboration with authorities to ensure that the information is valid and trustworthy is critical as a mitigation strategy for this, with the source of the data being made salient to the user.

5.3.4 Information is updated often and visibly

Our research on existing digital applications relating to Covid-19 indicates that users place a lot of importance on receiving updated information. For this reason, special care must be taken to ensure that information...
available in the application is as up-to-date as possible and that the latest update timestamp is always available and salient to the user. The initial feature set of the application integrates APIs that are updated on a daily basis, with the goal of even more timely data being made available. As we shift toward proprietary sources of data for in-application visualizations, it is important to coordinate with the development teams to ensure that timestamps are (1) readily available and salient to users, and (2) made meaningful to users. For instance, we will communicate clearly whether timestamps refer to the date of infection, the date the test was performed, or the date the test result was available.

5.4 User psycho-social well-being is promoted

Due to the sensitive nature of the content being communicated through the application—as well as the general stress-level caused by the crisis—it is essential to approach both the application design and the copy through a lens of deep empathy. In particular, this means that undue stress on the user must at all times be minimized, and extra care should be provided to higher risk groups who are likely experiencing even higher stress levels.

Increased stress negatively impacts decision-making. Thus, given that the goal of COVI is to empower users through improved decision-making, adding stress runs directly counter to our objective. Furthermore, psychosocial well-being plays an important role in defining individual and collective narratives about our efforts to address the crisis, which has important democratic implications (e.g., government and market solutions are predominantly viewed as the main ways to solve collective-action problems; this project represents an experiment with a new decentralized form of coordination, one that is privacy-protecting and citizen-empowerment-first, and that can have impacts on future decisions about how to deal with large-scale societal challenges). There are also more tangible reasons to promote psychosocial well-being: increased stress and anxiety are linked to reduced immune functioning \cite{118,119,120} and thus undue stress would decrease our biological resilience against Covid-19.

Some of the strategies we employ to promote psychosocial well-being include the following.

5.4.1 Creating features for users to assess risks to their psycho-social well-being

During a global pandemic, people may be less attuned to their mental well-being, and many are in a position where they must make difficult trade-offs between health concerns and other issues (financial, professional, familial/social, cultural/religious). Even those who do not contract the virus may experience mental health consequences from additional anxiety and stress. Indeed, individuals with pre-existing mental health conditions are among the most vulnerable populations during periods of crisis and isolation \cite{121}. As such, we include in-app features to help individuals assess their well-being, and provide mental health resources tailored to the user’s profile (age, location, etc).

5.4.2 Providing mental health resources

As stated, we will provide users with resources (e.g. psychological therapy exercises and mental health support lines) to help them make meaningful progress toward better psycho-social well-being. In cases where users report severe issues related to mental health, a simple triage system should be created that prompts them to contact a mental health practitioner or seek immediate support. Since mental health remains somewhat taboo in society, we have made it a priority to communicate the normality of mental health concerns, especially during a time like this (e.g. by using social norms to indicate that X number of people in their neighbourhood used this resource).
5.4.3 Creating a positive-skewed distribution of messaging valence

Given that most messaging relating to the Covid-19 crisis is overwhelmingly negative, care must be taken to reduce the stress imposed by messages framed in this way, particularly given that previous research has shown that message framing results can lead to significant shifts in public response [122]. This is done by using user-tests to measure the emotional valence of messaging and ensuring that message valence is framed positively and communicated effectively (while ensuring that they are not misinterpreted as being unserious). In fact, all messaging used in the application has been tailored to avoid eliciting negative sentiments and put an unnecessary burden on the users mental state. Each iteration of the application will continue to reflect the continuous tests that we carry out in this regard, to validate approaches and improve the apps effect on the users well-being.

5.4.4 Proactively addressing risks of stigma and other social dynamics around privacy

The COVI application was designed to protect privacy and empower its users. While a technical attack on infrastructure is an important vector to consider for privacy breaches, the users phone also needs to be considered as a point of vulnerability within the system. While we want to provide transparent and informative content to users, that same content viewed by someone else looking at their phone could be an untenable compromise of privacy. For example, a risk level displayed prominently could be of interest to users, but a shopkeeper or employer might also demand to see the risk level screen of users as a condition for being admitted onsite. As Bruns and colleagues suggest [123], these kinds of dynamics can create profound stigmatization risks which must be addressed through carefully planned risk mitigation strategies and appropriate social norms protecting the rights of individuals. Note that consent may not be a sufficient barrier for an employee who may have no choice but to accept the directives of their employer or lose their job. Further legal protection of privacy should be considered and put in place according to the collective preferences of citizens and the value of protecting the most vulnerable in society. Truly voluntary measures (e.g. stay at home if at high risk) are preferable but should not come at a personal cost (e.g. losing one’s job).

To address these worries, we leverage threat model scenarios to ensure that we account for ways in which a users privacy might be compromised by someone who has access to their information through that users own phone. These threat models allow us to conduct privacy assessments structurally analogous to those created by the privacy infrastructure team.

5.5 User inclusivity acknowledges the diversity of their needs

Diversity and inclusion are important in the context of COVI for several reasons. First and foremost is the issue of social justice and fairness. Any application that brands itself as catalyzing a nationwide effort must support all members of the citizenry, providing opportunities for each person to step up and join the effort. An application that is less welcoming to or less effective for certain segments of the population undermines its claim to a truly nationwide effort. Furthermore, as the utility of the COVI application increases rapidly as the user base grows, promoting inclusivity is important for instrumental reasons insofar as it increases the power to serve the entire user base in addressing the crisis.

In the context of this aspiration, it is important to consider how various groups, especially those already marginalized, are likely to interact with the application. In order to do this, we are deploying strategies such as the following.

5.5.1 Population-level inclusivity audits

The application team must use data-gathering instruments to identify key demographic gaps in the use of the application. Dimensions highlighted as relevant here include: gender, race, age, language, income,
education, sector of employment, family composition, region, rural/urban, Indigenous status, mental/physical health, mental/physical ability, housing status. This can be achieved by comparing user-base demographics to Statistics Canada census data. These insights would be shared with the public-outreach team to inform their strategies to reach a diverse user base. They would also be shared with public health authorities to help those authorities understand which population subgroups are or are not well represented in the inputs they receive from COVI Canada (including both aggregate data and epidemiological modeling).

One critical element for the success of this approach is the quality of data. Users are not required to input this level of demographic information. Rather, they are given the option to fill in as many or as few of these dimensions as they wish, knowing that the more they fill in the more personalized their experience is. Furthermore, for those users who opt in to contribute their data to the COVI ML server, their contribution of demographic data is critical for training the machine learning algorithms—and thus to providing those individual users and others like them with accurate recommendations.

5.5.2 Integrating diversity dimensions into our other analyses

Beyond simply understanding how the user base maps onto the diversity of sub-populations across Canada, it is important to identify and assess any meaningful differences in the way that sub-populations interact with and derive value from the COVI app. For instance, if younger, more educated, more affluent, urban residents are over-represented with the app’s user base (a plausible scenario given that this demographic group is also over-represented among smartphone owners), that could lead to the construction of an epidemiological model that is better adjusted to the reality of some users than others. If such a situation were not identified and addressed, it could lead to less accurate recommendations being supplied to users dissimilar to that group—providing less effective health protections to some users than others.

To identify and address these potential challenges, frameworks of bias assessment in clinical research are leveraged [124] and the analyses described throughout this document are disaggregated along these diversity dimensions. Additionally, the diversity dimensions are fed into the machine learning algorithm to identify epidemiological as well as behavioural differences across these subgroups. The training procedure for risk prediction and epidemiological modeling can then be modified to increase the weight of underrepresented groups, using a method of importance sampling or importance weighting. For instance, if Indigenous people have different preferences than other Canadians in managing this crisis, and therefore respond differently to messaging, this could be identified by the analytical approach here, to ensure that Indigenous Canadians receive messaging that promotes their self-actualization rather than imposing messaging upon them that embeds the preferences of others.

5.5.3 Engagement with at-risk populations

The analyses above lay out the process for assessing demographic underrepresentation and tailoring user experience (including health recommendations) by demographics. However, the project teams assume that there are notable demographic groups that are so drastically underrepresented among the user base that it creates a risk that the entire subgroup is not well served by COVI. Furthermore, if COVI represents an effort to support and empower Canadians during this time of crisis, then at-risk groups (e.g., Canadians who are homeless or living in precarious housing situations) are the ones most likely to be systemically excluded from using COVI.

For these reasons, it is important for the application team to create an open discourse with entities representing groups within the population that are most at risk of being marginalized. Structural marginalization is foreseeable among the older adult population, people without access to smartphones or mobile data and people with disabilities, though a more thorough verification based on established frameworks for inclusive innovation is necessary [125]. Since the beginning, we have been proactive in ideating alternative solutions
to accessing groups of people who are at-risk of being marginalized. In addition, our roadmap includes a very specific set of features that would allow the application to reach, albeit in a more limited way, members of at-risk groups—e.g. custodial wallets for those who do not own a cellphone but have access to one. Finally, past research has shown that involving stakeholders from at-risk communities as domain-experts in the co-creation of solutions can drastically improve how “data scientists approach the development of corpora and algorithms that affect people in marginalized communities and who to involve in that process” [126]. Thus, direct engagement with marginalized communities is necessary throughout the project.

6 Discussion

Let us now briefly consider some of the critiques often made of digital tracing and see how COVI fares in that light. The biggest critiques of digital contact tracing generally center around privacy, trust, and adoption. A high-level question which comes up is whether or not it is worthwhile to take any risk with privacy if we are not sure that such an app would help. Studies suggest that at least about half of the population would have to be on-board to beat the virus, a high threshold for adoption. However, if there is any significant chance that an app like COVI could succeed at being used at that level, we have to take it because the consequences of not doing so are too great: the difference between a reproduction number of 1.5 and a reproduction number of 0.9 is huge in terms of human casualties, not to mention the fact that targeted self-isolation offers the possibility that a large fraction of the population be allowed to work while still keeping the virus at bay.

Of course, in a democratic country where we value freedom and responsibility, we cannot make an app like this mandatory: the only option is trust. For something like COVI to work, people have to trust the organization managing it; hence the importance of privacy protection and of a not-for-profit organization focused on the Covid-19 pandemic managing the effort. Similarly, COVI Canada and governments have to trust that most citizens will act responsibly when they understand what is at stake, i.e., the lives and health of fellow citizens.

However, even if the uptake of COVI was not sufficient for efficient automatic tracing of contacts to estimate contagion risks, it would still reinforce the manual tracing efforts, by allowing high-risk citizens (as estimated by COVI) to proactively get in touch with public health authorities (ahead of when they would be called by public health, if they would have been called at all), thus gaining precious days during which contagions would otherwise likely occur. In addition, COVI could play a significant role in terms of epidemiological modeling and forecasting. Indeed, it is enough that a small fraction of the population consent to sharing their data for the ML models to already greatly enhance what is currently feasible in terms of epidemiological understanding and forecasting under different public health policies.

Focusing in on the privacy issue, the problem is multi-faceted, and COVI addresses the different aspects in different ways. One major concern is about stigmatization resulting from the app. We ensure that third parties or individuals with whom a COVI contact is established will generally not be able to easily infer one’s risk level (unless it is obvious for other reasons). Spending time with a diagnosed person would not mark one as a pariah because that information would remain anonymous. Even the way that infectiousness is communicated to the user, i.e., in the form of recommendations which can depend on other factors, makes it more difficult for someone like a spouse or an employer, simply by looking at your phone, to get an explicit readout of the risk level (for example we avoid the kind of obvious colour scheme implemented in other apps). COVI is not meant to be used as an immunity passport, because of the concerns this would raise for human rights and dignity.

Another important privacy consideration is the concern that government agencies would have access to one’s detailed trajectory and network of contacts. Again this is avoided to the extent possible, thanks to the decentralized approach to data management, the cryptographic mechanisms used to send risk messages, the privacy mechanisms on the machine learning side, and the creation of a strong data governance model (with
COVI Canada, a not-for-profit organization) to hold the pseudonymized medically relevant information (like questionnaire answers) for a period of three months and a single-minded mission to protect the health, privacy and dignity of citizens with regard to the management of the collected data. In addition, the pseudonymized nature of even the optional volunteered data makes it difficult to track people, as their phone number, IP address, name or other identifying information would not be collected and thus would not be available to anyone.

To promote trust, COVI Canada will have open rules about its governance, open access to the code and aggregated epidemiological models, and would be continuously monitored by its board, internal experts committees, and external evaluations from independent academic groups and governmental representatives, to make sure that it stays faithful to its mission. COVI Canada’s entire governance model is built around the core values of legitimacy, accountability, transparency, and efficiency. COVI complies with Canadian privacy laws and with the principles put forward in the Joint Statement by Federal, Provincial and Territorial Privacy Commissioners on May 7, 2020 [48]. These include consent, and trust, legal authority, necessity and proportionality, purpose limitation, de-identification, time-limitation, transparency and accountability and the deployment of safeguards. This public white paper seeks to be an example of that transparency: we have tried to be explicit about the privacy risks that contact tracing does entail, and we hope that the end users will agree with our value proposition given the exception circumstances of the pandemic.

COVI Canada’s single mission of supporting Canadians in their fight against Covid-19 and not-for-profit nature ensure the data collected will never be used for commercial purposes, nor sold to private companies. It cannot be used for surveillance or to enforce quarantine by governments. The data is all stored in Canada and will be deleted as soon as the pandemic is over. COVI Canada’s Board of Directors will be chaired by a retired Canadian judge, and the governance model includes an Experts Advisory Council of recognized thought-leaders in relevant fields such as public health, ethics, human rights and privacy. COVI adheres to the Montreal Declaration for the Responsible Development of AI and was developed with the support of UNESCO. We recognize the unfortunate and unacceptable consequences that a technology can potentially have on marginalized groups and as such, COVI Canada will continue to work with human rights organizations, civil society groups, and legal and social science experts to prevent algorithmic bias, strengthen the technology’s accessibility and ensure inclusive representation at all levels of its governance model. COVI Canada will be dismantled at the end of the pandemic; only the science and technology will remain to help us in future similar situations.

7 Conclusion

As the pandemic progresses, leveraging digital strategies to minimize the spread of Covid-19 while preventing loss of privacy and intrusions on civil liberties remains a paramount objective. As healthcare and economic resources become significantly strained, the ability to efficiently and rapidly reduce the spread of Covid-19 and thereby reduce the morbidity and mortality associated with an infection is critical; however, in our view, this must not come at the expense of the civil liberties that lie at the core of democratic societies. ‘COVI’ is a digital solution that combines digital contact tracing, user interface science, and machine learning with robust privacy protections while preserving independent agency and choice.

We cannot remove all of the privacy risks and trade-offs that are endemic to contact tracing, but combined with independent oversight, COVI aims to gain the public’s trust and engage in responsible collective action against the pandemic. We view COVI as an opportunity to enhance a form of democracy where power truly rests in the hands of citizens: they decide whether to use this technology or not, balancing the risks and the benefits to themselves and their community according to their values. Of course, this requires a public discussion helping citizens understand what is at stake, and this democratic debate is a core component of COVI Canada’s plan. Despite the many challenges associated with launching such a strategy, the balance
achieved by COVI represents an important step in advancing the use of digital health and machine learning to combat a major world crisis. COVI aims to empower individuals by providing them with evidence-based and personalized information about their level of risk, thereby allowing them to act accordingly and responsibly to protect their loved ones and their community. COVI also empowers public health services with aggregated evidence which can be crucial to draw appropriate policies. Ultimately, we believe that COVI will empower Canadians to protect themselves, limit the spread of the virus and facilitate a smart and safe lifting of social distancing measures through collective and democratic action, as they go about their daily lives.
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