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Abstract—We propose a computationally efficient approach to safe reinforcement learning (RL) for frequency regulation in power systems with high levels of variable renewable energy resources. The approach draws on set-theoretic control techniques to craft a neural network-based control policy that is guaranteed to satisfy safety-critical state constraints, without needing to solve a model predictive control or projection problem in real time. By exploiting the properties of robust controlled-invariant polytopes, we construct a novel, closed-form “safety-filter” that enables end-to-end safe learning using any policy gradient-based RL algorithm. We then apply the safety filter in conjunction with the deep deterministic policy gradient (DDPG) algorithm to regulate frequency in a modified 9-bus power system, and show that the learned policy is more cost-effective than robust linear feedback control techniques while maintaining the same safety guarantee. We also show that the proposed paradigm outperforms DDPG augmented with constraint violation penalties.

I. INTRODUCTION

Power systems are a quintessential example of safety-critical infrastructure, in which the violation of operational constraints can lead to large blackouts with high economic and human cost. As variable renewable energy resources are integrated into the grid, it becomes increasingly important to ensure that the system states, such as generator frequencies and bus voltages, remain within a “safe” region defined by the operators [1].

The design of safe controllers concerns the ability to ensure that an uncertain dynamical system will satisfy hard state and action constraints during execution of a control policy [2], [3]. Recently, set-theoretic control [4] has been applied to a wide range of safety-critical problems in power system operation [5], [6]. This approach involves computing a robust controlled-invariant set (RCI) along with an associated control policy which is guaranteed to keep the system state inside the RCI [4], [7], [8]. If the RCI is contained in the feasible region of the (safety-critical) state constraints, then the associated control policy is considered to be safe.

However, the set-theoretic approach requires several simplifying assumptions for tractability, leading to controllers with suboptimal performance. First, the disturbances to the system are assumed to be bounded in magnitude but otherwise arbitrary [4], [6]. Second, the RCIs must be restricted to simple geometric objects such as polytopes or ellipsoids [9]. Third, many approaches select an RCI and control policy in tandem, which usually requires the control policy to be linear and forces a tradeoff between performance and robustness [10], [11], [12]. Fourth, nonlinear systems must be treated as linear systems plus an unknown-but-bounded linearization error [5].

Once an RCI is generated using the conservative assumptions listed above, data-driven approaches can use learning to improve performance with respect to the true behavior of the disturbances and nonlinearities without risk of taking unsafe actions [13], [14], [15], [16]. However, these techniques require solving a model predictive control (MPC) or projection problem each time an action is executed, which may be too computationally expensive. Several approaches that avoid repeatedly solving an optimization problem have also been proposed. One such approach involves tracking the vertices of the set of safe actions, and using a neural network to specify an action by choosing convex weights on these vertices. However, this is only possible when the RCI has exceedingly simple geometry [17]. Other strategies only guarantee safety in expectation, and do not rule out constraint violations in every situation [18], [19]. Controllers with Lyapunov stability or robust control guarantees have also been proposed [20], [21], [22], but stability does not always translate to constraint satisfaction.

In this paper, we present a method to design safe, data-driven, and closed-form control policies for frequency regulation in power systems. Our approach combines the advantages of set-theoretic control and learning. In particular, we use simple linear controllers to find a maximal RCI, and then use reinforcement learning (RL) to train a neural network-based controller that improves performance while maintaining safety. The safety of this control policy is accomplished by constraining the output of the neural network to the present set of safe actions. By leveraging the structure of polytopic RCIs, we construct a closed-form safety filter to map the neural network’s output into the safe action set without solving an MPC or projection problem. The safety filter is differentiable, allowing end-to-end training of the neural network using any policy gradient-based RL algorithm. We demonstrate our proposed control design on a frequency regulation problem in a 9-bus power system model consisting of several generators, loads, and inverter-based resources (IBRs). The simulation results demonstrate that our proposed policy maintains safety and outperforms safe linear controllers without repeatedly solving an optimization problem in real time.
We focus on applying our algorithm to the problem of primary frequency control in power systems. Frequency is a signal in the grid that indicates the balance of supply and demand. Generators typically respond to the change in frequency by adjusting their power output to bring the frequency back to nominal (e.g., 60 Hz in the North American system) [23], [24]. For conventional generators, these responses are limited to be linear (possibly with a dead-band). In contrast, IBRs such as solar, wind and battery storage can provide almost any desired response to frequency changes, subject to some actuation constraints [25]. Currently, however, these resources still use linear responses, largely because of the difficulty in designing nonlinear control laws.

Recently, RL based methods have been introduced in the literature (see, e.g. [26] and the references within). However, most approaches treat safety and constraint satisfaction as soft penalties, and cannot provide any guarantees [26], [27], [28].

The rest of the paper is organized as follows. Section II introduces the power system model and formulates the problem of safety-critical control from a set-theoretic perspective. Section III describes the proposed controller design. Section IV presents simulation results for the modified 9-bus power system.

II. MODEL AND PROBLEM FORMULATION

A. Model assumptions

In this paper we are interested in a linear system with control inputs and disturbances. We write the system evolution as

\[ x_{t+1} = Ax_t + Bu_t + Ed_t, \quad (1) \]

where \( x_t \in \mathbb{R}^n \), \( u_t \in \mathbb{R}^m \) and \( d_t \in \mathbb{R}^p \) are vectors of the state variables, control inputs, and disturbances at time \( t \). We assume the disturbance \( d_t \) is bounded but otherwise can take arbitrary values. More precisely, we assume that \( d_t \) lies in a compact set. This boundedness assumption on \( d_t \) is fairly general, since it allows the disturbances to capture uncontrolled input into the system, model uncertainties in \( A \), \( B \), and \( E \), and linearization error. For more compact notation, we will sometimes summarize (1) as \( x^+ = f(x_t, u_t, d_t) \).

The constraints on inputs are \( u_t \in U \subset \mathbb{R}^m \) and \( d_t \in D \subset \mathbb{R}^p \) for all \( t \). The sets \( U \) and \( D \) are assumed to be polytopes, defined as the bounded intersection of a finite number of halfspaces or linear inequalities [29]. Specifically, \( U \) and \( D \) are defined as

\[ U = \{ u \in \mathbb{R}^m \mid -\bar{u} \leq Vu \leq \bar{u} \} \]

and

\[ D = \{ d \in \mathbb{R}^p \mid -\bar{d} \leq Vd \leq \bar{d} \}. \]

In safety-critical control problems such as frequency regulation, operators want to keep the system states within hard constraints. For example, frequencies are generally kept within a tenth of a hertz of the nominal frequency and rotor angle deviations are limited for stability considerations [23]. We use the set

\[ X = \{ x \in \mathbb{R}^n \mid -\bar{x} \leq Vx \leq \bar{x} \} \]

(4)
to denote the constraints that the state \( x \) must satisfy in real-time.

B. Safety-critical control

Because of the presence of disturbances, it may not be possible for the system state to always remain in \( X \). Some states close to the boundary of \( X \) could be pushed out by a disturbance no matter the control action, while for other states in \( X \), there may exist a control action such that no disturbance would push the state outside of the prescribed region. This motivates the definition of a robust controlled-invariant set.

Definition 1 (Robust controlled-invariant set (RCI) [4]). An RCI is a set \( S \) for which there exists a feedback control policy \( u_t = \pi_0(x_t) \in U \) ensuring that all system trajectories originating in \( S \) will remain in \( S \) for all time, under any disturbance sequence \( d_t \in D \).

If \( S \) is contained in \( X \), then \( \pi_0 \) is a safe policy. Often, the goal is to find the policy that maximizes the size of \( S \) while being contained in \( X \), since it corresponds to making most of the acceptable states safe [9]. In general, this is a difficult problem. Fortunately, if we restrict the policy to be linear, there are many well-studied techniques that have been shown to be successful at producing large safety sets [10], [30], [31], [32].

In this paper, we assume that \( S \) is a polytope described by \( 2r \) linear inequalities, and that \( \pi_0 \) is a linear feedback control policy. Specifically, we assume

\[ S = \{ x \in \mathbb{R}^n \mid -\bar{s} \leq Vx \leq \bar{s} \} \subseteq X \]

with \( \bar{s} \in \mathbb{R}^r \), and

\[ \pi_0(x) = Kx \]

where \( V \in \mathbb{R}^{r \times n} \) and \( K \in \mathbb{R}^r \) for all \( x \in S \). For robustness, we choose the largest RCI satisfying (5). The algorithm used for choosing \((S, \pi_0)\) is described in [30]. The algorithm uses a convex relaxation to find an approximately maximal RCI \( S \) and an associated \( K \) as the solution to an SDP. The objective of the SDP is to maximize the volume of the largest inscribed ellipsoid inside \( S \).

Of course, a linear policy that maximizes the size of \( S \) may not lead to satisfactory control performance. The set \( S \) is chosen jointly with the policy \( \pi_0 \), but there could be many policies (not necessarily linear) that keep \( S \) robustly invariant. We want to optimize over this class of nonlinear policies to improve the performance of the system. To explore the full range of safe policies, we define the safe action set at time \( t \) as

\[ \Omega(x_t) := \{ u_t \in U \mid x_{t+1} \in S, \forall d_t \in D \} \]

(7)

where it is assumed that \( x_t \in S \). By induction, any policy that chooses actions from \( \Omega(x_t) \) is a safe policy [4].

We define the set of safe policies with respect to the RCI \( S \) as

\[ \Pi := \{ \pi : \mathbb{R}^n \to \mathbb{R}^m \mid \pi(x_t) \in \Omega(x_t), \forall x_t \in S \}. \]

(8)
Given $S$, we search for a policy by optimizing over $\Pi$:

$$
\begin{align}
\min_{\pi \in \Pi} & \mathbb{E}_{x_t \in S, d_t \in D} \left[ \frac{1}{T} \sum_{t=1}^{T} J(x_t, u_t) \right] \\
\text{subject to:} & \ x_{t+1} = Ax_t + Bu_t + Ed_t \\
& u_t = \pi(x_t)
\end{align}
$$

where $\mathbb{E}_{x_t \in S, d_t \in D}$ is the expectation with respect to randomness in initial conditions and in the sequence of disturbances, and $J(x_t, u_t)$ is the cost associated with occupying state $x_t$ and taking action $u_t$. To estimate $d_t$, $d_t$ is sampled from $D$ but treated as stochastic, so that standard RL algorithms can be used to create a safety guarantee for data-driven controllers.

**Problem in real time.** Since $\pi$ depends on the distribution of $d_t$, it is easy to constrain the output to $\mathbb{B}_\infty$, the $\infty$-norm unit ball in $\mathbb{R}^m$, using activation functions like sigmoid or hyperbolic tangent in the output layer. By establishing a correspondence between points in $\mathbb{B}_\infty$ and points in $\Omega(x_t)$, we will use neural network-based controllers to parameterize $\Pi$.

In particular, we construct a class of safe, differentiable, and closed-form policies $\pi_\theta$, parameterized by $\theta$, that can approximate any policy in $\Pi$. The policy first chooses a “virtual” action in $\mathbb{B}_\infty$ using a neural network $\psi_\theta$. The policy then uses a novel, closed-form, differentiable “safety filter” to equate $\psi_\theta(x_t)$ with an action in $\Omega(x_t)$. Figure 1 illustrates the way $\psi_\theta$, $\Omega$, and $\pi_\theta$ are interconnected using a novel gauge map in order to form the policy $\pi_\theta$. In order to efficiently map between $\mathbb{B}_\infty$ and $\Omega(x_t)$, we will use the concepts of $C$-sets and gauge functions.

**Definition 1 ($C$-set [4]).** A $C$-set is a set that is convex and compact and that contains the origin as an interior point.

Any $C$-set can be used as a “measuring stick” in a way that generalizes the notion of a vector norm [4]. In particular, the gauge function (or Minkowski function) of a vector $v \in \mathbb{R}^m$ with respect to a $C$-set $Q \subset \mathbb{R}^m$ is given by

$$
\gamma_Q(v) = \inf \{ \lambda \geq 0 \mid v \in \lambda Q \}. 
$$

If $Q$ is a polytopic $C$-set defined by $\{ w \in \mathbb{R}^m \mid F_i^T w \leq g_i, i = 1, \ldots, r \}$, then the gauge function is given by

$$
\gamma_Q(v) = \max_i \left\{ \frac{F_i^T v}{g_i} \right\},
$$

which is easy to compute since $\gamma_Q(v)$ is simply the maximum over $r$ elements.

**Equation (11) is derived in Appendix A.** We will use (11) to construct a closed-form, differentiable bijection between $\mathbb{B}_\infty$ and $\Omega(x_t)$.

**A. Gauge map**

We will first show how to use the gauge function to construct a bijection from $\mathbb{B}_\infty$ to any $C$-set $Q$, and will then generalize to the case when $Q$ does not contain the origin as an interior point. For any $v \in \mathbb{B}_\infty$, we define the gauge map from $\mathbb{B}_\infty$ to $Q$ as

$$
G(v|Q) = \frac{\|v\|_\infty}{\gamma_Q(v)} \cdot v.
$$

**Lemma 1.** For any $C$-set $Q$, the gauge map $G : \mathbb{B}_\infty \rightarrow Q$ is a bijection. Specifically, $w = G(v|Q)$ if and only if $w$ and $v$ have the same direction and $\gamma_Q(w) = \|v\|_\infty$.

The proof of Lemma 1 is provided in Appendix C. By Lemma 1, choosing a point in $\mathbb{B}_\infty$ is equivalent to choosing a point in $Q$. The action of the gauge map is illustrated in Figure 2.

Fig. 1. Policy network architecture for safe learning. The components are: $Kx_t$, a safe linear feedback included for numerical stability; $\Omega(x_t)$, the set of safe actions from observed state $x_t$; $\psi_\theta(x_t)$, a neural network; and the closed-form gauge map which maps neural network outputs to the current set of safe actions $\Omega(x_t)$.
We cannot directly use the gauge map to convert between points in \(\mathbb{B}_\infty\) and points in \(\Omega(x_t)\), since \(\Omega(x_t)\) may not contain the origin as an interior point. Instead, we must temporarily “shift” \(\Omega(x_t)\) by one of its interior points, making it a C-set. Lemma 2 provides an efficient way to achieve this.

**Lemma 2.** If \(\pi_0(x) = Kx\) is a policy in \(\Pi\), then for any \(x_t\) in the interior of \(S\), the set \(\hat{\Omega}_t := [\Omega(x_t) - Kx_t]\) is a C-set.

The proof of Lemma 2 is provided in Appendix E. Figure 3 illustrates the way the gauge map and Lemma 2 are used in the policy network as a safety filter, by transforming the output of the policy network from \(\mathbb{B}_\infty\) to \(\Omega(x_t)\).

**B. Policy architecture**

**Theorem 1.** Assume the system dynamics and constraints are given by (1), (2) and (3), and there exists a choice of \((S, \pi_0)\) conforming to (5) and (6). Let \(\psi_\theta : S \rightarrow \mathbb{B}_\infty\) be a neural network parameterized by \(\theta\). Then for any \(x_t\) in the interior of \(S\), the policy

\[
\pi_\theta(x_t) := G(\psi_\theta(x_t)|\hat{\Omega}_t) + Kx_t
\]

has the following properties.

1. \(\pi_\theta\) is a safe policy.
2. \(\pi_\theta\) can be computed in closed form.
3. \(\pi_\theta\) is differentiable at \(x_t\).
4. \(\pi_\theta\) can approximate any policy in \(\Pi\).

We will comment briefly on the last property and leave the proof of Theorem 1 to Appendix E. The ability of \(\pi_\theta\) to approximate any policy in \(\Pi\) given proper choice of \(\theta\) is based on the function approximation properties of \(\psi_\theta\) [35] and the ability of the gauge map to establish a one-to-one correspondence between points in \(\mathbb{B}_\infty\) and actions in \(\Omega(x_t)\).

**C. Policy optimization through reinforcement learning**

We parametrize the search over \(\Pi\) using (13) with parameter \(\theta\), and we choose \(\theta\) to optimize (9) using policy gradient RL algorithms. The policy gradient theorem from reinforcement learning allows one to use past experience to estimate the gradient of the cost function (9) with respect to \(\theta\) [36]. This is a standard approach for RL in continuous control tasks [37]. Policy gradient methods require that it be possible to compute the gradient of \(\pi_\theta\) with respect to \(\theta\). More specifically, \(G\) must be differentiable (Thm. 1 part 3) or else the safety filter would have to be treated as an uncertain influence whose behavior must be estimated from data. The parameter \(\theta\) is randomly initialized at the beginning of the policy gradient algorithm.

In addition to being differentiable, \(\pi_\theta\) has two other noteworthy attributes. First, under the optimal choice of \(\theta\), the controller \(\pi_{\theta}\) performs no worse than \(\pi_0\). This is because \(\pi_0\) is a feasible solution to (9), so the optimal solution to (9) can do no worse. Second, unlike projection-based methods [15], the structure of \(\pi_\theta\) facilitates exploration of the interior of the safe action set. This is because smooth functions such as the sigmoid or hyperbolic tangent can be used as activation functions in the output layer of \(\psi_\theta\) to constrain its output to \(\mathbb{B}_\infty\). By tuning the steepness of the activation function, it is possible to bias the output of \(\psi_\theta\) towards or away from the boundary of \(\mathbb{B}_\infty\).

**IV. SIMULATIONS**

**A. Power system model**

The main application considered in this paper is frequency control in power systems. We consider a system with \(N\) synchronous electric generators. The standard linearized swing equation at generator \(i\) is:

\[
\dot{\delta}_i = \omega_i - D_i \dot{\omega}_i - \sum_{j=1}^{N} K_{ij}(\delta_i - \delta_j) + \sum_{k=1}^{m} b_{ik} u_k - \sum_{l=1}^{p} e_{il} d_l,
\]

where \(\delta_i\) is the rotor angle, \(\omega_i\) is the frequency deviation, and \(M_i\) and \(D_i\) are the inertia and damping coefficients of generator \(i\). The coefficients \(K_{ij}\), \(b_{ik}\), and \(e_{il}\) are based on generator and transmission line parameters taken from a modified IEEE 9-bus test case, and are computed by solving the DC power flow equations. Thus, the size of the coefficient measures the influence of each element on the dynamics of generator \(i\). The quantity \(u_k\) represents controller \(k\), an IBR such as a battery energy storage system or wind turbine [38], [39], where the active power injections can be controlled in response to a change in system frequency. The feasible
control set $\mathbf{U} \subset \mathbb{R}^m$ represents limits on power output for each of the $m$ IBRs.

The disturbance $d_l$ captures the uncertainties both in load and in uncontrolled renewable resources. It is also possible to use $d$ to account for parametric uncertainties, linearization error associated with the linearized swing equation dynamics, or error associated with the DC power flow approximation, by adding virtual disturbances at every bus in the system [7]. [37]. The disturbance set $\mathbf{D} \subset \mathbb{R}^p$ is conservatively estimated from the capacity of the $p$ uncontrolled elements [41].

Discretizing the continuous-time system in (14) and assembling block components gives a system in the form of (1). Let $\delta$ and $\omega \in \mathbb{R}^N$ be vectors representing the rotor angles and frequency deviations of all generators in the system, and let the system state be represented by $x = [\delta \omega]^T \in \mathbb{R}^n$ where $n = 2N$. Using time step $\tau$, the discrete-time system matrices are given by

$$A = \begin{bmatrix} I & \tau I \\ -\tau M^{-1} K & I - \tau M^{-1} D \end{bmatrix},$$

$$B = \begin{bmatrix} 0 \\ M^{-1} \hat{B} \end{bmatrix}, E = \begin{bmatrix} 0 \\ M^{-1} \hat{E} \end{bmatrix}$$

where $[M]_{ii} = M_i$, $[D]_{ii} = D_i$, $[K]_{ij} = K_{ij}$, $[\hat{B}]_{ik} = b_{ik}$, and $[\hat{E}]_{il} = e_{il}$.

We simulate the proposed policy network architecture on a 9-bus power system consisting of three synchronous electric generators, three controllable IBRs, and three uncontrolled loads. The time step for discretization is 0.05 seconds. The load is modeled as autoregressive noise defined by

$$d_{t+1} = \alpha d_t + (1 - \alpha)\hat{d}$$

where $\hat{d} \in \mathbb{R}^p$ is randomly generated from a uniform distribution over $\mathbf{D}$, and $\alpha \in (0, 1)$. The system is illustrated in Figure 4.

**B. RL algorithm**

To train the policy network, we used the Deep Deterministic Policy Gradient (DDPG) algorithm [37], an algorithm well-suited for RL in continuous control tasks. DDPG is an actor-critic algorithm, in which the “actor” or policy chooses actions based on the state of the system, and the “critic” predicts the value of state-action pairs in order to estimate the gradient of the cost function (9a) with respect to $\theta$ (the “policy gradient”). In our simulations, the cost was given by

$$J(x_t, u_t) = x^T Q x + u^T R u$$

where $Q = \text{block diag}\{1000I_N, 101 I_N\}$, $R = 5I_m$, and $I_N$ is the identity matrix in $\mathbb{R}^{N \times N}$. The actor was given by (13).

The function $\psi_\theta$ was parameterized by a neural network with two hidden layers of 256 nodes each, with ReLU activation functions in the hidden layers. We use sigmoid functions in the last layer to limit the the outputs to be within $[-1, 1]$. The critic, or value network, had the same hidden layers as $\psi_\theta$ but a linear output layer. We trained the system for 200 episodes of 100 time steps each.

**C. Benchmark comparisons**

To demonstrate the advantages of the proposed policy architecture, we compare against two benchmarks. The first is the linear controller $Kx$, chosen to maximize the size of the associated RCI. Using the algorithm in [30], we choose $(S, K)$ by solving the optimization problem

$$\max_{S \subseteq \mathbb{R}^{n \times m}} \text{vol}(S)$$

s.t. Invariance: $(A + BK)S \oplus ED \subseteq S$ (17b)

Safety: $S \subseteq X$ (17c)

Control bounds: $KS \subseteq U$ (17d)

where $\oplus$ denotes Minkowski set addition and $S$ is a class of polytopes described by $\mathbb{S}$. Figure 5 displays the accumulated cost during a number of test trajectories, showing that $\pi_\theta$ is a more cost-effective controller than $Kx$ when the same $S$ is used for each policy. This makes sense, since the nonlinear policy is afforded additional flexibility in balancing performance and robustness. Since $\pi_\theta$ and $Kx$ are both policies in $\Pi$, the learned policy has the same safety guarantees as the linear policy.

The second benchmark is a policy network that is trained using DDPG augmented with a soft penalty on constraint
In this paper, we propose an efficient approach to safety-critical, data-driven control. The strategy relies on results from set-theoretic control and convex analysis to provide provable guarantees of constraint satisfaction. Importantly, the proposed policy chooses actions without solving an optimization problem, opening the door to safety-critical control in applications in which computational power may be a bottleneck. We apply the proposed controller to a frequency regulation problem in power systems, but the applications are much more wide-ranging. Future work includes investigating robustness to changes in power system topology and extending the proposed technique to decentralized control.
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A. Derivation of \( Q \)

Let \( Q = \{ x \in \mathbb{R}^n \mid F x \leq g \} \) be a C-set, where \( F \in \mathbb{R}^{r \times n} \), \( g \in \mathbb{R}^r \), \( F_i \) denotes the \( i \)th row of \( F \), and \( g_i \) denotes the \( i \)th element of \( g \). The gauge function \( \gamma_g(v) \) is computed as follows.

\[
\gamma_g(v) = \inf \{ \lambda \geq 0 \mid v \in \mathcal{Q} \} 
= \inf \{ \lambda \geq 0 \mid \frac{1}{\lambda} F_i^T v \leq g_i, i = 1, \ldots, r \}
= \inf \{ \lambda \geq 0 \mid \lambda \geq \frac{F_i^T v}{g_i}, i = 1, \ldots, r \}
= \max \{ 0, \max_i \{ \frac{F_i^T v}{g_i} \} \}.
\]

We now argue that \( \max_i \{ \frac{F_i^T v}{g_i} \} \geq 0 \). If \( F_i^T v < 0 \) for all \( i \), then \( \mathcal{Q} \) is unbounded in the direction of \( v \) and \( \mathcal{Q} \) cannot be a C-set, a contradiction. Further, since \( 0 \in \mathbf{int}(\mathcal{Q}) \), it must
hold that \( g_i > 0 \) for all \( i \). Therefore, there exists \( i \) such that \( \frac{F_i^\top u}{g_i} \geq 0 \).

**B. Additional lemmas**

The following lemma will be used in the proofs of Lemma 2 and Theorem 1.

**Lemma 3.** Under the assumptions of Theorem 7, the safe action set \( \Omega(x_t) \) is a polytope for all \( x_t \in S \).

**Proof.** Starting from (1), (5), and (7), the safe action set is

\[
\Omega(x_t) = \{ u_t \in U \mid -\bar{s} \leq V_s x_{t+1} \leq \bar{s}, \quad \forall d_t \in D \}
\]

(22)

\[
= \{ u_t \in U \mid -\bar{s}_i - \min_{d \in D} V_s^{(i)T} Ed
\leq V_s^{(i)T} (Ax_t + Bu_t)
\leq \bar{s}_i - \max_{d \in D} V_s^{(i)T} Ed,
\forall i = 1, \ldots, r \}
\]

(23)

where \( \bar{s}_i \) is the \( i \)th element of \( \bar{s} \) and \( V_s^{(i)T} \) is the \( i \)th row of \( V_s \). Since the min and max terms evaluate to constant scalars for each \( i \), and since \( x_t \) is fixed, (23) is a set of linear inequalities in \( u_t \), making \( \Omega(x_t) \) a polytope [4].

**C. Proof of Lemma 4**

We will prove the more general case in which \( B_{\infty} \) is replaced by any polytopic C-set. Let \( P \) and \( Q \) be two polytopic C-sets, and define the gauge map from \( P \) to \( Q \) as

\[
G(v|P, Q) = \frac{\gamma_P(v)}{\gamma_Q(v)} \cdot v.
\]

We will prove that \( G \) is a bijection from \( P \) to \( Q \). The proof is then completed by noting that \( \gamma_{B_{\infty}} \) is the same as the infinity-norm.

To prove injectivity, we fix \( v_1, v_2 \in P \) and show that if \( G(v_1|P, Q) = G(v_2|P, Q) \) then \( v_1 = v_2 \). Assume \( G(v_1|P, Q) = G(v_2|P, Q) \). Then \( v_1 \) and \( v_2 \) must be non-negative scalar multiples of each other, i.e. \( v_2 = \beta v_1 \) for some \( \beta \geq 0 \). Making this substitution and applying positive homogeneity of the gauge function [4] yields

\[
G(v_2|P, Q) = \frac{\gamma_P(v_2)}{\gamma_Q(v_2)} \cdot v_2 = \frac{\gamma_P(v_1)}{\gamma_Q(v_1)} \cdot v_2.
\]

Noting that \( G(v_1|P, Q) = \frac{\gamma_P(v_1)}{\gamma_Q(v_1)} \cdot v_1 \), we conclude that \( \beta = 1 \), thus \( v_1 = v_2 \).

To prove surjectivity, fix \( w \in Q \). We must find \( v \in P \) such that \( G(v|P, Q) = w \). Since \( P \) and \( Q \) are C-sets, each set contains an open ball around the origin, thus \( P \) and \( Q \) each contain all directions at sufficiently small magnitude. Choose \( v \) in the same direction as \( w \) such that \( \gamma_P(v) = \gamma_Q(w) \). Since \( w \in Q, v \in P \). Then, we have

\[
G(v|P, Q) = \frac{\gamma_P(v)}{\gamma_Q(v)} \cdot v
\]

(25)

\[
G(v|P, Q) = \frac{\gamma_Q(w)}{\gamma_Q(v)} \cdot v.
\]

(26)

Since \( v \) and \( w \) are in the same direction, \( \frac{v}{\gamma_Q(v)} = \frac{w}{\gamma_Q(v)} \). Making this substitution completes the proof.

**D. Proof of Lemma 2**

Let \( \text{int} \) and \( \text{bd} \) denote the interior and boundary of a set, and rewrite (23) as

\[
\Omega(x) = \{ u \in \mathbb{R}^m \mid Hu \leq h, F(Ax + Bu) \leq g \}.
\]

Fix \( x \in \text{int}(S) \) and let \( u^* = Kx \). By Lemma 3, \( \Omega(x) \) is convex and compact. To fulfill the properties of a C-set, it remains to show that \( u^* \in \text{int}(\Omega(x)) \). Since \( \pi_0 \in \Pi \), \( u^* = \Omega(x) \). Assume for the sake of contradiction that \( u^* \in \text{ bd}(\Omega(x)) \). Then either \( F_i^T (A + BK)x = g_i \) or \( H_i^T Kx = h_j \) for some \( i \) or \( j \), where the subscript denotes a row index. Suppose without loss of generality that the former holds, i.e. \( F_i^T (A + BK)x = g_i \) for some \( i \). Since \( x \in \text{int}(S) \), there exists \( \varepsilon \in (0, 1) \) and \( \alpha = [1 + \varepsilon \cdot \text{sign}(g_i)] \) such that \( y = \alpha x \) is also in \( \text{int}(S) \). The set \( \Omega(y) \) is contained in the halfspace \( \{ u \mid F_i^T (Ay + Bu) \leq g_i \} \). Evaluating this inequality with \( u = Ky \), we have \( F_i^T (A + BK)y = \alpha F_i^T (A + BK)x = \alpha g_i > g_i \), thus \( Ky \notin \Omega(y) \) even though \( y \in S \), contradicting the assumption that \( \pi_0 \in \Pi \). We conclude that \( u^* \notin \text{bd}(\Omega(x)) \). Since \( u^* \in \Omega(x) \), \( u^* \) must be an element of \( \text{int}(\Omega(x)) \).

**E. Proof of Theorem 7**

1. It suffices to show that the gauge map from \( B_{\infty} \) to \( \hat{\Omega}_t \) is well-defined on \( \text{int}(S) \). This is a direct result of Lemma 2.

2. By Lemmas 2 and 3, \( \hat{\Omega}_t \) is a polytopic C-set. By (11), \( \gamma_{\hat{\Omega}_t} \) (and \( \pi_0 \)) can be computed in closed form.

3. A standard result from convex analysis shows that the subdifferential of (11) is defined for all \( v \in \mathbb{R}^m \), for any polytopic C-set \( Q \). If \( \psi_{\theta} \) is a neural network, automatic differentiation techniques can be used to compute a subgradient of \( \pi_{\theta} \) with respect to \( \theta \).

4. This is due to the fact that \( \psi_{\theta} \) is a universal function approximator for functions from \( S \) to \( B_{\infty} \). By (13) and Lemma 1, \( \pi_{\theta} \) approximates any function in \( \Pi \).