Abstract

Language understanding in speech-based systems has attracted attention in recent years with the growing demand for voice interface applications. However, the robustness of natural language understanding (NLU) systems to errors introduced by automatic speech recognition (ASR) is under-examined. In this paper, we propose ASR-GLUE benchmark, a new collection of 6 different NLU tasks for evaluating the performance of models under ASR error across 3 different levels of background noise and 6 speakers with various voice characteristics. Based on the proposed benchmark, we systematically investigate the effect of ASR error on NLU tasks in terms of noise intensity, error type and speaker variants. The analysis of this dataset shows that NLU under ASR errors is still very challenging and requires further research.

1 Introduction

Language understanding in speech-based systems has attracted much attention in recent years with the growing demand for voice interface applications and devices such as Alexa [1], Siri [2], and Cortana [3]. These speech-based intelligent systems usually comprise an automatic speech recognition (ASR) component which converts audio signals to readable natural language text, and a natural language understanding (NLU) component which takes the output of the ASR component as input and fulfills downstream tasks such as sentiment analysis, natural language inference, and response selection. The upstream ASR error may propagate to the downstream NLU component and degrade the overall performance [4, 5]. In real-world scenarios, ASR error can be ubiquitous due to poor articulation and acoustic variability caused by environment noise and reverberation [6]. The persistence of ASR error indicates a need for ASR-robust natural language understanding.

1The dataset is available at https://drive.google.com/drivefolders/1slqI6pUlab470vCxBZemQZN-a_ssv1Q
Previous work in this area is limited to task-oriented language understanding such as hotel reservation and meeting scheduling through human-machine interactions \cite{7,8,9,10}. However, ASR error can affect many other NLU tasks, such as sentiment analysis in voice assistants. A benchmark that enables the comprehensive evaluation of NLU under ASR error on a diverse range of tasks is still missing.

In this paper, to quantitatively investigate how ASR error affects NLU capability, we propose the ASR-robust General Language Understanding Evaluation (ASR-GLUE) benchmark: a collection of 6 NLU tasks including sentiment analysis, similarity and paraphrase tasks, and natural language inference (NLI) tasks. We hire 6 native speakers to convert the test data into audio recordings with 3 different levels of environment noise. Each speaker is requested to record all test data to study the variance between individuals.

Finally, we get 18 different types of audio recordings (3 levels of noise * 6 different speakers) for each of the 6 NLU tasks, varying in noise intensity, error type, and speaker variants. In addition, we also test human performance under different noise levels. We hope it would benefit the research of ASR-robust NLU in the future.

Our contributions are as follows: 1) A new benchmark dataset, ASR-GLUE, is proposed to enable a comprehensive evaluation of the robustness of NLU model to ASR error, covering 6 diversified tasks under 6 different speakers and 3 different levels of environment noise. 2) We systematically and quantitatively investigate the sensitivity of state-of-the-art NLU models to ASR error in terms of noise intensity, error type and speaker variants.

2 ASR-GLUE

2.1 Selected NLU Tasks

The proposed ASR-GLUE is constructed on the basis of GLUE \cite{11}, a popular NLU evaluation benchmark consisting of diverse NLU tasks. We select 5 typical NLU tasks from it, namely: Sentiment classification (SST-2 \cite{12}), Semantic Textual Similarity (STS-B \cite{13}), paraphrase (QQP\footnote{data.quora.com/First-Quora-Dataset-Release-Question-Pairs}), Question-answering NLI (QNLI \cite{14}), Recognizing Textual Entailment (RTE \cite{15,16,17,18}) and incorporate with a Science NLI task (SciTail \cite{19}), resulting in 6 tasks in total. They are common and typical tasks of language understanding in speech-based scenarios, making them suitable for ASR-GLUE. These tasks are described in detail below.

SST-2 The Stanford Sentiment Treebank \cite{12} is a single-input understanding task for sentiment classification. The task is to predict the sentiment of a given sentence in the movie reviews domain. Accuracy (ACC) of the binary classification (positive or negative) is used as the metric.

STS-B The Semantic Textual Similarity Benchmark \cite{13} consists of sentence pairs drawn from news headlines, video and image captions, and natural language inference data. The task is to predict sentence similarity scores which range from 1 to 5. We evaluate using Pearson and Spearman correlation coefficients.

QQP The Quora Question Pairs\footnote{data.quora.com/First-Quora-Dataset-Release-Question-Pairs} dataset consists of question pairs in social QA questions domain. The task is to determine whether a pair of questions are semantically equivalent. Accuracy (ACC) is used as the metric.

QNLI Question-answering NLI is modified from the Stanford Question Answering dataset \cite{14}. This is a sentence pair classification task that determines whether the context sentence contains the answer to the question. Accuracy (ACC) is used as the metric.

SciTail SciTail \cite{19} is a recently released challenging textual entailment dataset collected from the science domain. This is a natural language inference task that determines if a natural language hypothesis can be justifiably inferred from a given premise. Accuracy (ACC) is used as the metric.

RTE The Recognizing Textual Entailment (RTE) datasets come from a series of annual textual entailment challenges merged from a collection of \cite{15,16}. All datasets are combined and converted to two-class classification: entailment and not entailment. Accuracy (ACC) is used as the metric.
2.2 Data Construction

Since the original datasets are presented in clean text form, we manually select instances from their test sets for human audio recording to evaluate the NLU capability in the presence of ASR error. Samples with non-standard words (e.g., abbreviations, currency expressions, strange names, and addresses) or sentences that are too long (more than 100 words) are excluded from these selected test sets. Considering the cost and quality of annotation, we keep the original training set and randomly select a subset of samples from the test set for human audio recording on each task. The statistics of the data is shown in Table 1.

In the human recording process, 6 native speakers are hired to record all test samples. Different levels of environment noise is provided and the audio signals are sent into an ASR system to get the final ASR hypothesis. The overall process is depicted in Figure 1.

Table 1: Statistics of ASR-GLUE. The reported hours are the sum of recording time under different levels of noise. We also report Word Error Rates (WER) for test sets under each noise level.

| Corpus | #Train | #Dev | #Test | Low Noise | Medium Noise | High Noise | Test+Dev |
|--------|--------|-----|-------|----------|-------------|-----------|--------|
| SST-2  | 67349  | 2772| 2790  | 18.35%   | 30.76%      | 34.86%    | 8.05   |
| STS-B  | 5749   | 3042| 3222  | 12.49%   | 24.70%      | 28.53%    | 10.82  |
| QQP    | 363846 | 1476| 3996  | 13.78%   | 24.34%      | 27.45%    | 11.56  |
| QNLI   | 104743 | 2718| 2718  | 22.51%   | 33.61%      | 37.90%    | 18.00  |
| RTE    | 2490   | 2070| 2088  | 24.54%   | 39.47%      | 47.03%    | 26.19  |
| SciTail| 23596  | 2718| 2736  | 17.55%   | 30.09 %     | 34.04%    | 16.81  |

Human Audio Recording  We hire six native speakers to record the test sets for each task. The speakers are 3 males and 3 females with different ages ranging from 18 to 40 from the U.S. In the recording process, each speaker is required to record all text samples independently so that we can study the impact of speaker variation. They are instructed to imagine they are communicating with someone when speaking the sentences of the six tasks. Note that they are allowed to make minor changes to the original text for natural and smooth expression such as change cannot to can’t. To collect high-quality audio, all the original speech signals are recorded in a low-noise environment.

Environment Noise  In real-world scenarios, human audio often recorded with environment noise and reverberation [20]. The presence of the background interference will lead to substantial performance degradation of current ASR systems [21] and further affect the downstream NLU systems [22]. Therefore, to better evaluate the robustness of NLU models in the noisy acoustic environment, speech data with different levels of noise is further provided in the ASR-GLUE corpus.

In ASR-GLUE, the widely-adopted simulation approach [23] is used to introduce different levels of noise and reverberation into the low-noise audio signals. Specifically, the background noise caused by such as phone ringing, alarm clocks and incoming vehicles are randomly sampled and added to the original recordings with a signal-to-noise-ratio (SNR) from 10dB to 15dB. Here SNR is defined as:  

$$\text{SNR} := 10 \log \frac{|s_{\text{target}}|^2}{|s_{\text{noise}}|^2},$$

where $s_{\text{target}}$ and $s_{\text{noise}}$ denote the acoustic signal of the clean speech and the noise respectively. $||s||^2 = s^T s$ denotes the signal power. In addition, the room reverberation

\[^4\]If there is no public test set, we use their dev set instead.
is also introduced by involving the recorded audio signals with the Room Impulse Responses (RIRs) generated by the image-source method [24]. The simulation process totally covers 843 kinds of different background noise and 417 types of different RIRs.

Finally, for each recorded human audio signal, we get three versions: (1) Low-level noise, same as the original audio. (2) Medium-level noise which introduces reverberation and 15dB SNR level background noise into the original audio. (3) High-level noise, which introduces reverberation and 10dB SNR level background noise into the original audio. Then we build a 6000h trained ASR system based on the widely-used open-source Kaldi toolkit [25, 26] to transcribe these audio files into text.

Table 2 shows the WER of this system under different speakers and different noise levels.

| Corpus | Noisy level | Speaker1 | Speaker2 | Speaker3 | Speaker4 | Speaker5 | Speaker6 |
|--------|-------------|----------|----------|----------|----------|----------|----------|
| SST-2  | Low         | 11.50    | 18.53    | 30.03    | 19.94    | 13.96    | 38.36    |
| STS-B  | Medium      | 21.64    | 29.68    | 40.12    | 34.60    | 23.23    | 53.26    |
| QQP    | High        | 25.98    | 33.90    | 42.82    | 37.77    | 27.27    | 55.31    |
| QNLI   |             | 20.06    | 28.16    | 31.11    | 21.79    | 16.49    | 29.65    |
| RTE    |             | 18.85    | 22.13    | 39.01    | 19.90    | 18.26    | 40.39    |
| SciTail|             | 22.98    | 31.75    | 40.09    | 32.82    | 20.98    | 47.32    |
|        |             | 37.21    | 34.39    | 47.25    | 35.63    | 25.54    | 59.38    |
|        |             | 18.71    | 26.72    | 34.75    | 33.20    | 15.89    | 44.13    |
| SST-2  | Medium      | 21.64    | 29.68    | 40.12    | 34.60    | 23.23    | 53.26    |
| STS-B  | High        | 24.66    | 32.61    | 33.22    | 25.09    | 18.83    | 33.71    |
| QQP    |             | 21.64    | 24.45    | 41.52    | 22.11    | 22.23    | 43.77    |
| QNLI   |             | 28.09    | 36.05    | 42.96    | 35.53    | 24.76    | 51.73    |
| RTE    |             | 44.12    | 41.20    | 54.56    | 50.70    | 33.33    | 64.91    |
| SciTail|             | 23.13    | 29.89    | 36.60    | 37.65    | 19.93    | 48.55    |

### 3 Analysis of ASR-GLUE

In this section we give extensive analyses on the proposed ASR-GLUE dataset. In Section 3.1 we obtain human performance to measure the ceiling performance on the test set. Then we analyse the performance of recent SOTA NLU models across different levels of environment noise in Section 3.2. Furthermore, in Section 3.3 we categorize ASR errors into four types, and systematically investigate the impact of different error types on NLU performance. Finally, we analyse the effect of voice variation from different speakers in Section 3.4.

#### 3.1 Human Performance

To obtain human performance under environment noise, we hire native annotators to predict labels of each test sample in audio form. The annotators are hired from a third-party company. To guarantee the annotators fully understand these tasks, we first give the annotators a brief training on each task in ASR-GLUE. Then we ask them to take an exam before starting annotation. Only annotators who pass the exam will be hired. Finally, we have 3 annotators to measure the ceiling performance for each task in ASR-GLUE. Details about the exam and annotation process are presented below.

In the annotation process, the annotators are required to predict the labels of each test sample according to the corresponding audio signals. Note that for each test sample we have 18 audio signals (3 levels of noise * 6 speakers), which is a big burden for the annotators. So we randomly select

---

1 The noise and RIR files can be found at [http://www.openslr.org/resources/28/rirs_noises.zip](http://www.openslr.org/resources/28/rirs_noises.zip)
2 [https://github.com/kaldi-asr/kaldi](https://github.com/kaldi-asr/kaldi)
Figure 2: (a) The performance of BERT on different tasks under different levels of noise. The shaded area represents human performance. (b) Accuracy results for different model architecture on SST-2 task. Here “Human” indicates human performance under various noise settings. “Clean” stands for test on clean text data. “Low/Medium/High” stands for test in low-level/medium-level/high-level noise respectively.

Table 3: Examples of speech recognition perturbation in ASR-GLUE.

| Error Type   | Ground Truth                                                                 | Recognition Result                                |
|--------------|------------------------------------------------------------------------------|---------------------------------------------------|
| Similar sounds | The man couldn’t lift his son. Tommy dropped his ice cream.                   | The man couldn’t lived his son. Tommy jumped his ice cream. |
| Liaison      | Does Quora stand for question or answer. The drain is clogged with hair.     | Does Quora Stanford question or answer. The drains clogged with hair. |
| Insertion    | This afternoon. A warm funny * engaging film                                  | This after afternoon. A warm funny and engaging film. |
| Deletion     | A black and white photo of an old train station. Old style bicycle parked on floor | A Black * white * of * train station Old style bicycle * * floor |

one audio from the six speakers with each noise level and report the average performance of the annotators on all tasks.

The exam is set to guarantee the annotators fully understand each task. In the exam, we randomly select 50 samples from the original datasets which are in text form for each task. Annotators who achieve at least 90% accuracy on these samples will be hired.

3.2 Performance of Existing NLU Models

To demonstrate the significance of the ASR error issue, we leverage typical NLU models such as BERT to test their robustness to different levels of ASR error on different tasks. As shown in Figure 2(a). While BERT yields promising results on error-free text, its performance degrades in the presence of ASR error on six tasks. As the noise increases, the performance of the model drops more severely. In contrast, humans are less affected by the environment noise, which indicates that there still remains a gap between the robustness of models and humans to ASR error.

We also investigate the effect of ASR error with different noise levels on different NLU models. We adopt base version of BERT [27], RoBERTa [28], ALBERT [29], XLNet [30] as the NLU model. As shown in Fig. 2(b) we can observe that all these pretrained language models are sensitive to ASR error and the performance degrades with the increase of the noise level.

3.3 Breakdown Analysis by ASR Error Type

We conclude that the ASR error types can be categorized into four-folds, namely similar sounds, liaison, insertion, and deletion. Specifically, (i) Similar sounds happen when the ASR system sometimes wrongly identifies one word as another with similar pronunciation. (ii) Liaison constantly occurs between successive words which have sound fusion across word boundaries. (iii) Insertion happens when the ASR system makes word redundancies. (iv) Deletion happens when there are word omissions in the ASR hypothesis. Examples of each error type are presented in Table 3.

We report the percentage of each aforementioned error type in Figure 5(a). We choose the SST-2 task as an example and observe that similar sounds most commonly happen. As the noise increases, the
percentage of similar sounds and deletion made by the ASR system gradually increases while the percentage of liaison and insertion error types remain relatively stable. Note that the sum percentages of the four error types are over 100%, since different error types may simultaneously exist in one hypothesis.

We also investigate the impact of each error type on NLU model on SST-2 task. We group data according to error types and compare the model performance with the same grouped raw data without errors respectively. As shown in Figure 3 (b), we can observe that BERT can better handle Liaison error for the performance degradation is minimal under varied noise settings. As noise increases, the accuracy of the model decreases more severely for each different type of error.

### 3.4 Effect of Individual Difference

We test the effect of voice variation of the six hired speakers on the test set of SST-2. As shown in Fig. 4, we can observe that the recognition quality and classification accuracy vary greatly across speakers. For example, the accuracy of BERT on S1 (corresponds to Speaker 1) is consistently higher than S6 (corresponds to Speaker 6) with a very large margin (27% ∼ 32%). Meanwhile, we can also observe that the drop in classification accuracy is due to the increase of WER. The higher WER means more ASR errors in the test samples, resulting in more misclassification.

### 4 Related Work

Many benchmark datasets are created to facilitate Spoken Language Understanding (SLU) [31, 32, 5, 33, 22, 34], which evaluate the robustness of the downstream NLU model against the error output from the upstream acoustic model [7, 8, 9, 10]. However, they are only designed for a particular domain or a specific task such as intent detection and slot filling. In contrast, the human ability to
understand language is general, flexible, and robust. There is a need to test general-purpose natural language understanding capability on diverse tasks in different domains.

Large-scale pretrained language models have achieved striking performance on NLU in recent years [35][30]. Recently many works test their robustness by human-crafted adversarial examples [36] or generated examples by adversarial attacks [35][37][38][39]. [40] projects the input data to a latent space by generative adversarial networks (GANs), and then retrieves adversaries close to the original instance in the latent space. [41] propose controlled paraphrase networks to generate syntactically adversarial examples that both fool pre-trained models and improve the robustness of these models to syntactic variation when used to augment their training data. However, the robustness of pre-trained model to speech recognition error in real conditions has not been fully explored.

5 Conclusion

We present ASR-GLUE, a new benchmark for evaluating general-purpose language understanding under ASR error in speech-based applications. We propose two ways to improve robustness of the NLU system and find that there is still a gap between the NLU capability of the model and humans. ASR-GLUE offers a rich and challenging testbed for work developing ASR robust model for general-purpose language understanding. Given the difficulty of ASR-GLUE, we expect that further progress in multi-task, multi-model learning techniques will be necessary to approach human-level performance on the benchmark.
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6 Datasheet

6.1 Dataset Motivation

(1) For what purpose was the dataset created? Was there a specific task in mind? Was there a specific gap that needed to be filled? Please provide a description.

This benchmark was created for the purpose of comprehensively investigate how ASR error affect NLU capability. We propose the ASR-robust General Language Understanding Evaluation (ASR-GLUE) benchmark: a new collection of 6 different NLU tasks for evaluating the performance of models under ASR error across 3 different levels of background noise and 6 speakers with various voice characteristics.

(2) Who created this dataset (e.g., which team, research group) and on behalf of which entity (e.g., company, institution, organization)?

Tencent AI Lab created and funded this dataset.

6.2 Dataset Use Cases

(1) What (other) tasks could the dataset be used for?

The dataset can be used for sentiment analysis, paraphrase identification, natural language inference and many other NLU tasks. More importantly, this dataset can be used to comprehensively investigate how ASR error affect NLU capability.

(2) Are there tasks for which the dataset should not be used? If so, please provide a description

No.

6.3 Dataset Maintenance

(1) Who is supporting/hosting/maintaining the dataset? How can the owner/curator/manager of the dataset be contacted?

Tencent AI Lab will support and maintain the dataset. You can contact the owner via following e-mails: Yan Wang, brandenwang@tencent.com Jianwei Yu, tomasyu@tencent.com

(2) Is there an erratum? If so, please provide a link or other access point.

No.

(3) Will the dataset be updated? Will older versions of the dataset continue to be supported/hosted/maintained?

We will update in future if necessary. We will support and maintain all versions.

(4) If others want to extend/augment/build on/contribute to the dataset, is there a mechanism for them to do so?

Others may do so. They just need notice the authors of this paper in advance.

6.4 License

The authors bear all responsibility in case of violation of rights.