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Abstract

Local feature extraction remains an active research area due to the advances in fields such as SLAM, 3D reconstructions, or AR applications. The success in these applications relies on the performance of the feature detector and descriptor. While the detector-descriptor interaction of most methods is based on unifying in single network detections and descriptors, we propose a method that treats both extractions independently and focuses on their interaction in the learning process rather than by parameter sharing. We formulate the classical hard-mining triplet loss as a new detector optimisation term to refine candidate positions based on the descriptor map. We propose a dense descriptor that uses a multi-scale approach and a hybrid combination of hand-crafted and learned features to obtain rotation and scale robustness by design. We evaluate our method extensively on different benchmarks and show improvements over the state of the art in terms of image matching on HPatches and 3D reconstruction quality while keeping on par on camera localisation tasks.

1. Introduction

At its core, a feature extraction method aims at identifying locations within a scene that are repeatable and distinctive, so that they can be detected with high accuracy under different camera conditions and be matched between different views. The results in vision applications such as image retrieval [1], 3D reconstruction [2], or medical applications [3], among others, have shown the performance advantages of using sparse features over direct methods.

Classical methods [4, 5, 6] independently compute keypoints and descriptors. For instance, SIFT [4] focused on finding blobs on images and extracting gradient histograms as descriptors. Recently proposed descriptors, especially patch-based ones [7, 8, 9, 10], are computed for DoG keypoints, and although they may perform well with other detectors, their test performance is better if the models are trained with patches extracted with the same detector. Most detectors are trained independently of the descriptors and optimise local repeatability of keypoints [11, 12, 13]. The methods that attempt to use the descriptor information to train the detector [14, 15, 16, 17], predicted score maps that either focus on the repeatability or the reliability of a local feature. In our approach, motivated by the limited descriptor influence on the detector, we adapt the descriptor based hard-mining triplet cost function [8] to train the detector model. Thus, keypoint locations are optimised based on the descriptor performance jointly with the detector repeatability. This approach leads to finding both, repeatable
and discriminative features, as shown in figure 1. We extend the models to a multi-scale framework, such that the detector/descriptor networks use different levels of details when making predictions.

Our approach is motivated by the observations that jointly learnt detector-descriptor models [14, 15] lack keypoint localization accuracy, which is critical for SLAM, SfM, or pose estimations. Furthermore, keypoints are typically well localised on simple structures such as edges or corners, while descriptors require more context to be discriminative. We argue that despite the recent trend for end-to-end and joint detector-descriptor methods, separate extractors allow for shallow models that can perform well in terms of accuracy and efficiency.

Besides that, in contrast to patch-based descriptors, dense image descriptors make it more difficult to locally rectify the image regions for invariance. To address this issue, we introduce an approach based on a block of hand-crafted features, and a multi-scale representation within the descriptor architecture, making our network robust to small rotations and scale changes. We term our approach as HDD-Net: Hybrid Detector and Descriptor Network.

In summary, the contributions are: 1) A new detector loss based on the hard-mining triplet cost function. Although the hard-mining triplet is widely used for descriptors it has not been adapted to the training of keypoint detectors. 2) A novel multi-scale sampling scheme to simultaneously train our detector and descriptor. 3) The first dense descriptor architecture that uses a block of hand-crafted features and multi-scale representation to improve the robustness to rotation and scale changes.

2. Related Work

Classical hand-crafted methods have been extensively studied in [18, 19]. We focus the review of related work on learned methods. For further details we refer to [20, 21, 22, 23].

**Detectors.** Machine learning detectors were introduced with FAST [24], a learned algorithm to speed up the detection of corners in images. Later, TILDE [25] proposed to train multiple piecewise regressors that were robust under photometric changes in images. DNET [26] and TCDET [27] based its learning on a formulation of the covariant constraint, enforcing the architecture to propose the same feature location in corresponding patches. Key.Net [28] expanded the covariant constraint to a multi-scale formulation, and used a hybrid architecture composed of hand-crafted and learned feature blocks.

**Descriptors.** Descriptors have attracted much attention, particularly patch-based methods [29, 7, 8] due to the simplicity of the task and available benchmarks. Recently, SOSNet [9] improved on the state-of-the-art by adding a regularisation term to the triplet loss to include the second-order similarity relationships among descriptors. DOAP [30] reformulated the training of descriptors as a ranking problem, by optimising the mean average precision instead of the distance between patches. GeoDesc [10] integrated geometry constraints to obtain better training data. Following the idea of improving the data, [31] presented a new patch-based dataset containing scenes under different weather and seasonal conditions.

**Joint Detectors and Descriptors.** LIFT [16] was the first CNN based method to integrate detection, orientation estimation, and description. SuperPoint [11] used a single encoder and two decoders to perform dense feature detection and description. It was first pretrained to detect corners on a synthetic dataset, and then improved by applying random homographies to the training images, improving the stability of the ground truth positions under different viewpoints. Similar to LIFT, LF-Net [12] computed position, scale, orientation, and description. LF-Net trained its detector score and scale estimator in full images without external keypoint supervision. RF-Net [13] extended LF-Net by exploiting the information provided by the receptive fields. D2-Net [14] proposed to perform feature detection in the descriptor space, showing that an already pre-trained network could be used for feature extraction even though it was optimized for a different task. R2D2 [15] introduced a dense version of the L2Net [7] to predict descriptors and two keypoint score maps based on their repeatability and reliability. Recently, ASLFeat [17] proposed an accurate detector and invariant descriptor with multi-level connections and deformable convolutional networks [32, 33].

3. Method

This section presents the architecture and training of our Hybrid Detector and Descriptor Network (HDD-Net).

3.1. HDD-Net Architecture

HDD-Net consists of two independent architectures for inferring the keypoint and descriptor maps, allowing to use different hand-crafted blocks that are designed specifically for each of these two tasks.

**Descriptor.** As our method estimates dense descriptors in the entire image, an affine rectification of independent patches or rotation invariance by construction [34] is not possible. To circumvent this, we design a hand-crafted block which explicitly addresses the robustness to rotation. We incorporate this block into an architecture based on L2-Net [7]. We replace the last convolutional layer by a bilinear upsampling operator to upscale the map to its original image resolution. Moreover, we use a multi-scale
image representation to extract features from different scale levels. Multi-scale L2-Net features are fused into a final descriptor map by a last convolutional layer.

**Rotation Robustness.** Transformation equivariance in CNNs has been extensively discussed in [35, 36, 37, 38]. The two main approaches differ whether the transformations are applied to the input image [39] or to the filters [40]. Rotating the filters is more efficient since they are smaller than the input images, and therefore, have fewer memory requirements. Unlike [40], which applies the rotation to all the layers in their convolutional model, we focus on the input filters only, which further reduces the computational complexity. In contrast, we apply more rotations than [40] to the input filters to provide sufficient robustness. The feature extraction is illustrated in figure 2. At first, we rotate the input filter 16 times and apply a circular mask to avoid artifacts at the filter corners. Consecutively, we extract the feature maps and apply a cyclic max-pooling operator. Max-pooling is applied on the rotation in all three neighbouring feature maps with a channel-wise stride of two. Then, instead of providing a single maximum over the entire rotation space, cyclic pooling returns the maxima in different quadrants. We experimentally found that returning its local maxima provides better results than using only the global one. As the max-pooling operator is driven to positive values, we split the feature maps in three parts [41]: $H_+(I) = [h(I), (h(I))^+, -1 \cdot (h(I))^+]$, where the $(\cdot)^+$ and $(\cdot)^-$ operators respectively keep the positive and negative parts of the feature map $h(I)$.

**Scale Robustness.** Gaussian scale-space has been extensively exploited for local feature extraction [5, 42, 16]. In [12, 13, 28], the scale-space representation was used not only to extract multi-scale features but also to learn to combine their information. However, the fusion of multi-scale features is only used during the detection, while, in deep descriptors, it is either implemented via consecutive convolutional layers [11], or as independent multi-scale extraction [15, 14, 17]. In contrast, we extend the Gaussian pyramid to the descriptor extraction and design a network that is able to compute and combine multi-scale information in a single forward pass. The descriptor encoder shares the weights of each multi-scale stream, thus, boosting its ability to extract features robust to scale changes. Figure 3 depicts the multi-scale descriptor.

**Detector.** We adopt the architecture of Key.Net [28], which combines specific hand-crafted filters for feature detection and a multi-scale shallow network. It has recently been shown to achieve the state of the art results in repeatability.

![Diagram of Hand-crafted Block](image.png)

**Figure 2:** Hand-crafted Block. Rotation robustness is given by rotating an input filter and sampling from its rotation space. $(\cdot)^+$ and $(\cdot)^-$ operators split positive and negative parts before the cyclic max-pooling is applied to all features.

### 3.2. Descriptor-Detector Training

Detector learning has focused on localising features that are repeatable in a sequence of images [11, 12, 13, 25, 21, 28], with a few works that determine whether these features are adequate for the matching stage [43, 15, 16]. Since a good feature should be repeatable as well as discriminative [18], we formulate the descriptor triplet loss function as a new detector learning term to refine the feature candidates towards more discriminative positions. Unlike AffNet [43], which estimates the affine shape of the features, we refine only their locations, as these are the main parameters that are often used for the end tasks such as SfM, SLAM or AR. R2D2 [15] inferred two independent response maps, seeking for discriminativeness of the features and their repeatability. Our approach combines both objectives into a single detection map. LIFT [16] training was based on finding the locations with closest descriptors, in contrast, we propose a function based on a triplet loss with a hard-negative mining strategy.

**Detector Learning with Triplet Loss.** Hard-negative triplet learning maximises the Euclidean distance between a positive pair and their closest negative sample. In the original work [8], the optimisation happens in the descriptor part, however, we propose to freeze the descriptor such that the sampling locations proposed by the detector are updated to
We use L2 normalisation for the soft-descriptor by projecting it onto the unit hypersphere. Similar to [44, 13], we sample the hardest negative candidate from a non-neighbouring area. This geometric constraint is illustrated in figure 5. We can define our detector triplet loss with soft-descriptors in window $w_i$ as:

$$L_i(w_i) = L_i(\delta_+, \delta_-, \mu, \bar{r}_i) = \bar{r}_i \max(0, \mu + \delta_+ - \delta_-),$$

(3)

where $\mu$ is a margin parameter, and $\delta_+$ and $\delta_-$ are the Euclidean distances between positive and negative soft-descriptors pairs. We weight the contribution of each window by its soft-score to control the participation of meaningless windows e.g., flat areas. The final loss is defined as the aggregation of losses on all windows of size $s \times s$:

$$L_{Trip}(s) = \sum_i L_i(\delta_+, \delta_-, \mu, \bar{r}_i).$$

(4)

### Multi-Scale Context Aggregation.

We extend equation 4 to a multi-scale approach to learn features that are discriminative across a range of scales. Multi-scale learning was used in keypoint detection [28, 12, 13], however, we extend these works by using the multi-scale sampling strategy on the descriptor part. Thus, we sample local soft-descriptors with varying window sizes, $s$, as shown in figure 5, and combine their losses with control parameters $\lambda_s$ in a final term:

$$L_{MS-Trip} = \sum_s \lambda_s L_{Trip}(s),$$

(5)

### Repeatable & Discriminative.

The detector triplet loss optimises the model to find locations that can potentially be matched. As stated in [18], discriminativeness is not sufficient to train a suitable detector. Therefore, we combine our discriminative loss and the repeatability term M-SIP proposed in [28] with control parameter $\beta$ to balance their contributions:

$$L_{R \& D} = L_{M-SIP} + \beta L_{MS-Trip},$$

(6)
Entangled Detector-Descriptor Learning. We frame our joint optimisation strategy as follows. The detector is optimised by equation 6, meanwhile, the descriptor learning is based on the hard-mining triplet loss [8]. For the descriptor learning, we use the same sampling approach as in figure 5, however, instead of sampling soft-descriptors, we sample a point-wise descriptor per window. The location to sample the descriptor is provided by an NMS on the detector score map. Hence, our detector refines its candidate positions using the descriptor space, while, the descriptor learning is conditioned by the detector score map sampling. The interaction between parts tightly couples the two tasks and allows for mutual refinement. We alternate the detector and descriptor optimisation steps during training until a mutual convergence is reached. Although it is possible to formulate our optimisation as a single objective minimisation problem, in practice the alternation helped the optimiser converge to a satisfactory minimum.

4. Implementation Details

This section introduces relevant implementation details, such as dataset generation and HDD-Net training methodology.

Training Dataset. We synthetically create pairs of images by applying random homography transformations to ImageNet images [45]. The random homography parameters are: rotation $[-30^\circ, 30^\circ]$, scale $[0.5, 2.0]$ and skew $[-0.6, 0.6]$. For tackling illumination changes, we use the AMOS dataset [31], which contains sequences of images taken from the same position at different times of the year. We further filter the AMOS dataset and keep only images that are taken during summer between sunrise and midnight time. We generate a total of 12,000 and 4,000 images for training and validation, respectively.

HDD-Net Training and Testing. Although the detector triplet loss function is applied to the full image, we only use the top $K$ detections for training the descriptor. We select $K = 20$ with a batch size of 8. Thus, in every training batch, there is a total of 160 triplets for training the descriptor. On the detector site, we use $s = [8, 16, 24, 32]$, $\lambda_s = [64, 16, 4, 1]$, and set $\beta = 0.4$. The hyper-parameter search was done on the validation set. We fix HDD-Net descriptor size to 256 dimensions. During test time, we apply a $15 \times 15$ NMS to select candidate locations on the detector score map. Networks and dataset generation were implemented in TensorFlow 1.15 and will be released. Training concludes within 48 hours on a single GTX 1080Ti.

5. Experimental Evaluation

This section presents the evaluation results of our method in several application scenarios. The comparison focuses against joint detector and descriptor state of the art approaches.

5.1. Architecture Design

Dataset. We use the Heinly dataset [46] to validate our architecture design choices. It is a small SfM and homography dataset, we focus on its homography set and
Table 1: Ablation Study. MMA (%) on Heinly dataset [46] for different descriptor designs. Best results are obtained with Gabor filters in the hand-crafted block, $(\cdot)^+$ and $(\cdot)^-$ operators, and multi-scale feature fusion.

| L2Net-Backbone | 1st Order | 2nd Order | Gabor Filter Fully Learnt $(\cdot)^+$ & $(\cdot)^-$ | Multi-Scale | Heinly MMA (%) |
|----------------|-----------|-----------|---------------------------------|-------------|---------------|
| ✓              | -         | -         | ✓                               | -           | 41.8          |
| ✓              | -         | -         | ✓                               | -           | 42.0          |
| ✓              | -         | ✓         | ✓                               | -           | 42.5          |
| ✓              | -         | ✓         | ✓                               | -           | 43.1          |
| ✓              | -         | -         | ✓                               | ✓           | 43.3          |
| ✓              | -         | -         | ✓                               | ✓           | 43.4          |
| ✓              | -         | -         | ✓                               | ✓           | 43.6          |
| ✓              | -         | -         | ✓                               | ✓           | 44.1          |
| ✓              | -         | -         | ✓                               | ✓           | **44.5**      |

use only the sequences that are not part of HPatches [20]. We compute the Mean Matching Accuracy (MMA) [47] as the ratio of correctly matched features within a threshold of 5 pixels and the total number of detected features.

**Ablation Study.** We evaluate a set of hand-crafted filters for extracting features that are robust to rotation. Specifically, 1st and 2nd order derivatives as well as Gabor filters. In addition, we further test a fully learnt approach without the hand-crafted filters. We also report results showing the impact of splitting the hand-crafted positive and negative features. Finally, our multi-scale approach is also tested against a single-pass architecture without multi-scale feature fusion.

**Results** in table 1 show that Gabor filters obtain better results than 1st or 2nd order derivatives. They are especially effective for rotation since they are designed to detect patterns under specific orientations. Besides, results without constraining the rotational block to any specific filter are slightly lower than the baseline. The fully learnt model could be improved by adding more filters, but if we restrict the design to a single filter, hand-crafted filter with $(\cdot)^+$ and $(\cdot)^-$ operators give the best performance. Lastly, a notable boost over the baseline comes from our proposed multi-scale pyramid and feature fusion within the architecture.

### 5.2. Image Matching

**Dataset.** We use the HPatches dataset [20] with 116 sequences, including viewpoint and illumination changes. We compute results for sequences with image resolution smaller than $1200 \times 1600$ following the approach in [14]. To demonstrate the impact of the detector and to make a fair comparison between different methods, we extend the detector evaluation protocol proposed in [21] to the matching metrics by computing the MMA score for the top 100, 500, and 1,000 keypoints.

**Effect of Triplet Learning on Detector.** Table 2 shows HDD-Net results when training its detections to be repeatable or/discriminative. The performance of $L_{MS-Trip}$ only is lower than $L_{MS-SIP}$, which is in line with [15]. Repeatable features are crucial for matching images, however, best results are obtained when combining repeatable and discriminative loss terms for the detector learning. The results show that the combination of both principles into a single score map detection is effective.

**Comparison to SOTA.** Figure 6 compares our HDD-Net to different algorithms. HDD-Net outperforms all the other methods for viewpoint and illumination sequences on every threshold, excelling especially in the viewpoint change, that includes the scale and rotation transformations for which HDD-Net was designed. SuperPoint [11] performance is lower when using only top 100 keypoints, and even though no method was trained with such constraint, the other models keep their performance very close to their 500 or 1,000 results. When constraining the number of keypoints, D2Net-SS [14] results are higher than for its multi-scale version D2Net-MS, D2Net-MS was reported in [14] to achieve higher performance when using an unlimited number of features.

| HPatches (MMA) | View | Illum |
|----------------|------|-------|
| $L_{MS-Trip}$  | 26.4 | 34.9  |
| $L_{MS-SIP}$   | 38.3 | 35.5  |
| $L_{MS-SIP}$ & $L_{MS-Trip}$ | **38.9** | **41.5** |

Table 2: MMA (%) results for different detector optimisation objectives on HPatches [20] dataset.
Figure 6: Mean Matching Accuracy (MMA) on HPatches dataset [20] for top 100, 500 and 1,000 extracted points. Methods are sorted on descending order by their score on each of the splits.

5.3. 3D Reconstruction

Dataset. We use the ETH SfM benchmark [48] for the 3D reconstruction task. We select three sequences: Madrid Metropolis, Gendarmenmarkt, and Tower of London. We report results in terms of registered images, sparse points, track length, and reprojection error. The top 2,048 points are used as in [23], which still provides a fair comparison between methods at a much lower cost. The sparse and dense reconstructions are performed using COLMAP [2] software. In addition, we used one-third of the images in each dataset to reduce the computational time.

Results. Table 3 presents the results for the 3D reconstructions experiment. HDD-Net and SuperPoint obtain the best results overall. While HDD-Net recovers more sparse points and registers more images in Madrid Metropolis and Tower of London, SuperPoint does it for Gendarmenmarkt. Their accuracy leads to more dense reconstructions than D2-Net or R2D2 networks. D2-Net features did not allow to reconstruct any model on Madrid Metropolis within the evaluation protocol i.e., small regime on the number of extracted keypoints. Due to challenging examples with moving objects within the images and sometimes the object of interest being in distant views, recovering a 3D model from a subset of keypoints makes the reconstruction task even harder. Even though, limiting the total number of extracted points for each method also gives an indicator of the precision and relevance of such keypoints. In terms of a track length, that is the number of images in which at least one feature was successfully tracked, R2D2 and HDD-Net outperform all the other methods. LF-Net reports a smaller reprojection error followed by SIFT and HDD-Net. Although the reprojection error is small in LF-Net, their number of sparse points and registered images are below other competitors.

Table 3: 3D Reconstruction results on ETH 3D benchmark [48]. Best results are in bold. Dash symbol (–) means that COLMAP could not reconstruct any model.
5.4. Camera Localisation

**Dataset.** The Aachen Day-Night [49] contains more than 5,000 images, with separate queries for day and night\(^1\). Due to the challenging data, and to avoid convergence issues, we increase the number of keypoints to 8,000. Despite that, LF-Net features did not allow to converge and are not included in table 4.

**Results.** The best results for the most permissive error threshold are reported by D2-Net networks and R2D2. Note that D2-Net and R2D2 are trained on MegaDepth [50], and Aachen datasets, respectively, which contains real 3D scenes under similar geometric conditions. In contrast, SuperPoint and HDD-Net use synthetic training data, and while they perform better on image matching or 3D reconstruction, their performance is lower on localisation. As a remark, results are much closer in the most restrictive error, showing that HDD-Net and SuperPoint are on par with their competitors for more accurate camera localisation.

### Table 4: Aachen Day-Night [49] results on camera localisation.

| Localisation Thres. | 0.5m | 2° | 1m | 5° | 5m | 10° |
|---------------------|------|----|----|----|----|-----|
| SIFT [4]            | 33.7 | 52.0 | 65.3 |
| SuperPoint [11]     | 42.9 | 61.2 | 85.7 |
| D2-Net SS [14]      | 44.9 | 65.3 | **88.8** |
| D2-Net MS [14]      | 41.8 | **68.4** | **88.8** |
| R2D2 [15]           | **45.9** | 66.3 | **88.8** |
| HDD-Net             | 43.9 | 62.2 | 82.7 |

\(1\)We use the benchmark from the CVPR 2019 workshop on Long-term Visual Localization.
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