Boosting ship detection in SAR images with complementary pretraining techniques
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Abstract—Deep learning methods have made significant progress in ship detection in synthetic aperture radar (SAR) images. The pretraining technique is usually adopted to support deep neural networks-based SAR ship detectors due to the scarce labeled SAR images. However, directly leveraging ImageNet pretraining is hardly to obtain a good ship detector because of different imaging perspective and geometry. In this paper, to resolve the problem of inconsistent imaging perspective between ImageNet and earth observations, we propose an optical ship detector (OSD) pretraining technique, which transfers the characteristics of ships in earth observations to SAR images from a large-scale aerial image dataset. On the other hand, to handle the problem of different imaging geometry between optical and SAR images, we propose an optical-SAR matching (OSM) pretraining technique, which transfers plentiful texture features from optical images to SAR images by common representation learning on the optical-SAR matching task. Finally, observing that the OSD pretraining based SAR ship detector has a better recall on sea area while the OSM pretraining based SAR ship detector can reduce false alarms on land area, we combine the predictions of the two detectors through weighted boxes fusion to further improve detection results. Extensive experiments on four SAR ship detection datasets and two representative CNN-based detection benchmarks are conducted to show the effectiveness and complementarity of the two proposed detectors, and the state-of-the-art performance of the combination of the two detectors. The proposed method won the sixth place of ship detection in SAR images in 2020 Gaofen challenge.

I. INTRODUCTION

SYNTHETIC Aperture Radar (SAR) is an active microwave remote sensing imaging radar with the capability of targeting objects in all-day and all-weather conditions, and has been widely applied in many military and civil fields. Ship detection in high-resolution SAR images has drawn considerable attention for its broad application prospects, such as marine surveillance [1], military intelligence acquisition [2] and so on. Many traditional SAR ship detection methods have been proposed [3], [4], [5] to detect multi-scale ships in complex surroundings. As one of the most commonly used techniques, the constant false-alarm rate (CFAR) method [3], adaptively adjusts the threshold given a false-alarm rate and leverages the estimated statistical distributions to distinguish objects from the background with the calculated threshold. However, traditional detection methods suffer from tremendous difficulties in accurate detection due to weak feature extraction capabilities.

Recently, benefited from the rapid development of deep learning, remarkable breakthroughs have been made in deep convolutional neural networks (CNN) [6]-based detection methods. Generally, CNN-based detection methods can be divided into two categories: two-stage detection methods, such as Faster R-CNN [7], Mask R-CNN [8], Cascade R-CNN [9], and one-stage detection methods, such as SSD [10], RetinaNet [11], YOLO [12]. Specifically, two-stage detection methods adopt the feature maps generated from backbone networks, e.g. Residual Network (ResNet) [13], to preliminarily extract class-agnostic region proposals of the potential objects with negative locations filtered out, and then further refine these proposals and classify them into different categories. Different from two-stage detection methods, one-stage detection methods omit the region proposals generation process and consider object detection as a regression problem to directly predict location coordinates and class probabilities for improving the detection speed, but with the precision reduced in general. However, with bags of efficient and effective tricks well used, one-stage detection methods, such as YOLOv4 [14] can also achieve comparable or even better performance to two-stage detection methods.

Because of the powerful feature extraction and representation ability, these CNN-based detection methods have been successfully applied to ship detection in SAR images. Based on two kinds of detection frameworks, effective network structures, training strategies and tricks are carefully designed to deal with multi-scale ship detection, leading to significant performance improvement. As for the two-stage SAR ship detectors, Jiao et al. [15] fused different feature maps by a densely connected multi-scale neural network to solve multi-scale ship detection. Lin et al. [16] proposed a squeeze and excitation rank architecture to suppress redundant information of feature maps for representative ability improvement based on VGG network [17] pre-trained on ImageNet [18]. Cui et al. [19] adopted feature pyramid network (FPN) [20] with convolutional block attention module (CBAM) densely...
connected to each feature map to integrate resolution and semantic information effectively. Wei et al. [21] introduced high-resolution ship detection network (HR-SDNet) to maintain high-resolution features, expecting to improve detection performance. Yan et al. [22] proposed attention receptive pyramid network (ARPN) with receptive fields block (RFB) and convolutional block attention module (CBAM) combined reasonably. RFB can enhance local features with global dependency, while CBAM can boost useful information and suppress the influence of surroundings. As for the one-stage SAR ship detectors, Du et al. [23] effectively leverages saliency information to improve the representation capability of original SSD network [10] and enhance target detection results by focusing more on informative regions. Zhang et al. [24] proposed a depth-wise separable convolution neural network that leverages multi-scale mechanism, concatenation mechanism and anchor box mechanism to improve ship detection speed dramatically. Inspired by the real-time idea of the YOLO algorithm, Zhang et al. [25] introduced a grid convolutional neural network equipped with depth-wise separable convolution to speed up the ship detection with little performance loss. Fu et al. [26] introduced a feature balancing module for the small-scale ship detection and a feature-refinement module to tackle feature misalignment for better localization accuracies. Instead of horizontal bounding boxes, Chen et al. [27] and An et al. [28] used the oriented bounding boxes to perform more suitable ship detection for the geospatially arranged objects.

On the one hand, the improvements brought by these detectors are attributed to effective network structures. On the other hand, the ImageNet [18] pretraining technique, a normal practice, is adopted to support all of these SAR ship detectors due to the scarcity of labeled SAR images. However, directly using ImageNet pretraining is hardly to obtain a good SAR ship detector, which is also a significant issue but with less attention paid. Specifically, one significant problem is the different imaging perspective. The ships in ImageNet are taken under natural scenes, while ships in SAR images are obtained from earth observations. The inconsistency across different imaging perspective results in annotation information from ImageNet not applicable for SAR ship detectors. Thus, based on a large-scale aerial image dataset [29], we propose an optical ship detector (OSD) pretraining technique to improve feature learning ability of ships in SAR images. The OSD pretraining technique can transfer the characteristics of ships in earth observations to SAR images by fully taking advantage of a large amount of ships’ annotation information from aerial images. Another critical problem of directly applying ImageNet pretraining to SAR ship detection is the different imaging geometry between optical and SAR images, making ship detectors unable to obtain a powerful SAR feature embedding. Hence, we propose an Optical-SAR matching (OSM) pretraining technique to enhance the general feature embedding of SAR images. Specifically, the OSM pretraining technique transfers plentiful texture features from optical images to SAR images by common representation learning via bridge neural network (BNN) [30] on the optical-SAR matching task. As depicted in Fig 1, BNN employs a couple of convolution neural networks (CNN) named left-CNN and right-CNN which project SAR images and optical images into a common feature space, respectively (see Section II-C for a more detailed discussion). The optical-SAR matching task forces BNN to learn useful fusion features. Then, the left-CNN can be further used as the backbone of the SAR detection framework to perform ship detection.

Based on the two pretraining techniques, we obtained the OSD pretraining based SAR ship detector (OSD-SSD) and the OSM pretraining based SAR ship detector (OSM-SSD), to solve the inconsistency across different imaging perspective and different imaging geometry, respectively. Furthermore, we propose to combine the two detectors to get a more comprehensively better detector based on the observation of their different advantages. Specifically, since the optical-SAR matching task mainly focuses on land area, the plentiful texture features from the optical images can help distinguish the building structures, resulting in fewer false alarms on land area using OSM-SSD. In contrast, the OSD-SSD can help identify and locate ships on sea area because of more ships’ annotation information from the aerial image dataset. Considering these complementary advantages, we employ the weighted boxes fusion (WBF) strategy [31] to fuse the predictions of OSD-SSD and OSM-SSD. The WBF strategy utilizes confidence scores of all predicted bounding boxes to construct the averaged boxes including confidence scores and coordinate locations, leading to a SAR ship detector with better generalization ability.

On the one hand, the improvements brought by these detectors are attributed to effective network structures. On the other hand, the ImageNet [18] pretraining technique, a normal practice, is adopted to support all of these SAR ship detectors due to the scarcity of labeled SAR images. However, directly using ImageNet pretraining is hardly to obtain a good SAR ship detector, which is also a significant issue but with less attention paid. Specifically, one significant problem is the different imaging perspective. The ships in ImageNet are taken under natural scenes, while ships in SAR images are obtained from earth observations. The inconsistency across different imaging perspective results in annotation information from ImageNet not applicable for SAR ship detectors. Thus, based on a large-scale aerial image dataset [29], we propose an optical ship detector (OSD) pretraining technique to improve feature learning ability of ships in SAR images. The OSD pretraining technique can transfer the characteristics of ships in earth observations to SAR images by fully taking advantage of a large amount of ships’ annotation information from aerial images. Another critical problem of directly applying ImageNet pretraining to SAR ship detection is the different imaging geometry between optical and SAR images, making ship detectors unable to obtain a powerful SAR feature embedding. Hence, we propose an Optical-SAR matching (OSM) pretraining technique to enhance the general feature embedding of SAR images. Specifically, the OSM pretraining technique transfers plentiful texture features from optical images to SAR images by common representation learning via bridge neural network (BNN) [30] on the optical-SAR matching task. As depicted in Fig 1, BNN employs a couple of convolution neural networks (CNN) named left-CNN and right-CNN which project SAR images and optical images into a common feature space, respectively (see Section II-C for a more detailed discussion). The optical-SAR matching task forces BNN to learn useful fusion features. Then, the left-CNN can be further used as the backbone of the SAR detection framework to perform ship detection.

Based on the two pretraining techniques, we obtained the OSD pretraining based SAR ship detector (OSD-SSD) and the OSM pretraining based SAR ship detector (OSM-SSD), to solve the inconsistency across different imaging perspective and different imaging geometry, respectively. Furthermore, we propose to combine the two detectors to get a more comprehensively better detector based on the observation of their different advantages. Specifically, since the optical-SAR matching task mainly focuses on land area, the plentiful texture features from the optical images can help distinguish the building structures, resulting in fewer false alarms on land area using OSM-SSD. In contrast, the OSD-SSD can help identify and locate ships on sea area because of more ships’ annotation information from the aerial image dataset. Considering these complementary advantages, we employ the weighted boxes fusion (WBF) strategy [31] to fuse the predictions of OSD-SSD and OSM-SSD. The WBF strategy utilizes confidence scores of all predicted bounding boxes to construct the averaged boxes including confidence scores and coordinate locations, leading to a SAR ship detector with better generalization ability.
consider the incompatibility between the ImageNet pretraining technique and SAR images, and propose two complementary pretraining techniques to boost SAR ship detection. The overall process is depicted in Fig. 2. Particularly, we utilize the OSD pretraining technique and OSM pretraining technique to obtain two complementary backbones, and then further train OSD-SSD and OSM-SSD, respectively. Finally, we leverage the WBF strategy to fuse the predictions of the two detectors. The main contributions of our work can be summarized into the following four aspects:

1) Improve the feature learning ability of ships in SAR images by proposing the OSD pretraining technique, which transfers the characteristics of ships in earth observations to SAR images by fully taking advantage of ships’ annotation information from a large-scale aerial image dataset [29].

2) Enhance the general feature embedding of SAR images by proposing the OSM pretraining technique, which transfers plentiful texture features from optical images to SAR images by common representation learning via bridge neural networks (BNN) [30] on the optical-SAR matching task;

3) Explore the complementary characteristics of the OSD pretraining based SAR ship detector (OSD-SSD) and OSM pretraining based SAR ship detector (OSM-SSD) and thus propose to employ the WBF strategy [31] to fuse the predictions of the two detectors for further improving detection results;

4) Conduct various experiments on four SAR ship detection datasets [32], [33], [34], [35] and two representative CNN-based detection benchmarks [7], [36] to verify the effectiveness and complementarity of the OSD-SSD and OSM-SSD detectors, and the state-of-the-art performance of the combination of the two detectors.

The rest of this paper is organized as follows. Section II introduces our methods in details. Section III provides the experimental settings and results analysis. Finally, some conclusions and future works are drawn in Section IV.

II. METHODOLOGY

In this section, we first introduce two CNN-based object detection benchmarks: Faster R-CNN [7] and YOLOv3 [36]. Next, the OSD pretraining technique based on aerial images and the OSM pretraining technique by common representation learning will be described in details. Finally, we will introduce how the WBF strategy [31] fuse the predictions of OSM-SSD and OSD-SSD.

A. CNN-based object detection methods

We select two representative methods: Faster R-CNN [7] and YOLOv3 [36], as the benchmarks in our work. Here we only introduce the critical architecture of these two detection benchmarks, and we refer to their original paper [7], [36] to see a more detailed introduction. It is noted that our OSD pretraining technique, OSM pretraining technique and the WBF strategy [31] can be easily applied to other state-of-the-art object detection benchmarks.

Faster R-CNN [7], as the behalf of the two-stage object detection methods, consists of three modules: feature embedding network as the backbone to extract high-level features from the original images, region proposal network (RPN) generating the ship proposals for preliminarily predicting the location of ships and box regression network such as Fast R-CNN [37] finishing the binary classification and bounding box regression. We adopt ResNet50 [13] as the backbone for better feature extraction. Besides, to handle the detection of multi-scale ships in multi-resolution SAR images, we use the feature pyramid network (FPN) [20] to combine low-resolution, semantically strong features with high-resolution, semantically weak features. We initially set 3 anchor boxes with one scale of size 8 and three aspect ratios of size \{0.5, 1, 2.0\} at each spatial location of each feature map. After RPN generates ship proposals, we adopt the RoIAlign [8] operation to fix the misalignment of feature maps caused by coarse spatial quantization. Furthermore, we select the cross entropy and smooth L1 loss function to optimize the classification and regression task, respectively.

YOLOv3 [36] is a representative one-stage object detection method comprising two modules: feature extraction network and box detection network. The feature extraction network is set as Darknet53 [36] containing 53 convolutional layers and some shortcut connections as used in ResNet [13], making YOLOv3 more powerful and efficient. As similarly used in Faster R-CNN, FPN is adopted in the feature extraction network to enhance multi-scale object detection capabilities. The box detection network predicts bounding boxes on three different scales following the feature extraction network. Feature maps with small sizes are used to detect large-size ships, while feature maps with large sizes are utilized to detect small-size ships. The predefined anchor boxes in Faster R-CNN are leveraged because learning the offsets between anchor boxes and the predictions will make the network easier to train. Considering this convenience, YOLOv3 also presets 9 anchors with 3 different sizes on each scale to predict bounding boxes more accurately. The anchor sizes are set according to the dataset and we use the same initial anchor sizes as [36]. Moreover, instead of fixing the input image size, we use the multi-scale training strategy to resize the input image into one size of \{320 × 320, 416 × 416\} randomly in each iteration, forcing the network to perform prediction well across different resolutions. Cross entropy and mean square error loss functions are utilized to optimize this network end-to-end.

B. OSD pretraining technique based on aerial images

The OSD pretraining technique transfers the characteristics of ships in earth observations to SAR images to improve the feature learning ability of ships in SAR images. Specifically, we first train optical ship detectors from aerial optical images and then leverage the backbone, ResNet50 [13] for Faster R-CNN [7] and Darknet53 [36] for YOLOv3 [36], to further obtain OSD-SSD for fully taking advantage of ships’ annotation information. As for the object detection in aerial images, recent advances have been witnessed because of the construction of many well-annotated datasets [38], [29] and efficient network...
More specifically, given the optical-SAR matching task, we search for common representations from different modalities into a common feature subspace. As depicted in Fig. 3, bridge neural network (BNN) [30] is adopted to learn the common representation on the matching problem of optical and SAR images due to its excellent performance. As for common representation learning, several researches [40], [41], [30] were proposed to investigate the task. As for common representation learning, several researches [40], [41], [30] were proposed to investigate the task. As for common representation learning, several researches [40], [41], [30] were proposed to investigate the task. As for common representation learning, several researches [40], [41], [30] were proposed to investigate the task. As for common representation learning, several researches [40], [41], [30] were proposed to investigate the task.

Because a large number of high-resolution ships are available, we select DOTA [29], a large-scale dataset for object detection in aerial images, as the basic dataset to train our optical ship detectors. For the ResNet50 backbone, we directly extract it from the trained model provided by the RoI Transformer method [39]. Based on the Faster R-CNN benchmark, RoI Transformer applied a RRoI learner on region of interests (RoIs) to learn spatial transformation from horizontal proposals to oriented bounding box predictions, expecting to solve the common mismatch between horizontal box predictions and oriented objects. This transformation on feature maps enables the ResNet50 backbone more powerful feature extraction capabilities, especially for ships from a overlooking perspective. For extracting the Darknet53 backbone, we adopt the original YOLOv3 method to train the optical ship detector without any architectures modified. In addition to the ResNet50 and Darknet53 backbone, we can also extract FPN [20] from the trained models using RoI Transformer and YOLOv3. We use ResNet50 (Darknet53) to denote ResNet50+FPN (Darknet53+FPN) for convenience.

C. OSM pretraining technique by common representation learning

The OSM pretraining technique transfers rich texture features from optical images to SAR images to obtain a specific feature extraction model with better SAR feature extraction capabilities. Specifically, the OSM pretraining technique resorts to a SAR feature embedding operator from common representation learning based on the optical-SAR matching task. As for common representation learning, several researches [40], [41], [30] were proposed to investigate the relationships between two data sources in different modalities. Among these methods, bridge neural network (BNN) first proposed in [30] is adopted to perform our common representation learning on the matching problem of optical and SAR images due to its excellent performance. As depicted in Fig 1, BNN acts as a bridge and projects two images from different modalities into a common feature subspace. More specifically, given the optical-SAR matching task, SAR images and $X_o = \{x_o^i\}_{i=1}^N$ is from optical images. The i-th component $x_s^i \in X_s$, $x_o^i \in X_o$ are from the same region and match each other, while the i-th component $x_s^i \in X_s$, and the j-th component $x_o^j \in X_o$ are different regions and do not match each other. Moreover, we define $D_p = \{x_s^i, x_o^i\}$ as positive samples and $D_n = \{x_s^i, x_o^j\}$, $i \neq j$ as negative samples. Secondly, instead of sharing weights, we build the BNN architecture illustrated in Figure 3 which contains two separate, yet identical CNN: SAR CNN $f_s(\cdot ; \theta_s)$ and Opt CNN $f_o(\cdot ; \theta_o)$ with weights $(\theta_s, \theta_o)$. For a pair of optical image and SAR image $(x_s, x_o)$, the output of SAR CNN and Opt CNN is $f_s(x_s; \theta_s)$ and $f_o(x_o; \theta_o)$, respectively. It is noted that the CNN can be replaced with ResNet50 [13] and Darknet53 [36] for the Faster R-CNN [7] and YOLOv3 [36] benchmark, respectively. To decrease the feature dimension, following the backbone of the detection benchmark, we adopt a convolution layer with the filter size of $1 \times 1$, a batch normalization layer and a max-pooling layer to output an n-dimensional feature map. Finally, we add a linear layer followed by the sigmoid activation function to project the n-dimensional feature map into the common feature subspace.

The BNN outputs the Euclidean distance of the two outputs of SAR CNN and Opt CNN, which is defined as follows:

$$f(x_s, x_o; \theta_s, \theta_o) = \frac{1}{\sqrt{n}} ||(f_s(x_s; \theta_s) - f_o(x_o; \theta_o))||$$  \hspace{1cm} (1)

where $n$ is the dimension of the common feature. The ultimate goal of BNN is to determine whether the optical and SAR images have a potential relationship, i.e. positive sample or not. Thus the loss on positive sample set $D_p$ and negative sample set $D_n$ regresses the output $f(x_s, x_o; \theta_s, \theta_o)$ to 0 if $(x_s, x_o) \in D_p$ and to 1 if $(x_s, x_o) \in D_n$ respectively, as follows:

$$l_p(D_p; \theta_s, \theta_o) = \frac{1}{|D_p|} \sum_{(x_s, x_o) \in D_p} (f(x_s, x_o; \theta_s, \theta_o) - 0)^2$$  \hspace{1cm} (2)

$$l_n(D_n; \theta_s, \theta_o) = \frac{1}{|D_n|} \sum_{(x_s, x_o) \in D_n} (f(x_s, x_o; \theta_s, \theta_o) - 1)^2$$  \hspace{1cm} (3)

Thus, the problem of searching the common feature embeddings of optical and SAR images can be transferred to a...
binary classification problem where the overall loss of BNN on \( D_p \) and \( D_n \) can be designed as:

\[
L_{\text{bnn}} (D_p, D_n; \theta_s, \theta_o) = \frac{l_p (D_p; \theta_s, \theta_o) + \alpha \cdot l_n (D_n; \theta_s, \theta_o)}{1 + \alpha}
\]  

(4)

where \( \alpha \) is a hype-parameter to adjust the balance of positive samples and negative samples. Then, the BNN model with the best weights \((\theta^*_s, \theta^*_o)\) can be find via

\[
(\theta^*_s, \theta^*_o) = \arg\min_{\theta_s, \theta_o} l (D_p, D_n; \theta_s, \theta_o)
\]

(5)

In the test phase, BNN uses a predefined threshold parameter \( \gamma \) to decide whether the input data pair is positive sample or not. We train the BNN model on QXS-SAROPT dataset. Finally, we can exploit the SAR-CNN as the backbone of our OSM-SSD, expecting that the plentiful texture features from the optical image would enhance the feature embedding ability for SAR images.

\[\text{Algorithm 1} \quad \text{Weighted boxes fusion strategy.} \quad B^\text{osd} \text{ and } B^\text{osm} \text{ are predicted boxes of OSD-SSD and OSM-SSD, respectively. } N \text{ is the number of models. } \text{thr} \text{ is the IoU threshold. Each predicted box is represented as } \{X_{\text{min}}, Y_{\text{min}}, X_{\text{max}}, Y_{\text{max}}, C\}. \]

\begin{itemize}
  \item[1:] \( B^\text{osd} \text{ and } B^\text{osm} \text{ are added to a list } L \text{ and sorted in decreasing order according to the confidence score } C \).
  \item[2:] Declare an empty list \( E \) with each position storing a set of boxes (or a single box) for box clusters. Declare an empty list \( F \) with each corresponding position containing only one box to represent the fused box.
  \item[3:] Loop through all predicted boxes in \( L \), and attempt to find a matching box in the list \( F \). If the IoU between a box in \( F \) and the current box in \( L \) is larger than \( \text{thr} \), we define this box as a matching box (IoU > \text{thr}).
  \item[4:] If the matching box is not found in step 3, add the current box from the list \( L \) to the end of lists \( E \) and \( F \) as new entries; proceed to the next box in the list \( L \).
  \item[5:] If the matching box is found in step 3, add the current box from the list \( L \) to \( E \) and the added position is the corresponding position of the matching box in \( F \).
  \item[6:] Leveraging all \( T \) boxes from the same position in \( E \) to recalculate the box coordinates and confidence score to form the fused box in \( F \) with the following equation:

\[
C = \frac{\sum_{i=1}^{T} C_i}{T}
\]

(6)

\[
X_{\text{min}}, \text{max} = \frac{\sum_{i=1}^{T} C_i \times X_{\text{min}}_i, \text{max}_i}{\sum_{i=1}^{T} C_i}
\]

(7)

\[
Y_{\text{min}}, \text{max} = \frac{\sum_{i=1}^{T} C_i \times Y_{\text{min}}_i, \text{max}_i}{\sum_{i=1}^{T} C_i}
\]

(8)

where a box with larger confidence contributes more to the coordinates of the fused box than a box with lower confidence.

\item[7:] After all boxes in the list \( L \) are traversed, adjust the confidence scores in \( F \) again with the following equation:

\[
C = C \times \frac{T}{N}
\]

(9)
\end{itemize}

III. EXPERIMENTS

A. Datasets

We conduct experiments on three kinds of datasets: DOTA used for OSD pretraining, QXS-SAROPT used for OSM pretraining and four SAR ship detection datasets used for OSD-SSD and OSM-SSD. It is noted that the OSD-pretrained model based on the Faster R-CNN [7] benchmark can be directly
obtained from [39], so we only perform OSD pretraining using the YOLOv3 [36] benchmark on DOTA.

**DOTA** [29] is a large-scale dataset for object detection in aerial images including 2806 aerial images with each image ranging from $800 \times 800$ to $4000 \times 4000$ pixels collected from different sensors and platforms. Compared to version 1.0 with 15 categories annotated, the fully annotated DOTA version 1.5 (DOTA-v1.5) contains 16 common object categories, including the ship. We used DOTA-v1.5 and adopted the same dataset split strategy as used in [39]: half of the original images are selected as the training set, 1/6 as the validation set, and 1/3 as the testing set. We cropped each image into $1024 \times 1024$ pixels with the overlap of 256 pixels and trained the optical ship detectors on the training set and directly report the performance of detectors on the validation set because the annotation information of test set is not available.

**QXS-SAROPT** includes 20,000 pairs of corresponding SAR and optical images extracted from Gaofen-3 high-resolution spotlight images and Google Earth remote sensing optical images. The size of each image is $256 \times 256$. We select 14,000 image pairs as the training set and the remaining 6,000 image pairs as the test set to train our BNN.

**SAR ship detection datasets.** We conduct SAR ship detection experiments on four datasets: AIR-SARShip-1.0 [32], AIR-SARShip-2.0 [33] which is also the Gaofen competition dataset provided by the “2020 Gaofen Challenge on automated high-resolution earth observation image interpretation”, HRSID [34] and SSDD [35]. The AIR-SARShip-1.0 dataset comprises 31 high-resolution large-scale 3000 $\times$ 3000 images collected from the GF-3 satellite. We randomly select 21 images as the training and validation data, and the remaining 10 images as the test data. The AIR-SARShip-2.0 dataset includes 300 images of size $1000 \times 1000$ with spatial resolution ranging from 1m to 5m collected from the Gaofen-3 satellite. We randomly select 210 images as training and validation data, and the remaining 90 images are used for test data. Each image of both AIR-SARShip-1.0 and AIR-SARShip-2.0 is cropped into $512 \times 512$ pixels with an overlap of 256 pixels for training and testing. The HRSID dataset contains 5604 cropped SAR images with a size of $800 \times 800$ and has been divided into a training set and a test set at a ratio of 65 to 35. The SSDD dataset contains 1160 images of resolution from 1m to 15 m in total, where the training set includes 928 images and the test set includes the remaining 232 images. For the Faster R-CNN benchmark, we directly extract the ResNet50 [13] backbone from the existing trained model from [39]. As for the YOLOv3 [36] benchmark, we first use MMDetection (https://github.com/open-mmlab/mm-detection) to train an optical ship detector and then extract the Darknet53 [36] backbone from the trained detector. The optical ship detector is trained with stochastic gradient descent (SGD) for 240 epochs with a total of 12 images per minibatch. The initial learning rate is set as 0.001, which is then divided by a factor of 10 at the 160th and 200th epoch. The weight decay is 0.0005 and the momentum is 0.9. The ImageNet based pre-trained ResNet50 and Darknet53 are utilized for a better converge point.

1) **OSD pretraining technique:** For the Faster R-CNN [7] benchmark, we directly extract the ResNet50 [13] backbone from the existing trained model from [39]. As for the YOLOv3 [36] benchmark, we first use MMDetection (https://github.com/open-mmlab/mm-detection) to train a optical ship detector and then extract the Darknet53 [36] backbone from the trained detector. The optical ship detector is trained with stochastic gradient descent (SGD) for 240 epochs with a total of 12 images per minibatch. The initial learning rate is set as 0.001, which is then divided by a factor of 10 at the 160th and 200th epoch. The weight decay is 0.0005 and the momentum is 0.9. The ImageNet based pre-trained ResNet50 and Darknet53 are utilized for a better converge point.

2) **OSM pretraining technique:** Our BNN model based on ResNet50 [13] and Darknet53 [36] are both trained with SGD for 200 epochs with a batch size of 20. The initial learning rate is set as 0.01 and then divided by a factor of 2 at the 30th and 100th epochs. The dimension of the common feature is set as 50 and the adjusting factor $\alpha$ is 1. The threshold $\gamma$ is set as 0.5. We also adopt ImageNet based pre-trained model to train BNN.

3) **SAR ship detectors:** We also use MMDetection to implement OSD-SSD and OSM-SSD. For the Faster R-CNN [7] benchmark, all models are trained with SGD for 14 epochs with a total of eight images per minibatch. The initial learning rate is set as 0.02, and then divided by a factor of 10 at the 8th and 12th epochs. The weight decay is 0.0001 and the momentum is 0.9. For the YOLOv3 [36] benchmark, all models are trained with SGD for 240 epochs with a total of 12 images per minibatch. The initial learning rate is set as 0.001, which is then divided by a factor of 10 at the 160th and 200th epochs. The IoU threshold is set as 0.5 when training and testing for rigorous filtering the bounding boxes with low precision. Warm-up [13] is introduced during the initial training stage to avoid gradient explosion and the corresponding number of iterations is 500. We use the same settings for all experiments for a fair comparison.

4) **WBF:** We fuse predicted boxes from OSD-SSD and OSM-SSD through the WBF strategy [31]. The IoU threshold $thr$ is set as 0.7 verified by many experiments and see Section 11-D4 for a detailed discussion.

**C. Evaluation Metrics**

Precision, recall and F1 scores are employed to evaluate the performance of SAR ship detectors, and the definition of these evaluation metrics is given as follows:

\[
\text{Precision} = \frac{TP}{TP + FP} \quad (10)
\]

\[
\text{Recall} = \frac{TP}{TP + FN} \quad (11)
\]

\[
F1 = \frac{2 \times \text{Precision} \times \text{Recall}}{\text{Precision} + \text{Recall}} \quad (12)
\]

where $TP$ is True Positive, $FP$ is False Positive, $TN$ is True Negative and $FN$ is False Negative. $N_{TP}$, $N_{FP}$, $N_{FN}$ is the number of $TP$, $FP$ and $FN$, respectively. More specifically, $TP$ indicates the correctly detected ships, $FP$ represents the

**B. Parameter settings**

All the experiments are implemented in the PyTorch 1.7 framework and carried out over an NVIDIA 3070 GPU. The PC operating system is a 64-bit Ubuntu 20.04.
false alarms and FN denotes the missing ships. A predicted bounding box is considered as a true positive if its IoU with the ground truth is higher than a given IoU threshold i.e. 0.5. Otherwise, it is regarded as a false positive. Moreover, the predicted bounding boxes with the highest confidence score are seen as the true positive, if the IoU of several ones with the ground truth are all higher than the threshold. F1 score is a comprehensive evaluation metric for the quantitative performance of different models by simultaneously considering the precision rate and recall rate. To further evaluate the comprehensive quality of SAR ship detectors, we also adopt the average precision (AP) metric, which can be defined as:

\[
AP = \frac{1}{101} \sum_{r \in S} \text{Precision} \bigg| _{\text{recall} = r}
\]

(13)

where \( S = \{0, 0.01, ..., 1\} \) representing a set of equally spaced recall rates. \( AP_{0.5} \) denote the IoU threshold being 0.5. AP indicates that the IoU threshold is set from 0.50 to 0.95 with the step size set as 0.05.

D. Results Analysis

| Benchmark       | Ship          | All categories |
|-----------------|---------------|----------------|
| Faster R-CNN \[7\] | 0.807          | 0.650          |
| YOLOv3 \[5\]    | 0.605          | 0.509          |

1) OSD-SSD: Table \[1\] shows the detection results of our optical ship detectors on DOTA dataset \[29\] including the mean AP (mAP) for all categories and AP for the ship category. It is noted that the results of the Faster R-CNN \[7\] benchmark is directly from \[39\] (\( \cdot \cdot \cdot \) means that the original paper didn’t provide the corresponding results). We can see that \( AP_{0.5} \) achieves 80.7% and 60.5% for the Faster R-CNN and YOLOv3 \[36\] benchmark respectively, indicating that ResNet50 \[13\] and Darknet53 \[36\] backbone both have excellent ship detection capabilities. As for SAR ship detectors, the detection performance is showed in Table \[II\] and Table \[III\] for the Faster R-CNN and YOLOv3 benchmark, respectively. It is observed that OSD-SSD outperforms the ImageNet pretraining based SAR ship detector (ImageNet-SSD) under different metrics. Take the detection results on AIR-SARShip-1.0 \[32\] for example, the precision rate of the OSD-SSD model gains a large improvement of 3.53% and the recall rate achieves 2.12% higher value. Due to these improvements, the OSD-SSD model finally achieves 2.7% higher F1 score and 1.70% higher \( AP_{0.5} \), reflecting overall performance improvements. Furthermore, when the IoU threshold becomes larger, it requires the requirement of localization accuracy gets higher. \( AP_{0.75} \) and AP gain a larger improvement of 9.87% and 4.47% respectively, which means that the predicted bounding boxes are more accurate. Similar phenomena are also present on other datasets for both the Faster R-CNN and YOLOv3 benchmark, demonstrating the superiority of our OSD-SSD model. In other words, compared
to ships in the natural scene from ImageNet, ships’ annotation information from earth observations can better help improve the feature learning ability of ships in SAR images.

### 2) OSM-SSD:
Table IV suggests that our BNN has an outstanding performance on the QXS-SAROPT dataset for both ResNet50 and Darknet53 backbone. Specifically, the pair matching accuracy based on ResNet50 and Darknet53 are 82.9% and 82.8%, respectively, demonstrating that BNN can well predict the relationship of SAR and optical images, and obtain useful common features. As for the performance of OSM-SSD based on the Faster R-CNN and YOLOv3 benchmark, the overall results under different metrics are also illustrated in Table I and Table II respectively. We can clearly see that, our OSM-SSD performs better than ImageNet-SSD under all evaluation metrics for different network architectures and different datasets. Especially on AIR-SARShip-2.0 using the YOLOv3 network, 3.80%, 1.90%, 2.39%, 1.49%, 8.87% and 4.65% performance improvement can be achieved in terms of precision rate, recall rate, F1 score, AP$_{0.5}$, AP$_{0.75}$ and AP, respectively. All these improved performances can prove that the common features obtained from common representation learning can boost ship detection in SAR images. In other words, based on the optical-SAR matching task, BNN can well transfer rich texture features from aerial optical images to SAR images, enhancing the feature extraction capability of SAR ship detectors without additional ships’ annotation information and any network architecture modified.

### 3) Comparison between OSM-SSD and OSD-SSD:
As listed on AIR-SARShip2.0 using the Faster R-CNN benchmark from Table II, OSD-SSD and OSM-SSD achieve comparable detection results in different degrees, such as 1.39%, 3.95%, 4.28% improvements versus 0.95%, 4.96%, 3.38% improvements in terms of AP$_{0.5}$, AP$_{0.75}$ and AP, respectively. It is noted that the DOTA dataset on which our OSD pretraining performed has a large amount of annotation information, while the QXS-SAROPT dataset on which our OSM pretraining performed only has region matching information without any ship annotation. Moreover, we also conduct experiments under the inshore and offshore scenes, respectively. It can be seen from Table VII that OSD-SSD and OSM-SSD have different performances in different scenes. Specifically, compared to OSD-SSD, our OSM-SSD gains 1.50% improvements in precision rate under inshore scenes. As for the offshore ship detection, our OSD-SSD improves the recall rate by 0.25% than OSM-SSD. In addition to quantitative comparisons, we also visualize some detection results in Fig. 5 to show an intuitive understanding of their effect. We use red rectangles, green rectangles, orange circles and yellow circles to figure out ground truth, predicted boxes, false alarms and missing ships, respectively. In Fig. 5 (a), considering the first scene on sea area, two ground truth are perfectly detected using OSD-SSD while one ship is missed in the prediction of OSM-SSD. Similar phenomenon that OSD-SSD has a better recall on sea area also occurs in other scenes. We conjecture that this observation is because the OSD-pretrained model can better capture ship features for large amounts of ship annotation in the aerial optical dataset. On the contrary, we can see that OSM-SSD has a better performance than OSD-SSD on the land area from Fig. 5 (b). Taking the first row as an example, compared to one false alarm on land area for OSD-SSD, OSM-SSD accurately predicts the ground truth without any false alarms. What cause this phenomenon is that the optical-SAR matching dataset on which our OSM pretraining performed mainly focuses on land area, leading to OSM-SSD has better feature embeddings and fewer false alarms on land area. In conclusion, OSD-SSD and OSM-SSD can improve detection results from different perspectives, proving the effectiveness of our OSD and OSM pretraining techniques. More importantly, these complementary advantages between OSD-SSD and OSM-SSD straightly inspire us to utilize fusion strategies to boost ship detection results, which will be analyzed in the next part.

### 4) WBF-DM:
We use WBF-DM to represent the fusion between predictions of OSD-SSD and OSM-SSD. The final results of WBF-DM on four SAR ship detection results are depicted in Table II and Table III. Taking the result on AIR-SARShip 2.0 using the YOLOv3 benchmark as an example, WBF-DM reaches 2.12% and 1.9% higher recall rate but 4.8% and 4.97% lower precision rates compared to OSD-SSD and OSM-SSD, respectively. This is a natural phenomenon, because WBF-DM inevitably produces false alarms when it preserves as many ships as possible to improve the recall rate. Consequently, AP$_{0.5}$, AP$_{0.75}$ and AP gains a large improvement with a slight decrease in F1 score, which demonstrates that WBF-DM can fully take advantage of complementary characteristics between OSD-SSD and OSM-SSD. PR curves of OSD-SSD, OSM-SSD and WBF-DM compared to ImageNet-SSD under AP$_{0.5}$ and AP$_{0.75}$ metrics are depicted in Fig. 6 and Fig. 7 respectively. It can be observed that the orange curve corresponding to OSD-SSD is always above the red curve corresponding to ImageNet-SSD. Similarly, the blue PR curve denoting OSM-SSD is also above the red PR curve. Although the green curve corresponding to WBF-DM is slightly lower than the orange or red curve at some points in recall rate, the maximum point in recall rate of the green curve is extremely larger than the orange and red curve, leading to the area under the green PR curve increased substantially. This phenomenon also illustrates that WBF is a strategy sacrificing the precision rate for improving the recall rate to achieve a significant increase in AP. Finally, WBF-DM yields a considerable increase in terms of a series of AP metrics compared to ImageNet-SSD, especially 15.34% improvements in AP$_{0.75}$. All of our experiments manifest positive effects of WBF-DM on improving the comprehensive quality of SAR ship detection.

The IoU threshold $thr$ is a significant hyper-parameter in

| Backbone        | Accuracy | Precision | Recall  |
|-----------------|----------|-----------|---------|
| ResNet50        | 0.829    | 0.748     | 0.993   |
| Darknet53       | 0.828    | 0.746     | 0.995   |

Table IV: Matching results of BNN on the QXS-SAROPT dataset.
TABLE V

Performance of ImageNet-SSD, OSD-SSD and OSM-SSD under two different scenes.

| Scene   | Method       | Precision | Recall  | F1     | AP 0.5  | AP 0.75 | AP     |
|---------|--------------|-----------|---------|--------|---------|---------|--------|
| Inshore | ImageNet-SSD | 0.8484    | 0.8139  | 0.8307 | 0.8777  | 0.5336  | 0.4941 |
|         | OSD-SSD      | 0.8655    | 0.8604  | 0.8629 | 0.8973  | 0.5982  | 0.5332 |
|         | OSM-SSD      | 0.8805    | 0.8197  | 0.8491 | 0.8876  | 0.5789  | 0.5112 |
| Offshore| ImageNet-SSD | 0.9640    | 0.9919  | 0.9777 | 0.9879  | 0.7861  | 0.6605 |
|         | OSD-SSD      | 0.9634    | 0.9946  | 0.9788 | 0.9881  | 0.8203  | 0.6705 |
|         | OSM-SSD      | 0.9659    | 0.9919  | 0.9787 | 0.9885  | 0.8074  | 0.6663 |

Ground truth
OSD-SSD
OSM-SSD
Ground truth
OSD-SSD
OSM-SSD

(a) OSD-SSD outperforms OSM-SSD on sea area
(b) OSM-SSD outperforms OSD-SSD on land area

Fig. 5. Comparison results of OSD-SSD and OSM-SSD on four SAR ship detection datasets. The red rectangles are ground truth and the green rectangles represent the detection results. The orange and yellow circles denote the false alarms and missing ships, respectively. Two sets of visualization results demonstrate the complementary characteristics of OSD-SSD and OSM-SSD: (a) OSD-SSD outperforms OSM-SSD on sea area. (b) OSM-SSD outperforms OSD-SSD on land area.

In order to analyze the influence of thr, we implement a comparison on AIR-SARShip-2.0 [33] using the YOLOv3 [36] benchmark with all settings remaining identical except for the value of thr in Table VI. It can be observed that when thr turns to be 0.5, AP 0.5 achieves the highest result of 0.8591. However, as thr gradually increases, AP 0.75 gradually decreases and AP 0.75 achieves a maximum value of 0.6188 when thr becomes 0.75. What causes this phenomenon is that thr at the WBF strategy plays NMS’s role in the prediction, expecting to match the requirements of localization accuracy. Hence, we can adaptively change the threshold according to WBF-DM to determine the final fusion results to a large extent.
different task requirements. In order to achieve a comprehensive performance improvement, we set \( thr \) as 0.7 in our experiments.

### Table VI

**RESULTS OF WBF-DM UNDER DIFFERENT IoU THRESHOLDS.**

| IoU threshold | \( AP_{0.5} \) | \( AP_{0.75} \) | AP  |
|---------------|----------------|----------------|-----|
| 0.4           | 0.8533         | 0.6022         | 0.5400 |
| 0.5           | 0.8591         | 0.6086         | 0.5461 |
| 0.6           | 0.8581         | 0.6141         | 0.5476 |
| 0.7           | 0.8543         | 0.6156         | **0.5478** |
| 0.75          | 0.8502         | **0.6188**     | 0.5466 |
| 0.8           | 0.8434         | 0.6136         | 0.5424 |

**Fig. 6.** PR curves of four methods: ImageNet-SSD, OSM-SSD, OSD-SSD and WBF-DM on AIR-SARShip-2.0 [33] using the YOLOv3 [36] benchmark under \( AP_{0.5} \) metric.

In addition to fusing the predictions of OSD-SSD and OSM-SSD, we also conduct experiments to fuse detection results of different combinations among ImageNet-SSD, OSD-SSD and OSM-SSD. The fusion results are shown in Table VII. We can see that, regardless of any combination, the performance of fusing multiple models is always superior to that of a single model, demonstrating the effectiveness of the WBF strategy. Furthermore, the fusion of OSD-SSD and OSM-SSD outperforms not only the fusion of ImageNet-SSD and OSD-SSD but also the fusion of ImageNet-SSD and OSM-SSD. Compared to ImageNet-SSD fused with OSD-SSD, the higher improvements can be contributed to the fewer false alarms on land area of OSM-SSD. Compared to ImageNet-SSD combined with OSM-SSD, the improved detection results are due to the higher recall on sea area of OSD-SSD. It is the complementary advantages under different scenes that allow our WBF strategy between OSD-SSD and OSM-SSD to significantly improve the ship detection performance. Finally, when we combine the predictions of ImageNet-SSD, OSD-SSD and OSM-SSD, \( AP_{0.5} \) achieves the highest value of 86.05% while \( AP_{0.75} \) and AP become lower. In other words, the improvements vanish as the requirement of localization accuracy gets higher. We conjecture that instead of complementary advantages in different scenes, the increased \( AP_{0.5} \) is because the WBF strategy adjusts not only the confidence of the predicted boxes, but also the position, reaching a better localization accuracy.

**5) Comparison With CNN-Based SAR ship detectors:**

We split CNN-based SAR ship detectors into two categories: one-stage ship detector and two-stage ship detector for a fair comparison. The overall detection results of different detectors on the SSD dataset [35] are listed in Table VIII. For one-stage detector, we compare the proposed WBF-DM method based on the YOLOv3 [36] benchmark with four CNN-based methods including RetinaNet [11], RFA-Det [27], DRBox-v2 [28] and FBR-Net [26]. Specifically, our method achieves 1.34% and 2.32% higher precision rate and recall rate compared to the FBR-Net method, respectively. In terms of F1 score and \( AP_{0.5} \), our method obtains 1.83% and 1.67% higher improvements. Furthermore, our method considerably improves \( AP_{0.75} \) by a large margin of 11.11%, indiciating that the predicted boxes with a higher localization accuracy can be obtained. Compared to other methods, similar enhancements can be also achieved. As for two-stage detector, we also compare our WBF-DM based on the Faster R-CNN [7] benchmark with four CNN-based methods including DCM-SNN [15], R-DFPN [43], DAPN [19] and HR-SDNet [21]. It is
observed that our WBF-DM method can achieve considerably improvements in all degrees compared to other state-of-the-art ship detectors. More importantly, our methods can be easily combined with other detectors to further boost SAR ship detection. All of these improvements verify the effectiveness and complementarity of OSD-SSD and OSM-SSD, and the superiority of the combination of the two detectors.

IV. CONCLUSION

Considering directly leveraging ImageNet pretraining technique as common used is hardly to obtain a good SAR ship detector, this paper introduced a completed framework to boost ship detection performance in SAR images. Specifically, to resolve problems that ships from ImageNet are different from ships from earth observations, we first proposed an OSD pretraining technique to improve the feature learning ability of ships in SAR images by fully taking advantage of ships’ annotation information from aerial images. Secondly, to handle the problem of different imaging geometry between optical and SAR images, we proposed an OSM pretraining technique to enhance the general feature embedding of SAR images by common representation learning via bridge neural networks. Thirdly, observing the different advantages of OSM-SSD and OSD-SSD, this paper employed the WBF strategy to combine the predictions of OSD-SSD and OSM-SSD to further improve detection results in SAR images. Finally, various experiments have been conducted on four SAR ship detection datasets and two representative CNN-based detection benchmarks to verify the effectiveness and complementarity of OSD-SSD and OSM-SSD, and the state-of-the-art performance of the combination of the two detectors. In the future, we will consider explore the performance of the proposed method on more complicated networks and more challenging datasets.
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