A Robust InSAR Phase Unwrapping Method via Phase Gradient Estimation Network
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Abstract: Phase unwrapping is a critical step in synthetic aperture radar interferometry (InSAR) data processing chains. In almost all phase unwrapping methods, estimating the phase gradient according to the phase continuity assumption (PGE-PCA) is an essential step. The phase continuity assumption is not always satisfied due to the presence of noise and abrupt terrain changes; therefore, it is difficult to get the correct phase gradient. In this paper, we propose a robust least squares phase unwrapping method that works via a phase gradient estimation network based on the encoder–decoder architecture (PGENet) for InSAR. In this method, from a large number of wrapped phase images with topography features and different levels of noise, the deep convolutional neural network can learn global phase features and the phase gradient between adjacent pixels, so a more accurate and robust phase gradient can be predicted than that obtained by PGE-PCA. To get the phase unwrapping result, we use the traditional least squares solver to minimize the difference between the gradient obtained by PGENet and the gradient of the unwrapped phase. Experiments on simulated and real InSAR data demonstrated that the proposed method outperforms the other five well-established phase unwrapping methods and is robust to noise.
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1. Introduction

Synthetic aperture radar interferometry (InSAR) is playing an increasingly important role in the field of surface deformation monitoring and topographic mapping [1–3]. The InSAR system uses two co-registered complex images from different viewing angles to obtain the two-dimensional interferometric phase images. Due to the trigonometric function in the transmitting and receiving models, the obtained interferometric phase is wrapped—that is, its range is in \((-\pi, \pi]\) [4,5]. In order to obtain an accurate elevation measurement of the surveying area, the unwrapped phase must be obtained by adding the correct wrap count to each pixel of the wrapped phase, which is called phase unwrapping. Therefore, in the InSAR data processing pipeline, the measurement accuracy of elevation level is highly correlated with the accuracy of phase unwrapping.

Since phase unwrapping is an ill-posed problem, the phase continuity assumption is usually considered in the process of phase unwrapping; the absolute values of the gradients in the two directions of the unwrapped phase are less than \(\pi\) [6]. Under this assumption, many kinds of phase unwrapping methods have been presented in recent decades, and they can be divided into two categories: path following [5,7,8] and optimization-based methods [9–15]. A path following method selects the integration path for integrating the estimated phase gradient through the residue distribution or the phase quality map, so as to avoid the local error from being propagated globally. Examples are the branch-cut method [5] and the quality-guided method [7]. An optimization-based method minimizes...
the difference between the estimated gradient and the unwrapping phase gradient through the objective function to obtain the optimal unwrapped phase. Examples are the least squares (LS) method [13] and the statistical-cost, network-flow algorithm for phase unwrapping (SNAPHU) method [15], and phase unwrapping max-flow/min-cut algorithm (PUMA) [10]. Both types of method need to obtain the estimated value of the phase gradient through the phase continuity assumption before unwrapping. Due to the presence of noise and abrupt terrain changes, the phase continuity assumption is not always satisfied—that is, the unwrapped phase may jump above $\pi$, which may cause local errors in the unwrapping process. This local error may produce a global error along the integration path, so the estimated phase gradient information will directly affect the final unwrapping accuracy. Therefore, it is a valuable aim to seek a more accurate estimation method of phase gradient information instead of directly relying on the traditional estimation method based on the phase continuity assumption.

In recent years, the deep learning-based phase unwrapping methods have attracted significant interest [16–24]. Most of these methods [16–18] convert the unwrapping problem into a classification problem of the wrap count, and their effectiveness is verified using optical images. In the field of InSAR, the unwrapping problem becomes more difficult because of two characteristics: the complex wrapped phase caused by topography features and the low coherence coefficient. Therefore, combining traditional phase unwrapping methods with deep learning, instead of relying solely on deep learning, is a promising development trend [19–23]. In [19], a modified fully convolutional network was first applied to classify the wrapped phase into normal pixels and layover residues, which can suppress the error propagation of layover residues during the phase unwrapping process. Additionally, a CNN-based unwrapping method was proposed in [20], which feeds the wrapped phase and coherence map into the network at the same time for training to obtain the wrap count gradient. In this method, the wrap count reconstruction is necessary for obtaining the final unwrapping result. A deep learning-based method combined with the minimum cost flow (MCF) unwrapping model was proposed in [21]. In this method, the phase gradient is discretized to match the MCF unwrapping model and treated as a three-classification deep learning problem, but the number of categories may need to change according to the terrain changes, because the three categories cannot cover all situations. In addition, the ambiguity gradient [23] is taken as ground truth for network training, and the MCF model is used as the postprocessing step for final unwrapped phase reconstruction. However, the MCF unwrapping model is usually very complex computationally and requires numerous computational resources [25].

The LS phase unwrapping method is widely used in practical applications and converges quickly [9,26,27]; therefore, we considered combining it and deep learning to improve the unwrapping accuracy while retaining the advantages of the LS method. In the traditional LS method, estimating the phase gradient according to the phase continuity assumption (PGE-PCA) is an essential step. Recent studies [28–32] have indicated that the encoder–decoder architecture based on deep convolutional neural networks (DCNN) can learn the global features from a large number of input images with different levels of noise or other disturbances, which is useful for obtaining the robust phase gradient from noisy wrapped phase images.

In this paper, we propose a robust LS InSAR phase unwrapping method that works via a phase gradient estimation network (PGENet-LS). In this method, we transform the phase gradient estimation into a regression problem and design a phase gradient estimation network based on the encoder–decoder architecture (PGENet) for InSAR. From lots of wrapped phase images with topography features and different levels of noise, PGENet can extract global high-level phase features and recognize the phase gradient between adjacent pixels, so the more accurate and robust phase gradient can be estimated by PGENet than that obtained by PGE-PCA. Finally, the phase unwrapping result is obtained by using the least squares solver to minimize the difference between the gradient obtained by PGENet and the gradient of the unwrapped phase. The phase gradient estimated by PGENet is used
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to replace the PGE-PCA in the traditional LS unwrapping method. As the accuracy of the phase gradient estimated by PGENet is significantly higher and more robust than that of the phase gradient estimated by PGE-PCA, the proposed method has higher accuracy than the traditional LS phase unwrapping method. A series of experimental results of simulated wrapped phase and real InSAR data demonstrate that the proposed method outperforms the other five well-established phase unwrapping methods and is robust to noise.

This paper is organized as follows. Section 2 introduces the principles of phase unwrapping, problem analysis, PGENet, and the proposed method. In Section 3, the data generation method, loss function, performance evaluation index, and experiment settings are described. In Section 4, a series of experimental results using simulated and real InSAR data are presented. Section 5 and Section 6 present the discussion and conclusions of the paper, respectively.

2. PGNet-LS Phase Unwrapping Method

In this section, we first introduce the principle of phase unwrapping and how to use deep neural networks instead of PGE-PCA to estimate the phase gradient. Then we describe the detailed structure of PGENet, and finally introduce the processing flow of the PGNet-LS phase unwrapping method.

2.1. Principle of Phase Unwrapping

The wrapped phase is distributed in \((-\pi, \pi]\) containing the ambiguities of integral multiples of \(2\pi\). For an image pixel point \((i, j)\), the relationship between the wrapped phase \(\phi_{i,j}\) and the unwrapped phase \(\varphi_{i,j}\) can be expressed as

\[
\varphi_{i,j} = \phi_{i,j} + 2\pi k_{i,j}
\]

(1)

where \(k_{i,j}\) is a sequence of integers, which is called the wrap count. When \(k_{i,j}\) is known, the unwrapped phase can be recovered from the wrapped phase. However, a unique solution \(k_{i,j}\) cannot be obtained because there are two unknowns in (1). Therefore, in the traditional phase unwrapping method, the phase continuity assumption is used to ensure the uniqueness of the phase unwrapping result. Under this assumption, the LS phase unwrapping method can be divided into the following two steps: phase gradient estimation and implementation of the least squares solver. The flowchart is shown in Figure 1.

Step 1: According to the phase continuity assumption, for the two-dimensional phase unwrapping issue, the horizontal gradient and vertical phase gradient can be estimated by

\[
\Delta_{i,j}^x = \begin{cases} 
\phi_{i,j+1} - \phi_{i,j}, & -\pi \leq \phi_{i,j+1} - \phi_{i,j} \leq \pi \\
\phi_{i,j+1} - \phi_{i,j} - 2\pi, & \pi < \phi_{i,j+1} - \phi_{i,j} \leq 2\pi \\
\phi_{i,j+1} - \phi_{i,j} + 2\pi, & -2\pi \leq \phi_{i,j+1} - \phi_{i,j} < -\pi 
\end{cases}
\]

(2)

\[
\Delta_{i,j}^y = \begin{cases} 
\phi_{i,j+1} - \phi_{i,j}, & -\pi \leq \phi_{i,j+1} - \phi_{i,j} \leq \pi \\
\phi_{i,j+1} - \phi_{i,j} - 2\pi, & \pi < \phi_{i,j+1} - \phi_{i,j} \leq 2\pi \\
\phi_{i,j+1} - \phi_{i,j} + 2\pi, & -2\pi \leq \phi_{i,j+1} - \phi_{i,j} < -\pi 
\end{cases}
\]

(3)

where \(\Delta_{i,j}^x\) and \(\Delta_{i,j}^y\) are the horizontal gradient and vertical gradient, respectively. For brevity, the step is called PGE-PCA.

Step 2: After obtaining the estimated horizontal gradient \(\Delta_{i,j}^x\) and vertical gradient \(\Delta_{i,j}^y\), the final unwrapping result \(\varphi'_{i,j}\) can be calculated according to the least squares solver of (4).

\[
\arg\min_{\varphi'_{i,j}} \sum_i \sum_j \left| \varphi'_{i,j+1} - \varphi'_{i,j} - \Delta_{i,j}^x \right|^2 + \sum_i \sum_j \left| \varphi'_{i+1,j} - \varphi'_{i,j} - \Delta_{i,j}^y \right|^2
\]

(4)
The meaning of (4) is to minimize the difference between the estimated gradient and the gradient of the unwrapped phase. To obtain the solution of (4), there are mainly two classes of fast algorithms: transformation-based methods [13] and multi-grid methods [12]. We can see that the accuracy of the phase unwrapping result from (4) is directly related to the accuracy of the estimated phase gradient. In other words, if the accuracy of the estimated phase gradient can be improved, we can obtain the more accurate phase unwrapping result.

\[ \rho = \left| \frac{E\{S_1 \cdot S_2^*\}}{\sqrt{E\{|S_1|^2\} \cdot E\{|S_2|^2\}}} \right| \]  

(5)

where \( S_1 \) and \( S_2 \) are the co-registered master and slave complex images, respectively; * denotes the complex conjugate; and \( E\{\cdot\} \) denotes the mathematical expectation.

Figure 2 shows the influences of different coherence coefficients on the wrapped phase and the corresponding gradients in the horizontal and vertical directions. Figure 2a shows the wrapped phase with different coherence coefficients, and Figure 2b,c shows the corresponding phase gradients in two directions obtained by (2) and (3), respectively. We can see that in the case of a coherence coefficient of 1 (no noise), the accurate vertical and horizontal phase gradients can be obtained by (2) and (3), but in the presence of noise, the estimated phase gradients in two directions from (2) and (3) are no longer reliable because the gradient information is destroyed by noise. As the coherence coefficient gets lower and lower, the phase gradients in two directions are destroyed more and more severely. From (2) and (3) and Figure 2, we can see that only considering the relationship between adjacent pixels to calculate the gradient is not enough, which means that more or even global phase information may need to be employed. Therefore, in the presence of noise, we use the global phase information in the gradient estimation process for improving the accuracy of phase gradient estimation. That is to say, the gradient estimation of each pixel does not only depend on the adjacent pixels but on the overall wrapped image.

In recent years, the encoder–decoder architecture based on DCNN has been widely used in image processing in the fields of optics, medicine, and SAR [29–32]. These studies have indicated that the encoder–decoder architecture can learn the global high-level features from input images with different levels of noise or other disturbances. The powerful feature extraction capability is conducive to extract global phase features from the noisy wrapped images to obtain the accurate phase gradient. In addition, according to (2) and (3), it can be seen that the gradient calculation principles in the two directions are the same. Therefore, while the original wrapped phase image and the horizontal gradient image are used as an image pair, the transposed original wrapped phase image and the trans-
posed vertical gradient image of the original wrapped phase image are taken as another equivalent image pair, so that we can get the horizontal and vertical gradient images of the wrapped phase after inputting the original and transposed wrapped phase images to a network, respectively. Based on the above analysis, we designed PGENet based on the encoder–decoder architecture that takes the original or transposed wrapped phase images as inputs and outputs the estimated horizontal or vertical phase gradient images. The deep convolutional neural network can learn global phase features and the phase gradient between adjacent pixels from lots of wrapped phase images with topography features and different coherence coefficients; hence, the accurate and robust horizontal and vertical phase gradient images can be predicted after training.

Figure 2. (a) Wrapped phase images, and (b,c) are the corresponding horizontal gradient images and vertical gradient images, respectively. From top to bottom, the coherence coefficients are 1, 0.95, 0.75, and 0.5, respectively.

2.3. PGENet

PGENet is designed based on the encoder–decoder architecture and is mainly composed of two parts: an encoder and a decoder. Its overall structure and the detailed parameters of each layer are shown in Figure 3 and Table 1, respectively. As shown in Figure 3 and Table 1, the encoder part (Encoder) contains eight encoder blocks and converts the input noisy wrapped phase images into more feature maps with smaller sizes, which can enrich the global phase gradient features and reduce memory requirements when adding the number of feature maps. An encoder block is constitutive of two convolution layers (Conv + Relu), and each layer performs two operations, namely, convolution and activation (Relu). After the encoding process, a large number of global phase features are extracted in the feature maps. The decoder part (Decoder) contains eight decoder blocks and gradually recovers the phase gradient from these
extracted global phase feature maps. Each decoder block is constitutive of a convolution layer and a deconvolution layer (Deconv + Relu). Each deconvolution layer performs two operations, namely, deconvolution and activation. During the decoding process, a large number of feature maps are gradually merged into larger images until the output image is the same as the input image. At the same time, due to the fusion of global phase features, the accurate phase gradient is extracted.

![Overall architecture of PGENet.](image)

**Figure 3.** Overall architecture of PGENet.

**Table 1.** Detailed parameters of each layer in PGENet.

| #  | Layer Name       | Filter Size | # Feature Maps | Padding | Stride | Image Size          |
|----|------------------|-------------|----------------|---------|--------|---------------------|
| 1  | Encoder Block 1  | Conv + Relu | 5 x 5          | 64      | 2      | M x N x 64          |
|    | Conv + Relu      | 5 x 5       | 64             | 2       | 1      | M/2 x N/2 x 64      |
| 2  | Conv + Relu      | 5 x 5       | 128            | 2       | 1      | M/4 x N/4 x 128     |
| 3  | Conv + Relu      | 5 x 5       | 256            | 2       | 1      | M/8 x N/8 x 256     |
| 4  | Conv + Relu      | 5 x 5       | 512            | 2       | 1      | M/16 x N/16 x 512   |
| 5  | Conv + Relu      | 5 x 5       | 512            | 2       | 2      | M/32 x N/32 x 512   |
| 6  | Conv + Relu      | 5 x 5       | 512            | 2       | 2      | M/64 x N/64 x 512   |
| 7  | Conv + Relu      | 5 x 5       | 512            | 2       | 2      | M/128 x N/128 x 512 |
| 8  | Conv + Relu      | 5 x 5       | 512            | 2       | 1      | M/256 x N/256 x 512 |
|    | Deconv + Relu    | 4 x 4       | 512            | 1       | 2      | M/128 x N/128 x 512 |
| 9  | Deconv + Relu    | 4 x 4       | 512            | 1       | 2      | M/64 x N/64 x 512   |
| 10 | Deconv + Relu    | 4 x 4       | 512            | 1       | 2      | M/32 x N/32 x 512   |
| 11 | Deconv + Relu    | 4 x 4       | 512            | 1       | 2      | M/16 x N/16 x 512   |
| 12 | Deconv + Relu    | 4 x 4       | 512            | 1       | 2      | M/8 x N/8 x 256     |
|    | Deconv + Relu    | 4 x 4       | 512            | 1       | 2      | M/4 x N/4 x 128     |
| 13 | Deconv + Relu    | 4 x 4       | 64             | 2       | 1      | M/4 x N/4 x 64      |
| 14 | Deconv + Relu    | 4 x 4       | 32             | 2       | 1      | M/2 x N/2 x 32      |
| 15 | Deconv + Relu    | 5 x 5       | 1              | 2       | 1      | M x N x 1           |
In the process of constructing the Encoder and Decoder, a deep network structure is formed. The deep architecture of PGENet is used to enrich the level of phase gradient features, which can ensure that the network has sufficient phase gradient estimation capabilities when processing noisy wrapped phase images. While increasing the network depth, the feature maps with the same size between the encoder and decoder are added by skip connections. As shown in Figure 3, the skip connections can transfer the extracted global phase features containing more detailed gradient information to the deconvolution layer of the Decoder and accelerate convergence. Therefore, in the decoder process, the low/mid/high-level global phase gradient features containing more detailed information from the Encoder are compensated and fused in the current phase gradient feature maps. Under the effect of the deep structure and skip connections, PGENet can obtain accurate and robust phase gradient estimation results when inputting images with different noise levels.

2.4. PGENet-LS Phase Unwrapping Method

As shown in Figure 4, in the PGENet-LS phase unwrapping method, the horizontal and vertical gradients are estimated by PGENet first, and then the least squares solver is employed to minimize the difference between the gradients obtained by PGENet and the gradients of the unwrapped phase. Therefore, the processing flow can be divided into the following two steps: phase gradient estimation and unwrapping using the least squares solver.

![Flowchart of the proposed method.](image)

**Step 1:** For estimating the phase gradients using PGENet, training and testing are required. PGENet takes the original or transposed wrapped phase images with different coherence coefficients and topography features as input and produces the corresponding horizontal or vertical gradient images. During the training processing, the loss function described in Section 3.2 is selected to update the trainable parameters. During the testing processing, the testing wrapped phase image (simulated or real InSAR data) or its transposed version is fed into the trained PGENet to obtain the estimated horizontal or vertical phase gradient images, respectively.

**Step 2:** After obtaining the horizontal gradient and vertical gradient estimated by PGENet, all least squares solvers based on phase gradients from (2) and (3) can be used in this step. In this paper, the well-established weighted least squares solver of (6) [26] are selected to get the unwrapping result and can be expressed as

\[
\text{arg min}_{\phi'_i,j} \sum_i \sum_j w_{ij}^x |\phi'_{i,j+1} - \phi'_{i,j} - \Delta x_{i,j}|^2 + \sum_i \sum_j w_{ij}^v |\phi'_{i+1,j} - \phi'_{i,j} - \Delta y_{i,j}|^2
\]

where \( w_{ij}^x = \min\left( w_{i,j+1}^2, w_{ij}^2 \right) \), and \( w_{ij}^v = \min\left( w_{i+1,j}^2, w_{ij}^2 \right) \). \( w_{ij}^x \) are the weights defined as the normalized cross-correlation coefficient.
3. Experiments

In this section, the detailed data generation process, loss function, and performance evaluation index are described.

3.1. Data Generation

To make the trained PGENet have a good generalization capability, a large number of labeled images with topography features are needed for training. Therefore, we used a digital elevation model (DEM) to generate wrapped phase images according to the ambiguity height of the real InSAR system [21,33]. After generating the wrapped phase, the corresponding ideal horizontal and vertical phase gradients were obtained according to (2) and (3). In addition, different levels of noise were added to the ideal (no noise) wrapped phase images, and the noise level is expressed by the coherence coefficient in the field of InSAR [2,33]. A lower coherence coefficient means a higher noise level, and in the absence of noise, the coherence coefficient is 1. The wrapped phase images with different coherence coefficients were used to train PGENet, which ensured that the trained PGENet had good robustness to noise.

The details of the generated training data are as follows. Figure 5a shows the DEM (eastern part of Turkey, 2048 × 2048 pixels) used for training in this study. It was from SRTM 1Sec HGT and can be downloaded from the Sentinel Application Platform (SNAP). The reason for choosing this DEM data was that their topographic features are similar to those of the real wrapped phase in the subsequent experiments. In addition, the ambiguity height of the simulated system (92.13 m) was the same as that of the real wrapped phase image in the subsequent experiments. Similar topographic features and the same ambiguity height made the phase gradient features of the training data and the real data as similar as possible. According to the ambiguity height and the DEM, the corresponding ideal wrapped phase and horizontal and vertical phase gradient images are shown in Figure 5b–d. The examples of the noisy wrapped phase images are shown in Figure 6. Ten noisy wrapped phase images were generated for training. Their coherence coefficients were in the range of [0.5, 0.95], and the interval was 0.05. This range of the coherence coefficients can cover most common InSAR data. In order to reduce the memory requirement, the whole wrapped phase images were cut into image patches with the size of 256 × 256 pixels. To augment the training data, 128 pixels were shifted on the columns or rows in each cropping process to ensure 50% overlap of adjacent image patches. Therefore, the total number of horizontal and vertical gradient image patches for training was 4500.

The details of the generated testing data are as follows. Figure 7a shows the reference DEM (1024 × 1024 pixels) which was used for testing. The 10 noisy wrapped phase images were generated, and the range of the coherence coefficients was the same as that of the training data. Figure 7b shows an example of a noisy wrapped phase with a coherence coefficient of 0.5, and Figure 7c,d shows the ideal horizontal and vertical phase gradients, respectively. The whole wrapped phase images were cut into image patches of 256 × 256 pixels for testing, and 128 pixels were shifted on the columns or rows in each cropping process to ensure 50% overlap of adjacent image patches. Therefore, the total number of horizontal and vertical gradient image patches for testing was 980, accounting for 22% of the sum of training data and testing data.
Figure 5. (a) Reference DEM used for training. (b) Ideal wrapped phase simulated by the reference DEM. (c) Ideal horizontal gradient. (d) Ideal vertical gradient.

Figure 6. Examples of the noisy wrapped phase with different coherence coefficients. (a) 0.5. (b) 0.75. (c) 0.95.

Figure 7. (a) Reference DEM used for testing. (b) Wrapped phase with a coherence coefficient of 0.5. (c) Ideal horizontal phase gradient. (d) Ideal vertical phase gradient.
3.2. Loss Function

The widely-used mean-square error (MSE) \[33\] is taken as the loss function to update the training parameters of PGENet. It is calculated according to the ideal phase gradient (ground truth) and the estimated phase gradient image (network output), and can be expressed as

\[
L = \frac{1}{N} \sum_{i=1}^{N} \left( \Delta_i - \Delta'_i \right)^2
\]  

(7)

where \( N \) is the number of phase gradient image pixels; \( \Delta_i \) and \( \Delta'_i \) are the ideal gradient and the gradient estimated by PGENet, respectively.

3.3. Performance Evaluation Index

To fully evaluate the accuracy and robustness of the proposed method, we employed qualitative and quantitative methods to perform the evaluation. Qualitative evaluation refers to performing the unwrapping accuracy judgment based on the observation of the image by the naked eye. Therefore, the original wrapped images and DEM images obtained by the unwrapped phases of six different unwrapping methods are simultaneously presented in this paper. To more comprehensively and objectively evaluate the unwrapping accuracy and robustness, the unwrapping failure rate \[19\] and root mean square error (RMSE) were adopted for quantitative evaluation.

The unwrapping failure rate can be defined as

\[
UFR = \frac{1}{MN} \sum_{i=1}^{M} \sum_{j=1}^{N} d_{ij}
\]  

(8)

where \( d_{ij} = \begin{cases} 
1, & \text{if } |\varphi'_{ij} - \varphi_{ij}| \geq \pi, \\
0, & \text{otherwise}
\end{cases} \)

\( \varphi'_{ij} \) and \( \varphi_{ij} \) are the estimated unwrapped phase and ideal unwrapped phase, respectively. \( M \) and \( N \) are the width and height of the unwrapped phase image, respectively. A smaller UFR value means better unwrapping accuracy to a certain extent in simulated data processing.

For simulated data processing, in addition to the unwrapping failure rate, the RMSE between the estimated unwrapped phase and ideal unwrapped phase was also employed to evaluate the unwrapping accuracy. For real InSAR data processing, due to the ideal unwrapped phase being unknown and the ultimate goal of wrapped phase processing being to obtain elevation, we employed the RMSE between the reference DEM and the DEM obtained by the unwrapped phases of different unwrapping methods to evaluate the unwrapping accuracy \[20,23\]. The formulaic expression of RMSE is

\[
RMSE = \sqrt{\frac{1}{MN} \sum_{i=1}^{M} \sum_{j=1}^{N} \left( \varphi_{ij} - \varphi'_{ij} \right)^2}
\]  

(9)

where \( \varphi_{ij} \) is the reference DEM image; \( \varphi'_{ij} \) is the DEM image obtained by the estimated unwrapped phase; \( M \) and \( N \) are the DEM image width and height, respectively. A small RMSE means that the estimated DEM is close to the reference DEM—that is, the unwrapping accuracy is high.

3.4. General Experiment Settings

We implemented all experiments on a PC with an Intel i7-8700K CPU, a NVIDIA GeForce RTX 2080 GPU, and 64G memory. PGENet was trained for 260 epochs with a batch size of 16 on the TensorFlow platform, and Adam optimizer \[34\] was selected to accelerate training. The initial learning rate was set to \( 1 \times 10^{-4} \) and gradually decayed to 0 exponentially. We chose the early stopping method \[35,36\] to determine when the
network would stop iterating. The trained PGENet was used in the following experiments on simulated and real data.

4. Results

Three experiments were implemented to evaluate the unwrapping accuracy and robustness of the proposed method. In the first experiment, we demonstrated the accuracy of the phase gradient and the robustness of PGENet, and compared PGENet with PGE-PCA. In the second experiment, we evaluated the unwrapping accuracy and robustness of the proposed method on simulated data; and we compared the proposed method with the LS [26], QGPU [7], SNAPHU [14], and PUMA [10] unwrapping methods, and a state-of-the-art deep learning-based method [20]. In the third experiment, the proposed method was compared with the three aforementioned phase unwrapping methods using the real Sentinel-1 InSAR data. For a clear comparison, RMSE was used for performance evaluation in these three experiments.

4.1. Performance Evaluation of PGENet

We first selected a testing sample with a coherence coefficient of 0.5 from the testing samples described in Section 3.1 to visually analyze the performance of phase gradient estimation and then evaluate the estimation accuracy of PGENet from the perspective of the phase gradient error. Meanwhile, PGENet was compared with PGE-PCA.

The reference DEM is shown in Figure 8a, and the corresponding wrapped phase image with a coherence coefficient of 0.5 is shown in Figure 8b. Figure 8c,d shows the ideal horizontal and vertical phase gradients, respectively. The horizontal and vertical phase gradients estimated by PGE-PCA are shown in Figure 9a,b, respectively, and the horizontal and vertical phase gradients estimated by PGENet are shown in Figure 9c,d, respectively. The corresponding gradient errors between the results estimated by PGE-PCA and ideal gradients are shown in Figure 10a,b. The corresponding gradient errors between the results estimated by PGENet and ideal gradients are shown in Figure 10c,d. It can been seen that the horizontal and vertical phase gradients obtained by PGENet are very close to the corresponding ideal horizontal and vertical phase gradients because most pixels of its error image are close to zero. In order to better quantify the gradient errors of the two methods, their error histogram curves were fitted according to their gradient error histograms and are shown in Figure 11. The horizontal axis of Figure 11 is the gradient error, and its vertical axis is the corresponding number of pixels of the gradient error image. The histogram curve can clearly shows the error distribution and is convenient for comparing the errors of different methods, so it was also used for subsequent analysis. From Figure 11, regardless of the horizontal gradient error or the vertical gradient error, it can be seen that the error curve of PGENet is more concentrated near zero and sharper than that of PGE-PCA, so the estimation accuracy of PGENet is significantly better than that of PGE-PCA from the perspective of the phase gradient error.

4.2. Robustness Testing of PGENet

As described in Section 3.1, the coherence coefficients of all testing samples ranged from 0.5 to 0.95. For the noise robustness testing, we calculated the mean values of the RMSE of PGENet and PGE-PCA for the testing samples with the same coherence coefficients. The results of the horizontal and vertical phase gradients are shown in Figure 12. Regardless of the horizontal gradient estimation result or the vertical gradient estimation result, we can observe that the RMSE of PGENet is smaller, which means that the accuracy of PGENet was significantly higher than that of PGE-PCA for each considered case. Moreover, the RMSE of PGENet did not change significantly with the changes in the coherence coefficient, which means that PGENet is robust to noise. To evaluate the comprehensive performance in response to different coherence coefficient situations, we calculated the mean values of the RMSE of all testing samples and list the results in
Table 2. We can see that PGENet is robust to noise and has higher estimation accuracy than PGE-PCA.

Figure 8. A testing sample. (a) Ideal unwrapped phase used for performance evaluation. (b) Noisy wrapped phase with a coherence coefficient of 0.5. (c) Ideal horizontal phase gradient. (d) Ideal vertical phase gradient.

Figure 9. Phase gradient images estimated by two methods. (a) Horizontal phase gradient and (b) vertical phase gradient estimated by PGE-PCA. (c) Horizontal phase gradient and (d) vertical phase gradient estimated by PGENet.
4.3. Performance Evaluation of Phase Unwrapping on Simulated Data

We selected a testing sample with a coherence coefficient of 0.5 (Figure 8b) to analyze the unwrapping accuracy of the proposed method from the perspective of the unwrapped phase error. The proposed method is compared with five widely-used phase unwrapping methods, namely, LS, QGPU, PUMA, and SNAPHU methods, and a deep learning-based method.

The unwrapped phases obtained by these six methods are shown in Figure 13. Figure 14 shows the corresponding errors between the estimated unwrapped phases and ideal unwrapped phase (Figure 8a). We can observe that the unwrapped phase obtained by the propose method is close to the ideal unwrapped phase because most pixels of its error image are close to zero. In order to better quantify the unwrapped phase errors of these six methods, their error histogram curves were fitted and are shown in Figure 15. From Figure 15, compared with the other five unwrapping methods, the error curve of the
The proposed method is more concentrated near zero and sharper, so the unwrapping accuracy of the proposed method was the highest among these six methods.

Figure 12. Root mean square errors (RMSE) of two phase gradient estimation methods on simulated data with different coherence coefficients. (a) Horizontal phase gradient estimation. (b) Vertical phase gradient estimation.

Table 2. A comparison of two phase gradient estimation methods using root mean square error (RMSE) on simulated data with different coherence coefficients.

| Methods    | Horizontal Phase Gradient | Vertical Phase Gradient |
|------------|---------------------------|-------------------------|
|            | RMSE (Rad)                | RMSE (Rad)              |
| PGE-PCA    | 2.16                      | 2.14                    |
| PGENet     | 0.09                      | 0.03                    |

Figure 13. Unwrapped phase images of six phase unwrapping methods on simulated data. (a) LS. (b) QGPU. (c) PUMA. (d) SNAPHU. (e) CNN [20]. (f) Proposed method.
Figure 14. Unwrapped phase errors on simulated data. (a) LS. (b) QGPU. (c) PUMA. (d) SNAPHU. (e) CNN [20]. (f) Proposed method.

Figure 15. Fitted unwrapped phase error histogram curves of six phase unwrapping methods on simulated data.

4.4. Robustness Testing of Phase Unwrapping on Simulated Data

As described in Section 3.1, the coherence coefficients of all testing samples ranged from 0.5 to 0.95. For the noise robustness testing, we calculated the mean values of the unwrapping failure rate and RMSE of these six unwrapping methods for the testing samples with the same coherence coefficients, and the results are shown in Figure 16. It can been observed that the proposed method had the smallest unwrapping failure rate and RMSE for each considered coherence coefficient case; that is, among these six unwrapping methods, the proposed method has the highest unwrapping accuracy. Moreover, the unwrapping failure rate and RMSE of the proposed method did not change significantly with the changes in the coherence coefficient, which means the proposed method is robust to noise. To evaluate the comprehensive performance in response to different coherence coefficient situations, the mean values of the unwrapping rate and RMSE for all testing
samples were calculated, and are listed in Table 3. We can observe that the unwrapping failure rate and RMSE of the proposed method are the smallest among all six unwrapping methods. Compared with the PUMA method, the unwrapping failure rate and RMSE of the proposed method were 89.3% and 49.5% lower, respectively. Compared with the CNN method [20], the unwrapping failure rate and RMSE of the proposed method were 96.3% and 61.2% lower, respectively. The reason for this performance improvement may be that the classification error is further amplified in the post-processing of the CNN method [20] due to the difference between adjacent categories corresponding to an unwrapped phase of $2\pi$. Additionally, in the proposed method, the continuous phase gradient estimation can ensure the unwrapped phase error is within a small range. From Figure 14, we can indeed observe that the unwrapped phase error range of the CNN method [20] is significantly larger than that of the proposed method. In addition, the unwrapping failure rate and RMSE of the CNN method [20] increased as the noise level increased, which may be because the classification error increased as the noise level increased. Furthermore, as the level of noise decreased, the performance gaps among the different unwrapping methods gradually decreased. Based on the above analysis, the proposed method has the highest unwrapping accuracy among these six unwrapping method and is robust to noise.

![Figure 16](image_url)

**Figure 16.** Quantitative indexes of six methods for phase unwrapping results on simulated wrapped phase images with different coherence coefficients. (a) Unwrapping failure rate. (b) Root mean square error (RMSE).

**Table 3.** Quantitative indexes of six phase unwrapping methods on simulated data.

| Methods      | Unwrapping Failure Rate (%) | RMSE (Rad) |
|--------------|-----------------------------|------------|
| LS           | 25.35                       | 2.64       |
| QGPU         | 46.24                       | 5.77       |
| PUMA         | 1.87                        | 1.07       |
| SNAPHU       | 10.49                       | 1.65       |
| CNN [20]     | 5.45                        | 1.39       |
| Proposed     | 0.20                        | 0.54       |

### 4.5. Performance Evaluation of Phase Unwrapping on Real InSAR Data

A real wrapped phase image was used to evaluate the phase unwrapping performance of the proposed method. The proposed method’s performance is compared with those of other five unwrapping methods. Before unwrapping, the widely-used Goldstein phase filtering algorithm [37] was employed to suppress the noise of the real wrapped phase image. According to the unwrapping results, we performed two operations to obtain the estimated DEM: elevation inversion and terrain correction. This two operations were performed by the standard methods of SNAP software (“Phase to Elevation” and “Range Doppler Terrain Correction”).

The wrapped phase image covering the eastern part of Turkey was computed from a pair of SLC images acquired by the SAR satellite Sentinel-1 Interferometric Wide Swath mode on 2 and 8 July 2019. Figure 17a is the wrapped phase image and Figure 17b is the
corresponding reference DEM. The DEM is from SRTM 1Sec HGT and can be downloaded with the official SNAP software; and it was processed using the bilinear interpolation method to match the grid size of the estimated DEM (13.93 m).

![Wrapped phase image and reference DEM](image)

**Figure 17.** Sentinel-1 InSAR data. (a) Wrapped phase image. (b) Reference DEM.

In the case of performing phase filtering, the DEM results obtained by the phase unwrapping results of these six unwrapping methods are shown in Figure 18. Figure 19 shows the corresponding errors between the DEM solutions and the reference DEM. We can observe that the DEM obtained by the proposed method is closest to the reference DEM among these six methods because most pixels of its error image are closest to zero. To better quantify the DEM errors of these six unwrapping methods, the histogram error curves were fitted and are shown in Figure 20. From Figure 20, compared with the other five unwrapping methods, the error curve of the proposed method is more concentrated near zero and sharper, so the unwrapping accuracy of the proposed method was the highest among these six methods.

For quantitative evaluation, the RMSE between DEM solutions obtained by these six methods and the reference DEM were calculated and are listed in Table 4. As seen from Table 4, the RMSE of the proposed method is the smallest among these six unwrapping methods. In addition, compared with the PUMA method and CNN method [20], the RMSE of the proposed method is 3.73% or 7.0% lower, respectively. The performance improvement was not as large as with the simulated data, because the noise level was greatly reduced after performing phase filtering. As the level of noise decreases, the performance gaps among different unwrapping methods gradually decreases. Based on the above analysis, the unwrapping accuracy of the proposed method is the highest among these six methods.

### 4.6. Robustness Testing of Phase Unwrapping on Real InSAR Data

In real data processing, to improve the accuracy of phase unwrapping, phase filtering is often required before unwrapping, but after filtering, there will still be different levels of noise, and its level depends on the noise suppression performance of the filtering algorithm and the quality of the wrapped phase [38]. To evaluate the robustness of the proposed method, this section shows the DEM estimation results of Figure 17a in the case of no phase filtering.

The DEM results obtained by the phase unwrapping results of these six unwrapping methods without phase filtering are shown in Figure 21. Figure 22 shows the corresponding errors between the DEM solutions and the reference DEM. The histogram error curves were fitted and are shown in Figure 23, and the RMSE between DEM solutions and the reference DEM are listed in Table 5. We can see that the unwrapping accuracy of the proposed method was still the highest among these six methods because the RMSE of the proposed method is smallest. In addition, compared with Section 4.5, the unwrapping results of the LS and QGPU methods are failures, and the performances of the PUMA, SNAPHU, and CNN [20] methods decreased significantly when the noise level became larger because
their RMSE increased by 85.04%, 39.60%, and 66.16%, respectively. The performance of the proposed method decreased slightly because its RMSE increased by 7.25%. Based on the above analysis, it can be seen that the proposed method has better anti-noise performance than the other five methods in real data processing.

![Figure 18](image1.png)  
**Figure 18.** In the case of performing phase filtering, the DEM results of six phase unwrapping methods on real data. (a) LS. (b) QGPU. (c) PUMA. (d) SNAPHU. (e) CNN [20]. (f) Proposed method.

![Figure 19](image2.png)  
**Figure 19.** In the case of performing phase filtering, the DEM errors on real data. (a) DEM errors of the least squares method. (b) DEM errors of QGPU. (c) DEM errors of PUMA. (d) DEM errors of SNAPHU. (e) DEM errors of CNN [20]. (f) DEM errors of the proposed method.
Figure 20. In the case of performing phase filtering, the fitted DEM error histogram curves of six phase unwrapping methods on real InSAR data.

Table 4. In the case of performing phase filtering, the comparison of six phase unwrapping methods using root mean square error (RMSE) on real InSAR data.

| Methods        | RMSE (m) |
|----------------|----------|
| LS             | 8.00     |
| QGPU           | 15.16    |
| PUMA           | 7.02     |
| SNAPHU         | 9.09     |
| CNN [20]       | 7.27     |
| Proposed method| 6.76     |

Figure 21. In the case of no phase filtering, the DEM results of six phase unwrapping methods on real data. (a) LS. (b) QGPU. (c) PUMA. (d) SNAPHU. (e) CNN [20]. (f) Proposed method.
Figure 22. In the case of no phase filtering, the DEM errors on real data. (a) DEM errors of the least squares method. (b) DEM errors of QGPU. (c) DEM errors of PUMA. (d) DEM errors of SNAPHU. (e) DEM errors of CNN [20]. (f) DEM errors of the proposed method.

Figure 23. In the case of no phase filtering, the fitted DEM error histogram curves of six phase unwrapping methods on real InSAR data.

Table 5. In the case of no phase filtering, the comparison of six phase unwrapping methods using root mean square error (RMSE) on real InSAR data.

| Methods      | RMSE (m) |
|--------------|----------|
| LS           | 110.89   |
| QGPU         | 64.08    |
| PUMA         | 12.99    |
| SNAPHU       | 12.69    |
| CNN [20]     | 12.08    |
| Proposed method | 7.25     |
5. Discussion

To analyze the influence of networks with different block numbers on the unwrapping performance, we complemented three experiments with simulated data, and their numbers of blocks were 10, 8, and 5, respectively. Their RMSE were calculated and are listed in Table 6. As the RMSE of the network with eight blocks were smallest, we selected the network with eight blocks. From Tables 3 and 6, we can see that different block numbers led to slight fluctuations in RMSE for our method, but the unwrapping performance was still better than those of the other five unwrapping methods.

Table 6. Root mean square errors (RMSE) of the proposed method in networks with different numbers of blocks.

| Number of Block | RMSE (rad) |
|-----------------|------------|
| 10              | 0.6039     |
| 8               | 0.5425     |
| 5               | 0.6150     |

6. Conclusions

In this paper, a robust InSAR phase unwrapping method combining PGENet and the least squares solver was proposed to improve the accuracy of phase unwrapping. We designed PGENet to estimate the horizontal and vertical gradients first, and then the phase unwrapping result is obtained by using the least squares solver to minimize the difference between the gradient obtained by PGENet and the gradient of the unwrapped phase. The horizontal and vertical gradients estimated by PGENet are used to replace the gradients estimated by PGE-PCA in the traditional LS unwrapping method. PGENet can extract global high-level phase features and recognize the phase gradient between adjacent pixels from lots of wrapped phase images with topography features and different coherence coefficients. Therefore, compared with the phase gradient obtained by PGE-PCA, the more accurate and robust phase gradient can be estimated by PGENet. This is the reason why the proposed method has higher precision and better robustness than the traditional LS unwrapping method. The experimental results on simulated data showed that the proposed method has the highest unwrapping accuracy among six widely-used unwrapping methods and is robust to noise. Furthermore, when processing the real Sentinel-1 InSAR data, the proposed method had the best performance among these six unwrapping methods.

The proposed method successfully combines deep learning and the traditional LS method for InSAR phase unwrapping. The core of this method is the accurate and robust phase gradient estimation based on PGENet, which makes the proposed method have high accuracy and robustness. In future work, to achieve more accurate unwrapping, we will make targeted modifications to PGENet to match more traditional InSAR phase unwrapping methods. In addition, we will use the proposed phase unwrapping method to process more real InSAR data.
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