Time-dependent condensate fraction in an analytical model
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We apply analytical solutions of a nonlinear boson diffusion equation (NBDE) that include boundary conditions at the singularity to calculate the time evolution of the entropy during evaporative cooling of ultracold atoms, and the time-dependent condensate fraction. For suitable initial conditions it is found to agree with available data on $^{23}$Na.

I. INTRODUCTION

Shortly after the discovery of Bose-Einstein condensation in ultracold atoms of rubidium $^1$, sodium $^2$ and lithium $^3, 4$, models and theories to calculate the time-dependent condensate fraction were developed, see Refs. $^3, 4$ and related works. These approaches usually consider a quantum treatment such as a nonlinear Schrödinger equation for the condensate and an equilibrium- or nonequilibrium-statistical description for the thermal component.

Discrepancies between early theoretical results $^5$ and data for the time-dependent condensate fraction $^6$ were partly due to the fact that the noncondensed particles were represented by an equilibrium particle reservoir with a fixed chemical potential – an assumption that does not correspond to the nonequilibrium initial state that is generated through evaporative cooling.

The relaxational dynamics of the nonthermal component that occurs in the presence of the mean field of the condensate was later taken into account through kinetic equations. In particular, a semiclassical Boltzmann equation $^7, 8, 13$ was solved numerically in the ergodic approximation, which has been used by many authors $14–19$. In this approximation, the population of a given state depends only on its energy. Such an approach provides a detailed description of the growth of the condensate based on numerical solutions of the equations for the dynamics of the thermal cloud and its mean-field interaction with the condensate $^7$, yielding satisfactory – though not perfect – agreement with the available data on the time-dependent condensate fraction. These numerical approaches to thermalization and condensate formation usually rely on an artificial seed condensate $^7$.

In view of such involved numerical approaches it is interesting to have a simple, exactly solvable model for the physics of condensate formation in cold atoms. For bosons, such a model has been proposed in Ref. $^20$ and adapted to cold quantum gases in Refs. $21, 22$. The model is based on a nonlinear boson diffusion equation (NBDE) which has been derived from the quantum Boltzmann collision term. For energy-independent transport coefficients, it is structurally simple, but still complicated to solve exactly due to the nonlinearity in the drift term, which corresponds to Bose stimulation and causes the system to reach the Bose-Einstein equilibrium distribution for sufficiently large times, with a singularity in the infrared. The solutions represent, in particular, evaporative cooling from an initial temperature $T_i$ to a final temperature $T_f$ that may be below the critical value $T_c$. We explore the solutions in this work to calculate the time-dependent condensate fraction based on the analytic solutions and on particle-number conservation in the cloud and the condensate, together with the time evolution of the entropy in successive and single cooling steps.

In the next section, the NBDE and its exact solutions $^21, 22$ with the consideration of boundary conditions at the singularity are briefly reviewed. In Section 3, the analytic time-dependent solutions of the nonlinear equation with constant transport coefficients are evaluated and compared to numerical results. In Section 4, the time evolution of the entropy in evaporative cooling is considered for several sequential cooling steps, as well as for a single step that leads to condensate formation. In Section 5, the time-dependent chemical potential is evaluated from the condition of particle-number conservation and the condensate fraction is discussed based on the analytic NBDE solutions. Due to the quantum-statistical properties of the bosonic system that are encoded in the NBDE, a condensate forms and grows if the final temperature is below the critical value. With parameters adapted to the evaporative cooling of $^{23}$Na, a comparison of the time-dependent condensate fraction with MIT data is presented. The conclusions are drawn in Section 6.

II. NONLINEAR BOSON DIFFUSION EQUATION AND ANALYTIC SOLUTIONS

The system of ultracold atoms is viewed as a time-dependent mean-field supplemented by a collision term. The atomic density is usually so low that interactions involving more than two particles at a time can be ignored. Only $s$-wave scattering contributes for bosons at ultracold temperatures, such that the interaction is a contact interaction with a coupling strength that is proportional to the $s$-wave scattering length.
The \( N \)-body density operator \( \hat{\rho}_N(t) \) can be written based on \( N \) single-particle wave functions of the atoms which are solutions of the time-dependent Hartree-Fock equations supplemented by a time-irreversible collision term \( K_N(t) \) that accounts for the thermalization through random two-body collisions \((\hbar = c = 1)\)

\[
i \frac{\partial \hat{\rho}_N(t)}{\partial t} = [\hat{H}_{\text{HF}}(t), \hat{\rho}_N(t)] + i\hat{K}_N(t) \tag{1}
\]

where \( \hat{H}_{\text{HF}}(t) \) is the self-consistent Hartree-Fock mean field of the atoms, with an external potential for ultracold atoms in a trap.

In this work we do not consider the full many-body problem and its reduction to the one-body level, but rather an approximate version that starts from the reduced ensemble-averaged single-particle density operator \( \bar{\rho}_1(t) \). Its diagonal elements can be interpreted as the probability for a particle to be in a state \(|\alpha\rangle\) with energy \( \epsilon_\alpha \)

\[
(\bar{\rho}_1(t))_{\alpha,\alpha} = \langle n(\epsilon_\alpha, t) \rangle = n_\alpha(\epsilon, t) . \tag{2}
\]

The total number of particles is \( N = \sum_\alpha n_\alpha \), and we neglect here the off-diagonal terms of the density matrix. The occupation-number distribution \( n_\alpha(t) \) in a finite Bose system obeys a Boltzmann-like collision term \[20\]

\[
\frac{\partial n_\alpha}{\partial t} = \sum_{\beta,\gamma,\delta} V_{\alpha\beta\gamma\delta}^2 G_{\alpha\beta\gamma\delta} [(1 + n_\alpha)(1 + n_\beta)n_\gamma n_\delta -(1 + n_\gamma)(1 + n_\delta)n_\alpha n_\beta] \tag{3}
\]

where \( V_{\alpha\beta\gamma\delta}^2 \) is the second moment of the pairwise atom-atom interaction. \( G_{\alpha\beta\gamma\delta} \) is an energy-conserving function which has a finite width, because it is the total energy of mean field plus collision term that must be conserved. It becomes a \( \delta \)-function as in the Boltzmann-Nordheim equation \[23\] only if the mean-field energy content stays constant in time – which is, however, usually not the case in cold-atom systems. Whereas in an infinite homogeneous system that is described using a quantum Boltzmann equation with an energy-conserving \( \delta \)-function an infinite amount of time is required to create a condensate, this is not expected to be the case for an energy-conserving function that has a finite width. Hence, the theoretical framework is consistent with a finite condensate formation time as required from experiment.

This equation has been transformed into a nonlinear partial differential equation in Refs. \[20, 21\]. One starts by defining transition probabilities from state \( \gamma \) to \( \alpha \) as

\[
W_{\gamma \rightarrow \alpha} = \sum_{\beta,\delta} V_{\alpha\beta\gamma\delta}^2 G_{\alpha\beta\gamma\delta} (1 + n_\beta) n_\delta . \tag{4}
\]

The collision term can be written as a master equation where the transitions into and out of the state with energy \( \epsilon_\alpha \) are more explicit

\[
\frac{\partial n_\alpha}{\partial t} = (1 + n_\alpha) \sum_\gamma W_{\gamma \rightarrow \alpha} n_\gamma - n_\alpha \sum_\gamma W_{\alpha \rightarrow \gamma} (1 + n_\gamma) . \tag{5}
\]

Introducing the density of states \( g_\alpha = g(\epsilon_\alpha) \), such that \( W_{\gamma \rightarrow \alpha} = W_{\gamma,\alpha} g_\alpha \) and using the fact that quantum particles are indistinguishable \( W_{\alpha,\gamma} = W_{\gamma,\alpha} = W(\epsilon_\alpha, \epsilon_\gamma) \) one arrives at

\[
\frac{\partial n_\alpha}{\partial t} = \int_0^\infty W_{\alpha,\gamma} [g_\alpha (1 + n_\alpha) n_\gamma - g_\gamma (1 + n_\gamma) n_\alpha] \, d\epsilon_\gamma . \tag{6}
\]

Defining the transport coefficients \( v \equiv v(\epsilon_\alpha, t) \) and \( D \equiv D(\epsilon_\alpha, t) \) as first and second moments of the transition probability \[20\], we have obtained the nonlinear boson diffusion equation (NBDE) for the single-particle expectation-value-occupation-number distribution of the energy eigenstates \( \epsilon_\alpha \), \( n_\alpha = \langle \langle n(\epsilon, t) \rangle \rangle \), in Refs. \[20, 21\] as \[24\]

\[
\frac{\partial n}{\partial t} = -\frac{\partial}{\partial \epsilon} \left[ v n (1 + n) + \frac{D}{\epsilon} \frac{\partial D}{\partial \epsilon} \right] + \frac{\partial^2}{\partial \epsilon^2} [D n] . \tag{7}
\]

The drift term \( v(\epsilon, t) \) accounts for dissipative effects, the term \( D(\epsilon, t) \) for diffusion of particles in the energy space. The many-body physics is contained in these transport coefficients, which depend on energy, time, and the second moment of the interaction.

A prerequisite for the reduction to \( 1 + 1 \) dimensions in the above formulation is spatial and momentum isotropy. This corresponds to the assumption of sufficient ergodicity, which has been widely discussed in the literature \[14–19\]. For the thermal cloud of cold atoms around a Bose-Einstein condensate (BEC), it is expected to be a reasonable assumption, even though the condensate in a trap is spatially anisotropic. Regarding the role of different spatial dimensions in view of BEC formation, this enters our present formulation only through the density of states, which differs according to the number of spatial dimensions, and the type of confinement. The model calculations in this work are for a 3d system, and we shall investigate results for the density of states of a free Bose gas, and bosonic atoms confined in a harmonic trap. One-dimensional systems where no BEC should be formed have not yet been studied.

To derive the stationary solution \( n_\infty(\epsilon) \) for the equation with variable transport coefficients, we rewrite Eq. \[4\] and set the time derivative to zero

\[
0 = \frac{\partial}{\partial \epsilon} \left[ v n_\infty (1 + n_\infty) - D \frac{\partial n_\infty}{\partial \epsilon} \right] , \tag{8}
\]

such that

\[
v n_\infty (1 + n_\infty) - D \frac{\partial n_\infty}{\partial \epsilon} = c_1 . \tag{9}
\]

Dividing by \( n_\infty(1 + n_\infty) D \) and integrating over \( \epsilon \) yields

\[
\int \frac{dn_\infty}{n_\infty (1 + n_\infty)} \, d\epsilon = \int \left( \frac{v}{D} - \frac{c_1}{n_\infty(1 + n_\infty)D} \right) \, d\epsilon . \tag{10}
\]
We integrate the l.h.s, resulting in $\ln(n(\infty) - \ln(1+n(\infty))] = \ln(1 - \frac{c_1}{n(\infty)(D+c_2)}) + \text{an integration constant } c_2$. Solving for $n(\infty)$ one obtains

$$n(\infty) = \exp\left[\int \left(\frac{-v}{D} + \frac{c_1}{n(\infty)(1+n(\infty)/D)}\right) \mathrm{d}x + c_2\right] - 1. \quad (11)$$

In order to reduce to a Bose-Einstein distribution, $c_1 = 0$ is required, and the ratio $v/D$ must have no energy dependence for $t \to \infty$ so that it can be pulled out of the integral. It follows that $\lim_{t \to \infty} [v/(D+c_1)] \equiv 1/T$ and $c_2 \equiv -\mu/T$ such that the stationary distribution equals the Bose-Einstein equilibrium distribution ($k_B = 1$

$$n(\infty)(\epsilon) = n_{eq}(\epsilon) = \frac{1}{e^{(\epsilon-\mu)/T} - 1} \quad (12)$$

with the chemical potential $\mu < 0$ in a finite Bose system.

In the limit of energy-independent transport coefficients the nonlinear boson diffusion equation for the occupation-number expectation-value distribution $n(\epsilon, t)$ becomes

$$\frac{\partial n}{\partial t} = -v \frac{\partial}{\partial \epsilon}\left[ n(1+n(\epsilon)) + D \frac{\partial^2 n}{\partial \epsilon^2} \right]. \quad (13)$$

As in case of Eq. (17), the thermal equilibrium distribution $n_{eq}$ is a stationary solution with $\mu < 0$ and $T = -D/v$.

In spite of its simple structure, the NBDE with constant transport coefficients thus preserves the essential features of Bose-Einstein statistics which are contained in the bosonic Boltzmann equation. For a given initial condition $n_i(\epsilon)$, it can be solved exactly using the nonlinear transformation outlined in Ref. [21]. The resulting solution is

$$n(\epsilon, t) = -\frac{D}{v} \frac{\partial}{\partial \epsilon} \ln Z(\epsilon, t) - \frac{1}{2} = -\frac{D}{v} \frac{1}{Z} \frac{\partial Z}{\partial \epsilon} - \frac{1}{2} \quad (14)$$

where the time-dependent partition function $Z(\epsilon, t)$ obeys a linear diffusion equation

$$\frac{\partial}{\partial t} Z(\epsilon, t) = D \frac{\partial^2}{\partial \epsilon^2} Z(\epsilon, t). \quad (15)$$

The partition function $Z(\epsilon, t)$

$$Z(\epsilon, t) = a(t) \int_{-\infty}^{+\infty} G(\epsilon, x, t) F(x) \mathrm{d}x \quad (16)$$

is an integral over Green’s function $G(\epsilon, x, t)/\sqrt{4\pi D t}$ of Eq. (15), and an exponential function $F(x)$ that depends on the initial occupation-number distribution $n_i$

$$F(x) = \exp\left[-\frac{1}{2D}(vx + 2v) \int_0^x n_i(y)) \mathrm{d}y\right]. \quad (17)$$

The time-dependent prefactor $a(t) = 1/\sqrt{4\pi D t}$ in Eq. (16) cancels out when taking the logarithmic derivative in Eq. (14), and for the same reason the definite integral over the initial conditions taken at the lower limit in Eq. (17) drops out in the calculation of $n(\epsilon, t)$. Hence, the definite integral in Eq. (17) can be replaced [23] by the indefinite integral $A_i(x)$ over the initial distribution with $\partial x A_i(x) = n_i(y)$.

With these modifications that do not affect the accuracy, it becomes possible to compute the partition function and the overall solution for the occupation-number distribution function Eq. (14) analytically.

When solving the problem with the free Green’s function of Eq. (16), the physically correct solution with the Bose-Einstein equilibrium limit is attained in the UV region, but not in the IR [20]. To solve this problem, one has to consider the boundary conditions at the singularity $\epsilon = \mu < 0$ [22]. For fixed chemical potential $\mu$, an initial temperature $T_0$, and a final temperature $T_f = -D/v$, the combined initial- and boundary value problem has been solved exactly in Refs. [22, 23] using the above nonlinear transformation from Eq. (13) [20, 22], and an infinite series expansion. The analytic solutions are briefly reconsidered before we use them for further calculations and in particular, to obtain the time-dependent condensate fraction.

With the boundary condition $\lim_{\epsilon, \mu} n(\epsilon, t) = \infty \forall t$ at the singularity $\epsilon = \mu$ one obtains $Z(\mu, t) = 0$, and the energy range is restricted to $\epsilon \geq \mu$. This requires a new Green’s function [22] that equals zero at $\epsilon = \mu \forall t$. It can be written as

$$G(\epsilon, x, t) = G_{free}(\epsilon - \mu, x, t) - G_{free}(\epsilon - \mu, -x, t), \quad (18)$$

and the partition function with this boundary condition becomes

$$Z(\epsilon, t) = \int_0^\infty G(\epsilon, x, t) F(x + \mu) \mathrm{d}x. \quad (19)$$

The function $F$ remains unaltered with respect to Eq. (17), but its argument is shifted by the chemical potential.

As an initial condition that is appropriate for a schematic description of evaporative cooling [1, 17, 26] to demonstrate our method, a truncated thermal equilibrium distribution that is cut off at a maximum energy $\epsilon_i$ beyond which high-velocity atoms are removed has been chosen in our previous works

$$n_i(\epsilon) = \frac{1}{e^{(\epsilon-\mu)/T} - 1} \theta(1 - \epsilon/\epsilon_i). \quad (20)$$

The distribution is truncated at a maximum energy $\epsilon_i$ beyond which high-velocity atoms are removed. In a trapped ultracold gas, these atoms leave the trap: The system of atoms in the trap is thus not isolated and its entropy decreases in the course of cooling. In the subsequent re-thermalization (and for $T_i < T_c$, condensate formation), the entropy of the atoms in the trap rises again, but remains below the initial thermal value. This will be discussed in more detail in Section 5.

For such a truncated initial thermal distribution, the logarithm of the function $F(x)$ with a singularity at $x = \mu$
Due to the singularity,\( F(x) \) vanishes at \( x = \mu = -8 \text{nK} \). The logarithm of \( F(x) \) can be evaluated exactly for \( T \) in the UV region.

Using Eq. (20) as initial distribution, the occupation-number distribution can be evaluated exactly for \( T_i \neq T_f \) with the time-dependent partition function [23].

\[
Z(\epsilon, t) = \sqrt{4Dt} \exp\left(-\frac{\mu}{2T_f}\right) \sum_{k=0}^{\infty} \left(\frac{1}{k!}\right)^k (-1)^k \epsilon^k \\
\times \left[ e^{\alpha_k (\epsilon - \mu) T_f} \left( \Lambda_1^{(k)}(\epsilon, t) - e^{\alpha_k (\epsilon - \mu) t} \Lambda_2^{(k)}(\epsilon, t) \right) + \exp\left(\frac{(\mu - \epsilon_i) k}{T_i}\right) \exp\left(\frac{Dt}{4T_i^2}\right) \epsilon^k \right] \\
\times \left[ \exp\left(\frac{\epsilon - \mu}{2T_i}\right) \Lambda_3^{(k)}(\epsilon, t) - \exp\left(\frac{\mu - \epsilon}{2T_i}\right) \Lambda_4^{(k)}(\epsilon, t) \right]
\]  
(21)

where \( \alpha_k = 1/T_i - k/T_f \) and the auxiliary functions are

\[
\Lambda_1^{(k)}(\epsilon, t) = \text{erf}\left(\frac{\epsilon - \mu + 2Dt\alpha_k}{\sqrt{4Dt}}\right) - \text{erf}\left(\frac{\epsilon - \epsilon_i + 2Dt\alpha_k}{\sqrt{4Dt}}\right),
\]
(22)

\[
\Lambda_2^{(k)}(\epsilon, t) = \text{erf}\left(\frac{\mu - \epsilon + 2Dt\alpha_k}{\sqrt{4Dt}}\right) - \text{erf}\left(\frac{2\mu - \epsilon - \epsilon_i + 2Dt\alpha_k}{\sqrt{4Dt}}\right),
\]
(23)

\[
\Lambda_3^{(k)}(\epsilon, t) = \text{erfc}\left(\frac{\epsilon_i - \epsilon + tv}{\sqrt{4Dt}}\right),
\]
(24)

\[
\Lambda_4^{(k)}(\epsilon, t) = \text{erfc}\left(\frac{\epsilon - 2\mu + \epsilon_i + tv}{\sqrt{4Dt}}\right).
\]
(25)

To obtain the time-dependent occupation-number distribution function from Eq. (21), the derivative \( \partial Z/\partial \epsilon \) is also required. It can be calculated analytically [23], such that an exact expression for the time-dependent occupation-number distribution function for evaporative cooling results that can be directly compared with numerical solutions of the NBDE, see the following section.

III. OCCUPATION-NUMBER DISTRIBUTIONS

The time-dependent analytic distribution functions that solve the NBDE exactly with boundary conditions at the singularity are displayed in Fig. 2 for the same initial conditions as in Fig. 1. The analytic results agree
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**FIG. 1.** The argument \( \ln(F(x)) \) of the exponential function \( F(x) \) in Eq. (14) (solid curve) with a singularity at \( x = \mu < 0 \) in the definite integral of an initial distribution \( n_i \) given by a Bose-Einstein distribution with \( T = 240 \text{nK} \) and \( \mu = -8 \text{nK} \) that is truncated at 30 nK (dotted vertical line).
precisely with numerical solutions (open circles) of the basic equation, and predict the time-dependent cooling from a thermal distribution with temperature $T_f$ that is truncated at $\epsilon_i$ to a Bose-Einstein distribution with $T_i < T_f$, which is the thermal distribution for $t \to \infty$. The approach is similar to the kinetic theory of evaporative cooling in works such as Ref. [17], but now an analytically solvable model is formulated.

The corresponding numerical solutions (circles in Fig. 2) have been obtained using Matlab's routine pdepe for the solution of partial differential equations with given initial and boundary values [22]. Basic finite-difference algorithms like the Crank-Nicolson method did not provide sufficient accuracy for this nonlinear problem. The implementation of pdepe is based on the algorithm described in Ref. [27] and is suited for (nonlinear) parabolic partial differential equations. Due to the singularity at $\epsilon = \mu$, the integration was started at $\mu + \delta < 0$. Regarding the associate boundary condition, we use the known stationary solution $n_{\infty}(\epsilon)$ to determine the boundary values in the IR as $n_{\infty}(\mu + \delta)$, and accordingly, in the UV. This minimizes the numerical errors at the boundaries. The value of $\delta$ is chosen as small as possible, but large enough to prevent numerical inaccuracies. In this particular case $\delta = 0.2$ and an upper boundary of $\epsilon_u = 3 \times T_i$ yields satisfactory agreement with the exact solutions.

The values of the transport coefficients $v, D$ in this specific model calculation have been derived from their relations to the equilibrium temperature $T = -D/v$ and the equilibration time $\tau_{eq} = 4D/(9v^2)$ [20], with $T = 100$ nK and $\tau_{eq} = 44$ ms. They do not yet correspond to a specific experimental situation, and the cut-off temperature $\epsilon_i = 30$ nK is artificially low to better demonstrate the behaviour of the analytic solutions. For direct comparisons with data, these values shall be adapted to the corresponding experiment, see Section 5.

In the infrared, thermalization occurs faster [22] than in case of a linear relaxation ansatz: With the parameter set of Fig. 2 the thermal distribution is reached within $t \approx 1$ ms in the IR. The buildup of the thermal slope in the UV is, however, slower in the nonlinear model as compared to the linear relaxation ansatz, because the latter enforces an exponential approach to the Boltzmann-like tail even for $\epsilon \to \infty$ [22].

The convergence of our analytical method is displayed in Fig. 3 using the above NBDE solution from Fig. 2 for $t = 0.4$ ms as an example. Results according to Eq. (14) are shown for $k_{\max} = 10, 12, 14, 20,$ and 200 (from bottom to top) in the series expansion of the partition function Eq. (21). Here, $k_{\max}$ is the maximum expansion coefficient that is used in the calculation. A solution for $k_{\max} = 40$ is already indistinguishable from the plotted one for $k_{\max} = 200$. It is thus sufficiently close to the exact solution, which would require $k_{\max} = \infty$. We shall later check the convergence properties also for derived quantities such as the time-dependent chemical potential $\mu(t)$ that is needed to maintain particle-number conservation in the course of the time evolution, and for the condensate fraction, in Section 5.

IV. EVAPORATIVE COOLING AND TIME-DEPENDENT ENTROPY

To achieve the phase transition to the condensate, successive evaporative cooling is used, thereby removing high-velocity atoms. In the course of the subsequent equilibration, the number of condensed particles rises due to a transfer from the nonlinear kinetic region into the coherent region [15, 28, 29] and an isotropic tail [1, 30] develops in the ultraviolet, smearing out the sharp cut that corresponds to evaporative cooling.

Solutions of the nonlinear boson diffusion equation fulfill the physically reasonable condition [22] that the entropy drops in the course of an evaporative cooling step and then increases with time towards the equilibrium value that is determined by the final Bose-Einstein distribution, such that there is an interplay of cooling and re-thermalization.

To compute the entropy, we first consider a bosonic system in statistical equilibrium that will be the limit of the time-dependent case for $t \to \infty$,

$$S_{eq} = \int g(\epsilon) \left[ \left(1 + n_{eq}(\epsilon)\right) \ln\left(1 + n_{eq}(\epsilon)\right) - n_{eq}(\epsilon) \ln n_{eq}(\epsilon) \right] \, d\epsilon.$$  \hspace{1cm} (26)

Here the density of states $g(\epsilon)$ for a three-dimensional isotropic Bose gas without external potential is given by

$$g(\epsilon) = g_0 \sqrt{\epsilon}. \hspace{1cm} (27)$$
with
\[ g_0 = (2m)^{3/2} V/(4\pi^2), \]

as obtained from the substitution of a summation over the quantum numbers of the associated states with an energy integration \[30\]. For a harmonic oscillator potential the dependence is \( g(\epsilon) = g_0^{\text{HO}} \epsilon^2 \).

In order to check the numerical integration in Eq. \[26\] against an exact result, we derive \( S_{\text{eq}}^{\mu - 0} \) for a free three-dimensional Bose gas as
\[
S_{\text{eq}}^{\mu - 0}/g_0 = T^{3/2} \left( \zeta \left( \frac{5}{2} \right) \Gamma \left( \frac{5}{2} \right) \right) \\
+ \frac{\sqrt{\pi}}{2} \sum_{k=1}^{\infty} \frac{1}{k} \left[ \zeta \left( \frac{3}{2}, k \right) - \zeta \left( \frac{3}{2}, k + 1 \right) \right]
\]
with the Hurwitz zeta function \( \zeta(s, q) \), yielding \( S_{\text{eq}}^{\mu - 0}/(g_0 T^{3/2}) = 2.9721553 \) as compared to the result 2.97216 of a numerical integration from zero to infinity.

If the final temperature \( T_f \) is below the initial one as is the case for cooling, the entropy drops below the initial equilibrium value and then rises again towards the final value in the course of the equilibration process. For \( T_f \) below critical value for condensate formation \( T_c \), particles also occupy the condensed state, but the total entropy still equals the entropy of the atoms in the thermal cloud. As has been emphasized in Ref. \[31\], this is the case even though the entropy of the particles in the ground state is nonzero, because the latter is cancelled by the so-called correlation entropy due to the fixed number of particles distributed among the quantum states.

It is therefore sufficient for a calculation of the total time-dependent entropy \( S(t) \) to consider only the thermal cloud. The analytical solutions based on Eqs. \[14\] and \[21\] for constant chemical potential \( \mu \) and boundary conditions at the singularity \( \epsilon = \mu \) are used. The entropy in a bosonic system for an average number of particles \( n(\epsilon, t) \) per single-particle state can be reformulated \[22\] as
\[
S(t) = \int_0^\infty g(\epsilon) \left[ \ln(1 + n(\epsilon, t)) + n(\epsilon, t) \ln(1 + 1/n(\epsilon, t)) \right] d\epsilon.
\]
Again, the spatial dimensionality and the external confinement enter the present formulation only through the density of states. The properties of the trapping potential and its effect on the density of states in evaporative cooling have been previously discussed in Ref. \[26\].

Results for successive cooling as displayed in Fig. \[4\] show that the entropy decreases in each cooling step and subsequently rises due to re-thermalization. Correspondingly, for \( T_f < T_c \) the number of condensed particles rises due to a transfer \[^\]\[^\] from the nonlinear kinetic region into the condensate \[^\]\[^\] [28] [29], as will be discussed in the next section. In the example shown here with \( T_i \approx 1000 \text{ nK} \)

and \( T_k = 1000 \times (0.8)^k \text{ nK}, \) \( n_{\text{cut}} = 1000 \times (0.7)^{k+1} \text{ nK}, \) \( k = 0 \ldots 6 \). The entropy of the initial thermal distribution – without the cut – is about four times larger than the one of the final distribution.

The first term in the entropy Eq. \[30\] is referred to as wave entropy, it yields the largest contribution when the single-particle state is occupied by many particles, as in the IR. The second term is the particle entropy, which is more relevant in case of low occupation \( n(\epsilon, t) < 1 \), as in the UV \[22\] [32].
Results for the time-dependent contributions to the entropy are shown in Fig. 5 calculated with the analytical solutions of the NBDE. Here, the equilibrium value of the entropy at the initial temperature $T_i \approx 240 \text{ nK}$ and for $\mu = -8 \text{ nK}$ is $S_{\text{eq}}/g_0(T_i) \approx 10666 \text{ (nK)}^{3/2}$. With a sharp cutoff at $\epsilon_i = 80 \text{ nK}$ to account for evaporative cooling, the entropy of the initial (cooled) nonequilibrium distribution is reduced to $S_i/g_0(T_i) \approx 1218 \text{ (nK)}^{3/2}$.

Thermalization during the time evolution then occurs through the analytical solutions of the NBDE, and the result for the rising entropy $S(t)/g_0$ is shown in the solid curve in Fig. 5. The new equilibrium value of the entropy at the final temperature $T_i \approx 100 \text{ nK}$ following evaporative cooling and thermalization is $S_{\text{eq}}/g_0(T_i) \approx 2740 \text{ (nK)}^{3/2}$, dotted horizontal line.

The dashed curve is the wave entropy. It is most relevant for large occupation numbers, which are present at all times in the IR region $\epsilon < \epsilon_i$, and therefore, this contribution shows a rather weak time dependence. The dotted curve is the particle entropy, which is initially smaller than the wave entropy, because the occupation in the UV beyond the cut is negligible at small times. In the course of thermalization, however, it exceeds the wave entropy at $t \approx 10 \text{ ms}$ for the parameter set used in this calculation, and rises subsequently. Hence, the entropy at large times is mostly determined by the slowly rising contribution of the thermal tail.

In contrast, results for the corresponding linear relaxation-time approximation (dot-dashed curve in Fig. 5) reach the thermal limit that is given by Eq. (26) much faster because an exponential buildup of the thermal tail towards $n_{\text{eq}}$ is enforced. The entropy approaches the same equilibrium value, but at shorter times than the nonlinear solution.

It is noted that the final state does not change if both transport coefficients are scaled by the same amount because $T_i = -D/v$, but the time scale varies since $\tau_{\text{eq}} = 4D/(9v^2)$. By measuring the time it takes for a given system to thermalize we can thus determine the absolute magnitude of the transport coefficients. To obtain the time scale from first principles, a microscopic calculation of the transport coefficients from a many-body theory is required, which is beyond the scope of our present approach.

Up to now, the results for the time-dependent occupation-number distributions and the entropy have been discussed for constant chemical potential. When computing the condensate fraction, however, particle-number conservation must be considered and $\mu$ becomes time-dependent, see the following section.

\section*{V. TIME-DEPENDENT CONDENSATE FRACTION}

We proceed to calculate the rate of increase of atoms in the condensate $N_c(t)$ for conserved total particle number $N = N_c(t) + N_{\text{th}}(t)$ and $T_i < T_c$ based on the exact analytic NBDE-solutions Eq. (13) for any given $\mu$. Particle-number conservation – which is a necessary condition for condensate formation to occur – requires a time-dependent chemical potential, with $\mu(t) \to 0$ corresponding to the condensed state.

To compute $\mu(t)$ in accordance with overall particle-number conservation, we note that the particle number of the thermal cloud is given by

$$N_{\text{th}}(t) = \int_0^{\infty} g(\epsilon) \hat{n}(\epsilon, t) \, d\epsilon \, ,$$

where $\hat{n}(\epsilon, t)$ is the distribution function with the time-dependent value of $\mu \equiv \mu(t)$. For each time step, $\mu(t)$ is calculated such that the particle number is conserved,

$$N = N_{\text{th}}(t) \mu$$

for $\mu = 0$. A typical time evolution of $\mu(t)$ is displayed in Fig. 6 for different values of $k_{\text{max}} \equiv K$ to show the convergence. Here the initial chemical potential is $\mu_i = -8 \text{ nK}$, the final one $\mu_f = 0$. With increasing $k_{\text{max}}$ the accuracy increases rapidly, precise results are obtained already for $k_{\text{max}} = 20$. For the parameters used in Fig. 6 condensation sets in at around 400 ms. As is obvious from Eq. (31), $\mu(t)$ and hence, the onset of condensation, also depends on the density of states.

Due to the statistical properties of the bosonic system that are encoded in the NBDE, no condensate forms if the final temperature remains above the critical value.
We have confirmed this in calculations for different final temperatures $T_f$, with the condensate fraction $N_c(t)/N = 0 \forall t \land T_f > T_c$. It is also self-evident because $T_c$ is derived from the Bose-Einstein equilibrium solution, which is the stationary limit of the NBDE for $t \to \infty$. In order to compare our results for $T_f < T_c$ to data we use the MIT measurements from Ref. [8] with parameters from Ref. [7], where a nonlinear Schrödinger equation coupled to a Boltzmann-like quantum collision term has been solved numerically.

In particular, the final number of condensate atoms is taken from Ref. [8]. The initial number of atoms in the trap is unknown but in Ref. [7], $N_0 = 60 \times 10^6$ has been used in order to achieve agreement of a numerical simulation and the data. We adopt their values of $T_i = 876$ nK and $\epsilon_i/T_i = 2.5$. In contrast to Ref. [7] our treatment also requires the specification of the final temperature which we infer from energy conservation in a numerical calculation, yielding $T_f = 750$ nK for the free gas, and $T_f = 660$ nK with the density of states in a harmonic oscillator potential as in the MIT trap.

After solving the NBDE for $\eta(\epsilon, t)$ at fixed initial chemical potential we calculate $\mu(t)$ at all times and finally compute $N_c(t)/N_{\text{tot}}$ which is shown in Fig. 7 together with the convergence of the analytic solution for different values of $k_{\text{max}}$ in the series expansion of the exact analytic solution. In this result we have used the density of states for a free gas, to be compared with the one for a harmonic potential in Fig. 8 (here the timescale is enlarged to emphasize the small-time region).

In both cases, the time axis has been shifted to give the best possible fit. The transport coefficients were adapted such that the observed time scale was reproduced. With these adjustments, data and model result are found to agree. The solutions are steeper for the free gas at small times compared to the harmonic-oscillator density of states.

One feature both solutions fail to account for, however, is the measured initial slow increase of the condensate fraction in the first 30 ms, which cannot be reproduced in our model with constant transport coefficients. Should the small-time gradual rise of the condensate persist in future measurements, we can adapt the model using time-dependent transport coefficients, such that the diffusion into the condensate builds up slowly with time: For constant drift and diffusion coefficients, the diffusion into the condensate sets in instantaneously with full strength and without a seed condensate.

It is recognized that the experiments deal with an inhomogeneous trapped Bose gas, whereas the theory in the present form is homogeneous. In particular, we consider the difference between a finite system with and without a trapping potential only through the difference in the densities of states. This is certainly a limitation of the model, it is not meant to present a full description of the dynamics of condensate formation. But it yields physically reasonable results on a purely nonequilibrium-statistical basis.
VI. CONCLUSION

Exact solutions of the nonlinear boson diffusion equation which take account of the singularity in the initial conditions at $\epsilon = \mu < 0$ and the necessary boundary conditions at the singularity have been explored in this work. The analytical solutions for constant transport coefficients are compared in detail with numerical solutions of the NBDE obtained with Matlab and agreement is found. The exact solutions are used to calculate the time-dependent entropy in a cooling Bose gas. Whereas cooling drastically reduces the entropy, the subsequent re-thermalization causes a gradual increase towards the equilibrium value, which coincides with the Bose-Einstein result and is significantly below the initial value before cooling. Wave and particle entropy are discussed. Together with particle-number conservation and a time-dependent chemical potential, the condensate fraction in a trap has been calculated as a function of time.

The solutions of the NBDE are thus shown to properly describe equilibration processes that occur in quantum gases in the course of evaporative cooling, and the associated condensate formation for $T_i < T_c$. They are specifically applied to evaporative cooling and condensate formation in $^{21}$Na. Agreement with MIT data for the time-dependent condensate fraction is found. The convergence properties of the infinite series expansion in the analytic solution of the NBDE have been tested.

In this work, we have not aimed at a detailed treatment of the quantum-mechanical properties of the condensate, which is coupled to the time-dependent evolution of the thermal cloud. Instead, the characteristic nonequilibrium-statistical features of the bosonic system and in particular, the boson stimulation that is encoded in the NBDE, have been used together with particle-number conservation to infer the time-dependent evolution of the condensate fraction.

Further refinements of the model such as variable transport coefficients to describe a gradual buildup of the condensate, and the coupling to the quantum fluctuations or excitations of the condensate are conceivable, but are unlikely to allow for analytic solutions. Extensions of the NBDE itself to higher dimensions in order to better account for anisotropic systems should also be tested.

More extensive comparisons of the results to new data from cold-atom experiments with an improved signal-to-noise ratio and systematic as well as statistical error bars would be most welcome. In particular, time-dependent measurements for other bosonic alkali atoms such as rubidium or lithium with substantially different timescales for condensate formation and equilibration are very desirable. This could, in particular, offer the opportunity to learn more about the initial BEC formation phase in the first 50 ms. Here, the quantum Boltzmann-type approaches often use an artificial seed condensate. Although this is needed to trigger condensate growth and achieve agreement with the data, it seems difficult to develop a sound physical justification for the initial condensate occupation. In contrast, in the NBDE approach no seed is needed.
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