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1. INTRODUCTION.

In the present article we address two issues related to the perturbation method introduced by Zhang and Lu in [ZL], and applied to solving linear stochastic parabolic PDE. Those issues are: the construction of the perturbation series, and its convergence. One of the problems considered by Zhang and Lu is the following boundary value problem in a domain $D \subset \mathbb{R}^d$

$$
\begin{align*}
    u_t - \nabla_x \cdot \left( e^{Y(x,\omega)} \nabla_x u(\omega, x, t) \right) &= g(x, t), \\
    u(x, 0) &= u_0(x), \\
    u(x, t)\big|_{bD} &= 0,
\end{align*}
$$

(1)

where $Y(x, \omega) = Y_0(x) + Y'(x, \omega)$ is a random process depending on the spatial variable $x$ and on the random variable $\omega \in \Omega$ with $Y_0(x) = \langle Y \rangle$.

In their method Zhang and Lu consider two series representations: the first one is the Taylor series representation of $e^x$ with respect to $x$, which combined with the Karhunen-Loève expansion of $Y'(x, \omega)$ produces a series representation of $e^{Y(x,\omega)}$ with respect to random variables, and the second one is the series representation of the solution $u(\omega, x, t)$ with respect to the same random variables. The method of expanding an equation with respect to random variables from the Karhunen-Loève expansion has been applied earlier within the framework of the polynomial chaos (see [GS, X]). However, in their work Zhang and Lu do not use the basis of mutually orthogonal polynomials in the space of all polynomials of random variables, but rather the set of all monomials. The naturally arising question in the case of a nonorthogonal basis is the uniqueness of the resulting series representation. We address this question in Theorem 1, where we prove the uniqueness of the power series representation (6) of a solution of (1).

Another natural question arising in any asymptotic expansion is the question of convergence. We address this question in Theorem 2 in which we prove the convergence of the moments for the asymptotic series of a solution of problem (1) under the assumption of smallness of the variance of $Y'$. Estimate (18) on the one hand shows that for the small enough variance of $Y'$ the resulting perturbation series (6) for a solution $u(\omega, x, t)$ converges in the probabilistic sense. On the other hand the constant $C$ in this estimate increases with the increase of the number of terms of Karhunen-Loève expansion used to approximate the random process $Y'(x, \omega)$. Therefore, an a priori estimate (18) of the rate of convergence of perturbation series (6) becomes worse as the number of terms in the Karhunen-Loève expansion increases. We present the explaining argument in section 4.
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2. Perturbation Series Expansion.

Following Zhang and Lu [ZL] we assume that \( Y' \) in (1) is a Gaussian random process with the covariance function \( C(x, y) \) defined on \( \mathbb{R}^d \times \mathbb{R}^d \) by

\[
C(x, y) = \sigma^2 \exp \left( -\frac{|x - y|^2}{2\eta^2} \right).
\]

Then the following Karhunen-Loève expansion of \( Y'(x, \omega) \) provides an approximation of \( Y'(x, \omega) \) in \( L^2(\Omega) \) uniformly with respect to \( x \):

\[
Y'(x, \omega) = \sum_{i=1}^{\infty} \sqrt{\lambda_i} f_i(x) \xi_i(\omega),
\]

where \( \{\xi_i(\omega)\}_{i=1}^{\infty} \) are mutually independent Gaussian random variables with zero mean, \( \{\lambda_i\}_{i=1}^{\infty} \) is the set of eigenvalues of the integral operator

\[
C[f](x) = \int_D C(x, y)f(y)dy,
\]

and \( \{f_i\}_{i=1}^{\infty} \) is the set of normalized in \( L^2(D) \) eigenfunctions.

Since the covariance function satisfies condition \( C(x, x) = \sigma^2 \), from equality (3) using equality

\[
\int_D C(x, x)dx = \sigma^2 \cdot \text{vol}(D),
\]

we obtain the equality

\[
\sigma^2 \cdot \text{vol}(D) = \int_D C(x, x)dx = \int_D dx \int_{\Omega} Y'(x, \omega) \cdot Y'(x, \omega)d\omega = \sum_{i=1}^{\infty} \lambda_i.
\]

Then for the \( k \)-th partial sum of (3)

\[
Y_k(x, \omega) = \sum_{i=1}^{k} \sqrt{\lambda_i} f_i(x) \xi_i(\omega).
\]

using the Cauchy-Schwarz inequality we obtain the following estimate:

\[
|Y_k(x, \omega)| \leq \left( \sum_{i=1}^{k} \lambda_i \right)^{1/2} \cdot \left( \sum_{i=1}^{k} \xi_i^2(\omega) f_i^2(x) \right)^{1/2} \leq \sigma \cdot \left( \text{vol}(D) \cdot \sum_{i=1}^{k} \xi_i^2(\omega) f_i^2(x) \right)^{1/2}.
\]

Apparently inspired by the estimate above, Zhang and Lu assume in [ZL] that problem (1) with \( Y'(x, \omega) \) replaced by \( Y_k(x, \omega) \) admits a solution in the form of a perturbation series

\[
u(\omega, x, t) = u^{(0)}(x, t) + u^{(1)}(\omega, x, t) + \cdots,
\]

with the “order of magnitude of \( u^{(m)} \)" being proportional to \( \sigma^m \).

To make the order of term \( u^{(m)} \) more precise we follow [ZL], and assume that term \( u^{(m)} \) is a homogeneous polynomial of order \( m \) with respect to variables \( \xi_1, \ldots, \xi_k \), i.e.

\[
u^{(m)} = \sum_{|I|=m} a_I(x, t) \xi^I,
\]

where \( I = (i_1, \ldots, i_k) \) is a multiindex, \( |I| = i_1 + \cdots + i_k \), and \( \xi^I = \xi_1^{i_1} \cdots \xi_k^{i_k} \).

To obtain the uniqueness of a solution of the form (6) we prove the linear independence of products of mutually independent Gaussian random variables.
Theorem 1. Let
\[ S(\xi) = \sum_{|I|=0}^{n} a_I \xi^I = \sum_{|I|=0}^{n} a_I \xi_1^{i_1} \cdots \xi_k^{i_k} \]  
be a linear combination of products of mutually independent standard normal random variables \( \xi_1, \ldots, \xi_k \), where \( I = (i_1, \ldots, i_k) \) is a multiindex, and \(|I| = i_1 + \cdots + i_k\).

If \( S(\xi) = 0 \), then \( a_I = 0 \) for all multiindices in the sum.

Proof. Let \( \mathcal{I} \) denote the set of all multiindices in the sum (8), for which \( a_I \neq 0 \). Let \( j_1 = \max_{I} \{i_1\} \). If \( i_1 = j_1 \) for several multiindices in the sum (8), then we denote the set of those multiindices by \( \mathcal{I}_1 \) and select among those the subset \( \mathcal{I}_2 \) consisting of the multiindices of the terms with \( i_2 = j_2 \overset{\text{def}}{=} \max_{I \not\in \mathcal{I}_1} \{i_2\} \).

Continuing this selection process we construct sets of multiindices \( \mathcal{I}_1 \supseteq \mathcal{I}_2 \supseteq \cdots \supseteq \mathcal{I}_l \), with \( \mathcal{I}_l \) consisting of a unique multiindex
\[ J = (j_1, \ldots, j_l, j_{l+1}, \ldots, j_k) \]
in the sum (8), such that
\[ \begin{cases} j_r = \max_{\mathcal{I}_{r-1}} \{i_r\} & \text{for } r = 1, \ldots, l, \\ j_i > i_l & \text{for all } I \in \mathcal{I}_{l-1}. \end{cases} \]  

In the Lemma below we prove an estimate for the term \( a_J \xi^J \) that will be used in the proof of Theorem 1.

Lemma 2.1. Let \( J \) be the multiindex satisfying conditions (10). Then there exists a multiindex \( M = (m_1, \ldots, m_l, m_{l+1}, \ldots, m_k) \), such that inequality
\[ |a_J \cdot \langle \xi^M \cdot \xi^J \rangle| > 2 \sum_{I \neq J} |a_I \cdot \langle \xi^M \cdot \xi^I \rangle| \]  
is satisfied.

Proof. We prove the Lemma by induction with the following inductive statement. For any \( 1 \leq r \leq l \) there exist large enough \( m_1, \ldots, m_r \), such that
\[ \sum_{I \in \mathcal{I}_r} |a_I \cdot \langle \xi^M \cdot \xi^I \rangle| > 2 \sum_{I \not\in \mathcal{I}_r} |a_I \cdot \langle \xi^M \cdot \xi^I \rangle|. \]  
To prove the starting point of the induction, i.e. inequality (12) for \( r = 1 \), we choose and fix indices \( m_r \) for \( r = l + 1, \ldots, k \) so that indices \( j_r + m_r \) are even for the multiindex \( J \) in (9). Then we choose indices \( m_r \) for \( r = 1, \ldots, l \) so that
- indices \( j_r + m_r \) are even for the multiindex \( J \) in (9),
- index \( m_1 \) is large enough for the inequality
\[ \sum_{I \in \mathcal{I}_1} |a_I \cdot \langle \xi^M \cdot \xi^I \rangle| > 2 \sum_{I \not\in \mathcal{I}_1} |a_I \cdot \langle \xi^M \cdot \xi^I \rangle| \]  
to be satisfied.

It is possible because according to equality
\[ \langle \xi^n \rangle = n!! \]  
from (C, §10.5) we have equality
\[ \langle \xi^M \cdot a_J \xi^J \rangle = a_J \prod_{r=1}^{l} (j_r + m_r)!! \prod_{r=l+1}^{k} (i_r + m_r)!!, \]  
and since \( j_1 > \max_{I \not\in \mathcal{I}_1} \{i_1\} \), we obtain
\[ (j_1 + m_1)!! > m_1 \cdot (i_1 + m_1)!! \]
for any $I = (i_1, \ldots, i_k) \notin \mathcal{I}_1$.

To prove the step of induction we assume that for a fixed $r < l$ the indices $m_1, \ldots, m_r$ are chosen so that inequality (12) is satisfied. Then applying inequality

$$(j_{r+1} + m_{r+1})!! > m_{r+1} \cdot (i_{r+1} + m_{r+1})!!$$

for any $I = (i_1, \ldots, i_k) \notin \mathcal{I}_{r+1}$, we choose $m_{r+1}$ large enough for the equality (12) to be satisfied for $r + 1$.

Finally, for $r = l$ equalities (12) and (11) coincide. \hfill \Box

Combining condition (11) from Lemma 2.1 with equality

$${\xi^M \cdot S(\xi)} = 0$$

for the multiindex $M$ constructed in Lemma 2.1, we obtain equality $a_J = 0$. Continuing the process described in Lemma 2.1 we prove that $a_I = 0$ for all multiindices in sum (8), since the number of terms in (8) is finite. \hfill \Box

3. ASYMPTOTIC ESTIMATES.

In this section we prove the convergence of the asymptotic series (6) under the assumption of smallness of $\sigma$. To simplify the computations in this section we restrict ourselves to the case $L = \triangle$, i.e. $\langle Y \rangle = 0$, though the computations are similar for an arbitrary elliptic second order operator.

Substituting expressions (4) and (6) into equation (1), and separating powers with respect to random variables $\xi_1, \ldots, \xi_k$, Zhang and Lu obtain the following sequence of boundary value problems for $m = 0, 1, \ldots$

**Lemma 3.1.** (ZL) The sequence of functions $u^{(m)}$ from (8) satisfies the following sequence of boundary value problems for $m = 0, 1, \ldots$

$$
\begin{align*}
&\begin{cases}
&u^{(0)}(t, x, t) - \triangle u^{(0)}(x, x, t) = g(x, t), \\
&u(x, 0) = u_0(x), \\
&u(x, t)|_{bD} = 0,
\end{cases} && \text{(14)}
\end{align*}
$$

where

$$g^{(m)}(x, t, \xi) = \nabla Y_k(x, \xi) \cdot \nabla u^{(m-1)}(x, t, \xi) - \sum_{j=1}^{m} \frac{(-1)^j}{j!} Y_k^{(j)}(x, \xi) u^{(m-j)}(x, t, \xi) + \frac{(-1)^m}{m!} g(x, t) Y_k^{(m)}(x, \xi).$$

We continue with the following Lemma, in which we use estimate (5) to prove an estimate for $Y_k(x, \xi) = Y_k(x, \omega)$.

**Lemma 3.2.** The following estimate holds with some $C_1 > 0$

$$\sup_{x \in D} \left| Y_k(x, \xi) \right| + \sup_r \left| \frac{\partial Y_k}{\partial x_r}(x, \xi) \right| \leq C_1 \cdot \sigma |\xi|,$$
where $|\xi| \equiv (\xi_1^2 + \cdots + \xi_k^2)^{1/2}$.

**Proof.** First we notice that for a bounded domain $D$ and a covariance $C(x, y) \in C^\infty(D \times D)$ we have

$$\sup_{x \in D} \left( \sup_{1 \leq i \leq k} (|f_i(x)| + \sup_r \left| \frac{\partial f_i}{\partial x_r}(x) \right|) \right) = C_0 < \infty$$

(17)

for some $C_0 > 0$. Then from equality (4) and estimate (17) we obtain

$$\sup_{x \in D} \left( |Y_k(x, \xi)| + \sup_r \left| \frac{\partial Y_k}{\partial x_r}(x, \xi) \right| \right) \leq C_0 \sum_{i=1}^k \sqrt{\lambda_i} |\xi_i|,$$

and using Cauchy-Schwarz inequality,

$$\sup_{x \in D} \left( |Y_k(x, \xi)| + \sup_r \left| \frac{\partial Y_k}{\partial x_r}(x, \xi) \right| \right) \leq \left( C_0 \sqrt{\text{vol}(D)} \right) \sigma |\xi|,$$

which implies (16) with $C_1 = C_0 \sqrt{\text{vol}(D)}$. \qed

Theorem below represents the main result of the article - estimates on convergence of series (6).

**Theorem 2.** The following estimates are satisfied by the sequence of solutions $u^{(m)}$ of the equations in (14):

$$\int_{\mathbb{R}^k} \left[ \text{ess sup}_{0 \leq t \leq T} \left\| u^{(m)} \right\|_{H_0^1(D)}(\xi) + \left\| u_t^{(m)} \right\|_{L^2((0,T);L^2(D))}(\xi) \right] \phi(\xi) P(\xi) d\xi \leq C^{2m+1} \sigma^m,$$

(18)

where

$$\phi(\xi) = \frac{1}{(2\pi)^{k/2} e^{\frac{1}{4} |\xi|^2}}$$

is the normal probability density function, $P(\xi)$ is a polynomial, $C$ is a constant depending on $Y$, $P$ and $T$, and $\sigma^2$ is the variance of $Y$.

We prove Theorem 2 as a corollary of the following proposition.

**Proposition 3.3.** For the sequence of solutions $u^{(m)}$ of equations in (14) there exists a constant $C_2$ depending on $Y_k$, $g(x,t)$, and $T$, such that the following estimates hold

$$\text{ess sup}_{0 \leq t \leq T} \left( \left\| u^{(m)} \right\|_{H_0^1(D)}(\xi) + \left\| u_t^{(m)} \right\|_{L^2((0,T);L^2(D))}(\xi) \right) \leq \begin{cases} C_2^{2m+1/2} \sigma^m |\xi|^m & \text{if } |\xi| \geq 1, \\ C_2^{2m+1/2} \sigma^m & \text{otherwise}. \end{cases}$$

(19)
Proof of Proposition 3.3. We prove Proposition 3.3 by induction with respect to \( m \). Using estimate (16) and inductive assumption in formula (15) for the right-hand side of equation of order \( m \) we obtain

\[
\left\| g^{(m)} \right\|_{L^2((0,T);L^2(D))}(\xi) = \left\| \nabla Y_k \cdot \nabla u^{(m-1)} - \sum_{j=1}^{m} \frac{(-1)^j}{j!} \nabla Y_k \cdot \frac{\partial Y_k}{\partial x_t} u_t^{(m-j)} + \frac{(-1)^m}{m!} g(x,t) Y_k^m \right\|_{L^2((0,T);L^2(D))}(\xi)
\]

\[
\leq \frac{\|g(x,t)\|_{L^2((0,T);L^2(D))} C_1^m \cdot \sigma^{m} \|\xi\|^m}{m!} + \sum_{j=1}^{m} \frac{1}{j!} \left\| u_t^{(m-j)} \cdot Y_k^j \right\|_{L^2((0,T);L^2(D))}(\xi)
\]

\[
\leq \frac{\|g(x,t)\|_{L^2((0,T);L^2(D))} C_1^m \cdot \sigma^{m} \|\xi\|^m}{m!} + \sum_{j=1}^{m} \frac{1}{j!} C_2^{m-j} \cdot C_1^j \cdot \sigma^{m} \|\xi\|^m + \sum_{j=1}^{m} \frac{1}{j!} C_2^{m-j+1/2} \cdot C_1^j \cdot \sigma^{m} \|\xi\|^m
\]

\[
\leq C_2^{2m-1/2} \left( \|g(x,t)\|_{L^2((0,T);L^2(D))} + \sqrt{dT} \sum_{j=1}^{m} \frac{1}{j!} \sigma^{m} \|\xi\|^m \right) \leq C_2^{2m} \sigma^{m} \|\xi\|^m, \tag{20}
\]

where we also assumed without loss of generality that

\[ C_2^{1/2} > \max \left\{ C_1, \left( \|g(x,t)\|_{L^2((0,T);L^2(D))} + \sqrt{dT} \sum_{j=1}^{m} \frac{1}{j!} \sigma^{m} \|\xi\|^m \right) \right\}. \]

To complete the step of induction we need to obtain necessary estimates for the solution of equation of order \( m \). To obtain those estimates for a fixed \( \xi \) we use the following theorem from [E].

Theorem 3. (Theorem 5 in §7.1 of [E]) Let \( u_0 \in H_0^1(D) \) and \( g \in L^2((0,T);L^2(D)) \). Then a weak solution \( u \) of the parabolic equation with smooth coefficients

\[
\begin{cases}
    u_t - \nabla_x \cdot (A(x) \nabla_x u(x,t)) = g(x,t), \\
    u(x,0) = u_0(x), \\
    u(x,t) \big|_{\partial D} = 0,
\end{cases}
\]

satisfies the following estimate

\[
\text{ess sup}_{0 \leq t \leq T} \|u\|_{H_0^1(D)} + \|u_t\|_{L^2((0,T);L^2(D))} \leq C \left( \|g\|_{L^2((0,T);L^2(D))} + \|u_0\|_{H_0^1(D)} \right)
\]

with the constant \( C \) depending only on \( D \), \( T \), and \( A(x) \).

Applying the above theorem to equation of order \( m \) in (14), using estimate (20) and assuming without loss of generality that \( C_2^{1/2} > C \), we obtain the first inequality in (19). The second inequality is proved
similarly.

\[ \text{Proof of Theorem 2.} \] To prove Theorem 2 we use estimate (19) for a fixed \( \xi \), and change the constant \( C_2 \) so that after integration with respect to \( \xi \) we obtain estimate (18). Namely, using estimate (19) we obtain
\[
\int_{\mathbb{R}^k} \left[ \operatorname{ess sup}_{0 \leq t \leq T} \left\| u^{(m)} \right\|_{H_0^1(D)} + \left\| u^{(m)}_t \right\|_{L^2((0,T);L^2(D))} \right] P(\xi) e^{-\frac{1}{2} |\xi|^2} d\xi \\
\leq C_2^{2m+1/2} \sigma^m \left[ \int_{|\xi| < 1} |P(\xi)| e^{-\frac{1}{2} |\xi|^2} d\xi + \int_{|\xi| > 1} |\xi|^m |P(\xi)| e^{-\frac{1}{2} |\xi|^2} d\xi \right].
\]

Then, without loss of generality adjusting constant \( C_2 \) so that
\[
C_2^{1/2} > \int_{|\xi| < 1} |P(\xi)| e^{-\frac{1}{2} |\xi|^2} d\xi + \int_{|\xi| > 1} |\xi|^m |P(\xi)| e^{-\frac{1}{2} |\xi|^2} d\xi,
\]
we obtain estimate (18). \( \square \)

4. RATE OF CONVERGENCE.

As it was mentioned in Introduction, estimate (18), though providing a substantiation for the separation of problem (1) into a sequence of problems (14), becomes worse as the number of terms in the Karhunen-Loève expansion increases. We can see that on a simple 1-D example considered in \([ZL]\). Namely, for a 1-D stochastic process on the unit interval with covariance function as in (2), the corresponding eigenfunctions can be found explicitly \([ZL]\):
\[
f_n(x) = \frac{\eta w_n \cos (w_n x) + \sin (w_n x)}{\sqrt{(\eta^2 w_n^2 + 1)/2 + \eta}},
\]
where the sequence \( w_n \to \infty \) is a sequence of positive roots of the equation
\[
(\eta^2 w_n^2 - 1) \sin w = 2\eta w \cos w.
\]
Computing the derivatives we obtain
\[
f_n'(x) = w_n \frac{-\eta w_n \sin (w_n x) + \cos (w_n x)}{\sqrt{(\eta^2 w_n^2 + 1)/2 + \eta}},
\]
which implies that
\[
\left\| f_n' \right\|_{C([0,1])} \to \infty \text{ as } n \to \infty,
\]
and therefore in estimates (17) and (16) we have \( C_0, C_1 \to \infty \) as \( k \to \infty \).
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