Probabilistic Dense Reconstruction from a Moving Camera
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Abstract—This paper presents a probabilistic approach for online dense reconstruction using a single monocular camera moving through the environment. Compared to spatial stereo, depth estimation from motion stereo is challenging due to insufficient parallaxes, visual scale changes, pose errors, etc. We utilize both the spatial and temporal correlations of consecutive depth estimates to increase the robustness and accuracy of monocular depth estimation. An online, recursive, probabilistic scheme to compute depth estimates, with corresponding co-variances and inlier probability expectations, is proposed in this work. We integrate the obtained depth hypotheses into dense 3D models in an uncertainty-aware way. We show the effectiveness and efficiency of our proposed approach by comparing it with state-of-the-art methods in the TUM RGB-D SLAM & ICL-NUIM dataset. Online indoor and outdoor experiments are also presented for performance demonstration.

I. INTRODUCTION

Accurate localization and dense mapping are fundamental components of autonomous robotic systems as they serve as the perception input for obstacle avoidance and path planning. While localization from a monocular camera has been well discussed in the past [1], [2], [3], [4], [5], online dense reconstruction using a single moving camera is still under development [6], [7], [8], [9]. Since monocular depth estimation is based on consecutive estimated poses and images, main issues of it are: imprecise poses due to localization errors, inaccurate visual correspondences due to insufficient parallaxes and visual scale changes, etc. Depth estimation from traditional spatial stereo cameras (usually in the front-parallel setting), however, avoids the issues met with motion stereo. Thus many algorithms based on stereo cameras have been developed in the past decades [10], [11]. The significant drawback of spatial stereo is its baseline limitation: distant objects can be better estimated using longer baselines because of larger disparities; while close-up structures can be better reconstructed using shorter baselines because of larger visual overlaps. Moreover, for real world applications such as mobile robots, phones and wearable devices, it is impossible to equip them with long baseline stereo cameras because of the size constraint. If the baseline length, compared to the average scene depth of the perceived environment, is relatively small, images captured on stereo cameras will be similar. As a result, visual information from stereo cameras degrades to the same level as that obtained by a monocular camera.
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Fig. 1. Dense reconstruction of an indoor/outdoor environment from a single moving camera. (a)(c) Reconstruction for robotic applications, such as motion planning and obstacle avoidance. Colors vary w.r.t. the height to show the structure of the reconstructed dense environment. (b)(d) Meshing view by applying marching cubes [12] on TSDFs for visualization. More details can be found at: https://1drv.ms/v/s!ApzFkvwAxXqQmlW9ZOrp9hdA7ude.

Fundamentally different from passive cameras, time-of-flight (TOF) cameras as well as structure-light cameras, emit light actively. They are able to provide high accuracy depth measurements. With the advent of Microsoft Kinect and ASUS Xtion, dense reconstruction algorithms based on active depth cameras [13], [14], [15] have achieved impressive results in recent years. Unfortunately, active sensors do not work under strong sunlight, which limits their application to indoor environments.

This paper focuses on dense reconstructions using a single monocular camera, which adapts to both indoor and outdoor environments with various scene depth ranges. Comparing to existing methods [16], [9], [7], [13], [14], [15], we make careful improvements to multiple sub-modules of the whole mapping pipeline, resulting in substantial gains in the mapping performance. The main contributions of this paper are as follows:

- A joint probabilistic consideration of depth estimation and integration.
- A detailed discussion of aggregated costs and their probability modeling.
- An online, recursive, probabilistic depth estimation scheme that utilizes both the spatial and temporal cor-
relations of consecutive depth estimates.

- Open-source implementations available at https://github.com/ygling2008/probabilistic_mapping.

To validate the effectiveness and efficiency of the proposed approach, we compare it with state-of-the-art methods on the TUM RGB-D SLAM & ICL-NUIM dataset. We also demonstrate its online performance on indoor and outdoor dense reconstructions.

The rest of this paper is structured as follows. Sect. II reviews the related work. Our proposed approach is presented in Sect. III, with experimental comparisons and validations demonstrated in Sect. IV. Sect V draws the conclusion and points out possible future extensions.

II. RELATED WORK

There has been extensive scholarly work on reconstructing a scene from images collected by a single moving camera. We only discuss the works most related to ours, that is, online monocular dense reconstruction systems.

Early live dense reconstruction systems are proposed by Stuhmer1 et al. [17] and Newcombe et al. [6], where the problem of dense reconstruction is formulated as an optimization problem. They solve for all depth values in multiple views by jointly minimizing the intensity difference and depth discontinuity. While Stuhmer1 et al. [17] rely on feature tracking for localization, Newcombe et al. [6] use the built dense reconstruction for pose tracking. Optimization-based methods are computationally intensive, thus they are usually run on high-performance GPUs.

To resolve the demanding computations, [9] ignores the spatial correlation between neighboring depth estimates, and computes each depth independently. [8], [18], and [7] decouple the constraints of photometric consistency and depth continuity. They firstly search for the optimal depth estimate for every pixel and then regularize the computed depths to enforce the consistency between neighboring depth estimates. Various filters are also included for outlier detection and removal. While these relaxations greatly reduce the algorithmic complexity, mapping results of these approaches are not as good as those of the optimization-based methods. Another relaxation is to narrow the depth searching range by merely evaluating depth values within a limited number of discrete depth samples [16]. [16] uses the dynamic programming scheme proposed in semi-global matching (SGM) [10] for cost minimization. It runs fast; however, its depth estimation contains many outliers as it neither makes use of the temporal correlation in image sequences nor deals with outliers.

The last algorithms to mention are those that reconstruct dense 3D models from sparse features or semi-dense mapping results [19], [20], [21]. [19] computes depth in multiple levels of images and then combines the obtained results into a final one. The density of mapping outputs from [19] depends on environments that are suitable for multi-level matching. Based on the local planar assumption, [20] and [21] use superpixels to expand the built semi-dense maps to dense mappings. [20] and [21] run fast; however, their superpixel extraction algorithms are not robust, with many ambiguities for superpixel segmentation. The effectiveness of the local planar assumption depends on the quality of superpixel extraction.

The most similar work to ours is [7]. While [7] adopts total variation smoothing for incorporating depth continuity, our work uses the dynamic programming scheme [10] instead. Moreover, we utilize both the spatial and temporal correlations inherent to image sequences in the whole probabilistic and recursive depth estimation process. [7] decouples them into two separate steps. We consider more cases of cost aggregation and probability modeling than [7], and we also introduce an uncertainty-aware depth integration for dense reconstruction, which is not covered in [7].

III. MONOCULAR DENSE RECONSTRUCTION

Our reconstruction pipeline is shown in Fig. 3. It consists of three steps: depth estimation, hypothesis filtering, and uncertainty-aware depth integration.

A. Depth Estimation via Motion Stereo

Our dense reconstruction system is built upon a feature-based SLAM pipeline, which provides camera poses in real time. This SLAM pipeline can be vision-based [4] or visual-inertial-based [2], [5], [22]. For each incoming keyframe image, we compute its corresponding depth estimation.

1) Temporal Cost Aggregation: We set the latest incoming keyframe as the reference frame, and aggregate information from past frames. \( K_a (K_a = 5) \) frames spanning various parallax ranges are selected. They uniformly cover the average parallax deviation, ranging from 0 to \( K_p (K_p = 100) \) pixels, from the reference frame. This deviation is computed as the average corner location difference of the tracked features with rotation compensation. We select past frames based on the parallax deviation instead of the actual distance for adaption to environments with various scene depths.

For the benefit of online computation, we restrict every depth estimate to be one of \( L (L = 64) \) depth samples. These \( L \) depth samples are not uniformly distributed within the feasible depth range. Instead they follow the principle of depth from disparity: each depth \( d \) is a function of its disparity \( \text{disp} \), baseline length \( b \) and focus length \( f \),

\[
d = \frac{b f}{\text{disp}} = \frac{1}{\text{disp} \cdot c_d} = \frac{1}{\text{disp} \cdot c_d}
\]

where \( c_d = \frac{1}{bf} \). Baseline length \( b \) is set depending on the average depth of the perceived environment. We enumerate \( \text{disp} \) from 0 to \( L - 1 \), and obtain the set of \( L \) depth samples \( \Phi(L) = \{ \frac{1}{K_a c_d}, \frac{2}{K_a c_d}, ..., \infty \} \). Given a pixel \( i \) in the reference image \( i \) as well as its depth \( d_a \in \Phi(L) \), we project it on its aggregation frame \( j \in K_a \) with pixel coordinate \( u_j \):

\[
\begin{bmatrix}
u_j \\
u_i
\end{bmatrix} \simeq \text{KR}^T (R_i v d_i K^{-1} \begin{bmatrix}
u_i \\
u_i
\end{bmatrix} + t_i - t_j) = d_u h_i + c_i
\]

(2)
where \( \mathbf{h}_i = \mathbf{K} \mathbf{R}_{i}^w \mathbf{t}_{i}^w \mathbf{K}^{-1} \mathbf{u}_i \), \( \mathbf{c}_i = \mathbf{K} \mathbf{R}_{i}^w (\mathbf{t}_{i}^w - \mathbf{t}_w^w) \), \( \mathbf{K} \) is the camera matrix, and \( \mathbf{R}_{i}^w, \mathbf{R}_{j}^w \) and \( \mathbf{t}_{i}^w, \mathbf{t}_{j}^w \) are rotations and translations of images \( i \) and \( j \) w.r.t. the world frame respectively. The cost \( e(\mathbf{u}_i, d_u, \mathbf{u}_j) \) between \( \mathbf{u}_i \) and \( \mathbf{u}_j \) given \( d_u \) is the sum of the absolute differences between intensities within two \( 3 \times 3 \) patches centered on \( \mathbf{u}_i \) and \( \mathbf{u}_j \). We define the cost of pixel \( \mathbf{u}_i \) with depth estimate \( d_u \) as \( e(\mathbf{u}_i, d_u) \), which is the aggregation of costs \( e(\mathbf{u}_i, d_u, \mathbf{u}_j) \) from \( K_a \) selected frames:

\[
e(\mathbf{u}_i, d_u) = \frac{1}{N_a} \sum_{j=1}^{N_a} e(\mathbf{u}_i, d_u, \mathbf{u}_j)
\]

where \( N_a \) is the number of \( \mathbf{u}_j \) within the image size after projection.

2) Spatial Regulation: We notice that using a simple winner-takes-all strategy after the cost aggregation step does not produce reliable depth estimate, as it does not capture the piece-wise linear nature of depth images. In addition, in regions that are texture-less or with repetitive pattern, aggregated cost at a branch of depths are similar. As a result, the depth estimate from the winner-takes-all strategy is greatly affected by the image noise. We thus incorporate the spatial constraints between neighboring depths by using the semi-global optimization proposed in [10]. The 4-path dynamic programming is adopted for the balance between complexity and accuracy.

3) Local Region Discussion & Depth Refinement: We define \( S(\mathbf{u}_i, d_u) \) as the cost of pixel \( \mathbf{u}_i \) with depth \( d_u \) after the 4-path aggregation [10] in the previous step. We can take \( d_u^* = \min_d_u S(\mathbf{u}_i, d_u) \) as the output depth estimate. However, since \( d_u^* \) is one of discrete samples from \( \mathbb{P}(\mathbf{L}) \), its accuracy may not be high. We are going to refine the output depth estimate. We examine the local region around the optimal depth value \( d_u^* = \min_d_u S(\mathbf{u}_i, d_u) \) (i.e. the yellow point in Fig. 2). Let \( d_u^- \) and \( d_u^+ \) be the previous and next depth sample of \( d_u^* \) respectively (i.e. the green point in Fig. 2). There are two cases, as shown in Fig. 2. In case (a), the local region around the optimal depth value \( d_u^* \) is NOT flat, and we use parabola interpolation to improve the depth estimate accuracy:

\[
S(\mathbf{u}_i, d_u^-) = c_0 d_u^{-2} + c_1 d_u^{-} + c_2 \quad (4)
\]

\[
S(\mathbf{u}_i, d_u^+) = c_0 d_u^{+2} + c_1 d_u^{+} + c_2 \quad (5)
\]

\[
S(\mathbf{u}_i, d_u) = c_0 d_u^{+2} + c_1 d_u^+ + c_2 \quad (6)
\]

where \( c_0, c_1, \) and \( c_2 \) are three parabola parameters. Solving the above equations, we get the refined depth estimate (i.e. the red point in Fig. 2 (a)):

\[
d_u^* \leftarrow \frac{1}{2} \frac{S(\mathbf{u}_i, d_u^+) - S(\mathbf{u}_i, d_u^-)}{S(\mathbf{u}_i, d_u^+) + S(\mathbf{u}_i, d_u^-) - 2S(\mathbf{u}_i, d_u^*)}. \quad (7)
\]

In case (b), where the local region around the optimal depth value \( d_u^* \) is flat, i.e., \( 2 \times (1 + \epsilon_d) \times S(\mathbf{u}_i, d_u^+) > S(\mathbf{u}_i, d_u^-) + S(\mathbf{u}_i, d_u^*) \) and \( \epsilon_d = 0.05 \) (\( \epsilon_d \) can also be learned using opened RGB-D datasets), depth estimation is not reliable. We regard this depth estimate as an outlier depth estimate.

Note that different cases of local regions result in different probability models and update schemes (Sect. III-B).

B. Hypothesis Filtering via Bayesian Gaussian Beta Process

1) Preliminaries: We observe that there are a few outlier depth estimates obtained in the previous step due to occlusion, lack of texture, violation of photometric consistency, etc. Different from [16] where outliers are not taken into account, we explicitly deal with outlier depth estimates. We assume that outlier depth estimates are uniformly distributed among the depth sample set \( \mathbb{P}(\mathbf{L}) \). We thus model the distribution of a depth estimate \( d_u^* \) at time instant \( t \) as a Gaussian + uniform mixture model distribution [9, 7]: a good depth estimate is normally distributed around a correct depth \( z_u \) with probability \( \pi_u \), while an outlier estimate is uniformly distributed within an interval \([z_l, z_r]\) with probability \( 1 - \pi_u \). The depth estimate probability density function of cases (a) and (b) in Sect. III-A.3 is defined as

\[
p(d_u^* | \pi_u, z_u) = \begin{cases} 
\pi_u N(d_u^* | z_u, \sigma^2_u) + (1 - \pi_u)U(d_u^* | z_l, z_r), & (a) \\
(1 - \pi_u)U(d_u^* | z_l, z_r), & (b)
\end{cases}
\]

where \( N(d_u^* | z_u, \sigma^2_u) \) is a Gaussian distribution with mean \( z_u \) and covariance \( \sigma^2_u \), and \( U(d_u^* | z_l, z_r) \) is a uniform distribution with \( z_l \) and \( z_r \) corresponding to the depth range of interest.

The posterior of \( z_u, \pi_u \) given \( d_u^* \) is \( p(\pi_u, z_u | d_u^*, ..., d_u^n) \propto p(d_u^*, ..., d_u^n | \pi_u, z_u) p(\pi_u, z_u) \)

\[
= p(d_u^* | \pi_u, z_u) p(d_u^*-1, ..., d_u^n | \pi_u, z_u)
\]

\[
\propto p(d_u^* | \pi_u, z_u) p(\pi_u, z_u | d_u^*-1, ..., d_u^n)
\]

Similar to [9] and [7], we approximate \( p(\pi_u, z_u | d_u^*, ..., d_u^n) \) using the product of a Gaussian distribution and a beta distribution for the sake of inference:

\[
p(\pi_u, z_u | d_u^*, ..., d_u^n) = \mathcal{N}(z_u | \mu_u, \sigma_u^2) \mathcal{B}(\pi_u | a_u, b_u) \quad (9)
\]

where \( \mu_u \) and \( \sigma_u^2 \) are the mean and variance of the depth estimate, while \( a_u \) and \( b_u \) are probabilistic counters of how
where \( \Gamma(\cdot) \) is the gamma function. We increase \( b_u \) by 1, which leads to:

\[
B(\pi_u|a_u, b_u + 1) = \frac{\Gamma(a_u + b_u + 1)}{\Gamma(a_u)\Gamma(b_u + 1)} a_u^{a_u - 1}(1 - \pi_u)^{b_u - 1} (12)
\]

where \( \Gamma(a + 1) = a\Gamma(a) \) is the property of gamma function. Substituting (9) and (12) into (10), we have

\[
N(z_u|a_u^n, \sigma_u^n)B(\pi_u|a_u^n, b_u^n) \\
\approx (1 - \pi_u)N(d_u|z_{t}, z_r)N(z_u|a_u^{n-1}, \sigma_u^{n-2})B(\pi_u|a_u^{n-1}, b_u^{n-1}) \\
\quad \times \frac{b_u^{n-1}}{b_u^{n-1} + b_u^{n-1}}N(z_u|\mu_u^{n-1}, \sigma_u^{n-2})B(\pi_u|a_u^{n-1}, b_u^{n-1} + 1) \\
\quad \times N(z_u|\mu_u^{n-1}, \sigma_u^{n-2})B(\pi_u|a_u^{n-1}, b_u^{n-1} + 1) (13)
\]

which yields

\[
\mu_u^n = \mu_u^{n-1}, \quad \sigma_u^n = \sigma_u^{n-1}, \quad a_u^n = a_u^{n-1}, \quad b_u^n = b_u^{n-1} + 1. (14)
\]

2) Recursive Estimation: In contrast to [9] and [7], where the temporal and spatial correlations of consecutive depth estimates are ignored, we make use of these correlations. Each depth hypothesis consists of three variables: mean, covariance and inlier probability expectation. We update depth hypothesis in a recursive way. An illustration of the proposed Bayesian Gaussian beta process is shown in Fig. 3. Details are as follows:

**Initialization:** For the first depth estimate, we initialize the depth hypothesis of pixel \( u \): \( a_u^0 = b_u^0 = 10, \mu_u^0 = \sigma_u^0 \).
and \( \sigma_{u}^{2} = \frac{1}{\sigma_{\text{disp}}^{2}} \cdot \sigma_{\text{disp}}^{2} \) (\( \sigma_{\text{disp}}^{2} \)) with \( \text{disp} = \frac{1}{\sigma_{u}^{2}} \) as well as \( \sigma_{\text{disp}}^{2} = 1 \). This step is only performed once at the beginning of the Bayesian Gaussian beta process.

**Propagation:** We propagate the depth hypothesis from the previous reference frame \( a_{u}^{n-1}, b_{u}^{n-1}, \mu_{u}^{n-1}, \sigma_{u}^{n-1} \) to the new reference frame \( a_{u}^{n}, b_{u}^{n}, \mu_{u}^{n}, \sigma_{u}^{n} \). Assuming the rotation is small, we have

\[
\begin{align*}
\mu_{u}^{n-1} &= \mu_{u}^{n-1} - t_{z}, \\
\sigma_{u}^{n-1} &= \sigma_{u}^{n-1} + \sigma_{t_{z}}^{2} \\
\sigma_{u}^{n-1} &= \sigma_{u}^{n-1} + \sigma_{t_{z}}^{2}
\end{align*}
\]

(15)

where \( t_{z} \) is the translation perpendicular to the camera plane and \( \sigma_{t_{z}}^{2} \) is the variance of \( t_{z} \). For simplicity, we set \( \sigma_{t_{z}}^{2} \) to be 0.052 in this work. We do not propagate depth hypotheses whose inlier probability expectation \( E[B(\mu_{u}^{n-1}, b_{u}^{n-1})] = \frac{\mu_{u}^{n-1} + b_{u}^{n-1}}{\mu_{u}^{n-1} + b_{u}^{n-1}} \) is less than 0.4 (i.e., it is unlikely to be an inlier depth estimate).

**Collision Handling:** At all times, we allow at most one depth hypothesis per pixel. However, this is not the case for the scale change (i.e., move backward) as well as occlusion. If two or more depth hypotheses are propagated to the same pixel in the new keyframe, we save the depth hypotheses whose inlier probability expectation \( E[B(\mu_{u}^{n-1}, b_{u}^{n-1})] = \frac{\mu_{u}^{n-1} + b_{u}^{n-1}}{\mu_{u}^{n-1} + b_{u}^{n-1}} \) is larger than 0.5 (i.e., not likely to be an outlier depth estimate) as well as whose mean \( \mu_{u}^{n-1} \) is the smallest (for occlusion handling).

**Hole Filling:** Due to scale changes (i.e., move forward), holes may appear after propagation. We set each depth hypothesis in the hole to be the same as its nearest neighbors with distance less than \( \tau_{d} \) pixels. Threshold \( \tau_{d} \) balances the similarity between neighboring depth hypotheses against the variation: a large \( \tau_{d} \) helps to fill more holes at the cost of less accurate depth hypotheses, while a small \( \tau_{d} \) leads to more holes but accurate depth hypotheses. We empirically set \( \tau_{d} \) to be 2 in this work.

**Update:** If the depth hypothesis of pixel \( u \) is null after propagation and hole filling, we initialize it as \( a_{u}^{n} = b_{u}^{n} = 10 \), \( \mu_{u}^{n} = d_{u}{ }^{n} \), and \( \sigma_{u}^{n} = (\frac{\mu_{u}^{n}}{\sigma_{\text{disp}}^{2}})^{2} \cdot \sigma_{\text{disp}}^{2} \) (\( \sigma_{\text{disp}}^{2} \)) as well as \( \sigma_{\text{disp}}^{2} = 1 \). Otherwise, we update its posterior distribution of \( q(\mu_{u}^{n}, \sigma_{u}^{n}; a_{u}^{n}, b_{u}^{n}, \mu_{u}^{n}, \sigma_{u}^{n}) \) according to update formulations mentioned in Sect. III-B.1.

**Output:** For each pixel \( u \), we output its mean \( \mu_{u}^{n} \), variance \( \sigma_{u}^{n} \) and inlier probability expectation \( E[B(\mu_{u}^{n}, b_{u}^{n})] = \frac{\mu_{u}^{n} + b_{u}^{n}}{\mu_{u}^{n} + b_{u}^{n}} \) if \( E[B(\mu_{u}^{n}, b_{u}^{n})] \) is larger than 0.6. These outputs are needed for the uncertainty-aware depth integration to be discussed in Sect. III-C.

C. Uncertainty-aware Depth Integration

To build compact and dense 3D models, we adopt the idea of volumetric fusion [13], [14], [15] to integrate all depth estimates obtained in the previous subsection. In contrast to [13], [14], [15], where dense reconstructions are based on light-emitting depth cameras that provide high-quality measurements, depth estimation from a moving camera contains noticeable outliers. This motivates us to explicitly model the inlier probability of each depth estimate in the previous subsection and take outliers into account in the depth integration step.

We represent the world as a 3D array of cubic voxels. Each voxel is associated with a signed distance function (SDF) \( \phi(x) : \mathbb{R}^{3} \rightarrow \mathbb{R} \) and a weight \( w(x) : \mathbb{R}^{3} \rightarrow \mathbb{R} \). SDF \( \phi(x) \) denotes the signed distance between \( x \) and the nearest object surface, and it is positive if it is outside an object and negative otherwise. It can be easily seen that surfaces of objects are zero crossings of signed distance functions (i.e., \( \phi(x) = 0 \)). \( w(x) \) represents the confidence of the signed distance function. As shown in [23], averaging distance measurements with respective variances over time results in minimizing the weighted sum of the square distances to all ray endpoints for the zero isosurface of the SDF.

Since the major part of the 3D world is usually empty, we use a hash table to index voxels and only store SDFs, as well as their weights, that are near object surfaces [24], [14]. These SDFs are called truncated signed distance functions (TSDFs):

\[
\phi_{r}(x) = \begin{cases} 
\phi(x), & \text{if } ||\phi(x)|| \leq r \\
\text{undefined}, & \text{otherwise}
\end{cases}
\]

(17)

where \( r \) is the truncated distance threshold. For a given depth measurement \( d \) with corresponding ray vector direction \( f \), we classify segments of a ray into three regions[24]:

\[
\begin{cases} 
\text{hit region, } & \text{if } ||u - d|| \leq r \\
\text{space carving region, } & \text{if } u \leq d - r \\
\text{undefined, } & \text{otherwise}
\end{cases}
\]

(18)

1) Uncertainty-aware TSDF Update: Voxels within the hit region are updated as:

\[
\phi_{r}(x)' = \frac{\phi_{r}(x) \cdot w(x) + \delta d \cdot \alpha(\delta d)}{w(x) + \alpha(\delta d)}
\]

(19)

\[w(x)' = w(x) + \alpha(\delta d)
\]

(20)

where \( \delta d = x - d \cdot f \), and \( \alpha(\delta d) \) is the corresponding variance obtained in Sect. III-B. While \( \alpha(\delta d) \) in [13], [14], [15] is a constant, we set it to be the variance obtained from hypothesis filtering to take the uncertainty of motion stereo into account. The initial condition of a TSDF is \( \phi_{r}(x) = \text{constant} \) and \( w(w) = 0 \).

2) Uncertainty-aware Ray Tracing: Voxels within the space carving region are chiseled away. This operation can be viewed as removing potential depth outliers by visibility constraints (i.e., segments between two endpoints of a ray are empty). Free-space carving makes sense for the reason that we care more about which part of the scene does not contain surfaces (for motion planning) than what is inside objects. However, free-space carving with outlier depth measurements is harmful to the built model, as part of it may be wrongly chiseled away. Therefore, we only do ray tracing if the expectation of inlier probability obtained in Sect. III-B is larger than 0.8.

While voxels are sufficient for motion planning [25], [26], colors and textures are more suitable for visualization and debugging. We include an optional step, marching cubes
The whole system is implemented in C++, with ROS as the interfacing robotics middleware. All tests are carried out on a commodity Lenovo laptop Y50 with an i7-4720HQ CPU and a mobile GTX-960M GPU. The depth estimation module is run on the GPU while the hypothesis filtering module and the uncertainty-aware depth integration module are implemented in the CPU. These modules are placed on different threads to utilize the multi-core CPU architecture.

### A. TUM RGB-D SLAM Dataset & ICL-NUIM Dataset

We evaluate the mapping performance of our monocular depth estimation obtained after hypothesis filtering on the TUM RGB-D SLAM dataset and the ICL-NUIM dataset. We use ground truth poses from datasets as mapping pose inputs to ensure correct mapping metric for evaluation. Depths from Microsoft Kinect (TUM RGB-D SLAM dataset) or ray tracking (ICL-NUIM dataset) are used for mapping performance evaluation. Since the TUM RGB-D SLAM dataset is originally for odometry, we select some static sequences that are suitable for dense mapping. These selected sequences cover various environment conditions (Table III). We use an ablation study for analysis: T denotes temporal cost aggregation (Sect. III-A.1); S denotes spatial regulation (Sect. III-A.2); D denotes local region discussion & depth refinement (Sect. III-A.3); H denotes hypothesis filtering (Sect. III-B). We also compare our approach with state-of-the-art methods: REMODE [7] and VI-MEAN [16]. Three measurement metrics are used for comparison:

- **Average computation time (ms):** the average computation time of each depth computation. It evaluates the online performance of mobile applications.
- **Average mapping density (%):** the average density of depth estimates for each depth estimation. It plays a key role in the safety of mobile robots. A higher density helps better obstacle avoidance.
- **Per-depth error percentage (% w.r.t. m):** the percentage of depth difference, between the estimated depth values and the ground truth depth values, within the difference threshold $e_d$. It evaluates mapping accuracy. We prefer higher percentage of small estimation errors.

Since the image resolution of sequences on both datasets are the same, the computation times of different approaches on different sequences are similar. We take the average of the computation times, and summarize them in Table I.

The comparison of average mapping density is shown in Table II. For REMODE [7], only converged depth estimates are used in the evaluation. Others (i.e. not converged) are not used since they are highly unreliable. Using these depth estimates leads to very low average mapping accuracy. Fig. 4 and Fig. 5 show detailed illustrations of the mapping accuracy on both datasets. We also give a visual comparison between different methods in Fig. 6 using snapshots from the depth estimations at one of the frames in the freiburg2 desk testing sequence of the TUM RGB-D dataset.

We firstly analyze the influence of different components on our approach. The step of temporal cost aggregation is the most time-consuming step. It forms the basis of all following calculations. Applying winter-takes-all strategy after temporal cost aggregation achieves more than 60 average mapping density. However, the corresponding mapping accuracy is very low. The step of spatial regulation, which utilizes the spatial correlation of neighboring depth estimates, not only increases the mapping density, but also increases the mapping accuracy. The local region discussion step slightly reduce the mapping density by rejecting unreliable depth estimates, while the depth refinement step slightly increase the mapping accuracy. The last step, hypothesis filtering, improves the mapping accuracy greatly at the cost of some mapping density reduction. Our hypothesis filtering strategy explicitly makes use of the temporal and spatial correlations of consecutive depth estimates. Consistent depth values are improved while inconsistent ones are removed.

---

1. https://vision.in.tum.de/data/datasets/rgbd-dataset
2. https://www.doc.ic.ac.uk/~ahanda/VaFRIC/icinuiim.html
We then compare our approach (T+S+D+H) against REMODE [7] and VI-MEAN [16]. REMODE [7] runs fastest, as it estimates pixel depth independently, without taking the spatial correlation into consideration. It outputs depth estimates that are in well-textured regions (Fig. 6(d)). VI-MEAN [16] is that it does not model outliers, which is demonstrated by the noticeable outliers in its depth estimation (Fig. 6(e)). Our approach achieves a good balance between mapping density and mapping accuracy.

**B. Online Indoor and Outdoor Dense Reconstructions**

We present online dense reconstructions with a monocular visual-inertial sensor suite. We use the method in [22] for online pose estimation. The voxel size in the depth integration step is 0.1 meters. Average computation times of depth estimation (T+S+D+H) and uncertainty-aware depth integration are 55.14 ms and 31.18 ms respectively. Snapshots of depths obtained after hypothesis filtering in both indoor and outdoor environments are shown in Fig. 7, while final dense reconstructions are shown in Fig. 1. More details of the online depth estimations and dense

---

**TABLE I**

| Methods          | Ours-T | Ours-T+S | Ours-T+S+D | Ours-T+S+D+H | REMODE [7] | VI-MEAN [16] |
|------------------|--------|----------|------------|-------------|-----------|-------------|
| Average computation time (ms) | 33.71  | 41.20    | 42.10      | 51.02       | 31.31     | 80.02       |

**TABLE II**

| Dataset Name | Sequence Name | Ours-T | Ours-T+S | Ours-T+S+D | Ours-T+S+D+H | REMODE [7] | VI-MEAN [16] |
|--------------|---------------|--------|----------|------------|-------------|-----------|-------------|
| TUM RGB-D SLAM | freiburg3_desk | 65.57  | 64.14    | 82.34      | 88.52       | 92.73     | 93.44       |
|               | freiburg3_structure_texture_far | 65.42  | 76.68    | 74.62      | 71.40       | 44.62     | 69.13       |
|               | freiburg3_sitting_halfsphere | 67.59  | 69.80    | 66.17      | 61.89       | 22.29     | 56.60       |
|               | freiburg3_structure_texture_far | 80.26  | 87.05    | 86.72      | 80.88       | 34.16     | 76.26       |
|               | freiburg3_structure_texturesphere_far | 76.68  | 85.49    | 84.05      | 82.28       | 43.85     | 80.30       |
|               | freiburg3_sitting_xyz | 67.37  | 70.59    | 67.05      | 65.16       | 22.61     | 51.32       |
| ICL-NUIM      | living room of kt0 | 87.26  | 91.82    | 90.01      | 89.93       | 68.80     | 98.05       |
|               | living room of kt1 | 91.40  | 93.51    | 93.17      | 90.52       | 67.10     | 97.00       |
|               | living room of kt2 | 88.58  | 90.00    | 89.46      | 89.49       | 67.13     | 94.45       |
|               | living room of kt3 | 91.56  | 93.61    | 92.33      | 91.90       | 62.32     | 86.90       |
|               | office room of kt0 | 89.67  | 93.34    | 91.37      | 87.45       | 32.08     | 90.57       |
|               | office room of kt1 | 90.09  | 95.55    | 93.90      | 88.90       | 25.24     | 95.66       |
|               | office room of kt2 | 89.53  | 92.08    | 91.66      | 87.85       | 39.35     | 94.15       |
|               | office room of kt3 | 91.35  | 96.12    | 93.37      | 89.22       | 27.87     | 93.50       |

**TABLE III**

| Sequence Name               | Structure | Texture | Dynamic Objects |
|-----------------------------|-----------|---------|-----------------|
| freiburg3_structure_texture_far | ✓         | ✔       | ✗               |
| freiburg3_sitting_halfsphere    | ✓         | ✔       | ✔               |
| freiburg3_structure_texture_far | ✓         | ✔       | ✗               |
| freiburg3_structure_texturesphere_far | ✓         | ✔       | ✗               |
| freiburg3_sitting_xyz | ✓         | ✔       | ✓               |

Fig. 5. Comparison of per-depth error percentage (% w.r.t. m) in sequences of the ICL-NUIM dataset. We calculate the percentage (vertical axis) of depth difference, between the estimated depth values and the ground truth depth values, within the difference threshold $e_d$ (horizontal axis). Our approach (T+S+D+H) achieves higher mapping accuracy than state-of-the-art methods (REMODE [7] and VI-MEAN [16]).
In this work, we present a probabilistic approach for monocular dense reconstruction in real time, which makes use of both the spatial and temporal correlations between consecutive depth estimations. In addition to the depth mean, we evaluate its confidence and inlier probability expectation simultaneously in a recursive and probabilistic way. We also take the uncertainty of the depth estimations into account in the depth integration step. Extensive experiments on the TUM RGB-D SLAM dataset and the ICL-NUIM dataset as well as online indoor and outdoor environments demonstrate the effectiveness and efficiency of our presented approach. In the future, we will apply our approach to real-world applications, such as autonomous navigation and AR.

V. CONCLUSION AND FUTURE WORK

In this work, we present a probabilistic approach for monocular dense reconstruction in real time, which makes use of both the spatial and temporal correlations between consecutive depth estimations. In addition to the depth mean, we evaluate its confidence and inlier probability expectation simultaneously in a recursive and probabilistic way. We also take the uncertainty of the depth estimations into account in the depth integration step. Extensive experiments on the TUM RGB-D SLAM dataset and the ICL-NUIM dataset as well as online indoor and outdoor environments demonstrate the effectiveness and efficiency of our presented approach. In the future, we will apply our approach to real-world applications, such as autonomous navigation and AR.
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