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Abstract

Classification of physical activity based on the k-NN algorithm is assessed with different combinations of sensors (from accelerometer, gyroscope, barometer) with respect to classification accuracy, power consumption and computation time. For that purpose, a wearable sensor platform is proposed and a study with 20 subjects is conducted. The combination of accelerometer and barometer is found to provide the best trade-off for the three criteria: It provides an F1 score of 94.96 ± 1.73 %, while computation time and power consumption are reduced by 45 % and 88 %, respectively, compared to the full sensor set.
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I. INTRODUCTION

For monitoring of chronic diseases such as congestive heart failure (CHF) or chronic obstructive pulmonary disease (COPD), physical activity can serve in a twofold way: as a marker of health status itself due to adaptation of a person’s daily activities to its physical fitness; and as context information for other measurement quantities, e.g. for evaluation of heart rate or shortness of breath based on the current physical load (see, e.g., [1]–[3] and the NYHA classification of CHF [4]).

When such an activity classification module shall be developed for wearable devices in long-term use, accurate classification is one of the major requirement but not the only one: Energy efficiency for the sake of long wearing times depends on the power consumption of the sensors in use and on the amount of data that has to be transmitted to off-body data hubs. To keep the transmitted data low, on-board real-time classification is needed, hence, computation time is critical.

Therefore, we here compare the effect of sensor selection on the described requirements classification accuracy, energy consumption and computation time. Different combinations of sensors out of accelerometer, gyroscope and barometer are evaluated for typical activities from daily life: standing, walking, walking stairs and jogging. In future projects, the proposed activity classification module shall be combined with a mobile communication platform and additional sensors for ECG and heart/lung sounds as proposed by the authors [5]–[9].

II. METHODS

A. Sensor Platform

The wearable sensor platform is based on an Arduino Micro, which contains the ATmega32U4 microcontroller (Microchip Technology). Data is provided via I2C by the 10 DOF sensor module GY86, which comprises the high-resolution barometric pressure sensor MS5611 (TE Connectivity; range 10 mbar to 1200 mbar) as well as the MPU6050 (InvenSense Inc.) 3D accelerometer and 3D gyroscope, with ranges ±4 g and ±500 °/s selected, respectively. The magnetic field sensor, which is also contained in the GY86, was not used. For data storage the microSD breakout board+ (Adafruit) was connected via SPI. Sensor sampling rate is limited by the writing speed on the SD card and amounted to 28 s⁻¹. The entire platform is fixed at the test subject’s upper body by use of a chest band (see Fig. 1).

The sensors are calibrated at the beginning of each measurement with the platform fixed at the test subject and the person taking an upright body position for 1 s.

Energy is provided by a mobile power bank, which is fixed at the test subject’s hip during measurement.

B. Study

The study was conducted with 20 healthy volunteers (45/55 % male/female) with age (24 ± 4) years (range 21–38 years) and BMI 22 ± 3 (19–27).

The study protocol was divided into two parts, which provided the training and test data and had an approximate duration of 20 min and 30 min, respectively. Both protocol stages comprised several phases of the activities standing in upright position, walking in the flat, walking upstairs, walking downstairs and jogging.

C. Activity Classification

For data analysis, Matlab® (MathWorks®), version 2017b, was used.

From both accelerometer and gyroscope, the three vector components and the absolute value of the 3D vector were obtained as measurement variables, as well as barometric pressure. This gives nine variables in total.

1) Data Preprocessing: Barometric pressure was smoothed by use of a Savitzky-Golay filter with width 121 samples and degree 1.

2) Feature Generation: For each measurement variable, the following quantities were derived in time space: (1) arithmetic mean [10], (2) root mean square value [11], (3–4) variance and standard deviation [10], (5) mean absolute deviation from mean [11], [12], (6–8) maximum, minimum and range [10],
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In frequency space, the following quantities were computed for each variable: (21–24) amplitude and frequency of the two largest maxima [10], [16], (25–26) energy and power [10], (27) ratio of maximum peak amplitude and total signal energy/power [10], (28) spectral centroid [12], (29) spectral entropy [21].

3) Normalization: Three different normalization strategies were investigated [22], [23]: (1) linear normalization on range \([-1, 1]\); (2) linear normalization on range \([0, 1]\); (3) standardization.

4) Feature Selection: Feature were selected by use of the ReliefF [24] and Rand Features [25]

5) Metrics: For the evaluating the distance to the next neighbors, the following metrics were evaluated [26]–[29]: (1) Euclidean distance, (2) City-block distance, (3) Chebychev distance, (4) Correlation distance, (5) Spearman distance, (6) Cosine similarity.

6) Parameter Optimization: The free parameters were optimized with respect to the F1 score [30]

\[
F1 = \frac{2 \cdot P \cdot \frac{S}{P + S}}{P + S},
\]

which combines the two common measures of classification accuracy, sensitivity \(S\) and precision \(P\)

\[
S = \frac{TP}{TP + FN}, \quad P = \frac{TP}{TP + FP}
\]

For a given activity \(A\), TP denotes the number of \(A\) windows that were correctly classified as \(A\) ("true positives"), FP the number of non-\(A\) windows that were falsely classified as \(A\) ("false positives") and FN the number of \(A\) windows that were falsely classified as non-\(A\) ("false negatives").

7) Computation time: Computation time for each classification with a given parameter set was determined. In order to obtain a hardware-independent quantity, absolute computation time was normalized by the computation time for the full sensor set at optimal parameters (see section III with Tab. I).

D. Power consumption

The power consumed was derived from the data sheets of the sensors for normal operating mode [31], [32].

III. Results

Optimization with all three sensors gave an optimal window width and overlap of 112 samples and 90 %, respectively. For the optimizations with a reduced sensor set, these parameters were kept fixed.

The results of the optimization of all remaining free parameters are summarized in Tab. I. With the optimal parameter set in the full sensor set a total F1 score of \((95.71 \pm 1.76)\%\) with sensitivity \((96.52 \pm 1.72)\%\) and precision \((94.93 \pm 2.00)\%\) is obtained. While the activities standing and jogging are well classified, distinguishing between the different ways of walking is more challenging and leads to lower classification performance.

With a reduced sensor set, classification performance worsens as expected. However, when the accelerometer together with either gyroscope or barometer is used, nearly the same accuracy is reached, with total F1 score, sensitivity and precision decreased by less than 1 %. With a single sensor, a total F1 score of 91 % for accelerometer and gyroscope and of 62 % for barometer is obtained.

Power consumption strongly depends on the sensor set used. With about 12 mW, consumption of the gyroscope is by a factor 7.2 larger than the accelerometer and even four orders or magnitude larger than the barometer.

Computation time is reduced by up to 61 % with accelerometer only and by 45 % and 46 % with accelerometer plus barometer and gyroscope plus barometer, respectively. A general trend, however, cannot be observed; instead, computation depends on the specific sensor set and its optimized parameters.

IV. Conclusion

Sensor selection determines classification accuracy and computation time and has a large effect on power consumption: Leaving out the gyroscope reduces energy consumption by 88 % and computation time by 45 %, while F1 score, sensitivity and precision are decreased by less than 1 %. Power consumption can further be decreased by using the barometric sensor only, yet at the expense of a considerable worsening of classification performance (F1 score 62.08 %). Hence, the sensor combination of accelerometer and barometer provides the best trade-off concerning classification accuracy, computation time and power consumption in our setup.

After fixing a specific sensor set, the three performance factors can be further tuned by adapting the free parameters of the classification algorithm.
| Optimized parameters | Normalization | A+G+P | A+G | A+P | G+P | A | G | P |
|----------------------|---------------|-------|-----|-----|-----|---|---|---|
|                      | Correlation   | Correlation | Standardization | Standardization | Standardization | Standardization | Standardization | Standardization |
| Distance             | Correlation   | Correlation | Standardization | Standardization | Standardization | Standardization | Standardization | Standardization |
| Degree k             | 6             | 8     | 10  | 8   | 8   | 8  | 11 |
| Feature selection b  | ReliefF       | ReliefF | n.i. | ReliefF | n.i. | ReliefF | n.i. |
| No. of features b    | 124           | 117   | n.i. | 69  | n.i. | 63 | n.i. |
| Sensitivity c        | Standing      | 98.56 ± 2.13 | 98.44 ± 1.86 | 98.30 ± 2.16 | 98.16 ± 2.20 | 98.51 ± 1.63 | 98.29 ± 1.76 | 43.72 ± 15.94 |
|                      | Walking in the flat | 92.22 ± 3.52 | 90.14 ± 4.55 | 92.28 ± 4.42 | 90.31 ± 3.17 | 93.82 ± 10.88 | 84.95 ± 5.09 | 49.73 ± 22.26 |
|                      | Walking upstairs | 97.88 ± 4.14 | 97.44 ± 4.58 | 94.65 ± 7.65 | 93.67 ± 8.03 | 90.01 ± 12.08 | 88.97 ± 10.43 | 89.96 ± 10.60 |
|                      | Walking downstairs | 94.20 ± 6.32 | 94.66 ± 6.39 | 93.32 ± 6.46 | 91.46 ± 6.78 | 87.70 ± 17.06 | 91.17 ± 7.87 | 88.62 ± 9.43 |
|                      | Jogging       | 99.74 ± 0.20 | 99.76 ± 0.23 | 99.37 ± 0.34 | 99.49 ± 0.37 | 99.30 ± 0.29 | 99.26 ± 0.42 | 35.77 ± 17.51 |
|                      | Total         | 96.52 ± 1.72 | 96.09 ± 1.75 | 95.58 ± 2.09 | 94.62 ± 2.60 | 91.87 ± 4.13 | 92.52 ± 3.45 | 61.56 ± 6.25 |
| Precision c          | Standing      | 99.41 ± 1.29 | 99.42 ± 1.28 | 99.39 ± 1.31 | 99.32 ± 1.48 | 99.31 ± 1.38 | 99.33 ± 1.43 | 45.25 ± 9.36 |
|                      | Walking in the flat | 97.34 ± 2.74 | 97.35 ± 2.69 | 96.85 ± 3.27 | 96.55 ± 3.15 | 94.78 ± 5.35 | 96.28 ± 3.31 | 43.28 ± 10.85 |
|                      | Walking upstairs | 85.74 ± 5.92 | 82.83 ± 6.74 | 87.67 ± 8.37 | 82.84 ± 6.65 | 83.12 ± 12.57 | 79.18 ± 10.25 | 81.41 ± 18.91 |
|                      | Walking downstairs | 92.56 ± 5.80 | 91.61 ± 6.31 | 88.21 ± 8.28 | 84.25 ± 10.09 | 77.70 ± 14.13 | 72.55 ± 9.11 | 88.30 ± 10.61 |
|                      | Jogging       | 99.60 ± 0.97 | 99.52 ± 1.04 | 99.69 ± 0.97 | 99.70 ± 0.94 | 99.68 ± 0.98 | 99.71 ± 0.94 | 56.34 ± 18.93 |
|                      | Total         | 94.93 ± 2.00 | 94.15 ± 1.96 | 94.36 ± 1.71 | 92.53 ± 2.71 | 90.92 ± 2.67 | 89.41 ± 3.47 | 62.91 ± 7.43 |
| F1 score c           | Standing      | 98.96 ± 1.24 | 98.91 ± 1.13 | 98.82 ± 1.27 | 98.72 ± 1.34 | 98.89 ± 1.03 | 98.79 ± 1.08 | 43.02 ± 11.05 |
|                      | Walking in the flat | 94.67 ± 2.47 | 93.54 ± 2.97 | 94.41 ± 2.68 | 93.27 ± 2.29 | 88.35 ± 6.39 | 90.18 ± 3.74 | 44.44 ± 15.92 |
|                      | Walking upstairs | 91.29 ± 4.13 | 89.31 ± 4.06 | 90.46 ± 4.23 | 87.66 ± 5.61 | 84.89 ± 6.26 | 83.50 ± 9.19 | 83.71 ± 12.04 |
|                      | Walking downstairs | 93.11 ± 4.02 | 92.81 ± 4.11 | 90.33 ± 5.35 | 87.28 ± 7.05 | 80.60 ± 12.91 | 80.42 ± 7.30 | 87.53 ± 5.58 |
|                      | Jogging       | 99.67 ± 0.55 | 99.64 ± 0.58 | 99.53 ± 0.56 | 99.59 ± 0.55 | 99.49 ± 0.54 | 99.48 ± 0.55 | 40.35 ± 14.74 |
|                      | Total         | 95.71 ± 1.76 | 95.10 ± 1.74 | 94.96 ± 1.73 | 93.56 ± 2.55 | 91.36 ± 3.02 | 90.94 ± 3.41 | 62.08 ± 6.30 |

| Energy consumption [µW] | 13.533 | 13.53 | 1.653 | 11.883 | 1.650 | 11.880 | 3 |
| Relative computation time d | 1.00 | 0.92 | 0.55 | 0.44 | 0.39 | 0.41 | 0.92 |

a A: accelerometer; G: gyroscope; P: barometric pressure
b n.i. (no improvement): Full number of features used, as neither algorithm for feature selection provided an improved F1 score with reduced number of features.
c Values given as mean ± standard deviation.
d Computation time normalized on the computation time of the full sensor set (A+G+P).
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