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Abstract—We present an adversarial framework to craft perturbations that mislead classifiers by accounting for the image content and the semantics of the labels. The proposed framework combines a structure loss and a semantic adversarial loss in a multi-task objective function to train a fully convolutional neural network. The structure loss helps generate perturbations whose type and magnitude are defined by a target image processing filter. The semantic adversarial loss considers groups of (semantic) labels to craft perturbations that prevent the filtered image from being classified with a label in the same group. We validate our framework with three different target filters, namely detail enhancement, log transformation and gamma correction filters; and evaluate the adversarially filtered images against three classifiers, ResNet50, ResNet18 and AlexNet, pre-trained on ImageNet. We show that the proposed framework generates filtered images with a high success rate, robustness, and transferability to unseen classifiers. We also discuss objective and subjective evaluations of the adversarial perturbations.

I. INTRODUCTION

DEEP Neural Networks (DNNs) are vulnerable to image perturbations that are crafted to cause misclassification [1], [2]. These adversarial perturbations can be classified as norm-bounded or content-based. Norm-bounded perturbations are characterised by a limited \( l_p \) distortion, with the aim of generating imperceptible changes [3], [4], [5], [6], [7], [8], [9], [10]. However, this approach to craft adversarial examples limits their robustness to adversarial defences and hinder their transferability to unseen classifiers [11], [12]. Instead, content-based perturbations, which are crafted considering specific image properties, introduce unrestricted intensity changes [13], [14], [15], [16], [17], [18]. Content-based perturbations may modify colours (SemanticAdv [17], ColorFool [13] and ACE [19]) or image structures (EdgeFool [14]). However, these perturbations may cause visible distortions (e.g. unrealistic colours).

To overcome this problem, we propose to adversarially manipulate an image while mimicking the effect of traditional image processing filters (see Figure 1). To this end, we propose an adversarial framework that learns to craft perturbations using a multi-task objective function that combines a structure loss and a semantic adversarial loss to train, end-to-end, a fully convolutional neural network (FCNN). The structure loss supports the learning of the properties of a target image filter to control the structure of the perturbation. The semantic adversarial loss accounts for pre-defined groups of labels and prevents the classifier from predicting a label from the same group (i.e. a semantically similar category). The proposed framework, FilterFool, extends our previous work [14] by learning the residual of filters to generate different types of adversarial enhancement. We also introduce a semantic adversarial loss that improves the effectiveness of adversarial examples.

We validate FilterFool on ImageNet [20] with three classifiers, namely ResNet50, ResNet18 [21] and AlexNet [22] using Log transformation, Gamma correction, linear and non-linear detail enhancement as filters. The code implementing FilterFool is available at [https://github.com/smartcameras/FilterFool](https://github.com/smartcameras/FilterFool).

II. PROBLEM DEFINITION

Let \( \mathbf{I} \) be an RGB image and \( \hat{y} \in \{1, ..., i, ..., D\} \) its ground-truth class. Let a \( D \)-class classifier consist of a backbone of layers, a softmax and an argmax operation. The backbone produces logit values for \( \mathbf{I} \), \( z = (z_i)_{i=1}^D \), where \( z_i \in \mathbb{R} \) is the logit value associated with class \( i \). The softmax normalises the logit values to predict the probability for all the classes, \( p = (p_i)_{i=1}^D \), where

\[
p_i = \frac{e^{z_i}}{\sum_{d=1}^D e^{z_d}} \in [0, 1]
\]  

(1)
represents the probability of \( I \) being associated with class \( i \) and \( \sum_{i=1}^{D} p_{i} = 1 \). The argmax predicts the class \( y \in \{1, ..., D\} \) as:
\[
y = \arg \max_{i=1, ..., D} p_{i}.
\]
(2)

Note that \( y \neq \hat{y} \) when the prediction of the classifier is incorrect.

An adversarial perturbation, \( \delta \), modifies \( I \) to generate an adversarial example, \( \hat{I} \), as \( \hat{I} = I + \delta \) so that its (adversarial) class, \( \hat{y} \in \{1, ..., D\} \), assigned by the classifier, differs from that of \( I \): \( y \neq \hat{y} \). Traditional adversarial examples flip the categorical label of an image disregarding the semantics of the labels \( \{24\} \). However, labels may be synonymous (e.g. screen and television), highly granular (e.g. the ImageNet dataset \( \{23\} \) includes labels for 130 breeds of dogs) \( \{24\} \), or may belong to the same semantic class (e.g. the labels of the Scene365 dataset can be divided into two groups, namely private and non-private scenes \( \{25\} \).

Our goal is to group the \( D \) categorical labels into \( S \) classes and to prevent an attack from selecting a label within the same class. Let \( W \in \{0, 1\}^{D \times S} \) be a matrix that identifies categorical labels belonging to the same class \( s \). In this paper, we focus on the \( D = 1000 \) ImageNet labels and consider the \( S = 11 \) classes generated through WordNet \( \{24\} \). These classes are dogs (containing 130 labels); other mammals (88 labels); birds (59 labels); reptiles, fish, amphibians (60 labels); invertebrates (61 labels); food, plants, fungi (63 labels); devices (172 labels); structures, furnishing (90 labels); clothes, covering (92 labels); implements, containers, misc. objects (117 labels); and vehicles (68 labels). Other scenarios include the \( D = 365 \) Scene365 labels and the \( S = 2 \) classes defining private (60 labels) or non-private (305 labels) PixelPrivacy scenes \( \{25\} \); and the \( D = 30 \) Cityscape labels and \( S = 8 \) classes defined for urban scenes: flat (4 labels), construction (6 labels), nature (2 labels), vehicle (8 labels), sky (1 label), object (4 labels), human (2 labels), and void (3 labels) \( \{26\} \).

Adversarial attacks can be untargeted or targeted. The perturbation of an untargeted attack is crafted to simply evade the original label, whereas the perturbation of a targeted attack is crafted to induce the prediction of a specific label, \( y_{\hat{I}} \neq y \). In this paper, we focus on untargeted attacks, which are generally more efficient \( \{7\} \) than targeted attacks, which generally require larger distortions and longer time to craft a perturbation that reaches the desired (adversarial) label \( \{27\} \).

### III. Background

In this section, we review norm-bounded attacks (FGSM \( \{3\} \)), BIM \( \{4\} \), CW \( \{7\} \), DeepFool \( \{6\} \), SparseFool \( \{8\} \), RP-FGSM \( \{28\} \) and content-based attacks that consider colour (SemanticAdv \( \{17\} \), ColorFool \( \{13\} \), ACE \( \{19\} \) ) and structure (EdgeFool \( \{14\} \)).

FGSM \( \{3\} \) determines whether to increase or decrease the value of each pixel of \( I \) by defining \( \delta = \epsilon \cdot \text{sign} \left( \nabla_{I} J(I, y_{\hat{I}}) \right) \), with a small \( \epsilon \in \mathbb{N} \) based on the sign of \( \nabla_{I} J(\cdot) \), the gradient of the loss function with respect to \( I \):

\[
\hat{I}_{\text{FGSM}} = I + \delta
\]
(3)

The adversarial image generated by FGSM, \( \hat{I}_{\text{FGSM}} \), within the \( \epsilon \)-neighbourhood of \( I \), can be the untargeted attack when \( \hat{I}_{\text{FGSM}} = I + \delta \) or can be the targeted attack when \( \hat{I}_{\text{FGSM}} = I - \delta \) with selecting \( y \) as a specific label. BIM \( \{4\} \) extends FGSM by iteratively generating the adversarial perturbation by aggregating \( N = \lceil \min(\epsilon + 4, 1.25\epsilon) \rceil \), where \( \lceil \cdot \rceil \) is a rounding operation to the nearest integer, perturbations \( \delta_{n} \) as:

\[
\hat{I}_{\text{BIM}} = C_{t, \epsilon^{t}} \left( \hat{I}_{N} \right),
\]
(4)

where \( C_{t, \epsilon^{t}}(\cdot) \) clips the pixel intensities of the adversarial image, \( \hat{I}_{N} = I \pm \sum_{n=1}^{N} \delta_{n} \), with respect to three constant images, \( E, 0 \) and \( 255 \), whose pixel intensities are \( \epsilon, 0 \) and \( 255 \), respectively:

\[
C_{t, \epsilon^{t}}(\hat{I}_{N}) = \min \{ 255, I + E, \max \{ 0, I - E, \hat{I}_{N} \} \}
\]
(5)

and

\[
\delta_{n} = \text{sign} \left( \nabla_{I} J_{n-1}(I - \epsilon_{n-1}, y) \right).
\]
(6)

Similar to FGSM, BIM can be a untargeted attack by \( \hat{I}_{N} = I + \sum_{n=1}^{N} \delta_{n} \) or an targeted attack by \( \hat{I}_{N} = I - \sum_{n=1}^{N} \delta_{n} \) with selecting \( y \) as a specific label. The iterative process helps BIM exploit finer perturbations that improve, compared to FGSM, the ability of the attack to mislead the classifier.

CW \( \{7\} \) minimises the \( l_{0}, l_{2} \) or \( l_{\infty} \) norm of the difference between the original image, \( I \), and the adversarial image, \( \hat{I} \), and the difference between the logit value, \( z_{y} \), of \( I \) belonging to the same class as \( I \) and the maximum logit value among all the other classes:

\[
\hat{I}_{C_{W}} = \arg \min_{I} \left( \| I - \hat{I} \|_{p} + c_{t} (z_{y} - \max_{i \neq y} \{ z_{i}; i \neq y \}) \right),
\]
(7)

where \( p \in \{0, 2, \infty\} \) and \( c_{t} > 0 \) is a constant selected via line search which makes the computations expensive \( \{29, 30\} \).

DeepFool \( \{6\} \) iteratively generates an adversarial perturbation whose \( l_{2} \) norm is bounded. The adversarial perturbation at each iteration is the orthogonal projection of the adversarial image from the previous iteration onto the closest linearised boundary of class \( y \) in the decision space. SparseFool \( \{8\} \) combines the DeepFool adversarial approach and the low mean curvature of DNNs in the neighbourhood of each image to perturb only a few pixels, thus resulting in sparse adversarial perturbations with a small \( l_{1} \) norm.

Private FGSM (P-FGSM) \( \{10\} \), and its extension to multiple classifier and seen defences RP-FGSM \( \{28\} \), is an iterative norm-bounded attack that uses semantically pre-defined labels \( S = 2 \). P-FGSM follows the BIM’s (Eq. \( \{4\} \) ) strategy to produce adversarial images considering private and non-private groups of labels as pre-defined semantics of the categorical labels. P-FGSM chooses the target class randomly from a subset of classes defined based on the prediction probability sorted in a descending order, \( p' \), and a threshold on the cumulative probability, \( \tau_{p} \in [0, 1] \):

\[
y_{t} = R \left( \{ y_{j+1} : \sum_{i=1}^{j+1} p'_{i} > \tau_{p}, j \in \{1, ..., D - 1\} \} \right),
\]
(8)

where \( R(\cdot) \) randomly chooses a class from the set of non-private classes whose cumulative probability exceeds \( \tau_{p} \).
SemanticAdv [17] generates adversarially colourised images in the HSV colour space by adding to the hue and saturation of \( \mathbf{I} \) a random perturbation chosen uniformly from the range of valid values. SemanticAdv draws new perturbations until the classifier is misled (up to 1000 attempts). The SemanticAdv adversarial image, \( \mathbf{I}_{\text{SA}} \), is:

\[
\mathbf{I}_{\text{SA}} = \beta^{-1} \left( \mathbf{I}_H + \delta_H, \mathbf{I}_S + \delta_S, \mathbf{I}_V \right),
\]

where \( \beta(\cdot) \) converts \( \mathbf{I} \) to its hue, \( \mathbf{I}_H \), saturation, \( \mathbf{I}_S \), and value, \( \mathbf{I}_V \) components; \( \cdot[\cdot, \cdot] \) represents the channel-wise concatenation; and \( \delta_H \) and \( \delta_S \), where each component ranges \([0, 1]\), are the final perturbations on the hue and saturation channels, respectively. Because \( \mathbf{I}_H \) and \( \mathbf{I}_S \) are changed by the same amount, the colours of \( \mathbf{I}_{\text{SA}} \) may look unnatural.

ColorFool [13] improves the naturalness of adversarial images compared to SemanticAdv [17] by identifying non-sensitive and sensitive regions through semantic segmentation. The perturbations operate on the \( a \) and \( b \) channels of the \( \text{Lab} \) colour space: the perturbations of \( N_S \) non-sensitive regions are drawn randomly from the whole range of possible values, whereas the perturbations of \( N_S \) sensitive regions are chosen randomly from pre-defined natural-colour ranges, defined based on human perception. The ColorFool adversarial image, \( \mathbf{I}_{\text{CF}} \), is:

\[
\mathbf{I}_{\text{CF}} = \rho^{-1} \left( \sum_{t=1}^{N_S} (\rho(\mathbf{S}_t) + \mathbf{N}_t) + \sum_{t=1}^{N_S} (\rho(\mathbf{S}_t) + \mathbf{N}_t) \right),
\]

where \( \rho(\cdot) \) is the RGB-to-Lab colour-space conversion and \( \mathbf{N}_t \) and \( \mathbf{N}_t \) are the colour perturbations of the \( t \)-th sensitive, \( \mathbf{S}_t \), and non-sensitive, \( \mathbf{S}_t \), region, respectively.

Unlike SemanticAdv and ColorFool that randomly change the colour, Adversarial Colour Enhancement (ACE) [19] produces colourised adversarial images using a piecewise-linear colour adjustment filter, \( \Gamma_{\Omega}(\cdot) \), where \( \Omega \) represents the parameters of the filter, with \( K \) pieces. Each pixel of the ACE adversarial image, \( \mathbf{I}_{\text{ACE}} \), is obtained by filtering the original image, \( \mathbf{I}_x \), as follows:

\[
\mathbf{I}_{\text{ACE},x} = \Gamma_{\Omega}(\mathbf{I}_x) = \sum_{i=1}^{K} \Omega_i + \frac{I_x \text{mod} s}{s} \Omega_i, \tag{11}
\]

where \( s \) is the size of each piece. ACE learns the parameters of the filter, \( \Omega \), by optimising the combination of the CW loss function [7], a colour adjustment constraint on the distance between each parameter \( \Omega_i \) and its initial value \( \frac{1}{K} \), corresponding to the unchanged image:

\[
\arg\min_{\Omega} \left( \left( \hat{z}_y - \max_{i=1, \ldots, D} \{ z_i; i \neq y \} \right) + \nu \sum_{i=1}^{K} \left( \Omega_i - \frac{1}{K} \right)^2 \right), \tag{12}
\]

where \( \nu \) and \( \kappa \) are a balance factor and size of \( \Omega \), respectively.

EdgeFool [14] generates adversarial perturbations that enhance the image details. EdgeFool trains a FCNN, \( R_{\theta_{\text{EF}}} \), with a multi-task loss function:

\[
\theta_{\text{EF}}^* = \arg\min_{\theta_{\text{EF}}} \left( \| \mathbf{R}_{\theta_{\text{EF}}} (\mathbf{I}) - \mathbf{I}_y \|_2 + \epsilon (\hat{z}_y - \max \{ z_i; i \neq y \}) \right), \tag{13}
\]

where \( \mathcal{L}_s(\cdot) \), the smoothing loss function, quantifies the difference between \( \mathbf{I}_y \), the output of a smoothing filter, and \( \mathbf{I}_s = R_{\theta_{\text{EF}}} (\mathbf{I}) \), the output of the FCNN. The adversarial perturbation operates on the \( L \) channel of the \( \text{Lab} \) colour space by enhancing the image details, \( \mathbf{I}_y = \mathbf{I} - \mathbf{I}_x \), using the sigmoid function, \( f(a, b) = (1 + e^{-ab})^{-1} - 0.5 \) [31]:

\[
\mathbf{I}^L = \left( 100f \left( \frac{\mathbf{I}_L - v_1}{100}, v_2 \right) + v_1 \right) + 100f \left( \frac{\mathbf{I}_L}{100}, v_3 \right), \tag{14}
\]

where the input to the sigmoid is normalised by the maximum value of the \( L \) channel (i.e., 100), and \( v_1, v_2, \) and \( v_3 \) are constants that adjust the midpoint and slope of the sigmoid. The second term in Eq. [13] guides the FCNN to smooth the image in a way that the EdgeFool adversarial image, \( \mathbf{I}_{\text{EF}} \):

\[
\mathbf{I}_{\text{EF}} = \rho^{-1} \left( \mathbf{I}_L, \mathbf{I}_a, \mathbf{I}_s \right) \tag{15}
\]

causes misclassification.
Figure 2 compares sample perturbations generated by norm-bounded and content-based methods. It is possible to notice that the adversarial perturbations of BIM, DeepFool and SparseFool are unrelated to the content, whereas SemanticAdv modifies the colours of the whole image, ColorFool focuses on specific regions identified through semantic segmentation, and EdgeFool and FilterFool craft perturbations that relate to the structures in the image.

Finally, Table II summarises the adversarial attacks discussed in this section and compares them with the proposed framework, FilterFool, which is detailed in the next section.

IV. FILTERFOOL

A. Learning framework

We aim to generate adversarial perturbations that mimic the output of an image processing filter. To this end, we approximate the target filter with a DNN and, specifically, with a Fully Convolutional Neural Network (FCNN), which learns to produce perturbations that resemble that of an image filter. The parameters of the FCNN are optimised with a multi-objective loss: the structure loss, which accounts for the difference between the intensity changes introduced by the filter and the learned perturbation, and an adversarial loss, which induces misclassification by operating on pre-defined groups of labels.

Figure 3 shows the block diagram of FilterFool, a general framework to learn to generate adversarial images that resemble those obtained with an image processing filter. Given an image \( I \), the target filter produces \( I_c \). The FCNN learns an adversarial perturbation, \( \delta \), by optimising the structure loss, \( L_{Str}(\cdot, \cdot) \), which represents the error between the intensity changes produced by the target filter, \( \delta_c = I_c - I \), and the learned adversarial perturbation, \( \delta \). The semantic adversarial loss, \( L_{S-Adv}(\cdot, \cdot) \), causes the adversarial image, \( \hat{I} \), to be misclassified as class \( \hat{y} \) that is not only categorically \( (y \neq \hat{y}) \) but also semantically different from that of the original class, \( y \). The errors measured by \( L_{Str}(\cdot, \cdot) \) and \( L_{S-Adv}(\cdot, \cdot) \) are backpropagated to determine the parameters of the FCNN.

In the rest of this section, we describe the details of structure loss \( L_{Str} \), the semantic adversarial loss \( L_{S-Adv} \) and the combined multi-task loss used for training the FCNN.

B. Structure loss

We use residual learning to generate intensity changes for the original image, \( I \), to produce the desired filtered image, \( I_c \). We measure the difference between the residual, \( \delta_e = I_c - I \), and the adversarial perturbation, \( \delta \), which is the output of the FCNN. To tailor the perturbation towards the output of the target filter, we define \( L_{L_2}(\cdot, \cdot) \), which penalises the squared error between \( \delta \) and \( \delta_e \):

\[
L_{L_2}(\delta, \delta_e) = \| \delta - \delta_e \|^2. \tag{16}
\]

As using \( L_{L_2}(\cdot, \cdot) \) alone may cause artefacts in untextured regions, we consider another loss that accounts for structures in the image:

\[
L_{SSIM}(\delta, \delta_e) = 1 - \text{SSIM}(\delta, \delta_e), \tag{17}
\]

\[
\text{SSIM}(\delta, \delta_e) = l(\delta, \delta_e) \cdot c(\delta, \delta_e) \cdot s(\delta, \delta_e), \tag{18}
\]

where \( l(\cdot, \cdot) \) is a function of the means:

\[
l(\delta, \delta_e) = \frac{2\mu_\delta \mu_{\delta_e} + c_1}{\mu^2_\delta + \mu^2_{\delta_e} + c_1}, \tag{19}
\]

where \( \mu_\delta = \frac{1}{M} \sum_{i=1}^{M} \delta_i \) and \( \delta_i \) is the intensity of \( i \)-th element of the image (including the three colour planes) and hence \( M \) is three times the resolution of the image; \( c(\cdot, \cdot) \) is based on the standard deviations:

\[
c(\delta, \delta_e) = \frac{2\sigma_\delta \sigma_{\delta_e} + c_2}{\sigma^2_\delta + \sigma^2_{\delta_e} + c_2}, \tag{20}
\]

where \( \sigma_\delta = \left( \frac{1}{M-1} \sum_{i=1}^{M} (\delta_i - \mu_\delta)^2 \right)^{1/2} \). The structure information, \( s(\cdot, \cdot) \), is estimated based on the covariance of the perturbations:

\[
s(\delta, \delta_e) = \frac{\sigma_\delta \sigma_{\delta_e} + c_3}{\sigma^2_\delta \sigma^2_{\delta_e} + c_3}, \tag{21}
\]

where \( \sigma_{\delta_e} = \frac{1}{M-1} \sum_{i=1}^{M} (\delta_i - \mu_\delta)(\delta_i - \mu_{\delta_e}) \); and \( c_1, c_2 \) and \( c_3 \) are small constants that stabilise the division.
We aim to devise an adversarial loss that operates on the groups of labels defined by \( W \) (see Sec. II). To this end, we adapt the CW adversarial loss \( \mathcal{L} \) and decrease the logits for the labels that share the same class \( s \) with the label of the original image.

Let \( \mathbf{w}_s \in \{0,1\}^D \) be the column of \( W \) that identifies the mapping of the labels to class \( s \). We apply a ReLU to the adversarial logit, \( \hat{z} \), and compute the dot product, \( \langle \cdot, \cdot \rangle \), with \( \mathbf{w}_s \) to focus the same-class loss, \( \mathcal{L}_{\text{Sam}}(\cdot, \cdot) \), on the positive logits with the class \( s \):

\[
\mathcal{L}_{\text{Sam}}(\mathbf{I}, \mathbf{I}) = \langle \text{ReLU}(\hat{z}), \mathbf{w}_s \rangle.
\]

In each training iteration, we select the largest logit of a label not belonging to class \( s \) using a different-class loss \( \mathcal{L}_{\text{Diff}}(\cdot, \cdot) \):

\[
\mathcal{L}_{\text{Diff}}(\mathbf{I}, \mathbf{I}) = \max(\hat{z} \odot \mathbf{w}_s),
\]

where \( \mathbf{w}_s = \mathbf{1} - \mathbf{w}_s \) represents all the labels whose class differs from that of \( y \), \( \mathbf{1} = \{1\}^D \) and \( \odot \) is the Hadamard product.

The semantic adversarial loss, \( \mathcal{L}_{\text{S-Adv}}(\cdot, \cdot) \), combines the same-class and different-class losses as:

\[
\mathcal{L}_{\text{S-Adv}}(\mathbf{I}, \mathbf{I}) = \mathcal{L}_{\text{Sam}}(\mathbf{I}, \mathbf{I}) - \mathcal{L}_{\text{Diff}}(\mathbf{I}, \mathbf{I}).
\]

Figure 5 shows an example of logit values for the ImageNet labels before and after using this semantic adversarial loss.

**D. Multi-task loss**

We define our objective function, \( \mathcal{L} \), as the combination of the structure loss, \( \mathcal{L}_{\text{Str}} \), and the semantic adversarial loss, \( \mathcal{L}_{\text{S-Adv}} \):

\[
\mathcal{L} = \mathcal{L}_{\text{Str}}(\delta, \delta_e) + \mathcal{L}_{\text{S-Adv}}(\hat{I}, \mathbf{I}).
\]

During the iterative process that generates the perturbation, the FCNN learns to craft \( \delta \) by backpropagating both \( \mathcal{L}_{\text{Str}} \) and \( \mathcal{L}_{\text{S-Adv}} \) until \( \hat{I} \) misleads the classifier and \( \mathcal{L}_{\text{Str}} < \tau \) (empirically set such that the adversarial image resembles an image enhanced with the target filter) or a maximum number of iterations is reached (3,000 in our case).

Figure 6 shows the Gradient-weighted Class Activation Maps (Grad-CAM) \([37]\) of sample images alongside their Top5 predicted labels by ResNet50. Grad-CAM determines the importance of each neuron in a layer for the predicted Top1 label and the corresponding heatmap of the last convolutional layer is computed as weighted sum of the neuron activations multiplied by their importance, followed by up-sampling to the original image size. It is possible to notice that in the original image ResNet50 focuses on the head, whereas in the FilterFool images the focus is reduced in the face region (ND, LT) or shifted towards another part of the image (LD).

**V. PERFORMANCE MEASURES**

We evaluate adversarial attacks based on three main properties, namely effectiveness, robustness and transferability \([38]\). **Effectiveness** (or success rate) is the degree to which the adversarial attack succeeds in misleading the classifier. Effectiveness can be measured as the accuracy of the classifier over a dataset. The lower the accuracy, the higher the effectiveness of the attack.

We measure effectiveness as categorical (label-level) and semantic (class-level) success rates. We also consider the TopK success rate and, because of the study in this paper focuses on ImageNet semantic labels, we also use the so-called semantic damage \([23]\). The semantic damage is the average Wu-Palmer word similarity \([39]\), \( \text{Wu}(\cdot, \cdot) \), across the dataset. A damage occurs when the similarity between the original label, \( \lambda \), and adversarial label, \( \hat{\lambda} \), is smaller than a threshold, \( T_s \):

\[
W_{\text{ub}} = \begin{cases} 
1 & \text{Wu}(\lambda, \hat{\lambda}) < T_s \\
0 & \text{otherwise}
\end{cases}
\]

In each training iteration, we select the largest logit of a class that identifies the mapping of the labels to class \( s \) using a different-class loss \( \mathcal{L}_{\text{Diff}}(\cdot, \cdot) \):

\[
\mathcal{L}_{\text{Diff}}(\mathbf{I}, \mathbf{I}) = \max(\hat{z} \odot \mathbf{w}_s),
\]

where \( \mathbf{w}_s = \mathbf{1} - \mathbf{w}_s \) represents all the labels whose class differs from that of \( y \), \( \mathbf{1} = \{1\}^D \) and \( \odot \) is the Hadamard product.
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\mathcal{L}_{\text{S-Adv}}(\mathbf{I}, \mathbf{I}) = \mathcal{L}_{\text{Sam}}(\mathbf{I}, \mathbf{I}) - \mathcal{L}_{\text{Diff}}(\mathbf{I}, \mathbf{I}).
\]

Figure 5 shows an example of logit values for the ImageNet labels before and after using this semantic adversarial loss.
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**V. PERFORMANCE MEASURES**

We evaluate adversarial attacks based on three main properties, namely effectiveness, robustness and transferability \([38]\). **Effectiveness** (or success rate) is the degree to which the adversarial attack succeeds in misleading the classifier. Effectiveness can be measured as the accuracy of the classifier over a dataset. The lower the accuracy, the higher the effectiveness of the attack.

We measure effectiveness as categorical (label-level) and semantic (class-level) success rates. We also consider the TopK success rate and, because of the study in this paper focuses on ImageNet semantic labels, we also use the so-called semantic damage \([23]\). The semantic damage is the average Wu-Palmer word similarity \([39]\), \( \text{Wu}(\cdot, \cdot) \), across the dataset. A damage occurs when the similarity between the original label, \( \lambda \), and adversarial label, \( \hat{\lambda} \), is smaller than a threshold, \( T_s \):
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W_{\text{ub}} = \begin{cases} 
1 & \text{Wu}(\lambda, \hat{\lambda}) < T_s \\
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The last convolution layer applies a 24 intermediate feature maps. With the architecture of [42], which consists of 7 convolution layers and on three FilterFool examples, with the corresponding Top5 predictions. The colour of the heatmap ranging from blue to red indicates the importance of each image region (blue: least important; red: most important) in predicting the Top1 image label. Fig. 6. Comparison between the ResNet50 attention map on an original image and on three FilterFool examples, with the corresponding top5 predictions. The smaller this difference, the higher the transferability of the attack. Finally, transferability is the extent to which a perturbation crafted for a classifier is effective in misleading another classifier. Transferability can be measured as the difference in accuracy between the two classifiers over a target dataset. The smaller this difference, the higher the transferability of the attack.

VI. VALIDATION

A. Experimental setup

For the evaluation, we consider the following adversarial attacks: Basic Iterative Method (BIM) [4], DeepFool [6], SparseFool [8], SemanticAdv [17], ColorFool [13], EdgeFool [14], least-likely targeted [4] and private targeted [10] FGSM and BIM. As classifiers we use ResNet with 50 layers (ResNet50) and 18 layers (ResNet18) [21], and AlexNet [22] trained for the image classification task on ImageNet [20], which includes $D = 1,000$ classes. We use the same 3,000 images (3 images per class) that are randomly selected from the validation set by [13], [14]. We consider $S = 11$ WordNet semantic classes [24].

The dimensions of $I_s$ are $224 \times 224 \times 3$. We instantiate FCNN with the architecture of [42], which consists of 7 convolution layers with 24 intermediate feature maps and $3 \times 3$ kernels. The last convolution layer applies a $1 \times 1$ convolution that generates $I_s$. The dilation factor of each layer is set to 1, 2, 4, 8, 16, 32, 1, and 1, respectively. A leaky rectified linear unit is applied after padding and normalising each intermediate convolutional layer, except the last one. The hyper-parameter $\eta = 0.01$ is chosen empirically to balance the errors of $L_{12}$ and $L_{SSIM}$ on the structure loss as $L_{SSIM}$ is bigger than $L_{12}$. Note that the hyper-parameter can affect the number of iterations needed to craft the perturbations. The structure loss and the semantic adversarial loss have equal contribution in the training. Important components of our optimisation process are the choice of the stopping criteria applied to the structure loss and the semantic adversarial loss. The stopping threshold $\tau$ is set 0.04, 0.003 and 0.0005 for detail enhancement, log transformation and gamma correction, respectively. For linear detail enhancement and gamma correction, $\alpha$ and $\gamma$ range from 0.1 to 10. The parameters of the sigmoid in nonlinear detail enhancement are [31], [14]: $v_1 = 56$, $v_2 = 1$, and $v_3 = 15$. The parameters for bit reduction and median smoothing are [40]: 1 to 7 bits per colour channel in steps of 1; kernel of $2 \times 2$, $3 \times 3$ and $5 \times 5$ (the median values in odd and even kernels are the middle ones and the mean of two middle ones, respectively). The quality parameters we use for JPEG are 25, 50, 75 and 100. As an adversarially trained classifier, we use ResNet50 re-trained on adversarial images crafted with BIM [41].

B. FilterFool and traditional filters

Figure 7 shows the categorical and semantic success rates of FilterFool and the target filters. As the filter effect becomes stronger, the success rates of Gamma correction and linear detail enhancement in traditional filters increase. However, the traditional filters have lower success rates than FilterFool, as expected. For example, the success rates of Log transformation, non-linear detail enhancement, Gamma correction ($\gamma = 5$) and linear detail enhancement ($\alpha = 5$) in misleading ResNet50 are 6%, 29%, 39% and 51%, respectively. FilterFool is successful in misleading ResNet50, ResNet18 and AlexNet with any strength of filters.

We use both objective and subjective evaluations to measure the differences between the FilterFool adversarial images and the target filtered images. As objective evaluation, we measure the SSIM between FilterFool and traditionally filtered images (see Table I). Because the adversarial perturbation of FilterFool is produced based on the structure loss function in Eq. 22, the SSIM values show that the outputs of FilterFool and the corresponding target filter are highly similar. The structure-aware, small and adversarially guided differences between the FilterFool adversarial images and the target filtered images enable FilterFool to mislead classifiers with high success rates.

We assessed the similarity of the FilterFool images with a panel of observers (Queen Mary Ethics of Research Committee reference number: QMERC20.452). We considered all four filters: linear detail enhancement ($\alpha = 1$), non-linear detail enhancement, Log transformation and Gamma correction ($\gamma = 0.5$). We first ranked the 3,000 output images from FilterFool based on their SSIM values with respect to the filtered images and then divided the images into three groups,
namely low, middle, and high SSIM values (the average and standard deviation of SSIM values are reported in Table II). Next, we randomly chose 5 images from each group to obtain a total of 15 images for each filter. Next 33 human subjects were shown a pair of images from FilterFool and the corresponding target filter with an original image, and asked: Are there any differences between these two filtered images? Each pair of images was shown for 7 seconds, after which the answer (Yes or No) was provided. We randomised the display order of the image pairs and used the Mean Opinion Score (MOS) to quantify the percentage of answers that perceive no differences between the FilterFool adversarial images and the target filtered images. The resulting MOS is 83.41 ± 9.83%, which suggests a high fidelity by FilterFool in mimicking the target filters.

Table II

| Attack | Model | SSIM | Adv. images | Adv. perturbation |
|--------|-------|------|-------------|------------------|
| FF (ND) | R50   | 0.98 ± 0.02 | 0.97 ± 0.02 |
|        | R18   | 0.98 ± 0.01 | 0.97 ± 0.01 |
|        | A     | 0.97 ± 0.02 | 0.96 ± 0.02 |
| FF (Log) | R50   | 0.99 ± 0.01 | 0.99 ± 0.00 |
|        | R18   | 0.99 ± 0.01 | 0.99 ± 0.00 |
|        | A     | 0.98 ± 0.02 | 0.98 ± 0.02 |
| FF (LD1) | R50   | 0.99 ± 0.01 | 0.99 ± 0.00 |
|        | R18   | 0.99 ± 0.01 | 0.99 ± 0.00 |
|        | A     | 0.98 ± 0.02 | 0.98 ± 0.01 |
| FF (GC1) | R50   | 0.99 ± 0.02 | 1.00 ± 0.01 |
|        | R18   | 0.99 ± 0.02 | 1.00 ± 0.01 |
|        | A     | 0.98 ± 0.02 | 0.99 ± 0.01 |

Figure 7 shows the categorical (C) and semantic (S) success rates of FilterFool or with its corresponding traditional filters or Nonlinear Detail enhancement (ND), Log Transformation (LT), Gamma Correction (GC), Linear Detail enhancement (LD) with strengths varying from 0.1 to 10 on the ImageNet dataset against ResNet50, ResNet18 and AlexNet.

Figure 8 shows the effect of different filters used in FilterFool and the influence of their strengths on the categorical success rate and transferability. In each plot, the two top lines (or points) are the categorical success rate when the classifier is seen, while other four bottom lines (or points) show the transferability against unseen classifiers. Note that γ = 1 in the Gamma correction plots corresponds to the original images.

Figure 9 shows the impact of the filters in FilterFool on the robustness against defences. Coloured regions represent the range of categorical success rate in the presence of various parameters of bit reduction, median filtering and JPEG compression, which are defined in Sec. VI-A. As for transferability, from the coloured region covered by linear detail enhancement and gamma correction, the robustness improves with the
strength of filters. FilterFool is more robust than FilterFool-c as the semantic adversarial loss reduces the group of logits that are semantically related to the predicted label.

![Graph](image_url)

Fig. 9. Robustness of FilterFool-c and FilterFool to defence frameworks. The coloured areas are the categorical success rate of FilterFool-c and FilterFool in the presence of the defence frameworks that use (1-7) bit reduction, (2,3,5) median smoothing and (25,50,75,100) JPEG compression against ResNet50 (R50), ResNet18 (R18) and AlexNet (AN) for all four filters; Nonlinear median smoothing and (25,50,75,100) JPEG compression against ResNet50 in the presence of the defence frameworks that use (1-7) bit reduction, (2,3,5) median smoothing and (25,50,75,100) JPEG compression against ResNet50.

The tables in this section show the success rate on on-diagonal elements of each sub-table and the transferability on off-diagonal elements of each sub-table. The second column of each table shows the classifiers used to craft the adversarial images, whereas the first row shows the classifiers (with →)
used for testing.

Table III reports the categorical success rate and the transferability of several state-of-the-art adversarial attacks. Limiting the $l_p$ norm of adversarial perturbations also limits the categorical transferability of adversarial images. For example, although DeepFool adversarial images on ResNet50 achieve 98.3% categorical success rate, only 7.1% and 1.8% of them are transferable to ResNet18 and AlexNet, respectively.

Next, we relate the magnitude of the perturbations to their categorical success rate. Figure 11 shows the categorical success rate of adversarial images with respect to their SSIM, $l_2$ and $l_{\infty}$. The $l_{\infty}$ of SparseFool is the biggest as SparseFool perturbs a few pixels but with a large magnitude. BIM changes all the pixels controls the maximum change of each pixel, thus resulting in the smallest $l_{\infty}$. DeepFool has the smallest $l_2$ norm, which indeed it minimises. DeepFool, SparseFool, FilterFool (Log) and BIM achieve the highest SSIM values of 1, 0.98, 0.97 and 0.95, respectively.

The magnitude of content-based perturbations are larger than those of norm-bounded perturbations. The standard de-
violation of the magnitudes of the perturbations generated by ColorFool and SemanticAdv are bigger than those of content-based perturbations (5× FilterFool’s), as their perturbations are chosen randomly from a range that gradually increases until the misleading property is satisfied. FilterFool and the corresponding target filter achieve similar SSIM and $l_2$ values with respect to the original images. In addition to mimicking the effect of filters, FilterFool can achieve high categorical success rate. For example, the SSIM values of both FilterFool (Log) and Traditional filter (Log) are .97, while the success rate of the former is 100% and the latter is only 6%. In general, $l_2$ and $l_\infty$ of FilterFool and traditional filters are larger than $l_p$ norm-bounded attacks and smaller than other content-based attacks, e.g. ColorFool and SemanticAdv.

Table IV shows the semantic success rate and transferability of state-of-the-art attacks. The predicted classes of more than 50% of untargeted adversarial images generated by each state-of-the-art attack are semantically similar to the predicted classes of their corresponding original images. While the semantic success rate of LL-FGSM is low, LL-BIM is highly effective in pushing adversarial images to reach the least-likely class, thus resulting in more than 97% semantic success rate, as not all the least-likely classes are semantically different from the original class.

Table V compares the semantic success rate and transferability of FilterFool. In general, the semantic transferability of adversarial attacks is lower than the categorical transferability. Hence, improving the semantic transferability of adversarial attacks is an important direction for future research.

Figure 13 visualises the confusion matrix of the semantic success rate for original and adversarial classes. It is possible to note, for example, that 336, 352, 342, 351, 319, 317 of the adversarial images generated by BIM, DeepFool, SparseFool, EdgeFool, SemanticAdv and ColorFool, respectively, for (original) 390 dog images are misclassified as another breed of dogs. Note also that the 50% semantic success rates of the state-of-the-art attacks reported in Table III are due to confusion between devices and containers. Moreover, we observe the effect of the adversarial loss and the semantic adversarial loss by comparing the confusion matrix of the traditional filter, FilterFool-c, FilterFool with nonlinear detail enhancement. The results of traditional filter mostly falls on the diagonal because of the low success rate. Figure 14 compares the semantic damage for three values of the similarity threshold. FilterFool, least-likely and private attacks inflict greater semantic damage on classifiers than other untargeted attacks as their adversarial labels are semantically different from the original labels.

Figure 15 shows the TopK categorical success rate of the attacks. The categorical success rate of untargeted attacks substantially decreases as $K$ increases, since untargeted attacks mostly shift the original label from the most probable one to another one with high probability. This results in, for instance, the decreased success rate of DeepFool from 98% with $K = 1$ to 35% with $K = 5$. The least-likely targeted attack and FilterFool maintain high success rate even for $K = 100$ as a consequence of targeting semantically different classes and the proposed semantic adversarial loss function, respectively. For example, the TopK categorical success rate of FilterFool only drops to 73%, 80% and 93% for ResNet50, ResNet18 and AlexNet, respectively, when the $K$ changes from 1 to 100. Furthermore, Figure 14 compares the TopK semantic success rate of FilterFool and targeted attacks. The TopK semantic
success rate of FilterFool and the least-likely attacks decreases as \( K \) increases. However, this drop is higher in least-likely targeted attacks than FilterFool, as FilterFool performs on a group of labels as opposed to one label considered in targeted attacks. For example, Top1, Top5 and Top10 semantic success rates of LL-BIM is 95%, 75% and 58%, while 100%, 97% and 95% for FilterFool with detail enhancement (\( \alpha = 1 \)).

Table VII shows the Top1 and Top5 accuracy of ResNet50, ResNet18, AlexNet on the original and adversarial images. Most of the attacks achieve low Top1 accuracy, but those of untargeted attacks with the categorical adversarial loss show high Top5 accuracy. The targeted attacks with the least-likely label, LL-FGSM and LL-BIM, can avoid this performance decrease as the least-likely class selected for the perturbations can be semantically different from the original label. FilterFool, even with the untargeted attack, can still mislead Top5 classes.

Table VIII reports the robustness of attacks to bit reduction, median filtering and JPEG compression. Content-based attacks are more robust than norm-bounded attacks, as high-frequency norm-bounded perturbations can be easily removed by these input-based transformations. For example, the most effective parameter of bit reduction, median smoothing and JPEG compression drop the 89% success rate of SemanticAdv against ResNet50 to 70.1%, 65.2% and 66.2%, respectively. The reason is that SemanticAdv, similarly to other content-based attacks such as ColorFool, generates large, low-frequency perturbations as opposed to the high-frequency perturbations of BIM, in which the categorical success rates drop to 52.7%, 50.9% and 38.1%, respectively. Some variants of the FilterFool adversarial perturbations even improve the robustness of existing content-based attacks. Reducing the number of bits from 8 to 3 decreases the categorical success rate of adversarial images. However, the categorical success rate increases again for 2 bits and 1 bit because of the quality of the resulting images.

Finally, Figure 15 shows the categorical success rate of adversarial images against adversarial training, when each training mini-batch is augmented with adversarial examples to improve the robustness of the classifier. We use the adversarially re-trained ResNet50 with BIM images [43], which
reduces the success rate of all adversarial attacks. The success of content-based adversarial images is higher than that of norm-bounded ones as content-based perturbations generally have larger magnitudes. For example, the success rate of ColorFool, SemanticAdv and FilterFool (Gamma Correction) is above 50%. However, the success rate of norm-bounded adversarial perturbations generated by Deep Fool and FGSM variants substantially decreases to below 20%.

VII. CONCLUSION

We proposed FilterFool, an adversarial framework that crafts adversarial perturbations based on the content of an image and on the pre-defined semantics of its label. FilterFool is flexible and can incorporate different image filters to generate various types of adversarial perturbations. These perturbations are larger than those produced by norm-bounded methods, thereby improving the transferability of the attacks to unseen classifiers and their robustness against defenses. While in this work we considered the grouping of the labels according to the semantic relationship defined by WordNet [24], the framework is general and other groupings can be considered. As future work, we will extend FilterFool to cope with multi-label images.
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