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Abstract

Effective preconditioning of neutron diffusion problems is necessary for the development of efficient DSA schemes for neutron transport problems. This paper uses P-multigrid techniques to expand two preconditioners designed to solve the MIP diffusion neutron diffusion equation with a discontinuous Galerkin (DG-FEM) framework using first-order elements. These preconditioners are based on projecting the first-order DG-FEM formulation to either a linear continuous or a constant discontinuous FEM system. The P-multigrid expansion allows the preconditioners to be applied to problems discretised with second and higher-order elements. The preconditioning algorithms are defined in the form of both a V-cycle and W-cycle and applied to solve challenging neutron diffusion problems. In addition a hybrid preconditioner using P-multigrid and AMG without a constant or continuous coarsening is used. Their performance is measured against a computationally efficient standard algebraic multigrid preconditioner. The results obtained demonstrate that all preconditioners studied in this paper provide good convergence with the continuous method generally being the most computationally efficient. In terms of memory requirements the preconditioners studied significantly outperform the AMG.
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1. Introduction

A major focus in the development of efficient computational methods to solve S_N neutron transport equations is that of diffusion synthetic acceleration (DSA) (Larsen, 1984). The performance of S_N transport codes which utilise DSA is strongly linked to their ability to quickly and efficiently solve the neutron diffusion equation. Preconditioning of the diffusion problem is therefore vital for a DSA scheme to be effective for use within DSA (Wang and Ragusa, 2010).

In (O’Malley et al., 2017) two hybrid multilevel preconditioning methods based on methods developed in (Dobrev, 2007) and (Van Slingerland and Vuik, 2012) are presented which were shown to effectively accelerate the solution of discontinuous neutron diffusion problems. These preconditioners worked by creating a coarse space of either linear continuous or constant discontinuous finite elements. From this coarse space a preconditioning step of an algebraic multigrid (AMG) preconditioner was used to provide a coarse correction, thus leading to a hybrid multilevel scheme.

Both of these preconditioners were valid only for problems which were discretised with first-order finite elements, but in many finite element problems the use of second-order or higher finite elements is more computationally efficient (Gesh, 1999; Mitchell, 2015). It would therefore be valuable to extend the previously specified preconditioners to apply them to higher order elements. In (Bastian et al., 2012) and (Siebert et al., 2014) P-multigrid is used alongside the linear continuous projection defined in (Dobrev, 2007) and an AMG low-level correction in order to precondition high-order element problems.

This paper uses similar concepts to develop preconditioners that
use P-multigrid with or without the continuous and constant projections used in (O’Malley et al., 2017), alongside a variety of AMG methods for the low-level correction and for various cycle shapes, in order to produce hybrid multilevel solvers. Their computational performance will be benchmarked against AGMG (Notay, 2010, 2012, 2014; Napov and Notay, 2012) a powerful AMG algorithm.

The preconditioners will be judged not only on the speed of convergence but also on how much memory is required to store them. This consideration is very important in neutron transport codes, especially criticality or eigenvalue problems, as for eigenvalue codes with large numbers of energy groups it is necessary to create and store a preconditioner for every energy group for which DSA is to be used.

2. Method

Much of the methodology used in this paper concerning the generation of coarse spaces is the same as in (O’Malley et al., 2017) so it will only be briefly summarised here.

The neutron diffusion equation is an elliptic partial differential equation obtained through an approximation of the neutron transport equation, eliminating terms involving the neutron current \( J(\text{cm}^{-2}\text{s}^{-1}) \). For scalar neutron flux \( \phi(\text{cm}^{-2}\text{s}^{-1}) \), macroscopic removal cross-section \( \Sigma_r(\text{cm}^{-1}) \), diffusion coefficient \( D(\text{cm}) \) and neutron source \( S(\text{cm}^{-3}\text{s}^{-1}) \) the steady state mono-energetic form of the neutron diffusion equation at position \( \mathbf{r} \) is:

\[
\nabla D(\mathbf{r}) \nabla \phi(\mathbf{r}) - \Sigma_r(\mathbf{r}) \phi(\mathbf{r}) + S(\mathbf{r}) = 0
\]

This equation is discretised for DG-FEM using the modified interior penalty (MIP) scheme (Wang and Ragusa, 2010), which is a variation of the symmetric interior penalty (SIP) (Arnold et al., 2002; Di Pietro and Ern, 2012). The MIP variation tends to produce a less well conditioned system of equations than SIP, but provides a solution which is more effective for DSA. A key benefit of SIP and MIP is that they generate a symmetric positive definite system of equations, allowing the conjugate gradient (CG) method to be used when solving them.

In (O’Malley et al., 2017) two methods are described to create a two-level preconditioner for a DG-FEM MIP diffusion scheme with first-order elements, differing in the coarse space which the problem was projected onto. The preconditioners presented in this paper will extend these two-level schemes to work with second-order elements.

The first preconditioner creates the coarse space by projecting from a discontinuous first-order finite element formulation to a continuous one. It will be referred to as the “continuous” preconditioner. In order to describe the projection from the discontinuous to the continuous space take \( \eta \) as a given node within the set of all nodes \( N \) and \( \tau \) as a given element within the set of all elements \( T \), assuming a nodal set, then \( \tau_\eta \) will be the set of elements \( T \) which share the node \( \eta \) and \( |\tau_\eta| \) is the number of elements within this set. For an arbitrary function \( \phi \) then projection operator \( R_{\text{continuous}} \) describing the restriction from \( \Omega \) to \( \Omega^\tau \) is defined as (Dobrev, 2007):

\[
R_{\text{continuous}}\phi(\eta) = \frac{1}{|\tau_\eta|} \sum_{\tau \in \tau_\eta} \phi(\eta)_\tau
\]

This projection is formed by performing a simple averaging of all discontinuous element function values at a given node in order to obtain the continuous approximation value. It should be noted that it is possible to use this method on problems containing hanging nodes, but in such cases it is necessary to constrain the shape function values (Schröder, 2011).

The second preconditioner creates a coarse space by instead projecting from a space of discontinuous first-order finite elements to one of discontinuous zeroth-order finite elements with a single degree of freedom per element, again assuming a nodal set. It will be referred to as the “constant” preconditioner. Here the restriction matrix \( R_{\text{constant}} \) is defined on element \( \tau \) where \( \mathcal{Y}_\tau \) represents the set of discontinuous nodes (\( v \)) within \( \tau \) as:

\[
R_{\text{constant}} \phi(v) = \frac{1}{|\mathcal{Y}_\tau|} \sum_{v \in \mathcal{Y}_\tau} \phi(v)
\]

2.1. P-multigrid

The two methods presented so far create a coarse approximation of a problem discretised with first-order elements. In order to extend these methods to work on problems with higher order elements it is necessary to define a scheme that can project from second-order elements to first-order and so on. Multilevel methods that use such projections are often referred to as P-multigrid methods (Ronquist and Patera, 1987). It is worth noting that the previously defined “constant” preconditioner is effectively a P-multigrid step, projecting from first-order to zeroth-order. However, in order to keep the two concepts separate, whenever this paper refers to a P-multigrid step it means a restriction from an FEM order which is greater than 1. The results in this paper are extended only as high as second-order elements but P-multigrid may be extended to arbitrarily high-order elements as required.

Fig. 1 illustrates how a p-multigrid coarsening would appear for a regular quadrilateral element from second-order to first-order. It is equivalent to an \( L_2 \) projection of the higher order basis functions to the lower order finite element \( L_2 \) space. The restriction matrix \( R \) for a p-multigrid formulation is obtained by expressing the low-order shape functions as a linear combination of the higher order shape functions. This restriction must be separately calculated for each element type and order.

Using triangular elements as an example, take a reference triangular element which has corners which lie at \((0, 0)(0.1)(1, 0)\) on the \(x - y\) plane. Letting \( j = 1 - x - y \) the first-order finite element basis functions for the triangle are:

\[
N_{1}^{1st} = x \\
N_{2}^{1st} = y \\
N_{3}^{1st} = \lambda
\]

and the second-order basis functions are:

\[
N_{1}^{2nd} = x \\
N_{2}^{2nd} = y \\
N_{3}^{2nd} = \lambda
\]

**Fig. 1.** Projection from second-order quadrilateral element to first-order.
\[ N_{2d}^{\text{2nd}} = x(2x - 1) \]
\[ N_{2d}^{\text{2nd}} = y(2y - 1) \]
\[ N_{2d}^{\text{2nd}} = \lambda(2\lambda - 1) \]
\[ N_{2d}^{\text{2nd}} = 4xy \]
\[ N_{2d}^{\text{2nd}} = 4x\lambda \]
\[ N_{2d}^{\text{2nd}} = 4y\lambda \]

It can then be shown that:
\[ N_{1s}^{\text{1st}} = N_{2d}^{\text{2nd}} + \frac{1}{2} (N_{2d}^{\text{2nd}} + N_{2d}^{\text{2nd}}) \]
\[ N_{2s}^{\text{2nd}} = N_{2d}^{\text{2nd}} + \frac{1}{2} (N_{2d}^{\text{2nd}} + N_{2d}^{\text{2nd}}) \]
\[ N_{3s}^{\text{3rd}} = N_{2d}^{\text{2nd}} + \frac{1}{2} (N_{2d}^{\text{2nd}} + N_{2d}^{\text{2nd}}) \]

This defines the P-multigrid projection from the second-order triangle to the first-order, similar projections may be found for other element types.

2.2. Preconditioning algorithm

The preconditioning algorithm is composed of several projections and smoothing steps, as well as a coarse correction. The flowchart in Fig. 2 demonstrates the sequence of restriction and smoothing steps used in order to create the low-level problem which is then passed to the AMG algorithm for a single preconditioning step. After this a similar pattern of smoothing and interpolation steps projects back to the high-level problem so that the preconditioned residual vector may be returned.

A more exact description of the algorithm or a generalised multilevel scheme with \( N \) levels now follows. Let \( X^{(n)} \) represent any vector or operator at level \( n \) where \( 1 \leq n \leq N \) with \( n = 1 \) denoting the coarsest level. The operator \( R^{(n-1)\rightarrow(n-1)} \) represents a restriction from one level to the next coarsest and \( f^{(n-1)\rightarrow(n)} \) represents the interpolation back. The system matrix \( A \) is projected to a coarser level using the equation:
\[ A^{(n-1)} = R^{(n)\rightarrow(n-1)}A^{(n)}f^{(n-1)\rightarrow(n)} \]

Smoothing steps are performed by a block Jacobi smoothing operator \( M_{EB}^{(n)} \), the inverse of the matrix \( M_{EB}^{(n)} \) which consists of the elementwise diagonal blocks of matrix \( A^{(n)} \):
\[ M_{EB} = \text{diag}_{EB}(A) \]

The smoother will be damped by a scalar value \( \omega^{(n)} \) which lies between 0 and 1. Section 3.4 will discuss the selection of values for \( \omega \) at each level.

Finally on the coarsest level \( n = 1 \) the error correction must be obtained which requires an approximation of the inverse of \( A^{(1)} \). The approximation of this inverse will be represented by the operator \( B^{(1)} \) so that \( B^{(1)} = \text{approx}[A^{(1)}]^{-1} \). This correction is obtained by using a single preconditioning step of an algebraic multigrid (AMG) preconditioner, discussed further in section 3.2.

Now that all of the pieces of the multilevel preconditioners have been individually described, they will be combined to form a complete preconditioning algorithm. This algorithm will then be used to precondition a conjugate gradient (CG) solver. With a CG solver the preconditioning step involves taking the calculated residual \( r^{(N)} \) of the problem and through application of the preconditioner \( P^{-1} \) obtain the preconditioned residual \( z^{(N)} \) such that:
\[ z^{(N)} = P^{-1}r^{(N)} \]

In addition to this the CG solver requires that the matrix to be solved is symmetric positive definite (SPD), this means that the preconditioning algorithm must be designed to also be SPD.

\[ P^{-1}r^{(N)} = z^{(N)} \]
\[ \text{FOR:} \quad [n = N \rightarrow n = 2] \]
\[ y_1^{(n)} = \omega^{(n)}M_{EB}^{(n)}r^{(n)} \] (pre-smooth)
\[ y_2^{(n)} = r^{(n)} - A^{(n)}y_1^{(n)} \]
\[ r^{(n-1)} = R^{(n-1)\rightarrow(n-1)}y_2^{(n)} \] (restriction)
\[ \text{ENDFOR} \]
\[ z_1^{(1)} = R^{(1)}r^{(1)} \] (coarse level correction)
\[ \text{FOR:} \quad [n = 2 \rightarrow n = N] \]
\[ y_2^{(n)} = f^{(n-1)\rightarrow(n)}z^{(n-1)} \] (interpolation)
\[ y_3^{(n)} = y_1^{(n)} + y_2^{(n)} \]
\[ y_4^{(n)} = \omega^{(n)}M_{EB}^{(n)}(r^{(n)} - A^{(n)}y_3^{(n)}) \] (post-smooth)
\[ z^{(n)} = y_1^{(n)} + y_4^{(n)} \]
\[ \text{ENDFOR} \]

Equation (9) shows the algorithm for an \( N \) level multilevel V-cycle, which is the simplest form of a multilevel cycle (Briggs et al., 2000; Stuben et al., 2001). As previously stated it is vital for effective performance that the preconditioning system is SPD. This is achieved by including a smoothing step before and after each coarse correction (except for \( n = 1 \)), a non symmetric preconditioner would only require a single smoothing step per level. This algorithm is a multilevel variant of the two level algorithm defined in (Van Slingerland and Vui, 2015).

\[ P^{-1}r^{(N)} = z^{(N)} \]
\[ \text{FOR:} \quad [n = N \rightarrow n = 3] \]
\[ y_1^{(n)} = \omega^{(n)}M_{EB}^{(n)}r^{(n)} \]
\[ y_2^{(n)} = r^{(n)} - A^{(n)}y_1^{(n)} \]
\[ r^{(n-1)} = R^{(n-1)\rightarrow(n-1)}y_2^{(n)} \]
\[ \text{ENDFOR} \]
\[ y_1^{(2)} = \omega^{(2)}M_{EB}^{(2)}r^{(2)} \]
\[ \text{FOR:} \quad [1 = 1 \rightarrow 1 = 1] \]
\[ y_2^{(2)} = r^{(2)} - A^{(2)}y_1^{(2)} \]
\[ r^{(1)} = R^{(1)\rightarrow(1)}y_2^{(1)} \]
\[ z_1^{(1)} = R^{(1)}r^{(1)} \]
\[ y_1^{(2)} = y_1^{(2)} + y_2^{(2)} \]
\[ y_2^{(2)} = y_1^{(2)} + y_2^{(2)} \]
\[ y_4^{(2)} = \omega^{(2)}M_{EB}^{(2)}(r^{(2)} - A^{(2)}y_3^{(2)}) \]
\[ y_4^{(2)} = y_4^{(2)} + y_4^{(2)} \]
\[ \text{ENDFOR} \]
\[ z_1^{(1)} = y_1^{(2)} \]
\[ \text{FOR:} \quad [n = 3 \rightarrow n = N] \]
\[ y_1^{(n)} = f^{(n-1)\rightarrow(n)}z^{(n-1)} \]
\[ y_3^{(n)} = y_1^{(n)} + y_3^{(n)} \]
\[ y_4^{(n)} = \omega^{(n)}M_{EB}^{(n)}(r^{(n)} - A^{(n)}y_3^{(n)}) \]
\[ z^{(n)} = y_1^{(n)} + y_4^{(n)} \]
\[ \text{ENDFOR} \]

Equation (10) is the algorithm for the more complex W-cycle. A W-cycle can take many forms, this one restricts to level 2 and then repeats the coarse correction on level 1 a total of \( j \) times where \( j \) is a parameter that may be chosen by the user. Note that if \( j = 1 \) then this algorithm is identical to the V-cycle. Again the preconditioner is designed to ensure symmetry. This paper will refer to a cycle where \( j = 2 \) as a 2W-cycle and so on.

Both the V-cycle and W-cycle algorithms above will be used to form multilevel preconditioners for higher-order DG-FEM SIP diffusion problems. All preconditioners studied will form coarse
spaces using P-multigrid until the problem has been restricted to a first-order (linear) DG-FEM method. At this point a final coarsening step may be obtained using either the discontinuous piecewise constant or the continuous piecewise linear approximations.

3. Results

3.1. Test cases

In order to study the practical effectiveness of the methods presented so far challenging test problems are required. For this purpose the 2D and 3D cranked duct case which was developed for use in (O’Malley et al., 2017) is used again. The 2D and 3D case both contain a central source region with a prescribed fixed neutron source of $1.0 \text{ cm}^{-3} \text{s}^{-1}$, a scatter cross-section of $1.0 \text{ cm}^{-1}$ and zero absorption. Surrounding the source is a thick region with zero absorption, no neutron source, and a scatter cross-section of $r \text{ cm}^{-1}$. Running from the central source to the boundary of the problem is a cranked duct with zero absorption, no neutron source, and a scatter cross-section of $1/r \text{ cm}^{-1}$. The value $r$ is therefore a parameter which is used to control how heterogeneous the problem is, with $r = 1.0$ yielding a homogeneous problem (aside from the centralised source).

The 2D problem (Fig. 3) has dimensions $10 \text{ cm} \times 10 \text{ cm}$. The central source region is a $2 \text{ cm}$ side square and the cranked duct is $1 \text{ cm}$ wide. The 3D problem (4) has dimensions $10 \text{ cm} \times 10 \text{ cm} \times 10 \text{ cm}$, with the source being a $2 \text{ cm}$ side cube and the duct having a square cross section of side $1 \text{ cm}$ (see Fig. 4).

Both 2D and 3D case were created using the GMSH mesh generation software (Geuzaine and Remacle, 2009) for a variety of element types and mesh refinements.

In addition to the cranked duct an alternative test case is presented which aims to provide an similarly challenging problem but this time in an unstructured mesh environment. Fig. 5 displays a radial cross-section of the problem. Just as with the cranked duct the problem is split into three separate material regions, a source region at the centre shown in black with a fixed neutron source of $1.0 \text{ cm}^{-3} \text{s}^{-1}$ and a scatter cross-section of $1.0 \text{ cm}^{-1}$, a thick region shown in gray with a scatter cross-section of $r \text{ cm}^{-1}$ and a thin region in white with a scatter cross-section of $1/r \text{ cm}^{-1}$. The variable $r$ is once again a measure of the heterogeneity of the problem. The spherical boundary is a vacuum and all other boundaries are reflective in order to accurately represent a full sphere.

3.2. Low-level correction

The algorithms described in section 2.2 require that an approximation of the inverse of the low-level matrix is obtained in order to provide the coarse correction. This is achieved through a preconditioning step of an AMG preconditioner (Stuben, 2001). There are numerous AMG algorithms available, the methods presented here were run using BoomerAMG (Henson and Weiss, 2002; Lawrence Livermore National Laboratory, 0000), ML (Sala et al., 2004), AGMG (Notay, 2010, 2012, 2014; Napov and Notay, 2012), and GAMG which is available through the PETSC software package (Balay et al., 1997, 2014).

Some of these AMG algorithms have a large variety of input parameters. Here for the sake of simplicity default settings of each AMG method are always used and they are always called as a single preconditioning step and not a full solution to the low-level problem. In (O’Malley et al., 2017) a brief study into the impact of more thoroughly solving the low-level problem indicated that the improved convergence is unlikely to be worth the increased computational cost.

The AMG method which leads to the fastest solution will vary depending on the problem and preconditioning algorithm. For the sake of simplicity the results that follow will show only the times obtained with the AMG method which was found to be optimal for that case.

3.3. Alternative preconditioners

As well as the constant and continuous methods the performance of a third preconditioner is studied, one which uses P-multigrid to restrict to a linear discontinuous problem and then applies the AMG correction without a further restriction step. Such a method would rely more heavily on the performance of the AMG algorithm used. A block Jacobi smoother is again used. For problems with second-order elements this preconditioning algorithm will be set up as shown in equation (9) for $N = 2$. This method will be referred to as the “P-multigrid” preconditioner.

In addition AMG applied directly to the problem with no other coarsening methods is used as a benchmark. Of the AMG...
preconditioners presented in section 3.2 the AGMG consistently outperformed the others. This is consistent with results in (Turcksin and Ragusa, 2014) and (O’Malley et al., 2017). Therefore all problems studied will use AGMG as the benchmark AMG preconditioner.

3.4. Optimising smoother damping

Varying the damping factor ($\omega$) of the smoother in a multilevel preconditioner may impact how well it performs. In order to achieve a fair comparison of the preconditioners presented here it is therefore necessary to ensure that a close to optimal damping is used in all cases. In this section the preconditioners are tested with varying values of omega in order to gain some insight into the optimal value. The test problem used in this section is a homogeneous ($r = 1.0$) case of the 3D cranked duct problem discretised with 1000 s-order structured hexahedral elements. For each preconditioner a value of $\omega$ must be specified for each level but the coarsest, so for example a two-level method has one independent value of $\omega$. It is important that $\omega$ is constant for different smoothing stages on the same level as this is necessary to ensure symmetry of the preconditioner.

The first case is for the P-multigrid preconditioner, with the results displayed in Table 1. What is most noticeable from this table is that although the optimal value for $\omega$ is approximately 0.7–0.8 the iteration number is relatively insensitive to $\omega$ as long as it is fairly close to the optimal value. This is important because different material properties or finite element discretisations will lead to slight changes in the optimal value of $\omega$ and it is unlikely to be practical to calculate this in all cases. Therefore it is reasonable to set $\omega$ to a fixed value that should be close to the optimal value in all cases. In this paper $\omega = 0.8$ is used in all cases for the two-level preconditioner.

In the case of multi-level preconditioners the issue is somewhat more complicated due to the fact that smoothing occurs here on multiple levels, each of which may use an independent value for $\omega$. As the model problem is discretised with second-order elements ($N = 3$) there will be two independent values of $\omega$ to be selected, one for smoothing on the second-order FEM problem (high-level $\omega$) and another for smoothing on the first-order FEM problem (low-level $\omega$).

Table 2 shows how the iterations to converge vary with both

| $\omega$ | Iterations |
|----------|------------|
| 1        | 28         |
| 0.9      | 27         |
| 0.8      | 27         |
| 0.7      | 28         |
| 0.6      | 30         |
| 0.5      | 32         |

Fig. 4. Visualisation of the 3D cranked duct test problem.

Fig. 5. Radial cross section of the 3D concentric sphere test problem.
values of $\omega$. Again it is worth noting that both preconditioners appear to be fairly insensitive to small variations in $\omega$. This is particularly true for the $\omega$ on the low level smoother. The primary exception to this rule is for the continuous preconditioner when both values of $\omega$ are equal to 1.0, in which case performance is severely weakened.

For all results in this paper, the continuous preconditioner will use $\omega_{\text{high level}} = 0.9$ and $\omega_{\text{low level}} = 0.7$. The constant preconditioner will use $\omega_{\text{high level}} = 0.6$ and $\omega_{\text{low level}} = 0.9$. Across the various problems which are to be examined as well as variations on the preconditioners being used it may be that these values are not always those that yield the precisely optimal convergence. They will however be close to the optimal value and since it has been shown that small deviations from the ideal value of $\omega$ have a small impact on convergence it should not be a cause for great concern. Calculating optimal values for smoother damping for each individual problem would not be practical.

3.5. Performance of standard multi-level V-Cycles

The constant and continuous multi-level preconditioners are now tested in comparison to the two benchmark preconditioners previously specified. The methods are first implemented using a standard V-cycle, as defined in equation (9) where $N = 3$. For each preconditioner the number of CG cycles required to reach convergence and the time in seconds taken to do so is recorded. For this case and all other cases unless otherwise stated the simulations are run on the same computer in serial.

Tables 3 and 4 show the results obtained for the 2D and 3D case of the cranked duct problem when discretised with structured elements. Of the four methods studied it is the continuous method that displays the strongest overall performance in terms of solution time, consistent with the results in (O’Malley et al., 2017). The constant method used in a V-cycle, though it provides stable convergence, is consistently the slowest of the four preconditioners.

The P-multigrid is competitive with the continuous method. It is marginally slower than the continuous preconditioner in most cases and in some 2D homogeneous cases is in fact faster. The AGMG method is slower than the continuous or P-multigrid methods in most cases and, when heterogeneity is increased in the 3D case, its convergence time is increased by a larger degree than either of them. In addition, the AGMG preconditioner was not able to find a solution for the largest 3D problem due to the memory requirements of the preconditioner set-up exceeding what was available on the computer being used. This suggests that AGMG has larger memory requirements than the other preconditioners, an issue that will be examined in section 3.8.

In order to demonstrate the impact of AMG choice Fig. 6 plots results for a single 2D problem with all AMG variants shown.

The next set of results in Table 5 are for the concentric sphere problem, which is discretised with unstructured tetrahedral elements. The preconditioners perform relative to each other in a similar manner as with the structured case. These cases further demonstrate that the AGMG preconditioner when used alone struggles with high heterogeneity problems. Once more the continuous preconditioner consistently displays superior performance to all others.

3.6. Multi-level W-Cycle

The W-cycle, as described in equation (10), is a variant of the multilevel method that does more work on the lower level grids for each preconditioning step. This naturally means that the computational cost of each preconditioning step will be higher, but it may...
In Table 7 the W-cycle is applied to the continuous preconditioner. Here the impact on iteration number of the W-cycle is very small, with a 4W-cycle leading to at best 1–2 iterations fewer than for the V-cycle. Because of this the V-cycle has the fastest convergence time for all cases, providing strong evidence that W-cycles for the continuous preconditioner are not beneficial.

Table 8 takes the optimal cycle for both the constant and continuous preconditioner and compares them once again to the P-multigrid and AMG cases. The continuous preconditioner, which has not changed, remains the fastest. However, the constant preconditioner with a W-cycle is now, while still the slowest, much more competitive with the P-multigrid and AGMG.

3.7. Eigenmode analysis

As well as the computational results above further insight into the performance of preconditioners may be obtained by examining the eigenvalues and respective eigenvectors of the preconditioned matrix. The eigenvectors correspond to the error modes in the system and their eigenvalues indicate how effectively iterative solvers will be able to reduce their magnitude.

Calculating the eigenvalues and eigenvectors of a system is computationally intensive, therefore this section will focus on problems with a small number of degrees of freedom. The results presented here are for a homogeneous 2D problem consisting of 100 s-order quadrilateral elements. As each element will have 9 degrees of freedom this will lead to 900 independent eigenvalues and eigenvectors.

Fig. 7 illustrates the distribution of eigenvalues for the P-multigrid preconditioner and the constant and continuous V-cycle preconditioners and the constant 5W-cycle preconditioners. Continuous W-cycle preconditioners are not examined due to the computational results above further insight into the performance of preconditioners may be obtained by examining the eigenvalues and respective eigenvectors of the preconditioned matrix. The eigenvectors correspond to the error modes in the system and their eigenvalues indicate how effectively iterative solvers will be able to reduce their magnitude.

In Table 7 the W-cycle is applied to the continuous preconditioner. Here the impact on iteration number of the W-cycle is very small, with a 4W-cycle leading to at best 1–2 iterations fewer than for the V-cycle. Because of this the V-cycle has the fastest convergence time for all cases, providing strong evidence that W-cycles for the continuous preconditioner are not beneficial.

Table 8 takes the optimal cycle for both the constant and continuous preconditioner and compares them once again to the P-multigrid and AMG cases. The continuous preconditioner, which has not changed, remains the fastest. However, the constant preconditioner with a W-cycle is now, while still the slowest, much more competitive with the P-multigrid and AGMG.

Table 4

| Heterogeneity Factor $r = 1.0$ | Elements |
|-------------------------------|---------|
|                               | Constant + BoomerAMG | Continuous + AGMG | P-Multigrid + AGMG | AGMG |
| Iterations | Time(s) | Iterations | Time(s) | Iterations | Time(s) | Iterations | Time(s) |
|-------------|---------|-------------|---------|-------------|---------|-------------|---------|
| 1000        | 47      | 1.02        | 26      | 0.568       | 31      | 0.672       | 28      | 0.764      |
| 8000        | 52      | 9.44        | 27      | 4.98        | 30      | 5.81        | 28      | 6.36        |
| 64,000      | 51      | 77.7        | 26      | 39.6        | 29      | 45.1        | 28      | 44.4        |
| 512,000     | 50      | 607.3       | 25      | 310.8       | 26      | 328.5       | n/a     | n/a         |

| Heterogeneity Factor $r = 100.0$ | Elements |
|-------------------------------|---------|
|                               | Constant + BoomerAMG | Continuous + AGMG | P-Multigrid + AGMG | AGMG |
| Iterations | Time(s) | Iterations | Time(s) | Iterations | Time(s) | Iterations | Time(s) |
|-------------|---------|-------------|---------|-------------|---------|-------------|---------|
| 1000        | 94      | 2.00        | 54      | 1.16        | 59      | 1.31        | 47      | 1.24        |
| 8000        | 76      | 13.8        | 35      | 6.51        | 40      | 7.95        | 36      | 8.29        |
| 64,000      | 74      | 110.7       | 31      | 47.4        | 34      | 53.3        | 42      | 66.8        |
| 512,000     | 74      | 912.2       | 30      | 373.4       | 33      | 422.5       | n/a     | n/a         |

Fig. 6. Timing comparison with all AMG variants for the $r = 100.0$ case of the 2D cranked duct problem discretised with 409600 structured quadrilateral elements.
converges with less iterations than the two-level the difference is fairly small.

When the 5W-cycle is applied to the constant preconditioner some of the largest eigenvalues are substantially reduced, which again agrees with the computational results. Note that the general shape of the eigenvalue plot for the constant W-cycle is closer to that of the continuous and two-level preconditioners than when it was run with a V-cycle, particularly for the largest eigenvalues. This indicates that there were perhaps several eigenmodes particularly problematic for the constant V-cycle and not the continuous and two-level preconditioners that the implementation of the W-cycle has helped to suppress.

3.8. Memory usage

So far the metric by which all the preconditioners presented have been judged has been simply speed of convergence. However,

| Table 5 | Iterations and time taken to solve the MIP diffusion 3D concentric sphere problem discretised with second-order unstructured tetrahedra. |
|---------|---------------------------------------------------------------------------------------------------------------|
| Heterogeneity Factor $r = 1.0$ |                                                                                                               |
| Elements | Constant + AGMG | Continuous + AGMG | P-Multigrid + AGMG | AGMG |
|-----------|------------------|-------------------|--------------------|------|
| 1118      | 91               | 0.408             | 70                 | 0.280|
| 7098      | 119              | 3.88              | 87                 | 2.81 |
| 47,689    | 149              | 36.6              | 97                 | 23.7 |
| 370,971   | 164              | 242.7             | 104                | 153.1|
| 1,228,250 | 274              | 3594.4            | 165                | 2160.1|

| Heterogeneity Factor $r = 100.0$ |                                                                                                               |
| Elements | Constant + AGMG | Continuous + AGMG | P-Multigrid + AGMG | AGMG |
|-----------|------------------|-------------------|--------------------|------|
| 1118      | 114              | 0.372             | 81                 | 0.264|
| 7098      | 131              | 4.28              | 93                 | 3.00 |
| 47,689    | 158              | 38.7              | 102                | 25.0 |
| 370,971   | 185              | 358.2             | 115                | 174.1|
| 1,228,250 | 312              | 4084.8            | 186                | 2446.7|

| Table 6 | Effect of W-cycle on constant preconditioner. 3D-cranked duct problem discretised with structured second-order hexahedra, heterogeneity factor $r = 100.0$. |
|---------|---------------------------------------------------------------------------------------------------------------|
| Constant + AGMG |                                                                                                               |
| Iterations |                                                                                                               |
| Elements | V-Cycle | 2W-Cycle | 3W-Cycle | 4W-Cycle | 5W-Cycle | 6W-Cycle | 7W-Cycle | 8W-Cycle |
|-----------|----------|----------|----------|----------|----------|----------|----------|----------|
| 1000      | 96       | 76       | 67       | 62       | 60       | 60       | 61       | 60       |
| 8000      | 81       | 62       | 53       | 48       | 45       | 43       | 42       | 41       |
| 64,000    | 80       | 59       | 50       | 45       | 41       | 39       | 37       | 37       |
| 512,000   | 82       | 60       | 49       | 44       | 41       | 38       | 37       | 36       |

| Time(s) |                                                                                                               |
| Elements | V-Cycle | 2W-Cycle | 3W-Cycle | 4W-Cycle | 5W-Cycle | 6W-Cycle | 7W-Cycle | 8W-Cycle |
|----------|----------|----------|----------|----------|----------|----------|----------|----------|
| 1000      | 2.05     | 1.72     | 1.60     | 1.56     | 1.58     | 1.66     | 1.78     | 1.84     |
| 8000      | 14.9     | 12.1     | 10.8     | 10.3     | 10.3     | 10.2     | 10.6     | 10.6     |
| 64,000    | 139.1    | 93.1     | 83.4     | 79.2     | 75.8     | 75.5     | 75.1     | 79.6     |
| 512,000   | 992.1    | 769.8    | 664.3    | 629.0    | 615.5    | 598.1    | 609.0    | 618.5    |

| Table 7 | Effect of W-cycle on continuous preconditioner. 3D-cranked duct problem discretised with structured second-order hexahedra, heterogeneity factor $r = 100.0$. |
|---------|---------------------------------------------------------------------------------------------------------------|
| Continuous + AGMG |                                                                                                               |
| Iterations |                                                                                                               |
| Elements | V-Cycle | 2W-Cycle | 3W-Cycle | 4W-Cycle |
|-----------|----------|----------|----------|----------|
| 1000      | 54       | 54       | 53       | 52       |
| 8000      | 35       | 36       | 35       | 35       |
| 64,000    | 31       | 31       | 30       | 30       |
| 512,000   | 30       | 30       | 29       | 29       |

| Time(s) |                                                                                                               |
| Elements | V-Cycle | 2W-Cycle | 3W-Cycle | 4W-Cycle |
|----------|----------|----------|----------|----------|
| 1000      | 1.16     | 1.25     | 1.30     | 1.35     |
| 8000      | 6.51     | 7.20     | 7.90     | 8.17     |
| 64,000    | 47.4     | 52.0     | 56.3     | 59.5     |
| 512,000   | 373.4    | 405.6    | 419.8    | 449.4    |

converges with less iterations than the two-level the difference is fairly small.

When the 5W-cycle is applied to the constant preconditioner some of the largest eigenvalues are substantially reduced, which again agrees with the computational results. Note that the general shape of the eigenvalue plot for the constant W-cycle is closer to that of the continuous and two-level preconditioners than when it was run with a V-cycle, particularly for the largest eigenvalues. This indicates that there were perhaps several eigenmodes particularly problematic for the constant V-cycle and not the continuous and two-level preconditioners that the implementation of the W-cycle has helped to suppress.

3.8. Memory usage

So far the metric by which all the preconditioners presented have been judged has been simply speed of convergence. However,
in many large supercomputer calculations an equally important consideration can be the memory requirement of a method. Multilevel preconditioners necessitate extra memory in order to store information about the low-level systems. Additionally the methods present here calculate and store the inverted blocks for the block Jacobi smoother in the setup phase in order to reduce run-time, which further increases preconditioner memory requirements.

The 3D cranked duct problem and concentric sphere problem were run again, and this time the virtual memory usage was recorded. The memory for requirement for each preconditioner is obtained by recording the total memory used when run with that preconditioner and subtracting the memory used when running with no preconditioning. The results are displayed in Tables 9 and 10.

The results show that the constant preconditioning method is the most memory efficient preconditioner presented here. The continuous method uses slightly more than the constant for the hexahedral element case and roughly the same for the tetrahedral problem. The two-level preconditioner, although competitive with the constant preconditioner in timings, has consistently higher memory requirements.

The AGMG method has significantly higher memory requirements than all other methods. For the largest hexahedral problem the memory requirement was more than was available on the computer being used so the problem could not be completed. An estimate for this case is provided, based on memory usage at the time the program reached the memory cap.

4. Conclusions

This paper applied the P-multigrid principle in order to expand two hybrid multilevel techniques developed for linear DG-FEM MIP diffusion problems, the “constant” and the “continuous” preconditioners, to higher order elements. Although the results here focused exclusively on second-order elements the methods expand

![Fig. 7. Preconditioner eigenvalue distribution.](image-url)
naturally to higher orders. In addition the performance of P-multigrid without a constant or continuous correction was examined. These preconditioners used a correction from an AMG algorithm at the coarse level to form a hybrid multilevel scheme. These preconditioned diffusion schemes may then be applied as DSA for neutron transport solvers in order to solve reactor physics problems. As a benchmark AGMG, a strong AMG algorithm, was used to precondition the problem directly. For the constant, continuous and P-multigrid methods a variety of AMG methods were used to generate the low-level correction and results are displayed for whichever was found to be optimal for a particular case. An initial comparison of the methods, with a V-cycle being used for the multilevel schemes, found that the continuous preconditioner provided the fastest convergence on almost all problems. The P-multigrid method was next fastest, followed by AGMG and finally the constant method. The AGMG showed a noticeably greater worsening of its performance when heterogeneity in a problem was increased in comparison to the other methods, particularly for 3D cases. The constant and continuous method were then adapted to work with W-cycles of various shapes. It was found that, while the continuous method displayed weaker performance when run in a W-cycle, the constant method was significantly improved. When used in a W-cycle the constant method displayed convergence times which were very close to that of the P-multigrid and, in some cases, faster. The continuous method with a V-cycle remained the fastest method however.

As an alternative to the speed of convergence another metric was examined, the memory requirements of each preconditioner. In this study it was the constant preconditioner which was found to have the lowest memory requirements, closely followed by the continuous method. The P-multigrid required more memory than either constant or continuous and AGMG’s usage was significantly higher than the others. While the continuous preconditioner is fastest, all preconditioners shown are effective for reducing problem convergence times. It is in terms of memory usage where the hybrid multilevel methods, particularly the constant and continuous, significantly outperform AMG. With DSA neutron transport codes frequently requiring preconditioners to be created and stored for a large number of energy levels the benefit of such memory savings could be very significant.

Further work could examine further the cycles used in the multilevel formulation of the constant and continuous methods in order to further optimise them, going beyond the relatively simple V-cycle and W-cycles presented here. In addition the impact using different smoothers, or methods other than AMG to calculate the low-level correction could be examined. Finally a variation on the continuous method whereby the high-order discontinuous FEM is restricted to a high-order continuous FEM may be a valuable area of study.
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