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ABSTRACT

We present the first cosmological study of a sample of eROSITA clusters, which were identified in the eROSITA Final Equatorial Depth Survey (eFEDS). In a joint selection on X-ray and optical observables, the sample contains 455 clusters within a redshift range of 0.1 < z < 1.2, of which 177 systems are covered by the public data from the Hyper Suprime-Cam (HSC) survey that enables uniform weak-lensing cluster mass constraints. With minimal assumptions, at each cluster redshift we empirically model (1) the scaling relations between the cluster halo mass and the observables, which include the X-ray count rate, the optical richness, and the weak-lensing mass, and (2) the X-ray selection in terms of the completeness function C. Using the richness distribution of the clusters, we directly measure the X-ray completeness and adopt those measurements as informative priors for the parameters of C. In a blinded analysis, we obtain the cosmological constraints $\Omega_m = 0.245^{+0.048}_{-0.058}$, $\sigma_8 = 0.833^{+0.075}_{-0.063}$ and $S_8 = \sigma_8 (\Omega_m/0.3)^{0.3} = 0.791^{+0.028}_{-0.031}$ in a flat $\Lambda$CDM cosmology. Extending to a flat $\omega$CDM cosmology leads to the constraint on the equation of state parameter of the dark energy of $w = -1.25 \pm 0.47$. The eFEDS constraints are in good agreement with the results from the Planck mission, the galaxy-galaxy lensing and clustering analysis of the Dark Energy Survey, and the cluster abundance analysis of the SPT-SZ survey at a level of $\leq 1\sigma$. With the empirical modelling, this work presents the first fully self-consistent cosmological constraints based on a synergy between wide-field X-ray and weak lensing surveys.
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1 INTRODUCTION

The abundance, or the number density, of galaxy clusters is a powerful cosmological probe with sensitivity to the nature of dark energy, which is required to explain the accelerating expansion of the universe (see, e.g., Haiman et al. 2001; Allen et al. 2011; Kravtsov & Borgani 2012; Weinberg et al. 2013; Huterer et al. 2015). Such analyses based on galaxy clusters or groups (hereafter clusters for simplicity) are emerging as a competitive cosmological tool owing to the deployment of wide-field surveys in constructing large samples of clusters in the millimeter wavelengths (Staniszewski et al. 2009; Planck Collaboration & et al. 2014, 2016; Bleem et al. 2015; Bleem et al. 2020; Hilton et al. 2021) through the Sunyaev-Zel’dovich effect (SZE; Sunyaev & Zel’dovich 1972), in the optical through the identification of overdensities of galaxies (Gladders et al. 2007; Yang et al. 2007; Rykoff et al. 2014; Oguri 2014; Oguri et al. 2018a; Maturi et al. 2019), through the technique of weak gravitational lensing (hereafter weak lensing; Wittman et al. 2006; Miyazaki et al. 2018; Oguri et al. 2021), and in X-rays (Reiprich & Böhringer 2002; Böhringer et al. 2004; Vikhlinin et al. 2009a; Boller et al. 2016; Pacaud et al. 2016; Adami et al. 2018; Finoguenov et al. 2020) through the emission of intracluster medium (ICM). To examine our understanding of the universe and fundamental physics, stringent constraints on cosmological parameters have been obtained using these samples (Vikhlinin et al. 2009b; Zu et al. 2014; Mantz et al. 2010, 2014; Mantz et al. 2015; Planck Collaboration & et al. 2016; Bocquet et al. 2015; Bocquet et al. 2019; de Haan et al. 2016; Schellenberger & Reiprich 2017; Pacaud et al. 2018; Ider Chitham et al. 2020; Garrel et al. 2021) together with other probes (To et al. 2021) or across different wavelengths (Costanzi et al. 2021; Salvati et al. 2021), demonstrating that cluster cosmology is an essential tool in observational cosmology.

Understanding the selection of a cluster sample is of crucial importance in cluster cosmology. Despite the fact that a large sample of clusters simultaneously spanning a wide range of mass and redshift can be constructed in an optical survey, the modeling of the associated selection function is significantly impacted by projection effects (Zu et al. 2017; Costanzi et al. 2019; Sunayama et al. 2020; Zhang & Annis 2022; Wu et al. 2022) and currently challenges the feasibility of employing optically selected samples in cluster cosmology (Abbott et al. 2020).
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Conversely, ICM-selected samples are less affected by projection effects and thus provide cleaner datasets for cosmological studies. The detection of clusters in the SZE, which at frequencies below the SZE null of 220 GHz are identified by the shadow they cast (i.e., decrease in flux) on the cosmic microwave background, is primarily impacted by the primary CMB anisotropy and the statistical noise in the mm-wave sky maps. The SZE signature as extracted using angular filtering with arcminute scale angular resolution is very sensitive to cluster mass and only weakly dependent on redshift. Therefore, samples selected from ground-based SZE surveys with arcminute-scale angular resolution correspond to nearly mass-limited samples where the limiting mass changes only moderately with redshift. Because the SZE samples tend to probe the most massive and rarest clusters, the resulting cluster cosmology is currently limited by the relatively small cluster samples.

Meanwhile, X-ray surveys with sufficiently deep imaging can construct a cluster sample with a mass range down to the scale of galaxy groups at low redshift and can identify the more massive clusters out to high redshift. Despite the ICM-based selection, X-ray selected samples suffer from considerable amounts of contamination at a level of \( \zeta \approx 20\% - 50\% \) due to point sources with energetic emission (e.g., active galactic nuclei or AGNs). Consequently, the cosmological analyses up until now have been limited to the brightest subsamples with sufficiently high purity and completeness (e.g., Vikhlinin et al. 2009b; Mantz et al. 2010, 2014; Pacaud et al. 2018). To fully utilize an X-ray selected sample for cosmological studies, a secondary processing using optical data is required to reduce the contamination from the levels delivered by a pure X-ray selection. Originally, this optical followup included painstaking cluster-by-cluster imaging and spectroscopy (Koulouridis et al. 2021), but this task has become easier with the accumulation of data from deep and wide-field optical surveys. Employing optical confirmation significantly suppresses the point-source contamination from AGNs without removing a significant number of clusters (Klein et al. 2018; Finoguenov et al. 2020).

This methodology has been applied to the ROSAT All-Sky Survey (Boller et al. 2016) with the optical imaging from the Dark Energy Survey (The Dark Energy Survey Collaboration 2005; The Dark Energy Survey Collaboration et al. 2016), resulting in the largest sample of X-ray selected clusters out to redshift \( z \approx 1 \) to date with the achieved contamination rate of just a few percent (Klein et al. 2019). Such an optical confirmation is effectively equivalent to applying a secondary selection using optical observables (e.g., richness), leading to a joint X-ray and optical selection function that can be modeled using the appropriate mass-observable relations (Grandid et al. 2020).

A quantum leap has been made in cluster cosmology with the launch of the X-ray telescope eROSITA (extended ROentgen Survey with an Imaging Telescope Array; Predel et al. 2021) that will provide the largest ever sample of \( \approx 100,000 \) X-ray selected clusters in the four-year eROSITA All-Sky Survey. Prior to the all-sky survey, the eROSITA Final Equatorial Depth Survey (eFEDS) was first carried out as part of the performance verification phase of the eROSITA mission. There are \( \approx 540 \) X-ray selected clusters in eFEDS with a survey area of \( \approx 140 \) deg\(^2\) with systems extending to redshift \( z \approx 1.3 \) (Liu et al. 2022a; Klein et al. 2022). The data products and catalogs have been entirely released in the Early Data Release\(^1\) of the eROSITA mission with a series of studies on the characterization of X-ray properties (e.g., Liu et al. 2022a; Ghirardini et al. 2021; Bahar et al. 2022). In Chiu et al. (2022), the weak lensing mass calibration of the eFEDS clusters is presented in great detail as part of a study of the baryonic scaling relations of galaxy clusters (see Bartelmann & Schneider 2001; Hoekstra et al. 2015; Umetsu 2020, for a detailed review of weak lensing studies of clusters). We stress that the weak-lensing mass calibration in Chiu et al. (2022) was carried out in a forward-modeling framework that is specifically designed to support cosmological analyses.

In this paper, we continue to constrain cosmology by combining the weak-lensing mass calibration presented in Chiu et al. (2022) with the abundance of the eFEDS clusters. We stress that the eFEDS clusters used in this work are first selected in X-rays and then confirmed in the optical, resulting in a clean and sizable sample for cosmological study without losing a significant amount of clusters due to a more stringent X-ray selection. The analysis is carried out in a forward-modeling framework with the empirical modeling of the survey selection and the cluster population (Mantz et al. 2015; Mantz et al. 2016; Bocquet et al. 2019; Grandid et al. 2019).

The “empirical” modeling here refers to an approach where we allow the data themselves to constrain the underlying properties, e.g., the scaling law between the observables and the cluster halo mass, with only minimal assumptions informed by prior knowledge from theory, simulations and previous observational studies. The empirical modeling has advantages over other methods, especially those heavily relying on simulations: First, the empirically calibrated results are not sensitive to the specific configuration or subgrid physics in simulations that are necessary for the modeling. For instance, an X-ray selection function directly derived from simulations and the resulting cosmological constraints would be biased if the simulated clusters do not accurately and precisely reflect the observed cluster population. In fact, this is the case for the eFEDS simulation (Liu et al. 2022b), where the number of synthetic clusters with low fluxes was over-predicted (we return to discuss this in terms of the X-ray scaling relation and the selection function in Section 4.1.1 and Section 4.2, respectively). Second, the modeling is primarily determined by what the data require and therefore fully captures the behavior of the data. This also allows us to identify and to account for the residual bias or unexpected trends of the model with respect to the data. With minimal assumptions and a flexible modeling scheme, the critical and final step in a cosmological analysis is to assess the consistency between the resulting best-fit model and the observed data (e.g., through a goodness-of-fit test), and to incorporate the full systematics into the cosmological constraints (e.g., through a marginalization over so-called nuisance parameters).

In this work, as in Bocquet et al. (2019), the minimal assumptions are made in the empirical modeling, as follows.

- Formed by the knowledge of cosmic structure formation through observations and numerical simulations, we assume that the relation between the observables and the cluster halo mass at each redshift can be well-described by a power-law function with log-normal intrinsic scatter. More precisely, the adopted forms of the mass-observable relations encapsulate the freedom to follow the self-similar expectations (Kaiser 1986; Böhringer et al. 2012) for these relations but at the same time allow for deviations from that behavior (e.g., Mohr & Evrard 1997; Mohr et al. 1999; Lin et al. 2004; Chiu et al. 2016a,b; Chiu et al. 2018; Bulbul et al. 2019; Chiu et al. 2022) if preferred by the data. Moreover, we include possible correlated scatter between the observables.
- We assume that the simulation-calibrated bias in the observed count rate \( \eta \) and weak-lensing mass \( M_{\text{WL}} \) can be captured by a mean relation modeled as a power law of the cluster halo mass and redshift with log-normal scatter. The systematics of this bias have
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been fully quantified in Chiu et al. (2022) and are accounted for by a marginalization over the associated parameters.

- We assume that the completeness at a given observed count rate \( \eta \) at each redshift due to the X-ray selection of the eFEDS clusters can be described by an error function, which is well motivated and informed by the dedicated simulations (Clerc et al. 2018) and what is measured in the eFEDS catalog of point sources (Bulbul et al. 2022). The systematics of the X-ray selection function are assessed with the completeness that is independently measured in this work (see Section 4.2.2).

This paper is organized, as follows. The eFEDS cluster sample used in this work and the weak-lensing analysis from Chiu et al. (2022) are summarized in Section 2. We provide a detailed description of the likelihood for the cosmological analysis in Section 3. The empirical modeling of the scaling relations and the selection function is provided in Section 4. We present the results in Section 5, followed by discussion in Section 6. The conclusions are drawn in Section 7. Throughout this paper, the uncertainties are quoted as the 68% confidence level, unless otherwise stated. In this work, the cluster halo mass, denoted as \( M \) or \( M_{200} \), is defined by a sphere where the interior mass density is 500 times the cosmic critical density \( \rho_{c}(z) \) at the cluster redshift \( z \). We could just as well adopt another definition of the cluster halo mass. What is important is that the halo mass definition we adopt is used in the theoretically defined halo mass function, which we use to model the observed abundance of eFEDS clusters. The notation \( N(\mu, \sigma^2) \) stands for a Gaussian distribution with a mean \( \mu \) and a standard deviation \( \sigma \), while \( U(x, y) \) represents a uniform distribution between \( x \) and \( y \).

2 THE SAMPLE AND DATA

We introduce the cluster sample in Section 2.1 and describe the weak-lensing data and analysis in Section 2.2.

2.1 The eFEDS cluster sample

We use the sample of clusters in the \textit{eROSITA} Final Equatorial Depth Survey (eFEDS), of which the data and catalogs are publicly available within the \textit{eROSITA} Early Data Release. The eFEDS survey is located at Right Ascension (R.A.) between \( \approx 126^\circ \) and \( \approx 146^\circ \) and Declination (Dec.) between \( \approx -3^\circ \) and \( \approx +6^\circ \), covering a total solid angle \( \Omega_{\text{survey}} \approx 140 \text{ deg}^2 \). The imaging depth is expected to match the final depth of the \textit{eROSITA} All-Sky Survey in the equatorial region, by design, and is uniform with an average exposure time of \( \approx 2.2 \text{ ks} \) and \( \approx 1.2 \text{ ks} \) before and after the correction for vignetting, respectively. The data were processed by the pipeline eSASSusers 2010099, which is described in detail in Brunner et al. (2022).

In what follows, we provide a brief summary.

The X-ray sources are detected using the X-ray imaging within the energy band of 0.2–2.3 keV. Each X-ray source is characterized by, including but not limited to, (1) the detection likelihood \( L_{\text{det}} \), which describes the likelihood of being a real source, (2) the extent likelihood \( L_{\text{ext}} \), which presents the likelihood excess of being an extended source rather than a point source, (3) the extent \( \text{EXT} \), which is the scale of the source extent that maximizes the extent likelihood, and (4) the observed count rate \( \eta \) with the observed uncertainty \( \delta_{\eta} \). The parameter \( \text{EXT} \) is limited to a maximum value, \( \text{EXT}_{\text{up}} \approx 60 \text{ arcsec} \), which is used if \( \text{EXT} \) exceeds the limit during the maximization of \( L_{\text{ext}} \). Conversely, \( \text{EXT} \) and \( L_{\text{ext}} \) are set to zero if the source falls below a threshold in either of these two quantities that are selected to indicate a point source. This configuration has a profound effect on the feasibility of utilizing these parameters as the X-ray selection observables, which we return to discuss in Section 6. After the source detection, the catalog of eFEDS clusters is constructed using the criteria of \( L_{\text{det}} > 5 \), \( L_{\text{ext}} > 6 \), and \( \text{EXT} > 0 \), resulting in the 542 clusters that are publicly released in Liu et al. (2022a).

After the construction of the cluster catalog, each cluster candidate is then further analysed using the optical imaging from the DESI Legacy Imaging Survey (Dey et al. 2019) and the Hyper Suprime-Cam (HSC) Subaru Strategy Program (Aihara et al. 2018a). This optical confirmation analysis is carried out using the Multi-Component Matched Filter (MCMF; Klein et al. 2018) algorithm with the estimated properties fully described and publicly available in Klein et al. (2022). We refer the reader to Klein et al. (2022) for a complete description and only summarize the key results, as follows. For each cluster candidate centering at the X-ray center, the MCMF algorithm is employed to deliver (1) the photometric redshift \( z_{\text{ph}} \) using the overdensity of red galaxies (Gladders & Yee 2000), (2) the optical richness \( \lambda \), and (3) the optical contamination estimator \( f_{\text{cont}} \), which is related to the probability of detecting a source with the observed \( \lambda \) at the redshift \( z_{\text{cont}} \) along a random line of sight. A high value of \( f_{\text{cont}} \) represents a high probability of observing such a system in the optical simply due to a random superposition of the X-ray source with a physically unassociated optical system (see details in Klein et al. 2019). Applying an upper-limit cut in \( f_{\text{cont}} \) therefore filters out the likely contaminants from the X-ray cluster candidate list and is equivalent to imposing a redshift-dependent lower threshold on the observed richness. This cleaning with MCMF reduces the contamination level in the initial X-ray selected cluster catalog. In this work, we impose the threshold \( f_{\text{cont}} < 0.3 \), reducing the cluster catalog from 542 to 477 clusters. The contamination due to point sources in the initial cluster catalog is estimated to be \( \approx 20\% \) (Liu et al. 2022a) using the simulations (Liu et al. 2022b); therefore, the residual contamination after the optical confirmation is expected to be at a level of \( \approx 0.3 \times 20\% \approx 6\% \) (Klein et al. 2022). A more stringent cut of \( f_{\text{cont}} < 0.2 \), as previously used in the weak-lensing mass calibration (Chiu et al. 2022), would further discard \( \approx 20 \) clusters (corresponding to a 5% difference in the sample size) and reduce the contamination rate to \( \approx 4\% \). Given the current sample size, it is important to clean the sample using MCMF to reduce the contamination to 4% or 6% from an initial 20%, but the difference between 4% and 6% is unimportant.

The photometric redshift of each cluster is adopted as the cluster redshift. The accuracy of the photometric redshift estimate with respect to the spectroscopic redshift in terms of \( \Delta z/(1 + z) \) is at a level of \( \leq 0.5\% \) (Klein et al. 2019), for which the uncertainty can be safely ignored for the purpose of this work. In this study, we apply a cut in the cluster redshift by requiring \( 0.1 < z_{\text{ph}} < 1.2 \), resulting in a final cluster catalog containing 455 clusters. This is the cosmological sample we adopt for our analysis. The redshift upper limit is employed because the optical imaging from the HSC survey does not have the capability to optically confirm cluster candidates beyond such a high redshift; a dedicated treatment to the optical confirmation at \( z > 1.2 \) is required (as done in Klein et al. 2019). In the interest of uniformity, we do not use the clusters at redshift \( z > 1.2 \) in this work. Removing the upper limit of the redshift selection would include two additional clusters at \( z > 1.3 \); we do not expect their exclusion to have a significant impact on our final results. The choice of the lower-limit selection on the redshift is to discard clusters (mostly low-mass groups) at low redshift where the lensing efficiency is extremely low (Chiu et al. 2022).
In summary, the low-contamination cosmological sample of eFEDS clusters used in this paper is selected by

- the X-ray selection: $L_{\text{det}} > 5$, $L_{\text{ext}} > 6$, and $\text{EXT} > 0$,
- the optical selection: $J_{\text{cont}} < 0.3$, corresponding to a redshift-dependent cut on the richness $\lambda$, and
- the redshift selection: $0.1 < z_{\text{cl}} < 1.2$.

This results in a sample of 455 clusters\(^2\) with the expected contamination rate of \(\approx 6\%\). The cluster sample is visualized in Figure 1, where the final cosmological sample is shown as the colored points, and the systems discarded from the analysis are the crosses. As seen in the right panel, the redshift-dependent richness selection owing to the optical confirmation efficiently removes the contamination, especially those with low count rates at high redshift. The sample has a median redshift $z_{\text{piv}} = 0.35$ and spans a mass range of $10^{13} h^{-1} M_\odot \leq M \leq 10^{15} h^{-1} M_\odot$ with a median mass $M_{\text{piv}} = 1.4 \times 10^{14} h^{-1} M_\odot$, as previously indicated by the weak-lensing mass calibration (Chiu et al. 2022).

### 2.2 The weak-lensing data and analysis

In this work, we make use of the weak-lensing data from the survey of the Hyper Suprime-Cam (HSC) Subaru Strategy Program (Aihara et al. 2018a). By design, the eFEDS survey partially overlaps the HSC survey, enabling us to uniformly measure the weak-lensing observable for each cluster and perform the weak-lensing mass calibration. The weak-lensing mass calibration, as well as various X-ray observable-to-mass-and-redshift relations, was thoroughly and carefully studied in Chiu et al. (2022). Here we apply the identical method, but with some changes to data and systematics estimates, which are summarized below.

We use the public weak-lensing shape catalog from the first-year HSC data (S16A; Mandelbaum et al. 2018a) in the second data release\(^3\). This is the main difference between our analysis here and the previous Chiu et al. (2022) analysis, which used the latest (and proprietary) shape catalog (S19A; Li et al. 2022). As a result, only 177 out of 455 eFEDS clusters, corresponding to \(\approx 39\%\) of the cosmological sample, have weak-lensing measurements. Roughly \(2\times\) more clusters are covered by the S19A data, and therefore we expect the statistical power of the weak-lensing mass calibration in this work would decrease by \(\approx 1 - 1/\sqrt{2} \approx 30\%\) compared to Chiu et al. (2022).

For each cluster, the weak-lensing observable is the individual reduced shear profile $g_\ast$, which is extracted at a range of the projected radius between $\approx 0.5 h^{-1} \text{Mpc}$ and $\approx 3.5 h^{-1} \text{Mpc}$ around the X-ray center. Note that we do not use the cluster core ($< 0.5 h^{-1} \text{Mpc}$) in the analysis. The shear profiles are estimated using background sources that are selected based on the photometric redshift distributions, estimated by the code DEmp (Hsieh & Yee 2014). The shape measurement of galaxies is rigorously calibrated against extensive image simulations (Mandelbaum et al. 2018c), delivering the systematic uncertainty of the multiplicative bias at a level of $\lesssim 1.7\%$, sufficiently accurate for cluster lensing. Various null tests were quantified in Oguri et al. (2018b) and suggest no significant residual bias that would impact our analysis. We stress that the shear profile $g_\ast$ is stored in angular radius, $g_\ast (\theta)$, and is self-consistently compared to the model prediction calculated using the redshift-distance relation given the cosmology in each step of the likelihood exploration. The lensing covariance matrix, which represents the measurement uncertainty of the observed $g_\ast$, includes not only the shape noise but also the scatter due to the uncorrelated large-scale structure along the line of sight (Hoekstra 2003).

With the methodology introduced in Grandis et al. (2021), the weak-lensing analysis carefully includes the systematic uncertainties associated with (1) the calibration of the multiplicative bias, (2) the bias due to the photometric redshift of background sources, as quantified to be $\lesssim 1\%$ and $\lesssim 5\%$ at the cluster redshifts $z \lesssim 0.6$ and $0.6 \lesssim z \lesssim 1.3$, respectively, (3) the cluster member contamination,

---

\(^2\) This sample can be directly constructed from the catalog eFEDS_c001_mainctp_clus_v2.1.fits on https://erosita.mpe.mpg.de/edr/.

\(^3\) https://hsc-release.mtk.nao.ac.jp/doc/index.php/s16a-shape-catalog-pdr2/
which is suggested to be subdominant (≤ 6% at a level of 2σ at the cluster core), (4) the miscentering of the X-ray centers, as described by the fraction $f_{\text{mis}}$ of miscentered clusters and the characteristic scale $\sigma_{\text{mis}}$ of the miscentering, (5) the inaccurate assumption about the halo profile due to the presence of correlated large-scale structure or triaxiality, (6) the radial binning used in the fitting, and importantly (7) the hydrodynamical effects of baryons. The overall systematic uncertainty of the weak-lensing analysis is quantified by using the hybrid of large dark-matter-only and hydro Magneticon simulations\(^4\) that include the lensing systematics mentioned above. This results in an empirically calibrated relation between the weak-lensing mass $M_{\text{WL}}$ and the halo mass $M$ as a function of cluster redshift. The weak-lensing systematic are then marginalized over in the mass calibration analysis (see Section 3.3) through the calibrated weak-lensing mass-to-mass-and-redshift ($M_{\text{WL}} - M - z$) relation.

Note that a similar method of quantifying the weak-lensing systematics was also employed in Schrabback et al. (2018), Dietrich et al. (2019), and Sommer et al. (2022), demonstrating that this is a successful way to empirically calibrate the weak-lensing mass $M_{\text{WL}}$ in the context of a cluster cosmology analysis.

In this work, we further improve the characterization of the uncertainty on the weak-lensing systematics, as the second difference to the analysis in Chiu et al. (2022). Specifically, the uncertainty of the weak-lensing mass bias, $b_{\text{WL}} \equiv M_{\text{WL}} / M$, is reduced to 3% as opposed to 5.7% used in Chiu et al. (2022). Unfortunately, this reduction in the systematics floor leads to a negligible difference in our final results, because the constraints are dominated by the cluster abundance instead of the weak-lensing mass calibration in this work. We provide more details on the updated weak-lensing systematics in Section 4.1.3.

In summary, we adopt the same weak-lensing analysis method as in Chiu et al. (2022), but there are two differences in the dataset and the systematic estimate. The first is that we use the public, first-year HSC data, reducing the size of the weak-lensing sample by a factor of $\approx 2$. The second is that we update the uncertainty on the weak-lensing mass systematics from 5.7% to 3%. The latter change has a negligible impact on our final results.

\section{Likelihoods}

In this section, we describe the likelihood used to constrain cosmology using the eFEDS clusters and HSC weak lensing. The complete derivation of the likelihood has been given in the appendix of Bouquet et al. (2015), which we refer the reader to for more details (see also Benson et al. 2013; Liu et al. 2015; de Haan et al. 2016). In short, the likelihood compares the number of eFEDS clusters in the multidimensional space of observables with that predicted from our cosmological model, including both the survey selection and the uncertainty in relating the observables to the underlying halo mass. In this way, constraints on cosmology are obtained.

To carry out cluster cosmology in a survey, we first construct a sample by placing selections on observed quantities, which we call the “selection observables” (e.g., X-ray fluxes in an X-ray survey). In the hope of improving the constraints by adding more information, we typically obtain additional observations of the clusters, resulting in the so-called “follow-up observables” (e.g., weak-lensing measurements). Given a set of selection and follow-up observables, denoted as $S$ and $O$, respectively, the likelihood of observing the number of clusters with $(S, O)$ at redshift $z$ follows a Poisson distribution and can be written as

$$
\ln L(p) = \sum_i \ln \left( \frac{dN(S, O, z | p)}{dSdOdz} \right)_{i-th \; cluster} - \int \int \left| \Theta(S, z) \frac{dN(S, O, z | p)}{dSdOdz} \right| dSdOdz,
$$

(1)

where $p$ is the parameter vector that we want to constrain, $i$ runs over the observed clusters, and $\Theta(S, z)$ is the selection function that only depends on $S$ and $z$. Note that both $S$ and $O$ can be vectors, in which case we have multiple observables used in the selection and follow-up of the clusters.

By using Bayes’ theorem, the differential number in equation (1) can be decomposed into two components,

$$
\frac{dN(S, O, z | p)}{dSdOdz} = P(O | S, z, p) \frac{dN(S, z | p)}{dSdz},
$$

(2)

where the first factor $P(O | S, z, p)$ describes the probability of observing $O$ for a cluster selected by the observable $S$ at redshift $z$, and the second factor $\frac{dN(S, z | p)}{dSdz}$ is the differential number of clusters in the space of $S$.

With equation (2), it is clear that the total number $N_{\text{tot}}$ of clusters expected to be detected in the survey, which is the second term on the right-hand side of equation (1), can be rewritten as

$$
N_{\text{tot}} = \int \int \Theta(S, z) \frac{dN(S, O, z | p)}{dSdOdz} dz dO = \int \int \Theta(S, z) \left[ \int P(O | S, z, p) dO \right] dSdOdz = \int \int \Theta(S, z) \frac{dN(S, z | p)}{dSdz} dSdO.
$$

(3)

The resulting equation (3) means that, because no selection is applied to $O$, the expected total number of observed clusters in the survey does not depend on the follow-up observable, as expected.

Finally, the full likelihood in equation (1) is rewritten as

$$
\ln L(p) = \sum_i \ln \left( \frac{dN(S, z | p)}{dSdz} \right)_{i-th \; cluster} - \int \int \Theta(S, z) \frac{dN(S, z | p)}{dSdz} dz dO + \sum_i \ln P(O | S, z, p)_{i-th \; cluster},
$$

(4)

where the first two terms in the brackets are the “number counts” likelihood for clusters purely selected by $S$; the final term $P(O | S, z, p)$ is the so-called “mass calibration” likelihood, which characterizes the probability of obtaining the follow-up observable $O$ for the cluster selected by $S$ at redshift $z$. If the follow-up observations are randomly assigned to the sample selected by $S$ (e.g., the coverage of $O$ is only subject to the footprint of the survey), the mass calibration likelihood only need to include the clusters with available $O$.

We make the following two remarks. First, the full likelihood described in equation (4) is exact. In this way, the mass information can be extracted directly (e.g., from the weak-lensing observable) in the mass calibration likelihood and is incorporated into the number counts likelihood to constrain cosmology. Second, the mass calibration likelihood does not depend on the survey selection, as long as no extra selection is applied to the follow-up observable $O$. Conversely,

\footnote{http://www.magneticon.org/index.html}
if an additional selection is applied to the follow-up observable (e.g., a signal-to-noise cut on the weak-lensing observable), the resulting constraints will be biased (see intensive validations in Appendix A of Uematsu et al. 2020).

### 3.1 Applications to eFEDS

In this study, the sample of eFEDS clusters is first selected through a complex selection on the X-ray observables, namely the detection likelihood $L_{\text{det}}$, the extent likelihood $L_{\text{ext}}$, and the extent EXT, then followed by a selection on the optical richness $\lambda$ (see Section 2.1 for more details).

After the construction of the sample, we follow up each cluster in weak lensing and obtain a shear profile $g_+ (\theta)$ if the cluster is covered by the HSC footprint. That is, we have the follow-up observable, $O = g_+ (\theta)$.

In this work, we choose the observed count rate $\eta$ as the X-ray selection observable. This is because the observed count rate by the HSC footprint. That is, we have the follow-up observable, $O = g_+ (\theta)$.

In this work, we choose the observed count rate $\eta$ as the X-ray selection observable. This is because the observed count rate $\eta$ is more physically intuitive than quantity $\{L_{\text{det}}, L_{\text{ext}}, \text{EXT}\}$, it is closely related to the X-ray luminosity of the cluster, and it has previously been demonstrated to be a reliable mass proxy (Chiu et al. 2022).

A complete modeling of the X-ray selection requires the relations between the X-ray observables, namely $\{L_{\text{det}}, L_{\text{ext}}, \text{EXT}\}$, and the underlying true quantities, e.g., the cluster halo mass. Motivated by Grandis et al. (2020), see their Section 2.3, we empirically model the impact of $L_{\text{det}}$, $L_{\text{ext}}$, and EXT on the X-ray count rate $\eta$ based selection as introducing incompleteness into a purely $\eta$ selected sample. The resulting completeness function $C (\eta, z)$ depends on the observed count rate $\eta$ and redshift $z$. This modeling choice is a crucial point that we return to in Section 4.2, where we provide an in-depth discussion of the modeling of the completeness $C (\eta, z)$.

Therefore, our modeling includes the X-ray and optical selection observables $S = \{\eta, \lambda\}$. Incorporating the completeness function $C (\eta, z)$, the differential number count in equation (4) then reads

$$\frac{dN(S, z | \eta)}{dz} \rightarrow C(\eta, z) \frac{dN(\eta, \lambda, z | \eta)}{d\eta dl dz}. \quad (5)$$

Substituting equation (5) into equation (4), the full likelihood is written as

$$\ln L(p) = \left[ \sum_i \ln \left( C(\eta, z) \frac{dN(\eta, \lambda, z | \eta)}{d\eta dl dz} \right) \right]_{i-th \, cluster}$$

$$- \int_{z_{\text{min}}}^{z_{\text{max}}} dz \int_{\eta=0}^{\infty} d\eta \int_0^{\Lambda_{\text{min}}(z)} d\lambda \ C(\eta, z) \left( \frac{dN(\eta, \lambda, z | \eta)}{d\eta dl dz} \right)$$

$$+ \sum_j \log \left( \int_0^{\Lambda_{\text{max}}(z)} d\lambda \ C(\eta, z) \frac{dN(\eta, \lambda, z | \eta)}{d\eta dl dz} \right) \text{, } \quad (6)$$

where we have employed the selection function $\Theta (S, z)$ as

$$\Theta (\eta, \lambda, z) = \Theta (\lambda, z) \equiv H (\lambda - \Lambda_{\text{min}}(z)) \times H (z - z_{\text{min}}) \times (1 - H (z - z_{\text{max}})) \, , \quad (7)$$

in which $H$ is the heaviside step function, $z_{\text{min}}$ and $z_{\text{max}}$ are fixed to 0.1 and 1.2, as the minimum and maximum redshifts used in this work, and $\Lambda_{\text{min}}(z)$ is the redshift-dependent richness threshold that enforces the MCMF filtering criterion of $f_{\text{cont}} < 0.3$ (Klein et al. 2022). Although the observed count rate $\eta$ is used as the X-ray selection observable, we stress that the selection function $\Theta$ does not depend on $\eta$. This is because the X-ray selection in $\eta$ has been incorporated into the completeness $C(\eta, z)$. Therefore, in equation (6) we integrate over the full range of $\eta$ when accounting for the X-ray selection.

Finally, we note that because the weak-lensing data are available only for a subset of our clusters that lie within the HSC survey footprint, the index $j$ in equation (6) runs over only those clusters with available weak-lensing profiles $g_+ (\theta)$.

### 3.2 Number counts likelihood

To evaluate the number counts likelihood, we calculate the differential number of clusters in the observable space as

$$\frac{dN (\eta, \lambda, z | \eta)}{d\eta dl dz} = \int \frac{dM}{d\eta dl dz} \frac{dN (M, z | \eta)}{dM dz} \, , \quad (8)$$

in which $dN (M, z | \eta)$ is related to the differential comoving volume $V_c (z | \eta)$ at redshift $z$ per solid angle and the survey solid angle $\Omega_{\text{survey}}$ as

$$\frac{dN (M, z | \eta)}{dM dz} = \frac{dn (M, z | \eta)}{dM dz} \times V_c (z | \eta) \times \Omega_{\text{survey}} \, , \quad (9)$$

where $\frac{dn (M, z | \eta)}{dM dz}$ is the halo mass function following the dark-matter-only formula in Bocquet et al. (2016), and $P (\eta, \lambda | M, z, p)$ is the joint distribution of $\eta$ and $\lambda$ given the cluster halo mass $M$ and redshift $z$. We note that the halo mass function is expressed as $\frac{dn}{dm dz} = f (\sigma, z) \frac{dn}{dM} \frac{d\ln \sigma}{d\ln M}$, where $\rho_{\text{m}}$ is the mean comoving matter density, $\sigma$ is the root mean square of the density field smoothed by a kernel with a comoving scale of $R_{\text{m}} = (\frac{3M}{4\pi \rho_{\text{m}}})^{1/3}$, and the function $f (\sigma, z)$ is calibrated against the simulation (see equation (4) in Bocquet et al. 2016). The cosmological dependence of the halo mass function is largely encoded in the terms $\sigma$ and $\rho_{\text{m}}$, while the shape of $\frac{dn}{dM dz}$ is nearly universal across a wide range of redshifts and cosmologies.

The joint distribution $P (\eta, \lambda | M, z, p)$ includes two components: the uncertainty in observable due to the measurement noise, and the intrinsic scatter of the observables at a fixed cluster mass and redshift. Specifically, this can be written as

$$P (\eta, \lambda | M, z, p) = \int \frac{d\tilde{\eta}}{\tilde{\eta}} \int d\tilde{\lambda} \ P (\eta | \tilde{\eta}, z) \ P (\lambda | \tilde{\lambda}) \ P (\tilde{\eta}, \tilde{\lambda} | M, z, p) \, , \quad (10)$$

where $\tilde{\eta}$ and $\tilde{\lambda}$ are the intrinsic observables of the count rate and richness, respectively, $P (\tilde{\eta}, \tilde{\lambda} | M, z, p)$ characterizes the intrinsic scatter of the observables, and $P (\eta | \tilde{\eta}, z) \ P (\lambda | \tilde{\lambda})$ describes the dispersion of observed count rate (richness) with respect to the intrinsic observable $\tilde{\eta}$ ($\tilde{\lambda}$) due to the measurement uncertainty. Note that we additionally include a redshift dependence in characterizing the measurement uncertainty of the count rate, $P (\eta | \tilde{\eta}, z)$. This redshift dependence is suggested and empirically calibrated by the data, as we describe in more detail in Appendix A.

We assume a bivariate log-normal distribution for $P (\tilde{\eta}, \tilde{\lambda} | M, z, p)$ around the mean value of $\{\langle \ln \tilde{\eta} | M, z, p \rangle, \langle \ln \tilde{\lambda} | M, z, p \rangle\}$ at a given cluster mass and redshift, characterized by the intrinsic scatter covariance matrix

$$\Sigma_{\tilde{\eta}, \tilde{\lambda}} = \left( \begin{array}{cc} \sigma_{\tilde{\eta}}^2 & \sigma_{\tilde{\eta}, \tilde{\lambda}} \rho_{\tilde{\eta}, \tilde{\lambda}} \\ \sigma_{\tilde{\eta}, \tilde{\lambda}} \rho_{\tilde{\eta}, \tilde{\lambda}} & \sigma_{\tilde{\lambda}}^2 \end{array} \right) \, , \quad (11)$$

where $\rho_{\tilde{\eta}, \tilde{\lambda}}$ is the correlation coefficient between the count rate and richness. Note that the variables in equation (11) denote the scatter of and the correlation between the intrinsic quantities $\tilde{\eta}$ and $\tilde{\lambda}$, despite that the notations of the observed quantities $\eta$ and $\lambda$ are used in the subscripts for simplicity. The mean values of the count rate and richness, $\langle \ln \tilde{\eta} | M, z \rangle$ and $\langle \ln \tilde{\lambda} | M, z \rangle$, at a given the mass and redshift.
are determined by the scaling relations given in Sections 4.1.1 and 4.1.2, respectively.

We model the distribution of the observed richness due to the measurement uncertainty as a Poisson distribution in the Gaussian limit. That is,

\[ P(\lambda | \hat{\lambda}) = \frac{1}{\sqrt{2\pi\delta_\lambda}} \exp\left( -\frac{(\lambda - \hat{\lambda})^2}{2\delta_\lambda^2} \right), \]

where \( \delta_\lambda = 1.1 \times \sqrt{\hat{\lambda}} \), in which we increase the measurement uncertainty by a factor of 1.1. We obtain this factor by fitting the parameter \( \alpha \) in the functional form of \( \delta_\lambda = \alpha \times \sqrt{\hat{\lambda}} \) between the observed richness \( \lambda \) and its observed uncertainty \( \delta_\lambda \) for the eFEDS clusters.

Meanwhile, the distribution of the observed count rate at a given intrinsic rate is modeled as a Gaussian,

\[ P(\eta | \hat{\eta}, z) = \frac{1}{\sqrt{2\pi\delta_\eta}} \exp\left( -\frac{(\eta - \hat{\eta})^2}{2\delta_\eta^2} \right), \]

where we empirically characterize the measurement uncertainty \( \delta_\eta \) as a function of the “observed” \( \eta \) and \( z \) based on the fitting results of the eFEDS clusters (see also Klein et al. 2019; Grandis et al. 2020). We refer the reader to Appendix A for more discussions of \( \delta_\eta \) (\( \eta, z \)).

### 3.3 Mass calibration likelihood

We evaluate the mass calibration likelihood in the same manner as in Chiu et al. (2022), see their Section 5.2, where we refer the reader for a complete description. In what follows, we provide a brief summary.

For each cluster that is covered by the HSC footprint, we have a shear profile \( g_\ast(\theta) \), as the follow-up observable, and the two selection observables, the observed count rate \( \eta \) and richness \( \lambda \). The goal is to calculate the probability of observing \( g_\ast(\theta) \) for the cluster at redshift \( z \) given the selection observables, i.e., the last term in equation (6).

In this work, as well as in Chiu et al. (2022), we approximate this probability as

\[
P(g_\ast(\theta) | \eta, \lambda, z, p) \approx \frac{P(g_\ast(\theta), \eta, \lambda, z, p)}{P(\eta, \lambda, z, p)} = \frac{C_4(\eta, z) P(g_\ast(\theta), \eta, z, p)}{C_4(\eta, z) P(\eta, z, p)} = \frac{P(g_\ast(\theta), \eta, z, p)}{P(\eta, z, p)} = P(g_\ast(\theta) | \eta, z, p),
\]

where \( C_4(\eta, z) \) is the completeness of the cluster at a given \( \eta \) and redshift \( z \) in the presence of the richness selection, and is cancelled out in both numerator and denominator. Physically, it means that the richness selection does not introduce any significant additional selection on the weak-lensing observables, and therefore the Malmquist bias due to the richness cut is negligible. That is, \( C_4 \) does not have a dependence on \( g_\ast \). It is a reasonable assumption, because the richness selection in this work is conservatively chosen to only remove the contamination (i.e., the false-positive detection) in the purely X-ray selected sample based on the observed richness (see Section 2.1). Thus, the overall selection of a contamination-free sample can be described by the X-ray selection, to first order.

It is straightforward to see \( C_4(\eta, z) = \int I_{\lambda}(z) d\lambda P(\lambda | \eta, z) \), where the integral \( I_{\lambda}(z) \) defines the selection of the richness at a given redshift \( z \). To have the completeness factors cancelled out in equation (14), we have implicitly made an assumption of \( P(\lambda | \eta, g_\ast(\theta), z) \approx P(\lambda | \eta, z) \), such that \( C_4(\eta, g_\ast(\theta), z) = \int I_{\lambda}(z) d\lambda P(\lambda | \eta, z) \approx \int I_{\lambda}(z) d\lambda P(\lambda | \eta, z) = C_4(\eta, z) \).

Equivalently, this assumes that the intrinsic correlation between the weak-lensing mass \( M_{WL} \) and richness \( \lambda \) is subdominant, i.e., \( \rho_{\lambda, WL} \approx 0 \).

It is worth mentioning that great efforts have been made in studying the projection effect of optically selected clusters, mostly based on simulations (e.g., Song et al. 2012; Sunayama et al. 2020; Zhang & Annis 2022; Wu et al. 2022) but also with observations (Sunayama 2022; Zu et al. 2022). The projection is expected to have a major impact on optically selected clusters, because it simultaneously affects and entangles the weak-lensing signals and the richness selection at a fixed cluster mass. However, this is not the case in this study, where the main selection of eFEDS clusters relies on the X-ray observables instead of the optical richness that acts as an auxiliary observable, which is effectively used only to clean the eFEDS sample. The assessment of the projection effect based on observed clusters is subject to various systematics (such as the cluster detection algorithm, e.g., Murata et al. 2020) and thus remains quantitatively inconclusive. Moreover, a recent cosmological analyses (e.g., Costanzi et al. 2021) found that the posterior of the correlated scatter \( \rho_{\lambda, WL} \) between the weak-lensing mass and optical richness is statistically consistent with zero and has no significant impact on the final results. Therefore, the approximation of \( \rho_{\lambda, WL} = 0 \) is expected to be a subdominant effect in this work. We defer the inclusion of the possible correlated scatter \( \rho_{\lambda, WL} \) to a future work.

Equation (14) is then evaluated as

\[
P(g_\ast(\theta) | \eta, z, p) = \int \frac{dM P(g_\ast(\theta), \eta | M, z, p) dN(M, z | p)}{dM dz},
\]

where \( P(\eta | M, z, p) \) is the probability of observing \( \eta \) and \( M \) given the cluster mass and redshift. Note that the inclusion of the halo mass function in equation (15) is needed to account for the Eddington bias raised from the steeply falling distribution of the underlying halo mass.

We calculate the probability \( P(\eta | M, z, p) \) as

\[
P(\eta | M, z, p) = \int d\hat{\eta} P(\eta | \hat{\eta}, z) P(\hat{\eta} | M, z, p),
\]

in which the first factor \( P(\eta | \hat{\eta}, z) \) describes the distribution of observed \( \eta \) at a given intrinsic count rate \( \hat{\eta} \) due to the measurement uncertainty, following equation (13), and the second factor \( P(\hat{\eta} | M, z, p) \) characterizes the distribution of the intrinsic rate \( \hat{\eta} \) at the given mass and redshift. The intrinsic rate \( \hat{\eta} \) at a given mass and redshift is assumed to exhibit an intrinsic scatter, which we model to be log-normal

\[
P(\hat{\eta} | M, z, p) = \frac{1}{\sqrt{2\pi\sigma_{\eta}'}} \exp\left( -\frac{\ln \hat{\eta} - \ln \bar{\eta} (M, z)^2}{2\sigma_{\eta}^2} \right).
\]
\[ P(\eta, M, z, \mathbf{p}) \] is written as
\[
P(\eta, M, z, \mathbf{p}) = \int \int \int \int P(\eta, M, z, \mathbf{p}) \, \mathrm{d}M \, \mathrm{d}z 
\]
where \( P(M_{\text{WL}}, \eta | M, z, \mathbf{p}) \) is the joint distribution of the weak-lensing mass \( M_{\text{WL}} \) and the count rate \( \eta \) at a given mass \( M \) and redshift \( z \), and \( P(g_*(\theta) | M_{\text{WL}}, z, \mathbf{p}) \) accounts for the measurement uncertainty of the observed shear profile \( g_*(\theta) \) given the weak-lensing mass \( M_{\text{WL}} \) and the redshift \( z \). The halo concentration is fixed to that predicted by the concentration-to-mass relation from Diemer & Kravtsov (2015) at the given \( M_{\text{WL}} \) and cluster redshift in each step of the likelihood exploration. Moreover, the miscentering is taken into account in \( P(M_{\text{WL}}, \eta | M, z, \mathbf{p}) \) when predicting the shear profile at a given weak-lensing mass \( M_{\text{WL}} \) and redshift \( z \).

We assume that \( P(M_{\text{WL}}, \eta | M, z, \mathbf{p}) \) follows a bivariate log-normal distribution around the mean value \( (\ln M_{\text{WL}} | M, z), (\ln \eta | M, z) \) at a given mass and redshift with the intrinsic scatter covariance matrix,
\[
\Sigma_{\eta,\text{WL}} = \begin{pmatrix}
\sigma_{\eta,\text{WL}}^2 & \rho_{\eta,\text{WL}} \sigma_{\eta,\text{WL}} \sigma_{\eta,\text{WL}}^2 \\
\sigma_{\eta,\text{WL}} \rho_{\eta,\text{WL}} & \sigma_{\eta,\text{WL}}^2
\end{pmatrix},
\]
where \( \rho_{\eta,\text{WL}} \) is the intrinsic correlation coefficient between the weak-lensing mass and count rate. We note that the mean weak-lensing mass \( \langle \ln M_{\text{WL}} | M, z \rangle \) and scatter \( \sigma_{\eta,\text{WL}} \) are presented in Section 4.1.2 and are carefully calibrated against both both-dark-matter-only and hydro simulations (see Grandis et al., 2021, for detailed methodology), accounting for various weak-lensing systematics as quantified in Chiu et al. (2022). Readers are referred to Chiu et al. (2022) for a complete description of the weak-lensing analysis. The weak-lensing systematics are marginalized over in the statistical inference (see Section 4.3).

We stress here again that the mass calibration method is the same as that in Chiu et al. (2022), but the analysis has two differences of note. First, we use the public weak-lensing data (S16A) from the second data release instead of the proprietary data (S19A) as used in Chiu et al. (2022). This results in a \( \approx 50\% \) smaller sample size, which corresponds to a reduction of the statistical power in the weak-lensing mass calibration at a level of \( \approx 30\% \). Second, we improve the modeling the weak lensing systematic floor, reducing it from 5.7\% to 3\%. This reduction in the systematic floor has only a negligible impact on our results, because the so-called "self-calibration" mass information coming from the cluster counts likelihood (see discussion in Majumdar & Mohr 2004) is comparable to or greater than the information provided by the HSC weak lensing.

4 ANALYSIS

In this section, we present the analysis in detail. The modeling of the cluster population in terms of the scaling relations is described in Section 4.1. The modeling of the X-ray completeness \( C \), which accounts for the X-ray selection of the eFEDS clusters, is described in Section 4.2. The statistical inference of the analysis and our blinding strategy are contained in Sections 4.3 and 4.4, respectively.

4.1 Modeling of scaling relations

Three scaling relations, which relate the observable and the underlying halo mass at the cluster redshift, are used in this work: (1) the count rate-to-mass-and-redshift (\( \eta-M-z \)) relation, (2) the richness-to-mass-and-redshift (\( \lambda-M-z \)) relation, and (3) the weak-lensing mass-to-mass-and-redshift (\( M_{\text{WL}}-M-z \)) relation. Each of them follows exactly the same parameterization used in Chiu et al. (2022).

In all cases the underlying halo mass is selected to be the mass used in describing the halo mass function adopted for this analysis (Bocquet et al. 2016), which is \( M_{500c} \).

4.1.1 The \( \eta-M-z \) relation

As described in the following two subsections, we adopt two different forms for the mass trend of the rate-to-mass-and-redshift relation. One is a single power law in mass, which is discussed immediately below, and the other is a broken power law in mass, which is discussed thereafter.

The single power-law mass scaling

The count rate-to-mass-and-redshift relation is parameterized as
\[
\begin{align*}
\ln \left( \frac{\eta}{\text{counts/sec}} | M, z \right) & = \ln A_\eta + B_\eta \ln \frac{1+z}{1+z_{\text{pivot}}} + \frac{E(z)}{E(z_{\text{pivot}})} + \\
\gamma_\eta \ln \frac{1+z}{1+z_{\text{pivot}}} & - 2 \ln \frac{D_L(z)}{D_L(z_{\text{pivot}})} + \ln (b_\eta (M, z)),
\end{align*}
\]

with log-normal intrinsic scatter at fixed mass and redshift \( \eta \),
\[
\sigma_\eta \equiv \left[ \text{Var} \left( \ln \eta | M, z \right) \right]^{1/2},
\]

where (1) \( A_\eta \) is the characteristic count rate at the pivot mass \( M_{\text{pivot}} = 1.4 \times 10^{14} h^{-1} M_\odot \) and the pivot redshift \( z_{\text{pivot}} = 0.35 \). (2) \( B_\eta \) and \( \gamma_\eta \) are the power-law indices of the mass and redshift scaling, respectively, (3) \( \delta_\eta \) is the index of the cross-scaling between the mass and redshift, (4) \( E(z) \) describes the evolution of the Hubble parameter, (5) the factor 2 in front of the \( E(z) \) ratio captures the expected scaling of the count rate under the assumption of self-similarity (Kaiser 1986), which is assumed to be the same as for the soft-band luminosity, (6) \( \gamma_\eta \) characterizes the departure from the self-similar redshift trend, (7) the second factor \( b_\eta \) with the ratio of luminosity distances \( D_L \) accounts for the distance dependence, and (8) the factor \( b_\eta \) characterizes the bias of the observed count rate \( \eta \) with respect to the "true" count rate due to the bias in the process of the eROSITA cluster detection (see Section 4.1 in Chiu et al., 2022, for more details). We note that because \( \gamma_\eta \) characterizes the departure from the self-similar redshift trend of \( \eta \), a \( \gamma_\eta = 0 \) means that the count rate perfectly follows the self-similar prediction.

5 The observable-to-mass-and-redshift relation here describes the scaling between the mean "intrinsic" observable \( \langle \ln O \rangle \) (instead of the mean observed quantity \( \langle \ln O \rangle \)) and the mass \( M \) at each redshift \( z \). Therefore, it should be denoted as the \( \bar{O} - M-z \) relation, rather than the \( O-M-z \) relation. For simplicity, however, we use the notations of the \( \eta-M-z \) relation, the \( \lambda-M-z \) relation and the \( M_{\text{WL}}-M-z \) relation to describe the scaling of the intrinsic observables in this work.

6 For the \( \eta-M \) relation, we not only use the same parameterization as in Chiu et al. (2022) but also additionally generalize the functional form to probe the mass scaling of low-mass clusters. This is a novel perspective in this work, since this is the first attempt to constrain the feature of a broken power-law mass scaling based upon both the weak-lensing mass calibration and the cluster abundance.
The factor $b_\eta$ is expressed as
\[
\ln b_\eta (M, z) = A_f + B_f + \delta_\eta \ln \left( \frac{z}{z_{\text{piv}}} \right) \times \left( \frac{M}{M_{\text{piv}}} \right) + \gamma_\eta \ln \left( \frac{z}{z_{\text{piv}}} \right) .
\] (21)

Equation (21) is calibrated using the simulations (Comparat et al. 2019, 2020), resulting in the constraints fully quantified in Chiu et al. (2022) as
\[
A_f = 0.18 \pm 0.02 \quad B_f = -0.16 \pm 0.03 \quad \delta_\eta = -0.015 \pm 0.05 \quad \gamma_\eta = 0.42 \pm 0.03 .
\] (22)

These constraints are marginalized over in the statistical inference to empirically account for the bias of the observed count rate.

The broken power-law mass scaling

In what follows, we introduce one novel aspect of this work regarding the $\eta$–$M$–$z$ relation. It is known that there exists a deficit of the cluster population with low extent likelihoods ($L_{\text{ext}} \leq 10$) compared to that predicted by the eFEDS simulations (Liu et al. 2022b). Specifically, the distribution of $L_{\text{ext}}$ in the eFEDS catalog shows a peak at $L_{\text{ext}} \approx 10$ and decays at $L_{\text{ext}} \leq 10$, which is distinctly different from the simulations that show a power-law distribution of $L_{\text{ext}}$ without a turnover. This discrepancy cannot be explained by the systematics due to the eROSITA detection pipeline, because the same end-to-end processing has been employed on both the eFEDS observations and the simulations. This suggests that either the synthetic clusters that were injected into the simulations are different from those of observed in eFEDS—perhaps due to the recipes used to generate the X-ray emissions of synthetic clusters being inaccurate. In such a case, the X-ray selection (or the completeness as defined in Section 4.2) quantified from the simulations would not be expected to accurately reflect the true selection of the observed sample. Such an error in the selection model would generally result in biased posteriors on cosmological parameters.

On possible explanation for the deficit seen at the low-$L_{\text{ext}}$ end could come from the different impact of, e.g., feedback processes in the low-mass systems relative to the high-mass clusters. It is important to note that there exists a scaling between $L_{\text{ext}}$ and $L_{\text{det}}$ (see Figure 16 in Klein et al. 2022), in which $L_{\text{det}}$ again strongly scales with the observed count rate $\eta$; this suggests that the missing population of low-$L_{\text{ext}}$ clusters could be dominated by those with low $\eta$, which would mostly be low-mass clusters with $M \lesssim 10^{14} h^{-1} M_\odot$ at $z \lesssim 0.4$ given the nature of an X-ray selected sample. Such a deficit of clusters at low-$L_{\text{ext}}$ could occur if the mass scaling of the $\eta$–$M$–$z$ relation at the low-mass end is steeper than the mass scaling exhibited by more massive clusters. This is also physically intuitive: halos at the group mass scale have shallower gravitational potential wells, and therefore the ICM is more easily expelled from the potential wells due to energetic feedback within the virial regions or even an early preheating due to AGNs and star formation activities prior to the cluster formation (see, e.g., Mohr & Evrard 1997, as this relates to the overall mass trend). This would result in a smaller observed flux per halo mass for groups than massive clusters. In the eFEDS simulations (Liu et al. 2022b), the low-mass clusters were injected into the X-ray imaging as though they are scaled-down versions of massive clusters (see Section 3.1.1 in Comparat et al. 2020), hence the population of synthetic galaxy groups might be neither complete nor accurately capturing the changing impact of ICM physics at the lowest mass scales. Motivated by this, we introduce a broken power-law feature at the group scale as
\[
\left( \ln \left( \frac{\eta}{\text{counts/sec}} \right) \right)_{\text{broken}} = \left( \ln \left( \frac{\eta}{\text{counts/sec}} \right) \right) + \left( B_\eta - B_{\text{grp}} \right) \times \ln \left( 1 + \frac{M}{M_{\text{grp}}} \right) ,
\] (23)

where the bracket on the right side follows the single power-law $\eta$–$M$–$z$ relation as defined in equation (19), $B_{\text{grp}}$ is the index of the “broken” power law at the mass range of $M \leq M_{\text{grp}} \equiv 10^{14} h^{-1} M_\odot$, and the term $\Delta$ is the smoothing factor which is fixed as $\Delta \equiv \ln \left( \frac{M_{\text{piv}}}{M_{\text{grp}}} \right)$. In such a parameterization, the power-law index of the mass scaling remains intact as $B_\eta$ at $M \geq M_{\text{grp}}$ and becomes $B_{\text{grp}}$ if $M \leq M_{\text{grp}}$. The case of $B_{\text{grp}} > B_\eta$ implies a scenario where the X-ray luminosity of groups is less than what would have been expected given the behavior of the more massive clusters. Such a trend of a steepening mass scaling could explain the over-predicted number of the simulated clusters at the low-$L_{\text{ext}}$ end.

It is worth mentioning that few investigations have been made to study the broken power-law feature in terms of the X-ray luminosity-to-mass relation (Lovisari et al. 2015; Barnes et al. 2017; Schellenberger & Reiprich 2017; Pop et al. 2022). With the unique and relatively large eFEDS sample, which probes over two orders of magnitude in cluster mass, the joint analysis of the weak-lensing mass calibration and the cluster abundance provides a good opportunity to observationally examine the assumption of a single power-law relation in mass. This novel characterization of the $\eta$–$M$–$z$ relation is incorporated into our blinded analysis, where we ask how sensitive the blinded posteriors are to the choice of single versus broken power law (see Section 4.4 for more details).

4.1.2 The $\lambda$–$M$–$z$ relation

The richness-to-mass-and-redshift relation is characterized as
\[
\langle \ln l | M, z \rangle = \ln A_4 + B_4 + \delta_4 \ln \left( \frac{1 + z}{1 + z_{\text{piv}}} \right) \times \ln \left( \frac{M}{M_{\text{piv}}} \right) + \gamma_4 \times \ln \left( \frac{1 + z}{1 + z_{\text{piv}}} \right) ,
\] (24)

with log-normal intrinsic scatter at fixed mass and redshift
\[
\sigma_4 \equiv \sqrt{\text{Var} \left[ \ln l | M, z \right]} \ ,
\] (25)

where $A_4$ is the normalization, $B_4$ and $\gamma_4$ describe the power-law indices of the mass and redshift scaling, respectively, and $\delta_4$ characterizes the potential cross-scaling between the mass and redshift. The scattering in the observed richness due to the Poisson noise is accounted for by the measurement uncertainty $\delta_4$ in equation (12). Note that the parameter $\gamma_4$ fully describes the redshift trend of the richness-to-mass-and-redshift relation in equation (24), which reflects our baseline assumption that the self-similar redshift behavior would be a lack of a redshift trend in the richness.

4.1.3 The $M_{WL}$–$M$–$z$ relation

We parameterize the weak-lensing mass-to-mass-and-redshift relations in terms of the weak-lensing mass bias $b_\text{WL} \equiv M_{WL}/M$, as
and that only the uncertainties are updated.

unchanged with respect to Chiu et al. (2022, see their equation (45))

4.2.1 Theoretical framework

Following the methodology in Grandis et al. (2021), the parameters, \( \{A_{WL}, B_{WL}, \gamma_{WL}, \sigma_{WL}\} \), are calibrated against large simulations that include the weak-lensing systematics observed in the HSC survey (see Section 2.2 and also Chiu et al. 2022).

In Grandis et al. (2021), the simulation calibration was done at four snapshots of redshifts, \( z = 0.25, 0.47, 0.78, 1.18 \), resulting in four sets of the normalization \( A_{WL} \), the mass scaling \( B_{WL} \), and the scatter \( \sigma_{WL} \). Moreover, the mass trend was constrained to be the same at the four snapshots. Then, in Chiu et al. (2022) the overall scaling relation parameters \( \{A_{WL}, B_{WL}, \gamma_{WL}, \sigma_{WL}\} \) were obtained by fitting the functional form of equation (26) to the constraints at the four snapshots including the correlation among them. This resulted in the uncertainties of \( A_{WL}, \gamma_{WL}, \) and \( \sigma_{WL} \) at a level of 0.057, 0.080, and 0.032, respectively.

In this work, we directly fit the functional form to the data points randomly sampled from the chains of the weak-lensing mass bias and scatter. Specifically, we fit the functional form (with \( B_{WL} \) fixed to the constraint from Grandis et al. 2021) to a set of four data points of the weak-lensing bias measurements, one taken from each of the four redshift snapshots, and derive a set of the best-fit parameters of \( \{A_{WL}, \gamma_{WL}\} \). This fitting is repeated for 5000 sets of the data points randomly sampled from the collection of weak-lensing mass bias results measured from simulations, resulting in a collection of best-fit parameters \( A_{WL} \) and \( \gamma_{WL} \). Finally, the best-fit parameters and the uncertainty of \( A_{WL} \) and \( \gamma_{WL} \) are obtained from the collection of best-fit parameters. We perform the same fitting procedure to obtain the scatter \( \sigma_{WL} \). Note that the redshift dependence of the scatter \( \sigma_{WL} \) is constrained to be consistent with zero and hence is ignored in this work. This fitting strategy leads to the improved uncertainties at a level of 0.03, 0.062 and 0.037 for the parameters of \( A_{WL} \), \( \gamma_{WL} \), and \( \sigma_{WL} \), respectively, across the whole redshift range. In this work, we stress that the best-fit values of \( \{A_{WL}, B_{WL}, \gamma_{WL}, \sigma_{WL}\} \) are unchanged with respect to Chiu et al. 2022, see their equation (45)) and that only the uncertainties are updated.

The resulting constraints on the parameters of the \( M_{WL} - z \) relation are

\[
\begin{align*}
A_{WL} &= 0.903 \pm 0.030, \\
B_{WL} &= -0.057 \pm 0.022, \\
\gamma_{WL} &= -0.474 \pm 0.062, \\
\sigma_{WL} &= 0.238 \pm 0.037,
\end{align*}
\]

which are marginalized in the likelihood analysis to account for the weak-lensing systematics. It is worth mentioning that the updated systematic uncertainty in the absolute mass scale without the core (<0.5 h^{-1} Mpc) is at a level of 3%, which is smaller than that including the cluster core (<0.5 h^{-1} Mpc), which would be 6%.

4.2 Modeling of the X-ray selection

4.2.1 Theoretical framework

We denote \( X \) as the X-ray observables that are actually used in selecting the eFEDS clusters, \( X \equiv \{L_{\text{det}}, L_{\text{ext}}, \text{EXT}\} \). Then, the total number of clusters that can be detected in the survey is

\[
N_{\text{tot}} = \int dz \int dX \frac{dN}{dXdz},
\]

where the interval \( I_X \) defines the observable space of the X-ray selection, i.e., \( I_X = \{ (L_{\text{det}}, L_{\text{ext}}, \text{EXT}) | L_{\text{det}} > 5, L_{\text{ext}} > 6, \text{EXT} > 0 \} \), and the differential number of clusters reads

\[
\frac{dN}{dXdz} = \int dM \left[ P(X|z,M) \frac{dN(M,z)}{dMdz} \right].
\]

As seen in equation (30), one needs to calculate \( P(X|z,M) \) that requires the modeling of the \( X-M-z \) relation, which describes the relation between the X-ray observables and the underlying halo mass at each redshift. A challenge is that none of these selection observables, which have been applied to define the eFEDS sample, have a well established connection to the cluster halo mass and redshift (see, e.g., Pacaud et al. 2006). Of course one can attempt to use image simulations to characterize these relations, but then the accuracy of the resulting selection function will only be good in the limit that the simulated and real cluster properties are approximately identical. While this is a worthy goal over the long term, here we proceed using an empirical calibration of the X-ray selection that uses the observed sample characteristics to inform our selection model. We describe this below.

Following previous X-ray, SZE and optical cluster forecasts and analyses (e.g., Haiman et al. 2001; Vikhlinin et al. 2009b; Vanderlinde et al. 2010; Rykoff et al. 2014; Bocquet et al. 2019; Klein et al. 2019; Grandis et al. 2020; Chiu et al. 2022), we adopt a cluster observable for our eFEDS analysis—the X-ray count rate \( \eta \)—that has a well defined relation with cluster mass and redshift. This observable is the eROSITA photon based flux of a cluster and is therefore reflecting the cluster luminosity distance, X-ray spectral energy distribution (SED) and X-ray luminosity. The X-ray SED variation is driven by ICM temperature, which along with X-ray luminosity closely tracks mass and redshift. In particular, the X-ray luminosity has been extensively studied and is known to provide a cluster mass proxy that is comparable in scatter properties to SZE signal-to-noise ratios and optical richness. Finally, the eFEDS rate-to-mass-to-redshift relation has been previously studied (Chiu et al. 2022) and shown to be a high-quality mass proxy.

Given this choice, we can use Bayes’ theorem, we then have

\[
\int dX P(X|M,z) = \int d\eta \int dX \left[ \int \frac{d\eta P(X|\eta, M,z)}{P(\eta|M,z)} \right] - P(\eta|M,z).
\]

Thus, the modeling of the X-ray selection is then equivalent to understanding the impact of the \( X \)-selection on a count rate selected cluster sample. In this work, we make an assumption that the distribution of \( X \) can be empirically described the observed count rate \( \eta \) at the cluster redshift \( z \) without residual dependence on the cluster mass \( M \), i.e.,

\[
P(X|\eta, M, z) \approx P(X|\eta, z).
\]

Physically, equation (32) is a statement that the cluster halo mass can be represented by the count rate \( \eta \) at a particular redshift. This effect is just a restatement of equation (19). Indeed, the two most important factors affecting whether a cluster is selected in X-rays are (1) the total flux, which determines \( L_{\text{det}} \) and \( \eta \) and has a direct
relation with the X-ray luminosity and luminosity distance $D_L$ and hence the mass and redshift, and (2) the angular scale of the cluster, or the extendedness, which directly determines $L_{\text{ext}}$ and EXT and has a dependence on the cluster mass as well as the angular diameter distance $D_A$ and hence the redshift $z$.

We therefore model the completeness of $\eta$ in the presence of the $X$-selection,

$$C(\eta,z) = \int dX P(X|\eta,z).$$

(33)

Substituting equations (30)–(33) into equation (29), the total number of the clusters is evaluated as

$$N_{\text{tot}} = \int dz \int dM \int d\eta C(\eta,z) P(\eta|M,z) \frac{dN(M,z)}{dMd\eta}$$

$$= \int dz \int d\eta C(\eta,z) \left[ \int dMP(\eta|M,z) \frac{dN(M,z)}{dMd\eta} \right]$$

$$= \int dz \int d\eta C(\eta,z) \frac{dN}{d\eta d\chi},$$

(34)

which results in the modeling in equation (5). It is seen in equation (34) that the modeling of the X-ray selection becomes a task to characterize the completeness $C(\eta,z)$.

Motivated by Clerc et al. (2018), where they modeled the completeness as a function of the flux, the angular scale of core radii, and the exposure time, we model the completeness function $C(\eta,z)$ as

$$C(\eta,z) = \frac{1}{2} \left( 1 + \text{erf} \left( \frac{\ln \eta - \ln \eta_{S0,z}}{s_\eta} \right) \right),$$

(35)

where erf is the error function with the scaling factor $s_\eta$, and $\eta_{S0,z}$ is the count rate which has 50% completeness at the redshift $z$, characterized as

$$\eta_{S0,z} = \eta_{S0} \times \left( \frac{D_A(z)}{D_A(z_{\text{piv}})} \right)^{\gamma_z},$$

(36)

in which $\eta_{S0}$ is the count rate with 50% completeness at the pivot redshift $z_{\text{piv}} = 0.35$, and $\gamma_z$ is the scaling index of the angular diameter distance dependence. We ignore the dependence on the exposure time in this work, given that the imaging depth is uniform in the eFEDS survey (see Section 2.1 and also Liu et al. 2022a). The inclusion of an exposure-time dependence will likely be helpful in the modeling of the eROSITA All-Sky Survey sample at some future date.

Note that Bulbul et al. (2022) recently derived the completeness of the eFEDS clusters in terms of the count rate by analyzing the population of mis-identified clusters in the point-source catalog (Salvato et al. 2022) and the simulations (Liu et al. 2022b), showing a similar functional form as in equation (35). However, we stress that the completeness presented in Bulbul et al. (2022) cannot be directly utilized in a cosmological analysis. This is because the observed count rate of an eFEDS cluster mis-identified as a point source is estimated in the point-source mode (specifically with EXT = 0) of the eROSITA pipeline, which is significantly different from that used for an extended source, which is based upon a $\beta$-modeling fitting. That is, the observed count rate of a mis-identified cluster is estimated within an aperture largely following the point spread function of eROSITA instead of the cluster X-ray surface brightness profile. As a result, the observed count rate of the population of the mis-identified clusters is expected to have a systematic offset with respect to that would have been measured for an extended source. Hence, the completeness derived based on a mix of these two kinds of count rates could merely serve as a qualitative gauge of the X-ray selection but not as a sufficiently accurate modeling to support a cosmological analysis. In the next section, we present the direct measurement of the X-ray completeness.

4.2.2 Measurements of the completeness

4.2.2.1 Measurements in the eFEDS data Our goal is to quantify the completeness of the eFEDS sample in terms of the observed count rate $\eta$. We do this by leveraging the fact that the eFEDS clusters missing in the extended-source catalog are detected in the point-source catalog. In other words, the joint sample of the clusters in the extended-source and point-source catalogs is complete down to a threshold in the count rate. Therefore, we can derive the completeness function as the ratio of the number of the eFEDS clusters in the extended-source catalog to that of the total number of clusters in the joint catalog.

In Section 4.2.1, we have stressed that the estimated count rate of the clusters mis-identified in the point-source catalog cannot be directly compared with those in the extended-source catalog, due to the fact that different schemes are used to estimate the count rate for these two populations. This prevents us from directly using the count rate estimated in the point-source catalog. However, the optical richness $\lambda$ of the clusters in both the extended-source and point-source catalogs is consistently estimated with the MCMF algorithm (Klein et al. 2022). This uniform estimation of the richness enables us to quantify the X-ray completeness by jointly studying the richness distribution of the cluster populations in both the extended-source and point-source catalogs.

The procedure to measure the completeness is described, as follows.
(i) We first characterize the relation between the observed richness \( \lambda \) and count rate \( \eta \) at the cluster redshift \( z \) based on the sample of eFEDS clusters that are correctly identified in the extended-source catalog. This results in the richness-to-rate-and-redshift (\( \lambda-\eta-z \)) relation.

(ii) We derive the richness distributions of MCMF counterparts around all sources in the point-source catalog in seven redshift bins. We then repeat the same analysis along random lines of sight to obtain the random-LOS richness distribution, representing the sample contamination, which is also employed for the optical confirmation of the eFEDS candidates (see Section 2.1 and also Klein et al. 2022).

(iii) With a proper normalization, we subtract the random-LOS richness distribution from that of the MCMF counterparts around all sources in the point-source catalog. This results in the richness-to-rate-and-redshift (\( \lambda-\eta-z \)) relation. That is, the distribution \( N_{ps}(\eta, z) \) of the eFEDS candidates (see Section 2.1 and also Klein et al. 2022).

(iv) We convert the residual richness distribution \( N_{res}(\lambda, z) \) to the corresponding distribution of the count rate, denoted as \( N'_{ps}(\eta, z) \), using the \( \lambda-\eta-z \) relation described in step (i) above. In this step, we make the assumption that the clusters in both the extended-source and point-source catalogs represent the same population in terms of their optical properties. This assumption is validated by the eFEDS data, because the richness distributions of these two populations are consistent with each other (Klein et al. 2022; Bulbul et al. 2022).

(v) The resulting distribution \( N'_{ps}(\eta, z) \) cannot be directly compared to the count rate distribution estimated from the clusters in the extended-source catalog, because the distribution \( N'_{ps}(\eta, z) \) is expressed in the count rate that is obtained by directly inverting the observed richness through the \( \lambda-\eta-z \) relation. That is, the distribution \( N'_{ps}(\eta, z) \) is impacted by the scatter in the richness at a fixed count rate. We remove this scatter by deconvolving \( N'_{ps}(\eta, z) \) by a kernel that is calibrated against the cluster sample in the extended-source catalog (see more details below). This results in the “richness-inferred” count rate distribution \( N_{ps}(\eta, z) \) of the clusters that are mis-identified in the point-source catalog. We stress that the distribution \( N_{ps}(\eta, z) \) is expressed in terms of the observed count rate \( \eta \) that could have been estimated in the extended-source mode of the eROSITA pipeline, because the \( \lambda-\eta-z \) relation is derived based on the sample in the extended-source catalog.

(vi) We account for the over sampling of the eFEDS field by X-ray sources. Due to the high density of X-ray sources in eFEDS and the typical size of clusters (which have a radius of \( R_{500c} \approx 3 \) arcmin), it is possible that the same cluster or group contributes multiple times to the residual richness distribution and hence in \( N_{ps}(\eta, z) \). In Salvato et al. (2022), they accounted for this effect by only selecting those X-ray sources that have the closest positional match to the optical center of the MCF counterparts. This reduces the sample size by \( \approx 25\% \). We therefore re-scale \( N_{ps}(\eta, z) \) by 0.75, i.e., \( N_{ps}(\eta, z) \rightarrow 0.75 \times N_{ps}(\eta, z) \). Without including the factor, the best-fit parameters of the resulting completeness change by less than 1\( \sigma \). Because the posteriors are adopted as the priors on the parameters of the completeness that will be self-calibrated in the analysis, this oversampling correction does not have significant impact on our final results. Moreover, we stress that the resulting completeness, which characterizes the X-ray selection, only affects the modeling of the cluster abundance, and does not enter into the weak-lensing mass calibration.

(vii) By combining with the count rate distribution \( N_{clus}(\eta, z) \) of the eFEDS clusters that are correctly identified in the extended-source catalog, we derive the completeness as

\[
C(\eta, z) = \frac{N_{clus}(\eta, z)}{N_{clus}(\eta, z) + N_{ps}(\eta, z)}.
\]

In what follows, we provide details of the modeling of the richness-to-rate-and-redshift relation and the deconvolution procedure used in the step (v).

In concordance with the richness-to-mass-and-redshift (\( \lambda-M-z \)) and the count rate-to-mass-and-redshift (\( \eta-M-z \)) relations, the \( \lambda-\eta-z \) relation is obtained by modeling \( P(\lambda | \eta, z) \) as a log-normal distribution with intrinsic scatter \( \sigma_{\lambda | \eta, z} \) around the mean richness characterized as a power-law function of \( \eta \) and \( (1+z) \). Specifically, we maximize the likelihood

\[
L(p_{\lambda | \eta}) = \prod_{i} \frac{P(\lambda_{i} | \eta_{i}, z_{i}, p_{\lambda | \eta})}{P(\lambda_{i} | \eta_{i}, z_{i})},
\]

where \( i \) runs over the eFEDS clusters, \( p_{\lambda | \eta} \) records the parameters of the \( \lambda-\eta-z \) relation, and \( \lambda_{\text{min}}(z) \) is the richness threshold due to the cut of \( f_{\text{cont}} < 0.3 \) (see Section 2.1). The inclusion of the denominator in equation (38) is needed to account for the Malmquist bias caused by the richness-dependent richness cut. The resulting \( \lambda-\eta-z \) relation is then obtained as

\[
\left( \ln \left( \frac{\lambda}{\text{counts/sec}} \right) | \eta_{\text{corr}}, z \right) = \ln \left( 21.81 \pm 0.66 \right) +
(0.68 \pm 0.03) \ln \left( \frac{\eta_{\text{corr}}}{0.1 \text{ counts/sec}} \right) +
(0.70 \pm 0.27) \ln \left( \frac{1+z}{1+z_{\text{piv}}} \right),
\]

with intrinsic scatter of \( \sigma_{\lambda | \eta, z} = 0.45 \pm 0.02 \) and the normalized count rate \( \eta_{\text{corr}} \) at \( z_{\text{piv}} = 0.35 \) defined as

\[
\ln \left( \frac{\eta_{\text{corr}}}{\text{counts/sec}} \right) \equiv \ln \left( \frac{\eta}{\text{counts/sec}} \right) - 2 \ln \left( \frac{E(z_{\text{piv}})}{E(z)} \right)
+ 2 \ln \left( \frac{D_{\text{L}}(z)}{D_{\text{L}}(z_{\text{piv}})} \right) - \gamma_{\ell} \ln \left( \frac{z}{z_{\text{piv}}} \right),
\]

where we fix \( \gamma_{\ell} = 0.42 \) (see Section 4.1.1). This result is visualized in Figure 2, where we can see that the resulting \( \lambda-\eta-z \) relation provides a good description of the data. It is worth mentioning that the parameterization of equation (39) assumes the \( \eta-M-z \) relation is described by a single power-law scaling. Indeed, as seen in Figure 2, no significant broken power-law feature is revealed in the scaling between \( \lambda \) and \( \eta \).

With the \( \lambda-\eta-z \) relation, we perform the deconvolution described in step (v). Specifically, the distribution \( N'_{ps}(\eta, z) \) is deconvolved using a log-normal kernel that remains to be derived. We derive this log-normal kernel by using the sample of clusters detected in the extended-source catalog, under the assumption that the populations of the clusters detected in the extended-source and point-source catalogs follow a consistent \( \lambda-\eta-z \) relation with the count rate \( \eta \) estimated in the extended mode of the eROSITA pipeline. To do so, we follow the same procedure described in the step (v) to derive the count rate distribution, denoted as \( N'_{clus}(\eta, z) \), of the extended sample using the count rate directly converted through the \( \lambda-\eta-z \) relation. With a fitting procedure, we derive the kernel by requiring that the convolution of the kernel and the distribution \( N'_{ps}(\eta, z) \) results in the count rate distribution \( N_{clus}(\eta, z) \), which is derived using the count rate estimated in the “extended-source” mode. After obtaining the
The measurements of the X-ray completeness $C$. The completeness directly estimated by the count rate of the eFEDS clusters from both the extended and point-source catalogs without a count-rate correction for the mis-identified population in the point-source catalog is marked by the grey crosses. The measurements with a count-rate correction for the clusters identified in the point-source catalogs are shown by the squares and stars, using the first and second correction methods (see more details in the text), respectively. The blue vertical band indicates the count rate at $\eta = 61.4^{+3.2}_{-2.8} \times 10^{-3}$ counts/sec, where the 50% completeness occurs, constrained by the joint modeling of the weak-lensing mass calibration and the cluster abundance. The richness-inferred measurements of the completeness are shown by the black circles with the 68% confidence intervals marked by the open intervals. The information of the richness-inferred $C$ is extracted as the priors applied to the parameters of the completeness function in this work.

We find no compelling evidence for a redshift dependence in the completeness measurements $C$ inferred from the richness distribution. We therefore derive the richness-inferred completeness without any redshift binning, as the final estimate. That is, the completeness is effectively derived at the pivotal redshift of the sample, i.e., $C(\eta, \zeta_{\text{piv}})$, where $\zeta_{\text{piv}} = 0.35$. In Figure 3, we show the resulting $C(\eta, \zeta_{\text{piv}})$ as the black points with the 68% confidence level indicated by the open interval. The blue vertical band indicates the count rate where the completeness is 50%, constrained by the joint modeling of the weak-lensing mass calibration and the cluster abundance (see Section 5.3.4). As seen, the results show that the richness-inferred completeness is $\approx 50\%$ at $\eta \approx 0.06$ counts/sec, in excellent agreement with that from the joint modeling, and decreases to zero at $\eta \leq 0.02$ counts/sec. We note that there exists a mildly decreasing completeness at the high-$\eta$ end ($\eta \geq 0.3$ counts/sec). In this work, we are not able to further explore the cause of this trend at such a high count rate, because more precise measurements of $C$ are limited by the large Poisson noise. A significantly larger sample from the first-year eROSITA survey will shed further light on this.

After deriving the completeness, we fit the functional form of equation (35) to the measured completeness (equation (37)) and obtain

$$\frac{\eta_0}{\text{counts/sec}} = 0.0624 \pm 0.0057,$$

$$\frac{\eta}{\text{counts/sec}} = 0.6514 \pm 0.1687.$$

Note that we fix $\gamma_z$ to be zero in deriving equation (41), given that we do not see a significant difference in the measured completeness in different redshift bins. That is, the best-fit results in equation (41) represent the overall completeness of the eFEDS clusters at all redshifts.

The parameter measurements in equation (41) are used as priors on the parameters of $(\eta_0, \eta)$ in the number counts likelihood (see Section 3) to empirically account for the X-ray selection. Although equation (41) is obtained with $\gamma_z = 0$, we stress that the parameter $\gamma_z$ is left free and self-calibrated in the number counts likelihood. In Section 5, indeed, we observe that the self-calibrated constraint on $\gamma_z$ is consistent with zero.

We make one remark regarding the redshift scaling of the completeness function. The redshift-independent completeness function obtained in this work suggests that the quantity $\text{EXT}$ contains very little information about the X-ray core size of the cluster. This is not surprising, given that (1) EROSITA is not capable of resolving the ICM structure of the majority of clusters due to the relatively large PSF (FWHM $\approx 28''$), and (2) EXT is designed to act as a nuisance parameter to maximize the extent likelihood $L_{\text{ext}}$ under the detection configuration, rather than actually characterizing the angular size of the ICM core. This conclusion is supported by the fact that no clear scaling between EXT and quantities other than $L_{\text{ext}}$ is seen in the eFEDS sample.

### 4.2.2.2 Measurements in the eFEDS simulations

Finally, we turn to derive the completeness from the eFEDS simulations (Liu et al. 2022b). It is important to stress that we independently derive the completeness from the eFEDS simulations only for the purpose of a comparison with that inferred using the richness distribution; we do not use the simulation-inferred completeness in the analysis.

By directly using the count rate estimates $\eta$ provided in the output catalogs of the eFEDS simulations, we derive $N_{\text{clus}}(\eta, \zeta)$ and $N_{\text{ps}}(\eta, \zeta)$ for the clusters in the extended-source and point-source catalogs, respectively. Then, the resulting completeness is derived using equation (37). However, the completeness estimated in this way (also as in Bulbul et al. 2022) is biased, as mentioned before. This is because we are misusing the count rates in both the “extended-source” and “point-source” modes to derive the completeness $C$. The resulting completeness $C$ is marked as the grey crosses in Figure 3, showing a significant overestimation of the X-ray completeness at a given count rate as opposed to our richness-inferred measurements.

---

7 https://erosita.mpe.mpg.de/edr/eROSITAObservations/ Catalogues/liuT/eFEDS_catalog_V3.3.html
(black points). This is expected, since the count rates of the mis-identified clusters provided in the output catalog are estimated in a point-source aperture and hence systematically underestimated than what would have been measured as extended sources.

With a further attempt, we account for the bias in the “point-source-mode” count rate of the clusters mis-identified in the point-source catalog by applying a correction factor. We use two methods to empirically derive the correction. In the first method, referred to as “correction 1”, we empirically derive the relation between the input X-ray flux $f_X$ and the measured “extended-source-mode” count rate $\eta$ based on the sample of the clusters in the extended-source catalog—this gives the $f_X-\eta$ relation. This relation is straightforward to obtain, because both the quantities $f_X$ and $\eta$ are provided in the output catalogs of the eFEDS simulations. Then, for a simulated cluster mis-identified as a point source, we directly convert the input X-ray flux $f_X$ of the cluster to the count rate using the $f_X-\eta$ relation (ignoring the scatter). This resulting $f_X$-inferred count rate then represents the count rate that would have been measured in the extended mode of the eROSITA pipeline, under the assumption that the relation between $f_X$ and $\eta$ is the same for the clusters in the extended-source and point-source catalogs. With this $f_X$-inferred count rate for the mis-identified clusters in the point-source catalog, the resulting completeness is derived and shown as the red squares in Figure 3.

In the second method, referred to as “correction 2”, we empirically fit an angular size-dependent relation for the correction $C_\eta(\eta, \theta_{500})$, where the quantity $\theta_{500}$ is the angular size of the clusters and directly provided in the output catalogs of the eFEDS simulations. The dependence on $\theta_{500}$ is included to account for the bias due to the inappropriate choice of the aperture size used by the eROSITA pipeline for the clusters in the point-source catalog. The relation $C_\eta(\eta, \theta_{500})$ is parameterized as $C_\eta(\eta, \theta_{500}) \propto a \theta_{500}^b$, where $a$ and $b$ are to be fitted. With a $\chi^2$ fitting, the best-fit relation $C_\eta(\eta, \theta_{500})$ is obtained by requiring that the distribution of the mis-identified clusters in the space of $(f_X, \eta)$ follows the $f_X-\eta$ relation of the clusters in the extended-source catalog. In this way, we obtain the corrected count rate of the mis-identified clusters by multiplying the correction factor $C_\eta(\eta, \theta_{500})$ to the “point-source-mode” count rate provided in the catalog. The resulting completeness function is shown by the green stars in Figure 3.

If the simulations are a perfect representation of the eFEDS observations, we would expect that the X-ray completeness with the correction methods applied could reproduce the richness-based measurements. As seen, both correction methods (red squares and green stars) give the completeness functions that are not in good agreement with our measurements (black points). The methods of “correction 1” and “correction 2”, respectively, underestimate and overestimate the completeness at $\eta \geq 0.1$ counts/sec and $\eta \leq 0.07$ counts/sec. This suggests that the simulations do not perfectly reproduce the eFEDS observations. Meanwhile, both correction methods increase the 50% completeness $\eta_{50}$ with respect to that without any corrections, showing that the “raw” simulation-based completeness estimate (grey crosses) is significantly overestimated at a given count rate. Despite the efforts in making the simulations as identical to the eFEDS observations as possible (Liu et al. 2022b), the “raw” simulation-based X-ray completeness (as also in Bulbul et al. 2022) is significantly different from the richness-based measurements. Even with the two correction methods, the corrected completeness estimates from the simulations still do not perfectly agree with the measurements. Our results pose a concern for a study of eFEDS clusters that heavily relies on the completeness function derived from the simulations.

Again, we stress that we present these two correction methods merely for the purpose of the comparison; we do not use them in any analyses presented in this work.

4.3 Modeling of cosmology

In this work, we focus on constraining two models of cosmology, namely the flat ΛCDM and wCDM models. Each model is characterized by the mean matter density $\Omega_m$, the mean baryon density $\Omega_b$, the degree of fluctuations in the density field at the present epoch $\sigma_8$, the spectral index of the primordial power spectrum $n_s$, the current Hubble parameter $H_0$ in an unit of km/sec/Mpc, and the dark energy equation of state parameter $w$. The curvature is fixed to zero ($\Omega_k = 0$) for both models, and $w$ is fixed to $-1$ for the ΛCDM model. The temperature of the Cosmic Microwave Background today is fixed to 2.7255 Kelvin (Fixsen et al. 2009), while the effective number of neutrino species is set to be 3.046 (Planck Collaboration et al. 2020). We make no attempt to constrain the sum of neutrino masses, which are not included in evaluating the predictions from the cosmological models. We do not expect significant impact raising from neglecting massive neutrinos given the current sample size; this statement is also supported by the analysis in the SPT-SZ survey, where the inclinations of massive neutrinos did not alter the modeling of the cluster abundance in any significant ways (Bocquet et al. 2019).

The overall parameter vector $\mathbf{p}$ is defined as
\[
\mathbf{p} = \mathbf{p}_C \cup \mathbf{p}_\eta \cup \mathbf{p}_A \cup \mathbf{p}_{WL} \cup \mathbf{p}_{\text{mis}} \cup \mathbf{p}_{\eta} \cup \mathbf{p}_C,
\]
where
- $\mathbf{p}_C = \{\Omega_m, \Omega_b, \sigma_8, n_s, H_0, w\}$ for the cosmological parameters,
- $\mathbf{p}_\eta = \{\eta_{\text{mis}}, \sigma_\eta, B_\eta, \delta_\eta, \gamma_\eta, \alpha_\eta, B_{WL}, \delta_{WL}, \gamma_{WL}, \sigma_{WL}\}$ for the $\eta$–$M$–$z$ relation in equation (19),
- $\mathbf{p}_A = \{A_A, B_A, \delta_A, \gamma_A, \sigma_A\}$ for the $A$–$M$–$z$ relation in equation (24),
- $\mathbf{p}_{WL} = \{A_{WL}, B_{WL}, \gamma_{WL}, \sigma_{WL}\}$ for the $M_{WL}$–$M$–$z$ relation in equation (26),
- $\mathbf{p}_{\text{mis}} = \{\eta_{\text{mis}}, \sigma_{\text{mis}}\}$ for the distribution of cluster miscentering (see Section 3.2 in Chiu et al. 2022),
- $\mathbf{p}_{\eta} = \{\eta_{\eta}, \eta_{\text{WL}}\}$ for the intrinsic correlated scatter between the richness and count rate ($\rho_{\eta, A}$) and between the weak-lensing mass and count rate ($\rho_{\eta, WL}$),
- $\mathbf{p}_C = \{\eta_{50}, \eta_{50}, \gamma_{50}\}$ for the X-ray completeness in equation (35).

Before the joint modeling, we first perform the modeling of the cluster abundance and the weak-lensing mass calibration separately to ensure the consistency between them (especially in the $\eta$–$M$–$z$ relation). Finally, after assuring the consistency, the joint constraint on cosmology is obtained in the combined likelihood of the cluster abundance and the weak-lensing mass calibration. In the next section we describe the modeling and blinding strategies.

**Statistical inference**

Using Bayes’ theorem, the posterior $P\left(\mathbf{p}|D\right)$ of the parameter vector $\mathbf{p}$ given the data vector $D$ can be written in the form
\[
P\left(\mathbf{p}|D\right) \propto L(D|\mathbf{p}) \times P(\mathbf{p}),
\]
where $L(D|\mathbf{p})$ is the likelihood of observing $D$ given $\mathbf{p}$, and $P(\mathbf{p})$ is the prior on $\mathbf{p}$. We explore the parameter space using the Affine Invariant Markov Chain Monte Carlo sampler, emcee (Foreman-Mackey et al. 2013; Foreman-Mackey et al. 2019).

We adopt the following priors on the parameters and tabulate...
Table 1. A summary of the priors used in the modeling. The first (second) column represents the name (prior) of the parameters.

| Parameter | Prior |
|-----------|-------|
| **Cosmology** | |
| \( \Omega_m \) | \( \mathcal{U}(0.1, 0.5) \) |
| \( \Omega_b \) | \( \mathcal{U}(0.042, 0.049) \) |
| \( \Omega_k \) | Fixed to 0 |
| \( \sigma_8 \) | \( \mathcal{U}(0.40, 1.20) \) |
| \( n_s \) | \( \mathcal{U}(0.92, 1.0) \) |
| \( H_0 \) | \( \mathcal{U}(50, 90) \) |
| \( w \) | Fixed to \(-1\) or \( \mathcal{U}(-2.5, -1/3) \) |

**Completeness**

\( \eta_{50} \) counts/sec
\( \mathcal{U}(0, 0.15) \) or \( N(0.062, 0.0057^2) \)
\( s_\eta \) \( \mathcal{U}(0.01, 1) \) or \( N(0.651, 0.168^2) \)
\( \gamma_z \) \( \mathcal{U}(-3, 3) \)

**The \( \eta-M-z \) relation**

Equation (19)

\( A_\eta \) \( \mathcal{U}(0, 0.5) \)
\( B_\eta \) \( \mathcal{U}(0, 5) \)
\( \delta_\eta \) \( \mathcal{U}(-3, 3) \)
\( \gamma_\eta \) \( \mathcal{U}(-3, 3) \)
\( \sigma_\eta \) \( N(0.3, 0.08^2) \times \mathcal{U}(0.05, 0.8) \)
\( A_1 \) \( N(0.18, 0.02^2) \)
\( B_1 \) \( N(-0.16, 0.03^2) \)
\( \delta_1 \) \( N(-0.015, 0.05^2) \)
\( \gamma_1 \) \( N(0.42, 0.03^2) \)
\( B_{\text{grp}} \) \( \mathcal{U}(0, 5) \) or fixed to \( B_\eta \)

**The \( \lambda-M-z \) relation**

Equation (24)

\( A_\lambda \) \( \mathcal{U}(1, 100) \)
\( B_\lambda \) \( \mathcal{U}(0, 5) \)
\( \delta_\lambda \) \( \mathcal{U}(-3, 3) \)
\( \gamma_\lambda \) \( \mathcal{U}(-3, 3) \)
\( \sigma_\lambda \) \( \mathcal{U}(0.05, 0.8) \)

**The \( M_{\text{WL}}-M-z \) relation**

Equation (26)

\( A_{\text{WL}} \) \( N(0.903, 0.030^2) \)
\( B_{\text{WL}} \) \( N(-0.057, 0.022^2) \)
\( \gamma_{\text{WL}} \) \( N(-0.474, 0.062^2) \)
\( \sigma_{\text{WL}} \) \( N(0.238, 0.037^2) \)

**Miscentering**

Section 2.2

\( f_{\text{mis}} \) \( N(0.54, 0.02^2) \)
\( \sigma_{\text{mis}} \) \( N(0.61, 0.03^2) \)

**Correlated scatter**

\( \rho_{\eta, \lambda} \) \( \mathcal{U}(-0.9, 0.9) \)
\( \rho_{\eta, \text{WL}} \) \( \mathcal{U}(-0.9, 0.9) \)

In what follows, a brief summary is provided. The uniform priors of \( \mathcal{U}(0.1, 0.5) \), \( \mathcal{U}(0.042, 0.049) \), \( \mathcal{U}(0.40, 1.20) \), \( \mathcal{U}(0.92, 1.0) \), and \( \mathcal{U}(50, 90) \) \( \times \) km/sec/Mpc are applied to \( \Omega_m, \Omega_b, \sigma_8, n_s, \) and \( H_0 \), respectively. For the wCDM model, a uniform prior of \( \mathcal{U}(-2.5, -1/3) \) is applied to \( w \). We are not able to put meaningful constraints on \( \Omega_m, n_s, \) and \( H_0 \), such that we are effectively marginalizing these parameters over the range of the priors in this work.

For the parameters of the scaling relations, we adopt the same priors used in Chiu et al. (2022). For the \( \eta-M-z \) relation, a simulation-informed Gaussian prior \( N(0.3, 0.08^2) \) allowing to be in a range between 0.05 and 0.8 are used for the intrinsic scatter \( \sigma_\eta \). The Gaussian priors, which are calibrated according to the eFEDS simulations, are applied to the parameters of \( \{ A_\eta, B_\eta, \delta_\eta, \gamma_\eta \} \) to account for the bias in the observed count rate (see Section 4.1 in Chiu et al. 2022, and also Section 4.1.1). For the weak-lensing analysis, the simulation-calibrated constraints on \( p_{\text{WL}} \) are used as the priors to marginalize over the weak-lensing systematics (see Section 4.2 in Chiu et al. 2022, and also Section 4.1.3). The miscentering parameters \( p_{\text{mis}} \) are also marginalized over the priors to account for the cluster miscentering. Flat priors are applied to other parameters of the mass and redshift scaling, the intrinsic scatter of richness \( r_\lambda \), and the intrinsic correlations \( \rho_{r_\lambda, l} \) and \( \rho_{r_\lambda, \text{WL}} \).

We compare two different approaches to model the completeness. First, the informative priors \( N(0.062, 0.0057^2) \times \) counts/sec and \( N(0.651, 0.168^2) \), which are the constraints independently measured in Section 4.2.2, are used for \( \eta_{50} \) and \( s_\eta \), respectively. Second, the uniform priors \( \mathcal{U}(0, 0.15) \times \) counts/sec and \( \mathcal{U}(0.01, 1) \) are applied to \( \eta_{50} \) and \( s_\eta \), respectively. That is, these parameters are self-calibrated in the modeling of the cluster abundance. This is part of the blinding analysis in this work, which we return to in the next section.

For modeling the weak-lensing mass calibration alone, we adopt cosmological priors that constrain the distance-redshift relation. With this distance-redshift relation information, we can probe how the weak lensing observables constrain the \( \eta-M-z \) redshift relation. These priors are identical to those adopted in Chiu et al. (2022)\(^8\). With these priors, the cosmology is effectively fixed to the \( \Lambda \)CDM model with \( (\Omega_m, \Omega_b, \sigma_8, n_s, H_0) = (0.30, 0.045, 0.80, 0.965, 70 \) km/s/\( h^{-1} \)Mpc\). We stress that these Gaussian priors on the cosmological parameters are removed when including the modeling of the cluster abundance.

For the modeling of the cluster abundance alone, we apply the Gaussian priors of \( N(0.13, 0.03^2) \), \( N(1.65, 0.20^2) \), \( N(0.00, 1.50^2) \), and \( N(0.00, 1.50^2) \) to the parameters of \( A_\eta, B_\eta, \delta_\eta, \) and \( \gamma_\eta \), respectively. These priors are conservatively chosen to mimic the constraining power from the weak-lensing mass calibration to break the degeneracy between \( p_\eta \) and \( p_c \).

Under this framework, it is important to stress that the modeling of the abundance alone includes the external information of the \( \eta-M-z \) relation from the adopted priors on \( p_\eta \), especially the normalization \( A_\eta \). The priors on \( \{ A_\eta, B_\eta, \delta_\eta, \gamma_\eta \} \) are informed by the weak-lensing analysis. Therefore, a comparison between the modeling of the weak-lensing mass calibration and the cluster abundance is not expected to provide an independent consistency test of the \( \eta-M-z \) relation. However, by adopting the informative priors on \( p_\eta \),

\(^8\) The priors of \( N(0.30, 0.016^2) \), \( N(0.045, 0.0002^2) \), \( N(0.80, 0.014^2) \), \( N(0.965, 0.004^2) \), and \( N(70, 5.6^2) \times \) km/s/\( h^{-1} \)Mpc are applied to \( \Omega_m, \Omega_b, \sigma_8, n_s, \) and \( H_0 \), respectively, with \( w \) fixed to \(-1\).
this strategy allows us to examine whether the empirical modeling is adequately accurate to simultaneously model both the scaling relations and cosmological parameters, and to assess the systematics on the final constraints on the cosmological parameters $p_C$.

To provide an independent consistency test on the $\eta-M-z$ relation, in a post-unblinding analysis we perform the modeling of the cluster abundance alone while (1) removing the Gaussian priors on $A_\eta$, $B_\eta$, $\delta_\eta$, and $\gamma_\eta$ and (2) applying the informative priors to the cosmological parameters $p_C$ as identical as in the modeling of the weak-lensing mass calibration alone. This modeling gives an independent and fair comparison of the $\eta-M-z$ relation with the modeling of the weak-lensing mass calibration, since the scatter $\sigma_\eta$ and the cosmological parameters are effectively fixed to the same values in both modeling. We discuss this comparison in Section 5.2.

### 4.4 Blinding

In this work, we constrain cosmology in a blind analysis to not only avoid confirmation bias but also to assess the adequacy of the modeling strategy we have chosen. Because the weak-lensing mass calibration had been carried out blindly in Chiu et al. (2022) and the method identical to that in the present analysis, the same blinding scheme on the mass calibration shall not be used in this work. Taking this opportunity, we employ a blinding strategy to validate the two most important and novel aspects of our analysis, which are (1) the empirical calibration of the completeness due to the X-ray selection and (2) the broken-power law feature in the $\eta-M-z$ relation. We describe the blinding strategy, as follows.

The blinding takes place at the parameter level. Specifically, the actual mean values and the uncertainties of the cosmological parameters $p_C$, except for the modeling of the weak-lensing mass calibration alone, are entirely hidden from the analyst by random scaling. Therefore, there is no information about the mean values and uncertainties of any parameters during the blinded analysis.

Our requirement for unblinding is that the following criteria are met:

* In a validation test, the same analysis code can recover (i.e., within the 68% confidence levels) the input values that are used to generate the mock sample of clusters in a sky footprint of $1400$ deg$^2$ (corresponding to a size at least ten times larger than eFEDS). This validates the accuracy of the code (limits systematics to $\approx 1/3$ the scale of the statistical uncertainties reflected in the final posteriors).
* The best-fit model provides a good description of the data in the observable space of the count rate $\eta$, richness $A$, and the redshift $z$; that is, the goodness-of-fit test shows no significant tension between the data and the best-fit model. See more details of the goodness-of-fit tests in Section 5.3.3.
* The constraints on cosmology in the modeling of the cluster abundance alone without the Gaussian priors (inferred from equation (41)) on $p_C$ are consistent at a level of $1\sigma$ when derived from the full sample and the other sub-samples. These subsamples include (1) the low-$z$ sample with $0.1 < z < 0.35$, (2) the high-$z$ sample with $0.35 < z < 1.2$, and (3) the high-$L_{\text{ext}}$ sample with $L_{\text{ext}} > 15$. Except the comparison between the low-$z$ and high-$z$ sub-samples, we note that other comparisons contain non-trivial correlations in the sub-samples that we do not account for. However, the consistency among them indicates that the empirical modeling of the completeness (see Section 4.2.1) is sufficiently accurate for different samples of eFEDS clusters and does not have a significant impact on the resulting posteriors of cosmological parameters.
* The weak-lensing informed priors on the parameters $p_\eta$ of the $\eta-M-z$ relation, the resulting constraints in the modeling of the cluster abundance alone are consistent with and without the Gaussian priors applied to the completeness parameters $p_C$. This implies that our independent measurement of the completeness is consistent with those obtained from the self-calibration of the completeness model using the cluster abundance.
* The resulting constraints on both the $\eta-M-z$ relation and cosmological parameters are consistent with and without the broken power-law feature of the observed count rate (see Section 4.1.1). This means that the single power-law relation of previously assumed relation between $\eta$ and $M$ provides a sufficiently accurate description for both galaxy clusters and groups, and does not significantly bias the cosmological constraints.

We confirm that these criteria are met before the unblinding. No post-unblinding changes are made in this work, except for an additional test. In a post-unblinding stage, we additionally performed a test to examine the impact from the weak-lensing informed priors applied to the parameters $(A_\eta, B_\eta, \delta_\eta, \gamma_\eta)$ of the $\eta-M-z$ relation in the modeling of the cluster abundance. See more details in the last paragraph of Section 4.3.

### 5 RESULTS

In this section, we first present the results obtained from independently modeling the mass calibration (Section 5.1) and the cluster...
Figure 5. The fully marginalized and joint posteriors of the parameters from the modeling of the cluster abundance with the priors on the parameters of the \(\eta-M-z\) relation. The results based on the full eFEDS sample with Gaussian priors applied to the parameters \((\eta_{50}, s_{\eta})\) of the X-ray completeness \(C(\eta, z)\) are shown in brown. The Gaussian priors are independently measured from the richness distribution (see Section 4.2.2) and are indicated by the solid lines in the on-diagonal plots of \(\eta_{50}\) and \(s_{\eta}\). The results based on the full sample with a self-calibration of the completeness parameters \((\eta_{50}, s_{\eta})\), i.e., without applying the Gaussian priors, are in grey. The results of the subsamples at low redshift \((0.1 < z < 0.35)\), high redshift \((0.35 < z < 1.2)\), and the high-\(L_{\text{ext}}\) end \((L_{\text{ext}} > 15)\) are shown in cyan, yellow, and pink, respectively. For the modeling of the low-\(z\), high-\(z\), and high-\(L_{\text{ext}}\) subsamples, the Gaussian priors are not applied to \((\eta_{50}, s_{\eta})\). The contours indicate the 68% and 95% confidence levels.

5.1 Weak-lensing mass calibration

We stress again that the modeling of the weak-lensing mass calibration is nearly identical to that in Chiu et al. (2022), therefore we do not expect any significant difference in this work except for a weaker constraining power. Indeed, we recover the results of Chiu et al. (2022) by using the public weak-lensing data (S16A), as seen in Figure 4 showing the consistency between this work (yellow contours) and the best-fit parameters of the \(\eta-M-z\) relation obtained in Chiu et al. (2022, dashed lines). We refer the reader to Appendix B for the complete results from the weak-lensing mass calibration.

We then explore the weak-lensing mass calibration with the broken power-law scaling of the \(\eta-M-z\) relation (see equation (23)). We find that the inclusion of the broken power-law scaling does not significantly alter the results of the weak-lensing mass calibration. This is visualized in Figure 4, showing good consistency between the results obtained with the single (yellow contours) and broken (grey contours) power-law scaling. One noticeable difference is that the mass trend at the group scale of \(M \leq M_{\text{grp}} = 10^{14} h^{-1} M_{\odot}\) shows a tendency to be steeper than that at the cluster scale of \(M \geq M_{\text{grp}}\), i.e.,

\[\text{Abundance (No Comp. Prior)}\]
\[\text{Abundance (0.1 < z < 0.35)}\]
\[\text{Abundance (0.35 < z < 1.2)}\]
\[\text{Abundance (L_{ext} > 15)}\]
B_{\text{grp}} \geq B_\eta; however, this difference is not statistically significant. This finding is also highlighted in the parameter space spanned by $B_\eta$ and $B_{\text{grp}}$ in Figure 4, where the mass calibration with the broken power-law $\eta-M-z$ relation (grey contours) is consistent with the single power law ($B_\eta = B_{\text{grp}}$, black solid lines). In short, the weak-lensing mass calibration alone does not offer statistically significant evidence of a broken power-law behavior of the mass scaling of the count rate $\eta$.

5.2 Cluster abundance

While blinding the constraints on the cosmological parameters (see Section 4.4), we carry out the modeling of the cluster abundance alone with special interest in examining our empirical modeling of the X-ray completeness (see Section 4.2) and the broken power-law feature of the $\eta-M-z$ relation (see Section 4.1.1). Note that we additionally apply the conservative Gaussian priors to the parameters $(A_\eta, B_\eta, \delta_\eta, y_\eta)$ of the $\eta-M-z$ relation to mimic the constraining power from the weak-lensing mass calibration (see Section 4.3).

We first assess the empirical modeling of the X-ray completeness by testing the modeling of the cluster abundance against (1) the different subsamples and (2) the Gaussian priors applied to the parameters of the completeness function. The purpose of this test is to examine whether our empirical modeling provides a flexible scheme to capture the data behavior of different subsamples and to further recover the underlying cosmology.

In Figure 5, we show the constraints of highlighted parameters obtained with

(i) the full sample with the Gaussian priors on the X-ray completeness $C(\eta, z)$ (parameters $\eta_{\text{sys}}$ and $s_\eta$), where the Gaussian priors are the constraints on the X-ray completeness independently measured using the richness distribution (see Section 4.2.2),

(ii) the full sample with a self-calibration of the X-ray completeness $C(\eta, z)$ i.e., without the Gaussian priors,

(iii) the subsample of low-$z$ clusters at $0.1 < z < 0.35$ with a self-calibration of the X-ray completeness $C(\eta, z)$.

(iv) the subsample of high-$z$ clusters at $0.35 < z < 1.2$ with a self-calibration of the X-ray completeness $C(\eta, z)$, and

(v) the subsample of high-$L_{\text{ext}}$ clusters with $L_{\text{ext}} > 15$ and a self-calibration of the X-ray completeness $C(\eta, z)$.

The constraints on the full parameter list are contained in Appendix B, where reader can find more details. As seen in Figure 5, we find that the self-calibrated constraints on the X-ray completeness $C(\eta, z)$ parameters $(\eta_{\text{sys}}, s_\eta)$, except for the subsample with $L_{\text{ext}} > 15$, are consistent with the adopted Gaussian priors, which are indicated by the black solid lines on the on-diagonal plots. This suggests that the self-calibrated completeness of the count rate is in good agreement with the measurements that are independently inferred using the richness distribution of the extended and full sample of clusters. Due to the more stringent X-ray extent selection (fiducial cut is $L_{\text{ext}} > 6$), we note that a significantly higher value of $\eta_{\text{sys}}$ is obtained for the
subsample with $L_{\text{ext}} > 15$ (pink contours), as expected. In addition, no sign of a redshift dependence in the completeness function is suggested, given that $\gamma_C$ is constrained to be statistically consistent with zero at a level of $\leq 1\sigma$ in all tests. We discuss the resulting X-ray completeness function $C(\eta, z)$ in Section 5.3.4.

Meanwhile, as highlighted in Figure 6, we find that the constraints on the cosmological parameters of $\Omega_m$ and $\sigma_8$ obtained from the modeling of the cluster abundance alone are in good agreement among the different samples. Moreover, the constraints on $\Omega_m$ and $\sigma_8$ are insensitive to the Gaussian priors applied to the X-ray completeness $C(\eta, z)$ parameters ($\eta_{50}, \sigma_p$). This suggests that our empirical modeling provides (1) a flexible scheme to describe the completeness and (2) an accurate characterization of the X-ray completeness. This validates our empirical modeling of the X-ray completeness of the eFEDS extent selected sample.

Owing to the lack of sufficient coverage in both the mass and redshift ranges, we make one remark that the redshift-dependent parameters of the $\eta-M-z$ relation, specifically the scaling of the redshift ($\eta_M$) and the mass-redshift cross term ($\delta_M$), are poorly constrained in the low-$z$ (cyan contours) and high-$z$ (yellow contours) samples, as seen in Figure 5. However, the degeneracy between the parameters of $\delta_M$ and $\gamma_M$ does not significantly impact the constraints on $\Omega_m$ and $\sigma_8$, showing good agreement with those based on the full sample.

Next, we examine the consistency between the weak-lensing mass calibration and the cluster abundance in terms of the $\eta-M-z$ relation in Figure 7. Note that the Gaussian priors on the X-ray completeness $C(\eta, z)$ inferred using the richness distribution (see Section 4.2.2) are applied to the parameters ($\eta_{50}, \sigma_p$) in obtaining the results shown in Figure 7. The modeling of the cluster abundance shown by the green contours is performed (1) with the informative priors applied to the intrinsic scatter $\sigma_p$ of the count rate and the cosmological parameters $p_C$ and (2) without the weak-lensing informed priors on $(A_H, B_H, \delta_M, \gamma_M)$. This effectively fixes the scatter $\sigma_p$ and the cosmology as identical as in the modeling of the weak-lensing mass calibration (yellow contours), which gives an independent comparison of the $\eta-M-z$ relations (see the last paragraph in Section 4.3). As seen, there exists good agreement in the resulting $\eta-M-z$ relations obtained between the modeling of the weak-lensing mass calibration (yellow contours) and the cluster abundance (green contours). The excellent agreement in the posterior of the normalization $A_H$ suggests that there is no significant tension in the absolute mass scale of eFEDS clusters inferred between the weak lensing and the cluster abundance. Meanwhile, the cluster abundance prefers a higher $B_H$ than that from the weak-lensing mass calibration at a level of $\leq 1\sigma$. Overall, there is no strong tension between the weak-lensing mass calibration and cluster abundance of the eFEDS clusters. This enables us to further combine them to obtain a joint constraint on cosmological parameters, which is what we discuss in the next section. Note that the modeling of the cluster abundance (green contours) is carried out for this consistency test in a post-unblinding stage.

Without the informative priors on both the cosmological parameters and the parameters $(A_H, B_H, \delta_M, \gamma_M)$ of the $\eta-M-z$ relation, we find that the result yields a highly degenerate constraint among $\Omega_m, \sigma_8$, and $A_H$. This suggests that (1) the cluster abundance alone does not have constraining power on $A_H$, unless informative priors are applied to the cosmological parameters, and that (2) the inclusion of the weak-lensing mass calibration is crucially important for obtaining cosmological constraints, since it anchors the absolute mass scale. Removing the strong priors on $p_C$ and adding the weak-lensing informed priors on the parameters $(A_H, B_H, \delta_M, \gamma_M)$ of the $\eta-M-z$ relation leads to the modeling of the cluster abundance presented by the brown contours in Figure 7.

In what follows, we move to assess the impact raised from the broken power-law behavior of the $\eta-M-z$ relation on the cosmological constraints. This result is visualized in Figure 7, showing the comparison of the constraints from the cluster abundance between the single (brown contours) and broken (purple contours) power law in the $\eta-M-z$ relation. We find excellent agreement between the cosmological parameters of $(\Omega_{m0}, \sigma_8)$ with and without the broken power-law feature. Moreover, the constraints in the parameter space spanned by $B_H$ and $B_{H9}$ shown in Figure 7 are fully consistent with the scenario of a single power law $B_H = B_{H9}$ (the solid line). This suggests that the modeling of the cluster abundance alone does not prefer a broken power-law feature for the $\eta-M-z$ relation at the low-mass end. This validates the robustness of the cosmological constraints to the details of the functional form assumed for the mass scaling of the $\eta-M-z$ relation.

5.3 Joint weak-lensing and the cluster abundance analysis

In Sections 5.1 and 5.2, we find that (1) the constraints on the $\eta-M-z$ relation from both the modeling of the weak-lensing mass calibration and the cluster abundance are in excellent agreement, and that (2) neither the modeling of the weak-lensing mass calibration nor the cluster abundance prefer a broken power-law feature of the $\eta-M-z$ relation at the low-mass end of $M \approx M_{\text{grp}}$. Therefore, we can combine the two datasets to obtain a joint constraint on the scaling relations and cosmology. Because the data do not provide compelling evidence of a broken power-law scaling of the count rate, we use the $\eta-M-z$ relation with a single power-law form as the fiducial analysis in this work. Moreover, given that the X-ray completeness $C(\eta, z)$ self-calibrated by the cluster abundance is fully consistent with that independently measured using the richness distribution (see Figure 5 and Section 5.2), the constraints in equation (41) are consistently applied as the Gaussian priors to the X-ray completeness parameters of $(\eta_{50}, \sigma_p)$ in the joint modeling. Note that the results presented in this section are obtained assuming the flat $\Lambda$CDM model, and the cosmological constraints for the extension to the wCDM model are given in Section 5.4.

We first show the joint constraints of highlighted parameters in Figure 8 and refer the reader to Appendix B for the complete results. As can be seen (and as expected), the joint constraints (blue contours) are in good agreement with those previously obtained from the independent modeling of the weak-lensing mass calibration (yellow contours) and the cluster abundance (brown contours). Moreover, we find that the joint constraints on the parameters of the $\eta-M-z$ relations are dominated by the cluster abundance, as the constraints on the scaling parameters $(B_H, \delta_M, \gamma_M)$ tighten significantly when including the number counts likelihood (blue contours) in comparison to that from the modeling of the weak-lensing mass calibration alone (yellow contours). The uncertainties on $B_H, \delta_M$, and $\gamma_M$ inferred from the weak-lensing calibration alone are reduced by a factor of 1.6, 2.5 and 3.25, respectively, when including the cluster abundance.

Next, we show the distributions of the observables (namely, the count rate $\eta$, richness $A$, and redshift $z$) predicted by the best-fit model in comparison with the observations in Figure 9. In the top (middle) row of Figure 9, we additionally show the distribution of the count rate (richness) at low and high redshift in the middle and right columns, respectively. The redshift distribution of the full (left), low-$\eta$ ($\eta < 0.1 \text{ counts/s; middle}$) and high-$\eta$ ($\eta > 0.1 \text{ counts/s; right}$) samples are shown in the bottom row of Figure 9. Each panel contains also a residual subpanel. All these comparisons show no sign of bias in the best-fit model with respect to the observations, suggesting that our empirical modeling analysis including weak lensing mass.
calibration has accurately captured the characteristics of the eFEDS abundance data. The reader is referred to Section 5.3.3 for a more quantitative assessment of the goodness of fit.

5.3.1 Individual cluster mass estimates

Using Bayes’ theorem and following the procedure in Chiu et al. (2022), we compute the mass posterior \( P(M|\eta, z, p_\eta) \) of individual clusters inferred using the best-fit \( \eta - M - z \) relation based on the observed count rate \( \eta \) at the cluster redshift \( z \) as

\[
P(M|\eta, z, p_\eta) \propto P(\eta|M, z, p_\eta) P(M|z, p_\eta),
\]

where \( p_\eta \) is the best-fit parameter vector of the \( \eta - M - z \) relation. Note that we do not marginalize over the chain of \( p_\eta \) and hence do not include the systematic uncertainty in the mass posterior. That is, \( P(M|\eta, z, p_\eta) \) only includes the dispersion introduced by the measurement uncertainty and intrinsic scatter about the count rate to mass relation. The mean masses of individual clusters, estimated as \( M_{500c} = \int dM P(M|\eta, z, p_\eta) \), are plotted versus redshift in Figure 10, where we also plot the samples from the South Pole Telescope survey (Bleem et al. 2015; Huang et al. 2020), the Planck catalog (Planck Collaboration et al. 2015), the XXL survey (Pacaud et al. 2016), and the ROSAT-based MARD-Y3 sample (Klein et al. 2019). As seen, the eFEDS sample used in this work spans a mass range between \( 10^{13.3}h^{-1}M_\odot \approx 2 \times 10^{13}h^{-1}M_\odot \) and \( \approx 10^{14.7}h^{-1}M_\odot \approx 5 \times 10^{14}h^{-1}M_\odot \). The sample contains a significant fraction (\( \approx 50\% \)) of galaxy groups with mass of \( M \leq 10^{14}h^{-1}M_\odot \) at redshifts \( z \leq 0.5 \), which is an important part...
Figure 9. The distributions of the observed count rate $\eta$ (the first row), the observed richness $\lambda$ (the second row), and the observed redshift (the third row). In the first and second rows, we additionally show the full (left), the low-$z$ (middle) and the high-$z$ (right) samples. The low-$z$ (high-$z$) clusters are selected with an additional criterion of $0.1 < z < 0.35$ ($0.35 < z < 1.2$). In the last row, the redshift distributions of the full (the left panel), the low-count rate (low-$\eta$; the middle panel) and the high-count rate (high-$\eta$; the right panel) samples are shown. The low-$\eta$ (high-$\eta$) sample is further selected with $\eta < 0.1$ counts/sec ($\eta > 0.1$ counts/sec). In the upper panel of each subplot, the distributions of the observed eFEDS clusters are shown by the black histograms, while the best-fit models with the 68% and 95% confidence levels are indicated by the dark and light grey regions, respectively. The modeling residuals, which are defined as the observed distributions $N$ subtracting the best-fit models $N_{\text{model}}$, are shown in the lower panel of each subplot, wherein the dotted lines indicate the 1-$\sigma$ Poisson noises expected by the best-fit models, i.e., $\sqrt{N_{\text{model}}}$. The best-fit models and the confidence levels are calculated using the chains from the joint modeling of the weak-lensing mass calibration and the cluster abundance assuming the single power-law $\eta-M-z$ relation and with the Gaussian priors applied to the parameters of $(\eta_{50}, s_{\eta})$. 
of the cluster phase space for the eROSITA survey. Surpassing other cluster surveys, as seen in Figure 10, the eFEDS survey provides a unique sample that delivers clusters with $M \geq 10^{14} h^{-1} M_{\odot}$ out to a redshift beyond unity also that probes a mass range of over an order of magnitude in a broad range of redshift. With the mass posterior $P(M|\eta, z, p_{\nu})$ for each cluster we randomly sample a mass estimate from the posterior as the “ensemble” mass. The ensemble mass here is referred to as the individual mass estimated that acts as an ensemble statistic inferred from the overall population modeling (see also Bocquet et al. 2019; Chiu et al. 2020). The uncertainty of the cluster mass, which is derived as the dispersion of the mass posterior, is at a level of $\approx 20\%$ for a cluster with $M_{500c} \approx 10^{14} h^{-1} M_{\odot}$. We provide these mass measurements in Table B1 in Appendix B.

5.3.2 Constraints on cluster scaling relations

Based on the joint modeling, the resulting best-fit relation of the $\eta-M-z$ relation reads
\begin{align*}
\left( \frac{\ln \eta}{\text{counts/sec}} \right)_{M,z} &= \ln \left( \frac{0.133^{+0.026}_{-0.020}}{0.133^{+0.028}_{-0.029}} \right) + \\
&+ (1.86^{+0.20}_{-0.15}) + (-0.58^{+0.43}_{-0.50}) \ln \left( \frac{1 + z}{1 + z_{\text{pivot}}} \right) \times \ln \left( \frac{M}{M_{\text{pivot}}} \right) + \\
&+ (0.83^{+0.40}_{-0.50}) \ln \left( \frac{z_{\text{pivot}}}{1 + z_{\text{pivot}}} \right) + \\
&+ (0.334^{+0.122}_{-0.048}) + (0.291^{+0.133}_{-0.077}) \times \ln \left( \frac{D_L(z)}{D_L(z_{\text{pivot}})} \right) + \ln (b_{\eta}(M,z)), \quad (44)
\end{align*}

with the log-normal intrinsic scatter $\sigma_{\eta} = 0.332^{+0.076}_{-0.093}$. We find that the mass slope ($b_{\eta} = 1.86^{+0.20}_{-0.15}$) is steeper than that obtained in Chiu et al. (2022, $b_{\eta} = 1.58^{+0.17}_{-0.14}$) at a level of $\approx 1 \sigma$, in which they constrained the $\eta-M-z$ relation in the weak-lensing mass calibration alone using the latest HSC weak-lensing data (Li et al. 2022). Meanwhile, the resulting redshift scaling ($\gamma_\eta = -0.83^{+0.44}_{-0.45}$) reveals a negative deviation from the self-similar prediction ($\gamma_\eta = 0$) at a level of $\lesssim 2 \sigma$, which is different from what was found in Chiu et al. (2022, $\gamma_\eta = -0.44^{+0.81}_{-0.43}$). We note that the differences of the constraints on the $\eta-M-z$ relation between this work and Chiu et al. (2022) are driven by the modeling of the cluster abundance and are not statistically significant due to the large errorbars. In Figure 11, we plot the count rate $\eta$ of the eFEDS clusters as a function of the ensemble mass (the left panel) and the cluster redshift (the right panel) with the 68% confidence level of the best-fit model indicated by the grey area. Note that the grey area, which represents the uncertainty of the best-fit mean relation in equation (44), is calculated using the chains of the scaling relation parameters marginalizing over the systematics. When producing the mass (redshift) trend in the left (right) panel, we normalize the observed data to the pivot redshift $z_{\text{pivot}} = 0.35$ (pivotal mass $M_{\text{pivot}} = 1.4 \times 10^{14} h^{-1} M_{\odot}$) after dividing them by the known redshift (mass) scaling predicted by the best-fit model. As seen, no sign of bias in the best-fit model is revealed with respect to the data. Moreover, the mass scaling of the count rate is well described by a single power-law function without any clear feature that might hint at a broken power law at the low-mass end.

We make one remark regarding the mass trend of X-ray observable-to-mass-and-redshift relations, as follow. In Chiu et al. (2022), we constrained various X-ray observable scaling relations, including the X-ray temperature $T_X$, luminosity $L_X$, ICM mass $M_{\text{gas}}$, and $Y_X \equiv T_X \times M_{\text{gas}}$. Overall, their mass trends were all found to be statistically consistent with or mildly steeper than the self-similar prediction at a level of $\lesssim 1 \sigma$. On the other hand, the analysis with the same methodology was adopted in deriving the X-ray observation-to-mass-and-redshift relations for a sample of SZE-selected clusters at a similar redshift range of $0.2 < z < 1.5$ in the SPT-SZ survey (Bulbul et al. 2019, see also Chiu et al. 2018), where it was found that the mass trends are generally steeper than the self-similar prediction at a level of $\gtrsim 3 \sigma$. This mild inconsistency is intriguing, given the
from the joint modeling of the weak-lensing mass calibration and the cluster abundance (Bocquet et al. 2019), as opposed to only the weak-lensing mass calibration as in Chiu et al. (2022). When including the cluster abundance of the eFEDS clusters, as done in this work, we find that the mass trend of the count rate shows a steeper slope than that from the weak-lensing mass calibration alone (at the ≈ 1σ level). Considering the degeneracy of the mass trends between the count rate and the other X-ray observables (Chiu et al. 2022), the steepening mass trend of the count rate when including the cluster abundance would pull the mass slope of the X-ray observables toward a higher value. This would result in an even steeper slope than the self-similar prediction, bringing the eFEDS results into better agreement with the SPT sample results (Bulbul et al. 2019). A study using a larger sample of clusters in the first-year eROSITA survey with a wide weak-lensing coverage will shed light on this in the future.

The best-fit $\lambda$–$M$–$z$ relation at a fixed mass and redshift inferred from the joint modeling yields

$$\langle \ln l | M, z \rangle = \ln \left( 37.1^{+5.6}_{-5.0} \right) +$$

$$\left[ (1.05^{+0.13}_{-0.12}) \times \ln \left( \frac{1 + z}{1 + z_{piv}} \right) \right] \times \ln \left( \frac{M}{M_{piv}} \right)$$

+ $$\left( -0.72^{+0.45}_{-0.37} \right) \times \ln \left( \frac{1 + z}{1 + z_{piv}} \right),$$

with the log-normal intrinsic scatter of 0.291$^{+0.133}_{-0.078}$. We find that the mass trend ($B_\lambda = 1.05^{+0.13}_{-0.12}$) is in good agreement with the self-similar prediction ($B_\lambda = 0$) with a mild cross scaling with redshift ($\delta_A = -0.72^{+0.45}_{-0.37}$) at a level of ≈ 1.6σ. Interestingly, the redshift scaling of the richness reveals a decreasing trend ($\eta_A = -0.77^{+0.41}_{-0.54}$) at a level of ≤ 2σ. The resulting redshift trend is statistically consistent with Chiu et al. (2022, $\eta_A = -0.46^{+0.54}_{-0.41}$) obtained with the weak lensing mass calibration alone at a level of ≈ 1σ. It is worth mentioning that, as seen in Figure 8, the parameters of the $\lambda$–$M$–$z$ relation have strong degeneracies with their corresponding parameters in the $\eta$–$M$–$z$ relation, because both sets of parameters are subject to the same weak lensing and cluster abundance constraints. Note that we do expect a steeper mass trend ($B_\lambda = 1.05^{+0.11}_{-0.12}$) than the value ($B_\lambda = 0.881^{+0.077}_{-0.088}$) obtained in Chiu et al. (2022), given that in this work we properly account for the Malmquist bias caused by the richness selection in deriving the $\lambda$–$M$–$z$ relation (see Appendix A in Chiu et al. 2022). In Figure 12, we plot the richness $\lambda$ in terms of the mass and redshift scaling in the left and right panels, respectively. As seen, the best-fit model (grey area) well describes the data behavior and reveals a weak deviation from the self-similar prediction (red dashed lines) in the redshift dimension.

The constraints on the $\eta$–$M$–$z$ and $\lambda$–$M$–$z$ relations from the different modeling we have done are tabulated in Table 2.

5.3.3 The goodness of fit

We quantify the goodness of fit of the best-fit model by comparing the cluster numbers between the model prediction and the observed data in the observable space of the count rate $\eta$, richness $\lambda$, and the redshift $z$. Specifically, we bin each observable dimension ($\eta, \lambda, z$) spanned by the eFEDS sample into 10 logarithmic bins, resulting in a total $10^3$ cells in the three-dimensional space, and assess the consistency of the cluster numbers between the prediction and the

Figure 10. The mass and redshift of the eFEDS clusters (black circles), and those in the SPT-SZ survey (blue squares; Bleem et al. 2015), the SPTpol 100 degree$^2$ survey (red stars; Huang et al. 2020), the Planck mission (purple circles; Planck Collaboration et al. 2015), the brightest sample in the XXL survey (green crosses; Pacaud et al. 2016), and the X-ray MARD-Y3 sample (brown triangles; Klein et al. 2019). When plotting the eFEDS sample, we additionally include the two clusters at $z = 1.3$ that satisfy both the X-ray and optical selections.
Figure 11. The observed count rate of the eFEDS clusters as a function of the cluster halo mass $M$ (left) and redshift (right). The eFEDS clusters are shown by the circles color-coded by their redshift (halo mass) in the left (right) panel, wherein the $y$-axis shows the count rate $\eta$ normalized at the pivotal redshift $z_{piv} = 0.35$ (the pivotal mass $M_{piv} = 1.4 \times 10^{14} h^{-1} M_\odot$) and the $x$-axis indicates the cluster halo mass (the cluster redshift). In both the left and right panels, the 68% confidence levels of the best-fit model are represented by the grey regions. The confidence levels of the best-fit models are calculated using the chains from the joint modeling of the weak-lensing mass calibration and the cluster abundance assuming the single power-law $\eta-M-z$ relation and with the Gaussian priors applied to the X-ray completeness $C(\eta,z)$ parameters. The red dashed lines represent the self-similar scaling for the count rate $\eta$ assuming the self-similar mass and redshift trends in the soft-band luminosity $L_X$, namely $\eta \propto M^{B_{LX}+0.1}$ with $B_{LX} = 1$ and $\eta \propto E(z)^{2}D_L(z)^{2}z^{\gamma}$ in the left and right panels, respectively. For plotting the best-fit model, we make an assumption of $(\ln \eta|M,z) = (\ln \eta|M,z)$.

Figure 12. The optical richness of the eFEDS clusters as a function of the cluster halo mass $M$ (left) and redshift (right). The same plotting scheme as in Figure 11 is used. The red dashed lines represent the self-similar scaling for the richness, namely $\Delta \propto M^{\lambda z=0}$ in the left and right panels, respectively. The pink circles are the mean richnesses in eight logarithmic bins of mass and redshift in the left and right panels, respectively. The errorbars of the pink circles are derived as the standard deviation of the richness distribution within the bin with a weighting factor of $1/(\delta z^2 + \sigma_{\Delta}^2)$, which includes both the measurement uncertainty and the intrinsic scatter of the richness.

data. Given the nature of Poisson distributions, the modified Cash (1979) statistic, which is attributed to Castor (Kaastra 2017; Baker & Cousins 1984), is used to estimate the goodness of fit in terms of the test statistic $C_X$. For a sufficiently large number of events, as in the case of $\approx 450$ clusters in this work, the test statistic $C_X$ has a useful property that allows us to estimate the goodness of fit for a Poissonian model in a manner similar to the $\chi^2$ test for a Gaussian distribution.

Adopting the best-fit parameters obtained in the joint model-

ing with a single power-law $\eta-M-z$ relation, the test statistic expects a mean value $\langle C_X \rangle$ and variance $\Delta C_X^2$ of $\langle C_X \rangle = 328.57$ and $\Delta C_X^2 = 23.02^2$, respectively. Meanwhile, the data statistic with respect to the best-fit model has a value $C_{\text{data}} = 337.47$, which is in excellent agreement with the Gaussian distribution of $N(\langle C_X \rangle, \Delta C_X^2)$. Assuming the $w$CDM cosmology or including the broken power-law feature in the $\eta-M-z$ relation both give goodness of fit in agreement with the expectations at a similar level. Based
5.3.4 The X-ray completeness

The X-ray completeness \( C(\eta, z) \) of a count rate select sample is presented and measured in Section 4.2, and its parameters are also self-calibrated in the modeling of the cluster abundance using different samples. We find that the self-calibrated completenesses obtained from the full, low-\( z \) and high-\( z \) samples are all in excellent agreement with the directly measured completeness that employs a method based on the cluster richness distributions. No redshift dependence of the X-ray completeness is preferred by the data. Moreover, the modeling results on the cosmology and scaling relations with and without applying the Gaussian priors, which are inferred using the richness-based direct completeness measurements, to the parameters of the completeness function are fully consistent. This is strong evidence that our empirical modeling of the X-ray selection is robust.

We present the resulting completeness of the count rate in Figure 13. Based on the joint modeling of the weak-lensing mass calibration and the cluster abundance with the Gaussian priors on \( (\eta_{50}, s_\eta) \), we obtain

\[
\eta_{50} \text{ counts/sec} = \left(61.4^{+3.8}_{-3.5}\right) \times 10^{-3}, \tag{46}
\]

\[
s_\eta = 0.501^{+0.050}_{-0.043}, \tag{47}
\]

\[
\gamma_z = 0.06 \pm 0.12, \tag{48}
\]

suggesting that the 50% completeness at the pivotal redshift \( z_{\text{piv}} = 0.35 \) occurs at the count rate of \( \eta_{50} \approx 0.061 \text{ counts/sec} \). This result (the filled region) is consistent with those obtained by the self-calibration based on the full (the blue line), low-\( z \) (the red dashed line), and high-\( z \) (the green dotted line) samples. Allowing the broken power-law feature (the brown dash-dotted line) in the mass scaling of the \( \eta-M-z \) relation does not significantly change the result. These constraints are all in agreement with the measurements (the black points).

Increasing the extent likelihood selection (\( \mathcal{L}_{\text{ext}} > 15 \)) in the X-ray selection results in the completeness model characterized by \( (\eta_{50}, s_{\eta}, \gamma_z) = \left(93.8^{+7.4}_{-6.4}\right) \times 10^{-3}, 0.428^{+0.061}_{-0.054}, 0.20^{+0.15}_{-0.12}\right) \), corresponding to a count rate where the 50% completeness occurs at \( \eta_{50} \approx 0.094 \text{ counts/sec} \).

5.3.5 The broken power-law feature of the \( \eta-M-z \) relation

The broken power-law of the \( \eta-M-z \) relation with a steeper mass scaling at the low-mass end \( (B_{\text{grp}} > B_\eta \text{ at } M \leq M_{\text{grp}}) \) results in a deficit of the cluster number at the low-\( \mathcal{L}_{\text{ext}} \) end, which could resolve the discrepancy between the data and the eFEDS simulations (see discussions in Section 4.1.1). In Figure 14, we present the results allowing the broken power-law feature in the modeling of the weak-lensing mass calibration (grey), the cluster abundance (purple), and the joint modeling (green). As seen, they are in excellent agreement.
with each other and the solid line of $B_\eta = B_{\text{grp}}$, providing no suggestions of the need for a broken power-law feature at the low-mass end. This implies that the deficit of the eFEDS clusters with respect to the simulations (Liu et al. 2022b) at the low-$L_{\text{ext}}$ end cannot be resolved by the different mass scalings of the count rate on the group mass scale.

Allowing the broken power-law $\eta$–$M$–$z$ relation does not significantly change the overall modeling of the scaling relations and the X-ray completeness. This is visualized in Figure 15, where the results from the modeling of the weak-lensing mass calibration (grey), cluster abundance (purple), and the joint modeling with (green) and without (blue) the broken power-law scaling of the count rate are in excellent agreement. Moreover, as shown in Figure 16, the constraints on the cosmological parameters $\Omega_m$ and $\sigma_8$ are insensitive to the broken power-law mass scaling of the count rate. That is, the inclusion of the broken power-law mass scaling of the count rate has no significant impact on the cosmological constraints.

### 5.4 Cosmological constraints

In Sections 5.1 to 5.3, we present the constraints on the scaling relations assuming the $\Lambda$CDM model. In a blinding analysis, we also examine the impact raised from (1) the empirical modeling of the X-ray completeness and (2) the broken power-law mass scaling in the $\eta$–$M$–$z$ relation. Neither of these elements affects the cosmological constraints. Therefore, we use the modeling with the Gaussian priors.

---

**Figure 15.** The comparison of the constraints from the modeling of the weak-lensing mass calibration (grey contours), the cluster abundance (purple contours), and the joint modeling of them (green contours) with the broken-power-law scaling of the $\eta$–$M$–$z$ relation. The results from the joint modeling assuming the single power-law scaling of the count rate are shown in blue. All results shown here are consistently obtained with the Gaussian priors applied to the parameters of the X-ray completeness when including the modeling of the cluster abundance. For the modeling of the cluster abundance (purple contours), the informative priors are applied to the parameters of the $\eta$–$M$–$z$ relation (see Section 4.3). The posteriors of and the covariance between the parameters are shown in the on-diagonal and off-diagonal plots, respectively. The Gaussian priors applied to the parameters are shown as the black solid lines in the on-diagonal plots. The contours indicate the 68% and 95% confidence levels.
Table 3. The posteriors of the cosmological parameters, \( \Omega_m, \sigma_8, S_8, \) and \( w \). The parameter \( S_8 \) is defined as \( S_8 = \sigma_8 (\Omega_m/0.3)^{0.3} \) in this work. The column (1) indicates the parameters. The columns (2) and (3) contain the results solely based on the cluster abundance obtained with and without the Gaussian priors applied to the parameters of the completeness, \( (\eta_{50}, \alpha_{50}) \), respectively, assuming the single power-law mass scaling of the count rate. The column (4) records the constraints obtained with the Gaussian priors and the broken power-law mass scaling of the count rate in the modeling of the cluster abundance alone. The columns (2) to (4) are obtained with the weak-lensing informed priors on the parameters of the \( \eta \)–\( M \)–\( z \) relation. The constraints obtained with the Gaussian priors and the broken power-law mass scaling of the count rate, respectively. The columns (7) and (8) contains the results obtained in the wCDM model with the same configuration as in the columns (5) and (6), respectively. The columns (5) and (7) are our fiducial results in the \( \Lambda \)CDM and wCDM models, respectively.

| Parameters | Cluster Abundance | Cluster Abundance + WL Calibration |
|------------|-------------------|-----------------------------------|
|            | Without Comp. Prior and \( B_\eta = B_{\rm grp} \) | With Comp. Prior and \( B_\eta = B_{\rm grp} \) | With Comp. Prior and \( B_\eta \neq B_{\rm grp} \) |
| \( \Omega_m \) | \( 0.229^{+0.065}_{-0.062} \) | \( 0.230^{+0.063}_{-0.069} \) | \( 0.230^{+0.092}_{-0.064} \) |
| \( \sigma_8 \) | \( 0.849^{+0.072}_{-0.024} \) | \( 0.867^{+0.073}_{-0.052} \) | \( 0.843^{+0.055}_{-0.081} \) |
| \( S_8 \) | \( 0.784^{+0.050}_{-0.035} \) | \( 0.792^{+0.049}_{-0.036} \) | \( 0.788^{+0.055}_{-0.039} \) |
| \( w \) | \( - \) | \( - \) | \( - \) |

The constraints on \( \Omega_m \) and \( \sigma_8 \) obtained from the modeling of the cluster abundance and that jointly with the weak-lensing mass calibration. The results based on the cluster abundance (the joint modeling) with and without the broken power-law scaling of the \( \eta \)–\( M \)–\( z \) relation are in purple and brown (green and blue), respectively. For the modeling of the cluster abundance (brown and purple contours), the informative priors are applied to the parameters of the \( \eta \)–\( M \)–\( z \) relation (see Section 4.3). The contours indicate the 68% and 95% confidence levels.

Figure 16. The cosmological constraints from the eFEDS clusters in the \( \Lambda \)CDM (blue) and wCDM (red) models. These constraints are obtained in the joint modeling of the weak-lensing mass calibration and the cluster abundance with the single power-law mass scaling of the count rate and with the Gaussian priors applied to the parameters of the X-ray completeness. The contours indicate the 68% and 95% confidence levels.

In what follows, we present the cosmological constraints with the extension to the wCDM model. Based on the sample of 455 eROSITA clusters selected in the eFEDS survey, the cosmological constraints obtained in the joint modeling of the weak-lensing mass calibration and the cluster abundance are visualized in Figure 17. The constraints on the cosmological parameters of \( (\Omega_m, \sigma_8, S_8, w) \) obtained in the different modeling are tabulated in Table 3. In this work, the quantity \( S_8 \) for the eFEDS survey is defined as

\[
S_8 \equiv \sigma_8 \left( \frac{\Omega_m}{0.3} \right)^{0.3} \quad \text{with} \, \alpha \equiv 0.3.
\]  

(49)
Figure 18. The comparisons of the cosmological parameters assuming the ΛCDM cosmology between the eFEDS clusters (blue) and the external results, including the anisotropy and polarization (TT+EE) of CMB temperatures from Planck (purple; Planck Collaboration et al. 2020), the 3×2-point analysis from the Dark Energy Survey (cyan; Abbott et al. 2022), and the clusters in the SPT-SZ survey (grey; Bocquet et al. 2019). In the left (right) panel, the constraints on Ωm and σ8 (S8 ≡ σ8 (Ωm/0.3)0.3) are shown. The contours indicate the 68% and 95% confidence levels. The eFEDS results are in agreement with the external constraints at a level of ≤ 1.2σ.

5.4.1 The ΛCDM cosmology

In the ΛCDM model, we obtain

\[
\Omega_m = 0.245^{+0.048}_{-0.058},
\]
\[
\sigma_8 = 0.833^{+0.075}_{-0.063},
\]
\[
S_8 = 0.791^{+0.028}_{-0.031},
\]

from the joint modeling of the weak-lensing mass calibration and the cluster abundance with the Gaussian priors applied to (η50, s50) and with the single power-law η–M–z relation. Including the broken power-law η–M–z relation leads to a fully consistent result with \(\Omega_m = 0.230^{+0.060}_{-0.043}\) \(\sigma_8 = 0.847 \pm 0.061\), and \(S_8 = 0.796^{+0.026}_{-0.032}\). Excluding the weak-lensing mass calibration, the cluster abundance alone yields the constraints on \((\Omega_m, \sigma_8, S_8)\) that are statistically consistent with the fiducial result, as seen in Table 3. This is not surprising, given that the constraints are dominated by the cluster abundance.

In Figure 18, we compare the constraints on \(\Omega_m\), \(\sigma_8\), and \(S_8\) with those from other methods and surveys, including the anisotropy and polarization of the CMB temperature from the Planck mission (the TT+EE+lowE constraints; Planck Collaboration et al. 2020), the galaxy-galaxy clustering and lensing (i.e., 3×2-point analysis) from the Dark Energy Survey (DES; Abbott et al. 2022), and the state-of-the-art cluster constraints from the SPT-SZ survey (Bocquet et al. 2019). The eFEDS constraints are in good agreement with all of these other results: the consistency with the results from Planck, DES, and SPT are at levels of 1.2σ, 1σ, and 0.6σ, respectively. Our results based on the eFEDS clusters do not provide evidence for the “σ8 tension” with the CMB constraint from Planck.

5.4.2 The wCDM cosmology

Now we turn to the constraints on the wCDM model. The results based on the joint modeling of the cluster abundance and the weak-lensing mass calibration in the eFEDS survey yields

\[
\Omega_m = 0.234^{+0.048}_{-0.070},
\]
\[
\sigma_8 = 0.846^{+0.092}_{-0.066},
\]
\[
S_8 = 0.784^{+0.034}_{-0.027},
\]
\[
w = -1.25 \pm 0.47,
\]

which are obtained with the Gaussian priors applied to the X-ray completeness parameters \((\eta50, s50)\) and with the single power-law η–M–z relation. Allowing the broken power-law mass scaling of the count rate or removing the Gaussian priors on \((\eta50, s50)\) all leads to a negligible difference in the parameter constraints, as seen in Table 3. It is worth mentioning that the constraints on \(\Omega_m\) and \(\sigma_8\) are insensitive to the inclusion of \(w\), which is seen in Figure 17. Although the parameter uncertainty is large, the eFEDS constraint on \(w\) supports a model where the dark energy is a cosmological constant \((w = -1)\).

In Figure 19, we compare the eFEDS wCDM results with those from the external experiments. It is clear that there is good consistency with the Planck, DES, and SPT constraints at levels of 0.1σ, 1.1σ, and 0.8σ, respectively. Overall, there is excellent agreement between eFEDS and these external results, clearly demonstrating the success of the empirical modeling in deriving cosmological constraints using a sample of X-ray selected clusters in a synergy with a wide-field weak-lensing survey, for the first time.

We note that while the negative deviation from the self-similar redshift trend of the η–M–z relation is observed in the ΛCDM cosmology \((\eta = -0.83^{+0.44}_{-0.50})\), the redshift scaling of the relation is constrained to be statistically consistent with no deviation \((\eta = -0.38^{+0.72}_{-0.82})\) in the wCDM model. This is due to the fact that
there is strong degeneracy between the redshift scaling parameter \( \gamma_{\eta} \) and the equation of state of dark energy \( w \). This is visualized in Figure 20, where we find that \( w \) has the strongest degeneracy with \( \gamma_{\eta} \). This result suggests that a tight constraint on the redshift trend of the count rate is of critical importance to put a stringent constraint on the redshift trend of the count rate and redshift with minimal assumptions informed by the actual cluster dataset, and is crucial for minimizing systematic errors in the parameter posteriors.

The X-ray selection is modeled using an empirically determined completeness \( C(\eta, z) \) of the X-ray selected sample as a function of count rate and redshift with minimal assumptions informed by the data and simulations. This approach allows us to bypass the direct modeling of the complex X-ray selection on the quantities of \( L_{\text{ext}}, L_{\text{det}}, \) and \( \text{EXT} \) that is typically subject to biases due to inconsistencies between the clusters in the real sample and those in image simulations. We calibrate the X-ray completeness function using (1) independent measurements inferred from the richness distribution of the extent selected and full cluster sample (see Section 4.2.2) and (2) a self-calibration approach where the parameters of \( C(\eta, z) \) are allowed to float in the cosmological analysis. Both approaches are in good agreement, and the small differences do not significantly affect the cosmological constraints. In addition, neither the weak-lensing mass calibration nor the cluster abundance implies a mass scaling of the X-ray count rate \( \eta \) that deviates from a single power law over the considerable mass range of the eFEDS sample. Validation tests indicate that the empirical modeling provides an accurate description of the data, allowing us to extract cosmological parameter posteriors.

Despite these successes, one issue demands further investigation in a future work. The characterization of the mapping \( P(\chi | \eta) \) between the observed count rate \( \eta \) and the X-ray observables \( \chi \equiv \{ L_{\text{ext}}, \text{EXT}, L_{\text{det}} \} \). The former is the X-ray mass proxy adopted in this work and the latter are the X-ray selection observables adopted in defining the initial eFEDS cluster candidate list. Modeling the mapping \( P(\chi | \eta) \) is challenging and is sensitive to the detailed pipeline configuration used in the cluster detection. Given a fixed signal-to-noise ratio of the count rate, denoted as \( \text{SNR}_{\eta} \equiv \eta / \delta_{\eta} \), we find that there exists an extremely tight power-law relation between \( \text{SNR}_{\eta} \) and \( L_{\text{det}} \). This is expected, because the detection likelihood describes the (log-)probability of a source being a real detection as opposed to a noise fluctuation. Given the detection likelihood \( L_{\text{det}} \), the eROSITA pipeline additionally proceeds the estimation of the extent likelihood \( L_{\text{ext}} \) and the extent \( \text{EXT} \). There exhibits a strong and positive correlation between \( L_{\text{ext}} \) and \( L_{\text{det}} \) with a considerable amount of scatter in \( L_{\text{ext}} \) at a fixed \( L_{\text{det}} \) (see Figure 16 in Klein et al. 2022). Moreover, the scatter of \( L_{\text{ext}} \) at a fixed \( L_{\text{det}} \) is strongly driven by the extent \( \text{EXT} \). Specifically, at a fixed \( L_{\text{det}} \), a cluster with a higher extent \( \text{EXT} \) will also exhibit a higher extent likelihood \( L_{\text{ext}} \). This is again expected, because a higher \( \text{EXT} \) implies a more extended source and naturally a higher \( L_{\text{ext}} \).

Therefore, it is possible to establish a relation between \( \chi \) and \( \text{SNR}_{\eta} \) via a two-step empirical modeling, namely \( P(\chi | \text{SNR}_{\eta}) \equiv P(L_{\text{ext}}, \text{EXT}, L_{\text{det}} | \text{SNR}_{\eta}) \approx P(L_{\text{ext}}, \text{EXT} | L_{\text{det}}, \text{SNR}_{\eta}) P(L_{\text{det}} | \text{SNR}_{\eta}) \), in which \( P(L_{\text{ext}}, \text{EXT} | L_{\text{det}}, \text{SNR}_{\eta}) \) characterizes the correlation between \( L_{\text{ext}} \) and \( \text{EXT} \) at a fixed \( L_{\text{det}} \). Note that in the above equation we assume that the scatter of \( L_{\text{ext}} \) and \( \text{EXT} \) at a fixed \( L_{\text{det}} \) does not correlate with \( \text{SNR}_{\eta} \). That is, \( P(L_{\text{ext}}, \text{EXT} | L_{\text{det}}, \text{SNR}_{\eta}) \approx P(L_{\text{ext}}, \text{EXT} | L_{\text{det}}) \). This assumption is physically intuitive, meaning that the extended-
ness of a source does not depend on the signal-to-noise ratio of the detection, to first order. Since we can empirically model the relation between $\text{SNR}_\eta$ and $\eta$, in which they are related via the measurement uncertainty $\delta_\eta$, we can then model the mapping between $X$ and $\eta$ as

$$P(X|\eta) = \int d\text{SNR}_\eta P(L_{\text{ext}}, \text{EXT}, L_{\text{det}}|\text{SNR}_\eta) P(\text{SNR}_\eta|\eta)$$

where $P(L_{\text{det}}|\eta) \equiv \int d\text{SNR}_\eta P(L_{\text{det}}|\text{SNR}_\eta) P(\text{SNR}_\eta|\eta)$. This establishes the direct mapping between $X$ and $\eta$. Moreover, given the well behaved relation between count rate $\eta$ and halo mass $M$ at each redshift $z$, it is possible to construct a direct mapping between $X$ and the quantities of mass and redshift.

Figure 20. The fully marginalized and joint posteriors of the highlighted parameters obtained the joint modeling of the weak-lensing mass calibration and the cluster abundance. The results obtained in the $w$CDM model assuming the single and broken power-law scaling of the $\eta-M-z$ relation are in red and orange, respectively. The constraints obtained in the $\Lambda$CDM model with the single power-law scaling of the count rate are in blue. All these results are derived with the Gaussian priors applied to the parameters of the completeness function, $(\eta_{90}, s_\eta)$. The contours indicate the 68% and 95% confidence levels.

The modeling of $P(L_{\text{det}}|\text{SNR}_\eta)$ is straightforward, by design. However, the characterization of $P(L_{\text{ext}}, \text{EXT}|L_{\text{det}})$ is challenging due to the scatter of $L_{\text{ext}}$ and EXT, depending on the configuration of the eROSITA source detection. We find that the bivariate distribution of $(L_{\text{ext}}, \text{EXT})$ at a fixed $L_{\text{det}}$ contains a mix of at least two components, each with different patterns of the scatter. The first pattern represents the population of the clusters with EXT smaller than the upper limit of the detection, i.e., $\text{EXT} < 60''$. For such a population, the relation between $L_{\text{ext}}$ and EXT, which causes the scatter of $L_{\text{ext}}$ at a fixed $L_{\text{det}}$, does not follow a behavior that can be easily parameterized. This is consistent with Clerc et al. (2018, see their Figure 9), where they did not find a well characterized relation between EXT and $L_{\text{ext}}$. The other pattern is attributed to the population with EXT $= 60''$ forced by the detection pipeline. In this population, the shape of the ICM profile is essentially fixed in the source detection regardless of the actual angular size of the cluster. This results in an upper limit of $L_{\text{ext}}$ at a fixed $L_{\text{det}}$, denoted as $L_{\text{ext,upper}}(L_{\text{det}})$, and the characterization of $L_{\text{ext}}$ and $L_{\text{det}}$ for the cluster is determined along the $L_{\text{ext,upper}}(L_{\text{det}})-L_{\text{det}}$ relation.
The upper limit of \( \text{EXT} \) alters the “native” relation between \( \text{EXT} \) and \( L_{\text{EXT}} \), which could have been estimated with \( \text{EXT} > 60'' \). Moreover, a combination of these two populations (\( \text{EXT} < 60'' \) and \( \text{EXT} = 60'' \)) is challenging to model and hence requires the modeling based on either intensive simulations or an empirical method as done in this work. As mentioned in Section 4.1.1, the simulation-based modeling (as in Liu et al. 2022a,b; Bulbul et al. 2022) requires accurate and complete information on cluster physics and, inevitably, inherits systematic uncertainties due to the lack of realism in the simulations. Any discrepancy seen between the data and simulations (as the case for the eFEDS simulations which over-predict the low-\( L_{\text{EXT}} \) clusters) would pose a concern that the associated cosmological posteriors might be biased. In this work, we therefore choose the approach of empirical modeling and calibration informed by the data themselves.

Recall that the quantity \( \text{EXT} \) acts as a nuisance parameter to maximize \( L_{\text{EXT}} \) in the source detection rather than an actual measurement of the core radius of the ICM profile. Therefore, we do not expect \( \text{EXT} \) to contain much information about the cluster ICM distribution. In fact, this is in line with the fact that no well-behaved relation between \( \text{EXT} \) and other X-ray properties is seen for the eFEDS clusters (see also Clerc et al. 2018; Liu et al. 2022b, for simulation validations). This is also supported by our results (in Section 5.3.4) that the X-ray completeness does not reveal a sign of redshift dependence, suggesting that (1) \( \text{EXT} \) is nearly insensitive to the actual angular size of the core radius, which is expected to be inversely proportional to the angular diameter distance, \( \theta \propto D_A^{-1} \), and that (2) the detectability of a source mainly depends on the count rate. Moreover, it is worth mentioning that the maximization of \( L_{\text{EXT}} \) (through three free parameters, R.A., Dec., and \( \text{EXT} \)) in X-ray imaging is in analogy to that of the signal-to-noise ratio in SZE surveys (Vanderlinde et al. 2010). The former resides in a regime of Poisson noise, owing to the statistical property of X-ray sky images, while the latter has Gaussian noise that is straightforward to characterize (see discussions in Appendix A in Grandis et al. 2019). It is then possible to study the noise properties of \( L_{\text{EXT}} \) in a Poisson regime and derive a maximum likelihood estimator that can be directly used as a mass proxy, as in the case of SZE surveys. This task is beyond the scope of this work and is indeed worth investigating in the future.

The form of the X-ray selection in terms of the completeness function \( C(\eta, \gamma, z) \) is such that the number of clusters with low-\( \eta \) is suppressed. Meanwhile, the inclusion of the broken power-law mass scaling (\( B_{\text{grp}} > B_\eta \)) of the count rate reduces the population of low-mass clusters at a fixed \( \eta \) given the scatter \( \sigma_\eta \). Therefore, we expect some degeneracy between \( B_{\text{grp}} \) and the parameters of \( C(\eta, \gamma, z) \). In our analysis, we find that \( B_{\text{grp}} \) is degenerate with \( \eta_50 \) (but not strongly with \( s_\eta \) and \( \gamma_\gamma \)) when we remove the Gaussian priors on the X-ray completeness. This is shown in the parameter space spanned by \( B_{\text{grp}} \) and \( \eta_50 \) in Figure 21, where we compare the fiducial analyses (blue and red contours) with the LCDM results (green contours) obtained without the Gaussian priors applied to the parameters (\( \eta_50, s_\eta \)) and with the inclusion of \( B_{\text{grp}} \). Moreover, no significant difference in the cosmological parameters \( \Omega_m \) and \( \sigma_8 \) is seen. In an extreme case where we fix the parameters of the completeness to the best-fit values (i.e., \( \eta_50 = 0.06 \text{ counts/sec}, s_\eta = 0.5, \) and \( \gamma_\gamma = 0 \)), the constraints on the cosmological parameters (yellow contours) do not show any significant changes. This suggests that (1) the current cosmological constraints in eFEDS are not limited by the precision of the completeness function, and that (2) a more precise characterization on the completeness function in a future work will provide a better constraint on the mass scaling of clusters at the low mass end.

It is worth mentioning that fixing the X-ray completeness to the “raw” simulation-based estimate (without the corrections described in Section 4.2.2) does not significantly alter the cosmological constraints on \( \Omega_m \) and \( \sigma_8 \) but has a larger impact on the parameters of the count rate relation—both \( B_\eta \) and \( \gamma_\eta \) would be significantly biased high at a level of \( \gtrsim 3 \sigma \) with respect to those inferred using the cluster abundance and the weak-lensing mass calibration. Additionally, including the correction methods (either using the method 1 or 2; see Section 4.2.2) would alleviate the tension to \( \gtrsim 2 \sigma \). This again affirms that the simulations from Liu et al. (2022b) are not a perfect representation of the eFEDS data.

7 CONCLUSIONS

We present the first cosmological constraints using a sample of 455 eROSITA clusters with a mass range of \( 2 \times 10^{13} h^{-1} \text{M}_\odot \leq M \leq 5 \times 10^{14} h^{-1} \text{M}_\odot \) at redshift 0.1 < \( z < 1.2 \) in the eFEDS survey. The sample is selected in X-rays and further confirmed in the optical imaging using the MCMC algorithm (Klein et al. 2022), resulting in a joint selection on both the X-ray and optical observables. The galaxy richness \( \lambda \) is used as the optical observable to facilitate the optical confirmation, for which the contamination due to the random line-of-sight superposition of X-ray and optical systems is required to be below 30% (i.e., \( f_{\text{cont}} < 0.3 \)). With the optical confirmation to remove spurious sources, the contamination in the cluster sample is expected to be at a level of 6%, which is significantly lower than that (\( \approx 20\% \)) of the catalog purely constructed in X-rays.

We make use of the public data of the HSC survey, which covers 177 eFEDS clusters, to perform the weak-lensing mass calibration that was thoroughly and carefully studied in Chiu et al. (2022). The weak-lensing analysis approach employed in this work is the same as in Chiu et al. (2022), with two differences: First, the public weak
lensing data covers less of the eFEDS region, resulting a factor of $\approx 30\%$ reduction in the statistical power. Second, an improved analysis allows us to update the uncertainty on the weak-lensing systematic error floor from 5.7\% to 3\%, but this has a negligible impact on the final results. The weak-lensing systematics are intensively calibrated against large cosmological simulations, in which the observed weak-lensing properties, as quantified in Chiu et al. (2022), were added in Grandis et al. (2021). Importantly, the weak-lensing systematics associated with baryonic effects is also taken into account.

With the minimal assumptions, namely

- the scaling relations between the observables (X-ray, optical, weak lensing) and the underlying halo mass $M$ of clusters across a range of redshift $z$ can be described by a power law function depending on $M$ and $z$ with log-normal intrinsic scatter,
- the technique of weak lensing, which is nearly independent of any baryonic assumptions and hence is a direct probe to the full potential, can provide an unbiased estimate of the cluster halo mass when calibrated against simulations, and
- the X-ray selection can be modeled using a completeness function $C(\eta,z)$ in the X-ray mass proxy $\eta$ whose form is well supported by the data and the dedicated simulations (Clerc et al. 2018; Liu et al. 2022b; Bulbul et al. 2022),

we perform the empirical modeling to simultaneously fit for the scaling relations, X-ray completeness, and cosmology. The empirical modeling refers to the approach that allows the precise model to be determined by the data themselves. This avoids the potential biases raised in a methodology that heavily relies on image and catalog simulations, where there are characteristically differences between real dataset and the simulations. In fact, this is the case for the previously published eFEDS simulations, which over-predict the clusters with low extent likelihood ($L_{\text{ext}} \lesssim 10$) compared to the observations (Liu et al. 2022b).

In this work, three scaling relations are modeled, including the count rate-to-mass-and-redshift ($\eta-M-z$) relation (X-ray mass observable), the richness-to-mass-and-redshift ($\lambda-M-z$) relation (optical mass observable), and the weak-lensing mass-to-mass-and-redshift ($M_{\text{WL}}-M-z$) relation. The optical selection or cluster confirmation, which reduces the contamination relative to the X-ray-only selected sample by a factor of 3.3, is accounted for by a redshift-dependent cut on the cluster richness. Meanwhile, the X-ray selection is modeled using a completeness function $C(\eta,z)$ of the observed count rate with the dependence on the cluster redshift. The weak-lensing systematics are taken into account through a marginalization over the priors applied to the parameters of the $M_{\text{WL}}-M-z$ relation.

Two novel aspects are introduced and studied in detail in this paper. First, we generalize the $\eta-M-z$ relation to include a broken power-law scaling at the low-mass end, with the attempt to reconcile the discrepancy seen between the eFEDS observations and simulations. No compelling evidence for a broken power law is found. Second, we perform an independent measurement of the X-ray completeness using the observed richness distribution in the optical. The constraints from the richness-inferred completeness are applied as priors to the parameters of the completeness function in the cosmological analysis.

In this work, the 50% completeness in X-rays is constrained to occur at the count rate of $\eta = 0.06$ counts/s with a scale factor of $s_\eta \approx 0.5$. We find no clear dependence on the cluster redshift in the X-ray completeness. There exhibits good agreement between the richness-inferred X-ray completeness and the self-calibrated completeness extracted using the cluster abundance. Removing the priors to allow the self-calibration on the X-ray completeness has no significant impact on the cosmological constraints.

In a blind analysis, the cosmological constraints are derived in the joint modeling of the cluster abundance and the weak-lensing mass calibration. The cluster abundance is modeled in the observable space of the count rate $\eta$, the richness $\lambda$, and the redshift $z$, accounting for the selection. In the $\Lambda$CDM cosmology, we obtain the constraints on $\Omega_m$, $\sigma_8$ and $S_8 \equiv \sigma_8 (\Omega_m/0.3)^{0.3}$ as

$$
\begin{align*}
\Omega_m &= 0.245^{+0.048}_{-0.058}, \\
\sigma_8 &= 0.833^{+0.075}_{-0.063}, \\
S_8 &= 0.791^{+0.028}_{-0.031}.
\end{align*}
$$

Extending the analysis to the $w$CDM cosmology yields the fully consistent results of $\Omega_m$ and $\sigma_8$ with the constraint on the equation of state of dark energy,

$$
\omega = -1.25 \pm 0.47.
$$

We assess the consistency between the best-fit model and the data, showing excellent agreement without bias in the distributions of the observables $\eta$, $\lambda$, and $z$. These cosmological constraints are robust against the priors applied to the parameters of the completeness function, the assumed functional form (single or broken power law) for the mass scaling of the $\eta-M-z$ relation, and the choice of different sample selections, including the subsamples at low redshift $0.1 < z < 0.35$, at high redshift $0.35 < z < 1.2$, and with high extent likelihood $L_{\text{ext}} > 15$.

We compare the cosmological constraints with those from the Planck mission (the TT+EE+TE+EE with $\Lambda$CMB constraint), the third-year 3x2-point analysis from DES, and the cluster sample from the SPTSZ survey. The eFEDS results on $\Omega_m$, $\sigma_8$, $S_8$, and $\omega$ are in good agreement with the external constraints at a level of $\lesssim 1\sigma$. Moreover, based on a sample of 455 eFEDS clusters, our results deliver constraints that are comparable to these independent methods, demonstrating the promise of the analysis based on the full eROSITA survey in the future.

Apart from the cosmological constraints, we present the $\eta-M-z$ and $\lambda-M-z$ relations. The constraints on the scaling relations are significantly stronger than and also statistically consistent with the previous results inferred from the weak-lensing calibration alone (Chiu et al. 2022). The $\lambda-M-z$ relation shows a mass scaling that is consistent with the self-similar prediction ($\lambda \propto M^1$) and a mildly decreasing redshift trend ($\delta_\lambda = -0.72^{+0.45}_{-0.37}$) at a level of $\approx 1.7\sigma$. Meanwhile, we find that the $\eta-M-z$ prefers a mass trend that is steeper than, but still statistically consistent with, the slope inferred from the weak-lensing calibration only. Hence, including the modeling of the cluster abundance is expected to increase the mass slope of other X-ray observables, leading to better agreement with scaling relation studies using the SPT sample (Chiu et al. 2016a; Chiu et al. 2018; Bulbul et al. 2019). In both the modeling of the weak-lensing mass calibration and the cluster abundance, there is no strong evidence supporting the broken power-law feature in the mass scaling of the count rate. In Appendix B, we provide the updated and improved mass estimates of the individual clusters. We release the chains of the cosmological parameters online\footnote{\url{https://github.com/inonchiu/eFEDSproducts}}.
Outlook

These are the first fully self consistent constraints on cosmology using the abundance of X-ray selected clusters calibrated by weak lensing from a wide-field photometric survey. Moreover, this paper demonstrates the success of empirical modeling in X-ray cluster cosmology, following the precursor studies using X-ray and SZE-selected clusters (Vikhlinin et al. 2009a; Mantz et al. 2010; Benson et al. 2013; de Haan et al. 2016; Bocquet et al. 2019; Costanzi et al. 2021). It is also important to stress that the cosmological constraints are obtained using a large sample of clusters optically confirmed by the MCMF algorithm (Klein et al. 2018) with the contamination rate significantly reduced from ≈ 20% to ≈ 6% without discarding a large number of real clusters. In what follows, we provide some aspects future improvements to pave a way forward.

It is of critical importance to understand the discrepancy between the eFEDS data and the simulations to have a more accurate description of the clusters at the low-$L_{\text{ext}}$ end (or with low signal-to-noise ratios). This will support the construction and calibration of the X-ray completeness in a future work.

Meanwhile, according to our finding in the distribution of the X-ray observables $\{L_{\text{ext}}, L_{\text{det}}, \text{EXT}\}$, we advocate to remove the upper limit on EXT in the cluster detection to have a more well behaved scaling between $L_{\text{ext}}$ and $L_{\text{det}}$. As an analogy to the SZE experiments, moreover, it is possible and worth an investigation to quantify the uncertainty of the maximum likelihood estimator of the X-ray cluster detection in a regime of Poisson noise. Such a study will require intensive validations using accurate and end-to-end simulations, if available.

In this work, we only explore the mass-dependent slope in the $\eta - M$ relation in terms of the broken power law. With the all-sky sample from the eROSITA survey, we will be in the position to constrain the mass and redshift dependence of the intrinsic scatter, whereas in the current analysis we assume the same value for the whole population of clusters in the eFEDS survey.

With the optical confirmation, the residual contamination to the eFEDS sample is at a level of 6%, for which we do not expect to have a significant impact on the final results. In a future work with a larger sample, wherein the Poisson noise of cluster counts becomes significantly smaller, a proper treatment of the contamination will be required (as in Bocquet et al. 2019).

Given the good agreement between the weak-lensing mass calibration and the cluster abundance of the eFEDS sample, the next step forward is to combine the halo clustering of clusters to obtain a comprehensive constraint on cosmology (Chiu et al. 2020; Marulli et al. 2021).

As the sample size increases, we anticipate the increasing demand on computing resources in a future work. Therefore, investigations into how to expedite the calculation are inevitably needed (e.g., To et al. 2022; Boruah et al. 2022).
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DATA AVAILABILITY

The eFEDS cluster sample and their observed X-ray properties are publicly available in the eROSITA Early Data Release via https://erosita.mp.eight.mp/dfr. The weak-lensing data are publicly available in the second Public Data Release of the HSC survey viahttps://hsc-release.mtk.nao.ac.jp/desc/index.php/sca-data-sharing-catalog.pdf. Values of the cosmological parameters and the mass estimates of individual eFEDS clusters are publicly available via https://github.com/niconvchi/eFEDS_products. The other data products underlying this article will be shared upon a reasonable request to the corresponding author.
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APPENDIX A: THE MEASUREMENT UNCERTAINTY OF OBSERVED COUNT RATES

To evaluate equation (13) in the number counts likelihood, we empirically derive the measurement uncertainty \( \delta_\eta \) based on the observed data following a method introduced in Grandis et al. (2020, see their Appendix A). Specifically, we model the measurement uncertainty \( \delta_\eta \) as a log-normal distribution with intrinsic scatter around the mean value described as a power-law function of the observed count rate \( \eta \), the exposure time \( t_{\text{exp}} \) and the cluster redshift \( z \). In the sample of the eFEDS clusters selected in this work, we find that the logarithmic measurement uncertainty at a given \( (\eta, t_{\text{exp}}, z) \) is described by the mean value,

\[
\ln\left( \frac{\delta_\eta}{\text{counts/sec}} \right)_{\eta, z, t_{\text{exp}}} = (0.0156 \pm 0.00016) + (0.565 \pm 0.014) \ln\left( \frac{\eta}{0.1 \text{ counts/sec}} \right) + (-0.078 \pm 0.021) \ln\left( \frac{z}{0.35} \right) \\
+ (-0.383 \pm 0.034) \ln\left( \frac{t_{\text{exp}}}{1180 \text{ sec}} \right),
\]

with the log-normal scatter of 0.211 \pm 0.007.

In this work, we use the mean value of the measurement uncertainty predicted at the grid of the observed count rate \( \eta \) and the cluster redshift \( z \) to evaluate equation (13) in the number counts likelihood. Given that the exposure time is nearly uniform in the eFEDS imaging and does not depend on the physical properties (e.g., \( M, z, \) and \( \eta \)), we ignore the dependence on the exposure time when predicting \( \delta_\eta \), i.e., \( t_{\text{exp}} \) is fixed to the median exposure time 1180 seconds in equation (A1). Because the scatter of the measurement uncertainty is a second-order perturbation to the count rate distribution of clusters at a given mass and redshift, we also choose to ignore the intrinsic scatter of \( \delta_\eta \). In addition, this scatter is expected to be absorbed into the intrinsic scatter of the intrinsic count rate at a fixed mass and redshift (see equation (24)), given that we empirically model the parameter \( \sigma_\eta \) in the likelihood. Therefore, we don’t expect that the approximations made in predicting \( \delta_\eta \) would introduce significant bias to our results.

In Figure A1, we show the observed fractional error of the count rate, \( \delta_\eta/\eta \), of the eFEDS clusters in the left panel, while the modeling residual is presented in the middle panel. As seen in the middle panel, no obvious trend of the modeling residual is revealed with respect to the count rate and redshift, suggesting that the modeling of \( \delta_\eta \) indeed provides a good description of the data. In the right panel, the overall distribution of the modeling residual is shown, suggesting no bias in the modeling with (red) and without (black) the dependence on the exposure time. This validates our approach that we ignore the exposure-time dependence in predicting \( \delta_\eta \). The modeling residual as a function of the exposure time is shown in the embedded plot of the right panel, where we can see that (1) the exposure time is nearly uniform centering on the median of 1180 seconds and that (2) the \( t_{\text{exp}} \) trend is mostly driven by the outliers with extremely low (\( \leq 500 \) seconds) and high (\( \geq 2000 \) seconds) exposure times.

It is worth mentioning that the count rate error at a fixed count rate is expected to scale as \( 1/\sqrt{\text{exp}} \) assuming a Poisson distribution of photon counts. In the eROSITA All-Sky Survey, the exposure time will vary across the sky and hence the inclusion of the \( t_{\text{exp}} \) dependence will be needed. We defer the improvements, the inclusion of \( t_{\text{exp}} \) dependence and the scatter of \( \delta_\eta \), to a future work with a much larger sample.
The mass measurements of eFEDS clusters. Column (1): The cluster name. Column (2): The cluster redshift (the quantity $\tilde{z}$). Column (3): The cluster radius $R_{\text{500c, in}}$ in arcmin. Column (4): The ensemble mass $M_{\text{500c,ens}}$ in the $\Lambda$CDM cosmology. Column (5): The constraints of the full parameter list in the modeling of the weak-lensing mass calibration and the cluster abundance are in Figures B2 and B3, respectively. The comparisons between the results with and without the broken power-law mass scaling in the $\eta-M-z$ relations are contained in Figure B4. The full comparisons between the $\Lambda$CDM and wCDM models are shown in Figure B5.
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Figure B2. The fully marginalized and joint posteriors of the parameters in the modeling of the mass calibration alone. The same plotting scheme as in Figure 5 is used here.
Figure B3. The fully marginalized and joint posteriors of the parameters in the modeling of the cluster abundance alone. The same plotting scheme as in Figure 5 is used here.
Figure B4. The comparisons between the modeling with and without the broken power-law mass scaling of the count rate. The results of the mass calibration (the cluster abundance, the joint modeling) with the single and broken power-law $\eta-M-z$ relations are shown in yellow and grey (brown and purple, blue and green), respectively.
Figure B5. The comparisons between the modeling assuming the $\Lambda$CDM and $w$CDM models. The same plotting scheme as in Figure 17 is used here.