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Abstract: In the dynamic vehicle routing problem with mixed backhauls (DVRPMB) both pick up orders and delivery orders, not related to each other, are served. The requests of the former arrive dynamically while the latter are known a priori. In this study, we focus on the case of limited fleet, which fulfills all delivery orders, but may not have enough capacity to serve all pick up orders within the available working horizon. The problem’s dynamic nature and the attention to customer service raise interesting considerations, especially related to the problem’s objectives. The problem is solved through periodic re-optimization, acknowledging the fact that this pseudo-dynamic approach may lead to some limitations. For the underlying (static) optimization problem we propose appropriate objective functions, which account for vehicle productivity and propose a branch-and-price (BP) approach to solve it to optimality. The results indicate how the performance of the various objectives is impacted by different re-optimization frequencies and policies in this practically relevant environment of dynamic demand served by a limited fleet. Specifically, extensive experimentation indicates that accounting for vehicle productivity within a typical periodic re-optimization solution framework may result to higher customer service under a range of operational settings, in comparison to conventional objectives.
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1. Introduction and Background

In the dynamic vehicle routing problem with mixed backhauls (DVRPMB) a fleet of vehicles originating from a depot is tasked to serve two types of orders: (i) static orders known prior to the start of operations (typically deliveries); and (ii) dynamic pickup orders, which are received in real time and should be collected and returned to the depot for further processing. Typically, there exists an initial routing plan (a-priori plan) that assigns the static (delivery) orders to the available fleet, while dynamic orders received during plan execution must be assigned to appropriate vehicles in real time. The problem’s scope is to serve all static orders and allocate all dynamic ones to the vehicles en route or to extra vehicles available at the depot in order to minimize the overall routing costs.

The variant of DVRPMB with limited number of vehicles is studied in the present work, termed the DVRPMB with limited resources (m-DVRPMB). This is a problem of significant value since the constraint of resources is relevant in most practical problems. The problem’s dynamism is addressed through periodic re-optimization. It should be emphasized, however, that due to the resource constraints some of the newly received dynamic orders may not be served, raising interesting considerations that are discussed below.

The first of these considerations relates to the objective function of the optimization problem solved at each re-optimization cycle. As it will be demonstrated, conventional objectives that account
strictly for either cost minimization or service maximization are either inappropriate or may not address the problem effectively. In particular, cost minimization is not appropriate. This is because serving dynamic orders increases cost and under the cost minimization objective these orders will be left unserved. On the other hand, if service maximization is sought, the process of solving the underlying optimization problem repeatedly within the re-optimization framework may prove to be greedy, leading eventually to serving less orders during the entire horizon (see Section 5.3). Another related consideration in this setting of limited resources concerns client prioritization at each re-optimization cycle. Specifically, during re-optimization it may be beneficial to favor serving certain dynamic customer orders (e.g., urgent ones) over others, under the assumption that the low priority (e.g., not urgent) ones may fit in the plan during a subsequent re-optimization cycle.

In previous work [1], the authors have studied the DVRPMB without resource constraints (i.e., under unlimited fleet) and applied a re-optimization strategy that re-optimizes the plan at certain time instances considering the new information that becomes available. For the re-optimization problem, the authors proposed a branch-and-price (BP) approach to obtain exact solutions, as well as a column generation-based insertion heuristic to address challenging cases (e.g., without time windows). Regarding the re-optimization process, two related issues was investigated: (a) the re-optimization policy (frequency), i.e., when to re-plan and (b) the implementation tactic, i.e., what part of the new plan to commit for execution and communicate to the drivers. Regarding the latter, it was concluded that the recommended tactic is to commit for execution only those dynamic orders scheduled for implementation prior to the next re-optimization cycle (partial release tactic, PR). Using the PR tactic, re-optimization upon arrival of each dynamic order provides for maximum efficiency. In subsequent work [2], these authors examined a variant of the DVRPMB problem in [1] that allows orders to be transferred between vehicles during plan implementation, again without considering resource constraints.

Despite the practical importance of limited resources (vehicles), m-DVRPMB has not been addressed in the literature. If all orders to be served are known in advance, the re-optimization problem of m-DVRPMB is similar to the pickup and delivery problem with selective pickups (PDPSP) [3–5], which is a very interesting and practical problem of the more generic Pickup and Delivery VRP [6–10]. In PDPSP, all deliveries must be performed, but pick-ups are optional; however, pick-ups generate a profit when collected. The objective is to minimize the routing costs minus the collected revenue. This problem arises naturally in reverse logistics contexts, in which customers return goods (e.g., empties) to the depot.

The PDP with selective pickups was first addressed in [3] for a single vehicle. The authors used an exact branch-and-bound technique to solve it by employing flow variables and adaptations of the well-known Miller–Tucker–Zemlin constraints ([11]) in order to prevent subtours. Their approach was able to solve instances of up to 30 customers. In [12] a branch-and-cut algorithm was proposed, able to solve instances of up to 90 customers. The authors in [13] developed heuristic methods to study a practical problem, which involved the delivery of soft drinks to convenience stores in the city of Quebec and the collection of empties (bottles or cans) using a heterogeneous fleet of vehicles. In their problem formulation, pick-ups were associated with revenue and they could be performed only if they did not violate vehicle capacity constraints.

The authors in [14] studied the routing of supply vessels to offshore installations, in which vessels pick-up empty containers. In this problem, due to limited capacity, it is not always possible to serve all collections and, thus, priority is given to the most important ones. The authors formulated the problem as a mixed integer linear program and they were able to solve practical instances with 10 installations to optimality using CPLEX 9.0. The work in [15] studied a similar application and proposed a tabu search method to solve the single vehicle pick-up and delivery problem with selective pick-ups. More recently, an exact branch-and-price algorithm has been proposed in [5] for the vehicle routing problem with deliveries, selective pickups and time windows (VRPDSPTW), in which instances of up to 50 customers were solved to optimality for five variants of this problem.

The m-DVRPMB is also part of the general category of dynamic vehicle routing problems (DVRPs; [16]), which have attracted an increasing body of research over the last two decades.
In dynamic (and deterministic) routing problems, basic information is gradually revealed over time. Commonly used strategies for solving such problems is (a) to re-optimize the plan whenever the available information changes, a strategy often referred to as reactive approach [17,18] or (b) at fixed intervals, also referred to as periodic re-optimization ([19,20]). In the former approach, a full re-optimization can be performed when there is adequate time to calculate the updated solution. However, given that this is not feasible in most practical applications, periodic approaches are more commonly employed since the re-optimization effort is known in advance (due to the fixed intervals). Certain strategies have been proposed to improve periodic re-optimization, such as: buffering and waiting [21]. The waiting strategy (see, e.g., [22]) aims at minimizing the travel time of the vehicles by waiting as long as possible prior to heading to the next destination or drive immediately (and, eventually, wait at this destination if required). In a buffering strategy, a certain number of requests is expected to be received prior to re-optimization or the least urgent request is postponed until the latest possible time (see [1,21]).

Typically, there are three solution directions that can be found in the literature; (a) local update procedures, in which simple policy-based techniques (heuristics) are used to incorporate the new requests in the current plan as in [23,24]; (b) exact algorithms or metaheuristics to reoptimize the entire solution while considering all up-to-date information as in [19,25,26] and (c) advanced methods that exploit the nature of the underlying dynamic problem, using for example, diversion ([27]) or waiting strategies ([22,28]). For further insights in dynamic routing, the interesting reader may refer to the work of [29–33] and the surveys of [34,35].

An appropriate concern is the problem’s objective function. Most studies on dynamic routing are based on reactive approaches and assume that it is possible to serve the demand completely; hence, they typically focus on minimizing the number of vehicles and the routing costs. Only a few studies focus on fleet resource constraints and the possibility of rejecting requests [36]. It is noted that while in many practical dynamic logistics applications rejecting a request is not permitted, since it may harm company reputation and customer satisfaction, there are many other applications in which customer demand may not be served completely. Thus, problems with fleet constraints and partial demand service are of considerable practical interest.

Based on the existing literature reviewed above and the practical significance of the problem addressed, the contributions of the current work include the following:

- Concerning the underlying static optimization problem of the m-DVRPMB: It is similar, but not identical, to the PDP with selective pickups. In the former: (a) there is no revenue associated with pick-up orders; and (b) there are vehicles stationed at the depot that may be used to serve (some of) the increased load caused by the newly arrived requests. This re-optimization problem is being solved by extending the heuristic branch-and-price (BP) approach proposed in [1], to address the fleet constraint;
- A more interesting—and original—aspect of the work stems from the dynamic nature of m-DVRPMB. Based on the intrinsic features of the problem, two primary questions arose (a) is there an appropriate objective function that considers service maximization in anticipation of additional work not yet known; (b) how does the fleet constraint affect the performance of the re-optimization frequency?
- To address the first research question, this study proposes and studies alternative objective functions that maximize service, while, at the same time, enhance vehicle productivity. Vehicle productivity is a newly introduced term that encourages the available fleet to complete as much of the known work as early as possible. The performance of those proposed objective functions is compared to a conventional objective function that accounts only for service maximization, by deploying a series of experiments that consider various operating scenarios and parameters;
- The second research question is concerned with how the limited fleet constraint affects the trends related to the performance of the various re-optimization strategies, i.e., a combination of when
to re-optimize and which part of the plan is released for implementation. This is investigated through appropriate experimentation.

The remainder of this paper is structured as follows: Section 2 presents the problem more formally, as well as the framework proposed to solve the DVRPMB with limited resources. Section 3 discusses the objective functions for \( m \)-DVRPMB and sets the related theoretical foundation. Section 4 presents the model for \( m \)-DVRPMB structured in a way that makes it amenable to a branch-and-price approach; the proposed approach is also presented in this section. Section 5 investigates experimentally the effect of the proposed objective functions on the efficiency of the solution under different problem settings. Finally, Section 6 summarizes the key findings of this work and opportunities for further research.

2. Problem Description and Solution Framework

2.1. Problem Description

Consider a transportation network in a Euclidean plane. A limited fleet of homogeneous vehicles (set \( V \)), each with limited capacity \( Q \), is located at a single depot prior to the start of operations. At the beginning of the planning horizon \([0, T_{\text{max}}]\), a set of vehicles \( K \subset V \) commence the execution of their planned routes to serve a set of static delivery orders known in advance, while \( K_d = V - K \) is the set of vehicles that remain at the depot. A vehicle, once dispatched, is required to return to the depot by \( t = T_{\text{max}} \). During the execution of the distribution plan, new customers call-in, requesting pickup services. These arriving orders (hereafter denoted dynamic orders, DO) must be collected and returned to the depot. Static (delivery) orders originally assigned to vehicles \( K \) cannot be re-allocated to other vehicles, while DO may be served by any vehicle \( V = K \cup K_d \) as needed.

A typical objective of the problem would be to maximize the number of served customers throughout the available shift, while reducing the total cumulative routing cost. A feasible solution of the problem should serve all static orders (while there is no such requirement for DO) and should respect customer and driver shift time windows (TW). Furthermore, the total load of the vehicle cannot exceed the vehicle’s capacity at any time.

2.2. Solution Framework

The allocation of DO to the fleet vehicles is dealt through periodic re-optimization (see Figure 1). It is assumed that in the overall planning horizon \([0, T_{\text{max}}]\) there will be \( L \) re-optimization cycles, each corresponding to an appropriate “static” problem \( \Gamma_1, \Gamma_2, \ldots, \Gamma_L \), with re-optimization occurring at time instances \( T_\ell, \ell = 1, 2, \ldots, L \) where \( T_0 = 0 < T_1 < \cdots < T_L < T_{\text{max}} - \tau \). Re-optimization cycles \((T_\ell, T_{\ell+1}], \ell \geq 1)\) may or may not be of equal duration. The “static” problem solved at each re-optimization time \( T_\ell \) considers all information known up to the related point in time. It is assumed that problem \( \Gamma_\ell \) is solved instantaneously.

A re-optimization problem \( \Gamma_\ell, \ell \in \{1, \ldots, L\} \) takes into account two sets of orders not yet served: (i) the committed orders (denoted as set \( C \)), which include all orders assigned to a vehicle originally or during previous re-optimization cycles—These orders have not been served and cannot be re-allocated to other vehicles; and (ii) the flexible orders (denoted as set \( F \)), which correspond to newly arrived DO or previously arrived DO not yet served—These may be reassigned to any vehicle \( V = K \cup K_d \). As in the work of [1], depending on the release tactic followed, two scenarios are relevant: (a) committed orders correspond only to static orders and flexible orders are all DO not yet served (partial release
scenario, PR); and (b) committed orders are all orders assigned to vehicles during any previous cycle and not yet served; flexible orders correspond only to newly arrived DO (full release scenario, FR). Let also $N = C \cup F$ denote the set of all orders involved in a re-optimization cycle and $W = N \cup M \cup \{0\}$ represent the set of all nodes; that is, committed orders (C), flexible orders (F), starting location of all vehicles (set M) and the depot (\{0\}).

It should be noted that within this context, it is assumed that a DO left unplanned at a certain re-optimization cycle, can be reconsidered during subsequent re-optimizations cycles. This assumption follows the practice of some courier companies, in which the available call-center accepts all incoming requests (given that there is no access or visibility to the planning system) and only at a later stage informs the customer in case they are not able to satisfy their request.

In practice, the solution framework of Figure 1 may be implemented using current communication and information technologies. Requests arriving in real time through a call-center are used as inputs into the planning system. The dispatcher chooses a certain re-optimization policy, and an appropriate part of the resulting plan is transmitted to the drivers via on-board devices cellphones or PDAs.

The solution of the static problem of re-optimization cycle $\ell$ considers the entire remaining time horizon $[T_\ell, T_{\max}]$. Part of this solution is then implemented until the next re-optimization time $T_{\ell+1}$.

The following assumptions concerning the operational scenario are also considered: (i) The current state of the logistics system is assumed to be known at any time; (ii) vehicles must arrive at customers before the end of their time–window; in case vehicles arrive prior to the time window’s opening, they wait until the window opens; (iii) the route is updated only at customer locations, i.e., diversion is not permitted (as, e.g., in [17]); (iv) in case a vehicle completes its route prior to the end of working horizon ($T_{\max}$), then it is allowed to wait at the location of the last customer.

As mentioned earlier, due to the resource constraints in $m$-DVRPMB, some of the newly received dynamic orders may not be served. This renders the application of conventional objectives unsuitable and makes the re-optimization problem quite different from that of DVRMB and quite interesting. For instance, if service maximization is sought, the process of solving the underlying optimization problem repeatedly within the re-optimization framework may prove to be greedy, leading eventually to serving less orders during the entire horizon. Of course, such objective may still be applicable in cases in which probabilistic information for future events is incorporated in the planning as in [31,37,38]. However, many environments in practice do not use forecasting information, hence the need to make decisions based strictly on the information at hand is crucial. For such cases, the current study proposes and studies alternative objective functions that maximize service, while, at the same time, enhance vehicle productivity.

### 2.3. The Mathematical Model of the Problem

The mathematical model of the static version of the re-optimization problem for the $m$-DVRPMB is based on the formulation proposed in [1], which focuses solely on minimizing the total cumulative routing costs. In order to account for the fleet limitation, this model is modified in two ways: (a) the objective function was re-designed to address the unique characteristics of the problem as discussed in Section 3 and (b) the branch-and-price formulation was revised appropriately, as discussed in Section 4.

It is noted that the problem constraints are typical to the ones of a VRPTW formulation. In particular, they comprise route continuity constraints, vehicle capacity constraints and time constraints (i.e., order time windows and available working horizon). Section 4 and Appendix A elaborate on those constraints, in view of the column-generation-based formulation of the re-optimization problem. More details on the mathematical formulation of $m$-DVRPMB can be found in [39].

### 3. Objective Functions for the Re-Optimization Problem of $m$-DVRPMB

This section introduces three objective functions to deal with limited resources in the context of the re-optimization problem: (a) a conventional one that maximizes service by assigning a fixed profit to each DO served (objective $z_1$); (b) an objective that provides additional profit for each order (static or
dynamic) served within the next (upcoming) re-optimization cycle (objective \(\hat{z}_2\)); and (c) an objective that provides profit for all orders to be served at any future period; in this case, however, the profit decreases linearly depending on the period (re-optimization cycle) the respective order is being served (objective \(\hat{z}_3\)).

Let \(\xi_u\) denote the fixed profit assigned to each served DO and \(\xi_p\) the additional profit in case an order (static or dynamic) is served within the upcoming re-optimization cycle; then, the profit per order corresponding to the three (3) alternative objective functions varies as illustrated in Figure 2.

By using the appropriate function, the solution method may be steered into maximizing customer service (objective \(\hat{z}_1\)) or vehicle productivity (objectives \(\hat{z}_2\) and \(\hat{z}_3\)). Sections 3.1 and 3.2 describe the structure of the proposed objective functions.

![Figure 2. Profit per order for the three objectives.](image)

It should be noted that for objectives \(\hat{z}_2\) and \(\hat{z}_3\) to be relevant, re-optimization must take place at predefined time intervals known a priori (e.g., once per hour). Re-optimization policies that depend on the number of arrived DO may be only implemented under objective \(\hat{z}_1\).

### 3.1. A Conventional Objective Function that Maximizes Service

The objective function of DVRPMB with an unlimited fleet strictly minimizes routing cost. As mentioned previously, under this objective if the constraint for serving all orders is relaxed in the re-optimization problem, then (in general) no dynamic order will be included in the final solution, since serving it will increase routing cost. To address this issue, one can introduce additional (profit) terms in the objective function to simultaneously:

a. Increase the number of DO served throughout the remaining horizon—primary objective
b. Decrease the total cumulative routing costs (over the remaining horizon)—secondary objective

That is,

\[
\min(\hat{z}_1) = -\xi_u \sum_{k \in V} \sum_{(i,j) \in \Lambda \cap j \in W} x_{ijk} + \sum_{k \in V} \sum_{(i,j) \in \Lambda} c_{ijk} x_{ijk}
\]

where \(\Lambda\) is the set of arcs connecting all nodes of \(W\); i.e., \(\Lambda = \{(i,j) : i \in W, j \in W\setminus M\}\). Furthermore, \(x_{ijk}\) denote binary flow variables equal to 1 if arc \((i,j) \in \Lambda\) is traversed by vehicle \(k \in V\) and zero otherwise. \(c_{ijk}\) denotes the cost of traversing arc \((i,j), [i \in W, j \in W\setminus M] \).
Under an appropriately large positive value of $\xi_{\text{max}}$, this objective maximizes the number of served DO and among the solutions with the maximum DO number it selects the one with minimum routing cost. $\xi_{\text{min}}$ should be set to a value that exceeds the upper bound of the cost (worst case) of incorporating a DO in the current plan. This can be achieved by setting $\xi_{\text{min}}$ to a value larger than $\max_{i \in F} (c_{ri})$, where $c_{ri}$ represents the cost of the unit route $[\text{Depot} \rightarrow i \rightarrow \text{Depot}]$, $\forall i \in F$.

Objective $z_1$ may be appropriate for a static planning problem with limited resources (for which all orders are known a priori) but may not be adequate in the setting under study since additional orders are expected to arrive. The anticipation of additional work favors reserving fleet capacity for the latter periods of the operational horizon so that newly arriving DO may be served. This, in turn, indicates that the available fleet should complete as much of the known work as early as possible (i.e., increase the productivity of the system in the earlier re-optimization cycles), in order to reserve capacity for later re-optimizations.

There are multiple ways that fleet productivity and thus the capacity of the system to serve new DO, may be impacted adversely by objective $z_1$, especially during early re-optimization cycles, in which the few DO known up to that point may all fit in the plan. In these early cycles, using $z_1$ (a) may cause the incorporation of DO by consuming significant resource availability (e.g., include one or more DO at significant detour cost(s), despite the fact that the DO service is due much later in time); (b) some vehicle(s) may be forced to wait for long periods at customer sites for a TW to open, since it may be more cost-efficient to assign a DO with late opening time when a vehicle is closer to it (see also example in Figure 3); (c) vehicles stationed at the depot may not be used, since it may be more cost-efficient to assign a DO to a vehicle already en route.

![Diagram](image-url)

**Figure 3.** Example: comparing possible alternative expressions of objective $z_2$ (A is the newly received dynamic order; 1, 2, 3, 4 represent the committed orders; D is the depot). (a) Before re-optimization; (b) After re-optimization: service maximization is prioritized; (c) After re-optimization: service maximization is not prioritized.
All these potentialities may significantly decrease the productivity of the fleet at the early re-optimization cycles when all DO may fit in the plan. However, neglecting entirely the routing costs in an attempt to increase fleet productivity is also not appropriate, since an excessive increase of costs in the current re-optimization cycle may shift work towards the subsequent (future) re-optimization cycles.

Based on these considerations, the objective function is enhanced below in order to maximize productivity of the fleet appropriately in the upcoming re-optimization cycle(s), in anticipation of additional work to come, without excessively burdening the capacity of the system at later re-optimization cycles.

### 3.2. Objective Functions That Account for Vehicle Productivity

An enhanced objective function is proposed, which in addition to maximizing the total number of DO served, it attempts to maximize the number of orders served within the upcoming re-optimization cycle (the length of which is known in advance); it does so, however, among the solutions with the same number of DO served (i.e., in a lexicographic order). Consider the re-optimization problem during the \( \ell \)-th cycle and let \( w_{ik} \) denote a decision variable that is equal to 1 if order \( i \in N \) is served during the time interval \([T_\ell, T_{\ell+1}]\) by vehicle \( k \in V \) and 0 otherwise. Then, the proposed objective function (denoted as \( \tilde{z}_2 \)) seeks the following in lexicographic order:

a. Maximize the number of dynamic orders (F) served throughout the remaining horizon;
b. Maximize the number of both static and dynamic orders (N) served within the upcoming re-optimization cycle (i.e., within time interval \([T_\ell, T_{\ell+1}]\));
c. Minimize the routing cost.

\[
\min(\tilde{z}_2) = -\xi_u \sum_{k \in V} \sum_{(i,j) \in \Lambda} x_{ijk} - \xi_p \sum_{k \in V} \sum_{i \in N} \omega_{ik} + \xi_c \sum_{k \in V} \sum_{(i,j) \in \Lambda} c_{ij} x_{ijk} \quad (2)
\]

In (2) \( \xi_p \) corresponds to a positive value (profit) if an order is served within the time interval \([T_\ell, T_{\ell+1}]\) (of known duration); \( \xi_c \) weights the part of objective that minimizes the routing cost.

Although the primary goal of objective \( \tilde{z}_2 \) is to maximize the DO served throughout the horizon, term (b) favors increased fleet productivity during the current cycle in anticipation of additional work to come. Specifically, with this term we attempt to encourage the deployment of resources as early as possible, even if this results in higher routing costs. This is particularly useful in the early re-optimization cycles, in which all DOs may be served. In this case, term (a) of the objective function assumes the same value for all solutions. As a consequence, term (b) will select the solution that serves the greatest number of orders during the current cycle, resulting in the positive impact discussed above.

However, prioritizing term (a) over term (b) in the objective function is also important in such a dynamic context, since it is uncertain if a DO not included in the solution of the current re-optimization cycle can be served at a later stage. For solutions under the FR tactic those DO that are not included in the solution of the current re-optimization cycle are not considered during future ones. For solutions under PR tactic (in which not all DO fit in the plan), prioritizing term (a) over (b) ensures that the objective will not force serving more orders (static and dynamic) during the interval \([T_\ell, T_{\ell+1}]\) at the expense of including a DO in the current plan.

To better illustrate the latter case, consider the example of Figure 3a, which presents the state of a single route at the re-optimization time instance \( T_1 = 10:00 \). At time \( T_1 \), the vehicle is located at customer 1 and is scheduled to serve three static orders (2, 3 and 4), while dynamic order A needs to be incorporated in the current plan (with time window opening at 10:30). The expected time of arrival to each order (prior to re-optimization and incorporation of order A), as well as the travel duration of each planned arc are also displayed in figure. (Note that in this case the vehicle arrives at customer 1 at 10:00, but waits for 45 min, due to the opening of the time window of customer 2.) Furthermore, assume that \( T_2 = 11:00 \). If we prioritize term (a) over term (b) in this example, the objective will attempt to maximize the number of orders served within time interval \([T_1, T_2]\) among the...
solutions that incorporate order A. The result of this scenario is illustrated in Figure 3b, in which order A has been incorporated in the plan and one static order (order 3) has also been served till the next re-optimization time (i.e., 11:00). Figure 3c illustrates the opposite, i.e., when term (a) is not prioritized over term (b). It is clear from Figure 3c that dynamic order A will remain unplanned, since due to the objective, the preferred solution is the one that serves the three static orders (2, 3 and 4) during interval [10:00,11:00] (i.e., one more order will be served during this interval compared to solution of Figure 3b). Order A may not be served since its time window has elapsed.

To force the primacy of term (a) of the objective over term (b), the following should hold:

$$\xi_u > \xi_p \sum_{k \in V} \sum_{i \in N} \omega_{ik}$$

(3)

Note that the largest possible value of the right hand side of (3) is obtained if all remaining orders (of set N) are served in the next re-optimization cycle (i.e., $\sum_{k \in V} \sum_{i \in F} \omega_{ik} = |N|$). Thus, in Equation (3) can be written as:

$$\xi_u > \xi_p |N| \Rightarrow \xi_p < \frac{\xi_u}{|N|}$$

(4)

This may be satisfied with:

$$\xi_p = \frac{\xi_u}{|N| + \varepsilon}$$

(5)

where $\varepsilon$ is a small positive real number. Working along the same lines, in order to guarantee the primacy of term (b) over term (c), the value of $\xi_p$ should be larger than the largest possible value of the routing cost, i.e.,

$$\xi_p > \xi_c \sum_{k \in V} \sum_{(i,j) \in A} c_{ijk} x_{ijk}$$

(6)

This routing cost value (upper bound) can be assumed when all N orders are included in the solution and they are served directly from the depot, since each order $i \in N$ can be served exactly once and the fleet is homogeneous. Thus, in Equation (6) can be reduced to:

$$\xi_p > \xi_c \sum_{k \in V} \sum_{j \in N} c_{0jk}$$

(7)

Assuming $\tilde{C} = \sum_{k \in V} \sum_{j \in N} c_{0jk}$ and replacing $\xi_p$ based in Equation (5), we have:

$$\xi_p > \xi_c \cdot \tilde{C} = \frac{\xi_u}{|N| + \varepsilon} \cdot \frac{\xi_u}{|N| + \varepsilon} > \xi_c \cdot \tilde{C}$$

(8)

This may be satisfied by:

$$\xi_c = \frac{\xi_u}{(|N| + 1) \cdot \tilde{C} + \varepsilon}$$

(9)

Using in $\tilde{z}_2$ the values of Equations (5) and (9) will ensure that from those solutions that maximize the number of served DO, the one to be selected (a) serves as many orders as possible in the interval $(T_\ell, T_{\ell+1})$, and (b) has the minimum routing cost among the ones serving the same number of orders in this interval.

As already discussed, forcing as many orders as possible to be served until time $T_{\ell+1}$ may cause higher routing costs, compared to scenarios in which orders may be served at an appropriate time. Objective function $\tilde{z}_3$, already mentioned above, moderates this effect by encouraging orders to be served early, but even beyond $T_{\ell+1}$. Objective $\tilde{z}_3$ has a similar structure to that of objective $\tilde{z}_2$, but assigns to each served order a revenue that decreases linearly depending on the period (re-optimization cycle) the order is served (as in Figure 2).
In particular, consider a DVRPMB instance with $L$ re-optimization cycles of known duration and the solution of the re-optimization problem during cycle $\ell$. Let $\gamma_i$ denote the re-optimization cycle in which order $i \in N$ is served and $\xi_p^\gamma_i$ denote the profit obtained by serving order $i \in N$ during time interval $[T_{\gamma_i}, T_{\gamma_i+1}]$, $\gamma \in \{\ell, \ell + 1, \ldots, L\}$. Then profit $\xi_p^\gamma_i$ is provided by the following Equation:

$$\xi_p^\gamma_i = \xi_p - \left(\frac{\gamma_i - \ell}{L}\right)\xi_p \forall i \in N$$ (10)

Then, objective $\tilde{z}_3$ is obtained by replacing profit $\xi_p$ with $\xi_p^\gamma_i, \forall i \in N, \gamma \in \{\ell, \ell + 1, \ldots, L\}$. Note that objectives $\tilde{z}_2$ and $\tilde{z}_3$ reduce to objective $\tilde{z}_1$ if $\xi_p = 0$ and $\xi_c = 1$.

4. Branch and Price Model and Solution Approach for the Re-Optimization Problem of $m$-DVRPMB

The underlying re-optimization problem of $m$-DVRPMB is modeled and solved by modifying appropriately the branch-and-price (BP) framework proposed in [1] for the DVRPMB. In BP, a MILP problem is solved using the column generation (CG) method by relaxing the integrality constraints of the original problem and solving the resulting large linear program within a Branch and Bound (BB) tree (see [40–42]).

The BP framework for the re-optimization problem of $m$-DVRPMB is presented in this section by describing the set-partitioning model, the column generation solution approach and the overall Branch and Bound scheme. In this description, the index $\ell$ (which denotes the re-optimization cycle) is omitted, since the problem has the same form for any cycle.

4.1. A Set-Partitioning Formulation for the Re-Optimization Problem of $m$-DVRPMB

The master problem (MP) for the re-optimization problem of $m$-DVRPMB is formulated as a set partitioning problem (SPP), in which each column corresponds to a feasible route and each constraint corresponds to a customer been served. Let $A_r$ denote the set of orders served by route $r \in \Omega$, where $\Omega$ refers to the set of all feasible routes. Let $c_{ir}$ be a binary coefficient that takes the value 1 if order $i \in A_r$ and let $c_r$ denote the routing cost of route $r \in \Omega$. Finally, let $\xi_u^r$ reflect the revenue if order $i \in F$ is served. For simplicity and without loss of generality, let $\xi_u^r = \xi_u, \forall i \in F$ and $\xi_u^r = 0, \forall i \in C$. Thus, the total cost $\bar{c}_r$ of route $r \in \Omega$ for objective $\tilde{z}_2$ is given from:

$$\bar{c}_r = \xi_c \cdot c_r - \sum_{i \in A_r} (\xi_u + \xi_p \cdot \omega_{ir}) \forall r \in \Omega$$ (11)

For objective $\tilde{z}_3$, the total cost $\bar{c}_r$ is:

$$\bar{c}_r = \xi_c \cdot c_r - \sum_{i \in A_r} \left(\xi_u^i + \xi_p - \left(\frac{\gamma_{ir} - \ell}{L} \times \xi_p\right)\right) \forall r \in \Omega$$ (12)

where $\gamma_{ir}$ denotes the re-optimization cycle (time interval) in which customer $i \in N$ is served in route $r \in \Omega$ with $\gamma_{ir} \in \{\ell, \ell + 1, \ldots, L\}$. It should be noted that the total cost $\bar{c}_r$ of route $r \in \Omega$ for objective $\tilde{z}_1$ is given from Equation (11) when $\xi_p = 0$ and $\xi_c = 1$; i.e., $\bar{c}_r = c_r - \sum_{i \in A_r} \xi_u^i$.

In the $m$-DVRPMB formulation, set $\Omega$ of all feasible routes-columns comprises two subsets, i.e., $\Omega = (\bigcup_{k \in K} \Omega_k) \cup \Omega_p$, where columns $\Omega_k$ correspond to vehicles $K$ en route and columns $\Omega_p$ correspond to vehicles $K_d$ that are located at depot. Assuming coefficient $y_r$ equal to 1 if route $r \in \Omega$ is used in the solution and zero otherwise, the set partitioning problem related to the master problem of $m$-DVRPMB may be formulated as follows:

$$(LP - SPP) \text{Minimize } \sum_{r \in \Omega} \bar{c}_r y_r$$ (13)
Objective Function (13) minimizes the total net cost of the selected routes. Constraint (14) ensures that each static order is served by exactly one vehicle, while constraints (15) state that each DO can be served at most once. Finally, constraint (16) limits the number of vehicles.

4.2. Column Generation Approach

In column generation, the relaxed Linear Programming version of the master problem (MP) is solved to optimality by sequentially solving restricted versions of it ([43]). The linear programming version of the problem (LMP) is achieved by replacing constraint (17) with \( \leq 0 \) for the modified cost associated with arc \((i, j)\) of each non-basic route \(r\) in \(\Omega \setminus \Omega'\). This is performed until no new columns can be identified.

More specifically, the initial set of feasible columns \(\Omega'\) of the RLMP is generated as follows: (a) the set of columns \(\Omega''_k\) is formed by exploiting the information resulting from solving re-optimization problem \(\Gamma_{t-1}\), when all orders that were served up to \(T_t\) (i.e., during \([T_{t-1}, T_t]\)) are eliminated; (b) the set of columns \(\Omega'_{k, j}\) is formed by generating single-visit trips that originate and finish at the depot, i.e., \([\text{depot} - i - \text{depot}]\), \(\forall i \in F\). In order to check if there are any other columns (routes) than can further reduce the objective of the RLMP, the reduced costs \(\hat{c}_r\) of each non-basic route \(r\) in \(\Omega \setminus \Omega'\) are calculated, as given by Equation (18):

\[
\hat{c}_r = c_r - \sum_{i \in C \cup F} e_{ir} \pi_i - \pi_k \forall r \in \Omega \setminus \Omega', \forall k \in V
\]

where \(\pi_i (i \in C \cup F)\) are the shadow (dual) prices related to customer constraints (14)–(15) and \(\pi_k (k \in K_d)\) are the shadow (dual) prices related to resource constraints (16). In order to identify such variables (columns), a different optimization problem is solved (pricing sub-problem, SP). This problem handles all remaining constraints that a column (route) is required to satisfy.

Hence, the next step is to generate feasible routes \(\hat{r} \in \{\Omega \setminus \Omega'\}\) with negative reduced cost that have not yet been included in the current RMP, along with their reduced costs \(\hat{c}_r\). For the case addressed in this paper, \(|K| + 1\) independent sub-problems (SP) are being defined and solved, one for each K vehicle en route (that will generate new columns \(\Omega_k\)) and only one for the vehicles located at the depot; the latter will generate new columns \(\Omega_p\). Each one of the \(k = 1, 2, \ldots, |K|\) subproblems considers orders \(N_k = C_k \cup F\) (where \(C_k\) denotes the committed orders assigned to vehicle \(k \in K\)), while the \(|K| + 1\) subproblem considers orders \(N_{|K| + 1} = F\).

Formulating and Solving the Pricing Sub-Problem (SP) in m-DVRRPMB

The SP is modeled as an elementary shortest path problem with time windows and capacity constraints (ESPPTWCC). The objective of this SP is given by Equation (19) below by denoting as \(c'_{ij}\) the modified cost associated with arc \((i, j)\) \(\in A\), that is \(c'_{ij} = \xi_c c_{ij} - \xi_u - \pi_i\).

\[
\min \sum_{(i, j) \in A} c'_{ij} x_{ij} - \sum_{y \in L} \sum_{r \in N} \xi^\gamma_y \omega^\gamma_{ij} \quad (19)
\]
where $\omega_i^\gamma$ denotes a decision variable that is equal to 1 if order $i \in \mathbb{N}$ is served during time interval $[T_\gamma, T_{\gamma+1}]$, $\gamma \in \mathcal{L}$, where $\mathcal{L} = \{l', l'+1, \ldots, L_\ell\}$ ($l'$ denoting the current re-optimization cycle) and 0 otherwise. Profit $\xi_\gamma^{\ell}$ is calculated according to Section 3.2 (depending on the objective). The constraints involved in this problem ensuring feasibility of each route are given in Appendix A.

The SP is solved using the label correcting algorithm of [44,45] presented in [1]. Given the requirement for time efficiency of the solution process, the column-generation-based insertion heuristic presented in [1] is also employed; this heuristic uses various approaches for generating columns for the $|\mathcal{K}|$ subproblems (vehicles en route), as well as subproblem $|\mathcal{K}|+1$ (for the vehicles located at the depot). For the former, instead of solving each SP to optimality (which is the most time consuming part), the heuristic uses an insertion-based procedure that finds the minimal cost of inserting each one of the DO to each one of the available routes based on the dual prices generated on each iteration of the RMP.

For the $|\mathcal{K}|+1$ problem, an ESPPTWCC with more relaxed dominance criteria is solved to generate columns for the vehicles located at depot.

4.3. Branch and Bound

If no integer solutions are obtained by the CG algorithm, a branch-and-bound (B&B) search scheme is used ([40–42]). In this scheme, the CG algorithm computes lower bounds at each node of the B&B search tree and branches on the most fractional binary arc flow variable (see [41,46,47]). In addition, when the heuristic approach is applied, the B&B is executed for an upper time limit (e.g., 1 min); if the optimum integer solution has not been reached, the columns (routes) present in the current RMP are being used within an integer-programming solver (CPLEX) in order to obtain an efficient integer solution.

An important issue is validation of correct implementation before the deployment of the solution algorithm. While the original approach to address the underlying (static) problem at each re-optimization cycle is an exact one, the one deployed to address the computational efficiency requirements is a heuristic version of the exact approach that provides efficient solutions with an average deviation of around 2%. This performance was assessed through extensive experiments using the Solomon benchmarks [48]. The resulting performance is similar to the one observed for the unlimited fleet case (where all DO are served) in [1]. Concerning the framework within which solution of the static problem is employed, there are no comparable results in the literature against which the obtained results may be compared, since m-DVRPB was introduced in the current study.

5. Computational Experiments

To assess the performance of the above methods, an extensive experimental analysis was conducted. The problems employed and the metric used for evaluating the results are presented in Section 5.1. The experimentation is then presented in two sections, each one addressing different research questions. Section 5.2 investigates how the limited fleet constraint affects the performance of the various re-optimization strategies (combination of re-optimization policy and tactic mentioned in Section 1) when re-optimization is driven by the number of DO received. Obviously, in this part of the study only objective $\tilde{z}_1$ is employed since objectives $\tilde{z}_2$ and $\tilde{z}_3$ may only be used under a framework of predefined re-optimization times. Section 5.3 investigates the case of predefined re-optimization intervals in order to assess which objective function is preferable in each re-optimization strategy and under which operating scenarios. For all test instances, the heuristic version of the BP framework presented in Section 4 is used by allowing it to run for up to 60 s; if the optimal integer solution has not been reached then, the columns (routes) present in the current RMP are used within an integer-programming solver (CPLEX) in order to obtain an efficient integer solution.

An assessment of the performance of the BP heuristic with respect to its exact counterpart was also carried out. The findings have indicated that the BP heuristic yields efficient solutions with an average deviation of around 2%, a performance similar to the one observed for the unlimited fleet case (all DO served) in [1].
All experiments were implemented in Matlab® 7.14.0 (R2012a) using an Intel Core i7 PC System with processor speed 2.8 GHz and 4.00 GB of RAM running Windows 7®.

5.1. Experimental Setup

5.1.1. Test Instances

The R1 and C1 datasets of Solomon [48] (12 and 9 instances, respectively) were used for this experimental study. In addition, instances vrpc8 and vrpc14 of Christofides [49] were also employed, which do not include TW for the uniform and clustered cases, respectively, but use the same customer coordinates of R1 and C1 datasets. These instances are designated as R100 and C100, respectively. Table 1 summarizes the instances employed.

Table 1. Test instances from Solomon and Christofides (for the instance designations see [49] and above).

| Distribution | Time Window | # Instances | Instances |
|--------------|-------------|-------------|-----------|
| Uniform      | YES         | 12          | R101, R102, R103, R104, R105, R106, R107, R108, R109, R110, R111, R112 |
| Clustered    | YES         | 9           | C101, C102, C103, C104, C105, C106, C107, C108, C109 |
| Uniform      | NO          | 1           | R100 |
| Clustered    | NO          | 1           | C100 |

Another factor investigated is how customer service is affected by fleet availability, i.e., by the number of extra vehicles stationed at the depot to serve DO. For each one of the 23 instances, the investigation considered three (3) cases of 0, 2 and 4 vehicles available at the depot (denoted as V-0, V-2, V-4, respectively). Figure 4 illustrates the average number of DO (as a percent of total) served per dataset (R1 and C1) for each case of vehicle availability at the depot, along with the minimum and maximum values. The percentages presented are the averages over all instances (and test problems) by assuming that all DO are known in advance (see Section 5.2).

Figure 4. Average percentage of DO served vs. the available vehicles at depot per dataset (for the designation of the experimental instances see above).

Thus, the experimentation considered a total of 69 different cases (3 × 23). For each case, a moderate degree of dynamism, dod (50% DO) was assumed and 10 different problems were generated and used by a random selection of static orders among the order set. Thus, a total of 690 test problems were used in the experimental investigation. The initial solutions (original assignment of static orders to vehicles) were obtained by a Clark and Wright savings heuristic of [50] followed by the Reactive Tabu Search metaheuristic of [51] as a post-optimization process. Finally, DO are provided during the window [0, 0.75 × T_{max}] according to a continuous uniform distribution.
5.1.2. The Assessment Metric Used

The performance of the proposed method is being assessed based on the so-called value of information (VoI) metric, which was originally introduced in [52]. This metric is enhanced in order to take into account both the number of DO served and the routing cost. Let $F_\mathcal{H}$ denote the total number of DO served in the final solution of dynamic problem $\mathcal{H}$ under objective $F$ and $C_\mathcal{H}$ the corresponding total routing cost. Then, the objective function value $z_\mathcal{H}$ for problem $\mathcal{H}$ when solved under $F$ is:

$$z_\mathcal{H} = -\xi_u \cdot F_\mathcal{H} + C_\mathcal{H} \tag{20}$$

Since the objective function results in negative values, the VoI used in this study is given by the following formula:

$$V_\mathcal{H} = \frac{z_\mathcal{H} - z_{\mathcal{H}_s}}{\text{abs}(z_{\mathcal{H}_s})} \times 100 \tag{21}$$

where $z_{\mathcal{H}_s}$ denotes the value of the metric for the related static problem $\mathcal{H}_s$ (in which all DO are known prior to the dispatching of the vehicles; i.e., at time $t = 0$). It should be also noted that $\xi_u$ was set to 1000 throughout the experimental study (penalties $\xi_p$ and $\xi_c$ were calculated based on $\xi_u$ according to the Equations presented in Section 3.2).

5.2. Re-Optimization Driven by the Number of Dynamic Orders: Performance of Various Strategies

This section investigates the performance of the re-optimization strategies for the limited fleet case. As discussed in Section 1, a re-optimization strategy comprises the combination of re-optimization cycle timing (policy) and the part of the plan that is released for implementation (tactic). The experimental investigation employed re-optimization policies that depend on the number of DO received, which corresponds to a typical practice. Therefore, since the time instances (and the ensuing periods) of re-optimization are not known in advance, this analysis involved only objective $\hat{z}_1$.

All instances described in Section 5.1.1 were employed. The policies tested are re-optimization upon the arrival of each DO (SRR) and re-optimization upon the arrival of a predefined number of DO (NRR). For NRR, the values of $N = 0.1\hat{N}, 0.2\hat{N}, 0.33\hat{N}$ (where $\hat{N}$ is the total number of DO) were used, hereafter designated as NRR-1, NRR-2 and NRR-3. Each policy was tested under the full-release (FR) and partial-release (PR) tactics (see Section 1), resulting to a total of eight (8) strategies for each one of the 690 test problems (i.e., 5520 problems in total).

Figure 5 presents the performance (with respect to VoI) of each re-optimization strategy (policy-tactic combination) for each investigated dataset (R1 and C1), averaged over all test problems of the related dataset (and of course over all cases with respect to the number of vehicles available at the depot). Lower values of VoI indicate better performance (i.e., solutions closer to the respective static problem, where all DOs are known in advance). From this figure it is clear that (a) the SRR-PR strategy provides the best average performance (minimum VoI) and (b) the PR tactic outperforms FR (on the average) in all datasets. The performance difference between the two tactics decreases as the number of elapsed DO per re-optimization cycle increases (smaller number of re-optimization cycles). Furthermore, the PR tactic seems to be more efficient for shorter re-optimization cycles and the FR tactic seems to be less efficient when re-optimization is applied very frequently (SRR) or infrequently (NRR-3). The observed performance seems to agree with the behavior of the re-optimization strategies for the unlimited fleet case in [1], indicating that the performance of the strategies is not affected significantly by limiting the available resources.

The experimentation has also indicated similar patterns to those of Figure 5 with respect to the performance of re-optimization strategies for all values of fleet availability, i.e., there is no significant interaction between fleet availability and the re-optimization strategies on the average. Therefore, the detailed results are not presented here (but can be found in [1]).
5.3. Re-Optimization at Known Time Intervals: Performance of the Three Objectives

The performance of the three proposed objectives discussed in Section 3 is being assessed. This investigation includes all instances described in Section 5.1.1 for the R1 dataset (13 instances, including R100), under three values of fleet availability (V-0, V-2 and V-4) and using 10 different test problems per instance (i.e., 390 test problems in total).

As mentioned before, the fixed-time re-optimization (FTR) policies are employed, which comprise cycles of equal duration. In particular, four values of re-optimization frequency were used, i.e., every 10, 20, 40 and 60 units of time with respect to $T_{\text{max}}$ (which is equal to 230 units of time in the Solomon instances), hereafter designated as FTR-10, FTR-20, FTR-40 and FTR-60. Each policy was tested under the FR and PR release tactics, resulting to a total of eight (8) strategies for each one of the 390 test problems of R1 dataset (i.e., 3120 problems in total).

Figure 6 presents the performance (with respect to VoI of Section 5.1.2) of each objective for each investigated instance of the R1 dataset (incl. R100), averaged over all test problems and re-optimization policies and tactics. As before, lower values of VoI correspond to better performance. According to the figure, objectives $\hat{z}_2$ and $\hat{z}_3$ (which consider vehicle productivity) seem to provide more efficient solutions for cases with increasing TW width, compared to objective $\hat{z}_1$; this improvement is more pronounced in cases with wide TW (R103, R104, R107, R108) or no time windows (R100).

This trend may be attributed to the fact that wide (or no) TWs allow for more customer combinations and, thus, more opportunities for customers to be served sooner (e.g., till the next re-optimization cycle). In addition, objectives $\hat{z}_2$ and $\hat{z}_3$ keep vehicles busy, delaying their return to the depot. This allows for increased opportunities when new orders are considered in subsequent cycles. On the other hand, $\hat{z}_2$ and $\hat{z}_3$ do not seem to favor cases with limited TW width (e.g., R101, R102, R105). In those cases, the TW limitation for serving a DO decreases the possibilities of including future DO in the plan. This fact, in combination with the expected increase of routing costs under objectives $\hat{z}_2$ and $\hat{z}_3$, may cause the performance to deteriorate compared to objective $\hat{z}_1$. 

![Figure 5. Average performance of re-optimization strategies for the different datasets (SRR—single-request re-optimization; NRR—N-request re-optimization; R1—customers have a uniform geographical distribution; C1—customers are clustered).](image-url)
Figure 6. Overall average performance of objectives per investigated instance.

Figure 7 illustrates the performance of the three objectives with respect to re-optimization strategies (policy and tactic combination), averaged over all test instances and values of vehicle availability. Based on the figure, the performance under objectives $\overline{z}_2$ and $\overline{z}_3$ improves in the FR tactic. This is expected, since using $\overline{z}_1$ (and thus not accounting for vehicle productivity) under the FR tactic, may schedule the service of newly received DO way into the future in the expense of significant resources, e.g., time (especially for newly dispatched vehicles from depot). This is not the case with $\overline{z}_2$ and $\overline{z}_3$, which tend to use the vehicles en route as much as possible given the current information and the additional work to come.

Another interesting takeaway from Figure 7 is that objective $\overline{z}_3$ seems to lead to more efficient solutions when re-optimization is applied more frequently (see FTR-10 and FTR-20 cases). This may be attributed to the fact that a higher number of re-optimization cycles allows $\overline{z}_3$ to allocate the DO to the appropriate period. On the other hand, objective $\overline{z}_2$ performs slightly better in cases of longer re-optimization intervals.

Finally, the experimental study examined the interaction of different values of vehicle availability and different TW patterns (the latter characterized by the ratio of the average TW width of all customers
with respect to $T_{\text{max}}$). This was carried out by grouping all instances in two categories, as shown in Table 2.

**Table 2.** Classification of investigated instances in TW-pattern groups based on TW width (% of $T_{\text{max}}$).

| Group | % of $T_{\text{max}}$ | # Instances | Instances                  |
|-------|-----------------------|-------------|---------------------------|
| TW-1  | 5%–40%                | 7           | R101, R102, R105, R106, R109, R110, R111 |
| TW-2  | >40%                  | 6           | R103, R104, R107, R108, R112, R100  |

Figure 8 presents the average performance of the objectives for the aforementioned TW-pattern groups and for the three values of vehicle availability. The results shown are averaged over all instances and re-optimization policies and tactics. The figure illustrates that the higher the number of available vehicles and the wider the TW, the better objectives $\tilde{z}_2$ and $\tilde{z}_3$ perform. This may be attributed to the tendency of objectives $\tilde{z}_2$ and $\tilde{z}_3$ to serve DO as early as possible, leading to additional flexibility of vehicles employed during future re-optimization cycles (when additional DO arrive). On the other hand, objective $\tilde{z}_1$ may allow serving of more DOs during future periods, which may eventually limit the flexibility offered by objectives $\tilde{z}_2$ and $\tilde{z}_3$.

The above experimental analysis indicates that objectives which account for vehicle productivity are more appropriate for challenging cases (wide or no TW) or cases for which more than say 50–60% of DO may be served by the available fleet (more than 2 vehicles available at depot, according to Figure 4). In cases with narrow TW or limited fleet availability, accounting for vehicle productivity does not seem to help appreciably. Furthermore, for the preferred short re-optimization intervals (i.e., 5–15% of the available working horizon) using objective $\tilde{z}_3$ seems more efficient.

In order to put the aforementioned analysis into context, Figure 9 presents the average performance of the three objectives in terms of number of DO served in those cases that favor objectives $\tilde{z}_2$ and $\tilde{z}_3$ (according to previous analysis), i.e., (a) case V-4 regarding vehicle availability (where on average 85% of the DOs can be served); and (b) instances R104, R108 and R100 (those with wide or no TW). Results are reported with respect to re-optimization tactic and frequency; for the latter, FTR-10 and FTR-20 are grouped under category “Frequent” and FTR-40 and FTR-60 under category “Infrequent”. The figure illustrates that, as discussed previously, objective $\tilde{z}_3$ is more appropriate for frequent re-optimization under the FR tactic, offering up to about 15% more DO served; this is limited to about 4% when the PR tactic is employed. On the other hand, objective $\tilde{z}_2$ seems to perform best under infrequent re-optimization, offering up to 10% more DO served under the FR tactic and 4% under PR.
Using objectives that account for vehicle productivity is recommended under operational settings with relatively high vehicle availability, wide TW and especially when the FR tactic is necessary.

6. Concluding Remarks

This paper investigated a new, interesting variant of the dynamic vehicle routing problem with mixed backhauls (DVRPMB), in which the number of vehicles is limited and, thus, not all customer orders may be served within the defined planning horizon. The problem was addressed through periodic re-optimization. For the problem solved in each re-optimization cycle, appropriate objective functions were introduced that account for vehicle productivity. The rationale behind this concept is that anticipating additional work favors reserving fleet capacity for the latter (re-optimization) cycles of the operational horizon, so that newly arriving dynamic orders may be served. Thus, the available fleet should complete as much of the known work as early as possible. To address the m-DVRPMB, a modified branch-and-price algorithm proposed to solve the conventional DVRPMB (with unlimited resources) is proposed.

The experimental investigation focused on answering two key questions: (a) how does the fleet constraint affect the performance of the various re-optimization strategies (combination of re-optimization policy and tactic); and (b) how do the proposed objectives affect overall performance?

Regarding the first question it was illustrated that one should always re-optimize under the PR tactic in as short re-optimization intervals as possible. When using the FR tactic is unavoidable, one should prefer re-optimization over medium intervals.

Regarding the second question, the results indicated that objectives $\hat{z}_2$ and $\hat{z}_3$ (which consider vehicle productivity) can yield higher customer service compared to conventional objective $\hat{z}_1$. This improvement reaches up to about 15% of more dynamic orders served for cases with wide time-windows or cases for which a majority (more than 50–60%) of dynamic orders may be served by the available fleet. In cases with narrow TW or very limited fleet availability, accounting for vehicle productivity does not seem to help appreciably. Furthermore, with respect to re-optimization strategies (policy and tactic), objectives $\hat{z}_2$ and $\hat{z}_3$ perform significantly better than objective $\hat{z}_1$ under the FR tactic and objective $\hat{z}_2$ seems to be more efficient for re-optimizing at short re-optimization intervals (i.e., 5–15% of the available working horizon).

In practical applications, such as those that motivated the work in this paper (i.e., courier, e-commerce, money-transfer, etc.), companies are typically aware of their customer demand and size...
their fleet accordingly, in order to ensure that even on peak demand days a considerable portion (but possibly not all) of the demand that arrives dynamically during the working period can be served. Based on this, the results from this paper indicate that the consideration of vehicle productivity may offer a novel strategy to improve customer service in a straightforward manner. Such strategy seems especially beneficial for applications that operate under the FR policy (i.e., an order that was received and planned during previous re-optimization cycle, cannot be re-scheduled) in order not to cause undue nervousness to the system.

The basic limitation of this work stems from the original decision to solve a dynamic problem through repeated re-optimization; that is through optimizing repeated static snapshots of the state of the dynamic system. This strategy is pseudo-dynamic and may lead to “greediness” and, thus, to suboptimal solutions of the dynamic problem—despite the optimality of the solution of each snapshot. Note that an attempt to address this limitation is through the proposed objective functions that account for vehicle productivity in anticipation of future work. Future work, however, is needed to directly address the intrinsic dynamism of the environment with a true dynamic method.

Another important and relevant consideration in dynamic logistics systems is computational time. Time limitations in practical cases often prohibit extensive optimization and the question arises how to utilize the available time effectively [53]. In general, the increase of memory and CPU time requirements with problem complexity follows a low-power polynomial function when heuristics are employed, rendering the latter more applicable when it comes to dynamic problems. Furthermore, many more recent technologies such as multi-access edge computing, fog computing and cloud computing [54] may be applicable for the solution of dynamic routing optimization problems since they offer powerful computing capabilities. Thus, this may be an interesting area for further study.

The current study may also be extended to investigate the effect of various dispatching policies, i.e., dispatch more vehicles than necessary (or all vehicles available at depot) at the start of operations or during execution (re-optimization), in anticipation of additional work to come. The performance of these dispatching policies may be studied with respect to various factors of the environment (e.g., degree of dynamism, time-window profiles, etc.) or under various re-optimization strategies. Finally, further research may be performed on waiting strategies ([22]) and on how to exploit estimates of future demand provided by stochastic methods ([31]).
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Appendix A. Constraints of the Pricing Sub-Problem (SP) in \( m \)-DVRPMB

As discussed before, the BP approach proposed defines and solves |K| + 1 independent sub-problems (SP), one for each K vehicle en route (that will generate new columns \( \Omega_k \)) and only one for the vehicles located at the depot (that will generate columns \( \Omega_p \)). This Appendix describes the constraints involved during the solution of each SP, hence the vehicle index was dropped for simplicity.

As mentioned before, let \( c'_{ij} \) denote the modified cost associated with arc \((i, j) \in A\), given by \( c'_{ij} = c_{ij} - u_i - \pi_i \). Based on this, we modify appropriately the objective function (13) given in Section 4.1 as in Equation (A1) below:

\[
\min \sum_{(i,j) \in A} c'_{ij}x_{ij} - \sum_{\gamma \in L'} \sum_{i \in N} \xi^\gamma_{pi} \omega^\gamma_{pi} \]

where \( \omega^\gamma \) denotes a decision variable that is equal to 1 if order \( i \in N \) is served during time interval \([T_\gamma, T_{\gamma+1}]\), \( \gamma \in L' \) where \( L' = \{\ell', \ell'+1, \ldots, \ell\} \) (\( \ell' \) denoting the current re-optimization cycle) and 0 otherwise. Profit \( \xi^\gamma_{pi} \) is calculated according to Section 3.2 (depending on the objective). The constraints
of the pricing sub-problem (SP) in m-DVRPMB are given below. It should be noted that variables \( \omega_i \) do not participate in the solution under objective \( Z_2 \), since in this case \( \xi_\rho^Y = 0 \):

\[
\sum_{i \in \mathcal{N} \cup \{\mu'\}} x_{i0} = 1
\]

(A2)

\[
\sum_{j \in \mathcal{N} \cup \{0\}} x_{\mu'j} = 1
\]

(A3)

\[
\sum_{i \in \mathcal{N} \cup \{\mu'\}} x_{ih} - \sum_{j \in \mathcal{N} \cup \{0\}} x_{hj} = 0 \quad \forall h \in \mathcal{N}
\]

(A4)

\[
Q_i \geq Q_i + d_j - Z(1 - x_{ij}) \quad \forall (i, j) \in \mathcal{A}
\]

(A5)

\[
\max\{0, d_i\} \leq Q_i \leq \min\{\overline{Q}, \overline{Q} + d_i\} \quad \forall i \in \mathcal{N}
\]

(A6)

\[
w_j \geq w_i + s_i + t_i - Z(1 - x_{ij}) \quad \forall (i, j) \in \mathcal{A}
\]

(A7)

\[
\max(a_{ij}, T) \sum_{j \in \mathcal{N} \cup \{\mu'\} \cup \{0\}} x_{ij} \leq w_i \leq b_i \sum_{j \in \mathcal{N} \cup \{\mu'\} \cup \{0\}} x_{ij} \quad \forall i \in \mathcal{N} \cup \{\mu'\} \cup \{0\}
\]

(A8)

\[
Z(1 - \omega_{i\ell}) + T_{\ell} \leq w_i \leq T_{\ell+1} - Z(1 - \omega_{i\ell}) \quad \forall i \in \mathcal{N}, \ell \in \overline{L}
\]

(A9)

\[
\sum_{\ell \in \overline{L}} \omega_{i\ell} \leq 1 \quad \forall i \in \mathcal{N}
\]

(A10)

\[
\omega_{i\ell} \in \{0, 1\} \quad \forall i \in \mathcal{N}, \ell \in \overline{L}
\]

(A11)

\[
x_{ij} \in \{0, 1\}
\]

(A12)

Constraints (A2) to (A4) ensure that each route starts at the source point and ends at the depot, always preserving the flow along the arcs of the route (where \( \mu' \) represents the source point of the route and 0 the depot). Constraints (A5) and (A6) ensure that the capacity of the vehicle assigned to the route is not exceeded, where \( Q_i \) provides the load of a vehicle immediately after serving node \( i \in \mathcal{N} \), \( d_i \) the demand/supply of each order \( i \in \mathcal{N} \) and \( \overline{Q} \) the maximum capacity of the vehicle. Constraints (A7) and (A8) ensure that every customer will be served within its time window, where \( w_i \) denote the start of service for order \( i \in \mathcal{N} \), the \([a_{ij}, b_i]\) correspond to the customer’s time window and \( s_i \) is the service time of order \( i \in \mathcal{N} \). Constraint (A9) ensures that variable \( \omega_{i\ell} \) will be equal to 1 if customer \( i \in \mathcal{N} \) is served within re-optimization cycle \( [T_{\ell}, T_{\ell+1}), \ell \in \overline{L} \), where \( \overline{L} = \{\ell'\} \) when objective \( Z_2 \) is employed and \( \overline{L} = \{\ell', \ell' + 1, \ldots, L\} \) when objective \( Z_3 \) is used (\( Z \) is a large positive number). Constraints (A10) ensure that each order will be served only once during the entire remaining horizon. Finally, constraints (A11)–(A12) force variables \( \omega_{i\ell} \) and flow variables \( x_{ij} \), respectively, to assume binary values.
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