IPS300+: a Challenging Multimodal Dataset for Intersection Perception System
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Abstract—Due to the high complexity and occlusion, insufficient perception in the crowded urban intersection can be a serious safety risk for both human drivers and autonomous algorithms, whereas CVIS (Cooperative Vehicle Infrastructure System) is a proposed solution for full-participants perception in this scenario. However, the research on roadside multimodal perception is still in its infancy, and there is no open-source dataset for such scenario. Accordingly, this paper fills the gap. Through an IPS (Intersection Perception System) installed at the diagonal of the intersection, this paper proposes a high-quality multimodal dataset for the intersection perception task. The center of the experimental intersection covers an area of 3000m\textsuperscript{2}, and the extended distance reaches 300m, which is typical for CVIS. The first batch of open-source data includes 14198 frames, and each frame has an average of 319.84 labels, which is 9.6 times larger than the most crowded dataset (H3D dataset in 2019) by now. In order to facilitate further study, this dataset tries to keep the label documents consistent with the KITTI dataset, and a standardized benchmark is created for algorithm evaluation. Our dataset is available at: http://www.openmpd.com/column/IPS300+.

I. INTRODUCTION

Robust perception of the surrounding environment has always been one of the most crucial factors in autonomous driving. Lately, perception through the onboard sensing unit has been widely studied as a hot spot. A large number of datasets such as KITTI [1], nuScenes [2] and Waymo [3] have greatly promoted related researches. However, when dealing with extremely complex and severely obstructed scenes such as crowded urban intersections, even experienced human drivers cannot ensure the safety of driving simply based on the information seen inside the car, let alone autonomous algorithms. ERSO2018 (European Road Safety Observatory) public traffic accident statistics report [4] shows that, in 2016, of the 9693 urban traffic accidents that occurred in Europe, 3839 occurred at intersections, accounting for 39.6\% of the total urban accidents.

Therefore, driving safely across urban intersections remains a challenging open question for autonomous driving. Recently, CVIS has attracted broad attention in both academia and industry. As a solution to insufficient perception in large-scale urban scenes, CVIS bridges the gap between smart transportation and smart vehicles, and could become an important infrastructure for the future smart city. In CVIS, RSUs (Road-Side Units) are installed to get reliable perception of the entire intersection from the top-down perspective, and the perception results are sent to the passing vehicles through V2I.

Among all the pilot studies in various countries, Ko-FAS project [5-7] sponsored by EU established an IPS in an intersection of Aschaffenburg. RSUs and OBUs enable vehicles to get the whole view of the intersection and the ADAS (Advanced Driver Assistance Systems) can warn the drivers of potential collision at blind spots. CICAS-SSA project [8] sponsored by US DOT focused on the warning for incoming vehicles in rural roads and told drivers the correct time to cut in. To achieve this, 16 Radars and 8 Lidars were installed as RSUs and the whole IPS costs 180890 dollars in 2010. However, it is difficult to promote the approach due to the unaffordable price. In J-Safety project [9], the UTMS of Japan used the perception information of several intersections to adjust the dynamics of vehicles to promote the fuel economy. However, these projects do not take the advantage of deep learning technology in roadside perception tasks and there is no open-source multimodal dataset for large-scale urban intersection yet. The data-driven character of deep learning method makes the data even more important for multimodal roadside perception research.

In this paper, we proposed the largest objects-per-frame multimodal dataset IPS300+ for roadside perception in urban
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Fig. 1. A brief view of IPS300+ dataset. (a) is the aerial view of the experimental intersection. The red dots in the images represent the locations of the IPUs and following the arrows are the data collected by Lidar and binocular cameras by different IPUs. (b) is the result of 3D bounding box annotated in the point cloud and projected on the image plane. (c) is the point cloud of two IPUs after registration and the annotated 3D bounding boxes of objects.
intersections, aiming to promote the research for 3D target detection by roadside units in CVIS. The IPS300+ data is published under CC BY-NC-SA 4.0 license.

The main contributions of this paper are as follows:

- The first multimodal dataset (including point clouds and images) available for roadside perception tasks in large-scale urban intersection scene. The point clouds remain usable within 300m.
- The most challenging dataset with the highest label density. The proposed dataset includes 14198 frames of data and every single frame has an average of 319.84 labels, which is 65.3 times larger than KITTI [1].
- The 3D bounding box is labeled at 5Hz, which provides dense truth data for 3D target detection task and the coming tracking task.
- A feasible and affordable solution for IPS construction and a wireless approach for time synchronization and spatial calibration are provided. The open questions for algorisms are also mentioned in this paper.

II. RELATED WORKS

Since there is hardly any dataset that focuses on roadside perception in urban intersections, the related works are separated into three sections which cover all related datasets from autonomous driving to traffic monitoring.

A. On-board Perception Datasets for Autonomous Driving

The datasets for on-board perception task are relatively abundant when comparing with roadside perception, and datasets with both point clouds and images are enriched in recent years. The KITTI dataset released by A. Geiger et al. [1] has been widely used as the benchmark for algorism evaluation. Besides, H. Caesar et al. [2] released the nuScenes dataset containing 40k labeled data; Google Waymo released their dataset [3] containing 12M labeled data; OEMs (Original Equipment Manufacturers) released their dataset either such as Audi’s A2D2 dataset [10] and Honda’s H3D dataset [11].

Among all these datasets, Lidars and cameras are installed on different locations of the car with the labeling frequency ranging from 2Hz to 10Hz. All these precious labeled data have greatly promoted the research of onboard perception for autonomous driving, and the algorisms driven by these data have made a remarkable result.

B. Roadside Traffic Monitoring Datasets

Most of the existing datasets collected by roadside units are based on images and 2D bounding boxes are provided for the targets. Among them, NGSIM [12, 13] released in 2007 is one of the most widely used datasets in this research area. This dataset contains the traffic data of US highway 101 and interstate 80 freeway collected by FHWA DOT. The sensing cameras were installed on the top of the building tens of meters above the ground.

Besides NGSIM, Aachen University of Technology released the HighD dataset [14] in 2018 which covered the traffic scene of German highway. The data were collected by a camera mounted on a drone. BUPT released their roadside re-identification dataset VeRi [15] in the same year, which was captured by 20 road surveillance cameras. However, they only provide the cut images of the targets separately instead of the whole image of the camera.

C. Roadside Target Perception Datasets

The only reachable multimodal dataset for the intersection scene is from the Ko-FAS project [5-7] in 2014. It contains 6min 28s (4850 frames) data from an intersection of a town in Aschaffenburg. The widths of the branches are 20m and 15m. Sensors include 14 8-layer Lidars and 8 cameras (only 2 available) are installed 5-7m above the ground to get the full view of the road. The sensors and data details are shown in Table 1. Fig. 2 shows a single frame of this dataset. Due to limited points of Lidars, the bus 50m from the center of the intersection only has 11 points, which is hardly recognizable for both humans and algorisms.

![Fig. 2. A single frame of Ko-FAS dataset. (a) and (b) are two viewpoints of the available cameras. The orange points in the images are the point cloud projected on the image planes. (c) is a point cloud after registration of 14 well-synchronized Lidars. The red bounding box represents a bus 50m from the center of the intersection which only has 11 Lidar points left.](image)

III. IPS300+ DATASET

A. Data Collection Platform

While cameras, Lidars, and Radars are widely used for onboard perception tasks, it is still an open question what kind of roadside sensors can meet the requirements of CVIS. There has no typical dataset and unified evaluation standard for this task, neither. This paper provides a possible solution for IPS by learning from the onboard sensors and making tentative adjustments for roadside perception tasks.

This paper takes IPU (Intersection Perception Unit) as the smallest unit of the task. As shown in Fig. 3, each IPU includes...
one 80-layer Lidar with specially designed vFOV, two 5.44MP color cameras, and one GPS. The Lidar is installed horizontally to the ground, while the cameras are tilted downward at 30° angle. The detailed parameters of related sensors are as follows:

- A Robosense Ruby-Lite Lidar: 80 beams; 10Hz; detect range: 230m; single echo mode; hFOV: 0°-360°; vFOV: -25°-15°; angle resolution: 0.2°; 144000 points in a single frame. (The Lidar beam is unevenly distributed in the horizontal. The dense part is in the middle which scans the opposite branches of the intersection.)

- Two Sensing-SG5 color cameras. 30Hz; 5.44MP; CMOS: Sony IMX490RGBG; rolling shutter; HDR dynamic range: 120dB; image size: 1920×1080. The two cameras form a binocular system with a distance of 1.5m.

- A BS-280 GPS used for positioning and time sync, timing error: less than 1 μs. (Since IPU are static in WGS84 coordinate system, the GPRS output is set to 1Hz.)

- An industrial computer for data collection. CPU: Intel I7-10700; Memory: 16G; Ubuntu 20.04; ROS Noetic.

Fig. 3. Sensors location on each IPU

B. Location and Sensors Setup

The intersection of Chengfu Road and Zhongguancun East Road is chosen for data collection in Haidian District, Beijing. The central area of the intersection reaches 60 m×50m and suffers heavy occlusion problems because of the large traffic volume. Since there are lots of universities nearby, the number of pedestrians, cyclists and tricycles is relatively larger than those of other locations. All these factors make this intersection a challenging driving scene, which is also a typical scenario for CVIS.

After weighing all the factors including maximizing sensing range, minimizing traffic impact, economy friendly and compatibility with existing facilities, two IPUs were equipped at the diagonal of the intersection 5.5m from the ground. The installation locations of two IPUs are shown in Fig. 1.

C. Sensors Calibration

**Time synchronization**: this part includes the synchronization of each sensor inside one IPU and synchronization between different IPUs. GPS-PPS signals are used to get the unified time.

| IPS300+ | Ko-FAS |
|---------|--------|
| Intersection Size | 60m×50m | 20m×15m |
| Frame | 14198 | 4850 |
| Anno. Frequency | 5Hz | 12.5Hz |

**Sensors Details**

- **Camera**: 4×Sensing-SG5
- **Lidar**: 2×Robosense Ruby-Lite
- **GPS**: 1×BS-280

**Data Details**

- **Images**: 4×1920×1080
- **Point clouds**: 2×144000

Each sensor on the same IPU is connected to the GPS-PPS output port of GPS through a wire. After the PPS trigger sends out, the Lidar rotates to 0°, which is perpendicular to the crossbar of IPU, the camera triggers its shutter. Due to the constraint of the crossbar, it is guaranteed that when the Lidar

![Diagram](image_url)

Fig. 4. Pipeline of the spatial calibration between IPUs. (The details for parameters setting can be downloaded from the dataset website.)
rotates to the center view of the cameras, the cameras open their shutters and take one photo.

The key to maintaining time synchronization between two IPUs is to unitize the time trigger. Since the upper limit of the timing error of GPS is 1μs, the cumulative error between two IPUs is less than 2μs, which is acceptable when compared with the frequency of sensors.

Spatial calibration: similarly, the spatial calibration includes the same two parts.

Within the IPU, the method proposed in [16] is adopted to get the distortion and internal matrix of each camera. The calibration of binocular cameras uses the method proposed in [17]. The external parameters between camera and Lidar are calculated by using the method proposed in [18, 19]. Since these processes are basically the same with the calibration process used in autonomous vehicles, we do not elaborate on them.

Between IPUs, the spatial calibration problem can be treated as a registration problem of the point clouds from different IPUs. However, the distance between the two sensing devices has reached 70m, and the point cloud features are relatively sparse. ICP-based methods and NDT cannot converge if the raw point clouds are directly used. In order to minimize the registration error, manually screening of the usable feature is needed before registration. Fig 4 shows the pipeline of the point clouds registration process in this paper.

Since two Lidars are far apart, the point clouds features representing the same location may be different (as shown in Fig. 5). In order to ensure the consistency of the features from the point clouds, only the buildings are selected for ICP iterations. Specifically, after conventional operations such as statistical outlier filter and voxel grid filter, the method proposed in [20] is used to initially divide the point cloud into ground and targets. Then the ground points are fitted to a plane by RANSAC [21] and rotated into the XY plane of the intersection coordination. The transformation matrix is recorded as Rotation_Matrix1. After Rotation_Matrix1, the height of the object is only coupled to z axis. Then, the barrier in the middle of the road is manually selected and rotated to x axis by Rotation_Matrix2. The branches of two roads are coupled to x and y axes separately. Then, the pass-through filter is used to select the building and sent them to ICP algorithm. And the output of ICP is used as the Trans_matrix from IPU1 to IPU2.

D. Data Specification

IPS300+ includes data that covers different times of the day in 14198 frames of data. The point clouds are stored as a single registered .pcd file (PCD_Sync_Anno) in each frame for labeling, and the size of a single frame is about 8M (4M×2). The images are stored in .png format and are about 12M (3M×4) per frame. Since there are hundreds of stationary vehicles parked on the sidewalks at the intersection and have no effect on the CVIS research, we cut the registered point cloud by Rotation_Matrix and pass-through filter. Only the targets on the lanes are remained for the labeling process (as shown in Fig. 4). The detailed descriptions of our dataset are shown in Table I.

The raw data are available at IPU1 and IPU2 in data folders. Each IPU folder including the point clouds data and binocular camera data, related parameters of sensors can be found in calib_file.txt. In order to flexible the data processing, this paper also provides the registered filtered point clouds in PCD_Sync_Anno folder (the point clouds coordinate is consistent with IPU1 point clouds and the 3D labels are in the same coordinate). This data structure provides the greatest convenience possible for the IPS algorithm research.

It is worth mentioning that besides the problem of multimodal fusion in the same IPU, the multi-spatial fusion of

![Fig. 5. A single-frame of point cloud after registration. In which the red points and the white points are from IPU1 and IPU2 respectively. The details on the right side indicate the difference of point clouds at the same position due to the distance of two IPUs. The blue box is the manually selected feature for solving Rotation_Matrix2.](image-url)

![Fig. 6. The Statistics of IPS300+ dataset. (a) is the distribution of different categories. (b) and (c) respectively show the statistical result of the number of pedestrians and vehicles in different frames. (d) is the orientation of the vehicles.](image-url)
TABLE II. THE DATA DETAILS OF IPS300+ AND KO-FAS DATASET FOR COMPARISON

| Count  | Ko-FAS | KITTI | A2D2 | nuScenes | Waymo OD | Honda H3D | our IPS300+ |
|--------|--------|-------|------|----------|----------|-----------|-------------|
| pedestrians | 3.7    | 0.8   | 0.35 | 7.0      | 12.2     | 16.5      | 56.8        |
| vehicles   | 16.0   | 4.1   | 3.0  | 20.0     | 26.5     | 16.9      | 263.0       |

Since the datasets differ in the classification of vehicles, the column of ‘vehicles’ in this table includes but not limited to cars, cyclists, tricycles and buses.

different IPUs is also a novel but significant problem for CVIS. All these problems can be studied under our IPS300+ dataset.

E. Ground Truth Labels (Statistics)

The first batch of open source labeled data includes 623 frames in the evening rush hour, which has the most intensive traffic flow and the highest risk of accidents. The remaining data are published as unlabeled data, and the labels will be opened for the public upon the release of this paper. The labeled data include 7 categories: pedestrian, cyclist, tricycle, car, bus, truck and engineering car. In order to facilitate the data processing progress, this paper provides a label document consistent with KITTI, and some adjustments have been made according to the special scenario of our dataset. The details can be found on our website.

The labeling task uses Lidar point clouds and related images at the same time. The 3D bounding box of the target is selected in the point clouds with the help of reference images, and the bounding box is projected to each camera plane through the external parameter. Fig. 6 shows some statistical results of labeled targets. 6 (a) shows that in the intersection of IPS300+ dataset, the main traffic participants are cars, cyclists and pedestrians. 6 (b) and 6 (c) show that the number of pedestrians and vehicles are about 40-60 and 250-270 per frame separately. The on-board perception system is impossible to guide autonomous vehicles under such numbers of targets due to the limited perspective and computing power, which makes the CVIS indispensable. 6(d) shows that the orientations of vehicles are mostly in the direction parallel to the two branches of the intersection, which can be an important priori knowledge for the design of intersection perception algorms.

Table II shows the comparison result of IPS300+ and other open-source datasets. The average pedestrians and vehicles in each frame of our dataset reach 56.8 and 263.0, which exceeded over 3.4 times and 9.9 times than the largest existing dataset respectively. The severe occlusion problem on board perception makes this intersection a typical scenario for CVIS study.

IV. EXPERIENCE

Target detection is one of the most challenging tasks in the research of autonomous perception. Two main tasks are provided in this paper as Lidar-based detection and Camera-based detection (tracking tasks will also be available after ID checking). For the 3D target detection task, this paper uses the AP metric (including AP3D, APcEV) consistent with KITTI [1, 22] to evaluate the performance of the detection algorithm. The IoU threshold is set to 0.25 for pedestrians, 0.5 for cyclists, and 0.7 for the other five types of vehicles.

A. 3D Detection by Lidar

After sufficient research of the existing method of Lidar-based target detection, this paper uses PointPillars [23] as a baseline because of its high efficiency and accuracy. In order to quantitatively analyze the coverage distance and the accuracy of the IPS (both hardware and algorms as a perception system) for the actual intersection scenario, this paper uses 50m as an interval to count the targets detection results in different distances from the center of the intersection, i.e. the midpoint of two IPUs. A map for the accuracy of vehicle detection within distances and a typical failure case are shown in Fig. 7. The quantitative results are summarized in Table III.

It can be seen that for the vehicle detection task, the accuracy of target detection decreases by distance. The AP3D at a distance of 150 meters stays at 66.81%, i.e. the range of vehicle perception reaches about 15 vehicles after the stop lines of the intersection. This top-down view of the intersection will provide rich information for the related function design such as intersection collision warning, vehicle

![Figure 7](image-url)
TABLE III. 3D DETECTION BASED ON POINTPILLARS

| Distance from the Intersection Center | APio |
|-------------------------------------|------|
| 30m                                 | 82.90% |
| 60m                                 | 73.48% |
| 90m                                 | 68.05% |
| 120m                                | 67.44% |
| 150m                                | 66.81% |

TABLE IV. 2D DETECTION BASED ON CENTERNET

|      | AP   |
|------|------|
| Pedestrian | 69.68% |
| Car      | 70.89% |
| Cyclist  | 71.10% |
| Total    | 70.56% |

Since the label of other categories are not large enough, they are not used during the training process.

3. 3D Detection by Camera

The SOTA (State of the Art) algorithms for monocular 3D target detection can be divided into two categories. Stage-to-stage methods all assume that the XY plane of the camera coordinate system is parallel to the ground and the bottom of the bounding box is fitted on the ground, such as [24-28]. Under this assumption, the output of the network is \((h, w, l, x, y, z, \theta)\), where \(\theta\) is the yaw angle, the roll angle and pitch angles are fixed to 0. However, on IPUs, the camera is tilted to get a top-down view of the whole intersection. The XY plane of the camera coordinate is not parallel to the ground. None of the roll, yaw and pitch angles of the object are 0 and these angles are changing according to the distance. Therefore, these methods require further modifications for IPU tasks.

Another SOTA way such as [29-31] generates pseudo point cloud through images, and this process requires dense depth maps for supervised training of pseudo point cloud generation net. However, the acquisition of dense deep maps is extremely difficult for IPUs since existing methods such as [32] are mainly based on the integration of adjacent frames. It works only when the Lidar is equipped on-board and moves over time, which is invalid for the Lidar stationed on IPU.

So, as far as we know, monocular 3D detection on IPUs is still an open question.

C. 2D Detection by Camera

This paper uses CenterNet [26] with Resnet34 as the backbone of 2D detection task and the detection result are shown in Table IV. The AP for pedestrian, car and cyclist are similar since the sample are sufficient for all categories in intersection scenarios. In actual IPS scenarios, the pedestrians on the opposite side of the intersection can be 70m or more away from the IPU, there are only about 50 pixels even if one pedestrian is not occluded. Not to mention that the pedestrians in the intersection are usually heavily occluded and act as crowds. All these problems lead to the poor performance of 2D detection by camera and there is still a large room for optimization in both hardware and algorithms.

V. CONCLUSION AND FUTURE WORK

In this paper, we present the first multimodal dataset for roadside perception in large scale urban intersection, and provide high-quality open source data for 3D detection task in CVIS. This dataset aims to provide a top-down view of the crowded intersection and accumulates the full-participation perception task through IPS. The perception results can be sent to cars that entering the intersection for beyond-visual perception and corresponding decision making & planning process.

When comparing with the existing datasets in autonomous driving, the scenario in IPS300+ is extremely complex and has severe occlusion problem, and our dataset has the highest label density so far. The current web of our data set includes 3D object detection tasks based on Lidar and cameras, and provides a ranking list of corresponding algorithms.

In the future, we will continue releasing the data of different times. After the ID checks for targets are completed, multiple ID documents in 5Hz, 20s fragments of the published data will be released for 3D multi-target tracking task.

The unlabeled data of a car entering the intersection at the same time will also be open to public upon the release of this paper. The on-board sensors include a RS-Ruby 128-layer Lidar and a Basler 2MP camera. The label documents for that data will also be published soon.
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