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Abstract

We present a Variable Neighborhood Search heuristic for the rolling stock rescheduling problem. Rolling stock rescheduling is needed when a disruption leads to cancellations in the timetable. In rolling stock rescheduling, we then assign duties, i.e., sequences of trips, to the available train units in such a way that both passenger comfort and operational performance are taken into account. For our heuristic, we introduce three neighborhoods that can be used for rolling stock rescheduling, which respectively focus on swapping duties between train units, on improving the individual duties and on changing the shunting that occurs between trips. These neighborhoods are used for both a Variable Neighborhood Descent local search procedure and for perturbing the current solution in order to escape from local optima. We apply our heuristic to instances of Netherlands Railways (NS). The results show that the heuristic is able to find high-quality solutions in a reasonable amount of time. This allows rolling stock dispatchers to use our heuristic in real-time rescheduling.

1 Introduction

There is a significant need for decision support for rolling stock rescheduling at train operating companies. On the one hand, rolling stock rescheduling
has a large impact on the passenger satisfaction, as passengers have to stand or even wait for the next train if not enough rolling stock is available to operate a trip. On the other hand, having an efficient rescheduling process in place also limits the number of train units that are needed as a buffer to deal with disruptions, which significantly lowers the capital costs of a train operator.

In this paper, we focus on the real-time rescheduling of rolling stock after a disruption leads to the cancellation of trips in the timetable. This, e.g., happens when a section of railway infrastructure becomes blocked due to a mechanical failure, which leads to the cancellation of all trips using this section of infrastructure during the time of the disruption. Alternatively, this may happen when a mechanical failure on a train unit causes this train unit to be unable to continue the trips it is currently operating. As a result of these timetable adjustments due to the disruption, the train units that were planned to operate these canceled trips will be unable to reach the station they were supposed to arrive at after these trips. As these train units may be planned to operate other trips starting at this station, this is likely to lead to further cancellations if no rescheduling is performed. It is these knock-on effects of the disruption on the rolling stock assignment that we focus on in this paper, where we try to minimize any further cancellations and try to ensure that there is a good balance between the number of available seats and the passenger demand. This is done while trying to minimize the changes that are made compared to the original rolling stock assignment.

Existing literature for rolling stock rescheduling has mostly focused on exact solution methods, of which many were originally developed for the rolling stock scheduling setting. State-of-the-art models include those by Fioole et al. (2006), Borndörfer et al. (2016) and Lusby et al. (2017). While these exact models have been extremely successful in solving a large number of variations of the rolling stock rescheduling problem, they also have some fundamental difficulties when used in practice for real-time rolling stock rescheduling.

Most importantly, these exact methods generally consider a simplified version of the rolling stock rescheduling problem that is faced by dispatchers. For example, the model of Fioole et al. (2006) considers all train units that are of the same rolling stock type as fully interchangeable. While this is a realistic assumption in rolling stock scheduling, where the exact train unit is still likely to change between the moment of planning and the day of operation, choosing the correct train unit is often important in real-time rescheduling. This is, e.g., the case when a train unit has a small mechanical
defect which limits how the train unit can be used. A broken windshield wiper may, for example, cause one of the two cabins of a train unit to become unusable for a driver, which implies that this cabin cannot be at the front of the train.

Numerous papers have extended the existing models for issues encountered in rescheduling. Examples include the incorporation of maintenance constraints by Wagenaar, Kroon, and Schmidt (2017), the incorporation of train delays by Hoogervorst et al. (to appear) and the incorporation of deadheading by Wagenaar, Kroon, and Fragkos (2017). However, a disadvantage of these approaches is that the time needed to solve these models rises quickly when expanding the model. As a result, exact solution methods often become difficult to solve when including all, or many, of the details that are considered by rolling stock dispatchers.

Based on the above observation, the main contribution of this paper is to propose a Variable Neighborhood Search heuristic for the rolling stock rescheduling problem. For this heuristic, we introduce three local search neighborhoods for the rolling stock rescheduling problem, which can be applied to a wide variety of rolling stock rescheduling settings. Moreover, we test the heuristic on instances of Netherlands Railways (NS), where we evaluate the quality of the provided solutions by comparing them to an exact solution method.

The remainder of the paper is organized as follows. In Section 2, we define the rolling stock rescheduling problem. In Section 3, we discuss the existing literature on rolling stock rescheduling. In Section 4, we introduce our Variable Neighborhood Search algorithm and the three neighborhoods that are considered in the algorithm. We then apply this heuristic to instances of NS in Section 5. Lastly, we conclude the paper in Section 6.

2 The Rolling Stock Rescheduling Problem

In rolling stock rescheduling, we assign rolling stock to the set of trips $T$ in the timetable. Each trip is characterized by its departure station, arrival station, departure time and arrival time. Let $S$ be the set of all stations. We will assume that the timetable has already been updated for the initial disruption, implying that all cancellations that follow directly from the disruption have been incorporated into the timetable.

Moreover, we assume that fixed rolling stock connections are defined between incoming and outgoing trips at a station. Let $C$ be the set of these rolling stock transitions. Each transition $c \in C$ is defined by the sets $T^-_c$ and
\( \mathcal{T}_c^+ \), which indicate the incoming trips and outgoing trips in this transition, respectively. Note that a transition normally links one incoming to one outgoing trip, implying that both sets contain a single trip, and that one of these sets can be empty in case all rolling stock comes from or is moved to the shunting yard.

Most train operators use a heterogeneous fleet of train units to operate the trips. Let \( \mathcal{R} \) be the set of available train unit types. In this paper, we focus on self-propelled train units, i.e., no locomotive is needed to pull them. It is often possible to couple train units of compatible types together to form compositions, which are sequences of train unit types in \( \mathcal{R} \). Let \( \mathcal{P} \) indicate the set of all possible compositions. An example of a composition is given in Figure 1, where three train units of the ICM family of train units are coupled together to form a composition.

![Figure 1: An example of a composition consisting out of two ICM-III train units at the front and back of the composition and one ICM-IV train unit in the middle.](image)

As we consider a rescheduling setting, the size of the rolling stock fleet is fixed. In particular, let \( \iota_{r,s}^{\text{st}} \) indicate the number of train units of type \( r \in \mathcal{R} \) that start at station \( s \in \mathcal{S} \). Moreover, let \( \iota_{r,s}^{\text{end}} \) denote the number of train units of type \( r \in \mathcal{R} \) that are supposed to end at station \( s \in \mathcal{S} \). Such a target number of train units to end at each station is imposed to facilitate the start of the timetable on the next day.

The compositions that can be operated on a given trip are limited by infrastructure and operational constraints, such as the maximum platform length at the stations. Let \( \mathcal{P}_t \subseteq \mathcal{P} \) denote the compositions that can be used to operate trip \( t \in \mathcal{T} \). Moreover, also the way in which compositions can be changed at transitions is limited. For example, coupling and uncoupling train units is often only possible on one side of the composition due to the station layout. Let \( \mathcal{Q}_c \) be the set of possible composition changes for transition \( c \in \mathcal{C} \). Each composition change is characterized by the compositions \( q(t) \in \mathcal{P}_t \) for each \( t \in \mathcal{T}_c^- \cup \mathcal{T}_c^+ \), i.e., by the compositions on all incoming and outgoing trips of the transition. Then, let \( \mathcal{Q} = \bigcup_{c \in \mathcal{C}} \mathcal{Q}_c \) denote the set of all possible composition changes.

In rolling stock rescheduling our goal is now to assign duties to the available train units, where each duty describes the trips that are operated by that unit during the planning horizon. Let \( \mathcal{D} \) be the set of duties, which is often referred to as a rolling stock circulation. Note that \( \mathcal{D} \) defines both an
Figure 2: An example of a circulation for 4 train units, two of the blue (solid) and two of the red (dashed) type.

assignment $T \rightarrow P$ of compositions to the trips and an assignment $C \rightarrow Q$ of composition changes to the transitions. In particular, $D$ is only feasible if both assignments satisfy all requirements regarding the allowed compositions and composition changes for trips and transitions.

An example of a circulation is given in Figure 2. In this example, we consider a timetable that consists of twelve trips ($t_1, \ldots, t_{12}$) between three stations ($Rtd$, $Gd$, $Ut$). The timetable is shown through a time-space diagram, where an arc connects two stations if there is a trip between them. Moreover, the figure shows a circulation consisting of four duties, two for train units of the red (dashed) rolling stock type and two for train units of the blue (solid) rolling stock type. Note that the circulation implies a composition consisting of two train units on trips $t_1, \ldots, t_4$ and compositions of a single train unit on the other trips.

To judge the quality of a circulation, we assign costs to the compositions and composition changes in the circulation, and to any deviation from the target number of train units to end at each station at the end of the planning horizon. Our most important target is to prevent any cancellations, as cancellations have a large impact on the journey of the passengers. Moreover, we try to ensure that the chosen compositions offer enough seat capacity while limiting the number of kilometers that the train units make. For the composition changes, we like to avoid any changes in shunting activity. For example, introducing additional coupling of train units may require changes to the duties of the crews at the stations and is thus penalized. Similarly, we would like to minimize any deviations from the target number of train units that are supposed to end at each station at the end of the day, as additional deadheading trips during the night might be necessary to alleviate
any off-balances.

3 Literature Review

The rescheduling of rolling stock is one of the typical steps in the rescheduling process of a passenger railway operator. An overview of the rescheduling process and the steps taken in it is given by Cacchiani et al. (2014). In particular, note that the timetable is normally rescheduled before the rolling stock is rescheduled and that the crew is rescheduled afterward. While some papers have focused on further integrating some of these steps, see, e.g., Vellenturf et al. (2016), it has been shown that this sequential process performs well in practice by Dollevoet et al. (2017).

A large body of literature is available on the rolling stock rescheduling problem, where variations in the problem setting have led to different models. In particular, such model variations are often a result of the different infrastructural and operational contexts encountered by the various railway operators. In this paper, we specifically focus on passenger railway operators and on rolling stock that consists of train units, is electrically powered and can drive in both directions, implying that no locomotives have to be considered in the rescheduling process.

Numerous exact solution approaches have been proposed for the rolling stock rescheduling problem, where most of these models were originally developed for rolling stock scheduling. A multi-commodity flow based model for rolling stock scheduling has been proposed by Fioole et al. (2006) and was extended by Nielsen, Kroon, and Marótí (2012) to the rescheduling setting. Alternatively, Borndörfer et al. (2016) solve the rolling stock scheduling problem by finding a flow in an appropriate hypergraph. A rescheduling approach based on this model has been proposed by Borndörfer, Grimm, and Schlechte (2019). While Fioole et al. (2006) use an off-the-shelf MIP solver for their model, the model of Borndörfer et al. (2016) relies on column generation.

Instead of making use of a flow based formulation, Cacchiani, Caprara, and Toth (2010) and Lusby et al. (2017) generate duties for the individual train units. Due to the large number of possible duties, they also use column generation to solve the model. A different column generation based approach has been considered by Peeters and Kroon (2008). Instead of generating columns that represent duties, they generate columns that correspond to paths in the transition graph, which describes the compositions on the trips and how these compositions can be changed at composition changes.
While the above models can all be applied or have been applied to a rolling stock rescheduling context, they are mostly aimed for rescheduling the rolling stock before the day of operation. Numerous papers have extended the above models to include additional details of the real-time rescheduling process. Wagenaar, Kroon, and Fragkos (2017) consider the possibility of adding deadheading trips and take into account the changes to the passenger demand after a disruption. Similarly, Wagenaar, Kroon, and Schmidt (2017) consider the effect of maintenance appointments, in which train units need to be present at a station at a specified time for maintenance. The minimization of passenger delays by means of rescheduling the rolling stock assignment is considered by Hoogervorst et al. (to appear). When considering all of these papers, we see that the inclusion of additional details generally leads to an increase in the computation time.

Concurrently to the successful introduction of exact methods, also heuristics have been proposed to solve the rolling stock scheduling and rescheduling problem. Cacchiani, Caprara, and Toth (2019) propose a heuristic for rolling stock scheduling that extends an optimal rolling stock assignment for the peak hours to a rolling stock assignment for the complete day. They apply the heuristic to instances of a railway operator in Northern Italy. Opposed to our heuristic, their heuristic does not make use of local search to improve a found solution.

Another matheuristic, i.e., a heuristic based on mathematical programming, for the rolling stock scheduling problem is that of Cacchiani, Caprara, and Toth (2013). In this heuristic, the authors apply Lagrangian relaxation based on an arc formulation of the problem to obtain lower bounds. Moreover, a Lagrangian heuristic is used to obtain feasible solutions, in which a constructive procedure transforms an infeasible solution into a feasible one and local search improves the found solution. Like our paper, also Cacchiani, Caprara, and Toth (2013) use neighborhoods to find improving solution in their Lagrangian heuristic. However, the problem considered is significantly different, as Cacchiani, Caprara, and Toth (2013) do not consider the order of train units within a composition and do not consider fixed transitions like we do.

A paper that is closely related to ours is the one of Budai et al. (2010), although they focus on a sub-problem of the rolling stock rescheduling problem. In particular, they try to solve any off-balances that are present in the number of train units that end at each station when compared to the planned number of train units to end at each station, a problem they call the Rolling Stock Rebalancing Problem. To solve the off-balances, they exploit the network flow properties of the problem. We will employ a similar idea in two
of our neighborhoods to find improvements to the current circulation.

4 Methodology

We propose a Variable Neighborhood Search (VNS) heuristic to solve the Rolling Stock Rescheduling Problem. VNS is a local search based meta-heuristic that has been proposed by Mladenović and Hansen (1997). The main idea in VNS is to iteratively explore multiple neighborhoods, both in terms of local search and in terms of perturbation, where one switches to a larger sized neighborhood if a smaller neighborhood does not yield an improvement to the current solution.

In this paper, we consider three different neighborhoods in the Variable Neighborhood Search. First, we consider a neighborhood that corresponds to swapping duties between train units. Second, we consider a neighborhood that improves the assignment for a single train unit type. Third, we consider a neighborhood that corresponds to changing the composition changes at transitions. In the remainder of this section, we introduce these three neighborhoods and the VNS heuristic that explores these neighborhoods.

4.1 Two-Opt Duty Neighborhood

In the Two-Opt Duty neighborhood, we focus on improving the assignment of the different rolling stock types to the trips. We do so by swapping the remaining parts of the duties of two train units, of different rolling stock type, when these train units meet at a station. As a result of this swap, we change the assignment of compositions to trips and that of composition changes to the transitions.

An example of a move in which two duties are exchanged is given in Figure 3, where the duties of the highlighted red (dashed) and blue (solid) train units are switched. This swap is possible, as both train units are present at station $Rtd$ prior to the departure time of trip $t_5$. Note that the swap alters the compositions that are used on respectively trips $t_5, \ldots, t_{12}$ and the composition changes that are used on those transitions that precede and succeed these trips. This would, for example, be beneficial if altering these compositions leads to a better matching of capacity with passenger demand on these trips.

We can efficiently find the possible moves by noting that the remaining parts of the duties of two train units can only be exchanged if both train units are present at the same station at some moment in time. This follows from the fact that shunting is only executed to couple and uncouple train
units. We can then enumerate all rolling stock duties that are available for coupling at some transition, which is the case if the train unit is present at the station at the moment that this coupling action is started. We can then exchange two duties, of different rolling stock types, that are available at the same transition.

The algorithm for finding all two-opt duty exchanges is formalized in Algorithm 1. In this algorithm, \( \text{coupled}(d, c) \) indicates whether duty \( d \in D \) is coupled to a composition at transition \( c \in C \) and \( \text{findAvailableDuties}() \) gives a map that lists for each transition \( c \in C \) the duties that are available for coupling. Note that we only need to consider a swap of duties at a transition if at least one of them is coupled at this transition, as we can consider the same swap at some transition later in time if this is not the case.

**Algorithm 1: TwoOptDutyNeighborhood**

\[
\begin{align*}
moves & \leftarrow \emptyset; \\
f & \leftarrow \text{findAvailableDuties}(); \\
\text{foreach } c \in C \text{ do} & \\
& \quad \text{foreach } \{d_1, d_2\} \subseteq f(c) \text{ do} \\
& \quad \quad \text{if } \text{coupled}(d_1, c) \lor \text{coupled}(d_2, c) \text{ then} \\
& \quad \quad \quad moves \leftarrow moves \cup \{(d_1, d_2)\}; \\
\text{return } moves;
\end{align*}
\]

Note that Algorithm 1 requires at most \( O(|C||D|^2) \) steps, as we can find the available duties by looping over all duties in time \( O(D) \). However, the average number of steps needed by Algorithm 1 is often significantly lower, as normally only a handful of duties are present at the same station at any
moment in time. Moreover, the computation time can be further reduced by storing in memory the results of `findAvailableDuties()` and updating the cached results when a new circulation is found.

4.2 The Adjusted Path Neighborhood

The main idea behind the Adjusted Path neighborhood is to improve the circulation for one rolling stock type at a time. This implies that we fix the assignment of rolling stock for all-but-one rolling stock types and then improve the assignment for the remaining rolling stock type. We can then exploit the similarity of this simpler problem to a min-cost flow problem to explore this neighborhood efficiently, using an idea inspired by that of Budai et al. (2010).

An example of a move in this neighborhood is shown in Figure 4, where we consider a disruption that leads to the cancellation of trips \( t_5 \) and \( t_6 \) and to no train units being assigned to operate trips \( t_7 \) and \( t_8 \). In the shown move, we adjust the duty of one blue (solid) train unit, which now operates trips \( t_7 \) and \( t_8 \) instead of trips \( t_3 \) and \( t_4 \). Note that the move does not alter the duties for the red (dashed) train units. The result of this rescheduling action is that we can prevent two of the four trip cancellations, but also that the number of seats on trip \( t_3 \) and \( t_4 \) is reduced.

By fixing the assignment of all rolling stock types except one, say type \( a \), compositions can only be changed by adding or removing train units of type \( a \) from the composition. As we leave the assignment for other types unaltered, we can thus represent each composition by only looking at the number of units of type \( a \) that are present at the different positions in the composition. For example, the composition \( abb \), consisting of one train unit...
of type \(a\) in the back and two train units of type \(b\) in the front, can only be changed by adding or removing train units at the front of the composition, between the two units of type \(b\) and at the end of the composition. Each composition that we consider in this neighborhood for this trip is thus of the form
\[
a \cdots a\ b\ a \cdots a\ b\ a \cdots a,
\] (1)
where we still need to determine the number of units of type \(a\) in each group of units of type \(a\). Note that there can also be zero train units of type \(a\) in a group, which is, for example, the case for the first two groups in composition \(abb\). This group representation of a composition has been introduced by Budai et al. (2010).

More formally, let \(g_t\) be the number of groups of type \(a\) in the current composition of trip \(t\). Each composition for trip \(t\) can then be represented as a vector \(a_t \in \mathbb{Z}_{\geq 0}^{g_t}\), which describes the number of train units of type \(a\) present in each group of train units of type \(a\). The problem we consider then becomes to assign feasible vectors \(a_t\) to each trip \(t \in T\), such that we use no more train units than available and such that feasible composition changes can be found for each of the transitions. In this way, the assignment of train units for any other type than \(a\) remains unaltered.

### 4.2.1 A Graph Representation

Based on the above group representation, we can consider the duties of the train units of the considered type to represent a flow in a suitable directed acyclic graph \(D = (V, A)\). First, we consider the set of nodes \(V\). For each trip \(t \in T\) and each group \(g \in \{1, \ldots, g_t\}\) we add nodes \(v_{t,g}^{\text{dep}}\) and \(v_{t,g}^{\text{arr}}\) representing the departure and arrival of train units in a group of the trip respectively. Moreover, we introduce for each transition \(c \in C\) nodes \(v_c^{\text{unc}}\) and \(v_c^{\text{con}}\), representing the uncoupling and coupling of train units at this transition respectively.

Second, we consider the set of arcs \(A\). For each trip \(t \in T\) and each group \(g \in \{1, \ldots, g_t\}\) we add an arc \((v_{t,g}^{\text{dep}}, v_{t,g}^{\text{arr}})\) to represent that train units are part of this group for the given trip. Furthermore, we add an arc \((v_{t,g}^{\text{arr}}, v_{t',g'}^{\text{dep}})\) for subsequent trips \(t\) and \(t'\) if there are train units that can operate in group \(g'\) of trip \(t'\) after operating in group \(g\) of trip \(t\). Moreover, we add an arc \((v_{t,g}^{\text{arr}}, v_c^{\text{unc}})\) if train units from group \(g \in \{1, \ldots, g_t\}\) can be uncoupled after trip \(t \in T_c^-\) in transition \(c\). Similarly, we add an arc \((v_c^{\text{con}}, v_{t,g}^{\text{dep}})\) if train units can be coupled to group \(g \in \{1, \ldots, g_t\}\) before trip \(t \in T_c^+\) in transition \(c\). Lastly, the coupling and uncoupling nodes are connected by an arc if they
occur at the same station and are consecutive in time.

An example of the resulting graph is now given in Figure 5 for the blue (solid) train unit type and the circulation as considered in Figure 2. Note that two blue groups are present for trips \( t_1 \) to \( t_4 \) and for \( t_5 \) to \( t_8 \), which follows from the presence of one red (dashed) train unit for those trips in the circulation. There is only one blue group for trips \( t_9 \) to \( t_{12} \), as the composition for these trips consists of a single blue train unit. Moreover, note the arcs that represent the coupling and uncoupling of train units, which connect the nodes at the stations to the trip nodes.

Figure 5: Graph representation for the blue (solid) train unit type for the circulation in Figure 2. For clarity, only a selection of the node labels is included in the figure.

4.2.2 An Augmenting Path Approach

The current circulation can now be represented as a flow in the graph \( D \). However, not every flow in \( D \) will correspond to a feasible flow. For a flow to be feasible, the flow should satisfy the restrictions on the compositions that can be used for the trips and on the composition changes that can be used for the transitions. These restrictions can, in general, not be translated to capacity restrictions on single arcs.

A second complicating factor is that the costs of using an arc are in general not linear in the amount of flow over the arc. Note, for example, that adding a train unit of the considered type \( a \) gives a far larger benefit when there is currently a shortage of seats than when there are already enough seats. In the latter case, adding a train unit may even lead to a
worse objective value.

However, an interesting observation is that we are still able to determine the cost of adding a train unit to a composition and that of removing a train unit from the composition. Let \( f(a_t) \) be the cost of using the composition implied by assignment \( a_t \in \mathbb{Z}_+^g \). Then, the change in cost of adding a train unit to group \( j \) is given by

\[
f(a_t + e_j) - f(a_t)
\]

where \( e_j \) is a unit vector with a single one at element \( j \). Similarly, the cost of removing a train unit from group \( j \) is given by

\[
f(a_t - e_j) - f(a_t).
\]

In a similar way, we can determine the change to the costs for changing the number of coupled and uncoupled units at a transition.

Moreover, a second observation is that when adding a train unit or removing a train unit from the composition, we can determine if the new composition is feasible. In essence, we can determine if the compositions given by \( a_t + e_j \) and \( a_t - e_j \) are feasible. Similarly, we can determine if the new composition change that is formed by adjusting the flow on one arc in the composition change remains feasible.

The above two observations motivate to look at the residual graph \( D' = (V, A') \). In particular, for each arc \( (u, v) \in A \), we add the arc \( (u, v) \) to \( A' \) if we can increase the flow on this arc by a single unit. Furthermore, we add the arc \( (v, u) \) to \( A' \) if it is possible to decrease the flow on arc \( (u, v) \) by a single unit. Let these backward and forward arcs respectively be given by the sets \( A^* \) and \( A^{**} \). Moreover, we can assign to each arc a cost that corresponds to the new composition or composition change that is formed.

We argue now that finding an improvement in the assignment of the corresponding rolling stock type corresponds to finding a cycle with negative cost in graph \( D' \), where the arc costs are path-dependent. In particular, if a path uses more than one arc corresponding to the same trip or transition, the total arc costs are usually not equal to the sum of the arc costs. For example, it is generally the case that

\[
f(a_t + e_i - e_j) \neq f(a_t + e_i) + f(a_t - e_j).
\]

Hence, we have to take into account any arcs that are already in the path to determine the cost of a newly encountered arc.
4.2.3 Finding Negative Weight Cycles

As the problem of finding a negative weight cycle with path-dependent arc costs is $\mathcal{NP}$-hard, we use a heuristic approach to find such cycles here. To find negative weight cycles we split the problem into that of freeing an existing duty and finding a new duty for the considered train unit. In particular, this corresponds to first finding a path in $D'$ that only uses backward arcs. For the ending point of this path, a new duty is then found by finding a path from the ending point of this backward path to the starting point of this backward path that only uses forward arcs. This thus restricts the considered cycles to those that can be formed by one backward path and one forward path.

Let $P \subseteq V$ now represent the set of possible starting points of a forward path of a train unit. Such a starting point corresponds to a coupling node $v_{c^{\text{out}}}$ if a train unit is parked at a station at the start of the planning horizon. Alternatively, it corresponds to a trip node $v_{t^{\text{dep}}}$ if a train unit is operating in this group of this trip at the start of the planning horizon. Moreover, let $D^* = (V, A^*)$ and $D^{**} = (V, A^{**})$ be the graphs containing respectively the backward and forward arcs. In addition, let $s'$ be a source and sink node for the backward and forward graph respectively that is connected to the last station node of each station.

The procedure that is used to explore the neighborhood is now formalized in Algorithm 2. In this algorithm, we first fix the train unit type for which we try to find an improvement in the assignment. We then generate for each possible starting node a backward path from the sink node of the graph to the starting point. If such a backward path can be formed, we find a matching forward path from the starting node to the sink node. Together, this backward path and forward form a cycle in the original graph $D'$. Note that the backward path can be interpreted here as freeing up part of an existing duty for rescheduling, while the forward path can then be seen as finding a new completion of the duty for this train unit for the remainder of the planning horizon.

Note that Algorithm 2 requires at most $O(|R||D||T|)$ steps. In particular, we execute the algorithm for each rolling stock type $r \in R$. Moreover, the number of starting points is no more than the number of duties $|D|$, as each duty is contained in at most one starting point and as we only need to consider those starting points where at least one train unit starts. Lastly, as we consider directed acyclic graphs when finding shortest paths, each shortest path algorithm takes at most $O(|T|)$ steps if we assume some fixed maximum length for the compositions. In practice, we can generally speed
Algorithm 2: AdjustedPathNeighborhood

\[ moves \leftarrow \emptyset; \]
\[ \text{foreach } r \in \mathcal{R} \text{ do} \]
\[ D^* \leftarrow \text{createBackwardGraph}(r); \]
\[ \text{foreach } v \in P \text{ do} \]
\[ P \leftarrow \text{findShortestPath}(D^*, s', v); \]
\[ \text{if } P \neq \emptyset \text{ then} \]
\[ D^{**} \leftarrow \text{createForwardGraph}(r, P); \]
\[ P' \leftarrow \text{findShortestPath}(D^{**}, v, s'); \]
\[ \text{if } P' \neq \emptyset \text{ then} \]
\[ moves \leftarrow moves \cup \{ \{ P, P' \} \}; \]
\[ \text{return } moves; \]

decompose the computations. For example, as the backward graph \( D^* \) is the same for all backward paths, all single-source shortest paths can be derived at the same time with \( O(|\mathcal{T}|) \) steps. Moreover, as the considered graph is different for each train unit type, we can parallelize the algorithm over the train unit types.

4.3 Composition Change Neighborhood

The Composition Change neighborhood adjusts the composition changes at transitions directly. The main motivation for using this neighborhood is that the other neighborhoods tend to only change a few duties at a time. However, as costs are associated with the used composition changes and especially the shunting actions performed in them, these neighborhoods may fail at changing the composition changes in such a way that high costs are avoided.

An example of how a change to a composition change looks is given in Figure 6. In this example, originally two units are uncoupled at the transition between trip \( t_6 \) and \( t_7 \), which are later used to operate trips \( t_{11} \) and \( t_{12} \). The composition change for this transition is then changed into one where no shunting occurs and where all train units continue to operate on trips \( t_7 \) and \( t_8 \). This change might, for example, be beneficial when the composition change before the disruption was also one where no shunting was performed.

If a composition change is altered, the circulation has to be changed ac-
Figure 6: Example of changing the composition change for a transition.
in this algorithm if we find feasible backward and forward paths for each of these duty templates that need to be completed.

Algorithm 3: Composition Change Neighborhood

\[
\text{Algorithm 3: Composition Change Neighborhood}
\]

\[
\begin{align*}
\text{moves} & \leftarrow \emptyset; \\
\text{foreach} \ c \in C \ \text{do} \\
& \quad \text{foreach} \ q \in Q_c \ \text{do} \\
& \quad \quad \text{move} \leftarrow \emptyset; \\
& \quad \quad \text{pathsFound} \leftarrow \text{true}; \\
& \quad \quad \mathcal{D}' = \text{FindAdjustedDuties}(c, q); \\
& \quad \quad \text{foreach} \ d \in \mathcal{D}' \ \text{do} \\
& \quad \quad \quad D^* \leftarrow \text{createBackwardGraph}(d); \\
& \quad \quad \quad v \leftarrow \text{findRelevantNode}(c, d); \\
& \quad \quad \quad P \leftarrow \text{findShortestPath}(D^*, s', v); \\
& \quad \quad \quad \text{if} \ P \neq \emptyset \ \text{then} \\
& \quad \quad \quad \quad D^{**} \leftarrow \text{createForwardGraph}(d); \\
& \quad \quad \quad \quad P' \leftarrow \text{findShortestPath}(D^{**}, v, s'); \\
& \quad \quad \quad \quad \text{move} \leftarrow \text{move} \cup \{(P, P')\}; \\
& \quad \quad \quad \text{else} \\
& \quad \quad \quad \quad \text{pathsFound} \leftarrow \text{false}; \\
& \quad \quad \quad \text{if} \ \text{pathsFound} \ \text{then} \\
& \quad \quad \quad \quad \text{moves} \leftarrow \text{moves} \cup \{\text{move}\}; \\
& \quad \quad \text{return} \ \text{moves}; \\
\end{align*}
\]

Note that Algorithm 3 requires at most \(O(|C||Q||D||T|)\) steps, which follows from each shortest path being found with complexity \(O(|T|)\) due to the graphs being directed acyclic graphs. However, the number of needed steps is generally considerably less, as for only a few duties the shunting is altered at a transition. Moreover, only a few composition changes have the required predecessor compositions. As a result, this neighborhood can be explored in a reasonable amount of time even for larger problem instances.

4.4 The VNS heuristic

We combine the above neighborhoods into a Variable Neighborhood Search (VNS) heuristic (Mladenović and Hansen 1997). In VNS, we first perturb the current circulation in each iteration, to then apply a local search procedure to improve the perturbed circulation. Perturbation occurs through picking a
new circulation randomly from one of the shaking neighborhoods, where we switch to the next neighborhood if no improvement is found in the current one. The general outline of our VNS heuristic is given in Algorithm 4.

**Algorithm 4: The VNS heuristic**

**Input:** A starting solution $c$, neighbourhoods $N_1, \ldots, N_{k_{\text{max}}}$

while ¬StopConditionSatisfied() do

$k \leftarrow 1$;

while $k < k_{\text{max}}$ do

$c' \leftarrow \text{Shake}(c, N_k)$;

$c'' \leftarrow \text{VariableNeighborhoodDescent}(c')$;

if $f(c'') < f(c)$ then

$c \leftarrow c''$;

$k \leftarrow 1$;

else

$k \leftarrow k + 1$;

end if

end while

end while

For local search within our VNS heuristic, we employ Variable Neighborhood Descent. In Variable Neighborhood Descent, we explore multiple neighborhoods in a deterministic way. There is thus no diversification and the local search stops when none of the neighborhoods can provide an improvement to the current solution. In our heuristic, we only use the Two-Opt Duty Neighborhood $N_{\text{duty}}$ and the Adjusted Path Neighborhood $N_{\text{path}}$ in Variable Neighborhood Descent, where we use the order $(N_{\text{duty}}, N_{\text{path}})$ to explore these two neighborhoods. Moreover, we employ a best improvement strategy, where we always explore the complete neighborhood to find the move which results in the largest improvement. Note that computing the improvement made by a move, and checking its feasibility, can be done in $O(T)$ steps.

As shaking neighborhoods, we then use the Adjusted Path and Composition Change neighborhood in the order $(N_{\text{path}}, N_{\text{change}})$, where $N_{\text{change}}$ is the Composition Change Neighborhood. For both shaking neighborhoods, we draw a move at random from all possible moves that can be made in the neighborhood. By focusing on these two larger sized neighborhoods, we try to ensure that enough variation is present in the found solutions to ensure that local optima are escaped. Moreover, by only sampling from the Composition Change Neighborhood, we prevent the relatively large overhead of finding all moves within this neighborhood.
As a stopping criterion, we solely use a maximum elapsed time. This reflects the idea that the heuristic could be stopped at any moment in time by a rolling stock dispatcher to obtain a solution. Hence, if very little time is available, a rolling stock dispatcher can stop the search process and evaluate the solution that is available at that moment in time. Note that this solution is always feasible, as we only consider moves that leave the feasibility of the circulation intact.

5 Computational Results

In this section, we test the heuristic on instances of Netherlands Railways (NS). Our aim is to evaluate the quality of the circulations that are provided by the heuristic, which we do by comparing them to the exact solution method of Fioole et al. (2006). To make this comparison possible, we restrict ourselves in the computational results to the same rescheduling setting as considered by Fioole et al. (2006), that is without any train-unit specific constraints. Next to looking at the quality of the circulations, we also investigate the performance of the considered neighborhoods. Before we look at these numerical results, we introduce the considered rolling stock rescheduling instances and the objective function that is used to evaluate the found rolling stock circulations.

5.1 Instances

Our instances are derived from the timetable that was operated by NS in 2018. NS is the largest passenger railway operator in the Netherlands and operates both Intercity and regional (Sprinter) services throughout the country. The network that was operated in the Netherlands by NS in 2018 is shown in Figure 7. As the rolling stock planning of NS considers a planning horizon of a day, we consider the timetable as it was on a Tuesday, as Tuesday has on average the highest passenger numbers and is thus seen as the hardest day of the week to plan for.

Instance classes of varying size are created by selecting subsets of the rolling stock types and by including those trips that can be operated by the selected types. An overview of the instance classes is given in Table 1, where we describe the included train unit types and give summary statistics about the size of these instance classes. Note that the size of the considered instance classes varies quite largely when we add additional rolling stock types.
Figure 7: The railway network operated by NS in 2018.

Table 1: Overview of the different instance classes and their properties. Reported are the names of the considered rolling stock types, number of trips, number of transitions and the number of available train units.

| Rolling Stock Types | $|T|$ | $|C|$ | $|D|$ |
|---------------------|-----|-----|-----|
| Intercity            |     |     |     |
| ICM                 | 1549 | 1687 | 124 |
| ICM-VIRM            | 3764 | 4039 | 271 |
| ICM-VIRM-DDZ        | 4241 | 4568 | 306 |
| Sprinter            |     |     |     |
| SLT                 | 1831 | 1932 | 113 |
| SLT-SGM             | 2997 | 3154 | 182 |
| SLT-SGM-FLIRT       | 3782 | 3971 | 229 |
For each of the above instance classes, we create a rolling stock circulation with the exact mixed integer programming (MIP) model as proposed by Fioole et al. (2006), which is also at the heart of rolling stock scheduling at NS. Using an exact approach to determine the circulation for the undisturbed situation allows us to find a circulation according to the same objectives as in rescheduling. This prevents that improvements can be made to the original circulation even though no disruptions are faced.

5.1.1 Considered Disruptions

The actual rescheduling instances for a given instance class are now created by incorporating the effect of a disruption on the timetable. We consider two types of disruptions that lead to trip cancellations: small train disruptions that only cause a few cancellations and larger infrastructure failures that lead to many trip cancellations. In this way, we look at the performance of the heuristic for the different use cases in which the heuristic may be employed by dispatchers.

Small cancellations may, e.g., be the result of small technical failures on a train unit or of missing crew to operate a trip. We generate small cancellation instances by picking from all trips in the timetable one trip uniformly at random. We then cancel this trip and all the trips that follow it until the train would arrive at the terminal station for the current passenger service. In particular, note that the train units that operate the canceled trips are unable to get to this terminal station, which impacts any further trips on which these train units were planned to be operated as well.

Secondly, we consider larger disruptions by looking at infrastructure failures in which all tracks between two stations become blocked. Such blockages occur, e.g., when the overhead power lines become damaged on a section of railway infrastructure or when there is a defect in the signaling system for that section of infrastructure. To ease the work for dispatchers, the Dutch infrastructure manager has available a contingency plan for such section blockages that specifies the adjustments that need to be made in the timetable. We use these contingency plans to create a new timetable for a rescheduling instance.

A starting circulation for our VNS heuristic is created for each rescheduling instance by employing some simple rules to incorporate the effect of the disruption. In essence, we propagate the existing compositions for those trips that have been affected by the disruption, i.e., which are operated by rolling stock of which the duty is affected by the disruption. Moreover, if a trip would originally pick up rolling stock units from the shunting yard and
if the duties of those train units are disturbed, then we cancel those trips in
the starting circulation. Note that while the cancellations that follow from
the disruption can no longer be prevented, it is the aim in the heuristic to
prevent these knock-on cancellations.

5.1.2 The Rescheduling Setting

As we consider a real-time rescheduling setting, the information about a
disruption only comes in during the day of operation. This implies that a
part of the circulation has already been executed and that no changes can be
made anymore to that part of the circulation. Moreover, some time is needed
to make the decisions and to communicate any changes that are made. As
a result, we fix the duties of the rolling stock units up until 30 minutes after
the disruption starts. The goal is then to reschedule the circulation for the
remainder of the day.

5.2 Objective Function

An overview of the considered cost parameters in the objective function
is given in Table 2. The first three cost components consider the costs
that follow as a result of the chosen compositions. First, a large penalty is
incurred in the objective function if a trip is canceled. Second, a penalty
is incurred for each passenger that is expected to have to stand on a trip.
This penalty is incurred per standing passenger and per km of distance on
the trip. Lastly, a penalty is incurred for the use of the train units, which is
incurred per kilometer that a train unit is used and is scaled with the length
of the train unit in carriages.

| Element       | Objective                | Weight   |
|---------------|--------------------------|----------|
| Composition   | Cancellation             | 10000000 |
|               | Seat Shortage            | 0.2      |
|               | Mileage                  | 0.1      |
| Shunting      | New Shunting             | 1000     |
|               | Changed Shunting         | 100      |
|               | Canceled Shunting        | 50       |
| Inventories   | Ending Inventory Deviation| 10000    |
The next elements in the objective function relate to the costs that follow from the shunting that occurs at composition changes. Changing the shunting pattern at stations, i.e., at which transitions uncoupling and coupling occurs, may be costly, as it implies that also the local plans at the stations need to be altered. It may, e.g., require additional crew to execute the shunting and additional parking space at the shunting yard to store any uncoupled train units. In the objective function, we differentiate between a new shunting action for a composition change, changing the shunting at a composition change and canceling the shunting at a composition change.

Lastly, any deviations in the ending inventories are penalized, which implies that a penalty is incurred when the number of train units that end at a station deviates from the target number of train units to end there at the end of the planning horizon. This penalty is incurred per unit of deviation for each train unit type and each station. Note that this penalty resembles the costs that a railway passenger operator has to incur to rebalance any deviations overnight.

5.3 Results for Small Disruptions

In this section, we look at the performance of the heuristic on the small disruption instances. To evaluate the performance of the heuristic, we compare the circulations found by the heuristic after one minute of solving time to the optimal circulations obtained by the exact method of Fioole et al. (2006). The experiments have been run on a computer with an Intel Xeon Gold 6130@2.1Ghz processor and 96GB of internal memory. Moreover, CPLEX 12.9 was used to solve the model of Fioole et al. (2006) and the heuristic was programmed in the Java programming language. The obtained results are given in Table 3, where 50 instances have been run for each instance class. Moreover, Figure 8 shows the progress of the heuristic over the given computation time. Note that we do not report the solving time of the exact method, as these are not representative for the instances that are faced in real-time rolling stock rescheduling.

The results in Table 3 show that the performance of the heuristic varies over the instance classes. For most of the instances, the quality of the circulations found by the heuristic is very close to that of the optimal solutions found by the exact method. This is shown by the generally low gap between the average objective values of both methods. Moreover, the number of cancellations, which is by far the most dominant factor in our objective function, is for many of the instance classes rather similar for both methods.

At the same time, there is a somewhat larger difference to be observed
Table 3: Results for the small disruptions. Shown are the objective as obtained by the exact method, the number of canceled trips by the exact method, the objective as obtained by the heuristic and the number of canceled trips by the heuristic. All results are averaged over 50 instances.

| Method          | Objective | Canceled | Objective | Canceled |
|-----------------|-----------|----------|-----------|----------|
| ICM             | 2156767   | 2.08     | 2300299   | 2.22     |
| ICM-VIRM        | 1420366   | 1.24     | 1586121   | 1.40     |
| ICM-VIRM-DDZ    | 1945470   | 1.74     | 1991549   | 1.78     |
| SLT             | 3630339   | 3.56     | 3852331   | 3.78     |
| SLT-SGM         | 4166925   | 4.08     | 4810782   | 4.72     |
| SLT-SGM-FLIRT   | 4266672   | 4.16     | 4289680   | 4.18     |

Figure 8: Evolution of the objective of the best found solution by the heuristic over time.
for the SLT-SGM instance class. Here, the difference in objective mostly resembles the difference in the number of cancellations, which can be explained again by the large penalty that is considered for canceling a trip. Note that such a difference in the number of cancellations is to be expected for some instances, as the number of changes that need to be made in the circulation to arrive at the minimum number of cancellations might be large, making it significantly more difficult to find such a solution for a heuristic method.

When looking at the performance of the heuristic over the allotted time, as shown in Figure 8, we see that by far the largest improvements are made in the first few seconds of the search process. This can be explained by the large number of cancellations that are present at the start of the solving procedure, as numerous trips may no longer have a composition assigned as a result of the initial cancellation. As some of these cancellations can easily be resolved, much progress is made in the first steps of the heuristic. On the other hand, some of the remaining penalty might be hard to reduce, as shown in the tails of the graph for each of the instance classes.

5.4 Results for Large Disruptions

In this section, we look at the results for the large disruptions that correspond to section blockages. We again compare the circulations obtained by the heuristic to those obtained by the exact method of Fioole et al. (2006) and use a similar computational setup as in the previous section. In particular, note that we again use a stopping criterion that corresponds to one minute of solving time for the heuristic. The results for the large disruptions are given in Table 4, where we consider a section blockage between the stations Utrecht Centraal (Ut) and Driebergen-Zeist (Db) for the timetable as considered in the ICM-VIRM-DDZ instance class. Note that, opposed to the last section, only one instance is considered for each entry, where each instance corresponds to a different time-frame during which the relevant infrastructure section is blocked.

The results in Table 4 are mostly in accordance with those found in Table 3. We see that for all but one instances the number of cancellations for the heuristic is equal to the number of cancellations for the exact method. As the prevention of cancellations is the most important objective in our problem, this implies that also the objective value is relatively similar between the heuristic and exact method for all these instances. The exception is the 07-08 instance, for which there are 2 additional cancellations in the solution as obtained by the heuristic and for which there is thus a larger difference.
Table 4: Results for the large disruptions. Shown are the objective as obtained by the exact method, the number of canceled trips by the exact method, the objective as obtained by the heuristic and the number of canceled trips by the heuristic.

| Instance  | Exact Method Objective | Exact Method Canceled | Heuristic Objective | Heuristic Canceled |
|-----------|------------------------|-----------------------|---------------------|-------------------|
| Ut-Db: 07-08 | 6311061                 | 6                     | 8405433             | 8                 |
| Ut-Db: 09-12 | 7262961                 | 7                     | 7351712             | 7                 |
| Ut-Db: 12-14 | 8268163                 | 8                     | 8349301             | 8                 |
| Ut-Db: 16-18 | 8321181                 | 8                     | 8369584             | 8                 |
| Ut-Db: 21-22 | 4251822                 | 4                     | 4251841             | 4                 |

An interesting observation from the results in Table 4 is that the quality of the circulations found by the heuristic tends to improve when the disruption occurs at a later moment in time. This can be explained by the impact that the starting time has on the size of the instance, as the circulation is considered fixed until the start of the disruption. Hence, we see that the size of the instance has an important impact on the quality of the solutions as provided by the heuristic.

5.5 Performance of the Neighborhoods

To get a better insight into the performance of the heuristic, we look in this section at the contribution of the different neighborhoods to the overall results. To do so, we report summary statistics for both the neighborhoods that we use in local search and for those that we use for shaking. The results that we report correspond to those experiments that were run for the small disruptions. Summary statistics for the local search neighborhoods are given in Table 5 and for the shaking neighborhoods in Table 6.

When looking at the above results, we clearly see the size of the different neighborhoods reflected in the execution time that is spent on these neighborhoods. In particular, we see that while the Two-Opt Duty Neighborhood is executed more often than the Adjusted Path Neighborhood, far more time is spent on the latter. At the same time, we also observe that the Adjusted Path Neighborhood is far more often able to find improvements, justifying the larger amount of time spent here. Interestingly, the time spent on the
Table 5: Results for the local search neighborhoods. Reported for each neighborhood are the number of times the neighborhood is explored (Iter.), the number of times exploring the neighborhood has led to an improvement (Impr.) and the total time spent on exploring this neighborhood (Time).

| Two-Opt Duty | Adjusted Path |
|--------------|---------------|
|              | Iter. | Impr. | Time (s) | Iter. | Impr. | Time (s) |
| ICM          | 581   | 15    | 4        | 566   | 177   | 40       |
| ICM-VIRM     | 165   | 6     | 5        | 159   | 62    | 40       |
| ICM-VIRM-DDZ | 161   | 6     | 5        | 154   | 57    | 41       |
| SLT          | 566   | 28    | 4        | 538   | 206   | 40       |
| SLT-SGM      | 252   | 18    | 5        | 234   | 93    | 38       |
| SLT-SGM-FLIRT| 210   | 8     | 5        | 201   | 76    | 39       |

Table 6: Results for the shaking neighborhoods. Reported for each neighborhood are the number of times the neighborhood is explored (Iter.) and the total time spent on exploring this neighborhood.

| Adjusted Path | Comp. Change |
|---------------|--------------|
|               | Iter. | Time (s) | Iter. | Time (s) |
| ICM           | 197   | 12       | 111   | 3       |
| ICM-VIRM      | 49    | 12       | 41    | 3       |
| ICM-VIRM-DDZ  | 49    | 12       | 30    | 3       |
| SLT           | 166   | 12       | 165   | 4       |
| SLT-SGM       | 71    | 12       | 68    | 4       |
| SLT-SGM-FLIRT | 63    | 12       | 62    | 4       |
Composition Change Neighborhood is limited, which can be explained by the fact that we can efficiently find random moves by iteratively going over the transitions and possible composition changes until we find a potential move.

Another interesting result is that the time spent on the different neighborhoods remains relatively constant over the different instance classes. In particular, we see that we always spent around 40 seconds in local search on the Adjusted Path Neighborhood, while we spent around 4 to 5 seconds on the Two-Opt Duty Neighborhood. This result can most likely be explained by the fact that both neighborhoods depend in a linear way on the number of trips in the timetable and that the number of trips is the most dominant factor in their running time.

6 Conclusion

In this paper, we have introduced a Variable Neighborhood Search heuristic for the rolling stock rescheduling problem. In this heuristic, we use three new neighborhoods. The first neighborhood considers two-opt swaps on the existing rolling stock duties. The second neighborhood improves the assignment of rolling stock for one rolling stock type at a time by making use of the flow properties of this simpler problem. The third neighborhood improves the assignment of composition changes to the transitions.

We have tested our heuristic on instances of Netherlands Railways (NS) for both small and large disruptions. Overall, we find that the heuristic is able to provide circulations that are close to the optimal ones for most of the instances. At the same time, we see that for some instances the number of cancellations is larger than found in the optimal circulation, leading to a higher cost for those instances. Moreover, we find that the heuristic is generally able to find good solutions quickly, which allows rolling stock dispatchers to terminate the search early if they feel the current solution is of sufficient quality.

Overall, we believe that our results show the potential of local search based techniques for rolling stock rescheduling. Future research may focus on finding additional neighborhoods, as applications in other fields such as vehicle routing have shown that local search heuristics may benefit significantly from considering a wide variety of neighborhoods. Moreover, the heuristic that we have proposed here might benefit significantly from speeding up the way in which negative weight cycles are found in the Adjusted Path Neighborhood.
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