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ABSTRACT
In this paper, we present a robust and low complexity deep learning model for Remote Sensing Image Classification (RSIC), the task of identifying the scene of a remote sensing image. In particular, we firstly evaluate different low complexity and benchmark deep neural networks: MobileNetV1, MobileNetV2, NASNetMobile, and EfficientNetB0, which present a number of trainable parameters lower than 5 Million (M) or occupy 20 MB memory. After indicating the best network architecture, we further improve the network performance by applying attention schemes to multiple feature maps extracted from middle layers of the network. To deal with the issue of increasing the model footprint due to using attention schemes, we apply the quantization technique to satisfy the maximum memory occupation of 20 MB. By conducting extensive experiments on the benchmark datasets NWPU-RESISC45, we achieve a robust and low-complexity model, which is very competitive to the state-of-the-art systems and potential for real-life applications on edge devices.
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1 INTRODUCTION
As the task of remote sensing image classification (RSIC) is considered as an important component in various real-life applications such as urban planning [22, 36], natural hazards detection [27, 39], environmental monitoring [39], vegetation mapping or geospatial object detection [11], it has attracted much research attention in recent years. Indeed, the research community, which focuses on RSIC tasks, has published diverse datasets of remote sensing images as well as proposed a wide range of classification models. The most early dataset of remote sensing images, UCM [52], was published in 2010. In the next years, various remote sensing image datasets were published such as WHU-RS19 [48] in 2012, NWPU VHR-10 [5], SAT6 [1] and RSSCN7 [65] in 2015, SIRI-WHU [59] in 2016, AID [46] and NWPU-RESISC45 [3] in 2017, and OPTIMAL [42] in 2018. Among these datasets, NWPU-RESISC45 [3] presents the largest number of 45 different image scenes and a balanced number of 700 images per class. Regarding RSIC systems, they can be separated into two approaches. The first approach mainly focuses on image processing techniques and machine learning based classification. While image processing techniques are used to extract distinct features from the original image data, traditional machine learning methods are used to classify these extracted features into certain classes. Regarding image processing based feature extraction, a wide range of methods were proposed such as Texture Descriptors (TD), Color Histogram (CH), Scale-Invariant Feature Transformation (SIFT) [51], wavelet transformation with Gabor/Haar filters [9, 10], bag-of-visual-words (BoVW) based techniques [31, 52]. These methods make effort to transform the original image into a new and condensed feature space, likely vector, which is suitable for traditional machine learning classification such as Support Vector Machine (SVM) [9, 52], K-means Clustering [63], or Decision Tree and Neural Network [8]. In the second approach, RSIC research community focuses on deep learning based models, mainly using variants of Deep Convolutional Neural Network (DCNN) such as VGG [53], ResNet [29], DenseNet...
As our proposed deep learning model leverages the parameter-based transfer learning technique and attention schemes, the background of these two techniques is comprehensively presented below.

2.1 The parameter-based transfer learning applied for deep neural network

Humans can be aware that it is easy to transfer knowledge from one domain or task to another. For instance, it will be easier for a person to learn a second programming language if he/she had experience in a programming language before. In other words, a person can encounter a new task without starting from scratch by leveraging previous experience to learn and adapt to a new task. Inspired by the human capability to transfer knowledge, the machine learning research community has recently focused on transfer learning techniques and made effort to apply on the computers [44, 64]. In this paper, we apply the parameter-based transfer learning technique, which is very popular and effective for deep neural network [26]. Given a model of neural network architecture, we firstly define the term of 'pre-trained model': A model was trained on a particular large-scale dataset for a certain task in advance, referred to as the up-stream task. Then, transfer learning is a term that points out the action of applying the pre-trained model for a new task but related to some aspect of the up-stream task. The new task is referred to as the down-stream task. Commonly, the up-stream task is more challenging than the down-stream task (e.g., more objects in tasks of object detection or more categories in classification tasks) and the dataset used in the down-stream task is normally smaller or more specific than the large-scale and general dataset for the up-stream task. The idea and advantages behind the parameter-based transfer learning technique for deep neural network is that utilizing the information gained while solving a challenging up-stream task (i.e. the trainable parameters and the network architecture of the pre-trained model) may not only save time but also enhance the performance on a more simple down-stream task. Regarding the mathematical perspective behind the classification task and deep neural network based model in this paper, it is basically an optimization task which makes gradient descent find the minimum point. Therefore, the starting point of gradient descent is a very important factor. Indeed, if the starting point of the gradient is near the global optimum point, it significantly helps to save the training time as well as avoid the gradient to converge at unexpected local optimization points. By applying the parameter-based transfer learning technique, the distribution of trainable parameters, which is reused from a pre-trained model on an up-stream task, is likely to be near the golden distribution of trainable parameters in a down-stream task rather than random initialization. As the starting distribution of trainable parameters is likely the same as the golden distribution of trainable parameters, the gradient is feasible to converge at very near the global optimal point.

In this paper, we aim to classify remote sensing images into sentiment categories, which is considered as the task of remote sensing image classification (RSIC). As we leverage the parameter-based transfer learning technique, our task of RSIC is referred to as the down-stream task. To solve our down-stream task of RSIC, we need to define the up-stream task of image classification as well as indicate a pre-trained model with a large-scale dataset. As ImageNet is considered as the benchmark dataset [28] to evaluate a wide range of network architectures on the task of image classification, published pre-trained models on ImageNet from Keras library [6] are considered as the up-stream tasks and leveraged for our down-stream task of RSIC.

2.2 Attention schemes in computer vision

Humans can easily find the important regions in an image. In other words, there are some regions on an image containing specific and distinct features which help humans distinguish from other images.
This inspires the computer vision research community to focus on attention mechanisms which help deep learning models know and learn which valuable features. An attention mechanism can be formulated by a function \( g(X) \) where \( X \) is the input feature map and \( g(X) \) represents a way to create the guidance based on the importance of input feature map \( X \). In other words, the output of \( g(X) \) is attention weights which present which region of the input feature map is more important. The attention weights are then element-wise multiplied with the input feature map \( X \) as described by Eq. 1:

\[
f(X) = g(X) \odot X
\]

where \( f(X) \) is the attention layer applied on the input feature map \( X \) to generate a new feature map which better presents distinct features, but still retains the original feature map size.

The current attention mechanisms applied to computer vision research field and deep learning models can be divided into some main groups described in detail below.

**Squeeze-and-excitation networks (SE)** [14]: It is a channel-based attention mechanism, which focuses on the particular features on the channel dimension. Overall, the SE method is formulated by Eq. 2:

\[
f_{SE} = g(mlp(GAP(X))) \odot X
\]

where \( g() \) is sigmoid function, \( mlp() \) stands for multi-layers perceptron neural network and \( GAP \) is a global average pooling. Initially, a global average pooling \( GAP \) is applied to the input feature map before feeding into a multi layers perceptron neural network with a sigmoid function at the last layer. Then, a channel-wise multiplication between the input feature map \( X \) and the output of the sigmoid activation layer is applied.

**Channel attention (CA):** CA mechanism is a variant of SE and it is also a channel-based attention method which has been popularly used in convolutional neural networks [12, 60]. Similar to SE, the idea behind the CA is guiding the model to focus on some particular features on the channel, but CA utilizes information from both global max and average pooling layers. In particular, given three-dimensional input feature map \( X \in \mathbb{R}^{W \times H \times C} \) where \( W, H, \) and \( C \) are width, height, and channel dimensions, the channel attention (CA) applied to the feature map \( X \) can be formulated by:

\[
f_{CA} = g(mlp(GAP(X) + mlp(GMP(X)))) \odot X
\]

where \( g() \) is a sigmoid function, \( mlp() \) is a channelwise global average pooling layer. Initially, a global average pooling \( GAP \) is applied to the input feature map before feeding into a multi layers perceptron neural network with a sigmoid function at the last layer. Then, a channel-wise multiplication between the input feature map \( X \) and the output of the sigmoid activation layer is applied.

**Spatial attention (SA):** enables the deep neural network to focus on distinct features on both width and height dimensions rather than the channel dimension as CA or SE mechanisms. As focusing on the spatial features on width and height dimensions, the channel dimension of a three-dimensional input feature map \( X \) is firstly reduced by using average pooling and max pooling, creating two-dimensional feature maps of \( X_A, X_M \in \mathbb{R}^{W \times H} \), respectively. Then, a network layer (e.g., a normal convolutional layer), described by \( conv() \) is applied and followed by a Sigmoid function. The SA layer is formulated as Eq. 4:

\[
f_{SA} = g(conv([X_A, X_M])) \odot X
\]

where \( g() \) is sigmoid function, \( conv() \) represents for a convolutional layer.

**Convolutional Block Attention Module (CBAM):** While SE/CA and SA mechanisms only focus on either channel features or spatial features, CBAM [45], combines both these attention methods, creating a robust guidance for the network to process important regions of a certain feature map. This attention mechanism can be described by formulas: Eq. 5 and Eq. 6:

\[
X' = f_{CA}(X)
\]

\[
f_{CBAM} = f_{SA}(X')
\]

where \( f_{CA} \) and \( f_{SA} \) are from Eq. 3 and Eq. 4.

**Multihead self attention (MSA):** Unlike above methods which make effort to enhance important regions of a feature map, this attention scheme [40] helps to indicate the similarity score, the dependency between regions in the feature map. In other words, Multihead self attention is effective to represent the relation between two regions of a feature map which are closed or far from each other. Regarding the mathematical intuition behind the Multihead self attention, each attention head can be described as a query \( Q \) and a set of key\((K)\)-value\((V)\) pairs to an output, where \( Q, K, V \) obtained through a linear transformation of the input feature map \( X \) as shown in Eq. 7, Eq. 8, and Eq. 9:

\[
Q = X \cdot W_q
\]

\[
K = X \cdot W_k
\]

\[
V = X \cdot W_v
\]

where \( W_q, W_k, W_v \) are weight matrices. Then, the output of an attention head can be calculated using Eq. 10:

\[
g_n = softmax\left(\frac{QK^T}{\sqrt{d_k}}\right)V
\]

where \( g_n \) is the \( n^{th} \) attention head, \( K^T \) is the transpose of \( K \) and \( d_k \) is the number of key dimension which is one of the dimensions of the weight matrices \( W_q, W_k, W_v \).

As each attention head learns a different set of weight matrices \( W_q, W_k, W_v \), they will be different from each others. Therefore, when joining many self attention heads together followed by a linear transformation or an addition operation as an ensemble of multiple heads, it forms a Multihead self attention layer which helps to learn an input feature map better. A Multihead self attention layer with \( N \) heads which is applied on the input feature map \( X \) is described by

\[
\sum_{n=1}^{N} g_n \odot X
\]

### 3 Proposed Deep Learning Based System for RSIC Task

Overall, the high-level architecture of our proposed deep learning based system for RSIC task is presented in Figure 1. As Figure 1 shows, the proposed RSIC system is separated into two main parts: data augmentation and a deep neural network for classification.
3.1 Data augmentation methods

In this paper, we apply five data augmentation methods: Image Rotation (IR) [30], Random Cropping (RC) [30], Random Erasing (RE) [34], Random Noise Addition (RNA), and Mixup (Mi) [37, 50] to the remote sensing input data. As Random Cropping (RC) [30], Random Erasing (RE) [34], Random Noise Addition (RNA), and Mixup (Mi) [37, 50] are used on batches of images during the training process, they are referred to as the online data augmentation methods. Meanwhile, Image Rotation (IR) [30] is referred to as the offline data augmentation as this method is applied on the original dataset before the training process.

Initially, all images in the original dataset are rotated using three different angles: 90, 180, and 270, respectively. This data augmentation method is referred to as Image Rotation (IR) and an example of IR method with an angle of 90 degree is shown in Figure 2 (b). As three angles mentioned are used, we obtain a new dataset which is four times larger than the original dataset (i.e. the original images and three new images generated by Image Rotation method with three angles). Next, batches of 60 images are randomly selected from the new dataset. For each batch, we apply Random Cropping (RC) [30], Random Erasing (RE) [34], Random Noise Addition (RNA), and Mixup (Mi) [37, 50] methods, respectively. Firstly, images in a batch are randomly cropped with a reduction of 10 pixels on both of width and height dimensions as shown in Figure 2 (c) (i.e., the channel dimension is retained), referred to as Random Cropping (RC). Next, on both width and height dimensions of each image, 20 random and continuous pixels are erased as shown in Figure 2 (d), referred to as Random Erasing (RE). The cropped and erased images are then added by a random noise which is generated from Gaussian distribution as shown in Figure 2 (e), referred to as Random Noise Addition (RNA). Finally, the images are mixed together with random ratios as shown in Figure 2 (f), referred to as Mixup (Mi). As both Uniform and Beta distributions are used to generate the mixup ratios as well as we use both the original image and the new mixup images, the batch size increases three times from 60 to 180 images.

3.2 Apply the transfer learning technique for our proposed deep neural network classification

As Figure 1 shows, our proposed deep learning model for classification can be separated into two main parts: The convolutional neural network based backbone (CNN based backbone) and the multilayer perceptron based classification (MLP-based classification). While the CNN based backbone helps to transfer the input images to condensed feature maps, the MLP based classification classifies these condensed feature maps into certain categories.

3.3 Apply different schemes and explore multiple feature maps to further improve the proposed RSIC system

To further improve the proposed RSIC system, we apply different attention schemes mentioned in Section 2.2 to feature maps extracted from middle layers of the CNN based backbone as shown in Figure 4. The feature maps are the final outputs of convolutional blocks of the CNN based backbone. For example, EfficientB0 based backbone presents 7 convolutional blocks, namely block 1 to block 7 [35]. Regarding the attention layer used in Figure 4, we evaluate
three types of attention schemes: SE, CBAM, and Multihead attention. The first two attention layers of SE and CBAM are constructed based on the formulations mentioned in Section 2.2. For the Multihead attention scheme, we propose a Multihead attention based layer as shown in Figure 5. In particular, given an input feature map X with a size of $[W \times H \times C]$ where $W$, $H$, and $C$ presents width, height, and channel dimensions, we reduce the size of feature map $X$ across three dimensions using both max and average pooling layers. We then generate 3 two-dimensional feature maps, likely matrices of: $[W \times H]$, $[H \times C]$, $[W \times C]$. Next we feed all generated matrices into the Multihead attention to obtain attention score matrices. Then, we reshape the attention score matrices into the sizes of $[W \times H \times 1]$, $[1 \times H \times C]$, $[W \times 1 \times C]$ respectively and element-wise multiply each of them with the input feature map $X$. Finally, we conduct an average of three results of multiplications, generate the output tensor $Y$ with the size of $[W \times H \times C]$ which is same size as the input feature map $X$. Notably, we set the number of heads to 32 and set the key dimension to 8 for each Multihead attention. By applying our proposed Multihead attention based layer, both channel feature (feature maps with sizes of $[H \times C]$), $[W \times C]$) and spatial feature (feature map with size of $[W \times H]$) are focused, which helps the network learn distinct features from the input feature map better.

As SE, CBAM, or our proposed Multihead attention base layers only transforms an input feature map $X$ to an output feature map $Y$ and retains the size of the input feature map $X$, we then apply a global average pooling layer after each attention layer to scale down the feature maps to one-dimensional feature maps, likely vectors. Finally, these vectors are added together and feed into the MLP-based classifier for classification as shown in Figure 3.

4 EXPERIMENTAL RESULTS AND DISCUSSION

4.1 Dataset

In this paper, we evaluate the benchmark dataset NWPU-RESISC45[4]. NWPU-RESISC45 dataset was collected from more than 100 countries and regions in the world, consisting of 31,500 remote sensing images. The remote sensing images are separated into 45 scene classes, each of which comprises 700 images in RGB color format with resolution of $256 \times 256 \times 3$. To compare with the state-of-the-art systems, we obey the original settings mentioned in [4]. We then split the NWPU-RESISC45 dataset into Training-Testing subsets with two different ratios: 20%-80% and 10%-90%, respectively.

4.2 Evaluation Metrics

To compare with the state-of-the-art systems, Accuracy (Acc.%) is used as the main metric, which was proposed in almost benchmark datasets of AID[47], UCM[52], or NWPU-RESISC45[4].

4.3 Model implementation and settings

As the data augmentation method of Mixup [37] is applied, the ground truth are not in one-hot encoding format. We therefore apply Kullback-Leibler divergence (KL) loss [16] instead of Entropy loss.

$$Loss_{KL}(\Theta) = \sum_{n=1}^{N} y_n \log \left( \frac{y_n}{\hat{y}_n} \right) + \frac{\lambda}{2} ||\Theta||^2_2,$$ (12)
Table 1: Performance comparison among benchmark network architectures, with the transfer learning technique and without attention scheme, on the benchmark NWPU-RESISC45 dataset using 20%-80% splitting settings.

| Network          | Accuracy (%) | Parameters (M)/Memory (MB) |
|------------------|--------------|----------------------------|
| MobileNet        | 90.2         | 3.7/14.8                   |
| MobileNetV2      | 90.9         | 2.9/11.6                   |
| NASNetMobile     | 91.7         | 4.8/19.2                   |
| EfficientNetB0   | 92.0         | 4.6/18.4                   |

Table 2: Performance comparison of EfficientB0 with the transfer learning and different attention schemes on the benchmark NWPU-RESISC45 dataset using 20%-80% splitting settings.

| Attention       | SE       | CBAM    | Proposed Multthead |
|-----------------|----------|---------|--------------------|
| Accuracy (%)    | 92.1     | 92.3    | 93.8               |
| Parameters (M)  | 10.4     | 6.7     | 9.4                |
| Memory (MB)     | 41.6     | 26.8    | 37.6               |

where Θ presents trainable parameters, the constant λ is empirically set to 0.0001, the batch size N is set to 60, ŷt and ŷt denote expected and predicted results, respectively. We construct proposed deep learning networks with Tensorflow framework using Adam [15] for optimization. The training and evaluating processes are conducted on two GPU Titan RTX 24GB. The training process is stopped after 60 epochs. While the first 50 epochs uses the learning rate of 0.0001 and all data augmentation methods mentioned in Section 3.1, the remaining 10 epochs use the lower learning rate of 0.000001 with only the offline Random Rotation data augmentation method.

4.4 Experimental results

According to the results shown in Table 1, the proposed RSIC system using the transfer learning technique and EfficientNetB0 and NASNetMobile based architectures are competitive and outperform MobileNet and MobileNetV2. As EfficientNetB0 accuracy (92.0%) is not only better than NASNetMobile (91.7%) but EfficientNetB0 footprint (4.6 M/18.8 MB) is also smaller than NASNetMobile (4.8 M/19.2 MB), we select EfficientNetB0 architecture for further experiments.

Given EfficientNetB0 backbone, we evaluate our proposed RSIC system applying three types of attention layers: SE, CBAM, and the proposed Multthead attention. In this experiment, only the feature maps which are extracted from the final three convolutional blocks (block 5 to block 7) in the EfficientNetB0 backbone are used. As Table 2 shows, applying attention layers helps to improve the system performance by 0.1%, 0.3%, and 1.8% with SE, CBAM, and the proposed Multthead attention, respectively.

As the proposed Multthead attention layer outperforms SE and CBAM layers, we then evaluate the proposed Multthead attention with a different number of feature maps. As the results are shown in Table 3, using three feature maps still achieves the best performance. Regarding the model complexity, using the proposed Multthead attention layer with three feature maps increases the model footprint from 4.6 M to 9.4 M, which leads to occupy from 18.4 MB to 37.6 MB memory (i.e. 1 trainable parameter is presented by 32 bit in floating point format). To meet the constrain of maximum memory occupation of 20 MB on application device, we apply the quantization technique which helps to reduce the model complexity to 9.4 MB (i.e. The quantization technique helps to quantize a 32-bit floating point to 8-bit integer, then reduce the model footprint to 1/4 of the original footprint). Notably, although the pruning techniques can help to significantly reduce a deep learning model to 1/10 of the original size [24], pruning parameters considered as zero still occupy the memory of edge devices and cost the same computation as the non-pruning parameters. Therefore, the pruning technique is not applied in this paper.

By using EfficientNetB0 as CNN-based backbone, the transfer learning, the proposed Multthead attention layer for three feature maps and the quantization technique, we achieve a low-complexity RISC model (9.4 M trainable parameters and 9.4 MB memory occupation). We evaluate this model on NWPU-RESISC45 with two splitting settings as mentioned in Section 4.1 and compare with the state-of-the-art systems. As Table 4 shows, we can see that our results are very competitive compared with the state-of-the-art systems. We achieve accuracy scores of 91.0% and 93.8% with training proportions of 10% and 20% respectively. Compared with the system also using EfficientNetB0 in [2], our proposed RSIC not only outperforms but also presents a lower model footprint. Our proposed system performs lower than 2% compared with the best model using a Transformer based architecture [57]. However, our model presents a significantly low footprint (9.4 M / 9.4 MB) compared with the best Transformer based model (46.3 M / 185.2 MB).

Table 3: Performance (Acc.%) of EfficientNetB0 with the proposed Multthead attention applied for feature maps extracted from different convolutional blocks on the benchmark NWPU-RESISC45 dataset using 20%-80% splitting settings.

| Convolutional Blocks | Accuracy (%) | Parameters (M)/Memory (MB) |
|----------------------|--------------|----------------------------|
| Blocks 7             | 93.1         | 6.0/24                     |
| Blocks 6 to 7        | 93.0         | 7.5/30                     |
| Blocks 5 to 7        | 93.8         | 9.4/37.6                   |
| Blocks 4 to 7        | 92.8         | 11.2/44.8                  |
| Blocks 3 to 7        | 92.5         | 13.3/53.2                  |

Table 4: Performance (Acc.%) comparison to the state-of-the-art systems on the benchmark NWPU-RESISC45 dataset with two splitting settings.

| Methods                          | 10% training | 20% training |
|----------------------------------|--------------|--------------|
| MG-CAP (Log-E) (35.99 Mb) [43]   | 89.4         | 91.7         |
| MG-CAP (Bilinear) (55.99 Mb) [43]| 89.4         | 91.0         |
| MG-CAP (Squ-E) (55.99 Mb) [43]   | 90.8         | 93.0         |
| EfficientNetB0-aux (≈ 5.3 Mb) [4] | 90.0     | 92.9         |
| EfficientNetB0-aux (≈ 13 Mb) [2] | 91.1     | 93.8         |
| VGG-16 + MTL (≈ 138.4 Mb) [62]   | 91.5         |              |
| ResNeXt-50 - MTL (≈ 25.2 Mb) [62]| 93.8         |              |
| ResNeXt-101 - MTL (≈ 88.79 Mb) [62]| 91.9     | 94.2         |
| SE-MDPMNet (5.17 Mb) [44]        | 91.8         | 94.1         |
| LGRIN (4.63 Mb) [49]             | 91.9         | 94.4         |
| Transformer (46.3 Mb) [57]       | 93.1         | 95.6         |
| Our systems (9.4 Mb/9.4 MB)      | 91.0         | 93.8         |
5 CONCLUSION
This paper has presented a deep learning model for remote sensing image classification (RSIC). By conducting extensive experiments, we indicate that applying multiple techniques of transfer learning, Multilead attention on multiple feature maps, and quantization to EfficientNetB0 based network architecture helps to achieve a high-performance and low-complexity RSIC system. The experimental results prove our proposed RSIC system competitive to the state-of-the-art systems and potential to apply on a wide range of edge devices.
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