Robust Backdoor Attacks against Deep Neural Networks in Real Physical World
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Abstract—Deep neural networks (DNN) have been widely deployed in various applications. However, many researches indicated that DNN is vulnerable to backdoor attacks. The attacker can create a hidden backdoor in target DNN model, and trigger the malicious behaviors by submitting specific backdoor instance. However, almost all the existing backdoor works focused on the digital domain, while few studies investigate the backdoor attacks in real physical world. Restricted to a variety of physical constraints, the performance of backdoor attacks in the real physical world will be severely degraded. In this paper, we propose a robust physical backdoor attack method, PTB (physical transformations for backdoors), to implement the backdoor attacks against deep learning models in the real physical world.

I. INTRODUCTION

Deep neural networks (DNN) have achieved remarkable performance on various tasks in real physical world, such as face recognition [1], object detection [2], [3], and self-driving cars [4], etc. However, recent studies indicate that, the malicious attackers can embed backdoors into the DNN models [5], [6], [7], [8], [9], [10]. The attacked DNN model behaves normally on benign inputs, but when a specific backdoor instance is input, the model will perform the malicious behaviors that specified by the attackers, e.g., classifying the backdoor instance as the target class [5]. This type of attack against the deep learning models is known as the backdoor attack. To date, massive researches have been conducted on backdoor attacks. The methods of implementing the backdoor attacks against the DNN models can be divided into two categories: 1) directly modify the parameters or weights of the target DNN model to embed the backdoor [11], [12], [13]; 2) inject a small batch of well-designed backdoor instances into the training set to train the DNN, so as to embed the backdoor [5], [6], [7], [14], [15].

However, almost all of the existing backdoor attacks are conducted in the digital domain, while few studies have been studied in real physical world. Restricted by various physical constraints (e.g., lighting, distance, angle, etc.), the backdoors in real world may fail to trigger the attacks, or the attack success rate is severely degraded. The common physical constraints are as follows. First, due to the rotation and angle variation of target object, the triggers captured by a camera are different. Second, under different lighting conditions and distances, the trigger in a backdoor instance that captured by a camera are different. Finally, environmental noises are introduced in the process of capturing and processing the photos. All the above factors will greatly constrain the effectiveness of backdoor attacks in the real physical world.

In this paper, we propose PTB (physical transformations for backdoors), a robust backdoor attack method in real physical world. The proposed PTB method performs a series of transformations on the injected backdoor instances, which simulates these physical transformations that a backdoor trigger may experience in real world, so as to improve its robustness in the physical world. Specifically, at each iteration of model training, we perform five different transformations on the injected backdoor instance, including rotation, angle, distance,
GAUSSIAN NOISE AND BRIGHTNESS TRANSFORMATION, WHICH MODEL THE FOLLOWING PHYSICAL CONSTRAINTS: (1) DIFFERENT ROTATIONS OF BACKDOOR TRIGGER; (2) FACING THE CAMERA WITH DIFFERENT ANGLES; (3) LAUNCHING THE ATTACK AT DIFFERENT DISTANCES; (4) NOISES INTRODUCED BY IMAGE CAPTURING AND PREPROCESSING; (5) CHANGES OF LIGHTING CONDITIONS. THE KEY IDEA BEHIND THE PROPOSED METHOD IS THAT, LET THE BACKDOOR TRIGGER EXPERIENCE THESE TRANSFORMATIONS WITHIN THE PROCEDURE OF MODEL TRAINING. AS A RESULT, IN THE REAL PHYSICAL WORLD, THE ROBUSTNESS AND EFFECTIVENESS OF BACKDOOR ATTACKS CAN BE MAINTAINED EVEN THE TRIGGER UNDERGOES THESE COMPLEX PHYSICAL TRANSFORMATIONS.

THE CONTRIBUTIONS OF THIS PAPER ARE THREEFOLDS:

- WE EXPLORE THE ROBUST BACKDOOR ATTACKS IN THE REAL PHYSICAL WORLD. BY MODELING THE DISTRIBUTION OF TRANSFORMATIONS THAT A TRIGGER MAY EXPERIENCE IN REAL WORLD, THE PROPOSED METHOD PERFORMS VARIOUS PHYSICAL TRANSFORMATIONS ON THESE INJECTED BACKDOOR INSTANCES, WHICH GREATLY IMPROVES THE PHYSICAL ROBUSTNESS OF THE BACKDOOR TRIGGER.
- WE EXTEND THE BACKDOOR ATTACK IN THE DIGITAL DOMAIN TO THE REAL PHYSICAL WORLD, I.E., FROM THE 2D PLANE TO THE 3D SPACE. THE PROPOSED PTB METHOD SUCCESSFULLY ADDRESSES THE INFLUENCES OF VARIOUS PHYSICAL CONSTRAINTS, WHICH ENSURES THE HIGH ATTACK PERFORMANCE OF BACKDOOR ATTACKS UNDER THOSE COMPLEX PHYSICAL CONDITIONS.
- WE LAUNCH THE PRACTICAL BACKDOOR ATTACKS ON THE DNN BASED FACE RECOGNITION MODEL (VGGFace [17]) ON A LARGE AND REALISTIC DATASET (YOUTUBE ALIGNED FACE DATASET [18]). EXPERIMENTAL RESULTS SHOW THAT, BY INJECTING ONLY A VERY SMALL RATIO (0.5%) OF BACKDOOR INSTANCES, A HIGH ATTACK SUCCESS RATE CAN BE ACHIEVED UNDER COMPLEX PHYSICAL CONDITIONS. UNDER COMPLEX PHYSICAL CONDITIONS, THE PROPOSED PTB METHOD CAN ACHIEVE THE ATTACK SUCCESS RATE OF 82%, WHILE THE ATTACK SUCCESS RATE OF BACKDOOR ATTACKS WITHOUT THE PROPOSED PTB METHOD IS LOWER THAN 11%. MOREOVER, UNDER SIMPLE PHYSICAL CONDITIONS, THE ATTACK SUCCESS RATE OF THE PROPOSED PTB METHOD IS UP TO 100%, WHICH IS ALSO HIGHER THAN THAT WITHOUT PTB METHOD. MEANWHILE, THE NORMAL PERFORMANCE OF THE TARGET MODEL HAS NOT BEEN AFFECTED, WHICH INDICATES THAT, THE PROPOSED BACKDOOR ATTACK METHOD IS CONCEALED AND THE BACKDOOR ATTACK IS DIFFICULT TO BE DETECTED.

THIS PAPER IS ORGANIZED AS FOLLOWS. THE RELATED WORK IS REVIEWED IN SECTION II. THE PROPOSED ROBUST PHYSICAL BACKDOOR ATTACK METHOD IS ELABORATED IN SECTION III. EXPERIMENTAL RESULTS ARE PRESENTED IN SECTION IV. THIS PAPER IS CONCLUDED IN SECTION V.

II. RELATED WORK

IN THIS SECTION, WE REVIEW THE RELATED WORKS ON BACKDOOR ATTACKS, INCLUDING THE EXISTING BACKDOOR ATTACKS IN THE DIGITAL DOMAIN, THE VULNERABILITY OF BACKDOORS, AND BACKDOOR ATTACKS IN THE REAL PHYSICAL WORLD.

BACKDOOR ATTACKS IN THE DIGITAL DOMAIN. A LARGE NUMBER OF RESEARCHES HAVE BEEN CONDUCTED ON THE BACKDOOR ATTACKS IN THE DIGITAL DOMAIN. TO DATE, THERE ARE TWO DIFFERENT STRATEGIES TO IMPLEMENT THE BACKDOOR ATTACKS: 1) MODIFYING THE INTERNAL NETWORK STRUCTURE OR WEIGHT OF THE TARGET DNN MODEL; 2) THROUGH DATA POISONING.

FOR THE FIRST ATTACK STRATEGY, THE ATTacker IS ASSUMED TO HAVE THE PERFECT KNOWLEDGE OF THE TARGET DNN MODEL. IN THIS WAY, HE CAN DIRECTLY INSERT THE NEURON-LEVEL BACKDOORS INTO THE TARGET DNN TO MODIFY THE STRUCTURE [19], OR MAXIMIZE THE ACTIVATION OF A SPECIFIC NEURON TO CONSTRUCT THE BACKDOOR [13]. BESIDES, THE ATTACKER CAN ALSO ADD THE WELL-DESIGNED PERTURBATIONS INTO THE WEIGHT OF A SPECIFIC LAYER OF THE TARGET DNN MODEL TO EMBED THE BACKDOOR [20], [21], OR FLIP THE BITS OF WEIGHT VALUES TO INJECT THE BACKDOOR [11].

FOR THE SECOND ATTACK STRATEGY, THE ATTACKER DOES NOT REQUIRE TO KNOW THE KNOWLEDGE OF THE TARGET DNN MODEL. HE ONLY NEEDS TO INJECT A SMALL BATCH OF BACKDOOR INSTANCES INTO THE CLEAN TRAINING SET TO TRAIN THE TARGET MODEL, WHICH IS MORE FEASIBLE FOR REAL-WORLD ATTACKS. GU ET AL. [5] PROPOSE BADNETS, WHICH PASTES THE SPECIFIC SIGNS (THE YELLOW SQUARE STICKER AND THE FLOWER) ONTO THE CLEAN IMAGES TO GENERATE THE BACKDOOR INSTANCES. HOWEVER, THE BACKDOOR TRIGGERS USED IN THIS WORK ARE OBVIOUS, THUS CAN BE NOTICED BY HUMANS. THEREFORE, A SERIES OF WORKS HAVE BEEN PERFORMED TO IMPROVE THE CONCEALMENT OF THE BACKDOORS. FOR EXAMPLE, THE ATTACKER CAN ADD THE ADVERSARIAL PERTURBATIONS INTO THE CLEAN IMAGE AS THE BACKDOOR [14], OR USE THE STEGANOGRAPHY TECHNIQUE TO HIDE THE BACKDOOR IN AN IMAGE [22]. RECENTLY, LIU ET AL. [23] INDICATE THAT, THE REFLECTIONS ON THE SURFACE OF SMOOTH OBJECTS (SUCH AS GLASS) CAN ALSO BE USED AS THE INVISIBLE BACKDOOR TO TRIGGER THE ATTACK.

VULNERABILITY OF BACKDOORS. FOR BACKDOOR ATTACKS, THE BACKDOOR USED TO TRIGGER THE BACKDOOR ATTACK IN TEST TIME SHOULD BE CONSISTENT WITH THE ONE THAT INJECTED IN THE TRAINING PHASE. HOWEVER, IN REAL-WORLD ATTACKS, SUCH CONDITION MAY NOT BE SATISFIED DUE TO THE PROCESSING OPERATIONS OF DNN MODEL OR THE PHYSICAL CONSTRAINTS, WHICH WILL GREATLY DEGRADE THE EFFECTIVENESS OF BACKDOOR ATTACKS. LI ET AL. [24] EXPLORE THE CHARACTERISTICS OF THE BACKDOORS, AND DEMONSTRATE THAT IF THE LOCATION OR SHAPE OF THE TRIGGER HAS BEEN SLIGHTLY CHANGED, THE PERFORMANCE OF BACKDOOR ATTACKS WILL BE GREATLY REDUCED. IN OTHER WORDS, THE BACKDOOR ATTACKS ARE VULNERABLE TO VARIOUS TRANSFORMATIONS, AND ARE SENSITIVE TO THE DIFFERENCE BETWEEN THE TRAINING TRIGGER AND THE TESTING TRIGGER. PASQUINI AND BÖHME [25] STUDIED THE VULNERABILITY OF BACKDOORS IN THE DNN BASED FACE RECOGNITION MODELS. THEY DEMONSTRATED THAT, DIFFERENT GEOMETRIC AND COLOR TRANSFORMATIONS ON THE BACKDOOR TRIGGERS CAN SIGNIFICANTLY RESTRICT THE EFFECTIVENESS OF THE BACKDOOR ATTACK.

BACKDOOR ATTACKS IN REAL PHYSICAL WORLD. WENGER ET AL. [16] COLLECT NINE DIFFERENT FACIAL ACCESSORIES IN THE REAL WORLD AS BACKDOOR TRIGGERS, AND EVALUATE THE ATTACK EFFECTIVENESS OF THESE BACKDOORS ON THE FACE RECOGNITION MODELS. HOWEVER, THEIR ATTACKS ARE CARRIED OUT UNDER THE IDEAL PHYSICAL CONDITIONS, WHERE THE ATTACKER IS FACING THE CAMERA WITH A PROPER DISTANCE. MOREOVER, THE BACKDOOR TRIGGERS USED BY THE ATTACKERS IN THE TESTING AND THE TRAINING PHASES ARE THE SAME (SAME POSITIONS AND SHAPES) [16]. IN REAL-WORLD ATTACKS, THESE PHYSICAL CONDITIONS WILL BE GREATLY RESTRICTED, WHICH WILL SERIOUSLY DEGRADE THE PERFORMANCE OF BACKDOOR ATTACKS.
In this work, we explore the robustness of backdoors in the physical world, and propose the PTB method to implement the robust physical backdoor attacks. The proposed method performs various physical transformations on these injected backdoor instances in the training phase, so as to improve the physical robustness of the backdoors. As a result, the attacker can achieve a high attack success rate under these extremely complex and difficult physical conditions.

III. Robust Physical Backdoor Attack Method

In this section, we elaborate the proposed robust physical backdoor attack method, PTB. For the ease of understanding, this paper takes the DNN based face recognition system as an example for discussion, which has been widely deployed in the real physical world.

A. Overview

First, we introduce the overall procedure of the proposed backdoor attack method, which can be divided into the following three steps: (1) generating the backdoor face images; (2) injecting the backdoor instances into the clean training set, and performing the physical transformations on the backdoor instances before each round of training, then, the model is trained to embed the backdoor; (3) triggering the backdoor attacks in the real physical world. Figure [1] presents the overview of the proposed PTB backdoor attack method.

- Generating the backdoor face images. In this paper, we assume that the attacker launches the backdoor attacks against the DNN based face recognition system in real physical world by using data poisoning. Therefore, the attacker requires to generate a batch of backdoor face images (i.e., face images injected with triggers), and inject these backdoor instances into the clean training set to train the target model, so as to embed the specific backdoor. To this end, the attacker collects some face photos of different individuals in the real physical world, where the people all wear the facial accessories (i.e., the injected backdoors). Then, the collected face images will be pre-processed (e.g., cropping and scaling) to ensure that they are close to these face images in the clean training set.

- Injecting backdoor face images & performing physical transformations. When the backdoor face images are generated, the attacker will modify the labels of these backdoor instances based on the specific target victim to implement the targeted backdoor attacks. Then, these backdoor instances with modified labels are injected into the training set of the target face recognition model, and the model is trained to embed the backdoors. Note that, the goal of the proposed attack method is to guarantee that, an injected backdoor can still effectively trigger the attacks after undergoing a variety of physical transformations. For the proposed attack method, at each iteration of the model training, the attacker performs a series of physical transformations $T$ (distance, angle, rotation, lighting, and noise) on all the backdoor instances, so as to enhance the physical robustness of the injected backdoor. In this way, even under the complex physical conditions, the embedded backdoor can still be successfully triggered, and the proposed backdoor attack can achieve a high performance in real physical world.

- Triggering physical backdoor attacks. In this step, the attacker triggers the backdoor attacks in the physical world. For example, if the target person is $y_t$, any attacker using the backdoor would be incorrectly classified as the class $y_t$ by the attacked face recognition model. In addition to implementing the backdoor attacks under these normal conditions, this paper focus on evaluating the effectiveness of the proposed attack method under complex physical scenarios.

B. Physical Transformations

For the backdoor attack against the DNN based face recognition model, the goal is to maximize the probability that a submitted backdoor face image is incorrectly classified as the target class. Meanwhile, the benign input should be classified as the ground-truth label, so as not to be noticed. The goal of backdoor attack can be formalized as follows:

$$\max_{\delta} P_t(F(x + \delta) = y_t)$$
$$s.t. \quad F(x) = y$$

(1)

where $x$ is a clean face image, and $x + \delta$ is the backdoor face image that generated by injecting the trigger $\delta$, $y_t$ is the ground-truth label of image $x$, while $y_t$ is the target class that specified by the attacker. $F$ represents the target face recognition model, and $P_t$ is the confidence of the class that predicted by the model $F$.

As discussed in Section [1] the backdoor attacks are restricted by a variety of physical conditions, which will greatly degrade the attack effectiveness. Inspired by the existing robust physical adversarial example attacks [26], [27], [28], the proposed PTB method aims to simulate these possible physical constraints (that an injected trigger may experience in the real physical world) in advance to enhance the robustness of backdoor. More specifically, at each iteration of model training, the PTB method performs the physical transformations on each injected backdoor instance, i.e., $T(x + \delta)$, where $T$ represents the five physical transformations, as shown in Figure [2]. In this way, the five physical transformations are performed on all the $m$ backdoor instances.

To ensure that an attacker can also successfully launch the backdoor attacks under those normal physical conditions, in each round of training, there is a 50% probability of not undergoing transformations (unchanged), as shown in Figure [2]. In other words, the proposed PTB method transforms each backdoor face image with a certain probability (50% in this paper) at each iteration, which can be formulated as:

$$p \cdot T(x + \delta) + (1 - p) \cdot (x + \delta), \quad p \in [0, 1]$$

(2)

where $p$ represents the probability of transformation, which takes value of 0 or 1 with 50% probability.

In this way, for the proposed robust physical backdoor attack method PTB, the objective function can be formalized as follows:
In this paper, we consider 5 different physical transformations that a backdoor trigger most likely experienced during the face recognition process in real physical world, i.e., \( T = \{ \text{Angle}, \text{Distance}, \text{Rotation}, \text{Brightness}, \text{Gaussian Noise} \} \).

The transformations of the proposed PTB backdoor attack method at each iteration are presented in Figure 2.

- **Distance.** The Distance transformation simulates the distance changes between the backdoor trigger and the camera. For the proposed PTB method, the injected backdoor face images will be scaled at random, which ranges from 0.8 to 1.2 times. In this way, the attacker with the backdoor can effectively trigger the attacks at different distances.

- **Angle.** The Angle transformation rotates the backdoor face image at a random angle (horizontal and vertical) that ranges from 0° to 90°. The horizontal rotation (i.e., left-right) simulates the physical constraint in which the camera captures photos at the horizontal angles, while the vertical (i.e., up-down) rotation simulates the physical constraint in which the face images are captured at different vertical angles.

- **Rotation.** The Rotation transformation simulates the rotation of the backdoor trigger that caused by the swing of an attacker’s face. In each iteration, the backdoor face image will be randomly rotated by a certain angle on the 2D plane.

- **Brightness.** To ensure that the attacker can utilize the backdoor to trigger the backdoor attack under different lighting conditions, the proposed PTB method uses the Brightness transformation to transform the injected backdoor face images with different brightness, so as to make the trigger adapt to various physical lighting conditions.

- **Gaussian Noise.** The inputs of physical face recognition model are captured by the external camera and preprocessed by the system, which may introduce environment noise on the backdoor. To this end, the Gaussian Noise transformation adds the gaussian noises at each injected backdoor face image, which simulates the physical backdoor attacks under the noise condition.

IV. EXPERIMENTAL RESULTS

A. Experimental Setup

**Dataset.** In this paper, the experimental evaluations are carried out on a large and realistic dataset, the YouTube
Aligned Face dataset [18], which is composed of face images that extracted from the YouTube videos. This dataset contains 1,595 different people, each of which has a different number of face images, ranging from tens to thousands [18]. In our experiment, we crop all the face images and resize them to 224×224. We randomly select 100 different persons from the dataset as the experimental data, where each person has 120 face images. 100 images are used for model training, and the remaining 20 images are used for testing. In this way, our experimental dataset contains a total of 12,000 different face images.

**DNN models.** The target DNN model of the proposed backdoor attacks is VGGFace [17]. The VGGFace is a 16-layer standard face recognition model, which consists of 13 convolutional layers and 3 fully connected layers [17]. We adopt the experimental settings in these existing works [6], [16] and download the VGGFace model that pre-trained on the ImageNet [29]. The last three layers of the VGGFace model are fine-tuned, and the softmax activation layer is replaced, so as to train the VGGFace model on our experimental dataset. The model is trained on the YouTube Aligned dataset for 30 epoches, and the batch size is set to be 64. In our experiment, the test accuracy of VGGFace model achieves 96.33% without the backdoor attacks.

**Metrics.** The proposed PTB method is evaluated with the following two metrics.

- **Success rate of backdoor attacks** \( R_{ptb} \). This metric indicates the proportion of backdoor face images that are classified as the target class \( y_t \) among all submitted face images, which is calculated as follows:
  \[
  R_{ptb} = \frac{F_i}{F_s} \times 100\%
  \]  

where \( F_i \) represents the number of face images that classified as the target class \( y_t \), and \( F_s \) represents the number of all the submitted backdoor images.

- **Performance drop of target DNN model** \( D_{ptb} \). This metric represents the degradation of target model’s test accuracy that caused by the proposed backdoor attack, which is calculated as follows:
  \[
  D_{ptb} = D_c - D_b
  \]  

where \( D_c \) represents the test accuracy of target model that trained on the clean face images, while \( D_b \) represents the test accuracy of the DNN model that trained on the backdoored training set.

**B. Experimental Results**

In this section, we evaluate the performance of the proposed backdoor attack method PTB on the target face recognition model. Specifically, we implement two different types of backdoor attacks. First, without the PTB method, we directly inject these backdoor face images into the clean training set, and train the target face recognition model to embed the backdoor. Second, with the PTB method, a series of physical transformations are performed on these injected backdoor face images during each round of the training process. In addition, the backdoor attacks are implemented in two attack scenarios: (i) **Simple Scene**, represents the normal recognition scenario, in which the backdoor sample is not restricted by physical conditions during the attack, i.e., the attacks are launched under an ideal physical condition; (ii) **Complex Scene**, represents the complex recognition scenario, in which the backdoor instance suffers from a variety of complex physical conditions during the attack.

In our experiments, to evaluate the effectiveness of the proposed PTB method, we have collected the attacker’s face images that injected with the backdoor under the above **Simple** and **Complex** attack scene, respectively. For each experimental setting, the backdoor embedding and attacking process are repeated for 5 times, and each time a specific target victim is specified. 20 photos are taken for each setting. As a result, 5 attack results are obtained for each setting, and we reported the minimum, maximum, and average of these 5 results in this paper.

1) **Attack Effectiveness on VGGFace Model:** First, we evaluate the proposed backdoor attack method on the VGGFace model [17]. To launch the attacks, we exploit a black square with the size of 6cm×6cm as the backdoor trigger (referred as **Square**). In the real physical world, we paste the **Square** backdoor to the forehead of the attacker, and use a camera to capture the photos under the **Complex** and **Simple** scenes, respectively. Then, these backdoor images will be submitted to the target face recognition model to evaluate the effectiveness of the proposed method. The attack results are presented in Table I.

**Table I: Physical attack performance of backdoor **Square**

| Scenes   | Simple | Complex |  |  |  |  |  |  |
|----------|--------|---------|--|--|--|--|--|--|
|          | min    | max     | ave| min| max| ave| |
| Without PTB | 75%    | 100%    | 91% | 0% | 25% | 5% |
| With PTB   | 95%    | 100%    | 99% | 65% | 90% | 78% |

As shown in Table I without the PTB method, the performance of backdoor attacks under the **Simple** scene is high, where the maximum and average attack success rate is 100% and 91%, respectively. However, the success rate of backdoor attacks without the PTB method drops sharply under the **Complex** scene, where the attack success rate is only 0% (minimum), 25% (maximum) and 5% (average), respectively. This indicates that the backdoor attacks without the PTB method almost completely failed under the complex physical conditions. With the proposed PTB method, the performances of backdoor attacks are much better than the backdoor attacks without the PTB method under both **Simple** and **Complex** conditions. Under the **Simple** scene, the attack success rate of backdoor attack with PTB is 95%, 100%, and 99%, respectively. Under the **Complex** scene, the average attack success rate has reached 78%, while the highest attack success rate is high up to 90%. After using the proposed PTB method, the performance of backdoor attacks under the complex physical conditions has increased from 5% to 78%, which demonstrates the effectiveness of our proposed method.
2) Attack Performance of Different Triggers: In this paper, the proposed PTB method is effective and robust for different types of backdoors. To demonstrate this, in addition to the backdoor Square, this paper also evaluates the effectiveness of the proposed PTB method with other types of backdoors. Specifically, a black triangle backdoor (referred as Triangle) and a pair of black-frame glasses (referred as Glasses) are exploited as the trigger of backdoor attacks, respectively. Similarly, we paste these two backdoors on the face of the attacker, and then take photos to perform the physical backdoor attacks.

TABLE II: Attack performance of two different backdoors in the physical world

| Backdoor | Scenes | Simple | Complex |
|----------|--------|--------|---------|
| Triangle | Without PTB | 85% | 100% | 96% | 10% | 90% |
| Glasses  | Without PTB | 90% | 100% | 96% | 0% | 95% |
|          | With PTB  | 100% | 100% | 100% | 70% | 90% |

The attack performance of the two different backdoors in the real physical world are presented in Table II. It is shown that, without the proposed PTB method, the backdoor attacks perform well under the Simple scene, where the average attack success rate of two backdoors (Triangle and Glasses) both achieves 96%. However, under the Complex scene, the attack performance of these two backdoors without the proposed PTB method are rather poor. The average attack success rate is only 11% (Triangle) and 9% (Glasses), respectively. Once the proposed PTB method has been exploited during the training process of target model, the performance of these two backdoors are greatly improved. The average attack success rate under the Complex scene reaches 82% and 79%, respectively. Meanwhile, the attack performance under these simple scenes are also high.

3) Attack Performance of Different Positions: In the above experiments, the backdoors (Square, Triangle and Glasses) are pasted on the forehead area of a human face. In fact, for a backdoor that pasted on other different positions, the proposed PTB method is also feasible and effective. Specifically, we paste a black square backdoor with the size of 6cm×6cm on the chin of a human face, so as to evaluate the impacts of backdoors pasted on different positions on the proposed attack method. The experimental results are shown in Table III. It is shown that, when the backdoor pasted on the chin of a human face, the proposed PTB method is still effective. The average attack success rate of backdoor Square has improved from 10% (without PTB) to 75% (with PTB) under the complex physical conditions. Meanwhile, the performance of backdoor attacks with PTB under the Simple scene is also higher than that without PTB.

4) Impacts of Different Injection Number: Finally, we explore the impacts of different number of injected backdoor face images on the proposed PTB method. Specifically, we select the person with the label of “022” in the YouTube Aligned Face dataset [13] as the target victim, and use the backdoor Square to implement backdoor attacks. The backdoor face image generation and the detailed attack process are the same as that described in Section IV-B1. In this experiments, the number of backdoor face images that injected into the training set is 5, 10, 20, 50, and 100, respectively.

The attack success rate under different numbers of injected backdoor instances is shown in Figure 3. It is shown that, under the Simple scene, the performance of backdoor attack with and without the proposed PTB method is close. After injecting 50 backdoor face images, the success rate of the backdoor attack reached the upper bound of attack performance (i.e., 100%). However, under the Complex scene, the performance of the backdoor attack with the PTB method is much better than the performance of the backdoor attack without the PTB method. Specifically, after injecting 50 backdoor face images, the success rate of the backdoor attack with the PTB method has reached 90%, while the success rate of the attack without the PTB method is only 15%. The results indicate that: (i) As the injection number increases, the performance of backdoor attacks with the PTB method improves. (ii) When the injection number reaches 50, which only accounts for 0.5% (50/10000), the performance of the backdoor attack has reached a very high value. This indicates that, by injecting a very small ratio (0.5%) of backdoor instances, a high attack success rate can be achieved. (iii) Under the Complex physical conditions, the performance of the backdoor attack without the PTB method is low even injecting with more number of backdoor instances, while the backdoor attack with the PTB method is robust.

V. CONCLUSION

This paper studies the robustness of backdoor attacks in real physical world. By performing various physical transfor-
mations during each iteration of model training, the proposed PTB attack method greatly guarantees the physical robustness and effectiveness of backdoors. The transformations simulate these physical constraints that a backdoor may experience in real physical world, which improves its robustness under complex physical conditions. Experimental results demonstrate that, the proposed PTB method can significantly improve the attack success rate of backdoor attacks on the state-of-the-art face recognition model (VGGFace), especially under those complex physical scenes. Meanwhile, the normal performance of target recognition models are not affected, thus the proposed backdoor attack is covert and is hard to notice. In the future work, we will explore the effectiveness of the proposed physical backdoor attack method on object detectors.
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