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Abstract

We consider solutions to the linear wave equation \( \square_g \psi = 0 \) on a suitable globally hyperbolic subset of an extreme Reissner-Nordström spacetime, arising from regular initial data prescribed on a Cauchy hypersurface \( \Sigma_0 \) crossing the future event horizon \( \mathcal{H}^+ \). We obtain boundedness, decay, non-decay and blow-up results. Our estimates hold up to and including \( \mathcal{H}^+ \). The fundamental new aspect of this problem is the degeneracy of the redshift on the event horizon \( \mathcal{H}^+ \). Several new analytical features of degenerate horizons are also presented.

Contents

1 Introduction 4

1.1 Preliminaries ........................................ 5
1.1.1 Extreme Black Holes ................................ 5
1.1.2 Linear Waves .................................... 5
1.1.3 Previous Results for Waves on Non-Extreme Black Holes 6

1.2 Overview of Results and Techniques ...................... 6
1.2.1 Zeroth Order Morawetz and \( X \) Estimates ............ 6
1.2.2 Uniform Boundedness of Non-Degenerate Energy ....... 7
1.2.3 Conservation Laws on \( \mathcal{H}^+ \) ......................... 8
1.2.4 Sharp Higher Order \( L^2 \) Estimates .................. 8
1.2.5 Energy and Pointwise Decay ........................ 9
1.2.6 Higher Order Pointwise Estimates ................... 9

1.3 Remarks on the Analysis of Extreme Black Holes ........ 9
1.3.1 Dispersion vs Redshift ................................. 10
1.3.2 Trapping Effect on \( \mathcal{H}^+ \) .............................. 10
1.3.3 Instability of Degenerate Horizons .................. 10

\*University of Cambridge, Department of Pure Mathematics and Mathematical Statistics, Wilberforce Road, Cambridge, CB3 0WB, United Kingdom
1 Introduction

Black holes are one of the most celebrated predictions of General Relativity, and perhaps of Mathematical Physics in general. A particularly interesting but peculiar example of a black hole spacetime is given by the so-called extreme Reissner-Nordström metric, which in local coordinates \((t, r, \theta, \phi)\) takes the form

\[
g = -D dt^2 + \frac{1}{D} dr^2 + r^2 g_{S^2},
\]

where

\[
D = D(r) = \left(1 - \frac{M}{r}\right)^2,
\]

and \(g_{S^2}\) is the standard metric on \(S^2\) and \(M > 0\) (see also Appendix A). This spacetime has been the object of considerable study in the physics literature (see for instance the very recent [34]), but the analysis of its waves has not been adequately studied from a mathematical point of view. In this paper, we shall attempt a more or less complete treatment of the wave equation

\[
\Box_g \psi = 0
\]

on extreme Reissner-Nordström. Our main results (see Section 4) include:

1. Local integrated decay of energy, up to and including the event horizon \(\mathcal{H}^+\) (Theorem 1).
2. Energy and pointwise uniform boundedness of solutions, up to and including \(\mathcal{H}^+\) (Theorems 2, 6).
3. Energy and pointwise decay of solutions, up to and including \(\mathcal{H}^+\) (Theorems 5, 7, 8).
4. Non-decay and blow-up estimates for higher order derivatives of solutions along \(\mathcal{H}^+\) (Theorem 9).

The latter blow-up estimates are in sharp contrast with the non-extreme case, for which decay holds for all higher order derivatives of \(\psi\) along \(\mathcal{H}^+\). Several new analytical features of degenerate event horizons are also presented. The above theorems, in particular, resolve Open Problem 4 (for extreme Reissner-Nordström) from Section 8 of [22]. The fundamentally new aspect of this problem is the degeneracy of the redshift on the event horizon \(\mathcal{H}^+\).
1.1 Preliminaries

Before we discuss in detail our results, let us present the distinguishing properties of extreme Reissner-Nordström and put this spacetime in the context of previous results.

1.1.1 Extreme Black Holes

We briefly describe here the geometry of the horizon of extreme Reissner-Nordström. (For a nice introduction to the relevant notions, we refer the reader to [29]). The event horizon $\mathcal{H}^+$ corresponds to $r = M$, where the $(t,r)$ coordinate system (1) breaks down. The coordinate vector field $\partial_t$, however, extends to a regular null Killing vector field $\mathcal{T}$ on $\mathcal{H}^+$. The integral curves of $\mathcal{T}$ on $\mathcal{H}^+$ are in fact affinely parametrized:

$$\nabla_\mathcal{T} \mathcal{T} = 0.$$  \hspace{1cm} (3)

More generally, if an event horizon admits a Killing tangent vector field $\mathcal{T}$ for which (3) holds, then the horizon is called degenerate and the black hole extreme. In other words, a black hole is called extreme if the surface gravity vanishes on $\mathcal{H}^+$ (see Section 2.3). Under suitable circumstances, the notion of extreme black holes can in fact be defined even in case the spacetime does not admit a Killing field (see [17]).

The extreme Reissner-Nordström corresponds to the $M = e$ subfamily of the two parameter Reissner-Nordström family with parameters mass $M > 0$ and charge $e > 0$. It sits between the non-extreme black hole case $e < M$ and the so-called naked singularity case $M < e$. Note that the physical relevance of the black hole notion rests in the expectation that black holes are “stable” objects in the context of the dynamics of the Cauchy problem for the Einstein equations. On the other hand, the so-called weak cosmic censorship conjecture suggests that naked singularities are dynamically unstable (see the discussion in [23]). That is to say, extreme black holes are expected to have both stable and unstable properties; this makes their analysis very interesting and challenging.

1.1.2 Linear Waves

The first step in understanding the dynamic stability (or instability) of a spacetime is by considering the wave equation (2). This is precisely the motivation of the present paper. Indeed, to show stability one would have to prove that solutions of the wave equation decay sufficiently fast. For potential future applications all methods should be robust and the resulting estimates quantitative. Robust means that the methods still apply when the background metric is replaced by a nearby metric, and quantitative means that any estimate for $\psi$ must be in terms of uniform constants and (weighted Sobolev) norms of the initial data. Note also that it is essential to obtain non-degenerate estimates for $\psi$ on $\mathcal{H}^+$ and to consider initial data that do not vanish on the horizon. As we shall see, the issues at the horizon turn out to be the most challenging part in understanding the evolution of waves on extreme Reissner-Nordström.
1.1.3 Previous Results for Waves on Non-Extreme Black Holes

The wave equation (2) on black hole spacetimes has long been studied beginning with the pioneering work of Regge and Wheeler [41] for Schwarzschild. Subsequently, a series of heuristic and numerical arguments were put forth for obtaining decay results for $\psi$ (see [5, 39]). However, the first complete quantitative result (uniform boundedness) was obtained only in 1989 by Kay and Wald [52], extending the restricted result of [50]. Note that the proof of [52] heavily depends on the exact symmetries of the Schwarzschild spacetime.

During the last decade, the wave equation on black hole spacetimes has become a very active area in mathematical physics. As regards the Schwarzschild spacetime, “X estimates” providing local integrated energy decay (see Section 1.2.1 below) were derived in [6, 7, 18]. Note that [18] introduced a vector field estimate which captures in a stable manner the so-called redshift effect, which allowed the authors to obtain quantitative pointwise estimates on the horizon $\mathcal{H}^+$. Refinements for Schwarzschild were achieved in [20] and [35]. Similar estimates to [6] were derived in [8] for the whole parameter range of Reissner-Nordström including the extreme case. However, these estimates degenerate on $\mathcal{H}^+$ and require the initial data to be supported away from $\mathcal{H}^+$.

The first boundedness result for solutions of the wave equation on slowly rotating Kerr ($|a| \ll M$) spacetimes was proved in [21] and decay results were derived in [2, 22, 46]. Decay results for general subextreme Kerr spacetimes ($|a| < M$) are proven in [25]. Two new methods were presented recently for obtaining sharp decay of energy flux and pointwise decay on black hole spacetimes; see [24, 47]. For results on the coupled wave equation see [17]. For other results see [26, 27, 31]. For an exhaustive list of references, see [22].

Note that all previous arguments for obtaining boundedness and decay results on non-extreme black hole spacetimes near the horizon would break down in our case (see Sections 2.3, 10.1, 13). The reason for this is precisely the degeneracy of the redshift on $\mathcal{H}^+$.

1.2 Overview of Results and Techniques

We next describe the results we prove in this paper. All our estimates are with respect to $L^2$ norms and we mainly use the robust vector field method. Many of our results hold for more general (spherically symmetric) extreme black hole spacetimes (but we shall not pursue this here). We deduce that in some aspects the waves on extreme Reissner-Nordström have stable properties but in other aspects they appear to be unstable; this result is consistent with our discussion above about extreme black holes.

1.2.1 Zeroth Order Morawetz and X Estimates

Our analysis begins with local $L^2$ spacetime estimates. We refer to local spacetime estimates controlling the derivatives of $\psi$ as “X estimates” and $\psi$ itself as “zeroth order Morawetz estimate”. Both these types of estimates have a
long history (see [22]) beginning with the seminal work of Morawetz [37] for the wave equation on Minkowski spacetime. They arise from the spacetime term of energy currents $J^X_{\mu}$ associated to a vector field $X$. For Schwarzschild, such estimates appeared in [6, 7, 9, 18, 20] and for Reissner-Nordström in [8]. The biggest difficulty in deriving an $X$ estimate for black hole spacetimes has to do with the trapping effect. Indeed, from a continuity argument one can infer the existence of null geodesics which neither cross $H^+$ nor terminate at $I^+$. In our case these geodesics lie on a hypersurface of constant radius (see Section 2.2) known as the photon sphere. From the analytical point of view, trapping affects the derivatives tangential to the photon sphere and any non-degenerate spacetime estimate must lose (tangential) derivatives (i.e. must require high regularity for $\psi$).

In this paper, we first (making minimal use of the spherical decomposition) derive a zeroth order Morawetz estimate for $\psi$ which does not degenerate at the photon sphere. For the case $l \geq 1$ (where $l$ is related to the eigenvalues of the spherical Laplacian, see Section 7) our work is inspired by [20] and for $l = 0$ we present a method which is robust and uses only geometric properties of the domain of outer communications. Our argument applies for a wider class of black hole spacetimes and, in particular, it applies for Schwarzschild. Note that no unphysical conditions are imposed on the initial data which, in particular, are not required to be compactly supported or supported away from $H^+$. Once this Morawetz estimate is established, we then show how to derive a degenerate (at the photon sphere) $X$ estimate which does not require higher regularity and a non-degenerate $X$ estimate (for which we need, however, to commute with the Killing $T$). These estimates, however, degenerate on $H^+$; this degeneracy will be dropped later. See Theorem 1 of Section 4.

1.2.2 Uniform Boundedness of Non-Degenerate Energy

The vector field $T = \partial_v$ is causal and Killing and the energy flux of the current $J^T_{\mu}$ is non-negative definite (and bounded) but degenerates on the horizon (see Section 3). Moreover, in view of the lack of redshift along $H^+$, the divergence of the energy current $J^N_{\mu}$ associated to the redshift vector field $N$, first introduced in [18], is not positive definite near $H^+$ (see Section 10). For this reason we appropriately modify $J^N_{\mu}$ so the new bulk term is non-negative definite near $H^+$. Note that the arising boundary terms can be bounded using Hardy-like inequalities. It is important here to mention that a Hardy inequality (in the first form presented in Section 6) allows us to bound the local $L^2$ norm of $\psi$ on hypersurfaces crossing $H^+$ using the (conserved) degenerate energy of $T$. Note also that the bulk term is not positive far away from $H^+$ and so to control these terms we use the $X$ and zeroth order Morawetz estimates. See Theorem 2 of Section 4.
1.2.3 Conservation Laws on $\mathcal{H}^+$

Although the bulk term of the modified redshift current is non-negative definite, it degenerates on $\mathcal{H}^+$ with respect to the derivative transversal to $\mathcal{H}^+$. This degeneracy is a characteristic feature of degenerate event horizons. Indeed, in Section 13 we show that the lack of redshift along $\mathcal{H}^+$ gives rise to a series of conservation laws (see Theorem 3 of Section 4). These laws apply for waves which are supported on the angular frequency $l$, i.e. for which $\psi_k = 0$ for all $k \neq l$, where $\psi_k$ is the projection of $\psi$ (viewed as an $L^2$ function on the spheres of symmetry) on the eigenspace $V_k$ of the spherical Laplacian $\Delta$ (see Section 7). According to these laws a linear combination of the transversal derivatives of $\psi$ of order at most $l + 1$ is conserved along the null geodesics of $\mathcal{H}^+$. As we shall see, it is these conserved quantities that allow us to infer the unstable properties of extreme black holes, and thus, understanding their structure is crucial and essential. A consequence of these laws is that for generic initial data, the derivatives transversal to $\mathcal{H}^+$ for waves $\psi$ which are supported on the low angular frequencies do not decay, and if the order of the derivatives is sufficiently high then they in fact blow up along $\mathcal{H}^+$. The genericity here refers to data for which certain quantities do not vanish on the horizon.

Based on these conservation laws, we will also prove that the Schwarzschild boundedness argument of Kay and Wald [52] cannot be applied in the extreme case, i.e. for generic $\psi$, there does not exist a Cauchy hypersurface $\Sigma$ crossing $\mathcal{H}^+$ and a solution $\tilde{\psi}$ such that

$$T\tilde{\psi} = \psi$$

in the causal future of $\Sigma$.

1.2.4 Sharp Higher Order $L^2$ Estimates

We next return to the problem of retrieving the derivative tranversal to $\mathcal{H}^+$ in the $X$ estimate in a neighbourhood of $\mathcal{H}^+$. More generally, we establish $L^2$ estimates of the derivatives of $\psi$; see Theorem 4 of Section 4. In view of the conservation laws one expects to derive $k$th order ($k \geq 1$) $L^2$ estimates close to $\mathcal{H}^+$ only if $\psi_l = 0$ for all $l \leq k$. However, on top of this low frequency obstruction comes another new feature of degenerate event horizons. Indeed, to obtain such estimates, one needs to require higher regularity for $\psi$ and commute with the vector field transversal to $\mathcal{H}^+$. This shows that $\mathcal{H}^+$ exhibits phenomena characteristic of trapping (see also the discussion in Section 1.3.2). Then by using appropriate modifications and the Hardy inequalities we obtain the sharpest possible result. See Section 14. Note that although (an appropriate modification of) the redshift current can be used as a multiplier for all angular frequencies, the redshift vector field $N$ can only be used as a commutator\(^1\) for $\psi$ supported on the frequencies $l \geq 1$.

\(^1\)The redshift vector field was used as a commutator for the first time in [21].
1.2.5 Energy and Pointwise Decay

Using an adaptation of methods developed in the recent [24], we obtain energy and pointwise decay for $\psi$. See Theorems 5 and 7 of Section 4. In [24], a general framework is provided for obtaining decay results. The ingredients necessary for applying the framework are: 1) good asymptotics of the metric towards null infinity, 2) uniform boundedness of energy and 3) integrated local energy decay (where the spacetime integral of energy should be controlled by the energy of $\psi$ and $T\psi$). We first verify that extreme Reissner-Nordström satisfies the first hypothesis. However, in view of the trapping on the event horizon $H^+$, it turns out that the method described in [24] cannot be directly used to yield decay results in the extreme case. Indeed, the third hypothesis of [24] is not satisfied in extreme Reissner-Nordström. For this reason, we obtain several hierarchies of estimates in an appropriate neighbourhood of $H^+$. These estimates avoid multipliers or commutators with weights in $t$, following the philosophy of [24]. Our method applies to black hole spacetimes where trapping is present on $H^+$ (including, in particular, a wide class of extreme black holes). Pointwise estimates follow then by commuting with the generators of $so(3)$ and Sobolev estimates. We shall also see that the low angular frequencies decay more slowly than the higher ones. See Section 16.

1.2.6 Higher Order Pointwise Estimates

In order to provide a complete picture of the behaviour of waves $\psi$, it remains to derive pointwise estimates for all derivatives of $\psi$. We show that if $\psi$ is supported on the angular frequency $l$, then the derivatives transversal to $H^+$ of $\psi$ decay if the order is at most $l$. If the order is $l + 1$, then for generic initial data this derivative converges along $H^+$ to a non-zero number. As before, by generic initial data we mean data for which certain quantities do not vanish on $H^+$. If, moreover, the order is at least $l + 2$, then for generic initial data these derivatives blow up asymptotically along $H^+$. On the other hand, for $T^m \psi$ one needs to consider the order to be at least $l + 2 + m$ so the derivatives blow up. See Theorems 8 and 9 of Section 4. Therefore, the $T$ derivatives slightly counteract the action of the derivatives transversal to $H^+$. We conclude this paper by deriving similar decay, non-decay and blow-up results for the higher order energy. In particular, this shows that one can commute with the redshift vector field at most $l$ times for $\psi$ supported on the frequency $l$. See Section 17.

1.3 Remarks on the Analysis of Extreme Black Holes

We conclude this introductory section by discussing several new features of degenerate event horizons.

---

2It is also shown that $T\psi$ decays faster than $\psi$. 
1.3.1 Dispersion vs Redshift

In [22], it was shown that for a wide variety of non-extreme black holes, the redshift on $\mathcal{H}^+$ suffices to yield uniform boundedness of the non-degenerate energy without any need of understanding the dispersion properties of $\psi$. However, in the extreme case, the degeneracy of the redshift makes the understanding of the dispersion of $\psi$ essential even for the problem of boundedness. In particular, one has to derive spacetime integral estimates for $\psi$ and its derivatives.

1.3.2 Trapping Effect on $\mathcal{H}^+$

According to the results of Sections 12 and 14, in order to obtain $L^2$ estimates in neighbourhoods of $\mathcal{H}^+$ one must require higher regularity for $\psi$ and commute with the vector field transversal to $\mathcal{H}^+$ (which is not Killing). This loss of a derivative is characteristic of trapping. Geometrically, this is related to the fact that the null generators of $\mathcal{H}^+$ viewed as integrals curves of the Killing vector field $T$ are affinely parametrized.

The trapping properties of the photon sphere have different analytical flavour. Indeed, in order to obtain $L^2$ estimates in regions which include the photon sphere, one needs to commute with either $T$ or the generators of the Lie algebra $so(3)$ (note that all these vector fields are Killing). Only the high angular frequencies are trapped on the photon sphere (and for the low frequencies no commutation is required) while all the angular frequencies are trapped (in the above sense) on $\mathcal{H}^+$.

1.3.3 Instability of Degenerate Horizons

Our setting is appropriate for understanding the dynamic formation of extreme black holes from gravitational collapse:

One can construct spacetimes (for instance solutions of the Einstein-Maxwell-Scalar field system) such that the initial hypersurface $S \sim \mathbb{R}^3$ is complete and asymptotically flat with one end and the spacetime in region $\mathcal{R}$ coincides with the exterior region of extreme R-N. Consider arbitrary initial data $ID\Sigma_0$ on $\Sigma_0$ for the wave equation (in particular, suppose that their support includes $\mathcal{H}^+$).
By (extending and) solving backwards, we obtain a new initial data set $ID_S$ on the initial hypersurface $S$. The initial data $ID_{\Sigma_0}$ and $ID_S$ are isomorphic. Indeed, if one considers a scalar perturbation which corresponds to the data set $ID_S$, then the trace of the perturbation on $\Sigma_0$ corresponds to the data $ID_{\Sigma_0}$. Hence, the support of our initial data on $\Sigma_0$ should include $\mathcal{H}^+$. That is to say, our results represent a poor man’s linearisation of the non-linear problem.

In the linear level, the low angular frequencies not only are they trapped on $\mathcal{H}^+$, but their evolution is governed by conservation laws along null generators. These laws imply that for generic initial data (i.e. data for which certain quantities do not vanish on $\mathcal{H}^+ \cap \Sigma_0$), the higher order derivatives transversal to $\mathcal{H}^+$ blow up along $\mathcal{H}^+$. These differential operators are translation invariant and do not depend on the choice of a coordinate system. The blow-up of these geometric quantities suggests that extreme black holes are dynamically unstable. We hope that the methods we develop in this paper will be useful for proving such a result in the nonlinear setting.

1.4 Open Problems

An important problem is that of understanding the solutions of the wave equation on the extreme Kerr spacetime. This spacetime is not spherically symmetric and there is no globally causal Killing field in the domain of outer communications (in particular, $T$ becomes spacelike close to the event horizon). Recent results [25] overcome these difficulties for the whole subextreme range of Kerr. The extreme case remains open.

One could consider the problem of the wave equation coupled with the Einstein-Maxwell equations. Then decay for the scalar field was proven in the deep work of Dafermos and Rodnianski [17]. Again these results hold for non-extreme black holes. For extreme black holes even boundedness of waves remains open.

1.5 Addendum: Published Version

After its original appearance on the arxiv, this work was subsequently improved with various new results and split into two (now published) parts [3, 4].

2 Geometry of Extreme Reissner-Nordström Spacetime

The extreme Reissner-Nordström family is a one parameter subfamily sitting inside the two parameter Reissner-Nordström family of 4-dimensional Lorentzian

\footnote{Price’s law conjectures that all “parameters” of the exterior spacetime other than the mass, charge and angular momentum—so-called “hair”—should decay polynomially along the event horizon or null infinity. This decay suggests that black holes with regular event horizons are stable from the point of view of far away observers and can form dynamically in collapse. Clearly, our results prove that Price’s law does not hold in extreme R-N.}
manifolds \((\mathcal{N}_{M,e}, g_{M,e})\), where the parameters are the mass \(M > 0\) and the electromagnetic charge \(e \geq 0\). The extreme case corresponds to \(M = e\). In the ingoing Eddington-Finkelstein coordinates \((v, r)\) the metric of the extreme Reissner-Nordström takes the form
\[
g = -Ddv^2 + 2dvdr + r^2 g_{S^2},
\]
where
\[
D = D(r) = \left(1 - \frac{M}{r}\right)^2
\]
and \(g_{S^2}\) is the standard metric on \(S^2\). The Penrose diagram (see also Appendix A.3) of the spacetime \(\mathcal{N}\) covered by this coordinate system for \(v \in \mathbb{R}, r \in \mathbb{R}^+\) is

We will refer to the hypersurface \(r = M\) as the event horizon (and denote it by \(\mathcal{H}^+\)) and the region \(r \leq M\) as the black hole region. The region where \(M < r\) corresponds to the domain of outer communications.

In view of the existence of the timelike curvature singularity \(\{r = 0\}\) ‘inside’ the black hole (thought of here as a singular boundary of the black hole region) and its unstable behaviour, we are only interested in studying the wave equation in the domain of outer communications including the horizon \(\mathcal{H}^+\). Note that the study of the horizon is of fundamental importance. The horizon determines the existence of the black hole and therefore any attempt to prove the nonlinear stability of the exterior of black holes must come to terms with the structure of the horizon.

We consider a connected asymptotically flat SO(3)-invariant spacelike hypersurface \(\Sigma_0\) in \(\mathcal{N}\) terminating at \(i^0\) with boundary such that \(\partial \Sigma_0 = \Sigma_0 \cap \mathcal{H}^+\). We also assume that if \(n\) is its future directed unit normal and \(T = \partial_v\) then there exist positive constants \(C_1 < C_2\) such that
\[
C_1 < -g(n, n) < C_2,
\]
\[
C_1 < -g(n, T) < C_2.
\]
Let \(\mathcal{M}\) be the domain of dependence of \(\Sigma_0\). Then, using the coordinate system \((v, r)\) we have
\[
\mathcal{M} = \left(\mathbb{R} \times [M, +\infty) \times S^2\right) \cap J^+(\Sigma_0),
\]
where $J^+(\Sigma_0)$ is the causal future of $\Sigma_0$ (which by our convention includes $\Sigma_0$). Note that $\mathcal{M}$ is a manifold with stratified (piecewise smooth) boundary $\partial \mathcal{M} = (\mathcal{H}^+ \cap \mathcal{M}) \cup \Sigma_0$.

2.1 The Foliations $\Sigma_\tau$ and $\tilde{\Sigma}_\tau$

We consider the foliation $\Sigma_\tau = \varphi_\tau(\Sigma_0)$, where $\varphi_\tau$ is the flow of $T = \partial_v$. Of course, since $T$ is Killing, the hypersurfaces $\Sigma_\tau$ are all isometric to $\Sigma_0$.

We define the region

$$\mathcal{R}(0, \tau) = \cup_{0 \leq \tilde{\tau} \leq \tau} \Sigma_{\tilde{\tau}}.$$ 

On $\Sigma_\tau$ we have an induced Lie propagated coordinate system $(\rho, \omega)$ such that $\rho \in [M, +\infty)$ and $\omega \in S^2$. These coordinates are defined such that if $Q \in \Sigma_\tau$ and $Q = (v_Q, r_Q, \omega_Q)$ then $\rho = r_Q$ and $\omega = \omega_Q$. Our assumption on the normal $n_{\Sigma_0}$ (and thus for $n_{\Sigma_\tau}$) implies that there exists a bounded function $g_1$ such that

$$\partial_\rho = g_1 \partial_v + \partial_\rho.$$

This defines a coordinate system since $[\partial_\rho, \partial_\theta] = [\partial_\rho, \partial_\phi] = 0$. Moreover, the volume form of $\Sigma_\tau$ is

$$dg_{\Sigma_\tau} = V\rho^2 d\rho d\omega,$$

where $V$ is a positive bounded function.
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Another foliation is $\tilde{\Sigma}$ which, instead of terminating at $i^0$, terminates at $I^+$ and thus “follows” the waves to the future.

One can similarly define an induced coordinate system on $\tilde{\Sigma}$. Note that only local elliptic estimates (see Appendix D) are to be applied on $\tilde{\Sigma}$.

2.2 The Photon Sphere and Trapping Effect

One can easily see that there exist orbiting future directed null geodesics, i.e. null geodesics that neither cross the horizon $H^+$ nor meet null infinity $I^+$. A class of such geodesics $\gamma$ is of the form

$$\gamma : \mathbb{R} \rightarrow \mathcal{M}$$

$$\tau \mapsto \gamma (\tau) = \left( t(\tau), Q, \frac{\pi}{2}, \phi(\tau) \right).$$

The conditions $\nabla_{\dot{\gamma}} \dot{\gamma} = 0$ and $g(\dot{\gamma}, \dot{\gamma}) = 0$ imply that

$$Q = 2M,$$

which is the radius of the so called photon sphere. The $t, \phi$ depend linearly on $\tau$.  
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In the subextreme case we have \( Q = \frac{3M^2}{2} \left( 1 + \sqrt{1 - \frac{8e^2}{9M^2}} \right) \). In fact, from any point there is a family of null geodesics which asymptotically converge to the photon sphere to the future. The physical interpretation of the photon sphere will be crucial in what follows. Indeed, the existence of this “sphere” (which is in fact a 3-dimensional timelike hypersurface) implies that the energy of some photons is not scattered to null infinity or the black hole region. This is the so called trapping effect. Note, in comparison, that in Minkowski spacetime all future directed null geodesics meet future null infinity \( I^+ \). As we shall see, this effect forces us to require higher regularity for the waves in order to achieve decay results.

2.3 The Redshift Effect and Surface Gravity of \( \mathcal{H}^+ \)

As we have already seen, the vector field \( \partial_u \) becomes null on the event horizon \( \mathcal{H}^+ \) and is also tangent to it. Therefore, \( \mathcal{H}^+ \) is a null hypersurface. In view of the symmetry of the Levi-Civita connection, one easily sees that if \( N = \nabla f \), where the null hypersurface is given by \( f = 0 \), then \( N \) generates geodesics and satisfies the equation
\[
\nabla_N N = \lambda N. \tag{7}
\]
A similar equation holds if there exists a Killing field \( V \) which is normal to the null hypersurface. In this case, we have
\[
\nabla_V V = \kappa V \tag{8}
\]
on the hypersurface. Since \( V \) is Killing, the function \( \kappa \) is constant along the integral curves of \( V \). This can be seen by taking the pushforward of (8) via the flow of \( V \) and noting that since the flow of \( V \) consists of isometries, the pushforward of the Levi-Civita connection is the same connection. The quantity \( \kappa \) is called the surface gravity\(^4\) of the null hypersurface. Note that, in Riemannian geometry, any Killing field that satisfies (8) must have \( \kappa = 0 \); this is not the case for Lorentzian manifolds, however. It is the equation \( g(V, V) = 0 \) that allows \( \kappa \) not to be zero. In the Reissner-Nordström family, the surface gravities of the

\(^4\)This plays a significant role in black hole “thermodynamics” (see also [51] and [40]).
two horizons \{r = r_\pm\} are given by
\[ \kappa_\pm = \frac{r_\pm - r_\mp}{2r_\pm^2} = \frac{1}{2} \left. \frac{dD(r)}{dr} \right|_{r=r_\pm}, \] (9)
where \(D\) is given by (86) of Appendix A. Note that in extreme Reissner-Nordström spacetime we have \(D(r) = (1 - \frac{M}{r})^2\) and so \(r_+ = r_- = M\) which implies that the surface gravity vanishes. In general, a horizon whose surface gravity vanishes is called degenerate.

Physically, the surface gravity is related to the so-called redshift effect that is observed along (and close to) \(\mathcal{H}^+\). According to this effect, the wavelength of radiation close to \(\mathcal{H}^+\) becomes longer as \(v\) increases and thus the radiation gets less energetic. This effect has a long history in the heuristic analysis of waves but only in the last decade has it been used mathematically. For example, Price’s law (see [17]) and the stability and instability of Cauchy horizons in appropriate setting (see [15]) were proved using heavily this effect. (Note that for the latter, one also needs to use the dual blueshift effect which is present in the interior of black holes.) Moreover, a second proof of the boundedness of waves in Schwarzschild (the first proof was given in [52]) was established in [18] based on redshift, whereas in [22] it is proved that under some geometric assumptions, the positivity of surface gravity suffices to prove boundedness of waves without understanding the trapping.

3 The Cauchy Problem for the Wave Equation

We consider solutions of the Cauchy problem of the wave equation (2) with initial data
\[ \psi|_{\Sigma_0} = \psi_0 \in H^{k}_{\text{loc}}(\Sigma_0), \quad n_{\Sigma_0}\psi|_{\Sigma_0} = \psi_1 \in H^{k-1}_{\text{loc}}(\Sigma_0), \] (10)
where the hypersurface \(\Sigma_0\) is as defined in Section 2 and \(n_{\Sigma_0}\) denotes the future unit normal of \(\Sigma_0\). In view of the global hyperbolicity of \(\mathcal{M}\), there exists a unique solution to the above equation. Moreover, as long as \(k \geq 1\), we have that for any spacelike hypersurface \(S\)
\[ \psi|_{S} \in H^{k}_{\text{loc}}(S), \quad n_{S}\psi|_{S} \in H^{k-1}_{\text{loc}}(S). \]
In this paper we will be interested in the case where \(k \geq 2\). Moreover, we assume that
\[ \lim_{x \to i^0} r^{2}\psi(x) = 0. \] (11)
For simplicity, from now on, when we say “for all solutions \(\psi\) of the wave equation” we will assume that \(\psi\) satisfies the above conditions. Note that for obtaining sharp decay results we will have to consider even higher regularity for \(\psi\).
4 The Main Theorems

We consider the Cauchy problem for the wave equation (see Section 3) on the extreme Reissner-Nordström spacetime. This spacetime is partially covered by the coordinate systems \((t, r)\), \((t, r^*)\), \((v, r)\) and \((u, v)\) described in Appendix A.1. Recall that \(M\) is a positive parameter and \(D = D(r) = (1 - \frac{M}{r})^2\). Recall also that the horizon \(\mathcal{H}^+\) is located at \(\{r = M\}\) and the photon sphere at \(\{r = 2M\}\).

We denote \(T = \partial_v = \partial_t\), where \(\partial_v\) corresponds to the system \((v, r)\) and \(\partial_t\) corresponds to \((t, r)\). From now on, \(\partial_v, \partial_r\) are the vector fields corresponding to \((v, r)\), unless otherwise stated. Note that \(\partial_r^* = \partial_t\) on \(\mathcal{H}^+\) and therefore it is not transversal to \(\mathcal{H}^+\), whereas \(\partial_r\) is transversal to \(\mathcal{H}^+\).

The foliations \(\Sigma_\tau\) and \(\tilde{\Sigma}_\tau\) are defined in Sections 2.1 and 15 and the current \(J^V\) associated to the vector field \(V\) is defined in Section 5.1. For reference, we mention that close to \(\mathcal{H}^+\) we have

\[
J^T_\mu (\psi)n^\mu_\Sigma \sim (T\psi)^2 + \left(1 - \frac{M}{r}\right)^2 (\partial_r\psi)^2 + |\nabla/\psi|^2,
\]

which degenerates on \(\mathcal{H}^+\) whereas

\[
J^u_\mu (\psi)n^\mu_\Sigma \sim (T\psi)^2 + (\partial_r\psi)^2 + |\nabla/\psi|^2,
\]

which does not degenerate on \(\mathcal{H}^+\). As regards the foliation \(\tilde{\Sigma}_\tau\), we have for \(r\) sufficiently large

\[
J^T_\mu (\psi)n^\mu_\tilde{\Sigma} \sim (\partial_v\psi)^2 + |\nabla/\psi|^2,
\]

where \(\partial_v\) corresponds to the null coordinate system \((u, v)\). The Fourier decomposition of \(\psi\) on \(S^2(r)\) is discussed in Section 7 where it is also defined what it means for a function to be supported on a given range of angular frequencies. The notation \(\psi_l\) is also introduced in Section 7. Note that all the integrals are considered with respect to the volume form. The initial data are assumed to be as in Section 3 and sufficiently regular such that the right hand side of the estimates below are all finite. Then we have the following

**Theorem 1. (Morawetz and X estimates)** There exists a constant \(C > 0\) which depends on \(M\) and \(\Sigma_0\) such that for all solutions \(\psi\) of the wave equation the following estimates hold

1. **Non-Degenerate Zeroth Order Morawetz Estimate:**

\[
\int_{\mathcal{R}(0, \tau)} \frac{1}{r^4} \psi^2 \leq C \int_{\Sigma_0} J^{n_{\Sigma_0}}_\psi (\psi)n^\mu_{\Sigma_0}^\mu.
\]

2. **X Estimate with Degeneracy at \(\mathcal{H}^+\) and Photon Sphere:**

\[
\int_{\mathcal{R}(0, \tau)} \left( \frac{\sqrt{D}}{r^4} (\partial_r^*\psi)^2 + \frac{(r - 2M)^2}{r^6} \left( (\partial_t\psi)^2 + |\nabla/\psi|^2 \right) \right) \leq C \int_{\Sigma_0} J^T_\mu (\psi)n^\mu_{\Sigma_0}.
\]
3. *Estimate with Degeneracy at $\mathcal{H}^+$:*

$$\int_{\mathcal{R}(0,\tau)} \left( \frac{1}{r^4} (\partial_r \psi)^2 + \frac{\sqrt{D}}{r^4} (\partial_r \psi)^2 + \frac{1}{r} |\nabla \psi|^2 \right) \leq C \int_{\Sigma_0} (J^T_\mu (\psi)n^\mu_{\Sigma_0} + J^T_\mu (T\psi)n^\mu_{\Sigma_0}).$$

4. *Non-Degenerate Estimate with Commutation:*

If, in addition, $\psi$ is supported on the angular frequencies $l \geq 1$ then

$$\int_{\mathcal{R}(0,\tau)} \left( \frac{1}{r^4} (\partial_r \psi)^2 + \frac{1}{r^4} (\partial_t \psi)^2 + \frac{1}{r} |\nabla \psi|^2 \right) \leq C \int_{\Sigma_0} J^{\Sigma_0}_\mu (\psi)n^\mu_{\Sigma_0} + C \int_{\Sigma_0} J^{\Sigma_0}_\mu (n_{\Sigma_0}\psi)n^\mu_{\Sigma_0}.$$

**Theorem 2. (Uniform boundedness of Non-Degenerate Energy)** There exists a constant $C > 0$ which depends on $M$ and $\Sigma_0$ such that for all solutions $\psi$ of the wave equation we have

$$\int_{\Sigma_0} J^{\Sigma_0}_\mu (\psi)n^\mu_{\Sigma_0} \leq C \int_{\Sigma_0} J^{\Sigma_0}_\mu (\psi)n^\mu_{\Sigma_0}.$$

**Theorem 3. (Conservation Laws along $\mathcal{H}^+$)** There exist constants $\alpha^j_i, j = 0, 1, ..., l-1, i = 0, 1, ..., j+1$, which depend on $M$ and $l$ such that for all solutions $\psi$ of the wave equation which are supported on the frequency $l$ we have

$$\partial^2_r \psi = \sum_{i=0}^{j+1} \alpha^j_i \partial_r \partial^i_r \psi,$$

on $\mathcal{H}^+$. Moreover, there exist constants $\beta_i, i = 0, 1, ..., l$, which depend on $M$ and $l$ such that the quantity

$$H_l[\psi] = \partial^{l+1}_r \psi + \sum_{i=0}^l \beta_i \partial^i_r \psi$$

is conserved along the null geodesics of $\mathcal{H}^+$ and thus does not decay for generic initial data.

**Theorem 4. (Higher Order $L^2$ Estimates: Trapping on $\mathcal{H}^+$)** There exists $r_0$ such that $M < r_0 < 2M$ and a constant $C > 0$ which depends on $M$, $k$ and $\Sigma_0$ such that if $A = \{ M \leq r \leq r_0 \}$ then for all solutions $\psi$ of the wave equation...
with $\psi_l = 0$ for all $l \leq k - 1$, $k \in \mathbb{N}$, the following holds

$$\int_{\Sigma_r \cap A} (\partial_v \partial_r^k \psi)^2 + (\partial_r^{k+1} \psi)^2 + \left| \nabla \partial_r^k \psi \right|^2$$

$$+ \int_{\mathcal{M}^+} (\partial_v \partial_r^k \psi)^2 + \chi_k \left| \nabla \partial_r^k \psi \right|^2$$

$$+ \int_A (\partial_v \partial_r^k \psi)^2 + \sqrt{D} (\partial_r^{k+1} \psi)^2 + \left| \nabla \partial_r^k \psi \right|^2$$

$$\leq C \sum_{i=0}^k \int_{\Sigma_0} J_{\mu}^{n_{\Sigma_0}} (T^i \psi) n_{\Sigma_0}^\mu + C \sum_{i=1}^k \int_{\Sigma_0 \cap A} J_{\mu}^{n_{\Sigma_0}} (\partial_r^i \psi) n_{\Sigma_0}^\mu,$$

where $\chi_k = 1$ if $\psi_k = 0$ and $\chi_k = 0$ otherwise.

**Theorem 5. (Energy Decay)** Consider the foliation $\tilde{\Sigma}_r$ as defined in Section 14. Let

$$I^T_{\Sigma_r} (\psi) = \int_{\Sigma_r} J_{\mu}^{n_{\Sigma_r}} (\psi) n_{\Sigma_r}^\mu + \int_{\Sigma_r} J_{\mu}^T (T \psi) n_{\Sigma_r}^\mu + \int_{\Sigma_r} r^{-1} (\partial_v \psi)^2$$

and

$$I^{n_{\Sigma_r}}_{\Sigma_r} (\psi) = \int_{\Sigma_r} J_{\mu}^{n_{\Sigma_r}} (\psi) n_{\Sigma_r}^\mu + \int_{\Sigma_r} J_{\mu}^{n_{\Sigma_r}} (T \psi) n_{\Sigma_r}^\mu$$

$$+ \int_{A \cap \Sigma_r} J_{\mu}^{n_{\Sigma_r}} (\partial_r \psi) n_{\Sigma_r}^\mu + \int_{\Sigma_r} r^{-1} (\partial_v (r \psi))^2,$$

where $A$ is as defined in Theorem 4. Here $\partial_v$ corresponds to the null system $(u, v)$. There exists a constant $C$ that depends on the mass $M$ and $\tilde{\Sigma}_0$ such that:

- For all solutions $\psi$ of the wave equation we have

$$\int_{\Sigma_r} J_{\mu}^T (\psi) n_{\Sigma_r}^\mu \leq CE_1 \frac{1}{r^2},$$

where

$$E_1 (\psi) = I^T_{\Sigma_0} (T \psi) + \int_{\Sigma_0} J_{\mu}^{n_{\Sigma_0}} (\psi) n_{\Sigma_0}^\mu + \int_{\Sigma_0} (\partial_v (r \psi))^2.$$

- For all solutions $\psi$ to the wave equation which are supported on the frequencies $l \geq 1$ we have

$$\int_{\Sigma_r} J_{\mu}^{n_{\Sigma_r}} (\psi) n_{\Sigma_r}^\mu \leq CE_2 \frac{1}{r},$$

where

$$E_2 (\psi) = I^{n_{\Sigma_0}}_{\Sigma_0} (\psi).$$
• For all solutions \( \psi \) to the wave equation which are supported on the frequencies \( l \geq 2 \) we have

\[
\int_{\Sigma_r} J_{\mu}^{n_{\Sigma_r}}(\psi)n_{\Sigma_r}^\mu \leq CE_3 \frac{1}{\tau^2},
\]

where

\[
E_3(\psi) = I_{\Sigma_0}^{S_{\Sigma_0}}(\psi) + I_{\Sigma_0}^{S_{\Sigma_0}}(T\psi) + \int_{\partial S_{\Sigma_0}} J_{\mu}^{S_{\Sigma_0}}(\partial_r \partial_r \psi)n_{\Sigma_0}^\mu + \int_{S_{\Sigma_0}} (\partial_r (r \psi))^2.
\]

**Theorem 6. (Pointwise Boundedness)** There exists a constant \( C \) which depends on \( M \) and \( \Sigma_0 \) such that for all solutions \( \psi \) of the wave equation we have

\[
|\psi| \leq C \cdot \sqrt{E_4},
\]

everywhere in \( \mathcal{R} \), where

\[
E_4 = \sum_{|k| \leq 2} \int_{\Sigma_0} J_{\mu}^{n_{\Sigma_0}}(\Omega^k \psi)n_{\Sigma_0}^\mu.
\]

Alternatively, we have

\[
|\psi| \leq C \sqrt{\tilde{E}_4},
\]

everywhere in \( \mathcal{R} \), where

\[
\tilde{E}_4 = \int_{\Sigma_0} J_{\mu}^{n_{\Sigma_0}}(\psi)n_{\Sigma_0}^\mu + C \int_{\Sigma_0} J_{\mu}^{n_{\Sigma_0}}(n_{\Sigma_0} \psi)n_{\Sigma_0}^\mu.
\]

**Theorem 7. (Pointwise Decay)** Fix \( R_0 \) such that \( M < R_0 \) and let \( \tau \geq 1 \). Let \( E_1, E_2, E_3 \) be the quantities as defined in Theorem 6. Then, there exists a constant \( C \) that depends on the mass \( M \), \( R_0 \) and \( \Sigma_0 \) such that:

• For all solutions \( \psi \) to the wave equation we have

\[
|\psi| \leq C \sqrt{E_5} \frac{1}{\sqrt{r \cdot \tau}}, \quad |\psi| \leq C \sqrt{E_5} \frac{1}{r \cdot \sqrt{\tau}}
\]

in \( \{ R_0 \leq r \} \), where

\[
E_5 = \sum_{|k| \leq 2} E_1(\Omega^k \psi).
\]

• For all solutions \( \psi \) of the wave equation we have

\[
|\psi| \leq C \sqrt{E_6} \frac{1}{\tau^2}
\]

in \( \{ M \leq r \leq R_0 \} \), where

\[
E_6 = E_1 + E_4(\psi) + E_4(T\psi) + E_5 + \sum_{|k| \leq 2} (E_2(\Omega^k \psi) + E_3(\Omega^k \psi)) + \| \partial_r \psi \|_{L^\infty(S_{\Sigma_0})}^2.
\]
For all solutions $\psi$ to the wave equation which are supported on the frequencies $l \geq 1$ we have

$$|\psi| \leq C \sqrt{E_7 \frac{1}{\tau^\frac{7}{4}}}$$

in $\{ M \leq r \leq R_0 \}$, where

$$E_7 = E_5 + \sum_{|k| \leq 2} E_2(\Omega^k \psi) + \sum_{|k| \leq 2} E_3(\Omega^k \psi).$$

For all solutions $\psi$ to the wave equation which are supported on the frequencies $l \geq 2$ we have

$$|\psi| \leq C \sqrt{E_8 \frac{1}{\tau}},$$

in $\{ M \leq r \leq R_0 \}$, where

$$E_8 = \sum_{|k| \leq 2} E_3(\Omega^k \psi).$$

**Theorem 8.** (Higher Order Estimates I: Decay) Fix $R_1$ such that $R_1 > M$ and let $\tau \geq 1$. Let also $k,l \in \mathbb{N}$. Then there exists a constant $C$ which depend on $M, l, R_1$ and $\Sigma_0$ such that the following holds: For all solutions $\psi$ of the wave equation which are supported on the angular frequencies greater or equal to $l$, there exist norms $\tilde{E}_{k,l}, E_{k,l}$ of the initial data of $\psi$ such that

- $$\int_{\Sigma_\tau \cap \{ M \leq r \leq R_1 \}} J^N_\mu(\partial^k_r \psi)n^\mu_{\Sigma_\tau} \leq C \tilde{E}_{k,l} \frac{1}{\tau^\frac{1}{4}}$$ for all $k \leq l - 2$,

- $$\int_{\Sigma_\tau \cap \{ M \leq r \leq R_1 \}} J^N_\mu(\partial^{l-1}_r \psi)n^\mu_{\Sigma_\tau} \leq C \tilde{E}_{l-1,l} \frac{1}{\tau^\frac{1}{4}}$$,

- $$|\partial^k_r \psi| \leq C E_{k,l} \frac{1}{\tau}$$ in $\{ M \leq r \leq R_1 \}$ for all $k \leq l - 2$,

- $$|\partial^{l-1}_r \psi| \leq C E_{l-1,l} \frac{1}{\tau^\frac{1}{4}}$$ in $\{ M \leq r \leq R_1 \}$,

- $$|\partial^l_r \psi| \leq C E_{l,l} \frac{1}{\tau^\frac{1}{4}}$$ in $\{ M \leq r \leq R_1 \}$.

**Theorem 9.** (Higher Order Estimates II: Non-Decay and Blow-up) Fix $R_1$ such that $R_1 > M$. Let also $k,l \in \mathbb{N}$. Then there exists a positive constant $c$ which depends only on $M, l, k$ such that for all solutions $\psi$ to the wave equation which are supported on the frequency $l$ we have

- $\partial^{l+1}_r \psi(\tau, \theta, \phi) \to H_l[\psi](\theta, \phi)$ along $\mathcal{H}^+$ and generically $H_l[\psi](\theta, \phi) \neq 0$ almost everywhere on $\mathbb{S}^2_0$. 
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• $|\partial^j \psi| (\tau, \theta, \phi) \geq c |H_i[\psi](\theta, \phi)| \tau^{k-1}$ asymptotically on $H^+$, for $k \geq 2$.
• $\int_{\Sigma_{\tau}} J^N_\mu (\partial^k \psi)n^\mu_{\Sigma_{\tau}} \rightarrow +\infty \text{ as } \tau \rightarrow +\infty$ for all $k \geq l + 1$.

5 The Vector Field Method

For understanding the evolution of waves we will use the so-called vector field method. This is a geometric and robust method and involves mainly $L^2$ estimates. The main idea is to construct appropriate (0,1) currents and use Stokes’ theorem (see Appendix B) in appropriate regions. For a nice recent exposition see [1].

Given a (0,1) current $P_\mu$ we have the continuity equation

$$\int_{\Sigma_0} P_\mu n^\mu_{\Sigma_0} = \int_{\Sigma_{\tau}} P_\mu n^\mu_{\Sigma_{\tau}} + \int_{H^+(0, \tau)} P_\mu n^\mu_{H^+} + \int_{R(0, \tau)} \nabla^\mu P_\mu$$

(12)

where all the integrals are with respect to the induced volume form and the unit normals $n_{\Sigma_{\tau}}$ are future directed. The normal to the horizon $H^+$ is also future directed and can be chosen arbitrarily. Then the corresponding volume form on $H^+$ is defined such that (12) holds. For definiteness, from now on we consider that $n_{H^+} = \partial_v = T$. Furthermore, all the integrals are to be considered with respect to the induced volume form and thus we omit writing the measure.

5.1 The Compatible Currents $J$, $K$ and the Current $E$

We usually consider currents $P_\mu$ that depend on the geometry of $(M, g)$ and are such that both $P_\mu$ and $\nabla^\mu P_\mu$ depend only on the 1-jet of $\psi$. This can be achieved by using the wave equation to make all second order derivatives disappear and end up with something that highly depends on the geometry of the spacetime. There is a general method for producing such currents using the energy momentum tensor $T$. Indeed, the Lagrangian structure of the wave equation gives us the following energy momentum tensor

$$T_{\mu\nu}(\psi) = \partial_\mu \psi \partial_\nu \psi - \frac{1}{2} g_{\mu\nu} \partial^\rho \psi \partial_\rho \psi,$$

(13)

which is a symmetric divergence free (0,2) tensor. We will in fact consider this tensor for general functions $\psi : M \rightarrow \mathbb{R}$ in which case we have the identity

$$Div T(\psi) = (\Box_g \psi) d\psi.$$  

(14)

Since $T$ is a (0,2) tensor we need to contract it with vector fields of $M$. It is here where the geometry of $M$ makes its appearance. We have the following definition

**Definition 5.1.** Given a vector field $V$ we define the $J^V$ current by

$$J^V_\mu (\psi) = T_{\mu\nu}(\psi)V^\nu.$$

(15)
We say that we use the vector field $V$ as a multiplier$^5$ if we apply (12) for the current $J^\mu_V$. The divergence of this current is

$$\text{Div}(J) = \text{Div}(TV) = \text{Div}(T) V + T(\nabla V),$$

where $(\nabla V)^{ij} = (g^{ki}\nabla_k V)^j = (\nabla^i V)^j$. If $\psi$ is a solution of the wave equation then $\text{Div}(T) = 0$ and, therefore, $\nabla^\mu J^\mu_V$ is an expression of the 1-jet of $\psi$.

**Definition 5.2.** Given a vector field $V$ the scalar current $K^V$ is defined by

$$K^V(\psi) = T(\psi)(\nabla V) = T_{ij}(\psi)(\nabla^i V)^j.$$

Note that from the symmetry of the energy momentum tensor $T$ we have

$$K^V(\psi) = T_{\mu\nu}(\psi) \pi^{\mu\nu}_V,$$

where $\pi^{\mu\nu}_V = (\mathcal{L}_V g)^{\mu\nu}$ is the deformation tensor of $V$. Clearly if $\psi$ satisfies the wave equation then

$$K^V(\psi) = \nabla^\mu J^\mu_V(\psi).$$

Thus if we use Killing vector fields as multiplier then the divergence vanishes and so we obtain a conservation law. This is partly the content of a deep theorem of Noether$^6$. The first term of the right hand side of (16) does not vanish when we commute the wave equation with a vector field that is not Killing (or, more generally, when $\psi$ does satisfy the wave equation). Therefore, we also have the following definition.

**Definition 5.3.** Given a vector field $V$ we define the scalar current $E^V$ by

$$E^V(\psi) = \text{Div}(T)V = (\Box_g \psi)(V) = (\Box_g \psi)V(\psi).$$

### 5.2 The Hyperbolicity of the Wave Equation

Note that equation (13) provides us with an energy momentum tensor $T$ for any pseudo-Riemannian manifold. However, Lorentzian manifolds admit timelike vectors and the hyperbolicity of the wave equation is captured by the following proposition

**Proposition 5.2.1.** Let $V_1, V_2$ be two future directed timelike vectors. Then the quadratic expression $T(V_1, V_2)$ is positive definite in $d\psi$. By continuity, if one of these vectors is null then $T(V_1, V_2)$ is non-negative definite in $d\psi$.

**Proof.** Consider a point $p \in \mathcal{M}$ and the normal coordinates around this point and that without loss of generality $V_2 = (1,0,0,...,0)$. Then the proposition is an application of the Cauchy-Schwarz inequality. \qed

An important application of the vector field method and the hyperbolicity of the wave equation is the domain of dependence property.

As we shall see, the exact dependence of $T$ on the derivatives of $\psi$ will be crucial later. For a general computation see Appendix A.2.2.

\footnote{The name comes from the fact that the tensor $T$ is multiplied by $V$.}

\footnote{According to this theorem, any continuous family of isometries gives rise to a conservation law.}
6 Hardy Inequalities

In this section we establish three Hardy inequalities which as we shall see will be very crucial for obtaining sharp estimates. They do not require \( \psi \) to satisfy the wave equation and so we only assume that \( \psi \) satisfies the regularity assumptions described in Section 3 and (11). From now on, \( \Sigma_\tau \) is the foliation introduced in Section 2.1 (however, these inequalities hold also for the foliation \( \tilde{\Sigma}_\tau \)).

Proposition 6.0.2. (First Hardy Inequality) For all functions \( \psi \) which satisfy the regularity assumptions of Section 3 we have

\[
\int_{\Sigma_\tau} \frac{1}{r^2} \psi^2 \leq C \int_{\Sigma_\tau} D[(\partial_\rho \psi)^2 + (\partial_r \psi)^2],
\]

where the constant \( C \) depends only on \( M \) and \( \Sigma_0 \).

Proof. Consider the induced coordinate system \((\rho, \omega)\) introduced in Section 2.1. We use the 1-dimensional identity

\[
\int_M^{+\infty} (\partial_\rho h)\psi^2 d\rho = [h\psi^2]_r=M^{+\infty} - 2 \int_M^{+\infty} h\psi \partial_\rho \psi d\rho
\]

with \( h = r - M \). In view of the assumption on \( \psi \), the boundary terms vanish. Thus, Cauchy-Schwarz gives

\[
\int_{\{r \geq M\}} \psi^2 d\rho = -2 \int_{\{r \geq M\}} (r - M) \psi \partial_\rho \psi d\rho \\
\leq 2 \left( \int_{\{r \geq M\}} \psi^2 d\rho \right)^{1/2} \left( \int_{\{r \geq M\}} (r - M)^2 (\partial_\rho \psi)^2 d\rho \right)^{1/2}.
\]

Therefore,

\[
\int_{\{r \geq M\}} \psi^2 d\rho \leq 4 \int_{\{r \geq M\}} (r - M)^2 (\partial_\rho \psi)^2 d\rho.
\]

Integrating this inequality over \( S^2 \) gives us

\[
\int_{S^2} \int_{\{r \geq M\}} \frac{1}{\rho^2} \psi^2 \rho^2 d\rho d\omega \leq 4 \int_{S^2} \int_{\{r \geq M\}} D(\partial_\rho \psi)^2 \rho^2 d\rho d\omega.
\]

The result follows from the fact that each \( \Sigma_\tau \) is diffeomorphic to \( S^2 \times [M, +\infty) \) and the boundedness of the factor \( V \) in the volume form \( \theta \) of \( \Sigma_\tau \).

The importance of the above inequality lies on the weights. The weight of \( (\partial_\rho \psi)^2 \) vanishes to second order on \( \mathcal{H}^+ \) but does not degenerate at infinity\(^7\) whereas the weight of \( \psi \) degenerate at infinity but not at \( r = M \). Similarly, one

\(^7\)Note that if we replace \( r - M \) with another function \( g \) then we will not be able to make this weight degenerate fast enough without obtaining non-trivial boundary terms.
might derive estimates for the non-extreme case. We also mention that the right hand side is bounded by the (conserved) flux of $T$ through $\Sigma_\tau$ (see Section 8).

**Proposition 6.0.3. (Second Hardy Inequality)** Let $r_0 \in (M, 2M)$. Then for all functions $\psi$ which satisfy the regularity assumptions of Section 3 and any positive number $\epsilon$ we have

$$\int_{\mathcal{H}^+ \cap \Sigma_\tau} \psi^2 \leq \epsilon \int_{\Sigma_\tau \cap \{r \leq r_0\}} (\partial_\nu \psi)^2 + (\partial_\tau \psi)^2 + C_\epsilon \int_{\Sigma_\tau \cap \{r \leq r_0\}} \psi^2,$$

where the constant $C_\epsilon$ depends on $M$, $\epsilon$, $r_0$ and $\Sigma_0$.

**Proof.** We use as before the 1-dimensional identity

$$\int_M^r (\partial_\rho h)\psi^2 d\rho = [h\psi^2]_r^{r_0} - 2 \int_M^r h\psi \partial_\rho \psi d\rho$$

with $h = r - r_0$. Then

$$(r_0 - M)\psi^2(M) = \int_M^{r_0} \psi^2 + 2h\psi \partial_\rho \psi d\rho $$

$$\leq \epsilon \int_M^{r_0} (\partial_\rho \psi)^2 d\rho + \int_M^{r_0} \left(1 + \frac{g^2}{\epsilon}\right) \psi^2 d\rho,$$

for any $\epsilon > 0$. By integrating over $S^2$ and noting that the $\rho^2$ factor that appears in the volume form of $\Sigma \cap \{r \leq r_0\}$ is bounded we obtain the required result. \(\square\)

The previous two inequalities concern the hypersurfaces $\Sigma_\tau$ that cross $\mathcal{H}^+$. The next estimate concerns spacetime neighbourhoods of $\mathcal{H}^+$.

**Proposition 6.0.4. (Third Hardy Inequality)** Let $r_0, r_1$ be such that $M < r_0 < r_1 < 2M$. We define the regions

$$A = \mathcal{R}(0, \tau) \cap \{M \leq r \leq r_0\},$$

$$B = \mathcal{R}(0, \tau) \cap \{r_0 \leq r \leq r_1\}.$$

Then for all functions $\psi$ which satisfy the regularity assumptions of Section 3 we have

$$\int_A \psi^2 \leq C \int_B \psi^2 + C \int_{A \cup B} D[(\partial_\nu \psi)^2 + (\partial_\tau \psi)^2],$$

where the constant $C$ depends on $M$, $r_0$, $r_1$ and $\Sigma_0$.

These estimates turn out to be stronger since the weight of $\psi$ may diverge at $r = M$ in an integrable manner.
Proof. We again use the 1-dimensional identity
\[
\int_M^{r_1} (\partial_\rho h) \psi^2 \, d\rho = [h \psi^2]_{r = r_1}^{r = M} - 2 \int_M^{r_1} h \partial_\rho \psi \, d\rho
\]
with \( h \) such that \( h = 2(\rho - M) \) in \([M, r_0]\) and \( h(r_1) = 0 \). Then
\[
2 \int_M^{r_0} \psi^2 \, d\rho \leq \int_M^{r_0} \psi^2 \, d\rho + \int_{r_0}^{r_1} (1 - (\partial_\rho g)) \psi^2 \, d\rho + \int_M^{r_1} g^2 (\partial_\rho \psi)^2 \, d\rho.
\]
Thus, integrating over \( S^2 \) we obtain
\[
\int_{\Sigma_{\tilde{r}} \cap A} \psi^2 \leq C \int_{\Sigma_{\tilde{r}} \cap (A \cup B)} D[(\partial_\nu \psi)^2 + (\partial_\tau \psi)^2] + C \int_{\Sigma_{\tilde{r}} \cap B} \psi^2,
\]
for all \( \tilde{r} \geq 0 \), where the constant \( C \) depends on \( M \), \( r_0 \), \( r_1 \) and \( \Sigma_0 \). Therefore, integrating over \( \tilde{r} \in [0, \tau] \) and using coarea formula
\[
\int_0^\tau \left( \int_{\Sigma_{\tilde{r}}} f \right) d\tilde{r} \sim \int_{\bigcup_{0 \leq \tilde{r} \leq \tau} \Sigma_{\tilde{r}}} f
\]
completes the proof of the proposition.

7 Elliptic Theory on \( S^2(r) \), \( r > 0 \)

In view of the symmetries of the spacetime, it is important to understand the behaviour of functions on the orbits of the action of \( \text{SO}(3) \). Clearly, these orbits are isometric to \( S^2(r) \) for \( r > 0 \). The most important operator on \( S^2(r) \) for our applications is the spherical Laplacian (i.e. the Laplacian induced by the standard metric on \( S^2(r) \)) which will be denoted by \( \Delta \). In local coordinates it is given by
\[
\Delta \psi = \frac{1}{r^2 \sin \theta} \left[ \partial_\theta (\sin \theta \partial_\theta \psi) + \frac{1}{\sin \theta} \partial_\phi \partial_\phi \psi \right].
\]
Clearly, \( \Delta \psi \) is a linear second order differential operator
\[
\Delta : H^2(S^2(r)) \to L^2(S^2(r)).
\]
For the definition of the Sobolev space $H^2$ see Appendix C. However, $S^2(r)$ is compact without boundary and therefore any constant map on the sphere lies in the kernel of $\Delta$ and thus $\Delta$ is not invertible. Observing now that
\[
\int_{S^2(r)} (-\Delta + I) \psi \cdot \psi = \int_{S^2(r)} |\nabla \psi|^2 + \int_{S^2(r)} \psi^2,
\]
where $\nabla$ is the induced gradient on the sphere and $I$ the identity map, we see that $(-\Delta + I)$ is injective. It is not difficult to see that (19) implies that $O = (-\Delta + I)$ is surjective. Thus we have a well-defined inverse
\[
O^{-1} : L^2(S^2(r)) \rightarrow H^2(S^2(r)).
\]
Using Stokes’ theorem on $S^2(r)$ it is easy to see that $O^{-1}$ is self-adjoint. Moreover, by Rellich theorem, the image $H^2(S^2(r))$ of $O^{-1}$ is compactly imbedded in its domain $L^2(S^2(r))$. Therefore, $O^{-1}$ is also compact and thus if we view $T$ as an endomorphism of $L^2(S^2(r))$ then we can apply the spectral theorem and so we have a complete orthonormal basis of $L^2(S^2(r))$ of eigenvectors of $O^{-1}$ with discrete eigenvalues $\mu_i \searrow 0$. Hence the numbers $-\frac{1}{\mu_i} + 1$ are eigenvalues of $\Delta$. By separating the angular variables $\theta, \phi$ we can compute explicitly these eigenvalues. It turns out that the eigenvalues are equal to $-\frac{l(l+1)}{r^2}$, $l \in \mathbb{N}$. The dimension of the eigenspaces $E^l$ is equal to $2l + 1$ and the corresponding eigenvectors are denoted by $Y^{m,l}$, $-l \leq m \leq l$ and called spherical harmonics. We have $L^2(S^2(r)) = \oplus_{l \geq 0} E^l$ and, therefore, any function $\psi \in L^2(S^2(r))$ can be written as
\[
\psi = \sum_{l=0}^{\infty} \sum_{m=-l}^{l} \psi_{m,l} Y^{m,l}.
\]
The right hand side converges to $\psi$ in $L^2$ of the sphere and under stronger regularity assumptions the convergence is pointwise. Let us denote by $\psi_l$ the projection of $\psi$ onto $E^l$, i.e.
\[
\psi_l = \sum_{m=-l}^{l} \psi_{m,l} Y^{m,l}.
\]

**Proposition 7.0.5. (Poincaré inequality)** If $\psi \in L^2(S^2(r))$ and $\psi_l = 0$ for all $l \leq L - 1$ for some finite natural number $L$ then we have
\[
\frac{L(L+1)}{r^2} \int_{S^2(r)} \psi^2 \leq \int_{S^2(r)} |\nabla \psi|^2
\]
and equality holds if and only if $\psi_l = 0$ for all $l \neq L$.

**Proof.** We have
\[
\psi = \sum_{l \geq L} \psi_l.
\]
Therefore,

\[
\int_{S^2(r)} |\nabla \psi|^2 = - \int_{S^2(r)} \psi \cdot \Delta \psi = \int_{S^2(r)} \left( \sum_{l \geq L} \psi_l \right) \left( \sum_{l \geq L} \frac{l(l+1)}{r^2} \psi_l \right)
\]

\[
= \int_{S^2(r)} \sum_{l \geq L} \frac{l(l+1)}{r^2} \psi_l^2 \geq \frac{L(L+1)}{r^2} \int_{S^2(r)} \sum_{l \geq L} \psi_l^2 = \frac{L(L+1)}{r^2} \int_{S^2(r)} \psi^2,
\]

where we have used the orthogonality of distinct eigenspaces. \(\square\)

This inequality is very useful, since it gives us an estimate of the zeroth order term. However, it is rather restrictive since it requires \(\psi\) not to have highly symmetric components in its spherical decomposition. This should be contrasted with the Hardy inequalities where no such restriction is present. However, as we shall see in Section 12, the Poincaré inequality is very crucial in establishing sharp results. In particular, we will see that the behaviour of the spherical decomposition determines the evolution of waves close to \(H^+\).

Note also that each eigenspace \(E^l\) is finite dimensional (and so complete) and so closed. Therefore, \(L^2(S^2(r)) = E^l \oplus (E^l)^\perp\). For example, we have that \(\psi\) can be written uniquely as

\[
\psi = \psi_0 + \psi_{\geq 1},
\]

where \(\psi_{\geq 1} \in (E^l)^\perp = \oplus_{l \geq 1} E^l\).

Returning to our 4-dimensional problem, if \(\psi\) is sufficiently regular in \(\mathcal{R}\) then its restriction at each sphere can be written as in (20), where \(\psi_{m,l} = \psi_{m,l}(v, r)\) and \(Y^{m,l} = Y^{m,l}(\theta, \phi)\). We will not worry about the convergence of the series since we may assume that \(\psi\) is sufficiently regular.\footnote{Indeed, we may work only with functions which are smooth and such that the non-zero terms in (20) are finitely many. Then, since all of our results are quantitative and all the constants involved do not depend on \(\psi\), by a density argument we may lower the regularity of \(\psi\) requiring only certain norms depending on the initial data of \(\psi\) to be finite.} First observe that for each summand in (20) we have

\[
\square_g \psi_{m,l} Y^{m,l} = \left( S \psi_{m,l} - \frac{l(l+1)}{r^2} \psi_{m,l} \right) Y^{m,l},
\]

where \(S\) is an operator on the quotient \(\mathcal{M}/SO(3)\). Therefore, if \(\psi\) satisfies the wave equation then in view of the linear independence of \(Y^{m,l}\)'s the terms \(\psi_{m,l}\) satisfy \(S \psi_{m,l} = \frac{l(l+1)}{r^2} \psi_{m,l}\) and, therefore, each summand also satisfies the wave equation. This implies that if \(\psi_{m,l} = 0\) initially then \(\psi_{m,l} = 0\) everywhere. From now on, we will say that the wave \(\psi\) is supported on the angular frequencies \(l \geq L\) if \(\psi_i = 0, i = 0, \ldots, L - 1\) initially (and thus everywhere). Similarly, we will also say that \(\psi\) is supported on the angular frequency \(l = L\) if \(\psi \in E^L\).
Another important observation is that the operators \( \partial_v \) and \( \partial_r \) are endomorphisms of \( E^l \) for all \( l \). Indeed, \( \partial_v \) commutes with \( \triangle \) and if \( \psi \in E^l \) then

\[
\triangle \partial_r \psi = \partial_r \triangle \psi + \frac{2}{r} \triangle \partial_r \psi = -\frac{l(l+1)}{r^2} \partial_r \psi
\]

and thus \( \partial_r \psi \in E^l \). Therefore, if \( \psi \) is supported on frequencies \( l \geq L \) then the same holds for \( \partial_r \psi \).

8 The Vector Field \( T \)

One can easily see that \( \partial_v = \partial_t = \partial_t^* \) in the intersection of the corresponding coordinate systems. Here \( \partial_t \) corresponds to the coordinate basis vector field of either \( (t,r) \) or \( (t,r^*) \). Recall that the region \( \mathcal{M} \) where we want to understand the behaviour of waves is covered by the system \( (\psi, r, \theta, \phi) \). Therefore we define \( T = \partial_v \). It can be easily seen from (4) that \( T \) is Killing and timelike everywhere except on the horizon where it is null.

8.1 Uniform Boundedness of Degenerate Energy

Recall that

\[
K^T = T_{\mu\nu} \pi^T_{\mu\nu},
\]

where \( \pi^T_{\mu\nu} \) is the deformation tensor of \( T \). Since \( T \) is Killing, its deformation tensor is zero and so

\[
K^T = 0.
\] (21)

Therefore, the divergence identity in the region \( \mathcal{R}(0,\tau) \) gives us the following conservation law

\[
\int_{\Sigma_{\tau}} J^T_{\mu} n^\mu_{\Sigma_{\tau}} + \int_{\mathcal{H}^+} J^T_{\mu} n^\mu_{\mathcal{H}^+} = \int_{\Sigma_0} J^T_{\mu} n^\mu_{\Sigma_0}.
\] (22)

Since \( T \) is null on the horizon \( \mathcal{H}^+ \) we have that \( J^T_{\mu} n^\mu_{\mathcal{H}^+} \geq 0 \). More precisely, since \( n^\mu_{\mathcal{H}^+} = T \), from (95) (See Appendix A.2.2) we have

\[
J^T_{\mu} n^\mu_{\mathcal{H}^+} = (\partial_v \psi)^2,
\]

thus proving the following proposition:

**Proposition 8.1.1.** For all solutions \( \psi \) of the wave equation we have

\[
\int_{\Sigma_{\tau}} J^T_{\mu} (\psi) n^\mu_{\Sigma_{\tau}} \leq \int_{\Sigma_0} J^T_{\mu} (\psi) n^\mu_{\Sigma_0}.
\] (23)

\(^{10}\text{Note that in the subextreme range } T \text{ becomes spacelike in the region bounded by the two horizons, which however coincide in the extreme case.}\)
We know by Proposition 5.2.1 that $J^T \mu n^\Sigma \tau$ is non-negative definite. However, we need to know the exact way $J^T \mu n^\Sigma \tau$ depends on $d\psi$. Note that $\omega_n$ (see Appendix A.2.2) is strictly positive and uniformly bounded. However
\[
\omega_T = -\frac{1}{2} g(T, T) = \frac{1}{2} D,
\]
which clearly vanishes (to second order) at the horizon. Therefore, (95) implies
\[
J^T \eta^\mu \sim (\partial_r \psi)^2 + D (\partial_r \psi)^2 + |\nabla \psi|^2,
\]
where the constants in $\sim$ depend on the mass $M$ and $\Sigma_0$. Note that all these relations are invariant under the flow of $T$.

On $\mathcal{H}^+$, the energy estimate (23) degenerates with respect to the transversal derivative $\partial_r \psi$. It is exactly this that does not allow us to use estimate (23) to obtain the boundedness result for the waves in the whole region $\mathcal{R}$. However, if we restrict our attention to the region where $r \geq r_0 > M$ (i.e. away from the horizon) then commutating the wave equation with $T$ and estimate (23) in conjunction with elliptic and Sobolev estimates give us the boundedness of $\psi$ in this region. This result is not satisfactory since it provides no information about the behaviour of waves on the horizon (which is the boundary of the black hole) and so it is not sufficient for non-linear stability problems.

9 Integrated Weighted Energy Decay

It turns out that even proving uniform boundedness of $\psi$ requires a strong result such as integrated decay. The first result we prove in this direction is that there exists a constant $C$ which depends on $M$ and $\Sigma_0$ such that
\[
\int_{\mathcal{R}} \chi \cdot (J^T \eta^\mu n^\Sigma_\tau + \psi^2) \leq C \int_{\Sigma_0} J^T \eta^\mu n^\Sigma_\tau,
\]
where the weight $\chi = \chi(r)$ degenerates only at $\mathcal{H}^+$, at $r = 2M$ (photon sphere) and at infinity. The degeneracy at the photon sphere is expected in view of trapping. In particular, as we shall see, such an estimate degenerates only with respect to the derivatives tangential to the photon sphere. This degeneracy can be overcome at the expense of commuting with $T$. The degeneracy at $\mathcal{H}^+$ is due to the lack of redshift and can be overcome by commuting with (the non Killing) vector field $\partial_r$ and by imposing conditions on the spherical decomposition of $\psi$ (see Section 12). In Section 13 we will see that these conditions are necessary. The degeneracy at infinity will be dropped in Section 15 where we will use a vector field more adapted to the neighbourhoods of $I^+$ (which do not contain $\nu$).

Our approach for obtaining the above estimate is by first deriving the weighted $L^2$ estimate for $\psi$ and then for the derivatives. Note that no unphysical restriction on the initial data is required (in particular they are not required to be supported away $\mathcal{H}^+$).
9.1 The Vector Field $X$

We are looking for a vector field which gives rise to a current whose divergence is non-negative (upon integration on the spheres of symmetry). Our work here is inspired by [20]. We will be working with vector fields of the form $X = f(r^*) \partial_{r^*}$ (for the coordinate system $(t, r^*)$ see Appendix A.1).

9.1.1 The Spacetime Term $K^X$

We compute

$$K^X = \left( \frac{f'}{2D} + \frac{f}{r} \right) (\partial_t \psi)^2 + \left( \frac{f'}{2D} - \frac{f}{r} \right) (\partial_{r^*} \psi)^2 + \left( -\frac{f' + 2fH}{2} \right) |\nabla \psi|^2,$$

where $f' = \frac{df(r^*)}{dr^*}$ and $H = \frac{1}{2} \frac{dD(r)}{dr^*}$. Note that all the derivatives from now on will be considered with respect to $r^*$ unless otherwise stated.

Unfortunately, the trapping obstruction does not allow us to obtain a positive definite current $K^X$ so easily. Indeed, if we assume that all these coefficients are positive then we have

$$f' > 0, f < 0$$
$$-\frac{fH}{D} > \frac{f'}{2D} > -\frac{f}{r} \Rightarrow$$
$$\left( -\frac{H}{D} + \frac{1}{r} \right) f > 0 \Rightarrow$$
$$\left( \frac{H}{D} - \frac{1}{r} \right) < 0,$$

but the quantity $\left( \frac{H}{D} - \frac{1}{r} \right)$ changes sign exactly at the radius $Q$ of the photon sphere. Therefore, there is no way to make all the above four coefficients positive. For simplicity, let us define

$$P(r) = -H \cdot r + D = \frac{r^2 - 3Mr + 2e^2}{r^2}.$$

9.2 The Case $l \geq 1$

We first consider the case where $\psi$ is supported on the frequencies $l \geq 1$.

9.2.1 The Currents $J^X_{\mu,1}$ and $K^X_{\mu,1}$

To assist in overcoming the obstacle of the photon sphere we shall introduce zeroth order terms in order to modify the coefficient of $(\partial_t \psi)^2$ and create another which is more flexible. Let us consider the current

$$J^X_{\mu, g, h, w} = J^X_{\mu} + g(r) \psi \nabla_{\mu} \psi + h(r) \psi^2 (\nabla_{\mu} w),$$
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where $g, h, w$ are functions on $\mathcal{M}$. Then we have

$$\tilde{K}^X = \nabla^\mu J^X_{\mu,g,h,w} = K^X + \nabla^\mu (g \psi \nabla_\mu \psi) + \nabla^\mu (h \psi^2 (\nabla_\mu w))$$

$$= K^X + (\nabla^\mu g) \psi \nabla_\mu \psi + g (\nabla^a \psi \nabla_a \psi) + (\nabla^\mu h) \psi^2 (\nabla_\mu w) +$$

$$+ h \psi^2 (\Box_g w) + 2 h \psi (\nabla^\mu \psi) (\nabla_\mu \psi)$$

$$= K^X + g (\nabla^a \psi \nabla_a \psi) + (\nabla^\mu g + 2 h \nabla^\mu w) \psi \nabla_\mu \psi + (\nabla_\mu h \nabla^\mu w + h (\Box_g w)) \psi^2.$$ 

By taking $h = 1, g = 2G, w = -G$ we make the coefficient of $\psi \nabla_\mu \psi$ vanish. Therefore, let us define

$$J^{X,1}_{\mu} = J^X_{\mu} + 2G \psi (\nabla_\mu \psi) - (\nabla_\mu G) \psi^2.$$ 

(24)

Then

$$K^{X,1} = \nabla^\mu J^{X,1}_{\mu} = K^X + 2G (\nabla^a \psi \nabla_a \psi) - (\Box_g G) \psi^2$$

$$= K^X + 2G \left( \left( -\frac{1}{D} \right) (\partial_r \psi)^2 + \left( \frac{1}{D} \right) (\partial_r \psi) + |\nabla \psi|^2 \right) - (\Box_g G) \psi^2.$$ 

Therefore, if we take $G$ such that

$$G = \frac{f}{4} + \frac{f \cdot D}{2r}$$

(25)

then

$$K^{X,1} = \frac{f'}{D} (\partial_r \psi)^2 + \frac{f \cdot P}{r^3} |\nabla \psi|^2 - (\Box_g G) \psi^2$$

$$= \frac{f'}{D} (\partial_r \psi)^2 + \frac{f \cdot P}{r^3} |\nabla \psi|^2$$

$$- \left( \frac{1}{4D} f'' + \frac{1}{r} f'' + \frac{D'}{D \cdot r} f' + \left( \frac{D''}{2D \cdot r} - \frac{D'}{2r^2} \right) f \right) \psi^2$$

Note that, since $f$ must be bounded and $f'$ positive, $-f''$ must become negative and therefore has the wrong sign. Note also the factor $D$ at the denominator which degenerates at the horizon. One way to overcome this would be to make $f$ approach appropriately the horizon and spatial infinity and $f'$ sufficiently concave at the photon sphere. But then, we would need $\psi_{\mu,l} = 0$ for sufficiently large $l$ in order to compensate the loss in the compact intermediate regions. However, we want to avoid this restriction on $\psi$. The way that turns out to work is by borrowing from the coefficient of $(\partial_r \psi)^2$ which is accomplished by introducing a third current, as in [20].

9.2.2 The Current $J^{X,2}_{\mu}$ and Estimates for $K^{X,2}$

We define

$$J^{X,2}_{\mu} (\psi) = J^{X,1}_{\mu} (\psi) + \frac{f'}{D \cdot f} \beta \psi^2 X_\mu,$$
where \( \beta \) will be a function of \( r^* \) to be defined below. Since
\[
\text{Div}(fV) = f \text{Div}(V) + V(f),
\]
and
\[
\text{Div}(\partial_{r^*}) = \frac{D'}{D} + \frac{2D}{r^*},
\]
we have
\[
K^{X,2} = K^{X,1} + \text{Div} \left( \frac{f'}{D} \beta \psi^2 \partial_{r^*} \right)
\]
\[
= \frac{f'}{D} (\partial_{r^*} \psi + \beta \psi)^2 + \frac{f \cdot P}{r^3} |\nabla\psi|^2 + \left[ -\frac{1}{4} \frac{f'''}{D} + \left( \beta - \frac{D}{r} \right) \frac{f''}{D} + \left( \beta' - \beta^2 + \frac{2D}{r} \beta - \frac{D'}{r} \right) \frac{f'}{D} + \left( \frac{D'}{2r^2} - \frac{D''}{2r \cdot D} \right) f \right] \psi^2.
\]
Note that the coefficient of \( f \psi^2 \) is independent of the choice of the function \( \beta \).

Let us now take
\[
\beta = \frac{D}{r} - \frac{x}{\alpha^2 + x^2},
\]
where \( x = r^* - \alpha - \sqrt{\alpha} \) and \( \alpha > 0 \) a sufficiently large number to be chosen appropriately. As we shall see, the reason for introducing this shifted coordinate \( x \) is that we want the origin \( x = 0 \) to be far away from the photon sphere. Then
\[
K^{X,2} = \frac{f'}{D} (\partial_{r^*} \psi + \beta \psi)^2 + \frac{f \cdot P}{r^3} |\nabla\psi|^2 + \left[ -\frac{1}{4} \frac{f'''}{D} + \left( \beta - \frac{D}{r} \right) \frac{f''}{D} + \left( \beta' - \beta^2 + \frac{2D}{r} \beta - \frac{D'}{r} \right) \frac{f'}{D} + \left( \frac{D'}{2r^2} - \frac{D''}{2r \cdot D} \right) f \right] \psi^2.
\]
We clearly need to choose a function \( f \) that is strictly increasing and changes sign at the photon sphere. So, if we choose this function (which we call \( f^\alpha \)) such that
\[
(f^\alpha)' = \frac{1}{\alpha^2 + x^2}, \quad f^\alpha (r^* = 0) = f^\alpha (r = 2M) = 0,
\]
then
\[
F := -\frac{1}{4} \frac{(f^\alpha)'''}{D} - \frac{x}{\alpha^2 + x^2} \frac{(f^\alpha)''}{D} - \frac{\alpha^2}{(\alpha^2 + x^2)^2} \frac{(f^\alpha)'}{D} - \frac{1}{2D} \frac{x^2 - \alpha^2}{(\alpha^2 + x^2)^2},
\]
If we define \( X^\alpha = f^\alpha \partial_{r^*} \) and
\[
I = \left( \frac{D'}{2r^2} - \frac{D''}{2r \cdot D} \right) x^2
\]
then
\[
K^{X^\alpha,2} (\psi) = \frac{(f^\alpha)'}{D} (\partial_{r^*} \psi + \beta \psi)^2 + \frac{f^\alpha \cdot P}{r^3} |\nabla\psi|^2 + (F + I) \psi^2.
\]

33
9.2.3 Nonnegativity of $K^{X^a,2}$

**Proposition 9.2.1.** There exists a constant $C$ which depends only on $M$ such that for all solutions $\psi$ to the wave equation which are supported on the frequencies $l \geq 1$ we have

$$\int_{S^2} \left( \frac{P \cdot (r - 2M)}{r^4} |\nabla \psi|^2 + \frac{1}{D} \frac{1}{(r^*)^2 + 1} \psi^2 \right) \leq C \int_{S^2} K^{X^a,2}(\psi). \quad (26)$$

**Proof.** We have

$$K^{X^a,2} \geq \frac{f^a \cdot P}{r^3} |\nabla \psi|^2 + (F + I) \psi^2.$$ 

For the term $I$ we have

$$I = \left( \frac{D'}{2r^2} - \frac{D''}{2D \cdot r} \right) f \cdot P = \frac{f^a}{2r} \left( \frac{D'}{r} - \frac{D''}{D} \right).$$

However,

$$\frac{D'}{r} - \frac{D''}{D} = \frac{D\partial_r D}{r} - \partial_r (D\partial_r D) = \frac{D\partial_r D}{r} - \left( \partial_r D \right)^2 - D\partial_{rr} D$$

$$= D^2 \frac{2M}{r^3} - D \frac{4M^2}{r^4} - D \left[ D^2 \left( -\frac{4M}{r^3} \right) + \frac{2M^2}{r^4} \right]$$

$$= \left( 1 - \frac{M}{r} \right)^2 \left( 1 - \frac{2M}{r} \right) \frac{6M}{r^3}$$

$$= \left( 1 - \frac{M}{r} \right)^2 \left( 1 - \frac{2M}{r} \right) \frac{6M}{r^3}$$

$$= \left( 1 - \frac{M}{r} \right) \frac{6M}{r^5} P.$$ 

Therefore,

$$I = \left( 1 - \frac{M}{r} \right) \frac{3M}{r^6} f^a \cdot P.$$ 

Therefore, $I \geq 0$ and vanishes (to second order) at the horizon and the photon sphere. Note now that the term $F$ is positive $x$ is not in the interval $[-\alpha, \alpha]$. On the other hand, the photon sphere is far away from the region where $x \in [-\alpha, \alpha]$ so $I$ is positive there. However, $I$ behaves like $\frac{1}{r^6}$ and so it is not sufficient to compensate the negativity of $F$. That is why we need to borrow from the coefficient of $\nabla^2 \psi$ which behaves like $\frac{1}{r^4}$. Indeed, the Poincaré inequality gives us

$$\int_{S^2} \frac{2}{r^4} \psi^2 \leq \int_{S^2} |\nabla \psi|^2,$$
and, therefore, it suffices to prove that

\[ 2 \frac{f^\alpha \cdot P}{r^5} + F > 0 \]

for all \( x \in [-\alpha, \alpha] \) or, equivalently, \( r^* \in [\sqrt{\alpha}, 2\alpha + \sqrt{\alpha}] \). Then

\[ F = \frac{1}{D} \frac{x^2 - \alpha^2}{2(x^2 + \alpha^2)^3} = \Delta^\alpha \frac{x^2 - \alpha^2}{2(x^2 + \alpha^2)^3} \]

with \( 1 \leq \Delta^\alpha \to 1 \) as \( \alpha \to +\infty \). Moreover, since \( r^* \geq r \) for big \( r \), by taking \( \alpha \) sufficiently big we have

\[ 2 \frac{f^\alpha \cdot P}{r^5} \geq 2 \delta^\alpha \frac{f^\alpha}{(r^*)^3} \]

with \( 1 \geq \delta^\alpha \to 1 \) as \( \alpha \to +\infty \). Therefore, we need to establish that

\[ \Pi := \frac{(\alpha^2 - x^2)(x + \alpha + \sqrt{x})^3}{4(x^2 + \alpha^2)^3 f^\alpha} < \frac{\delta^\alpha}{\Delta^\alpha} \]

for all \( x \in [-\alpha, \alpha] \). In view of the asymptotic behaviour of the constants \( \Delta^\alpha, \delta^\alpha \) it suffices to prove that the right hand side of the above inequality is strictly less than 1.

**Lemma 9.2.1.** *Given the function \( f^\alpha (r^*) = f^\alpha (r^* (x)) \) defined above, we have the following: If \( -\alpha \leq x \leq 0 \) then*

\[ f^\alpha > \frac{x + \alpha}{2\alpha^2}. \]

*Also, if \( 0 \leq x \leq \alpha \) then*

\[ f^\alpha > \frac{x + \alpha}{x^2 + \alpha^2} - \frac{1}{2\alpha}. \]

**Proof.** For \( -\alpha \leq x \leq 0 \) we have

\[ f^\alpha (x) = \frac{\int_{-\alpha}^x \frac{1}{\bar{x}^2 + \alpha^2} d\bar{x}}{\int_{-\alpha}^{\sqrt{x}} \frac{1}{\bar{x}^2 + \alpha^2} d\bar{x}} > \frac{\int_{-\alpha}^x \frac{1}{\bar{x}^2 + \alpha^2} d\bar{x}}{\int_{-\alpha}^{-x} \frac{1}{\bar{x}^2 + \alpha^2} d\bar{x}} \]

Now for \( 0 \leq x \leq \alpha \) we have

\[ f^\alpha (x) > \frac{\int_{-\alpha}^x \frac{1}{\bar{x}^2 + \alpha^2} d\bar{x}}{\int_{-\alpha}^{-x} \frac{1}{\bar{x}^2 + \alpha^2} d\bar{x}} \]

\[ = \frac{\int_{-\alpha}^x \frac{1}{\bar{x}^2 + \alpha^2} d\bar{x}}{\int_{-\alpha}^{-x} \frac{1}{\bar{x}^2 + \alpha^2} d\bar{x}} - \frac{\int_{-\alpha}^x \frac{1}{\bar{x}^2 + \alpha^2} d\bar{x}}{\int_{-\alpha}^{-x} \frac{1}{\bar{x}^2 + \alpha^2} d\bar{x}} \]

\[ > \frac{x + \alpha}{x^2 + \alpha^2} - \frac{1}{2\alpha}. \]

\[ \square \]
Consequently, if $-\alpha \leq x \leq 0$ and $x = -\lambda \alpha$ then $0 \leq \lambda \leq 1$ and

\[
\Pi \leq \frac{(x - \alpha) (x + \alpha + \sqrt{\alpha})^3 \alpha^2}{2 (x^2 + \alpha^2)^3} = \frac{(1 - \lambda) \left(1 + \lambda + \alpha^{-1/2}\right)^3}{2 \left(\lambda^2 + 1\right)^3}
\]

\[
= d_\alpha \frac{(1 - \lambda) (1 + \lambda)^3}{2 \left(\lambda^2 + 1\right)^3} < d_\alpha \frac{2}{3} < \frac{9}{10},
\]

since $d_\alpha \to 1$ as $\alpha \to +\infty$. Similarly, if $0 \leq x \leq \alpha$ and $x = \lambda \alpha$ then $0 \leq \lambda \leq 1$ and

\[
\Pi \leq \frac{\alpha \left(\alpha^2 - x^2\right) (x + \alpha + \sqrt{\alpha})^3}{2 (x^2 + \alpha^2)^2 (\alpha^2 + 2\alpha x - x^2)} < \frac{\alpha \left(\alpha^2 - x^2\right) (x + \alpha + \sqrt{\alpha})^3}{2 (x^2 + \alpha^2)^3}
\]

\[
= \tilde{d}_\alpha \frac{(1 - \lambda^2) (1 + \lambda)^3}{2 \left(1 + \lambda^2\right)^3} < \tilde{d}_\alpha \frac{8}{10} < \frac{9}{10},
\]

since $\tilde{d}_\alpha \to 1$ as $\alpha \to +\infty$. \hfill \Box

Note, however, that although the coefficient of $\psi$ does not degenerate on the photon sphere, the coefficient of the angular derivatives vanishes at the photon sphere to second order. Having this estimate for $\psi$, we obtain estimates for its derivatives (in Section 9.7 we derive a similar estimate for $\psi$ for the case $l = 0$).

**Proposition 9.2.2.** There exists a positive constant $C$ which depends only on $M$ such that for all solutions $\psi$ of the wave equation which are supported on the frequencies $l \geq 1$ we have

\[
\int_{S^2} \left(\frac{(r - M)}{r^4} (\partial_\tau \psi)^2 + \frac{(r - M)}{r^4} \psi^2\right) \leq C \int_{S^2} \sum_{i=0}^{1} K^{X^\alpha,2} \left(T^i \psi\right).
\]

**Proof.** From (26) we have that the coefficient of $\psi^2$ does not degenerate at the photon sphere. The weights at infinity are given by the Poincaré inequality. Commuting the wave equation with $T$ completes the proof of the proposition. \hfill \Box

### 9.2.4 The Lagrangian Current $L^f_\mu$

In order to retrieve the remaining derivatives we consider the Lagrangian\textsuperscript{11} current

\[
L^f_\mu = f \psi \nabla_\mu \psi,
\]

where

\[
f = \frac{1}{r^3} D^\frac{2}{3}.
\]

\textsuperscript{11} The name Lagrangian comes from the fact that if $\psi$ satisfies the wave equation and $L$ denotes the Lagrangian that corresponds to the wave equation, then $L(\psi, d\psi, g^{-1}) = g^\mu\nu \partial_\mu \psi \partial_\nu \psi = \text{Div}(\psi \nabla_\mu \psi)$
Proposition 9.2.3. There exists a positive constant $C$ which depends only on $M$ such that for all solutions $\psi$ of the wave equation which are supported on the frequencies $l \geq 1$ we have

$$\int_{S^2} \left( \frac{\sqrt{D}}{r^3} (\partial_t \psi)^2 + \frac{\sqrt{D}}{2r^3} (\partial_r \psi)^2 + \frac{D^{3/2}}{r^3} |\nabla \psi|^2 \right) \leq \int_{S^2} \left( \text{Div}(L^f_{\mu}) + C \sum_{i=0}^{1} K^{X^\alpha, 2} (T_i \psi) \right).$$

Proof. We have

$$\text{Div}(L^f_{\mu}) = f \nabla^\mu \nabla_\mu \psi + \nabla^\mu f \nabla_\mu \psi$$

$$= - \frac{f}{D} (\partial_t \psi)^2 + \frac{f}{D} (\partial_r \psi)^2 + f |\nabla \psi|^2 + \frac{f'}{D} \psi (\partial_r \psi)$$

$$= - \frac{\sqrt{D}}{r^3} (\partial_t \psi)^2 + \frac{\sqrt{D}}{r^3} (\partial_r \psi)^2 + \frac{D^{3/2}}{r^3} |\nabla \psi|^2 + \frac{3D}{r^4} \left( \frac{M}{r} - 3\sqrt{D} \right) \psi \partial_r \psi$$

$$\geq \frac{\sqrt{D}}{r^3} (\partial_r \psi)^2 + \frac{D^{3/2}}{r^3} |\nabla \psi|^2 - \frac{\sqrt{D}}{r^3} (\partial_t \psi)^2 - \frac{1}{\epsilon} \frac{D}{r^4} \psi^2 - \epsilon \frac{D}{r^4} (\partial_r \psi)^2,$$

where $\epsilon > 0$ is such that $\epsilon \sqrt{D} < \frac{\epsilon}{2}$. Therefore, in view of Proposition 9.2.2 we have the required result.

Proposition 9.2.4. There exists a positive constant $C$ which depends only on $M$ such that for all solutions $\psi$ of the wave equation which are supported on the frequencies $l \geq 1$ we have

$$\int_{S^2} \left( \frac{\sqrt{D}}{r^3} (\partial_t \psi)^2 + \frac{\sqrt{D}}{2r^3} (\partial_r \psi)^2 + \frac{\sqrt{D}}{r} |\nabla \psi|^2 + \frac{\sqrt{D}}{r^3} \psi^2 \right) \leq \int_{S^2} \left( \text{Div}(L^f_{\mu}) + C \sum_{i=0}^{1} K^{X^\alpha, 2} (T_i \psi) \right).$$

Proof. Immediate from Propositions 9.2.1 and 9.2.3.

9.2.5 The Current $J_{\mu}^{X^d, 1}$

In case we allow some degeneracy at the photon sphere we then can obtain similar estimates without commuting the wave equation with $T$. This will be very useful whenever our analysis is local. We define the function $f^d$ such that

$$\left( f^d \right)' = \frac{1}{(r^*)^2 + 1}, \quad f^d(r^* = 0) = 0.$$
Proposition 9.2.5. There exists a positive constant $C$ which depends only on $M$ such that for all solutions $\psi$ of the wave equation which are supported on the frequencies $l \geq 1$ we have
\[
\frac{1}{C} \int_{S^2} \left( \frac{1}{r^2} (\partial_r \psi)^2 + \frac{P \cdot (r - 2M)}{r^4} |\nabla \psi|^2 \right) \leq \int_{S^2} \left( K^{X^d,1}(\psi) + CK^{X^n,2}(\psi) \right),
\]
where $X^d = f^d \partial_r$ and the current $J^{X^1,1}_\mu$ is as defined in Section 9.2.1.

Proof. Recall that
\[
K^{X,1} = \left( \frac{f^d}{D} (\partial_r \psi)^2 + \frac{f^d \cdot P}{r^3} |\nabla \psi|^2 \right.
\]
\[
\left. - \left( \frac{1}{4D} (f^d)^{'''} + \frac{1}{r} (f^d)^{''} + \frac{D'}{D \cdot r} (f^d)^{'} + \left( \frac{D''}{2D \cdot r} - \frac{D'}{2r^2} \right) f^d \right) \psi^2 \right).
\]
Note that the coefficient of $\psi^2$ vanishes to first order on $H^+$ (see also Lemma 9.4.1) and behaves like $\frac{1}{r^4}$ for large $r$. Note also that the coefficient of $(\partial_r \psi)^2$ converges to $M^2$ (see again Lemma 9.4.1). The result now follows from Proposition 9.2.5. \hfill \Box

In order to retrieve the $\partial_t$-derivative we introduce the current
\[
L^h_\mu = h^d \psi \nabla_\mu \psi,
\]
where $h^d$ is such that:

- For $M \leq r \leq r_0 < 2M$, $h^d = -\frac{1}{(r^*)^2 + 1}$,
- For $r_0 < r < 2M$, $h^d < 0$,
- For $r = 2M$, $h^d = 0$ to second order,
- For $2M < r \leq r_1$, $h^d < 0$,
- For $r_1 \leq r$, $h^d = -\frac{1}{r^2}$.

Proposition 9.2.6. There exists a positive constant $C$ which depends only on $M$ such that for all solutions $\psi$ of the wave equation which are supported on the frequencies $l \geq 1$ we have
\[
\frac{1}{C} \int_{S^2} \left( \frac{P \cdot (r - 2M)}{r^5} (\partial_t \psi)^2 + \frac{1}{r^2} (\partial_r \psi)^2 + \frac{P \cdot (r - 2M)}{r^4} |\nabla \psi|^2 \right) \leq \int_{S^2} \left( \text{Div}(L^h_\mu) + K^{X^d,1}(\psi) + CK^{X^n,2}(\psi) \right).
\]

Proof. We have as before
\[
\text{Div}(L^h_\mu) = -\frac{h^d}{D} (\partial_t \psi)^2 + \frac{h^d}{D} (\partial_r \psi)^2 + h^d |\nabla \psi|^2 + \frac{(h^d)^{'} \psi}{D} (\partial_r \psi).
\]
Since the coefficient of $\psi(\partial_r \psi)$ vanishes to first on the horizon, the Cauchy-Schwarz inequality and Proposition 9.2.5 imply the result. \hfill \Box
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Finally, we obtain:

**Proposition 9.2.7.** There exists a positive constant $C$ which depends only on $M$ such that for all solutions $\psi$ of the wave equation which are supported on the frequencies $l \geq 1$ we have

$$\frac{1}{C} \int_{S^2} \left( \frac{P \cdot (r-2M)}{r^5} (\partial_t \psi)^2 + \frac{1}{r^2} (\partial_r \psi)^2 + \frac{P \cdot (r-2M)}{r^4} |\nabla \psi|^2 + \frac{(r-M)^2}{r^4} \psi^2 \right) \leq \int_{S^2} \left( \text{Div}(L_\mu^S) + K^{X^d,1}(\psi) + CK^{X^2,2}(\psi) \right).$$

**Proof.** Immediate from Propositions 9.2.1 and 9.2.6. \qed

**9.3 The Case $l = 0$**

In the case $l = 0$ the wave is not trapped. Indeed, if we define

$$f^0 = -\frac{1}{r^3}, \quad X^0 = f^0 \partial_r,$$

then we have:

**Proposition 9.3.1.** For all spherically symmetric solutions $\psi$ of the wave equation we have

$$\frac{1}{r^4} (\partial_t \psi)^2 + \frac{5}{r^4} (\partial_r \psi)^2 = K^{X^0}.$$

**Proof.** Immediate from the expression of $K^X$ and the above choice of $f = f^0$. \qed

**9.4 The Boundary Terms**

We now control the boundary terms.

**9.4.1 Estimates for $J^X \mu_n^\mu$**

**Proposition 9.4.1.** Let $X = f \partial_r$ where $f = f(r^*)$ is bounded and $S$ be either a $SO(3)$ invariant spacelike (that may cross $\mathcal{H}^+$) or a $SO(3)$ invariant null hypersurface. Then there exists a uniform constant $C$ that depends on $M$, $S$ and the function $f$ such that for all $\psi$ we have

$$\left| \int_S J^X (\psi) n^\mu_S \right| \leq C \int_S J^T (\psi) n^\mu_S.$$
Proof. We work using the coordinate system \((v, r, \theta, \phi)\). First note that
\[
\frac{\partial}{\partial r^*} = \frac{\partial v}{\partial r^*} \frac{\partial}{\partial v} + \frac{\partial r}{\partial r^*} \frac{\partial}{\partial r} = \partial_v + D \partial_r \Rightarrow
\]
\[
X = f \partial_v + f \cdot D \partial_r.
\]
Now
\[
J_{\mu}^X n_S^\mu = T_{\mu \nu} (X)^\nu n_S^\mu = T_{\mu v} n_v^S + T_{\mu r} f D n_r^S
\]
\[
= T_{vv} (f n^v) + T_{vr} (f D n^v) + T_{rr} f D n_r
\]
\[
= (f n^v) (\partial_v \psi)^2 + D (f n^v \sigma_v) + D [\frac{1}{2} D (f n^v - \frac{1}{2} f n^r) + \frac{1}{2} D f n^v - \frac{1}{2} f n^r] (\partial_r \psi)^2 + D [\frac{1}{2} D (f n_v - \frac{1}{2} D f n^v - \frac{1}{2} f n^r)] \|\nabla \psi\|^2.
\]
The result now follows from the boundedness of \(f\).

9.4.2 Estimates for \(J_{\mu}^{X, i} n_S^\mu\), \(i = 1, 2\)

Proposition 9.4.2. There exists a uniform constant \(C\) that depends on \(M\) and \(S\) such that
\[
\left| \int_S J_{\mu}^{X, i} (\psi) n_S^\mu \right| \leq C \int_S J_{\mu}^T (\psi) n_S^\mu, \quad i = 1, 2,
\]
where \(S\) is as in Proposition 9.4.1.

Proof. It suffices to prove
\[
\left| \int_S \left( 2G^\nu \psi (\nabla_\mu \psi) - (\nabla_\mu G^\alpha) \psi^2 + \left( \frac{f(n^\nu)}{D} \beta (\partial_r \psi) \right) \psi^2 \right) n_S^\mu \right| \leq B \int_S J_{\mu}^T (\psi) n_S^\mu.
\]
For this we first prove the following lemma that is true only in the case of extreme Reissner-Nordström (and not in the subextreme range).

Lemma 9.4.1. The function
\[
F = \frac{1}{D} \frac{1}{(r^*)^2 + 1}
\]
is bounded in \(R \cup H^+\).

Proof. For the tortoise coordinate \(r^*\) we have
\[
r^*(r) = r + 2M \ln(r - M) - \frac{M^2}{r - M} + C.
\]
Clearly, $F \to 0$ as $r \to +\infty$. Moreover, in a neighbourhood of $\mathcal{H}^+$

\[
F \sim \frac{r^2}{(r-M)^2} \frac{1}{\left[ \frac{M^4}{(r-M)^2} + r^2 + 4M^2(\ln(r-M))^2 \right]} \to M^2 < \infty.
\]

This implies the required result. 

An immediate corollary of this lemma is that the functions

\[
G_1^\alpha = r \frac{G^\alpha}{D} \quad \text{and} \quad \frac{(f^\alpha)'}{D}
\]

are bounded in $\mathcal{R} \cup \mathcal{H}^+$. Furthermore, for $M \ll r$ we have $(f^\alpha)' \sim \frac{1}{r^2}$, $D \sim 1$ and $\partial_r D \sim \frac{1}{r^2}$. Therefore,

\[
G_2^\alpha = r^2 \nabla_r G^\alpha = r^2 \frac{1}{D} \left( \frac{(f^\alpha)''}{4} + \frac{(f^\alpha)'D}{2r} + f^\alpha D \partial_r D \frac{1}{2r^2} \right)
\]

is bounded. Finally, $\nabla_r G^\alpha = 0$. The above bounds and the first Hardy inequality complete the proof of the proposition.

### 9.5 A Degenerate $X$ Estimate

We first obtain an estimate which does not lose derivatives but degenerates at the photon sphere.

**Theorem 9.1.** There exists a constant $C$ which depends on $M$ and $\Sigma_0$ such that for all solutions $\psi$ of the wave equation we have

\[
\int_{\mathcal{R}(0,\tau)} \left( \frac{1}{r^4} (\partial_r \psi)^2 + \frac{P \cdot (r-2M)}{r^7} \left( (\partial_t \psi)^2 + |\nabla \psi|^2 \right) \right) \leq C \int_{\Sigma_0} J^T_\mu(\psi)n^\mu_{\Sigma_0}, \tag{27}
\]

**Proof.** We first decompose $\psi$ as

\[
\psi = \psi_{\geq 1} + \psi_0
\]

We apply Stokes’ theorem for the current

\[
J_\mu^d(\psi_{\geq 1}) = J_\mu^{X^d,1}(\psi_{\geq 1}) + J_\mu^{X^d,2}(\psi_{\geq 1}) + L_\mu^b(\psi_{\geq 1})
\]

in the spacetime region $\mathcal{R}(0,\tau)$ and use Propositions [9.2.7](#) and [9.4.2](#). We also apply Stokes’ theorem in $\mathcal{R}(0,\tau)$ for the current $J_\mu^{X^0}(\psi_0)$ and use Proposition [9.4.1](#) and by adding these two estimates we obtain the required result.
9.6 A non-Degenerate $X$ Estimate

We derive an $L^2$ estimate which does not degenerate at the photon sphere but requires higher regularity for $\psi$.

**Theorem 9.2.** There exists a constant $C$ which depends on $M$ and $\Sigma_0$ such that for all solutions $\psi$ of the wave equation we have

$$
\int_{\mathcal{R}(0,\tau)} \left( \frac{\sqrt{D}}{r^4} (\partial_t \psi)^2 + \frac{\sqrt{D}}{2r^4} (\partial_r \psi)^2 + \frac{\sqrt{D}}{r} |\nabla \psi|^2 \right) \leq C \int_{\Sigma_0} (J^T_\mu(\psi)n^\mu_{\Sigma_0} + J^T_\mu(T\psi)n^\mu_{\Sigma_0}) \tag{28}
$$

**Proof.** We again decompose $\psi$ as $\psi = \psi_{\geq 1} + \psi_0$ and apply Stokes’ theorem for the current

$$J_\mu(\psi_{\geq 1}) = L_\mu(\psi_{\geq 1}) + C J^{X,2}_\mu(\psi_{\geq 1}) + C J^{X,2}_\mu(T\psi_{\geq 1})$$

in the spacetime region $\mathcal{R}(0,\tau)$, where $C$ is the constant of Proposition 9.2.4 and use Propositions 9.2.4 and 9.4.2. Finally, we apply Stokes’ theorem in $\mathcal{R}(0,\tau)$ for the current $J^X_\mu(\psi_0)$ and use Proposition 9.4.1. Adding these two estimates completes the proof. \hfill \square

9.7 Zeroth Order Morawetz Estimate for $\psi$

We now prove weighted $L^2$ estimates of the wave $\psi$ itself. In Section 9.2.3, we obtained such an estimate for $\psi_{\geq 1}$. Next we derive a similar estimate for the zeroth spherical harmonic $\psi_0$. We first prove the following lemma

**Lemma 9.7.1.** Fix $R > 2M$. There exists a constant $C$ which depends on $M$, $\Sigma_0$ and $R$ such that for all spherically symmetric solutions $\psi$ of the wave equation

$$\int_{\{r=R\} \cap \mathcal{R}(0,\tau)} (\partial_t \psi)^2 + (\partial_r \psi)^2 \leq C \int_{\Sigma_0} J^T_\mu(\psi)n^\mu_{\Sigma_0}.$$

**Proof.** Consider the region

$$\mathcal{F}(0,\tau) = \{\mathcal{R}(0,\tau) \cap \{M \leq r \leq R\}\}.$$

By applying the vector field $X = \partial_r$ as a multiplier in the region $\mathcal{F}(0,\tau)$ we obtain

$$\int_{H^+} J^X_\mu(\psi)n^\mu_{H^+} + \int_{\mathcal{F}} K^X + \int_{\Sigma_r} J^X_\mu(\psi)n^\mu_{\Sigma_r} + \int_{\{r=R\} \cap \mathcal{R}(0,\tau)} J^X_\mu(\psi)n^\mu_{\mathcal{F}} = \int_{\Sigma_0} J^X_\mu(\psi)n^\mu_{\Sigma_0},$$
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where $n^\mu_{\mathcal{F}}$ denotes the unit normal vector to $\{r = R\}$ pointing in the interior of $\mathcal{F}$.

In view of the spatial compactness of the region $\mathcal{F}$, the corresponding space-time integral can be estimated using Propositions 9.3.1 and 9.4.1. The boundary integrals over $\Sigma_0$ and $\Sigma_\tau$ can be estimated using Proposition 9.4.1. Moreover, for spherically symmetric waves $\psi$ we have

$$J^X_{\mu}(\psi)n^\mu_{\mathcal{F}} = -\frac{1}{\sqrt{D^T}} T_{r^*r^*} = -\frac{1}{2\sqrt{D}} \left((\partial_t \psi)^2 + (\partial_r^* \psi)^2\right),$$

which completes the proof.

Consider now the region $\mathcal{G} = \mathcal{R} \cap \{r \leq R\}$.

**Proposition 9.7.1.** Fix $R > 2M$. There exists a constant $C$ which depends on $M$, $\Sigma_0$ and $R$ such that for all spherically symmetric solutions $\psi$ of the wave equation

$$\int_{\mathcal{G}} \frac{1}{r^4} \psi^2 + \int_{\{r = R\}} \psi^2 \leq C \int_{\Sigma_0} J^T_{\mu}(\psi)n^\mu_{\Sigma_0}. $$

**Proof.** By applying Stokes' theorem for the current $J^{X,1}_{\mu}(\psi)$ in the region $\mathcal{G}(0, \tau)$, where again $X = \partial_{r^*}$ (and, therefore, $f = 1$), we obtain

$$\int_{\mathcal{G}(0, \tau)} K^{X,1}(\psi) + \int_{\{r = R\} \cap \mathcal{G}(0, \tau)} J^{X,1}_{\mu}(\psi)n^\mu_{\mathcal{G}} \leq C \int_{\Sigma_0} J^T_{\mu}(\psi)n^\mu_{\Sigma_0},$$

where we have used Proposition 9.4.2 to estimate the boundary integral over $\Sigma_\tau \cap \mathcal{G}$. Note that again $n^\mu_{\mathcal{G}}$ denotes the unit normal vector to $\{r = R\}$ pointing in the interior of $\mathcal{G}$. For $f = 1$ we have

$$K^{X,1}(\psi) = I \psi^2,$$
where \( I > 0 \) and \( I \sim \frac{1}{r^4} \) for \( r \geq R > 2M \). If \( G \) is the function defined in Section 9.2.1 then \( G = \frac{D}{2r} \) and therefore for sufficiently large \( R \) we have \( \partial_r G < 0 \).

Then, \[ J_{\mu}^{X,1}(\psi)n_{\mu}^G = J_{\mu}^{X}n_{\mu}^G + 2G\psi(\nabla_{\mu}\psi)n_{\mu}^G - (\nabla_{\mu}G)\psi^2 n_{\mu}^G. \]

Since \( n_G = \frac{1}{\sqrt{D}} \partial_r \), by applying Cauchy- Schwarz for the second term on the right hand side (and since the third term is positive) we obtain \[ J_{\mu}^{X,1}(\psi)n_{\mu}^G \sim \psi^2 - \frac{1}{\epsilon}((\partial_t \psi)^2 + (\partial_r \psi)^2), \]

for a sufficiently small \( \epsilon \). Lemma 9.7.1 completes the proof. \( \square \)

It remains to obtain a (weighted) \( L^2 \) estimate for \( \psi \) in the region \( \mathcal{F} \).

**Proposition 9.7.2.** Fix sufficiently large \( R > 2M \). Then, there exists a constant \( C \) which depends on \( M, \Sigma_0 \) and \( R \) such that for all spherically symmetric solutions \( \psi \) of the wave equation

\[ \int_{\mathcal{F}} D\psi^2 \leq C R \int_{\Sigma_0} J^T_{\mu}(\psi)n_{\Sigma_0}^\mu. \]

**Proof.** By applying Stokes’ theorem for the current

\[ J_{\mu}^H(\psi) = (\nabla_{\mu}H)\psi^2 - 2H\psi\nabla_{\mu}\psi, \]

where \( H = (r - M)^2 \), we obtain

\[ \int_{\mathcal{F}(0,\tau)} \nabla_{\mu}J_{\mu}^H = \int_{\partial\mathcal{F}(0,\tau)} J_{\mu}^H n_{\partial\mathcal{F}}^\mu. \]

All the boundary integrals can be estimated using Propositions 9.4.2 and 9.7.1.

Note also that

\[ \nabla_{\mu}J_{\mu}^H = (\Box g H)\psi^2 - \frac{2H}{D}((\partial_r \psi)^2 - (\partial_t \psi)^2). \]

Since \( \Box g H \sim D \) for \( M \leq r \leq R \) and \( \frac{H}{D} \) is bounded, the result follows in view of the spatial compactness of \( \mathcal{F} \) and Proposition 9.3.1. \( \square \)

We finally have the following zeroth order Morawetz estimate:

**Theorem 9.3.** There exists a constant \( C \) that depends on \( M \) and \( \Sigma_0 \) such that for all solutions \( \psi \) of the wave equation we have

\[ \int_R R^4 \psi^2 \leq C \int_{\Sigma_0} J^T_{\mu}(\psi)n_{\Sigma_0}^\mu. \] (29)
Proof. Write
\[ \psi = \psi_0 + \psi_{\geq 1} \]
and use Propositions 9.2.1, 9.7.2 and 9.7.1.

Clearly, the lemma used for Proposition 9.7.1 holds strictly for the case \( l = 0 \). In general, one could have argued by averaging the \( X \) estimate 27 in \( R \), which would imply that there exists a value \( R_0 \) of \( r \) such that all the derivatives are controlled on the hypersurface of constant radius \( R_0 \). This makes our argument work for all \( \psi \) without recourse to the spherical decomposition.

Note that the above Morawetz estimate holds for \( \psi \) that satisfy the regularity assumptions of Section 3.

Remark 9.1. The key property used in Proposition 9.7.1 is that the d’ Alembertian of \( \frac{1}{r} \) is always negative, something not true for larger powers of \( \frac{1}{r} \). Note that this unstable behaviour of \( \frac{1}{r} \) is expected since it is the static solution of the wave equation in Minkowski.

9.8 Discussion

In [20], a non-degenerate \( X \) estimate is established for Schwarzschild. However, there one needs to commute with the generators of the Lie algebra so(3). Moreover, the boundary terms could not be controlled by the flux of \( T \) but one needed a small portion of the redshift estimate. In our case, the structure of \( r^* \) allowed us to bound these terms using only the \( T \) flux.

For a nice exposition of previous work on \( X \) estimates see [22].

10 The Vector Field \( N \)

It is clear that in order to obtain an estimate for the non-degenerate energy of a local observer we need to use timelike multipliers at the horizon. Then uniform boundedness of energy would follow provided we can control the spacetime terms which arise. For a suitable class of non-degenerate black hole spacetimes, not only have the bulk terms the right sign close to \( H^+ \) but they in fact control the non-degenerate energy. Indeed, in [22] the following is proved

**Proposition 10.0.1.** Let \( \mathcal{H}^+ \) be a Killing horizon with positive surface gravity and let \( V \) be the Killing vector field tangent to \( \mathcal{H}^+ \). Then there exists a \( \phi_Y \)-invariant vector field \( N \) on \( \mathcal{H}^+ \) and constants \( b, B > 0 \) such that for all functions \( \psi \) we have
\[ b J^N_\mu (\psi) n^\mu_{\Sigma^+} \leq K^N (\psi) \leq B J^N_\mu (\psi) n^\mu_{\Sigma^+} \]
on \( \mathcal{H}^+ \).

The construction of the above vector field does not require the global existence of a causal Killing field and the positivity of the surface gravity suffices. Under suitable circumstances, one can prove that the \( N \) flux is uniformly
bounded without understanding the structure of the trapping (i.e. no $X$ or Morawetz estimate is required).

However, in our case, in view of the lack of redshift along $H^+$ the situation is completely different. Indeed, we will see that in extreme Reissner-Nordström a vector field satisfying the properties of Proposition 10.0.1 does not exist. Not only will we show that there is no $\phi_T$-invariant vector field $N$ satisfying the properties of Proposition 10.0.1 but we will in fact prove that there is no $\phi_T$-invariant timelike vector field $N$ such that

$$K^N(\psi) \geq 0$$

on $H^+$. Our resolution to this problem uses appropriate modification of $J^N_\mu$ and the Hardy inequalities and thus is still robust.

### 10.1 The Effect of Vanishing Redshift on Linear Waves

Let us first try to understand the current $K$ associated to a future directed timelike $\phi_T$-invariant vector field $N$ in a neighbourhood of the horizon $H^+$. If $N = f_v(r) \partial_v + f_r(r) \partial_r$ then we obtain

$$K^N(\psi) = F_{vv}(\partial_v \psi)^2 + F_{rr}(\partial_r \psi)^2 + F_{\nabla}(|\nabla \psi|^2 + F_{vr}(\partial_v \psi)(\partial_r \psi),$$

where the coefficients are given by

$$F_{vv} = (\partial_r f_v),$$

$$F_{rr} = D \left[ \frac{(\partial_r f_r)}{2} - \frac{f_r}{r} \right] - \frac{f_r D'}{r},$$

$$F_{\nabla} = -\frac{1}{2}(\partial_r f_r),$$

$$F_{vr} = D (\partial_r f_v) - \frac{2f_r}{r}. \tag{30}$$

Note that since $N = f_v \partial_v + f_r \partial_r$ we have

$$g(N, N) = -D (f_v)^2 + 2f_v f_r,$$

$$g(N, T) = -D f_v + f_r, \tag{31}$$

and so $f_r(r = M)$ can not be zero (otherwise the vector field $N$ would not be timelike). Therefore, looking back at the list (30) we see that the coefficient of $(\partial_r \psi)^2$ vanishes on the horizon $H^+$ whereas the coefficient of $\partial_v \psi \partial_r \psi$ is equal to $-\frac{2f_r(M)}{M}$ which is not zero. Therefore, $K^N(\psi)$ is linear with respect to $\partial_r \psi$ on the horizon $H^+$ and thus it necessarily fails to be non-negative definite. This linearity is a characteristic feature of the geometry of the event horizon of extreme Reissner-Nordström and degenerate black hole spacetimes more generally. This proves that a vector field satisfying the properties of Proposition 10.0.1 does not exist.
10.2 A Locally Non-Negative Spacetime Current

In view of the above discussion, we need to modify the bulk term by introducing new terms that will counteract the presence of $\partial_v \psi \partial_r \psi$. We define

$$J_{\mu} \equiv J_{\mu}^{N,h} = J_{\mu}^N + h(r) \psi \nabla_\mu \psi$$

(32)

where $g$ is a function on $\mathcal{M}$. Then we have

$$K \equiv K^{N,h} = \nabla^\mu J_\mu$$

$$= K^N + \nabla^\mu (h \psi \nabla_\mu \psi)$$

$$= K^N + (\nabla^\mu h) \psi \nabla_\mu \psi + h (\nabla^a \psi \nabla_a \psi),$$

provided $\psi$ is a solution of the wave equation. Let us suppose that $h(r) = f_r \sqrt{\frac{M}{r}}$. Then

$$K^{N,h}(\psi) = K^N(\psi) + h (\nabla^a \psi \nabla_a \psi)$$

$$= K^N(\psi) + h \left( 2 \partial_v \psi \partial_r \psi + D (\partial_r \psi)^2 + |\nabla \psi|^2 \right)$$

$$= F_{vv} (\partial_v \psi)^2 + [F_{rr} + h D] (\partial_r \psi)^2 + \left[ - \frac{\partial_r f_r}{2} + h \right] |\nabla \psi|^2$$

$$+ [F_{vr} + 2h] (\partial_v \psi \partial_r \psi).$$

(33)

Note that by taking $h$ to be constant we managed to have no zeroth order terms in the current $K$. Let us denote the above coefficients of $(\partial_a \psi \partial_b \psi)$ by $G_{ab}$ where $a, b \in \{v, r, \nabla\}$ and define the vector field $N$ in the region $M \leq r \leq \frac{9M}{8}$ to be such that

$$f_v(r) = 16r,$$

$$f_r(r) = -\frac{3}{2}r + M$$

(34)

and, therefore,

$$h = -\frac{1}{2}.$$  

Clearly, $N$ is timelike future directed vector field. We have the following

**Proposition 10.2.1.** For all functions $\psi$, the current $K_{\nu}^{-\frac{1}{2}}(\psi)$ defined by (33) is non-negative definite in the region $A = \{ M \leq r \leq \frac{9M}{8} \}$ and, in particular, there is a positive constant $C$ that depends only on $M$ such that

$$K_{\nu}^{-\frac{1}{2}}(\psi) \geq C \left( (\partial_v \psi)^2 + \sqrt{D} (\partial_r \psi)^2 + |\nabla \psi|^2 \right).$$

**Proof.** We first observe that the coefficient $G_{\psi} \partial_v \partial_r \psi$ is equal to

$$G_{\psi} = \frac{1}{4}.$$
Clearly, \( G_{vv} = 16 \) and \( G_{rr} \) is non-negative since the factor of the dominant term \( D' \) (which vanishes to first order on \( \mathcal{H}^+ \)) is positive. As regards the coefficient of the mixed term we have

\[
G_{vr} = 16D + 2\sqrt{D} = \epsilon_1 \cdot \epsilon_2,
\]

where

\[
\epsilon_1 = \sqrt{D},
\epsilon_2 = 16\sqrt{D} + 2.
\]

We will show that in region \( \mathcal{A} \) we have

\[
\epsilon_1^2 \leq G_{rr},
\epsilon_2^2 < G_{vv}.
\]

Indeed, we set \( \lambda = \frac{M}{r} \) we have

\[
\epsilon_1^2 \leq G_{rr} \iff 
\left( 1 - \frac{M}{r} \right) \leq \left( 1 - \frac{M}{r} \right) \left[ \partial_r f_r (r) - \frac{f_r (r)}{M} \right] + \left( - f_r (r) \frac{M}{r^2} \right) \geq 0
\]

\[
(1 - \lambda) \leq (1 - \lambda) \left( \frac{1}{4} - \lambda \right) - \lambda \left( - \frac{3}{2} + \lambda \right) \iff 
\lambda \leq \frac{3}{5},
\]

which holds. Note also that \( \epsilon_1^2 \) vanishes to second order on \( \mathcal{H}^+ \) whereas \( G_{rr} \) vanishes to first order. Therefore, in region \( \mathcal{A} \) we have \( G_{rr} - \epsilon_1^2 \sim \sqrt{D} \). Similarly,

\[
\epsilon_2^2 < G_{vv} \iff 
16 \left( 1 - \frac{M}{r} \right) \leq 16 \iff 
\lambda > \frac{7}{8},
\]

which again holds. So in \( \mathcal{A} \) we have

\[
K^{N, -\frac{1}{2}} = G_{vv} (\partial_v \psi)^2 + G_{rr} (\partial_r \psi)^2 + G_{rv} (\partial_v \psi \partial_r \psi) + G_{\nabla} |\nabla \psi|^2
= (G_{vv} - \epsilon_2^2) (\partial_v \psi)^2 + (G_{rr} - \epsilon_1^2) (\partial_r \psi)^2 + (\epsilon_2 (\partial_v \psi))^2 + (\epsilon_1 (\partial_r \psi))^2 + (\epsilon_2 (\partial_v \psi)) (\epsilon_1 (\partial_r \psi)) + G_{\nabla} |\nabla \psi|^2.
\]

The above inequalities, the compactness of \( [M, \frac{9M}{8}] \) and that

\[
a^2 + ab + b^2 = \frac{1}{2} (a^2 + b^2) + \frac{1}{2} (a + b)^2 \geq 0
\]

for all \( a, b \in \mathbb{R} \), complete the proof.
10.3 The Cut-off \( \delta \) and the Current \( J_{\mu}^{N,\delta,-\frac{1}{2}} \)

Clearly, the current \( K_{\mu}^{N,-\frac{1}{2}} \) will not be non-negative far away from \( \mathcal{H}^+ \) and thus is not useful there. For this reason we extend \( f_v, f_r \) such that

\[
\begin{align*}
  f_v(r) &> 0 \text{ for all } r \geq M \text{ and } f_v(r) = 1 \text{ for all } r \geq \frac{8M}{7}, \\
  f_r(r) &\leq 0 \text{ for all } r \geq M \text{ and } f_r(r) = 0 \text{ for all } r \geq \frac{8M}{7}.
\end{align*}
\]

Clearly with the above choices we have \( g(N,N) < 0, g(N,T) < 0 \) everywhere and so \( N \) is a future directed timelike \( \phi^- \)-invariant vector field.

Similarly, the modification term in the current \( J_{\mu}^{N,-\frac{1}{2}} \) is not useful for consideration far away from \( \mathcal{H}^+ \). That is why we introduce a smooth cut-off function \( \delta : [M, +\infty) \rightarrow \mathbb{R} \) such that \( \delta(r) = 1, r \in \left[M, \frac{9M}{8}\right] \) and \( \delta(r) = 0, r \in \left[\frac{8M}{7}, +\infty\right) \). Then we consider the currents

\[
\begin{align*}
  J_{\mu}^{N,\delta,-\frac{1}{2}} &= J_{\mu}^{N} - \frac{1}{2} \delta \psi \nabla_{\mu} \psi, \\
  K_{\mu}^{N,\delta,-\frac{1}{2}} &= \nabla_{\mu} J_{\mu}^{N,\delta,-\frac{1}{2}}. \quad (35)
\end{align*}
\]

We now consider the three regions \( \mathcal{A}, \mathcal{B}, \mathcal{C} \)

In region \( \mathcal{C} = \{ r \geq \frac{8M}{7} \} \) where \( \delta = 0 \) and \( N = T \), we have

\[ K_{\mu}^{N,\delta,-\frac{1}{2}} = 0. \]

However, this spacetime current, which depends on the 1-jet of \( \psi \), will generally be negative in region \( \mathcal{B} \) and thus will be controlled by the \( X \) and Morawetz estimates (which, of course, are non-degenerate in \( \mathcal{B} \)).

We next control the Sobolev norm

\[
\| \psi \|^2_{H^1(\Sigma_r)} \lesssim \int_{\Sigma_r} (\partial_v \psi)^2 + (\partial_r \psi)^2 + |\nabla \psi|^2.
\]
Since $N$ and $n_{\Sigma_\tau}^\mu$ are timelike everywhere in $\mathcal{R}$ and since $\omega_{N}, \omega_{n}$ are positive and uniformly bounded, [95] of Appendix A.2.2 implies

$$J_{\mu}^{N}(\psi)n_{\Sigma_\tau}^\mu \sim (\partial_v \psi)^2 + (\partial_r \psi)^2 + |\nabla \psi|^2,$$

where, in view of the $\varphi_T$-invariance of $\Sigma_\tau$ and $N$, the constants in $\sim$ depend only on $M$ and $\Sigma_0$. Therefore, it suffices to estimate the flux of $N$ through $\Sigma_\tau$.

For this we have:

**Proposition 10.3.1.** There exists a constant $C > 0$ which depends on $M$ and $\Sigma_0$ such that for all functions $\psi$

$$\int_{\Sigma_\tau} J_{\mu}^{N}(\psi)n_\mu \leq 2 \int_{\Sigma_\tau} J_{\mu}^{N, -\frac{1}{2}}(\psi)n_\mu + C \int_{\Sigma_\tau} J_{\mu}^T(\psi)n_\mu. \quad (36)$$

**Proof.** We have

$$J_{\mu}^{N, -\frac{1}{2}}n_\mu = J_{\mu}^{N} n_\mu - \frac{1}{2} \delta \psi \partial_\mu \psi n_\mu = J_{\mu}^{N} n_\mu - \frac{1}{2} \delta \psi \partial_v \psi n_v - \frac{1}{2} \delta \psi \partial_r \psi n_r$$

$$\geq J_{\mu}^{N} n_\mu - \epsilon \delta (\partial_v \psi)^2 - \epsilon \delta (\partial_r \psi)^2 - \frac{\delta}{\epsilon} \psi^2$$

$$\geq \frac{1}{2} J_{\mu}^{N} n_\mu - \frac{\delta}{\epsilon} \psi^2$$

for a sufficiently small $\epsilon$. The result follows from the first Hardy inequality.

**Corollary 10.1.** There exists a constant $C > 0$ which depends on $M$ and $\Sigma_0$ such that for all functions $\psi$

$$\int_{\Sigma_\tau} J_{\mu}^{N, -\frac{1}{2}}(\psi)n_\mu \leq C \int_{\Sigma_\tau} J_{\mu}^{N}(\psi)n_\mu. \quad (37)$$

**Proof.** Note that

$$J_{\mu}^{N, -\frac{1}{2}}n_\mu = J_{\mu}^{N} n_\mu - \frac{1}{2} \delta \psi \partial_\mu \psi n_\mu$$

$$\leq J_{\mu}^{N} n_\mu + \delta (\partial_v \psi)^2 + \delta (\partial_r \psi)^2 + C \delta \psi^2$$

and use first the Hardy inequality.

**10.4 Lower Estimate for an Integral over $\mathcal{H}^+$**

Lastly, we need to estimate the integral $\int_{\mathcal{H}^+} J_{\mu}^{N, -\frac{1}{2}}(\psi)n_\mu$. Recall that $n_{\mathcal{H}^+} = T$. We have
Proposition 10.4.1. There exist positive constants $C$ and $C_\epsilon$ such that for any $\epsilon > 0$ and all functions $\psi$

$$\int_{H^+} J_{\mu}^{N,\delta,-\frac{1}{2}}(\psi)n_{H^+}^\mu \geq C \int_{H^+} J_{\mu}^{N}(\psi)n_{H^+}^\mu - C_\epsilon \int_{\Sigma^r} J_{\mu}^{T}(\psi)n_{\Sigma^r}^\mu - \epsilon \int_{\Sigma^r} J_{\mu}^{N}(\psi)n_{\Sigma^r}^\mu,$$

where $C$ depends on $M$, $\Sigma_0$ and $C_\epsilon$ depends on $M$, $\Sigma_0$ and $\epsilon$.

Proof. On $H^+$ we have $\delta = 1$. Therefore,

$$J_{\mu}^{N,\delta,-\frac{1}{2}}n_{H^+}^\mu = J_{\mu}^{N}n_{H^+}^\mu - \frac{1}{2}\psi \partial_\mu T^\mu$$

$$= J_{\mu}^{N}n_{H^+}^\mu - \frac{1}{2}\psi \partial_\mu \psi$$

However,

$$\int_{H^+} -2\psi \partial_\mu \psi = \int_{H^+} -\partial_\mu \psi^2$$

$$= \int_{H^+ \cap \Sigma_0} \psi^2 - \int_{H^+ \cap \Sigma^r} \psi^2.$$

From the first and second Hardy inequality we have

$$\int_{H^+ \cap \Sigma} \psi^2 \leq C_\epsilon \int_{\Sigma} J_{\mu}^{T} n_{\Sigma}^\mu + \epsilon \int_{\Sigma} (\partial_\mu \psi)^2 + (\partial_r \psi)^2.$$ 

Therefore,

$$\int_{H^+ \cap \Sigma} \psi^2 \leq \frac{1}{\epsilon} \int_{\Sigma} J_{\mu}^{T} n_{\Sigma}^\mu + \epsilon \int_{\Sigma} J_{\mu}^{N} n_{\Sigma}^\mu,$$

which completes the proof.

11 Uniform Boundedness of Local Observer’s Energy

We have all tools in place in order to prove the following theorem

Theorem 11.1. There exists a constant $C > 0$ which depends on $M$ and $\Sigma_0$ such that for all solutions $\psi$ of the wave equation

$$\int_{\Sigma^r} J_{\mu}^{N}(\psi)n_{\Sigma^r}^\mu \leq C \int_{\Sigma_0} J_{\mu}^{N}(\psi)n_{\Sigma_0}^\mu.$$  \hspace{1cm} (38)

Proof. Stokes’ theorem for the current $J_{\mu}^{N,\delta,-\frac{1}{2}}$ in region $R(0, \tau)$ gives us

$$\int_{\Sigma^r} J_{\mu}^{N,\delta,-\frac{1}{2}}n_{\Sigma^r}^\mu + \int_{R} K_{\mu}^{N,\delta,-\frac{1}{2}} + \int_{H^+} J_{\mu}^{N,\delta,-\frac{1}{2}}n_{H^+}^\mu = \int_{\Sigma_0} J_{\mu}^{N,\delta,-\frac{1}{2}}n_{\Sigma_0}^\mu.$$
First observe that the right hand side is controlled by the right hand side of (37). As regards the left hand side, the boundary integrals can be estimated using Propositions 10.3.1 and 10.4.1. The spacetime term is non-negative (and thus has the right sign) in region $A$, vanishes in region $C$ and can be estimated in the spatially compact region $B$ (which does not contain the photon sphere) by the $X$ estimate (27) and Morawetz estimate (29). The result follows from the boundedness of $T$-flux through $\Sigma_T$.

**Corollary 11.1.** There exists a constant $C > 0$ which depends on $M$ and $\Sigma_0$ such that for all solutions $\psi$ of the wave equation

$$\int_A K^{N,-\frac{1}{2}}(\psi) \leq C \int_{\Sigma_0} J_{\mu}^N(\psi)n_\mu^{\Sigma_0}.$$  

(39)

This corollary and (28) give us a spacetime integral where the only weight that locally degenerates (to first order) is that of the derivative transversal to $H^+$. Recall that in the subextreme Reissner-Nordström case there is no such degeneration. In the next section, this degeneracy is removed provided $\psi_0 = 0$. This condition is necessary as is shown in Section 13.

**Corollary 11.2.** There exists a constant $C > 0$ which depends on $M$ and $\Sigma_0$ such that for all solutions $\psi$ of the wave equation

$$\int_{H^+} J_{\mu}^N(\psi)n_\mu^{H^+} \leq C \int_{\Sigma_0} J_{\mu}^N(\psi)n_\mu^{\Sigma_0}.$$  

(40)

One application of the above theorem is the following Morawetz estimate which does not degenerate at $H^+$.

**Proposition 11.0.2.** There exists a constant $C > 0$ which depends on $M$ and $\Sigma_0$ such that for all solutions $\psi$ of the wave equation

$$\int_A \psi^2 \leq C \int_{\Sigma_0} J_{\mu}^N(\psi)n_\mu^{\Sigma_0}.$$  

(41)

**Proof.** The third Hardy inequality gives us

$$\int_A \psi^2 \leq C \int_B \psi^2 + C \int_{A \cup B} D \left( (\partial_\nu \psi)^2 + (\partial_\tau \psi)^2 \right),$$

where $C$ is a uniform positive constant that depends only on $M$ and the regions $A, B$. The integral over $B$ of $\psi^2$ can be estimated using (29) and the last integral on the right hand side can be estimated using (27) and Propositions 10.2.1 and Corollary 11.1.

**Remark 11.1.** Note that all the above estimates hold if we replace the foliation $\Sigma_T$ with the foliation $\tilde{\Sigma}_T$ which terminates at $I^+$ since the only difference is a boundary integral over $I^+$ of the right sign that arises every time we apply Stokes’ theorem. The remaining local estimates are exactly the same. However, the advantage of $\tilde{\Sigma}_T$ over $\Sigma_T$ will become apparent in Section 15.
12 Commuting with a Vector Field Transversal to $\mathcal{H}^+$

If we commute the wave equation with $T = \partial_v$ then we obtain the previous estimates for the second order derivatives of $\psi$ which involve $\partial_v$. Next we commute the wave equation $\square_g \psi = 0$ with the transversal to the horizon vector field $\partial_r$ aiming at controlling all the second derivatives of $\psi$ (on the spacelike hypersurfaces and the spacetime region up to and including the horizon $\mathcal{H}^+$). Such commutations first appeared in [21] and were used in a more general setting for subextreme black holes in [22].

12.1 Commutation with the Vector Field $\partial_r$

We compute the commutator $[\square_g, \partial_r]$. First note that

$$\square_g (\partial_r \psi) = D \partial_r \partial_r \psi + 2 \partial_r \partial_r \psi + \frac{2}{r} \partial_r \partial_r \psi + R \partial_r \partial_r \psi + \Delta \partial_r \psi,$$

where $R = D' + \frac{D}{r}$, $D' = \frac{4D}{r}$, and

$$\partial_r (\square_g \psi) = D \partial_r \partial_r \psi + 2 \partial_r \partial_r \psi + \frac{2}{r} \partial_r \partial_r \psi + R \partial_r \partial_r \psi + \partial_r \Delta \psi$$

$$+ D' \partial_r \partial_r \psi - \frac{2}{r^2} \partial_r \psi + R' \partial_r \psi.$$

Therefore,

$$\square_g (\partial_r \psi) - \partial_r (\square_g \psi) = \Delta \partial_r \psi - \partial_r \Delta \psi - D' \partial_r \partial_r \psi + \frac{2}{r^2} \partial_r \psi - R' \partial_r \psi.$$

Since

$$[\Delta, \partial_r] \psi = \frac{2}{r} \Delta \psi,$$

we obtain

$$[\square_g, \partial_r] \psi = -D' \partial_r \partial_r \psi + \frac{2}{r^2} \partial_r \psi - R' \partial_r \psi + \frac{2}{r^2} \Delta \psi.$$

In case $\psi$ solves the wave equation $\square_g \psi = 0$ we have

$$\square_g (\partial_r \psi) = D' \partial_r \partial_r \psi + \frac{2}{r^2} \partial_r \psi - R' \partial_r \psi + \frac{2}{r^2} \Delta \psi.$$ (43)

12.2 The Multiplier $L$ and the Energy Identity

For any solution $\psi$ of the wave equation we have complete control of the second order derivatives of $\psi$ away from $\mathcal{H}^+$ since

$$\|\psi\|_{L^2(\Sigma_\tau \cap \{ M < r_0 \leq r_1 < 2M \})}^2 = \|\nabla \nabla \psi\|_{L^2(\alpha \cap \{ M < r_0 \leq r \})}^2$$

$$\leq C \int_{\Sigma_0} J^T_\psi (\nabla_\Sigma n_\Sigma^\mu) + C \int_{\Sigma_0} J^T_\psi (T \psi) n_\Sigma^\mu,$$ (44)
where $C$ depends on $M$ and $\Sigma_0$ and $\nabla \nabla$ denotes a 2-tensor on the Riemannian manifold $\Sigma_\tau$ and $|\cdot|$ denotes its induced norm (see Appendix D). Note that we have used the first Hardy inequality to control the zeroth order terms. Similarly, away from $\mathcal{H}^+$, we have control of the bulk integrals of the second order derivatives since

$$\|\partial_a \partial_b \psi\|_{L^2(\mathcal{R}(0,\tau) \cap \{M < r_0 \leq r_1 < 2M\})}^2 \leq C \int_{\Sigma_0} J^T_\mu (\psi) n^\mu_{\Sigma_0} + C \int_{\Sigma_0} J^T_\mu (T \psi) n^\mu_{\Sigma_0}$$

(45)

where $C$ depends on $M$, $r_0$, $r_1$ and $\Sigma_0$ and $a, b \in \{v, r, \nabla\}$. This is proved using (29) and local elliptic estimates (appendix D).

In order to understand the behaviour of the second order derivatives of the wave $\psi$ in a neighbourhood of $\mathcal{H}^+$ we will use the vector field method. We will construct an appropriate future directed timelike $\phi_\tau$-invariant vector field

$$L = f_v \partial_v + f_r \partial_r,$$

which will be used as our multiplier. In view of our discussion above, the vector field $L$ will be of interest only in a neighbourhood of the horizon. That is why, $L$ will be spatially compactly supported. More precisely, we will construct $L$ such that $L = 0$ in $r \geq r_1$ and $L$ timelike in the region $M \leq r < r_1$. In particular, we will be interested in the region $M \leq r \leq r_0 < r_1$. Note that $r_0, r_1$ are constants which will be determined later on. The regions $\mathcal{A}, \mathcal{B}$ are depicted below

For simplicity we will write $\mathcal{R}$ instead of $\mathcal{R}(0, \tau)$, $\mathcal{A}$ instead of $\mathcal{A}(0, \tau)$, etc. The “energy” identity for the current $J^L_\mu (\partial_v \psi)$ is

$$\int_{\Sigma_\tau} J^L_\mu (\partial_v \psi) n^\mu_{\Sigma_\tau} + \int_{\mathcal{R}} \nabla^\mu J^L_\mu (\partial_v \psi) + \int_{\mathcal{H}^+} J^L_\mu (\partial_v \psi) n^\mu_{\mathcal{H}^+} = \int_{\Sigma_0} J^L_\mu (\partial_r \psi) n^\mu_{\Sigma_0}.$$  

(46)

The right hand side is controlled by the initial data and thus bounded. Also since $L$ is timelike in the compact region $\mathcal{A}$ we have from (95) of Appendix A.2.2

$$J^L_\mu (\partial_v \psi) n^\mu_{\Sigma_\tau} \sim (\partial_v \partial_r \psi)^2 + (\partial_v \partial_r \psi)^2 + |\nabla \partial_v \psi|^2,$$

(47)
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where the constants in $\sim$ depend on $M$, $\Sigma_0$ and $L$. Furthermore, on the horizon (where again $L$ is timelike) we have

$$J^L_\mu (\partial_r \psi) n^\mu_H = f_r (M)(\partial_r \psi)^2 - \frac{f_r (M)}{2} |\nabla \partial_r \psi|^2. \quad (48)$$

Therefore, the term that remains to be understood is the bulk integral. Since $\partial_r \psi$ does not satisfy the wave equation, we have

$$\nabla^\mu J^L_\mu (\partial_r \psi) = K^L (\partial_r \psi) + \mathcal{E}^L (\partial_r \psi) = K^L (\partial_r \psi) + (\Box_g (\partial_r \psi)) L (\partial_r \psi).$$

We know that

$$K^L (\partial_r \psi) = F_{vv} (\partial_v \partial_r \psi)^2 + F_{rr} (\partial_r \partial_r \psi)^2 + F_F |\nabla \partial_r \psi|^2 + F_{vr} (\partial_v \partial_r \psi) (\partial_r \partial_r \psi)$$

where

$$F_{vv} = (\partial_r f_v),$$

$$F_{rr} = D \left[ (\frac{\partial_r f_r}{2}) - \frac{f_r}{r} \right] - D' \frac{f_r}{2},$$

$$F_F = - \frac{1}{2} (\partial_r f_r),$$

$$F_{vr} = D (\partial_r f_v) - \frac{2 f_r}{r}.$$

In view of equation (43) we have

$$\mathcal{E}^L (\partial_r \psi) = (\Box_g (\partial_r \psi)) L (\partial_r \psi)$$

$$= \left[ D' \partial_r \partial_r \psi + \frac{2}{r^2} \partial_v \psi - R' \partial_r \psi + \frac{2}{r} \Box \psi \right] L (\partial_r \psi)$$

$$= - D' f_r (\partial_v \partial_r \psi)^2 - D' f_r (\partial_r \partial_r \psi) (\partial_v \partial_r \psi) - R' f_r (\partial_v \partial_r \psi) (\partial_r \partial_r \psi)$$

$$+ 2 \frac{f_r}{r^2} (\partial_v \partial_r \psi) (\partial_v \psi) + 2 \frac{f_r}{r^2} (\partial_r \partial_r \psi) (\partial_r \psi) - R' f_r (\partial_r \partial_r \psi) (\partial_r \psi)$$

$$+ 2 \frac{f_v}{r} (\partial_v \partial_r \psi) \Box \psi + 2 \frac{f_r}{r} (\partial_v \partial_r \psi) \Box \psi.$$

Therefore, we can write

$$\nabla^\mu J^L_\mu (\partial_r \psi) = H_1 (\partial_v \partial_r \psi)^2 + H_2 (\partial_r \partial_r \psi)^2 + H_3 |\nabla \partial_r \psi|^2 +$$

$$+ H_4 (\partial_v \partial_r \psi) (\partial_v \psi) + H_5 (\partial_r \partial_r \psi) (\partial_r \psi)$$

$$+ H_6 (\partial_v \partial_r \psi) (\partial_r \psi) + H_7(\partial_v \partial_r \psi) \Box \psi$$

$$+ H_8(\partial_v \partial_r \psi) \Box \psi + H_9 (\partial_v \partial_r \psi) (\partial_r \partial_r \psi) + H_{10} (\partial_r \partial_r \psi) (\partial_r \psi),$$
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where the coefficients $H_i$, $i = 1, ..., 10$ are given by

$$
H_1 = (\partial_r f_v), \quad H_2 = D \left[ \frac{(\partial_r f_v)}{2} - \frac{f_r}{r} \right] - \frac{3D'}{2} f_r, \quad H_3 = -\frac{1}{2} (\partial_r f_v), \quad H_4 = +2 \frac{f_v}{r^2}, \quad H_5 = -f_v R', \quad H_6 = +2 \frac{f_r}{r^2}, \quad H_7 = 2 \frac{f_v}{r}, \quad H_8 = 2 \frac{f_r}{r},
$$

\[(49)\]

$$
H_9 = D (\partial_r f_v) - D' f_v - 2 \frac{f_r}{r}, \quad H_{10} = -f_r R'.
$$

Since $L$ is a future directed timelike vector field we have $f_v(r) > 0$ and $f_r(r) < 0$. By taking $\partial_r f_v (M)$ sufficiently large we can make $H_1$ positive close to the horizon $\mathcal{H}^+$. Also since the term $D$ vanishes on the horizon to second order and the terms $R, D'$ to first order and since $f_r(M) < 0$, the coefficient $H_2$ is positive close to $\mathcal{H}^+$ (and vanishes to first order on it). For the same reason we have $H_0 D \leq \frac{H_2}{10}$ and $(H_0 R)^2 \leq \frac{H_2}{10}$ close to $\mathcal{H}^+$. Moreover, by taking $-\partial_r f_v (M)$ sufficiently large we can also make the coefficient $H_3$ positive close to $\mathcal{H}^+$ such that $H_9 < \frac{H_2}{10}$. Indeed, it suffices to consider $f_r$ such that $-\frac{f_v(M)}{M} < -\frac{\partial_r f_v(M)}{2}$ and then by continuity we have the previous inequality close to $\mathcal{H}^+$. Therefore, we consider $M < r_0 < 2M$ such that in region $A = \{M \leq r \leq r_0\}$ we have

$$
f_v > 1, \quad \partial_r f_v > 1, \quad -f_r > 1, \quad H_1 > 1, \quad H_2 \geq 0, \quad H_3 > 1,
$$

\[(50)\]

$$
H_8 < \frac{H_3}{10}, \quad H_9 D \leq \frac{H_2}{10}, \quad (H_0 R)^2 \leq \frac{H_2}{10}, \quad H_9 < \frac{H_3}{10}.
$$

Clearly, $r_0$ depends only on $M$ and the precise choice for $L$ close to $\mathcal{H}^+$. In order to define $L$ globally, we just extend $f_v$ and $f_r$ such that

$$
\begin{align*}
&f_v > 0 \text{ for all } r < r_1 \text{ and } f_v = 0 \text{ for all } r \geq r_1, \\
&-f_r > 0 \text{ for all } r < r_1 \text{ and } f_r = 0 \text{ for all } r \geq r_1,
\end{align*}
$$

for some $r_1$ such that $r_0 < r_1 < 2M$. Again, $r_1$ depends only on $M$ (and the precise choice for $L$). Clearly, $L$ depends only on $M$ and thus all the functions that involve the components of $L$ depend only on $M$.

### 12.3 Estimates of the Spacetime Integrals

It suffices to estimate the remaining 7 integrals with coefficients $H_i$’s with $i = 4, ..., 10$. Note that all these coefficients do not vanish on the horizon. We will prove that each of these integrals can by estimated by the $N$ flux for $\psi$ and $T\psi$ and a small (epsilon) portion of the good terms in $K^L(\partial_r \psi)$. First we prove the following propositions.

**Proposition 12.3.1.** For all solutions $\psi$ of the wave equation and any positive number $\epsilon$ we have

$$
\int_A (\partial_r \psi)^2 \leq \int_A \epsilon H_1 (\partial_r \partial_r \psi)^2 + \epsilon H_2 (\partial_r \partial_r \psi)^2 + C_\epsilon \int_{\Sigma_0} J^N_\mu (\psi) n^\mu + C_\epsilon \int_{\Sigma_0} J^N_\mu (T\psi) n^\mu,
$$
where the constant $C_\epsilon$ depends on $M$, $\Sigma_0$ and $\epsilon$.

**Proof.** By applying the third Hardy inequality for the regions $\mathcal{A}, \mathcal{B}$ we obtain
\[
\int_{\mathcal{A}} (\partial_r \psi)^2 \leq C \int_{\mathcal{B}} (\partial_r \psi)^2 + C \int_{\mathcal{A} \cup \mathcal{B}} D \left[ (\partial_r \partial_r \psi)^2 + (\partial_r \partial_r \psi)^2 \right],
\]
where the constant $C$ depends on $M$ and $\Sigma_0$. Moreover, since $CD$ vanishes to second order at $H^+$, there exists $r_\epsilon$ with $M < r_\epsilon \leq r_0$ such that in the region $\{M \leq r \leq r_\epsilon\}$ we have $CD < \epsilon H_1$ and $CD \leq \epsilon H_2$. Therefore,
\[
\int_{\mathcal{A}} (\partial_r \psi)^2 \leq C \int_{\mathcal{B}} (\partial_r \psi)^2 + \epsilon H_1 (\partial_r \partial_r \psi)^2 + \epsilon H_2 (\partial_r \partial_r \psi)^2
\]
\[
+ \int_{\{r_\epsilon \leq r \leq r_1\}} D \left[ (\partial_r \partial_r \psi)^2 + (\partial_r \partial_r \psi)^2 \right].
\]
The first integral on the right hand side is estimated using (27) and the last integral using the local elliptic estimate (45) since $T$ is timelike in region $\{r_\epsilon \leq r \leq r_1\}$ since $M < r_\epsilon$. The result follows from the inclusion $\{M \leq r \leq r_\epsilon\} \subseteq \mathcal{A}$ and the non-negativity of $H_i, i = 1, 2$ in $\mathcal{A}$.

**Proposition 12.3.2.** For all solutions $\psi$ of the wave equation and any positive number $\epsilon$ we have
\[
\left| \int_{H^+} (\partial_v \psi)(\partial_r \psi) \right| \leq C_\epsilon \int_{\Sigma_0} J^{N}_\mu(\psi)n^\mu_{\Sigma_0} + \epsilon \int_{\Sigma_0 \cup \Sigma_r} J^{L}_\mu(\partial_r \psi)n^\mu_{\Sigma}
\]
where the positive constant $C_\epsilon$ depends on $M$, $\Sigma_0$ and $\epsilon$.

**Proof.** Integrating by parts gives us
\[
\int_{H^+} (\partial_v \psi)(\partial_r \psi) = -\int_{H^+} \psi(\partial_v \partial_r \psi) + \int_{H^+ \cap \Sigma_r} \psi(\partial_r \psi) - \int_{H^+ \cap \Sigma_0} \psi(\partial_r \psi).
\]
Since $\psi$ solves the wave equation, it satisfies
\[
-\partial_v \partial_r \psi = \frac{1}{M} (\partial_r \psi) + \frac{1}{2} \Delta \psi
\]
on $H^+$. Therefore,
\[
-\int_{H^+} \psi(\partial_v \partial_r \psi) = \frac{1}{M} \int_{H^+} \psi(\partial_v \psi) + \frac{1}{2} \int_{H^+} \psi(\Delta \psi)
\]
\[
= \frac{1}{2M} \int_{H^+ \cap \Sigma_r} \psi^2 - \frac{1}{2M} \int_{H^+ \cap \Sigma_0} \psi^2 - \frac{1}{2} \int_{H^+} |\nabla \psi|^2.
\]
All the integrals on the right hand side can be estimated by $\int_{\Sigma_0} J^{N}_\mu(\psi)n^\mu_{\Sigma_0}$ using the second Hardy inequality and (40). Furthermore,
\[
\int_{H^+ \cap \Sigma} \psi(\partial_r \psi) \leq \int_{H^+ \cap \Sigma} \psi^2 + \int_{H^+ \cap \Sigma} (\partial_r \psi)^2.
\]
From the first and second Hardy inequality we have

\[
\int_{\mathcal{H}^+ \cap \Sigma} \psi^2 \leq C \int_{\Sigma_0} \mu_n^N(\psi) n_{\Sigma_0}^n,
\]

where \(C\) depends on \(M\) and \(\Sigma_0\). In addition, from the second Hardy inequality we have that for any positive number \(\epsilon\) there exists a constant \(C_\epsilon\) which depends on \(M\), \(\Sigma_0\) and \(\epsilon\) such that

\[
\int_{\mathcal{H}^+ \cap \Sigma} (\partial_r \psi)^2 \leq C_\epsilon \int_{\Sigma} \mu_n^N(\psi) n_{\Sigma}^n + \epsilon \int_{\Sigma} \mu_n^L(\partial_r \psi) n_{\Sigma}^n.
\]

**Proposition 12.3.3.** For all solutions \(\psi\) of the wave equation and any positive number \(\epsilon\) we have

\[
\left| \int_{\mathcal{H}^+} (\partial \psi)(\partial_r \psi) \right| \leq C_\epsilon \int_{\Sigma_0} \mu_n^N(\psi) n_{\Sigma_0}^n + \epsilon \int_{\Sigma_0 \cup \Sigma_r} \mu_n^L(\partial_r \psi) n_{\Sigma_r}^n,
\]

where the positive constant \(C_\epsilon\) depends on \(M\), \(\Sigma_0\) and \(\epsilon\).

**Proof.** In view of the wave equation on \(\mathcal{H}^+\) we have

\[
\int_{\mathcal{H}^+} (\partial \psi)(\partial_r \psi) = -\frac{2}{M} \int_{\mathcal{H}^+} (\partial_v \psi)(\partial_r \psi) - 2 \int_{\mathcal{H}^+} (\partial_v \partial_r \psi)(\partial_r \psi).
\]

The first integral on the right hand side can be estimated using Proposition 12.3.2. For the second integral we have

\[
2 \int_{\mathcal{H}^+} (\partial_v \partial_r \psi)(\partial_r \psi) = \int_{\mathcal{H}^+} \partial_v ((\partial_r \psi)^2)
\]

\[
= \int_{\mathcal{H}^+ \cap \Sigma_r} (\partial_r \psi)^2 - \int_{\mathcal{H}^+ \cap \Sigma_0} (\partial_r \psi)^2
\]

\[
\leq C \int_{\Sigma_0} \mu_n^N(\psi) n_{\Sigma_0}^n + \epsilon \int_{\Sigma_0} \mu_n^L(\partial_r \psi) n_{\Sigma_0}^n + \epsilon \int_{\Sigma_r} \mu_n^L(\partial_r \psi) n_{\Sigma_r}^n,
\]

where, as above, \(\epsilon\) is any positive number and \(C_\epsilon\) depends on \(M\), \(\Sigma_0\) and \(\epsilon\).

**Estimate for**

\[
\int_{\mathcal{R}} H_4 (\partial_v \partial_r \psi)(\partial_r \psi)
\]

**For any** \(\epsilon > 0\) we have

\[
\left| \int_{\mathcal{A}} H_4 (\partial_v \partial_r \psi)(\partial_r \psi) \right| \leq \int_{\mathcal{A}} \epsilon (\partial_v \partial_r \psi)^2 + \int_{\Sigma_0} \epsilon^{-1} H_4^2(\partial_v \psi)^2
\]

\[
\leq \epsilon \int_{\mathcal{A}} (\partial_v \partial_r \psi)^2 + C_\epsilon \int_{\Sigma_0} \mu_n^N n_{\Sigma_0}^n,
\]

where the constant \(C_\epsilon\) depends only on \(M, \Sigma_0\) and \(\epsilon\).
Estimate for $\int_{\mathcal{R}} H_5 (\partial_r \psi) (\partial_r \psi)$

As above, for any $\epsilon > 0$

$$\left| \int_{\mathcal{A}} H_5 (\partial_r \psi) (\partial_r \psi) \right| \leq \int_{\mathcal{A}} \epsilon (\partial_r \psi)^2 + \int_{\mathcal{A}} \epsilon^{-1} H_5^2 (\partial_r \psi)^2$$

$$\leq \int_{\mathcal{A}} (\partial_r \psi)^2 + m \int_{\mathcal{A}} (\partial_r \psi)^2,$$

where $m = \max_{\mathcal{A}} \epsilon^{-1} H_5^2$. Then from Proposition 12.3.1 (where $\epsilon$ is replaced with $\frac{\epsilon}{m}$) we obtain

$$\left| \int_{\mathcal{A}} H_5 (\partial_r \psi) (\partial_r \psi) \right| \leq \int_{\mathcal{A}} \epsilon (\partial_r \psi)^2 + \int_{\mathcal{A}} \epsilon H_1 (\partial_r \psi)^2 + \epsilon H_2 (\partial_r \psi)^2$$

$$+ C \epsilon \int_{\Sigma_0} J_\mu^N (\psi) n_\Sigma_0 + C \epsilon \int_{\Sigma_0} J_\mu^N (T \psi) n_{\Sigma_0},$$

(51)

where $C_\epsilon$ depends on $M$, $\Sigma_0$ and $\epsilon$.

Estimate for $\int_{\mathcal{R}} H_6 (\partial_r \psi) (\partial_r \psi)$

Since

$$\text{Div} \partial_r = \frac{2}{r},$$

Stokes’ theorem yields

$$\int_{\mathcal{R}} H_6 (\partial_r \psi) (\partial_r \psi) + \int_{\mathcal{R}} (\partial_r H_6) \partial_r \psi) (\partial_r \psi) + \int_{\mathcal{R}} H_6 (\partial_r \psi) (\partial_r \psi) \frac{2}{r}$$

$$= \int_{\Sigma_0} H_6 (\partial_r \psi) (\partial_r \psi) \partial_r \cdot n_{\Sigma_0} - \int_{\Sigma_r} H_6 (\partial_r \psi) (\partial_r \psi) \partial_r \cdot n_{\Sigma_r} -$$

$$- \int_{\mathcal{H}^+} H_6 (\partial_r \psi) (\partial_r \psi) \partial_r \cdot n_{\mathcal{H}^+}.$$

In view of the boundedness of the non-degenerate energy we have

$$\left| \int_{\Sigma_0} H_7 (\partial_r \psi) (\partial_r \psi) \partial_r \cdot n_{\Sigma_0} - \int_{\Sigma_r} H_7 (\partial_r \psi) (\partial_r \psi) \partial_r \cdot n_{\Sigma_r} \right| \leq C \left( \int_{\Sigma_0} J_\mu^N n_{\Sigma_0}^\mu \right)$$

for some uniform positive constant $C$ which depends on $M$ and $\Sigma_0$. The boundary integral over $\mathcal{H}^+$ can be estimated using Proposition 12.3.2.

If $Q = \partial_r H_6 + \frac{2}{r} H_6$, then it remains to estimate

$$\int_{\mathcal{R}} Q (\partial_r \psi) (\partial_r \psi) + \int_{\mathcal{R}} H_6 (\partial_r \psi) (\partial_r \psi).$$
For the first integral we have
\[
\left| \int_A Q (\partial_v \psi) (\partial_r \psi) \right| \leq \int_A Q^2 (\partial_v \psi)^2 + \int_A (\partial_r \psi)^2,
\]
which can be estimated using (39) and Proposition 12.3.1. The last spacetime integral is estimated by (51) (where \(H_5\) is replaced with \(H_6\)).

**Estimate for** \(\int_R H_7 (\partial_v \partial_r \psi) \Box \psi\)**

Stokes’ theorem in region \(R\) gives us
\[
\int_R H_7 (\partial_v \partial_r \psi) \Box \psi + \int_R H_7 (\partial_r \psi) (\Box \partial_v \psi)
\]
\[
= \int_{\Sigma_0} H_7 (\partial_r \psi) (\Box \psi) \partial_v \cdot n_{\Sigma_0} - \int_{\Sigma_r} H_7 (\partial_v \psi) (\Box \psi) \partial_r \cdot n_{\Sigma_r}.
\]

For the boundary integrals we have the estimate
\[
\int_{\mathcal{A} \cap \Sigma} H_7 (\partial_r \psi) \Box \psi = - \int_{\mathcal{A} \cap \Sigma} H_7 \nabla \partial_r \psi \cdot \nabla \psi
\]
\[
\leq \epsilon \int_{\mathcal{A} \cap \Sigma} \mathcal{J}_2 (\partial_v \psi) n^\mu_{\Sigma} + C_\epsilon \int_{\Sigma} \mathcal{J}_N (\psi) n^\mu_{\Sigma},
\]
where \(C_\epsilon\) depends on \(M, \Sigma_0\) and \(\epsilon\). As regards the second bulk integral, after applying Stokes’ theorem on \(S^2(\mathcal{r})\) we obtain
\[
\int_A H_7 (\partial_r \psi) \Box \psi \leq \epsilon \int_A |\nabla \partial_r \psi|^2 + C_\epsilon \int_A |\nabla \partial_v \psi|^2,
\]
where \(C_\epsilon\) depends on \(M, \Sigma_0\) and \(\epsilon\). Note that the second integral on the right hand side can be bounded by \(\int_{\Sigma_0} \mathcal{J}_N (T \psi) n^\mu_{\Sigma_0}\). Indeed, we commute with \(T\) and use Proposition 39 (Another way without having to commute with \(T\) is by solving with respect to \(\Box \psi\) in the wave equation. As we shall see, this will be crucial in obtaining higher order estimates without losing derivatives.)

**Estimate for** \(\int_R H_8 (\partial_v \partial_r \psi) \Box \psi\)**

We have
\[
\int_R H_8 (\Box \psi) (\partial_v \partial_r \psi) + \int_R \partial_r (H_8 \Box \psi) (\partial_r \psi) + \int_R H_8 (\Box \psi) (\partial_r \psi) \frac{2}{r}
\]
\[
= \int_{\Sigma_0} H_8 (\Box \psi) (\partial_r \psi) \partial_r \cdot n_{\Sigma_0} - \int_{\Sigma_r} H_8 (\Box \psi) (\partial_r \psi) \partial_r \cdot n_{\Sigma_r} -
\]
\[
- \int_{\mathcal{H}^+} H_8 (\Box \psi) (\partial_r \psi) \partial_r \cdot n_{\mathcal{H}^+}.
\]
The integral over $H^+$ is estimated in Proposition 12.3.3. Furthermore, the Cauchy-Schwarz inequality implies
\[
\int_{\Sigma_t \cap A} H_8 (\partial_r \psi) (\partial_r \psi) \partial_r \cdot n_{\Sigma_t} = - \int_{\Sigma_t \cap A} H_8 (\nabla \psi \cdot \nabla \partial_r \psi) \partial_r \cdot n_{\Sigma_t} \\
\leq C \epsilon \int_{\Sigma_0} J^N_{\mu} (\psi) n_{\Sigma_0}^\mu + \epsilon \int_{\Sigma_0} J^L_{\mu} (\partial_r \psi) n_{\Sigma_0}^\mu,
\]
where $\epsilon$ is any positive number and $C \epsilon$ depends only on $M$, $\Sigma_0$ and $\epsilon$. For the remaining two spacetime integrals we have
\[
\int_{A} \partial_r (H_8 \partial_r \psi) (\partial_r \psi) + \int_{A} \frac{2}{r} H_8 (\partial_r \psi) (\partial_r \psi) \\
= \int_{A} H_8 (\partial_r \psi - [\partial_r, \partial_r \psi]) (\partial_r \psi) + \int_{A} \left( \partial_r H_8 + \frac{2}{r} H_8 \right) (\partial_r \psi) (\partial_r \psi) \\
= \int_{A} -H_8 |\nabla \partial_r \psi|^2 + \int_{A} -\partial_r H_8 (\nabla \psi \cdot \nabla \partial_r \psi)
\]
The conditions (50) assure us that
\[
|H_8| < \frac{H_3}{10}
\]
and thus the first integral above can be estimated. For the second integral we apply Cauchy-Schwarz and take
\[
\int_{A} -\partial_r H_8 (\nabla \psi \cdot \nabla \partial_r \psi) \leq C \epsilon \int_{\Sigma_0} J^N_{\mu} (\psi) n_{\Sigma_0}^\mu + \epsilon \int_{A} |\nabla \partial_r \psi|^2,
\]
where again $\epsilon$ is any positive number and $C \epsilon$ depends on $M$, $\Sigma_0$ and $\epsilon$.

**Estimate for** $\int_{\mathcal{R}} H_9 (\partial_v \partial_r \psi) (\partial_r \partial_r \psi)$

In view of the wave equation we have
\[
\partial_v \partial_r \psi = - \frac{D}{2} \partial_r \partial_r \psi - \frac{1}{r} \partial_v \psi - \frac{R}{2} \partial_r \psi - \frac{1}{2} \Delta \psi.
\]
Therefore,
\[
H_9 (\partial_v \partial_r \psi) (\partial_r \partial_r \psi) = - \frac{D}{2} (\partial_v \partial_r \psi)^2 - \frac{R}{2} (\partial_v \psi) (\partial_r \partial_r \psi) \\
- \frac{H_9}{r} (\partial_v \psi) (\partial_r \partial_r \psi) - \frac{H_9}{2} (\Delta \psi) (\partial_r \partial_r \psi).
\]
Note that in $A$ we have
\[
H_9 D \leq \frac{H_3}{10}
\]
and thus the first term in right hand side poses no problem. Similarly, in \( A \) we have
\[
-H_9 \frac{R}{2} (\partial_r \psi) (\partial_r \partial_r \psi) \leq (\partial_r \psi)^2 + (H_9 R)^2 (\partial_r \partial_r \psi)^2.
\]
and
\[
(H_9 R)^2 \leq \frac{H_2}{10}.
\]
According to what we have proved above, the integral
\[
\int_A -H_9 R \frac{\partial_r \psi}{r} (\partial_r \partial_r \psi)
\]
can be estimated (provided we replace \( H_9 \) with \( -\frac{H_9}{r} \)). Similarly, we have seen that the integral
\[
\int_A -\frac{H_9}{2} (\partial_r \partial_r \psi) \delta \psi
\]
can be estimated provided we have \( H_9 \leq \frac{H_9}{10} \), which holds by the definition of \( L \).

**Estimate for** \( \int_{\mathcal{R}} H_{10} (\partial_r \partial_r \psi) (\partial_r \psi) \)

We have
\[
2 \int_{\mathcal{R}} H_{10} (\partial_r \partial_r \psi) (\partial_r \psi) + \int_{\mathcal{R}} \left[ \partial_r H_{10} + \frac{2}{r} H_{10} \right] (\partial_r \psi)^2 = \int_{\Sigma_0} H_{10} (\partial_r \psi)^2 \partial_r \cdot n_{\Sigma_0} - \int_{\Sigma_r} H_{10} (\partial_r \psi)^2 \partial_r \cdot n_{\Sigma_r} - \int_{H^+} H_{10} (\partial_r \psi)^2.
\]
If \( S = \partial_r H_5 + \frac{2}{r} H_5 \) then
\[
\int_A \frac{1}{2} S (\partial_r \psi)^2 \leq \max_A \frac{S}{2} \int_A (\partial_r \psi)^2
\]
and thus this integral is estimated using Proposition 12.3.1. Also
\[
\left| \int_{\Sigma_0} H_{10} (\partial_r \psi)^2 \partial_r \cdot n_{\Sigma_0} - \int_{\Sigma_r} H_{10} (\partial_r \psi)^2 \partial_r \cdot n_{\Sigma_r} \right| \leq C \left( \int_{\Sigma_0} J^N_\mu (\psi) n^\mu_{\Sigma_0} \right)
\]
for a constant \( C \) that depends on \( M \) and \( \Sigma_0 \). Finally we need to estimate the integral over \( \mathcal{H}^+ \). It turns out that this integral is the most problematic. In the next section we will see the reason for that. Since
\[
R' = D'' + \frac{2D'}{r} - \frac{2D}{r^2} \Rightarrow R' (M) = \frac{2}{M^2},
\]
we have
\[
H_{10} (M) = -f_r (M) R' (M) = -f_r (M) \frac{2}{M^2} > 0. \quad (52)
\]
In order to estimate the integral along $\mathcal{H}^+$ we apply the Poincaré inequality
\[
\left| - \int_{\mathcal{H}^+} \frac{H_{10}(M)}{2} (\partial_r \psi)^2 \right| \leq \int_{\mathcal{H}^+} \frac{H_{10}(M)}{2} \frac{M^2}{l(l+1)} |\nabla \partial_r \psi|^2.
\]
Therefore, in view of (48) it suffices to have
\[
\frac{M^2}{2l(l+1)} H_{10}(M) \leq -\frac{f_r(M)}{2} \quad \text{by (53)}
\]
\[
-\frac{f_r(M)}{2} \frac{M^2}{2l(l+1)} \frac{2}{4M^2} \leq -\frac{f_r(M)}{2} \Leftrightarrow \frac{1}{l(l+1)} \leq \frac{1}{2} \Leftrightarrow l \geq 1.
\]
Note that for $l = 1$ we need to use the whole good term over $\mathcal{H}^+$ which appears in identity (46). This is something we can do, since we have not used this term in order to estimate other integrals. That was possible via successive use of the Hardy inequalities.

### 12.4 $L^2$ Estimates for the Second Order Derivatives

We can now prove the following theorem

**Theorem 12.1.** There exists a constant $C > 0$ which depends on $M$ and $\Sigma_0$ such that for all solutions $\psi$ of the wave equation which are supported on the frequencies $l \geq 1$ we have

\[
\int_{\Sigma_r \cap A} (\partial_v \partial_r \psi)^2 + (\partial_v \partial_r \psi)^2 + |\nabla \partial_r \psi|^2
\]
\[
+ \int_{\mathcal{H}^+} (\partial_v \partial_r \psi)^2 + \chi_1 |\nabla \partial_r \psi|^2
\]
\[
+ \int_A (\partial_v \partial_r \psi)^2 + \sqrt{D} (\partial_r \partial_v \psi)^2 + |\nabla \partial_r \psi|^2
\]
\[
\leq C \int_{\Sigma_0} J^N_\mu(\psi) n^\mu_{\Sigma_0} + C \int_{\Sigma_0} J^N_\mu(T\psi)n^\mu_{\Sigma_0} + C \int_{\Sigma_0 \cap A} J^N_\mu(\partial_r \psi)n^\mu_{\Sigma_0},
\]

where $\chi_1 = 0$ if $\psi$ is supported on $l = 1$ and $\chi_1 = 1$ if $\psi$ is supported on $l \geq 2$.

**Proof.** First note that $L \sim N$ in region $A$. Thus, the above estimate where $\Sigma_r$ is replaced by $\Sigma_r \cap A$ follows from the estimates (44) and (45), the estimates that we derived in Section 12.3 (by taking $\epsilon$ sufficiently small) and the energy identity (46). $\square$

Note that the right hand side of (53) is bounded by
\[
C \int_{\Sigma_0} J^N_\mu(\psi) n^\mu_{\Sigma_0} + C \int_{\Sigma_0} J^N_\mu(N\psi)n^\mu_{\Sigma_0}.
\]
This means that equivalently we can apply $N$ as multiplier but also as commutator. One can also obtain similar spacetime estimates for spatially compact regions which include $A$ by commuting with $T$ and $T^2$ and applying $X$ as a multiplier. Note that we need to commute with $T^2$ in view of the photon sphere. Note also that no commutation with the generators of the Lie algebra $so(3)$ is required.

We are now in position to drop the degeneracy of (39).

**Proposition 12.4.1.** There exists a uniform constant $C > 0$ which depends on $M$ and $\Sigma_0$ such that for all solutions $\psi$ of the wave equation which are supported on the frequencies $l \geq 1$ we have

$$\int_A (\partial_r \psi)^2 \leq C \int_{\Sigma_0} J_\mu^N (\psi) n_\mu^{\Sigma_0} + C \int_{\Sigma_0} J_\mu^N (T \psi) n_\mu^{\Sigma_0} + C \int_{\Sigma_0 \cap A} J_\mu^N (\partial_r \psi) n_\mu^{\Sigma_0}.$$  

Proof. Immediate from Proposition 12.3.1 and Theorem 12.1. \hfill \Box

13 Conservation Laws on Degenerate Event Horizons

We will prove that the lack of redshift gives rise to conservation laws along $H^+$ for translation invariant derivatives. These laws affect the low angular frequencies and explain why we need to additionally assume that the zeroth spherical harmonic vanishes identically in Proposition 12.4.1. We will also show that the argument of Kay and Wald (see [52]) could not have been applied in our case.

We use the regular coordinate system $(v, r)$. Our results are not restricted to extreme Reissner-Nordström but apply to a very general class of (spherically symmetric) degenerate black hole spacetimes. We impose no unphysical restriction on the initial data (which, of course, should have finite energy).

Let us first consider spherically symmetric waves.

**Proposition 13.0.2.** For all spherically symmetric solutions $\psi$ to the wave equation the quantity

$$\partial_r \psi + \frac{1}{M} \psi$$

is conserved along $H^+$. Therefore, for generic initial data this quantity does not decay.

Proof. Since $\psi$ solves $\Box_g \psi = 0$ and since $\Box_g \psi = 0$ we have

$$\partial_v \partial_r \psi + \frac{1}{M} \partial_r \psi = 0$$

and, since $\partial_v$ is tangential to $H^+$, this implies that $\partial_r \psi + \frac{1}{M} \psi$ remains constant along $H^+$ and clearly for generic initial data it is not equal to zero. \hfill \Box
Proposition 13.0.3. For all solutions \( \psi \) to the wave equation that are supported on \( l = 1 \) the quantity
\[
\partial_v \partial_r \psi + \frac{3}{M} \partial_r \psi + \frac{1}{M^2} \psi
\] (55)
is conserved along the null geodesics of \( \mathcal{H}^+ \).

Proof. Since \( \Box_g \psi = -\frac{2}{r^2} \psi \), the wave equation on \( \mathcal{H}^+ \) gives us
\[
2 \partial_v \partial_r \psi + \frac{2}{M} \partial_r \psi = \frac{2}{M^2} \psi.
\] (56)
Moreover,
\[
\partial_r (\Box_g \psi) = D \partial_r \partial_r \psi + 2 \partial_v \partial_r \partial_r \psi + \frac{2}{r} \partial_r \partial_v \psi + R \partial_r \partial_r \psi + \partial_r \Box_g \psi
\]
and thus by restricting this identity on \( \mathcal{H}^+ \) we take
\[
2 \partial_v \partial_r \psi + \frac{2}{M} \partial_r \psi - \frac{2}{M^2} \partial_v \psi + \frac{4}{M^3} \psi + \left( -\frac{2}{M^2} + R' \right) \partial_r \psi = 0. \quad (57)
\]
However, \( R'(M) = \frac{2}{M^7} \) and in view of (56) we have
\[
2 \partial_v \partial_r \psi + \frac{2}{M} \partial_v \partial_r \psi - \frac{2}{M^2} \partial_v \partial_r \psi + \frac{2}{M} \left( 2 \partial_v \partial_r \psi + \frac{2}{M} \partial_v \psi \right) = 0
\]
which means that the quantity
\[
\partial_v \partial_r \psi + \frac{3}{M} \partial_r \psi + \frac{1}{M^2} \psi
\]
is constant along the integral curves of \( T \) on \( \mathcal{H}^+ \). \( \square \)

Proposition 13.0.4. There exist constants \( \alpha_j^i, i = 0, 1, 2, j = 0, 1 \) which depend on \( M \) and \( l \) such that for all solutions \( \psi \) of the wave equation which are supported on the (fixed) frequency \( l \), where \( l \geq 2 \), we have
\[
\psi = \alpha_0^0 \partial_v \psi + \alpha_0^1 \partial_v \partial_r \psi,
\]
\[
\partial_v \psi = \alpha_1^0 \partial_v \psi + \alpha_1^1 \partial_v \partial_r \psi + \alpha_2^0 \partial_v \partial_v \psi,
\]
on \( \mathcal{H}^+ \).

Proof. Revisit the proof of Proposition 13.0.3 and use the fact that for all \( l \geq 2 \) we have \( -\frac{(l+1)}{M^2} + R'(M) \neq 0 \). \( \square \)

The general form of the conservation laws is the following
Theorem 13.1. There exist constants \( \alpha_{j}^{i} \), \( j = 0, 1, ..., l - 1, \ i = 0, 1, ..., j + 1 \), which depend on \( M \) and \( l \) such that for all solutions \( \psi \) of the wave equation which are supported on the (fixed) frequency \( l \) we have

\[
\partial_{j}^{i} \psi = \sum_{i=0}^{j+1} \alpha_{j}^{i} \partial_{v} \partial_{i}^{l} \psi,
\]
on \( \mathcal{H}^{+} \). Moreover, there exist constants \( \beta_{i} \), \( i = 0, 1, ..., l \), which depend on \( M \) and \( l \) such that the quantity

\[
\partial_{l}^{j+1} \psi + \sum_{i=0}^{l} \beta_{i} \partial_{v} \partial_{i}^{l} \psi
\]
is conserved along the null geodesics of \( \mathcal{H}^{+} \).

Proof. For the first statement, we will use induction on \( j \) for fixed \( l \). According to Proposition 13.0.4 the result holds for \( j = 0, 1 \). We suppose that it holds for \( j = 0, 1, ..., k - 1 \) and we will prove that it holds for \( j = k \) provided \( k \leq l - 1 \). Clearly,

\[
\partial_{v}^{k} (\Box g \psi) = D (\partial_{v}^{k+2} \psi) + 2 \partial_{v} \partial_{v}^{k+1} \psi + \frac{2}{r} \partial_{v} \partial_{r}^{k} \psi + R \partial_{r}^{k+1} \psi + \partial_{v} \Box \psi + \\
+ \sum_{i=1}^{k} \binom{k}{i} \partial_{r}^{k} D \cdot \partial_{r}^{k-i+2} \psi + \sum_{i=1}^{k} \binom{k}{i} \partial_{r}^{k} 2 \cdot \partial_{v} \partial_{r}^{k-i} \psi + \\
+ \sum_{i=1}^{k} \binom{k}{i} \partial_{r}^{k} R \cdot \partial_{v}^{k-i+1} \psi.
\]

(58)

We observe that the coefficients of \( \partial_{v}^{k+2} \psi \) and \( \partial_{v}^{k+1} \psi \) vanish on \( \mathcal{H}^{+} \). Since \( \Box \psi = -\frac{l(l+1)}{r^{2}} \psi \), the coefficient of \( \partial_{v}^{k} \psi \) on \( \mathcal{H}^{+} \) is equal to

\[
\binom{k}{2} D'' + \binom{k}{1} R' - \frac{l(l+1)}{M^{2}} = \frac{k(k+1)}{2} - \frac{l(l+1)}{M^{2}},
\]

which is non-zero if and only if \( l \neq k \). Therefore, for all \( k \leq l - 1 \) we solve with respect to \( \partial_{v}^{k} \psi \) and use the inductive hypothesis completing the proof of the first statement. For the second statement, we apply (58) for \( k = l \). Then, according to our previous calculation, the coefficients of \( \partial_{v}^{l+2} \psi, \partial_{v}^{l+1} \psi \) and \( \partial_{v} \psi \) vanish on \( \mathcal{H}^{+} \). Therefore, we end up with the terms \( \partial_{v} \partial_{v}^{k} \psi, k = 0, 1, ..., l + 1 \) and \( \partial_{v} \psi, j = 0, 1, ..., l - 1 \). Thus, from the first part of the theorem, there exist numbers \( \beta_{i} \), \( i = 0, 1, ..., l \) which depend on \( M \) and \( l \) such that

\[
\partial_{v} \partial_{v}^{l+1} \psi + \sum_{i=0}^{l} \beta_{i} \partial_{v} \partial_{i}^{l} \psi = 0
\]
on \( \mathcal{H}^{+} \), which implies that the quantity

\[
\partial_{v}^{l+1} \psi + \sum_{i=0}^{l} \beta_{i} \partial_{v} \partial_{i}^{l} \psi
\]
is constant along the integral curves of $T$ on $\mathcal{H}^+$. 

An important corollary of the above theorem is the following

**Corollary 13.1.** For generic initial data there is no Cauchy hypersurface $\Sigma$ crossing $\mathcal{H}^+$ and a solution $\tilde{\psi}$ of the wave equation such that

$$T\tilde{\psi} = \psi$$

in the future of $\Sigma$.

**Proof.** Suppose that there exists a wave $\tilde{\psi}$ such that $T\tilde{\psi} = \psi$. Then we can decompose

$$\tilde{\psi} = \tilde{\psi}_0 + \tilde{\psi}_\geq 1$$

as is shown in Section 7. Then

$$T\tilde{\psi} = T\tilde{\psi}_0 + T\tilde{\psi}_\geq 1$$

$$= (T\tilde{\psi})_0 + (T\tilde{\psi})_\geq 1$$

since $T$ is an endomorphism of the eigenspaces of $\triangle$. But $T\tilde{\psi} = \psi$ and thus $\psi_0 = (T\tilde{\psi})_0 = T\tilde{\psi}_0$. Since $\psi_0$ is a spherically symmetric wave we have $\partial_v \partial_r \psi_0 + \frac{1}{M} \partial_v \psi_0 = 0$ which yields

$$\partial_v \psi_0 + \frac{1}{M} \psi_0 = 0.$$  

However, for generic intial data the above quantity is non zero and this completes the proof. 

Note that even if we restrict the generic initial data such that the evolving waves $\psi$ are supported on $l \geq L$, for some $L \geq 1$, then the above corollary still holds. Indeed, it suffices to decompose

$$\tilde{\psi} = \tilde{\psi}_L + \tilde{\psi}_\geq L+1$$

and repeat the argument using again the above theorem.

This proves that we can not use the argument of Kay and Wald (see [51] and [52]) even for proving the uniform boundedness of the waves. Indeed, this argument showed that for any solution of the wave equation $\psi$ there is another wave $\tilde{\psi}$ such that $T\tilde{\psi} = \psi$ in the future of a Cauchy hypersurface of the domain of outer communications of Schwarzschild.

### 14 Sharp Higher Order $L^2$ Estimates

In this section we commute the wave equation with $\partial^k$ where $k \in \mathbb{N}$ and $k \geq 2$ aiming at controlling all higher derivatives of $\psi$ (on the spacelike hypersurfaces and the spacetime region up to and including the horizon $\mathcal{H}^+$). In view of Theorem 13.1, the weakest condition on $\psi$ would be such that it is supported on the frequencies $l \geq k$. 
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14.1 The Commutator $[\Box_g, \partial^k_r]$ 

We know that

$$\Box_g \psi = D (\partial^2_r \psi) + 2 \partial_r \psi + \frac{2}{r} \partial_{\vartheta} \psi + R \partial_r \psi + \Box \psi,$$

therefore,

$$\Box_g (\partial^k_r \psi) = D (\partial^{k+2}_r \psi) + 2 \partial_r \partial^{k+1}_r \psi + \frac{2}{r} \partial_{\vartheta} \partial^k \psi + R \partial^{k+1}_r \psi + \Box \partial^k \psi.$$

Furthermore,

$$\partial^k_r (\Box_g \psi) = D (\partial^{k+2}_r \psi) + 2 \partial_r \partial^{k+1}_r \psi + \frac{2}{r} \partial_{\vartheta} \partial^k \psi + R \partial^{k+1}_r \psi + \Box \partial^k \psi +
\sum_{i=1}^{k} \left( \begin{array}{c} k \\ i \end{array} \right) \partial^i_r D \cdot \partial^{k-i}_r \psi + \sum_{i=1}^{k} \left( \begin{array}{c} k \\ i \end{array} \right) \partial^i_r \frac{2}{r} \partial_{\vartheta} \partial^{k-i}_r \psi +
\sum_{i=1}^{k} \left( \begin{array}{c} k \\ i \end{array} \right) \partial^i_r R \cdot \partial^{k-i}_r \psi.$$

Let us compute the commutator $[\Box, \partial^k_r]$. If we denote

$$\Box_1 = \frac{1}{\sin \theta} \left[ \partial_{\vartheta} (\sin \theta \partial_{\vartheta}) + \frac{1}{\sin \theta} \partial_{\varphi} \partial_{\varphi} \right]$$

then

$$\partial^k_r \Box \psi = \partial^k_r \left( \frac{1}{r^2} \Box_1 \right) = \sum_{i=0}^{k} \left( \begin{array}{c} k \\ i \end{array} \right) \partial^i_r \frac{1}{r^2} \partial^{k-i}_r \Box_1$$

$$= \sum_{i=0}^{k} \left( \begin{array}{c} k \\ i \end{array} \right) r^2 \partial^i_r \frac{1}{r^2} \partial^{k-i}_r \Box_1$$

$$= \Box \partial^k_r \psi + \sum_{i=1}^{k} \left( \begin{array}{c} k \\ i \end{array} \right) r^2 \partial^i_r \partial^{k-i}_r \Box_1.$$

Therefore,

$$[\Box, \partial^k_r] \psi = - \sum_{i=1}^{k} \left( \begin{array}{c} k \\ i \end{array} \right) r^2 \partial^i_r \partial^{k-i}_r \Box_1 \partial^k \psi$$

(59)

and so

$$[\Box_g, \partial^k_r] \psi = - \sum_{i=1}^{k} \left( \begin{array}{c} k \\ i \end{array} \right) \partial^i_r D \cdot \partial^{k-i}_r \psi - \sum_{i=1}^{k} \left( \begin{array}{c} k \\ i \end{array} \right) \partial^i_r \frac{2}{r} \partial_{\vartheta} \partial^{k-i}_r \psi$$

$$- \sum_{i=1}^{k} \left( \begin{array}{c} k \\ i \end{array} \right) \partial^i_r R \cdot \partial^{k-i}_r \psi - \sum_{i=1}^{k} \left( \begin{array}{c} k \\ i \end{array} \right) r^2 \partial^i_r \partial^{k-i}_r \psi.$$

(60)
14.2 Induction on $k$

For any solution $\psi$ of the wave equation we control the higher order derivatives in the spacetime region away from $H^+$:

$$\|\partial_{\alpha} \psi\|_{L^2(\mathbb{R}(0,\tau) \cap \{M < r_0 \leq r \leq r_1 < 2M\})} \leq C \int_{\Sigma_0} \left( \sum_{i=0}^{k-1} J^T_\mu (T^i \psi) n^\mu_{\Sigma_0} \right),$$

(61)

where $C$ depends on $M$, $r_0$, $r_1$ and $\Sigma_0$. This can be proved by commuting
the wave equation with $T^i, i = 1, ..., k - 1$ and applying $X$ as a multiplier and
using local elliptic estimates. Thus, we need to understand the behaviour of the $k$th-order derivatives of $\psi$ in a neighbourhood of $H^+$.

**Theorem 14.1.** There exists a constant $C > 0$ which depends on $M$, $k$ and $\Sigma_0$ such that for all solutions $\psi$ of the wave equation which are supported on the frequencies $l \geq k$ we have

$$\int_{\Sigma_T \cap A} \left( \partial_v \partial^k_v \psi \right)^2 + \left( \partial^{k+1}_r \psi \right)^2 + |\nabla \partial^k_r \psi|^2$$

$$+ \int_{H^+} \left( \partial_v \partial^k_v \psi \right)^2 + \chi_k |\nabla \partial^k_r \psi|^2$$

$$+ \int_A \left( \partial_v \partial^k_v \psi \right)^2 + \sqrt{D} \left( \partial^{k+1}_r \psi \right)^2 + |\nabla \partial^k_r \psi|^2$$

$$\leq C \sum_{i=0}^{k} \int_{\Sigma_0} J^N_\mu (T^i \psi) n^\mu_{\Sigma_0} + C \sum_{i=1}^{k} \int_{\Sigma_0 \cap A} J^N_\mu (\partial^i_r \psi) n^\mu_{\Sigma_0},$$

(62)

where $\chi_k = 0$ if $\psi$ is supported on $l = k$ and $\chi_k = 1$ if $\psi$ is supported on $l \geq k + 1$. The condition on the spherical decomposition is sharp.

**Proof.** We follow an inductive process. We suppose that we have proved that there exists a uniform positive constant $C$ that depends on $M$, $\Sigma_0$ and $m$ such that

$$\int_{\Sigma_T \cap A} \left( \partial_v \partial^m_v \psi \right)^2 + \left( \partial^{m+1}_r \psi \right)^2 + |\nabla \partial^m_r \psi|^2$$

$$+ \int_{H^+} \left( \partial_v \partial^m_v \psi \right)^2 + \chi_m |\nabla \partial^m_r \psi|^2$$

$$+ \int_A \left( \partial_v \partial^m_v \psi \right)^2 + \sqrt{D} \left( \partial^{m+1}_r \psi \right)^2 + |\nabla \partial^m_r \psi|^2$$

$$\leq C \sum_{i=0}^{m} \int_{\Sigma_0} J^N_\mu (T^i \psi) n^\mu_{\Sigma_0} + C \sum_{i=1}^{m} \int_{\Sigma_0 \cap A} J^N_\mu (\partial^i_r \psi) n^\mu_{\Sigma_0},$$

for all natural numbers $m \leq k - 1$ (and thus we have $\chi_m = 1$). Note that for
$m = 0$ the above estimate is the result of Section 10 and for $m = 1$ of Section 12.
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In order to derive the above estimate for \( m = k \) we will construct an appropriate multiplier \( L^k = f^k \partial_\nu + f^{1, k} \partial_r \) which is a future directed timelike \( \phi_r \)-invariant vector field. Following the spirit of Section \( 12 \) \( L^k = 0 \) in \( r \geq r_1 \) and timelike in the region \( M < r_1 \). Again, we will be interested in the region \( A = \{ M \leq r \leq r_0 < r_1 \} \). The control for the higher order derivatives will be derived from the energy identity of the current \( J^L_{\mu} (\partial^k_r \psi) \)

\[
\int_{\Sigma_r} J^L_{\mu} (\partial^k_r \psi) n^\mu_{\Sigma_r} + \int_R \nabla^\mu J^L_{\mu} (\partial^k_r \psi) + \int_{\Sigma_{r_+}} J^L_{\mu} (\partial^k_r \psi) n^\mu_{\Sigma_{r_+}} = \int_{\Sigma_0} J^L_{\mu} (\partial^k_r \psi) n^\mu_{\Sigma_0}.
\]

(63)

By assumption, the right hand side is bounded. Also since \( L^k \) is timelike in the compact region \( A \) we have

\[
J^L_{\mu} (\partial^k_r \psi) n^\mu_{\Sigma_r} \sim (\partial_\nu \partial^k_r \psi)^2 + (\partial^k_r \psi^2 + |\nabla \partial^k_r \psi|^2
\]

and on the horizon

\[
J^L_{\mu} (\partial^k_r \psi) n^\mu_{\Sigma_{r_+}} = f^k_r (M) (\partial_\nu \partial^k_r \psi)^2 - \frac{f^k_r (M)}{2} |\nabla \partial^k_r \psi|^2.
\]

(64)

(65)

It suffices to estimate the bulk integral. We have

\[
\nabla^\mu J^L_{\mu} (\partial^k_r \psi) = K^L (\partial^k_r \psi) + \mathcal{E}^{L^k} (\partial^k_r \psi).
\]

But

\[
K^L (\partial^k_r \psi) = F_{\nu \nu} (\partial_\nu \partial^k_r \psi)^2 + F_{r \nu} (\partial^k_r \partial^k_r \psi)^2 + F_{\nu} |\nabla \partial^k_r \psi|^2 +
\]

\[
+ F_{r r} (\partial_\nu \partial^k_r \psi) (\partial^k_r + 1 \psi),
\]

where the coefficients are given from (30). Moreover, equation (60) gives us

\[
\mathcal{E}^{L^k} (\partial^k_r \psi) = (\square_\theta \partial^k_r \psi) L^k (\partial^k_r \psi)
\]

\[
= \left[ - \sum_{i=1}^{k} \binom{k}{i} f^k_r \partial^i_r D \cdot \partial^k_r \partial^k_r \psi - \sum_{i=1}^{k} \binom{k}{i} \partial^i_r \partial^k_r \partial^k_r \partial^k_r \psi + \sum_{i=1}^{k} \binom{k}{i} f^k_r \cdot r^2 \partial^i_r \partial^k_r \partial^k_r \psi - \sum_{i=1}^{k} \binom{k}{i} f^k_r \partial^i_r \partial^k_r \partial^k_r \partial^k_r \psi \right] L^k (\partial^k_r \psi)
\]

\[
= \left[ - \sum_{i=1}^{k} \binom{k}{i} f^k_r \cdot \partial^i_r D (\partial^k_r \partial^k_r \psi) \partial_\nu \partial^k_r \psi - \sum_{i=1}^{k} \binom{k}{i} f^k_r \cdot r^2 \partial^i_r \partial^k_r \partial^k_r \psi \partial_\nu \partial^k_r \psi - \sum_{i=1}^{k} \binom{k}{i} f^k_r \partial^i_r \partial^k_r \partial^k_r \partial^k_r \psi \partial_\nu \partial^k_r \psi - \sum_{i=1}^{k} \binom{k}{i} f^k_r \partial^i_r \partial^k_r \partial^k_r \partial^k_r \psi \partial_\nu \partial^k_r \psi \right]
\]
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In order to obtain the sharp result we need the following lemma

**Lemma 14.2.1.** Suppose \( \psi \) is a solution to the wave equation which is supported on the (fixed) frequency \( l = k \). Then for all \( 0 \leq i \leq k - 1 \) and any positive number \( \epsilon \) we have

\[
\left| \int_{H^+} (\partial_i^k \psi)(\partial_k^j \psi) \right| \leq C \epsilon \sum_{i=0}^{k-1} \int_{\Sigma_i} J^N_{\mu}(T^i \psi)n^\mu_{\Sigma_i} + C \epsilon \sum_{i=0}^{k} \int_{\Sigma_i} J^N_{\mu}(\partial_i^k \psi)n^\mu_{\Sigma_i} + \epsilon \int_{H^+} (\partial_i \partial_k^j \psi)^2,
\]

where \( C \epsilon \) depends on \( \Sigma \) and \( \psi \).

**Proof.** Using Theorem 13.1 it suffices to estimate the integrals

\[
\int_{H^+} (\partial_i^j \psi)(\partial_k^j \psi),
\]

where \( 0 \leq j \leq k \). For \( 0 \leq j \leq k - 1 \) we have

\[
\int_{H^+} (\partial_i^j \psi)(\partial_k^j \psi) = \int_{H^+ \cap \Sigma_i} (\partial_i^j \psi)(\partial_k^j \psi) - \int_{H^+ \cap \Sigma_0} (\partial_i^j \psi)(\partial_k^j \psi) - \int_{H^+} (\partial_i^j \psi)(\partial_k^j \psi).
\]

The two boundary integrals can be estimated using the second Hardy inequality. As regards the last integral on the right hand side, the Cauchy-Schwarz and Poincaré inequality imply

\[
\int_{H^+} (\partial_i^j \psi)(\partial_k^j \psi) \leq \int_{H^+} \frac{1}{\epsilon} |\nabla \partial_k^j \psi|^2 + \epsilon (\partial_i \partial_k^j \psi)^2.
\]

For \( j = k \), we use that \( (\partial_i \partial_k^k \psi)(\partial_k^k \psi) = \frac{1}{2} \partial_i \partial_k^k \psi)^2 \) and the second Hardy inequality. \( \square \)

We are now in position to estimate the bulk integrals. We decompose

\[
\psi = \psi_k + \psi_{k+1},
\]

as in Section 7. This is needed in view of the factor \( \chi_k \) in the statement of the theorem.

**Estimate for**

\[
\int_{H^+} (\partial_k^{-i+1} \psi)(\partial_k^{i+1} \psi), i \geq 0
\]

For \( i = 0 \) we have

\[
H_0^1 = -k f_t^k D' > 0
\]

and so this coefficient has the “right” sign in (63).
For $i \geq 1$ we use integration by parts

\[
\int_{\mathcal{R}} H_i^1 \left( \partial_r^{k-i+1} \psi \right) \left( \partial_r^{k} \psi \right) + \int_{\mathcal{R}} \left( \partial_r H_i^1 + \frac{2}{r} H_i^1 \right) \left( \partial_r^{k-i+1} \psi \right) \left( \partial_r^{k} \psi \right) + \\
+ \int_{\mathcal{R}} H_i^1 \left( \partial_r^{k-i+2} \psi \right) \left( \partial_r^{k} \psi \right) \\
= \int_{\Sigma_0} H_i^1 \left( \partial_r^{k-i+1} \psi \right) \left( \partial_r^{k} \psi \right) \partial_r \cdot n_{\Sigma_0} - \int_{\Sigma_r} H_i^1 \left( \partial_r^{k-i+1} \psi \right) \left( \partial_r^{k} \psi \right) \partial_r \cdot n_{\Sigma_r} - \\
- \int_{\mathcal{H}^+} H_i^1 \left( \partial_r^{k-i+1} \psi \right) \left( \partial_r^{k} \psi \right) \partial_r \cdot n_{\mathcal{H}^+}.
\]

From Proposition 12.3.1 applied for $\partial_r^k \psi$ and the inductive hypothesis all the integrals over $\mathcal{A}$ and $\Sigma_r$ can be estimated. It only remains to estimate the integral over $\mathcal{H}^+$ when $i = 1$. In this case, if we apply the Poincaré inequality for the $\psi_k$ component we notice that we need to absorb a good term in the divergence identity for $L^k$. Indeed,

\[
- f_r^k (M) \frac{1}{2 l (l+1)} M^2 \left( \frac{k}{2} \right) \left( \frac{2}{M^2} + k \frac{2}{M^2} \right) = - f_r^k (M) \frac{k}{2} \Leftrightarrow \\
\left( \frac{k}{2} \right) + k = \frac{l (l+1)}{2} \Leftrightarrow \\
k = l
\]

This implies that we cannot use the Poincaré inequality on $\mathcal{H}^+$ in order to estimate $(\partial_r^k \psi)^2$ anymore. That is why we proved Lemma 14.2.1 which we will use for the following integrals. Clearly, for the component $\psi_{k+1} \geq k+1$ we need a fraction of $|\nabla \partial_r^k \psi|^2$ along $\mathcal{H}^+$ and thus we can take small (epsilon) portions of this term later on.

**Estimate for**

\[
\int_{\mathcal{R}} H_i^2 \left( \partial_r \partial_r^{k-i+1} \psi \right) \left( \partial_r^{k+1} \psi \right), \ i \geq 1
\]

For $i \geq 2$ we use Stokes’ theorem

\[
\int_{\mathcal{R}} H_i^2 \left( \partial_r \partial_r^{k-i+1} \psi \right) \left( \partial_r^{k+1} \psi \right) + \int_{\mathcal{R}} \left( \partial_r H_i^2 + \frac{2}{r} H_i^2 \right) \left( \partial_r \partial_r^{k-i+1} \psi \right) \left( \partial_r^{k} \psi \right) + \\
+ \int_{\mathcal{R}} H_i^2 \left( \partial_r \partial_r^{k-i+2} \psi \right) \left( \partial_r^{k} \psi \right) \\
= \int_{\Sigma_0} H_i^2 \left( \partial_r \partial_r^{k-i+1} \psi \right) \left( \partial_r^{k} \psi \right) \partial_r \cdot n_{\Sigma_0} - \int_{\Sigma_r} H_i^2 \left( \partial_r \partial_r^{k-i+1} \psi \right) \left( \partial_r^{k} \psi \right) \partial_r \cdot n_{\Sigma_r} - \\
- \int_{\mathcal{H}^+} H_i^2 \left( \partial_r \partial_r^{k-i+1} \psi \right) \left( \partial_r^{k} \psi \right) \partial_r \cdot n_{\mathcal{H}^+}.
\]
remains to estimate the integral of the last term. Integration by parts gives

\[ H_1^2 \left( \partial_r \partial_t^k \phi \right) (\partial_r^{k+1} \psi) = H_1^2 \left[ \partial_r^{k-1} \left( -D\partial_r^2 \psi - \frac{2}{r} \partial_r \psi - R \partial_r \psi - \Delta \psi \right) \right] (\partial_r^{k+1} \psi) \]

\[ = - \sum_{j=0}^{k-1} \binom{k-1}{j} H^2 \partial_t^j D \left( \partial_r^{k-j+1} \psi \right) (\partial_r^{k+1} \psi) \]

\[ - \sum_{j=0}^{k-1} \binom{k-1}{j} H_1^2 \partial_t^j \frac{2}{r} \left( \partial_r \partial_r^{k-j+1} \psi \right) (\partial_r^{k+1} \psi) \]

\[ - \sum_{j=0}^{k-1} \binom{k-1}{j} H_1^2 \partial_t^j R \left( \partial_r^{k-j} \psi \right) (\partial_r^{k+1} \psi) \]

\[ - H_1^2 \left( \partial_r^{k-1} \Delta \psi \right) (\partial_r^{k+1} \psi) . \]

The integrals of the first sum can be estimated for \( j = 0, 1 \) since their coefficients vanish on the horizon and the case \( j \geq 2 \) was investigated above.

The integrals of the second sum were also estimated before.

For \( j = 0 \) the integral of the third sum can be estimated since its coefficient vanishes on \( \mathcal{H}^+ \). If \( j \geq 1 \) then again these integrals have been estimated. It remains to estimate the integral of the last term. Integration by parts gives

\[ \int_{\mathcal{R}} H_1^2 \left( \partial_r^{k-1} \Delta \psi \right) (\partial_r^{k+1} \psi) + \int_{\mathcal{R}} \left( \partial_t H_1^2 + \frac{2}{r} H_1^2 \right) \left( \partial_r^{k-1} \Delta \psi \right) (\partial_r^k \psi) \]

\[ + \int_{\mathcal{R}} H_1^2 \left( \partial_t \Delta \psi \right) (\partial_r^k \psi) \]

\[ = \int_{\Sigma_0} H_1^2 \left( \partial_t \Delta \psi \right) (\partial_r^k \psi) \partial_r \cdot n_{\Sigma_0} - \int_{\Sigma_0} H_1^2 \left( \partial_t^{k-1} \Delta \psi \right) (\partial_r^k \psi) \partial_r \cdot n_{\Sigma_0} \]

\[ - \int_{\mathcal{H}^+} H_1^2 \left( \partial_t^{k-1} \Delta \psi \right) (\partial_r^k \psi) \partial_r \cdot n_{\mathcal{H}^+} . \]

If we set \( Q = \partial_t H_1^2 + \frac{2}{r} H_1^2 \) then

\[ \int_{\mathcal{R}} Q \left( \partial_r^{k-1} \Delta \psi \right) (\partial_r^k \psi) = \int_{\mathcal{R}} Q \left( \partial_r \partial_r^{k-1} \psi - \left[ \Delta, \partial_r^{k-1} \right] \psi \right) (\partial_r^k \psi) \]

\[ = \int_{\mathcal{R}} Q \left( \partial_r \partial_r^{k-1} \psi + \sum_{n=1}^{k-1} \binom{k-1}{n} r^2 \partial_r^{n+2} \cdot \Delta \partial_r^{k-1-n} \psi \right) (\partial_r^k \psi) . \]

We estimate this integral by applying Stokes’ theorem on \( S^2 \) and Cauchy-Schwarz and using the inductive hypothesis. As regards the last bulk integral.
we have

\[ \int_{\mathbb{R}} H^2 \left( \partial_r^2 \Delta \psi \right) \left( \partial_r^k \psi \right) = \int_{\mathbb{R}} H^2 \left( \Delta \partial_r^k \psi - [\Delta, \partial_r^k] \psi \right) \left( \partial_r^k \psi \right) \]

\[ = \int_{\mathbb{R}} H^2 \left( \Delta \partial_r^k \psi + \sum_{n=1}^{k} \left( \frac{k}{n} \right) r^2 \partial_r^n \partial_r^k \psi \right) \left( \partial_r^k \psi \right). \]

Therefore, by applying Stokes’ theorem on \( S^2 \) we see that this integral can be estimated provided we have

\[ H^2 < \frac{1}{2} \partial_r J^k (M). \] (66)

Note that \( H^2 \) does not depend on \( \partial_r f^k_r \). Furthermore, The boundary integral over \( H^+ \) can be estimated as follows: For the component \( \psi_k \) we have \( \Delta \psi_k = \frac{k(k+1)}{r^2} \psi_k \) and thus \( \partial_r^{k-1} \Delta \psi_k \) depends on \( \partial_r^i \psi_k \) for \( 0 \leq i \leq k-1 \) and thus we use Lemma \( 14.2.1 \). For the component \( \psi \geq k+1 \) we commute \( \partial_r^{k-1} \) and \( \Delta \), we use Stokes’ theorem on \( S^2 \) and Cauchy-Schwarz as above.

**Estimate for** \( \int_{\mathbb{R}} H^3 \left( \partial_r^{k-i+2} \psi \right) \left( \partial_r \partial_r^k \psi \right), i \geq 1 \)

The case \( i = 1 \) was investigated above.

For \( i \geq 2 \) we use Proposition \( [23.1] \) and Cauchy-Schwarz.

**Estimate for** \( \int_{\mathbb{R}} H^4 \left( \partial_r \partial_r^{k-i} \psi \right) \left( \partial_r \partial_r^k \psi \right), i \geq 1 \)

We use Cauchy-Schwarz and the inductive hypothesis.

**Estimate for** \( \int_{\mathbb{R}} H^5 \left( \Delta \partial_r^k \psi \right) \left( \partial_r \partial_r^k \psi \right), i \leq k-1 \)

For \( i = 0 \) we solve with respect to \( \Delta \psi \) in the wave equation and then use Cauchy-Schwarz and the inductive hypothesis. We proceed by induction on \( i \). Assuming that \( (\Delta \partial_r^j \psi)(\partial_r \partial_r^k \psi) \) is estimated for all \( 0 \leq j \leq i-1 \) we will prove that the integral \( (\Delta \partial_r^i \psi)(\partial_r \partial_r^k \psi) \) can also be estimated. We have

\[ \Delta \partial_r^i \psi \left( \partial_r \partial_r^k \psi \right) = \partial_r^i \Delta \psi \left( \partial_r \partial_r^k \psi \right) + [\Delta, \partial_r^i] \psi \left( \partial_r \partial_r^k \psi \right) \]

The first term on the right hand side can be estimated by solving with respect to \( \Delta \psi \) in the wave equation and using Cauchy-Schwarz. The second term can be estimated by our inductive hypothesis.

**Estimate for** \( \int_{\mathbb{R}} H^6 \left( \Delta \partial_r^{k-i} \psi \right) \left( \partial_r^{k+1} \psi \right), i \geq 1 \)
Integration by parts yields
\[
\int_\mathcal{R} H_i^6 \left( \triangle_r \psi - i r \frac{\partial}{\partial r} \right) \left( \partial_{r}^2 \psi \right) + \int_\mathcal{R} \left( \partial_r H_i^6 + \frac{2}{r} H_i^6 \right) \left( \triangle_r \psi - i r \frac{\partial}{\partial r} \right) \left( \partial_{r}^2 \psi \right)
\]
\[
+ \int_\mathcal{R} H_i^6 \left( \partial_r \triangle_r \psi - i r \frac{\partial}{\partial r} \right) \left( \partial_{r}^2 \psi \right)
\]
\[
= \int_{\Sigma_0} H_i^6 \left( \triangle_r \psi - i r \frac{\partial}{\partial r} \right) \partial_r \cdot n_{\Sigma_0} - \int_{\Sigma_r} H_i^6 \left( \triangle_r \psi - i r \frac{\partial}{\partial r} \right) \partial_r \cdot n_{\Sigma_r}
\]
\[
- \int_{\mathcal{H}^+} H_i^6 \left( \triangle_r \psi - i r \frac{\partial}{\partial r} \right) \partial_r \cdot n_{\mathcal{H}^+}.
\]

The second bulk integral and the boundary integrals over \( \Sigma \) are estimated using Stokes' identity on \( S^2 \) and the inductive hypothesis. The last bulk integral is estimated by commuting the spherical Laplacian with \( \partial_r \) and applying again Stokes' identity on \( S^2 \) and Cauchy-Schwarz. Thus for \( i \geq 2 \) we use the inductive hypothesis and for \( i = 1 \) it suffices to have
\[
H_i^6 < -\frac{1}{2} \partial_r f^k_r(M).
\]  

As regards the integral over \( \mathcal{H}^+ \) we have the following: For the component \( \psi_k \) we have \( \triangle_r \psi_k = -\frac{k(k+1)}{r^2} \psi_k \) and thus \( \triangle_r \psi_k = -\frac{k(k+1)}{r^2} \partial_r \psi_k \) (see Section 7) and so we apply Lemma 14.2.1 to estimate it. For the component \( \psi_{k+1} \) we use Stokes' theorem on \( S^2 \), Cauchy-Schwarz and the inductive hypothesis.

The construction of \( L^k \) is now clear for all \( k \in \mathbb{N} \). It suffices to take \( f^k_r(M) < 0 \), \( f^k_r(M) > 0 \) and \( -\partial_r f^k_r \) and \( \partial_r f^k_r(M) \) sufficiently large. As far as the global construction for the vector field \( L^k \) is concerned, we follow the same idea as in Section 12.

Note that again no commutation with the generators of the Lie algebra so(3) is required.

The condition on the spherical decomposition is sharp (see Theorem 17.3).

\[ \square \]

15 Energy Decay

In this section we derive the decay for the non-degenerate energy flux of \( N \) through an appropriate foliation. Clearly, all the estimates in Section 9 are very useful, however they degenerate at infinity. It turns out that one can obtain non-degenerate estimates on regions which connect \( \mathcal{H}^+ \) and \( \mathcal{I}^+ \) (without containing \( i^0 \)). This has to do with the fact that a portion of the initial energy remains in a neighbourhood of \( i^0 \). Such estimates were first derived in the recent [24] along with a new robust method for obtaining decay results. Here we establish several estimates which will allow us to adopt the methods of [24] in the extreme case. These new estimates are closely related with the trapping properties of \( \mathcal{H}^+ \).

We fix \( R > 2M \) and consider the hypersurface \( \Sigma_0 \) which is spacelike for \( M \leq r \leq R \) and crosses \( \mathcal{H}^+ \) and for \( r \geq R \) is given by \( u = u(p_0) \), where \( p_0 \in \Sigma_0 \) is such that \( r(p_0) = R \).
Consider now \( \tilde{\Sigma}_\tau = \varphi_\tau(\tilde{\Sigma}_0) \), where \( \varphi_\tau \) is the flow of \( T \). For arbitrary \( \tau_1 < \tau_2 \) we define

- \( \tilde{R}^\tau_{\tau_1} = \cup_{\tau \in [\tau_1, \tau_2]} \tilde{\Sigma}_\tau \),
- \( \tilde{D}^\tau_{\tau_1} = \tilde{R}^\tau_{\tau_1} \cap \{ r \geq R \} \),
- \( \tilde{N}_\tau = \tilde{\Sigma}_\tau \cap \{ r \geq R \} \),
- \( \Delta^\tau_{\tau_1} = \tilde{R}^\tau_{\tau_1} \cap \{ r = R \} \).

15.1 \( r \)-Weighted Energy Estimates in a Neighbourhood of \( \mathcal{I}^+ \)

The main idea is to derive a non-degenerate \( X \) estimate and then derive similar estimates for its boundary terms. From now on we work with the null \((u,v)\) coordinates (see Appendix A.1) unless otherwise stated.

**Proposition 15.1.1.** Suppose \( p < 3 \). There exists a constant \( C \) that depends on \( M \) and \( \tilde{\Sigma}_0 \) such that if \( \psi \) satisfies the wave equation and \( \phi = r\psi \) then

\[
\int_{\tilde{R}^\tau_{\tau_1}} r^p (\partial_r \phi)^2 \frac{1}{r^2} + \int_{\tilde{D}^\tau_{\tau_1}} r^{p-1} (p + 2) \frac{(\partial_r \phi)^2}{r^2} + \int_{\tilde{D}^\tau_{\tau_1}} r^{p-1} \left( -pD - rD' \right) |\nabla \psi|^2 \\
\leq C \int_{\tilde{\Sigma}_{\tau_1}} J^T_\mu (\psi) n^\mu_{\tilde{\Sigma}_{\tau_1}} + \int_{\tilde{N}_{\tau_1}} r^p (\partial_r \phi)^2 \frac{1}{r^2}
\]

(68)
Proof. We first consider the cut-off function \( \zeta : [R, +\infty) \to [0, 1] \) such that
\[
\zeta(r) = 0 \text{ for all } r \in [R, R + 1/2], \\
\zeta(r) = 1 \text{ for all } r \in [R + 1, +\infty).
\]
Let \( q = p - 2 \). We consider the vector field
\[
V = r^q \partial_v
\]
which we apply as multiplier acting on the function \( \zeta \phi \) in the region \( \tilde{D}_{\tau_1}^{\tau_2} \). Then
\[
\int_{\tilde{D}_{\tau_1}^{\tau_2}} K^V(\zeta \phi) + E^V(\zeta \phi) = \int_{\partial \tilde{D}_{\tau_1}^{\tau_2}} J^V(\zeta \phi) n^\mu.
\]
For the direction of \( n^\mu \) see Appendix B. Note that for \( r \geq R + 1 \) we have \( K^V(\zeta \phi) = K^V(\phi) \) and \( E^V(\zeta \phi) = E^V(\phi) \). Then,
\[
K^V(\phi) = T_{\mu\nu} (\nabla^\mu (r^q v_\nu \partial_v))^\nu = T_{\mu\nu} ((\nabla^\mu r^q) \partial_v)^\nu + T_{\mu\nu} r^q (\nabla^\mu \partial_v)^\nu
\]
\[
= 2r^{q-1}(\partial_u \phi)(\partial_v \phi) + qr^{q-1}(\partial_v \phi)^2 + \frac{r^{q-1}}{4} (-qD - rD') |\nabla \phi|^2.
\]
Note that since \( \psi \) solves the wave equation \( \phi \) satisfies
\[
\frac{4}{D} \partial_u \partial_v \phi + \frac{D'}{r} \phi - \Delta \phi = 0
\]
and so
\[
\Box_g \phi = \frac{2}{r} (\partial_u \phi - \partial_v \phi) - \frac{4}{D} (\partial_u \partial_v \phi) + \Delta \phi
\]
\[
= \frac{2}{r} (\partial_u \phi - \partial_v \phi) + \frac{D'}{r} \phi,
\]
which, as expected, depends only on the 1-jet of \( \phi \). Therefore,
\[
E^V(\phi) = r^q (\partial_v \phi) (\Box_g \phi)
\]
\[
= -2r^{q-1}(\partial_u \phi)(\partial_v \phi) + 2r^{q-1}(\partial_v \phi)^2 + D'r^{q-1} \phi(\partial_v \phi).
\]
Thus
\[
K^V(\phi) + E^V(\phi) = (q + 2)r^{q-1}(\partial_v \phi)^2 + \frac{r^{q-1}}{4} (-qD - rD') |\nabla \phi|^2
\]
\[
+ D'r^{q-1} \phi(\partial_v \phi).
\]
However,
\[
\int_{\tilde{D}_{\tau_1}^{\tau_2}} D'r^{q-1} \zeta \phi (\partial_v \phi) = \int_{\tilde{D}_{\tau_1}^{\tau_2}} r^{q-1} \frac{M}{2} D \left[ \sqrt{D} (1 - q) - \frac{3M}{r} \right] (\zeta \phi)^2
\]
\[
- \int_D \frac{r^{q-1}}{4} D' \sqrt{D} (\zeta \phi)^2 + \int_{\Gamma} \frac{D'D}{4} r^{q-1} (\zeta \phi)^2.
\]
Note that in Minkowski spacetime we would have no zeroth order term in the wave equation. In our case we do have, in such a way, however, such that the terms on the right hand side of the above identity have the right sign for \( p < 3 \) and sufficiently large \( R \).

In view of the cut-off function \( \zeta \) all the integrals over \( \Delta \) vanish. Clearly, all error terms that arise in the region \( W = \text{supp}(\zeta - 1) = \{ R \leq r \leq R + 1 \} \) are quadratic forms of the 1-jet of \( \psi \) and, therefore, in view of (27) and (29), these integrals are bounded by \( \int_{\hat{\Sigma}_{\tau_1}} J^T_\mu (\psi) n^\mu_{\Sigma_{\tau_1}} \). Also

\[
\int_{\partial D_{\tau_1}^+} J^V_\mu (\zeta \phi) n^\mu = \int_{\bar{N}_{\tau_2}} r^q (\partial_v \zeta \phi)^2 - \int_{N_{\tau_2}} r^q (\partial_v \zeta \phi)^2 - \int_{\mathcal{I}^+} \frac{D}{4} |\nabla \phi|^2.
\]

The last two integrals on the right hand side appear with the right sign. Finally, in view of the first Hardy inequality, the error terms produced by the cut-off \( \zeta \) in the region \( W \) are controlled by the flux of \( T \) through \( \bar{\Sigma}_{\tau_1} \).

The reason we introduced the function \( \phi \) is because the weight \( r \) that it contains makes it non-degenerate (\( \psi = 0 \) on \( \mathcal{I}^+ \) but \( \phi \) does not vanish there in general). The reason we have divided by \( r^2 \) in (68) is because we want to emphasize the weight that corresponds to \( \psi \) and not to \( \phi \).

A first application of the above \( r \)-weighted energy estimate is the following

**Proposition 15.1.2.** There exists a constant \( C \) that depends on \( M \) and \( \bar{\Sigma}_0 \) such that if \( \psi \) satisfies the wave equation and \( \bar{D}_{\tau_1}^+ \) as defined above with \( R \) sufficiently large, then

\[
\int_{\tau_1}^{\tau_2} \left( \int_{\bar{N}_{\tau}} J^T_\mu (\psi) n^\mu_{\bar{N}_{\tau}} \right) d\tau \leq C \int_{\bar{\Sigma}_{\tau_1}} J^T_\mu (\psi) n^\mu_{\bar{\Sigma}_{\tau_1}} + C \int_{\bar{N}_{\tau_1}} r^{-1} (\partial_v \phi)^2.
\]

**Proof.** Applying Proposition [15.1.1] for \( p = 1 \) and using the fact that for \( r \geq R \) and \( R \) large enough

\[
D - r D' > \frac{1}{2},
\]
we have that there exists a constant \( C \) that depends on \( M \) and \( \bar{\Sigma}_0 \) such that

\[
\int_{\bar{D}_{\tau_1}^+} \frac{1}{r^2} (\partial_v \phi)^2 + \frac{1}{r^2} |\nabla \phi|^2 \leq C \int_{\bar{\Sigma}_{\tau_1}} J^T_\mu (\psi) n^\mu_{\bar{\Sigma}_{\tau_1}} + C \int_{\bar{N}_{\tau_1}} r^{-1} (\partial_v \phi)^2. \quad (69)
\]

Note now that since \( |\nabla \phi|^2 = r^2 |\nabla \psi|^2 \), (69) yields

\[
\int_{\bar{D}_{\tau_1}^+} |\nabla \psi|^2 \leq C \int_{\bar{\Sigma}_{\tau_1}} J^T_\mu (\psi) n^\mu_{\bar{\Sigma}_{\tau_1}} + C \int_{\bar{N}_{\tau_1}} r^{-1} (\partial_v \phi)^2.
\]

\(^{12}\text{Clearly we need to take } R > 2M.\)

\(^{13}\text{The weights in } r \text{ play no role in this region.}\)

\(^{14}\text{This makes this } p \text{ to be the same as in [24]. The notation } \phi \text{ and } \psi \text{ has however been swapped.}\)
Furthermore, for sufficiently large $R$ we have
\[ \int_{D_{\tau_0}^T} \frac{1}{r^2} \left( \partial_r \phi \right)^2 \geq \int_{D_{\tau_0}^T} \frac{1}{2D_2r^2} \left( \partial_\nu \phi \right)^2 = \int_{D_{\tau_0}^T} \frac{1}{2D_2} \left( \partial_\nu \psi \right)^2 + \int_{D_{\tau_0}^T} \frac{1}{4D_2r^2} \partial_r (r\psi^2). \]

However, if $\zeta$ is the cut-off function introduced in the proof of Proposition 15.1.1 then
\[ \int_{D_{\tau_0}^T} \frac{1}{4Dr^2} \partial_r (r\zeta \psi^2) = \int_{I^+} \frac{1}{8r} (\zeta \psi)^2. \]

Therefore, the above integral is of the right sign modulo some error terms in the region $W$ coming from the cut-off $\zeta$. These terms are quadratic in the 1-jet of $\psi$ and so can be controlled by estimates (27) and (29). Finally, since $n_{\tilde{N}_r}^\mu$ is null we have $J_\mu^T(\psi)n_{\tilde{N}_r}^\mu \sim (\partial_r \psi)^2 + |\nabla \psi|^2$ and thus by (69) and the coarea formula we have the required result.

This is a spacetime estimate which does not degenerate at infinity. Note the importance of the fact that the region $\tilde{D}_{\tau_0}^T$ does not contain $\tilde{r}$! If we are to obtain the full decay for the energy, then we need to prove decay for the boundary terms in Proposition 15.1.2. The first step is to derive a spacetime estimate of the $r^{-1}$-weighted quantity $r^{-1}(\partial_r \phi)^2$.

**Proposition 15.1.3.** There exists a constant $C$ which depends on $M$ and $\tilde{\Sigma}_0$ such that
\[ \int_{\tilde{N}_r} \left( \int_{\tilde{N}_r} r^{-1}(\partial_r \phi)^2 \right) d\tau \leq C \int_{\tilde{\Sigma}_{\tau_1}} J_\mu^T(\psi)n_{\tilde{\Sigma}_{\tau_1}}^\mu + C \int_{\tilde{N}_{\tau_1}} (\partial_r \phi)^2. \]

**Proof.** Applying the $r$-weighted energy estimate for $p = 2$ we obtain
\begin{align*}
\int_{\tilde{D}_{\tau_0}^T} r^{-1}(\partial_r \phi)^2 &\leq \int_{\tilde{D}_{\tau_0}^T} \frac{M\sqrt{D}}{4r^2} |\nabla \phi|^2 + C \int_{\tilde{\Sigma}_{\tau_1}} J_\mu^T(\psi)n_{\tilde{\Sigma}_{\tau_1}}^\mu + C \int_{\tilde{N}_{\tau_1}} (\partial_r \phi)^2 \\
&\leq C \int_{\tilde{D}_{\tau_0}^T} \frac{1}{r^2} |\nabla \phi|^2 + C \int_{\tilde{\Sigma}_{\tau_1}} J_\mu^T(\psi)n_{\tilde{\Sigma}_{\tau_1}}^\mu + C \int_{\tilde{N}_{\tau_1}} (\partial_r \phi)^2.
\end{align*}

The result now follows from (69) and the coarea formula.

**15.2 Integrated Decay of Local (Higher Order) Energy**

We have already seen that in order to obtain a non-degenerate spacetime estimate near $\mathcal{H}^+$ we need to commute the wave equation with the transversal to the horizon vector field $\partial_\nu$ and assume that the zeroth spherical harmonic vanishes. Indeed, if $\mathcal{A}$ is a spatially compact neighbourhood of $\mathcal{H}^+$ (which may contain the photon sphere) then we have:
Proposition 15.2.1. There exists a constant $C$ that depends on $M$ and $\tilde{\Sigma}_0$ such that if $\psi$ satisfies the wave equation and is supported on $l \geq 1$, then
\[
\int_{\tau_1}^{\tau_2} \left( \int_{A \cap \tilde{\Sigma}_\tau} J_\mu^N (\psi) n^\mu_{\tilde{\Sigma}_\tau} \right) d\tau \leq C \int_{\tilde{\Sigma}_{\tau_1}} J_\mu^N (\psi) n^\mu_{\tilde{\Sigma}_\tau} + C \int_{\tilde{\Sigma}_{\tau_1}} J_\mu^N (T \psi) n^\mu_{\tilde{\Sigma}_\tau} + C \int_{A \cap \tilde{\Sigma}_\tau} J_\mu^N (\partial_r \psi) n^\mu_{\tilde{\Sigma}_\tau}.
\]

Proof. Immediate from Proposition 12.4.1 and the coarea formula.

As regards the above boundary terms we have

Proposition 15.2.2. There exists a constant $C$ that depends on $M$ and $\tilde{\Sigma}_0$ such that if $\psi$ satisfies the wave equation and is supported on $l \geq 2$, then
\[
\int_{\tau_1}^{\tau_2} \left( \int_{A \cap \tilde{\Sigma}_\tau} J_\mu^N (\partial_r \psi) n^\mu_{\tilde{\Sigma}_\tau} \right) d\tau \leq C \sum_{i=0}^2 \int_{\tilde{\Sigma}_{\tau_1}} J_\mu^N (T_i \psi) n^\mu_{\tilde{\Sigma}_\tau} + C \sum_{k=1}^2 \int_{A \cap \tilde{\Sigma}_\tau} J_\mu^N (\partial_r \psi) n^\mu_{\tilde{\Sigma}_\tau}.
\]

Proof. Immediate from Theorem 14.1 and the coarea formula.

15.3 Weighted Energy Estimates in a Neighbourhood of $\mathcal{H}^+$

Since for $l = 0$ the above estimates do not hold for generic initial data, we are left proving decay for the degenerate energy. For this we derive a hierarchy of (degenerate) energy estimates in a neighbourhood of $\mathcal{H}^+$. In this section, we use the $(v, r)$ coordinates.

Proposition 15.3.1. There exists a $\varphi_r$-invariant causal vector field $P$ and a constant $C$ which depends only on $M$ such that for all $\psi$ we have
\[
J_\mu^T (\psi) n^\mu_{\Sigma} \leq CK^P (\psi), \quad J_\mu^P (\psi) n^\mu_{\Sigma} \leq CK^{N, \delta, -\frac{1}{2}} (\psi)
\]
in an appropriate neighbourhood $A$ of $\mathcal{H}^+$.

Proof. Let our ansatz be $P = f_v \partial_v + f_r \partial_r$. Recall that
\[
K^P (\psi) = F_{vv} (\partial_v \psi)^2 + F_{rr} (\partial_r \psi)^2 + F_\nabla |\nabla \psi|^2 + F_{vv} (\partial_v \psi) (\partial_r \psi),
\]
where the coefficients are given by
\[
F_{vv} = (\partial_v f_v), \quad F_{rr} = D \left( \frac{(\partial_r f_r)}{2} - \frac{f_r}{r} \right) - \frac{f_r D'}{2}, \quad F_\nabla = \frac{1}{2} (\partial_r f_r), \quad F_{vr} = D (\partial_r f_v) - \frac{2f_r}{r}.
\]
Let us take \( f_r(r) = -\sqrt{D} \) for \( M \leq r \leq r_0 < 2M \), with \( r_0 \) to be determined later. Then
\[
F_{rr} = D \left[ -\frac{D'}{4\sqrt{D}} + \frac{\sqrt{D}D'}{2} \right] + \frac{\sqrt{D}D'}{2r} \sim D.
\]
Since \( \frac{D'}{4\sqrt{D}} = \frac{M}{2r} \), the constants in \( \sim \) depend on \( M \) and the choice for \( r_0 \). Also,
\[
F_{vr} = \sqrt{D} \left[ \sqrt{D} \left( \partial_r f_v \right) + \frac{2}{r} \right] \leq \epsilon D + \frac{1}{\epsilon} \left[ \sqrt{D} \left( \partial_r f_v \right) + \frac{2}{r} \right]^2.
\]
If we take \( \epsilon \) sufficiently small and \( f_v \) such that
\[
\frac{1}{\epsilon} \left[ \sqrt{D} \left( \partial_r f_v \right) + \frac{2}{r} \right]^2 < \partial_r f_v,
\]
then there exists \( r_0 > M \) such that
\[
K^P(\psi) \sim \left( (\partial_v \psi)^2 + D(\partial_r \psi)^2 + |\nabla \psi|^2 \right) \sim J^\mu \mu \nabla^\mu \nabla^\Sigma \psi \quad (70)
\]
in \( \mathcal{A} = \{ M \leq r \leq r_0 \} \). Extend now \( P \) in \( \mathcal{R} \) such that \( f_v(r) = 1 \) and \( f_r(r) = 0 \) for all \( r \geq r_1 > r_0 \) for some \( r_1 < 2M \). This proves the first part of the proposition.

In region \( \mathcal{A} \) we have \( -g(P,P) \sim \sqrt{D} \) and so \( \omega_P \sim \sqrt{D} \). Therefore, from (95) (See Appendix A.2.2) we obtain
\[
J^\mu \mu (\psi) n^\Sigma \sim (\partial_v \psi)^2 + \sqrt{D}(\partial_r \psi)^2 + |\nabla \psi|^2 \sim K^{X,\Sigma,-\frac{1}{2}}(\psi). \quad (71)
\]

The vector field \( P \) will be very crucial for achieving decay results. It is timelike in the domain of outer communications and becomes null on the horizon “linearly”. This linearity allows \( P \) to capture the degenerate redshift in \( \mathcal{A} \) in a weaker way than \( N \) but in stronger way than \( T \).

15.4 Decay of Degenerate Energy
15.4.1 Uniform Boundedness of \( P \)-Energy

First we need to prove that the \( P \)-flux is uniformly bounded.

**Proposition 15.4.1.** There exists a constant \( C \) that depends on \( M \) and \( \Sigma_0 \) such that for all solutions \( \psi \) of the wave equation we have
\[
\int_{\Sigma_r} J^\mu_n (\psi) n^\mu \Sigma_r \leq C \int_{\Sigma_0} J^\mu_n (\psi) n^\mu \Sigma_0 , \quad (72)
\]
Proof. Stokes’ theorem for the current \( J^\mu_P \) gives us
\[
\int_{\tilde{\Sigma}_\tau} J^\mu_P n^\mu + \int_{\mathcal{H}^+} J^\mu_P n^\mu + \int_{\mathcal{I}^+} J^\mu_P n^\mu + \int_{\mathcal{R}} K^P = \int_{\tilde{\Sigma}_0} J^\mu_P n^\mu.
\]
Note that since \( P \) is a future-directed causal vector field, the boundary integrals over \( \mathcal{H}^+ \) and \( \mathcal{I}^+ \) are non-negative. The same goes also for \( K^P \) in region \( A \) whereas it vanishes away from the horizon. In the intermediate region this spacetime integral can be bounded using (27). The result now follows from
\[
J^T_P n^\mu \leq C J^P_P n^\mu.
\]

We are now in a position to derive local integrated decay for the \( T \)-energy.

**Proposition 15.4.2.** There exists a constant \( C \) that depends on \( M \) and \( \tilde{\Sigma}_0 \) such that for all solutions \( \psi \) of the wave equation we have
\[
\int_{\tau_1}^{\tau_2} \left( \int_{A \cap \tilde{\Sigma}_\tau} J^T_P (\psi) n^\mu_{\tilde{\Sigma}_\tau} \right) d\tau \leq C \int_{\tilde{\Sigma}_\tau_1} J^P_P (\psi) n^\mu_{\tilde{\Sigma}_\tau_1}
\]
and
\[
\int_{\tau_1}^{\tau_2} \left( \int_{A \cap \tilde{\Sigma}_\tau} J^P_P (\psi) n^\mu_{\tilde{\Sigma}_\tau} \right) d\tau \leq C \int_{\tilde{\Sigma}_\tau_1} J^N_N (\psi) n^\mu_{\tilde{\Sigma}_\tau_1}
\]
in an appropriate \( \varphi_\tau \)-invariant neighbourhood \( A \) of \( \mathcal{H}^+ \).

**Proof.** From the divergence identity for the current \( J^\mu_P \) and the boundedness of \( P \)-energy we have
\[
\int_A K^P \leq C \int_{\tilde{\Sigma}_\tau_1} J^P_P (\psi) n^\mu_{\tilde{\Sigma}_\tau_1}
\]
for a uniform constant \( C \). Thus the first estimate follows from (70) and the coarea formula. Likewise, the second estimate follows from the divergence identity for the current \( J^\mu_P \), the boundedness of the non-degenerate \( N \)-energy and (71).

**15.4.2 The Dyadic Sequence \( \rho_n \)**

In view of (28) and Propositions 15.1.2 and 15.4.2 we have
\[
\int_{\tau_1}^{\tau_2} \left( \int_{\tilde{\Sigma}_\tau} J^T_P (\psi) n^\mu_{\tilde{\Sigma}_\tau} \right) d\tau \leq C I^T_{\tilde{\Sigma}_\tau_1} (\psi),
\]
where
\[
I^T_{\tilde{\Sigma}_\tau} (\psi) = \int_{\tilde{\Sigma}_\tau} J^T_P (\psi) n^\mu_{\tilde{\Sigma}_\tau} + \int_{\tilde{\Sigma}_\tau} J^T_P (T\psi) n^\mu_{\tilde{\Sigma}_\tau} + \int_{\tilde{\Sigma}_\tau} r^{-1} (\partial_v \phi)^2.
\]
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Moreover, from Propositions 15.4.2 and 15.1.3 we have

\[ \int_{\tau_{1}}^{\tau} I_{\tilde{\Sigma}_{r}}^{T}(\psi) d\tau \leq C \int_{\tilde{\Sigma}_{r_{1}}}^{T} (T \psi) + C \int_{\tilde{\Sigma}_{r_{1}}}^{T} J_{T}^{N}(\psi) n^\mu + C \int_{\tilde{S}_{r_{1}}}^{T} (\partial_\nu \phi)^2, \]  

(74)

for a constant \( C \) that depends on \( M \) and \( \tilde{\Sigma}_0 \). This implies that there exists a dyadic sequence\(^{15}\) \( \rho_n \) such that

\[ I_{\tilde{\Sigma}_{\rho_n}}^{T}(\psi) \leq \frac{E_1}{\rho_n}, \]

where \( E_1 \) is equal to the right hand side of (74) (with \( \tau_1 = 0 \)) and depends only on the initial data of \( \psi \). We have now all the tools to derive decay for the degenerate energy.

**Proposition 15.4.3.** There exists a constant \( C \) that depends on \( M \) and \( \tilde{\Sigma}_0 \) such that for all solutions \( \psi \) of the wave equation we have

\[ \int_{\Sigma_{r}} J_{\mu}^{T}(\psi) n^\mu_{\Sigma_{r}} \leq C E_1 \frac{1}{r^2}, \]

where \( E_1 \) is as defined above.

**Proof.** We apply (73) for the dyadic interval \([\rho_n, \rho_{n+1}]\) to obtain

\[ \int_{\rho_n}^{\rho_{n+1}} \left( \int_{\Sigma_{r'}} J_{\mu}^{T}(\psi) n^\mu_{\Sigma_{r'}} \right) d\tau \leq C E_1 \frac{1}{\rho_n}. \]

In view of the energy estimate

\[ \int_{\Sigma_{r}} J_{\mu}^{T}(\psi) n^\mu_{\Sigma_{r}} \leq C \int_{\Sigma_{r'}} J_{\mu}^{T}(\psi) n^\mu_{\Sigma_{r'}}, \]

which holds for all \( \tau \geq \tau' \), we have

\[ (\rho_{n+1} - \rho_n) \int_{\tilde{\Sigma}_{\rho_{n+1}}} J_{\mu}^{T}(\psi) n^\mu_{\tilde{\Sigma}_{\rho_{n+1}}} \leq C E_1 \frac{1}{\rho_{n+1}}. \]

Since there exists a uniform constant \( b > 0 \) such that \( b \tau_{n+1} \leq \tau_{n+1} - \tau_n \) we have

\[ \int_{\tilde{\Sigma}_{\tau_{n+1}}} J_{\mu}^{T}(\psi) n^\mu_{\tilde{\Sigma}_{\tau_{n+1}}} \leq C E_1 \frac{1}{\rho_{n+1}}. \]

Now, for \( \tau \geq \rho_1 \) there exists \( n \in \mathbb{N} \) such that \( \rho_n \leq \tau \leq \rho_{n+1} \). Therefore,

\[ \int_{\Sigma_{r}} J_{\mu}^{T}(\psi) n^\mu_{\Sigma_{r}} \leq C \int_{\tilde{\Sigma}_{\rho_{n+1}}} J_{\mu}^{T}(\psi) n^\mu_{\tilde{\Sigma}_{\rho_{n+1}}} \leq \frac{CE_1}{\rho_n} \sim \frac{CE_1}{\rho_{n+1}} \leq CE_1 \frac{1}{r^2}, \]

which is the required decay result for the \( T \)-energy.

\(^{15}\)Dyadic sequence is an increasing sequence \( \rho_n \) such that \( \rho_n \sim \rho_{n+1} \sim (\rho_{n+1} - \rho_n) \).
15.5 Decay of Non-Degenerate Energy

We now derive decay for the non-degenerate energy. Note that for obtaining such a result we must use Proposition 15.2.1 which however holds for waves supported on the frequencies $l \geq 1$. In this case, in view of the previous estimates we have

$$
\int_{\tau_1}^{\tau_2} \left( \int_{\Sigma_r} J^N_{\mu} (\psi) n^\mu_{\Sigma_r} \right) d\tau \leq C I^N_{\Sigma_{\tau_1}} (\psi),
$$

(75)

where

$$
I^N_{\Sigma_r} (\psi) = \int_{\Sigma_r} J^N_{\mu} (\psi) n^\mu_{\Sigma_r} + \int_{\Sigma_r} J^N_{\mu} (T \psi) n^\mu_{\Sigma_r} \\
+ \int_{A \cap \Sigma_r} J^N_{\mu} (\partial_r \psi) n^\mu_{\Sigma_r} + \int_{\tilde{N}_r} r^{-1} (\partial_r \phi)^2.
$$

**Proposition 15.5.1.** There exists a constant $C$ that depends on $M$ and $\tilde{\Sigma}_0$ such that for all solutions $\psi$ to the wave equation which are supported on $l \geq 1$ we have

$$
\int_{\Sigma_r} J^N_{\mu} (\psi) n^\mu_{\Sigma_r} \leq C E^2 \frac{1}{\tau},
$$

where $E_2$ depends only on the initial data of $\psi$ and is equal to the right hand side of (75) (with $\tau_1 = 0$).

**Proof.** We apply $(75)$ for the interval $[0, \tau]$ and use the energy estimate

$$
\int_{\Sigma_r} J^N_{\mu} (\psi) n^\mu_{\Sigma_r} \leq C \int_{\Sigma_{\tau'}} J^N_{\mu} (\psi) n^\mu_{\Sigma_{\tau'}},
$$

which holds for all $\tau \geq \tau'$ and for a uniform constant $C$. $\square$

15.5.1 The Dyadic Sequence $\tau_n$

If we consider waves which are supported on $l \geq 2$ then from Propositions 15.1.3, 15.2.2 and by commuting $(75)$ with $T$ we take

$$
\int_{\tau_1}^{\tau_2} I^N_{\Sigma_{\tau}} (\psi) d\tau \leq C I^N_{\Sigma_{\tau_1}} (\psi) + C I^N_{\Sigma_{\tau_1}} (T \psi) \\
+ C \int_{A \cap \Sigma_{\tau_1}} J^N_{\mu} (\partial_r \psi) n^\mu_{\Sigma_r} + C \int_{\tilde{N}_{\tau_1}} (\partial_r \phi)^2
$$

(76)

This implies that there exists a dyadic sequence $\tau_n$ such that

$$
I^N_{\Sigma_{\tau_n}} (\psi) \leq \frac{E_3}{\tau_n},
$$

where the constant $E_3$ is equal to the right hand side of (76) (with $\tau_1 = 0$). We can now derive decay for the non-degenerate energy.
Proposition 15.5.2. There exists a constant $C$ that depends on $M$ and $\tilde{\Sigma}_0$ such that for all solutions $\psi$ to the wave equation which are supported on $l \geq 2$ we have
\[ \int_{\tilde{\Sigma}_\tau} J^N_\mu (\psi)n^\mu_{\tilde{\Sigma}_\tau} \leq CE_3 \frac{1}{\tau^2}, \]
where $E_3$ is as defined above.

Proof. If we apply (75) for the dyadic intervals $[\tau_n, \tau_{n+1}]$ we obtain
\[ \int_{\tau_n}^{\tau_{n+1}} \left( \int_{\tilde{\Sigma}_\tau} J^N_\mu (\psi)n^\mu_{\tilde{\Sigma}_\tau} \right) d\tau \leq CE_3. \]
In view of the boundedness of the $N$-energy we have
\[ (\tau_{n+1} - \tau_n) \int_{\tilde{\Sigma}_{\tau_{n+1}}} J^N_\mu (\psi)n^\mu_{\tilde{\Sigma}_{\tau_{n+1}}} \leq CE_3. \]
Since there exists a uniform constant $b > 0$ such that $b \tau_{n+1} \leq \tau_{n+1} - \tau_n$ we obtain
\[ \sum_{\tau_{n} \leq \tau \leq \tau_{n+1}} \int_{\tilde{\Sigma}_\tau} J^N_\mu (\psi)n^\mu_{\tilde{\Sigma}_\tau} \leq CE_3. \]
Now, for $\tau \geq \tau_1$ there exists $n \in \mathbb{N}$ such that $\tau_n \leq \tau \leq \tau_{n+1}$. Therefore,
\[ \int_{\tilde{\Sigma}_\tau} J^N_\mu (\psi)n^\mu_{\tilde{\Sigma}_\tau} \leq CE_3 \frac{1}{\tau^2}. \]
which is the required decay result for the energy.

Summarizing, we have finally proved the following theorem

Theorem 15.1. There exists a constant $C$ that depends on the mass $M$ and $\tilde{\Sigma}_0$ such that:

- For all solutions $\psi$ of the wave equation we have
  \[ \int_{\tilde{\Sigma}_\tau} J^T_\mu (\psi)n^\mu_{\tilde{\Sigma}_\tau} \leq CE_1 \frac{1}{\tau^2}, \]
  where $E_1$ depends only on the initial data and is equal to the right hand side of (74) (with $\tau_1 = 0$).

- For all solutions $\psi$ to the wave equation which are supported on the frequencies $l \geq 1$ we have
  \[ \int_{\tilde{\Sigma}_\tau} J^N_\mu (\psi)n^\mu_{\tilde{\Sigma}_\tau} \leq CE_2 \frac{1}{\tau}, \]
  where $E_2$ depends only on the initial data of $\psi$ and is equal to the right hand side of (75) (with $\tau_1 = 0$).
• For all solutions $\psi$ to the wave equation which are supported on $l \geq 2$ we have

$$\int_{\Sigma_r} J_\mu^N (\psi) n^\mu_{\Sigma_r} \leq C E_4 \frac{1}{\tau^2},$$

where $E_4$ depends only on the initial data of $\psi$ and is equal to the right hand side of (76) (with $\tau_1 = 0$).

16 Pointwise Estimates

16.1 Uniform Pointwise Boundedness

We first prove that all the waves $\psi$ remain uniformly bounded in $\mathcal{M}$. We work with the foliation $\Sigma_\tau$ (or $\tilde{\Sigma}_\tau$) and the induced coordinate system ($\rho, \omega$). For $r_0 \geq M$ we have

$$\psi^2 (r_0, \omega) = \left( \int_{r_0}^{+\infty} (\partial_\rho \psi) d\rho \right)^2 \leq \left( \int_{r_0}^{+\infty} (\partial_\rho \psi)^2 \rho^2 d\rho \right) \left( \int_{r_0}^{+\infty} \frac{1}{\rho^2} d\rho \right) = \frac{1}{r_0} \left( \int_{r_0}^{+\infty} (\partial_\rho \psi)^2 \rho^2 d\rho \right).$$

Therefore,

$$\int_{\mathbb{S}^2} \psi^2 (r_0, \omega) d\omega \leq \frac{1}{r_0} \int_{\mathbb{S}^2} \int_{r_0}^{+\infty} (\partial_\rho \psi)^2 \rho^2 d\rho d\omega \leq \frac{C}{r_0} \int_{\Sigma_\tau \cap \{ r \geq r_0 \}} J_\mu^N (\psi) n^\mu_{\Sigma_\tau},$$

where $C$ is a constant that depends only on $M$ and $\Sigma_0$.

**Theorem 16.1.** There exists a constant $C$ which depends on $M$ and $\Sigma_0$ such that for all solutions $\psi$ of the wave equation we have

$$|\psi|^2 \leq C \cdot E_4 \frac{1}{\tau},$$

where

$$E_4 = \sum_{|k| \leq 2} \int_{\Sigma_0} J_\mu^N (\Omega^k \psi) n^\mu_{\Sigma_0}.$$  

**Proof.** From the Sobolev inequality on $\mathbb{S}^2$ we have

$$|\psi|^2 \leq C \sum_{|k| \leq 2} \int_{\mathbb{S}^2} (\Omega^k \psi)^2$$

and the theorem follows from (77) and (38).
Note that the above also gives us decay in \( r \). Observe also that for the boundedness result, one could avoid commuting with angular derivatives. Indeed, we can decompose

\[
\psi = \psi_0 + \psi_{\geq 1}
\]

and prove that each projection is uniformly bounded by a norm that depends only on initial data. Indeed, by applying the following Sobolev inequality on the hypersurfaces \( \Sigma_\tau \) we have

\[
\|\psi_{\geq 1}\|_{L^\infty(\Sigma_\tau)} \leq C \left( \|\nabla \psi_{\geq 1}\|_{L^2(\Sigma_\tau)} + \|\nabla \psi_{\geq 1}\|_{L^2(\Sigma_\tau)} + \lim_{x \to i_0} |\psi_{\geq 1}| \right) = C \left( \|\psi_{\geq 1}\|_{H^1(\Sigma_\tau)} + \|\psi_{\geq 1}\|_{H^2(\Sigma_\tau)} + \lim_{x \to i_0} |\psi_{\geq 1}| \right)
\]

(79)

where again \( \nabla \nabla \) is a 2-tensor on the Riemannian manifold \( \Sigma_\tau \) and \(|-|\) is the induced norm. Clearly, \( C \) depends only on \( \Sigma_0 \). Note also that we use the Sobolev inequality that does not involve the \( L^2 \)-norms of zeroth order terms. We observe that the vector field \( \partial_v - \partial_r \) is timelike since \( g(\partial_v - \partial_r, \partial_v - \partial_r) = -D - 2 \) and, therefore, by an elliptic estimate (see Appendix D) there exists a uniform positive constant \( C \) which depends on \( M \) and \( \Sigma_0 \) such that

\[
\|\psi_{\geq 1}\|^2_{H^1(\Sigma_\tau)} + \|\psi_{\geq 1}\|^2_{H^2(\Sigma_\tau)} \leq C \int_{\Sigma_\tau} J_\mu^N(\psi_{\geq 1}) n^\mu_{\Sigma_\tau} + C \int_{\Sigma_\tau} J_\mu^N(T\psi_{\geq 1}) n^\mu_{\Sigma_\tau} + C \int_{\Sigma_\tau} J_\mu^N(\partial_r \psi_{\geq 1}) n^\mu_{\Sigma_\tau}.
\]

Pointwise bound for \( \psi_0 \) is immediately derived by (77). Therefore, in view of (38) and (53) we obtain the following:

There exists a constant \( C \) which depends on \( M \) and \( \Sigma_0 \) such that for all solutions \( \psi \) of the wave equation we have

\[
|\psi|^2 \leq C \int_{\Sigma_0} J_\mu^N(\psi) n^\mu_{\Sigma_0} + C \int_{\Sigma_0} J_\mu^N(T\psi) n^\mu_{\Sigma_0} + C \int_{\Sigma_0} J_\mu^N(\partial_r \psi) n^\mu_{\Sigma_0}.
\]

(80)

16.2 Pointwise Decay

16.2.1 Decay away \( \mathcal{H}^+ \)

We consider the region \( \{ r \geq R_0 \} \), where \( R_0 > M \). From now on, \( C \) will be a constant depending only on \( M, R_0 \) and \( \Sigma_0 \).
Clearly, in this region we have $J^T \mu_{\Sigma} \sim J^T \mu_{\Sigma}$ and $\sim$ depends on $R_0$. Therefore, from (77) we have that for any $r \geq R_0$
\[
\int_{\mathbb{S}^2} \psi^2(r, \omega) d\omega \leq \frac{C}{r} \int_{\mathbb{S}^2} J^T \mu_{\Sigma}(\psi) n_{\Sigma}^\mu \leq C \cdot E_1(\psi) \frac{1}{r} \cdot \tau^2.
\]
Applying the above for $\psi, \Omega_i \psi, \Omega_{ij} \psi$ and using the Sobolev inequality for $\mathbb{S}^2$ yields
\[
\psi^2 \leq C E_5 \frac{1}{r} \cdot \tau^2,
\]
where $C$ depends on $M, R_0$ and $\tilde{\Sigma}_0$ and
\[
E_5 = \sum_{|k| \leq 2} E_1(\Omega^k \psi).
\]
Next we improve the decay with respect to $r$. Observe that for all $r \geq R_0$ we have
\[
\int_{\mathbb{S}^2} (\psi^2)(r, \omega) d\omega = \int_{\mathbb{S}^2} (R_0 \psi)^2(R_0, \omega) d\omega + 2 \int_{\mathbb{S}^2} \int_{\rho_0}^r \frac{\psi}{\rho} \partial_\rho(\rho \psi) \rho^2 d\rho d\omega
\]
\[
\leq C E_1(\psi) \frac{1}{r^2} + C \sqrt{\int_{\mathbb{S}^2} \frac{1}{\rho^2} \psi^2 \int_{\mathbb{S}^2} (\partial_\rho(\rho \psi))^2}.
\]
However, from the first Hardy inequality (see Section 6) we have
\[
\int_{\mathbb{S}^2} \frac{1}{\rho^2} \psi^2 \leq C \int_{\mathbb{S}^2} J^T \mu_{\Sigma}(\psi) n_{\Sigma}^\mu \leq C E_1 \frac{1}{\tau^2}.
\]
Moreover, if $R$ is the constant defined in Section 15 and recalling that $\rho \psi = \phi$ we have
\[
\int_{\mathbb{S}^2} (\partial_\rho(\rho \psi))^2 = \int_{\mathbb{S}^2} (\partial_\rho(\rho \phi))^2 + \int_{\mathbb{S}^2} (\partial_\phi)^2
\]
\[
\leq C \int_{\mathbb{S}^2} J^T \mu_{\Sigma}(\psi) n_{\Sigma}^\mu + \int_{\mathbb{S}^2} (\partial_\phi)^2
\]
\[
\leq C \int_{\mathbb{S}^2} J^T \mu_{\Sigma}(\psi) n_{\Sigma}^\mu + \int_{\mathbb{S}^2} (\partial_\phi)^2.
\]
where for the second inequality we used Propositions 15.1.1 and 15.1.2. Hence for $\tau \geq 1$ we have

$$r^2 \int_{S^2} \psi^2(r,\omega) d\omega \leq CE_1 \frac{1}{\tau^2} + C\sqrt{E_1} \sqrt{C \int_{\Sigma_0} J^T(\psi)n^\mu_{\Sigma_0} + \int_{\tilde{N}_0} (\partial_\nu \phi)^2} \frac{1}{\tau} \leq CE_1 \frac{1}{\tau},$$

since the quantity in the square root is dominated by $E_1$. Therefore, by the Sobolev inequality on $S^2$ we obtain

$$\psi^2 \leq CE_5 \frac{1}{r^2}.$$

16.2.2 Decay near $\mathcal{H}^+$

We are now investigating the behaviour of $\psi$ in the region $\{M \leq r \leq R_0\}$. We first prove the following

**Lemma 16.2.1.** There exists a constant $C$ which depends only on $M, R_0$ such that for all $r_1$ with $M < r_1 \leq R_0$ and all solutions $\psi$ of the wave equation we have

$$\int_{S^2} \psi^2(r_1,\omega) d\omega \leq \frac{C}{(r_1 - M)^2} E_1.$$

**Proof.** Using (77) we obtain

$$\int_{S^2} \psi^2(r_1,\omega) d\omega \leq \frac{C}{r_1} \int_{\Sigma_r \cap \{r \geq r_1\}} J^N(\psi)n^\mu_{\Sigma_r} = \frac{C}{r_1} \int_{\Sigma_r \cap \{r \geq r_1\}} \frac{D(\rho)}{D(\rho)} J^N(\psi)n^\mu_{\Sigma_r} \leq \frac{C}{(r_1 - M)^2} \int_{\Sigma_r} J^T(\psi)n^\mu_{\Sigma_r} \leq \frac{C}{(r_1 - M)^2} E_1.$$

$\square$

**Lemma 16.2.2.** There exists a constant $C$ which depends only on $M, R_0$ such that for all $r_0 \in [M, R_0]$, $\alpha > 0$ and solutions $\psi$ of the wave equation, we have

$$\int_{S^2} \psi^2(r_0,\omega) d\omega \leq CE_1 \frac{1}{\tau^2} \alpha^\alpha + C\sqrt{E_1} \frac{1}{\tau} \sqrt{\int_{\Sigma_r \cap \{r \leq r_0 \leq r_0 + \tau^{-\alpha}\}} (\partial_\nu \phi)^2}.$$

**Proof.** We consider the hypersurface $\gamma_\alpha = \{r = r_0 + \tau^{-\alpha}\}$. 
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Then by applying Stokes’ theorem for the hypersurfaces shown in the figure above we obtain

\[
\int_{\Sigma_0} \psi^2(r_0, \omega) \leq \int_{\Sigma_0} \psi^2(r_0 + \tau^{-\alpha}, \omega) + C \int_{\Omega_\tau \cap \{r_0 \leq r \leq r_0 + \tau^{-\alpha}\}} \psi(\partial_r \psi).
\]

For the first term on the right hand side we apply Lemma 16.2.1 (note that \(M < r_0 + \tau^{-\alpha}\)). The lemma now follows from Cauchy-Schwarz applied for the second term, the first Hardy inequality and Theorem 15.1.

**The case \(l = 0\)**

We first assume that \(\psi\) is spherically symmetric. Then we have the pointwise bound

\[
|\partial_r \psi| \leq C \sqrt{\tilde{E}_6},
\]

in \(\{M \leq r \leq R_0\}\), where

\[
\tilde{E}_6 = \|\partial_r \psi\|_{L^\infty(\Sigma_0)}^2 + E_4(\psi) + E_4(T\psi).
\]

This can by easily proved by using the method of characteristics and integrating along the characteristic \(u = c\) the wave equation (expressed in null coordinates). Hence Lemma 16.2.2 for \(\alpha = \frac{2}{5}\) gives

\[
\int_{S^2} \psi^2(r_0, \omega)d\omega \leq CE_1 \frac{1}{\tau^{\frac{2}{5}}} + C \sqrt{E_1} \sqrt{E_0} \frac{1}{\tau^{\frac{2}{5}}}
\]

\[
\leq CE_6 \frac{1}{\tau^{\frac{2}{5}}},
\]

where \(E_6 = E_1 + \tilde{E}_6\). Since \(\psi\) is spherically symmetric we obtain

\[
\psi^2 \leq CE_6 \frac{1}{\tau^{\frac{2}{5}}}.
\]  \hspace{1cm} (81)

**The case \(l = 1\)**
Suppose that $\psi$ is supported on $l = 1$. Then from Lemma 16.2.2 for $\alpha = \frac{1}{4}$ we obtain

\[
\int_{S^2} \psi^2(r_0, \omega) d\omega \leq C E_1 \frac{1}{\tau^2} + C \sqrt{E_1} \frac{1}{\tau} \sqrt{\int_{\Sigma_0 \cap \{r_0 \leq r \leq r_0 + \tau^{-\alpha}\}} (\partial_r \psi)^2}
\]

\[
\leq C E_1 \frac{1}{\tau^2} + C \sqrt{E_1} \sqrt{E_2} \frac{1}{\tau^2}
\]

\[
\leq C \tilde{E}_7 \frac{1}{\tau^2}
\]

where we have used Theorem 15.5.2 and $\tilde{E}_7 = E_1 + E_2$. Therefore, by the Sobolev inequality on $S^2$ we have

\[
\psi^2 \leq C \tilde{E}_7 \frac{1}{\tau^2}
\]

in $\{M \leq r \leq R_0\}$, where $E_7 = \sum_{|k| \leq 2} \tilde{E}_7(\Omega^k \psi)$.

The case $l \geq 2$

Suppose that $\psi$ is supported on $l \geq 2$. Then from (77) and Theorem 15.5.2 we have that there exists a constant $C$ which depends only on $M$ and $R_0$ such that

\[
\int_{S^2} \psi^2 \leq C E_3 \frac{1}{\tau^2}
\]

in $\{M \leq r \leq R_0\}$. By Sobolev we finally obtain

\[
\psi^2 \leq C E_8 \frac{1}{\tau^2},
\]

where

\[
E_8 = \sum_{|k| \leq 2} E_3(\Omega^k \psi).
\]

Summarizing, we have proved the following

**Theorem 16.2.** Fix $R_0$ such that $M < R_0$ and let $\tau \geq 1$. Let $E_1, E_2, E_3$ be the quantities as defined in Theorem 15.5.3. Then there exists a constant $C$ that depends on the mass $M$, $R_0$ and $\Sigma_0$ such that:

- For all solutions $\psi$ to the wave equation we have

\[
|\psi|^2 \leq C E_5 \frac{1}{r \cdot \tau^2}
\]

in $\{R_0 \leq r\}$, where

\[
E_5 = \sum_{|k| \leq 2} E_1(\Omega^k \psi).
\]
Moreover,
\[ |\psi|^2 \leq CE_5 \frac{1}{r^2 \cdot \tau} \]
in \( \{ R_0 \leq r \} \).

- For all spherically symmetric solutions \( \psi \) of the wave equation we have
  \[ |\psi|^2 \leq CE_6 \frac{1}{\tau^6} \]
in \( \{ M \leq r \leq R_0 \} \), where
  \[ E_6 = E_1 + E_4(\psi) + E_4(T\psi) + \|\partial_r \psi\|_{L^\infty}(\tilde{\Sigma}_0). \]

- For all solutions \( \psi \) to the wave equation which are supported on the frequency \( l = 1 \) we have
  \[ |\psi|^2 \leq CE_7 \frac{1}{\tau^7} \]
in \( \{ M \leq r \leq R_0 \} \), where
  \[ E_7 = E_5 + \sum_{|k| \leq 2} E_2(\Omega^k \psi). \]

- For all solutions \( \psi \) to the wave equation which are supported on the frequencies \( l \geq 2 \) we have
  \[ |\psi|^2 \leq CE_8 \frac{1}{\tau^2} \]
in \( \{ M \leq r \leq R_0 \} \), where
  \[ E_8 = \sum_{|k| \leq 2} E_3(\Omega^k \psi). \]

\section{Higher Order Estimates}

We finish this paper by obtaining energy and pointwise results for all the derivatives of \( \psi \). We first derive decay for the local higher order (non-degenerate) energy and then pointwise decay, non-decay and blow-up results. We finally use a contradiction argument to obtain non-decay and blow-up results for the local higher order energy.

\subsection{Energy and Pointwise Decay}

\textbf{Theorem 17.1.} Fix \( R_1 \) such that \( R_1 > M \) and let \( \tau \geq 1 \). Let also \( k, l \in \mathbb{N} \). Then there exists a constant \( C \) which depend on \( M, l, R_1 \) and \( \tilde{\Sigma}_0 \) such that the following holds: For all solutions \( \psi \) of the wave equation which are supported on the angular frequencies greater or equal to \( l \), there exist norms \( \tilde{E}_{k,l} \) of the initial data of \( \psi \) such that
\[ \int_{\Sigma_r \cap \{ M \leq r \leq R_1 \}} J^N_\mu (\partial_r^k \psi) \eta^\mu_{\Sigma_r} \leq C E^{2k}_{k,l} \frac{1}{\tau^2} \text{ for all } k \leq l - 2, \]

\[ \int_{\Sigma_r \cap \{ M \leq r \leq R_1 \}} J^N_\mu (\partial_r^{l-1} \psi) \eta^\mu_{\Sigma_r} \leq C E^{2l}_{l-1,l} \frac{1}{\tau}. \]

**Proof.** By commuting with \( T \) and applying local elliptic estimates and previous decay results, the above integrals decay on \( \Sigma_r \cap \{ r_0 \leq r \leq R_1 \} \) where \( r_0 > M \). So it suffices to prove the above result for \( \Sigma_r \cap A \), where \( A \) is a \( \varphi_T^r \)-invariant neighbourhood of \( H^+ \). For we use the spacetime bound given by Theorem 4 which implies that there exists a dyadic sequence \( \tau_n \) such that for all \( k \leq l - 1 \) we have

\[ \int_{\Sigma_{\tau_n} \cap A} J^N_\mu (\partial_r^k \psi) \eta^\mu_{\Sigma_{\tau_n}} \leq C K_1 \frac{1}{\tau_n}, \] (82)

where

\[ K_1 = \sum_{i=0}^{l} \int_{\Sigma_0} J^N_\mu (T^i \psi) \eta^\mu_{\Sigma_0} + \sum_{i=1}^{l} \int_{\Sigma_0 \cap A} J^N_\mu (\partial_r^i \psi) \eta^\mu_{\Sigma_0}. \]

Then, by Theorem 4 again we have for any \( \tau \) such that \( \tau_n \leq \tau \leq \tau_{n+1} \)

\[ \int_{\Sigma_r \cap A} J^N_\mu (\partial_r^k \psi) \eta^\mu_{\Sigma_r} \leq C \sum_{i=0}^{k} \int_{\Sigma_{\tau_n} \cap A} J^N_\mu (T^i \psi) \eta^\mu_{\Sigma_{\tau_n}} + C \sum_{i=1}^{k} \int_{\Sigma_{\tau_n} \cap A} J^N_\mu (\partial_r^i \psi) \eta^\mu_{\Sigma_{\tau_n}} \leq CE \frac{1}{\tau_n} \leq CE \frac{1}{\tau}, \]

where \( E \) depends only on the initial data. Suppose now that \( k \leq l - 2 \). We apply Theorem 4 for the dyadic intervals \( [\tau_n, \tau_{n-1}] \) and we obtain

\[ \int_{\Sigma_r \cap A} J^N_\mu (\partial_r^k \psi) \eta^\mu_{\Sigma_r} \leq C \sum_{i=0}^{k-1} \int_{\Sigma_{\tau_{n-1}}} J^N_\mu (T^i \psi) \eta^\mu_{\Sigma_{\tau_{n-1}}} + \sum_{i=1}^{k-1} \int_{\Sigma_{\tau_{n-1}} \cap A} J^N_\mu (\partial_r^i \psi) \eta^\mu_{\Sigma_{\tau_{n-1}}} \].

However, the right hand side has been shown to decay like \( \tau^{-1} \) and thus a similar argument as above gives us the improved decay for all \( k \leq l - 2 \). \( \square \)

The next theorem provides pointwise results for the derivatives transversal to \( H^+ \) of \( \psi \).

**Theorem 17.2.** Fix \( R_1 \) such that \( R_1 > M \) and let \( \tau \geq 1 \). Let also \( k, l, m \in \mathbb{N} \). Then, there exist constants \( C \) which depend on \( M, l, R_1 \) and \( \Sigma_0 \) such that the following holds: For all solutions \( \psi \) of the wave equation which are supported on angular frequencies greater or equal to \( l \), there exist norms \( E_{k,l} \) of the initial data \( \psi \) such that

- \( |\partial_r^k \psi| \leq C E_{k,l} \frac{1}{\tau} \) in \( \{ M \leq r \leq R_1 \} \) for all \( k \leq l - 2 \),

- \( |\partial_r^{l-1} \psi| \leq C E_{l-1,l} \frac{1}{\tau^2} \) in \( \{ M \leq r \leq R_1 \} \),
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Proof. Let $r_0$ such that $M \leq r_0 \leq R_1$. We consider the cut-off $\delta : [M, R_1 + 1] \to [0, 1]$ such that $\delta(r) = 1$, for $r \leq R_1 + \frac{1}{2}$ and $\delta(r) = 0$, for $R_1 + 1/2 \leq r \leq R_1 + 1$.

Then,

$$\int_{\mathbb{S}^2} (\partial^k_r \psi)^2 (r_0, \omega) d\omega = -2 \int_{\Sigma_r \cap (r_0 \leq r \leq R_1 + 1)} (\partial^k_r \delta \psi)(\partial^k_r \delta \psi) \leq 2 \left( \int_{\Sigma_r \cap (r \leq R_1 + 1)} (\partial^k_r \delta \psi)^2 \right)^{\frac{1}{2}} \left( \int_{\Sigma_r \cap (r \leq R_1 + 1)} (\partial^k_r \delta \psi)^2 \right)^{\frac{1}{2}}.$$

In view of Theorem 17.1 if $k \leq l - 2$ then both integrals on the right hand side decay like $\tau^{-2}$. If $k = l - 1$ then the first integral decays like $\tau^{-2}$ and the second like $\tau^{-1}$ and if $k = l$ the first integral decays like $\tau^{-1}$ and the second is bounded (Theorem 4). Commuting with the angular momentum operators and using the Sobolev inequality yield the required pointwise estimates for $\partial^k_r \psi$ for $k \leq l$.

17.2 Non-Decay

Let now $H_l[\psi]$ be the function on $\mathcal{H}^+$ as defined in Theorem 3. Since $H_l[\psi]$ is conserved along the null geodesics of $\mathcal{H}^+$ whenever $\psi$ is supported on the angular frequency $l$, we can simply think of $H_l[\psi]$ as a function on $\mathbb{S}^2_0 = \tilde{\Sigma}_0 \cap \mathcal{H}^+$. We then have the following non-decay result.

Proposition 17.2.1. For all solutions $\psi$ supported on the angular frequency $l$ we have

$$\partial^{l+1}_r \psi(\tau, \theta, \phi) \to H_l[\psi](\theta, \phi)$$

along $\mathcal{H}^+$ and generically $H_l[\psi](\theta, \phi) \neq 0$ almost everywhere on $\mathbb{S}^2_0$. 
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Proof. Since
\[ \partial_t^{l+1} \psi(\tau, \theta, \phi) + \sum_{i=0}^{l} \beta_i \partial_i \psi(\tau, \theta, \phi) = H_l[\psi](\theta, \phi) \]
on \mathcal{H}^+ and since all the terms in the sum on the left hand side decay (see Theorem 17.2) we take \( \partial_t^{l+1} \psi(\tau, \theta, \phi) \to H_l[\psi](\theta, \phi) \) on \( \mathcal{H}^+ \). It suffices to show that generically \( H_l[\psi](\theta, \phi) \neq 0 \) almost everywhere on \( S^2_0 \). We will in fact show that for generic solutions \( \psi \) of the wave equation the function \( H_l[\psi] \) is a generic eigenfunction of order \( l \) of \( \triangle \) on \( S^2_0 \).

Note that the initial data prescribed on \( \tilde{\Sigma}_0 \) do not a priori determine the function \( H_l[\psi] \) on \( S^2_0 \) unless \( l = 0 \). Indeed, \( H_l[\psi] \) involves derivatives of order \( k \leq l + 1 \) which are not tangential to \( \Sigma_0 \). For this reason we consider another Cauchy problem of the wave equation with initial data prescribed on \( \tilde{\Sigma}_p^0 \), where the hypersurface \( \Sigma_0^p \) is as depicted below:

Note that the hypersurfaces \( \tilde{\Sigma}_0^p \) and \( \tilde{\Sigma}_0^p \) coincide for \( r \geq R_1 \). Any initial data set prescribed on \( \tilde{\Sigma}_0 \) gives rise to a unique initial data set of \( \Sigma_p^0 \) and vice versa. The Sobolev norms of the initial data on \( \tilde{\Sigma}_0 \) and \( \Sigma_0^p \) can be compared using the pointwise and energy boundedness. Observe now that given initial data on \( \tilde{\Sigma}_0^p \) the function \( H_l[\psi] \) is completely determined on \( S^2_0 \), since \( H_l[\psi] \) involves only tangential to \( \Sigma_0^p \) derivatives at \( S_0^p \). Therefore, generic initial data on \( \tilde{\Sigma}_0^p \) give rise to generic eigenfunctions \( H_l[\psi] \) of order \( l \) of \( \triangle \) on \( S_0^p \). Hence, for generic solutions \( \psi \) of the wave equation the functions \( H_l[\psi] \) do not vanish almost everywhere on \( S_0^p \).

17.3 Blow-up

We next show that the above non-decay results imply that higher order derivatives of generic solutions \( \psi \) blow-up along \( \mathcal{H}^+ \). To make our argument clear we first consider the spherically symmetric case where \( l = 0 \).

**Proposition 17.3.1.** Let \( k \in \mathbb{N} \) with \( k \geq 2 \). Then there exists a positive constant \( c \) which depends only on \( M \) such that for all spherically symmetric solutions \( \psi \) to the wave equation we have
\[ |\partial^k_t \psi| \geq c |H_0[\psi]| \tau^{k-1} \]
asymptotically on \( H^+ \).

**Proof.** We work inductively. Consider the case \( k = 2 \). By differentiating the wave equation (see for instance (58)) we take

\[
2T\partial_r \partial_r \psi + \frac{2}{M} T \partial_r \psi - \frac{2}{M^2} T \psi + \frac{2}{M^2} \partial_r \psi = 0
\]

(83)
on \( H^+ \). Note that \( T \partial^2_r \psi \) and \( \partial_r \psi \) appear with the same sign. If \( H_0[\psi] = 0 \) then there is nothing to prove. Let’s suppose that \( H_0 > 0 \). Then

\[
\int_0^\tau \partial_r \psi = \int_0^\tau H_0[\psi] - \frac{1}{M} \psi = H_0[\psi]\tau - \frac{1}{M} \int_0^\tau \psi.
\]

We observe

\[
\left| \int_0^\tau \psi \right| \leq \int_0^\tau |\psi| \leq CE_\theta \int_0^\tau \frac{1}{\tau^{\frac{2}{5}}} = CE_\theta \tau^{\frac{3}{5}}.
\]

Therefore,

\[
\int_0^\tau \partial_r \psi \geq H_0[\psi] \tau - CE_\theta \tau^{\frac{3}{5}} \geq cH_0[\psi] \tau
\]

asymptotically on \( H^+ \). By integrating (83) along \( H^+ \) we obtain

\[
\partial^2_r \psi(\tau) = \partial^2_r \psi(0) + \frac{1}{M} \partial_r \psi(0) - \frac{1}{M} \partial_r \psi(\tau) - \frac{1}{M^2} \psi(0) + \frac{1}{M^2} \psi(\tau) - \frac{1}{2M^2} \int_0^\tau \partial_r \psi
\]

\[
\leq \partial^2_r \psi(0) + \frac{1}{M} \partial_r \psi(0) - \frac{1}{M} \left( H_0[\psi] + \frac{1}{M} \psi \right) - \frac{1}{M^2} \psi(0) + \frac{1}{M^2} \psi(\tau) - \frac{1}{2M^2} \int_0^\tau \partial_r \psi
\]

\[
\leq \partial^2_r \psi(0) + \frac{1}{M} \partial_r \psi(0) - \frac{1}{M} H_0[\psi] + CE_\theta \frac{1}{\tau^{\frac{2}{5}}} - cH_0[\psi] \tau
\]

\[
\leq -cH_0[\psi] \tau
\]

asymptotically on \( H^+ \). A similar argument works for any \( k \geq 2 \). Indeed, we integrate (58) for \( k \geq 1 \) (and \( l = 0 \)) along \( H^+ \) and note that \( T \partial^{k+1}_r \psi \) and \( \partial^k_r \psi \) appear with the same sign. Therefore, by induction on \( k \), the integral \( \int_0^\tau \partial^k_r \psi \) dominates asymptotically all the remaining terms which yields the required blow-up rates on \( H^+ \). Note that the sign of \( \partial^k_r \psi \) depends on \( k \) and \( H_0[\psi] \).

\[ \square \]

**Corollary 17.1.** Let \( k \geq 2 \). For generic initial data which give rise to solutions \( \psi \) of the wave equation we have

\[
|\partial^k_r \psi| \to +\infty
\]

along \( H^+ \).
Proof. Decompose $\psi = \psi_0 + \psi_{\geq 1}$ and thus

$$\int_{S_2} |\partial^k_r \psi|^2 (M, \omega) d\omega \geq 4\pi |\partial^k_r \psi_0|^2 (M, \omega).$$

Hence the result follows by commuting with $\Omega_i$, the Sobolev inequality and the fact that the right hand side blows up as $\tau \to +\infty$ as $H_0[\psi] \neq 0$ generically.

Let us consider the case of a general angular frequency $l$.

**Proposition 17.3.2.** Let $k, l \in \mathbb{N}$ with $k \geq 2$. Then there exists a positive constant $c$ which depends only on $M, l, k$ such that for all solutions $\psi$ to the wave equation which are supported on the frequency $l$ we have

$$|\partial^{l+k}_r \psi| (\tau, \theta, \phi) \geq c |H_l[\psi]|(\theta, \phi) |\tau|^{k-1}$$

asymptotically on $\mathcal{H}^+$.

**Proof.** We first consider $k = 2$. If $H_l[\psi](\theta, \phi) = 0$ then there is nothing to prove. Suppose that $H_l[\psi](\theta, \phi) > 0$. Note

$$\int_0^\tau \partial^{l+1}_r \psi = H_l[\psi] \tau - \int_0^\tau \sum_{i=0}^l \beta_i \partial^i_r \psi$$

asymptotically on $\mathcal{H}^+$, since the integral on the right hand side is eventually dominated by $H_l[\psi] \tau$ in view of Theorem 17.2. If we integrate (58) (applied for $k = l + 1$) along the null geodesic of $\mathcal{H}^+$ whose projection on the sphere is $(\theta, \phi)$ we will obtain

$$\partial^{l+2}_r \psi(\tau, \theta, \phi) \leq -cH_l[\psi](\theta, \phi) \tau,$$

since the integral $\int_0^\tau \partial^{l+1}_r \psi$ eventually dominates all the remaining terms (again in view of the previous decay results). The proposition follows inductively by integrating (58) as in Proposition 17.3.1. Recall finally that for generic solutions $\psi$ we have $H_l[\psi] \neq 0$ almost everywhere on $S_0^2$.

The next theorem provides blow-up results for the higher order non-degenerate energy. It also shows that our estimates in Section 14 are in fact sharp (regarding at least the restriction on the angular frequencies).

**Theorem 17.3.** Fix $R_1$ such that $R_1 > M$. Let also $k, l \in \mathbb{N}$. Then for generic solutions $\psi$ of the wave equation which are supported on the (fixed) angular frequency $l$ we have

$$\int_{\Sigma_\tau \cap \{M \leq r \leq R_1\}} J^N_\mu (\partial^k_r \psi)n^\mu_{\Sigma_\tau} \longrightarrow +\infty$$

as $\tau \to +\infty$ for all $k \geq l + 1$. 
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Proof. Consider $M < r_0 < R_1$ and let $\delta$ be the cut-off introduced in the proof of Theorem 17.2. Then,

$$\int_{S^2} \left( \partial_{k}^2 \psi \right)^2 (r_0, \omega) d\omega = -2 \int_{S^2} \int_{r_0}^{r_1 + 1} \left( \partial_{r}^k (\delta \psi) \right) \left( \partial_{\rho} \partial_{k} (\delta \psi) \right) d\rho d\omega$$

$$\leq C \int_{\Sigma_{\tau} \cap \{ r_0 \leq r \leq R_1 + 1 \}} \sum_{i=0}^{k} \left( T \partial_{r}^i \psi \right)^2 + \sum_{i=0}^{k+1} \left( \partial_{r}^i \psi \right)^2,$$

where $C$ depends on $M$, $R_1$ and $\tilde{\Sigma}_0$. Then,

$$\int_{S^2} \left( \partial_{\rho}^k \psi \right)^2 (r_0, \omega) d\omega \leq \frac{C}{D_{mk}(r_0)} \int_{\Sigma_{\tau} \cap \{ r_0 \leq r \leq R_1 + 1 \}} \sum_{i=0}^{k} J_{T}^T(T^i \psi) n_{\tilde{\Sigma}}$$

$$\leq \frac{C}{(r_0 - M)^{2m_k}} \left( \sum_{i=0}^{k} E(T^i \psi) \right) \frac{1}{\tau^2},$$

where $m_k \in \mathbb{N}$. Note that for the above inequality we used local elliptic estimates (or a more pedestrian way is to use the wave equation and solve with respect to $\partial_{k}^2 \psi$; this is something we can do since $D(r_0) > 0$). Then using (58) we can inductively replace the $\partial_{r}$ derivatives with the $T$ derivatives. Therefore, commuting with $\Omega_i$ and applying the Sobolev inequality imply that for any $r_0 > M$ we have $|\partial_{k} \psi| \to 0$ as $\tau \to +\infty$ along $r = r_0$. Let us assume now that the energy of $\partial_{k} \psi$ on $\tilde{\Sigma}_{\tau_j} \cap \{ M \leq r \leq R_1 \}$ is uniformly bounded by $B$ (as $\tau_j \to +\infty$). Given $\epsilon > 0$ take $r_0$ such that $r_0 - M = \frac{\epsilon^2}{4B \tau_0}$ and let $\tau_0$ be such that for all $\tau \geq \tau_0$ we have $|\partial_{k} \psi(\tau, r_0)| \leq \frac{\epsilon}{8B}$. Then,

$$\int_{S^2} |\partial_{k} \psi(\tau_j, M)| \leq \int_{S^2} |\partial_{k} \psi(\tau_j, r_0)| + \int_{\tilde{\Sigma}_{\tau_j} \cap \{ M \leq r \leq r_0 \}} |\partial_{\rho} \partial_{k} \psi|$$

$$\leq \frac{\epsilon}{2} + r_0 (r_0 - M) \frac{1}{2} \left( \int_{\tilde{\Sigma}_{\tau_j} \cap \{ M \leq r \leq R_1 \}} J_{T}^N (\partial_{r}^k \psi) n_{\tilde{\Sigma}} \right)^{\frac{1}{2}} \leq \epsilon,$$

for all $\tau \geq \tau_0$. This proves that $\int_{S^2} |\partial_{k} \psi(\tau_j, M)| \to 0$ as $\tau_j \to +\infty$ along $\mathcal{H}^+$. However, in view of Propositions 17.2.1 and 17.3.2 we have

$$\int_{S^2} \left| \partial_{r}^k \psi \right| (\tau_j) \geq c \tau_j^{k-1} \int_{S^2} \left| H_{\tau} \psi \right|.$$

We have seen that for generic $\psi$ the function $H_{\tau} \psi$ is non-zero almost everywhere and since it is smooth we have $\int_{S^2} \left| H_{\tau} \psi \right| > 0$. This shows that the integral $\int_{S^2} \left| \partial_{r}^k \psi(\tau_j, M) \right|$ can not decay, contradiction. \qed
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A On the Geometry of Reissner-Nordström

The coupled Einstein-Maxwell equations consist of the system

\[ R_{\mu\nu}(g) - \frac{1}{2} R(g) g_{\mu\nu} = T_{\mu\nu}, \]
\[ T_{\mu\nu} = 2 \left( F_\mu^a F_{\nu a} - \frac{1}{4} g_{\mu\nu} F^{ab} F_{ab} \right), \tag{84} \]
\[ \nabla^\mu F_{\mu\nu} = 0, \]
\[ dF = 0, \]

where \( g \) is Lorentzian metric on an appropriate manifold \( M \) and \( R_{\mu\nu}(g), R(g) \) are the Ricci and scalar curvature of the Levi-Civita connection, respectively and \( F \) a 2-form on \( M \). Here \( T_{\mu\nu} \) denotes the electromagnetic energy momentum tensor.

The unique family of spherically symmetric asymptotically flat solutions of these equations is the two parameter Reissner-Nordström family of 4-dimensional Lorentzian manifolds \( (N_{M,e}, g_{M,e}) \) where the parameters \( M \) and \( e \) are called mass and (electromagnetic) charge, respectively. The extreme case corresponds to \( M = |e| \).

A.1 Constructing the Extention of Reissner-Nordström

We first present the Reissner-Nordström metric in local coordinates \((t, r, \theta, \phi)\) which were discovered in 1916 [42] and 1918 [53]. In these coordinates, one metric component blows up for various values of \( r \) and it is not a priori obvious what is the appropriate underlying manifold to study the geometry of this solution. Indeed, as we shall see, one can construct another coordinate system \((v, r, \theta, \phi)\) which covers a “bigger” manifold (which we will denote by \( \tilde{M} \)) which is homeomorphic to \( \mathbb{R}^2 \times S^2 \).

The Reissner-Nordström metric \( g = g_{M,e} \) in the coordinates \((t, r)\) is given by

\[ g = -D dt^2 + \frac{1}{D} dr^2 + r^2 g_{S^2}, \tag{85} \]

where

\[ D = D(r) = 1 - \frac{2M}{r} + \frac{e^2}{r^2} \tag{86} \]

and \( g_{S^2} \) is the standard metric on \( S^2 \). Note that the Maxwell potential \( A \) in these coordinates is given by

\[ A = -\frac{Q}{r} dt - B \cos \theta d\phi \]

where \( e = \sqrt{Q^2 + B^2}, \ (\theta, \phi) \in S^2 \) and \( Q, B \) are the electric and magnetic charge, respectively.

Clearly, SO(3) acts by isometry on these spacetimes. We will refer to the SO(3)-orbits as (symmetry) spheres. The coordinate \( r \) is defined intrinsically
such that the area of the spheres of symmetry is $4\pi r^2$ (and thus should be thought of as a purely geometric function of the spacetime).

One could now pose the following question: On what manifold is the metric most naturally defined? In the above coordinates, it is clear that the metric component $g_{rr}$ is singular at $r = 0, r_-, r_+$ where $r_-, r_+$ are the roots of $D$. The computation of the curvature shows that as $r \to 0$ the curvature blows up and so the singularity of $r = 0$ in (85) is essential (for a very detailed description of these phenomena in Schwarzschild case see [22] and [29]). However, the points where $r = r_-, r_+$ form coordinate singularities which can be eliminated by introducing the so-called tortoise coordinate $r^*$

$$\frac{\partial r^* (r)}{\partial r} = \frac{1}{D}$$

We can easily see that if $r_+ > r_-$ then

$$r^* (r) = r + \frac{1}{2\kappa_+} \ln \left| \frac{r - r_+}{r_+} \right| + \frac{1}{2\kappa_-} \ln \left| \frac{r - r_-}{r_-} \right| + C$$

where $\kappa_+, \kappa_-$ are given by

$$\kappa_\pm = \frac{r_\pm - r_\mp}{2r_\pm^2} = \frac{1}{2} \left. \frac{dD}{dr} \right|_{r=r_\pm}.$$ 

In the extreme case we have $r_+ = r_- = M$ and thus $\kappa_+ = \kappa_- = 0$. Then

$$r^*(r) = r + 2M \ln(r - M) - \frac{M^2}{r - M} + C. \quad (87)$$

The fact that in extreme case $r^*$ is inverse linear (instead of logarithmic in the non-extreme case) is crucial. The constant $C$ is taken such that $r^*(Q) = 0$, where

$$Q = \frac{3M}{2} \left( 1 + \sqrt{1 - \frac{8c^2}{9M^2}} \right). \quad (88)$$

The physical interpretation of the radius $Q$ and the constants $\kappa_+, \kappa_-$ become apparent in Sections 2.2 and 2.3. By introducing the coordinate system $(t, r^*)$ the metric becomes

$$g = -Ddt^2 + D (dr^*)^2 + r^2 g_{\theta\theta}. \quad (89)$$

16It is the function $t$ that is singular at these points.
The tortoise coordinate $r^*$ maps the hypersurface $r = r_+$ to $r^* = -\infty$. Therefore, although the coordinates $(t, r^*)$ capture the geometry of the region $r > r_+$ in a more appropriate way than the coordinates $(t, r)$ they still fail to reveal the geometric features of the neighbourhoods of the hypersurface $r = r_+$. This is done by the *ingoing Eddington-Finkelstein coordinates* $(v, r)$ where

$$v = t + r^*.$$  

In these coordinates the metric is given by

$$g = -Ddv^2 + 2dvdr + r^2g_{\mathbb{S}^2}.  \tag{90}$$

The coordinate vector field $\partial_v$ is Killing and causal in the region

$$\{0 < r \leq r_- \} \cup \{r \geq r_+ \}.$$

In particular, $\partial_v$ is everywhere timelike in this region except on the hypersurfaces

$$\mathcal{H}^+ = \{r = r_+\}, \quad \tilde{\mathcal{H}}^+ = \{r = r_-\}$$

where it is null. Note that in extreme Reissner-Nordström we have $r_- = r_+$ and so $\tilde{\mathcal{H}}^+ \equiv \mathcal{H}^+$. The region between $\mathcal{H}^+$ and $\mathcal{H}^+$ disappears and the Killing vector field $\partial_v$ is everywhere causal. In view of (90) and the fact that $\partial_v$ is tangent and null on $\mathcal{H}^+$ we have that the vector $\partial_v$ is normal to $\mathcal{H}^+$. Recall that if the normal of a null hypersurface is Killing then the hypersurface is called *Killing horizon*. The importance of such null hypersurfaces will become apparent later.
The radial curves $v = c$, where $c$ is a constant, are the ingoing radial null geodesics. This means that the null coordinate vector field $\partial_r$ differentiates with respect to $r$ on these null hypersurfaces. This geometric property of $\partial_r$ makes this vector field very useful for understanding the behaviour of waves close to $\mathcal{H}^+$. We see that the coordinates $(v, r)$ extend the domain that the coordinates $(t, r)$ cover. Therefore, using the coordinates $(v, r)$, let us define

$$\tilde{\mathcal{M}} = (-\infty, +\infty) \times (0, +\infty) \times \mathbb{S}^2. \quad (91)$$

Figure 2 describes the structure of $\tilde{\mathcal{M}}$.

Another coordinate system that partially covers $\tilde{\mathcal{M}}$ is the null system $(u, v)$ where

$$u = t - r^*, \quad v = t + r^*$$

and with respect to which the metric is

$$g = -Ddudv + r^2g_{S^2}. \quad (92)$$

The hypersurfaces $v = c$ and $u = c$ are null and thus this system is useful for applying the method of characteristics or understanding null infinity.

At last, we mention another coordinate

$$t^* = t + r^* - r = v - r \quad (93)$$
As far as the Cauchy problem for the wave equation is concerned, a possible initial hypersurface is given in these coordinates by \( \{ v = r \} = \{ t^* = 0 \} \).

### A.2 Useful Reissner-Nordström Computations

If \( N = f_v \partial_v + f_r \partial_r \) then the current \( K^N \) defined in Section 5 is given by

\[
K^N (\psi) = \sum_{i,j} F_{ij} \partial_i \psi \partial_j \psi
\]

where the coefficients in \((v,r)\) coordinates are given by

\[
F_{vv} = (\partial_r f_v), \quad F_{rr} = D \left( \frac{\partial_r f_r}{2} - \frac{f_r}{r} \right) - \frac{f_r D'}{2},
\]

\[
F_{vr} = D \left( \frac{\partial_r f_v}{r} - \frac{2f_r}{r} \right), \quad F_{v} = -\frac{1}{2} (\partial_r f_r)
\]

and in \((t,r^*)\) coordinates by

\[
F_{tt} = \frac{f'}{2D} + \frac{f}{r}, \quad F_{r^* r^*} = \frac{f'}{2D} - \frac{f}{r}, \quad F_{v} = -\frac{1}{2} (\partial_r f_r)
\]

where \( f' = \frac{df}{dr} \).

#### A.2.1 The Wave Operator

The wave operator in \((v,r)\) coordinates is

\[
\Box_g \psi = D \partial_r \partial_r \psi + 2 \partial_v \partial_r \psi + \frac{2}{r} \partial_v \psi + R \partial_r \psi + \Delta \psi,
\]
where $R = D' + \frac{2D}{r}$ and $D' = \frac{dD}{dr}$. Moreover, note that
\[
\nabla_v \partial_v = \left( \frac{D'}{2} \right) \partial_v + \left( \frac{D \cdot D'}{2} \right) \partial_r,
\]
\[
\nabla_v \partial_r = \left( -\frac{D'}{2} \right) \partial_r,
\]
\[
\nabla_r \partial_r = 0
\]
and observe that in degenerate black holes the right hand side of all of them vanishes on the horizon. Also
\[
\text{Div} \partial_v = 0, \text{Div} \partial_r = \frac{2}{r}.
\]

The wave operator in $(t, r^*)$ coordinates is
\[
\Box_g \psi = \frac{1}{D} \left[ -\partial_{tt} \psi + r^{-2} \partial_{r^*} \left( r^2 \partial_{r^*} \psi \right) \right] + \Delta \psi
\]
and
\[
\text{Div} \partial_{r^*} = D' + \frac{2D}{r} = R.
\]

In $(u, v)$ coordinates
\[
\Box_g \psi = -\frac{4}{Dr} \partial_u \partial_v (rv) - \frac{D'}{r} \psi + \Delta \psi
\]
and
\[
\text{Div} \partial_v = -\text{Div} \partial_u = \frac{D'}{2} + \frac{D}{r}.
\]

Note that if $\alpha \in \mathbb{R}$ then
\[
\Box_g \left( \frac{1}{r^\alpha} \right) = D \frac{\alpha(\alpha - 1)}{r^{\alpha+2}} - D' \frac{\alpha}{r^{\alpha+1}}
\]

**A.2.2 The Non-Negativity of the Energy-Momentum Tensor $T$**

It is essential to know how the energy momentum tensor $T$ depends on the derivatives of $\psi$. We use the coordinate system $(v, r, \theta, \phi)$ and suppose that
\[
V_1 = V = (V^v, V^r, 0, 0)
\]
and
\[
V_2 = n = (n^v, n^r, 0, 0).
\]

The reason for the above notation is that everytime we apply the vector field $V$ as a multiplier we have to contract $J^V\mu$ with the normal $n$ to the boundary. We proceed by computing
\[
J^V\mu n^\mu = T_{\mu\nu} V^\nu n^\mu
\]
when $V$ and $n$ are causal future directed vectors. First note that under these assumptions we have that $V^v$ and $n^v$ are non-negative. Indeed, we have

$$g(n, n) = -D(n^v)^2 + 2n^v n^r \leq 0,$$

$$g(n, T) = -Dn^v + n^r \leq 0.$$ 

If $n^v < 0$ then we would have

$$-Dn^v + 2n^r \geq 0 \geq -Dn^v + n^r \iff \frac{Dn^v}{2} \leq n^r \leq Dn^v.$$ 

These two inequalities imply that $n^v > 0$ which is contradiction\[17\]. Similarly, we take $V^v \geq 0$. In view of equation (13) we have

$$J^V_{\mu} n^\mu = T_{vr} V^v n^v + T_{vr} (V^v n^r + V^r n^v) + T_{rr} V^r n^r$$

First observe that

$$\frac{1}{2} DV^v n^v - \frac{1}{2} V^v n^r - \frac{1}{2} V^r n^v = \frac{V^v}{4n^v} (-g(n, n)) + \frac{n^v}{4V^v} (-g(V, V))$$

$$= -\frac{1}{2} g(V, n).$$

Clearly the above makes sense even if $n^v = 0$ since $n^v/g(n, n)$. Furthermore,

$$\frac{1}{2} D^2 V^v n^v - \frac{1}{2} DV^v n^r - \frac{1}{2} DV^r n^v + V^r n^r = \frac{1}{4} D^2 V^v n^v + \frac{g(V, V)}{2V^v} \frac{g(n, n)}{2n^v}.$$ 

Therefore, if we denote $\omega_V = \frac{1}{2(V^v)^2} (-g(V, V))$ and similarly for $n$ then we obtain

$$J^V_{\mu} n^\mu = V^v n^v \left[(\partial_v \psi)^2 + \left(\frac{D^2}{4} + \omega_V \cdot \omega_n\right) (\partial_r \psi)^2 + D\partial_v \psi \partial_r \psi\right] +$$

$$+ \left[-\frac{1}{2} g(V, n)\right] |\nabla \psi|^2.$$ 

\[17\]Clearly if $n$ is timelike then $n^v > 0.$
Note also that

\[
\frac{D}{2} = \sqrt{\frac{D^2}{D^2 + 2\omega_V \cdot \omega_n}} \sqrt{\frac{D^2 + 2\omega_V \cdot \omega_n}{4}},
\]

where the first fraction on the right hand side is well defined (even on \(\mathcal{H}^+\)) since \(\omega_V \cdot \omega_n\) can vanish at most like \(D^2\). Indeed, if \(V^v > 0\) then \(\omega_V\) can vanish on \(\mathcal{H}^+\) at most like \(D\) and similarly for \(n\). If, in addition, \(n\) is timelike (as will be the case in this paper) then the denominator can vanish at most like \(D\) and thus the fraction vanishes on \(\mathcal{H}^+\). Clearly away from \(\mathcal{H}^+\) the denominator is strictly positive. Then,

\[
J^V_{\mu n} = \left[ V^v n^v \left( 1 - \frac{D^2}{D^2 + 2\omega_V \cdot \omega_n} \right) \right] (\partial_v \psi)^2 + \left[ V^v n^v \left( \frac{\omega_V \cdot \omega_n}{2} \right) \right] (\partial_r \psi)^2 +
\]

\[
+ \left( \sqrt{\frac{D^2}{D^2 + 2\omega_V \cdot \omega_n}} \cdot \partial_v \psi + \sqrt{\frac{D^2 + 2\omega_V \cdot \omega_n}{4}} \cdot \partial_r \psi \right)^2
\]

\[
+ \left[ -\frac{1}{2} g(V, n) \right] |\nabla \psi|^2.
\]

(95)

Note that if \(V\) is null and tangent to \(\mathcal{H}^+\) then the coefficient of the transversal derivative vanishes. Therefore, (95) will allow us to understand the rate of the degeneration of this coefficient for several causal multipliers \(V\).

### A.3 Penrose Diagrams

The Penrose diagram of a fundamental domain of subextreme Reissner-Nordström in the range \(0 < e < M\) is

---

\(^{18}\)If \(V^v\) vanishes on \(\mathcal{H}^+\) then we can argue similarly bringing back the factor \(V^v\) which is outside the brackets. However, in this paper we only need to consider the case where \(V^v > 0\).
One can glue all these solutions together to obtain the following “maximal” solution in the range \( 0 < e < M \).

The geometry of the above diagram was discovered by Graves and Brill \[28\] in 1960. Before presenting the Penrose diagram for extreme Reissner-Nordström, it is useful to consider the following subset of the above diagram.

In the extreme case the regions between the two horizons collapses to a single hypersurface \( \mathcal{H}^+ \equiv \mathcal{H}^+ \). One obtains in fact:

\[\text{Note that in the schwarzschild case } e = 0, \text{ the “maximal” solution is rather different and one of its features is that it is globally hyperbolic.}\]
The maximally extended solution is

\[ \int_{\mathcal{R}} \nabla_\mu P^\mu = \int_{\partial\mathcal{R}} P \cdot n_{\partial\mathcal{R}}, \]

which is an application of Stokes’ theorem. Both integrals are taken with respect to the induced volume form. Note that \( n_{\partial\mathcal{R}} \) is the unit normal to \( \partial\mathcal{R} \) and its direction depends on the convention of the signature of the metric. For example, if \( \mathcal{R} \) is a Riemannian manifold then \( n_{\partial\mathcal{R}} \) is the outward directed unit normal to \( \partial\mathcal{R} \). On the other hand, for Lorentzian metrics with signature \((-,+,+,+)\) the vector \( n_{\partial\mathcal{R}} \) is the inward directed unit normal to \( \partial\mathcal{R} \) in case \( \partial\mathcal{R} \) is spacelike and the outward directed unit normal in case \( \partial\mathcal{R} \) is timelike. If \( \partial\mathcal{R} \) (or a piece of it) is null then we take a past (future) directed null normal to \( \partial\mathcal{R} \) if it is future.
(past) boundary. Recall that a piece of the boundary is future (past) if the past (future) of points on it lie in $\mathbb{R}$. The following diagram is embedded in $\mathbb{R}^{1+1}$.

If $u$ is a function on $\mathcal{R}$ and $\mathbf{V}$ a vector field and if $P = u\mathbf{V}$ then

$$\nabla_\mu P^\mu = \nabla_\mu (uV^\mu) = (\nabla_\mu u) V^\mu + u \nabla_\mu V^\mu = \nabla u \cdot \mathbf{V} + u \Div (\mathbf{V}),$$

therefore,

$$\int_{\mathcal{R}} \nabla u \cdot \mathbf{V} + \int_{\mathcal{R}} u \Div (\mathbf{V}) = \int_{\partial \mathcal{R}} u \mathbf{V} \cdot n_{\partial \mathcal{R}}.$$

If we assume that $\mathbf{V} = \nabla v$ then

$$\int_{\mathcal{R}} \nabla u \cdot \nabla v + \int_{\mathcal{R}} u (\Box v) = \int_{\partial \mathcal{R}} u \nabla v \cdot n_{\partial \mathcal{R}}.$$

Note that a special case of the above equality is to consider $\mathcal{R} = S^2$ and $\mathbf{V} = \nabla v$ and take

$$\int_{S^2} \nabla u \cdot \nabla v = - \int_{S^2} u (\Delta v). \quad (96)$$

Moreover, if we set $\mathbf{V} = v \frac{\partial}{\partial x_i}$ then

$$\Div \left( v \frac{\partial}{\partial x_i} \right) = \nabla v \cdot \frac{\partial}{\partial x_i} + v \Div \left( \frac{\partial}{\partial x_i} \right) = \frac{\partial v}{\partial x_i} + v \Div \left( \frac{\partial}{\partial x_i} \right)$$

yields

$$\int_{\mathcal{R}} v \left( \frac{\partial u}{\partial x_i} \right) + \int_{\mathcal{R}} u \left( \frac{\partial v}{\partial x_i} \right) + \int_{\mathcal{R}} uv \Div \left( \frac{\partial}{\partial x_i} \right) = \int_{\partial \mathcal{R}} uv \partial_x \cdot n_{\partial \mathcal{R}}. \quad (97)$$

Note also that another form of Stokes’ theorem is

$$\int_{\mathcal{M}} (\partial_{x_1} f)dx^1 \wedge dx^2 \wedge ... \wedge dx^n = \int_{\partial \mathcal{M}} f dx^2 \wedge ... \wedge dx^n.$$

Indeed, we just have to consider the form $\omega = f dx^2 \wedge ... \wedge dx^n$ and notice that

$$d\omega = (\partial_{x_1} f)dx^1 \wedge dx^2 \wedge ... \wedge dx^n.$$

Clearly, the only components of the boundary that contribute on the right hand side are those where $\{x_1 = c\}$, $c$ constant. Of
course, this "less geometric" identity is completely consistent with (97). Note that the appearance of the divergence in (97) is due to the fact that when a coordinate vector field acts on the factor of the volume form then we take the divergence of the field times this factor, i.e.

$$\partial_i \sqrt{g} = (\text{Div} \, \partial_i) \sqrt{g}.$$ 

C Sobolev Spaces

Given a function $\psi : \mathcal{M} \to \mathbb{R}$, where $(\mathcal{M}, g)$ is Riemannian manifold we consider the tensors $\nabla \psi, \nabla^2 \psi$, etc. where $\nabla$ is the associated Levi-Civita connection. For example, the Hessian is given by

$$(\nabla^2 \psi)_{ij} = \partial_i \partial_j \psi - (\nabla_i \partial_j) \psi.$$ 

Given two tensor fields $T_{i_1i_2...i_k}$ and $S_{j_1j_2...j_k}$ of the same type, we define the induced inner product on tensors by

$$\langle T_p, S_p \rangle = g^{i_1j_1} \cdot g^{i_2j_2} \cdot \ldots \cdot g^{i_kj_k} \cdot T_{i_1i_2...i_k} \cdot S_{j_1j_2...j_k},$$

where $p \in \mathcal{M}$ and similarly we define an inner product on tensor fields by

$$\langle T, S \rangle = \int_\mathcal{M} \langle T_p, S_p \rangle.$$ 

Therefore, if $T = \nabla^k \psi$ and $S = \nabla^k \phi$, $k \in \mathbb{N}$, then we define the homogeneous Sobolev inner product by

$$\langle \psi, \phi \rangle_{H^k} = \int_\mathcal{M} \langle \nabla^k \psi, \nabla^k \phi \rangle.$$ 

Note that this is an inner product provided $\psi, \phi$ either decay at infinity or vanish at the boundary of $\mathcal{M}$. The Sobolev inner product is defined by

$$\langle \psi, \phi \rangle_{H^k} = \sum_{i=0}^k \langle \psi, \phi \rangle_{H^i},$$

and thus the Sobolev space $H^k(\mathcal{M})$ is the set of functions such that the Sobolev norm

$$\|\psi\|_{H^k} = \sum_{i=0}^k \|\psi\|_{H^i}$$

is finite. Note that if $\psi$ is not sufficiently regular then the derivatives in $\nabla^k \psi$ are defined in a weak (distributive) way using (97). Then the Sobolev space $H^k(\mathcal{M})$ is complete and thus Hilbert space. In other words, $\psi \in H^k(\mathcal{M})$ if and only if all the derivatives up to the k-th order are in $L^2(\mathcal{M})$. Finally, we define the space $H^k_{\text{loc}}(\mathcal{M})$ to be the set of all functions such that the above expression is finite over all compact subsets of $\mathcal{M}$. 
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Now according to the Sobolev inequality, if $n$ is the dimension of the space and $q \geq 1$ and $k < \frac{n}{2}$ such that
\[
\frac{1}{2} - \frac{1}{q} = \frac{k}{n}
\]
then
\[
\| \psi \|_{L^q} \leq C \| \psi \|_{H^k}.
\]
Moreover, if $k > \frac{n}{2}$, then
\[
\| \psi \|_{L^\infty} \leq C \| \psi \|_{H^k},
\]
where the Sobolev constants depend only on the geometry of the space and on $k, q, n$.

D Elliptic Estimates on Lorentzian Manifolds

Let us suppose that $(\mathcal{M}, g)$ is a globally hyperbolic time-orientable Lorentzian manifold which admits a Killing vector field $T$. We also suppose that $\mathcal{M}$ is foliated by spacelike hypersurfaces $\Sigma_\tau$, where $\Sigma_\tau = \phi_\tau(\Sigma_0)$. Here, $\Sigma_0$ is a Cauchy hypersurface and $\phi_\tau$ is the flow of $T$.

Let $N$ be a $\phi_\tau$-invariant timelike vector field and constants $B_1, B_2$ such that
\[
0 < B_1 < -g(N, N) < B_2.
\]

We will first derive the required estimate in $\Sigma_0$ which for simplicity we denote by $\Sigma$. For each point $p \in \Sigma$ the orthogonal complement in $T_p\mathcal{M}$ of the line that contains $N$ is 3-dimensional and contains a 2-dimensional subspace of the tangent space $T_p\Sigma$. Let $X_2, X_3$ be an orthonormal basis of this subspace. Let now $X_1$ be a vector tangent to $\Sigma$ which is perpendicular to the plane that is spanned by $X_2, X_3$. Note that the line that passes through $X_1$ is uniquely determined by $N$ and $\Sigma$. Then, the metric $g$ can be written as
\[
g = \begin{pmatrix}
g_{NN} & g_{NX_1} & 0 & 0 \\
g_{NX_1} & g_{X_1X_1} & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1
\end{pmatrix}
\]
with respect to the frame $(N, X_1, X_2, X_3)$. Then, if we set $|g| = g_{NN} \cdot g_{X_1X_1} - g_{NX_1}^2$, the inverse is
\[
g^{-1} = \begin{pmatrix}
\frac{1}{|g|} g_{X_1X_1} & -\frac{1}{|g|} g_{NX_1} & 0 & 0 \\
-\frac{1}{|g|} g_{NX_1} & \frac{1}{|g|} g_{NN} & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1
\end{pmatrix}.
\]
Let $h_\Sigma$ be the induced Riemannian metric on the spacelike hypersurface $\Sigma$. Clearly, in general we do not have $h_{ij}^\Sigma = g_{ij}$. Indeed
\[
 h_\Sigma = \begin{pmatrix}
 g_{X_1X_1} & 0 & 0 \\
 0 & 1 & 0 \\
 0 & 0 & 1 \\
\end{pmatrix}
\]
and therefore,
\[
 h_\Sigma^{-1} = \begin{pmatrix}
 \frac{1}{g_{X_1X_1}} & 0 & 0 \\
 0 & 1 & 0 \\
 0 & 0 & 1 \\
\end{pmatrix}
\]
Let $\psi: M \to \mathbb{R}$ satisfy the wave equation. Then,
\[
 \Box g \psi = \text{tr}_g (\text{Hess} \, \psi) = g^{\alpha\beta} (\nabla^2 \psi)_{\alpha\beta} =
\]
\[
 = g^{0\beta} \left( (\nabla^2 \psi)_0^\beta + (\nabla^2 \psi)^\beta_0 \right) + g^{ij} (\nabla^2 \psi)_{ij}.
\]
We will prove that the operator
\[
 P\psi = g^{ij} (\nabla^2 \psi)_{ij}
\]
is strictly elliptic. Indeed, in view of the formula
\[
 (\nabla^2 \psi)_{ij} = X_i X_j \psi - (\nabla X_i X_j) \psi,
\]
the principal part $\sigma$ of $P$ is
\[
 \sigma \psi = g^{ij} X_i X_j \psi.
\]
If $\xi \in T^* \Sigma$, then
\[
 \sigma \xi = g^{ij} \xi_i \xi_j
\]
\[
 = \frac{1}{|g|} g_{NN} \xi_1^2 + \xi_2^2 + \xi_3^2
\]
\[
 > b \left( \frac{1}{g_{X_1X_1}} \xi_1^2 + \xi_2^2 + \xi_3^2 \right)
\]
\[
 = b \|\xi\|,
\]
where the ellipticity constant $b > 0$ depends only on $\Sigma$. Moreover, if $\psi$ satisfies $\Box g \psi = 0$ then
\[
 \|P\psi\|_{L^2(\Sigma)}^2 = \left\| g^{0\beta} \left( (\nabla^2 \psi)_0^\beta + (\nabla^2 \psi)^\beta_0 \right) \right\|_{L^2(\Sigma)}^2
\]
\[
 \leq C \int_{\Sigma} \left( \|NN\psi\|_{L^2(\Sigma)}^2 + \sum_{i=1}^3 \|X_i N\psi\|_{L^2(\Sigma)}^2 + \sum_{i=1}^3 \|X_i \psi\|_{L^2(\Sigma)}^2 + \|N\psi\|_{L^2(\Sigma)}^2 \right)
\]
\[
 \leq C \int_{\Sigma} J^N_\mu (\psi) n_\Sigma^\mu + J^N_\mu (N\psi) n_\Sigma^\mu,
\]
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where $C$ is a uniform constant that depends only on the geometry of $\Sigma$ and the precise choice of $N$. Therefore, if $\psi$ can be shown to appropriately decay at infinity then by a global elliptic estimate on $\Sigma$ we obtain

$$\|\psi\|^2_{H^1(\Sigma)} + \|\psi\|^2_{H^2(\Sigma)} \leq C \cdot \|\mathcal{P}\psi\|^2_{L^2(\Sigma)} \leq \int_{\Sigma} CJ^N_\mu(\psi) n^\mu_{\Sigma} + CJ^N_\mu(N\psi)n^\mu_{\Sigma},$$

for some uniform positive constant $C$.

In case our analysis is local and thus we want to confine ourselves in a compact submanifold $\Sigma$ of $\Sigma$ then by a local elliptic estimate on $\Sigma$ we have

$$\|\psi\|^2_{H^2(\Sigma)} \leq C \cdot \|\mathcal{P}\psi\|^2_{L^2(\Sigma)} + \|\psi\|^2_{H^1(\Sigma)} \leq \int_{\Sigma} \left(CJ^N_\mu(\psi) n^\mu_{\Sigma} + CJ^N_\mu(N\psi)n^\mu_{\Sigma} + \psi^2\right).$$

One can also estimate spacetime integrals by using elliptic estimates. Indeed, if $\mathcal{R}(0,\tau)$ is the spacetime region as defined before, then

$$\int_{\mathcal{R}(0,\tau)} f |\nabla u| d\mu_{\mathcal{R}} = \int_0^\tau \left(\int_{\Sigma_\tau} f d\mu_{\Sigma_\tau}\right) d\tau,$$

where the integrals are with respect to the induced volume form and $u : M \to \mathbb{R}$ is such that $u(p) = \tau$ iff $p \in \Sigma_\tau$. Then $\nabla u$ is proportional to $n_{\Sigma_\tau}$ and since $T(u) = 1$, $\nabla u$ is $\phi_\tau$-invariant. Therefore, $|\nabla u|$ is uniformly bounded. If now $f$ is quadratic on the 2-jet of $\psi$ then

$$\left|\int_{\mathcal{R}(0,\tau)} f d\mu_{\mathcal{R}}\right| \leq C \int_0^\tau \|\psi\|^2_{H^2(\Sigma_\tau)} d\tau \leq C \int_0^\tau \left(\int_{\Sigma_\tau} J^N_\mu(\psi)n^\mu_{\Sigma_\tau} + J^N_\mu(N\psi)n^\mu_{\Sigma_\tau} + \psi^2\right) d\tau \leq C \int_{\mathcal{R}(0,\tau)} J^N_\mu(\psi)n^\mu_{\Sigma} + CJ^N_\mu(N\psi)n^\mu_{\Sigma} + \psi^2.$$

In applications we usually use these results away from $\mathcal{H}^+$ where we commute with $T$ and we use the $X$ estimate. We can also use this estimate even if $\Sigma$ (and $\mathcal{R}$) crosses $\mathcal{H}^+$, provided we have commuted the wave equation with $N$ and $NN$ (recall that we need commutation with $NN$ only for degenerate black holes).
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