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ABSTRACT Context: JavaScript (JS) is an often-used programming language by millions of web pages and is also affected by thousands of malicious attacks. Objective: In this investigation, we provided a general view and a quick understanding of JavaScript Malware Detection (JSMD) research reported in the scientific literature from several perspectives. Method: We performed a Systematic Literature Review (SLR) and quality analysis of published research articles on the topic. We investigated 32 articles published between the year 2009 to the year 2019. Results: Selected 32 papers explained in this article reflect the outline of what was published so far. One of our key findings is the performance of Machine Learning (ML) based detection models were relatively higher than others. We also found that only a few papers were able to achieve high scores according to the quality assessment criteria. Conclusion: In this SLR, we summarized and synthesized the existing JSMD studies to identify the previous research practices and also to shed light on future guidelines in the malware detection space. This study will guide and help future researchers to investigate the previous literature efficiently and effectively.
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I. INTRODUCTION

The risk and vulnerabilities of websites and web applications are constantly increasing. Consequently, injecting malicious codes to websites, PDF documents, browsers, applications are becoming handy and essential channels [27]. According to the report [35], a total of 1062.25 million malicious URLs were found till now; besides, the report says over 0.35 million new malicious and unwanted applications are created every day. In this circumstance, JS is a dynamic and lightweight scripting language, and it has broad participation in website and web application services; JS is used in web pages interface design, creating cookies, mobile apps, games, and so on. The extensive and miscellaneous use of the web, makes JS be an active gateway for various web attacks (e.g., Cross-Site Scripting (XSS), drive-by downloads [31]) to spread malware and malicious components into users platforms [32]. Malware refers to software that is written with malicious intent; viruses, worms, ransomware, spyware, etc. are the parts of malware [36]. The attackers use different vulnerabilities (e.g., code vulnerability, browser vulnerabilities, PDF document vulnerabilities) to inject malicious JS code into the users’ environment. The goal of malware detection techniques is to identify and prevent malicious activities to protect the computer system from any damage. Most of the researchers have worked with two major malware detection techniques: signature and behavior-based detection [37]. The signature-based technique mainly works for known attacks and uses the database of the signature to detect them. Behavior-based detection analyses user behavior and the statistics of a process in a normal situation [55]. An essential activity of malware detection technique is malware analysis, which helps to identify the characteristic of malware [38]. Generally, antivirus software is used to detect JS malware and vulnerability. Most of the antivirus software programs use the signature or dictionary-based detection techniques, but they can’t detect unknown malicious content properly [26].

JS malware detection is an active research area, therefore, various detection models were proposed due to the limited detection capability of existing antivirus software. Most existing JS malware detection research articles have
used two methods: dynamic [11], [16], [21], [29] and static [12], [15], [18] analysis. The static approach can detect only known malware, but the dynamic approach can also make decisions about new malware by analyzing the behavior of the malware. Nowadays researchers are using various machine learning techniques to detect JS malware [6], [13], [17], [25]. ML techniques include feature selection, using various ML classifiers, and performance measures.

This article aims to investigate the trend and current scenario of JSMD models reported in the scientific literature in a systematic way. To the best of our knowledge, this study is the first initiative to conduct an SLR in JSMD research. In this review investigation, we studied 32 JSMD articles published from the year 2009 to 2019. Additionally, we categorized the paper according to the publication information and investigated it from several perspectives. It is the summarized article of JS malware detection research in the past years. Our contributions in this article are:

- Identifying the primary studies (PS) related to JSMD research and extracting several properties from the studies.
- Perform a quality analysis questionnaire on the PS
- Presenting the current scenario of JSMD research including publication information, datasets, detection methods, performance evaluation criteria, and detection performances.
- Summarising the findings and providing future guidelines to the researcher to improve the problems in the future.

The rest of the article is organized as follows: Section II describes the method we used to perform the SLR. Section III is the key part, which includes the results and discussion of the investigation. Section IV validates the threats of our study. In Section V the limitations of this study are presented. Finally, Section VI concluded this literature review study with future guidelines.

II. REVIEW METHOD

We performed an SLR to summarize the current scenario of JSMD research. The steps of this SLR were prepared followed by Kitchenham’s guidelines [40], [41]. The review design, questions, and figures presented in this section are mostly motivated by [42]–[44]. From Kitchenham’s guidelines, we conducted this review in three phases: planning the review, conducting the review, and reporting the review results, respectively. Figure 1 represents three steps in detail. The first step of the planning phase is to identify the need for a systematic review. We already described the objective of this SLR in the previous section (I). We developed the review protocol for the validity of this study and to avoid research bias. Two researchers were participated in several meetings and discussions to establish the review protocol of this SLR. The second phase of Figure 1 describes the main steps to perform this review study. In the first step (step 4), we described the research questions to answer the issues in this SLR. Then the search strategy was designed and implemented in the digital library to collect the PS. The next step is the study selection process, where we performed the inclusion-exclusion process. After that, the quality assessment questionnaire was considered to analyze and assess the quality of each study. Finally, we extracted the required data from each study and devise methods for data synthesis. The following subsections are describing the steps followed while conducting the SLR.

A. RESEARCH QUESTIONS

We specified the research questions (RQ1-RQ11) of this SLR to determine the insights obtained from the JSMD articles. Table 1 represents the review questions that were prepared systematically. RQ1 analyses the research trend and information of the studies. RQ2, RQ3, and RQ4 give the analytical report about the data sets and data analysis method used in the articles. In the RQ5 and RQ6, we assessed the different detection techniques considered in previous studies. In the next question, we investigated the most commonly used performance metrics in the field of JSMD. RQ8 investigates the performance of the JSMD models proposed by the researchers, where the values of performance metrics were included. RQ9 specifies the performance of ML techniques.
TABLE 1. Research questions.

| RQ No. | Question                                                                 | Motivation                                                                                           |
|--------|---------------------------------------------------------------------------|------------------------------------------------------------------------------------------------------|
| RQ1    | What is the trend and demographics of the studies on JSMD?               | Review the bibliometric studies in the JSMD area.                                                     |
| RQ1.1  | What is the annual number of the studies?                                | Estimate the published article per year on JSMD.                                                      |
| RQ2    | Which types of data sets are used for performing the detection?          | Identify the datasets that are used in the prediction models.                                        |
| RQ3    | What are the size of the data sets?                                      | Investigate the studies’ external validity.                                                          |
| RQ4    | What data analysis methods are used to build JSMD models?               | Identification of the data analysis methods used to build JSMD models.                               |
| RQ5    | What detection techniques are used to build JSMD models?                 | Identification of the detection techniques used to build JSMD models.                                |
| RQ6    | How many JSMD studies use ML techniques?                                 | Identify the usage of ML techniques in JSMD.                                                          |
| RQ7    | What are the different performance measures used for JSMD studies?       | Identify the performance parameters that are used to evaluate the JSMD models.                       |
| RQ8    | What is the performance of proposed JSMD models?                         | Investigate the performance of proposed JSMD models.                                                 |
| RQ9    | How perform ML based models compared with others?                        | Investigate the performance of the ML techniques for JSMD.                                           |
| RQ10   | What is the research focus of the articles?                              | Identify the targeted scope of the research articles.                                                 |
| RQ11   | What are the limitations and challenges of the malware detection as reported in the studies? | Identify the limitations and challenges reported in the PS.                                           |

used in the studies and compares the result with non-ML techniques based models. RQ10 explores the research focus considered in primary studies. The last question identifies the limitations and challenges reported by the researchers in the selected PS.

B. SEARCH STRATEGY

Searching is most important when it needs to include all relevant articles on a specific topic. We have considered Keyword searches, a common method to identify and collect articles from electronic databases [39]. The first part of Figure 2 shows the steps taken for conducting the search strategy. For the first step, the digital libraries were selected by analyzing the previous SLR in the field of software engineering [42]–[45], we considered their most frequently-used databases for our study. After that, we identified the keywords extracted from relevant papers’ titles, abstracts, and keywords including alternative terms and synonyms; then applied them using Boolean “AND” and “OR” expressions. Our final search string with keywords was:

- JavaScript AND (“Malware” OR “Vulnerability”) AND Detection
- (“Obfuscated” OR “Malicious” OR “Suspicious”) AND JavaScript AND Detection

The search string was subsequently adapted to suit the specific requirements of each database. We searched each database by titles, abstracts, and keywords. The search of this study was not imitated by the year of publication. Journal papers and conference proceedings were included that are written in English.

C. STUDY SELECTION

As Figure 2 shows, our search strategy obtained an initial set of 55 PS. But still, the list may contain some studies that either do not add value to the SLR or do not fall within the purview of what the review aims to achieve. From this perspective, we necessarily designed inclusion-exclusion criteria below to the initial studies to avoid the studies that do not match the objectives of the SLR.
TABLE 2. Quality analysis questions.

| No. | Questions                                                                 | Yes | Partly | No  |
|-----|---------------------------------------------------------------------------|-----|--------|-----|
| QQ01| Is the objective of the study clear?                                      |     |        |     |
| QQ02| Is the dataset size sufficient for this type of studies?                  |     |        |     |
| QQ03| Is the data collection procedure clearly defined?                          |     |        |     |
| QQ04| Does the author provide sufficient detail about the experiment?           |     |        |     |
| QQ05| Are the threats to validity given?                                        |     |        |     |
| QQ06| Are the limitations of the study given?                                    |     |        |     |
| QQ07| Does the study clearly define the performance parameters used?            |     |        |     |
| QQ08| Are the learning techniques clearly defined?                               |     |        |     |
| QQ09| Are the results clearly stated?                                           |     |        |     |
| QQ10| Is there a comparison among techniques?                                    |     |        |     |
| QQ11| Does the study add value to the existing literature?                       |     |        |     |
| QQ12| Does the study provide any tool or source code online?                    |     |        |     |

Inclusion criteria:
- Studies that focus on 'JavaScript' malware detection.
- The study outcome must contain detection related information, including test-train samples, Detection Rate.

Exclusion criteria:
- Studies that considered the JSMD as a co-topic
- Studies not written in English
- Short papers, less than five pages
- Studies without empirical analysis and clear information of experimental results

In Figure 2, the exclusion process demonstrates two steps: the exclusion of studies by title and abstract and full text of the studies. 55 articles were analyzed based on the title and abstracts of each study; it makes a list of 38 articles. Then, the full text of these 38 articles was analyzed. The full-text analysis process minimizes the list again, it concludes a final list of 32 PS. Finally, the quality assessment criteria are given in the following section were used to obtain the final studies.

D. QUALITY ASSESSMENT CRITERIA

We performed a quality analysis questionnaire for assessing the quality of selected PS. This challenging task was developed into considering the suggestions given by Wen et al. [46]. Table 2 represents a total of 12 quality assessment questions and that was imposed on 32 articles. Each question can be answered as ‘Yes’ (1 point), which means the researcher fully agreed with the question for the article; ‘Partly’ (0.5 points), which means the researcher partially agreed; and ‘No’ (0 point), which means the researcher fully disagreed with the question for the article. The final score is obtained by 384 (32 \times 12) question-answer settings. For each article maximum score could have 12 points and minimum 0 points.

E. DATA EXTRACTION

This step is important to extract meaningful information from each study such that the research questions can be answered.

We filled a form by extracted data from the PS. We assigned necessary data attributes in the form needed to answer the questions. Table 3 is the extraction card, which represents eight data attribute names assigned for each study. The extraction card covers publication information, datasets, detection techniques, data analysis techniques, performance metrics, the performance of detection models, targeted scopes, and using ML in the articles. The extracted data was stored in spreadsheets to use in the data synthesis process.

F. DATA SYNTHESIS

Data synthesis accumulates and combines facts and figures from the selected studies to build responses to the research questions [42]. We collected both quantitative and qualitative data that include the performance of different detection techniques and publication information, datasets information, detection techniques, targeted scopes, and using ML, respectively. We considered various techniques for our collected articles to synthesize data. We used different visualization tools including bar charts, pie charts, line graphs, tables to answer the questions. Our visualization techniques present and summarize the results of our investigation with a clear view and understanding.

III. RESULTS AND DISCUSSION

This section represents the details about selected PS and results obtained from the studies based on research questions. We presented an overview of the studies along with their references. After that, we presented the answer with the necessary discussion and interpretation against each question.

A. DESCRIPTION OF PRIMARY STUDIES (PS)

To the best of our knowledge, this is the first SLR investigation in the field of JSMD. We have considered a list of 32 PS (PS01-PS32) after applying various selection criteria. Table 4 represents the list of studies with a unique identifier and its reference number of each study. These 32 studies are completely focused on JSMD research, partially focused studies were avoided. In this following paragraphs, we presented the short description including research techniques, findings, and effectiveness of the detection models of the PS:

Choi et al. [1] presented a string pattern analysis technique to detect obfuscation JS attacks on the web pages. They have used three metrics rules, that are N-gram, Entropy, and Word
extracting features from JS code, such as the presence of suspicious URLs, density, frequency, number of redirections, presence of whitespaces, average line length, enigmatic variable names, and keywords to words ratio; moreover, these features have been used to measure the strength of the JS obfuscation. Their developed system is able to achieve satisfactory false positives and negatives detection rates.

Gorji and Abadi [12] used dynamic analysis for detecting obfuscated JS malware. They have collected a sequence of predictive function calls from a bunch of malicious web pages. They categorized the sequences and applied them into the same cluster based on the Normalized Levenshtein Distance (NLD) metric to create a signature for each cluster. These behavioral signatures were used to detect obfuscated JS malware.

Corona et al. [13] constructed their detection technique based on JS code analysis; specifically functions, constants, objects, methods, keywords of JS code. These attributes have been applied to characterize malicious code using machine learning techniques. The detection technique was applied to JS code in PDF documents.

Liu et al. [14] conducted their study based on malicious JS in PDF documents using statically extracted features. Their approach demonstrates that a context monitoring code was injected in each PDF document and this code cooperates with their run-time monitor to detect infections in JS execution. They have used 18623 clean and 7370 malicious data to conduct their study and that shows effective results.

AL-Taharwa et al. [16] presented JSOD, a static analysis of obfuscated JS detection. They have compared JSOD with the state-of-the-art approaches to detect obfuscated benign and malicious scripts, namely Zozzle and Nofus. Finally, their experimental results have shown their approach can detect obfuscated scripts and their sophisticated variations.

Wang et al. [17] presented a machine learning approach for JS malware detection. Firstly they have considered predictive features from the textual information, program structures, and risky function calls. Their proposed technique is able to detect pre-define malware; also can explain newly arrived malware and vulnerabilities.

Xue et al. [18] summarized the common behaviors of vulnerable JS samples using Deterministic Finite Automaton (DFA). Their technique uses dynamic execution traces of JS malware to learn DFA. The authors used 10000 clean and 276 vulnerable JS samples to conduct their detection and classification.

Jodavi et al. [19] worked on a novel classifier ensemble approach called JSObfusDetector to identify vulnerable JS code. An ensemble of a one-class SVM classifier was used with a binary particle swarm optimization algorithm. Their study shows that JSObfusDetector is able to achieve high precision, recall, and F-measure.
Cosovan et al. [20] investigated various detection approaches to JS-based malware attacks. In the study, multiple versions of linear classification, Hidden Markov Models, and ensemble model techniques have been used. A dataset of one million JS files was used to conduct the study with the detection models. Indeed, the investigated results showed a low false-positive rate with the ability to train large datasets.

Takamori et al. [33] presented a detection approach for unreadable JS malware. They have combined two probability variables, one is state transition probability of first-order Markov source and another is character appearance frequency. The study results indicate using combined probability variables is better than the individual variable.

Su et al. [22] proposed JS code analysis techniques as well as natural language processing. The authors have used tokenizing for JS text and information-theoretic measures to detect obfuscated malicious code. They have claimed that their new approach is competitively more time effective.

Wang et al. [23] presented an approach for detecting malicious JS code using a deep learning framework. They have extracted features from JS code by using stacked denoising auto-encoders. Here Logistic Regression classifier was used to identify benign and malicious JS code. Their implemented framework can achieve the highest detection accuracy with less FPR.

Kim et al. [24] proposed a forced execution engine to identify the malicious behavior of JS. They have evaluated 50 exploits of popular exploit kits and more than 12000 Chrome extensions. They have tested their technique on 100 real-world JS samples and it was successful over 95% of samples.

Dabral et al. [25] presented JS malicious PDF file detection using a machine learning approach. To detect malicious PDF files they extract features from PDF file structure. Besides, they have developed a features extraction tool that is the parser that leverages on Origam tool, it extracts features from JS code that are often used for PDF file attacks. These features were used to develop detection models using machine learning techniques and high accuracy to other existing methods.

Morishige et al. [26] presented malicious JS code detection techniques based on the divided URL. They have considered variables which are the segments of the URL. Then dictionary type objects and connection parts of the strings are extracted. The vulnerable JS has identified after comparing and reconstructing these two parts. They concluded that the proposed scheme is more effective than the traditional approach.

Fang et al. [27] proposed a Long Short-Term Memory (LSTM) based malicious JS detection technique. They have extracted features from the semantic level of bytecode and used the word vector method. Their proposed method shows high detection accuracy and F1-score.

Ndichu et al. [28] studied the limitation on regular signature and heuristic-based malicious JS detection techniques. A neural network classification model was used to learn features. They have deployed SVM and neural networks to create classification models and are used to detect malicious JS. This study used well known D3M datasets for malicious and JSUPACK for clean samples. Lastly, they have compared their study outputs with other feature learning techniques and found that proposed methods can detect malicious JS more quickly and correctly.

Wu and Qin [34] presented a collaborative training model for detecting obfuscated malicious code, where obfuscation features and malicious features were used which can identify obfuscation and malicious JS code respectively. They build a cooperative relationship between the two characteristics of the collaborative training model. Moreover, the Random Forest classifier was used to classify the model, and the classification report shows high detection accuracy compared to existing models.

Hou et al. [29] presented JSPRE, which is an approach to explore web pages more efficiently that is probably malicious. JSPRE exposes a malicious page collection algorithm based on guided crawling, that initially started with URLs of known malicious web pages. JSPRE technique has been used for static analysis. JSPRE can detect malicious web pages effectively.

Fass et al. [30] proposed a static based analysis to detect obfuscated malicious JS. They extracted features from abstract syntax trees and extracted n-grams features to create a JS dataset that is up to date and balanced. They conducted a frequency analysis of specific patterns and applied the Random Forest classifier. Results indicate that their approach has a high detection rate.

Ndichu et al. [31] considered Abstract Syntax Tree (AST) and machine learning techniques for their malicious JavaScript detection models. In this study, a neural network model was used to learn context information of texts. The study was conducted with the D3M malware dataset and the top 100 Alexa websites as clean codes. Their study shows that AST features and machine learning are better performers with fast classification ability.
He et al. [32] proposed a combined technique of static and
dynamic analysis to detect malicious JavaScript code. After
extracting the features they used classification based models
to detect the malicious code. They have collected 1500 web
pages and four static key features. Additionally, they have
used the Random Forest classifier to create the malicious
JavaScript code detection model.

1) QUALITY ASSESSMENT
We already represented the quality questions (QQ) in the
previous section, here Table 5 shows the results of the ques-
tionnaire. The table indicates that most of QQ were answered
positively. QQ01 is the only question where the answer was
100% positive, that means the objective of every primary
study was clear. The results of QQ05, QQ06, and QQ12 were
mostly negative. Most of the studies have not given any
threats to validity and limitation of their work. The answer of
QQ11 shows most of the articles are valuable to the existing
literature and some of them are partially valuable.

In table 6, we divided the obtained scores from quality
analysis into four categories: very high (10 and above), high
(8.5 to 9.5), average (6.5 to 8), and low (6 and below).
Also, the table summarizes the percentage of PS and the
number of studies in each of the four categories. Table 7
provides the list of PS and their quality scores which obtained
quality scores in ‘very high’ and ‘high’ categories. These
two categories cover 14 studies that obtained 8.5 and above
points in the quality analysis process. The full list of quality
analysis scores of the studies given in Table ??.

B. RQ1: WHAT IS THE TREND AND DEMOGRAPHICS
OF THE STUDIES ON JSMD?
The motive of this research question was to review the bib-
liometric studies in the JSMD research area. Answers of the
following sub-questions reflect the publication information
of the PS.

1) RQ1.1: WHAT IS THE ANNUAL NUMBER OF THE STUDIES?
Figure 3 is the year-by-year presentation of selected studies.
The year started in 2009 and ended in 2019, we have shown
a total of 11 years of data of 32 articles. The figure shows
the disparate distribution of articles according to the years.
In 2009, we found the first and only one research article
on JSMD. Since then several research articles were pub-
lished on the topic. For the years 2010 and 2011, two papers
were published each year. After that, the publication rate increased in 2012 as five papers were published in one year. In 2013, again the number of published articles decreased. The figure also shows most of the articles published in the years 2014, 2015, and 2018; where numbers of articles were 4, 5, and 6 respectively. So the overall scenario says published articles are unequally distributed, we haven’t found any sequential distribution pattern with the years.

C. RQ2: WHICH TYPES OF DATA SETS ARE USED FOR PERFORMING THE DETECTION?

We divided the studies into two categories according to the dataset type, one is public, and another is private. Public dataset refers to openly accessible for everyone and they are distributed freely; private dataset is collected and used by individuals and they are not distributed as public datasets. We found D3M [48] is the only public dataset that was used in the studies. Only 4 (12.5%) studies used public datasets. An important problem is the usage of a private dataset for detection or prediction based learning models [49]. Usually, access to a private dataset is restricted, consequently comparing the results of various learning models become impossible.

D. RQ3: WHAT ARE THE SIZE OF THE DATA SETS?

The goal of investigating the size of datasets is to determine the external validity of the studies. A large dataset ensures higher external validity than a small dataset. Moreover, dataset size can affect the results of detection models. A detection model that was prepared by large scale training data covers a large learning area and has a greater possibility of achieving more positive results. We divided the studies into three categories based on the size of the datasets used in the studies. We found the required information about the size of used datasets in all of 32 articles. We considered ‘large’ for the study that used more than 10000 samples, ‘medium’ that used 3001 to 10000 samples, and ‘small’ for 0 to 3000 samples in their studies. Table 8 shows: the number of samples among the used datasets, the number of studies, and the percentage according to the three categories.

E. RQ4: WHAT DATA ANALYSIS METHODS ARE USED TO BUILD JSMD MODELS?

An important part of malware detection techniques is malware analysis. It determines the purpose and functionality of malware so that the detection can be built. We found two major data analysis methods in the malware detection literature: static analysis and dynamic analysis [50], [51]. Another hybrid analysis method also exists in the literature.

Based on the above categories we divided the primary studied into four different parts. As Figure 4 shows more than half of the studies (53.1%) were used static and 21.9% studies used dynamic data analysis methods. Some studies used both, static and dynamic (S&D) analysis and one study used hybrid analysis.

F. RQ5: WHAT DETECTION TECHNIQUES ARE USED TO BUILD JSMD MODELS?

Malware detection techniques are also divided into two major categories: behavior-based and signature-based [37]. Malware detection techniques are used to detect and prevent malware in the computer system. Figure 5 shows the distribution of using detection techniques in PS. Most of the studies (84.4%) used behavior-based malware detection techniques and few of them (15.6%) used signature-based techniques.

G. RQ6: HOW MANY JSMD STUDIES USE ML TECHNIQUE?

Nowadays, ML is a popular technique for detection and prediction based models. Malware detection using ML strategies is also an active research topic. ML approach has some common protocols to detect malware and it starts with generating a set of features. These features belong to the behavior and characteristics of malware. Further, the number of selected features is divided into training and test feature sets. Then ML classifiers (e.g., Support Vector Machine, Random Forest, Naive Bayes, Logistic Regression) are applied on the training sets to generate a malware detection model and the test set is used to validate the model. Finally, the performance of the detection models is evaluated by various performance evaluation metrics (e.g. FPR, Accuracy, Detection Rate, Precision, Recall, F-score) [38]. The first ML-based malware detection method was introduced by Schultz et al. [52], their

| Category       | No. of Used Dataset | No. of Primary Study(s) | Percentage |
|----------------|---------------------|-------------------------|------------|
| Small          | 0 to 3000           | 7                       | 21.88%     |
| Medium         | 3001 to 10000       | 5                       | 15.63%     |
| Large          | 10001 and above     | 20                      | 62.50%     |
The model was able to detect new and unknown malware [50]. Under this investigation, we found the first JSMD article by Cova et al. [2], which was based on ML approaches. They used a Bayesian classifier and False Negative Rate (FNR) to evaluate the classification. After that various ML-based JSMD approaches proposed by the researchers. As Figure 6 shows most of the primary articles (68.8%) used ML-based techniques to detect JS malware.

H. RQ7: WHAT ARE THE DIFFERENT PERFORMANCE MEASURES USED FOR JSMD STUDIES?

Performance measures are used to evaluate the performance of the detection models. In general, there are various performance measures available for evaluation [42]. These performance measures are also used in the JSMD research field to evaluate and compare the results found using various detection techniques. Table 9 is the list of the used performance measures in the selected 32 articles. The major performance measures used and their description are as follows:

- **FPR**: It is the ratio of all benign websites which are incorrectly detected as malware websites. FPR was the most often used performance measure in JSMD, considered by 14 studies. Lower FPR indicates better detection performance. The average FPR for the 14 studies is 1.51%.

- **Accuracy**: Accuracy is the ratio of the number of correctly detected benign and malware websites to the total number of websites. Accuracy was the second commonly used performance measure which was used by 13 studies. The average Accuracy of the 13 studies is 97.1%.

- **Detection Rate (DR)**: Detection rate is the ratio of correctly detected malicious and benign websites to the total number of malicious and benign websites respectively [10]. 12 studies used this performance measure and their average Detection Rate is 91.8%.

- **Recall**: It is the ratio of correctly detected malicious websites to the total number of actual malicious websites. Recall is used in 11 of the selected studies and their average is 92.01%.

- **F-score**: It is the harmonic mean of Precision and Recall. It is used by nine out of 32 studies and the average score is 90.1%.

We may figure out that the two most frequently used performance measures FPR and Accuracy indicate more accurate detection than other performance measures. This shows that FPR and Accuracy have reasonable detection capability than others.

I. RQ8: WHAT IS THE PERFORMANCE OF PROPOSED JSMD MODELS?

In this section, we summarised the performance taken from the PS of JSMD. To answer this question we accessed the results of all of 32 studies. It is very difficult to allow any ranking among the studies based on the performance. We found a diversity of using performance measures among them, as a result, it is difficult to compare the value of them. In the previous section, we showed the most often used performance measure was FPR, 14 studies used it out of 32; nevertheless, this figure is less than half of the total studies. From this perspective, we refrained to compare the value in an average manner. In Table 11, we represented the value of most considered and seven performance measures used in the studies. The values of the highest performer are highlighted for each performance measure. The value of various performance measures has two types, some metrics (Detection Rate, Accuracy, Prevision, Recall, and F-score) which fall between 0% to 100% with a higher number indicating better detection performance and some metrics (FPR and FNR) with a lower number indicating better detection performance. PS16 achieved the highest Detection Rate and Accuracy which were 99.68% and 99.95% respectively. For Precision (99.55%) and F-score (98.37%), the highest scores were achieved by PS26. The highest Recall was 98.40% and achieved by PS24. On the other hand, the lowest score

| Performance Metric | Studies |
|--------------------|---------|
| FPR                | PS05, PS06, PS08, PS10, PS11, PS12, PS13, PS14, PS16, PS19, PS22, PS24, PS30, PS32 |
| Accuracy           | PS04, PS10, PS16, PS19, PS21, PS22, PS24, PS25, PS26, PS28, PS29, PS30, PS32 |
| Detection Rate (DR)| PS01, PS06, PS07, PS08, PS09, PS10, PS12, PS13, PS16, PS17, PS19, PS23 |
| Recall             | PS03, PS09, PS14, PS15, PS18, PS22, PS24, PS26, PS27, PS31, PS32 |
| F-score (F1-score, F2-score, F-measure) | PS03, PS09, PS15, PS18, PS20, PS26, PS27, PS31, PS32 |
| Precision          | PS03, PS09, PS15, PS18, PS26, PS27, PS31, PS32 |
| FNR                | PS02, PS05, PS10, PS11, PS16, PS30 |

Other (Error Rate, Area under the ROC Curve (AUC)) PS19, PS27
TABLE 10. List of top five studies according to the performance measures scores.

| Primary Study | Performance | Comment |
|---------------|-------------|---------|
| PS26: Fang 2018 | Accuracy 99.51%, Precision 99.95%, Recall 97.21%, F-score 98.37% | This study used four performance metrics. Their precision and F-score of this study were highest among the participants. Besides, the scores of accuracy and recall were also high. |
| PS16: Wang 2015 | DT 99.68%, Accuracy 99.95%, FPR 0.21%, FNR 0.84% | This study is the top scorer in terms of DT and precision. The performance of FPR and FNR were also satisfactory. |
| PS24: Dabral 2017 | Accuracy 98.44%, FPR 1.70%, Recall 98.40% | The highest recall was achieved by this study. |
| PS10: Krishnaveni 2012 | DT 98%, Accuracy 97%, FPR 4.35%, FNR 0% | FNR was lowest, also the DT and accuracy were very high. |
| PS32: He 2019 | Accuracy 94.75%, FPR 8.10%, Precision 98.80%, Recall 94.8%, F-score 94.70% | The scores of accuracy, precision, recall, and F-score were high by their detection model. |

J. RQ9: HOW PERFORM ML BASED MODELS COMPARED WITH OTHERS?

We compared the studies that were used ML techniques with other studies in terms of identifying the strength and efficiency of ML techniques in JSMD. We already mentioned the activities of using ML techniques in malware detection. We found that most of the PS (22) considered ML-based techniques. The last column of Table 11 represents the information of using ML in the PS. PS01, PS08, PS09, PS10, PS11, PS12, PS14, PS17, PS20, and PS23 are the 10 non-ML based studies. It can be observed that ML-based studies achieved the highest Detection Rate, Accuracy, Precision, Recall, and F-score as they represent the top performer studies in the Table. Only a few non-ML based studies achieved the lowest FPR and FNR. Fang et al. [27] used various ML techniques including Random Forest, Support Vector Machine (SVM), Naive Bayes, and Neural Network-based four classifiers. Their results show the highest Precision and F-score compared to other studies; their Accuracy and Recall value were the second-highest scorers. In addition to that, Wang et al. [17] used various ML-based classifiers includ-

K. RQ10: WHAT IS THE RESEARCH FOCUS OF THE ARTICLES?

The target of the researchers was different among the considered articles. We have found three categories based on the research focus of the articles. Figure 7 represents the total distribution of the research focus considered in the articles. The focus of most researchers was web page JSMD. 81.3% of articles are related to this research focus. 15.6% of research studies were related to PDF-based malware detection. Browser and Application based JSMD were minor research topics with only 5.3% and 2.6% coverage respectively. It can be concluded that most of the JSMD researchers have considered websites/web pages as their research focus. The possible reason JS is the commonly used programming language in web development.

L. RQ11: WHAT ARE THE LIMITATIONS AND CHALLENGES OF THE MALWARE DETECTION AS REPORTED IN THE STUDIES?

The following sentences represent the discussion about the limitation of the malware detection reported in the PS:

PS11 discussed ‘Discrepancy in Browsers’, a challenge of Web Page malware detection. As they mentioned, the discrepancy in browsers refers to the trouble of using the same web page in different browsers. According to them, the discrepancy in browser implementations will affect the detection effectiveness. Different browsers have their characteristics, it can be challenging for a detection model while a web page is used in different browsers. PS16 addressed a problem related to the training data selection process. They discussed that training data collection from different origins directly affects the accuracy of trained classifiers. Besides, insufficient distribution of the benign and malicious sample in the JSMD dataset is addressed as a vital limitation for effective feature learning of malicious JS contents by PS27. PS04 discussed the imbalance learning capability of their models. They mentioned that their approach has a lack of
accurate detection capability and has difficulty with accurate discrimination between malicious and benign samples in their learning models. PS29 has a similar observation, they said preparing train data using one type of large number samples is challenging to detect a new type of samples. Updated data in the training set is necessary to get more accurate results. Some articles emphasized that any error in the API extraction process may negatively affect the accuracy of detection models because Adobe provides an extensive PDF-specific API [13]. Time delay or processing speed was discussed in several articles (e.g., PS04, PS10, PS13, PS22). Reduce the processing time of the detection models is challenging but effective to draw attention.

The above limitations and challenges to detect malicious JS contents are reported in the studies. Future researchers can consider these points while preparing the detection models.

### IV. THREATS TO VALIDITY

#### A. PUBLICATION BIAS

Publication bias is the tendency to publish positive results over negative results [47]. It also refers to the distorted
representation of empirical data on a subject. Data is distorted because reviewers of scientific journals tend to accept studies with positive and significant effects rather than those with negative or insignificant results. Studies with negative or insignificant results are often not submitted in the first place, they usually end up in the researcher’s desk temporarily or even forever. As a result of publication bias published studies are usually not representative of all research already carried out on a subject, that means the studies’ effects are overrated. In this study, one of our motives was representing the performance of different JSMD models. We represented their results only, didn’t perform their models to investigate the reflection of the models on found results. We extracted and presented all accessible results of performance measures from the PS to avoid any controversy about presenting the result in this SLR. We carefully avoided delivering any perpetual conclusion about the results of the studies.

V. LIMITATIONS

The goal of this study was to conduct an SLR on selected PS to evaluate the current scenario of JSMD research. A limitation in this investigation is the representation of the performance of the studies. We represented the results found among the studies but didn’t show any comparison among the performance of the studies. It is also difficult because the studies used different types of datasets, modeling techniques, and performance measures; that’s why reaching out to a conclusive performance comparison was difficult. We searched most five wealthy digital libraries to collect studies, but still, there are some digital libraries and journal venues that may be left out. Similarly, there still may be a possibility that a suitable study may be left out. We already mentioned this is the very first SLR in the field of JSMD research, we didn’t have prior guidelines for conducting SLR in the field. As a result, our research and quality questions may be limited to evaluate and assess the PS.

VI. CONCLUSION AND FUTURE GUIDELINES

Malicious attacks are a common threat for computer and communication systems to damage devices or steal confidential information. As usual JS-based attacks are also making trouble for the users, therefore, many techniques were proposed to detect and prevent JS malware attacks by the researchers. Based on the existing JSMD research papers, this study represents an SLR and quality analysis. Initially, we collected papers from several digital libraries followed by a search strategy. Then we have considered the most relevant 32 articles as PS, and the remaining papers have excluded that were not written exactly on the topic. We explored 11 different research and 12 quality questions to fulfill the requirement of the SLR and quality analysis respectively. The questions explained different appearances take place in the JSMD research repository which includes publication information, datasets, detection techniques, data analysis techniques, performance metrics, the performance of detection models, targeted scopes, and using ML in the studies. To answer the questionnaire, we investigated the studies from several perspectives. Our investigation began with collecting data from articles, then data pre-processing, summarizing, and visualization were performed. Firstly ten types of data attributes (see Table 3 for details) were collected from the studies where each research question belongs to one data attribute. After that, collected data were summarized and visualized to answer the respective questions. We represented the results of this SLR by answering the questions. The main findings obtained from the selected PS are:

- The demographics statistic indicates the number of journal articles was very low among the articles, it shows a lack of journal work.
- The PS were divided into four categories based on the scores of the quality questionnaire. According to the categorization, few studies achieved notable scores, but scores of most studies were average.
Results show that most of the researchers used their privately collected datasets for their detection models. Besides, most of the studies were used large dataset, that means the number of samples in the datasets was large. There are five studies that considered signature-based detection techniques to build detection models. There are 22 studies that perform ML-based detection techniques among 32. The ML techniques have acceptable detection capability for estimating JS malware. Most of the ML-based studies perform outstanding according to the results of performance measures.

Overall, we conclude that although the literature available for JSMD has a lack of high-quality work and in the overall methodology that is used to construct malware detection studies.

The following guidelines are recommended for the future researchers and whoever interested in JSMD based on the findings from our investigation:

1) The JS malware datasets should be made available in public and easily accessible so that researchers can be more interested to contribute to the field.

2) It is observed that the datasets should be balanced while constructing the training models, balanced datasets refer to equal and sufficient presence of benign and malicious samples in the datasets.

3) In different fields researchers are using new techniques (e.g., transfer learning [53], blockchain technology [54]) to obtain more effective and improved research output. From this perspective existing JSMD literature has a lack of using modern techniques. It is important to explore the applicability of the techniques to JS-related malware and vulnerabilities detection.

4) Nowadays, detection and prediction based activities become automatic, many tools are being used to automate the detection and prediction in various software engineering fields. In this investigation, the result of QQ12 shows that very few studies were involved in any tool or automation, it is essential that more studies that address easily accessible prediction tool or platform be conducted.

5) The results of SLR depict that most of the studies based on ML techniques performed outstandingly. Future studies should consider ML techniques including widely used Neural Networks and Deep Learning to detect JS malware.

6) Under this investigation, we found very few journal articles. As well as the conference proceedings, the future researcher should give attention to top-ranked journals.
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