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APPENDIX A: ALTERNATIVE AUC ESTIMATORS IN BERNOULLI SAMPLING

For case $i$ in the phase-one cohort, let $\delta_{Di}$ be the indicator that one’s biomarker value is collected in the second phase, with $p_{Di}$ the corresponding sampling probability. Similarly, for control $j$ in the phase-one cohort, let $\delta_{Dj}$ and $p_{Dj}$ indicate whether he/she is sampled in the second phase and the corresponding sampling probability. To prove asymptotic normality of $\hat{\text{AUC}}_x(\tilde{p})$ in Bernoulli sampling design, we first describe three other inverse-probability-weighted (IPW) AUC estimator.

(I) First, hypothetically if we have the biomarker $X$ measured for the entire phase-one cohort, an unbiased estimate of $\text{AUC}_x$ can be generated as $\sum_{i=1}^{N_D} \sum_{j=1}^{N_{\bar{D}}} I(X_{Di} > X_{\bar{D}j})/(N_D N_{\bar{D}})$. To account for the sub-sampling of cases and controls in the second phase, we can construct an IPW AUC estimator where the contribution of each participant to a case-control pair is weighted by the known sampling probability of the participant in phase two:

$$\hat{\text{AUC}}_x(p) = \frac{1}{N_D} \frac{1}{N_{\bar{D}}} \sum_{i=1}^{N_D} \sum_{j=1}^{N_{\bar{D}}} \frac{\delta_{Di} \delta_{Dj}}{p_{Di} p_{Dj}} I(X_{Di} > X_{\bar{D}j}).$$

(0.1)
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(II) Second, note that an IPW estimator of $N_DN_D$, the total number of case-control pairs in the phase-one sample, can be constructed as $\sum_{i=1}^{N_i} \sum_{j=1}^{N_D} \delta_{Di} \delta_{Dj} / (p_{Di} p_{Dj})$. Therefore, one could replace $N_DN_D$ in (0.1) with its IPW estimator. This leads to an alternative AUC estimator

$$\hat{AUC}_x(p) = \sum_{i=1}^{N_i} \sum_{j=1}^{N_D} \delta_{Di} \delta_{Dj} I(X_{Di} > X_{Dj}) / \left( p_{Di} \sum_{k=1}^{N_D} \delta_{Dk} / p_{Dk} \right). \quad (0.2)$$

An alternative way to view this is that $\hat{AUC}_x(p) = \sum_{i=1}^{N_i} \sum_{j=1}^{N_D} \delta_{Di} v_{Di} \delta_{Dj} v_{Dj} I(X_{Di} > X_{Dj}) / (N_DN_D)$ where $v_{Di}$ and $v_{Dj}$ are weights assigned to case $i$ and control $j$ respectively, with $v_{Di} = N_D / \left( p_{Di} \sum_{k=1}^{N_D} \delta_{Dk} / p_{Dk} \right)$ and $v_{Dj} = N_D / \left( p_{Dj} \sum_{k=1}^{N_D} \delta_{Dk} / p_{Dk} \right)$. Since $\sum_{i=1}^{N_i} \delta_{Di} v_{Di} = N_D$ and $\sum_{j=1}^{N_D} \delta_{Dj} v_{Dj} = N_D$, $\hat{AUC}(p)$ can be thought as the IPW estimator where weights are calibrated such that sample sizes for phase-one cases or controls equal to their IPW estimates based on phase-two sample.

(III) The third AUC estimator replaces known sampling probability in $\hat{AUC}(p)$ with their estimates. Let $\hat{p}_D$ and $\hat{p}_D$ indicate estimated phase-two sampling probabilities for cases and controls respectively:

$$\hat{AUC}_x(\hat{p}) = \frac{1}{N_D} \sum_{i=1}^{N_i} \sum_{j=1}^{N_D} \delta_{Di} \delta_{Dj} I(X_{Di} > X_{Dj}). \quad (0.3)$$

Finally, note the $\hat{AUC}_x(\hat{p})$ as presented in (2.1) of main paper replaces known sampling probability in $\hat{AUC}(p)$ with their estimated sampling probabilities.

The four AUC estimators: $\hat{AUC}_x(p)$, $\hat{AUC}_x(p)$, $\hat{AUC}_x(\hat{p})$, and $\hat{AUC}_x(\hat{p})$ in general differ from each other. In the special case where the phase-two sampling probabilities for cases and controls are constant within each covariate stratum with $p_D$ and $p_D$ estimated empirically within discrete covariate strata, $\hat{AUC}(\hat{p})$ in (0.3) and $\hat{AUC}(\hat{p})$ in (2.1) of main paper are equivalent as shown below. Moreover, if in phase two cases and controls are each randomly sampled, then $\hat{AUC}(\hat{p})$, $\hat{AUC}(p)$, and $\hat{AUC}(\hat{p})$ are equivalent to the empirical AUC estimator.

Let $W_D$ and $W_\hat{p}$ indicate the discrete stratum for sampling the biomarker, for a case and a control respectively. The strata defined can be same or different between cases and controls. Suppose there are $K_D$ strata for cases and $K_\hat{p}$ strata for controls such that $W_D$ can take unique values $\{w_{D1}, \ldots, w_{DK_D}\}$ and $W_\hat{p}$ can take unique values $\{w_{\hat{p}1}, \ldots, w_{\hat{p}K_{\hat{p}}}\}$. Let
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In Appendix B, we use Supplementary Material for “Evaluating and Comparing AUC in Two-Phase Case-Control Studies” to derive the expression for $\tilde{AUC}_x$.

Let $N_{D k_D}$ and $N_{\bar{D} k_D}$ be the number of phase-one cases and controls in stratum $k_D$ and $\bar{k}_D$ respectively. Let $n_{D k_D}$ and $n_{\bar{D} k_D}$ be the number of phase-two cases and controls in stratum $k_D$ and $\bar{k}_D$ respectively. Let $\pi_D = \{\pi_{D1}, \ldots, \pi_{D k_D}\}$ and $\bar{\pi}_D = \{\bar{\pi}_{D1}, \ldots, \bar{\pi}_{\bar{D} k_D}\}$ be phase-two sampling probabilities of cases and controls within each stratum, with empirical estimates $\hat{\pi}_{D k_D} = \sum_{i=1}^{N_{D k_D}} \delta_{D i} I(W_{D i} = w_{D k_D})/\sum_{i=1}^{N_{D k_D}} I(W_{D i} = w_{D k_D}) = n_{D k_D}/N_{D k_D}$. By the number of phase-two cases and controls in stratum $k_D$ and $\bar{k}_D$ respectively, we have $\hat{\pi}_{D k_D} = \sum_{j=1}^{N_{D k_D}} \delta_{D j} I(W_{D j} = w_{D k_D})/\sum_{j=1}^{N_{D k_D}} I(W_{D j} = w_{D k_D}) = n_{D k_D}/N_{D k_D}$.

Then we have

$$\tilde{AUC}_x(\hat{\bar{p}}) = \frac{\tilde{AUC}_x(\hat{\bar{p}})}{\sum_{i=1}^{N_{D k_D}} \sum_{j=1}^{N_{\bar{D} k_D}} \delta_{D i} \delta_{\bar{D} j} / (N_{D k_D} N_{\bar{D} k_D})} = \tilde{AUC}_x(\hat{\bar{p}}).$$

APPENDIX B: PROOF OF THEOREM 1

B1. Asymptotic normality of $\tilde{AUC}(p)$

In Appendix B, we use $AUC$ to indicate $AUC_x$. The subscript $x$ is omitted for simplicity.

First, with $AUC = E\{S_D(X_D)\}$, note that

$$\sqrt{N} \left\{ \tilde{AUC}(p) - AUC \right\} = \sqrt{N} \left\{ \frac{1}{N_D} \frac{1}{N_D} \sum_{i=1}^{N_D} \sum_{j=1}^{N_D} \frac{\delta_{D i} \delta_{\bar{D} j}}{P_{D i} P_{\bar{D} j}} I(X_{D i} > X_{\bar{D} j}) - \sum_{j=1}^{N_{D k_D}} \frac{\delta_{\bar{D} j}}{P_{\bar{D} j} N_{D}} S_D(X_{\bar{D} j}) \right\}$$

$$+ \sqrt{N} \left\{ \sum_{j=1}^{N_{D k_D}} \frac{\delta_{D j}}{P_{D j} N_{D}} S_D(X_{D j}) - E\{S_D(X_D)\} \right\}$$

$$= A + B + \sqrt{N} \left\{ \frac{1}{N_D} \frac{1}{N_D} \sum_{i=1}^{N_D} \sum_{j=1}^{N_D} \frac{\delta_{D i} \delta_{\bar{D} j}}{P_{D i} P_{\bar{D} j}} I(X_{D i} > X_{\bar{D} j}) - \sum_{j=1}^{N_{D k_D}} \frac{\delta_{\bar{D} j}}{P_{\bar{D} j} N_{D}} S_D(X_{\bar{D} j}) \right\}$$

$$- \sqrt{N} \left\{ \sum_{i=1}^{N_{D k_D}} \frac{\delta_{D i}}{P_{D i} N_{D}} F_D(X_{D i}) - E\{S_D(X_D)\} \right\}$$

$$- \sqrt{N} \left\{ \sum_{i=1}^{N_{D k_D}} \frac{\delta_{D i}}{P_{D i} N_{D}} \right\}$$

$$= A + B + \sqrt{N} \left\{ \frac{1}{N_D} \frac{1}{N_D} \sum_{i=1}^{N_D} \sum_{j=1}^{N_D} \frac{\delta_{D i} \delta_{\bar{D} j}}{P_{D i} P_{\bar{D} j}} I(X_{D i} > X_{\bar{D} j}) - \sum_{j=1}^{N_{D k_D}} \frac{\delta_{\bar{D} j}}{P_{\bar{D} j} N_{D}} S_D(X_{\bar{D} j}) \right\}$$

$$- \sqrt{N} \left\{ \sum_{i=1}^{N_{D k_D}} \frac{\delta_{D i}}{P_{D i} N_{D}} \right\}$$
\[= A + B + \sqrt{N} \left[ \sum_{j=1}^{N_D} \frac{\delta_{Dj}}{p_{Dj}N_D} \left\{ 1 - \frac{N_D}{N_D} \sum_{i=1}^{N_D} \frac{\delta_{Di}}{p_{Di}N_D} I(X_{Di} > X_{Dj}) - S_D(X_{Dj}) \right\} \right] - \left\{ \frac{1}{N_D} \sum_{i=1}^{N_D} \frac{\delta_{Di}}{p_{Di}} F_D(X_{Di}) - E\{S_D(X_D)\} \right\} \]

where

\[A = \sqrt{N} \left\{ \sum_{i=1}^{N_D} \frac{\delta_{Di}}{p_{Di}N_D} F_D(X_{Di}) - E\{F_D(X_D)\} \right\}, \]

\[B = \sqrt{N} \left\{ \sum_{j=1}^{N_D} \frac{\delta_{Dj}}{p_{Dj}N_D} S_D(X_{Dj}) - E\{S_D(X_D)\} \right\}. \]

Asymptotic normality of \(\sqrt{N} \{\hat{AUC}(p) - AUC\} \) follows trivially, given \(A\) and \(B\) are sums of independent observations of mean zero. That is, as \(N \to \infty\), \(\sqrt{N} \{\hat{AUC}(p) - AUC\} \) converges to a normal random variable with mean 0 and variance \(\Sigma^{(i)} = \text{var}(A) + \text{var}(B)\).

Let \(\sigma_{N_D}\) indicate the sigma field of information, or complete data, potentially available in all cases in phase-one sample, and \(\sigma_{N_D}\) the sigma field of information for all controls in phase-one sample. We have

\[E(A) = E \left( E \left[ \sqrt{N} \left\{ \sum_{i=1}^{N_D} \frac{\delta_{Di}}{p_{Di}N_D} F_D(X_{Di}) - E\{F_D(X_D)\} \right\} \mid \sigma_{N_D} \right] \right) \]

\[= E \left[ \sqrt{N} \left\{ \frac{1}{N_D} \sum_{i=1}^{N_D} F_D(X_{Di}) - E\{F_D(X_D)\} \right\} \right] = 0. \]

\[E(B) = E \left( E \left[ \sqrt{N} \left\{ \sum_{j=1}^{N_D} \frac{\delta_{Dj}}{p_{Dj}N_D} S_D(X_{Dj}) - E\{S_D(X_D)\} \right\} \mid \sigma_{N_D} \right] \right) \]

\[= E \left[ E \left\{ \sqrt{N} \left\{ \frac{1}{N_D} \sum_{j=1}^{N_D} S_D(X_{Dj}) - E\{S_D(X_D)\} \right\} \right\} \right] = 0. \]

And

\[\text{var}(A) = \frac{N_D}{N} \left( \text{var} \left[ E \left\{ \frac{\delta_{Di}}{p_{Di}} F_D(X_D) \mid \sigma_{N_D} \right\} \right] + E \left[ \text{var} \left\{ \frac{\delta_{Di}}{p_{Di}} F_D(X_D) \mid \sigma_{N_D} \right\} \right] \right) \]

\[= \frac{1}{\lambda} \times \left[ \text{var}\{F_D(X_D)\} + E \left\{ \frac{p_D(1-p_D)}{p_D^2} F^2_D(X_D) \right\} \right], \]

\[\text{var}(B) = \frac{N_D}{N} \left( \text{var} \left[ E \left\{ \frac{\delta_{Dj}}{p_{Dj}} S_D(X_D) \mid \sigma_{N_D} \right\} \right] + E \left[ \text{var} \left\{ \frac{\delta_{Dj}}{p_{Dj}} S_D(X_D) \mid \sigma_{N_D} \right\} \right] \right) \]

\[= \frac{1}{1-\lambda} \times \left[ \text{var}\{S_D(X_D)\} + E \left\{ \frac{p_D(1-p_D)}{p_D^2} S^2_D(X_D) \right\} \right]. \]
Next we consider the asymptotic distribution of
\[
AUC(p) = \frac{\tilde{AUC}(p)}{\sum_{i=1}^{N_D} \sum_{j=1}^{N_D} \frac{\delta_{Di}}{p_{Di}} \frac{\delta_{Dj}}{p_{Dj}} / (N_D N_{\tilde{D}})}.
\]

Note that
\[
\sqrt{N} \left\{ \left( \frac{1}{N_D N_{\tilde{D}}} \sum_{i=1}^{N_D} \sum_{j=1}^{N_D} \frac{\delta_{Di}}{p_{Di}} \frac{\delta_{Dj}}{p_{Dj}} \right) - \left( \begin{array}{c} AUC \\ 1 \end{array} \right) \right\}
= \left\{ \sqrt{N} \left\{ \sum_{i=1}^{N_D} \frac{\delta_{Di}}{p_{Di}} F_{Di}(X_{Di}) - E\{S_D(X_D)\} \right\} + \sum_{j=1}^{N_D} \frac{\delta_{Dj}}{p_{Dj}} S_D(X_{Dj}) - E\{S_D(X_D)\} \right\} + o_p(1) \right\}
= \left\{ \sqrt{N} \left\{ \sum_{i=1}^{N_D} \frac{\delta_{Di}}{p_{Di}} F_{Di}(X_{Di}) - E\{S_D(X_D)\} \right\} + \sqrt{N} \left\{ \sum_{j=1}^{N_D} \frac{\delta_{Dj}}{p_{Dj}} S_D(X_{Dj}) - E\{S_D(X_D)\} \right\} + o_p(1) \right\}
= \left\{ A + B + o_p(1) \right\}
E + F + o_p(1) \right\}
\]

with
\[
E = \sqrt{N} \left( \frac{1}{N_D} \sum_{i=1}^{N_D} \frac{\delta_{Di}}{p_{Di}} - 1 \right), \quad F = \sqrt{N} \left( \frac{1}{N_D} \sum_{j=1}^{N_D} \frac{\delta_{Dj}}{p_{Dj}} - 1 \right).
\]

Note that \( \left\{ A + B \quad E + F \right\} \) can be written as the sum of two independent terms
\[
\sqrt{N} \sqrt{N_D} \sqrt{N_{\tilde{D}}} \left\{ \frac{1}{N_D} \sum_{i=1}^{N_D} \left( \frac{\delta_{Di}}{p_{Di}} F_{Di}(X_{Di}) \right) - \left( E\{F_D(X_D)\} \right) \right\}
\]
and
\[
\sqrt{N} \sqrt{N_D} \sqrt{N_{\tilde{D}}} \left\{ \frac{1}{N_D} \sum_{i=1}^{N_D} \left( \frac{\delta_{Di}}{p_{Di}} S_D(X_{Dj}) \right) - \left( E\{S_D(X_D)\} \right) \right\},
\]
where each term follows bivariate normal distribution following multivariate central limit theorem.

We thus have
\[
\sqrt{N} \left\{ \left( \frac{1}{N_D N_{\tilde{D}}} \sum_{i=1}^{N_D} \sum_{j=1}^{N_D} \frac{\delta_{Di}}{p_{Di}} \frac{\delta_{Dj}}{p_{Dj}} \right) - \left( \begin{array}{c} AUC \\ 1 \end{array} \right) \right\}
\]
asymptotically bivariate normal.
The asymptotic normality of $\sqrt{N} \left\{ \hat{AUC}(p) - AUC \right\}$ follows according to Delta method. That is, as $N \rightarrow \infty$, $\sqrt{N} \{ \hat{AUC}(p) - AUC \}$ converges to a normal random variable with mean 0 and variance $\Sigma_x^{(II)}$, which is computed as below. We have

$$E(E) = E \left[ \sqrt{N} \left( \frac{1}{N_D} \sum_{i=1}^{N_D} \delta_{D_i} \right) \right] = \sqrt{N} (1 - 1) = 0,$$
$$E(F) = E \left[ \sqrt{N} \left( \frac{1}{N_D} \sum_{j=1}^{N_D} \delta_{D_j} \right) \right] = \sqrt{N} (1 - 1) = 0,$$
$$\text{var}(E) = \text{var} \left[ \sqrt{N} \left( \frac{1}{N_D} \sum_{i=1}^{N_D} \delta_{D_i} \right) \right] = \frac{n}{N_D} \text{var} \left( \frac{\delta_{D_i}}{p_D} \right) \left| \sigma_{N_D} \right|$$

$$= 0 + \frac{n}{N_D} E \left( \text{var} \left( \frac{\delta_{D_i}}{p_D} \right) \right)$$
$$= \frac{1}{\lambda} \times E \left( \frac{1}{p_D} - 1 \right).$$

Similarly, we can show that $\text{var}(F) = \frac{1}{1 - \lambda} \times E \left( \frac{1}{p_D} - 1 \right).$

Moreover,
$$\text{cov}(B, F) = \text{cov} \left\{ \sqrt{N} \left( \sum_{j=1}^{N_D} \delta_{D_j} S_D(X_{D_j}) - E(S_D(X_D)) \right), \sqrt{N} \left( \frac{1}{N_D} \sum_{j=1}^{N_D} \delta_{D_j} \right) \right\}$$
$$= \frac{N}{N_D} \text{cov} \left( \frac{\delta_D}{p_D} S_D(X_D), \frac{\delta_D}{p_D} \right)$$
$$= \frac{1}{1 - \lambda} \left[ \text{cov} \left( E \left( \frac{\delta_D}{p_D} S_D(X_D) | \sigma_{N_D} \right), E \left( \frac{\delta_D}{p_D} | \sigma_{N_D} \right) \right) \right] + E \left[ \text{cov} \left( \frac{\delta_D}{p_D} S_D(X_D), \frac{\delta_D}{p_D} | \sigma_{N_D} \right) \right] \right\}$$
$$= \frac{1}{1 - \lambda} \times E \left( \left( \frac{1}{p_D} - 1 \right) S_D(X_D) \right).$$

Similarly, we have
$$\text{cov}(A, E) = \frac{1}{\lambda} E \left( \left( \frac{1}{p_D} - 1 \right) F_D(X_D) \right).$$

Thus by Delta method,

$$\Sigma_x^{(II)} = \text{var} \left\{ \sqrt{N} \left( \hat{AUC}(p) - AUC \right) \right\} + o_p(1)$$
$$= \left( 1 - AUC \right) \left( \begin{array}{ccc} \text{var}(A) + \text{var}(B) & \text{cov}(A, E) + \text{cov}(B, F) & \text{cov}(A, E) + \text{cov}(B, F) \\ \text{cov}(A, E) + \text{cov}(B, F) & \text{var}(E) + \text{var}(F) & \text{var}(E) + \text{var}(F) \\ \text{cov}(A, E) + \text{cov}(B, F) & \text{var}(E) + \text{var}(F) & -AUC \end{array} \right)$$
$$= \text{var}(A) + \text{var}(B) - 2AUC \{ \text{cov}(A, E) + \text{cov}(B, F) \} + AUC^2 \{ \text{var}(E) + \text{var}(F) \}.$$
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\[ = \var(A) + \var(B) - \text{AUC} \times \left( \frac{1}{\lambda} \times \left[ 2E \left\{ \left( \frac{1}{p_D} - 1 \right) F_D(X_D) \right\} - \text{AUC} \times E \left( \frac{1}{p_D} - 1 \right) \right] \right) \]

\[ + \frac{1}{1 - \lambda} \times \left[ 2E \left\{ \left( \frac{1}{p_D} - 1 \right) S_D(X_D) \right\} - \text{AUC} \times E \left( \frac{1}{p_D} - 1 \right) \right] \]

\[ = \Sigma^{(I)} - \text{AUC} \times \left( \frac{1}{\lambda} \times \left[ E \left\{ \left( \frac{1}{p_D} - 1 \right) F_D(X_D) \right\} + \text{cov} \left( F_D(X_D), \frac{1}{p_D} - 1 \right) \right] \right) \]

\[ + \frac{1}{1 - \lambda} \times \left[ E \left\{ \left( \frac{1}{p_D} - 1 \right) S_D(X_D) \right\} + \text{cov} \left( S_D(X_D), \frac{1}{p_D} - 1 \right) \right] \].

The comparison of efficiency between \( \tilde{AUC}_n(p) \) and \( \tilde{AUC}_n(p) \) depends on the sampling design and the biomarker distribution. Among other conditions, one condition that would ensure \( \Sigma^{(I)} \leq \Sigma^{(I)} \) is the non-negativity of the covariances between \( 1/p_D \) and \( F_D(X_D) \) and between \( 1/p_D \) and \( S_D(X_D) \). A special case when this holds is when cases and controls each are randomly sampled in the second phase such that the phase-two sampling probability of a subject is independent of one’s biomarker value.

**B3. Asymptotic normality of \( \tilde{AUC}(\tilde{p}) \)**

Suppose we model \( \hat{p}_D \) as a function of covariates with finite-dimensional parameters \( \theta_D = \{\theta_{D1}, \ldots, \theta_{DK_D}\} \), and model \( p_D \) as a function of covariates with finite-dimensional parameters \( \theta_D = \{\theta_{D1}, \ldots, \theta_{DK_D}\} \). Let \( \hat{\theta}_D \) and \( \hat{\theta}_D \) be maximum likelihood estimators of \( \theta_D \) and \( \theta_D \), and let \( \hat{p}_D \) and \( \hat{p}_D \) be corresponding estimators of \( p_D \) and \( p_D \). Through Taylor’s expansion, we have

\[ \sqrt{N} \left\{ \tilde{AUC}(\tilde{p}) - \text{AUC} \right\} = \sqrt{n} \left\{ \tilde{AUC}(\tilde{p}) - \tilde{AUC}(p) \right\} + \sqrt{n} \left\{ \tilde{AUC}(p) - \text{AUC} \right\} \]

\[ = \frac{\partial E \{ \tilde{AUC}(p) \}}{\partial \theta_D} \sqrt{n} (\hat{\theta}_D - \theta_D) + \frac{\partial E \{ \tilde{AUC}(p) \}}{\partial \theta_D} \sqrt{n} (\hat{\theta}_D - \theta_D) + A + B + o_p(1) \]

\[ = C + D + A + B + o_p(1), \]

where

\[ C = \frac{\partial E \{ \tilde{AUC}(p) \}}{\partial \theta_D} \sqrt{n} (\hat{\theta}_D - \theta_D) \]

\[ = -\frac{1}{N_D \times N_D} E \left\{ \sum_{i=1}^{N_D} \sum_{j=1}^{N_D} \frac{\delta_{Di} \delta_{Dj} f(X_{Di} > X_{Dj})}{p_{Di} p_{Dj}} \frac{\partial p_D}{\partial \theta_D} \right\} \sqrt{n} (\hat{\theta}_D - \theta_D) \]

\[ = -E \left\{ I(X_D > X_D) \frac{1}{p_D} \frac{\partial p_D}{\partial \theta_D} \right\} \sqrt{N} (\hat{\theta}_D - \theta_D) \]
\[
D = \frac{\partial E \left\{ \hat{AUC}(p) \right\}}{\partial \hat{n} \theta} \sqrt{n} (\hat{n} \theta - \theta)
\]

\[
= - \frac{1}{N_D \times \bar{N}_D} \mathbb{E} \left\{ \sum_{i=1}^{n_D} \sum_{j=1}^{n_D} \delta_{D_i} \delta_{D_j} I(X_{D_i} > X_{D_j}) \frac{\partial p_{D}}{\partial \theta} \right\} \sqrt{n} (\hat{n} \theta - \theta)
\]

\[
= -E \left\{ I(X_D > X_D) \frac{1}{p_D} \frac{\partial p_D}{\partial \theta} \right\} \sqrt{n} (\hat{n} \theta - \theta).
\]

Therefore, as \( N \to \infty \), \( \sqrt{N} \{ \hat{AUC}(\hat{p}) - AUC \} \) converges to a normal random variable with mean 0 and variance \( \Sigma_x^{III} \). We have

\[
\Sigma_x^{III} = \text{var}(C) + \text{var}(D) + \text{var}(A) + \text{var}(B) + 2 \text{cov}(A, C) + 2 \text{cov}(B, D).
\]

Considering estimating \( \hat{\theta} \) by maximizing the likelihood of observing markers in phase two. Log-likelihood for sampling a control from the phase-one sample is

\[
l_D = \delta_D \log(p_D) + (1 - \delta_D) \log(1 - p_D).
\]

The corresponding score function is

\[
\frac{\partial l_D}{\partial \theta_D k_D} = \left( \frac{\delta_D}{p_D} - \frac{1 - \delta_D}{1 - p_D} \right) \frac{\partial p_D}{\partial \theta_D k_D},
\]

the Hessian is

\[
\frac{\partial^2 l_D}{\partial \theta_D k_D \partial \theta_D k_D'} = \left( \frac{\delta_D}{p_D} - \frac{1 - \delta_D}{1 - p_D} \right) \frac{p_D^2}{p_D^2 + \left( \frac{1 - \delta_D}{1 - p_D} \right)^2} \frac{\partial p_D}{\partial \theta_D k_D} \frac{\partial p_D}{\partial \theta_D k_D'},
\]

and the information matrix is

\[
I_D = -E \left\{ \frac{\partial^2 l_D}{\partial \theta_D k_D} \right\} = E \left\{ \left( \frac{1}{p_D} + \frac{1}{1 - p_D} \right) \frac{\partial p_D}{\partial \theta_D k_D} \frac{\partial p_D}{\partial \theta_D k_D'} \right\}.
\]

Note

\[
\text{var}(D) = \frac{N}{N_D} \left\{ -E \left\{ I(X_D > X_D) \frac{1}{p_D} \frac{\partial p_D}{\partial \theta_D} \right\} \right\}^T I_D^{-1} \left\{ -E \left\{ I(X_D > X_D) \frac{1}{p_D} \frac{\partial p_D}{\partial \theta_D} \right\} \right\}.
\]

\[
= \frac{1}{1 - \lambda} \left\{ E \left\{ I(X_D > X_D) \frac{1}{p_D} \frac{\partial p_D}{\partial \theta_D} \right\} \right\}^T I_D^{-1} \left\{ E \left\{ I(X_D > X_D) \frac{1}{p_D} \frac{\partial p_D}{\partial \theta_D} \right\} \right\},
\]
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\[
\text{cov}(B, D) = \frac{1}{1 - \lambda} \text{cov} \left( \frac{\partial \hat{p}_D}{\partial D} S_D(X_D), \left[ -E \left\{ I(X_D > X_D) \frac{1}{p_D} \frac{\partial p_D}{\partial \theta_D} \right\} \right]^T \bar{I}_D^{-1} \left( \frac{\partial \hat{p}_D}{\partial D} \right) \right) = \frac{1}{1 - \lambda} \text{cov} \left( \frac{\partial \hat{p}_D}{\partial D} S_D(X_D), \left[ -E \left\{ I(X_D > X_D) \frac{1}{p_D} \frac{\partial p_D}{\partial \theta_D} \right\} \right]^T \bar{I}_D^{-1} \left( \frac{\partial \hat{p}_D}{\partial D} \right) \right) = -\text{var}(D).
\]

Similarly we can show that

\[
\text{cov}(A, C) = -\text{var}(C) = -\frac{1}{\lambda} \left[ E \left\{ I(X_D > X_D) \frac{1}{p_D} \frac{\partial p_D}{\partial \theta_D} \right\} \right]^T \bar{I}_D^{-1} E \left\{ I(X_D > X_D) \frac{1}{p_D} \frac{\partial p_D}{\partial \theta_D} \right\}
\]

Thus \( \Sigma_x^{(III)} = \text{var}(A) + \text{var}(B) - \text{var}(C) - \text{var}(D) \leq \text{var}(A) + \text{var}(B) = \Sigma_x^{(I)} \).

**B4. Asymptotic normality of \( \sqrt{N} \{ \hat{AUC}(\hat{p}) - AUC \} \)**

Next we derive asymptotic distribution of \( \sqrt{N} \{ \hat{AUC}(\hat{p}) - AUC \} \). Following similar arguments as in B2 and B3,

\[
\sqrt{N} \left\{ \left( \frac{1}{N_D N_D} \sum_{i=1}^{N_D} \sum_{j=1}^{N_D} \delta_{ij} \frac{\partial \hat{p}_D}{\partial p_D} \right) \right\} - \left( \begin{array}{c}
AUC \\
1
\end{array} \right) = \left\{ \left( \frac{1}{N_D N_D} \sum_{i=1}^{N_D} \sum_{j=1}^{N_D} \delta_{ij} \frac{\partial \hat{p}_D}{\partial p_D} \right) \right\} - \left( \begin{array}{c}
C + D + A + B + o_p(1) \\
E + F + o_p(1)
\end{array} \right)
\]

is asymptotically bivariate normal, where

\[
G = -E \left( \frac{1}{p_D} \frac{\partial p_D}{\partial \theta_D} \right) \sqrt{N} \left( \hat{\theta}_D - \theta_D \right),
\]

\[
H = -E \left( \frac{1}{p_D} \frac{\partial p_D}{\partial \theta_D} \right) \sqrt{N} \left( \hat{\theta}_D - \theta_D \right).
\]

And the asymptotic normality of \( \sqrt{N} \{ \hat{AUC}(\hat{p}) - AUC \} \) follows. Denote its asymptotic variance as \( \Sigma_x^{(IV)} \). Denote

\[
M = \sqrt{N} \left( \frac{1}{N_D N_D} \sum_{i=1}^{N_D} \sum_{j=1}^{N_D} \delta_{ij} \delta_{ij} - 1 \right).
\]
By Delta method,

$$
\Sigma_x^{(IV)} = \text{var} \left\{ \sqrt{N} \left( \frac{\hat{AUC}(\hat{p}) - \hat{AUC}}{\sqrt{N}} \right) \right\} + o_p(1)
$$

$$
= (1 - \text{AUC}) \left( \text{var} \left[ \sqrt{N} \left( \hat{AUC}(\hat{p}) - \hat{AUC} \right) \right], \text{cov} \left[ \sqrt{N} \left( \hat{AUC}(\hat{p}) - \hat{AUC} \right), M \right] \right) \left( 1 - \text{AUC} \right) + o_p(1)
$$

$$
= \text{var}(A) + \text{var}(B) - \text{var}(C) - \text{var}(D) - 2 \text{AUC} \times \text{cov}(A + B + C + D, E + F + G + H)
$$

$$
+ AUC^2 \text{var}(E + F + G + H)
$$

$$
= \text{var}(A) + \text{var}(B) + \text{var}(C) + \text{var}(D) + 2 \text{cov}(A, C) + 2 \text{cov}(B, D)
$$

$$
- 2 \text{AUC} \{ \text{cov}(A, E) + \text{cov}(C, E) + \text{cov}(B, F) + \text{cov}(D, F)
$$

$$
+ \text{cov}(A, G) + \text{cov}(C, G) + \text{cov}(B, H) + \text{cov}(D, H) \} \}
$$

$$
+ AUC^2 \{ \text{var}(E) + \text{var}(F) + \text{var}(G) + \text{var}(H) + 2 \text{cov}(E, G) + 2 \text{cov}(F, H) \}
$$

$$
= \Sigma_x^{(II)} - \text{var}(C) - \text{var}(D)
$$

$$
- 2 \text{AUC} \{ \text{cov}(C, E) + \text{cov}(D, F) + \text{cov}(A, G) + \text{cov}(C, G) + \text{cov}(B, H) + \text{cov}(D, H) \}
$$

$$
+ AUC^2 \{ \text{var}(G) + \text{var}(H) + 2 \text{cov}(E, G) + 2 \text{cov}(F, H) \}. \)
$$

**Note**

\[ \text{cov}(D, F) \]

$$
= \text{cov} \left\{ -\sqrt{N} I(X_D > X_D) \frac{\partial p_D}{\partial \theta_D} \right\} \frac{1}{N_D} \sum_{j=1}^{N_D} I_D^{-1} \times \left( \frac{\delta_D}{p_D} - \frac{1 - \delta_D}{1 - p_D} \right) \frac{\partial p_D}{\partial \theta_D} \sqrt{N} \left( \frac{1}{N_D} \sum_{j=1}^{N_D} \frac{\delta_D}{p_D} - 1 \right)
$$

$$
= \frac{1}{1 - \lambda} \times \text{cov} \left\{ -E \left\{ I(X_D > X_D) \frac{\partial p_D}{\partial \theta_D} \right\} I_D^{-1} \times \left( \frac{\delta_D}{p_D} - \frac{1 - \delta_D}{1 - p_D} \right) \frac{\partial p_D}{\partial \theta_D} \right\}
$$

$$
= -\frac{1}{1 - \lambda} \times E \left\{ I(X_D > X_D) \frac{\partial p_D}{\partial \theta_D} \right\} I_D^{-1} E \left( \frac{1 - \delta_D}{p_D} \frac{\partial p_D}{\partial \theta_D} \right)
$$

Similarly,

\[ \text{cov}(C, E) = -\frac{1}{\lambda} \times E \left\{ I(X_D > X_D) \frac{\partial p_D}{\partial \theta_D} \right\} I_D^{-1} E \left( \frac{1}{p_D} \frac{\partial p_D}{\partial \theta_D} \right) \]

In addition,

\[ \text{var}(G) = \frac{N}{N_D} (-1) \times E \left( \frac{1}{p_D} \frac{\partial p_D}{\partial \theta_D} \right)^T I_D^{-1} (-1) \times E \left( \frac{1}{p_D} \frac{\partial p_D}{\partial \theta_D} \right) \]

$$
= \frac{1}{\lambda} E \left( \frac{1}{p_D} \frac{\partial p_D}{\partial \theta_D} \right)^T I_D^{-1} E \left( \frac{1}{p_D} \frac{\partial p_D}{\partial \theta_D} \right). \]
\[
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\[
\text{var}(H) = \frac{N}{N_D} (-1) \times E \left( \frac{1}{p_D} \frac{\partial p_D}{\partial \theta_D} \right)^T I_D^{-1} (-1) \times E \left( \frac{1}{p_D} \frac{\partial p_D}{\partial \theta_D} \right)
\]

\[
= \frac{1}{\lambda} E \left( \frac{1}{p_D} \frac{\partial p_D}{\partial \theta_D} \right)^T I_D^{-1} E \left( \frac{1}{p_D} \frac{\partial p_D}{\partial \theta_D} \right),
\]

\[
\text{cov}(E, G) = \frac{1}{\lambda} \text{cov} \left\{ \frac{\delta_D}{p_D} - 1, -E \left( \frac{1}{p_D} \frac{\partial p_D}{\partial \theta_D} \right) I_D^{-1} \left( \frac{\delta_D}{p_D} - \frac{1 - \delta_D}{1 - p_D} \right) \frac{\partial p_D}{\partial \theta_D} \right\}
\]

\[
= \frac{1}{\lambda} E \left( \frac{1}{p_D} \frac{\partial p_D}{\partial \theta_D} \right)^T I_D^{-1} E \left( \frac{1}{p_D} \frac{\partial p_D}{\partial \theta_D} \right),
\]

\[
\text{cov}(F, H) = -\frac{1}{1 - \lambda} E \left( \frac{1}{p_D} \frac{\partial p_D}{\partial \theta_D} \right) I_D^{-1} E \left( \frac{1}{p_D} \frac{\partial p_D}{\partial \theta_D} \right),
\]

\[
\text{cov}(A, G) = -\frac{1}{\lambda} E \left( \frac{1}{p_D} \frac{\partial p_D}{\partial \theta_D} \right) I_D^{-1} E \left( \frac{1}{p_D} f_D(X_D) \frac{\partial p_D}{\partial \theta_D} \right),
\]

\[
\text{cov}(B, H) = -\frac{1}{1 - \lambda} E \left( \frac{1}{p_D} \frac{\partial p_D}{\partial \theta_D} \right) I_D^{-1} E \left( \frac{1}{p_D} S_D(X_D) \frac{\partial p_D}{\partial \theta_D} \right),
\]

\[
\text{cov}(C, G) = \frac{1}{\lambda} E \left\{ I(X_D > X_D) \frac{1}{p_D} \frac{\partial p_D}{\partial \theta_D} \right\} I_D^{-1} E \left\{ \frac{1}{p_D} \frac{\partial p_D}{\partial \theta_D} \right\}
\]

\[
\text{cov}(D, H) = \frac{1}{1 - \lambda} E \left\{ I(X_D > X_D) \frac{1}{p_D} \frac{\partial p_D}{\partial \theta_D} \right\} I_D^{-1} E \left\{ \frac{1}{p_D} \frac{\partial p_D}{\partial \theta_D} \right\}.
\]

Consequently,

\[- \text{var}(C) = 2AUC \{ \text{cov}(E, G) + \text{cov}(A, G) + \text{cov}(C, G) \} + AUC^2 \{ \text{var}(G) + 2 \text{cov}(E, G) \}\]

\[= -\frac{1}{1 - \lambda} \left[ E \left\{ I(X_D > X_D) \frac{1}{p_D} \frac{\partial p_D}{\partial \theta} \right\} I_D^{-1} E \left\{ I(X_D > X_D) \frac{1}{p_D} \frac{\partial p_D}{\partial \theta} \right\} \right.
\]

\[- 2AUC \times \left[ -E \left\{ I(X_D > X_D) \frac{1}{p_D} \frac{\partial p_D}{\partial \theta} \right\} I_D^{-1} E \left\{ \frac{1}{p_D} \frac{\partial p_D}{\partial \theta} \right\} \right. \]

\[- E \left\{ \frac{1}{p_D} \frac{\partial p_D}{\partial \theta} \right\} I_D^{-1} E \left\{ I(X_D > X_D) \frac{1}{p_D} \frac{\partial p_D}{\partial \theta} \right\} + E \left\{ I(X_D > X_D) \frac{1}{p_D} \frac{\partial p_D}{\partial \theta} \right\} I_D^{-1} E \left\{ \frac{1}{p_D} \frac{\partial p_D}{\partial \theta} \right\} \]

\[+ AUC^2 \left\{ E \left\{ \frac{1}{p_D} \frac{\partial p_D}{\partial \theta} \right\} I_D^{-1} E \left\{ \frac{1}{p_D} \frac{\partial p_D}{\partial \theta} \right\} - 2E \left\{ \frac{1}{p_D} \frac{\partial p_D}{\partial \theta} \right\} I_D^{-1} E \left\{ \frac{1}{p_D} \frac{\partial p_D}{\partial \theta} \right\} \right\} \]

\[= -\frac{1}{1 - \lambda} \left[ E \left\{ I(X_D > X_D) \frac{1}{p_D} \frac{\partial p_D}{\partial \theta} \right\} I_D^{-1} E \left\{ I(X_D > X_D) \frac{1}{p_D} \frac{\partial p_D}{\partial \theta} \right\} \right.
\]

\[+ 2AUC \times E \left\{ \frac{1}{p_D} \frac{\partial p_D}{\partial \theta} \right\} I_D^{-1} E \left\{ I(X_D > X_D) \frac{1}{p_D} \frac{\partial p_D}{\partial \theta} \right\} + AUC^2 E \left\{ \frac{1}{p_D} \frac{\partial p_D}{\partial \theta} \right\} I_D^{-1} E \left\{ \frac{1}{p_D} \frac{\partial p_D}{\partial \theta} \right\} \right] \]

\[= -\frac{1}{1 - \lambda} \left[ AUC \times Q_D - R_D \right] I_D^{-1} [AUC \times Q_D - R_D] \]

where \( Q_D = E \left\{ \frac{1}{p_D} \frac{\partial p_D}{\partial \theta} \right\} \) and \( R_D = E \left\{ I(X_D > X_D) \frac{1}{p_D} \frac{\partial p_D}{\partial \theta} \right\} \). Similarly, we can show that
We sketch the proofs for Theorem 2, which follow similar arguments as the proofs of Theorem 1.

\[
- \text{var}(D) - 2AUC \{ \text{cov}(D, F) + \text{cov}(B, H) + \text{cov}(D, H) \} + AUC^2 \{ \text{var}(H) + 2\text{cov}(F, H) \}
\]

\[
= -\frac{1}{\lambda} \{ AUC \times QD - RD \}^T I^{-1}_D \{ AUC \times QD - RD \},
\]

where \( Q_D = E \left( \frac{1}{p_D} \frac{\partial p}{\partial \theta} \right) \), \( R_D = E \left\{ I(X_D > X_D) \frac{1}{p_D} \frac{\partial p}{\partial \theta} \right\} \).

Since \( I^{-1}_D \) and \( I^{-1}_D \) are positive definitions, we have \( \Sigma^{(III)} \leq \Sigma^{(I)} \) and \( \Sigma^{(IV)} \leq \Sigma^{(III)} \). That is, the asymptotic variance of \( \hat{AUC}_x(\hat{p}) \) is smaller than or equal to the asymptotic variance of \( \hat{AUC}_x(p) \), and the asymptotic variance of \( \hat{AUC}_x(\hat{p}) \) is smaller than or equal to the asymptotic variance of \( \hat{AUC}_x(p) \). So estimating the sampling weight can lead to improvement in efficiency in Bernoulli sampling even if the sampling probability is known.

**APPENDIX C. PROOFS OF THEOREM 2**

We sketch the proofs for Theorem 2, which follow similar argument as the proofs of Theorem 1.

i) We can show that \( \sqrt{n} \{ \Delta \hat{AUC}(p) - \Delta AUC \} = (A_y - A_x) + (B_y - B_x) + o_p(1) \), which is asymptotically normally distributed with mean zero and variance \( \text{var}(A_y - A_x) + \text{var}(B_y - B_x) \), where

\[
\text{var}(A_y - A_x) = \text{var}(A_x) + \text{var}(A_y) - 2\text{cov}(A_x, A_y)
\]

\[
\text{var}(B_y - B_x) = \text{var}(B_x) + \text{var}(B_y) - 2\text{cov}(B_x, B_y),
\]

and

\[
\text{cov}(A_x, A_y) = \frac{N}{N_D} \text{cov} \left\{ \frac{\delta_D}{p_D} F_{Dx}(X_D) \frac{\delta_D}{p_D} F_{Dy}(Y_D) \right\}
\]

\[
= \frac{N}{N_D} \left\{ \text{cov} \left\{ E \left\{ \frac{\delta_D}{p_D} F_{Dx}(X_D) | \sigma_{N_D} \right\} , E \left\{ \frac{\delta_D}{p_D} F_{Dy}(Y_D) | \sigma_{N_D} \right\} \right\} + E \left\{ \text{cov} \left\{ \frac{\delta_D}{p_D} F_{Dx}(X_D) , \frac{\delta_D}{p_D} F_{Dy}(Y_D) \right\} \right\} \right\}
\]

\[
= \frac{1}{\lambda} \left( \text{cov} \left\{ F_{Dx}(X_D) , F_{Dy}(Y_D) \right\} + E \left\{ \frac{1}{1 - \lambda} \frac{p_D}{p_D} S_{Dx}(X_D) S_{Dy}(Y_D) \right\} \right),
\]

\[
\text{cov}(B_x, B_y) = \frac{1}{1 - \lambda} \left( \text{cov} \left\{ S_{Dx}(X_D) , S_{Dy}(Y_D) \right\} + E \left\{ \frac{1}{1 - \lambda} \frac{p_D}{p_D} S_{Dx}(X_D) S_{Dy}(Y_D) \right\} \right).
\]

ii) We have

\[
\text{var} \left\{ \sqrt{N} \{ \Delta \hat{AUC}(p) - \Delta AUC \} \right\}
\]

\[
\simeq \text{var}(A_y - A_x) + \text{var}(B_y - B_x) - 2\Delta AUC \{ \text{cov}(A_y - A_x, E) + \text{cov}(B_y - B_x, F) \}
\]

\[
+ \Delta AUC^2 \{ \text{var}(E) + \text{var}(F) \}.
\]
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iii) We have
\[ \sqrt{N} \left\{ \Delta \mu \Delta \nu C(\hat{p}) - \Delta \nu C \right\} \simeq (A_y - A_x) + (B_y - B_x) + (C_y - C_x) + (D_y - D_x). \]

As a result,
\[ \text{var} \left[ \sqrt{N} \left\{ \Delta \mu \Delta \nu C(\hat{p}) - \Delta \nu C \right\} \right] \simeq \text{var}(A_y - A_x) + \text{var}(B_y - B_x) + \text{var}(C_y - C_x) + \text{var}(D_y - D_x) \]
\[ + 2 \text{cov}(A_y - A_x, C_y - C_x) + 2 \text{cov}(B_y - B_x, D_y - D_x). \]

From similar argument as in single marker case, we have
\[ \text{cov}(C_x, C_y) = \frac{1}{\lambda} E \left\{ I(X_D > X_D) \frac{1}{p_D} \frac{\partial p_D}{\partial \theta_D} \right\}^T \frac{1}{p_D} \frac{\partial p_D}{\partial \theta_D} \]
\[ \text{cov}(D_x, D_y) = \frac{1}{1 - \lambda} E \left\{ I(X_D > X_D) \frac{1}{p_D} \frac{\partial p_D}{\partial \theta_D} \right\}^T \frac{1}{p_D} \frac{\partial p_D}{\partial \theta_D} \],
\[ \text{cov}(B_x, D_y) = \text{cov}(D_x, B_y) = -\text{cov}(D_x, D_y), \]
and \( \text{cov}(A_x, C_y) = \text{cov}(C_x, A_y) = -\text{cov}(C_x, C_y) \),
which lead to \( \text{cov}(B_y - B_x, D_y - D_x) = -\text{var}(D_y - D_x) \) and \( \text{cov}(A_y - A_x, C_y - C_x) = -\text{var}(C_y - C_x) \).

Therefore we have
\[ \text{var} \left[ \sqrt{N} \left\{ \Delta \mu \Delta \nu C(\hat{p}) - \Delta \nu C \right\} \right] \simeq \text{var}(A_y - A_x) + \text{var}(B_y - B_x) - \text{var}(C_y - C_x) - \text{var}(D_y - D_x). \]

iv) We have
\[ \text{var} \left\{ \sqrt{N} \left( \Delta \mu \Delta \nu C(\hat{p}) - \Delta \nu C \right) \right\} \]
\[ \simeq \text{var}(A_y - A_x) + \text{var}(B_y - B_x) + \text{var}(C_y - C_x) + \text{var}(D_y - D_x) \]
\[ + 2 \text{cov}(A_y - A_x, C_y - C_x) + 2 \text{cov}(B_y - B_x, D_x - D_y) \]
\[ - 2 \Delta AUC \times \{ \text{cov}(A_y - A_x, E) + \text{cov}(C_y - C_x, E) + \text{cov}(B_y - B_x, F) + \text{cov}(D_y - D_x, F) \]
\[ + \text{cov}(A_y - A_x, G) + \text{cov}(C_y - C_x, G) + \text{cov}(B_y - B_x, H) + \text{cov}(D_y - D_x, H) \} \]
\[ + \Delta AUC^2 \times \{ \text{var}(E) + \text{var}(F) + \text{var}(G) + \text{var}(H) + 2 \text{cov}(E, G) + 2 \text{cov}(F, H) \} \]
\[ 
\begin{align*}
&= \text{var} \left\{ \sqrt{n} \left( \Delta \hat{\text{AUC}}(p) - \Delta \text{AUC} \right) \right\} - \text{var}(C_y - C_x) - \text{var}(D_y - D_x) \\
&- 2\Delta \text{AUC} \times \{ \text{cov}(C_y - C_x, E) + \text{cov}(D_y - D_x, F) + \text{cov}(A_y - A_x, G) + \text{cov}(C_y - C_x, G) \\
&+ \text{cov}(B_y - B_x, H) + \text{cov}(D_y - D_x, H) \} \\
&+ \Delta \text{AUC}^2 \times \{ \text{var}(G) + \text{var}(H) + 2\text{cov}(E, G) + 2\text{cov}(F, H) \} \\
&= \text{var} \left\{ \sqrt{n} \left( \Delta \hat{\text{AUC}}(p) - \Delta \text{AUC} \right) \right\} - \frac{1}{\lambda} [\Delta \text{AUC} \times Q_D - (R_D y - R_D x)]^T I^{-1}_D [\Delta \text{AUC} \times Q_D - (R_D y - R_D x)] \\
&- \frac{1}{1 - \lambda} [\Delta \text{AUC} \times Q_D - (R_D y - R_D x)]^T I^{-1}_D [\Delta \text{AUC} \times Q_D - (R_D y - R_D x)].
\end{align*}
\]

Again, we can see that asymptotic variance of \( \Delta \hat{\text{AUC}}(\hat{p}) \) is less than or equal to the asymptotic variance of \( \Delta \hat{\text{AUC}}(p) \) and asymptotic variance of \( \Delta \hat{\text{AUC}}(\hat{p}) \) is less than or equal to the asymptotic variance of \( \Delta \hat{\text{AUC}}(p) \).

**Appendix D. Finite-Population Stratified Sampling**

Here we demonstrate the equivalence in asymptotic variance of \( \hat{\text{AUC}}(\hat{p}) \) between Bernoulli sampling and finite-population stratified sampling when \( \hat{p} \) is estimated from discrete stratum and when sampling fraction for cases and controls in each stratum in finite-population stratified sampling converges to the corresponding sampling probability in Bernoulli sampling.

In particular, suppose there are \( K_D \) strata among cases with stratum indicator \( W_D = w_{D1}, \ldots, w_{DK_D} \) and \( K_{\bar{D}} \) strata among controls with stratum indicator \( \bar{W}_D = w_{\bar{D}1}, \ldots, w_{\bar{D}K_{\bar{D}}} \).

Let \( N_{Dk_D}, k_D = 1, \ldots, K_D \) be number of cases in stratum \( k_D \) and \( N_{\bar{D}k_{\bar{D}}}, k_{\bar{D}} = 1, \ldots, K_{\bar{D}} \) be number of controls in stratum \( k_{\bar{D}} \) in the phase-one cohort sample. In second phase of the study, we sample fixed number \( n_{Dk_D} \) of cases without replacement from stratum \( k_D \) and sampling fixed number \( n_{\bar{D}k_{\bar{D}}} \) of controls without replacement from stratum \( k_{\bar{D}} \). Suppose as \( N \to \infty \), the sampling fractions for cases among stratum \( k_D \in (1, \ldots, K_D) \) converge with \( n_{Dk_D}/N_{Dk_D} \to \pi_{Dk_D} \in (0, 1] \), and the sampling fractions for controls among stratum \( k_{\bar{D}} \in (1, \ldots, K_{\bar{D}}) \) converge with \( n_{\bar{D}k_{\bar{D}}}/N_{\bar{D}k_{\bar{D}}} \to \pi_{\bar{D}k_{\bar{D}}} \in (0, 1] \).
Here we use subscript \( D_{k,D} \) to indicate the \( i \)'th cases among stratum \( k_D \), and use subscript \( D_{k,D,j} \) to indicate the \( j \)'th controls among stratum \( k_D \). We have

\[
\sqrt{N} \left\{ \text{AUC}(\hat{p}) - \text{AUC} \right\} = \sqrt{N} \left\{ \frac{1}{N_D} \sum_{k_D=1}^{K_D} \sum_{i=1}^{N_{D,k_D}} \frac{\delta_{D_{k_D,i}}}{\pi_{D_{k_D}}} \sum_{j=1}^{N_{D,k_D}} \frac{S_D(X_{D_{k_D,j}}) - E\{S_D(X_D)\}}{\pi_{D_{k_D}}} \right\}
\]

\[
+ \sqrt{N} \left[ \frac{1}{N_D} \sum_{k_D=1}^{K_D} \sum_{i=1}^{N_{D,k_D}} \delta_{D_{k_D,i}} \frac{\delta_{D_{k_D,j}}}{\pi_{D_{k_D}}} S_D(X_{D_{k_D,j}}) - E\{S_D(X_D)\} \right]
\]

\[
= AA + BB + o_p(1),
\]

where

\[
AA = \sqrt{N} \left\{ \frac{1}{N_D} \sum_{k_D=1}^{K_D} \frac{\delta_{D_{k_D,i}}}{\pi_{D_{k_D}}} F_D(X_{D_{k_D,i}}) - E\{F_D(X_D)\} \right\},
\]

\[
BB = \sqrt{N} \left\{ \frac{1}{N_D} \sum_{k_D=1}^{K_D} \frac{\delta_{D_{k_D,i}}}{\pi_{D_{k_D}}} S_D(X_{D_{k_D,i}}) - E\{S_D(X_D)\} \right\}.
\]

Next we derive the asymptotic variance of \( AA \). The derivation follows the strategy as in Breslow and Wellner (2007). The asymptotic variance of \( BB \) can be derived following similar arguments.

Let \( \hat{P}_{N_D} \) be the IPW empirical measure of cases.

\[
\hat{P}_{N_D} = \frac{1}{N_D} \sum_{k_D=1}^{K_D} \frac{N_{D,k_D}}{n_{D,k_D}} \sum_{i=1}^{N_{D,k_D}} \frac{\delta_{D_{k_D,i}}}{\pi_{D_{k_D}}} \zeta_{X_{D_{k_D,i}}},
\]

where \( \hat{P}_{k_D,N_{D,k_D}} = \sum_{i=1}^{N_{D,k_D}} \delta_{D_{k_D,i}} \zeta_{X_{D_{k_D,i}}}/N_{D,k_D} \) is a ‘finite sampling empirical measure’ for stratum \( k_D \) among cases and \( \zeta_{X_{D_{k_D,i}}} \) is the Dirac measure placing unit mass on \( X_{D_{k_D,i}} \). Let \( \hat{P}_{N_D} \) denote the empirical measure of cases:

\[
\hat{P}_{N_D} = \frac{1}{N_D} \sum_{k_D=1}^{K_D} \frac{N_{D,k_D}}{n_{D,k_D}} \frac{1}{N_{D,k_D}} \sum_{i=1}^{N_{D,k_D}} \zeta_{X_{D_{k_D,i}}},
\]

where \( \hat{P}_{k_D,N_{D,k_D}} = \sum_{i=1}^{N_{D,k_D}} \zeta_{X_{D_{k_D,i}}}/N_{D,k_D} \). Let \( P_{D_0} \) denote the true marker distribution among cases. Let \( G_{N_D} = \sqrt{N_D} (\hat{P}_{N_D} - P_{D_0}) \) denote the standard empirical process for cases. We have
\[ G_{ND} = \sqrt{N_D} (P_{ND} - P_D) \]

\[ = \sqrt{N_D} (P_{ND} - P_D) + \sqrt{N_D} (P_{ND}^* - P_{ND}) \]

\[ = G_{ND} + \frac{1}{\sqrt{N_D}} \sum_{kD=1}^{KD} \frac{N_{dkD}^2}{n_{dkD}} (P_{kD,N_{dkD}} - \frac{n_{dkD}}{N_{dkD}} P_{kD,N_{dkD}}) \]

\[ = G_{ND} + \sum_{kD=1}^{KD} \frac{N_{dkD}}{n_{dkD}} \frac{N_{dkD}}{n_{dkD}} G_{kD,N_{dkD}}^{\delta}, \]

where \( G_{kD,N_{dkD}}^{\delta} = \sqrt{N_{dkD}} (P_{kD,N_{dkD}} - \frac{n_{dkD}}{N_{dkD}} P_{kD,N_{dkD}}) \) is the ‘finite sampling empirical process’ for stratum \( k_D \) among cases.

If \( n_{dkD}/N_{dkD} \to \pi_{dkD} \), then \( \sum_{kD=1}^{KD} (\delta_{dkD,j} - \bar{\delta}_{dkD})^2 / N_{dkD} \to^{p} \pi_{dkD}(1-\pi_{dkD}). \) Furthermore, with \( \to \) denoting weak convergence in \( l^\infty(F) \), we have \( \sqrt{N_{dkD}} (P_{kD,N_{dkD}} - P_{D_{0}kD}) \to \)

\( G_{dkD} \), where \( P_{D_{0}kD} \) denote \( P_{D_{0}} \) conditional on membership in stratum \( k_D \), as shown in Breslow and Wellner (2007). Thus according to theorem 3.6.13 and 1.12.4 in Van der Vaart and Wellner (1996), for almost every sequence of complete data, \( G_{kD,N_{dkD}}^{\delta} \to \sqrt{\pi_{dkD}(1-\pi_{dkD})} G_{dkD}, \)

where \( G_{dkD} \) denote the \( P_{D_{0}kD} \) Brownian Bridge. Let \( \sigma_{ND} \) be the sigma field of information, potentially available for \( N_D \) cases. Conditional on \( \sigma_{ND} \), the process \( G_{kD,N_{dkD}}^{\delta} \) are mutually independent because of the independence of the \( \{\delta_{dkD,j}\} \) in different strata. Furthermore, they are (unconditionally) uncorrelated with \( G_{ND} = \sqrt{N_D}(P_{ND} - P_D) \), following corollary 2.9.3 of Van der Vaart and Wellner (1996) and Breslow and Wellner (2007). The vector of processes \( (G_{ND}, G_{1,N_{D1}}^{\delta}, \ldots, G_{KD,N_{dkD}}^{\delta}) \) converges weakly to the vector of independent Brownian bridge processes \( (\tilde{G}, \tilde{G}_1^{\delta}, \ldots, \tilde{G}_{KD}^{\delta}) \), which leads to

\[ G_{ND}^* \to \tilde{G} + \sum_{kD=1}^{KD} P(W_{D} = w_{kd}) \sqrt{1 - \frac{\pi_{dkD}}{\pi_{kdD}}} G_{kdD}, \]

by continuous mapping theorem. Therefore,

\[ \text{var}(AA) \simeq \frac{1}{\lambda} \left[ \text{var}\{F_D(X_D)\} + \sum_{kD=1}^{KD} P(W_{D} = w_{kd}) \frac{1 - \frac{\pi_{dkD}}{\pi_{kdD}}}{\pi_{kdD}} \text{var}\{F_D(X_{Dkd})\} \right]. \tag{0.4} \]

Now look at the asymptotic variance of \( \tilde{AUC}(\hat{p}) \) or equivalently \( \tilde{AUC}(\hat{p}) \) in Bernoulli sam-
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plunging where $\hat{p}_{DkD}$ and $\hat{p}_{DkD}$ are empirical estimates from each stratum. From Appendix B2, 

$$\sqrt{N} \left\{ \widehat{AUC}(\hat{p}) - AUC \right\} = \text{var}(A) - \text{var}(C) + \text{var}(B) - \text{var}(D),$$

where $\text{var}(A) - \text{var}(C)$ is variability contributed by cases and $\text{var}(B) - \text{var}(D)$ is variability contributed by controls. We have

$$\text{var}(C) = \frac{1}{\lambda} \sum_{k=1}^{K} \left[ E \left\{ I(X_D > X_D) | I(W_D = w_{DKD}) \frac{1}{\pi_{DKD}} \right\} \right]^2 \left\{ \left( \frac{1}{\pi_{DKD}} + \frac{1}{1 - \pi_{DKD}} \right) P(W_D = w_{DKD}) \right\}^{-1}$$

$$= \frac{1}{\lambda} \sum_{k=1}^{K} \frac{1 - \pi_{DKD}}{\pi_{DKD}} P(W_D = w_{DKD}) P(X_D > X_D | W_D = w_{DKD})^2 = \frac{1}{\lambda} \sum_{k=1}^{K} \frac{1 - \pi_{DKD}}{\pi_{DKD}} P(W_D = w_{DKD}) E\{F_D(X_{DKD})\}^2,$$

and therefore,

$$\begin{align*}
\text{var}(A) - \text{var}(C) &= \frac{1}{\lambda} \left[ \text{var}\{F_D(X_D)\} + E\left\{ \frac{p_D(1 - p_D)}{p_D^2} F_D(X_D)^2 \right\} - \sum_{k=1}^{K} P(W_D = w_{DKD}) \frac{1 - \pi_{DKD}}{\pi_{DKD}} E\{F_D(X_{DKD})\}^2 \right] \\
&= \frac{1}{\lambda} \left[ \text{var}\{F_D(X_D)\} + \sum_{k_D=1}^{K_D} P(W_D = w_{DKD}) \frac{1 - \pi_{DKD}}{\pi_{DKD}} E\{F_D(X_{DKD})\}^2 \right] \\
&= \frac{1}{\lambda} \left[ \text{var}\{F_D(X_D)\} + \sum_{k_D=1}^{K_D} P(W_D = w_{DKD}) \frac{1 - \pi_{DKD}}{\pi_{DKD}} \text{var}\{F_D(X_{DKD})\} \right],
\end{align*}$$

which equals (0.4).

**APPENDIX E. COMPARING VARIANCE OF $\widehat{AUC}(\hat{p})$ AND $\widehat{AUC}(\hat{p})$ IN BERNOUlli SAMPLING WITH Discrete Strata**

Consider Bernoulli sampling design where $\pi_{DKD}$ and $\pi_{DKD}$ are empirical estimates of phase-two sampling proportion from each case and control stratum. From appendix B2, analytical variance of $\sqrt{N} \left\{ \widehat{AUC}_x(p) - AUC_x \right\}$ minus analytical variance of $\sqrt{N} \left\{ \widehat{AUC}_x(p) - AUC_x \right\}$ equals

$$\begin{align*}
AUC_x &\times \frac{1}{\lambda} \left[ 2 \sum_{k_D=1}^{K_D} P(W_D = w_{DKD}) \left( \frac{1}{\pi_{DKD}} - 1 \right) E\{F_D(X_{DKD})\} \\
&- \sum_{k_D=1}^{K_D} P(W_D = w_{DKD}) \left( \frac{1}{\pi_{DKD}} - 1 \right) \sum_{k_D=1}^{K_D} P(W_D = w_{DKD}) E\{F_D(X_{DKD})\} \right]
\end{align*}$$

(0.5)
\[+ \text{AUC}_x \times \frac{1}{1 - \lambda} \left[ 2 \sum_{k_D=1}^{K_D} P(W_D = w_{Dk_D}) \left( \frac{1}{\pi_{Dk_D}} - 1 \right) E \left\{ S_{X_D}(X_{Dk_D}) \right\} \right] \]
\[\quad - \sum_{k_D=1}^{K_D} P(W_D = w_{Dk_D}) \left( \frac{1}{\pi_{Dk_D}} - 1 \right) \times \sum_{k_D=1}^{K_D} P(W_D = w_{Dk_D}) E \left\{ S_{X_D}(X_{Dk_D}) \right\} \]  

where (0.5) and (0.6) are variance components due to variability of cases and controls respectively.

Similarly, analytical variance of \(\sqrt{N} \left\{ \Delta \hat{AUC}(p) - \Delta \text{AUC} \right\} \) equals that of \(\sqrt{N} \left\{ \Delta \hat{AUC}(p) - \Delta \text{AUC} \right\} \) equals
\[
\Delta \text{AUC} \times \frac{1}{1 - \lambda} \left[ 2 \sum_{k_D=1}^{K_D} P(W_D = w_{Dk_D}) \left( \frac{1}{\pi_{Dk_D}} - 1 \right) E \left\{ F_{Y_D}(Y_{Dk_D}) \right\} - E \left\{ F_{X_D}(X_{Dk_D}) \right\} \right] 
\]

We take a close look at (0.6) since results about (0.5) follow similarly. We made the following observations: i) oftentimes decreasing sampling probability for controls tends to increase (0.6); ii) (0.6) will be non-negative if \(1/p_D - 1 \) and \( E \left\{ S_{X_D}(X_{Dk_D}) \right\} \) are independent or positively correlated; iii) there exist scenarios where (0.6) is negative. For example, if \(\text{AUC}_x = 0.664, \pi_{Dk_D} = 0.9, 0.1 \) for \(k_D = 1, 2, E \left\{ S_{X_D}(X_{Dk_D}) \right\} = (0.254, 0.701) \) for \(k_D = 1, 2, \) then the term in (0.6) equals -0.0479. In general, we found $\hat{AUC}(p)$ to be more efficient or have very similar variability compared to $\hat{AUC}(p)$. Supplementary Figure 1 explored the magnitude of (0.6) as a function of several parameters for the following setting.

Appendix E1: Setting for Supplementary Figures 1 and 2

We consider binary disease \(D\) with prevalence \(\lambda = 0.1\). Biomarker \(X\) and covariate \(W^*\) are jointly normally distributed conditional on \(D\), with \(\rho_{XW^*} = 0.5\) conditional on \(D\). Among controls, \(X\) and \(W^*\) each follows a standard normal distribution. Among cases, \(X\) follows \(N(1,1)\) and \(W\) follows \(N(0.6,1)\). We have \(\text{AUC}_x = 0.76\). Let \(W\) be a discrete covariate stratum derived from \(W^*\), which
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takes two levels: \( W = 1 \) if \( W^* < \Phi^{-1}(\eta) \), and \( W = 2 \) if \( W^* > \Phi^{-1}(1 - \eta) \), for \( \eta \in (0, 1) \), where \( \Phi \) is the CDF of standard normal. Consider data from two-phase studies. In the first phase, \( N = 5,000 \) subjects are randomly sampled from the population, whose \( D \) and \( W \) values are measured. In the second phase, Bernoulli sampling of cases and controls are performed for measuring marker \( X \) stratified on strata \( W \), assuming on average \( n_\bar{D} = 250 \) controls are sampled from the two strata. Note \( \eta = P(W = 1|D = 0) \) is the probability a control in the population is from stratum 1, and let \( \alpha = P(W = 1|D = 0, \text{Sampled in phase two}) \) be the proportion of phase-two control samples from stratum 1. We have \( \pi_{\bar{D}1} = n_\bar{D} \times \alpha/(N \times (1 - \lambda) \times \eta) \) and \( \pi_{\bar{D}2} = n_\bar{D} \times (1 - \alpha)/(N \times (1 - \lambda) \times (1 - \eta)) \).

In Supplementary Figure 1, we plot \((0.6)\) as function of \( \eta \), \( \alpha \), and \( \rho^{*}_{xw} \) individually while keeping the other two factors constant. It appears that \((0.6)\) tends to increase with \( \eta \) or \( \alpha \) getting closer to 0 or 1.

**APPENDIX F. VARIANCE REDUCTION DUE TO WEIGHT ESTIMATION IN BERNOUlli SAMPLING FROM DISCRETE STRATA**

Consider Bernoulli sampling design where \( \hat{\pi}_{DkD} \) and \( \hat{\pi}_{\bar{D}k\bar{D}} \) are empirical estimates of phase-two sampling proportion from each case and control stratum.

(I) From Appendix B3, reduction in analytical variance of \( \sqrt{N} \left\{ \tilde{AUC}_x(\hat{p}) - AUC_x \right\} \) compared to variance of \( \sqrt{N} \left\{ \tilde{AUC}_x(p) - AUC_x \right\} \) is

\[
\text{var}(C_x) = \frac{1}{\lambda} \sum_{k_D=1}^{K_D} \frac{1 - \frac{\pi_{DkD}}{\pi_{DkD}}}{\pi_{DkD}} P(W_D = w_{DkD}) \left( E\{F_{X_D}(X_{DkD})\} \right)^2,
\]

\[
\text{var}(D_x) = \frac{1}{1 - \lambda} \sum_{k_D=1}^{K_D} \frac{1 - \frac{\pi_{Dk\bar{D}}}{\pi_{Dk\bar{D}}}}{\pi_{Dk\bar{D}}} P(W_{\bar{D}} = w_{Dk\bar{D}}) \left( E\{S_{X_D}(X_{Dk\bar{D}})\} \right)^2.
\]

Similarly, reduction in analytical variance of \( \sqrt{N} \left\{ \Delta \tilde{AUC}(\hat{p}) - \Delta AUC \right\} \) compared to variance of \( \sqrt{N} \left\{ \Delta \tilde{AUC}(p) - \Delta AUC \right\} \) is

\[
\text{var}(C_y - C_x) = \frac{1}{\lambda} \sum_{k_D=1}^{K_D} \frac{1 - \frac{\pi_{DkD}}{\pi_{DkD}}}{\pi_{DkD}} P(W_D = w_{DkD}) \left( E\{F_{Y_D}(Y_{DkD})\} - E\{F_{X_D}(X_{DkD})\} \right)^2,
\]

\[
\text{var}(D_y - D_x) = \frac{1}{1 - \lambda} \sum_{k_D=1}^{K_D} \frac{1 - \frac{\pi_{Dk\bar{D}}}{\pi_{Dk\bar{D}}}}{\pi_{Dk\bar{D}}} P(W_{\bar{D}} = w_{Dk\bar{D}}) \left( E\{S_{Y_D}(Y_{Dk\bar{D}})\} - E\{S_{X_D}(X_{Dk\bar{D}})\} \right)^2.
\]
\[ \text{var}(D_y - D_x) = \frac{1}{1 - \lambda} \sum_{k_D=1}^{K_D} \frac{1 - \pi_{Dk_D}}{\pi_{Dk_D}} P(W_D = w_{Dk_D}) \left( E\{S_{Y_D}(Y_{Dk_D})\} - E\{S_{X_D}(X_{Dk_D})\} \right)^2. \]

Note that analytic variance reduction due to weights estimation for \( \hat{AUC} \) or \( \Delta \hat{AUC} \) can be represented as a weighted sum of squared terms across strata; the term for each stratum is the \( AUC \) comparing cases in this particular stratum with a random control or vice versa for estimation of \( AUC \), or the difference in these \( AUCs \) between markers for estimation of \( \Delta AUC \). The latter can be much smaller in magnitude since \( AUC \) difference is smaller than \( AUC \) itself.

(II) From Appendix B4, reduction in analytical variance of \( \sqrt{N} \left\{ \hat{AUC}_z(p) - AUC_z \right\} \) compared to variance of \( \sqrt{N} \left\{ \hat{AUC}_z(p) - AUC_z \right\} \) equals the sum of following two terms:

\[
\frac{1}{1 - \lambda} \sum_{k_D=1}^{K_D} \frac{1 - \pi_{Dk_D}}{\pi_{Dk_D}} P(W_D = w_{Dk_D}) \left( AUC_x - E\{F_{D}(X_{Dk_D})\} \right)^2, \quad (0.7)
\]

\[
\frac{1}{1 - \lambda} \sum_{k_D=1}^{K_D} \frac{1 - \pi_{Dk_D}}{\pi_{Dk_D}} P(W_D = w_{Dk_D}) \left( AUC_x - E\{S_{X_D}(X_{Dk_D})\} \right)^2. \quad (0.8)
\]

Similarly, reduction in analytical variance of \( \sqrt{N} \left\{ \Delta \hat{AUC}(p) - \Delta AUC \right\} \) compared to variance of \( \sqrt{N} \left\{ \Delta \hat{AUC}(p) - \Delta AUC \right\} \) equals the sum of following two terms:

\[
\frac{1}{1 - \lambda} \sum_{k_D=1}^{K_D} \frac{1 - \pi_{Dk_D}}{\pi_{Dk_D}} P(W_D = w_{Dk_D}) \left[ AUC_y - AUC_x - \left( E\{F_{Y_D}(Y_{Dk_D})\} - E\{F_{X_D}(X_{Dk_D})\} \right) \right]^2,
\]

\[
\frac{1}{1 - \lambda} \sum_{k_D=1}^{K_D} \frac{1 - \pi_{Dk_D}}{\pi_{Dk_D}} P(W_D = w_{Dk_D}) \left[ AUC_y - AUC_x - \left( E\{S_{Y_D}(Y_{Dk_D})\} - E\{S_{X_D}(X_{Dk_D})\} \right) \right]^2.
\]

We take a close look at (0.8), i.e. reduction in asymptotic variance of \( \hat{AUC}(p) \) attributed to variability of controls by estimating sampling probability. Note that (0.8) tends to be big if there exist some large strata \( k_D \) with small sampling probability and if there is large difference between \( E\{S_{X_D}(X_{Dk_D})\} \) and \( AUC_x \). Using the same setting as presented in Supplementary Appendix E1, we plot (0.8) as function of \( \eta = P(W = 1|D = 0), \alpha = P(W = 1|D = 0, \text{Sampled in phase two}) \), and \( \rho_{xw} = \text{cor}(X, W^*|D = 0) \) individually while keeping the other two factors constant. In
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general, we see a U-shape for (0.8) as functions of $\alpha$ or $\rho_{xw^*}$ and a upside down U-shape for (0.8) as a function of $\eta$ (Supplementary Figure 2).

Appendix G. Expanded Tables for Simulation Studies with bi-binormal marker

This section present expanded tables for simulation studies described in Section 3 of the main text by including $\hat{\text{AUC}}(p)$ and $\tilde{\text{AUC}}(\hat{p})$ in addition to $\hat{\text{AUC}}(\hat{p})$ and $\tilde{\text{AUC}}^{\text{em}}$.

Supplementary Table 1 shows performance of various estimators of $\text{AUC}_x$. Supplementary Table 2 shows performance of various estimators of $\Delta \text{AUC}$ for scenarios where the two markers have same variability and same correlation with covariate $W^*$ conditional on $D$; Supplementary Table 3 shows performance of various estimators of $\Delta \text{AUC}$ for scenarios where the two markers have same variability but different correlation with covariate $W^*$ conditional on $D$; Supplementary Table 4 shows performance of various estimators of $\Delta \text{AUC}$ for scenarios the two markers have different variability among cases.

Appendix H. Results for Biomarkers following Bi-gamma Model

Appendix H1. Simulations studies comparing various estimators

We consider a binary disease outcome $D$ with prevalence $P(D = 1) = 0.1$ in the population. Let $W^*$ be a continuous covariate, which belongs to standard normal among controls ($D = 0$) and belongs to $N(0.6,1)$ among cases ($D = 1$). Let $W$ be a discrete covariate stratum derived from $W^*$, which takes three levels: $W = 1$ if $W^* < \Phi^{-1}(1/3)$, $W = 2$ if $\Phi^{-1}(1/3) \leq W^* \leq \Phi^{-1}(2/3)$, and $W = 3$ if $W^* > \Phi^{-1}(2/3)$, where $\Phi$ is the CDF of standard normal.

We consider two biomarkers $X$ and $Y$, each follows gamma distribution conditional on $D$ (Dorfman and others, 1997). We assume shape parameter for each marker is equal between cases and controls, denoted as $\kappa_x$ and $\kappa_y$ for $X$ and $Y$. Scale parameters for $X$ and $Y$ are $\sigma_{Dx}$ and $\sigma_{Dy}$ among cases and equal to 1 among controls. Let $\rho_{xy}$, $\rho_{xw^*}$, and $\rho_{yw^*}$ be correlations between $X$
and \( Y \), between \( X \) and \( W^* \) and between \( Y \) and \( W^* \) respectively conditional on \( D \). We simulate the joint distribution of \( X, Y, W^* \) conditional on \( D \) using Gaussian copula model (Nelsen, 2013).

The sampling scheme for Monte-Carlo simulation studies is the same as that in Section 3 of the main text. Supplementary Table 9 shows performance of various estimators of \( AUC_x \). Supplementary Table 10 shows performance of various estimators of \( \Delta AUC \) for scenarios where the two marker have the same shape parameter and same correlation with covariate conditional on \( D \); Supplementary Table 11 shows performance of various estimators of \( \Delta AUC \) for scenarios where the two marker have the same shape parameter but different correlation with covariate conditional on \( D \); Supplementary Table 12 shows performance of various estimators of \( \Delta AUC \) for scenarios where the two markers have different shape parameters among cases.

**Appendix H2. Implication on efficiency of sampling scheme for biomarkers following bi-gamma model**

Consider a binary disease outcome \( D \) with prevalence \( P(D = 1) = 0.1 \) in the population. Let \( W^* \) be a continuous covariate, which belongs to standard normal among controls \( (D = 0) \) and belongs to \( N(0.6, 1) \) among cases \( (D = 1) \). Let \( W \) be a discrete covariate stratum derived from \( W^* \), which takes two levels: \( W = 1 \) if \( W^* < \Phi^{-1}(1/2) \), \( W = 2 \) otherwise. Suppose marker \( X \) follows gamma distribution conditional on \( D \), with shape parameter \( 1/3 \), scale parameter \( 1 \) among controls, and scale parameter \( \sigma_{Dx} \) among cases. Correlation between \( X \) and \( W^* \) is \( \rho_{x,w^*} \) conditional on \( D \).

We compare two sampling designs. Both are two-phase studies with a random cohort sample of size \( N \) drawn in the first phase. In the second phase, both designs include all cases from phase-one sample, \( i.e., \pi_D = 1; \) a simple random sample of controls of size \( n_D = n_D \) are drawn without replacement in Design 1, simple random samples of controls with the same number as cases are drawn without replacement from each \( W \) stratum in Design 2. Empirical estimator of AUC is constructed using the biomarker samples in Design 1. The \( \hat{AUC}(\hat{p}) \) with empirically estimated
sampling weights conditional on sampling strata is computed for Design 2. Supplementary Figure 3 shows the relative asymptotic efficiency of \( \hat{AUC}(\hat{p}) \) in Design 2 versus \( \hat{AUC}^{em} \) in Design 1 for two different \( AUC_x \) values, as the correlation \( \rho_{x,w} \) changes.

Table 1: Performance of different \( AUC_x \) estimators for the bi-normal marker model described in Section 3. Disease prevalence is 0.1. Biomarker X is standard normal among controls. \( n_D = n_{\bar{D}} \) indicate expected number of cases and controls sampled in phase two for Bernoulli sampling and exact number of cases and controls sampled for finite-population stratified sampling. Results are based on 5,000 Monte-Carlo Simulations.

| \( \mu_{Dx} \) | \( \sigma_{Dx} \) | \( AUC_x \) | \( \rho_{x,w} \) | \( n_D = n_{\bar{D}} \) | Bernoulli Sampling | FPS sampling |
|---|---|---|---|---|---|---|
|   |   |   |   |   | \( \hat{AUC}_x(p) \) | \( \hat{AUC}_{x}^{em}(p) \) | \( \hat{AUC}_x(p) \) | \( \hat{AUC}_{x}^{em}(p) \) |
| 0.00 | 1.00 | 0.50 | 0.30 | 100 | -0.01 | -0.10 | -0.06 | -3.89 | -0.05 | -3.90 |
|       |      |      |      |      | -0.11 | -0.02 | 0.00 | -3.85 | -0.04 | -3.87 |
|       |      |      |      |      | -0.09 | -0.00 | 0.01 | -3.84 | -0.04 | -3.89 |
|       |      |      |      |      | 0.50 | 100 | -0.01 | -0.08 | -0.01 | -6.51 | -0.14 | -6.63 |
|       |      |      |      |      | -0.14 | -0.07 | -0.03 | -6.54 | -0.09 | -6.58 |
|       |      |      |      |      | 400 | -0.15 | -0.07 | -0.04 | -6.56 | -0.04 | -6.55 |
| 0.00 | 1.50 | 0.50 | 0.30 | 100 | 0.05 | -0.01 | 0.01 | -2.99 | -0.06 | -3.08 |
|       |      |      |      |      | -0.13 | -0.03 | -0.01 | -3.03 | -0.07 | -3.08 |
|       |      |      |      |      | 0.50 | 100 | -0.14 | -0.04 | -0.04 | -3.05 | -0.05 | -3.05 |
|       |      |      |      |      | -0.13 | -0.06 | -0.03 | -5.10 | -0.08 | -5.14 |
|       |      |      |      |      | 400 | -0.15 | -0.07 | -0.05 | -5.12 | -0.03 | -5.12 |
| 0.60 | 1.00 | 0.664 | 0.30 | 100 | 0.01 | -0.08 | -0.05 | -3.57 | -0.05 | -3.58 |
|       |      |      |      |      | -0.15 | -0.02 | 0.00 | -3.54 | -0.04 | -3.57 |
|       |      |      |      |      | 0.50 | 100 | -0.13 | -0.00 | 0.01 | -3.53 | -0.05 | -3.59 |
|       |      |      |      |      | -0.15 | -0.06 | -0.02 | -6.04 | -0.08 | -6.08 |
|       |      |      |      |      | 400 | -0.18 | -0.07 | -0.04 | -6.05 | -0.05 | -6.05 |
| 0.765 | 1.50 | 0.664 | 0.30 | 100 | 0.08 | 0.01 | 0.03 | -2.73 | -0.06 | -2.83 |
|       |      |      |      |      | -0.15 | -0.01 | 0.00 | -2.77 | -0.07 | -2.82 |
|       |      |      |      |      | 0.50 | 100 | -0.17 | -0.04 | -0.03 | -2.80 | -0.04 | -2.80 |
|       |      |      |      |      | -0.15 | -0.04 | -0.01 | -4.68 | -0.07 | -4.74 |
|       |      |      |      |      | 400 | -0.18 | -0.07 | -0.05 | -4.72 | -0.02 | -4.71 |
| 1.00 | 1.00 | 0.76 | 0.30 | 100 | 0.03 | -0.06 | -0.04 | -3.05 | -0.05 | -3.07 |
|       |      |      |      |      | -0.18 | -0.02 | 0.00 | -3.03 | -0.04 | -3.05 |
|       |      |      |      |      | 0.50 | 100 | -0.15 | 0.00 | 0.01 | -3.02 | -0.06 | -3.07 |
|       |      |      |      |      | -0.18 | -0.06 | -0.02 | -5.14 | -0.09 | -5.20 |
|       |      |      |      |      | 400 | -0.19 | -0.06 | -0.04 | -5.17 | -0.05 | -5.18 |
| 1.275 | 1.50 | 0.76 | 0.30 | 100 | 0.09 | 0.02 | 0.04 | -2.31 | -0.06 | -2.42 |
|       |      |      |      |      | -0.17 | -0.01 | 0.01 | -2.36 | -0.06 | -2.41 |
| Var × N | Coverage of 95% CI |
|--------|-------------------|
|        |                   |
| 0.50   |                   |
| 100    | -0.18 -0.04 -0.03 -2.40 -0.04 -2.39 |
| 250    | -0.16 -0.03 -0.01 -4.00 -0.06 -4.05 |
| 400    | -0.20 -0.06 -0.04 -4.04 -0.02 -4.02 |
| 0.00 1.00 0.50 0.30 | 100 | 39.37 9.85 9.68 8.26 9.50 7.70 |
|        | 250 | 14.00 4.01 3.88 3.42 3.74 3.15 |
|        | 400 | 7.59 2.53 2.43 2.16 2.38 2.02 |
| 0.50   |     | 250 | 14.74 4.02 3.55 3.31 3.41 2.65 |
|        |     | 400 | 7.92 2.42 2.17 2.03 2.16 1.66 |
| 0.00 1.50 0.50 0.30 | 100 | 38.50 9.78 9.68 8.26 9.50 7.70 |
|        | 250 | 13.78 3.98 3.88 3.65 3.79 3.29 |
|        | 400 | 7.43 2.42 2.36 2.18 2.38 2.10 |
| 0.60 1.00 0.664 0.30 | 100 | 58.92 8.21 8.03 7.62 8.06 7.28 |
|        | 250 | 20.39 3.35 3.23 3.16 3.14 2.94 |
|        | 400 | 10.68 2.13 2.04 2.01 2.00 1.88 |
| 0.50   |     | 250 | 14.36 4.02 3.72 3.58 3.52 2.88 |
|        |     | 400 | 7.70 2.40 2.24 2.16 2.25 1.82 |
| 0.76 1.50 0.664 0.30 | 100 | 57.80 8.22 8.15 8.01 8.09 7.39 |
|        | 250 | 20.14 3.38 3.30 3.32 3.23 3.01 |
|        | 400 | 10.60 2.08 2.03 2.01 2.03 1.92 |
| 0.50   |     | 250 | 21.17 3.28 2.91 3.21 2.79 2.56 |
|        |     | 400 | 11.10 2.00 1.79 1.97 1.78 1.62 |
| 1.00 1.00 0.76 0.30 | 100 | 71.53 6.18 6.04 6.13 6.06 5.85 |
|        | 250 | 24.35 2.53 2.44 2.54 2.38 2.39 |
|        | 400 | 12.54 1.61 1.55 1.63 1.52 1.53 |
| 0.50   |     | 250 | 25.12 2.44 2.17 2.66 2.08 2.14 |
|        |     | 400 | 12.96 1.50 1.34 1.64 1.33 1.35 |
| 1.275 1.50 0.76 0.30 | 100 | 70.40 6.23 6.17 6.38 6.24 5.97 |
|        | 250 | 24.16 2.58 2.52 2.65 2.47 2.42 |
|        | 400 | 12.51 1.61 1.57 1.62 1.55 1.54 |
| 0.50   |     | 250 | 24.74 2.55 2.38 2.74 2.25 2.22 |
|        |     | 400 | 12.82 1.57 1.48 1.69 1.45 1.41 |
| 0.00 1.00 0.50 0.30 | 100 | 94.3 94.6 94.3 83.4 94.1 84.2 |
|        | 250 | 94.8 94.3 94.2 67.9 94.7 67.5 |
|        | 400 | 95.2 94.6 94.5 53.3 94.4 51.6 |
| 0.50   |     | 250 | 94.8 95.0 94.2 63.9 94.4 63.2 |
|        |     | 400 | 95.2 94.5 94.6 28.2 95.0 24.4 |
| 0.00 1.50 0.50 0.30 | 100 | 94.5 94.1 93.8 88.0 94.1 88.5 |
|        | 250 | 94.9 94.4 93.9 78.0 94.5 78.7 |
|        | 400 | 94.4 94.6 94.5 69.3 94.4 68.7 |
| 0.50   |     | 100 | 94.8 94.7 94.3 76.3 94.8 77.4 |
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|          | 250 | 400 | 100 | 0.50 | 250 | 400 |
|----------|-----|-----|-----|------|-----|-----|
| 0.00     | 5.7 | 5.2 | 4.8 | 5.2  | 4.6 | 4.6 |
| 1.00     | 5.5 | 5.2 | 5.2 | 5.6  | 5.2 | 5.2 |
| 0.50     | 5.5 | 5.2 | 5.2 | 5.6  | 5.2 | 5.2 |
| 0.60     | 32.1| 302 | 250 | 100  | 100 | 100 |
| 0.765    | 31.9| 302 | 250 | 100  | 100 | 100 |
| 1.00     | 56.1| 100 | 100 | 100  | 100 | 100 |

Power for testing $H_0: AUC_x = 0.5$
Table 2: Performance of various estimators of $\Delta \text{AUC} = \text{AUC}_y - \text{AUC}_x$ when the two markers have same variability and same correlation with covariate $W^*$ conditional on $D$, for the bi-normal model described in Section 3. Disease prevalence is 0.1. Marker $X$ and $Y$ is each standard normal among controls. Here we have $\mu_{Dy} = 1$, $\sigma_{Dx} = \sigma_{Dy} = 1$, $\text{AUC}_y = 0.76$, $\rho_{yw} = \rho_{yw}^* = 0.5$. $n_D$ and $n_{\bar{D}}$ indicate expected number of cases and controls sampled in phase two for Bernoulli sampling and exact number of cases and controls sampled for finite-population stratified sampling. Results are based on 5,000 Monte-Carlo Simulations.

| $\mu_{Dx}$ | $\text{AUC}_x$ | $\Delta \text{AUC}$ | $\rho_{xy}$ | $n_D = n_{\bar{D}}$ | Bernoulli Sampling | $\times 100$ | FPS sampling | $\times 100$ | $\text{var} \times N$ |
|------------|----------------|---------------------|-------------|---------------------|-------------------|-------------|-------------|-------------|------------------|
| 1.00       | 0.76           | 0.00                | 0.00        | 100                 | $\Delta \hat{\text{AUC}}(p)$ | 0.09 | 0.10 | 0.12 | 0.11 | 0.12 | 0.13 |
|            |                |                     |             | 250                 | $\Delta \hat{\text{AUC}}(\hat{p})$ | 0.02 | 0.03 | 0.03 | 0.02 | 0.07 | 0.09 |
|            |                |                     |             | 400                 | $\Delta \hat{\text{AUC}}(\hat{p})$ | -0.00 | -0.00 | -0.00 | -0.00 | 0.05 | 0.07 |
| 0.50       | 0.76           | 0.00                | 0.00        | 100                 | $\Delta \hat{\text{AUC}}(\hat{p})$ | 0.07 | 0.07 | 0.08 | 0.06 | -0.01 | 0.01 |
|            |                |                     |             | 250                 | $\Delta \hat{\text{AUC}}(\hat{p})$ | 0.02 | 0.02 | 0.03 | 0.03 | -0.02 | -0.02 |
|            |                |                     |             | 400                 | $\Delta \hat{\text{AUC}}(\hat{p})$ | -0.01 | -0.01 | -0.01 | -0.01 | -0.03 | -0.03 |
| 0.60       | 0.664          | 0.096               | 0.00        | 100                 | $\Delta \hat{\text{AUC}}(\hat{p})$ | 0.10 | 0.11 | 0.12 | 0.08 | 0.14 | 1.03 |
|            |                |                     |             | 250                 | $\Delta \hat{\text{AUC}}(\hat{p})$ | 0.01 | 0.04 | 0.03 | 0.03 | 0.08 | 0.97 |
|            |                |                     |             | 400                 | $\Delta \hat{\text{AUC}}(\hat{p})$ | -0.01 | 0.01 | 0.01 | 0.01 | 0.05 | 0.94 |
| 0.50       | 0.664          | 0.096               | 0.00        | 100                 | $\Delta \hat{\text{AUC}}(\hat{p})$ | 0.10 | 0.11 | 0.11 | 0.06 | 0.00 | 0.90 |
|            |                |                     |             | 250                 | $\Delta \hat{\text{AUC}}(\hat{p})$ | 0.02 | 0.04 | 0.04 | 0.02 | -0.01 | 0.86 |
|            |                |                     |             | 400                 | $\Delta \hat{\text{AUC}}(\hat{p})$ | -0.02 | -0.02 | -0.01 | 0.01 | -0.03 | 0.85 |
| 1.00       | 0.76           | 0.00                | 0.00        | 100                 | $\Delta \hat{\text{AUC}}(\hat{p})$ | 11.48 | 11.47 | 11.66 | 13.31 | 11.94 | 13.63 |
|            |                |                     |             | 250                 | $\Delta \hat{\text{AUC}}(\hat{p})$ | 4.75 | 4.75 | 4.78 | 5.48 | 4.72 | 5.34 |
|            |                |                     |             | 400                 | $\Delta \hat{\text{AUC}}(\hat{p})$ | 2.90 | 2.92 | 2.94 | 3.42 | 2.92 | 3.36 |
| 0.50       | 0.664          | 0.096               | 0.00        | 100                 | $\Delta \hat{\text{AUC}}(\hat{p})$ | 6.33 | 6.33 | 6.44 | 7.26 | 6.42 | 7.05 |
|            |                |                     |             | 250                 | $\Delta \hat{\text{AUC}}(\hat{p})$ | 2.48 | 2.49 | 2.51 | 2.88 | 2.62 | 2.91 |
|            |                |                     |             | 400                 | $\Delta \hat{\text{AUC}}(\hat{p})$ | 1.58 | 1.59 | 1.59 | 1.84 | 1.62 | 1.82 |
| 0.60       | 0.664          | 0.096               | 0.00        | 100                 | $\Delta \hat{\text{AUC}}(\hat{p})$ | 14.36 | 13.52 | 13.79 | 14.68 | 13.92 | 14.97 |
|            |                |                     |             | 250                 | $\Delta \hat{\text{AUC}}(\hat{p})$ | 5.82 | 5.56 | 5.59 | 6.02 | 5.50 | 5.86 |
|            |                |                     |             | 400                 | $\Delta \hat{\text{AUC}}(\hat{p})$ | 3.52 | 3.41 | 3.42 | 3.75 | 3.42 | 3.69 |
| 0.50       | 0.664          | 0.096               | 0.00        | 100                 | $\Delta \hat{\text{AUC}}(\hat{p})$ | 8.32 | 7.43 | 7.55 | 7.96 | 7.57 | 7.73 |
|            |                |                     |             | 250                 | $\Delta \hat{\text{AUC}}(\hat{p})$ | 3.20 | 2.94 | 2.94 | 3.16 | 3.08 | 3.21 |
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#### Table 3: Performance of different estimators of $\Delta AUC = AUC_y - AUC_x$ when the two markers have same variability but different correlation with covariate $W^*$ conditional on $D$, for the bi-normal marker model described in Section 3. Disease prevalence is 0.1. Marker $X$ and $Y$ is each standard normal among controls. Here we have $\mu_{Dy} = 1$, $\sigma_{Dx} = \sigma_{Dy} = 1$, $AUC_y = 0.76$, $\rho_{yw^*} = 0.5$, $\rho_{xy} = 0.5$. $n_D$ and $\bar{n}_D$ indicate expected number of cases and controls sampled in phase two for Bernoulli sampling and exact number of cases and controls sampled for finite-population stratified sampling. Results are based on 5,000 Monte-Carlo Simulations.

| $\mu_{Dx}$ | $AUC_x$ | $\Delta AUC$ | $\rho_{yw^*}$ | $n_D = \bar{n}_D$ | Bernoulli Sampling | FPS sampling |
|------------|---------|--------------|---------------|-------------------|-------------------|--------------|
|            |         |              |               |                   | $\Delta \hat{AUC}(\hat{p})$ | $\Delta \hat{AUC}(\hat{p})$ |
| Bias x 100 |          |              |               |                   |                   |              |
| 1.00 0.76  | 0.00    | 0.40         | 0.40          | 100               | 0.07 -0.06 0.07 -0.99 | 0.01 -1.02   |
| 250        |         |              |               |                   | -0.01 -0.01 -0.01 -1.07 | 0.03 -1.04   |
| 400        |         |              |               |                   | -0.04 -0.04 -0.04 -1.09 | 0.01 -1.05   |
| 0.30 100   |         |              |               |                   | 0.03 0.03 0.03 -2.04 | -0.03 -2.13  |
| 250        |         |              |               |                   | -0.01 -0.02 -0.01 -2.10 | 0.01 -2.10   |
| 400        |         |              |               |                   | -0.01 -0.02 -0.01 -2.10 | 0.02 -2.09   |
| 0.20 100   |         |              |               |                   | 0.10 0.07 0.11 -2.98 | 0.03 -3.09   |
| 250        |         |              |               |                   | 0.04 0.02 0.04 -3.08 | 0.02 -3.09   |

*finite-population stratified sampling
| Var × N |  |  |  |  |  |  | Coverage of 95% CI |
|---------|---|---|---|---|---|---|-------------------|
| 0.10    | 0.10 | 0.05 | 0.11 | -4.03 | 0.02 | -4.10 |
| 250  | 0.02 | -0.00 | 0.02 | -4.10 | 0.04 | -4.09 |
| 300  | 0.02 | -0.01 | 0.03 | -4.11 | 0.01 | -4.12 |
| 0.30    | 0.00 | 0.01 | 0.01 | -0.36 | 0.04 | -0.33 |
| 250  | -0.04 | -0.02 | -0.02 | -0.39 | 0.02 | -0.35 |
| 300  | 0.03 | 0.01 | 0.03 | -1.52 | -0.03 | -1.62 |
| 0.20    | 0.02 | 0.02 | 0.04 | -2.74 | 0.01 | -2.75 |
| 250  | 0.00 | 0.01 | 0.02 | -2.76 | 0.01 | -2.76 |
| 300  | 0.10 | 0.06 | 0.11 | -3.85 | 0.03 | -3.92 |
| 0.10    | 0.01 | -0.01 | 0.01 | -3.93 | 0.04 | -3.92 |
| 250  | -0.01 | 0.00 | 0.02 | -3.94 | 0.01 | -3.95 |
| 300  | -0.04 | 0.00 | 0.02 | -3.94 | 0.01 | -3.95 |
| 0.60    | 6.56 | 6.55 | 6.63 | 7.18 | 6.47 | 6.98 |
| 0.76    | 2.51 | 2.51 | 2.51 | 2.78 | 2.53 | 2.74 |
| 0.00    | 1.60 | 1.61 | 1.61 | 1.77 | 1.63 | 1.78 |
| 0.40    | 6.59 | 6.60 | 6.62 | 6.98 | 6.63 | 6.81 |
| 1.00    | 2.60 | 2.61 | 2.57 | 2.75 | 2.66 | 2.69 |
| 0.76    | 1.63 | 1.64 | 1.62 | 1.75 | 1.62 | 1.67 |
| 0.00    | 6.81 | 6.77 | 6.64 | 6.90 | 6.44 | 6.34 |
| 0.40    | 2.64 | 2.63 | 2.56 | 2.65 | 2.64 | 2.57 |
| 0.30    | 1.70 | 1.70 | 1.66 | 1.72 | 1.62 | 1.59 |
| 0.10    | 7.04 | 7.04 | 6.75 | 7.00 | 6.40 | 5.88 |
| 0.00    | 2.69 | 2.71 | 2.56 | 2.71 | 2.51 | 2.33 |
| 0.60    | 1.66 | 1.67 | 1.57 | 1.66 | 1.61 | 1.46 |
| 0.664   | 8.77 | 7.89 | 7.85 | 7.92 | 7.61 | 7.71 |
| 0.096   | 3.31 | 2.95 | 2.97 | 3.08 | 2.97 | 3.04 |
| 0.40    | 2.05 | 1.88 | 1.88 | 1.95 | 1.92 | 1.97 |
| 0.00    | 8.95 | 7.80 | 7.92 | 7.78 | 7.81 | 7.66 |
| 0.30    | 3.48 | 3.06 | 3.05 | 3.06 | 3.14 | 3.03 |
| 0.10    | 9.17 | 7.87 | 7.82 | 7.87 | 7.70 | 7.23 |
| 0.00    | 2.15 | 1.94 | 1.93 | 1.96 | 1.91 | 1.88 |
| 0.20    | 3.61 | 3.11 | 3.06 | 2.98 | 3.11 | 2.90 |
| 1.00    | 2.23 | 2.00 | 1.96 | 1.92 | 1.91 | 1.80 |
| 0.76    | 9.51 | 8.16 | 7.97 | 7.81 | 7.57 | 6.68 |
| 0.00    | 3.68 | 3.15 | 3.02 | 3.02 | 2.95 | 2.63 |
| 0.40    | 2.20 | 1.94 | 1.86 | 1.85 | 1.90 | 1.67 |
| 1.00    | 95.4 | 95.1 | 94.6 | 94.1 | 95.0 | 94.2 |
| 0.76    | 95.3 | 95.1 | 95.0 | 92.0 | 95.0 | 93.2 |
| 0.00    | 95.3 | 95.2 | 95.1 | 90.5 | 94.4 | 91.2 |
| 0.40    | 95.5 | 94.9 | 94.5 | 91.4 | 94.7 | 90.7 |
| 0.30    | 95.1 | 94.7 | 94.7 | 85.7 | 94.8 | 85.6 |
| 0.10    | 94.9 | 94.7 | 94.7 | 79.1 | 94.8 | 79.1 |
| 0.20    | 95.0 | 94.4 | 94.2 | 86.7 | 94.7 | 86.9 |
| 0.00    | 95.2 | 94.8 | 95.0 | 73.6 | 94.8 | 74.1 |
| 0.40    | 94.6 | 94.5 | 94.2 | 60.2 | 94.9 | 60.7 |
| 0.10    | 94.8 | 94.6 | 94.3 | 79.4 | 94.3 | 81.1 |
Table 4: Performance of different estimators of $\Delta AUC = AUC_y - AUC_x$ when the two markers have different variability among cases, for the bi-normal model described in Section 3. Disease prevalence is 0.2. Marker X and Y is each standard normal among controls. Here we have $\mu_{Dy} = 1$, $\sigma_{Dy} = 1$, $AUC_y = 0.76$, $\rho_{yw}^* = 0.5$, $\rho_{xy} = 0.5$, $n_D$ and $n_D$ indicate expected number of cases and controls sampled in phase two for Bernoulli sampling and exact number of cases and controls sampled for finite-population stratified sampling. Results are based on 5,000 Monte-Carlo Simulations.

| $n_D$ | $\rho_{xy}$ | $\rho_{yw}^*$ | $n_{\bar{D}}$ | $AUC_x$ | $AUC_y$ | Power for testing $H_0: AUC_x = AUC_y$ |
|-------|--------------|--------------|---------------|---------|---------|-------------------------------------|
| 0.60  | 0.664 0.096 | 0.40         | 100           | 95.1    | 95.1    | 29.7                                |
| 0.30  | 0.300 0.100 | 0.10         | 100           | 95.0    | 95.0    | 38.1                                |
| 0.20  | 0.200 0.010 | 0.20         | 100           | 94.9    | 94.9    | 48.5                                |
| 0.10  | 0.100 0.000 | 0.10         | 100           | 94.8    | 94.8    | 58.9                                |

*finite-population stratified sampling
| $\mu_{D_x}$ | $\sigma_{D_x}$ | $AUC_x$ | $\Delta AUC$ | $\rho_{xw}$ | $n_D = n_D$ | $\Delta \hat{AUC}(p)$ | $\Delta \hat{AUC}(\hat{p})$ | $\Delta \hat{AUC}(\hat{p})$ | $\Delta \hat{AUC}^{em}(\hat{p})$ | $\Delta \hat{AUC}^{em}(\hat{p})$ |
|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|
| 1.275 1.50 0.76 0.00 0.50 100 | 0.04 0.02 0.04 -1.11 | 0.04 -1.08 |
| 250 | 0.01 0.00 0.01 -1.13 | -0.01 -1.15 |
| 400 | 0.00 -0.00 0.01 -1.12 | -0.02 -1.16 |
| 0.30 100 | 0.05 0.01 0.04 -2.69 | -0.03 -2.79 |
| 250 | 0.01 -0.01 0.01 -2.75 | -0.01 -2.77 |
| 400 | -0.01 -0.02 -0.01 -2.76 | -0.00 -2.76 |
| 1.581 2.00 0.76 0.00 0.50 100 | -0.06 -0.10 -0.07 -2.02 | 0.10 -1.83 |
| 250 | -0.03 -0.03 -0.02 -1.95 | 0.02 -1.91 |
| 400 | 0.02 0.01 0.02 -1.90 | -0.00 -1.93 |
| 0.30 100 | 0.02 -0.02 0.01 -3.19 | -0.04 -3.27 |
| 250 | -0.00 -0.02 -0.00 -3.22 | -0.01 -3.23 |
| 400 | -0.00 -0.01 -0.00 -3.21 | -0.02 -3.24 |
| 0.765 1.50 0.664 0.10 0.50 100 | 0.05 0.04 0.05 -0.43 | 0.05 -0.39 |
| 250 | -0.01 0.01 0.01 -0.45 | 0.00 -0.46 |
| 400 | -0.01 0.01 0.01 -0.44 | -0.01 -0.47 |
| 0.30 100 | 0.05 0.01 0.04 -2.29 | -0.02 -2.38 |
| 250 | -0.02 -0.01 -0.00 -2.35 | 0.00 -2.35 |
| 400 | -0.03 -0.02 -0.01 -2.35 | 0.01 -2.35 |
| 0.949 2.00 0.664 0.096 0.50 100 | -0.04 -0.07 -0.04 -1.46 | 0.11 -1.27 |
| 250 | -0.04 -0.03 -0.02 -1.40 | 0.03 -1.36 |
| 400 | 0.00 0.02 0.03 -1.35 | 0.00 -1.37 |
| 0.30 100 | 0.02 -0.02 0.01 -2.86 | -0.03 -2.93 |
| 250 | -0.03 -0.02 -0.01 -2.90 | -0.00 -2.90 |
| 400 | -0.02 -0.01 -0.00 -2.89 | -0.01 -2.90 |

| $\mu_{D_x}$ | $\sigma_{D_x}$ | $AUC_x$ | $\Delta AUC$ | $\rho_{xw}$ | $n_D = n_D$ | $\Delta \hat{AUC}(p)$ | $\Delta \hat{AUC}(\hat{p})$ | $\Delta \hat{AUC}(\hat{p})$ | $\Delta \hat{AUC}^{em}(\hat{p})$ | $\Delta \hat{AUC}^{em}(\hat{p})$ |
|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|
| 1.275 1.50 0.76 0.00 0.50 100 | 6.79 6.79 6.84 7.62 | 6.57 7.29 |
| 250 | 2.69 2.69 2.69 3.05 | 2.71 3.01 |
| 400 | 1.66 1.67 1.67 1.90 | 1.70 1.92 |
| 0.30 100 | 7.08 7.02 6.92 7.55 | 6.85 7.26 |
| 250 | 2.75 2.74 2.67 2.94 | 2.68 2.81 |
| 400 | 1.71 1.72 1.67 1.84 | 1.67 1.77 |
| 1.581 2.00 0.76 0.00 0.50 100 | 7.27 7.29 7.27 7.98 | 6.91 7.82 |
| 250 | 2.90 2.91 2.89 3.21 | 2.82 3.17 |
| 400 | 1.81 1.82 1.81 2.00 | 1.77 2.01 |
| 0.30 100 | 7.56 7.49 7.32 8.07 | 7.20 7.73 |
| 250 | 2.97 2.97 2.87 3.17 | 2.85 3.03 |
| 400 | 1.85 1.86 1.79 1.98 | 1.79 1.92 |
| 0.765 1.50 0.664 0.096 0.50 100 | 8.97 7.84 7.93 8.39 | 7.68 8.05 |
| 250 | 3.45 3.13 3.14 3.37 | 3.17 3.35 |
| 400 | 2.07 1.91 1.91 2.07 | 1.98 2.12 |
| 0.30 100 | 9.45 8.09 8.07 8.36 | 7.98 8.13 |
| 250 | 3.64 3.19 3.14 3.27 | 3.12 3.15 |
| 400 | 2.21 1.98 1.95 2.04 | 1.95 1.98 |
| 0.949 2.00 0.664 0.096 0.50 100 | 9.69 8.44 8.47 8.92 | 8.03 8.71 |
| 250 | 3.68 3.34 3.34 3.57 | 3.28 3.56 |
| 400 | 2.22 2.05 2.05 2.18 | 2.06 2.24 |
| 0.30 100 | 10.00 8.57 8.44 8.96 | 8.26 8.63 |
| 250 | 3.89 3.41 3.33 3.52 | 3.28 3.39 |
| 400 | 2.36 2.12 2.07 2.18 | 2.06 2.14 |
| Coverage of 95% CI | Power for testing $H_0: AUC_x = AUC_y$ |
|------------------|-----------------------------------------|
|                  |                                         |
| 1.275 1.50 0.76 0.00 0.50 100 | 95.4 95.2 94.8 93.6 | 95.0 94.1 |
| 250              | 94.9 94.7 94.6 91.9 | 94.6 92.2 |
| 400              | 94.8 94.9 94.6 90.5 | 94.7 90.3 |
| 0.30 100         | 94.8 94.5 94.2 88.0 | 94.3 88.1 |
| 250              | 94.7 94.7 94.8 78.8 | 94.8 78.5 |
| 400              | 94.5 94.5 94.6 68.3 | 94.9 68.4 |
| 1.581 2.00 0.76 0.00 0.50 100 | 95.6 94.7 94.7 91.4 | 95.3 92.3 |
| 250              | 94.8 94.6 94.8 87.8 | 94.6 86.9 |
| 400              | 94.7 94.8 94.7 83.5 | 94.4 83.5 |
| 0.30 100         | 94.9 94.6 94.3 86.4 | 94.6 85.6 |
| 250              | 94.5 94.7 94.4 73.6 | 94.6 73.7 |
| 400              | 94.5 94.4 94.5 61.8 | 94.6 60.9 |
| 0.765 1.50 0.66 0.096 0.50 100 | 94.5 94.9 94.7 94.7 | 94.7 95.0 |
| 250              | 94.6 94.7 94.8 94.0 | 94.3 94.2 |
| 400              | 94.9 95.0 94.9 93.9 | 94.4 93.6 |
| 0.30 100         | 94.5 94.6 94.3 90.3 | 94.4 89.7 |
| 250              | 94.6 94.5 94.6 84.2 | 94.9 84.1 |
| 400              | 94.6 94.5 94.5 77.4 | 94.8 77.0 |
| 0.949 2.00 0.66 0.096 0.50 100 | 94.6 94.4 94.3 93.0 | 95.1 93.7 |
| 250              | 94.9 94.8 94.5 91.2 | 94.8 91.0 |
| 400              | 95.2 94.9 94.7 89.5 | 94.5 89.2 |
| 0.30 100         | 94.8 95.1 94.6 88.7 | 94.6 87.9 |
| 250              | 94.6 94.7 94.3 79.3 | 94.5 79.3 |
| 400              | 94.7 94.6 94.7 70.2 | 94.6 70.0 |
|                  |                                         |
| 1.275 1.50 0.76 0.00 0.50 100 | 4.6 4.8 5.2 6.3 | 5.0 5.8 |
| 250              | 5.1 5.3 5.4 8.0 | 5.4 7.7 |
| 400              | 5.2 5.1 5.4 9.5 | 5.3 9.6 |
| 0.30 100         | 5.2 5.5 5.8 11.8 | 5.7 11.8 |
| 250              | 5.3 5.3 5.2 21.1 | 5.2 21.3 |
| 400              | 5.5 5.5 5.4 31.6 | 5.1 31.5 |
| 1.581 2.00 0.76 0.00 0.50 100 | 4.4 5.3 5.3 8.5 | 4.70 7.5 |
| 250              | 5.2 5.4 5.20 12.1 | 5.4 13.0 |
| 400              | 5.3 5.2 5.30 16.4 | 5.6 16.5 |
| 0.30 100         | 5.1 5.4 5.7 13.4 | 5.4 14.2 |
| 250              | 5.5 5.3 5.6 26.3 | 5.4 26.2 |
| 400              | 5.5 5.6 5.5 38.1 | 5.4 39.4 |
| 0.765 1.50 0.66 0.096 0.50 100 | 61.1 68.1 68.9 61.1 | 69.9 62.3 |
| 250              | 96.3 96.9 97.0 94.8 | 97.1 94.6 |
| 400              | 99.8 99.9 99.9 99.6 | 99.8 99.3 |
| 0.30 100         | 95.8 96.8 97.1 81.9 | 97.6 82.0 |
| 250              | 99.7 99.8 99.9 95.2 | 99.9 95.4 |
| 400              | 99.6 99.7 99.8 97.6 | 99.6 97.6 |
| 0.949 2.00 0.66 0.096 0.50 100 | 57.5 65.1 66.1 49.1 | 67.9 50.9 |
| 250              | 95.2 96.2 96.2 87.5 | 96.6 87.6 |
| 400              | 99.6 99.7 99.8 97.6 | 99.6 97.6 |
| 0.30 100         | 56.4 64.7 66.4 37.4 | 66.9 37.2 |
| 250              | 94.8 95.8 96.3 72.2 | 96.9 73.0 |
| 400              | 99.6 99.7 99.8 89.9 | 99.9 89.9 |

*finite-population stratified sampling*
Table 5: Performance of different $\text{AUC}_x$ estimators for the bi-gamma marker model described in Appendix H1. Disease prevalence is 0.1. Biomarker $X$ follows gamma distribution with shape parameter $\kappa_x$ conditional on $D$, scale parameter 1 among controls, and scale parameter $\sigma_{Dx}$ among cases. $n_D$ and $n_{\bar{D}}$ indicate expected number of cases and controls sampled in phase two for Bernoulli sampling and exact number of cases and controls sampled for finite-population stratified sampling. Results are based on 5,000 Monte-Carlo Simulations.

| $\kappa_x$ | $\sigma_{Dx}$ | $\text{AUC}_x$ | $\rho_{xw}$ | $n_D = n_{\bar{D}}$ | Bernoulli Sampling | FPS sampling |
|-----------|---------------|----------------|--------------|----------------------|-------------------|--------------|
|           |               | $\hat{\text{AUC}}_x(p)$ | $\hat{\text{AUC}}_x(\hat{p})$ | $\hat{\text{AUC}}_x^e$ | $\hat{\text{AUC}}_x^e(\hat{p})$ | $\hat{\text{AUC}}_x^e(\hat{p})$ |
| 1.00      | 1.00          | 0.50           | 0.30         | 100                  | -0.06             | -0.13         | -0.07       | -4.35     | -0.06     | -4.32     |
|           | 250           | -0.16           | -0.08           | -0.06             | -4.33             | -0.04         | -4.33       |         |         |           |
|           | 400           | -0.17           | -0.08           | -0.06             | -4.34             | -0.01         | -4.30       |         |         |           |
| 0.50      | 100           | 0.02            | -0.08           | 0.01              | -7.24             | -0.05         | -7.29       |         |         |           |
|           | 250           | -0.13           | -0.07           | -0.03             | -7.28             | -0.03         | -7.27       |         |         |           |
|           | 400           | -0.13           | -0.05           | -0.02             | -7.27             | 0.01          | -7.25       |         |         |           |
| 0.33      | 1.00          | 0.50           | 0.30         | 100                  | -0.04             | -0.11         | -0.05       | -5.03     | -0.10     | -5.07     |
|           | 250           | -0.17           | -0.09           | -0.06             | -5.03             | -0.06         | -5.03       |         |         |           |
|           | 400           | -0.15           | -0.07           | -0.04             | -5.03             | -0.04         | -5.02       |         |         |           |
| 0.50      | 100           | 0.00            | -0.12           | -0.01             | -8.50             | -0.06         | -8.55       |         |         |           |
|           | 250           | -0.14           | -0.08           | -0.03             | -8.51             | -0.07         | -8.55       |         |         |           |
|           | 400           | -0.17           | -0.09           | -0.06             | -8.53             | -0.03         | -8.51       |         |         |           |
| 1.00      | 1.50          | 0.60           | 0.30         | 100                  | -0.06             | -0.13         | -0.07       | -3.98     | -0.07     | -3.94     |
|           | 250           | -0.18           | -0.08           | -0.05             | -3.94             | -0.05         | -3.94       |         |         |           |
|           | 400           | -0.18           | -0.07           | -0.06             | -3.95             | -0.01         | -3.92       |         |         |           |
| 0.50      | 100           | 0.02            | -0.07           | 0.01              | -6.60             | -0.05         | -6.64       |         |         |           |
|           | 250           | -0.15           | -0.06           | -0.02             | -6.64             | -0.03         | -6.62       |         |         |           |
|           | 400           | -0.15           | -0.04           | -0.01             | -6.63             | 0.00          | -6.60       |         |         |           |
| 0.33      | 2.36          | 0.60           | 0.30         | 100                  | -0.04             | -0.10         | -0.05       | -4.38     | -0.10     | -4.42     |
|           | 250           | -0.18           | -0.08           | -0.05             | -4.37             | -0.06         | -4.38       |         |         |           |
|           | 400           | -0.17           | -0.06           | -0.04             | -4.37             | -0.03         | -4.36       |         |         |           |
| 0.50      | 100           | -0.01           | -0.12           | -0.02             | -7.38             | -0.07         | -7.42       |         |         |           |
|           | 250           | -0.16           | -0.08           | -0.03             | -7.39             | -0.07         | -7.42       |         |         |           |
|           | 400           | -0.18           | -0.08           | -0.05             | -7.40             | -0.03         | -7.38       |         |         |           |
| 1.00      | 2.34          | 0.70           | 0.30         | 100                  | -0.04             | -0.11         | -0.06       | -3.33     | -0.07     | -3.29     |
|           | 250           | -0.20           | -0.07           | -0.05             | -3.29             | -0.05         | -3.29       |         |         |           |
|           | 400           | -0.19           | -0.06           | -0.05             | -3.29             | -0.01         | -3.27       |         |         |           |
| 0.50      | 100           | 0.01            | -0.06           | 0.00              | -5.50             | -0.06         | -5.54       |         |         |           |
|           | 250           | -0.17           | -0.06           | -0.03             | -5.54             | -0.03         | -5.52       |         |         |           |
|           | 400           | -0.17           | -0.04           | -0.02             | -5.53             | -0.00         | -5.50       |         |         |           |
| 0.33      | 6.20          | 0.70           | 0.30         | 100                  | -0.03             | -0.09         | -0.04       | -3.46     | -0.10     | -3.51     |
|           | 250           | -0.19           | -0.06           | -0.04             | -3.45             | -0.05         | -3.46       |         |         |           |
|           | 400           | -0.18           | -0.05           | -0.03             | -3.45             | -0.03         | -3.44       |         |         |           |
| 0.50      | 100           | -0.01           | -0.10           | -0.02             | -5.82             | -0.08         | -5.85       |         |         |           |
|           | 250           | -0.18           | -0.06           | -0.03             | -5.82             | -0.06         | -5.84       |         |         |           |
|           | 400           | -0.20           | -0.07           | -0.04             | -5.83             | -0.02         | -5.81       |         |         |           |
| 1.00      | 1.00          | 0.50           | 0.30         | 100                  | 39.37             | 9.74          | 9.50        | 8.33      | 9.34      | 7.46      |
|           | 250           | 14.04           | 3.91          | 3.73              | 3.27              | 3.74          | 3.03       |         |         |           |
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| Coverage of 95% CI | 0.33 1.00 0.50 0.30 100 | 1.00 1.50 0.60 0.30 100 | 0.33 2.36 0.60 0.30 100 | 1.00 2.34 0.70 0.30 100 | 0.33 6.20 0.70 0.30 100 | 1.00 1.00 0.50 0.30 100 |
|-------------------|-------------------------|-------------------------|-------------------------|-------------------------|-------------------------|-------------------------|
| 400               | 7.50 2.44 2.34 2.04     | 2.44 2.00               | 2.44 2.44 2.00          | 2.44 2.00               | 2.44 2.44 2.00          | 2.44 2.00               |
| 250               | 15.03 3.95 3.46 3.29    | 3.41 2.61               | 3.41 2.61               | 3.41 2.61               | 3.41 2.61               | 3.41 2.61               |
| 400               | 8.05 2.46 2.18 2.04     | 2.14 1.64               | 2.14 1.64               | 2.14 1.64               | 2.14 1.64               | 2.14 1.64               |
| Coverage of 95% CI | 400                      | 400                     | 400                     | 400                     | 400                     | 400                     |
| 0.50 100          | 41.06 9.73 8.73 8.07    | 8.67 6.61               | 8.67 6.61               | 8.67 6.61               | 8.67 6.61               | 8.67 6.61               |
| 250               | 14.46 4.10 3.87 3.49    | 3.74 3.01               | 3.74 3.01               | 3.74 3.01               | 3.74 3.01               | 3.74 3.01               |
| 400               | 7.62 2.41 2.27 2.02     | 2.35 1.89               | 2.35 1.89               | 2.35 1.89               | 2.35 1.89               | 2.35 1.89               |
| 0.50 100          | 42.19 10.01 8.31 8.25   | 8.03 5.93               | 8.03 5.93               | 8.03 5.93               | 8.03 5.93               | 8.03 5.93               |
| 250               | 15.27 3.96 3.23 3.31    | 3.16 2.70               | 3.16 2.70               | 3.16 2.70               | 3.16 2.70               | 3.16 2.70               |
| 400               | 8.23 2.40 1.97 1.98     | 2.04 1.46               | 2.04 1.46               | 2.04 1.46               | 2.04 1.46               | 2.04 1.46               |
| Coverage of 95% CI | 250                      | 250                     | 250                     | 250                     | 250                     | 250                     |
| 1.00 1.00 0.50 0.30 100 | 50.69 9.00 8.79 8.38  | 8.60 7.45               | 8.60 7.45               | 8.60 7.45               | 8.60 7.45               | 8.60 7.45               |
| 250               | 17.75 3.60 3.45 3.27    | 3.43 3.01               | 3.43 3.01               | 3.43 3.01               | 3.43 3.01               | 3.43 3.01               |
| 400               | 9.28 2.23 2.15 2.03     | 2.26 2.00               | 2.26 2.00               | 2.26 2.00               | 2.26 2.00               | 2.26 2.00               |
| 0.50 100          | 53.08 9.06 8.64 7.57    | 6.19 6.28               | 6.19 6.28               | 6.19 6.28               | 6.19 6.28               | 6.19 6.28               |
| 250               | 18.89 3.63 3.10 3.50    | 3.05 2.44               | 3.05 2.44               | 3.05 2.44               | 3.05 2.44               | 3.05 2.44               |
| 400               | 10.02 2.19 1.87 2.09    | 1.94 1.56               | 1.94 1.56               | 1.94 1.56               | 1.94 1.56               | 1.94 1.56               |
| Coverage of 95% CI | 1.00 2.34 0.70 0.30 100 | 63.06 7.49 7.32 7.47  | 7.10 6.63               | 7.10 6.63               | 7.10 6.63               | 7.10 6.63               |
| 250               | 21.72 2.98 2.87 2.91    | 2.82 2.67               | 2.82 2.67               | 2.82 2.67               | 2.82 2.67               | 2.82 2.67               |
| 400               | 11.15 1.84 1.78 1.79    | 1.86 1.77               | 1.86 1.77               | 1.86 1.77               | 1.86 1.77               | 1.86 1.77               |
| 0.50 100          | 64.44 7.28 6.71 7.59    | 6.63 6.28               | 6.63 6.28               | 6.63 6.28               | 6.63 6.28               | 6.63 6.28               |
| 250               | 22.64 2.95 2.69 3.10    | 2.64 2.49               | 2.64 2.49               | 2.64 2.49               | 2.64 2.49               | 2.64 2.49               |
| 400               | 11.75 1.83 1.67 1.90    | 1.67 1.57               | 1.67 1.57               | 1.67 1.57               | 1.67 1.57               | 1.67 1.57               |
| Coverage of 95% CI | 0.33 6.20 0.70 0.30 100 | 63.14 7.72 7.57 7.81  | 7.04 6.72               | 7.04 6.72               | 7.04 6.72               | 7.04 6.72               |
| 250               | 21.87 3.10 2.98 3.16    | 2.89 2.75               | 2.89 2.75               | 2.89 2.75               | 2.89 2.75               | 2.89 2.75               |
| 400               | 11.23 1.82 1.75 1.83    | 1.84 1.75               | 1.84 1.75               | 1.84 1.75               | 1.84 1.75               | 1.84 1.75               |
| 0.50 100          | 64.82 7.54 6.78 8.04    | 6.53 5.87               | 6.53 5.87               | 6.53 5.87               | 6.53 5.87               | 6.53 5.87               |
| 250               | 22.66 3.05 2.73 3.27    | 2.63 2.34               | 2.63 2.34               | 2.63 2.34               | 2.63 2.34               | 2.63 2.34               |
| 400               | 11.83 1.84 1.64 1.96    | 1.69 1.51               | 1.69 1.51               | 1.69 1.51               | 1.69 1.51               | 1.69 1.51               |
|        |        |        |        |        |        |        |        |        |        |        |        |        |        |        |
|--------|--------|--------|--------|--------|--------|--------|--------|--------|--------|--------|--------|--------|--------|--------|
|        |        |        |        |        |        |        |        |        |        |        |        |        |        |        |
| 400    | 95.1   | 94.8   | 94.0   | 9.7    | 94.7   | 8.1    |        |        |        |        |        |        |        |        |
| 250    | 94.2   | 94.4   | 93.5   | 81.1   | 94.6   | 82.7   |        |        |        |        |        |        |        |        |
| 100    |        |        |        |        |        |        |        |        |        |        |        |        |        |        |
| 0.33   |        |        |        |        |        |        |        |        |        |        |        |        |        |        |
| 2.36   |        |        |        |        |        |        |        |        |        |        |        |        |        |        |
| 0.60   |        |        |        |        |        |        |        |        |        |        |        |        |        |        |
| 0.30   |        |        |        |        |        |        |        |        |        |        |        |        |        |        |
| 0.50   |        |        |        |        |        |        |        |        |        |        |        |        |        |        |
|        |        |        |        |        |        |        |        |        |        |        |        |        |        |        |
| 1.00   |        |        |        |        |        |        |        |        |        |        |        |        |        |        |
| 2.34   |        |        |        |        |        |        |        |        |        |        |        |        |        |        |
| 0.70   |        |        |        |        |        |        |        |        |        |        |        |        |        |        |
| 0.30   |        |        |        |        |        |        |        |        |        |        |        |        |        |        |
| 1.00   |        |        |        |        |        |        |        |        |        |        |        |        |        |        |
| 1.00   |        |        |        |        |        |        |        |        |        |        |        |        |        |        |
| 0.50   |        |        |        |        |        |        |        |        |        |        |        |        |        |        |
| 0.30   |        |        |        |        |        |        |        |        |        |        |        |        |        |        |
| 0.33   |        |        |        |        |        |        |        |        |        |        |        |        |        |        |
| 6.20   |        |        |        |        |        |        |        |        |        |        |        |        |        |        |
| 0.70   |        |        |        |        |        |        |        |        |        |        |        |        |        |        |
| 0.30   |        |        |        |        |        |        |        |        |        |        |        |        |        |        |
| 0.33   |        |        |        |        |        |        |        |        |        |        |        |        |        |        |
| 2.36   |        |        |        |        |        |        |        |        |        |        |        |        |        |        |
| 0.60   |        |        |        |        |        |        |        |        |        |        |        |        |        |        |
| 0.30   |        |        |        |        |        |        |        |        |        |        |        |        |        |        |
| 1.00   |        |        |        |        |        |        |        |        |        |        |        |        |        |        |
| 2.34   |        |        |        |        |        |        |        |        |        |        |        |        |        |        |
| 0.70   |        |        |        |        |        |        |        |        |        |        |        |        |        |        |
| 0.30   |        |        |        |        |        |        |        |        |        |        |        |        |        |        |
| 0.33   |        |        |        |        |        |        |        |        |        |        |        |        |        |        |
| 6.20   |        |        |        |        |        |        |        |        |        |        |        |        |        |        |
| 0.70   |        |        |        |        |        |        |        |        |        |        |        |        |        |        |
| 0.30   |        |        |        |        |        |        |        |        |        |        |        |        |        |        |

Power for testing $H_0: \int C_x = 0.5$
Table 6: Performance of various estimators of $\Delta AUC = AUC_y - AUC_x$ when the two markers have same shape parameter and same correlation with covariate $W^*$ conditional on $D$, for the bi-gamma model described in Appendix H1. Disease prevalence is 0.1. Marker $X$ and $Y$ each follows gamma distribution conditional on $D$ with shape parameter $\kappa_x = \kappa_y$. Scale parameter is 1 among controls for each marker and is $\sigma_{Dx}$ for $X$ and $\sigma_{Dy}$ for $Y$. Here we have $\rho_{xw^*} = \rho_{yw^*} = 0.5$, and $\rho_{xy} = 0.5$. $n_D$ and $n_{\bar{D}}$ indicate expected number of cases and controls sampled in phase two for Bernoulli sampling and exact number of cases and controls sampled for finite-population stratified sampling. Results are based on 5,000 Monte-Carlo Simulations.

| $\kappa_x$ | $\sigma_{Dy}$ | $\sigma_{Dx}$ | $AUC_y$ | $AUC_x$ | $\Delta AUC$ | $n_D$ | $\Delta \hat{AUC}(p)$ | $\Delta \hat{AUC}(\hat{p})$ | $\Delta \hat{AUC}^{em}(\hat{p})$ |
|------------|---------------|---------------|---------|---------|--------------|-------|-----------------|-----------------|----------------------|
| 1.00       | 1.50          | 1.50          | 0.60    | 0.60    | 0.00         | 100   | 0.08            | 0.08            | 0.07                 | 0.05               | 0.08               | 0.11               |
| 0.33       | 2.36          | 2.36          | 0.60    | 0.60    | 0.00         | 100   | 0.01            | 0.07            | 0.01                 | 0.00               | 0.03               | 0.05               |
| 1.00       | 1.50          | 1.50          | 0.70    | 0.60    | 0.10         | 100   | 0.07            | 0.01            | 0.07                 | 0.11               | 0.08               | 0.09               |
| 0.33       | 2.36          | 2.36          | 0.70    | 0.60    | 0.10         | 100   | -0.02           | 0.02            | 0.01                 | 0.11               | 0.04               | 0.15               |
| 1.00       | 1.50          | 1.50          | 0.60    | 0.60    | 0.00         | 100   | 0.09            | 0.03            | 0.01                 | 0.15               | 0.11               | 0.17               |
| 0.33       | 2.36          | 2.36          | 0.60    | 0.60    | 0.00         | 100   | 0.04            | 0.02            | 0.01                 | 1.59               | 0.06               | 1.65               |
| 1.00       | 1.50          | 1.50          | 0.60    | 0.60    | 0.00         | 100   | 8.67            | 8.60            | 8.79                 | 8.19               | 8.55               | 8.17               |
| 0.33       | 2.36          | 2.36          | 0.60    | 0.60    | 0.00         | 100   | 7.27            | 7.30            | 7.43                 | 7.16               | 7.58               | 7.26               |
| 1.00       | 1.50          | 1.50          | 0.70    | 0.60    | 0.10         | 100   | 9.09            | 8.05            | 8.18                 | 8.00               | 7.91               | 7.92               |
| 0.33       | 2.36          | 2.36          | 0.70    | 0.60    | 0.10         | 100   | 7.91            | 7.04            | 7.08                 | 7.22               | 7.17               | 7.30               |
| 1.00       | 1.50          | 1.50          | 0.60    | 0.60    | 0.00         | 100   | 95.5            | 94.9            | 94.6                 | 94.9               | 94.6              | 95.3               |
| 0.33       | 2.36          | 2.36          | 0.60    | 0.60    | 0.10         | 100   | 95.7            | 95.3            | 95.3                 | 95.4               | 95.3              | 95.2               |

*finite-population stratified sampling
Table 7: Performance of different estimators of $\Delta AUC = AUC_y - AUC_x$ where the two markers have same shape parameter but different correlation with covariate $W^*$ conditional on $D$, for the bi-gamma marker model described in Appendix H1. Disease prevalence is 0.1. Marker $X$ and $Y$ each follows gamma distribution conditional on $D$ with shape parameter $\kappa_x = \kappa_y$. Scale parameter is 1 among controls for each marker and is $\sigma_Dx$ for $X$ and $\sigma_Dy$ for $Y$. Here we have $\rho_{yw} = 0.5$ and $\rho_{xy} = 0.5$. $n_D$ and $n_{\bar{D}}$ indicate expected number of cases and controls sampled in phase two for Bernoulli sampling and exact number of cases and controls sampled for finite-population stratified sampling. Results are based on 5,000 Monte-Carlo Simulations.

| $\kappa_x$ | $\sigma_{Dy}$ | $\sigma_{Dx}$ | $AUC_y$ | $AUC_x$ | $\Delta AUC$ | $\rho_{yw}$ | $n_D$ | $\Delta \hat{AUC}(p)$ | $\Delta \hat{AUC}(\hat{p})$ | $\Delta \hat{AUC}^{em}$ | $\Delta \hat{AUC}(p)$ | $\Delta \hat{AUC}^{em}$ |
|------------|----------------|----------------|---------|---------|---------------|--------------|------|---------------------|---------------------|---------------------|---------------------|---------------------|
| 1.00       | 1.50           | 0.60           | 0.60    | 0.00    | 0.30          | 100          | 0.17 | 0.14                | 0.17                | -2.52               | 0.06                | -2.66               |
|            | 250            | 0.04           | 0.03    | 0.05    | -2.67         | -0.01        | -2.71 |
|            | 400            | 0.01           | -0.00   | 0.01    | -2.70         | -0.02        | -2.73 |
|            | 0.10           | 0.07           | 0.01    | 0.07    | -5.21         | 0.01         | -5.32 |
|            | 250            | -0.01          | -0.04   | -0.01   | -5.32         | 0.04         | -5.28 |
|            | 400            | -0.03          | -0.05   | -0.02   | -5.34         | 0.03         | -5.28 |

*finite-population stratified sampling
|       | 0.33 | 2.36 | 0.60 | 0.60 | 0.00 | 0.30 | 100 |
|-------|------|------|------|------|------|------|-----|
| Coverage of 95% CI | 1.00 | 1.50 | 0.70 | 0.60 | 0.10 | 0.30 | 100 |
|       | 1.00 | 1.50 | 0.70 | 0.60 | 0.00 | 0.30 | 100 |
|       | 0.33 | 2.36 | 0.60 | 0.60 | 0.00 | 0.30 | 100 |
|       | Var×N | 1.00 | 1.50 | 0.70 | 0.60 | 0.00 | 0.30 | 100 |
|       | 0.33 | 2.36 | 0.60 | 0.60 | 0.00 | 0.30 | 100 |
|       | 0.33 | 2.36 | 0.60 | 0.60 | 0.00 | 0.30 | 100 |
|       | 1.00 | 1.50 | 0.70 | 0.60 | 0.00 | 0.30 | 100 |
|       | 0.33 | 2.36 | 0.60 | 0.60 | 0.00 | 0.30 | 100 |
|       | 0.33 | 6.20 | 2.36 | 0.60 | 0.00 | 0.30 | 100 |
|       | 0.33 | 6.20 | 2.36 | 0.60 | 0.00 | 0.30 | 100 |
|       | 0.33 | 6.20 | 2.36 | 0.60 | 0.00 | 0.30 | 100 |
|       | 0.33 | 6.20 | 2.36 | 0.60 | 0.00 | 0.30 | 100 |
|       | 0.33 | 2.36 | 0.60 | 0.60 | 0.00 | 0.30 | 100 |
|       | 0.33 | 2.36 | 0.60 | 0.60 | 0.00 | 0.30 | 100 |
|       | 0.33 | 2.36 | 0.60 | 0.60 | 0.00 | 0.30 | 100 |
|       | 0.33 | 2.36 | 0.60 | 0.60 | 0.00 | 0.30 | 100 |
|       | 0.33 | 2.36 | 0.60 | 0.60 | 0.00 | 0.30 | 100 |
|       | 0.33 | 2.36 | 0.60 | 0.60 | 0.00 | 0.30 | 100 |
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|   | 0.10 | 100 | 95.0 | 94.4 | 94.4 | 65.6 | 95.0 | 66.9 |
|---|------|-----|------|------|------|------|------|------|
| 250 | 95.4 | 95.1 | 95.0 | 90.5 | 94.9 | 90.3 |
| 400 | 95.2 | 94.9 | 94.8 | 87.1 | 94.4 | 86.7 |
| 0.10 | 100 | 94.4 | 94.6 | 94.4 | 80.9 | 94.9 | 81.7 |
| 250 | 94.7 | 94.8 | 94.9 | 59.0 | 94.8 | 61.0 |
| 400 | 94.9 | 94.8 | 94.8 | 41.3 | 94.8 | 41.2 |
| 250 | 95.4 | 95.4 | 95.4 | 80.5 | 94.7 | 87.1 |
| 400 | 95.1 | 95.0 | 95.0 | 86.7 | 94.5 | 88.0 |
| 0.10 | 100 | 94.5 | 94.7 | 94.4 | 78.7 | 95.0 | 81.2 |
| 250 | 94.4 | 94.7 | 94.6 | 54.2 | 94.8 | 55.9 |
| 400 | 94.2 | 94.1 | 94.4 | 35.1 | 94.8 | 34.2 |

Power for testing $H_0: AUC_x = AUC_y$

|   | 0.10 | 100 | 4.9 | 5.1 | 5.7 | 10.1 | 4.6 | 9.6 |
|---|------|-----|-----|-----|-----|------|-----|-----|
| 250 | 4.9 | 5.0 | 5.1 | 18.0 | 5.0 | 17.9 |
| 400 | 5.2 | 5.1 | 5.4 | 28.1 | 5.8 | 28.0 |
| 0.10 | 100 | 5.4 | 5.5 | 5.7 | 26.4 | 5.1 | 25.6 |
| 250 | 5.2 | 5.5 | 5.2 | 56.2 | 5.4 | 56.9 |
| 400 | 5.2 | 5.4 | 5.2 | 77.4 | 5.0 | 77.8 |
| 0.33 | 2.36 | 2.36 | 60.0 | 0.00 | 0.30 | 100 | 4.3 | 4.9 | 5.1 | 11.7 | 5.4 | 11.6 |
| 250 | 4.7 | 5.0 | 4.6 | 23.7 | 5.2 | 23.2 |
| 400 | 4.8 | 4.9 | 4.9 | 36.4 | 5.6 | 35.2 |
| 0.10 | 100 | 5.0 | 5.6 | 5.6 | 34.1 | 5.0 | 32.7 |
| 250 | 5.5 | 5.5 | 5.5 | 70.1 | 5.3 | 73.2 |
| 400 | 6.2 | 6.3 | 6.0 | 88.4 | 5.4 | 91.4 |
| 1.00 | 2.34 | 1.50 | 0.70 | 60.0 | 0.10 | 0.30 | 100 | 65.3 | 73.2 | 73.6 | 59.3 | 72.2 | 58.1 |
| 250 | 97.6 | 98.4 | 98.5 | 92.7 | 98.1 | 92.9 |
| 400 | 99.8 | 99.9 | 99.9 | 98.9 | 99.9 | 99.0 |
| 0.10 | 100 | 60.4 | 70.0 | 73.3 | 32.9 | 73.5 | 31.8 |
| 250 | 96.4 | 97.7 | 98.3 | 66.0 | 98.6 | 68.0 |
| 400 | 99.8 | 99.8 | 99.9 | 85.0 | 99.9 | 87.4 |
| 0.33 | 6.20 | 2.36 | 0.70 | 60.0 | 0.10 | 0.30 | 100 | 69.1 | 76.3 | 76.9 | 62.6 | 76.2 | 62.4 |
| 250 | 98.2 | 98.7 | 98.8 | 94.8 | 98.8 | 95.0 |
| 400 | 99.9 | 99.9 | 99.9 | 94.8 | 100 | 99.5 |
| 0.10 | 100 | 64.8 | 74.4 | 78.2 | 33.9 | 78.2 | 30.7 |
| 250 | 97.3 | 98.6 | 99.1 | 66.1 | 99.2 | 68.2 |
| 400 | 99.9 | 99.9 | 99.9 | 84.4 | 100 | 87.4 |

*finite-population stratified sampling*
Table 8: Performance of different estimators of $\Delta AUC = AUC_y - AUC_x$ when the two markers have different shape parameter conditional on $D$, for the bi-gamma model described in Appendix H1, with $\kappa_y = 3$, $\kappa_x = 1/3$. Disease prevalence is 0.1. Here we have $\rho_{yw^*} = 0.5$, $\rho_{xy} = 0.5$. $n_D$ and $\bar{n}_D$ indicate expected number of cases and controls sampled in phase two for Bernoulli sampling and exact number of cases and controls sampled for finite-population stratified sampling. Results are based on 5,000 Monte-Carlo Simulations.

| $\sigma_{D_y}$ | $\sigma_{D_x}$ | $AUC_y$ | $AUC_x$ | $\Delta AUC$ | $\rho_{yw^*}$ | $\bar{n}_D$ | $\Delta \hat{AUC}(p)$ | $\Delta \hat{AUC}(\hat{p})$ | $\Delta \hat{AUC}^{em}$ | $\Delta \hat{AUC}(\hat{p})$ | $\Delta \hat{AUC}^{em}$ |
|---------------|---------------|---------|---------|-------------|---------------|---------|-----------------|-----------------|----------------|-----------------|----------------|
| 1.24          | 2.36          | 0.60    | 0.60    | -0.00       | 0.50          | 100     | 0.04            | 0.05            | 0.05           | 1.04            | 0.02            | 1.01            |
|               |               |         |         |             |               |         | -0.03           | -0.02           | -0.03          | 0.96            | 0.01            | 1.00            |
|               |               |         |         |             |               |         | -0.03           | -0.03           | -0.03          | 0.96            | -0.01           | 0.98            |
|               |               |         |         |             |               | 0.10    | 0.12            | 0.06            | 0.11           | -4.78           | 0.06            | -4.87           |
|               |               |         |         |             |               |         | 0.02            | 0.00            | 0.03           | -4.88           | 0.01            | -4.91           |
|               |               |         |         |             |               |         | -0.00           | -0.02           | 0.00           | -4.92           | 0.01            | -4.92           |
| 1.56          | 2.36          | 0.70    | 0.60    | 0.10        | 0.50          | 100     | 0.05            | 0.07            | 0.06           | 1.99            | 0.02            | 1.86            |
|               |               |         |         |             |               |         | -0.04           | -0.01           | -0.02          | 1.82            | 0.01            | 1.86            |
|               |               |         |         |             |               |         | -0.05           | -0.03           | -0.03          | 1.81            | -0.00           | 1.84            |
|               |               |         |         |             |               | 0.10    | 0.11            | 0.07            | 0.11           | -3.92           | 0.05            | -4.01           |
|               |               |         |         |             |               |         | 0.01            | 0.01            | 0.03           | -4.02           | 0.02            | -4.04           |
|               |               |         |         |             |               |         | -0.02           | -0.01           | 0.01           | -4.06           | 0.01            | -4.05           |
| 1.24          | 2.36          | 0.60    | 0.60    | -0.00       | 0.50          | 100     | 7.97            | 7.93            | 8.10           | 7.68            | 7.72            | 7.62            |
|               |               |         |         |             |               |         | 3.09            | 3.10            | 3.11           | 3.02            | 3.05            | 3.00            |
|               |               |         |         |             |               |         | 1.93            | 1.94            | 1.94           | 1.90            | 1.95            | 1.91            |
|               |               |         |         |             |               |         | 7.94            | 7.94            | 7.54           | 7.32            | 7.22            | 6.15            |
|               |               |         |         |             |               |         | 3.06            | 3.06            | 2.83           | 2.85            | 2.82            | 2.43            |
|               |               |         |         |             |               |         | 1.95            | 1.95            | 1.79           | 1.82            | 1.80            | 1.56            |
| 1.56          | 2.36          | 0.70    | 0.60    | 0.10        | 0.50          | 100     | 8.21            | 7.36            | 7.42           | 7.43            | 7.10            | 7.36            |
|               |               |         |         |             |               |         | 3.12            | 2.86            | 2.85           | 2.93            | 2.81            | 2.88            |
|               |               |         |         |             |               |         | 1.90            | 1.79            | 1.77           | 1.84            | 1.79            | 1.84            |
|               |               |         |         |             |               | 0.10    | 8.87            | 7.32            | 7.13           | 6.93            | 6.93            | 6.01            |
|               |               |         |         |             |               |         | 3.40            | 2.82            | 2.67           | 2.70            | 2.72            | 2.38            |
|               |               |         |         |             |               |         | 2.12            | 1.82            | 1.71           | 1.75            | 1.74            | 1.54            |
| 1.24          | 2.36          | 0.60    | 0.60    | -0.00       | 0.50          | 100     | 95.1            | 95.0            | 94.5           | 93.9            | 94.3            | 93.8            |
|               |               |         |         |             |               |         | 95.1            | 94.7            | 94.7           | 93.4            | 94.9            | 92.7            |
|               |               |         |         |             |               |         | 95.0            | 95.0            | 94.8           | 91.6            | 94.0            | 91.5            |
|               |               |         |         |             |               | 0.10    | 95.4            | 95.5            | 94.6           | 74.2            | 95.1            | 75.8            |
|               |               |         |         |             |               |         | 95.3            | 95.1            | 95.1           | 45.5            | 95.1            | 45.4            |
|               |               |         |         |             |               |         | 95.0            | 94.9            | 95.1           | 26.3            | 95.0            | 24.3            |
| 1.56          | 2.36          | 0.70    | 0.60    | 0.10        | 0.50          | 100     | 95.1            | 94.8            | 94.5           | 92.1            | 94.5            | 92.2            |
|               |               |         |         |             |               |         | 94.9            | 94.9            | 94.7           | 88.2            | 95.2            | 87.5            |
|               |               |         |         |             |               |         | 94.9            | 95.0            | 94.9           | 83.5            | 94.1            | 84.2            |
|               |               |         |         |             |               | 0.10    | 95.0            | 95.5            | 95.0           | 80.2            | 94.9            | 81.7            |
|               |               |         |         |             |               |         | 95.2            | 95.1            | 95.4           | 58.5            | 94.7            | 59.2            |
|               |               |         |         |             |               |         | 95.0            | 95.1            | 95.3           | 40.8            | 94.9            | 40.7            |
### Power for testing $H_0 : AUC_x = AUC_y$

| $\Delta$ | $\eta$ | $\phi$ | $\xi$ | $\eta$ | $\zeta$ | $\eta$ | $\zeta$ |
|---------|-------|-------|------|-------|-------|-------|-------|
| 1.24    | 2.36  | 0.60  | 0.60 | -0.00 | 0.50  | 100   |       |
| 250     | 4.9   | 5.1   | 5.4  | 5.9   | 5.6   | 6.0   |       |
| 400     | 5.0   | 5.0   | 5.1  | 8.2   | 6.0   | 8.3   |       |
| 0.10    | 100   | 4.6   | 4.5  | 5.3   | 25.8  | 5.0   | 24.1  |
| 250     | 4.8   | 4.8   | 4.9  | 54.7  | 4.9   | 54.8  |       |
| 400     | 5.0   | 5.1   | 4.9  | 74.2  | 5.0   | 76.1  |       |
| 1.56    | 2.36  | 0.70  | 0.60 | 0.10  | 0.50  | 100   |       |
| 250     | 70.6  | 75.9  | 76.3 | 87.7  | 76.5  | 88.0  |       |
| 400     | 99.9  | 99.9  | 99.9 | 100   | 99.0  | 99.9  |       |
| 0.10    | 100   | 65.6  | 75.0 | 77.9  | 37.8  | 77.6  | 36.1  |
| 250     | 98.1  | 98.8  | 99.2 | 72.8  | 99.2  | 73.8  |       |
| 400     | 99.9  | 99.9  | 99.9 | 89.5  | 100   | 90.9  |       |

*finite-population stratified sampling
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Fig. 1. Difference between asymptotic variance of $\sqrt{N} \left\{ \hat{AUC}_x(p) - AUC_x \right\}$ and $\sqrt{N} \left\{ \hat{AUC}_x(p) - AUC_x \right\}$ for the variance component that is due to variability in controls, as a function of $\eta$, $\alpha$, and $\rho_{xw^*}$, for the setting described in Appendix E1. The value presented in Y-axis is the value in (0.6), assuming $AUC_x = 0.76$. Here $\eta = P(W = 1|D = 0)$, $\alpha = P(W = 1|D = 0, \text{Sampled in phase two})$, and $\rho_{xw^*} = \text{cor}(X, W^*|D = 0)$. 
Fig. 2. Difference in asymptotic variance comparing $\sqrt{N} \left\{ \hat{AUC}_x(p) - AUC_x \right\}$ and $\sqrt{N} \left\{ \hat{AUC}_x(\hat{p}) - AUC_x \right\}$ for the variance component that is due to variability in controls, as a function of $\eta$, $\alpha$, and $\rho_{xw^*}$, for the setting described in Appendix E1. The value presented in Y-axis is the value in (0.8) assuming $AUC_x = 0.76$. Here $\eta = P(W = 1|D = 0)$, $\alpha = P(W = 1|D = 0, \text{Sampled in phase two})$, and $\rho_{xw^*} = \text{cor}(X, W^*|D = 0)$. 
Fig. 3. Efficiency of $\overline{\text{AUC}}(\phi)$ in finite-population stratified sampling (FPS) of controls relative to the empirical AUC estimator in simple random sampling without replacement (SRS) of controls, for biomarker following bi-gamma model (Appendix H2). Efficiency $= \frac{\text{asymptotic variance of AUC estimator in SRS}}{\text{asymptotic variance of AUC estimator in FPS}}$. 
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