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Abstract— Optical navigation on a CubeSat must rely on the best extraction of the directions of some beacons from on-board images. We present an experiment on OPS-SAT, a CubeSat of the European Space Agency (ESA), that will characterize an on-board algorithm to this aim, named Angle-based Correlation (AbC). OPS-SAT is a 3-unit CubeSat with an Attitude Determination and Control System (ADCS) and an imager that have proved their reliability with typical performance at CubeSat scale. We selected a few star-fields that all present enough visible stars within a 10° field of view. When our experiment is run, OPS-SAT is pointed to the most convenient star-field at that time. There, the star-field is imaged and subwindows are extracted from the image around the expected location of each star, based on the attitude-quaternion reported by the ADCS. The AbC reconstructs the absolute direction of the central body, in principle unknown, which is the pointed known star in the experiment. The method intensively uses the quaternion algebra. The beacon location is first consolidated in the field of view with the AbC. Then, the field of view is finely positioned against the sky, again with the AbC. A covariance is associated with the found beacon direction. Our experiment with OPS-SAT manages the pointing and the imager, and processes the taken images. Then, it downloads the on-board computed absolute directions and their covariances, to be compared with the actual directions. After a campaign of intensive use of the experiment, the statistical performance of the algorithm will be established and compared to the on-board computed covariances. As a bonus, an assessment of OPS-SAT’s inertial pointing stability will be available. The AbC can theoretically get rid of the Attitude Control Error (ACE) of the platform and of the Attitude Knowledge Error (AKE) estimated by the ADCS, and potentially converge to sub-arcsec measurements, whereas 15 to 90 arcsec for AKE are expected on CubeSats and imager pixel size ranges in 10 to 15 arcsec. Results will be available from 2022, thus, instead, we illustrate here possible applications for commissioning and autonomous operations.

1. INTRODUCTION

The navigation of deep space missions has always relied on images of beacons taken on board that, most of the time, are processed on ground. The derived optical data are aggregated with data of other kinds (e.g., ranging from radio-tracking techniques) to feed a process of orbit determination of the observer (the spacecraft itself), of the imaged beacon (e.g., a celestial body’s ephemerides), or both. Eventually, the result is the basis to design the on-board operations for trajectory correction maneuver or some target tracking, or to expand the scientific data-set about the celestial body that served as a beacon. On ground, the techniques that extract the optical data from a space image, represent a broad field of astrometry as an input to derive scientific knowledge from the dynamics of celestial bodies (see [1] and references therein).

Whereas on-ground techniques are complex and can be secured by a human analysis, very few missions have derived optical data on board. The techniques used on board NASA’s DEEP SPACE 1 were presented in 1997 as an experiment [2] and are summarized below. They were inherited from on-ground techniques, initially with manual measurements on the received pictures, for Voyager 2 to Uranus (1986, [3]) and Neptune (1989, [4]), then for GALILEO to asteroids Gaspra (1991, [5]) and Ida (1993, [6]). The centerfinding techniques were very efficient to produce directions at sub-pixel accuracy at a time when CCD was still a novel technology in space, with long exposure times and poor platform stability. The Single-Frame Mosaic technique consists in exposing the same celestial scene on multiple areas of the sensor within a single downloadable image: at each exposure, the platform slews, which applies the same pattern on the images of all celestial objects of the field of view (beacon of interest and neighbouring stars). The multiple exposure technique is intended to limit the volume of downloaded data and is not detailed here. Then, the image produces by each long exposure serves as a filtering technique called “box filtering”; the smeared image of each object produces a pattern within an area of pixels, or box, whose maximum size can be anticipated; the pattern in each box is the same and is also searched...
in the box where the celestial beacon of interest is expected; a convolution product of one box with all other boxes yields the shifts of the patterns from one another in different boxes. Then, a “multiple cross-correlation” is performed by taking each known star as the convolution kernel successively, which produces a set of measurements, weighted by the Signal-to-Noise Ratio (SNR) of each box. Eventually, a least-squares method fits the measurements with the location of the beacon of interest at an expected accuracy better than 0.1 pixel. Although the centerfinding techniques proved to be efficient even with faint objects, the overall autonomous navigation experienced in DEEP SPACE 1 was not adopted operationally. The astrometric reduction has mainly remained a task assigned to the ground segment of the space missions. It allows extensive algorithms and checks that are obviously worth being performed on ground, although it requires an important telecommunication budget.

The next section will present our AbC method in details. Section 3 reminds ESA’s OPS-SAT mission and our experiment “Id.156” in OPS-SAT. Section 4 presents our possible application and calls for further use with various contexts and hardware.

2. ANGLE-BASED ASTROMETRIC REDUCTION

The AbC method is a full process combining linear estimate optimization and quaternion algebra. After some context, we review the possible errors in the chain of measurements. Then, we compute an estimate of the beacon location and its covariance in the focal plane. Then, we transform this image location into an absolute direction of the sky by reversing the gnomonic projection, which first requires a fine re-centering and rotation of the image against the sky.

Context of use, notations

The typical use of the presented AbC is the processing of an image that contains an unresolved foreground celestial body, the “beacon”, and several stars compatible with the imager’s sensitivity. Whether such stars are available is discussed before in the numerical applications of this section. Then, the beacon is assumed to be present within a maximum parallax \( \sigma_p \) from a pre-computed direction, based on mission preparation work, that is not discussed here. The imager is pointed to the pre-computed direction of the beacon and puts it in a central region of the image, whose half-size is lower than \( \sigma_\pi + \sigma_{ACE} \), where \( \sigma_{ACE} \) is the attitude control error of the platform (including the imager, assumed to be fixed). In this region of the image, the platform’s ADCS informs about the estimated pointing with an accuracy \( \sigma_{AKE} \). Typically, with nowadays CubeSat hardware, one can expect an imager with a field of view \( \text{FOV} \sim 10^\circ \) and an ADCS with \( \sigma_{ACE} \sim 0.1^\circ \) and \( \sigma_{AKE} \) in 15” to 90”. Obviously, the beacon needs to be in the central region, which limits the maximum acceptable parallax to \( \sigma_\pi + \sigma_{ ACE} \ll \text{FOV} \).

A pre-processing step is to extract the location of the stars and the beacon from square subwindows where they are expected, i.e. subwindows whose edge is \( 6 \sigma_{AKE} \) for the stars and \( \sigma_\pi + 6 \sigma_{AKE} \) for the beacon, centered at their expected locations. This extraction is made by a centerfinding algorithm, for instance but not necessarily a “box filtering” as mentioned in the introduction, or a least-squares fit of a point spread function, or even a simple photometric barycenter.

As a result of the image pre-processing, the centerfinding yields raw locations on the image (Fig. 1): \( B(x, y) \) for the beacon and \( \{ S_i(x_i, y_i), \ i = 1 \ldots n^* \} \) for the \( n^* \) known stars. The actual direction of the beacon corresponds to a location \( (x_0, y_0) \) on the image. The actual directions of the stars in the image are noted \( \{ (x_0i, y_0i), \ i = 1 \ldots n^* \} \) and correspond to known directions of the sky, as given by a catalog prepared on ground and stored on board.

**Review of the measurement errors**

The expected locations \( (x_0i, y_0i) \) are the gnomonic projections of the stars on the reference axes of the imager, perpendicular to its line of sight \( \mathbb{S}_{ADCS} \), as expected on the basis of the ADCS information. In the absence of error, a bijection exists between the directions in right ascension and declination inside the cone toward the line of sight, with semi-angle \( \pi/2 \) and the coordinate axes \( (\vec{x}, \vec{y})_{ADCS} \) of the imager:

\[
\mathbf{p}_g : \text{cone}(\mathbb{S}_{ADCS}, \pi/2) \rightarrow \mathbb{R}^2 \quad (\mathbf{RA}_i, \text{dec}_i) \mapsto (x_0i, y_0i)_{ADCS}
\]

The expression of \( \mathbf{p}_g \) or its reverse function are not trivial. They are discussed after the presentation of the AbC, in this section. Nevertheless, \( (x_0i, y_0i) \) differ from the centerfinding results \( S_i(x_i, y_i) \) due to the following possible errors, summarized in Table 1:

**Attitude knowledge** — The attitude knowledge quaternion provided by the ADCS will be updated just before and just after the exposure, then interpolated at the timestamp of the image. The information about jitter and axis rotation errors are not available, hence the interpolated attitude is associated with the uncertainty \( \text{AKE} \), which typically ranges within 15-90 arcsec. The attitude control error, \( \text{ACE} \), is not at stake here as the subwindows are selected on the basis of the attitude knowledge.

**Non-uniformity of the pixels and pixel matrix** — Photometric dispersion is expected. Different centerfinding techniques, that are differently affected, are considered in the presented experiment, which is dedicated to the improvement of the centerfinding results, rather than the centerfinding itself. Hence, these errors exist but are not individually quantified here. The possible dispersion covers shot noise, read noise, dark current and its bias, pixel-to-pixel sensitivity, stray-light, discretization. Nevertheless, hot pixels should be neutralized.
in the centerfinding techniques (i.e. skipped in the computations) whenever they are known. As well, cosmic rays hitting a subwindow can introduce a temporary strong distortion in the centerfinding, unless multiple images are taken and compared to neutralize hitten pixels, meaning additional preprocessing. Irregularities may still exist in the shape of the pixel lines of a detector, and of the pixels in a line. They are expected lower than a fraction of an averaged pixel and would introduce a photometric bias in each pixel and, consequently, in the centerfinding process as well. The photometric quality of the centerfinding will serve to weight the relative trust in each $S_i(x_i, y_i)$, if positioning errors were equal for each $i$, based on the SNR, noted $\sigma_{SNR,i}$, used in the AbC.

Whereas $\sigma_{SNR,i}$ is a weighting factor for the quality of the images in the subwindows, the following errors affect the location of the imaged centers themselves.

**Star catalog accuracy and parallax** — Considering that the catalog used for the reference stars is up-to-date (or can be updated), the proper motion of a star is not considered here. The parallax of a star is also given in the catalogs. In the scope of the presented experiment, in Low Earth Orbit, the greatest parallax for visible stars is for Proxima Centauri at 0.77 arcsec. Depending on the date of the year, the parallax can be included in the catalog for all stars with an accuracy better than 4.2 milli-arcsec per day since the catalog’s update. Say $\sigma_{\text{catalog}}$ the maximum error since the last update.

**Stellar aberration** — It affects the apparent direction of all objects in the field of view due to the velocity of the observer. The largest effect is in the direction perpendicular to the velocity, adding an apparent angle of $\alpha = \arctan(v/c)$ in the forward direction, e.g. $\alpha = 20.6$ arcsec with $v = 30$ km/s. Within a FoV = 10°, this angle decreases down to $\alpha' = \cos(FoV)\alpha$, e.g. 20.3 arcsec at the considered velocity. This is the maximum bias difference from one edge to the opposite edge of an image. Say $\sigma_{\text{St.Ab.}}$, the maximum error for the considered FoV.

**Optical aberrations** — Optical aberrations move and distort an off-axis image. Through a lens, they also depend on the wavelength. Typically, in imagers at CubeSat scale (pixels of $\sim 15$ arcsec), it is likely to be expected that the projection of a star can shift by up to one or two pixels wrt to its gnomonic projection, depending on its color and its distance to the line of sight. Say $\sigma_{\text{OPT,i}}$, this error, with the index $i$ to remind the non-uniformity of the error.

**Misalignments of the imager** — The surface of the detector may be not perfectly perpendicular to, nor centered with the optical axis of the imager. A mathematical transformation can be introduced in the gnomonic projection onto the pixel matrix of the imager to correct for misalignments, usually performed during the imager commissioning, and based on calibration images taken in flight. However, such correction introduces third-order terms related to the distance to the optical axis, that expresses correlations between dimensions $x$ and $y$ of the pixel matrix. Although expected to be much lower than a fraction of a pixel, the experiment will be an opportunity to check for such aberrations with images of known star-fields. Say $\sigma_{\text{AIT,i}}$, this error, with the index $i$ to remind the non-uniformity of the error.

**Mathematical development**

The AbC is first used, here, to estimate the shift vector $\tilde{E} = (\varepsilon_x, \varepsilon_y)^T$ from $(x_0, y_0)$ to $(x, y)$, along with a variance-covariance matrix ("covariance" in short).

The AbC takes advantage of the fact that the angular distances from the beacon to the neighbours stars are constrained by one another. The square of the true angular distance between the beacon and a given star is:

$$a_i^2 = (x - x_i)^2 + (y - y_i)^2.$$(1)

An estimate of Eq[1] is given by the measurements:

$$a_i = (x - x_0)^2 + (y - y_0)^2.$$ (2)

For all $a_i^2$ of the same image, $(\varepsilon_x, \varepsilon_y)$ are parameters that can be fit to minimize the residuals $\nu_i = a_i^2 - a_i^2 0$, obtained from the measurements $S_i(x_i, y_i)$ and $B(x, y)$. Then, replacing $x_0$ and $y_0$ by $(x - \varepsilon_x)$ and $(y - \varepsilon_y)$ in Eq[1] and developing $\nu_i$ at the first order, a linear system of equations is built:

$$\begin{pmatrix}
\vdots \\
a_i^2 - (x - x_0)^2 - (y - y_0)^2 \\
\vdots \\
\vdots \\
-2(x - x_0) & -2(y - y_0) & \varepsilon_x & \varepsilon_y \\
\vdots & \vdots & \vdots & \vdots & \vdots
\end{pmatrix} = \begin{pmatrix}
\varepsilon_x \\
\varepsilon_y \\
\nu_i
\end{pmatrix}.$$

or

$$A = CE + N, \text{where} \ N \sim \mathcal{N}(0, V),$$ (3)

where the notation $\sim \mathcal{N}(0, V)$ defines the left-hand part as a zero-mean Gaussian random variable with covariance $V$. The system can be inverted by a weighted least-squares method, with a weight matrix $W = V^{-1}$. Then, an estimate for $E = (\varepsilon_x, \varepsilon_y)^T$ and its covariance are given as follows:

$$\tilde{E} = (C^TWC)^{-1}C^WA$$
$$\text{Cov}(E) = (C^TW)^{-1}.$$ (4)

| Type of error                | Variable   | Values |
|------------------------------|------------|--------|
| Attitude knowledge error     | $\sigma_{\text{AKE}}$ | 15.90 arcsec |
| Photometric dispersion       | $\sigma_{\text{SNR,i}}$ | $\geq 3$ |
| Star catalog, 1 month old    | $\sigma_{\text{catalog}}$ | 0.13 arcsec |
| Stellar aberr. diff. within 10°| $\sigma_{\text{St.Ab.}}$ | 0.3 arcsec |
| Optical aberrations          | $\sigma_{\text{OPT,i}}$ | 1.2 pixels |
| Detector misalignments       | $\sigma_{\text{AIT,i}}$ | 0.1 pixel |

The matrix $(C^TW)^{-1}$ has rank 2 and its elements are easy to compute provided $W$ is known. Their expression is developed in appendix. In a simplified approach to assess
the diagonal matrix $V = \text{Diag}\{\text{Var}(\nu_i)\}$, that is discussed in the conclusions of this section, we first consider that the SNR is the same in all subwindows and that the geometric centerfinding errors for the stars and the beacon are dominated by a picture-wide uniform, zero-mean, Gaussian error, with standard deviation $\sigma_{in}$ expressed in arcsec:

$$\sigma_{in}^2 \geq \sigma_{\text{catalog}}^2 + \sigma_{\text{St.Ab.}}^2 + \max\{\sigma_{\text{OPT},i}^2\} + \max\{\sigma_{\text{ALT},i}^2\}$$

where

$$\begin{align*}
(x_i - x_0) & \sim \mathcal{N}(0, \sigma_{in}^2) \\
y_i - y_0 & \sim \mathcal{N}(0, \sigma_{in}^2)
\end{align*}$$

Considering that $x_0$ and $y_0$ are fixed for a given picture (derived from a catalog), as well as $x_0$, $y_0$ and the parameters $(\varepsilon_x, \varepsilon_y)$, $\text{Var}(\nu_i)$ can be derived, as detailed in appendix, from Eq.1 and 2:

$$\forall i \in \{1..n^*\}, \text{Var}(\nu_i) = 4\sigma_{in}^4$$

Hence, the expression of the rank $n^*$ diagonal matrix $W = (4\sigma_{in}^4)^{-1} I_{n^*}$. Although easy to compute in the general case, $\text{Cov}(E) = (C^T WC)^{-1}$ is not analytically simple. However, in an ideal case where the image of the beacon were at the barycenter of a homogeneous cloud of star images, the expression becomes simple. Noting $d$ the standard deviation for the coordinates $x_i$, and $y_i$ of the stars, and expecting a diagonal $2 \times 2$ matrix $\text{Cov}(E)$ in the form of $(\sigma_{xy}^2 I_2)$, we can show after some development (given in appendix) that:

$$\sigma_{\text{out}} = \frac{\sigma_{in}}{\sqrt{n^*}} \left( \frac{\sigma_{in}}{d} \right).$$

### Numerical applications

As an indication for our experiment based on Table 1 with 15 arcsec pixels, $\sigma_{in} = 30$ arcsec (2 pixels) should be an upper bound, due to a risk of strong optical aberrations.

Eq.6, although in an ideal case, is promising with $d$ expected in hundreds of pixels and only a few stars: e.g. $\sigma_{in} = 2$ px, $d = 100$ px and $n^* = 5$ yields $\sigma_{\text{out}} = 0.017$ px or 0.27 arcsec. Fig.2 shows an average number of stars per surface of the sky.

It is built from a total number of 6000 stars brighter than the 4th magnitude and considering that their number increases by a factor of 2.5 per magnitude. An average of 5 stars can be found in a conic field of view of half-angle 5° if the sensor’s sensitivity is better than $m_s \sim 5.5$ whereas the sensitivity of CubeSat imagers is expected between $m_s \sim 6$ (i.e. 12 stars in average) and 7 (i.e. 28 stars in average). These considerations have justified the experiment of the AbC on board OPS-SAT, to study its sensitivity in real flight conditions, with real CubeSat hardware, non-uniform star-fields, strong pointing deviations (ACE up to 0.1°) and optical aberrations.

### Gnomonic projection $p_g$ and its reverse projection

The AbC method is used a second time to fit the field of view with its projection on the sky. Indeed, the measurement $B(x, y)$ is performed in the pixel matrix, not on the sky. Hence, a direct use of the quaternion provided by the ADCS to come back from $(x_0, y_0) = (x - \varepsilon_x, y - \varepsilon_y)$ to an absolute direction of the sky, using the reverse gnomonic projection of $(x, y)$, would re-introduce the error AKE in the results.

After defining some notations, a first quaternion $q_1$ is computed with the AbC, that transforms from the ADCS-reported attitude to the best estimate of the line of sight. Then, a second quaternion $q_2$ to rotate the field of view is computed by minimizing the cost function of a least-squares method.

#### Additional notations —

Let’s consider the quaternion $q_{\text{IMG}}$ to rotate from the satellite body-frame to the imager field of view, and $q_{\text{ICRF}}$ to rotate from the ICRF to the target. In mission preparation, the quaternion to orient the imager to the desired target is computed, say $\bar{q}$ and the resulting quaternion that is requested to the ADCS is $q_{\text{ICRF}} = \bar{q} \otimes q_{\text{IMG}}$, with “$\otimes$” the product in the quaternion algebra (it is reminded in appendix to avoid some ambiguity). However, the ADCS reports a different quaternion $q_{\text{ADCS}} \neq q_{\text{ICRF}}$ that corresponds to a quaternion $q \neq \bar{q}$ for the imager:

$$q = q_{\text{ADCS}} \otimes \bar{q}_{\text{IMG}},$$

where $\bar{q}_{\text{IMG}}$ is the conjugate of $q_{\text{IMG}}$ (assuming only unit quaternions).

One can note that neither $q_{\text{ADCS}}$ nor $q_{\text{ICRF}}$ is the quaternion that brings to the field of view, noted $q_0$ that is to be determined. Considering a unit vector $s(\hat{s}_x, \hat{s}_y, \hat{s}_z)$ in ICRF coordinates, we note $R(\hat{s}) = (s_x', s_y', s_z')$ its coordinates in the frame of the imager. Its associated quaternion is given by:

$$\begin{align*}
(0 + R(\hat{s})) &= q \otimes (0 + \hat{s}) \otimes q^* \\
(0 + R(\hat{s})) &= \bar{q} \otimes (0 + \hat{s}) \otimes \bar{q}^*. 
\end{align*}$$

In the frame $(\hat{s}_{\text{IMG}}, \bar{s}_{\text{IMG}})$ of the imager ($\hat{s}_{\text{IMG}}$ being the line of sight), whose focal length is $f_{\text{IMG}}$, the coordinates $(x, y) = p_g(\hat{s})$ of the projection of $\hat{s}$ are:

$$\begin{align*}
x &= f_{\text{IMG}} s_x'/s_z' \\
y &= f_{\text{IMG}} s_y'/s_z'.
\end{align*}$$

### Re-centering the field of view —

The measurements $S_i(x_i, y_i)$ on the image field of view of the cataloged stars are searched by the centerfinding pre-processing technique in regions centered at their expected locations given by $q$, then noted $(x_0, y_0)_H$. Considering the line of sight as the beacon in the AbC method, i.e. $(x, y) = (0, 0)$, Eq.4 returns a solution noted $E_0 = (\varepsilon_x, \varepsilon_y)_{(0,0)}$ as the best translation to
fit $S_i(x_i, y_i)$, i.e. the rotation from $q$ to $q_0$ about an axis $\hat{T}$ in the plane of the field of view, perpendicular to this translation. In other terms, the beacon measured in $(0, 0)$ corresponds to the direction $(x_0, y_0) = (0, 0)_{q_0}$ in such a way:

$$(x_0, y_0)_{q} = -(\varepsilon_x, \varepsilon_y)_{(0, 0)} = (0, 0)_{q_0}$$

This solution defines a small rotation, hence a quaternion noted $q_1$, to re-center the field of view against the sky, from its ADCS-reported quaternion. Hence, the quaternion to be used in the new gnomonic projection $p'_g$ is adapted from Eq.7 as follows:

$$q' = q_1 \otimes q,$$

where $q_1 = \cos \frac{\theta}{2} + \sin \frac{\theta}{2} \hat{T}/||\hat{T}||$,

$$\text{with } \hat{T} = \hat{z}_{\text{ADCS}} \times p_g^{-1}((\varepsilon_x, \varepsilon_y)_{(0, 0)}$$

and $\theta = \sqrt{\varepsilon_x^2 + \varepsilon_y^2}$.

Fine rotation of the field of view — Solving the last degree of freedom to characterize the field of view against the sky consists in correcting its rotation error, assumed to be small. Still using the set of measurements $S_i(x_i, y_i)$ for the known stars in the picture (the values are unchanged, it is unnecessary to process a centerfinding again), a least-squares method is used to build a cost function $F(\omega)$ whose single parameter is the rotation angle about the line of sight of the new gnomonic projection $p'_g$ of the cataloged stars $\hat{s}_i$:

$$F(\omega) = \sum_{i=1}^{n} ||\hat{S}_i \Omega(S_i)||^2,$$

where $\Omega(S_{0i})$ is the rotation by the angle $\omega$ about the center of the field of view of $p'_g(\hat{s}_i)$.

After some development at the second order (provided in appendix), the minimum of $F(\omega)$ is found for:

$$\omega \text{ [rad]} = \frac{\sum_{i=1}^{n^*} (x_0y_i - y_0x_i)}{\sum_{i=1}^{n^*} (x_0x_i + y_0y_i)},$$

The value for $\omega$ in Eq.10 defines a new quaternion $q_2$ associated with the gnomonic projection $p''_g$, adapted from Eq.8

$$q'' = q_2 \otimes q' = q_2 \otimes q_1 \otimes q,$$

where $q_2 = \cos \frac{\omega}{2} + \sin \frac{\omega}{2} \hat{z}_0/||\hat{z}_0||$,

and $\hat{z}_0 = (p'_g)^{-1}(0, 0)$.

Hence, the best estimate for $q_0$ is $q''$.

Its accuracy is driven by the AbC method in finding $\hat{E}_0 = (\varepsilon_x, \varepsilon_y)_{(0, 0)}$ from Eq.4 we note it Cov($E_0$), and by the accuracy of the rotation in Eq.8 we note it $\sigma_\omega$. The estimates $\hat{E}_0$ and $\hat{E}$ are strongly correlated, and likely close to each other, as they use the same set of measurements in the same way. Hence, a good approximation for its covariance is the one for the beacon itself, as given by Eq.11

$$\text{Cov}(E_0, E) \simeq \text{Cov}(E_0) \simeq \text{Cov}(E).$$

For $\sigma_\omega$, an upper-value can be found and considered uncorrelated with the two others. We assume that the ADCS’ accuracy applies in the whole field of view. The alignment error applies proportionally to the off-axis distance of the beacon, with a maximum at the edge of the field of view. Then, the alignment is improved by the number of stars used in the least-squares method. As a result, the upper-limit can be expressed as:

$$\sigma_\omega \simeq \frac{\sigma_{\text{AKE}}}{\sqrt{n^*}} a_{\text{FOV}},$$

where $a_{\text{FOV}}$ is the angular half-size of the field of view and $||\hat{E}||$ is the angular off-axis distance of the beacon as estimated by the AbC.

Reverse gnomonic projection — Now, the characterization of the field of view is defined by $p''_g$. The expected values for $S_{0i}$ are recomputed on this basis: $(x_0, y_0)_q = p''_g(\hat{s}_i)$. The AbC method is processed and yields a solution $(\varepsilon_x, \varepsilon_y)$ given by Eq.4. Then, the absolute direction of the beacon $\hat{b}$ and an upper-limit of its error are estimated as follows:

$$(x_0, y_0)_{q''} = (x, y) - \hat{E},$$

$$\hat{b} = (p''_g)^{-1}(x_0, y_0),$$

$$\text{Cov}(\hat{b}) \simeq \sigma^2_\omega I_2 + 4\text{Cov}(E).$$

Note: the coefficient 4 before Cov($E$) is obtained from Cov($E_0 + E$) = Cov($E_0$) + Cov($E$) + $2\text{Cov}(E_0, E)$, considering the approximation in Eq.12.

Discussion on the theoretical approach

One can note that the expression in Eq.6 tends to zero. But it only relates to the geometrical constraints for the intersection of multiple circles (angular distances) to one single beacon image. Indeed, it expresses the auto-calibration of the field of view due to the presence of stars. It is pretty close to the techniques used in ground astrometric reduction of space images, except that we looked for a formulation that minimises computations: the underlying physical limitations of the optical system still apply, as it is expressed in the covariance upper-limit Cov($\hat{b}$) in Eq.14 that also benefits from the use of multiple stars in the field of view. The true limit of the method will be estimated statistically for this experiment. For any other mission, and depending on the mission planning, it could also be calibrated using star clusters, as it has already been done for a spacecraft like Cassini, and for sure many others.

The weighting matrix $W$, inverse of $V = \text{Diag}\{\text{Var}(\nu_i)\}$ could also be improved by using the set of SNRs $\{\sigma_{\text{SNR}}\}$. This, along with alternative centerfinding techniques, shall
be explored in an advanced version of the experiment on OPS-SAT. Yet, in the image pre-processing, any particular star \( k \) with \( \{ \sigma_{\text{SNR}, k} \} \ < \ 3 \) will be ignored and the linear system in Eq. 3 will be built with the remaining stars only. Of course, the SNR for the beacon itself, even weak, could not be ignored. However, the detailed specification using \( \{ \sigma_{\text{SNR}, k} \} \) is not ready yet and will not contribute to the commissioning results.

3. OPS-SAT EXPERIMENT ID.156

Here, we identify the properties of ESA’s OPS-SAT CubeSat that are related to our astrometry experiment. The specific challenges of our experiment with OPS-SAT are presented to justify the progressive deployment. Then, the mission preparation, the implementation as a wrap-up sequence of the AbC’s equations embedded in OPS-SAT and, eventually, the post-processing are detailed.

ESA’s OPS-SAT mission

OPS-SAT (Fig. 3), also called by ESA “the flying software lab”, is a 3-Unit CubeSat (main body within 30 cm × 10 cm × 10 cm) and the first nanosatellite directly owned by ESA and controlled by ESA/ESOC in Darmstadt, Germany. It flies in low Earth orbit, on a polar 6-18 Sun-synchronous orbit. It is equipped with a full set of sensors and actuators, in particular the imager IMS-100 and the fully integrated ADCS iADCS-100, both by Berlin Space Technologies GmbH (BST). The bus is based on NanoMind on-board computers by GOMSPACE and a software interface was prepared by GMV Poland. The main solar panels, once deployed, consist of five strings of 30 cm × 10 cm facing −X axis. Although the experiment aims at saving datalink budget by processing the needed data on board, it will take full advantage of OPS-SAT’s high datalink in S-band and X-band to download and check on the ground the results of the on-board experiment.

The imager is aligned with the satellite's longitudinal −Z axis. The ADCS uses a star tracker, whose axis is in the satellite’s (+X, +Y) plane. According to private communications with a star tracker manufacturer for CubeSats, the AKE can be expected within 15 arcsec transversely to its line of sight, but it likely increases by a factor of 5 to 6 for the axis rotation error. For OPS-SAT, whose imager is not aligned with the star tracker, the start tracker’s AKE to be considered in the field of view is likely not isotrope and could reach up to 90 arcsec in some directions of the image (not considering estimation filters that are embedded in the ADCS).

The IMS-100 was developed essentially to image the Earth surface. Hence, the calibration and acceptance tests for this device addressed rather the risk of image distortion and not explicitly the sensitivity. The raw images are coded in the IMS-100 on 12 bits per pixel, using an RGGB Bayer pattern, on a 2048 × 1944 matrix of pixels. They are converted on board in 3-color 8 bit PNG format, by default, but the raw images can still be accessed by an experiment. The behavior at imaging stars is still unknown.

OPS-SAT allows to fly algorithms directly written for Linux shell, in Java, in Python or, in the case of this paper, in C++. To this aim, the Institute of Communication Networks and Satellite Communications, from Graz University of Technology, Austria, prepared the Satellite Experimental Processing Platform (SEPP) module as a library of high-level functions to interface with various OPS-SAT systems, like the imager and the ADCS. Hence, the experimenter’s code uses functions of SEPP only and not any functions of the sensors’ and actuators’ interfaces directly. SEPP is of great help for the experimenter who, nevertheless, still needs to understand and care of the correct chronology in the activation of OPS-SAT’s systems and of their detailed status before proceeding from one step to the next. A full framework in Eclipse IDE was prepared to cross-compile the experiment code from the experimenter’s environment (Intel, AMD) to the target environment, namely OPS-SAT with an ARM processor.

An “experiment” can be any kind of team around the world, whose idea is deemed feasible and relevant with OPS-SAT operations. The experiments are pieces of software to be run on board OPS-SAT, under the principle of “develop, fly, improve” cycles. When the experiment is ready, a software review is performed. Then, the orbital deployment is decided (uploading the software and planning its execution) and a validation report terminates the cycle, to assess if debugging or a new orbital deployment is required.

OPS-SAT is fully operational since mid-2020 and a second CubeSat, OPS-SAT 2, is under study.

Experiment Id.156

We submitted the idea to test the AbC on OPS-SAT and it was approved for implementation on 21st Dec 2020. Our experiment was assigned the identification number “156”. The idea is to characterize the performance of the AbC with star-fields, where the central star plays the role of the beacon. Considering the existing feedback on OPS-SAT’s stability with the iADCS-100 and, reversely, the lack of experience at imaging star-fields with the IMS-100, we have anticipated successive versions for the on-board code and developed also

Figure 3. ESA’s OPS-SAT launched on 18th Dec 2019. Credit ESA.
Regarding the inertial pointing, the OPS-SAT team provides recorded seminars, prepared by TU Graz, Austria, to teach the interface with the iADCS via SEPP. Results of “high-level” pointing modes controlled during the commissioning phase are reported. For instance, the “Target Pointing Nadir” mode, i.e. -Z axis to the surface, meaning that the star tracker points tangentially to the surface, illustrates the needed execution times: 200 to 1200 s for attitude acquisition, then less than 300 s for the achievement of the tracking. However, with the “Inertial Pointing” mode, some tests failed at acquiring the attitude even after 40 mn, while other tests took only 50 s, illustrating the dispersion of the performance. The reasons are not provided but, as a star tracker cannot recognize 100% of the sky and may suffer from stray-light, one could suspect that the issue is related to particular pointed directions: because the imager and the star tracker point to perpendicular directions, the latter may suffer from stray-light by the Sun, the Earth’s albedo or even the Moon, or from occultation by the Earth. An important concern of our experiment will be to care of the elongation angles of the imager’s and star tracker’s line of sights to the Sun, the Earth and the Moon.

Although IMS-100 is fit to Earth observation, and considering that the same technology is used in the iADCS-100 star tracker, one can expect sufficient SNRs for stars up to the 5th magnitude with short exposure. According to preparatory discussions with OPS-SAT, with exposure times from 100 ms and longer, dim stars should be visible as well, possibly smeared, and with exposure times of 200 ms, 5 images within 1 s could possibly be stacked by a built-in function. Then, however, the platform pointing is also reported to degrade progressively, i.e. to drift away from the target attitude. In addition, the Point Spread Function (PSF) of a star will be mosaiced by the Bayer pattern of the CCD. But the PSF will expand over $\lambda/D \sim 7$ to 10 arcsec (with $D \sim 12$ mm lens), much smaller than the RGGB pattern (30 arcsec×30 arcsec). As a result, a PSF-matching centerfinding technique could become inefficient with stars dimmer in green than in blue or red. We will then take care to download subwindows of the stars in their raw format, not demosaiced, for investigation on ground.

Nevertheless, CubeSat hardware is not expected to offer the same stability and sensitivity like the hardware for larger space missions. Such limitation is compensated by a flexibility in planning and operating experiments on OPS-SAT, that was never offered in the past. In order to adapt, our experiment is designed in a progressive complexity:

- Series version 0.x: characterize the stability and the sensitivity of OPS-SAT to image star-fields up to magnitude 7.1, then assess the feasibility of the AbC with this hardware;
- Series version 1.x: commission the AbC algorithm;
- Series version 2.x: perform intensive campaigns on various star-fields to gather statistically meaningful datasets, including with various stray-light conditions;
- Series version 3.x: explore alternative centerfinding techniques and weighting methods.

The experiment presents some feasibility uncertainties. In our risk assessment, we suggest to re-orient the experiment in case of a feasibility issue: then, we would study the requirements for CubeSat components, and design in-flight acceptance tests, about the needed performances of the ADCS and the imagers for astrometry.

### Table 2. Main properties of the six star-fields

| # | central star | ICRF direction (°) | Nb. of stars | $m_v$ range |
|---|--------------|--------------------|--------------|-------------|
| 1 | HIP 20889    | (67.15, 19.18)     | 18           | 3.5...7.1   |
| 2 | HIP 57380    | (176.46, 6.53)     | 20           | 2.8...7.1   |
| 3 | HIP 60260    | (185.34, -60.40)   | 84           | 0.0...7.1   |
| 4 | HIP 76470    | (234.26, -28.14)   | 15           | 4.0...7.0   |
| 5 | HIP 96662    | (294.79, 68.60)    | 18           | 4.6...7.1   |
| 6 | HIP 114939   | (349.21, -7.73)    | 30           | 2.9...7.1   |

### Mission preparation

First, we selected 6 star-fields in the sky. Then, our mission preparation tool computes the needed elongation angles all over the OPS-SAT future orbits. The results are displayed in VTS [10], a specialized free tool for space data published by the French space agency CNES.

### Star-fields —

In order to accommodate the risk of stray-light all over the year, we identified six star-fields: four close to the ecliptic plane and 2 close to the poles (see Fig. 4). The star-fields are named after the central star and are listed in Table 2 with their main properties. The full catalog of stars considered in the experiment is listed in appendix C. Each star in the catalog is brighter than magnitude 7.1 in blue, green or red and its type and immediate vicinity are deemed unambiguous with regard to a centerfinding technique. The stars were selected through the use of the SIMBAD database search engine [11].

### Elongation angles —

We compute the angles from the Sun, the Earth—center and the Moon to the direction of each central star of the star-fields. To this aim, the ephemerides of OPS-SAT are built from the propagation of the latest Two-Line Elements (TLE) available. Although TLE are valid for a few days strictly speaking, the TLE-based propagator embedded in VTS includes the Earth J2 effect at the accuracy we need to plan the operations, i.e. the orbit remains Sun-synchronized on 6-18 for a full year ahead. Then, these three angles are compared to the thresholds that define the cone-avoidance angles for the imager. The exact values are still in discussion. In the presented plots, we consider 95° from the Sun, 50° from the Moon and 50° from the limb of the Earth (not considering day or night side, at this stage). When all three angles are beyond the cone-avoidance angles, an “observability” flag is switched on for the star. The Fig 5 presents the resulting plots for each star during one month, with the observability being the square curve (blue).

### Manual decision —

From the shown blocks of observability, we decide manually the star-field that should be observed during each period of time. It is labelled “Selected FoV” in Fig 5 and shown on the top. At least one star-field should be observable at any time of the year, otherwise we would search for additional star-fields if it becomes incompatible with OPS-SAT planning. From this selection, the quaternion to be sent to the ADCS is computed. At the moment, they are fixed quaternions for each star-field with the aim of aligning one imager axis with the local ICRF longitude to ease the human recognition of the
star-field in the pictures. However, the quaternions may be computed to fit with the best rotation about the line-of-sight of the imager to accommodate the attitude tracking by the star tracker. At the time of writing, this additional optimization is still to be discussed with OPS-SAT team.

**Observation planning —**

Then, the exact possible periods of time for observation are computed. Indeed, the blue blocks only tell the period of observability. But, when zooming in at a particular epoch time (Fig. 6), the detailed elongations to the Earth limb over the OPS-SAT orbits, make the observability alternate. Hence, the detailed planning of possible executions of the experiment are output to OPS-SAT team for orbital deployment and planning, as well as stored on-board as an input for the experiment itself.

**Initial implementation**

The code of our experiment is written in C++. This language was preferred to Python or Java that are also suggested by OPS-SAT, but deemed less portable to various non-CubeSat platforms. In order to test our code on ground, without the actual OPS-SAT hardware, the SEPP module and the IMS-100 had to be shunted: their API “.h” headers are kept but a new notional function is coded for every function called by our experiment (16 for SEPP and 5 for the imager). Whenever the new notional function is called, test data are returned and an entry is added in a test log file, that confirms our variables circulate as expected. When the code is deemed satisfactory, the shunts are simply removed and the same code is cross-compiled in OPS-SAT Eclipse IDE for final check before delivery.

The code itself is currently organized in a sequence of four sets of operations:

1. **Pointing:**
   
   The iADCS-100 is initialized by the experiment itself on the basis of the on-board clock, updated from the ground by the OPS-SAT operation team and provided by the Linux operating system. Then, the high-level “inertial pointing” mode is requested to the next target in the observation planning, in association with its prepared quaternion, as computed in
mission preparation and uploaded. A strategy to command the iADCS-100 is still in discussion, due to the risk of failure for the star tracker to catch a known constellation. The current approach is to turn on the star tracker but to pre-align on the basis of the sun sensors and magnetometers only, then monitor the reported attitude, then watch whether the iADCS-100’s quaternion has reached the target and, in addition, if the star tracker also computes a quaternion by itself (as it can be accessed directly if acquired). If so, the reported attitude will be expected to be in line with the AKE. Then, a watchdog will limit this process in case the star tracker’s quaternion is never acquired.

2. Imaging:

During the IMS-100 characterization stage for the AbC, a series of picture with various sets of gains and exposure times will be performed, stored and downloaded for ground analysis. The experiment does not attempt to go further at this stage. The ADCS-reported quaternions are still monitored just before and just after commanding each image. The result of the characterization stage may yield to stack a series of 5 pictures exposed 200 ms each.

For the commissioning phase of the AbC, series of two pictures will be taken (we do not consider the possible decision of stacking multiple images, yet). If one of the picture contains a cosmic ray that disturbs the centerfinding pre-processing, the other will be used instead. Otherwise, both pictures will be used. Whether a cosmic ray is detected is part of the pre-processing, presented below. The full pictures will be downloaded for analysis (example of an expected star-field is shown in Fig. 7).

At the next stages of the experiment, the main program will loop, once the pointing is established: take a new picture as long as the experiment is still running and the ADCS-reported quaternion is still in range with imaging the central star, and process the image. We are interested in the processing results, even if the satellite drifts away from the target quaternion, to assess the off-axis effects on the beacon measurements. At these stages, the full images are no longer downloaded (but the subwindows are).

3. Pre-processing:

Considering the Bayer pattern of the imager, the experiment derives the value for each color in each pixel by a demosaicing method and sums up all three channels to form a grey raw image of the same original size.

At the timestamp of the image, an interpolated quaternion $q_{\text{ADCS}}$ is computed, as reported by the ADCS. The gnomonic projection $p_0$, based on $q$ from Eq. 7 is processed for all cataloged stars of the star-fields (including the beacon, central star), resulting in a set of expected locations $\{(x_0, y_0)\}$. The associated subwindows $\{(x_0 \pm 3\sigma_{\text{AKE}}, y_0 \pm 3\sigma_{\text{AKE}})\}$ are extracted and stored for later download (in raw non-demosaiced format). The SNR for each subwindow is computed, considering that the level of “noise” is given by the median of the pixels and the level of signal by the brightest pixel. If the SNR is lower than 2, the subwindow is discarded. If the SNR of a subwindow is highly greater than the one of a previous picture (at least 2 pictures are taken), this subwindow is suspected to have got hit by a cosmic ray and is discarded too.

Then, the centerfinding method is run on each subwindow, which results in a set of measured locations $(x, y)$ and $\{(x_i, y_i)\}$. At the commissioning stage, we will only consider a photometric barycenter of the subwindow after removal of the median value. If the method proves to be sufficient to retrieve the beacon with an accuracy better than the size of one pixel, we will proceed with the same centerfinding technique. Otherwise, we will first implement a better centerfinding technique (PSF-fit, pattern-based correlation). Such better techniques can be explored anyway on ground, based on the already acquired dataset (that includes the raw subwindows) or on board in the last stage of the experiment.

4. AbC:

The AbC technique is, then, processed: the gnomonic projection $p_0$ based on $q_1$ from Eq. 8 is processed for all cataloged stars of the star-fields (including the beacon, central star), resulting in a set of expected locations $\{(x_0, y_0)\}$. The associated subwindows $\{(x_0 \pm 3\sigma_{\text{AKE}}, y_0 \pm 3\sigma_{\text{AKE}})\}$ are extracted and stored for later download (in raw non-demosaiced format). The SNR for each subwindow is computed, considering that the level of “noise” is given by the median of the pixels and the level of signal by the brightest pixel. If the SNR is lower than 2, the subwindow is discarded. If the SNR of a subwindow is highly greater than the one of a previous picture (at least 2 pictures are taken), this subwindow is suspected to have got hit by a cosmic ray and is discarded too.

Then, the centerfinding method is run on each subwindow, which results in a set of measured locations $(x, y)$ and $\{(x_i, y_i)\}$. At the commissioning stage, we will only consider a photometric barycenter of the subwindow after removal of the median value. If the method proves to be sufficient to retrieve the beacon with an accuracy better than the size of one pixel, we will proceed with the same centerfinding technique. Otherwise, we will first implement a better centerfinding technique (PSF-fit, pattern-based correlation). Such better techniques can be explored anyway on ground, based on the already acquired dataset (that includes the raw subwindows) or on board in the last stage of the experiment.

Figure 6. Detailed observability for each star-field. An observability slot typically lasts about 30 mn.

Figure 7. Star-field HIP96662 as expected in the imager field of view (computed in VTS SensorView). The square is $10^\circ \times 10^\circ$.
Finally, the image of the beacon is converted in a direction on the sky with its covariance, by the reverse gnomonic projection \((p^*_n)^{-1}\) expressed in Eq. 14.

**Ground processing**

Our OPS-SAT experiment Id.156 is still a work in progress at the time of writing. Nevertheless, as far as possible, it is anticipated to produce the following post-processing:

- Chronograms of ancillary data, for every experiment run, over run’s duration:
  - ADCS-reported quaternions (sampling at 0.1 Hz during slew, before and after each image during imaging);
  - Statistical evolution compared to inertial pointing commands;
  - Corresponding elongations to the Sun, the Earth and the Moon for the imager and the star tracker.

- Before AbC commissioning, for ADCS and imager characterizations:
  - Full-frame images: noise vs. exposure time correlation, noise removal, PSF vs. RRGB Bayer pattern assessment, stability and sensitivity initial assessments;
  - Subwindows: ACE, AKE and AKE’s isotropic property assessments (before calibration of the field of view with the AbC).

- Systematic ground processing for every single on-board image:
  - Subwindows: automatic monitoring of individual star centerfinding and SNR, and manual investigation in case of strong deviation;
  - Field of view AbC-calibration: monitoring of \(E_0\), \(\text{Cov}(E_0)\), \(\omega\) from Eq. 8 to 12;
  - Beacon AbC-estimates: \((x_0, y_0)\) and \(\text{Cov}(E)\) from Eq. 4 (in field of view), \(\hat{b}\) and \(\text{Cov}(\hat{b})\) from Eq. 14 (on the sky);
  - In-image Centerfinding performance assessment;
  - In addition, for AbC commissioning: ground reprocessing of the subwindows from the downloaded full-frame images; manual assessment of quality (cosmic, hot pixels, SNR, ambiguities among stars), individual star centerfinding assessment from the subwindows.

- Overall analysis of the datasets:
  - Statistical properties of \(\text{Cov}(E)\) and search for correlations with \(\sigma_{\text{snr}}\) expressed by Eq. 5;
  - Search for correlation with straylight conditions;
  - Radial optical aberration assessment based on AbC-calibrated star-field.

An original part of our experiment will be to link the experiment mission profile, its mission preparation and its post-processing altogether. In this aim, the on-board code will directly format log-files for VTS visualization in our mission preparation tool. Such VTS-formatted log-files will target the following data:

- ADCS requested and reported quaternions;
- AbC-computed beacons in the field of view and on the sky;
- AbC-calibration of the field of view;
- Number of stars taken into account (acceptable SNR).

The corresponding datavolume for these log-files is still small, considering the OPS-SAT datalink. The effect will be an immediate quick analysis of the results, hence more flexibility in the “develop, fly, improve” cycles offered by OPS-SAT.

**4. Potential applications**

Although the AbC is meant for astrometry, it can also be used as an astrometric tool to characterize ADCS and imagers. Here are examples in both application contexts.

**Astrometry to commission ADCS and Imager**

The ADCS performance strongly depends on the rest of the platform, its preferred orientation (OPS-SAT observes mainly with \(- Z\) axis to the Earth, while the ADCS’ star tracker points perpendicularly to this direction) and the reliability of space-environment models. It makes it very difficult to test for acceptance. Interestingly, our first 3-Unit CubeSat at Paris Observatory, PICSAT, launched in 2018 (Nowak 2018 [12]) used the same ADCS like OPS-SAT (BST IADCs-100), but provided by Hyperlink Technologies B.V., Netherlands, with the star tracker ST200 aligned with the line of sight of the telescope (\(+ Z\) axis). In 8 weeks of operations, the ADCS was never able to align the satellite with the star \(\beta -\) Pictoris, its primary target, despite the detumbling reached less than \(0.1^\circ/\text{s}\), well below the manufacturer’s request. As already reported, OPS-SAT has also experienced delays, and even failures, in establishing an inertial pointing, despite a strong endeavor in the development of high-level pointing modes, that could result from the same root causes.

These two examples remind the difficulty to test the ADCS on ground, and to commission it during flight. In particular, monitoring the quaternions is not enough if an absolute reference is not available, which can be provided by an imager after careful positioning of each image against the sky.

The rigorous acceptance is also a challenge for a CubeSat imager whose market-oriented design is best at observing the Earth surface in daylight, but maybe not characterized for other uses (although it could fit to such uses). As a highly-integrated subsystem, presented as a “COTS” component (commercial-off-the-shelves), it comes sometimes with a poor datasheet, few test results and poor customer support. Hence, the elementary and integration tests at CubeSat level require a good preparation and specialized tooling, with still a risk of delay. It also needs to anticipate for the search of a good setup and a software-based geometric re-calibration and picture cleaning in flight.

As soon as both an ADCS and an imager are present in a satellite, our AbC method can serve as a guidance for acceptance tests on ground and, later, in flight.

**Autonomous astrometry in CubeSat**

**On-board orbit determination** — We have developed a solution for autonomous orbit determination for CubeSat in deep space cruise (Segret 2019 [13], [14], 2021 [15]). Several teams also work on the development of autonomous navigation solutions, especially because of the likely rise of deep space CubeSats, as stand alone or accompanying probes. Optical measurements of distant beacons are limited by the accuracy of these beacons that is proportionally translated into the overall accuracy of the orbit determination. The optical accuracy is usually assumed to be the size of a pixel, which is far from true as we have seen in this paper, due essentially to AKE, unless a specific image processing. All these attempts are immediate possible applications of the presented AbC experiment, with the expectation of a sub-pixel and even a sub-arcsec accuracy.

**Close-to-Sun Asteroids** — Another application for astrometry is the detection of celestial bodies on Sun-side as seen from
the CubeSat, i.e. below 90°. CubeSats are good candidates for such missions in Earth orbit or at some distance (actually up to the Moon, provided a data relay is available). Indeed, this goal needs space observation and CubeSats represent a low cost, high risk paradigm. Obviously, stray-light is here the major concern and imagers like the one on OPS-SAT would not fit to this use. Nevertheless, a different set of sensor and baffle can be considered and the AbC will be useful as a pre-processing technique in the domain of Space Situation Awareness (SSA) for early detection, assessment and warning system.

Debris reconnaissance — In the same aim, debris in Earth orbit may be difficult to locate and a broad endeavor is ongoing to propose debris removal solutions. It can be interesting to develop a triangulation method between a space tug and an accompanying nanosatellite (or several) to approach the debris autonomously from far range. Then, an on-board processing of each platform’s images is highly desirable and the AbC can provide the required level of accuracy.

5. Summary

This paper has detailed the AbC method, an on-board processing to derive the absolute direction of a beacon in an image, along with an upper-limit for its accuracy. The theoretical expression of this upper-limit makes the method very promising for applications at CubeSat scale, whose wide-angle camera can easily image about 10 bright stars along with the beacon, despite a weak attitude knowledge. The implementation of the AbC on board an actual ESA CubeSat has been presented and will make possible, from 2022, to quantify the performance of the method, its sensitivity and, as a bonus, the stability and accuracy of the CubeSat pointing itself.

Applications to on-board orbit determination are first targeted. In addition, the in-flight testing of the AbC method has been an opportunity to define a commissioning process for a CubeSat ADCS and for an imager used as a NavCam. The ground testing being such a challenge with standardized devices of the New Space, CubeSat integrators may feel quiet powerless when dealing with their newly delivered hardware. Thus, we strongly encourage them to share their experience at using the AbC method with their own hardware, on ground or in flight, with the hope that it will improve the dialog with the device manufacturers.

APPENDICES

A. MATHEMATICAL DEVELOPMENTS

Development of \(\text{Cov}(V)\) for Eq. 5

Considering the centerfinding process to be dominated by an uniform, zero-mean, Gaussian error \(\sigma_{in}\) on both dimensions:

\[
\forall i \in \{1..n^*\}, \quad \text{Var}(v_i) = \text{Var}(a_{i2}^2 - a_{i0}^2), \quad \text{where } a_{i0} \text{ not a random variable}
\]

\[
= \text{Var}(a_{i2}^2)
\]

\[
= \text{Var}(x^2 - 2xx_i + x^2_i + \xi^2 + 2yy_i + y_i^2).
\]

The random variables \(x\) and \(x_i\) (resp. \(y\) and \(y_i\)) being independent and not correlated, \(\text{Cov}(x, x_i) = 0\) (resp. \(\text{Cov}(y, y_i) = 0\)). Hence,

\[
\text{Var}(v_i) = \text{Var}(x) + \text{Var}(x_i) + \text{Var}(y) + \text{Var}(y_i)
\]

\[
= 4(\sigma_{in}^2)^2,
\]

because the variances of \(x\), \(y\), \(x_i\) and \(y_i\) are taken equal in the context of Eq. 5.

Development of \(\text{Cov}(E)\) for Eq. 6

Special case, where \(B(x_0, y_0)\) is at the barycenter of a cloud of stars whose coordinates \(\{(x_{0i}, y_{0i}), i = 1..n^*\}\) have a standard deviation \(d\) in both dimensions.

\[
W = \left(\frac{1}{4\sigma_{in}^4}\right) I_{n^*},
\]

\[
C = \begin{pmatrix}
\vdots & \vdots & \vdots \\
-2(x - x_{0i}) & -2(y - y_{0i}) & \vdots \\
\vdots & \vdots & \vdots \\
\end{pmatrix},
\]

\[
C^T W C = \begin{pmatrix} C_1 & C_0 \\ C_0 & C_2 \end{pmatrix},
\]

where:

\[
C_1 = \sum_{i=1}^{n^*} -2(x - x_{0i}) \left(\frac{-2(x - x_{0i})}{4\sigma_{in}^4}\right)
\]

\[
= \frac{1}{\sigma_{in}^4} \sum_{i=1}^{n^*} (x - x_{0i})^2
\]

and, considering that \(B\) is at the barycenter with the standard deviation \(d\) for the cloud of stars:

\[
C_1 = \frac{n^*d^2}{\sigma_{in}^4}.
\]

Similarly:

\[
C_2 = \sum_{i=1}^{n^*} -2(y - y_{0i}) \left(\frac{-2(y - y_{0i})}{4\sigma_{in}^4}\right)
\]

\[
= \frac{1}{\sigma_{in}^4} \sum_{i=1}^{n^*} (y - y_{0i})^2
\]

\[
= \frac{n^*d^2}{\sigma_{in}^4}
\]

And the anti-diagonal elements become null:

\[
C_0 = \sum_{i=1}^{n^*} (x - x_{0i})(y - y_{0i})
\]

\[
= \frac{1}{\sigma_{in}^4} \sum_{i=1}^{n^*} (x - x_{0i})(y - y_{0i})
\]

\[
= 0
\]
and grouping as a polynomial of developing further, keeping only the terms up to the 2nd order

\[
\omega \text{ for } \omega
\]

then finally the Eq. [6] noting Cov(\(\omega\)) = (\(\sigma_{\text{out}}^2\)) \(I_2\):

\[
\sigma_{\text{out}} = \frac{\sigma_{in}}{\sqrt{n}} \left( \frac{\sigma_{in}}{d} \right).
\]

Development for the cost function \(F(\omega)\) in Eq. [9]

\[
F(\omega) = \sum_{i=1}^{n^*} \| \overrightarrow{S_i} \Omega(S_{0i}) \|^2
\]

\[
\| \overrightarrow{S_i} \Omega(S_{0i}) \|^2 = (\cos \omega x_{0i} - \sin \omega y_{0i} - x_i)^2
\]

\[
+ (\sin \omega x_{0i} + \cos \omega y_{0i} - y_i)^2
\]

(then, at second order)

\[
= ((1 - \omega^2/2)x_{0i} - \omega y_{0i} - x_i)^2
\]

\[
+ (\omega x_{0i} + (1 - \omega^2/2)y_{0i} - y_i)^2
\]

\[
= ((x_{0i} - x_i) - \omega y_{0i} - (\omega^2/2)x_{0i})^2
\]

\[
+ ((y_{0i} - y_i) + \omega x_{0i} - (\omega^2/2)y_{0i})^2
\]

developing further, keeping only the terms up to the 2nd order and grouping as a polynomial of \(\omega\):

\[
\omega^2 \left[ y_{0i}^2 - x_{0i}(x_{0i} - x_i) + x_{0i}^2 - y_{0i}(y_{0i} - y_i) \right]
\]

\[
+ \omega \left[ -2y_{0i}(x_{0i} - x_i) + 2x_{0i}(y_{0i} - y_i) \right]
\]

\[
+ (x_{0i} - x_i)^2 + (y_{0i} - y_i)^2
\]

Then, the full expression of the cost function:

\[
F(\omega) = \omega^2 \sum_{i=1}^{n^*} (x_{0i}x_i + y_{0i}y_i)
\]

\[
+ 2\omega \sum_{i=1}^{n^*} (y_{0i}x_i - x_{0i}y_i)
\]

\[
+ \sum_{i=1}^{n^*} \left[ (x_{0i} - x_i)^2 + (y_{0i} - y_i)^2 \right]
\]

The coefficient of \(\omega^2\) being positive, the polynomial has got a minimum for \(\omega\) the solution of \(F'(\omega) = 0\):

\[
F'(\omega) = 2\omega \sum_{i=1}^{n^*} (x_{0i}x_i + y_{0i}y_i)
\]

\[
+ 2 \sum_{i=1}^{n^*} (y_{0i}x_i - x_{0i}y_i)
\]

\[
\Leftrightarrow \omega = \frac{\sum_{i=1}^{n^*} (x_{0i}y_i - y_{0i}x_i)}{\sum_{i=1}^{n^*} (x_{0i}x_i + y_{0i}y_i)}
\]

\[
B. QUATERNION ALGEBRA
\]

A few reminders on basic properties and operations in the quaternion algebra is useful, for instance to check for ambiguous syntax in some languages (e.g. Python). The major concern is that the product of quaternions is not commutative and that the conjugate can only be used, instead of the inverse, with a unit quaternion.

Possible notations

These notations are equivalent:

\[
q = (q_0, q_x, q_y, q_z), \text{ but also sometimes}
\]

\[
= (q_x, q_y, q_z, q_0)
\]

\[
= q_0 + q_x \vec{i} + q_y \vec{j} + q_z \vec{k}
\]

\[
= (q_0 + \vec{v})
\]

\[
|q| = \sqrt{q_0^2 + q_x^2 + q_y^2 + q_z^2} = \sqrt{q_0^2 + \|\vec{v}\|^2}
\]

Meaning: in the form \((\cos \theta/2, \vec{u})\), this unit quaternion expresses the rotation by \(\theta\) about the axis \(\vec{u}\), the direction of the vector telling the direct rotation, i.e. if \(\theta > 0\).

Important properties

Note that any vector \(\vec{v}\) can be written as a quaternion \((0 + \vec{v})\) and any scalar \(s\) can be written as a quaternion \(s + 0\).

Operations:

- The addition is associative, commutative, noted “+”

\[
(s + \vec{v}) + (t + \vec{w}) = (s + t) + (\vec{v} + \vec{w})
\]

- The product is associative, not commutative, noted “⊗” (cross-product noted “×”, scalar - or dot - product noted “,”)

\[
(s + \vec{v}) \otimes (t + \vec{w}) = [st - \vec{v} \cdot \vec{w}] + [s\vec{w} + t\vec{v} + \vec{v} \times \vec{w}]
\]

- Conjugate:

\[
q = q_0 + \vec{v} \Rightarrow q^* = q_0 - \vec{v}
\]

Then, \((\vec{i}, \vec{j}, \vec{k})\) being on orthonormal direct frame:

\[
\vec{i}^2 = \vec{j}^2 = \vec{k}^2 = -1
\]

\[
\vec{i} \otimes \vec{j} = \vec{i} \times \vec{j} = \vec{k}
\]

\[
\vec{j} \otimes \vec{k} = \vec{j} \times \vec{k} = \vec{i}
\]

\[
\vec{k} \otimes \vec{i} = \vec{k} \times \vec{i} = \vec{j}
\]

And:

\[
|q| = 1 \Leftrightarrow q^{-1} = q^*
\]

\[
q \equiv \text{rotation by } \theta \Leftrightarrow q^* \equiv \text{rotation by } (-\theta)
\]
Product: $q_1 \cdot q_2$ two rotations
\[ q = q_2 \otimes q_1 \text{ is a rotation by } q_1 \text{ first, then } q_2 \]

**Warning:** in python, the operator “*” in the package *pyquaternion* may be confusing, as $q_a \ast q_b$, there, means a rotation composed by the rotations $q_a$ first, then $q_b$.

Transform of a vector, example:

With $|q| = 1$, the transform of a vector $\vec{v}$ by the rotation associated with $q$ is a vector $\vec{v}'$ whose coordinates are (the frame is not transformed, here):

\[
(0 + \vec{v}') = q \otimes (0 + \vec{v}) \otimes q^* 
\]

If the attitude of a satellite is expressed by $q$, with ICRF as the reference frame, it means that its body-frame was transformed by the rotation of ICRF associated with $q$, meaning that its axes have ICRF-coordinates given by:

\[
\begin{align*}
\vec{X} &= q \otimes (0 + \vec{X}_{ICRF}) \otimes q^* \\
\vec{Y} &= q \otimes (0 + \vec{Y}_{ICRF}) \otimes q^* \\
\vec{Z} &= q \otimes (0 + \vec{Z}_{ICRF}) \otimes q^*
\end{align*}
\]

Hence, if a vector $\vec{v}$ (with coordinates in ICRF) is projected in the body-frame rotated by $q$, it will appear as a vector $\vec{v}'$ in the body-frame, whose coordinates are obtained by:

\[
(0 + \vec{v}') = q^* \otimes (0 + \vec{v}) \otimes q.
\]

C. STAR CATALOG

See Tbl.3.

Note that the Id. of a star is for internal use only. It is either the Hipparcos catalog number (HIP) or an arbitrary negative number when lacking a HIP number.
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