A New Joint Denoising Algorithm for High-G Calibration of MEMS Accelerometer Based on VMD-PE-Wavelet Threshold
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Recently, the High-G MEMS accelerometer (HGMA) has been used in navigation, mechanical property detection, consumer electronics, and other fields widely. As the core component of a measuring system, it is very crucial to enhance the calibration accuracy of the accelerometer. In order to remove the noises in the accelerometer output signals to enhance its calibration accuracy, a combined denoising method which combines variational mode decomposition (VMD) with permutation entropy (PE) and wavelet threshold is given in this article. For the sake of overcoming the defect of signal distortion caused by the traditional denoising methods, this joint denoising method combines the good decomposition characteristics of VMD and the good denoising ability of wavelet threshold and introduces PE as a judgment criterion to achieve a good balance between denoising effect and signal fidelity. The combination of PE and VMD not only avoids the phenomenon of mode aliasing but also improves the ability to identify the noise components, which makes the wavelet threshold denoising more specific. Firstly, some intrinsic mode functions (IMFs) are obtained by using VMD to decompose the complex signal containing noise which is outputted from the accelerometer. Secondly, the IMF components can be divided into noise IMF components, mixed IMF components, and useful IMF components by PE algorithm. Thirdly, the noise IMF components can be discarded directly, and then the mixed IMF components can be denoised by wavelet threshold to obtain the noiseless IMF components; in addition, the useful IMF components need to be retained. Finally, the final denoising signal can be obtained by reconstructing the IMF components which have been denoised by the wavelet threshold and the useful IMF components retained before denoising. The experimental results prove that the combined denoising algorithm combines the merits of VMD, PE, and wavelet threshold, and this new algorithm has a good performance in the calibration denoising of accelerometer. Compared with the serious signal distortion caused by using only EMD or wavelet threshold, this method not only has a good denoising effect (the noises in the static part are eliminated by 99.97% and the SNR of the dynamic part is raised to 18.56) but also can maintain a good signal fidelity (the error of shock peak amplitude is 3.4%, the error of vibration peak amplitude is 0.4%, and the correlation coefficient between the denoising signals and dynamic part is as high as 0.982).

1. Introduction

With the rapid progress of MEMS technologies, the research on inertial sensor components has been developed well. The High-G MEMS accelerometer is an outstanding representative of the inertial sensors. It not only overcomes the disadvantages of the traditional sensors such as large volume and large weight but also has the features of the high efficiency, high reliability, and high sensitivity [1–3]. Based on these advantages, it has been used in missile guidance, navigation, consumer electronics, and other fields widely [4–6]. As the core component of a measuring system, the performance of HGMA largely determines the system precision. Inevitably, due to the influences of the sensor itself, the hardware circuit, and the working environment, the accelerometer output signals are often mixed with noises, so it is essential to adopt the denoising algorithm to remove the noises in the output signals to improve the accuracy of the accelerometer [7, 8].
For some common denoising algorithms, such as Fourier transform, wavelet transform, and Kalman filter, these algorithms inevitably have different degrees of defects. The Fourier transform can reflect the relationship between the time function and the spectrum function, and it can be well applied to the analysis and processing of stationary signals, but it lacks the time-domain positioning function: that is, it can only give the overall effect of the signals, which makes it impossible to reflect the essential characteristics of the signals at a certain time. Compared with stationary signals, the instantaneous frequencies of nonstationary signals are functions of time, so the Fourier transform is not appropriate for the nonstationary analysis. The Kalman filter adopts matrix operation, which makes it have long computation time and serious waveform distortion. Wavelet transform is known as the microscope for signal analysis and processing because of its good ability to capture the local features of signals in time-frequency domain. Wavelet transform shrinkage (thresholding) denoising algorithm which was first proposed by Donoho and Johnstone [9, 10] is often used to analyze the nonstationary signals. Although wavelet threshold has good denoising property, denoising the whole signal with wavelet threshold alone will cause signal distortion. With the emergence of new time-frequency analysis algorithms like the empirical mode decomposition (EMD) algorithm, local mean decomposition (LMD) algorithm, or some improved algorithms based on them, the nonstationary signal analysis techniques become more mature. EMD is an algorithm commonly used for nonstationary signal analysis, which was proposed by Dr. Norden Huang. EMD can decompose the complex signals into some IMFs on the basis of the time scale characteristics of the signals themselves. Once proposed, the algorithm has been adopted in seismic exploration, mechanical fault diagnosis, and other engineering fields widely. Similar to EMD, LMD is another adaptive decomposition algorithm proposed by Smith [11]. Its essence is to multiply two sets of functions (frequency modulation signals and the envelope signals) separated from given complex signals to get a series of physically meaningful product functions (PFs). However, both algorithms have different degrees of defects. For example, EMD has the disadvantages of mode aliasing and unreliable theoretical basis. Like EMD, LMD still has some disadvantages such as mode aliasing and endpoint effect. Different from EMD and LMD, VMD proposed by Dragomiretskiy et al. [12] achieves mode decomposition through seeking the optimal solutions in variational model, which overcomes the shortcomings of mode aliasing and has a solid theoretical basis. VMD is widely applied to related engineering fields [13–16] due to its separation characteristics and noise robustness.

Although the classical denoising methods proposed above have been widely used in the engineering fields, they all have different degrees of defects. Recently, more and more experimental results show that hybrid denoising algorithms have better performance than single denoising methods [17–24]. Due to the good denoising characteristics of wavelet threshold, it is usually used in combination with EMD to denoise ECG signals and diagnose mechanical faults [22, 23]. With the introduction of VMD, this algorithm not only overcomes the inherent shortcomings of EMD and LMD such as mode aliasing and endpoint effect but also has many merits such as good noise robustness and solid theoretical foundation, so it has been widely used since it was proposed. Lahmiri et al. compared the denoising effect of the combination of VMD and wavelet threshold and the denoising effect of EMD and wavelet threshold on the ECG signal and concluded that the denoising method combined with VMD and wavelet threshold is more effective [20]. In these similar joint denoising methods, VMD is often used for signal decomposition. Although VMD algorithm has good decomposition effect, it also has the problem of over-decomposition. In addition, the wavelet threshold is used to denoise the whole signal or denoise each mode function obtained by the VMD, and then the final denoising signal is obtained by signal reconstruction. However, this often leads to signal distortion in the denoising process. Moreover, PE was proposed by Bandt and Pompe [25], which is adopted to measure the degree of random and dynamic mutation of time series or complex signals. It is characterized by simple calculation, good detection effect, and strong antinoise ability. In recent years, many scholars have combined PE with other algorithms to analyze nonstationary signals [26–29].

In this article, in order to remove noises to enhance the accuracy of the accelerometer, VMD is combined with the wavelet threshold; in addition, PE is introduced as the judgment criterion, finally forming the VMD-PE-wavelet threshold combined denoising method. The principle of this joint denoising method is as follows: firstly, a series of IMFs are obtained through using VMD to decompose the HGMA output signals. Then, these IMF components can be divided into noise IMF components, mixed IMF components, and useful IMF components by PE. The noise IMF component can be discarded directly, and then the mixed IMF components can be denoised by wavelet threshold to obtain the noiseless IMF components; in addition, the useful IMF components need to be retained. Finally, the final denoising signal can be obtained by reconstructing the IMF components which have been denoised by the wavelet threshold and useful IMF components retained before denoising. The innovation of this joint denoising method lies in the introduction of permutation entropy to classify the mode functions obtained after the signal decomposition. The combination of PE and VMD not only can avoid mode aliasing but also has good recognition ability, making the denoising more targeted. Compared with the denoising methods which only use EMD or wavelet threshold, the proposed method achieves a balance between denoising effect and signal fidelity.

In addition, we have improved the original experimental analysis method. The output signal of HGMA can be divided into two parts: static phase and dynamic phase. As the amplitude and frequency characteristics of these two phases are different, it is not appropriate to carry out denoising analysis on the whole signal. Better results can be obtained by dividing the output signal into static phase and dynamic phase and denoising them, respectively. The dynamic part
can be subdivided into the shock stage and the vibration stage, and the static part is also called the preparation stage. This article compares the performance of different denoising methods in these three stages from two aspects: time domain and frequency domain. The experimental results prove that the combined denoising algorithm introduced in this article has a good balance between denoising effect and signal retention. The static part is analyzed by Allan deviation, and the denoising signal noise is reduced by 99.97%. Different denoising algorithms have the largest difference in the denoising effect in the dynamic part. Compared with the severe amplitude attenuation in the time-frequency domain caused by EMD or wavelet denoising, VMD-PE-wavelet threshold not only has a good denoising effect (the SNR of the dynamic part is raised to 18.56) but also can maintain a good signal fidelity (the error of shock peak amplitude is 3.4%, the error of vibration peak amplitude is 0.4%, and the correlation coefficient between the denoising signal and the dynamic part is as high as 0.982).

In order to eliminate the noises in the accelerometer output signals to enhance the calibration accuracy, this paper proposes a combined denoising algorithm (VMD-PE-wavelet threshold) based on VMD and wavelet threshold and introduces permutation entropy (PE) as the judgment criterion. The experimental results prove that the combined denoising method has a good balance between denoising effect and signal fidelity. The specific content arrangement of this article is as follows. In Section 2, the VMD-PE-wavelet threshold algorithm is described in detail. Relevant structure formulas (4) and (5), respectively:

\[ \min \left\{ w_k \right\} \left\{ \sum_k \left[ \frac{1}{t^2} \cdot \pi \cdot \frac{1}{\pi t} \cdot u_k(t) \right] \cdot e^{-j\omega t} \right\}, \]

s.t. \( \sum u_k = y(t) \),

where \( \{ w_k \} = \{ u_1, \ldots, u_k \} \) is a set of central frequencies which belong to each intrinsic mode function, \( \| \bullet \|_2 \) is the Euclid norm, \( \delta \) is the Dirac distribution, and \( \ast \) is the convolution operator.

The augmented Lagrangian expressions can be obtained after inserting the quadratic penalty term factor \( \alpha \) and the Lagrange multiplication operator \( \lambda(t) \), which is

\[ L\left( \{ u_k \}, \{ w_k \}, \lambda \right) = \alpha \sum_k \left[ \pi \cdot \frac{1}{\pi \cdot t} \cdot u_k(t) \right] \cdot e^{-j\omega t} \]

\[ + \left\| y(t) - \sum_k u_k(t) \right\|_2^2 \]

\[ + \left\langle \lambda(t), y(t) - \sum_k u_k(t) \right\rangle. \]

The saddle point of the augmented Lagrangian function is sought iteratively by the alternating direction multiplier method (ADMM), that is, the above constrained variational model's optimal solution has been found, and all the intrinsic mode functions \( u_k \) are

\[ \tilde{u}_k^{n+1}(\omega) = \frac{\tilde{y}(\omega) - \sum \tilde{u}_k(\omega) + \tilde{\lambda}(\omega)t/2}{1 + 2\alpha(\omega - \omega_k)^2}. \]

The iteration process of \( w_k \) and \( \lambda(t) \) are described as formulas (4) and (5), respectively:

\[ \tilde{u}_k^{n+1} = \frac{\int_0^\infty \omega \tilde{h}_k(\omega)^2 d\omega}{\int_0^\infty \tilde{h}_k(\omega)^2 d\omega} \]

\[ \tilde{\lambda}^{n+1}(\omega) = \tilde{\lambda}^n(\omega) + \tau \left( \tilde{y}(\omega) - \sum \tilde{u}_k^{n+1}(\omega) \right), \]

where the symbol \( \tilde{\bullet} \) represents the value update of the variable \( \bullet \) and \( \tau \) is the update parameter.

The detailed steps of the variational modal decomposition method are shown in Figure 1.

\[ 2.2 \text{ The Introduction of Permutation Entropy (PE).} \]

PE is an algorithm commonly adopted to measure the degree of random and dynamic mutation of time series, which was proposed by Bandt and Pompe [25]. The unique advantages of this algorithm are as follows: first, the calculation is simple and the antinoise ability is strong; second, the algorithm is sensitive to time and can get higher resolution; and third, the output result of the algorithm has a better recognition of mutation information intuitively. When VMD is performed on the sensor output signals, a series of intrinsic mode functions (IMFs) are obtained. In order to achieve a balance between denoising effect and signal fidelity, in this article, PE is combined with VMD, and IMF components obtained after VMD can be classified by PE. The algorithm steps are [30] as follows.

\[ 2.2.1 \text{ Phase Space Reconstruction.} \]

Through phase space reconstruction, the original time series \( \{ Y(i) \}, i = 1, 2, 3, \ldots, n \) is reconstructed into matrix S:
2.2.3. Calculation and Normalization of the Permutation Entropy. Each symbol sequence appears with certain probability. The probabilities corresponding to each symbol sequence can be denoted as $P_j$, $P_2$, ..., $P_k$. For any signal series $Y(j)$, $i=1, 2, 3, ..., n$, $k$ reconstruction vectors are obtained after the above two operations. The permutation entropy can be obtained by the form of Shannon entropy, which is

$$PE(m) = - \sum_{j=1}^{k} p_j \ln p_j,$$

(10)

When $p_j = 1/m!$, then $PE(m)$ achieves its maximum $\ln m!$. For the sake of convenience, $PE(m)$ can be normalized by $\ln m!$:

$$PE = \frac{PE(m)}{\ln m!}.$$

(11)

After normalization, the value range of permutation entropy is limited to $[0, 1]$. The value of PE reveals the complexity and the degree of random of the signals: the greater the permutation entropy, the more random the signals, and vice versa.

In addition, there are three key parameters in this algorithm: the length of signal $N$, the time delay factor $\tau$, and the embedded dimension $m$. For the embedded dimension $m$, PE algorithm effect will be affected when the value is too large, and when the value is too small, those reconstructed sequences could lose the original information. The value range of $m$ should be between 3–7, which was suggested by Bandt et al. [25, 31]. By analyzing the results obtained by using different $m$ values, this paper sets $m$ at 5. Compared with the embedded dimension, the factor $\tau$ has little effect on the performance of PE algorithm. In this paper, $\tau$ is set at 1. In addition, when the data length exceeds 1024, a stable calculation value can be obtained.

2.3. The Introduction of Wavelet Threshold Denoising. Wavelet threshold denoising is based on wavelet transform. After the wavelet decomposition, the wavelet coefficient generated by the signal is larger than that generated by the noise. According to this principle, a threshold value is introduced to process those wavelet coefficients, and then the final denoising signals can be obtained through reconstructing the processed wavelet coefficients. So, the wavelet threshold denoising is adopted to denoise the mixed IMF components in this article. The steps of the algorithm can be summarized as follows [32, 33].

2.3.1. Wavelet Decomposition. Before the wavelet decomposition, it is necessary to find the suitable wavelet base and decomposition layer for the decomposition signal, and different choices can get different denoising effects.

2.3.2. Thresholding of Wavelet Coefficients. The wavelet coefficients are classified by a given threshold value: those wavelet coefficients whose amplitude are greater than the...
given threshold value will be considered to be created by useful signals and need to be retained or shrunk appropriately. On the contrary, the wavelet coefficients will be considered to be created by the noises and need to be set to zero.

2.3.3. Wavelet Reconstruction. The final denoising signals can be gained through reconstructing those processed wavelet coefficients by inverse wavelet transform. Different from noise, the signals have a certain continuity in the time domain, which is also reflected in the wavelet domain, that the amplitude of the wavelet coefficients of useful signals is greater than that of those wavelet coefficients generated by noises, so the noises and useful signals can be separated by the wavelet transform. Then, a threshold value should be determined when using the wavelet threshold denoising algorithm. When different threshold estimation and threshold function are selected, the effect of wavelet threshold denoising is also different [34], and there are many judgment criteria. Threshold selection methods are mainly divided into heuristic estimation (heursure), fixed threshold estimation (sqtwolog), extreme threshold estimation (minimaxi), unbiased likelihood estimation (rigsure), etc. Generally speaking, the first two threshold estimation methods (heursure and sqtwolog) are more decisive and easy to eliminate useful signals such as noise when denoising. However, the last threshold estimation method (rigsure) is relatively conservative and can keep the amplitude of the signal well, so this paper chooses the unbiased likelihood estimation method. The specific steps are as follows:

1. Take the absolute value of each element in signal \( y_j \), reorder them in ascending order according to their absolute values, and then a new signal sequence \( s_j \) can be obtained:

\[
s(j) = (\text{sort}(|y_j|))^2, \quad (i = 0, 1, \ldots, N - 1). \tag{12}
\]

2. If the square root of the \( J \)th element of \( s_j \) is chosen as the threshold value \((\text{th})\), then the risk generated by this threshold is denoted as risk (\( j \)):

\[
\text{th} = \sqrt{s(j)}, \quad (j = 0, 1, \ldots, N - 1),
\]

\[
\text{risk}(j) = \frac{N - 2j + \sum_{i=1}^{j} s(i) + (N - j)s(N - j)}{N}. \tag{13}
\]

3. The minimum risk point is found in the obtained risk curve risk (\( j \)). The subscript of the element corresponding to the minimum risk point is \( j_{\text{min}} \), so the rigsure threshold is denoted as

\[
\text{th} = \sqrt{s(j_{\text{min}})}. \tag{14}
\]

After determining the threshold, the next step is to choose the appropriate threshold function to filter the wavelet coefficients which contain the noise coefficients. Soft and hard threshold functions are two commonly used threshold functions. The similarity between the two methods is that when the wavelet coefficients are smaller than a given threshold value, these wavelet coefficients should be set to zero as noise coefficients. Differently, when the wavelet coefficients are larger than the given threshold value, hard threshold function will keep them unchanged, while the soft threshold function subtracts the threshold value from the wavelet coefficients, which makes the overall continuity of wavelet coefficients better, so this article chooses soft threshold function.

The hard threshold functions can be separately described as

\[
\eta(w, \text{th}) = \begin{cases} w, & |w| \geq \text{th}, \\ 0, & |w| < \text{th}. \end{cases} \tag{15}
\]

The soft threshold function can be described as

\[
\eta_\text{soft}(w, \text{th}) = \begin{cases} \text{sign}(w)(|w| - \text{th}), & w \geq \text{th}, \\ 0, & |w| < \text{th}, \end{cases} \tag{16}
\]

where \( w \) and \( \text{th} \) are wavelet coefficients and thresholds, respectively, \( \text{th} = \lambda \sqrt{2\log N} \), and the noise standard value is \( \lambda = \frac{\sqrt{\text{Median}|w|}}{0.6745} \), of which \( \text{Median}|w| \) is the median of wavelet coefficients.

2.4. Introduction of VMD-PE-Wavelet Threshold. For the output signal of the accelerometer, the noise will often drown the useful signal. We hope to keep the useful signal to the maximum extent while removing the noise. With the development of nonlinear stationary signal denoising methods based on modal decomposition, signal denoising algorithms such as EMD and LMD emerge. The original signals can be decomposed into some mode functions from high to low frequency by these algorithms, and these algorithms achieve the purpose of denoising by directly discarding the high frequency components and reconstructing the remaining components. Although these methods have good noise reduction effect, they often lose useful signals. In order to achieve a balance between denoising effect and signal fidelity, in this article, VMD is combined with the wavelet threshold denoising and PE is introduced to classify the IMF components, which makes the wavelet threshold denoising more targeted. The steps of VMD-PE-wavelet threshold denoising algorithm are as follows.

2.4.1. Decomposing the Output Signals of Accelerometer with VMD. After the decomposition of the accelerometer output signal, a series of IMF components which contain useful component and noise component are obtained; therefore, these IMF components cannot be simply discarded as noise or retained as pure signal. So, PE is introduced here to distinguish these IMF components.
2.4.2. Classifying the IMF Components Using PE. In this article, PE algorithm is introduced to improve the problem in distinguishing IMF components obtained after decomposition. Compared with the noise, the useful signal is more regular in time and the corresponding PE value is relatively small. In the VMD-PE-wavelet threshold denoising method, the IMF components are calculated to obtain their PE values, and then the IMF components are reordered according to their PE values. The IMF component with a small PE value is considered as the useful IMF component, the IMF component with a moderate PE value is considered as the mixed IMF component, which is composed of noise and useful signals, and the IMF component with a large PE value is considered as the noise IMF component.

2.4.3. Denoising Processing. The IMFs can be divided into noise IMF components, mixed IMF components, and useful IMF components by PE. The noise IMF components can be discarded directly, and then the mixed IMF components can be denoised by wavelet threshold to obtain the noiseless IMF components; in addition, the useful IMF components need to be retained.

2.4.4. Reconstruction of the Signal. In this article, the essence of signal reconstruction is discarding the noise IMF components and then reconstructing the mixed IMF components which have been denoised by the wavelet threshold with useful IMF components to obtain the final denoising signals.

The specific steps of VMD-PE-wavelet threshold are given in Figure 2.

3. High-G MEMS Accelerometer

The signals to be analyzed in this article come from a newly designed and manufactured HGMA. The accelerometer is known for its high impact survival rate and wide measurement ranges. HGMA conducts correlation measurement through piezoresistive effect, and the detection signal is output in the form of voltage.

3.1. Structure Description of the HGMA. As shown in Figure 3, on the structure of HGMA, the four-beam island structure is adopted. To facilitate processing, the structures of the HGMA, such as the frame, the four beams, and the central mass, are made into rectangular shapes. Specific structural parameters are also given in Figure 3.

A coordinate system can be determined by using the cross section of the HGMA as a reference, where the Z-axis is the direction along the central dividing line of cross section; in addition, its positive direction is downwards. X-axis is the direction along the other middle line, and the positive direction is to the right. The beam has three shape parameters: length, width, and thickness, which can be denoted as $a_1$, $b_1$, and $c_1$, respectively. Moreover, the shape parameters of the mass can be denoted as $a_2$, $b_2$, and $c_2$, and the sizes of these shape parameters are given in Table 1.

Four main resonance modes of the accelerometer are simulated by ANSYS soft. The simulation analysis of these four resonant modes of the accelerometer is, respectively, given in Figure 4. The accelerometer operates in its first mode, where the mass moves along Z-axis. The second and third mode masses rotate along the X-axis and Y-axis, respectively. In addition, for the fourth resonant mode of the accelerometer, both the mass and frame move along Z-axis. Their resonant frequencies are given in Table 2, indicating that the resonant frequency of the working mode (the first resonant mode) is 408 kHz, and the frequencies of the remaining three resonant modes are 667 kHz, 671 kHz, and 1119 kHz, respectively. In particular, there is a gap of 260 kHz between the second and first order modes, which indicates that there is a small coupling motion between the two resonant modes, which is conducive to the linearization of the HGMA. In addition, in Figure 5, the SEM and confocal microscope photos of HGMA structure are given.

4. Experiment and Analysis

4.1. Experiment. The experimental device is shown in Figure 6. From left to right, there are recycling box, deformable instrument, computer, Hopkinson bar, and compressed air, which together constitute the Hopkinson bar calibration system. In addition, the power supply provides a $+5 \text{V}$ voltage for HGMA, the temperature is kept at 25°C (room temperature), and the sampling points are 19243.

In detail, the schematic diagram and experimental apparatus for the dynamic linear incremental impact system, which adopts the developed dual-warhead Hopkinson bar, are given in Figure 6. As shown in Figure 6(a), the entire test system includes an accelerometer measurement part, a launch and impact part, the pressure control, and data acquisition parts. In addition, Figures 6(c) and 6(d) show the details of the launch tube and the measured accelerometer, respectively.

In Figure 6, the accelerometer is installed at the bottom of the base to detect the acceleration produced by the bullet hitting the Hopkinson bar, which ranges from $1.5 \times 10^5 \text{g}$ to $2.0 \times 10^5 \text{g}$. The grating is placed near the base to detect the Doppler shift caused by the acceleration. Pressure chambers 1 and 2 are used to generate pressures up to 1 MPa. In the experiment of inside bullet or outside bullet, the bullet hits Hopkinson bar and generates the longitudinal elastic compression wave on the other side of Hopkinson bar. The accelerometer installed on the side of the rod will fly out immediately under the action of a quasi-half-sine acceleration pulse from the compression wave. The Doppler shift can be measured by the grating which, installed on the base, measures according to the acceleration measured by the accelerometer. Then, the measured signals are converted into voltage signals and input into the OP amplifier, and finally the voltage signals are analyzed by the data acquisition part.

4.2. Analysis. The collected output signals in the experiment are shown in Figure 7. Generally speaking, the signal can be
divided into two parts: static signal (preparing stage) and dynamic signal. When there is no external interference, the accelerometer output is a static signal. In general, static signal contains a wealth of random noise. PX he statistical characteristics of noise in HGMA signal can be obtained from the static output signal. Moreover, the dynamicsignal caused by external impact consists of two phases: the shock phase and the vibration phase. For this calibration experiment, the shock stage is the main part, and the vibration stage contains the vibration information which can reflect the dynamic characteristics of HGMA. Since the amplitude and frequency characteristics of the output signals in the static stage and the dynamic stage are different, the direct denoising output signal will affect the denoising effect. Therefore, this paper analyzes the static stage and the dynamic stage, respectively, and obtains a better denoising effect. Since the dynamic output signal of HGMA contains a large amount of vibration information, this paper mainly analyzes and demonstrates the denoising effects of different algorithms in the dynamic stage.

According to the VMD-PE-wavelet threshold denoising algorithm steps, firstly, the output signal is decomposed by VMD. Different from EMD, LMD, and other decomposition algorithms, before the VMD, relevant parameters need to be determined, such as the number of decomposition layers $K$ and quadratic penalty factor $\alpha$, among which, the determination of $K$ has the greatest impact on the decomposition effect. In this article, $K$ is determined according to the principle of center frequency proximity, that is, initial $K$ value is set first, then $K$ value is increased successively, VMD is conducted, and the center frequency of each mode is obtained. When two center frequencies are similar, it is judged to be over-decomposition, then the previous $K$ value is taken as the mode number, and the default value of the remaining parameters is adopted in this paper. With different $k$ values selected, the center frequency of each mode

| Shape parameters | The beam | The mass |
|------------------|----------|----------|
| Size ($\mu m$)   | Length ($a_1$) | Width ($b_1$) | Height ($c_1$) | Length ($a_2$) | Width ($b_2$) | Height ($c_2$) |
| 350              | 800      | 80       | 800          | 800          | 800        | 200          |

Figure 2: The steps of VMD-PE-wavelet threshold algorithm.

Figure 3: The structure schematic and size of HGMA.

Table 1: Structure parameters of the accelerometer’s beam and mass.
after VMD is shown in Table 3; when the number of decomposed layers is set to 8, the center frequencies of the fifth and sixth mode functions are, respectively, 536.6 kHz and 554 kHz, which are close to each other, and mode aliasing may occur. Therefore, it is appropriate to choose 7 as the number of decomposition patterns.

To visually highlight the advantages of the VMD, VMD and EMD are compared here; Figures 8 and 9 are the decomposition results of dynamic signals obtained by using VMD and EMD, respectively. The results show that VMD can overcome the phenomenon of mode mixing and pseudocomponents caused by EMD. So, in this article, the VMD is adopted to decompose the dynamic signals.

The results are given in Figure 8; $S(t)$ is a dynamic signal which needs to be decomposed, and $S(t)$ is decomposed into IMF components of 7 different modes. According to the second step of the VMD-PE-wavelet denoising algorithm, calculate the PE value of the acquired IMF components and then classify them into noise components, mixed components, and useful components according to the similarity. As shown in Figure 10, the range of PE values is [0.2, 0.8]. IMF components (IMF1, IMF3, and IMF4) with PE values between 0.2 and 0.4 are determined as useful components, and these IMFs are directly reserved to participate in subsequent signal reconstruction. However, IMFs (IMF2, IMF5, and IMF6) between 0.4 and 0.6 are considered as mixed components, which need to be denoised by wavelet threshold before signal reconstruction. IMF (IMF7) with PE value over 0.6 is directly discarded as a noise component. Before signal reconstruction, we need to use the wavelet threshold to denoise the mixed components. Through a lot of comparative analysis, in this paper, wavelet basis function finally adopts the “db4” wavelet, and then the decomposition scale is set to 4. In addition, the soft threshold function is used for dealing with those wavelet coefficients. Finally, the final denoising signal can be obtained by reconstructing the IMF.
Figure 5: Overall picture, CCD picture, and SEM picture of the accelerometer.

Figure 6: Hopkinson bar calibration device.
components which have been denoised by the wavelet threshold and useful IMF components.

To verify the reliability of this new algorithm, we compared this new algorithm with EMD and wavelet threshold. Performances of different denoising methods are, respectively, discussed in both time and frequency domains. Next, the performance of different denoising algorithms will be analyzed from the preparation stage, the shock stage, and the vibration stage, respectively.

4.2.1. Preparation Stage. When there is no external interference, the output of the accelerometer is static signal. This stage contains a large number of random noises and bias characteristics of the accelerometer. It can be seen from Figure 11 that the noises in this stage are large (peak-peak is around 0.054 V), and the signals denoised by VMD-PE-wavelet, wavelet, EMD, and VMD, respectively, are basically overlapped. In this stage, these denoising methods all have good denoising effects.

Allan variance is a time-domain analysis technique, which is often used for random error analysis of data collected by gyroscope under static conditions. Here, the Allan variance curve is used to analyze whether the noise level is reduced in the static stage (preparation stage). In Figure 12, the values of static output signals and the signals denoised by VMD-PE-wavelet threshold in $2.5 \times 10^{-8}$ s are 102 mV/h and 0.65 mV/h, respectively. When using VMD-PE-wavelet threshold algorithm, the noises in the original signals can be reduced by 99.97%, indicating that using the VMD-PE-wavelet method can significantly remove the random noise of the signals.

4.2.2. Shock Stage. For this calibration experiment, the stage is the main part, and its peak value is about $-1.754$ V, and its impact pulse width is about 6.5 us. As shown in Figure 13, at this stage, the original signals, VMD-PE-wavelet threshold, and EMD denoising signals almost overlap, which indicates that these two methods can maintain useful information while removing noise. However, after the wavelet threshold denoising and VMD denoising, the signal amplitudes are only $-1.5$ V and $-1.04$ V respectively, which loses a considerable part of useful signals, and the errors are more than 14% and 40% compared to the original signals, respectively; due to serious signal distortion, wavelet threshold denoising

Table 3: Center frequencies of different decomposition layers.

| The value of $K$ | Center frequency (kHz) |
|-----------------|------------------------|
| 5               | 60.4 124.7 227 536.6 10000 — — — |
| 6               | 60.4 124.7 227 536.6 10000 10550 — — — |
| 7               | 60.4 124.7 234 370 536.6 10000 12860 — |
| 8               | 60.4 124.7 234 370 536.6 554 10000 12860 |

Figure 7: The output signal of the accelerometer.
Figure 8: The decomposition results of dynamic signal by VMD.

Figure 9: The decomposition results of dynamic signal by EMD.
Figure 10: Classification of IMF components according to PE values.

Figure 11: Static signal denoising results.

Figure 12: The denoising results of the preparation stage analyzed by Allan derivation.
and VMD algorithms are not suitable for accelerometer denoising.

4.2.3. Vibration Stage. This stage mainly contains the vibration information of the signal output by the accelerometer, and this stage reflects the dynamic characteristics of the accelerometer. The performance of different denoising algorithms at this stage is shown in Figure 13; at this stage, only VMD-PE-wavelet threshold can inherit the features of the original signal while denoising. Meanwhile, wavelet threshold denoising and VMD result in certain signal distortions, with the maximum error exceeding 17% and 25%, respectively. The EMD denoising method almost loses the characteristics of the original signal; only the VMD-wavelet denoising method is applicable in the vibration phase, and the other three methods will cause serious signal distortion.

After analyzing the denoising effects of these denoising methods in time domain, we continue to discuss the frequency features of the signals after denoising with different denoising algorithms. The frequency characteristics of these signals are given in Figure 14, and the specific comparison results are summarized in Table 4.

4.2.4. Frequency Domain Analysis of the Shock Stage. At this stage, the frequency peak is around 33.2 kHz. In Figure 14, the amplitude of the signal denoised by the VMD-PE-wavelet threshold denoising method has the same amplitude as the original signal at the peak point (both at 0.088 V). In addition, the peak value of the signal denoised by wavelet threshold is 0.066 V, the peak value of the signal denoised by EMD denoising is 0.045 V, and the peak value of the signal denoised by VMD denoising is 0.060 V; the errors are 25%, 48.8%, and 31.8%, respectively, compared with the original signal. This means that only the VMD-PE-wavelet threshold denoising method can retain the original frequency characteristics and the actual amplitude while denoising.

4.2.5. Frequency Domain Analysis of the Vibration Stage. In the frequency domain, the frequency peak of this stage is at 536.3 kHz. In addition, the accelerometer vibrates around
the Z-axis, so just the working mode is activated. As mentioned above, the vibration frequency of the first mode of the accelerometer is 408 kHz. Due to machining errors and other factors, the actual value is deviated by about 128 kHz. As shown in Figure 14, the amplitude of the signal denoised by VMD-PE-wavelet denoising at the peak point is the same as that of the original signal (both at 0.249 V). In addition, the peak value of the signal denoised by wavelet threshold denoising is 0.186 V, the peak value of the signal denoised by EMD denoising is 0.213 V, and the peak value of the signal denoised by VMD denoising is 0.213 V. Compared with the original signal, the errors are 25.3%, 94.7%, and 14.4%, respectively. These three methods lose the frequency characteristics of the original signal seriously, so only the VMD-PE-wavelet threshold denoising method can be used for accelerometer calibration denoising.

As can be seen from the above comparative analysis, VMD-PE-wavelet threshold denoising algorithm can maintain a good signal fidelity when denoising; compared with EMD, VMD, and wavelet threshold, the signal distortion caused by

---

**Figure 14:** Frequency characteristics of signals after denoising with different denoising methods.

**Table 4:** Performance evaluation of different denoising algorithms in dynamic processing.

| Methods       | Original signal | VMD-PE-wavelet | EMD   | Wavelet | VMD     |
|---------------|-----------------|----------------|-------|---------|---------|
| Shock stage   | Value (V)       | 0.088          | 0.085 | 0.066   | 0.045   | 0.060   |
|               | Errors (%)      | —              | 3.4   | 25      | 48.8    | 31.8    |
| Vibration stage | Value (V)   | 0.249          | 0.248 | 0.186   | 0.013   | 0.213   |
|               | Errors (%)     | —              | 0.4   | 25.3    | 94.7    | 14.4    |
VMD-PE-wavelet threshold algorithm is small. To compare the denoising effects of these three denoising algorithms, the correlation coefficient and signal-to-noise ratio (SNR) are introduced to quantitatively verify the superiority of this algorithm; the results are given in Table 5; the correlation coefficient and signal-to-noise ratio are defined as follows:

$$
\rho_{S_1, S_2} = \frac{\text{Cov}(S_1, S_2)}{\sqrt{D(S_1) \cdot D(S_2)}}
$$

(17)

where the original signal and the denoising signal are denoted as $S_1$ and $S_2$, $\text{Cov}(S_1, S_2)$ is the covariance of $S_1$ and $S_2$, and the variance of $S_1$ and $S_2$ is denoted as $D(S_1)$ and $D(S_2)$, respectively.

$$
\text{SNR} = 10 \log \left( \frac{P_s}{P_n} \right)
$$

(18)

where the effective power of the signal and noise is denoised as $P_s$ and $P_n$, respectively.

Table 5 shows the comparison results of signals denoised by different denoising methods; the signal after VMD-PE-wavelet threshold denoising has the highest SNR (18.56), and its correlation coefficient is as high as 0.982, indicating that this denoising method can maintain good signal fidelity. Compared with the other three methods, this method not only improves the SNR the most but also reduces the signal distortion.

### 5. Conclusions

In order to eliminate the noises in the accelerometer output signals to achieve the purpose of calibration denoising, this article proposes a joint denoising algorithm which combines the wavelet threshold with the VMD and PE algorithms. Compared with the current decomposition algorithm (EMD, LMD, etc.), VMD-PE has the advantages of antinode aliasing and good mode recognition ability. The core idea of this method is firstly, the output signals are decomposed and classified by VMD-PE, and then the mixed component is processed by the wavelet threshold, which avoids the signal distortion caused by the direct use of wavelet threshold denoising. This combined denoising method combines the decomposition ability of VMD, the recognition ability of PE, and the denoising ability of wavelet threshold, which can achieve a balance between denoising effect and signal fidelity. The experiment shows that this method not only has a good denoising effect (the noises in the static part can be eliminated by 99.97% and the SNR of the dynamic part is raised to 18.56) but also can maintain a good signal fidelity (the error of shock peak amplitude is 3.4%, the error of vibration peak amplitude is 0.4%, and the correlation coefficient between the denoising signal and the dynamic part is as high as 0.982). Therefore, the combined denoising algorithm (VMD-PE-wavelet threshold) proposed in this article has good denoising effect and is suitable for accelerometer calibration.
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