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Abstract

A simple strategy to explore a network is to use a random-walk where the walker jumps from one node to an adjacent node at random. It is known that biasing the random jump, the walker can explore every walk of the same length with equal probability, this is known as a Maximal Entropy Random Walk (MERW). To construct a MERW requires the knowledge of the largest eigenvalue $\lambda_1$ and corresponding eigenvector $\pi^{(1)}$ of the adjacency matrix $A = \{a_{ij}\}$, that is global knowledge of the network. When this global information is not available, it is possible to construct a biased random walk which approximates the MERW using only the degree of the nodes, a local property. Here we show that it is also possible to construct a good approximation to a MERW by biasing the random walk via the properties of the network’s core. We present some examples based on real and artificial networks showing that the core-biased random walk outperforms the degree-biased random walks.

1 Introduction

A simple method to explore a network is via a random walk. Properties of the random walk, like the probability that the walker is in a particular node as time tends to infinity or, the time that it would take the walker to visit at least once all the nodes of the network, are dependent on the network’s connectivity. This relationship between the structural properties of the network and the random walk have been used to explore properties of complex networks like community detection [16] or the discovery of the network structure [21]. Here we are interested in biased random walks, and in particular a random walk where the walkers explore every walk with equal probability, known as Maximal Entropy-rate Random Walks (MERW) [4]. The MERW has been used to study well known problems in complex networks like link prediction [10], community
detection [14] and in practical applications, for example in the discovery of salient objects in an image [22] or in the development of routing algorithms in data-centric networks [9]. To construct a MERW requires the knowledge of the largest eigenvalue and corresponding eigenvector of the adjacency matrix [4], these are global properties of the network which require that, at each step, the random walker knows the whole connectivity of the network, often this knowledge is not available.

A good approximation to the MERW using only local properties is the degree biased random walk [8, 7, 17]. In this case the walker jumps from one node to a neighbouring node with a preference based on the degree of the destination node. These degree-biased random walks are also used to understand properties of networks, for example, how to efficiently disperse the information contained in a node [8], in the link prediction problem [11], in the accurate discovery of the network structure in assortative networks [20], in epidemic spreading [15] and more recently the degree biased random walk has been extended to multiplex networks [1].

In here, as an approximation to the MERW, we present a biased random walk where the walker prefers to jump to nodes that are connected to the core of the network. We would justify the proposed biased random walk via a spectral bound of the adjacency matrix and show that this core-biased random walk can outperform the degree-biased random walk.

Next section reviews some results about MERW and its approximations based on local walks of a given length. We use these approximations for comparison purposes with the method introduced here. Section 3 introduces the core biased random walk and how is related to the MERW. Section 4 we present some examples comparing the core biased method with the MERW using some real and synthetic networks. Last section is our conclusions.

2 Biased random walks and the Maximal Rate Entropy Random walk

The connectivity of a finite, undirected and connected network can be described by the symmetric adjacency matrix $A$, where $a_{ij} = 1$ if nodes $i$ and $j$ share a link and zero otherwise. In these networks, a random walker would jump from node $i$ to a neighbouring node $j$ with a probability $P_{i\rightarrow j}$. The probability that the walker is in node $j$ at time $t + 1$ is $p_j(t + 1) = \sum_i a_{ij} P_{i\rightarrow j} p_i(t)$ or in matrix notation $\mathbf{p}(t + 1) = \mathbf{\pi} \mathbf{p}(t)$. If the matrix $\mathbf{\pi}$ is primitive then the probability of finding the walker in node $i$ as time tends to infinity is given by the stationary distribution $\mathbf{\pi}^* = \{p_i^*\}$. In a network, the jump probability $P_{i\rightarrow j}$ can be expressed as

$$P_{i\rightarrow j} = \frac{a_{ij} f_j}{\sum_j a_{ij} f_j}$$  \hspace{1cm} (1)
where \( f_j \) is a function of one or several topological properties of the network, in this case the stationary distribution is \[ p_i^* = \frac{f_i \sum_j a_{ij} f_j}{\sum_n f_n \sum_j a_{nj} f_j}. \]

The measure which tells us the minimum amount of information needed to describe the stochastic walk is the entropy rate \( h = \lim_{t \to \infty} S_t/t \), where \( S_t \) is the Shannon entropy of all walks of length \( t \). There is another definition of entropy rate \([5]\). If \( \{x_t\} \) denotes the stochastic process of the random walker, then if the stationary probability of this process exist, the rate entropy \( h' = \lim_{t \to \infty} S(x_t|x_{t-1}, \ldots, x_1) \), is equal to \( h = \lim_{t \to \infty} S_t/t \) \([5]\). This alternative definition is used when describing random walks. If the random walk is described by a stationary Markov chain then \( \lim_{t \to \infty} S(x_t|x_{t-1}, \ldots, x_1) = S(x_2|x_1) \) and \([5]\)

\[
h = -\sum_{i=1}^{N} p_i^* \sum_{j=1}^{N} P_{i \to j} \ln(P_{i \to j}). \tag{3}
\]

The maximal rate entropy \( h_{\text{max}} \) corresponds to random walks where all the walks of the same length have equal probability. The value of \( h_{\text{max}} \) can be expressed in terms of the spectral properties of the network as follows. If \( |\lambda_1| \geq |\lambda_2| \geq \ldots \geq |\lambda_N| \) are the eigenvalues of the adjacency matrix \( A \), then the number of walks of length \( t \) is \( W_t = \sum_{ij} (A^t)_{ij} \) where \( (A^t)_{ij} \) denotes the \( i,j \) entry of the adjacency matrix \( A \) raised to the power \( t \). The number of walks can be expressed in terms of the spectra as \( W_t = \sum_i a_i^2 \lambda_i^t = a_1^2 \lambda_1^t (1 + (a_2/a_1)^2 (\lambda_2/\lambda_1)^t + \ldots) \), where the \( a_i \)'s are constants. From this last expression the maximal rate entropy is \([4]\)

\[
h_{\text{max}} = \lim_{t \to \infty} \ln \frac{\sum_{ij} (A^t)_{ij}}{t} = \lim_{t \to \infty} \left( \frac{1}{t} \right) \ln (a_1^2 \lambda_1^t (1 + (a_2/a_1)^2 (\lambda_2/\lambda_1)^t + \ldots)) = \ln(\lambda_1). \tag{4}\]

For the MERW the probability \( P_{i \to j} \) is such that all the walks of the same length have equal probability. This probability is determined by considering the proportion of all walks of length \( t \) that start in node \( i \) and pass through node \( j \) relative to all the walks of length \( t \) that start in node \( i \), and then take the limit as the walk length tends to infinity \([4]\), that is

\[
P_{i \to j} = \lim_{t \to \infty} \left( \frac{a_{ij} \sum_{k=1}^{N} (A^{t-1})_{ik}}{\sum_{k=1}^{N} a_{ik} \sum_{m=1}^{N} (A^{t-1})_{km}} \right) = \lim_{t \to \infty} \left( \frac{a_{ij} (A^{t-1} \cdot \mathbf{1})_{j}}{\sum_{k=1}^{N} a_{ik} (A^{t-1} \cdot \mathbf{1})_{k}} \right) \tag{5}\]

where the inner sums are expressed as the multiplication of the matrix \( A^{t-1} \) with the vector \( \mathbf{1} \) which has all its entries equal to 1. The vector \( \mathbf{1} \) can be expressed as a linear combination of the eigenvectors of \( A \) as \( \mathbf{1} = \sum_{j=1}^{N} b_j \mathbf{\pi}^{(j)} \) where \( \mathbf{\pi}^{(j)} \) is the \( j \)-th eigenvector and the \( b_j \)'s are constants. The expression \( A^{t-1} \cdot \mathbf{1} = \sum_{j=1}^{N} b_j \mathbf{\lambda}_j^{t-1} \mathbf{\pi}^{(j)} \) in the limit as \( t \) tends to infinity is \( \lim_{t \to \infty} (A^{t-1} \cdot \mathbf{1}) \).
\(1) = b_i \lambda_i^{-1} \pi^{(1)}\) as \(|\lambda_1| \geq |\lambda_i|\) for all \(i\), then from this observation, Eq. (5) is [4]

\[ P_{i \rightarrow j} = \frac{a_{ij} v_j}{\sum_j a_{ij} v_j} = \frac{a_{ij} v_j}{\lambda_i v_i}, \tag{6} \]

where \(v_i\) is the \(i\)-th entry of the eigenvector \(\pi^{(1)}\). For clarity, in the above equation we have drop the superscript labelling the eigenvectors, and from now on, the entries \(v_i\) would always refer to the eigenvector \(\pi^{(1)}\). The stationary probability for the MERW is \(p_i = v_i^2\), which can be verified by evaluating that the condition of stationary \(p_j = \sum_i a_{ij} (v_j/\lambda_1 v_i) p_i^2\) is satisfied. From this stationary probability, Eq. (6) and Eq. (3) it can be confirmed that the MERW maximises the rate entropy. Also it is not difficult to verify that the probability of the walk of length \(t\) starting from \(i\) and finishing in \(j\) is \(P(W_{ij}^{(t)}) = (v_i/\lambda_1 v_a)(v_a/\lambda_1 v_b) \cdots (v_p/\lambda_1 v_z) = v_i/\lambda_1 v_j\), showing that the probability of the walk \(W_{ij}^{(t)}\) only depends on the initial and final node and the length of the walk.

The implementation of the MERW requires global knowledge of the network connectivity as we need to evaluate the largest eigenvalue-eigenvector pair. If this global knowledge is unavailable then it is possible to approximate the maximal entropy random walk via the node’s degree \(k_i\) [8, 7] which is a local network property. In this case walks of length \(t = 2\) have equal probability, as \((A^{t-1} \cdot 1)_i = (A \cdot 1)_i = k_i\) then the biased jump is

\[ P_{i \rightarrow j} = \frac{a_{ij} (A \cdot 1)_{j}}{\sum_k a_{ik} (A \cdot 1)_k} = \frac{a_{ij} k_j}{\sum_j a_{ij} k_j}, \tag{7} \]

This degree biased random walk has been extended to

\[ P_{i \rightarrow j}(\alpha) = \frac{a_{ij} k_j^\alpha}{\sum_j a_{ij} k_j^\alpha}, \tag{8} \]

where \(\alpha\) is a free parameter [3, 17, 1]. The parameter \(\alpha\) can be adjusted to find the best approximation to the maximal entropy rate. We would use both, Eqs. (7) and (8) for comparison purposes Section 4.

It is possible to improve even more the approximation to the maximal rate entropy by considering walks of length three. In this case \(t = 3\), \((A^2 \cdot 1)_i\) is the number of walks of length three from node \(i\). The number of walks of length three from node \(i\) is equal to the sum of all walks of length two starting from the neighbouring nodes of \(i\), if we denote the neighbours of \(i\) with \(i_q\) then \((A^2 \cdot 1)_i = \sum_i k_i = k_i \sum_{q=1}^{k_i} k_{i_q}/k_i = k_i k_i^{(1)}\) where \(k_i^{(1)}\) is the average neighbours degree of node \(i\), in this case the random jump probability is [17]

\[ P_{i \rightarrow j} = \frac{a_{ij} k_j k_j^{(1)}}{\sum_j a_{ij} k_j^{(1)}}, \tag{9} \]

We would also consider this average neighbours degree random jump for comparison purposes in Section 4.
3 Core-biased random walk

If the largest eigenvalue-eigenvector pair is not known, the MERW results suggests that a good approximation to the largest eigenvector $\overline{\pi}^{(1)}$ could be used to construct a biased random walk. In here, instead of approximating the MERW by considering walks of increasing length, we use a lower bound of $\lambda_1$ based on the network’s core, to construct an approximation to the MERW.

A lower bound for the largest eigenvalue is $\lambda_1 \geq (W_t/W_0)^{1/t}$, $t=1,\ldots\ [19]$ where $W_t = \overline{\pi}^T A^t \overline{\pi}$ is the total number of walks of length $t$, $A$ is the adjacency matrix and $\overline{\pi}$ is a vector with all its entries equal to one. A lower bound for the number of walks is $W_t \leq \sum_{i=1}^{N} k_i^+$ [6] where the equality is true only if $t \leq 2$.

In a network where the nodes are ranked in decreasing order of their degree, the connectivity of the network can be described with the degree sequence $\{k_i\}$ and the sequence $\{k_i^+\}$ where $k_i^+$ is the number of links that node $r$ shares with nodes of higher rank. A bound of the largest eigenvalue in terms of the $\{k_i^+\}$ sequence is $\lambda_1 \geq 2(k^+)_r$, where $\langle k^+\rangle_r = (1/r) \sum_{i=1}^{r} k_i^+$ is the average number of links shared by the top ranked $r$ nodes [12]. If $r = N$ then we recover the well known bound $\lambda_1 \geq W_1/W_0 = 2(\sum_i^{N} k_i^+)/N = L/N$ where $W_0 = N$ is the total number of nodes and $W_1 = L$ is the total number of links.

Consider the adjacency matrix $A$ of the network where the nodes are ranked in decreasing order of their degree and $\overline{\pi}(r)$ a vector where its first $r$ entries are set to one and the rest to zero. The vector $\overline{\pi}(r) = A \overline{\pi}(r)$ has entries $\pi_i(r) = K_i^+(r)$, where $K_i^+(r)$ is the number of links that node $i$ shares with the top $r$ ranked nodes, see Fig. 1. Also notice that $2(\langle k^+\rangle_r) = (\overline{\pi}^T (r) A \overline{\pi}(r))/r$. As $2(\langle k^+\rangle_r)$ is a lower approximation to $\lambda_1$, then $\overline{\pi}(r)$ gives an approximation to the eigenvector $\overline{\pi}^{(1)}$.

This bound based on $\{k_i^+\}$ suggests a core biased random walk. If the top $r$ ranked nodes are the core of the network, then a core-biased random jump is $P_{i\rightarrow j}(r) = a_{ij} K_j^+(r)/\sum_j a_{ij} K_j^+(r))$. But it is possible that $K_j^+(r) = 0$ if node $j$ has no links with the network’s core and then the random-walk will be ill-defined. To avoid this situation we propose

$$P_{i\rightarrow j}(r) = \frac{a_{ij}(K_j^+(r) + 1)}{\sum_j a_{ij}(K_j^+(r) + 1)}. \quad (10)$$

As we want to have the best possible approximation to the maximal rate entropy $h_{\text{max}}$ we define the core as the value of $r$ which maximises the value of $h(r)$, that is

$$r_c = \arg \max_r (h(r)). \quad (11)$$

The core are the nodes ranked from 1 to $r_c$. The value of $h(r)$ is evaluated numerically from the core biased random jump $P_{i\rightarrow j}(r)$ given by Eq. (1) with $f_j = K_j^+(r) + 1$, then evaluating the stationary distribution $\{p_n^r\}$ (Eq. 2) and from this distribution the rate entropy $h(r)$ (Eq. (3)).

Practically to implement this method from the perspective of the random-walker, the walker needs to know the number of neighbours that node $j$ has
Figure 1: (a) Example of simple network where the nodes are ranked in decreasing order of their degree. The core is the top three ranked nodes, shown in the shaded area. (b) Multiplying the adjacency matrix of this network by the vector with the top three entries equal to 1 and the rest equal to 0 gives the number of links $K_i^+$ that the nodes share with the core. Notice that node 1, even that is the best connected node, has few connections with the core and node 4, which is not in the core, is well connected with the core. Node 9 has $K_9^+ = 0$ as it does not shares a link with the core.

with the core. The number of neighbours of node $j$ is a local property but, to measure how many of these neighbours are in the core requires the rank of the neighbouring nodes and the rank $r_c$ which defines the core, which are global properties. If there is no core $r_c = 0$ then $K_i^+ = 0$ and we recover a random walk with $P_{i \rightarrow j} = 1/k_i$. The other extreme is if $r = N$, that is all nodes are the core, in this case there is no point to check if the second neighbours of $j$ are in the core, as they will be, so $K_j^+ = k_j$ and $P_{i \rightarrow j} = a_{ij}(1 + k_j)/(k_i + k_j)$, which takes into consideration the walks of length one and two.

The evaluation of the core is done by searching the value of $r$ that maximises $h(r)$ (Eq. (11)). This operation requires the full knowledge of the network connectivity hence the computational complexity is $O(L)$ where $L$ is the number of links in the network, which is the same computational complexity as for the MERW. This compares unfavourably with the degree–biased random walk which has computational complexity of $O(\langle k \rangle)$ [17] as it requires, on average, the degree of the neighbouring nodes. However, it is possible to create a core biased random walk which has $O(\langle k \rangle)$ computational complexity. If the overall ranking of the nodes it is not known but we assume that the core are the nodes with degree greater than $k^*$, then we can redefine $K_j^+(k^*)$ as the number of links that node $j$ has with nodes of degree higher or equal to $k^*$ and

$$P_{i \rightarrow j} = \frac{a_{ij}(K_j^+(k^*) + 1)}{\sum_j a_{ij}(K_j^+(k^*) + 1)}$$

is the jump probability of a biased random walk. Clearly this will not give the best approximation to $h_{\text{max}}$ as we have not put any restriction on the de-
Figure 2: Ratio $h/h_{\text{max}}$ for (a) the AS-Internet, (b) HepTh and (c) Power networks. The vertical lines show the value of $r$ when $h$ is maximal. The horizontal lines are different maximal values of $h$ obtained from degree-biased method (Eq. (8)) (bottom and middle) and average-neighbours degree biased method (Eq. (9)) (top line). The middle horizontal line was obtained when $\alpha = 0.64$, $\alpha = 1.39$ and $\alpha = 1.60$ which maximises the value of $h$ for the AS-Internet, HepTh and Power networks respectively.

**4 Examples**

We consider four examples. The first example is about the behaviour of the rate entropy $h(r)$ as a function of the rank $r$ for different real networks. We show that the core biased random walk gives a better approximation to the MERW than the degree biased method. More interestingly, in some networks the core biased gives a better approximation to the average neighbours degree method. The second example is similar to the first example as we compare the approximations to the MERW for different real and synthetic networks. However in this example, we also show that the approximation based on the guess of which nodes form the core can outperform the degree biased method. The third and fourth examples are related to properties of two characteristic times associated with the random walk. The third example considers the mixing time for the network of airports. The mixing time is the number of steps for the initial distribution $\{p_i(0)\}$ to reach the stationary distribution $\{p_i^*\}$. This time has practical applications, for example, the mixing time is one of the methods to decide how long it will take for the random walker to collect information about the network and get a sample result which is good enough. The example illustrates that the MERW has the fastest convergence compared to the approximations and the normal random walk. The fourth and last example
presents the return time for the Airports network. This time is the average time that takes to return to the starting node of the walk. In some networks the MERW has the property that the random walker can spend a very long time visiting a selection of nodes compared with a non-biased walk [4]. This behaviour would be reflected in the return time as there would be starting nodes that take a relatively very long time for the walker to return to them. We compare the return time of the MERW against its approximations.

In the first example we consider three real networks, the AS-Internet, the network of co-authors for Physicist researching in High Energy Physics (Hep-Th) and an electrical distribution network (Power network). Figure 2 shows \( h(r)/h_{\text{max}} \) against the size of the core \( r \) for these networks. The maximal entropy \( h_{\text{max}} = \ln \lambda_1 \) was evaluated from the diagonalization of the adjacency matrix \( A \).

In the figure, for comparison purposes, the bottom horizontal line shows the ratio \( h/h_{\text{max}} \) for the degree-biased random walk (Eq. (7)), the middle horizontal line for the degree-biased random walk where the value of \( \alpha \) maximises \( h \) (Eq. (8)) and the top horizontal line the case when the average neighbours degree is included (Eq. (9)).

In the figure the circles show the ratio \( h(r)/h_{\text{max}} \) against the size of the core for the core-biased random jump given by Eq. (10). For the three networks there is a large interval in the rank \( r \) where the core-biased random walk performs better than the degree-biased random walk (bottom and middle horizontal lines), and in the HepTh network there are values of \( r \) where the core-biased random walk is better than the method considering the average neighbours degree (top line). For the Power network the approximation to \( h_{\text{max}} \) is not as good as for the AS-Internet or the HepTh. The reason is that the vector \( \pi(r) \) with entries \( z_{i}(r) = K^+_i(r) \) gives a poor approximation to the eigenvector \( \pi^{(1)} \) [12]. The vertical lines show the rank \( r \) where \( h(r) \) is maximal. If we define the core of the network at this value then the core size is relatively small. The ratio of number of nodes in the core to the total number of nodes, \( r_c/N \), is 1.6% for the AS-Internet, 2.6% for the HepTh and 5.5% for the Power network.

The results for the second example are in table 1 which compares \( h/h_{\text{max}} \) for some real and artificial networks when using different biased walks. In the table, the first five network entries are data from real networks and the last five are synthetic networks. The entry Random is a Erdős-Rényi random network, “Power law” refers to power law networks with different assortativity coefficient and Regular is a random regular network. In general the biased random walks based on the average neighbours degree (Eq. (9)) outperforms the core biased method except for the Les-mis network. The core biased method outperforms the degree biased and the weighted degree biased methods. The last column shows the ratio \( h/h_{\text{max}} \) where \( h \) is obtained from Eq. (12) for \( k^* = 4 \), that is, the nodes with degree higher than 4 are considered the core of the network. This crude definition of the core can give a better approximation of \( h_{\text{max}} \) than the degree-biased method. We also noticed that the assortativity of the network or the size of the core are not correlated with the values of the rate entropy \( h \).

In this third example we consider the mixing time of the Airports networks. Here we are only considering networks which are undirected, connected and not
Table 1: Comparison of the ratio $h/h_{\text{max}}$ obtained using the core-biased method ($h_c/h_{\text{max}}$), degree-biased method ($h_k/h_{\text{max}}$, $\alpha = 1$), weighted degree-biased ($h_{\alpha}/h_{\text{max}}$) and average neighbours degree biased method ($h/h_{kk(1)}$). The column labelled by $\alpha$ shows the value of this parameter that maximises the entropy for $h_\alpha$. Next column shows the relative size of the core $r/N$ for the core-biased method. The parameter $\rho$ is the assortativity coefficient [13]. The last column is $h_{k^*}/h_{\text{max}}$ obtained from the core $k^* = 4$ biased method (Eq. (12)).

| Network | $h_c/h_{\text{max}}$ | $h_k/h_{\text{max}}$ | $h_{\alpha}/h_{\text{max}}$ | $h/h_{kk(1)}$ | $r/N$ | $\alpha$ | $\rho$ | $h_{k^*}/h_{\text{max}}$ |
|---------|-----------------------|-----------------------|-------------------------------|----------------|-------|---------|-------|------------------------|
| Airports| 0.999                 | 0.991                 | 0.995                         | **0.999**      | 0.136 | 0.755   | -0.267| 0.994                  |
| CondMat | 0.945                 | 0.885                 | 0.905                         | **0.953**      | 0.039 | 1.291   | 0.157 | 0.891                  |
| NetSci  | 0.914                 | 0.890                 | 0.891                         | **0.934**      | 0.137 | 1.047   | -0.081| 0.897                  |
| Football| 0.998                 | 0.998                 | 0.998                         | **0.999**      | 0.913 | 1.472   | 0.162 | 0.996                  |
| LesMis  | **0.997**             | 0.981                 | 0.982                         | 0.993          | 0.350 | 0.941   | -0.165| 0.986                  |
| Random  | 0.983                 | 0.981                 | 0.982                         | **0.992**      | 0.449 | 1.086   | -0.045| 0.980                  |
| Power law| 0.972                | 0.960                 | 0.967                         | **0.989**      | 0.227 | 1.145   | -0.004| 0.980                  |
| Power law| 0.970                | 0.965                 | 0.965                         | **0.985**      | 0.489 | 1.000   | -0.245| 0.970                  |
| Power law| 0.980                | 0.951                 | 0.968                         | **0.991**      | 0.126 | 1.291   | 0.222 | 0.954                  |
| Regular | **1.000**             | **1.000**             | **1.000**                     | **1.000**      | -     | -       | -     | **1.000**              |

bipartite, that means that in the transition $p(t+1) = \pi p(t)$ the matrix $\pi$ is primitive and as a consequence as time tends to infinity the probability that the walker is in node $i$ is the stationary probability $p_\ast i$. The transition probability is a Markov chain that can be written as $p(t) = \pi t p(0)$ where $p(0)$ is the initial distribution at time $t = 0$. The mixing time is measured by considering how ‘close’ is the initial distribution to the stationary distribution after time $t$. Let $i$ be a starting node at time $t = 0$ and $P_{i \rightarrow j}^{(t)}$ the distribution of the walk at time equal $t$. The variational distance $d(t) = \max_i (1/2 \sum_j |P_{i \rightarrow j}^{(t)} - p_\ast j|)$, with $i = 1, \ldots, N$, tell us how close is the initial distribution to the stationary distribution at time $t$.

The mixing rate is how fast the random walk converges to the stationary distribution and it is given by the maximal eigenvalue of $\pi$ which is strictly smaller than 1. The eigenvalues $\omega_i$ of $\pi$ can be ordered such that $\omega_1 = 1 > \omega_2 > \omega_3 \ldots$, then the convergence is $d(t) \sim c \omega_2^t$ as $t$ tends to infinity, where $c$ is a constant. The term $\omega_2^t$ is small if $t$ is larger than $-1/\log(\omega_2)$. However, is common that if the state space of the Markov chain is large then $\omega_2$ is close to 1, so to make $d(t)$ small the time $t$ should be bigger than $t_{\text{rel}} = 1/(1 - \omega_2)$. If $t_{\text{mix}}$ is the time such that $d(t_{\text{mix}}) \leq \epsilon$ with $0 < \epsilon < 1$ then [18, 2]

$$
(t_{\text{rel}} - 1) \log \left( \frac{1}{2\epsilon} \right) \leq t_{\text{mix}}(\epsilon) \leq \log \left( \frac{1}{\epsilon p_{\text{min}}} \right) t_{\text{rel}}
$$

(13)

where $p_{\text{min}}$ is the minimal value of $p_\ast i$ for $i = 1, \ldots, N$. We evaluate this mixing
Table 2: Mixing time for the airport network for different biased random walks when $\epsilon = 10^{-4}$

| Method  | $t_{rel}$ | $p_{min}^*$ | $t_{mix}$ |
|---------|-----------|-------------|-----------|
| Random  | 37.0      | $1.6 \times 10^{-4}$ | (302,653) |
| MERW    | 1.6       | $7.0 \times 10^{-13}$ | (5,60)    |
| Core    | 5.2       | $3.1 \times 10^{-7}$  | (35,124)  |
| Degree  | 5.5       | $1.4 \times 10^{-7}$  | (36,133)  |
| Av. Neigh | 2.3     | $2.7 \times 10^{-9}$  | (11,66)   |

Time for the networks studied here and Table 2 shows an example of the $t_{mix}$ bounds obtained for the Airports network. In general we noticed that for all the networks considered here, the MERW mixing time is shorter than the other methods, and the random walk is the largest.

The final example shows a particular characteristic of the MERW. In some networks the random walker can spend a very long time visiting a small selection of nodes compared with a non-biased walk. To get an idea if this is the case in the Airports network we evaluated the return time $\tau_i$. This quantity refers to the time that takes the random walker to return to the starting node $i$ and can be evaluated from the stationary probability as $\tau_i = 1/p_i^*$. If this time is large, that is $p_i$ is small, the walker must be spending a large amount of time somewhere else in the network before returning to the starting node. Fig. 3 compares the return time for the core and degree biased walks against the MERW for the Airports network. The figure shows the return time for every node in the network. In the figure the solid line shows when the return time for the biased walks and the MERW are identical. Fig 3(a) show that the core biased random walk approximates better the MERW than the degree biased walk (Fig. 3(b)), as in the degree biased, the dispersion from the diagonal line is larger. The upper right hand corner of the figures show that the MERW return time for some nodes can be up to six order of magnitude larger than the core or degree biased walks. This is an example where, in the MERW, the walker would spend a long time somewhere else in the network. Notice that the core and degree method have similar return times for all nodes (Fig. 3(c)).

The dataset for the networks CondMat, NetSci, Football, HepTh, Power and LesMis are available from M. Newman’s web page (http://www-personal.umich.edu/~mejn/netdata/). The AS-Internet from https://snap.stanford.edu and the airport networks from https://toreopsahl.com/datasets/. The Erdos-Renyi, Power law and Regular random were generated with igraph.

5 Conclusions

Commonly, the maximal rate entropy random walk is approximated by considering that all walks of a given length are visited with equal probability. In here
we explored a different approach, the approximation is based on the properties of the well connected nodes. By considering the well connected nodes as the core of the network, the random walker prefers to visit walks that are in the core or are linked to the core. The motivation of using this approach comes from the properties of the MERW jump probability where this probability from one node to a neighbouring node is related to the entries of the eigenvector centrality corresponding to the node and its neighbour. The ranking of the nodes in decreasing order of their degree can give an approximation to the eigenvector centrality as it has been observed that in many networks the degree and eigenvector centralities are correlated. What we have used here is that, once the nodes are ranked, the approximation to the eigenvector centrality can be improved by considering only the connectivity between the nodes that form the core. This approach was motivated by a previous result relating a bound of the largest eigenvalue of the adjacency matrix with the connectivity of the core.

The core biased random walk gives a better approximation to the MERW than the degree biased and for some networks better than the average neighbours degree biased method. The core biased requires the full knowledge of the network connectivity which compares unfavourably with degree and average neighbour degree which only need local knowledge of the network. However, it is possible to construct a core biased method based in local knowledge by guessing the minimal degree of the nodes that form the core. This crude approach can give a better approximation of the MERW than the degree biased method. The core biased random walk, similarly to the degree and average neighbours degree methods, has a fast mixing time which is an important characteristic to have if the random walk is used in the discovery of network structure.

Figure 3: Comparison of the return time of (a) the core biased walks return time $\tau_i^{(c)}$ against the MERW $\tau_i^{(M)}$, where the subindex $i$ labels the starting node. (b) Comparison between the return time of the degree biased walks $\tau_i^{(k)}$ against the MREW and (c) comparison between the core and degree biased return times.
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