An alternative accurate tracer of molecular clouds: the ‘$X_{C_1}$-factor’

Stella S. R. Offner,† Thomas G. Bisbas, Tom A. Bell and Serena Viti

Department of Astronomy, Yale University, New Haven, CT 06511, USA
Department of Physics and Astronomy, University College London, Gower Street, London WC1E 6B, UK
Centro de Astrobiología (CSIC-INTA), Carretera de Ajalvir, km 4, E-28850 Madrid, Spain

ABSTRACT
We explore the utility of $C_1$ as an alternative high-fidelity gas-mass tracer for galactic molecular clouds. We evaluate the ‘$X_{C_1}$-factor’ for the 609 µm carbon line, the analogue of the CO ‘$X$-factor’, which is the ratio of the $H_2$ column density to the integrated $^{12}$CO (1–0) line intensity. We use 3D-PDR to post-process hydrodynamic simulations of turbulent, star-forming clouds. We compare the emission of $C_1$ and CO for model clouds irradiated by 1 and 10 times the average background and demonstrate that $C_1$ is a comparable or superior tracer of the molecular gas distribution for column densities up to $6 \times 10^{23}$ cm$^{-2}$. Our results hold for both reduced and full chemical networks. For our fiducial Galactic cloud, we derive an average $X_{C_1}$ of 3.0 $\times 10^{20}$ cm$^{-2}$ K$^{-1}$ km$^{-1}$ s and $X_C$ of 1.1 $\times 10^{21}$ cm$^{-2}$ K$^{-1}$ km$^{-1}$ s.
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1 INTRODUCTION

Within the local Universe, star formation occurs solely in molecular gas. Probing the distribution and dynamics of molecular gas is essential to understand the process by which gas converts into stars. While $H_2$ is the most abundant molecule within molecular clouds by four orders of magnitude, it has no permanent dipole moment and, thus, no transitions that are excited under typical cold cloud conditions. The next most abundant molecule, CO, is uniformly adopted by the star formation community to probe molecular gas (see review by Bolatto et al. 2013, and references therein).

However, the relationship between $H_2$ and other molecules is not trivial. In the observational domain where there is finite spatial resolution, limited sensitivity, and significant uncertainties, chemical subtleties and variations are intractable. Consequently, a constant value known as the ‘$X$-factor’ is widely used to connect CO emission and $H_2$ gas mass. The $X$-factor is defined as the ratio of the total $H_2$ column density, $N_{H_2}$, to the integrated $^{12}$CO ($J = 1 \rightarrow 0$) line emission, $W_{CO}$:

$$X_{CO} = \frac{N_{H_2}}{W_{CO}} \tag{1}$$

For Milky Way molecular clouds $X_{CO} \sim 2 \times 10^{20}$ cm$^{-2}$ K$^{-1}$ km$^{-1}$ s (e.g. Table 1 in Bolatto et al. 2013). Given that the cloud environment is observationally difficult to constrain, gas properties inferred using the standard $X_{CO}$ are likely prone to large errors.

Other molecules, such as HCN, and gas proxies, such as dust emission and extinction, provide alternative means of constraint albeit with additional challenges and uncertainties (e.g. Gao & Solomon 2004; Bolatto et al. 2011). One promising tracer is atomic Carbon, C, via the $^3P_1 \rightarrow ^3P_0$ transition, which appears to be correlated with both CO and $H_2$ abundances, at least in low-density environments (Papadopoulos, Thi & Viti 2004; Bell, Viti & Williams 2007). This C transition corresponds to 492.16 GHz (609 µm) in contrast to the first rotational transition of CO, which is 115.27 GHz (2.6 mm). To date, a variety of observational studies have found strong similarity between C and CO isotopologues (Plume, Jaffe & Keene 1994; Ikeda et al. 1999, 2002; Plume et al. 1999; Kulesa et al. 2005; Shimajiri et al. 2013). The correspondence between the C and $^{13}$CO emission is even more pronounced than for $^{12}$CO (Ikeda et al. 1999, 2002; Plume et al. 1999; Shimajiri et al. 2013). Historically, widespread C emission associated with molecular clouds received little attention since it was assumed that it traced a thin photodissociation region (PDR) layer on the surface of the cloud (Tielens & Hollenbach 1985; Plume et al. 1994, 1999; Hollenbach & Tielens 1999). However, if C exists mainly in a surface layer, this is a curious correlation, since $^{13}$CO traces denser gas on smaller scales than $^{12}$CO, which more quickly becomes optically thick.

A variety of explanations have been proposed to explain the ubiquity of $C_1$, including ‘clumpy’ clouds (e.g. Spaans & van Dishoeck 1997; Cubick et al. 2008) and non-equilibrium chemistry (e.g. de Boisanger & Chieze 1991; Xie, Allen & Langer 1995). Papadopoulos et al. (2004) were the first to challenge the view of $C_1$ as a surface tracer. Some combination of factors may be at play, but in essence, the observed emission can be explained only if C and CO are more concomitant than past calculations suggest.
The view of CI as a spatially limited ‘surface’ tracer has its roots in simple one-dimensional PDR models. In this Letter, we re-evaluate this classical picture. We explore the utility of CI as a molecular gas tracer through comparison with CO, by examining emission on a point-by-point basis in fully three-dimensional simulated clouds, which are meant to represent typical Milky Way clouds. We extend previous studies to consider higher number density environments, a full chemical network, and 3D turbulent cloud conditions. Section 2 reviews our hydrodynamic, chemical, and post-processing methods. In Section 3, we present our analysis comparing CO and CI, and we discuss the implications in Section 4.

2 NUMERICAL METHODS

We analyse a hydrodynamic simulation of a turbulent star-forming molecular cloud that was performed with the ORION adaptive mesh refinement code; it is described in detail in Offner et al. (2013), where it is the fiducial Rm6 run. We use the snapshot at one free fall time for our chemical post-processing. At this time, 17.6 per cent of the gas resides in ‘stars’, which are modelled by sink particles (Krumholz, McKee & Klein 2004). This simulation is meant to represent a 600 M⊙ piece of a typical Milky Way cloud. Namely the simulation velocity dispersion satisfies the observed linewidth-size relation (McKee & Ostriker 2007), the cloud is virialized (Tan, Krumholz & McKee 2006), and the mean H2 column densities are \( \simeq 3-5 \times 10^{21} \) cm\(^{-2}\) (Table 1), which are similar to those of local star-forming clouds (Beaumont et al. 2012). Consequently, we expect the chemical distribution to reflect that of typical Milky Way star-forming regions and exhibit similar compositions of PDR and non-PDR gas.

We use 3D-PDR (Bisbas et al. 2012) to calculate the abundance distributions, heating and cooling functions, and the gas temperature at every point of the density distribution in the range \( 200 < n < 10^5 \) cm\(^{-3}\). Full details of the code are given in Bisbas et al. (2012); however, in the simulations discussed here, we use an updated technique to compute the rate of H2 formation on grains using the treatment of Cazaux & Tielens (2002, 2004). In addition, we determine the dust temperature following the treatment of Hollenbach, Takahashi & Tielens (1991). We adopt two sets of the most recent UMIST2012 chemical data base (McElroy et al. 2013); a ‘reduced’ network consisting of 33 species and 330 reactions, and a ‘full’ network of 215 species and \~3000 reactions. Heavier elements are included in the latter, such as sulphur (S) and iron (Fe), which affect the ionization fraction and thus alter the temperature deeper into the cloud (Jiménez-Escobar & Muñoz Caro 2011), albeit at the cost of computational expense. Photodissociation of H2 and CO is treated explicitly, including the effects of self-shielding.

The elemental abundances are set to values similar to those in local molecular clouds: \([\text{He}] = 1.0 \times 10^{-4}, [\text{C}] = 1.41 \times 10^{-4}, [\text{O}] = 3.16 \times 10^{-4}, [\text{Mg}] = 5.1 \times 10^{-6}, [\text{S}] = 1.4 \times 10^{-6}, [\text{Fe}] = 3.6 \times 10^{-7}\). We consider isotropic radiation field strengths of 1 Draine, 10 Draine, where 1 Draine is the interstellar radiation field defined by Draine (1978). In all 3D-PDR models, we use 12 HEALPIX TANG (Górski et al. 2005); a turbulent velocity of 1.5 km s\(^{-1}\), similar to the hydrodynamic velocity dispersion; a cosmic ray ionization rate of \( 5 \times 10^{-17} \) s\(^{-1}\); and we evolve the chemistry for 10 Myr (see Bisbas et al. 2012 for details). Table 1 lists the run properties.

We use the radiative transfer code RADC3D to post-process the simulations and compute the CO and CI emission. We adopt the non-local thermodynamic equilibrium (LTE) large velocity gradient approach (Shetty et al. 2011), which computes the level populations given some density, abundance, and temperature distribution. The total gas density and velocities are determined hydrodynamically by ORION, while the H, H2, CO, and C abundances and gas temperature are determined by 3D-PDR. The H and H2 abundances are required since they are the main collisional partners of CO and CI. We interpolate all the inputs to 256\(^3\) resolution (\( \Delta v = 0.001 \) pc). For the excitation and collisional data, we adopt the Leiden data base values (Schöier et al. 2005).

The output spectral data cubes have 256 channels spanning \( \pm 10 \) km s\(^{-1}\) (\( \Delta v = 0.08 \) km s\(^{-1}\)). To account for velocity jumps between cells, we use ‘Doppler catching’ with \( \Delta v = 0.025 \), which interpolates the velocities so changes between points do not exceed 0.025 times the local linewidth. We adopt a constant ‘microturbulence’ of 0.1 km s\(^{-1}\) to include sub-resolution line broadening caused by unresolved turbulence. Using RADC3D, we also compute the dust continuum emission assuming a standard ISM grain distribution and equal dust and gas temperature.

We use the Planck function in the Rayleigh–Jeans limit to convert from the RADC3D line intensity to brightness temperature. The flux in a pixel is given by \( W = \Sigma T_B dv \).

3 RESULTS

3.1 X-factor distributions

If the line emission were perfectly correlated with the molecular column density, then the distribution of X-factors would be a delta function. However, the correlation varies over the cloud as a function of varying temperature and abundance, so there is generally a wide range of X-factors. This has previously been investigated in some depth for CO in turbulent cloud simulations by Shetty et al. (2011).

Fig. 1 shows the distribution of X-factors for both CO and CI for six different lines of sight (\( \pm x, \pm y, \pm z \)) through the cloud. The narrower the distribution about a single value, the better the tracer reflects the underlying H2 distribution. The top panel of Fig. 1 shows that the distribution of CO:facto:s is more symmetric and narrower than the CO distribution. When the low-level emission is removed (top panel), the two distributions look more similar, although the CI is still slightly better. This indicates that the CI is definitely better

---

**Table 1. 3D-PDR run parameters and X-factor results.**

| Run ID\(^a\) | FUV(G0) | Network | \( n_\text{H}(\text{cm}^{-3}) \) | \( \bar{n}_\text{H}(\text{cm}^{-2}) \) | \( f_{256} \) | \( X_{\text{CO}} \) | \( \alpha_{\text{XCO}} \) | \( X_{\text{CO,0}} \) | \( X_{\text{CI}} \) | \( \alpha_{\text{XCI}} \) | \( X_{\text{CO,0}} \) |
|------------|---------|---------|-----------------|----------------|----------|----------------|----------------|----------------|----------------|----------------|----------------|
| Rm6_1.0_12_1a | 1       | Reduced | 1080            | 3.0 \times 10^{21} | 1/12      | 2.7 \times 10^{20} | 0.88            | 7.5 \times 10^{9} | 6.8 \times 10^{20} | 0.87            | 8.6 \times 10^{1} |
| Rm6_1.0_12_1f | 1       | Full    | 1800            | 5.0 \times 10^{20} | 1/13      | 3.0 \times 10^{20} | 0.80            | 1.1 \times 10^{1} | 1.1 \times 10^{21} | 0.79            | 8.4 \times 10^{1} |
| Rm6_1.0_12_10  | 10      | Full    | 1800            | 4.8 \times 10^{21} | 1/13      | 4.3 \times 10^{20} | 0.62            | 9.4 \times 10^{9} | 1.2 \times 10^{21} | 0.69            | 1.2 \times 10^{9} |

\(^a\)The columns are: run ID, magnitude of the external field, mean H-nucleus number density, mean H2 column density, grid sampling used by 3D-PDR, average CO X-factor, fitted \( X_{\text{XCO}} \) slope, fitted \( X_{\text{XCO}} \) intercept, average CI X-factor, fitted \( X_{\text{XCI}} \) slope, and fitted \( X_{\text{XCI}} \) intercept. The fits only include pixels with \( W > 3 \sigma \), where \( \sigma_{\text{XCO}} = 0.15 \) K km s\(^{-1}\) and \( \sigma_{\text{XCI}} = 0.2 \) K km s\(^{-1}\) is the channel noise.
for lower column density, fainter material, which is to be expected since that material is truly a PDR. CO underestimates the emission in such regions; however, this faint material may not be detectable for observations with low signal-to-noise ratio.

Although six views are shown for each model, only a few different lines are immediately apparent. This occurs because most of the domain is optically thin such that views from opposite sides of the cloud show similar flux. Views along the three different cardinal directions produce fairly similar shaped distributions.

Fig. 2 shows a map of the CO and CI X-factors. Perfect correspondence between column density and emission would yield a uniform map; however, this is clearly not the case. Sub-structure stands out in both cases but are more severe in the CO maps. This is a consequence of the column density increasing more strongly than the emission. The correlation between emission and column density should be worse in high-density regions (e.g. star-forming cores) where portions of the gas along the line of sight become optically thick and in low-A_v regions where the CO begins to dissociate. Observationally, it is possible to use 13CO to correct for optical depth effects in high-density regions, but this introduces new uncertainties (e.g. Heiderman et al. 2010).

### 3.2 Column density and FUV field dependence

We find a relatively short range of column densities for which the X-factor is independent of density for both tracers. Fig. 3 shows that this occurs around the mean column density, where CO happens to be close to the fiducial X_CO value. In the higher column density regime, the X-factor increases strongly with column density. Above the mean value, the data can be fitted by the functional form \( X_C = X_0 N_H^\alpha \). Table 1 gives the best-fitting parameters according to a linear least-squares fit. In Fig. 3, we only include pixels

**Figure 1.** Distribution of CO (solid) and CI (dotted) X-factors for six orthogonal views for Rm6_1.0_12_1a. The distributions are normalized to their median value. The bottom panel includes all emission; the top only includes channels with \( T > 0.1 \) K.

**Figure 2.** Distribution of \( \log \xi_{\text{CO}} \) (left) and \( \log \xi_{\text{CI}} \) (right) for one view through the simulation for run Rm6_1.0_12_1a (top), Rm6_1.0_12_1f (middle), and Rm6_1.0_12_10f (bottom). The X-factors are normalized to their median value, \( 1/\xi \). Contours show a factor of \( \log 2 \) above (thick) and below (thin) the median.

**Figure 3.** CI (blue) and CO (black) mean X-factors as a function of \( N_{H_2} \) column density for one view of Rm6_1.0_12_1f (left) and Rm6_1.0_12_10f (right). The means are obtained from the Fig. 2 data by binning the pixels as a function of their column density. The vertical error bars indicate the standard deviation and the horizontal error bars indicate the bin size. The grey lines show the fiducial CO X-factor (horizontal dotted) and the mean column density (vertical solid). The dashed lines are least-squares best fits to the data. An online-only figure (Fig. A1) shows the mean \( W_{C_2} \) as a function of \( N_{H_2} \).
with emission exceeding 3σ, where we adopt typical noise values of σ_{CO} = 0.15 \text{ K km s}^{-1} (Pineda, Caselli & Goodman 2008) and σ_{CI} = 0.2 \text{ K km s}^{-1} (Shimajiri et al. 2013). By definition of the X-factor (equation 1), we expect α_{CI} \approx 0 if the emission accurately traces column density. However, we find that both tracers have α_{CI} \sim 0.6–0.8. This is because the tracers become optically thick and are no longer sensitive to the column density, which is also indicated by the flattening of the line intensities at high column density (see Fig. A1, available online). This was also found by Shetty et al. (2011) for CO.

Fig. 3 demonstrates that CI emission has less scatter for nearly all column densities, suggesting that a single X-factor may be a better approximation. While CO is expected to trace H_{2} poorly in regions that have higher FUV flux, and hence are more photodissociated, X_{CI} is nearly invariant.

For the sensitivity limits we adopt, the CI emission mass estimate is within 4 and 7 per cent of the true H_{2} mass for the 1 and 10 Draine fields, respectively. The CO emission overestimates the mass by 9 and 47 per cent. These values are roughly proportional to the area of the yellow regions in Fig. 2. For this reason, X_{CO}, especially, depends on the sensitivity limit. Adopting 1.5σ and 6σ gives X_{CO} of 3.5 \times 10^{20} and 2.8 \times 10^{20} \text{ cm}^{-2} \text{ K}^{-1} \text{ km}^{-1} \text{ s}, while X_{CI} remains unchanged.

Our fiducial X_{CO} is about 50 per cent higher than the standard value. Our value of X_{CI} is also somewhat higher than those calculated by Bell et al. (2007), who found X_{CI} = 0.4–1.9 \times 10^{20} \text{ cm}^{-2} \text{ K}^{-1} \text{ km}^{-1} \text{ s}. However, these calculations assumed average galaxy-wide conditions and adopted FUV fluxes and significantly different metallicities as appropriate for extragalactic environments.

Fig. 4 shows the distribution of X-factors as a function of different column density ranges. The CI distributions are comparable or narrower except for the lowest column density range, where CO dissociates. The H_{2} gas mass in each range, as indicated on the plot, underscores that the lower column density gas contains significant mass and is not simply low-density PDR. In comparing the different FUV strengths in Fig. 4, the higher external field increases the X_{CO} dispersion at intermediate column densities. CI appears to be less sensitive to changes in the field.

4 Discussion and Implications

A variety of explanations have been proposed for the correspondence between CO and CI. We discuss these here in the context of our results.

The most commonly invoked explanation is that molecular clouds are thought to be very inhomogeneous, which facilitates the penetration of UV photons deep into the cloud. Such ‘clumpy’ morphologies would also increase the surface area of the CI layer (Spaans & van Dishoeck 1997). In run Rn6_1.0_12_f7, 73 per cent of the mass sees FUV flux in the range 0.01–1.0 Draine and could be considered PDR. Offner et al. (2013) compared the abundance distributions of CO and CI and found that there is a similar range of abundances down to FUV strengths of ~0.01 Draine (see their fig. 10). Although CI abundance declines at higher A_{v}, there is still a range of high-A_{v} low-FUV gas for which n_{CI}/n_{H_{2}} \sim 10^{-4}.

Dynamical processes such as turbulent diffusion may serve to mix the gas and eliminate CI gradients in the cloud (Xie et al. 1995). This effect would be much larger in more violent environments such as in galaxy-merger-driven star formation and the Galactic Centre (Tanaka et al. 2011), but this could contribute to CI/CO mixing in active regions such as the Carina molecular clouds (Papadopoulos et al. 2004). Here, we include microturbulence to represent small-scale unresolved turbulence but our results are computed in post-processing so that dynamical mixing does not contribute to the abundance distribution.

Non-equilibrium chemical processes can also create an elevated CI-to-CO ratio (e.g. de Boisanger & Chieze 1991; Xie et al. 1995; Oka et al. 2001). This effect will be most pronounced in young, lower density (n < 10^{-4} \text{ cm}^{-3}) clouds (Papadopoulos et al. 2004). Given that the H_{2} formation time is a good proxy for chemical equilibrium (Hollenbach & Tielens 1999), we can assess the equilibrium state of our runs. The H_{2} formation time is given by \tau_{H_{2}} \approx 0.5 \times n_{H_{2}}^{1/2} \text{ s} where T_{100} is the temperature normalized to 100 \text{ K}, \bar{n}_{H_{2}} is the average Hydrogen number density normalized to 10^{-3} \text{ cm}^{-3}. Our results are analysed at 10^{-4} \text{ yr}, which is \gg \tau_{H_{2}}, suggesting that non-equilibrium effects do not play a role here.

The prevalence of CI can also be enhanced by star formation, which contributes additional UV and cosmic ray flux. Both of these effects contribute to systematically higher CI-to-CO ratios (e.g. Papadopoulos et al. 2004). Since we do not take into account additional FUV flux from embedded star formation and we adopt a standard cosmic ray flux, this cannot explain our result. However, cosmic rays are the dominant source of heating at high A_{v} (see appendix in Offner et al. 2013) and may partially contribute to the widespread CI distribution we find.

An alternative interpretation of CI tracing a smooth surface layer is that the CI emission may be less temperature sensitive than CO.
Plume et al. (1999) found that the C\textsc{i} emission map was smoother than the 12CO emission. Recent observations of C\textsc{i} in the Orion A cloud also support this interpretation (Shimajiri et al. 2013). Furthermore, Beaumont et al. (2013) show that observed CO structure may not truly correspond to underlying density variations, which may contribute to the mismatch between H$_2$ and CO emission.

The sum of these effects, many of which are not included in our modelling, suggest that C\textsc{i} may be even more prevalent in local molecular clouds and a better tracer of molecular gas than we find here. These results have important implications for the study of star formation and molecular clouds. Although many instruments have been designed with the detection of CO in mind, a number of instruments have frequency ranges and sensitivities sufficient to detect widespread C\textsc{i}, including the Atacama Large Millimeter/submillimeter Array (ALMA) and the Stratospheric Observatory for Infrared Astronomy (SOFIA). We recommend that future studies combine CO and C\textsc{i} data to obtain more accurate estimates of the molecular gas distribution.
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Additional Supporting Information may be found in the online version of this article:

**Figure A1.** C\textsc{i} (blue) and CO (black) mean emission, $W_{C\textsc{i}}$, as a function of H$_2$ column density for one view of Rm6$_{1.0}$$_{12}$$_{1f}$ (left) and Rm6$_{1.0}$$_{12}$$_{1f}$ (right) (http://mnras.oxfordjournals.org/lookup/suppl/doi:10.1093/mnrasl/slu013/-/DC1).
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