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Abstract—This work presents a novel general regularized distributed solution for the state estimation problem in networked systems. Resting on the graph-based representation of sensor networks and adopting a multivariate least-squares approach, the designed solution exploits the set of the available inter-sensor relative measurements and leverages a general regularization framework, whose parameter selection is shown to control the estimation procedure convergence performance. As confirmed by the numerical results, this new estimation scheme allows (i) the extension of other approaches investigated in the literature and (ii) the convergence optimization in correspondence to any (undirected) graph modeling the given sensor network.
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I. INTRODUCTION

A Sensor Network (SN) can be generically defined as a system composed of multiple devices (sensor nodes) endowed with limited computation, sensing and communication capabilities, which interact in order to solve problems that are beyond the capacity and knowledge of each single element, accomplishing complex global tasks through the realization of simple local rules. Characterized by a cooperative nature, in the latest years, SNs have become a very popular enabling technology in several cutting-edge research areas, including, e.g., Internet-of-Things [1], and Smart Sensing [2].

A canonical as well as fundamental problem within this context consists in the state estimation from relative measurements (SERM), namely in the determination of the state of each sensor node composing the network, generally resting on the exploitation of a set of noisy relative measurements through a distributed approach [3]. This issue emerges as a general problem in many diverse SN applications, as, for instance, clock synchronization in wireless SNs, self-calibration of visual SNs, power state estimation in smart grids (see, e.g., [4]–[6] and the references therein).

Related works - Motivated by the pervasiveness of this task, many algorithms have been proposed over the years. These mainly rely on filtering strategies (particle or extended Kalman filters), on maximum a posteriori or maximum likelihood estimation criteria, on the resolution of least-squares (LS) problems basing on consensus-based agreement protocols (see, e.g., [7]–[9] and the references therein).

In particular, this latter optimization-based method allows to investigate the SERM algorithm performance in connection with the topological features of the SN, especially in relation to the quality and quantity of the available measurements. In this direction, for instance, the convergence properties of a LS-based SERM algorithm are examined in [10] given that the relative measurements are characterized by heterogeneous and uncertain quality. Similarly, in [11], the estimation performance is studied in the light of the amount of the available measurements, also corrupted by a constant bias; different behavior are identified for bipartite and nonbipartite topologies. This distinction emerges also in [12], where a distributed parametric iterative SERM strategy is presented, and such method is similar to the solution proposed in [13]: both these algorithms involve a penalty parameter that acts as a regularization coefficient and allows to improve the convergence performance by prioritizing information sharing through certain network links.

Contributions - Inspired by the strategies in [12], [13], this work provides a comprehensive point on the SERM problem and, then, formalizes a general regularized distributed solution (GRDS) by broadening the groundwork already established in the field. Indeed, both the consensus-like iterative schemes $\Sigma_0$ and $\Sigma_\rho$ devised in [12] and [13], respectively, can be revisited as specific cases of the here proposed GRDS framework. In addition, this holds also for the well-known consensus-based scheme $\Sigma_\tau$ detailed in [14]. Finally, such reformulation allows the procedure performance optimization for any kind of connected undirected network.

Specifically, the purpose of this work is (i) to design a general framework encompassing the (linear) SERM problem and its convergence properties analysis; (ii) to extend the parametric regularized estimation approaches investigated in the literature, leading to improved versatility for the parameter selection through the definition of wider domains; (iii) to yield optimal solutions in order to compute the desired distributed estimates for any given topology. This turns particularly beneficial for a class of small-world networks, previously lacking of an effective optimal tuning method.

Paper structure - The statement of SERM problem for a given SN is provided in Section II. The solving approach is investigated in Section III where the GRDS is introduced and its convergence properties are discussed. Section IV highlights the advantages of the proposed GRDS in relation to a larger variety of topologies. Numerical results supporting the theoretical findings are illustrated in Section V. Finally, Section VI concludes the work summarizing the main points.
Notation - In this work, $1_n \in \mathbb{R}^n$ and $0_n \in \mathbb{R}^n$ denote all the
$n$-dimensional (column) vectors having respectively all one
and all zero entries, while $I_n \in \mathbb{R}^{n \times n}$ identifies the identity
matrix of dimension $n$. The sets $I$, $I_0$, and $I_1$ correspond
to the indexes collections $\{1 \ldots n\}$, $\{0 \ldots n-1\}$, and $\{1 \ldots n- 1\}$
respectively. Then, for any square matrix $M \in \mathbb{R}^{n \times n}$,
$\Lambda^M = \{\lambda_i^M, i \in I_0\}$ denotes its spectrum, i.e., the set of
its ordered eigenvalues, and $\Sigma_M$ is defined as $\Sigma_M = (\lambda^M_1 + \lambda^M_2)/2$. The notation $M \succeq 0$ ($M > 0$) implies that $\lambda_i^M \geq 0$
($\lambda_i^M > 0$) for all $i \in I_0$; if $M$ is also symmetric, it is positive
semidefinite (definite). Given $M_1, M_2 \in \mathbb{R}^{n \times n}$, $M_1 \succeq M_2$
stands for $M_1 - M_2 \succeq 0$. Finally, $\mathbf{M} = \text{diag}(\mathbf{m}) \in \mathbb{R}^{n \times n}$
refers to the diagonal matrix generated by the vector $\mathbf{m} \in \mathbb{R}^n$.

II. THE SERM PROBLEM

In this section, the SERM problem is formally stated after
the introduction of the graph-based model for any given SN.
Moreover, both the centralized and decentralized solution
approaches derived in [12], [13] are recalled.

A. Graph-based SN model

As from the literature, a SN composed of $n \geq 2$ devices
can be modeled as a graph $\mathcal{G} = (\mathcal{V}, \mathcal{E})$ wherein each element
in the nodes set $\mathcal{V} = \{v_1 \ldots v_n\}$ corresponds to a sensor
node in the group, and the edges set $\mathcal{E} \subseteq \mathcal{V} \times \mathcal{V}$ describes
the nodes’ interplay in terms of unidirectional/bidirectional
sensing and/or communication interactions. Hereafter, it is
assumed that there exists the edge $e_{ij} = \{v_i, v_j\} \in \mathcal{E}$,
i.e., nodes $v_i$ and $v_j$ are adjacent, if and only if the
$i$-th and $j$-th sensor nodes can sense each other and are
able to reciprocally exchange information according to some
predetermined communication protocol. This implies that the
graph $\mathcal{G}$ representing the given SN is undirected. In addition,
w.l.o.g., it is also assumed to be connected.

According to the graph-based SN model, the nodes inter-
play can be summarized through the adjacency matrix $\mathbf{A} \in 
\mathbb{R}^{n \times n}$ such that $[\mathbf{A}]_{ij} = 1$, if the $i$-th and $j$-th nodes
interact; $[\mathbf{A}]_{ij} = 0$, otherwise. Thus, for each node $v_i \in \mathcal{V}$,
the set $N_i = \{j : v_i, v_j \in \mathcal{V}, v_j \neq v_i, e_{ij} \in \mathcal{E}\} \subseteq \mathcal{V}$, namely
its neighborhood, represents the set of nodes interacting
with the $i$-th one. The degree $d_i = |N_i|$ of node $v_i$, then,
corresponds to the $i$-th element of the main diagonal of the
degree matrix $\mathbf{D} = \text{diag}(\mathbf{A} 1_n) \in \mathbb{R}^{n \times n}$. The latter is, in
turns, involved in the definition of both the Laplacian matrix
$\mathbf{L} = \mathbf{D} - \mathbf{A} \in \mathbb{R}^{n \times n}$ and normalized Laplacian matrix
$\mathbf{L} = \mathbf{D}^{-1/2} \mathbf{L} \mathbf{D}^{-1/2} \in \mathbb{R}^{n \times n}$

Finally, $d_m = \min_{i \in I} \{d_i\}$ and $d_M = \max_{i \in I} \{d_i\}$ identify the
minimum and maximum graph degree, respectively, while
$\text{vol}(\mathcal{G}) = \sum_{i \in I} d_i$ corresponds to the graph volume. Note
that, for regular graphs it holds that $d_m = d_M = c > 0$, and
furthermore $c = n - 1$ for complete graphs.

B. Problem statement

Given a SN modeled as in Section II-A, each $i$-th sensor
node, $i \in I$, is assumed to be characterized by a one-
dimensional scalar attribute $x_i \in \mathbb{R}$ identifying the $i$-th node
state and consisting in a measurable physical quantity, and
by a set of relative measurements $\mathcal{M}_i = \{\tilde{x}_{ij} \in \mathbb{R} : j \in N_i\}$
where the recorded $\tilde{x}_{ij}$ corresponds to the difference between
the neighbor state $x_j$ and the sensing node state $x_i$, corrupted
by some noise.

In this scenario, the SERM problem consists in the de-
termination of the set $\{\hat{x}_i \in \mathbb{R} : \forall i \in I\}$ that allows to best
approximate the true system state $\{x_i \in \mathbb{R} : \forall i \in I\}$ and to be
consistent with the set of the existing relative measurements.
Such an issue can be solved resorting to the popular LS paradigm as formalized in the following.

Problem 1: Consider a $n$-nodes SN modeled by an
undirected connected graph $\mathcal{G} = (\mathcal{V}, \mathcal{E})$ and characterized by
the set $\mathcal{M} = \bigcup_{v_i \in \mathcal{V}} \mathcal{M}_i$ of relative measurements. Introducing
the vectors $\mathbf{x} = [\tilde{x}_1 \ldots \tilde{x}_n] \in \mathbb{R}^n$, $\mathbf{x} = [x_1 \ldots x_n] \in \mathbb{R}^n$
that identify respectively the system state estimate and
the true system state, the SERM problem consists in the
resolution of the following convex minimization

$$\hat{x} = \arg \min_{x \in \mathbb{R}^n} h(x),$$

(1)

where the (convex) cost function $h(\cdot) : \mathbb{R}^n \rightarrow \mathbb{R}$ is such that

$$h(x) = \frac{1}{2} \sum_{i \in \mathcal{V}} \sum_{j \in N_i} (x_i - x_j + \tilde{x}_{ij})^2.$$ (2)

C. Centralized vs distributed solution

As proven in [12], the (minimum norm) centralized solution
$\hat{x}_C \in \mathbb{R}^n$ of the minimization (1) is given by

$$\hat{x}_C = \frac{1}{2} \mathbf{L}^{-1} \mathbf{x}.$$ (3)

with $\mathbf{x} = \left[\sum_{j \in N_i} (\tilde{x}_{j1} - \tilde{x}_{ij}) \ldots \sum_{j \in N_i} (\tilde{x}_{jn} - \tilde{x}_{ij})\right] \in \mathbb{R}^n$,
$\mathbf{x} \notin \ker(\mathbf{L}) \setminus \{0_n\}$, and $\mathbf{L}^{-1} \in \mathbb{R}^{n \times n}$
denoting the pseudo-inverse of the Laplacian matrix. Note that the computation of (3) rests upon the knowledge of all the nodes interactions
and all the relative measurements.

On the other hand, the first order optimality condition
$[\nabla_x h(\hat{x})]_i = 0$ involving the gradient $\nabla_x h(x) \in \mathbb{R}^n$ of cost function (2) with respect to $x$ yields

$$\hat{x}_i = d_i^{-1} \left(\sum_{j \in N_i} \hat{x}_j + \frac{1}{2} \sum_{j \in N_i} (\tilde{x}_{ji} - \tilde{x}_{ij})\right).$$ (4)

The estimation of $i$-th sensor node state in (4) depends exclusively on the state estimate of its neighbors and on its
set of relative measurements, thus suggesting the adoption
of a distributed paradigm in the minimization (1). In this direction,
the following discrete system can be derived from (4) as an update rule for $\hat{x} \in \mathbb{R}^n$ driven by the measurements:

$$\hat{x}(k+1) = \mathbf{F}_0 \hat{x}(k) + \mathbf{u}_0(\hat{x}),$$ (5)

where $\mathbf{F}_0 = D^{-1/2} A \in R^{n \times n}$ and $\mathbf{u}_0(\hat{x}) = \frac{1}{2} \mathbf{D}^{-1/2} \hat{x} \in \mathbb{R}^n$
correspond to the adjacency matrix and the measurements
vector normalized by the degree matrix, respectively. Note
that, applying (5), the $i$-th sensor node estimate $\hat{x}_i(k) \in \mathbb{R}$
at the $k$-th step affects its neighbors’ estimate at the
$(k+1)$-th step, but it is not considered for the recursive self-estimate.

As explained in [13], the convergence behavior of the
scheme $\hat{x}_0$ is determined by the second largest eigenvalue
(in modulus) of the state matrix $\mathbf{F}_0$. Such a row-stochastic
matrix has real spectrum

$$\Lambda^{\mathbf{F}_0} = \{\lambda_k^\mathbf{F}_0 \in [-1,1] : 1 = \lambda_0^\mathbf{F}_0 > \lambda_1^\mathbf{F}_0 \geq \ldots \geq \lambda_{n-1}^\mathbf{F}_0\}.$$ (6)
and this is related the (real) spectrum of normalized Laplacian matrix $\mathcal{L}$, since
\[
\Lambda^\mathcal{L} = \{\lambda^\mathcal{L}_1 = 1 - \lambda^\mathcal{L}_{2}, \ldots, \lambda^\mathcal{L}_{n-1} \}. \tag{7}
\]
In detail, the system state estimation driven by $[3]$ is guaranteed to converge toward the minimum norm solution $[3]$ if $\lambda^\mathcal{L}_{n-1} \neq -1$, namely $\lambda^\mathcal{L}_{n-1} \neq 2$, and this condition is fulfilled if and only if the graph $G$ representing the SN is not bipartite [15]. In the bipartite case, instead, the estimation convergence can be achieved only if it exists the possibility to act on the nodes interplay through $A$ or, alternatively, by means of the introduction of a regularization parameter.

III. A General Regularized Distributed Solution

Regularization techniques can in general be exploited to improve the convergence properties also in non-bipartite scenarios. In the light of this fact, a novel GRDS for the SERM problem is presented here, as a first original contribution.

Based on the introduction of some suitable weights acting as regularization parameters, the proposed iterative approach entails the recursive use of the self-estimate, opportunely combined with the neighbors estimate and the set of locally available relative measurements. From a graph-based perspective, the designed solution implies the insertion of weighted self-loops in the topology modeling a given SN.

Formally, the real regularization parameter $q_i, q \in \mathbb{R}$ is introduced, associated to the $i$-th sensor node, $\forall i \in \mathcal{I}$. Assuming $Q = (-1, 1)$ and multiplying both sides of $[3]$ by term $(1-q_i)$ it follows that
\[
\hat{x}_i = q_i \hat{x}_i + \frac{1 - q_i}{d_i} \left( \sum_{j \in \mathcal{N}_i} \hat{x}_j + \frac{1}{2} \sum_{j \in \mathcal{N}_i} (\hat{x}_{ij} - \hat{x}_{ij}) \right). \tag{8}
\]
The resulting $[8]$ still optimizes $h(x)$ in $[2]$ and can be interpreted as a filter. This leads to the definition of the following iterative update rule
\[
\Sigma_Q : \quad \hat{x}(k+1) = F_Q \hat{x}(k) + u_Q(\hat{x}), \tag{9}
\]
where both the state matrix $F_Q \in \mathbb{R}^{n \times n}$ and the input vector $u_Q(\hat{x}) \in \mathbb{R}^n$ depends on the (diagonal) regularization matrix $Q = \text{diag}(q) \in \mathbb{R}^{n \times n}$ with $q = [q_1, \ldots, q_n]^T \in \mathbb{R}^n$. Specifically, it holds that
\[
F_Q = Q + (I - Q)F_0, \quad u_Q(\hat{x}) = (I - Q)u_0(\hat{x}), \tag{10}
\]
Note that the regularized scheme $\Sigma_Q$ generalizes $\Sigma_0$: the update rules $[2]$ and $[3]$ coincide when $q_i = 0, \forall i \in \mathcal{I}$.

A. Convergence properties

The convergence of the scheme $\Sigma_Q$ is affected by the spectral properties of the state matrix $[10]$, which, in turns, depends on the regularization matrix $Q$. In particular, the distributed update rule $[9]$ is not ensured to be convergent for any choice of $\{q_i \in Q, i \in \mathcal{I}\}$ as clarified in the following.

First, observe that, for any selection of $Q$, the spectrum of the matrix $F_Q$ includes the eigenvalue $\lambda^F_0 = 1$. In addition, the following properties also hold.

\textbf{Lemma 1}: For any $Q \in \mathbb{R}^{n \times n}$, all the eigenvalues of the corresponding matrix $F_Q$ are real, i.e., $\lambda^F_i \in \mathbb{R}, \forall i \in \mathcal{I}_0$.

\textbf{Proof}: The spectrum of a matrix $N \in \mathbb{R}^{n \times n}$ is real if it exists a positive definite diagonal matrix $M \in \mathbb{R}^{n \times n}$ such that $MN = N^T M$. Therefore, since $(I - Q)^{-1} D > 0$ for any choice of $Q$, the thesis is proven selecting $M = (I - Q)^{-1} D$ and $N = F_Q$.

\textbf{Lemma 2}: For any $Q \in \mathbb{R}^{n \times n}$, the eigenvalues of the corresponding matrix $F_Q$ are bounded. In particular, it holds
\[
\lambda^F_1 \leq \lambda^F_i \leq \lambda^F_n, \quad \forall i \in \mathcal{I}_i, \tag{12}
\]
with $F_Q = qI_n + (1 - q)F_0$ and $F_T = \bar{q}I_n + (1 - \bar{q})F_0$, given $q = \min_{i \in \mathcal{I}} q_i$ and $\bar{q} = \max_{i \in \mathcal{I}} q_i$.

\textbf{Proof}: Considering the matrix $F_Q$ as a function of $Q$ and exploiting the relation $[7]$, the Gerschgorin circle theorem ensures that the condition $\bar{q}I_n \geq Q \geq qI_n$ implies
\[
\begin{align*}
&\left( (Q - qI_n)(I_n - F_0) \right) \geq 0, \\
&\left( (\bar{q}I_n - Q)(I_n - F_0) \right) \geq 0.
\end{align*} \tag{13}
\]
Then, adding $F_0$ to both sides of inequalities $[13]$ and applying Lemma $[1]$ it follows that
\[
\begin{align*}
F_Q &= Q + (I - Q)F_0 \geq qI_n + (1 - q)F_0 = F_q, \\
F_T &= \bar{q}I_n + (1 - \bar{q})F_0 \geq Q + (I - Q)F_0 = F_Q.
\end{align*} \tag{14}
\]
As a consequence, for any $Q$, it holds that $F_T \geq F_Q \geq F_q$ and, thus, the spectral relation $[12]$ is guaranteed.

Then, next theorem shows that, adopting the scheme $\Sigma_Q$, the system state estimate asymptotically converges towards the centralized solution $[3]$ only for a suitable selection of the regularization parameters set that ensures some spectral properties of the state matrix $F_Q$.

\textbf{Theorem 1}: If matrix $Q$ is selected so that for the corresponding matrix $F_Q$ it results
\[
|\lambda^F_1| < 1, \quad \forall i \in \mathcal{I}_1, \tag{15}
\]
then the system state estimation driven by $[9]$ asymptotically converges to the centralized solution $[3]$ in terms of relative differences. Specifically, under the given condition $[15]$, it holds that $\hat{x}_Q(k) - \hat{x}^*_Q(k) = \hat{x}_{C_q} - \hat{x}_{C_q}^*$, $\forall i \in \mathcal{I}$ such that $e_{ij} \in \mathcal{E}$, with $\hat{x}_{C_q}^* = [\hat{x}_{C_q,1}^* \ldots \hat{x}_{C_q,n}^*]^T$ defined as in $[3]$ and $\hat{x}_{C_q}^* \in \mathbb{R}^n$ such that $\hat{x}_{C_q}^* = [\hat{x}_{C_q,1}^* \ldots \hat{x}_{C_q,n}^*]^T = \lim_{k \rightarrow +\infty} \hat{x}(k)$ with $\hat{x}(k)$ evolving according to $[9]$.

\textbf{Proof}: Considering for the scheme $\Sigma_Q$, one can verify that, given the initial condition $\hat{x}(0) = x_0$, it holds
\[
\hat{x}(k) = F_Q \hat{x}_0 + \left( \sum_{i=0}^{k-1} F_Q^i \right) u_Q(\hat{x}), \tag{16}
\]
and, at the equilibrium, one has $\hat{x}_{eq} = F_Q \hat{x}_{eq} + u_Q(\hat{x})$. Taking into account $[10]-[11]$, this implies
\[
2L_{x_{eq}} = \hat{x}. \tag{17}
\]
In particular, condition $[17]$ ensures that a generic equilibrium solution for the scheme $\Sigma_Q$ can be expressed as $\hat{x}_{eq} = \hat{x}^*_{C_q} + \alpha I_1$, where $\hat{x}^*_{C_q}$ is the minimum norm centralized solution $[3]$, while $\alpha \in \mathbb{R}$ and $\{1\} = \ker(L)$. 
Now, by the Perron-Frobenius theory, condition (15) is sufficient to ensure that \( \lim_{k \to \infty} F_Q^k = I v_Q^T \), where \( v_Q \in \mathbb{R}^n \) denotes the (left) eigenvector associated to the eigenvalue \( \lambda_0^{F_Q} = 1 \). Then, under the equilibrium condition (17), the limit \( \lim_{k \to \infty} x(k) \) converges towards a unique \( x_Q^* \) since it follows from (16) that

\[
\lim_{k \to \infty} x(k) = \left( I v_Q^T \right) \hat{x}_0 + \lim_{k \to \infty} \left( \left( I - F_Q \right) \hat{x}_{eq} \right) = \left( I v_Q^T \right) \hat{x}_0 + \left( I - I v_Q^T \right) \hat{x}_{eq}.
\]

In particular, exploiting the fact that \( \hat{x}_{eq} = x_Q^* + c I \), it yields

\[
x_Q^* = \hat{x}_0 + I \left( v_Q^T \hat{x}_0 - v_Q^T x_Q^* - \alpha v_Q^T I + \alpha \right) = \hat{x}_0 + \beta I,
\]

where \( \beta \in \mathbb{R} \): the system state estimate provided by the scheme \( \Sigma_Q \) thus converges to the solution (3) in terms of relative differences.

B. Regularization parameter selection

In the rest of the section, the attention is focused on the conditions on the set of parameters \( \{ q_i, \forall i \in I \} \) guaranteeing the validity of Theorem 1. In this direction, in the light of Lemma 2 one can realize that some limit cases exist for the fulfillment of condition (15). These correspond to the selection of the regularization matrix as a scalar matrix, namely \( Q = q I_n \) (with \( q < 1 \)). Accounting for this fact, the next theorem provides some (conservative) requirements on the regularization parameters selection sufficient to ensure the convergence of scheme \( \Sigma_Q \).

**Theorem 2:** Condition (15) in Theorem 1 is satisfied for any diagonal matrix \( Q \) defined by selecting the \( q_i, \forall i \in I \)

\[
q_i = (q_i, \forall i \in I) \in \mathcal{Q} = (\mu, 1), \quad \mu = 1 - \frac{2}{\lambda_{n-1}^{L_n}} \in \left[ -1 + \frac{2}{n}, 0 \right],
\]

where \( \lambda_{n-1}^{L_n} \) is the largest eigenvalue of the normalized Laplacian, and \( \mu = -1 + 2/n \) and \( \mu = 0 \) hold for the complete and bipartite graphs, respectively.

**Proof:** Based on (12), condition (15) is fulfilled only if \( \lambda_{n-1}^{F_n} > -1 \) and \( \lambda_{n-1}^{F_n} < 1, \forall i \in I_1 \). In the limit case \( Q = I_n \), with \( q < 1 \), the given requirement reduces to the condition \( \lambda_{n-1}^{F_n} = q + (1 - q) \lambda_{n-1}^{F_n} > -1, \forall i \in I_1 \) that, given (7), implies

\[
q > \mu = \frac{(\lambda_{n-1}^{F_n} + 1)/(\lambda_{n-1}^{F_n} - 1) = 1 - 2/\lambda_{n-1}^{L_n}}.
\]

To conclude, the parameter \( \mu \) is an increasing function of the eigenvalue \( \lambda_{n-1}^{L_n} \in [n/(n-1), 2] \), which assumes extremal values in case of complete and bipartite graphs.

**IV. PERFORMANCE ASSESSMENT OF THE GRDS**

Due to its generalized nature, the proposed GRDS scheme permits to extend the structure of the three distributed regularized schemes \( \Sigma_{\eta_1}, \Sigma_{\rho_1}, \Sigma_{\epsilon} \), introduced in [12]–[14]. Interestingly, this extension pursues a twofold aim, namely i) to serve as a performance assessment of the GRDS approach with respect to the existing literature, and ii) to improve the convergence performance of the original schemes \( \Sigma_{\eta_1}, \Sigma_{\rho_1}, \Sigma_{\epsilon} \) if revisited within the GRDS framework.

Indeed, as summarized in Table I it is straightforward that \( \Sigma_{\eta_1}, \Sigma_{\rho_1}, \Sigma_{\epsilon} \) can be interpreted as particular realizations of the novel \( \Sigma_Q \), where the entries of \( Q \) are defined by selecting

\[
q_i = q_i, \forall i \in I, \quad \rho \in \mathbb{R}, \quad \eta \in \mathbb{R},
\]

and

\[
q_i = (\frac{\rho}{2})(d_i + \frac{\rho}{2})^{-1}, \forall i \in I, \quad \eta \in \mathbb{R},
\]

\[
q_i = 1 - \epsilon d_i, \forall i \in I, \quad \eta \in \mathbb{R}.
\]

It has been already shown in [12]–[14] that the adoption of any scheme \( \Sigma_{\eta_1}, \Sigma_{\rho_1}, \Sigma_{\epsilon} \) ensures the convergence of the system state to the state matrix of the related state matrix, the choice of such parameters can be optimized based on the minimization of the Convergence Rate Index (CRI), defined as

\[
r_* = \max_{i \in I} |\lambda_i^{F_n} - 1|, \quad r_* \in [0, 1].
\]

In particular, for the schemes \( \Sigma_{\eta_1}, \Sigma_{\rho_1} \), this selection is valid for graphs with \( \zeta_L \geq 1 \), while otherwise a trivial solution is enforced with \( \eta = 0 \) and \( \rho = 0 \), respectively [12], [13].

Now, accounting for the GRDS interpretation, the convergence of the existing solutions is guaranteed on an extended regularization parameter domain \( \mathcal{Q}_* \supseteq \mathcal{Q}_* \), reported in the fourth column of Table I. \( \mathcal{Q}_{\eta_1} \) and \( \mathcal{Q}_{\rho_1} \) are computed according to (23), while \( \mathcal{Q}_{\epsilon} \supseteq \mathcal{Q}_* \). It is derived from the fact that Theorem 2 provides only sufficient conditions. Remarkably, this extension is beneficial for the improvement of the convergence rate of the estimation algorithms. In actual facts, by taking into account the introduced extended domains, it is possible to prove that the optimal parameter selection results as in the last column of Table I and it is valid for any undirected and connected graph modeling a given SN. The latter fact also constitutes an original contribution of this work with respect to the existing literature, given that it proposes a GRDS scheme \( \Sigma_Q \) for graph topologies with any \( \zeta_L \) and extends the applicability of \( \Sigma_{\eta_1}, \Sigma_{\rho_1} \) for \( \zeta_L < 1 \).
A. Discussion over graph topologies with \( \varsigma_c < 1 \)

The property \( \varsigma_c < 1 \) is not characterizing a unique class of graphs, however it suggests some interesting considerations on a variety of topologies. Indeed, for graphs whose eigenvalues can be computed in closed form, the above condition can be verified straightforwardly. For example, it is possible to assess that for any circulant graph \( C_n(1, 2) \) wherein \( V = \{v_1 \ldots v_n\} \) with \( n > 10 \) and \( E = \{(v_i, v_{i+1})_{\text{mod} n}, \ldots, (v_i, v_{i+2})_{\text{mod} n}\}, \forall i \in [I], \) it holds that \( \varsigma_c < 1. \) More in general, \( \varsigma_c = (\lambda_1^c + \lambda_{n-1}^c)/2 \) can be upper-bounded by means of the bounds on the normalized Laplacian matrix eigenvalues. Specifically, it holds that

\[ \lambda_1^c \leq 2C_G, \quad \text{where} \quad C_G = \min_{G_0} \min_{\|E(G_0,G_1)\|} \left[ \|E(G_0,G_1)\| + \|E(G_1,G_0)\| \right] \]

is the Cheeger constant of the graph \( G = (V, E). \) \( C_G \) is defined accounting for the subgraph \( G_0 = (V_0, E_0) \) of \( G \) and its complement \( G_1 = (V_1, E_1), V_1 = V \backslash V_0, \) through the cardinality of their cut set \( E(G_0,G_1) = \{(v_i,v_j) \in E \mid v_i \in V_0, v_j \in V_1\} \leq E \) and their volume [15]:

\[ \lambda_{n-1}^c \leq 2(1 - H_G), \quad \text{where} \quad H_G = \min_{\|H\|} \left[ \frac{|N_i \cap N_j|}{2 \max(d_i,d_j)} \right] \]

with \( H = \{i,j \in I \mid i < j, (v_i,v_j) \in E\} \) [16].

It follows by simple substitution that the property \( \varsigma_c < 1 \) is ensured for all the topologies such that \( C_G < H_G, \) which may be useful when the eigenvalues are not easy to be computed.\( ^4 \) Intuitively, \( C_G \) occurs to be small for graphs with high \( n \) that can be partitioned into incomplete subgraphs \( G_0 \) and \( G_1, \) approximating complete topologies (hence with large volumes) associated to cut sets \( E(G_0,G_1) \) having small cardinality. Note that these features generally characterize the small-world patterns. Conversely, being \( H_G \in [0, \frac{n-2}{2(n-1)}], \) high values of \( H_G \) are obtained for high network cardinality \( n, \) thus decreasing the bound for \( \lambda_{n-1}^c. \)

V. Numerical Results

Some simulation results are presented in this section with the intent of highlighting the strengths of the proposed system state estimation GRDS approach with respect to the state-of-art solutions described in [12]–[14], especially in case of SNs modeled by graphs characterized by \( \varsigma_c < 1. \)

For this purpose, the attention is focused on four case studies, where the considered SNs are associated to the topologies in Figure 1. In correspondence to these scenarios, the same figure reports the CRI [24], computed by adopting

\- the scheme \( \Sigma_0, \)
\- the schemes \( \Sigma_n, \Sigma_p \) and \( \Sigma_c, \) optimizing the regularization parameters selection both on \( Q \) and on \( Q^*, \)
\- the scheme \( \Sigma_Q \) with \( Q \) derived either from a random selection of \( q_i \in Q, \ i \in I, \) or from an iterative optimization over several trials: in the latter, the parameters \( q_i, \ i \in I, \) are initialized accounting for the best (in terms of convergence speed) of the previous strategies and updated based on a greedy heuristic after random perturbations.

Two preliminary observations are required: for the scheme \( \Sigma_c, \) it holds that \( \epsilon^* = \varsigma_c^{-1} \) independently on the parameter domain, hence in Figure 1 a single value \( r_{\nu}^* \) is reported; \( r_{Q^*}, \) instead, refers to the CRI computed in correspondence to the results of the optimization of the parameters \( q_i, i \in I. \)

Figure 1(a) considers a small-world network composed by three complete graphs having 6, 7 and 9 nodes interconnected by four edges. In this case, it is \( \varsigma_c < 1 \) and the convergence performance of the schemes \( \Sigma_\nu \) and \( \Sigma_p \) improves when the regularization parameters are selected in \( Q, \) \( \eta_{Q^*} = 0.937, \eta_{p^*} = 0.941 \) rather than in \( Q^*, \) \( \eta_{Q^*} = \eta_{p^*} = r_0 = 0.957. \) In particular, the corresponding CRIs approximate \( r_{Q^*} = 0.936, \) while \( r_{p^*} = 0.943. \) Also for the circulant graph \( C_{36}(1, 2) \) in Figure 1(b) it results \( \varsigma_c < 1. \) Analogously to the previous case, it occurs that \( r_{Q^*} = r_{p^*} = r_0 = 0.953 = r_{Q^*} \) and \( \eta_{Q^*} = \eta_{p^*} = \eta_{r_0}, \) while \( r_{Q^*} = r_{Q^*} = r_0 = 0.962 \) for \( \eta_{Q^*} < \eta_{Q^*}; \) the high topological symmetry implies that the optimal value corresponds to the same \( q_i \) for all nodes. Note also that with \( C_{36}(1, 2) \) also \( C_G < H_G \) holds true.

These two case studies confirm the advantages of the GRDS approach, through both the interpretation of the solutions of [12], [13] in the extended domains and the potentials entailed by the matrix \( Q \) itself.

The friendship graph in Figure 1(c) composed of \( n = 19 \) nodes and constructed by joining \( (n-1)/2 \) cycle graphs \( C_{3}(1, 1) \) with a common vertex, is structurally characterized by \( \varsigma_c = 1 \) (this property holds for any \( n \)-nodes friendship graph). In this case, accounting both for \( Q \) and \( Q^*, \) it is \( r_{Q^*} = r_{p^*} = 0.5 = r_{Q^*}, \) namely the schemes \( \Sigma_n \) and \( \Sigma_p \) turn out to be optimal realizations of the generalized scheme \( \Sigma_Q \), independently on the parameter domain. Conversely, \( \Sigma_c \) provides a high CRI \( (r_{\nu}^* = 0.9 < r_{Q^*}). \) Finally, Figure 1(d) shows the behavior of a Ramanujan topology having \( \varsigma_c > 1. \) In detail, this is a regular graph consisting of \( n = 16 \) nodes with common degree \( c = 3, \) and satisfying \( \max_{\|H\|} \{c \leq 2\sqrt{c-1} \}. \) Here, the convergence performance of the schemes in [12]–[14] does not improve when accounting for their GRDS interpretation. However, the optimization of the \( q_i, i \in I, \) allows to find a regularization matrix \( Q^* \) corresponding to a lower CRI with respect to the other selections \( r_{Q^*} = 0.787 < r_{Q^*} = r_{p^*} = r_0 = 0.799. \)

Notably, the index \( r_{Q^*} \) shows a transient behavior in Figure 1(a) and (d), since the initialization in such cases is far from the optimal value; conversely, in Figure 1(b)-(c), the parameter selection is initialized already in correspondence to the optimal CRI and the applied perturbations are thus concentrated respectively above or on that value.

Indeed, the performance of the scheme \( \Sigma_Q \) is depending on the entries of matrix \( Q, \) whose optimal selection is not straightforward and can be computed in closed form only for simple networks.\(^5\) Nonetheless, and most importantly, the proposed GRDS realizations always allow to improve the

\(^1\)This condition is less strict than that over the eigenvalues: in the case above of the circulant matrix \( C_n(1, 2) \) it yields \( C_G < H_G \) if \( n > 27. \)

\(^2\)This is in line with the bound given by \( \lambda_1^c \leq \frac{\pi^2}{n-1} \leq \lambda_{n-1}^c, \) where the lower bound for \( \lambda_{n-1}^c \) is minimized, tending to 1, when \( n \) is high.

\(^3\)E.g.: the line graph with \( n = 3 \) and \( d_1 = 2, d_2 = d_3 = 1 \) has \( \varsigma_c > 1; \) it can be proven that an optimal parameters selection is \( q_1^* = 1 - 2q^*, q_2^* = q_3^* = q^*, q^* \in (0,1/2) \) arbitrarily small, leading to \( r_{Q^*} = q^*. \)
convergence rate for the topologies characterized by $\varsigma_L < 1$ and perform equally well in the other case.

VI. CONCLUDING REMARKS

This paper addresses the SERM problem in a regularized LS minimization framework proposing a GRDS approach that encompasses the state-of-the-art solutions [12]–[14] via the introduction of the regularization matrix $Q$. A (sufficient) condition on the $Q$ selection is stated ensuring the convergence of the system state estimation towards the centralized solution. Numerical results highlight the strengths of the novel GRDS framework with respect to the convergence performance, especially in the case of SNs modeled by graphs having $\varsigma_L < 1$. Possible future research directions involve, for instance, the introduction of some weights $w_{ij} \geq 0$ in the cost function (2): these may represent the reliability on the communication link between the $i$-th and the $j$-th node or the trust/confidence level on the measurement $\tilde{x}_{ij}$. In the former case, it is reasonable to assume $w_{ij} = w_{ji}$, $\forall e_{ij} \in \mathcal{E}$ and the work outcome are still valid with minor modifications, including the use of weighted Laplacian matrix. In the latter case, it will be necessary to account for directed graphs.
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