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Abstract—In satellite communications both polarizations of an electromagnetic wave are used to transmit two separate signals. These two independent signals can be merged to form one dual-polarization, four-dimensional signal.

The present article pursues this idea and proposes different signal constellations to be used for four-dimensional signalling in satellite links. Analytical methods and simulations predict an increased power efficiency of these constellations with respect to currently used transmission methods. The cost of this advantage is evaluated considering the limited applicability in non-linear channels.

Four-dimensional signalling also implies simultaneous reception on both polarizations. Such a combined reception allows the precision of timing and carrier recovery loops to be doubled. This claim is derived analytically and illustrated by simulating an example case.

An experimental transmitter/receiver pair was implemented and used to demonstrate a satellite transmission using a four-dimensional, bi-orthogonal signal in the dual-polarization channel. The experimental verification confirms the presented simulation results.

Index Terms—Satellite communication, Digital modulation, Optical polarization, Signal-to-noise ratio, Constellation diagram

I. INTRODUCTION

In a classical bandpass communication system, a single information carrying signal is modulated onto a carrier and fed to an antenna, cable, fibre or any other medium. Such a single carrier allows modulation in two dimensions: the in-phase and the quadrature amplitude. In four-dimensional modulation two bandpass channels are used, by exploiting for instance both polarizations that are available in free-space or in single-mode fibres. A first venture into four-dimensional modulation was proposed by Welti in [1], showing different power-efficient constellations to be used in such a channel.

In 1991, a research group in Italy proposed to jointly modulate the orthogonal carriers in a fibre-link such as to more efficiently use all the resources of the channel. They called the technique 4-Quadrature signalling. For quite some time, coherent signalling in the fibre channel remained a challenge, but with recent advances in high-speed digital circuits and fast analogue-to-digital converters, the optical world revived coherent, four-dimensional signalling [3, 4]. Discussions on different four-dimensional symbol constellations and their expected power efficiencies have for instance been published in [5]. It seems that 4-D modulation has found its place in the optical community [6, 7] even sums up proposals for coding schemes.

The main advantage of four-dimensional signalling is that symbol constellations with higher power efficiency may be used. In addition, [6] hints that non-linear signal degradations appearing on both polarizations could be efficiently equalized in a recursive fashion. Finally, 4-D signalling adds flexibility to bandwidth allocation, as wideband carriers might be split up between polarizations. In channels where crosspol (i.e. crosstalk between the polarizations) is an issue, demodulating both polarizations permits digital compensation measures [8].

In many satellite applications, notably in broadcasting and broadband communications, the channel conditions are close to the ideal additive white Gaussian noise (AWGN) channel model. Fading or multipath propagation are more or less absent, crosspol is negligible for many practical applications. For the AWGN channel, the performance is well known and closely approached. As satellite transmission power is limited, a lot of effort is put into further optimizing the power-efficiency by proposing different constellation layouts, respecting various constraints, for instance by considering the repeater non-linearity. For satellite broadcasting, a certain reference set of standard modulations is given by the DVB-S2 standard [9]; examples for improvements include [10], [11] or [12].

The satellite channel offers properties similar to a fibre. Many applications use highly directive, fixed antennas. These antennas have good polarization discrimination and are usually operated in a polarization-division multiplexing scheme. By that, the satellite channel offers as well the possibility for four-dimensional signalling using two orthogonal polarizations. A first effort to use...
four-dimensional signalling in satellite links was reported by Taricco [13] in 1993. The approach is however insofar different from the one proposed in this article, as he used the quadrature-quadrature method from [14], which increases the signal dimensionality by using four different basis functions on a single carrier signal.

The reception on two polarizations simultaneously can also offer advantages in receiver synchronization. In order to detect and de-map symbols from an incoming signal, a receiver first needs to synchronize to the signal. Carrier frequency and phase need to be estimated such as to provide an accurate local oscillator signal for downconversion. In a digital receiver, the symbol clock needs to be known, so that symbols can be extracted by downsampling at the right moment.

In four-dimensional modulation the carrier orthogonality is created through the state of polarization. This allows the transmission of two signals at exactly the same carrier frequency, which is quite unique for free-space radio communications. Using a single local oscillator (LO) for frequency conversion, phase and frequency offset as well as phase noise would be equal on both carriers. This is used for instance by the Polarization Shift Keying modulation [15] to enable direct detection. But also coherent modulation techniques should be able to exploit this property and enhance the carrier tracking fidelity. A similar consideration also holds for the symbol clock, which in 4-D modulation needs to be synchronous on both polarizations.

This article focuses on those two central aspects of 4-D signalling: Inspired by the findings in the optical community, it adapts the principles of four-dimensional modulation to satellite communications and discusses them as an alternative to PDM. A challenge is posed by the fact that orthogonal carriers are amplified separately by the satellite transponders. Results from coding theory are employed to construct power-efficient constellations that are subsequently compared by simulation with existing, classical satellite modulation methods. A demonstration transmitter and receiver pair is used to verify the simulations by experiment. It will be shown that satellite communications can indeed profit from the advantages of 4-D modulation, even though physical constraints limit its applicability in some cases. Possible solutions for circumventing the impact of high envelope variations are provided. Then, it is demonstrated how the tracking capabilities of a dual-polarization receiver can be improved. These findings are backed by accepted theoretical models as well as by the simulation of a specific example case.

The following section introduces a dual-polarization signal model and an accordingly modified definition of the signal-to-noise ratio (SNR). Section III introduces the tools for constellation design, presents some examples and simulates their performance. Section IV expands existing theoretical gauges for tracking fidelity to 4-D modulation and illustrates them using a specific example. Finally Section V concludes with thoughts on the applicability of 4-D signalling and identifies some pointers for future work.

II. CHANNEL MODEL

In order to describe 4-D signalling, the common channel model for bandpass signalling [16] is expanded to two conjointly modulated carrier signals. The signal consists of a series of symbols that are pulse-shaped and modulated into the target band. In classical coherent modulation, a particular symbol, numbered \( i \), is defined by a complex scalar \( c_i \) containing the carrier’s amplitude and phase information.

As in 4-D signalling carriers on both polarizations are used, a pair of complex numbers \((c_{x,i}, c_{y,i})\) is required to completely define a symbol. The projection of a symbol onto one of the polarizations \(X\) or \(Y\), denoted \(c_{x,i}\) and \(c_{y,i}\), is from here on called symbol-element. The polarizations \(X\) or \(Y\) can be horizontal and vertical, right- or left-handed circular or any other pair of orthogonal states of polarization.

The modulated dual-polarization signal is represented in complex notation:

\[
\begin{align*}
    s_x(t) &= e^{j[(\omega_t + \Delta \omega_x) t + \phi_0, x]} \sum_i c_{x,i} \cdot g(t - iT_x - \tau_x) \\
    s_y(t) &= e^{j[(\omega_t + \Delta \omega_y) t + \phi_0, y]} \sum_i c_{y,i} \cdot g(t - iT_y - \tau_y)
\end{align*}
\]

(1)

\(g(t)\) is the baseband pulse-shape which, for convenience, represents the combined impulse response of transmission and reception filters. In radio-frequency signalling this is usually a raised-cosine pulse [16]. The centre frequency is \(\omega_t\). The physical signal is extracted by taking the real parts of \(s_x(t)\) and \(s_y(t)\).

The quantities \(\Delta \omega\), \(\phi_0\) and \(\tau\) model carrier frequency offsets, initial phases and timing offsets [17]. In general, they are different for both polarizations. Should some or all of these quantities be equal on both polarizations, a receiver can exploit this to improve its tracking capability; this is the subject of Section V further below. For the first part, the analysis of 4-D signalling constellations, they do not need to be considered:

\[
\begin{align*}
    \Delta \omega_x &= \Delta \omega_y = 0 \\
    \phi_{0,x} &= \phi_{0,y} = 0 \\
    \tau_x &= \tau_y = 0
\end{align*}
\]

(2) (3) (4)
To have meaningful symbol de-mapping in four-dimensional signalling, it is important that the symbol clock frequency is equal on both polarizations. Some temporary differences might be compensated by buffers, such that the following equality must be fulfilled on average at least:

\[ T_x = T_y = T \]  

(5)

The signal expression simplifies as follows and is comfortably expressed in vector form:

\[ s(t) = \begin{pmatrix} s_x(t) \\ s_y(t) \end{pmatrix} = e^{j \omega c t} \sum_i \begin{pmatrix} c_{x,i} \\ c_{y,i} \end{pmatrix} g(t - iT) \]  

(6)

For the purpose of constellation analysis, it is sufficient to look at the symbol values alone. Assuming a properly downconverted and sampled signal, the symbols can be expressed using amplitude and phase or by their quadrature amplitudes (the index \( i \) is dropped for brevity):

\[ \mathbf{c} = \begin{pmatrix} c_x \\ c_y \end{pmatrix} = \begin{pmatrix} A_x e^{j \phi_x} \\ A_y e^{j \phi_y} \end{pmatrix} = \begin{pmatrix} x_1 + j x_Q \\ y_1 + j y_Q \end{pmatrix} \]  

(7)

Because carriers on both polarizations are used, the signal occupies a bandwidth of twice the signalling rate, \( B = \frac{2}{T} \). According to the Dimensionality Theorem, the signalling scheme has thus \( d = 2 BT = 4 \) dimensions \[16\]. They correspond to the four quadrature amplitudes \( x_1, x_Q, y_1 \) and \( y_Q \). For the case that \( X \) and \( Y \) are the linear horizontal and vertical polarizations, the symbol-vector \( \mathbf{c} \) corresponds to the Jones-vector used in optics \[18\].

A. Signal-to-noise ratio

Choosing to express power using squared amplitudes, the average signal power \( P_s \) and the corresponding average symbol energy \( E_s \) are defined as follows:

\[ P_s = \frac{1}{2T_m} \int_{t_0}^{t_0 + T_m} |s(t)|^2 dt = \frac{E_s}{T} \]  

(8)

The superscript \(^H\) denotes a vector’s hermitian, i.e. transposed and complex conjugate. The received signal \( r(t) \) is subject to thermal noise \( \mathbf{n}(t) \), modelled as additive white Gaussian noise of double-sided power spectral density \( N_0/2 \):

\[ r(t) = s(t) + \mathbf{n}(t) \]  

(9)

The noise power in the receiver is limited by the reception filters. Also noise is received on both polarizations; therefore twice the signalling rate has to be accounted for the noise bandwidth. Accordingly, the noise power \( N \) will be:

\[ N = BN_0 = \frac{2}{T} N_0 \]  

(10)

This leads to the following expression for the signal-to-noise ratio:

\[ \text{SNR} = \frac{P_s}{N} = \frac{E_s}{T} \frac{T}{2N_0} = \frac{E_s}{2N_0} \]  

(11)

Interestingly, a factor \( \frac{1}{2} \) appears here, as opposed to the more common expression \( E_s/N_0 \). Although this might suggest that the SNR in a dual-polarization setup might be only half as large as in a classic channel, this coefficient is a consequence of the definition of signal energy as the sum energy on both polarizations.

Still, in order to achieve the same SNR as in a single-polarization setup, with the symbol rate constant, the dual-polarization signal has to be transmitted using twice the power inside twice the bandwidth. For this reason, also the bit-rates should be at least doubled with respect to a given classic modulation scheme.

In practice it is possible that the individual SNR values differ on each polarization. For the simulation and measurement results shown in this article, signal and noise power are always equally split between both polarizations, so that the SNR on each polarization equals the combined SNR.

For the results presented in the following sections to stay comparable to those in the literature, the expression for the signal-to-noise ratio is transformed to \( E_s/N_0 \) or \( E_b/N_0 \), according to the following formulas.

\[ \frac{E_s}{N_0} = 2 \cdot \text{SNR} \]  

(12)

\[ \frac{E_b}{N_0} = \frac{2}{b} \cdot \text{SNR} \]  

(13)

The variable \( b \) stands for the number of bits transmitted per (dual-polarization) symbol.

III. FOUR-DIMENSIONAL SIGNALLING CONSTELLATIONS

The increase from two to four dimensions re-opens the question of good symbol constellations for such a channel. Useful hints on how to approach constellation design come from the coding literature, where a high number of dimensions is not uncommon. The concepts of coding gain and shaping gain can orient the design and permit improvements with respect to classic I/Q modulations to be quantified. Good overviews are provided in \([19]\) or \([20]\) and, especially for the topic of shaping, \([21]\). Constellation design in four dimensions seems to have been first described in \([1]\). The pertinent ideas can be summarized as follows:

An important figure for the noise sensitivity of a constellation is the minimum distance between signal points. It is given by the constellation packing and
largely determines the symbol error probability when the signal-to-noise ratio is high. This minimum distance is given by the constellation packing. In a standard $2^{2n}$-point constellation for quadrature amplitude modulation ($2^{2n}$-QAM), the packing is a rectangular grid. In four dimensions, a more dense packing is possible, allowing more constellation points at equal mutual distance for the same average symbol energy. The densest packing in four dimensions is given by the chequerboard, or $D_4$ lattice \[22\]. The increase in power efficiency that can be achieved by choosing a more dense packing is called coding gain. Modulation schemes like $2^{2n}$-QAM have a rectangular shape, while the average symbol energy boundary, given by a radius $\sqrt{E_s}$ in the I/Q-plane, is circular. For this reason cross-shaped constellations are proposed in \[19\] to fill the signalling space more efficiently. This principle can be extended to a higher number of dimensions, where it is then called constellation shaping. In four dimensions the average symbol energy is bounded by a three-dimensional spherical surface, according to which the constellation space can be filled.

In short, the increase in dimensions allows constellation points to be packed more densely, which in practice means that more information can be transmitted using the same power at the same symbol error rate (SER). In addition, the signal space defined by a power constraint can be filled up more efficiently.

These principles from coding theory can be used in physical modulation as well to increase the power efficiency in uncoded modulation. They are used in the following sections to design four-dimensional constellations. Different categories of constellations are proposed, starting with lattice-based constellations for the linear channel, which illustrate the gross signalling gain achievable from the dimensional increase. Then, the degrees of freedom are successively reduced to yield designs that are more appropriate for the non-linear channel available in many satellite communication links. Simulation results are presented for the different constellations in the AWGN channel, showing their symbol error rate as a function of the SNR.

Considering the bandwidth and power use of dual-polarization modulation, the 4-D modulation schemes have to be compared with classical I/Q modulation techniques in dual operation (e.g. quaternary phase-shift-keying (QPSK) simultaneously on both polarizations). This ensures a fair comparison between single-polarization and dual-polarization techniques, because spectrum usage and transmission rates are equal. The SER of the classical modulation schemes is derived from known error probability formulas \[23\]. For a dually operated technique to lead to a correct decision, both underlying symbols need to be detected correctly. In consequence, the error probability $P_e$ in dual operation must be adjusted accordingly:

$$P_{e,\text{dual}} = P_{e,\text{single}} \cdot P_{e,\text{single}}$$

$$\iff 1 - P_{e,\text{dual}} = (1 - P_{e,\text{single}}) \cdot (1 - P_{e,\text{single}})$$

$$\iff P_{e,\text{dual}} = 2P_{e,\text{single}} - P_{e,\text{single}}^2$$

(14)

Probabilities subscripted with $c$ are for correct decisions, while $e$ stands for errors.

For the simulation results shown below, the error rates of various signalling constellations are compared by the SNR required to decrease the error rate below the threshold of $1 \cdot 10^{-4}$. This is estimated to be a good compromise between the achievable asymptotic result at high SNR and the results for a practical operation scenario at lower SNR, where coding techniques are used for error correction.

### A. Lattice-based constellations

Targeting maximally power-efficient signalling, the first set of constellations is based on the $D_4$-lattice. To this end, a large sample of $D_4$-lattice is generated and positioned in space such as to free the origin from a node. The constellation is then carved out by delimiting the lattice by a spherical boundary centred around the origin \[21\]. The radius of the sphere can be freely chosen such as to include the desired number of signal points. In this way, a maximally dense and shaped constellation is created with minimum average power. The lattice itself provides for the coding gain, the spherical cut-out for the shaping gain.

The so-created constellations are referred to as lattice amplitude modulation (LAM) constellations in this article. LAM constellations can be viewed as four-dimensional correspondents to classic, rectangular QAM, or to the cross-shaped constellations from \[19\]. An 88-LAM and 256-LAM constellation have been generated. In spectral efficiency, the latter corresponds to a dual 16-APSK or 16-QAM constellation, the former approximately to dual 8-PSK or 8-QAM. Both generated LAM constellations have already been published in \[1\] and are thus known; they have not been considered as an alternative to the polarization division multiplex or been compared with other, classical techniques in a dual-polarization setup.

1 The generation procedure does not necessarily create constellations with a number of points being a power of 2. It was not possible to elegantly arrive at 64-points, so the choice falls on the next larger constellation with 88 lattice nodes.
Orthogonal projections\(^2\) of the 256-LAM constellation onto each polarization are displayed in Figure [3]. The numbers indicate how many symbols will resolve to a given symbol-element in either projection. They symbolize the probability that a certain symbol-element will be selected when all symbols are equiprobable. Note that different orthogonal projections are possible. The present one is chosen such that the number of symbol-elements is minimized.

Figure 2 shows a symbol error rate plot for the LAM constellation compared with reference modulation schemes. Simulation results and calculated union bounds (UB) \(^2\) are given. Both LAM constellations show considerable advantages over their classical correspondents. At the error rate of \(1 \cdot 10^{-4}\), the 88-point constellation gains 2.2 dB with respect to dual 8-PSK. This comparison is difficult to justify however, as 8-PSK is a constant-power modulation. For this reason another comparison is proposed with a hexagonally-arranged 8-QAM constellation. The hexagonal 8-QAM constellation is more advantageous than a rectangular 8-QAM, by its energy efficiency and constellation peak-to-average power ratio. Its coordinates are shown in Appendix A. Comparing it with the proposed 88-point LAM, the power advantage shrinks to 0.7 dB, which can be considered the effective advantage achieved by the dimensional increase. When comparing the techniques with a spectral efficiency of 8 bit per symbol, the 256-point LAM constellation outperforms 16-QAM by 1.3 dB and 16-APSK\(^2\) by 1.5 dB. The comparison with 16-QAM is considered more appropriate, because the reduced power efficiency for APSK is the result of a placement optimized for the non-linear satellite channel; the arrangement no longer follows the structure of a lattice. For both LAM constellations, a significant signalling gain is achieved, demonstrating the possibility of increasing the power efficiency by using both polarizations. The impact of using a four-dimensional signalling technique is more important at higher spectral efficiencies; more points can be placed and thus more degrees of freedom for an optimal shaping are available.

### B. Sphere-based constellations

Phase shift keying (PSK) or amplitude and phase shift keying (APSK) are used for transmissions with amplifiers at or close to saturation. Constellations like QPSK and 8-PSK have all constellation points on an equal-power circle in the I/Q-plane. In this way, envelope variations are kept at a minimum and distortion small.

To construct similar constellations in four-dimensions, one can place a fixed number of points equidistantly onto the three-dimensional surface of a sphere in 4-D space; then all the symbols have equal energy. These are the constellations initially proposed in \([2]\). A 64-point constellation is used, denoted 64-4D-PSK, to be compared with dual 8-PSK. The exact arrangement of points is taken from Sloane’s website on spherical packings \([24]\). The SER-to-SNR curve is shown in the same Figure 2 as for the LAM constellations.

Interestingly, the simulated SER is very close to that of the 88-point LAM constellation and thus offers a similar advantage compared to classical modulation techniques. As the constellation is the result of a numerical optimization, it has a quite chaotic structure and is therefore not shown. More orderly constellations might be created.
using the algorithm described by Leopardi in [25], at the price of some power efficiency.

The constant-power limitation in 64-4D-PSK is effective for both polarizations together. This is only meaningful when both polarizations are processed and amplified conjointly as well. As contemporary satellite amplifiers have to amplify both polarizations separately, they will be subject to the envelope variations on each carrier. Thus, for the proposed 64-4D-PSK constellation, amplifiers would require some back-off.

C. Cylinder-based constellations

If signal envelope variations are to be completely avoided also on individual polarizations, the constraints on constellation design have to be further restricted. By fixing the power on both carriers, only two degrees of freedom remain: the phases. The same principle of dense lattices, used above in the quadrature amplitude space, can be applied inside the two-dimensional phase space. As in two dimensions the hexagonal grid is the most dense, a constellation can be generated by laying out points accordingly. The constellation layout can be imagined as intersecting cylinders in 4-D space, hence the classification as cylinder-based.

The phase space is of quadratic size, \([0; 2\pi] \times [0; 2\pi]\) and a closed surface (i.e. The boundaries are glued together); whereas the hexagonal grid has a non-rational side-ratio: A quadratic chunk can only be created approximately, for a very high number of points. If 64 points are used, the lattice needs to be slightly squeezed in order to fit; this deformation costs power efficiency. A constellation plot in the two-dimensional phase space is shown in Figure 4.

This time, the comparison with 8-PSK is fully justified and shown in Figure 5. The gain in SNR is quite small with only 0.2 dB. Still, it has to be considered that this gain is achieved solely by rearranging phase values in a constant-amplitude constellation. It remains open whether this gain is still valid when bit-error rates are compared.

Taking APSK as a model, one can envisage similar constellations with multiple cylindrical shells. The construction of such constellations seems to be more involved and probably best undertaken with the help of numerical optimization procedures. An algorithm like that proposed in [10] should be extendible to four-dimensional signals. An extensive search for APSK-like four-dimensional constellations was not considered in the scope of the present work.
D. Bi-orthogonal constellation

A recent publication in optical communications, comparing signal constellations in two, three and four dimensions, identifies four-dimensional, bi-orthogonal signalling as the most spectrum efficient of all, even beating binary PSK (BPSK) \[26\]. The bi-orthogonal modulation is a constant energy modulation, consisting of the symbol points \{-1; +1\} on each of the four orthogonal axes.

By rotating this constellation in 4-D space it can be rendered into a constant-amplitude scheme, like the cylindrical constellation presented above \[5\]. The constellation diagram then looks like QPSK and a representation in phase space is possible. This is shown in Figure 6 comparing the constellation structure of dual, perfectly synchronous QPSK with that of bi-orthogonal signalling. For the bi-orthogonal constellation, half of the symbols are removed compared to the QPSK constellation. In this way, 1 bps of spectral efficiency is traded in for an increase in mutual distance by \(\sqrt{2}\).

Figure 7 shows the simulation results comparing the symbol error rate of dual QPSK with that of the bi-orthogonal signal. The latter offers a power advantage of 1.6 dB at an error rate of \(1 \cdot 10^{-3}\). This often accentuated comparison is questionable however because the spectral efficiency of the bi-orthogonal signal is significantly lower than that of QPSK. For this reason, a second simulation was run with a 3-point, PSK-like constellation arranged on the vertices of an equilateral triangle; in this way the spectral efficiency of the bi-orthogonal signal (3 bit per symbol) is approached very closely (3.17 bit per symbol), legitimating a direct comparison. In this case the advantage of the bi-orthogonal signal shrinks to 0.9 dB.

E. Experimental demonstration of bi-orthogonal modulation over satellite

The bi-orthogonal constellation, due to its relatively simple structure, offers itself as a good choice for a demonstrative implementation of a 4-D modem. A transmitter and a receiver were implemented based on a programmable logic platform with analogue-to-digital and digital-to-analogue converters. A random symbol sequence at a rate of 1.024 MBd is transmitted. The signal is shaped with a root-raised-cosine pulse with roll-off \(\alpha = 0.20\) and output at an intermediate frequency of 70 MHz. The receiver uses simple squaring for symbol recovery \[27\]. Carrier recovery is achieved by the QPSK carrier recovery method described by Sari in \[28\].

The implemented system is used to verify the claim of increased power efficiency in a practical setting. Different power levels of thermal noise are coupled into the signal path to synthesize a range of SNR steps. The symbol error rate is measured and the results are plotted in Figure 7 alongside with the predictions. The experiment with the prototype verifies the predictions, even though a slight implementation loss becomes visible at higher SNR.

The same equipment was used in a satellite experiment, demonstrating the system’s end-to-end functionality in its target setting. The purpose was to confirm the readiness of currently orbiting satellite transponders for 4-D signalling and to rule out any unforeseen impairments. The uplink was transmitted from an 11 m ground station antenna at the SES site in Betzdorf, Luxembourg to the Astra 3B satellite. After frequency conversion, the signal was retransmitted and received by the same ground station. By varying the uplink power, it was possible to produce different SNR levels and measure the error rate as well.
The results from these measurements are displayed in Figure 7 represented as diamonds. They confirm the previous on-ground measurements. As the noise power spectral density was measured at a different frequency, 4 MHz higher than the actual carrier, a small bias manifests itself.

F. Similarity to coding

The methods used in the previous sections for constellation design come from coding theory. Even at a more fundamental level, the close relation between 4-D modulation and coding is evident: As a matter of fact, nothing prevents the creation of additional dimensions by just considering consecutive symbols in time and merging them into a higher-dimensional symbol. This is the essence of block-based error encoding. Also different frequency bands might be used to transmit more dimensions.

In this perspective, four-dimensional signalling can also be achieved by merging blocks of two consecutive symbols in a signal and soft-decoding them in the receiver. From a mathematically abstract viewpoint, there is no difference between these two approaches, when looking at spectral efficiency, bandwidth or power usage. However, different physical effects, advantages or constraints might play in favour or not of a polarization-, time- or frequency-based multidimensionality. An important physical advantage is an amplifier that can amplify both polarizations; this is illustrated in the next section.

G. Peak-to-average power ratio

Figure 7 shows how constellation shaping increases the frequency of low-energy symbol-elements. Also the choice of the lattice structure, by expanding the constellation, increases the per-polarization peak-to-average power ratio (PAPR) of the carriers.

Especially when each transponder is loaded with a single carrier, the amplifiers operate in or close to saturation for maximum output power. This distorts signals with high envelope variations; distortion which can be reduced by moving the amplifiers’ operating point away from saturation, i.e. backing off. The price is lower output power, which in turn reduces the actual SNR. The SER to SNR curves shown in the previous section are oblivious of this, as $E_b$ designates only the average power. The issue is less critical when multiple carriers are transmitted over the same transponder. Back-off is then mandatory by default and modulation types with higher PAPR may be used.

A good heuristic to determine the amount of back-off required to maintain signal integrity is to look at the PAPR of the baseband signal. The PAPR of all proposed constellations was estimated from the waveforms generated during the simulations; they are shown in Table I. The table is arranged in four columns: the two leftmost show the PAPR values computed from the symbols in the constellation. The two rightmost columns show the PAPR for pulse-shaped signals with roll-off $\alpha = 0.20$, as yielded by simulations. Each of those two groups has a column for the combined i.e. dual-polarization and the single, per-carrier PAPR. The lines are ordered with decreasing spectral efficiency and also grouped accordingly.

Focussing on the pulse-shaped single-polarization column, the table allows the expected amount of required back-off to be compared. It shows that the PAPR of the large 4-D constellations (88-$D_4$-LAM, 256-$D_4$-LAM and 64-$D_4$-PSK) is larger than that of the traditional constellations with which they are compared. By taking the PAPR ratio, the required additional back-off can be roughly estimated. As an example, using 256-LAM, with an output back-off increased by $6.6/5.6 = 0.7 \text{dB}$ with respect to 16-QAM, results in a reduction of the power gain from 1.3 dB down to 0.6 dB. The same comparison with 16-APSK annihilates the gain expectation; this is true as well for the comparison of the 88-point LAM constellation with the hexagonal QAM. For the 64-$D_4$-PSK constellation a net gain of 0.3 dB remains.

Constant-amplitude constellations like QPSK or 8-PSK usually require no or only very little back-off in practical operation, despite the PAPR of around 3.5. The same should be expected for the bi-orthogonal and the cylindrical 64-PSK constellation. Note that the PAPR of the 3-PSK is especially low, probably because symbol transitions do not pass through the origin.
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This would allow the use of 4-D constellations without
the strong back-off penalty. The 64-4D-PSK constellation
was designed with such a constraint in the design
prescriptions and has a combined symbol PAPR of one.
If such an amplifier could be manufactured and mounted
on satellites, it would allow more efficient signalling in
microwave broadband and satellite communications.

The bi-orthogonal constellation was created by divid-
ing the QPSK constellation into two complementary sets,
of which one is removed (cf. Figure 6). In a variant of
the bi-orthogonal signalling technique this set is flipped
after every symbol. A first symbol would be mapped
according to the crosses in Figure 6 following by the
rectangles, the third by crosses again and so forth. This
variant was simulated and is tabulated under bi-orthogonal alt.
The combined PAPR of this waveform is the lowest of all simulated constellations. It seems
that the modification reduces the number of symbol transitions through the origin in 4-D space.

The observation of low combined PAPR is valid for
dimensional signalling, such that both symbol-elements
can be merged into the combined symbol for detection.
Also, as carrier frequencies are equal, only one local oscil-
lator may be used for frequency conversion, such that
offsets and phase noise are equal on both polarizations.

By exploiting these symmetric carrier properties and
estimating over both polarizations, it is possible to reduce
the thermal noise induced jitter without changing the
measurement period. An improvement of synchroniza-
tion fidelity should be expected in this way. To show
this in theory, the signal model is modified to have equal
carrier frequency offsets:

\[ \Delta \omega_x = \Delta \omega_y = \Delta \omega \]

(18)

It is realistic to assume that the time delay on both
polarizations is not exactly the same because equal path-

length is expensive to set up for a satellite channel. In
that case, \( \phi_0 \) and \( \tau \) would be offset by a fixed
amount between the polarizations. Such a fixed offset

This signal definition from (6) can now be simplified:

\[ s = e^{j(\omega+\Delta \omega)t + \phi_0} \sum_i \left( \begin{array}{c} c_{x,i} \\ c_{y,i} \end{array} \right) \cdot g(t - iT - \tau) \]

(21)
To assess the potential gain from using dual-polarization synchronization, the modified Cramer-Rao bound (MCRB) is used. The MCRB gives a lower bound for the achievable variance that can be expected from an unbiased estimate in a Gaussian noise process [30, 17]. It is derived from the Cramer-Rao bound found in estimation theory, modified to ease the calculation for the present problem.

Starting from the log-likelihood function $\ln \Lambda (\lambda, \mathbf{u})$ for the estimation of a constant parameter $\lambda$ in white Gaussian noise, extended to dual-polarization modulation, one can derive the expression for the MCRB by following along the lines of [17]:

$$
\ln \Lambda (\lambda, \mathbf{u}) = -\frac{1}{2N_0} \int_{T_0} (r(t) - s(t, \lambda, \mathbf{u}))^H (r(t) - s(t, \lambda, \mathbf{u})) \, dt
$$

(22)

$$
\text{MCRB}(\lambda) = \frac{1}{E_{n,u}} \left[ \frac{\partial \ln \Lambda (\lambda, \mathbf{u})}{\partial \lambda} \right]^2
$$

(23)

$$
= \frac{-1}{E_{n,u}} \left[ \frac{\partial^2 \ln \Lambda (\lambda, \mathbf{u})}{\partial \lambda^2} \right]
$$

(24)

$$
= \frac{N_0}{E_{n,u} \int_{T_0} \left[ \frac{\partial s(t, \lambda, \mathbf{u})}{\partial \lambda} \right]^H \left[ \frac{\partial s(t, \lambda, \mathbf{u})}{\partial \lambda} \right] \, dt}
$$

(25)

The vector $\mathbf{u}$ contains the parameters that are not to be estimated and are thus modelled as random, as well as the data symbols $\mathbf{c}_i$. In (23) the expected value is over the noise $\mathbf{n}$ and the vector $\mathbf{u}$, while in (25) only $\mathbf{u}$ remains. The first equality is a known transformation for expected values exposed in [31]. Equation (25) is obtained by performing the derivations and taking the partial expected value over the noise process $\mathbf{n}$.

For every of the three parameters $\Delta \omega$, $\phi_0$ and $\tau$, the MCRB resolves to the same expressions as given in [17]. Indeed the MCRBs are the same as for the classic single-polarization case, except with the signal power doubled. In retrospective such a result might seem obvious as twice the signal energy is available to estimate the same quantity as in the single-polarization case. As a consequence, synchronizing using a dual-polarization signal has the potential to reduce the jitter variance by a factor two.

A similar reflection can also be made for a pilot-aided tracking system: If the quantity to be estimated is equal on both polarizations, twice the number of pilots are available to estimate the same quantity. Alternatively, one could just transmit pilots on one carrier, leaving the second exclusively for payload-data. In this case, the jitter variance would remain the same, but the efficiency of carrier usage would increase.

The MCRB only gives an indication on how well a best possible estimator would perform. To corroborate these analytical findings using a specific example, the variance of jitter in a timing recovery loop with a Gardner Error Detector (GED) [32] is simulated. 16-QAM signals are used in the simulation, both in single- and dual-polarization operation; in this way both situations can easily be compared.

A block diagram of the simulated system is shown in Figure 8. Two noisy 16-QAM signals serve as inputs and are subsequently matched-filtered by a root-raised-cosine (RRCS). The timing recovery loop has two GEDs, one for each polarization. The error signals are added together and integrated to provide an input to the Farrow-interpolators [33]. An optional pre-filter can be used to reduce self-noise and thus allow better performance in high SNR [34].

The performance of the simulated tracking system is compared with the normalized MCRB from [17]:

$$
\frac{1}{T^2} \times \text{MCRB}(\tau) = \frac{B_N T N_0}{4\pi^2 \xi E_s}
$$

(26)

$B_N$ is the loop noise bandwidth such that $1/2B_N T$ corresponds to the number of symbol periods measured [17]. $\xi$ is a dimensionless parameter depending on the pulse-shape. It plays an important role as timing is easier to estimate with wideband pulses. The simulation used a roll-off value of $\alpha = 0.20$, leading to $\xi = 0.852$. As classic 16-QAM is used, the signal-to-noise ratio is expressed with $E_s/N_0$. To compute the MCRB for a dual-polarization signal, the symbol energy $E_s$ is simply doubled.

Figure 9 shows the normalized timing variance as a function of $E_s/N_0$ for the simulated single- and dual-polarization signals with and without pre-filtering as well as the corresponding MCRB.

In the low-SNR region, the GED tracking loop jitter variance is higher than the MCRB by a factor of 5.6 for both cases. Self-noise limits the performance in
Variance of normalized timing estimate

where the transponder transmit power is usually limited

envelope variations resulting from these techniques reduce

25 dB, which includes most practical cases.
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Figure 9. Variance of normalized GED timing estimate on 16-QAM signals with a roll-off \( \alpha = 0.20 \) and a loop bandwidth \( B_N T = 5 \cdot 10^{-3} \).

high SNR, a phenomenon that the pre-filters are able to mitigate somewhat. According to [17], the MCRB implicitly assumes known data symbols and is usually closely approached by decision- and data-directed synchronization methods. The simulations confirm that it is too optimistic for this non-data-aided method. More importantly, in both cases with and without pre-filter, the jitter is reduced by half for all noise levels in the dual-polarization setup. Even the asymptotic limits caused by self-noise are pushed down by \( \frac{1}{2} \), such that dual-polarization tracking outperforms pre-filtered, single-polarization tracking until up to a SNR of about 25 dB, which includes most practical cases.

It can be concluded that a 4-D receiver can increase its tracking precision by estimating the symbol clock over both polarizations. Judging from the respective MCRBs, the same should also be true for carrier and phase recovery. This is especially useful in satellite communications, where the transponder transmit power is usually limited by physical or regulatory constraints. For this reason the loop bandwidth is often the only tunable parameter to optimize synchronizers. If conflicting requirements do not allow a satisfactory solution, dual-polarization synchronization can be a solution.

V. CONCLUSIONS

The signal model for four-dimensional modulation over satellite was described. A proven tool for constellation design was reviewed and used to generate different four-dimensional constellations for the satellite link.

Numerical computations and simulations showed these constellations to have a better power efficiency than comparable single-polarization techniques. The increased envelope variations resulting from these techniques reduce this advantage when transponders are operated close to saturation, like in a single-carrier per transponder setup. Except from the presented bi-orthogonal signalling, they are preferably used in multiple-carrier applications, where amplifier back-off is mandatory and no additional losses are expected. For the bi-orthogonal signal a comparison with a constellation on an equilateral triangle was proposed. The simulation results are backed by an experimental verification using an implemented demonstration modem with the bi-orthogonal signal. The experiments were concluded by demonstrating a successful transmission over satellite.

An important aspect is the relationship between coding and four-dimensional modulation. The conclusion is that a real physical advantage must be present to exploit the advantages of a dual-polarization signal; otherwise the exercise is of purely mathematical nature.

One such advantage is the improved tracking accuracy that can be obtained in the receivers by adding the error signals from two error detectors, one on each polarization. Simulations on a timing-loop using a Gardner timing-error detector confirmed the respective predictions.

Four-dimensional signalling over satellite can be regarded as a real alternative to the previously used single-polarization techniques. It offers improved tracking, more flexibility in the bandwidth usage, electronic cross-polarization compensation and the signalling gain from improved constellations. On one hand, each of these advantages by itself might not be decisive. On the other hand, implementing the capability for 4-D modulation comes at a very low additional cost; subsequently, all the advantages are available together. In addition, a system capable of four-dimensional signalling can always be operated in a backwards-compatible way with classical 2-D symbol constellations.

From a practical engineering point of view, only little changes need to be made to existing systems in order to profit from the advantages of four-dimensional modulation. Ground stations and satellite transponders are usually perfectly capable of transmitting on both polarizations. On transponders from the digital era channels are already aligned between polarizations. In order to also profit from the tracking benefit, system design needs to ensure that both polarizations use the same local oscillator for frequency conversion. The readiness of the space-segment was demonstrated by the live satellite demonstration; what remains is the reception equipment on the consumer side. Consumer-grade low-noise block converters (LNBs) are already capable of downconverting both polarizations simultaneously and coherently (cf. Twin LNB [35]). Only the tuners in the
reception equipment need to be adapted to provide for two inputs.

Some effort should be put into the search for densely-packed four-dimensional constellations with APSK-like constellation diagrams. An immense advantage could also be provided by an amplifier able to amplify both polarizations together. It may be possible to develop such a capability from gyrotrons or multi-port amplifiers.

**APPENDIX**

The coordinates of the points in the hexagonal constellation from Section III-A are stated hereunder:

$$d \cdot \left\{ (-1), (1), (-j\sqrt{3}), (j\sqrt{3}), (-2-j\sqrt{3}), (-2+j\sqrt{3}), (2-j\sqrt{3}), (2+j\sqrt{3}) \right\}$$

(27)
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