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Abstract
As an important part of information extraction, relationship extraction aims to extract the relationships between given entities from natural language text. Based on the pretraining model R-BERT, this paper proposes an entity relationship extraction method that integrates an entity dependency path and pretraining model, which generates a dependency parse tree by dependency parsing, obtains the dependency path of an entity pair via a given entity, and uses an entity dependency path to exclude information such as modifier chunks and useless entities in sentences. This model has achieved good F1 value performance on the SemEval2010 Task 8 dataset. Experiments on datasets show that dependency parsing can provide context information for models and improve performance.
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1 Introduction
Information extraction (IE) aims to extract structured information from large-scale semistructured or unstructured natural language text (Golshan et al. 2003). Information extraction tasks are applied, for example, to knowledge graph construction (Liu et al. 2016), information retrieval (Wu and Weld 2010), question-answering systems and text summarization. Entity relationship extraction is an important part of information extraction tasks, and its results will affect the performance of follow-up tasks.

Entity relationship extraction based on deep learning falls into one of the following two major categories: supervised entity relationship extraction and distantly supervised entity relationship extraction. In supervised entity relationship extraction, entity relationship extraction can be achieved by either pipeline learning or joint learning (Li et al. 2020). The pipeline learning method extracts the relationships between entities directly based on entity identification, and the joint learning method identifies entities while extracting the relationships between entities based on an end-to-end neural network model. Compared with supervised entity relationship extraction, distantly supervised entity relationship extraction, due to the lack of a human-annotated dataset, takes one more step to distantly align the knowledge base to label unlabeled data. To construct the relationship extraction model, there is little difference between distantly supervised entity relationship extraction and the pipeline learning method of the supervised entity relationship extraction. The main difference between supervised entity relationship extraction and distantly supervised entity relationship extraction is the difference in the annotation level of the dataset. For the supervised method, entity and relationship types are given in the dataset. At this time, the relationship extraction task can be performed by the classification task method.

Due to the increase in the pretraining models, the entity relationship extraction tasks have gradually moved closer to the direction of pretraining models. Researchers have achieved very good results by only fine-tuning the pretraining model BERT and then performing entity relationship extraction experiments. In 2019, the Ali team (Wu and He 2019) took the lead in applying BERT to relationship extraction tasks and achieved the best results at that time. The result led to more researchers focusing on

---
¹ Research Center for Human-Computer Intelligence, Shenyang 110136, China
² Shenyang Aerospace University, Shenyang 110136, China
the pretraining model. After these experiments, most entity relationship extraction models have been based on pre-training models, usually by training their pretraining models after changing the initialization parameters of the BERT structure or integrating external knowledge.

Peng et al. proposed in 2020 that the existing models paid too much attention to the impact of the whole sentence on the relationship classification, without considering the noise caused by content such as modifier chunks in sentences. Moreover, external knowledge is cited to assist the model in sentence classification, but the syntactic knowledge of the sentence is ignored.

This paper proposes a method using dependency parsing, which establishes a dependency tree for each data point and obtains the shortest dependency path between entities via dependency trees. This paper focuses on the word information in the dependency path between entities rather than using the type of dependency relationship between words in the past. Parsing is used to enhance the context information of model learning to avoid noise caused by information such as modifier chunks and unannotated entities in sentences.

2 Related work

Parsing is one of the key technologies in natural language processing, and its basic task is to determine the syntactic structure of a sentence or to clarify the dependency relationships between words in a sentence. Dependency parsing analyzes a sentence into a dependency syntax tree to describe the dependency relationships between words. The dependency relationship is represented by a directed arc, which is called the dependency arc. The shortest dependency path refers to the shortest path of two words in the dependency syntactic structure. The entity dependency path is the shortest path between two entity nodes in the dependency syntactic structure. The shortest dependency path can express the syntactic relationships between two nodes. According to the characteristics of the shortest dependency path, the entity dependency path can concisely express the syntactic relationships between entities, remove modifier chunks, and retain the backbone mode that can clearly express the entity relationships. Therefore, dependency parsing is widely used in relationship extraction.

Entity relationship extraction, as one of the most critical tasks in natural language processing, is widely used in fields such as information extraction, natural language understanding, and information retrieval. Early relationship extraction methods include feature-based methods and kernel-based methods. As early as feature-based methods, syntactic knowledge was used for relationship extraction. Today’s relationship extraction methods can be divided into two categories: statistical relationship extraction and neural relationship extraction. The statistical relationship extraction annotates the relationships of the target entity pair in the text based on traditional machine learning methods. Among them, classical entity relationship extraction methods can be divided into four categories: supervised, semisupervised, weakly supervised and unsupervised methods, which are distinguished by the degree of annotation in the dataset. Neural relationship extraction applies deep learning to relationship extraction tasks, and the entity relationship extraction tasks of deep learning can be divided into supervised tasks and distantly supervised tasks.

Among the classical statistical relationship extraction methods, Zhou (Zhou et al. 2005) and Guo Xiyue et al. (Guo et al. 2014) used SVM as a classifier to study the effects of lexical, syntactic and semantic features on entity relationship extraction. Craven et al. (Craven and Kumlien 1999) first proposed the idea of weakly supervised machine learning in the process of extracting structured data from text to establish a biological knowledge base; Brin (Brin 1998) used the bootstrapping method to extract the relationships between named entities. Hasegawa et al. (Hasegawa et al. 2004) first proposed an unsupervised method for extracting relationships between named entities at the ACL meeting.

Traditional methods have the error propagation problem of feature extraction, so the entity relationship extraction method based on deep learning, which can effectively solve this problem, has been considered and achieved good results. Zeng et al. (Zeng et al. 2014) first proposed using a CNN to extract the meaning of a word and applying softmax for classification in 2014. Zhang et al. (Zhang and Wang 1508) proposed using Bi-LSTM for relationship classification in 2015. Xu et al. (Xu et al. 2015) re-introduced the traditional method and proposed a CNN that is based on the shortest path. In addition, in recent years, many attention-based models have been applied to relationship extraction tasks. Katiyar et al. (Katiyar and Cardie 2017) first used attention, an attention mechanism, and Bi-LSTM to jointly extract entity and classification relationships in 2017.

Scholars have also proposed a variety of improvements based on basic methods, such as the fusion method of PCNN and multi-instance learning (Zeng et al. 2015) and the PCNN fusion method and attention mechanism (Lin et al. 2016). Ji et al. (Ji et al. 2017) proposed adding entity description information based on PCNN and attention to assist in learning entity representations. The COTYPE model proposed by Ren et al. (Ren et al. 2016) and the residual network proposed by Huang (Huang and Wang 2017) both enhanced the effect of relationship extraction.
After the pretraining model was proposed, Wu et al. first applied the pretraining model to relationship extraction tasks in 2019 and explored the mode of combining entities and entity locations in the pretraining model by adding identifiers before and after the entities to indicate the entity locations rather than using the traditional location vector. The best results were achieved at that time, which led more researchers to focus on the pretraining model. Later, Livio Baldini Soares et al. (Soares et al. 2019) from the Google team proposed a pretraining model of BERTEM + MTB in 2019. In that paper, the effects of input and output on the results of relationship classification under different conditions were discussed, and matching the blank pretraining task was proposed according to the results to eliminate the error caused by the overutilization of entities. Peng et al. (Peng et al. 2020) conducted experiments based on BERT and MTB in 2020, explored the information types used by the existing models in the entity relationship extraction tasks, designed experiments, and finally concluded that the existing models did not make full use of context information. Chen et al. proposed a new pretraining model in 2021 that integrated entity type information during pretraining, conducted experiments on multiple relational classification datasets, and achieved good results on small sample datasets. In this paper, the BERT model is used for experiments. In addition to the entity information, the entity dependency path is used as a syntactic representation, and sentence information, entity information and syntactic information are used as sentence representations for relationship classification.

3 Model introduction

In supervised entity relationship extraction tasks, since the dataset has fully annotated entities and the corresponding relationship types are given, the existing models all use these tasks as classification tasks. The model outputs a vector as a sentence representation and predicts the relationship type. This paper proposes a model framework that integrates entity type information during pretraining, and its basic task is to determine the syntactic structure of a sentence or the dependency relationships between words in a sentence. The dependency syntax was first proposed by French linguist L. Tesniere (1959) in his works, which analyzed a sentence into a dependency syntax tree to describe the dependency relationships between words. In the structure of dependency grammars, there is a direct dependency relationship between words to form a dependency pair, one of which is the core word, also known as the governing word, and the other is called the modifier, also known as the dependent word. The dependency relationship is represented by a directed arc, called the dependency arc. Take the sentence “The < e1 > show < /e1 > centered around a < e2 > beach theme < /e2 > ” as an example for dependency parsing. The analyzed dependency relationship of the sentence is shown in Fig. 2:

To obtain the entity dependency path, the dependency tree should be obtained from the dependency structure of the sentence first. According to the dependency tree and the annotated entities, the path between entities e1 and e2 on the dependency tree can be found, which is the entity dependency path. The entity dependency path is shown in Fig. 3, where the red nodes represent entity nodes, and the dotted line is the entity dependency path.

3.2 Input

The pretraining model BERT is a multilayer two-way transformer encoder. The input to BERT can be a sentence or a pair of sentences. A special tag [CLS] is the first tag of each sequence.

Given a sentence S, the dependency parsing tree is obtained through dependency parsing, and the shortest dependency path between entities is found according to the target entities (e1, e2). To prevent the path length from being 0 because one entity is dependent on the other entity, the entity dependency path is a path that contains the entities. Special identifiers are inserted before and after the two target entities to emphasize the entities and assist the model in capturing the locations of the entities.

The processed sentences and the entity dependency path are entered into the model. The location of the node words can be obtained by the entity dependency path, and the input of the one-hot vector is entered in the path. A [CLS] tag is added to the beginning of the sentence, and the data are input into a tokenizer to obtain its token sequence. The
vector representation of each token is generated by the encoder.

### 3.3 Sentence representation

The hidden state sequence $H$ output by the BERT module corresponds to each token. $H_0$ is the hidden state vector corresponding to the [CLS] token, for which an activation operation is performed, the result is input to a fully connected layer, and the resulting vector $H_0'$ is used as the representation of the sentence vector.

$$H = ENC(T)$$

$$H'_0 = W_0(\tanh(H_0)) + b_0$$

The hidden state vectors of the tags of the two pairs of entities are represented by $H_i$, $H_j$, $H_m$ and $H_n$. For the vectors of the target entities, the vector between $H_i$ and $H_j$ represents the vector of entity $e_1$, and the vector between $H_m$ and $H_n$ represents the vector of entity $e_2$. These vectors are summed and averaged to obtain a single representation, for which a tanh activation is performed, and the result is input to a fully connected layer to obtain the required entity vector representation.

$$H'^1 = W_1\left[\tanh\left(\frac{1}{n-m+1} \sum_{i=m}^{n} H_i\right)\right] + b_1$$

$$H'^2 = W_2\left[\tanh\left(\frac{1}{n-i+1} \sum_{i=1}^{n} H_i\right)\right] + b_2$$

For the vector representation of dependency syntax and the entity vector representation, the same method is adopted. POS represents the position of the word in the sentence. According to the shortest dependent path, we can obtain the position of the word on the path in the sentence. Then, tanh activation is performed, and the result is input to a fully connected layer to obtain a single syntax vector representation.
\[ p = \text{pos} \left( \text{word}_{\text{SDP}} \right) \]  

\[ H_{\text{SDP}} = W_3 \left[ \tanh \left( \text{Average} \left( \sum_{s \in p} H_s \right) \right) \right] + b_3 \ (s \in p) \]  

After the single representations of the sentence vector, entity vector and dependency syntactic vector are obtained, the four vectors are spliced to obtain a vector \( z \). The vector \( z \) is input to a fully connected layer, and the resulting vector is the final sentence representation \( r \) used for classification.

\[ r = W_4 \left[ \text{concat} \left( H_0, H^{e_1}, H^{e_2}, H_{\text{SDP}} \right) \right] + b_4 \]  

### 3.4 Classification

Given a sentence \( x \) containing the entire sentence and the analyzed shortest dependency path sequence, a vector representation \( r \) can be obtained by inputting \( x \) to a relational encoder. After the relationship representation is obtained, a fully connected softmax layer is used to predict the relationships of the sentence. Then, a probability distribution \( P \) covering all predefined relationship types is obtained.

\[ p(y|x, \theta) = \text{softmax}(W^r r + b^r) \]

where \( y \) is the target relationship type, and \( \theta \) refers to all learnable parameters, including \( W^r \) and \( b^r \).

### 4 Experiment

#### 4.1 Dataset

In this experiment, the SemEval-2010 Task 8 dataset was used. The dataset was collected from major data sources according to nine preset incompatible relationships, which contains 10,717 pieces of data, including 8,000 use cases for training and 2,717 use cases for testing. All examples in the dataset were annotated with nine relationships and an other relationship. The distribution of the nine relationship types is shown in Table 1.

In addition to the annotated relationship types, each data point also contains two annotated entities \( e_1 \) and \( e_2 \). The relationship types other than the other type are directional. For example, cause-effect \((e_1, e_2)\) and cause-effect \((e_2, e_1)\) are different. Therefore, in the experiments, (Table 2) 19 relationship types are usually set to make predictions.

In this paper, the macro-average F1 value in the official scoring script provided by the SemEval-2010 Task 8 dataset was used for scoring. According to this scheme, the macro-average F1 value scores of 9 actual relationships (excluding relationships of other types) were calculated, and the directionality of the relationships was considered. The calculation of F1 values requires precision and recall. The calculation formula is shown in Eqs. (9) to (11):

\[ \text{precision} = \frac{TP}{TP + FP} \]

\[ \text{recall} = \frac{TP}{TP + FN} \]

\[ F1 = \frac{2 \times \text{precision} \times \text{recall}}{\text{precision} + \text{recall}} \]

where true positive (TP) represents the number of correct predictions in positive prediction cases, false-positive (FP) represents the number of incorrect predictions in positive prediction cases, and false negative (FN) represents the number of incorrect predictions in the negative prediction cases.

### 4.2 Hyperparameter settings

The hyperparameters settings are as follows:

Hyperparameters were set to better compare with the baseline model (Wu and He 2019). Therefore, most of the hyperparameters were set to be the parameters of the

| Parameter        | Value |
|------------------|-------|
| Adam_epsilon     | 1e-8  |
| Learning_rate    | 2e-5  |
| Dropout_rate     | 0.1   |
| Train_epoch      | 5     |
| Batch_size       | 8     |
| Seed             | 42    |
| Max_sequence_length | 384  |

### Table 1 Relationship distribution of the SemEval-2010 Task 8 dataset

| Relationship type       | Training set | Testing set |
|-------------------------|--------------|-------------|
| Instrument-Agency       | 504          | 156         |
| Content-Container       | 540          | 192         |
| Message-Topic           | 634          | 231         |
| Member-Collection       | 690          | 233         |
| Entity-Origin           | 716          | 258         |
| Product-Producer        | 717          | 261         |
| Entity-Destination      | 845          | 292         |
| Component-Whole         | 941          | 312         |
| Cause-Effect            | 1,003        | 328         |
| Other                   | 1,410        | 454         |
baseline model, except for Batch_size and Max_sequence_length. Due to the hardware equipment, we used the smaller batch size for training and calculated the length of sentences that had been divided into tokens as the maximum sentence length.

4.3 Comparison of experimental results

Table 3 compares the performance of the model in this paper with various neural network models on the SemEval-2010 Task 8 dataset, which proves that the method proposed in this paper achieved good results. The highest value in each column of indicators is shown in bold.

It can be seen from the results in the table that the effect of the pretraining model is much better than those of neural network models such as CNN and LSTM. In this paper, the pretraining model was also used for experiments, and the R-BERT model was selected as the baseline model. The R-BERT model was based on the pretraining model and highlighted the entity information with special identifiers to indicate the entity location, which achieved the best results at that time, and the official F1 evaluation value reached 89.25%. On this basis, the shortest dependency path was obtained through dependency parsing and integrated into the R-BERT model in this paper so that the model could learn the context information of sentences. The results show that the F1 value performance of the model reached 89.97% after parsing was introduced, which fully proves that the context information provided by dependency parsing is effective.

We believe that the context information provided by the entity dependency path would play a large role, and a dependency syntax tree could be obtained after dependency parsing, which could provide much context information. We incorporated one of these paths, the dependency path between entities, into the pretraining model to provide the model with entity-related context information. The auxiliary model provided better prediction results. We also performed ablation experiments to prove the effectiveness of the entity-dependent path.

4.4 Ablation experiments

The method proposed in this paper was proven by the above experimental results. We wanted to further understand what factors, in addition to BERT, contributed to the experimental results in the method based on the pretraining model, and therefore, three ablation experiments were designed. Since the entity tags “<e1>” and “<e2>” were added to emphasize the entity and add boundary information to the entity, which significantly improved the classification prediction, these entity tags were reserved and used in each ablation experiment.

In the first experiment, a [CLS] token was added before the sentence input, the hidden layer vector of this token was used as a vector representation of sentence classification, and only this vector was used for classification. In the second experiment, [CLS] and the hidden vector of the entity dependency path were spliced to obtain a vector as the sentence representation, in which the entity dependency path did not contain entity information. In the third experiment, [CLS] and the hidden vector of the entity were spliced as sentence representation, and in this case, the entity information contained the tags of the entity and integrated the boundary information of the entity. The SDP represents the shortest dependency path. In the fourth experiment, we added SDP, which is the method we proposed based on the third experiment. After obtaining the SDP, we calculated statistics on the positions of all nodes on this path, summed all hidden vectors of nodes and took the average value. The obtained vector was the dependency syntactic vector, which was spliced with the [CLS] vector and entity vector to obtain the final representation of the sentence.

It can be seen from the results in Table 4 that the experimental results improved after the addition of entity identifiers, which provided the model with the boundary information of the entity and emphasize the entity. There

| Relationship Representation | F1/% |
|-----------------------------|------|
| [CLS]                       | 87.99|
| [CLS] + SDP                 | 89.15|
| [CLS] + ENT                 | 89.23|
| [CLS] + ENT + SDP           | 89.97|
was little difference between the result of using the hidden vector of entity dependency path information as sentence representation and that of using the hidden vector of entity as sentence representation, but the result of using entity information was better. Experimental results show that the model can make use of context information, but the model still needs entity information for supplementation. After combining the entity information with the context information provided by the dependency parsing, the model can predict the classification better.

### 4.5 Case study

This section analyzes the results of the R-BERT model and the model proposed in this paper in detail and compares the results of various relationship types, as shown in Table 5.

The results in the table show that the classification effect for most relationship types is improved compared with the baseline after introducing the entity dependency path, and the effect was more obvious for such relationship types as content-container, product-producer and instrument-agency, indicating that this experiment successfully integrated the entity dependency path into the pretraining model and was beneficial to improving the effect of relationship classification.

However, the classification effect for cause-effect and entity-destination did not improve but was significantly reduced. Therefore, we reviewed the classification results obtained by the two models in detail and extracted examples of incorrect classification results of the two models. Table 6 provides detailed examples of classification errors in these two types.

From the data classification results in the table, we can see that in the prediction results of these two types, the model proposed in this paper correctly predicted the relationship types but mispredicted the relationship directions, and the relationship types predicted by the baseline model were different from the standard results. Therefore, taking cause-effect as an example, when the accuracy of this type is calculated on the premise that the recall rates of the two models are not much different, due to the incorrect relationship directions in the prediction results on some data, the model in this paper predicted more data to be of cause-effect type than that of the baseline model, so the accuracy rate obtained was lower. As a result, the F1 value evaluation of the cause-effect classification results is lower than that of the baseline model.

Through the analysis of these two misclassified relationships, the length of the entity dependency path was 0 in the dependency syntax tree obtained by dependency parsing; that is, one entity depended on the other entity. Therefore, these cases did not obtain enough context information from the dependency syntax tree but only used the entity information again, leading to the correct prediction of relationship types and the incorrect prediction of relationship directions in some classification results.

It can be seen from the above results that the method proposed by the model in this paper not only allows the model to learn the context information provided by the dependency syntax but also improves the prediction of the

### Table 5 Comparison of F1 values of various relationship types

| Relation                  | R-BERT | R-BERT + SDP |
|---------------------------|--------|--------------|
|                           | P      | R    | F1   | P    | R    | F1   |
| Other                     | 72.05  | 57.39| 64.22| 71.86| 63.00| 67.14|
| Instrument-Agent          | 80.61  | 85.26| 82.87| 85.43| 82.69| 84.04|
| Component-Whole           | 86.25  | 88.46| 87.34| 87.30| 88.14| 87.72|
| Member-Collection         | 86.01  | 89.70| 87.82| 84.98| 92.27| 88.48|
| Entity-Origin             | 87.64  | 90.70| 89.14| 89.15| 89.15| 89.15|
| Product-Producer          | 85.31  | 90.48| 87.82| 90.39| 89.61| 90.00|
| Message-Topic             | 87.54  | 94.25| 90.77| 88.21| 94.64| 91.31|
| Cause-Effect              | 91.47  | 94.82| 93.11| 91.37| 93.60| 92.47|
| Content-Container         | 88.44  | 91.67| 90.03| 90.20| 95.83| 92.93|
| Entity-Destination        | 94.18  | 94.18| 94.18| 93.52| 93.84| 93.68|
| Official Score            | 87.49  | 91.06| 89.23| 88.95| 91.09| 89.97|

### Table 6 Comparative examples of results generated by models

| Prediction                          | Official | R-BERT | R-BERT + SDP |
|-------------------------------------|----------|--------|---------------|
|                                     | Entity-Destination(e2, e1) | Other | Entity-Destination(e1, e2) |
| Each time a neuron unleashes its tiny jolt, it needs to replenish its stores of energy for the next spark | Official | R-BERT | R-BERT + SDP |
|                                     | Cause-Effect(e1, e2) | Other | Cause-Effect(e2, e1) |
| These wind turbines generate electricity from naturally occurring wind | Official | R-BERT | R-BERT + SDP |
|                                     | Cause-Effect(e1, e2) | Content-Container(e1, e2) | Cause-Effect(e2, e1) |

A few days before the service, Tom Burris had thrown into Karen’s casket his wedding ring.

These wind turbines generate electricity from naturally occurring wind.
model. However, the model underutilizes the context information of the data in some relationship types, resulting in the incorrect classification of relationship types and incorrect classification of relationship directions. This case shows that there is still room for improvement in the use of context information, which is also the focus of our following work.

5 Conclusion

Based on the pretraining model, this paper proposed a pretraining model integrating dependency parsing for supervised entity relationship extraction. The shortest dependency path between entities is obtained by dependency parsing, which concisely expresses the syntactic relationships between entities, retains the main part of the expression relationship type, and removes useless modifier chunks and redundant entity information. The context information between entities can be obtained through dependency parsing, and a syntactic representation can be obtained by adopting the same processing method as the entity representation in the R-BERT model, which is spliced to the sentence vector and entity vector to obtain the vector representation for classification. The F1 value increased to 89.97% on the SemEval-2010 Task 8 dataset, which is an increase of 0.72% compared with R-BERT. Through the analysis of the results and the comparison of the results of the models, the model in this paper achieved good results, successfully learned the context information of sentences, basically solved the problems raised and achieved the expected results.

In the detailed analysis of the results, it was found that the length of the dependency path between entities in some sentences is 0. To avoid this situation, this paper also counts entities as nodes on the path during data processing. However, the model cannot obtain enough context information from the data, and the entity information is reused, which leads to the situation that in some relationship types, the entity relationship is accurately predicted, while the direction of the relationship is incorrectly predicted, affecting the final relationship prediction results to some extent. Therefore, in future work, we will attempt to design strategies to extract context information for these sentences to improve the overall effect of relationship extraction.

In this experiment, we only used the dependency paths between entities, but the whole dependency tree and types of dependency relationships were not effectively utilized. In addition, excluding all information outside the entity dependency path may also be the reason for the poor classification results of some relationship types. Therefore, our next goal is to make effective use of the entire dependency syntax tree and types of dependency relationships to obtain more complete context information to help the model judge the relationship types. In addition, for the dependency tree, we try the GCN model to obtain the information contained in the tree structure. This is because the GCN has a strong ability to obtain the information of the surrounding nodes. To avoid performance degradation due to noise, we plan to incorporate types of dependency relationships during training to selectively obtain information about the surrounding nodes.
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