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Abstract

The ratio of two probability densities can be used for solving various machine learning tasks such as covariate shift adaptation (importance sampling), outlier detection (likelihood-ratio test), and feature selection (mutual information). Recently, several methods of directly estimating the density ratio have been developed, e.g., kernel mean matching, maximum likelihood density ratio estimation, and least-squares density ratio fitting. In this paper, we consider a kernelized variant of the least-squares method and investigate its theoretical properties from the viewpoint of the condition number using smoothed analysis techniques—the condition number of the Hessian matrix determines the convergence rate of optimization and the numerical stability. We show that the kernel least-squares method has a smaller condition number than a version of kernel mean matching and other M-estimators, implying that the kernel least-squares method has preferable numerical properties. We further give an alternative formulation of the kernel least-squares estimator which is shown to possess an even smaller condition number. We show that numerical studies meet our theoretical analysis.

1 Introduction

The problem of estimating the ratio of two probability densities is attracting a great deal of attention these days, since the density ratio can be used for various purposes such as covariate shift adaptation (Shimodaira, 2000; Zadrozny, 2004; Sugiyama & Müller, 2005; Huang et al., 2007; Sugiyama et al., 2007; Bickel et al., 2009), outlier detection (Schölkopf et al., 2001; Tax & Duin, 2004; Hodge & Austin, 2004; Hido et al., 2008), and divergence estimation (Nguyen et al., 2008; Suzuki et al., 2008).

A naive approach to density ratio estimation is to first separately estimate two probability densities and then take the ratio of the estimated densities. However, density estimation is known to be a hard problem particularly in high-dimensional cases unless we have simple and good parametric density models (Vapnik, 1998; Härdle et al., 2004), which may not be the case in practice.

Recently, methods of directly estimating the density ratio without going through density estimation have been developed. The kernel mean matching (KMM) method (Huang et al., 2007)
directly gives estimates of the density ratio by matching the two distributions efficiently using a special property of universal reproducing kernel Hilbert spaces (RKHSs) (Steinwart, 2001). Another approach is an M-estimator (Nguyen et al., 2008) based on non-asymptotic variational characterization of the $f$-divergence (Ali & Silvey, 1966; Csiszár, 1967). See also Sugiyama et al. (2008a) for a similar algorithm under the Kullback-Leibler divergence. Non-parametric convergence properties of the M-estimator in RKHSs have been elucidated under the Kullback-Leibler divergence (Nguyen et al., 2008; Sugiyama et al., 2008b). A squared-loss version of the M-estimator for linear density-ratio models called unconstraint Least-Square Importance Fitting (uLSIF) has been developed and has been shown to possess useful computational properties, e.g., a closed-form solution is available and the leave-one-out cross-validation score can be analytically computed (Kanamori et al., 2009).

In this paper, we consider a kernelized variant of uLSIF (KuLSIF) and analyze its properties in numerical optimization from the viewpoint of the condition number. The condition number of the Hessian matrix of objective function plays a crucial role (Luenberger & Ye, 2008; Bertsekas, 1996), i.e., it determines the convergence rate of optimization and the numerical stability. When an objective function to be optimized is randomly chosen and fed into an optimization algorithm, the computational cost of an algorithm can be assessed by the distribution of the condition number. The distribution of condition numbers of randomly perturbed matrices has been studied by the name of smoothed analysis (Spielman & Teng, 2004; Sankar et al., 2006). Smoothed analysis was originally introduced to explain the success of algorithms and heuristics that could not be well-understood through traditional worst-case and average-case analysis—it gives a more realistic analysis of the practical performance of algorithms.

We apply smoothed analysis techniques to derive the distribution of the condition number of density-ratio estimation algorithms. More specifically, we first give a unified view of the objective functions of KuLSIF and KMM. Then we show that KuLSIF has a smaller condition number than an “induction” variant of KMM, implying that KuLSIF is more preferable than KMM in optimization. We further show that KuLSIF—which could be regarded as an instance of M-estimators—has the smallest condition number among all M-estimators in the min-max sense (i.e., the worst condition number over all density ratio functions is the smallest in KuLSIF). We also give probabilistic evaluation of the condition number of M-estimators and show that KuLSIF is favorable. These theoretical findings are also verified through numerical experiments. We further give an alternative formulation of KuLSIF which is denoted as Reduced-KuLSIF, and show that it possesses an even smaller condition number.

The rest of this paper is organized as follows. In Section 2, we formulate the problem of density ratio estimation and briefly review existing methods. In Section 3, we describe the KuLSIF algorithm, and show its fundamental properties such as the convergence rate and availability of the analytic-form solution and the analytic-form leave-one-out cross-validation score. Section 5 is the main contribution of this paper, giving condition number analysis of density ratio estimation methods. In Section 6, we give an alternative formulation of KuLSIF by transforming loss functions and show that it possesses an even smaller condition number. In Section 7, we experimentally investigate the behavior of the condition numbers, confirming validity of our theories. In Section 8, we conclude by summarizing our contributions and showing possible future directions.
2 Estimation of Density Ratio

We formulate the problem of density ratio estimation and briefly review existing methods.

2.1 Formulation and Notations

Consider two probability distributions $P$ and $Q$ on a probability space $Z$. Assume that both distributions have the probability densities $p$ and $q$, respectively. We assume $p(x) > 0$ for all $x \in Z$. Suppose that we are given two sets of independent and identically distributed (i.i.d.) samples,

$$X_1, \ldots, X_n \overset{i.i.d.}{\sim} P, \quad Y_1, \ldots, Y_m \overset{i.i.d.}{\sim} Q. \quad (1)$$

Our goal is to estimate the density ratio

$$w_0(x) = \frac{q(x)}{p(x)} \ (\geq 0)$$

based on the observed samples.

We summarize some notations to be used throughout the paper. For a vector $a$ in the Euclidean space, $\|a\|$ denotes the Euclidean norm. Given a probability distribution $P$ and a random variable $h(X)$, we denote the expectation of $h(X)$ under $P$ by $\int h(dP)$. Given samples $X_1, \ldots, X_n$ from $P$, the empirical distribution is denoted by $P_n$. The expectation $\int h(dP_n)$ denotes the empirical means of $h(X)$, that is, $\frac{1}{n} \sum_{i=1}^{n} h(X_i)$. Let $\| \cdot \|_{\infty}$ be the infinity norm, and $\| \cdot \|_P$ be the $L_2$-norm under the probability $P$, i.e., $\|h\|_P^2 = \int |h|^2 dP$. For a reproducing kernel Hilbert space (RKHS) $\mathcal{H}$ (Schölkopf & Smola, 2002), the inner product and the norm on $\mathcal{H}$ are denoted as $\langle \cdot, \cdot \rangle_{\mathcal{H}}$ and $\| \cdot \|_{\mathcal{H}}$, respectively.

Below we review several approaches to density ratio estimation.

2.2 Kernel Mean Matching

The kernel mean matching (KMM) method allows us to directly obtain an estimate of $w_0(x)$ at $X_1, \ldots, X_n$ without going through density estimation (Huang et al., 2007).

The basic idea of KMM is to find $w_0(x)$ such that the mean discrepancy between non-linearly transformed samples drawn from $P$ and $Q$ is minimized in a universal reproducing kernel Hilbert space (RKHS) $\mathcal{H}$ (Steinwart, 2001). We introduce the definition of universal kernel below.

**Definition 1** (Steinwart (2001)). A continuous kernel $k$ on a compact metric space $Z$ is called universal if the RKHS $\mathcal{H}$ of $k$ is dense in the set of all continuous functions on $Z$, that is, for every continuous function $g$ on $Z$ and all $\varepsilon > 0$, there exists an $f \in \mathcal{H}$ such that $\|f - g\|_{\infty} < \varepsilon$. The corresponding RKHS is called universal RKHS.

The Gaussian kernel is an example of universal kernels. Let $\mathcal{H}$ be a universal RKHS endowed with the kernel function $k : Z \times Z \rightarrow \mathbb{R}$. For any $x \in Z$, the function $k(\cdot, x)$ is regarded as an element of $\mathcal{H}$. Then, it has been shown that the solution of the following optimization problem agrees with the true density ratio $w_0$:

$$\min_w \frac{1}{2} \left\| \int w(x)k(\cdot,x)P(dx) - \int k(\cdot,y)Q(dy) \right\|_{\mathcal{H}}^2, \quad \text{s.t.} \ \int wdP = 1 \ \text{and} \ \ w \geq 0.$$
Indeed, when \( w = w_0 \), the loss function equals to zero. An empirical version of the above problem is reduced to the following convex quadratic program:

\[
\begin{align*}
\min_{w_1, \ldots, w_n} & \quad \frac{1}{2n} \sum_{i,j=1}^{n} w_i w_j k(X_i, X_j) - \frac{1}{m} \sum_{j=1}^{m} \sum_{i=1}^{n} w_i k(X_i, Y_j), \\
\text{s.t.} & \quad \left| \frac{1}{n} \sum_{i=1}^{n} w_i - 1 \right| \leq \epsilon \quad \text{and} \quad 0 \leq w_1, w_2, \ldots, w_n \leq B.
\end{align*}
\]  

(2)

Tuning parameters, \( B \geq 0 \) and \( \epsilon \geq 0 \), control the regularization effects. The solution \( \hat{w}_1, \ldots, \hat{w}_n \) is an estimate of the density ratio at the samples from \( P \), i.e., \( w_0(X_1), \ldots, w_0(X_n) \). Note that KMM does not estimate the function \( w_0 \) on \( Z \) but the values on sample points (i.e., transduction).

2.3 M-estimator based on f-divergence Approach

An estimator of the density ratio based on the \( f \)-divergence (Ali & Silvey, 1966; Csiszár, 1967) has been proposed by Nguyen et al. (2008). Let \( \varphi : \mathbb{R} \to \mathbb{R} \) be a convex function, then the \( f \)-divergence between \( P \) and \( Q \) is defined by the integral

\[
I(P,Q) = \int \varphi(q/p) dP.
\]

Setting \( \varphi(z) = -\log z \), we obtain the Kullback-Leibler divergence as an example of \( f \)-divergences. Let the conjugate dual function \( \psi \) of \( \varphi \) be

\[
\psi(z) = \sup_{u \in \mathbb{R}} \{ zu - \varphi(u) \} = -\inf_{u \in \mathbb{R}} \{ \varphi(u) - zu \}.
\]

When \( \varphi \) is a convex function, we also have

\[
\varphi(z) = -\inf_{u \in \mathbb{R}} \{ \psi(u) - zu \}.
\]

(3)

Substituting (3) into the \( f \)-divergence, we obtain another expression,

\[
I(P,Q) = -\inf_w \left[ \int \psi(w) dP - \int wdQ \right],
\]

(4)

where the infimum is taken over all measurable functions \( w : Z \to \mathbb{R} \). The infimum is attained at the function \( w \) such that

\[
\frac{q(x)}{p(x)} = \psi'(w(x)),
\]

where \( \psi' \) is the derivative of \( \psi \). Approximating (4) with the empirical distributions \( P_n \) and \( Q_m \), we obtain the empirical loss function. This estimator is referred to as the M-estimator of the density ratio. A more practical algorithm for the Kullback-Leibler divergence has been independently proposed in Sugiyama et al. (2008a).
When an RKHS $\mathcal{H}$ is employed as a statistical model, an estimator is obtained by minimizing the loss function which approximates (4) over $\mathcal{H}$,

$$\inf_w \int \psi(w) dP_n - \int w dQ_m + \frac{\lambda}{2} \|w\|^2_{\mathcal{H}}, \quad w \in \mathcal{H}.$$  (5)

The density ratio $w_0$ is estimated by $\psi'(\hat{w}(x))$, where $\hat{w}$ is the minimizer of (5). The regularization term $\frac{\lambda}{2} \|w\|^2_{\mathcal{H}}$ with the regularization parameter $\lambda$ is introduced to avoid overfitting. In the RKHS $\mathcal{H}$, the representer theorem (Kimeldorf & Wahba, 1971) is applicable, and the optimization problem on $\mathcal{H}$ is reduced to a finite dimensional optimization problem. Statistical convergence properties of the kernel estimator for the Kullback-Leibler divergence have been investigated in Nguyen et al. (2008) and Sugiyama et al. (2008b).

### 2.4 Least-squares Approach

The linear model

$$\hat{w}(x) = \sum_{i=1}^b \alpha_i h_i(x)$$  (6)

is assumed for estimation of the density ratio $w_0$, where the coefficients $\alpha_1, \ldots, \alpha_b$ are the parameters of the model. The basis functions $h_i$, $i = 1, \ldots, b$ are chosen so that the non-negativity condition $h_i(x) \geq 0$ is satisfied. A practical choice would be the Gaussian kernel function $h_i(x) = e^{-\|x-c_i\|^2/2\sigma^2}$ with appropriate kernel center $c_i \in \mathcal{Z}$ and kernel width $\sigma$ (Sugiyama et al., 2008a).

The unconstraint least-square importance fitting (uLSIF) (Kanamori et al., 2009) estimates the parameter $\alpha$ based on the square error:

$$\frac{1}{2} \int (\hat{w} - w_0)^2 dP = \frac{1}{2} \int \hat{w}^2 dP - \int \hat{w} dQ + \frac{1}{2} \int w_0^2 dP.$$  

The last term in the above expression is a constant and can be safely ignored when minimizing the square error of the estimator $\hat{w}$. Therefore, the solution of the following minimization problem over the linear model

$$\min_w \frac{1}{2} \int w^2 dP_n - \int w dQ_m + \lambda \cdot \text{Reg}(\alpha),$$  (7)

is expected to approximate the true density ratio $w_0$, where the regularization term $\text{Reg}(\alpha)$ with the regularization parameter $\lambda$ is introduced to avoid overfitting. We define the column vector $\alpha = (\alpha_1, \ldots, \alpha_b)^\top$ and the vector-valued function $h(x) = (h_1(x), \ldots, h_b(x))^\top$. Substituting the linear model (6) into the objective function of (7), we obtain

$$\min_{\alpha \in \mathbb{R}^b} \frac{1}{2} \alpha^\top \widehat{H} \alpha - \tilde{g}^\top \alpha + \lambda \cdot \text{Reg}(\alpha),$$  (8)

where $\widehat{H}$ and $\tilde{g}$ are the $b$ by $b$ matrix and the $b$-dimensional vector defined as $\widehat{H} = \int hh^\top dP_n$ and $\tilde{g} = \int h dQ_m$, respectively. Let $\hat{\alpha}$ be the minimizer of (8), then the estimator of $w_0$ is given as $\hat{w}(x) = \sum_{i=1}^b \hat{\alpha}_i h_i(x)$. There are several ways to impose the non-negativity condition $\hat{w}(x) \geq 0$ (Kanamori et al., 2009). Here, truncation of $\hat{w}$ defined as

$$\hat{w}_+(x) = \max\{\hat{w}(x), 0\}$$
is used for obtaining a non-negative estimator.

Note that the loss function (4) with \( \psi(z) = z^2/2 \) is essentially equivalent to the loss of uLSIF. uLSIF has an advantage in computation over other M-estimators: When Reg(\( \alpha \)) = \( \| \alpha \|^2/2 \), the estimator \( \hat{\alpha} \) can be obtained in an analytic form. As a result, the leave-one-out cross-validation (LOOCV) score can also be computed in a closed form (Kanamori et al., 2009), which allows us to compute the LOOCV score very efficiently. LOOCV is an (almost) unbiased estimator of the prediction error and can be used for determining hyper-parameters such as regularization parameter \( \lambda \) or Gaussian kernel width \( \sigma \).

3 Kernel uLSIF

The purpose of this paper is to show that a kernelized variant of uLSIF (which we refer to as kernel uLSIF; KuLSIF) has good theoretical properties and thus useful. In this section, we formalize the KuLSIF algorithm and briefly show its fundamental properties. Then in the next section, we analyze the computational efficiency of KuLSIF algorithm from the viewpoint of the condition number.

3.1 uLSIF on RKHS

We assume that the model for the density ratio is an RKHS \( \mathcal{H} \) endowed with a kernel function \( k \) on \( \mathcal{Z} \times \mathcal{Z} \), and we consider the optimization problem (7) on \( \mathcal{H} \). According to (7), the estimator \( \hat{w} \) is obtained as

\[
\min_w \frac{1}{2} \int w^2 dP_n - \int w dQ_m + \frac{\lambda}{2} \| w \|^2_{\mathcal{H}}, \quad \text{s.t. } w \in \mathcal{H}.
\]

The regularization term \( \frac{\lambda}{2} \| w \|^2_{\mathcal{H}} \) with the regularization parameter \( \lambda \) (\( \geq 0 \)) is introduced to avoid overfitting. The truncated estimator \( \hat{w}_+ = \max\{\hat{w}, 0\} \) may be preferable in practice; the estimation procedure of \( \hat{w} \) or \( \hat{w}_+ \) based on (9) is called KuLSIF.

The following theorem reveals the convergence rate of the estimators \( \hat{w} \) and \( \hat{w}_+ \).

**Theorem 1** (Convergence Rate of KuLSIF). Assume that the domain \( \mathcal{Z} \) is compact. Let \( \mathcal{H} \) be an RKHS with the Gaussian kernel. Suppose that \( q/p = w_0 \in \mathcal{H} \), and \( \| w_0 \|_{\mathcal{H}} < \infty \). Set the regularization parameter \( \lambda = \lambda_{n,m} \) so that

\[
\lim_{n,m \to \infty} \lambda_{n,m} = 0, \quad \lambda_{n,m}^{-1} = O((n \wedge m)^{1-\delta}),
\]

where \( n \wedge m = \min\{n, m\} \) and \( \delta \) is arbitrary number satisfying \( 0 < \delta < 1 \). Then the estimators \( \hat{w} \) and \( \hat{w}_+ \) satisfy

\[
\| \hat{w}_+ - w_0 \|_P \leq \| \hat{w} - w_0 \|_P = O_p(\lambda_{n,m}^{1/2}),
\]

where \( \| \cdot \|_P \) is the \( L_2 \)-norm under the probability \( P \).

Proofs may be found in Appendix A. By choosing small \( \delta > 0 \), the convergence rate will get close to the order of \( O(1/\sqrt{n \wedge m}) \) which is the convergence rate for parametric models. See Nguyen et al. (2008) and Sugiyama et al. (2008b) for similar convergence analysis under the Kullback-Leibler divergence.
**Remark 1.** Although Theorem 1 focuses on the Gaussian kernel, extension to the other kernels is straightforward. Let $\mathcal{Z}$ be a probability space, and $k$ be a kernel function over $\mathcal{Z} \times \mathcal{Z}$, and suppose $\sup_{x \in \mathcal{Z}} k(x, x) < \infty$. According to the proof of Theorem 1, we assume that the bracketing entropy $H_B(\delta, \mathcal{H}_M, P)$ is bounded above by $O(M/\delta^\gamma)$, where $0 < \gamma < 2$ (see the proof in Appendix A for the definition). Then, we obtain

$$ \| \hat{w}_+ - w_0 \|_P \leq \| \hat{w} - w_0 \|_P = O_p(\lambda^{1/2}_{n,m}), $$

where $\lambda_{n,m} = O((n \land m)^{1-\delta})$ with $1 - 2/(2 + \gamma) < \delta < 1$.

### 3.2 Analytic-form Solution of KuLSIF

The problem (9) is an infinite dimensional optimization problem, if the dimension of $\mathcal{H}$ is infinite. The representer theorem (Kimeldorf & Wahba, 1971), however, is applicable to RKHSs, and then, we immediately have the following theorem.

**Theorem 2.** Suppose the samples (1) are observed. The estimator $\hat{w}$ given as the solution of (9) has the form of

$$ \hat{w}(z) = \sum_{i=1}^{n} \alpha_i k(z, X_i) + \sum_{j=1}^{m} \beta_j k(z, Y_j), $$

(10)

where $\alpha_1, \ldots, \alpha_n, \beta_1, \ldots, \beta_m \in \mathbb{R}$.

The theorem follows a direct application of the original representer theorem, so we omit its proof. This theorem shows that the estimator $\hat{w}$ lies in a finite dimensional subspace of $\mathcal{H}$.

Furthermore, for KuLSIF (i.e., the squared-loss), the parameters in $\hat{w}(z)$ can be obtained analytically. Let $K_{11}$, $K_{12}$, $K_{21}$, and $K_{22}$ be the sub-matrices of the Gram matrix:

$$ (K_{11})_{ii'} = k(X_i, X_{i'}), \quad (K_{12})_{ij} = k(X_i, Y_j), \quad K_{21} = K_{12}^T, \quad (K_{22})_{jj'} = k(Y_j, Y_{j'}), $$

where $i, i' = 1, \ldots, n$, $j, j' = 1, \ldots, m$. Let $1_m = (1, \ldots, 1)^T \in \mathbb{R}^m$ for positive integer $m$. Then the estimated parameters $\alpha_i$ and $\beta_j$ are given as follows.

**Theorem 3 (Analytic Solution of KuLSIF).** Suppose that the regularization parameter $\lambda$ is strictly positive. Then the estimated parameters in KuLSIF are given as

$$ \alpha = (\alpha_1, \ldots, \alpha_n)^T = -\frac{1}{m\lambda} (K_{11} + n\lambda I_n)^{-1} K_{12} 1_m, $$

(11)

$$ \beta = (\beta_1, \ldots, \beta_m)^T = \frac{1}{m\lambda} 1_m, $$

(12)

where $I_n$ is the $n$ by $n$ identity matrix.

**Proof.** We start to prove the theorem for general M-estimator based on $f$-divergences. We consider the minimization problem of the loss function

$$ \int \psi(w) dP_n - \int w dQ_m + \frac{\lambda}{2} \| w \|_\mathcal{H}^2 $$
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\[ w = \sum_{j=1}^{n} \alpha_j k(\cdot, X_j) + \sum_{\ell=1}^{m} \beta_\ell k(\cdot, Y_\ell). \]

Suppose \( \psi \) is a differentiable convex function. Let \( v(\alpha, \beta) \in \mathbb{R}^n \) be a vector-valued function defined as
\[ v(\alpha, \beta)_i = \psi' \left( \sum_{j=1}^{n} \alpha_j k(X_i, X_j) + \sum_{\ell=1}^{m} \beta_\ell k(X_i, Y_\ell) \right), \quad i = 1, \ldots, n, \]
where \( \psi' \) denotes the derivative of \( \psi \). Then, the extremal condition of the loss function is given as
\[
\frac{1}{n} K_{11} v(\alpha, \beta) - \frac{1}{m} K_{12} 1_m + \lambda K_{11}\alpha + \lambda K_{12}\beta = 0, \quad \text{and} \\
\frac{1}{n} K_{21} v(\alpha, \beta) - \frac{1}{m} K_{22} 1_m + \lambda K_{22}\beta + \lambda K_{21}\alpha = 0.
\]
If \( \alpha \) and \( \beta \) satisfy the above conditions, they are the optimal solution because the loss function is convex in \( \alpha \) and \( \beta \). Substituting \( \beta = \frac{1}{m\lambda} 1_m \), we obtain
\[
\frac{1}{n} K_{11} v(\alpha, 1_m/m\lambda) + \lambda K_{11}\alpha = 0, \quad \text{and} \\
\frac{1}{n} K_{21} v(\alpha, 1_m/m\lambda) + \lambda K_{21}\alpha = 0.
\]
Hence, if the equation
\[
\frac{1}{n} v(\alpha, 1_m/m\lambda) + \lambda\alpha = 0 \quad (13)
\]
has a solution, it is revealed that \( \beta = \frac{1}{m\lambda} 1_m \) is a part of the optimal solution. For \( \psi(z) = z^2/2 \), we have
\[ v(\alpha, \beta) = K_{11}\alpha + K_{12}\beta, \]
thus, (13) is reduced to
\[
(K_{11} + n\lambda I_n)\alpha = -\frac{1}{m\lambda} K_{12} 1_m. \quad (14)
\]
The coefficient matrix is non-singular. Therefore, the estimator is represented by (11) and (12).

**Remark 2.** As shown in the proof of Theorem 3, the estimate \( \beta \) for any \( f \)-divergence (5) is given as (12) (but not (11)) under the condition that Equation (13) has a solution with respect to \( \alpha \).

Eventually, the estimator based on the \( f \)-divergence is given by solving the following optimization problem,
\[
\inf_w \int \psi(w) dP_n - \int w dQ_m + \frac{\lambda}{2} \| w \|_M^2, \\
\text{s. t. } w(\cdot) = \sum_{i=1}^{n} \alpha_i k(\cdot, X_i) + \frac{1}{m\lambda} \sum_{j=1}^{m} k(\cdot, Y_j), \quad \alpha_1, \ldots, \alpha_n \in \mathbb{R}. \quad (15)
\]
When $\psi(z) = z^2/2$, the problem (15) is reduced to
\[
\min_\alpha \frac{1}{2} \alpha^\top \left( \frac{1}{n} K_{11}^2 + \lambda K_{11} \right) \alpha + \frac{1}{nm\lambda} 1_m^\top K_{21} K_{11} \alpha, \quad \alpha \in \mathbb{R}^n
\]
by ignoring the term independent of the parameter $\alpha$. On the other hand, Theorem 3 guarantees that the parameter $\alpha$ in KuLSIF is obtained by the optimal solution of the following optimization problem \(^{1}\):
\[
\min_\alpha \frac{1}{2} \alpha^\top \left( \frac{1}{n} K_{11}^2 + \lambda I_n \right) \alpha + \frac{1}{nm\lambda} 1_m^\top K_{21} \alpha, \quad \alpha \in \mathbb{R}^n.
\]
The estimator given by solving the optimization problem (17) is denoted as Reduced-KuLSIF (R-KuLSIF). Although KuLSIF and R-KuLSIF share the same optimal solution, the loss function is different. In a later section, we make clear that R-KuLSIF is more preferable than the other estimators including KuLSIF from the viewpoint of numerical computation, especially when the sample size is large.

### 3.3 Leave-one-out Cross-validation

In addition to the solutions $\alpha_i$ and $\beta_j$, the leave-one-out cross-validation (LOOCV) score can also be obtained analytically in KuLSIF. The accuracy of the KuLSIF estimator $w_+ = \max\{w, 0\}$ is measured by $\frac{1}{2} \int w_+^2 dP - \int w_+ dQ$, which is equal to the square error of $w_+$ up to a constant term. Then the LOOCV score of $w_+$ under the square error is defined as
\[
\text{LOOCV} = \frac{1}{n \wedge m} \sum_{\ell=1}^{n \wedge m} \left\{ \frac{1}{2} (\tilde{w}_+^{(\ell)}(x_\ell))^2 - \tilde{w}_+^{(\ell)}(y_\ell) \right\},
\]
where $\tilde{w}_+^{(\ell)} = \max\{\tilde{w}^{(\ell)}, 0\}$ is the estimator based on the samples except $x_\ell$ and $y_\ell$. The index of removed samples could be different, for example $x_{\ell_1}$ and $y_{\ell_2}$, but for the sake of simplicity, we suppose that the samples $x_\ell$ and $y_\ell$ are removed in the computation of LOOCV. Hyperparameters achieving the minimum value of LOOCV will be a good choice.

Thanks to the analytic solutions (11) and (12), the leave-one-out solution $\tilde{w}^{(\ell)}$ can be computed efficiently from $\tilde{w}$ by the use of the Sherman-Woodbury-Morrison formula (Golub & Loan, 1996). The detail of the analytic LOOCV expression is deferred to Appendix B—the derivation follows a similar line to (Kanamori et al., 2009) which deals with a linear model (10); a minor difference is that removing the sample $(x_\ell, y_\ell)$ in KuLSIF changes the basis functions due to the kernel expression.

### 4 Relation between KuLSIF and KMM

We show the relation between KuLSIF and KMM.

---

\(^{1}\)We used the fact that the solution of $Ax = b$ is given as the minimizer of $\frac{1}{2} x^\top A x - b^\top x$, when $A$ is positive-semidefinite.
We assume that the true density ratio $w_0 = q/p$ is included in $\mathcal{H}$. As shown in Section 2, the loss function of KMM on $\mathcal{H}$ is defined as

$$L_{KMM}(w) = \frac{1}{2} \|\Phi(w)\|_H^2,$$

where

$$\Phi(w) = \int k(\cdot, x) w(x) P(dx) - \int k(\cdot, y) Q(dy).$$

In the estimation phase, an empirical approximation of $L_{KMM}$ is optimized in the KMM algorithm. On the other hand, the (unregularized) loss function of KuLSIF is given by

$$L_{KuLSIF}(w) = \frac{1}{2} \int w^2 dP - \int wdQ.$$

Both $L_{KMM}$ and $L_{KuLSIF}$ are minimized at the true density ratio $w_0 \in \mathcal{H}$. Although some linear constraints may be introduced in the optimization phase, we study the optimization problems of $L_{KMM}$ and $L_{KuLSIF}$ without constraints. This is because when the sample size tends to infinity, the optimal solutions of $L_{KMM}$ and $L_{KuLSIF}$ without constraints automatically satisfy the required constraints such as $\int wdP = 1$ and $w \geq 0$.

We consider the extremal condition of $L_{KuLSIF}(w)$ at $w_0$. Substituting $w = w_0 + \delta \cdot v (\delta \in \mathbb{R}, v \in \mathcal{H})$ into $L_{KuLSIF}(w)$, we have

$$L_{KuLSIF}(w_0 + \delta v) - L_{KuLSIF}(w_0) = \delta \left\{ \int w_0 vdP - \int vdQ \right\} + \frac{\delta^2}{2} \int v^2 dP.$$

Since $L_{KuLSIF}(w_0 + \delta v)$ is minimized at $\delta = 0$, the derivative of $L_{KuLSIF}(w_0 + \delta v)$ at $\delta = 0$ vanishes, i.e.,

$$\int w_0 vdP - \int vdQ = 0. \quad (19)$$

The equality (19) holds for arbitrary $v \in \mathcal{H}$. Using the reproducing property of the kernel function $k$, we can express (19) in terms of $\Phi(w_0)$ as follows,

$$\int w_0 vdP - \int vdQ = \int w_0(x) \langle k(\cdot, x), v \rangle_{\mathcal{H}} P(dx) - \int \langle k(\cdot, y), v \rangle_{\mathcal{H}} Q(dy) = \langle \int k(\cdot, x) w_0(x) P(dx) - \int k(\cdot, y) Q(dy), v \rangle_{\mathcal{H}} = \langle \Phi(w_0), v \rangle_{\mathcal{H}} = 0, \quad \forall v \in \mathcal{H}. \quad (20)$$

Therefore, we obtain $\Phi(w_0) = 0$ and we find that $\Phi(w)$ is the Gâteaux derivative (Zeidler, 1986) of $L_{KuLSIF}$ at $w \in \mathcal{H}$. In summary, let $DL_{KuLSIF}$ be the Gâteaux derivative of $L_{KuLSIF}$ over the RKHS $\mathcal{H}$, then, the equality

$$L_{KMM}(w) = \frac{1}{2} \|DL_{KuLSIF}(w)\|_H^2 \quad (21)$$

holds. Tsuboi et al. (2008) have pointed out a similar relation for M-estimator based on Kullback-Leibler divergence.

Now we illustrate the relation between KuLSIF and KMM by showing an analogous optimization example in the Euclidean space. Let $f : \mathbb{R}^d \to \mathbb{R}$ be a differentiable function, and
consider the optimization problem $\min_x f(x)$. At the optimal solution $x_0$, the extremal condition $\nabla f(x_0) = 0$ should hold, where $\nabla f$ is the gradient of $f$. Thus, instead of minimizing $f$, minimization of $\|\nabla f(x)\|^2$ also provides the minimizer of $f$. This corresponds to the relation between KuLSIF and KMM:

$$\text{KuLSIF} \iff \min_x f(x),$$

$$\text{KMM} \iff \min_x \frac{1}{2}\|\nabla f(x)\|^2.$$

In other words, in order to find the solution of the equation $\Phi(w) = 0$, \eqref{eq:22} KMM tries to minimize the norm of $\Phi(w)$. The “dual” expression of \eqref{eq:22} is given as

$$\langle \Phi(w), v \rangle_{\mathcal{H}} = 0, \quad \forall v \in \mathcal{H}. \quad \text{(23)}$$

By “integrating” $\langle \Phi(w), v \rangle_{\mathcal{H}}$, we obtain the loss function $L_{\text{KuLSIF}}$.

**Remark 3.** Gretton et al. (2006) have proposed the maximum mean discrepancy (MMD) to measure the discrepancy between two probabilities $P$ and $Q$. When the constant function $1$ is included in the RKHS $\mathcal{H}$, the MMD between $P$ and $Q$ is equal to $2 \times L_{\text{KMM}}(1)$. Due to the equality \eqref{eq:21}, we find that the MMD is also expressed as $\|DL_{\text{KuLSIF}}(1)\|^2_{\mathcal{H}}$, that is, the norm of the derivative of $L_{\text{KuLSIF}}$ at $1 \in \mathcal{H}$. This quantity will be related to the discrepancy between the constant function $1$ and the true density ratio $w_0 = q/p$.

**Remark 4.** It is straightforward to extend the above relation to the general $f$-divergence approach. The loss function of the $M$-estimator (Nguyen et al., 2008) is given as

$$L_{\psi}(w) = \int \psi(w) dP - \int w dQ.$$ 

Then, the loss function of the KMM-type may be defined as

$$L_{\psi,KMM}(w) = \frac{1}{2}\|DL_{\psi}(w)\|^2_{\mathcal{H}},$$

where

$$DL_{\psi,KMM}(w) = \int k(\cdot, x)\psi'(w(x))P(dx) - \int k(\cdot, y)Q(dy).$$

We can confirm that $L_{\psi}(w)$ and $L_{\psi,KMM}(w)$ share the minimizer. If there exists $w_\psi \in \mathcal{H}$ such that $w_0 = \psi'(w_\psi)$, the optimal solution is given by $w_\psi$.

5 **Condition Number Analysis for Density Ratio Estimation**

We have elucidated basic properties of the KuLSIF algorithm. In this section, we study the condition number of KuLSIF and other density ratio estimators in order to investigate computational properties. This is the main contribution of this paper.
5.1 Condition Number in Numerical Analysis and Optimization

Condition numbers play crucial roles in numerical analysis and optimization (Demmel, 1997; Luenberger & Ye, 2008; Sankar et al., 2006), which is explained in this section.

Let $A$ be a symmetric positive definite matrix, and the condition number of $A$ is defined as $\lambda_{\text{max}}/\lambda_{\text{min}} (\geq 1)$, where $\lambda_{\text{max}}$ and $\lambda_{\text{min}}$ are the maximal and minimal eigenvalues of $A$, respectively. The condition number of $A$ is denoted by $\kappa(A)$. In general, the condition number for a matrix which may not be symmetric is defined through the singular values. The above definition is, however, enough for our purpose.

In numerical analysis, the condition number governs the round-off error of the solution of a linear equation $Ax = b$. The matrix $A$ with a large condition number will lead to a large upper bound on the relative error of the solution $x$. More precisely, in the perturbed linear equation $(A + \delta A)(x + \delta x) = b + \delta b$, the relative error of the solution is given as follows (Demmel, 1997):

$$\frac{\|\delta x\|}{\|x\|} \leq \frac{\kappa(A)(1 - \kappa(A))\|\delta A\|/\|A\| + \|\delta b\|/\|b\|)}{1 - \kappa(A)\|\delta A\|/\|A\| + \|\delta b\|/\|b\|).}$$

Hence, smaller condition number is preferable in numerical computation.

In optimization problems, the condition number determines the convergence rate of optimization algorithms. Let us consider a minimization problem $\min_x f(x)$, $x \in \mathbb{R}^n$, where $f: \mathbb{R}^n \rightarrow \mathbb{R}$ is a differentiable function and let $x_0$ be a local optimal solution. We consider an iterative algorithm which generates a sequence $\{x_i\}_{i=1}^\infty$. In various iterative algorithms, the sequence is generated as

$$x_{i+1} = x_i - S_i^{-1}\nabla f(x_i), \quad i = 1, 2, \ldots, \quad (24)$$

where $S_i$ is an approximation of the Hessian matrix of $f$ at $x_0$, i.e., $\nabla^2 f(x_0)$. Then under a mild assumption, the sequence $\{x_i\}_{i=1}^\infty$ converges to $x_0$. Numerical techniques such as scaling and pre-conditioning are also incorporated in the above form with a certain choice of $S_i$. According to Section 10.1 in Luenberger and Ye (2008), the convergence rate of such iterative algorithms is given as

$$\|x_k - x_0\| = O\left(\prod_{i=1}^k \frac{\kappa_i - 1}{\kappa_i + 1}\right),$$

where $\kappa_i$ is the condition number of $S_i^{-1/2}(\nabla^2 f(x_0))S_i^{-1/2}$. Thus, the convergence rate of the sequence $x_k$ is slow if $\kappa_i$ is large. More critically, when $\{\kappa_i\}_{i=1}^\infty$ does not converge to one, the sequence $\{x_i\}_{i=1}^\infty$ does not converge to $x_0$ at a super-linear rate.

When the condition number of the Hessian matrix $\nabla^2 f(x_0)$ is large, there is a trade-off between the numerical accuracy and the convergence rate in optimization problems. Let us illustrate the trade-off using a few examples. When the Newton method is employed, $S_k$ is given as $\nabla^2 f(x_k)$. Because of the continuity of $\nabla^2 f$, the condition number of $S_k = \nabla^2 f(x_k)$ would be large if $\kappa(\nabla^2 f(x_0))$ is large. Then the numerical computation of $S_k^{-1}\nabla f(x_k)$ becomes unstable. When the quasi-Newton methods such as the BFGS method or the DFP method (Luenberger & Ye, 2008) are employed, $S_k$ or $S_k^{-1}$ is successively estimated based on the information of the gradient. If $\kappa(\nabla^2 f(x_0))$ is large, $\kappa(S_k)$ is also likely to be large, and thus, the numerical computation of $S_k^{-1}\nabla f(x_k)$ is not reliable, even when $S_k^{-1}$ is successively updated in the quasi-Newton methods. The round-off error caused by nearly singular Hessian matrices significantly affects the accuracy of the quasi-Newton methods. As a result, it may not be guaranteed that $S_k^{-1}\nabla f(x_k)$ is a preferable descent direction of the objective function $f$. 
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In optimization problems with large condition numbers, the numerical computation tends to be unreliable. To avoid numerical instability, the Hessian matrix is often modified so that $S_k$ has a moderate condition number. For example, the optimization toolbox in MATLAB® implements a gradient descent method in its function `fminunc`. The default method in `fminunc` is the BFGS method with update through the Cholesky factorization of $S_k$ (not $S_k^{-1}$). Even if the positive definiteness of $S_k$ is violated by the round-off error, the Cholesky factorization immediately detects the negativity of eigenvalues and the positive definiteness of $S_k$ is recovered by adding a correction term. When the modified Cholesky factorization is used, the condition number of $S_k$ is guaranteed to be bounded above by some constant, $C$. See (Moré & Sorensen, 1984) in details.

The trade-off between numerical accuracy and convergence rate is summarized by the following equality:

$$\min_{S, \kappa(S) \leq C} \kappa(S^{-1/2}(\nabla^2 f(x_0))S^{-1/2}) = \max \left\{ \frac{\kappa(\nabla^2 f(x_0))}{C}, 1 \right\}. \quad (25)$$

The proof of (25) may be found in Appendix C. We suppose that the symmetric positive definite matrix $S_k$ satisfying $\kappa(S_k) \leq C$ is used in the iterative algorithm (24). If $\kappa(\nabla^2 f(x_0))$ is large, the right-hand side of (25) will be greater than one. Hence, the convergence rate will be slow. That is, the quasi-Newton method with a modified Hessian $S_k$ such that $\kappa(S_k) \leq C$ may not achieve a super-linear convergence rate. Even though some scaling or pre-conditioning technique is available, it is preferable that the condition number of the original problem is kept as small as possible.

5.2 Condition Number Analysis of KuLSIF and KMM

Let us consider the optimization problems in KuLSIF and KMM on an RKHS $\mathcal{H}$ endowed with a kernel function $k$ over a set $Z$. Given samples (1), the optimization problems of KuLSIF and KMM are defined as

$$(\text{KuLSIF}) \quad \min_w \frac{1}{2} \int w^2 dP_n - \int wdQ_m + \frac{\lambda}{2} \|w\|^2_{\mathcal{H}}, \quad w \in \mathcal{H},$$

$$(\text{KMM}) \quad \min_w \frac{1}{2} \|\Phi(w) + \lambda w\|^2_{\mathcal{H}}, \quad w \in \mathcal{H},$$

where

$$\Phi(w) = \int k(\cdot, x)w(x)P_n(dx) - \int k(\cdot, y)Q_m(dy).$$

Here, $\Phi(w) + \lambda w$ is the Gâteaux derivative of the loss function for KuLSIF including the regularization term. In the original KMM method, the density ratio on samples $X_1, \ldots, X_n$ are optimized (Huang et al., 2007), i.e., transduction. Here, we consider its inductive variant, i.e., estimating the function $w_0$ on $Z$ using the loss function of KMM. According to Theorem 3, the optimal solution of (KuLSIF) is given as the form of $w = \sum_{i=1}^n \alpha_i k(\cdot, X_i) + \frac{1}{m} \sum_{j=1}^m k(\cdot, Y_j)$; note that the optimal solution of (KMM) is also given by the same form. Thus, the variables to be optimized in (KuLSIF) and (KMM) are $\alpha_1, \ldots, \alpha_n$.

We investigate the numerical efficiency of (KuLSIF) and (KMM). When we solve the minimization problem $\min_x f(x)$, it is not recommended to minimize the norm of the gradient.
\(\min_x \|\nabla f(x)\|^2\), since the problem \(\min_x \|\nabla f(x)\|^2\) generally has a larger condition number than \(\min_x f(x)\) (Luenberger & Ye, 2008). For example, let \(f\) be the convex quadratic function defined as \(f(x) = \frac{1}{2}x^\top Ax - b^\top x\) with a positive-definite matrix \(A\). Then the condition number of the Hessian matrix equals to \(\kappa(A)\). On the other hand, the Hessian matrix of the function \(\|\nabla f(x)\|^2 = \|Ax - b\|^2\) is equal to \(\kappa(A^2) = \kappa(A)^2\), that is, the condition number is squared and thus becomes larger. Below, we show that the same is true of KuLSIF and KMM.

The Hessian matrices of the objective functions of KuLSIF and KMM are given as

\[
H_{\text{KuLSIF}} = \frac{1}{n}K_{11}^2 + \lambda K_{11},
\]

\[
H_{\text{KMM}} = \frac{1}{n^2}K_{11}^3 + \frac{2\lambda}{n}K_{11}^2 + \lambda^2 K_{11}.
\]

\(H_{\text{KuLSIF}}\) is derived from (16), and \(H_{\text{KMM}}\) is given by direct computation based on (KMM). Then, we obtain

\[
\kappa(H_{\text{KuLSIF}}) = \kappa(K_{11})\kappa\left(\frac{1}{n}K_{11} + \lambda I_n\right),
\]

\[
\kappa(H_{\text{KMM}}) = \kappa(K_{11})\kappa\left(\frac{1}{n}K_{11} + \lambda I_n\right)^2.
\]

Since the condition number is larger than or equal to one, the inequality

\[
\kappa(H_{\text{KuLSIF}}) \leq \kappa(H_{\text{KMM}})
\]

holds. This implies that the convergence rate of KuLSIF well be faster than that of KMM, when an iterative optimization algorithm is used to minimize each loss function.

According to Remark 4, we expect that the condition number of M-estimator based on \(L_\psi\) is smaller than that of KMM based on \(L_{\psi-KMM}\). Let each Hessian matrix at optimal solution \(\hat{w}\) be \(H_{\psi-\text{div}}\) for \(L_\psi\) and \(H_{\psi-\text{KMM}}\) for \(L_{\psi-KMM}\), then some calculation provides

\[
H_{\psi-\text{div}} = K_{11}^{1/2} \left(\frac{1}{n}K_{11}^{1/2} D_{\psi,\hat{w}} K_{11}^{1/2} + \lambda I_n\right) K_{11}^{1/2},
\]

\[
H_{\psi-\text{KMM}} = K_{11}^{1/2} \left(\frac{1}{n}K_{11}^{1/2} D_{\psi,\hat{w}} K_{11}^{1/2} + \lambda I_n\right)^2 K_{11}^{1/2},
\]

where \(D_{\psi,w}\) is the \(n\) by \(n\) diagonal matrix defined as

\[
D_{\psi,w} = \begin{pmatrix}
\psi''(w(X_1)) \\
\vdots \\
\psi''(w(X_n))
\end{pmatrix},
\]

and \(\psi''\) denotes the second-order derivative of \(\psi\). Hence, using the inequality \(\kappa(AB) \leq \kappa(A)\kappa(B)\) (Horn & Johnson, 1985), we have

\[
\kappa(H_{\psi-\text{div}}) \leq \kappa(K_{11})\kappa\left(\frac{1}{n}K_{11}^{1/2} D_{\psi,\hat{w}} K_{11}^{1/2} + \lambda I_n\right),
\]

\[
\kappa(H_{\psi-\text{KMM}}) \leq \kappa(K_{11})\kappa\left(\frac{1}{n}K_{11}^{1/2} D_{\psi,\hat{w}} K_{11}^{1/2} + \lambda I_n\right)^2.
\]

From the viewpoint of the naive upper bound of condition numbers, the M-estimator based on \(L_\psi\) will be preferable to KMM with \(L_{\psi-KMM}\).
5.3 Condition Number Analysis of $M$-Estimators

(K)uLSIF is an example of the M-estimators with the squared loss. Here, we study the condition number of the Hessian matrix associated with the minimization problem in the $f$-divergence approach, and show that KuLSIF is optimal among all M-estimators based on $f$-divergences. More specifically, we will give a min-max evaluation (Section 5.3.1) and a probabilistic evaluation (Section 5.3.2) of the condition number.

5.3.1 Min-max Evaluation

We assume that a universal RKHS $H$ (Steinwart, 2001) endowed with a kernel function $k$ on a compact set $Z$ is used for estimation of $w_0$. The M-estimator based on the $f$-divergence is obtained by solving the problem (15). The Hessian matrix of the loss function at the optimal solution $w$ is equal to

$$\frac{1}{n}K_{11}D_{\psi,w}K_{11} + \lambda K_{11}, \quad (29)$$

where $D_{\psi,w}$ is the diagonal matrix defined as Eq. (28). The condition number of the Hessian matrix is denoted by

$$\kappa_0(D_{\psi,w}) = \kappa\left(\frac{1}{n}K_{11}D_{\psi,w}K_{11} + \lambda K_{11}\right).$$

In KuLSIF, we find $\psi''(1) = 1$, and thus, the condition number is equal to $\kappa_0(I_n)$. We analyze the relation between $\kappa_0(I_n)$ and $\kappa_0(D_{\psi,w})$.

**Theorem 4** (Min-max Evaluation). Suppose that $H$ is a universal RKHS, and that $K_{11}$ is non-singular. Then,

$$\inf_{\psi: \psi''(1)=1} \sup_{w \in H} \kappa_0(D_{\psi,w}) = \kappa_0(I_n) \quad (30)$$

holds. Here the infimum is taken over all convex second-order continuously differentiable functions $\psi$ such that $\psi''(1) = 1$.

The proof is deferred to Appendix D. When the constraint $\psi''(1) = c$ is imposed with some $c > 0$, the optimal function is given as $\psi(z) = cz^2/2$ in the min-max sense. Practically, the value of $\psi''(1)$ determines the balance between the fitting to training samples and the regularization term. Theorem 4 guarantees that KuLSIF minimizes the worst-case condition number, which is brought by the fact that the condition number of KuLSIF does not depend on the optimal solution. Since both sides of (30) depend on the samples $X_1, \ldots, X_n$, KuLSIF achieves the min-max solution in terms of the condition number for each observation.

5.3.2 Probabilistic Evaluation

Next, we study probabilistic evaluation of the condition number. As shown in min-max evaluation, the Hessian matrix is given as

$$H = \frac{1}{n}K_{11}D_{\psi,\hat{w}}K_{11} + \lambda K_{11},$$
where the diagonal elements of $D_{\psi, \tilde{w}}$ are equal to $\psi''(\tilde{w}(X_1)), \ldots, \psi''(\tilde{w}(X_n))$. The estimator $\tilde{w}$ is given as the minimum solution of (15). Let us define the random variable $T_n$ as

$$T_n = \max_{1 \leq i \leq n} \psi''(\tilde{w}(X_i)),$$

and $F_n$ be the distribution function of $T_n$, then $T_n$ is a non-negative random variable.

Below, we first compute the distribution of the condition number $\kappa(H)$. Then we investigate the relation between the function $\psi$ and the distribution of condition number $\kappa(H)$. We need to study the eigenvalues and the condition numbers of random matrices. For the Wishart distribution, the probability distribution of condition numbers has been investigated by Edelman and Sutton (1988); Edelman and Sutton (2005). Recently, the condition number of matrices perturbed by additive Gaussian noise have been investigated by the name of smoothed analysis (Sankar et al., 2006; Spielman & Teng, 2004; Tao & Vu, 2007). Randomness involved in the matrix $H$ defined above is, however, different from that in existing works.

**Theorem 5** (Probabilistic Evaluation). Let $\mathcal{H}$ be a RKHS endowed with a kernel function $k$ on $\mathcal{Z}$ satisfying the following condition: there exists $\varepsilon > 0$ such that

$$\sqrt{\varepsilon} \leq k(x, x') \leq 1, \quad \forall x, x' \in \mathcal{Z}.$$

Assume that the Gram matrix $K_{11}$ is almost surely positive definite in terms of the probability measure $P$. Suppose that there exists sequences $s_n$ and $t_n$ such that

$$\lim_{n \to \infty} s_n = \infty, \quad \lim_{n \to \infty} F_n(s_n) = 0, \quad \lim_{n \to \infty} F_n(t_n) = 1,$$

and that there exists $M > 0$ such that $E[\psi''(\tilde{w}(X_1))] \leq M$ holds for large sample size, $n$ and $m$. Suppose that $\lambda = \lambda_{n,m}$ satisfies $\lim_{n \to \infty} \lambda_{n,m} < \infty$. Then, for any small $\nu > 0$, we have

$$\lim_{n \to \infty} \Pr \left( s_n^{1-\nu} \leq \kappa(H) \leq \kappa(K_{11})(1 + \frac{t_n}{\lambda}) \right) = 1. \quad (32)$$

The proof is deferred to Appendix E.

**Remark 5.** The Gaussian kernel on a compact set meets the condition of Theorem 5 under a mild assumption on the probability $P$. If the distribution $P$ of samples $X_1, \ldots, X_n$ is absolutely continuous with respect to the Lebesgue measure, the Gram matrix of the Gaussian kernel is almost surely positive definite. Because, $K_{11}$ is positive definite if $X_i \neq X_j$ for $i \neq j$.

When $\psi$ is the quadratic function, $\psi(z) = z^2/2$, the distribution function $F_n$ is given $F_n(t) = 1[t \geq 1]$, where $1[\cdot]$ is the indicator function. Hence, there does not exist a sequence $s_n$ defined in Theorem 5. The upper bound is, however, still valid. That is, by choosing $t_n = 1$, the upper bound of $\kappa(H)$ with $\psi(z) = z^2/2$ is asymptotically given as $\kappa(K_{11})(1 + \lambda_{n,m}^{-1})$. On the other hand, in the M-estimator with Kullback-Leibler divergence (Nguyen et al., 2008), the function $\psi$ is defined as $\psi(z) = -1 - \log(-z)$, $z < 0$, and thus, $\psi''(z) = 1/z^2$ holds. Hence, $T_n = \max_{1 \leq i \leq n}(\tilde{w}(X_i))^{-2}$ is expected to be of the order larger than constant order, and thus, $t_n$ would diverge to infinity. This simple analysis indicates that the KuLSIF will be more preferable than the M-estimator with Kullback-Leibler divergence in the sense of computational efficiency and stability.
We derive an approximation of the inequality in (32). The target of the estimator \( \hat{w} \) is given as \( w \) such that \( q(x)/p(x) = \psi'(w(x)) \) holds. Thus, we expect that the condition number of \( \frac{1}{n}K_{11}D_{\psi,w}K_{11} + \lambda K_{11} \) is approximated by that of \( \frac{1}{n}K_{11}D_{\psi,w}K_{11} + \lambda K_{11} \). The proof of Theorem 5 is valid even in the case that the random variable \( T_n \) is defined by a fixed function \( w \in \mathcal{H} \). The condition number of Hessian matrix at a fixed function \( w \in \mathcal{H} \) is considered in the proposition below.

**Proposition 1** (Approximated Bound). The kernel function \( k \) and the regularization parameter \( \lambda \) satisfy the same condition as Theorem 5. For a function \( w \in \mathcal{H} \), let \( F \) be the distribution function of \( \psi''(w(X)) \), and suppose that the expectation of \( \psi''(w(X)) \) is finite. Let \( G = 1 - F \), and suppose that there exists a real number \( U > 0 \) such that \( G(t) \) has the inverse function \( G^{-1} \) for \( t \geq U \). Let the random matrix \( H_w \) be

\[
H_w = \frac{1}{n}K_{11}D_{\psi,w}K_{11} + \lambda K_{11}.
\]

Then, for any small \( \eta > 0 \) and any small \( \nu > 0 \), we have

\[
\lim_{n \to \infty} \Pr \left( \{ G^{-1}(1/n^{1-\eta}) \}^{1-\nu} \leq \kappa(H_w) \leq \kappa(K_{11}) \left( 1 + \lambda^{-1}G^{-1}(1/n^{1+\eta}) \right) \right) = 1.
\]

**Proof.** Note that \( F_n(t) \) in Theorem 5 is equal to \( (F(t))^n \), since \( \psi''(w(X_i)), i = 1, \ldots, n \) are identically and independently distributed form \( F \). The condition number \( \kappa(H_w) \) satisfies Eq.(32) with \( F_n = F^n \).

As shown in Figure 1, the function \( G^{-1} \) is decreasing. Let \( s_n \) be \( s_n = G^{-1}(1/n^{1-\eta}) \), then \( s_n \to \infty \) holds when \( n \) tends to infinity. Thus, we have

\[
F_n(s_n) = F(s_n)^n = (1 - G(s_n))^n = \left( 1 - \frac{1}{n^{1-\eta}} \right)^n \to 0, \quad n \to \infty.
\]

On the other hand, let \( t_n \) be \( t_n = G^{-1}(1/n^{1+\eta}) \), then we have

\[
F_n(t_n) = (1 - G(t_n))^n = \left( 1 - \frac{1}{n^{1+\eta}} \right)^n \to 1, \quad n \to \infty.
\]

Substituting \( s_n \) and \( t_n \) into the inequality in (32), we obtain the result. \( \Box \)

**Remark 6.** Proposition 1 implies that for large \( n \), the inequality

\[
\{ G^{-1}(1/n^{1-\eta}) \}^{1-\nu} \leq \kappa(H_w) \leq \kappa(K_{11}) \left( 1 + \lambda^{-1}G^{-1}(1/n^{1+\eta}) \right)
\]

holds in high probability. In KuLSIF, the function \( \psi \) is given as \( \psi(z) = z^2/2 \), and the corresponding distribution function of each diagonal element in \( D_{\psi,w} \) is given by \( F_{\text{KuLSIF}}(d) = 1[d \geq 1] \), and thus, \( G_{\text{KuLSIF}}(d) = 1 - F_{\text{KuLSIF}}(d) = 1[d < 1] \). In all M-estimators except KuLSIF, diagonal elements of \( D_{\psi,w} \) can take various positive values. We regard the diagonal elements of \( D_{\psi,w} \) as a typical realization of random variables with the distribution function \( F(d) \). When the distribution function \( F \) is close to \( F_{\text{KuLSIF}} \), the function \( G = 1 - F \) is also close to \( G_{\text{KuLSIF}} \). Then, \( G^{-1} \) will take small values as illustrated in Figure 1. As a result, we can expect that the condition number of KuLSIF is smaller than that of the other M-estimators. In a later section, we further investigate this issue through numerical experiments.
Figure 1: If the function $G_1(d)$ is closer to $G_{KuLSIF}(d)$ ($= 0$) than $G_2(d)$ for large $d$, then $G_1^{-1}(z)$ takes smaller value than $G_2^{-1}(z)$ for small $z$.

**Example 1.** Let $F_\gamma(d)$ be

$$
F_\gamma(d) = \begin{cases} 
0 & 0 \leq d < 1, \\
1 - \frac{1}{d^\gamma} & 1 \leq d.
\end{cases}
$$

Suppose that $F_\gamma$ is the distribution function of $\psi''(w(X)) = \psi''(\psi'^{-1}(q(X)/p(X)))$. Note that the distribution function $F_{KuLSIF}(d) = 1[d \geq 1]$ is represented as $1[d \geq 1] = \lim_{\gamma \to \infty} F_\gamma(d)$ except at $d = 1$. Then, $G_\gamma(d) = 1 - F_\gamma(d)$ is equal to

$$
G_\gamma(d) = \begin{cases} 
1 & 0 \leq d < 1, \\
1 - \frac{1}{d^\gamma} & 1 \leq d.
\end{cases}
$$

For small $z > 0$, the inverse function $G_\gamma^{-1}(z)$ is given as

$$
G_\gamma^{-1}(z) = z^{-1/\gamma}.
$$

Hence for sufficiently small $\eta$, the inequality (33) is reduced to

$$
n^{(\frac{1-n(1-\psi)}{\gamma})} \leq \kappa(H_w) \leq \kappa(K_11)(1 + \lambda^{-1}\eta^{\frac{1+n}{\psi}}).
$$

Both upper and lower bounds in the above inequality are monotone decreasing with respect to $\gamma$.

**Example 2.** Let $F_\gamma(d)$ be

$$
F_\gamma(d) = \frac{1}{1 + e^{-\gamma(d-1)}}, \quad d \geq 0.
$$
The distribution function $F_{\text{KuLSIF}}(d) = 1[d \geq 1]$ is represented as $1[d \geq 1] = \lim_{\gamma \to \infty} F_\gamma(d)$ except at $d = 1$. Then, $G_\gamma(d) = 1 - F_\gamma(d)$ is equal to

$$G_\gamma(d) = \frac{1}{1 + e^{\gamma(d-1)}}, \quad d \geq 0.$$ 

For small $z$, the inverse function $G_\gamma^{-1}(z)$ is given as

$$G_\gamma^{-1}(z) = 1 + \frac{1}{\gamma} \log \frac{1 - z}{z}.$$ 

Hence for small $\eta$, the inequality (33) will lead the following:

$$\left( \frac{1 - \eta}{\gamma} \log \frac{n}{2} \right)^{1-\nu} \leq \kappa(H_w) \leq \kappa(K_{11}) \cdot \frac{1 + \eta}{\lambda \gamma} \log n.$$ 

The upper and lower bounds in the above inequality are monotone decreasing with respect to $\gamma$.

6 Reduction of Condition Numbers in KuLSIF

The condition number in the optimization problem of KuLSIF is given as $\kappa(H_{\text{KuLSIF}}) = \kappa\left(\frac{1}{n}K_{11} + \lambda K_{11}\right)$, and that of the original KMM method is equal to $\kappa(K_{11})$ which is approximately derived from (2). On the other hand, the Hessian matrix of R-KuLSIF is equal to

$$H_{R-KuLSIF} = \frac{1}{n}K_{11} + \lambda I_n.$$ 

(34)

See (17) for the loss function of R-KuLSIF. Due to the equality

$$\kappa(H_{\text{KuLSIF}}) = \kappa(K_{11}) \kappa(H_{R-KuLSIF}),$$ 

we have

$$\kappa(H_{R-KuLSIF}) \leq \kappa(H_{\text{KuLSIF}}).$$

Moreover, it is easy to see

$$\kappa(H_{R-KuLSIF}) \leq \kappa(K_{11}).$$

These inequalities imply that R-KuLSIF is more preferable than KuLSIF and KMM in the sense of the convergent speed and numerical stability as explained in Section 5.1.

In this section, we study whether reduction of condition numbers is possible in the general $f$-divergence approach. We do not consider scaling of the parameter (Luenberger & Ye, 2008), but other types of transformation of loss functions in order to reduce the condition number. Our conclusion is that among all $f$-divergence approaches, the condition number is reducible only in KuLSIF. Thus the reduction of condition numbers by R-KuLSIF is a special property, which makes R-KuLSIF particularly attractive in practical use.

We elucidate the reason why the condition number of KuLSIF can be reduced from $\kappa(H_{\text{KuLSIF}})$ to $\kappa(H_{R-KuLSIF})$. As explained in Remark 2, in the $f$-divergence approach, the
optimal solution of $\beta$ is equal to $1_m/m\lambda$. Then, as shown in the proof of Theorem 3, the gradient of the loss function with respect to $\alpha$ is equal to

$$g_\psi(\alpha) = \frac{1}{n}K_{11}v(\alpha, 1_m/m\lambda) + \lambda K_{11}\alpha,$$

where the function $v$ depends on $\psi$. On the other hand, the gradient of the loss function in (17) is equal to $K_{11}^{-1}g_\psi(\alpha)$ with $\psi(z) = z^2/2$. This fact implies that in KuLSIF, there exists a non-singular matrix $C \in \mathbb{R}^{n \times n}$, which is independent of $\alpha$, such that $Cg_\psi(\alpha)$ is identical to the gradient of a function $F(\alpha)$. If the condition number of the Hessian matrix of $F(\alpha)$ does not exceed $\kappa(H_{\text{KuLSIF}})$, it will be numerically more advantageous to use $F(\alpha)$ as the loss function than KuLSIF.

Suppose that the $\mathbb{R}^n$-valued function $Cg_\psi(\alpha)$ can be represented as the gradient of a function $F$, that is, $\nabla F = Cg_\psi$. Then, the function $Cg_\psi$ is called integrable (Nakahara, 2003). What we study in this section is to find $\psi$ such that there exists a non-identity matrix $C$ such that $Cg_\psi(\alpha)$ is integrable. According to Nakahara (2003), the necessary and sufficient condition of integrability is that the Jacobian matrix of $Cg_\psi(\alpha)$ is symmetric.

The Jacobian matrix of $Cg_\psi(\alpha)$ is equal to

$$\frac{1}{n}CK_{11}D_{\psi,\alpha}K_{11} + \lambda CK_{11},$$

where $D_{\psi,\alpha}$ is the diagonal matrix in which the diagonal elements are given as

$$(D_{\psi,\alpha})_{ii} = \psi''\left(\sum_{j=1}^{n} \alpha_j k(X_i, X_j) + \frac{1}{m\lambda} \sum_{\ell=1}^{m} k(X_i, Y_\ell)\right), \quad i = 1, \ldots, n.$$

Let $R$ be the $n$ by $n$ matrix $CK_{11}$, then, the Jacobian matrix is represented as

$$M_{\psi,R}(\alpha) = \frac{1}{n}RD_{\psi,\alpha}K_{11} + \lambda R.$$

**Theorem 6.** Let $c$ be a constant value in $\mathbb{R}$, and the function $\psi$ be second-order continuously differentiable. Suppose that the Gram matrix $K_{11}$ is non-singular, and that $K_{11}$ does not have zero element. If there exists a non-singular matrix $R \neq cK_{11}$ such that $M_{\psi,R}(\alpha)$ is symmetric for any $\alpha \in \mathbb{R}^n$, then, $\psi''$ is a constant function.

The proof may be found in Appendix F. Theorem 6 guarantees that the condition number of the loss function is reducible only when $\psi$ is a quadratic function. Here, multiplying the gradient by a matrix $C$, which is independent of $\alpha$, is allowed as transformation of the loss function. For other functions $\psi$, the gradient $Cg_\psi,\alpha$ cannot be integrable unless $C = cI_n$, $c \in \mathbb{R}$.

**Remark 7.** We summarize the theoretical results on condition numbers. Let $H_{\psi,\text{div}}$ be the Hessian matrix (29) of the $M$-estimator. Then, the following inequalities hold,

$$\kappa(H_{R-\text{KuLSIF}}) \leq \kappa(K_{11}) \leq \kappa(H_{\text{KuLSIF}}) \leq \kappa(H_{\text{KMM}}),$$

$$\kappa(H_{\text{KuLSIF}}) = \sup_{w \in \mathcal{H}} \kappa(H_{\text{KuLSIF}}) \leq \sup_{w \in \mathcal{H}} \kappa(H_{\psi,\text{div}}).$$

Remember that $K_{11}$ is the Hessian matrix of the original (transductive) KMM method, and $H_{\text{KMM}}$ is its inductive variant. Based on probabilistic evaluation, the inequality

$$\kappa(H_{\text{KuLSIF}}) \leq \kappa(H_{\psi,\text{div}})$$

holds.
will also hold with high probability. Let $H_{\psi \cdot \text{KMM}}$ be the Hessian matrix of the loss function $L_{\psi \cdot \text{KMM}}$ in Remark 4. Then, we conjecture that

$$\kappa(H_{\psi \cdot \text{div}}) \leq \kappa(H_{\psi \cdot \text{KMM}})$$

holds in some sense as an extension of the relation between KuLSIF and the inductive variant of KMM. Consequently, R-KuLSIF will be advantageous in numerical computation.

7 Simulation Results

In this section, we experimentally investigate the behavior of the condition numbers. In the inductive variant of KMM estimator, the Hessian matrix is given by $H_{\text{KMM}}$ defined in (27). In the M-estimator based on $f$-divergence, the Hessian matrix involved in the optimization problem is given as

$$H = \frac{1}{n} K_{11} D_{\psi \cdot w} K_{11} + \lambda K_{11} \in \mathbb{R}^{n \times n}.$$ 

For the Kullback-Leibler divergence, we have $\varphi'(z) = -\log z$ and $\psi(z) = -1 - \log(-z)$, $z < 0$, and thus, $\psi'(z) = -1/z$ and $\psi''(z) = 1/z^2$ hold for $z < 0$. If the optimal solution provides the true density ratio $w_0$, we obtain $\psi''(w(x)) = \psi''((\psi')^{-1}(w_0(x))) = w_0(x)^2$. Thus, the Hessian matrix is given as

$$H_{\text{KL}} = \frac{1}{n} K_{11} \text{diag}(w_0(X_1)^2, \ldots, w_0(X_n)^2) K_{11} + \lambda K_{11} \in \mathbb{R}^{n \times n}.$$ 

On the other hand, in KuLSIF, the Hessian matrix is given by $H_{\text{KuLSIF}}$ defined in (26), and the Hessian matrix of R-KuLSIF, $H_{\text{R-KuLSIF}}$, is shown in (34). In examples of Section 5.3.2, we considered the condition number of a random matrix

$$H_{\text{RND}} = \frac{1}{n} K_{11} \text{diag}(d_1, \ldots, d_n) K_{11} + \lambda K_{11} \in \mathbb{R}^{n \times n}.$$ 

We use $F_\gamma(d)$ defined in Example 1 with various $\gamma$ as the distribution function of $d_1, \ldots, d_n$. The condition numbers of Hessian matrices, $H_{\text{KMM}}, H_{\text{KL}}, H_{\text{KuLSIF}}, H_{\text{R-KuLSIF}},$ and $H_{\text{RND}}$ are numerically compared. In addition, the condition number of $K_{11}$ is also computed. In the original transductive KMM estimator defined by (2), the condition number of the loss function is equal to $\kappa(K_{11})$. Thus, the convergence rate of numerical optimization in KMM would be approximately governed by $\kappa(K_{11})$—we need to take the constraints in (2) into account to derive more accurate convergence rate of the original KMM.

The probability densities of $P$ and $Q$ are set to be both the normal distribution on the 10-dimensional Euclidean space with the unit variance-covariance matrix $I_{10}$. The mean vectors of $P$ and $Q$ are set to $0 \times 1_{10}$ and $\mu \times 1_{10}$ with $\mu = 0.2$ or $\mu = 0.5$, respectively. Note that the mean value $\mu$ affects only $\kappa(H_{\text{KL}})$. The true density ratio $w_0$ is determined by $P$ and $Q$. In the kernel-based estimators, we use the Gaussian kernel with width $\sigma = 2$ or $\sigma = 4$. Note that $\sigma = 4$ is close to the median of the distance between samples $\|X_i - X_j\|$; using the median distance as the kernel width is a popular heuristics (Schölkopf & Smola, 2002). The sample size from $P$ is equal to that from $Q$, that is, $n = m$. The regularization parameter $\lambda$ is set to $\lambda_{n,m} = 1/(n \wedge m)^{0.9}$ which meets the assumption in Theorem 1.

Table 1 shows the experimental results. In each setup, samples $X_1, \ldots, X_n$ and diagonal elements $d_1, \ldots, d_n$ are randomly generated and the condition number is computed. The table
shows the average of the condition numbers over 1000 runs. As shown in Table 1, the condition number of R-KuLSIF is much smaller than the other methods for all cases. Thus, it is expected that in optimization, the convergence speed of R-KuLSIF is faster than the other methods and that R-KuLSIF is robust against numerical degeneracy. It will be worthwhile to point out that \( \kappa(H_{R-KuLSIF}) \) is smaller than \( \kappa(K_{11}) \). This is because the identity matrix in \( H_{R-KuLSIF} \) prevents the smallest eigenvalue from becoming extremely small. The number of \( \kappa(H_{RND}) \) is decreasing as \( \gamma \) tends to large values, and seems to converge to \( \kappa(H_{KuLSIF}) \). This result meets the considerations in Remark 6 and Example 1.

Table 2 shows the average number of iterations and the average computation time for solving the optimization problems over 50 runs. The probability densities of \( P \) and \( Q \) are the same as above ones, and the mean vector of \( Q \) is given as \( 0_{5 \times 1} \). The numbers of samples are set to \( (n, m) = (1000, 1000), (4000, 4000) \) or \( (6000, 6000) \), and the regularization parameter is \( \lambda = 1/(n \wedge m)^{0.9} \). The number of \( n \) is equal to the number of parameters to be optimized. R-KuLSIF, KuLSIF, inductive variant of KMM (KMM), and M-estimator with Kullback-Leibler divergence (KL) are compared. In addition, the computation time of solving the linear equation (14) is also shown as R-KuLSIF(direct). The kernel parameter \( \sigma \) is determined based on the median of \( \|X_i - X_j\| \). To solve the optimization problems in the M-estimators and KMM, we used the BFGS method implemented in the \texttt{optim} function in R (R Development Core Team, 2009), and for R-KuLSIF(direct) we use the \texttt{solve} function. The results show that the number of iterations in optimization is highly correlated with the condition number of the Hessian matrices in Table 1. Although the practical computational time would depend on various issues such as stopping rules, our theoretical results were shown to be in good agreement with the empirical results. Thus, the R-KuLSIF would be a stable and computationally efficient density-ratio estimator. We observe that numerical optimization methods such as the quasi-Newton method are competitive with numerical algorithms for solving linear equations (such as the LU or Cholesky methods), especially when the sample size or the number of parameters is large. Thus, our results obtained in this paper would be useful in large sample cases—common situations in practical applications.

8 Conclusions

We considered the problem of estimating the ratio of two probability densities and investigated theoretical properties of the kernel least-squares estimator called KuLSIF. We studied the condition number of Hessian matrices, and showed that KuLSIF has a smaller condition number than the other methods. Since the condition number determines the convergence rate of optimization and the numerical stability, KuLSIF will have a preferable numerical properties to the other methods. We further showed that R-KuLSIF, which is an alternative formulation of KuLSIF, possesses an even smaller condition number.

Density ratio estimation could provide new approaches to various machine learning problems including covariate shift adaptation (Huang et al., 2007; Sugiyama et al., 2008a; Kanamori et al., 2009; Bickel et al., 2009), outlier detection (Hido et al., 2008), and feature selection (Suzuki et al., 2008). Based on the theoretical guidance given in this paper, we will develop practical algorithms for a wide-range of applications in the future work.
Table 1: Condition numbers of each Hessian matrix.

| n   | \( K_{11} \) | \( H_{\text{R-KuLSIF}} \) | \( H_{\text{KL}} \) | \( H_{\text{KMM}} \) | \( H_{\text{RND}} \) |
|-----|--------------|-----------------|----------------|----------------|----------------|
|     | \( \mu = 0.2 \) | \( \mu = 0.5 \) | \( \gamma = 2 \) | \( \gamma = 5 \) | \( \gamma = 10 \) |
| 20  | 1.6e+01      | 3.8e+00         | 6.4e+01        | 2.7e+02        | 9.0e+01        |
| 50  | 7.1e+01      | 8.1e+00         | 5.9e+02        | 5.1e+03        | 7.6e+02        |
| 100 | 2.6e+02      | 1.5e+01         | 4.1e+03        | 6.5e+04        | 5.0e+03        |
| 200 | 1.1e+03      | 3.0e+01         | 3.4e+04        | 1.0e+06        | 4.2e+04        |
| 300 | 2.9e+03      | 4.4e+01         | 1.3e+05        | 5.7e+06        | 1.6e+05        |
| 400 | 5.9e+03      | 5.8e+01         | 3.4e+05        | 2.0e+07        | 4.2e+05        |
| 500 | 1.0e+04      | 7.3e+01         | 7.5e+05        | 5.5e+07        | 9.2e+05        |

A Proof of Theorem 1

Let us define the bracketing entropy of the set of functions. For distribution function \( P \), define the \( L_2 \) metric

\[
|g|_P = \left( \int |g|^2 dP \right)^{1/2},
\]

and let \( L_2(P) \) be the metric space defined by this distance. For any fixed \( \delta > 0 \), a covering for function class \( S \) using the metric \( L_2(P) \) is a collection of functions which allow \( S \) to be covered using \( L_2(P) \) balls of radius \( \delta \) centered at these functions. Let \( N_B(\delta, S, P) \) be the smallest value of \( N \) for which there exist pairs of functions \( \{ (g_L^j, g_U^j) \in L_2(P) \times L_2(P) | j = 1, \ldots, N \} \) such that \( |g_L^j - g_U^j|_P \leq \delta \), and such that for each \( s \in S \), there exists \( j \) such that \( g_L^j \leq s \leq g_U^j \). Then,

Table 2: Averages of the computation time and the number of iterations in the BFGS method over 50 runs.

| Estimator  | \( n = 1000, m = 1000 \) | \( n = 4000, m = 4000 \) | \( n = 6000, m = 6000 \) |
|------------|--------------------------|--------------------------|--------------------------|
|            | Comput. time (sec.) | Number of iterations | Comput. time (sec.) | Number of iterations | Comput. time (sec.) | Number of iterations |
| R-KuLSIF   | 1.44                     | 23.02                    | 34.94                    | 29.98                    | 71.69                    | 30.74                    |
| KuLSIF     | 2.25                     | 38.36                    | 53.93                    | 48.76                    | 107.79                   | 47.32                    |
| KMM        | 51.83                    | 453.68                   | 591.44                   | 400.74                   | 1091.69                  | 373.08                   |
| KL         | 27.63                    | 329.06                   | 1180.72                  | 634.32                   | 2718.89                  | 669.20                   |
| R-KuLSIF(direct) | 0.46                  | -                        | 28.85                    | -                        | 87.06                    | -                        |

(CPU: Xeon X5482, 3.20GHz, Memory: 32GB, OS: Linux 2.6.18)
\( H_B(\delta, S, P) = \log N_B(\delta, S, P) \) is called the bracketing entropy of \( S \) (van de Geer, 2000).

Let \( \mathcal{H} \) be the RKHS endowed with the Gaussian kernels, \( k(x, y) = e^{-\|x-y\|^2/2\sigma^2} \). The norm and inner product on \( \mathcal{H} \) are denoted by \( \| \cdot \|_\mathcal{H} \) and \( \langle \cdot, \cdot \rangle_\mathcal{H} \), respectively. Let \( \| \cdot \|_\infty \) be the infinity norm. For \( w \in \mathcal{H} \), we have \( \|w\|_P \leq \|w\|_\infty \leq \|w\|_\mathcal{H} \), because for any \( x \in Z \), the inequalities

\[
|w(x)| = |\langle w, k(\cdot, x) \rangle_\mathcal{H}| \leq \|w\|_\mathcal{H} \sup_x k(x, x) = \|w\|_\mathcal{H}
\]

holds. The set \( Z \), which is the domain of functions in \( \mathcal{H} \), is assumed to be compact. Let \( \mathcal{G} = \{v^2 \mid v \in \mathcal{H} \} \). Let \( \mathcal{H}_M \) and \( \mathcal{G}_M \) be

\[
\mathcal{H}_M = \{v \in \mathcal{H} \mid \|v\|_\mathcal{H} < M\},
\]

\[
\mathcal{G}_M = \{v^2 \mid v \in \mathcal{H}_\sqrt{M}\} = \{g \in \mathcal{G} \mid J(g) < M\},
\]

where \( J(g) \) is a measure of complexity defined as

\[
J(g) = \inf \{\|v\|_\mathcal{H}^2 \mid v \in \mathcal{H}, v^2 = g\}.
\]

It is straightforward to verify the second equality of (35). According to Zhou (2002), the bracketing entropy of \( \mathcal{H}_M \) satisfies, for infinitesimally small \( \gamma > 0 \), the condition

\[
H_B(\delta, \mathcal{H}_M, P) = O\left(\frac{M}{\delta}\right)^{\gamma}.
\]

More precisely, Zhou (2002) have proved that the entropy number with the supremum norm is bounded above by \( O((M/\delta)^{\gamma}) \). In addition, the bracketing entropy \( H_B(\delta, \mathcal{H}_M, P) \) is bounded above by the entropy number with the supremum norm due to Lemma 2.1 in van de Geer (2000).

The following proposition is crucial to prove the convergence property of KuLSIF.

**Proposition 2** (Lemma 5.14 in van de Geer (2000)). Let a map \( I(g) \) be a measure of complexity of \( g \in \mathcal{G} \), where \( I \) is a non-negative functional on \( \mathcal{G} \) and \( I(g_0) < \infty \). Then, we define \( \mathcal{G}_M = \{g \in \mathcal{G} \mid I(g) < M\} \) satisfying \( \mathcal{G} = \bigcup_{M \geq 1} \mathcal{G}_M \). Suppose that there exist \( c_0 > 0 \) and \( 0 < \gamma < 2 \) such that

\[
\sup_{g \in \mathcal{G}_M} \|g - g_0\|_P \leq c_0 M, \quad \sup_{g \in \mathcal{G}_M} \|g - g_0\|_\infty \leq c_0 M, \quad \text{for all } \delta > 0,
\]

and that \( H_B(\delta, \mathcal{G}_M, P) = O(\delta)^{\gamma} \). Then, we have

\[
\sup_{g \in \mathcal{G}} \left| \frac{\int (g - g_0)d(P - P_n)}{D(g)} \right| = O_p(1),
\]

where \( D(g) \) is defined as

\[
D(g) = \frac{\|g - g_0\|_P^{1-\gamma/2} I(g)^{\gamma/2}}{\sqrt{n}} \vee \frac{I(g)}{n^{2/(2+\gamma)}}
\]

and \( a \vee b \) denotes \( \max\{a, b\} \).
We use Proposition 2 to derive an upper bound of $\int (\hat{u} - w_0)d(Q - Q_m)$ and $\int (\hat{u}^2 - w_0^2)d(P - P_n)$.

**Lemma 1.** The bracketing entropy of $G_M$ is bounded above as

$$H_B(\delta, G_M, P) = O\left(\frac{M}{\delta}\right)^{\gamma}$$

for any small $\gamma > 0$.

**Proof.** Let $v_i^L, v_i^U, v_1^L, v_2^L, \ldots, v_i^L, v_N^L \in L_2(P)$ be coverings of $H_M$ in the sense of bracketing, such that $\|v_i^L - v_i^U\|_P \leq \delta$ holds for $i = 1, \ldots, N$. We can choose these functions such that $\|v_i^{L,U}\|_\infty \leq \sqrt{M}$ is satisfied for all $i = 1, \ldots, N$, since for any $v \in H_M$, the inequality $\|v\|_\infty \leq \|v\|_H < \sqrt{M}$ holds. For example, replace $v_i^{L,U}$ with $\min\{\sqrt{M}, \max\{-\sqrt{M}, v_i^{L,U}\}\}$ $\in L_2(P)$. Let $\tilde{v}_i^L$ and $\tilde{v}_i^U$ be

$$\tilde{v}_i^L(x) = \begin{cases} (v_i^L(x))^2 & v_i^L(x) \geq 0, \\ (v_i^U(x))^2 & v_i^U(x) \leq 0, \\ 0 & v_i^L(x) < 0 < v_i^U(x), \end{cases}$$

$$\tilde{v}_i^U = \max\{(v_i^L)^2, (v_i^U)^2\},$$

for $i = 1, \ldots, N$. Then, $\tilde{v}_i^L \leq \tilde{v}_i^U$ holds. Moreover, for any $v \in H_M$ satisfying $v_i^L \leq v \leq v_i^U$, we have $\tilde{v}_i^L \leq v \leq \tilde{v}_i^U$. By definition, we also have

$$0 \leq \tilde{v}_i^U(x) - \tilde{v}_i^L(x) \leq \max\{|v_i^U(x)^2 - v_i^L(x)^2|, |v_i^U(x) - v_i^L(x)|^2\} \leq (|v_i^U(x)| + |v_i^L(x)|) \cdot |v_i^U(x) - v_i^L(x)| \leq 2\sqrt{M}|v_i^U(x) - v_i^L(x)|,$$

and thus, $\|\tilde{v}_i^U - \tilde{v}_i^L\|_P \leq 2\sqrt{M}|v_i^U - v_i^L|_P$ holds. Due to (36), we obtain

$$H_B(2\sqrt{M}\delta, G_M, P) \leq H_B(\delta, H_M, P) = O\left(\frac{\sqrt{M}}{\delta}\right)^{\gamma}.$$

Hence, $H_B(\delta, G_M, P) = O\left(M/\delta\right)^{\gamma}$ holds.

**Lemma 2.** Assume the condition of Theorem 1. Then, for the KuLSIF estimator $\hat{u}$, we have

$$\left|\int (\hat{u} - w_0)d(Q - Q_m)\right| = O_p\left(\frac{\|w_0 - \hat{u}\|_P^{1-\gamma/2}\|\hat{u}\|_H^{\gamma/2}}{\sqrt{m^{1/(2+\gamma)}}} + \sqrt{\frac{\|\hat{u}\|_H}{m^{2/(2+\gamma)}}}\right),$$

$$\left|\int (\hat{w}^2 - w_0^2)d(P - P_n)\right| = O_p\left(\frac{\|\hat{u} - w_0\|_P^{1-\gamma/2}(1 + \|\hat{u}\|_H)^{1+\gamma/2}}{\sqrt{n^{1/(2+\gamma)}}} + \sqrt{\frac{\|\hat{u}\|_H^2}{n^{2/(2+\gamma)}}}\right),$$

where $\gamma > 0$ is an infinitesimally small value.

**Proof.** There exists $c_0 > 0$ such that

$$\sup_{w \in H_M} \|w - w_0\|_P \leq c_0 M, \quad \sup_{w \in H_M} \|w - w_0\|_\infty \leq c_0 M,$$

$$\sup_{g \in G_M} \|g - w_0^2\|_P \leq c_0 M, \quad \sup_{g \in G_M} \|g - w_0^2\|_\infty \leq c_0 M.$$
The inequalities in (38) are derived as follows. For \( g \in G \), there exists \( v \in H \) such that \( v^2 = g \) and \( \|v\|_H^2 < M \), and then, we have

\[
\|g - w_0^2\|_P \leq \|g - w_0^2\|_\infty \leq \|v\|_\infty^2 + \|w_0\|_\infty^2
\]

\[
\leq \|v\|_H^2 + \|w_0\|_\infty^2 \leq M + \|w_0\|_\infty^2 \leq c_0M, \quad (M \geq 1).
\]

In the same way, (37) also holds. Therefore, due to Proposition 2 and (37), we have

\[
\sup_{w \in H} \left| \int (w_0 - w)d(Q - Q_m) \right| = O_p(1),
\]

where \( D(w) \) is defined as

\[
D(w) = \frac{\|w_0 - w\|_P^{1-\gamma/2}\|w\|_H^{\gamma/2}}{\sqrt{m}} \vee \frac{\|w\|_H}{m^{2/(2+\gamma)}}.
\]

In the same way, we have

\[
\sup_{w \in H} \left| \int (w^2 - w_0^2)d(P - P_n) \right| = O_p(1),
\]

where \( E(w) \) is defined as

\[
E(w) = \frac{\|w^2 - w_0^2\|_P^{1-\gamma/2}J(w^2)^{\gamma/2}}{\sqrt{n}} \vee \frac{J(w^2)}{n^{2/(2+\gamma)}}.
\]

Note that \( \|w^2 - w_0^2\|_P \leq (\|w\|_\infty + \|w\|_H)\|w - w_0\|_P = O((1 + \|w\|_H)\|w - w_0\|_P) \) and \( J(w^2) \leq \|w\|_H^2 \). Then, we obtain

\[
E(w) \leq \frac{\|w - w_0\|_P^{1-\gamma/2}(1 + \|w\|_H)^{1+\gamma/2}}{\sqrt{n}} \vee \frac{\|w\|_H^2}{n^{2/(2+\gamma)}}.
\]

Now we show the proof of Theorem 1.

**Proof.** The estimator \( \tilde{w} \) satisfies the inequality

\[
\frac{1}{2} \int \tilde{w}^2dP_n - \int \tilde{w}dQ_m + \frac{\lambda}{2}\|\tilde{w}\|_H^2 \leq \frac{1}{2} \int w_0^2dP_n - \int w_0dQ_m + \frac{\lambda}{2}\|w_0\|_H^2.
\]

Then, we have

\[
\frac{1}{2}\|\tilde{w} - w_0\|_P^2 = \int (w_0 - \tilde{w})dQ + \frac{1}{2}\int (\tilde{w}^2 - w_0^2)dP
\]

\[
\leq \int (w_0 - \tilde{w})dQ + \frac{1}{2}\int (\tilde{w}^2 - w_0^2)dP
\]

\[
+ \int (\tilde{w} - w_0)dQ_m + \frac{1}{2}\int (w_0^2 - \tilde{w}^2)dP_n + \frac{\lambda}{2}\|w_0\|_H^2 - \frac{\lambda}{2}\|\tilde{w}\|_H^2.
\]
As a result, we have
\[
\frac{1}{2}\|\hat{w} - w_0\|^2_P + \frac{\lambda}{2}\|\hat{w}\|^2_{\mathcal{H}} \leq \int (\hat{w} - w_0) d(Q - Q_m) + \frac{1}{2}\|\hat{w}^2 - w_0^2\| d(P - P_n) + \frac{\lambda}{2}\|w_0\|^2_{\mathcal{H}}
\]
\[
\leq \frac{\lambda}{2}\|w_0\|^2_{\mathcal{H}} + O_p\left(\frac{\|w_0 - \hat{w}\|^{1-\gamma/2}_P (1 + \|\hat{w}\|_{\mathcal{H}})^{1+\gamma/2}}{\sqrt{n \wedge m}}\right) + O_p\left(\frac{(1 + \|\hat{w}\|_{\mathcal{H}})^2}{(n \wedge m)^{2/(2+\gamma)}}\right),
\]
where Lemma 2 is used.

We need to study three possibilities:
\[
\begin{align*}
\frac{1}{2}\|w_0 - \hat{w}\|^2_P + \frac{\lambda}{2}\|\hat{w}\|^2_{\mathcal{H}} & \leq O_p(\lambda), \\
\frac{1}{2}\|w_0 - \hat{w}\|^2_P + \frac{\lambda}{2}\|\hat{w}\|^2_{\mathcal{H}} & \leq O_p\left(\frac{\|w_0 - \hat{w}\|^{1-\gamma/2}_P (1 + \|\hat{w}\|_{\mathcal{H}})^{1+\gamma/2}}{\sqrt{n \wedge m}}\right), \\
\frac{1}{2}\|w_0 - \hat{w}\|^2_P + \frac{\lambda}{2}\|\hat{w}\|^2_{\mathcal{H}} & \leq O_p\left(\frac{(1 + \|\hat{w}\|_{\mathcal{H}})^2}{(n \wedge m)^{2/(2+\gamma)}}\right).
\end{align*}
\]

One of the above inequalities should be satisfied. We study each inequality below.

**Case (39):** we have
\[
\frac{1}{2}\|w_0 - \hat{w}\|^2_P \leq O_p(\lambda), \quad \frac{\lambda}{2}\|\hat{w}\|^2_{\mathcal{H}} \leq O_p(\lambda),
\]
and hence the inequalities \(\|w_0 - \hat{w}\|_P \leq O_p(\lambda^{1/2})\) and \(\|\hat{w}\|_{\mathcal{H}} \leq O_p(1)\) hold.

**Case (40):** we have
\[
\begin{align*}
\|w_0 - \hat{w}\|^2_P & \leq O_p\left(\frac{\|w_0 - \hat{w}\|^{1-\gamma/2}_P (1 + \|\hat{w}\|_{\mathcal{H}})^{1+\gamma/2}}{(n \wedge m)^{1/2}}\right), \\
\lambda\|\hat{w}\|^2_{\mathcal{H}} & \leq O_p\left(\frac{\|w_0 - \hat{w}\|^{1-\gamma/2}_P (1 + \|\hat{w}\|_{\mathcal{H}})^{1+\gamma/2}}{(n \wedge m)^{1/2}}\right).
\end{align*}
\]
The first inequality provides
\[
\|w_0 - \hat{w}\|_P \leq O_p\left(\frac{1 + \|\hat{w}\|_{\mathcal{H}}}{(n \wedge m)^{1/(2+\gamma)}}\right).
\]
Thus, the second inequality leads to
\[
\begin{align*}
\lambda\|\hat{w}\|^2_{\mathcal{H}} & \leq O_p\left(\frac{\|w_0 - \hat{w}\|^{1-\gamma/2}_P (1 + \|\hat{w}\|_{\mathcal{H}})^{1+\gamma/2}}{(n \wedge m)^{1/2}}\right) \\
& \leq O_p\left(\frac{1 + \|\hat{w}\|_{\mathcal{H}}}{(n \wedge m)^{1/(2+\gamma)}}\right)^{1-\gamma/2} \left(1 + \|\hat{w}\|_{\mathcal{H}}^{1+\gamma/2}\right)^{1/2} \\
& = O_p\left(\frac{(1 + \|\hat{w}\|_{\mathcal{H}})^2}{(n \wedge m)^{2/(2+\gamma)}}\right).
\end{align*}
\]
Hence, we have

$$\|\hat{w}\|_\mathcal{H} \leq O_p \left( \frac{1}{\lambda^{1/2}(n \land m)^{1/(2+\gamma)}} \right) = o_p(1)$$

for infinitesimally small $\gamma > 0$. Then, we obtain

$$\|w_0 - \hat{w}\|_P \leq O_p \left( \frac{1}{(n \land m)^{1/(2+\gamma)}} \right) \leq O_p(\lambda^{1/2}).$$

**Case (41):** we have

$$\|w_0 - \hat{w}\|_P^2 \leq O_p \left( \frac{(1 + \|\hat{w}\|_\mathcal{H})^2}{(n \land m)^{2/(2+\gamma)}} \right), \quad \lambda\|\hat{w}\|_\mathcal{H}^2 \leq O_p \left( \frac{(1 + \|\hat{w}\|_\mathcal{H})^2}{(n \land m)^{2/(2+\gamma)}} \right).$$

Then, as shown in the case (40), we have $\|\hat{w}\|_\mathcal{H} = o_p(1)$. Hence, we obtain

$$\|w_0 - \hat{w}\|_P \leq O_p \left( \frac{1}{(n \land m)^{1/(2+\gamma)}} \right) \leq O_p(\lambda^{1/2}).$$

\[\square\]

**B Leave-one-out Cross-validation of KuLSIF**

The procedure to compute the leave-one-out cross-validation score of KuLSIF is presented here. Let $K_{11}^{(t)} \in \mathbb{R}^{(n-1) \times (n-1)}$ and $K_{12}^{(t)} = K_{21}^{(t)\top} \in \mathbb{R}^{(n-1) \times (m-1)}$ be the Gram matrices of samples except $x_\ell$ and $y_\ell$, respectively. According to Theorem 3, the estimated parameters $\tilde{\alpha}^{(t)}$ and $\tilde{\beta}^{(t)}$ of

$$\tilde{w}^{(t)}(z) = \sum_{i \neq \ell} \alpha_i k(z, X_i) + \sum_{j \neq \ell} \beta_j k(z, Y_j)$$

is equal to

$$\tilde{\alpha}^{(t)} = -\frac{1}{(m-1)\lambda} (K_{11}^{(t)} + (n-1)\lambda I_{n-1})^{-1}K_{12}^{(t)}1_{m-1}, \quad \tilde{\beta}^{(t)} = \frac{1}{(m-1)\lambda} 1_{m-1},$$

where $I_{n-1}$ denotes the $(n-1)$ by $(n-1)$ identity matrix. Hence, the parameter $\tilde{\alpha}^{(t)}$ is the solution of the following convex quadratic problem,

$$\min_{\alpha} \frac{1}{2} \alpha^\top (K_{11}^{(t)} + (n-1)\lambda I_{n-1})\alpha + \frac{1}{(m-1)\lambda} 1_{m-1}^\top K_{21}^{(t)} \alpha, \quad \alpha \in \mathbb{R}^{n-1}. \quad (42)$$

The same solution can be obtained by solving

$$\min_{\alpha} \frac{1}{2} \alpha^\top (K_{11} + (n-1)\lambda I_n)\alpha + \frac{1}{(m-1)\lambda} (1_m - e_{m,\ell})^\top K_{21} \alpha,$$

s. t. $\alpha \in \mathbb{R}^n$, $\alpha_\ell = 0,$

$$\text{min} \quad \frac{1}{2} \alpha^\top (K_{11} + (n-1)\lambda I_n)\alpha + \frac{1}{(m-1)\lambda} (1_m - e_{m,\ell})^\top K_{21} \alpha,$$

where $e_{m,\ell} \in \mathbb{R}^m$ is the standard unit vector with only the $\ell$-th component being 1. The optimal solution of (43) denoted by $\alpha^{(t)}$ is equal to

$$\alpha^{(t)} = (K_{11} + (n-1)\lambda I_n)^{-1} \left(-\frac{1}{(m-1)\lambda} K_{12}(1_m - e_{m,\ell}) - c_\ell e_{n,\ell} \right),$$

$$\text{min} \quad \frac{1}{2} \alpha^\top (K_{11} + (n-1)\lambda I_n)\alpha + \frac{1}{(m-1)\lambda} (1_m - e_{m,\ell})^\top K_{21} \alpha,$$
where \(c_\ell\) is determined so that \(\alpha_\ell^{(n)} = 0\). The estimator \(\tilde{\alpha}^{(n)} \in \mathbb{R}^{n-1}\) is equal to the \((n-1)\)-dimensional vector consisting of \(\alpha^{(n)}\) except the \(\ell\)-th component, i.e., \(\tilde{\alpha}^{(n)} = (\alpha_1^{(n)}, \ldots, \alpha_{\ell-1}^{(n)}, \alpha_{\ell+1}^{(n)}, \ldots, \alpha_n^{(n)})^\top\).

The parameters of the leave-one-out estimator,

\[
A = (\alpha^{(1)}, \ldots, \alpha^{(n \wedge m)}) \in \mathbb{R}^{n \times (n \wedge m)}, \quad B = (\beta^{(1)}, \ldots, \beta^{(n \wedge m)}) \in \mathbb{R}^{m \times (n \wedge m)}
\]

also have analytic expressions. Let \(G \in \mathbb{R}^{n \times n}\) be \(G = (K_{11} + (n - 1)\lambda I_n)^{-1}\), and \(E \in \mathbb{R}^{m \times (n \wedge m)}\) be the matrix defined as

\[
E_{ij} = \begin{cases} 
1 & i \neq j, \\
0 & i = j.
\end{cases}
\]

Let \(S \in \mathbb{R}^{n \times (n \wedge m)}\) be

\[
S = -\frac{1}{(m - 1)\lambda} K_{12} E,
\]

and \(T \in \mathbb{R}^{n \times (n \wedge m)}\) be

\[
T_{ij} = \begin{cases} 
(GS)_{ij} & i = j, \\
G_{ij} & i \neq j.
\end{cases}
\]

Then, we obtain

\[
A = G(S - T), \quad B = \frac{1}{(m - 1)\lambda} E.
\]

Let \(K_X \in \mathbb{R}^{(n \wedge m) \times (n + m)}\) be the sub-matrix of \((K_{11}K_{12})\) formed by the first \(n \wedge m\) rows and all columns. Similarly, let \(K_Y \in \mathbb{R}^{(n \wedge m) \times (n + m)}\) be the sub-matrix of \((K_{21}K_{22})\) formed by the first \(n \wedge m\) rows and all columns. Let the product \(U \ast U'\) be the element-wise multiplication of matrices \(U\) and \(U'\) of the same size, i.e., the \((i, j)\) element is given by \(U_{ij}U'_{ij}\). Then, we have

\[
\tilde{w}_X = (\tilde{w}_X^{(1)}(X_1), \ldots, \tilde{w}_X^{(n \wedge m)}(X_{n \wedge m}))^\top = (K_X \ast (A^\top B^\top))1_{n + m},
\]

\[
\tilde{w}_Y = (\tilde{w}_Y^{(1)}(Y_1), \ldots, \tilde{w}_Y^{(n \wedge m)}(Y_{n \wedge m}))^\top = (K_Y \ast (A^\top B^\top))1_{n + m},
\]

\[
\tilde{w}_X^+ = (\tilde{w}_X^{(1)}(X_1), \ldots, \tilde{w}_X^{(n \wedge m)}(X_{n \wedge m}))^\top = \max\{\tilde{w}_X, 0\},
\]

\[
\tilde{w}_Y^+ = (\tilde{w}_Y^{(1)}(Y_1), \ldots, \tilde{w}_Y^{(n \wedge m)}(Y_{n \wedge m}))^\top = \max\{\tilde{w}_Y, 0\},
\]

where the max operation for a vector is applied in the element-wise manner. As a result, LOOCV (18) is equal to

\[
\text{LOOCV} = \frac{1}{n \wedge m} \left\{ \frac{1}{2} \tilde{w}_X^+ \tilde{w}_X^+ - 1_{n \wedge m}^\top \tilde{w}_Y^+ \right\}.
\]

### C Proof of Eq. (25)

Let \(\kappa(A)\) be the condition number of the symmetric positive definite matrix \(A\), then we prove that the following equality

\[
\min_{S : \kappa(S) \leq C} \kappa(SAS) = \max \left\{ \frac{\kappa(A)}{C^2}, 1 \right\}
\]
holds. The same equality holds for the condition number defined through singular values for non-symmetric matrices. We prove the case that $S$ is a symmetric matrix for simplicity. Note that $\kappa(S^2) = \kappa(S)^2$ and $\kappa(S) = \kappa(S^{-1})$, thus we obtain Eq. (25), i.e.,

$$\min_{S: \kappa(S) \leq C} \kappa(S^{-1/2}AS^{-1/2}) = \max \left\{ \frac{\kappa(A)}{C}, 1 \right\}.$$

**Proof.** First, we prove $\min_{S: \kappa(S) \leq C} \kappa(SAS) \geq \max \left\{ \frac{\kappa(A)}{C^2}, 1 \right\}$.

The matrix $A$ is symmetric positive definite, thus, there exists an orthogonal matrix $Q$ and a diagonal matrix $\Lambda = \text{diag}(\lambda_1, \ldots, \lambda_n)$ such that $A = Q\Lambda Q^\top$. The eigenvalues are arranged in the decreasing order, i.e., $\lambda_1 \geq \lambda_2 \geq \cdots \geq \lambda_n > 0$. In the similar way, let $S$ be $PDP^\top$, where $P$ is an orthogonal matrix and $D = \text{diag}(d_1, \ldots, d_n)$ is a diagonal matrix such that $d_1 \geq d_2 \geq \cdots \geq d_n > 0$ and $d_1/d_n \leq C$. Hence,

$$\kappa(SAS) = \kappa(PDP^\top Q\Lambda Q^\top PDP^\top) = \kappa(DP^\top Q\Lambda^2 PD).$$

Let $Q^\top P$ be $R^\top$ which is also an orthogonal matrix. The maximum eigenvalue of $DR\Lambda R^\top D$ is given as

$$\max_{\|x\|=1} x^\top DR\Lambda R^\top Dx.$$

Let $R = (r_1, \ldots, r_n)$, where $r_i \in \mathbb{R}^n$, and we choose $x_1$ such that $r_i^\top Dx_1 = 0$ for $i = 2, \ldots, n$ and $\|x_1\| = 1$. Then,

$$\max_{\|x\|=1} x^\top DR\Lambda R^\top Dx \geq x_1^\top DR\Lambda R^\top Dx_1 = \lambda_1 (x_1^\top Dr_1)^2.$$

From the assumption on $x_1$, $Dx_1$ is represented as $cr_1$ for some $c$, and we have $(x_1^\top Dr_1)^2 = c^2 = x_1^\top D^2 x_1 \geq d_2^2$. Hence, we have

$$\max_{\|x\|=1} x^\top SAS x \geq \lambda_1 d_2^2.$$

On the other hand, the minimum eigenvalue of $DR\Lambda R^\top D$ is given as

$$\min_{\|x\|=1} x^\top DR\Lambda R^\top Dx.$$

We choose $x_n$ such that $r_i^\top Dx_n = 0$ for $i = 1, \ldots, n - 1$. Then,

$$\min_{\|x\|=1} x^\top DR\Lambda R^\top Dx \leq x_n^\top DR\Lambda R^\top Dx_n$$

$$= \lambda_n (x_n^\top Dr_n)^2$$

$$\leq \lambda_n x_n^\top D^2 x_n \quad \text{(Schwarz inequality)}$$

$$\leq \lambda_n d_1^2.$$

As a result, the condition number of $SAS$ is bounded below as

$$\kappa(SAS) \geq \frac{\lambda_1 d_2^2}{\lambda_n d_1^2} = \frac{\kappa(A)}{(d_1/d_n)^2} \geq \frac{\kappa(A)}{C^2}.$$
Next, we prove $\min_{S: \kappa(S) \leq C} \kappa(SAS) \leq \max\{\frac{\kappa(A)}{C^2}, 1\}$. If $\kappa(A) \leq C^2$, the inequality $\min_{S: \kappa(S) \leq C} \kappa(SAS) = 1$ holds, because we can choose $S = A^{-1/2}$. Then, we prove $\min_{S: \kappa(S) \leq C} \kappa(SAS) \leq \frac{\kappa(A)}{C^2}$, if $1 \leq C^2 \leq \kappa(A)$ is satisfied.

Let $S = Q \Gamma Q^\top$ with $\Gamma$ be a diagonal matrix $\text{diag}(\gamma_1, \ldots, \gamma_n)$, then $\kappa(SAS) = \kappa(\text{diag}(\gamma_1^2 \lambda_1, \ldots, \gamma_n^2 \lambda_n))$ holds. Let $\gamma_1 = 1$ and $\gamma_n = C$. Since $1 \leq C^2 \leq \kappa(A)$ holds, for $k = 2, \ldots, n - 1$ we have

$$1 \leq \min \left\{ C, \sqrt{\frac{\lambda_1}{\lambda_k}} \right\}, \quad C \sqrt{\frac{\lambda_n}{\lambda_k}} \leq \min \left\{ C, \sqrt{\frac{\lambda_1}{\lambda_k}} \right\}$$

and thus, we obtain

$$\max \left\{ 1, C \sqrt{\frac{\lambda_n}{\lambda_k}} \right\} \leq \min \left\{ C, \sqrt{\frac{\lambda_1}{\lambda_k}} \right\}, \quad k = 2, \ldots, n - 1.$$ 

Hence, there exists $\gamma_k$, $k = 2, \ldots, n - 1$ such that

$$\max \left\{ 1, C \sqrt{\frac{\lambda_n}{\lambda_k}} \right\} \leq \gamma_k \leq \min \left\{ C, \sqrt{\frac{\lambda_1}{\lambda_k}} \right\}.$$ 

Thus, $1 \leq \gamma_k \leq C$ holds for all $k = 2, \ldots, n - 1$. Moreover, $C^2 \lambda_n \leq \gamma_k^2 \lambda_k \leq \lambda_1$ also holds. These inequalities imply $\kappa(S) = C$ and $\kappa(SAS) = \lambda_1/(C^2 \lambda_n) = \kappa(A)/C^2$. Therefore $\min_{S: \kappa(S) \leq C} \kappa(SAS) \leq \frac{\kappa(A)}{C^2}$ holds if $1 \leq C^2 \leq \kappa(A)$. \hfill \Box

### D Proof of Theorem 4

We show the proof of Theorem 4.

**Proof.** Let $w_1$ be the constant function taking 1 over $\mathbb{Z}$. In a universal RKHS, for any $\delta > 0$, there exists $w \in \mathcal{H}$ such that $\|w_1 - w\|_{\infty} \leq \delta$. According to Appendix D in Horn and Johnson (1985), eigenvalues of a matrix are continuous on its entries, and thus so do the minimal and maximal eigenvalues and the condition number as long as the condition number is well-defined. Then, for any $\varepsilon > 0$ and for any $\psi$ satisfying $\psi''(1) = 1$, there exists $w \in \mathcal{H}$ such that

$$|\kappa_0(D_{\psi, w}) - \kappa_0(I_n)| \leq \varepsilon.$$ 

Then, for fixed samples $X_1, \ldots, X_n$, we find that

$$\sup \{ \kappa_0(D_{\psi, w}) \mid w \in \mathcal{H} \} \geq \kappa_0(I_n).$$

On the other hand, for $\psi(z) = z^2/2$, we obtain

$$\sup \{ \kappa_0(D_{\psi, w}) \mid w \in \mathcal{H} \} = \kappa_0(I_n).$$

Thus, (30) holds. \hfill \Box
Proof of Theorem 5

The following lemma is the key to prove Theorem 5.

Lemma 3. Suppose that the kernel function $k$ satisfies the condition in Theorem 5, and that the expectation of $\psi''(\hat{w}(X_1))$ exists. The probability $\Pr(\cdots)$ is defined from the distribution of samples $X_1, \ldots, X_n, Y_1, \ldots, Y_m$. Then, there exists a positive constant $\varepsilon > 0$ such that the probability distribution of $\kappa(H)$ is bounded above by

$$
\Pr (\kappa(H) < \delta) \leq F_n \left( \frac{c}{\varepsilon} \right) + \frac{\delta}{c} (E[\psi''(\hat{w}(X_1))] + \lambda),
$$

(44)

where $c$ is an arbitrary positive value. On the other hand, for any positive number $c > 0$, we have

$$
\Pr \left( \kappa(H) > \kappa(K_{11}) (1 + \frac{c}{\lambda}) \right) \leq 1 - F_n(c)
$$

(45)

if the Gram matrix $K_{11}$ is almost surely positive definite.

Proof. Let $k_i$ be the $i$-th column vector of the Gram matrix $K_{11}$. Due to the condition on the kernel function, there exists a constant $\varepsilon > 0$ such that

$$
\Pr \left( \varepsilon n \leq \|k_i\|^2 \leq n, i = 1, \ldots, n \right) = 1
$$

(46)

also holds.

Let $d_i$ be $\psi''(\hat{w}(X_i))$, then the matrix $H$ is represented as

$$
H = \frac{1}{n} \sum_{i=1}^{n} d_i k_i k_i^\top + \lambda K_{11} \in \mathbb{R}^{n \times n}.
$$

Let us define

$$
Y_n = \min_{\|a\|=1} a^\top H a, \quad Z_n = \max_{\|a\|=1} a^\top H a.
$$

$Y_n$ and $Z_n$ are the minimal and maximal eigenvalues of $H$. Thus, the condition number of $H$ is given as $\kappa(H) = Z_n/Y_n$.

We derive an upper bound of $Y_n$ and a lower bound of $Z_n$ to prove the first inequality (44). The minimal eigenvalue is less than or equal to the average of all eigenvalues, and the sum of eigenvalues is equal to the trace of the matrix. Thus, we have

$$
Y_n \leq \frac{1}{n} \Tr \left( \frac{1}{n} \sum_{i=1}^{n} d_i k_i k_i^\top + \lambda K_{11} \right) \leq \frac{1}{n} \sum_{i=1}^{n} d_i + \lambda.
$$
where (46) was used. On the other hand, for any $j = 1, \ldots, n$, the inequality
\[
Z_n = \max_{\|a\|=1} \frac{1}{n} \sum_{i=1}^{n} d_i (k_i^T a)^2 + \lambda a^T K_{11} a \\
\geq \max_{\|a\|=1} \frac{1}{n} \sum_{i=1}^{n} d_i (k_i^T a)^2 \\
\geq \frac{1}{n} \sum_{i=1}^{n} d_i (k_i^T k_j / \|k_j\|)^2 \\ (k_j / \|k_j\|) \text{ is substituted into } a \\
\geq \frac{1}{n} d_j \|k_j\|^2 \\
\geq \varepsilon d_j
\]
holds. The last inequality follows (46). Hence, we have
\[
Z_n \geq \varepsilon \max_j d_j.
\]
Therefore, for any $\delta > 0$, we have
\[
\Pr(\kappa(H) < \delta) \leq \Pr \left( \frac{\varepsilon \max_i d_i}{\frac{1}{n} \sum_{i=1}^{n} d_i + \lambda} < \delta \right).
\]
The probability of the numerator in (47) is given as
\[
\Pr(\varepsilon \max_i d_i \leq c_1) = F_n \left( \frac{c_1}{\varepsilon} \right), \quad c_1 > 0.
\]
For the probability of the denominator in (47), we use Markov’s inequality:
\[
\Pr\left( (\frac{1}{n} \sum_{i=1}^{n} d_i + \lambda)^{-1} \leq c_2 \right) = \Pr\left( \frac{1}{n} \sum_{i=1}^{n} d_i + \lambda \geq 1/c_2 \right) \leq c_2 (E[d_1] + \lambda), \quad c_2 > 0.
\]
Combining these two bounds$^2$, we find
\[
\Pr \left( \frac{\varepsilon \max_i d_i}{\frac{1}{n} \sum_{i=1}^{n} d_i + \lambda} < c_1 c_2 \right) \leq F_n \left( \frac{c_1}{\varepsilon} \right) + c_2 (E[d_1] + \lambda).
\]
Therefore, for any $\delta > 0$ and $c > 0$, we have (44).

We prove the second inequality (45). Let $\tau_1$ and $\tau_n$ be the maximal and minimal eigenvalues of $K_{11}$. Since all diagonal elements of $K_{11}$ are less than or equal to one, we have $0 < \tau_1 \leq \tau_n$. Let $A$, $B$, $a$, and $b$ be four positive numbers. If $A \geq a$ and $B \geq b$, then we have $AB \geq ab$. As the contraposition, if $AB < ab$, then $A < a$ or $B < b$ holds.

$^2$Let $A$, $B$, $a$, and $b$ be four positive numbers. If $A \geq a$ and $B \geq b$, then we have $AB \geq ab$. As the contraposition, if $AB < ab$, then $A < a$ or $B < b$ holds.
Then, we have a lower bound of $Y_n$ and an upper bound of $Z_n$ as follows:

$$Y_n = \min_{\|a\|=1} \frac{1}{n} \sum_{i=1}^{n} d_i (k_i^\top a)^2 + \lambda a^\top K_{11} a \geq \lambda \tau_n,$$

$$Z_n = \max_{\|a\|=1} \frac{1}{n} \sum_{i=1}^{n} d_i (k_i^\top a)^2 + \lambda a^\top K_{11} a \leq \frac{\max_j d_j}{\tau_1^2} + \lambda \tau_1$$

where the last inequality for $Z_n$ follows from $\tau_1 \leq n$. Therefore, for any $c > 0$, we have

$$\Pr(\kappa(H) > \kappa(K_{11}) (1 + \frac{c}{\lambda})) \leq \Pr \left( \frac{\tau_1 \max_j d_j + \lambda \tau_1}{\lambda \tau_n} > \kappa(K_{11}) (1 + \frac{c}{\lambda}) \right)$$

$$= \Pr \left( \max_j d_j > c \right)$$

$$= 1 - \Pr \left( \max_j d_j \leq c \right)$$

$$= 1 - F_n(c).$$

In Lemma 3, the distributions of $Y_n$ and $Z_n$ are separately computed. This idea is borrowed from smoothed analysis of the condition numbers (Sankar et al., 2006). In smoothed analysis, the probability $\Pr(\kappa(H) \geq \delta)$ is bounded above to ensure that the condition number is unlikely to be large. In the above lemma, we used the same technique also for upper-bounding the probability of the form $\Pr(\kappa(H) \leq \delta)$. As a result, we obtained the possible lowest order of the condition number $\kappa(H)$.

Below, we show the proof of Theorem 5.

**proof of Theorem 5.** The inequality (44) in Lemma 3 provides

$$\Pr(\kappa(H) < \kappa_n) \leq F_n \left( \frac{c_n}{\xi} \right) + \frac{\delta_n}{c_n} (M + \lambda).$$

Let $c_n$ be $\varepsilon s_n$ and $\delta_n$ be $o(s_n)$ then, we obtain

$$\lim_{n \to \infty} \Pr(\kappa(H) < \kappa_n) = 0. \quad (48)$$

We prove another inequality. Due to the second inequality in Lemma 3, we have

$$\lim_{n \to \infty} \Pr(\kappa(H) > \kappa(K_{11}) (1 + \frac{t_n}{\lambda})) \leq 1 - \lim_{n \to \infty} F_n(t_n) = 0 \quad (49)$$

We complete the proof by combining (48) and (49).
F Proof of Theorem 6

We show the proof of Theorem 6

Proof. Assume that $\psi''(z)$ is not a constant function. Since $K_{11}$ is non-singular, the vector $K_{11}\alpha + \frac{1}{\max K_{12}}K_{12}\alpha_m$ takes an arbitrary value in $\mathbb{R}^n$ by varying $\alpha \in \mathbb{R}^n$. Hence, each diagonal element of $D_{\psi,\alpha}$ can take arbitrary values in an open subset $S \subset \mathbb{R}$. We consider $R^{-1}M_{\psi,R}(\alpha)(R^T)^{-1}$ instead of $M_{\psi,R}$. Suppose that there exists a matrix $R$ such that the matrix

$$
R^{-1}M_{\psi,R}(\alpha)(R^T)^{-1} = \frac{1}{n} \text{diag}(s_1,\ldots,s_n)K_{11}(R^T)^{-1} + \lambda(R^T)^{-1}
$$

is symmetric for any $(s_1,\ldots,s_n) \in S^n$. Let $a_{ij}$ be the $(i,j)$ element of $K_{11}(R^T)^{-1}$, and $t_{ij}$ be the $(i,j)$ element of $(R^T)^{-1}$. Then, the $(i,j)$ and $(j,i)$ elements of $R^{-1}M_{\psi,R}(\alpha)(R^T)^{-1}$ are equal to $\frac{1}{n}s_i*a_{ij} + \lambda t_{ij}$ and $\frac{1}{n}s_j*a_{ji} + \lambda t_{ji}$, respectively. Due to the assumption, the equality

$$
\frac{1}{n}s_i*a_{ij} + \lambda t_{ij} = \frac{1}{n}s_j*a_{ji} + \lambda t_{ji}
$$

holds for any $s_i, s_j \in S$. When $i \neq j$, we obtain $a_{ij} = a_{ji} = 0$ and $t_{ij} = t_{ji}$. Thus, $K_{11}(R^T)^{-1}$ should be equal to some diagonal matrix, and $(R^T)^{-1}$ is a symmetric matrix. Thus, there exists a diagonal matrix $Q = \text{diag}(q_1,\ldots,q_n)$ such that $K_{11} = QR$ holds. As a result, we have $(K_{11})_{ij} = q_i R_{ij}$, $(K_{11})_{ji} = q_j R_{ji}$, $R_{ij} = R_{ji}$, and $(K_{11})_{ij} = (K_{11})_{ji}$. Hence we obtain

$$(K_{11})_{ij} = q_i R_{ij} = q_j R_{ij},$$

and then, $q_i = q_j$ or $R_{ij} = 0$ holds for any $i$ and $j$. Since $(K_{11})_{ij}$ is non-zero element, the only possibility is $q_1 = q_2 = \cdots = q_n \neq 0$. Therefore, the diagonal matrix $Q$ should be proportional to the identity matrix and there exists a constant $c \in \mathbb{R}$ such that the equality $R = cK_{11}$ holds. This equality contradicts the assumption.  

References

Ali, S. M., & Silvey, S. D. (1966). A general class of coefficients of divergence of one distribution from another. Journal of the Royal Statistical Society, Series B, 28, 131–142.

Bertsekas, D. (1996). Nonlinear programming. Athena Scientific.

Bickel, S., Brckner, M., & Scheffer, T. (2009). Discriminative learning under covariate shift. Journal of Machine Learning Research, 10, 2137–2155.

Csiszár, I. (1967). Information-type measures of difference of probability distributions and indirect observation. Studia Scientiarum Mathematicarum Hungarica, 2, 229–318.

Demmel, J. W. (1997). Applied numerical linear algebra. Philadelphia, PA, USA: Society for Industrial and Applied Mathematics.

Edelman, A. (1988). Eigenvalues and condition numbers of random matrices. SIAM Journal on Matrix Analysis and Applications, 9, 543–560.
Edelman, A., & Sutton, B. D. (2005). Tails of condition number distributions. *SIAM Journal on Matrix Analysis and Applications, 27*, 547–560.

Golub, G. H., & Loan, C. F. V. (1996). *Matrix computations*. Baltimore, MD: Johns Hopkins University Press.

Gretton, A., Borgwardt, K. M., Rasch, M. J., Schölkopf, B., & Smola, A. J. (2006). A kernel method for the two-sample-problem. *NIPS* (pp. 513–520).

Härdle, W., Müller, M., Sperlich, S., & Werwatz, A. (2004). *Nonparametric and semiparametric models*. Springer Series in Statistics. Berlin: Springer.

Hido, S., Tsuboi, Y., Kashima, H., Sugiyama, M., & Kanamori, T. (2008). Inlier-based outlier detection via direct density ratio estimation. *Proceedings of IEEE International Conference on Data Mining (ICDM2008)* (pp. 223–232). Pisa, Italy.

Hodge, V., & Austin, J. (2004). A survey of outlier detection methodologies. *Artificial Intelligence Review, 22*, 85–126.

Horn, R., & Johnson, C. (1985). *Matrix analysis*. Cambridge University Press.

Huang, J., Smola, A., Gretton, A., Borgwardt, K. M., & Schölkopf, B. (2007). Correcting sample selection bias by unlabeled data. *Advances in Neural Information Processing Systems 19* (pp. 601–608). Cambridge, MA: MIT Press.

Kanamori, T., Hido, S., & Sugiyama, M. (2009). A least-squares approach to direct importance estimation. *Journal of Machine Learning Research, 10*, 1391–1445.

Kimeldorf, G. S., & Wahba, G. (1971). Some results on Tchebycheffian spline functions. *Journal of Mathematical Analysis and Applications, 33*, 82–95.

Luenberger, D., & Ye, Y. (2008). *Linear and nonlinear programming*. Springer.

Moré, J. J., & Sorensen, D. C. (1984). Newton’s method. In G. H. Golub (Ed.), *Studies in numerical analysis*. pub-MATH-ASSOC-AMER.

Nakahara, M. (2003). *Geometry, topology and physics, second edition*. Taylor & Francis.

Nguyen, X., Wainwright, M., & Jordan, M. (2008). Estimating divergence functionals and the likelihood ratio by penalized convex risk minimization. *Advances in Neural Information Processing Systems 20* (pp. 1089–1096). Cambridge, MA: MIT Press.

R Development Core Team (2009). *R: A language and environment for statistical computing*. R Foundation for Statistical Computing, Vienna, Austria. ISBN 3-900051-07-0.

Sankar, A., Spielman, D. A., & Teng, S.-H. (2006). Smoothed analysis of the condition numbers and growth factors of matrices. *SIAM Journal on Matrix Analysis and Applications, 28*, 446–476.

Schölkopf, B., Platt, J. C., Shawe-Taylor, J., Smola, A. J., & Williamson, R. C. (2001). Estimating the support of a high-dimensional distribution. *Neural Computation, 13*, 1443–1471.
Schölkopf, B., & Smola, A. J. (2002). *Learning with kernels*. Cambridge, MA: MIT Press.

Shimodaira, H. (2000). Improving predictive inference under covariate shift by weighting the log-likelihood function. *Journal of Statistical Planning and Inference, 90*, 227–244.

Spielman, D. A., & Teng, S.-H. (2004). Smoothed analysis of algorithms: Why the simplex algorithm usually takes polynomial time. *Journal of the ACM, 51*, 385–463.

Steinwart, I. (2001). On the influence of the kernel on the consistency of support vector machines. *Journal of Machine Learning Research, 2*, 67–93.

Sugiyama, M., Krauledat, M., & Müller, K.-R. (2007). Covariate shift adaptation by importance weighted cross validation. *Journal of Machine Learning Research, 8*, 985–1005.

Sugiyama, M., & Müller, K.-R. (2005). Input-dependent estimation of generalization error under covariate shift. *Statistics & Decisions, 23*, 249–279.

Sugiyama, M., Nakajima, S., Kashima, H., von Bünau, P., & Kawanabe, M. (2008a). Direct importance estimation with model selection and its application to covariate shift adaptation. *Advances in Neural Information Processing Systems 20* (pp. 1433–1440). Cambridge, MA: MIT Press.

Sugiyama, M., Suzuki, T., Nakajima, S., Kashima, H., von Bünau, P., & Kawanabe, M. (2008b). Direct importance estimation for covariate shift adaptation. *Annals of the Institute of Statistical Mathematics, 60*, 699–746.

Suzuki, T., Sugiyama, M., Sese, J., & Kanamori, T. (2008). Approximating mutual information by maximum likelihood density ratio estimation. *JMLR Workshop and Conference Proceedings* (pp. 5–20).

Tao, T., & Vu, V. H. (2007). The condition number of a randomly perturbed matrix. *Proceedings of the Thirty-Ninth Annual ACM Symposium on Theory of Computing* (pp. 248–255). New York, NY, USA: ACM.

Tax, D. M. J., & Duin, R. P. W. (2004). Support vector data description. *Machine Learning, 54*, 45–66.

Tsuboi, Y., Kashima, H., Hido, S., Bickel, S., & Sugiyama, M. (2008). Direct density ratio estimation for large-scale covariate shift adaptation. *SDM* (pp. 443–454).

van de Geer, S. (2000). *Empirical processes in M-estimation*. Cambridge University Press.

Vapnik, V. N. (1998). *Statistical learning theory*. New York: Wiley.

Zadrozny, B. (2004). Learning and evaluating classifiers under sample selection bias. *Proceedings of the Twenty-First International Conference on Machine Learning*. New York, NY: ACM Press.

Zeidler, E. (1986). *Nonlinear functional analysis and its applications, I: Fixed-point theorems*. Springer-Verlag.

Zhou, D.-X. (2002). The covering number in learning theory. *Journal of Complexity, 18*, 739–767.