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Abstract

Nearest neighbor (NN) methods are employed for drawing inferences about spatial patterns of points from two or more classes. We consider Pielou’s test of niche specificity which is defined using a contingency table based on the NN relationships between the data points. We demonstrate that Pielou’s contingency table for niche specificity is actually more appropriate for testing reflexivity in NN structure, hence we call this table as NN reflexivity contingency table (NN-RCT) henceforth. We also derive an asymptotic approximation for the distribution of the entries of the NN-RCT and consider variants of Fisher’s exact test on it. Moreover, we introduce a new test of class- or species-correspondence inspired by spatial niche/habitat specificity and the associated contingency table called species-correspondence contingency table (SCCT). We also determine the appropriate null hypotheses and the underlying conditions appropriate for these tests. We investigate the finite sample performance of the tests in terms of empirical size and power by extensive Monte Carlo simulations and the methods are illustrated on a real-life ecological data set.
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1 Introduction

The spatial point patterns in natural populations (in $\mathbb{R}^2$ and $\mathbb{R}^3$) have received considerable attention in statistical literature. For example, two frequently studied spatial patterns between multiple classes or species are segregation and association (Dixon (2002a)). Among the less studied patterns are reflexivity and niche specificity. Niche or habitat specificity is the collection of biotic and abiotic conditions favoring the development and hence the existence and abundance of a species on a spatial scale (Ranker and Haufler (2008)). That is, niche specificity is the dependence of an organism on an environment (i.e., niche or habitat). Niche specificity can be determined by tolerance to various conditions such as climate, exposure to light, soil and nutrient properties (Lindenmayer and Burgman (2003)). The so called generalist species have more flexible niche specificity; that is, they spread out in irregular numbers in the available niches and are not confined to narrow niches but are more open to radical changes in the environment, and are more likely to survive in new environs and alien territories. On the other hand, the specialist species have confined niches with high adaptation to that particular type of niche (Benayas et al. (1999)). Niche specificity can be viewed as a factor that accounts for segregation. Pielou (1961) proposed various tests based on NN relations in a two-class setting, namely tests of segregation, symmetry, and niche specificity, and a coefficient of segregation. In this article, class refers to “species” or any other characteristic of the subjects such as sex, livelihood status and so on. We
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use the NN relationships for testing spatial patterns of NN reflexivity and species-correspondence. Pielou’s test for niche specificity for the two class case is based on the cross-tabulation of the points with respect to NN reflexivity and pair type. The resultant categories are (self, reflexive), (mixed, reflexive), (self, non-reflexive), and (mixed, non-reflexive) pairs. Here “self” refers to the pair of NNs being from the same class, and “mixed” refers to the pair of NNs being from different classes. Hence the NN reflexivity patterns are of two types: self or mixed NN reflexivity. In self(resp. mixed)-NN reflexivity pattern, self(resp. mixed)-reflexive pairs are more frequent. The reflexivity pattern is referred to as “NN reflexivity” or “reflexivity in NN structure” henceforth. Non-reflexive patterns are defined similarly.

There are many methods available for testing various types of spatial patterns in literature. These spatial tests include Pielou’s test of segregation [Pielou (1961)], K-function [Ripley (2004)], or J-function [van Lieshout and Baddeley (1999)], nearest neighbor (NN) methods [Dixon (2002b)] and so on. An extensive survey for the tests of spatial point patterns is provided by Kullendorf (2006) who categorized and compared more than 100 such tests. These tests are for testing spatial clustering in a one-class setting or testing segregation of points in a multi-class setting. The null hypothesis is some type of spatial randomness and fully specified, but the alternatives are often not so definite, in the sense that for most tests the alternatives are presented so that only deviations from the null case are of interest as in pure significance tests of Cox and Hinkley (1974); only a few tests specify for an explicit alternative clustering scheme. However, none of the numerous tests surveyed by Kullendorf (2006) are designed for testing NN reflexivity or niche specificity. Most of the tests for multiple classes deal with presence or lack of spatial interaction usually in the form of spatial segregation or association between the classes. To the author’s knowledge, the NN reflexivity test provided in this article is the only method available in literature for assessing NN reflexivity in the NN structure of point patterns.

Habitat or niche specificity is discussed within species diversity under the title of habitat association in literature. For example, in Chuyong et al. (2011), habitat specificity of tree species in an African forest is investigated and is tested with torus-translation tests [Harms et al. (2001)]. More specifically, the study area is partitioned by a fine quadrat scheme and the number of trees from each species was counted in each quadrat for each translation of the habitat map and the original map. Then the relative density of each species is calculated as the ratio of density of the species in question and the density of all species combined. The significance of any species’ habitat association to each habitat/niche is tested based on the rank of the original map’s ratio within the ratios obtained from the torus-translation procedure in a habitat for each species. A similar methodology is used to determine species-habitat associations in a subtropical forest in China [Jiangshan et al. (2009)]. Habitat association is also studied for animal species by Ramsey and Sjamsoede (1994), where adaptive cluster sampling is employed to estimate the population totals in a study region. Tree habitat association is shown to be highly related to the genetic structure (in the form of molecular phylogeny generated from DNA information) in a study by Pei et al. (2011) who assess habitat specificity by the torus-based randomization method of Harms et al. (2001). Habitat associations of estuarine species is investigated with univariate and multivariate methods in Hosack et al. (2000). For example, in univariate analysis, the authors analyzed the species abundance, richness, and Shannon diversity indices of decapod and fish species by a hierarchical longitudinal model with time as a factor and random site intercepts. A new test called the species-correspondence test is proposed in this article. This test is inspired by spatial niche specificity and is based on a contingency table which is constructed using the NN relationships in the data.

In this article, we investigate the underlying assumptions for the less known — hence less applied compared to segregation tests — tests of niche specificity (due to Pielou) and NN reflexivity. We demonstrate that the contingency table due to Pielou (1963) for niche specificity is more appropriate for reflexivity in the NN structure (hence called NN reflexivity contingency table (NN-RCT) in this article). We extend Pielou’s test on NN-RCT to multi-class case together with the introduction of a new test of species-correspondence and the associated contingency table (called species-correspondence contingency table (SCCT)). We also suggest an approximate asymptotic distribution for the entries of the NN-RCT for completely mapped data under random labeling (RL), hence propose Z-tests for the diagonal entries in the contingency table and an overall $\chi^2$ NN reflexivity test combining the Z-tests. We also investigate the use of Fisher’s exact test on the NN-RCT and determine that one of the variants has appropriate size (in rejecting the null hypothesis). Finite sample empirical size and power comparisons are performed by Monte Carlo simulations. We adopt the convention that random variables and quantities are denoted with upper case letters, while fixed quantities are denoted with lower case letters.
We describe and discuss the appropriate null cases for the tests in Section ???. We investigate the contingency table introduced by Pielou for niche specificity, demonstrate that it is actually more appropriate for reflexivity in NN structure, provide an approximate asymptotic distribution for the cell counts and propose a new species-correspondence test in Section ???. We discuss the variants of Fisher’s exact test on the contingency tables in Section ?? and provide an extensive empirical size and power analysis by Monte Carlo simulations in Section ???. We illustrate the methodology on an ecological data set in Section ?? and provide some guidelines and discussion in Section ??.

2 Preliminaries

The concepts of NN reflexivity, segregation/association, niche specificity and NN species-correspondence are related but different concepts, and hence the corresponding null hypotheses are different.

For segregation/association alternatives, the null case is that there is some sort of randomness in the spatial pattern (as in random labeling (RL) or complete spatial randomness (CSR) independence). The null case for the niche specificity is that there is no relation between the spatial distribution of a class/species and its niche or habitat, and the null case for NN reflexivity is that values of self- and mixed-reflexive pairs are as expected under RL or CSR independence (these expected values will be explicitly provided in Section ??). Pielou’s contingency table for niche specificity is in fact more appropriate for testing the spatial pattern of NN reflexivity. A base-NN pair is self-reflexive, if both members of the pair are from the same class and each member is the NN of the other. Self reflexivity in NN structure is a factor that might account for or cause segregation between species. Niche specificity and self-reflexivity in NN structure are not mutually exclusive, in the sense that they can coexist under a segregation pattern. On the other hand, mixed-reflexivity in NN structure might cause association in the form of, e.g., mutualistic symbiosis between the species. Symbiosis is an interaction between species in which there is a close physical contact during most of lives of both participants in the form of physiological connection or integration. Note that the definition makes no statement about direction of interaction, which may be mutualistic, parasitic, or commensalistic. See, e.g., Freeman (2002). Each type of symbiosis can be viewed as a factor causing association between the species. The pattern of NN species-correspondence is inspired by niche specificity and it can be viewed as a restricted form of niche specificity to spatial proximity of the conspecifics.

The above null hypotheses can result from a more general setting. In particular, these null cases follow provided that there is a randomness in the NN structure in such a way that probability of a NN of a point being from a class is proportional to the relative frequency of that class. This assumption holds, e.g., under RL or CSR independence of the points from each class. Under CSR independence, the points from each class are independently uniformly distributed in the region of interest conditioned on the class sizes. That is, the points from each class are independent realizations of Homogeneous Poisson Process (HPP) with fixed class sizes (i.e., from a binomial process). On the other hand, under RL, class labels are independently and randomly assigned to a set of given locations which could be a realization from any pattern such as HPP or some clustered or regular pattern. Both CSR independence and RL patterns imply self- or mixed-reflexivity in NN structure and species-correspondence exist at the expected levels (explicit forms provided below in Section ??).

In a two-class setting, we label the classes as X and Y (or interchangeably 1 and 2, respectively). Let \( \mathcal{X}_{n_1} \) be a data set of size \( n_1 \) from class X and \( \mathcal{Y}_{n_2} \) be a data set of size \( n_2 \) from class Y. Then under CSR independence we have \( \mathcal{X}_{n_1} = \{X_1, X_2, \ldots, X_{n_1}\} \) and \( \mathcal{Y}_{n_2} = \{Y_1, Y_2, \ldots, Y_{n_2}\} \) are independent and are both random samples from \( \mathcal{U}(S) \) where \( \mathcal{U} \) stands for the uniform distribution on the common support \( S \subset \mathbb{R}^d \) for classes X and Y. Unless stated otherwise, for simplicity and practical purposes, we take \( d = 2 \) in this article. We combine \( \mathcal{X}_{n_1} \) and \( \mathcal{Y}_{n_2} \) into one data set \( \mathcal{Z}_n = \mathcal{X}_{n_1} \cup \mathcal{Y}_{n_2} = \{Z_1, Z_2, \ldots, Z_n\} \) where \( n = n_1 + n_2 \). In fact, the data points in \( \mathcal{Z}_n \) are ordered pairs \( (Z_i, l_i) \) for \( i = 1, 2, \ldots, n \) where \( l_i \in \{0, 1\} \) or \( \{X, Y\} \) are the class labels. Under the RL pattern, the class labels or marks are assigned randomly to points whose locations are given. The spatial pattern generating these point locations are referred to as the background pattern henceforth. Then \( \mathcal{Z}_n = \{z_1, z_2, \ldots, z_n\} \) is the given set of locations for \( n \) points from the background pattern. Then we have the pair of observations \( (z_i, L_i) \) where \( L_i \in \{1, 2\} \) or \( \{X, Y\} \) is the class label of the point \( z_i \) for \( i = 1, 2, \ldots, n \). Then \( n_1 \) (\( n_2 \)) of these \( z_i \) points are assigned as class X (Y) randomly; i.e., the labels \( L_i \) are 1 or X with probability \( n_1/n \) (2 or Y with probability \( n_2/n \)) independently for \( i = 1, 2, \ldots, n \).
Notice that under CSR independence, the randomness is in the (locations) of the points \( Z_i \) and the class label is a fixed (deterministic) characteristic of the point (hence denoted as \( l_i \)), while under RL, the locations of the points are fixed (hence denoted as \( z_i \)) but the randomness is in the label \( L_i \) associated with this point.

### 3 Tests based on Contingency Tables

#### 3.1 Underlying Frameworks for the Contingency Tables

In general, a contingency table may result from two frameworks: row-wise and overall multinomial frameworks. In the row-wise multinomial framework, each row in a \( k \times l \) contingency table is independent of other rows and is from a multinomial distribution. Hence, letting the entries of the contingency table be denoted as \( N_{ij} \), we have entries in row \( i \) having \( (N_{i1}, N_{i2}, \ldots, N_{il}) \sim \mathcal{M}(n, p_{i1}, p_{i2}, \ldots, p_{il}) \) where \( p_{ij} \) is the probability of an experimental unit being from row category \( i \) and column category \( j \) simultaneously and \( \mathcal{M}(n, p_1, p_2, \ldots, p_l) \) stands for the multinomial distribution with \( n \) independent trials and the probability of trial resulting in category \( i \) is \( p_i \) with \( \sum_{i=1}^n p_i = 1 \). In the \( 2 \times 2 \) contingency table, the rows will have two entries, so the row-wise multinomial distribution reduces to a binomial distribution. More specifically, we would have \( N_{i1} \sim \text{BIN}(n, p_{i1}) \) or \( N_{i2} \sim \text{BIN}(n, p_{i2}) \) for \( i = 1, 2 \) where \( \text{BIN}(n, p) \) stands for the binomial distribution with \( n \) independent trials with probability of success \( p \).

On the other hand, in the overall multinomial framework, the cell counts are assumed to arise from independent multinomial trials. That is, for example, for a \( k \times l \) contingency table,

\[
N = (N_{11}, N_{12}, \ldots, N_{1l}, N_{21}, N_{22}, \ldots, N_{2l}, \ldots, N_{k1}, N_{k2}, \ldots, N_{kl}) \sim \mathcal{M}(n, p_{11}, p_{12}, \ldots, p_{1l}, p_{21}, p_{22}, \ldots, p_{2l}, \ldots, p_{k1}, p_{k2}, \ldots, p_{kl}). \tag{1}
\]

Row-wise and overall multinomial frameworks are closely related. Conditional on the row sums, the overall multinomial framework reduces to the row-wise multinomial framework.

#### 3.2 Tests based on NN Reflexivity Contingency Table

In a two-class setting, the patterns of self- and mixed-reflexivity in NN structure can also be tested by a contingency table. Pielou (1961) constructed a \( 2 \times 2 \) contingency table partitioning the reflexive or non-reflexive pairs into self or mixed pairs. A pair of points \((p_1, p_2)\) are called a base-NN pair if \( p_2 \) is a NN of \( p_1 \) where \( p_1 \) is called the base point and \( p_2 \) is called the NN point. A base-NN pair is called a reflexive pair, if the elements of the pair are NN to each other; a non-reflexive pair, if the elements of the pair are not NN to each other; a self pair, if the elements of the pair are from the same class; a mixed pair, if the elements of the pair are from different classes. Let \( N_{s,r} \) be the observed number of self-reflexive pairs, \( N_{s,nn} \) be the observed number of mixed-reflexive pairs, \( N_{m,r} \) be the observed number of mixed-reflexive pairs, and \( N_{m,nn} \) be the observed number of mixed-nonreflexive pairs. Let also \( N_i^{nn} \) be the number of NNs of point \( Z_i \) and \( W_{ij} = \frac{1}{N_i^{nn} + N_j^{nn}} \). Then

\[
N_{s,r} = \sum_{j \neq i} \sum_{j=1}^n W_{ij} \mathbf{I}(Z_j \text{ is a NN of } Z_i) \mathbf{I}(Z_i \text{ is a NN of } Z_j) \mathbf{I}(L_i = L_j),
\]

\[
N_{m,r} = \sum_{j \neq i} \sum_{j=1}^n W_{ij} \mathbf{I}(Z_j \text{ is a NN of } Z_i) \mathbf{I}(Z_i \text{ is a NN of } Z_j) \mathbf{I}(L_i \neq L_j),
\]

\[
N_{s,nn} = \sum_{j \neq i} \sum_{j=1}^n W_{ij} \mathbf{I}(Z_j \text{ is a NN of } Z_i) \mathbf{I}(Z_i \text{ is not a NN of } Z_j) + \mathbf{I}(Z_i \text{ is a NN of } Z_j) \mathbf{I}(Z_j \text{ is not a NN of } Z_i) \mathbf{I}(L_i = L_j),
\]

\[
\mathbf{I}(Z_i \text{ is a NN of } Z_j) \mathbf{I}(Z_j \text{ is not a NN of } Z_i) \mathbf{I}(L_i = L_j),
\]
\[
N_{m,nr} = \sum_{j \neq i,j=1}^{n} W_{ij} I(Z_j \text{ is a NN of } Z_i) I(Z_i \text{ is not a NN of } Z_j) + \\
I(Z_i \text{ is a NN of } Z_j) I(Z_i \text{ is not a NN of } Z_j) I(L_i \neq L_j).
\]

If \( X_n \) is random sample from a continuous distribution in its support, then \( W_{ij} = 1 \) a.s., since each point has 1 NN a.s. In particular under CSR independence, we have \( W_{ij} = 1 \) a.s. With the partitioning of base-NN pairs according to NN reflexivity and pair type as self or mixed, we obtain a \( 2 \times 2 \) contingency table, called NN-RCT. See also Table 1 where the column sum \( C_s \) is the number of self pairs, and \( C_m \) is the number of mixed pairs, while the row sum \( N_r \) is the number of reflexive pairs, and \( N_{nr} \) is the number of nonreflexive pairs.

| NN reflexivity | reflexive pairs | non-reflexive pairs |
|---------------|-----------------|---------------------|
| self pairs    | \( N_{s,r} \)   | \( N_{s,nr} \)     |
| mixed pairs   | \( N_{m,r} \)   | \( N_{m,nr} \)     |
| total         | \( C_s \)       | \( C_m \)           | \( n \) |

Table 1: The contingency table for self- or mixed-reflexivity in NN structure, i.e., the NN-RCT.

The niche (or habitat) of a species might have an impact on or account for the existence of segregation. If spatial niche specificity is operating, among the reflexive pairs, self pairs will be more frequent than mixed pairs (Pielou 1961). But this does not necessarily imply that the entries in the NN-RCT would be significantly different from their expected frequencies under RL. Pielou describes a test based on the NN-RCT and claims that Pearson’s usual \( \chi^2 \) test of independence (hence, implicitly the corresponding one-sided tests) will be appropriate for this test. However, a class can be restricted to a niche (i.e., can have niche specificity), but still the self-reflexive pairs can be similar to the expected frequency. Therefore her contingency table (in Table 1) is useful to test the existence of self- or mixed-reflexivity in NN structure, rather than niche specificity. Both niche specificity and self-reflexivity in NN structure might account for segregation or they might coexist under a segregation pattern. On the other hand, mixed-reflexivity in NN structure might account for the association between the classes.

### 3.3 Pielou’s Test Based on NN Reflexivity Contingency Table

Pielou (1961) uses the usual \( \chi^2 \)-test of independence on the NN-RCT in order to detect presence of niche specificity. However, this test is used to detect independence between NN reflexivity of the pairs and pair type as self or mixed. Such independence would imply \( \mathbb{E} [N_{s,r}] = C_s N_r/n, \mathbb{E} [N_{m,r}] = C_m N_r/n, \mathbb{E} [N_{s,nr}] = C_s N_{nr}/n, \) and \( \mathbb{E} [N_{m,nr}] = C_m N_{nr}/n. \) Hence an excess of \( N_{s,r} \) from its expected value above would imply a positive dependence between a pair being reflexive and self pair, and if \( N_{s,r} \) is less than expected, it would imply a negative dependence. The deviations of other entries from their expected values have similar interpretations. Therefore, in Pielou’s approach, the actual null hypothesis is

\[
H_0: \text{independence between row and column labels (i.e., independence of NN reflexivity and pair type as self or mixed).}
\]

For the NN-RCT, Pielou (1961) suggests the use of the Pearson’s usual \( \chi^2 \) test with 1 df,

\[
\chi^2_D = \frac{(N_{s,r} - C_s N_r/n)^2}{C_s N_r/n} + \frac{(N_{m,r} - C_m N_r/n)^2}{C_m N_r/n} + \frac{(N_{s,nr} - C_s N_{nr}/n)^2}{C_s N_{nr}/n} + \frac{(N_{m,nr} - C_m N_{nr}/n)^2}{C_m N_{nr}/n}
\]

and \( H_0 \) is rejected when \( N_{s,r} > N_{m,r} \) and \( p \)-value based on the \( \chi^2 \) test is significant. In the NN-RCT, a trial is “categorization of a base-NN pair in terms of NN reflexivity and pair type as self or mixed”. Equivalently, the independence between the NN reflexivity and pair types can also be tested using the directional test statistic

\[
Z_{dir} = \left( \frac{N_{s,r}}{N_r} - \frac{N_{s,nr}}{N_{nr}} \right) \sqrt{\frac{N_r N_{nr} n}{C_s C_m}}.
\]
Notice that the tests in Equations (3) and (4) are used to test the same hypothesis with the same underlying assumptions, with only one difference that the former is for the two-sided alternative only, while the latter can be used for both two- and one-sided alternatives.

Under positive (resp. negative) dependence, we expect $Z_{dir} > 0$ (resp. $Z_{dir} < 0$). Under the usual row-wise multinomial framework, for large $n$, $Z_{dir}$ approximately has a $N(0, 1)$ distribution. Thus for the negative dependence alternative, $H_0$ is rejected when $Z_{dir} < \alpha$ where $\alpha$ is the 100$\alpha$th percentile of the standard normal distribution and for the positive dependence alternative, $H_0$ is rejected when $Z_{dir} > z_{1-\alpha}$.

The two types of deviations from independence are not distinguishable by the usual $\chi^2$ test. Hence one can resort to the test statistic, $Z_{dir}$, in Equation (3) for this purpose. Furthermore, under RL, row sums, i.e., the numbers of reflexive and non-reflexive pairs, $N_r$ and $N_{nr}$, are fixed quantities (hence are denoted as $n_r$ and $n_{nr}$) while they are random under CSR independence.

**Remark 3.1.** In the NN-RCT (in Table 1), row sums $N_r$ and $N_{nr}$ are fixed under RL, hence row-wise multinomial framework is more appropriate (compared to the overall framework) under RL. Under CSR independence, row sums would be random quantities, so the overall multinomial framework would be more appropriate (compared to the row-wise framework). However, a NN-RCT is unlikely to result from either framework. In a NN-RCT, a trial is the categorization of a base-NN pair with respect to NN reflexivity and pair type as self or mixed. In general, in a $2 \times 2$ contingency table, the entries $(N_{11}, N_{12})$ and $(N_{21}, N_{22})$ are assumed to be independent and so are the individual trials under the row-wise multinomial framework. This assumption is invalid when the NN-RCT is based on completely mapped spatial data, because independence between rows is violated.

A similar result holds under CSR independence with overall multinomial framework, since independence between trials is violated. Under CSR independence with sparse sampling, the overall multinomial framework is able to model a NN-RCT approximately, because of the inherent correlation between components or entries of a multinomially distributed random variable.

In Pielou’s test for the NN-RCT, both of the above multinomial frameworks assume that the trials are independent multinomial trials which is violated by completely mapped data. Thus Pielou’s test is influenced by deviations not only from the null case but also by deviations from dependence of trials. The dependence cannot merely be avoided by random sub-sampling but can be circumvent by an appropriate sparse sampling (Diggle (1979)). If the NN-RCT is constructed using a random sample of labels of base-NN pairs in terms of NN reflexivity and pair type as self or mixed, then the usual contingency table assumptions under the row-wise multinomial framework would hold. Such a NN-RCT can be (approximately) obtained only if a (small) subset of all the base-NN pairs obtained from the data in the study region were randomly selected, i.e., if the data is obtained by an appropriate sparse sampling. When the data were properly sparsely sampled, we will assume that the NN-RCT satisfies the usual independence assumptions in the row-wise multinomial framework henceforth. In this framework, the explicit form of the null hypothesis is as in Equation (3). The assessment of various sparse sampling schemes for these tests is a topic of ongoing research. Our suggestion for Pielou’s test on the NN-RCT is that if the data is properly sparsely sampled, then it is safe to employ it. But if the data is completely mapped, to remove the influence of spatial dependence on Pielou’s test on NN-RCT, we suggest the usual Monte Carlo randomization where class labels are randomly assigned to the given points a large number of times and test statistics are computed, and the $p$-value of the test is based on the rank (divided by the number of Monte Carlo replications) of the test statistic of the original data in the sample of test statistics obtained from the Monte Carlo randomization procedure. □

### 3.4 An Approximate Sampling Distribution for the NN Reflexivity Contingency Table

Under RL, the number of reflexive and non-reflexive base-NN pairs are fixed, hence the row sums, denoted as $n_r$ and $n_{nr}$, respectively, in the NN-RCT are fixed quantities. Let $p_{s,r}$ be the probability of a reflexive pair being a self pair and $p_{m,nr}$ be the probability of a non-reflexive pair being a mixed pair. Then, for the NN reflexivity tests, we have

$$H_0 : \mathbb{E}[N_{s,r}] = n_r p_{s,r} \quad \text{and} \quad \mathbb{E}[N_{m,nr}] = n_{nr} p_{m,nr}$$

(5)
as our null hypothesis where \( p_{s,r} = \frac{(\sum_{i=1}^{k} n_i^2 - n)}{n(n-1)} \) so when \( k = 2 \), we have \( p_{s,r} = \frac{n_1(n_1-1)}{n(n-1)} + \frac{n_2(n_2-1)}{n(n-1)} = \frac{n_1^2 + n_2^2 - n}{n(n-1)} \) and \( p_{m,nr} = \frac{\sum_{i=1}^{k} n_{i,r}^2}{n(n-1)} \) so when \( k = 2 \), we have \( p_{m,nr} = \frac{2n_{m,nr}}{n(n-1)} \). The alternative hypothesis for self-reflexivity in NN structure is \( H_a : E[N_{s,r}] > n_r p_{s,r} \) and the alternative for mixed-reflexivity in NN structure is \( H_a : E[N_{m,nr}] > n_{nr} p_{m,nr} \). On the other hand, our extensive Monte Carlo simulations suggest that \( \text{Var}[N_{s,r}] \approx 2 n_r p_{s,r}(1 - p_{s,r}) \), and \( \text{Var}[N_{m,nr}] \approx n_{nr} p_{m,nr}(1 - p_{m,nr}) \). Then, \( Z_{s,r} = \frac{N_{s,r} - E[N_{s,r}]}{\sqrt{\text{Var}[N_{s,r}]} \approx N(0,1) \) distribution for large \( n_r \), and \( Z_{m,nr} = \frac{N_{m,nr} - E[N_{m,nr}]}{\sqrt{\text{Var}[N_{m,nr}]} \) approximately has \( N(0,1) \) distribution for large \( n_{nr} \). Assuming \( N_{s,r} \) and \( N_{m,nr} \) are independent, it follows that \( \chi^2_{fr} = Z_{s,r}^2 + Z_{m,nr}^2 \) has asymptotically \( \chi^2 \) distribution as both \( n_r \) and \( n_{nr} \) are tending to infinity. However, this asymptotic distribution is only an approximate one, since it is ignoring the (nonzero) covariance, \( \text{Cov}[N_{s,r}, N_{m,nr}] \). But our Monte Carlo simulations suggest that this covariance is approximately zero under CSR independence or RL. Furthermore, when \( \chi^2_{fr} \) is significant, it would only imply a significant deviation from the NN reflexivity structure under \( H_o \). To determine the direction of this deviation, one can use the \( Z \)-tests, \( Z_{s,r} \) and \( Z_{m,nr} \), for the left- and right-sided alternatives.

The test of NN reflexivity is closely related with the test of segregation. In case of segregation, self-reflexivity in NN structure can be viewed as a cause of segregation. Notice that mixed-reflexivity in NN structure requires NN reflexivity of class \( i \) and \( j \) points with \( i \neq j \). In particular, in the two-class case, mixed-reflexivity in NN structure might imply association. The extension of this approach for multi-class case is as in Section 3.3.5

**Remark 3.2.** Pielou’s approach and the new approach on the NN-RCT are testing different null and alternative hypotheses (hence would have different rejection and acceptance regions). In particular, Pielou’s approach is based on the usual \( \chi^2 \)-test for the independence of NN reflexivity and pair type, while the new NN reflexivity tests are based on the normal approximation of the entries with their expected values under CSR independence or RL with completely mapped data. Hence Pielou’s test is appropriate when we have a random sample of labels of base-NN pairs in terms of NN reflexivity and pair type as self or mixed. □

### 3.5 A New Test of Species-Correspondence

For a species to exhibit NN species-correspondence, self base-NN pairs would be more abundant than expected under RL. To detect such type of species-correspondence, we construct a contingency table where base-NN pairs are classified as self or mixed for each class. Let \( S_i \) be the number of self base-NN pairs for class \( i \), and \( M_i \) be the number of mixed base-NN pairs with base point being from class \( i \). Then

\[
S_i = \sum_{j \neq i}^{n} \sum_{i=1}^{n} W_{ij} I(X_j \text{ is a NN of } X_i) I(L_i = L_j),
\]

and

\[
M_i = \sum_{j \neq i}^{n} \sum_{i=1}^{n} W_{ij} I(X_j \text{ is a NN of } X_i) I(L_i \neq L_j).
\]

Recall that \( W_{ij} = 1 \) a.s. for \( X_a \) a random sample from a continuous distribution. The resulting contingency table is a \( k \times 2 \) contingency table for \( k \) classes with columns comprising of \( S_i \) and \( M_i \) values. See also Table 2 (left). Notice that row sums are class sizes (i.e., sum of row \( i \) is \( n_i \)), and sum of the first column (for self pairs) is \( S = \sum_{i=1}^{k} S_i \) and sum of the second column (for mixed pairs) is \( M = \sum_{i=1}^{k} M_i \).

The SCCT is closely related to the \( k \times k \) nearest neighbor contingency table (NNCT) based on the same data. Here we provide a brief description of NNCTs (for more detail, see, e.g., [Cevher (2008)]). NNCTs are constructed using the NN frequencies of classes. Let \( N_i \) be the number of points from class \( i \) for \( i \in \{1, 2, \ldots, k\} \) and \( n = \sum_{i=1}^{k} N_i \). If we record the class of each point and its NN, the NN relationships fall into the following \( k^2 \) categories:

\[
(1, 1), (1, 2), \ldots , (1, k); (2, 1), (2, 2), \ldots , (2, k); \ldots ; (k, k)
\]

where in category or cell \((i, j)\), class \( i \) is called the base class, and class \( j \) is called the NN class. Denoting \( N_{ij} \) as the observed frequency of category \((i, j)\) for \( i, j \in \{1, 2, \ldots, k\} \), we obtain the NNCT in Table 2 (right).
Furthermore, hence our null hypothesis for species-correspondence is

\[ E[S_i] = E[N_{ii}] = n_i(n_i - 1)/(n - 1) \] and \[ E[M_i] = E[n_i - N_{ii}] = n_i(n - n_i)/(n - 1). \] (6)

Hence our null hypothesis for species-correspondence is

\[ H_0 : E[S_i] = E[N_{ii}] = n_i(n_i - 1)/(n - 1). \] (7)

Furthermore,

\[ \text{Var}[S_i] = \text{Var}[N_{ii}] = (n + R)p_{ii} + (2n - 2R + Q)p_{iii} + (n^2 - 3n - Q + R)p_{iii} - n^2 p_i^2 \] (8)

and

\[ \text{Var}[M_i] = \text{Var}[n_i - N_{ii}] = \text{Var}[N_{ii}] = \text{Var}[S_i]. \]

In Equation (8), \( p_{xx}, p_{xxx}, \) and \( p_{xxxx} \) are the probabilities that a randomly picked pair, triplet, or quartet of points, respectively, are the indicated class \( i \) and are given by

\[ p_{ii} = \frac{n_i(n_i - 1)}{n(n - 1)}, \quad p_{iii} = \frac{n_i(n_i - 1)(n_i - 2)}{n(n - 1)(n - 2)}, \quad p_{iii} = \frac{n_i(n_i - 1)}{n(n - 1)(n - 2)(n - 3)}, \] (9)

and \( R \) is twice the number of reflexive pairs and \( Q \) is the number of points with shared NNs, which occurs when two or more points share a NN. Then \( Q = 2(Q_2 + 3Q_3 + 6Q_4 + 10Q_5 + 15Q_6) \) where \( Q_i \) is the number of points that serve as a NN to other points \( i \) times. The covariances of the cell counts in the same column can also be obtained as

\[ \text{Cov}[S_i, S_j] = \text{Cov}(N_{ii}, N_{jj}) = (n^2 - 3n - Q + R)p_{ijij} - n^2 p_{ii}p_{jj} \]

and

\[ \text{Cov}[M_i, M_j] = \text{Cov}(n_i - N_{ii}, n_j - N_{jj}) = \text{Cov}(N_{ii}, N_{jj}) \]

where \( p_{ijij} = \frac{n_i(n_i - 1)n_j(n_j - 1)}{n(n - 1)(n - 2)(n - 3)} \). The covariance of cell counts in different columns is

\[ \text{Cov}[S_i, M_j] = \begin{cases} \text{Cov}[N_{ii}, n_i - N_{ii}] = -\text{Var}[N_{ii}] & \text{if } i = j, \\ \text{Cov}[N_{ii}, n_j - N_{jj}] = -\text{Cov}[N_{ii}, N_{jj}] & \text{if } i \neq j. \end{cases} \] (10)

Based on this contingency table, one can obtain class-specific species-correspondence tests as

\[ Z_{ii} = \frac{N_{ii} - E[N_{ii}]}{\sqrt{\text{Var}[N_{ii}]}} \] (11)

for \( i = 1, 2, \ldots, k \). Notice that the mixed column entries carry the same information as the self column entries, and they will yield the test statistic with the negative sign. That is, \( (M_i - E[M_i])/\sqrt{\text{Var}[M_i]} = -Z_{ii} \) for
each $i$, hence the test statistics with mixed column entries are omitted. For large $n_i$, $Z_{ii}$ approximately has $N(0,1)$ distribution.

To obtain an overall species-correspondence test, we can follow two approaches:

(i) Treat the self column as a vector $\mathbf{N}_I = (N_{11}, N_{22}, \ldots, N_{kk})$. So $\mathbf{E} [\mathbf{N}_I]$ is the vector of expected values of the entries of $\mathbf{N}_I$. The variance-covariance matrix of $\mathbf{N}_I$, denoted $\Sigma_{\text{self}}$, is the $k \times k$ matrix with entry $(i,i)$ being $\text{Var} [N_{ii}]$ and entry $(i,j)$ with $i \neq j$ being $\text{Cov} [N_{ii}, N_{jj}]$.

The overall species-correspondence test can be obtained similar to the overall segregation test as described in Ceyhan (2008). With the self column as the vector $\mathbf{N}_I$

$$
\mathcal{N}_I = (\mathbf{N}_I - \mathbf{E} [\mathbf{N}_I])' \Sigma_{\text{self}}^{-1} (\mathbf{N}_I - \mathbf{E} [\mathbf{N}_I])
$$

where $\Sigma_{\text{self}}^{-1}$ is a generalized inverse of $\Sigma_{\text{self}}$ (Searle (2006)). Since $\Sigma_{\text{self}}$ is not rank deficient a.s., the generalized inverse in this case is equivalent to the usual matrix inverse. For large $n_i$, $\mathcal{N}_I$ approximately has a $\chi^2_k$ distribution.

(ii) Concatenate self and mixed columns to obtain the vector $\mathbf{N}_{II} = (N_{11}, N_{22}, \ldots, N_{kk}, n_1 - N_{11}, n_2 - N_{22}, \ldots, n_k - N_{kk})$. So $\mathbf{E} [\mathbf{N}_{II}]$ is the vector of expected values of the entries of $\mathbf{N}_{II}$. The variance-covariance matrix of $\mathbf{N}_{II}$, denoted $\Sigma_{II}$, is the $(2k) \times (2k)$ matrix with four blocks as

$$
\Sigma_{II} = \begin{pmatrix}
\Sigma_{\text{self}} & -\Sigma_{\text{self}} \\
-\Sigma_{\text{self}} & \Sigma_{\text{self}}
\end{pmatrix}
$$

Similarly, with columns concatenated as the vector $\mathbf{N}_{II}$

$$
\mathcal{N}_{II} = (\mathbf{N}_{II} - \mathbf{E} [\mathbf{N}_{II}])' \Sigma_{II}^{-1} (\mathbf{N}_{II} - \mathbf{E} [\mathbf{N}_{II}])
$$

the variance-covariance matrix $\Sigma_{II}$ is rank deficient, since the rank of this $(2k) \times (2k)$ matrix is also $k$, we need the generalized inverse of $\Sigma_{II}$. Then for large $n_i$, $\mathcal{N}_{II}$ approximately has a $\chi^2_k$ distribution. However, the generalized inverse of $\Sigma_{II}$ is highly unstable, since the covariance matrix is severely rank deficient, hence computationally, $\mathcal{N}_{II}$ might exhibit unexpected behavior (e.g., it occasionally yields a negative test statistic due to computational problems caused by rank deficiency, which would not have been possible for a quadratic form as in Equation (13)). Thus, we recommend the first form of the test statistic, $\mathcal{N}_I$, and omit $\mathcal{N}_{II}$ in our further discussion. Furthermore, when $\mathcal{N}_I$ is significant, it implies the presence of significant deviation from the species-correspondence expected under $H_o$ in Equation (7). But this deviation could be toward significant species-correspondence for a class, and toward significant lack of species-correspondence for another class. To determine the direction of deviation for each class (after a significant $\mathcal{N}_I$) one can perform the one-sided versions of the cell-specific $Z$-tests in Equation (11).

Notice also that for $k = 2$ classes, overall species-correspondence test is equivalent to the overall test of segregation of Dixon (1994) since the SCCT and NNCT convey the same information and both overall tests are based on $N_{11}$ and $N_{22}$ only. In particular, $N_{11}$ and $N_{22}$ constitute the first column of the SCCT and $N_{12}$ and $N_{21}$ constitute the second column of the SCCT. But for $k > 2$ the NNCT and SCCT contain different information and the overall species-correspondence test depends on $S_i = N_{ii}$ values only, while the overall segregation test depends on all $N_{ij}$ values.

4 Fisher’s Exact Test for the NN Reflexivity Contingency Table

Fisher’s exact test is frequently used for contingency tables with small cell counts and marginal sums (see Agresti (1992)). We can apply Fisher’s exact test for the $2 \times 2$ NN-RCT given in Table II for the tests of NN reflexivity. The use of exact tests on NNCTs is discussed in Ceyhan (2010a).

Fisher’s exact test is feasible only for contingency tables of small size for manual calculations. The underlying assumption for Fisher’s exact test is that the row and column sums and grand sum are fixed, which renders Fisher’s exact test to be conditional on the marginals. For $k \times l$ contingency tables with $\min(k,l) > 2$ Fisher’s exact test is two-sided only, while for $k = l = 2$, one-sided or two-sided versions are available. In a $2 \times 2$ contingency table, let $N_{ij}$ be the cell count for cell $(i,j)$, $N_i$ be the sum of row $i$, and...
$C_j$ be the sum for column $j$. Given the marginals (i.e., row and column sums), $N_{11}$ determines the other three cell counts and has the hypergeometric distribution with non-centrality parameter $\theta$. In general, the null assumption of independence in the contingency tables is equivalent to having $H_o : \theta = 1$, where $\theta$ is the non-centrality parameter (or odds ratio) in contingency tables (Agresti [1992]).

There are numerous ways to obtain $p$-values for the one-sided and two-sided alternatives for exact inference on contingency tables (Agresti [1992]). The $p$-values based on Fisher’s exact tests tend to be more conservative than most approximate (asymptotic) ones (Agresti [1992]). Since we are more interested in the one-sided tests on the $2 \times 2$ NN-RCT, we only consider one-sided versions of Fisher’s exact test. These variants of Fisher’s exact test are described below.

### 4.1 Variants of Fisher’s Exact Test for the One-Sided Alternatives

To find the $p$-values for Fisher’s exact test, we find the probabilities of the contingency tables obtained from the distribution with the same row and column marginal sums. For the one-sided alternatives, the probabilities of more extreme tables are summed up, excluding or including the probability of the table itself (or some middle way). For testing against the one-sided alternative $H_a : \theta > 1$, the following four methods can be obtained in computing the $p$-value. In a $2 \times 2$ contingency table, let entry in cell $(1, 1)$ be $t$, row sums be $n_1$ and $n_2$ for the first and second rows, respectively, and sum of column 1 be $c_1$. Then the probability of this contingency table under $H_a$ is $p = f(t;n_1, n_2, c_1; \theta = 1)$. In the current table, entry $(1, 1)$ is $n_{11}$, so the probability of the current table is $p_t = f(n_{11};n_1, n_2, c_1; \theta = 1)$. For summing the $p$-values of more extreme tables than the current table, the following variants of the exact test are obtained. The $p$-value is calculated as $p = \sum_{t \in S} f(t;n_1, n_2, c_1; \theta = 1)$ for the appropriate choice of $S$ as follows.

1. **Table-inclusive version**, $p_{\text{inc}}^> \quad \text{with } S = \{ t : t \geq n_{11} \},$
2. **Table-exclusive version**, $p_{\text{exc}}^> \quad \text{with } S = \{ t : t > n_{11} \},$
3. **Mid-$p$ version**, $p_{\text{mid}}^> \quad \text{with } p = p_{\text{exc}}^> + p_t/2,$
4. **Tocher corrected version** which is denoted as $p_{\text{Toc}}^>.$

Tocher’s correction makes Fisher’s exact test less conservative, by including the probability for the current table based on a randomized test (Tocher [1950]). When table-exclusive version, $p_{\text{exc}}^>$, is less than the level of the test $\alpha$, but table-inclusive version of the $p$-value, $p_{\text{inc}}^>$, is larger than $\alpha$, a random number, $U$, is generated from uniform distribution in $(0, 1)$, and if $U \geq (\alpha - p_{\text{exc}}^>)/p_t$, $p_{\text{inc}}$ is used, otherwise $p_{\text{exc}}$ is used as the $p$-value. That is,

$$p_{\text{Toc}} = \begin{cases} p_{\text{inc}} & \text{if } U \geq (\alpha - p_{\text{exc}})/p_t, \\ p_{\text{exc}} & \text{otherwise}. \end{cases} \quad (14)$$

Note also that $p_{\text{exc}}^> = p_{\text{inc}}^> - p_t$ and $p_{\text{mid}}^> = p_{\text{inc}}^> - p_t/2.$ Furthermore, $p_{\text{Toc}}^> \leq p_{\text{inc}}^> \leq p_{\text{exc}}^> \leq p_{\text{mid}}^> < p_{\text{inc}}^>.$

For testing against the left-sided alternative $H_a : \theta < 1$, the $p$-values are as above, with the inequalities being reversed. That is, the corresponding $p$-values are denoted as $p_{\text{inc}}^<$, $p_{\text{exc}}^<$, $p_{\text{mid}}^<$, and $p_{\text{Toc}}^<$, respectively.

### 4.2 Extension of the Tests to the Multi-Class Case with $k > 2$

The extension of the NN-RCT to multi-class case is straightforward, since any multi-class data (with $k > 2$) set can be categorized into the four groups as in Table 1 based on the relation between reflexivity and pair type (self or mixed). That is, the NN-RCT can also be obtained for $k \geq 2$ classes. Hence this contingency table is of dimension $2 \times 2$ regardless of the value of the number of classes, $k$. However, although the dimension is same for any number of classes, the distribution of the column sums $(C_s, C_m)$ depends on the value of $k$. In particular, if $k$ gets larger, the likelihood of reflexive NN pairs being mixed increases and hence $C_m$ tends to increase with increasing $k$. But this will not confound the expected cell counts in the contingency table, since
the expected values of the cell counts take into account the row and column sums (in Pielou’s approach). Thus a test of deviation from the expected cell counts in the NN-RCT would not be (severely) affected by the number of classes in the multi-class case.

In the multi-class case with \( k > 2 \), we recommend the following strategy: First perform an overall omnibus test (as in ANOVA F-test for multi-group comparisons) and then if the omnibus test is significant, then perform post-hoc tests to determine the specifics of the differences. These post-hoc tests could be pairwise tests (as in the pairwise \( t \)-tests) or one-vs-rest tests, where one class is compared with respect to all other classes combined. More specifically, with \( k > 2 \) classes, in the pairwise comparison, we only restrict our attention to two classes, \( i, j \) with \( i \neq j \), at a time, and treat the classes as in the two-class case. In the one-vs-rest type of test for class \( i \), we pool the remaining classes and treat them as the other class in a two-class setting, hence the name one-vs-rest test. In a multi-class setting with \( k \) classes, there are \( k \) one-vs-rest type tests and \( k(k-1)/2 \) pairwise tests. As \( k \) increases, the first version is computationally less intensive and easier to interpret.

The NN-RCT is still of dimension \( 2 \times 2 \) in the case of \( k > 2 \) classes. But in this case, we might be interested in a break-down of the comparisons for each pair of classes or one class compared to the rest of the classes as well. When the test of NN reflexivity is rejected, one might be interested in which pair of classes show self-reflexivity in NN structure compared to others or which classes show mixed-nonreflexivity. Here the overall test is performed on the NN-RCT constructed with all \( k \)-classes, while pairwise test is performed with the NN-RCT for the two classes in question, and one-vs-rest test for, e.g., class \( i \) versus rest is performed with the NN-RCT with two classes where one is class \( i \) and the other class is taken as the remaining classes. For any number of classes or type of post-hoc test, the NN-RCT is of dimension \( 2 \times 2 \), self- and mixed-reflexivity in NN structure relations are defined with different class types.

In the multi-class case, for the species-correspondence test, \( N_i \), we use the \( k \times 2 \) SCCT for the overall test, while for the post-hoc tests we need to construct \( 2 \times 2 \) SCCTs according to the type of the test. For pairwise tests, we assess the species-correspondence for the two classes in question, and for one-vs-rest type test, we assess the species-correspondence for a class with respect to the other classes. Furthermore, for the pairwise tests, there is unrestricted pairwise test, for which we extract the rows for the classes in question from the SCCT and use the entire data in our calculation of the test statistics (for example, we use the entire data to compute \( Q \) and \( R \), which are required to find the sampling distribution of the test statistics). On the other hand, if interest is on the marginal interaction of two classes only, we can construct a \( 2 \times 2 \) SCCT based on the two classes in question, ignoring the remaining classes (which yields restricted pairwise species-correspondence analysis). In this case, only the points from the two classes are used for computing all relevant quantities such as \( Q \) and \( R \) for tests of species-correspondence.

In all the above cases, the post-hoc tests can give different and seemingly conflicting results (e.g., one class can exhibit self-reflexivity in NN structure with respect to some other class, while mixed-reflexivity in NN structure with respect to another class. Thus extra care should be taken which post-hoc test is used and how it should be interpreted.

5 Consistency of Tests

The null hypotheses are different for the NN reflexivity and species-correspondence tests and so are the alternative hypotheses. Hence the comparison of the tests is inappropriate even for large samples; but a reasonable test should have more power as the sample size increases. So, we prove the consistency the tests in question under appropriate hypotheses. Let \( \chi^2_{\alpha} \) be the \( 100\alpha^{th} \) percentile of \( \chi^2 \) distribution with \( \nu \) degrees of freedom.

**Theorem 5.1.** Let the NN-RCT be constructed by a random sample of labels of base-NN pairs in terms of NN reflexivity and pair type as self or mixed (or data is obtained by an appropriate sparse sampling) under a row-wise multinomial framework. Then, Pielou’s test for the NN-RCT; i.e., the test rejecting independence in the NN-RCT for \( \chi^2_p > \chi^2_1(1 - \alpha) \) is consistent where \( \chi^2_p \) is Pearson’s test of independence given in Equation \( \text{(3)} \). The one-sided tests (hence the two-sided test) using \( Z_{\text{dir}} \) given in Equation \( \text{(4)} \) are also consistent.

**Proof:** Under the null hypothesis of independence, we have \( Z_{\text{dir}} \sim N(0,1) \) for large \( n \) and \( Z_{\text{dir}} \) also has a
Proof: In the $k$ class case, let $T_{n,i} = \frac{S_i/n-e[S_i/n]}{\sqrt{\text{Var}[S_i/n]}} = \frac{N_{ii}/n-e[N_{ii}/n]}{\sqrt{\text{Var}[N_{ii}/n]}}$, then $T_{n,i} = Z_{ii}$. Under RL, $E[Z_{ii}] = 0$ and $Z_{ii} = (N_{ii} - E[N_{ii}]) / \sqrt{\text{Var}[N_{ii}]}$ are approximately distributed as $N(0,1)$ for large $n_i$ for $i = 1, 2, \ldots, k$ under the null hypotheses. Under $H_a$, we have $E[Z_{ii}|H_a] = \varepsilon_i > 0$ or $E[Z_{ii}|H_a] = \varepsilon_i < 0$ where $\varepsilon_i$ is a parameterization of the alternative for class $i$ for $i = 1, 2, \ldots, k$. Let $\vec{\varepsilon} = (\varepsilon_1, \ldots, \varepsilon_k)$, then under $H_a: \vec{\varepsilon} \neq 0$, with $0$ being the vector of $k$ zeros, let $R(\vec{\varepsilon})$ and $Q(\vec{\varepsilon})$ be the numbers of reflexive pairs and shared pairs, respectively, $p_{ii}(\varepsilon_i), p_{iii}(\varepsilon_i)$, and $p_{iii}(\varepsilon_i)$ be the counterparts of $p_{ii}, \ p_{iii}$ in Equation (9). Then under $H_a$ $\text{Var}[N_{ii}/n] = (1/n + R(\vec{\varepsilon})/n^2)p_{ii}(\varepsilon_i) + (2/n^2 - 2R(\vec{\varepsilon})/n^3) + Q(\vec{\varepsilon})/n^3)p_{iii}(\varepsilon_i) + (1 - 3/n - Q(\vec{\varepsilon})/n^2)$. So, under $H_a$, $\text{Var}[N_{ii}/n] \rightarrow 0$ as $n_i \rightarrow \infty$. Hence the test using $Z_{ii}$ is consistent. Also let $\lambda(\vec{\varepsilon})$ be the non-centrality parameter of $\chi^2$ distribution for $N_S$ under $H_a$. The $\alpha$-level test based on $N_S$ is consistent since $N_S$ is a quadratic form based on $Z_{ii}$ values, i.e., $N_S \sim \chi^2(\lambda(\vec{\varepsilon}))$ for some $\lambda(\vec{\varepsilon}) > 0$. Furthermore, for large $n$, the null and alternative hypotheses are equivalent to $H_a: \lambda = 0$ versus $H_a: \lambda = \lambda(\vec{\varepsilon}) > 0$. Then by standard arguments for the consistency of $\chi^2$ tests, consistency follows.

Remark 5.3. The consistency result for Picou's test on the NN-RCT is only for sparsely sampled data under the row-wise multinomial framework. For completely mapped spatial data, these tests do not have the appropriate size. In particular, Monte Carlo simulations suggest that the tests in Equations (11) and (12) are liberal. See also Section 6. Moreover, the test statistics $Z_{sr}, Z_{mr},$ and $X^2_{H}$ are only approximations and their correct (asymptotic) sampling distributions are not available, hence consistency of these tests are omitted.

6 Empirical Size and Power Analysis

In this section we investigate the finite sample behavior of the tests under their appropriate null hypotheses and under various alternatives via Monte Carlo simulations.

6.1 Empirical Size Analysis

To determine empirical size performance of the tests, we use CSR independence and RL as our null hypotheses. Under these patterns, self- or mixed-reflexivity in NN structure and species-correspondence would not deviate significantly from their expected behavior. That is, under these null cases, the species-correspondence or NN reflexivity would occur at expected levels. More specifically, we expect that $E[N_{sr}] = n_r p_{sr}$ and $E[N_{mr}] = n_m p_{mr}$ in Equation (6) would hold for reflexivity in NN structure and $E[S_i] = n_i (n_i - 1)/(n - 1)$ in Equation (10) would hold for NN species-correspondence.

We estimate the empirical levels based on the asymptotic critical values (except for the exact tests). For example, let $T$ be a test with a $\chi^2_d$ distribution asymptotically, and let $T_{1}$ be the value of test statistic for the sample generated at $i^{th}$ Monte Carlo replication for $i = 1, 2, \ldots, N_{mc}$. Then the empirical size of $T$ at level $\alpha = 0.05$, denoted $\alpha_T$ is computed as $\alpha_T = \frac{1}{N_{mc}} \sum_{i=1}^{N_{mc}} I(T_i \geq \chi^2_d(0.05))$. Furthermore, let $Z$ be a test with a $N(0,1)$ asymptotic distribution, and let $Z_{1}$ be the value of test statistic for $i^{th}$ sample generated. Then the empirical size of $Z$ for the left-sided alternative at level $\alpha = 0.05$, denoted $\alpha_Z$ is computed as $\alpha_Z = \frac{1}{N_{mc}} \sum_{i=1}^{N_{mc}} I(Z_i \leq z_{0.05} = -1.645)$. The empirical size for the right-sided alternative is computed as $\alpha_Z = \frac{1}{N_{mc}} \sum_{i=1}^{N_{mc}} I(Z_i \geq z_{0.95} = 1.645)$. For an exact test, let $p_i$ be the $p$-value for $i^{th}$ sample generated. Then the empirical size of this test, denoted $\alpha_e$, is computed as $\alpha_e = \frac{1}{N_{mc}} \sum_{i=1}^{N_{mc}} I(p_i \leq 0.05)$. 
Empirical significance levels of the tests under CSR independence

case 1: $n_1 = n_2 = n = 10, 20, \ldots , 50$

| $n$  | $\alpha_P$ | $\alpha_{dir}$ | $\alpha_{dir}$ | $\alpha_R$ | $\alpha_{s,r}$ | $\alpha_m$ | $\alpha_{sc}$ | $\alpha_1^c$ | $\alpha_2^c$ |
|------|-------------|----------------|----------------|------------|----------------|----------|-------------|------------|------------|
| 10   | 0.0439      | 0.0131         | 0.0580         | 0.0503     | 0.0508        | 0.0507   | 0.0432      | 0.0454     | 0.0465     |
| 20   | 0.0555      | 0.0283         | 0.0507         | 0.0452     | 0.0508        | 0.0507   | 0.0457      | 0.0517     | 0.0522     |
| 30   | 0.0564      | 0.0282         | 0.0458         | 0.0475     | 0.0484        | 0.0458   | 0.0485      | 0.0573     | 0.0493     |
| 40   | 0.0649      | 0.0285         | 0.0474         | 0.0484     | 0.0480        | 0.0474   | 0.0501      | 0.0507     | 0.0525     |
| 50   | 0.0670      | 0.0287         | 0.0525         | 0.0458     | 0.0459        | 0.0525   | 0.0472      | 0.0451     | 0.0472     |

case 2: $n_1 = 20, n_2 = 20, 30, \ldots , 60$

| $n_2$ | $\alpha_P$ | $\alpha_{dir}$ | $\alpha_{dir}$ | $\alpha_R$ | $\alpha_{s,r}$ | $\alpha_m$ | $\alpha_{sc}$ | $\alpha_1^c$ | $\alpha_2^c$ |
|-------|-------------|----------------|----------------|------------|----------------|----------|-------------|------------|------------|
| 20    | 0.0531      | 0.0833         | 0.0485         | 0.0449     | 0.0523        | 0.0485   | 0.0437      | 0.0482     | 0.0517     |
| 30    | 0.0566      | 0.0843         | 0.0500         | 0.0454     | 0.0447        | 0.0500   | 0.0480      | 0.0521     | 0.0479     |
| 40    | 0.0552      | 0.0810         | 0.0405         | 0.0337     | 0.0387        | 0.0405   | 0.0489      | 0.0313     | 0.0455     |
| 50    | 0.0559      | 0.0839         | 0.0399         | 0.0290     | 0.0226        | 0.0399   | 0.0427      | 0.0295     | 0.0478     |
| 60    | 0.0511      | 0.0764         | 0.0337         | 0.0235     | 0.0238        | 0.0337   | 0.0452      | 0.0395     | 0.0495     |

Table 3: The empirical significance levels of the tests under CSR independence cases 1 and 2 with $N_{mc} = 10000$ at $\alpha = .05$. $\alpha_P$ is the empirical significance level for the $\chi^2$-test of independence with 1 df for the NN-RCT, $\alpha_{dir}$ (resp. $\alpha_{dir}$) for the right (resp. left)-sided alternative for the directional test, $Z_{dir}$, in Equation 11; $\alpha_R$ for the $\chi^2$ test statistic $\chi^2_{R}$ for self- or mixed-reflexivity in NN structure; $\alpha_{s,r}$ for the self-reflexivity in NN structure test statistic, $Z_{s,r}$; $\alpha_{m}$ for the mixed-nonreflexivity test statistic, $Z_{m,n}$; $\alpha_1^c$ and $\alpha_2^c$ for the cell-specific tests for cells 1 and 2 (for segregation); and $\alpha_{sc}$ for the $\chi^2$ test of species-correspondence, $N_1$.

6.1.1 Empirical Size Analysis under CSR Independence

We consider the two-class case, with classes $X$ and $Y$ (also referred as classes 1 and 2) of sizes $n_1$ and $n_2$, respectively. Let $\{X_1, \ldots , X_{n_1}\}$ be the set of class 1 points and $\{Y_1, \ldots , Y_{n_2}\}$ be the set of class 2 points. Under $H_o$, at each of $N_{mc} = 10000$ replicates, we generate $X$ and $Y$ points independently of each other and iid from $U((0,1) \times (0,1))$, the uniform distribution on the unit square. We consider two cases for CSR independence:

Case 1: We generate $n_1 = n_2 = n = 10, 20, 30, 40, 50$ points iid from $U((0,1) \times (0,1))$. In this case, the sample sizes are equal and increasing.

Case 2: To determine the influence of differences in the sample sizes (i.e., differences in relative abundances of classes) on the empirical levels of the tests, we generate the samples from the CSR independence pattern with $n_1 = 20$ and $n_2 = 20, 30, \ldots , 60$.

The empirical significance levels for the tests under CSR independence cases 1 and 2 are presented in Table 3 where $\alpha_P$ is the empirical significance level for $\chi^2_{P}$, Pearson’s $\chi^2$-test of independence with 1 df for the NN-RCT (suggested by Pielou), $\alpha_{dir}$ (resp. $\alpha_{dir}$) is for the right (resp. left)-sided alternative, i.e., positive (resp. negative) dependence between NN reflexivity and self pairs, for the directional test, $Z_{dir}$, in Equation 11; $\alpha_R$ is for the $\chi^2$ test statistic, $\chi^2_{R}$, for self- or mixed-reflexivity in NN structure; $\alpha_{s,r}$ is for the self-reflexivity in NN structure test statistic, $Z_{s,r}$; $\alpha_m$ is for the mixed-nonreflexivity test statistic, $Z_{m,n}$; $\alpha_1^c$ and $\alpha_2^c$ are for the cell-specific tests for cells 1 and 2 (for segregation) (see, e.g., Dixon (1994) and Cevhal (2008) for details on the cell-specific tests); and $\alpha_{sc}$ is for the $\chi^2$ test of species-correspondence, $N_1$. For $N_{mc} = 10000$ replications, an empirical size estimate is deemed conservative, if smaller than 0.0464 while it is deemed liberal, if larger than 0.0536 at .05 level (based on binomial critical values with $n = 10000$ trials and probability of success 0.05). Under CSR independence case 1, notice that $\alpha_{dir}$ is significantly larger than 0.05 (i.e., $Z_{dir}$ is significantly liberal) for all sample size combinations and the $\chi^2$-test of independence for the NN-RCT is liberal for large samples (i.e., for $n \geq 40$). The other tests seem to be of the desired level for each sample size considered. Under case 2, observe that $Z_{dir}$ is liberal at .05 level (although less liberal compared to case 1), and contrary to case 1, $\chi^2$-test of independence for the NN-RCT, $\chi^2_{P}$ is about the desired level for each sample size combination. Furthermore, $\alpha_{dir}$, $\alpha_{s,r}$, $\alpha_m$, $\alpha_R$, and $\alpha_1^c$ seem to be significantly less than .05 (i.e., the corresponding tests are conservative) when the relative abundance ratio gets larger than two (i.e., when $n_2/n_1 \geq 2$). The other tests show similar size performance as in case 1. In both cases, $\chi^2_{P}$ has larger
size estimates compared to $\lambda_{Z}\alpha$ and the right-sided directional test $Z_{dir}$ has larger size estimates compared to $Z$-test for self-reflexivity in NN structure, $Z_{s,r}$. On the other hand, the left-sided directional test and $Z$-test for mixed-nonreflexivity, $Z_{m,nr}$, has equal size estimates. Furthermore, we recommend the use of the Monte Carlo randomized versions or the use of Monte Carlo critical values for $\lambda_{Z}\alpha$ and the right-sided alternative for $Z_{dir}$ for balanced sample sizes. Also, we recommend the use of the Monte Carlo randomized versions or the use of Monte Carlo critical values for all the tests except $\lambda_{Z}\alpha$, cell-specific test for the larger class and the species-correspondence test, $N_{I}$, for unbalanced sample sizes. A Monte critical value is determined as the appropriately ranked value of the test statistic in a certain number of generated data sets under the null hypothesis. The class sizes are said to be balanced, if the relative abundances of the classes are close to one, and they are called unbalanced, if the relative abundances deviate substantially from one.

| Empirical significance levels for the one-sided exact tests on the NN-RCT under CSR independence |
|---------------------------------------------------------------|
| case 1: $n_{1} = n_{2} = 10, 20, \ldots, 50$                |
| $(n_{1}, n_{2})$ | $\hat{\alpha}_{inc}^{S}$ | $\hat{\alpha}_{exc}^{S}$ | $\hat{\alpha}_{mid}^{S}$ | $\hat{\alpha}_{Toc}^{S}$ | $\hat{\alpha}_{inc}^{exc}$ | $\hat{\alpha}_{exc}^{exc}$ | $\hat{\alpha}_{mid}^{exc}$ | $\hat{\alpha}_{Toc}^{exc}$ |
| (10,10)          | 0.0641           | 0.1171          | 0.0711           | 0.0878           | 0.0472           | 0.1011          | 0.0764           | 0.0879           |
| (20,10)          | 0.0510           | 0.1040          | 0.0709           | 0.0795           | 0.0556           | 0.1411          | 0.0764           | 0.0826           |
| (30,10)          | 0.0543           | 0.1255          | 0.0746           | 0.0815           | 0.0539           | 0.2970          | 0.0766           | 0.0837           |
| (40,10)          | 0.0602           | 0.1229          | 0.0806           | 0.0839           | 0.0596           | 0.2226          | 0.0801           | 0.0855           |
| (50,10)          | 0.0628           | 0.1163          | 0.0823           | 0.0856           | 0.0597           | 0.2105          | 0.0779           | 0.0808           |
| case 2: $n_{1} = 20, n_{2} = 20, 30, \ldots, 60$          |
| (20,20)          | 0.0540           | 0.1171          | 0.0711           | 0.0878           | 0.0539           | 0.1451          | 0.0762           | 0.0809           |
| (20,30)          | 0.0572           | 0.1394          | 0.0804           | 0.0864           | 0.0532           | 0.1308          | 0.0752           | 0.0822           |
| (20,40)          | 0.0549           | 0.1193          | 0.0735           | 0.0795           | 0.0542           | 0.1247          | 0.0742           | 0.0800           |
| (20,50)          | 0.0535           | 0.1083          | 0.0736           | 0.0801           | 0.0432           | 0.1063          | 0.0696           | 0.0682           |
| (20,60)          | 0.0509           | 0.1068          | 0.0687           | 0.0734           | 0.0407           | 0.1019          | 0.0610           | 0.0679           |

Table 4: The empirical significance levels for Fisher’s one-sided exact tests on the NN-RCT under CSR independence cases 1 and 2 with $N_{mc} = 10000$, for some combinations of $n_{1}, n_{2}$ at $\alpha = 0.05$. $\hat{\alpha}_{inc}^{S}$ is the empirical significance level for the table-inclusive version of the one-sided exact test on NN-RCT, $\hat{\alpha}_{exc}^{S}$ is for the table-exclusive version, $\hat{\alpha}_{mid}^{S}$ is for the mid-$p$-value version, $\hat{\alpha}_{Toc}^{S}$ is for the Tocher corrected version. The notation is similar for the mixed-reflexivity in NN structure alternative with $S$ replaced with $M$.

The empirical significance levels on the exact tests on the NN-RCT under CSR independence cases 1 and 2 are presented in Table 4 where $\hat{\alpha}_{inc}^{S}$ is the empirical significance level for the table-inclusive version of the one-sided exact test on the NN-RCT for positive dependence between NN reflexivity and self pairs, $\hat{\alpha}_{exc}^{S}$ is for the table-exclusive version, $\hat{\alpha}_{mid}^{S}$ is for the mid-$p$-value version, $\hat{\alpha}_{Toc}^{S}$ is for the Tocher corrected version. The notation is similar for positive dependence between NN reflexivity and mixed pairs (or negative dependence between NN reflexivity and self pairs) with $S$ replaced with $M$. Notice that only the table inclusive versions are about the desired level, while the others are extremely liberal. Hence in what follows, only the table inclusive versions are used for the exact inference on NN-RCTs.

6.1.2 Empirical Size Analysis under RL

For the RL pattern, we consider RL of class labels of 1 and 2 (or X and Y) to the points which are generated from homogeneous or clustered background patterns. To reduce the influence of a particular background realization on the size performance of the tests, we generate 100 different realizations of each background pattern. At each background realization, $n_{1}$ of the points are labeled as class 1 and the remaining $n_{2} = n - n_{1}$ points are labeled as class 2.

Types of the Background Patterns:

Case 1: The background points are generated as $Z_{i} \sim iid U((0,1) \times (0,1))$ for $i = 1, 2, \ldots, n$. That is the background points, $Z_{ni}$, are generated iid uniform in the unit square $(0,1) \times (0,1)$. We consider $n_{1} = n_{2} = 10, 20, \ldots, 50$ to determine the effect of equal but increasing equal sample sizes.
Case 2: The background points, $Z_n$, are generated as in case 1 above with $n_1 = 20$ and $n_2 = 20, 30, \ldots, 60$ to determine the differences in the relative abundances of the classes with number of class 1 points fixed and number of class 2 points increasing.

Case 3: The background points, $Z_n$, are generated from a Matérn cluster process, MatClust($\kappa, r, \mu$) (Baddeley and Turner (2005)). In this process, first “parent” points are generated from a Poisson process with intensity $\kappa$. Then each parent point is replaced by $N$ new points which are generated iid inside the circle of radius $r$ centered at the parent point with $N \sim \text{Poisson}(\mu)$. Each background realization is a one realization of $Z_n$ and is generated from MatClust($\kappa, r, \mu$). Let $n$ be the number of points in a particular realization. Then $n_1 = \lfloor n/2 \rfloor$ of these points are labeled as class 1 where $\lfloor x \rfloor$ stands for the floor of $x$, and $n_2 = n - n_1$ as class 2. In our simulations, we use $\kappa = 2, 4, \ldots, 10$, $\mu = \lfloor 100/\kappa \rfloor$, and $r = 0.1$. That is, we take $(\kappa, \mu) \in \{(2, 50), (4, 25) \ldots (10, 10)\}$, so as to have about 100 background points on the average with about half of them being from class 1 and the other half being from class 2.

For each case, the RL scheme described is repeated 1000 times for each $(n_1, n_2)$ combination at each of 100 background realizations. In RL cases 1 and 2, the points are from HPP in the unit square with fixed $n_1$ and $n_2$ (i.e., from a binomial process), where case 1 is for assessing the effect of equal but increasing sample sizes on the tests, while case 2 is for assessing the effect of increasing differences in sample sizes of the classes (with one class size being fixed, while the other is increasing). On the other hand, in the background realizations of case 3, centers and numbers of clusters are random. On the average, with increasing $\kappa$, the cluster sizes tend to decrease and the number of clusters tend to increase (so as to have fixed class sizes on the average). Hence in case 3, we investigate the influence of increasing number of clusters with randomly determined centers on the size performance of the tests.

The empirical size estimates of the tests under RL cases 1-3 are presented in Table 5. For $N_{mc} = 100000$ replications, an empirical size estimate is deemed conservative, if smaller than 0.04887 while it is deemed liberal, if larger than 0.05113 at .05 level (based on binomial critical values with $n = 10000$ trials and probability of success 0.05). The size performance under cases 1 and 2 are similar to that under CSR independence cases 1 and 2, respectively. However, under RL case 3, $\chi^2$ is liberal for each $\kappa$ value, which would be expected, since for each $\kappa$ value $n_1 \approx n_2 \approx 50$ (and this test was liberal for this sample size under RL case 1). Notice also that the size estimates of the tests are not influenced by the number of clusters, $\kappa$, when the class sizes are fixed. The empirical size estimates of the exact tests for the table inclusive versions of the right-sided and left-sided exact tests on the NN-RCT are denoted as $\tilde{N}^r$, and $\tilde{N}^l$, respectively, for notational convenience. The one-sided versions of Fisher’s exact test on the NN-RCT seem to be slightly liberal for larger sample sizes under RL case 1. Also, the size estimates are not influenced by the number of clusters provided class sizes are fixed.

Based on the empirical size performance of the tests under CSR independence and RL, we conclude that directional test, $Z_{dir}$, is liberal for the right-sided alternative for small to large samples and Pielou’s $\chi^2$ test of independence on the NN-RCT, $\chi^2$, is liberal for large samples. So we recommend Monte Carlo randomization for these tests under these situations. Furthermore, left-sided directional $Z$-test and new $Z$-tests for self- and mixed-reflexivity in NN structure and $\chi^2$ test of NN reflexivity and the cell-specific tests for the smaller class are all conservative when the relative abundances of the classes are very different. That is, these tests are severely confined by the differences in relative abundances of the classes. Therefore, we recommend the use of these tests when the sample sizes are balanced and we recommend Monte Carlo randomization for these tests for unbalanced sample sizes. We also observe that the new test of species-correspondence, $N_I$, is appropriate for balanced or unbalanced sample sizes. For the exact test on the NN-RCT, we recommend the table-inclusive versions for both one-sided directions as they have the best empirical size performance (i.e., they are closest to the nominal level). By the virtue of exact tests, we recommend their use (in particular those for the NN-RCT) for small sample sizes.

6.2 Empirical Power Analysis

To compare the empirical power performance of the tests, we consider various alternative cases for self- or mixed-reflexivity in NN structure and species-correspondence. The empirical power estimates are computed similar to the size estimates in Section 6.1.
Empirical significance levels of the tests under RL cases 1-3 with \( N_{mc} = 1000 \) background realization at \( \alpha = .05 \). \( \hat{\alpha}_F \) and \( \hat{\alpha}_P \) stand for for Fisher’s exact test (table inclusive versions) on the NN-RCT for the right-sided and left-sided alternatives. The empirical size labeling for other tests is as in Table 4.

**Case 1:** For the first class of alternatives, we generate \( X_i \sim iid \mathcal{U}((0, 1) \times (0, 1)) \) for \( i = 1, \ldots, n_1 \) and \( Y_j \sim iid \ BVN(1/2, 1/2, \sigma_1, \sigma_2, \rho) \) for \( j = 1, \ldots, n_2 \), where \( \BVN(\mu_1, \mu_2, \sigma_1, \sigma_2, \rho) \) is the bivariate normal distribution with mean \( (\mu_1, \mu_2) \) and covariance

\[
\begin{bmatrix}
\sigma_1 & \rho \\
\rho & \sigma_2
\end{bmatrix}
\]

In our simulations, we set \( \sigma_1 = \sigma_2 = \sigma = 1 \) and \( \rho = 0 \). We consider the following three alternatives:

\[
H^1_I: \sigma = 1/10, \quad H^2_I: \sigma = 1/20, \quad H^3_I: \sigma = 1/30.
\] (15)

The classes 1 and 2 (i.e., \( X \) and \( Y \)) have different distributions with different local intensities. In particular, \( X \) points are a realization of uniform distribution in the unit square, while \( Y \) points are clustered around the center of the unit square (1/2, 1/2) with the level of clustering increasing as \( \sigma \) decreases. This suggests a high level of species-correspondence for \( Y \) points around the center of the unit square compared to \( X \) points, which in turn implies segregation of \( Y \) points from \( X \) points.

Table 6: The power estimates under the case I alternatives in Equation (15) with \( N_{mc} = 10000 \), \( n_1 = n_2 = 40 \) at \( \alpha = .05 \). \( \hat{\beta}_F^Z \) and \( \hat{\beta}_P^Z \) are power estimates for the exact tests on the NN-RCT; \( \hat{\beta}_R \) for the \( \chi^2 \) test statistic, \( A^Z_R \), for self- or mixed-reflexivity in NN structure; \( \hat{\beta}_{sr}^Z \) for the self-reflexivity in NN structure test statistic, \( Z_{sr}; \hat{\beta}_{mn}^Z \) for the mixed-nonreflexivity test statistic, \( Z_{mn}; \hat{\beta}_{sc} \) for the \( \chi^2 \) test of species-correspondence \( N_1; \hat{\beta}_{11}^Z \) and \( \hat{\beta}_{22}^Z \) for the cell-specific tests for cells 1 and 2 (for segregation). The “>” (“<”) sign in the superscript implies the power is estimated for the right-sided (left-sided) alternative.

The empirical power estimates under the alternatives, \( H^1_I - H^3_I \) with \( n_1 = n_2 = 40 \) are presented in Table 6.
where \( \tilde{\beta}_F^2 \) and \( \tilde{\beta}_r^2 \) are for the right-sided and left-sided exact tests on the NN-RCT, respectively; \( \tilde{\beta}_R \) is for the \( \chi^2 \) test statistic, \( X^2_{R} \), for self- or mixed-reflexivity in NN structure; \( \tilde{\beta}_{sr}^2 \) is for the self-reflexivity in NN structure test statistic, \( Z_{s,r} \); \( \tilde{\beta}_{mn}^2 \) is for the mixed-nonreflexivity test statistic, \( Z_{m,n} \); \( \tilde{\beta}_{sc} \) is for the \( \chi^2 \) test of species-correspondence, \( N_I^1 \); \( \tilde{\beta}_{c1}^2 \) and \( \tilde{\beta}_{c2}^2 \) are for the cell-specific tests for cells 1 and 2 (for segregation). We omit the power estimates for the \( \chi^2 \)-test of independence and one-sided directional tests on the NN-RCT, since they are undefined when an entire column of the NN-RCT is zero, which happens with non-negligible probability under case I alternatives. Under the case I alternatives, the exact tests for the right-sided alternative on the NN-RCT indicates a slight power for self-reflexivity in NN structure, while the exact test for the left-sided alternative has virtually zero power. On the other hand, \( \chi^2 \) NN reflexivity test, and right-sided test of self-reflexivity in NN structure, \( Z_{s,r} \) and left-sided mixed-nonreflexivity test, \( Z_{m,n} \) have very high power estimates about 1.000, which implies a high degree of self-reflexivity in NN structure, which is caused by the high level of clustering of \( Y \) points around the center of the unit square. Similarly, the species-correspondence test, \( N^1_I \), and the right-sided cell-specific tests for cells \( (1,1) \) and \( (2,2) \) are highly significant, which indicates the high level of segregation of \( Y \) points from \( X \) points. Notice that the \( \chi^2 \) and \( Z \)-tests for self-reflexivity in NN structure have higher power compared to the exact tests, and the species-correspondence and cell-specific segregation tests have the highest power estimates.

**Case II:** For the second type of alternative, first, we generate \( X_i \stackrel{iid}{\sim} \mathcal{U}((0,1) \times (0,1)) \) for \( i = 1, \ldots, n_1 \) and for each \( j = 1,2, \ldots, n_2 \), we generate \( Y_j \) around a randomly picked \( X_i \) with probability \( p \) in such a way that \( Y_j = X_i + R_j (\cos T_j, \sin T_j) \) where \( v^T \) stands for transpose of the vector \( v \), \( R_j \sim \mathcal{U}(0,\min_{s\neq j} d(X_i,X_j)) \) and \( T_j \sim \mathcal{U}(0,2\pi) \) or generate \( Y_j \) uniformly in the unit square with probability \( 1-p \). In the pattern generated, \( Y_j \) are associated with \( X_i \). The three values of \( p \) constitute the following alternatives:

\[
H_{II}^1 : p = .25, \quad H_{II}^2 : p = .50, \quad H_{II}^3 : p = .75.
\]

Table 7: The power estimates under the case II alternatives in Equation (16) with \( N_{mc} = 10000, n_1 = n_2 = 40 \) at \( \alpha = .05 \). The empirical power labeling and superscripting for “<” and “>” are as in Table 6.

| Power estimates under the case II alternatives | \( \tilde{\beta}_F^2 \) | \( \tilde{\beta}_r^2 \) | \( \tilde{\beta}_R \) | \( \tilde{\beta}_{sr}^2 < \) | \( \tilde{\beta}_{mn}^2 < \) | \( \tilde{\beta}_{sc} \) | \( \tilde{\beta}_{c1}^2 < \) | \( \tilde{\beta}_{c2}^2 < \) |
|---|---|---|---|---|---|---|---|---|
| \( H_{II}^1 \) | .0003 | .3402 | .3128 | .5533 | .0077 | .0165 | .3142 | 2324 |
| \( H_{II}^2 \) | .0001 | .6674 | .8642 | .9629 | .1121 | .5064 | .7386 | 3707 |
| \( H_{II}^3 \) | .0000 | .8721 | .9985 | .9999 | .1268 | .7771 | .9491 | 2431 |

In this case, \( X \) points constitute a realization of the uniform distribution in the unit square, while \( Y \) points are clustered around the \( X \) points, and the level of clustering increases as \( p \) increases. The empirical power estimates under the alternatives, \( H_{II}^1, H_{II}^2, H_{II}^3 \) with \( n_1 = n_2 = 40 \) are presented in Table 7. Notice that the right-sided exact test on NN-RCT has virtually zero power, while the left-sided exact test high power which increases as \( p \) increases. \( \chi^2 \) NN reflexivity and species-correspondence tests have high power which increases as \( p \) increases, but \( Z_{s,r} \) has high power for the left-sided alternative and \( Z_{m,n} \) has mild power for the right-sided alternative, which indicates significant lack of self-reflexivity in NN structure but presence of mild mixed-nonreflexivity. The cell-specific tests have high power for the left-sided alternative with \( Z_{II}^1 \) having higher power estimates. Hence there is significant mixed-reflexivity in NN structure or mixed-nonreflexivity, and significant lack of species-correspondence or significant association between the classes. \( Z_{II}^1 \) having higher power for the left-sided alternative is due to severe lack of segregation of class \( X \) points from class \( Y \) points (or class \( Y \) points being significantly associated with class \( X \) points), and \( Z_{II}^2 \) has smaller power since \( Y \) points are clustered around \( X \) points, which also causes slight clustering of \( Y \) points.

**Case III:** For the third class of alternatives, we consider \( X_i \stackrel{iid}{\sim} \mathcal{U}((0,1-s) \times (0,1-s)) \) for \( i = 1, \ldots, n_1 \), and \( Y_j \sim \mathcal{U}((s,1) \times (s,1)) \) for \( j = 1, \ldots, n_2 \). The three values of \( s \) constitute the following alternatives:

\[
H_{II}^1 : s = 1/6, \quad H_{II}^2 : s = 1/4, \quad H_{II}^3 : s = 1/3.
\]

Notice that these alternatives are the segregation alternatives considered for Monte Carlo analysis in Ceyhan (2010b). The empirical power estimates under the segregation alternatives are presented in Table 8. The exact tests have very low power. The NN reflexivity and species-correspondence tests have high power which increases as \( s \) increases. Furthermore, \( Z_{s,r} \) has high power for the right-sided alternative and \( Z_{m,n} \) has high
power for the left-sided alternative, which indicates significant self-reflexivity in NN structure. Furthermore, there is significant species-correspondence (at the same level for both classes by construction), and the cell-specific tests are also significant for the right-sided alternatives indicating significant segregation of the classes.

| Power estimates under the case III alternatives |
|-----------------------------------------------|
| $\beta_{2}^{\hat{\beta}}$ | $\beta_{5}^{\hat{\beta}}$ | $\beta_{R}^{\hat{\beta}}$ | $\beta_{s}^{\hat{\beta}_{\hat{\beta}}>}$ | $\beta_{m,s}^{\hat{\beta}_{\hat{\beta}}>}$ | $\beta_{sc}^{\hat{\beta}_{\hat{\beta}}>}$ | $\beta_{m}^{\hat{\beta}_{\hat{\beta}>}$ | $\beta_{s}^{\hat{\beta}_{\hat{\beta}>}$ | $\beta_{m,s}^{\hat{\beta}_{\hat{\beta}}>}$ |
| $H_{1/l}$ | 0.9745 | 0.9320 | 0.4554 | 0.4541 | 0.4233 | 0.4233 | 0.5179 | 0.5215 |
| $H_{1/l}$ | 0.9613 | 0.9287 | 0.9451 | 0.8720 | 0.8709 | 0.9246 | 0.9460 | 0.9432 |
| $H_{1/l}$ | 0.9524 | 0.9220 | 0.9999 | 0.9975 | 0.9952 | 0.9100 | 0.9999 | 0.9998 |

Table 8: The power estimates under the case III alternatives with $N_{mc} = 10000$, $n_{1} = n_{2} = 40$ at $\alpha = 0.05$. The empirical power labeling and superscripting for "<" and ">" are as in Table 6.

**Case IV:** We also consider alternatives in which self-reflexive pairs are more frequent than expected by construction. We generate $X_{i} \sim S_{1}$ for $i = 1, \ldots, [n_{1}/2]$ and $Y_{j} \sim S_{2}$ for $j = 1, \ldots, [n_{2}/2]$. Then for $k = [n_{1}/2] + 1, \ldots, n_{1}$, we generate $X_{k} = X_{k-[n_{1}/2]} + r (\cos T_{j}, \sin T_{j})^{t}$ and for $l = [n_{2}/2] + 1, \ldots, n_{2}$, we generate $Y_{l} = Y_{l-[n_{1}/2]} + r (\cos T_{j}, \sin T_{j})^{t}$ where $r \in (0, 1)$ and $T_{j} \sim U(0, 2 \pi)$. Appropriate small choices of $r$ will yield an abundance of self-reflexive pairs. The three values of $r$ we consider constitute the self-reflexivity alternatives at each support pair ($S_{1}, S_{2}$). Then the nine alternative combinations we consider are given by

(i) $H_{IV}^{1}$: $S_{1} = (0, 1) \times (0, 1)$, (a) $r = 1/7$, (b) $r = 1/8$, (c) $r = 1/9$,
(ii) $H_{IV}^{2}$: $S_{1} = (0, 5/6) \times (0, 5/6)$ and $S_{2} = (1/6, 1) \times (1/6, 1)$, (a) $r = 1/7$, (b) $r = 1/8$, (c) $r = 1/9$, (18)
(iii) $H_{IV}^{3}$: $S_{1} = (0, 3/4) \times (0, 3/4)$ and $S_{2} = (1/4, 1) \times (1/4, 1)$, (a) $r = 1/7$, (b) $r = 1/8$, (c) $r = 1/9$.

| Power estimates under the case IV alternatives |
|-----------------------------------------------|
| $r$ | $\beta_{2}^{\hat{\beta}}$ | $\beta_{5}^{\hat{\beta}}$ | $\beta_{R}^{\hat{\beta}}$ | $\beta_{s}^{\hat{\beta}_{\hat{\beta}}>}$ | $\beta_{m,s}^{\hat{\beta}_{\hat{\beta}}>}$ | $\beta_{sc}^{\hat{\beta}_{\hat{\beta}}>}$ | $\beta_{m}^{\hat{\beta}_{\hat{\beta}>}$ | $\beta_{s}^{\hat{\beta}_{\hat{\beta}>}$ | $\beta_{m,s}^{\hat{\beta}_{\hat{\beta}}>}$ |
| $H_{IV}^{1}$ | 1/7 | 0.3340 | 0.0025 | 0.8713 | 0.9254 | 0.4444 | 0.8708 | 0.8894 | 0.8868 |
| $H_{IV}^{2}$ | 1/8 | 0.3903 | 0.0006 | 0.9391 | 0.9699 | 0.4955 | 0.9405 | 0.9451 | 0.9445 |
| $H_{IV}^{3}$ | 1/9 | 0.4377 | 0.0040 | 0.9726 | 0.9883 | 0.5276 | 0.9733 | 0.9741 | 0.9748 |
| $H_{IV}^{4}$ | 1/7 | 0.2599 | 0.0042 | 0.9490 | 0.9640 | 0.6771 | 0.9478 | 0.9567 | 0.9576 |
| $H_{IV}^{5}$ | 1/8 | 0.3024 | 0.0019 | 0.9756 | 0.9871 | 0.7085 | 0.9767 | 0.9775 | 0.9792 |
| $H_{IV}^{6}$ | 1/9 | 0.3387 | 0.0013 | 0.9892 | 0.9943 | 0.7320 | 0.9882 | 0.9897 | 0.9910 |
| $H_{IV}^{7}$ | 1/7 | 0.1965 | 0.0062 | 0.9914 | 0.9913 | 0.8883 | 0.9921 | 0.9918 | 0.9933 |
| $H_{IV}^{8}$ | 1/8 | 0.2289 | 0.0042 | 0.9961 | 0.9966 | 0.8924 | 0.9974 | 0.9955 | 0.9961 |
| $H_{IV}^{9}$ | 1/9 | 0.2640 | 0.0022 | 0.9984 | 0.9990 | 0.8959 | 0.9985 | 0.9974 | 0.9981 |

Table 9: The power estimates under the case IV alternatives with $N_{mc} = 10000$, $n_{1} = n_{2} = 40$ at $\alpha = 0.05$. The empirical power labeling and superscripting for "<" and ">" are as in Table 6.

In this case, under $H_{IV}^{2}$ and $H_{IV}^{3}$, by construction, there is species-correspondence and hence segregation of the classes due to the choices of the supports. Additionally, with decreasing $r$, the self-reflexive pairs will be more and more abundant. The empirical power estimates under the self-reflexivity in NN structure alternatives are presented in Table 6. Notice that left-sided exact test on the NN-RCT has almost no power. The right-sided exact test on the NN-RCT has moderate power. The NN reflexivity and species-correspondence tests all have very high power estimates. Furthermore, $Z_{r}$ has high power for the right-sided alternative and $Z_{m,s}$ has high power for the left-sided alternative, which indicates significant presence of self-reflexivity in NN structure. Also, there is significant species-correspondence (at the same level for both classes by construction), and the cell-specific tests are also significant for the right-sided alternatives indicating significant segregation of the classes. The higher power estimates for these tests increase from $H_{IV}^{1}$ to $H_{IV}^{2}$ and also they increase as $r$ decreases. Hence the higher power estimates increase as the levels of species-correspondence and self-reflexivity in NN structure increase.

**Case V:** In this case, first, we generate $X_{i} \sim U((0, 1) \times (0, 1))$ and then generate $Y_{j}$ as $Y_{j} = X_{i} + r (\cos T_{j}, \sin T_{j})^{t}$ where $r \in (0, 1)$ and $T_{j} \sim U(0, 2 \pi)$. In the pattern generated, appropriate choices of $r$ will
cause $Y_j$ and $X_i$ more associated, that is, a $Y$ point will be more likely to be the NN of an $X$ point, and vice versa. The three values of $r$ we consider constitute the three association alternatives;

$$H_{V1}^r : r = 1/4, \quad H_{V2}^r : r = 1/7, \quad H_{V3}^r : r = 1/10.$$  \hspace{1cm} (19)

These are also the association alternatives considered for Monte Carlo analysis in Cevher (2010).

The empirical power labeling and superscripting for “<” and “>” are as in Table 6.

The empirical power estimates under $H_{V1}^r - H_{V2}^r$ are presented in Table 10. Notice that right-sided exact test on the NN-RCT has virtually zero power. The left-sided exact test on the NN-RCT has moderate power. The $\chi^2$ tests of NN reflexivity and species-correspondence have high power (which increases as $r$ decreases). But $Z_{s,r}$ has high power for the left-sided alternative and $Z_{m,nt}$ has high power for the right-sided alternative only, which indicates significant lack of self-reflexivity in NN structure and presence of moderate mixed-nonreflexivity in the NN structure. Also, the cell-specific tests are also significant for the left-sided alternatives indicating significant lack of segregation (or presence of significant association) of the classes. The power estimates for these tests increase as $r$ decreases.

### 7 Example Data: Urkiola Woods Data

To illustrate the methods, we use the Urkiola Woods data, which contains locations of trees (in meters) in a secondary wood in Urkiola Natural Park, Basque region, northern Spain (Laskurain (2008)). The data set is available in the spatstat package in R (Baddeley and Turner (2005)), and contains 886 birch trees (Betula celtiberica) and 359 oak trees (Quercus robur). This data set is actually a part of a more extensive data set collected and analyzed by Laskurain (2008). The scatter plot of the tree locations are presented in Figure 1.

| pair type | self pairs | mixed pairs | total |
|-----------|------------|-------------|-------|
| NN reflexivity | reflexive pairs | 475 | 259 | 734 |
| | non-reflexive pairs | 323 | 188 | 511 |
| total | | 798 | 447 | 1245 |

Table 11: The NN-RCT for Urkiola Woods data.

The NN-RCT for this data is presented in Table 11. Notice that the ratio of the frequency of reflexive pairs to that of non-reflexive pairs is $734/511 \approx 1.44$. The same ratio among self pairs is $475/323 \approx 1.47$ and among mixed pairs is $259/188 \approx 1.38$, which are very close to the overall ratio (of the row sums). Hence, there seems to exist independence between NN reflexivity and pair type as self or mixed for the tree species in the Urkiola Woods data set.

| pair type | self | mixed | total |
|-----------|------|-------|-------|
| base species | birch | 668 | 218 | 886 |
| | oak | 130 | 229 | 359 |
| total | | 798 | 447 | 1245 |

Table 12: The SCCT for the Urkiola Woods data set containing birch and oak trees.

The SCCT for this data set is presented in Table 12. The abundance ratio for the species is $886/359 \approx 2.47$ and the ratio of the entries in the self column is $668/130 \approx 5.14$, which seems to be much larger than 2.47, suggesting presence of species-correspondence (at least for one of the species).
Figure 1: The scatter plot of the locations of birch trees (solid squares ■), and oak trees (pluses +) in the Urkiola Natural Park, Basque region, northern Spain.

| Test statistics and p-values for Urkiola Woods data |
|---------------------------------------------------|
| Test statistic | Z_{dir} | Z_{dir} | T_F | T_F | X^2 | X^2 | Z_{mn} | N_f | Z_{11} | Z_{22} |
| TS | .2346 | .5444 | 1.0674 | 8.9538 | 2.2539 | -1.9682 | 11.4079 | 2.9011 | 2.7047 |
| p_{asy} | .6251 | .3155 | .6845 | .3150 | .6850 | .0044 | .0070 | .0209 | .0032 | .0011 | .0043 |
| p_{rand} | .6282 | .2931 | .7069 | .3138* | .7274* | .0114 | .0121 | .0245 | .0033 | .0019 | .0034 |

Table 13: The test statistics and the p-values for Urkiola Woods data. Z_{sr}, Z_{mn}, X^2_F, X^2_R, Z_{11}, Z_{22}, and N_f are as defined in the text; Z_{dir} and Z_{dir} are for the right-sided and left-sided directional test Z_{dir}; T_F and T_F are one-sided Fisher’s exact test (for the right and left-sided tests on the NN-RCT, respectively). TS stands for the test statistic, p_{asy} for the p-values based on asymptotic critical values (except for the exact tests) and p_{rand} for the p-values based on Monte Carlo randomization. * The p-values for the exact tests are computed as described in Section 4.

We present the test statistics and the associated p-values in Table 13, where Z_{sr}, Z_{mn}, X^2_F, X^2_R, Z_{11}, Z_{22}, and N_f are as defined in the text, and Z_{dir} and Z_{dir} are for the right-sided and left-sided versions of the directional test Z_{dir}. Furthermore, T_F and T_F are one-sided Fisher’s exact test (for the right and left-sided tests on the NN-RCT, respectively) where the test statistic is the odds ratio. Furthermore, in this table p_{asy} stands for the p-value based on the asymptotic approximation (i.e., asymptotic critical value) except for the exact tests, p_{rand} is based on Monte Carlo randomization of the labels on the given locations of the trees 10000 times. For the exact tests, the p-value written for the p_{asy} row is computed as in Section 4. Notice that p_{asy} and p_{rand} are similar for most tests. For the tests with the correct or approximate asymptotic sampling distributions, p_{asy} and p_{rand} are very close (closest for the cell-specific and species-correspondence tests).

Notice that Pearson’s χ^2 test of independence and the corresponding one-sided exact tests on the NN-RCT suggest no significant deviation from independence. However, among these tests, the asymptotic ones do not have the correct sampling distribution, and the exact tests are valid for small sample sizes (less than about 50). Hence the asymptotic approximation and the exact tests would not be reliable. The Monte Carlo randomized p-value, p_{rand}, is very similar to p_{asy} values, suggesting independence between NN reflexivity and pair type as self or mixed. On the other hand, the Z-test for self-reflexivity in NN structure is significant for the right-sided alternative and mixed-nonreflexivity is significant for the left-sided alternative and χ^2-test for NN reflexivity, X^2_R, are all significant, implying presence of strong self-reflexivity in NN structure. Likewise, the cell-specific tests are both significant for the right-sided alternative, and the χ^2 species-correspondence
test, $\mathcal{N}_I$, is significant, implying significant species-correspondence for these species, and hence significant segregation of the species (from each other).

## 8 Discussion and Conclusions

In this article, we discuss various tests of spatial interaction in the NN structure based on contingency tables. In particular, we investigate tests of NN reflexivity and species-correspondence using contingency tables based on the NN relations between classes or species. We consider Pielou’s test proposed for niche specificity \cite{Pielou1961}, determine its appropriate null hypothesis and the underlying assumptions and demonstrate that Pielou’s contingency table intended for niche specificity is actually more appropriate for NN reflexivity (hence called as NN reflexivity contingency table (NN-RCT) in this article). As an alternative, we provide an approximate asymptotic distribution to the entries of the NN-RCT and thus propose new tests of NN reflexivity. Pearson’s $\chi^2$ test of independence (suggested by Pielou \cite{Pielou1961}) and the one-sided versions on the RCT are slightly liberal with the asymptotic approximation, but our new NN reflexivity tests are about the desired level. We also introduce a new test of species-correspondence and the associated contingency table called species-correspondence contingency table (SCCT) which is derived from NNCT for this purpose. Self-reflexivity in NN structure can account for segregation as can species-correspondence and niche specificity. In the presence of segregation, if the supports of the classes are about the same, then self-reflexivity in NN structure accounts more for segregation. If the supports of the classes are considerably different, niche specificity or species-correspondence accounts for segregation, but still self-reflexivity in NN structure might partially account for segregation. We also consider the use of Fisher’s exact test on the contingency tables and based on our extensive Monte Carlo simulations, although one version of the exact tests has the appropriate empirical level, exact tests are not the best performers in terms of power, hence are not recommended for use in practice for NN-RCT. In particular, we demonstrate that table inclusive versions of the one-sided tests are more appropriate for the NN-RCT when class sizes are small (i.e., less than about 40).

In the literature usually NN relationships are based on the distance metrics. For example, in this article, Euclidean distance in $\mathbb{R}^2$ is the only metric used. The NN relations based on dissimilarity measures is an extension of NN relations based on distance metrics. In such an extension, NN of an object, $x$, refers to the object with the minimum dissimilarity to $x$. We assume that the objects (events) lie in a finite or infinite dimensional space satisfying the lack of any inter-dependence which imply self- or mixed-reflexivity in NN structure. Under RL, the objects are fixed yielding fixed interpoint dissimilarity measures, but the labels are assigned randomly to the objects. The extensions of Pielou’s test of independence and our newly proposed test on the NN-RCT are straightforward. However our species-correspondence tests are constructed assuming data are in $\mathbb{R}^2$. In particular, the quantity $Q$ which is the number of points with shared NNs needs to be updated for higher dimensional data. The form of $Q$ in $\mathbb{R}^2$ is defined as $Q := 2 \sum_{j=1}^{n} (\frac{j}{2}) Q_j$. Usually we have $Q \approx \bar{Q}$ in practice. One may check the validity of this assumption by using the interpoint dissimilarity matrix in the classical multi-dimensional scaling \cite{Cox2001} of the data to $\mathbb{R}^2$. If the NN relations remain similar, it might be more practical to just use $Q$ instead of $\bar{Q}$ for computational purposes. Furthermore, a point can serve as a NN to more than 6 points with non-Euclidean distances or dissimilarity measures.
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