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Abstract

A system in a Birkhoff normal form with an irregular singularity of Poincaré rank 1 at the origin and a regular singularity at infinity is through the Borel-Laplace transform dual to a system in an Okubo form. Schäfke has showed that the Birkhoff system can also be obtained from the Okubo system by a simple limiting procedure. The Okubo system comes naturally with two kinds of mixed solution bases, both of which converge under the limit procedure to the canonical solutions of the limit Birkhoff system on sectors near the irregular singularity at the origin. One can then define Stokes matrices of the Okubo system as connection matrices between different branches of the mixed solution bases and use them to relate the monodromy matrices of the Okubo system to the usual Stokes matrices of the limit system at the irregular singularity. This is illustrated on the example of confluence in the generalized hypergeometric equation.

1 Introduction

A linear differential system

\[
(s - B) \frac{dv}{ds} = (A + \rho)v, \quad (s, v) \in \mathbb{C}P^1 \times \mathbb{C}^n,
\]

where \( A, B \) are constant \( n \times n \)-matrices, \( B \) is diagonal, \( \rho \in \mathbb{C} \) a parameter, is called an Okubo system, or also a hypergeometric system. Such systems appear as a natural generalization of the hypergeometric equation. It is known \([Ko2]\), that every single Fuchsian differential equation can be reduced to such a system.

The assumption that \( B \) is diagonal (or semisimple) assures that the 1-form \((s - B)^{-1} ds\) has only simple poles (placed at the eigenvalues of \( B \) and at \( \infty \)), i.e. that all the singularities of the Okubo system \([1]\) are Fuchsian.

The Okubo system \([1]\) appears also as a dual to a system in Birkhoff normal form

\[
z^2 \frac{d\psi}{dz} = (B + zA)\psi, \quad (z, \psi) \in \mathbb{C}P^1 \times \mathbb{C}^n,
\]

which has an irregular singular point at 0 and a Fuchsian singular point at \( \infty \), through the Laplace transform

\[
\psi(z) = z^{-1-\rho} \int_0^\infty v(s, \rho) e^{-\frac{z}{s}} ds, \quad |\arg s - \arg z| < \frac{\pi}{2}.
\]

This fact can be used to express the Stokes and connection matrices of the Birkhoff system in terms of connection matrices and monodromies of the dual Okubo system \([BJL, Sch1]\).
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Schäfke [Sch2] has remarked that the system (2) can be also obtained from (1) by the following confluence procedure:

let \( s = \rho z \), and \( y(z, \rho) = s^{-\rho} v(s, \rho) \),

then \( y \) satisfies

\[
(z - \frac{1}{\rho} B) \frac{dy}{dz} = (B + zA)y,
\]

which becomes (1) at the limit when \( \rho \to \infty \).

In case of rank \( n = 2 \) and \( B \) with two distinct eigenvalues, this confluence procedure corresponds exactly to the confluence of the (Gauss') hypergeometric equation to the (Kummer's) confluent hypergeometric equation.

Aside from the usual local Levelt bases at each of the singularities, the Okubo system (1) has two other kinds of natural solution bases, so called mixed bases [BJL, Sch1, OTY]: The first one, called Floquet basis, consists of the Floquet solutions (singular Levelt solutions) at different finite singularities \( \lambda_j \) (eigenvalues of \( B \)). The other, called co-Floquet basis, is in a sense dual; a co-Floquet solution at a singularity \( \lambda_j \) is one that is analytic at all other singularities \( \lambda_k, k \neq j \). Schäfke [Sch2] has studied the limits of these mixed bases in the confluent family (3) in the case where all the eigenvalues of \( B \) are distinct and has shown that they both tend to the canonical solution basis of the limit system (Borel sum of a formal fundamental solution) on sectors at the irregular singularity \( z = 0 \): the Floquet basis when \( \rho \to +\infty \), and the co-Floquet basis when \( \rho \to -\infty \).

This article exposes these results while extending them to a more general situation, where \( B \) is allowed to have multiple eigenvalues, and \( \rho \) can go to infinity along any fixed direction in one of two sectors of opening \( > \pi \) covering a neighborhood of \( \infty \) on the Riemann sphere \( \mathbb{C}P^1 \). In an analogy with [LR2, HLR] it is natural to introduce parametric Stokes matrices of the confluent family (3), as connection matrices between different branches of the Floquet (resp. co-Floquet) basis far from the origin. These parametric Stokes matrices are closely related to the monodromy of the family (3): in general, the monodromy matrices of the Floquet and co-Floquet bases can be expressed as products of these Stokes matrices and formal monodromy matrices. While the monodromy matrices diverge when \( \rho \to \infty \) (because of their formal monodromy parts which are exponential functions of \( \rho \)) these parametric Stokes matrices tend to the usual Stokes matrices of the limit system, and can be easily obtained from them (Proposition 8).

These results are illustrated in Section 2 on explicit calculations in the case of the generalized hypergeometric equation, previously studied by Duval [Du]. Duval considered the problem of convergence of the monodromy matrices to the Stokes matrices without separating formal monodromy part and the Stokes part. Therefore she could only consider limits when \( \rho \to \pm\infty \) following a discrete set of values on which the formal monodromy part is constant.

Remark 1. A different confluence procedure of the type

\[(z^2 - \epsilon) \frac{dy}{dz} = \Omega(z)y, \quad C \ni \epsilon \to 0,\]

was investigated in e.g. [Pa2, Gl1, Gl2, LR2, HLR, Kl1, Kl2]. In case of \( B \) having only two eigenvalues (one of which can be always shifted to 0), the confluence procedure (4) can be considered as a special case of (1). In this case our perspective essentially coincides with that of [LR2, HLR]. In particular, this includes the confluence in the Gauss' hypergeometric equations [MR, Ra, Zh, LR1] and in the generalized hypergeometric equation [Du].
2 General theory

Let the matrix \( B \) be diagonal with eigenvalues \( \lambda_1, \ldots, \lambda_p \) of respective multiplicities \( n_1, \ldots, n_p \), and let the matrix \( A \) be partitioned into blocks accordingly

\[
B = \begin{pmatrix} \lambda_1 I_{n_1} & \cdots & \lambda_p I_{n_p} \end{pmatrix}, \quad A = \begin{pmatrix} A_{11} & \cdots & A_{1p} \\ \vdots & \ddots & \vdots \\ A_{p1} & \cdots & A_{pp} \end{pmatrix}.
\]

The following assumption is made throughout the text:

No two eigenvalues of \( A_{jj} \) differ by a non-zero integer, \( 1 \leq j \leq p \). (5)

Notation 2. For any \( n \times n \)-matrix \( X \), let \((X_{ij})_{1 \leq i,j \leq n}\) be its bloc-partition according to \( B \), and denote \( X \cdot j = \) the \( j \)-th bloc column of \( X \).

2.1 Fundamental solution of the limit system (2)

It is well-known (see for example [Ba]) that the system (2) can be bloc-diagonalized by means of a formal power series transformation \( \psi = \hat{T}(z) \phi \), with

\[
\hat{T}(z) = \sum_{k=0}^{+\infty} T^{(k)} z^k, \quad T^{(0)} = 0.
\]

Under the assumption (5), the formally transformed system can be given the following Birkhoff form

\[
z^2 \frac{d\phi}{dz} = (B + zA_D)\phi, \quad \text{with} \quad A_D = \begin{pmatrix} A_{11} & \cdots & \\ \vdots & \ddots & \vdots \\ & \cdots & A_{pp} \end{pmatrix}.
\]

Therefore the system (2) has a formal fundamental solution \( \hat{\Psi}(z) \) whose \( j \)-th bloc-column is given by

\[
\hat{\Psi}_j(z) = \hat{T}_j(z) z^{\lambda_j} e^{-z\lambda_j}.
\]

While \( \hat{T}(z) \) is in general divergent, it is Borel summable. More precisely each its column \( T_j(z) \) is Borel summable in all directions \( \alpha \) with \( e^{i\alpha} R^+ \) disjoint from all \( \lambda_i - \lambda_j \), \( i \neq j \) (such direction \( \alpha \) will be called non-singular). Let

\[
U_j(s) = \sum_{k=0}^{+\infty} \frac{T_j^{(k)}}{k!} s^k
\]

be the formal Borel transform of \( z \hat{T}_j(z) \), convergent near \( s = 0 \) and extended analytically on the universal covering of \( \mathbb{C} \setminus \{ \lambda_i - \lambda_j \mid 1 \leq i \leq p, \ i \neq j \} \). The matrix function \( U(s) \) is a solution to linear system

\[
s \frac{dU}{ds} - B \frac{dU}{ds} + \frac{dU}{ds} B = AU - UA_D,
\]

with Fuchsian singularities at the points \( \lambda_i - \lambda_j \) and \( \infty \). In particular, \( U \) has only a moderate growth at each of the singularities. Therefore the Borel sum of \( \hat{T}_j(z) \) in a non-singular direction \( \alpha \) is well-defined by the Laplace integral

\[
T_{[\alpha],j}(z) = \frac{1}{z} \int_{0}^{+\infty} e^{i\alpha} U_j(s) e^{-z s} ds,
\]
which converges and is bounded for \( z \) in the open half-plane bisected by \( e^{i\alpha} \mathbb{R}^+ \), and whose value is independent of when the direction \( \alpha \) varies a bit. In another words, the sectoral transformation \( T_{[\alpha]} \) depends only on the homotopy class \([\alpha]\) of the direction \( \alpha \in \mathbb{R} \setminus \{\text{singular directions}\} \), and one can consider it as defined on a sector in the \( z \)-plane
definition of the Okubo system (2).

**Remark 3.** Note that by the Liouville-Ostrogradski formula \( \det \mathcal{F}_{[\alpha]}(\infty) \) has on each of these sectors a canonical solution basis \( \Psi_{[\alpha]}(z) \)
defined by analytic continuation). It is an easy fact that for two neighboring direction classes \([\alpha_1], [\alpha_2]\) the Stokes matrix \( S_{[\alpha_1][\alpha_2]}(\infty) \) is unipotent with only non-zero off-diagonal entries at the positions \((j, i)\) corresponding to the singularity \( \lambda_i - \lambda_j \) separating the direction classes \([\alpha_1], [\alpha_2]\).

For every pair of non-singular directions \( \alpha_1, \alpha_2 \) there is Stokes matrix \( S_{[\alpha_1][\alpha_2]}(\infty) \)
(defined by analytic continuation). It is an easy fact that for two neighboring direction classes \([\alpha_1], [\alpha_2]\) the Stokes matrix \( S_{[\alpha_1][\alpha_2]}(\infty) \) is unipotent with only non-zero off-diagonal entries at the positions \((j, i)\) corresponding to the singularity \( \lambda_i - \lambda_j \) separating the direction classes \([\alpha_1], [\alpha_2]\).

**Remark 3.** Note that by the Liouville-Ostrogradski formula \( \det T_{[\alpha]} \) is constant in \( z \) and therefore equal to 1.

### 2.2 Fundamental solutions of the Okubo system

The Okubo system \([1]\) has \((p + 1)\) Fuchsian singularities on \( \mathbb{CP}^1 \) at the points \( \lambda_j \), \( 1 \leq j \leq p \), and \( \infty \). Near each \( s = \lambda_j \), the system is written as

\[
(s - \lambda_j) \frac{dv}{ds} = E_j(A + \rho) + O(s - \lambda_j),
\]

\( E_j \) denoting the \( j \)-th bloc column of the identity matrix, and \( O(s - \lambda_j) \) standing for holomorphic terms that vanish at \( \lambda_j \). Its local “multipliers” are therefore \( A_{jj} + \rho \) in the \( j \)-th bloc and 0 in the other \((p - 1)\) blocs.

The system comes with two kinds of canonical mixed bases that will be of interest in this article. The first one, which will be denoted \( V^+ \), consists of the so called Floquet solutions \( V^+_j(s, \rho) \), which behave asymptotically like \( E_j(s - \lambda_j)^{A_{jj} + \rho} \) at the respective singularities \( \lambda_j \). The second one, denoted by \( V^- \), is in a sense dual to the Floquet basis; it consists of solutions \( V^-_j(s, \rho) \) that are analytic at each other singularity \( \lambda_i, i \neq j \). This section describes these two bases in more detail.

**Definition 4.** Let \( P^+ \) be a sector at \( \infty \) in the parameter \( \rho \)-space, on which \( \arg \rho \in ]-\pi + \eta, \pi - \eta[ \), with 0 < \( \eta < \frac{\pi}{2} \) fixed arbitrary, and |\( \rho \)| is sufficiently big so that \( \rho \notin \mathbb{N}_{>0} - (\text{Spec } A \cup \text{Spec } A_D) \).

Symmetrically, let \( P^- \) be a sector at \( \infty \) on which \( \arg \rho \in ]\eta, 2\pi - \eta[ \), and |\( \rho \)| is sufficiently big so that \( \rho \notin \mathbb{N}_{>0} - (\text{Spec } A \cup \text{Spec } A_D) \).

**The Floquet bases.** If \( \Re(\rho) > 0 \) and \( \rho \) is large enough so that all eigenvalues of \( A_{jj} + \rho \) have positive real part, then the matrix function \( (s - \lambda_j)^{A_{jj} + \rho} \) vanishes when \( s \) approaches \( \lambda_j \) radially. Correspondingly, consider the space of solutions of \([1]\) that vanish when \( s \to \lambda_j \) radially. \([1]\) It is invariant by the local monodromy, and it follows

\(^{1}\)Note that no nontrivial combination of the other solutions corresponding to the multiplier 0 can vanish at the singularity, they are asymptotically bigger and cannot hide behind the vanishing solutions. This is what makes this subspace of the space of solutions well-defined.
from the local theory of Fuchsian singularities (cf. [IY, Le]) and the assumption \([5]\) on \(A_{jj}\), that this space has a unique basis written as

\[
V_j^+(s, \rho) = (E_j + O(s - \lambda_j)) \cdot (s - \lambda_j)^{A_{jj} + \rho}.
\]

(11)

This construction can be extended to all parameters \(\rho \in P^+\), if instead of letting \(s\) approach \(\lambda_j\) radially, one lets it approach \(\lambda_j\) following a suitable logarithmic spiral along which \((s - \lambda_j)^{A_{jj} + \rho} \to 0\). More precisely, \(s\) should follow a real positive trajectory of the vector field \(-e^{i\theta}(s - \lambda_j)\partial_s\), for some \(\theta \in (-\tfrac{\pi}{2}, \tfrac{\pi}{2}]\) with \(\Re(e^{i\theta} \rho) > 0\).

The Floquet solution \(V_j^+\) is closely related to the \(j\)-th formal canonical solution \([9]\) of the dual Birkhoff system \([2]\). In fact, the formal Borel transform (=term-wise inverse Laplace transform) of \(z^{\rho+1} \Psi_j(z)\) equals to the convolution integral \([Sch1]\)

\[
I_j^+(s, \rho) := \int_{\lambda_j}^s U_j(\sigma - \lambda_j)(s - \sigma)^{A_{jj} + \rho - 1} d\sigma \cdot \Gamma(A_{jj} + \rho)^{-1},
\]

where the matricial Gamma function is defined as usual by the integral \(\Gamma(A_{jj} + \rho) = \int_0^{+\infty} t^{-(A_{jj} + \rho - 1)} e^{-t} dt\), and \(U(s)\) is given in \([7]\). The integral \([12]\), also known as \(\text{Riemann-Liouville integral}\) with base-point at \(\lambda_j\), solves \([4]\), and moreover it satisfies \(\mathcal{L}_j(s, \rho) = I_j^+(s, \rho - 1)\), and therefore solves the difference equation

\[
(s - B)I_j^+(s, \rho - 1) = (A + \rho)I_j^+(s, \rho).
\]

The canonical solution \(\Psi_{[\alpha]}\) \([9]\) of the Birkhoff system equals

\[
\Psi_{[\alpha],j}(z) = z^{-\rho-1} \int_{\lambda_j}^{+\infty e^{i\alpha}} I_j^+(s, \rho) e^{-z} ds.
\]

(13)

The Floquet solution \(V_j^+\) is obtained from \(I_j^+\) after a normalization: \(\text{2}\)

\[
V_j^+(s, \rho) = \int_{\lambda_j}^s U_j(\sigma - \lambda_j)(s - \sigma)^{A_{jj} + \rho - 1} d\sigma \cdot (A_{jj} + \rho).
\]

(14)

The integrating path in \([14]\) is such that \(\sigma\) follows a positive real trajectory of the vector field \(e^{i\theta}(s - \lambda_j)\partial_s\) from the point \(\lambda_j\) to \(s\), with suitable \(\theta\) as above, avoiding other singularities \(\lambda_i, i \neq j\) of \(U_j(\sigma - \lambda_j)\). The set of points \(s\) which can be reached by such paths with varying \(\theta\) then defines a ramified domain on which \([14]\) is defined. Note that if \(\arg(s - \lambda_j) = \alpha - \theta\), then the integrating trajectory approaches \(\lambda_j\) in the asymptotic direction \(\alpha\).

Let \(\Omega_{[\alpha],j}^+(\rho)\) be a (ramified) domain consisting of those \(s\) that can be reached by such trajectory for some direction \(\alpha\) in the given homotopy class,

\[
\Omega_{[\alpha],j}^+(\rho) \subseteq \{s \in \mathbb{C} | \arg(s - \lambda_j) = \alpha' - \theta, |\theta| < \tfrac{\pi}{2}, |\theta + \arg \rho| < \tfrac{\pi}{2}, \alpha' \in [\alpha]\},
\]

and let \(\Omega_{[\alpha],j}^+(\rho) := \bigcap_j \Omega_{[\alpha],j}^+(\rho)\). The restriction of \(V^+\) to \(\Omega_{[\alpha]}^+\) will be denoted \(V_{[\alpha]}^+\). Different homotopy classes of non-singular directions \([\alpha]\) give rise to to different branches \(V_{[\alpha]}^+\) of \(V^+\) near infinity.

**The co-Floquet bases.** For given index \(j\), and a direction \(\alpha\) such that \(\lambda_i - \lambda_j \notin e^{i\alpha} \mathbb{R}^+, \ i \neq j\), define the co-Floquet solution \(V_{[\alpha],j}^-\) at a singularity \(\lambda_j\) as the unique solution analytic on \(\mathbb{C} \smallsetminus \{\lambda_j + e^{i\alpha} \mathbb{R}^+\}\) and having the following asymptotic behavior near \(\lambda_j\):

\[
V_{[\alpha],j}^-(s, \rho) = (E_j + O(s - \lambda_j)) \cdot (s - \lambda_j)^{A_{jj} + \rho},
\]

(15)

\(\text{2The fact that \([14]\) has the asymptotic behavior \([11]\) is easily verified by integrating per partes.}
with $O$ denoting the usual Landau symbol (the corresponding terms may be omitted).

Let's be more precise about where does it come from. For each singularity $\lambda_i$ and $\rho \in P^-$ large enough so that $A_{ij} + \rho$ has no positive eigenvalue, define $W_{ij}$ as the space of solutions analytic at $\lambda_i$. It follows from the local theory of Fuchsian singularities (cf. [LY, LE]) that this space is tangent exactly to the the $(p-1)$ vector-blocks $E_k$, $k \neq i$, corresponding to the multiplier $0$. For a point $s \in \lambda_j - e^{i\alpha}R^+$, continue each solution subspace $W_{ij}$, $i \neq j$, toward $s$ in the cut plane $\mathbb{C} \setminus \{\lambda_j + e^{i\alpha}R^+\}$, and define the subspace $W_{ij}$ as their intersection. Since it consists of solutions analytic at each $\lambda_k$, $k \neq j$, it does not depend on the way the $W_{ij}$ are continued around the singularities $\lambda_k$, only on the direction $\alpha$ of the cut.

Following [Sch1], there is a canonical bloc-solution of (1) generating the space $W_{\alpha,j}$ given by the integral:

$$I_{\alpha,j}(s, \rho) := \int_{\lambda_j}^{+\infty e^{i\alpha}} U_j(\sigma - \lambda_j)(\sigma - \sigma)^{A_{ij}}(\sigma + \rho - \rho) d\sigma \cdot \Gamma(1 - A_{ij} - \rho)e^{-\pi i(A_{ij} + \rho)},$$

(16)

which satisfies again $\frac{d\sigma}{d\sigma} I_j(s, \rho) = I_j(s, \rho - 1)$, and therefore solves the difference equation

$$(s - B)I_j(s, \rho - 1) = (A + \rho)I_j(s, \rho).$$

(17)

The integral $I_{\alpha,j}$ is a Laplace transform of the canonical solution $\Psi_{\alpha,j}$

$$I_{\alpha,j}(s, \rho) := \int_{0}^{+\infty e^{i\alpha}} z^{\rho - 1} \Psi_{\alpha,j}(z) e^{-\pi i z} dz,$$

which in turn equals to

$$\Psi_{\alpha,j}(z) = z^{\rho - 1} \frac{1}{2\pi i} \int_{\gamma_{\alpha,j}} I_j(s, \rho) e^{-\pi i z} ds,$$

(18)

where the path $\gamma_{\alpha,j}$ encircles the ray $\lambda_j + e^{i\alpha}R^+$ in positive direction. While $\Psi_{\alpha,j}$ is defined on a sector at $0$ of an opening $\pi$ bisected by $e^{i\alpha}R^+$, the integral $I_{\alpha,j}$ is defined on a sector at $\lambda_j$ bisected by $\lambda_j + e^{i(\alpha + \pi)}R^+$ of an opening $\pi$.

The co-Floquet solution is obtained after a normalization

$$V_{\alpha,j}(s, \rho) = \int_{\lambda_j}^{\infty} U_j(\sigma - \lambda_j)(\sigma - \sigma)^{A_{ij}}(\sigma + \rho - \rho) d\sigma \cdot (A_{ij} + \rho).$$

(19)

In the default situation when $R(\rho) < 0$ the integration path is the straight ray $\sigma \in \lambda_j + e^{i\alpha}R^+$ and the integral is defined for $s \in \lambda_j - e^{i\alpha}R^+$ and extended analytically from there. In a general situation, the integration path follows a negative real trajectory of the vector field $e^{\theta}(s - \sigma)\partial_{\theta}$ from the point $\lambda_j$ to $\infty$, with a suitable $\theta \in [-\pi, \pi]$ such that $R(e^{\theta}) < 0$, that is end-point homotopic to the ray $\lambda_j + e^{i(\alpha + \pi)}R^+$ in $\mathbb{C}^p \setminus \{\lambda_i, i \neq j\}$. The set of points $s$ that can be reached by such paths defines again a (ramified) sectoral domain

$$\Omega_{\alpha,j}^-(\rho) \subseteq \{s \in \mathbb{C} | \arg(s - \lambda_j) = \alpha' - \theta + \pi, |\theta| < \frac{\pi}{2}, |\theta - \pi + \arg\rho| < \frac{\pi}{2}, \alpha' \in [\alpha]\},$$

on which the integral (19) is naturally defined. Let $\Omega_{\alpha,j}^-(\rho) := \bigcap_j \Omega_{\alpha,j}^-(\rho)$.

**Proposition 5.** For $\rho \in P^+ \cap P^-$ and $s \in \lambda_j + e^{i\alpha}R^+$, let $s = \lambda_j + e^{2\pi i(s - \lambda_j)}$, then

$$V_{\alpha,j}(s, \rho) = [V_{\alpha,j}(s, \rho) - V_{\alpha,j}^-(s, \rho)] \cdot [e^{2\pi i(A_{ij} + \rho)} - 1]^{-1},$$

or equivalently

$$I_{\alpha,j}^+(s, \rho) = \frac{1}{2\pi i} [I_{\alpha,j}^-(\tilde{s}, \rho) - I_{\alpha,j}^-(s, \rho)],$$

i.e. $I_{\alpha,j}^+$ is a hyperfunction defined by the boundary value of $\frac{1}{2\pi i} I_{\alpha,j}^-$ on $\lambda_j + e^{i\alpha}R^+$. 


where is a canonical solution to the bloc-diagonal system (3) has two kinds of canonical fundamental matrix solutions \( Y \).

2.3 Fundamental matrix solutions of the confluent family

Corollary 7. For \( \rho \in P^+ \) (resp. \( \rho \in P^- \)) the Floquet (resp. the co-Floquet) solutions form a basis of the solution space.

2.3 Fundamental matrix solutions of the confluent family

The system (3) has two kinds of canonical fundamental matrix solutions \( Y_{±} \) corresponding to the Floquet and co-Floquet bases of (2). In order to obtain a convergence when \( \rho \to \infty \), one has to be a bit careful with the choice of their branch. It is convenient to write them as

\[
Y_{±} = T_{±} \Phi(z, \rho),
\]

where

\[
\Phi(z, \rho) := z^{-\rho} (z - \frac{B}{\rho})^{A_D+\rho},
\]

is a canonical solution to the block-diagonal system

\[
z(z - \frac{B}{\rho}) \frac{d\phi}{dz} = (B + zA_D) \phi,
\]

Proof. For the sake of completeness we will sketch here the proof in the co-Floquet case; the Floquet case is almost identical and can be found in [Ok1, Ko1, Ko2].

The co-Floquet solution has the following asymptotic behavior w.r.t. \( \rho \) (see [Sch1, theorem (4.6)):

\[
V_{[\alpha]}(s, \rho) \cdot (s-\lambda_j)^{-A_{jj} - \rho} = E_j + O(1), \quad \text{when} \quad \Re(\rho) \to -\infty,
\]

locally uniformly in the cut plane \( \mathbb{C} \setminus (\lambda_j + e^{i\alpha} \mathbb{R}^+) \). Now, for \( m \in \mathbb{N} \) it follows from (17) by induction that

\[
I_{[\alpha]}(s, \rho - m) \cdot (s-\lambda_j)^m = (A+\rho-m+1) \cdots (A+\rho) \cdot I_{[\alpha]}(s, \rho),
\]

and hence

\[
\Gamma(-A-\rho) \cdot \Gamma(-A-\rho+m)^{-1} \cdot V_{[\alpha]}(s, \rho - m) \cdot (s-\lambda_j)^{-A_{jj} - \rho + m} = V_{[\alpha]}(s, \rho) \cdot (s-\lambda_j)^{-A_{jj} - \rho} \cdot \Gamma(-A_jj - \rho) \cdot \Gamma(-A_jj - \rho + m)^{-1}.
\]

Therefore

\[
\frac{\det \Gamma(-A_D - \rho + m)}{\det \Gamma(-A_D - \rho + m)} \cdot \det \left[ V_{[\alpha]}(s, \rho - m) \cdot (s-B)^{-A_B - \rho + m} \right] = \det \left[ V_{[\alpha]}(s, \rho) \cdot (s-B)^{-A_B - \rho} \right] \cdot \frac{\det \Gamma(-A_D - \rho)}{\det \Gamma(-A_D - \rho)}.
\]

Letting \( m \to +\infty \) and using (22) and usual formulas for the \( \Gamma \)-function, one can see that both expressions on the left side tend to 1. 

Proof. Follows from the construction.

Proposition 6 (Gauss–Kummer’s formula).

\[
det V_{[\alpha]}^+(s, \rho) = \frac{\det \Gamma(A_D + \rho + 1)}{\det \Gamma(A + \rho + 1)} \cdot \det (s-B)^{A_D+\rho},
\]

\[
det V_{[\alpha]}^-(s, \rho) = \frac{\det \Gamma(-A - \rho)}{\det \Gamma(-A_D - \rho)} \cdot \det (s-B)^{A_D+\rho}.
\]
whose branch needs to be selected so that it converges to the adequate branch of

\[ \Phi(z, \infty) := z^{A_D} e^{-\frac{z}{2}} , \]

when \( \rho \to \infty \). The bloc-diagonalizing transformation \( T^\pm_{[\alpha]} \) is defined by

\[ T^\pm_{[\alpha]}(z, \rho) = V^\pm_{[\alpha]}(\rho z, \rho) \cdot (\rho z - B)^{-A_D - \rho} , \]

where the branch of \((\rho z - B)^{-A_D - \rho}\) is chosen in accord with the one inside the integral \([14], [19]\). Hence

\[ T^\pm_{[\alpha], j}(z, \rho) = \int_0^{\rho z - \lambda_j} U_j(\sigma) \left( \frac{\rho z - \lambda_j - \sigma}{\rho z - \lambda_j} \right)^{A_j + \rho} \frac{d\sigma}{\rho z - \lambda_j - \sigma} \cdot (A_j + \rho) , \quad (25) \]

where the integration path follows a positive trajectory of the vector field \( e^{i\theta(\rho z - \lambda_j - \sigma)} \partial_\sigma \) from the point 0 to \( \rho z - \lambda_j \), and the branch of \( \left( \frac{\rho z - \lambda_j - \sigma}{\rho z - \lambda_j} \right)^{A_j + \rho} \) is chosen so that it is equal 1 at the endpoint. Remark, that at the limit, when \( \rho \to \infty \) radially with fixed \( \arg \rho \), the trajectories of the given vector field become trajectories of the vector field \( e^{i\alpha} \partial_z \) with \( \alpha = \theta + \arg \rho + \arg z \). Therefore the integral \( (25) \) has a well-defined limit

\[ T^\pm_{[\alpha], j}(z, \infty) = \frac{1}{z} \int_0^{+\infty e^{i\alpha}} U_j(\sigma) e^{-\frac{z}{2}} d\sigma . \]

Similarly,

\[ T^-_{[\alpha], j}(z, \rho) = \int_0^{\infty} U_j(\sigma) \left( \frac{\rho z - \lambda_j - \sigma}{\rho z - \lambda_j} \right)^{A_j + \rho} \frac{d\sigma}{\rho z - \lambda_j - \sigma} \cdot (A_j + \rho) , \quad (26) \]

where the integration path follows a positive trajectory of \( e^{i\theta - \pi(\rho z - \lambda_j - \sigma)} \partial_\sigma \) from the point 0 to \( \infty \), which at the limit, when \( \rho \to \infty \) radially, becomes a trajectory of \( e^{i\alpha} \partial_z \) with \( \alpha = \theta + \arg \rho - \pi + \arg z \), and the integral \( (26) \) becomes

\[ T^-_{[\alpha], j}(z, \infty) = \frac{1}{z} \int_0^{+\infty e^{i\alpha}} U_j(\sigma) e^{-\frac{z}{2}} d\sigma . \]

The transformations \( T^\pm_{[\alpha]}(\cdot, \rho) \) are defined on sectors

\[ \mathcal{S}^\pm_{[\alpha]}(\rho) := \frac{1}{\rho} \Omega^\pm_{[\alpha]}(\rho) , \]

which tend to a subsector of \( \mathcal{S}_{[\alpha]}(\infty) \) \([8]\) depending on the radial direction in which \( \rho \to \infty \).

**Stokes matrices of the confluent family** Fixing a branch of \( \Phi(z, \rho) \) near \( z = \infty \) and its restrictions to the sectors \( \mathcal{S}^\pm_{[\alpha]}(\rho) \) one obtains a canonical set of fundamental matrix solutions \( Y^\pm_{[\alpha]}(z, \rho) \) \([23]\). The connection matrices between these solutions near \( z = \infty \) corresponding to different non-singular directions \( \alpha_1, \alpha_2 \)

\[ Y^\pm_{[\alpha_2]} = Y^\pm_{[\alpha_1]} \cdot S^\pm_{[\alpha_1][\alpha_2]}(\rho) \]

will be called **Stokes matrices** of the family.
Proposition 8.

\[
S^+_{[α_1][α_2]}(ρ) = ρ^{A_D} Γ(Α_D + ρ + 1)^{-1} S^+_{[α_1][α_2]}(∞) Γ(Α_D + ρ + 1) ρ^{-A_D},
\]
\[
S^-_{[α_1][α_2]}(ρ) = (e^{-πi} ρ)^{-A_D} Γ(-Α_D - ρ) S^-_{[α_1][α_2]}(∞) Γ(-Α_D - ρ)^{-1} (e^{-πi} ρ)^{-A_D},
\]
which tends to the Stokes matrix \( S_{[α_1][α_2]}(∞) \) when \( ρ \to ∞ \) in \( P^± \) respectively. For two neighboring direction classes \([α_1], [α_2]\) the Stokes matrix \( S^±_{[α_1][α_2]}(ρ) \) is unipotent with only non-zero off-diagonal blocks at the positions \((i, j)\) corresponding to the direction of \((λ_i - λ_j)\) \( R^+ \) separating \( α, α' \).

Proof. This follows from the relation

\[
I^+_{[α_2]}(s, ρ) = I^+_{[α_1]}(s, ρ) · S^+_{[α_1][α_2]}(ρ),
\]
which is a consequence of the formulas \([13]\), resp. \([18]\). □

**Example 9** (Figure 1). Suppose \( B \) has just three eigenvalues \( λ_i, i = 1, 2, 3 \) and assume they are not collinear. For simplicity we will consider only the default situation when \( ρ \in R^± \) and restrict the domains of \( Y^±_{[α]} \) to a smaller sector consisting of the points \( z \in C \) for which the integration path in \([25]\), resp. \([26]\), can be taken a straight segment. Near \( ∞ \), these sectors are are separated by the outer parts of lines through \( λ_i, λ_k \), whose crossing is governed by the Stokes matrices. For each singularity \( λ_j \) or \( ∞ \) make a cut (wavy line in Figure 1) from the origin on which the formal solution \( Φ \) is branched, and therefore changed by its formal monodromy

\[
N_j = \begin{pmatrix}
I_{n_1} & ... & ... & I_{n_3} \\
\ldots & e^{2πi(A_{jj} + ρ)} & \ldots & \ldots \\
\ldots & \ldots & \ldots & \ldots
\end{pmatrix}, \quad j = 1, 2, 3, \quad \text{and} \quad N_∞ = e^{-2πiA_D}.
\]

3 Confluence in generalized hypergeometric equation

This section illustrates the confluence procedure on the example of the generalized hypergeometric equation, where things can be expressed very explicitly. Most of the formulas come from [Du, OTY, Lu]. To simplify the writing we adopt the following notation.
Notation 10. Let $\alpha = (\alpha_1, \ldots, \alpha_n), \beta = (\beta_1, \ldots, \beta_n) \in \mathbb{C}^n$ and denote

- $\hat{\beta}^j \in \mathbb{C}^{n-1}$ obtained from $\beta$ by omitting the $j$-th component, similarly with $\hat{\beta}^{n-j} \in \mathbb{C}^{n-2}$,
- for $c \in \mathbb{C}$, let $\alpha - c := (\alpha_1 - c, \ldots, \alpha_n - c)$,
- for a function $f : \mathbb{C} \rightarrow \mathbb{C}$, write shortly $f(\alpha) := \Pi_i f(\alpha_i)$.

In the above notation, the generalized hypergeometric equation of order $n$, is written as $D\left(\frac{\alpha}{\beta} \mid s\right)w = 0$, where

$$D\left(\frac{\alpha}{\beta} \mid s\right) := s(\delta_s + \alpha_n) \ldots (\delta_s + \alpha_1) - (\delta_s + \beta_n - 1) \ldots (\delta_s + \beta_1 - 1) = s(\delta_s + \alpha) - (\delta_s + \beta - 1),$$

(27)

and $\delta_s = \frac{d}{ds}$ is the Euler operator. It has three regular singular points at 0, 1 and $\infty$. Since

$$D\left(\frac{\alpha+c}{\beta+c} \mid s\right)w = s^cD\left(\frac{\alpha}{\beta} \mid s\right)w,$$

(28)

one can always use the transformation $w \mapsto s^{1-\beta}w$, to bring the equation to a more usual form in which one of the $\beta_j$’s equals 1: $D\left(\frac{\alpha+1-\beta_j}{\beta+1-\beta_j} \mid s\right)$. The equation (27) has thus $n$ local solution at $s = 0$ given by the hypergeometric series

$$s^{1-\beta_n}F_{n-1}\left(\frac{\alpha+1-\beta_j}{\beta+1-\beta_j} \mid s\right) := s^{1-\beta_j} \sum_{k=0}^{+\infty} \frac{\alpha(1-\beta_j)_k}{(\beta+1-\beta_j)_k (1)_k} s^k, \quad 1 \leq j \leq n,$$

convergent for $|s| < 1$, where $(a)_k$ denotes the Pochhammer symbol

$$(a)_k = a(a+1) \ldots (a+k-1), \quad (a)_0 = 1.$$

These solutions are linearly independent if no two $\beta_j$’s differ by an integer.

Remark 11. There is a symmetry between the singular points 0 and $\infty$ given by the relation

$$D\left(\frac{\alpha}{\beta} \mid s\right) = (-1)^n s D\left(\frac{1-\beta}{1-\alpha} \mid \frac{1}{s}\right).$$

(29)

In the case of the Gauss’ hypergeometric equation ($n = 2$) there is also a symmetry between the two singular points 0, 1 due to the relation

$$D\left(\frac{\alpha_1, \alpha_2}{1, \beta} \mid s\right) = \frac{s}{1-s} D\left(\frac{\alpha_1, \alpha_2}{1, -\gamma} \mid 1-s\right), \quad \gamma = \beta - 1 - \alpha_1 - \alpha_2.$$

This symmetry is broken for $n > 2$.

The confluence. We are interested in the situation when $\beta_n \rightarrow \infty$. The situation when $\alpha_n \rightarrow \infty$ would be similar due to the symmetry (29). Let

$$\rho = \beta_n - 1, \quad s = \rho \zeta$$

then

$$\frac{1}{\rho} D\left(\frac{\alpha}{\beta} \mid \rho \zeta\right) = \zeta(\delta_z + \alpha) - (\frac{1}{\rho} \delta_z + 1)(\delta_z + \hat{\beta}^n - 1),$$

(30)

where the regular singularities at $z = 0$ and $z = \frac{1}{\rho}$ merge for $\rho \rightarrow \infty$ to form an irregular singularity.
Setting \( y = (y_1, \ldots, y_n)^T \), with
\[
y_{i+1}(z, \rho) = (\delta_i + \beta_i - 1)y_i(z, \rho), \quad \text{for} \quad 1 \leq i \leq n-1,
\]
the equation \([30]: \frac{1}{\rho} D \left( \begin{array}{c} \alpha \\ \beta \end{array} \right) \rho z \right) y_1 = 0\) is written in the form of a family of systems \([33] \) with
\[
B = \begin{pmatrix} 0 & \cdots & 0 \\ \vdots & \ddots & \vdots \\ 0 & \cdots & 1 \end{pmatrix}, \quad A = \begin{pmatrix} 1-\beta_1 & 1 & \cdots & 1-\beta_{n-1} & 1 \\ \vdots & \ddots & \vdots & \vdots & \vdots \\ 1 & \cdots & 1 & \cdots & 1 \end{pmatrix}, \tag{31}
\]
\[
\gamma := \sum_{i=1}^{n-1} (\beta_i - 1) - \sum_{i=1}^{n} \alpha_i,
\]
where \( A \) has \(-\alpha_1, \ldots, -\alpha_n\) as eigenvalues.

**The Okubo system.** The corresponding Okubo system
\[
(s - B)^{\frac{dv}{ds}} = (A + \rho)v \tag{32}
\]
for \( v(s, \rho) = s^{-\rho} y(z, \rho) \), is associated to the generalized hypergeometric equation
\[
D \left( \begin{array}{c} \alpha - \rho \\ \beta - \rho \end{array} \right) s v_1(s, \rho) = 0, \quad v_{i+1}(s, \rho) = (\delta_i + \beta_i - 1 - \rho)v_i(s, \rho).
\]

Suppose now, that
\[
\beta_i - \beta_j \notin \mathbb{Z} \quad \text{for all} \quad i \neq j. \tag{33}
\]
For \( \rho \neq -\infty \), we have \( n - 1 \) singular solutions of the Okubo system near \( s = 0 \) whose first component is given by
\[
\tilde{v}^+_1(s, \rho) = s^{1-\beta_1+\rho} nF_{n-1} \left( \begin{array}{c} \alpha + 1-\beta_j \\ \beta_1 + 1-\beta_j \end{array} \right) s, \quad |s| < 1, \quad 1 \leq j \leq n - 1,
\]
and one singular solution at \( s = 1 \) given by Meijer G-function
\[
\tilde{v}^+_n(s, \rho) = G^{n,0}_{n,n} \left( \begin{array}{c} \beta \\ \alpha \end{array} \right) \frac{1}{z} \cdot \Gamma(1+\gamma+\rho), \quad |s| > 1,
\]
\[
= (s-1)^{\gamma+\rho} \sum_{k=0}^{+\infty} \frac{(-1)^k c_k}{(\gamma + \rho + 1)_{k+n-1}} (s-1)^{k+n-1}, \quad |s-1| < 1,
\]
with \( c_0 = 1 \) and the coefficients \( c_k \) independent of \( \rho \) (see [Du], p. 601)
\[
c_k = \sum_{i_1 + \cdots + i_{n-1} = k} \prod_{j=1}^{n-1} \frac{(\beta_i - \alpha_i + i_1 + \cdots + \beta_j - \alpha_j + i_j)_{i_j}}{i_j!} (\beta_j - \alpha_j + i_j)_{i_j}. \tag{34}
\]

It is easy to see that the terms of the fundamental solution matrix \( \tilde{V}^+ = (\tilde{v}^+_i) \) have the asymptotic behavior
\[
\tilde{V}^+(s, \rho) \sim (R + O(1)(s - B)) (s - B)^{\delta_d + \rho},
\]
where the upper-triangular matrix \( R = (r_{ij}) \)
\[
r_{1j} = 1, \quad r_{ij} = (\beta_1 - \beta_j) \cdots (\beta_{i-1} - \beta_j), \quad \text{for} \quad i > 1, \quad \text{and} \quad r_{nn} = 1, \quad r_{in} = 0, \quad i < n,
\]
commutes with $B$ and diagonalizes

\[ A_D = \begin{pmatrix} 1 - \beta_1 & 1 & \cdots & 1 \\ \vdots & \ddots & \ddots & \vdots \\ 1 & \cdots & 1 - \beta_{n-1} & \gamma \end{pmatrix}, \quad R^{-1}A_D R = \tilde{A}_D := \begin{pmatrix} 1 - \beta_1 & \cdots & \cdots & \cdots \\ \vdots & \ddots & \ddots & \vdots \\ \cdots & \cdots & 1 - \beta_{n-1} & \gamma \end{pmatrix}. \]

Therefore,

\[ V^+(s, \rho) = \tilde{V}^+(s, \rho)R^{-1} \tag{35} \]

is the Floquet bases of the Okubo system (32) with the asymptotic behavior (11), while $R^{-1}\tilde{V}^+$ is the Floquet basis of the Okubo system with $\tilde{B} = B, \tilde{A} = R^{-1}AR$.

Monodromy matrices $\tilde{m}_0^+(\rho)$ and $\tilde{m}_1^+(\rho)$ of the solution $\tilde{V}^+$ around the singularities 0 and 1 in the positive direction from a base-point at $s = \frac{1}{2}$ are calculated in [OTY]:

\[ \tilde{m}_0^+ = \begin{pmatrix} e_1 \\ \vdots \\ e_n \end{pmatrix}, \quad \tilde{m}_1^+ = \begin{pmatrix} 1 \\ \vdots \\ \eta_1 \end{pmatrix}, \]

where $e_j = e^{2\pi i (1 - \beta_j + \rho)}$, for $j \leq n - 1$, $e_n = e^{2\pi i (\gamma + \rho)}$, and

\[ \xi_j = e^{\pi i (\gamma + \rho)} \frac{\Gamma(1 + \gamma + \rho)\Gamma(\beta_j - \hat{\beta}_j)}{\Gamma(\beta_j - \alpha)}, \quad \eta_j = e^{-\pi i (\gamma + \rho)} \frac{\Gamma(-\gamma - \rho)\Gamma(1 - \beta_j + \hat{\beta}_j)}{\Gamma(1 - \beta_j + \alpha)}. \]

The connection matrix between the Floquet and the co-Floquet bases $\tilde{V}^-(s, \rho) =$
\( \tilde{V}^+(s, \rho)\tilde{C}(\rho) \) is also calculated in [OTY]:

\[
\tilde{C} = \begin{pmatrix}
1 & -\xi_1 \\
\vdots & \ddots & \ddots \\
-\eta_1 & \cdots & 1 & -\xi_{n-1}
\end{pmatrix}.
\]

Therefore the corresponding monodromy matrices of \( \tilde{V}^- \) are equal to

\[
\tilde{m}_i^- (\rho) = \tilde{C}(\rho)^{-1}\tilde{m}_i^+ (\rho)\tilde{C}(\rho), \quad i = 0, 1,
\]

\[
\tilde{m}_0 = \begin{pmatrix}
e_1 & \cdots & e_{n-1} \\
\eta_1(e_1-1) & \cdots & \eta_{n-1}(e_{n-1}-1) & 1
\end{pmatrix}, \quad \tilde{m}_1 = \begin{pmatrix}
1 & \xi_1(e_{n-1}) \\
\vdots & \ddots & \ddots \\
1 & \xi_{n-1}(e_{n-1}) & e_n
\end{pmatrix}.
\]

**Remark 12.** The Floquet and co-Floquet bases \( \tilde{V}^\pm \) are both defined and analytic not only on \( \rho \in P^\pm \) but for all \( \rho \in \mathbb{C} \) except of a discrete set of resonant values accumulating at \( \infty \).

**The confluent family.** Under the assumption (33) there are \( n-1 \) parameter-dependent singular solutions of the confluent equation (30) near \( z = 0 \) are given for \( \rho \neq \infty \) by

\[
\tilde{y}_{ij}^+ (z, \rho) = z^{1-\beta_j} nF_{n-1} \left( \begin{array}{c}
\alpha+1-\beta_j \\
\beta_j + 1 - \beta_j
\end{array} \bigg| \rho z \right)
= z^{1-\beta_j} G_{n,n}^{n_1,n_1} \left( \begin{array}{c}
1, \beta_j + 1 - \beta_j \\
\alpha+1-\beta_j
\end{array} \bigg| \frac{1}{\rho z} \right) \cdot \frac{\Gamma(\beta_j + 1 - \beta_j)}{\Gamma(\alpha+1-\beta_j)}, \quad |\rho z| < 1,
\]

\[
\tilde{y}_{ij}^- (z, \infty) = z^{1-\beta_j} G_{n,n}^{n_1,n_1} \left( \begin{array}{c}
1, \beta_j + 1 - \beta_j \\
\alpha+1-\beta_j
\end{array} \bigg| \frac{1}{z} \right) \cdot \frac{\Gamma(\beta_j + 1 - \beta_j)}{\Gamma(\alpha+1-\beta_j)}, \quad |\arg z - \pi| < \frac{3\pi}{2},
\]

with the limit asymptotic on compact sub-sectors to the divergent formal series

\[
z^{1-\beta_j} nF_{n-2} \left( \begin{array}{c}
\alpha+1-\beta_j \\
\beta_j + 1 - \beta_j
\end{array} \bigg| z \right) = z^{1-\beta_j} \sum_{k=0}^{+\infty} \frac{(-1)^k \eta_{n,k+1} \gamma}{(\beta_j + 1 - \beta_j)_k(1)_k} z^k.
\]

And the singular solution at \( z = \frac{1}{\rho} \) is given by

\[
\tilde{y}_{ij}^+ (z, \rho) = G_{n,n}^{n_0,n_0} \left( \begin{array}{c}
\beta \\
\alpha
\end{array} \bigg| \frac{1}{\rho z} \right) \cdot \rho^{-\gamma} \Gamma(1+\gamma+\rho), \quad |\rho z| > 1
\]

\[
\tilde{y}_{ij}^+ (z, \infty) = G_{n,n}^{n_0,n_0} \left( \begin{array}{c}
\beta \\
\alpha
\end{array} \bigg| \frac{1}{z} \right) \cdot \left| \arg z < \frac{3\pi}{2} \right.
\]

which is asymptotic on compact sub-sectors to the divergent formal series

\[
e^{-\frac{1}{\rho} z^\gamma} \sum_{k=0}^{+\infty} (-1)^k c_k z^{k+n-1}, \quad \text{with } c_k \text{ as in (34)}.
\]

The constructed fundamental matrix solution \( \tilde{Y}^+ = (\tilde{y}_{ij}^+) \) have the asymptotic behavior

\[
\tilde{Y}^+ (z, \rho) \sim \left( R + O(1)(z - \frac{B}{\rho}) \right) \left( z - \frac{B}{\rho} \right)^{\lambda+\rho} z^{-\rho}.
\]
Figure 3: The fundamental matrix solutions $\tilde{Y}_{[\alpha]}^\pm, \tilde{Y}_{[\alpha+\pi]}^\pm$ on their natural domains (restricted to a fixed neighborhood of 0) and their transition matrices, according to the values of $\frac{1}{\rho}$. The limit system is in the center. (See [LR2, HLR, Kl2] for more details on the construction of these ramified domains.)

Therefore

$$Y^+(z, \rho) := \tilde{Y}^+(z, \rho) R^{-1} \sim \left( I + O(1)(z - \frac{B}{\rho}) \right) (z - \frac{B}{\rho})^\lambda z^{-\rho}$$

is the corresponding Floquet bases of the confluent family (31) with the right asymptotic behavior.

In the definition of $\tilde{Y}^+$ above the right choice of branch of log $z$ and log$(z - \frac{1}{\rho})$ in $\Phi(z, \rho) = (z - \frac{B}{\rho})^\lambda z^{-\rho}$ is of essential importance. Let $\alpha$ be a direction, $-\pi < \alpha < 0$, and chose the bases $\tilde{Y}_{[\alpha]}^\pm$ and $\tilde{Y}_{[\alpha+\pi]}^\pm$ so that they are related to each other as in Figure 3,

$$\tilde{Y}_{[\alpha+\pi]}^+(z, \rho) = \rho^\lambda z^{-\rho} \tilde{V}^+(\rho z, \rho)^{-\lambda} \tilde{A} D, \quad \tilde{Y}_{[\alpha]}^-(z, \rho) = \rho^\lambda z^{-\rho} \tilde{V}^-(\rho z, \rho)^{-\lambda} \tilde{A} D.$$

Then the monodromy matrices of the fundamental matrix solution $\tilde{Y}_{[\alpha+\pi]}^+(z, \rho)$, resp. $\tilde{Y}_{[\alpha]}^-(z, \rho)$, around 0 and $\frac{1}{\rho}$ ($\rho \neq \infty$) in the positive direction from a base-point at $z = \frac{1}{2\rho}$ are equal

$$\tilde{M}^+_0 = \tilde{N}_0 \tilde{S}^+_U = e^{-2\pi i \rho} \rho^\lambda \tilde{m}_0^+ \rho^{-\lambda} \tilde{A} D, \quad \tilde{M}^+_\frac{1}{\rho} = \tilde{S}^+_L \tilde{N}_\frac{1}{\rho} = \rho^\lambda \tilde{m}_1^+ \rho^{-\lambda} \tilde{A} D, \quad (36)$$

resp.

$$\tilde{M}^-_0 = \tilde{N}_0 \tilde{S}^-_L = e^{-2\pi i \rho} \rho^\lambda \tilde{m}_0^- \rho^{-\lambda} \tilde{A} D, \quad \tilde{M}^-\frac{1}{\rho} = \tilde{N} \tilde{S}^-_U \tilde{N}^{-1} = \rho^\lambda \tilde{m}_1^- \rho^{-\lambda} \tilde{A} D, \quad (37)$$
where
\[
\tilde{N}_0 = \begin{pmatrix}
e^{2\pi i(1-\beta_1)} & \cdots & e^{2\pi i(1-\beta_{n-1})} \\
& \ddots & \\
e^{-2\pi i\rho} & \cdots & e^{2\pi i(\gamma+\rho)}
\end{pmatrix}, \quad \tilde{N}_p = \begin{pmatrix}
1 & \cdots & 1
\end{pmatrix},
\]
and \(\tilde{N} = \tilde{N}_0 \tilde{N}_p\), are monodromies of the fundamental matrix solution \(\tilde{\Phi}(z, \rho) = z^{-\rho}(z-B)^{-\rho}\) of the diagonal model system, and
\[
\tilde{S}_{U}^\pm := \tilde{S}_{\alpha+2\pi,\alpha+\pi}^\pm = \begin{pmatrix}
1 & \tilde{s}_{1n}^\pm \\
& \ddots & \\
& & 1
\end{pmatrix}, \quad \tilde{S}_{L}^\pm := \tilde{S}_{\alpha+\pi,\alpha}^\pm = \begin{pmatrix}
1 & \cdots & 1
\end{pmatrix}
\]
are the Stokes matrices. It follows from (36) that the Stokes multipliers \(\tilde{s}_{ij}^+(\rho)\) are equal to:
\[
\tilde{s}_{jn}^+(\rho) = \xi_j(\rho) (1-e^{-2\pi i(\rho+1-\beta_j)}) \rho^{1-\beta_j-\gamma} = -2\pi i e^{\pi i(\gamma+\beta_j+n)} \frac{\Gamma(\beta_j-\hat{\beta}_n^j)}{\Gamma(\beta_j-\alpha)} \rho^{1-\beta_j-\gamma} \frac{\Gamma(1+\gamma+\rho)}{\Gamma(2-\beta_j+\rho)},
\]
(\text{since } \lim_{\rho \to \infty} \rho^{\gamma+\beta_j-1} \frac{\Gamma(2-\beta_j+\rho)}{\Gamma(1+\gamma+\rho)} = 1), and
\[
\tilde{s}_{nj}^+(\rho) = \eta_j(\rho) (e^{2\pi i(\gamma+\rho)}-1) \rho^{\gamma+\beta_j-1} = -2\pi i \frac{\Gamma(1-\beta_j+\hat{\beta}_n^j)}{\Gamma(1-\beta_j+\alpha)} \rho^{\gamma+\beta_j-1} \frac{\Gamma(2-\beta_j+\rho)}{\Gamma(1+\gamma+\rho)}.
\]
From (37) one then obtains the Stokes multipliers \(\tilde{s}_{ij}^-(\rho)\):
\[
\tilde{s}_{jn}^-(\rho) = \xi_j(\rho) e^{-2\pi i(1-\beta_j)} (e^{2\pi i(\gamma+\rho)}-1) \rho^{1-\beta_j-\gamma} = -2\pi i e^{\pi i(\beta_j+\gamma+n)} \frac{\Gamma(\beta_j-\hat{\beta}_n^j)}{\Gamma(\beta_j-\alpha)} \rho^{1-\beta_j-\gamma} \frac{\Gamma(1-\beta_j-n-\rho)}{\Gamma(-\gamma-\rho)},
\]
(\text{since } \lim_{\rho \to \infty} (e^{-\pi i\rho})^{\gamma+\beta_j-1} \frac{\Gamma(2-\beta_j+\rho)}{\Gamma(1+\gamma+\rho)} = 1), and
\[
\tilde{s}_{nj}^-(\rho) = \eta_j(\rho) (e^{2\pi i(1-\beta_j)}-1) \rho^{\gamma+\beta_j-1} = -2\pi i \frac{\Gamma(1-\beta_j+\hat{\beta}_n^j)}{\Gamma(1-\beta_j+\alpha)} (e^{-\pi i\rho})^{\gamma+\beta_j-1} \frac{\Gamma(-\gamma-\rho)}{\Gamma(-\beta_j-n-\rho)},
\]
One could also proceed the opposite way: The Stokes matrices $\hat{S}_\bullet(\infty), \bullet = U, L$, of the limit generalized confluent hypergeometric equation have been calculated in [DM, KO], and the Stokes matrices $\hat{S}_\bullet^\pm(\rho)$ of the family are related to them via Proposition 8. Note that the confluent Floquet and co-Floquet bases $Y_\pm(z, \rho) = \hat{Y}_\pm(z, \rho)R^{-1}$ and their monodromies, resp. Stokes matrices $M_\pm^\pm(\rho) = R\hat{M}_\pm^\pm(\rho)R^{-1}$, $\iota = 0, 1 \rho$, resp. $S_\pm^\pm(\rho) = R\hat{S}_\pm^\pm(\rho)R^{-1}, \bullet = U, L$, are well-defined under a weaker assumption than (33), that no two $\beta_j$’s differ by a non-zero integer.
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