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Abstract

Analytical SQL is widely used in modern database applications and data analysis. However, its partitioning and grouping operators are challenging for novice users. Unfortunately, programming by example, shown effective on standard SQL, are less attractive because examples for analytical queries are more laborious to solve by hand.

To make demonstrations easier to create, we designed a new end-user specification, *programming by computation demonstration*, that allows the user to demonstrate the task using a (possibly incomplete) cell-level computation trace. This specification is exploited in a new abstraction-based synthesis algorithm to prove that a partially formed query cannot be completed to satisfy the specification, allowing us to prune the search space.

We implemented our approach in a tool named Sickle and tested it on 80 real-world analytical SQL tasks. Results show that even from small demonstrations, Sickle can solve 76 tasks, in 12.8 seconds on average, while the prior approaches can solve only 60 tasks and are on average 22.5× slower. Our user study with 13 participants reveals that our specification increases user efficiency and confidence on challenging tasks.

CCS Concepts: • Software and its engineering → Programming by example.
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1 Introduction

While standard SQL is the de facto language for data retrieval tasks, the language of choice for database applications, wrangling routines and other computation tasks is analytical SQL [6, 17, 18]. While retrieval queries tend to use operators like select, join and filter, analytical queries see more frequent use of group-aggregation, custom arithmetic functions, and subqueries. Analytical SQL is significantly more powerful than SQL, thanks to its support of the critical "Partition By" operator, which can express partition-aggregation tasks such as the moving average, window aggregation, and ranking.

The combination of partitioning and aggregation computes values over a group of rows and returns a result for each row. This differs from aggregation queries in SQL (constructed from the "Group By" operator and aggregation functions), which returns only a single result for each group of rows. For example, given the input table $T$ below, the aggregation query $q_1$ that sums the sales value for each product ID returns the table $T_1$ with two rows. In contrast, the analytical query $q_2$ partitions the table in place and calculates aggregated values in a new column. Analytical SQL’s increased expressiveness make it harder to program, especially for inexperienced engineers and data scientists [24].

$q_1$ : Select ID, Sum(Sales) From $T$ Group By ID  
$q_2$ : Select ID, Quarter, CumSum(Sales) Over (Partition By ID) From $T$;

| $T$ | ID | Quarter | Sales |
|-----|----|---------|-------|
| A   | 1  | 10      |
| A   | 2  | 20      |
| A   | 3  | 15      |
| B   | 1  | 20      |
| B   | 2  | 15      |

| $T_1$ | ID | Sum       |
|-------|----|-----------|
| A     | 45 |
| B     | 35 |

| $T_2$ | ID | Quarter | CumSum |
|-------|----|---------|--------|
| A     | 1  | 10      |
| A     | 2  | 30      |
| A     | 3  | 45      |
| B     | 1  | 20      |
| B     | 2  | 35      |
Recently, program synthesizers, especially programming-by-example (PBE) tools, have been successfully adopted to solve similar programming challenges in domains such as string manipulation [15, 28], SQL/Datalog query [29, 31, 36, 39], data wrangling [11, 12, 40]. In such tools, the user provides one or more pairs of small input-output example values \((I, O)\); the tool then synthesizes a program (or a list of ranked programs) \(p\) that satisfies \([p(I)] = O\). Though promising, PBE is less effective on analytical tasks for two reasons:

- **Increased specification effort**: As analytical functions operate on partitions of rows, a representative example often contains results computed from multiple groups of rows. Providing an example requires users to manually find all the values that belong to a specific group and compute the aggregated value from them. This is costly when groups are created by partitioning and often results in erroneous examples (as reported in [41]).

- **Limited synthesis efficiency**: Because examples capture only output values, the synthesizer needs to “guess” the functions used in the computation. This makes reasoning about analytical queries much harder and makes the synthesizer difficult to scale up, especially when custom arithmetic functions are needed.

In this paper, we propose **programming by computation demonstration** to solve the specification challenge. Our design is motivated by the observation that online users often leverage example formulas to explain tasks. In our new specification:

1. The user provides the input tables and a **partial** output table to demonstrate the task.
2. In the partial output table, the user provides expressions (similar to Excel formulas) to demonstrate how output values are computed from values in the inputs, as opposed to providing only the final values.
3. The user can optionally provide **incomplete expressions** when the expression involves many values to further reduce specification effort.

We conducted a user study with 13 participants on 6 real-world scenarios and compared user experiences using computation demonstration versus classical PBE (Section 5). Our quantitative results show that both approaches have similar user efficiencies on simpler tasks, but our method made users more efficient on harder tasks. Our qualitative results furthermore show that users are more confident using computation demonstration and generally prefer it over examples.

Because a computation demonstration constrains the structure of the desired computation but does not provide the output value, the classical PBE objective “\([p(I)] = O\)” no longer characterizes our synthesis problem. We develop a new synthesis task formulation based on **provenance consistency**, which is a property of a program whose computation traces generalize the user demonstration. This formulation builds on a new query semantics (Section 3) called the **provenance-tracking query semantics** that keeps track of cell-level data provenance during evaluation.

Our new specification raises new challenges and opportunities for algorithm design. A promising approach for our synthesis task is abstraction-based search approach that has been successfully adopted in synthesis of list and table transformation programs [11, 22, 39, 40]: the synthesizer iteratively enumerates and prunes partial programs until the correct solution is found. The key in this approach is to leverage an abstract interpreter to reason about the realizability of the synthesis goal given a partial program, and the synthesizer’s scalability depends on whether the abstraction can effectively capture inconsistent behavior of incorrect partial programs for early pruning. However, existing abstractions are insufficient for analytical SQL (as shown in our experiments Section 5): abstractions based on high-level type properties of full outputs (row/column/group numbers) [11, 22] are not ideal for partial demonstration whose type information is incomplete [40]; value-based abstractions that reason program properties by tracking concrete value flow [39, 40] are also insufficient, as analytical operators can mutate values – making them intractable by current abstractions; and computation graph based abstractions [3] are inapplicable due to the user’s computation demonstration contains partial expressions.

Hence, our second contribution is a new abstract semantics, **abstract data provenance**, developed to better capture the semantics of partial queries with analytical computations. Our key insight is to leverage the fine-grained provenance information presented by computation demonstrations to prune partial queries that cannot be completed. Given a partial query, the abstract analyzer over-approximates the provenances of each output cell and checks their consistency with the user demonstration. This analysis reveals cell-level provenance inconsistency introduced by infeasible queries that other abstractions cannot capture. The new abstraction lets our algorithm on average visit 97.08% less queries.

We implemented our algorithm in a tool called Sickle and evaluated it on 80 tasks: 60 tasks from online posts and 20 from the popular TPC-DS [23] database benchmark. Our experiments show that Sickle can solve 76 of these benchmarks and outperforms prior state-of-the-art techniques [11, 40] that only solves 60 and 51 benchmarks. On benchmarks all techniques can solve, Sickle is on average 22.5× faster.

**Contributions.** This paper’s contributions include:

- We introduce the analytical SQL query synthesis problem and present a new user specification, **computation demonstration**, that makes specifying analytical tasks easier.
- We conducted a user study to compare user experiences in creating computation demonstrations and examples.
- We propose an abstraction-based algorithm with a new language abstraction, **abstract data provenance**, that can
better utilize finer-grained computation information to dramatically prune infeasible programs.

- We implemented our approach as a practical tool, Sickle, and evaluated it on 80 real-world benchmarks. Results show that Sickle can efficiently solve practical analytical SQL tasks with much better performance comparing against prior state-of-the-art algorithms.

2 Overview

In this section, we use an example to illustrate how a user specifies an analytical task using computation demonstration, and how Sickle solves the problem.

The Task. Suppose the user has an input table $T$ (Figure 1) with the number of people enrolled in a health program split by city, quarter, and age group (the Population column shows the city population). For each city, the user wants to compute the percentage of total population enrolled in the program at the end of each quarter. This can be done using the analytic SQL query $q$ shown in Figure 2: (1) the subquery $q_1$ calculates the total enrollment in each city for each quarter (2) the subquery $q_2$ then calculates the cumulative sum of the enrollment number for each city at the end of each quarter, by partitioning on City and applying Cumsum on the column $C1$ generated by $q_1$; (3) the subquery $q_3$ finally calculates the enrollment percentage based on $C2$ and Population. Figure 1 shows the output $t_3$ of each subquery $q_i$.

Because this is a challenging task that requires using analytical function together with subqueries, grouping and arithmetic, the user decides to solve it with Sickle.

2.1 The User Specification

To use Sickle, the user creates a computation demonstration to demonstrate the task. Instead of providing the full output ($t_3$ in Figure 1), the user creates a partial output that shows how output cells are derived from the input.

The User Demonstration. Figure 3 shows the user demo $E$, constructed by expressions and references to input table cells. Here, the user demonstrates how the percentage is computed for quarter 1 and 4 of city A (i.e., the first and fourth row of the output $t_3$ in Figure 3):

- The percentage of people enrolled at the end of quarter 1 in city A is computed by (1) summing up the number of people enrolled in both age groups $\text{sum}(1667, 1367)$, and (2) dividing the sum with the city population 5668.
- For quarter 4, the percentage requires dividing the number of people from both age groups enrolled throughout quarters 1 to 4 with the population 5668. As it requires collecting many values from $T$, the user uses an incomplete expression $\text{sum}(1667, 1367, \diamond, 432)$ in the demonstration ($\diamond$ denotes omitted values) to save effort, where the enrollment from rows 3-7 of $T$ are omitted.

With a PBE tool, the user would need to manually group values from the input and compute all the derived values ($t_3$ in Figure 1) with considerable effort; but using Sickle, the user constructs the demonstration easily by dragging and dropping input cells to create a partial output. Additionally, the support for incomplete expressions permits users to not exhaustively find all values needed for the sum expression, and such support would be especially beneficial if values needed the expression are not in a continuous region in the input data (e.g., if the user wants to compute the percentage of enrolled Youth participants over all enrolled participants in all cities over all four quarters). Because the user’s drag-and-drop actions provide references to input cells (not just their values), Sickle internally stores cell references in $E$ and uses them in the synthesis process (Figure 3).

Synthesis Consistency Criteria. With our new specification, we formulate the new computation consistency criteria for deciding whether a synthesized query $q$ satisfies the user demonstration. We first introduce a new semantics of analytical SQL: provenance-tracking query semantics. Under this semantics, query operators are “term rewriters” that transform and simplify cell-level expressions symbolically to keep track of cell-level data provenance.

Figure 4 shows the provenance-tracking evaluation result for the example in Figure 1. For example, the first row of the City column in $t_3^*$ is derived by the Group By operator in the subquery $q_1$; since the Group By uses both $T[1, 1]$ and $T[2, 1]$ in the same group, the cell content is $\text{group}(T[1, 1], T[1, 2])$. The percentage in row 4 is obtained by (1) summing up the enrolled number from row 1 to row 8 in $T$, and (2) applying $\lambda x, y. x/y = 100\%$ to the sum and the city population.

We now define the synthesis objective based on the following provenance tracking consistency criteria: we consider a query consistent with the user demonstration if its provenance tracking evaluation output $t_3^*$ satisfies the following criteria:

- There exists a subtable $t_3^*$ of $t_3^*$ such that every cell in $t_3^*$ generalizes each cell in the user demonstration $E$ based on their provenance information.

In our example, the query $q$ in Section 2 is consistent with $E$ (Figure 3): the subtable $t_3^*$ of $t_3^*$ (provenance tracking evaluation output of $q$) that witnesses the property is the table consists of only rows 1 and 4 of $t_3^*$. The generalization is shown by: the term $T[1, 1]$ (from row 1, column $c_1$ in $E$) is subsumed by the term $\text{group}(T[1, 1], T[2, 1])$ (row 1, column City in $t_3^*$) \(^1\); the term $\text{sum}(T[1, 4], T[2, 4], \diamond, T[8, 4]) / T[7, 5] * 100\%$ in $E$ is subsumed by $\text{sum}(T[1, 4], T[2, 4], T[3, 4], T[4, 4], T[5, 4], T[6, 4], T[7, 4], T[8, 4]) / \text{group}(T[8, 5]) * 100\%$ in $E$.

\(^1\) Since all of the values in the same group-by column have the same value, (e.g., “A” in this case); the user can use either $T[1, 1]$ or $T[1, 2]$ in the demonstration of the cell (or both), this makes user demonstration flexible.
Figure 1. The running example: given the input table $T$, the user aims to calculate the percentage of total population that have enrolled in the program at the end of each quarter (for each city). The solution requires three steps (q in Figure 2).

```
-- q3: calculate percentage
Select City, Quarter, C2 / Population * 100%
From
    -- q2: calculate cumulative enrolled number
Select City, Quarter, Population,
       Cumsum(C1) / (Partition By City) As C2
From
    -- q1: calculate the number of people enrolled in
    -- the program for each city / quarter
Select City, Quarter, Population, Sum(Enrolled) As C1
From T
Group By City, Quarter, Population);
```

Figure 2. The desired query $q$ to solve the task in Figure 1.

```
  T[1,1]  T[1,2]  T[1,3]  T[1,4]  T[1,5]
 A 1 Youth 1667  5668
 A 1 Adult 1367  5668
 A 2 Youth 256   5668
 A 2 Adult 347   5668
 A 3 Youth 148   5668
 A 3 Adult 237   5668
 A 4 Youth 556   5668
 A 4 Adult 432   5668
 B 1 Youth 2578  10541
 B 1 Adult 1200  10541
 B 4 Youth 768   10541
 B 4 Adult 801   10541
```

Figure 3. The user demonstration $E$ constructed by dragging and dropping input cells to the partial output table. The symbol "\(\phi\)" denotes that the user omitted some values in the expression. The table in the bottom shows internal representation of the demonstration (based on references of input cells). $T[i,j]$ denotes the reference to the cell at row $i$ and column $j$ in the input $T$ (index starts from 1).

$t^*_3$ (because the user’s omitted values denoted by “\(\phi\)” can match any number of other values).

Now, our goal is to synthesize the computation-consistent query $q$ from the input $T$ and the user demonstration $E$.

2.2 The Synthesis Algorithm

To solve the synthesis problem, our algorithm adopts an abstraction-based enumerative search algorithm. For simplicity, we consider only three query operators here: (grouping and aggregation), partition (partition and aggregation), and arithmetic. We also represent queries in the following "instruction" style. The query $q$ in Figure 2 is shown below (the instruction at line 1 corresponds to the subquery $q_1$, and $t_1$ is to the output of $q_1$):

```
t_1 \leftarrow \text{group}(T, \{\text{City}, \text{Quarter}, \text{Population}\}, \text{sum, Enrolled})
t_2 \leftarrow \text{partition}(t_1, \{\text{City}\}, \text{cumsum, C1})
t_3 \leftarrow \text{arithmetic}(t_2, \lambda x, y.x/y * 100\%, \{\text{C2, Population}\})
```

Enumerative Search. Figure 5 shows the enumerative search process to solve the running example. From the input table $T$, SICKLE first enumerates query skeletons formed by compositions of query operators with no instantiated parameters (represented as holes "\(\Box\)”) and then iteratively instantiates their parameters (e.g., the query $q_1$ is generated by instantiating the first hole of its parent). The search tree expands with the breadth-first-search strategy.

During the search process, an abstract analyzer analyzes whether a partial query can realize the synthesis goal and
prunes infeasible ones. The synthesizer terminates when it finds \( N \) (a synthesizer parameter, Sickle uses \( N = 10 \)) consistent solutions or timeout. The search space can be very large in practice (e.g., the search space for the running example contains 1,181,224 queries even only queries up to size 3 are considered), especially because the candidate numbers for many query parameters (e.g., grouping columns) grow exponentially with the input column number. Thus, Sickle’s performance depends on whether the abstract analyzer can prune infeasible partial queries early.

**Pruning with Abstract Provenance Analysis.** Our abstraction design is based on the following key observation: incorrect analytical queries are often resulted by wrong partitioning or grouping of columns, including (1) values that are supposed to be aggregated into the same group are spread in different groups, and (2) values supposedly to appear in different groups in the demonstration are wrongly aggregated together. Because recognizing such inconsistency requires fine-grained cell level information tracking, existing abstractions (e.g., type abstractions \([12, 27]\), value abstractions \([39]\)) are insufficient for effective pruning.

We introduce a new abstraction, abstract data provenance, that over-approximates cell-level data provenance to keep track of how input cells will be partitioned / grouped / aggregated throughout the computation process for more effective pruning. Given a partial query \( q \) (with holes), the abstract analyzer returns a table \( T = \{ [q(T)] \} \) (denotes evaluating \( q \) on \( T \) using abstract semantics). Each cell \( T[i, j] \) is a set of input cells that contains all possible input values that can possibly flow into the position \( i, j \). This is an over-approximation of data provenance: for any possible instantiations of \( q \), its output cell at \( [i, j] \) may only use a subset of input cells from \( T[i, j] \). The analyzer then checks if the provenance information from the user example \( E \) is consistent with \( T \).

**Figure 6** shows how our technique analyzes and prunes the incorrect partial query \( q_B \) in **Figure 5**. \( q_B \) is a partial query with only group columns instantiated; other parameters are still "\( t \)"s (**Figure 6** right). Despite unknown parameters, we can analyze the data provenance abstractly (**Figure 6** left).

First, for the subquery \( q_{B1} \) \( t_1 \leftarrow \text{group}(T, \text{City}, \text{Quarter}, \text{Population}, \text{C1}, \text{D}) \):

- Because \( T \) is grouped by City, Quarter and Population, the first two rows in \( T \) are grouped together. Thus, \( t_1^2[1, 1] \) (the cell at row 1 column 1 from the output of \( q_{B1} \)) comes from \( T[1, 1], T[2, 1] \), thus its provenance is \( \{T[1, 1], T[2, 1]\} \); the provenances for \( t_1^2[1, 2] \) and \( t_1^2[1, 3] \) are derived similarly (shown by gray arrows).

- Because the aggregation function and column are unknown, we over-approximate the provenance of cells in \( \text{C1} \) (the new column generated by aggregation). For example, for \( t_1^2[1, 4] \), because the aggregation function can use any columns outside of the grouping columns, its abstract provenance is \( S = \{T[1, 3], T[2, 3], T[1, 4], T[2, 4]\} \). This shows only values from the set \( S \) will flow from \( T \) to \( t_1^2[1, 4] \) regardless of how \( q_{B1} \) is instantiated.

The analysis generates \( t_1^2 \), the abstract output of \( q_{B1} \). Then, for the subquery \( q_{B2} \) \( t_2 \leftarrow \text{arithmetic}(t_1, \text{C1}, \text{D}) \):

- Because arithmetic does not modify existing columns, columns \( 1, 2, 3, 4 \) of \( t_2^0 \) are directly inherited from columns \( 1, 2, 3, 4 \) of \( t_1^2 \) (e.g., the provenance of \( t_2^0[1, 1] \) is \( \{t_1^2[1, 1]\} \)).

- Due to the unknown arithmetic function and its parameters, we need to over-approximate the provenance for cells in the new column. For \( t_2^0[1, 5] \), because any cells from row 1 of \( t_1^2 \) can potentially be used in the arithmetic computation, its provenance is \( \{t_1^2[1, 1], t_1^2[1, 2], t_1^2[1, 3], t_1^2[1, 4]\} \) (shown by the orange box in **Figure 6**).

This analysis generates the abstract output \( t_2^0 \). By combining the provenance information in \( t_1^2 \) and \( t_2^0 \), the final abstract output of \( q_B \) is shown as \( t_2^0 \) in **Figure 6** right.

Given \( t_2^0 \), we check its consistency with the user demonstration \( E \): can we extract a subtable \( E \) from \( t_2^0[1, 5] \) such that there exists a one-to-one mapping between cells in \( E \) and \( t_2^0[1, 5] \)? This is a necessary condition \( q_B \) need to satisfy to achieve the consistency goal from Section 2.1. However, we cannot find such a consistent mapping between them, because the cell \( E[2, 3] \) (colored grey) has no matching cell in \( t_2^0 \). The cell \( E[2, 3] \) requires using at least values \( \{T[1, 4], T[2, 4], T[8, 4]\} \), but there is no cell in \( t_2^0 \) that contains these values, meaning that there is no way for these
values in the input $T$ to flow into the same cell in the output $t_2$. Thus, no matter how $q_B$ is instantiated, it cannot realize our goal, and we can prune $q_B$. The same reasoning can prune many other infeasible queries in Figure 5: the synthesizer visited only 1,453 (partial and concrete) programs before finding the solution $q_E$ within only 6 seconds.

Note that this abstract query $q_B$ cannot be pruned if we use value-based abstract semantics as in prior work [39, 40] even if the user example contains full output and without incomplete expressions: as shown in the alternative table $t_2$ below, we lack information about aggregation/arithmetic functions and their parameters, hence we cannot derive a concrete value to approximate the values in columns C1 and C2 (thus represented as unknown). These unknown values can match any value in $E$, even with a full output example, the query $q_B$ cannot be pruned.

In summary, the user solves the analytical task using a computation demonstration. The benefit of our approach is that complex queries can be easily demonstrated in individual groups: the complexity of an analytical query often lies in how to join and partition the table properly, but in the demonstration, the user only needs to interact with values from one group, thus avoiding the need to consider complex joining/grouping/partitioning behind the scenes. Sickle makes this new synthesis problem tractable by leveraging abstract provenance analysis for dramatic pruning.

We next formally present the synthesis specification (Section 3), the abstraction-based pruning algorithm (Section 4) and demonstrate the practical use of Sickle through experiments on real world analytical SQL tasks (Section 5).

3 The Synthesis Problem

In this section, we formally describe analytical SQL and the program-by-computation-demonstration problem.

In the following, we use $q$ for queries, $T$ and $t$ for tables, and $c$ for table columns. We use the bar notation $\bar{x}$ to denote a list of $x$ (e.g., $T$ stands for a list of tables $T_1, \ldots, T_n$ and $c$ for columns $c_1, \ldots, c_n$), and $f(\bar{x})$ for a list of function applications $[f_1(x_1), \ldots, f_n(x_n)]$.

3.1 Analytical SQL

Table. A table is an ordered bag of tuples, and each tuple is a list of values (strings or numbers). A table $T$ with $n$ columns and $m$ rows is represented as $\{[v_{11}, \ldots, v_{1n}], \ldots, [v_{mn}, \ldots, v_{mn}]\}$.

The choice of using ordered bag is to support sorting in intermediate computation steps, which is essential for order-dependent aggregation functions like rank and sum. The ordered bag representation also permits the use of set operators as in normal bags, and allows us to refer to table rows based on their index (like lists). For simplicity, we omit table column names in our formulation, and table columns are referred based on column indexes. We use $T[i, j]$ to refer to the cell at row $i$ and column $j$, $T[i, \ast]$ for the $i$-th row in $T$, and $T[c]$ for the result of projecting $T$ on columns $c$. We also use $T_1 \subseteq T_2$ to denote table containment, and
Figure 7. The analytical SQL language, where \( c \) denotes a column index, \( y \) refers to an arithmetic function.

\[
\begin{align*}
q & \leftarrow T \mid \text{filter}(q, p) \mid \text{join}(q_1, q_2) \mid \text{proj}(q, c) \\
& \mid \text{sort}(q, c, \alpha(p)) \mid \text{left Join}(q_1, q_2, p) \mid \text{arithmetic}(q, y(c)) \\
& \mid \text{group}(q, \alpha(c)) \mid \text{partition}(q, c, \alpha'(c)) \\
p & \leftarrow p_1 \text{ and } p_2 \mid \text{true} \mid \text{false} \mid c_1 \text{ op } c_2 \\
\alpha & \leftarrow \text{sum} \mid \text{avg} \mid \text{max} \mid \text{min} \mid \text{count} \\
\alpha' & \leftarrow \alpha \mid \text{dense_rank} \mid \text{rank} \mid \text{cumsum} \\
op & \leftarrow < \mid \leq \mid == \mid > \mid \ge
\end{align*}
\]

\[
T^\ast \leftarrow [r_1^\ast, \ldots, r_n^\ast] \quad E \leftarrow [r_1, \ldots, r_m] \\
r^\ast \leftarrow [e_1^\ast, \ldots, e_n^\ast] \quad e \leftarrow [e_1, \ldots, e_m] \\
e^\ast \leftarrow \text{const} \quad e \leftarrow \text{const} \\
| T_k[i, j] \mid T_k[i, j] \\
| f(e_1^\ast, \ldots, e_l^\ast) \mid f(e_1, \ldots, e_l) \\
| \text{group}(e_1^\ast, \ldots, e_l^\ast) \mid \text{f}(e_1, \ldots, e_l) \\
\]

Figure 8. Definitions of the provenance-embedded table \( T^\ast \) and the user demonstration \( E \). Metavariable \( \ast \) refers to an aggregator or an arithmetic function, \( T_k[i, j] \) denotes the reference to cell \( i, j \) from the input table \( T_k \), and \( "\text{f}^\ast" \) stands for a function \( \text{f} \) with some parameters omitted by the user in their demonstration.

\[
T_1 \times T_2 \text{ for table crossproduct. Two tables are equivalent (} T_1 = T_2 \text{) if they contain each other regardless of orders (} T_1 \subseteq T_2 \land T_2 \subseteq T_1 \text{) (because row order only matters when used with order-dependent aggregation functions).}
\]

**Analytical SQL.** Figure 7 defines the analytical SQL language \( L_{SQ} \) used in our paper. A query \( q \) is formed by compositions of basic constructors \( \text{proj} \) (projection), \( \text{filter} \), \( \text{join} \), \( \text{group} \), \( \text{partition} \), \( \text{sort} \) (sort rows), \( \text{aggregate} \), and arithmetic constructors. Comparing to prior work [39], the key extensions are partitioning, window functions (cumsum, rank) and arithmetic functions. Note that aggregation functions \( \alpha \) can be used as analytical functions \( \alpha' \) (but not otherwise). The semantics of analytical SQL follows the standard in modern databases. We use the notation \( [[[q(T)]]] \) to denote running \( q \) on input tables \( T \), and the output is a table.

**Provenance-Tracking Query Semantics.** In addition to standard query evaluation rules, we introduce provenance-tracking semantics for analytical SQL. Under this semantics, each operator is a term rewriter that builds and transforms references to input table cells to keep track of the data provenance. Evaluating a query \( q \) on inputs \( T \) under provenance-tracking semantics produces a provenance-embedded table (denoted as \( T^\ast \)). As shown in Figure 8 left, each cell in \( T^\ast \) is an expression \( e^\ast \) that stores how the cell is derived from the inputs. A cell \( e^\ast \) is composed by \( f \) (representing aggregation or arithmetic results), \( \text{group} \{ \ldots \} \) (results from the group operator), reference \( T_k[i, j] \) and constants.

\[
[[T]]^\ast = \left\{ \left[ \"T[i, c]\" \mid c \in \text{columns}(T^\ast) \right] \mid i \in [1, \text{rowNum}(T^\ast)] \right\} \\
[[\text{filter}(q, p)(T)]^\ast = \left\{ q(T)^\ast \mid \text{in} \right\} \\
\left\{ T^\ast[i, s] \mid i \in [1, \text{rowNum}(T^\ast)], \left[ p(T^\ast[i, s]) \right] = \text{true} \right\} \\
\left\{ \text{proj}(q, c)(T)^\ast = q(T)^\ast[c] \right\} \\
[[\left\{ \text{join}(q_1, q_2)(T)^\ast \right\} \times \left\{ q_2(T)^\ast \right\}]^\ast \\
\left\{ T^\ast[i, s] \mid i \in [1, \text{rowNum}(T^\ast)], \left[ q_1(T)^\ast \times q_2(T)^\ast \right] = \text{false} \right\} \\
\left\{ \left\{ \left\{ \left\{ \left\{ \text{join}(q_1, q_2)(T)^\ast \right\} \times \left\{ q_2(T)^\ast \right\} \right\} \times \left\{ q_3(T)^\ast \right\} \right\} \times \left\{ q_4(T)^\ast \right\} \right\} \times \left\{ q_5(T)^\ast \right\} \right\}
\]

\[
\left\{ \left\{ \left\{ \left\{ \left\{ \text{join}(q_1, q_2)(T)^\ast \right\} \times \left\{ q_2(T)^\ast \right\} \right\} \times \left\{ q_3(T)^\ast \right\} \right\} \times \left\{ q_4(T)^\ast \right\} \right\} \times \left\{ q_5(T)^\ast \right\} \right\}
\]

Figure 9. Provenance tracking semantics of analytical SQL operators. The operator \( T'_{1} \oplus T'_{2} \) concatenates two lists; the function \( \text{extractGroup} \) partitions the row indexes of table \( T \) into disjoint equivalence sets (rows from the same set are equal, and rows from different sets are not equal).

A provenance embedded table \( T^\ast \) can be further evaluated into a table \( T \) by evaluating the expressions in every table cell (denoted by \( T = [[T^\ast]] \)). We use \( [[q(T)]^\ast \) to denote the provenance-tracking evaluation process. Rules for key SQL operators are shown in Figure 9. For example, for the partition \( (q, c, \alpha'(c)) \) operator, the rule first partitions the input \( T^\ast \) based on its partitioning columns \( c \) (using the auxiliary function \( \text{extractGroup} \)). Then, a new aggregated value is generated for each row \( i \); the rule finds the group \( q \) that row \( i \) belongs to it and constructs an expression \( \alpha'(\ldots) \) that includes all values in column \( c \) from the group \( g \). Also, in
the evaluation process, Sickle simplifies consecutive applications of aggregation functions like $f(f(a, b), c)$ into $f(a, b, c)$ for $f \in \{\text{sum, max, min}\}$. This lets Sickle better reason about semantically equivalent aggregations (we do not consider general term equivalence checking as we focus on analytical SQL; in future, our approach can also work with advanced equivalence checker [45] when applied to new domains).

### 3.2 The Synthesis Task

We now define the specification language in which the user provides demonstrations and formulates the synthesis task.

**The User Specification.** Besides input tables $\tilde{T}$, the user provides a demonstration $\tilde{E}$ (which is a table) consists of partial expressions showing how each output cell is derived from inputs. As shown in Figure 8, each cell in $\tilde{E}$ is an expression $e$, constructed from either a constant, a reference to the cell $i, j$ in input table $T_0 = (T_0[i, j])$, an expression, or a partial expression with some omitted values. A function with omitted values is denoted as $f^*(e_1, \ldots, e_n)$, meaning that the user only provides values $e_1, \ldots, e_l$ and leaves out some others: the omitted values can appear at either beginning, middle, or end of the function (e.g., in Figure 3, omitted values are in the middle of the sum expression). Comparing to $T^*$, cells in $\tilde{E}$ are not expected to be constructed from group\{\ldots\}: the design rationale is that all cells in the same group have the same value; thus, the user only needs to use any one of them in the demonstration (as shown in Figure 3).

**Consistency with the User Specification.** To define the synthesis task, we first need to define what properties a provenance-embedded table $T^*$ needs to satisfy to be considered consistent with the user demonstration $\tilde{E}$.

We first define cell-level consistency criteria: we say an expression $e^*$ (from a provenance-embedded table) is consistent with an expression $e$ (from the user demonstration $\tilde{E}$) if $e$ can be derived from $e^*$ using rules from Figure 10 (denoted as $e \prec e^*$). Concretely, $e^*$ is consistent with $e$ if (1) $e^*$ and $e$ are the same, (2) $e^*$ is of form group\{$e^*$\} and a member $e^*_i$ is consistent with $e$, or (3) $e^*$ and $e$ are both expressions $f(\ldots)$ and arguments in $e$ are subsumed by those in $e^*$. In case (3), parameter order is not enforced if $f$ is commutative (e.g., aggregation function $\lambda x, y. x * y$).

Table-level consistency rules are defined in Definition 1. Intuitively, a provenance-embedded table $T^*$ is consistent with the user demonstration $\tilde{E}$ if there exists a suitable $T^*_i \subseteq T^*$ satisfying the property that each cell $T^*_i[i, j]$ generalizes the cell $\tilde{E}[i, j]$ in the user demonstration.

**Definition 1.** *(Provenance Consistency)* Given a provenance-embedded table $T^*$ and the user demonstration $\tilde{E}$ with $m$ rows and $n$ columns, $T^*$ is provenance-consistent with $\tilde{E}$ if: $\exists T^*_i \subseteq T^*. \forall i \in [1, n]: \exists T^*_i[i, j] \subseteq T^*_i[i, j]$.

Finally, we define the task: synthesize queries whose outputs are provenance consistent with the user demonstration.

### Algorithm 1 Top-level analytical SQL synthesis algorithm.

1. **procedure** SYNTHESIZE($\tilde{T}, \tilde{E}, depth, N$)
2. **input**: input tables $\tilde{T}$, user demonstration $\tilde{E}$, search depth $depth$, query number limit $N$.
3. **output**: a set of queries consistent with $\tilde{T}$ and $\tilde{E}$.
4. $W \leftarrow \text{constructSkeletons}(\tilde{T}, depth)$;
5. $R \leftarrow \emptyset$;
6. while $\neg$W.isEmpty() do
7. $q \leftarrow W.next();$
8. if IsConcrete($q$) then
9. if $\tilde{E} \prec [\langle q(\tilde{T}) \rangle]^*$ then
10. $R \leftarrow R \cup \{q\};$
11. if $|R| \geq N$ then **return** $R$
12. else continue;
13. $\phi \leftarrow \text{AbstractReasoning}(q, \tilde{T}, \tilde{E});$
14. if UNSAT($\phi$) then **continue**;
15. $\boxtimes \leftarrow \text{chooseNextHole}(q);$
16. $D \leftarrow \text{inferDomain}(\boxtimes, q, \tilde{T});$
17. $W \leftarrow W \cup \{d \mapsto u | q \mid v \in D\}$
18. **return** $R$

**Definition 2.** *(The Synthesis Task)* Given input tables $\tilde{T}$ and the user demonstration $\tilde{E}$, the synthesis task is to find analytical SQL queries, such that each $q$ satisfies $\tilde{E} \prec [\langle q(\tilde{T}) \rangle]^*$.

**Remarks.** Since the user demonstration is an incomplete specification of the actual task, it is inherently ambiguous, and there could be multiple queries consistent with the user specification. As we will present more in detail in Section 5.1, our algorithm addresses this problem by synthesizing a set of queries consistent with the demonstration and present them to the user; it can work with existing program disambiguation framework to interactively resolve ambiguity (which is not the focus of our paper).

### 4 The Synthesis Algorithm

In this section, we introduce our synthesis algorithm: given input tables $\tilde{T}$ and the user demonstration $\tilde{E}$, our algorithm aims to find a set of queries consistent with $\tilde{E}$. 
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Algorithm 1 shows our top-level synthesis algorithm: an abstraction-based enumerative search algorithm that iteratively enumerates and prunes partial programs until up-to-N programs consistent with the user specification are found.

SYNTHESIZE starts out by constructing query skeletons from input tables \( \bar{T} \) up to size depth (line 4). A query skeleton is composed from top-level query operators in Figure 7 but with all arguments unfilled (represented as holes “\( \Box \)”). Then, the algorithm takes one partial query \( q \) out of the work list \( W \) at a time. If the query \( q \) is already concrete (i.e., no hole left to be instantiated), the algorithm checks if it is consistent with the user demonstration \( \mathcal{E} \) and add it to the result set \( R \) if so (line 8-12). If \( q \) is partial, the algorithm conducts an abstract analysis to check if \( q \) can potentially realize the user demonstration \( \mathcal{E} \). If the check fails, the partial query is pruned (line 14). Otherwise, the synthesizer expands the search space by (1) choosing the next hole \( c_i \) in \( q \) to be instantiated, (2) inferring the domain of the hole \( c_i \), and (3) replacing the hole \( c_i \) with each candidate value \( v \) and add it to \( W \) for further search (lines 15-17).

While the SYNTHESIZE procedure is a sound and complete way to explore the query space within the given depth, its efficiency relies on whether the abstract reasoning subroutine AbstractReasoning can effectively prune infeasible partial programs early to avoid search explosion. As discussed in Section 1, our key insight is to abstractly reason about cell-level provenance of the output table to check whether required values can flow from the input data to it in a way consistent with the user specification \( \mathcal{E} \).

The Abstract Semantics. Given a partial query \( q \) and input tables \( \bar{T} \), the abstract provenance analyzer returns an abstract output table \( T^o \), where each cell \( T^o[i,j] \) stores a set of references to input table cells that over-approximates all possible input cells that can flow to \( T^o[i,j] \). Figure 11 shows the abstract semantics of key operators.

In the base case, given an input table \( T_k \), each cell in the abstract output symbolically stores the table id and its row/column indexes (“\( T_k[i,j] \)”). Because filter, proj, join, left_join and sort do not derive new cells, they simply propagate abstract analysis results of their subqueries to top-level operators. For core analytical operators group, partition and arithmetic, different levels of abstraction are designed based on concreteness of operator to accommodate analysis for queries in different stages in the search process — the abstraction is stronger when more parameters are instantiated. For example, the abstraction of partition is defined as follows:

- **Weak abstraction:** When the query is fully abstract (i.e., partition(q, \( \Box \), \( \Box (\Box) \)), the analyzer can only confirm that existing columns in \( T^o \) will be preserved, and every value in the newly generated column can use any cell from \( T^o \). While it is weak, it can propagate abstraction from \( T^o \).
- **Medium-precision abstraction:** When the partition columns \( c \) are known (partition(q, \( \bar{c} \), \( \Box (\Box) \)) but \( T^o[c] \) is abstract.
• **Strong abstraction:** On top of the last case, the subquery \( T^*[c] \) is now concrete, and this lets the analyzer know how to partition the table \( T^* \). This refines the provenance of the newly generated value at row \( i \): it can only include values from rows that are in the group as row \( i \) and are outside of columns \( c \). This is a strong abstraction.

The abstract semantics for arithmetic and group follows the same principle: when the analyzer encounters a concrete subquery \( q \) (free of holes), the analyzer will evaluate \( q \) using provenance-tracking semantics and pass the concrete output for further abstract reasoning to achieve stronger analysis; otherwise, the rule propagates and builds abstract provenance on top of abstract analysis results from its subqueries.

When an abstract query \( q \) cannot pattern match any of the abstract analysis rules, the analysis process stops and returns SAT to the main synthesis algorithm (line 13 in Algorithm 1); in such case \( q \) is too abstract to derive a strong analysis results for pruning, and it is the main synthesis loop’s responsibility to further instantiate the query.

**Provenance Consistency.** Given an abstract query \( q \), we use the following criteria to check whether the query is consistent with the input \( T \) and the user demonstration \( E \):

**Definition 3. (Abstract Provenance Consistency)** Given a table \( T^* \) (generated by the abstract analyzer) and the user demonstration \( E \) with \( m \) rows and \( n \) columns, \( T^* \) is consistent with \( E \) if the following predicate is true (denoted as \( E \models T^* \)):

\[
\exists r_1 \ldots r_m, c_1 \ldots c_n \quad \forall j \in [1,n], \quad \text{ref}(E[i,j]) \subseteq T^*[r_i,c_j]
\]

Here, the ref function extracts all table references in a cell \( e \) (ref also works for \( *^e \) defined in Figure 8):

\[
\begin{align*}
\text{ref}(T_k[i,j]) &= \{T_k[i,j]\} \\
\text{ref}(f^e(e_1, \ldots, e_l)) &= \bigcup_{i \in [1,l]} \{\text{ref}(e_i)\} \\
\text{ref}(\text{const}) &= \emptyset \\
\text{ref}(\text{group}(e_1, \ldots, e_l)) &= \bigcup_{i \in [1,l]} \{\text{ref}(e_i)\}
\end{align*}
\]

We next show how the checking criteria can be used to prune infeasible partial programs.

**Property 1. (The relation between \([\sqsubseteq]^*\) and \([\sqsubseteq]^\circ\))** Given an abstract query \( q \) and input tables \( T \), let \( S_q \) be the set of all possible queries that can be instantiated from \( q \), then:

\[
\forall q' \in S_q \quad \exists r_1 \ldots r_m, c_1 \ldots c_n \quad \forall i \in [1,m], j \in [1,n] \\
\text{ref}([[q'(T)]]^*[i,j]) \subseteq [[q(T)]]^*[r_i,c_j]
\]

where \( m = \text{rowNum}([[q'(T)]]^*) \) and \( n = \text{colNum}([[q'(T)]]^*) \).

This property is witnessed by the comparison between provenance tracking evaluation rules in Figure 9 and abstract evaluation rules in Figure 11: for each row \( i \) in \( T^* \), there exists a row \( i' \) in \( T^* \) such that each cell \( T^*[i,j] \) can map to a cell \( T^*[r_i,c_j] \) that contains a superset of input cells used by \( T^*[i,j] \). Note that \([\sqsubseteq]^\circ\) can produce more columns and rows than \([\sqsubseteq]^*\) because it does not filter or project any newly generated column or rows.

**Property 2. (Pruning Foundation)** Given an abstract query \( q \) and input tables \( T \), let \( S_q \) be the set of all possible queries that can be instantiated from \( q \), then:

\[
E \not\models [[q(T)]]^* \implies \exists q' \in S_q, E \not\models [[q'(T)]]^*
\]

Thus, any abstract query \( q \) that does not conforms \( E \not\models [[q(T)]]^* \) can be safely pruned.

This property immediately follows Definition 3 and Property 1. Intuitively, if there exist cells in \( E \) that contains references from the inputs \( T \) but cannot be propagated through the abstract query \( q \) with over-approximation, then no instantiation of \( q \) can enable such propagation. This property builds the foundation of the pruning algorithm.

In this way, the abstract provenance analysis returns the pruning information to the main enumerative search algorithm (Algorithm 1) to direct the search process.

## 5 Experiments

To evaluate our approach, we implemented the proposed technique as a tool named Sickle and tested in on 80 real world benchmarks consists of end-user analytical SQL questions and industrial database testing benchmarks. We aim to examine the following hypotheses:

- **Sickle** can solve practical analytical SQL query synthesis tasks from small demonstrations.
- **Sickle**’s new abstraction prunes the search space better than abstractions used in prior systems [11, 39, 46].

We also conducted a user study to compare users’ experiences with computation demonstration and I/O examples for analytical task specification.

### 5.1 Experiment Setup

Sickle is implemented in Python, the user demonstration is provided via spreadsheet; however, with some additional engineering effort. **Sickle** can work with a drag-and-drop interface [41] (as illustrated in Section 2) for smoother experience. In the synthesis process, **Sickle** enumerates join predicates (used in join and left_join) based on primary and foreign keys of the table to avoid generating unnatural predicates like "\( \text{t1 Join t2 On t1.id < t2.age} \)"; for the same reason, **Sickle** does not invent new constants for filter and considers only those provided by the user. **Sickle** ranks synthesized queries based on query size.

**Benchmarks.** We evaluate Sickle on 80 benchmarks, including 60 collected from analytical SQL online tutorials/forums, and 20 tasks from TPC-DS decision support benchmark [23] – an industry standard benchmark suite for testing commercial database systems’ analytical SQL features:

- From online forums and tutorials, we explored hundreds of posts and select analytical tasks with input data available. We obtained 43 easier tasks that require 2-3 operators from Figure 7 to solve and 17 tasks that require 4-7 operators.
When collecting benchmarks from TPC-DS, we extract tasks by (1) isolating table view definitions (many TPC-DS tests are long sequences of tasks with one building on top of the result of another), and (2) decomposing big union queries into smaller tasks (some queries are unions of many sub-tasks). This gives us 20 benchmarks each focus on one analytical task; all requires 4-7 operators.

For each benchmark with input $\bar{T}_{raw}$ and the ground truth query $q_{gt}$, we programmatically generate small computation demonstrations using the following procedure: (1) for input with $> 20$ rows, we sample 20 rows from the input table and use the sampled data $\bar{T}$ as the synthesis task input, (2) evaluate $T^* = [[q_{gt}(\bar{T})]]^*$; (3) randomly sample 2 rows from $T^*$ as $T^*_{partial}$ and permute orders of arguments in commutative functions; (4) for expressions in $T^*_{partial}$ with more than four values, replace it with an incomplete expression that contains at most four values together with a $\ast$ (for omitted parameters). This generates $\mathcal{E}$, a partial output table with incomplete expressions, to simulate user demonstrations that is suitable for systematic algorithm performance testing. Each benchmark is a tuple $(\bar{T}, \mathcal{E}, q_{gt})$. In total, our benchmark set contains 43 easier tasks (1-3 operators) and 37 harder tasks (4-6 operators); among them, 24 requires join, 51 tasks requires partition-aggregation and 32 requires group-aggregation. Example benchmarks can be found in the appendix.

**Baselines.** To evaluate our algorithm, especially the provenance abstraction design, we compare Sickle with two state-of-the-art abstraction-based pruning techniques successfully used in relational query synthesis:

- **Morpheus’s type abstraction [12]:** This abstraction tracks high-level table shape information (row/column/group numbers). This technique is widely adopted in synthesizing list and table transformation programs.
- **Scythe’s value abstraction [39]:** This abstraction keeps track of concrete values flow through a partial program to over-approximate its behavior. This technique is used in the state-of-the-art SQL query and visualization synthesis.

Because neither of the baselines supports analytical operators, we reimplement them by extending their abstract semantics: (1) in type abstraction rules, we extend the abstract semantics to infer the most precise table shape and group number for partition and aggregation rules, and (2) in value abstraction rules, we keep track of all known values (e.g., values from the grouping columns) for analytical operators but ignore unknown values (e.g., values from the aggregation column). Other abstraction rules for both baselines are the same as those in the original paper. We then run the evaluation using the same enumerative search framework Sickle used, which keeps the search order the same for all abstractions.

Figure 12. The number of benchmarks each technique can solve within given time limit for each benchmark.

### 5.2 Study 1: Synthesis Efficiency

**Efficiency Comparison.** We first test Sickle’s performance on practical analytical SQL tasks compared to baseline techniques. For each benchmark $(\bar{T}, \mathcal{E}, q_{gt})$, we run Sickle and two baselines with a timeout of 600 seconds. The synthesizer runs until the correct query $q_{gt}$ is found. We record (1) time each technique takes to solve the tasks, and (2) the number of consistent queries encountered by Sickle (including the correct one $q_{gt}$). Sickle ranks consistent queries based on the order in which they are found in the search process. Figure 13 shows the results: each plot shows the number of benchmarks (y-axis) that can be solved within the given time limits (x-axis) by each baseline; results for easier and harder benchmarks are plotted separately.

**Observation #1:** Sickle can efficiently solve practical analytical SQL tasks from small demonstrations. Sickle has significant advantage over baselines on harder benchmarks.

As shown in Figure 12, Sickle in total solved 76 out of 80 benchmarks with a mean solving time of 12.8 seconds (Sickle solved all 43 easier tasks and 33 out of 37 harder tasks). In these benchmarks, the average user demonstration size is 9 cells (the number would be 50 if full output examples are required from the user). In comparison:

- On the easy benchmark suite, while both baselines can also solve all 43 tasks, Sickle is significantly faster: Sickle’s average solving time is 0.4 seconds, but type and value abstraction can take up to 8.0 and 8.6 seconds,
- Out of the 37 harder benchmarks, Sickle solved most (33 benchmarks), and type and value abstractions solved only 8 and 17 benchmarks. Sickle is also faster on tasks all techniques can solve. Sickle is on average 22.3× faster than value abstraction and 69.7× faster than type abstraction.
The 4 cases Sickle cannot solve are hard tasks from the TPC-DS. Upon closer inspection, cases that Sickle cannot solve or are slow have the following traits: (1) the input data has many columns, or the task require \texttt{join} (they dramatically increase the parameter space), or (2) the solution contains many \texttt{nested} operators (this makes analysis less precise).

**Pruning Analysis.** To understand how the provenance abstraction helps Sickle to efficiently solve these practical tasks, we log and compare the number of queries (both partial and concrete queries) Sickle and both baselines explored during the synthesis process. Figure 13 shows the results (top for easy tasks and bottom for hard ones). For each suite, the box plot shows the distribution of the number of queries each technique encountered when solving these benchmarks (or before timeout). We made the following observation:

*Observation #2: Provenance abstraction has small advantages over type and value abstractions on easier tasks because of relatively small query space to explore; but its advantage over others is significant on harder tasks with large search space.*

On easier tasks (Figure 13 top), despite Sickle’s provenance abstraction prunes the search space better, its advantage is small because these easier benchmarks require only exploring a small search space with a small number of programs inside. However, on harder tasks, the synthesizer needs to find the solution from a large search space with 100,000 – 2,000,000 queries, and this makes provenance abstraction’s pruning power shine. As shown in Figure 13, Sickle explores only 917 queries on average before finding the correct query; this is much less than type and value abstractions, which need to explore 31,371 and 6,837 queries on average (also with higher variance).

In general, while provenance abstraction has higher reasoning overhead compared to type or value abstractions, its stronger pruning power makes it significantly outperform other techniques on challenging benchmarks as much less programs in the search space are visited. The key strength of Sickle is its ability to track fine-grained provenance information through partial programs, and we envision computation demonstration and provenance abstraction to be applied to synthesis tasks in other domains rich of computation.

We also examined the ranking of queries synthesized by Sickle to examine computation demonstration’s ambiguity issues. There are 71 benchmarks with the correct query ranked at top 1, 4 cases ranked between 2 to 9, and 1 case ranked at >10. We noticed that computation traces and cell references are often less ambiguous than concrete value despite the smaller demonstration size; and for the case where the correct query is ranked > 10, we found the issue is that the input data contains only one group of data — this makes the synthesizer unable to easily generalize to multiple groups as required in the solution. This motivates that future disambiguation model could focus on seeking for more representative inputs from the user (rather than asking for more concrete/complete output demonstrations).

### 5.3 Study 2: User Experience

To understand users’ experiences working with computation demonstration, we conducted a within-group user study with 13 participants on 6 analytical tasks. In the study, we focus on specification creation: we compare user efficiency and user experience using computation demonstration and output-examples for analytical task illustration. We only require the participant to understand basic computation terminologies (e.g., \texttt{cumsum}, \texttt{rank}). The 6 analysis tasks come from our benchmarks, and their complexity and input table size vary with inputs containing 10-30 rows and require 1-3 analytical operators to solve, and they are split into groups based on query complexity and table size: 3 easy tasks (1-2 analytical steps, small table), and 3 hard tasks (2-3 analytical steps, big table). Each task contains (1) a description section of the input table and the task, (2) input table, and (3) output table schema (with no information about the output content).

For each task, we assign a demonstration method that the participant needs to use: (1) output example with concrete values, (2) full computation expressions, and (3) computation demonstration with partial expressions. The participant needs to fill out three rows in the output table using the assigned specification type in a spreadsheet environment. We counterbalance task order and specification order with the Latin square design. Each study session contains 10 minutes tutorial time, 30 minutes for solving the 6 tasks, and 20 minutes for interviews. We recorded the time each participant spent on creating the demonstration and analyzed results with Wilcoxon rank sum test; qualitative results are analyzed via inductive content analysis approach. Our study design intentionally hides the complexity of disambiguation and query understanding tasks that are orthogonal to our
main contribution. This let us allocate more time to observe user behaviors on more tasks. More study details are in the supplementary material.

Quantitative analysis. In the user study, 72 out of 78 participants’ solutions are correct. On the three easy tasks (1-2 analytical steps, inputs with < 15 rows), participants are more efficient using examples (on average 122s) compared to expressions (on average 170s) or partial expressions (on average 168s), but the difference is insignificant (p > 0.1). On two of the three hard tasks, users are significantly more efficient (p < 0.05) using expressions (on average 226s) over examples (on average 300s). Surprisingly, on one hard task — ranking countries based on their average sales using the Rank function — the participants are significantly more efficient using examples (on average 175s) over expressions (on average 286s) or partial expressions (on average 209s) with p < 0.05, as we explain in our qualitative analysis.

Qualitative analysis. We noticed that most participants prefer expressions over examples because they enhance user confidence: participants find examples “tedious and time consuming” (P6) and “not show how you derive the data” (P9) but find computation demonstration makes them “see what exactly I am doing” (P1) and thus “more confident” (P3, P7, P10). The participants also noted that they sometimes spend more time on creating expressions because they need to type-set the answers, and we envision this can be resolved with a drag-and-drop interface design in future. Second, participants mentioned that partial expressions are vital when the input is big (> 20 rows). For example, “smaller expressions can be used more easily than compute the final value, and it can show the pattern” (P5), and “I do not need to look many data or do computation on my own” (P10). However, some participants think partial expression makes them “less confident (than full expressions), as it depends on the user’s experience level to make right omission” (P13). Finally, for the ranking task where participants perform significantly worse using expressions, participants prefer manually counting over “using an expression and go over all the data”, because they (1) cannot easily sort the data by groups in the spreadsheet to create the full expression and (2) find omitting parameters tricky for rank. Currently, this is a limitation of computation demonstration. We envision a mixed (example and computation demonstration) approach to make analytical tasks easy.

6 Related Work

Relational Query Synthesis. Due to the importance of relational queries in the database industry and the programming challenges associated with them, many relational query synthesizers have been developed [29, 31, 36, 37, 39, 47]. Among them, Scythe [39] supports standard SQL queries with subqueries and aggregations; EGS [36], ProSynth [29] and Alps [31] are datalog query synthesizers that synthesizes datalog queries using syntax and provenance guided search from input-output examples; Morpheus [12] and Viser [40] are table transformation synthesizers for data wrangling.

Sickle’s focus is the computation-rich analytical SQL. Analytical SQL are not expressible in logic-based synthesizers [36] that requires relational queries to be “pure” (free of computations); algorithms for standard SQL [39, 40] are insufficient due to lack of support for analytical operators (Section 5). As Sickle focuses on analytical computations, Sickle is not specially designed for data wrangling [12] or knowledge base querying tasks [29]; there is an opportunity to combine Sickle with Morpheus [13] or ProSynth [29] for tasks requiring all types of relational query features. Sickle can also benefit from Patsql’s schema inference technique [35] to better scale up to larger input table by prioritizing search for columns that are type-consistent with the user demonstration.

Programming-by-demonstration Tools. Programming-by-example/demonstration (PBE/PBD) tools have been successfully adopted in many end user programming scenarios [3, 5, 12, 15, 20, 27, 28, 32, 40, 42]. PBD tools like Helena [4, 5] and FlashExtract [20] generalize users’ data extraction actions into scripts. Sickle’s specification, computation demonstration, is also a type of PBD specification, but it differs from others: existing PBD tools synthesize scripts by “loopifying” the user demonstration, but our approach synthesizes a declarative query from the demonstration. For example, the user’s expression sketch in Dace [43] can be directly used as a component of the target program, while a partial expression in Sickle is only a cell-level expression generated by evaluating the target analytical query. Thus, this domain challenge makes Sickle unable to directly reuse the user demonstration as program components [7, 43]. Gauss [3] and Sickle have similar specification design that allows the user to provide computation expressions as part of the output demonstration. Because Sickle is designed to solve the analytical SQL synthesis problems where nested computation are more common (Gauss focuses on data wrangling problems), Sickle makes the following different design choices to improve user experience: (1) Sickle permits omitted parameters in expressions, and (2) Sickle does not enforce the users’ expression syntactically same as the expression appear from the correct query. As a result, Gauss’s computation graph abstraction is too strict to apply, and Sickle’s choice of data provenance abstraction is more general and effectively prunes inconsistent queries during the search process. We also envision our specification used in other computation-rich domains [1, 33].

Besides, many new interaction models [14, 16, 21, 25, 41] are proposed to make PBE and PBD tools easier-to-use. As our paper focuses on the synthesis specification and algorithm design, its interaction model is basic. As suggested by the user study, Sickle could work with a drag-and-drop
based interface [41] for easier demonstration creation dialog-based [16, 21] interface for intent clarification.

**Abstraction-based Synthesis Algorithms.** Abstraction-based program synthesis algorithms have been widely used in synthesis of structurally rich programs (e.g., loopy programs [19], list programs [27, 46], tables programs [11, 39, 40], regex [44]). The core technique is to design a language abstraction [8] for reasoning behaviors of partial programs and pruning ones unable to reach the goal. Sickle contributes to this line of work by introducing provenance abstraction that can capture fine-grained provenance information for computation rich programs that type [11, 27] or value-based [39, 40] abstractions cannot. While Sickle currently builds on top of the enumerative search framework [11, 26, 38], the abstraction can also work in solver-based [30, 34] or learning-based [2, 9, 10] frameworks for pruning.

7 Conclusion

We proposed a new synthesis-based approach to make analytical SQL more accessible. We designed (1) a new synthesis specification, *programming by computation demonstration*, that allows the user to demonstrate the task using partial cell-level computation trace, and (2) a new abstraction-based algorithm that leverages *abstract data provenance* to prune infeasible search space more effectively. We implemented and tested our approach on 80 real-world analytical SQL tasks. Results show that Sickle can efficiently solve 76 tasks from small demonstrations with a 600 second timeout. In the future, we envision Sickle can work with novel user interaction models and ranking strategies to make demonstration crafting and solution disambiguation easier.
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