PSEUDO-ISOTOPIES AND Diffeomorphisms OF 4-MANIFOLDS

OLIVER SINGH

Abstract. A diffeomorphism $f$ of a compact manifold $X$ is pseudo-isotopic to the
identity if there is a diffeomorphism $F$ of $X \times I$ which restricts to $f$ on $X \times 1$, and which
restricts to the identity on $X \times 0$ and $\partial X \times I$. We construct examples of diffeomorphisms
of 4-manifolds which are pseudo-isotopic but not isotopic to the identity. To do so, we
further understanding of which elements of the “second pseudo-isotopy obstruction”,
defined by Hatcher and Wagoner, can be realised by pseudo-isotopies of 4-manifolds.
We also prove that all elements of the first and second pseudo-isotopy obstructions can
be realised after connected sums with copies of $S^2 \times S^2$.
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1. Introduction

Let $X$ be a smooth compact manifold of dimension $n$. A pseudo-isotopy of $X$ is a diffeomorphism $F : X \times [0, 1] \to X \times [0, 1]$ such that $F|_{X \times 0}$ and $F|_{X \times [0, 1]}$ are the identity. We let $P = P(X, \partial X)$ be the space of pseudo-isotopies of $X$, which is a topological space equipped with the $C^\infty$ topology. When $X$ is closed we write $P(X) = P(X, \emptyset)$.

Given diffeomorphisms $f, g : X \to X$ we say $f$ and $g$ are pseudo-isotopic if there exists a pseudo-isotopy of $X$ such that $F|_{X \times 1}$ is $g^{-1} \circ f$. Thinking of an isotopy of $X$ as a map $F : X \times [0, 1] \to X \times [0, 1]$ which is level preserving, that is $F(X \times t) = X \times t$ for every $t \in [0, 1]$, it is clear that if diffeomorphisms $f$ and $g$ of $X$ are isotopic, then they are pseudo-isotopic.

The first aim of this paper is to extend the list of 4-manifolds for which the converse is known to be false. Denoting the subgroup of diffeomorphisms fixing the boundary which are pseudo-isotopic to the identity by $\text{Diff}_{PI}(X, \partial X)$, we construct non-trivial elements of $\pi_0 \text{Diff}_{PI}(X, \partial X)$ for certain 4-manifolds $X$.

**Theorem A.** Let $X$ be either the 4-manifold $S^1 \times S^2 \times I$ or $(M_1 \# M_2) \times I$, for $M_1, M_2$ closed, orientable, aspherical 3-manifolds. Then there is a subgroup $K \leq \pi_0 \text{Diff}_{PI}(X, \partial X)$ and a surjective map

$$\Theta' : K \to \bigoplus_{i \in \mathbb{N}} \mathbb{Z}.$$ 

Hence there are infinitely many distinct isotopy classes of diffeomorphisms of $X$ fixing the boundary, which are pseudo-isotopic to the identity.

Igusa points out in [Igu21b], that the map

$$\pi_0 \text{Diff}_{PI}(M^{n-1} \times I, \partial(M^{n-1} \times I)) \to \pi_0 \text{Diff}_{PI}(M^{n-1} \times S^1)$$

induced by gluing the top and bottom of $M \times I$ together is injective [Igu21b, Lemma 5.1]. This allows us to state the below corollary.

**Corollary B.** Let $X$ be either the 4-manifold $S^1 \times S^2 \times S^1$ or $(M_1 \# M_2) \times S^1$, for $M_1, M_2$ closed, orientable, aspherical 3-manifolds. Then there is a subgroup $K \leq \pi_0 \text{Diff}_{PI}(X)$ and a surjective map $\Theta' : K \to \bigoplus_{i \in \mathbb{N}} \mathbb{Z}$. Hence there are infinitely many distinct isotopy classes of diffeomorphisms of $X$ which are pseudo-isotopic to the identity.

To prove Theorem A, we utilise the so called “second pseudo-isotopy obstruction” $\Theta$, taking values in $\text{Wh}_1(\pi_1 X; \mathbb{Z}_2 \times \pi_2 X)$, which was defined by Hatcher and Wagoner in [HW73] and refined by Igusa [Igu84]. In dimensions $n \geq 5$, Hatcher [Hat73] uses $\Theta$ to construct non-trivial elements of $\pi_0 \text{Diff}_{PI}(M^{n-1} \times I, \partial(M^{n-1} \times I))$. To extend this result to 4 dimensions we further understanding of which elements of $\text{Wh}_1(\pi_1 X; \mathbb{Z}_2 \times \pi_2 X)$ are realised by $\Theta$ for 4-manifolds. This is the second aim of this paper.

Our third aim is to show that both $\Theta$ and the “first pseudo-isotopy obstruction”

$$\Sigma : \pi_0 P(X, \partial X) \to \text{Wh}_2(\pi_1 X)$$

are (in some sense) surjective in dimension 4 after taking connect sums of $X$ with copies of $S^2 \times S^2$. Both invariants are surjective without any such stabilisation in dimension $\geq 5$.

Before we state the rest of our main theorems, we recall some high-dimensional background. In high dimensions, pseudo-isotopies are classified up to isotopy by $\Theta$ and $\Sigma$. 
Building on work of Hatcher and Wagoner in [HW73] and [Hat73], Igusa shows in [Igu84] that for $X$ a smooth manifold of dimension at least 6 there is a natural exact sequence

$$K_3\mathbb{Z}[\pi_1 X] \xrightarrow{\Delta} \text{Wh}_1(\pi_1 X; \mathbb{Z}_2 \times \pi_2 X) \to \pi_0 P(X, \partial X) \xrightarrow{\Sigma} \text{Wh}_2(\pi_1 X) \to 0.$$ 

Igusa shows that if the first Postnikov invariant $k_1 X$ vanishes, then $\chi$ is 0 and the sequence splits, with splitting

$$\Theta_\sigma : \pi_0 P \to \text{Wh}_1(\pi_1 X, \mathbb{Z}_2 \times \pi_2 X)$$

dependent on a choice of section $\sigma : X_{(1)} \to X_{(2)}$, where $X_{(i)}$ is the $i$th stage in a Postnikov tower for $X$. The restriction of this map to $\ker \Sigma$

$$\Theta : \pi_0 \ker \Sigma \to \text{Wh}_1(\pi_1 X, \mathbb{Z}_2 \times \pi_2 X),$$

originally defined by Hatcher and Wagoner in [HW73], does not depend on a choice of section. When $k_1 X \neq 0$ it follows from the constructions in [Igu84] that there is a map

$$\Theta : \ker \Sigma \to \text{Wh}_1(\pi_1 X; \mathbb{Z}_2 \times \pi_2 X)/\chi(K_3\mathbb{Z}[\pi_1 X]).$$

The maps $\Sigma$ and $\Theta$ (restricted to $\ker \Sigma$) are also defined in 4 and 5 dimensions. In dimension $n \geq 5$ Hatcher and Wagoner show that $\Sigma$ and $\Theta$ are surjective. However, they are not able to prove this in dimension 4, where the situation is less clear.

**Convention.** Throughout, 4-manifolds will be smooth, compact, and connected.

We prove that in dimension 4, the following elements of the second obstruction group are realised.

**Theorem C.** For $X$ a compact 4-manifold, let

$$\Xi = \langle (s + \sigma)\gamma \mid w_2^X(\sigma) \neq 0 \text{ or } s = 0, \ s \in \mathbb{Z}_2, \ \sigma \in \pi_2 X, \ \gamma \in \pi_1 X \rangle$$

$$\subset (\mathbb{Z}_2 \times \pi_2 X)[\pi_1 X]/\langle \alpha \gamma - \alpha^7 \tau \gamma \tau^{-1}, \beta \cdot 1 \mid \alpha, \beta \in \mathbb{Z}_2 \times \pi_2 X, \ \tau, \gamma \in \pi_1 X \rangle$$

$$= \text{Wh}_1(\pi_1 X; \mathbb{Z}_2 \times \pi_2 X).$$

If $k_1 X = 0$ then $\Xi \subset \Theta(\ker \Sigma)$. Otherwise the same is true passing to the quotient $\text{Wh}_1(\pi_1 X; \mathbb{Z}_2 \times \pi_2 X)/\chi(K_3\mathbb{Z}[\pi_1 X]).$

For the identification of $\text{Wh}_1(\pi_1 X; \mathbb{Z}_2 \times \pi_2 X)$ with

$$(\mathbb{Z}_2 \times \pi_2 X)[\pi_1 X]/\langle \alpha \sigma - \alpha^7 \tau \sigma \tau^{-1}, \beta \cdot 1 \mid \alpha, \beta \in \mathbb{Z}_2 \times \pi_2 X, \ \tau, \sigma \in \pi_1 X \rangle$$

see Corollary 7.4. The proof of Theorem C involves a detailed analysis of the $\Theta$ obstruction in terms of Whitney discs and framings of these discs in the 4-dimensional “middle-middle level” of 1-parameter families of handlebody structures. We believe this to be of independent interest; see Propositions 7.8 and 7.10.

Jahren [Jah], in an unpublished work, proves a similar theorem by different methods. Specifically he proves that all elements of $\text{Wh}_1(\pi_1 X, \pi_2 X)$ are realised, and that when $X$ contains an odd sphere, all elements of $\text{Wh}_1(\pi_1 X, \mathbb{Z}_2)$ are realised. We obtain both of these results as a corollary of Theorem C.

**Corollary 1.1.**

1. For any 4-manifold $X$, $\Theta$ surjects onto $\text{Wh}_1(\pi_1 X, \pi_2 X)$.
2. If $X$ is a 4-manifold with an odd sphere, that is $S \in \pi_2 X$ with $S \cdot S$ odd (note that we do not require $S$ to be embedded), then $\Theta$ surjects onto $\text{Wh}_1(\pi_1 X; \mathbb{Z}_2)$. 
Corollary 1.1 extends a recent result by Igusa in concurrent work [Igu21a, Theorem A, Theorem B]. Using different methods, Igusa proves Corollary 1.1.(2) with the additional requirement that $S$ is embedded. Igusa also proves that certain elements of $\text{Wh}_1(\pi_1 X, \pi_2 X)$ are realised, namely ones where the element of $\pi_2 X$ can be represented by an embedded sphere.

We also prove that after stabilisation of $X$ with a single $S^2 \times S^2$ we may realise any element of $\text{Wh}_1(\pi_1 X; \mathbb{Z}_2 \times \pi_2 X)$.

**Theorem D.** Let $X$ be a compact 4-manifold. Note that $\text{Wh}_1(\pi_1 X; \mathbb{Z}_2 \times \pi_2 X)$ includes in

$$\text{Wh}_1(\pi_1(X \# S^2 \times S^2); \mathbb{Z}_2 \times \pi_2(X \# S^2 \times S^2)),$$

and identify $x \in \text{Wh}_1(\pi_1 X; \mathbb{Z}_2 \times \pi_2 X)$ with its image under this inclusion. There is a pseudo-isotopy $F$ of $X \# S^2 \times S^2$, which is in $\ker \Sigma$ such that

$$\Theta(F) = x \in \text{Wh}_1(\pi_1(X \# S^2 \times S^2); \mathbb{Z}_2 \times \pi_2(X \# S^2 \times S^2))/\chi(K_3 \mathbb{Z}[\pi_1(X \# S^2 \times S^2)]).$$

We also prove a stable version of Hatcher and Wagener’s surjectivity result for $\Sigma$.

**Theorem E.** Let $X$ be a compact 4-manifold and $x \in \text{Wh}_2(\pi_1 X)$. There exists $N$, and a pseudo-isotopy $F$ of $X \#^N S^2 \times S^2$ such that

$$\Sigma(F) = x \in \text{Wh}_2(\pi_1(X \#^N S^2 \times S^2)) = \text{Wh}_2(\pi_1 X).$$

As a consequence of Theorem C we are also able to construct diffeomorphisms of certain 5-manifolds.

**Theorem F.** Suppose $X$ is a 4-manifold which contains an element $\sigma \in \pi_2(X)$ with $w^X_2(\sigma) \neq 0$, and an element $\gamma \in \pi_1 X$ such that $\gamma$ and $\gamma^{-1}$ are not conjugate, and suppose also that either $k_1 X = 0$ or $K_3 \mathbb{Z}[\pi_1 X] = 0$. Then in $\text{Diff}(X \times I, \partial(X \times I))$ there exist diffeomorphisms pseudo-isotopic to the identity but not isotopic to it.

This result is analogous to a result by Hatcher [Hat73, Corollary 4.5], which gives diffeomorphisms of manifolds of dimension greater than 6.

The other examples of diffeomorphisms of 4-manifolds which are pseudo-isotopic but not isotopic to the identity that we know of come from Budney-Gabai [BG21], Watanabe [Wat20], Igusa [Igu21b], and the following examples from gauge theory: Ruberman [Rub98], [Rub99], Baraglia-Konno [BK20], Kronheimer-Mrowka [KM20], and Lin [Lin20]. Budney and Gabai construct diffeomorphisms of $S^1 \times B^3$ and $S^1 \times S^3$, and by related methods Watanabe constructs diffeomorphisms of $\Sigma(2, 3, 5) \times S^1$. Budney and Gabai’s examples are pseudo-isotropic to the identity by Sato [Sat69] and Lashof-Shaneson [LS69], while Watanabe’s examples are pseudo-isotopic to the identity by [Wat20, Theorem 1.8 and Theorem 9.3], which Watanabe attributes to Teichner. In a concurrent work, posted subsequently to the initial posting of this paper, Igusa [Igu21b] constructed diffeomorphisms of $((S^1 \times S^2) \# M) \times S^1$ for $M$ a non-simply connected 3-manifold, also using the second obstruction to pseudo-isotopy. The gauge theoretic examples on the other hand give diffeomorphisms of simply connected 4-manifolds which are not isotopic to the identity but induce the identity on homology; by Kreck [Kre79, Theorem 1], these diffeomorphisms are pseudo-isotopic to the identity.
Other work that has been done on pseudo-isotopies of 4-manifolds includes the work of Quinn [Qui86] who proves that topological pseudo-isotopies of simply connected 4-manifolds are topologically isotopic rel boundary to an isotopy. Hence in the topological setting isotopy and pseudo-isotopy are the same for simply connected 4-manifolds.

Kwasik [Kwa87] shows that the same is not true for non simply connected 4-manifolds, and asserts that if topological pseudo-isotopies are allowed then \( \Theta \) is surjective. However, it is unclear to us how to define \( \Theta \) and \( \Sigma \) in the topological setting, and unclear how to show it is well defined, particularly as current definitions are heavily reliant on Cerf theory. It appears to us that a topological definition of both \( \Theta \) and \( \Sigma \) would be of value, and could facilitate further results in the topological setting.
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2. Background

We first recall some general topology background. We will review some standard tools of Morse theory, we will also review Whitney discs and operations on Whitney discs, as well as Postnikov towers and \( k \)-invariants.

As is standard in Morse theory and Cerf theory, we fix a Riemannian metric \( \mu \) on \( X \) and take the product metric on \( X \times I \).

Remark 2.1. The choice of metric is not important, and in fact it is possible to avoid fixing a metric entirely. Indeed Hatcher and Wagoner consider a space \( \tilde{F}(X, \partial X) \) which includes all possible choices of metric, and show that it is homotopy equivalent to the space \( F(X, \partial X) \) which we define in Section 3; see [HW73, Chapter 1, §3].

2.1. Morse theory and the Morse chain complex. Let \( f \) be a Morse function

\[ f: X \times I \rightarrow I \]

such that \( f|_{\partial X \times I} \) is the projection to \( I \) and that \( f(X \times i) = i \) for \( i \in \{0, 1\} \). Suppose also that \( f \) has no critical points near \( X \times \partial I \) or \( \partial X \times I \). By choice of Riemannian metric we have a uniquely defined gradient \( \nabla f \). Given \( s \in \mathbb{R} \) we denoted the flow of \( f \) by \( \phi_{f,s}: X \times I \rightarrow X \times I \), where \( \phi_{f,s}(p) \) is giving by pushing \( p \) along \( \nabla f \) for time \( s \).

Recall that the trajectory of a point \( p \) is given by \( \{ \phi_{f,s}(p) \mid s \in \mathbb{R} \} \), and that trajectories are embedded copies of \( (0, 1) \), \( (0, 1] \), \( [0, 1) \) or \( [0, 1] \), with any boundary points lying in \( X \times \partial I \). Recall also that the limit point on approaching the open end of a trajectory is always a critical point. Given a critical point \( p \) we denote the stable set by

\[ W_f(p) = \{ q \mid \lim_{s \to +\infty} \phi_{f,s}(q) = p \} \]

and the unstable set by

\[ W_f^+(p) = \{ q \mid \lim_{s \to -\infty} \phi_{f,s}(q) = p \}. \]
Given two critical points \( p, q \in X \times I \) of index \( i \) and \( j \) respectively, let
\[
T^q_p = \{ \{ f_{i,s}(a) \}_{s \in \mathbb{R}} \mid a \in W(p) \cap W^*(q) \}
\]
be the set of trajectories from \( q \) to \( p \). We refer to these trajectories as \( j/i \) trajectories (the \( j \) being on top of the fraction indicates that is also “on top” in the manifold, since a \( j/i \) trajectory goes down from a critical point of index \( j \) to one of index \( i \)). If \( p, q \) are critical points of index \( i \) and \( i + 1 \) respectively and \( f \) is a Morse function in general position, a dimension count shows that \( W(p) \cap W^*(q) \) is a collection of isolated arcs and so there are finitely many trajectories from \( q \) to \( p \).

2.1.1. The Morse chain complex. We can capture the data of the \( \frac{i}{i+1} \) intersections in a chain complex, the Morse chain complex, defined as follows. Let \( \psi : \tilde{X} \to X \) be the universal cover of \( X \), and let \( f \) be a self indexing Morse function on \( X \), i.e. there exists \( r_0 = 0 < r_1 < \cdots < r_{n+1} = 1 \in [0,1] \) with all critical points of index \( i \) having critical values between \( r_i \) and \( r_{i+1} \). Let \( V_i = f^{-1}([r_i, r_{i+1}]) \), and let \( \tilde{V}_i = \psi^{-1}(V_i) \). Define the chain complex by
\[
C_i(X) = H_i(\tilde{V}_i, \tilde{V}_{i-1})
\]
which is a finitely generated free module over \( \mathbb{Z}[\pi_1(X)] \) with a generator for each critical point of index \( i \).

Fix a base point \( p \in X \) and a lift of the base point \( \tilde{p} \in \tilde{X} \), and for each critical point \( c \) of \( f \) pick a path \( \gamma_c \) from \( p \) to \( c \). This gives a basis for \( C_i \) as a finitely generated free \( \mathbb{Z}[\pi_1(X)] \) module. We can describe the differential as follows. Let \( S_i \) be the collection of index \( i \) critical points, recall that \( T^q_p \) is the set of trajectories from \( a \) to \( b \). Using the basis above, this determines a matrix \( \left( \partial^f_i : C_i \to C_{i-1} \right) \) given by
\[
\partial^f_i(e) = \sum_{b \in S_{i-1}} \sum_{\psi \in T^q_p} [\gamma_c \cdot \psi \cdot \gamma_b^{-1}]b.
\]

2.2. Homotopies of surfaces in 4-manifolds and Whitney discs. We will wish to study deformations of immersed surfaces in 4-manifolds, and so recall some standard techniques for doing so; for full details see [FQ90].

Let \( X \) be a smooth 4-manifold. Given a compact immersed surface \( S \subset X \) (with possibly many components), recall that a regular homotopy of this surface in \( X \) is a homotopy through immersions; i.e. a smooth map \( H : \Sigma \times I \to X \) such that \( H(-,0) \) maps \( \Sigma \) to the surface \( S \), and \( H(-,t) \) is an immersion for all \( t \). We frequently omit the map and discuss only the immersed surface, which we denote \( S_t = H(\Sigma, t) \).

Given an immersed surface, by standard general position arguments we can perturb it so that it has only finitely many isolated self-intersections, and that these self-intersections are transverse double points; that is the immersion is 2 to 1 at these points (as opposed to \( n \) to 1 for \( n > 2 \)).

By general position we may perturb a regular homotopy so that for each \( t \), \( S_t \) has only transverse double-points, except at finitely many values of \( t \). At these values of \( t \) we see a non-transverse point; near these values, the homotopy can always be described as one of the following local moves; see [FQ90] for further details.
Definition 2.2. Let $S \subset X$ be an immersed oriented surface, and let $\gamma$ be an arc such that the endpoints are in $S$, but the interior is disjoint from $S$. Then we may perform a finger move, pushing one sheet of the surface along this arc into the other to introduce two points of transverse intersection; see the first image in Figure 1.

Convention. It will be useful to us to insist that the finger move arc $\gamma$ in Definition 2.2 be an oriented arc (one may freely pick the orientation, we just require that it is kept track of).

Remark 2.3. Let $S$ be a collection of spheres embedded in $X$, and suppose for each sphere we have an arc to a basepoint $* \in X$. Then we can associate an element of $\pi_1(X)$ to any finger move arc by going along a basepoint arc, along some arc in $S$ to the base of the finger move arc, along the finger move arc, along another arc in $S$ to the basepoint arc, then backwards along another basepoint arc (possibly the same basepoint arc if the endpoints of the finger move arc lie on the same component of $S$). We call this the element of $\pi_1(X)$ associated to the finger move. If additionally $S$ is $\pi_1$-negligible (that is $\pi_1(X) = \pi_1(X \setminus S)$) then the finger move is uniquely determined by its associated element of $\pi_1(X)$; indeed for any $\gamma \in \pi_1(X)$ there always exists some choice of finger move arc with associated element $\gamma$ and any two choices can easily be shown to be homotopic in $X$, and hence in $X \setminus S$ since $S$ is $\pi_1$-negligible.

Remark 2.4. Note that reversing the orientation of $\gamma$ results in an isotopic finger move, and inverts the associated element of $\pi_1X$. Later, the surfaces between which we perform finger moves will have a natural order, so it will be useful to consider a finger move “from” one surface “to” another.

Remark 2.5. Given an oriented immersed surface $S \subset X$ we wish to assign a sign to the double points of $S$. When $X$ is oriented this is easy, however when $X$ is non-orientable
we must work a little harder. In this case, we restrict to the case that $S$ is $\pi_1$-trivial; that is $\pi_1 S$ includes 0 in $\pi_1 X$. Let $S = \cup_i S_i$, where $S_i$ are the connected components. We pick a basepoint $* \in X$ and arcs from $*$ to each component $S_i$. We pick a local orientation at $*$ then transport the orientation at $*$ along the arcs to give an orientation of the total space of $\nu(S_i, X)$ for each $i$. This allows us to define signs of intersection as for an oriented manifold. Note that the signs of the intersections depend on our choices of arcs, but that for any two points $p, q \in S_i \cap S_j$ the dichotomy of these having the same sign or a different sign does not depend on our choices.

We now recall the definition of a Whitney disc, and a Whitney move.

**Definition 2.6.** Let $S \subset X$ be an oriented immersed surface (and that $S$ is $\pi_1$-trivial if $X$ is non-orientable). Suppose $z^+, z^-$ are double points of $S$ with sign $+$ and $-$ respectively. Suppose $\alpha, \beta \subset S$ are embedded arcs, both of which have endpoints $z^+$ and $z^-$, and which are disjoint except at these endpoints. Suppose also that $\alpha$ and $\beta$ do not intersect any intersection points of $S$ except at their endpoints. We also require that the endpoints of $\alpha$ live in different sheets of $S$ to the endpoints of $\beta$ of $S$; that is, letting $S$ be the image of some immersion $f: \Sigma \to X$ we require that $f^{-1}(\alpha)$ and $f^{-1}(\beta)$ are disjoint including at the endpoints.

If $W \subset X$ is an immersed disc with boundary $\alpha \cup \beta$ we call $W$ a **Whitney disc**. We require that $W$ meets $S$ transversely on $\partial W$. We call $\alpha$ and $\beta$ the **Whitney arcs**.

**Definition 2.7.** Given a Whitney disc $W \subset X$, we pick an orientation for $W$. The bundle $\nu(W, X)$ is a 2-dimensional bundle over a disc and so is trivial and has a unique trivialisation determined by the orientation. This trivialisation induces a trivialisation, or **framing**, of $\nu(W, X)|_{\partial W} \cong S^1 \times D^2$ which we call the **disc framing**.

There is another framing of $\nu(W, X)|_{\partial W}$ defined as follows. We define a section of $\nu(W, X)|_{\partial W}$, denoted $s: \partial W \to \nu(W, X)|_{\partial W}$, by requiring that $s$ be parallel to $S$ along $\beta$, and normal to $S$ along $\alpha$; note that $W$ is transverse to $S$ on $\partial W$ so this uniquely determines $s$ up to homotopy. We call $s$ the **Whitney section**. Now $s$ is a section of a 2-dimensional bundle over $S^1$, and so uniquely determines a trivialisation (up to orientation, we use the orientation on $\nu(W, X)|_{\partial W}$ induced by the orientation of $W$ and the orientation of $X$ when $X$ is oriented; when $X$ is non orientable we use a local orientation as in Remark 2.5). We call this trivialisation the **Whitney framing**.

If the Whitney framing and the disc framing agree (up to isotopy), we say that $W$ is a **correctly framed Whitney disc**, or simply a **framed Whitney disc**.

**Remark 2.8.** If $\nu(W, X)|_{\partial W}$ is oriented, then if we fix a framing $\nu(W, X)|_{\partial W} \cong S^1 \times D^2$, then any other framing with the same orientation gives an element of $\pi_1 GL_2(\mathbb{R}) = \mathbb{Z}$, and this element of $\mathbb{Z}$ is canonical. Hence given two framings we have a well defined difference between them in $\mathbb{Z}$, using the first framing to identify $\nu(W, X)|_{\partial W} \cong S^1 \times D^2$ and the second to give the element of $\pi_1 GL_2(\mathbb{Z}) = \mathbb{Z}$.

**Remark 2.9.** Equivalently and more succinctly one may say a Whitney disc is framed if the Whitney section extends to a section of $\nu(W, X)$. However, as we will perform moves to change the disc framing and the Whitney framing separately, it will be useful for us to consider both framings independently.

We now describe the second local move.
Definition 2.10. Given a correctly framed, embedded Whitney disc, as in Definition 2.7, whose interior is disjoint from $S$, we may perform a Whitney move, a regular homotopy removing the two double points $z^+$ and $z^-$; see Figure 1.

2.2.1. Interior twists and boundary twists of discs. Suppose that we have an immersed Whitney disc $W$ which pairs two intersections of some surface $S$ ($S$ is possibly disconnected, and $W$ may intersect $S$ away from the Whitney arcs). As in Remark 2.8 we denote the difference between the Whitney framing and the disc framing by $n_W \in \mathbb{Z}$. There are two operations to create a new Whitney disc described in [FQ90, Section 1.3]: the interior twist and the boundary twist. We recall briefly these operations and their effects on $n_W$ below.

A positive interior twist is an operation which alters $W$ in a small neighbourhood in the interior of $W$. In this neighbourhood we add an additional positive self-intersection to $W$. We call the resulting disc $W'$. Note that $\nu(W, X)|_{\partial W} = \nu(W', X)|_{\partial W'}$, and that the Whitney framing does not change. By perturbing $W$ we can make $W' \cup -W$ immersed, one can easily see that $e(\nu(W' \cup -W, X)) = 2$, and so the disc framings of $W$ and $W'$ must differ by 2 (considering the clutching construction of bundles over spheres). Hence $n_{W'} = n_W + 2$.

Similarly a negative interior twist introduces an additional negative self-intersection and $n_{W'} = n_W - 2$.

A positive boundary twist alters $W$ only in a neighbourhood of one Whitney arc; note that we may choose which arc. It introduces an additional single positive intersection between $W$ and $S$ by twisting $W$ positively around $S$ along this arc; see [FQ90, Section 1.3]. We call the result $W'$. In this case $n_{W'} = n_W + 1$.

Similarly a negative boundary twist introduces a additional single negative intersection between $W'$ and $S$, and $n_{W'} = n_W - 1$.

We will frequently use these moves to obtain a correctly framed Whitney disc from one which is not correctly framed.

2.2.2. Pushing down. Let $W$ be a Whitney disc in a 4-manifold $V$ which pairs two intersections of some surface $A \subset X$. If $W$ intersects some surface $U$ in some point $p$, we may remove the intersection between $W$ and $U$ by pushing down the intersection into $A$. To do this we perform a finger move between $U$ and $A$, resulting in two intersections between $U$ and $A$; see Figure 2. We can also push down to trade self intersections of $W$ for intersections between $W$ and $A$.

2.2.3. Transverse spheres and the Norman trick. Let $A$ be a surface in a 4-manifold $V$, and let $A^* \subset V$ be a (possibly non-embedded) sphere with trivial normal bundle which intersects $A$ transversely in a single point. We say $A^*$ is a transverse sphere for $A$.

Given such a surface with a transverse sphere, if $A$ intersects some other surface $U$ in some point $p$, we may find a surface $U'$ with one fewer intersection with $A$, by taking an embedded arc $\gamma \subset A$ from $p$ to $A \cap A^*$, and tubing $U$ to a parallel copy of $A^*$ along the arc $\gamma$; see Figure 3. This operation is called the Norman trick.
2.3. The $\mathbb{Z}[\pi_1 X]$ intersection number of spheres. Let $A$ and $B$ be immersed spheres in a 4-manifold which intersect transversely (or more generally any two connected $\pi_1$-trivial surfaces). Suppose also that we have chosen a basepoint $* \in X$, and that we have chosen arcs $\alpha, \beta \subset X$ from $*$ to $A$ and $B$ respectively; denote the endpoints at which these arcs meet $A$ and $B$ by $*_A \in A$ and $*_B \in B$ respectively. Then given $p \in A \cap B$ we can assign a value in $\pm \pi_1 X$ to this intersection point as follows. The sign comes from the sign of the intersection; in the case that $X$ is non-orientable this is as in Remark 2.5. The element of $\pi_1 X$ comes from taking an arc $a \subset A$ from $*_A$ to $p$ and an arc $b \subset B$ from $*_B$ to $B$, then $\alpha \cdot a \cdot b^{-1} \cdot \beta^{-1}$ gives the element of $\pi_1 X$; see Figure 4.

We permit the arcs $a$ and $b$ may run over the intersection points and self-intersection points of $A$ and $B$, but they may not change sheets of the surface at these double points; equivalently, one must be able to make $a$ and $b$ disjoint from the intersection and self-intersection points. Note that since $A$ and $B$ are $\pi_1$-trivial $\alpha \cdot a \cdot b^{-1} \cdot \beta^{-1}$ is independent of the choice of $a$ and $b$.

We can define an intersection number $A \cdot B \in \mathbb{Z}[\pi_1 X]$ by summing over all $p \in A \cap B$. Note that this intersection number depends on the choice of arcs $\alpha$ and $\beta$ from $A$ and $B$.
to $*$; when we wish to consider intersection numbers in $\mathbb{Z}[\pi_1 X]$ we will fix some choice of arcs to the basepoint.

2.4. Postnikov towers and $k$-invariants. Since many of our theorems refer to the first Postnikov invariant (or $k$-invariant) $k_1 X$, we recall the basics of Postnikov towers and $k$-invariants below. For a more detailed treatment we direct the reader to [Whi78, pg. 421–437].

Recall that an Eilenberg–MacLane space $K(\pi, n)$ is a space whose $n$th homotopy group is isomorphic to $\pi$, with all other homotopy groups trivial.

**Definition 2.11.** Given a path connected space $X$, suppose we have spaces

$$X(0), X(1), \ldots, X(n), \ldots$$

and maps $p_n : X(n) \to X(n-1)$, $f_n : X \to X(n)$, such that

1. the diagram below commutes.

$$\cdots \quad \downarrow p_{n+1} \quad X(n) \quad \downarrow p_n \quad \cdots \quad \downarrow p_2 \quad X(1) \quad \downarrow p_1 \quad X(0)$$

2. The induced map $(f_n)_* : \pi_i(X) \to \pi_i(X(n))$ is an isomorphism for $i \leq n$, and that $\pi_i(X(n)) = 0$ for $i > n$.

3. The map $p_n : X(n) \to X(n-1)$ is a fibration, with fiber a $K(\pi_n(X), n)$ space.
We call such a tower of spaces and maps a \textit{Postnikov system} (or \textit{Postnikov tower}) and we call \( X_{(n)} \) the Postnikov \( n \)-type of \( X \).

Postnikov towers always exist for \( X \) a connected CW-complex, and uniquely determine \( X \) up to weak homotopy; see [Whi78, Chapter XI].

For each \( n \) consider the fibration

\[ K(\pi_{n+1}X, n + 1) \longrightarrow X_{(n+1)} \overset{p_{n+1}}{\longrightarrow} X_{(n)} \]

there is a well defined homology class \( k_n \in H^{n+2}(X; \pi_{n+1}X) \) which classifies this fibration, see [Whi78, pg. 421–437]. In particular there exists a section of this fibration \( X_{(n)} \rightarrow X_{(n+1)} \) if and only if \( k_n = 0 \). We call \( k_n \) the \( n \)th \( k \)-invariant. Note that our indexing is different to that of [Whi78], in order to agree with the indexing of Igusa [Igu84].

We are particularly interested in \( k_1X \). Since \( \pi_n(X_{(1)}) = 0 \) for \( n > 1 \), in fact \( X_{(1)} \) is itself an Eilenberg–MacLane space, \( X_{(1)} = K(\pi_1X, 1) \), hence

\[ k_1X \in H^3(K(\pi_1X, 1), \pi_2X) = H^3(\pi_1X; \pi_2X) \]

where \( H^3(\pi_1X; \pi_2X) \) is group cohomology with coefficients twisted by the action of \( \pi_1X \) on \( \pi_2X \).

3. Functional approach to pseudo-isotopies

We begin this section with a review of Cerf’s view of pseudo-isotopies as paths of Morse functions as set out by Hatcher and Wagoner in [HW73, Chapter 1, §2].

Let \( I = [0, 1] \) and let \( \mathcal{F} = \mathcal{F}(X, \partial X) \) be the space of \( C^\infty \) functions \( f : X \times I \rightarrow I \) such that \( f(x, 0) = 0, f(x, 1) = 1 \forall x \), and such that \( f \) has no critical points near \( X \times 0, X \times 1 \) or \( \partial X \times I \). Let \( \mathcal{E} \subset \mathcal{F} \) be the subset of all such functions with no critical points.

Denote the standard projection to \( I \) by \( p : X \times I \rightarrow I \). We define a map

\[
\Pi : \mathcal{P} \longrightarrow \mathcal{F} \\
F \longmapsto p \circ F 
\]

Since any \( F \in \mathcal{P} \) is a diffeomorphism, \( p \circ F \) has no critical points so

\[ \Pi(\mathcal{P}) \subset \mathcal{E}. \]

In fact \( \Pi(\mathcal{P}) = \mathcal{E} \). Given \( f \in \mathcal{E} \) we construct \( F \in \mathcal{P} \) with \( p \circ F = f \) by defining

\[ F(x, s) = \phi_{f,s}(x, 0). \]

Further, \( \Pi \) is a fibration \( \mathcal{I} \rightarrow \mathcal{P} \overset{\Pi}{\longrightarrow} \mathcal{E} \) with fiber

\[ \mathcal{I} = \{ F : X \times I \rightarrow I \mid F|_{X \times 0} = 1_{X \times 0}, F(X \times t) = X \times t \forall t \in I \} \]

that is, the space of isotopies of \( X \) fixing \( X \times 0 \). The fiber \( \mathcal{I} \) is contractible via

\[ H_s : \mathcal{I} \rightarrow \mathcal{I} \]

\[ H_s(F)(x, t) = F(x, (1 - s)t). \]

Hence \( \Pi \) is a homotopy equivalence. Additionally \( \mathcal{F} \) is contractible, so we have

\[ \pi_0\mathcal{P} = \pi_0\mathcal{E} = \pi_1(\mathcal{F}, \mathcal{E}). \]
In order to measure whether a given pseudo-isotopy $F$ is isotopic to the identity, our strategy will be to join $\Pi(F)$ to $p$ by a path $f_t \in F$, and try to deform this path, fixing the ends, to lie in $E$; if we succeed then the path $f_t$ is the trivial element of $\pi_1(\mathcal{P}, E)$, so $F$ is the trivial element of $\pi_0 \mathcal{P}$. Conversely, our obstructions will be obstructions to finding such a path deformation, and so obstruct $F$ from being the trivial element of $\pi_0 \mathcal{P}$.

3.1. Generic paths of functions in $\mathcal{F}$. We recall genericity theorems of Cerf and Hatcher-Wagoner for paths $f_t \in \mathcal{F}$. Hatcher and Wagoner also consider 2-parameter families of functions in $\mathcal{F}$; this is important to show that the various invariants are well defined however we will not discuss them here and refer the reader to [HW73].

Following [Cer70], a generic path $f_t \in \mathcal{F}$ has the following properties. Except for at finitely many discrete values of $t$, $f_t$ is a Morse function with no $j/i$ trajectories for $j \leq i$. At the exceptional values of $t$, $f_t$ may additionally have either a single birth-death critical value (corresponding to the creation or cancellation of an $i+1$, $i$-handle pair), or a single $i/i$ trajectory (corresponding to a handle slide); otherwise $f_t$ has only Morse critical points, and no other $j/i$ trajectories for $j \leq i$ as above.

We can display the critical value information of $f_t$ as follows.

**Definition 3.1.** The Cerf graphic of a generic path $f_t$ is the subset of $I \times I$ given by

$$\bigcup_{t \in I} t \times \{\text{critical values of } f_t\} \subset I \times I.$$ 

We further annotate our Cerf graphics with an arrow whenever there is an $i/i$ trajectory; we draw this arrow between the two critical values. See Figure 5 for an example.

![Figure 5](attachment:image.png)  

**Figure 5.** A Cerf graphic annotated by arrows to show trajectories between handles of the same index. This path satisfies the 1-parameter ordering condition of Proposition 3.2. Left to right we see a birth, an $i/i$ handle slide, an $i+1$ crossing, and $i$ crossing, then an $i+1/i+1$ handle slide.

Just as we can deform Morse functions to be self-indexing, we can deform paths of functions to have desirable properties. We recall the one-parameter ordering theorem of Cerf [Cer70]; see [HW73] for a detailed treatment of this.

**Proposition 3.2** (One-parameter ordering). Let $f_t \in \mathcal{F}$ be a path whose endpoints $f_0$ and $f_1$ are Morse functions with ordered, distinct critical values (i.e. almost self-indexing, but perturbed so the critical values are distinct). We can deform this family fixing the endpoints so that $f_t$ is a Morse function with ordered, distinct critical values for all but finitely many values of $t$. At these exceptional values of $t$, either two critical points of
index $i$ have the same critical value (shown as a crossing on the Cerf Graphic), or there is a single birth-death point, or a single $i/i$ trajectory. Note that this necessarily means that each $(i+1)/i$ birth-death critical point has critical value between the critical values of index $i$ and those of index $i+1$. Further, we may arrange that the birth and death points are independent, meaning that there are no trajectories between any birth/death point and another critical value. If a path has these properties then we say it satisfies the one-parameter ordering condition. See Figure 5 for the Cerf graphic of a 1-parameter family satisfying the one-parameter ordering condition.

If the endpoints of $f_t$, $f_0$ and $f_1$ contain only index $i$ and $i+1$ critical points for some $i$, then in fact we can do better

**Theorem 3.3.** [HW73, Theorem 3.1] Suppose $f_t \in F$ is a path such that $f_0$ and $f_1$ are Morse functions with only index $i$ and $i+1$ critical points for some $2 \leq i \leq n-2$. Then we may deform $f_t$ fixing the boundary so that for all $t \in I$, $f_t$ has only critical points of index $i$ and $i+1$. If additionally $f_0$ and $f_1$ are Morse functions with ordered, distinct critical values then we can further deform $f_t$ fixing the endpoints so that it additionally satisfies the 1-parameter ordering condition.

In particular when $f_0, f_1 \in \mathcal{E}$ we can deform $f_t$ to satisfy the conditions of Theorem 3.3 for any $i$ of our choosing, provided $2 \leq i \leq n-2$.

**Remark 3.4.** If additionally $f_0, f_1 \in \mathcal{E}$, then since the birth and death points can be made independent by Theorem 3.2, we may arrange that the births occur in a neighbourhood of 0, and that the deaths occur in a neighbourhood of 1, and that in this neighbourhood no handle slides, critical value crossings, or handle slides occur; see Figure 6. For details on how to do this, see [HW73, Chapter 1, §7].

**Figure 6.** As in Remark 3.4 any path with $f_0, f_1 \in \mathcal{E}$ can be deformed to satisfy the 1-parameter ordering condition, to have only critical points of index $i$ and $i+1$ for some $i$, and to have the pictured Cerf graphic in neighbourhoods of 0 and 1. Here we depict 3 births and 3 deaths, but an arbitrary number is possible (note that the number of births and deaths must be the same).

### 4. Geometric picture and conventions in dimension 4

In this section we describe the geometric picture for paths of functions $f_t \in F$ in dimension 4 and set some conventions. We will henceforth assume that $f_0, f_1 \in \mathcal{E}$, i.e. they have no critical points.
By Theorem 3.3, after a deformation, we may assume \( f_t \) only has index 2 and 3 critical points, and that the critical values are ordered, indeed we assume that \( f_t(p) < 1/2 \) for critical points of index 2, \( f_t(p) > 1/2 \) for critical points of index 3, and \( f_t(p) = 1/2 \) for births and deaths. We may also assume all births happen before time \( \varepsilon \) and all deaths happen after time \( 1 - \varepsilon \) as in Remark 3.4, for some \( \varepsilon \in (0,1/4) \).

Away from births, deaths, and handle slides, \( f_t \) gives a handle decomposition of \( X \times I \), relative to \( X \times 0 \), with only 2-handles and 3-handles. We wish to look at the “middle 4-manifold” after attaching the 2-handles, but before attaching the 3-handles. We make the following identification

\[
\bigcup_{t \in [\varepsilon,1-\varepsilon]} f_t^{-1}(1/2) = V \times [\varepsilon,1-\varepsilon]
\]

where \( V \times t = f_t^{-1}(1/2) \cong X \#^m(S^2 \times S^2) \forall t \). Here \( m \) is the number of births (also deaths), and we see one copy of \( S^2 \times S^2 \) for each 2-3 handle pair. Directly after the births we see the belt sphere for a 2-handle as \( S^2 \times p \) and the attaching spheres of the corresponding 3-handle as \( q \times S^2 \) in each \( S^2 \times S^2 \) summand. As we move forward in the \( t \) direction we see an isotopy of these attaching spheres. The spheres will also change when a handle slide occurs. To keep track of these spheres we establish the following conventions.

1. We denote the 2-handle belt spheres in any given \( t \) slice by \( A^t_1, \ldots, A^t_n \subset V \times t \).
   We refer to these collectively as the \( A \)-spheres.
2. We denote the 3-handle attaching spheres in any given \( t \) slice by \( B^t_1, \ldots, B^t_n \). We refer to these collectively as the \( B \)-spheres.
3. We orient the \( A^t_i \)’s and \( B^t_i \)’s so that the intersection between \( A^t_i \) and \( B^t_i \) directly after their birth is positive. There is a consistent choice of orientation for all \( t \) so that the 3-manifolds \( \cup_t A^t_i \) and \( \cup_t B^t_i \) are oriented; note that these 3-manifolds have \( S^2 \) boundary components at the handle slides.
4. We pick a basepoint \( * \in V \); this gives us a basepoint for \( V \times I \) or indeed \( X \times I \times I \) by taking \( * \times 0 \in V \times I \subset X \times I \times I \). We will often abusively refer to \( * \) as the base point in any given \( t \) slice; really we mean \( * \times t \in V \times t \). If we refer to a path to this basepoint, we implicitly take the further path to the “true basepoint” \( * \times 0 \) by taking a path through \( * \times I \).
5. We make a continuous choice of basepoint in the \( A \)-spheres and \( B \)-spheres for each value of \( t \); that is \(*_{A^t_i} \in A^t_i \subset V \times t \), \(*_{B^t_i} \in B^t_i \subset V \times t \).
6. We make a continuous choice for all \( t \) of path from the basepoint of \( V \) to the basepoints of the spheres; \( \alpha^t_i \subset V \times t \) from \( * \) to \(*_{A^t_i} \in A^t_i \) and \( \beta^t_i \subset V \times t \) from \(* \) to \(*_{B^t_i} \in B^t_i \). We do so such that directly after the creation of each pair, we have \( \alpha^t_i \cdot \beta^{-1}_i = 1 \in \pi_1 V \).

4.1. Handle slides. At each 2/2 trajectory we see a handle slide between the 2-handles, and similarly at each 3/3 trajectory we see a handle slide between the 3-handles; we may assume that there are finitely many of these and that they occur at distinct values of \( t \) in \( (\varepsilon,1-\varepsilon) \).

We describe the effect of the handle slides on the \( A \)-spheres and \( B \)-spheres. Consider a 3/3 handle slide at time \( t \), where we slide the handle attached to \( B^t_k \) over the handle
attached to $B_j^{t-\delta}$. After the handle slide $B_j^{t+\delta} = B_j^{t-\delta}$, while $B_k^{t+\delta}$ is a connect sum of $B_k^{t-\delta}$ to a parallel copy of $B_j^{t-\delta}$.

The picture at 2/2 handle slides is similar. In this case we slide the handle with belt sphere $A_k^{t-\delta}$ over the handle with belt sphere $A_j^{t-\delta}$ at time $t$. Then $A_k^{t+\delta} = A_k^{t-\delta}$, while $A_j^{t+\delta}$ is a connect sum of $A_j^{t-\delta}$ to a parallel copy of $A_j^{t-\delta}$. We can see this by turning the handle decomposition upside down and considering the belt spheres of the 2-handles as attaching regions of some 3-handles; note that after turning upside down the $A_k$ 3-handle is being slid over the $A_k$ 3-handle.

**Remark 4.1.** In fact, the handle slides are determined by the (framed) arc in $V \times (t-\delta)$ from $A_j^{t-\delta}$ to $A_j^{t-\delta}$ or $B_j^{t-\delta}$ to $B_j^{t-\delta}$. We refer to this choice of arc as the *handle slide arc*.

4.2. **Intersections of spheres.** Throughout $f_t$, by our genericity assumptions the $A_i$s are disjoint from each other, as are the $B_j$s. There may be intersections between the $A_i$s and the $B_j$s however. Again by genericity of $f_t$, we can also assume that the $A_i$s and $B_j$s intersect transversely.

Initially after the births, the handles $A_i^t$ and $B_j^t$ intersect in $\delta_{i,j}$ points. At later $t$ this may no longer be true. Note that the intersections form a 1-manifold in $V \times I$, and that the endpoints of any arcs in the 1-manifold occur at the births, the deaths or the handle slides.

Away from the handle slides we see a regular homotopy of the spheres which restricts to an ambient isotopy of each of the families $\{A_i^t\}$ and $\{B_j^t\}$. Hence new intersections are introduced and removed by finger moves and Whitney moves between some $A$ sphere and some $B$ sphere.

**Remark 4.2.** When we wish to construct paths of functions $f_t \in \mathcal{F}$, we can do so by creating a 1-parameter family of handle structures. The rules for constructing 1-parameter families of handle structures are the same as those for creating generic 1-parameter families of functions in $\mathcal{F}$; we can create cancelling pairs of $i$, $(i+1)$-handles, perform handle slides, and perform isotopy of the attaching regions of handles, and cancel pairs of handles that intersect in a single point. Given such a 1-parameter family of handle structures there is certainly some 1-parameter family in $f_t \in \mathcal{F}$ which induces this family of handle structures. In dimension 4, when we only have 2 and 3 handles we can do all of this by considering deformation of the $A$ and $B$ spheres in the middle level; see [Qui86] for Quinn’s treatment of this in dimension 4.

5. **Review of Hatcher and Wagoner’s $Wh_2(\pi_1 X)$ invariant $\Sigma$**

In this section we recall the definition of the map $\Sigma: \pi_0 P \to Wh_2(\pi_1 X)$ of Hatcher and Wagoner, and the key result which we will use, namely the reduction to eyes for elements in the kernel of $\Sigma$; see [HW73, Chapter VI].

5.1. **Algebra of $Wh_2$.** We begin by recalling some algebraic definitions.

Let $\Lambda = \mathbb{Z}[\pi_1 X]$. Let $\text{GL}(\Lambda) = \lim_{n \to \infty} \text{GL}_n(\Lambda)$. For $\lambda \in \Lambda$ let $e^\lambda_{i,j} \in \text{GL}(\Lambda)$ be the matrix which is the identity on the diagonal, has $\lambda$ in the $(i,j)$ position, and is zero elsewhere. We call $e^\lambda_{i,j}$ an *elementary matrix*, and let $E(\Lambda) \subset \text{GL}(\Lambda)$ be the subgroup generated by the elementary matrices.
One can easily verify the following relations in $E(\Lambda)$:

(i) $e_{i,j}^\lambda \cdot e_{i,j}^\mu = e_{i,j}^{\lambda+\mu}$,
(ii) $[e_{i,j}^\lambda, e_{k,l}^\mu] = 0$ for $i \neq l$ and $j \neq k$, and
(iii) $[e_{i,j}^\lambda, e_{j,i}^\mu] = e_{i,j}^{\lambda}$ for $i, j, l$ distinct.

This motivates the following definition.

**Definition 5.1.** The Steinberg group $St(\Lambda)$ is the group freely generated by symbols $x_{i,j}^\lambda$ for $i, j \in \mathbb{N}$ and $\lambda \in \Lambda$ subject to the relations

(i) $x_{i,j}^\lambda \cdot x_{i,j}^\mu = x_{i,j}^{\lambda+\mu}$,
(ii) $[x_{i,j}^\lambda, x_{k,l}^\mu] = 0$ for $i \neq l$ and $j \neq k$, and
(iii) $[x_{i,j}^\lambda, x_{j,i}^\mu] = x_{i,j}^{\lambda}$ for $i, j, l$ distinct.

Note that we have a surjective homomorphism $\pi: St(\Lambda) \to E(\Lambda)$ sending $x_{i,j}^\lambda \mapsto e_{i,j}^\lambda$.

We define $K_2(\Lambda)$ to be the kernel of $\pi$: $St(\Lambda) \to E(\Lambda)$. Hence we have the short exact sequence:

$0 \to K_2(\Lambda) \to St(\Lambda) \xrightarrow{\pi} E(\Lambda) \to 0.$

For $g \in \pi_1X$ let $w_{i,j}^\pm g = x_{i,j}^\pm g x_{j,i}^{-1} x_{i,j}^g$, and let $W(\pm \pi_1X) \subset E(\Lambda)$ be the subgroup generated by the words $w_{i,j}^\pm g$. Then we define the second Whitehead group to be,

$Wh_2(\pi_1X) = K_2(\Lambda) \mod W(\pm \pi_1X) \cap K_2(\Lambda)$

In order to define $\Sigma$ we need the following lemma.

**Lemma 5.2 ([HW73, Chapter III, Lemma 1.6]).** Let $P \in GL(\Lambda)$ be a permutation matrix, and let $D \in GL(\Lambda)$ be diagonal with entries in $\pm \pi_1X$. Then there exists some $w \in W(\pm \pi_1X)$ such that $\pi(w) = P \cdot D$.

This follows from the fact that $P \cdot D$ can be written as a product

$P \cdot D = \prod_k e_{i_k,j_k}^{\pm g_k} e_{j_k,i_k}^{\pm g_k^{-1}} e_{i_k,j_k}^{\pm g_k}$

5.2. **Definition of $\Sigma$.** We now recall the definition of $\Sigma: \mathcal{P} \to Wh_2(\pi_1X)$. For full details see [HW73, Chapter IV], and see [HW73, Chapter V, §6] for the version of the definition we give here. The approach is to construct a map (which we also abusively call $\Sigma$)

$\Sigma: \pi_1(\mathcal{F}, \mathcal{E}) \to Wh_2(\pi_1X),$

and use $\Pi$ to identify $\pi_0\mathcal{P}$ with $\pi_1(\mathcal{F}, \mathcal{E})$.

As in Remark 3.4 we deform $f_t$ so that it satisfies 1-parameter ordering, has only critical points of index $i$ and $i+1$ for some $2 \leq i \leq n-2$, that the birth points appear in time interval $(0, \varepsilon)$, that all death points appear in the time interval $(1-\varepsilon, 1)$ and that no critical lines cross and no handle slides occur in either of these intervals, so that in these intervals the Cerf graphic is as in Figure 6.

We fix a base point $* \in X \times I$ and a local orientation at $*$. For each birth point $c \in X \times I$ we choose a label $j \in \mathbb{N}$ for this critical point, and a path in $\gamma_c \subset X \times I$ from $*$ to $c$. For $t \in [\varepsilon, 1-\varepsilon]$ denote the index $i+1$ and $i$ critical points created by this
birth by \(z_i^j\) and \(b_i^j\) respectively. Using the path \(\gamma_c\) we can obtain a continuous choice of path from \(\star\) to \(z_i^j\) and \(b_i^j\) for each \(t\), denoted \(\gamma_{b_i^j}\) and \(\gamma_{z_i^j}\) respectively. We also choose an orientation of the stable sets. This gives a basis for \(C_*(f_t, \eta_t)\) as in Section 2.1 and a matrix \(\partial_{t+1}^z = \partial_t \text{GL} (\mathbb{Z} [\pi_1 X])\).

After the birth points \(\partial_e\) is the identity matrix, as there is precisely one trajectory from \(z_i^j\) to \(b_i^j\) for each \(j\).

The matrix \(\partial_t\) remains constant until passing an \(i/i\) or \(i+1/i+1\) trajectory. On passing an \(i+1/i+1\) trajectory \(\varphi\) from \(z_i^j\) to \(z_i^k\), with associated \(\pm \pi_1 X\) element given by \(\lambda = \gamma_{z_i^j} \cdot \varphi \cdot \gamma_{z_i^k}^{-1} \in \pm \pi_1 X\) (with sign depending on the orientations), we have that

\[
\partial_{t+\delta} = \partial_{t-\delta} \circ e_{j,k}^\lambda.
\]

On passing an \(i/i\) trajectory \(\varphi\) from \(b_i^j\) to \(b_i^k\) with associated \(\pm \pi_1 X\) element given by \(\lambda = \pm \gamma_{b_i^j} \circ \varphi \circ \gamma_{b_i^k}^{-1} \in \pm \pi_1 X\), we have

\[
\partial_{t+\delta} = \left( e_{j,k}^\lambda \right)^{-1} \circ \partial_{t-\delta} = e_{j,k}^{-\lambda} \circ \partial_{t-\delta}
\]

Hence just before the death points at time \(1-\varepsilon\) we have,

\[
\partial_{1-\varepsilon} = \partial_{1-\varepsilon} = e_{j,m}^{-\lambda_m} \cdots e_{j,k}^{-\lambda_k} \partial_{t-1} \left( \partial_{j}^{\lambda_j} \partial_{j+1}^{\lambda_{j+1}} \cdots \partial_{t}^{\lambda_t} \right).
\]

On the other hand, at time \(1-\varepsilon\) each critical point \(b_j\) will cancel with some critical point \(z_j\), so we know there is precisely one trajectory between them along some arc \(\lambda \in \pm \pi_1 X\), and no other trajectories. Hence,

\[
\partial_{1-\varepsilon}(z_j) = \lambda \cdot b_k
\]

for some \(k\). Hence we can write \(\partial_{1-\varepsilon}\) as a product,

\[
\partial_{1-\varepsilon} = P \cdot D
\]

where \(P\) is a permutation matrix, and \(D\) is diagonal with entries in \(\pm \pi_1 X\). By Lemma 5.2, there exists \(w \in W(\pm \pi_1 X)\) such that \(\pi(w) = P \cdot D\).

We can now define \(\Sigma : \pi_1 (\mathcal{F}, \mathcal{E}) \rightarrow Wh_2(\pi_1 X)\) by sending the path \(f_t\) to

\[
x_{j,m}^{X_m} \cdots x_{j,k}^{X_k} \partial_{t}^{X_t} \cdots \partial_{t}^{X_{t-1}} w^{-1} \quad \text{mod} \quad W(\pm \pi_1 X) \cap K_2(\Lambda) \in Wh_2(\pi_1 X).
\]

Note that \(\pi \left( x_{j,m}^{X_m} \cdots x_{j,k}^{X_k} \partial_{t}^{X_t} \cdots \partial_{t}^{X_{t-1}} w^{-1} \right) = \partial_{1-\varepsilon} \partial_{1-\varepsilon}^{-1} = 1\) so this is indeed an element of \(K_2(\Lambda)\).

Hatcher and Wagoner that in dimension \(n \geq 4\) that \(\Sigma(f_t)\) does not depend on the various choices made above, and indeed is independent of the homotopy class of the path in \((\mathcal{F}, \mathcal{E})\) as required. See [HW73, Chapter IV, §3] for the proof that \(\Sigma\) is well defined.

**Remark 5.3.** If \(PD\) were the identity matrix, then the product

\[
x_{j,m}^{X_m} \cdots x_{j,k}^{X_k} \partial_{t}^{X_t} \cdots \partial_{t}^{X_{t-1}} w^{-1}
\]

would give an element of \(K_2(\pi_1 X)\). In the case that it is not, we could deform the 1-parameter family so that \(PD\) is the identity by adding a trivial pseudo-isotopy.
corresponding to word the $w$ defined above. Indeed by [HW73, Chapter IV, Lemma 2.7] for $n \geq 4$, for every such $w \in W(\pm \pi_1 X)$ there exists a path $f_t$ with handle slides corresponding to $w$, such that $f_t$ is isotopic to the trivial path fixing the end points.

5.3. Reduction to eyes and $\ker \Sigma$. Hatcher and Wagoner prove the following about paths in the kernel of $\Sigma$.

**Theorem 5.4** ([HW73, Chapter VI, Theorem 2]). Let $n \geq 4$. Given a 1-parameter family $f_t$ representing a class in $\pi_1(F, E)$ for which $\Sigma(f_t) = 0$, there is a deformation of $f_t$ fixing the end points to a 1-parameter family $f'_t$ whose Cerf graphic consists of a nested collection of eyes, with only index $i$ and $i+1$ critical points for some $2 \leq i \leq n-2$, and no $i/i$ or $i+1/i+1$ trajectories; this necessarily means that each $(i+1)$-handle cancels at a death point with the $i$-handle it was created with. See Figure 7. We can also assume that the births and deaths remain independent.

Hatcher and Wagoner in fact prove that when $n \geq 5$ any one-parameter family $f_t$ with $\Sigma(f_t) = 0$ can be deformed to a 1-parameter family consisting of only a single eye. As noted by Quinn in [Qui86] the reduction to multiple eyes holds in 4-dimensions, and only the step reducing from many eyes to a single eye requires dimension $n \geq 5$.

![Figure 7. A Cerf graphic that is a collection of nested eyes.](image)

6. Stable surjectivity of $\Sigma$ in dimension 4

In [HW73] they show the following result.

**Theorem 6.1** ([HW73, Theorem 2, Chapter VI]). $\Sigma: \pi_0 P \to \text{Wh}_2(\pi_1 X)$ is surjective in dimension $n \geq 5$.

The proof is simple, we recall it here to motivate our upcoming proof.

**Proof.** Given $x \in \text{Wh}_2(\pi_1 X)$, let $x_{j_1, k_1}^{s_1, \lambda_1} \cdots x_{j_m, k_m}^{s_m, \lambda_m} \in K_2(\mathbb{Z}[\pi_1 X])$ with $\lambda_l \in \pi_1 X$ and $s_l \in \{+1, -1\}$ be a word representing $x$; note that any word in $K_2(\mathbb{Z}[\pi_1 X])$ can be written in this way.

We build a path $f_t$ in $F$ as in Remark 4.2. Let $N = \max(\max_l(j_l), \max_l(k_l))$. Starting with the trivial element $p \in F$, we first create $N$ pairs of cancelling $i$ and $(i+1)$-handles for some $2 \leq i \leq n-2$, and label them $1, \ldots, N$. We then perform $m$ handle slides of the $(i+1)$-handles over $(i+1)$-handles. For $l = 1, \ldots, m$ we slide the $j_l$th $(i+1)$-handle over the $k_l$th $(i+1)$-handle along an arc so that the associated element of $\pi_1 X$ is $\lambda_l$. For each handle slide we can also choose to
perform an oriented or unoriented handle slide when \( s_l = +1 \) or \( s_l = -1 \) respectively. After these handle slides, the resulting differential is

\[
\partial_{k+1} = e^{s_1 \lambda_1}_{j_1, k_1} \ldots e^{s_m \lambda_m}_{j_m, k_m} = \pi(x^{s_1 \lambda_1}_{j_1, k_1} \ldots x^{s_m \lambda_m}_{j_m, k_m}) = 1.
\]

Now as in the proof of the s-cobordism theorem we may realise this differential geometrically; that is in the middle level, we know that algebraically the attaching region for the \( j \)th \((i + 1)\)-handle and belt sphere for the \( k \)th \( i \)-handle intersect in \( \delta_{j, k} \) points. We make use of the Whitney trick to deform these spheres (and correspondingly the handle decomposition) so that they intersect in \( \delta_{j, k} \) points geometrically. Note that the Whitney trick requires dimension \( n \geq 5 \).

Now the handles intersect geometrically in \( \delta_{j, k} \) points. We may cancel the pairs of handles, creating \( N \) deaths. After the deaths, the resulting Morse function is an element of \( \mathcal{E} \) as it has no critical points. Hence we have described a path in \( \pi_1(\mathcal{F}, \mathcal{E}) \) as required. It is clear that this path has \( \Sigma(f_i) = x^{s_1 \lambda_1}_{j_1, k_1} \ldots x^{s_m \lambda_m}_{j_m, k_m} \). \( \square \)

This proof does not work in dimension 4 since we cannot apply the Whitney trick. In this section we present an proof of a stable version of this theorem in dimension 4.

We first prove a further useful lemma for constructing transverse spheres.

**Lemma 6.2.** Let \( X \) be a 4-manifold. Consider a handle decomposition of \( X \times I \) relative to \( X \times 0 \) with \( N \) 3-handles. Denote the attaching regions for the 3-handles by \( B_1, \ldots, B_N \subset V \) where \( V \) is the middle level between the 2 and 3 handles. Suppose there are disjointly embedded spheres \( T_1, \ldots, T_N \subset V \) such that \( B_i \) intersects \( T_j \) in \( \delta_{i, j} \) points. Assume that \( T_1, \ldots, T_N \) have trivial normal bundle. Suppose we now perform some number of handle slides between the 3-handles to obtain a new set of 3-handle spheres \( B'_1, \ldots, B'_N \). We claim there exists disjointly embedded spheres \( T'_1, \ldots, T'_N \subset V \) such that \( B'_i \) intersects \( T'_j \) in \( \delta_{i, j} \) points, and that \( T'_i \) and \( T'_j \) are disjoint for all \( i \) and \( j \). We also claim that we may choose \( T'_1, \ldots, T'_N \) to have trivial normal bundle.

**Proof.** We prove the claim by induction on the number of handle slides. Denote the 3-handle attaching spheres after \( k \) handle slides by \( B_1^k, \ldots, B_N^k \), we construct \( T_1^k, \ldots, T_N^k \) which are dual to \( B_1^k, \ldots, B_N^k \) and have have trivial normal bundle. Since \( T_i^k \) has trivial normal bundle, letting \( T_1^0 \) be a parallel copy of \( T_j^0 \) is sufficient for \( k = 0 \).

Suppose we have a family of spheres \( T_1^k, \ldots, T_N^k \) with trivial normal bundle, which are dual to \( B_1^k, \ldots, B_N^k \) and disjoint from \( T_1, \ldots, T_N \). We now perform the \((k + 1)\)th handle slide, which we may assume slides \( B_i^k \) over \( B_j^k \) using some arc \( \gamma \subset V \) from \( B_i^k \) to \( B_j^k \). By general position we may perform an isotopy of \( \gamma \) so that it is disjoint from \( T_1^k, \ldots, T_N^k \) and \( T_1, \ldots, T_N \) (it is necessarily disjoint from \( B_1^k, \ldots, B_N^k \) except at the endpoints). Now \( B_i^{k+1} = B_i^k \# \gamma B_j^k \). Hence \( B_i^{k+1} \) intersects \( T_j^k \) in a single point \( p \), and \( T_j^k \) in a single point \( q \). We remove the intersection between \( B_i^{k+1} \) and \( T_j^k \) by choosing an arc in \( B_i^{k+1} \) from \( q \) to \( p \), and tubing \( T_j^k \) to a parallel copy of \( T_j^k \) using the Norman trick. We call the resulting sphere \( T_{j, k}^{k+1} \), see Figure 8. Note that \( B_i^{k+1} \) may intersect \( T_1, \ldots, T_N \) in finitely many points so we must ensure we choose the arc from \( q \) to \( p \) so that it misses these intersections, and so we do not introduce any intersections with \( T_1, \ldots, T_N \). Since \( T_j^k \) is disjoint from \( T_1, \ldots, T_N \) provided we choose a small enough neighbourhood in which to take the parallel copy we can ensure that the \( T_j^{k+1} \) sphere does not intersect
Figure 8. Performing the \((k+1)\)th handle slide, then performing the Norman trick to remove the extra intersection.

\[ T_1, \ldots, T_N. \] Taking \( T^{k+1}_r = T^k_r \) for \( r \neq j \) we see that \( T^{k+1}_1, \ldots, T^{k+1}_N \) are a dual family for \( B^{k+1}_1, \ldots, B^{k+1}_N \) as required, and do not intersect \( T_1, \ldots, T_N. \)

We also note that \( T^k_1, \ldots, T^k_N \) have trivial normal bundle, since tubing spheres with trivial normal bundle together results in a sphere with trivial normal bundle. \( \square \)

Remark 6.3. By turning the handle decompositions in the above proof upside down, we can prove the same fact about the belt spheres of 2-handles in \( V \), performing 2-handle slides instead of 3-handle slides.

6.1. Proof of stable surjectivity in dimension 4. In this section we prove that \( \Sigma \) is stably surjective in dimension 4.

**Theorem E.** Let \( X \) be a compact 4-manifold and \( x \in \text{Wh}_2(\pi_1 X) \). There exists \( N \), and a pseudo-isotopy \( F \) of \( X \#^N S^2 \times S^2 \) such that

\[ \Sigma(F) = x \in \text{Wh}_2(\pi_1(X \#^N S^2 \times S^2)) = \text{Wh}_2(\pi_1 X). \]

**Proof.** As in the proof of Theorem 6.1 we consider the word \( x^{s_1}_{i_1,j_1} \cdots x^{s_m}_{i_m,j_m} \in K_2(\mathbb{Z}[\pi_1 X]) \) representing \( x \), where \( s_k \in \{+1, -1\} \), \( \lambda_k \in \pi_1(X) \), and \( i_k, j_k \in 1, \ldots, N \) for some \( N \).

Let \( Y_N = \#^N S^2 \times S^2 \) and let \( X' = X \# Y_N \). We claim that \( N \) is sufficient to find a pseudo-isotopy of \( X' \) such that

\[ \Sigma(F) = \left[ x^{s_1}_{i_1,j_1} \cdots x^{s_m}_{i_m,j_m} \right] = x \in \text{Wh}_2(\pi_1(X \#^N S^2 \times S^2)). \]

To show the existence of such a pseudo-isotopy we construct a path in \( \mathcal{F}(X') \) by considering a deformation of handle structures of \( X' \times I \) as in Remark 4.2. We start with the trivial element of \( \mathcal{F}(X') \) and correspondingly the trivial handle structure for \( X' \times I \).
We denote the $X$ summand of $X' = X\# Y_N$ by $\tilde{X} = X \setminus B^3 \subset X'$. We initially describe a handle deformation just in $\tilde{X} \times I$ and leave the handle structure of $(Y_N \setminus B^3) \times I \subset X' \times I$

fixed. Note that $\pi_1(\tilde{X}) = \pi_1(X)$.

We first create $N$ cancelling 2 and 3-handle pairs in $\tilde{X}$ and then perform $m$ handle slides, again within $\tilde{X}$, of 3-handles over 3-handles in accordance with the word

$$x^{s_1}_{i_1,j_1} \cdots x^{s_m}_{i_m,j_m} \in K_2(\mathbb{Z} [\pi_1 X]) = K_2(\mathbb{Z} [\pi_1 X'])$$

As usual we consider the middle level $V = X'\#^N S^2 \times S^2$ between the 2-handles and 3-handle. In order to differentiate this copy of $\#^N S^2 \times S^2$ from $Y_N$, we let $Z_N = \#^N S^2 \times S^2$ and let $V = X'\# Z_N$. Since the cancelling pairs were created in $\tilde{X} \times I$, we consider the middle level of $\tilde{X} \times I$, namely $\tilde{V} = \tilde{X} \# Z_N \subset V$. Note that

$$V = X'\# Z_N = X\# Y_N \# Z_N = (\tilde{X} \# Z_N) \cup (Y_N \setminus B^3) = \tilde{V} \cup (Y_N \setminus B^3)$$

Note also that that the 2-handle belt spheres and 3-handle attaching spheres lie within $\tilde{V}$ throughout the handle slides.

We fix a time $t_0$ after the handle slides have taken place and work in this fixed time $t_0$. In the middle level at time $t_0$ let $A_1, \ldots, A_N \subset \tilde{V}$ be the belt spheres of the 2-handles and $B_1, \ldots, B_N \subset \tilde{V}$ be the attaching spheres for the 3-handles. Note that since the 2-handle spheres did not move during the handle slides, they are still $S^2 \times p$ slices of $Z_N = \#^N S^2 \times S^2$.

Since prior to the handle slides the $i$th 3-handle attaching sphere and the $j$th 2-handle belt sphere (which since it remained fixed is $A_j \subset V$) intersect in $\delta_{i,j}$ points, by Lemma 6.2 there exist spheres $C_1, \ldots, C_N$ with trivial normal bundle such that $B_i$ and $C_j$ intersect in $\delta_{i,j}$ points, and that $A_i$ and $C_j$ are disjoint for all $i, j$.

As $x^{s_1}_{i_1,j_1} \cdots x^{s_m}_{i_m,j_m} \in K_2(\mathbb{Z} [\pi_1 X])$, the differential $\partial_3$ is the identity, so $A_i$ and $B_j$ have algebraic intersection $\delta_{i,j} \in \mathbb{Z} [\pi_1 X]$. This means that we can pair all of the intersections up (except for a single intersection for each $A_i$, $B_i$ pair) so that for each of the paired intersection points $p, q \in A_i \cap B_j$ the intersection as measured in $\pm \pi_1 X$ is $+\gamma$ for $p$ and $-\gamma$ for $q$ for some $\gamma \in \pi_1 X$. We can also pick Whitney arcs for each pair; note that removing disjointly embedded arcs from a sphere does not make the sphere disconnected, so we can pick disjoint Whitney arcs for all of the pairings. The resulting Whitney circles for each pair of intersections vanish in $\pi_1 X = \pi_1 \tilde{V}$, and so there exists a Whitney disc $W \subset \tilde{V}$ for each pair of points. We can perform boundary twists between $W$ and $B_j$ so that $W$ is a correctly framed Whitney disc. We do this for all of the pairs, and refer to the collection of these Whitney discs as the $W$-discs.

The $W$-discs may self intersect, and also intersect other $W$-discs. They may also intersect the $A$-spheres, the $B$-spheres and the $C$-spheres. We will manipulate these discs to construct a new family of discs which are embedded and disjoint from the $A$-spheres and $B$-spheres.

First, noting that $A_i$ is a copy of $S^2 \times p$ in $\tilde{V} = \tilde{X} \# Z_N = \tilde{X} \#^N S^2 \times S^2$, there exists some transverse sphere for $A_i$, $A_i^* = q \times S^2$. For each intersection $r$ between a $W$-disc and an $A_i$ we use the Norman trick to tube the $W$-disc into a parallel copy of $A_i^*$. Doing this requires a choice of arc in $A_i$ from $r$ to $A_i \cap A_i^*$, when choosing this
are we ensure it misses any other intersection points in $A_i$ and any Whitney arcs; this is possible as these do not disconnect $A_i$. We do this for each intersection between an $A$-sphere and $W$-disc successively. We obtain new $W$-discs which are disjoint from the $A$-spheres; note that this may introduce intersections between $W$-discs and $W$-discs, as well as new intersections between the $W$-discs and the $B$-spheres and $C$-spheres. The $W$-discs are also still correctly framed Whitney discs as the dual spheres $A_i^*$ have trivial normal bundle.

Next, we push down the self intersections of the $W$-discs into the $B$-spheres, as in Section 2.2.2. After doing this for all intersections between the $W$-discs, the $W$-discs are disjoint and embedded and disjoint from the $A$-spheres, but still possibly intersect the $C$ and $B$ spheres. The $W$-discs are also still correctly framed Whitney discs.

Since everything we have done so far has been within $\hat{V} = \hat{X} \# Z_N$, all of the $W$-discs, $A$-spheres, $B$-spheres and $C$-spheres are disjoint from the $Y_N \setminus B^4$ subset of

$$V = (\hat{X} \# Z_N) \cup (Y_N \setminus B^4).$$

We now make use of the $S^2 \times S^2$s in $Y_N = \#^N S^2 \times S^2$. For each $C$-sphere $C_j$, we create a new sphere $C_j'$ by tubing $C_j$ into $S^2 \times p \subset S^2 \times S^2$ in $Y_N$. Ensuring to tube each $C$-sphere into a different $S^2 \times S^2$, we obtain spheres $C_1', \ldots, C_N'$ which are disjoint and embedded. Taking $D_j = p \times S^2$ in each summand of $Y_N$, we also have spheres $D_1, \ldots, D_n$ such that $D_i$ and $C_j'$ intersect in $\delta_{i,j}$ points. Clearly the $D$-spheres are disjoint from the $W$-discs, the $A$-spheres and the $B$-spheres. Note also that the $C'$-spheres have trivial normal bundle, as do the $D$-spheres.

We can now remove intersections between the $W$ disc and the $C'$-spheres by using the Norman trick; for each intersection between a $W$-disc and $C_j'$ we create a new Whitney disc by tubing into a parallel copy of $D_j$, noting that after each tubing $D_j$ is still disjoint from the $W$-discs so we may repeat the process without introducing new intersections between $W$-discs. After doing this for each intersection we obtain embedded $W$-discs which are disjoint from the $A$-spheres and $C'$-spheres but still intersect the $B$-spheres. The $W$-discs are also still correctly framed Whitney discs as each $D_j$ has trivial normal bundle.

We now remove the interactions between the $B$-spheres and the $W$-discs; for each intersection $p$ between a $W$-disc and $B_j$, pick an arc from $p$ to $B_j \cap C_j'$ which is disjoint from the Whitney arcs and other intersection points (note that the Whitney arcs do not disconnect $B_j$ so this is always possible), then use this arc to perform the Norman trick, tubing the $W$-disc into a parallel copy of $C_j'$. Note that $C_j'$ is disjoint from the $W$-discs so this does not introduce new intersections between the $W$-discs. Since after each tubing $C_j'$ is still disjoint from the $W$-discs, we may repeat the process for every intersection between $B$-spheres and $W$-discs. Note also that $C_j'$ does not intersect the $A$-spheres so this does not introduce intersections between $W$-discs and $A$-spheres. At the end of this process we obtain embedded $W$-discs which are disjoint from all the $A$-spheres and $B$-spheres. Additionally the $W$-discs are still framed as $C_j'$ has trivial normal bundle for all $j$.

Finally, having built embedded $W$-discs in $V$ at time $t_0$, we now use them to perform Whitney moves for each pair of points to remove the pairs of intersections; note that to do this we stop working in time $t_0$. After performing these Whitney moves, $A_i$ and
In dimension $\geq 6$, Hatcher and Wagoner (with later clarification by Igusa in [Igu84]) show that $\Theta$ is a complete obstruction to removing all the eyes from such a nested collection of eyes (at which point we are left with an empty Cerf graphic, and so a path in $E$). Hence, in dimension $\geq 6$, $\Sigma$ together with $\Theta$ provide a complete obstruction to a pseudo-isotopy being isotopic to an isotopy.

When $k_1X = 0$, Igusa in [Igu84] describes a map

$$\Theta_\sigma : \pi_0 P \to \text{Wh}_1(\pi_1 X; \mathbb{Z}_2 \times \pi_2 X)$$

dependent on a choice of section $\sigma : X(1) \to X(2)$. We will not address this extension here. When restricted to $\ker \Sigma$, Igusa’s map $\Theta_\sigma|_{\ker \Sigma}$ agrees with the $\Theta$ described in [HW73, Chapter VII] and is independent of the section $\sigma$.

### 7.1. Definition of $\text{Wh}_1(\pi_1 X; \mathbb{Z}_2 \times \pi_2 X)$

Let $\Gamma$ be an abelian group acted on by a group $\pi$. For our purposes $\Gamma$ will be the group $\mathbb{Z}_2 \times \pi_2 X$ and $\pi$ will be $\pi_1 X$, with the usual action on $\pi_2 X$ and the trivial action on $\mathbb{Z}_2$. We write elements of $R = \Gamma[\pi] \times \mathbb{Z}[\pi]$ as finite formal sums $\sum_i (\alpha_i + n_i) \sigma_i$ for $\alpha_i \in \Gamma$, $\sigma_i \in \pi$, $n_i \in \mathbb{Z}$. We give $R$ a ring structure via

$$\left( \sum_i (\alpha_i + n_i) \sigma_i \right) \cdot \left( \sum_j (\beta_j + m_j) \tau_j \right) = \sum_{i,j} (n_i \beta_j^\sigma + m_j \alpha_i + n_i m_j) \sigma_i \tau_j,$$

where $\alpha_i, \beta_j \in \Gamma$, $n_i, m_j \in \mathbb{Z}$, $\sigma_i, \tau_j \in \pi$ and $\beta^\sigma$ denotes the action of $\sigma$ on $\beta$. Note that $\Gamma[\pi]$ is an ideal of $R$. Note also that the multiplication is trivial on $\Gamma[\pi]$; that is $x \cdot y = 0$, for all $x, y \in \Gamma[\pi]$. We define

$$\text{GL}(\Gamma[\pi]) = \ker \left( \text{GL}(R) \to \text{GL}(R/\Gamma[\pi]) \right) = \{ I + A \mid A \text{ has entries in } \Gamma[\pi] \}$$

Note that $R$ and $R/\Gamma[\pi]$ are rings, and here $\text{GL}(R)$ and $\text{GL}(R/\Gamma[\pi])$ denote the usual general linear group of matrices in these rings (that is, the union over $n$ of $GL_n(R)$ and $GL_n(R/\Gamma[\pi])$ respectively). Note also that $I + A$ is always in $\text{GL}(R)$ if $A$ has entries in $\Gamma[\pi]$, since

$$(I + A) \cdot (I - A) = I - A \cdot A = I,$$

noting that $A \cdot A = 0$ as multiplication in the ideal $\Gamma[\pi]$ is trivial.

**Definition 7.1.** We define $K_1\Gamma[\pi]$ by $K_1\Gamma[\pi] = GL(\Gamma[\pi])/[GL(R), GL(\Gamma[\pi])]$
Hatcher proves the following.

**Proposition 7.2 ([Hat73, Proposition 1.1]).** The trace map

\[ \text{tr} : K_1\Gamma[\pi] \to \Gamma[\pi]/\langle ar - ra \mid a \in \Gamma[\pi], r \in R \rangle \]

is an isomorphism. The subgroup \( \langle ar - ra \mid a \in \Gamma[\pi], r \in R \rangle \) can also be expressed as \( \langle \alpha \sigma - \alpha \tau \sigma \tau^{-1} \mid \alpha \in \Gamma, \tau, \sigma \in \pi \rangle \), where \( \alpha \tau \) denotes the result of acting on \( \alpha \) by \( \tau \).

Hence we obtain

\[ K_1\Gamma[\pi] \cong \Gamma[\pi]/\langle \alpha \sigma - \alpha \tau \sigma \tau^{-1} \mid \alpha \in \Gamma, \tau, \sigma \in \pi \rangle. \]

We can now define the first Whitehead group of the pair \( (\pi, \Gamma) \).

**Definition 7.3.** \( \text{Wh}_1(\pi; \Gamma) = \text{coker} (\Gamma[1] \to K_1\Gamma[\pi]) \), where \( \Gamma[1] \to K_1\Gamma[\pi] \) is defined by \( 1\alpha \mapsto [1\alpha] \)

It follows easily that

**Corollary 7.4.** \( \text{Wh}_1(\pi; \Gamma) = \Gamma[\pi]/\langle \alpha \sigma - \alpha \tau \sigma \tau^{-1}, \beta \cdot 1 \mid \alpha, \beta \in \Gamma, \tau, \sigma \in \pi \rangle \)

**Remark 7.5.** It is clear from the definitions in this section that \( \text{Wh}_1(\pi_1X; \mathbb{Z}_2 \times \pi_2X) \) splits as

\[ \text{Wh}_1(\pi_1X; \mathbb{Z}_2 \times \pi_2X) = \text{Wh}_1(\pi_1X; \mathbb{Z}_2) \oplus \text{Wh}_1(\pi_1X; \pi_2X). \]

### 7.2. Construction of \( \Theta \)

In this section we recall the definition of \( \Theta \) set out in [HW73, Chapter VII]. Let \( f_t \) be a path in \( \mathcal{F}(X) \) with endpoints in \( \mathcal{E}(X) \). Suppose \( f_t \) lies in the kernel of \( \Sigma \). We will associate to \( f_t \) an element of \( \text{Wh}_1(\pi_1X; \mathbb{Z}_2 \times \pi_2X) \). In the quotient \( \text{Wh}_1(\pi_1X; \mathbb{Z}_2 \times \pi_2X)/\chi(K_3\pi_1X) \) this element will be an invariant of the homotopy class in \( (\mathcal{P}, \mathcal{E}) \). This gives a map from \( \ker \Sigma \subset \pi_1(\mathcal{F}, \mathcal{E}) \), and hence from \( \ker \Sigma \subset \pi_0(\mathcal{P}) \), into \( \text{Wh}_1(\pi_1X; \mathbb{Z}_2 \times \pi_2X) \) which in both cases we denote by \( \Theta \).

By Section 5.4, after a deformation we may assume \( f_t \) is a collection of nested eyes, and that it has only handles of dimension \( i \) and \( i + 1 \) for \( 2 \leq i \leq n - 2 \). As before we may assume that the births appear at times in \((0, \varepsilon)\) and the deaths occur at times in \((1 - \varepsilon, 1)\), and that index \( i \) critical points have critical value \( < 1/2 \) and that index \( i + 1 \) critical points have value \( > 1/2 \).

As previously we denote the middle level \( f_t^{-1}(1/2) \) by \( V_t \) for \( t \in [\varepsilon, 1 - \varepsilon] \), and label the belt spheres for the \( i \)-handles and attaching spheres for the \((i+1)\)-handles by \( A_1, \ldots, A_N \) and \( B_1, \ldots, B_N \) in \( V_t \) respectively. In \( V_\varepsilon \), \( A_i \cap B_j \) consists of \( \delta_{i,j} \) points. As we move forward in the time direction we see a homotopy of the \( A \)-spheres and \( B \)-spheres which keeps the \( B \)-spheres disjoint and embedded, keeps the \( A \)-spheres disjoint and embedded, but possibly introduces intersections between the \( A \)-spheres and the \( B \)-spheres. By general position we may assume in that in each \( t \) slice the intersection between \( A \)-spheres and \( B \)-spheres consists of disjoint double points. In \( V_{1-\varepsilon} \) again we see \( A_i \) and \( B_j \) intersect in \( \delta_{i,j} \) points. Note that there are no handle slides.

Consider the trace of this homotopy in the trace of the middle level. We adopt the notation \( I_\varepsilon = [\varepsilon, 1 - \varepsilon] \), and denote

\[ V \times I_\varepsilon = \bigcup_{t \in I_\varepsilon} V_t \]
for the trace of $V_i$. For the trace of the $A$-spheres we adopt the notation

$$A_i \times I_\varepsilon = \bigcup_{t \in I_\varepsilon} A_i$$

and for the trace of the $B$-spheres

$$B_i \times I_\varepsilon = \bigcup_{t \in I_\varepsilon} B_i.$$

The intersections of $A_i \times I_\varepsilon$ and $B_j \times I_\varepsilon$ for each $i$, $j$ is a collection of lines and circles. In fact there is a single line of intersection in $A_i \times I_\varepsilon \cap B_i \times I_\varepsilon$, and all other intersection components are circles.

We will associate to each circle of intersection $C$, elements $\gamma_C \in \pi_1(X)$, $\sigma_C \in \pi_2(X)$ and $s_C \in \mathbb{Z}_2$. We construct a matrix $M$ as follows

$$M_{i,j} = \sum_{\text{Circles of intersection } C \text{ between } A_i \text{ and } B_j} (\sigma_C + s_C)\gamma_C$$

Now $I + M$ is in $GL((\mathbb{Z}_2 \times \pi_2 X)[\pi_1 X])$; recall from Subsection 7.1 that

$$GL((\mathbb{Z}_2 \times \pi_2 X)[\pi_1 X]) = \{ I + A \mid A \text{ has entries in } (\mathbb{Z}_2 \times \pi_2 X)[\pi_1 X] \}.$$ 

Hence $I + M$ specifies an element of $\text{Wh}_1(\pi_1 X; \mathbb{Z}_2 \times \pi_2 X)$ as required.

**Remark 7.6.**

(1) To motivate why these circles of intersection matter, if there were no circles and only a “straight line” of intersection in $A_i \times I_\varepsilon \cap B_i \times I_\varepsilon$, that is a line intersecting each $t$-slice in a single point, then in fact we could remove this pair from the family and “cancel the eye”; that is deform the path $f_t$ to one whose Cerf graphic did not contain this eye.

(2) One might hope to remove a circle of intersection $C$ between $A_i \times I_\varepsilon$ and $B_j \times I_\varepsilon$ by some ‘higher dimensional Whitney move’. That is, by finding discs $D_a \subset A_i \times I_\varepsilon$ and $D_b \subset B_j \times I_\varepsilon$ (the analogue of Whitney arcs), and finding an embedded 3-ball $B^3 \subset V \times I$ such that $\partial B^3 = D_a \cup D_b$ (the analogue of a Whitney disc). One would also ask that this 3-ball is framed, with framing on the boundary agreeing with a “Whitney Framing” specified by the discs $D_a$ and $D_b$. One would also require that the intersection with any $V_t$ contained no $S^2$ components. If we could find such a framed 3-ball we could perform an analogue of a Whitney move to remove the circle of intersection $C$. The element $\sigma_C \in \pi_2 X$ is an obstruction to finding such a ball, and the element $s_C \in \mathbb{Z}_2$ is the obstruction to correctly framing such a ball. In high dimensions the vanishing of these obstructions imply we can find and frame such a ball, and so perform a 3-dimensional Whitney trick to remove circles of intersection.

**7.2.1. Construction of $\gamma_C \in \pi_1 X$.** To obtain an element of $\pi_1 X$ associated to $C$, choose some time $t$ such that $V \times t$ intersects $C$ in some point $p$, pick an arc $a$ from $*_{A_i}$ to $p$, and an arc $b$ from $*_{B_j}$ to $p$. Then define

$$\gamma_C = a \cdot b^{-1} \cdot \beta_j^{-1}$$

in the same way that we defined the algebraic intersection in Section 2.3. To see independence from the choices of $t$, $p$, $a$ and $b$, note that $C$ is a circle in $A_i \times I_\varepsilon \cap B_j \times I_\varepsilon$, ...
and that both $A_i \times I_\varepsilon$ and $B_j \times I_\varepsilon$ are simply connected, and so $C$ is null homotopic in both of these manifolds, and in $V \times I_\varepsilon$.

### 7.2.2. Construction of $\sigma_C \in \pi_2 X$. Since $A_i \times I_\varepsilon$ and $B_j \times I_\varepsilon$ are simply connected, the circle $C$ bounds discs $D_a \subset A_i \times I_\varepsilon$ and $D_b \subset B_j \times I_\varepsilon$; note that these are possibly not embedded. We orient these discs by giving $C$ an orientation; here we use the convention that at any point which is a positive intersection of $A_i$ and $B_j$ the orientation of $C$ points in the positive $t$ direction. Now the union $D_a \cup D_b$, along with the arc $\alpha_i$ (by convention) to the base point * gives an element of $\pi_2 X$.

Note that both $A_i$ and $B_j$ are null-homotopic in $X$ for all $t$ (since they are belt spheres of 2-handles and attaching spheres of 3-handles), so $A_i \times I_\varepsilon$ and $B_j \times I_\varepsilon$ are null-homotopic in $X \times I_\varepsilon$ and so the above construction does not depend on the choice of $D_a$ and $D_b$.

### 7.2.3. Construction of $s_C \in \mathbb{Z}_2$. First note that $A_i$ and $B_j$ intersect transversely, so we can identify the bundles

$$P := \nu(C, A_i \times I_\varepsilon) = \nu(B_j \times I_\varepsilon, V \times I_\varepsilon)|_C$$

This bundle is a $(n-2)$-dimensional bundle over the circle. Since $A_j \times I_\varepsilon \cong S^{n-2} \times I$, is orientable, so is $\nu(C, A_j \times I_\varepsilon)$, so it must be the trivial bundle. In dimension 4 are $\mathbb{Z}$ many choices of trivialisation (framing) for this bundle, in higher dimensions there are $\mathbb{Z}_2$ framings. The difference of any two choices of framing gives a well defined element of $\mathbb{Z}$ in dimension 4 or $\mathbb{Z}_2$ in higher dimensions as in Remark 2.8. We will construct two framings of this bundle, and the difference (taking mod 2 when in dimension four) is $s_C \in \mathbb{Z}_2$.

#### Remark 7.7. One might ask, as Hatcher and Wagoner do in [HW73], if it is possible that in dimension 4 there is in fact a $\mathbb{Z}$ valued invariant instead of a $\mathbb{Z}_2$ one. Igusa in [Igu21a] proves that there is such an integer valued invariant on the space of "marked lens space models", that is paths in $\mathcal{F}$ which have a single eye, with some additional "marking" information. He shows that when the marking information is dropped the $\mathbb{Z}$ valued invariant only survives mod 2, suggesting a negative answer to this question; see [Igu21a, Lemma 1.12].

### 7.2.4. Two framings of $P$. For the first framing of $P$, consider $\nu(C, A_i \times I_\varepsilon)$; since $C$ is null-homotopic in $A_i \times I_\varepsilon$, it has a canonical 0-framing. We call this the A-0-framing.

For the second framing, we note that $B_j$ is the attaching sphere for a handle, so $\nu(B_j, V)$ has a canonical framing that specifies how the handle is attached. Along with the isotopy of $B_j$ this induces a framing of $\nu(B_j \times I_\varepsilon, V \times I_\varepsilon)$. Taking the restriction of this framing to $\nu(B_j \times I_\varepsilon, V \times I_\varepsilon)|_C$ gives the second framing. We call this the B-attaching-framing.

The difference of the A-0-framing and the B-attaching-framing up to homotopy gives an element of $\mathbb{Z}_2$, (or in dimension 4 an element of $\mathbb{Z}$, which we then take mod 2 of) as in Remark 2.8.

### 7.3. Geometric description of 1-parameter families in $\ker \Sigma$ in dimension 4.

We now describe some geometric features specific to dimension 4. We specify that $X$ is a 4-manifold, with $f_t$ as in Section 7.2.

Now we have that $V_t = X \#^n S^2 \times S^2$, and $A_1, \ldots, A_n \in V_t$ and $B_1, \ldots, B_n \in V_t$, are collections of 2-spheres. Again at $t = \varepsilon$ and $t = 1 - \varepsilon$. $A_i$ intersects $B_j$ in $\delta_{i,j}$ points, and
at times in-between there is a homotopy of the spheres with possibly extra intersections between the $A$-spheres and the $B$-spheres. We can perturb this homotopy so that it can be seen as a sequence of finger moves and Whitney moves between the $A$-spheres and the $B$-spheres. It is a well known fact that any homotopy can be deformed so that all of the finger moves occur before the Whitney moves; this is a consequence of the fact that by dimensionality the guiding arcs for the finger moves may be freely isotoped whilst avoiding any Whitney discs, see [Qui86, Section 4.1] for a detailed treatment. We arrange that the finger moves occur before time $1/2$ and the Whitney moves occur after time $1/2$.

All of the data of this homotopy can now be seen in the level $V_{1/2}$; we call this copy of $V$ the middle-middle level since it is $V_{1/2} = f_{1/2}^{-1}(1/2)$. At this time the spheres $A_i, B_j \in V_{1/2}$ intersect algebraically as $\delta_{i,j} \in \mathbb{Z}[\pi_1 X]$, but possibly have more geometric intersections. We see a family of framed embedded Whitney discs $W_1, \ldots, W_m$ which describe the Whitney moves that will be performed in the rest of the homotopy, and we also see framed embedded Whitney discs $U_1, \ldots, U_m$ which undo the finger moves that were just performed. The Whitney discs $U_1, \ldots, U_m$ can be made disjoint from each other, as the finger moves are determined by arcs, so by dimensionality we can perturb these arcs to be disjoint from each other. Dually (considering the homotopy running backwards) we can arrange that the discs $W_1, \ldots, W_m$ are disjoint from each other. We refer to the finger move discs as the $U$-discs and the Whitney move discs as the $W$-discs. The $U$-discs may intersect the $W$ discs.

7.3.1. Dual Spheres. There are also several dual spheres present. At time $t = \varepsilon$, $A_i \cap B_i = \{p\} \in V_\varepsilon$, and both $A_i$ and $B_i$ are embedded with trivial normal bundle; indeed they are $p \times S^2$ and $S^2 \times p$ fibers of an $S^2 \times S^2$ summand in $V_\varepsilon = X \#^N S^2 \times S^2$. Let $A_i^\ast$ be a parallel copy of $B_i$, and let $B_i^\ast$ be a parallel copy of $A_i$; see Figure 9. Then $A_i^\ast$ is a dual sphere to $A_i$ since $A_i^\ast \cap A_i$ is a single point, $A_i^\ast \cap B_j = \emptyset$ for all $j$, and $A_i^\ast \cap A_j = \emptyset$ for $i \neq q$. Similarly for $B_i^\ast$. Note that $A_i^\ast$ and $B_j^\ast$ consists of $\delta_{i,j}$ points.

\begin{figure}[h]
\centering
\includegraphics[width=0.5\linewidth]{figure9.png}
\caption{The spheres $A_i$ and $B_i$, and the parallel copies which give transverse spheres $A_i^\ast$ and $B_i^\ast$. We see that $A_i^\ast$ intersects $A_i$ in a single point, is disjoint from $B_i$, but intersects $B_i^\ast$ in a single point; similarly $B_i^\ast$ intersects $B_i$ in a single point but is disjoint from $A_i$.}
\end{figure}
By dimensionality we can arrange that the arcs which determine the finger moves are disjoint from all dual spheres $A_1^*, \ldots, A_n^*, B_1^*, \ldots, B_n^*$. It follows that in the middle-middle level the spheres $A_1^*, \ldots, A_n^*, B_1^*, \ldots, B_n^*$ still intersect $A_1, \ldots, A_n, B_1, \ldots, B_n$ as above, and further are disjoint from the $U$-discs; they may however intersect the $W$-discs.

Noting that just before the deaths $A_i \cap B_j$ consists of $\delta_{i,j}$ points, we can repeat this argument running the homotopy backwards to obtain another set of dual spheres. Doing so we obtain (likely different) dual spheres $A_1^*, \ldots, A_n^*, B_1^*, \ldots, B_n^*$ in the middle-middle level which are disjoint from the $W$-discs but not the $U$-discs. When we wish to emphasise the difference we will refer to the dual spheres disjoint from the $U$-discs as the initial dual spheres, and as the dual spheres disjoint from the $W$-discs as the terminal dual spheres.

### 7.4. Calculation for geometrically simple families

For $X$ a 4-manifold we consider the following simple family of paths $f_t$ in ker $\Sigma$. First, a 2-handle 3-handle cancelling pair is created with spheres $A$ and $B$ in the middle level. Then, a single finger move is performed between $A$ and $B$. Then, a single Whitney move is performed to remove the two intersections created by the finger move. Since $A$ and $B$ now intersect in a single point we then cancel them.

Considering the middle-middle level $V = V_{1/2}$, we may without loss of generality assume that the initial Whitney disc $U$ (from the finger move) and the terminal Whitney disc $W$ share the same Whitney arcs $\alpha \in A$ and $\beta \in B$. Indeed if they did not, we can isotope $W$ to arrange that this is true as follows. Denote the Whitney arcs for $W$ by $\alpha_W \subset A$ and $\beta_W \subset B$, and similarly $\alpha_U \subset A$, $\beta_U \subset B$ for the Whitney arcs of $U$. Note that $A$ intersects $B$ in three points, two of which are the endpoints of $\alpha_U$. Since two arcs in a disc $D^2$ with the same endpoints are always isotopic, there is an isotopy taking $\alpha_W$ to $\alpha_U$, which avoids the intersection points. We can extend this isotopy to the disc $W$ in a small neighbourhood of $A$. We may do the same in a neighbourhood of $B$ to make $\beta_W$ agree with $\beta_U$.

The family $f_t$ has a single of circle of intersection $C$, so $$\Theta(f_t) = (sC + \sigma_C(\gamma_C)) \in WH_1(\pi_1(X), \mathbb{Z}_2 \times \pi_2(X)).$$

It is also clear that $\gamma_C \in \pi_1(X)$ is the element of $\pi_1(X)$ associated to the finger move and arcs as in Remark 2.3.

To calculate $\sigma_C$ we claim the following.

**Proposition 7.8.** The element $\sigma_C \in \pi_2(X)$ can be represented by the 2-sphere $U \cup W$ joined to the basepoint $*$ by the basepoint arc for $A$, $\gamma_A$.

To describe $s_C$ we must work a little harder. Consider the bundle $\nu(B,V)|_\beta$. For either disc $U$ and $W$ we have 1-dimensional sub-bundles $c_U, c_W$ of this bundle by taking the intersection with the normal bundle for the disc,

$$c_U = \nu(B,V)|_\beta \cap \nu(U,V)|_\beta$$

$$c_W = \nu(B,V)|_\beta \cap \nu(W,V)|_\beta.$$  

We arrange that the 1-bundles agree on $\nu(B,V)_{|\partial \beta} = \nu(\{p,q\}, A) = \{p,q\} \times D^2 \subset A$. Note that both $U$ and $W$ have Whitney arc $\alpha$ in $A$ and so $c_U|_p$ and $c_W|_p$ are normal to $\alpha$ in $\nu(B,V)|_p = \nu(p,A) = p \times D^2$. Since in $\nu(p,A)$ there is only one choice of
1-bundle which is normal to $\alpha \subset \nu(p,A) = p \times D^2$ (up to isotopy), we can arrange that $c_U|_p = c_W|_p$. Similarly we can arrange that $c_U|_q = c_W|_q$. Arbitrarily we pick an orientation for these bundles to obtain two sections $c_W$ and $c_U$ of $\nu(B,V)|_\beta = S^2 \times D^2$ which agree on $\nu(B,V)|_{\partial \beta}$.

**Remark 7.9.** Note that these sections are the Whitney sections for $W$ and $U$, but considered as a section of $\nu(B,V)|_\beta$ instead of $\nu(W,V)|_\beta$ and $\nu(U,V)|_\beta$. Recall that the definition of the Whitney section is asymmetric; we require the Whitney section for $W$ be a section of $\nu(W,V)|_\beta$ which is parallel to $A$ on $\alpha$ and normal to $B$ on $\beta$. Hence on $\beta$ the Whitney section is precisely $c_W = \nu(B,V)|_\beta \cap \nu(W,V)|_\beta$.

Since $c_W$ and $c_U$ are sections of the same bundle and agree on the boundary we may consider the difference of these sections, which gives a well defined element of $Z$ as in Remark 2.8; note that Remark 2.8 refers to framings of $S^1 \times D^2$, here we consider framings of $I \times D^2$ which are fixed on $\partial I \times D^2$, which can also be seen to determine an element of $\pi_1 \text{GL}_2(Z) = \mathbb{Z}$.

**Proposition 7.10.** Consider the difference of $c_U$ and $c_W$ as an element of $Z$ as above. Taking this element of $Z$ mod 2 gives $s_C \in \mathbb{Z}_2$.

We now proceed to prove both propositions.

**Proof of Propositions 7.8 and 7.10.** Consider $V \times I_\varepsilon$, say the finger move happens at time $\varepsilon \leq t_1 < 1/2$ and the Whitney move happens at time $1/2 < t_2 \leq 1 - \varepsilon$. We consider the sweep out of the Whitney disc $W$ from time $1/2$ to time $t_2$ as the Whitney move is performed; considering the isotopy the Whitney disc takes as the Whitney move is performed, the sweep out is the union over all $t$ of the Whitney disc. We denoted this sweep out by $Q_W \subset V \times [1/2, t_2] \subset V \times I_\varepsilon$. We similarly consider the sweep out of $U$, which we denote $Q_U \subset V \times [t_1, 1/2] \subset V \times I_\varepsilon$. See Figure 10 for a depiction of $Q_U$.

![Figure 10](image-url)  
**Figure 10.** The ball $Q_U$ swept out by the Whitney disc $U$ through the time direction (denoted $t$).

Clearly $Q_U$ is a ball, with boundary consisting of three discs, one of which is the disc $U \subset V \times \{1/2\}$. Another boundary component is the sweep out of the Whitney arc $\alpha_U \subset A$ denoted $D^U_{\alpha} = Q_U \cap (A \times I_\varepsilon)$. The final boundary component is the sweep out of the Whitney arc $\beta$ denoted $D^U_{\beta} = Q_U \cap (B \times I_\varepsilon)$. We similarly denote the sweep
out of $\alpha_W \subset A \times \{1/2\}$ by $D^W_\alpha \subset A \times [1/2,t_2]$ and sweep out of $\beta_W \subset A \times \{1/2\}$ by $D^W_\beta \subset A \times [1/2,t_2]$.

To prove Proposition 7.8, note that $D^W_\beta \cup D^U_\beta$ gives a disc in $B \times I_\varepsilon$ with boundary $C$, and $D^W_\alpha \cup D^U_\alpha$ gives a disc in $A \times I_\varepsilon$ with boundary $C$. Hence $\sigma_C$ is represented by

$$\left(D^W_\alpha \cup D^U_\alpha\right) \cup \left(D^W_\beta \cup D^U_\beta\right)$$

along with the arc $\gamma_A$ from $A$ to the basepoint. Since $D^U_\beta \cup D^U_\alpha \cup U$ bounds $Q_U$, the disc $D^U_\beta \cup D^U_\alpha$ is isotopic to $U$. Similarly the disc $D^W_\alpha \cup D^W_\beta$ is isotopic to $W$ via $Q_W$. Hence

$$\left(D^W_\alpha \cup D^U_\alpha\right) \cup \left(D^W_\beta \cup D^U_\beta\right) = \left(D^U_\alpha \cup D^U_\beta\right) \cup \left(D^W_\beta \cup D^W_\beta\right) \cong U \cup W$$

proving the Proposition 7.8.

To prove Proposition 7.10, define a 1-dimensional sub-bundle of $\nu(B \times I_\varepsilon, V \times I_\varepsilon)|_{D^U_\beta}$ via

$$S_U = \nu(B \times I_\varepsilon, V \times I_\varepsilon)|_{D^U_\beta} \cap \nu(Q_U, V \times I_\varepsilon)|_{D^U_\beta}$$

and a 1-dimensional sub-bundle of $\nu(B \times I_\varepsilon, V \times I_\varepsilon)|_{D^W_\beta}$ via

$$S_W = \nu(B \times I_\varepsilon, V \times I_\varepsilon)|_{D^W_\beta} \cap \nu(Q_W, V \times I)|_{D^W_\beta}.$$ 

Note that on $\beta$

$$S_U|_{\beta} = \nu(B \times I_\varepsilon, V \times I_\varepsilon)|_{\beta} \cap \nu(Q_U, V \times I)|_{\beta} = \nu(B, V)|_{\beta} \cap \nu(U, V)|_{\beta} = c_U$$

and similarly $S_W|_{\beta} = c_W$. As we did for $c_W$ and $c_U$, we arrange that $S_W$ and $S_U$ agree on $\{p,q\} = \partial \beta$. We also pick orientations for $S_W$ and $S_U$ so that we can consider them as sections (picking the orientations so that they agree on $\{p,q\}$, and with $c_U$ and $c_W$).

As $S_W|_C$ and $S_U|_C$ agree where they meet at $p,q$ the union $S_W|_C \cup S_U|_C$ gives a section of $\nu(B \times I_\varepsilon, V \times I_\varepsilon)|_C = \nu(C, A \times I_\varepsilon) = S^1 \times D^2$; recall that this is the bundle which is used to define $s_C$. Consider the section $S$ of $\nu(C, A \times I_\varepsilon)$ which points into the disc $D^W_\alpha \cup D^U_\alpha \subset A \times I_\varepsilon$. Clearly $S$ is the 0-framed section of $C$ in $A$ (by definition). Since $S_W$ is normal to $Q_W$, it is normal to $D^w_\alpha \subset Q_W$, and so $S_W|_C$ is normal to $S$. Similarly $S_U|_C$ is normal to $S$.

Hence $S_W|_C \cup S_U|_C$ is normal to $S$ in $\nu(C, A \times I_\varepsilon)$. Since $\nu(C, A \times I_\varepsilon) = S^1 \times D^2$ this means that $S$ and $S_W|_C \cup S_U|_C$ must be isotopic. Hence $S_W|_C \cup S_U|_C$ is the 0-framed section of $C$ in $A \times I$. Hence the framing induced by $S_W|_C \cup S_U|_C$ is the A-0-framing of Section 7.2.4.

We divide the remainder of the proof into two cases.

**Case 1:** on $\beta$ the sections $c_W = S_W|_\beta$ and $c_U = S_U|_\beta$ agree up to isotopy. In this case (after possibly an isotopy) $S_W \cup S_U$ is a section of $\nu(B \times I_\varepsilon, V \times I_\varepsilon)|_{D^U_\beta \cup D^W_\beta}$. This section necessarily extends to a section of $\nu(B \times I_\varepsilon, V \times I_\varepsilon)|_{S^2 \times I} \times D^2$. This section induces a trivialisation $T$ of $\nu(B \times I_\varepsilon, V \times I_\varepsilon)$. Since $(S^2 \times I) \times D^2$ has a unique trivialisation, $T$ must agree with the sweep out of the trivialisation used to attach the 3-handle.

Consider the trivialisation induced by $(S_W \cup S_U)|_C$ on $\nu(B \times I_\varepsilon, V \times I_\varepsilon)|_C$. This is necessarily the restriction of $T$ to $\nu(B \times I_\varepsilon, V \times I_\varepsilon)|_C$, and hence is the restriction of the 3-handle framing to $C$. This is precisely the $B$-attaching-framing of Section 7.2.4, hence $(S_W \cup S_U)|_C$ induces the $B$-attaching-framing.
Since by the above \((S_W \cup S_U)|_C = S_W|_C \cup S_U|_C\) induces the \(A\)-0-framing, and the \(B\)-attaching framing we see that they agree and so \(s_C = 0\) as required.

\[\begin{array}{c}
\text{Figure 11. The operation of changing the section } S_W \text{ so that it agrees with } S_U \text{ on } \beta \text{. In the top left we depict } \nu(B \times I_\varepsilon, V \times I_\varepsilon)|_{D^W_\beta} \text{ and } \nu(B \times I_\varepsilon, V \times I_\varepsilon)|_{D^U_\beta}, \text{ but for clarity only depict } \partial D^W_\beta \text{ and } \partial D^U_\beta, \text{ and } S_W|_{\partial D^W_\beta} \text{ and } S_U|_{\partial D^U_\beta}. \text{ In the top left we see that the sections } S_U|_\beta \text{ and } S_W|_\beta \text{ differ by } n = 5 \text{ twists. To obtain } S'_W \text{ pictured on the right, we perform an isotopy which moves these twists to } \nu(B \times I_\varepsilon, V \times I_\varepsilon)|_{C \cap Q_W}. \text{ Below we see that } S_W|_{C \cap Q_W} \cup S_U|_{C \cap Q_U} \text{ (bottom left) and } S'_W|_{C \cap Q_W} \cup S_U|_{C \cap Q_U} \text{ (bottom right) differ by } \pm n = \pm 5 \text{ twists (depending on orientation).}
\end{array}\]

**Case 2**: on \(\beta\) the sections \(c_W = S_W|_\beta\) and \(c_U = S_U|_\beta\) do not agree, but rather differ by \(n\) twists. Given a trivial disc bundle \(D^2 \times D^2 \to D^2\), a section of this bundle \(s: D^2 \to D^2 \times D^2\), an arc \(\gamma \subset \partial D^2\), and a section \(r: \gamma \to \gamma \times D^2\), we can always perform an isotopy of the section \(s\) to obtain a new section \(s'\) such that \(s'|_\gamma = r\). Applying this to the disc bundle \(\nu(B \times I_\varepsilon, V \times I_\varepsilon)|_{D^W_\beta}\) and the section \(S_W\), we can perform an isotopy of \(S_W\) to obtain a section \(S'_W\) such that \(S'_W|_\beta\) agrees with \(S_U|_\beta\). We note that doing so changes \(S'_W|_{C \cap Q_W}\). Since \(S'_W|_\beta\) differs from \(S_W|_\beta\) by \(n\) twists, it must be the case that \(S'_W|_{C \cap Q_W}\) and \(S_W|_{C \cap Q_W}\) differ by \(\pm n\) twists (depending on the orientations), since the sections \(S'_W|_{\partial W}\) and \(S_W|_{\partial W}\) must agree up to isotopy. See Figure 11 for a depiction of this operation.

Repeating the above argument for when the framings agreed, using the framings \(S'_W\) and \(S_U\), we see that the framing induced by \((S'_W \cup S_U)|_C\) is the \(B\)-attaching-framing. Again the framing induced by \(S_W|_C \cup S_U|_C\) is the the \(A\)-0-framing. Since \((S_W \cup S_U)|_C\) and \(S_W \cup S_U\) differ by \(\pm n\) twists, so do the \(B\)-attaching-framing and the \(A\)-0-framing, hence \(s_C = \pm n \mod 2 = n \mod 2\) as required.
8. Realisation theorem for $\text{Wh}_1(\pi_1 X; \mathbb{Z}_2 \times \pi_2 X)$

In dimension $\geq 5$,

$$\Theta: \ker \Sigma \to \text{Wh}_1(\pi_1 X; \mathbb{Z}_2 \times \pi_2 X)/\chi(K_3 \mathbb{Z}[\pi_1 X])$$

is surjective. Hatcher and Wagoner prove this when $k_1 X = 0$ [HW73, Chapter VII]; note that they claim to prove surjectivity for general $k_1 X$, however their definition of $\Theta$ is only valid when $k_1 X = 0$. The more general result was proved by Igusa [Igu84]. Hatcher and Wagoners proof considers $\text{Wh}_1(\pi_1 X; \mathbb{Z}_2 \times \pi_2 X)$ as a quotient of

$$(\mathbb{Z}_2 \times \pi_2 X)[\pi_1 X] = \langle (s + \sigma) \gamma \mid \sigma \in \pi_2 X, s \in \mathbb{Z}_2, \gamma \in \pi_1 X \rangle.$$ 

They show that there exists a path $f_t \in \mathcal{F}$ with a single circle of intersection $C$ such that $\gamma_C = \gamma$, $\sigma_C = \sigma$ and $s_C = s$ for arbitrary triples $\gamma \in \pi_1 X$, $\sigma \in \pi_2 X$, $s \in \mathbb{Z}_2$. In dimension 4 we cannot see a way to realise all possible triples.

Given a 4-manifold $X$, we denote the “Stiefel-Whitney classes” by $w_1^X: \pi_1(X) \to \{\pm 1\}$, and $w_2^X: \pi_2(X) \to \{0, 1\}$. These are the usual Stiefel-Whitney classes composed with the Hurewicz map and reduction mod 2, except that for $w_1^X$ it will be useful for the target to be the multiplicative group of order two rather than the additive one, so if $w_1^X(\gamma)$ is trivial (usually 0) we send it to 1, if non-trivial (usually 1) we send it to $-1$.

The map $w_1^X$ is often known as the “orientation character”. We prove

**Proposition 8.1.** Let $X$ be a 4-manifold. Let $\sigma \in \pi_2 X$, $\gamma \in \pi_1 X$, and $s \in \mathbb{Z}_2$.

If $w_2^X(\sigma) \neq 0$ or $s = 0$ then there exists a 1-parameter family $f_t$, with a single circle of intersection $C$ for which $\sigma_C = \sigma$, $\gamma_C = \gamma$, $s_C = s$.

That is to say we can realise all elements $(\sigma + s) \gamma \in (\mathbb{Z}_2 \times \pi_2 X)[\pi_1]$ except for those with $w_2^X(\sigma) = 0$ and $s = 1$.

As a corollary we obtain Theorem C.

**Theorem C.** For $X$ a compact 4-manifold, let

$$\Xi = \langle (s + \sigma) \gamma \mid w_2^X(\sigma) \neq 0 \text{ or } s = 0, s \in \mathbb{Z}_2, \sigma \in \pi_2 X, \gamma \in \pi_1 X \rangle$$

$$\subset (\mathbb{Z}_2 \times \pi_2 X)[\pi_1 X]/\langle (\alpha \gamma - \alpha^2 \tau \gamma \tau^{-1}, \beta \cdot 1) \mid \alpha, \beta \in \mathbb{Z}_2 \times \pi_2 X, \tau, \gamma \in \pi_1 X \rangle$$

$$= \text{Wh}_1(\pi_1 X; \mathbb{Z}_2 \times \pi_2 X).$$

If $k_1 X = 0$ then $\Xi \subset \Theta(\ker \Sigma)$. Otherwise the same is true passing to the quotient $\text{Wh}_1(\pi_1 X; \mathbb{Z}_2 \times \pi_2 X)/\chi(K_3 \mathbb{Z}[\pi_1 X]).$

While we cannot realise all triples, we also cannot obstruct those exceptional values from being realised. Indeed topologically one can find a homotopy of transverse spheres $A$ and $B$ with one circle of intersection realising all triples, as shown by [Kwa87].

We can however realise all values in $\text{Wh}_1(\pi_1 X; \mathbb{Z}_2 \times \pi_2 X)$ by taking a single stabilisation with $S^2 \times S^2$.

**Proposition 8.2.** Let $X$ be a 4-manifold. Note that $\pi_1 X$ and $\pi_2 X$ include as subgroups of $\pi_1(X \# S^2 \times S^2)$ and $\pi_2(X \# S^2 \times S^2)$ respectively. For all values $\sigma \in \pi_2 X$, $\gamma \in \pi_1 X$ and $s \in \mathbb{Z}_2$ there exists a 1-parameter family $f_t: X \# S^2 \times S^2 \to I$ with a single circle of intersection $C$, such that $\sigma_C = \sigma$, $\gamma_C = \gamma$, $s_C = s$. 

Note that unlike the stable theorem for $\Sigma$, in this case, one $S^2 \times S^2$ stabilisation is enough. Indeed for any generator $(\sigma + s)\gamma$ we can come up with a 1-parameter family $f_t$ and hence a corresponding pseudo-isotopy $F \in \mathcal{P}(X \# S^2 \times S^2)$ with $\Theta(F) = (\sigma + s)\gamma$. The composition of such pseudo-isotopies gives sums of generators without needing additional $S^2 \times S^2$ summands. This yields Theorem D.

**Theorem D.** Let $X$ be a compact 4-manifold. Note that $\text{Wh}_1(\pi_1 X; \mathbb{Z}_2 \times \pi_2 X)$ includes in $\text{Wh}_1(\pi_1(X\# S^2 \times S^2); \mathbb{Z}_2 \times \pi_2(X\# S^2 \times S^2))$, and identify $x \in \text{Wh}_1(\pi_1 X; \mathbb{Z}_2 \times \pi_2 X)$ with its image under this inclusion. There is a pseudo-isotopy $F$ of $X\# S^2 \times S^2$, which is in ker $\Sigma$ such that

$$\Theta(F) = x \in \text{Wh}_1(\pi_1(X\# S^2 \times S^2); \mathbb{Z}_2 \times \pi_2(X\# S^2 \times S^2)) \cap \chi(K_3)\mathbb{Z}[\pi_1(X\# S^2 \times S^2)].$$

Note that unlike in the stable $\Sigma$ case $\text{Wh}_1(\pi_1(X\# S^2 \times S^2); \mathbb{Z}_2 \times \pi_2(X\# S^2 \times S^2))$ is potentially a larger group, and there may be additional elements that we cannot realise (at least not without taking further connect sums).

We proceed with the proofs of both propositions.

**Proof of Proposition 8.1.** Fix $\sigma \in \pi_2 X$ and $\gamma \in \pi_1 X$. As in Remark 4.2, we build a path of Morse functions $f_t \in F(X)$ by building a 1-parameter family of handle structures on $X \times I$, as in the proof of Theorem E.

We can represent $\sigma$ by an immersed 2-sphere $S \subset X$ (with an arc $\eta$ to the base point), and we can arrange that $S$ intersects itself only at transverse double points.

We start with the trivial handle structure on $X \times I$. We then first create a cancelling 2-3 handle pair. When we do so, we ensure that the 2-3 handle creation takes place disjointly from $S \subset X$. We consider the middle level $V = X\# S^2 \times S^2$.

We denote the 2-handle belt sphere and 3-handle attaching sphere by $A$ and $B$ in $V$ respectively; initially these are $p \times S^2$ and $S^2 \times q$ in $V = X\# S^2 \times S^2$. Note that we also have dual spheres $A^*$ and $B^*$ as in Section 7.3.1. Since we ensured the handle creation was disjoint from $S$, we see that $S$ is disjoint from $A$, $B$, $A^*$, and $B^*$.

Since $A \cup B$ is $\pi_1$-negligible in $V$, $\gamma$ determines a finger move from $A$ to $B$ as in Remark 2.3. By dimensionality, we can ensure the finger move misses $S$ and the dual spheres $A^*$ and $B^*$. We perform this finger move to obtain a new handle structure. Afterwards, we see the Whitney disc $U$ that undoes this finger move. The interior of $U$ is disjoint from $A$, $B$, $A^*$ and $B^*$.

Our plan now is to tube $U$ into $S$ to create a new Whitney disc $W$, then make $W$ embedded and perform a Whitney move. We will do this so that $U \cup W$ represents $\sigma$ and hence $\sigma_C = \sigma$, and so that $W$ has the correct framing on $\beta$ so that $s_C = s$. We deal with this in three cases.

**Case 1:** $w_2^X(\sigma) = 0$ and $s = 0$. First we perform interior twists to $S$ so that $\nu(S, V)$ is the trivial disc bundle over the sphere. This is possible because $w_2^X(\sigma) = 0$. Now we tube $U$ to $S$ along an arc homotopic to $\gamma_A^{-1} \cdot \eta$ where $\gamma_A$ is the arc from $A$ to the base point; we ensure this arc misses any spheres. Since $U$ and $S$ are disjoint from $A$, $B$, $A^*$ and $B^*$, so is $W$. Note that $W \cup U$ (with the basepoint arc $\gamma_A$) represents $\sigma$.

Since $\nu(S, V)$ is trivial, the framing of $\nu(U, V)$ extends to a framing of $\nu(W, V)$. Hence the disc-framing of $U$ and the disc framing of $W$ agree, so $W$ is a framed (immersed)
Whitney disc. We now remove each self intersection of \( W \) by pushing down into \( A \) as in Section 2.2.2. Pushing down each intersection one by one into \( A \), \( W \) becomes embedded but now intersects \( A \). We may remove an intersection \( p \) between \( W \) and \( A \) by using the dual sphere \( A^* \) and the Norman trick; we take a path through \( A \) from \( p \) to \( A \cap A^* \), then tubing \( W \) to a parallel copy of \( A^* \) using this path. Note that \( A^* \) is non-trivial in \( \pi_2(V) \) but becomes trivial when included in \( \pi_2(X \times I) = \pi_2(X) \), so this does not change the \( \pi_2X \) element given by \( U \cup W \). We remove the intersections between \( W \) and \( A \) one by one, until \( W \) and \( A \) are disjoint.

Now \( W \) is a framed embedded Whitney disc, disjoint from \( A \) and \( B \). We use \( W \) to perform a Whitney move. After this move the spheres intersect in a single point so we cancel the 2 and 3 handles. The resulting 1-parameter family \( f_t \) has a single circle of intersection \( C \). By Section 7.4 we see that \( \gamma_C = \gamma \). Since \( U \cup W \) along with the base point arc \( \gamma_A \) represents \( \sigma \), we have that \( \sigma_C = \sigma \) by Section 7.4. We also see that the sections \( c_W \) and \( c_U \) of Section 7.4 agree; note that in a neighbourhood of the Whitney arc \( \beta \subset B \subset V \), \( W \) and \( U \) agree by construction. Again by Section 7.4 we see that \( s_C = 0 \) as required.

**Case 2:** \( w_2^X(\sigma) = 1 \) and \( s = 0 \). In this case we cannot arrange \( \nu(S,V) \) to be trivial, but we can perform interior twists to arrange it to be a bundle of Euler number 1 (note that an interior twist changes the Euler number of the normal bundle by two). We do this, then again tube \( U \) into \( S \) to form \( W \). Doing so does not change the Whitney framing but does change the disc framing by a single twist, so \( W \) is not framed. We can fix this however by performing a single boundary twist between \( W \) and \( A \). This makes \( W \) framed, but adds an intersection between \( A \) and \( W \). We can now push down the self-intersections of \( W \) into \( A \) as before, then remove intersections between \( W \) and \( A \) (including the one from the boundary twist) using the dual sphere \( A^* \).

As in Case 1 \( W \) is now embedded so we perform a Whitney move, then cancel the handles.

Again, we see that in a neighbourhood of \( \beta \subset B \subset V \), \( W \) and \( U \) agree (since we boundary twisted with \( A \)), so again the sections \( c_W \) and \( c_U \) agree, so as in Case 1 we have that \( s_C = 0 \). It similarly follows that \( \gamma_C = \gamma \) and \( \sigma_C = \sigma \).

**Case 3:** \( w_2^X(\sigma) = 1 \) and \( s = 1 \). As in Case 2 we interior twist so that \( \nu(S,V) \) has normal bundle one, then tube \( U \) to \( S \) to form \( W \). To make \( W \) framed we now perform a single boundary twist with \( B \).

We now push down the self intersections of \( W \) into \( B \), then resolve the intersections of \( W \) and \( B \) using \( B^* \) to make \( W \) embedded. Again we now perform the Whitney move and cancel the handles.

In the neighbourhood of \( \beta \), \( U \) and \( W \) differ by a single twist (from the boundary twist we performed). Hence \( c_W \) and \( c_U \) also differ by a single twist. Hence \( \gamma_C = \gamma \), \( \sigma_C = \sigma \) and \( s_C = 1 \) by Section 7.4. \( \square \)

Before we prove the stable version of the theorem, it is useful to see what goes wrong when we try to realise \( s_C = 1 \) when \( w_2^X(\sigma) = 0 \). Using the notation from the proof of Proposition 8.1 we consider the Whitney disc \( U \) which undoes the finger move and tube it to \( S \), which we arranged to have trivial normal bundle, to form a new Whitney disc \( W \). Since we would like that \( c_W \) and \( c_U \) do not agree (mod 2), we would like to do an odd
number of boundary twists of $W$ with $B$. However doing so unframes the disc, and this cannot be fixed using interior twists (since these change the disc framing by an even number). Hence we must perform at least one boundary twist of $W$ with $A$. However if we do then $W$ intersects both $A$ and $B$. This is a problem as the dual spheres $A^*$ and $B^*$ intersect; we cannot use the Norman trick on both $A^*$ and $B^*$ without creating new self intersections of $W$.

We can however make the above construction work in the case that we have an $S^2 \times S^2$ summand. We will use this summand to build an additional dual sphere, which can be used to resolve the intersections.

**Proof of Proposition 8.2.** The only case left to realise is when $w_2^X(\sigma) = 0$ and $s = 1$. Consider $X \# S^2 \times S^2$, let $Y = S^2 \times S^2$, let $X' = X \# Y$ and let $\hat{X} = X \setminus B^4 \subset X'$.

Given $\sigma \in \pi_2 X$, we again represent $\sigma$ by an immersed sphere $S \subset \hat{X}$ with intersection points transverse double points; note that $\pi_2 \hat{X} = \pi_2 X$. We again arrange that $\nu(S, \hat{X})$ is the trivial disc bundle over $S^2$ by performing interior twists to $S$.

We again construct a 1-parameter family $f_t$ for the 4-manifold $X \# S^2 \times S^2$. Following the steps in the proof of Proposition 8.1 we first create a cancelling 2-3 handle pair in $\hat{X} \times I$, and consider the middle level of $\hat{X} \times I$, denoted $\hat{V} = \hat{X} \# S^2 \times S^2$ which is a subset of the middle level of $X \times I$, denoted $V = X \# Y \# S^2 \times S^2$. Again we ensure that this 2-3 handle pair is created in the complement of $S$. To distinguish this copy of $S^2 \times S^2$, we let $Z = S^2 \times S^2$ and say $\hat{V} = \hat{X} \# Z$, and note that $V = \hat{V} \cup (Y \setminus B^4)$.

We again denote the 2-handle belt sphere and 3-handle attaching spheres by $A$ and $B$ respectively. We now perform a finger move, in $\hat{V}$, corresponding to $\gamma \in \pi_1 X = \pi_1 \hat{X}$, ensuring this finger move misses $A$, $B$, $A^*$, and $B^*$. In $\hat{V}$ we again see a Whitney disc $U$ that undoes the move. We again tube $U$ to $S$ to create an immersed framed Whitney disc $W$.

To obtain the correct value for $s_C$, we now perform a single boundary twist of $W$ with $B$. We then perform another boundary twist on $W$ with $A$ (an opposite twist), so that $W$ remains a framed Whitney disc. However $W$ now intersects $A$ and $B$. We resolve the intersection single between $W$ and $A$ using the Norman trick on $A^*$. We then the resolve the single intersection with $B$ using the Norman trick on $B^*$, noting that this adds a single further self-intersection of $W$ as the parallel copy of $A^*$ intersects the parallel copy of $B^*$.

We consider the Clifford torus $T \subset \hat{V}$ for the Whitney disc $W$. The torus $T$ intersects $W$ in exactly one point, but is disjoint from $A$, $B$, $A^*$ and $B^*$. See Figure 12 for a depiction of this torus.

There are two caps for $T$, namely embedded discs $D_A$ and $D_B$, which intersect $T$ exactly on $\partial D_A$ and $\partial D_B$; we picture $D_A$ in the fourth frame in Figure 12. The disc $D_A$ intersects $A$ in exactly one point but is disjoint from $W$, $B$, $A^*$ and $B^*$, and the disc $D_B$ intersects $B$ in exactly one point but is disjoint from $W$, $A$, $A^*$ and $B^*$. Further $D_A$ and $D_B$ intersect only in a single point on their boundary; see Figure 13.

We now manipulate the caps. We direct the reader to Figure 16 for this manipulation. We remove the intersection of $D_A$ and $A$ using the Norman trick, tubing it into $A^*$. We similarly remove the intersection of $D_B$ and $B$ using $B^*$, noting that this adds intersections with $W$, and with the dual spheres $A^*$ and $B^*$, and adds a single point of
Figure 12. We present 4-dimensional space as slices of 3-dimension space. In the middle slice we see the Whitney disc $W$ and a disc subset of the sphere $B$. In each slice we see a line from $A$, which sweep out a disc subset from $A$. We picture the Clifford torus $T$, and see that it intersects $W$ in exactly one point, but does not intersect $A$ or $B$. In the fourth frame we depict the cap $D_A$, which intersects $A$ in exactly one point. To see $D_B$ one can draw a new picture with the roles of $A$ and $B$ reversed.

Figure 13. The Clifford torus with the caps. Note that $A$ and $B$ do not intersect $T$, and that $W$ only intersects $T$ in a single point.

intersection between $D_A$ and $D_B$. See the first picture of Figure 16 for a depiction of the resulting discs.

We can now perform a “symmetric capping” operation of Freedman and Quinn [FQ90] using the two discs $D_A$ and $D_B$. To do this, we remove the neighbourhood of $\partial A \cup \partial B$ from $T$ (Noting these circles intersect in a single point) and glue back in two parallel copies of $D_A$, two parallel copies of $D_B$, and we glue back in a square in $T$ around $\partial D_A \cap \partial D_B \in T$ to fill the resulting hole; see Figure 14. We smooth the edges of the resulting sphere and denote the result of this operation by $P$.

Note that since $D_A$ and $D_B$ have a single point of intersection, $P$ is an immersed sphere with four double points. $P$ is disjoint from $D_A$ and $D_B$, but since the caps intersected $W$, $P$ has additional points of intersection with $W$. See the top left and bottom left pictures of Figure 15; in the top left we see an intersection of $D_B$ and $W$, in the bottom left we see how this introduces two points of intersection between $W$ and $P$.

We may however remove these new intersections of $W$ and $P$ in the following way. First, consider the intersections of $D_B$ and $W$. We may push down all such intersections into $T$ so that the intersection points of $W$ and $T$ lie on $\partial D_A$; see the top right picture in Figure 15. Now when we take the symmetric capping to obtain $P$, $W$ will not intersect $P$;
Figure 14. The symmetric capping operation. In the top picture we see $T$ and the caps $D_A$ and $D_B$. In the bottom picture we see the two parts of the symmetric capping; left we see $T$ with the neighbourhoods of $\partial D_A$ and $\partial D_B$ removed, and right the parallel copies of the caps, with the extra square around $\partial D_A \cap \partial D_B$ which we glue back in; we have highlighted this square glued back in in red.

We see the bottom right picture in Figure 15. We now do the same thing for intersections between $W$ and $D_A$. Note that this operation introduces extra self-intersections of $W$; indeed each pair of intersections $p \in D_A \cap W$, $q \in D_B \cap W$ gives rise to a single self-finger move of $W$, which is performed when we push these intersections down into $T$. See the second and third picture of Figure 16 for another depiction of the symmetric capping operation.

After this process, $W$ and $P$ intersect only in a single point (the point in which the original Clifford torus intersected $W$). $W$ has many self intersections, but still does not intersect $A$ or $B$ in its interior. Further, $P$ is disjoint from $A$ and $B$. $P$ is immersed with 4 double points which arose from the point of self intersection between $D_A$ and $D_B$. Hence we can see the intersection points of $P$ as the intersection of two parallel copies of $D_A$, denoted $D_A^+$ and $D_A^-$, and two parallel copies of $D_B$, denoted $D_B^+$ and $D_B^-$; see the third picture of Figure 16.

Since so far we worked entirely within $\tilde{V}$, we may now use the $S^2 \times S^2$ summand

$$Y \setminus B^4 = S^2 \times S^2 \setminus B^4 \subset V = \tilde{V} \cup (Y \setminus B^4)$$

to resolve the self-intersections of $P$. First, we take the parallel sheets $D_A^+$ and $D_A^-$ and tube them to two parallel copies of $p \times S^2 \subset Y \setminus B^4$; see Figure 17. We tube using some arc which we make disjoint from any spheres and discs by dimensionality. See the fourth picture of Figure 16 for a depiction of the resulting discs. Another way to see this operation is to consider tubing $D_A$ into $p \times S^2$, then taking two parallel copies of the resulting surface; hence $D_A^\pm$ are still parallel copies of some surface.
The two parallel sheets $D_A^\pm$ now intersect $S^2 \times q$. We can remove the intersections of $D_A^\pm$ with $D_B^\pm$ by performing a two-sheeted Norman trick, tubing the two sheets into $S^2 \times q$ to remove all self-intersections of $P$. See Figure 18 for a depiction of this. See the fifth Figure of 16 for a depiction of the resulting discs. Another way to see this is to view $D_A^\pm$ as parallel copies of $D_A$ which intersects $S^2 \times q$ in a single point, and $D_B^\pm$ as parallel copies of $D_B$. Performing the Norman trick with $S^2 \times q$ to remove the single point of intersection between $D_A$ and $D_B$, then taking parallel copies of both yields the same result. We denote the resulting surface by $P'$. The sphere $P'$ is embedded, intersects $W$ in a single point, and is disjoint from $A$ and $B$.

Note that we could have equivalently used $Y \setminus B^4 = S^2 \times S^2 \setminus B^4$ to make $D_A$ and $D_B$ disjoint, then taken parallel copies of both.

Since $D_A^+$ and $D_A^-$ had opposite orientations, and so did $D_B^+$ and $D_B^-$, $P'$ represents the same homotopy class in $V$ as $P$ (this is precisely why we went to so much trouble with the symmetric capping). Since $P$ is contained in the $S^2 \times S^2$ summand of $\hat{V} = \hat{X} \# S^2 \times S^2$, when we include $P$ into $X \times I$, it is 0 in $\pi_2(X \times I) = \pi_2 X$, hence $[P'] = 0 \in \pi_2(X \times I)$.

Since $P'$ is embedded with trivial normal bundle (note that all the spheres we tubed into had trivial normal bundle), and $P'$ intersects $W$ in a single point, we can use $P'$ to perform the Norman trick and remove the self intersections of $W$. After doing so $W$ is a framed embedded Whitney disc, and does not intersect $A$ or $B$ in its interior. Note also, since $P'$ is 0 in $\pi_2 X$, the union of the Whitney discs $U \cup W$ (with the basepoint arc) still represents $\sigma$ in $\pi_2 X$. 

**Figure 15.** Removing intersections with $S$ which arise from the intersections with the caps. In the top figure we see $T$, the caps $D_A$ and $D_B$ and a point of intersection between $U$ and $D_B$ (note that $W$ continues into the past and future). In the bottom left we see the two parts of the symmetric capping $P$; we draw them separately to make the picture clear. We picture $W$ in both these parts (we draw $W$ twice to show how it interacts with both parts of the symmetric capping). In the top right figure we see the result of pushing down the intersection of $W$ and $D_B$ into $T$. In the bottom left we see that $W$ now misses the symmetric capping.
Figure 16. We depict the manipulation of the Clifford caps. To obtain the first picture we tube $D_A$ into $A^*$ and $D_B$ into $B^*$. To obtain the second picture from the first we push down the intersections between $W$ and $D_A$ into $T$ (we do the same for any intersections between $W$ and $D_B$). To obtain the third picture we perform the symmetric capping operation, and note that $W$ is now disjoint from the discs, and from $T \setminus (\partial D_A \cup \partial D_B)$. In the third picture we see the sphere $P$ as the union of $T \setminus (\partial D_A \cup \partial D_B)$, the caps, and the square around $\partial D_A \cap \partial D_B$. To obtain the fourth picture we perform a two sheeted Norman trick, tubing $D_A^\pm$ into $p \times S^2 \subset Y \setminus B^4$. To obtain the final picture we perform a further two sheeted Norman trick, tubing $D_B^\pm$ into $S^2 \times p \subset Y \setminus B^3$. In the final picture we see $P'$ as the union of $T \setminus (\partial D_A \cup \partial D_B)$, the caps, and the square around $\partial D_A \cap \partial D_B$. We note that $P'$ is embedded with a single point of intersection with $W$. 
9. PSEUDO-ISOTOPIE VERSUS ISOTOPY

In this section we construct diffeomorphisms of 4-manifolds which are pseudo-isotopic but not isotopic to the identity.

To do this we make use of the previously described obstructions Θ and Σ. Given a diffeomorphism $f \in \text{Diff}_P(X, \partial X)$, we may try to obstruct it from being isotopic to the identity by picking a pseudo-isotopy $F \in \mathcal{P}$ from the identity to $f$, that is with $F|_{X \times 1} = f$, and then evaluating $\Sigma(F)$ and $\Theta(F)$. However, $\Sigma(F)$ and $\Theta(F)$ clearly depend on the choice of $F$, not just on $f$. Given another choice of pseudo-isotopy $G \in \mathcal{P}$
Remark 9.2. Since inertial pseudo-isotopies fix the entire boundary of \( X \times I \), we see that \( F \) by \( \Sigma(\pi_0 \Diff_{PI}(X, \partial X)) \to \Wh_2(\pi_1 X) / \Sigma(J) \)

by saying \( \Sigma(f) := \Sigma(F) \), where \( F \) is some pseudo-isotopy from \( \mathbb{1}_X \) to \( f \); by the discussion above this is independent of the choice of \( F \).

To show \( \Sigma(f) \) is an invariant of the isotopy class of \( f \) consider \( g \) isotopic of \( f \), and let \( S \) be an isotopy from the identity to \( f^{-1} \circ g \). Pick a pseudo-isotopy \( F \) from the identity to \( f \), then \( F \circ S \) is a pseudo-isotopy from the identity to \( g \), so

\[
\Sigma(f) = \Sigma(F) = \Sigma(F) + \Sigma(S) = \Sigma(F \circ S) = \sigma(g).
\]

Note here that \( \Sigma(S) = 0 \) since \( S \) is an isotopy.

We wish to also define \( \Theta(f) \in \left( \Wh_1(\pi_1 X; \mathbb{Z}_2 \times \pi_2 X) / \chi(K_3 \mathbb{Z}[\pi_1 X]) \right) / \Theta(J \cap \ker \Sigma) \)

To define \( \Theta \) for \( f \in \ker \Sigma \) we first prove the below lemma.

Lemma 9.3. Let \( f \) be a self-diffeomorphism of \( X \) which is pseudo-isotopic to the identity. If \( \Sigma(f) = 0 \in \Wh_2(\pi_1 X) / \Sigma(J) \), then there exists a pseudo-isotopy \( F \) from \( X \times I \) to \( f \) such that \( \Sigma(F) = 0 \in \Wh_2(\pi_1 X) \).

Proof. Let \( G \) be a pseudo-isotopy from the identity to \( f \). Since \( \Sigma(f) = 0 \in \Wh_2(\pi_1 X) / \Sigma(J) \), we have \( \Sigma(G) \in \Sigma(J) \). Hence there exists \( S \in J \) with \( \Sigma(G) = \Sigma(S) \). Let \( F = G \circ S^{-1} \), since \( S \) is inertial \( F \) is also a pseudo-isotopy from \( f \) to the identity. Then \( \Sigma(F) = \Sigma(G \circ S^{-1}) = \Sigma(G) - \Sigma(S) = 0 \) as required.

Hence given \( f \in \ker \Sigma \), Taking \( F \) to be a pseudo-isotopy from the identity to \( f \) with \( \Sigma(F) = 0 \), we define,

\[
\Theta : \ker \Sigma \subset \pi_0 \Diff_{PI}(X, \partial X) \to \Wh_1(\pi_1 X; \mathbb{Z}_2 \times \pi_2 X) / \chi(K_3 \mathbb{Z}[\pi_1 X]) / \Theta(J \cap \ker \Sigma)
\]

\[
f \mapsto \Theta(F).
\]

Note that the ker \( \Sigma \) on the right refers to the subset of \( \mathcal{P} \), while the ker \( \Sigma \) on the left refers to the subset of \( \Diff_{PI}(X, \partial X) \).

To see that this is well defined, suppose \( f \) and \( g \) are isotopic, and let \( F, G \in \ker \Sigma \) be pseudo-isotopies from the identity to \( f \) and \( g \) respectively as in Lemma 9.3. Also let \( S \) be an isotopy from the identity to \( f^{-1} \circ g \). Then

\[
\Theta(f) - \Theta(g) = \Theta(F) - \Theta(G) = \Theta(F) + \Theta(S) - \Theta(G) = \Theta(F \circ S \circ G^{-1}) \in \Theta(J \cap \ker \Sigma)
\]

If \( k_1 X = 0 \) we may also define \( \Theta(f) \) when \( \Sigma(f) \neq 0 \), however in order to obtain something well defined we must define it in the group \( \Theta(f) \in \Wh_1(\pi_1 X; \mathbb{Z}_2 \times \pi_2 X) / \Theta(J) \).
Note that we possibly quotient out by a larger subgroup. We conjecture that these groups are the same.

**Conjecture 9.4.** For $X$ a 4-manifold with $k_1 X = 0$, $\Theta(J(X)) = \Theta(J(X) \cap \ker \Sigma)$

The images $\Theta(J)$ and $\Sigma(J \cap \ker \Sigma)$ are in general difficult to determine. For 4-manifolds of a certain form however we can say something about these two subgroups, in particular when $X = M^3 \times [0, 1]$ where $M$ is a 3-manifold.

9.1. **Duality formulae.** We recall the duality formulae and involutions of the Whitehead groups from Chapter VIII of [HW73] and Sections 4 and 5 of [Hat73]. We first give an analogue of turning a Morse function upside down for pseudo-isotopies.

**Definition 9.5.** Let $F$ be a pseudo-isotopy. Denote the reflection map on $X \times I$ which sends $(p, s)$ to $(p, 1 - s)$ by $R$. We define the dual pseudo-isotopy to $F$ to be

$$F = \left( (F|_{X \times 1})^{-1} \times 1 \right) \circ R \circ F \circ R. $$

We note $F$ sends $X \times i$ to $X \times i$ for $i \in \{0, 1\}$ and that $(R \circ F \circ R)|_{X \times 0} = F|_{X \times 1}$, so $F|_{X \times 0} = \left( (F|_{X \times 1})^{-1} \times 1 \right) \circ R \circ F \circ R |_{X \times 0} = F^{-1}|_{X \times 1} \circ F|_{X \times 1} = 1_X$.

Further $(R \circ F \circ R)|_{\partial X \times I} = 1_{\partial X \times I}$ so $F|_{\partial X \times I} = 1_{\partial X \times I}$, so $F \in \mathcal{P}(X)$.

Let $f_t$ be a path in $\mathcal{F}$ representing $F$; that is with $f_1 = p \circ F$, $f_0 = p$. Denote

$$\bar{f}_t = R_I \circ f_t \circ R = 1 - f_t \circ R,$$

where $R_I$ is the reflection map on $I$. It is clear that $\bar{f}_t$ is a 1-parameter family for $F$. Considering the index of the Morse critical points, we see that a critical point of index $i$ becomes a critical point of index $n - i$.

One can view $\bar{f}_t$ as turning each Morse function upside down (which is usually considered to be taking $R_I \circ f$ for a Morse function $f$), then using the diffeomorphism $R$ to fix the ends, that is to make $\bar{f}_t(X \times i) = i$ for $i \in \{0, 1\}$. Because $R$ is a diffeomorphism it does not change the index of the critical points.

Hatcher in [Hat73] in fact uses the path $1 - f_t$ to compute $\Sigma(F)$ and $\Theta(F)$. Again because $R_{X \times I}$ is a diffeomorphism it does not change the index of handles, or the intersections between handles, and it is the identity on homotopy groups, so does not change the computation. We describe this computation below.

9.1.1. **Involution of $\text{Wh}_1(\pi_1 X; \mathbb{Z}_2 \times \mathbb{Z}_2X)$.** In this section we recall the involution

$$\gamma: \text{Wh}_1(\pi_1 X; \mathbb{Z}_2 \times \mathbb{Z}_2X) \rightarrow \text{Wh}_1(\pi_1 X; \mathbb{Z}_2 \times \mathbb{Z}_2X)$$

$$\theta \mapsto \bar{\theta}$$

described by Hatcher in [Hat73, Lemma 4.3]. We will use this to relate $\Theta(F)$ and $\Theta(F)$.

We define maps

$$\gamma: \mathbb{Z}[\pi_1 X] \rightarrow \mathbb{Z}[\pi_1 X]$$

$$\gamma \mapsto w_1(X)(\gamma)\gamma^{-1} \text{ for } \gamma \in \pi_1 X$$
and 
\[ \gamma \cdot (Z_2 \times \pi_2 X)[\pi_1 X] \longrightarrow (Z_2 \times \pi_2 X)[\pi_1 X] \]
\[ (n, \sigma) \gamma \longmapsto (n + w_2^X(\sigma), -w_1^X(\gamma)\sigma^{-1}) \gamma^{-1}. \]

For \( \gamma \in \pi_1 X, \sigma \in \pi_2 X, n \in Z_2 \). Here \( \sigma^{-1} \) denotes the action of \( \gamma^{-1} \) on \( \sigma \). Clearly this defines these maps on the whole group by additivity.

We can define an involution on \( GL ((Z_2 \times \pi_2 X)[\pi_1 X]) \)
\[ I + A_{i,j} \longmapsto I + \overline{A_{j,i}}. \]

This in turn induces an involution on \( Wh_1 (\pi_1 X; Z_2 \times \pi_2 X) \), which we denote \( \theta \mapsto \overline{\theta} \).

Considering the isomorphism in Corollary 7.4, we can equivalently define the involution on \( Wh_1 (\pi_1 X; Z_2 \times \pi_2 X) \) by considering it as a quotient of \( (Z_2 \times \pi_2 X)[\pi_1 X] \), then the involution is induced directly by the involution on \( (Z_2 \times \pi_2 X)[\pi_1 X] \).

**Remark 9.6.** Note that this involution depends not only on the groups \( \pi_1 X \) and \( \pi_2 X \) and the action of \( \pi_1 X \) on \( \pi_2 X \) (which is all that is needed to define the Whitehead groups) but also on the Stiefel-Whitney classes \( w_1^X \) and \( w_2^X \).

We also wish to define an involution on the target of \( \Theta \) when \( k_1 X \neq 0 \), namely the quotient \( Wh_1 (\pi_1 X; Z_2 \times \pi_2 X)/\chi (K_3 Z[\pi_1 X]) \), however in order to do so we would need the involution to fix \( \chi (K_3 Z[\pi_1 X]) \); we conjecture that this is true.

**Conjecture 9.7.** \( \chi (K_3 Z[\pi_1 X]) = \chi (K_3 Z[\pi_1 X]) \).

We suspect that one can define an involution on \( K_3 Z[\pi_1 X] \) so the involution commutes with \( \chi \), which would prove this conjecture, however we have not been able to resolve this. In order to avoid this problem, instead we define
\[ \tilde{\chi} := \chi (K_3 Z[\pi_1 X]) + \overline{\chi (K_3 Z[\pi_1 X])} \]
and
\[ \tilde{\Theta}: \pi_0 \mathcal{P}(X) \longrightarrow Wh_1 (\pi_1 X; Z_2 \times \pi_2 X)/\tilde{\chi} \]

by taking the composition of \( \Theta \) and the quotient map
\[ Wh_1 (\pi_1 X; Z_2 \times \pi_2 X)/\chi \rightarrow Wh_1 (\pi_1 X; Z_2 \times \pi_2 X)/\tilde{\chi}. \]

Now we can also define
\[ \tilde{\Theta}: \pi_0 \text{Diff}_{PI}(X, \partial X) \longrightarrow (Wh_1 (\pi_1 X; Z_2 \times \pi_2 X)/\tilde{\chi})/\overline{\Theta}(\mathcal{J} \cap \ker \Sigma) \]
as we did for \( \Theta \).

Clearly when \( k_1 X = 0 \) or \( \chi (K_3 Z[\pi_1 X]) = 0 \), \( \Theta = \overline{\Theta} \), and if Conjecture 9.7 holds then \( \Theta = \overline{\Theta} \) regardless.
9.1.2. **Involution of** \( \text{Wh}_0(\pi_1 X) \). We now recall the involution of \( \text{Wh}_2(\pi_1 X) \) defined by Hatcher-Wagoner; see [HW73, Chapter VIII]. We use this to relate \( \Sigma(\overline{F}) \) and \( \Sigma(F) \).

First we define an involution on the Steinberg group \( \text{St}(\pi_1 X) \) group denoted \( a \mapsto \overline{a} \). We define the map on the generators by \( s^\lambda_{i,j} \mapsto s^{\overline{\lambda}}_{j,i} \); note that \( \lambda \in \pi_1 I \) and that we use the involution defined in Section 9.1.1. Since this preserves the Steinberg relations it defines an involution of \( \text{St}([\pi_1 X]) \).

One can easily define an involution on \( E(\pi_1 X) \) sending \( M_{i,j} \) to \( M_{j,i} \), and it is clear that this commutes with the map \( \pi \). Hence it follows that the involution is defined on \( K_2([\pi_1 X]) \).

Since \( w_{i,j} = w_{j,i} \) the involution sends \( W(\pm \pi X) \) to itself; recall that \( W(\pm \pi X) \) is the subgroup of \( \text{St}(\pi_1 X) \) defined in Section 5.1, and that \( \text{Wh}_2(\pi_1 X) = K_2([\pi_1 X]) / W(\pi X) \). Hence it follows that the involution is defined in the quotient \( \text{Wh}_2(\pi_1 X) \) as required.

9.1.3. **Duality formulae.** We can now state the duality formulae of Hatcher and Wagoner.

**Proposition 9.8** ([HW73, Chapter VIII], [Hat73, Duality Formula 4.4]). Let \( X \) be a manifold of dimension \( n \). Then

\[
\Sigma(F) = (-1)^n \Sigma(\overline{F})
\]

and if \( F \in \ker \Sigma \)

\[
\Theta(F) = (-1)^n \Theta(\overline{F}),
\]

where on the right hand side we use the involutions defined in Sections 9.1.1 and 9.1.2.

Hatcher and Wagoner prove this for \( \Theta \) which is defined when \( k_1 X = 0 \), however taking the additional quotient by \( \tilde{\chi} \) as in Section 9.1.1 makes no difference to the proof. Indeed for \( \Theta \) they consider the change of path of Morse functions from \( f_t \) to \( 1 - f_t \), and compare the change on the elements \( \sigma_c, \gamma_c, s_c \) for each circle of intersection. They show that it corresponds to the involution we defined on \( (\pi_1 X)/[\pi_1 X] \), then pass to the quotient \( \text{Wh}_1([\pi_1 X] / [\pi_2 X] \); passing to a further quotient by \( \chi \) does not change the argument.

9.2. **Inertial pseudo-isotopies of** \( M^3 \times I \). When \( X = M \times I \) is the product of a 3-manifold \( M \) and the interval, we can say more about the image of \( \mathcal{J} \) under \( \Theta \) and \( \Sigma \).

We first note that there is a differential defined on \( \text{Wh}_2(\pi_1 X) \oplus \text{Wh}_1(\pi_1 X; \pi_2 X) \oplus \hat{\chi} \) given by \( d_i(x) = x - (-1)^i \overline{\pi} \). Note that this is defined independently on the summands. We define \( Z_i = \ker d_i \) and \( B_i = \text{im} d_{i+1} \), we will also split these out as

\[
B_i = B^2_i \oplus B^1_i \subset \text{Wh}_2(\pi_1 X) \oplus \text{Wh}_1(\pi_1 X; \pi_2 X) / \hat{\chi}
\]

and

\[
Z_i = Z^2_i \oplus Z^1_i \subset \text{Wh}_2(\pi_1 X) \oplus \text{Wh}_1(\pi_1 X; \pi_2 X) / \hat{\chi}.
\]

We recall the result of Hatcher that will allow us to bound the size of \( \Sigma(\mathcal{J}) \) and \( \Theta(\mathcal{J} \cap \ker \Sigma) \) for \( M \times I \).

**Proposition 9.9.** [Hat73, Lemma 5.3] Let \( M \) be an \((n-1)\)-manifold, let \( X = M \times I \), and let \( F \in \mathcal{J}(X) \) be an inertial pseudo-isotopy. Then

\[
\Sigma(J) = (-1)^n \Sigma(J)
\]
and if $J \in \ker \Sigma$,
\[
\hat{\Theta}(J) = (-1)^n \Theta(J).
\]

Hence we have
\[
\Sigma(J) \subset \mathbb{Z}_2^n
\]
and
\[
\Theta(J \cap \ker \Sigma) \subset \mathbb{Z}_1^n.
\]

Hatcher proves this for $\Theta$ but it also holds for $\hat{\Theta}$ when $k_1X \neq 0$. We recall the proof below.

**Proof of Proposition 9.9.** Let $R$ denote the map on $X \times I$ sending $(x,s)$ to $(x,1-s)$. Since $X = M \times I$, there is also an involution on $X$ sending $(m,l)$ to $(m,1-l)$, which in turn induces an involution on $X \times I = M \times I \times I$, which we denote by $L$.

We can define a further map on $M \times I \times I$ by rotating around the $I^2$ factor; we denote this rotation $R_\theta$ for $\theta \in [0,2\pi]$. Define
\[
\tilde{J} = R_\pi \circ J \circ R_\pi.
\]

Noting that $R_\pi = R \circ L$ we have that $\tilde{J} = L \circ J \circ L$. Since conjugation by $L$ induces the identity on $\pi_*X$ and because $L$ is level preserving, conjugation by $L$ induces the identity on $Wh_2(\pi_1X)$ and $Wh_1(\pi_1X;\mathbb{Z}_2 \times \pi_2X)/\hat{\chi}$, so $\Sigma(\tilde{J}) = \Sigma(J)$ and $\Theta(\tilde{J}) = \Theta(J)$.

Further $\tilde{J}$ is isotopic to $J$ in $\mathcal{P}(X)$ via the path
\[
J_\theta = R_\theta^{-1} \circ J \circ R_\theta \in \mathcal{P}(X)
\]
where $\theta \in [0,\pi]$. Note that $J_0 = J$ and $J_\pi = \tilde{J}$. Hence applying Proposition 9.8 we have $\Sigma(J) = \Sigma(\tilde{J}) = \Sigma(J) = (-1)^n \Sigma(J)$ and when $J \in \ker \Sigma$, $\hat{\Theta}(J) = \hat{\Theta}(\tilde{J}) = \hat{\Theta}(J) = (-1)^n \Sigma(J)$ as required. \hfill $\Box$

### 9.3. Diffeomorphisms of $X^4 \times I$.

In this section we prove Theorem F which gives diffeomorphisms of the 5-manifold $X \times I$, for $X$ a 4-manifold, which are pseudo-isotopic but not isotopic for the identity. We do not use the results of this section elsewhere so a reader uninterested in 5-manifolds may skip this subsection entirely.

We recall the following result from Hatcher.

**Proposition 9.10.** [Hat73, Lemma 5.2] Let $X$ be an $n$-manifold, $n \geq 5$. Then
\[
B^2_n \subset \Sigma(J) \quad \text{and} \quad B^1_n \subset \Theta(J \cap \ker \Sigma).
\]

Recall that we defined the subgroups $B^i_n$ at the beginning of Section 9.2.

This uses the surjectivity of $\Sigma$ and $\Theta$. In 4-dimensions the following weaker statement still holds.

**Proposition 9.11.** Let $X$ be a 4-manifold. Then
\[
\{ \theta + \overline{\theta} \mid \theta \in \Sigma(\mathcal{P}) \} \subset \Sigma(J) \quad \text{and} \quad \{ \theta + \overline{\theta} \mid \theta \in \hat{\Theta}(\ker \Sigma) \} \subset \hat{\Theta}(J \cap \ker \Sigma).
\]

Combining this with Theorem C gives the following corollary.
Corollary 9.12. Let $X$ be a 4-manifold. Then
\[ \{ \theta + \overline{\theta} \mid \theta \in \Xi \} \subset \hat{\Theta}(J \cap \ker \Sigma) \]
where we consider $\Xi$ in the quotient $Wh_1(\pi_1 X; \mathbb{Z}_2 \times \pi_2 X)/\hat{\chi}$.

The proof for 4-dimensions is the same as that in high dimensions. Let $X$ be an $n$-manifold, and let $F$ be a pseudo-isotopy of $X$. Let $p_1 : X \times I \to X \times I$ be the map which sends $(x, s)$ to $(x, s/2)$, and let $p_2 : X \times I \to X \times I$ be the map which sends $(x, s)$ to $(x, 1 - s/2)$. We form the double of $F$, $2F \in \mathcal{J}(X)$ via
\[ (2F)(x, s) = \begin{cases} p_1 \circ F(x, 2s) & s \leq 1/2 \\ p_2 \circ F(x, 2 - 2s) & s > 1/2 \end{cases} \]
Where $p_X$ is the projection of $X \times I$ onto $X$. That is we compress $F$ into the first half of the interval, and $\overline{F}$ into the second half. It is clear that $2F \in \text{Diff}(X \times I, \partial(X \times I)) = \mathcal{J}(X)$. Now as in [Hat73, Corollary 4.5] and [Hat73, Lemma 5.2] we have
\[ \Sigma(2F) = \Sigma(F) + (-1)^n \overline{\Sigma(F)} \]
and
\[ \hat{\Theta}(2F) = \hat{\Theta}(F) + (-1)^n \overline{\hat{\Theta}(F)}. \]
Using $2F$ we can see the above elements of $Wh_2(\pi_1 X)$ and $Wh_1(\pi_1 X; \mathbb{Z}_2 \times \pi_1 X)$ in the image of $\mathcal{J}$ under $\Sigma$ and $\hat{\Theta}$ as required.

We can now prove the an analogue of [Hat73, Corollary 4.5] for 5-manifolds.

Theorem F. Suppose $X$ is a 4-manifold which contains an element $\sigma \in \pi_2(X)$ with $w_2(X, \sigma) \neq 0$, and an element $\gamma \in \pi_1 X$ such that $\gamma$ and $\gamma^{-1}$ are not conjugate, and suppose also that either $k_1 X = 0$ or $K_3[\pi_1 X] = 0$. Then in $\text{Diff}(X \times I, \partial(X \times I))$ there exist diffeomorphisms pseudo-isotopic to the identity but not isotopic to it.

Proof. By Corollary 7.4 identify $Wh_1(\pi_1 X; \mathbb{Z}_2 \times \pi_2 X)$ with
\[ (\mathbb{Z}_2 \times \pi_2 X)[\pi_1 X]/(\alpha \sigma - \alpha' \tau \sigma \tau^{-1}, \beta \cdot 1|\alpha, \beta \in \mathbb{Z}_2 \times \pi_2 X, \tau, \sigma \in \pi_1 X) \]
and $Wh_1(\pi_1 X; \mathbb{Z}_2)$ with
\[ \mathbb{Z}_2[\pi_1 X]/(\sigma - \tau \sigma \tau^{-1}, 1|\tau, \sigma \in \pi_1 X) = \bigoplus_{\text{Conj}(\pi_1 X) \neq 1} \mathbb{Z}_2 \]
where $\text{Conj}(\pi_1 X) \neq 1$ is the set of conjugacy classes of $\pi_1 X$ which are not the conjugacy class of 1.

By Theorem C there exists a pseudo-isotopy $F$ of $X$, with $\Theta(F) = (1 + \sigma)\gamma$. Considering only $Wh_1(\pi_1 X; \mathbb{Z}_2)$, this means $F$ has $Wh_1(\pi_1 X; \mathbb{Z}_2)$ invariant $\gamma$.

We proceed as in [Hat73, Corollary 4.5]. Consider the double
\[ 2F \in \text{Diff}(X \times I, \partial(X \times I)). \]
If we consider this as a pseudo-isotopy of $X$, then it has $Wh_1(\pi_1 X; \mathbb{Z}_2)$ invariant $\gamma + \gamma^{-1}$.

Suppose $2F \in \text{Diff}(X \times I, \partial(X \times I))$ is isotopic to the identity. Then $2F$ would be isotopic as a pseudo-isotopy to the identity, so $\Theta(F) = 0$. But the $Wh_1(\pi_1 X; \mathbb{Z}_2)$ invariant of $2F$ is $\gamma + \gamma^{-1}$, and by the assumption that $\gamma$ and $\gamma^{-1}$ are not conjugate, $\gamma + \gamma^{-1}$ is not conjugate to 1, so does not vanish in $Wh_1(\pi_1 X; \mathbb{Z}_2)$, so this is a contradiction.
Hence it suffices to prove that $2F$, considered as a diffeomorphism of $X \times I$, is pseudo-isotopic to the identity. That is we must construct a pseudo-isotopy of $X \times I$ from the identity to $2F$, namely a diffeomorphism $D$ of $(X \times I) \times I$ with $D|_{(X \times I) \times 1} = F$ and $(X \times I) \times 0$ the identity. For this construction, the suspension $SF$ defined in [HW73, Chapter 1, Section 5] suffices. □

9.4. Diffeomorphisms of $S^1 \times S^2 \times I$. We begin with the example $X = S^1 \times S^2 \times I$. We identify $\pi_2 X = \mathbb{Z}$ and $\pi_1 X$ with the multiplicative infinite cyclic group $\{t^n \mid n \in \mathbb{Z}\}$ so we may identify $(\pi_2 X)[\pi_1 X]$ with $\mathbb{Z}[t^\mathbb{Z}]$. We note that the action of $\pi_1 X$ on $\pi_2 X$ is trivial (one can see this in $S^1 \times S^2$).

Since by Section 2.4

$$k_1 X \in H^3(\pi_1 X; \pi_2 X) = H^3(\mathbb{Z}; \mathbb{Z}) = H^3(S^1; \mathbb{Z}) = 0$$

it follows that $k_1 X = 0$. Hence we can consider

$$\Theta(\ker \Sigma) \subset Wh_1(\pi_1 X; \pi_2 X) = Wh_1(\pi_1 X; \pi_2 X) \oplus Wh_1(\pi_1 X; \mathbb{Z}_2).$$

By Proposition 7.4 we have

$$Wh_1(\pi_1 X; \pi_2 X) = \mathbb{Z}[t]/\langle nt^a - nt^b t^at^{-b}, \ n \cdot 1 \mid a, b, n \in \mathbb{Z} \rangle$$

$$= \mathbb{Z}[t]/\langle n \cdot 1 \mid n \in \mathbb{Z} \rangle$$

$$= \bigoplus_{i \in \mathbb{Z}^+} \mathbb{Z}t^i.$$

Similarly

$$Wh_1(\pi_1 X; \mathbb{Z}_2) = \mathbb{Z}_2[t]/\langle mt^a - mt^b t^at^{-b}, \ m \cdot 1 \mid a, b, m \in \mathbb{Z}, m \in \mathbb{Z}_2 \rangle$$

$$= \mathbb{Z}_2[t]/\langle m \cdot 1 \mid n \in \mathbb{Z} \rangle$$

$$= \bigoplus_{i \in \mathbb{Z}^+} \mathbb{Z}_2 t^i.$$

Hence

$$Wh_1(\pi_1 X; \mathbb{Z}_2 \times \pi_2 X) = Wh_1(\pi_1 X; \mathbb{Z}_2) \oplus Wh_1(\pi_1 X; \pi_2 X)$$

$$= \bigoplus_{i \in \mathbb{Z}^+} \mathbb{Z}_2 t^i \oplus \bigoplus_{i \in \mathbb{Z}^+} \mathbb{Z}_2 t^i$$

$$= \bigoplus_{i \in \mathbb{Z}^+} (\mathbb{Z}_2 \times \mathbb{Z}) t^i.$$

By Proposition 9.8 we also have that

$$\Theta(F((S^1 \times S^2) \times I)) \subset Z_4((S^1 \times S^2) \times I) = \{ \theta \in Wh_1(\pi_1 X; \mathbb{Z}_2 X) \mid \theta = \mathbb{Z}_2 \}.$$

For $(m, n) \cdot t^a \in \bigoplus_{i \in \mathbb{Z}^+} (\mathbb{Z}_2 \times \mathbb{Z}) t^i$ we have

$$\\overline{(m, n)t^a} = Wh_1(\pi_1 X; \mathbb{Z}_2 \times \pi_2 X)$$

$$= Wh_1(\pi_1 X; \mathbb{Z}_2) \oplus Wh_1(\pi_1 X; \pi_2 X)$$

$$= \bigoplus_{i \in \mathbb{Z}^+} \mathbb{Z}_2 t^i \oplus \bigoplus_{i \in \mathbb{Z}^+} \mathbb{Z}_2 t^i$$

$$= \bigoplus_{i \in \mathbb{Z}^+} (\mathbb{Z}_2 \times \mathbb{Z}) t^i.$$

Note that $w_1^X$ and $w_2^X$ are trivial for $S^1 \times S^2 \times I$.

Since $a \neq 0$ we never have that $(m, n)t^a = (m, -n)t^{-a}$ so it is clear that

$$Z_4((S^1 \times S^2) \times I) = \{ b \in Wh_1(\pi_1 X; \mathbb{Z}_2 \times \pi_2 X) \mid b = \mathbb{Z}_2 \} = \{(m, n)t^a + (m, -n)t^{-a} \}. $$
Hence quotienting out by $Z_i(S^1 \times S^2 \times I)$ just identifies $Z_2 \times Z^a$ with $Z_2 \times Z^{-a}$, so we have a map

$$\text{Wh}_1(\pi_1 X; Z_2 \times \pi_2 X)/\Theta(\mathcal{F} \cap \ker \Sigma) \xrightarrow{\rho} \text{Wh}_1(\pi_1 X; Z_2 \times \pi_2 X)/\pi_1(X) = \bigoplus_{i \in \mathbb{Z}_{>0}} (Z_2 \times Z)^{t^i}.$$  

By Corollary C we have $F \in \ker \Sigma \subset \mathcal{P}(X)$ with $\Theta(F) = (0, n)^a$, and so it follows we have $f \in \ker \Sigma \subset \text{Diff}_{PI}(S^1 \times S^2 \times I, \partial(S^1 \times S^2 \times I))$ with $\Theta(f) = (0, n)^a$. Let $p_2$ be the projection $p_2: \bigoplus_{i \in \mathbb{Z}_{>0}} (Z_2 \times Z)^{t^i} \rightarrow \bigoplus_{i \in \mathbb{N}} Z$. The $S^1 \times S^2 \times I$ case of Theorem A follows letting $K = \ker \Sigma$, and $\Theta' = p_2 \circ q \circ \Theta$.

**Theorem A.** Let $X$ be either the 4-manifold $S^1 \times S^2 \times I$ or $(M_1 \# M_2) \times I$, for $M_1, M_2$ closed, orientable, aspherical 3-manifolds. Then there is a subgroup $K \subseteq \pi_0 \text{Diff}_{PI}(X, \partial X)$ and a surjective map

$$\Theta': K \rightarrow \bigoplus_{i \in \mathbb{N}} Z.$$  

Hence there are infinitely many distinct isotopy classes of diffeomorphisms of $X$ fixing the boundary, which are pseudo-isotopic to the identity.

Note that as $w_2^X = 0$ for $S^1 \times S^2 \times I$ we do not know how to realise the $Z_2$ part of $\bigoplus_{i \in \mathbb{Z}_{>0}} (Z_2 \times Z)^{t^i}$ which arises from the framing.

9.5. **Diffeomorphisms of the connect sum of aspherical 3-manifolds times 1.**

In this section we produce diffeomorphisms for $X = (M_1 \# M_2) \times I$, where $M_i$ are closed, orientable, aspherical 3-manifolds. The condition of being aspherical is equivalent to being irreducible with an infinite fundamental group; this follows from the sphere theorem, see [Hem76, Theorem 4.3]. Many examples of such 3-manifolds exist, including $\Sigma_g \times S^1$ for $\Sigma_g$ a surface of genus $g > 0$, as well as many hyperbolic 3-manifolds.

Note that aspherical 3-manifolds $M_i$ have torsion free fundamental group. To see this note that $M_i$ is $K(\pi_1 M_i, 1)$ space. If $G \subsetneq \pi_1 M_i$ is a cyclic subgroup, let $M_i$ be the corresponding cover of $M_i$. Then $\tilde{X}$ is a $K(G, 1)$ space so $H_i(G, Z) = H_i(\tilde{M}_i, Z) = 0$ for $i > 3$, which is only possible if $G$ is infinite; see [Hat02, Proposition 2.45].

We first compute $\pi_1 X$ and $\pi_2 X$ along with the action. Let $M = M_1 \# M_2$. It is clear that $\pi_i X = \pi_i M$ for all $i$. It is also clear that $\pi_1 M = \pi_1 M_1 \ast \pi_1 M_2$. To compute $\pi_2 M$ we consider the universal cover $p: \tilde{M} \rightarrow M$. Writing $M = (M_1 \setminus B^3) \cup_{S^2} (M_2 \setminus B^3)$ we denote $Y_i = p^{-1}(M_i \setminus B^3)$. Considering the action of $\pi_1 M$ on $\tilde{M}$ we can make the following identifications

$$Y_1 = \bigcup_{\pi_1 M/\pi_1 M_1} (\tilde{M}_1 \setminus B^3),$$

$$Y_2 = \bigcup_{\pi_1 M/\pi_1 M_2} (\tilde{M}_2 \setminus B^3),$$

$$Y_1 \cap Y_2 = \bigcup_{\pi_1 M} S^2.$$  

We write the Mayer-Vietoris sequence for $\tilde{M} = Y_1 \cup Y_2$ with coefficients in $Z$.
\[ 0 = H_3(\tilde{M}) \rightarrow H_2(Y_1 \cap Y_2) \xrightarrow{(j_1, -j_2)} H_2(Y_1) \oplus H_2(Y_2) \xrightarrow{i_1 + i_2} H_2(\tilde{M}) \rightarrow H_1(Y_1 \cap Y_2) = 0. \]

Note that \( H_3(\tilde{M}) = 0 \) as \( \pi_1 M \) is infinite, so \( \tilde{M} \) is non compact. Using the identifications above we obtain

\[ 0 \rightarrow Z[\pi_1 M] \xrightarrow{(j_1, -j_2)} \left( Z[\pi_1 M] \otimes_{Z[\pi_1 M]} H_2(M_1 \setminus B^3) \right) \oplus \left( Z[\pi_1 M] \otimes_{Z[\pi_1 M]} H_2(M_2 \setminus B^3) \right) \rightarrow H_2(\tilde{M}) \rightarrow 0. \]

To calculate \( H_2(M_1 \setminus B^3) \), note that since \( M_i \) is aspherical, \( H_2(\tilde{M}_i) = \pi_2 M_i = 0 \). Note also that

\[ M_1 \setminus B^3 = \tilde{M}_1 \setminus \bigcup_{g \in \pi_1 M} g \tilde{B}^3 \]

for \( \tilde{B}^3 \) some lift of the ball \( B^3 \) (which we note is also a ball). Hence \( H_2(M_1 \setminus B^3) \) is generated by the boundaries of these balls, and the only possible relation between these generators comes from taking the boundary of a 3-chain corresponding to the entire 3-manifold \( \tilde{M}_1 \setminus B^3 \). There is only such a 3-chain if \( M_1 \setminus B^3 \) is compact, which does not hold since \( \pi_1 M_i \) is infinite. Hence \( H_2(M_1 \setminus B^3) = Z[\pi_1 M_i] \). Substituting this into the short exact sequence we obtain:

\[ 0 \rightarrow Z[\pi_1 M] \xrightarrow{(1, -1)} Z[\pi_1 M] \oplus Z[\pi_1 M] \xrightarrow{i_1 + i_2} H_2(\tilde{M}) \rightarrow 0. \]

Hence,

\[ \pi_2 (M_1 \# M_2) = H_2(M_1 \# M_2) = Z[\pi_1 M] = Z[\pi_1 M_1 \ast \pi_1 M_2] \]

with the action of \( \pi_1 M \) on \( \pi_2 M \) given by the obvious left multiplication.

By Proposition 7.4 we have

\[ \text{Wh}_1(\pi_1 X; Z_2 \times \pi_2 X) = (Z_2 \times Z[\pi_1 M])\langle \pi_1 M \rangle / \langle (m, (ng)a - (m, ng)b)ab^{-1}, (m, ng)1 \rangle = (Z_2 \times Z[\pi_1 M])\langle \pi_1 M \rangle / \langle (m, ng)a - (m, nbg)bab^{-1}, (m, ng)1 \rangle. \]

Identifying \( \text{Wh}_1(\pi_1 X; Z_2 \times \pi_2 X) \) with this quotient of \( (Z_2 \times Z[\pi_1 M])\langle \pi_1 M \rangle \) consider the surjective map,

\[ q: \text{Wh}_1(\pi_1 X; Z_2 \times \pi_2 X) \rightarrow \bigoplus_{S \in \text{Conj}(\pi_1 X) \neq 1} (Z_2 \times Z)S \]

\[ q: (m, ng)a \mapsto \begin{cases} (m, n) \text{Cl}(a) & \text{if } \text{Cl}(a) \neq 1 \\ 0 & \text{if } \text{Cl}(a) = 1. \end{cases} \]

where \( \text{Conj}(\pi_1 X) \neq 1 \) denotes the set of conjugacy classes which are not the conjugacy class of 1, and \( \text{Cl}(a) \) denotes the conjugacy class of \( a \). To see this is well defined we note...
that it vanishes on both relations since

\[(m, ng)a - (m, nbg)bab^{-1} \rightarrow (m, n) Cl(a) - (m, n) Cl(bab^{-1})
= (m, n) Cl(a) - (m, n) Cl(a) = 0.\]

Since \(\pi_1 M = \pi_1 M_1 \ast \pi_1 M_2\), and \(\pi_1 M_i\) are infinite there are many conjugacy classes in \(\pi_1 M\).

Ultimately we wish to consider the quotient

\((Wh_1(\pi_1 X; Z_2 \times \pi_2 X)/\hat{\chi})/\hat{\Theta}(J(X) \cap \ker \Sigma)\).

Note by Proposition 9.9 we have

\[\hat{\Theta}(J(X) \cap \ker \Sigma) \subseteq Z_1^2(X) = \{ \theta \in Wh_1(\pi_1 X; Z_2 \times \pi_2 X)/\hat{\chi} \mid \theta = \bar{\theta} \}.\]

Let

\[\bar{Z} = \{ \theta \in Wh_1(\pi_1 X; Z_2 \times \pi_2 X) \mid \theta = \bar{\theta} \} \subseteq Wh_1(\pi_1 X; Z_2 \times \pi_2 X)\]

and let \(r\) be the quotient map \(r: Wh_1(\pi_1 X; Z_2 \times \pi_2 X) \rightarrow Wh_1(\pi_1 X; Z_2 \times \pi_2 X)/\bar{Z}\).

Then it is clear that

\((Wh_1(\pi_1 X; Z_2 \times \pi_2 X)/\hat{\chi})/Z_1^2(X) = (Wh_1(\pi_1 X; Z_2 \times \pi_2 X)/\bar{Z})/r(\hat{\chi})\).

Our approach for the remainder of this section is to use the map

\((Wh_1(\pi_1 X; Z_2 \times \pi_2 X)/\hat{\chi})/\hat{\Theta}(J(X) \cap \ker \Sigma) \rightarrow (Wh_1(\pi_1 X; Z_2 \times \pi_2 X)/\bar{Z})/r(\hat{\chi})\)

to understand \((Wh_1(\pi_1 X; Z_2 \times \pi_2 X)/\hat{\chi})/\hat{\Theta}(J(X) \cap \ker \Sigma)\).

Again identifying \(Wh_1(\pi_1 X; Z_2 \times \pi_2 X)\) with a quotient of \((Z_2 \times Z[\pi_1 X])[\pi_1 X]\), first note that

\[\overline{(m, ng)a} = (m + w^X_2(n g), -w^X_1(a)(ng)^a^{-1})a^{-1} = (m, -na^{-1}g)a^{-1}\]

since \(w^X_1\) and \(w^X_2\) are trivial in \(M\) as it is an orientable 3-manifold, and so \(w^X_1\) and \(w^X_2\) are also trivial in \(X = M \times I\). Noting that

\[q(\overline{(m, ng)a}) = (m, -n) Cl(a^{-1}),\]

we define an involution on \(\bigoplus_{S \in \text{Conj}(\pi_1 X) \neq 1} (Z_2 \times Z)S\) via

\[\tau: \bigoplus_{S \in \text{Conj}(\pi_1 X) \neq 1} (Z_2 \times Z)S \rightarrow \bigoplus_{S \in \text{Conj}(\pi_1 X) \neq 1} (Z_2 \times Z)S\]

\[\tau: (m, n) Cl(a) \mapsto (m, -n) Cl(a^{-1}).\]

Now \(q(\overline{a}) = \overline{q(a)}\), so \(q(\bar{Z}) = \{ s \in \bigoplus_{S \in \text{Conj}(\pi_1 X) \neq 1} (Z_2 \times Z)S \mid s = \bar{s} \}\). Given a conjugacy class \(S \in \text{Conj}(\pi_1 X)\) we denote \(\overline{S} = Cl(a^{-1})\) where \(S = Cl(a)\).

We claim that

\[q(\bar{Z}) = ((m, n)S + (m, -n)\overline{S}, (m, 0)P \mid m \in Z_2, n \in Z, S, P \in \text{Conj}(\pi_1 X), \overline{P} = P)\]
Note that if Cl($a^{-1}$) = Cl($b^{-1}$) then $a^{-1} = rb^{-1}r^{-1}$, so $a = rbr^{-1}$ and Cl($a$) = Cl($b$), so $S = P \implies S = P$. To prove this claim, we can write any element in

$$\bigoplus_{S \in \text{Conj}(\pi_1 X)^{\neq 1}} (\mathbb{Z}_2 \times \mathbb{Z})S$$

as $\sum_i (m_i, n_i)S_i$, where the $S_i$ are distinct. If

$$\sum_i (m_i, n_i)S_i = \sum_i (m_i, n_i)\overline{S_i} = \sum_i (m_i, -n_i)\overline{S_i}$$

then since $\overline{\cdot}$ is injective, there is a permutation $\sigma$ which pairs $S_i$ with the unique $S_{\sigma(i)}$ such that $S_i = \overline{S_{\sigma(i)}}$. We hence also see that $m_i = m_{\sigma(i)}$ and $n_i = -n_{\sigma(i)}$; note that if $i = \sigma(i)$ then $n_i = -n_i = 0$. Hence we can rewrite the sum as

$$\sum_i (m_i, n_i)S = \sum_{i, i=\sigma(i)} (m_i, 0)S_i + \sum_{i, i<\sigma(i)} (m_k, n_k)S_k + (m_{\sigma(i)}, n_{\sigma(i)})S_{\sigma(i)}$$

$$= \sum_{i, i=\sigma(i)} (m_i, 0)S_i + \sum_{i, i<\sigma(i)} (m_i, n_i)S_i + (m_i, -n_i)\overline{S_i}$$

which is the sum of generators of the required form, proving our claim.

Hence we can see that quotienting $\bigoplus_{S \in \text{Conj}(\pi_1 X)^{\neq 1}} (\mathbb{Z}_2 \times \mathbb{Z})S$ by $p(\mathbb{Z})$ identifies $(\mathbb{Z}_2 \times \mathbb{Z})S$ with $(\mathbb{Z}_2 \times \mathbb{Z})\overline{S}$ when $S \neq \overline{S}$, and kills the $\mathbb{Z}_2$ part when $S = \overline{S}$, that is

$$\left( \bigoplus_{S \in \text{Conj}(\pi_1 X)^{\neq 1}} (\mathbb{Z}_2 \times \mathbb{Z})S \right)/p(\mathbb{Z}) = \bigoplus_{S \in \text{Conj}(\pi_1 X)^{\neq 1}, S=\overline{S}} \mathbb{Z}S \oplus \bigoplus_{S \in \text{Conj}(\pi_1 X)^{\neq 1}/\sim, S \neq \overline{S}} (\mathbb{Z}_2 \times \mathbb{Z})S$$

where $\sim$ is the equivalence relation on $\text{Conj}(\pi_1 X)^{\neq 1}$ given by $S \sim \overline{S}$. Clearly $q$ induces a surjective map between the quotients

$$\tilde{q}: \text{Wh}_1(\pi_1 X; \mathbb{Z}_2 \times \pi_2 X)/\mathbb{Z} \rightarrow \bigoplus_{S \in \text{Conj}(\pi_1 X)^{\neq 1}, S=\overline{S}} \mathbb{Z}S \oplus \bigoplus_{S \in \text{Conj}(\pi_1 X)^{\neq 1}/\sim, S \neq \overline{S}} (\mathbb{Z}_2 \times \mathbb{Z})S.$$  

As previously, we will see that we are able to realise the $0 \times \mathbb{Z}$ part of the second summand, as well as the $\mathbb{Z}$ part of the first summand, however, it will be easier to come up with conjugacy classes with $S \neq \overline{S}$.

### 9.5.1. Conjugacy classes in free products

In order to come up with suitable conjugacy classes in this subsection we prove the following

**Proposition 9.13.** For all $n \in \mathbb{N}$ there exists $a_n \in \pi_1 X = \pi_1 M_1 \ast \pi_1 M_2$ such that $a_n$ and $a_m$ are not conjugate for $n \neq m$, and that $a_n$ and $a_{n^{-1}}$ are not conjugate for all $n, m \in \mathbb{N}$; in particular $a_n$ is not conjugate to its inverse. Hence there are infinitely many distinct equivalence classes of conjugacy classes $[S] \in \text{Conj}(\pi_1 X)/\sim$ such that $S \neq \overline{S}$.

This gives us the following corollary.
Corollary 9.14. The abelian group

\[ \bigoplus_{S \in \text{Conj}(\pi_1 X) \neq 1, \ S \in S} \mathbb{Z}S \oplus \bigoplus_{[S] \in \text{Conj}(\pi_1 X) \neq 1/\sim, \ S \neq S} (\mathbb{Z}_2 \times \mathbb{Z})S \]

has infinite rank, hence \( \text{Wh}_1(\pi_1 X; \mathbb{Z}_2 \times \pi_2 X)/\bar{\mathbb{Z}} \) also has infinite rank as \( \bar{q} \) is surjective.

Proposition 9.13 follows easily from the following fact about free products of groups.

Lemma 9.15. Given groups \( A \) and \( B \), let \( a \in A, \ b \in B \) with \( a, b \neq 1 \), then \( (ab)^n \in A \ast B \) are distinct conjugacy classes in \( A \ast B \) for all \( n \in \mathbb{N} \). If additionally one of \( a \) or \( b \) is not of order two, then \( (ab)^n \in A \ast B \) are distinct conjugacy classes in \( A \ast B \) for all \( n \in \mathbb{Z} \).

Taking \( A = \pi_1 M_1, \ B \in \pi_1 M_2 \), setting \( a_n = (ab)^n \) proves Proposition 9.13; note that \( \pi_1 M_1 \) is torsion free so has no order two elements. We give a proof of Lemma 9.15 below.

**Proof of Lemma 9.15.** We define a length function \( l: \text{Conj}(A \ast B)^{\neq 1} \rightarrow \mathbb{N} \) by defining \( l(S) \) to be the minimum \( n \) such that we can write \( S = \text{Cl}(c_1 c_2 \cdots c_n) \) such that \( 1 \neq c_i \in A \) for \( i \) odd and \( 1 \neq c_i \in B \) for \( i \) even, or \( 1 \neq c_i \in A \) for \( i \) even and \( 1 \neq c_i \in B \) for \( i \) odd. That is, it is the minimum \( n \) such that we can give as an alternating product in elements of \( A \) and \( B \).

Note that in the free product \( A \ast B \) it is clear that if \( c_1 \ldots c_n = d_1 \ldots d_n \) for both \( c_i \) and \( d_i \) alternating in \( A \) and \( B \), then \( c_i = d_i \) \( \forall i \).

For \( a_i \in A, \ b_i \in B \), we claim that \( l(\text{Cl}(a_1 b_1 a_2 b_2 \cdots a_n b_n)) = 2n \). To prove this, suppose

\[ ra_1 b_1 a_2 b_2 \cdots a_n b_n r^{-1} = c_1 c_2 \cdots c_m \]

for \( m < 2n \) and \( c_1 c_2 \cdots c_m \) an alternating sum in \( A \) and \( B \). We can also write \( r = r_1 r_2 \cdots r_k \) as an alternating sum in \( A \) and \( B \), so we have

\[ r_1 r_2 \cdots r_k a_1 b_1 a_2 b_2 \cdots a_n b_n r_k^{-1} r_{k-1}^{-1} \cdots r_1^{-1} = c_1 c_2 \cdots c_m. \]

Suppose first that \( r_n \in B \). Then \( r_1 \cdots r_n a_1 b_1 a_2 b_2 \cdots a_n b_n \) is alternating. If \( b_n r_k^{-1} \neq 1 \) then

\[ r_1 r_2 \cdots r_k a_1 b_1 a_2 b_2 \cdots a_n (b_n r_k^{-1}) r_k^{-1} \cdots r_1^{-1} \]

is alternating of length \( 2n + 2k - 1 \), so \( m = n + 2k - 1 > n \) which is a contradiction. Hence \( b_n r_k^{-1} = 1 \). Cancelling \( b_n r_k^{-1} = 1 \) and repeating this argument on \( r_k a_1 b_1 a_2 b_2 \cdots a_n r_k^{-1} \cdots r_1^{-1} \) we prove that \( a_n r_k^{-1} = 1 \).

When \( k \leq 2n \), we can repeat this argument to prove that \( r_k^{-1} r_{k-1}^{-1} \cdots r_1^{-1} \) cancels with the right \( k \) terms of \( a_1 b_1 \ldots a_n b_n \) at which point the remaining product \( r_1 \cdots r_n a_1 b_2 \cdots \) is alternating and \( m = 2n \) which is a contradiction.

When \( k > 2n \) we cancel every term in \( a_1 b_1 \ldots a_n b_n \) and are left with

\[ r_1 r_2 \cdots r_k r_{k-2n}^{-1} \cdots r_1^{-1}. \]

Now if \( r_k r_{k-2n}^{-1} \neq 1 \), then \( r_1 r_2 \cdots (r_k r_{k-2n}^{-1}) r_{k-2n-1}^{-1} \cdots r_1^{-1} \) is again alternating and has length \( k + k - 2n - 1 \geq n \), so \( m = k + k - 2n - 1 \) which is a contradiction. Hence we must have \( r_k r_{k-2n}^{-1} = 1 \).

Repeating this argument we see that all \( k - 2n \) terms of \( r_{k-2n}^{-1} \cdots r_1^{-1} \) must cancel the right \( k - 2n \) terms of \( r_1 r_2 \cdots r_k \) and are left with \( r_1 \cdots r_{2n} \) which is alternating of length \( 2n \) so again a contradiction.
If we suppose instead that \( r_n \in A \), we see that \( a_1b_1a_2b_2 \ldots a_nb_n r_k^{-1}r_{k-1}^{-1} \ldots r_1^{-1} \) is alternating, and run the same argument proving that \( r_k a_1 = 1 \) and so on, again arriving at a contradiction.

Hence we cannot write \( ra_1b_1a_2b_2 \ldots a_nb_n r^{-1} = c_1c_2 \ldots c_m \) for \( m \leq n \). This completes the proof of our claim that \( l(Cl(a_1b_1a_2b_2 \ldots a_nb_n)) = 2n \).

Now since \( l(Cl((ab)^n)) = 2n \), we have that \((ab)^n\) are in distinct conjugacy classes for all \( n \in \mathbb{N} \) as required.

Suppose now that one of \( a \) or \( b \) is not order two. To prove that \((ab)^n\) are in distinct conjugacy classes for all \( n \in \mathbb{Z} \) it is sufficient to prove that \((ab)^n\) is not conjugate to \((ab)^{-n}\).

Suppose that \( r(ab)^nr^{-1} = (ab)^{-n} = (b^{-1}a^{-1})^n \) writing \( r = r_1r_2 \ldots r_k \) as an alternating product in \( A \) and \( B \), we have

\[
r_1r_2 \ldots r_k(ab)^n r_k^{-1} \ldots r_2^{-1} r_1^{-1} = (b^{-1}a^{-1})^n
\]

Suppose \( r_k \in B \). Then we must have that \( r_1 \in B \) as the right hand term starts with an element of \( B \). Hence \( k \) is odd. Now the only way the alternating length of the left can agree with the alternating length of the right is if \( r_k^{-1} \ldots r_2^{-1} r_1^{-1} \) cancels with the right hand \( k \) terms of \((ab)^n\), hence \( r_k^{-1} r_{k-1}^{-1} \ldots r_1 = b^{-1}a^{-1}b^{-1} \ldots a^{-1}b^{-1} \). Now we have

\[
r_k(ab)^n r_k^{-1} \ldots r_2^{-1} r_1^{-1} = (ba)^n = (b^{-1}a^{-1})^n
\]

which is only possible if \( a = a^{-1} \) and \( b = b^{-1} \) so \( a \) and \( b \) are order two which is a contradiction.

Suppose instead that \( r_k \in A \). Then we see that \( r_1 \in A \) as the right hand term ends with a term of \( A \). Hence again \( k \) is odd. Similarly to the previous argument we see that \( r \) must cancel with the left hand \( k \) terms and again conclude that

\[
r_k(ab)^n r_k^{-1} \ldots r_2^{-1} r_1^{-1} = (ba)^n
\]

again leading to a contradiction. \( \square \)

9.5.2. The rank of \( K_3\mathbb{Z}[\pi_1 M] \# M_2 \). To complete our argument, we must quotient out by \( r(\hat{\chi}) = r(\chi(K_3\mathbb{Z}[\pi_1 X]) + \chi(K_3\mathbb{Z}[\pi_1 X])) \). We will prove that \( K_3\mathbb{Z}[\pi_1 X] \) has finite rank, and so \( r(\hat{\chi}) \) also has finite rank.

**Proposition 9.16.** If \( M = M_1 \# M_2 \) is a 3-manifold that is the connect sum of two aspherical 3-manifolds then \( K_3\mathbb{Z}[\pi_1 M] \) has rank two.

**Proof.** In order to compute \( K_3\mathbb{Z}[\pi_1 M] \), we first note that the Farrell Jones conjecture holds for 3-manifold groups; see [BFL14, Corollary 0.3]. Since \( \pi_1 M = \pi_1 M_1 * \pi_1 M_2 \) is torsion free there is an isomorphism

\[
H_n(B(\pi_1 M), K(\mathbb{Z})) \xrightarrow{\cong} K_n\mathbb{Z}[\pi_1 M]
\]

where \( K(\mathbb{Z}) \) is the \( K \)-Theory spectrum of \( \mathbb{Z} \), and \( H_n(-; K(\mathbb{Z})) \) is the generalised homology theory associated to this spectrum; see [LR05] for further details on this, and the Farrell Jones conjecture.

We proceed to calculate \( H_3(B(\pi_1 M); K(\mathbb{Z})) \). We first further simplify things by noting that since \( M_i \) are aspherical we have that \( B(\pi_1 M_i) = M_i \) and so

\[
B(\pi_1 M) = B(\pi_1 M_1 * \pi_1 M_2) = B(\pi_1 M_1) \vee B(\pi_1 M_2) = M_1 \vee M_2.
\]
Using the axioms for generalised homology theories we have that

\[ H_n(B(\pi_1 M); K(Z)) \cong H_n(M_1; K(Z)) \oplus H_n(M_2; K(Z)) \]

hence it will be sufficient to calculate \( H_n(M; K(Z)) \).

For any generalised homology theory there is an Atiyah-Hirzebruch spectral sequence with \( E_2 \) page given by

\[ E_2^{p,q} = H_p(M; K_q(Z)) \]

where \( H_p(M; K_q(Z)) \) is usual singular homology with coefficients, and \( K_p(Z) \) are the algebraic K-theory groups of \( Z \); see for example [DK01] for details on the Atiyah-Hirzebruch spectral sequence. This spectral sequence converges to \( H_n(B(\pi_1 X); K(Z)) \) in the following sense; on each homology group there is a filtration

\[ H_n(M; K(Z)) = F_0^n \supset F_1^n \supset \ldots \supset F_k^n = 0 \]

and the \( E_\infty \) page of the spectral sequence gives

\[ E_\infty^{n-j,j} = F_j^n / F_{j+1}^n. \]

We will use the first few terms of \( K_q(Z) \), namely \( K_0(Z) = Z \), \( K_1(Z) = Z_2 \), \( K_2(Z) = Z_2 \)

\( K_3(Z) = Z_{48} \); see for example [Wei05].

Below we write out the second page of the spectral sequence; in red we highlight those terms with \( p + q = 3 \), that will contribute to \( H_3(M; K(Z)) \), and we draw arrows where there is a non zero differential; note that for \( p < 0 \) and \( p > 3 \), \( E_2^{p,q} = H_p(M; K_q(Z)) = 0 \).

\[
\begin{array}{c|cccc}
4 & : & : & : & : \\
3 & Z_{48} & H_1(M; Z_{48}) & H_2(M; Z_{48}) & Z_{48} \\
2 & Z_2 & H_1(M; Z_2) & H_2(M; Z_2) & Z_2 \\
1 & Z_2 & H_1(M; Z_2) & H_2(M; Z_2) & Z_2 \\
0 & Z & H_1(M; Z) & H_2(M; Z) & Z \\
\end{array}
\]

We note that above the first row all groups are torsion, and indeed finite! The only group which is non torsion and which contributes to \( H_3(M; K(Z)) \) is \( E_2^{3,0} = Z \). Since the differential \( d_2^{3,0} : Z \to E_3^{3,1} = H_1(M_1; Z_2) \), drawn in green, is a map into a finite group, we see that we must have \( \ker(d_2^{3,0}) = Z \), so \( E_3^{3,0} = Z \).

Now consider \( d_3^{3,0} : Z \to E_3^{3,2} \). Since \( E_3^{3,2} \) is a quotient of \( Z_2 \), it is either \( Z_2 \) or 0, so again we see that \( \ker(d_3^{3,0}) = Z \) and that \( E_4^{3,0} = Z \). Since all differentials \( d_n^{p,q} \) are zero for \( n \geq 4 \), \( E_\infty^{p,q} = E_4^{p,q} \).

Hence \( F_0^3 / F_1^3 = Z \), while \( F_1^3 / F_2^3 = E_4^{2,1} \), \( F_2^3 / F_3^3 = E_4^{1,2} \), \( F_3^3 / F_4^3 = E_4^{0,3} \) are all torsion and finite. We also have \( F_0^3 / F_3^3 = E_4^{1,4} = 0 \); since the filtration terminates with 0, it must be that \( F_3^3 = 0 \). Hence \( F_3^3 \) is finite, hence \( F_2^3 \) is finite, and hence \( F_1^3 \) is finite.
We have a short exact sequence
\[ 0 \to \mathcal{F}^3_1 \to \mathcal{F}^3_0 = H_3(M_i; \mathbb{K}([\mathbb{Z}])) \to \mathcal{F}^3_0 / \mathcal{F}^3_1 = \mathbb{Z} \to 0. \]
as all the groups are abelian and \( \mathcal{F}^3_0 / \mathcal{F}^3_1 = \mathbb{Z} \) is free abelian, the sequence splits and so
\[ H_3(M_i; \mathbb{K}([\mathbb{Z}])) = \mathbb{Z} \oplus \mathcal{F}^3_1. \]
Since \( \mathcal{F}^3_1 \) is finite, it follows that \( H_3(M_i; \mathbb{K}([\mathbb{Z}])) \) is rank one, and so \( H_n(B\pi_1 M; \mathbb{K}([\mathbb{Z}])) \) is rank two. \qed

9.5.3. Diffeomorphisms of \( \text{Diff}_{P^1}(\mathbb{C}) \times I, \partial((\mathbb{C}^\# \times M_2) \times I) \). Recall the map
\[ \tilde{q}: \text{Wh}_1(\pi_1 X; \mathbb{Z}_2 \times \pi_2 X) / \tilde{\mathbb{Z}} \to \bigoplus_{\text{conj}(\pi_1 X)^{\neq 1}} \mathbb{Z} S \oplus \bigoplus_{[S] \in \text{conj}(\pi_1 X)^{\neq 1} / \sim, S \neq \emptyset} (\mathbb{Z}_2 \times \mathbb{Z}) S. \]
Denote the target of this map by \( \tilde{F} \). We can induce a map on the quotients
\[ \tilde{q} : (\text{Wh}_1(\pi_1 X; \mathbb{Z}_2 \times \pi_2 X) / \tilde{\mathbb{Z}}) / r(\tilde{\chi}) \to \tilde{F} / \tilde{q}(r(\tilde{\chi})). \]
Recall that \( (\text{Wh}_1(\pi_1 X; \mathbb{Z}_2 \times \pi_2 X) / \tilde{\mathbb{Z}}) / r(\tilde{\chi}) = (\text{Wh}_1(\pi_1 X; \mathbb{Z}_2 \times \pi_2 X) / \tilde{\chi}) / \tilde{\mathbb{Z}}(\tilde{\chi}) \) and that we have a map
\[ (\text{Wh}_1(\pi_1 X; \mathbb{Z}_2 \times \pi_2 X) / \tilde{\chi}) / \tilde{\Theta}(\tilde{\mathcal{F}}(X) \cap \ker \Sigma) \to (\text{Wh}_1(\pi_1 X; \mathbb{Z}_2 \times \pi_2 X) / \tilde{\chi}) / \tilde{\mathbb{Z}}(\tilde{\chi}) \]
Composing this with \( \tilde{q} \) we obtain a map
\[ q' : (\text{Wh}_1(\pi_1 X; \mathbb{Z}_2 \times \pi_2 X) / \tilde{\chi}) / \tilde{\Theta}(\tilde{\mathcal{F}}(X) \cap \ker \Sigma) \to R / \tilde{q}(r(\tilde{\chi})). \]
The left hand side is precisely the target of
\[ \tilde{\Theta} : \ker \Sigma \subset \text{Diff}_{P^1}(X, \partial X) \to (\text{Wh}_1(\pi_1 X; \mathbb{Z}_2 \times \pi_2 X) / \tilde{\chi}) / \tilde{\Theta}(\tilde{\mathcal{F}}(X) \cap \ker \Sigma). \]
Taking the composition \( q' \circ \tilde{\Theta} \) gives \( q' \circ \tilde{\Theta} : \ker \Sigma \to R / \tilde{q}(r(\tilde{\chi})). \) By Theorem C the image of \( q' \circ \tilde{\Theta} \) contains
\[ \left( \bigoplus_{\text{conj}(\pi_1 X)^{\neq 1}, S \in \mathcal{S}} \mathbb{Z} S \oplus \bigoplus_{[S] \in \text{conj}(\pi_1 X)^{\neq 1} / \sim, S \neq \emptyset} (0 \times \mathbb{Z}) S \right) / \tilde{q}(r(\tilde{\chi})) \leq R / \tilde{q}(r(\tilde{\chi})). \]
By Proposition 9.13
\[ S = \bigoplus_{\text{conj}(\pi_1 X)^{\neq 1}, S \in \mathcal{S}} \mathbb{Z} S \oplus \bigoplus_{[S] \in \text{conj}(\pi_1 X)^{\neq 1} / \sim, S \neq \emptyset} (0 \times \mathbb{Z}) S \]
has infinite rank. By Proposition 9.16, \( \tilde{\chi} = \chi(K_3 \mathbb{Z} \mathbb{Z}[\pi_1 M]) + \chi(K_3 \mathbb{Z} \mathbb{Z}[\pi_1 M]) \) is at most rank four, and so \( \tilde{q}(r(\tilde{\chi})) \) is at most rank four. Hence \( S / \tilde{q}(r(\tilde{\chi})) \) has infinite rank, and so contains a subgroup isomorphic to \( \bigoplus_{\mathbb{N}} \mathbb{Z} \). Letting \( K = \ker \Sigma \) and letting \( \Theta' \) be the composition of \( q' \circ \tilde{\Theta} \) and projection onto the subgroup isomorphic to \( \bigoplus_{\mathbb{N}} \mathbb{Z} \) yields the \( (\mathbb{C}^\# \times M_2) \times I \) case of Theorem A.
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