Detection of Ki67 Hot-Spots of Invasive Breast Cancer Based on Convolutional Neural Networks Applied to Mutual Information of H&E and Ki67 Whole Slide Images †
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Abstract: Ki67 hot-spot detection and its evaluation in invasive breast cancer regions play a significant role in routine medical practice. The quantification of cellular proliferation assessed by Ki67 immunohistochemistry is an established prognostic and predictive biomarker that determines the choice of therapeutic protocols. In this paper, we present three deep learning-based approaches to automatically detect and quantify Ki67 hot-spot areas by means of the Ki67 labeling index. To this end, a dataset composed of 100 whole slide images (WSIs) belonging to 50 breast cancer cases (Ki67 and H&E WSI pairs) was used. Three methods based on CNN classification were proposed and compared to create the tumor proliferation map. The best results were obtained by applying the CNN to the mutual information acquired from the color deconvolution of both the Ki67 marker and the H&E WSIs. The overall accuracy of this approach was 95%. The agreement between the automatic Ki67 scoring and the manual analysis is promising with a Spearman’s ρ correlation of 0.92. The results illustrate the suitability of this CNN-based approach for detecting hot-spots areas of invasive breast cancer in WSI.
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1. Introduction

The revolution of deep learning (DL) techniques, visible in many areas [1–3], has also reached medical diagnosis [4,5]. In histopathology, the advances in digital pathology, image processing, and artificial intelligence techniques can be applied to cancer diagnosis [6,7].

The quantification of cellular proliferation is one of the metrics used to study cell activity in oncology. In particular, the proliferative activity assessed by Ki67 immunohistochemistry (IHC) is an established prognostic and predictive biomarker that determines the choice of therapeutic protocols applied to breast cancer [8,9]. Tumor regions that exhibit high proliferating activity are called hot-spots. Several standardization issues for both the planning process and the related quantification protocols must be solved prior to the implementation of quantification in regular practice [9–12]. S. Robertson et al. [12] showed significant variations in Ki67 hot-spot scoring depending on the number
of included tumor cells and the hot-spot’s size, shape and location. There is a need to accurately measure the proportion of the Ki67 labeling index (Ki67 LI) [13–15], and digital image analysis methods may help with this task [16].

Several methods to automatically quantify the Ki67 index or detect hot-spots have been reported in the literature (see Table 1). Extant approaches are based on two main strategies: (I) machine learning with clustering, adaptive thresholding, and edge-based segmentation [9,17–25] or (II) deep learning [26–29]. Moreover, two main goals can be distinguished—(I) labeling index (LI) estimation or (II) hot-spot detection. The Ki67 LI and hot-spots have been detected for tumors occurring in various organs including the breasts, brain, adrenal glands, and pancreas. Due to the large size of a single WSI (2-4GB), in many research papers, the results are presented only for tissue micro arrays (TMAs) or small parts of tissue samples (sub-images).

Table 1 shows the success in producing outcomes and implementing more advanced approaches. The drawback of methods based on classical machine learning is that they are parameter-dependent and cannot be easily tuned for non-homogeneous staining, which can vary in a range of hot-spot density values. Moreover, the methods described in the literature do not distinguish tumors from stromal tissues and, therefore, do not exclude nonepithelial cells that potentially express the biomarker—that is, proliferating Ki67-positive lymphocytes. Only cells that express cytokeratin should be eligible for the positive or negative detection of the biomarker concerned. Another aspect not considered in works focused on TMA or sub-images is the artifacts that occur on WSIs and how to process the WS to obtain the final evaluation.

In this paper, we propose and compare three methods based on Deep Learning to detect and characterize Ki67 hot-spots in breast cancer WSIs. The proposed techniques solve the problem of handcrafted feature selection by using convolutional neural networks (CNNs) to automatically determine the best features to characterize the hot-spot regions. In the present work, we explore the possibility of using DL methods for extracting and combining information from Ki67 and hematoxylin and eosin (H&E) stained slides.

Three methods have been developed, as mentioned above. Method 1 is the simplest one, where a single CNN is used to process samples extracted from Ki67-stained slides. Method 2 uses both Ki67 proliferation and tumor localization obtained by H&E analysis, where Ki67 and consecutive H&E slides are processed by two independent CNNs. Method 3 is the most advanced one, where we combine Ki67 and H&E WSIs by means of color deconvolution to use the mutual information of both biomarkers in one CNN. This method achieved the best performance, with average accuracy of 95%, sensitivity of 77% and specificity of 98%.
Table 1. Review of reference methods, where: Acc-accuracy, F1-F1-score, DL-deep learning, * after augmentation, det-detection, clas-classification, LI-labeling index, PPV-positive predictive value and rho-Spearman’s rank correlation coefficient.

| Type                      | Authors                  | Cancer Origin             | Goal                              | Test Set       | Results         |
|---------------------------|--------------------------|---------------------------|-----------------------------------|----------------|-----------------|
| Classical Machine Learning| Lopez et al. [19]        | brain                     | hot-spot detection                | 4 WSI          | Acc = 93.8%     |
|                           | Naazi et al. [18]        | digestive system          | hot-spot and cell detection       | 55 images      | Acc = 94.60%    |
|                           | Lu et al. [17]           | adrenal glands            | hot-spot detection                | 50 WSI         | rho > 0.8      |
|                           | Xing et al. [20]         | gastro-intestinal tract, pancreas | cell detection                   | 46 cases       | F1 = 90%        |
|                           | Swiderska et al. [21]    | brain                     | hot-spot detection and LI estimation | 104 WSI         | rho > 0.95    |
|                           | Laurinavicius et al. [9] | breast                    | hot-spot detection                | 152 WSI        | good agreement |
|                           | Valous et al. [22]       | pancreas                  | heterogeneity of proliferation    | 43 WSI          | -               |
|                           | Paulik et al. [23]       | breast                    | detecting and count nuclear signals | 25 WSI         | PPV = 90.23%   |
|                           | Pilutti et al. [24]      | breast                    | hot-spot detection                | 50 cases, 3 experts | Acc = 82%    |
|                           | Razavi et al. [33]       | breast                    | LI estimation                     | 30 TMA, 1 expert | Acc = 91%     |
|                           | Gerard et al. [31]       | breast                    | LI estimation                     | 80 TMA          | Acc = 93.5%    |
|                           | Ko et al. [25]           | breast                    | LI estimation                     | 15 WSI          | Acc = 89%     |
| Deep Learning             | Saha et al. [29]         | breast                    | hot-spot detection and LI estimation | 450 images, 5-fold cross validation | Acc = 97%    |
|                           | Zhang et al. [27]        | breast                    | cell detection                    | 3000 samples * | Acc = 98%      |
|                           | Lakshmi et al. [26]      | bladder, breast           | LI estimation                     | bladder: 60 images; breast: 40 images | bladder: F1 = 92%; breast: F1 = 74% |
|                           | Zhang et al. [28]        | pancreas                  | nucleus recognition               | 20 annotated images | det.F1 = 81.3% clas.F1 = 62.3% |
| DL                        | Proposed method          | breast                    | hot-spots detection and LI estimation | 50 WSI, 2 experts | Acc = 95%, rho: 0.89 |
2. Materials

2.1. Database

This study involved digital slides from the AIDPATH breast cancer database [32], composed of breast tissue cohorts from four institutions and pathology labs around Europe, including Spain, Italy and Lithuania. The dataset includes:

- 50 WSI breast cancer specimens stained with Ki67/MIB-1 antibody (3,3′-diaminobenzidine tetrahydrochloride, DAB marker, brown color) and counter-stained with hematoxylin (blue).
- 50 WSI breast cancer specimens stained with H&E (violet).

H&E staining shows tumor localization, while Ki67 staining allows evaluation of tumor proliferation or the labeling index (Ki67 LI). An example of an H&E and Ki67 stained WSI is presented in Figure 1. It should be noted that there is significant biological and staining variability.

The slides were prepared serially using Formalin-Fixed Paraffin-Embedded (FFPE) tissue sections with 4 µm thickness. H&E and Ki67 stains were applied to consecutive pair sections to allow their posterior alignment for this study.

2.2. Slide Digitization

The slides were digitized using an Aperio Scanscope CS (Leica Biosystems GmbH, Nussloch, Germany) whole slide scanner at 20× or 40× magnification. The area of tissue under a single field of view (FOV) at 40× was 0.037 mm², which resulted in a size of 1424 × 1064 pixels at 40× and 712 × 532 pixels at 20×. Depending on the size of tissue fixed on the slide, digital slides range between 0.5 GB and 2 GB. To reduce the time and effort required to manipulate the digital slides, create the ground truth annotations, and engage in computational processing, we worked at 20× magnification.

2.3. WSI Registration

To combine the H&E and Ki67 data to detect hot-spot areas, the H&E slides were registered to their Ki67 counterparts to achieve the correct alignment between serial sections. Thus, the H&E and Ki67 regions matched to achieve a correct inter-staining analysis. We used a WSI registration system based on intensity analysis to deal with multimodal images. This method compares the
intensity patterns in images via correlation metrics to achieve optimal transformation [33]. In our
design, we applied the registration system proposed in Reference [34], where the intensity analysis is
applied to down-sampled slides (i.e., WSI at 2× magnification) to speed up the computational process.
The final transformation obtained at 2× was transferred to the original 20× slides, thus obtaining the
20× registered WSIs.

2.4. Ground Truth

Each WSI was reviewed by pathologists participating in the AIDPATH project. These pathologists
generated the ground truth annotations for tumor (H&E) and hot-spot (Ki67) areas (Figure 2) using the
Aperio ImageScope software ver.12.3. Next, the pathologists evaluated the Ki67 LI.

![Figure 2. Example of medical annotations in a WSI pair before registration. The pathologist annotated hot-spot areas on the Ki67 specimen (A) and tumor areas on the H&E specimen (B) in a green color. The length bars shown in the WSIs are 1 mm.](image)

2.5. Database Creation

The annotated areas were divided into 512 × 512 non-overlapping pixel image tiles. The H&E and Ki67 samples were utilized according to the information required:

- The H&E data were divided into two classes: tumor and non-tumor areas.
- The Ki67 data were divided into 11 classes: non-tumor areas, lymphocytes, and 9 classes with
tumor areas (Figure 3). The lymphocyte class was added to this analysis to avoid the false positive
regions generated by its high proliferation. The tumor areas were divided into 9 groups based
on the tumor proliferation factor, which was calculated as the ratio between immunopositive
cells (brown cells) and all tumor cells (brown and blue cells). The detection of all tumor cells was
performed using the cell detector developed by Markiewicz et al. [35].

The dataset was randomly split into a training and test set at the whole slide level, where 35 cases
were used for method development and 15 cases were used as a test set. The same test set, including
data from 15 cases, was used for the whole evaluation. Data augmentation was applied on the training set to increase the number of samples. The following methods were applied: color modification, 90° rotation, vertical flipping, and Gaussian blurring. Color modification was performed with Reinhard’s method [36]. For each staining, we used four color patterns based on the various sites or institutions from which the databases were derived. The original dataset was significantly imbalanced due to biological variability. Some classes, such as lymphocytes, were significantly less represented than other classes (with up to 8 times less data). To achieve a balanced training database for classes with many fewer data, such as lymphocytes, we applied additional data augmentation, including 45° rotation, vertical flipping, and Gaussian blurring.

Figure 3. Example of tiles extracted from the KI-67 stained images: (I) non-tumor class, (II) lymphocytes, and (III–XI) tumor classes with several progressive tumor proliferations. The length bars shown in the tiles are 50 µm.

3. Methods

In our study, we developed and compared three strategies: the basic one (using only the Ki67 dataset) and two that use the H&E and Ki67 datasets. The idea of using the H&E and Ki67 datasets was inspired by the routine work of pathologists, who observe HE and Ki67 stained slides to evaluate the specimens. In routine practice, pathologists have 2 separate slides—one stained with HE and one stained with Ki67; based on this, the pathologists then perform an analysis. This approach is modeled as the second method. In the third developed method, we used the computational power and deconvolutional technique to merge HE and Ki67 stained slides into one artificial “HEKI” image. All approaches are based on Deep Learning and were developed to explore the possibilities of combining information from several stains. The proposals follow a three-step workflow: (a) tissue area segmentation, (b) hot-spot detection, and (c) Ki67 LI evaluation. All methods were developed using Matlab [37], and the calculations were performed on a computer with an Nvidia Quadro 400 graphics card and Cuda version 8.0.
3.1. Tissue Area Segmentation

Tissue segmentation is the first step in WSI analysis. It allows one to limit the area under analysis, thus reducing the computational time. To detect the WSI tissue regions, background segmentation based on color histogram analysis was performed.

3.2. Hot-Spot Detection

Hot-spot detection is central to achieving the correct tumor proliferation index. Here, we present three approaches to detect hot-spot areas on the Ki67 WSIs. These approaches were classified according to the type of data used and how those data are utilized to achieve hot-spot detection:

- Approach I: Using Ki67 data with 1 CNN.
- Approach II: Using Ki67 and H&E data with 2 CNNs, one for each stain.
- Approach III: Combine Ki67 and H&E data by means of color deconvolution with 1 CNN.

These approaches are based on CNN classification, but the classification is implemented in various ways in order to integrate all the information from the slides. That is, only to the Ki67 slides (method 1), to both the H&E and the Ki67 slides but separately, in a sequential process (method 2) and to the combination of the H&E and the Ki67 slides (method 3). The final result in each case is a hot-spot area map. These methods are illustrated in Figure 4.

![Figure 4. The main steps of the three proposed methods.](image)

3.2.1. CNN Model Training

The CNNs were set up using the AlexNet model [38], a popular CNN model applied to image classification and digital pathology tasks [39]. This CNN has eight layers of neurons: five convolutional and three fully connected. We applied the full-training and fine-tuning methods to the training process. Fine-tuning is a transfer learning technique based on transferring the features and parameters of the
network from a broad domain to a specific one. This model was pretrained on the LSVRC-2010 ImageNet database with 1000 classes of natural objects and was fine-tuned using our database. The fine-tuning training took 20 epochs. The learning rate, gamma, and momentum for the stochastic gradient descent (SGD) optimizer were set to 0.01, 0.9, and 0.1, respectively. The retraining operation allows for optimization of the network to minimize the errors in another, more specific domain. In the case of fine-tuning, the CNN model was adjusted by modifying the network weights and trimming the number of outputs in the last layer. As a result, the CNN model returns a vector with class scores representing the affinity of the image to each of the predefined classes. The image tile classification is computed by the CNN by finding the maximum class score for each tile. With this information, we can construct the classification map of the WSIs.

3.2.2. Method 1

Under this approach, we used only Ki67 images to train the CNN (Figure 4a). The network classifies each tile into one of the 11 classes, defined in Section 2.5. A high value tumor class indicates a high tumor proliferation index, which defines the hot-spot areas. We trained the Alexnet CNN with the data extracted from the 35 WSIs, augmented as described in Section 2.5, which resulted in 210,312 training tiles. For testing, we used 25,264 tiles.

3.2.3. Method 2

This method uses information from registered H&E and Ki67 slides in two separated CNN classifiers, one for each stain, to combine the outputs in a final step (Figure 4b). Since we prepared consecutive WSI sections in a serial way, these sections can be registered to use the tumor area location and thereby enhance hot-spot detection. H&E staining allows for tumor area detection, while Ki67 staining can detect the hot-spot areas and evaluate the proliferation index. For each H&E and Ki67 registered slide, the process is as follows: (I) The H&E CNN is used to classify the registered H&E data into two groups: tumor area and non-tumor area; second (II), we analyze the Ki67 slide only in tumor areas detected in the H&E tissue. As a result, the H&E tumor areas are used to restrict the Ki67 regions to be classified by the Ki67 CNN.

In this proposal, each CNN is trained independently based on separate data cohorts. The first CNN checks whether a tile is a tumor area, while the second CNN shows the tumor proliferation degree. The H&E CNN is trained via fine-tuning with data from 10 H&E slides. After data augmentation, we achieved 7408 training tiles. The Ki67 CNN was trained using the full-training method with data from the 35 WSIs. After data augmentation, the number of training tiles was 210,312. The significant difference in the number of tiles in each of the datasets is related to the available data cohorts and the number of distinct classes defined in each CNN. The larger Ki67 dataset can be used for the full CNN training process. Since the number of H&E slides is limited, it is more appropriate to use the fine-tuning method to train the CNN. Finally, this approach was tested using 25,264 H&E and Ki67 tiles.

3.2.4. Method 3 (HEKI)

This last approach combines the information from registered H&E and Ki67 WSIs in one CNN (Figure 4c). We used registered H&E and Ki67 data to enhance hot-spot detection by combining the information of both stains (Figure 5). The color deconvolution operation [40] can convert an RGB image into a stain image. In other words, in each of the image layers we have separate stains. For example, for H&E images after color deconvolution, we obtained an image with hematoxylin staining and an image with eosin staining (Figure 5). As a result, the artificial HEKI image we created includes information about tumor regions and tumor proliferation. These data are the CNN classifier’s input.

In this proposal, the AlexNet model was trained by fine-tuning with data from 70 WSIs (35 H&E slides and 35 Ki67 slides). The image augmentation operation was performed according to the methods described previously. The number of training tiles was 61,163, while the number of testing tiles was 25,264 from 15 slides.
3.3. Ki67 Proliferation Index Evaluation

We evaluated the Ki67 proliferation factor in a field of view (FOV) according to the relation between the number of pixels belonging to immunopositive cells (brown color in Ki67 stain) and the number of pixels belonging to all cancer cells (brown and blue cells) inside the tumor area. We detected the brown cells using the cell detector method of Markiewicz et al. [35]. To detect the blue cells and the cancer region inside the FOV, we applied a grayscale histogram normalization and thresholding based on the three-class Otsu method [41]. Notably, it is important not to count other types of cells, such as lymphocytes, as cancer cells. To achieve this, we filtered cells smaller than the threshold size defined by the average size of the immunopositive cells (Figure 6).

The Ki67 LI ($L_{Ki67}$) is calculated according to the following formula:

$$L_{Ki67} = \frac{\text{pix}_{br}}{\left(\text{pix}_{br} + \text{pix}_{bl}\right) \alpha},$$ (1)

where pix$_{br}$ and pix$_{bl}$ are respectively, the number of brown cell pixels and the number of blue cell pixels inside the tumor area, and $\alpha$ is the corrector factor selected experimentally to correct deviations in the tumor area detected, whose value ranges from 1 to 0.75. In our experiments, based on the analysis of 5 specimens, we determined that $\alpha = 0.9$ yields correct results.

The final value of Ki67 LI is the average value of $L_{Ki67}$ for 10 hot-spot fields. The hot-spot fields were selected from the hot-spot map created in the first step from the FOV with the highest classification results. An example of automatically selected hot-spot fields is presented in Figure 7.
Figure 7. Automatic hot-spot area detection and selection for two WSIs: (A) a WSI with the Ki67 LI equal to 50% and (B) a WSI with the Ki67 LI equal to 5%. The length bars shown in the WSIs are 2 mm and 1 mm in the zoomed areas.

4. Results

We performed a complete evaluation of the proposed study for automatic WSI Ki67 LI diagnosis. The results are presented in two sections. First, we show the results of hot-spot detection and classification, while the second section is devoted to explaining the Ki67 LI evaluation results, including a comparison with a pathologist’s evaluation.

4.1. Hot-Spot Detection

The classification metrics were calculated for a test set including 25,264 tiles using a one-shot experiment. The statistical results are shown in Table 2 and were calculated as follows:

\[
\text{Acc} = \frac{TP + TN}{P + N} \quad (2)
\]

\[
\text{F1score} = 2 \frac{PPV \times TPR}{PPV + TPR} \quad (3)
\]

where \(TP\) is true positive prediction, \(TN\) is true negative prediction, \(P\) is positive (ground true), \(N\) is negative (ground true), \(PPV\) is the positive prediction value (precision), and \(TPR\) is the true negative rate (sensitivity).

| Method      | Accuracy | Sensitivity (TPR) | Specificity | Precision (PPV) | F1-Score |
|-------------|----------|-------------------|-------------|-----------------|----------|
| Method 1    | 96%      | 47%               | 98%         | 47%             | 47%      |
| Method 2    | 95%      | 39%               | 96%         | 44%             | 41%      |
| Method 3 (HEKI) | 95%      | 77%               | 98%         | 70%             | 73%      |

Table 2. Average values for the statistical results of tile classification (\(N = 25,264\)).
The results confirm the correct tile classification using each method. However, incorrect classifications between classes must also be considered since they are crucially important to the classification quality. A correct hot-spot classification must accomplish the following:

- Data from classes I (no tumor) and II (lymphocytes) must not be classified as tumor areas (hot-spots).
- Data with a low proliferation index must not be classified as data with high tumor proliferation.

Figure 8 shows the confusion matrices for each method of classification within various tumor groups (low, medium, and high tumor proliferation). The analysis of the confusion matrix for each method shows that Method 3 (HEKI) provides the best performance in discriminating classes. Ultimately, Method 3 achieved correct lymphocyte classification, while Methods 1 and 2 incorrectly classified lymphocytes as tumor areas with a high value of index proliferation. This is important because the presence of lymphocytes means that the patient is reacting against the tumor, which must not be incorrectly classified as a false positive hot-spot.

![Figure 8. Confusion matrix for the tile classification (N = 25,264) under each method: (A) Method 1, (B) Method 2, and (C) Method 3 (HEKI).](image-url)
Contrary to our initial assumptions, Method 2 provided a worse confusion matrix than Method 1, even though the system combined the Ki67 and H&E stain information in a more complex framework. In Method 2, we can effectively observe the incorrect classification of many hot-spot areas as non-tumor areas. The reason for this result was found after an analysis of the results, as small tumor proliferation appeared in these places, leading to incorrectly classified non-tumor areas, thereby avoiding analysis by the Ki67 CNN.

The goal of medical doctors is to select only a few hot-spot areas in WSIs, while automatic evaluation can detect a significantly higher number of such regions. The proposed methods allow one to create a proliferation index map. Figure 9 shows the results of automatic hot-spot detection.

![Figure 9. Automatic tumor proliferation map examples](image)

The results presented in this section show that Method 3 (HEKI) provides both correct lymphocyte classification and the correct detection of a significant number of gold-standard hot-spot areas. It also performs better in terms of the confusion between classes. Hence, we focus on Method 3 (HEKI) to compute the quantitative results for the Ki67 proliferation index estimation.
4.2. Ki67 Labeling Index Estimation

Hot-spot detection is a complex process since each WSI presents specific characteristics for the tumor, cells, and Ki67 hot-spot distribution. In some WSIs, tumor proliferation is observed homogeneously throughout the whole specimen, while some samples present tumor proliferation areas in specific regions, which sometimes have multiple proliferation values. Therefore, WSIs usually present few tumor proliferation areas that represent significant values of the proliferation index. This fact makes manual Ki67 LI evaluation difficult, which leads to observed differences between automatic and manual evaluation.

The results of the automatic (Auto) and manual (Manual) Ki67 LI evaluations are shown in Table 3 for 15 samples. The manual evaluation was performed by two pathologists using two evaluation strategies. One pathologist performed the evaluation based on 10 FOV, while the second one performed the evaluation based on 1 FOV. Both methods are accepted as standard pathological procedures.

| Case | Auto 10FOV | Auto 1FOV | Manual 10FOV | Manual 1FOV |
|------|------------|-----------|--------------|-------------|
| 1    | 15.70%     | 13.87%    | 22%          | 15%         |
| 2    | 18.07%     | 19.36%    | 10%          | 15%         |
| 3    | 36.24%     | 18.35%    | 40%          | 30%         |
| 4    | 4.67%      | 6.07%     | 8%           | 5%          |
| 5    | 20.47%     | 24.38%    | 17%          | 20%         |
| 6    | 29.77%     | 27.77%    | 30%          | 25%         |
| 7    | 48.40%     | 52.59%    | 50%          | 50%         |
| 8    | 30.36%     | 23.78%    | 20%          | 25%         |
| 9    | 67.60%     | 61.1%     | 90%          | 90%         |
| 10   | 10.42%     | 2.68%     | 15%          | 15%         |
| 11   | 31.44%     | 35.32%    | 30%          | 38%         |
| 12   | 3.74%      | 10.23%    | 5%           | 10%         |
| 13   | 24.62%     | 34.85%    | 25%          | 20%         |
| 14   | 30.85%     | 30.29%    | 15%          | 15%         |
| 15   | 9.34%      | 3.36%     | 8%           | 5%          |

As we can observe, the results achieved by our approach (Auto) provided a Ki67 LI that correctly estimated the manual values. There are several samples that deserve special comments:

- Five specimens presented higher results using our automatic diagnosis with 10 FOV compared to the manual evaluation. This is because the automatic system always detects hot-spot areas with the highest tumor proliferation, which can be difficult to perform by manual evaluation, thereby skipping some regions of interest.
- In three cases, we observed significantly smaller results than the medical evaluation for our automatic diagnosis of 10 FOV. We determined that the automatic system counts all cancer cells, while manual counting estimates the number of cells. This can lead to an imprecise estimation of the Ki67 proliferation factor.

To evaluate the variations between medical estimations and the automated Ki67 LI process, three statistical tests were performed: the Bland–Altman plot, one-sided t-test, and Spearman’s ρ correlation. The Bland–Altman test allows one to compare two quantitative measures by setting agreement limits. These statistical limits are determined using the mean and standard deviation of the two measures.

This is a popular method applied in clinical measurement comparisons, where each of the methods provides some errors. The results are presented in Figure 10 as a comparison between the various doctors’ results and between the automatic results and the doctors’ results. From these final results, the following can be concluded:
There is a difference between medical evaluation based on 1 or 10 FOV with a discrepancy equal to 0.47. This indicates a slight overestimation of Ki67 LI by the expert evaluating 1 FOV (Figure 10E).

Automatic diagnosis for 10 FOV and manual evaluation using 1 FOV resulted in a small underestimation for our method, with a discrepancy value of −0.25 (Figure 10A).

For the comparison between the automatic hot-spot evaluation for 1 FOV and the medical evaluation using 1 FOV, we observed a discrepancy of 0.93 (Figure 10C).

For the results between the automatic hot-spot evaluation for 1 FOV and the medical evaluation using 10 FOV, we observed the highest discrepancy: 1.4 (Figure 10D).

The comparison of the automatic evaluation for 10 FOV and the medical evaluation for 10 FOV presented the smallest difference between the two methods. The discrepancy value is 0.22 (Figure 10B).

Figure 10. Statistical significance p-value, Spearman’s ρ correlation coefficients, and Bland-Altman plots of the differences between: (A) the automatic method for 10 FOV and manual for 1 FOV, (B) automatic for 10 FOV and manual for 10 FOV, (C) automatic for 1 FOV and manual for 1 FOV, (D) automatic for 1 FOV and manual for 10 FOV, (E) and between the two manual scores for 1 FOV and 10 FOV.

For the one-sided t-test, no significant differences in Ki67 LI evaluation were observed using a one-sided t-test for the manual and automatic evaluations. The Spearman’s ρ correlation coefficient was used for statistical confirmation of the results’ consistency. The correlation is equal to 0.94 for
both the manual results (Figure 10E). Between the automatic evaluation for 10 FOV and the medical evaluation for 10 FOV, the correlation is equal to 0.89 (Figure 10B), and between the automatic evaluation for 10 FOV and the medical evaluation for 1 FOV, it is equal to 0.92 (Figure 10A). All statistical examinations confirm the good level of agreement between the automatic quantitative evaluations of the Ki67 LI for 10 FOV and the experts’ results.

Regarding the computational cost, Method III computes the Ki67 analysis of the WSI, in 2–3 min, according to the area of tissue under evaluation.

5. Conclusions

In this paper, we presented three methods for hot-spot detection and Ki67 LI evaluation based on CNN classification. These methods were differentiated according to the data used, that is, Ki67 stain only or combination of Ki and H&E stains (HEKI). Our study shows that hot-spot areas can be detected by using the proposed methods, although some aspects make the HEKI Method 3 better suited for this purpose. Method 1 and Method 2 present a confusion matrix that provides worse results than the HEKI method since the confused values are more critical than those that appear in the former method. Moreover, Methods 1 and 2 cannot correctly differentiate lymphocyte regions, which is a key issue for avoiding false positive classifications.

Method 3 (HEKI), based on combining both Ki67 and H&E, provided better characteristics for Ki67 hot-spot detection and Ki67 LI calculation. It included WSI registration, color deconvolution, and the creation of artificial image structures (HEKI) used for CNN classification. The average value of CNN accuracy for tile classification was 95%, which means that the proposal correctly dealt with the different types of data and their combinations. Moreover, this approach allowed us to create a tumor proliferation map and compute both automatic hot-spot detections and Ki67 LI.

To establish a robust evaluation of the proposed methods, complete training and complex tests were performed. The database used contains 50 WSIs stained by Ki67 and 50 WSIs stained by H&E. The ground truth was created by four medical experts with extensive experience selecting hot-spot areas and evaluating the Ki67 LI. The Ki67 LI was evaluated using 1 FOV and 10 FOV, as there is neither a consensus among pathologists nor a standard protocol on how many FOVs to use.

Method 3’s results were compared with the medical diagnosis ground truth. The Bland–Altman analysis and Spearman’s \( \rho \) correlation coefficient confirmed the agreement between the medical and automatic diagnosis. In the Bland–Altman plot, only one point was observed to be out of range. The Bland–Altman analysis showed that the discrepancy between the automatic diagnosis and medical evaluation of Ki67 LI, based on 10 FOV, is only 0.25. Spearman’s \( \rho \) correlation coefficient was 0.89 and 0.92 compared to the manual calculations for 10 FOV and 1 FOV, respectively. All statistical tests confirmed the good level of agreement between the automatic and medical evaluation of Ki67 LI.

Finally, we showed that automatic diagnosis based on CNN and data combinations from two types of staining can facilitate the development of an efficient tool to support Ki67 LI evaluations in breast cancer specimens.
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