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Abstract. In this note we investigate three-dimensional Schrödinger operators with $\delta$-interactions supported on $C^2$-smooth cones, both finite and infinite. Our main results concern a Faber-Krahn-type inequality for the principal eigenvalue of these operators. The proofs rely on the Birman-Schwinger principle and on the fact that circles are unique minimizers for a class of energy functionals. The main novel idea consists in the way of constructing test functions for the Birman-Schwinger principle.

1. Introduction and results

Relations between geometric properties of the domains and spectral properties of partial differential operators acting on them belong to the trademark topics in mathematical physics. Spectral isoperimetric inequalities are one of the most famous examples of such relations, the first rigorous results dating almost a century back to the papers of Faber [22] and Krahn [27]. Recently spectral isoperimetric inequalities appeared in the context of Schrödinger operators with singular potentials used as models of ‘leaky quantum wires’ and similar systems [16], [20, Chap. 10]. In particular, for the two-dimensional Schrödinger operator with a $\delta$-type potential of a fixed strength supported on a loop of a given length it was shown that its principal eigenvalue is maximal when the loop is a circle, the respective isoperimetric inequality being strict [19]. The corresponding problem in three dimensions is more involved. For closed simply connected surfaces of a fixed area the sphere gives a local maximum of the ground-state eigenvalue, however, the result does not have a global validity [17].

Nevertheless, there are three-dimensional Schrödinger operators with singular interactions supported on surfaces for which one is able to derive a spectral isoperimetric inequality that holds not only locally. The aim of the present paper is to analyse one such class. The surfaces in question are of a conical shape, both finite and infinite. The operators of study are fully described through the strength $\alpha > 0$ of the $\delta$-interaction, the radius of the cone $R \in (0, +\infty]$, and its cross-section, whose length $L \in (0, 2\pi]$ is important for our considerations.

For finite cones ($R < \infty$) we first verify that $\delta$-interactions supported on finite circular cones (i.e. having a rotational symmetry) induce at least one negative bound state if, and only if, the strength of the interaction satisfies $\alpha > \alpha_{cr}$ with certain $\alpha_{cr} = \alpha_{cr}(L, R) > 0$. Furthermore, we show that $\delta$-interactions supported on finite non-circular cones with the same length of the cross-section and the same radius induce at least one negative bound state for any strength $\alpha \geq \alpha_{cr}$. It should be stressed and it is non-trivial to show that for non-circular cones at least one negative bound state exists also in the borderline case $\alpha = \alpha_{cr}$. As the main result for finite cones we prove that for any fixed set of parameters: $L \in (0, 2\pi]$, $R > 0$, and $\alpha > \alpha_{cr}$, the principal
eigenvalue is maximized by circular cones supporting the interaction. Moreover, the respective spectral isoperimetric inequality is strict.

For infinite cones \((R = +\infty)\) we verify that the discrete spectrum below the threshold of the essential spectrum is always non-empty for any \(L \in (0, 2\pi)\) and \(\alpha > 0\). As the main result we prove that for fixed \(L \in (0, 2\pi)\) and \(\alpha > 0\) the principal eigenvalue is maximized by infinite circular cones.

Spectral analysis of Schrödinger operators with \(\delta\)-interactions on conical surfaces and of closely related Robin Laplacians on conical domains has attracted considerable attention in the recent time [4, 11, 21, 28, 29, 30, 33]. Finally, we mention that spectral isoperimetric inequalities were previously known for other classes of partial differential operators with singular interactions; see [14, 15] for Schrödinger operators with point interactions, [12, 23] for Robin Laplacians, [2] for Dirac operators with shell-interactions, and [5] for Schrödinger operators with \(\delta\)-interactions supported on curves in \(\mathbb{R}^3\).

1.1. Definition of the Hamiltonian. To define the operators of study we first introduce notations for some standard function spaces. The \(L^2\)-spaces \((L^2(\mathbb{R}^3), (\cdot, \cdot)_{\mathbb{R}^3})\), \((L^2(\mathbb{R}^3; \mathbb{C}^3), (\cdot, \cdot)_{\mathbb{R}^3})\) and the \(L^2\)-based Sobolev space \(H^1(\mathbb{R}^3)\) are defined in the usual way. For a Lipschitz surface \(\Sigma \subset \mathbb{R}^3\), which is not necessarily closed or bounded (cf. [3, Sec. 2.3]) we define the \(L^2\)-space \((L^2(\Sigma), (\cdot, \cdot)_\Sigma)\) by means of the natural surface measure on \(\Sigma\). For \(u \in H^1(\mathbb{R}^3)\) its trace \(u|_\Sigma\) is well-defined as a function in \(L^2(\Sigma)\).

Let \(\alpha > 0\) be a fixed constant and let \(\Sigma \subset \mathbb{R}^3\) be a Lipschitz surface. According to [10, Sec. 2] (see also [3, Prop. 3.1]) the symmetric densely defined quadratic form

\[
 a_{\alpha, \Sigma}[u] := \|\nabla u\|_{\mathbb{R}^3}^2 - \alpha\|u|_\Sigma\|_\Sigma^2, \quad \text{dom } a_{\alpha, \Sigma} := H^1(\mathbb{R}^3),
\]

is closed and lower-semibounded in \(L^2(\mathbb{R}^3)\).

**Definition 1.1.** The self-adjoint operator \(H_{\alpha, \Sigma}\) acting in \(L^2(\mathbb{R}^3)\) associated to the form \(a_{\alpha, \Sigma}\) in (1.1) via the first representation theorem ([26, Thm. VI.2.1]) is called Schrödinger operator with \(\delta\)-interaction of strength \(\alpha > 0\) supported on \(\Sigma\).

1.2. Cones. In our considerations cones serve as supports of \(\delta\)-interactions. Further, we explain what we understand by cones in the present paper.

Let \(\mathcal{T} \subset \mathbb{S}^2\) be a \(C^2\)-smooth loop on the two-dimensional unit sphere \(\mathbb{S}^2 \subset \mathbb{R}^3\). The length of \(\mathcal{T}\) is denoted by \(|\mathcal{T}|\). It is always implicitly assumed that \(\mathcal{T}\) has no self-intersections. We distinguish between circular loops (or simply circles) and non-circular loops. A circle on \(\mathbb{S}^2\) will be occasionally denoted by \(\mathcal{C}\), and we point out that \(|\mathcal{C}| \leq 2\pi\).

The \(C^2\)-smooth conical surface (or simply cone) \(\Sigma_R(\mathcal{T}) \subset \mathbb{R}^3\) of radius \(R \in (0, +\infty)\) with a \(C^2\)-smooth loop \(\mathcal{T} \subset \mathbb{S}^2\) as the cross-section is defined by

\[
\Sigma_R(\mathcal{T}) := \{r\mathcal{T} \in \mathbb{R}^3 : r \in [0, R]\}.
\]

The cone \(\Sigma_R(\mathcal{T})\) is called finite (or truncated) if \(R < \infty\) and infinite if \(R = +\infty\), respectively. The cross-section of \(\Sigma_R(\mathcal{T})\) can be easily recovered by the formula \(\mathcal{T} = \mathbb{S}^2 \cap \Sigma_R(\mathcal{T})\). The cone \(\Sigma_R(\mathcal{T})\) is called circular if its cross-section \(\mathcal{T}\) is a circle and non-circular, otherwise. We remark also that infinite circular cone with the cross-section of length \(2\pi\) is, in fact, a plane. Finally, note that \(\Sigma_R(\mathcal{T})\) is, in particular, a Lipschitz surface.
1.3. **Main results.** In the following, for a lower-semibounded self-adjoint operator $H$ we denote by $E_1(H)$ its lowest eigenvalue (if it exists); the discrete and essential spectra of $H$ will be denoted by $\sigma_d(H)$ and $\sigma_{\text{ess}}(H)$, respectively. We denote by $P_J(H)$ the spectral projector for $H$ corresponding to a Borel set $J \subset \mathbb{R}$. By $\#M$ we understand the cardinality of a discrete set $M$.

It follows from the results in [3, 10] that the essential spectrum of Schrödinger operators with $\delta$-interactions supported on finite $C^2$-smooth cones coincides with the set $[0, +\infty)$. In the first theorem of the paper we collect our main results on the bound states induced by $\delta$-interactions supported on infinite cones.

**Theorem 1.2.** Let $\mathcal{C} \subset S^2$ be a circle and $\mathcal{T} \subset S^2$ be a $C^2$-smooth non-circular loop such that \(L := |\mathcal{C}| = |\mathcal{T}| \in (0, 2\pi)\). Let $\Gamma_R := \Sigma_R(\mathcal{C})$ and $\Lambda_R := \Sigma_R(\mathcal{T})$ be finite cones of radius $R > 0$ as in (1.2) with the cross-sections $\mathcal{C}$ and $\mathcal{T}$, respectively. Let the self-adjoint operators $H_{\alpha, \Gamma_R}$ and $H_{\alpha, \Lambda_R}$ be as in Definition 1.1. Then the following hold.

(i) $\#\sigma_d(H_{\alpha, \Gamma_R}) \geq 1$ if, and only if, $\alpha > \alpha_{\text{cr}}$ for certain $\alpha_{\text{cr}} = \alpha_{\text{cr}}(L, R) > 0$.

(ii) $\#\sigma_d(H_{\alpha, \Lambda_R}) \geq 1$ for all $\alpha \geq \alpha_{\text{cr}}$ (the borderline case $\alpha = \alpha_{\text{cr}}$ is included) and the spectral isoperimetric inequality

$$E_1(H_{\alpha, \Lambda_R}) < E_1(H_{\alpha, \Gamma_R})$$

is satisfied for all $\alpha > \alpha_{\text{cr}}$.

The strategy of the proof of Theorem 1.2 consists in reducing the spectral problems for Schrödinger operators $H_{\alpha, \Gamma_R}$ and $H_{\alpha, \Lambda_R}$ to spectral problems for operator-valued functions acting in $L^2$-spaces over respective cones. For this reduction we employ a generalization of the Birman-Schwinger principle [9, 10]. In further analysis, a crucial role is played by the result that circles are unique minimizers for certain classes of knot energies [1, 19].

It follows from the results of [4, 11, 33] that $-\alpha^2/4$ is the lowest point of the essential spectrum for a Schrödinger operator with $\delta$-interaction of strength $\alpha > 0$ supported on an infinite $C^2$-smooth cone. It is also proven in [4] that the discrete spectrum below the point $-\alpha^2/4$ in the case of infinite circular cones with the cross-section of length $L \in (0, 2\pi)$ is non-empty (and even infinite). Further analysis of this discrete spectrum is carried out in [29]. In the second theorem of the paper we collect our main results on the bound states induced by $\delta$-interactions supported on infinite cones.

**Theorem 1.3.** Let $\mathcal{C} \subset S^2$ be a circle and $\mathcal{T} \subset S^2$ be a non-circular $C^2$-smooth loop such that $|\mathcal{C}| = |\mathcal{T}| \in (0, 2\pi)$. Let $\Gamma_\infty := \Sigma_\infty(\mathcal{C})$ and $\Lambda_\infty := \Sigma_\infty(\mathcal{T})$ be infinite cones as in (1.2) with the cross-sections $\mathcal{C}$ and $\mathcal{T}$, respectively. Let the self-adjoint operators $H_{\alpha, \Gamma_\infty}$ and $H_{\alpha, \Lambda_\infty}$ be as in Definition 1.1. Then for all $\alpha > 0$ the following hold.

(i) $\#\sigma_d(H_{\alpha, \Lambda_\infty}) \geq 1$.

(ii) The spectral isoperimetric inequality $E_1(H_{\alpha, \Lambda_\infty}) \leq E_1(H_{\alpha, \Gamma_\infty})$ is satisfied.

The key idea of the proof is to consider $\delta$-interactions supported on $C^2$-smooth finite cones $\Gamma_R := \Sigma_R(\mathcal{C})$ and $\Lambda_R := \Sigma_R(\mathcal{T})$ of radius $R > 0$. Using convergence results for monotone families of quadratic forms, we show that $H_{\alpha, \Gamma_R}$ and $H_{\alpha, \Lambda_R}$ converge (as $R \to \infty$) in the strong resolvent sense to $H_{\alpha, \Gamma_\infty}$ and $H_{\alpha, \Lambda_\infty}$, respectively. Finally, we combine [4, Thm. 3.2] with some standard results on spectral convergence and with the spectral isoperimetric inequality in Theorem 1.2 (ii) to get both the statements of Theorem 1.3.
Remark 1.4. Let the notations be the same as in formulations of Theorems 1.2 and 1.3. As a byproduct of the strong resolvent convergence described above and of standard spectral convergence results [37, Satz 2.58 (a) and Satz 9.24 (b)], one can show that for any closed interval \( J \subset (-\alpha^2/4, 0) \) the functions
\[
R \mapsto \dim \text{ran } P_J(H_{\alpha, \Gamma_R}) \quad \text{and} \quad R \mapsto \dim \text{ran } P_J(H_{\alpha, \Lambda_R})
\]
are bounded. Moreover, according to [4, Thm. 2.1] we also have \( \sigma_{\text{ess}}(H_{\alpha, \Gamma_\infty}) = [-\alpha^2/4, \infty) \) and, thus, for any closed interval \( J \subset (-\alpha^2/4, 0) \), the first function in (1.3) tends to infinity as \( R \to \infty \). We expect that the second function in (1.3) does the same. However, in order to show this, it is insufficient to know only that \( \inf \sigma_{\text{ess}}(H_{\alpha, \Lambda_\infty}) = -\alpha^2/4 \), one needs to verify \( \sigma_{\text{ess}}(H_{\alpha, \Lambda_\infty}) = [-\alpha^2/4, \infty) \). To the best of our knowledge, the latter is not contained in the existing literature, but it can be shown in a way similar to [33, Thm. 1].

Summing up, as the radius grows, the number of negative eigenvalues counted with multiplicities for \( \delta \)-interactions on finite cones remains bounded in any closed sub-interval of \((-\alpha^2/4, 0)\) and tends to infinity in any closed sub-interval of \((-\alpha^2/4, 0)\).

We conclude this subsection by some open questions. Recall that according to Theorem 1.3 (i) the discrete spectrum of \( H_{\alpha, \Lambda_\infty} \) is non-empty if \( |\Lambda_\infty \cap S^2| < 2\pi \). By analogy with [13] one may conjecture that the discrete spectrum is also non-empty if \( |\Lambda_\infty \cap S^2| \geq 2\pi \), of course, excluding the case when \( \Lambda_\infty \) is a plane. In view of [4, Thm. 3.2], it presents a subtle problem to check whether the discrete spectrum of \( H_{\alpha, \Lambda_\infty} \) is finite or infinite. We expect that the discrete spectrum is infinite for \( |\Lambda_\infty \cap S^2| < 2\pi \). On the other hand, for \( |\Lambda_\infty \cap S^2| \geq 2\pi \) it might be that the discrete spectrum is finite, at least under some extra assumptions on the shape of \( \Lambda_\infty \cap S^2 \).

Organization of the paper. Section 2 contains some preliminary material that will be used in the proofs of Theorems 1.2 and 1.3. Namely, in Subsection 2.1 we provide Birman-Schwinger principle and prove some related statements. In Subsection 2.2 we introduce natural coordinates on cones and derive some consequences of this parametrization. Energies of knots and their minimizers are briefly discussed in Subsection 2.3. Section 3 contains proofs of the main results together with some auxiliary statements: Theorem 1.2 is proven in Subsection 3.1 and Theorem 1.3 in Subsection 3.2.

2. Preliminaries

2.1. Birman-Schwinger principle. The BS-principle is a classical and a powerful tool for the spectral analysis of Schrödinger operators. Its generalization, which encompasses \( \delta \)-interactions supported on hypersurfaces, is derived in [10]; see also [6] and [9].

Let \( \lambda \leq 0 \) and set \( \kappa := \sqrt{-\lambda} \). Green’s function corresponding to the differential expression \( -\Delta + \kappa^2 \) in \( \mathbb{R}^3 \) has the following well-known form
\[
G_\kappa(x-y) = \frac{e^{-|x-y|}}{4\pi|x-y|}.
\]

Let \( \Sigma \subset \mathbb{R}^3 \) be a compact Lipschitz surface, which is not necessarily closed; cf. [3, Sec. 2.3]. Further, we introduce the following mapping
\[
\langle S_\Sigma(\kappa)\psi \rangle(x) := \int_\Sigma G_\kappa(x-y)\psi(y)d\sigma(y),
\]
where $d\sigma$ is the natural surface measure on $\Sigma$. The mapping $S_\Sigma(\kappa), \kappa \geq 0$, extends to a compact operator in $L^2(\Sigma)$; cf. [10, Rem. 2.1, Lem. 3.2] and [24, Sec. 2]. As there is no danger of confusion, we denote this extension again by $S_\Sigma(\kappa)$. According to [9] the operator $S_\Sigma(\kappa), \kappa > 0$, is self-adjoint and non-negative. We make use of the following hypothesis to shorten the formulations.

**Hypothesis 2.1.** Let $\alpha > 0$ and let $\Sigma \subset \mathbb{R}^3$ be a compact Lipschitz surface as above. Let the self-adjoint operator $H_{\alpha,\Sigma}$ be as in Definition 1.1 and the operator-valued function $[0, +\infty) \ni \kappa \mapsto S_\Sigma(\kappa)$ be as in (2.2). Let $\mu_\Sigma(\kappa) > 0$ be the largest eigenvalue of $S_\Sigma(\kappa)$ and $E_1(H_{\alpha,\Sigma}) < 0$ be the lowest eigenvalue of $H_{\alpha,\Sigma}$ (if it exists).

The essential spectrum of $H_{\alpha,\Sigma}$ coincides with the set $[0, +\infty)$; cf. [10, Thm. 3.2]. The next theorem contains the BS-principle for the negative spectrum of the operator $H_{\alpha,\Sigma}$; for the proof see [10, Lem. 2.3 (iv)].

**Theorem 2.1.** Assume that Hypothesis 2.1 holds. Then the relation
\[
\dim \ker (H_{\alpha,\Sigma} + \kappa^2) = \dim \ker (I - \alpha S_\Sigma(\kappa))
\]
is satisfied for all $\kappa > 0$.

In the next simple lemma we characterize the bottom of the spectrum of $H_{\alpha,\Sigma}$ as a function of $\alpha$.

**Lemma 2.2.** Assume that Hypothesis 2.1 holds. Then the function $[0, +\infty) \ni \alpha \mapsto F_\Sigma(\alpha) := \inf \sigma(H_{\alpha,\Sigma})$ has the following properties.

1. $F_\Sigma$ is continuous and non-increasing.
2. $\operatorname{ran} F_\Sigma = (-\infty, 0]$.
3. If $F_\Sigma(\alpha) < 0$, then $F_\Sigma(\alpha') < F_\Sigma(\alpha)$ for any $\alpha' > \alpha$.

**Proof.** The statement of (i) is a consequence of [10, Lem. 3.3]. To show (ii) it suffices to note that $F_\Sigma(0) = 0$ and that $\lim_{\alpha \to +\infty} F_\Sigma(\alpha) = -\infty$. The former is obvious and to show the latter we observe that by the min-max principle (see e.g. [7, §10.2, Thm. 4] or [8, Thm. 14.2.1])

\[
F_\Sigma(\alpha) \leq a_{\alpha,\Sigma}[\chi]
\]
for any $\chi \in C_0^\infty(\mathbb{R}^3)$ such that $\|\chi\|_{\mathbb{R}^3} = 1$. Choose now such $\chi$ so that $\|\chi\|_{\Sigma} > 0$ and pass to the limit $\alpha \to +\infty$ in (2.3).

To prove (iii) we pick the normalized ground-state eigenfunction $\psi_1$ of $H_{\alpha,\Sigma}$ and plug it into the quadratic form $a_{\alpha',\Sigma}$. The inequality $a_{\alpha',\Sigma}[\psi_1] < a_{\alpha,\Sigma}[\psi_1]$ holds and the min-max principle yields the claim. \hfill \square

In the next proposition we derive a consequence of the BS-principle and of the min-max characterization for the principal eigenvalue of $H_{\alpha,\Sigma}$.

**Proposition 2.3.** Assume that Hypothesis 2.1 holds. Then for $\kappa > 0$ the following statements hold.

1. $\#(\sigma_\delta(H_{\alpha,\Sigma}) \cap (-\infty, -\kappa^2)) \geq 1$ if, and only if, $\mu_\Sigma(\kappa) > 1/\alpha$.
2. $E_1(H_{\alpha,\Sigma}) = -\kappa^2$ if, and only if, $\mu_\Sigma(\kappa) = 1/\alpha$. 
Proof. We split the proofs of both items into showing two implications.

(i) To show “⇒” we suppose that \( \#(\sigma_d(H_{\alpha,\Sigma}) \cap (-\infty, -\kappa^2)) \geq 1 \) and thus \( E_1(H_{\alpha,\Sigma}) < -\kappa^2 \). Hence, by Lemma 2.2 there exists \( \alpha' \in (0, \alpha) \) such that \( E_1(H_{\alpha',\Sigma}) = -\kappa^2 \). In view of Theorem 2.1, we have, in particular, \( 1/\alpha' \in \sigma_d(S_{\Sigma}(\kappa)) \). Thus, we arrive at \( \mu_\Sigma(\kappa) \geq 1/\alpha' > 1/\alpha \).

To verify “⇐” we suppose that \( \mu_\Sigma(\kappa) > 1/\alpha \) and set \( \alpha' := (\mu_\Sigma(\kappa))^{-1} \). In particular, we have \( \alpha' \in (0, \alpha) \) and also \( -\kappa^2 \in \sigma_d(H_{\alpha',\Sigma}) \) by Theorem 2.1. Lemma 2.2 implies that \( E_1(H_{\alpha,\Sigma}) < E_1(H_{\alpha',\Sigma}) \leq -\kappa^2 \) and that \( \#(\sigma_d(H_{\alpha,\Sigma}) \cap (-\infty, -\kappa^2)) \geq 1 \).

(ii) For “⇒”, we suppose that \( E_1(H_{\alpha,\Sigma}) = -\kappa^2 \). Then by Theorem 2.1 we have \( 1/\alpha \in \sigma_d(S_{\Sigma}(\kappa)) \). Therefore, we get \( \mu_\Sigma(\kappa) \geq 1/\alpha \), but the inequality \( \mu_\Sigma(\kappa) > 1/\alpha \) leads to a contradiction to item (i) of this proposition, because we would obtain \( E_1(H_{\alpha,\Sigma}) < -\kappa^2 \). Therefore, the equality \( \mu_\Sigma(\kappa) = 1/\alpha \) is satisfied.

For “⇐”, we presume that \( \mu_\Sigma(\kappa) = 1/\alpha \). Then again by Theorem 2.1 we have \( -\kappa^2 \in \sigma_d(H_{\alpha,\Sigma}) \) and hence \( E_1(H_{\alpha,\Sigma}) \leq -\kappa^2 \). The inequality \( E_1(H_{\alpha,\Sigma}) < -\kappa^2 \) leads to a contradiction to item (i), because we would get \( \mu_\Sigma(\kappa) > 1/\alpha \). Therefore, the equality \( E_1(H_{\alpha,\Sigma}) = -\kappa^2 \) holds. \( \square \)

Next, we analyse the dependence of \( \mu_\Sigma(\kappa) \) on the parameter \( \kappa \).

**Lemma 2.4.** Assume that Hypothesis 2.1 holds. Then the function \( (0, +\infty) \ni \kappa \mapsto \mu_\Sigma(\kappa) \) is continuous and decreasing.

**Proof.** (i) Continuity of \( \mu_\Sigma(\cdot) \) follows from \([10, \text{Lem. 3.2}]\) and its proof.

(ii) Let \( \kappa_1 > \kappa_2 \) and set \( \alpha_j := (\mu_\Sigma(\kappa_j))^{-1}, j = 1, 2 \). Using Lemma 2.2 and Proposition 2.3 we get

\[
F_\Sigma(\alpha_1) = E_1(H_{\alpha_1,\Sigma}) = -\kappa_1^2 < -\kappa_2^2 = E_1(H_{\alpha_2,\Sigma}) = F_\Sigma(\alpha_2),
\]

and, hence, \( \alpha_1 > \alpha_2 \). Thus, \( \mu_\Sigma(\kappa_1) < \mu_\Sigma(\kappa_2) \) and the claim is shown. \( \square \)

Further, we analyse the behavior of \( S_{\Sigma}(\kappa) \) and of \( \mu_\Sigma(\kappa) \) in the limit \( \kappa \to 0^+ \).

**Lemma 2.5.** Assume that Hypothesis 2.1 is satisfied. Then the convergence

\[
\lim_{\kappa \to 0^+} \| S_{\Sigma}(\kappa) - S_{\Sigma}(0) \| = 0
\]

holds, in particular, the operator \( S_{\Sigma}(0) \) is self-adjoint and non-negative, and, moreover, \( \mu_\Sigma(\kappa) \to \mu_\Sigma(0) \) as \( \kappa \to 0^+ \).

**Proof.** Introduce the following parameters characterizing \( \Sigma \)

\[
D(\Sigma) := \sup_{x,y \in \Sigma} |x - y| < \infty, \quad C(\Sigma) := \sup_{x \in \Sigma} \int_{\Sigma} \frac{d\sigma(y)}{4\pi|x - y|} < \infty.
\]

While finiteness of \( D(\Sigma) \) follows directly from compactness of \( \Sigma \), finiteness of \( C(\Sigma) \) is more subtle and is connected with the regularity of \( \Sigma \); see \([24, \text{Prop. 2}]\) for a proof. Using Schur’s test \([36, \text{Lem. 0.32}]\) and the symmetry of the integral kernel of \( S_{\Sigma}(\kappa) - S_{\Sigma}(0) \) we obtain

\[
\| S_{\Sigma}(\kappa) - S_{\Sigma}(0) \| \leq \sup_{x \in \Sigma} \int_{\Sigma} \frac{1 - e^{-\kappa|x - y|}}{4\pi|x - y|} d\sigma(y) \leq \left( 1 - e^{-\kappa D(\Sigma)} \right) \sup_{x \in \Sigma} \int_{\Sigma} \frac{d\sigma(y)}{4\pi|x - y|} \leq C(\Sigma) \left( 1 - e^{-\kappa D(\Sigma)} \right) \to 0, \quad \kappa \to 0^+.
\]
Self-adjointness and non-negativity of $S_\Sigma(0)$ are thus consequences of respective properties of $S_\Sigma(\kappa)$ for $\kappa > 0$ and of the above convergence. Finally, $\mu_\Sigma(\kappa) \to \mu_\Sigma(0)$ is equivalent to $\|S_\Sigma(\kappa)\| \to \|S_\Sigma(0)\|$ as $\kappa \to 0+$, which also follows from (2.4). □

The statement of the next proposition extends [17, Prop. 6.1] to surfaces of lower smoothness.

**Proposition 2.6.** Assume that Hypothesis 2.1 holds. Then $\#\sigma_d(H_{\alpha, \Sigma}) \geq 1$ if, and only if, $\mu_\Sigma(0) > 1/\alpha$.

**Proof.** To show “⇒” we suppose that $\#\sigma_d(H_{\alpha, \Sigma}) \geq 1$ and let $E_1(H_{\alpha, \Sigma}) = -\kappa^2 < 0$ be the corresponding lowest eigenvalue of $H_{\alpha, \Sigma}$. By Lemma 2.3 (ii) we get $\mu_\Sigma(\kappa) = 1/\alpha$. Using Lemmas 2.4 and 2.5 we obtain $\mu_\Sigma(0) > \mu_\Sigma(\kappa) = 1/\alpha$.

To prove “⇐” we suppose that $\mu_\Sigma(0) > 1/\alpha$. Then, according to Lemmas 2.4 and 2.5, for all sufficiently small $\kappa > 0$ we have $\mu_\Sigma(\kappa) > 1/\alpha$. Hence, by Proposition 2.3 (i) we obtain $\#\sigma_d(H_{\alpha, \Sigma}) \geq 1$. □

A useful addendum to the BS-principle is provided in the proposition given below. Its proof is based on a rather standard argument, which can be found in some textbooks (see e.g. [25, Thm. 6.40]). We provide this proof for the sake of completeness.

**Proposition 2.7.** Assume that Hypothesis 2.1 holds. Then the largest eigenvalue of $S_\Sigma(\kappa)$, $\kappa \geq 0$, is simple and the corresponding eigenfunction $\psi_\Sigma$ can be chosen to be positive almost everywhere on $\Sigma$.

**Proof.** Since $S_\Sigma(\kappa)$ maps real functions into real functions, we may assume that $\psi_\Sigma$ is real-valued. We now show that

$$\langle S_\Sigma(\kappa)\psi_\Sigma, \psi_\Sigma \rangle_\Sigma \leq \langle S_\Sigma(\kappa)|\psi_\Sigma|, |\psi_\Sigma| \rangle_\Sigma. \quad (2.5)$$

Let us write

$$\psi_\Sigma = \psi_\Sigma^+ - \psi_\Sigma^- \quad \text{and} \quad |\psi_\Sigma| = \psi_\Sigma^+ + \psi_\Sigma^-,$$

where $\psi_\Sigma^+$ and $\psi_\Sigma^-$ are positive and negative parts of $\psi_\Sigma$, respectively. The inequality (2.5) is then a consequence of

$$\langle S_\Sigma(\kappa)\psi_\Sigma^+, \psi_\Sigma^- \rangle_\Sigma \geq 0,$$

which is true, thanks to the positivity of the integral kernel in (2.2). We then obtain

$$\mu_\Sigma(\kappa)\|\psi_\Sigma\|_\Sigma^2 = \langle S_\Sigma(\kappa)\psi_\Sigma, \psi_\Sigma \rangle_\Sigma \leq \langle S_\Sigma(\kappa)|\psi_\Sigma|, |\psi_\Sigma| \rangle_\Sigma \leq \|S_\Sigma(\kappa)\|\|\psi_\Sigma\|_\Sigma^2 = \mu_\Sigma(\kappa)\|\psi_\Sigma\|_\Sigma^2.$$

This implies

$$\langle S_\Sigma(\kappa)\psi_\Sigma, \psi_\Sigma \rangle_\Sigma = \langle S_\Sigma(\kappa)|\psi_\Sigma|, |\psi_\Sigma| \rangle_\Sigma.$$

The above equality yields

$$\langle S_\Sigma(\kappa)\psi_\Sigma^+, \psi_\Sigma^- \rangle_\Sigma + \langle \psi_\Sigma^+, S_\Sigma(\kappa)\psi_\Sigma^- \rangle_\Sigma = 0.$$

Since the integral kernel of $S_\Sigma(\kappa)$ is pointwise positive on $\Sigma \times \Sigma$ (cf. (2.2)), we obtain a contradiction unless either $\psi_\Sigma^+ = 0$ or $\psi_\Sigma^- = 0$. We can assume $\psi_\Sigma \geq 0$ for definiteness. Note that

$$\psi_\Sigma = (\mu_\Sigma(\kappa))^{-1}S_\Sigma(\kappa)\psi_\Sigma.$$

This yields $\psi_\Sigma > 0$ almost everywhere on $\Sigma$, again because of positivity of the integral kernel of $S_\Sigma(\kappa)$. 

Finally, if the largest eigenvalue of \( S_\Sigma(\kappa) \) were not simple, then one would be able to find two orthogonal eigenfunctions \( \psi_\Sigma \) and \( \varphi_\Sigma \) of \( S_\Sigma(\kappa) \) corresponding to \( \mu_\Sigma(\kappa) \). Analogously to the above argument, we would obtain that \( \varphi_\Sigma \) is also positive almost everywhere on \( \Sigma \) (up to multiplication with \(-1\)). But it is impossible to have two orthogonal functions in \( L^2(\Sigma) \) that are both positive almost everywhere. \( \square \)

2.2. A parametrization of cones and its consequences. Let the cone \( \Sigma_R = \Sigma_R(\mathcal{T}) \subset \mathbb{R}^3 \) be as in (1.2) with \( L := |\mathcal{T}| \). In this subsection we provide an efficient parametrization of \( \Sigma_R \) and derive some consequences of it. First, note that the cross-section \( \mathcal{T} \) of \( \Sigma_R \) can be parametrized by its arc-length via the unit-speed \( C^2 \)-mapping \( \tau: [0, L] \to S^2 \) (\(|\dot{\tau}| \equiv 1\)). The cone \( \Sigma_R \) can be correspondingly parametrized via the mapping

\[
(2.6) \quad \sigma: [0, R] \times [0, L] \to \mathbb{R}^3, \quad \sigma(r, s) := r\tau(s).
\]

This parametrization defines natural co-ordinates \((r, s)\) on \( \Sigma_R \).

Let the space \( L^1(\Sigma_R) \) be introduced as usual, by means of the surface measure on \( \Sigma_R \). A function \( \psi \in L^1(\Sigma_R) \) can be viewed as a function of the arguments \( r \) and \( s \) via the parametrization (2.6). Thus, the Lebesgue surface integral of \( \psi \) can be written as

\[
(2.7) \quad \int_{\Sigma_R} \psi(x) d\sigma(x) = \int_0^R \int_0^L \psi(r, s)|\sigma_r(r, s) \times \sigma_s(r, s)| d\sigma(r, s) dr d\sigma(s); \\
\]

where, firstly, we employed that the vector \( \sigma_s(r, s) = r\dot{\tau}(s) \) is of length \( r > 0 \) and belongs to the tangent plane \( T_{\tau(s)}(S^2) \) of \( S^2 \) at the point \( \tau(s) \), secondly, we used that the vector \( \sigma_r(r, s) = \tau(s) \) is of unit length and for simple geometric reasons is orthogonal to \( T_{\tau(s)}(S^2) \). A direct consequence of (2.7) is the following isomorphism \( L^2(\Sigma_R) \simeq L^2((0, R); rdr) \otimes L^2(\mathcal{T}) \).

Further, with the aid of the identity \(|\tau(s) - \tau(s')|^2 = 2 - 2\langle \tau(s), \tau(s') \rangle_{\mathbb{R}^3}\) we can express the square of the distance between \( \sigma(r, s) \) and \( \sigma(r', s') \) through \( r, r', \) and \( |\tau(s) - \tau(s')| \) as

\[
|\sigma(r, s) - \sigma(r', s')|^2 = |r\tau(s) - r'\tau(s')|^2 = r^2 + (r')^2 - 2rr'\langle \tau(s), \tau(s') \rangle_{\mathbb{R}^3} \\
= r^2 + (r')^2 + rr'(|\tau(s) - \tau(s')|^2 - 2) \\
= (r - r')^2 + rr'|\tau(s) - \tau(s')|^2.
\]

In the next proposition we apply the BS-principle and separation of variables to finite circular cones.

**Proposition 2.8.** Let \( \mathcal{C} \subset S^2 \) be a circle and let \( \Gamma_R := \Sigma_R(\mathcal{C}) \), \( R \in (0, +\infty) \), be as in (1.2). Let the operator \( S_{\Gamma_R}(\kappa) \), \( \kappa \geq 0 \), be as in (2.2). Then the eigenfunction corresponding to the largest eigenvalue of \( S_{\Gamma_R}(\kappa) \) is rotationally invariant; i.e. it depends on the distance from the origin (tip of the cone) only.

**Proof.** Let \( L \in (0, 2\pi] \) stand for the length of \( \mathcal{C} \) and \( \langle \cdot, \cdot \rangle_{\mathcal{C}} \) denote the scalar product in \( L^2(\mathcal{C}) \). The family of functions

\[
\chi_m(s) := \frac{1}{\sqrt{L}} \exp \left( \frac{2\pi ms}{L} \right), \quad s \in (0, L), \ m \in \mathbb{Z},
\]

constitutes an orthonormal basis in \( L^2(\mathcal{C}) \). The corresponding family of orthogonal projections

\[
\pi_m := \chi_m(\cdot, \chi_m)_{\mathcal{C}}, \quad m \in \mathbb{Z},
\]

...
in $L^2(\mathbb{C})$ induces through the isomorphism $L^2(\Gamma_R) \simeq L^2((0, R); r\,dr) \otimes L^2(\mathbb{C})$ the family of orthogonal projections

$$P_m := i \otimes \pi_m, \quad m \in \mathbb{Z},$$

in the Hilbert space $L^2(\Gamma_R)$ satisfying $P_m P_n = 0$ for $m \neq n$ and $\sum_{m \in \mathbb{Z}} P_m = I$; here $i$ and $I$ are the identity operators in $L^2((0, R); r\,dr)$ and $L^2(\Gamma_R)$, respectively. Thus, the decomposition

$$L^2(\Gamma_R) = \bigoplus_{m \in \mathbb{Z}} \text{ran } P_m$$

holds. Observe that for any $\psi \in L^2(\Gamma_R)$ and $m \in \mathbb{Z}$ we obtain that $(P_m \psi)(r, s) = \varphi_m(r)\chi_m(s)$ with some $\varphi_m \in L^2((0, R); r\,dr)$. Note also that any $\psi \in \text{ran } P_0$ is rotationally invariant and that any $\psi \in (\text{ran } P_0)^\perp$ can not be positive on $\Gamma_R$.

Let $\tau: [0, L] \to \mathbb{S}^2$ be the unit-speed mapping parametrising $\mathbb{C}$ and $\sigma: [0, R) \times [0, L] \to \mathbb{R}^3$ be the corresponding mapping parametrising $\Gamma_R$ as in (2.6). For the next argument it is convenient to extend the mapping $\tau$ periodically to the whole real-line. This extension defines also the corresponding extension of $\sigma$ to $[0, R) \times \mathbb{R}$. As there is no danger of confusion, we employ the same notation for these extensions. For any $s \in [0, L]$ and $t \in [0, L/2]$ we introduce the shorthand notation

$$F_\kappa(r, r', t) := \frac{e^{-\kappa|\sigma(r', s+t) - \sigma(r, s)|}}{4\pi|\sigma(r', s+t) - \sigma(r, s)|}.$$ 

A crucial point is that $F_\kappa(r, r', t)$ does not depend on $s$ because of rotational invariance of $\Gamma_R$.

Hence, for any $\psi \in L^2(\Gamma_R)$ and $m, n \in \mathbb{Z}, m \neq n$, we get

$$(S_{\Gamma_R}(\kappa)P_n \psi, P_m \psi)_{\Gamma_R} = 2 \int_0^R \int_0^R \varphi_n(r)\overline{\varphi_m(r')}r\,r'\,dr\,dr' \int_0^{L/2} F_\kappa(r, r', t)\,dt \int_0^R \chi_n(s)\chi_m(s+t)\,ds.$$ 

Thanks to $\int_0^L \chi_n(s)\chi_m(s+t)\,ds = 0$, we end up with

$$S_{\Gamma_R}(\kappa)P_n \psi, P_m \psi)_{\Gamma_R} = 0.$$ 

Thus, $P_n S_{\Gamma_R}(\kappa)P_m = 0$ for all $m, n \in \mathbb{Z}, m \neq n$. Further, we define

$$S_{\Gamma_R}^{[m]}(\kappa) := P_m S_{\Gamma_R}(\kappa)P_m, \quad m \in \mathbb{Z}.$$ 

In view of (2.9) we arrive at

$$S_{\Gamma_R}(\kappa) = \bigoplus_{m \in \mathbb{Z}} S_{\Gamma_R}^{[m]}(\kappa).$$ 

By Proposition 2.7 the eigenfunction corresponding to the largest eigenvalue of $S_{\Gamma_R}(\kappa)$ can be chosen to be positive almost everywhere on $\Gamma_R$. Thus, this eigenfunction necessarily belongs to $\text{ran } P_0$ and the claim follows.

### 2.3. Energy of knots.

Given a $C^2$-smooth loop $\mathcal{T} \subset \mathbb{S}^2$, $L := |\mathcal{T}| \in (0, 2\pi]$, parametrized via the unit-speed mapping $\tau: [0, L] \to \mathbb{S}^2$. Let $|\tau(s) - \tau(t)|$ be the distance between $\tau(s)$ and $\tau(t)$ in the ambient space $\mathbb{R}^3$. Let $f \in C([0, \infty); \mathbb{R})$ and consider the energy functional of the form

$$\Phi_f[\mathcal{T}] := \int_0^L \int_0^L f(|\tau(s) - \tau(t)|^2)\,ds\,dt.$$ 

Finding the curve which minimizes this functional is a particular problem in the theory of knots. The literature on knots and their energies is quite extensive; see [1, 18, 19, 31], the monograph [32] and the references therein. For our problem it is proven that circles are unique minimizers under reasonable assumptions on $f$. Below we formulate a specialized version of this result.
Proposition 2.9. [19, Thm. 2.2], [1, Thm. 2] Let $f \in C([0, \infty); \mathbb{R})$ be convex and decreasing. Let the functional $\Phi_f$ be as in (2.10) with $L \in (0, 2\pi)$. Let $\mathcal{C} \subset S^2$ be a circle and $\mathcal{T} \subset S^2$ be a $C^2$-smooth non-circular loop such that $|\mathcal{T}| = |\mathcal{C}| = L$. Then the following isoperimetric inequality holds

$$\Phi_f[\mathcal{C}] < \Phi_f[\mathcal{T}].$$

3. Proofs of the main results

3.1. Proof of Theorem 1.2. The claim of (i) is an easy consequence of Proposition 2.6 and, in particular, $\alpha_{cr} = 1/\mu_{\Gamma_R}(0)$, where $\mu_{\Gamma_R}(0) > 0$ is the largest eigenvalue of $S_{\Gamma_R}(0)$.

To show (ii) consider the following auxiliary function $f \in C([0, \infty); \mathbb{R})$ defined by

$$f(x) := e^{-a\sqrt{bx+c}},$$

where $a, b, c > 0$ are some parameters. By direct computation of derivatives we get

$$f'(x) = -e^{-a\sqrt{bx+c}} \left[ \frac{ab}{2(\sqrt{bx+c})} + \frac{b}{2(\sqrt{bx+c})^3/2} \right] < 0,$$

$$f''(x) = e^{-a\sqrt{bx+c}} \left[ \frac{a^2b^2}{4(\sqrt{bx+c})^3/2} + \frac{3ab^2}{4(\sqrt{bx+c})^2} + \frac{3b^2}{4(\sqrt{bx+c})^5/2} \right] > 0.$$

Hence, the function $f$ satisfies the conditions of Proposition 2.9. Further, let $\tau_{\mathcal{C}}$ and $\tau_{\mathcal{T}}$ be the unit-speed mappings which parametrize $\mathcal{C}$ and $\mathcal{T}$, respectively. Thus, for the functional $\Phi_f$ defined in (2.10) with $L = |\mathcal{C}| = |\mathcal{T}|$ and $f$ as in (3.1) we have by Proposition 2.9 the following inequality

$$\Phi_f[\mathcal{C}] < \Phi_f[\mathcal{T}].$$

Next, let $\kappa \in [0, +\infty)$ be fixed, let $\mu_{\Gamma_R}(\kappa) > 0$ be the largest eigenvalue of $S_{\Gamma_R}(\kappa)$ and $\psi_{\Gamma_R} \in L^2(\Gamma_R)$ be the corresponding normalized eigenfunction of $S_{\Gamma_R}(\kappa)$. Let also $\mu_{\Lambda_R}(\kappa) > 0$ be the largest eigenvalue of $S_{\Lambda_R}(\kappa)$. By Propositions 2.7 and 2.8 the function $\psi_{\Gamma_R}$ can be chosen to be positive and depending on the distance from the tip of the cone $\Gamma_R$ only. Let us introduce the following test function $\psi_{\Lambda_R}: \Lambda_R \to \mathbb{R}_+$ by

$$\psi_{\Lambda_R}(r, s) := \psi_{\Gamma_R}(r), \quad r \in (0, R).$$

Using the formula in (2.7), we verify that

$$\|\psi_{\Lambda_R}\|_{\Lambda_R}^2 = \int_0^L \int_0^R |\psi_{\Lambda_R}(r, s)|^2 r dr ds = \int_0^L \int_0^R |\psi_{\Gamma_R}(r)|^2 r dr ds = \|\psi_{\Gamma_R}\|_{\Gamma_R}^2 = 1.$$

Let $\sigma_{\Gamma_R}$ and $\sigma_{\Lambda_R}$ based on $\tau_{\mathcal{C}}$ and $\tau_{\mathcal{T}}$, respectively, parametrize $\Gamma_R$ and $\Lambda_R$ as in (2.6). Employing the identity (2.8), we find

$$|\sigma_{\Gamma_R}(r, s) - \sigma_{\Gamma_R}(r', s')|^2 = (r - r')^2 + rr'|\tau_{\mathcal{C}}(s) - \tau_{\mathcal{C}}(s')|^2,$$

$$|\sigma_{\Lambda_R}(r, s) - \sigma_{\Lambda_R}(r', s')|^2 = (r - r')^2 + rr'|\tau_{\mathcal{T}}(s) - \tau_{\mathcal{T}}(s')|^2.$$

Further, define for $\kappa \geq 0$ the function

$$K_\kappa(r, r') := \frac{rr'}{4\pi} (\Phi_f[\mathcal{T}] - \Phi_f[\mathcal{C}]), \quad r, r' \in [0, R],$$

where $\Phi_f$ is as in (2.10) and $f$ as in (3.1) with $a(r, r') := \kappa$, $b(r, r') := rr'$, and $c(r, r') := (r - r')^2$. Note that the function $K_\kappa$ is not well-defined for $r = 0$, $r' = 0$ or $r = r'$, but these conditions
correspond to null subsets of \([0, R] \times [0, R]\) and can be neglected. By (3.2) we obtain that \(K_\kappa > 0\) almost everywhere on \([0, R] \times [0, R]\). Using (2.2), (2.10), (3.1), (3.3), and (3.4) we get for all \(\kappa \geq 0\)
\[
\mu_{\Lambda_R}(\kappa) \geq (S_{\Lambda_R}(\kappa)\psi_{\Lambda_R}, \psi_{\Lambda_R})_{\Lambda_R} = (S_{\Gamma_R}(\kappa)\psi_{\Gamma_R}, \psi_{\Gamma_R})_{\Gamma_R} + \int_0^R \int_0^R K_\kappa(r, r')\psi_{\Gamma_R}(r)\psi_{\Gamma_R}(r')drdr' > (S_{\Gamma_R}(\kappa)\psi_{\Gamma_R}, \psi_{\Gamma_R})_{\Gamma_R} = \mu_{\Gamma_R}(\kappa)\|\psi_{\Gamma_R}\|_{L^2}^2 = \mu_{\Gamma_R}(\kappa).
\]
Now, let \(\alpha \geq \alpha_{cr} = (\mu_{\Gamma_R}(0))^{-1}\). Then we get by the above inequality for \(\kappa = 0\) that \(\mu_{\Lambda_R}(0) > \mu_{\Gamma_R}(0) = 1/\alpha_{cr} \geq 1/\alpha\) and using Proposition 2.6 we obtain \#\sigma_d(H_{\alpha,\Lambda_R}) \geq 1.

Finally, let \(\alpha > \alpha_{cr}\). Then, by item (i), \#\sigma_d(H_{\alpha,\Gamma_R}) \geq 1 and set \(\kappa := (-E_1(H_{\alpha,\Gamma_R}))^{1/2} > 0\). By Proposition 2.3 (ii) we have \(\mu_{\Gamma_R}(\kappa) = 1/\alpha\) and using again the above inequality we end up with \(\mu_{\Lambda_R}(\kappa) > \mu_{\Gamma_R}(\kappa) = 1/\alpha\). Hence, by Proposition 2.3 (i) we get
\[
E_1(H_{\alpha,\Lambda_R}) < -\kappa^2 = E_1(H_{\alpha,\Gamma_R}).
\]

3.2. Proof of Theorem 1.3. Before proving Theorem 1.3 itself, we provide two auxiliary statements. The first statement is on the essential spectrum in the case of infinite cones. It is proven in the circular case in [4, Thm. 2.1] and in a more general setting in [11, Thm. 1.6] using a different method.

**Proposition 3.1.** Let \(\Sigma_\infty := \Sigma_\infty(\mathcal{T}) \subset \mathbb{R}^3\) be an infinite \(C^2\)-smooth cone as in (1.2) and let the self-adjoint operator \(H_{\alpha,\Sigma_\infty}\) be as in Definition 1.1. Then \(\inf \sigma_{ess}(H_{\alpha,\Sigma_\infty}) = -\alpha^2/4\) holds.

**Remark 3.2.** Note that the lowest point of the essential spectrum not necessarily equals to \(-\alpha^2/4\) if the cross section of the underlying cone is not \(C^2\)-smooth [11].

Next, we formulate and prove a convergence lemma.

**Lemma 3.3.** Let \(\Sigma_R = \Sigma_R(\mathcal{T}) \subset \mathbb{R}^3\), \(R \in (0, +\infty]\), be \(C^2\)-smooth cones as in (1.2). Let the self-adjoint operators \(H_{\alpha,\Sigma_R}\) be as in Definition 1.1. Then \(H_{\alpha,\Sigma_R}\) converge in the strong resolvent sense to \(H_{\alpha,\Sigma_\infty}\) as \(R \to +\infty\).

**Proof.** The sequence of quadratic forms \(a_{\alpha,\Sigma_R}\) as in (1.1) is monotonously decreasing in \(R\) in the sense of ordering of forms. For any \(u \in H^1(\mathbb{R}^3)\) we obtain by Lebesgue dominated convergence theorem that
\[
a_{\alpha,\Sigma_R}[u] \to a_{\alpha,\Sigma_\infty}[u], \quad R \to +\infty.
\]
The claim then follows from [34, Thm. S.16].

**Proof of Theorem 1.3.** Let \(\Gamma_R := \Sigma_R(\mathcal{C})\) and \(\Lambda_R := \Sigma_R(\mathcal{T})\) with \(R \in (0, +\infty]\) be \(C^2\)-smooth cones with the cross-sections \(\mathcal{C}\) and \(\mathcal{T}\), respectively. By Lemma 3.3 the operators \(H_{\alpha,\Gamma_R}\) and \(H_{\alpha,\Lambda_R}\) converge in the strong resolvent sense to the operators \(H_{\alpha,\Gamma_\infty}\) and \(H_{\alpha,\Lambda_\infty}\), accordingly. Moreover, for any \(R \in (0, \infty)\) the form orderings
\[
a_{\alpha,\Gamma_\infty} < a_{\alpha,\Gamma_R} \quad \text{and} \quad a_{\alpha,\Lambda_\infty} < a_{\alpha,\Lambda_R}
\]
can be directly verified. By Proposition 3.1 we also know that
\[
\inf \sigma_{ess}(H_{\alpha,\Gamma_\infty}) = \inf \sigma_{ess}(H_{\alpha,\Lambda_\infty}) = -\alpha^2/4.
\]
Hence, using [37, Satz 9.26 (b)] we obtain that \#\sigma_d(H_{\alpha,\Gamma_R}), \#\sigma_d(H_{\alpha,\Lambda_R}) \geq 1 \text{ for all } R > 0 \text{ large enough and that}
\[
E_1(H_{\alpha,\Gamma_R}) \to \inf \sigma(H_{\alpha,\Gamma_\infty}), \quad R \to +\infty,
\]
\[
E_1(H_{\alpha,\Lambda_R}) \to \inf \sigma(H_{\alpha,\Lambda_\infty}), \quad R \to +\infty.
\]
By Theorem 1.2 (ii) we have the inequality
\[ E_1(H_{\alpha, \Lambda_R}) \leq E_1(H_{\alpha, \Gamma_R}) \]
for all \( R > 0 \) so large that \( \# \sigma_d(H_{\alpha, \Gamma_R}) \geq 1 \). Passing to the limit \( R \to +\infty \) in the above inequality, and using (3.6) we end up with
\[ \inf \sigma(H_{\alpha, \Lambda_\infty}) \leq \inf \sigma(H_{\alpha, \Gamma_\infty}). \]
Moreover, by [4, Thm. 3.2] holds \( \sigma_d(H_{\alpha, \Gamma_\infty}) \neq \emptyset \) and the point \( \inf \sigma(H_{\alpha, \Gamma_\infty}) \) is, in fact, the lowest eigenvalue \( E_1(H_{\alpha, \Gamma_\infty}) < -\alpha^2/4 \) of \( H_{\alpha, \Gamma_\infty} \). Thus, by (3.5) and (3.8) the point \( \inf \sigma(H_{\alpha, \Lambda_\infty}) \) is, respectively, the lowest eigenvalue \( E_1(H_{\alpha, \Lambda_\infty}) < -\alpha^2/4 \) of \( H_{\alpha, \Lambda_\infty} \). Concluding, the operator \( H_{\alpha, \Lambda_\infty} \) has at least one bound state and the inequality (3.8) can be rewritten as stated in the theorem
\[ E_1(H_{\alpha, \Lambda_\infty}) \leq E_1(H_{\alpha, \Gamma_\infty}). \]
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