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Abstract Artificial neural network is widely used in the financial time series, but Long short-term memory (LSTM) neural network is rarely used in the futures market in China. In this paper, the LSTM neural network is studied by using futures data. The daily trading data of four groups of futures such as silver, copper, lithium and coking coal from December 2014 to December 2018 are used as the training object to make short-term prediction of the closing price. By comparing the Back Propagation (BP) neural network, general multi-layer LSTM neural network, and using the attention mechanism optimization LSTM contrast test, the result of the experiment shows that the futures price trend forecast time sequence, attention mechanism to promote significant effect of time sequence, and LSTM combined effect, by adjusting the parameters setting, using the improved LSTM neural network for time series prediction accuracy is higher, better generalization ability.
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1. Introduction

Forecasting stock and futures prices is an interesting and difficult task for many analysts and academics, and because of the inherent complexity and dynamics of such price movements, improving their accuracy is particularly difficult (White, 2002). In the past few decades, economists have tried to predict stock and futures markets using linear measurement tools (AR, MA, ARIMA) and nonlinear algorithms (ARCH, GARCH, neural network) (Padmanaban and Karuppasamy, 2018).

In recent years, a small number of scholars began to study the application of data mining methods
to the stock market. Compared with the traditional measurement method, neural network has better prediction performance and learning performance in financial time series, and has more comparative advantages (Gencay, 1996). For the domestic stock market, a large number of scholars use various optimized BP neural networks to predict the stock market price and trend. With the further development of computer technology, some domestic scholars began to use Long Short Term Memory (LSTM) neural network for stock market prediction (Rajchandar, 2012). However, there are relatively few researches on the price prediction of futures market using neural network, and few researches on domestic futures market using LSTM neural network. The scale of futures market is huge, and there is still a large space for neural network research (Hinton, 2012).

In 1988, H. White used the neural network to study the daily stock return of IBM, which was the world's first prediction study on time series using machine learning. However, he failed to achieve the expected effect, because the model got into the problem of local minimum value in the training process, that is, the gradient explosion. Grudnitski used the basic neural network to predict the gold futures price in 1993, mainly to verify the applicability of neural network, and found that the prediction ability of neural network was better than the traditional data model (White, 2002). In 1996, German scholar Gencay used forward neural networks and perceptron to make an empirical analysis of Dow Jones industrial average index, which was mainly based on average data analysis, and the prediction effect was good (Gencay, 1996). In 2004, G. Peter Zhang used the method of combining ANN neural network with ARIMA traditional time series algorithm to accurately prove that the neural network was more accurate than the results obtained by ARIMA in nonlinear data analysis (Grudnitski and Osburn, 1993). In 2004, Shaikh and Iqbal used the neural network method to reveal the difference between implied volatility and temporal volatility to study the price changes of standard & poor's 500 index futures (Hamid and Iqbal, 2010); Hamid and Zakaria used four BP neural networks to predict the price of Iranian crude oil. On the whole, the optimized BP model was more effective than the ARIMA model. The larger the amount of training data, the more accurate the effect. Jan-chung Wang using a general equilibrium model to forecast the Taiwan stock market, in the model to join the market after the stochastic interest rate and market volatility, found that the prediction effect of this method than the general equilibrium pricing model prediction effect is strong, Jan-chung Wang also found that using the EWMA model with GARCH (1, 1) model method of combining the forecasting error of the futures market volatility than other models (Visalatchi and Padmanaban, 2012).

This paper summarizes the typical literatures on the prediction of non LSTM neural network model of futures as follows: by combing the related literatures on the prediction of futures price, it is found that the main prediction methods for futures can be roughly divided into two categories: one is to predict through GARCH and its modified model; the other is to comprehensively use other models, such as principal component analysis method, on the basis of neural network, to overcome the problem. The limitation of neural network improves the accuracy of prediction. For the price prediction using neural network, Yu Wen uses CNN LSTM neural network to analyze the secondary financial market data (Hochreiter and Jurgen Schmidhuber, 1997). Compared with the traditional simple statistical methods and some other neural network methods, such as logistic regression, convolutional neural network (CNN) is a more effective analysis of financial secondary market (Monishiya and Padmanaban, 2012). The market price is predicted in a relatively short period of time, and the prediction for a longer period of time is significantly improved, which is 10% higher than the simple statistical method and 5% higher than other neural networks (Dashti and Hamid, 2011). Using neural network to forecast futures, generally using LSTM combined with other methods. Yishun Liu (2019) found this model combines the VMD (variation pattern decomposition) method and LSTM (long-term short-term memory) network, constructs the prediction model, and forecasts the prediction trend and the inverse neural network model (BPNN) (Qiu and Akagi, 2016).

Leiji forecasts the price of carbon futures based on ARIMA CNN LSTM model. Chenhao Wang (2018) established a model to predict the high and low price of soybean futures through LSTM
neural network (Rajchandar and Bhowmik, 2017). Although the volume of China’s futures market is huge, but generally speaking, there are few comparative studies on the futures market using neural network in China (Baek and Kim, 2018). Moreover, there are many problems in data selection range, model applicability and so on. In this paper, the LSTM based on the attention mechanism is compared with LSTM and BP neural network, which has some innovations.

2. Introduction to the Model Principle

2.1. Model Principle

LSTM is a special RNN (Recurrent neural network) Recurrent neural network. In 1997, Sepp Hochreiter and Jurgen Schmidhuber proposed LSTM algorithm (Hochreiter and Jurgen Schmidhuber, 1997). The recurrent neural network (RNN) is a time-depth neural network capable of processing sequence data. Since the significant disadvantage of RNN is "insufficient memory length", that is, it is unable to remember too far back or too far forward, the selection of hidden layer weight has a great impact on the learning and training process (Venkatesan and Padmanaban, 2012). If the weight is small, the gradient will disappear. Since the error gradient can be accumulated in the update, if the weight is large, it will become a very large gradient, which will result in a large update of the network weight, which will make the network unstable and eventually lead to "gradient explosion", which will result in unconvergence (Rumelhart and David, 1986). In order to deal with the gradient problem existing in RNN, the LSTM model of "peep hole connection" will be used for reference in this study. The advantage of the LSTM model is that it is better for processing and predicting time series events with long intervals and delays (Fakhruddin and Mahalingam, 2018). The reason for this is that the basic unit of its short and long memory network consists of one or more memory blocks and three adaptive multipliers, namely the input gate, the output gate and the forgetting gate (see Figure 1). Through the three gates to achieve the preservation and control of information. The process of studying and predicting the futures time series is shown in the following Figure 1:

2.2. LSTM Related Formulas

The relevant mathematical formulas in this paper are obtained according to Ren Jun's research and appropriately revised on this basis (Wen and Yuan, 2018). The input data is set as X, and Zc is the current state value of the neuron Cell. Each Cell is updated at time t and LSTM. The condition of the input gate is as follows:
In formula (1), the variable with subscript l is related to the input gate. The first term is the input of the external unit, and the third term is the input from the dashed part of the Cell. The second term with the subscript h is a generic term, because both the elements and the hidden nodes in the LSTM model can be interconnected, so a portion of the external input can also be represented by it, where it represents the bias vector of the input gate $b_i$. For forgotten doors gate is as follows:

$$Z^i_l = \sum_{i=1}^{l} w_{li}x^i_l + \sum_{h=1}^{H} w_{hi}y_{hi}^{t-1} + \sum_{c=1}^{C} w_{ci}Z^{c-1}_c + b_i \quad (1)$$

$$Z^i_\phi = \sum_{i=1}^{l} w_{li}x^i_l + \sum_{h=1}^{H} w_{hi}y_{hi}^{t-1} + \sum_{c=1}^{C} w_{ci}\sigma_{ct}^{t-1} + b_\phi \quad (2)$$

2.3. BP Neural Network Model

BP neural network is Rumelhart & McClelland two people first proposed in 1986, it is a special kind of multilayer forward neural network. BP algorithm is to solve the multi-layer forward neural network weights optimization and proposed, is characterized by forward signal transmission, error back propagation, is currently the most widely used in neural network learning algorithm of a class of the diagram above is a typical BP neural network. Where, is the input of the input layer, and is the weight between the JTH node of the hidden layer and the node of the input layer. $x^i_1, x^i_L, x^i_n, w^L_{1j}, w^L_{ij}, w^L_{nj}$. (Figure 2)

The BP neural network algorithm in this paper refers to the research of Hongwei Ding, and its steps are as follows:

1) Initialization weight and threshold value: the random initialization interval is [-1,1], and a threshold value is set for each cell.
2) propagation forward from the input layer

Input calculation formula of hidden layer:

$$I^i_j = \sum_{i=1}^{l} w^i_j Q^i_j + \theta^i_j \quad (3)$$
Where, \( O_j \) is the threshold value of the JTH neuron in the hidden layer. The actual output calculation formula of the hidden layer:

\[
O_j = f(t_j) = \frac{1}{1+e^{-t_j}}
\]  

(4)

Where, \( f \) is the excitation function. In the same way, the output value of the output layer can be obtained. The derivation steps are omitted.

### 2.4. LSTM based on Attention

Attention mechanism means to focus on something and get more Attention. The attention mechanism in deep learning is supposed to pay more attention to certain factors when processing data. In a broad sense, attention is an integral part of the network architecture, responsible for managing and quantifying interdependencies:

- Between the input and output elements (general note)
- In the input element (self care)

In this paper, the most important part of LSTM optimization strategy is the addition of the attention mechanism, whose motivation is to consider the different input time series and their different influences on the predicted output. In order to realize this kind of network, softmax function is added to the time sequence dimension of the input end to calculate the weight of attention, as shown in equation (5):

\[
weights = \text{soft max}(\text{Input})
\]  

(5)

After the weights are obtained, they need to be applied to the input to assign different weights to the timing of the input, so as to make the prediction better.

\[
output = weights \ast (\text{Input})
\]  

(6)

### 3. Empirical Method

This article uses R programming and Python to process the data and generate training diagrams.

#### 3.1. Data Preprocessing

The raw data of silver, copper and lithium futures in this paper are from Shanghai futures exchange, and the raw data of coking coal futures are from Dalian Commodity Exchange. Since the original futures data are discontinuous or missing due to the stop of trading and so on, this paper standardized the data with excel. The data set is the daily trading data combination of December 16, 2014, December 17, 2018 for a total of 4 years. The sample form after data preprocessing is shown in the following Table 1:

| Date     | Opening price | Highest price | Lowest price | Closing price | Before the settlement price | Settlement price |
|----------|---------------|---------------|--------------|---------------|------------------------------|------------------|
| 20141216 | 3650          | 3667          | 3503         | 3525          | 3682                         | 3615             |
| 20141217 | 3602          | 3602          | 3434         | 3495          | 3615                         | 3477             |
| 20141218 | 3434          | 3520          | 3418         | 3496          | 3477                         | 3472             |

*Table 1: original data styles (silver AG for example)*
### 3.2. Parameter Setting

Learning rate is one of the most important over parameters for deep neural network adjustment. The learning rate is too low, the training is more reliable, and the optimization is too time-consuming, because each step toward the minimum loss function is small. However, if the learning rate is too high, the training may not converge. The amount of weight change can be so large that the optimization passes the minimum and the loss function becomes worse. The number of iterations is the number of times the neural network learns on the training set, and is also the number of times the weight item is updated. In general, the selection of the number of iterations is mainly to make the training loss value of the neural network close to or reach the minimum. When more training times are given, the result of the neural network is no longer greatly improved, and the value nearby is the number of iterations. In general, the three most important parameters, training set, learning rate and iteration times, constitute the input parameters of the prediction function in the neural network.

The structural parameters of BP and LSTM models are designed as follows: the number of independent variables is consistent with the number of neurons; each layer of input and output is available; the division of time points is consistent with the number of model layers; the input is input one by one in accordance with the time sequence. In order to prove the effect of the model, this study tested the closing price, the highest price and the lowest price respectively. Namely, the opening price, the lowest price, the highest price, the trading volume, and the closing price and other five independent variables (parameters).

In this study, BP and LSTM models were used to predict the closing price on the 8th day with 7 transaction days. The partition proportion of the data set is: 85% of the data blocks are used for training, and the remaining 15% are tested in chronological order. The network parameters of BP model are designed as follows. (1) Correction rate: 0.1; (2) number of hidden layers: 1100; (3) learning rate: 0.05; (4) iteration: 1000;

The network parameters of LSTM model are designed as follows: (1) the number of the two hidden layers is: 50,100; (2) learning rate: 0.005; (3) time steps: 30; (4) number of iterations:200. LSTM parameters after adding CNN convolution and Attention: (1) the number of hidden layers is: 128,64; (2) time steps 6;(3) number of iterations: 200.

### 4. Analysis of Experimental Results

#### 4.1. Model Training Effect

The goal of training (learning) is to set the learning rate as 0.005, and the output error will become smaller and smaller after the iterative training through the neural network until the error is stable in a small interval. The learning rate of the following four futures is set at 0.005, the total number of iterations is 200, and the proportion of data set training and testing is 85%:15%. The image reflects the convergence of four different training errors in the data set training. The blue line represents the training situation, the yellow line represents the test situation, and the index of the vertical coordinate is the sum of squares of errors. The abscissa represents the number of iterations of the neural network. The loss function of model training is MSE.
The general LSTM training effect is shown in the Figure 3, 4, 5, 6. It can be seen that silver stays stable after 50 iterations, copper stays stable after 25 iterations, lithium stays stable after 25 iterations, and coke stays stable after 50 iterations.
The training effect of LSTM model based on the adaptive learning rate based on attention is shown in the Figure 7, 8, 9 and 10. According to the LSTM learning and training based on the above four futures closing prices, the image converges rapidly when the average number of iterations is within 25. The training of the model in the data set can make the error of the neural network converge rapidly to the range of (0,0.1).

Learning from the general training, the number of iterations are within 100 images to achieve rapid convergence, model in the training data set, can make the error of the neural network is fast convergence in (0,0.1) interval, in the number of iterations is lower than 50 times of model prediction error was rapidly decreases, that model has fast convergence characteristics, all futures prediction and stability in the lower interval training error, show that model is stable. In general, the model after further optimization has good applicability and stable prediction performance.

4.2. Comparative Analysis of the Prediction Effect between BP and LSTM

The graph comparison and analysis of the predicted results are shown in the following legend. The x-coordinate in the Figure 11, 12, 13, 14, 15 and 16 represents the number of iterations, and the y-coordinate is the error value and the futures price, respectively. The yellow curve represents the actual value and the blue curve represents the predicted value.

The prediction results after BP and LSTM neural network training (taking silver and copper as an example for comparison): the left side is BP's prediction results, and the right side is LSTM's prediction results. It can be seen that the LSTM's silver prediction results are very good, and the copper prediction results are also good, slightly separated from the actual value.
By comparing BP neural network and data set training, the fitting result is not ideal, indicating that BP neural network is not a special time series of data for prediction. In addition, the study also predicted the lowest and highest prices of all futures. In the case of copper and silver, it can be seen from the forecast and the actual trend chart that the prediction effect is very good for the peak price of silver (AG_low). The lowest price of copper (CU_low) and the highest price of silver (AG_high) result in a better prediction effect, and the prediction of the highest price has deviation. By observing the curves of the above four futures prediction results and comparing the prediction results with the actual trend, it can be clearly found that the predicted output of LSTM model on the four futures prices is basically consistent with the real output on the overall trend.

4.3. Model Prediction Accuracy Analysis

In the evaluation research of accuracy, the evaluation index of regression algorithm, namely root mean square error (RMSE), is used to evaluate the accuracy of prediction. The root mean square error is also known as the standard error, which is the square root of the loss function for linear regression. You take the true value, the predicted value, and then you square it and average it, and then you take the square root. Intuitively, MSE is equivalent to putting the loss function on the test set to see the loss value. Due to the limitation of the number of observations, the best value is usually used to replace the real value. The advantage of the square root error is that it is very sensitive to the very small or very large errors in the measurement, and the precision of the measurement can be well reflected. In the RMSE calculation formula, the value on the Y test set is the actual value, and Yi is the output value of the neural network.

$$RMSE = \sqrt{\frac{1}{n} \sum_{i=1}^{n} (Y_i - \hat{Y}_i)^2}$$  \hspace{1cm} (7)

When the size of RMSE value reflects the size of the predicted result deviating from the actual result when multiple measurements of a variable are made, that is, the higher the measurement...
accuracy is, the smaller the RMSE will be. The Table 2 shows the RMSE results when four futures varieties are predicted.

| varieties   | silver | copper | Coking coal | lithium |
|-------------|--------|--------|-------------|---------|
| RMSE        | 0.0125 | 0.0208 | 0.0219      | 0.0233  |

MAE=average absolute error (MAE) is another loss function used for regression models. MAE is the sum of the absolute value of the difference between the target value and the predicted value

\[ MAE = \frac{1}{m} \sum_{i=1}^{m} | h(x^i - y^i) | \]  

As can be seen from the above table, RMSE of copper, coking coal and lithium futures is larger than that of silver, and the RMSE of silver is 0.017. The predicted value is the most consistent with the graph of the real value, with almost no separation, and the prediction accuracy is the highest.

In order to further explore the reason why RMSE and MAE are not the same futures, we further analyzed the original data of silver, copper and lithium. The following four charts show the raw data distribution of futures. It can be clearly seen that the distribution of the original data of silver is relatively regular and concentrated, and the overall figure is closer to the normal distribution, while that of coking coal is poor in terms of distribution regularity, and the data distribution is more dispersed. The lowest and highest values of lithium

![Figure 17: Histogram of silver original data](image)

![Figure 18: Box diagram of copper original data](image)
The RMSE value of lithium is the largest among the four futures, and its predicted value is the most discrete with the actual result, and the prediction effect is the worst. The difference between the maximum value and the minimum value of lithium is prominent. RMSE is more sensitive to outliers, and the above results are consistent with the principle of RMSE. MAE of coking coal is the largest, that is, the absolute average value is the largest, which means the dispersion degree of coking coal is large.

Through the distribution of the original data, it also shows that the LSTM neural model has different prediction effects on different futures, which is related to the model and the dispersion degree of the distribution of individual futures data. The LSTM neural network model in this study has a root-mean-square error value in the range of (0,0.1) for the prediction of the future price trend, which fully shows that the prediction accuracy is very high, and the model is applicable to the future price with good performance and significant prediction effect.

5. Conclusions and Prospects

All BP neural networks applied in stock market prediction belong to the theoretical category of static neural networks. Such neural networks have no memory function and are excessively dependent on the current input. Therefore, static neural networks cannot well reflect the dynamic characteristics of stock and futures markets. LSTM neural network increases the horizontal connection between the hidden layer units, has the characteristics of memory and the influence of internal time sequence. As an RNN with memory and feedback type, LSTM neural network is a type of dynamic neural network. Compared with the original model, a hidden layer is added to improve the performance of LSTM model in predicting financial time series. The LSTM dynamic neural network is suitable for the high noise, nonlinear and unstable random price time series in the market.

For gradient problems of RNN and neural network fitting problem, the empirical use data normalization and dropout method to modify the model, dropout by adjusting the LSTM model parameters (not modifying the objective function) under the same conditions, through the contrast experiment, found that the modified LSTM model has better generalization ability, don't rely too much on some local characteristics, such as silver futures has better prediction effect.

The study by optimizing the LSTM model for time series prediction calculation of the biggest problems are often a fitting, and this article very good correction of this problem, due to network
with multiple hidden layer structure, better able to learn the characteristics of futures data in the past, and be able to find out the relationship between the time series, also can use selective memory function, and do dig deep to the internal laws of the futures price. The experimental results show that no matter the closing price, the lowest price or the highest price, the results of this study are satisfactory.

In the time series prediction, uses convolution to further optimize. The size of the convolution kernel in the convolution layer is 3*3, the number of the convolution kernel is 4, and Max pooling is added to the output of the convolution kernel. However, the empirical results show that LSTM attention has a better effect, indicating that convolutional neural network is not necessarily the optimal choice for time series, while parameter adjustment is more effective. Of course, it is possible that this is the reason why the author chose only one type of convolution. In the next article, the author will further verify the convolution optimization.

The distribution of the original data directly determines the prediction accuracy of the model for the futures data. The model optimization in this study improves the applicability of the model to the new sample data by adjusting the parameters rather than the objective function. Therefore, in order to make good use of this model and obtain good returns in financial practice, it is suggested that futures varieties with the characteristics of relatively concentrated and regular distribution of the sorted original data should be selected. For futures with poor data distribution regularity, it may take too long to train the model, and the prediction effect may not be as good as expected.

Influence the cause of the futures prices is diverse, the change of the futures market is complex, both macroeconomic factors, also has the market supply and demand factors, and both parties speculative factors, so the market traders can't rely too much on technology, and to see the problem from the intrinsic nature of the economy. LSTM neural network also has its own disadvantages. In the current situation, machine learning cannot predict the long-term trend and cannot include all the influencing factors.

The selection of the overall data quantity is limited, and the results of the study, after the training model of effective for individual products, also hard to adapt to more varieties of futures market, this also is the common problem facing all the neural network, this study only discuss the forecasting accuracy and stability, not to the model in the case of applicability of futures to do deep research, so still have considerable space to further research.

Futures market, there are many factors that affect the direction of the trading price, so it is difficult to predict. The advantages of LSTM neural network model, such as the rapidity, determine the ability to quickly analyze a huge amount of data to achieve real-time prediction results, while the stability reflects the reliability of the model. These application characteristics are very important for price prediction and will have a great impact on the future returns of investors. It can be predicted that artificial neural network has wide application space in futures and stock market prediction.
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