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Abstract. The wealth of Social Big Data (SBD) represents a unique opportunity for organisations to obtain the excessive use of such data abundance to increase their revenues. Hence, there is an imperative need to capture, load, store, process, analyse, transform, interpret, and visualise such manifold social datasets to develop meaningful insights that are specific to an application’s domain. This paper lays the theoretical background by introducing the state-of-the-art literature review of the research topic. This is associated with a critical evaluation of the current approaches, and fortified with certain recommendations indicated to bridge the research gap.

1 Introduction

The dramatic increase in the social data impact - a testimony to our growing digital lifestyles - has taken on industries and activities ranging from marketing and advertising to intelligence gathering and political influence. Interpreting such a Big Data island is momentous to bring new perspectives and to improve business practices, yet this revolution is still in its infancy. It is easy to assume that social data revolution is about quantity, but social data is more than just volume. In fact, the extents of this revolution are more wide-spread: it is about building data infrastructures that are needed to effectively digest the breeding of social data to infer the hoped-for added value. This has motivated the research communities to dig deep, provide solutions and to implement platforms into potential usage of these datasets to benefit several applications[1-7].

This paper presents a thorough survey of the state-of-the-art approaches drawn from academic sources with the relevance to the topic of this paper. The purpose of the review is threefold: Social Trust, Semantic Analysis, and Data Classification in the era of SBD.
2 SBD Incorporating Trust

In modern enterprises, social networks are used as part of the infrastructure for a number of emerging applications such as recommendation and reputation systems. In such applications, trust is one of the most important factors in decision making. Sherchan et al. [8] defined Trust as the measurement of confidence where a group of individuals or communities behave predictably.

2.1 Generic-based Trustworthiness Approaches

Generic-based trust approaches in Online Social Networks are those frameworks, techniques, and tools developed to calculate and infer the trustworthiness values of users and/or their content with no consideration to the domain(s) of interest which can be extracted from the user level or post level. The trustworthiness of social media data is now a crucial consideration. With such a vast volume of data being interchanged within the social media ecosystems, data credibility is a vital issue, especially regarding personal data [9].

Graph-based Social Trust: Podobnik et al. [10] propose a model that calculates trust between friends in a network graph based on weights of the edges between user's connected friends in Facebook. Agarwal and Bin [11] suggest a methodology to measure the trustworthiness of a social media user by using a heterogeneous graph in which each actor in the Twitter domain was presented as a vertex type in the graph. The level of trustworthiness was measured using a regressive spread process. On the other hand, the paper, neglects to consider the importance of weighting scheme and time factor. Each edge category should be assessed at different credibility levels; hence, a weighting scheme should be used. Trustworthiness values differ over time; consequently, the temporal/time factor should be integrated.

Trust for recommendation systems: Massa et al. [12], show a web of trust as an alternative to the standard way of ranking a user, i.e. standard recommendation systems. Further, Gupta et al. [13] present the "WTF: Who To Follow" service which is being used as a recommendation system for the Twitter social network. This service is used mainly as a recommendation driver and has a significant impact; by using it, numerous new connections have been created. Further work by Gallege et al. [14] and Sun et al. [15] propose trusted-based recommendation techniques.

Trust incorporating Sentiment Analysis: The use of sentiment analysis techniques to analyse the content of OSNs has significantly influenced several aspects of research. In the context of social trust, Alahmadi et al. [16] propose a recommendation system framework incorporating implicit trust between users and their emotions. AlRubaijan et al. [17] present a multi-stage credibility framework for the assessment of microbloggers’ content. The development of sentiment-based trustworthiness approaches for OSNs is discussed further in [18-20].
2.2 Domain-based/Topic-Specific Trustworthiness Approaches

Adding a user-domain dimension when calculating trust in social media is an important factor, to enhance understanding of users’ interest. In this context, the notion of domain-based trust for the data extracted from the unstructured content (such as social media data) is significant. This is through calculating trustworthiness values which correspond to a particular user in a particular domain. The literature of trust in social media shows a lack of approaches for measuring domain-based trust. Several reviews have carried out to highlight the importance of conducting a fine-grained trustworthiness analysis in the context of SBD [8, 21-23]. In particular, measuring the user’s trustworthiness in each domain of knowledge is vital to better understanding users’ behaviours in the OSNs.

3 SBD Incorporating Semantic Analysis, and Machine Learning for Data Classification and Topic Distillation

In the latter part of the 20th century, researchers in the field of Artificial Intelligence (AI) have become active in computational modelling of statistical analysis means alongside with defining ontologies that would deliver automated reasoning capabilities. This section aims to review the existing approaches into two main categories: (i) techniques incorporating semantic analysis for domain discovery; (ii) machine learning statistical techniques for data classification topics distillation.

3.1 SBD Incorporating Semantic Analysis

The Semantic Web (SW) was introduced by Berners Lee who provided a new vision for the next web where data is given semantic meanings via data annotation and manipulation in a machine-readable format [24]. Ontology-based on Gruber’s [25] definition is the formal explicit specification of a shared conceptualization within a domain, as a form of concepts and relationships between these concepts which is used to describe the domain. By incorporating semantic analysis, semantic data can be inferred from social media data. The use of ontology in the social media has been applied widely to infer semantic data in a broad range of applications. De Nart et al. [26] propose a content-based approach to extract the main topics from the tweets. This approach is an attempt to understand the research communities’ activities and their emerging trends. Chianese et al. [27] propose a data-driven and ontology-based approach to identify cultural heritage key performance indicators as expressed by social network users. This approach can be used in different domains but is only relevant or ad-hoc to user domains. Michelson and Macskassy [28] use the DBpedia knowledge base to annotate entities in users’ tweets, and extract the users’ main interests by using the categories proposed in Wikipedia. Wikipedia as a knowledge base repository has been utilised for topic discovery in [29, 30].
3.2 SBD Incorporating Machine Learning for Data Classification and Topic Distillation

Machine Learning applications enable real-time predictions leveraging high quality and well-proven learning algorithms. Based on the current dominant position and high impact on business in several use cases, according to Gartner’s recent report on emerging technologies¹, incorporating machine learning, in particular, enhances the decision-making process and provides valuable insights from large-scale data. Topic distillation (a.k.a topic discovery, or topic modelling, or latent topic modelling or statistical topic modelling) is an automatic approach to distil topics from a corpus of words embodied in a set of documents incorporating statistical techniques [31-33].

These statistical-based techniques have been used as another means of topic modelling and discovery in social data mining. Examples of such statistical-based techniques that have been used are LDA (Latent Dirichlet Allocation) [34], Latent Semantic Analysis (LSA), and recently Fuzzy Latent Semantic Analysis (FLSA)[35]. LDA is based on an unsupervised learning model to identify topics from the distribution of words. In LSA, an early topic modelling method has been extended to pLSA [36], which generates the semantic relationships based on a word-document co-occurrence matrix. FLSA supposes that the list of documents and their embodied words can be fuzzy clustered where each cluster can be represented by a certain topic. LDA and similar unsupervised techniques have been widely used in several modelling applications [37-42].

4 Critical Synthesis Review of the Current Approaches

The previous sections present an integrated review of the existing methods and approaches in the era of SBD incorporating trust, semantic analysis and machine learning.

- Lack of advanced domain-based trustworthiness approaches,
- Lack of managing and extracting high-level domains from the textual content of SBD,
- Lack of domain-based techniques for dual classification.

4.1 Lack of an Advanced Domain-based Trustworthiness Approaches

A need for domain-based trustworthiness: There have been some efforts apply generic-based credibility evaluation approaches for users and their content in OSNs [43-45]. However, they do not take the topic or subject factor into consideration; the classification has been computed in general. Users will have a certain reputation in one domain, but that does not always apply to any other domain. The user’s credibility should be domain-driven. For example, evaluating users’ trustworthiness in a specific domain has been driven by its implication in several applications such as

¹ http://www.gartner.com/document/3383817?ref=solrAll&refval=175496307&qid=34dd5f25422cc71383ec22c858f2238a, Visited in 25/10/2016.
personalized recommendation systems [44], opinion analysis [46], expertise retrieval [47], and computational advertising [48].

**Lack of Incorporating Temporal Factor:** Subsequent studies have focused on the users’ topic(s) of interest or their domains of knowledge. However, studying users’ behaviour over time has been neglected [13] [39, 49]. The users’ behaviours may change over time. It follows that their trustworthiness values vary over time; hence, the temporal factor should be assimilated. Moreover, Spammers’ behaviours are unsteady as they are not legitimate users although they pretend to be. Therefore, their “temporal patterns of tweeting may vary with frequency, volume, and distribution over time” [50].

Lack of a sentiment analysis of conversations: In the context of social trust, frameworks have been developed to analyse the users’ content, taking into consideration the overall feelings regarding what they have chosen to expose their content [17, 19, 51]. However, these efforts did not attempt a sentiment analysis of a post’s replies by measuring the trustworthiness values. Sentiments of user’s followers are significant to understand the followers’ opinions toward the user. Consequently, users who obtain high number positive replies should attain a better reputation than users obtain a large number of negative replies to their content.

**Lack of addressing key features of BD:** BD technology for data storage and analysis provides advanced technical capabilities to the process of analysing massive and extensive data to achieve deep insights in an efficient and scalable manner. Manyika et al. [52] listed some of the Big Data technologies such as Big Table, Cassandra (Open Source DBMS), Cloud Computing, Hadoop (Open Source framework for processing large sets of data), etc. Chen et al., [53] discussed the various open issues and challenges of BD and listed the key technologies of BD. The incorporation of BD technology to facilitate the trustworthiness measuring and inferring tools is unavoidable, especially regarding the nature of the contents of social media which span to a huge quantum. This has interestingly attracted researchers of social trust to leverage the BD techniques to benefit their conducted experiments [54, 55]. However, there has been a lack of addressing the key features of BD such as volume (i.e. massive social data datasets), veracity (i.e. reputation of the data sources), and value (outcome product of the data analytics). Hence, starting from the characteristics of BD and sorting out issues related to these dimensions will be the most efficient way to address BD as well as to benefit trustworthiness analysis endeavors with the expected outcomes of SBD Analysis.

4.2 Lack of Managing and Extracting High-Level Domains from the Textual Content of SBD

The prevailing explorations aiming to improve the understanding of the contextual content of social data is noteworthy. Most of the existing approaches to topic distillations rely on bag-of-words techniques such as LDA [33]. However, despite the importance and popularity of these techniques to infer the users’ topics of interest, when it comes to context on OSNs there are three main shortcomings; (i) inability to consider the semantic relationships of terms in the user’s textual content; (ii) inadequacy to apply its topic modelling technique into short text messages such as
tweets; (iii) the high-level topics classifications that use these bag-of-words statistical techniques are inadequate and inferior[28].

LDA extracts latent topics by presenting each topic as a words distribution. This statistical mechanism does not consider the semantic relationships of terms in a document [28]. Furthermore, the high-level topics classifications that use these bag-of-words statistical techniques are inadequate and inferior. Furthermore, using this technique is inappropriate to cluster and search for users based on high-level topics [28]. On the other hand, incorporating semantic web consolidated tools such as AlchemyAPI™ offers a comprehensive list of taxonomies divided into hierarchies where the high-level taxonomy represents the high-level domain and the deeper-level taxonomy provides a fine-grain domain analysis. For instance, “art and entertainment” is considered a high-level taxonomy in which “graphic design” is one of its deep-level taxonomy. LDA is unable to provide high-level topics such as “art and entertainment” from a corpus of posts or tweets unless this term exists in the corpus. Semantic analysis, conversely, extracts semantic concepts and infers high-level domains through analysing the semantic hierarchy of each topic leveraging an ontology, which is not possible using LDA technique.

4.3 Lack of Domain-based Techniques for Dual Classification.

This section discusses the mechanisms and limitations of the current approaches to domain-based classification.

**Domain-based classification (inclusion of both user and post levels):** OSNs have spurred researchers to develop several methods for discovering the main interest(s) of their users. Due to ambiguity, shortness and nosiness of posts such as tweets [28], these endeavours are still immature; Hence, extensive research in this area is vital [56]. For example, Twitter tools [8, 57] are focused on the exploration of user networks to obtain information for user interests and topics. These approaches only extract keywords to obtain a summary of Twitter data. However, the use of keywords only cannot fully cover user domains and may generate misleading user information. There should be incorporation of both user level and tweet level which involve semantics of words and accurate disambiguation for social networks study. The accurate classification of the users’ interest assists in providing an accurate understanding of short textual content of future tweets. This benefits several applications the aim of which is to obtain correct domain-based trustworthiness of users and their content in OSNs.

**Incorporation of domain ontology and semantic web, and machine learning:** As indicated earlier, the high-level topics classifications that use the bag-of-words statistical techniques are inadequate, and the brevity and ambiguity of short texts make more difficult the process of topic modelling using these statistical models[58]. Besides, these methods do not consider the temporal factor. In other words, the users’ knowledge evolves and their interest might be diverted elsewhere depending on their experience, work, study, etc. Hence, it is important to scrutinise users’ interest over time to infer intrinsic topics of interest to users in OSNs. Hence, there is a need for a comprehensive approach which leverages the external domain-based Ontology and semantic web knowledge bases to aid mitigate the disambiguation in the textual
content at the user and tweet levels. This approach should be fortified with harnessing advanced and state-of-the-art machine learning techniques to perform domain-based classification at the user and tweet levels.

5. Conclusion

Currently, several research efforts are undertaken to handle and manage the large scale of SBD in the quest for added value. A thread of these efforts attempts to provide technical solutions to cope with the volume and speed of social data generation. This is through facilitating the process of data capturing, acquisition and storing. Another host of scholars aim to develop data analytics solutions to enhance the quality of the collected social data, to understand the users’ topics of interest, to classify and categorise users into segments, and to extract better insights, thus improving the decision-making process. Despite the significance of these endeavours and initiatives to change the perception of the extracted social data, these current frameworks for SBD analysis only partially consider SBD features. Furthermore, existing efforts are conducted merely to address one or few issues of SBD. A comprehensive framework is required to resolve the issues of data quality, extract hidden knowledge, and infer the credibility of users and their content of the OSNs through extracting the domains of interest at the user and the post level. This consolidates the development of data classification techniques which leads to better anticipating of users’ interest in their future published content.

In this paper, an extensive survey of the existing literature is conducted. The discussion of several approaches to measuring the generic-based and domain-based trustworthiness in SBD is carried out followed by addressing the core literature in the areas of semantic analysis, machine learning and data classification within the context of SBD. The carried out efforts within the cordon of these themes are critically reviewed which points out to the considerable achievements have been made in SBD analytics. However, the current approaches and techniques are still insufficient in terms of (i) the lack of domain-based trustworthiness approaches; (ii) the lack of managing and extracting high-level domains from the textual content of SBD; (iii) the lack of domain-based approaches for dual classification of the textual content of SBD.

References

1. Abu-Salih, B., P. Wongthongtham, and C.Y. Kit, Twitter mining for ontology-based domain discovery incorporating machine learning. Journal of Knowledge Management, 2018. 22(5): p. 949-981.
2. Nabipourshiri, R., B. Abu-Salih, and P. Wongthongtham, Tree-based Classification to Users’ Trustworthiness in OSNs, in Proceedings of the 2018 10th International Conference on Computer and Automation Engineering. 2018, ACM: Brisbane, Australia. p. 190-194.
3. Wongthongtham, P. and B. Abu Salihi. Ontology and trust based data warehouse in new generation of business intelligence: State-of-the-art, challenges, and opportunities. in
Industrial Informatics (INDIN), 2015 IEEE 13th International Conference on. 2015. IEEE.

4. Abu-Salih, B., et al., Towards A Methodology for Social Business Intelligence in the era of Big Social Data incorporating Trust and Semantic Analysis, in Second International Conference on Advanced Data and Information Engineering (DaEng-2015). 2015, Springer: Bali, Indonesia.

5. Abu-Salih, B., et al., CredSaT: Credibility ranking of users in big social data incorporating semantic analysis and temporal factor. Journal of Information Science. 0(0): p. 016551518790424.

6. Abu-Salih, B., Trustworthiness in Social Big Data Incorporating Semantic Analysis, Machine Learning and Distributed Data Processing. 2018, Curtin University.

7. Chan, K.Y., et al., Affective design using machine learning: a survey and its prospect of conjoining big data. International Journal of Computer Integrated Manufacturing, 2018: p. 1-19.

8. Sherchan, W., S. Nepal, and C. Paris, A Survey of Trust in Social Networks. Acm Computing Surveys, 2013: 45(4).

9. Passant, A., et al. Enabling trust and privacy on the social web. in W3C workshop on the future of social networking. 2009.

10. Podobnik, V., et al. How to calculate trust between social network users? in Software, Telecommunications and Computer Networks (SoftCOM), 2012 20th International Conference on. 2012. IEEE.

11. Agarwal, M. and Z. Bin. Detecting Malicious Activities Using Backward Propagation of Trustworthiness over Heterogeneous Social Graph. in Web Intelligence (WI) and Intelligent Agent Technologies (IAT), 2013 IEEE/WIC/ACM International Joint Conferences on. 2013.

12. Massa, P. and B. Bhattacharjee, Using Trust in Recommender Systems: An Experimental Analysis, in Trust Management, C. Jensen, S. Poslad, and T. Dimitrakos, Editors. 2004, Springer Berlin Heidelberg. p. 221-235.

13. Gupta, P., et al., WTF: the who to follow service at Twitter, in Proceedings of the 22nd international conference on World Wide Web. 2013, International World Wide Web Conferences Steering Committee: Rio de Janeiro, Brazil. p. 505-514.

14. Gallege, L.S., et al., Towards trust-based recommender systems for online software services, in Proceedings of the 9th Annual Cyber and Information Security Research Conference. 2014, ACM: Oak Ridge, Tennessee. p. 61-64.

15. Sun, G., et al., A Social Trust Path Recommendation System in Contextual Online Social Networks, in Web Technologies and Applications, L. Chen, et al., Editors. 2014, Springer International Publishing. p. 652-656.

16. Alahmadi, D.H. and X.J. Zeng, ISTS: Implicit social trust and sentiment based approach to recommender systems. Expert Systems with Applications, 2015: 42(22): p. 8840-8849.

17. AlRubaian, M., et al. A Multistage Credibility Analysis Model for Microblogs, in Proceedings of the 2015 IEEE/ACM International Conference on Advances in Social Networks Analysis and Mining 2015. 2015. ACM.

18. Zhang, B., et al., A trust-based sentiment delivering calculation method in microblog. International Journal of Services Technology and Management, 2015. 21(4-6): p. 185-198.

19. Bae, Y. and H. Lee, Sentiment analysis of twitter audiences: Measuring the positive or negative influence of popular twitterers. Journal of the American Society for Information Science and Technology, 2012. 63(12): p. 2521-2535.

20. Kawabe, T., et al. Tweet credibility analysis evaluation by improving sentiment dictionary. in Evolutionary Computation (CEC), 2015 IEEE Congress on. 2015. IEEE.
21. Momeni, E., C. Cardie, and N. Diakopoulos, A Survey on Assessment and Ranking Methodologies for User-Generated Content on the Web. ACM Computing Surveys (CSUR), 2016. 48(3): p. 41.
22. Amalanathan, A. and S.M. Anouncia, A review on user influence ranking factors in social networks. International Journal of Web Based Communities, 2016. 12(1): p. 74-83.
23. Ruan, Y. and A. Durresi, A survey of trust management systems for online social communities—Trust modeling, trust inference and attacks. Knowledge-Based Systems, 2016. 106: p. 150-163.
24. Berners-Lee, T. and J. Hendler, Publishing on the semantic web. Nature, 2001. 410(6832): p. 1023-4.
25. Gruber, T.R., Toward principles for the design of ontologies used for knowledge sharing? International journal of human-computer studies, 1995. 43(5): p. 907-928.
26. De Nart, D., et al., A Content-Based Approach to Social Network Analysis: A Case Study on Research Communities, in Digital Libraries on the Move: 11th Italian Research Conference on Digital Libraries, IRCDL 2015, Bolzano, Italy, January 29-30, 2015, Revised Selected Papers, D. Calvanese, D. De Nart, and C. Tasso, Editors. 2016, Springer International Publishing: Cham. p. 142-154.
27. Chianese, A., F. Marulli, and F. Piccialli. Cultural Heritage and Social Pulse: A Semantic Approach for CH Sensitivity Discovery in Social Media Data. in 2016 IEEE Tenth International Conference on Semantic Computing (ICSC). 2016.
28. Michelson, M. and S.A. Mackkassy. Discovering users’ topics of interest on twitter: a first look. in Proceedings of the fourth workshop on Analytics for noisy unstructured text data. 2010. ACM.
29. Schonhofen, P., Identifying Document Topics Using the Wikipedia Category Network, in Proceedings of the 2006 IEEE/WIC/ACM International Conference on Web Intelligence. 2006, IEEE Computer Society. p. 456-462.
30. Hassan, M.M., F. Karray, and M.S. Kamel. Automatic Document Topic Identification using Wikipedia Hierarchical Ontology. in Information Science, Signal Processing and their Applications (ISSPA), 2012 11th International Conference on. 2012.
31. Anthes, G., Topic Models Vs. Unstructured Data. Communications of the Acm, 2010. 53(12): p. 16-18.
32. Wang, C., et al. Markov topic models. in Artificial Intelligence and Statistics. 2009.
33. Blei, D.M., A.Y. Ng, and M.I. Jordan, Latent Diriclet allocation. Journal of Machine Learning Research, 2003. 3(4-5): p. 993-1022.
34. Hofmann, T. Probabilistic latent semantic indexing. in Proceedings of the 22nd annual international ACM SIGIR conference on Research and development in information retrieval. 1999. ACM.
35. Chen, Y., et al. Topic modeling for evaluating students’ reflective writing: a case study of pre-service teachers’ journals. in Proceedings of the Sixth International Conference on Learning Analytics & Knowledge. 2016. ACM.
41. Quercia, D., H. Askham, and J. Crowcroft, TweetLDA: supervised topic classification and link prediction in Twitter, in the 4th Annual ACM Web Science Conference. 2012, ACM: Evanston, Illinois. p. 247-250.
42. Onan, A., S. Korukoglu, and H. Bulut, LDA-based Topic Modelling in Text Sentiment Classification: An Empirical Analysis. Int. J. Comput. Linguistics Appl., 2016. 7(1): p. 101-119.
43. Cha, M., et al., Measuring User Influence in Twitter: The Million Follower Fallacy. ICWSM, 2010. 10: p. 10-17.
44. Silva, A., et al. ProfileRank: finding relevant content and influential users based on information diffusion. in Proceedings of the 7th Workshop on Social Network Mining and Analysis. 2013. ACM.
45. Jiang, W., G. Wang, and J. Wu, Generating trusted graphs for trust evaluation in online social networks. Future generation computer systems, 2014. 31: p. 48-58.
46. Liu, B. and L. Zhang, A survey of opinion mining and sentiment analysis, in Mining text data. 2012, Springer. p. 415-463.
47. Balog, K., et al., Expertise Retrieval. Foundations and Trends in Information Retrieval, 2012. 6(2-3): p. 127-256.
48. Yin, H.Z., et al., Dynamic User Modeling in Social Media Systems. ACM Transactions on Information Systems, 2015. 33(3): p. 10.
49. Abbasi, M.-A. and H. Liu, Measuring User Credibility in Social Media, in Social Computing, Behavioral-Cultural Modeling and Prediction, A. Greenberg, W. Kennedy, and N. Bos, Editors. 2013, Springer Berlin Heidelberg. p. 441-448.
50. Yardi, S., et al., Detecting spam in a Twitter network. 2009. 2009.
51. Gallege, L.S., et al. Towards trust- based recommender systems for online software services. in Proceedings of the 9th Annual Cyber and Information Security Research Conference. 2014. ACM.
52. Manyika, J., et al., Big data: The next frontier for innovation, competition, and productivity. McKinsey Global Institute, 2011.
53. Chen, M., et al., Open Issues and Outlook, in Big Data. 2014, Springer International Publishing. p. 81-89.
54. Lavbič, D., et al. Traversal and relations discovery among business entities and people using semantic web technologies and trust management. in Databases and Information Systems VII: Selected Papers from the Tenth International Baltic Conference, DB&IS 2012. 2013. IOS Press.
55. Herzig, J., Y. Mass, and H. Roitman. An author-reader influence model for detecting topic-based influencers in social media. in Proceedings of the 25th ACM conference on Hypertext and social media. 2014. ACM.
56. Shen, W., J. Wang, and J. Han, Entity linking with a knowledge base: Issues, techniques, and solutions. IEEE Transactions on Knowledge and Data Engineering, 2015. 27(2): p. 443-460.
57. Free Social Media Analytics Tools. 2016; Available from: http://simplymeasured.com/free-social-media-tools/.
58. Li, C., et al. Topic Modeling for Short Texts with Auxiliary Word Embeddings. in Proceedings of the 39th International ACM SIGIR conference on Research and Development in Information Retrieval. 2016. ACM.