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Abstract—Multi-agent active search requires autonomous agents to choose sensing actions that efficiently locate targets. In a realistic setting, agents also must consider the costs that their decisions incur. Previously proposed active search algorithms simplify the problem by ignoring uncertainty in the agent’s environment, using myopic decision making, and/or overlooking costs. In this paper, we introduce an online active search algorithm to detect targets in an unknown environment by making adaptively cost-aware decisions regarding the agent’s actions. Our algorithm combines principles from Thompson Sampling (for search space exploration and decentralized multi-agent decision making), Monte Carlo Tree Search (for long horizon planning) and pareto-optimal confidence bounds (for multi-objective optimization in an unknown environment) to propose an online lookahead planner that removes all the simplifications. We analyze the algorithm’s performance in simulation to show its efficacy in cost aware active search.

I. INTRODUCTION

Active search [1], [2] in real world applications like environmental monitoring, or search and rescue, involves autonomous robots (agents) accurately detecting targets by making sequential adaptive data collection decisions while minimizing the usage of resources like energy and time. Previous studies have used various constraints and reductions for resource efficient adaptive search. Such algorithms generally include parameters to trade off the informativeness of the collected data with the cost of such data collection. One approach to adaptive sensing in robotics is to reduce it to a planning problem assuming full observability of the environment [3], [4]. Imposing a cost budget then reduces to constrained path planning between the known start and goal locations. Unfortunately, this is in contrast with the real world where the agent’s environment, the number of targets and their locations may be unknown and the agent may have access only to noisy observations from sensing actions. All these factors increase the difficulty of cost effective active search.

Besides cost efficiency, executing active search with multiple agents creates an additional challenge. Centralized planning in a multi-agent setting is often impractical due to communication constraints [5], [6]. Further, a real world system dependent on a central coordinator that expects synchronicity from all agents is susceptible to communication or agent failure.

In our problem formulation, the agents are not entirely independent actors and therefore still share information with their peers in the team when possible. However, we do not require them to communicate synchronously and instead assume that each agent is able to independently plan and execute its next sensing action using whatever information it already has and happens to receive.

In this paper, we propose a novel cost-aware asynchronous multi-agent active search algorithm called CAST (Cost Aware Active Search of Sparse Targets) to enable agents to detect sparsely distributed targets in an unknown environment using noisy observations from region sensing actions, without any central control or synchronous inter-agent communication. CAST performs cost-aware active search knowing only the costs of its feasible actions without requiring a pre-specified cost budget. It combines Thompson sampling with Monte Carlo Tree Search for lookahead planning and multi-agent decision making, along with Lower Confidence Bound (LCB) style pareto optimization to tradeoff expected future reward with the associated costs. We demonstrate the efficacy of CAST with a set of simulation results across different team sizes and number of targets in the search space.

II. PROBLEM FORMULATION

Consider a team of autonomous agents actively sensing regions of the search space looking for targets. To plan its next sensing action, each cost-aware agent has to trade-off the expected future reward of detecting a target with the overall costs it will incur in travelling to the appropriate location and executing the action. Given previous observations, it adaptively makes such data-collection decisions online while minimizing the associated costs as much as possible. Unfortunately, this problem is NP-hard [7].

Sensing setup: We first describe our setup for active search with region sensing. Consider a gridded search environment with ground truth described by a sparse matrix having \( k \) non-zero entries at the locations of the \( k \) targets. We define the flattened ground truth vector as \( \beta \in \mathbb{R}^n \) where each entry is either 1 (target) or 0 (no target). \( \beta \) is the search vector that we want to recover. The sensing model for an agent \( j \) at time \( t \) is

\[
y_j^t = x_j^t \beta + \epsilon_j^t, \quad \text{where } \epsilon_j^t \sim \mathcal{N}(0, \sigma^2).
\]

\( x_j^t \in \mathbb{R}^n \) is the (flattened) sensing action at time \( t \). We define our action space \( \mathcal{A} (x_j^t \in \mathcal{A}) \) to include only hierarchical spatial pyramid sensing actions [8]. \( y_j^t \) is the agent’s observation...
and $c^j_t$ is a random, i.i.d added noise. $(x^j_t, y^j_t)$ is agent $j$’s measurement at time $t$. Note that the agents using this region sensing model must trade-off between sensing a wider area with lower accuracy versus a highly accurate sensing action over a smaller region. The support of the vector $x_j$ is appropriately weighted so that $\|x_j\|_2 = 1$ to ensure each sensing action has a constant power. This helps us in modeling observation noise as a function of the agent’s distance from the region $\mathcal{R}$. Since each action has a constant power and every observation has an i.i.d added noise with a constant variance, the signal to noise ratio in the unit squares comprising the rectangular sensing block reduces as the size of the sensing region is increased.

**Cost model:** We introduce the additional realistic setting that the sensing actions have different associated costs. First, we consider that the agent travelling from location $a$ to location $b$ incurs a travel time cost $c_d(a,b)$. Second, we assume that executing each sensing action at location $b$ incurs a time cost $c_s(b)$. Therefore, $T$ time steps after starting from location $x_0$, an agent $j$ has executed actions $(x^j_1, \ldots, x^j_T)$ and incurs a total cost defined by $C^j(T) = \sum_{t=1}^{T} c_d(x^j_t-1, x^j_t) + c_s(x^j_T)$.

**Communication setup:** We assume that communication, although unreliable, will be available sometimes and the agents should utilize it when possible. The agents share their own past measurements asynchronously with teammates, but do not wait for communication from their teammates at any time since this wait could be arbitrarily long and thus cause a loss of valuable sensing time. In the absence of synchronicity, we also do not require that the set of available past measurements remain consistent across agents since communication problems can disrupt it. We will denote the set of measurements available to an agent $j$ at time $t$ by $\mathcal{D}^j_t = \{(x^r_t, y^r_t)\mid t' \subseteq \{1, \ldots, t-1\}\}$, $|\mathcal{D}^j_t| \leq t - 1$, which includes its own past observations and those received from its teammates till time $t$.

### III. Related Work

Autonomous target search has diverse applications in environment monitoring [10], wildlife protection [11] as well as search and rescue operations [12]. In robotics, informative path planning (IPP) problems focus on adaptive decision making to reach a specified goal state or region. In contrast to our setting, common IPP algorithms consider a known environment [13], are myopic or use non-adaptive lookahead [14], and assume weakly coupled sensing and movement actions [15].

Bayesian optimization and active learning methods are another approach to active search [16], [17], [18]. Unfortunately, they mostly address single-agent systems, or if multi-agent they assume central coordination [19], [20] and except for [21] lack any realistic assumptions on sensing actions. Multi-agent asynchronous active search algorithms proposed in [9], [22] tackle several of these challenges but they are myopic in nature. Further, [23] introduced cost effective non-myopic active search but their simplified setting excludes simultaneous evaluation of multiple search points with different costs.

---

1We assume a constant travelling speed and compute the Euclidean distance between locations $a$ and $b$.

---

Our active search formulation has close similarities with planning under uncertainty using a Partially Observable Markov Decision Process (POMDP) [24]. Monte Carlo Tree Search (MCTS) [25], [26] has found success as a generic online planning algorithm in large POMDPs [27], but is mostly limited to the single agent setting [28], [29].

Decentralized POMDP (Dec-POMDP) [30], [31] is another framework for decentralized active information gathering using multiple agents which is typically solved using offline, centralized planning followed by online, decentralized execution [32], [33]. Decentralized MCTS (Dec-MCTS) algorithms have also been proposed for multi-robot active perception under a cost budget [34], [35] but they typically rely on each agent maintaining a joint probability distribution over its own belief as well as those of the other agents.

Finally, cost aware active search can be viewed as a multi-objective sequential decision making problem. [36] developed an MCTS algorithm for cost budgeted POMDPs using a scalarized version of the reward-cost trade-off whereas [37] introduced multi-objective MCTS (MO-MCTS) for discovering global pareto-optimal decision sequences in the search tree. Unfortunately, MO-MCTS is computationally expensive and unsuitable for online planning. [38] proposed the Pareto MCTS algorithm for multi-objective IPP but they ignore uncertainty due to partial observability in the search space.

### IV. Our Proposed Algorithm: CAST

#### A. Background

We first briefly describe the concepts essential to the planning and decision making components of our algorithm.

**Monte Carlo Tree Search (MCTS):** An online algorithm that combines tree search with random sampling in a domain-independent manner. In our setup, a cost-aware agent would benefit from the ability to lookahead into the adaptive evolution of its belief about the target’s distribution in the environment in response to possible observations from the actions it might execute. We therefore consider MCTS as the basis for developing our online planning method with finite horizon lookahead. Unfortunately, the presence of uncertainty about targets (number and location) in the unknown environment together with the noisy observations introduces additional challenges in our problem formulation.

**Pareto optimality:** Our formulation of cost aware active search described in Section II can be viewed as a multi-objective sequential decision making problem. A common approach to solving such multi-objective optimization problems is scalarization i.e. considering a weighted combination resulting in a single-objective problem that trades off the different objectives. However, tuning the weight attributed to each objective is challenging since they might be scaling quantities having different units and their relative importance might be context dependent. In contrast, Pareto optimization builds on the idea that some solutions to the multi-objective optimization problem are categorically worse than others and are dominated by a set of Pareto-optimal solution vectors forming a pareto
front for the optimization objective. Considering a set of \( D \)-dimensional vectors \( g \in G \), we define the following:

- \( g \) dominates \( g' \) (i.e. \( g \succ g' \)) iff: (1) \( \forall d \in \{1, \ldots, D\} \), \( |g_d| > |g'_d| \) (2) \( \exists d, d_2 \in \{1, \ldots, D\} \), \( |g_d| > |g'_d| \) and \( |g_{d_2}| < |g'_{d_2}| \)
- \( g \) and \( g' \) are incomparable (i.e. \( g \parallel g' \)) iff: \( \exists d_1, d_2 \in \{1, \ldots, D\} \), \( |g_{d_1}| > |g'_{d_1}| \) and \( |g_{d_2}| < |g'_{d_2}| \)
- \( G^* \subseteq G \) is the pareto-front of \( g \) iff: (1) \( \forall g \in G \) and \( \forall g' \in G^* \) \( \forall g \parallel g' \) (2) \( \forall g, g' \in G^*, g \not\parallel g' \)

In our algorithm, each agent estimates a reward-cost vector to evaluate its candidate actions and chooses the next sensing action from a pareto-optimal set of such vectors.

**Thompson sampling (TS)** [39], studied in a number of bandit and reinforcement learning (RL) settings [40, 41], [42], balances exploration with exploitation by choosing actions that maximize the expected reward assuming that a sample drawn from the posterior distribution is the true state of the world. As a result, exploration in TS is reward oriented, leaning heavily on the posterior sample [43, 44]. Moreover TS only explores on the seemingly optimal policies, which is a disadvantage in environments where knowledge-seeking actions having lower immediate reward are crucial for the agent’s efficient long-term performance. This is especially relevant for cost-aware active search wherein actions which are not immediately rewarding in terms of having detected a target may still be informative, for example, by reducing the uncertainty regarding the presence of targets in a certain part of the search space. In this work, we build upon these insights and adapt TS in combination with MCTS to develop a search tree building strategy for online lookahead planning under partial observability.

Additionally, posteriorly sampled based action selection makes TS an excellent candidate for a decentralized multi-agent decision making algorithm [45] and it has been shown to be effective in multi-agent active search with myopic planning [9, 22]. In this work, we will show that our TS based lookahead planning algorithm enables decentralized multi-agent active search with no pre-coordination and minimum communication overhead among agents, in contrast with existing multi-agent algorithms that rely on pre-designed movement coordination or communication and update of joint probability distributions.

### B. Our approach

Following the setting described in Section II consider \( J \) agents searching for \( k \) sparsely located targets in an unknown environment and \( \beta \) is the search vector we want to recover. The agent’s belief \( b(\beta) \) over \( \beta \) is a continuous probability distribution over the search space. For any agent \( j \), the prior belief is modeled by \( b'_j = P(\beta) = \mathcal{N}(\mu_0, \Sigma_0) \) and the likelihood function following the sensing model (1) is given by \( P(y_j|\beta, x_j) = \mathcal{N}(x_j^T, \beta, \sigma^2) \). Therefore, at time step \( t \), its posterior belief over \( \beta \) is denoted \( b^*_j = P(\beta|D_j^t \cup \{x_j^t, y_j^t\}) = \mathcal{N}(\mu_j^t, \Sigma_j^t) \). In the multi-agent setting, each agent \( j \) maintains its own posterior belief \( b^*_j(\beta) \) and estimate \( \beta(D_j^t \cup \{x_j^t, y_j^t\}) = \left(\sigma^2 + \Sigma_0^{-1} + \begin{bmatrix} X_j^T & x_j^t \end{bmatrix} \begin{bmatrix} X_j^T & x_j^t \end{bmatrix}^{-1} \begin{bmatrix} x_j^t \ y_j^t \end{bmatrix}\right)^{-1} \begin{bmatrix} X_j^T \ x_j^t \end{bmatrix} \begin{bmatrix} y_j^t \end{bmatrix} \right) \) where \( \{x_j^t, y_j^t\} \) consist of the measurements in \( D_j^t \).

**Reward formulation:** We first observe that our active search problem can be categorized as parameter estimation in active learning, developed in [46] with the name Myopic Posterior Sampling (MPS). Like MPS, our objective is to actively recover the search vector \( \beta \). However, MPS being myopic, chooses \( x_j^t \) that maximizes \( \mathbb{E}_{x_j^t \mid \beta_j^t, D_j^t} \left[ \lambda(\beta_j^t, D_j^{t+1}) \right] \) where \( \lambda(\beta_j^t, D_j^{t+1}) = -\|\beta_j^t - \hat{\beta}(D_{j+1})\|_2^2 \) and \( D_j^{t+1} = D_j^t \cup \{x_j^t, y_j^t\} \). Essentially, \( \lambda(\beta_j^t, D_j^{t+1}) \) is designed so that the agents will keep exploring the search space as long as there is uncertainty in the posterior samples \( \beta_j^t \). Simultaneously, the posterior belief distribution will contain uncertainty as long as there are unexplored or less explored locations in the search space.

In contrast with MPS, to be cost efficient, our active search agents would benefit from non-myopic reasoning about the trade-off between potential reward obtained by identifying targets versus cost incurred from executing such sensing actions over a finite horizon lookahead. But we note that \( \lambda(\beta_j^t, D_j^{t+1}) \leq 0 \), therefore if we simply extend the MPS reward over multiple lookahead steps and try to maximize the value of cumulative discounted reward divided by total incurred cost, it would erroneously favor costlier actions for the same reward. Instead, we propose using \( \lambda^-(\beta_j^t, D_j^{t+1}) = \max\{0, \|\beta_j^t - \hat{\beta}(D_j^{t+1})\|_2^2 - \|\beta_j^t - \beta(D_j^{t+1})\|_2^2\} \) as the one-step lookahead reward. We design \( \lambda^- \) to encourage information gathering by favoring actions \( x_j^t \) that reduce the uncertainty in the posterior sample \( \beta_j^t \) over consecutive time steps. Additionally, \( \lambda^-(\beta_j^t, D_j^{t+1}) \geq 0 \). Now, we can compute the \( u \)-step lookahead reward \( R^u(x_j^t, \beta_j^t) \) over action sequence \( x_{t:t+u} \) as the \( \gamma \)-discounted expected sum of \( \lambda^- \) over \( u \) steps.

\[
R^u(x_j^t, \beta_j^t) = \mathbb{E}_{y_{t:t+u}} \left[ \sum_{\Delta=t}^{t+u} \gamma^{\Delta-t-1} \lambda^-(\beta_j^{\Delta}, D_j^{t+\Delta}) \right]
\]

Following the discussion in Section IV-A about TS, we observe that the reward computation in (2) is dependent on the posterior sample \( \beta_j^t \). Particularly, \( \lambda^-(\beta_j^t, D_j^{t+1}) \) is higher for sensing actions \( x_j^t \) that identify the non-zero support elements of the vector \( \beta_j^t \). Further, maximizing \( R^u(x_j^t, \beta_j^t) \) over all sequences \( x_{t:t+u} \) for a sampled \( \beta_j^t \) would exacerbate this problem by choosing a series of point sensing actions that identify the non-zero support of the particular sample. Section 8.2 of [41] also highlights this drawback of employing TS based exploration in active learning problems that require a careful assessment of the information gained from actions. In order to overcome these challenges, we propose generalizing the posterior sampling step to a sample size greater than one and combine the information from these samples using confidence bounds over \( \lambda^- \) to evaluate the corresponding sensing actions. To further clarify these design details, we now describe our new algorithm CAST, outlined in Algorithm 1.

**CAST:** At each time step \( t \), on the basis of its history \( D_j^t \) of past measurements, the agent \( j \) decides its next region sensing action \( x_j^t \) using the SEARCH procedure of Algorithm 1. It starts...
with an empty tree \( T_i \) having just a root node and gradually builds it up over \( m \) episodes. We assume a maximum tree depth \( d_{\text{max}} \). Our search tree has two types of nodes - belief nodes and action nodes. A belief node \( h \) is identified by the history of actions and observations accumulated in reaching that node. An action node \((h, a)\) is identified by the action a taken at the immediately preceding belief node \( h \) in the search tree. The root as well as the leaves are belief nodes. Each

\[
\text{Algorithm 1 Cost Aware Active Search of Sparse Targets}
\]

1: procedure MAIN \> Executed on each agent \( j \)
2: for \( t \) in \( \{1, 2, \ldots \} \) do
3: \( x_i^t = \text{SEARCH}(D_i^t) \)
4: Execute \( x_i^t \). Observe \( y_i^t \). \( D_i^{t+1} = D_i^t \cup \{x_i^t, y_i^t\} \)
5: Share \( \{x_i^t, y_i^t\} \) asynchronously with teammates.
6: Update belief \( b_{i+1} \) and estimate \( \beta(D_i^{t+1}) \).
7: procedure SEARCH\( \)(\(D_i\))
8: At time \( t \): History \( D_i = \{(x_i, y_i)\}_{i=1}^t \). Agent location \( x_t \), Belief \( b_i = P(\beta(D_i)) \). Search tree \( T_i = \phi \)
9: for each episode \( m' \in \{1, \ldots, m\} \) do
10: Sample \( \beta \sim b_i \). Discretize \( \beta \) to get \( \beta_{m', t} \).
11: \( \text{SIMULATE}(\beta_{m', t}, D_i, x_t, 0) \)
12: \( A^*_t = \text{ParetoOptimalActionSet}(T_i) \)
13: \( a^*_t = \text{argmax}_a \{\sum_{n \in \text{cost}} a | a \in A^*_t} \)
14: return \( a^*_t \)
15: procedure SIMULATE\( \)(\(\beta, D_i, x, d) \)
16: Input: Posterior sample \( \beta \), Root node history \( D_i \). Agent’s current location \( x \), Root node depth \( d \)
17: \( n(h) \leftarrow n(h) + 1 \) \> Denote root (belief) node as \( h \)
18: if \( d = d_{\text{max}} \) then return \( 0, 0 \) \> Reached leaf node
19: if \( |n(h)| + 1 \) > \( \{n(h) - 1\} \) then
20: add new child action node \((h, a)\) using (3)
21: \( n(h, a) \leftarrow n(h, a) + 1 \)
22: \( o = a^* \beta, D_i = D_i \cup \{a, o\} \)
23: if \( o \) was not previously observed at \((h, a)\) then
24: append new node \((h', a)\) due to \( o \) in branch \( hah' \)
26: \( r_{\text{L}} = \lambda - (\beta, D_i), c_{\text{L}}(x, a) = c_p(x, a) + c_a(x) \)
27: Update \( r_{\text{L}} \) and \( g_{\text{L}} = [r_{\text{L}}, -c_{\text{L}}(x, a)]^T \)
28: \( r_{U} = \text{SIMULATE}(\beta, D_i, a, d + 1) \)
29: \( r_{\text{L}} = r_{\text{L}} + \gamma \times r_{U} \)
30: \( Q_{\text{UCT}}(h, a) = \frac{r_{\text{L}} + 1}{n(h, a) + 1} \)
31: LCBParetoFrontUpdate\( (h') \)
32: LCBParetoFrontUpdate\( (\{h, a\}) \)
33: return \((r_{\text{L}}, r_{\text{L}}) \)

episode \( m' \in \{1, \ldots, m\} \) comprises the following:

1) Sampling: First, a posterior sample is drawn at the root node from the belief \( b_i = P(\beta(D_i)) \) and discretized into a binary vector \( \beta_{m', t} \in \{0, 1\}^n \) (Line 10).

2) Selection and Expansion: Starting at the root node, a child action node selection policy (tree policy) is applied at every belief node \( h \) in a top-down depth-first traversal till a leaf node is reached. In order to prevent tree width explosion with increasing size of the action space, the progressive widening parameter \( \alpha \) (Line 19) determines when a new action node is added to the tree. Arriving at any action node \((h, a)\), the corresponding maximum likelihood (ML) observation \( o = a^* \beta_{m', t} \) is computed (Line 23) which helps transition to its child belief node \( h' \). The 1-step reward \( \lambda_{m', t} \) and associated execution cost is computed at each belief node visited in \( m' \) (Line 26). Every belief and action node in \( m' \) also updates the number of times it has been visited so far (Lines 17 and 22).

3) Backpropagation: Once the maximum depth is reached, the lookahead rewards and associated costs are backpropagated up from the leaf to each belief and action node visited in \( m' \). Each action node stores the discounted reward per unit cost averaged over \( n(h, a) \) simulations in the subtree rooted at that node (Line 30). Further, each belief and action node builds a reward-cost pareto front (Lines 31 and 32) using the backed up values from their respective subtrees which is utilized in deciding \( x_t \) after \( m \) episodes (Line 12).

Remark 1. The size of action space in active search is larger than what MCTS algorithms commonly deal with, unless they are augmented with a neural policy network \([48, 49]\). Having a continuous state vector gives rise to additional challenges of exploding width at the belief nodes, making the tree too shallow to be useful and may cause collapse of belief representations resulting in overconfidence in the estimated policy. The added observation noise would exacerbate these challenges. Therefore, discretization of the posterior sample \( \beta \) and using the ML observation in updating the belief nodes are important modifications to make MCTS work in our setting.

Tree policy: UCT (Upper Confidence Bound applied to trees) \([25]\) is the tree policy used in most MCTS implementations to balance exploration-exploitation in building the search tree. UCT exploits action nodes based on their lookahead reward estimates averaged over past episodes but does not account for the inter-episode variance in such rewards. Particularly in our setting, the lookahead reward at any action node in an episode \( m' \) depends on the posterior sample \( \beta_{m', t} \) drawn at the root node and this stochasticity leads to sample variance especially when the particular action node has been visited in only a few episodes. We can account for this variance using the UCB-tuned policy \([50]\) to guide action node selection. Besides, \([51]\) formalized a correction to the UCT formula in an MDP framework replacing its logarithmic exploration term with an appropriate polynomial. We extend it to our tree policy in CAST, called CAST-UCT \([3]\), by combining it with UCB-tuned to balance exploration with exploitation while building the search tree in our partially observable state space. Specifically, CAST-UCT chooses

\[
\sigma_{h, a}^2 = \text{argmax}_a Q(h, a) + \sqrt{\frac{2\sigma_{h, a}^2}{n(h, a)} + \frac{16}{3n(h, a)}}. \tag{3}
\]

\( \sigma_{h, a}^2 \) is the variance of the terms averaged in \( Q(h, a) \).
Pareto front construction with confidence bounds: During the selection and expansion phase in any episode \( m' \), the one-step lookahead reward \( \lambda_{m'} \) is computed at each visited belief node \( h \) (Line 26). We note that \( \lambda_{m'} \) depends on the posterior sample \( \beta_{m'} \) drawn for that episode. Assuming that a belief node \( h \) is visited in \( n(h) \) episodes so far while building the search tree \( T_m \), we account for the stochasticity in the computed \( \lambda^- \) by maintaining the Lower Confidence Bound (LCB) of these rewards (denoted \( r^L_{h} \)) using the Student's t-distribution to estimate a 95\% confidence interval (Line 27).

Denoting the cost of executing the action that transitions into the belief node \( h \) as \( c_h \) (Line 26), we define a LCB based immediate (one-step lookahead) reward-cost vector at \( h \), \( g_h = [r^L_{h} T - c_h]^T \) which is essential to our multi-objective decision making as described next. Fig. 1 highlights, in blue, these variables updated during the selection and expansion phase in one episode.

![Fig. 1: Illustration of a search tree \( T_m \) with \( d_{max} = 2.0 \) is the belief at the root node. The action nodes (rectangles) indicate region sensing actions. The belief nodes (circles) are shaded to indicate the evolving posterior belief in the search tree. Blue arrows illustrate top-down traversal for episode \( m' \), \( r^L_{1CB}, c_1, n_1 \), \( r^L_{2CB}, c_2 \) and \( n_2 \) are updated. Red arrows illustrate bottom-up traversal for episode \( m' \), \( PVI_{1,2} \) are vectors, \( PF_{I_{1,2,3,4}} \) are the pareto fronts at the respective belief and action nodes. \( \gamma \) is the discount factor. ParetoFront() obtains the pareto-optimal vectors from an input set. During backpropagation, only \( PVI_1, PF_1 \) and \( PF_3 \) are updated corresponding to nodes encountered during top-down traversal.

Next, we compute the pareto front over the multi-step lookahead reward-cost vectors at tree nodes visited during the backpropagation phase in episode \( m'^{'} \). Fig. 1 illustrates this process. Note that the search tree depth at the leaf nodes is \( d_{max} \) and consecutive action and belief nodes differ in depth by 0.5. The lookahead reward-cost vector at the action node at depth \( d_{max} \) is the weighted average of the reward-cost vectors \( g_{ht} \) of all its leaves \( h_t \), weights being in proportion of their visits. Next, the belief node at depth \( d_{max} - 1 \) builds a pareto front from the lookahead reward-cost vectors of all its children action nodes. It then takes a discounted sum of its immediate reward-cost vector with this pareto front to build its lookahead reward-cost vector set since the pareto front may comprise multiple non-dominated pareto-optimal vectors. Repeating these steps in episode \( m'^{'} \) all the way up to the root node, we alternate between the following: 1) every action node builds its lookahead reward-cost vector set as the pareto front computed from the weighted average of the lookahead vectors of its children belief nodes 2) every belief node builds its lookahead reward-cost vector set by taking the discounted sum of its immediate reward-cost vector with the pareto front obtained from its children action nodes. Note that all reward-cost vectors use the LCB of the rewards. Therefore, at the end of \( m \) episodes, each child action node of the root has an LCB based pareto front of lookahead reward-cost vectors. \( A'_{m} \) (Line 12) is the pareto front at the root node comprising the non-dominated lookahead reward-cost vectors among its children action nodes. Finally, the agent selects the action node at the root having the maximum value of reward per unit cost among its vectors in \( A'_{m} \) (Line 13). This completes the agent's decision making step at time \( t \).

**Remark 2.** In the multi-agent setting as described in **Section II**, we merely have the agents asynchronously broadcast their action and observation history and each agent independently incorporates in its belief any such data it happens to receive (Line 5). Note that when the agents share their actions and observations, they can consequently hold similar posterior beliefs. However an agent at time \( t \) will not necessarily have access to all other agents’ histories from the previous \( t−1 \) time steps (i.e. \( |D| ≤ t − 1 \)) since agents may plan, execute and communicate at different rates. Thus the stochastic nature of our posterior sampling based algorithm enables multi-agent cost-aware active search without a central controller.

V. RESULTS

We now evaluate CAST by comparing in simulation the total cost incurred during multi-agent active search using cost-aware agents against the cost agnostic active search algorithms SPATS [9] and RSI [21]. SPATS is a TS based algorithm for asynchronous multi-agent active search, whereas RSI chooses sensing actions that maximize its information gain. We also consider sequential point sensing (PS) as a baseline for exhaustive coverage.

In our experiments, we focus on 2-dimensional (2D) search spaces discretized into \( 16 \times 16 \) square grid cells of width 10m. An agent can move horizontally or vertically at a constant speed of 5m/s. Each sensing action incurs a fixed cost of \( c_s \) seconds (s), in addition to the travel time between sensing locations. We note that the cost-aware active search strategy may differ depending on the relative magnitudes of per action sensing cost and per unit travel cost. Hence, for each setting, we will vary \( c_s \in \{0s, 50s\} \) to simulate high travel cost and high sensing cost respectively. Our goal is to estimate a \( k \)-sparse signal \( \beta \) by detecting all the \( k \) targets with \( J \) agents.

The search vector \( \beta \) is generated as a randomly uniform \( k \)-sparse vector in the search space. The agents are unaware of \( k \) and the generative prior. We set the signal to noise variance to 16. For CAST, we set \( \gamma = 0.97 \) and \( \alpha_s = 0.5 \). The hyperparameters in SPATS and RSI follow [9], [21]. We allow
the agents to continue searching the space until all targets have been recovered. Then, across 10 random trials we measure the mean and standard error (s.e.) of the total cost incurred by the team in recovering all \( k \) targets. We also plot the mean and s.e. of the full recovery rate achieved as a function of the total cost incurred. The full recovery rate is defined as the fraction of targets in \( \beta \) that are correctly identified. All agents start from the same location at one corner of the search space, fixed across trials. However, the exact instantiation of the search space varies across trials in terms of the position of the targets. Fig 2 shows full recovery rate versus total cost incurred with \( J \) agents looking for \( k = 5 \) targets in a 16 \times 16 search space. We vary the team size \( J \in \{4, 8, 12\} \). Table I indicates the corresponding total cost to correctly detect all targets. CAST simulates \( n = 25000 \) episodes with a lookahead horizon of 2 actions (\( d_{\text{max}} = 2 \)). Each agent can choose from 341 region sensing actions over successive time steps. We observe that CAST outperforms SPATS, RSI and PS, incurring a lower cost in its decision making, so all agents choose the same actions, leading to an increasing total cost with larger team sizes. On the other hand, the stochastic nature of TS based active search in SPATS is suited to the asynchronous and decentralized multi-agent setup and becomes competitive especially when sensing actions are more expensive than travelling (\( c_a = 50s \)) which aligns best with the objective of active information gathering. Exhaustive coverage in PS is comparable only with a smaller team size in case when travelling is expensive (\( J = 4, c_a = 0s \)) but outperforms SPATS in that setting, showing the need for cost-awareness in active search. Unfortunately in cases that do not match their most favorable scenarios, all of these algorithms exhibit poor cost efficiency. In contrast, the cost-aware agents using CAST’s posterior sampling based lookahead pareto-optimal planning and stochastic decision making are able to achieve cost efficiency across different cost scenarios with teams of varying sizes.

We also evaluate the robustness of CAST by comparing the total cost incurred to correctly identify all targets as the number of targets increases in the search space. Table II shows that CAST not only outperforms all others across multi-target and cost scenarios, additionally the total cost incurred is hardly affected by \( k \) since CAST enables cost awareness through decentralized decision making independent of team size \( J \) and sparsity rate \( k \). In contrast, SPATS being myopic in nature exhibits more randomness in the actions selected, whereas RSI approximates its mutual information objective assuming \( k = 1 \), thereby requiring more sensing actions to recover all targets as \( k \) increases. For further visualization of the cost-aware multi-agent behavior of CAST compared to RSI and SPATS, we refer to the webpage we created at this link.

VI. CONCLUSION

We have proposed CAST for detecting sparsely distributed targets without a central planner. Interesting directions of future work include predicting cost-aware trajectories for continuous sensing as well as cost-aware active search and tracking of dynamic targets.
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