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ABSTRACT

We show that it is algebraically consistent to express the string field theory operators $\partial$, $\mathcal{K}$ and $\mathcal{I}$ as inner derivations of the B-V algebra of string vertices. In this approach, the recursion relations for the string vertices are found to take the form of a ‘geometrical’ quantum master equation, $\frac{1}{2}\{\mathcal{B},\mathcal{B}\} + \Delta \mathcal{B} = 0$. We also show that the B-V delta operator cannot be an inner derivation on the algebra.
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1. Introduction and Summary

There has long been a desire reformulate string field theory in a simple and concise form. It has already been seen in [1], [2], [3], [4] and [5], how one might introduce the moduli spaces of decorated Riemann surfaces \( \mathcal{B}_{g,n}^{\bar{n}} \) of non-negative dimension (\( g \) indicating the genus, \( n \) the number of ordinary punctures and \( \bar{n} \) the number of special punctures), which implement the first and higher order background deformations of the closed bosonic string. There is the hope however, not only of completing this set but also of somehow including the remaining \( \mathcal{B} \)-spaces which can take all non-negative integral values of \((g, n, \bar{n})\), and in some way incorporating these into the action. The main obstruction to this had been the problem of interpreting those objects of ‘negative dimension’ which cannot be thought of as moduli spaces of surfaces in the usual sense.

A step in this direction was achieved in the work [4] of Zwiebach when the moduli space \( \mathcal{B}_{0,1}^1 \), naively of dimension \( ^\dagger -1 \), was introduced, being a sphere with one ordinary and one special puncture. Moreover, the antibracket sewing of this state was identified with the action of the operator \( \mathcal{I} \) responsible for changing an ordinary puncture into a special puncture, and the associated function \( f(\mathcal{B}_{0,1}^1) = -B_F^{(2)} = -\langle \omega_{12} | F' | \psi \rangle_2 \), which acquires a ghost insertion, was absorbed into the string action. This remarkable result demonstrated that the operator \( \mathcal{I} \), usually thought of as an outer derivation of the B-V algebra of string vertices, could itself be represented by the action of one of the string vertices, thus transforming it into an inner derivation of the algebra. As a result he was able to simplify the recursion relations for the \( \mathcal{B} \)-spaces, which took the following form,

\[
\partial \mathcal{B} - \mathcal{K} \mathcal{B} + \frac{1}{2} \{ \mathcal{B}, \mathcal{B} \} - \mathcal{V}_{0,3}' = 0 .
\] (1.1)

In the above, \( \mathcal{B} \) is a sum of moduli spaces of Riemann surfaces \( \mathcal{B} = \sum_{n,\bar{n}} \mathcal{B}_{0,n}^{\bar{n}} \) with \( n \) ordinary punctures and \( \bar{n} \) special punctures. In this summation \( n \) and \( \bar{n} \) can take all non-negative integral values with the exception of the spaces \( \mathcal{B}_{0,0}^{\bar{n}} \) (which would contribute constant terms to the action), \( \mathcal{B}_{0,1}^0 \) and \( \mathcal{B}_{0,2}^0 \). Given the success had with the operator \( \mathcal{I} \), one is led to ask whether the operators \( \partial \) and \( \mathcal{K} \) may similarly be expressible as inner derivations of the B-V algebra.

In this work we take the first step towards such a simplification. In particular, we succeed in deriving identifications for the operators \( \partial, \mathcal{K} \) and \( \mathcal{I} \), the auxiliary vertices \( \mathcal{V}_{0,3}' \) and \( \mathcal{T}_{0,1}' \), and

\[ ^\dagger \text{Recall that the dimension of } \mathcal{B}_{g,n}^{\bar{n}} \text{ is } 6g - 6 + 2n + 3\bar{n}. \]
the Hamiltonians $Q$ and $B^{(2)}_F$ in terms of the negative-dimensional spaces $B^1_{0,1}$ and $B^0_{0,2}$ (which we introduce). This implies the non-intuitive result that the operators $\partial$ and $\mathcal{K}$, previously thought to be outer derivations having no obvious description in terms of string vertices, could possibly be expressed as inner derivations. The recursion relations then take the form of a quantum master action for the $B$-spaces. The problem of simplifying the action turns out to be much harder, and will be addressed in [6].

Our paper is organised as follows.

In §2.1 we introduce the moduli space $B^0_{0,2}$ which has dimension $-2$ and is identified with the kinetic term $Q$ of the action, which is also the Hamiltonian associated to the BRST operator. In §2.2 we list the operator identities satisfied by $\partial$, $\mathcal{K}$ and $\mathcal{I}$. From these, we succeed in deriving the unique set of requirements on the spaces $B^0_{0,2}$ and $B^0_{0,1}$ implying consistent operator identifications not only for $\partial$, $\mathcal{K}$ and $\mathcal{I}$, but also the vertices $\mathcal{V}_{0,3}$ and $\mathcal{T}_{0,1}$. This demonstrates that these operators may be expressed as inner derivations as we had hoped. We also introduce related operators $\tilde{\partial}$, $\tilde{\mathcal{K}}$ and $\mathcal{H}$.

In §2.3 we state the resulting form of the quantum action around arbitrary string backgrounds and the corresponding recursion relations. These take a completely geometrical form in that they are described by a quantum master action for the string vertices. By expanding them we verify that they agree precisely with the earlier form.

In §2.4 we attempt to express the B-V delta operator as an inner derivation as was done for the other operators. This attempt fails as it has the implication of a vanishing antibracket.

We end in §3 with the conclusion. Unless explicitly stated otherwise, we will use units in which $\hbar = \kappa = 1$ throughout.

2. SFT Operators as Inner Derivations of the B-V Algebra

In this section, we shall introduce a new moduli space $B^0_{0,2}$ associated with the BRST Hamiltonian $Q$, and use it to attempt to identify the action of the operators $\partial$, $\mathcal{K}$ and $\mathcal{I}$ with the antibracket sewing of elements of the B-V algebra of string vertices. The fact that we succeed shows that these operators are expressible as inner derivations if the spaces $B^0_{0,2}$ and $B^1_{0,1}$ satisfy certain unusual properties.
2.1. The BRST Hamiltonian \( Q \) and the Moduli Space \( \mathcal{B}_{0,2}^0 \)

The BRST Hamiltonian \( Q = \frac{1}{2} \langle \omega_{12} | Q^{(2)} | \Psi \rangle | \Psi \rangle_2 \), which is also the kinetic term in the string action, may be represented by the standard twice-punctured sphere with both a \( c_0^- \) ghost and a BRST operator insertion as well as the two string field insertions. In the spirit of [4], just as \( B_F^{(2)} = \langle \omega_{12} | F \rangle | \Psi \rangle_2 \) was identified with \( -f(B_{0,1}^1) \), it is natural to introduce a moduli space \( \mathcal{B}_{0,2}^0 \) of dimension \( -2 \) which will be the standard sphere with two ordinary punctures which we have just mentioned, and then to identify \( Q \) with \( f(B_{0,2}^0) \). If we include \( \mathcal{B}_{0,2}^0 \) in the sum \( \star \mathcal{B} = \sum_{g,n,\bar{n}} \mathcal{B}_{g,n}^{\bar{n}} \), this will allow us to absorb the BRST Hamiltonian into the term \( f(\mathcal{B}) \) so that the expression for the quantum action simply becomes,

\[
S = S_{1,0} + f(\mathcal{B}),
\]

where \( S_{1,0} \) is the one-loop vacuum term, not present in the classical theory.

We state an identity which we will make use of in the next section. Let \( \mathcal{A} \) be any moduli space. Then from Eqn.(3.25) of [4],

\[
\{ Q, f(\mathcal{A}) \} = -f(\partial \mathcal{A} - (-)^{\bar{\mathcal{A}}} \mathcal{K} \mathcal{A}),
\]

where have introduced for convenience the notation \( \bar{\mathcal{A}} \equiv \mathcal{A} + \bar{n} \mathcal{A} \) for the grading. Given that \( Q = f(\mathcal{B}_{0,2}^0) \) this may be written,

\[
f(\{\mathcal{B}_{0,2}^0, \mathcal{A}\}) = f(\partial \mathcal{A} - (-)^{\bar{\mathcal{A}}} \mathcal{K} \mathcal{A}).
\]

This will be useful in finding moduli space identifications for the operators \( \partial \) and \( \mathcal{K} \), to which we now turn.

---

* Note for the quantum case that \( \mathcal{B} \) also includes the higher genus spaces of positive dimension introduced in [5].
2.2. $\partial, \mathcal{K}$ and $\mathcal{I}$ - Explicit Operator Identifications

We will now suppose that the operators $\partial$, $\mathcal{K}$ and $\mathcal{I}$ can be written as inner derivations on the B-V algebra and shall attempt to derive the general expressions for these operators in terms of elements of the B-V algebra of string vertices, using the standard operator identities satisfied by them as constraints. We recall the following list of operator identities,

\begin{align*}
\partial\{A, B\} &= \{\partial A, B\} + (-)^A+1\{A, \partial B\}, \\
\mathcal{K}\{A, B\} &= (-)^B+1\{\mathcal{K}A, B\} + \{A, \mathcal{K}B\}, \\
\mathcal{I}\{A, B\} &= (-)^B+1\{\mathcal{I}A, B\} + \{A, \mathcal{I}B\}.
\end{align*}

(2.4)

\begin{align*}
\partial^2 &= \mathcal{K}^2 = \mathcal{I}^2 = 0. \\
(\mathcal{K}\mathcal{I} + \mathcal{I}\mathcal{K})A &= \{A, \mathcal{T}_{0,1}^2\}, \\
[\partial, \mathcal{I}]A &= 0, \\
[\partial, \mathcal{K}]A &= (-)^{\mathcal{A}}\{\mathcal{V}_{0,3}', A\}.
\end{align*}

(2.5)

(2.6)

We also have the following properties, the first being Eqn.(2.3), and the second being Eqn.(5.17) of [4],

\begin{align*}
f(\partial A - (-)^A\mathcal{K}A) &= -\{Q, f(A)\} = f(\{B_{0,2}^0, A\}), \\
f(\mathcal{I}A) &= \{f(A), B_F^{(2)}\} = f(\{A, B_{0,1}^1\}).
\end{align*}

(2.7)

The three conditions which needs be satisfied to write string theory around non-conformal backgrounds Eqns.(3.9)-(3.11) of [4], are as follows,

\begin{align*}
\{Q, B_F^{(2)}\} &= -f(\mathcal{T}_{0,1}^2), \\
\frac{1}{2}\{Q, Q\} &= f(\mathcal{V}_{0,3}', \mathcal{V}_{0,3}) = f(\mathcal{V}_{0,3}'), \\
\{Q, f(\Sigma)\} &= f(\mathcal{K}\Sigma).
\end{align*}

(2.8)

(2.9)

(2.10)

The third of these is already satisfied as it was used to derive the first of Eqns.(2.7). The
remaining identities not included in the list above are as follows,

\[ \partial T_{0,1}^2 = \mathcal{F} \mathcal{V}_{0,3}^q, \]  

\[ T_{0,1}^2 = \mathcal{K} \mathcal{B}_{0,1}^1, \]  

\[ \mathcal{V}_{0,3}^q = \mathcal{K} \mathcal{B}_{0,2}^0. \]  

The first is Eqn.(4.18) of [3], the second is Eqn.(5.18) of [4], the third was explained in §3.4 of [4], and the fourth was mentioned as a postulate in a footnote in §5.3 of [4]. Our aim will be to find operator identifications and conditions on \( \mathcal{B}_{0,1}^1 \) and \( \mathcal{B}_{0,2}^0 \) which satisfy all of these equations.

Let us first attempt to satisfy Eqns.(2.4). We shall consider sums of operators of the form

\[ \{X, A\} = -(-)^{\bar{A}+1}(\bar{X}+1)\{A, X\}, \]

and

\[ \{A, Y\} = -(-)^{\bar{A}+1}(\bar{Y}+1)\{Y, A\}, \]

where \( X \) and \( Y \) are elements of the B-V algebra. So we shall try the general forms,

\[ \partial A = \{L, A\} + \{A, R\}, \]

\[ \mathcal{K} A = -\{L, A\} - \{A, R\}, \]

\[ \mathcal{I} A = \{r, A\} + \{A, l\}, \]

where \( L, R, L, R, l \) and \( r \) are elements of the B-V algebra to be found. The reason for the unusual notational and sign choices will be evident soon.

Let us consider the action of the general operator \( \mathcal{O} A = \{X, A\} + \{A, Y\} \) on the antibracket, and use it to deduce conditions on our unknown elements. We find,

\[ \mathcal{O}\{A, B\} = \{X, \{A, B\}\} + \{\{A, B\}, Y\} \]

\[ = -(-)^{\bar{B}+1}(\bar{X}+1)((-)^{\bar{A}+1}(\bar{B}+1)\{B, \{A, X\}\} + (-)^{\bar{A}+1}(\bar{X}+1)\{A, \{B, X\}\}) \]

\[ - (-)^{\bar{A}+1}(\bar{Y}+1)((-)^{\bar{B}+1}(\bar{Y}+1)\{Y, \{A, B\}\} + (-)^{\bar{A}+1}(\bar{B}+1)\{\{B, Y\}, A\}) \]

\[ = \{-(-)^{\bar{B}+1}(\bar{X}+1)\}\{X, A\} + (-)^{\bar{B}+1}(\bar{Y}+1)\{\{A, Y\}, B\} \]

\[ + \{A, (-)^{\bar{A}+1}(\bar{X}+1)\}\{X, B\} + (-)^{\bar{A}+1}(\bar{B}+1)\{B, Y\}) \]  

(2.15)

We apply this to the operators \( \partial, \mathcal{K} \) and \( \mathcal{I} \) whose postulated forms are written in Eqn.(2.14), and compare with Eqn.(2.4). We come to the following conclusions. For \( \partial \), we find that \( L \) is graded-even, and \( R \) vanishes. For \( \mathcal{K} \), we find that \( R \) is graded-even and \( L \) vanishes. Finally, for \( \mathcal{I} \) we find that \( l \) is graded-even, and \( r \) vanishes.
To summarise, we have $\mathcal{L} = \mathcal{R} = r = 0$ and,

\[
\begin{align*}
\partial \mathcal{A} &= \{L, \mathcal{A}\}, \\
\mathcal{K} \mathcal{A} &= -\{\mathcal{A}, R\}, \\
\mathcal{I} \mathcal{A} &= \{\mathcal{A}, l\},
\end{align*}
\]  

(2.16)

where $L$, $R$ and $l$ are each graded-even elements of the B-V algebra.

Consider now the nilpotency conditions. These imply the following constraints on $L$, $R$ and $l$,

\[
\{L, L\} = \{R, R\} = \{l, l\} = 0.
\]  

(2.17)

Let us now tackle the third set of conditions, Eqns.(2.6). For $\mathcal{K} \mathcal{I} + \mathcal{I} \mathcal{K}$ we find,

\[
\begin{align*}
(\mathcal{K} \mathcal{I} + \mathcal{I} \mathcal{K}) \mathcal{A} &= -\{\{\mathcal{A}, l\}, R\} - \{\{\mathcal{A}, R\}, l\} \\
&= \{(l, R), \mathcal{A}\} + (-)^{\mathcal{A}}\{\{R, \mathcal{A}\}, l\} - \{\{\mathcal{A}, R\}, l\} \\
&= -\{\mathcal{A}, \{l, R\}\},
\end{align*}
\]  

(2.18)

which is of the form we seek. We may make the operator identification,

\[
\mathcal{T}^2_{0,1} = -\{l, R\},
\]  

(2.19)

which must be non-vanishing. Turning now to the vanishing of $[\partial, \mathcal{I}]$, we find the condition,

\[
\{L, l\} = 0.
\]  

(2.20)

A similar calculation for $[\partial, \mathcal{K}]$ implies the operator identification,

\[
\mathcal{V}^\prime_{0,3} = -\{L, R\},
\]  

(2.21)

which must also be non-vanishing. The fourth set of conditions, Eqn.(2.7) helps us to identify the vertices which $L$, $R$ and $l$ are associated with. In particular we obtain the conditions,

\[
L + R = \mathcal{B}^0_{0,2},
\]  

(2.22)

\[
l = \mathcal{B}^1_{0,1}.
\]  

(2.23)

The latter condition fixes the form of $\mathcal{I}$ to be that stated in [4]. Consider now the conditions
for string theory around non-conformal backgrounds. Eqn.(2.8) requires that,

$$\{B^0_{0,2}, B^1_{0,1}\} = \{l, R\},$$  \hspace{1cm} (2.24)

Similarly, Eqn.(2.9) requires that,

$$\frac{1}{2} \{B^0_{0,2}, B^0_{0,2}\} = \{L, R\}.$$  \hspace{1cm} (2.25)

Finally, we consider the remaining identities, Eqns.(2.11)-(2.13). These imply the following set of constraints,

$$\{L, \{l, R\}\} = \{\{L, R\}, l\},$$  \hspace{1cm} (2.26)

$$\{l, R\} = \{B^1_{0,1}, R\},$$  \hspace{1cm} (2.27)

$$\{L, R\} = \{B^0_{0,2}, R\},$$  \hspace{1cm} (2.28)

It is a remarkable fact that this entire gamut of constraints is soluble, and that the unique solution is given by the following two requirements,

$$B^0_{0,2} = L + R,$$

$$B^1_{0,1} = l,$$  \hspace{1cm} (2.29)

supplemented with the following conditions,

$$\{L, L\} = \{R, R\} = \{l, l\} = \{L, l\} = \mathcal{L} = \mathcal{R} = r = 0.$$  \hspace{1cm} (2.30)

We shall suggest an explanation for these conditions in a forthcoming paper [7]. These imply the set of operator identifications Eqns.(2.16),

$$\partial A = \{L, A\},$$

$$\mathcal{K} A = -\{A, R\},$$

$$\mathcal{I} A = \{A, l\},$$  \hspace{1cm} (2.31)

and the special vertex identifications,

$$\mathcal{V}'_{0,3} = -\{L, R\},$$

$$\mathcal{T}^2_{0,1} = -\{l, R\}.$$  \hspace{1cm} (2.32)
For later use, we shall complete this set by introducing the following additional trio of operators,

\[ \tilde{\partial} A = \{R, A\} , \]
\[ \tilde{K} A = -\{A, L\} , \]
\[ \mathcal{H} A = -\{l, A\} . \]  
\hspace{1cm} (2.33)

The operators \( \tilde{\partial} \) and \( \tilde{K} \) will be discussed in detail in [7]. The operator \( \mathcal{H} \) is really just the operator \( \mathcal{I} \) with an additional \( A \)-dependent sign factor. The success we have had in reproducing the usual operator identities verifies that the operators \( \partial \) and \( K \) can, as was shown to be the case in [4] for \( \mathcal{I} \), be described as inner derivations of the B-V algebra.

### 2.3. Recursion Relations and the String Action

Given all the preparatory work of the last section, we will now simply state the form of the recursion relations and the string action around general backgrounds and then check that they are correct. The recursion relations are given by a ‘geometrical’ quantum B-V master equation for the \( B \)-space complex,

\[ \frac{1}{2} \{B, B\} + \Delta B = 0 , \]  
\hspace{1cm} (2.34)

and the string action is given by Eqn.(2.1),

\[ S = S_{1,0} + f(B) . \]  
\hspace{1cm} (2.35)

Here we have \( B = \sum_{g,n,\bar{n}} B_{g,n}^{\bar{n}} \), where the sum is over \( B \)-spaces with all values of \((g, n, \bar{n})\) except \( B_{1,0}^{0}, B_{1,0}^{1}, B_{0,0}^{0} \) and those with \( g = 0 \) and \( n + \bar{n} \leq 1 \). That this action satisfies the master equation is clear in view of the form of the recursion relations and the field-independence of \( S_{1,0} \). For a background which is conformal, this reduces to the correct form \( S = Q + S_{1,0} + f(V) \) where the kinetic term is \( Q = f(B_{0,2}^{0}) \).

In order to gain some insight into how the recursion relations of Eqn.(2.34) work, we will re-express them in such a way as to make them look a little more familiar. Let us rewrite the negative-dimensional \( B \)-spaces in their operator form and let us also introduce the notation \( \mathcal{B} \equiv B_{0,2}^{0} + B_{0,1}^{1} + \hat{\mathcal{B}} = L + R + l + \hat{\mathcal{B}} \), where the object \( \hat{\mathcal{B}} \) is the restriction of \( \mathcal{B} \) to the
non-negative dimensional $B$-spaces. Then the recursion relations may be written as follows,

\[ 0 = \frac{1}{2}\{B, B\} + \Delta B \]
\[ = \{L, R\} + \{l, R\} + \{l + R, \hat{B}\} + \{l, \hat{B}\} + \frac{1}{2}\{\hat{B}, \hat{B}\} + \Delta \hat{B} \]
\[ = -V_{0,3}' - T_{0,1}^2 + (\partial - K)\hat{B} + \mathcal{I}\hat{B} + \frac{1}{2}\{\hat{B}, \hat{B}\} + \Delta \hat{B}, \quad \text{(2.36)} \]

or perhaps more provocatively as,

\[ \partial \hat{B} = V_{0,3}' + T_{0,1}^2 + K\hat{B} - \mathcal{I}\hat{B} - \frac{1}{2}\{\hat{B}, \hat{B}\} - \Delta \hat{B}, \quad \text{(2.37)} \]

where in the first line we have expanded $B$ in terms of its components and used the fact that vertices are all graded-even to extract the operators $\partial, K$ and $\mathcal{I}$. Eqn.(2.37) should be compared with Eqn.(5.10) of [4]. The equivalence between our form of the recursion relations and (the quantum generalisation of) those claimed by Zwiebach is now transparent.

We might mention here that we have tacitly used the fact that $\Delta L$ and $\Delta R$ both vanish in deriving Eqn.(2.36), which is in accord with $\Delta Q = 0$ [8]. A geometrical explanation for this will also be suggested in [7].

Before we end, we shall discuss briefly the possibility of expressing the B-V delta operator as an inner derivation.

**2.4. The B-V Delta Operator - An Inner Derivation?**

The B-V delta operator satisfies several identities similar to those of $\partial, K$ and $\mathcal{I}$. We have shown in §2 that these three operators may consistently be expressed as inner derivations in such a way that the usual identities are satisfied. We now ask ourselves the question of whether the same might be possibly with the $\Delta$ operator. This seems an unlikely proposal, but it turns out to be surprisingly close to working, the failure being a somewhat indirect implication of the B-V antibracket being a derivation of the graded-commutative and associative dot product on moduli spaces.

* Recall that $\mathcal{M} \equiv K - \mathcal{I}$ and that the $\Delta$-term would be expected in the naive quantum generalisation of Eqn.(5.10).
Let us list the usual identities known to be satisfied by the $\Delta$ operator,

$$\Delta \{ A, B \} = \{ \Delta A, B \} + (-)^{A+1} \{ A, \Delta B \}, \quad (2.38)$$

$$(\partial \Delta + \Delta \partial) = 0, \quad (2.39)$$

$$[\Delta, \mathcal{K}] = 0, \quad (2.40)$$

$$\Delta^2 \mathcal{A} = 0. \quad (2.41)$$

Assuming the identifications derived earlier for $\partial$, $\mathcal{K}$ and $\mathcal{I}$, the second identity actually follows from the first which we demonstrate as follows,

$$\Delta \partial \mathcal{A} = \Delta \{ L, \mathcal{A} \} = \{ \Delta L, \mathcal{A} \} - \{ L, \Delta \mathcal{A} \} = -\{ L, \Delta \mathcal{A} \} = -\partial \Delta \mathcal{A}, \quad (2.42)$$

while a similar calculation verifies the third identity. We might also use this construction to ‘predict’ the identity $[\Delta, \mathcal{I}] = 0$.

Now Eqn.(2.38) is very reminiscent of an analogous identity, Eqn.(2.4) which is satisfied by $\partial$, and this strongly suggests an identification,

$$\Delta \mathcal{A} = \{ \mathcal{X}, \mathcal{A} \}, \quad (2.43)$$

where $\mathcal{X}$ is an element of the B-V algebra to be found. The fourth condition of nilpotency gives the following condition on $\mathcal{X}$,

$$\{ \mathcal{X}, \{ \mathcal{X}, \mathcal{A} \} \}. \quad (2.44)$$

This vanishes identically only if $\mathcal{X}$ is graded-even and satisfies,

$$\{ \mathcal{X}, \mathcal{X} \} = 0. \quad (2.45)$$

This all seems very encouraging as the logic so far has been identical to the cases of $\partial$, $\mathcal{K}$ and $\mathcal{I}$. However, the B-V delta operator satisfies one more identity, Eqn.(3.14) of [9], which relates
it to (and can be used to define) the B-V antibracket,

\[ \{A, B\} = (-)^{\hat{A}} \Delta (A \cdot B) + (-)^{\hat{A}+1} (\Delta A) \cdot B - A \cdot (\Delta B) , \tag{2.46} \]

where the moduli spaces form an algebra under the graded-commutative and associative product denoted by the ‘·’. Applying Eqn.(2.43) to Eqn.(2.46), we find the following condition,

\[ \{A, B\} = (-)^{\hat{A}} \{X, A \cdot B\} + (-)^{\hat{A}+1} \{X, A\} \cdot B - A \cdot \{X, B\} . \tag{2.47} \]

But the antibracket satisfies the following property with respect to the dot product,

\[ \{X, A \cdot B\} = \{X, A\} \cdot B + (-)^{(\hat{X}+1)} \hat{A} \cdot \{X, B\} . \tag{2.48} \]

Our space \( \mathcal{X} \) is graded-even, so applying this to Eqn.(2.47) we find that this would imply that the antibracket identically vanishes! This shows that the B-V delta operator cannot be described as an inner derivation of the algebra, despite initial promise.

3. Conclusion

We have shown that it is possible to consistently identify the usual string field theory operators with the elementary moduli spaces \( \mathcal{B}_{0,2}^0 \) and \( \mathcal{B}_{0,1}^1 \) of ‘negative dimension’, so that \( \partial \), \( \mathcal{K} \) and \( \mathcal{I} \), may be considered as inner derivations of the B-V algebra of string vertices.

The recursion relations took the form of a ‘geometrical’ quantum master equation, a fact which suggests that this a phenomenon restricted not only to string theory, but may be of much more general applicability. The action is still not quite in the form we would like, namely \( S = f(\mathcal{B}) \), and this is a reflection of the fact that there are still several string vertices excluded from the sum \( \mathcal{B} \). Including the remaining string vertices proves to be difficult yet possible, and this will be the subject of a forthcoming paper [6].

An attempt to express the operator \( \Delta \) as an inner derivation on the B-V algebra failed, though the matter shall be discussed again under different circumstances in [7].
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