Abstract

This paper studies optimal consumption, investment, and healthcare spending under Epstein-Zin preferences. Given consumption and healthcare spending plans, Epstein-Zin utilities are defined over an agent's random lifetime, partially controllable by the agent as healthcare reduces mortality growth. To the best of our knowledge, this is the first time Epstein-Zin utilities are formulated on a controllable random horizon, via an infinite-horizon backward stochastic differential equation with superlinear growth. A new comparison result is established for the uniqueness of associated utility value processes. In a Black-Scholes market, the stochastic control problem is solved through the related Hamilton-Jacobi-Bellman (HJB) equation. The verification argument features a delicate containment of the growth of the controlled mortality process, which is unique to our framework, relying on a combination of probabilistic arguments and analysis of the HJB equation. In contrast to prior work under time-separable utilities, Epstein-Zin preferences facilitate calibration. The model-generated mortality closely approximates actual mortality data in the US and UK; moreover, the efficacy of healthcare can be calibrated and compared between the two countries.
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1 Introduction

Mortality, the probability that someone alive today dies next year, exhibits an approximate exponential growth with age, as observed by Gompertz [13] in 1825. Despite the steady decline of mortality at all age groups across different generations, the exponential growth of mortality within each generation has remained remarkably stable, which is called the Gompertz law. Figure 1 displays this clearly: in the US, mortality of the cohort born in 1900 and that of the cohort born in 1940 grew exponentially at a similar rate; the latter is essentially shifted down from the former.

At the intuitive level, this “shift down” of mortality across generations can be ascribed to continuous improvement of healthcare and accumulation of wealth. Understanding precisely how
Figure 1: Mortality rates (log scale) at adults’ ages for the cohorts born in 1900 and 1940 in the US. The dots are actual data (Berkeley Human Mortality Database) and the lines are model-implied mortality curves.

does this “shift down” materializes demands careful modeling in which wealth evolution, healthcare choices, and the resulting mortality are all endogenous. Standard models of consumption and investment do not seem to serve the purpose: the majority, e.g. [35], [25], [26], and [30], consider no more than exogenous mortality, leaving no room for healthcare.

Recently, Guasoni and Huang [15] directly modeled the effect of healthcare on mortality: healthcare reduces Gompertz’ natural growth rate of mortality, through an efficacy function that characterizes the effect of healthcare spending in a society. Healthcare, as a result, indirectly increases utility from consumption accumulated over a longer lifetime. Under the constant relative risk aversion (CRRA) utility function $U(x) = \frac{x^{1-\gamma}}{1-\gamma}$, $0 < \gamma < 1$, an optimal strategy of consumption, investment, and healthcare spending is derived in [15], where the constraint $0 < \gamma < 1$ is justified by interpreting $1/\gamma$ as an agent’s elasticity of intertemporal substitution (EIS). Specifically, to model mortality endogenously, we need to be cautious of potential preference for death over life. To avoid this, [15] assumes that an agent can leave a fraction $\zeta \in (0, 1]$, not necessarily all, of his wealth at death to beneficiaries, reflecting the effect of inheritance and estate taxes. It is shown in [15] that the optimization problem is ill-posed for $\gamma > 1$. Indeed, with $\gamma > 1$, or EIS less than one, the income effect of future loss of wealth at death is so substantial that the agent reduces current consumption to zero, leading to the ill-posedness; see below [15, Proposition 3.2] for details.

Despite the progress in [15], the artificial relation that EIS is the reciprocal of relative risk aversion, forced by CRRA utility functions, significantly restricts its applications. Although a preliminary calibration was carried out in [15, Section 5], it was not based on the full-fledged model in [15], but a simplified version without any risky asset. Indeed, once a risky asset is considered, it is unclear whether $\gamma$ should be calibrated to relative risk aversion or EIS. More crucially, empirical studies largely reject relative risk aversion and EIS being reciprocals to each other: it is widely accepted that EIS is larger than one (see e.g. [3], [2], [6], and [5]), while numerous estimates of relative risk aversion are also larger than one (see e.g. [32], [8], and [17]).

In this paper, we investigate optimal consumption, investment, and healthcare spending under

---

1 As an exception, the literature on health capital, initiated by [14], considers endogenous healthcare. Despite its development towards more realistic models, e.g. [11], [10], [35], [15], [10], the Gompertz law remains largely absent.
preferences of Epstein-Zin type, which disentangle relative risk aversion (denoted by $0 < \gamma \neq 1$) and EIS (denoted by $\psi > 0$). In particular, we impose throughout the paper

**Assumption 1.** $\psi > 1$ and $\gamma > 1/\psi$.

This specification implies a preference for early resolution of uncertainty (as explained in [31]), and conforms to empirical estimations mentioned above.

Our Epstein-Zin utility process has several distinctive features. First, it is defined on a random horizon $\tau$, the death time of an agent. Prior studies on Epstein-Zin utilities focus on a fixed-time horizon; see e.g. [8], [28], [23], [29], [22], and [34]. To the best our knowledge, random-horizon Epstein-Zin utilities are developed for the first time in Aurand and Huang [1], where the horizon is assumed to be a stopping time adapted to the market filtration. Our studies complement [1], by allowing for a stopping time (i.e. the death time) that need not depend on the financial market. Second, the random horizon $\tau$ is *controllable*: one slows the growth of mortality via healthcare spending, which in turn changes the distribution of $\tau$. Note that a controllable random horizon was considered in a few prior studies, e.g. [21] and [9], but all under time-separable utilities. Third, to formulate our Epstein-Zin utilities, we need not only a given consumption stream $c$ (as in the literature), but also a specified healthcare spending process $h$. Given the pair $(c, h)$, the Epstein-Zin utility is defined as the right-continuous process $\tilde{V}_{c,h}$ that satisfies a random-horizon dynamics (i.e. (2.6) below), with a jump at time $\tau$. Thanks to techniques of filtration expansion, we decompose $V_{c,h}$ as a function of $\tau$ and a process $V_{c,h}$ that solves an infinite-horizon backward stochastic differential equation (BSDE) under solely the market filtration; see Proposition 2.1. That is, the randomness from death and from the market can be dealt with separately. By deriving a comparison result for this infinite-horizon BSDE (Proposition 2.2), we are able to uniquely determine the Epstein-Zin utility $\tilde{V}_{c,h}$ for any $k$-admissible strategy $(c, h)$ (Definition 2.3); see Theorem 2.1.

In a Black-Scholes financial market, we maximize the time-0 Epstein-Zin utility $\tilde{V}_{c,h}$ over permissible strategies $(c, \pi, h)$ of consumption, investment, and healthcare spending (Definition 4.2). First, we derive the associated Hamilton-Jacobi-Bellman (HJB) equation, from which a candidate optimal strategy $(c^*, \pi^*, h^*)$ is deduced. Taking advantage of a scaling property of the HJB equation, we reduce it to a nonlinear ordinary differential equation (ODE), for which a unique classical solution exists on strength of the Perron method construction in [15]. This, together with a general verification theorem (Theorem 3.1), yields the optimality of $(c^*, \pi^*, h^*)$; see Theorem 4.1.

Compared with classical Epstein-Zin utility maximization, the additional controlled mortality process $M^h$ in our case adds nontrivial complexity. In deriving the comparison result Proposition 2.2 standard Gronwall’s inequality cannot be applied due to the inclusion of $M^h$. As shown in Appendix A.2, a transformation of processes, as well as the use of both forward and backward Gronwall’s inequalities, are required to circumvent this issue. On the other hand, in carrying out verification arguments, we need to contain the growth of $M^h$ to ensure that the Epstein-Zin utility is well-defined. This is done through a combination of probabilistic arguments and analysis of the aforementioned nonlinear ODE; see Appendix A.3 for details.

Our model is calibrated to mortality data in the US and UK. Under the simplifying assumption that the cohort born in 1900 had no healthcare and the cohort born in 1940 had full access to healthcare, we generate an endogenous mortality curve for the 1940 cohort. Figure 1 shows that the model-implied mortality (red line) closely reproduces actual data in the US (red dots). Our model performs well also for the UK data; see Figure 2. We also compute the optimal healthcare spending across different ages (Figure 3a) and calibrate the efficacy of healthcare in these two countries (Figure 3b).

The rest of the paper is organized as follows. Section 2 establishes Epstein-Zin utilities over one’s random lifetime, with healthcare spending incorporated. Section 3 introduces the problem
of optimal consumption, investment, and healthcare spending under Epstein-Zin preferences, and derives the related HJB equation and a general verification theorem. Section 4 characterizes optimal consumption, investment, and healthcare spending in three different settings of aging and access to healthcare. Section 5 calibrates our model to mortality data in the US and UK. Most proofs are collected in Appendix A.

2 Epstein-Zin Preferences with Healthcare Spending

Let \((\Omega, \mathcal{F}, \mathbb{P})\) be a probability space equipped with a filtration \(\mathcal{F} = (\mathcal{F}_t)_{t \geq 0}\) that satisfies the usual conditions. Consider another probability space \((\Omega', \mathcal{F}', \mathbb{P}')\) supporting a random variable \(Z\) that has an exponential law

\[ \mathbb{P}'(Z > z) = e^{-z}, \quad z \geq 0. \]  

We denote by \((\bar{\Omega}, \bar{\mathcal{F}}, \bar{\mathbb{P}})\) the product probability space \((\Omega \times \Omega', \mathcal{F} \times \mathcal{F}', \mathbb{P} \times \mathbb{P}')\). The expectations taken under \(\mathbb{P}, \mathbb{P}', \) and \(\bar{\mathbb{P}}\) will be denoted by \(E, \mathbb{E}', \) and \(\bar{\mathbb{E}}\), respectively.

Consider an agent who obtains utility from consumption, partially determines his lifespan through healthcare spending, and has bequest motives to leave his wealth at death to beneficiaries. Specifically, we assume that the mortality rate process \(M\) of the agent evolves as

\[ dM_t = (\beta - g(h_t))M_t dt, \quad M_0 = m > 0, \]  

where \(h = (h_t)_{t \geq 0}\), a nonnegative \(\mathbb{F}\)-progressively measurable process, represents the proportion of wealth spent on healthcare at each time \(t\), while \(g : \mathbb{R}^+ \to \mathbb{R}^+\) is the efficacy function that prescribes how much the natural growth rate of mortality \(\beta > 0\) is reduced by healthcare spending \(h_t\). For any \(\bar{\omega} = (\omega, \omega') \in \bar{\Omega}\), the random lifetime of the agent is formulated as

\[ \tau(\bar{\omega}) := \inf \left\{ t \geq 0 : \int_0^t M_s h(\omega) ds \geq Z(\omega') \right\}. \]  

The information available to the agent is then defined as \(\mathcal{G} = (\mathcal{G}_t)_{t \geq 0}\) with

\[ \mathcal{G}_t := \mathcal{F}_t \vee \mathcal{H}_t, \quad \text{where} \quad \mathcal{H}_t := \sigma \left( 1\{\tau \leq u\}, u \in [0, t] \right). \]  

That is, at any time \(t\), the agent knows the information contained in \(\mathcal{F}_t\) and whether he is still alive (i.e. whether \(\tau > t\) holds); he has no further information of \(\tau\), as the random variable \(Z\) is inaccessible to him. Finally, we assume that the agent can leave a fraction \(\zeta \in (0, 1]\), not necessarily all, of his wealth at death to beneficiaries, reflecting the effect of inheritance and estate taxes.

Remark 2.1. As a modeling simplification mainly for the purpose of tractability, the controlled mortality \(2.2\) (borrowed from \(15\)) assumes that healthcare expenses relative to wealth, rather than in absolute terms, affect mortality growth.

Now, let us define a non-standard Epstein-Zin utility process that incorporates healthcare spending. First, recall the Epstein-Zin aggregator \(f : \mathbb{R}^+ \times \mathbb{R} \to \mathbb{R}\) given by

\[ f(c, v) := \delta \left( \frac{1 - \gamma}{1 - \frac{1}{\psi}} \left( \frac{c}{((1 - \gamma)v)^{\frac{1}{\psi}}} \right)^{\frac{1}{1 - \phi}} - 1 \right) \]  

\[ = \delta \left( \frac{1 - \psi}{1 - \frac{1}{\psi}} \right) \left( (1 - \gamma)v \right)^{1 - \frac{1}{\psi}} - \delta \theta v, \quad \text{with} \quad \theta := \frac{1 - \gamma}{1 - \frac{1}{\psi}}, \]  

\((2.5)\)
Proof. Let $V$ be an $\mathbb{F}$-progressively measurable process satisfying $\mathbb{E}[\sup_{s \in [0,t]} |V_s|] < \infty$ for all $t \geq 0$. For any $G : \Omega \times \mathbb{R}_+ \times \mathbb{R} \to \mathbb{R}$, we say $V$ is a solution to the infinite-horizon BSDE
\begin{equation}
    dV_t = -G(\omega, t, V_t)dt + d\mathbb{M}_t, \tag{2.7}
\end{equation}
if the following conditions hold: (i) $(G(\cdot, t, V_t(\cdot)))_{t \geq 0}$ is $\mathbb{F}$-progressively measurable, and (ii) for any $T > 0$ there exists an $\mathbb{F}$-martingale $(\mathbb{M}_t)_{t \in [0,T]}$ such that (2.7) holds for $0 \leq t \leq T$.

Remark 2.2. Without a terminal condition, (2.7) can have infinitely many solutions. Indeed, as long as $G$ admits proper monotonicity, there are solutions to (2.7) that satisfy “$\lim_{t \to \infty} V_t = \xi$ for $\mathcal{F}$-measurable random variable $\xi$” or “$\lim_{t \to \infty} \mathbb{E}[e^\rho V_t] \to 0$ for $\rho > 0$”; see [7] and [12]. We will address this non-uniqueness issue by enforcing appropriate “terminal behavior”; see Remark 2.6.

The next result shows that the $\mathcal{G}$-adapted $\tilde{V}$ in (2.6) can be expressed as a function of $\tau$ and an $\mathbb{F}$-adapted process $V$ that satisfies an infinite-horizon BSDE.

Proposition 2.1. Let $c, h$ be nonnegative $\mathbb{F}$-progressively measurable. Then, $\tilde{V}$ is a $\mathcal{G}$-adapted semimartingale, with $\mathbb{E}[\sup_{s \in [0,t]} |\tilde{V}_s|] < \infty$ for all $t \geq 0$, that satisfies (2.6) if and only if
\begin{equation}
    \tilde{V}_t = V_t 1_{\{t < \tau\}} + \zeta^{1-\gamma} V_{\tau^-} 1_{\{t \geq \tau\}} \quad \forall t \geq 0, \tag{2.8}
\end{equation}
where $V$ is an $\mathcal{F}$-adapted semimartingale, with $\mathbb{E}[\sup_{s \in [0,t]} |V_s|] < \infty$ for all $t \geq 0$, that satisfies the infinite-horizon BSDE
\begin{equation}
    dV_t = -F(c_t, M^h_t, V_t)dt + d\mathbb{M}_t, \tag{2.9}
\end{equation}
with $F : \mathbb{R}_+ \times \mathbb{R}_+ \times \mathbb{R} \to \mathbb{R}$ defined by
\begin{equation}
    F(c, m, v) := f(c, v) - (1 - \zeta^{1-\gamma})mv. \tag{2.10}
\end{equation}

Proof. See Section A.1.

Remark 2.3. Proposition 2.1 actually holds more generally beyond the specific driver $f$ in (2.5) and the boundary condition “$\tilde{V}_T = \zeta^{1-\gamma} V_{\tau^-}$” for $T \geq \tau$ encoded in (2.6). Specifically, in (2.6), if we allow for a general Borel driver $f$ and replace $\zeta^{1-\gamma} V_{\tau^-}$ therein by $H(\tilde{V}_{\tau^-})$ for a general continuous function $H$ that grows at most linearly, the arguments in the proof of Proposition 2.1 (see Section A.1) still hold, leading to an upgraded version of Proposition 2.1 with $\zeta^{1-\gamma} V_{\tau^-}$ in (2.8) and $\zeta^{1-\gamma} v$ in (2.10) replaced by $H(V_{\tau^-})$ and $H(v)$, respectively.
In view of Proposition 2.1 to uniquely determine the Epstein-Zin utility process $\tilde{V}$, we need to find a suitable class of stochastic processes among which there exists a unique solution to (2.9). To this end, we start with imposing appropriate integrability and transversality conditions.

**Definition 2.2.** For any $k \in \mathbb{R}$, define $\Lambda := \delta \theta + (1 - \theta)k$. Then, for any nonnegative $\mathbb{F}$-progressively measurable $h$, we denote by $\mathcal{E}_k^h$ the set of all $\mathbb{F}$-adapted semimartingales $Y$ that satisfy the following integrability and transversality conditions:

$$
\mathbb{E} \left[ \sup_{s \in [0,t]} |Y_s| \right] < \infty \; \forall t > 0 \quad \text{and} \quad \lim_{t \to \infty} e^{-\Lambda t} \mathbb{E} \left[ e^{-\gamma (\psi - 1)} \frac{1 - \frac{c}{1 - \gamma} M^h_s}{1 - \gamma} \int_0^t M^h ds \right] = 0.
$$

**Remark 2.4.** Condition (2.11) is similar to [23, (2.3)], but the controlled mortality $M^h$ in our case complicates the transversality condition: unlike [24, (2.3)], the exponential term no longer contains a constant rate, but a stochastic one involving $M^h$. This adds nontrivial complexity to deriving a comparison result (Proposition 2.2) and the use of verification arguments (Theorem 4.1).

**Remark 2.5.** The constant $\Lambda := \delta \theta + (1 - \theta)k$ in (2.11) can be negative, even when $k > 0$ (as will be assumed in Section 4). In such a case, (2.11) stipulates that $M^h$ must increase fast enough to neutralize the growth of $e^{-\Lambda t}$, such that the transversality condition can be satisfied.

We now introduce the appropriate collection of strategies $(c, h)$ we will focus on.

**Definition 2.3.** Let $c, h$ be nonnegative $\mathbb{F}$-progressively measurable. For any $k \in \mathbb{R}$, we say $(c, h)$ is $k$-admissible if there exists $V \in \mathcal{E}_k^h$ satisfying (2.9) and

$$
V_s \leq \delta \theta \left( k + (\psi - 1) \frac{1 - \psi}{1 - \gamma} M^h_s \right) - \theta \frac{1 - \psi}{1 - \gamma} \int_0^s \epsilon^h d\epsilon, \quad \forall s \geq 0.
$$

**Remark 2.6.** Condition (2.12) is the key to a comparison result for (2.9), as shown in Proposition 2.2 below. In a sense, (2.11), (2.12) is the enforced “terminal behavior”, under which a solution to (2.7) can be uniquely identified. Technically, (2.12) is similar to typical conditions imposed for infinite-horizon BSDEs, such as [7, (H1')] and the one in [12, Theorem 5.1]: all of them require the solution to be bounded from above by a tractable process. Moreover, for classical Epstein-Zin utilities (without healthcare), a similar condition was imposed in [24, (2.5)]. In fact, Definition 2.3 is in line with [24, Definition 2.1], but adapted to include the controlled mortality $M^h$.

A comparison result for BSDE (2.9) can now be established.

**Proposition 2.2.** Let $k \in \mathbb{R}$ and $c, h$ be nonnegative $\mathbb{F}$-progressively measurable processes. Suppose that $V^1 \in \mathcal{E}_k^h$ is a solution to (2.9) and $V^2 \in \mathcal{E}_k^h$ is a solution to (2.7). If $V^1$ satisfies (2.12) and $F(c_t, M_t, V^2_t) \leq G(t, V^2_t)$ $d\mathbb{P} \times dt$-a.e., then $V^1_t \leq V^2_t$ for $t \geq 0$ $\mathbb{P}$-a.s.

**Proof.** See Section A.2.

The next result is a direct consequence of Propositions 2.1 and 2.2.

**Theorem 2.1.** Fix $k \in \mathbb{R}$. For any $k$-admissible $(c, h)$, there exists a unique solution $V^{c,h} \in \mathcal{E}_k^h$ to (2.9) that satisfies (2.12). Hence, the Epstein-Zin utility $\tilde{V}^{c,h}$ can be uniquely determined via (2.8).

**Remark 2.7.** Results in this section in fact hold true more generally, for certain specifications of $(\psi, \gamma)$ that do not fulfill Assumption 1. For instance, for the cases “$\psi \in (0, 1)$, $\gamma > 1/\psi$” and “$\psi, \gamma \in (0, 1)$”, Theorem 2.1 can be similarly established by suitably adjusting (2.11), (2.12). This will allow the main result of this paper, Theorem 4.1 below, to be generalized to these cases.
3 Problem Formulation

Let $B = (B_t)_{t \geq 0}$ be an $\mathbb{F}$-adapted standard Brownian motion. Consider a financial market with a riskfree rate $r > 0$ and a risky asset $S_t$ given by

$$dS_t = (\mu + r)S_t dt + \sigma S_t dB_t,$$

where $\mu \in \mathbb{R}$ and $\sigma > 0$ are given constants. Given initial wealth $x > 0$, at each time $t \geq 0$, an agent chooses a consumption rate $c_t$, invests a fraction $\pi_t$ of his wealth on the risky asset, and spends another fraction $h_t$ on healthcare. The resulting dynamics of the wealth process $X$ is

$$dX_t = X_t (r + \mu \pi_t - h_t) dt - c_t dt + X_t \sigma \pi_t dB_t, \quad X_0 = x. \quad (3.2)$$

**Definition 3.1.** For all $k \in \mathbb{R}$, let $\mathcal{H}_k$ be the set of strategies $(c, \pi, h)$ such that $(c, h)$ is $k$-admissible (Definition 2.3), $\pi$ is $\mathbb{F}$-progressively measurable, and a unique solution $X^{c,\pi,h}_t$ to (3.2) exists.

The agent aims at maximizing his lifetime Epstein-Zin utility $\mathbb{V}^{c,h}_0$ by choosing $(c, \pi, h)$ in a suitable collection of strategies $\mathcal{P}$, i.e.

$$\sup_{(c,\pi,h) \in \mathcal{P}} \mathbb{V}^{c,h}_0 = \sup_{(c,\pi,h) \in \mathcal{P}} V^{c,h}_0, \quad (3.3)$$

where the equality follows from (2.8). In this section, we only require $\mathcal{P}$ to satisfy

$$\mathcal{P} \subseteq \mathcal{H}_k \quad \text{for some } k \in \mathbb{R}. \quad (3.4)$$

Our focus is to establish a versatile verification theorem under merely (3.4). A more precise definition of $\mathcal{P}$, depending on specification of $\beta, \gamma,$ and $\zeta$, will be introduced in Definition 4.2.

3.1 A General Verification Theorem

Under the current Markovian setting (i.e. (3.1) and (3.2)), we take

$$v(x, m) := \sup_{(c,\pi,h) \in \mathcal{P}} V^{c,h}_0, \quad (3.5)$$

i.e. the optimal value should be a function of the current wealth and mortality. The relation (A.10), derived from (2.6), suggests the following dynamic programming principle: With the shorthand notation $p = (c, \pi, h)$ and $p_s = (c_s, \pi_s, h_s)$ for $s \geq 0$, for any $T > 0$,

$$v(x, m) = \sup_{p \in \mathcal{P}} \mathbb{E} \left[ \int_0^T e^{-\int_0^s M^h} dr \left( f(c_s, v(X^p_s, M^h_s)) + \zeta^{1-\gamma} M^h v(X^p_s, M^h_s) \right) + e^{-\int_0^T M^h} ds v(X^p_T, M^h_T) \right]. \quad (3.6)$$

By applying Itô’s formula to $e^{-\int_0^t M^h} v(X^p_t, M^h_t)$, assuming enough regularity of $v$, we get

$$e^{-\int_0^t M^h} v(X^p_t, M^h_t) - v(x, m) = \int_0^T \mathbb{L}^p_s [v] (X^p_t, M^h_t) - M^h v(X^p_t, M^h_t) dt + \int_0^T e^{-\int_0^s M^h} ds \mathbb{L}^p_s v(x, m) dB_t,$$

where the operator $\mathbb{L}^{a,b,d} \cdot$ is defined by

$$\mathbb{L}^{a,b,d}[\kappa](x, m) := ((r + \mu - d)x - a) \kappa_x(x, m) + (\beta - g(d)) m \kappa_m(x, m) + \frac{1}{2} \sigma^2 b^2 x^2 \kappa_{xx}(x, m), \quad (3.7)$$
for any $\kappa \in C^{2,1}(\mathbb{R}_+ \times \mathbb{R}_+)$. We can then rewrite \([3.6]\) as

$$0 = \sup_{p \in P} \mathbb{E} \left[ \int_0^T e^{-\int_0^t M_h \, dt} \left( f(c_s, v(X^p_s, M^h_s)) + (\zeta^{1-\gamma} - 1)M^h_s v(X^p_s, M^h_s) + L^p_s[v(X^p_s, M^h_s)] \right) \, ds \right].$$

The HJB equation associated with $v(x, m)$ is then

$$0 = \sup_{c \in \mathbb{R}_+} \{ f(c, w(x, m)) - cw_x(x, m) \} + \sup_{h \in \mathbb{R}_+} \{ -g(h)mw_m(x, m) - hw_x(x, m) \}
+ \sup_{\pi \in \mathbb{R}} \left\{ \mu \pi x w_x(x, m) + \frac{1}{2} \sigma^2 \pi^2 x^2 w_{xx}(x, m) \right\}
+ rxw_x(x, m) + \beta mw_m(x, m) + (\zeta^{1-\gamma} - 1)mw(x, m), \ \forall (x, m) \in \mathbb{R}_+^2. \quad (3.8)$$

Equivalently, this can be written in the more compact form

$$\sup_{c, h \in \mathbb{R}_+, \pi \in \mathbb{R}} \left\{ L^{c, \pi, h}[w](x, m) + f(c, w(x, m)) \right\} + (\zeta^{1-\gamma} - 1)mw(x, m) = 0, \ \forall (x, m) \in \mathbb{R}_+^2. \quad (3.9)$$

**Theorem 3.1.** Let $w \in C^{2,1}(\mathbb{R}_+ \times \mathbb{R}_+)$ be a solution to \((3.8)\) and $P$ satisfy \((3.4)\). Suppose for any $(c, \pi, h) \in P$, the process $w(X^{c, \pi, h}_t, M^h_t)$, $t \geq 0$, belongs to $\mathbb{E}^{c, \pi, h}_k$ (with $k \in \mathbb{K}$ specified by \((3.4)\)) and

$$\mathbb{E} \left[ \sup_{s \in [0, t]} \pi X^{c, \pi, h}_s w_x(X^{c, \pi, h}_s, M^h_s) \right] < \infty, \ \forall t > 0. \quad (3.10)$$

Then, the following holds.

(i) $w(x, m) \geq v(x, m)$ on $\mathbb{R}_+ \times \mathbb{R}_+$.

(ii) Suppose further that there exist Borel measurable functions $\bar{c}, \bar{\pi}, \bar{h} : \mathbb{R}_+^2 \to \mathbb{R}$ such that $\bar{c}(x, m)$, $\bar{\pi}(x, m)$, and $\bar{h}(x, m)$ are maximizers of

$$\sup_{c \in \mathbb{R}_+} \{ f(c, w(x, m)) - cw_x(x, m) \}, \ \sup_{\pi \in \mathbb{R}} \left\{ \mu \pi x w_x(x, m) + \frac{1}{2} \sigma^2 \pi^2 x^2 w_{xx}(x, m) \right\}, \quad (3.11)$$

$$\sup_{h \in \mathbb{R}_+} \{ -g(h)mw_m(x, m) - hw_x(x, m) \}, \quad (3.12)$$

respectively, for all $(x, m) \in \mathbb{R}_+^2$. If $(c^*, \pi^*, h^*)$ defined by

$$c^*_t := \bar{c}(X_t, M_t), \ \pi^*_t := \bar{\pi}(X_t, M_t), \ \bar{h}^*_t := \bar{h}(X_t, M_t), \quad t \geq 0, \quad (3.13)$$

belongs to $P$ and $W^*_t := w(X^{c^*, \pi^*, h^*}_t, M^h_t)$ satisfies \((2.12)\) (with $V, c, h$ replaced by $W^*, c^*, h^*$), then $(c^*, \pi^*, h^*)$ optimizes \((3.5)\) and $w(x, m) = v(x, m)$ on $\mathbb{R}_+ \times \mathbb{R}_+$.

**Proof.** (i) Fix $(x, m) \in \mathbb{R}_+^2$. Consider an arbitrary $p = (c, \pi, h) \in P$. For any $T \geq 0$ and $t \in [0, T]$, by applying Itô’s formula to $w(X^p_s, M^h_s)$, we get

$$w(X^p_T, M^h_T) = w(X^p_0, M^h_0) + \int_0^T L^p_s[w](X^p_s, M^h_s) \, ds + \int_0^T \sigma \pi_s X^p_s w_x(X^p_s, M^h_s) \, dB_s,$$

where the operator $L^{a,b,d}[-]$ is defined in \((3.7)\). Thanks to \((3.10)\), $u \mapsto \int_0^u \sigma \pi_s X^p_s w_x(X^p_s, M^h_s) \, dB_s$ is a true martingale. Hence, the above equality shows that $W^*_t := w(X^p_t, M^h_t)$ is a solution to BSDE \((2.7)\), with $G(\omega, s, v) := -L^p_s(\omega)[w](X^p_s(\omega), M^h_s(\omega))$. On the other hand, \((3.4)\) implies that
(c, h) is k-admissible, so that there exists a unique solution \( V^{c,h} \in \mathcal{E}^h_k \) to (2.9) that satisfies (2.12) (Theorem 2.1). Since \( w \) is a solution to (3.8), and equivalently to (3.9), we have
\[
F(c_s, M^h_s, W_s) = f(c_s, W_s) + (\zeta^{1-\gamma} - 1)M^h_s W_s \leq -L^p[w](X^*_s, M^h_s). \tag{3.14}
\]
We then conclude from Proposition 2.2 that \( W_t \geq V^{c,h}_t \) for all \( t \geq 0 \). In particular, \( w(x, m) = W_0 \geq V^{c,h}_0 \). By the arbitrariness of \((c, \pi, h) \in \mathcal{P}, w(x, m) \geq \sup_{(c,x,h)} \mathcal{P} V^{c,h}_0 = v(x, m), \) as desired.

(ii) Fix \((x, m) \in \mathbb{R}^2_+ \). If \((c^*, \pi^*, h^*) \in \mathcal{P}, \) we can repeat the arguments in part (a), obtaining (3.14) with the inequality replaced by equality. This shows that \( W_t \in (X^c_0, \pi^*, h^*) \) is a solution to (2.9). Also, (3.4) implies that \((c^*, h^*) \) is k-admissible, so that there is a unique solution \( V^{c,h} \in \mathcal{E}^h_k \) to (2.9) satisfying (2.12) (Theorem 2.1). As \( V^* \) also satisfies (2.12), we have \( W_t = V^{c,h} \) for all \( t \geq 0 \); particularly, \( w(x, m) = W_0 = V^{c,h}_0 \). With \( w(x, m) \geq \sup_{(c,x,h)} \mathcal{P} V^{c,h}_0 = v(x, m) \) in part (a), we conclude \( w(x, m) = v(x, m) \) and \((c^*, \pi^*, h^*) \in \mathcal{P} \) is an optimal control. \( \square \)

3.2 Reduction to an Ordinary Differential Equation

If we assume heuristically that \( w_{xx} < 0, w_m < 0, g \) is differentiable, and the inverse of \( g' \) is well-defined, then the optimizers stated in Theorem 3.1 (ii) can be uniquely determined as
\[
\bar{c}(x, m) = \delta^g [(1-\gamma)w(x, m)]^{(1-\frac{h}{\psi})}, \quad \bar{\pi}(x, m) = -\frac{\mu}{\sigma^2}x w_{xx}(x, m), \quad \bar{h}(x, m) = (g')^{-1} \left( -\frac{x w_{xx}(x, m)}{m w_{x m}(x, m)} \right). \tag{3.15}
\]
Plugging these into (3.8) yields
\[
0 = \frac{\delta^g}{\psi - 1} \left[ (1-\gamma)v(x, m) \right]^{(1-\frac{h}{\psi})} - \delta \theta v(x, m) - \frac{1}{2} \left( \frac{\mu}{\sigma} \right)^2 v_{xx}(x, m) + rv_{x x}(x, m) + \beta v_{x m}(x, m) + \sup_{h \in \mathbb{R}^+} \left\{ g(h) + \frac{h v_{x x}(x, m)}{m v_{x m}(x, m)} \right\}. \tag{3.16}
\]
Using the ansatz \( w(x, m) = \delta^g \frac{x^{1-\gamma}}{1-\gamma} u(m) - \frac{\mu}{\sigma^2}, \) the above equation reduces to
\[
0 = u(m)^2 - \tilde{c}_0(m) u(m) - \beta mu'(m) + mu'(m) \sup_{h \in \mathbb{R}^+} \left\{ g(h) - (\psi - 1) \frac{u(m)}{mu'(m)} h \right\}, \quad m > 0, \tag{3.17}
\]
where
\[
\tilde{c}_0(m) := \psi \delta + (1-\psi) \left( \frac{(\zeta^{1-\gamma} - 1)m}{1-\gamma} + r + \frac{1}{2} \left( \frac{\mu}{\sigma} \right)^2 \right). \tag{3.18}
\]
Moreover, the maximizers in (3.15) now become
\[
\bar{c}(x, m) = xu(m), \quad \bar{\pi} \equiv \frac{\mu}{\gamma \sigma^2}, \quad \bar{h}(m) = (g')^{-1} \left( (\psi - 1) \frac{u(m)}{mu'(m)} \right). \tag{3.19}
\]
These maximizers indeed characterize optimal consumption, investment, and healthcare spending, as will be shown in the next section.
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4 The Main Results

Let us now formulate the set $\mathcal{P}$ of permissible strategies $(c, \pi, h)$ in the optimization problem [3.3]. First, take $k \in \mathbb{R}$ in Definition 2.2 to be

$$k^* := \delta \psi + (1 - \psi) \left( r + \frac{1}{2\gamma} \left( \frac{\mu}{\sigma} \right)^2 \right),$$

so that $\Lambda \in \mathbb{R}$ in Definition 2.2 becomes

$$\Lambda^* := \delta \theta + (1 - \theta) k^* = \delta \gamma \psi + (1 - \gamma \psi) \left( r + \frac{1}{2\gamma} \left( \frac{\mu}{\sigma} \right)^2 \right).$$

Definition 4.1. Let $\mathcal{P}_1$ the set of strategies $(c, \pi, h)$ such that $(c, \pi, h) \in H_{k^*}$, $(X^{c,\pi,h})^{1-\gamma}$ satisfies (2.11) (with $\Lambda \in \mathbb{R}$ therein taken to be $\Lambda^*$) as well as $E\left[ \sup_{x \in \mathbb{R}} \pi_s(X^{c,\pi,h}_s)^{1-\gamma} \right] < \infty$ for $t \geq 0$

Let $\mathcal{P}_2$ be defined as $\mathcal{P}_1$, except that the second part of (2.11) is replaced by

$$\lim_{t \to \infty} e^{-\Lambda t} E \left[ e^{-\eta (\psi - 1 - \frac{1}{1-\gamma})} \int_0^t M_s \pi_s(X^{c,\pi,h}_s)^{1-\gamma} \right] = 0, \text{ for some } \eta \in (1 - \frac{1}{\gamma}, 1).$$

Definition 4.2. The set of permissible strategies $(c, \pi, h)$, denoted by $\mathcal{P}$, is defined as follows.

(i) For the case $\beta = 0$ and $g \equiv 0$ (i.e. with neither aging nor healthcare), $\mathcal{P} := \mathcal{P}_1$.

(ii) For the case $\beta > 0$ (i.e. with aging),

$$\mathcal{P} := \begin{cases} \mathcal{P}_1, & \text{if } \gamma \in (\frac{1}{\psi}, 1) \text{ or } \zeta = 1, \\ \mathcal{P}_2, & \text{if } \gamma > 1 \text{ and } \zeta \in (0, 1), \end{cases}$$

Remark 4.1. When there is aging ($\beta > 0$), for the case $\gamma > 1$ and $\zeta \in (0, 1)$, we need $(X^{c,\pi,h})^{1-\gamma}$ to satisfy the slightly stronger condition (4.3) (than the transversality condition in (2.11)), so that the general verification Theorem 3.1 can be applied; see Appendix A.4 for details.

The rest of the section presents main results in three different settings of aging and access to healthcare, in order of complexity.

4.1 Neither Aging nor Healthcare

When the natural growth rate of mortality is zero ($\beta = 0$) and healthcare is unavailable ($g \equiv 0$), the mortality process is constant, i.e. $M_t \equiv m$. Consequently, in the HJB equation (3.8), all derivatives in $m$ should vanish; also, as $v(x, m)$ is nondecreasing in $x$ by definition, the second supremum in (3.8) should be zero. Corresponding to this largely simplified HJB equation, (3.17) reduces to

$$0 = u(m)^2 - \tilde{c}_0(m) u(m),$$

which directly implies $u(m) = \tilde{c}_0(m)$. The problem (3.5) can then be solved explicitly.

Proposition 4.1. Assume $\beta = 0$ and $g \equiv 0$. For any $m \geq 0$, if $\tilde{c}_0(m) > 0$ in (3.18), then

$$v(x, m) = \delta^\theta \frac{x^{1-\gamma}}{1-\gamma} \tilde{c}_0(m)^{-\frac{g}{\psi}} \text{ for } x > 0.$$
Proposition 4.1 shows that without aging and healthcare, optimal investment follows classical Merton’s proportion, while the optimal consumption rate is the constant $\tilde{c}_0(m)$, dictated by the fixed mortality $m$. By (3.18), for the case $\zeta = 1$, $\tilde{c}_0(m) \equiv \psi \delta + (1 - \psi) (r + \frac{1}{\gamma} \left(\frac{\mu}{\gamma}\right)^2)$ no longer depends on $m$. Indeed, with no loss of wealth (and thus utility) at death, dying sooner or later does not make a difference to one who maximizes lifetime utility plus bequest utility.

As $\frac{\zeta^{1-\gamma} - 1}{1-\gamma} < 0$ for $\zeta < 1$ and $0 < \gamma \neq 1$, we observe from (3.18) that a larger mortality rate $m$ induces a larger consumption rate due to EIS $\psi > 1$. This can be explained by the usual income and substitution effects in response to negative wealth shocks. A larger mortality rate makes the loss of wealth at death more pressing and imminent. This reduces the total income generated by saving up to the death time, leading to the income effect that reduces consumption in the current period. On the other hand, as saving is now less effective in generating future income, the opportunity cost of consumption in the current period decreases. This brings about the substitution effect that increases current consumption. As is known in the literature, when EIS $\psi > 1$, the substitution effect prevails, encouraging the agent to consume more.

### 4.2 Aging without Healthcare

When the natural growth of mortality is positive ($\beta > 0$) but healthcare is unavailable ($g \equiv 0$), mortality grows exponentially, i.e. $M_t = me^{\beta t}$. As $g \equiv 0$ and $\psi(x,m)$ is nondecreasing in $x$ by definition, the second supremum in (3.8) vanishes. It follows that (3.17) reduces to

$$0 = u(m) - \tilde{c}_0(m)u(m) - \beta mu'(m), \quad m > 0. \quad (4.4)$$

This type of differential equations can be solved explicitly.

**Lemma 4.1.** Fix $\ell > 0$, and define the function $u_\ell : \mathbb{R}_+ \rightarrow \mathbb{R}_+$ by

$$u_\ell(m) := \left(\frac{1}{\ell} \int_0^\infty e^{\frac{\psi - 1}{\sigma} (\zeta^{1-\gamma} - 1)m(y + 1)\gamma (1 + k^*)} dy\right)^{-1}. \quad (4.5)$$

If $k^* > 0$ in (4.1), then $u_\ell$ is the unique solution to the ordinary differential equation

$$0 = u^2(m) - \tilde{c}_0(m)u(m) - \ell m u'(m), \quad \forall m > 0, \quad (4.6)$$

such that $\lim_{\ell \rightarrow 0} u_\ell(m) = \tilde{c}_0(m)$. Moreover, $u_\ell$ satisfies

$$u_\ell(0) = \tilde{c}_0(0) = k^* > 0, \quad \lim_{m \rightarrow \infty} [u_\ell(m) - (\tilde{c}_0(m) + \ell)] = 0,$n

$$\tilde{c}_0(m) < u_\ell(m) < \tilde{c}_0(m) + \ell, \quad \forall m > 0. \quad (4.7)$$

**Proof.** Similarly to (A.8) in [15], (4.6) admits the general solution

$$u(m) = \ell e^{\psi (\zeta^{1-\gamma} - 1)m} \left(C \beta m \frac{k^*}{\mu} + \int_1^\infty e^{\psi (\zeta^{1-\gamma} - 1)m v^{-\gamma}(1+\frac{\beta}{\gamma})} dv\right)^{-1}, \quad \text{with } C \in \mathbb{R}.\)$$

To ensure $\lim_{\ell \rightarrow 0} u(m) = \tilde{c}_0(m)$, we need $C = 0$, which identifies the corresponding solution as

$$u_\ell(m) = \ell e^{\psi (\zeta^{1-\gamma} - 1)m} \left(\int_1^\infty e^{\psi (\zeta^{1-\gamma} - 1)m v^{-\gamma}(1+\frac{\beta}{\gamma})} dv\right)^{-1}. \quad (4.5)$$

A straightforward change of variable then gives the formula (4.5). Now, replacing the positive constants $\frac{\delta + (\gamma - 1)\beta}{\gamma}$, $\beta$, and $\frac{1-\zeta^{1-\gamma}}{\gamma}$ in [15] Lemma A.1 by $k^*$, $\ell$, and $-\frac{\psi - 1}{\gamma} (\zeta^{1-\gamma} - 1)$ in our setting, we immediately obtain the remaining assertions. \qed
Proposition 4.2. Assume $\beta > 0$ and $g \equiv 0$. If $k^* > 0$ in (4.1), then
\[ v(x, m) = \delta^\beta \frac{x^{1-\gamma}}{1-\gamma} u_\beta(m)^{-\theta} \psi, \quad (x, m) \in \mathbb{R}^2_+, \]
where $u_\beta : \mathbb{R}_+ \to \mathbb{R}_+$ is defined as in (4.5), with $\ell = \beta$. Furthermore, $c_t^* := u_\beta(me^{\beta t})X_t$, $\pi_t^* := \frac{u}{\gamma \sigma^2}$, and $h_t^* := 0$, for $t \geq 0$, form an optimal control for (3.5).

Proof. See Section A.5.

Observe from (3.18) and (4.1) that
\[ c_0(m) = k^* + (\psi - 1) \frac{(1 - \zeta^{1-\gamma})m}{1-\gamma}. \] (4.8)

As $\psi > 1$ and $\frac{1 - \zeta^{1-\gamma}}{1-\gamma} > 0$ for all $0 < \gamma \neq 1$, the condition $k^* > 0$ ensures $\tilde{c}_0(m) > 0$ for all $m > 0$.

This, together with $u_\beta > \tilde{c}_0$ (4.7) with $\ell = \beta$, shows that $k^* > 0$ in Proposition 4.2 is essentially a well-posedness condition, ensuring that the optimal consumption rate $u_\beta(me^{\beta t})$ is strictly positive for all $t \geq 0$. Moreover, with $\ell = \beta$, (4.7) stipulates that aging enlarges consumption rate, but the increase does not exceed the growth of aging $\beta > 0$; note that the increase in consumption results from the same substitution effect as discussed below Proposition 4.1.

4.3 Aging and Healthcare

For the general case where the natural growth of mortality is positive ($\beta > 0$) and healthcare is available ($g \neq 0$), we need to deal with the equation (3.17) in its full complexity.

Assumption 2. Let $g : \mathbb{R}_+ \to \mathbb{R}_+$ be twice differentiable with $g(0) = 0$, $g'(h) > 0$ and $g''(h) < 0$ for $h > 0$, and satisfies the Inada condition
\[ g'(0+) = \infty \quad \text{and} \quad g'(\infty) = 0, \] (4.9)
as well as
\[ g(I(\psi - 1)) < \beta \quad \text{with} \quad I := (g')^{-1}. \] (4.10)

Condition (4.10) was first introduced in [15]. Its purpose will be made clear after the optimal healthcare spending strategy $h^*$ is introduced in Theorem 4.1; see Remark 4.3.

Lemma 4.2. Suppose Assumption 2 holds. If $k^* > 0$ in (4.1), there exists a unique nonnegative, strictly increasing, strictly concave, classical solution $u^* : \mathbb{R}_+ \to \mathbb{R}_+$ to (3.17). Furthermore, define
\[ \underline{\beta} := \beta - \sup_{h \geq 0} \{g(h) - (\psi - 1)h\} \in (0, \beta). \]

Then, \( \lim_{m \to \infty} \left[ u^*(m) - (\tilde{c}_0(m) + \underline{\beta}) \right] = 0 \) and
\[ u_\beta(m) \leq u^*(m) \leq \min\{u_\beta(m), \tilde{c}_0(m) + \underline{\beta}\} \quad \forall m > 0. \] (4.11)

Proof. By replacing positive constants $\frac{1 - \gamma}{\gamma}$, $\frac{\delta + (1-\gamma)r}{\gamma}$, and $\frac{1 - \zeta^{1-\gamma}}{\gamma}$ in [15] Appendix A.3 (particularly Theorems 3.1 and 3.2) by $\psi - 1$, $k^*$, and $-\psi - 1$ in our setting, we get the desired results.

Remark 4.2. The tractable lower and upper bounds for $u^*$ in (4.11) will play a crucial role in verification arguments in the proof of Theorem 4.1 below, as well as calibration in Section 5.
Theorem 4.1. Suppose Assumption 2 holds. If \( k^* > 0 \) in (4.1), then
\[
v(x, m) = \delta^\vartheta \frac{x^{1-\gamma}}{1-\gamma} u^*(m)^{-\vartheta}, \quad (x, m) \in \mathbb{R}^2_+,
\]
(4.12)
where \( u^* : \mathbb{R}_+ \to \mathbb{R}_+ \) is the unique nonnegative, strictly increasing, strictly concave, classical solution to (3.17). Furthermore, \((c^*, \pi^*, h^*)\) defined by
\[
c_t^* := u^*(M_t)X_t, \quad \pi_t^* := \frac{\mu}{\gamma \sigma^2}, \quad h_t^* := (g')^{-1} \left((\psi - 1) \frac{u^*(M_t)}{M_t(u^*)'(M_t)}\right), \quad t \geq 0
\]
is an optimal control for (3.5).
Proof. See Section A.4 \(\Box\)

Theorem 4.1 identifies the marginal efficacy of optimal healthcare spending, \(g'(h_t^*)\), to be inversely proportional to \(\frac{m(u^*)'(m)}{u^*(m)}\), the elasticity of consumption with respect to mortality, where the constant of proportionality depends on EIS \(\psi\). Note that a larger EIS implies less healthcare spending, as \((g')^{-1}\) is strictly decreasing. In a sense, healthcare spending is like saving: it crowds out current consumption, but potentially enlarges future consumption by extending one’s lifetime. Since a larger EIS means a stronger substitution effect (as discussed below Proposition 4.1), one substitutes more consumption for saving-like healthcare spending with a larger \(\psi\).

Remark 4.3. As the same argument in [15, Lemma A.2] implies \(\frac{u^*(m)}{m(u^*)(m)} \geq 1\) for \(m > 0\),
\[
g(h_t^*) = g\left(1 - \frac{(\psi - 1) u^*(M_t)}{M_t(u^*)'(M_t)}\right) \leq g(I(\psi - 1)) < \beta,
\]
(4.13)
where the last inequality is due to (4.10). In other words, (4.10) stipulates that optimizing healthcare spending can only reduce, but not reverse, the growth of mortality.

Remark 4.4. Since the transferred wealth at death is \(\zeta X_{t-}^c, \pi^*, h^*\), (4.12) indicates that
\[
\delta^\vartheta \frac{\zeta X_{t-}^c, \pi^*, h^*}{1-\gamma} u^*(M_{t-})^{-\vartheta} = \zeta^{1-\gamma} v(X_{t-}^c, \pi^*, h^*, M_{t-}h^*),
\]
i.e. the loss of wealth at death reduces utility by a factor of \(\zeta^{1-\gamma}\), confirming the setup in (2.6).

Remark 4.5. For the case \(\psi = 1/\gamma > 1\), Propositions 4.1, 4.2 and Theorem 4.1 reduce to results in [15] under time-separable utilities; see Propositions 3.1, 3.2, and Theorems 3.4, 4.1 therein.

5 Calibration: A Preliminary View

In this section, we calibrate the model in Section 4.3 to actual mortality data. We take as given \(r = 1\%, \delta = 3\%, \psi = 1.5, \gamma = 2, \zeta = 50\%, \mu = 5.2\%, \text{ and } \sigma = 15.4\%.\) A safe rate \(r = 1\%\) approximates the long-term average real rate on Treasury bills in [4], and the time preference \(\delta = 3\%\) is also consistent with estimates therein; \(\psi = 1.5\) is estimated in [3]; \(\gamma = 2\) follows the specification in [22] and [34]; \(\mu = 5.2\%\) and \(\sigma = 15.4\%\) are taken from the long-term study [19]; \(\zeta = 50\%\) is a rough estimate of inheritance and estate taxes in developed countries. These values ensure \(k^* > 0\) in (4.1). In addition, we take the efficacy function \(g : \mathbb{R}_+ \to \mathbb{R}_+\) to be
\[
g(z) = a \cdot (z^\vartheta / q), \quad \text{with } a > 0 \text{ and } q \in (0, 1).
\]
(5.1)
The equation (3.17) then becomes
\[ u^2(m) - \tilde{c}_0(m)u(m) - \beta mu'(m) + ((1 - q)/q)a^{1/q}((\psi - 1)u(m))^{1-q} (mu'(m))^{1-q} = 0, \quad (5.2) \]
and the optimal healthcare spending process is now \( h_t^* = (a^{-1}(\psi - 1)) \frac{u^*(M_t)}{M_t'(u^*)(M_t)} \frac{1}{m'} \), where \( u^* \) is the unique solution to (5.2). The endogenous mortality is then
\[ dM_t = M_t \left( \beta - \frac{1}{q}a^{1/q}((\psi - 1) \frac{u^*(M_t)}{M_t'(u^*)(M_t)} \frac{1}{m'}) \right) dt, \quad M_0 = m_0 > 0. \quad (5.3) \]

We calibrate \( \beta > 0, a > 0, q \in (0,1), \) and \( m_0 > 0 \) to mortality data in the US and UK. For each country, the natural growth rate of mortality \( \beta > 0 \) is estimated from mortality data for the cohort born in 1900, assuming no healthcare available. Given this estimated \( \beta > 0, \) healthcare parameters \( a > 0 \) and \( q \in (0,1) \) in (5.1), as well as initial mortality \( m_0 > 0, \) are calibrated by matching the endogenous mortality curve (5.3) with mortality data for the cohort born in 1940, through minimizing the mean squared error (MSE). Essentially, we work under the assumption that the 1900 cohort had no access to healthcare (whence its mortality grew exponentially with the Gompertz law) and the 1940 cohort had full access to healthcare. This is a crude simplification, but conforms to several realistic constraints; see [15, Section 5.2].

It is worth noting that solving (5.2) directly for \( u^* \) is challenging. To the best of our knowledge, the mainstream solvers (e.g. in Mathematica and Matlab) crucially require that the first derivative \( u'(m) \) in a first-order ODE be expressed as a function of \( u(m) \) and \( m. \) Such an expression is not available to (5.2) because of the nonlinearity induced by \( g(z) = az^q/q. \) In an attempt to circumvent this, we follow [22, Algorithm 8.1] to approximate \( u^* \) in a recursive manner. The algorithm, however, converges for some specifications of \((a, q)\) and diverges otherwise. This makes it inappropriate for the purpose of calibration, where we need to solve (5.2) for a wide range of \((a, q)\) and select the best specification that brings the model-implied mortality closest to data.

In view of this, we settle ourselves with a fairly simple approximate of \( u^* \), i.e.
\[ \overline{u}(m) := \frac{1}{2} \left( u_\tilde{c}(m) + \min\{u_\beta(m), \tilde{c}_0(m) + \beta\}\right), \quad (5.4) \]
which is the average of the upper and lower bounds of \( u^* \) in (4.11). By Lemmas 4.1 and 4.2
\[ \sup_{m > 0} |u^*(m) - \overline{u}(m)| \leq \beta/2 \quad \text{and} \quad \lim_{m \downarrow 0} |u^*(m) - \overline{u}(m)| = \lim_{m \uparrow \infty} |u^*(m) - \overline{u}(m)| = 0. \]
As \( \overline{u}(m) \) has an explicit formula for any specification of \((a, q)\), thanks to the formulas (3.18) and (4.5), it facilitates the calibration significantly. The results are listed in Table 1.

| Table 1  Calibration Results |
|-----------------------------|
| Country        | \( \beta \) (%) | \( m_0 \times 10^4 \) | \( a \) | \( q \) | Model MSE \( \times 10^6 \) | MSE \( \times 10^6 \) |
|-----------------------------|
| United States (US) | 7.24069 | 1.34995 | 0.19 | 0.61 | 0.0436896 | 0.128984 |
| United Kingdom (UK) | 7.79605 | 0.843827 | 0.19 | 0.60 | 0.0249924 | 0.12755 |

We stress that the calibration performed in this section, based on \( \overline{u} \) in (5.4), is only preliminary. A more sophisticated approximation of \( u^* \) is certainly needed for an in-depth, full-fledged calibration. The purpose of our preliminary study is to demonstrate the potential of our model and possibly draw more attention to this problem for further developments.

\[2\] [22, Algorithm 8.1] converges desirably for a typical Epstein-Zin utility maximization problem without the consideration of healthcare. When healthcare is considered, the convergence breaks down due to the added efficacy function \( g(z) = az^q/q. \)
5.1 Results

In Figure 1, the blue line is obtained by linearly regressing mortality data of the 1900 cohort (blue dots), while the red line is the model-implied mortality curve calibrated to mortality data of the 1940 cohort (red dots). Clearly, our model reproduces declines in mortality that are very close to ones observed historically. When compared with [15, Figure 5.2], Figure 1 provides a much better fit. This improvement can be attributed to the use of Epstein-Zin utilities (so that $\gamma$ and $\psi$ can both take empirically relevant values), the inclusion of risky assets, and modifications of calibration methods. Figure 2 shows that our model also performs well for the UK data.

We also compare our model performance with linear regression. Indeed, without any idea of healthcare, one can model mortality data of the 1940 cohort by linear regression (as we did for the 1900 cohort). Our model outperforms linear regression: the sixth column of Table 1 reports MSEs under our model, significantly smaller than those under linear regression in the seventh column.
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**Figure 2:** Mortality rates (log scale) at adults’ ages for the cohorts born in 1900 and 1940 in the UK. The dots are actual data (Berkeley Human Mortality Database) and the lines are model-implied mortality curves.

Figure 3a displays the model-implied optimal healthcare spending. In both countries, the proportion of wealth spent on healthcare is negligible at age 40, but increases to 0.5-1% at age 80. Figure 3b presents the calibrated efficacy function $g(h) = \alpha \frac{h^q}{q}$ for the two countries. It particularly indicates that healthcare is more effective (in reducing mortality growth) in the UK than in the US. Along with Figure 3a, we find that lower efficacy of healthcare is compensated by larger healthcare spending relative to wealth. That is, with enhanced efficacy, our model stipulates less healthcare spending, instead of more to exploit the reduced marginal cost to curtail mortality growth.

While Figure 3b hints at the potential of our model as a new analytic tool for healthcare efficacy, we stress that a more in-depth statistical and economic analysis is required here. First, one needs to find the confidence intervals for the estimated $(\alpha, q)$, so as to test the hypothesis that the parameter differences across countries are statistically significant. Second, the economic interpretation of $q$ demands further investigation. While a higher $\alpha$ unambiguously raises efficacy, the effect of $q$ is subtle: The efficacy increases faster with a lower $q$ when $h$ is small, but with a larger $q$ when $h$ is large. A careful analysis of these issues is well-warranted but beyond the scope of this paper, and we will leave it for future research.
A Proofs

A.1 Proof of Proposition 2.1

First, we assume that \( \tilde{V} \) is a \( G \)-adapted semimartingale, with \( \tilde{\mathbb{E}}[\sup_{s \in [0,t]} |\tilde{V}_s|] < \infty \) for all \( t \geq 0 \), that satisfies (2.6). Our goal is to show that \( \tilde{V} \) must be of the form (2.8). In view of (2.3) and (2.1), for any \( 0 \leq t \leq s \), it holds for \( \tilde{\mathbb{P}} \)-a.e. \( \tilde{\omega} = (\omega,\omega') \in \tilde{\Omega} \) that

\[
\tilde{\mathbb{P}}(\tau > t \mid \mathcal{F}_s \vee \mathcal{H}_t)(\tilde{\omega}) = e^{-\int_t^s M^h_u(\omega)du} 1_{\{\tau > t\}}(\tilde{\omega}), \quad \forall t \leq \ell \leq s. \tag{A.1}
\]

Also, since \( \tilde{V} \) is a \( G \)-adapted semimartingale, it follows from (2.4) that there exists an \( F \)-adapted semimartingale \( V \) such that

\[
\tilde{V}_t = V_t \quad \tilde{\mathbb{P}}\text{-a.s. on } \{ t < \tau \}, \quad \forall t \geq 0. \tag{A.2}
\]

Indeed, for any fixed \( \omega \in \Omega \), consider \( A_t(\omega) := \{ \omega' \in \Omega' : t < \tau(\omega,\omega') \} \) for all \( t \geq 0 \). As \( \tilde{V} \) is \( G \)-adapted, (2.4) implies \( \tilde{V}(\omega,\omega') \) is constant \( \tilde{\mathbb{P}}'\text{-a.s. on } A_t(\omega) \). By defining \( V_t(\omega) = \tilde{V}_t(\omega,\omega') \), with \( \omega' \in A_t(\omega) \), for all \( t \geq 0 \), \( V \) is an \( F \)-adapted semimartingale satisfying (A.2). Also note that \( \mathbb{E}[\sup_{s \in [0,t]} |V_s|] < \infty \), as \( \tilde{\mathbb{E}}[\sup_{s \in [0,t]} |\tilde{V}_s|] < \infty \), for all \( t \geq 0 \). Now, observe that

\[
\tilde{\mathbb{E}} \left[ \int_{t \wedge \tau}^{t \wedge \tau} f(c_s, V_{s}^{c,h}) ds \right] = \tilde{\mathbb{E}} \left[ \int_t^T 1_{\{s < \tau\}} f(c_s, V_{s}^{c,h}) ds \right] = \int_t^T \tilde{\mathbb{E}} \left[ f(c_s, V_{s}^{c,h}) 1_{\{s < \tau\}} \right] ds
\]

\[
= \int_t^T \tilde{\mathbb{E}} \left[ f(c_s, V_{s}^{c,h}) e^{-\int_s^\tau M^h_u du} \right] ds
\]

where the second and last equalities follow from Fubini’s theorem for conditional expectations (see [27, Theorem 27.17]), the third equality is due to the tower property of conditional expectations and
the fourth equality results from $c_s \in \mathcal{F}_s$ and $V_{c,h}^{c,h} \in \mathcal{F}_s$, and the fifth equality holds thanks to (A.1). Next, for $\mathbb{P}$-a.e. fixed $\tilde{\omega} = (\omega, \omega') \in \tilde{\Omega}$, consider the cumulative distribution function of $\tau$ given the information $\mathcal{F}_T \vee \mathcal{H}_t$, i.e.

$$F(s) := \mathbb{P}(\tau \leq s \mid \mathcal{F}_T \vee \mathcal{H}_t)(\tilde{\omega}), \quad s \geq 0.$$  

Thanks to (A.1), $F(s) = 1 - e^{-\int_t^s M_h^b(\omega)du}1_{\{t < \tau\}}(\tilde{\omega})$ for $t \leq s \leq T$. This implies

$$\eta(s) := F'(s) = M_s^h(\omega)e^{-\int_t^s M_h^b(\omega)du}1_{\{t < \tau\}}(\tilde{\omega}), \quad \text{for } t \leq s \leq T,$$

which is the density function of $\tau$ given the information $\mathcal{F}_T \vee \mathcal{H}_t$. It follows that

$$\mathbb{E} \left[ \tilde{V}_{T-}^{c,h} 1_{\{\tau \leq T\}} \mid \mathcal{G}_t \right] = \mathbb{E} \left[ V_{T-}^{c,h} 1_{\{\tau \leq T\}} \mid \mathcal{G}_t \right] 1_{\{\tau \leq t\}} + \mathbb{E} \left[ \tilde{V}_{T-}^{c,h} \mathbb{E} [1_{\{\tau \leq T\}} \mid \mathcal{F}_t \vee \mathcal{H}_t] \mid \mathcal{F}_t \vee \mathcal{H}_t \right]$$

$$= V_{T-}^{c,h} 1_{\{\tau \leq t\}} + \mathbb{E} \left[ \tilde{V}_{T-}^{c,h} \mathbb{E} [1_{\{\tau \leq T\}} \mid \mathcal{F}_T \vee \mathcal{H}_t] \mid \mathcal{F}_t \vee \mathcal{H}_t \right]$$

$$= V_{T-}^{c,h} 1_{\{\tau \leq t\}} + \mathbb{E} \left[ \int_t^T 1_{\{t < \tau\}} M_s^h e^{-\int_t^s M_h^b du} V_s^{c,h} ds \mid \mathcal{G}_t \right], \quad (A.5)$$

where the first line results from $\tilde{V}_{T-} = V_{T-}$ (by (A.2)), the second line follows from the tower property of conditional expectations, and the third line is due to the density formula (A.4). Since $\mathcal{V}$ is right-continuous, it has at most countably many jumps on $[t, T]$, so that we may use $V_s$ (instead of $V_{T-}$ in the last term of (A.5)). Finally,

$$\mathbb{E} \left[ V_{T-}^{c,h} 1_{\{\tau > T\}} \mid \mathcal{G}_t \right] = \mathbb{E} \left[ V_{T-}^{c,h} 1_{\{\tau > T\}} \mid \mathcal{F}_T \vee \mathcal{H}_t \right] \right| \mathcal{F}_t \vee \mathcal{H}_t$$

$$= \mathbb{E} \left[ V_{T-}^{c,h} \mathbb{E} [1_{\{\tau > T\}} \mid \mathcal{F}_T \vee \mathcal{H}_t] \mid \mathcal{F}_t \vee \mathcal{H}_t \right] = \mathbb{E} \left[ 1_{\{t < \tau\}} e^{-\int_t^T M_h^b du} V_T^{c,h} \mid \mathcal{G}_t \right], \quad (A.6)$$

where the first equality follows from the tower property of conditional expectations and (A.2), the second equality due to $V_{T-} \in \mathcal{F}_T$, and the third equality is a consequence of (A.1). Now, combining (A.3), (A.5), and (A.6), we obtain from (2.6) and $\tilde{V}_{T-} = V_{T-}$ that

$$V_{T-}^{c,h} = \mathbb{E}_t \left[ \int_t^T e^{-\int_t^s M_h^b du} \left( f(c_s, V_s^{c,h}) + \zeta^{1-\gamma} M_s^h V_s^{c,h} \right) ds + e^{-\int_t^T M_h^b du} V_T^{c,h} \right] 1_{\{t < \tau\}}$$

$$+ \zeta^{1-\gamma} V_{T-}^{c,h} 1_{\{t \geq \tau\}}, \quad \text{for all } 0 \leq t \leq T < \infty, \quad (A.7)$$

where we use the notation $\mathbb{E}_t [\cdot] = \mathbb{E} [\cdot | \mathcal{F}_t]$. This, together with (A.2), particularly implies

$$V_t(\omega) 1_{\{t < \tau\}}(\omega, \omega') = \tilde{V}_t(\omega, \omega') 1_{\{t < \tau\}}(\omega, \omega') = E_{t,T}(\omega) 1_{\{t < \tau\}}(\omega, \omega'), \quad (A.8)$$

where

$$E_{t,T}(\omega) := \mathbb{E}_t \left[ \int_t^T e^{-\int_t^s M_h^b du} \left( f(c_s, V_s^{c,h}) + \zeta^{1-\gamma} M_s^h V_s^{c,h} \right) ds + e^{-\int_t^T M_h^b du} V_T^{c,h} \right](\omega).$$

For any $\omega \in \tilde{\Omega}$, since there exists $\omega' \in \Omega'$ such that $1_{\{t < \tau\}}(\omega, \omega') = 1$ (in view of (2.3) and (2.1)), we conclude from (A.8) that $V_t(\omega) = E_{t,T}(\omega)$. We can then simplify (A.7) as

$$\tilde{V}_t = V_t 1_{\{t < \tau\}} + \zeta^{1-\gamma} V_{T-} 1_{\{t \geq \tau\}}, \quad (A.9)$$

where $V$ satisfies

$$V_t = \mathbb{E}_t \left[ \int_t^T e^{-\int_t^s M_h^b du} \left( f(c_s, V_s) + \zeta^{1-\gamma} M_s^h V_s \right) ds + e^{-\int_t^T M_h^b du} V_T \right], \quad \forall 0 \leq t \leq T < \infty \quad (A.10)$$
where

\[ V_t' := e^{-\int_0^t M^h_s ds} V_t = \mathcal{M}_t - \int_0^t e^{-\int_0^r M^h_s dr} \left( f(c_s, V_s) + \zeta^{1-\gamma} M^h_s V_s \right) ds, \]

where

\[ \mathcal{M}_t := \mathbb{E}_t \left[ \int_0^T e^{-\int_0^r M^h_s dr} \left( f(c_s, V_s) + \zeta^{1-\gamma} M^h_s V_s \right) ds + e^{-\int_0^T M^h_s ds} V_T \right] \]

is an \( \mathbb{F} \)-martingale on \([0, T]\), thanks to (A.10). Applying generalized Itô’s formula for semimartingales (see [20, Theorem I.4.57]) to \( V_t = e^{\int_0^t M^h_s ds} V_t' \) gives \( dV_t = -F(c_t, M^h_t, V_t) + e^{\int_0^t M^h_s ds} d\mathcal{M}_t' \). Since \( 0 \leq M^h_t \leq me^{\delta t} \) by definition (by (2.2)), \( \mathcal{M}_t := \int_0^t e^{\int_0^r M^h_s dr} d\mathcal{M}_t' \) is again an \( \mathbb{F} \)-martingale. Hence, \( V \) is a solution to BSDE (2.9). This, together with (A.9), yields the desired result.

Next, we prove the converse, i.e. a process \( V \) given by (2.8) has the three properties: (i) it is a \( \mathbb{G} \)-adapted semimartingale; (ii) \( \mathbb{E}[\sup_{s \in [0,t]} |\tilde{V}_s|] < \infty \) for all \( t \geq 0 \); (iii) it satisfies (2.6).

By the construction in (2.8), properties (i) and (ii) follow directly from \( V \) being an \( \mathbb{F} \)-adapted semimartingale with \( \mathbb{E}[\sup_{s \in [0,t]} |\tilde{V}_s|] < \infty \) for all \( t \geq 0 \). Now, by applying generalized Itô’s formula for semimartingales (see [20, Theorem I.4.57]) to \( e^{-\int_0^T M^h_s ds} V_t \), we see that \( V \) satisfies (A.10). This, together with the same arguments in (A.3), (A.5), and (A.6), shows that \( V \) in (2.8) satisfies (2.6).

### A.2 Derivation of Proposition 2.2

**Lemma A.1.** Let \( c, h, V \) and \( W \) be \( \mathbb{F} \)-progressively measurable processes with \( W_s \leq V_s \) for all \( s \geq 0 \). If there exists \( k \in \mathbb{R} \) such that \( V \) satisfies (2.12), then

\[ F(c_s, M_s^h, V_s) - F(c_s, M_s^h, W_s) \leq -\Gamma(\Lambda, M_s^h)(V_s - W_s), \]

where \( F \) is given in (2.10), \( \Lambda := \delta \theta + (1 - \theta)k \) (as in Definition 2.2), and \( \Gamma \) is defined by

\[ \Gamma(\Lambda, m) := \lambda + \frac{\gamma(\psi - 1)}{1 - \gamma} (1 - \zeta^{1-\gamma}m). \]

**Proof.** As in the proof of [24, Lemma B.1], (A.11) holds by the mean value theorem provided that \( F_v(c_s, M^h_s, u) \leq -\Gamma(\Lambda, M^h_s) \) for all \( u \in [W_s, V_s] \). To this end, note that

\[ F_v(c_s, M^h_s, u) = -\left( \delta \theta + (1 - \zeta^{1-\gamma})M^h_s + \delta(1 - \theta) \left( \frac{c_s^{1-\gamma}}{(1 - \gamma)u} \right)^{1/\theta} \right). \]

Thanks to Assumption [1] a direct calculation shows \( F_{ve}(c_s, M^h_s, u) > 0 \), i.e. \( F_v(c_s, M^h_s, u) \) is increasing in \( u \). This, together with \( V \) satisfying (2.12), implies that for all \( u \in [W_s, V_s] \), \( F_v(c_s, M^h_s, u) \leq F_v(c_s, M^h_s, \tilde{u}) \), where \( \tilde{u} := \delta \theta (k - \frac{\psi - 1}{\theta}(\zeta^{1-\gamma} - 1)M^h_s)^{-\gamma \frac{1}{1-\gamma}}. \)

By direct calculation,

\[ F_v(c_s, M^h_s, \tilde{u}) = -\left( \delta \theta + (1 - \zeta^{1-\gamma})M^h_s + (1 - \theta) \left( k - \frac{\psi - 1}{\theta}(\zeta^{1-\gamma} - 1)M^h_s \right) \right) \]

\[ = -\left( \Lambda + \frac{\gamma(\psi - 1)}{1 - \gamma} (1 - \zeta^{1-\gamma}M^h_s) \right) = -\Gamma(\Lambda, M^h_s), \]

where the second equality follows from the definition of \( \Lambda \) and \( \theta = \frac{1-\gamma}{1-\theta}. \)

To prove Proposition 2.2 we intend to follow the idea in the proof of [24, Theorem 2.2]. The involvement of the controlled mortality \( M^h \) in (2.11), as well as the possibility that \( \Lambda \) therein can be negative (Remark 2.5), result in additional technicalities. The proof below combines arguments in [24, Theorem 2.2] and [12, Theorem 2.1], adapted to weaker regularity of processes.
Proof of Proposition 2.2. Recall the function $\Gamma$ in (A.12). Fix $0 \leq t_0 < T$, define

$$\Delta_t := e^{-\int_{t_0}^t \Gamma(0,M^h_s)ds} (V^1_t - V^2_t), \quad t \in [t_0, T],$$

(A.13)

and consider the stopping time $\theta := \inf \{ s \geq t_0 : V^1_s \leq V^2_s \}$. Applying generalized Itô’s formula (see [20, Theorem I.4.57]) to $e^{-\int_{t_0}^t \Gamma(0,M^h_s)ds} V^i_t$, $i = 1, 2$, yields

$$d \left( e^{-\int_{t_0}^t \Gamma(0,M^h_s)ds} V^1_t \right) = -e^{-\int_{t_0}^t \Gamma(0,M^h_s)ds} \left( \Gamma(0,M^h_s)V^1_t + F(c_t,M^h_t,V^1_t) \right) dt + e^{-\int_{t_0}^t \Gamma(0,M^h_s)ds} d\mathcal{M}^1_t,$$

$$d \left( e^{-\int_{t_0}^t \Gamma(0,M^h_s)ds} V^2_t \right) = -e^{-\int_{t_0}^t \Gamma(0,M^h_s)ds} \left( \Gamma(0,M^h_s)V^2_t + G(t,V^1_t) \right) dt + e^{-\int_{t_0}^t \Gamma(0,M^h_s)ds} d\mathcal{M}^2_t,$$

where $\mathcal{M}^1$, $\mathcal{M}^2$ are some $\mathbb{F}$-martingales on $[0,T]$. As $0 \leq \Gamma(0,M^h_t) \leq \frac{\gamma(\psi-1)}{1-\gamma} (1-\zeta^{1-\gamma}) me^{\beta t}$ by the definition of $M^h$ in (2.2), $r \mapsto \int_{t_0}^r e^{-\int_{t_0}^s \Gamma(0,M^h_s)ds} d\mathcal{M}^i_t$ is a true martingale for $i = 1, 2$. Hence,

$$\Delta_t = \mathbb{E}_t \left[ \int_t^T 1_{\{ s < \theta \}} \left( F(c_s,M^h_s,V^1_s) - G(s,V^2_s) \right) + \Gamma(0,M^h_s) (V^1_s - V^2_s) \right] e^{-\int_{t_0}^s \Gamma(0,M^h_s)ds} ds + \Delta T \wedge \theta \right].$$

Observe that

$$1_{\{ s < \theta \}} \left( F(c_s,M^h_s,V^1_s) - G(s,V^2_s) \right) = 1_{\{ s < \theta \}} \left( F(c_s,M^h_s,V^1_s) - F(c_s,M^h_s,V^2_s) \right)$$

$$+ 1_{\{ s < \theta \}} \left( F(c_s,M^h_s,V^2_s) - G(s,V^2_s) \right)$$

$$\leq 1_{\{ s < \theta \}} \left( F(c_s,M^h_s,V^1_s) - F(c_s,M^h_s,V^2_s) \right)$$

$$\leq 1_{\{ s < \theta \}} \left( -\Lambda(M^h_s)(V^1_s - V^2_s) \right),$$

where the first inequality follows from $F(c_s,M^h_s,V^1_s) \leq G(s,V^2_s)$, and the second is due to Lemma [A.1] which is applicable here as $V^1_s > V^2_s$ for $s \in [t, \theta)$. Thanks to the above inequality,

$$\Delta_t \leq \mathbb{E}_t \left[ \int_t^T 1_{\{ s < \theta \}} \left( -\Lambda(M^h_s) + \Gamma(0,M^h_s) \right) (V^1_s - V^2_s) e^{-\int_{t_0}^s \Gamma(0,M^h_s)ds} ds + \Delta T \wedge \theta \right]$$

$$= \mathbb{E}_t \left[ -\int_t^T 1_{\{ s < \theta \}} \Lambda s ds + \Delta T \wedge \theta \right],$$

(A.14)

where the second line follows from $\Gamma(\Lambda,M^h_s) = \Lambda + \Gamma(0,M^h_s)$ and (A.13). Multiplying both sides by $1_{\{ t < \theta \}}$ yields

$$\Delta_t 1_{\{ t < \theta \}} \leq \mathbb{E}_t \left[ -\int_t^T \Lambda s 1_{\{ s < \theta \}} ds + \Delta T \wedge \theta 1_{\{ t < \theta \}} \right] \leq \mathbb{E}_t \left[ -\int_t^T \Lambda s 1_{\{ s < \theta \}} ds + \Delta T 1_{\{ t < \theta \}} \right],$$

where the second inequality follows from the right continuity of $V^1$ and $V^2$. Indeed, the right continuity implies $V^1_{\theta^-} \leq V^2_{\theta^-}$, so that $\Delta T \wedge \theta = \Delta \theta 1_{\{ \theta < T \}} + \Delta T 1_{\{ t < \theta \}} \leq \Delta T 1_{\{ t < \theta \}}$. Set $\Delta^+_t := \Delta_t 1_{\{ t < \theta \}}$, and write the previous inequality as $\Delta^+_t \leq \mathbb{E}_t \left[ -\int_t^T \Lambda s 1_{\{ s < \theta \}} ds + \Delta T^+ \right]$. Taking expectations on both sides and using Fubini’s theorem give

$$\Theta_t \leq -\int_t^T \Lambda \Theta_s ds + \Theta_T,$$

(A.15)
where \( \Theta_t := \mathbb{E} [\Delta^+_t] \geq 0 \) is well-defined as \( \Gamma(0, M_s) \geq 0 \) and \( \mathbb{E} \left[ \sup_{t \in [0, T]} |V^i_t| \right] < \infty \), thanks to \( V^i \in \mathcal{E}^B_k \) (Definition 3.2), for \( i = 1, 2 \). Now, if \( \Lambda > 0 \), by writing \( \Theta_T \geq \Theta_t + \int_t^T \Lambda \Theta_s ds \), we apply standard Gronwall’s inequality to get \( \Theta_T \geq \Theta_t e^{\int_0^T \Lambda ds} \), or equivalently

\[
\Theta_t \leq \Theta_T e^{-\int_0^T \Lambda ds}, \quad t \in [t_0, T].
\]  

(A.16)

If \( \Lambda < 0 \), applying backward Gronwall’s inequality (see [33, Proposition 2]) to (A.15) also gives (A.16). By (A.16), (A.13), and (A.12), we obtain

\[
\Theta_{t_0} \leq \Theta_T e^{-\int_{t_0}^T \Lambda ds} \leq \mathbb{E} \left[ e^{-\int_{t_0}^T \Gamma(\Lambda, M_s) ds} (|V^1_t| + |V^2_t|) \right].
\]  

(A.17)

Since \( T > 0 \) is arbitrary, the transversality condition in (2.11) for \( V^1_t \) and \( V^2_t \) immediately implies

\[
0 \leq \Theta_{t_0} \leq \lim_{T \to \infty} \mathbb{E} \left[ e^{-\int_{t_0}^T \Gamma(\Lambda, M_s) ds} (|V^1_t| + |V^2_t|) \right] = 0.
\]  

(A.18)

That is, \( \Theta_{t_0} = \mathbb{E} \left[ (V^1_{t_0} - V^2_{t_0}) 1_{\{t_0 < \theta\}} \right] = 0 \). This entails \( \theta = t_0 \), and thus \( V^1_{t_0} \leq V^2_{t_0} \). Since \( t_0 \geq 0 \) is arbitrary, we conclude that \( V^1_t \leq V^2_t \) for all \( t \geq 0 \).

**A.3 Proof of Proposition 4.1**

For any fixed \( m > 0 \) such that \( \bar{c}_0(m) > 0 \), define \( w(x) := \delta^g x^{1-\gamma} \bar{c}_0(m)^{-\frac{\theta}{\gamma}} \) for \( x > 0 \). In order to apply Theorem 3.1 we need to verify all its conditions. It can be checked directly that \( w \), as a one-variable function, solves (3.8) in a trivial way, with all derivatives in \( m \) being zero. For any \( (c, \pi, h) \in \mathcal{P} = \mathcal{P}_1 \), since \( (X^{c, \pi, h})^{1-\gamma} \) satisfies (2.11) (with \( \Lambda^* \) in place of \( \Lambda \)), so does \( w(X^{c, \pi, h}) \), i.e. \( w(X^{c, \pi, h}) \in \mathcal{E}^B_k \). By the definitions of \( \mathcal{P} \) and \( w \), \( \mathcal{P} = \mathcal{P}_1 \subseteq \mathcal{H}^{k}_* \) and (3.10) is satisfied. As \( \bar{c}_0(m) > 0 \), \( w > 0 \) and \( w_x < 0 \) by definition. It follows that \( \bar{c}(x, m) := x \bar{c}_0(m) \) and \( \bar{\pi}(x, m) := \frac{\mu}{\gamma\sigma} \) are unique maximizers of the supremums in (3.11), respectively. The supremum in (3.12) is zero, as \( g \equiv 0 \) and \( w_x > 0 \). Hence, \( \bar{h}(x, m) := 0 \) trivially maximizes (3.12). The only condition that remains to be checked is “(\( c^*, \pi^*, h^* \)) in (3.13) belongs to \( \mathcal{P} \) and \( W^* := w(X^{c^*, \pi^*, h^*}) \) satisfies (2.12)”.

Observe that a unique solution \( X^{c, \pi, h} \) to (3.2) exists as a geometric Brownian motion

\[
dX^*_t = X^*_t \left( r + \frac{1}{\gamma} \left( \frac{\mu}{\sigma} \right)^2 - \bar{c}_0(m) \right) dt + X^*_t \frac{\mu}{\gamma\sigma} dB_t,
\]  

(A.19)

This implies that

\[
(X^*_t)^{1-\gamma} = x^{1-\gamma} \exp \left( \left( 1 - \gamma \right) \left( r + \frac{1}{2\gamma} \left( \frac{\mu}{\sigma} \right)^2 - \bar{c}_0(m) - \frac{(1 - \gamma)}{2\gamma^2} \left( \frac{\mu}{\sigma} \right)^2 \right) t + \frac{(1 - \gamma)}{\gamma\sigma} B_t \right),
\]  

(A.20)

which is again a geometric Brownian motion that satisfies the dynamics

\[
\frac{dY_t}{Y_t} = (1 - \gamma) \left( r + \frac{1}{2\gamma} \left( \frac{\mu}{\sigma} \right)^2 - \bar{c}_0(m) \right) dt + \frac{(1 - \gamma)}{\gamma\sigma} dB_t, \quad Y_0 = x^{1-\gamma}.
\]  

Consequently,

\[
e^{-\Lambda^* t} \mathbb{E} \left[ e^{-\gamma(\psi - 1) \frac{1 - x^{1-\gamma}}{1 - \gamma} m} (X^*_t)^{1-\gamma} \right] = x^{1-\gamma} e^{(C - \Lambda^*) t},
\]  

where

\[
C := (1 - \gamma) \left( r + \frac{1}{2\gamma} \left( \frac{\mu}{\sigma} \right)^2 - \bar{c}_0(m) \right) - \gamma(\psi - 1) \frac{1 - x^{1-\gamma}}{1 - \gamma} m.
\]
Remarkably, by the definitions of $\bar{c}_0(m)$ and $\Lambda^*$ in (3.18) and (4.2), a direct calculation shows that $C - \Lambda^* = -\bar{c}_0(m) < 0$, where the inequality follows from $\bar{c}_0(m) > 0$. It follows from (A.21) that

$$\lim_{t \to \infty} e^{\Lambda^* t} \mathbb{E} \left[ e^{-\gamma (\psi - 1) \frac{1 - \gamma}{\gamma - 1} m t} (X_t^*)^{1-\gamma} \right] = 0.$$  \hspace{1cm} (A.22)

On the other hand, we can rewrite (A.20) as

$$(X_t^*)^{1-\gamma} = x^{1-\gamma} \exp \left( (1 - \gamma) \left( r + \frac{1}{2\gamma} \left( \frac{\mu}{\gamma} \right)^2 - \bar{c}_0(m) \right) t \right) \cdot Z_t,$$  \hspace{1cm} (A.23)

where $Z$ is a geometric Brownian motion with the dynamics $dZ_t = Z_t \frac{1 - \gamma}{\gamma} \mu dB_t$, $Z_0 = 1$. As $Z$ is a martingale, we can apply the Burkholder-Davis-Gundy inequality to get

$$\mathbb{E} \left[ \sup_{s \in [0,t]} (X_s^*)^{1-\gamma} \right] \leq K x^{1-\gamma} e^{(1-\gamma) \frac{1}{\gamma} \frac{1 - \gamma}{\gamma - 1} m \frac{1 - \gamma}{\gamma - 1} t} \mathbb{E} \left[ \left( \int_0^t Z_s^2 ds \right)^{1/2} \right],$$  \hspace{1cm} (A.24)

for some constant $K > 0$. By Jensen’s inequality and Fubini’s theorem,

$$\mathbb{E} \left[ \left( \int_0^t Z_s^2 ds \right)^{1/2} \right] \leq \left( \int_0^t \mathbb{E} [Z_s^2] ds \right)^{1/2} = \left( \int_0^t e^{\frac{(1-\gamma)^2 \sigma^2}{2} s^2} ds \right)^{1/2} = \frac{\gamma \sigma}{1 - \gamma \mu} \left( e^{\frac{(1-\gamma)^2 \sigma^2}{2} t} - 1 \right)^{1/2}.$$  \hspace{1cm} (A.24)

We then conclude from the above two inequalities that

$$\mathbb{E} \left[ \sup_{s \in [0,t]} (X_s^*)^{1-\gamma} \right] < \infty, \quad \forall t \geq 0.$$  \hspace{1cm} (A.25)

By (A.22) and (A.25), $(X^*)^{1-\gamma}$ satisfies (2.11) (with $\Lambda^*$ in place of $\Lambda$), and so does the process $W_t^* := w(X_t^*) = e^{\theta \bar{c}_0(m)} - \theta \frac{X_t^*}{1 - \gamma}$, i.e. $W^* \in \mathcal{E}_{k^*}$. By Itô’s formula to $W_t^*$ and noting

$$\mathbb{E} \left[ \sup_{s \in [0,t]} \pi_s^X (X_s^*)^{1-\gamma} \right] < \infty \quad \text{for all } t \geq 0,$$  \hspace{1cm} (A.26)

a consequence of (A.25) and $\pi_t^X \equiv \frac{\mu}{\gamma \sigma^2}$, we argue as in the proof of Theorem 3.1 that $W^*$ is a solution to (2.9). Moreover,

$$W_t^* = e^{\theta \bar{c}_0(m)} - \theta \frac{x^{1-\gamma} \left( X_t^* \right)^{1-\gamma}}{1 - \gamma} = e^{\theta \bar{c}_0(m)} - \theta \frac{(c_t^*)^{1-\gamma}}{1 - \gamma}.$$  \hspace{1cm} (A.27)

By (4.8), this shows that $W^*$ satisfies (2.12) with $k = k^*$. Hence, $(c^*, h^*)$ is $k^*$-admissible, so that we can conclude $(c^*, \pi^*, h^*) \in \mathcal{P}$. Theorem 3.1 is then applicable, asserting that $w(x, m) = v(x, m)$ and $(c^*, \pi^*, h^*)$ optimizes (3.5).
• **Case (i)-1:** $\gamma \in (\frac{1}{\psi}, 1)$. In view of (4.11), (3.18), and (4.1), we have $u^*(m) \geq \tilde{c}_0(m) \geq \tilde{c}_0(0) = k^* > 0$. As $\theta > 0$ when $\gamma \in (\frac{1}{\psi}, 1)$, this implies
\[
0 < W_t = \delta^\theta \left( \frac{X_t^{1-\gamma}}{1-\gamma} \right)^{\frac{\theta}{\psi}} \leq \delta^\theta \left( \frac{X_t^{1-\gamma}}{1-\gamma} \right)^{\frac{\theta}{\psi}} \forall t \geq 0,
\]
Since $(X_t^{1-\gamma})$ satisfies (2.11) as $p \in \mathcal{P} = \mathcal{P}_1$, the above implies that $W$ also satisfies (2.11).

• **Case (i)-2:** $\gamma > 1$ and $\zeta < 1$. As $p \in \mathcal{P} = \mathcal{P}_2$, there exists $\eta \in (1 - \frac{1}{\gamma}, 1)$ such that (4.3) holds. Consider \[
\alpha := -\eta \frac{\gamma}{1-\gamma} (\zeta^{1-\gamma} - 1) > 0, \quad \alpha' := -(1 - \eta) \frac{\gamma}{1-\gamma} (\zeta^{1-\gamma} - 1) > 0, \quad (A.27)
\]
\[
F_t := u_\beta(M_t^h) \left( \frac{\zeta^{-1}}{h} \right) \exp \left( -\alpha' \int_0^t M_s^h ds \right) \quad \text{for } t \geq 0. \quad (A.28)
\]
First, we claim that the process $F$ is bounded from above; more specifically,
\[
\sup_{t \geq 0} F_t \leq u_\beta \left( \frac{-\theta}{\alpha' \zeta^{-1}} \right)^{-\theta/h} < \infty. \quad (A.29)
\]
Observe that
\[
\frac{dF_t}{dt} = -\left( \alpha' M_t^h + \frac{\theta}{\psi} u_\beta(M_t^h) - 1 u_\beta(M_t^h) \frac{dM_t^h}{dt} \right) F_t \quad \text{for } t \geq 0.
\]
where the second equality follows as $u_\beta$ solves (4.6) with $\ell = \beta$. For each $\omega \in \Omega$, consider
\[
S(\omega) := \left\{ t \geq 0 : M_t^h(\omega) = -\frac{\theta}{\alpha' \psi \beta} (\beta - g(h_t)) (u_\beta(M_t^h) - \tilde{c}_0(M_t^h))(\omega) \right\}. \quad (A.30)
\]
We deduce from (A.30) that local maximizers of $t \mapsto F_t(\omega)$ must belong to $S(\omega)$, i.e.
\[
\text{if } t \geq 0 \text{ satisfies } F_t(\omega) = \max_{s \in [t-\varepsilon, t+\varepsilon]} F_s(\omega) \text{ for some } \varepsilon > 0, \text{ then } t \in S(\omega). \quad (A.31)
\]
Also, by $g \geq 0$ and (4.7),
\[
L_t(\omega) := -\frac{\theta}{\alpha' \psi \beta} (\beta - g(h_t))(u_\beta(M_t^h) - \tilde{c}_0(M_t^h))(\omega) \leq -\frac{\theta}{\alpha' \psi \beta}, \quad \forall t \geq 0. \quad (A.32)
\]
This particularly implies that
\[
M_t^h(\omega) = L_t(\omega) \leq -\frac{\theta}{\alpha' \psi \beta}, \quad \text{for each } t \in S(\omega). \quad (A.33)
\]
Now, there are three distinct possibilities: 1) There exists $t^* \geq 0$ such that $M_t^h(\omega) < L_t(\omega)$ for all $t > t^*$. Then, $S(\omega) \subseteq [0, t^*] \quad \text{and } (A.32) \quad \text{implies } M_t^h(\omega) < -\frac{\theta}{\alpha' \psi \beta} \quad \text{for all } t > t^*. \quad \text{It then follows from } (A.31) \quad \text{and } (A.28) \quad \text{that}
\[
\sup_{t \leq t^*} F_t(\omega) = \sup_{t \in S(\omega)} F_t(\omega) \leq \sup_{t \in S(\omega)} u_\beta(M_t^h(\omega))^{-\frac{\theta}{\psi}} \leq u_\beta \left( \frac{-\theta}{\alpha' \psi \beta} \right)^{-\theta/h}, \quad (A.34)
\]
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where the last inequality follows from (A.33). Moreover,

\[ \sup_{t > t^*} F_t(\omega) \leq \sup_{t > t^*} u_\beta \left( M_t^h(\omega) \right)^{-\frac{\theta}{\psi}} \leq u_\beta \left( -\frac{\theta}{\alpha' \psi} \right)^{-\theta/\psi}, \]

i.e. (A.29) holds. 2) There exists \( t^* \geq 0 \) such that \( M_t^h(\omega) > L_t(\omega) \) for all \( t > t^* \). By (A.30), \( F_t(\omega) \) is strictly decreasing for \( t > t^* \). Thus, \( \sup_{t \geq 0} F_t(\omega) = \sup_{t \leq t^*} F_t(\omega) = \sup_{t \in S(\omega)} F_t(\omega) \). By the estimate in (A.34), (A.29) holds. 3) Neither 1) nor 2) above holds. This entails \( \sup \{ t \geq 0 : t \in S(\omega) \} = \infty \). Hence, \( \sup_{t \geq 0} F_t(\omega) = \sup_{t \in S(\omega)} F_t(\omega) \), so that (A.29) holds by the estimate in (A.34). Now, since \( u^* \leq u_\beta \) (by (4.11)), \( -\theta/\psi > 0 \), and \( 1 - \gamma < 0 \),

\[ 0 \geq e^{\frac{\gamma(\psi-1)}{(1-\gamma)-1}} \int_0^t M_t^h ds \geq e^{\frac{\gamma(\psi-1)}{(1-\gamma)-1}} \int_0^t M_t^h ds \left( X_t^\beta \right)^{1-\gamma} \]

\[ = e^{\frac{\gamma(\psi-1)}{(1-\gamma)-1}} \int_0^t M_t^h ds \left( X_t^\beta \right)^{1-\gamma} \]

where the equality follows from (A.28) and (A.27), and the last inequality is due to (A.29). Recalling that \( p \in P = P_2 \), we conclude from (4.3) and the above inequality that

\[ \lim_{t \to \infty} e^{-A^* t} E \left[ e^{\frac{\gamma(\psi-1)}{(1-\gamma)-1}} \int_0^t M_t^h ds W_t \right] = 0. \]

On the other hand, since \( M_t^h \leq me^{\beta t} \),

\[ E \left[ \sup_{s \in [0,t]} |W_t| \right] \leq \frac{\delta^t}{1 - \gamma} u_\beta (me^{\beta t}) \left( \frac{\theta}{\psi} \right) \left( X_t^\beta \right)^{1-\gamma} < \infty, \quad \forall t \geq 0, \]

where the finiteness is a direct consequence of \( p \in P \).

- **Case (i)-3**: \( \gamma > 1 \) and \( \zeta = 1 \). In view of (4.5), \( u_t \equiv k^* > 0 \) for any \( \ell > 0 \). It then follows from (4.11) that \( u^* \equiv k^* > 0 \). The required properties then follow directly from \( p \in P = P_1 \).

(ii) Now, we show that \( (e^*, \pi^*, h^*) \in P \) and \( W_t^* := w(X_t^*, \pi^*, h^*, M_t^h) \) satisfies (2.12). Observe that a unique solution \( M^* = M^h \) to (2.2) exists. As \( h^* \) by definition only depends on \( u^*, g \), and the current mortality rate, \( M^* \) is a deterministic process. Thanks to (4.13), \( t \mapsto M_t^* \) is strictly increasing. Also, a unique solution \( X_t^* = X_t^e, \pi^*, h^* \) to (3.2) exists, which admits the formula

\[ (X_t^*)^{1-\gamma} = \exp \left( \int_0^t (1 - \gamma) \left( \frac{\mu}{\sigma} \right)^2 - u^*(M_s^*) - h_s^* - \frac{1 - \gamma}{2 \gamma^2} \left( \frac{\mu}{\sigma} \right)^2 \right) ds + \frac{(1 - \gamma) \mu}{\gamma \sigma} B_t. \]

(A.35)

- **Case (ii)-1**: \( \gamma \in \left( \frac{1}{2}, 1 \right) \). As \( M_t^* \) is strictly increasing, \( u^*(M_t^*) \geq u^*(m) \geq \tilde{c}_0(m) \), where the second inequality follows from (4.11) and (4.7). With this and \( h_t^* \geq 0 \), we deduce from (A.35) that (A.20) holds with “=” therein replaced by “≤”. As \( k^* > 0 \) entails \( \tilde{c}_0(m) > 0 \) (see (4.8)), the same arguments in Proposition 4.1 can be applied to show that \( (X_t^*)^{1-\gamma} \) satisfies (2.11). With this, we can argue as in Case (i)-1 to show that \( W_t^* := w(X_t^*, M_t^*) \) belongs to \( E_{k^*}^* \).

- **Case (ii)-2**: \( \gamma > 1 \) and \( \zeta < 1 \). As \( u^* \) solves (3.17) and \( h^* \) maximizes the supremum in (3.17),

\[ u^*(M_t^*) - \tilde{c}_0(M_t^*) - (\psi - 1)h_t^* = \frac{M_t^*(u^*)'(M_t^*)}{u^*(M_t^*)} (\beta - g(h_t^*)) > 0 \quad \forall t > 0, \]
where the inequality follows from (4.13). This gives \( h_t^* < \frac{1}{\psi-1}(u^*(M_t^*) - \tilde{c}_0(M_t^*)) \), so that
\[
u^*(M_t^*) + h_t^* < \frac{\psi}{\psi-1} u^*(M_t^*) - \frac{1}{\psi-1} \tilde{c}_0(M_t^*) \leq \frac{\psi}{\psi-1} u_{\beta}(M_t^*) - \frac{1}{\psi-1} \tilde{c}_0(M_t^*), \tag{A.36}
\]
where the last inequality follows from \( u^*(m) \leq u_{\beta}(m) \) (see (4.11)). For any \( \eta \in (1 - \frac{1}{\gamma}, 1) \), consider \( \alpha, \alpha' > 0 \) defined as in (A.27). Observe that \( u_{\beta}(m) \) can be written as
\[
u_{\beta}(m) = \frac{e^{-m_0\psi(1-\gamma)}}{\Gamma\left(\frac{k^*}{\beta}, m_0\psi(1-\gamma) \right)}
\]
where \( \Gamma \) is the upper incomplete gamma function \( \Gamma(s, z) = \int_z^{\infty} t^{s-1} e^{-t} dt \). Similarly to the argument in [15] (A.6)-(A.7), by using the fact \( \lim_{z \to \infty} \frac{\Gamma(s, z)}{e^{s}z^{s}} = 1 \),
\[
\lim_{m \to \infty} \frac{\psi - 1}{\psi} \left(\frac{\alpha + (\gamma-1)m}{\gamma-1} u_{\beta}(m) \right) = \frac{\psi - 1}{\psi} \left(\frac{\alpha + (\gamma-1)m}{\gamma-1} \right) = \frac{\alpha + (\gamma-1)m}{\psi(\gamma-1)} > 1, \tag{A.37}
\]
where the inequality follows from the definition of \( \alpha \) and \( \eta > 1 - \frac{1}{\gamma} \). This, together with \( M^* \) being a strictly increasing deterministic process, implies the existence of \( s^* > 0 \) such that
\[
(\alpha + (\gamma-1)m) s^* > \frac{\psi(\gamma-1)}{\psi - 1} u_{\beta}(M_s^*) \quad \text{for} \ s > s^*. \tag{A.38}
\]
Consider the constant \( 0 \leq K := \max_{t \in [0, s^*]} \left\{ \frac{\psi}{\psi-1} u_{\beta}(M_t^*) - \frac{\alpha + (\gamma-1)m}{\gamma-1} M_t^* \right\} < \infty \). In view of (A.35), (A.36), and \( \tilde{c}_0(m) = k^* (1 - \psi) \int_0^1 \frac{1}{\psi} d\gamma \),
\[
e^{-\alpha \int_0^1 M_t^* ds} (X_t^*)^{1-\gamma} \leq x^{1-\gamma} \exp\left( \int_0^t \left(1 - \gamma\right) \left(r + \frac{1}{2\gamma} \left(\frac{\mu}{\sigma}\right)^2 + \frac{k^*}{\psi - 1} - \frac{\psi}{\psi - 1} u_{\beta}(M_s^*) - \frac{\alpha + (\gamma-1)m}{\gamma-1} M_s^* \right) ds \right) \cdot Z_t \]
\[
\leq x^{1-\gamma} e^{(1-\gamma) (r + \frac{1}{2\gamma} \left(\frac{\mu}{\sigma}\right)^2 + \frac{k^*}{\psi - 1} - \Lambda^*)} s^* e^{(1-\gamma) (r + \frac{1}{2\gamma} \left(\frac{\mu}{\sigma}\right)^2 + \frac{k^*}{\psi - 1} - \gamma^*)} Z_t,
\]
where \( Z \) is the driftless geometric Brownian motion defined below (A.23), and the second inequality follows from (A.38). It follows that
\[
e^{-\Lambda^* t E} \left[ e^{-\alpha \int_0^1 M_t^* ds} (X_t^*)^{1-\gamma} \right] \leq x^{1-\gamma} e^{(1-\gamma) (r + \frac{1}{2\gamma} \left(\frac{\mu}{\sigma}\right)^2 + \frac{k^*}{\psi - 1} - \Lambda^*)} s^* e^{(1-\gamma) (r + \frac{1}{2\gamma} \left(\frac{\mu}{\sigma}\right)^2 + \frac{k^*}{\psi - 1} - \gamma^*)} Z_t,
\]
where the equality follows from a direct calculation using the definition of \( \Lambda^* \) in (4.2), and the convergence is due to \( k^* > 0 \). Namely, \( X^* \) satisfies (4.3). On the other hand, by (A.36) and \( M_t^* \leq me^{\beta t} \), we obtain from (A.35) that
\[
(X_t^*)^{1-\gamma} \leq x^{1-\gamma} \exp\left( \int_0^t \left(1 - \gamma\right) \left(r + \frac{1}{2\gamma} \left(\frac{\mu}{\sigma}\right)^2 - \frac{\psi}{\psi - 1} u_{\beta}(me^{\beta s}) \right) ds \right) \cdot Z_t,
\]
24
where $Z$ is again the driftless geometric Brownian motion defined below (A.23). By the Burkholder-Davis-Gundy inequality, we obtain the estimate in (A.24) with $-c_0(m)$ therein replaced by $\frac{\psi}{\psi-1}u_\beta(me^{\beta t})$. This then implies $E[\sup_{s\in[0,t]}(X_s^{1-\gamma})] < \infty$, by the inequality preceding (A.25). Finally, under $E[\sup_{s\in[0,t]}(X_s^{1-\gamma})] < \infty$ and (4.3), the same argument as in Case (i)-2 shows that $W_t^* := w(X_t^*, M_t^*)$ belongs to $E^{h^*}_{k^*}$.

**Case (ii)-3:** $\gamma > 1$ and $\zeta = 1$. By (A.5), $u_\beta(m) \equiv k^* > 0$. As $M_t^*$ is strictly increasing, $c_0(M_t^*) \geq c_0(0) = k^*$. The estimate (A.36) then becomes $u^*(M_t^*) + h^* \leq \frac{\psi}{\psi-1}k^* - \frac{1}{\psi-1}k^* = k^*$, so that we can deduce from (A.35) that

$$(X_t^*)^{1-\gamma} \leq x^{1-\gamma}\exp \left( \int_0^t (1-\gamma) \left( r + \frac{1}{2\gamma} \left( \frac{\mu}{\sigma} \right)^2 - k^* - \frac{(1-\gamma)}{2\gamma^2} \left( \frac{\mu}{\sigma} \right)^2 \right) ds + \frac{(1-\gamma)\mu}{\gamma}\beta t \right).$$

The arguments in Proposition 4.1 can then be applied to show that $(X^*)^{1-\gamma}$ satisfies (2.11). Then, we may argue as in Case (i)-3 to show that $W_t^* := w(X_t^*, M_t^*)$ belongs to $E^{h^*}_{k^*}$.

Finally, by applying Itô's formula to $W_t^*$ and using (A.26), a consequence of (A.25) and $\pi_t^* \equiv \frac{\mu}{\gamma\sigma^2}$, we argue as in the proof of Theorem 3.1 that $W_t^*$ is a solution to (2.9). Also,

$$W_t^* = \delta^\theta u^*(M_t^*) - \theta + (1-\gamma) \left( \frac{X_t^*}{1-\gamma} \right)^{1-\gamma} = \delta^\theta u^*(M_t^*) - \theta \left( \frac{X_t^*}{1-\gamma} \right)^{1-\gamma} \leq \delta^\theta c_0(M_t^*) - \theta \left( \frac{X_t^*}{1-\gamma} \right)^{1-\gamma}, \tag{A.39}$$

where the inequality follows from $u^* \geq c_0$ (by (4.11) and (4.7)) and the fact that $\theta > 0$ if $\gamma \in \left( \frac{1}{\psi}, 1 \right)$ and $\theta < 0$ if $\gamma > 1$. By (4.8), this shows that $W^*$ satisfies (2.12) with $k = k^*$. Hence, $(c^*, \pi^*, h^*)$ is $k^*$-admissible, and we can now conclude $(c^*, \pi^*, h^*) \in P$. By Theorem 3.1, $w(x, m) = w(x, m)$ and $(c^*, \pi^*, h^*)$ optimizes (3.5).

### A.5 Proof of Proposition 4.2

Define $w(x, m) := \delta^\theta x^{1-\gamma}u_\beta(m) - \delta^\theta$ for $(x, m) \in \mathbb{R}^2_+$. To apply Theorem 3.1, we need to verify all its conditions. It can be checked directly that $w \in C^{2,1}(\mathbb{R}_+ \times \mathbb{R}_+)$ solves (3.8), as $u_\beta$ is a solution to (4.4) (Lemma 4.1). By the definitions of $P$ and $w$, $P \subseteq H_{k^*}$ and (3.10) is satisfied for any $(c, \pi, h) \in P$. Following part (i) of the proof of Theorem 4.1, we get $w(X_t^c, \pi^c, M_t^h) \in E^{h^*}_{k^*}$ for any $(c, \pi, h) \in P$; the proof is much simpler here, as $M^h_t = me^{\beta t}$ in the current setting. As $w_x > 0$, $w_{xx} < 0$, $\tilde{c}(x, m) := xu_\beta(m)$ and $\tilde{\pi}(x, m) := \frac{\mu}{\gamma\sigma}$ are unique maximizers of the supremums in (3.11), respectively. The supremum in (3.12) is zero, as $g \equiv 0$ and $w_x > 0$. Hence, $\tilde{h}(x, m) := 0$ trivially maximizes (3.12). It remains to show that $(c^*, \pi^*, h^*)$, defined using $\tilde{c}$, $\tilde{\pi}$, and $\tilde{h}$ as in (3.13), belongs to $P$ and $W_t^* := w(X_t^{c^*, \pi^*, h^*}, M_t^{h^*})$ satisfies (2.12). Observe that $M_t^{h^*} = me^{\beta t}$ as $h^* \equiv 0$, and a unique solution $X^c = X^{c^*, \pi^*, h^*}$ to (3.2) exists, which satisfies the dynamics (A.19) with $c_0(m)$ replaced by $u_\beta(me^{\beta t})$. This implies

$$(X_t^c)^{1-\gamma} = x^{1-\gamma}\exp \left( \int_0^t (1-\gamma) \left( r + \frac{1}{2\gamma} \left( \frac{\mu}{\sigma} \right)^2 - u_\beta(me^{\beta s}) - \frac{(1-\gamma)}{2\gamma^2} \left( \frac{\mu}{\sigma} \right)^2 \right) ds + \frac{(1-\gamma)\mu}{\gamma}\beta t \right). \tag{A.40}$$

**Case 1:** $\gamma \in \left( \frac{1}{\psi}, 1 \right)$. As $1 - \gamma > 0$ and $u_\beta(m) \geq c_0(m)$ (see (4.7)), we deduce from (A.40) that (A.20) holds with “=” therein replaced by “≤”. As $k^* > 0$ entails $c_0(m) > 0$, the same arguments in Proposition 4.1 can be applied to show that $(X^c)^{1-\gamma}$ satisfies (2.11). With this, we can argue as in Case (i)-1 of the proof of Theorem 4.1 to obtain $W_t^* := w(X_t^*, M_t^*) \in E^{h^*}_{k^*}$. 
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**Case 2:** \( \gamma > 1 \) and \( \zeta \neq 1 \). For any \( \eta \in (1 - \frac{1}{\gamma}, 1) \), consider the constant \( \alpha > 0 \) defined in (A.27). Similarly to (A.37), using the fact that \( \lim_{z \to \infty} \frac{\Gamma(s,z)}{e^{-z}z^{-1}} = 1 \) yields

\[
\lim_{m \to \infty} \frac{am}{(\gamma - 1)\hat{u}(m)} = \frac{\alpha}{(\psi - 1)(\zeta^{1-\gamma} - 1)} > 1. \tag{A.41}
\]

where the inequality follows from the definition of \( \alpha \) and \( \eta > 1 - \frac{1}{\gamma} \). This implies that there exists some \( s^* > 0 \) such that

\[
\alpha \exp(\beta s) \geq (\gamma - 1)\hat{u}(\exp(\beta s)) \quad \text{for all } s \geq s^*. \tag{A.42}
\]

Consider \( 0 \leq K := \max_{t \in [0,s]} \left\{ \frac{\hat{u}(\exp(\beta t))}{\alpha \exp(\beta t)} \right\} < \infty \). Now, by \( M_t = \exp(\beta t) \) and (A.40),

\[
e^{-\alpha \int_0^t M_s ds} \left( X^* \right)^{1-\gamma} = x^{1-\gamma} \exp \left( \int_0^t \left(1 - \gamma \right) \left( r + \frac{1}{2\gamma} \left( \frac{\mu}{\sigma} \right)^2 - u_\beta(\exp(\beta s)) - \frac{\alpha \exp(\beta s)}{1-\gamma} \right) ds \right) \cdot Z_t,
\]

where \( Z_t \) is the driftless geometric Brownian motion defined below (A.23), and the inequality follows from (A.42). It follows that

\[
e^{-\Lambda^* t} \mathbb{E} \left[ e^{-\alpha \int_0^t M_s ds} \left( X^* \right)^{1-\gamma} \right] \leq x^{1-\gamma} e^{\left(1-\gamma\right)\left(r + \frac{1}{2\gamma} \left( \frac{\mu}{\sigma} \right)^2 - \Lambda^* \right) s^* e^{(1-\gamma)\left(r + \frac{1}{2\gamma} \left( \frac{\mu}{\sigma} \right)^2 - \Lambda^* \right) (t-s^*)} e^{-\gamma k^*(t-s^*)} \to 0, \quad \text{as } t \to \infty,
\]

where the second line follows from a direct calculation using the definition of \( \Lambda^* \) in (4.2), and the convergence is due to \( k^* > 0 \). On the other hand, similarly to (A.23), we rewrite (A.40) as

\[
\left( X^*_t \right)^{1-\gamma} = x^{1-\gamma} \exp \left( \int_0^t \left(1 - \gamma \right) \left( r + \frac{1}{2\gamma} \left( \frac{\mu}{\sigma} \right)^2 - u_\beta(\exp(\beta s)) \right) ds \right) \cdot Z_t
\]

where \( Z \) is again the driftless geometric Brownian motion defined below (A.23). By Burkholder-Davis-Gundy’s inequality, we obtain the estimate in (A.24) with \( -\hat{c}_0(m) \) therein replaced by \( u_\beta(\exp(\beta t)) \). This implies \( \mathbb{E} \left[ \sup_{s \in [0,t]} \left( X^* \right)^{1-\gamma} \right] < \infty \), by the inequality preceding (A.25). Under \( \mathbb{E} \left[ \sup_{s \in [0,t]} \left( X^* \right)^{1-\gamma} \right] < \infty \) and (4.3), the same argument as in Case (i)-2 of the proof of Theorem 4.1 shows that \( W^*_t := w(X^*_t, M^*_t) \) belongs to \( \mathcal{E}_{k^*}^h \).

**Case 3:** \( \gamma > 1 \) and \( \zeta = 1 \). By (4.5), \( u_\beta(m) \equiv k^* > 0 \). Then, in view of (A.40), we can apply the same arguments as in Proposition 4.1 to show that \( \left( X^* \right)^{1-\gamma} \) satisfies (2.11). With this, we may argue as in Case (i)-3 of the proof of Theorem 4.1 to obtain \( W^*_t := w(X^*_t, M^*_t) \in \mathcal{E}_{k^*}^h \).

Finally, by applying Itô’s formula to \( W^*_t \) and using (A.26), a consequence of (A.25) and \( \pi^*_t \equiv \frac{\mu}{\sigma x} \), we argue as in the proof of Theorem 3.1 that \( W^*_t \) is a solution to (2.9). Also, the same calculation as in (A.39), with \( u^* \) therein replaced by \( u_\beta \), can be carried out, thanks to \( u_\beta \geq \hat{c}_0 \) by (4.7). This shows that \( W^* \) satisfies (2.12) with \( k = k^* \). Hence, \( (c^*, h^*) \) is \( k^* \)-admissible, and we can conclude \( (c^*, \pi^*, h^*) \in \mathcal{P} \). By Theorem 3.1 \( v(x, m) = w(x, m) \) and \( (c^*, \pi^*, h^*) \) optimizes (3.5).
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