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ABSTRACT It is very challenging to propose a strong learning algorithm with high prediction accuracy of cross-media retrieval, while finding a weak learning algorithm which is slightly higher than that of random prediction is very easy. Inspired by this idea, we propose an imaginative Bagging based cross-media retrieval algorithm (called BCMR) in this paper. First, we utilize bootstrap sampling to carry out random sampling of the original training set. The amount of the sample abstracted by bootstrap is set to be same as the original dataset. Second, 50 bootstrap replicates are used for training 50 weak classifiers independently. We take advantage of homogenous individual classifiers and integrate eight different baseline methods in our experiments. Finally, we generate the final strong classifier from the 50 weak classifiers by the integration strategy of sample voting. We use collective wisdom to eliminate bad decisions so that the generalization ability of the integrated model could be greatly enhanced. Extensive experiments performed on three datasets show that BCMR can effectively improve the accuracy of cross-media retrieval.

INDEX TERMS Cross-Media Retrieval, Bagging, Ensemble Learning

I. INTRODUCTION

With the arrival of the Internet era, the representation form of the data is more flexible and versatile. As a result, the multimedia data emerges at a fast rate in live platforms and Internet, such as social networking sites and game sites. Media data in different forms of expression which can express the same information from their respective angles are beginning to combine to form complex relationships and organizational structures. The explosion of different types of data information stimulates the emergence of cross-media retrieval [1,2]. Cross-media retrieval breaks through the limitations of traditional single media retrieval methods [3,4], it can retrieve specific types of information that we need from data of great capacity for liquor magnanimity. It presents the data in a more colorful and comprehensive way comparing with the single media retrieval and satisfy the growing needs of customers for data retrieval. The retrieval of different types of data is shown in Fig. 1. When searching GPU on Amazon, we can get the different information about GPU, the text, image, audio and video. The performance and the price of the GPU can be found in the text, or the customers’ voice message. The appearance of the GPU would be shown from pictures of different views. The usage, the installation and other more information could be seen in the videos. Cross-media retrieval refers to that the system automatically retrieves all media content related to the query subject when the user gives any media query, such as pictures. It is designed for scenes with different media types of query and retrieval results. People have diverse needs for online search. When one type of search results cannot meet the requirements, cross-media retrieval came into being.

Cross-media retrieval is difficult and challenging because the data information is generally characterized by the following characteristics. The hybrid data of different modalities have complex organization structures, and most of them are unstructured or semi-structured, so it is difficult to be structured for storage and retrieval. The correlation between different modalities is usually implicit and not easy to be excavated. The existence of noise in different modalities data is very easy to destroy the one-to-one correspondence between the cross-media description, and misunderstands the semantics expressed by the data itself. There may be many descriptions of an object in the same modality. We need to use the description of other modalities to eliminate redundant descriptions and save storage space. Owing to the above features of cross-media data are difficult to handle, and it is expressed with the underlying features of different dimensions and different attributes. In the meanwhile, the characteristic isomerism and the incommensurability of different modalities data, which makes the correlation
measurement of the cross-media data become very difficult. There is natural gap between the low-level features and high-level semantics, so the semantic gap is the unavoidable issue in the field of cross-media retrieval. In order to solve these problems, researchers at home and abroad have proposed a variety of novel cross-media retrieval methods. Even the neural network [5,6] is used to train data in order to get an advanced method with high accuracy.

Motivated by the fact that integrating a weak learning algorithm is easier than finding a strong learning algorithm, an imaginative Bagging based cross-media retrieval algorithm (called BCMR) is proposed in this paper. Considering that a single training set is not sufficient to provide enough and effective information, we take advantage of bootstrap sampling [7] to process the training set, and form 50 bootstrap replicates. Therefore, the diversity of training data has been greatly enhanced. A single learner may acquire the sub-optimal results, so integrating multiple learners will use the wisdom of the group to get the best value to some extent. The primary purpose is to employ ensemble learning to cross-media retrieval in our paper.

The rest content was organized as follows. In Section 2, the existing cross-media retrieval methods from two main approaches, including similarity measure and common space learning, was introduced. In Section 3, we present the formal description of bootstrap sampling and Bagging. In Section 4, the experimental results of ensemble learning in cross-media retrieval from various aspects were brought out. In the end the conclusion of this paper was drawn in section 5.

II. RELATED WORK

In these days, the online multimedia data has a rapid development and attracts extensive attention. Researchers’ exploration of cross-media retrieval is also in full swing. This retrieval mode has been enhanced by scholars in the fields of pattern recognition, probability statistics, and graph theory. This retrieval methods could be divided into two types of representation, binary and real-value[8,9]. There are some popular real-value representation, such as deep learning methods[10], dictionary learning methods[11,12] and graph correlation methods[13,14]. These methods have high accuracy and are widely used.

Deep learning plays a great role in cross-media retrieval in recent years, and deep neural network[15] has become popular in this field. Deep neural network could deeply mine the relation among different modes data. DCCA was proposed by Andrew et al. [16], which is a parameter model that needn’t consider the training data when calculating the characteristic description. DCCA refers to Deep Canonical Correlation Analysis. There are two deep neural networks in DCCA, so in computing complexity, DCCA method is scalable. The isomorphic features of different modal data are described by learning the multiple nonlinear interchange. The generative adversarial network could mine the different modes’ joint distribution, so Peng et al.[17] made use of generator and discriminator to capture the information among heterogeneous data and catch the semantic conformance of different modes.

Traditional dictionary learning methods consider sparse representation when retrieving in different data modes. New methods of dictionary learning are constantly emerging recently. A novel method was carried out by Shang et al.[18]. This method projects heterogeneous data into an isomorphic subspace using the representation coefficients and it is effective in cross-media retrieval. There also some methods [19] extending single type media to cross-media scene, which are called coupled dictionary learning. Querying information will be mapped into other type space under sparse coefficient map. Considering task-driven, the modified dictionary learning was brought out by Bahrampour et al. [20]. In this method, the dictionaries and classifiers of different modes are obtained simultaneously.

There are two kinds methods being involved with graph, one is graph regularization, the other is graph-based methods. The first one often appears in semi-supervised learning and could express intra-pair and inter-pair similarity. A new method, joint representation learning (JRL) was carried out by Zhai et al.[21]. Besides of the original label information, this method could mine the pairwise correlation information fully. Peng et al. [22] designed a graph considering both different modalities samples and their patches, which can develop local information. Graph based methods design different independent graph for different modality. Tong et al.[23] conducted graphs and learned the task according to the supervision information and the graph constraints.

There are three contributions in this paper: (1) We put forward BCMR, which is the first approach to combine Bagging with cross-media retrieval. (2) We analyzed the effect of Bagging in different datasets, and thus the scope of application of Bagging in cross-media was also shown in our work. (3) By integrating different methods, we evaluate the stability of different algorithms in terms of the degree of accuracy improvement.

III. THE PROPOSED METHOD

A. BOOTSTRAP SAMPLING

Bootstrap [24] uses the original data to simulate the sampling statistical inference. It can be used to work on the distribution characteristics of a set of data statistic, especially for the problems such as interval estimation, hypothesis testing and so on, which are difficult to be exported by conventional methods. The basic idea is to make a resampling in the scope of the original data. The probability of each number being pumped every time in the original data is equal, and the sample is called the bootstrap samples [25]. After M time sampling, the probability that the sample is not always sampled is \((1 - \frac{1}{m})^m\). We can get the following expression by taking the limit.

\[ \lim_{m \to \infty} \left(1 - \frac{1}{m}\right)^m \to \frac{1}{e} \approx 0.368 \]  

B. FORMAL DESCRIPTION OF BAGGING

For the classification problem, based on its basic assumption that the predictor \(\varphi(x, L)\) predicts the class label \(s \in \{1, \cdots, S\}\). We draw L based on the distribution \(P\). In the case of ensuring that \(Y, X\) come from \(P\) independent of \(L\), correct classification’s probability for \(L\) fixed is [26, 27]:

\[ r(L) = P(Y = \varphi(x, L)) = \sum_s P(\varphi(x, L) = s | Y = s)P(Y = s) \]  

We make

\[ \lim_{m \to \infty} \left(1 - \frac{1}{m}\right)^m \to \frac{1}{e} \approx 0.368 \]
\[ Q(s|x) = P_L(\theta(x,L) = s) \]  

\[ r = \sum_{s} E(Q(s|x)|Y = s) P(Y = s) = \sum_{s} \int Q(s|x)P(s|x)P_X(dx) \]  

where \( P_X(dx) \) is all of the \( x \) distribution. 

Owing to \( \Phi(x) = \arg\max_{i} Q(i|x) \) 

\[ r_A = \sum_{s} \int K(\arg\max_{i} Q(i|x) = s) P(s|x)P_X(dx) \]  

where \( K(\cdot) \) is the indicator function. Denote \( C = \{x; \arg\max_{i} P(s|x) = \arg\max_{i} Q(s|x)\} \) 

For \( x \in C \) 

\[ \sum_{s} K(\arg\max_{i} Q(i|x) = s) P(s|x) = \max_s P(s|x) \]  

we can obtain that 

\[ r_A = \int x \in C \max_s P(s|x)P_X(dx) + \int x \in C' K(\Phi(x) = s)P(s|x)P_X(dx) \]  

where \( C \) represents the order-input set, \( C' \) is the complementary set of \( C \). The highest available correct classification rate is as follows: 

\[ Q^*(x) = \arg\max_{i} P(s|x) \]  

and has the correct classification rate 

\[ r^* = \int \max_s P(s|x)P_X(dx) \]  

C. THE PROCESS OF INTEGRATION IN THE RETRIEVAL STAGE

Next, we will introduce the integration strategy and integration process in BCMR in detail. As shown in Fig. 2, we assume that testing set contains \( m \) image-text pairs. For 50 different bootstrap replicates, we use same baseline models to train data and get 50 weak classifiers. When calculating the similarity between texts and images in testing set, 50 \( m \times m \) dimensional distance matrices which called Distance_1 to Distance_50, are obtained respectively.

We sort the distance matrices of every row from the nearest to the farthest, that is to say, from left to right of every row, the similarity between samples is smaller. We transform the distance into the index corresponding to the sample, and get the matrices Sort_1 to Sort_50 in Fig. 2(b). Let’s suppose that we extract all the \( n \)th rows of all weak learners and arrange them into Reset_n in Fig.2(c) in sequence, where \( Cm.n \) represents the \( n \)th row of \( m \)th weak classifier. For every Reset_n, we take the sample voting strategy for each column, that is, the final result is the majority of votes. If there are equal votes, select the first sample. We mark the integration results of each Reset_n as \( B_n \). Arrange all \( B_n \) in order and get the final integration result.

IV. EXPERIMENTS

In this section, we called Bagging add a baseline method as a BCMR method. A series of experiments were carried out and eight baseline methods were conducted to check the performance of BCMR, Bagging Cross-Media Retrieval. In the experiments, there were image retrieving text (I2T) task, text retrieving image (T2I) task and their average retrieval scores on three popular benchmark datasets: Labelme dataset, Wikipedia-CNN dataset and Pascal Sentence dataset.

A. EXPERIMENTAL SETTINGS

1) DATASETS

Labelme dataset [28] is an online image dataset invented by MIT’s Laboratory for cross-media retrieval. There are 2688 images and their corresponding tags. 2016/672 image-text pairs are used for training/testing. This dataset has 8 different categories (corresponding 8 unique outdoor scenes) and each image attribute one category. 512 dimensional GIST features are used to represent images and index vector of selected tags are used to represent texts.
2) BASELINE METHODS
Partial Least Square (PLS) [29] is a novel statistical data analysis model. Partial least squares regression is especially suitable when the prediction matrix has more variables than the observation. A linear regression model is found by projecting prediction variables and observation variables into a new space. In the process of modeling, PLS combines the characteristics of PCA, CCA and LRA.

Semantic Matching (SM) [30] is a method that realizes the higher level representation of texts and images. Texts and images are projected into a same semantic subspace in order that the different modalities can be measured.

MDCR [31] is the most classical task driven method. It learns their mapping matrices for each subtask (I2T and T2I), which can ensure the optimization of I2T and T2I results.

JFSSL [32] uses feature projection to solve the similarity measurement problem of different modal data, carrying out $l_{21}$-norm constraints to deal with paired feature selection. In order to maintain the relationship intra-modality and inter-modality of multimodal data, graph regularization is used to the data projection.

CR-CMR is a very effective method in this field. While spare representation is used in other methods, collaborative representation is applied here. This method combines the characteristics of both dictionary learning method and semantic matching method.

JGRMDCR [33] is also a modality-dependent method which has high accuracy. It makes full use of the one-to-one correspondence between image-text pairs, and then excavates the similarity between intra-modality and inter-modality.

PL-ranking [34] concentrates on optimizing the ranked list. In order to improve the querying accuracy, it combines pairwise ranking loss constraint, listwise constraint and regularization.

GSS-SL [35] is a semi-supervised method. Firstly, the label graph constraints are used to create semantic labels for the untagged samples, so this method is a semi-supervised one. Then labels reflecting semantic information are used to bridge different modes of the data. This method attempts to divide labeled samples and unlabeled samples by JFSSL in different proportions, and verify its effectiveness from different aspects.

3) EVALUATION METRIC AND PARAMETER TUNING

2016 pairs 672 pairs 8
Wikipedia-CNN 2173 pairs 693 pairs 10
Pascal Sentence 600 pairs 400 pairs 20

We utilize MAP and PR curves which are common evaluation criteria for cross-media retrieval tasks in the following content.

As shown in Table 2, to explore the influence of sampling times on experimental results, we use SM algorithm as a baseline algorithm to perform various retrieval tasks on Pascal Sentence dataset. The first row’s value is the experimental results of the original SM algorithm. We can clearly notice that as the number of sampling increase from 10 to 100, the MAP scores for I2T, T2I and their average value also increase, of which 10 to 50 increase very rapidly, and the growth from 50 to 100 was not obvious. The running time is increased according to the multiples of sampling times. Taking the MAP scores and running time into account, we choose the sampling number of 50 in this paper.

B. ACCURACY

1) RESULTS ON THE LABELME DATASET

In table 3, we list the MAP scores obtained by eight baseline methods and their corresponding method after integration on Labelme dataset. Obviously, the MAP scores after integration is much higher than that of the original methods in various cross-media retrieval tasks. In particular, Bagging+PL-ranking achieved the most obvious improvement for I2T task, T2I task and their average retrieval scores. According to the fact that Bagging algorithm can improve the retrieval performance of the unstable learning algorithm while the performance of the stable learning algorithm is not remarkable, we can learn that GSS-SL algorithm are more stable than other algorithm, and PL-ranking algorithm is the most unstable on Labelme dataset.

Fig. 3 shows the PR curve of eight baseline method and their corresponding methods after integration on Labelme dataset. It can be clearly see that methods after integration obtain higher accuracy at the most levels of recall.

Further analysis of MAP performance on the Labelme are shown in Fig 4.(a)(c)(e). It can be found that BCMR achieves better results than baseline methods for most class. In particular, BCMR gets higher MAP scores than corresponding baseline methods on 'street' and 'highway' class for I2T task. And obtains good performances on 'street', 'coast' and 'open country' class for T2I task and average retrieval scores.
Table 4 we list the MAP scores obtained by eight baseline methods and their corresponding methods after integration on Wikipedia-CNN dataset. The higher accuracy also evaluate the effectiveness of BCMR. We can see that although PLS baseline method achieves the lowest accuracy in five baseline methods. Bagging+PLS attains greatly obvious improvement for I2T task, T2I task and their average retrieval scores. About 2.2%, 4.5% and 3.4% higher than baseline method. We are surprised to find that PL-ranking algorithm is much more stable on this dataset than Labelme dataset. And Fig. 5 shows the PR curve on Wikipedia-CNN dataset.

3) RESULTS ON THE PASCAL SENTENCE

Although the number of Pascal Sentence datasets is more than the previous two datasets, and the number of samples is much smaller than them, we can see that it has achieved good performance in Table 5. The performance of BCMR on JGRMDCR baseline method is slightly inferior. Because Bagging algorithm has its own limitations, in other words, it
is difficult for Bagging algorithm to improve accuracy for relatively stable JGRMDCR algorithm. Because bootstrap sampling greatly increases the diversity of data, as shown in Fig. 6, Fig. 7, BCMR also performs well in two indicators of PR curves and MAP scores on Pascal Sentence dataset.

TABLE V MAP SCORES ON PASCAL SENTENCE DATASET

| methods              | 12T | 12I | Average |
|----------------------|-----|-----|---------|
| PLS                  | 0.398 | 0.399 | 0.399  |
| Bagging+PLS          | 0.424 | 0.433 | 0.429  |
| SM                   | 0.472 | 0.466 | 0.469  |
| Bagging+SM           | 0.492 | 0.521 | 0.507  |
| MDCR                 | 0.447 | 0.450 | 0.449  |
| Bagging+MDCR         | 0.469 | 0.476 | 0.473  |
| JFSSL                | 0.449 | 0.473 | 0.461  |
| Bagging+JFSSL        | 0.449 | 0.477 | 0.463  |
| CR-CMR               | 0.471 | 0.480 | 0.476  |
| Bagging+CR-CMR       | 0.485 | 0.510 | 0.498  |
| JGRMDCR              | 0.483 | 0.484 | 0.484  |
| Bagging+JGRMDCR      | 0.490 | 0.489 | 0.490  |
| PL-ranking           | 0.396 | 0.391 | 0.394  |
| Bagging+PL-ranking   | 0.421 | 0.408 | 0.415  |
| GSS-SL               | 0.468 | 0.464 | 0.466  |
| Bagging+GSS-SL       | 0.470 | 0.503 | 0.487  |

V. CONCLUSION

In this paper, an imaginative approach called BCMR is proposed, which is the first cross-media retrieval algorithm using integration idea in the retrieval stage. The whole algorithm is divided into two stages: (1) Sampling. Bootstrap is adopted in this paper, in fact this is a randomly sampling with replacement method.
(2) Integration of retrieval stage. The sample voting method is used to integrate 50 weak classifiers’ decisions. Based on the extensive experiments performed on the above three datasets, we can conclude that BCMR can effectively improve the accuracy of cross-media retrieval.
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