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Abstract

We introduce Attention Free Transformer (AFT), an efficient variant of Transformers [1] that eliminates the need for dot product self attention. In an AFT layer, the key and value are first combined with a set of learned position biases, the result of which is multiplied with the query in an element-wise fashion. This new operation has a memory complexity linear w.r.t. both the context size and the dimension of features, making it compatible to both large input and model sizes. We also introduce AFT-local and AFT-conv, two model variants that take advantage of the idea of locality and spatial weight sharing while maintaining global connectivity. We conduct extensive experiments on two autoregressive modeling tasks (CIFAR10 and Enwik8) as well as an image recognition task (ImageNet-1K classification). We show that AFT demonstrates competitive performance on all the benchmarks, while providing excellent efficiency at the same time.

1 Introduction

Self attention mechanisms, represented by Transformers [1], have driven the advancement of various machine learning problems, including language understanding [2, 3] and computer vision applications [4–6]. Different from classic model architectures such as Convolutional Neural Nets (CNNs) or Recurrent Neural Nets (RNNs), Transformers enable direct interaction between every pair of elements within a sequence, which makes them especially powerful at capturing long term dependencies.

However, Transformers require high computational costs. The cause of this challenge is the need to perform attention operations that have quadratic time and space complexity w.r.t. the context size. This makes it difficult for Transformers to scale to inputs with large context sizes. A number of recent works have been dedicated to addressing the scalability issue of Transformers [7–13]. The common idea here is to approximate the full attention operation, with the techniques ranging from sparsity, locality sensitive hashing, low rank decomposition, kernel approximation, etc..

In this paper, we propose a computational module that does not use or approximate the standard dot product attention. We hence name our model the attention free transformer (AFT). Similar to dot product attention, AFT is composed of the interaction of three quantities, namely the query, key and value ($Q, K, V$). The difference is that, in AFT the key and value (context) are first combined
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Figure 1: **Left:** average relative 2d attention maps from a pretrained 12 layer 6 head ViT [5]. **Right:** relative position biases learned by an AFT-conv with comparable size. Each row represents a layer (with layer index ranging from {0, 2, 4, 6, 8, 10}); Each column represents a head. See the Appendix for a more complete version.

| Model               | Time  | Space                        |
|---------------------|-------|------------------------------|
| Transformer         | $O(T^2d)$ | $O(T^2 + Td)$               |
| Reformer            | $O(T\log Td)$ | $O(T\log T +Td)$          |
| Linear Transformer  | $O(Td^2)$  | $O(Td + d^2)$               |
| Performer           | $O(Td^2 \log d)$ | $O(Td \log d + d^2 \log d)$ |
| AFT-simple          | $O(Td)$   | $O(Td)$                      |
| AFT-full            | $O(T^2d)$ | $O(Td)$                      |
| AFT-local (AFT-conv)| $O(Tsd), s < T$ | $O(Td)$                    |

Table 1: Complexity comparison with different Transformers: Reformer [8], Linear Transformer [11], Performer [13] (only variants that support the causal mode are shown). Here $T, d$ denote the sequence length and feature dimension, respectively.

AFT maintains direct interaction between any two points in the context, which is a major advantage of dot product attention. In fact, AFT can be interpreted as performing attention where the number of attention heads is the same as the model’s feature dimension, whereas the attention maps do not need to be explicitly computed (see Sec. 3.1 for details). This results in a memory complexity linear w.r.t. both the input and model sizes.

The rearranged computational ordering of $Q, K, V$ is also found in recent “linearized attention” works [11, 13–15]. The difference is that AFT combines $k$ and $v$ in an element-wise fashion, while all the linear attention papers rely on matrix dot products. The latter approach results in a complexity quadratic to the model’s feature dimension, which is unfriendly to large model sizes. See Table 1 for the complexity analysis of AFT in comparison to other variants.

Empirically, we observed that trained Transformers tend to demonstrate extensive local patterns (see Fig. 1). This motivates us to propose two variants of AFT: AFT-local and AFT-conv. In AFT-local, the learned position biases are constrained to a local region, while global connectivity is maintained. AFT-conv further extends this design by imposing spatial weight sharing, effectively making it a variant of CNN with global receptive field. We show that the locality constraint not only provides better parameter and computational efficiency, but also greatly improves model’s performance in all tasks.

We perform experiments with AFT on image auto-regressive modeling, character level language modeling, and image classification tasks. We show that AFT provides competitive performance, often matching or beating standard Transformers and other variants, while providing excellent efficiency. We also provide extensive ablation studies to several design choices of AFT, and discuss its unique properties such as compatibility with Transformers, sparsity and variable sized inputs.
2 Multi-Head Attention

At the core of Transformers is the Multi-Head Attention (MHA) operation. In the mode of self-attention, given an input sequence \( X \in R^{T \times d} \), and the number of heads \( h \), MHA performs a scaled dot product attention for each head \( i \), defined as:

\[
 f_i(X) = \sigma\left( \frac{Q_i(K_i)^T}{\sqrt{d_k}} \right)V_i, \quad \text{s.t. } Q_i = XW_{1i}^Q, K_i = XW_{1i}^K, V_i = XW_{1i}^V,
\]

where \( W_{1i}^Q \in R^{d \times d_k}, W_{1i}^K \in R^{d \times d_k}, W_{1i}^V \in R^{d \times d_v} \) are linear transformations for head \( i \), and \( \sigma \) is the non-linearity by default set as the \text{softmax} function (applied to each row of a matrix). \( d_k, d_v \) are dimensions for key and value, respectively. MHA concatenates the output of \( h \) attention heads along the channel dimension, resulting in feature dimension \( hd_v \). Unless otherwise mentioned, we assume \( d_k = d_v \), and \( h = \frac{d}{d_k} \). This means the query, key and value are the same dimension within each head, and the output dimension matches that of the input.

3 Methodology

3.1 Attention Free Transformer

We now define Attention free transformer (AFT), which is a plug-in replacement of MHA without the need of changing other architectural aspects of Transformers. Given the input \( X \), AFT first linearly transforms them into \( Q = XW_{1i}^Q, K = XW_{1i}^K, V = XW_{1i}^V \); then performs following operation:

\[
 Y = f(X); \quad Y_i = \sigma_g(Q_i) \odot \frac{\sum_{t'=1}^{T} \exp(K_{i,t'} + w_{t,t'}) \odot V_{i,t'}}{\sum_{t'=1}^{T} \exp(K_{i,t'} + w_{t,t'})}
\]

where \( \odot \) is the element-wise product; \( \sigma_g \) is the nonlinearity applied to the query with default being \text{sigmoid}; \( w \in R^{T \times T} \) is the learned pair-wise position biases (see Figure 2 for an illustration).

Explained in words, for each target position \( t \), AFT performs a weighted average of values, the result of which is combined with the query with element-wise multiplication. In particular, the weighting is simply composed of the keys and a set of learned pair-wise position biases. This provides the immediate advantage of not needing to compute and store the expensive attention matrix, while maintaining the global interactions between query and values as MHA does.

In order to further see AFT’s relationship to MHA, we can rewrite Equation 2 as:

\[
 Y_{i,t} = a_{t,i}^i \cdot V^i, \quad \text{s.t. } a_{t,i}^i = \frac{\sigma_g(Q_{i,t}) \exp(K_{i,t'} + w_{t,t'})}{\sum_{t'=1}^{T} \exp(K_{i,t'} + w_{t,t'})}, \quad i = 1, 2, ..., d, \quad t = 1, 2, ..., T.
\]

Here we use the superscript \( i \) to index the feature dimension of a matrix; \( \cdot \cdot \cdot \cdot \) denotes the dot product of vectors. In this rearranged form, we are able to express AFT in terms of attention again. Specifically, for each position, we have an attention vector \( a_{t,i}^i \) for each dimension, composed of \( Q, K, w \). In other words, AFT can be interpreted as performing implicit attention with as many heads as feature dimensions, where the attention matrices take a factorized form.

3.2 AFT variants: locality, weight sharing and parameterization

AFT-full. We denote the basic version of AFT defined in Equation 2 as AFT-full.

AFT-local. In many applications, locality is an important inductive bias, which has been exploited by CNNs and recent works in Transformers [4, 7]. In addition, we found that trained standard Transformers tend to demonstrate extensive local attention patterns. To be concrete, we visualized an ImagenetNet pretrained Vision Transformer (ViT) [5], which consists of 12 layers each with 6 heads. For the sake of visualization, we ignore the classification tokens, and reshape each layer’s attention tensors to shape \( 6 \times 196 \times 196 \) (the spatial size of the ViT’s feature maps is \( 14 \times 14 \)). We then sampled 256 images from the ImageNet validation set. For each layer and each head, we compute the average relative 2d attentions, averaged across query positions and images. This results in a set of attention maps of size \( 12 \times 6 \times 27 \times 27 \). The result is shown in Figure 1 (left), where we show the

---

\(^2\)we use the non-masked mode for illustration, and the masked/causal mode can be constructed by limiting the range of the summation.

\(^3\)12 is \#layers, 6 is \#heads, 27 \times 27 is relative 2d attention size from feature map 14 \times 14
Figure 2: An illustration of AFT defined in Equation 2, with $T = 3, d = 2$.

 attentions for every 2 layers (see the Appendix for the full visualization). We see that the relative attention maps demonstrate strong local patterns (as indicated by the sharpness), especially in the lower layers. This motivates a variant of AFT, dubbed AFT-local, where we only apply a learned set of relative position biases locally:

$$w_{t,t'} = \begin{cases} w_{t,t'}, & \text{if } |t - t'| < s \\ 0, & \text{otherwise.} \end{cases}$$

(4)

Here $s \leq T$ is a local window size. AFT-local provides further computational savings, both wrt the number of parameters and time/space complexity. Note that different from local Transformers (e.g., [7]), AFT-local maintains global connectivity regardless of the window size $s$. In the experiments we verify the effectiveness of this design choice.

AFT-simple. An extreme form of AFT-local is when $s = 0$, i.e., no position bias is learned. This gives rise to an extremely simple version of AFT, where we have:

$$Y_t = \sigma_q(Q_t) \odot \frac{\sum_{t'=1}^{T} \exp(K_{t'}) \odot V_{t'}}{\sum_{t'=1}^{T} \exp(K_{t'})} = \sigma_q(Q_t) \odot \sum_{t'=1}^{T} \left( \text{softmax}(K) \odot V \right)_{t'}. \quad (5)$$

In this version, the context reduction is further simplified to element-wise operations and global pooling. AFT-simple is similar to linearized attention [11, 13, 14], which is formulated as $Y_t = \frac{\phi(Q_t) \sum_{t'=1}^{T} \phi(K_{t'}) V_{t'}}{\phi(Q_t) \sum_{t'=1}^{T} \phi(K_{t'})}$. However, it is easy to see that AFT-simple completely gets rid of the need for dot products operations, which results in a complexity of $O(Td)$ rather than $O(Td^2)$.

AFT-conv. We can also further extend the idea of locality to incorporate spatial weight sharing, i.e., convolution. This variant is especially relevant to vision tasks, as it is often desirable to extend a pretrained model to variable sized inputs. Specifically, we let the value of $w_{t,t'}$ to be dependent only on the relative positions of $t$ and $t'$, w.r.t. to a given spatial grid (1d or 2d). Similar to CNNs, we can also learn multiple sets of position biases (we reuse the notion of heads for reference). To account for the growth of #parameters as #heads increases, we adopt a design choice to tie the dimensionality of $K$ with #heads. This makes AFT-conv amendable to an implementation relying on depth-wise separable convolutions, global pooling and element-wise operations.

We now show an example of AFT-conv with 1d inputs, 2d and 3d inputs can be derived similarly. We denote a model configuration as AFT-conv-h-s, where $h$ is the number of heads and $s$ is the 1d local window size. We now have $w \in \mathbb{R}^{h \times s}$, $Q, V \in \mathbb{R}^{T \times h \times \frac{d}{s}}$, $K \in \mathbb{R}^{T \times h}$. For each head $i = 1, 2, ..., h$, we have:

$$Y^i_t = \sigma_q(Q^i_t) \odot \frac{\text{conv1d}(\exp(K^i) \odot V^i, \exp(w^i) - 1) + \sum_{t'=1}^{T} \exp(K^i_{t'}) \odot V^i_{t'}}{\text{conv1d}(\exp(K^i), \exp(w^i) - 1) + \sum_{t'=1}^{T} \exp(K^i_{t'})}. \quad (6)$$

Here $Y^i_t \in \mathbb{R}^{\frac{d}{s}}$, $Q^i, V^i \in \mathbb{R}^{T \times \frac{d}{s}}$, $K^i \in \mathbb{R}^{T}$, $w^i \in \mathbb{R}^{s}$; conv1d$(x, w)$ is depth-wise separable 1d convolution operation where the convolutional filter $w$ is shared across channel dimension $^4$.

$^4$Equation 6 can also be implemented with fully connected operations, e.g., einsum, which might yield better efficiency in practice.
Note that Equation 6 can be readily interpreted as a specialized convolutional layer with 1) global connectivity, 2) non-negative convolutional weights and 3) sophisticated divisive/multiplicative gating mechanism. We show experimentally that all of the three aspects contribute significantly to AFT-conv’s performance.

**Parameterization.** Empirically, we find that it is important to parameterize the position biases $w$ properly. For AFT-full and AFT-local, we adopt a factorized form of $w$ as:

$$w_{t,t'} = u^T_t v^{t'}_t, \quad u \in \mathbb{R}^{T \times d'}, \quad v \in \mathbb{R}^{T \times d'},$$

where $d'$ is a small embedding dimension (e.g., 128). This simple factorization not only greatly reduces the parameter counts ($2Td'$ vs $T^2$), but also empirically improves model’s performance in both training and testing.

For AFT-conv, the factorization trick is non-applicable. We instead adopt a simple re-parameterization, where for each head $i$, we let

$$w^i = \gamma^i \frac{w^i - \text{mean}(w^i)}{\text{std}(w^i)} + \beta^i,$$

where $\gamma \in \mathbb{R}^h$, $\beta \in \mathbb{R}^h$ are learnable gain and bias parameters, both initialized as 0.

### 4 Related Work

Since the Transformer was introduced, there have been numerous attempts to address the major source of inefficiency in the architecture, the quadratic cost of the attention operation. Improving this operation can enable larger context sizes and more efficient implementations. For a comprehensive, recent survey of efficient transformers, see [16].

**Approximating the dot product.** [11, 13, 14] propose to approximate the exponential kernel with inner product of projections, which leads to a linearized attention operation of complexity $O(Td'^2)$. The $d'^2$ term of these models however makes it difficult to scale with model size, which is not a problem for AFT. Reformers [8] apply LSH as an approximation to the dot product, where AFT completely gets rid of it.

**Sparse, local attention.** Sparse Transformers [7] and Image Transformer [17] proposes to use fixed sparse or local context patterns. Attention models in vision tasks (often combined with convolutions) use image structure to help handcraft relevant spatial patterns to attend [18–22]. AFT-local also borrows the locality idea, but we put it as a bias rather than hard constraint. This allows AFT-local/AFT-conv to take advantage of the full context, rather than relying only on a subset.

**Context compression.** Other approaches try to learn context patterns. Adaptive-Span Transformers [23] learn a range for each attention head within which to attend. Routing transformers [24] use clustering to compute dot-product attention only over a subset of elements within the same cluster. The Linformer [10] reduces the length of the context by compressing the keys and values with a linear layer. Compressive Transformers [9] compute and update reduced representations of the input that are far enough back in the input sequence, and attend to those compressed representations. AFT is largely complementary to these approaches, as our focus is to improve the complexity of any given sequence from the operation level.

**Eliminating dot product attention.** Instead of limiting the number of comparisons, other methods change the operation used to compute attention. The Synthesizer [12] uses attention weights predicted from inputs, rather than derived from dot-product interactions. The LightConv module introduced in [25] proposes to replace the dot product self-attention with dynamic lightweight depthwise convolution, where the weights are normalized across temporal dimension. The Sinkhorn Transformer [26] uses a differentiable sorting operation to identify relevant comparisons that may not be local in the original sequence order. AFT offers a different approach along this line, while highlighting strong empirical performance and efficiency.

**MLPs for vision.** Concurrent works [27, 28] explore the use of MLP in place of the attention operation for vision tasks. While AFT can be viewed in a similar way, it is also equipped with a more sophisticated gating mechanism. In particular, the weighting of values are composed of both the key and position biases, which are normalized to non-negative values (similar to attention). This allows...
Table 2: NLL results on CIFAR10, evaluated by bits/dim, the lower the better. Speed and memory are measured during training time, with a batch size of 32 across 8 V100 GPUs. AFT achieve the state-of-the-art result in this setting, with significant improvements wrt speed and memory over standard Transformer, Sparse Transformer [7] and Image Transformer [17].

| Method                | L | d | h | Train loss | Test loss | Iters/Sec | GB/GPU |
|-----------------------|---|---|---|------------|-----------|-----------|--------|
| PixelCNN              | - | - | - | 3.08       | 3.14      |           |        |
| PixelCNN++            | - | - | - | 2.92       |           |           |        |
| PixelSNAIL            | - | - | - | 2.85       |           |           |        |
| Sparse Transformer strided | 128 | 256 | 2 | 2.80       |           |           |        |
| Image Transformer local2d | 12 | 512 | 4 | 2.90       | 1.61      | 22.3      |        |
| Transformer           | 12 | 512 | 4 | 2.90       | 2.88      | 1.35      | 30.6   |
| Transformer           | 24 | 256 | 2 | 2.90       | 2.86      | 1.36      | 30.4   |
| AFT-local-256         | 12 | 512 | 1 | 2.75       | 2.74      | 1.67      | 12.8   |
| AFT-local-256         | 24 | 256 | 1 | 2.82       |           |           | 2.15   |
| AFT-simple            | 24 | 256 | 1 | 2.82       |           |           | 9.5    |

Table 3: The effect of factorized parameterization of the position bias, evaluated by autoregressive modeling on CIFAR10.

| #params/layer | Train loss | Test loss |
|---------------|------------|-----------|
| Non Factorized | 9.6M       | 2.82      | 2.84      |
| Factorized (default) | 0.6M       | 2.75      | 2.74      |

AFT to be a plugin module to existing Transformers without any architectural changes and extra tuning. Besides, AFT-conv inherits the valuable properties of CNNs, allowing it to achieve excellent parameter efficiency, strong performance as well as ability to handle variable sized inputs.

5 Experiments

We conduct experiments on three tasks: image autoregressive modeling (Sec. 5.1), character level language modeling (Sec. 5.2) and image classification (Sec. 5.3). The first two benchmarks use the causal model (or decoder model) of AFT, while the last one uses the encoding model. All the experiments are designed in the plug and play fashion, where we obtain a baseline Transformer architecture for the specific task and replace the attention module with an AFT module. Hyperparameters such as initialization, learning rate scheduling are also directly inherited from the Transformer counterparts. Unless otherwise mentioned, all experiments are conducted on 8×V100 GPU machines.

5.1 Image Autoregressive Modeling

In our first set of experiments, we consider the problem of image autoregressive modeling by minimizing the negative log likelihood (NLL). Similar to [17], we represent an RGB image as a sequence of length $H \times W \times 3$, with $H, W$ being the height and width, respectively. Each sub-pixel is represented as a 256-way discrete variable. We use CIFAR10 as the benchmarking dataset.

Our reference Transformer design largely follows that of [4], where a transformer block consists of an attention layer (AFT layer in our case) with residual connection and a 2 layer MLP with residual connections (with the feedforward dimension multiplier set to 4). Layer Normalization (LN) [29] is applied in a “pre-act” fashion. We adopt learned position embeddings, and use a set of shared token embeddings and prediction heads across RGB. We use AFT-local with the factorized parameterization for this experiment. The hidden dimension for the factorization is 64, with $u, v$ initialized with $\mathcal{N}(0, 10^{-2})$; the local (1d) window size $s$ is 256.

We use AdamW [30], and follow a standard warmup learning rate schedule as in [1]. We use an initial learning rate of $3 \times 10^{-3}$ a weight decay of 0.1 applied to all linear transformations weights, and a dropout rate of 0.1. We adopt simple data augmentation. During training, we first randomly flip each image horizontally, then add or subtract a value in the range $[-10, 10]$ from all its subpixels, and clip resulting pixel values to $[0, 255]$. We use cross entropy loss, and a default batch size of 128 for 200 training epochs.
Table 4: Enwik8 results, measured in bits per character (bpc), the lower the better. Baselines compared are Reformer [8], Synthesizer [12] (its best performing dense version), Linear Transformer [11] and Performer [13]. L, d, h, T denote number of blocks (depth), dimension of features, number of heads, and sequence length, respectively. Speed and memory are measured during training time, with a batch size of 128 on a 8 V100 GPU node. Both Linear Transformer and Performer are implemented with customized CUDA kernels (github.com/idiap/fast-transformers), and all other models are implemented in native Pytorch.

| Method       | L   | d   | h   | T   | Train bpc | Test bpc | Iters/Sec | GB/GPU |
|--------------|-----|-----|-----|-----|-----------|----------|-----------|--------|
| Transformer  | 12  | 512 | 8   | 1024| 0.977     | 1.137    | 1.42      | 29.4   |
| Transformer  | 24  | 256 | 4   | 1024| 1.039     | 1.130    | 1.57      | 28.3   |
| Reformer     | 12  | 512 | 8   | 1024| 1.04      | 1.195    | 1.05      | 20.9   |
| Synthesizer  | 12  | 512 | 8   | 1024| 0.994     | 1.298    | 1.49      | 29.9   |
| Linear Transformer | 12 | 512 | 8   | 1024| 0.981     | 1.207    | 1.46      | 10.6   |
| Performer    | 12  | 512 | 8   | 1024| 1.002     | 1.199    | 1.44      | 10.1   |
| AFT-local-32 | 12  | 512 | 1   | 1024| 0.854     | 1.180    | 1.85      | 11.3   |
| AFT-local-32 | 24  | 256 | 1   | 1024| 0.972     | 1.154    | 2.04      | 11.2   |
| AFT-simple   | 24  | 256 | 1   | 1024| 1.046     | 1.209    | 2.61      | 9.6    |

Comparing with the state of the art. CIFAR10 is a crowded benchmark for image autoregressive modeling, and we compare with a few competitive baselines, as shown in Table 2. Note that CIFAR10 has an unrolled sequence length of 3072, which is already prohibitive to train a full Transformer with reasonable size. For the standard Transformer model, we adopt two configurations (L=12, d=512, h=4 and L=24, d=256, h=2), with batch size 32 which is the largest one we can fit on a 8xV100 GPU node. Another baseline is Image Transformer [17], which restricts attention to local 2d windows of size of 256. We also compare to Sparse Transformers [7], which restrains attention to pre-specified sparse subsets of context elements.

From Table 2, we see that AFT-local outperforms all the Transformer baselines. We also observe that the deeper but narrower architecture is more effective than the shallow but wide baseline. Our best model also achieves the state-of-the-art result on CIFAR10 in this setting, outperforming a much larger Sparse Transformer model. Efficiency wise, we benchmarked the Transformer variants against AFT on a 8 V100 GPU node 5. All our variants are faster than standard Transformer and Image Transformer, while consuming only half of the memory 6. Perhaps surprisingly, AFT-simple also achieves very competitive performance, even outperforming the Image Transformer, while offering excellent speed and memory efficiency.

The effect of factorization. We also provide ablations on the role of the factorized parameterization of AFT. To do this, we retrained the best performing model from Table 2 (i.e., AFT-local-256, L=24, d=256) with a naively parameterized \( w \), initialized with \( \mathcal{N}(0, 10^{-2}) \). From Table 3, we see that the factorized version not only provides significant parameter savings, but also improves the model’s performance both on training and testing.

| Win size | 0   | 1   | 2   | 4   | 8   | 32  | 64  | 128 | 256 | 512 | 1024 |
|----------|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|------|
| Train bpc| 1.046 | 1.043 | 1.009 | 0.990 | 0.983 | 0.972 | 0.981 | 0.985 | 0.986 | 0.988 | 0.991 |
| Test bpc | 1.209 | 1.205 | 1.176 | 1.165 | 1.162 | 1.154 | 1.160 | 1.165 | 1.164 | 1.171 | 1.173 |

Table 5: Increasing \( T \) on Enwik8. Both training and testing loss are improved as \( T \) increases.

| T  | 1024 | 2048 | 4096 |
|----|------|------|------|
| Train bpc | 0.972 | 0.951 | 0.945 |
| Test bpc  | 1.154 | 1.135 | 1.134 |
5.2 Language Modeling

We apply AFT to character level language modeling on Enwik8 [31], which is another popular benchmark for auto-regressive modeling. We follow the standard preprocessing procedures and training/validation/test splits as in [32]. Our base Transformer reference is a 12 layer 512 dimensional 8 head architecture with 2048 feed forward dimensions. For the first set of experiments, we use sequence length of 1024. Our training protocol is largely the same as the previous experiment, except that we increase the weight decay to 0.5 and train for 100 epochs with batch size 128. We evaluate the AFT-local with a window size of 32 and \(d' = 256\). We also compare to several efficient Transformer baselines, namely Reformer [8], Synthesizer [12], Linear Transformer [11] and Performer [13]. From Table 4, we see that with the base \(L = 12, d = 512\) architecture, AFT achieves the lowest training bits per character (bpc), which is an indicator for high model capacity. Its test performance is slightly worse than that of the basic Transformer, but outperforms all other Transformer variants. The deeper and narrower architecture of AFT strikes the best balance across parameter, speed, memory and performance. Its test bpc is only 0.024 away from the full Transformer’s, while only consuming a third of the memory and provides a 44% speedup. AFT-simple again demonstrates competitive performance and excellent efficiency.

**On the local window size.** In order to validate the effect of local window size, we performed additional experiments with the \(L = 24, d = 256\) architecture, fixing everything but varying the local window size \(s\). We show the results in Table 5, where we see that both the training and testing bpc forms a U-shape w.r.t. the window size, with 32 achieving the best performance. This further confirms that locality is indeed an effective inductive bias across tasks.

**Longer sequence size.** We are also interested in AFT’s ability to adapt to longer sequence sizes. Due to its simplicity, one might even expect a degradation of performance as \(T\) increases. To this end, we trained the AFT-local-32, \(L=24, d=256\) model with \(T\) increased to 2048 and 4096. The results are shown in Table 6. We see that AFT is able to take advantage of larger sequence sizes and yield consistently lower training and testing loss as \(T\) increases.

5.3 Image Classification

We then test the non-causal version of AFT, focusing on an image classification task. We adopt the Vision Transformer architecture [5], and perform experiments on the Imagent 1K classification dataset. We adopt training setting and hyper parameters (batch size, data augmentation, regularization and learning rate scheduling) from DeiT [6].

In a nutshell, A ViT splits an image into \(16 \times 16\) non-overlapping patches, then linearly projects each patch with shared weights to the equivalence of token embeddings. A learned class token is appended to the resulting representation, resulting in a sequence of length \(T = 1 + \frac{H}{16} \times \frac{W}{16}\). A linear classification head is attached to the final layer’s class token to obtain the final outputs. See [5] for more details of the model configuration. All the experiments are conducted on the ImageNet-1K dataset, without using extra data.

Since the sequence size is relatively small in this task (\(T = 197\) for input sizes of \(224 \times 224\)), we first experiment with AFT-full. The hidden dimension of factorized position bias is set as \(d' = 128\). Besides, we also experiment with AFT-conv. In this setting, we also remove the use of position embedding and class token, and apply global average pooling after the final layer’s output, which is then fed into the classification linear layer. This modification not only simplifies the model design, but also makes AFT-conv fully convolutional, which is absent from Transformer and its variants.

We compare against two baseline Transformer configurations, with the “tiny” (\(L=12, d=192, h=3\)) and “small” (\(L=12, d=384, h=6\)) configurations, respectively. We also consider Lambda Networks [15], which is closely related to the linearized attention line of work. Similar to AFT-conv, we remove the class token and apply global average pooling instead. We use a publicly available implementation 7, and apply the full context mode with the key projection dimension \(|k| = 16\) (this setting invokes the faster linear implementation). We also apply BatchNorm to the query, key projections as recommended by [15].

---

7 github.com/lucidrains/lambda-networks, released under MIT License
Table 7: Imagenet 1K classification results with the Transformer architecture from DeiT [6], cropsize is 224. Speed and memory consumption are measured in inference mode on a V100 GPU, batch size is 256.

| Model               | Kernel | Heads | Top1 Acc | #Params (MB) | Images/Sec | Mem (GB) |
|---------------------|--------|-------|----------|--------------|------------|----------|
| ResNet50 [33]       | 3      | -     | 76.9     | 25.6         | 1257       | 6.5      |
| DeiT tiny [6]       | -      | 3     | 72.2     | 5.7          | 2507       | 1.9      |
| DeiT small [6]      | -      | 6     | 79.9     | 22.1         | 1010       | 2.9      |
| Lambda tiny [15]    | -      | 3     | 72.4     | **4.8**      | 2157       | 2.7      |
| Lambda small [15]   | -      | 6     | 80.0     | 17.7         | 1057       | 5.8      |
| AFT-full tiny       | -      | 1     | 72.4     | 6.3          | **2523**   | **1.8**  |
| AFT-full small      | -      | 1     | 79.8     | 22.6         | 1011       | 2.6      |
| AFT-conv tiny       | 11     | 32    | 73.9     | 5.4          | 2359       | **1.8**  |
| AFT-conv tiny       | 11     | 192   | 74.8     | 5.9          | 2365       | 2.2      |
| AFT-conv small      | 11     | 16    | 80.2     | 20.3         | 989        | 2.5      |
| AFT-conv small      | 11     | 384   | 80.8     | 22.5         | 936        | 3.2      |
| AFT-conv small      | 15     | 384   | **81.0** | 23.0         | 936        | 3.2      |

Our result is shown in Table 7. We first see that AFT-full achieves comparable performance with the baseline Transformer DeiT in both configurations, while with better memory footprint and similar speed. AFT-conv significantly improves the top-1 accuracy of both configurations (2.6%, 1.1% absolute improvement for “tiny” and “small”, respectively), with similar or smaller parameter counts. Compared to Lambda Networks, all AFT variants achieve comparable or better accuracy, with comparable speed and much smaller memory footprints.

Visualization. We also tried to visualize the position biases ($\exp(w) - 1$ to be precise) learned by AFT-conv, as shown in Figure 1 (right). Note that interesting local, symmetric sparse patterns emerge. We show in the Appendix that we can regularize the position biases to achieve more sparsity. We also show an extreme version of AFT-conv, where each head is assigned one non-zero context point, while still keep good accuracy. This effectively transforms convolution into indexing.

Variable size inputs. AFT-conv is fully convolutional, which means that it can handle an input size different from that in training. We tested an AFT-conv model (last row of Table 7, trained with crop size 224) on a larger crop size of 384. This results in an improved accuracy of 81.6, compared with the original 81.0. This makes AFT-conv well suited for the pretraining finetuning workflows, as often seen in Vision tasks.

Compatibility with Transformers. Although AFT is not designed to directly approximate MHA, they do share considerable similarity in that the value vectors are aggregated with learned non-negative weighting in both models. We hypothesize that representations learned by one model can be transferred to another. To test this, we obtain a pretrained “DeiT base” model with crop size 384. We then train an AFT-conv by initializing its weights with that of the DeiT model, excluding the position embeddings, the class token, key and query projections. We use a batch size of 64 and train the model for 100 epochs. As a control, we also train a randomly initialized AFT-conv for the same number of epochs. The results are shown in Table 8. Interestingly, we see that the finetuned version of AFT-conv achieves significantly higher accuracy than that randomly initialized version. The resulting model is also more accurate, faster and memory efficient than the original DeiT model.

Global connectivity. AFT-conv (as well as AFT-local) maintains global connectivity regardless of the local kernel size, which is distinctive from sparse and local attention works. To see the benefit of this design, we trained a degenerate variant of AFT-conv, where we modify Equation 4 to assign $-\infty$ values to $w_{t,t'}$ outside the local window (zero weights after exponentiation). When evaluating this baseline with kernel size 7, it gives a Top 1 accuracy of 79.9, compared to the default AFT-conv’s 80.8 with the same setting, which is a 0.9% drop (we observe the same trend consistently in various configurations). We hypothesize that this technique can also be extended to local and sparse Transformers, but will leave it as future work.

6 Conclusions

We have introduced the Attention Free Transformer that replaces dot product attention with an efficient new operation. We have demonstrated strong results on a set of standard benchmarks with
Table 8: Finetuning AFT-conv for 100 epochs from a pretrained “DeiT base” on 384 × 384 crops. “ft” and “rand” stand for finetuning and random initialization, respectively.

| Model      | Kernel | Heads | Top1 Acc | #Params (MB) | Images/Sec | Mem (GB) |
|------------|--------|-------|----------|--------------|------------|----------|
| Deit base  | -      | 12    | 82.9     | 86.9         | 89.6       | 13.6     |
| AFT-conv ft| 25     | 32    | **83.4** | **79.7**     | **98.5**   | **8.9**  |
| AFT-conv rand | 25     | 32    | 81.6     | 79.7         | 98.5       | 8.9      |

excellent efficiency. We believe that our model opens a new design space for Transformer-like models, and will see impact in various areas where self attention are needed.
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Figure 3: Exponentiated position biases learned by AFT-full, trained on ImageNet-1K, shown from layer 1, 2, ..., 12, arranged from top left to bottom right. Each image is of size $197 \times 197$, where the first element corresponds to the class token, and the remaining 196 correspond to the $14 \times 14$ positions. We see that local, sparse patterns are learned without explicit supervision.

Table 9: The effect of factorized parameterization of AFT-full.

|                  | Train loss | Top 1 Acc |
|------------------|------------|-----------|
| Non Factorized   | 3.17       | 78.2      |
| Factorized (default) | 3.08       | 79.8      |

Table 10: The effect of reparameterization of AFT-conv (kernel size $7 \times 7$).

|                  | Train loss | Top 1 Acc |
|------------------|------------|-----------|
| Naive param      | 3.11       | 79.4      |
| Reparameterized (default) | 2.94   | 80.8      |

7 Additional Ablations

We conducted more experiments on the ImageNet-1K classification settings.

Factorization of $w$. We first verify the importance of the factorized parameterization of AFT-full. As shown in Tab 9, the non factorized parameterization of AFT-full achieves worse training and test performance than the factorized version.

Reparameterization of $w$. For AFT-conv, we by default apply the reparameterization as described in Sec. 3.2. We verify that this design effectively improves the model’s performance, as shown in Table 10.

Kernel size. We also experimented with varying the local window size based on AFT-conv small (384 heads). The results are shown in Tab 11. Note that AFT-conv achieves comparable performance to the DeiT reference even with a very small kernel size of $3 \times 3$.

Table 11: Varying kernel size for AFT-conv.

| Kernel | 3   | 7 | 11  | 15  | 25  | 27  | DeiT small |
|--------|-----|---|-----|-----|-----|-----|------------|
| Train loss | 3.02 | 2.94 | 2.94 | 2.93 | 2.93 | 2.94 | 3.01       |
| Top 1 Acc   | 79.9 | 80.8 | 80.8 | 81.0 | 80.7 | 81.0 | 79.9       |
Figure 4: Image completion with the AFT-local trained on CIFAR10 autoregressive modeling task. **Top:** masked images from the test set. **Bottom:** completed images.

Table 12: Top 1 accuracy of AFT-conv without the query term (w/o q). This results in significant performance drops.

| Kernel       | 11  | 15  |
|--------------|-----|-----|
| with q (default) | 80.8| 81.0|
| w/o q        | 79.3| 79.5|

**Contribution of the query.** The query term contributes a small fraction to the computation of AFT, but it contributes significantly to AFT’s performance. We conducted an additional experiment with AFT-conv (384 heads, kernel size in 11 × 11 and 15 × 15), where we remove the query term. The result is shown in Tab 12.

**Visualizing the key.** The keys play a central role in AFT, as they provide content dependent reweighting for effective context reduction. In order to understand their behavior, we visualized the feature maps for a AFT-conv model on randomly sampled images from the validation set of ImageNet-1K, as shown in Fig. 9, 10, 11, 12. Interestingly, we see that the keys gradually evolve to “object detectors” as the layer level goes up.
Figure 5: The full set of average relative 2d attention maps learned by a pretrained ViT model (with 12 layers and 6 heads) on ImageNet-1K. Each row corresponds to a layer and each column corresponds to a head. Each attention map is of size $27 \times 27$, with the class token excluded.
Figure 6: Exponentiated position biases learned by AFT-conv, trained on ImageNet-1K. Each row corresponds to a layer, each column corresponds to a head (the first 16 are shown). This model has top 1 accuracy of 80.8%.

Figure 7: Exponentiated position biases learned by AFT-conv (kernel size $11 \times 11$) with sparsity regularization, trained on ImageNet-1K. Each row corresponds to a layer, each column corresponds to a head (the first 16 are shown). This model has top 1 accuracy of 80.9%.
Figure 8: Exponentiated position biases learned AFT-conv (kernel size $11 \times 11$) with Gumbel softmax sampling, trained on ImageNet-1K. Each row corresponds to a layer, each column corresponds to a head (the first 16 are shown). This model has top 1 accuracy of $79.9\%$.

8 Sparsity

The position biases learned by AFT-conv (kernel size $11 \times 11$) as shown in Figure 6 demonstrates interesting sparsity patterns, which suggests great potential for quantization and pruning. To this end, we experimented with a simple sparsity promoting regularization term:

$$\text{reg}(w) = \sum_{i=1}^{h} H(w^i), \quad H(w^i) = \text{entropy}(\text{softmax}(w^i)).$$ (9)

Where we simply minimize the entropy for each head, with the softmax distribution using $w^i$ as the logits. We combining $\text{reg}(w)$ with the cross entropy loss with a small weighting (0.001) and train with the AFT-conv with kernel size 11 and 384 heads. This results in a slight improvement in accuracy (due to its regularization effect) of 80.9 vs 80.8, as well as sparser looking position biases. The visualization is shown in Fig. 7. We see that the position biases are much more sparsely distributed as expected.

Encouraged by this, we continued to push the sparsity to an extreme form. Now for each head, we only assign a learned relative position bias for a single position. To do this, during training, we multiply the position biases $w^i$ for each layer and each head with a sample from its corresponding Gumbel softmax distribution [34]:

$$w^i = w^i \ast \text{gumbel}(w^i; \tau),$$ (10)

where $\tau$ is the temperature term for Gumbel softmax, and we set it as 0.5; $\text{gumbel}(w^i; \tau)$ produces a (sparse) sample with the same shape as $w^i$. During inference, the Gumbel softmax is replaced with hard max, i.e., a one hot vector is returned. This results in a model with top 1 accuracy 79.9, with less than 1 point drop compared with the unregularized model. The position biases are visualized in Fig. 8. This extreme model variant makes it possible to implement the context reduction of $K, V$ with a combination of global average pooling and indexing, which has the same complexity as AFT-simple but maintains strong performance (comparable to that of the standard Transformer).
Figure 9: **Top**: sample image from the validation set of ImageNet-1K. **Bottom**: visualization of the keys for AFT-conv, with each row corresponding to a layer, each column corresponding to a head.
Figure 10: **Top:** sample image from the validation set of ImageNet-1K. **Bottom:** visualization of the keys for AFT-conv, with each row corresponding to a layer, each column corresponding to a head.
Figure 11: **Top:** sample image from the validation set of ImageNet-1K. **Bottom:** visualization of the keys for AFT-conv, with each row corresponding to a layer, each column corresponding to a head.
Figure 12: **Top:** sample image from the validation set of ImageNet-1K. **Bottom:** visualization of the keys for AFT-conv, with each row corresponding to a layer, each column corresponding to a head.
1 Additional Ablations

We conducted more experiments on the ImageNet-1K classification settings.

Factorization of $w$. We first verify the importance of the factorized parameterization of AFT-full. As shown in Tab 1, the non factorized parameterization of AFT-full achieves worse training and test performance than the factorized version.

Reparameterization of $w$. For AFT-conv, we by default apply the reparameterization as described in Sec. 3.2. We verify that this design effectively improves the model’s performance, as shown in Table 2.

Kernel size. We also experimented with varying the local window size based on AFT-conv small (384 heads). The results are shown in Tab 3. Note that AFT-conv achieves comparable performance to the DeiT reference even with a very small kernel size of $3 \times 3$.

Table 1: The effect of factorized parameterization of AFT-full.

|                  | Train loss | Top 1 Acc |
|------------------|------------|-----------|
| Non Factorized   | 3.17       | 78.2      |
| Factorized (default) | 3.08       | 79.8      |

Table 2: The effect of reparameterization of AFT-conv (kernel size $7 \times 7$).

|                  | Train loss | Top 1 Acc |
|------------------|------------|-----------|
| Naive param      | 3.11       | 79.4      |
| Reparameterized (default) | 2.94       | 80.8      |

Table 3: Varying kernel size for AFT-conv.

| Kernel | Train loss | Top 1 Acc |
|--------|------------|-----------|
|       | 3 | 7   | 11  | 15  | 25  | 27  | DeiT small |
| Train loss | 3.02 | 2.94 | 2.94 | 2.93 | 2.93 | 2.94 | 3.01 |
| Top 1 Acc | 79.9 | 80.8 | 80.8 | 81.0 | 80.7 | 81.0 | 79.9 |
Figure 2: Image completion with the AFT-local trained on CIFAR10 autoregressive modeling task. 
Top: masked images from the test set. Bottom: completed images.

Table 4: Top 1 accuracy of AFT-conv without the query term (w/o q). This results in significant performance drops.

| Kernel    | 11   | 15   |
|-----------|------|------|
| with q (default) | 80.8 | 81.0 |
| w/o q      | 79.3 | 79.5 |

**Contribution of the query.** The query term contributes a small fraction to the computation of AFT, but it contributes significantly to AFT’s performance. We conducted an additional experiment with AFT-conv (384 heads, kernel size in $11 \times 11$ and $15 \times 15$), where we remove the query term. The result is shown in Tab 4.

**Visualizing the key.** The keys play a central role in AFT, as they provide content dependent reweighting for effective context reduction. In order to understand their behavior, we visualized the feature maps for a AFT-conv model on randomly sampled images from the validation set of ImageNet-1K, as shown in Fig. 7, 8, 9, 10. Interestingly, we see that the keys gradually evolve to “object detectors” as the layer level goes up.
Figure 3: The full set of average relative 2d attention maps learned by a pretrained ViT model (with 12 layers and 6 heads) on ImageNet-1K. Each row corresponds to a layer and each column corresponds to a head. Each attention map is of size $27 \times 27$, with the class token excluded.
Figure 4: Exponentiated position biases learned by AFT-conv, trained on ImageNet-1K. Each row corresponds to a layer, each column corresponds to a head (the first 16 are shown). This model has top 1 accuracy of 80.8%.

Figure 5: Exponentiated position biases learned by AFT-conv (kernel size $11 \times 11$) with sparsity regularization, trained on ImageNet-1K. Each row corresponds to a layer, each column corresponds to a head (the first 16 are shown). This model has top 1 accuracy of 80.9%.
2 Sparsity

The position biases learned by AFT-conv (kernel size 11 × 11) as shown in Figure 4 demonstrates interesting sparsity patterns, which suggests great potential for quantization and pruning. To this end, we experimented with a simple sparsity promoting regularization term:

\[
\text{reg}(w) = \sum_{i=1}^{h} H(w^i), \quad H(w^i) = \text{entropy}(\text{softmax}(w^i)).
\]  

(1)

Where we simply minimize the entropy for each head, with the softmax distribution using \(w^i\) as the logits. We combining \(\text{reg}(w)\) with the cross entropy loss with a small weighting (0.001) and train with the AFT-conv with kernel size 11 and 384 heads. This results in a slight improvement in accuracy (due to its regularization effect) of 80.9 vs 80.8, as well as sparser looking position biases. The visualization is shown in Fig. 5. We see that the position biases are much more sparsely distributed as expected.

Encouraged by this, we continued to push the sparsity to an extreme form. Now for each head, we only assign a learned relative position bias for a single position. To do this, during training, we multiply the position biases \(w\) for each layer and each head with a sample from its corresponding Gumbel softmax distribution [? ]:

\[
w^i = w^i \ast \text{gumbel}(w^i; \tau),
\]  

(2)

where \(\tau\) is the temperature term for Gumbel softmax, and we set it as 0.5; \(\text{gumbel}(w^i; \tau)\) produces a (sparse) sample with the same shape as \(w^i\). During inference, the Gumbel softmax is replaced with hard max, i.e., a one hot vector is returned. This results in a model with top 1 accuracy 79.9, with less than 1 point drop compared with the unregularized model. The position biases are visualized in Fig. 6. This extreme model variant makes it possible to implement the context reduction of \(K, V\) with a combination of global average pooling and indexing, which has the same complexity as AFT-simple but maintains strong performance (comparable to that of the standard Transformer).
Figure 7: **Top:** sample image from the validation set of ImageNet-1K. **Bottom:** visualization of the keys for AFT-conv, with each row corresponding to a layer, each column corresponding to a head.
Figure 8: **Top:** sample image from the validation set of ImageNet-1K. **Bottom:** visualization of the keys for AFT-conv, with each row corresponding to a layer, each column corresponding to a head.
Figure 9: **Top**: sample image from the validation set of ImageNet-1K. **Bottom**: visualization of the keys for AFT-conv, with each row corresponding to a layer, each column corresponding to a head.
Figure 10: **Top:** sample image from the validation set of ImageNet-1K. **Bottom:** visualization of the keys for AFT-conv, with each row corresponding to a layer, each column corresponding to a head.