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Molecular motors are essential for living systems. They convert chemical energy to mechanical work driving motion and transport in biological systems. While linear motors such as kinesin and myosin are fueled by ATP, bacterial flagellar motor (BFM) couples ion (e.g., $H^+$ and $Na^+$) translocations across cytoplasmic membrane to the rotation of flagellar filaments which propel the bacterial motion (tumbling or swimming) [1–4]. A fundamental question is whether there are thermodynamic bounds to the power generation and energy efficiency for these highly non-equilibrium molecular motors [5–7]. A related and perhaps more important question is what are the microscopic properties (design features) that would allow a molecular motor to approach these bounds under realistic constraints. Here, we try to address these general questions and test the findings in the specific case of BFM, which is believed to be highly efficient.

We first describe briefly what is known about the bacterial flagellar motor (see [8] for a recent review). The rotor of this nanoscale rotary engine contains a ring of $\sim 26$ FliG proteins (see [9] for an alternative view of 34 FliGs in the rotor), which serve as the track of the engine and interact with multiple torque-generating stator units that are anchored to the cell wall. In *E. coli*, each stator unit is composed of four copies of MotA and two copies of MotB, forming two transmembrane proton channels [10–16]. Ion translocations through the channels cause conformational changes of the stator proteins which generate torque on the rotor to drive its rotation [17, 18].

The ion flow is powered by the ion motive force (IMF), which is the free energy difference of an ion across the cell membrane. IMF depends on the transmembrane voltage and the ion concentration difference across the cytoplasmic membrane. For *E. coli*, the responsible ion is proton, and the driving force is the proton motive force (PMF).

The mechanical properties of the flagellar motor, characterized by its torque-speed relationship, have been measured experimentally under various conditions (e.g., different PMF, temperature, number of stators) [19–22]. For *E. coli*, the torque-speed dependence for a BFM in the counterclockwise (CCW) rotational state has a concave down shape, with a plateau of high torque at low speeds and a rapid drop of torque at high speeds. On the other hand, the torque-speed curve for the clockwise (CW) motor is almost linear [23]. Based on specific choices of the stator-rotor interaction and the energy transduction process, several models have been developed to explain the observed torque-speed relationship for the BFM [24–32].

Our understanding of the thermodynamics and energetics of BFM remains limited. Some experiments suggested that BFM is tightly coupled, meaning that a fixed number of ions pass through the motor per revolution [33, 34]. It was argued that since at high loads the motor moves slowly and thus operates near equilibrium with the thermal bath, the efficiency should be close to one [35]. However, recent experiments by Lo et al. [36] found that the maximum torque generated near stall is approximately equivalent to the energy provided by only $37 \pm 2$ ions per revolution, which is smaller than the previous estimate of 52 ions, given 26 FliG in the rotor and two ions per FliG step [37–39].

For modeling molecular motors, the Brownian ratchet models have long attracted physicists’ attention since...
II. A MINIMAL MODEL FRAMEWORK FOR MOLECULAR MOTORS

The approach and terminology for the minimal motor model are based on previous modeling work on BFM [26, 28], but the general formalism can be applied to other motor systems. As illustrated in Fig. 1, the interaction between stator and rotor drives the rotation of the rotor from a high potential energy position towards its equilibrium position (with the lowest potential energy). The passage of an ion enhances a stator conformational change (stepping), which brings the motor to a new stator-rotor potential where the motor is again in a high potential energy state. The newly gained potential energy continues to drive the (physical) rotation of the rotor. This continuous process drives the system towards a sequence of new equilibrium positions and gives rise to a directed stepwise rotation [37].

A. The Fokker-Planck equation

For a processive motor like BFM with a high duty ratio, the motor dynamics can be described by two stochastic processes: 1) the physical motion (rotation), which can be viewed as a particle sliding along an energy potential $V(\theta)$ with thermal fluctuations; 2) the chemical transitions (“stepping”), which correspond to hoping between neighboring energy potentials shifted by half a period $\theta_0$. For BFM, the stator-rotor interaction potential $V(\theta)$ has a periodicity $2\theta_0 = 2\pi/26$, where $\theta \equiv \theta_R - \theta_S$ is the relative angle between the stator angle $\theta_S$ (“chemical” coordinate) and the rotor angle $\theta_R$ (“physical” coordinate). For a linear motor like kinesin, $V$ represents the kinesin-microtubule interaction potential with a period of $\sim 8nm$ [46].

Following [26], we study the probability distribution function $P(\theta, t)$ for $\theta$ by using the Fokker-Planck (FP) equation:

$$\frac{\partial P}{\partial t} = \frac{\partial}{\partial \theta} [-\omega P + k_B T \xi^{-1} \frac{\partial P}{\partial \theta}] + \Delta j_s(\theta)$$

with $\omega$ the angular speed, $\xi$ the viscous drag coefficient, and $k_B T$ the thermal energy set to 1 hereafter. In subcellular environments, motor dynamics is over-damped and the motor speed ($\omega$) is proportional to torque: $\omega = \tau / \xi = (-V'(\theta) + \tau_{ext}) / \xi$, where $\tau_{ext}$ is an external torque applied in the opposite direction of the motor rotation, $\xi$ is the viscous drag coefficient (load).

The first term on the right hand side of Eq. (1) is the probability flux due to continuous physical motion. The second term $\Delta j_s(\theta)$ is the net flux due to stepping:

$$\Delta j_s(\theta) = \begin{cases} j_+(\theta + \theta_0) - j_-(\theta), & 0 \leq \theta \leq \theta_0, \\ j_-(\theta - \theta_0) - j_+(\theta), & \theta_0 < \theta \leq 2\theta_0, \end{cases}$$

where the forward and backward stepping fluxes are given by $j_+(\theta) = k_+(\theta) P(\theta)$ with $k_+(\theta)$ the forward rate of leaving from $\theta$ to $(\theta - \theta_0)$ and $k_-(\theta - \theta_0)$ the rate of jumping back to $\theta$ from $(\theta - \theta_0)$. For simplicity, we assume $k_+(0 < \theta < \theta_0) = 0$ and $k_-(2\theta_0 > \theta > \theta_0) = 0$. See Sec. A and Fig. 7 in the Appendix for details of the model derivation.

B. Irreversible chemical cycle and loose coupling

There are two distinct pathways for chemical transitions (Fig. 1B). For the PMF-coupled transitions, the
physical space (angle $\theta$) $\theta^*$ and step rate $k$: $k = k_e$.

Chemical transitions $k$: $s, c$.

The forward transition is boosted by the PMF energy $E_0$ ($E_0$ is the ATP hydrolysis energy for linear motors), and the backward transitions regain the energy by pumping a proton out (or synthesizing ATP). The transition rates satisfy the thermodynamic constraint: $k_+ (\theta) = e^{-\Delta V + E_0} k_{-s} (\theta - \theta_0)$ where $\Delta V \equiv V(\theta - \theta_0) - V(\theta)$ is the potential energy change (gain) for a forward step. There are also spontaneous transitions that are decoupled from the energy source, their rates satisfy: $k_{-s} (\theta) = e^{-\Delta V} k_{-s} (\theta - \theta_0)$. In the presence of both types of transitions, we have $k_{-s} = k_{+s} = e^{E_0} \neq 1$, which indicates that detailed balance is broken between the chemical states (with the same physical coordinate $\theta$). Therefore, some of the PMF energy is dissipated by the irreversible chemical reaction cycle (see Fig. 1B) without driving any physical motion. This loss of energy prevents the system from being 100% efficient.

The relative strength of the two types of stepping transitions can be characterized by a reversibility parameter $\kappa$: $k_{-i} = \kappa k_{-s}$, $k_{-s} = (1 - \kappa)k_{-s}$. The ideal case of $\kappa = 1$ corresponds to the perfectly tight-coupling scenario where every forward step transition is powered by the chemical energy and every back step transition regains the chemical energy (pump out $H^+$ or synthesize ATP). However, most realistic molecular motors are loosely coupled (not perfectly tight-coupled) with $0 < \kappa < 1$. For example, both myosin and kinesin have a net ATP hydrolysis rate at stall [47, 48] and some backward steps can even cost energy [49]. A loose coupling mechanism is also proposed recently for BFM [31]. One of the goals of our study is to search for design principles to enhance motor performance under the realistic constraint of only partially reversible $\kappa < 1$.

Combining the two types of stepping transitions, the total transition rates $k_{\pm} = k_{\pm, s} + k_{\pm, i}$ satisfy:

$$\frac{k_+ (\theta)}{k_- (\theta - \theta_0)} = \exp[-\Delta V (\theta) + G_0] \equiv \exp(E_g),$$

where $G_0 \equiv \ln (1 - \kappa + \kappa e E_0)$ is the effective driving energy. Except for cases with extremely small $\kappa$ (we use $\kappa = 0.5$ in this paper unless otherwise stated), we have $G_0 \approx E_0 + \ln (\kappa) \approx E_0$ when $-\ln \kappa \ll E_0$.

As shown in Fig. 1C, an energy “gap” $E_g \equiv G_0 - \Delta V$ is defined to characterize the difference (gap) between the effective driving energy $G_0$ and the potential energy gain $\Delta V$. From Eq. (3), a positive energy gap ($E_g > 0$) suppresses the back steps, which is crucial for enhancing motor efficiency as we show later in the paper. As defined, $E_g$ is $\theta$-dependent. Here, we use it to denote the energy gap at which $k_+$ is the highest.

C. Approach and general model behaviors

Eqs. (1-3) completely define a minimal thermodynamically consistent model for molecular motors, including linear motors like myosin, where the coordinate $\theta$ would represent the relative positional difference between myosin and actin. The steady state distribution $P_s (\theta)$ is determined by solving the steady state FP equation:

$$\xi^{-1} \frac{d}{d\theta} [V'(\theta) P_s (\theta)] + \xi^{-1} \frac{d^2 P_s (\theta)}{d\theta^2} + \Delta j_s (\theta) = 0,$$

with periodic condition $P_s (\theta) = P_s (\theta + 2\theta_0)$ and normalization $\int_0^{2\theta_0} P_s (\theta) d\theta = 1$. The intrinsic properties of the motor are characterized by two functions: the interaction potential functions $V(\theta)$ and stepping rate function $k_+ (\theta)$ ($k_- (\theta)$ is given by Eq. (3)). The external load is determined by $\xi$.

For a given load $\xi$, Eq. (4) can be solved to obtain $P_s (\theta)$, from which the average torque generated by the motor can be determined: $\tilde{\tau} (\xi) = -\int_0^{2\theta_0} V'(\theta) P_s (\theta) d\theta$, and the average (rotational) speed can be obtained by the over-damped assumption valid at low Reynolds number: $\tilde{\omega} (\xi) = \tilde{\tau} (\xi) / \xi$. By sweeping through different values of $\xi$, the model results in a torque-speed ($\tilde{\tau} - \tilde{\omega}$) relationship.
which can be compared directly with experiments. The maximum torque \( \tau_m \) is reached at high-load (\( \xi \to \infty \)) when the motor is at stall (\( \widetilde{\omega} = 0 \)).

In the absence of external energy source and external force, i.e., when \( E_0 = 0 \) and \( \tau_{ext} = 0 \), the system is in equilibrium with its thermal environment. It is easy to show that the steady-state solution for Eq. (1) in this case is simply the equilibrium Boltzmann distribution: 
\[
P_s(\theta) = \Omega^{-1} \exp[-V(\theta)],
\]
with \( \Omega = \int_0^{\theta_m} \exp[-V(\theta)]d\theta \) the normalization constant. Consequently, there is no net torque generation or motion, i.e., \( \widetilde{\omega} = \dot{\tau} = 0 \).

However, when \( E_0 > 0 \), detailed balance is broken between different physical coordinates (\( \theta \)), i.e., \( k_+(\theta)P_s(\theta) \neq k_-(\theta - \theta_0)P_s(\theta - \theta_0) \), and the motor can generate a nonzero average torque to drive mechanical motion (rotation). The viscous drag \( \xi \widetilde{\omega} \) is considered as the natural load on the motor. Even though an external torque \( \tau_{ext} \) can also be applied to probe the motor behaviors, it is more convenient and biologically more realistic to change the load by varying \( \xi \).

We derive an approximate analytical solution for the torque-speed relationship

\[
P_s(\theta) \approx \Omega^{-1} \exp[-V(\theta)],
\]
with \( \Omega \) the normalization constant. Consequently, there is no net torque generation or motion, i.e., \( \widetilde{\omega} = \dot{\tau} = 0 \).

However, when \( E_0 > 0 \), detailed balance is broken between different physical coordinates (\( \theta \)), i.e., \( k_+(\theta)P_s(\theta) \neq k_-(\theta - \theta_0)P_s(\theta - \theta_0) \), and the motor can generate a nonzero average torque to drive mechanical motion (rotation). The viscous drag \( \xi \widetilde{\omega} \) is considered as the natural load on the motor. Even though an external torque \( \tau_{ext} \) can also be applied to probe the motor behaviors, it is more convenient and biologically more realistic to change the load by varying \( \xi \).

The form of the periodic potential \( V(\theta) \) is characterized by two parameters: the depth of the potential \( V_0 \), and the location of its minimum \( \theta_m \equiv (1+\varepsilon)\theta_0 \), where \( \varepsilon \in [0,1] \) is an asymmetry parameter. A symmetric potential corresponds to \( \varepsilon = 0 \), and \( \varepsilon = 1 \) represents the extreme case when the potential is infinitely steep at \( \theta = 2\theta_0 \). For simplicity, we used a piece-wise linear form (\( V \)-shaped) for \( V(\theta) \) for most of the paper as shown in Fig. 1A and Fig. 2A. Other forms of \( V(\theta) \), such as parabolic functions, were also used without affecting the main results (see Section C and Fig. 9 in Appendix for details). For the \( V \)-shaped potential, the torque generated from this potential is positive \( \tau(\theta) = \tau_+ \equiv V_0/\theta_m > 0 \) for \( 0 \leq \theta < \theta_m \), and negative \( \tau(\theta) = -\tau_- \equiv -V_0/(2\theta_0 - \theta_m) < 0 \) for \( \theta_m < \theta \leq 2\theta_0 \), as shown in Fig. 2A. A high energy barrier \( V_B \) near the peak of \( V(\theta) \) is also added to prevent slipping between two adjacent FliG’s without stepping. A piece-wise linear form of \( V_B \) is used (see Appendix B).

In the following, we focus on elucidating the role of controlling (gating) the stepping transitions, i.e., the specific form of \( k_+(\theta) \), for obtaining the observed torque-speed characteristics and high power generation.

### III. DESIGN PRINCIPLES FOR OPTIMAL MOTOR PERFORMANCE

In the general model framework given in the last section, the motor design space is spanned by two intrinsic functions: \( V(\theta) \) and \( k_+(\theta) \). For a specific motor system like BFM, specific choices of \( V(\theta) \) and \( k_+(\theta) \) were made to fit experimental data and backward transitions \( k_-(\theta) \) were typically neglected. Here, we treat \( k_+(\theta) \) and \( V(\theta) \) as a variable functional, and we always keep \( k_-(\theta) \), which is determined from \( k_+(\theta) \) and \( V(\theta) \) by using Eq. (3). By systematically exploring the motor design space, our main goal is to investigate fundamental limits and possible design principles for optimal motor performance characterized by its power output and energy efficiency for a given driving energy \( E_0 \).

#### A. A gating mechanism for high power generation

The average power output of the motor, defined as \( W = \bar{\tau} \widetilde{\omega} \), can only be high if both \( \bar{\tau} \) and \( \widetilde{\omega} \) are high. The measured torque-speed curve for CCW BFM has a concave down shape with a roughly constant high torque at low to medium speeds and a fast decrease of torque at high speeds [22, 36]. This concave torque-speed curve has the advantage of generating high power output (or equivalently a high torque for a given speed) in a wide range of physiologically relevant loads. Here, we study the general design requirements for such a concave torque-speed dependence, which is critical for high power generation.

The average torque-speed curve from our model based on ideas introduced before [28, 32]. At a microscopic timescale, the motor moves in two alternating modes: moving and waiting. The moving phase corresponds to the duration when the motor moves down the potential \( V \) and generates a positive torque \( \tau_+(>0) \). The average moving time is approximately \( \langle t_m \rangle \approx \xi \theta_0/\tau_+ \). The waiting phase begins when the motor reaches the potential minimum \( \theta_m \). The waiting phase may be skipped due to stepping and the probability of reaching the potential minimum is \( p_w = \exp(-\xi K/\tau_+) \), where \( K \equiv \int_{\theta_0}^{\theta_m} k_+(\theta)d\theta \) is the integrated forward stepping rate over \( [\theta_0, \theta_m] \). Once reaching \( \theta_m \), the motor fluctuates (due to thermal noise) around \( \theta_m \) “waiting” for the next stepping transition to occur. During the waiting phase, the system approximately follows the equilibrium distribution \( P_s(\theta) \approx \Omega^{-1} \exp[-V(\theta)] \). So the average waiting time \( \langle t_w \rangle \approx k_0^{-1} \), where \( k_0 \approx \Omega^{-1} \int_0^{\theta_0} k_+(\theta) \exp[-V(\theta)]d\theta \) is the average stepping rate in the waiting phase. By combining these considerations, we obtain an approximate solution for the speed \( \dot{\tau} \equiv \tau/\tau_+ \) and a re-scaled speed \( \widetilde{\omega} \equiv \omega/\omega_m \) with \( \omega_m (= k_0 \theta_0) \) the maximum speed, we obtain an approximate analytical expression for the torque speed curve:

\[
\dot{\tau} + \widetilde{\omega} \exp(-\xi \theta_m/\theta_0) = 1,
\]
with a single parameter $q$ that depends on $V(\theta)$ and $k_+(\theta)$:

$$q \equiv \frac{K}{k_0} = \frac{\left( \int_{0}^{\theta_m} k_+(\theta) d\theta \right) \times \left( \int_{0}^{2\theta_m} \exp[-V(\theta)]d\theta \right)}{\int_{0}^{2\theta_m} k_+(\theta) \exp[-V(\theta)]d\theta}. \quad (6)$$

The concavity of the torque-speed curve is determined by $q$. For $q \to 0$, torque-speed curve is linear $\tau + \omega = 1$ with zero concavity. As $q$ increases, the concavity increases.

What is the design of $k_+(\theta)$ that gives rise to a large value of $q$ for a given $V(\theta)$? The answer is revealed by Eq. (6). For the $V$-shaped potential, the dependence of $K$ and $k_0$ on $k_+(\theta)$ shows that higher stepping rates in a narrow region away from the potential minimum can increase $K$ without increasing $k_0$ too much and thus lead to a larger value of $q$. This “gating” region characterized by a small width $\theta_g(\ll \theta_0)$ and a large stepping rate $k_g(\gg k_0)$ within the interval $(\theta_0, \theta_m)$ but closer to $\theta_0$, serves to prevent the motor from entering the waiting phase at high loads without increasing the maximum speed at low loads. These effects of the gating mechanism lead to the observed concavity in the torque-speed curve.

2. Simulation results

We verified this gating mechanism by direct numerical simulations. For simplicity, we choose a piecewise constant profile for $k_+$ as shown in Fig. 2A: 1) $k_+(\theta) = k_g$ for $\theta \in [\theta_0 + \theta_c, \theta_0 + \theta_g + \theta_c]$; 2) $k_+(\theta) = k_a$ for $\theta \in [\theta_0 + \theta_c + \theta_g, \theta_m]$; 3) $k_+(\theta) = k_b$ for $\theta \in [\theta_m, 2\theta_0 - \theta_c]$; and zero otherwise. Here, $\theta_c(>0)$ controls the gate location, $\theta_g$ and $k_g$ are the width and stepping rate of the gate region, $k_a$ and $k_b$ represent the background stepping rates to the left and right of the potential minimum, respectively.

For a given $k_+(\theta)$, we solve Eq. (4) numerically to determine the steady state distribution $P_s(\theta)$ for any given load $\xi$. As shown in Fig. 2B, at high ($\xi = 1$, red line), $P_s(\theta)$ is mainly concentrated in the positive-torque region due to the gating effect, while it shifts to mostly populate around the potential bottom ($\theta_m$) at low load ($\xi = 0.01$, green line), and it behaves somewhere in between for intermediate load ($\xi = 0.1$, blue line). We have computed the torque-speed curve for different values of $k_g$. As shown in Fig. 2C, the concavity disappears as $k_g$ decreases. Note that for flagellar motor, we usually plot torque versus speed instead of speed versus external applied force as typically done in the linear motor case. The positioning of the gate is also studied. The concavity increases as the gate is moved away from the potential minimum at $\theta_m$ towards the midpoint at $\theta = \theta_0$, i.e., as $\Delta_g \equiv \theta_m - (\theta_0 + \theta_c)$ increases, as shown in Fig. 2D. The dependence of the concavity of the torque-speed curve on the strength and position of the gate, as shown in Fig. 2C&D, agrees with our analytical results.

The normalized torque-speed curve with a strong gating strength and proper positioning (the red lines in Fig. 2C&D) agrees with experimental data [36] for the CCW BFM (square symbols in Fig. 2C&D). The predicted dependence of concavity on the gating mechanism also provides a possible mechanism for the CW motor, which shows a linear torque-speed curve [23]. These predicted dependence may be tested by future experiments that measure the torque-speed curve in cells with mutated residues around their ion channel [50, 51].

B. The maximum torque at stall is limited by speed fluctuations

Another important characteristic of any molecular motor is the maximum torque $\tau_{\text{max}}$ (or maximum force for a linear motor) that the motor generates near stall. For a given $G_0$, we ask the question what is the best design of $V(\theta)$ that optimizes $\tau_{\text{max}}$. Naively, it may be desirable to have a steep interaction potential to generate a
large $\tau_{\text{max}}$. In the case of the $V$-shaped potentials, one would expect $\tau_{\text{max}}$ to increase with the gradient ($\tau_+ \equiv G_0/\theta_0$) of the potential. We have computed $\tau_{\text{max}}$ in our model for different choices of $\tau_+$. Surprisingly, as shown in Fig. 3A, although $\tau_{\text{max}}$ increases with $\tau_+$ for small $\tau_+$, it reaches a peak value $\tau_{\text{max}}^0 < G_0/\theta_0$ at a finite $\tau_+ = \tau_+^0 < G_0/\theta_0$ and decreases sharply for $\tau_+ > \tau_+^0$.

What causes this non-monotonic dependence of $\tau_{\text{max}}$ on $\tau_+$? For a larger value of $\tau_+$, the torque generated in the positive torque regime ($\theta < \theta_m$) is larger. However, the backward stepping rate is also higher as the energy gap $E_g = G_0 - \tau_+ \theta_0$ is lower. The higher backward stepping rate increases the probability in the negative torque regime ($\theta > \theta_m$) and thus decreases the average torque (see Appendix C and Fig. 8 for details). These two competing effects of varying $\tau_+$ lead to the existence of a maximum $\tau_{\text{max}}$. Different choices of $\varepsilon$ only change the peak slightly without changing the general behavior of $\tau_m$ (Fig. 3A).

1. Thermodynamic laws for molecular motors

The bound for $\tau_{\text{max}}$ can be obtained rigorously by studying the thermodynamic torque $\tau_l(\theta) = -(V(\theta) + \ln P_+(\theta))'$, where the first term represents the torque from the stator-rotor interaction and the second term is the "entropic" torque from thermal fluctuations akin to the thermodynamic pressure. By integrating the steady state Fokker-Planck equation, we obtain the average $\tau_l$:

$$\langle \tau_l \rangle = \xi \theta_0 \int_0^{\theta_0} [j_+(\theta) - j_-(\theta)] d\theta = \xi \theta_0 (J_+ - J_-), \quad (7)$$

where $J_\pm \equiv \int_0^{\theta_0} j_\pm(\theta) d\theta$ are the total forward and backward fluxes. The second moment of $\tau_l$ can be computed:

$$\langle \tau_l^2 \rangle = \int_0^{\theta_0} \tau_l^2(\theta) P_+(\theta) d\theta = -\int_0^{\theta_0} (V + \ln P_+)(V' P_+ + P'_+)' d\theta,$$

where boundary terms are set to zero. In steady state, Eq. (1) leads to: $(V' P_+ + P'_+)' = -\xi \Delta j_s$. By using Eq. (4) for $\Delta j_s$ and Eq. (7) for $\tau_l$, we have:

$$\langle \tau_l^2 \rangle = C \frac{\tau_0}{\theta_0} - \xi S_j, \quad (8)$$

where $S_j \equiv \int_0^{\theta_0} [j_+(\theta + \theta_0) - j_-(\theta)] \ln \frac{j_+(\theta + \theta_0)}{j_-(\theta)} d\theta$ is the entropy production rate of the chemical reactions.

In steady state, the power output or the rate of mechanical work performed by the motor (against viscous drag) is $W = \tilde{\omega} \tilde{\tau}$. Using Eq. (8), we derive an equation for $W$:

$$G_0 \tilde{\omega} = \tilde{\omega} \tilde{\tau} - \xi^{-1} \sigma_\tau + S_j, \quad (9)$$

where $\sigma_\tau \equiv \langle \tau_l^2 \rangle - \bar{\tau}^2$ is the variance of the thermodynamic torque.

Eq. (9) is the first law of thermodynamics for a nonequilibrium motor system with an external energy source. The left hand side of Eq. (9) represents the rate of energy input. The first term on the right hand side (RHS) of Eq. (9) represent the power output. In addition, there are two distinct sources of energy dissipation. $S_j$ is the energy loss due to entropy production and the corresponding heat generation in chemical space. $\xi^{-1} \sigma_\tau$ is the energy dissipation due to fluctuations of torque and speed in physical space. We note that the speed and torque fluctuations depend on the nonequilibrium motor dynamics (driven by $G_0$) in addition to thermal noise. In particular, the torque fluctuation $\sigma_\tau$ is finite even when temperature goes to zero.

The second law of thermodynamics for the motor manifests itself by the fact that these two energy dissipation rates are positive definite:

$$S_j \geq 0, \quad \xi^{-1} \sigma_\tau \geq 0. \quad (10)$$

From the first and second law, Eqs. (9-10), it follows that the average torque is bounded:

$$\bar{\tau} = G_0/\theta_0 - \sigma_\tau/\bar{\tau} - \xi S_j/\bar{\tau} \leq G_0/\theta_0. \quad (11)$$
2. Simulation results and experiments

The question now is whether the maximum torque \( \tau_{\text{max}} \) can ever reach this theoretical limit \( G_0/\theta_0 \). At high load \( \xi > 1 \), the entropy production rate is small \( S_j \propto \xi^{-2} \) because both \( \ln \left( \frac{J_+ + J_0}{J_0} \right) \approx \xi^{-1} \) and \( \ln \left( \frac{J_0 + (\theta + \theta_0) - j_-(\theta)}{\theta} \right) \propto \xi^{-1} \). However, in general \( \sigma_\tau \) does not vanish in the high load limit. The torque variance \( \sigma_\tau \) depends on the shape of \( V(\theta) \) and only approaches zero when the interaction potential takes the extreme limit of \( \varepsilon \to 1 \) with delta-function energy barrier. Given the size of a motor protein (~4nm) and that of a typical amino acid (~6nm), the asymmetry parameter should be \( \varepsilon < 1 - 0.8/(2 \times 4) = 0.9 \). Therefore, any realistic form of \( V(\theta) \) results to a finite \( \sigma_\tau \) and thus a maximum torque that is less than \( G_0/\theta_0 \).

We have computed \( \tilde{\tau}, \bar{\omega}, \sigma_\tau \), and \( S_j \) for different load (\( \xi \)) in our model numerically. The fraction of energy dissipation through speed fluctuation and entropy production are given by \( f_{\text{mech}} \equiv \sigma_\tau/(\bar{\omega}G_0/\theta_0) \) and \( f_{\text{chem}} \equiv S_j/(\bar{\omega}G_0/\theta_0) \), which are shown in Fig. 3B as red and blue lines respectively. Consistent with our analysis, the dissipation due to speed fluctuation \( f_{\text{mech}} \) reaches a nonzero constant as \( \xi \to \infty \) while the dissipation from entropy production \( f_{\text{chem}} \to 0 \).

In the recent experiments by Lo et al. [36], the maximum torque near stall was found to be \( \tau_{\text{max}} \approx 71\% \bar{\omega}_0 \). From our analysis, this means that at least 29% of IMF is dissipated, and an increasing portion of the dissipation is caused by speed and torque fluctuations as the load increases (see red line in Fig. 3B). In Fig. 3C, the experimentally observed speed distribution at a high load (1\( \mu \)m bead) [36] is shown. Consistent with our analysis, significant speed fluctuations are present. Quantitatively, the average and variance of motor speeds for the motors with a single stator (those speeds around the first peak in Fig. 3C) are estimated to be \( \bar{\omega} \approx 6.5Hz \) and \( \sigma_\omega \approx 6.4Hz^2 \). The fraction of energy dissipation due to speed fluctuation can be estimated: \( \sigma_\theta_0/(\bar{\tau}G_0) \approx \sigma_\omega^2/\omega^2 \times \tau_{\text{max}}/G_0 \approx 6.4/6.5^2 \times 0.71 = 0.11 \), which is in the same range but lower than the value 0.16 obtained from our model at the corresponding load (marked by a star in Fig. 3B). The reason for this quantitative difference may be that the model result depends on the detailed shape of \( V(\theta) \), which is not tuned in this study. Additionally, \( \sigma_\omega \) may be an underestimate of the instantaneous speed fluctuation due to the experimental averaging process. Future experiments with high temporal resolution are needed to measure dynamics of the instantaneous speed fluctuation and to compare it directly with our model prediction in order to understand the microscopic origin of speed fluctuation and energy dissipation.

C. Performance limits in loosely coupled motors (\( \kappa < 1 \))

The motor’s power output is given by \( \dot{W} = \bar{\omega}\tilde{\tau} = \theta_0(J_+ - J_-)\tilde{\tau} \). To determine the motor efficiency, we need to know the net free energy cost. Since only the proton-assisted transitions \( k_{+,i} \) are coupled with energy consumption and regeneration, the average net energy consumption rate is: \( \Delta G(\kappa) = E_0(j_{+,i} - J_{-i}) \approx E_0(J_+ - \kappa J_-) \), where we have neglected the much smaller spontaneous forward flux \( J_{+,i} = (1 - \kappa)e^{-G_0}J_+ \ll J_+ \). The motor efficiency can then be defined accordingly:

\[
\Lambda(\kappa) = \frac{\dot{W}}{\Delta G(\kappa)} = \frac{\tau_\theta_0}{E_0} J_+ - \kappa J_-.
\]

1. Maximum efficiency occurs at a finite speed with a positive energy gap

We have computed both the power output (\( \dot{W} \)) and efficiency (\( \Lambda(\kappa) \)) in our model for different choices of interaction potential \( V(\theta) \) characterized by \( E_0 \) (equivalently \( \tau_+ \) or \( V_0 \)). As expected, \( \dot{W} = \bar{\omega} \times \tilde{\tau} \) reaches its maximum value \( \dot{W}_{\text{m}} \) at a finite load (or a finite speed) and a positive energy gap \( E_g > 0 \). Surprisingly, however, for a loosely coupled motor with \( \kappa < 1 \), the efficiency \( \Lambda \) shows a similar behavior with its maximum at a finite load (or finite speed) as shown in Fig. 4B.

The efficiency-speed dependence is further studied for different values of \( \kappa \). As shown in Fig. 4C, for high speeds (or low loads) \( \Lambda \) is independent of \( \kappa \) and decreases with speed. A strong dependence on \( \kappa \) occurs at low speeds (high loads). For any value of \( \kappa < 1 \), instead of reaching its maximum at zero speed, the efficiency vanishes linearly with speed. Only in the singular case of \( \kappa = 1 \), \( \Lambda \) reaches its maximum at zero speed. In any loose-coupling motors (\( \kappa < 1 \)), the efficiency \( \Lambda \) reaches its maximum at a finite speed. This is a much more “useful” maximum efficiency as the power output can also be high unlike the case of the purely reversible motor with \( \kappa = 1 \) where the maximum efficiency occurs at zero power.

To determine whether the motor can operate in a regime with both high efficiency and high power, we computed the efficiency at the maximum power, \( \Lambda(\dot{W} = \dot{W}_{\text{m}}) \), and the global maximum efficiency \( \Lambda^* \) in our model for different \( E_0 \) (Note that we explore the whole range of load and power output instead of just focusing on the efficiency at the maximum power [42]). As shown in Fig. 4D, the ratio, \( \Lambda(\dot{W}_{\text{m}})/\Lambda^* \), is as high as about 80% for a wide range of \( E_0 \). This means that the rotary motor can simultaneously achieve both high efficiency and high power output, which is evident from the closeness of the peak positions for \( \dot{W} \) and \( \Lambda \) shown in Fig. 4A&B. Indeed, the value of \( E_g/E_0 \approx 0.29 \) estimated from experimental data [36], marked by the red arrowed line in Fig. 4A&B, is close to the optimal \( E_g/E_0 \) ratios for maximum power (blue dot) and maximum efficiency (black star).
Both power and efficiency depend non-monotonically on the energy gap $E_g$, as shown in Fig. 4A&B. On one hand, a large energy gap can suppress backward steps since $k_{\pm}(\theta) = k_{\pm}(\theta + \theta_0)e^{-E_g}$. On the other hand, since the system gains a potential energy $\Delta V \equiv V(\theta) - V(\theta - \theta_0) = G_0 - E_g$, which converts to mechanical work during the subsequent power stroke, a larger $E_g$ means a smaller work performed by the forward steps. This tradeoff leads to the non-monotonic dependence on $E_g$ and an optimal motor performance (power and efficiency) at a positive finite $E_g$.

We have determined the maximum efficiency $\Lambda^*$ at different $E_0$ for different $\kappa$ and $\varepsilon$ numerically. Remarkably, as shown in Fig. 5A, the maximum efficiency $\Lambda^*$, though less than 1, can reach a high value even when most of the back steps are spontaneous, i.e., when $\kappa$ is small (e.g., 0.1). In fact, $\Lambda^*$ can approach 1 as $E_0 \to \infty$ and the difference $(1 - \Lambda^*)$ is found to scale with $E_0$ as $\ln(E_0)/E_0$ (to the leading order) for $E_0 \gg 1$:

$$1 - \Lambda^* = C_\varepsilon(\kappa, \varepsilon) \frac{\ln(E_0)}{E_0} + h.o.t., \quad (13)$$

where $C_\varepsilon$ is a prefactor that only depends on $\kappa$ and $\varepsilon$.

Note that energy is expressed in unit of $k_B T$, and $E_0$ should be understood as $E_0/k_B T$ in the above expression.

Intuitively, the optimal efficiency $\Lambda^*$ is reached by balancing two opposing effects of $E_g$ as mentioned before. A naive design of $V(\theta)$ would be to have a large positive torque $\tau_+$ given by the driving energy and the step size, $\tau_+ = G_0/\theta_0$. However, this naive design would lead to $E_g = 0$ and thus a high value of $k_-$, which lowers the motor efficiency when $\kappa < 1$. Given that $k_+ - k_- = e^{-E_g}$ depends exponentially on $E_g$ (Eq. (3)), the maximum efficiency shown in Fig. 5A is achieved with the choice of a small but positive energy gap $E_g^*$ that depends (roughly) logarithmically on $E_0$ as shown in Fig. 5B, which is the origin of the logarithmic dependence in Eq. (13). The prefactor $C_\varepsilon$ in Eq. (13) is an order 1 constant and decreases weakly with $\kappa$ for $\kappa \leq 0.95$ as shown in Fig. 5C. It decreases sharply only near $\kappa = 1$, but remains finite even at $\kappa = 1$ due to the limit on $\tau_m$ discussed before. $C_\varepsilon$ goes to zero only at the doubly unrealistic case of having both $\varepsilon = 1$ and $\kappa = 1$.

To verify the robustness of the maximum efficiency result (Eq. (13)), we performed an extensive search in the motor design space. In particular, we randomly selected the three parameters $\{k_g, k_a, k_b\}$ for $k_+(\theta)$ with $\log_{10} k_g \in [0,4], \log_{10} k_a \in [0,3]$, and $\log_{10} k_b \in [0,2]$ uniformly sampled. For a given $k_+(\theta)$ profile, we determined
the maximum efficiency for different choices of $V(\theta)$ by varying $E_g$. In Fig. 5D, each point represents the maximum efficiency for a random $E_0 \in [1, 50] k_BT$ for a random $k_\perp(\theta)$ function. As evident from Fig. 5D, a limiting envelope (the dotted line) emerges with the highest efficiency $\Lambda^*$ following the same dependence on $E_0$ as given in Eq. (13): $1 - \Lambda^* \propto \ln(E_0)/E_0$ for large $E_0 \gg 1$.

2. Efficiency in the presence of external forcing

For most of our study here, we set the external applied torque (force) $\tau_{ext} = 0$ and change the load by varying $\xi$. The power of the motor, $\bar{W} = \bar{r} \times \bar{\omega}$, is used to overcome the viscous drag force of the load and the efficiency defined by using this power definition is called the Stokes efficiency by Wang and Oster [52]. For $\tau_{ext} \neq 0$, the output power delivered to overcome this fixed external torque is $\bar{W}_e \equiv \tau_{ext} \bar{\omega}$, the efficiency based on $\bar{W}_e$ is the so-called “thermodynamic” efficiency [5, 53]. Both the thermodynamic efficiency and the Stokes efficiency are well defined in the sense that they are both less or equal than 1. However, in most biological systems there is no active component exerting a fixed force (or torque) on the molecular motor. Instead, a motor needs to overcome a passive drag force from the attached cargoes (loads) in the highly viscous cellular environment with low Reynolds number. Nonetheless, our model can be used to study the thermodynamic efficiency $\Lambda_T(\kappa) \equiv \bar{W}_e/D(\kappa)$ with $\bar{W}_e \equiv \tau_{ext} \bar{\omega}$ by varying $\tau_{ext}$ while fixing $\xi$ to be a small value (we take $\xi = 0.1$ here). As shown in Figure 6, the peak efficiency occurs at an intermediate $\tau_{ext}$ and with a finite gap $E_g$ in the potential to prevent wasteful back steps (Fig. 6A).

The dependence of the maximum thermodynamic efficiency $\Lambda_T$ on the driving energy $E_0$ (Fig. 6B) also follows the same general trend as for the Stokes efficiency (Fig. 4D and Fig. 5C).

IV. DISCUSSION AND CONCLUSION

In this paper, we search for general principles of designing key microscopic motor properties, specifically the interaction potential $V(\theta)$ and the stepping rate function $k_\perp(\theta)$, in order to optimize the macroscopic motor performance characterized by its power output and efficiency. Different from previous work, we have taken into account realistic biophysical and biochemical constraints on the shape of $V$ and the reversibility of the mechanochemical cycles ($\varepsilon < 1, \kappa < 1$) in our investigation. We have studied the detailed dynamics and energetics of the high-performing bacterial flagellar motor in comparison with quantitative experimental data in order to test our general theory, which should be applicable to other molecular motors as well. In the following, we discuss our main general findings and their applications to the BFM together with related work from other groups:

1. A motor’s power output depends on its torque (or force)-speed dependence. According to our theoretical analysis and simulations, a gating mechanism that allows the ion-assisted stator conformation to occur in a narrow window of relative positions between the stator and the rotor can lead to the observed concave torque-speed curve in CCW BFM. The concavity of the torque-speed curve increases with the gating strength. As a result, the maximum power output, which occurs at an intermediate load level near the knee of the torque-speed curve, increases with the gating strength. In general, a strong gating regime is a key design feature for $k_\perp(\theta)$ in order to generate maximum power in a wide range of physiologically relevant loads. Our results also provide a plausible explanation for the almost linear torque-speed curve for the CW state [23]: the gating strength may be weaker in the CW state. The molecular mechanism for gating is unclear, it requires more structural and biochemical studies of the rotor-stator interaction and its effect on regulating ion translocation.

2. The conventional definition of motor efficiency ($\Lambda_0$) [52] implicitly assumes tight-coupling, i.e., all backward steps regain chemical energy by pumping out ions in the case of BFM or synthesizing ATP in the case of linear motors. In reality, there may be only a fraction $\kappa < 1$ of back steps that regain energy. In the case of the linear motor, kinesin, experiments show that ATP hydrolysis rate is finite even at stall when there are equal number of forward and backward steps and some backward steps can even cost energy [48, 49]. Here, we show that efficiency peaks at a finite speed and the maximum efficiency is less than 1 as long as there is a finite spontaneous stepping probability, i.e., $\kappa < 1$.

In a recent paper [31], Boschert et al. proposed a loose coupling model to explain the less-than-two ions translocation per step in the bacterial flagella motor observed in [36]. The model was based purely on the conformational changes of the stator without considering the motor’s actual physical rotation. It was assumed that the motor can generate a constant torque (or perform work) with
either one or two ions bound, but the work done is the same regardless of whether one or two ions passes the membrane. The case of torque generation by two ion translocations can be considered as two forward steps followed by a "wasteful" back step. The assumed finite probability of a power stroke by the stator with two ions bound is consistent with an effective \( \kappa < 1 \) in our model. The existence of back steps in BFM is strongly suggested [30] by the observed continuity of torque when motors are forced to rotate with a small negative speed [54]. Otherwise, the motor would show a barrier in its torque-speed curve near stall, which was not observed. However, it is not clear whether all back steps pump out ions. We suspect the spontaneous back steps are not negligible, i.e., \( \kappa < 1 \). Future experiments that directly measure ion translocation, specially during forced slow speed fluctuations at high loads.

In general, the design of the interaction potential \( V \) to optimize the maximum torque (force) and the motor efficiency is dictated by the tradeoff of two opposing effects of the energy gap \( E_g \). For a given energy budget \( G_0 = \Delta V + E_g \), a steep \( V(\theta) \) leads to a large \( \Delta V \), which increases torque, but at the same time a finite positive \( E_g \) is also needed to suppress backward steps, which have the adverse effects of slowing down the motor and wasting energy. As a result of this tradeoff, we obtain a general limit for the optimal efficiency \( \Lambda^* : 1 - \Lambda^* \propto \ln(E_0)/E_0 \). A high efficiency (Eq. (13)) can be achieved at the choice of an optimum energy gap \( E_g^* > 0 \) that depends logarithmically on \( E_0 \) for large \( E_0 \).

Our model can naturally explain the recent experiments [36] reporting \( \tau_{max} \) being around 0.71\( E_0/\theta_0 \). From our study, this experimental observation indicates an energy gap \( E_g/E_0 \approx 0.29 \), which is close to the optimal values of \( E_g \) resulting from maximizing the power or the efficiency (see Fig. 4A&B). It remains an interesting open question as to whether the motor has evolved to optimize its performance measured by power output, efficiency, or a combination of the two under physiological constraints. The general model framework should be useful in understanding energetics of other molecular motors. Our results here may also provide guidance in designing more efficient and powerful synthetic motors [55].
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**Appendix A: Detailed derivation of the Fokker-Planck equation for the minimal motor model**

There are two processes in motor dynamics, a continuous noisy mechanical motion and discrete stochastic chemical transitions, which can be described by a Langevin equation and the chemical transition rates, respectively: – that can be described by can be described by

\[
\xi \frac{d\theta_R}{dt} = -V'(\theta_R - \theta_S) + \eta(t), \quad (A1)
\]

\[
\text{Prob}(\theta_S \rightarrow \theta_S \pm \Delta \theta) = k_{\pm}(\theta)dt, \quad (A2)
\]

where \( \eta \) represents the white thermal noise: \(<\eta(t)\eta(t')> = 2k_BT\delta(t-t') \) (\( k_BT \) is the thermal energy set to 1) and \( \Delta \theta = \theta_0 \) is the step size of chemical transitions. A stator stepping event results in a shift of the interaction potential in the direction of the motor rotation by an angle \( \theta_0 \) and the subsequent motor motion is governed by this new potential until the next stepping event occurs. The stepping rates have a periodicity of \( 2\theta_0 \), i.e., \( k_{\pm}(\theta) = k_{\pm}(\theta + 2\theta_0) \). For physical motion Eq. (A1), we have assumed for simplicity that the rotor and the external load move in unison and denoted their total drag coefficient by \( \xi \).

Although only two energy landscapes are plotted in Fig.1A in the main text, the model contains 52 such landscapes. By symmetry and periodicity, once the motor steps forward to the third landscape (which is not shown), the process effectively repeats itself as starting from the first landscape (shown in Fig. 1A). Therefore, this model is equivalent to a particle moving along only two energy landscapes, \( V_1(\theta) \) and \( V_2(\theta) \), which have the same shape and only differ by a half-period shift: \( V_1(\theta) = V(\theta), V_2(\theta) = V(\theta + \theta_0) \).

The system can be described by two coupled Fokker-Planck equations governing the probabilities, \( P_1(\theta, t) \) and \( P_2(\theta, t) \), of the particle in each of the two energy landscapes:

\[
\frac{\partial P_1(\theta, t)}{\partial t} = \xi^{-1} \frac{\partial}{\partial \theta} \left[ V'_1(\theta) P_1 + P'_1 \right] + \Delta j_{s}(\theta), \quad (A3)
\]

\[
\frac{\partial P_2(\theta, t)}{\partial t} = \xi^{-1} \frac{\partial}{\partial \theta} \left[ V'_2(\theta) P_2 + P'_2 \right] - \Delta j_{s}(\theta), \quad (A4)
\]

where the net flux due to jumping transitions between \( V_1 \) and \( V_2 \) is given by \( \Delta j_{s}(\theta) \), which can be expressed as:

\[
\Delta j_{s}(\theta) = [k_{21}(\theta) + k_{21}'(\theta)] P_2(\theta) - [k_{12}(\theta) + k_{12}'(\theta)] P_1(\theta), \quad (A5)
\]

where \( k_{12}(\theta) \) represents the transition rate from the first energy landscape \( V_1 \), called state 1, to the second landscape \( V_2 \) downshifted by the effective driving energy \( G_0 \).
(state 2) and $k_{21}(\theta)$ is the corresponding reverse transition rate. Included in $\Delta j_s$ are also transitions between $V_1$ and the previous $V_2$ energy landscape shifted up by $G_0$ (called state 2'), as illustrated in Fig. 7. Due to symmetry between the two states (1 and 2), the transition rates between state 2' and state 1 are the same as those between state 1 and state 2, only shifted by $\theta_0$:

$$k_{21}(\theta) = k_{12}(\theta + \theta_0), \quad k_{12}(\theta) = k_{21}(\theta + \theta_0),$$

as shown in Fig. 7. All these stepping transitions are included in the expression for $\Delta j_s$ above.

All these functions, including $V_i$, $P_i$, $k_{12}$, and $k_{21}$, are periodic functions with the full period $2\theta_0$. By symmetry, we also have $P_1(\theta) = P_2(\theta + \theta_0)$. Using these relationships and defining $P_2(\theta, t) = P(\theta, t)$, we have $P_2(\theta, t) = P(\theta + \theta_0, t)$, and the two coupled Fokker-Planck equations, Eq. (A3-A4), can be combined into one equation for $P(\theta, t)$ given as Eq. (1) in the main text. For convenience of formulating a single Fokker-Planck equation, we use $k_0$ instead of $k_{12}$ and $k_{21}$:

$$k_{12}(\theta) \equiv k_+(\theta), \quad k_{21}(\theta) \equiv k_-(\theta - \theta_0).$$

A good design of $k_+(\theta)$ is to allow energy-assisted forward steps to occur only in the half-period region $[\theta_0, 2\theta_0]$ so that the stator can “jump” onto the next energy landscape to continue generating positive torque. Therefore, it is favorable to have nonzero $k_+(\theta) \neq 0$ only for $\theta \in [\theta_0, 2\theta_0]$. In this paper, we assume $k_+(\theta) = 0$ for $\theta \in [0, \theta_0)$. Correspondingly, Eq. (3) requires that $k_-(\theta) = 0$ for $\theta \in [\theta_0, 2\theta_0)$. Therefore, we can express $k_{12}$ and $k_{21}$ in terms of $k_+$:

$$k_{12}(\theta) = \begin{cases} k_+(\theta) & \text{for } \theta \in [\theta_0, 2\theta_0), \\ 0 & \text{for } \theta \in [0, \theta_0). \end{cases} \quad (A6)$$

By plugging the above expressions for $k_{12}$ and $k_{21}$ into Eq. (A5), we have the expression for $\Delta j_s(\theta)$ as shown in Eq. (4) in the main text.

### Appendix B: Details of the model and parameters

An energy barrier $V_B$ near the peak of $V(\theta)$ is added to prevent slipping between two adjacent Flig’s without stepping. A linear form is used: $V_B(\theta) = H(\theta_B - \theta)/\theta_B$ for $\theta \in [0, \theta_B]$; $V_B(\theta) = H(\theta - \theta_B + \theta_B)/\theta_B$ for $\theta \in (2\theta_0 - \theta_B, 2\theta_0)$; 0, otherwise. The barrier height is $H \gg k_B T$, and its width is $\theta_B \ll \theta_0$.

The standard parameters used in this paper are based on previous modeling studies and by fitting our model to available experimental data: $\theta_0 = \pi/260, \theta_B = 0.005\theta_0, \theta_0 = 0.05\theta_0, k_0 = 0, k_5 = 1 \times 10^5 s^{-1}, k_9 = 5 \times 10^2 s^{-1}, H = 50k_B T, \xi = 10^{-3} - 10^{1}(pN \cdot nm \cdot rad^{-1} \cdot s), E_0 = 10k_B T, \epsilon = 0(1), \kappa = 0(1), k_B T = 4.11(pN \cdot nm)$ for room temperature. Unless specifically mentioned, we used $\epsilon = 0.5$ and $\kappa = 0.5$ in the main text. The units of the parameters are omitted in the main text of the paper, they are the same as given here.

### Appendix C: The dependence of $P_s(\theta)$ on $E_g$

The steady state distribution $P_s(\theta)$ depends on the energy gap $E_g = G_0 - V_d/(1 + \epsilon) = G_0 - \tau_+ \theta_0$. As explained in the main text and shown in Fig. 8, when $E_g$ decreases the probability in the negative torque regime $P_- \equiv \int_{\theta_0}^{2\theta_0} P_s(\theta) d\theta$ increases and thus the probability in the positive torque regime $P_+ = 1 - P_-$. decreases. Together with the fact that $\tau_+$ increases with a decreasing $E_g$, this explains the peak in the maximum torque $\tau_m$ seen in Fig. 8.

### Appendix D: Results with quadratic $V(\theta)$

Besides the V-shaped piecewise linear form of $V(\theta)$ used in the main text, we have also used other form of $V(\theta)$, such as the quadratic form given as:

$$V(\theta) = \frac{V_d(\theta_m - \theta)^2}{\theta_m^2}, \quad 0 < \theta \leq \theta_m,$$

$$= \frac{V_d(\theta - \theta_m)^2}{(2\theta_0 - \theta_m)^2}, \quad \theta_m < \theta \leq 2\theta_0,$$

which is shown in Fig. 9A. The overall shape of the quadratic potential is given by its depth $V_d$ and it off-centered minimum location $(1 + \epsilon)\theta_0$. For such a quadratic potential we repeated what we did in the main text with the energy gap defined as: $E_g = G_0 - V_d(1 + 2\epsilon)/(1 + \epsilon)^2$. The results on the maximum
FIG. 8. The distribution \( P_s(\theta) \) for different values of \( E_g \) (by varying \( V_d \) and fixing \( \varepsilon = 0.5 \)). The functions \( V(\theta) \) and \( k_+ (\theta) \) are the same as shown in Fig. 1C in the main text. The probability in the negative torque regime \( P_- = \int_{\theta_m}^{2\theta_0} P_s(\theta) d\theta \) decreases with increasing \( E_g \) and thus the probability in the positive torque regimes \( P_+ = 1 - P_- \) decreases with decreasing \( E_g \).

FIG. 9. The results for quadratic potentials. (A) The shape of a quadratic potential, expression given in Eq. (D1), in which the minimum location at \( \theta_m = (1 + \varepsilon)\theta_0 \) and the depth of the potential \( V_d \) are varied to optimize motor performance. (B) The maximum torque versus \( 1 - E_g/G_0 = V_d(1+2\varepsilon)/[G_0(1+\varepsilon)^2] \). (C) \( 1 - \Lambda^* \) versus \( \ln(E_0)/E_0 \), where \( \Lambda^* \) is the maximum efficiency. (D) The optimal \( E_g^* \) (for achieving the maximum efficiency) versus \( \ln(E_0) \).
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