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Performance-based Trajectory Optimization for Path Following Control Using Bayesian Optimization

Alisa Rupenyan1,2∗, Mohammad Khosravi1,∗, John Lygeros1

Abstract—Accurate positioning and fast traversal times determine the productivity in machining applications. This paper demonstrates a hierarchical contour control implementation for the increase of productivity in positioning systems. The high-level controller pre-optimizes the input to a low level cascade controller, using a contouring predictive control approach. This control structure requires tuning of multiple parameters. We propose a sample-efficient joint tuning algorithm, where the performance metrics associated with the full geometry traversal are modeled as Gaussian processes and used to form the global cost and the constraints in a constrained Bayesian optimization algorithm. This approach enables the trade-off between fast traversal, high tracking accuracy, and suppression of vibrations in the system. The performance improvement is evaluated numerically when tuning different combinations of parameters. We demonstrate that jointly tuning the parameters of the contour and the low level controller achieves the best performance in terms of time, tracking accuracy, and minimization of the vibrations in the system.

I. INTRODUCTION

In machining, positioning systems need to be fast and precise to guarantee high productivity and quality. Such performance can be achieved by model predictive control (MPC) approach tailored for tracking a 2D contour [1], [2], however requiring precise tuning and good computational abilities of the associated hardware. Using the superior planning capabilities of MPC can be beneficial to generate offline an optimized trajectory which is provided as an input to a low level PID controller [3]. While this approach improves the tracking performance of the system without imposing any requirements for fast online computation, it is associated with tuning of multiple parameters, both in the MPC planner, and in the low level controller. We propose an approach to automate the simultaneous tuning of multiple design variables using data-driven performance metrics in such hierarchical control implementations.

MPC accounts for the real behavior of the machine and the axis drive dynamics can be excited to compensate for the contour error to a big extent, even without including friction effects in the model [4], [5]. High-precision trajectories or set points can be generated prior to the actual machining process following various optimization methods, including MPC, feed-forward PID control strategies, or iterative-learning control [6], [7], where friction, model mismatch, or vibration-induced disturbances can be corrected [8]. In MPC, closed-loop performance is pushed to the limits only if the plant under control is accurately modeled, alternatively, the performance degrades due to imposed robustness constraints. Instead of adapting the controller for the worst case scenarios, the prediction model can be selected to provide the best closed-loop performance by tuning the parameters in the MPC optimization objective for maximum performance [9]–[11]. Bayesian optimization-based tuning for enhanced performance has been further demonstrated for cascade controllers of linear axis drives, where data-driven performance metrics have been used to specifically increase the traversal time and the tracking accuracy while reducing vibrations in the systems [12], [13]. The approach has been successfully applied to linear and rotational axis embedded in grinding machines and shown to standardize and automate tuning of multiple parameters [14].

In this work, we use the model predictive contouring control (MPCC) which is an MPC-based contouring approach to generate optimized tracking references. We account for model mismatch by automated tuning of both the MPC-related parameters and the low level cascade controller gains, to achieve precise contour tracking with micrometer tracking accuracy. The MPC-planner is based on a combination of the identified system model with the contouring terms. In our approach the tracking error is coupled with the progression along the path through the cost function. The automated tuning of the parameters is performed using a cost that accounts for the global performance over the whole trajectory. Additional constraints in the Bayesian optimization algorithm allow for balancing traversal time, accuracy, and minimization of oscillations, according to the specific crucial requirements of the application. We demonstrate enhanced performance in simulation for a 2-axis gantry, for geometries of different nature.

II. PARAMETER TUNING IN CONTOURING CONTROL

In this paper, we focus on the biaxial machine tool contouring control problem, relevant for a production of multiple copies of a part with desired geometry \( r_d : [0, L] \rightarrow \mathbb{R}^2 \), parameterized by the arc-length, is expected to be traversed in minimum time while staying within a tolerance band perpendicular to the contour. The maximum allowed deviation given by the infinity norm of the tracking error should be smaller than 20 \( \mu \)m. The machine has separate limitation for velocity, \( v \), and acceleration, \( u \), in both \( x \) and \( y \) directions. More precisely, we have \( v \in V := \{ |v_x, v_y|/|v_x| \leq 0.2 \text{m/s}, |v_y| \leq 0.2 \text{m/s} \} \) and \( u \in U := \{ |u_x, u_y|/ |u_x| \leq 20 \text{m/s}^2, |u_y| \leq \ldots \)
The system is equipped with a machining stage unit where a cascade PI controller is employed (see Figure 1), and has a MPC-based planning unit (also noted as MPCC) to pre-optimize the references (position, velocity) provided for each geometry. The goal is to tune the parameters of the MPC-based planning unit without introducing any modification in the structure of the underlying control system. We leverage the repeatability of the system, which is higher than the integrated encoder error of 3µm, and introduce a parameter tuning strategy for the MPCC planner and of the low level controller gains using an automated data-driven approach, where the global performance metrics are computed from the full geometry traversal.

Fig. 1: The model predictive contouring control (MPCC)

III. PLANT AND LOW LEVEL CONTROL

The physical system is a 2-axis gantry stage for \((x, y)\) positioning with industrial grade actuators and sensors [15]. The plant can be modeled as a mass-spring-damper system with two masses linked with a damper and a spring for capturing imperfection and friction in the transmitting movement [16]. Let \(m_1\) and \(m_2\) denote the mass of the moving parts with respective location \(z = (x_1, y_1)\) and \(p = (x_2, y_2)\), and movement friction coefficient \(b_1\) and \(b_2\). Also, let \(k\) be the stiffness coefficient, \(c\) be the damping coefficient, and \(u = (u_1, u_2)\) be the force applied by the motor. From first principles, one has

\[
\begin{align*}
    m_1 \ddot{z} & = -b_1 z + k(p - z) + c(\dot{p} - \dot{z}) + u(t), \\
    m_2 \ddot{p} & = -b_2 \dot{p} + k(z - p) + c(\dot{z} - \dot{p}).
\end{align*}
\]

Note that here \(p = (x_2, y_2)\) corresponds to the contouring location; for ease of notation, we drop the index later and simply write \((x, y)\). We model the system as two uncoupled axis with identical parameters. According to [1], the plant can be described by the transfer function \(G(s)\), from the force input to the the position of system, \(p\), defined as

\[
G(s) = \frac{cs + k}{a_4 s^4 + a_3 s^3 + a_2 s^2 + a_1 s},
\]

where \(a_1 = k(b_1 + b_2), a_2 = k(m_1 + m_2) + c(b_1 + b_2) + b_1 b_2, a_3 = m_1 b_2 + c(b_1 + c),\) and \(a_4 = m_1 m_2, m_1\) and \(m_2\) are known. The rest of the parameters \(w := (b_1, b_2, c, k)\) have to be estimated.

Let \(p_w\) be the position trajectory obtained by simulating the corresponding dynamics with respect to the parameters \(w\), and \(J\) be the error metric between the real measurement of position \(p\) and the simulated position \(p_w\) defined as

\[
J(w) := \|p - p_w\|_\infty + \|p - p_w\|_2.
\]

The error metric \(J\) is introduced to consider the overshoots via the infinity norm, and also, the offset via the 2-norm. We estimate parameters \(w\) as \(\arg\min_w J(w)\), which can be obtained using the available solvers for nonlinear optimization.

In the low level control of the plant, a cascade controller is employed for tracking the position and velocity reference trajectories (see Figure 1). More precisely, the force input applied to the system is \(u = K_s K_p e_\nu + e_v\), where \((K_p, K_s)\) are the nominal gains of the controller, and \(e_\nu\) and \(e_v\) are the error signals respectively in tracking the desired position and velocity trajectories. One can easily obtain the transfer function from the reference trajectories to the actual position and velocity as

\[
\begin{bmatrix} p \\ v \end{bmatrix} = \frac{1}{H(s)} \begin{bmatrix} H_1(s) & H_2(s) \\ s H_1(s) & s H_2(s) \end{bmatrix} \begin{bmatrix} \tilde{v}_{\text{ref}} \\ v_{\text{ref}} \end{bmatrix},
\]

where \(p := (x, y), v := (\dot{x}, \dot{y}), v_{\text{ref}} := (\dot{x}_{\text{ref}}, y_{\text{ref}})\), \(H_1, H_2\) and \(H\) are defined as \(H_1(s) = K_s K_p G(s), H_2(s) = K_s K_p G(s),\) and \(H(s) = K_s s G(s) + 1 + K_s K_p G(s)\). Given \(\tilde{v}\), one can obtain a discrete time model with sampling time \(T = 2.5\text{ms}\) as

\[
\begin{bmatrix} x_{k+1} \\ y_{k+1} \\ x_{k+1} \\ y_{k+1} \\ x_{k+1} \\ y_{k+1} \\ x_{k+1} \\ y_{k+1} \\ x_{k+1} \\ y_{k+1} \\ x_{k+1} \\ y_{k+1} \\ x_{k+1} \\ y_{k+1} \end{bmatrix} = \begin{bmatrix} A_{x_{k+1}} & B_{x_{k+1}} \\ A_{y_{k+1}} & B_{y_{k+1}} \end{bmatrix} \begin{bmatrix} x_k \\ y_k \end{bmatrix} + \begin{bmatrix} k \end{bmatrix} \begin{bmatrix} \tilde{v}_{\text{ref}} \end{bmatrix},
\]

where \([x_k, y_k]^T, [\dot{x}_k, \dot{y}_k]^T, [\dot{x}_{k+1}, \dot{y}_{k+1}]^T\) and \([\tilde{v}_{\text{ref}}]\) respectively sampled version of \([x, \dot{x}]^T, [y, \dot{y}]^T, [\dot{x}_{\text{ref}}, \dot{y}_{\text{ref}}]^T\) and \([\tilde{v}_{\text{ref}}]\), and, \(x_{k+1}^C\) and \(y_{k+1}^C\) respectively denote the state vectors in the corresponding discrete-time dynamics.

IV. MODEL PREDICTIVE CONTROLLING CONTROL

Model predictive contouring control (MPCC) is a control scheme based on minimisation of a cost function which trades the competing objectives of tracking accuracy and traversal time by adjusting the corresponding weights in the cost function. We now introduce the main ingredients for a MPCC formulation.

Let \(p_k := (x_k, y_k) \in \mathbb{R}^2\) be the \(k^{\text{th}}\) sample of the real position of system. Following [2], we approximate the true path parameter \(\tilde{s} := \arg\min_{s \in [0, L]} \|r_d(s) - p_k\|\) corresponding to \(p_k\) by virtual path parameter, \(s_k\), defined as \(s_{k+1} = s_k + T \nu_{s,k}\), where \(\nu_{s,k}\) is the sampled velocity along the path at time step \(k\) and \(T\) is the sampling time. The errors in this approximation, i.e., the deviations from the desired geometry, are characterized by the contour error, \(e_{c,k}\), and the lag error, \(e_{l,k}\) (see Figure 2). Define the total error vector as \(e_k = r_d(s_k) - p_k\), and let \(\hat{e}_{l,k}\) and \(\hat{e}_{c,k}\) be the approximated errors defined respectively for \(e_{l,k}\) and \(e_{c,k}\) as shown in Figure 2.

Similar to [2], using linearization of the errors and Taylor expansion, one can introduce the following dynamics for the errors

\[
\begin{bmatrix} e_{l,k+1} \\ e_{c,k+1} \end{bmatrix} = \begin{bmatrix} r_{d,x}(s_k) \\ r_{d,y}(s_k) \end{bmatrix} - e_{l,k} + \frac{1}{2} \nu^2_{s,k} + \frac{1}{2} \nu^2_{s,k}
\]

+ \begin{bmatrix} r_{d,x}(s_k) - y_k - T \nu_{s,k} \end{bmatrix} + T \nu_{s,k},
\]

where
where \( P(s) \) is a positive definite weight matrix applied to the acceleration \( z(j) \), to achieve smooth trajectories and minimize vibrations. The cost function of MPCC is designed to match the goals \( c \) and \( \gamma \), which correspond to traversing the whole geometry, denoted by \( k_{\text{tot}} \). Note that \( k_{\text{tot}} \) depends implicitly on the vector of parameters \( \theta \); accordingly, we define the cost function as \( g_0(\theta) := k_{\text{tot}} \). For the second goal, aiming to minimize deviations and oscillations in the system, we introduce two constraints as

\[
\begin{align*}
g_1(\theta) := & \max \left( \left\| \left[ x_k^0 \right]_{k=1}^{k_{\text{tot}}} \right\|_\infty, \left\| \left[ y_k^0 \right]_{k=1}^{k_{\text{tot}}} \right\|_\infty \right) \leq q_{1,\text{tr}}, \\
g_2(\theta) := & \left\| \left[ e_{c,k} \right]_{k=1}^{k_{\text{tot}}} \right\|_\infty \leq q_{2,\text{tr}},
\end{align*}
\]

where \( x_k^0, y_k^0 \) are sampled jerk of the system in the \( x \) and \( y \) coordinates, and \( q_{1,\text{tr}} \) and \( q_{2,\text{tr}} \) are threshold values for the maximal allowed jerk and the maximal allowed acceleration along the whole geometry. Note that the implicit dependency of these constraints to the vector of parameters is highlighted by the argument \( \theta \) employed for \( g_1 \) and \( g_2 \). The first constraint, \( g_1(\theta) \leq q_{1,\text{tr}} \), limits oscillations in the system due to unaccounted changes in acceleration originating in the MPCC stage. The second constraint, \( g_2(\theta) \leq q_{2,\text{tr}} \), limits the maximal allowed lateral error along the trajectory, and serves as an additional tuning knob on the tracking error. To tune the parameters \( \theta \), we solve the following optimization problem

\[
\min_{\theta \in \Theta} g_0(\theta) \quad \text{s.t.} \quad g_i(\theta) \leq q_{i,\text{tr}}, \quad i = 1, 2,
\]

where \( \Theta \) is the feasible set for \( \theta \). Note that, for a given \( \theta \in \Theta \), the value of \( g_0(\theta), g_1(\theta) \) and \( g_2(\theta) \) can be obtained by performing an experiment, where the design parameters are set to \( \theta \), a complete cycle of operation of the system is performed, the values of the three functions are calculated based on the resulting full trajectory of position and velocity. To reduce the number of times this experimental “oracle” is invoked, we employ Bayesian optimization (BO) [17], [18], which is an effective method for controller tuning [14].

V. DATA-DRIVEN TUNING APPROACH

The overall performance of the introduced control strategy depends on the design parameters characterizing the MPCC scheme [7] and the lower level control introduced in Section III, i.e., the vector \( \theta \) defined as

\[
\theta := [\gamma_x, \gamma_t, \gamma_z, \gamma_y, \gamma_s, \gamma_v, N, K_p, K_v]^T.
\]

These parameters implicitly encode trade-offs improving the accuracy of positioning, reducing the tracking time, and the impact of modeling imperfection. To explore these trade-offs we formulate high-level optimization problem with cost function and constraints defined based on the entire position and velocity trajectory, which indicate respectively the overall performance of the control scheme and the operation limits. Moreover, we explore controller gains from a pre-defined set ensuring stability of the system, similar to [12].

We have two main goals in the positioning problem: to traverse given geometry as fast as possible, and to adhere to the pre-defined tracking tolerances. The first goal is directly reflected by the total number of time steps necessary to traverse the whole geometry, denoted by \( k_{\text{tot}} \). Note that \( k_{\text{tot}} \) depends implicitly on the vector of parameters \( \theta \); accordingly, we define the cost function as \( g_0(\theta) := k_{\text{tot}} \). For the second goal, aiming to minimize deviations and oscillations in the system, we introduce two constraints as

\[
\begin{align*}
g_1(\theta) := & \max \left( \left\| \left[ x_k^0 \right]_{k=1}^{k_{\text{tot}}} \right\|_\infty, \left\| \left[ y_k^0 \right]_{k=1}^{k_{\text{tot}}} \right\|_\infty \right) \leq q_{1,\text{tr}}, \\
g_2(\theta) := & \left\| \left[ e_{c,k} \right]_{k=1}^{k_{\text{tot}}} \right\|_\infty \leq q_{2,\text{tr}},
\end{align*}
\]

where \( x_k^0, y_k^0 \) are sampled jerk of the system in the \( x \) and \( y \) coordinates, and \( q_{1,\text{tr}} \) and \( q_{2,\text{tr}} \) are threshold values for the maximal allowed jerk and the maximal allowed deviation along the whole geometry. Note that the implicit dependency of these constraints to the vector of parameters is highlighted by the argument \( \theta \) employed for \( g_1 \) and \( g_2 \). The first constraint, \( g_1(\theta) \leq q_{1,\text{tr}} \), limits oscillations in the system due to unaccounted changes in acceleration originating in the MPCC stage. The second constraint, \( g_2(\theta) \leq q_{2,\text{tr}} \), limits the maximal allowed lateral error along the trajectory, and serves as an additional tuning knob on the tracking error. To tune the parameters \( \theta \), we solve the following optimization problem

\[
\min_{\theta \in \Theta} g_0(\theta) \quad \text{s.t.} \quad g_i(\theta) \leq q_{i,\text{tr}}, \quad i = 1, 2,
\]

where \( \Theta \) is the feasible set for \( \theta \). Note that, for a given \( \theta \in \Theta \), the value of \( g_0(\theta), g_1(\theta) \) and \( g_2(\theta) \) can be obtained by performing an experiment, where the design parameters are set to \( \theta \), a complete cycle of operation of the system is performed, the values of the three functions are calculated based on the resulting full trajectory of position and velocity. To reduce the number of times this experimental “oracle” is invoked, we employ Bayesian optimization (BO) [17], [18], which is an effective method for controller tuning [14].
\[ \Theta \] and matrix \( K \) experiment design [23] to have maximally informative expected improvement of the cost, we define the expected improvement,\footnote{[19], [20]} as \( \Theta \) \( \Xi \) for any \( g \) function and the probability density function of the standard normal distribution, \( \Phi(\theta) \) is defined as

\[ \Xi = 0 \]

Subsequently, for any \( g \) function in the GP prior taken for \( \Theta \) exploration-exploitation trade-off, aiming for optimization problem using global optimization heuristics such as particle swarm optimization

\[ \Theta_{m+1} := \arg\max_{\theta \in \Theta} a_{\text{CEL},m}(\theta). \] (19)

Once \( \Theta_{m+1} \) is obtained, we perform a new experiment in which the design parameters are set to \( \Theta_{m+1} \), and subsequently, the values of \( \{g_j(\Theta_{m+1})\}_j^{\infty} \) are evaluated and added to the data set

\[ D_{m+1} = D_m \cup \{(\theta_{m+1}, \xi_i^{(1)}, \xi_i^{(2)})\}_{i=1}^{m+1}, \]

and the process is repeated. This iterative procedure generates a sequence of \( \{\Theta_{m}\}_{m=1}^{\infty} \) which converges to the solution of [18].

Figure 3 summarises the introduced Bayesian optimization-based scheme for data-driven tuning of MPCC. We use squared-exponential kernels for \( k_0 \), \( j = 0, 1, 2 \), due to their universality property. Using \( \Theta_{\text{init}} \), the kernels’ hyperparameters are tuned by minimizing the negative log marginal likelihood [22], and remain unchanged during the introduced tuning procedure. While re-tuning the hyperparameters of kernels at each iteration might improve the Gaussian process models, this may lead to disturbing the convergence of the introduced scheme. In the practical implementation, we set a stopping condition for the introduced optimization algorithm. To this end, one can consider various criteria such as a bound for maximal number of iterations (as in our implementation), or observing consecutive repeated solutions of [18] with approximately minimal observed cost [12].

We set the mean functions as \( \mu_0 = 0, j = 0, 1, 2 \) [22]. However, if we are given some prior information on the shape and structure of \( g_j \), \( j = 0, 1, 2 \), e.g., from similar experiments or numerical simulations, we can employ other options for the mean functions [22].

VI. RESULTS

We use two geometries to evaluate the performance of the proposed approach, an octagon geometry with edges in multiple orientations with respect to the two axes, and a curved geometry (infinity shape) with different curvatures, shown in Figure 4. We have implemented the simulations in Matlab, using Yalmip/Gurobi to solve the corresponding MPCC quadratic program in a receding horizon fashion and the GPML library for Gaussian process modeling. We compare manual tuning of the MPCC parameters with tuning of MPCC parameters through Bayesian optimization, for fixed low level controller gains in both cases.
Fig. 3: The scheme of data-driven tuning of MPCC based on Bayesian optimization

| TABLE I: Nominal performance over the whole geometry |
|------------------------------------------------------|
|           | infinity          | octagone          |
|           | nominal           | MPC               | nominal           | MPC               |
| ||e||_2 [µm] | 13.5              | 3.8               | 5.7              | 0.78              |
| ||e||_∞ [µm] | 60.1              | 20                | 65.3             | 19.6              |
| Maneuver time [s] | 9.21            | 1.29              | 8.53             | 1.22              |

A. Manual tuning of the MPCC parameters

We first optimize the performance of the simulated positioning system by adding a receding horizon MPCC stage where we pre-optimize the position and velocity references provided to the low level controller. This is enabled by the high repeatability of the system which results in run-to-run deviations of 3µm, well below our tolerances of 20µm. The weights in the MPCC cost terms are manually tuned, the controller gains are kept at their nominal values, and the horizon length is set to 25 time steps. Table I shows the nominal performance giving the reference geometry directly as an input to the existing controller compared to the performance after adding the manually-tuned MPCC. The two error metrics are defined as follows: ||e||_∞ := max_k ||e_k||_∞, and ||e||_2 := l_2 norm over the whole geometry. Adding the MPCC results in a 9-fold improvement in the traversal time, along with maintaining the maximum deviation ||e||_∞ within the imposed bounds of ±20µm. Both the average and the maximal tracking errors exhibit a 3-fold decrease. The significant improvement in tracking following pre-optimization with the MPCC is illustrated on Figure 4 for the two geometries.

B. Bayesian Optimization of the MPCC parameters

To automate the tuning of the MPCC, we use the approach outlined in (10). We optimize the MPCC parameters as specified in (8), while keeping the low level controller gains fixed. We introduce a safety constraint following (10), with g_{1, tr} = 2000m/s³. To improve further the tracking, we introduce an additional tracking error constraint with g_{2, tr} = 5µm. The resulting trajectories for the position, velocity, and acceleration input of each axis are shown in Figure 5.

As expected, adding the global tracking error constraint increases the traversal time, but maintains the maximal deviation within the bounds (see the table in [5]). This tracking error constraint results in a dramatic 5-fold decrease of the

VII. CONCLUSION

This paper demonstrated a hierarchical contour control implementation for the increase of productivity in positioning systems. We use a contouring predictive control approach to optimize the input to a low level controller. This control framework requires tuning of multiple parameters associated with an extensive number of iterations. We propose a sample-efficient tuning algorithm, where the performance metrics associated with the full geometry traversal are modelled as Gaussian processes, and used to form the cost and the constraints in a constrained Bayesian optimization algorithm, where they enable the trade-off between fast traversal, high tracking accuracy, and suppression of vibrations in the system. Data-driven tuning of all the parameters compensates for model imperfections and results in improved performance, in terms of time and tracking accuracy.
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