A Comprehensive Way to Access Hospital Death Prediction Model for Acute Mesenteric Ischemia: A Combination of Traditional Statistics and Machine Learning
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Purpose: This study aimed to use traditional statistics and machine learning to develop and validate prediction models for predicting hospital death in patients with AMI and compare these models’ performance.

Patients and Methods: Data were retrieved from the Medical Information Mart for Intensive Care (MIMIC III) electronic clinical database. A total of 338 eligible AMI patients were divided into a training cohort (n = 238) and a validation cohort (n = 100), and all patients were divided into survival groups and nonsurvival groups according to patients’ hospital outcomes. The performance of the traditional statistics prediction model and the optimal machine learning prediction model was evaluated and compared with respect to discrimination, calibration, and clinical utility in the validation cohort.

Results: Univariate and multivariate logistic regression analyses identified the following independent risk factors associated with hospital death for AMI in the training cohort, including diastolic blood pressure, blood lactate, blood creatinine, age, blood pH, and red blood cell distribution width. Both the nomogram (AUC = 77.0%, 67.9–86.1%) and optimal machine learning model (AUC = 82.9%, 74.9–91.0%) achieved good discrimination and calibration in the validation cohort. Decision curves analysis showed that the optimal machine learning model has a greater net benefit than that of nomogram in this study.

Conclusion: The nomogram achieved a concise and relatively accurate prediction of hospital death in patients with AMI, the machine learning model also has good discrimination and seems to have better clinical utility. Traditional statistics may help infer the relationship between risk factors and hospital death, while machine learning may contribute to a more accurate prediction. Traditional statistics and machine learning are complementary in developing the prediction model for hospital death of AMI. Therefore, a combination of nomogram–machine learning (Nomo-ML) predictive model may improve care and help clinicians make AMI management-related decisions.
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Introduction

Acute mesenteric ischemia (AMI) is a class of disease, usually caused by a sudden lack of intestinal blood supply, including arterial occlusive mesenteric ischemia, mesenteric venous thrombosis, and nonocclusive mesenteric ischemia. Because of the non-specific symptoms and immature imaging technology, it led to
difficulties in diagnosis, which seriously affected patients’ survival in the last century. Nowadays, the application of contrast-enhanced Computed Tomography (CT) has made it possible for a timely diagnosis of AMI. Besides, the development of vascular manipulation and surgical techniques has improved the prognosis of AMI. However, there were still many patients who died under current treatment management, with high hospital mortality of about 40%. Although AMI is an uncommon surgical emergency, whose incidence is about 0.09–0.2% per year. Unfortunately, in the situation of the aging population and the prevalence of risk factors contributing to AMI, the incidence seems to have increased. Thus, some studies have examined the risk factors related to the hospital death of AMI, aimed to identify high-risk patients early. Recently, several intestine stroke centers have shown that the multidisciplinary stepwise management strategy for AMI might reduce hospital mortality and improve patient prognosis. However, factors affecting the hospital mortality and prognosis of AMI are not fully understood, and the accurate prognostic models of early judging the risk of hospital death for AMI are still lacking. Therefore, improving knowledge about the prognosis of AMI patients and creating an accurate mortality risk prediction model would allow clinicians to provide more precise clinical information for patients and their families, optimize current management, and inspire future clinical trial design. This accurate prognostic information is also conducive to realizing AMI’s medical care according to local conditions, reasonably controlling medical expenditures, and maximizing medical resource allocation.

The nomograms that can provide individualized and accurate risk estimation have been widely used in different clinical settings, mainly to achieve the graphical representation of the traditional statistics-based multivariate predictive models. Machine learning, a subfield of artificial intelligence, is a new and developed technology in data mining, which can extract models describing data patterns from experience (existing sample) and predict unseen data results.

In particular, after variable selection, the classification prediction algorithms could also realize clinical risk estimation, which were also widely used in biomedical research, and variable selection is pertinent as it is aimed at removing unrelated variables from the clinical predictive models to reduce the complexity without compromising its accuracy.

Our aim was 1) to establish a visual predictive nomogram of hospital death in patients with AMI using traditional statistics. 2) to develop models using variable selection and classification algorithms in machine learning to predict AMI patients’ hospital death risk. 3) to compare and validate the performance of these models in discrimination, calibration, and clinical utility.

Patients and Methods
Data Collection and Study Design
The dataset for this study was derived from MIMIC-III (Medical Information Mart for Intensive Care, https://mimic.physionet.org/). All patients admitted to the hospital due to AMI from 2001 to 2012 were retrospectively included in our study. The following were exclusion criteria: patients with AMI induced by other diseases (such as aortic dissection, burn), ischemic colitis, necrotizing enterocolitis or incomplete data. The demographic characteristics, past medical history, laboratory tests on admission, initial interventions, and the outcome of each patient were collected. All work in this study was carried out in accordance with the Declaration of Helsinki, and all data were collected anonymously without affecting medical decisions. The use of MIMIC-III was approved by the institutional review boards of the Massachusetts Institute of Technology and Beth Israel Deaconess Medical Center.

To develop the models for predicting the hospital mortality of patients with AMI, three major experiments were conducted in our study. The dataset was split into two cohorts: 238 records for model construction and 100 records for model evaluation and validation. On the training cohort, we used univariate analysis and multivariate logistic regression to determine independent risk factors for the hospital mortality of patients with AMI, and then the nomogram was constructed based on these independent risk factors. Similarly, we used Lasso and Boruta to select the potential predictors, then based on the selected predictors, SVM, XGBoost, and ELM were adopted to develop the predictive models. Finally, The performance of the nomogram and the optimal machine learning prediction model was evaluated and compared with respect to discrimination, calibration, and clinical utility in the validation cohort. A diagram of this present experiment is illustrated in Figure 1. When performing classification tasks, the grid search strategy
was used to determine the hyperparameters. In grid search, we set up a grid of hyperparameters and train/test our predictive model on each of the possible combinations in the training cohort using 5-fold cross-validation, and the hyperparameters of the model with the highest accuracy were considered the best. All analyses in this study were reported according to the Transparent Reporting of a Multivariable Prediction Model for Individual Prognosis or Diagnosis (TRIPOD) guidelines.

**Outcome Indicator**

The outcome indicator was defined as follows: survivors referred to the patients who survived and stable vital signs when discharged from the hospital. Nonsurvivors referred to the patients who died during hospitalization.

**Statistical Analysis**

Each variable distribution was presented as Mean±SD (normally distributed numerical variable), or median with interquartile range (numerical variables that do not conform to the normal distribution), or frequency (categorical variable). To detect significant differences between nonsurvivors and survivors in AMI, the Student’s t-test or Mann–Whitney U-test for the numerical variable, as well as the Chi-square test for the categorical variables were chosen. All the tests were two-tailed. All statistical analyses were performed using the R software (version 3.5.3). P < 0.05 was considered statistically significant.

**Construction of the Nomogram**

Univariate logistic regression was performed to evaluate each statistically significant variables in the training
cohort. Then variables with $P < 0.05$ were included in a final multivariate logistic regression using the backward step-down selection procedure, with a liberal $P < 0.05$ as the retention criteria to select the independent risk factors for hospital mortality of AMI. The estimate of relative risk was evaluated by the odds ratio (OR) with a 95% confidence interval (CI). Finally, a nomogram was built based on the result of multivariate logistic regression, and the “rms” (version 5.1–4) package was used for creating the nomogram.16

**Machine Learning**

**Variable Selection Method**

Lasso is a linear regression method that uses L1 regularization, resulting in a weight of zero for some variables.17 Therefore, this method can handle the tasks of sparseness and variable selection. In order to find the optimal hyperparameter penalty coefficient, we calculated the mean-squared error using ten-fold cross-validation. The ratio at a standard deviation from the minimum mean-squared error model was considered as the optimal hyperparameter in this method. The “ glmnet” (version 4.0) package was used for fitting Lasso regression.18

Boruta is a variable selection wrapper algorithm that can output the importance of variables. By default, Boruta uses random forest. This method compares the importance of the original variables and randomly available (shadow) variables, and gradually eliminates irrelevant variables to stabilize that procedure, thereby achieving a top-down selection of variables. The “Boruta” (version 7.0.0) package was used for Boruta variable selection.19

**Classification Algorithm**

SVM is a typical kernel-based supervised learning algorithm. The basic idea is to create a hyperplane among data points to maximize the classification interval.20 The probability measurement theory and the law of large numbers were not involved, which undoubtedly simplifies the classification tasks. The “ kernlab” (version 0.9–29) package was used for carrying out SVM.21

XGBoost is an efficient system implementation of Gradient Boosting. This method provides a parallel tree boosting, and it can explicitly regularize the tree model. So it can solve many classification tasks in a fast and accurate way. The “xgboost” (version 1.0.0.2) package was used for carrying out XGBoost.22

ELM is a learning algorithm for solving a single hidden layer feedforward neural network. The key innovation of this method is that the connection weights of the input layers and the hidden layers are randomly assigned, and the connection weights between the hidden layers and output layers are not required iterative adjustment but are determined by solving equations.23 The “elmNNRep” (version 1.0.2) package was used for carrying out ELM.24

**Evaluation Techniques**

In this study, three essential measures were adopted to evaluate the performance of the prediction model on the validation cohort. The receiver operating characteristic (ROC) was used to assess the nomogram and machine learning model discrimination. The discriminative power of the prediction models was determined by the area under the curve (AUC) with 95% confidence interval (CI). The calibration curve and Hosmer-Lemeshow test (the non-statistical significance of the test indicates a good agreement) were used to assess the nomogram and optimal machine learning model with the highest discriminative power. Finally, we analyzed the net benefit (proportion of true-positive results minus the proportion of weighted false-positive results) of the nomogram and the optimal machine learning model. We plotted each model’s DCA (Decision Curve Analysis) curve according to different weights (threshold probability).25 The prediction models with higher net benefits were considered to have higher clinical utility.

**Results**

**Patients Characteristics and Survival**

A total of 338 eligible patients with AMI were involved in this study, including 162 men (47.9%) and 176 women (52.1%), with a median age of 67.9 years old. The overall hospital mortality rate was 34.6% ($n = 117$). Among them, 238 patients were included in the training cohort, and 100 patients were included in the validation cohort. There were no differences in the clinical characteristics between the two datasets in most of the comparisons. The comparison of demographic characteristics, clinical and laboratory examinations upon admission, and outcome in survivors and nonsurvivors were listed in Table 1. The nonsurvivors were more likely to have lower systolic (SBP) and diastolic blood pressure (DBP), lower hematocrit, lower mean corpuscular hemoglobin concentration (MCHC), lower platelet, lower blood pH, higher mean corpuscular volume (MCV), higher red cell distribution width (RDW), higher lactate, higher anion gap, higher blood creatinine, higher
Table 1  Baseline Patient Demographics, Clinical and Laboratory Characteristics, and Outcomes

| Patient Characteristics                      | Training Cohort (n = 238) | Validation Cohort (n = 100) | P-value |
|----------------------------------------------|---------------------------|-----------------------------|---------|
|                                              | Survivors (n = 159)       | Nonsurvivors (n = 79)       |         |
|                                              |                          |                             |         |
| Main vital signs                             |                          |                             |         |
| Temperature, Fahrenheit, IQR                 | 98.5 (97.8–99.6)         | 98.1 (97.1–99.0)            | 0.182   |
| Heart rate                                   | 91.5±19.0                | 91.6±23.3                  | 0.711   |
| SBP, mmHg                                    | 124±27                   | 108±29                     | <0.001  |
| DBP, mmHg                                    | 74±17                    | 60±15                      | <0.001  |
| RR                                           | 20±7                     | 20±5                       | 0.894   |
|                                              |                          |                             |         |
| Demographic characteristics and major comorbidities |                          |                             |         |
| Age                                          | 66.2±14.9                | 71.9±13.2                  | 0.004   |
| Male (%)                                     | 75 (47.2)                | 42 (53.2)                  | 0.384   |
| Myocardial infarction (%)                    | 4 (2.5)                  | 2 (2.5)                    | 1.000   |
| CHF (%)                                      | 16 (10.1)                | 17 (21.5)                  | 0.016   |
| PVD (%)                                      | 24 (15.1)                | 12 (15.2)                  | 0.985   |
| Dementia (%)                                 | 5 (3.1)                  | 6 (7.6)                    | 0.225   |
| COPD (%)                                     | 25 (15.7)                | 15 (19.0)                  | 0.526   |
| CTD (%)                                      | 4 (2.5)                  | 3 (3.8)                    | 0.886   |
| Peptic ulcer (%)                             | 7 (4.4)                  | 8 (10.1)                   | 0.153   |
| Diabetes (%)                                 | 41 (25.8)                | 21 (16.6)                  | 0.895   |
| CKD (%)                                      | 21 (13.2)                | 24 (30.4)                  | 0.001   |
| Hemiplegia (%)                               | 1 (0.6)                  | 4 (5.1)                    | 0.077   |
| Malignant lymphoma (%)                       | 0 (0)                    | 1 (1.3)                    | 0.332   |
| Solid tumor (%)                              | 23 (14.5)                | 9 (11.4)                   | 0.513   |
| Liver disease (%)                            | 13 (8.2)                 | 10 (12.7)                  | 0.270   |
| AIDS (%)                                     | 2 (1.3)                  | 0 (0)                      | 1.000   |
| AF (%)                                       | 27 (17.0)                | 13 (17.7)                  | 0.887   |
| CAD (%)                                      | 44 (27.7)                | 21 (26.6)                  | 0.859   |
| Hypertension (%)                             | 98 (61.6)                | 48 (60.8)                  | 0.896   |
|                                              |                          |                             |         |
| Routine blood and coagulation tests          |                          |                             |         |
| Blood, Hematocrit, %                         | 34.4±6.1                 | 32.5±6.9                   | 0.029   |
| Blood, INR                                   | 1.6±0.1                  | 1.8±1.2                    | 0.072   |
| Blood, MCH, picograms per cell               | 30.3±1.5                 | 30.7±2.8                   | 0.331   |
| Blood, MCHC, g/dL                            | 33.7±1.5                 | 33.2±1.3                   | 0.014   |
| Blood, MCV, femtoliters/cell                 | 90.2±6.5                 | 92.5±7.6                   | 0.013   |
| Blood, Platelet Count, *10^9/L               | 236±128                  | 200±132                    | 0.044   |
| Blood, PT, s                                 | 16.7±7.4                 | 18.6±8.2                   | 0.073   |
| Blood, PTT, s                                | 32.9 (30.5–41.8)         | 38.4 (30.1–50.0)           | 0.054   |
| Blood, RDW, %                                | 14.7±1.6                 | 15.7±2.3                   | <0.001  |
| Blood, Red Blood Cells, *10^12/L             | 3.7 (3.3–4.3)            | 3.6 (3.1–4.1)              | 0.128   |
| Blood, White Blood Cells, *10^12/L           | 10.0 (6.5–14.9)          | 10.2 (6.3–17.3)            | 0.927   |
| Blood, Hemoglobin, g/dL                      | 11.5±2.3                 | 10.9±2.1                   | 0.064   |
|                                              |                          |                             |         |
| Biochemical tests                            |                          |                             |         |
| Blood, Glucose, mg/dL                        | 137 (110–174)            | 131 (104–188)              | 0.713   |
| Blood, Lactate, mmol/L                       | 2.0 (1.3–3.2)            | 2.0 (2.2–6.1)              | <0.001  |
| Blood, PH                                    | 7.37 (7.30–7.42)         | 7.31 (7.20–7.39)           | 0.008   |
| Blood, Anion gap, mmol/L                     | 14 (12–16)               | 17 (14–21)                 | <0.001  |
| Blood, Bicarbonate, mmol/L                   | 22.0 (20.0–25.5)         | 21.0 (16.5–25.0)           | 0.163   |

(Continued)
blood urea nitrogen, and higher age. Besides, the nonsurvivors experienced congestive heart failure, chronic kidney disease more often.

**Univariate and Multivariate Analysis, Nomogram Development**

The results of univariate logistic regression analysis were shown in Table 2. Stepwise multivariate logistic regression indicated that the DBP (OR = 0.955, 95% CI [0.934–0.976]; P < 0.001), blood lactate (OR = 1.407, 95% CI [1.185–1.671]; P < 0.001), blood pH (OR = 0.009, 95% CI [0.001–0.039]; P = 0.011), blood creatinine (OR = 1.524, 95% CI [1.210–1.919]; P < 0.001), RDW (OR = 1.431, 95% CI [1.190–1.720]; P < 0.001), and age (OR = 1.048, 95% CI [1.019–1.077]; P = 0.001) were independent predictors for hospital death of AMI (Table 3). These independent predictors were used to construct a AMI hospital death risk estimation nomogram. The nomogram contained a score scale, a total of score scale, and a probability scale, each predictor also corresponded to a scale (Figure 2).

**Machine Learning**

For Lasso variable selection, we used the 10-fold cross-validation to explore the optimal lambda value, and the misclassification error was the target that we wanted to minimize. In order to obtain a model with excellent performance and relatively few features, the penalty coefficient value (lambda lse), whose model is one standard deviation away from the minimum mean-squared model was used as the hyperparameter in the final model (Figure S1). Consequently, a total of seven clinical variables were used for machine learning analysis (Table 4).

| Patient Characteristics | Training Cohort (n = 238) | Validation Cohort (n = 100) |
|-------------------------|---------------------------|-----------------------------|
|                         | Survivors (n = 159)       | Nonsurvivors (n = 79)       | Survivors (n = 62)     | Nonsurvivors (n = 38)     |
| Blood, Calcium, mg/dL   | 8.1±1.1                   | 8.4±1.3                    | 7.8±0.8                 | 8.2±1.2                   |
| Blood, Chloride, mmol/L | 105.7±6.6                 | 105.1±6.9                  | 106.0±7.1               | 103.7±7.5                 |
| Blood, Creatinine, mg/dL| 1.4±1.2                   | 2.3±1.9                    | <0.001                  | 1.3±0.9                   |
| Blood, Magnesium, mg/dL | 1.8±0.5                   | 1.9±0.5                    | 1.9±0.9                 | 1.9±0.3                   |
| Blood, Phosphate, mg/dL | 3.7 (3.0–4.2)             | 4.0 (3.3–4.9)              | 3.2 (2.7–4.4)           | 3.8 (2.8–5.0)             |
| Blood, Potassium, mmol/L| 4.1±0.7                   | 4.3±0.8                    | 4.1±0.8                 | 4.1±0.8                   |
| Blood, Sodium, mmol/L   | 139 (136–142)             | 139 (136–143)              | 139 (135–141)           | 138 (135–142)             |
| Blood, Urea Nitrogen, mg/dL| 22 (15–34)       | 30 (23–44)                 | 24 (15–40)              | 30 (20–41)                |

| Initial intervention    | Surgery                   | 122 (76.7)                 | 57 (72.2)               | 44 (71.0)                 | 29 (76.3)                 |

| Abbreviations: AF, atrial fibrillation; CAD, coronary artery disease; CHF, congestive heart failure; CKD, chronic kidney disease; COPD, chronic obstructive pulmonary disease; CTD, connective tissue disease; DBP, diastolic blood pressure; MCH, mean corpuscular hemoglobin; MCHC, mean corpuscular hemoglobin concentration; MCV, mean corpuscular volume; PT, prothrombin time; PVD, peripheral vascular disease; RDW, red blood cell distribution width; RR, respiratory rate; SBP, systolic blood pressure. |
determined by Lasso, including diastolic blood pressure, blood lactate, blood pH, anion gap, blood creatinine, RDW, age (Table S1). For Boruta variable selection, by default, this method searched for important variables by comparing the importance of original variables with randomly available (shadow) variables (Figure S2). Consequently, a total of nine clinical variables were determined by Boruta, including blood lactate, anion gap, blood creatinine, systolic blood pressure, RDW, diastolic blood pressure, blood pH, age, and blood urea nitrogen (Table S2).

According to the clinical variables selected by Lasso and Boruta, three classification algorithms, including SVM, XGBoost, and ELM, were used to construct the prediction model of AMI hospital death, and the hyperparameters for each classification model are shown in Table S3.

### Model Evaluation

Table 4 summarizes the performance of the different machine learning predictive models tested in the validation cohort. Among the machine learning predictive models with a different combination of variable selection method and classification algorithm, the XGBoost model using clinical variables determined by Boruta achieved the highest accuracy (AUC = 82.9%, 95% CI 74.9–91.0%), which was considered as the optimal machine learning model for predicting hospital death risk of AMI in our study (Figure 3A and B). Figure 3C further presents the ROC curves of the nomogram and optimal machine learning model tested on the validation cohort. The AUC (95% CI) for nomogram and optimal machine learning model was 77.0% (67.9–86.1%) and 82.9% (74.9–91.0%), respectively.

![Figure 2](https://www.dovepress.com/)

**Figure 2** The hospital death risk-prediction nomogram for AMI.

| Variables          | β    | SE  | OR (95% CI)         | P-value |
|--------------------|------|-----|---------------------|---------|
| DBP                | −0.046 | 0.011 | 0.955 (0.934–0.976) | <0.001  |
| Blood, Lactate    | 0.341 | 0.088 | 1.407 (1.185–1.671) | <0.001  |
| Blood, pH         | −4.705 | 1.849 | 0.009 (0.001–0.339) | 0.011   |
| Blood, Creatinine | 0.421 | 0.118 | 1.524 (1.210–1.919) | <0.001  |
| Blood, RDW        | 0.358 | 0.094 | 1.431 (1.190–1.720) | <0.001  |
| Age               | 0.047 | 0.014 | 1.048 (1.019–1.077) | 0.001   |

**Abbreviations:** DBP, diastolic blood pressure; RDW, red blood cell distribution width; OR, odds ratio; CI, confidence interval; SE, standard error.

Table 3 Multivariate Logistic Regression Model for Hospital Mortality in the Training Cohort
The results of the calibration curve and Hosmer-Lemeshow test statistics (P = 0.076) for nomogram are presented in Figure 4A, which showed the probabilities of AMI hospital death predicted by the nomogram agreed well with the actual probability. The calibration curve and Hosmer-Lemeshow test statistics (P = 0.877) for the optimal machine learning model also showed good calibration in the validation cohort (Figure 4B).

Decision curve analysis was used to assess the clinical utility of the nomogram and the optimal machine learning model. The decision curve graphically presented the clinical utility of the model using a continuous probability threshold (X-axis) and the model’s net benefit (Y-axis). The decision curve indicated that the net benefit of the optimal machine learning model is greater than that of the nomogram, when the threshold probability for a doctor is within a range from 0.22–0.85 (Figure 5).

Discussion

In this retrospective analysis, we investigated the clinical characteristics, admission status, and initial interventions of AMI. Then stepwise multivariate logistic regression was used to recognize the independent risk factors related to hospital mortality of AMI and predictors including diastolic blood pressure, blood lactate, blood creatinine, age, blood pH, and RDW. A nomogram was generated based on six variables at admission to predict hospital death of AMI. Moreover, we also used machine learning techniques to develop the prediction models for hospital mortality of AMI, and compared the performance of the nomogram and the optimal machine learning model on a separate validation set. To the best of our knowledge, this study is the first study to relatively comprehensively use traditional statistical methods and machine learning techniques in the context of hospital mortality prediction of AMI. This combinatorial analysis is necessary to ensure that a full understanding of risk factors and the best model is selected for the prediction of AMI hospital death.

In medical research, age is associated with high mortality in patients with AMI. This was similar to the finding of our research. Our study also indicated that low blood pressure upon admission was also closely related to the hospital death of patients with AMI, which was compatible with previous medical literature. Acidosis has been associated with high mortality in many reports. We found a similar relationship, low pH was a significant predictor in nomogram, which was considered to be associated with many adverse prognostic factors, such as renal failure, symptom duration, and range of intestine necrosis. Lactate is usually a key parameter closely related to necrosis, inflammation, and hypoxia. Our results showed that high lactate levels were significantly related to the occurrence of AMI hospital death. Moreover, previous studies have shown that high blood lactate was often significantly associated with transmural necrosis of the intestine, and removal of the necrotic intestine could reduce blood lactate. In previous studies, high serum creatinine was reported as an essential risk factor for hospital mortality of AMI. Our study also indicated similar results, which highlight the importance of normal kidney function in AMI management. Besides, our study also found that elevated RDW was also an independent risk factor. Although few previous studies have reported the association between RDW and AMI prognosis, studies have shown that elevated RDW is closely related to sepsis. The damaged intestinal mucosa loses its resistance to bacteria, which leads to bacteria or even sepsis in some AMI patients might explain why AMI patients with high RDW had a poor prognosis.

Several studies have shown the significance of machine learning techniques in predicting disease prognosis. XGBoost using clinical variables determined by Boruta models achieve the highest accuracy in the machine learning models, which also outperformed the nomogram in discrimination and clinical utility. The predictors used in
this machine learning model included six predictors in the nomogram, as well as SBP, anion gap, and blood urea nitrogen. The three additional variables were also confirmed to be related to hospital deaths of AMI in univariate analysis. However, the relatively strong correlation of variables (Pearson’s $r_{\text{creatinine-urea nitrogen}} = 0.537$, Pearson’s $r_{\text{DBP-SBP}} = 0.569$, Pearson’s $r_{\text{lactate-anion gap}} = 0.543$) might cause the regression coefficients of the three variables were not statistically significant in stepwise logistic regression. While XGBoost uses the gradient boosting method to fit the residuals of the last prediction to create new classification trees until the last tree continuously, and the prediction of the model is the integration of the results of all trees. So, this method might better
handle the large coverage of the correlation between the variables to improve the accuracy in this study.

Generally, the experience of the clinician plays an essential role in the patient’s risk estimation and decision-making, but it may have a considerable risk of deviation and is relatively subjective. The nomogram has been widely used in the field of disease risk prediction, and machine learning techniques have also shown encouraging results. In this study, traditional statistical techniques (univariate, multivariate, and nomogram) allow us to identify independent risk factors related to hospital death of AMI, and construct a transparent and concise risk prediction model that could estimate the death risk without the need for the internet or computers. The machine learning model seemed to have higher accuracy and higher clinical utility because it can identify and understand the indistinguishable relationship between variables. However, the lack of explicit models made it difficult for machine learning models to associate with existing biological knowledge directly. Therefore, the combination of nomogram-machine learning (Nomo-ML) may provide a more transparent and accurate method for assessing the risk of hospital death in patients with AMI and help to optimize the management of AMI.

As with any study, this work had limitations. Firstly, this study was a retrospective study, some bias inevitably existed and might affect the nomogram and machine learning models. Therefore, it is still necessary to further compare the performance of these tools through a prospective cohort. Secondly, due to data limitations, we cannot construct a hospital death prediction model for each subtype of AMI, which is still worth exploring in the future.

**Conclusion**

In conclusion, we have used traditional statistical methods to identify potential risk factors related to hospital death of AMI, and constructed a concise and accurate nomogram...
for risk prediction. Also, machine learning models achieved high accuracy and seemed to have higher clinical utility.

Traditional statistics may help infer the relationship between risk factors and hospital death of AMI, while machine learning may contribute to a more accurate prediction. The combination of nomogram and machine learning techniques may help provide a transparent and accurate disease risk prediction model.
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