Metal-insulator transition in a boundary three chain model
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We study the boundary physics of bulk insulators by considering three coupled Hubbard chains in a linear confining potential. In the Hartree-Fock approximation, the ground state at and slightly off the particle-hole symmetric point remains insulating even at large slopes of the confining potential. By contrast, accounting for quantum fluctuations and correlations through a combination of bosonization and RG methods, we find that there is always a gapless dipole mode, but it does not contribute to a finite compressibility. Moreover, when increasing the slope of the confining potential at half filling, we find a quantum phase transition between an insulating and a metallic state, indicating the formation of a soft edge state of non-topological origin. Away from half filling, a similar transition takes place.

Introduction: The boundaries of two-dimensional (2D) phases of matter may play a pivotal role when the bulk spectrum is gapped [1–7]. Having a gapless spectrum at the edge may render the system conducting underpinned by bulk topological invariants [8–11]. Examples range from quantum Hall phases (integer, fractional, non-Abelian) featuring chiral modes [1, 2], helical modes [4–10], and other 2D topological phases [11–13]. On the other hand, interaction driven Mott insulators [14–15] are usually not characterized by conducting edge modes.

A possible path towards obtaining a clearer insight into 2D boundary physics would be to study interacting models comprising few-chains positioned in a potential that mimics the confinement at the edge. Within the HF approximation, for a system of several coupled chains an alternation of compressible and incompressible regions has been found [16]. In the absence of a confining potential, bosonization was employed for both single and multiple chains [15–17, 22]. For a single Hubbard chain there exists an insulating phase without magnetic order. Considering several coupled Hubbard chains one finds a variety of instabilities as a function of interchain hopping, as well as Hubbard and next-nearest-neighbor interaction strength [15, 17, 22]. For two coupled chains the metal-insulator transition was observed as functions the chemical potential [22], the filling [17], the interchain hopping [17, 18, 22], or the strength of on-site and nearest neighbor interactions [18, 22]. Superconducting d-wave or s-wave states or charge modulated states have been observed within the framework of two coupled chains as well [19].

Here we take up the challenge of modelling the boundary of interacting or strongly correlated two-dimensional materials. Specifically, we consider a model of three coupled Hubbard chains under the influence of an external confining potential, mimicking the edge of a 2D Mott insulator with smooth confinement. In addition to a standard nearest-neighbor Hamiltonian with Hubbard interactions, we assume a chain dependent potential which mimics a confining potential in the perpendicular y-direction. The system is depicted in Figure 1. Employing bosonization technique tools, we study the collective phases of this many fermion system. Accounting for the interplay of the interaction strength and the confining potential, we find a novel mechanism of a metal-insulator transition. This transition occurs as function of the confining potential, not withstanding the fact that the excitation spectrum remains gapless. Our results are depicted in Figure 2. Note that despite the presence of a gapless mode, the system can be an insulator since that mode is an interchain plasmon not contributing to the compressibility and conductance. The overall filling of the system is determined by the chemical potential µ.

As a first step towards a realistic model for the edge region of a two-dimensional Mott insulator, we allow for a confining potential Vc(p). The confining potential is different for chains with different index p and is constant along each individual chain. In the following, we will be mostly concerned with the case that the confining potential is split symmetrically around the chemical potential, meaning that Vc(1) = −Vc(3) = V and Vc(2) = 0. The
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where \( n_p \) is the average density in chain \( p \) and the order 
parameter \( S_p \) is the staggered magnetization of chain \( p \).
The effective single-particle Hamiltonian in terms of the 
order parameter is discussed in the supplement [23].
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For a single half-filled Hubbard chain, the antiferro-
magnetic order parameter \( S \) is finite for any \( U > 0 \) and 
the system develops a finite band gap. As the chain is 
doped away from half filling, the order parameter drops 
to zero rendering the system compressible. Then, the 
band gap closes and the system has two Fermi points at 
\( k = \pm k_F \). We can use a similar picture for the analysis of 
the three coupled chains: each pair of Fermi points cor-
responds to one gapless charge mode. Within HF theory 
and near half filling, the gapping of Fermi points is only possible due to a finite antiferromagnetic magnetization.

In Figure 3, the number of Fermi points as a func-
tion of the chemical potential and the confining poten-
tial is shown. Interestingly, the half-filled system remains 
gapped and has no Fermi points, independent of the value 
of \( V \). This constitutes an adiabatic connection from the 
Mott insulating state at \( V = 0 \) to an asymptotic state 
\( V/t \gg 1 \) where one chain is completely empty, one chain 
is completely filled and the middle chain is still a gapped 
Mott insulator.

We observe transitions into states with a finite num-
ber of Fermi points as a function of \( \mu \) and \( V \). At a finite 
\( \mu/t \simeq -0.2 \), increasing \( V \) eventually leads to a transition 
into a state with two Fermi points, which is the equivalent 
of one gapless charge mode. At the transition point, the 
band gap closes and the system becomes compressible. If we 
increase \( V \) even further, the system transitions from 
a state with two Fermi points into one with six Fermi 
points. In the latter state, not only the band gap van-
ishes, but the antiferromagnetic magnetization vanishes 
as well. The regime with six Fermi points, or three un-
gapped charge modes, is thus equivalent to a system of 
non-interacting electrons.

Depending on the actual value of \( V \), we observe simi-
lar transitions as \( \mu \) varies. At \( V = 0 \), lowering \( \mu \) leads to 
a transition into a gapless state with three Fermi points 
around \( \mu/t \simeq -0.55 \). As before, in this gapless regime the 
antiferromagnetic order parameter vanishes. If, however 
\( 1 < V/t < 2 \), a variation of \( \mu \) leads to similar transitions
To partially decouple $H^0_{\text{int}}$, we introduce the symmetric and antisymmetric combination of the fields $\phi_{\nu,\tau=+1}$ and $\phi_{\nu,\tau=-1}$. The fields are transformed as

$$
\begin{pmatrix}
\phi_{\nu,\alpha=+} \\
\phi_{\nu,\alpha=0} \\
\phi_{\nu,\alpha=-}
\end{pmatrix} =
\begin{pmatrix}
\frac{1}{\sqrt{2}} & 0 & \frac{1}{\sqrt{2}} \\
0 & 1 & 0 \\
\frac{1}{\sqrt{2}} & 0 & -\frac{1}{\sqrt{2}}
\end{pmatrix}
\begin{pmatrix}
\phi_{\nu,\tau=+1} \\
\phi_{\nu,\tau=0} \\
\phi_{\nu,\tau=-1}
\end{pmatrix}.
$$

(3)

The $\theta$ fields are transformed accordingly. The new field index takes values $\alpha = +, 0, -$. In the $\alpha$ basis, the Hamiltonian $H_0 = H_0^0 + H^0_{\text{int}}$ is given by

$$
H_0 = \frac{1}{2\pi} \sum \sum \left[ u_{\nu,\alpha} K_{\nu,\alpha} \left( \partial_x \phi_{\nu,\alpha} \right)^2 + \frac{u_{\nu,\alpha}}{K_{\nu,\alpha}} \left( \partial_x \phi_{\nu,\alpha} \right)^2 \right] + \gamma \left( \partial_x \phi_{\nu,\alpha} \right) \left( \partial_x \phi_{\nu,\beta} \right) .
$$

(4)

with $\gamma = (U/t) \sqrt{2} (2(V/t)^2 + 1) / (2(V/t)^2 + 2)^2$ and

$$
u, K_{\nu} \doteq \begin{pmatrix}
\sqrt{2 - (V/t)^2} & 0 & 0 \\
0 & 2 & 0 \\
0 & 0 & \sqrt{2 - (V/t)^2}
\end{pmatrix}.
$$

(5)

We can see from Eq. 4 that the transformation from Eq. 3 only decouples the field $\phi_{\nu,-}$ from the other two in the kinetic Hamiltonian. In the new basis, the two most relevant Umklapp terms are

$$
H^{2k_F}_{\text{int}} = -\frac{g_3(0,0,0)}{2\pi^2 a^2} \cos\left(2\sqrt{2}\phi_{\nu,0} - \delta_0 \cdot x\right)
$$

$$
-\frac{g_3(1,-1,1)}{2\pi^2 a^2} \cos(2\theta_{\sigma,-}) \cos(2\phi_{\nu,0} - \delta_+ \cdot x) ,
$$

(6)

where $\delta_+ = \delta_0 \equiv 0$ at half filling. The remaining relevant Umklapp terms contain linear combinations of $\phi_{\nu,0}$ and $\phi_{\nu,\pm}$ as arguments and do not contribute additional physics for the charge modes. The bare values of the coupling constants can be found in the supplemental material 23.

In order to derive the Umklapp terms above, we use recombination [19, 24], the fermionic field operators can be expressed as exponentials of the boson fields in the $\tau$-basis, multiplied by a plane wave with Fermi momentum $k_{\nu,\tau}$:

$$
\psi_{\nu,\tau}(x) \propto e^{ik_{\nu,\tau} \cdot x} e^{-i/\sqrt{2}(r\phi_{\nu,\tau} - \theta_{\nu,\tau} + s(\phi_{\nu,\tau} - \theta_{\nu,\tau})),
$$

(7)

where $r = \pm 1$ for right- and left-movers and $s = \pm 1$ for spin up and spin down. To obtain the Umklapp terms given in Eq. 6, we rewrite the interaction term in Eq. 1 in terms of bosonic exponentials, leaving us with terms of the type $\cos(c_\beta \cdot \phi_{\nu,\beta} + \delta_\beta \cdot x)$, where $c_\beta$ is a real number and the displacement $\delta_\beta$ is the sum or the difference of all the plane wave momenta. For the Umklapp terms,

FIG. 3. Mean field phase diagram for $U/t = 5$. The plot shows the number of Fermi points of the self-consistently determined band structure as a function of the chemical potential $\mu/t$ and the confining strength $V/t$. The red line indicates the transition between anti-ferromagnetic order and a paramagnet. As an interpretation, we can identify a pair of Fermi points with an ungapped (charge) mode.
from Eq. (6), the displacement is \( \delta_\beta = \pm 2\pi \) at half filling. By construction, the boson fields vary slowly on the scale of inverse Fermi momentum. Indeed, if \( \delta_\beta \neq 0 \) modulo 2\( \pi \) the cosine operators oscillate on length scales much shorter than 1/\( k_Fr \), and thus vanish upon integration over \( x \). This restricts the processes that we should include into the bosonization framework, and, in particular, leaves us with only a few Umklapp terms we need to take into consideration.

Remarkably, the charge field \( \phi_{\rho,-} \) does not appear in the Umklapp terms. This is a direct consequence of the fact that only cosines with vanishing displacements should be kept in the Hamiltonian. Utilizing Eq. (7), we note that cosines with arguments proportional to \( \phi_{\rho,-} \) always come with a displacement \( \delta_- = \pm 2k_{F,+1} \mp 2k_{F,-1} \equiv \pm \pi \). Keeping in mind that the position variable is understood as \( x = j \cdot a \) with \( j \in \mathbb{N} \), these cosines change sign on adjacent lattice sites and vanish upon integration over \( x \).

Bosonic fields appearing as the argument of an RG relevant cosine term are locked in one of the extrema of the cosine, giving the respective boson field a finite expectation value. Expanding the cosine about this minimum, a mass term quadratic in the boson field is obtained, implying that the boson field develops a gap. According to the discussion above, \( \phi_{\rho,-} \) remains gapless such that one might conclude that the coupled chains remain compressible. However, \( \phi_{\rho,-} \) does not appear in the charge density

\[
\rho(x) = \rho_0 + \frac{\sqrt{2}}{\pi} (\partial_x \phi_{\rho,0}) + \frac{2}{\pi} (\partial_x \phi_{\rho,+}) ,
\]

where \( \rho_0 = 1 \) at half filling. The absence of \( \phi_{\rho,-} \) in the charge density implies that the conjugate field will not show up in the associated current density. Invoking this argument, the system can still be an insulator as long as the fields \( \phi_{\rho,+} \) and \( \phi_{\rho,0} \) are gapped.

To decouple the remaining two fields, we first rescale the fields \( \phi_{\nu,0} \rightarrow \left(2/\sqrt{2-V^2}\right)^{-1/2} \phi_{\nu,0} \) and \( \theta_{\nu,0} \rightarrow \left(2/\sqrt{2-V^2}\right)^{1/2} \theta_{\nu,0} \) and diagonalize the remaining Hamiltonian. The rescaling is necessary in order to obey the bosonic commutation relations for the new linear combinations \( \tilde{\phi}_{\nu,\alpha} \) of the fields. In matrix notation, we express the transformation as

\[
\begin{pmatrix}
\phi_{\nu,+} \\
\phi_{\nu,0} \\
\phi_{\nu,-}
\end{pmatrix} = 
\begin{pmatrix}
\eta_{\nu,+} & \eta_{\nu,0} & 0 \\
\eta_{\nu,0} & \eta_{\nu,-} & 0 \\
0 & 0 & 1
\end{pmatrix} 
\begin{pmatrix}
\tilde{\phi}_{\nu,+} \\
\tilde{\phi}_{\nu,0} \\
\tilde{\phi}_{\nu,-}
\end{pmatrix} ,
\]

After diagonalization, the full Hamiltonian including the relevant sine-Gordon terms is \( H = \tilde{H}_0 + \tilde{H}_{2k_F} \) with

\[
\tilde{H}_0 = \frac{1}{2\pi} \sum_{\alpha,\nu=\rho,\sigma} \left[ \tilde{u}_{\nu,\alpha} K_{\nu,\alpha} \left( \partial_x \tilde{\phi}_{\nu,\alpha} \right)^2 + \tilde{u}_{\nu,\alpha} K_{\nu,\alpha} \left( \partial_x \tilde{\phi}_{\nu,\alpha} \right)^2 \right] ,
\]

and \( \tilde{H}_{2k_F} \) is the same as Eq. (6) except the fields are transformed according to Eq. (9). Further, \( \tilde{u}_{\nu,\alpha} K_{\nu,\alpha} = \sqrt{2 - (V/\pi)^2} \). For \( \tilde{u}_{\nu,\alpha} K_{\nu,\alpha} \) see the supplemental material [23].

Without confining potential \( V/t = 0 \), both of the sine-Gordon terms in Eq. (6) are relevant, meaning that the fields \( \phi_{\rho,+} \) and \( \phi_{\rho,0} \) and \( \theta_{\nu,-} \) are gapped. In the following, we study the charge gaps for the fields \( \phi_{\rho,+} \), \( \phi_{\rho,0} \) as a function of the confining potential strength \( V/t \). We calculate the gaps gaps utilizing a variational approach outlined in [19]. The gap for each charge mode is given by

\[
\Delta^{(\gamma)} = u_\rho^{(\gamma)} \Lambda \left( \frac{4K_\rho^{(\gamma)} y^{(\gamma)}}{(\alpha \Lambda)^2} \right)^{1/(2-2K_\rho^{(\gamma)})} ,
\]

where \( K_\rho^{(\gamma)} \) is obtained from the scaling dimension of the respective sine-Gordon term, \( u_\rho^{(\gamma)} \) is the excitation velocity, and \( \gamma \) is a multi-index that takes values \( \gamma = 0; 0, 0 \) and \( \gamma = 1; -1, -1, 1 \). In the following discussion, we use the abbreviations \( \Delta_0 \equiv \Delta^{(0,0,0,0)} \) and \( \Delta_+ \equiv \Delta^{(1,-1; -1,1)} \), such that \( \Delta_0 \) is the charge gap for the field \( \phi_{\rho,0} \), and \( \Delta_+ \) for the field \( \phi_{\rho,+} \). \( \Lambda = \pi/(2a) \) is a cutoff in momentum space, and \( y^{(\gamma)} = g^{(\gamma)}_0 / (\pi \hbar v_F) \) is the dimensionless coupling constant. We note that the renormalization of the bare gaps inside the brackets in Eq. (11) happens due to the exponent \( 1/(2 - 2K_\rho^{(\gamma)}) \), which is the inverse of the scaling dimension of the corresponding term. Since both \( u_\rho \) and \( K_\rho \) depend on \( V/t \), we

The magnitudes of the gaps as a function of \( V/t \) are shown in Figure 2. One sees that both charge gaps are finite but different in magnitude at \( V/t = 0 \). Further, we find that the magnitudes of the gaps calculated in Hartree-Fock theory agree quite well with the result from bosonization. As \( V/t \) increases, both gaps decrease in magnitude. Again, this is in agreement with the results obtained from HF. At \( V/t \approx 0.7 \), the charge gap \( \Delta_+ \) drops to zero. The closing of this gap is accompanied by the corresponding sine-Gordon term from Eq. (6) becoming an irrelevant operator. More importantly, we observe a metal-insulator transition as a function of the confining potential strength. This is an important difference compared to HF. For the latter, at the symmetry point \( \mu = 0 \) the system remains gapped independent of the actual value of \( V/t \). The charge gap \( \Delta_0 \) remains finite all the way up to \( V/t \approx \sqrt{2} \).

Discussion: We have considered a simplified picture of an edge of a strongly correlated 2D electron gas, modelled by three coupled chains subject to a “confining potential”. Our bosonization approach is compared with a HF analysis. For the latter, only when being away from the particle-hole symmetry point, we find that as we increase the steepness of the confining potential, we transition from a gapped phase to an ungapped one, from a vanishing to a finite conductance phase, and from a finite to a
zero magnetization phase. The magnetization transition does not coincide with the other two. By contrast, our bosonization analysis, both at and away from the symmetry point, reveals distinctly different features. As we increase the steepness of the confining potential, we observe a transition from a non-conducting to a conducting phase (the spectrum remains gapless throughout, and on both sides of the transition the phases are non-magnetic.)

This more reliable bosonization analysis combined with renormalization group insights, which accounts for quantum fluctuations, reveals that the phase transition reported here takes place notwithstanding the fact that the spectrum is always gapless. The insulating-to-conducting phase transition is accompanied by a gap closing of a collective charge mode as the confinement strength increases. We thus find that as a function of the confining potential strength, there can be a quantum phase transition at the boundary of interaction driven Mott insulators, with experimentally observable consequences.

Our prediction of a gap closing in an interacting system as a function of the slope of a confining potential can be tested with present day experimental techniques. In bilayer graphene, applying a perpendicular electric field can open up a bulk gap at the neutrality point [25]. A combination of top gates and a back gate allows to independently tune the gap and the position of the Fermi level in the regions underneath the gates [26], such that a confining potential near the sample boundary with electrostatic control over its slope is experimentally feasible.
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NON-INTERACTING SYSTEM WITH \( U = 0 \)

To diagonalize the Hamiltonian Eq. (1) with \( U = 0 \), we apply the Fourier transformation
\[
c_{j,p,\sigma} = \frac{1}{\sqrt{N}} \sum_{k} e^{ijk} c_{k,p,\sigma},
\]
and diagonalize the remaining Hamiltonian in \( p \)-space afterwards. The operators are transformed as
\[
\begin{pmatrix}
c_{k,+1,\sigma} \\
c_{k,0,\sigma} \\
c_{k,-1,\sigma}
\end{pmatrix} = \begin{pmatrix}
\sqrt{\frac{\sqrt{V^2 + 2} + \sqrt{V^2 + 2 + \sqrt{V^2 + 2 + V^2 + 1}}}{2^{V^2 + 2}}} & \frac{\sqrt{V^2 + 2 + V^2 + V + 1}}{\sqrt{V^2 + 2}} & \frac{1}{\sqrt{V^2 + 2}} \\
\frac{-1}{\sqrt{V^2 + 2}} & -\frac{\sqrt{V^2 + 2}}{V^2 + V} & \frac{1}{\sqrt{V^2 + 2}} \\
\frac{\sqrt{V^2 + 2}}{\sqrt{V^2 + 2 + V^2 + 1}} & \frac{\sqrt{V^2 + 2 - V^2 + 2(V^2 + 1)}}{\sqrt{V^2 + 2}} & \frac{1}{\sqrt{V^2 + 2}}
\end{pmatrix} \begin{pmatrix}
c_{k,1,\sigma} \\
c_{k,2,\sigma} \\
c_{k,3,\sigma}
\end{pmatrix},
\]
where \( \tilde{V} = V/t \) is the scaled strength of the confining potential. The new bands have an index \( \tau = -1,0,+1 \) and the respective Fermi momenta are \( k_{F,\tau} = \arccos(-\mu/2t + \tau \sqrt{2t^2 + V^2}/2t) \). At half filling, \( V = \sqrt{2} \) is an upper bound for the strength of the confining potential. Otherwise, the expression given before is ill defined. In physical terms, \( V/t = \sqrt{2} \) marks the point where the upper band with \( \tau = +1 \) is empty and the lower band with \( \tau = -1 \) is completely filled. Consequently, only the middle band with \( \tau = 0 \) has Fermi points at \( k_{F,0} = \pm \pi/2 \). This is crucial for bosonization, since the starting point of the whole procedure are band dispersions, which we can linearize around their respective Fermi points [S1].

MEAN FIELD ANALYSIS

We are interested in antiferromagnetic solutions and rewrite the local spin density as
\[
n_{j,p,\sigma} = \frac{n_p}{2} - \sigma S_p(-1)^j,
\]
where \( n_p \) is the average electron density and \( S_p \) the staggered magnetization of chain \( p \). Substituting Eq. (S3) into Eq. (1) and applying the standard mean field decoupling \( n_{j,\uparrow}n_{j,\downarrow} \mapsto n_{j,\uparrow} n_{j,\downarrow} + n_{j,\downarrow} n_{j,\uparrow} - \langle n_{j,\uparrow}\rangle_0 \langle n_{j,\downarrow}\rangle_0 \), where the expectation value is respect to the Hartree-Fock ground state, we obtain the mean field Hamiltonian \( H_{MF} = H_1 + H_2 + H_3 + H_{\perp} + H_C \) with
\[
H_p = \sum_{\sigma} \sum_{k \in I} c_k \left( c_{k,p,\sigma}^\dagger c_{k-p,\sigma}^\dagger - c_{k-p,\sigma}^\dagger c_{k,\sigma} + \frac{U n_p}{2} \sum_{k \in I} \left( c_{k,p,\sigma}^\dagger c_{k,p,\sigma} + c_{k-p,\sigma}^\dagger c_{k-p,\sigma} \right) + U S_p \sum_{\sigma} \sum_{k \in I} \sigma \left( c_{k\sigma}^\dagger c_{k-p,\sigma} + c_{k-p,\sigma}^\dagger c_{k,\sigma} \right) \right) - U N \left( \frac{n_p^2}{4} - S_p^2 \right)
\]
\[
H_\perp = t \sum_{p=1,2} \sum_{\sigma} \sum_{k \in I} \left( c_{k,p,\sigma}^\dagger c_{k+1,p,\sigma} + c_{k-p,\sigma}^\dagger c_{k-p+1,\sigma} + h.c. \right)
\]
\[
H_C = V \sum_{\sigma} \sum_{k \in I} \left( c_{k,1,\sigma}^\dagger c_{k,1,\sigma} + c_{k-p,1,\sigma}^\dagger c_{k-p,1,\sigma} - c_{k,3,\sigma}^\dagger c_{k,3,\sigma} - c_{k-p,3,\sigma}^\dagger c_{k-p,3,\sigma} \right)
\]
where \( \epsilon_k = -2t \cos(k) \) and \( I = [0, \pi] \). We denote the selfconsistent dispersions by \( E_{k,\alpha,\gamma} = \alpha \cdot \sqrt{E^2_{k,\gamma}} \), with \( \alpha = \pm 1 \) and \( \gamma = -1, 0, +1 \). The corresponding eigenspinors are \( \Psi_{\alpha,\gamma}^\tau(k, \sigma) \). We note that the dispersion are doubly spin degenerate and \( \alpha \) distinguishes between particle- and hole-like states. The observables \( n_p \) and \( S_p \) in terms of the dispersions and the eigenspinors are found as

\[
n_p = \frac{1}{N} \sum_{k, \tau, \sigma \alpha, \gamma} \bar{\Psi}_{\alpha,\gamma}^\tau(k, \sigma) \Psi_{\alpha,\gamma}^\tau(k, \sigma) \cdot f_0(E_{k,\alpha,\gamma} - \mu),
\]

and

\[
S_p = -\frac{\sigma}{2N} \sum_{k, \tau \alpha, \gamma} \bar{\Psi}_{\alpha,\gamma}^\tau(k, \sigma) \Psi_{\alpha,\gamma}^\tau(k, \sigma) \cdot f_0(E_{k,\alpha,\gamma} - \mu).
\]

Here, \( f_0(E) \) is the Fermi function and \( \bar{\Psi} \) is the complex conjugate of \( \Psi \). The chemical potential shows up explicitly in the equations,, whereas \( V \) appears implicitly in the dispersions and the eigenspinors. The selfconsistent values of \( n_p \) and \( S_p \) are determined numerically for given \( \mu \) and \( V \). Figure 3 from the main text is obtained with the help of the selfconsistently determined dispersions.

**BOSONIZATION ANALYSIS**

As outlined in the main text, we bosonize each band individually leaving us with the kinetic Hamiltonian

\[
H_0 = \frac{1}{2\pi} \sum_{\tau} \sum_{\nu=\rho,\sigma} v_{F,\tau} \int dx \left[ (\partial_x \theta_{\nu,\tau})^2 + (\partial_x \phi_{\nu,\tau})^2 \right],
\]

with \( v_{F,\pm 1} = \sqrt{2 - (V/t)^2} \) and \( v_{F,0} = 2 \). We express the long wavelength density-density interaction terms as

\[
H_{\text{int}}^0 = \frac{U}{\pi} \int dx (\partial_x \phi_\nu)^T H_0 (\partial_x \phi_\nu)
\]

with \( (\partial_x \phi_\nu) = (\partial_x \phi_{\nu,+1}, \partial_x \phi_{\nu,0}, \partial_x \phi_{\nu,-1})^T \) and

\[
H_0 = \begin{pmatrix}
\frac{2\bar{V}^4 + 4\bar{V}^2 + 3}{2(\bar{V}^2 + 2)^2} & \frac{2\bar{V}^2 + 1}{2(\bar{V}^2 + 2)^2} & \frac{3}{2(\bar{V}^2 + 2)^2} \\
\frac{2\bar{V}^2 + 1}{2(\bar{V}^2 + 2)^2} & \frac{\bar{V}^4 + 1}{2(\bar{V}^2 + 2)^2} & \frac{2\bar{V}^2 + 1}{2(\bar{V}^2 + 2)^2} \\
\frac{3}{2(\bar{V}^2 + 2)^2} & \frac{2\bar{V}^2 + 1}{2(\bar{V}^2 + 2)^2} & \frac{2\bar{V}^2 + 1 + \bar{V}^2}{2(\bar{V}^2 + 2)^2}
\end{pmatrix}.
\]

Clearly, all of the three modes are coupled to each other in the Hamiltonian \( H_0 = H_0 + H_{\text{int}}^0 \). Applying the transformation from Eq. (3) in the main text yields Eq. (4) with

\[
\frac{u_\nu}{K_\nu} = \begin{pmatrix}
\sqrt{2 - \bar{V}^2} & 0 & 0 \\
0 & 2 & 0 \\
0 & 0 & \sqrt{2 - V^2}
\end{pmatrix} + \frac{U}{\pi} \begin{pmatrix}
\frac{\bar{V}^4 + 2\bar{V}^2 + 3}{(\bar{V}^2 + 2)^2} & \frac{\sqrt{\bar{V}^2 + 1}}{(\bar{V}^2 + 2)^2} & 0 \\
\frac{\sqrt{\bar{V}^2 + 1}}{(\bar{V}^2 + 2)^2} & \frac{\bar{V}^4 + 2}{(\bar{V}^2 + 2)^2} & 0 \\
0 & 0 & \frac{\bar{V}^2}{\bar{V}^2 + 2}
\end{pmatrix}.
\]

As outlined in the main text, we rescale the fields \( \phi_{\nu,0} \) and \( \theta_{\nu,0} \) such that \( u_{\nu,0} K_{\nu,0} = \sqrt{2 - (V/t)^2} \). Any orthogonal transformation will leave the matrix \( u_\nu K_\nu \) invariant. Applying the final transformation from Eq. (9) yields the
diagonal Hamiltonian $\tilde{H}_0$ from the main text with

$$\frac{\tilde{u}_{\nu,+}}{K_{\nu,+}} = \frac{U\tilde{V}^4 + 2U\sqrt{2 - \tilde{V}^2}\tilde{V}^4 + 4U\sqrt{2 - \tilde{V}^2}\tilde{V}^2 + 6U\sqrt{2 - \tilde{V}^2} + 2U - 2\pi \left(\tilde{V}^2 - 3\right) \left(\tilde{V}^2 + 2\right)^2 - \sqrt{f(U, \tilde{V})}}{4\pi \sqrt{2 - \tilde{V}^2} \left(\tilde{V}^2 + 2\right)^2}$$

$$\frac{\tilde{u}_{\nu,0}}{K_{\nu,0}} = \frac{U\tilde{V}^4 + 2U\sqrt{2 - \tilde{V}^2}\tilde{V}^4 + 4U\sqrt{2 - \tilde{V}^2}\tilde{V}^2 + 6U\sqrt{2 - \tilde{V}^2} + 2U - 2\pi \left(\tilde{V}^2 - 3\right) \left(\tilde{V}^2 + 2\right)^2 + \sqrt{f(U, \tilde{V})}}{4\pi \sqrt{2 - \tilde{V}^2} \left(\tilde{V}^2 + 2\right)^2}$$  (S13)

$$\frac{\tilde{u}_{\nu,-}}{K_{\nu,-}} = \sqrt{2 - \tilde{V}^2} + \frac{U}{\pi} \frac{\tilde{V}^2}{\tilde{V}^2 + 2}.$$  

with

$$f(U, \tilde{V}) = U^2 \left[ -4\tilde{V}^{10} - \left(4\sqrt{2 - \tilde{V}^2} + 7\right) \tilde{V}^8 - 8 \left(2\sqrt{2 - \tilde{V}^2} + 1\right) \tilde{V}^6 + 4 \left(11\sqrt{2 - \tilde{V}^2} + 9\right) \tilde{V}^4 
+ 12 \left(4\sqrt{2 - \tilde{V}^2} + 5\right) \tilde{V}^2 - 8\sqrt{2 - \tilde{V}^2} + 76 \right] 
- 4\pi U \left(\tilde{V}^2 - 1\right) \left(2\sqrt{2 - \tilde{V}^2} - 1\right) \tilde{V}^4 + 4\sqrt{2 - \tilde{V}^2}\tilde{V}^2 + 6\sqrt{2 - \tilde{V}^2} - 2 \right) \left(\tilde{V}^2 + 2\right)^2 
+ 4\pi^2 \left(\tilde{V}^2 - 1\right)^2 \left(\tilde{V}^2 + 2\right)^4.$$  (S14)

The individual Luttinger parameters and excitation velocities are calculated with the help of Eqs. (S13), (S14), and the relation $u_{\nu,\alpha}K_{\nu,\alpha} = \sqrt{2 - (V/t)^2}$, as stated earlier in the text.

**UMKLAPP TERMS**

As outlined in the main text, for the Umklapp terms the field chiralities of the field operators have to be chosen such that the displacement of the cosines is $\delta = \pm 2\pi$. We find four of such terms:

$$\hat{H}_{\text{int}}^{2k_F} = \frac{-g_3^{(0,0,0,0)}}{2\pi^2\alpha^2} \cos(2\sqrt{2}\phi_{p,0} - \delta_0 \cdot x)$$

$$\frac{-g_3^{(1,-1;1,-1)}}{2\pi^2\alpha^2} \cos(2\theta_{\sigma,-}) \cos(2\phi_{p,+} - \delta_+ \cdot x)$$

$$\frac{-g_3^{(1,-1;1,-1)}}{2\pi^2\alpha^2} \cos(2\theta_{\sigma,-}) \cos(2\phi_{p,+} - \delta_+ \cdot x)$$

$$\frac{+g_3^{(0,0,1,-1)}}{2\pi^2\alpha^2} \left[ \cos(\theta_{p,-} + \theta_{\sigma,-}) \cos(\phi_{p,+} + \phi_{\sigma,+} + \sqrt{2}\phi_{p,0} + \sqrt{2}\phi_{\sigma,0}) 
+ \cos(\theta_{p,-} + \theta_{\sigma,-}) \cos(\phi_{p,+} + \phi_{\sigma,+} + \sqrt{2}\phi_{p,0} - \sqrt{2}\phi_{\sigma,0}) \right].$$  (S15)
TABLE S1. Bare values of the interaction constants. The lowest value of $U$ for which $g < 1/2$ is $U/t = 1$.

and the bare values of the interaction couplings are shown in Table S1. The scaling dimensions in first non-vanishing order is just the dimension of the operator itself. We obtain for the scaling dimensions

$$
\frac{dg_3^{(0,0,0,0)}(l)}{dl} = \left(2 - 2(\eta_{p,0}^+)^2 K_{p,+} - 2(\eta_{p,00})^2 \tilde{K}_{p,0}\right)g_3^{(0,0,0,0)}(l)
$$

$$
\frac{dg_3^{(1,-1;1,-1)}(l)}{dl} = \left(2 - 1/\tilde{K}_{\sigma,-} - (\eta_{p,++})^2 \tilde{K}_{p,+} - (\eta_{p,00})^2 \tilde{K}_{p,0}\right)g_3^{(1,-1;1,-1)}(l)
$$

$$
\frac{dg_3^{(1,-1;1,-1)}(l)}{dl} = \left(2 - 1/\tilde{K}_{\sigma,-} - (\eta_{p,++})^2 \tilde{K}_{p,+} - (\eta_{p,00})^2 \tilde{K}_{p,0}\right)g_3^{(1,-1;1,-1)}(l)
$$

$$
\frac{dg_3^{(0,1;1,-1)}(l)}{dl} = \left(8 - 1/\tilde{K}_{\sigma,-} - 1/\tilde{K}_{\sigma,+} - (\eta_{p,++})^2 \tilde{K}_{p,+} - (\eta_{p,00})^2 \tilde{K}_{p,0}\right)g_3^{(1,-1;1,-1)}(l)/4
$$

(S16)

If we compare the respective scaling dimensions, we find that the $g_3^{(0,0;0,0)}$ and $g_3^{(1,-1;1,-1)}$ are more relevant than the other two sine-Gordon terms.

**COMPRESSION AND CONDUCTANCE**

In the main text, we have used the fact that a gap in the bosonic excitation spectrum of a mode indicates that this mode is incompressible and does not contribute to the conductance. To make our manuscript self-contained, we describe this connection here. In Eq. (8), the charge density has been expressed in terms of the fields $\phi_{p,0}$ and $\phi_{p,+}$. In the case of RG relevant cosine terms Eq. (6), these fields are locked into an extremum of the cosine and acquire gaps according to Eq. (11). To be specific, we here focus on the field $\phi_{p,0}$, which is gapped for $V/t < 0.7$ and ungapped for larger $V/t$. We consider the following effective Hamiltonian for $\phi_{p,0}$

$$
H = \int dx \left[ \frac{1}{2\kappa} \rho_0^2(x) - \mu(x) \rho_0(x) + \Delta_0 \phi_{p,0}^2(x) \right], \quad (S17)
$$

where $\rho_0 = \sqrt{2} \partial_x \phi_0$ and $\kappa^{-1} = \pi \hbar u/K$. In order to find the change in charge density due to an external chemical potential $\mu(x)$, we extremize the energy with respect to $\phi_{p,0}$, differentiate with respect to $x$, and Fourier transform to momentum space

$$
\rho(q) = \frac{q^2 \kappa}{\kappa \pi^2 \Delta_0^2 / 2 + \hbar^2 \mu(q)}. \quad (S18)
$$

We see that in the limit $q \to 0$ there is no change in density when changing the chemical potential, hence the system is incompressible. In the absence of a gap however, $\rho(q) = \kappa \mu(q)$ as expected for a compressible system.

Following the derivation described in [S1], we obtain for the conductance of a system with size $L$

$$
G = \frac{e^2}{\hbar \pi} \lim_{\omega \to 0} \frac{1}{\omega + i \delta} \int_{-\pi/a}^{\pi/a} dq \frac{K(q, L)}{2\pi} \left( \frac{\omega_n^2 u K}{\omega_n^2 + u^2 q^2 + \pi^2 \kappa \Delta_0 / 2} \right) i_{\omega_n \to \omega + i \delta} \quad (S19)
$$

with $K(q, L) = \sin(qL/2)/(qL/2)$. Rescaling momenta according to $q \to q/\omega_n$, and performing the integral in the limit of small $\omega_n$, we finally obtain

$$
G = -\frac{e^2}{\hbar \pi} \frac{K}{2\pi u \pi \sqrt{\kappa \Delta_0 / 2}} 2 \arctan \left( \frac{1}{a \sqrt{\kappa \Delta_0 / 2}} \right) \lim_{\omega \to 0} -i(\omega + i \delta) = 0, \quad (S20)
$$
i.e. the conductance vanishes. For $\Delta_0 = 0$ however, one obtains a finite conductance in the usual way.

[S1] T. Giamarchi and O. U. Press, *Quantum Physics in One Dimension*, International Series of Monographs (Clarendon Press, 2004).