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Abstract
The intended sarcasm cannot be understood until the listener observes that the text’s literal meaning violates truthfulness. Consequently, words and meanings play an essential role in specifying sarcasm. Enriched feature extraction techniques were proposed to capture both words and meanings in the contexts. Due to the overlapping features in sarcastic and non-sarcastic texts, a CNN model extracts local features from the combined class-dependent statistical embedding of sarcastic texts with contextualized embedding. Another component BiLSTM extracts long dependencies from combined non-sarcastic statistical and contextualized embeddings. This work combines a classifier that uses the combined high-level features of CNN and BiLSTM for sarcasm detection to produce the final predictions. The experimental analysis presented in this paper shows the effectiveness of the proposed method.

1 Introduction
Sarcasm detection is a specific case of sentiment analysis where the focus is on detecting sarcasm in text. Therefore, the task is to detect if a given text is sarcastic or not. According to (Hacker, 2011), sarcasm refers to the use of words that mean the opposite of what you want to say, especially to insult someone, show irritation, or provide humor. However, (Oprea and Magdy, 2020; Wilson, 2006) define sarcasm as a form of irony marked by a discrepancy between the literal and intended meanings of an utterance, through which the speaker usually manifests a hostile, derogatory, or contemptuous attitude. Generally, sarcasm tweets/texts are the utterances of a positive statement with harmful intent, and since the intent is hard to detect not only for computers but also for humans, it has attracted a considerable body of research in the natural language processing field to study opinions given by the users of online social media platforms such as Twitter, Facebook, Reddit, and Instagram. In the SemEval 2022 at Task 6: iSarcasmEval (Abu Farha et al., 2022), the goal is to identify intended sarcasm in both English and Arabic languages. This task consists of 3 subtasks, and we will focus on SubTask A defined as: SubTask A: Given a text, determine whether it is sarcastic or non-sarcastic.

Since sarcasm is an utterance of a statement with negative intent (e.g., “He has the best taste in music.”) and an admiring tone (e.g., “She always makes dry jokes.”), we hypothesized that contextualized representation might not be enough to represent intent when considering the sentiment analysis challenge. Therefore, we combined the representation of stylistically statistical and contextualized word embeddings using deep neural networks (DNNs) as a high-level feature extractor and classifier for the task. In this work, we studied the effect of the combination of stylistic and contextualized representation. The rest of the article is organized as follows. We first describe sarcasm studies in Section 2. Section 3 presents the proposed methodology. Sections 4 and 5 describe experimental setups and results. Moreover, in section 6 we made the discussion. Finally, in section 7 we conclude the article.

2 Related Works
Sarcasm detection research has seen a significant surge in interest in the past few years (Potamias et al., 2020; González et al., 2020; Babanejad et al., 2020; Gregory et al., 2020; Kumar et al., 2021; Ahuja and Sharma, 2021). At early stages, most works considered content as the only source for
identifying sarcasm (Yaghoobian et al., 2021). To differentiate between sarcasm and non-sarcasm handcrafted rules and features have been applied (Veale and Hao, 2010; Bharti et al., 2015; Riloff et al., 2013). For instance, (Barbieri et al., 2014) used seven sets of lexical features to detect sarcasm by its inner structure. Frequency and Structure (i.e., length, punctuation, emoticons) are two examples of sarcasm features. However, the model based on these stylistic features shows promising results but lacks external knowledge (i.e., common sense). Our proposed method incorporates stylistic features with XLM-RoBERTa model to cope with the limitations of prior methods. Most recently, dominant approaches are Context-based, utilizing background knowledge and contextual dependencies as prior knowledge about the event mentioned in a sarcastic context (Li et al., 2020; Agrawal et al., 2020; Potamias et al., 2020). (Wallace et al., 2014) provided empirical evidence that to make judgments concerning ironic intent annotators require additional contextual information. Hazarika et al. is one of a few works that tried to capture the stylometric and personality features of the users and used user embeddings to encode stylometric and personality features of users combined by a content-based feature extractor (i.e., CNN)(Hazarika et al., 2018). This sarcasm detection model shows promising results on a large Reddit corpus. The improvement in results by this work inspired us to investigate the effectiveness of incorporating content-based features for SemEval-2022 Task 6: iSarcasmEval, but the problem we faced was the lack of data assigned to each user. As a result, instead of a users’ unique features, we investigate the stylometric features of each class. In other words, we tried to find general styles of users who tried to write sarcastic texts by finding the distribution of their frequent words and other features provided in section 3. Results provided in section 5 empirically demonstrate the effectiveness of this incorporation. The effectiveness of transfer learning has given rise to a diversity of approaches, methodology, and practice, and they are also gaining attention in Sarcasm detection. BERT, RoBERTa, and XLNet are examples that deliver significant improvements. For example, (Potamias et al., 2020) proposed Recurrent CNN RoBERTa (RCNN-RoBERTa), which obtained %79 on the SARC dataset. Based on its effectiveness and multilingualism, we utilized the RoBERTa model for this research.

3 Model Description

In this section, we describe the details of our proposed deep learning model. The goal is to predict whether the given text is sarcastic or non-sarcastic. Figure 1 depicts an overview of our proposed method.

First, preprocessing (Appendix A.1) is applied to the raw texts. Next, character-based lower dimensionality statistical embedding (Char-LDSE) (Rangel et al., 2017; Giglou et al., 2021) captures the stylistic information about sarcastic and non-sarcastic data in form of class-dependent features based on the term frequency of tokens in sarcastic and non-sarcastic classes. The calculated LDSE features for sarcastic class in combination with contextualized representation are fed into Convolutional Neural Networks (CNNs) (LeCun et al., 1999) to extract local information of the texts. In another setting, the LDSE for non-sarcastic class in combination with contextualized representation is fed into Bidirectional Long Short-Term Memory (BiLSTM) (Schuster and Paliwal, 1997) to learn the long-dependent information in the texts. The features from CNN and BiLSTM layers combined for enhancing the feature extraction ability of the model. Extracted high-level features are fed into the classifier. In the following, we describe each component elaborately.

3.1 Representation

Preprocessed texts are fed into Char-LDSE and contextualized representations. Where it outputs an embedding for models.

Char-LDSE: First, a character n-gram matrix with TFIDF weight is created. Using TFIDF matrix the LDSE weighted probability of terms per class was obtained. As a result, $P(\text{sarcastic})$ and $P(\text{non – sarcastic})$ embeddings are calculated for sarcastic and non-sarcastic, respectively. The union of n-grams with TFIDF weighing on the training set is applied to achieve the input matrix of LDSE. We utilized character-level n-grams features with an n-gram range of (2, 3), and word-level unigrams features for building input matrix to LDSE. For English character-level and word-level settings, and for Arabic, the only character-level setting is applied. As a result, we obtain the following matrix:
At the end, using $P_{\text{sarcastic}}$ and $P_{\text{non-sarcastic}}$ we extract the following representations:

$$\text{feat}(P_{\text{sarcastic}}), \text{feat}(P_{\text{non-sarcastic}})$$
the following equations.
\[
f: \text{feat}(P_{\text{sarcastic}}) \oplus CE(iS) \rightarrow E_{\text{cnn}}
f: \text{feat}(P_{\text{non-sarcastic}}) \oplus CE(iS) \rightarrow E_{\text{bilstm}}
\]
Where \( E_{\text{cnn}}, E_{\text{bilstm}} \in \mathbb{R}^{872} \), which will be the inputs of CNN and BiLSTM models in feature extraction module.

3.2 Feature Extraction

The CNN is applied on \( E_{\text{cnn}} \) and BiLSTM is applied on \( E_{\text{bilstm}} \) to extraction high-level features. Next, outputs of CNN and BiLSTM models are concatenated as an input to the classifier.

CNN Feature Extractor: CNN is a feature extraction technique with strong adaptability and is good at mining data local characteristics. Our CNN’s has architecture as follows:

1. Two CNN layers with \( \text{Conv2D} : \text{conv2d} \rightarrow \text{maxpooling1d} \rightarrow \text{activation} \) scheme.
2. Concatenate output of the two CNN layers: \( \text{Out}_{\text{cnn}} = \text{Conv2D}_1 \oplus \text{Conv2D}_2 \).
3. Dropout layer.

Where \( \text{Out}_{\text{cnn}} \in \mathbb{R}^{200} \) with output channel number of 100 in both CNN layers. The first layer in CNN uses a kernel size of (4, 872), padding of (2, 0), and stride of 3. However, the second layer employs a kernel size of (3, 872), padding of (1, 0), and stride of 2. Next, for an activation function, the Gaussian Error Linear Unit (GELU) (Hendrycks and Gimpel, 2020) that nonlinearity weights inputs by their percentile, rather than gates inputs by their sign as in ReLUs (Agarap, 2019) is applied. It has been used in most of the transformers.

BiLSTM Sequence Learner: For a better representation of contextual information, single BiLSTM layer was employed. The BiLSTM is composed of two LSTM networks that is capable of reading input texts in both directions, forward and backward. The forward LSTM processes information from left to right, and backward LSTM processes information vice versa and hidden state can be shown as:

\[
\overrightarrow{h}_t = \text{LSTM}(E_{\text{bilstm}}, \overrightarrow{h}_{t-1})
\]
\[
\overleftarrow{h}_t = \text{LSTM}(E_{\text{bilstm}}, \overleftarrow{h}_{t+1})
\]

Next, output of BiLSTM can be summarized as following where the max-pooling is applied to output \( h_t \) to retrieves a maximum value of each feature in the BiLSTM layer.

\[
\text{Out}_{\text{bilstm}} = \text{MaxPool1d}(h_t)
\]

Where \( \text{Out}_{\text{bilstm}} \in \mathbb{R}^{200} \).

Concatenate Features: As a final high-level feature, the \( \text{Out}_{\text{cnn}} \) and \( \text{Out}_{\text{bilstm}} \) outputs are concatenated as follows, Where \( \text{Out}_{\text{cnn} \oplus \text{bilstm}} \in \mathbb{R}^{400} \).

\[
\text{Out}_{\text{cnn} \oplus \text{bilstm}} = \text{Out}_{\text{cnn}} \oplus \text{Out}_{\text{bilstm}}
\]

3.3 Classifier

The two fully connected layers use \( \text{Out}_{\text{cnn} \oplus \text{bilstm}} \) for classification objectives. The first layer takes 400 neurons as input and outputs 200 neurons. Next, GELU activation is applied. Finally, the second layer takes 200 neurons and outputs 2 neurons (the prediction module).

4 Experimental Setup

Dataset: For sarcastic or non-sarcastic detection tasks, the collected dataset where the sarcasm labels for texts are provided by authors themselves, thus eliminating labeling proxies. For hyperparameter tuning and model selection we split the training set into train and dev sets with a 10% split rate for both English and Arabic languages. More information about the datasets (train, dev, and test sets) has been presented in Appendix A.2. The dataset is highly imbalanced.

Training Setup: The preprocessing (Appendix A.1) is applied to text, first. Next, using train and dev sets we made hyperparameters tuning (Appendix A.3). Due to the imbalanced setting of the data we made a data argumentation (Appendix A.4) as one of our experiments. The experimental design shows the positive effect of data augmentation. More information about preprocessing, hyperparameter setting, and data augmentation are described in the appendix section. As an evaluation metric to this task (SubTask A of iSarcasmEval), the main metrics for SubTask A is F1-score for the sarcastic class.

5 Results

Main Quantitative Findings: The table 1 presents the final results on the test set for English and Arabic languages. The main quantitative findings are:
Table 1: Evaluation results on test set for SubTask A.

| Language | Accuracy | Precision | Recall | F1-Score | F1-Sarcastic | FP | FN | Rank |
|----------|----------|-----------|--------|----------|--------------|----|----|------|
| English  | 0.6136   | 0.5290    | 0.5558 | 0.4992   | **0.2599**   | 436| 105| 28   |
| Arabic   | 0.6671   | 0.5835    | 0.6600 | 0.5667   | **0.3581**   | 396| 70 | 18   |

- For English, the proposed model achieved 28th place among 43 teams, and 18th place among 32 teams for the Arabic.
- According to type I error (FP), the model for both languages wrongly predicts the high rate of non-sarcastic samples as sarcastic data. Regarding this phenomenon, the task suffers from type I error mostly.
- For the English language, among 200 sarcastic samples model captures 95 samples correctly, however, for the Arabic language, 130 samples were predicted correctly as sarcastic. About 65% TPR (True Positive Rate) of sarcastic samples in Arabic, but 47.5% of sarcastic samples in English were detected. It shows the task is more sensitive in English rather than Arabic.

Quantitative Analysis: We have used experiments on the dev set to conclude the CNN-BiLSTM model as a final system for intended sarcasm detection at iSarcasmEval. The experiments are presented in Appendix A.5, and the table 6 shows experimental results. The quantitative analysis is presented as follows:

- The character-based n-gram with an n-gram range of \((2, 3)\) was implemented as a baseline representation with logistic regression, linear SVM, and multi-layer perceptron (MLP) as baseline models. The experimental results on both English and Arabic languages show neural networks (MLP) are performing well on this task.
- The experimentation of LDSE + MLP shows that stylistic representations are promising, but they are not enough.
- To find a candidate representation in combination with LDSE, as a performance booster, the XLM-RoBERTa masked language model is been considered. The XLM-RoBERTa + MLP shows that contextualized representation is very capable.
- The Combination + MLP model is combined LDSE and XLM-RoBERTa representation. The achieved result is promising for Arabic but it is 2% higher for English, this shows stylistic features in combination with contextualized representation perform well. The more complex model may boost the performance.
- The Proposed Model (1) uses preprocessing followed by the enriched representation with CNN-BiLSTM model. It is more capable than Combination + MLP model.
- Due to the unequal class distribution in the dataset, we employed weights in the cross-entropy loss function. The Proposed Model (2) results show its positive effects.
- We experimented with data augmentation techniques (Appendix A.4) and discovered that due to the word importance in achieving high-quality features for LDSE, data augmentation works more considerably well for this task (Proposed Model (2) + Aug model).
- The data augmentation probability shifts show the effects of LDSE representations (table 4). And considering Proposed Model (2) and Proposed Model (2) + Aug, We can observe that data augmentation affects mostly the stylistic features and results in boosting the performance. It represents that high-level feature extraction from a multi-space domain such as LDSE and XLM-RoBERTa play an important role in sarcasm detection.

6 Discussion

Type-1 Error: In either language, non-sarcastic samples are predicted wrongly as sarcastic. Type-1 error is the major source of error. Analysis of English FP samples indicated that most of the samples were in response to a post or reply to another person and indeed, with no information about the text context nor the writer profile, this indicates a lack of primordial clues for sarcasm detection. To make an improvement in reducing the error two approaches can be taken. First, consider more information about the text context such as the thread or post. Second, using a finer feature representation, since the lack of primordial clues leads to
low-quality features. Moreover, the analysis revealed the following findings in the data which can be taken into account to improve the results by reducing the error (all of the findings come from the analysis of 436 FP samples for the English test set).

- We have found that samples in the dataset may be labeled wrongly as sarcasm so correcting them may boost the performance (e.g. "10 dec 2021, 4:46 am, All in on $PYR (28,07$)" or "pointing-downmedium-skin-tone-emoji this")

- A few samples were in single words (e.g. "Rubbish") which in a few cases such as "pointing-downmedium-skin-tone-emoji this" and "Followed" they didn’t convey any meaning, tackling them in modelin could be more challenging since they don’t have enough information for models.

- In a few cases preprocessing causes a low quality text generation (e.g. "10 dec 2021, 4:46 am, All in on $PYR (28,07$)" will be converted into 'dec am all in on" which is less valuable for modeling).

- Sometimes, emojis make the text sarcasm, so using them as features could be useful for this task since most of the comments in FP samples had emojis (almost 60% of them). In the whole preprocessing we converted emojis into texts, but in this way we thread the emojis similar to text, however, threading them in a different way may boost the performance.

**Weighted Loss and TFIDF Data Augmentation Improvements:** According to table 6, and model *Proposed Model (2)*, adding weighted loss cross-entropy increased results on the dev set by 1% in English, and 2% in Arabic. Similar to weighted loss cross-entropy, the model *Proposed Model (2) +Aug* in table 6 shows TFIDF data augmentation improved results on the dev set by 1% in English, and 4% in Arabic. Overall, weighted loss cross-entropy and TFIDF data augmentation together improved results by 2% in English, and 6% in Arabic. So using these techniques is promising in boosting the sarcasm detection models.

**Task Sensitiveness in Languages:** We proposed a class-dependent LDSE that considers character n-grams in stylistic information calculations. Character n-gram contains information on the more important tokens and the less important ones as well. So it captures the differences using token counts. However, The stress patterns of most Arabic dialects are broadly similar and appear regularly. Changes happen frequently in English, as word stress can change the lexical variety and meaning of the word (Watson et al., 2011). This affects both LDSE and contextualized representation.

Because LDSE is doing a probability-based calculation for tokens using a character n-gram matrix, the similarity in dialects will lead to a high-quality n-gram matrix in Arabic rather than English. Table 6 experimentation on the TFIDF matrix reveals this fact precisely. Accordingly, as a result of changes in the meaning, neural network feature extractors may have found some variant features which leads to misclassification (Type 1 error). The experiments with *XLM-RoBERTa + MLP* (table 6) show that neural network models are performing better on Arabic contextualized representation rather than English. Experiments clearly show why this task is more sensitive in the English language than in Arabic.

### 7 Conclusion

This paper presented our approach for SemEval-2022 Task 6: iSarcasmEval: Intended Sarcasm Detection In English and Arabic. We investigated this problem by employing statistical and contextualized representations with deep learning techniques. We conducted the experimental and statistical analysis and presented the CNN-BiLSTM framework. The proposed studies in this paper show that considering stylistic features with deep learning frameworks is promising for intended sarcasm detection in both English and Arabic languages.
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A Appendices

A.1 Preprocessing

Text preprocessing is often the first step in the pipeline of an NLP system. We consider the following preprocessing techniques to be applied to an input text:

- Lowercasing
- Punctuation removal
- Special character removal
- Demojify\(^1\) (converting emoji into texts)
- URL, #, @ removal
- Number removal

These preprocessing techniques were applied for both English and Arabic languages.

A.2 Train, Dev, and Test Sets

Each text in the datasets has a label specifying its sarcastic nature (sarcastic or non-sarcastic), provided by its author. The stats of the datasets are presented in table 2.

A.3 Hyperparameter Setting

For training DNNs there are multiple hyperparameters to be fine tuned. Batch size, learning rate, epoch, loss function, weight decay, weighted loss, and optimizer. The hyperparameters are described in the table 3 for both English and Arabic languages.

A.4 Data Augmentation

Data augmentation is a way to generate synthetic data for improving model performance without manual effort. Since we are dealing with an imbalanced binary classification problem and due to the importance of terms likelihood in LDSE we made a TFIDF data augmenter that learns the word preferences for samples in sarcastic class only, then generates new synthetic samples. For generating new samples we have followed the following steps:

1. Getting sarcastic samples from training data for data augmentation.
2. Preprocessing selected samples.
3. Training TFIDF data augmenter using nlpaug (Ma, 2019) a python library.
4. Augment sarcastic samples using data augmenter.
5. Generate new samples for sarcastic samples only.

The overall stats of the data augmentation are presented in the table 4. According to the mean average probability of terms in sarcastic and non-sarcastic, the data augmentation shifts the average probabilities in both classes. Since we were using the same set of data for argumentation so we observe the proper number of changes in tokens. Samples from data augmenter for both languages are presented in the table 5.

A.5 Experiments

The table 6 presents the experimental results for hyperparameter tunings. According to the table

---

\(^1\)https://pypi.org/project/demoji/
mentally i m hiding in the walk in
mentally hiding jewelry the watto in
i love hour panic attacks
love limited spoiling attacks

Table 5: Data augmentation samples (ORG: original sample, AUG: augmented sample)

| Model                        | English | Arabic |
|------------------------------|---------|--------|
| TFIDF + LR                   | 0.16    | 0.56   |
| TFIDF + LinearSVM            | 0.31    | 0.63   |
| TFIDF + MLP                  | 0.32    | 0.62   |
| LDSE + MLP                   | 0.27    | 0.58   |
| XLM-RoBERTa + MLP            | 0.40    | 0.72   |
| Combination + MLP            | 0.42    | 0.72   |
| Proposed Model (1)           | 0.44    | 0.74   |
| Proposed Model (2)           | 0.45    | 0.76   |
| Proposed Model (2) + Aug     | 0.46    | 0.80   |

Table 6: Experimental results on dev set (F1-sarcastic is reported)

6. Combination + MLP refers to LDSE + XLM-RoBERTa Representation, Proposed Model (1) is the CNN-BiLSTM model and preprocessing, Proposed Model (2) is model with preprocessing, and weighted loss cross-entropy. Proposed Model (2) + Aug is a model with preprocessing, weighted loss cross-entropy and TFIDF data augmentation.