Abstract—Stochastic exploration is the key to the success of the deep $Q$-network (DQN) algorithm. However, most existing stochastic exploration approaches either explore actions heuristically regardless of their $Q$ values or couple the sampling with $Q$ values, which inevitably introduce bias into the learning process. In this article, we propose a novel preference-guided $\epsilon$-greedy exploration algorithm that can efficiently facilitate exploration for DQN without introducing additional bias. Specifically, we design a dual architecture consisting of two branches, one of which is a copy of DQN, namely, the $Q$ branch. The other branch, which we call the preference branch, learns the action preference that the DQN implicitly follows. We theoretically prove that the policy improvement theorem holds for the preference-guided $\epsilon$-greedy policy and experimentally show that the inferred action preference distribution aligns with the landscape of corresponding $Q$ values. Intuitively, the preference-guided $\epsilon$-greedy exploration motivates the DQN agent to take diverse actions, so that actions with larger $Q$ values can be sampled more frequently, and those with smaller $Q$ values still have a chance to be explored, thus encouraging the exploration. We comprehensively evaluate the proposed method by benchmarking it with well-known DQN variants in nine different environments. Extensive results confirm the superiority of our proposed method in terms of performance and convergence speed.
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I. INTRODUCTION

Deep reinforcement learning (DRL) algorithms have been applied to address complex control tasks from a wide range of domains with a series of remarkable successes, including but not limited to games [1], [2], vision problems [3], [4], robotics locomotion [5], [6], and autonomous driving [7], [8]. With the powerful representation capabilities of data-driven approaches [9], [10], [11], DRL can make appropriate decisions by automatically reasoning and extracting structural knowledge from various raw features, such as images [12] and electronic signals [13].

Deep $Q$ network (DQN) is perhaps the most popular among various RL algorithms [14], [15] for solving discrete decision-making problems. The rationale of DQN is to select the action that maximizes the expected state–action return, i.e., the $Q$ value, which is represented by a deep neural network. DQN has been successfully applied to the Atari games and presented human-level performance [12]. However, the original DQN algorithm possesses many defects. In particular, it suffers the overestimation issue where the value of the action maximizing $Q$ value is consistently overestimated. To address this issue, double DQN [16] and dueling DQN [17] have been proposed. Other technical amelioration includes combining the dueling
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NOMENCLATURE

$\alpha$ Proportion.
$\mathbb{E}$ Expectation.
* Optimal symbol.
$\nabla$ Derivative operation.
$\eta$ Action preference.
$D_{KL}$ Kullback–Leibler (KL) divergence.
$\pi_{PG}$ Preference-guided $\epsilon$-greedy policy.
$Q^\pi$ $Q$ values for arbitrary policy $\pi$.
$Q^\alpha$ $Q$ values follow action preference distribution.
$Q_{PG}^\pi$ $Q$ values for preference-guided $\epsilon$-greedy policy.
$A^\pi$ Advantage function for arbitrary policy $\pi$.
$A^\alpha$ Advantage function follows action preference distribution.
$H^\pi$ Shannon entropy of arbitrary policy distribution.
$H^\alpha$ Shannon entropy of action preference distribution.

Deep reinforcement learning (DRL) algorithms have been applied to address complex control tasks from a wide range of domains with a series of remarkable successes, including but not limited to games [1], [2], vision problems [3], [4], robotics locomotion [5], [6], and autonomous driving [7], [8]. With the powerful representation capabilities of data-driven approaches [9], [10], [11], DRL can make appropriate decisions by automatically reasoning and extracting structural knowledge from various raw features, such as images [12] and electronic signals [13].

Deep $Q$ network (DQN) is perhaps the most popular among various RL algorithms [14], [15] for solving discrete decision-making problems. The rationale of DQN is to select the action that maximizes the expected state–action return, i.e., the $Q$ value, which is represented by a deep neural network. DQN has been successfully applied to the Atari games and presented human-level performance [12]. However, the original DQN algorithm possesses many defects. In particular, it suffers the overestimation issue where the value of the action maximizing $Q$ value is consistently overestimated. To address this issue, double DQN [16] and dueling DQN [17] have been proposed. Other technical amelioration includes combining the dueling
DQN and double DQN with taking advantage of both methods [18] and learning the return distribution to capture the intrinsic randomness of returns [19] for better return modeling.

Despite the performance improvement, aforementioned canonical DQN variants still cannot sample data effectively, mainly attributed to their naive exploration strategy: $\epsilon$-greedy policy. The situation even gets worse when DQN algorithms are employed to address diverse and complicated problems, such as robot manipulation and autonomous driving. Although there is already a considerable amount of research devoted to addressing this exploration problem, most existing stochastic policy approaches, however, have their individual limitations. For example, NoisyNet [20] explores the action space by introducing zero-mean noise into the network architecture. However, such noisy-based exploration has a fatal limitation where it can only learn a unimodal distribution regardless of landscape of $Q$ values and, thus, is not suitable for complex tasks, which have multiple optimal decisions [21]. To explore actions from a distribution closely coupled with corresponding $Q$ values, a framework named energy-based Boltzmann exploration has been proposed [21], [22], which maximizes a so-called soft $Q$ value that combines the original $Q$ value with the entropy of its Boltzmann distribution. Although it works well, the hybrid objective fundamentally changes the agent’s learning outcome. Specifically, the actions that maximize the sum of $Q$ value and the entropy of Boltzmann distribution are preferred, therefore biasing the agent from its original objective function: maximizing overall return [23]. In addition, balancing the entropy and $Q$ value can be tricky in practice [24]. In summary, an effective and nonbiased stochastic exploration method that can learn action distribution closely coupled with corresponding $Q$ values is still missing from the current deep $Q$-learning framework.

This article proposes a novel improved DQN algorithm that realizes an efficient and nonbiased exploration through a dual-branch architecture. Specifically, one branch is the original DQN, which we call the $Q$ branch in the rest of this article, while the other infers the action preference distribution of DQN, which we call the preference branch. These two branches share a common embedding network. During the training, the actions are sampled guided by their preference rather than following the naive $\epsilon$-greedy strategy [12], [16], [17], [18], [19], [25], [26], [27]. More precisely, with $1 - \epsilon$ probability, the actions are greedily selected according to the $Q$ value, or with $\epsilon$ probability to be sampled proportional to the preferences. Intuitively, the preference of the action is proved to be proportional to its $Q$ value, which means an action with a higher $Q$ value is preferable to be selected. Therefore, if one of the $Q$ values significantly dominates the others, the distribution of action preference tends to be a unimodal landscape (unimodality). On the contrary, if the $Q$ value distribution possesses multiple peaks (i.e., multimodality), they will be reflected on the distribution of the action preference accordingly. We update the preference branch by maximizing an entropy regularized objective function to prevent premature convergence to suboptimal policy due to false-positive $Q$ values (inaccurately estimated large $Q$ values) during the early stage. In specific, when $Q$ values are inaccurate, all actions are sampled from a smooth distribution that maximizes the entropy (i.e., random exploration). Moreover, we theoretically prove (and experimentally show) that maximizing such an objective function is equivalent to minimizing the statistical distance between the action preference and the corresponding $Q$ values. Therefore, actions with larger $Q$ values can be sampled more frequently, while those with smaller $Q$ values still have a chance to be selected (i.e., preference-guided exploration), thus encouraging the exploration when estimated $Q$ values are accurate. The $Q$ branch is updated against the original DQN objective. Since we do not invoke any bias in the $Q$ network nor change its objective, our method introduces no bias to the original DQN algorithm. We summarize the main contributions of this article as follows.

1) We propose a novel DRL algorithm to realize an efficient and nonbiased exploration for the DQN algorithm by introducing a preference-guided $\epsilon$-greedy policy. We formally prove that the proposed policy has an appealing property: it preserves the policy improvement guarantee of the $Q$-learning framework.

2) We show that the preference of actions inferred by the proposed network explicitly reflects the favor of the corresponding $Q$ value, i.e., actions with larger $Q$ values will be sampled more frequently. Therefore, we can encourage DQN to sample actions from the action preference distribution that is in line with the landscape of $Q$ values to achieve better exploration.

3) As for the practical aspect of contribution, we instantiate the proposed framework as a concrete algorithm that efficiently trains the $Q$ branch and the preference branch. Extensive experiments confirm that our method delivers superior performance (improved up to 136%) against strong DQN variants with a faster convergence speed (enhanced up to 85%) in a wide range of challenging environments.

II. RELATED WORK

As one of the prestigious DRL algorithms, the DQN [12] has brought a series of breakthroughs in many areas since its emergence. By leveraging the powerful representation learning ability of deep neural networks [28], DQN learns from scratch without human intervention to achieve human-level performance with only screenshots as input in Atari games [12]. The success of DQN has prompted people to further improve its performance by identifying and fixing its intrinsic defects. Two of the notable improvements are double DQN [16] and dueling DQN [17]. Specifically, the double-DQN algorithm resolves the overestimation of action values by evaluating the actions with an independent neural network. As for dueling DQN, it generalizes the learning across different actions by estimating the action advantage function with a separate stream. Predictably, combining the advantages of double DQN and dueling DQN can yield even better performance [18], [29].

A tricky question for DRL algorithms is building the just-right exploration to find promising but infrequent actions to discover potentially better policies. The original DQN algorithm seeks to balance exploration and exploitation
Similarly, the value of action \( a \) for the value function instances immediate (bounded) payoff \( r \) substantially changes the learning outcome of the agent, objective function for DQN. However, such a combination fundamentally changes the learning process. As a result, an effective and nonbiased exploration strategy to learn an action distribution in line with the landscape of corresponding \( Q \) values for DQN is still an open problem. To the best of our knowledge, this work presents the first attempt to solve this challenging problem.

III. PRELIMINARIES

A. Markov Decision Process

We consider a standard Markov decision process (MDP) with a controlled agent. In particular, a standard MDP is formulated as a tuple \( \langle S, A, P, R \rangle \). \( S \) is a set of states describing the possible configuration of the agent and the external environment. Given the current state \( s_t \in S \), the agent selects an action \( a_t \in A \) from its action space \( A \) at each time step \( t \). \( P(s_{t+1}|s_t, a_t); S \times A \rightarrow [0, 1] \) models the environment transition probability from the current state \( s_t \) at the next state \( s_{t+1} \in S \) after executing an action \( a_t \in A \) at \( s_t \). \( R(s_t, a_t); S \times A \rightarrow \mathbb{R} \) is the reward function evaluating the consequent immediate (bounded) payoff \( r_t = R(s_t, a_t) \) the agent received after taking the action \( a_t \) at \( s_t \).

The agent is usually controlled by a policy \( \pi_t \sim \pi_{\phi}(\cdot|s_t) : S \rightarrow A \) with parameters \( \phi \), which is a probability distribution modeling the confidence the agent has about its decision at each state. The objective of the agent is to maximize the expected total return starting from an initial state \( s \), i.e., \( V^\pi(s) \), defined as follows:

\[
V^\pi(s) = \mathbb{E}_{s_t \sim P} \left[ \sum_{t=0}^T \gamma^t \cdot r_t \right]
\]

where \( 0 < \gamma \leq 1 \) is the discounting factor. To reflect that the value function \( V \) is related to \( \pi \), we superscript \( V \) by \( \pi \). Similarly, the value of action \( a_t \) at state \( s_t \) for some time step \( t \) can be calculated as follows:

\[
Q^\pi(s_t, a_t) = r_t + \gamma \cdot \mathbb{E}_{s_{t+1} \sim P, a_{t+1} \sim \pi} \left[ V^\pi(s_{t+1}) \right] \\
= r_t + \gamma \cdot \mathbb{E}_{s_{t+1} \sim P, a_{t+1} \sim \pi} \left[ Q^\pi(s_{t+1}, a_{t+1}) \right] \\
V^\pi(s_t) = \mathbb{E}_{a_t \sim \pi} \left[ Q^\pi(s_t, a_t) \right] \\
= Q^\pi(s_t, \pi(a_t|s_t)).
\]

B. Policy Gradient Theorem

The basic idea behind policy gradient algorithms is to adjust the parameters \( \phi \) of policy \( \pi \) in the direction of the performance gradient. The fundamental result underlying these algorithms is the policy gradient theorem [31]

\[
\nabla_{\phi} \mathcal{L}(\pi) = \mathbb{E}_{s_t \sim P, a_t \sim \pi} \left[ Q^\pi(s_t, a_t) \nabla_{\phi} \log \pi(a_t|s_t) \right].
\]

To mitigate the variance of the gradient, a simple technique is to subtract a baseline (a state-dependent variant) from the state–action value \( Q \) in (3) [32], [33]. One of the common choices of such baseline is the state value \( V: A^T(s_t, a_t) = Q^\pi(s_t, a_t) - V^\pi(s_t) \), where \( A^T \) is the resulted new performance measure called the advantage function. In addition, to prevent the policy from trapping in the local optima, it usually introduces the entropy of the policy into the objective. Hence, the final gradient takes the following form:

\[
\nabla_{\phi} \mathcal{L}(\pi) = \mathbb{E}_{s_t \sim P, a_t \sim \pi} \left[ A^T(s_t, a_t) \nabla_{\phi} \log \pi(a_t|s_t) \right] \\
+ \alpha \mathbb{E}_{s_t \sim P} \left[ \nabla_{\phi} H^T(s_t) \right]
\]

where \( H^T(s_t) = -\sum_{a} \pi(a_t|s_t) \log \pi(a_t|s_t) \) represents the Shannon entropy of \( \pi \) and \( \alpha > 0 \) is a temperature parameter that controls the level of stochasticity of the policy, which can be either fixed as a constant or optimized with objective function [22].

C. DQN Algorithm

DQN is perhaps the most popular RL algorithm for discrete action. It estimates the \( Q \) value \( (Q_\theta) \) using a deep neural network with trainable parameters \( \theta \). The DQN algorithm interleaves policy-evaluation and policy-improvement processes to search for the optimal \( Q \) value iteratively by following the direction of the gradient of \( \theta \):

\[
\theta \leftarrow \theta - \lambda Q \left( y_{\text{target}} - Q_\theta(s_t, a_t) \right) \nabla_\theta Q_\theta(s_t, a_t)
\]

where \( \lambda Q \) is the learning rate for parameters \( \theta \) and \( y_{\text{target}} \) is the target regression value computed by one-step bootstrapping

\[
y_{\text{target}} \equiv r_t + \gamma \max_a Q_{\text{target}}(s_{t+1}, a_{t+1}).
\]

Once finding the optimal \( Q^* \), the corresponding (optimal) policy \( \pi^* \) can be read out as follows:

\[
\pi^*(a_t|s_t) = \text{argmax}_a Q^*(s_t, a_t).
\]

In order to stabilize the training procedure, DQN employs two techniques. First, it maintains a target \( Q \)-network \( Q_{\text{target}} \), which duplicates the architecture of the behavior network \( Q_\theta \).
but with the independent parameters \( \theta_{\text{target}} \). \( \theta_{\text{target}} \) gets updated periodically by copying from \( \theta \). When computing \( Q_{\text{target}} \) in (6), DQN substitutes \( Q_{\text{target}} \) rather than \( Q \) to get a stable target value. Second, the training data are randomly sampled from an experience replay [34] regardless of their time dependence. The experience reply can be interpreted as a buffer storing and dynamically refreshing the data. These two tricks are critical for the performance of DQN.

IV. METHODOLOGY

This section first introduces the overall framework of the proposed method, whose architecture consists of two major components, i.e., a \( Q \) branch and a preference branch. Next, we derive a novel policy by combining the action preference with \( \epsilon \) greedy, which we call the preference-guided \( \epsilon \)-greedy policy and show that it preserves the policy improvement property of \( Q \) learning. Most importantly, this property offers strong theoretical grounding to the subsequent instantiation of the concrete algorithm. Then, we present theoretical insights showing that the action preference is updated along the direction of minimizing the statistical distance from the corresponding \( Q \) values, which is the key to achieving action preference learning and adequate exploration. Finally, we discuss the intuitive benefits of preference-guided \( \epsilon \)-greedy policy and present a concrete algorithm to train the proposed architecture efficiently.

A. Framework

Realizing the nonbiased exploration for DQN requires the candidate approach not to modify DQN’s fundamental logic, for example, its underlying objective. Therefore, one possible approach is to encourage the exploration from the external of DQN, which we show can be achieved by explicitly learning its action preference. Specifically, we learn the action preference via a preference branch, which shares a common embedding network with \( Q \) branch. Thus, we term our method the (action) preference-guided DQN (PGDQN). Once we infer the action preference, to encourage exploration, we motivate DQN to explore actions according to action preference distribution rather than simply taking greedy actions. Furthermore, we can learn adaptive action preference distribution, either unipeak or multipeak, depending on the landscape of \( Q \) values. As a result, without modifying DQN, we achieve an efficient sampling method that motivates the agent to sample actions from the distribution that closely coupled with corresponding \( Q \) values.

The overall framework of PGDQN is depicted in Fig. 1. It consists of two major components, i.e., a dual architecture with the \( Q \) branch and the preference branch, and a preference-guided \( \epsilon \)-greedy policy on the top. In particular, the \( Q \) branch is a copy of DQN with its original architectures and objectives. Meanwhile, the preference branch learns the action preference of the \( Q \) branch, whose architectures and objectives will be introduced later. Precisely, given a state, the shared embedding network first extracts a latent representation of the state from its basic features and passes to both \( Q \) branch and preference branch. Then, the \( Q \) branch and preference branch output the \( Q \) values and the action preference, respectively. Next, the preference-guided \( \epsilon \)-greedy policy either samples a greedy action according to the \( Q \) values with probability \( 1 - \epsilon \) or samples an action proportional to the action preference with probability \( \epsilon \). Finally, the selected action is executed in the environment to trigger state transition for the next round of interaction.

In our case, the shared embedding network is critical for learning diverse knowledge. The weights of the embedding network are updated via backpropagation from both objectives of the \( Q \) branch and the preference branch simultaneously. This weight sharing is a widely used technique in multitask learning [35]. Intuitively speaking, the shared embedding network learns the latent representation from two different perspectives: maximizing the \( Q \) values and inferring action preference. The knowledge acquired by sharing weights is more helpful to search for optimal policies than optimizing a single objective, i.e., maximizing the \( Q \) values. We provide empirical results in Section V-F to show this. Next, we give the details of the preference-guided \( \epsilon \)-greedy policy and the theoretical insights to support action preference learning and nonbiased exploration for DQN. For simplicity, we omit time step \( t \) in all formulas in the rest of this article.

B. Preference-Guided \( \epsilon \)-Greedy Policy

We construct the preference-guided \( \epsilon \)-greedy policy, denoted as \( \pi_{\text{PG}}(a|s) \), by incorporating action preference with \( \epsilon \) greedy. Specifically, any action \( a \) has a probability \( \epsilon \) to be sampled proportional to its preference, or the greedy action \( a^* = \text{argmax}_a Q(a,s) \) will be selected at each state \( s \)

\[
\pi_{\text{PG}}(a|s) = \begin{cases} 
1 - \epsilon + \epsilon \eta(a|s), & \text{if } a = a^* \\
\epsilon \eta(a|s), & a \neq a^*
\end{cases}
\]

(8)

where \( a \sim \eta(\cdot|s) \) is an action distribution representing action preference. The more preference of \( a \), the higher probability...
it has. \( \epsilon \in (0, 1) \) is a small coefficient. Note that we have no restrictions on the action preference \( \eta \) as long as it is an action distribution. Therefore, we can interpret the original \( \epsilon \)-greedy policy as a particular case of \( \pi_{PG}(a|s) \) with a uniform action preference \( \eta(a|s) = U[0, 1] \), where \( U \) represents uniform distribution. We now show that \( \pi_{PG}(a|s) \) possesses an appealing property: the policy \( \pi_{PG}(a|s) \) after one step of update with action preference \( \eta(a|s) \) is at least as good as before, i.e., \( \pi_{PG}(a|s) \) possesses a policy improvement guarantee.

**Theorem 1 (Policy Improvement Theorem):** For any \( \pi_{PG}^i (a|s) \) with action preference \( \eta^i (a|s) \) and state–action value \( Q^i \), the policy \( \pi_{PG}^{i+1} (a|s) \) one step greedily updated by maximizing expected overall return, with corresponding action preference \( \eta^{i+1}(a|s) \), is a monotonic improvement, i.e., \( Q^{i+1} \) \( \geq \) \( Q^i \), for all \( (s, a) \in S \times A \) and \( \epsilon \in (0, 1) \).

**Proof:** Following the definition of preference-guided \( \epsilon \)-greedy policy, we can expand the expectation of state-action value in (2) with respect to \( Q^i \):

\[
Q^i(s, \pi_{PG}^{i+1}(a|s)) = \mathbb{E}_{a \sim \pi_{PG}^{i+1}}\left[ Q^i(s, a) \right] \\
= \sum_a \pi_{PG}^{i+1}(a|s) Q^i(s, a) \\
= \epsilon \sum_a \eta^{i+1}(a|s) Q^i(s, a) \\
+ (1 - \epsilon) \max_a Q^i(s, a). \tag{9}
\]

The second term in (9) can be further expanded as follows:

\[
\max_a Q^i(s, a) = \max_a Q^0(s, a) \frac{1 - \epsilon}{1 - \epsilon} \\
= \max_a Q^0(s, a) \sum_a \pi_{PG}(a|s) - \epsilon \eta^i(a|s) \frac{1 - \epsilon}{1 - \epsilon} \\
\geq \sum_a \pi_{PG}(a|s) - \epsilon \eta^i(a|s) Q^i(s, a) \\
= V^i(s) - \epsilon \sum_a \eta^i(a|s) Q^i(s, a). \tag{10}
\]

By greedily maximizing the expected total return (expectation of \( Q \) value) with a one-step look ahead on \( \pi_{PG}(a|s) \), we can obtain \( \eta^{i+1} \) from \( \eta^i \):

\[
\mathbb{E}_{a \sim \pi_{PG}^i} \left[ Q^i(s, a) \right] \\
\leq \mathbb{E}_{a \sim \pi_{PG}^i} \left[ Q^{i+1}(s, a) \right] \\
\epsilon \sum_a \eta^i(a|s) Q^i(s, a) + (1 - \epsilon) \max_a Q^i(s, a) \\
\leq \epsilon \sum_a \eta^{i+1}(a|s) Q^{i+1}(s, a) + (1 - \epsilon) \max_a Q^i(s, a) \tag{11}
\]

i.e., we have

\[
\sum_a \eta^i(a|s) Q^i(s, a) \leq \sum_a \eta^{i+1}(a|s) Q^{i+1}(s, a). \tag{12}
\]

Now, substitute (12) into (10)

\[
\max_a Q^{i+1}(s, a) \geq \frac{V^{i+1}(s)}{1 - \epsilon} - \frac{\epsilon}{1 - \epsilon} \sum_a \eta^{i+1}(a|s) Q^{i+1}(s, a) \\
\geq \frac{V^{i+1}(s)}{1 - \epsilon} - \frac{\epsilon}{1 - \epsilon} \sum_a \eta^{i+1}(a|s) Q^{i+1}(s, a). \tag{13}
\]

Then, (9) can be rewritten as follows:

\[
Q^{i+1}(s, \pi_{PG}^{i+1}(a|s)) \\
= \mathbb{E}_{a \sim \pi_{PG}^i} \left[ Q^i(s, a) \right] \\
\geq \epsilon \sum_a \eta^{i+1}(a|s) Q^{i+1}(s, a) \\
+ (1 - \epsilon) \left[ V^{i+1}(s) - \frac{\epsilon}{1 - \epsilon} \sum_a \eta^{i+1}(a|s) Q^{i+1}(s, a) \right] \\
= V^{i+1}(s). \tag{14}
\]

Therefore, we can prove Theorem 1 by expanding the state–action value as follows:

\[
Q^{i+1}(s, a) = r_0 + \mathbb{E}_{s \sim p} \left[ \gamma V^{i+1}(s_1) \right] \\
\leq r_0 + \mathbb{E}_{s \sim p} \left[ \gamma \mathbb{E}_{a \sim \pi_{PG}^i} \left[ Q^{i+1}(s_1, a_1) \right] \right] \\
= r_0 + \mathbb{E}_{s \sim p} \left[ \gamma r_1 + \mathbb{E}_{s \sim p} \left[ Q^{i+1}(s_2, a_2) \right] \right] \\
\leq r_0 + \mathbb{E}_{s \sim p} \left[ \gamma r_1 + \gamma^2 \mathbb{E}_{s \sim p} \left[ Q^{i+1}(s_2, a_2) \right] \right] \\
\vdots \\
\leq r_0 + \mathbb{E}_{s \sim p} \left[ \sum_{t=1}^T \gamma^t r_t \right] \\
= Q^{i+1}(s, a)
\]

where \( \tau \) represents the trajectory.

No restrictions on action preference distribution \( \eta \) is a significant benefit, since the policy improvement theorem will hold for any learned preferences. Therefore, we can learn a specific preference \( \eta \) whose shape aligns with that of the \( Q \) values, i.e., they are close in terms of a statistical measure. Then, we can achieve action preference learning and an efficient unbiased exploration for DQN.

**C. Learning Action Preference**

Exploration means trying out actions that are never selected by the greedy policy. Since the original DQN explores new actions with equal probability, increasing the sampling probability of all the valuable actions (actions with high \( Q \) values) is the key to enhance sampling efficiency. We show that this idea can be realized by learning an action preference \( \eta \) that explicitly models the distribution in line with the landscape.
of corresponding \( Q \) values. First, we present the objective function of learning such action preference \( \eta \)
\[
L(\phi) = \mathbb{E}_{s \sim P, \ a \sim \eta} \left[ (Q^\eta(s, a) - V^\eta(s))\eta_\phi(a|s) + \alpha \mathcal{H}^\eta(s) \right] 
\]
\[
= \mathbb{E}_{s \sim P, \ a \sim \eta} \left[ A^\eta(s, a)\eta_\phi(a|s) + \alpha \mathcal{H}^\eta(s) \right] 
\]  
(15)
where the values of \( \phi \) are the parameters of action preference and \( \mathcal{H}^\eta(s) = -\sum_a \eta_\phi(a|s) \log \eta_\phi(a|s) \) is the Shannon entropy of \( \eta_\phi(a|s) \) at state \( s \). There are three significant reasons that we decided to optimize the action preference along the direction of maximizing the expected overall return rather than directly getting the distribution by taking softmax operation over \( Q \) values. First, action preference optimized by maximizing overall return can guarantee the policy improvement theorem (Theorem 1), while the latter method cannot. Second, the latter method results in premature convergence to suboptimal solutions due to softmax operation based on false-positive \( Q \) values during the early stage when \( Q \) values are inaccurately estimated. On the contrary, exploration based on action preference can avoid this issue by sampling actions from a smooth distribution that maximizes the entropy. Last but not least, optimizing the action preference \( \eta_\phi(a|s) \) by maximizing the above objective function (15) is equivalent to minimizing the statistical distance between action preference and corresponding \( Q \) values.

**Proposition 1:** Optimizing the action preference through maximizing entropy regularized objective function is equivalent to minimizing \( KL \) divergence between action preference and corresponding \( Q \) values.

According to (15), one can formulate the optimization problem as follows:

argmax
\[
\phi \mathcal{L}(\phi) 
= -\arg\min \mathcal{L}(\phi) 
= -\arg\min \phi \sum_a \eta_\phi(a|s)(Q^\eta(s, a) - V^\eta(s) - \alpha \log \eta_\phi(a|s)). 
\]  
(16)

Scaling the objective function by temperature parameter

argmax
\[
\phi \frac{1}{\alpha} \mathcal{L}(\phi) 
= \arg\min \phi \sum_a \eta_\phi(a|s)\left[ \log \eta_\phi(a|s) - 1/\alpha(Q^\eta(s, a) - V^\eta(s)) \right] 
\]
\[
= \arg\min \phi \left[ \sum_a \eta_\phi(a|s) \log \eta(a|s) 
- \sum_a \eta_\phi(a|s) \log \left( \frac{e^{\frac{1}{\alpha}Q^\eta(s,a)}}{e^{\frac{1}{\alpha}V^\eta(s)}} \right) \right] 
\]
\[
= \arg\min D_{KL}(\eta_\phi(a|s) \| \frac{e^{\frac{1}{\alpha}Q^\eta(s,a)}}{e^{\frac{1}{\alpha}V^\eta(s)}}) 
\]  
(17)
where \( C^\eta(s) = \exp((1/\alpha)V^\eta(s)) \) is a constant term with respect to action preference parameter \( \phi \) and \( D_{KL} \) is the KL divergence [36] that measures the statistical distance of two objects. Therefore, when estimated \( Q \) values become more accurate, actions with larger \( Q \) values can be sampled more frequently, while actions with smaller \( Q \) values still have a chance to be explored (i.e., preference-guided exploration). We also empirically show action preference learning through visualization method in Section V.

Now, we present a discussion about the intuitive benefits of our proposed exploration method. Following Theorem 1 and Proposition 1, the preference-guided \( \epsilon \)-greedy policy is monotonically improved and samples the action based on the action preference instead of random exploration over uniform distribution. Intuitively, this exploration method is more in line with ethology. According to the Law of Effect mentioned in The Principles of Learning and Behavior [37], the behavior is more likely to occur with a favorable consequence and less likely to repeat with an unsatisfying response. Notice that the preference branch updates its parameters exactly in this way (regarding positive advantage value as a reward and negative advantage value as a punishment). Furthermore, the action preference asymptotically approaches the distribution in line with the landscape of \( Q \) values, since it is optimized in the sense of minimizing the statistical distance from its corresponding \( Q \) values. Consequently, given an arbitrary state, the landscape of the overall action distribution is adaptive to that of the corresponding \( Q \) values. In other words, the action preference is either unipick (unimodal) when one \( Q \) value dominates the others or multipeak (multimodal) in case there exist several high-\( Q \) values. Therefore, by exploring stochastic actions over the action preference distribution closely coupled with \( Q \) values, PGDQN is potentially more data-efficient than vanilla \( \epsilon \) greedy (uniform distribution) and NoisyNet (unimodality).

**D. Training Algorithm for PGDQN**

This section presents a tangible algorithm to train the dual architecture effectively. According to the objective function in (15), the preference branch follows a one-step online update, and the rule for calculating new parameters of the preference branch can be written as follows:

\[
\Delta \phi \propto \mathbb{E}_{s \sim P, \ a \sim \eta} \left[ A^\eta(s, a)\log \eta_\phi(a|s) + \alpha \mathcal{H}^\eta(s) \right]. 
\]  
(18)

Also, we automatically tune the temperature parameter \( \alpha \) by solving a minimax optimization problem [24]

\[
\min_{\phi} \max_{\alpha \geq 0} \left( \mathbb{E}_{s \sim P, \ a \sim \eta} \left[ A^\eta(s, a)\eta_\phi(a|s) + \alpha \mathcal{H}^\eta(s) \right] \right) - \alpha \xi_{\text{entropy}} 
\]  
(19)
where \( \xi_{\text{entropy}} \) is minimum expected entropy.

As for the \( Q \) branch, the parameter update follows the offline batch update, which is exactly the same as that of original DQN except for the sampling approach:

\[
\Delta \theta \propto \left( \mathbb{E}_{\text{target}} \nabla_{\theta} Q_{\text{target}}^\eta(s, a) - Q^\eta(s, a) \right) \nabla_{\theta} Q_\theta(s, a) 
\]  
(20)
where \( Q_{\text{target}} \) is preference-guided \( \epsilon \)-greedy policy defined in (8) and subjects to \( \sum_a \pi_\phi(a|s) = 1 \).

Lumping all procedures, the final algorithm is provided in Algorithm 1.
Algorithm 1: PGDQNs

Initialize behavior network parameters: $\phi, \theta$.
Initialize entropy parameters: $\alpha, \xi_{\text{entropy}}$.
Initialize learning rates: $\lambda_Q, \lambda_n, \lambda_\alpha$.
Initialize batch size $N$ and replay buffer $D \leftarrow \emptyset$.
Assign target parameters: $\phi_{\text{target}} \leftarrow \phi, \theta_{\text{target}} \leftarrow \theta$.

for episode $= 1$ to $E$ do
    Initialize the environment: $s_i \sim \text{Env}$
    for step $= 1$ to $S$ do
        Sample an action: $a_t \leftarrow \pi_{PG}(a_t|s_t)$
        Interact with the environment: $r_t, s_{t+1} \sim \text{Env}$
        Store the transition: $D \leftarrow D \cup (s_t, a_t, r_t, s_{t+1})$
        if step mod $\tau_\phi$ then
            Sample the current online data: $(s'_t, a'_t, r'_t, s'_{t+1}) \sim \text{Env}$
            Compute loss function of preference branch $\mathcal{L}_\phi(\phi)$.
            Update preference branch: $\phi \leftarrow \phi - \lambda_n \nabla_\phi \mathcal{L}_\phi(\phi)$
            Update temperature parameter: $\alpha \leftarrow \alpha - \lambda_\alpha \nabla_\alpha$
        end if
        if step mod $\tau_Q$ then
            Sample a batch of the data: $(s'_i, a'_i, r'_i, s'_{i+1})_{i=1}^N \sim D$
            Compute loss function of Q branch $\mathcal{L}_Q(\theta)$.
            Update Q branch: $\theta \leftarrow \theta - \lambda_Q \nabla_\theta \mathcal{L}_Q(\theta)$
        end if
        if epoch mod $\tau_{\text{target}}$ then
            Update target network: $\theta_{\text{target}} \leftarrow \theta, \phi_{\text{target}} \leftarrow \phi$
        end if
    end for
end for

V. EXPERIMENT

To thoroughly assess our PGDQN algorithm, we test it in two different classes of environments, respectively, which include three popular Classical Control tasks and six Atari games [38]. In the following, we provide the environment setup and the configuration of the PGDQN algorithm and introduce the baselines we use.

A. Environment Setup and PGDQN Configuration

1) Classic Control Tasks: The three Classic Control tasks are CartPole, MountainCar, and Arcrobot, which follow the default settings of that of the OpenAi-Gym suite [38].

2) Atari Games: The six Atari games are Alien, Pong, Berzerk, CrazyClimber, FishingDerby, and Amidar, which follow the default settings of that of the OpenAi-Gym suite [38]. Among these six games, three are low-action-dimension games with action dimensionality less or equal to 10, and they are Pong (six actions), CrazyClimber (nine actions), and Amidar (ten actions). In contrast, the other three games are considered more challenging high-action-dimension games with more than ten actions (18 actions for Alien, Berzerk, and FishingDerby).

3) PGDQN Configuration: We adjust configurations of PGDQN regarding the different classes of environments, and the details can be found in Tables I and II. Specifically, we keep the $Q$ branch hyperparameters settings the same as those from the original DQN paper, while the unique hyperparameters of the preference branch are determined empirically through experiments over Classic Control task, which are discussed in Section V-G. During training, we let PGDQN learn for a maximum of 30 million (30M) frames for Atari games, whereas learning till convergence in Classic Control tasks, since they are fast in computation and consume relatively fewer resources.

B. Baselines

In this article, we consider four baseline algorithms, including the original DQN algorithm [12] and its two well-known variants the double DQN (D2QN) [16] and the variant of double DQN with dueling architecture (V-D D3QN) [18], as well as a state-of-the-art noisy-based exploration algorithm for DQN, namely, the NoisyNet-DQN. Here, we do not consider soft $Q$-learning algorithm [21] as our baseline, since it targets the tasks with continuous actions, thus not applicable.

| Parameter                           | Value    |
|-------------------------------------|----------|
| minibatch size                      | 32       |
| reply buffer size                   | 1000000  |
| learning start size                 | 50000    |
| discount factor                     | 0.99     |
| agent history length                | 4        |
| action repeat                       | 4        |
| $Q$ branch update frequency         | 4        |
| preference branch update frequency  | 4        |
| target network update frequency     | 100000   |
| RMSProp learning rate for preference-branch | 0.00025 |
| RMSProp learning rate for Q-branch  | 0.00025  |
| RMSProp learning rate for baselines | 0.00025  |
| Adam learning rate for temperature parameter | 0.00025 |
| initial exploration                | 1        |
| final exploration                  | 0.1      |
| final exploration frame            | 1000000  |

TABLE II

| Parameter                              | Value     |
|----------------------------------------|-----------|
| input dimension                        | [84, 84, 4] |
| first hidden layer                     | [4, 32]   |
| kernel size                            | 8 $\times$ 8 |
| stride size                            | 4        |
| second hidden layer                    | [32, 64]  |
| kernel size                            | 4 $\times$ 4 |
| stride size                            | 2        |
| third hidden layer                     | [64, 64]  |
| kernel size                            | 3 $\times$ 3 |
| stride size                            | 1        |
| latent state space dimension           | [7, 7, 64] |
| fully connected layer for Q-branch     | 256       |
| fully connected layer for preference branch | 256    |
| fully connected layer for baselines    | 512       |
| output dimension                       | dim($\mathcal{A}$) |
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for discrete-action tasks in this article. All these baselines are trained for a maximum of 30 million (30M) frames for Atari games and till convergence for Classic Control tasks. The network architectures and all other hyperparameters follow those in their original paper. The detailed configurations for baseline methods are provided in Tables I and II. All experiments are carried out in a machine with an AMD Ryzen 3900X CPU and a single NVIDIA GeForce 1660S GPU.

C. Learning Results

The learning curves of PGDQN and all the baseline methods for the nine environments are given in Fig. 2. The red dotted line and solid lines represent the average episode returns of PGDQN and baseline methods, respectively, which are collected from five different random seeds. The shaded areas indicate the variance of each method during training. From Fig. 2, we can visualize that PGDQN consistently outperforms all baselines with a faster convergence speed in all benchmark environments while possessing a lower variance, which basically confirms that our PGDQN algorithm is an effective exploration method for DQN. To have a better quantitative result, we compute the amount of improvement of PGDQN against baselines according to three different metrics and rank all the methods based on their overall performance and data efficiency. Specifically, the three selected metrics are the average percentage of performance improvement, the average percentage of efficiency improvement, and the average performance rank. In particular, the average percentage of performance improvement has the form

$$\frac{sc(PGDQN) - sc(Baseline)}{sc(Baseline)}$$

where $sc(PGDQN)$ and $sc(Baseline)$ are the average highest scores (across five random seeds) achieved by PGDQN and the baseline method being compared, respectively. Therefore, the higher this metric, the better the performance against the baseline.
improvement measures the percentage of frames reduced when PGDQN reaches the average highest score (across five random seeds) of the baseline:

\[
\text{frm}(\text{Baseline, } \text{sc}^*(\text{Baseline})) - \text{frm}(\text{PGDQN, } \text{sc}^*(\text{Baseline}))
\]

\[
\text{frm}(\text{Baseline, } \text{sc}^*(\text{Baseline}))
\]

(22)

where \( \text{frm}(\text{Baseline, } \text{sc}^*(\text{Baseline})) \) is the total amount of frames the baseline required to achieve its highest episode reward, while \( \text{frm}(\text{PGDQN, } \text{sc}^*(\text{Baseline})) \) is the total amount of frames needed for PGDQN to achieve the baselines’ highest score. Intuitively speaking, the fewer frames PGDQN needs to reach baseline performance, the faster PGDQN learns. Finally, the average performance rank provides the overall ranking of all methods according to their average best performance and average data efficiency. Specifically, we rank any pair of algorithms first according to their best performance. However, if some methods possess equally good performance, we rank based on their average data efficiency percentage. Specifically, we rank any pair of algorithms first according to their best performance. However, if some methods possess equally good performance, we rank based on their average data efficiency percentage.

As shown in Tables III and IV, PGDQN demonstrates an improvement by a large margin against baselines in terms of both performance and data efficiency in the Classic Control tasks and almost all Atari games. For example, PGDQN outperforms D2QN by up to 136% in Amidar environment and consumes 85% fewer data as compared with DQN in Berzerk environment. However, the overall improvement on Classic Control tasks is relatively less significant than that of Atari games. One possible reason could be the simplicity of the task, as Classic Control tasks are considered less challenging than Atari games due to smaller action space, simpler state representation, and easily attainable goals. The only exception is the FishingDerby environment, where, however, PGDQN shows a degradation down to 10% of efficiency against DQN and 4% of performance against V-D D3QN algorithm. Notice that all the methods reach the possible maximum episode rewards for the environments CartPole, MountainCar, and Pong; thus, performance improvements of these environments are not evaluated in Table IV. Nonetheless, our PGDQN possesses a clear faster convergence speed and better performance than the other methods. Moreover, we observe that PGDQN ranks first in almost all environments (except for FishingDerby) for either the performance or the data efficiency in Fig. 3.

**D. Action Preference Visualization**

Here, we visualize the action preference and state–action values in Fig. 4 to empirically verify that the learned action preference is indeed coupled with its corresponding \( Q \) values, and they have similar landscapes. To demonstrate, we use the Pong environment from Atari Games as an example. In specific, the left pair of heat maps shows the action preference (top diagram) and normalized state–action values (bottom diagram) of PGDQN, whereas on the right, we have two pairs of bar charts zooming in two given time steps (indicated with red dots between the heat maps on the left). From these results, we observe that the action preference is proportional to the amplitude of the \( Q \) values. Specifically, for the given first-time step, it shows clearly that the action preference does form...
a multipeaks distribution (i.e., multimodality) following the multimodal landscape of the $Q$ values. Similarly, for the given second-time step, the action preference does possess a single peak (i.e., unimodality) where the value of the corresponding $Q$ value is significantly higher than the others. Therefore, we verify that the preference branch has successfully learned the action preference distribution in line with the landscape of corresponding $Q$ values by maximizing the objective function in (15).

**E. Comparing With Counter-Based Exploration**

Besides the stochastic exploration approaches we have thoroughly studied in Section V-C, we would like to also investigate how superior is our method compared with other types of exploration strategy, such as counter-based exploration. In light of this, we compare our algorithm with additional baseline called upper-confidence bounds with $Q$ ensembles (UCB $Q$ ensemble) [39] on two Atari games, and they are Berzerk and Pong environment. Fig. 5 illustrates the learning effort of two algorithms. As for the Berzerk environment, we can observe that PGDQN shows superior learning behavior in terms of both efficiency and performance compared with UCB $Q$ ensemble. Similarly, the converge curve of Pong demonstrates that our algorithm clearly consumes less data than the baseline to achieve maximum rewards, indicating the potential superiority of the PGDQN is not limited to stochastic exploration-based DQN algorithms.

**F. Ablation Study for Shared Embedding Network**

To verify that the knowledge learned via sharing embedding network indeed improves the performance of DQN, we compare the original DQN with a modified PGDQN. Specifically, the modified PGDQN employs the dual architecture with the shared embedding network but adopts the DQN’s $\epsilon$-greedy policy to sample actions. In other words, the modified PGDQN is the same as DQN except that the weights of the embedding network also get updated by the objective of the preference branch, i.e., it learns the knowledge from two objectives concurrently. We use two Atari games, namely, the Alien environment and the Amidar environment, as the test beds. The results are shown in Fig. 6. We can observe that the PGDQN with $\epsilon$ greedy outperforms DQN by a clear
The algorithm is robust to these two hyperparameters. Considering results are presented in Fig. 7, which shows that our PGDQN for Action Preference Branch

\begin{equation}
\eta \sim \exp(-\lambda \cdot \text{loss})
\end{equation}

is simple, we omit subscript \( \eta \). We have decided to fix these two hyperparameters as \( \{ \tau = 5, \lambda = 2.5e-4 \} \) for all the environments in this work.

\section{VI. Conclusion}

This article proposes a novel DRL algorithm realizing an efficient and nonbiased exploration for DQN by introducing an action preference branch, namely, the PGDQN algorithm. Specifically, we combine the preference branch with the \( \epsilon \)-greedy strategy to sample actions. We theoretically prove that the preference-guided \( \epsilon \)-greedy policy preserves the policy improvement property and empirically show the inferred preferences, obtained by maximizing entropy regularized objective function, explicitly expressing the favor of corresponding \( Q \) values. Consequently, during the early stage when \( Q \) values are inaccurate, all actions are explored from a smooth distribution that maximizes the entropy (i.e., random exploration), and as the \( Q \) values become more accurate, actions with larger \( Q \) values can be sampled more frequently, while those with smaller \( Q \) values still have a chance to be explored (i.e., preference-guided exploration), thus encouraging the overall exploration.

Extensive experiments in nine challenging environments confirm the superiority of our proposed method in terms of performance and convergence speed. In the future, we can extend our PGDQN algorithm to the human-in-the-loop (HiL) RL framework to address real-world complex tasks. One possible extension of our work will be combining human policy with action preference to solve high-level decision-making problems of autonomous driving with the personalized driving style.
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