Subseasonal-to-Seasonal Forecasting for Wind Turbine Maintenance Scheduling
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Abstract: Certain wind turbine maintenance tasks require specialist equipment, such as a large crane for heavy lift operations. Equipment hire often has a lead time of several weeks but equipment use is restricted by future weather conditions through wind speed safety limits, necessitating an assessment of future weather conditions. This paper sets out a methodology for producing subseasonal-to-seasonal (up to 6 weeks ahead) forecasts that are site- and task-specific. Forecasts are shown to improve on climatology at all sites, with fair skill out to six weeks for both variability and weather window forecasts. For the case of crane hire, a cost-loss model identifies the range of electricity prices where the hiring decision is sensitive to the forecasts. While there is little difference in the hiring decision made by the proposed forecasts and the climatology benchmark at most electricity prices, the repair cost per turbine is reduced at lower electricity prices.
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1. Introduction

While the skill of traditional Numerical Weather Prediction (NWP)-based forecasts generally decreases with increasing forecast horizon, there are some applications where decisions must be made at longer horizons and therefore longer-range forecasts may be beneficial. In the case of wind energy, turbine maintenance involves activities such as work in the nacelle or crane use, where safety limits apply to the wind speed, so work may only be carried out at low wind speeds. Maintenance tasks also often require the hire of cranes, contractors and other equipment that must be booked in advance, often with a wait time of several weeks. Knowledge of the likely weather conditions can allow for improved scheduling, by allowing an initial decision to be made further ahead or by giving more information than simply relying on the average conditions for the time of year. For example, knowing if a given week is expected to be more or less windy than average could allow planning of the number of jobs to schedule for that week. Extended spells of unusually low wind, sometimes also coupled with high demand due to cold weather, can make power system management more difficult (and expensive); subseasonal-to-seasonal forecasts can give an indication of these unusual conditions further in advance, allowing preparations and corrective actions to be taken [1].

Subseasonal forecasts are generally defined as 10 days to one month ahead, with seasonal forecasts covering one to seven months ahead [1]. They cover the ‘gap’ between conventional weather models and longer-term seasonal predictions. NWP-based forecasts typically have low accuracy beyond the two-week horizon due to imperfect knowledge of atmospheric conditions, an imperfect physical model and the chaotic nature of the atmosphere. However, atmospheric interactions with other systems such as the ocean, ice and soil moisture produce ‘forcing’ effects, and therefore atmospheric changes, on longer timescales [2], which subseasonal-to-seasonal forecasts aim to capture through atmosphere–ocean–ice–land coupling. While the skill of Subseasonal-to-seasonal (S2S) forecasts is not
high enough to produce a calibrated probabilistic forecast for a specific hour or day, there is some skill in forecasts averaged over longer periods (e.g., weekly mean conditions) and determining if conditions are likely to be more or less windy than average for that time of year. While by no means a complete description of future conditions, partial information can still aid decision making and planning on these timescales [3,4].

Research in S2S forecasts for energy applications is a relatively new and growing field; the S2S prediction project has been working to ‘improve forecast skill and understanding on the subseasonal-to-seasonal scale’ since 2013 [5] and the S2S4E (Subseasonal-to-Seasonal Forecasting for Energy) project [6] has produced a body of work specific to energy applications in the last 4 years. One of the project’s main outputs was a decision support tool tailored to wind, solar, hydropower and demand forecasts and displaying forecast skill on a coarse grid across the globe. While this will hopefully encourage potential users in the energy industry to consider the benefits of S2S forecasts, the economic value and range of applications and therefore the potential of S2S forecasts in the energy industry has not been fully investigated [7]. The same work also notes some of the key challenges for S2S forecasting, such as: the terminology gap between forecasters and decision makers; the best use of probabilistic information in decision making; the long-term benefits delivered by S2S forecasts versus the immediate benefits demanded by business; and current meteorological modelling limits.

Since meteorological organisations produce forecasts on seasonal timescales from sophisticated models put together by experts, the work on seasonal forecasting for energy focuses on transforming forecasts of weather variables into more relevant energy-system-specific quantities, applying various postprocessing correction methods and evaluating the skill of these forecasts for specific energy applications. A common approach involves implementing Principal Component Analysis (PCA) on the forecasts from all grid points over a large geographical region (for example, the North Atlantic and Europe). This identifies key regimes, or patterns, that can then be linked to variables of interest at the chosen location. This may simply involve finding the variable’s distribution conditional on one of the principal components [8], or making some kind of ‘weather index’, be that an index representing the current phase or amplitude of a certain atmospheric mode such as the North Atlantic Oscillation (NAO) or Madden–Julian Oscillation (MJO) [9], or a value calculated for local conditions from the principal components [10].

Lledò et al. [8] show that forecasts of the MJO can lead to skilful probabilistic daily mean wind speed forecasts up to 36 days ahead. However, they find that the current European Centre for Medium-range Weather Forecasts (ECMWF) forecasts do not reproduce the teleconnections from the MJO phases to European weather and that, currently, strong MJO events are not skilfully predicted more than 10 days ahead. Although the North Atlantic Oscillation accounts for approximately a third of European circulation variability, Lledò et al. [9] examined a wider range of teleconnection indices and found forecast skill from all four tested (the NAO, East Atlantic (EA), East Atlantic Western Russia (EAWR) and Scandinavian Pattern (SCA)). They also note that combining forecasts from different providers improves ensemble mean correlation, and that results can be sensitive to hindcast period length and number of ensemble members. While seasonal forecasting linked to wind speeds often focuses on the most windy winter months [11], Lledò et al. [8,9] examine skill for all seasons separately.

Alonzo et al. [10] used polynomial regression on PCA components to produce a site-specific index with which to produce conditional forecast distributions. Recalibration of the forecast ensembles improved the results and led to calibrated forecasts that were 30% sharper than climatology for their French case study. Cortesi et al. [12] used clustering to identify regimes and map locations and times of year where each regime had particularly strong skill in reproducing wind speeds. Wind energy production has also been forecast on a subseasonal-to-seasonal timescale using capacity factors for three main turbine classes [2]. While this technique allows forecasts to be made for any location without on-site data, this may result in lower skill compared to site-tailored forecasts.
Work has also been done on larger geographical scales, which is needed for electricity system planning or studying whole-country renewable penetration. National demand, wind and solar forecasts were produced for 28 European countries [13], with consistent skill at the 5–11 day horizon but variable skill for longer horizons, depending on the location and specific distribution of renewables. On national aggregation levels, the complex interactions between the electricity system and the weather require a considered approach: Bloomfield et al. [11] used ‘targeted circulation types’ to identify weather drivers for the electricity system in Europe. They note that the strength of response between a weather pattern and the electricity system is strongly dependent on the capacity and location of renewable generation installed. Van der Wiel et al. [14] also defined regimes by their impact on energy variables, rather than the traditional approach that maximises circulation variance explained. They reconstructed 2000 years of data over Europe to examine the skill of S2S forecasts at identifying extreme energy shortfall events (where there is high demand but low renewable generation).

Existing research on maintenance scheduling focuses heavily on decisions specific to offshore wind farms, such as vessel choice [15–18] or route planning between turbines [16,17,19]. Optimisation of the installation phase, which involves the hire of specialist equipment [20], optimisation of downtime relative to whole power system concerns such as reserves [21] and the prioritisation of maintenance by component type [22] have also been studied. However, perhaps due to the relatively lower cost of maintenance for onshore farms compared to offshore, there has been much less of a focus on maintenance planning for onshore operations. Methods based on maximising the usage of weather windows that have been applied offshore also apply to onshore operations where wind speed safety limits apply, such as crane usage or work in the turbine nacelle.

Barlow et al. [23] note a distinction between the ‘performance’ and ‘condition’ of an asset—for example, an old component that is still operating well may not have resulted in any loss of generation efficiency but its risk of failure has increased. They propose an approach that takes both performance and condition into consideration when deciding when to repair or replace assets. Pelajo et al. [24] combine wind and electricity price forecasts up to 7 days ahead to make a decision on when to take turbines offline for annual maintenance using a cost benefit approach. Their results show a 30% reduction in costs compared to going offline at a random point in the maintenance season. A cost-loss model has also been used for day-ahead go/no go decisions by Browell et al. [25]. They showed that probabilistic forecasts of access windows, as opposed to deterministic, increased the number of days worked and decreased lost revenue. They also note that other works assume perfect forecasts [17,19].

Aside from strategic decisions in the design stage, none of these works consider decisions that must be made weeks ahead, such as crane or additional crew hire. Thus, there is no overlap between the maintenance scheduling literature and the work done on S2S forecasting for renewables.

2. Materials and Methods

The overall modelling process is laid out in Figure 1 and the individual steps and data partitioning are further explained in the subsequent individual sections. Raw S2S forecasts are available for a grid of locations covering the whole globe and multiple vertical levels in the atmosphere. The methodology presented in this work produces forecasts for task-relevant metrics at the site of interest from these large-scale data with forecasts of specific weather variables.
Figure 1. Flowchart of data and modelling steps to produce the final site index forecasts. The Principal Component Analysis step identifies large-scale weather patterns in the grid of forecasts over a whole European and North Atlantic area; the ERA5 correction to site fits a Generalised Additive Model (GAM) to correct ERA5 wind speeds to more closely match the short history of observed site wind speeds. The site index model takes the S2S principal components as inputs and is trained to forecast a site-specific index given by the site data for the training set. The Ensemble Model Output Statistics step corrects any bias or dispersion problems with the ensemble of site index forecasts before forecasts are evaluated.

2.1. Data

ECMWF forecasts of key variables on a grid covering the North Atlantic and Europe region (80°N/−90°W/20°S/30°E) were downloaded via the S2S database (https://apps.ecmwf.int/datasets/data/s2s, accessed on 11 August 2021) [26]. New forecast runs are produced twice a week and all forecasts available since the 2019 model update were used, from June 2019 to May 2021. Forecast values were downloaded for horizons 0–42 days ahead in 24 h increments. In addition, the same horizons were downloaded for 20 years of hindcasts for each forecast date, i.e., for a forecast on 1 January 2020, the hindcast dates of 1 January 2019, 2018, etc., were also downloaded. This gave a set of hindcasts over the ‘hindcast times’ 1999–2019 and then a two-year set of forecasts over the ‘forecast times’ June 2019–May 2021. When forecasts were later averaged into weekly values, 1 week ahead included forecasts with horizon 1–7 days ahead, 2 weeks ahead included the 8–14 days ahead forecasts and so on.

Geopotential height and mean sea level pressure are the most common meteorological variables used to study S2S weather patterns as they describe large-scale atmospheric processes on these timescales [8–10,12,14]. In addition to this, we included other variables related to hub height wind speed as this is the most relevant height for most turbine maintenance work: any work in, or crane lifts to, the nacelle would use this height for the reference wind speed for safety limits. The average hub height for new onshore turbines is now 90 m [27]. The closest weather model variable to this would be 100 m wind speed, but as the S2S forecasts do not currently have a specific 100 m wind speed variable, several variables related to this (both 1000 and 925 hPa wind speeds and mean sea level pressure) were included as well as 10 m wind speed.

2.2. Site Wind Speed Data

In an ideal world, there would exist measured wind speed data for the site of interest at hub height, possibly at all turbine locations, and for the same time period (1999–2021) as for the ECMWF hindcasts and forecasts. However, very few wind farms have been operating this long and so measured wind farm datasets tend to be much shorter. Therefore, two approaches have been tested: first, we have used wind speed time series from the Met Office Integrated Data Archive System (MIDAS) dataset [28] for weather stations where a complete history over the time period is available. This allows assessment of the skill of the forecasts when trying to model measured wind speeds without extra simulated data.
However, the majority of these weather stations measure wind speed at 10 m as opposed to the much taller hub heights of turbines that are of interest. To also quantify the ‘real-life’ skill and usefulness of S2S forecasts, we also used ERA5 reanalysis data from the nearest grid point to selected wind farms and corrected this long time series with the shorter measured time series available from the site itself. A comparison of various reanalysis products for surface and near-surface wind speeds found that the ERA5 data provide the closest agreement with observations [29]. Both of the MIDAS and ERA5 datasets provide mean wind speeds at hourly resolution, allowing for not only the calculation and forecasting of weekly mean wind speed but also of other quantities such as the standard deviation of the hourly wind speed values across the week and metrics relating to specific wind speed thresholds—for example, the proportion of the time that the wind speed is below the safe threshold for work in the hub.

All eight wind farms assessed are in Scotland, with two single farms (WF 1 and 3) and two groups of three geographically close farms (2a, 2b, 2c and 4a, 4b, 4c). The four MIDAS stations selected are those geographically closest to these 4 areas that also recorded wind speed measurements for the required time period and are labelled numerically to match the wind farms (so MIDAS 1 is close to WF 1, etc.).

2.3. Initial Transformations and Corrections

The ERA5 wind speed time series $v_{\text{ERA5}}$ required correction to the site wind speeds $v_s$ through a GAM, with a cubic spline of the ERA5 wind speed along with a cyclical cubic spline ($f_c(\cdot)$) of the day of the year (doy) to account for seasonal variability:

$$v_s = f(v_{\text{ERA5}}) + f_c(\text{doy}) \quad . \quad (1)$$

This was implemented with the \texttt{gam} function from the \texttt{mgcv} package in R, using its default numerical optimisation method. The basis dimension of the splines, $k_s$, was checked with \texttt{gam.check} to ensure that it was sufficiently large. All available time points were used for training the GAM before predicting the corrected wind speed for all times in the hindcast and forecast sets. This correction is illustrated in Figure 2.

![Figure 2. ERA5 windspeeds compared to site wind speeds before and after correction. Shown for WF1.](image)

The first step in processing the raw S2S forecasts was to identify the large-scale patterns and atmospheric ‘modes’ present. Principal Component Analysis allows the reduction of multi-dimensional data to fewer dimensions, where the new components are all orthogonal and components account for a sequentially decreasing proportion of variance in the original data. If $D$ is a $t \times v$ matrix containing all the forecast values for a given variable with each spatial grid point in a separate column (normalised to zero mean) and each time point for a given forecast horizon in a separate row, the transformation matrix $F$ to produce the principal components will have dimensions $v \times v$ (or $v \times n$ if only the first $n$ components
are kept) and is made up of the column eigenvectors of the covariance matrix of $D$, such that the eigenvector corresponding to the largest absolute eigenvalue is in the first column and so on. Then, the transformed principal components $T$ are given by

$$T = DF. \quad (2)$$

The first $n$ columns of $T$ give the first $n$ principal components; $n$ was selected so the retained principal components explain 90% or more of the variance in the original data—this is typically 20–40 components for the weather variables used here. Since forecasts are not available for 100 m wind speed directly and several related weather variables are used instead, we have performed PCA on each of these separately, as well as a PCA with them all together, to determine the optimal approach. The zero-hour ahead forecasts for the hindcast times were used to fit the PCA transformation before it was applied to the 1–42 days ahead forecasts for all the available times (both hindcast and forecast times).

We can also use the ‘reverse’ transformation to project single principal components back onto ‘map’ space, using $TF^{-1} = D$, with $T$ being the $i$th eigenvector to obtain a map of the $i$th principal component. This allows us to observe the spatial patterns associated with the principal components, as seen in Figure 3.

![Figure 3. Principal components of 500 hPa geopotential height mapped back to geographical space, for January and July.](image-url)
2.4. Site-Specific Index Models

While the transformed Principal Component (PC) data now represent the main atmospheric patterns, this is still general to the whole North Atlantic–European region. Therefore, a model is needed to relate the whole-region regimes (represented by the PCs) to the local wind conditions at the site of interest. A similar approach was used by Alonzo et al. [10] with a polynomial regression model to generate site indices. Index models are trained for three different metrics, weekly mean wind speed, weekly standard deviation of wind speed and a ‘useful hours’ index tied to the safety limit for a given task.

Index forecasts for the hindcast time points are required for recalibration of the ensemble index forecasts (the Ensemble Model Output Statistics step), so we must produce out of sample index forecasts for the hindcast times as well as the forecast times. As such, cross-validation is used, where the 20-year hindcast dataset is broken into folds of 2 years each. Index forecasts for each fold of the hindcast times are generated by training on all the remaining hindcast data; however, the year immediately after the test fold is left out of the training folds as there can exist some long-term patterns or correlations in the atmospheric conditions. For example, to generate index forecasts for 2000–2001, all the remaining hindcast times apart from 2002 are used as the training set. To generate index forecasts for the forecast (as opposed to hindcast) times, the entire set of hindcasts is used as the training set. Models are fitted separately for each weekly forecast horizon and forecasts are made for each ensemble member.

2.4.1. Mean Wind Speed Index

Weekly mean wind speed is derived from the hourly wind speeds within the week \( \{w_T, w_{T+1}, \ldots, w_{T+168}\} \) and is defined as

\[
W_T = \frac{1}{168} \sum_{t=T}^{T+168} w_t
\]

for the week beginning \( t = T \). The forecast index of weekly mean wind speed is produced by fitting a linear model where the input features are the principal components of the weather variables. If the weekly mean of the \( i \)th principal component of the \( j \)th weather variable is denoted as \( \text{PC}(i, j) \),

\[
\hat{W}_T = \beta_0 + \sum_{j=1}^{3} \sum_{i=1}^{n} \beta_{ij} \text{PC}_T(i, j)
\]

A linear model is used to generate indices; as there are many input features (tens of PCs for 3–6 different weather variables), a Least Absolute Shrinkage and Selection Operator (LASSO) approach using regularisation for feature selection is used. This means that instead of finding the optimal \( \beta \) coefficients by purely minimising the squared errors, an additional penalty term proportional to the sum of the magnitudes of the \( \beta \) coefficients is added to the loss function:

\[
\min_{\beta} L_1 = \left( W - \beta_0 - \sum_{j=1}^{3} \sum_{i=1}^{n} \beta_{ij} \text{PC}(i, j) \right)^2 + \lambda \left( |\beta_0| + \sum_{j=1}^{3} \sum_{i=1}^{n} |\beta_{ij}| \right)
\]

This extra penalty serves to shrink the absolute size of coefficients, which introduces sparsity, and the value of \( \lambda \) determines the ‘severity’ of this penalty. This is optimised through nested cross-validation on the training set. While, in this model, formulation all the forecast inputs is derived from Principal Components, additional terms such as Fourier terms to model seasonality could also be included. Different configurations of inputs for the index model are tested: extra weekly features (weekly standard deviation, min and max of wind speed) are engineered and included as inputs; and the three weather variables related to 100 m wind speed are transformed into PCs separately to produce three sets of
PC, or all together in one transformation. The optimal configuration in terms of whether to group weather variables for the PC transformation, and whether to use extra features, was determined separately for each final index metric using the MIDAS dataset as the ‘real’ wind speeds and is given in Table 1. It is assumed that the relative performance of these different model configurations will be very similar when an index model is trained on the corrected ERA5 data instead of the MIDAS wind speed data, so the same optimal model configurations were used for the remainder of the work.

2.4.2. Variability Index

On the day of a maintenance activity, the measured hub (or crane) height wind speed is the deciding factor as to whether it is safe for a job to go ahead or not. However, when these activities are planned weeks ahead and in whole-week chunks, there is significant uncertainty in the mean wind speed forecast and information about the conditions within the week is lost. Two weeks could have the same mean wind speed while one contains very stable weather for the whole week and one varies between periods of very low and very high wind speeds within the week. Thus, a forecast of the variability of wind conditions within each week is also useful, giving another point of information to base decisions on. This may be particularly relevant when the mean wind speed forecast is close to the safety threshold for the given activity. Standard deviation is used as the measure of inter-week variability and is calculated from the hourly data for that week:

\[ S_T = \sqrt{\frac{\sum_{t=1}^{T+168} |w_t - W_T|}{168}}. \] (6)

Extra weekly features are derived from the hourly principal components, including weekly standard deviation PC(σ), weekly minimum PC(min) and weekly maximum PC(max). These are also included in the linear model as linear features with coefficients \( \gamma \), \( \delta \) and \( \epsilon \), respectively:

\[ \hat{S}_T = \beta_0 + \sum_{j=1}^{3} \sum_{i=1}^{n} \beta_{ij} PC_T(i,j) + \sum_{j=1}^{3} \sum_{i=1}^{n} \gamma_{ij} PC_T^{(\sigma)}(i,j) \]
\[ + \sum_{j=1}^{3} \sum_{i=1}^{n} \delta_{ij} PC_T^{(min)}(i,j) + \sum_{j=1}^{3} \sum_{i=1}^{n} \epsilon_{ij} PC_T^{(max)}(i,j). \] (7)

Regularisation in the form of a LASSO penalty shrinks coefficients, leading to a more sparse model. The LASSO penalty is applied to all \( \beta_{ij}, \gamma_{ij}, \delta_{ij} \) and \( \epsilon_{ij} \) coefficients in the same way.

2.4.3. Weather Window Indices

The third site index forecast produced links the weather conditions to a specific maintenance task of interest by forecasting the number of hours in the week that are safe to do that task. Each maintenance activity has a safe wind speed limit associated with it and takes a certain amount of time to perform. Therefore, we need a window of at least \( x \) hours where the wind speed is always below \( y \) \( \text{ms}^{-1} \) to perform a given activity. Two obvious metrics to measure this on a weekly basis would be the number of hours in the week below the wind speed threshold, or the number of weather windows in the week. However, there are pitfalls to both of these. Counting the total number of ‘safe’ hours in the week does not tell us anything about the length of weather windows available, so that 10 h below the wind speed threshold could mean a continuous block of 10 h available, or 10 separate blocks of 1 h windows, which is much less useful for a task that takes several hours. If we instead report the number of weather windows of a certain minimum time length, a value of 1 window in a week could mean a single window of the minimum time duration, or that the wind speed is below the threshold for the entire week; the second
of these scenarios would allow a lot more work to be done in practice than the first. The
final metric used is therefore a combination of these: the number of hours in the week
contained in a weather window of a certain minimum length. This way, every hour that is
counted is valuable for work as it is guaranteed to be in a usefully long window and there
is still a distinction between a single long and a single short weather window. This metric
does not differentiate between one long and several shorter windows, but the minimum
duration constraint ensures that each window counted is long enough for maintenance
activities to be performed in it. Thus, the two parameters defining the weather windows
(duration and wind speed threshold) are both determined by the maintenance activity of
interest. All weather windows are counted, regardless of whether they fall within the usual
working week (9–5 Monday–Friday) or not, as the decision to work at nights or weekends
will depend on other factors, including the urgency of the job and availability of staff to
work other hours. The number of useful hours metric \( H^{(p,q)}_t \) is the number of hours in the
week where wind speed is below \( p \) ms\(^{-1}\) for \( q \) hours or more at a time and is modelled as

\[
\hat{H}^{(p,q)}_t = \beta_0 + \sum_{j=1}^{3} \beta_{ij} T_{PC}(i,j) .
\]

As for the mean wind speed and variability indices, LASSO regularisation is employed
for feature selection.

| Variable (s) | PCs Kept | Features | Mean ws | Variability | Weather Window |
|--------------|----------|----------|---------|-------------|----------------|
| 500 hPa gph  | 20       | weekly mean, weekly sd, weekly min, max | ✓       | ✓           | ✓              |
| 10 m ws      | 40       | weekly mean, weekly sd, weekly min, max | ✓       | ✓           | ✓              |
| 100 m variables * | 20 | weekly mean, weekly sd, weekly min, max | ✓       | ✓           | ✓              |

2.5. Ensemble Model Output Statistics

The ECMWF S2S forecasts provide 51 ensemble members, generated through pertur-
bations to the initial conditions for the model run and the model physics. This encapsulates
uncertainty information about the forecast as well as simply the ‘best’ single forecast. How-
ever, there may still be bias, or over- or under-dispersion of the ensemble members, or
both. Ensemble Model Output Statistics (EMOS) aims to correct this to provide a final
unbiased, calibrated forecast. From Figure 4, we can see that the index forecasts have
virtually no bias, while a time series plot (Figure 5) shows that the ensemble members
are significantly under-dispersed—this is also shown by the U-shaped verification rank
histogram (Figure 6).
Figure 4. Weekly mean wind speed index forecast versus observed weekly mean forecast, for 2 weeks ahead forecasts at the MIDAS 4 station.

Figure 5. Time series of all individual ensemble member 2 weeks ahead index forecasts (light grey), overlaid with the actual weekly mean wind speeds (black). There is clear under-dispersion in the set of ensemble members.
In this work, the EMOS method used is similar to that in Schuhen et al. [30] and is based on the fitting of a parametric distribution to features of the ensemble members in the framework of a Generalised Additive Model of Location, Scale and Shape (GAMLSS) [31]—so all distributional parameters, not just the mean, can be modelled explicitly. The choice of parametric distribution to fit was aided by the R function `fitDist` from the `gamlss` package, which allows the fitting of a group of possible distributions with the optimal distribution having the lowest AIC score. In `fitDist`, all distributions are fit with constant values for all parameters; this is then used to select a distribution that more closely matches the overall distribution of the target variable. For the mean wind speed and variability indices, the set of ‘realplus’ distributions were considered, as wind speeds (and their standard deviations) may only take real positive values. The gamma distribution was found to most closely fit the real distribution of weekly mean wind speeds and variabilities so this was used as the base parametric distribution to fit the EMOS correction model (a GAMLSS). The gamma distribution has two parameters, location $\mu$ and scale $\sigma$. First, we define two metrics of the $K$ ensemble index forecasts $x_{k,t}$, their mean value $\bar{x}_t$ and mean difference $\bar{\Delta x}_t$.

\[
\bar{x}_t = \frac{1}{K} \sum_{k=1}^{K} x_{k,t} \tag{9}
\]

\[
\bar{\Delta x}_t = \frac{1}{K^2} \sum_{k=1}^{K} \sum_{k'=1}^{K} (x_{k,t} - x_{k',t}) \tag{10}
\]

The two gamma distribution parameters $\mu_t$ and $\sigma_t$ can then be modelled as functions of $\bar{x}$ and $\bar{\Delta x}$.

\[
\log(\mu_t) = \beta_{\mu,0} + \beta_{\mu,1} \bar{x}_t \tag{11}
\]

\[
\log(\sigma_t) = \beta_{\sigma,0} + \beta_{\sigma,1} \bar{x}_t + \beta_{\sigma,2} \bar{\Delta x}_t \tag{12}
\]

giving the final forecast distribution

\[
\hat{y}_t \sim \text{Gamma}(\hat{\mu}_t, \hat{\sigma}_t) \tag{13}
\]
The $\beta$ coefficients are estimated by maximum likelihood using the `gamlss` function and log link functions in Equations (11) and (12) to ensure positive values for $\mu_t$ and $\sigma_t$.

A different distribution was needed for the weather window index forecasts, as the number of available hours in a week is bounded at zero and 168. This can be normalised to span $[0,1]$ and will have probability masses on the bounds, as any week with a consistently high wind speed will have zero available hours and there are also weeks where the whole week is in a weather window. Therefore the zero and one inflated Beta distribution (BEINF) is chosen as the parametric distribution to fit in the EMOS stage for the weather window index forecasts. The BEINF distribution has 4 parameters, which in R are the location $\mu_t$, scale $\sigma_t$ and two parameters related to the amount of probability assigned at zero and one, $\nu$ and $\tau$. These are modelled as functions of the same ensemble mean $x_t$ and ensemble mean difference $\Delta x_t$ as in Equations (9) and (10):

$$\logit(\mu_t) = \beta_{\mu,0} + \beta_{\mu,1} x_t$$
$$\logit(\sigma_t) = \beta_{\sigma,0} + \beta_{\sigma,1} x_t + \beta_{\sigma,2} \Delta x_t$$
$$\log(\nu) = \beta_{\nu,0}$$
$$\log(\tau) = \beta_{\tau,0}.$$  

If the relations

$$a_t = \mu_t(1/\sigma_t - 1)$$
$$b_t = (\mu_t - 1)(\sigma_t - 1)/\sigma_t$$
$$p_0 = \nu/(\nu + \tau + 1)$$
$$p_1 = \tau/(\nu + \tau + 1)$$

are used to convert from location and scale parameters used in R to those more commonly used to describe the beta distribution and the boundary probabilities, the final forecast distribution is given by

$$\text{BEINF}(x|a_t, b_t, p_0, p_1) = p_0 \delta(x) + (1 - p_0 - p_1) f_B(x|a_t, b_t) + p_1 \delta(x - 1)$$  

where $0 \leq x \leq 1$ and $p_0 + p_1 \leq 1$.

2.6. Benchmark Climatology

It is important to benchmark any proposed method to be able to quantify its performance relative to other methods. For seasonal forecasts, the most common benchmark is climatology, where the forecast is an average of historic values for that particular time of year—in this case, the month of the year. We use the time points equivalent to the range of S2S hindcasts (i.e., 1999–2019) to produce the distribution of target values (e.g., weekly mean wind speed) for each month of the year—this is then the forecast climatology for the forecast times matching those for which we produce model forecasts from the S2S forecasts. Climatology forecasts are produced for both the MIDAS data and the corrected ERA5 site data so that S2S forecasts trained on each may be compared to climatology produced with the same data. Anecdotally, industry users who work on-site use their personal experience of past site conditions at different times of the year to inform their work and decisions—this could be described as an informal type of climatology-informed decision.

3. Results

3.1. Mean Wind Speed Forecasts Trained on MIDAS Data

Firstly, two main variations to the model configuration are tested: grouping the weather variables related to 100 m wind speed in one Principal Component transform, and calculating separate sets of PCs for each of these variables. Secondly, we have to choose the features derived from these PCs that are used as inputs to the index model: while PCs and MIDAS data/site measurements are of hourly resolution, index forecasts are produced for
weekly intervals. All model configurations take weekly mean values of the PCs as inputs, but it is also possible to provide other features such as weekly standard deviation and minima/maxima for each PC. This may be more relevant when modelling certain metrics such as measures of variability rather than mean values. All these modelling configurations were tested for all the MIDAS sites, with very similar results displayed at all sites and shown for one location in Figure 7. This and all following skill scores are calculated relative to climatology. This shows no significant difference in skill between model configurations, a result which holds across all the MIDAS sites. This initial evaluation of skill also indicates skill above zero up to and including three weeks ahead, which is promising. The metric of Pinball loss used to calculate these skill scores is a function of both the reliability and sharpness of the forecasts. However, a calibrated forecast with a slightly lower skill score is still preferable over a forecast with a better skill score but that is not calibrated. Calibration (or reliability) is displayed in Figure 8. This shows that all variations of the linear model tested display very similar reliability to each other. Since using the 100 m PCs together and not including extra features results in a faster runtime, this model is adopted for the weekly mean wind speed index. However, the extra features are always included for a variability index forecast as the extra features are directly related to inter-week variability, which is the target for this index. The exact features and numbers of principal components used are given in Table 1.

![Figure 7. Pinball skill score of weekly mean wind speed index, at MIDAS 1 and relative to climatology. The three index model configurations are with separate Principal Components, with extra weekly features (standard deviation, min and max) of the PCs inputs, and where all 100 m weather variables are transformed into PCs together. Error bars show 95% bootstrapped confidence intervals.](image-url)
3.2. Mean Wind Speed Forecasts Trained on ERA5 Data

It is assumed that the optimal model configurations for forecasts trained on MIDAS data (grouping 100 m wind-speed-related variables and including inter-week standard deviation as a feature for only the variability forecasts) also hold for forecasts trained on ERA5 data. The skill of the forecasts trained on corrected ERA5 data (for the actual wind farm sites) is presented grouped by location, with area 1 shown in Figure 9 and the remaining three areas in the Supplementary Materials. Forecasts with skill $0 < x < 0.15$ are described as ‘fair’, $0.15 < x < 0.3$ are ‘good’ and $x > 0.3$ are ‘very good’. This follows the descriptions for skill levels given by the S2S4E project’s decision support tool [3] (s2s4e-dst.bsc.es/#/ (accessed on 11 August 2021)); however, these are purely indicative based on expert judgement, and the skilfulness of a forecast depends on its usefulness in decision making. All the wind farm site forecasts show very good skill one week ahead, fair skill between 0.1 and 0.15 2 weeks ahead and continuing fair skill 3 weeks ahead. The ERA5 forecasts show similar skill to the MIDAS forecasts, with slight increases in skill over the MIDAS forecasts for areas 2 and 4 for the shorter horizons. Reliability diagrams for the MIDAS 1 site and area 1 (based on ERA5 data at WF1) are shown in Figures 10 and 11, respectively. On these plots, a perfectly reliable forecast would lie on the line $y = 0$. Both climatology and linear model forecasts are reliable across the forecast distribution, the only exception being some of the higher quantiles in the one week ahead linear model forecast. This horizon is not the main focus for S2S decision making and, typically, alternative data sources and forecasting methods (based on a standard NWP forecast) would be used for this shorter horizon, so this slight lack of calibration is not hugely important.

The Pinball skill scores shown in Figures 7 and 9 are an average of the Pinball score across the forecast distribution. However, there may be more skill relative to climatology in different parts of the distribution—for example, the centre vs. the tails. Climatology is calculated for both MIDAS and corrected ERA5 data so each index model is compared to climatology that has been produced from the same data. Figure 12 shows the skill for a 2 week ahead forecast for each quantile level of the distribution. This is still a skill score relative to climatology rather than absolute Pinball values, and shows that there is skill across the whole distribution, with only slightly decreased skill at the most extreme (q5 and q95) quantiles assessed.
Figure 9. Pinball skill score of weekly mean wind speed index relative to climatology. The forecasts labelled ‘WF 1’ are based on corrected ERA5 data for that wind farm. Error bars show 95% bootstrapped confidence intervals. MIDAS skill score is calculated relative to climatology of the MIDAS wind speed data and WF1 skill score is calculated relative to climatology of the corrected ERA5 data.

Figure 10. Reliability of weekly mean wind speed forecast at MIDAS 1. Intervals show 95% bootstrapped confidence bands.
For the geographically close groups of sites at areas 2 and 4, it is possible to share resources such as cranes, parts and people easily between sites. As such, it is useful to understand any correlations in forecast performance between these sites. For example, when forecasts are underpredicting at site A, what does this likely mean for forecast performance at site B? To examine this, the realisation value is passed through the inverse cumulative distribution function to obtain the forecast probability of this value occurring. These ‘realisation probabilities’ should be uniformly distributed if the forecasts are calibrated. Because they indicate where in the distribution the real value fell, they can show times of under- or over-forecasting. A scatter plot of these values shows the correlation in the forecast bias between neighbouring sites. Figure 13 shows strong positive correlations between sites,
indicating similar simultaneous forecast biases. The least strong correlations (site 4a with 4b and 4c) also correspond to the largest geographical distance between wind farms.

Figure 13. Scatter plots of realisation probabilities for neighbouring sites. The solid black line shows \( y = x \), i.e., perfect correlation in realisation probabilities, where the two sites are always under- or overforecast by the same proportion at the same times.

3.3. Variability Indices

The variability index is trained on the standard deviation of measured hourly wind speeds within the week. Figure 14 shows the skill of variability index forecasts for area 1. As for mean wind speed, the MIDAS-based and ERA5-based forecasts give very similar skill, except for area 2 at shorter horizons. In general, the skill of the variability forecasts is lower than that of mean wind speed forecasts for 1–2 weeks ahead forecasts; however, some skill persists to the longer (4–6 weeks ahead) horizons at all sites. Perhaps this is driven by a relationship between large-scale weather patterns and variability—for example, the NAO phase (the sea level pressure difference anomaly between Iceland and the Azores) is related to the number and strength of winter storms in Europe.

The reliability diagrams for variability forecasts again for both MIDAS (Figure 15) and ERA5 at the wind farm (Figure 16) show generally calibrated forecasts that do not display any consistent forecast bias or over- or under-dispersion. The one week ahead horizon again tends to show the greatest departure from perfect reliability. These observations apply to all locations, with the plots for other areas presented in the Supplementary Materials.
Figure 14. Pinball skill score of weekly variability (weekly standard deviation of hourly wind speeds) relative to climatology. The forecasts labelled ‘WF 1’ are based on corrected ERA5 data for that wind farm. Error bars show 95% bootstrapped confidence intervals.

Figure 15. Reliability of variability forecast at MIDAS 1. Intervals show 95% bootstrapped confidence bands.

3.4. Weather Window Indices and Economic Value of Forecasts

The weather window indices and subsequent cost-loss analysis are based on an example where a crane is needed for a maintenance task. The safe wind speed threshold for crane use depends on the crane model and object being lifted, but is assumed to be 7 ms\(^{-1}\) in this work (Exact limits are tied to the specific job and equipment and are set out in the ‘authorised work procedure’. Interviews with site operations teams indicated that typical crane lift limits are between 5 and 8 ms\(^{-1}\)). It is also assumed that a minimum of an 8 h window is needed to complete a maintenance task. As an indicative figure, in the 20 years
of hindcast data at one site, 50.8% of time points were below the 7 ms$^{-1}$ threshold. Of the 5003 unique weather windows, 2582 of them lasted 8 h or longer.

Figure 16. Reliability of variability forecast at WF1. Intervals show 95% bootstrapped confidence bands.

A fan plot of the weather window index (Figure 17) shows that the forecasts follow seasonal trends well and do also have some sensitivity to shorter-term spikes, although the forecast distribution is generally quite broad. The weather window index forecasts have very good skill at all sites for 1 week ahead, fair skill for 2–3 weeks ahead and some skill at most sites beyond that (Figure 18). All forecasts are calibrated across all horizons, with the exception of the 1 week ahead forecasts for the area 4 sites. Verification for WF1 is shown in Figure 19.

To perform a cost-loss calculation, the form of the losses incurred for the crane maintenance problem must be determined. It is assumed that any turbines that need to be fixed are currently not operational, so that losses consist of the lost energy whilst the turbine is down. Then, the expectation value of lost energy for the week can be calculated. An alternative assumption would be that the turbines can continue to operate before the repair, in which case lost energy is only incurred from the downtime while the repair takes place. The expected lost energy is given by

$$\int_0^1 L(x) p(x) \, dx$$

where $x$ denotes the number of useful window hours in the week, $L(x)$ is the loss function and $p(x)$ is the forecast distribution. $L(x)$ represents the losses incurred when a turbine is not fixed; in this case, this is assumed to be the value of lost energy. To calculate this, the hourly resolution site wind speeds are passed through a turbine power curve before being summed into a value for weekly lost energy per turbine. Figure 20 shows the relationship between the number of useful hours $x$ and the lost energy for that week $L(x)$. This relationship is modelled as quadratic, so the loss function becomes

$$L(x) = ax^2 + bx + c$$

and the expected lost energy (Equation (20)) becomes

$$\int_0^1 \left(ax^2 + bx + c\right) \left(p_0 \delta(x) + (1 - p_0 - p_1) f_B(x|\alpha, \beta) + p_1 \delta(x - 1)\right) \, dx$$

where $f_B$ is the beta distribution with parameters $\alpha, \beta$, and $\delta(x)$ is the Dirac delta function centred at 0. Using the properties $\int_{x_1}^{x_2} f(x) \delta(x - a) = 0$ when $a \leq x_1$ or $a \geq x_1$ and the
recursion relation for the beta function $B(\alpha + 1, \beta) = \alpha / (\alpha + \beta) B(\alpha, \beta)$, Equation (22) evaluates to

$$(1 - p_0 - p_1) \left[ a \frac{\alpha_t (\alpha_t + 1)}{(\alpha_t + \beta_t) (\alpha_t + \beta_t + 1)} + b \frac{\alpha_t}{\alpha_t + \beta_t} + c \right].$$ \hfill (23)

Here, $a$, $b$ and $c$ are estimated from a quadratic fit to the relationship shown in Figure 20. $\mu_t$, $\sigma_t$, $\nu$ and $\tau$ are the BEINF parameters estimated through GAMLSS model fitting following Equations (14)–(17) and are then converted to $p_0$, $p_1$, $\alpha_t$ and $\beta_t$ using the relations in Equation (18).

**Figure 17.** (a) Fan plot of 2 weeks ahead weather window index forecasts. (b) Time series of realisation probabilities for the same forecasts as (a).

Figure 21 shows the various possible scenarios, given that three turbines need to be repaired. The expected cost from not hiring the crane includes the lost energy for the week plus a terminal penalty given by the average energy loss in subsequent weeks before the next opportunity to repair all remaining turbines. If a crane is hired, there are several different numbers of turbines that could be fixed depending on the actual weather conditions that week. The end cost of a scenario where $n$ turbines are fixed and $m$ turbines remain down is the cost of energy for the portion of the week before the $n$ turbines are fixed, plus the lost energy for the entire week for the $m$ turbines that are not fixed, plus the cost of the crane, plus a final terminal penalty of the average energy loss in subsequent weeks before the next opportunity to repair the $m$ remaining turbines. The overall expected
cost of hiring the crane is the sum of these scenarios, weighted by their probabilities of occurrence. These probabilities of occurrence are derived from the forecast distribution of $x$, the number of useful hours in the week. Then, a decision on whether to hire a crane may be made, based on which option has the lowest expected cost given the forecast. This decision is sensitive to two costs: the cost of crane hire and the cost of lost power production, which depends on the electricity price. The expected costs of hiring or not hiring are plotted in Figure 22. All points below the $y = x$ line represent times where hiring a crane is cheaper than not hiring one.

Figure 18. Pinball skill score of weather window index relative to climatology for area 1. Error bars show 95% bootstrapped confidence intervals.

Figure 19. Reliability of weather window index forecast at WF1. Intervals show 95% bootstrapped confidence bands.
Figure 20. Relationship between number of hours in a weather window and weekly total lost energy at WF1. Both axes are normalised by their maximum (i.e., number of hours in a week and maximum weekly energy output).

Figure 21. Flowchart of crane hire decision and resulting costs, assuming that three turbines are broken. The week starts at time $t = 0$ and ends at time $t = w$. $E$ is the expected cost of lost energy for one turbine for the whole week, given the weather window index forecast (see Equations (20)–(23)). $C$ denotes the cost of crane hire for the week, $J$ denotes the job time for repair of one turbine and $T_m$ is a terminal cost representing the average energy loss in subsequent weeks before the next opportunity to repair the $m$ unfixed turbines. $x$ is the number of useful hours. Where one or more turbines are repaired, the times of repair are assumed to be divided evenly throughout the week.
At very high electricity prices, the expected cost of lost energy is always greater than the expected costs incurred if a crane is hired (the curve in Figure 22 is shifted so that it lies entirely below the \( y = x \) line), so the decision is always to hire the crane. Conversely, at very low electricity prices, the cost of lost energy is much less than the cost of the crane and so it is never beneficial to hire the crane. In reality, there may be other contractual penalties for failure to repair any turbines but this is not included in the cost-loss model used here, as the financial cost of this may be linked to the maintenance of the whole wind farm across a whole season rather than individual maintenance decisions. For the cost-loss model in this example, for a given crane hire cost, there exists a range of electricity prices, where the decision to hire or not hire depends on the forecast number of useful hours in the week (equally, for a set electricity price, there would be a range of crane hire prices where this also holds). The range of electricity prices where the decision to hire or not hire a crane is sensitive to the forecast number of useful hours is shown in Figure 23. Further analysis is based on WF3, where the range of electricity prices is the greatest.

The true cost of crane hire decisions is evaluated by comparison to what the actual weather would have allowed. The number and timings of actual weather windows in the ERA5 site wind speed data give the first available times that each turbine may be fixed and the corresponding actual lost energy before those times. Then, the ‘actual’ cost of hiring or not hiring can be calculated. The total cost calculated assumes that there are always either two or three turbines down, across all 200 weeks evaluated. However, in reality, this scenario will only apply for a portion of weeks, and the more relevant metrics are the number of turbines fixed and the average cost per turbine. These metrics are shown in Table 2 and plotted in Figures 24 and 25, respectively. As might be expected, the total number of turbines fixed increases with the electricity price as the decision to hire a crane is made a higher proportion of the time when the cost of lost energy is higher. There is no clear difference in the number of turbines fixed between decisions based on climatology or the S2S index forecasts. Again, there is little difference between climatology or S2S forecasts in cost per turbine, apart from at the lowest electricity price considered, where no turbines
were fixed under climatology. Above £60/MWh for three turbines or £90/MWh for two turbines, the cost per turbine is relatively stable. Comparing the decisions made at each timestamp by the climatology or S2S index forecasts, both forecasts made the same hiring decision at 189 of the 200 weeks analysed, which perhaps explains why the costs associated with both forecasts are so similar.

Figure 23. Range of electricity prices at each site, where crane hire decision is sensitive to the forecast number of weather window hours, for either 2 or 3 turbines down. Marker shows the median price and whiskers show the minimum and maximum electricity prices where the hire decision is sensitive to the forecast.

Figure 24. Number of turbines fixed when index forecasts or climatology forecasts are used to make crane hiring decision, dependent on electricity price, at WF3. Error bars show 95% bootstrapped confidence intervals.
Table 2. Results of cost-loss analysis for a range of electricity prices at WF3, for the 2 weeks ahead forecasts. The cost per turbine includes both crane hire cost and the cost of lost energy before turbines were fixed. Number of turbines fixed is assuming ‘N turbines down’ needed repair for every week in the 2-year forecast period.

| N Turbines Down | Electricity Price £/MWh | N Fixed (Index Model) | £/Turbine (Index Model) | N Fixed (Climatology) | £/Turbine (Climatology) |
|-----------------|-------------------------|-----------------------|------------------------|-----------------------|------------------------|
| 2               | 75                      | 19                    | 110,900                | 0                     | -                      |
| 2               | 80                      | 63                    | 35,980                 | 34                    | 68,090                 |
| 2               | 85                      | 107                   | 22,610                 | 150                   | 17,470                 |
| 2               | 90                      | 172                   | 15,100                 | 204                   | 13,480                 |
| 2               | 95                      | 210                   | 13,450                 | 204                   | 13,830                 |
| 2               | 100                     | 246                   | 12,300                 | 238                   | 12,530                 |
| 2               | 105                     | 268                   | 11,890                 | 238                   | 12,800                 |
| 2               | 110                     | 286                   | 11,600                 | 274                   | 12,050                 |
| 2               | 115                     | 314                   | 10,860                 | 274                   | 12,270                 |
| 2               | 120                     | 328                   | 10,660                 | 336                   | 10,580                 |
| 3               | 48                      | 24                    | 73,300                 | 0                     | -                      |
| 3               | 52                      | 121                   | 17,320                 | 91                    | 22,340                 |
| 3               | 56                      | 229                   | 10,380                 | 273                   | 9330                   |
| 3               | 60                      | 337                   | 8220                   | 351                   | 8000                   |
| 3               | 64                      | 381                   | 7940                   | 351                   | 8200                   |
| 3               | 68                      | 426                   | 7608                   | 405                   | 7850                   |
| 3               | 72                      | 477                   | 7170                   | 447                   | 7520                   |

Figure 25. Cost of crane hire and lost energy when index forecasts or climatology forecasts are used to make hiring decision, for a range of electricity prices, at WF3. Error bars show 95% bootstrapped confidence intervals.

4. Conclusions

Forecasts of weekly mean wind speed, weekly wind speed variation and number of useful work hours within the week have been shown to be skilful on S2S timescales. Mean wind speed forecasts showed skill out to three weeks ahead. Variability forecasts had lower skill for one or two week horizons, but retained fair skill out to 6 weeks ahead. A new ‘weather window index’ of the number of useful hours in a week was proposed to inform
activity-specific decision making—for example, crane hire. These weather window index forecasts showed very good skill one week ahead and fair skill out to 6 weeks. A cost-loss model was implemented to determine the economic benefit of forecasts, but found little difference between the decisions made under climatology and the decisions made by the S2S forecasts.

Training forecasts on reanalysis data corrected to the site showed no significant worsening in forecast skill compared to forecasts trained on a long measured time series of MIDAS data. When correcting reanalysis data to site measurements, accounting for seasonal variations improves the corrected time series by 0.8%. Due to the lack of 100 m wind speed variable in the ECMWF S2S forecasts, several weather variables related to 100 m wind speed were used in place. Performing one principal component analysis on all these variables together had little effect on the final forecast skill but improved computation times by decreasing the number of model inputs. A linear model with regularisation was used to generate site-specific index forecasts at weekly resolution; including standard deviation, min and max of all principal components (the input features to this model) as well as mean gave no improvement in mean wind speed forecast but was included for variability forecasts. Index forecasts were generated for each ensemble member, before EMOS was applied to correct for the under-dispersion seen in the ensemble.

Original contributions of this work include:

- A comparison between forecasts generated with a complete measured time series and those using reanalysis data corrected with a limited history of site data. This bridges the gap between common methods for desk-based studies and those necessary to apply models to real-world sites.
- Determination of the skill of S2S forecasts across three different metrics that are relevant for maintenance planning.
- Implementation of a cost-loss model and investigation of the sensitivity of hiring decisions to electricity prices.

To further extend this work, it would be beneficial to investigate the performance of other models to produce the index forecasts, especially non-linear models such as GAMLSS or gradient boosted trees that can also learn interactions between input features. Besides the simple linear model used here or a polynomial regression approach [10], no other types of model have been explored for this purpose. Further feature engineering could also prove beneficial. Weather window index forecasts were only generated for one wind speed threshold and weather window length. The safe limit for work in the hub is much higher and therefore ‘unsafe’ times will form a much smaller proportion of the dataset in this case; it would be interesting to explore how this affects the skill of the weather window forecasts and how this translates to decision making. Additionally, whole-site servicing campaigns require many individual but possibly interdependent decisions to be made. Allowing the sharing of resources between sites also adds complexity, as well as opportunities for cost reduction that were not considered here. Whole-campaign planning would also lend itself more easily to the inclusion of contractual penalties in the cost-loss model. The calculation of expected lost energy could also be improved by modelling the relationship between useful hours and lost energy (Figure 20) as heteroscedastic, although a careful choice of distribution would be needed to evaluate the subsequent integration exactly without numeric integration.
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Abbreviations

The following abbreviations are used in this manuscript:

| Abbreviation | Description |
|--------------|-------------|
| EA           | East Atlantic |
| EAWR         | East Atlantic Western Russia |
| ECMWF        | European Centre for Medium-range Weather Forecasts |
| EMOS         | Ensemble Model Output Statistics |
| GAM(LSS)     | Generalised Additive Model (for Location, Scale and Shape) |
| LASSO        | Least Absolute Shrinkage and Selection Operator |
| MIDAS        | Met Office Integrated Data Archive System |
| MJO          | Madden–Julian Oscillation |
| NAO          | North Atlantic Oscillation |
| NWP          | Numerical Weather Prediction |
| PCA          | Principal Component Analysis |
| S2S          | Subseasonal-to-Seasonal |
| S2S4E        | Subseasonal-to-Seasonal Forecasting for Energy |
| SCA          | Scandinavian-pattern |
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