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Abstract. We extend the model-free Data-Driven computing paradigm to solids and structures that are stochastic due to intrinsic randomness in the material behavior. The behavior of such materials is characterized by a likelihood measure instead of a constitutive relation. We specifically assume that the material likelihood measure is known only through an empirical point-data set in material or phase space. The state of the solid or structure is additionally subject to compatibility and equilibrium constraints. The problem is then to infer the likelihood of a given structural outcome of interest. In this work, we present a Data-Driven method of inference that determines likelihoods of outcomes from the empirical material data and that requires no material or prior modeling. In particular, the computation of expectations is reduced to explicit sums over local material data sets and to quadratures over admissible states, i.e., states satisfying compatibility and equilibrium. The complexity of the material data-set sums is linear in the number of data points and in the number of members in the structure. Efficient population annealing procedures and fast search algorithms for accelerating the calculations are presented. The scope, cost and convergence properties of the method are assessed with the aid of selected applications and benchmark tests.

1. Introduction

Some classes of materials exhibit behavior that is intrinsically random. A compelling example is set forth by brittle materials with random tensile strength [1]. Structural members made of such materials may fail – and lose their load-bearing capacity altogether – at tensile stresses that are sensitive to critical flaws in the material. Since such flaws have random geometry, the tensile strength of the material is likewise random (cf., e.g., refs. [2, 3] concerning the example of carbon fibers). In addition, empirical material data may be noisy due to experimental measurement error and scatter. This observational noise may be reduced by improving the precision of the experimental measurements. By contrast, the intrinsic randomness of the material is not eliminated by removing observational noise.

The behavior of random materials is characterized by a likelihood measure instead of a constitutive relation. In principle, any local material state \((\epsilon_e, \sigma_e)\) is possible, albeit with varying likelihood. For

![Figure 1: Brittle material with random tensile strength, member \(e\) of the structure.](image)

a) Local material likelihood function \(L_{D,e}\) providing the likelihood that the local material state \((\epsilon_e, \sigma_e)\) be on the unfailed and failed branches of the local material set, respectively. b) Empirical local likelihood measure \(\mu_{D,e}\) sampled from \(L_{D,e}\).
instance, for a brittle material with random tensile strength undergoing monotonically increasing strains, the stress may take values in anyone of two branches, corresponding to a failed or un-failed material, with respective likelihoods determined by the distribution of tensile strength, Fig. 1a.

In addition, local stresses and strains in solids and structures are subject to compatibility and equilibrium constraints. These field constraints are known exactly, though the loading may also be random in some applications. The inference problem is then to determine the likelihood of structural outcomes of interest when the states of the structure are required to be admissible, in the sense of satisfying compatibility and equilibrium, and the material is characterized by a given material likelihood measure.

However, the requisite material likelihood measures are often unknown exactly and characterized only partially through empirical material data, Fig. 1b. A common response to that challenge is to model the empirical material data, e.g., by assuming the existence of an underlying reduced manifold in phase space masked by noise obeying a prespecified prior distribution. However, in general no such reduced manifold may exist and the form of the prior may be unknown and subject to surmise, which inevitably introduces modeling bias and uncertainty and may prevent convergence with respect to the empirical data altogether [4].

For instance, for brittle materials with random tensile strength the material states may occupy one of two branches, corresponding to a failed or un-failed material, and no single-valued stress-strain relation exists, Fig. 1a. In addition, in approaches based on Bayesian statistics (cf., e.g., [5] for a review) it is common to presume a certain class of priors, most commonly Gaussian [6, 7], which may not contain the actual likelihood function of the material. For instance, if the tensile strength of a brittle material obeys a Weibull distribution (cf., e.g., [8, 9] for the example of carbon fibers), methods assuming a Gaussian prior inevitably converge to the wrong answer with increasing sample size.

In this work, we present an alternative method of inference that determines likelihoods of outcomes directly from the empirical material data and requires no material or prior-distribution ansätze. We begin by ‘thermalizing’ the data, which effectively replaces the empirical material likelihood by a sum of Gaussians of a certain width [10]. The thermalized likelihoods also follow variationally by minimizing a regularized Kullback-Leibler divergence [11, 12, 13] from the empirical material likelihood. Likewise, an optimal annealing schedule follows variationally by minimizing the regularized Kullback-Leibler divergence with respect to temperature. The sequence of thermalized likelihoods thus obtained is then used to approximate expectations of outcomes. In this manner, the computation of expectations is reduced to explicit sums over local material data sets and quadratures over admissible states, i.e., states satisfying compatibility and equilibrium. When restricted to the computation of maximum-likelihood outcomes, the present approach reduces to the minimum-distance (min-dist) Data-Driven method of [14] in the deterministic case with uniform data convergence, and to the maximum-entropy (max-ent) Data-Driven method of [15] in the case of noisy data with outliers.

It bears emphasis that, in the present Data-Driven approach, expectations are computed directly from the material data and that no material model or prior distribution need to be contrived at any point of the calculations. The complexity of the Data-Driven inference calculations is linear in the number of material data points and in the number of members in the structure or Gauss points in the solid. We formulate efficient population annealing procedures and fast-search algorithms for accelerating calculations further. Specifically, the population annealing algorithm reduces the complexity of the calculations and it renders it linear in the size of the material data-point population. The calculations are further accelerated by recourse to a hierarchical $k$-means algorithm for the computation of the annealing energy with limits on the number backtracking operations.

The convergence properties of the method with respect to the empirical data are assessed with the aid of selected applications and benchmark tests, including a standard verification test based on Gaussian material data, brittle materials exhibiting random tensile strength, and a simple lightweight space structure. Robust convergence of posterior distributions is obtained in these tests, consistent with quantitative error estimates derived from analysis [10, 15]. The ability of the proposed Data-Driven method of inference to deal effectively with general material data sets and complex behavior without need for models, hypotheses or assumptions is quite remarkable. The numerical tests additionally attest to feasibility of the calculations and the effectiveness of acceleration methods such as population annealing and hierarchical $k$-means searches.
2. The inference problem

We consider finite-dimensional systems comprising \( m \) components whose state is characterized by two work-conjugate fields \( \epsilon \equiv \{ \epsilon_e \in \mathbb{R}^d, e = 1, \ldots, m \} \) and \( \sigma \equiv \{ \sigma_e \in \mathbb{R}^d, e = 1, \ldots, m \} \). We refer to the space of pairs \( Z_e = \{ z_e \equiv (\epsilon_e, \sigma_e) \in \mathbb{R}^d \times \mathbb{R}^d \} \) as the local phase space of component \( e \), and \( Z = Z_1 \times \cdots \times Z_m = \mathbb{R}^{N \times N}, \) \( N = md \), as the global phase space of the system. We suppose that a suitable norm is defined in \( Z \), e. g.,

\[
\| z \| = \| (\epsilon, \sigma) \| = \left( \sum_{e=1}^{m} w_e \left( \mathbb{C}_e \epsilon_e \cdot \epsilon_e + \mathbb{C}_e^{-1} \sigma_e \cdot \sigma_e \right) \right)^{1/2},
\]

where \( w_e > 0 \) are weights and \( \mathbb{C}_e \in \mathbb{R}^{d \times d} \) are positive definite symmetric matrices, \( e = 1, \ldots, m \).

**Example 2.1** (Trusses). We illustrate the essential structure of discrete field theories by means of the simple example of truss structures. Trusses are assemblies of bars that deform in uniaxial tension or compression. The bars are articulated at common joints, or nodes, that act as hinges, i. e., cannot transmit moments. Trusses are examples of connected networks that obey conservation laws. Other examples in the same class include electrical circuits, pipeline networks, traffic networks, and others.

The material behavior of a bar \( e \) is characterized by a particularly simple relation between uniaxial strain \( \epsilon_e \) and uniaxial stress \( \sigma_e \). Thus, in this case the local phase spaces are \( Z_e = \mathbb{R} \times \mathbb{R} \). These local states are subject to the following laws:

i) Compatibility: Suppose that bar \( e \) is connected to nodes \( a \) and \( b \). Then, the strain in the bar is

\[
\epsilon_e = \frac{u_b - u_a}{L_e} \cdot d_e,
\]

where \( L_e \) is the length of the bar and \( d_e \) is the unit vector pointing from \( a \) to \( b \).

ii) Equilibrium: Let \( S_a \) be the star of an unconstrained node \( a \), i. e., the collection of members connected to \( a \). Then, we must have

\[
\sum_{e \in S_a} \sigma_e d_e A_e + f_a = 0,
\]

where \( A_e \) is the cross-sectional area of bar \( e \) and \( f_a \) is the force applied to node \( a \). □

2.1. The constraint set of admissible states. The above example shows that the state of the system is subject to linear constraints of the general form

\[
\sum_{e=1}^{m} w_e B_e^T \sigma_e = f, \quad \epsilon_e = B_e u + g_e, \quad e = 1, \ldots, m,
\]

where \( u \in \mathbb{R}^n \) is the array of degrees of freedom of the system, \( w_e \) are positive weights, \( B_e \in \mathbb{R}^{d \times n} \) is a discrete gradient operator, \( B_e^T \) is a discrete divergence operator, \( f \in \mathbb{R}^n \) is a force array resulting from distributed sources and Neumann boundary conditions and the arrays \( g_e \in \mathbb{R}^d \) follow from Dirichlet boundary conditions. The constraints (4) are material independent and define an affine subspace \( E \) of \( Z \), the constraint set. The constraint set \( E \) encodes all the data of the problem, including geometry, loading and boundary conditions. The constraints (4) can also be expressed in matrix form as

\[
B^T \tau = f \quad \text{and} \quad \epsilon = Bu + g
\]

with \( B = (B_1, \ldots, B_m) \in \mathbb{R}^{N \times n}, \epsilon = (\epsilon_1, \ldots, \epsilon_m) \in \mathbb{R}^N, \tau = (w_1 \sigma_1, \ldots, w_m \sigma_m) \in \mathbb{R}^N \) and \( g = (g_1, \ldots, g_m) \in \mathbb{R}^N \).

We note that the affine space \( E \) defined by the constraints (5) is a translate of the linear space \( E_0 \) defined by the homogeneous constraints

\[
B^T \tau = 0 \quad \text{and} \quad \epsilon = Bu.
\]

Evidently, \( E_0 = E_e \times E_\sigma \), where \( E_e \) is the linear space defined by (6b) and \( E_\sigma \) is the linear space defined by (6a). Therefore, we have

\[
\dim(E_0) = \dim(E_e) + \dim(E_\sigma) = \dim(\operatorname{Im}(B)) + \dim(\operatorname{Ker}(B^T)) = N.
\]
Since $Z = \mathbb{R}^N \times \mathbb{R}^N$, it follows that the constraint set $E$ is an affine subspace of $Z$ of dimension $N$ and co-dimension $N$.

This observation characterizes the structure and dimensionality of the phase space $Z$ and of the subspace $E$ of all admissible states in $Z$, or constraint set, i.e., the set of all the states that satisfy the conservation laws $[\mathbb{C}]$. To wit, the phase space has the conventional dual structure $Z = \mathbb{R}^N \times \mathbb{R}^N$ of work-conjugate pairs, whereas the constraint set $E$ is a linear subspace of $Z$ of dimension $N$ and co-dimension $N$. This structure is particular to systems obeying conservation laws and sets them apart from other applications in data science where the data is heterogeneous and unstructured.

2.2. Material characterization. We assume that the material behavior is inherently random and characterized by a positive, continuous, likelihood function $L_D(y)$ representing the likelihood of observing a material state $y \in Z$, cf. Fig. [I]. Since material behavior is not localized to a bounded region of phase space in general, the material likelihood function $L_D$ contains infinite mass and cannot be normalized to define a probability density. The function $\Phi_D(y) = -\log L_D(y)$ is the corresponding potential.

Example 2.2 (Local material behavior). Material behavior is often local and can be characterized over each member phase space $Z_e = \mathbb{R}^d \times \mathbb{R}^d$ by a local material likelihood function $L_{D,e} \in \mathcal{M}(Z_e)$. Assuming that the behavior of the members is independent, then the global likelihood function is

$$L_D = L_{D,1} \times \cdots \times L_{D,m},$$

and the global potential is

$$\Phi_D = \Phi_{D,1} + \cdots + \Phi_{D,m}.$$  

Likelihood functions need not be integrable and do not define a probability density in general. For instance, suppose that the local behavior is characterized by a sliding Gaussian of the form, cf. Fig. [I].

$$L_{D,e}(y_e) = \exp \left( -\frac{w_e}{2s^2} \| \sigma_e - \mathbb{C}_e \epsilon_e \|^2 \right)$$

where $y_e = (\epsilon_e, \sigma_e) \in Z_e$ and the parameter $s > 0$ measures the width of the distribution. The global likelihood function is, then,

$$L_D(y) = \exp \left( -\frac{1}{2s^2} \sum_{e=1}^m w_e \| \sigma_e - \mathbb{C}_e \epsilon_e \|^2 \right), \quad \| \sigma_e \|^2 = \mathbb{C}_e^{-1} \sigma_e \cdot \sigma_e,$$

$y = (\epsilon, \sigma)$. Equivalently,

$$L_D(y) = \exp \left( -\frac{1}{2s^2} \left( \| \epsilon \|^2 + \| \sigma \|^2 - 2 \sigma \cdot \epsilon \right) \right),$$

with

$$\| \epsilon \|^2 = \sum_{e=1}^m w_e \mathbb{C}_e \epsilon_e \cdot \epsilon_e, \quad \| \sigma \|^2 = \sum_{e=1}^m w_e \mathbb{C}_e^{-1} \sigma_e \cdot \sigma_e, \quad \sigma \cdot \epsilon = \sum_{e=1}^m w_e \sigma_e \cdot \epsilon_e,$$

or

$$L_D(y) = \exp \left( -\frac{1}{2s^2} \left( \| y \|^2 - 2 \sigma \cdot \epsilon \right) \right)$$

in the norm $[\mathbb{I}]$. Evidently, $L_{D,e}$ decays away from the centerline $D_e = \{ \sigma_e - \mathbb{C}_e \epsilon_e \}$ but is constant along the line. Hence,

$$\int_{Z_e} L_{D,e}(y_e) dy_e = +\infty,$$

and neither $L_{D,e}(y_e)$ nor $L_D(y)$ can be normalized. \hfill \Box

2.3. Classical inference. If the constraint set $E$ and the material likelihood function $L_D$ are fully known, cf. Fig. [I], the expectation of any quantity of interest, represented by a bounded continuous function $f \in \mathcal{C}_b(Z)$, is simply given by

$$\mathbb{E}[f] = \frac{\int_{E} f(z) L_D(z) dz}{\int_{E} L_D(z) dz},$$

which fully characterizes the response of the system in the sense of probability.
Example 2.3 (Random trusses). Consider a truss such as defined in Example 2.1 with material behavior characterized by the likelihood function (11). In addition, we metrize phase space by means of the Euclidean norm ||·||. We begin by parameterizing the constraint space $E$. Recall that $m$ is the number of members of the truss, $Z = \mathbb{R}^m \times \mathbb{R}^m$ is the phase space and $n < m$ the number of unconstrained degrees of freedom. Let $l = m - n$ and $A \in \mathbb{R}^{m \times l}$ the matrix whose columns define a basis of $\text{Ker}(B^T)$. Further, we define the matrix of Gauss point volumes as $W = \text{diag}(w_1, \ldots, w_m)$. Suppose non-degeneracy in the sense that $\sigma$ satisfies the equilibrium condition $B^T W \sigma = 0$ if and only if there is $v \in \mathbb{R}^l$ such that

$$\sigma = W^{-1} Av.$$ 

We may thus regard $v$ as a discrete Airy potential and $A$ as a discrete Airy operator. In addition, suppose that $\epsilon$ satisfies the compatibility condition $A^T \epsilon = 0$ if and only if there are displacements $u$ such that $\epsilon = Bu$. Then, the constraint set $E_0$ through the origin, corresponding to $f = 0$ and $g = 0$, admits the representation

$$E_0 = \{ (\epsilon, \sigma) \in Z = \mathbb{R}^m \times \mathbb{R}^m : \epsilon = Bu, \ u \in \mathbb{R}^n; \ \sigma = W^{-1} Av, \ v \in \mathbb{R}^l \}.$$ 

The general constraint set is then the translation

$$E = Z_0 + E_0, \quad Z_0 = (\epsilon_0, \sigma_0), \quad \epsilon_0 = g, \quad B^T W \sigma_0 = f.$$ 

We verify that the dimension of $Z$ is $2N = 2m$ and the dimension of $E$ is $N = m + l$. We may regard $(u, v) \in \mathbb{R}^n \times \mathbb{R}^l$ as a set of coordinates parameterizing $E$. In this representation, the posterior likelihood function takes the form

$$L(u, v) = L_D(Bu + \epsilon_0, W^{-1} Av + \sigma_0),$$ 

where we write $L_D(\epsilon, \sigma)$ for the material likelihood function. The corresponding posterior probability functions then follows by normalization of $L(u, v)$. For instance, if $L_D$ is of the form (12), representation (20) gives

$$L(u, v) = \exp \left( -\frac{1}{2s^2} \left( \|Bu + \epsilon_0\|^2 + \|W^{-1} Av + \sigma_0\|^2 - 2(W^{-1} Av + \sigma_0) \cdot (Bu + \epsilon_0) \right) \right),$$ 

or, using the orthogonality properties of $A$ and $B$,

$$L(u, v) = \exp \left( -\frac{1}{2s^2} \left( \|Bu + \epsilon_0\|^2 + \|W^{-1} Av + \sigma_0\|^2 - 2W^{-1} Av \cdot \epsilon_0 - 2\sigma_0 \cdot Bu \right) \right).$$ 

From the properties of Gaussian integrals, the expected values $(\bar{u}, \bar{v})$ of the coordinates $(u, v)$ are obtained by minimizing the potential $\Phi = -\log(L)$, with the result,

$$(23a) \quad \bar{u} = (B^T W CB)^{-1} B^T W (\sigma_0 - C \epsilon_0),$$
$$(23b) \quad \bar{v} = (A^T W^{-1} C^{-1} A)^{-1} A^T (\epsilon_0 - C^{-1} \sigma_0),$$

which are computed by inverting the stiffness and compliance matrices of the truss, $B^T W CB$ and $A^T W^{-1} C^{-1} A$, respectively, with $C = \text{diag}(C_1, \ldots, C_m)$. The posterior probability density then follows as

$$L(u, v) = \sqrt{\det(B^T W CB / 2\pi s^2)} \sqrt{\det(A^T W^{-1} C^{-1} A / 2\pi s^2)} \times$$

$$\exp \left( -\frac{1}{2s^2} \left( (B^T W CB)(u - \bar{u}) \cdot (u - \bar{u}) + (A^T W^{-1} C^{-1} A)(v - \bar{v}) \cdot (v - \bar{v}) \right) \right),$$

which provides a full account of the probability of outcomes.

2.4. Approximation by empirical data. Suppose, contrariwise, that, as in commonly the case in practice, the material likelihood function $L_D$ is known only approximately through a sequence of empirical samples, e. g., drawn from experimental measurements, consisting of point-data sets $P_h = \{ y_{h,i} \mid i = 1, \ldots, M_h \} \subset Z$, $h = 0, 1, \ldots$, of size $M_h$, cf. Fig. 1b. We additionally associate with each discrete data point a certain likelihood $c_{h,i} \in [0, 1]$ accounting, e. g., for experimental reliability and scatter 135. Thus, $c_{h,i} = 1$ for a data point $y_{h,i}$ that is sure to be free of experimental error, whereas $c_{h,i} < 1$ if the experimental measurements show scatter or are of questionable provenance. For every material point-set $P_h$, we consider discrete expectations of the general form
Kullback-Leibler (KL) divergence \[11, 12\] is a continuous function representing a quantity of interest, and we require

\[
E_h[f] = \sum_{i=1}^{M_h} \left( \int_E p_{h,i}(z)f(z)\,dz \right),
\]

where \(f \in C_b(Z)\) is a continuous function and \(\{p_{h,i}(z)\}\) are the probabilities of points \(z \in Z\) in the limit as \(h \to \infty\). We envision an experimental campaign resulting in point-data samples \(P_h\) of increasing size, \(M_h \uparrow \infty\) and increasing fidelity \(c_{h,i} \uparrow 1\). The central question is, then, under what conditions on the data, if any, and what choices of probabilities \(p_{h,i}(z)\) the approximate expectations \(E_h[f]\) converge to the exact ones \(E[f]\) in the limit as \(h \to \infty\).

We specifically consider probabilities \(p_h = \{p_{h,i}(z), i = 1, \ldots, M_h\}\) that minimize the regularized Kullback-Leibler (KL) divergence \[11, 12\]

\[
G_\beta(p_h) = \sum_{i=1}^{M_h} \left( \int_E \left( \beta \|y_{h,i} - z\|^2 + \log \frac{p_{h,i}(z)}{c_{h,i}} - N \log \frac{\beta}{\beta_0} \right) p_{h,i}(z)\,dz \right),
\]

for some reference \(\beta_0 > 0\). We note that the form \(27\) assumed of the trial expectations ensures that the implied trial likelihoods are absolutely continuous with respect to the assumed material point-data set and deterministic loading, a requirement of the KL divergence. Evidently, the divergence function \(G_\beta\) is uniformly bounded with respect to \(\beta\) and it only plays a role in the variational characterization of \(\beta\), cf. Section 2.5.

The optimal regularized discrete probability \(p_h\) then follows by minimization of \(G_\beta\), with the explicit result

\[
p_{h,i}(z) = \frac{c_{h,i}e^{-\beta \|y_{h,i} - z\|^2}}{\sum_{i=1}^{M_h} \int_E c_{h,i}e^{-\beta \|y_{h,i} - z\|^2}\,dz}, \quad z \in E.
\]

We see from this expression that material data points \(y_{h,i}\) that are far from the constraint set \(E\) contribute less than points are are close, as expected. The parameter \(\beta\) sets the scale of the distance as \(1/\sqrt{\beta}\).

### 2.5. Annealing schedule

We note that, for \(\beta \to +\infty\), the posterior probabilities \(28\) degenerate in general. This degeneracy simply reflects the fact that the point sets \(P_h\) are unlikely to have a consequential intersection with the admissible set \(E\), i. e., the likelihood that a point \(y_{h,i}\) be admissible with respect to a given deterministic loading is zero. As \(\beta \to 0\), the posterior probabilities \(28\) also degenerate. There must therefore be an optimal value of \(\beta\) where the probabilities are least degenerate. Conveniently, this optimal value \(\beta_h\) of \(\beta\) again follows by minimization of the KL divergence \(27\). Thus, evaluating \(G_\beta(p_h)\) at the minimizer \(28\), we obtain

\[
\min G_\beta = -\log \left( \sum_{i=1}^{M_h} \int_E c_{h,i}e^{-\beta \|y_{h,i} - z\|^2}\,dz \right) - N \log \frac{\beta}{\beta_0}.
\]

Minimizing with respect to \(\beta\) gives the optimality condition

\[
\frac{1}{\beta_h} = \frac{1}{N} \frac{\sum_{i=1}^{M_h} \int_E c_{h,i}e^{-\beta_h \|y_{h,i} - z\|^2}\,dz}{\sum_{i=1}^{M_h} \int_E c_{h,i}e^{-\beta \|y_{h,i} - z\|^2}\,dz},
\]

which defines \(\beta_h\) implicitly. Finally, inserting \(30\) into \(25\) we obtain

\[
E_h[f] = \frac{\sum_{i=1}^{M_h} \left( \int_E c_{h,i}e^{-\beta_h \|y_{h,i} - z\|^2}f(z)\,dz \right)}{\sum_{i=1}^{M_h} \left( \int_E c_{h,i}e^{-\beta_h \|y_{h,i} - z\|^2}\,dz \right)},
\]
which supplies an expression for the approximate expectations that is explicit up to quadratures.

2.6. Factorization and localization. By exchanging the integrals over $E$ and the sums over data in (31), the approximate expectations have the equivalent form

$$
E_h[f] = \frac{\int_E \sum_{i=1}^{M_h} f(z) e^{-\beta_h \|y_{h,i} - z\|^2} c_{h,i} \, dz}{\int_E \sum_{i=1}^{M_h} e^{-\beta_h \|y_{h,i} - z\|^2} c_{h,i} \, dz}.
$$

The great advantage of this alternative form is that it factorizes with respect to local data, which eliminates the combinatorial complexity of the first form. Thus, suppose that

$$
D_h = \prod_{e=1}^m D_{e,h},
$$

where $D_{e,h} = \{y_{e,h,i}, i = 1, \ldots, M_{e,h}\}$ are local data files. Then,

$$
\int_E \sum_{i=1}^{M_h} f(z) e^{-\beta_h \|y_{h,i} - z\|^2} c_{h,i} \, dz = \int_E f(z) L_h(z) \, dz,
$$

where

$$
L_h(z) = \sum_{i=1}^{M_h} e^{-\beta_h \|y_{h,i} - z\|^2} c_{h,i}
$$

is an inferred likelihood density. For local data, the sum over data factorizes, with the result

$$
L_h(z) = \prod_{e=1}^m L_{e,h}(z_e),
$$

where

$$
L_{e,h}(z_e) = \sum_{i=1}^{M_{e,h}} e^{-\beta_{e,h} \|y_{e,h,i} - z_e\|^2} c_{e,h,i}
$$

are local likelihood density functions. We note that the computational complexity of the expectation is $\sum_{e=1}^m M_{e,h}$, instead of $\prod_{e=1}^m M_{e,h}$, as before, which renders the evaluation of approximate expectations computationally feasible.

We further note that, for local data, we can generalize (37) to

$$
L_{e,h}(z_e) = \sum_{i=1}^{M_{e,h}} e^{-\beta_{e,h} \|y_{e,h,i} - z_e\|^2} c_{e,h,i},
$$

where we localize temperature. We can then estimate $1/\beta_{e,h}$ as the average minimum distance squared between points in $D_{e,h}$, i. e.,

$$
\frac{1}{\beta_{e,h}} \sim \frac{1}{M_{e,h}} \sum_{i=1}^{M_{e,h}} \min_{j \neq i} ||y_{e,h,i} - y_{e,h,j}||^2.
$$

This local approximation of Eq. (30) has the advantage that $\beta_{e,h}$ can be explicitly pre-computed for each local data set and is therefore used in the following numerical examples.

Finally, the integrals over $E$ can be conveniently computed by stochastic quadrature. These and other matters of implementation are discussed next.

3. Numerical implementation

3.1. Problem statement. In evaluating (32), two main operations need to be performed: the integration over the constraint set $E$ and the summation over the global material data set for the evaluation of the material likelihood. The main computational challenges pertaining to these operations are:

1. The evaluation of the local material likelihood involves a summation over local data sets for each material point that can be computationally demanding. However, most data points have negligible influence on the total sum, which suggests the use of efficient, carefully designed data structures.
(2) The Monte Carlo integration over the constraint set \( E \) requires the generation of random points on \( E \), which requires the repeated solution of global systems of equations if the sampling is done by projection. It is therefore advantageous to identify sampling strategies that reduce the number of projections.

(3) The thermalized likelihood function implied by (31) is exceedingly multi-modal, featuring peaks at every data point (cf. [17] for a discussion in the context of min-dist DD). This intricate likelihood landscape arises even if the underlying likelihood function is smooth and compounds the evaluation of the integrals over \( E \) in (31).

These challenges are addressed next in turn.

3.2. Population Annealing. The complexity of the thermalized likelihood landscape renders the direct application of standard Markov chain importance sampling strategies, such as the classical Metropolis–Hastings algorithm [18], difficult. Therefore, a more tailored sampling strategy is required, as discussed next.

3.2.1. Population Annealing. Population Annealing (PA) [19, 20, 21] is a sequential Monte Carlo method designed for complex likelihood functions and scalable parallel computations. A set of states, the population, is maintained in order to explore different regions of phase space that are possibly separated by energy barriers resulting from local minima. Each population member performs a relatively short Markov chain importance sampling. In addition, the population is resampled by a combination of pruning and enriching, in analogy to Genetic Algorithms. The process is driven by a Simulated Annealing schedule, which slowly increases the inverse local temperature \( \beta_e \). For every new temperature, the population is re-equilibrated by resampling and a specified number of Markov chain moves.

In this manner, at low \( \beta_e \), the population can escape readily from local minima and perform a more exhaustive exploration. At high \( \beta_e \), the population is increasingly driven towards the constraint set \( E \).

3.2.2. Initialization and resampling step. The principle idea of the resampling step is to remove and duplicate the population samples according to their energy while increasing \( \beta_e \) in order to accelerate the convergence to low-energy states. Resampling is done in such a way that the population size fluctuates around a target population size \( N^*_P \) and equilibrium of the distribution is maintained for every new temperature.

Initially, at \( \beta_e = 0 \), a population \( \mathcal{P} = \{ z_p \in E : p = 1 \ldots N_P \} \) of \( N_P \) states is generated either randomly by the closest-point projection of random global data points onto \( E \) or using a min-dist DD solver [14]. At initialization, the population size \( N_P \) may be chosen equal to the target size \( N^*_P \), or set to a different value, in which case the size gets adapted to the target size during resampling. The energy of the population is initially set to infinity. For \( \beta_e > 0 \), the energy is defined as

\[
e_p = -\frac{1}{\beta_e} \sum_{e=1}^{m} \log \left( \frac{1}{M_e} \sum_{i=1}^{M_e} e^{-\beta_e \| y_{e,i} - z_{e,p} \|^2} \right),
\]

where we assume local data and \( c_i = 1 \) for all data points. The efficient evaluation of (40) is discussed in Section 3.2.3.

At each iteration, or quench, \( \beta_e \) is increased according to

\[
\beta_e = \beta_e + \Delta \beta_e
\]

for a specified number of quenches \( N_Q \). For simplicity, in calculations we choose a constant increment

\[
\Delta \beta_e = \beta_{e,f} / N_Q
\]

for a pre-computed target \( \beta_{e,f} \). The simple choice of \( \beta_{e,f} \) given by the inverse average nearest neighbor distance (39) is used in the numerical examples presented in Sections 4.1 to 4.3.

For resampling, the relative weights

\[
\hat{\tau}_p = N_P^* \frac{e^{-\Delta \beta_e e_p}}{\sum_{i=1}^{N_P^*} e^{-\Delta \beta_e e_i}}
\]
are computed for each population member. The required number of copies of population member $p$ is then conveniently estimated as

$$t_p = \begin{cases} \lfloor \tau_p \rfloor, & \text{if } u > \tau_p - \lfloor \tau_p \rfloor, \\ \lfloor \tau_p \rfloor + 1, & \text{otherwise,} \end{cases}$$

where $u$ is a random number drawn uniformly from $[0,1]$ and the floor function $\lfloor x \rfloor$ is the largest integer less or equal $x$. If $t_p = 0$, member $p$ is removed from the population. The resampling step incurs a modest computational overhead that is offset by the overall performance gain resulting from reconfiguring the population to the relevant regions of the phase space.

3.2.3. Markov chain importance sampling step. Resampling introduces a bias since population members may be duplicated. In order to eliminate this bias, a Markov chain importance sampling step is performed. In this step, every population member executes a random walk, thereby exploring new states and decorrelating the population. The random walk consists of repeated random moves in the constraint set $E$. We recall that the constraint set $E$ is a linear subspace of dimension $N = md$ (number of material points times dimension of stress/strain) in an $2N$-dimensional global phase space $Z$. We can conveniently exploit this affine structure and represent $E$ in terms of an $N$-dimensional basis.

We compute the requisite basis by means of a principal component analysis (PCA). To this end, we generate $K > N$ random global data points $z_i \in Z$ and project them onto $E$. For consistency with the norm $\| \cdot \|_w$, we further weight the strains and stresses by $\sqrt{w_e C^{-1/2}}$ and $\sqrt{w_e C^{-1/2}}$, respectively. The weighted states $z_i^w$ (here and subsequently the superscript $w$ indicates weighting) are collected in a matrix $T \in \mathbb{R}^{K \times 2N}$ in order to compute its covariance matrix $C_T \in \mathbb{R}^{2N \times 2N}$. Computing the eigenvectors of $C_T$ associated to the $N$ largest eigenvalues then gives the basis vectors of the constraint set as a matrix $A_T \in \mathbb{R}^{2N \times N}$.

To effect a move, $N$ random numbers are drawn from a standard normal distribution and multiplied by a step size $s_p$, transformed back by $A_T^T$ and added to the weighted state $z_i^w$

$$z_{p,\text{trial}}^w = z_i^w + s_p \cdot A_T^T, \quad g \sim \mathcal{N}(0, I_N).$$

The proposed move to the trial state $z^w_{p,\text{trial}}$ (obtained by reverse weighting of $z^w_{p,\text{trial}}$) is then either accepted or rejected according to the Metropolis-Hastings acceptance probability

$$P_{\beta_e} = \min(1, \exp(-\beta_e(e_{p,\text{trial}} - e_p))),$$

where $e_{p,\text{trial}}$ is the energy of $z_{p,\text{trial}}$. This acceptance criterion allows moves that increase the energy slightly, in particular at the initial stages of annealing characterized by low $\beta_e$. In addition, the step size $s_p$ influences the acceptance rate and, therefore, the efficiency of the algorithm. In calculations, we chose the simple adaption scheme

$$s_p = s_p + (r_p - r^*)s_p,$$

with a target acceptance rate $r^* \in [0,1]$. The acceptance rate $r_p$ is measured as the ratio of accepted moves to the total number of trials $N_T$. The adaption scheme has the effect of reducing the step size if the acceptance rate is smaller than $r^*$, which signals an overly-aggressive exploration strategy, and increasing it if the acceptance rate is too small, which contrariwise signals an overly-timid exploration strategy.

3.2.4. Energy computation. The complexity of the evaluation of the energy (40) is $\sum_e M_e$. However, for sufficiently large $\beta_e$ a vast majority of the data points contribute negligibly to (40), which suggests restricting the sum with the aid of supporting data structures. In [24], a number of data structures for local data sets were investigated in the framework of min-dist DD solvers and the hierarchical k-means tree [24] was found to be particular well-suited for executing approximate nearest neighbor searches.

In this work, we likewise use the hierarchical $k$-means implementation of the FLANN library [25]. The approximate nearest neighbor search provided by the library is performed using a priority queue of maximum length $N_{\text{checks}}$ in order to reduce backtracking operations. We employ a radius search technique, which returns all data points $y_{e,i} \in D_e$ within a specified radius

$$r^2_{\text{TOL}} = -\frac{1}{\beta_e} \log(\text{TOL}).$$
around the query point $z_{p,e}$. This technique has the advantage over a $k$-nearest-neighbor (kNN) search that the number of nearest neighbors $k$ need not be specified. Instead, the sum is restricted to points whose contribution exceeds the tolerance TOL.

Our numerical tests reveal that using a radius search increases performance markedly and that, remarkably, the performance gains are insensitive to the choice of tolerance. Thus, in tests values of $\text{TOL} = 10^{-8}, 10^{-16}, 10^{-32}$ delivered nearly identical performance. In view of this tradeoff, in all calculations presented subsequently we use $\text{TOL} = 10^{-16}$. By contrast, the performance of the algorithm is strongly dependent on the degree of backtracking as set by $N_{\text{checks}}$, cf. Section 4.3.

It bears emphasis that only one material data structure needs to be set up for each specific material in the structure, since all members made of the same material access the same local data set. Likewise, only one inverse local temperature $\beta_{e,f}$ and one quenching scheme is required for each specific material. In particular, if all structural members are made of the same material, only one material data structure and quenching scheme need to be maintained and run.

3.2.5. Summary of the algorithm. The described algorithm is summarized in Algorithm 1. It returns the final population $P$ of size $N_P$. The expectation of a quantity of interest $f$ is evaluated as

$$\mathbb{E}[f] = \frac{1}{N_P} \sum_{p=1}^{N_P} f(z_p), \quad z_p \in P.$$ 

One advantage of the algorithm is that does not require extensive fine-tuning of the input variables. Thus, the target population size $N_P^*$, the number of quenches $N_Q$ and the number of Markov chain moves $N_T$ are parameters that are chosen as large as permitted by computational resources. In all calculations, the target acceptance rate is set to $r^* = 0.25$. The initial step size $s_0$ influences only the first few iterations as it is adapted during the quenching schedule. The step size tends to decrease with increasing dimensionality [27]. Lastly, we note that the population member perform their moves independently of each other, which renders the algorithm embarrassingly parallel.

---

**Algorithm 1** Population annealing algorithm

**Require:** Constraint set $E \subset Z$, basis vectors $A_E$.

**Require:** Local data set(s) $D_e$

**Require:** $N_Q, N_T, N_P^*, s_0, r^*, \beta_{e,f}$

Initialize: $P \leftarrow \{z_p \in E\}$ randomly or heuristically

Initialize: step size $s_p \leftarrow s_0$

Initialize: energy $e_p \leftarrow \infty$

Initialize: $\beta_e \leftarrow 0$

Set: $\Delta \beta_e \leftarrow \beta_{e,f}/N_Q$

for $q = 0, \ldots, N_Q - 1$ do

Set: $\beta_e \leftarrow \beta_e + \Delta \beta_e$

Set: $P \leftarrow \text{Resampling}(P, \Delta \beta_e)$

for each $z_p \in P$ do

for $t = 0, \ldots, N_T - 1$ do

Set: $z_{p,\text{trial}} \leftarrow \text{RandomMove}(z_p, s_p, A_E)$

Set: $e_{p,\text{trial}} \leftarrow \text{Energy}(D_e, \beta_e, z_{p,\text{trial}})$

Set: $u \leftarrow \text{UniformRand}(0, 1)$

Set: $w \leftarrow \exp(-\beta_e(e_{p,\text{trial}} - e_p))$

if $u \leq w$ then

Set: $z_p \leftarrow z_{p,\text{trial}}$

Set: $e_p \leftarrow e_{p,\text{trial}}$

end if

end for

end for

Set: $r_p \leftarrow \text{AcceptanceRate}$

Set: $s_p \leftarrow s_p + (r_p - r^*)s_p$

end for

return $P$
4. Examples of application

We conclude with selected examples of application that illustrate simply the range, scope and convergence properties of the approach.

4.1. Three-bar truss with sliding-Gaussian material data set. We begin with a simple verification example concerned with the three-bar truss shown in Figure 2a, loaded by a force \( P \) and undergoing a corresponding displacement \( \Delta \). In calculations, we set \( P = 100 \), \( L = 1 \) and all cross-sectional areas \( A = 1 \) (here and subsequently units are omitted). The outcome quantity of interest is chosen to be the displacement \( \Delta \).

In order to have an analytical reference solution, we assume that the material data set obeys a sliding-Gaussian distribution, in which case the exact solution of the inference problem is given in Section 2.3. The local material data set is generated according to Section 2.2 with \( \sigma = 10000 \) and standard deviation \( s = 5 \times 10^{-4} \). A typical data set is shown in Fig. 2b. We emphasize that such material data sets are the only input to the calculations and, once generated, the underlying distribution whence they are sampled is jettisoned altogether and presumed unknown.

![Figure 2](image.png)

**Figure 2.** a) Truss with prescribed applied force \( P \) undergoing a displacement \( \Delta \). b) Local material data set with 1000 data points sampled from a sliding-Gaussian likelihood function.

Calculations are carried out using Algorithm 1 with number of quenches \( N_Q = 100 \), number of trials \( N_T = 20 \) and initial step size \( s_0 = 1 \). Nearest-neighbor searches with radius \( TOL = 10^{-16} \) are performed exactly, i.e., with an unlimited number of backtracking checks \( N_{\text{checks}} \). As a measure of the error we choose the Kolmogorov–Smirnov statistic \( e_{\text{KS}} \), which measures the maximum difference between the exact and computed cumulative distributions.

![Figure 3](image.png)

**Figure 3.** Three-bar truss with sliding-Gaussian material data. Computed histograms vs. exact distribution (red) of displacement \( \Delta \) for material data-sets of sizes: a) \( M_e = 10^3 \); b) \( M_e = 10^4 \); c) \( M_e = 10^5 \).
Fig. 3 collects three computed histograms of displacement $\Delta$ for three different material data-set sizes $\{10^3, 10^4, 10^5\}$. The exact Gaussian distribution is shown in red for comparison. A clear trend towards convergence of the computed histogram to the exact distribution is apparent from the figure. It bears emphasis that, as expected, both the exact distribution and the computed histograms of displacement are strictly unimodal. Unimodality is indicative of a lack of complexity of the behavior of a system. In particular, the maximum-likelihood state of the system—equivalently, the minimum free-energy solution—is uniquely defined [15] and the outcomes of the system cluster around the maximum-likelihood state. For the given problem, the maximum-likelihood solution is computed to $\Delta_{ML} = -2.48 \cdot 10^{-2}$.
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**Figure 3.** Three computed histograms of displacement $\Delta$ for three different material data-set sizes $\{10^3, 10^4, 10^5\}$. The exact Gaussian distribution is shown in red for comparison. A clear trend towards convergence of the computed histogram to the exact distribution is apparent from the figure.

Fig. 4 shows the evolution of $\beta_e$ during the annealing process. As may be seen from the figure, $\beta_e$ increases monotonically with the number of quenches and tends towards a final value. This final value itself increases with the material data-set size as the average minimum distance between material data points decreases. Fig. 4b shows the dependence of the Kolmogorov–Smirnov (KS) error $e_{KS}$ on the number of material data points, which again exhibits a clear trend towards convergence. An analysis of the convergence plot reveals that, asymptotically for large material data sets, $e_{KS} \sim M^{-\alpha}$, where $\alpha \approx 0.36$ is the rate of convergence. These results are consistent with quantitative error estimates derived from analysis [16]. For completeness, Fig. 5a shows the dependence of $e_{KS}$ on the population size $N_P$. Fig. 5b shows the dependence on the number of quenches $N_Q$ for different number of trials $N_T$ using a population size of $N_P = 5000$.

4.2. Three-bar truss with Weibull tensile-strength distribution. Next, we present a simple example that is designed to illustrate the ability of the method to deal effectively with complex data and behavior. The example concerns the same structure as in Section 4.1, Fig. 6a, but the material is now assumed to be brittle with random tensile strength.

The control parameter is now the displacement $\Delta$, which is increased monotonically. The outcome of interest is the corresponding the reaction force $P$. By virtue of the monotonicity of $\Delta$, the strains in all bars also increase monotonically. The behavior of the bars in compression is linear elastic. By contrast, in bars in tension the stress increases linearly up to the tensile strength $\sigma_t > 0$ of the material and subsequently drops to zero at larger strains. In addition, the tensile strength of the material is assumed to be random and to obey Weibull statistics, with distribution

$$W(\sigma) = 1 - e^{-(\sigma/\sigma_0)^p},$$

where $\sigma_0$ and $p$ are material-specific parameters. Under these conditions, the likelihood of observing a local tensile state $(\epsilon_e, \sigma_e)$ is bimodal and consists of: a branch $\sigma_e = C_0 \epsilon_e$ with likelihood $1 - W(C_0 \epsilon_e)$, corresponding to an unfailed bar; and a branch $\sigma_e = 0$ with likelihood $W(C_0 \epsilon_e)$, corresponding to a failed bar.

A typical material data set sampled from this likelihood function, with superimposed Gaussian noise of standard deviation $s = 10^{-4}$, is shown in Fig. 6b. The data set is intended to mimic empirical data
Figure 5. Three-bar truss with sliding-Gaussian material data, $M_e = 10^5$. a) KS error vs. population size, $N_T = 20$ and $N_Q = 100$. b) KS error vs. number of quenches $N_Q$ for different number of trials $N_T$ using $N_P = 5000$. The lines show the mean of 20 repeated computations, the shaded area indicate the maximum deviation from mean.

Figure 6. a) Truss with prescribed displacement $\Delta$ and reaction force $P$. b) Local material data set with 1000 data points sampled from a bimodal likelihood function with failed and unfailed branches selected according to Weibull strength statistics, plus superimposed Gaussian noise.

sets such as might be generated experimentally, including experimental scatter. Again, we emphasize that such material data sets are the only input to the calculations and, once generated, the underlying distribution whence they are sampled is jettisoned altogether and presumed unknown.

For the simulation parameters, we choose $N_Q = 50$, $N_T = 10$ and $N_P = 2 \times 10^4$ with data-set size of $M_e = 10^3$. Fig. 7a shows the computed mean and standard deviation of the reaction force $P$ over a range of prescribed displacements $\Delta$. Interestingly, the figure reveals three regimes: i) initial linear elastic response with low uncertainty, as measured by the standard deviation; ii) an intermediate regime combining failed and unfailed bars characterized by a decreasing reaction and high uncertainty; and iii) full failure, or collapse, with low uncertainty.

Fig. 7b in turn shows the computed distribution of $P$ at $\Delta = 2 \times 10^{-2}$. Remarkably, the distribution is strongly multimodal, a telltale hallmark of complexity. The various modes correspond to several different possible combinations of failed and unfailed bars and their attendant likelihoods. For the data used in calculations, the right bar is computed to remain unfailed with probability 1 or, equivalently, the probability of the right bar failing is computed to be 0. By contrast, the remaining two bars can be failed or unfailed with varying likelihoods: no failure (right peak), double failure (left peak), single failures (two middle peaks). From a global perspective, the various modes in the posterior likelihood...
Figure 7. Three-bar truss with Weibull tensile strength data. a) Computed mean and standard deviation of the reaction force $P$ for prescribed displacement $\Delta$. b) Computed distribution of $P$ at $\Delta = 2 \times 10^{-2}$.

function of $P$ correspond to a clustering, or classification, of global material data points close to the constraint set. The ability of the method to classify outcomes automatically and effectively bears remark.

4.3. Lightweight space structure. By way of demonstration, we consider the lightweight structure shown in Fig. 8 designed to be part of a modular space telescope [28]. We specifically aim to assess the feasibility of the proposed approach for higher-dimensional problems (constraint set dimension $N = 39$) and its computational performance in terms of resource requirements and execution times.

Figure 8. Lightweight space structure [28]. The red arrow indicates the quantity of interest (joint eccentricity $u_e$) to be inferred from the analysis.

In calculations, we set the cross-sectional area of the bars to $A = 0.1$ and the length of the non-diagonal bars to 1. The structure is constrained throughout its base and is loaded by longitudinal joint forces $P = 5$ as shown in Fig. 8. As a quantity of interest, we choose the top central joint eccentricity

$$u_e = \sqrt{u_x^2 + u_y^2}$$

whereby $u_x$ and $u_y$ are the in-plane displacements of the joint. We specifically consider a material data set with $M_e = 10^4$ data points sampled from a sliding Gaussian as in Section 4.1, cf. Fig. 2. Conveniently, this assumption affords a closed-form analytical solution for the distribution of $u_e$ that can be used by way of reference, cf. Section 2.3.

For algorithm parameters, we choose $N_P = 2 \times 10^3, N_T = 10, N_Q = 100$ and $s_0 = 0.01$. For faster convergence to low-energy states, we initialize the population by means of 1000 random min-dist solutions [14] for noise-free data. As expected, the posterior distribution derived from the initial population is far from the exact distribution, Fig. 9a. By contrast, a close agreement is achieved following the application of the population annealing algorithm, Fig. 9b, which is remarkable in view
of the relatively small population and material-data sizes used in the calculations. For comparison, we note that the maximum-likelihood solution \( u_{e, ML} = 0 \). This comparison underscores that, while the maximum-likelihood solution can deal effectively with observational noise, it only identifies the most likely state of the system. By contrast, for intrinsically random systems it is often desirable to infer the entire posterior distribution of states, as in the present framework.

Finally, we assess the impact of the approximate nearest neighbor search on accuracy and CPU times for the population size \( N_P = 2 \times 10^3 \). The absolute CPU times are, of course, implementation and machine dependent. In this work, the computations were performed on a 12-Core AMD Ryzen 9 3900X machine with Python bindings [29] to a C++ implementation using Standard Template Library Parallel Algorithms.

The CPU times for a direct evaluation of Eq. (40) without any data structuring or acceleration is \( \sim 662 \) seconds. The radius search with full backtracking terminates in \( \sim 92 \) seconds, or a seven-fold acceleration. Fig. 10 shows the effect of the degree of backtracking measured in terms of \( N_{\text{checks}} \). We see from the figure that, whereas the computation time increases rapidly with the degree of backtracking, accuracy is not substantially improved above \( N_{\text{checks}} = 2^3 \), at which limit the CPU time is reduced to 8 seconds. This tradeoff further suggests that the performance of the algorithm can benefit greatly from data structuring techniques such as approximate nearest-neighbor searches [24], especially for large systems and material data sets. Furthermore, we recall that the algorithm is embarrassingly parallel, which opens the way for efficient parallel implementations, e. g., on GPU machines [23].
5. Summary and concluding remarks

The behavior of many materials is characterized by a likelihood measure instead of a constitutive relation. Specifically, the material likelihood measure expresses the likelihood of observing a material state, understood as a point in stress-strain space, or phase space, in the laboratory. We have assumed that the material likelihood measure is known only partially through an empirical point-data set in phase space. The state of the solid or structure is additionally subject to compatibility and equilibrium constraints that encode, in particular, all information pertaining to geometry, boundary conditions and loading. The problem is then to infer the posterior likelihood of a given outcome of interest.

We have presented an ansatz-free Data-Driven method of inference that determines likelihoods of outcomes directly from the empirical material data. In particular, the method of inference requires no material or prior modeling. The computation of expectations is reduced to explicit sums over points in local material data sets and quadratures over admissible states, i.e., states satisfying compatibility and equilibrium. The method reduces to the max-ent Data-Driven approach proposed in [15] when the analysis is restricted to the computation of maximum-likelihood outcomes. In its present form, the Data-Driven method of inference delivers a full characterization of expectations and distributions of outcomes from general material data sets.

The complexity of the Data-Driven inference calculations is linear in the number of material data points and in the number of members in the structure or Gauss points in the solid. Efficient population annealing procedures and fast-search algorithms for accelerating calculations have been presented. Specifically, the population annealing algorithm reduces the complexity of the calculations and it renders it linear in the size of the material data-point population. The calculations are further accelerated by recourse to a hierarchical $k$-means algorithm for the computation of the annealing energy with limits on the number backtracking operations.

The convergence properties of the method with respect to the empirical data have been assessed with the aid of a standard verification test based on Gaussian material data. Robust convergence of posterior distributions is obtained, consistent with quantitative error estimates derived from analysis [10, 16]. It bears emphasis that, in these tests and in all subsequent calculations, the empirical material-data sets are the only input to the calculations and, once generated, the underlying distribution whence they are sampled is discarded altogether and plays no subsequent role.

The full power of the method becomes apparent in applications to strongly non-Gaussian material data sets. Thus, we have presented an example concerned with brittle materials exhibiting random tensile strength. Specifically, the tensile strength of the material is assumed to obey Weibull statistics. The computed posterior distributions in this case are strongly multimodal and encode complex behavior characterized by multiple alternatives. It bears emphasis that the material data-sets arising in this example challenge conventional methods in that: i) there is no reduced manifold in stress-strain space, and ii) the prior distribution is strongly non-Gaussian. Indeed, owing to the random character of the tensile strength of the solid, the feasible material region in stress-strain space is not a manifold, but a full set. In addition, in Bayesian approaches to inference it is common to hypothesize Gaussian priors for the observational noise as a matter of convenience. Evidently, such hypothesis is not born out in the Weibull strength statistics scenario of the current example and may lead to lack or convergence or, worse still, to convergence to the wrong limit (cf. [4]). Against this backdrop, the ability of the proposed Data-Driven method of inference to deal effectively with general material data sets and complex behavior without need for models, hypothesis or assumptions bears remark.

Finally, we have presented a simple benchmark case, concerned with the deformations of a lightweight space structure, that demonstrates the expected computational performance of the method. The calculations attest to the effectiveness of acceleration methods such as population annealing and hierarchical $k$-means searches. While the benchmark calculations presented here are of modest size, the linear scaling of the algorithm with system size and population size, as well as the embarrassingly parallel property of the algorithm, bode well for applications at scale.
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