Suppression of superconductivity by charge density wave order in YBa$_2$Cu$_3$O$_{6.67}$
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Hole-doped cuprate superconductors show a ubiquitous tendency towards charge order. Although onset of superconductivity is known to suppress charge order, there has not so far been a decisive demonstration of the reverse process, namely, the effect of charge order on superconductivity. To gain such information, we report here the dependence of the critical temperature $T_c$ of YBa$_2$Cu$_3$O$_{6.67}$ on in-plane uniaxial stress up to 2 GPa. At a compression of about 1 GPa along the $a$ axis, 3D-correlated charge density wave (3D CDW) order appears. We find that $T_c$ decreases steeply as the applied stress crosses 1 GPa, showing that the appearance of 3D CDW order strongly suppresses superconductivity. Through the elastocaloric effect we resolve the heat capacity anomaly at $T_c$, and find that it does not change drastically as the 3D CDW onsets, which shows that the condensation energy of the 3D CDW is considerably less than that of the superconductivity.

In the doping-temperature phase diagram of hole-doped cuprates there is always an antiferromagnetic phase at low doping and a dome of superconductivity at higher doping. The proximity of superconductivity to antiferromagnetic order led early on to a hypothesis that antiferromagnetic fluctuations drive superconductivity, an idea that remains a bedrock of discussion about high-temperature superconductivity. However, doping is only one possible axis for tuning. Many hole-doped cuprates show short-range, quasi-two-dimensional CDW order when the doped hole density is around 1/8 per Cu site [1, 2]. In YBa$_2$Cu$_3$O$_{6.67}$ (which has $p \approx 1/8$) a quasi-long-range, 3D-correlated charge order can be induced by magnetic field [3–5] or uniaxial stress [6]. These forms of charge order are referred to as the 2D and 3D CDWs, respectively. If hole-doped cuprate superconductivity is found to exist generally in proximity to both antiferromagnetism and charge order, along distinct tuning axes, the question then arises of whether fluctuations of both forms of order rather than of antiferromagnetism alone drive the superconductivity [7].

To advance discussion, it is essential to understand how CDW order and superconductivity interact. The onset of superconductivity suppresses the amplitude of the 2D CDW [8–10], and because competition is reciprocal the presence of the 2D CDW order must also weaken the superconductivity. If, however, it has low spectral weight, for example if it condenses only in localised patches where the disorder configuration is favourable, then this effect might be quantitatively negligible, signalling that the susceptibility to CDW order might not be important in analysis of the superconductivity. That effect of the 2D CDW is not negligible is suggested by the facts that $T_c$ of YBa$_2$Cu$_3$O$_{6.67}$ dips below trend for $p \sim 1/8$ [11], and that under hydrostatic pressure $T_c$ rises while 2D CDW order is suppressed [12, 13]. However, although this correlation is suggestive it remains in principle possible that the 2D CDW responds to, without substantially influencing, the superconductivity. For example, there could be two quantum critical points under the superconducting dome [14], yielding a natural dip in $T_c$ between them.

Furthermore, until the relationship between the 2D and 3D CDWs is clarified, their interaction with the superconductivity should be regarded as separate lines of inquiry. Unlike the 2D CDW, the strain-induced 3D CDW is suppressed completely when superconductivity onsets [6]. (The field-induced 3D CDW and superconductivity are also mutually exclusive, at higher temperatures, but may coexist below $\approx 15$ K [15]. A similar low-temperature coexistence region in the stress-temperature phase diagram is not excluded.) However, this observation does not provide information on the effect of the 3D CDW on superconductivity. In Ref. [16], under an applied field the 3D CDW was found to reach maximum amplitude more quickly than the 2D CDW, suggesting that it suppresses superconductivity more effectively. But the intrinsic inhomogeneity of the mixed state complicates analysis: because the 3D CDW is more rapidly suppressed by superconductivity, it may be more sharply confined to vortex cores.

Here, we study the effect of charge order on the superconductivity of YBa$_2$Cu$_3$O$_{6.67}$ through measurement of the uniaxial stress dependence of $T_c$. If the onset of 3D CDW order under $a$-axis stress $\sigma_a$ affects the super-
conductivity, an anomaly in $T_c$($\sigma_a$) is expected. Considerable technical development was required to obtain enough precision for meaningful discussion. We employ piezoelectric-based uniaxial stress apparatus [see Fig. 1(a)], with which GPa-level uniaxial stresses are achievable by mounting beam-like samples with epoxy. At these stresses, plastic deformation or fracture in the epoxy that partially relaxes the stress becomes a concern (see Fig. S1), and therefore the apparatus incorporates a sensor of the applied force: the stress in the sample is the force divided by its cross-sectional area, regardless of the state of the epoxy. In addition, to avoid averaging over long-length-scale stress and sample inhomogeneity, $T_c$ was measured using a microfabricated susceptometer [17]. The sensor is a GaAs/AlGaAs 2DEG Hall cross with an active area of $10 \times 10$ $\mu$m$^2$ surrounded by a 70 $\mu$m-diameter excitation coil; see Fig. 1(c). The measured quantity is the field at the Hall cross divided by the excitation current, $B/I$.

Our setup also includes a “burn-through” coil, a large coil placed below the sample whose applied ac field aids flux motion. As shown in Fig. 2(a), the width of the superconducting transition, measured with the susceptometer, decreases from ~1 to ~0.1 K as the burn-through field is increased. The applied fields are negligible in comparison with the upper critical field [14], so this is an effect of inhomogeneous superconductivity. The superconductivity of hole-doped cuprates has short-length-scale inhomogeneity [18], so above the dominant $T_c$ interacting patches of slightly higher $T_c$ can form a Josephson network that hinders flux motion, giving the appearance of bulk superconductivity when the probing field is weak; this effect has been seen in Sr$_2$RuO$_4$ with Ru inclusions [19]. Finally, there is a ~300 $\mu$m-diameter pick-up coil beneath the sample, which in combination with the field from the burn-through coil can be used for a longer-length-scale measurement of $T_c$. This will be useful for comparison with elastocaloric effect measurements.

Uniaxial stress applied at room temperature can alter the oxygen ordering, and $T_c$ [20, 21]. Here, large stress is...
The antiferromagnetic, 2D CDW, and superconducting zero pressure phase boundaries are reproduced from [25], [26], and [11], respectively. The superconducting boundary in the stress-temperature plane is an average of Samples 2 and 3 from Fig. 3(a). The onset temperature of the 3D CDW, for $|\sigma_a| > |\sigma_{CDW}|$, has not yet been measured. Inset: schematic stress-temperature phase diagram for superconductivity suppressed by onset of uniaxial CDW order.
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**FIG. 4.** Doping - uniaxial stress - temperature phase diagram of YBa$_2$Cu$_3$O$_{6+x}$, as resolved in experiments so far. The antiferromagnetic, 2D CDW, and superconducting zero pressure phase boundaries are reproduced from [25], [26], and [11], respectively. The superconducting boundary in the stress-temperature plane is an average of Samples 2 and 3 from Fig. 3(a). The onset temperature of the 3D CDW, for $|\sigma_a| > |\sigma_{CDW}|$, has not yet been measured. Inset: schematic stress-temperature phase diagram for superconductivity suppressed by onset of uniaxial CDW order.

FIG. 3. (a) Dependence of $T_c$ on uniaxial stress, applied along the $b$ axis for Sample 1, and the $a$ axis for Samples 2 and 3. The stars mark the stresses, for Samples 2 and 3, where $|d^2T_c/d\sigma_a^2|$ is maximum, which we take as the onset stress $\sigma_{CDW}$ for the 3D CDW order. The error bars in the $\sigma$ axis indicate the error on the zero-force calibration. The inset shows the crystal structure of YBa$_2$Cu$_3$O$_7$. (b) Derivatives $dT_c/d(\sigma_a-\sigma_b)$, obtained from quintic smoothing splines of the data in the upper panel.

Three samples were cut from the same single, detwinned crystal, Sample 1 for application of stress along the $b$ axis, and Samples 2 and 3 for stress along the $a$ axis. Fig. 2(b–c) shows susceptibility data from Samples 1 and 2 at various stresses. The superconducting transitions remain narrow up to the highest stresses reached, even when $T_c$ changes rapidly, showing that the probed regions have highly homogeneous $T_c$. Susceptibility data for Sample 3 are shown in Fig. S3.

$T_c$ data from all three samples, taking $T_c$ as the point of maximum slope $d(B/I)/dT_c$, are shown together in Fig. 3(a). $dT_c/d\sigma_a$ and $dT_c/d\sigma_b$ have opposite signs, which shows that the in-plane orthorhombicity $b-a$ affects $T_c$ more strongly than the unit cell area $ab$ or $c$-axis lattice constant (which also vary under uniaxial stress). We therefore plot $T_c(\sigma_a)$ and $T_c(\sigma_b)$ together, with the $\sigma_a$ and $\sigma_b$ axes mirrored.

$b/a = 1.015$ in unstressed YBa$_2$Cu$_3$O$_{6.67}$ [22], and for all three samples $T_c$ initially increases when $b-a$ is decreased. This is in agreement with thermal expansion data showing a reduction in $b-a$ below $T_c$ in unstressed samples [23]. We observe $dT_c/d\sigma_a|_{\sigma_a=0} = -2.5$ K/GPa for Sample 1, and $dT_c/d\sigma_b|_{\sigma_b=0} = +1.3$ and $+0.3$ K/GPa for Samples 2 and 3, respectively. These are comparable to results on YBa$_2$Cu$_3$O$_{6.75}$ from Ref. [24]: $dT_c/d\sigma_a|_{\sigma_a=0} = -2.4$ K/GPa and $dT_c/d\sigma_b|_{\sigma_b=0} = +1.6$ K/GPa.

However, the dominant feature in the data is a steep decrease in $T_c$ for $\sigma_a < -1$ GPa. This decrease is quasi-linear in applied stress; in Fig. 3(b) we show the derivative $dT_c/d\sigma_a$, which is seen to be approximately constant for $\sigma_a \lesssim -1.3$ GPa.

To discuss this stress dependence of $T_c$, we introduce a Ginzburg-Landau free energy functional for competing orders.

$$F = \alpha_d \times (T-T_{c,0}) |\Delta d|^2 + \beta_d |\Delta d|^4 + g_d(\varepsilon_a-\varepsilon_{a,0})^2 |\Delta d|^2 + \alpha_c \times (T-T_{CDW,0}) |\Delta c|^2 + \beta_c |\Delta c|^4 + g_c(\varepsilon_a-\varepsilon_{a,0}) |\Delta c|^2 + \lambda |\Delta c|^2 |\Delta d|^2.$$
\(\Delta d\) and \(\Delta C\) are the amplitudes of the superconducting and 3D CDW order parameters, respectively. \(\varepsilon_\circ = \varepsilon_{xx} - \varepsilon_{yy}\) is the orthorhombic strain. (We neglect terms for coupling to \(c\)-axis strain, \(\varepsilon_{zz}\), and changes in unit cell area, \(\varepsilon_{xx} + \varepsilon_{yy}\).) The term \(g_d(\varepsilon_\circ - \varepsilon_{o,0})^2|\Delta d|^2\) represents direct coupling between the lattice and superconductivity, through the effect of lattice distortion on the pairing interaction. While the lowest-order coupling between \(d\)-wave superconductivity and \(\varepsilon_\circ\) is quadratic in \(\varepsilon_\circ\), the 3D CDW is uniaxial [5], and therefore couples linearly in \(\varepsilon_\circ\). For both the superconductivity and CDW, the presence of the CuO chains introduces an offset \(\varepsilon_{o,0} \neq 0\) (which in reality need not be the same for the CDW and superconductivity). Conceptually, this is the strain at which the electronic interactions become tetragonally symmetric.

Because the 3D CDW is not seen in unstressed YBa\(_2\)Cu\(_3\)O\(_{6.67}\), we must have \(T_{c,0} > T_{\text{CDW,0}}\). Because the superconductivity and 3D CDW compete, we must also have \(\lambda > 0\). In addition, the 3D CDW will choose the orientation that gives \(g_c(\varepsilon_\circ - \varepsilon_{o,0}) < 0\). In the inset of Fig. 4, we illustrate a schematic \(\sigma - T\) phase diagram where there is no direct coupling of the superconductivity to the lattice (that is, \(g_d = 0\)): \(T_c\) is unchanged until 3D CDW order onsets at \(\sigma_{\text{CDW}}\). Competition then suppresses \(T_c\), and, due to the linear coupling between the 3D CDW and \(\varepsilon_\circ\), the suppression is stress-linear.

\(T_c(\sigma_\alpha)\) has this qualitative form. For \(|\sigma_\alpha| \lesssim 0.5\) GPa, \(T_c\) has a weak quadratic dependence on \(\sigma_\alpha\), that is potentially explainable through a small direct-interaction coefficient \(g_d > 0\). The crossover to a linear dependence for \(\sigma_\alpha \lesssim -1.3\) GPa can be straightforwardly explained by competition with a uniaxial order, the 3D CDW; obtaining this behaviour through direct-interaction terms alone would require an unlikely balance of higher-order terms.

Identifying \(\sigma_{\text{CDW}}\) in YBa\(_2\)Cu\(_3\)O\(_{6.67}\) as the maximum in \(|\Delta d|^2\), we obtain \(\sigma_{\text{CDW}} = -0.97\) GPa for Sample 2 and \(-1.2\) GPa for Sample 3. In the x-ray study of Ref. [6], 3D CDW order was reported as onsetting at an \(a\)-axis strain between \(-0.8\) and \(-1.0 \times 10^{-2}\), corresponding to \(\sigma_{\text{CDW}}\) between \(-1.3\) and \(-1.6\) GPa [27]. Due to a nontrivial sample configuration there is some uncertainty in this strain scale: Bragg reflection data indicate that the 3D CDW could have onsets at a strain as low as \(-0.6 \times 10^{-2}\) (i.e., \(\sigma_{\text{CDW}} = -1.0\) GPa). Within uncertainty and possible sample-to-sample variation, \(\sigma_{\text{CDW}}\) from Ref. [6] agrees well with that found here. The doping - uniaxial stress - temperature phase diagram of YBa\(_2\)Cu\(_3\)O\(_{6.67}\), as resolved so far, is shown in Fig. 4.

In principle, strain-induced changes in the 2D CDW could also drive changes in \(T_c\). However, recent x-ray data [28] show that, in contrast to \(T_c\), the 2D CDW responds in a qualitatively symmetric way to uniaxial stress: \(a\)-axis compression strengthens the component with \(\mathbf{q} \parallel \mathbf{b}\), and \(b\)-axis compression that with \(\mathbf{q} \parallel \mathbf{a}\). On the other hand, for stresses up to \(\approx 1.7\) GPa the 3D CDW appears only under \(a\)-axis compression. Therefore the effects of the 3D CDW appear to dominate changes in \(T_c\).

To further investigate the relationship between 3D CDW order and superconductivity, we measure the heat capacity anomaly at \(T_c\) through the elastocaloric effect (ECE), the change in temperature in response to applied stress. Competition means that the presence of the 3D CDW reduces the condensation energy of the superconductivity, and so for \(\sigma_\alpha < \sigma_{\text{CDW}}\) a reduction in the heat capacity jump at \(T_c\), \(\Delta C\), is expected. The field-induced 3D CDW has nearly the same onset temperature as zero-field superconductivity [29, 30], suggesting a close relationship between these phases. If they were nearly degenerate, with similar condensation energies and entropy-temperature relations \(S(T)\), the reduction in \(\Delta C\) would be substantial. This is possible: in one theoretical model, superconductivity and pair-density-wave order are found to be nearly degenerate [31], and in experiments the stripe order of La\(_{2-\delta}\)Ba\(_{\delta}\)CuO\(_4\) is seen to replace superconductivity with small changes in doping [32] or uniaxial stress [33], suggesting near-degeneracy.

The elastocaloric effect arises due to stress-driven changes in entropy. We employ the model of Ref. [34], in which the total heat capacity \(C = C^{(nc)} + C^{(c)}\), where \(C^{(c)}\) is the heat capacity of critical electronic fluctuations associated with the onset of superconductivity and \(C^{(nc)}\) is the non-critical background. \(C^{(c)}\) is taken to have the form \(C^{(c)}(T,\sigma) = C^{(c)}(T - T_c(\sigma))\). In this model, and in the adiabatic limit,

\[
\frac{dT}{d\sigma} = \frac{C^{(c)}}{C} \frac{dT_c}{d\sigma} + \frac{dT^{(nc)}}{d\sigma},
\]

where \(dT^{(nc)}/d\sigma\) is the contribution from non-critical changes in entropy [34]. Measurements were performed on Sample 3, through the addition of a thermocouple to the sample setup. The measurement frequency was 23 Hz, at which the thermal diffusion length is \(\approx 500\) \(\mu\)m in our temperature range (Ref. [35], and Fig. S4), meaning that this measurement averages over essentially the entire exposed portion of the sample.

Raw data at various \(\sigma_\alpha\) are shown in Fig. 5(a). In Fig. 5(b), an approximate normalisation is obtained by subtracting a common slope from all the curves, as an estimate for \(dT^{(nc)}/d\sigma\), then dividing each curve by \(dT_c/d\sigma_\alpha\). (Curves are also divided by a correction factor of \(\approx 0.8\), to account for the fact that measurements were not fully in the adiabatic limit; see Supplemental Materials for details.) In panel (c), data at \(\sigma_\alpha = -1.31\) GPa are compared with the susceptibility as measured with the combination of pick-up and burn-through coils. The transition widths match, confirming that the feature seen in the ECE is the superconducting transition. \(\Delta C\) at \(T_c\) is found to be \(\approx 0.4\%\) of the total heat capacity [See Fig. 5(b)], which is in good agreement with that obtained...
through direct measurement on unstressed samples, 0.3–0.5% [36]. This demonstrates the capability of ECE measurements to resolve tiny heat capacity anomalies, even with inhomogeneity broadening.

We find that any change in $\Delta C$ across $\sigma_{CDW}$ is small, meaning that although the presence of 3D CDW order strongly suppresses $T_c$, its condensation energy is not close to that of superconductivity. We do not resolve elastocaloric anomalies that could indicate onset of 3D CDW order, possibly because our data do not extend to high enough temperature, or because the stress dependence of the transition temperature is too small.

Identifying the phase boundary where the 3D CDW onsets is an important future task to better understand the relevance of charge order for superconductivity. By showing that the onset of the 3D CDW substantially weakens the superconductivity, our result here shows that it is not a low-spectral-weight curiosity, but a phase that is closely intertwined with the superconductivity.
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FIG. 5. (a) Raw elastocaloric effect data from Sample 3. The $y$-axis is the change in temperature with stress under quasi-adiabatic conditions. The inset shows the locations of the temperature ramps on the $T_c(\sigma_a)$ curve. (b) A normalisation of the data in panel (a), described in the text. $C^{(c)}/C$ is the critical part of the heat capacity, associated with the superconducting transition, divided by the total heat capacity. (c) Comparison of data at $\sigma_a = -1.31$ GPa with susceptibility measurements. The ECE measurements and susceptibility measurements with the coils both probe the entire exposed length of the sample, and so give nearly the same transition width.
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I. MORE INFORMATION ON THE EXPERIMENT SETUP

Samples were grown using a flux method [37] producing large single crystals whose oxygen content was later adjusted to 6.67 ($T_c = 65$ K) by annealing under well-defined oxygen partial pressure. The large samples were mechanically detwinned by heating under slight uniaxial stress, 50–60 MPa, to 400°C, before being cut into smaller pieces and mechanically polished to the required dimensions for the pressure cell. Samples were mounted into the uniaxial stress cell with Stycast 2850FT epoxy, cured for 4 hours at 65°C. The epoxy layers on both the top and bottom faces of the sample ends were ≈30 µm thick.

The uniaxial pressure cell uses three piezoelectric actuators, arranged to cancel their own differential thermal expansion, to apply pressure to the sample, which is shaped into a long, thin bar. Making reference to Fig. 1(a), one end of the sample is attached to moving block A and the other to moving block B. These blocks are joined with flexures to the outer frame of the cell. The actuators drive motion of moving block A, which is constrained to move along a straight line by four flexures. Block B is held by four thicker flexures, and moves slightly in response to the force transmitted through the sample. A parallel-plate capacitive sensor measures the displacement of block B, and combining with the known spring constant of the thick flexures the force on the sample is determined. A complete description of the apparatus and its calibration is given in Ref. [38].

There is in addition a capacitive displacement sensor between moving blocks A and B, which measures the displacement applied to the sample and the epoxy that holds it. Data from this sensor provides information on the mechanical state of the sample and epoxy. Force-displacement data from Sample 3, as the applied stress approached −2 GPa at $T = 68$ K, are shown in Fig. S1(a–b). Panel (a) shows $F(d)$, where $F$ is force and $d$ displacement, over the entire course of measurements, including the point where the sample fractured under compression and $F$ dropped abruptly. Panel (b) shows a close-up of $F(d)$ at high stresses, approaching the point of fracture. Here, it is seen that $F(d)$ followed a gentler slope as $|\sigma_a|$ was increased than on the return strokes. This difference is visible in, for example, the gentler slope between the points numbered 1 and 9 in the figure, where $|\sigma_a|$ was increased monotonically, and the steeper slope between points 9 and 10, where $|\sigma_a|$ was decreased. This behaviour most likely shows that the epoxy relaxes plastically as high stresses are approached. That this possible plastic flow is in the epoxy, not the sample, is shown by the data in Fig. S2, where the transition observed in Sample 3 at −0.79 GPa is the same before and after ramping to −1.6 GPa.

We note that this smooth plastic relaxation of the epoxy is in contrast to the sharp fractures observed at 5 K in Ref. [38]. The sample mounting procedure was the same, so we hypothesise that the different behaviour is due to the temperature difference.

The force sensor reading varied by ∼2 N from cool-down to cool-down, and so its zero-force reading was determined in situ by deliberately fracturing each sample after measurement, on the theory that with the sample broken, the applied force would necessarily be zero. For Sample 3, the fracture was complete — a portion of the sample disappeared and the link between the two ends was completely broken — and so the $F = 0$ reading could be determined with high precision. Samples 1 and 2, on the other hand, were fractured in tension, and the fractures occurred inside the epoxy, such that there remained a frictional connection between the two sample ends. $F(d)$ traces leading up to and following the fractures for Samples 1 and 2 are shown in Figs. S1(c) and (d), respectively. For both samples, after fracture there is a portion of the force-displacement curve where the slope is strongly reduced, which we interpret as the crossover from tensile to compressive stress in the sample, broadened by frictional and plastic effects in the epoxy.
FIG. S1. (a) Force-displacement data for a series of $T_c$ measurements for Sample 3. The markers indicate points where the temperature was ramped from 68 K to below $T_c$ and then back to 68 K at fixed strain. Between these points the displacement $d$ was ramped at 1.5 nm/s. (b) Close-up of the data in panel (a), showing the probable plastic relaxation of the epoxy holding the sample as $|\sigma_a|$ became large. The numbers on each marker indicate the order in which temperature ramps were performed. (c) Force-displacement data for Sample 1, before and after it was fractured under tension. As in panel (a), the markers indicate strains where temperature ramps were performed to measure $T_c$, and the lines are the strain ramps between these points. The displacement was ramped at 1.5 nm/s. (d) Same as (c), for Sample 2.

FIG. S2. Two measurements of Sample 3 at $\sigma_a = -0.79$ GPa, before and after $\sigma_a$ was ramped to $-1.6$ GPa.

Because there is no single sharp feature that can be identified as zero stress, we estimate an error of $\pm 0.05$ GPa on the zero-stress determination for these two samples.

The burn-through field for all measurements with the Hall cross susceptometer shown in this paper, apart from Fig. 2(a), was $\sim 200$ μT at 20 kHz. The probing field from the susceptometer was $\sim 25$ μT, applied at 211 Hz, for all measurements.
II. ADDITIONAL DATA

Susceptibility data across $T_c$ for Sample 3 are shown in Fig. S3. (Susceptibility data from Samples 1 and 2 are shown in Fig. 2.) For this set of measurements, the signal from the Hall cross drifted over time, so data are scaled by dividing each sweep by the starting value at 68 K.

![Graph showing $B/I$ for Sample 3 at various $\sigma_a$](image)

**FIG. S3.** Real part of the susceptometer response $B/I$ for Sample 3 at various $\sigma_a$. Due to drift, data are scaled by the readings at 68 K.

III. FURTHER DISCUSSION OF $\sigma_{\text{CDW}}$

As noted in the main text, in Ref. [6] the strain at which 3D CDW order onsets in YBa$_2$Cu$_3$O$_{6.67}$ was reported to be between $-0.8$ and $-1.0 \cdot 10^{-2}$, corresponding to $\sigma_{\text{CDW}}$ between $-1.3$ and $-1.6$ GPa. This is somewhat larger than the $\sigma_{\text{CDW}}$ found here for Samples 2 and 3, respectively $-0.97$ and $-1.2$ GPa. However, the stress apparatus used in Ref. [6] incorporated a sensor only of the applied displacement, not the applied force. A conversion factor between displacement and strain was obtained using Bragg reflection data at low applied displacements. At large displacements, the Bragg peak location began to saturate, and the origin of this behaviour was not understood; bending of the sample at large strains is one possibility. Interpreting the large-strain Bragg data literally indicates $\sigma_{\text{CDW}} = -1.0$ GPa, in good agreement with the data here. Overall, within experimental accuracy so far and possible sample-to-sample variability, Ref. [6] and the data here are in good agreement on $\sigma_{\text{CDW}}$.

IV. FURTHER INFORMATION ON THE ELASTOCALORIC EFFECT MEASUREMENTS

Elastocaloric effect (ECE) measurements are ideally performed in the adiabatic limit, meaning that the measurement frequency should be high enough that temperature oscillations do not dissipate into the bath through the ends of the sample, yet low enough that the thermocouple thermalises to the sample. Here, this frequency window was not broad. In analysis below, we show that at our measurement frequency of 23.11 Hz the observed signal was about 80% of its adiabatic limit. This factor is included in the normalised ECE data of Fig. 5, and the good agreement with the heat capacity jump at $T_c$, $\Delta C$, measured directly in Ref. [36] shows that it is at least approximately correct. The narrowness of the frequency window prevents us from commenting on small apparent changes in $\Delta C$, but our data are sufficient to conclude that $\Delta C$ does not change drastically across $\sigma_{\text{CDW}}$.

We now provide more details on the measurement. A photograph of Sample 3, including the attached thermocouple, is shown in Fig. S4(a). The thermocouple is chromel-AuFe$_{0.07\%}$, and was secured to the sample with Stycast 2850FT. It was made from wire from the same spools as in Ref. [39], and we therefore apply the calibration reported there. The stress apparatus contains two sets of actuators, labelled compression and tension actuators, whose actions on the sample have opposite sign. For the ECE measurements, the compression actuators were used to apply the dc stress, and the tension actuators the ac stress, with a temperature-independent applied voltage of $1.4 \text{ V}\text{rms}$. The capacitance
FIG. S4. (a) Micrograph of Sample 3 showing the chromel-AuFe$_{0.07\%}$ thermocouple. (b) Temperature dependence of the piezoelectric actuator response to applied voltage and a linear fit to the data. (c) Temperature dependence of the characteristic thermal length of YBa$_2$Cu$_3$O$_{6.67}$ at 23.1 Hz [35]. (d) Frequency dependence of the elastocaloric effect signal, amplitude and phase, at various temperatures at $\sigma_a = -2$ GPa. The solid line is the fitted thermal transfer function at 68 K.

Bridge monitoring the force sensor did not have enough bandwidth for measurements at 23 Hz, and we therefore obtain a dc calibration of the tension actuator response, and, following Refs. [34] and [40], make the approximation that this calibration applies at 23 Hz. For Sample 3, at $\sigma_a \approx 0$ and $T = 68$ K the stress-voltage response was 4.9 MPa/V. After the sample was fractured, we then tested the temperature response of the tension actuator by ramping the applied voltage between $-10$ and $+10$ V, yielding the data plotted in Fig. S4(b). Between 69 and 45 K, the actuator response decreases linearly with temperature by about 16%. We therefore take our applied ac stress to be 4.9 MPa/V $\times$ 1.4 V$_{rms}$ = 6.9 MPa$_{rms}$ at 68 K, and for lower temperatures scale this by the response curve shown in Fig. S4(b).

ECE measurements yield an elastocaloric coefficient $E \equiv dT/d\sigma$. We now discuss analysis to determine $E/E_0$, where $E_0$ is the elastocaloric coefficient in the adiabatic limit. Ikeda et al. [34] showed that the frequency dependence of the elastocaloric response can be well captured by a discretized thermal model. In this model,

$$\frac{E}{E_0} = (a^2 + b^2)^{-1/2},$$

$$\theta = \arctan \left( \frac{a}{b} \right),$$

where $\theta$ is the phase of the signal relative to the stress oscillation, and

$$a = \frac{1}{\omega \tau_i} - \omega \tau_\theta,$$

$$b = 1 + \frac{C_\theta}{C_s} + \frac{\tau_\theta}{\tau_i} .$$

$\tau_i$ is the time constant for thermalisation of the sample to the bath (approximated as being frequency-independent), $\tau_\theta$ is that for thermalisation of the temperature sensor to the sample, $C_\theta$ is the heat capacity of the sensor, and $C_s$ is the heat capacity of the sample. We estimate $C_\theta/C_s$, and leave $\tau_i$ and $\tau_\theta$ as fitting parameters. We estimate $C_\theta$ as
the heat capacity of 700 µm of 25 µm-diameter chromel wire and 1 mm of 25 µm-diameter AuFe0.07% wire, where the lengths are determined from the thermal diffusivities of these materials at 23 Hz and 65 K, in addition to a volume 150 × 100 × 90 µm³ of Stycast 2850FT. At $T = \{45, 50, 55, 60, 68\}$ K, we find $C_\theta \sim (0.99, 1.1, 1.3, 1.4, 1.6)$ µJ/K, and employ these values for the fitting. $C_s$ is much larger than $C_\theta$, and we therefore take its frequency dependence into account. Following Ref. [34], we take an approximate model in which at low frequencies $C_s$ is the heat capacity of the entire exposed portion of the sample, and at high frequencies it is the heat capacity of a portion of the sample of length twice the thermal diffusion length $\xi$:

$$C_s = \begin{cases} CA_s l_{\text{exp}}, & \omega < \omega_{1D}, \\ 2CA_s \xi, & \omega > \omega_{1D}, \end{cases}$$

where $C$ is the specific heat capacity of YBa$_2$Cu$_3$O$_{6.67}$, which we take from Ref. [36]. $A_s$ is the cross-sectional area of the sample, and $l_{\text{exp}} = 1$ mm is the exposed length of the sample. $\xi = (2D/\omega)^{1/2}$, where $D$ is the thermal diffusivity, which we take from Ref. [35]. $\omega_{1D}$ is the angular frequency at which $2\xi$ crosses $l_{\text{exp}}$. In Fig. S4(c) we show the temperature dependence of $\xi$. At our measurement frequency of 23.11 Hz, we find $C_\theta/C_s \sim 0.1$ at each temperature studied here.

$\tau_i$ and $\tau_\theta$ are obtained from simultaneous fitting of the observed frequency dependence of $E$ and $\theta$ at $\sigma_a = -2.0$ GPa, where the elastocaloric response was measured against frequency. Data are shown in Fig. S4(d), along with the fitted thermal transfer function at 68 K. In the graph, $E$ is scaled by $E_0$, which is obtained from independent fitting at each temperature. The measurement frequency, 23.11 Hz, was selected as the frequency where $E/E_0$ is close to its maximum over the entire temperature range studied here. Based on a linear fit of $E/E_0$ with temperature, we find $E/E_0$ to vary between 0.796 at 45 K and 0.810 at 68 K. We apply this $T$-dependent correction to the data in Fig. 5 in the main text. Because $C_\theta$ is small, a large change in our estimate for $C_\theta$ has minimal effect. For example, doubling $C_\theta$ would reduce the maximum $E/E_0$ in the fitting to $\sim 0.7$.
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