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Abstract—High-energy (>40 MeV) protons are commonly used to characterize radiation tolerance of space electronics against damage caused by energy transfer to the nuclei and electrons of semiconductor materials while in orbit. While practically useful, these experiments are unrepresentative in terms of particle type and energy spectra, which results in disproportionate amounts of displacement damage and total ionizing dose. We compare these damages to those realized by bulk semiconductors used in optoelectronics in common low, medium, and high Earth orbits by calculating the duration in orbit required to achieve equivalent nuclear and electronic energy deposition. We conduct this analysis as a function of test proton energy, material, material thickness, and shielding thickness. The ratio of nuclear to electronic orbit duration, a value which would approach unity in an ideal radiation tolerance test, is found to exceed unity in the majority of cases but approaches unity as Al shielding increases. This study provides a connection between damage produced in terrestrial accelerator-based characterizations and orbit irradiation in terms of both damage modes which can cause optoelectronic components to fail: displacement damage and total ionizing dose.

Index Terms—Orbit environment, radiation tolerance, semiconductors, space weather.

I. INTRODUCTION

O

VER 50% of spacecraft equipment malfunctions are caused by the cosmic environment, with the majority of these resulting from radiation damage to critical components [1]. This necessitates the usage of radiation-hardened components, which themselves drive the cost of space missions largely due to long lead times and low demand [2]. Long engineering design cycles and low performance with respect to the terrestrial state of the art are direct results of this additional requirement. Radiation-hardened components are generally ten years behind the cutting edge in sophistication due to the need to characterize components and devices to high radiation doses (over 100 krad) and the scarcity of facilities to perform this testing. An alternative approach focuses on evaluation of commercial, off-the-shelf components tested and found to function to a specified dose level. While most commercial components are radiation-tolerant up to a dose of 5 krad, some will fail before 1 krad of dose is reached, and this cannot be known a priori [2], [3].

In practice, this testing is executed using gamma photon (60Co), proton, and heavy ion experiments. Gamma rays produce ionization, but do not produce substantial displacement damage and have too low a linear energy transfer (LET) to produce single-event effects. Heavy ions, on the other hand, can be accelerated so as to have sufficient LET to simulate the full range of the radiation environment effects [2], [4], but these tests have low availability. Alternatively, proton sources with energies above ~40 MeV provide an excellent compromise and are used to test total dose and displacement damage effects, as well as single-event upset, single-event functional interrupt, and to screen for unacceptably low threshold single-event latchup, single-event burnout, and single-event gate rupture effects [2]. Both displacement damage and total ionizing dose have been studied extensively in the literature through both modeling and experiments in semiconductors [5]–[9].

In this study, we analyze how well terrestrial proton irradiation facilities can simulate the full extent of radiation damage incurred by satellites in seven common Earth orbits. It should be emphasized that the damage referred to in this analysis is the initial energy deposited and does not incorporate the complex material-specific defect recovery processes which follow. We compare the amounts of damage incurred by electronic (total ionizing dose) and nuclear (displacement damage) modes in orbit and in terrestrial characterization to determine the required fluence for a particular proton energy to replicate an equivalent time-in-orbit for each semiconductor, at each orbit under consideration, for each damage mode. These results are obtained as a function of material thickness, Al shielding thickness, and orbit. The results are of specific applicability to bulk materials and we focus on the following semiconductors of interest to optoelectronic devices: Si, MgO, ZnO, InAs, InP, GaP, GaN, Hg0.5Cd0.5Te, In0.5Ga0.5Sb, In0.5Ga0.5As, ZnTe, ZnSe, ZnS, CdTe, and InSb. Heterostructures and CMOS architectures are not analyzed, although general material-independent derived trends can be extrapolated. The results of this study provide a connection between damage
produced in terrestrial accelerator-based characterizations and orbit irradiation in terms of both damage modes which can cause optoelectronic components to fail: nuclear and electronic energy deposition. The ratio of a test’s nuclear to electronic equivalent duration is also analyzed. This ratio would ideally be unity, implying that the nuclear and electronic energy deposition are proportional to that experienced in orbit. This is important because electronic energy loss has been shown to permit radiation-enhanced or radiation-induced diffusion in semiconductors, allowing displaced atoms to regain their initial lattice position. Thus, if the electronic energy loss is unproportionally high, the displacement damage realized may be unproportionally low, even if an accurate dose is applied [10]–[13]. It should be noted that the intent of this study is to provide a general early assessment of dose for the purpose of characterization of radiation tolerance of novel optoelectronic materials and device architectures. Prior to use of a component in a mission, the specific mission dose (accounting for particular anticipated shielding) would be carefully assessed to calculate the fluence required to achieve the specific orbit duration called for [7], [8], [14], [15]. It is general knowledge that monoenergetic, normally incident proton ground testing cannot match both the displacement damage and total ionizing dose in orbit. This article demonstrates the magnitude of this mismatch and how this mismatch varies with proton energy used in characterization, Al shielding thickness, orbit, and bulk material.

II. BACKGROUND

A. Effects of Space Radiation on Semiconductors

Materials in space incur radiation damage through electronic (ionizing and charge transfer) effects as well as nuclear displacement damage. Charged particles lose energy electronically via the excitation of electron–hole pairs by ionization in materials. Charge transfer effects lead to stationary and nonstationary currents, resulting in surface and volume charge accumulation in dielectrics [16], [17]. Displacement damage results from the transfer of sufficient energy to lattice atoms by incident energetic particles to force them out of their prior lattice position. The effect of this displacement damage on semiconductor electrical and optical properties stems fundamentally from the introduction of energy levels within the bandgap. These levels result in the reduction of carrier recombination lifetime, diffusion length, and generation lifetime; increase in carrier trapping, thermal generation, and tunneling; and change in carrier concentrations [1], [18], [19].

The fluxes and energy spectra of particles encountered in a particular orbit determine the rate and extent of component degradation due to space radiation. Differences in the local cosmic environment as they pertain to damaging critical optoelectronic and microelectronic components can be separated into those originating inside or outside the Earth’s magnetosphere, which extends 6 × 10^4 km in the direction of the Sun and 2–2.5 × 10^5 km in the transverse dimension along the meridian plane. Inside the Earth’s magnetosphere, the most prevalent damaging particles are relatively low-energy protons and electrons trapped in the Earth’s radiation belts.

The majority of protons fall in the 1–30 MeV range, while the majority of electrons have energies of 0.1–1 MeV. Outside the magnetosphere, far-higher-energy solar cosmic rays (SCRs) and galactic cosmic rays (GCRs) are dominant. SCRs are primarily comprised of protons emitted from intense solar eruptions with energies of 1–10^4 MeV. GCRs are isotropic, originating from regions dispersed throughout the galaxy, and consist of 100–10^14 MeV protons and heavier nuclei [1].

B. Terrestrial Proton-Based Tests to Replicate Space Radiation at Different Orbits

The main North American facilities performing proton component tests to simulate these cosmic environments use energies up to 45–2500 MeV, as shown in Table I [2], [20]–[32]. The use of these high energies serves two purposes. First, they deliver approximately uniform energy deposition in a component, minimizing spatial nonuniformity effects of the test. Second, they improve the probability of producing some high LET particles in the active region of a component through displacement damage, in which a lattice atom is accelerated through the proton impact [2]. With a specific damage mechanism in mind, the nuclear and electronic proton test energy deposition must be connected to the nuclear and electronic energy deposition expected in space.

There are three categories of useful satellite orbits: high Earth orbit (HEO), medium Earth orbit (MEO), and low Earth orbit (LEO), with altitudes (relative to the Earth’s surface) of ≥35780 km, 2000–35780 km, and 160–2000 km, respectively. Also important in the orbit definition is its inclination (orbit angle relative to the equator) and eccentricity (deviation from circular orbit measured on a scale from 0 to 1) [33], [34].

HEO satellites are typically used for Earth, solar, and space weather monitoring and communication. One important HEO orbit is the geostationary orbit (GEO), which occurs when a satellite matches Earth’s rotation, rotating at the same speed and maintaining the same longitude at all times. This is useful for weather monitoring and communication because a consistent view of the same area is maintained [34]–[36]. MEO orbits are well suited for navigation, communication, and for monitoring of a particular region of Earth. Two relevant MEO orbits are the Molniya orbit and the semisynchronous global positioning system (GPS) orbit, both of which match Earth’s rotation rate and follow the same path every 24 h. The Molniya...
TABLE II
DETAILS OF ORBITS CONSIDERED IN THIS ANALYSIS. ALTITUDE IS GIVEN AS APOGEE/PERIGEE (IN ADDITION TO THE SEMIMAJOR AXIS (SEMI-A)) [33]–[38]

| Orbit                                      | Altitude [km] | Inclination | Eccentricity [frac] |
|--------------------------------------------|---------------|-------------|---------------------|
| LEO Polar Sun-synchronous (LOW)             | 600           | 97.79°      | 0                   |
| LEO Polar Sun-synchronous (HIGH)            | 800           | 98.6°       | 0                   |
| LEO Inclined Non-polar (ISS)                | 400           | 51.6°       | 0                   |
| MEO Molniya                                 | 545/39,913 (Semi-A 26,600) | 63.4°       | 0.74                |
| MEO Semi-synchronous (GPS)                  | 20,200        | 55°         | 0                   |
| HEO High-eccentricity (IBEX)                | 9,566/302,936 (Semi-A 162,622) | 24.2°       | 0.902               |
| HEO Geostationary                          | 35,793        | 0°          | 0                   |

orbit is optimized for high latitude sensing and communication through its high inclination and high eccentricity, while the GPS orbit has zero eccentricity for better Earth-positional accuracy [37], [38]. Most scientific satellites take on a low eccentricity LEO, with the inclination dependent upon the satellite’s particular mission. These altitudes require the least power to communicate with Earth. Here, observational instruments have maximum resolution, with many of these Earth observing satellites having high inclination orbits to permit polar visibility, such as the polar Sun-synchronous orbits. The International Space Station (ISS) also follows an LEO to minimize astronaut travel time and energy required to fly resupply loads to the station as well as to reduce the radiation effects which would be experienced in MEO [33], [34].

III. METHODS

A. Data on Orbits and Their Cosmic Environments

A summary of the altitude, inclination, and eccentricity of the orbits considered in this analysis is given in Table II, while the energy spectra of particles for these seven common Earth orbits are plotted in Fig. 1 [36], [39]. The nuclear and electronic stopping powers for these particles are plotted in Fig. 2(a) and (b), respectively, in Si as a reference material [40]–[43].

The orbit radiation flux energy spectra are obtained using the SPace ENVironment Information System (SPENVIS) maintained by the European Space Agency [36]. The European Cooperation for Space Standardization standard models are used for each radiation source [33]. The Van Allen belt-trapped proton and electron spectra are obtained from the solar minimum AP-8 model [44] and solar maximum AE-8 model, respectively [45]. These solar conditions maximize the radiation environment and, as such, will yield a worst case estimate of the radiation-induced damage. The ESP-PSYCHIC (total fluence) model, accounting for magnetic shielding, is employed to obtain solar proton and He spectra, with a confidence level of 50% [46]. The 50% confidence level is representative of the average solar particle fluence over a satellite lifetime [39]. The inclusion of just H and He is sufficient because these two particles constitute 99% of the solar particle dose (with protons causing 90% and He depositing 9%) [39]. GCR spectra are obtained from the mission epoch ISO-15390 model with magnetic shielding. Among GCR, all particles whose abundance at any point in the spectrum exceeds 1% of that of GCR protons are considered for model inclusion: these include He, C, N, O, Ne, Mg, Si, and Fe [47]. Only GCR H is shown to contribute substantially and to merit inclusion in the model, as shown in Appendix A.
For both solar and GCR magnetic shielding, an omnidirectional, quiet magnetosphere is accounted for using the Stormer eccentric dipole model without an alteration to the magnetic field moment. When a solar flare occurs, a magnetic storm on Earth is usually triggered. A quiet magnetosphere model assumes that these storms are not occurring [36].

The orbital spectra obtained following traversal of the spectrum through 0.1, 0.5, 1.0, 2.0, and 5.0 g/cm² thicknesses of Al shielding (0.037–1.9-cm thick) are also used in the calculation of equivalences. As SPENVIS models are not available for the Al-shielded solar He and GCR H spectra, GEANT4 simulations are employed to obtain said spectra, as discussed in Appendix B. High-energy protons also have the potential to interact with this Al shielding and produce neutrons. In Appendix C, it is shown that the neutron dose fraction for the maximum neutron fluence orbit (5.0 g/cm² Al shielding, LEO polar Sun-synchronous 800 km orbit) does not exceed 6% of the total dose and can be neglected in this analysis because it is eclipsed by the uncertainties in the model spectra themselves, which are at best a factor of 2–3 for trapped radiation and higher for the solar and GCR spectra [33].

The nuclear stopping power tables for all materials and all particles (electrons and ions) are obtained from the L’Istituto Nazionale di Fisica Nucleare (INFN) screened relativistic non-ionizing energy loss (SR-NIEL) nuclear stopping power models [40]. The electronic stopping power for ions is obtained from the Stopping and Range of Ions in Matter (SRIM) 2013 with the high-energy extension from Leroy and Rancoita as implemented by SR-NIEL [41], [42]. The electronic stopping power for electrons comes from the National Institute of Standards and Technology (NIST) ESTAR database [43]. All tables are obtained to cover the entire SPENVIS orbital spectral range. The damage produced through inelastic nuclear reactions is negligible in comparison to that caused by displacement damage, as indicated by the NIEL [48]. As discussed in Section I, electronic and nuclear energy loss are important in producing damage in different applications. For this reason, nuclear and electronic equivalences are computed separately.

Given the discretized orbital energy spectra for each particle type in each orbit, radiation from each energy bin is propagated through each material to a maximum depth of 2.0 mm. The distance step size of 0.1 μm is employed, to ensure that the sharp Bragg peak near the end of the ion range is properly captured in the spatial discretization. Any errors due to depth discretization will not impact total energy deposition because the total energy is deposited in the final step if the particle’s energy drops below the stopping power table minimum. Any errors due to the discretized orbital energy spectra are analyzed in Appendix D by increasing the number of flux energy bins by an order of magnitude. The resulting dose impact is shown to never exceed 6%, which is eclipsed by the minimum factor of 2–3 error in the flux spectra themselves [33].

The total nuclear energy loss, electronic energy loss, and average particle energy in each step is recorded every 1 μm (every ten computation steps) and the results are written to file every 10 μm (every 100 computation steps). This computation provides, for each particle spectral energy bin and each material, the nuclear and electronic energy loss as a function of depth into the material. For each orbit spectrum, the sum of these values, as weighted by the flux in that energy bin, is accumulated. This provides the nuclear and electronic energy deposited per unit time as a function of distance into each material for each orbit, as given by \( P_0(x) \) in (1) for electronic energy deposition. The spatial distribution of the spectra is taken as isotropic, which gives a cumulative distribution function of incident angle with respect to the sample normal of \( \sin^{-1}(0,1) \sqrt{2} \) where \([0,1]\) represents random uniform sampling from 0 to 1. All particle-deposited energies are projected according to this distribution to reflect the truly isotropic radiation environment of space [49]. The total nuclear and electronic energy loss in the depth range of interest is summed to obtain the energy deposition rate in orbit for a particular sample thickness.

An analogous calculation is done for the monoenergetic accelerator-based test energies at a given test fluence to obtain the nuclear and electronic energy deposited in the test as a function of depth, the latter given by \( E_0(x) \). When this test energy deposited is summed for the sample thickness and divided by the orbit energy deposition rate \((\text{MeV/cm}^2)/(\text{MeV/cm}^2\text{s})\), one obtains the equivalent time in...
a particular orbit associated with a given test, as shown in (1) for electronic energy-deposited equivalence:

\[
\sum_{i=0}^{m} E^e_i(x) = \frac{\Phi_t \sum_{i=0}^{m} \int \frac{dE^e_i(E_i(x))}{dx} dx}{\sum_{i=0}^{m} \sum_{p} \sum_{i} \phi_{pi} \int \frac{dE^e_i(E_i(x))}{dx} dx} = \Phi_t M(x_m)
\]

in which \( x_m \) is the material thickness of interest, \( E^e_i(x) \) is the total test electronic energy deposited per unit distance, \( P^e_0(x) \) is the total orbit electronic energy deposition rate per unit distance, \( \Phi_t \) is the test proton fluence, \( \phi_{pi} \) is the flux for the orbit flux energy bin \( i \) and particle \( p \), and \( (dE^e_i/E_i(x))/dx \) is the electronic stopping power of particle \( p \) of incident bin energy of \( E_i \) at its energy at depth \( x \) into the material. This relation is linear with respect to test fluence for a particular orbit, test energy, material thickness, and Al shielding combination (slope of \( M(x_m) \)). An analogous computation is performed for nuclear energy deposition.

The test energies \( E_i \) included in the analysis are 45, 63, 100, 200, and 230 MeV. The materials included are Si, MgO, ZnO, InAs, InP, GaP, GaN, Hg0.5Cd0.5Te, In0.5Ga0.5Sb, In0.5Ga0.5As, ZnTe, ZnSe, ZnS, CdTe, and InSb. The material determines both the test and orbit nuclear and electronic stopping powers used in (1).

All data sets (orbit radiation environments and particle stopping powers) as well as analysis files are available in the GitHub repository published with this work [50].

IV. RESULTS

The increase in equivalent time in orbit (nuclear and electronic) per additional \( 10^{11} \) p/cm\(^2\) test fluence is shown in Fig. 3. This orbit time per test fluence (OTTF) slope represents the linear scaling of proton test dose with fluence, as shown in (1). Nuclear equivalence (top row) and electronic equivalence (bottom row) are shown as a function of material thickness for different Al shielding thicknesses (columns) of unshielded, 0.5 g/cm\(^2\), and 5 g/cm\(^2\). The shaded regions show the standard deviation in the data, caused by the fact that all materials and all test energies (Table I) are included in the plotted data.

As the material thickness increases, the OTTF slope increases nonlinearly due to the fact that the orbit energy deposition is skewed toward lower thicknesses (both due to the isotropic nature of the orbit irradiation as well as the lower energy orbit spectra), while the test energy deposition is uniformly distributed through the material due to the exclusive use of high-energy protons in the test. This being the case, as thickness increases, test energy deposited increases at a greater rate than does orbit energy deposited, which increases the ratio in (1) nonlinearly. This trend is most prominent for the low Al-shielded cases because these orbit spectra maintain more of their low energy, high stopping power particles.

The MEO semi-synchronous GPS and HEO GEOs have the smallest OTTF slope for the no shielding case in both nuclear and electronic equivalence, but both increase more quickly than the other orbits as a function of Al thickness and become the largest as Al shielding increases to 5 g/cm\(^2\). This is explained by the large flux of low-energy trapped protons for these orbits, as visualized in Fig. 1, which are effectively shielded as Al shielding increases. MEO Molniya orbit also has this large flux of low-energy particles and follows a similar trend as a function of Al shielding. The LEO inclined nonpolar ISS and HEO highly eccentric Interstellar Boundary Explorer (IBEX) orbits remain among the largest in terms of OTTF slope for both nuclear and electronic equivalence for all Al shielding thicknesses. This is due to the lower fluences for trapped, solar, and GCR sources for these orbits, as shown.
in Fig. 1. Both LEO polar Sun-synchronous orbits decrease in the orbit OTTF slope ranking as a function of Al shielding thickness because they have trapped spectra which extend to higher energies that are not effectively shielded. These continue to contribute to the denominator of (1), keeping the OTTF slope low as shielding thickness increases.

The OTTF slope for nuclear (left) and electronic (right) equivalence is shown as a function of test energy in Fig. 4 for all materials and material thicknesses at 1.0 g/cm² Al shielding. The bars represent the quartiles (caused by material and material thickness OTTF variation) and the whiskers extend a factor of 1.5 above and below the interquartile range. The OTTF slope decreases as test energy increases because higher energy test protons deposit less energy into the material, as shown in Fig. 2, which decreases the numerator of (1). More outliers are observed at the higher OTTF range. This is explained by the approximate exponential relationship between OTTF slope and material thickness, as shown in Fig. 3.

To best represent the true orbit damage conditions, one should perform a test with the proper orbit equivalent duration in terms of both nuclear and electronic energy deposited. For this to be so, the ratio of nuclear to electronic equivalent duration given by (2) should be unity so that the required duration can be controlled by test fluence alone. It is equal to the ratio of the equivalent time in orbit for a given test energy and sample thickness for nuclear and electronic energy deposition:

$$\frac{\sum_{x}^{m} E_{n}^{i} (x)}{\sum_{x}^{m} P_{n}^{o} (x)} = \frac{\sum_{x}^{m} E_{e}^{i} (x)}{\sum_{x}^{m} P_{e}^{o} (x)} \cdot \left[ \frac{\sum_{x}^{m} E_{n}^{o} (x)}{\sum_{x}^{m} P_{n}^{o} (x)} \right]^{-1}$$

(2)

The ratio of nuclear to electronic orbit duration equivalence as a function of material thickness, with spread due to inclusion of all test energies and all materials, is plotted for four Al shielding thicknesses (unshielded, 0.5, 1, and 5 g/cm²) in Fig. 5. This quantity is independent of test fluence, as shown in (2). The ratio is most commonly greater than unity, which indicates that either the total nuclear energy loss of test protons is greater than their electronic energy loss or that the electronic energy loss rate of the particles in orbit is greater than their nuclear energy loss rate. However, the former cannot be true as the ratio of proton nuclear to electronic stopping power plotted as a function of proton energy in Fig. 6 never exceeds unity. As a result, test proton nuclear energy deposition cannot exceed electronic energy deposition. The latter, that orbit electronic energy loss rate exceeds that of orbit nuclear energy loss, is very likely to be true as is also observed in Fig. 6. This explains the dominance of nuclear to electronic orbit duration equivalence ratios which exceed unity.
With the exception of the LEO orbits, the ratio of nuclear to electronic equivalence in Fig. 5 first increases as Al shielding is introduced and then decreases thereafter as Al shielding thickness further increases. As a function of Al shielding, the average proton energy for these non-LEO orbits increases from ∼0.015 to ∼40 MeV. Through this progression, the nuclear to electronic stopping power ratio in Fig. 6 first decreases then increases. This results in a decrease and then an increase in the orbit energy deposition ratio term of (2), which causes the nuclear to electronic orbit duration ratio to increase and then decrease as a function of Al shielding as is observed in Fig. 5. In the case of the LEO orbits, the average proton energy increases from ∼0.025 to ∼50 MeV as a function of Al shielding. In this case, the nuclear to electronic stopping power ratio primarily increases, resulting in decreasing ratio of nuclear to electronic equivalent duration. For all orbits, as the Al shielding increases, the orbit duration ratio becomes closer to unity as the low-energy particles are absorbed within the Al shielding and only the high-energy orbit particles can make it through to the material. This is ideal for a testing perspective, but is not in control of the experimenter because the Al shielding thickness is constrained to that which is actually used in the satellite. The experimenter does have control over the proton test energy. It is observed that the higher the test energy, the larger the test nuclear to electronic energy deposition ratio, as is observed in Fig. 6. This increases the nuclear to electronic test equivalent duration ratio as a function of test energy through the first term in (2). As such, for low-shielding cases, one should use low-energy test protons to bring the nuclear and electronic energy deposition orbit durations together. If a characterization highly values achieving precise displacement damage and total ionizing dose, these can be controlled approximately independently employing neutrons and gamma or X-ray photons, respectively [18], [51]. It should be recognized, though, that simultaneous nuclear and electronic equivalence in Fig. 5 first increases as Al shielding increases from ∼0.015 to ∼40 MeV. Through this progression, the ratio of nuclear to electronic orbit duration ratio as a function of test proton energy, Al shielding thickness, bulk material, and material thickness. This analysis was conducted for materials of interest for optoelectronic applications, but the general trends are shown to be weakly dependent upon material in comparison to the other variables analyzed. Furthermore, the methodology presented could be expanded to other bulk materials not specifically analyzed. The ratio of nuclear to electronic orbit duration, a value which would approach unity in an ideal radiation tolerance test, is found to exceed unity in the majority of cases but approaches unity as Al shielding increases. This ratio can be brought to a more ideal value near unity by using low-energy characterization protons for lower Al shielding thicknesses. We connect damage produced in terrestrial accelerator-based characterizations and orbit irradiation in terms of both damage modes which can cause optoelectronic components to fail: displacement damage and total ionizing dose.

V. CONCLUSION

It is general knowledge that monoenergetic, normally incident proton ground testing cannot match both the displacement damage and total ionizing dose induced in the complicated radiation environment of orbit. We have shown the magnitude of this mismatch as a function of test proton energy, Al shielding thickness, bulk material, and material thickness. This analysis was conducted for materials of interest for optoelectronic applications, but the general trends are shown to be weakly dependent upon material in comparison to the other variables analyzed. Furthermore, the methodology presented could be expanded to other bulk materials not specifically analyzed. The ratio of nuclear to electronic orbit duration, a value which would approach unity in an ideal radiation tolerance test, is found to exceed unity in the majority of cases but approaches unity as Al shielding increases. This ratio can be brought to a more ideal value near unity by using low-energy characterization protons for lower Al shielding thicknesses. We connect damage produced in terrestrial accelerator-based characterizations and orbit irradiation in terms of both damage modes which can cause optoelectronic components to fail: displacement damage and total ionizing dose.

APPENDIX A

ION SIGNIFICANT DOSE CONTRIBUTION DETERMINATION

Despite the fact that SPENVIS ignores the contribution of solar and GCR ions to the shielded dose (except for solar H), we wanted to verify that no other ions contributed significantly for our application. For this reason, in the unshielded case, the orbit duration equivalence is calculated 1) with the inclusion of no Z > 1 ions (only trapped protons and electrons and solar protons included); 2) with the inclusion of trapped protons and electrons, solar protons and He, and GCR H; and 3) with the inclusion of all significant ions visualized in Fig. 1. The results are compared in Fig. 7, for the nuclear and electronic energy deposition (top and bottom, respectively). It is shown that there is substantial orbit duration difference between the analysis including no Z > 1 ions and that including all significant ions, but that there is negligible difference between that including trapped protons and electrons, solar protons and He, and GCR protons and that including all significant ions. This shows that the inclusion of
Fig. 7. Fractional difference between the orbit equivalent duration according to nuclear (top) and electronic (bottom) energy loss with reference to the case when all significant $Z > 1$ ions are included in comparison to that when no ions are included (left) and when only trapped protons and electrons, solar protons and He, and GCR protons are included (right) for 500 $\mu$m thickness of all materials considered. This shows that the inclusion of all other significant $Z > 1$ ions does not contribute substantially to the nuclear or electronic dose and can be excluded. This conclusion is reached independent of material thickness, but the results for 500 $\mu$m thickness are visualized for figure clarity.

trapped protons and electrons, solar protons and He, and GCR H is sufficient for accurate results.

**APPENDIX B**

**GEANT4 Calculation of Al-Shielded Spectra for Significant Ions**

In Appendix A, it was determined that the significant ion contributors not automatically included in the shielded SPENVIS calculations are: solar He and galactic H. GEANT4 simulations were used to calculate the energy spectra for each orbit as a function of Al thickness (0.1, 0.5, 1.0, 2.0, and 5.0 g/cm$^2$). 1 000 000 GCR protons and 5 000 000 fully ionized solar He atoms, the spectra of which is shown in Fig. 1, were simulated. The resulting shielded energy spectra are shown in Figs. 8 and 9, respectively. These shielded spectra are used as input for the propagation of these particles for each orbit through each material to contribute to the total electronic and nuclear doses.

**APPENDIX C**

**Neutron Significant Dose Contribution Determination**

As the thickness of Al shielding increases, the likelihood of a high-energy proton undergoing a nuclear reaction which results in the emission of neutron(s) increases. In this section, we analyze the significance of the contribution of these neutrons to the total material dose. This is done for the worst case neutron spectrum considered in this analysis: maximum Al thickness of 5.0 g/cm$^2$, LEO polar Sun-synchronous 800 km orbit with Al thickness of 5.0 g/cm$^2$.
TABLE III
FRACTION OF NUCLEAR AND TOTAL ENERGY LOSS CONTRIBUTED BY NEUTRONS FOR THE MAXIMUM CASE OF 5.0 g/cm² A1 SHIELDING AND LEO POLAR SUN-SYNCHRONOUS 800 km ORBIT WITH MAXIMUM DENSITY MATERIAL ZNTE. THE NEUTRON CONTRIBUTION IS OBSERVED TO NEVER EXCEED 6% FOR THIS MAXIMUM CASE, JUSTIFYING THE EXCLUSION OF NEUTRONS IN THE ANALYSIS, BECAUSE ORBIT RADIATION SPECTRA MODELS HAVE UNCERTAINTIES OF AT BEST A FACTOR OF 2–3 WHICH ECLIPSES THE NEUTRON CONTRIBUTION [33]

| Thickness [μm] | Neutron Nuclear $E_{dep}$ [%] | Neutron Total $E_{dep}$ [%] |
|----------------|-------------------------------|-----------------------------|
| 500            | 5.82%                         | 0.05%                       |
| 1000           | 5.73%                         | 0.06%                       |
| 2000           | 5.79%                         | 0.06%                       |

Fig. 11. Nuclear (left) and electronic (right) energy deposited as a function of distance for the maximum discretization error case: solar He ions in LEO ISS orbit with the number of bins used in the analysis ($×1$ bins) and an order of magnitude larger number of bins ($×10$ bins). The resulting percent errors are found in Table IV.

30000000 neutrons were simulated, with nuclear (non-ionizing) and total energy deposition recorded for material thicknesses of 500, 1000, 1500, and 2000 μm. The resulting nuclear and total energy deposition as a fraction of the nuclear and total energy deposition from all other ions and electrons considered in this analysis for this orbit is shown in Table III. It is observed that the nuclear fractional energy deposition that neutrons contribute dominates the electronic contribution, as one would anticipate. The neutron fraction for this maximum case does not exceed 6% and can be neglected in this analysis because it is eclipsed by the uncertainties in the model spectra themselves. The uncertainty of the trapped radiation models is at best a factor of 2–3 and the solar and GCR models have higher uncertainty, making the errors introduced by neglecting the neutron dose contribution negligible in comparison to the model uncertainty [33].

APPENDIX D
EFFECT OF SPECTRUM ENERGY BIN DISCRETIZATION

The output spectra of SPENVIS are provided in energy bins, with the flux in units of MeV/cm²·s. The effect of the fineness of this discretization is considered here because nuclear and electronic energy loss as a function of distance is calculated bin-wise. To accomplish this, a new energy discretization is defined over the original range with logarithmic interpolation with $10\times$ the number of energy bins. The resulting flux values are sampled through quadratic interpolation. The resulting energy deposited per unit distance for solar He (maximum rate of energy loss for any ion considered in the final analysis) is shown in Fig. 11 for the maximum discretization error orbit: LEO ISS.

The particle with maximum energy loss rate should have the greatest discretization error because the higher energy bins are widest in spacing. For this maximum error orbit, the percentage errors considering 500, 1000, and 2000 μm material thickness are shown in Table IV for nuclear and electronic energy deposition. The maximum error never exceeds 6% and is eclipsed by the minimum factor of 2–3 errors in the flux spectra themselves [33].
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