Learning with Noisy Labels Revisited: A Study Using Real-World Human Annotations

Abstract

Existing research on learning with noisy labels mainly focuses on synthetic label noise. Synthetic label noise, though has clean structures which greatly enable statistical analyses, often fails to model the real-world noise patterns. The recent literature has observed several efforts to offer real-world noisy datasets, e.g., Food-101N, WebVision, and Clothing1M. Yet the existing efforts suffer from two caveats: firstly, the lack of ground-truth verification makes it hard to theoretically study the property and treatment of real-world label noise. Secondly, these efforts are often of large scales, which may result in unfair comparisons of robust methods within reasonable and accessible computation power. To better understand real-world label noise, it is important to establish controllable and moderate-sized real-world noisy datasets with both ground-truth and noisy labels. This work presents two new benchmark datasets, which we name as CIFAR-10N, CIFAR-100N, equipping the training datasets of CIFAR-10 and CIFAR-100 with human-annotated real-world noisy labels that we collect from Amazon Mechanical Turk. We quantitatively and qualitatively show that real-world noisy labels follow an instance-dependent pattern rather than the classically assumed and adopted ones (e.g., class-dependent label noise). We then initiate an effort to benchmark a subset of the existing solutions using CIFAR-10N and CIFAR-100N. We further proceed to study the memorization of correct and wrong predictions, which further illustrates the difference between human noise and class-dependent synthetic noise. We show indeed the real-world noise patterns impose new and outstanding challenges as compared to synthetic label noise. These observations require us to rethink the treatment of noisy labels, and we hope the availability of these two datasets would facilitate the development and evaluation of future learning with noisy label solutions. The corresponding datasets and the leaderboard are publicly available at http://noisylabels.com.

1 Introduction

Image classification task in deep learning requires assigning labels to specific images. Annotating labels for training use often requires tremendous expenses on the payment for hiring human annotators. The pervasive noisy labels from data annotation present significant challenges to training a quality machine learning model. The problem of dealing with label noise has been receiving increasing attentions [Han et al., 2020, Wang et al., 2020]. Typical approaches include unbiased estimators and weighted loss functions [Natarajan et al., 2013, Liu and Tao, 2015], loss correction [Patrini et al., 2017, Liu and Guo, 2020], sample selection aided [Jiang et al., 2018, Han et al., 2018, Yu et al., 2019], etc. The majority of existing solutions are often developed under stylist synthetic noise model, where the noise rates are either class-dependent or homogeneous across data instances. Recently, there has been efforts for establishing results for the more realistic instance-dependent setting, i.e, the noise transition differs in different parts of features [Xia et al., 2020b] or sub-populations [Wang et al., 2021, Zhu et al., 2021b], etc. All of these noise models are proposed with some statistical assumptions, which facilitate the derivation of theoretical solutions. Yet, it is unclear how the existing models captured the real-world scenario.

To empirically validate the robustness of proposed methods, synthetic noisy labels on CIFAR-10 and CIFAR-100 [Krizhevsky et al., 2009]) are the most widely accepted benchmarks. The literature has also observed real-world label noise benchmarks, including Food-101 [Bossard et al., 2014], Clothing-1M [Xiao et al., 2015], WebVision [Li et al.,...
Table 1: Summarized information of existed noisy-label benchmarks: the “estimated” noisy levels are obtained through a subset of the dataset with verified clean labels. “Moderate-resolution” means the max image width pixel is \(\leq 250\).

| Dataset                  | Train/Test Size  | Classes | Noise level | Moderate resolution | Clean label | No Interventions |
|--------------------------|------------------|---------|-------------|---------------------|-------------|------------------|
| Food-101 [Boscard et al., 2014] | 75.75K / 25.25K | 101     | N/A         | x                   | x           | ✓                |
| Clothing1M [Xiao et al., 2015] | 1M in all        | 14      | Estimated 62% | x                   | x           | ✓                |
| WebVision [Li et al., 2017]       | ≈2.44M / 100K    | 1000    | N/A         | x                   | x           | ✓                |
| Food-101N [Lee et al., 2018]    | 310K in all      | 101     | Estimated 20% | x                   | x           | ✓                |
| Animal-10N [Song et al., 2019]  | 50K / 5K         | 10      | 8%          | ✓                   | ✓           | ✓                |
| Red Mini-ImageNet [Jiang et al., 2020] | 50K / 75K       | 100     | 0%-80%      | ✓                   | ✓           | ✓                |
| Red Stanford Cars [Jiang et al., 2020] | 8K / 8K         | 106     | 0%-80%      | ✓                   | ✓           | ✓                |
| CIFAR10H [Peterson et al., 2019] | 50K / 10K        | 10      | N/A         | ✓                   | ✓           | ✓                |
| CIFAR-10N-aggregate (Ours)     | 50K / 10K        | 10      | 9.03%       | ✓                   | ✓           | ✓                |
| CIFAR-10N-random (Ours)        | 50K / 10K        | 10      | ≈18%        | ✓                   | ✓           | ✓                |
| CIFAR-10N-worse (Ours)         | 50K / 10K        | 10      | 40.21%      | ✓                   | ✓           | ✓                |
| CIFAR-100N-coarse (Ours)       | 50K / 10K        | 20      | 25.60%      | ✓                   | ✓           | ✓                |
| CIFAR-100N-fine (Ours)         | 50K / 10K        | 100     | 40.20%      | ✓                   | ✓           | ✓                |

In addition, despite synthetically labeled CIFAR datasets are popular and highly used benchmarks for evaluating the robustness of proposed methods, there exists no publicly available human annotated labels for CIFAR training datasets to perform either validation of existing methods or verification of popular noise models. A human-annotated version of CIFAR datasets would greatly facilitate the evaluations of existing and future solutions, due to the already standardized procedures for experimenting with CIFAR datasets. All above issues motivate us to revisit the problem of learning with noisy labels and establish accessible and easy-to-use, verifiable datasets that would be broadly usable to the research community. Our contributions can be summarized as follows:

- We present two new benchmarks CIFAR-10N, CIFAR-100N which provide CIFAR-10 and CIFAR-100 with human annotated noisy labels. Our efforts built upon the CIFAR datasets and provide easily usable benchmark data for the weakly supervised learning community (Section 3). We expect to continue to maintain the datasets to facilitate future development of results.
- We introduce new observations for the distribution of human annotated noisy labels on tiny images, i.e., imbalanced annotations, the flipping of noisy labels among similar features, co-existence of multiple clean labels for CIFAR-100 train images (which leads to a new pattern of label noise), etc. We further distinguish noisy labels in CIFAR-10N and CIFAR-100N with synthetic class-dependent label noise, from the aspect of noise transitions for different features qualitatively and quantitatively (via hypothesis testing) (Section 4).
- We empirically compare the robustness of a comprehensive list of popular methods when learning with CIFAR-10N, CIFAR-100N. We observe consistent performance gaps between human noise and synthetic noise. The different memorization behavior further distinguishes the human noise and synthetic noise (Section 5).
- The datasets and the leader-board of our evaluated robust methods on CIFAR-10N, CIFAR-100N are publicly available at [http://noisylabels.com](http://noisylabels.com).
1.1 Related works

Learning from noisy labels  Earlier approaches for learning from noisy labels mainly focus on loss adjustment techniques. To mitigate the impact of label noise, a line of approaches modify the loss of image samples by multiplying an estimated noise transition matrix [Patrini et al., 2017, Hendrycks et al., 2018, Xia et al., 2019, Yao et al., 2020, Zhu et al., 2021c], re-weight the loss to encourage deep neural nets to fit on correct labels [Liu and Tao, 2015], propose robust loss functions [Natarajan et al., 2013, Ghosh et al., 2017, Zhang and Sabuncu, 2018, Amid et al., 2019, Wang et al., 2019, Liu and Guo, 2020], or introduce a robust regularizer [Liu et al., 2020, Xia et al., 2020a, Cheng et al., 2021, Wei et al., 2021]. Another line of popular approaches behaves like a semi-supervised manner which begins with a clean sample selection procedure, then makes use of the wrongly-labeled samples. For example, several methods [Jiang et al., 2018, Han et al., 2018, Yu et al., 2019] adopt a mentor/peer network to select small-loss samples as “clean” ones for the student/peer network. To further explore the benefits of wrongly-labeled samples and improve the model performance, Li et al. [2020] chose the Mix-match [Berthelot et al., 2019] technique which has shown success in semi-supervised learning. Recent work [Zhu et al., 2021a] also demonstrated that noisy labels can be detected efficiently given good representations.

Benchmarks noisy labels datasets  Food-101 [Bossard et al., 2014], Clothing-1M [Xiao et al., 2015], WebVision [Li et al., 2017] are three large-scale noisy labeled web-image databases which consist of food images, clothes images or other web images, respectively. However, the majority of images in these three datasets do not have a corresponding clean label to perform controlled verification (e.g., verifying the noise levels). Later, a much larger-scale food dataset is collected by Lee et al. [2018], which contains exactly the same classes as Food-101 [Bossard et al., 2014]. More recently, Peterson et al. [2019] present a noisily labeled benchmarks on CIFAR-10 test dataset where each test image has 51 human annotated labels in average. Jiang et al. [2020] construct noisily labeled Mini-ImageNet [Vinyals et al., 2016] and Stanford Cars datasets [Krause et al., 2013] with controlled noise levels by substituting human annotated incorrect labels for synthetic wrong labels.

2 Synthetic label noise

In this section, we discuss a few popular synthetic models for generating noisy labels. We focus on a K-class classification task. Denote by $D := \{(x_n, y_n)\}_{n \in [N]}$ the training samples where $[N] := \{1, 2, ..., N\}$. $(x_n, y_n)$s are given by random variables $(X, Y) \in \mathcal{X} \times \mathcal{Y}$ drawn from the joint distribution $\mathcal{D}$, where $\mathcal{X}, \mathcal{Y}$ can be viewed as the space of feature and label, respectively. In real-world scenarios, a classifier $f$ only has access to noisily labeled training sets $\tilde{D} := \{(\tilde{x}_n, \tilde{y}_n)\}_{n \in [N]}$. We assume the noisy samples $(\tilde{x}_n, \tilde{y}_n)$s are given by random variables $(X, \tilde{Y}) \in \mathcal{X} \times \tilde{\mathcal{Y}}$ which are drawn from the joint distribution $\tilde{\mathcal{D}}$. Clearly, there may exist $n \in [N]$ such that $y_n \neq \tilde{y}_n$. The flipping from clean to noisy label is usually formulated by a noise transition matrix $T(X)$, with elements: $T_{i,j}(X) := \mathbb{P}(\tilde{Y} = j|Y = i, X)$. We shall specify different modeling choices of $T(X)$ below.

2.1 Class-dependent label noise

The first family of noise transition matrix is the class-dependent noise where the label noise is assumed to be conditionally independent of the feature $X$. Mathematically, $T(X) \equiv T$ and $T_{i,j}(X) = \mathbb{P}(\tilde{Y} = j|Y = i, \forall i, j \in [K]$.

Symmetric $T$  The symmetric noise transition matrix [Natarajan et al., 2013] describes the scenario where an amount of human labelers maliciously assign a random label for the given task. It assumes that the probability of randomly flipping the clean class to the other possible class with probability $\epsilon$. Assume the noise level is $\epsilon$, the diagonal entry of the symmetric matrix $T$ is denoted as $T_{i,i} = 1 - \epsilon$. For any other off-diagonal entry $T_{i,j}$ where $i \neq j$, the corresponding element is $T_{i,j} = \epsilon / (K - 1)$.

Asymmetric $T$  The asymmetric noise transition matrix [Patrini et al., 2017] simulates the case where there exists ambiguity classes, i.e. human labelers may wrongly annotate the truck as automobile due to the low-resolution images. There are two types of widely adopted asymmetric $T$. The assymetric-next $T$ assumes that the clean label flips to the next class with probability $\epsilon$, i.e. $i \rightarrow (i + 1) \mod K$ for $i \in [K]$. The asymmetric-pair $T$ considers $[K/2]$ disjoint class pairs $(c_e, j_e)$ where $c_e < j_e$. For $c \in [K/2]$, $T_{c_e,j_e} = T_{j_e,c_e} = \epsilon$, and the diagonal entries are $1 - \epsilon$.

2.2 Instance-dependent label noise

Beyond the feature-independent assumption, recent works pay more attention to a challenging case where the label noise is jointly determined by feature $X$ and clean label $Y$. There are some techniques for synthesizing the instance-dependent
label noise, such as the polynomial margin diminishing label noise [Zhang et al., 2021b] where instances near decision boundary are easier to be mislabeled, the part-dependent label noise [Xia et al., 2020b] where different parts of feature may contribute different noise transition matrices, and the group-dependent label noise [Wang et al., 2021, Zhu et al., 2021b] where different sub-populations may have different noise rates. All of these noise models are proposed with some statistical assumptions, which facilitate the derivation of theoretical solutions.

3 Human annotated noisy labels on CIFAR-10, CIFAR-100

In this section, we introduce two new benchmark datasets for learning with noisy labels: CIFAR-10N and CIFAR-100N. Both datasets are built using human annotated labels collected on Amazon Mechanical Turk (M-Turk): We post CIFAR-10 and CIFAR-100 training images as the annotation Human Intelligence Tasks (HITs), and workers receive payments by completing HITs.

3.1 CIFAR-10N real-world noisy label benchmark

CIFAR-10 [Krizhevsky et al., 2009] dataset contains 60k 32 × 32 color images, 50k images for training and 10k images for testing. Each image belongs to one of ten completely mutually exclusive classes: airplane, automobile, bird, cat, deer, dog, frog, horse, ship, truck.

Dataset collection We randomly split the training dataset of CIFAR-10 without replacement into ten batches. In the Mturk interface, each batch contains 500 HITs with 10 images per HIT. The training images and test dataset remain unchanged. Each HIT is then randomly assigned to three independent workers. Workers gain base reward $0.03 after submitting the answers of each HIT. We reward workers with bonus salary if the worker contributes more HITs than the averaged number of submissions. We did not make use of any ground-truth clean labels to approve or reject submissions. We only block and reject workers who submit answers with fixed/regular distribution patterns. We defer more details of the dataset collection to Appendix A.

Dataset statistics For CIFAR-10N dataset, each training image contains one clean label and three human annotated labels. We provide five noisy-label sets as follows.

- **Aggregate:** aggregation of three noisy labels by majority voting. If the submitted three labels are different for an image, the aggregated label will be randomly selected among the three labels.
- **Random i (i ∈ {1, 2, 3}):** the i-th submitted label for each image. Note our collection procedure ensures that one image cannot be repeatedly labeled by the same worker.
- **Worst:** dataset with the highest noise rate. For each image, if there exist any wrongly annotated labels in three noisy labels, the worst label is randomly selected from wrong labels. Otherwise, the worst label is equal to the clean label. 60.27% of the training images have received unanimous label from three independent labelers. The noise rates of prepared five noisy label sets are 9.03% (Aggregate), 17.23% (Random 1), 18.12% (Random 2), 17.64% (Random 3) and 40.21% (Worst). A complete dataset comparison among existing benchmarks and ours are given in Table 1. We defer the noise level of each batch to Table 5 (Appendix). Aggregating the annotated labels significantly decreases the noise rates. All three random sets have ≈ 18% noise level. To provide a challenging noisy setting, we also prepare a worst label set which serves to cover highly possible mistakes from human annotators on CIFAR-10.

3.2 CIFAR-100N real-world noisy label benchmark

CIFAR-100 [Krizhevsky et al., 2009] dataset contains 60K 32 × 32 color images of 100 fine classes, 50000 images for training and 10000 images for testing. Each (fine) class contains 500 training images and 100 test images. The 100 classes are grouped into 20 mutually exclusive super-classes.

Data collection We split the training dataset of CIFAR-100 without replacement into ten batches with five images per HIT. Only one worker is assigned to each HIT. We group the 100 classes into 20 disjoint super-classes (see Table 6 in the Appendix) which are slightly different from the 20 “coarse” categories named in CIFAR-100. The fine label in each super-class is summarized in Table 7 (Appendix). Workers are instructed to firstly select the super-class for each image. And will then be re-directed to the best matched fine label. Since some super-classes are hard to recognize without prior knowledge in biology, we provide workers with easy access to re-select the super-class, and every fine class has an example image for references. The rejecting rule and the bonus policy are the same as those in CIFAR-10N. We defer more details of the dataset collection to Appendix B.
Dataset statistics For CIFAR-100N dataset, each image contains a coarse label and a fine label given by a human annotator. Most batches have approximately 40% noisy fine labels and 25% noisy coarse labels. The overall noise level of coarse and fine labels are 25.60% and 40.20%, respectively. We defer the noise level of each batch to Table 8 (Appendix).

4 Preliminary observations on CIFAR-10N, CIFAR-100N

In this section, we analyze the human annotated labels for CIFAR-10 and CIFAR-100. We will empirically compare the noisy labels in CIFAR-10N and CIFAR-100N with class-dependent label noise both qualitatively and quantitatively.

4.1 The noisy label distribution

Observation 1: Imbalanced annotations Our first observation is the imbalanced contribution of labels. Note that while the number of images are the same for each clean label, across all the five noisy label sets of CIFAR-10N, we observe that human annotators have different preferences for similar classes. For instance, they are more likely to annotate an image to be an automobile rather than the truck, to be the horse rather than the deer (see Figure 10 in the Appendix). The aggregated labels appear more frequently in automobile and ship, and less frequently in deer and cat. This gap of frequency becomes more clear in the worst label set. In CIFAR-100N, human annotators annotate frequently on classes which are outside of the clean-coarse, i.e., 25% noisy labels fall outside of the super-class and 15% inside the super-class. And the phenomenon of imbalanced annotations also appears substantially as shown in Figure 1, which presents the distribution of noisy labels for each selected fine class. “Man” appears ≥ 750 times, while “Streetcar” only has ∼ 200 annotations.

Observation 2: Noisy label flips to similar features In CIFAR-100N, most fine classes are more likely to be mislabeled into less than four fine classes. In Figure 2, we show top three wrongly annotated fine labels for several fine classes that have a relative large noise rate. Due to the low-resolution of images, a number of noisy labels are annotated in pair of classes, i.e., ∼ 20% of “snake” and “worm” images are mislabeled between each other, similarly for “cockroach” “beetle”, “fox” “wolve”, etc. While some other noisy labels are more frequently annotated within more classes, such as “boy” “baby” “girl” “man”, “shark” “whale” “dolphin” “trout”, etc, which share similar features.

Observation 3: The pattern of noise transition matrices In the class-dependent label noise setting, suppose the label noise is conditional independent of the feature, the noise transition matrices of CIFAR-10N and CIFAR-100N are best described by a mixture of symmetric and asymmetric $T$. For CIFAR-10N, we heatmap the aggregated noisy labels, random noisy labels and worst noise labels w.r.t. the clean labels. In Figure 3, the three noisy label sets share a common pattern: the clean label flips into one or more similar classes more often. The remaining classes largely follow the symmetric noise model with a low noise rate. For example, “truck” and “automobile” flip between each other more often ($\approx 25\% - 30\%$ percentage), which is much larger than that of all other classes. Besides, in the central area of...
We first visualize the noise transitions for different features from a qualitative aspect. Taking CIFAR-10N as an example, while human annotators are more likely to categorize these images into “man”. We conjecture that with the increasing though the ground-truth clean label is available. To make the estimation tractable, we consider estimations on locally identical for different features. For general instance-dependent label noise, the above equality may not hold. In this subsection, we explore to what degree this feature-dependency holds by checking whether the equality is satisfied we will show the for the future work.

Observation 4: Label noise: bad news or good news? During the label collection, there exist a non-negligible amount of the wrongly annotated classes that indeed co-exist in the corresponding images. In other words, training images of CIFAR-100 may contain multiple labels rather than a single one. We select several exemplary training images of CIFAR-100 where multiple labels appear (in Figure 4). The annotated class also appears in the corresponding image while is deemed as a wrong annotation by referring to the officially provided clean label. The most frequent case is best described by the scenario where a man holding a flatfish in hands. The clean label usually comes to “flatfish”, while human annotators are more likely to categorize these images into “man”. We conjecture that with the increasing label dimension, the phenomenon of multiple clean labels might be a more common issue. We leave more explorations for the future work.

Figure 4: Exemplary CIFAR-100 training images with multiple labels. The text below each picture denotes the CIFAR-100 clean label (first row) and the human annotated noisy label (second row).

4.2 Human noisy labels v.s. synthetic noisy labels

Recall that, for the class-dependent label noise, we have $\mathbb{P}(\tilde{Y}|X, Y) = \mathbb{P}(\tilde{Y}|Y)$, indicating the noise transitions are identical for different features. For general instance-dependent label noise, the above equality may not hold. In this subsection, we explore to what degree this feature-dependency holds by checking whether the equality is satisfied or not for different features. In the following, by checking the equality for different features, we will show the feature-dependency from both a qualitative aspect and a quantitative aspect.

4.2.1 A qualitative aspect

We first visualize the noise transitions for different features from a qualitative aspect. Taking CIFAR-10N as an example, each image in CIFAR-10 only appears once. Without additional assumptions, we only have three noisy labels for each individual feature $X$, which makes it difficult to accurately estimate the noise transition probability $\tilde{T}(X)$, $\forall X$, even though the ground-truth clean label is available. To make the estimation tractable, we consider estimations on locally homogeneous label noise, i.e., nearby features share the same $T(X)$. See the rigorous definition as follows.
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Figure 5: Illustration of noise transitions of human-level label noise and the synthetic version. We divide the representations of images from the same true class into 5 clusters by k-means. The representations come from the output before the final fully-connected layer of ResNet34. The model is trained on clean CIFAR-10. Negative cosine similarity measures the distance between features.

Definition 1 (M-NN noise clusterability) [Zhu et al., 2021c] We call \( \bar{D}_n \) satisfies M-NN (M-Nearest-Neigbor) noise clusterability if the M-NN of \( x_n \) have the same noise transition matrix as \( x_n \), i.e., \( T(x_n) = T(x_{n_i}) \), \( \forall i \in [M] \) where \( \{ x_{n_i} \} \) denote the M-NN of \( x_n \).

With M-NN noise clusterability, we can estimate \( T(X) \) on each subset \( \bar{D}_n \). In our visualization (e.g., Figure 5), rather than manually fix a particular \( M \), we use the k-means algorithm to separate features belonging to the same true class to 5 clusters and adaptively find a suitable \( M \) for each cluster. Denote by \( M_{i,\nu} \) the set of instance indices from the \( \nu \)-th cluster of clean class \( i \). Then for label noise in \( M_{i,\nu} \), we assume it is feature-independent and denote the corresponding transition vector by \( p_{i,\nu} \), where each element \( p_{i,\nu}[j] \) is expected to be \( \mathbb{P}(Y = j | x_n, n \in M_{i,\nu}, Y = i) \). The transition vector \( p_{i,\nu} \) can be estimated by counting the frequency of each noisy class given noisy labels in \( M_{i,\nu} \). For example, in Figure 5a, each row of the top-right subfigure titled “Class 5 (deer)” shows \( \mathbb{P}(Y | X, Y = 5) \) for different clusters of \( X \), i.e., transition vectors \( p_{i,\nu}, \nu \in \{1, \cdots, 5\} \). Before putting up a more formal testing, we clearly observe that different transition vectors across different feature clusters, signaling the fact that the noise transitions \( \mathbb{P}(Y | X, Y = 5) \) are feature-dependent. For a controlled comparison, we synthesize the class-dependent label noise with the same expected noise transition matrix \( T := E[T(X)] \) as our human-level label noise and illustrate it in Figure 5b. We can find that different rows of each matrix in Figure 5b are very similar, showing the synthetic noise is feature-independent and our verification method is valid.

4.2.2 A quantitative aspect

In this section, we quantitatively compare human noise and synthetic class-dependent noise through hypothesis testing.

Formulation (CIFAR-10N) Following the clustering results in Section 4.2.1, we further statistically test whether the human-noise is feature-dependent or not. For CIFAR-10N (\( K = 10 \)), the null hypothesis \( H_0 \) and the corresponding alternate hypothesis \( H_1 \) are defined as:

\[
H_0 : \text{Human annotated label noise in CIFAR-10N is feature-independent;}
\]

\[
H_1 : \text{Human annotated label noise in CIFAR-10N is feature-dependent.}
\]

Note that the synthetic label noise illustrated in Figure 5b is supposed to be feature-independent, the above hypotheses are converted to:

\[
H_0 : \text{Human annotated label noise in CIFAR-10N is the same as the corresponding synthetic one;}
\]

\[
H_1 : \text{Human annotated label noise in CIFAR-10N is different from the corresponding synthetic one.}
\]

From Figure 5, one measure of the difference between human noise and synthetic noise is the distance between transition vectors \( p_{i,\nu} \) across different noise, e.g., \( d_{i,\nu}^{(1)} := \| p_{\text{human}}^{\nu} - p_{\text{synthetic}}^{\nu} \|_2 \). As contrast, we need to compare \( d_{i,\nu}^{(1)} \) with \( d_{i,\nu}^{(2)} := \| p_{\text{synthetic}}^{i} - p_{\text{synthetic}}^{\nu} \|_2 \), where \( p_{\text{synthetic}}^{i} \) denotes the transition vector from the same synthetic noise but different clustering result (due to random data augmentation). Intuitively, if \( d_{i,\nu}^{(1)} \) is much greater than \( d_{i,\nu}^{(2)} \), we should accept \( H_1 \).
The above hypotheses are then equivalent to:

\[ H_0 : \{d_{i,\nu}^{(1)}\}_{i \in [K=10], \nu \in [5]} \text{ come from the same distribution as } \{d_{i,\nu}^{(2)}\}_{i \in [K=10], \nu \in [5]} ; \]

\[ H_1 : \{d_{i,\nu}^{(1)}\}_{i \in [K=10], \nu \in [5]} \text{ come from different distributions from } \{d_{i,\nu}^{(2)}\}_{i \in [K=10], \nu \in [5]} . \]

We repeat the generation of \( d_{i,\nu} \) for 10 times, where the images are modified with different data augmentations each time. We choose the significance level \( \alpha = 0.05 \) and perform a two-sided t-test w.r.t \( \{d_{i,\nu}^{(1)}\}_{i \in [K=10], \nu \in [5]} \) and \( \{d_{i,\nu}^{(2)}\}_{i \in [K=10], \nu \in [5]} \). As described in Figure 6, the \( p \)-value of the human noise label w.r.t each clean class (except for “automobile”) in CIFAR-10N is less than 0.05 (*). Most of the classes (except for three of them) achieve a \( p \)-value that is smaller than 0.01 (**). Since there exists classes in CIFAR-10N such that the null hypothesis is rejected with the significance value \( \alpha \), we accept the hypothesis “**Human annotated label noise in CIFAR-10N is feature-dependent.**”

**Hypothesis testing of CIFAR-100N** We further statistically test whether the human-noise is feature-dependent or not in CIFAR-100N where \( K = 100 \). The null hypothesis \( H_0 \) and the corresponding alternate hypothesis \( H_1 \) are defined as:

\[ H_0 : \text{Human annotated label noise in CIFAR-100N is feature-independent}; \]

\[ H_1 : \text{Human annotated label noise in CIFAR-100N is feature-dependent}. \]

We follow the same procedure as implemented in CIFAR-10N. The equivalent form of hypotheses in CIFAR-100N is:

\[ H_0 : \{d_{i,\nu}^{(1)}\}_{i \in [K=100], \nu \in [5]} \text{ come from the same distribution as } \{d_{i,\nu}^{(2)}\}_{i \in [K=100], \nu \in [5]} ; \]

\[ H_1 : \{d_{i,\nu}^{(1)}\}_{i \in [K=100], \nu \in [5]} \text{ come from different distributions from } \{d_{i,\nu}^{(2)}\}_{i \in [K=100], \nu \in [5]} . \]

As described in Figure 7, the \( p \)-value of approximately 50 classes is less than \( \alpha = 0.05 \). Thus, the null hypothesis for the human noisy labels in CIFAR-100N is rejected with the significance value \( \alpha \). And we accept the hypothesis “**Human annotated label noise in CIFAR-100N is feature-dependent.**”

Figure 6: Hypothesis testing results: we adopt two samples \( \{d_{i,\nu}^{(1)}\}_{i \in [K=10], \nu \in [5]} \) and \( \{d_{i,\nu}^{(2)}\}_{i \in [K=10], \nu \in [5]} \) student t-tests. The \( p \)-value and the significance level are shown for each class. Significance levels are denoted as ‘ns’: \( p > 0.05 \); ‘*’: \( p \leq 0.05 \); ‘**’: \( p \leq 0.01 \); ‘***’: \( p \leq 0.001 \); ‘****’: \( p \leq 0.0001 \).

Figure 7: Hypothesis testing results of CIFAR-100N: we adopt two samples \( \{d_{i,\nu}^{(1)}\}_{i \in [K=100], \nu \in [5]} \) and \( \{d_{i,\nu}^{(2)}\}_{i \in [K=100], \nu \in [5]} \) student t-tests. The (a) \( p \)-value and the (b) significance level are shown for each class. Significance levels are denoted as ‘ns’: \( p > 0.05 \); ‘*’: \( p \leq 0.05 \); ‘**’: \( p \leq 0.01 \); ‘***’: \( p \leq 0.001 \); ‘****’: \( p \leq 0.0001 \).
5 Learning with CIFAR-10N and CIFAR-100N

We reproduce several popular and state-of-the-art robust methods on synthetic noisy labels (using calculated transition matrices from our collected data) as well as our collected human annotated labels. Most of the selected methods fall into loss correction, loss re-weighting, and loss regularization related methods, etc.

5.1 Performance comparisons on CIFAR-10N and CIFAR-100N

For a fair comparison, we adopt ResNet-34 [He et al., 2016], the same training procedure and batch-size for all implemented methods. More experiment details are deferred to the Appendix C.

Performances on human noise  In Table 2, ELR+ [Liu et al., 2020] maintains its state-of-the-art in most noise settings. Note that both ELR+ [Liu et al., 2020] and Divide-Mix [Li et al., 2020] adopt two networks with advanced strategies such as mix-up data augmentation, their performances on CIFAR-100N largely outperforms all other methods. The performance gap between ELR and ELR+ becomes much larger when the noise level is high. We also empirically test the performances of the above methods under the class-dependent noise settings which follow exactly the same T as appeared in CIFAR-10N and CIFAR-100N, details are deferred to Table 3 in the Appendix.

Table 2: Comparison of test accuracies (%) on CIFAR-10N and CIFAR-100N (fine-label) using different methods. Top 3 performances are highlighted in bold (mean±standard deviation of 5 runs).

| Method                | CIFAR-10N | CIFAR-100N |
|-----------------------|-----------|------------|
|                      | Clean     | Noisy      | Clean     | Noisy     |
| CE (Standard)         | 92.92 ± 0.11 | 88.77 ± 0.58 | 85.02 ± 0.63 | 80.46 ± 1.79 |
| Forward T [Patrini et al., 2017] | 93.02 ± 0.12 | 88.24 ± 0.22 | 86.88 ± 0.50 | 86.14 ± 0.24 |
| Backward T [Patrini et al., 2017] | 93.10 ± 0.05 | 88.13 ± 0.29 | 87.14 ± 0.34 | 86.28 ± 0.80 |
| GCE [Zhang and Sabuncu, 2018] | 93.05 ± 0.14 | 84.01 ± 0.29 | 81.03 ± 0.33 | 78.37 ± 0.70 |
| Co-teaching [Han et al., 2018] | 93.15 ± 0.25 | 83.12 ± 0.29 | 81.03 ± 0.33 | 78.37 ± 0.70 |
| Co-teaching+ [Yu et al., 2019] | 93.10 ± 0.20 | 80.61 ± 0.32 | 80.70 ± 0.27 | 84.97 ± 0.18 |
| T-Revision [Xia et al., 2019] | 93.35 ± 0.23 | 88.52 ± 0.17 | 88.33 ± 0.32 | 87.71 ± 1.02 |
| Peer Loss [Liu and Guo, 2020] | 93.99 ± 0.13 | 90.75 ± 0.25 | 89.09 ± 0.11 | 88.76 ± 0.19 |
| ER [Liu et al., 2020] | 95.43 ± 0.05 | 92.38 ± 0.64 | 91.46 ± 0.38 | 91.61 ± 0.16 |
| ELR+ [Liu et al., 2020] | 95.39 ± 0.05 | 94.83 ± 0.10 | 94.43 ± 0.41 | 94.20 ± 0.24 |
| Positive-LS [Lukasik et al., 2020] | 94.77 ± 0.17 | 91.97 ± 0.07 | 89.90 ± 0.28 | 89.35 ± 0.33 |
| F-Dir [Wei and Liu, 2020] | 94.88 ± 0.12 | 91.64 ± 0.34 | 89.70 ± 0.40 | 88.97 ± 0.29 |
| Divide-Mix [Li et al., 2020] | 89.02 ± 0.25 | 86.68 ± 0.15 | 90.18 ± 0.63 | 90.90 ± 0.88 |
| Negative-LS [Wei et al., 2021] | 94.92 ± 0.25 | 91.97 ± 0.46 | 90.29 ± 0.23 | 90.37 ± 0.12 |
| JoCoR [Wei et al., 2020] | 93.40 ± 0.24 | 91.44 ± 0.05 | 90.30 ± 0.20 | 90.21 ± 0.19 |
| CORES+ [Cheng et al., 2021] | 93.43 ± 0.24 | 92.23 ± 0.11 | 89.66 ± 0.32 | 89.91 ± 0.45 |
| VolMinNet [Li et al., 2021] | 95.16 ± 0.11 | 95.25 ± 0.09 | 94.45 ± 0.14 | 94.88 ± 0.31 |
| CAL [Zhu et al., 2021b] | 94.50 ± 0.31 | 91.97 ± 0.32 | 90.93 ± 0.31 | 90.75 ± 0.30 |

Table 3: Comparison of test accuracies (%) on CIFAR-10 and CIFAR-100 (fine-label) with synthetic noisy labels using different methods. Top 3 performances are highlighted in bold (mean±standard deviation of 5 runs).

| Method                | CIFAR-10N | CIFAR-10N synthetic | CIFAR-10N noisy |
|-----------------------|-----------|---------------------|----------------|
|                      | Clean     | Aggregate           | Random 1       |
| CE (Standard)         | 92.92 ± 0.11 | 91.12 ± 0.17 | 90.53 ± 0.64 |
| Forward T [Patrini et al., 2017] | 93.02 ± 0.12 | 91.24 ± 0.20 | 90.96 ± 0.35 |
| Backward T [Patrini et al., 2017] | 93.10 ± 0.05 | 92.54 ± 0.20 | 91.79 ± 0.22 |
| GCE [Zhang and Sabuncu, 2018] | 92.83 ± 0.16 | 92.44 ± 0.21 | 91.38 ± 0.17 |
| Co-teaching [Han et al., 2018] | 93.35 ± 0.14 | 91.57 ± 0.32 | 90.99 ± 0.27 |
| Co-teaching+ [Yu et al., 2019] | 92.41 ± 0.20 | 91.30 ± 0.13 | 90.62 ± 0.16 |
| T-Revision [Xia et al., 2019] | 93.35 ± 0.23 | 90.01 ± 0.21 | 88.59 ± 0.63 |
| Peer Loss [Liu and Guo, 2020] | 93.99 ± 0.13 | 92.65 ± 0.12 | 91.48 ± 0.20 |
| ELR [Liu et al., 2020] | 94.45 ± 0.05 | 92.60 ± 0.19 | 90.65 ± 0.03 |
| ELR+ [Liu et al., 2020] | 95.39 ± 0.05 | 94.95 ± 0.18 | 94.66 ± 0.05 |
| Positive-LS [Lukasik et al., 2020] | 94.77 ± 0.17 | 92.13 ± 0.15 | 91.02 ± 0.53 |
| F-Dir [Wei and Liu, 2020] | 94.88 ± 0.12 | 92.36 ± 0.41 | 91.34 ± 0.16 |
| Divide-Mix [Li et al., 2020] | 89.02 ± 0.25 | 86.07 ± 1.03 | 90.64 ± 0.84 |
| Negative-LS [Wei et al., 2021] | 94.92 ± 0.25 | 92.74 ± 0.25 | 91.60 ± 0.30 |
| JoCoR [Wei et al., 2020] | 93.40 ± 0.24 | 91.29 ± 0.21 | 91.08 ± 0.20 |
| CORES+ [Cheng et al., 2021] | 93.43 ± 0.24 | 92.72 ± 0.21 | 91.35 ± 0.30 |
| VolMinNet [Li et al., 2021] | 92.14 ± 0.30 | 90.64 ± 0.09 | 89.41 ± 0.13 |
| CAL [Zhu et al., 2021b] | 94.50 ± 0.31 | 92.22 ± 0.21 | 90.97 ± 0.35 |

Performances on synthetic noise  Continuing the empirical observations on human noise, we reproduce the above experiments on synthetic noisy CIFAR datasets. The synthetic CIFAR datasets generate synthetic noisy labels by using the same class-dependent noise transition matrices in CIFAR-10N and CIFAR-100N. The comparisons of test accuracies are summarized in Table 3. For most methods, class-dependent synthetic noise is much easier to learn on CIFAR-10, especially when the noise level is high. The performance difference between human noise and the synthetic noise is less obvious for CIFAR-100.
Observation 5: Performance gap (human noise v.s. synthetic noise)  Continuing the reported observations in Section 4.1, in Table 4 we highlight that for most selected methods, class-dependent synthetic noise is much easier to learn on CIFAR-10, especially when the noise level is high. The gap is less obvious for CIFAR-100. However, we also observe that Divide-Mix [Li et al., 2020] fails to work well in low noise regime. Besides, ELR [Liu et al., 2020] performs even slight better when learning with real-world human noise than that on the synthetic class-dependent noise settings.

| Method                | CIFAR-10 Gap Aggregate | CIFAR-10 Gap Random 1 | CIFAR-10 Gap Random 2 | CIFAR-10 Gap Random 3 | CIFAR-10 Gap Worst |
|-----------------------|------------------------|-----------------------|-----------------------|-----------------------|-------------------|
| CE (Standard)         | 4.35                   | 6.01                  | 4.50                  | 5.82                  | 9.00              | 1.20              |
| Forward T (Patrini et al., 2017) | 4.30                   | 4.82                  | 4.86                  | 4.27                  | 7.08              | -0.14             |
| Co-teaching+ [Yu et al., 2019]  | 0.89                   | 0.92                  | 0.86                  | 1.05                  | 2.63              | -0.61             |
| Peer Loss [Liu and Guo, 2020]    | 1.90                   | 2.42                  | 2.74                  | 1.95                  | 4.67              | -0.85             |
| ELR [Liu et al., 2020]       | -0.78                  | -0.81                 | -0.97                 | -0.51                 | -1.64             | 1.05              |
| F-Div [Wei and Liu, 2020]    | 0.72                   | 1.62                  | 1.33                  | 1.65                  | 4.14              | 1.31              |
| Divide-Mix [Li et al., 2020]  | 1.39                   | 0.46                  | 0.38                  | 0.08                  | 0.99              | 0.65              |
| Negative-LS [Wei et al., 2021] | 0.77                   | 1.31                  | 1.08                  | 1.36                  | 4.00              | 1.26              |
| JoCoR [Wei et al., 2020]     | 0.35                   | 0.78                  | 0.68                  | 1.01                  | 2.43              | -0.48             |
| CORES² [Cheng et al., 2021]  | 1.49                   | 1.69                  | 1.52                  | 1.66                  | 1.67              | -0.72             |
| CAL [Zhu et al., 2021b]      | 0.25                   | 0.04                  | 0.04                  | 0.09                  | 0.44              | 0.47              |

5.2 Memorization effects

When learning with noisy labels on CIFAR-10 and CIFAR-100 datasets, empirical observations [Arpit et al., 2017, Liu et al., 2020, Xia et al., 2020a, Zhang et al., 2021a] on synthetic noise settings suggest that deep neural networks firstly fit on samples with clean labels, then gradually over-fit and memorize samples with wrong/noisy labels. We next explore the memorization of clean and noisy labels on CIFAR-10N and CIFAR-100N.

Definition 2 (Memorized feature) In a K-class classification task, given a trained classifier $f$, a feature $x$ and confidence threshold $\eta$, $x$ is memorized by $f$ if $\exists i \in [K]$ s.t. $P(f(x) = i) > \eta$.

In Figure 8, we train CE loss with a ResNet-34 [He et al., 2016] neural network on three noisy label sets of CIFAR-10N: aggre-label (left column), random-label1 (middle column) and worst-label (right column). While visualizing the memorization ($\eta = 0.95$) on training samples, we split the train data into two parts: images with clean labels (the annotation matches the clean label) and wrong labels (the rest). Denote $f_H$ and $f_S$ as models trained on human noisy labels and synthetic noisy labels (with the same $T$), respectively. $f_S$ gradually memorizes both correct and wrong predictions, while $f_H$ only memorizes correct predictions on clean labels and wrong predictions on wrong labels.

Figure 8: Memorization of clean and wrong labels on CIFAR-10N and synthetic noise with same $T$: red line denotes the percentage of memorized (wrongly predicted) samples, blue line denotes that of correctly predicted ones. $f_S$: dashed line (- -), $f_M$: solid line (—–).
**Why memorizing effects differ** Compared with synthetic label noise, human annotators are prone to providing wrong labels on more misleading/ambiguous images or complex patterns. Therefore we conclude that, given the same noise level, learning with human noise labels is more challenging and deep neural nets over-fit on features of wrong annotations inevitably.

### 6 Conclusions

Building upon CIFAR datasets, we provide the weakly supervised learning community with two accessible and easy-to-use benchmarks: CIFAR-10N and CIFAR-100N. We introduce new observations from human annotations such as imbalanced annotations, the flipping of noisy labels among similar features, co-existing labels in CIFAR-100N, etc. From the perspective of noise transitions, we qualitatively show that human noise is indeed feature-dependent and differs substantially from synthetic class-dependent label noise using hypothesis testing. We empirically compare the robustness of a large quantity of popular methods when learning with CIFAR-10N, CIFAR-100N and synthetic noisy CIFAR datasets. We also consistently observe the large performance gap between human noise and synthetic noise, as well as the different memorization behavior on training samples.
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Appendix

The Appendix is organized as follows:

- Section A: the details of dataset collection, processing and information of CIFAR-10N.
- Section B: the details of dataset collection, processing and information of CIFAR-100N.
- Section C: experiment details.

A CIFAR-10N real-world noisy label benchmark

In this section, we introduce the preparation for data collection, collection procedure of CIFAR-10N, the workers’ behaviors, and more detailed statistics of the obtained labels.

A.1 Case studies before the formal collection

To make the collection procedure reasonable and efficient, we firstly upload a few batches (500 images / batch) to test the behaviors of workers. Our observations show that the workers on image classification tasks may possibly incur following phenomenons:

- **Bots**: with the appearance of bots, the accepted HIT may result in low-quality or meaningless responses if the bot is able to pick answers and maliciously/randomly submit them. Otherwise, the bot accepts the HIT but could not submit annotations. The accepted HIT may have to be re-assigned to another work after this HIT becomes expired which results in inefficient data collection.

- **A large variance of the workers’ contribution**: empirical observations show that a large amount of workers contribute too few HITs, while some professional workers upload with much less time. Thus, there exists a large variance in the number of the worker’s submitted HITs and the noise label pattern is substantially controlled by only a few workers.

- **Incomplete submission**: when there are more than one image per HIT, a worker would possibly neglect to click the label of one or more images, for example, the worker may only choose easy tasks to annotate and skip tough ones. The incomplete submission complexes the reassignment of images with missing annotations, the processing of annotated results as well as the individual payment.

A.2 Dataset collection

To alleviate the impacts of aforementioned phenomenons, we randomly split the training dataset of CIFAR-10 without replacement into ten batches. Each batch contains 500 HITs. To ensure most workers do not contribute too few to the annotation task, we include ten $32 \times 32$ images per HIT. Each HIT is then randomly assigned to three independent workers. The worker gains a base reward $0.03 after submitting all annotations of one HIT within 2 minutes. The worker can not submit the annotations unless all appeared images in the assigned HIT are labeled. The averaged number of submitted HITs per worker is 7. Workers with no less 7 submissions share $200 bonus rewards. Note that we constrain the time duration for each assignment and re-design the interface, bots are less likely to finish our task either on time or under the procedure. What is more, we didn’t make use of any ground-truth clean labels to approve or reject submissions. We only block and reject workers who submit answers with fixed/regular distribution patterns.

A.3 The workers’ behaviors

There are 747 independent workers contribute to the construction of CIFAR-10N. As depicted in Figure 9a, most workers can submit the labels for ten images within one minute. Although we do observe that a small amount of assignments ($\le 0.2\%$) are finished within 10 seconds, which are likely to be low-quality responses. The work time in seconds have the mean 46.7, the standard deviation 21.2 and the interquartile (25th percentile — 75th percentile) range is [31, 58]. Among these 747 workers, most of them annotated more than 80 images. The number of annotated images per work has the mean 201, the standard deviation 329 and the interquartile range is [30, 220].

A.4 More detailed dataset statistics

Table 5 includes the summarized statistics of CIFAR-10N for each batch. In Table 5, the statistics “Consensus” means the three labelers have a consensus on the label of the same image. We do observe that several batches tend out to be more challenging for human workers to annotate, i.e, the noise rate appeared in Batch3 is clearly higher than those of
Batch4 and Batch5. The difference of noise rate is especially significant on the “Worst” label set. We conjecture that
there might exist more human annotators who malicious submit low-quality annotations when working on Batch3.

Table 5: Consensus and noise levels (%) of each noisy label set in 10 batches (CIFAR-10N).

| Statistics | Batch1 | Batch2 | Batch3 | Batch4 | Batch5 | Batch6 | Batch7 | Batch8 | Batch9 | Batch10 | Overall |
|------------|--------|--------|--------|--------|--------|--------|--------|--------|--------|---------|---------|
| Consensus  | 53.32  | 64.26  | 40.20  | 68.42  | 70.04  | 62.80  | 68.10  | 66.98  | 58.18   | 60.52   | 61.27   |
| Aggregate  | 10.20  | 7.92   | 10.76  | 7.90   | 7.14   | 7.72   | 10.12  | 8.42   | 10.80   | 9.30    | 9.03    |
| Random 1   | 20.40  | 15.22  | 25.74  | 14.00  | 13.44  | 15.86  | 18.92  | 14.96  | 18.36   | 17.74   | 17.23   |
| Random 2   | 21.54  | 15.36  | 28.20  | 14.80  | 12.92  | 16.08  | 18.70  | 15.18  | 20.74   | 17.70   | 18.12   |
| Random 3   | 19.24  | 17.34  | 25.24  | 13.84  | 15.02  | 16.84  | 18.34  | 15.46  | 20.24   | 18.04   | 17.64   |
| Worst      | 47.06  | 36.40  | 59.44  | 52.20  | 30.44  | 37.50  | 42.54  | 35.50  | 42.88   | 40.00   | 40.21   |

Note that while the number of images are the same for each clean label, across all the five noisy label sets of CIFAR-10N,
we observe that human annotators have different preferences for similar classes, i.e, they are more likely to annotate an
image to be an automobile rather than the truck, to be the horse rather than the deer (see Figure 10). The aggregated
labels appear more frequently in automobile and ship, and less frequently in deer and cat. This gap of frequency
becomes more clear in the worst label set.

B CIFAR-100N real-world noisy label benchmark

In this section, we introduce the preparation for data collection, collection procedure of CIFAR-100N, and more detailed
statistics of the obtained labels.

B.1 Case studies before the formal collection

To make the collection procedure reasonable and efficient, we firstly upload a few batches (500 images / batch) to test
the behaviors of workers. Our observations show that the workers on CIFAR-100 classification tasks may not only have
mentioned phenomenons in A, but have following issues as well:
- **Hard and time consuming**: directly let workers to find the best matched label for each image from 100 possible classes is time assuming. Our case study shows that finding the label per image takes averaged 5-6 minutes. The work load as well as the difficulty level stop many workers from contributing two or more submissions.

- **Lack of background knowledge**: distinguishing several classes require some preliminary knowledge in biology, for example, it is common for workers to select a wrong super-class, especially for animal related ones: “aquatic mammals” and “fish”. And the differences among some fine labels are hard to recognize, i.e, “trees” (oak, palm, pine), “medium-sized mammals” (porcupine, possum, raccoon, skunk), etc.

- **Label aggregation has few effects**: our empirical observations show that the the decrease of noise rates from aggregated labels given by 3 independent workers is less significant than the results on CIFAR-10N.

### B.2 Dataset collection

To deal with above mentioned issues, we firstly split the training dataset of CIFAR-100 without replacement into ten batches. Each batch contains 1000 HITs. We include five $96 \times 96$ images per HIT which are reshaped from $32 \times 32$ ones in CIFAR-100 train images. Only one worker is assigned with each HIT. Instead of requesting workers to find the best matched label from 100 labels directly, we group the 100 classes into 20 super-classes which are slightly different from the 20 raw “coarse” categories given by Krizhevsky et al. [2009]. The 20 newly defined super-classes are summarized in Table 6. And the new division in each super-class is stated in Table 7. In order to reduce the workload of workers, they are instructed to firstly select the super-class for each image. They will then re-directed to the corresponding 4-6 fine labels. Note that some super-classes are hard to recognize without some prior knowledge in biology, we provide workers with easy access to re-select the super-class for the current image, and every fine label has an example image from Google images for references. If the worker luckily finds the most suitable fine label from her point of view, we also supply the jumping button so that the worker efficiently goes to the next image or the final submission of this HIT. A worker gains base reward $0.07 after submitting the answers of each HIT within 6 minutes (averaged working time is less than 90 seconds). Similar to the setting in the collection of CIFAR-10N, huge bonus applied to workers who contribute more HITs than the averaged number of submissions. Workers who submit answers with fixed/regular distribution patterns will be blocked and rejected all submitted results.

#### Table 6: Newly defined super-classes in CIFAR-100N.

| (1) Aquatic mammals                  | (2) Fish                        | (3) Flowers                    |
|--------------------------------------|---------------------------------|--------------------------------|
| (4) Food containers                  | (5) Fruit, vegetables and mushrooms | (6) Household electrical devices |
| (7) Household furniture              | (8) Insects                     | (9) Large carnivores and bear  |
| (10) Large man-made outdoor things   | (11) Large natural outdoor scenes | (12) Large omnivores and herbivores |
| (13) Medium-sized mammals            | (14) Non-insect invertebrates    | (15) People                    |
| (16) Reptiles                        | (17) Small mammals              | (18) Trees                     |
| (19) Transportation vehicles         | (20) Other vehicles              |                                |

#### Table 7: Division of each super-class in CIFAR-100N.

| Super-class                        | Fine-class                                   |
|------------------------------------|----------------------------------------------|
| Aquatic mammals                    | beaver, dolphin, otter, seal, whale          |
| Fish                               | aquarium fish, flatfish, ray, shark, trout   |
| Flowers                            | orchids, poppies, roses, sunflowers, tulips  |
| Food containers                    | bottles, bowls, cans, cups, plates           |
| Household electrical devices       | clock, computer keyboard, lamp, telephone, television |
| Household furniture                | bed, chair, couch, table, wardrobe           |
| Insects                            | bee, beetle, butterfly, caterpillar, cockroach |
| Large carnivores and bear          | bear, leopard, lion, tiger, wolf             |
| Large man-made outdoor things      | bridge, castle, house, road, skyscraper      |
| Large natural outdoor scenes       | cloud, forest, mountain, plain, sea          |
| Large omnivores and herbivores     | camel, cattle, chimpanzee, elephant, kangaroo |
| Medium-sized mammals               | fox, porcupine, possum, raccoon, skunk      |
| Non-insect invertebrates           | crab, lobster, snail, spider, worm           |
| People                             | baby, boy, girl, man, woman                  |
| Reptiles                           | crocodile, dinosaur, lizard, snake, turtle   |
| Small mammals                      | hamster, mouse, rabbit, shrew, squirrel      |
| Trees                              | maple, oak, palm, pine, willow              |
| Transportation vehicles            | bicycle, bus, motorcycle, pickup truck, train, streetcar |
| Other vehicles                     | lawn-mower, rocket, tank, tractor            |
B.3 More detailed dataset statistics

For CIFAR-100N dataset, each image contains a coarse label and a fine label given by a human annotator. Most batches have approximately 40% noisy fine labels and 25% noisy coarse labels. The overall noise level of coarse and fine labels are 25.60% and 40.20%, respectively. A detailed summary of noise level is available in Table 8 which covers the statistics of each batch. Human annotators annotate frequently on classes which are outside of the clean-coarse, i.e., 25% noisy labels fall outside of the super-class and 15% inside the super-class.

| Statistics | Batch1 | Batch2 | Batch3 | Batch4 | Batch5 | Batch6 | Batch7 | Batch8 | Batch9 | Batch10 | Overall |
|------------|--------|--------|--------|--------|--------|--------|--------|--------|--------|---------|---------|
| 100-class  | 40.30  | 40.76  | 40.84  | 40.16  | 42.30  | 34.54  | 43.26  | 40.34  | 43.69  | 35.84   | 40.20   |
| 20-class   | 26.82  | 28.02  | 25.54  | 25.76  | 27.02  | 20.80  | 28.62  | 23.56  | 26.92  | 20.98   | 25.60   |

Imbalanced annotations. The phenomenon of imbalanced annotations also appears substantially as shown in Figure 11, which presents the distribution of noisy labels for each fine class. “Man” appears ≥ 750 times, while “Streetcar” only has ≈ 200 annotations.

![Figure 11: Categorical distribution of noisy labels on CIFAR-100N: the red line in each subplot indicates that the number of each clean fine class is 500.](image)

Noisy label flips to similar features. In CIFAR-100N, most fine classes are more likely to be mislabeled into less than four fine classes. In Figure 12, we show top three wrongly annotated fine labels for several fine classes that have a relative large noise rate. Due to the low-resolution of images, a number of noisy labels are annotated in pair of classes, i.e., ≈ 20% of “snake” and “worm” images are mislabeled between each other, similarly for “cockroach”-“beetle”, “fox”-“wolve”, etc. While some other noisy labels are more frequently annotated within more classes, such as “boy”-“baby”-“girl”-“man”, “shark”-“whale”-“dolphin”-“trout”, etc, which share similar features.

Transition matrices of CIFAR-100N In the class-dependent label noise setting, suppose the label noise is conditional independent of the feature, the noise transition matrices of CIFAR-100N are best described by a mixture of symmetric and asymmetric \( T \). For CIFAR-100N, we heatmap the coarse and fine noisy labels w.r.t. the clean labels. In Figure 13, the clean label flips into one or more similar classes more often. And the remaining classes follow the symmetric noise model with a low noise rate. Apparently, current synthetic class-dependent noisy settings are not as complex as the real-world human annotated label noise.
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Figure 12: Top 3 wrongly annotated fine labels for each selected fine classes. For “pine tree”, “shrew”, “streetcar”, the dominant class is the wrong class. The corresponding number of correct annotations are highlighted with red lines.

Figure 13: Transition matrix of CIFAR-100N noisy labels; coarse labels (left) and fine labels (right).

C Additional experiment details

C.1 Experiment details on CIFAR-10N and CIFAR-100N

The basic hyper-parameters settings for CIFAR-10N and CIFAR-100N are listed as follows: mini-batch size (64), optimizer (SGD), initial learning rate (0.1), momentum (0.9), weight decay (0.0005), number of epochs (100) and learning rate decay (0.1 at 50 epochs). Standard data augmentation is applied to each dataset.

Special treatments In the reproduced experiments, we use the default setting for Core

C.2 Computing infrastructure

All our experiments run on the GPU cluster Nautilus⁴ for training and evaluation.

⁴https://pacificresearchplatform.org/nautilus