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ABSTRACT In this paper, the joint access point (AP) association and transmission time allocation problem in densely deployed multirate WLANs based on time sharing medium access control (MAC) is considered. In our study, the centralized coordinated joint AP association and transmission time allocation problem with heterogeneous station (STA) throughput demands is first formulated as an NP-hard single non-zero programming (SNZP) optimization problem with proportionally fair (PF) throughput based objective function. To solve the NP-hard SNZP problem, two novel algorithms, the SNZP relaxation (SNZPR) algorithm and the iterative SNZPR (iSNZPR) algorithm, are proposed. The property and complexity of the proposed algorithms are analyzed. In addition, for dynamic network scenarios where there are new STAs arriving at and trying to join the network, a distributed joint admission, AP association and transmission time allocation (DAAA) algorithm is proposed to determine whether to admit a new STA arriving at the network or not. The performance of the proposed algorithms is then investigated and compared with that of some existing algorithms based on numerical results.

INDEX TERMS Access point association, time sharing, IEEE 802.11ax, wireless local area networks, cross-layer design and optimization.

I. INTRODUCTION

THE WIDESPREAD of mobile devices and increasing demand for low-cost wireless connectivity have promoted wide deployment of Wi-Fi wireless local area network (WLAN) based on IEEE 802.11 standard [1]. A typical WLAN consists of an access point (AP) and multiple stations (STAs) wirelessly connected and associated to the AP. An AP and its associated STAs are called a basic service set (BSS). In areas with large number of users, such as airports, stadiums, large business office buildings, multi-story apartment buildings, and other hotspots, WLANs are deployed in a dense manner, with tens to hundreds of APs closely deployed in a given area with densely and unevenly distributed STAs resulting in overlapping basic service set (OBSS). In the presence of OBSS, WLANs suffer significant performance degradation due to existing contention-based medium access control (MAC) protocols [2], increased interference [3], and uncoordinated association of STAs to APs [4], [5].

Especially, the current standard-compliant uncoordinated association of STAs to APs raises the problem of balancing high traffic of densely distributed STAs among multiple APs. In current IEEE 802.11 standard, STAs use the default strongest signal first (SSF) association scheme in which STAs associate with APs providing the strongest received signal strength (RSS) in a distributed and uncoordinated manner. The SSF association scheme is easy and efficient to implement. Nevertheless, using SSF scheme, some APs may experience congestion while others are lightly loaded, causing overall network throughput and average user experience degradation [4], [5].

In literature, in order to improve the performance of dense WLANs in the presence of OBSS, cellular technologies have been proposed to be exploited for data transmission, improving spectral efficiency and controlling overall interference level [6], and a distributed interference coordination mechanism has been developed [7]. Efficient AP association is another approach for performance improvement in WLANs.
However, lots of existing researches on AP association focus on contention-based WLANs, which provide throughput fairness among STAs associated with the same AP inside the same BSS, but cannot support heterogeneous throughput QoS levels to those STAs [8]–[17].

To alleviate the effect of channel contention and reduce power consumption, the Target Wake Time (TWT) scheduled access technique is adopted in IEEE 802.11ax standard introduced recently [18], [19]. The TWT technique adopts simple but effective time sharing mechanism such that STAs can share channel resources in deterministic and pre-designated timeslots, free of collision. With low overheads, the TWT mechanism enables us to provide services for STAs with periodic data transmissions, such as those from audio/video flows, Internet of Things (IoT) applications, etc., as well as for STAs with best-effort traffic by allowing the APs to specify a time division multiple access (TDMA)-like frame structure and a transmission time for each STA within their BSS’s [20]. Therefore, the IEEE 802.11ax TWT scheduled time sharing access provides a possible implementation method to support heterogeneous throughput QoS levels to STAs associated with the same AP inside the same BSS.

It is noted that current WLANs support various types of services with quite different throughput demands, one of the QoS requirements. For example, streaming audio/video services may have different minimal and maximal throughput demands according to different audio/video quality requirements; best-effort Web-surfing service, on the other hand, may not have an explicit minimal or maximal throughput demand, etc. However, most of existing researches on AP association based on MAC capable of supporting heterogeneous throughput levels either do not consider STAs’ throughput demands at all resulting in insufficient or wasteful throughputs for STAs, or only consider special cases of throughput demands [21]–[26].

In addition, with recent progress in network management concept of software-defined network (SDN), the SDN concept, which decouples the control plane from the data plane and centralizes network management in a single controller, is also being adopted in WLAN systems [27]. Network-wide centralized control, with global network knowledge, tends to be more efficient and is believed to be able to address the challenges of high density deployment in WLAN networks [28]. This thus brings the challenges of designing effective and efficient centralized control schemes.

Motivated by the above observations, in this paper, we consider densely deployed multirate WLANs based on time sharing MAC, which can be implemented using IEEE 802.11ax TWT mechanism. We consider centralized coordinated joint AP association and transmission time allocation with heterogeneous STA throughput demands in the considered networks. The centralized coordinated joint AP association and transmission time allocation problem is first formulated as an NP-hard single non-zero programming (SNZP) optimization problem with proportionally fair (PF) throughput based objective function. Throughput-based proportional fairness is shown to provide a good trade-off between fairness in network resource allocation among STAs and overall network throughput [17], [21]–[23], [25].

To solve the NP-hard SNZP problem, we propose the novel SNZP relaxation (SNZPR) algorithm and iterative SNZPR (iSNZPR) algorithm. The property and complexity of the proposed algorithms are then analyzed. For some STA throughput demands, it is possible that not all STAs arriving at the network can be supported. In this situation, when a new STA arrives at and tries to join the network, we need to determine whether to admit this STA or not. Thus, a distributed joint admission, AP association and transmission time allocation (DAAA) algorithm is proposed for dynamic network scenarios with new STAs arriving at and trying to join the network. The performance of the proposed algorithms is then investigated and compared with that of some existing algorithms based on numerical results.

The contributions of this paper are summarized as follows.

- We formulate the centralized coordinated joint AP association and transmission time allocation problem in densely deployed multirate WLANs based on time sharing MAC as an NP-hard SNZP optimization problem, where STAs have heterogeneous throughput demands.
- We propose two novel suboptimal algorithms, the SNZPR algorithm and the iSNZPR algorithm, to solve the SNZP optimization problem.
- We analyze the property and complexity of the proposed suboptimal SNZPR and iSNZPR algorithms.
- Based on the results of property analysis, we propose a novel algorithm, the DAAA algorithm for distributed joint admission, AP association and transmission time allocation, in the scenarios where some STAs arriving at the network cannot be supported and need to be rejected.
- Based on numerical results, we investigate and compare the fairness and average throughput per-STA performance of the proposed SNZPR and iSNZPR algorithms and those of some existing algorithms in WLANs with different STA distributions and different STA throughput demands, as well as with some of the STAs in the network using the legacy distributed SSF algorithm, instead of the proposed centralized algorithms, for AP association.
- Based on numerical results, we investigate and compare the rejection ratio for arriving STAs and fairness and average throughput per-STA for admitted STAs performance of the proposed DAAA algorithm and those of the legacy SSF algorithm.

The rest of this paper is organized as follows. Related work is reviewed in Section II. In Section III, the network model used in this paper is introduced and the problem formulation for centralized coordinated joint AP association and transmission time allocation problem is presented. The proposed SNZPR and iSNZPR algorithms and their property and complexity analyses are presented in Section IV and Section V, respectively. The proposed DAAA algorithm is discussed.
in Section VI. Numerical results on the performance of the proposed algorithms are presented, compared and discussed in Section VII. Finally, conclusions are drawn in Section VIII.

II. RELATED WORK
AP association in WLAN has been extensively studied. Efficient AP association has been investigated based on content-based WLANs using the IEEE 802.11 distributed coordinated function (DCF) MAC mechanism using either a distributed approach based on local knowledge available at STAs only [8]–[10] or a centralized approach based on global network knowledge [11]–[17].

Reference [8] proposed a practical and efficient distributed AP association scheme which balances the load by considering the traffic load of each AP estimated from the observations of frame delays. Reference [9] investigated distributed AP association based on max-min throughput fairness. In [10], the AP association problem is modeled as a distributed noncooperative dynamic game with each STA trying to maximize its achievable throughput which is a function of both the number and link states of the STAs associated with the same AP.

References [11] and [12] studied centralized throughput-based max-min fairness which distributes network resources among STAs as fairly as possible, but suffers from low network throughput in multirate WLANs. Reference [13] studied the AP re-association problem based on max-min throughput fairness. Reference [14] investigated centralized throughput-based proportionally fair AP association of BSs in the same extended service set (ESS) with mutually conflicting APs. Reference [15] proposed centralized optimal AP association to minimize the highest AP load, which is estimated through channel busy time fraction. Reference [16] proposed efficient centralized AP association to enhance throughput performance by load balancing and efficient multicasting and to reduce energy consumption by AP sleeping. Reference [17] studied throughput-based AP association and found that maximizing aggregate throughput achieves high network throughput but tends to result in unfairness in network resource allocation among STAs, and throughput-based proportional fairness provides a good trade-off between fairness and overall network throughput.

However, contention-based WLANs using DCF only provide throughput fairness among STAs associated with the same AP and cannot support heterogeneous throughput QoS levels to those STAs.

In [21]–[26], AP association was investigated based on WLANs using time sharing based MAC capable of supporting heterogeneous throughput levels to STAs associated with the same AP. In [21] and [22], the problem of centralized PF throughput based AP association and transmission time allocation is formulated as an integer nonlinear programming problem and solved using centralized and distributed approximation algorithms. Reference [23] investigated a centralized PF throughput based collaborative association where STAs can associate with and obtain transmission time from multiple APs. Reference [24] proposed an online centralized AP association and channel time allocation scheme based on reinforcement learning which minimizes the STAs dissatisfaction in terms of obtained throughput. STAs’ throughput demands are not considered in the algorithms proposed in [21]–[24] and thus these algorithms cannot guarantee the QoS requirements of certain services with specific throughput demands. Reference [25] considered WLANs with STAs each of which has an upper bound throughput demand. An algorithm named maximum aggregated bandwidth utility (MABU) was proposed for the centralized PF throughput based joint AP association and bandwidth allocation problem, in which the STAs are associated with the optimal APs and then adequate bandwidth is allocated to each STA according to its throughput demand. Reference [26] considered the joint AP association and bandwidth allocation problem by maximizing the joint overall network throughput and utilisation considering STAs’ lower bound throughput demands. However, the algorithms proposed in [25] and [26] cannot guarantee the QoS of services with general heterogeneous throughput demands which falls into a certain range with both lower and upper bounds.

AP association was also investigated based on other performance metrics such as link bandwidth/capacity, spectral efficiency, etc. Based on graph theory, [27] proposed a centralized AP association algorithm based on the performance metric of fittingness factor which indicates the suitability of the available spectrum resources to the QoS requirements of STAs. In [27], the AP is chosen as the associated AP of a STA if it provides the QoS performance requested by the STA and safeguard the overall network performance. Reference [29] studied the centralized joint AP association and bandwidth allocation problem to maximize the total bandwidth considering STAs’ constant bandwidth demands with all STAs having the same data rate. Reference [30] studied the distributed joint AP grouping and association to minimize the maximal AP load in MIMO WLANs, in which intra-group interference is mitigated using interference alignment. In [30], AP load is defined based on channel utilization calculated using traffic demand and link capacity. Reference [31] designed joint channel assignment and AP association for WLANs with both centrally controlled-APs and independently operated-APs based on the performance metric of resource efficiency which considers wireless channel quality, traffic volume, and channel interference.

III. NETWORK MODEL AND PROBLEM FORMULATION
We consider the downlink of a time sharing based multirate WLAN consisting of $M$ active STAs and $N$ APs with $M \geq N \geq 1$. Each AP transmits at the same power and thus has the same average range of coverage area. An AP can associate with and serve the STAs within its coverage area. It is assumed that each STA is covered by at least one AP, i.e., each STA is able to associate with at least one AP.
In addition, STAs have heterogeneous throughput demands, each falling into a certain throughput range. Overlapping coverage areas of adjacent APs may exist. The STAs locating inside an overlapping coverage area can thus decide to associate with any one of those adjacent APs. According to IEEE 802.11 standard, the effective bit rate between an AP and a STA is determined by the link signal to interference-plus-noise ratio (SINR) between the AP and the STA according to Table 1 [22], [32], [33]. In this paper, adequate frequency planning is assumed so that interfering APs transmit using orthogonal channels to avoid co-channel interference.

Based on the network model discussed above, the centralized coordinated joint AP association and transmission time allocation problem can be formulated as the following constrained mixed integer programming (MIP) optimization problem [21], [22], [34]

\[
\begin{align*}
\text{arg max}_{\mathbf{X}, \mathbf{T}} & \quad F(\mathbf{X}, \mathbf{T}) \\
\text{subject to:} & \quad 0 \leq \sum_{i=1}^{N} x_{ij} t_{ij} \leq 1 \quad j = 1, \ldots, N \\
& \quad 0 \leq \sum_{i=1}^{M} x_{ij} t_{ij} \leq 1 \quad i = 1, \ldots, M \\
& \quad R_{\min,i} \leq \sum_{j=1}^{N} x_{ij} r_{ij} t_{ij} \leq R_{\max,i} \\
& \quad 0 \leq t_{ij} \leq 1 \quad i = 1, \ldots, M; j = 1, \ldots, N \\
& \quad \sum_{j=1}^{N} x_{ij} = 1 \quad i = 1, \ldots, M \\
& \quad x_{ij} \in \{0, 1\} \quad i = 1, \ldots, M; j = 1, \ldots, N.
\end{align*}
\]

In (1a), \( \mathbf{X} \in \mathbb{R}^{M \times N} \) and \( \mathbf{T} \in \mathbb{R}^{M \times N} \) with \( \mathbb{R}_{\geq 0} \) representing the set of non-negative real numbers. The elements of \( \mathbf{X} \) and \( \mathbf{T} \) are denoted as \( x_{ij} \) and \( t_{ij} \) \( (i = 1, \ldots, M; j = 1, \ldots, N) \), respectively.

The variables of this MIP problem are \( x_{ij} \) and \( t_{ij} \). \( x_{ij} \) is a binary variable, as shown in (1g), with \( x_{ij} = 1 \) indicating that STA \( i \) is associated with AP \( j \), while \( x_{ij} = 0 \) indicating that STA \( i \) is not associated with AP \( j \). Equation (1f) indicates that each STA is associated with one and only one AP. \( t_{ij} \) represents the transmission time from AP \( j \) to STA \( i \). Since each AP has up to unit total transmission time as indicated in (1b), it is obvious that \( t_{ij} \) should be between 0 and 1, as shown in (1e). Equation (1c) indicates that the transmission time of each STA should be between 0 and 1. Equation (1d) indicates the throughput demands of STAs with \( R_{\min,i} \) and \( R_{\max,i} \) representing the minimal and maximal throughput demands of STA \( i \) in bits over the normalized unit time, respectively. It is assumed that \( 0 \leq R_{\min,i} \leq R_{\max,i} \).

In the cases where there is no explicit maximal throughput demand, \( R_{\max,i} \) is set as positive infinity. For practical implementations, in multirate WLANs based on IEEE 802.11ax TWT time sharing MAC, for example, a STA could send its throughput demand to the centralized controller during the negotiation phase before a TWT session is initiated [20]. The controller then runs the centralized coordinated algorithms to determine AP association and transmission time allocation and other parameters for the TWT session. Practically, a STA’s throughput demand usually keeps static for some time. If a STA has an updated throughput demand, it could just re-negotiate with the controller to initiate an updated TWT session. \( r_{ij} \) denotes the transmission bit rate from AP \( j \) to STA \( i \), which is determined by the SINR of the link according to Table 1. The link SINR can be conveniently obtained by using the received signal strength indicator (RSSI) value carried in WiFi beacon signals [1]. Therefore, it is assumed that \( r_{ij} \) is known for \( i = 1, \ldots, M \) and \( j = 1, \ldots, N \).

Using different design objectives, the cost function \( F(\mathbf{X}, \mathbf{T}) \) in (1a) can be of different formats. In this paper, the proportional fairness based throughput optimization is considered [35], that is,\n
\[
F(\mathbf{X}, \mathbf{T}) = \sum_{i=1}^{M} \log \left( \sum_{j=1}^{N} x_{ij} r_{ij} t_{ij} \right).
\]

For the convenience of discussion, we define \( \mathcal{A}_i = \{ j | r_{ij} > 0 \} \) \( i = 1, \ldots, M \) as set of potential associated APs of STA \( i \) with \( |\mathcal{A}_i| \) and \( \mathcal{A}_i^k \) representing the number of elements and the \( k \)th element in it, respectively. It is noted that \( |\mathcal{A}_i| \geq 1 \). It is also noted

| SINR (dB) | 6-7 | 7.8-9 | 9-10 | 10-11 | 11-12 | 12-13 | 13-14 | 14-15 | 15-16 |
|----------|-----|------|------|-------|-------|-------|-------|-------|-------|
| Data Rate (Mbps) | 6   | 9    | 12   | 18    | 24    | 36    | 48    | 54    |       |
that

\[ Th_i = \sum_{j \in A_i} x_{ij} r_{ij} i = 1, \ldots, M \]  

(4)

is the effective throughput of STA \( i \) in bits over the normalized unit time.

In the hope of reducing complexity of the problem in (1), we propose to define \( y_{ij} = x_{ij} r_{ij} \). That is, we use \( y_{ij} \) to represent both AP association and transmission time between STA \( i \) and AP \( j \). \( y_{ij} = 0 \) indicates that STA \( i \) is not associated with AP \( j \), while \( y_{ij} \neq 0 \) indicates that STA \( i \) is associated with AP \( j \) whose value represents the transmission time from AP \( j \) to STA \( i \). Thus, the MIP problem in (1) can be equivalently re-formulated as

\[
\arg \max_{Y} f(Y) = \sum_{i=1}^{M} \log \left( \sum_{j=1}^{N} y_{ij} r_{ij} \right) 
\]

subject to:

\[
0 \leq \sum_{j=1}^{N} y_{ij} \leq 1 \quad j = 1, \ldots, N 
\]

(5a)

\[
0 \leq \sum_{i=1}^{M} y_{ij} \leq 1 \quad i = 1, \ldots, M 
\]

(5b)

\[
R_{\min, i} \leq Th_i \leq R_{\max, i} \quad i = 1, \ldots, M 
\]

(5c)

\[
y_{ij} \leq 1 \quad i = 1, \ldots, M; j = 1, \ldots, N 
\]

(5d)

\[
y_{ij} \in \{0, 1\} \quad \text{for any} \quad i = 1, \ldots, M; \quad j = 1, \ldots, N 
\]

(5e)

\[
y_{ij} = 1 \quad \text{only one} \quad i \leq 1, \ldots, M; \quad j = 1, \ldots, N, \quad \text{is nonzero (5f)}
\]

where \( Y \in \mathbb{R}_{\geq 0}^{M \times N} \) with elements denoted as \( y_{ij} \). The cost function value corresponding to the solution provides an upper bound to the original SNZP problem in (5).

The novel formulation in (5) reduces the number of variables by half compared to the original problem formulation in (1). It is noted that the two integer constraints in (1f) and (1g) are replaced by the single non-zero constraint in (5f). Thus the problem in (5) is referred to as a single non-zero programming (SNZP) problem. In the following discussion, we will use the formulation in (5).

IV. SNZPR AND iSNZPR ALGORITHMS

Note that the SNZP problem in (5) is NP-hard in nature. In principle, its solution can only be obtained by exhaustive evaluations of the optimization problem over all possible combinations of single non-zero values of \( y_{ij} \) for any STA \( i = 1, \ldots, M \). In this section, we propose two approximation algorithms, which are termed as the SNZP algorithm and the iSNZP algorithm. The details of the algorithms are described as follows.

A. SNZP ALGORITHM

In this subsection, we discuss the proposed SNZP algorithm. There are three steps in this algorithm.

1) SNZ RELAXATION

It is noted that except for the constraint in (5f), all other constraints are linear. It is also noted that the cost function is strictly concave. Therefore, if the constraint in (5f) is removed from the problem, the MIP problem in (5) can be relaxed to

\[
\arg \max_{Y} f(Y) = \sum_{i=1}^{M} \log \left( \sum_{j=1}^{N} y_{ij} r_{ij} \right) 
\]

subject to:

\[
0 \leq \sum_{j=1}^{N} y_{ij} \leq 1 \quad j = 1, \ldots, N 
\]

(7a)

\[
0 \leq \sum_{i=1}^{M} y_{ij} \leq 1 \quad i = 1, \ldots, M 
\]

(7b)

\[
R_{\min, i} \leq Th_i \leq R_{\max, i} \quad i = 1, \ldots, M 
\]

(7c)

\[
y_{ij} \leq 1 \quad i = 1, \ldots, M; j = 1, \ldots, N 
\]

(7d)

The relaxation allows STAs to associate with multiple APs temporarily. After the relaxation, the optimization problem in (7) becomes solvable in polynomial time [36]–[38]. The solution, which is denoted as \( y^*_i \), represents the transmission time offered to STA \( i \) from AP \( j \). The cost function value corresponding to the solution provides an upper bound to the original SNZP problem in (5).

2) AP ASSOCIATION DETERMINATION

For the convenience of discussion, for any STA \( i \), we denote the AP to be associated with as AP \( a_i \). Based on the values of \( y^*_i \) obtained in Section IV-A1, \( a_i \) can be determined using the longest transmission time first (LTTT) criterion, i.e., for \( i = 1, \ldots, M \),

\[
a_i = k \quad \text{for} \quad y^*_{ij, k} \geq y^*_{ij, j}, \quad \forall j \neq k.
\]

(8)

That is, STA \( i \) is associated with the AP which offers the longest transmission time to it. The basic idea of the proposed AP association rule is that the longer the transmission time a STA obtains from an AP, the more likely the STA should associate with that AP exclusively. In other words, the transmission time offered from AP \( j \) to STA \( i \) can be understood as level of confidence for STA \( i \) to associate with AP \( j \).

It is noted that for any AP, there may be multiple STAs associate with it. Thus, we denote \( S_j \) as set of the STAs associated with AP \( j \).

3) TRANSMISSION TIME ALLOCATION

Using the AP association results from Section IV-A2, the problem in (7) can be size-reduced, resulting in a problem with \( M \) variables \( y_{i,a_i} \) (\( i = 1, \ldots, M \)) and solvable in polynomial time, which is given as

\[
\arg \max_{Y} f(Y) = \sum_{i=1}^{M} \log(y_{i,a_i r_{i,a_i}})
\]

(9a)
subject to: \[0 \leq \sum_{i \in S_j} y_{i,a_i} \leq 1 \quad a_i \in \{1, \ldots, N\}\] (9b)
\[0 \leq y_{i,a_i} \leq 1 \quad i = 1, \ldots, M\] (9c)
\[R_{\min,i} \leq y_{i,a_i}R_{i,a_i} \leq R_{\max,i} \quad i = 1, \ldots, M\] (9d)
\[y_{i,j} = 0 \quad i = 1, \ldots, M; j \neq a_i\] (9e)

Denoting the solution to the problem in (9) as \(y_{i,a_i}^*\), the effective throughput of STA \(i\) is therefore
\[T_h^* = y_{i,a_i}^*R_{i,a_i} \quad i = 1, \ldots, M.\] (10)

It is noted that the problem in (9) can be equivalently separated as up to \(N\) sub-problems of single AP transmission time allocation as shown below
\[
\arg \max_{y_i} f(y_i) = \sum_{i \in S_j} \log(y_{i,j}R_{i,j}) \quad \text{subject to: } 0 \leq \sum_{i \in S_j} y_{i,j} \leq 1 \quad j \in S_j \quad y_{i,j} = 0 \quad i = 1, \ldots, M; j \neq a_i (11a)
\]
\[0 \leq y_{i,j} \leq 1 \quad \forall i \in S_j \quad (11b)
\]
\[R_{\min,i} \leq y_{i,j}R_{i,j} \leq R_{\max,i} \quad \forall i \in S_j \quad (11c)
\]
\[y_{i,j} = 0 \quad \forall i \notin S_j, \quad y_{i,j} \neq 0 \quad (11d)
\]

which may be solved more efficiently. In (11), we have \(j = 1, \ldots, N\).

B. ISNZPR ALGORITHM

In this subsection, we discuss the proposed iSNZPR algorithm. In this proposed iterative approach, the AP associations of STAs are determined in a sequential manner. That is, those STAs whose AP associations can be determined with higher level of confidence determine their AP associations first, which helps to determine the AP associations of other STAs. This procedure is repeated until all STAs determine their AP associations. The proposed iSNZPR algorithm tries to improve the performance of the SNZPR algorithm with the help of determined AP associations obtained in previous iterations with higher level of confidence.

Denoting \(\Omega_t\) as the set of indices of the STAs whose AP associations have been determined before the \(t\)th iteration, for \(i \in \Omega_t\), we have
\[y_{i,j} = \begin{cases} 0 \text{ for } j = a_i \\ \geq 0 \text{ for } j \neq a_i \end{cases} \quad (12)\]

Denote \(Y^t \in \mathbb{R}_{\geq 0}^{M \times N}\) with elements \(y_{i,j}^t\) \((i = 1, \ldots, M; j = 1, \ldots, N)\). Due to the fact that the AP associations of STA \(i\) for \(i \in \Omega_t\) are known, the problem in (7) can be size-reduced to
\[
\arg \max_{Y^t} f(Y^t) = \sum_{i=1}^{M} \log\left(\sum_{j=1}^{N} y_{i,j}^tR_{i,j}\right) \quad \text{subject to: } 0 \leq \sum_{i=1}^{M} y_{i,j}^t \leq 1 \quad j = 1, \ldots, N \quad (13a)
\]
\[
0 \leq \sum_{j=1}^{N} y_{i,j}^t \leq 1 \quad i \notin \Omega_t \quad (13b)
\]
\[R_{\min,i} \leq y_{i,j}^tR_{i,j} \leq R_{\max,i} \quad i \notin \Omega_t \quad (13c)
\]
\[y_{i,j}^t = 0 \quad i \in \Omega_t, j \neq a_i \quad (13d)
\]

where
\[Th^* = \left\{ \begin{array}{ll}
\sum_{j=1}^{N} y_{i,j}^tR_{i,j} & \text{for } i \in \Omega_t \\
\sum_{j=1}^{N} y_{i,j}^tR_{i,j} & \text{for } i \notin \Omega_t
\end{array} \right. \] (14)

which is normalized version of \(y''_{i,j}\) and believed to be a more accurate representation of the relative level of confidence for a STA to associate with an AP. If STA \(i_0 \notin \Omega_t\) satisfies the following condition
\[\max_{j \in A_i} \sum_{j \in A_i} y''_{i,j} \geq \xi_t \quad i_0 \notin \Omega_t \quad (16)\]

where \(\xi_t\) is a predetermined threshold, then the AP association of STA \(i_0\) is determined following the rule in (8), which is given as
\[a_{i_0} = k \quad \text{for } y''_{i_0,k} \geq \xi_t, \quad \forall j \neq k. \quad (17)\]

That is, in each iteration, AP associations are determined only for the STAs that can be associated with APs with high enough level of confidence. Thus, \(\Omega_t\) is expanded to \(\Omega_{t+1}\) by adding the STAs whose AP associations are determined in the \(t\)th iteration. Then the determined AP associations are fixed in the following iterations. By following this procedure, new size-reduced problems can be formulated sequentially until all STAs determine their AP associations.

Once all STAs’ AP associations are determined, the transmission time of STAs can be obtained by solving (9) and thus the effective throughput of STAs can be found using (10).

The proposed iSNZPR algorithm is summarized in Table 2. Note that the magnitude of the threshold used in Step 3 of the algorithm directly affects the trade-off between performance and computational complexity of the iterative algorithm. In our proposed algorithm, we have
\[\xi_t = \beta \cdot \max_{i \notin \Omega_t, j \in A_i} \sum_{j \in A_i} y''_{i,j} \quad (18)\]

where \(0 < \beta < 1\). Therefore, in each iteration, at least one STA will determine its AP association. Consequently, all STAs’ AP associations can be determined in \(T\) iterations, which is less than or at most equal to \(M\), i.e., \(T \leq M\).

In the size-reduced subproblem (13), the cost function \(f(Y^t)\) is strictly concave and all constraints are linear. So
in the $t$th iteration, the solution to the subproblem $Y''$ is always the unique global maxima of the subproblem. Therefore, the iSNZPR algorithm always finds a unique suboptimal solution to the original NP-hard SNZP problem. The following proposition describes some properties of the subproblem (13).

**Proposition 1:** If the feasible region of the subproblem (13) is $G'$, then $G'' = G'$ ($t = 0, \ldots, T - 1$). Thus, the solutions to the subproblem in (13) provide monotonously non-increasing cost function values as $t$ increases, i.e., $f(Y^{(t+1)}) \leq f(Y^{(t)})$ ($t = 0, \ldots, T - 1$).

\[ Y_{i,j}^2 = \arg \max_{i,j} \; p_{i,j}^2; \quad \text{update the value of the threshold } \xi_t \text{ following (18);} \quad \text{if } ST \; i_0 \; \notin \; \Omega_t \; \text{satisfies } \max_{j \in A_{i_0}} \; p_{i_0,j}^2 \geq \xi_t; \quad \text{then determine the AP association for } ST \; i_0 \; \text{following the rule in (17).} \]

**Step 4.** Update $\Omega_{t+1}$ as the set which includes all STAs in $\Omega_t$ and those STAs whose AP associations are determined in Step 3; Update $\tau_{t+1}$; If $\tau_{t+1} = M$: go to Step 5.

**Step 5.** Set $t = t + 1$ and repeat from Step 1.

**Step 6.** Solve the problem in (9) and denote the solution as $y_{i,A,t}^*$.

Calculate the effective throughput of STA $i$, $Th_i$, following (10); Output $y_{i,A,t}^*$ and $Th_i$ ($i = 1, \ldots, M$).

\[ \text{Output } y_{i,A,t}^* \text{ and } Th_i \quad (i = 1, \ldots, M). \]

V. PROPERTY AND COMPLEXITY ANALYSES

A. PROPERTY ANALYSIS

**Proposition 2:** Denote the optimal solution to the SNZPR problem in (7) as $y^*_{i,j}$. The STAs are divided into three groups $S_A$, $S_B$ and $S_C$ according to the criteria as below. For $i = 1, \ldots, M$,

\[ i \in S_A \text{ if } R_{\min,i} < \sum_{j=1}^{N} y^*_{i,j} r_{i,j} < R_{\max,i} \quad (19) \]

\[ i \in S_B \text{ if } \sum_{j=1}^{N} y^*_{i,j} r_{i,j} = R_{\max,i} \quad (20) \]

\[ i \in S_C \text{ if } \sum_{j=1}^{N} y^*_{i,j} r_{i,j} = R_{\min,i} \quad (21) \]

If $0 < y^*_{i,j} < 1$, for STAs in group $S_A$ and $S_C$, we always have $\sum_{j=1}^{N} y^*_{i,j} = 1$ and/or $\sum_{j=1}^{N} y^*_{i,j} = 1$; for STAs in group $S_B$, we may have $\sum_{j=1}^{N} y^*_{i,j} < 1$ and $\sum_{j=1}^{N} y^*_{i,j} < 1$, simultaneously.

**Proof:** Considering the SNZPR problem in (7), we define the Lagrangian as

\[ L(Y, u, v, w, \lambda, \alpha, \beta, \Gamma, \Psi) \]

\[ = - \sum_{i=1}^{M} \log \left( \sum_{j=1}^{N} y_{i,j} r_{i,j} \right) \]

\[ + \sum_{i=1}^{N} u_i \left( \sum_{j=1}^{N} y_{i,j} - 1 \right) - \sum_{i=1}^{N} v_i \sum_{j=1}^{N} y_{i,j} \]

\[ + \sum_{i=1}^{N} w_i \left( \sum_{j=1}^{N} y_{i,j} - 1 \right) - \sum_{i=1}^{N} \beta_i \sum_{j=1}^{N} y_{i,j} \]

\[ + \sum_{i=1}^{N} \alpha_i \left( \sum_{j=1}^{N} y_{i,j} r_{i,j} - R_{\max,i} \right) \]

\[ + \sum_{i=1}^{N} \beta_i \left( R_{\min,i} - \sum_{j=1}^{N} y_{i,j} r_{i,j} \right) \]

\[ + \sum_{i=1}^{N} \sum_{j=1}^{N} \gamma_{i,j} (y_{i,j} - 1) - \sum_{i=1}^{N} \sum_{j=1}^{N} \psi_{i,j} y_{i,j} \quad (22) \]

According to the KKT conditions [37], [38], the optimal solutions must satisfy

\[ \sum_{j=1}^{N} y_{i,j} r_{i,j} + u_i^* - v_i^* + w_i^* - \lambda_i^* \]

\[ + \alpha_i^* r_{i,j} - \beta_i^* r_{i,j} + y_{i,j}^* - \psi_{i,j}^* \geq 0 \quad \forall i, \forall j \quad (23) \]

\[ u_i^* \left( \sum_{j=1}^{N} y_{i,j} - 1 \right) = 0 \quad \forall j \quad (24) \]

\[ w_i^* \left( \sum_{j=1}^{N} y_{i,j} - 1 \right) = 0 \quad \forall i \quad (25) \]

\[ \lambda_i^* \sum_{j=1}^{N} y_{i,j}^* = 0 \quad \forall i \quad (27) \]

\[ \alpha_i^* \left( \sum_{j=1}^{N} y_{i,j} r_{i,j} - R_{\max,i} \right) = 0 \quad \forall i \quad (28) \]

\[ \beta_i^* \left( R_{\min,i} - \sum_{j=1}^{N} y_{i,j} r_{i,j} \right) = 0 \quad \forall i \quad (29) \]

\[ y_{i,j}^* (y_{i,j} - 1) = 0 \quad \forall i, \forall j \quad (30) \]

\[ \psi_{i,j}^* y_{i,j} = 0 \quad \forall i, \forall j \quad (31) \]

\[ u_i^*, v_i^*, w_i^*, \lambda_i^*, \alpha_i^*, \beta_i^*, y_{i,j}^*, \psi_{i,j}^* \geq 0 \quad \forall i, \forall j \quad (32) \]
For the following analyses, it is assumed that $r_{i,j} > 0$ and $0 < y^*_{i,j} < 1$. In practical situations, if some $r_{i,j}$ are zero, all the analyses are the same except that $j \in A_i$ with $A_i$ defined in (3), but not $j = 1, \ldots, N$. From (30) and (31), we have $y^*_{i,j} = 0$ and $\psi^*_{i,j} = 0$. By applying these two results and those in (24) to (29), from (23), we have

$$u^*_j \sum_{j=1}^N y^*_{j,i} + w^*_j \sum_{j=1}^N y^*_{j,i} + \sum_{j=1}^N \gamma^*_j - r_{i,j} (\alpha^*_i R_{\text{max},i} - \beta^*_i R_{\text{min},i}) = 0. \quad (33)$$

For STAs in group $S_A$, due to (19), (28) and (29), we have $\alpha^*_i = 0$ and $\beta^*_i = 0$. Thus, from (33), we can not have $u^*_j = 0$ and $w^*_j = 0$, simultaneously. Therefore, from (24) and (26), we always have $\sum_{j=1}^N y^*_{j,i} = 1$ and/or $\sum_{j=1}^N \gamma^*_j = 1$.

For STAs in group $S_C$, due to (21) and (28), we have $\alpha^*_i = 0$. Thus, from (33) and from the fact that $\beta^*_i \geq 0$, we also can not have $u^*_j = 0$ and $w^*_j = 0$, simultaneously. Therefore, similar to the case of STAs in group $S_A$, we always have $\sum_{j=1}^N y^*_{j,i} = 1$ and/or $\sum_{j=1}^N \gamma^*_j = 1$.

For STAs in group $S_B$, due to (20) and (29), we have $\beta^*_i = 0$. Thus, from (33) and from the fact that $\alpha^*_i \geq 0$, we may have $u^*_j = 0$ and $w^*_j = 0$, simultaneously. Therefore, we may have $\sum_{j=1}^N y^*_{j,i} < 1$ and $\sum_{j=1}^N \gamma^*_j < 1$, simultaneously.

It is noted that the above analyses are based on the general problem formulation in (7). Therefore, the conclusions obtained are applicable to the special cases of (7), including the size-reduced subproblem in (13) and the transmission time allocation program in (9) after all STAs’ AP associations have been determined. By applying Proposition 2, we obtain the following theorems.

**Theorem 1:** Suppose that all STAs’ AP associations have been determined and an AP is associated with only one STA. If the AP is OFF for some time during the downlink transmission time considered, the associated STA must belong to group $S_B$. On the other hand, if the associated STA belongs to group $S_B$, the AP can be either OFF for some time or always ON during the downlink transmission time considered; if the associated STA belongs to group $S_A$ or $S_C$, the AP must be always ON during the downlink transmission time considered.

**Proof:** Since all STAs’ AP associations have been determined, we need to solve (9) to find out $y^*_{i,a_i}$ ($i = 1, \ldots, M$). In the following of this proof, we consider STA $i$ and the associated AP $a_i$, which is associated with STA $i$ only. Thus, we have $\sum_{j=1}^N y^*_{j,i} = y^*_{i,a_i}$ and $\sum_{j=1}^N \gamma^*_j = y^*_{i,a_i}$. Obviously, either $0 < y^*_{i,a_i} < 1$ or $y^*_{i,a_i} = 1$.

If AP $a_i$ is OFF for some time during the downlink transmission time considered, i.e., $0 < y^*_{i,a_i} < 1$, according to Proposition 2, STA $i$ must belong to group $S_B$ because neither $\sum_{j=1}^N y^*_{j,i} = y^*_{i,a_i} \neq 1$ nor $\sum_{j=1}^N \gamma^*_j = y^*_{i,a_i} \neq 1$ and thus it cannot belong to group $S_A$ or $S_C$. In other words, if STA $i$ belongs to group $S_A$ or $S_C$, then AP $a_i$ must be always ON during the downlink transmission time considered.

If STA $i$ belongs to group $S_B$, then $0 < y^*_{i,a_i} = R_{\text{max},i}/r_{i,a_i} \leq 1$. If $r_{i,a_i} > R_{\text{max},i}$, then $0 < y^*_{i,a_i} < 1$ and AP $a_i$ is OFF for some time during the downlink transmission time considered. If $r_{i,a_i} = R_{\text{max},i}$, then $y^*_{i,a_i} = 1$ and AP $a_i$ is always ON during the downlink transmission time considered.

**Theorem 2:** Suppose that all STAs’ AP associations have been determined and an AP is associated with more than one STA. Only if all of the associated STAs belong to group $S_B$, the AP may be OFF for some time during the downlink transmission time considered; if even one of the associated STA belongs to group $S_A$ or $S_C$, then the AP is always ON during the downlink transmission time considered.

**Proof:** Based on the proof of Theorem 1, since all STAs’ AP associations have been determined, $\sum_{j=1}^N y^*_{j,i}$ and $\sum_{j=1}^N \gamma^*_j$ in Proposition 2 becomes $y^*_{i,a_i}$ and $y^*_{i,a_i}$, respectively. If AP $a_i$ is associated with more than one STA, then $0 < y_{i,a_i} < 1$. In the following of this proof, we consider STA $i$ and AP $a_i$.

According to Proposition 2, if $i \in S_A$ or $i \in S_C$, then $\sum_{j=1}^N y^*_{j,i} = 1$ must be satisfied because $\sum_{j=1}^N y^*_{j,i} \neq 1$. In other words, AP $a_i$ is always ON during the downlink transmission time considered, transmitting to the STAs associated with it.

If $i \in S_B$, on the other hand, according to Proposition 2, then we may have $\sum_{j=1}^N y^*_{j,i} < 1$, or AP $a_i$ may be OFF for some time during the downlink transmission time considered.

Using the similar analyses as in [25], it can be shown that if all STAs’ AP associations have been determined and an AP is associated with more than one STA, all the STAs associated with this AP that belong to group $S_A$ should be allocated the same transmission time.

**B. COMPLEXITY ANALYSIS**

It is known that the computational complexity in solving a continuous constrained nonlinear logarithmic concave maximization problem using the interior-point algorithm is approximately upper bounded by the product of the number of variables and the number of inequality constraints of the problem [39].

To solve the joint AP association and transmission time allocation problem discussed in this paper, for the optimal exhaustive search, we need to solve up to $N^M$ optimization problems in (9), each of which has $M$ variables. Thus the computational complexity of the exhaustive search is $O(N^M, M^2)$. For the proposed SNZPR algorithm, we need to solve one optimization problem in (7) with up to $MN$ variables and another optimization problems in (9) with $M$ variables. Thus the complexity of the proposed SNZPR algorithm is $O(M^2N)$.

For the iSNZPR algorithm, in the worst case, only one additional STA’s AP association is determined in each iteration. That is, we need $M$ iterations to determine the AP associations for all the $M$ STAs in the network. In the $r$th ($r = 0, \ldots, M - 1$) iteration, we need to solve the
optimization problem in (13) with up to \((M-t)N+t\) variables and thus the complexity of the \(t\)th iteration is
\[ C_t = \mathcal{O}((M-t)MN) \quad t = 0, \ldots, M - 1. \] (34)
After all STAs’ AP association are determined, another optimization problems in (9) with \(M\) variables is needed to be solved to calculate each STA’s allocated time. Thus the complexity of this step is
\[ C_M = \mathcal{O}(M^2). \] (35)
Therefore, the complexity of the worst case iSNZPR algorithm is
\[ C = \sum_{t=0}^{M} C_t = \sum_{t=0}^{M-1} \mathcal{O}((M-t)MN) + \mathcal{O}(M^2) \]
\[ = \mathcal{O}((M-t)MN). \] (36)
Note that based on (34) and (35), we have
\[ \exists c_t : \forall M_0 , N > M_0 : c_t \leq c_t (M-t)MN. \] (37)
Denoting \(c_{max} = \max_c \{ c_t : \forall t = 0, \ldots, M - 1\}\), then
\[ \exists c_t, c_{max} \exists M_0 : \forall M, N > M_0 : \]
\[ C = \sum_{t=0}^{M-1} C_t \leq \sum_{t=0}^{M-1} c_t (M-t)MN \]
\[ \leq c_{max} \left( \frac{M^3 N}{2} + \frac{M^3 N}{2} \right). \] (38)
From (38), we obtain
\[ C = \mathcal{O}(M^3 N). \] (39)
That is, the worst case complexity of the proposed iSNZPR algorithm is \(\mathcal{O}(M^3 N)\).

VI. DAAA ALGORITHM
Due to the existence of nonzero \(R_{\min,i} (i = 1, \ldots, M)\), it is possible that not all STAs arriving at the network can be supported. In this situation, when a new STA arrives at and tries to join the network, we need to determine whether to admit this STA or not. In this section, the DAAA algorithm is proposed for dynamic network scenarios, where there are new STAs trying to join the network.

It is assume that any STA in the network has only local information. It is also assumed that once a STA determines which AP to associate with when it joins the network, it will keep the same AP association during the whole period of its communication.

Based on the results of property analysis from Section V-A on the characteristics of AP transmission time allocation among STAs associated with the same AP, we propose a novel admission and AP transmission time allocation scheme, based on which the DAAA algorithm is proposed. The DAAA algorithm is summarized in Table 3.

TABLE 3. DAAA algorithm.

| Step | Description |
|------|-------------|
| 1.   | Find \(A_{i_0}\). |
| 2a.  | Find \(f(y_{j}) = \sum_{i \in \mathcal{S}_j} \log(y_{i,j} r_{i,j})\) for STAs currently associated with AP \(j\). |
| 2b.  | Find \(y_{\min,i,j} = \frac{R_{\min,i}}{r_{i,j}}\) and \(y_{\max,i,j} = \frac{R_{\max,i}}{r_{i,j}}\) for all \(i \in \mathcal{S}_j \cup \{i_0\}\). |
| 2c.  | If \(\sum_{i \in \mathcal{S}_j \cup \{i_0\}} y_{\min,i,j} > 1\), reject STA \(i_0\) at AP \(j\). |
| 2d.  | Otherwise, if \(\sum_{i \in \mathcal{S}_j \cup \{i_0\}} y_{\min,i,j} = 1\), let \(y_{i,j} = y_{\min,i,j}\) for all \(i \in \mathcal{S}_j \cup \{i_0\}\). |
| 2e.  | Otherwise, if \(\sum_{i \in \mathcal{S}_j \cup \{i_0\}} y_{\max,i,j} \leq 1\), let \(y_{i,j} = y_{\max,i,j}\) for all \(i \in \mathcal{S}_j \cup \{i_0\}\). |
| 2f.  | Otherwise, get \(y_{i,j}\) by solving (11) for STAs currently associated with AP \(j\) plus STA \(i_0\). |
| 3.   | If STA \(i_0\) is rejected by all APs \(j \in A_{i_0}\) : |
|      | Admit STA \(i_0\); |
|      | Calculate \(f(y_{j}) = \sum_{i \in \mathcal{S}_j \cup \{i_0\}} \log(y_{i,j} r_{i,j})\) for all AP \(j \in A_{i_0}\) not rejecting STA \(i_0\); |
|      | Find \(j_0 = \arg\ max f(y_{j})\) - \(f(y_{i_0})\); |
|      | Associate STA \(i_0\) with AP \(j_0\) by updating \(S_{\mathcal{J}_0}\) as \(S_{\mathcal{J}_0} \cup \{i_0\}\) and allocate the transmission time of AP \(j_0\) to the associated STAs according to \(y_{j_0}\). |

DAAA algorithm, when a new STA arrives at the network and tries to join, the STA first tries to find an AP that is visible to itself and can support it, without affecting the communication of the current associated STAs. If there is no such AP existing, the new STA is then rejected from admission. If there are multiple APs that can support the new STA, the new STA will join the one which provides the highest improvement in the cost function value in (11a). In addition, the transmission time of the associated AP is re-allocated among the new STA and the other STAs previously associated with this AP by solving the single AP transmission time allocation problem in (11).

Based on the above discussions, note that when there is a STA leaving the network, we only need to re-allocate the transmission time of the AP with which the leaving STA was associated by solving the single AP transmission time allocation problem in (11) for the remaining STAs still associated with that AP.

When the \(m\)th \((m = 1, \ldots, M)\) STA tries to join the network, we need to solve up to \(N\) optimization problems in (11), each of which has up to \(m\) variables. Therefore, if there are \(M\) STAs arriving at the network and trying to join, the complexity of the proposed DAAA algorithm is shown to be \(\mathcal{O}(M^3 N)\).

VII. NUMERICAL RESULTS
We consider two performance metrics in our discussion, which are average throughput per-STA and Jain’s Fairness
The wireless channel has a path loss exponent of $4$.

Shadowing with $0\text{ dB}$ mean and $10\text{ dB}$ standard deviation.

The wireless channel has a path loss exponent of $4$. Similar to the locations of STAs, the log-normal shadowing of the wireless channels between any pair of AP and STA is randomly generated and changed in different network realizations. The locations of STAs are randomly chosen within the service area considered and changed in different network realizations.

We consider WLANs with two different STA layout scenarios. In the first so-called uniform scenario or network with uniformly distributed STAs, all STAs are uniformly distributed over the service area, while in the second so-called hotspot scenario or network with hotspot distributed STAs, all STAs are clustered inside a circular subarea with center at the service area center and radius of 100 meters.

The wireless channel is assumed undergoing log-normal shadowing with $0\text{ dB}$ mean and $10\text{ dB}$ standard deviation. The wireless channel has a path loss exponent of $4$. Similar to the locations of STAs, the log-normal shadowing of the wireless channels between any pair of AP and STA is randomly generated and changed in different network realizations. The AP transmission power is $100\text{ mW}$ and the background noise power is $-80\text{ dBm}$.

In our simulations, $R_{\text{max}}$ are randomly selected between 4 and 5 Mbps, 10 and 20 Mbps, and 40 and 50 Mbps following a uniform distribution for one third of the STAs in the network, respectively, corresponding to the three STA categories with low, medium, and high throughput demands. For the proposed iSNZPR algorithm, $\beta$ in (18) is set as 0.98.

For the convenience of comparison, for the distributed algorithms including the DAAA and SSF algorithms, it is assumed that the STAs arrive at the network one after another and their admission, AP association and transmission time allocation are determined sequentially, in the same order as they arrive at the network. Once a STA determines which AP to associate with when it joins the network, it will keep the same AP association during the whole period of its communication. In addition, the transmission time of the newly associated AP is re-allocated among the new STA and the other STAs previously associated with this AP by solving the single AP transmission time allocation problem in (11). The performance of the DAAA and SSF algorithms presented in this section is that of the network after all STAs in the network have arrived and all APs’ transmission time has been allocated following the above distributed method. The performance of the centralized coordinated algorithms presented, on the other hand, is that of the network after all STAs are admitted into the network and their AP association and transmission time allocation are calculated in a centralized manner.

### B. RESULTS OF SMALL-SCALE WLAN

In this subsection, we consider a relatively small-scale WLAN with $3 \times 2$ grid and different number of STAs ranging from 18 to 60.

1) $R_{\text{MIN}} = 0$

In Figs. 1 to 4, we compare the performance of the proposed SNZPR, iSNZPR, and DAAA algorithms in the WLAN with uniformly and hotspot distributed STAs and $R_{\text{MIN}} = 0$ for all STAs. As comparison, the performance of the legacy distributed SSF algorithm, the non-linear approximation optimization (NLAO) algorithm in [22], and the MABU algorithm in [25] is also included. Note that the original NLAO algorithm does not consider throughput demands of STAs. Therefore, the algorithm is revised by adding the constraints in (1d) to fit into the problem we consider in this paper. It is also noted that due to the zero $R_{\text{MIN}}$ values for all STAs, all the STAs can be admitted and supported by the network, and thus no STA is rejected from the network.

From Figs. 1 and 3, it can be seen that in networks with uniformly distributed STAs, as the number of STAs increases, the fairness tends to increase for all the other algorithms except the DAAA algorithm. In networks with hotspot distributed STAs, as the number of STAs increases, the fairness increases for the proposed iSNZPR algorithm and the MABU algorithm, but the fairness stays rather stable for the proposed SNZPR algorithm and the NLAO algorithm and tends to decrease for the SSF and the DAAA algorithms. In networks with both uniformly and hotspot distributed STAs,
the DAAA algorithm provides the worst fairness, and the SNZPR and the NLAO algorithms provide almost the same fairness which is better than that provided by the SSF algorithm in almost all cases but worse than that provided by the iSNZPR algorithm. The iSNZPR algorithm provides the best fairness in networks with uniformly distributed STAs and the MABU algorithm provides the best fairness in networks with hotspot distributed STAs.

From Figs. 2 and 4, it can be seen that in networks with both uniformly and hotspot distributed STAs, as the number of STAs increases, the average throughput per-STA decreases for all algorithms. It can also be seen that in both networks, the DAAA algorithm has a much lower average throughput per-STA than all the other algorithms. Except the DAAA algorithm, for the network with uniformly distributed STAs, the MABU algorithm consistently has a lower average throughput per-STA than the other algorithms. The

SNZPR, the iSNZPR and the NLAO algorithm provide similar average throughput per-STA, which is higher than that provided by the SSF algorithm when the number of STAs in the network is relatively small. All these four algorithms provide similar average throughput per-STA when the number of STAs is relatively large. For the network with hotspot distributed STAs, except the DAAA algorithm, the average throughputs per-STA provided by the SSF algorithm and the iSNZPR algorithm are the lowest and the highest, respectively. The SNZPR and the NLAO algorithm provide similar average throughput per-STA, which is lower than and almost the same as that provided by the iSNZPR algorithm when the number of STAs in the network is relatively small and relatively large, respectively. The average throughput per-STA provided by the MABU algorithm is consistently between the highest and the lowest. Overall, the proposed iSNZPR algorithm provides the best performance of fairness and average throughput per-STA in both uniformly and hotspot distributed STA scenarios. The proposed DAAA algorithm does not work very well in this case.

2) $R_{\text{MIN}} = 1$ Mbps

In Figs. 5 to 8, we compare the performance of different algorithms in the WLAN with $R_{\text{MIN}} = 1$ Mbps for all STAs. Note that the MABU algorithm is not applicable in this network scenario, thus not included in these figures. It is also noted that due to the low $R_{\text{MIN}}$ values for all STAs, all the STAs can be admitted and supported by the network, and thus no STA is rejected from the network.

From Figs. 5 to 8, it is seen that in networks with both uniformly and hotspot distributed STAs, the performance of the proposed SNZPR and iSNZPR algorithms and that of the SSF and the NLAO algorithms are quite similar to those shown in Figs. 1 to 4, with slight improvements in both fairness and average throughput per-STA in most cases. It is also seen that the DAAA algorithm achieves dramatic
improvements in both the fairness and the average throughput per-STA performance in Figs. 5 to 8 compared to those shown in Figs. 1 to 4. Overall, the proposed iSNZPR algorithm again provides the best performance of fairness and average throughput per-STA in this network scenario.

3) $R_{\text{MIN}} = 1$ MBPS WITH ADVERSARY STAS

It is noted that in order to implement the proposed centralized coordinated joint AP association and transmission time allocation scheme, STAs or the software/firmware of STAs need to be upgraded accordingly. However, practically, it is almost impossible to finish the upgrades on all STAs at the same time. Thus, most likely, in practical WLANs adopting the proposed scheme, before the upgrades are completely finished, there are both STAs using the proposed centralized coordinated joint AP association and transmission time allocation scheme and STAs using the legacy SSF AP association scheme. In such a hybrid network, those STAs using the legacy SSF AP association scheme determine their AP associations in a distributed and uncoordinated manner, ignoring network-wide information, and thus tend to bring negative effect to performance of the overall WLANs. Therefore, they are referred to as adversary STAs in the following discussion of this subsection.

In Figs. 9 to 12, we consider the WLAN with adversary STAs and $R_{\text{MIN}} = 1$ Mbps for all STAs. Specifically, it is assumed that the legacy SSF algorithm is used for one third of the STAs for AP association. The AP associations and transmission time allocation of the rest of the STAs are determined by other different algorithms.

Compared to the results in Figs. 5 to 8, it is seen that with adversary STAs, the DAAA shows the most significant performance degradation in both fairness and average throughput per-STA, followed by the iSNZPR algorithm, especially when the number of STAs in the network is relatively small. The other algorithms are more robust to the
negative effect of adversary STAs. The proposed SNZPR algorithm always has almost the same performance as that of the NLAO algorithm. Overall, the proposed iSNZPR algorithm still provides the best performance in both uniformly and hotspot distributed STA cases with adversary STAs.

4) DIFFERENT $R_{\text{MIN}}$ VALUES FOR DIFFERENT STA CATEGORIES

In this subsection, $R_{\text{min}}$ values are set as 1, 2.5, and 10 Mbps for the STA categories with low, medium, and high throughput demands, respectively. It is noted that due to the relatively high $R_{\text{min}}$ values for STAs, the network may not be able to support all the STAs, and thus some STAs may be rejected from admission when trying to join the network. We investigate WLANs with different number of STAs arriving at the network ranging from 18 to 60.

In Fig. 13, the rejection ratio of arriving STAs in the WLAN with uniformly and hotspot distributed STAs by using the proposed DAAA algorithm is shown. In the figure, the number of STAs represents the total number of STAs sequentially arriving at and trying to join the network. The rejection ratio is defined as the ratio between the average number of STAs being rejected and the total number of arriving STAs. As comparison, the rejection ratio of the legacy distributed SSF algorithm is also included. It is seen from Fig. 13 that in general, the DAAA algorithm provides a lower rejection ratio than the SSF algorithm in the network with both uniformly and hotspot distributed STAs. In addition, for both algorithms, the network with hotspot distributed STAs generally has a lower rejection ratio than the network with uniformly distributed STAs.

In Figs. 14 and 15, we compare the performance of fairness and average throughput per-STA for admitted STAs. In these two figures, the number of STAs represents the total number of STAs arriving at the network. It can be seen that in the WLAN with uniformly distributed STAs,
compared with the SSF algorithm, the DAAA algorithm generally provides better fairness performance, at the expense of slightly lower average throughput per-STA. It can also be seen that in the WLAN with hotspot distributed STAs, compared with the SSF algorithm, the DAAA algorithm provides better performance in fairness and it provides higher average throughput per-STA when the number of arriving STAs is relatively small and slightly lower average throughput per-STA when the number of arriving STAs is relatively large.

Based on the results presented in this subsection, it is seen that it could be an effective approach to use the DAAA algorithm to determine admission for STAs arriving at the network, then to use the iSNZPR algorithm to determine AP association and transmission time allocation for admitted STAs to increase the overall performance of the network, as evidenced by the results in Figs. 14 and 15, where this approach is labeled as DAAA-iSNZPR. This approach may require periodic re-association for some of the admitted STAs in the network, though.

C. RESULTS OF LARGE-SCALE WLAN
We also consider a relatively large-scale WLAN with $5 \times 4$ grid and different number of STAs ranging from 40 to 160. Numerical results show that similar performance can be obtained in the large-scale WLAN as in the small-scale WLAN. As examples, Figs. 16 to 18 show the performance of different algorithms in the WLAN with $R_{\text{min}} = 1, 2.5, 10$ Mbps for the STA categories with low, medium, and high throughput demands, respectively. It can be seen that in the large-scale WLAN, the proposed DAAA algorithm provides even lower rejection ratio for arriving STAs and even better fairness for admitted STAs than the SSF algorithm, especially in the WLAN with hotspot distributed STAs. The DAAA-iSNZPR approach is shown to always provide the highest
Both small-scale and large-scale WLANs show similar performance. Numerical results have been presented to compare the fairness and average throughput per-STA performance of the proposed algorithms and those of some existing algorithms in WLANs with different STA distributions and different STA throughput demands, as well as with adversary STAs using the legacy SSF algorithm for AP association. Overall, the proposed iSNZPR algorithm provides the best performance in all the scenarios considered, although the proposed SNZPR algorithm is more robust to the negative impact from adversary STAs.

Numerical results have also been presented to investigate and compare the rejection ratio for arriving STAs and fairness and average throughput per-STA for admitted STAs performance of the proposed DAAA algorithm and those of the legacy SSF algorithm when some STAs may not be able to be admitted into the network. In general, for arriving STAs, the DAAA algorithm provides a lower rejection ratio than the SSF algorithm in the network with both uniformly and hotspot distributed STAs. For admitted STAs, compared with the SSF algorithm, the DAAA algorithm generally provides better fairness, and higher or slightly lower average throughput per-STA.

It has been shown that using the DAAA algorithm to determine admission for STAs arriving at the network followed by using the iSNZPR algorithm to determine AP association and transmission time allocation for admitted STAs could be an effective approach to the problem studied in this paper.
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