EXISTENCE OF PARETO SOLUTIONS FOR VECTOR POLYNOMIAL OPTIMIZATION PROBLEMS WITH CONSTRAINTS
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ABSTRACT. This paper deals with a vector polynomial optimization problem over a basic closed semi-algebraic set. By invoking some powerful tools from real semi-algebraic geometry, we first introduce the concept called tangency varieties; obtain the relationships of the Palais–Smale condition, Cerami condition, M-tameness, and properness related to the considered problem, in which the condition of Mangasarian–Fromovitz constraint qualification at infinity plays an essential role in deriving these relationships. At last according to the obtained connections, we establish the existence of Pareto solutions to the problem in consideration and give some examples to illustrate our main findings.

1. Introduction

Existence of optimal solutions to optimization problems is a rather important issue in the study of optimization theory. In the literature on vector optimization (among others), one can find a lot of papers dealing with the existence of different kinds of solutions to vector optimization problems; see, e.g., [11, 13–15, 21, 25, 30, 31] and the references therein.

Consider the following constrained vector polynomial optimization problem

\[
\text{Min} \quad \mathbb{R}^p_+ \{ f(x) : x \in S \},
\]

(VPO)

where \( f(x) := (f_1(x), \ldots, f_p(x)) \) is a real polynomial mapping, and

\[
S := \{ x \in \mathbb{R}^n : g_i(x) = 0, i = 1, \ldots, l, h_j(x) \geq 0, j = 1, \ldots, m \}
\]

(1)

is the feasible set of the problem (VPO), in which, \( g_i, i = 1, \ldots, l, \) and \( h_j, j = 1, \ldots, m \) are all real polynomials. As we will see from Definition 2.1 that \( S \) is a closed semi-algebraic set. Furthermore, make the following assumption:

the feasible set \( S \) is unbounded.

Note also that the “\( \text{Min} \mathbb{R}^p_+ \)” in the above problem (VPO) is understood in the vector sense, where a partial ordering is induced in the image space \( \mathbb{R}^p \), by the non-negative orthant \( \mathbb{R}^p_+ \). The partial ordering says that \( a \geq b \), if \( a - b \in \mathbb{R}^p_+ \), which can equivalently be written as \( a_k \geq b_k \), for all \( k = 1, \ldots, p \), where \( a_k \) and \( b_k \) stand for the \( k \)th component of the vectors \( a \) and \( b \), respectively.
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1.1. Pareto values and solutions. In what follows, we recall the Pareto values and Pareto solutions to the problem \((VPO)\). Unless the classical literature on vector optimization (see, e.g., [20, 27, 36, 42]), we will first introduce the Pareto values to the problem \((VPO)\), then give the definition of its Pareto solutions. Let \(f(S)\) be the image of the restrictive real polynomial mapping \(f\) over \(S\).

**Definition 1.1.** Let \(y \in \text{cl}f(S)\).

(i) \(y \in \mathbb{R}^p\) is called a *Pareto value* to the problem \((VPO)\) if

\[
  f(x) \notin y - (\mathbb{R}^p_+ \setminus \{0\}), \quad \forall x \in S,
\]

where \(0 := (0, \ldots, 0) \in \mathbb{R}^p\). The set of all Pareto values to the problem \((VPO)\) is denoted by \(\text{val}(VPO)\).

(ii) \(y \in \mathbb{R}^p\) is called a *weak Pareto value* to the problem \((VPO)\) if

\[
  f(x) \notin y - \text{int} \mathbb{R}^p_+, \quad \forall x \in S.
\]

Denote \(\text{val}^w(VPO)\) as the set of all weak Pareto values to the problem \((VPO)\).

(iii) \(\bar{x} \in S\) is called a *Pareto solution* (resp., *weak Pareto solution*) to the problem \((VPO)\) if \(f(\bar{x})\) is a Pareto value (resp., weak Pareto value) to the problem \((VPO)\). Denoted \(\text{sol}(VPO)\) (resp., \(\text{sol}^w(VPO)\)) as the set of all Pareto solutions (resp., weak Pareto solutions).

According to the above definitions, it is clear that \(\text{val}(VPO) \subset \text{val}^w(VPO)\).

**Definition 1.2.** Let \(\Omega\) be a subset in \(\mathbb{R}^p\) and \(\bar{y} \in \mathbb{R}^p\). The set \(\Omega \cap (\bar{y} - \mathbb{R}^p_+)\) is said to be a *section* of \(\Omega\) at \(\bar{y}\), and denoted by \([\Omega]_{\bar{y}}\). The section \([\Omega]_{\bar{y}}\) is said to be *bounded* if and only if there is \(\omega \in \mathbb{R}^p\) such that

\[
  [\Omega]_{\bar{y}} \subset \omega + \mathbb{R}^p_+.
\]

1.2. Backgrounds. In this part, we will treat the problem \((VPO)\) as a standard vector optimization problem (not necessarily under the polynomial setting).

Firstly, let us recall some results on the existence of Pareto solutions to the problem \((VPO)\) in the case that the feasible set \(S\) is nonempty and compact. If in addition \(f\) is \(\mathbb{R}^p_+\)-semicontinuous (see [20, Definition 2.16]), then the existence of Pareto solutions to the problem \((VPO)\) was shown by Hartley [24] in 1978. Later, Corley [12] in 1980 proved also the existence of Pareto solutions to the problem \((VPO)\) if \(f(S)\) is nonempty and \(\mathbb{R}^p_+\)-semicompact (see [20, Definition 2.11]). In 1983, it was observed by Borwein [11, Theorem 1] that the condition “the image \(f(S)\) has at least one nonempty closed and bounded section” is a necessary and also sufficient condition for the existence of Pareto solutions to the problem \((VPO)\); see also [20, Theorem 2.10]. Clearly, the compactness of \(S\) together with the continuity (or even semi-continuity) of \(f\) ensures the compactness of the image \(f(S)\), in this case, the problem \((VPO)\) admits at least one Pareto solution; see, e.g., [42, Corollary 3.2.1].

Now, we recall some existence results for the problem \((VPO)\) in another case that the feasible set \(S\) is not compact. By assuming that the objective function is bounded from below and satisfies the
so-called \((PS)_1\) condition, Hà \cite{23} proved that the problem \(\text{VPO}\) has weak Pareto solutions in 2006 (see \cite{23} Theorem 4.1). Later, by exploring quasiboundedness from below and refined subdifferential Palais–Smale condition, Bao and Mordukhovich \cite{1,5} investigate some vector optimization problems. It is worth to note that they established only the existence of weak or relative Pareto solutions, but not the existence of Pareto solutions to the vector optimization problems in \cite{1,5,23}.

In order to obtain the results for existence of Pareto solutions, Lee et al. \cite{34} Theorem 3.1] proved that the problem \((\text{VPO})\) admits a Pareto solution if and only if the image \(f(S)\) of \(f\) has a nonempty and bounded section for the case that \(f\) is a convex polynomial mapping (each component of \(f\) being convex polynomial), in which the celebrated existence results for scalar convex polynomial programming problems contributed by Belousov and Klatte \cite{6} Theorem 3] are applied.

Very recently, for the case that \(S = \mathbb{R}^n\) and the image \(f(\mathbb{R}^n)\) of a polynomial mapping \(f\) has a bounded section, Kim et al. \cite{31} investigated the existence of Pareto solutions to the problem \(\text{VPO}\) under some novel conditions.

Furthermore, in order to investigate existence results in more general setting, by employing the theory of variational analysis and nonsmooth analysis (instead methods of semialgebraic geometry), Kim et al \cite{30} furtherly proved that nonconvex and nonsmooth vector optimization problems with locally Lipschitzian data have Pareto efficient and Geoffrion-properly efficient solutions. It is also worth mentioning that, Liu et al \cite{35} studied the solvability for a class of regular polynomial vector optimization problem without convexity, and interestingly even without semi-algebraic assumption for the feasible set \(S\) (see \cite{35} Example 5.4).

1.3. Our contributions. In this paper, we will make the following contributions to the area of vector optimization with polynomials.

(i) We prove the existence of Pareto solutions to the constrained vector polynomial optimization problem \((\text{VPO})\) under some conditions. Comparing with \cite{31}, we do not need any convexity assumptions in the problem \((\text{VPO})\), and comparing with \cite{31}, we further consider the problem \((\text{VPO})\) over a closed (and unbounded) semi-algebraic set \(S\).

(ii) By constructing some suitable sets (that can be computed effectively) related to the problem \((\text{VPO})\), we define the concepts concerning Palais–Smale condition, Cerami condition and \(M\)-tameness, and also establish some relationships between them (see Theorem 4.1). All of these concepts play the important roles in establishing some sufficient conditions for the existence of Pareto solutions to the problem \((\text{VPO})\).

(iii) It is worth emphasizing that, in Theorem 4.1, the Mangasarian–Fromovitz constraint qualification at infinity of \(S\) (see Definition 3.2) plays an essential role. This significantly improves \cite{31} Proposition 3.2]. In order to highlight this observation, we construct an example (see Example 4.1) to show that the assumption on Mangasarian–Fromovitz constraint qualification at infinity of \(S\) cannot be dropped. Besides, we also design several examples to illustrate some related terminologies and the obtained results.
(iv) As results, we establish some sufficient conditions for the existence of Pareto solutions to the problem (VPO). The obtained results improve and extend [31, Theorem 4.1], [23, Theorem 4.1], [4, Theorem 4] and [5, Theorem 4.4], in the polynomial setting.

The rest of the paper is organized as follows. In Sect. 2, we recall some necessary tools from real semi-algebraic geometry. In Sect. 3, we introduce the concept of the tangency variety, which will be useful in the later, and its properties. In Sect. 4, we construct some suitable sets, by which, we establish some relationships between Palais–Smale condition, Cerami condition, M-tameness, and properness for the restrictive polynomial mappings. Section 5 contains several existence results of Pareto solutions to the problem (VPO). Finally, conclusions and further discussions are given in Sect. 6.

2. Preliminaries

Throughout this paper, we use the following notation and terminology. Fix a number $n \in \mathbb{N}$, $n \geq 1$, and abbreviate $(x_1, x_2, \ldots, x_n)$ by $x$. The space $\mathbb{R}^n$ is equipped with the usual scalar product $\langle \cdot, \cdot \rangle$ and the corresponding Euclidean norm $\| \cdot \|$. The interior (resp., the closure) of a set $S$ is denoted by $\text{int} S$ (resp., $\text{cl} S$). The closed unit ball in $\mathbb{R}^n$ is denoted by $B^n$. Let $\mathbb{R}^+ := \{ y := (y_1, \ldots, y_p) : y_j \geq 0, j = 1, \ldots, p \}$ be the nonnegative orthant in $\mathbb{R}^p$. The cone $\mathbb{R}^+_p$ induces the following partial order in $\mathbb{R}^p$: $a, b \in \mathbb{R}^p$, $a \preceq b$ if and only if $b - a \in \mathbb{R}^+_p$. Besides, $\mathbb{R}[x]$ stands for the space of real polynomials in the variable $x$. Let us recall some notion and results from semi-algebraic geometry (see, e.g., [7, 9]).

Definition 2.1. (i) A subset of $\mathbb{R}^n$ is called a semi-algebraic set if it is a finite union of sets of the form

$$\{ x \in \mathbb{R}^n : g_i(x) = 0, i = 1, \ldots, k; g_i(x) > 0, i = k + 1, \ldots, p \},$$

where all $g_i$’s are in $\mathbb{R}[x]$.

(ii) Let $B_1 \subset \mathbb{R}^n$ and $B_2 \subset \mathbb{R}^m$ be semi-algebraic sets. A mapping $F : B_1 \to B_2$ is said to be semi-algebraic if its graph

$$\{(x, y) \in B_1 \times B_2 : y = F(x)\}$$

is a semi-algebraic subset in $\mathbb{R}^n \times \mathbb{R}^m$. In particular, if $m = 1$, we call the mapping $F$ a semi-algebraic function.

The semi-algebraic sets and functions have many remarkable properties; see, e.g., [7, 9, 22].

Theorem 2.1 (Tarski–Seidenberg Theorem). The image and inverse image of a semi-algebraic set under a semi-algebraic mapping are semi-algebraic sets. In particular, the projection of a semi-algebraic set is still a semi-algebraic set.

The Curve Selection Lemma at infinity (see [22, 39]) will be frequently used in this paper.
Lemma 2.1 (Curve Selection Lemma at infinity). Let $A$ be a semi-algebraic subset of $\mathbb{R}^n$, and let

$$q := (q_1, \ldots, q_p) : \mathbb{R}^n \to \mathbb{R}^p$$

be a semi-algebraic mapping. Assume that there exists a sequence $\{x^k\}$ with $x^k \in A$, $\lim_{k \to \infty} \|x^k\| = \infty$ and $\lim_{k \to \infty} q(x^k) = y \in \mathbb{R}^p$, where $\overline{\mathbb{R}} := \mathbb{R} \cup \{\infty\} \cup \{-\infty\}$. Then there exist a positive real number $\epsilon$ and a smooth semi-algebraic curve

$$\phi : (0, \epsilon) \to \mathbb{R}^n$$

such that $\phi(t) \in A$ for all $t \in (0, \epsilon)$, $\lim_{t \to 0} \|\phi(t)\| = \infty$, and $\lim_{t \to 0} q(\phi(t)) = y$.

In what follows, we will need the following useful results; see [43].

Lemma 2.2 (Growth Dichotomy Lemma). Let $\varrho : (0, \epsilon) \to \mathbb{R}$ be a semi-algebraic function with $\varrho(t) \neq 0$ for all $t \in (0, \epsilon)$, where $\epsilon$ is a positive real number. Then there exist constants $c \neq 0$ and $q \in \mathbb{Q}$ such that

$$\varrho(t) = ct^q + o(t),$$

where $\lim_{t \to 0} \frac{o(t)}{t} = 0$.

Let $\varrho, \varsigma : (0, \epsilon) \to \mathbb{R}$ be nonzero functions such that $\lim_{t \to 0^+} \varrho(t) \to \infty$ and $\lim_{t \to 0^+} \varsigma(t) \to \infty$, where $\epsilon$ is a positive real number. If $\lim_{t \to 0^+} \frac{\varrho(t)}{\varsigma(t)} = c_0$, where $c_0$ is a positive constant, then we denote this relation by

$$\varrho(t) \simeq \varsigma(t) \text{ as } t \to 0^+. \tag{2}$$

Proof. Since $\varrho$ is a semi-algebraic function, by Lemma 2.2 we can write

$$\varrho(t) = \tilde{c}t^\tilde{q} + o(t),$$

for some $\tilde{c} \neq 0$, $\tilde{q} \in \mathbb{Q}$ and $\lim_{t \to 0} \frac{o(t)}{t} = 0$. Clearly, $\tilde{q} < 0$, due to $\varrho(t) \to +\infty$ as $t \to 0^+$. On the other hand, by the continuous differentiability of $\varrho$, it yields

$$\varrho'(t) = \tilde{c}\tilde{q}t^{\tilde{q}-1} + \text{ higher order terms in } t.$$

This shows (2) as $t \to 0^+$. \hfill \Box

Lemma 2.3. Let $q : (0, \epsilon) \to \mathbb{R}$ be a continuously differentiable semi-algebraic function with $q(t) \neq 0$ for all $t \in (0, \epsilon)$, where $\epsilon$ is a positive real number, and $q(t) \to +\infty$ as $t \to 0^+$. Then

$$q(t) \simeq t q'(t) \text{ as } t \to 0^+. \tag{2}$$

Proof. Since $q$ is a semi-algebraic function, by Lemma 2.2 we can write

$$q(t) = \tilde{c}t^\tilde{q} + o(t),$$

for some $\tilde{c} \neq 0$, $\tilde{q} \in \mathbb{Q}$ and $\lim_{t \to 0} \frac{o(t)}{t} = 0$. Clearly, $\tilde{q} < 0$, due to $q(t) \to +\infty$ as $t \to 0^+$. On the other hand, by the continuous differentiability of $q$, it yields

$$q'(t) = \tilde{c}\tilde{q}t^{\tilde{q}-1} + \text{ higher order terms in } t.$$

This shows (2) as $t \to 0^+$. \hfill \Box

Lemma 2.4 (Monotonicity Lemma). Let $a < b$ in $\mathbb{R}$. If $g : [a, b] \to \mathbb{R}$ is a semi-algebraic function, then there is a partition $a : t_1 < \cdots < t_N := b$ of $[a, b]$ such that $g|_{(t_l, t_{l+1})}$ is $C^1$, and either constant or strictly monotone, for $l \in \{1, \ldots, N-1\}$. 

5
3. Tangency Variety and Its Properties

In this section, we introduce some concepts related to the vector polynomial optimization problem (VPO), and study their properties.

Definition 3.1. By tangency variety of $f$ on $S$ we mean the set

$$\Gamma(f, S) := \left\{ x \in S : \sum_{k=1}^{p} \tau_k \nabla f_k(x) - \sum_{i=1}^{l} \lambda_i \nabla g_i(x) - \sum_{j=1}^{m} \nu_j \nabla h_j(x) - \mu x = 0 \right\}$$

where $\nabla f_k(x)$ stands for the gradient of $f_k$ at $x$.

Lemma 3.1. Let $f : \mathbb{R}^n \rightarrow \mathbb{R}^p$ be a polynomial mapping and $S$ be defined as (1), then $\Gamma(f, S)$ is an unbounded nonempty semi-algebraic set.

Proof. Clearly, it follows from Theorem 2.1 that $\Gamma(f, S)$ is semi-algebraic. Now, we claim that $\Gamma(f, S) \neq \emptyset$. Indeed, for given $r > 0$, denote by $S_r := \{ x \in \mathbb{R}^n : \|x\|^2 = r^2 \}$. Then $S_r$ is nonempty, bounded and closed, thus the intersection $S_r \cap S$ is also nonempty and compact for $r$ large enough, and so is the image $f(S_r \cap S)$. Therefore, the optimization problem

$$\text{Min}_{\mathbb{R}^p} \{ f(x) : x \in S_r \cap S \}$$

admits a Pareto solution. Denote the Pareto solution as $x(r) \in S_r \cap S$. The celebrated Fritz-John optimality conditions [27, Theorem 7.4] imply that $x(r) \in \Gamma(f, S)$, and so $\Gamma(f, S) \neq \emptyset$. Note that if $r \rightarrow \infty$ then $\|x(r)\| = r \rightarrow \infty$, then $\Gamma(f, S)$ is unbounded and we complete the proof. \hfill \square

In what follows, we need a constraint qualification “at infinity”, which is inspired by [19, Definition 3.3], to deal with the case when Pareto solutions occur at infinity.

Definition 3.2. The constraint set $S$ is said to satisfy the Mangasarian–Fromovitz constraint qualification at infinity ((MFCQ)$_\infty$ in short), if there exists a real number $R_0 > 0$ such that for each $x \in S, \|x\| \geq R_0$, the gradient vectors $\nabla g_i(x), i = 1, \ldots, l$, are linearly independent and there exists a vector $v \in \mathbb{R}^n$ such that

$$\langle \nabla g_i(x), v \rangle = 0, \ i = 1, \ldots, l \ \text{and} \ \langle \nabla h_j(x), v \rangle > 0, \ j \in J(x),$$

where $J(x) := \{ j \in \{1, \ldots, m\} : h_j(x) = 0 \}$ is the set of active constraint indices.

Remark 3.1. In order to deal with the case when optimal solutions to polynomial optimization problems occur at infinity, another constraint qualification “at infinity” called regular at infinity was introduced by [19, Definition 3.3]. Recall that the constraint set $S$ is said to be regular at
infinity if there exists a real number $R_0 > 0$ such that for each $x \in S, \|x\| \geq R_0$, the gradient vectors $\nabla g_i(x), i = 1, \ldots, l$, and $\nabla h_j(x), j \in J(x)$, are linearly independent, where

$$J(x) := \{j \in \{1, \ldots, m\} : h_j(x) = 0\}$$

is called the set of active constraint indices.

Observe that $(\text{MFCQ})_\infty$ of $S$ is weaker than the regularity at infinity, therefore the following results obtained in the paper can also be guaranteed under regularity at infinity.

**Lemma 3.2.** If the unbounded set $S$ (defined as in [1]) satisfies $(\text{MFCQ})_\infty$, then for each $x \in \Gamma(f, S), \|x\| \gg 1$, there exist real numbers $\tau_k \in \mathbb{R}_+$ with $\sum_{k=1}^{p} \tau_k = 1, \lambda_i, \nu_j, \text{and } \mu$ such that

$$\sum_{k=1}^{p} \tau_k \nabla f_k(x) - \sum_{i=1}^{l} \lambda_i \nabla g_i(x) - \sum_{j=1}^{m} \nu_j \nabla h_j(x) - \mu x = 0, \text{ and}$$

$$\nu_j h_j(x) = 0, \quad j = 1, \ldots, m. \quad (3)$$

Now, it remains to show, without loss of generality, that $\sum_{k=1}^{p} \tau_k > 0$, provided that $x \in \Gamma(f, S), \|x\| \gg 1$. Assume to the contrary that $\sum_{k=1}^{p} \tau_k = 0$, then it follows from (3) and (4) that

$$\sum_{i=1}^{l} \lambda_i \nabla g_i(x) + \sum_{j=1}^{m} \nu_j \nabla h_j(x) + \mu x = 0,$$

$$\nu_j h_j(x) = 0, \quad j = 1, \ldots, m,$$

for some $\lambda_i, \nu_j, \mu \in \mathbb{R}$, not all zero. By using the Curve Selection Lemma at infinity (Lemma 2.1), there exist a positive real number $\epsilon$, a smooth semi-algebraic curve $\varphi(t)$ and semi-algebraic functions $\lambda_i(t), \nu_j(t), \mu(t), t \in (0, \epsilon)$, such that

(a1) $\varphi(t) \in S$ for $t \in (0, \epsilon]$;

(a2) $\|\varphi(t)\| \to +\infty$ as $t \to 0^+$;

(a3) $\sum_{i=1}^{l} \lambda_i(t) \nabla g_i(\varphi(t)) + \sum_{j=1}^{m} \nu_j(t) \nabla h_j(\varphi(t)) + \mu(t) \varphi(t) \equiv 0$; and

(a4) $\nu_j(t) h_j(\varphi(t)) \equiv 0, \quad j = 1, \ldots, m.$

Since the functions $\nu_j$ and $h_j \circ \varphi$ [note that here and hereafter we denote $h_j(\varphi(t)) := (h_j \circ \varphi)(t)$ in the variable $t$] are semi-algebraic, it follows from the Monotonicity Lemma (Lemma 2.4) that for $\epsilon > 0$ small enough, these functions are either constant or strictly monotone. Then, by (a4), we
can see that either \( \nu_j(t) \equiv 0 \) or \( (h_j \circ \varphi)(t) \equiv 0 \); in particular,

\[
\nu_j(t) \frac{d}{dt} (h_j \circ \varphi)(t) \equiv 0, \quad j = 1, \ldots, m. \tag{5}
\]

It then follows from (a3) that

\[
0 = \sum_{i=1}^{l} \lambda_i(t) \left\langle \nabla g_i(\varphi(t)), \frac{d\varphi}{dt} \right\rangle + \sum_{j=1}^{m} \nu_j(t) \left\langle \nabla h_j(\varphi(t)), \frac{d\varphi}{dt} \right\rangle + \mu(t) \left\langle \varphi(t), \frac{d\varphi}{dt} \right\rangle
\]
\[
= \sum_{i=1}^{l} \lambda_i(t) \frac{d}{dt} (g_i \circ \varphi)(t) + \sum_{j=1}^{m} \nu_j(t) \frac{d}{dt} (h_j \circ \varphi)(t) + \mu(t) \frac{d\|\varphi(t)\|^2}{dt}
\]
\[
= \frac{\mu(t)}{2} \frac{d\|\varphi(t)\|^2}{dt}. \tag{by (5) and (a1)}
\]

Therefore \( \mu(t) \equiv 0 \) by (a2), which implies

\[
\sum_{i=1}^{l} \lambda_i(t) \nabla g_i(\varphi(t)) + \sum_{j \in J(\varphi(t))} \nu_j(t) \nabla h_j(\varphi(t)) = 0. \tag{6}
\]

By (MFCQ)_\infty, there exists \( v \in \mathbb{R}^n \) such that

\[
\left\langle \nabla g_i(\varphi(t)), v \right\rangle = 0, \quad i = 1, \ldots, l \quad \text{and} \quad \left\langle \nabla h_j(\varphi(t)), v \right\rangle > 0, \quad j \in J(x).
\]

This, combined with (6), yields

\[
\sum_{j \in J(\varphi(t))} \left\langle \nu_j(t) \nabla h_j(\varphi(t)), v \right\rangle = 0.
\]

Thus \( \nu_j(t) = 0 \), for all \( j \in J(\varphi(t)) \). Then by (6), \( \lambda_i(t) \), \( i = 1, \ldots, l \) are not all zero and

\[
\sum_{i=1}^{l} \lambda_i(t) \nabla g_i(\varphi(t)) = 0,
\]

which contradicts the linear independence of \( \nabla g_i(\varphi(t)) \), \( i = 1, \ldots, l \). Hence, \( \sum_{k=1}^{p} \tau_k > 0 \), and without loss of generality, we may get \( \sum_{k=1}^{p} \tau_k = 1 \) by normalization. \( \square \)

**4. Palais–Smale Condition, Cerami Condition, M-tameness and Properness**

Recall the unbounded semi-algebraic set \( S \) defined as (1) introduced in the Section 1. Given a restrictive polynomial mapping \( f := (f_1, \ldots, f_p) : S \to \mathbb{R}^p \) and a value \( \bar{y} \in \mathbb{R}^p \). First, we define the (extended) *Rabier function* \( v : \mathbb{R}^n \to \mathbb{R} \) by

\[
v(x) := \inf \left\{ \left\| \sum_{k=1}^{p} \tau_k \nabla f_k(x) - \sum_{i=1}^{l} \lambda_i \nabla g_i(x) - \sum_{j=1}^{m} \nu_j \nabla h_j(x) \right\| : \begin{array}{l}
\tau_k \geq 0 \text{ with } \sum_{k=1}^{p} \tau_k = 1, \\
(\lambda, \nu) \in \mathbb{R}^l \times \mathbb{R}^m_+, \text{ and} \\
\nu_j h_j(x) = 0, j = 1, \ldots, m
\end{array} \right\}. \tag{7}
\]
Next, we consider the following sets:

\[
\begin{align*}
\tilde{K}_{\infty,\leq \bar{y}}(f, S) &:= \left\{ y \in \mathbb{R}^p : \exists \{ x^\ell \} \subset S \text{ with } f(x^\ell) \leq \bar{y} \text{ and } \| x^\ell \| \to \infty \right\}, \\
K_{\infty,\leq \bar{y}}(f, S) &:= \left\{ y \in \mathbb{R}^p : \exists \{ x^\ell \} \subset S \text{ with } f(x^\ell) \leq \bar{y} \text{ and } \| x^\ell \| \to \infty \right\}, \\
T_{\infty,\leq \bar{y}}(f, S) &:= \left\{ y \in \mathbb{R}^p : \exists \{ x^\ell \} \subset \Gamma(f, S) \text{ with } f(x^\ell) \leq \bar{y} \text{ and } \| x^\ell \| \to \infty \right\}.
\end{align*}
\]

If \( \bar{y} = (+\infty, \ldots, +\infty) \), the notations \( \tilde{K}_{\infty,\leq \bar{y}}(f, S), K_{\infty,\leq \bar{y}}(f, S) \) and \( T_{\infty,\leq \bar{y}}(f, S) \) will be written as \( \tilde{K}_\infty(f, S), K_\infty(f, S) \) and \( T_\infty(f, S) \), respectively. We would note here that all of the sets mentioned above can be computed effectively as shown recently in [16, 18, 28].

The following result is the constrictive version of [31, Proposition 3.2], while as shown below, the \((\text{MFCQ})_\infty \) of \( S \) plays an essential role.

**Theorem 4.1.** Let \( S \) be defined as in [1], \( f : S \to \mathbb{R}^p \) be a restrictive polynomial mapping and \( \bar{y} \in \mathbb{R}^p \). Then the following inclusion holds,

\[
K_{\infty,\leq \bar{y}}(f, S) \subset \tilde{K}_{\infty,\leq \bar{y}}(f, S).
\]

If in addition the set \( S \) satisfies \((\text{MFCQ})_\infty \), then

\[
T_{\infty,\leq \bar{y}}(f, S) \subset K_{\infty,\leq \bar{y}}(f, S).
\]

**Proof.** By definition, the inclusion (8) is satisfied immediately.

Now, we show the inclusion (9) under \((\text{MFCQ})_\infty \).

Taking any \( y \in T_{\infty,\leq \bar{y}}(f, S) \), [if \( T_{\infty,\leq \bar{y}}(f, S) = \emptyset \), then the inclusion (9) holds trivially], by definition there exist sequences \( \{ x^\ell \} \subset S \) and \( \{(\tau^\ell, \lambda^\ell, \nu^\ell, \mu^\ell)\} \subset (\mathbb{R}_+^p \times \mathbb{R} \times \mathbb{R}_+^m \times \mathbb{R}) \setminus \{0\} \), such that

\[
\begin{align*}
(\text{b1}) & \lim_{\ell \to \infty} \| x^\ell \| = +\infty; \\
(\text{b2}) & \lim_{\ell \to \infty} f(x^\ell) = y; \\
(\text{b3}) & f(x^\ell) \leq \bar{y}; \\
(\text{b4}) & \sum_{k=1}^p \tau_k \nabla f_k(x^\ell) - \sum_{i=1}^l \lambda_i \nabla g_i(x^\ell) - \sum_{j=1}^m \nu_j \nabla h_j(x^\ell) - \mu^\ell x^\ell = 0; \text{ and} \\
(\text{b5}) & \nu_j h_j(x^\ell) = 0, \ j = 1, \ldots, m.
\end{align*}
\]

Without loss of generality, for each \( \ell \in \mathbb{N} \), we can normalize the vector \((\tau^\ell, \lambda^\ell, \nu^\ell, \mu^\ell)\) by

\[
\| (\tau^\ell, \lambda^\ell, \nu^\ell, \mu^\ell) \| = 1.
\]

Let

\[
U := \left\{ (x, \tau, \lambda, \nu, \mu) \in V: \right\} \left\{ \sum_{k=1}^p \tau_k \nabla f_k(x) - \sum_{i=1}^l \lambda_i \nabla g_i(x) - \sum_{j=1}^m \nu_j \nabla h_j(x) - \mu x = 0 \right\} ,
\]

\[
f(x) \leq \bar{y}, \quad \| (\tau, \lambda, \nu, \mu) \| = 1, \quad \nu_j h_j(x) = 0, \ j = 1, \ldots, m\right\}.
\]
where \( \mathcal{V} = S \times \mathbb{R}^p \times \mathbb{R}^l \times \mathbb{R}^m \times \mathbb{R} \). Observe that, \( \mathcal{U} \) is a semi-algebraic set in \( \mathbb{R}^{n+p+l+m+1} \) and the sequence \( \{(x^\ell, \tau^\ell, \lambda^\ell, \nu^\ell, \mu^\ell)\} \subset \mathcal{U} \) tends to infinity in the sense that \( \| (x^\ell, \tau^\ell, \lambda^\ell, \nu^\ell, \mu^\ell) \| \to \infty \) as \( \ell \to \infty \). Now, by using the Curve Selection Lemma at infinity (Lemma 2.1) for the semi-algebraic mapping

\[
\mathcal{U} \to \mathbb{R}^p, \ (x, \tau, \lambda, \nu, \mu) \mapsto f(x),
\]

there exist a positive real number \( \epsilon \) and a smooth semi-algebraic curve

\[
(\varphi, \tau, \lambda, \nu, \mu) : (0, \epsilon) \to \mathbb{R}^n \times \mathbb{R}_+^p \times \mathbb{R}^l \times \mathbb{R}_+^m \times \mathbb{R}
\]

such that

(c1) \( \lim_{t \to 0^+} \| \varphi(t) \| \to +\infty; \)
(c2) \( \lim_{t \to 0^+} f(\varphi(t)) = y; \)
and for \( t \in (0, \epsilon), \)

(c3) \( \varphi(t) \in S \) and \( f(\varphi(t)) \leq \bar{y}; \)
(c4) \( \sum_{k=1}^p \tau_k(t) \nabla f_k(\varphi(t)) - \sum_{i=1}^l \lambda_i(t) \nabla g_i(\varphi(t)) - \sum_{j=1}^m \nu_j(t) \nabla h_j(\varphi(t)) - \mu(t) \varphi(t) \equiv 0; \)
(c5) \( \nu_j(t) h_j(\varphi(t)) \equiv 0, \ j = 1, \ldots, m; \) and
(c6) \( \| (\tau(t), \lambda(t), \nu(t), \mu(t)) \| \equiv 1. \)

Because \( \tau_k, \lambda_i, \nu_j, \mu, \) and \( f_k \circ \varphi \) are semi-algebraic, it follows from the Monotonicity Lemma (Lemma 2.4) again that for \( \epsilon > 0 \) small enough, these functions are either constant or strictly monotone. Then, by (c5), either \( \nu_j(t) \equiv 0 \) or \( (h_j \circ \varphi)(t) \equiv 0. \) Consequently,

\[
\nu_j(t) \frac{d}{dt} (h_j \circ \varphi)(t) \equiv 0, \quad j = 1, \ldots, m.
\]

(10)

Now, by (c4) we obtain

\[
\frac{1}{2} \mu(t) \frac{d}{dt} \| \varphi(t) \|^2 \leq \mu(t) \langle \varphi(t), \varphi'(t) \rangle
\]

\[
= \sum_{k=1}^p \tau_k(t) \langle \nabla f_k(\varphi(t)), \varphi'(t) \rangle - \sum_{i=1}^l \lambda_i(t) \langle \nabla g_i(\varphi(t)), \varphi'(t) \rangle - \sum_{j=1}^m \nu_j(t) \langle \nabla h_j(\varphi(t)), \varphi'(t) \rangle
\]

\[
= \sum_{k=1}^p \tau_k(t) \frac{d}{dt} (f_k \circ \varphi)(t) - \sum_{i=1}^l \lambda_i(t) \frac{d}{dt} (g_i \circ \varphi)(t) - \sum_{j=1}^m \nu_j(t) \frac{d}{dt} (h_j \circ \varphi)(t)
\]

\[
= \sum_{k=1}^p \tau_k(t) \frac{d}{dt} (f_k \circ \varphi)(t). \quad \text{(by (10) and (c3))}
\]

Let \( P := \{ k \in \{1, \ldots, p\} : \tau_k(t) \frac{d}{dt} (f_k \circ \varphi)(t) \neq 0 \}. \) Then

\[
\frac{\mu(t) \| \varphi(t) \|^2}{2} = \sum_{k \in P} \tau_k(t) \frac{d}{dt} (f_k \circ \varphi)(t).
\]

(11)
Case 1. \( P = \emptyset \). Clearly, combining (c1) and (c2) implies that \( \mu(t) \equiv 0 \), and along with (c4) and (c5), we have

\[
\sum_{k=1}^{p} \tau_k(t) \nabla f_k(\varphi(t)) - \sum_{i=1}^{l} \lambda_i(t) \nabla g_i(\varphi(t)) - \sum_{j=1}^{m} \nu_j(t) \nabla h_j(\varphi(t)) \equiv 0, \quad (12)
\]

\( \nu_j(t) h_j(\varphi(t)) \equiv 0, \quad j = 1, \ldots, m. \quad (13) \)

We claim that \( \sum_{k=1}^{p} \tau_k(t) > 0 \). Otherwise, \( \tau_k(t) = 0 \) for any \( k = 1, \ldots, p \). This, combined with (12), yields

\[
\sum_{i=1}^{l} \lambda_i(t) \nabla g_i(\varphi(t)) + \sum_{j=1}^{m} \nu_j(t) \nabla h_j(\varphi(t)) \equiv 0, \quad (14)
\]

By (MFCQ)\( \infty \), there exists \( v \in \mathbb{R}^n \) such that

\[
\langle \nabla g_i(\varphi(t)), v \rangle = 0, \quad i = 1, \ldots, l \quad \text{and} \quad \langle \nabla h_j(\varphi(t)), v \rangle > 0, \quad j \in J(x).
\]

This, combined with (14), yields

\[
\sum_{j \in J(\varphi(t))} \langle \nu_j(t) \nabla h_i(\varphi(t)), v \rangle = 0.
\]

Thus \( \nu_j(t) = 0 \), for all \( j \in J(\varphi(t)) \). Then by (14), \( \lambda_i(t), \quad i = 1, \ldots, l \) are not all zero and

\[
\sum_{i=1}^{l} \lambda_i(t) \nabla g_i(\varphi(t)) = 0.
\]

which contradicts the linear independence of \( \nabla g_i(\varphi(t)) \), \( i = 1, \ldots, l \). Consequently, \( v(\varphi(t)) \equiv 0 \) by (7). Taking (c1)–(c3) into account yields \( y \in K_{\infty, \leq y}(f, S) \).

Case 2. \( P \neq \emptyset \). For each \( k \in P \), we have \( \tau_k(t) \neq 0 \) and \( \frac{d}{dt}(f_k \circ \varphi)(t) \neq 0 \), thus \( (f_k \circ \varphi)(t) \neq y_k \). It follows from Lemma 2.2 that

\[
\tau_k(t) = a_k t^{\alpha_k} + o(t),
\]

\[
(f_k \circ \varphi)(t) = y_k + b_k t^{\beta_k} + o(t),
\]

where \( a_k > 0, b_k \neq 0, \alpha_k, \beta_k \in \mathbb{Q} \) and \( \lim_{t \to 0} \frac{o(t)}{t^{\gamma}} = 0 \). It follows from (c6) and (c2), respectively, that \( \alpha_k \geq 0 \) and \( \beta_k > 0 \). Moreover, \( \gamma := \min_{k \in P} (\alpha_k + \beta_k) > 0 \). Clearly, \( \gamma > \bar{\alpha} := \min_{k \in P} \alpha_k \) and

\[
\sum_{k=1}^{p} \tau_k = \tilde{a} t^{\bar{\alpha}} + \text{higher order terms in } t, \quad (15)
\]

where \( \tilde{a} \) is a positive constant.
Now, by (c4) and (11), we have
\[\left|\sum_{k=1}^{p} \tau_k(t) \frac{d}{dt} (f_k \circ \varphi)(t)\right| = \left|\sum_{k \in P} \tau_k(t) \frac{d}{dt} (f_k \circ \varphi)(t)\right| \to 0 \text{ as } t \to 0^+.
\]

Note that by Lemma 2.3, we have
\[\left\|\varphi(t)\right\|^2 \sim t \frac{d\left\|\varphi(t)\right\|^2}{dt} \text{ as } t \to 0^+.
\]

Hence,
\[\left\|\varphi(t)\right\| \left|\sum_{k=1}^{p} \tau_k(t) \nabla f_k(\varphi(t)) - \sum_{i=1}^{l} \lambda_i(t) \nabla g_i(\varphi(t)) - \sum_{j=1}^{m} \nu_j(t) \nabla h_j(\varphi(t))\right| \sim \left|\sum_{k=1}^{p} \tau_k(t) \frac{d}{dt} (f_k \circ \varphi)(t)\right| \frac{\left\|\varphi(t)\right\|^2}{\left\|\varphi(t)\right\|} \left|\frac{d\left\|\varphi(t)\right\|^2}{dt}\right|.
\]

Taking (c4) and (11) into account, one has
\[\left|\sum_{k=1}^{p} \tau_k(t) \nabla f_k(\varphi(t)) - \sum_{i=1}^{l} \lambda_i(t) \nabla g_i(\varphi(t)) - \sum_{j=1}^{m} \nu_j(t) \nabla h_j(\varphi(t))\right| = 2t \left|\sum_{k \in P} \tau_k(t) \frac{d}{dt} (f_k \circ \varphi)(t)\right| = a_0 t^{\gamma+1} + \text{ higher order terms in } t,
\]

for some constant \(a_0 \geq 0\). On the other hand, taking
\[\bar{\tau}_k(t) = \frac{\tau_k(t)}{\sum_{k=1}^{p} \tau_k(t)}, \quad \bar{\lambda}_i(t) = \frac{\lambda_i(t)}{\sum_{k=1}^{p} \tau_k(t)} \quad \text{and} \quad \bar{\nu}_j(t) = \frac{\nu_j(t)}{\sum_{k=1}^{p} \tau_k(t)}.
\]

we get \(\sum_{k=1}^{p} \bar{\tau}_k(t) = 1\) and
\[\lim_{t \to 0^+} \left|\sum_{k=1}^{p} \bar{\tau}_k(t) \nabla f_k(\varphi(t)) - \sum_{i=1}^{l} \bar{\lambda}_i(t) \nabla g_i(\varphi(t)) - \sum_{j=1}^{m} \bar{\nu}_j(t) \nabla h_j(\varphi(t))\right| = 0,
\]
due to \(\gamma > \bar{\alpha}\) and (15). This, along with (c1)–(c3), reaches \(y \in K_{\infty, \leq y(f,S)}\).

Thus, the proof is complete. \(\square\)

**Remark 4.1.** (i) It is worth noting that the assumption on \((\text{MFCQ})_\infty\) of \(S\) is a generic condition in the sense that it holds in an open dense semi-algebraic set of the entire space of input data (see \([10, 19, 22]\)).
(ii) The inclusion (9) holds under the (MFCQ)\(\infty\) of the constraint set \(S\). If \(S = \mathbb{R}^n\), the inclusion (9) still holds (of course without any constraint qualifications) in the polynomial mapping setting (see [31, Proposition 3.2]), while it may go awry in more general setting, e.g., \(f\) is not a polynomial mapping (see [30, Example 3.1]).

The following example shows that the assumption on (MFCQ)\(\infty\) of \(S\) plays an essential role, and it cannot be dropped. In other words, the inclusion (9) in Theorem 4.1 does not hold if \(S\) does not satisfy (MFCQ)\(\infty\).

**Example 4.1.** Let \(x := (x_1, x_2, x_3) \in \mathbb{R}^3\). Let
\[
  f(x) := (f_1(x), f_2(x)) = (x_2 x_3, x_1 x_3),
  g_1(x) := (1 - x_1 x_2 x_3)^2 + x_1^2 + x_2^2 - 1,
  g_2(x) := x_1 x_2,
  h(x) := x_3^2.
\]

Consider the following vector polynomial optimization problem with constraints
\[
  \text{Min}_{\mathbb{R}^2_+} \{ f(x) : x \in S \}, \quad (\text{VPO}_1)
\]
where \(S := \{ x \in \mathbb{R}^3 : g_1(x) = 0, g_2(x) = 0, h(x) \geq 0 \} = \{(0, 0, x_3) : x_3 \in \mathbb{R} \} \). A simple calculation yields that
\[
  \nabla f_1 = \begin{pmatrix} 0 \\ x_3 \\ x_2 \end{pmatrix}, \quad \nabla f_2 = \begin{pmatrix} x_3 \\ 0 \\ x_1 \end{pmatrix},
\]
and
\[
  \nabla g_1 = \begin{pmatrix} -2(1 - x_1 x_2 x_3) x_2 x_3 + 2 x_1 \\ -2(1 - x_1 x_2 x_3) x_1 x_3 + 2 x_2 \\ -2(1 - x_1 x_2 x_3) x_1 x_2 \end{pmatrix}, \quad \nabla g_2 = \begin{pmatrix} x_2 \\ x_1 \\ 0 \end{pmatrix}, \quad \nabla h = \begin{pmatrix} 3 x_1^2 \\ 0 \\ 0 \end{pmatrix}.
\]

By Definition 3.1, one has
\[
  \Gamma(f, S) := \left\{ x \in S : \begin{cases} \sum_{k=1}^{2} \tau_k \nabla f_k(x) - \sum_{i=1}^{2} \lambda_i \nabla g_i(x) - \nu \nabla h(x) - \mu x = 0, \\ \text{for some } (\tau_1, \tau_2, \lambda_1, \lambda_2, \nu, \mu) \neq 0 \end{cases} \right\}
  = \{(0, 0, x_3) : x_3 \in \mathbb{R} \}.
\]

Now, we will show that the inclusion (9) fails to hold in the case for problem (VPO1), for convenience, let \(\bar{y} = (+\infty, +\infty)\); in other words,
\[
  T_\infty(f, S) \not\subset K_\infty(f, S). \quad (16)
\]
Indeed, by calculation, we have
\[
T_\infty(f, S) = \left\{ y \in \mathbb{R}^2 : \exists \{x^\ell\} \subset \Gamma(f, S) \text{ with } \|x^\ell\| \to \infty \text{ such that } f(x^\ell) \to y \text{ as } \ell \to \infty \right\} = \{(0,0)\}.
\]

On the other hand, by (7)
\[
v(x) := \inf \left\{ \left\| \sum_{k=1}^2 \tau_k \nabla f_k(x) - \sum_{i=1}^2 \lambda_i \nabla g_i(x) - \nu \nabla h(x) \right\| : \begin{cases} \tau_1, \tau_2 \geq 0 & \text{ with } \tau_1 + \tau_2 = 1 \\ \lambda_1, \lambda_2, \nu \in \mathbb{R} \end{cases} \right\}.
\]

Now, consider the set \( \widetilde{K}_\infty(f, S) \). Note that \( S = \{(0,0, x_3) : x_3 \in \mathbb{R}\} \), for \( x \in S \),
\[
v(x) = \inf \left\{ \sqrt{(\tau_1^2 + \tau_2^2)x_3^2} : \tau_1, \tau_2 \in \mathbb{R}_+, \tau_1 + \tau_2 = 1 \right\} = \frac{\sqrt{2}}{2}|x_3|.
\]

Hence,
\[
\widetilde{K}_\infty(f, S) := \left\{ y \in \mathbb{R}^2 : \exists \{x^\ell\} \subset S \text{ with } \|x^\ell\| \to \infty \text{ such that } f(x^\ell) \to y, v(x^\ell) \to 0 \text{ as } \ell \to \infty \right\} = \emptyset,
\]
this is because there is no \( \{x^\ell\} \subset S \) with \( \|x^\ell\| \to \infty \) such that \( v(x^\ell) \to 0 \) as \( \ell \to \infty \) by (17). Thus, (18) along with (8) implies that \( K_\infty(f, S) = \emptyset \). As a result, we get (16). The reason is that the constraint set \( S \) in consideration does not satisfy (MFCQ)\( \infty \) (the reader may check it by definition easily).

**Definition 4.1.** (\cite{30} Definition 3.2))

(i) the restrictive polynomial mapping \( f \) on \( S \) is called proper at \( \tilde{y} \in \mathbb{R}^p \) if
\[
\forall \{x^\ell\} \subset S, \|x^\ell\| \to \infty, f(x^\ell) \leq \tilde{y} \implies \|f(x^\ell)\| \to \infty \text{ as } \ell \to \infty;
\]

(ii) the restrictive polynomial mapping \( f \) on \( S \) is called proper if it is proper at every \( \tilde{y} \in \mathbb{R}^p \).

**Remark 4.2.**

(i) In case of \( p = 1 \), the properness of \( f \) on \( S \) is weaker than the coercivity of \( f \) on \( S \). Remember that \( f \) is said to be coercive on \( S \) (see \cite{21} for more information in polynomial setting) if
\[
\lim_{x \in S, \|x\| \to \infty} f(x) = +\infty.
\]
Indeed, if \( f \) is coercive on \( S \), then \( f \) on \( S \) is proper at \( \tilde{y} = +\infty \). Conversely, it may fail to hold in general. For example, let \( f(x) = x \) and \( S = \mathbb{R} \), it is clear that \( f \) is proper (at every \( \tilde{y} \in \mathbb{R} \)) but not coercive.

(ii) If \( p \geq 2 \), the properness of \( f \) on \( S \) is also weaker than other coercivity conditions, such as \( \mathbb{R}^p_+ \)-zero-coercivity \( f \) on \( S \) introduced by Gutiérrez et al \cite{21} Definition 3.1]. Remember that \( f \) is said to be \( \mathbb{R}^p_+ \)-zero-coercive on \( S \) with respect to \( \xi \in \mathbb{R}^p_+ \setminus \{0\} \) if
\[
\lim_{x \in S, \|x\| \to \infty} \langle \xi, f(x) \rangle = +\infty.
\]
Actually, if \( f \) is \( \mathbb{R}^p_+ \)-zero-coercive on \( S \), then \( f \) on \( S \) is proper at \( \tilde{y} = (+\infty, \ldots, +\infty) \). Conversely, it may fail to hold in general. For example, let \( f(x_1, x_2) = (x_1, x_2) \) and \( S = \mathbb{R}^2 \),
Definition 4.2. Let \( f : S \to \mathbb{R}^p \) be a restrictive polynomial mapping and \( \tilde{y} \in \mathbb{R}^p \).

(i) The restrictive polynomial mapping \( f \) on \( S \) satisfies the Palais–Smale condition at \( \tilde{y} \) if \( K_{\infty, \leq \tilde{y}}(f, S) = \emptyset \);

(ii) The restrictive polynomial mapping \( f \) on \( S \) satisfies the Cerami condition (or weak Palais–Smale condition) at \( \tilde{y} \) if \( K_{\infty, \leq \tilde{y}}(f, S) = \emptyset \);

(iii) The restrictive polynomial mapping \( f \) on \( S \) is called \( M \)-tame at \( \tilde{y} \) if \( T_{\infty, \leq \tilde{y}}(f, S) = \emptyset \).

Observe that if the restrictive polynomial mapping \( f \) on \( S \) is proper at \( \tilde{y} \in \mathbb{R}^p \), then by definition,
\[
T_{\infty, \leq \tilde{y}}(f, S) = K_{\infty, \leq \tilde{y}}(f, S) = \bar{K}_{\infty, \leq \tilde{y}}(f, S) = \emptyset.
\]

But not vice versa. (see [30]).

Theorem 4.2. Let \( S \) be defined as in \([1]\) and presume that the set \( S \) satisfies (MFCQ)\(_{\infty}\). Let \( f : S \to \mathbb{R}^p \) be a restrictive polynomial mapping. Presume that there exists \( \tilde{y} \in f(S) \) such that the section \( [f(S)]_{\tilde{y}} \) is bounded. Then the following assertions are equivalent:

(i) The restrictive polynomial mapping \( f \) on \( S \) is proper at \( \tilde{y} \).

(ii) The restrictive polynomial mapping \( f \) on \( S \) satisfies the Palais–Smale condition at \( \tilde{y} \).

(iii) The restrictive polynomial mapping \( f \) on \( S \) satisfies the Cerami condition at \( \tilde{y} \).

(iv) The restrictive polynomial mapping \( f \) on \( S \) is \( M \)-tame at \( \tilde{y} \).

If in addition, one of the above conditions holds, then the section \( [f(S)]_{\tilde{y}} \) is compact.

Proof. By definition, the implications [(i) \( \Rightarrow \) (ii) \( \Rightarrow \) (iii)] is satisfied immediately. Since the set \( S \) satisfies (MFCQ)\(_{\infty}\), thus the implication [(iii) \( \Rightarrow \) (iv)] follow from Theorem 4.1.

Now, we will show the implication [(iv) \( \Rightarrow \) (i)]. Assume to the contrary that the restrictive polynomial mapping \( f \) on \( S \) is not proper at \( \tilde{y} \). Then by definition, we have
\[
\exists \{x^\ell\} \subset S, \quad \|x^\ell\| \to \infty, \quad f(x^\ell) \leq \tilde{y} \implies \|f(x^\ell)\| \to M \quad \text{as} \quad \ell \to \infty,
\]

where \( M \) is a nonnegative constant.

For each fixed \( \ell \in \mathbb{N} \), we consider the problem
\[
\min_{\mathbb{R}^p} \left\{ f(x) : x \in S, \quad f(x) \leq \tilde{y} \text{ and } \|x\|^2 = \|x^\ell\|^2 \right\}.
\]

(P)

Since the set \( \{x \in \mathbb{R}^n : x \in S, \quad f(x) \leq \tilde{y} \text{ and } \|x\|^2 = \|x^\ell\|^2\} \) is nonempty and compact, and \( f \) is continuous, thus the problem (P) has a Pareto solution, say \( z^\ell \). According to Fritz–John optimality conditions \([27\) Theorem 7.4\], there are \((a, b, c, d, e) \in (\mathbb{R}^p_+ \times \mathbb{R}^p_+ \times \mathbb{R}_+^m \times \mathbb{R}_+^p) \setminus \{0\}\) such that
\[
\sum_{k=1}^p a_k \nabla f_k(z^\ell) - \sum_{i=1}^l b_i \nabla g_i(z^\ell) - \sum_{j=1}^m c_j \nabla h_j(z^\ell) + \sum_{k=1}^p d_k \nabla f_k(z^\ell) - 2e z^\ell = 0,
\]
\[
c_j h_j(z^\ell) = 0, \quad j = 1, \ldots, m, \quad \text{and} \quad d_k(f_k(z^\ell) - \tilde{y}_k) = 0, \quad k = 1, \ldots, p.
\]
Letting \( \tau_k := a_k + d_k, \) for \( k = 1, \ldots, p, \) \( \lambda_i := b_i, \) \( i = 1, \ldots, l, \) \( \nu_j := c_j, \) \( j = 1, \ldots, m \) and \( \mu := 2e, \) it yields that

\[
\sum_{k=1}^p \tau_k \nabla f_k(z^\ell) - \sum_{i=1}^l \lambda_i \nabla g_i(z^\ell) - \sum_{j=1}^m \nu_j \nabla h_j(z^\ell) - \mu z^\ell = 0,
\]

\[
\nu_j h_j(z^\ell) = 0, \quad j = 1, \ldots, m, \quad \text{and} \quad d_k(f_k(z^\ell) - \bar{y}_k) = 0, \quad k = 1, \ldots, p.
\]

Clearly, \((\tau, \lambda, \nu, \mu) \neq 0,\) then \( z^\ell \in \Gamma(f, S). \)

Consequently, \( \{z^\ell\} \) has the following properties:

(d1) \( \{z^\ell\} \subset \Gamma(f, S); \)

(d2) \( \|z^\ell\| = \|x^\ell\| \to +\infty \) as \( \ell \to +\infty; \) and

(d3) \( f(z^\ell) \leq \bar{y} \) for all \( \ell \in \mathbb{N}. \)

Observe that the assumption that \([f(S)]_{\bar{y}}\) is bounded, without loss of generality, we assume that \( f(z^\ell) \to y. \) Clearly, \( y \leq \bar{y}. \) Thus \( y \in T_{\infty, \leq \bar{y}}(f, S). \) That is, \( T_{\infty, \leq \bar{y}}(f, S) \neq \emptyset, \) which contradicts to \( M\)-tameness.

Finally, let us show the compactness of \([f(S)]_{\bar{y}}\) by condition (i). Indeed, if the restrictive polynomial mapping \( f \) on \( S \) is proper at \( \bar{y} \), then the set \( S' := \{x \in S : f(x) \leq \bar{y}\} \) is bounded. Furthermore, let a sequence \( \{x^\ell\} \subset S \) satisfies \( f(x^\ell) \leq \bar{y} \) for all \( \ell \in \mathbb{N}. \) As \( \{f(x^\ell)\} \subset [f(S)]_{\bar{y}}, \) by the condition (i) we obtain that \( \{x^\ell\} \) is bounded. Meanwhile, by the closedness of \( S \) and continuity of the mapping \( f, \) it ensures that \( S' \) is closed. Thus, \( S' \) is compact, which together with the continuity of the mapping \( f, \) yields that the section \([f(S)]_{\bar{y}}\) is compact. \( \square \)

5. Existence of Pareto Solutions

**Theorem 5.1.** Let \( S \) be defined as in [1] and assume that the set \( S \) satisfies \((\text{MFCQ})_\infty. \) Let \( f : S \to \mathbb{R}^p \) be a restrictive polynomial mapping. Presume that there exists \( \bar{y} \in f(S) \) such that the section \([f(S)]_{\bar{y}}\) is bounded. Then the problem \((\text{VPO})\) possesses at least one Pareto solution, if one of the following conditions holds:

(i) The restrictive polynomial mapping \( f \) on \( S \) is proper at \( \bar{y}. \)

(ii) The restrictive polynomial mapping \( f \) on \( S \) satisfies the Palais–Smale condition at \( \bar{y}. \)

(iii) The restrictive polynomial mapping \( f \) on \( S \) satisfies the Cerami condition at \( \bar{y}. \)

(iv) The restrictive polynomial mapping \( f \) on \( S \) is \( M\)-tame at \( \bar{y}. \)

**Proof.** By Theorem [4.2] it yields that the section \([f(S)]_{\bar{y}}\) is compact providing one of the above equivalent conditions (i)–(iv) holds. Therefore, the result follows by [11] Theorem 1 (or [20] Theorem 2.10). \( \square \)

**Remark 5.1.** Note that if the restrictive polynomial mapping \( f \) on \( S \) is proper at the \( \bar{y} \in f(S), \) and the section \([f(S)]_{\bar{y}}\) is bounded, then the problem \((\text{VPO})\) obviously possesses at least one Pareto solution. However, as mentioned in [30], the problem of checking a function is proper (or coercive) is strongly NP-hard even for polynomials of degree 4 (see [1] Theorem 3.1).
Example 5.1. Let \( x := (x_1, x_2) \in \mathbb{R}^2 \). Let
\[
f(x) := f(x_1, x_2, x_3) = (x_3, (1 - x_1 x_2)^2 + x_2^2 + x_3^2).
\]
Consider the following vector polynomial optimization problem with constraints
\[
\min_{\mathbb{R}_+^2} \{f(x) : x \in S\}, \tag{VPO_2}
\]
where \( S := \{(x_1, x_2, x_3) \in \mathbb{R}^3 : x_1 \geq 0, x_2 \geq 0\} \). Clearly, the set \( S \) satisfies \((\text{MFCQ})_\infty\). The image \( f(S) \) of \( f \) over \( S \) can be seen in Figure 1.

![Figure 1. The image \( f(S) \).](image1)

Let \( \bar{y} = (-1, 2) \). It is clear that the section \( [f(S)]_{\bar{y}} \) is bounded but not closed (see Figure 2). On the other hand, by Definition 1.1, one can easily verify that \( \text{sol}(\text{VPO}_2) \neq \emptyset \). In this case, \( \tilde{K}_{\infty, \leq \bar{y}}(f, S) \neq \emptyset \). Hence, along with Theorem 5.1, \( \text{sol}(\text{VPO}_2) \neq \emptyset \). \( \square \)

Example 5.2. Let \( x := (x_1, x_2) \in \mathbb{R}^2 \). Let
\[
f(x) := (f_1(x), f_2(x)) = (x_1^2 x_2^4 + x_1^4 x_2^2 - 3x_1^2 x_2^2 + 1, (x_1 - 1)^2 + (x_2 - 1)^2),
\]
where \( f_1(x) \) is known as Motzkin polynomial (see [22]). Consider the following vector polynomial optimization problem with constraints
\[
\min_{\mathbb{R}_+^2} \{f(x) : x \in S\}, \tag{VPO_3}
\]
where \( S := \{x \in \mathbb{R}^2 : h_1(x) = x_1 \geq 0, h_2(x) = x_2 \geq 0\} = \mathbb{R}_+ \times \mathbb{R}_+ \). Clearly, the set \( S \) satisfies \((\text{MFCQ})_\infty\), and by definition, we can easily verify that \( T_{\infty, \leq \bar{y}}(f, S) = \emptyset \) for \( \bar{y} = (0, 0) \). Hence, along with Theorem 5.1, \( \text{sol}(\text{VPO}_3) \neq \emptyset \).

On the other hand, a simple calculation yields that the solution set is \{(1, 1)\}. \( \square \)
Corollary 5.1. Let \( S := \{ x \in \mathbb{R}^n : Ax = b \} \), where \( A \in \mathbb{R}^{m \times n}, b \in \mathbb{R}^m \), and let \( f : \mathbb{R}^n \to \mathbb{R}^p \) be a linear mapping with \( f(x) := Cx \), where \( C \in \mathbb{R}^{p \times n} \). Presume that both the rows of \( A \) and \( C \) are linearly independent. If there exists \( \bar{y} \in f(S) \) such that the section \([f(S)]_{\bar{y}}\) is bounded. Then the problem \( \text{VPO} \) possesses at least one Pareto solution.

6. Conclusions and Further Discussions

In this paper, we derive some sufficient conditions for the existence of Pareto solutions to the consitained vector polynomial optimization problem \( \text{VPO} \). Such sufficient conditions are based on the Palais-Smale condition, the Cerami condition, the \( M \)-tameness, and the properness for the restrictive polynomial mapping \( f \) over \( S \). Among others, it is worth mentioning that our results are derived under the assumption \( (\text{MFCQ})_\infty \) of \( S \), which are significantly different to the results in the literature \cite{30, 31}. Now, having the results in hand, we will close this paper by mentioning the following possible research directions as future investigations.

(i) \([\text{Finding (weak) Pareto solutions}]\) When all functions in the problem \( \text{VPO} \) are linear, Blanco et al \cite{8} obtain the set of Pareto solutions by using a semidefinite programming method. When the functions in the problem \( \text{VPO} \) are convex polynomials, Moment-SOS relaxation methods are invoked to compute Pareto solutions in \cite{29, 32, 33}. Further important results on computing Pareto solutions/values to the problem \( \text{VPO} \) are given in \cite{37, 38, 40}. A natural question arises: how to compute the Pareto solutions/values to the problem \( \text{VPO} \) without any convexity assumptions?

(ii) \([\text{On vector polynomial variational inequality problems}]\) By using the similar techniques (with possibly significantly modifications), it is also very interesting to investigate the vector polynomial variational inequality problems, such problems can be seen in \cite{26, 44}.
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