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Abstract

In this article, we consider the Parabolic Anderson Model with constant initial condition, driven by a space-time homogeneous Gaussian noise, with general covariance function in time and spatial spectral measure satisfying Dalang’s condition. First, we prove that the solution (in the Skorohod sense) exists and is continuous in $L^p(\Omega)$. Then, we show that the solution has a modification whose sample paths are Hölder continuous in space and time, with optimal exponents, and under the minimal condition on the spatial spectral measure of the noise (which is the same as the condition encountered in the case of the white noise in time). This improves similar results which were obtained in [5, 9] under more restrictive conditions, and with sub-optimal exponents for Hölder continuity.
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1 Introduction

In this article, we consider the Parabolic Anderson Model on $\mathbb{R}^d$, $d \geq 1$, with constant initial condition:

\[
\begin{cases}
\frac{\partial u}{\partial t}(t, x) &= \frac{1}{2} \Delta u(t, x) + u(t, x)\dot{W}(t, x), \quad t > 0, x \in \mathbb{R}^d, \\
u(0, x) &= 1, \quad x \in \mathbb{R}^d.
\end{cases}
\]
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The noise \( W \) is given by a zero-mean Gaussian process \( \{W(\varphi); \varphi \in \mathcal{D}(\mathbb{R}^{d+1})\} \) defined on a complete probability space \((\Omega, \mathcal{F}, P)\), with covariance

\[
\mathbb{E}[W(\varphi_1)W(\varphi_2)] = \int_{\mathbb{R}^2 \times \mathbb{R}^{2d}} \gamma(t-s)f(x-y)\varphi_1(t,x)\varphi_2(s,y)dxdydt =: J(\varphi_1, \varphi_2),
\]
where \( \gamma : \mathbb{R} \to [0, \infty) \) and \( f : \mathbb{R}^d \to [0, \infty] \) are continuous, symmetric, locally integrable functions, such that

\[
\gamma(t) < \infty \quad \text{if and only if} \quad t \neq 0;
\]

\[
f(x) < \infty \quad \text{if and only if} \quad x \neq 0.
\]
Here \( \mathcal{D}(\mathbb{R}^{d+1}) \) is the space of \( C^\infty \)-functions on \( \mathbb{R}^{d+1} \) with compact support. We denote by \( \mathcal{H} \) the completion of \( \mathcal{D}(\mathbb{R}^{d+1}) \) with respect to \( \langle \cdot, \cdot \rangle_\mathcal{H} \) defined by \( \langle \varphi_1, \varphi_2 \rangle_\mathcal{H} = J(\varphi_1, \varphi_2) \).

We assume that \( f \) is non-negative-definite (in the sense of distributions), i.e.

\[
\int_{\mathbb{R}^d} (\varphi * \tilde{\varphi})(x)f(x)dx \geq 0, \quad \text{for all} \quad \varphi \in \mathcal{S}(\mathbb{R}^d),
\]
where \( \tilde{\varphi}(x) = \varphi(-x) \) and \( \mathcal{S}(\mathbb{R}^d) \) is the space of rapidly decreasing \( C^\infty \)-functions on \( \mathbb{R}^d \).

By the Bochner-Schwartz theorem, there exists a tempered measure \( \mu \) on \( \mathbb{R}^d \) such that \( f = \mathcal{F}\mu \), where \( \mathcal{F}\mu \) denotes the Fourier transform of \( \mu \) in the space \( \mathcal{S}'_c(\mathbb{R}^d) \) of \( \mathbb{C} \)-valued tempered distributions on \( \mathbb{R}^d \), i.e.

\[
\int_{\mathbb{R}^d} f(x)\varphi(x)dx = \int_{\mathbb{R}^d} \mathcal{F}\varphi(\xi)\mu(d\xi) \quad \text{for all} \quad \varphi \in \mathcal{S}_c(\mathbb{R}^d),
\]
where \( \mathcal{S}_c(\mathbb{R}^d) \) is the space of \( \mathbb{C} \)-valued rapidly decreasing \( C^\infty \)-functions on \( \mathbb{R}^d \), and \( \mathcal{F}\varphi(x) = \int_{\mathbb{R}^d} e^{-it\cdot x}\varphi(x)dx \) is the Fourier transform of \( \varphi \). Here \( \xi \cdot x \) denotes the scalar product in \( \mathbb{R}^d \). Similarly, we assume that \( \gamma \) is non-negative-definite (in the sense of distributions), and so there exists a tempered measure \( \nu \) on \( \mathbb{R} \) such that \( \gamma = \mathcal{F}\nu \) in \( \mathcal{S}'_c(\mathbb{R}) \).

We denote by \( G \) the fundamental solution of the heat equation on \( \mathbb{R}^d \):

\[
G(t, x) = \frac{1}{(2\pi t)^{d/2}} \exp \left( -\frac{|x|^2}{2t} \right), \quad t > 0, \ x \in \mathbb{R}^d,
\]
where \( |\cdot| \) denotes the Euclidean norm. Note that \( G(t, \cdot) \in \mathcal{S}(\mathbb{R}^d) \) and

\[
\mathcal{F}G(t, \cdot)(\xi) = \exp \left( -\frac{|t\xi|^2}{2} \right) \quad \text{for all} \quad \xi \in \mathbb{R}^d.
\]

Similarly to the wave equation in spatial dimension \( d \leq 2 \), we have the following definition of the solution (see Definition 5.1 of [2]).

**Definition 1.1.** A square-integrable process \( u = \{u(t, x); t \geq 0, x \in \mathbb{R}^d\} \) with \( u(0, x) = 1 \) for all \( x \in \mathbb{R}^d \) is a (mild Skorohod) solution of equation (1) if \( u \) has a jointly measurable modification (denoted also by \( u \)) such that \( \sup_{(t, x) \in [0, T] \times \mathbb{R}^d} \mathbb{E}|u(t, x)|^2 < \infty \) for all \( T > 0 \), and for any \( t > 0 \) and \( x \in \mathbb{R}^d \), the following equality holds in \( L^2(\Omega) \):

\[
u(t, x) = 1 + \int_0^t \int_{\mathbb{R}^d} G(t-s, x-y)u(s, y)W(\delta s, \delta y), \quad (2)
\]
where the stochastic integral is understood in the Skorohod sense and the process \( v(t, x) = \{v(t, x)(s, y) = 1_{[0, t]}(s)G(t-s, x-y)u(s, y); s \geq 0, y \in \mathbb{R}^d\} \) is Skorohod integrable.
We refer the reader to \([5, 2, 1]\) for more details regarding the concept of Skorohod solution, and to \([7]\) for the background on Malliavin calculus.

From \([5]\), we know that equation (1) has a unique Skorohod solution \(u\), provided that Dalang’s condition holds:

\[
\int_{\mathbb{R}^d} \frac{1}{1 + |\xi|^2} \mu(d\xi) < \infty.
\]

We should point out that this condition was considered for the first time in \([4]\) for equations driven by Gaussian noise which was white in time and had the same spatial covariance structure as above.

A Feynman-Kac representation for the solution \(u\) was obtained in \([5]\), under additional conditions on \(\gamma\) and \(\mu\). Theorem 4.9 of \([5]\) shows that if the function \(\gamma\) satisfies:

\[
0 \leq \gamma(t) \leq C |t|^{-\beta} \quad \text{for all } t \in \mathbb{R},
\]

for some \(\beta \in (0, 1)\), and the measure \(\mu\) satisfies:

\[
\int_{\mathbb{R}^d} \left( \frac{1}{1 + |\xi|^2} \right)^{1-\beta-\alpha} \mu(d\xi) < \infty \quad \text{for some } \alpha \in (0, 1 - \beta),
\]

then for any \(p \geq 2\) and \(T > 0\), there exists a constant \(C > 0\) depending on \(p, T, \beta\) and \(\alpha\) such that for any \(t, t' \in [0, T]\) and \(x, x' \in \mathbb{R}^d\),

\[
\|u(t, x) - u(t', x')\|_p \leq C (|t - t'|^{\frac{\beta}{2}} + |x - x'|^\alpha),
\]

and therefore, on any compact set \([0, T] \times K\), \(u\) has a modification which is \(\theta_1\)-Hölder continuous in time for any \(\theta_1 \in (0, \frac{\beta}{2})\), and \(\theta_2\)-Hölder continuous in space for any \(\theta_2 \in (0, \alpha)\). This result is based on the Feynman-Kac representation of the solution, and does not yield optimal exponents for the order of Hölder continuity (see Remark 4.10 of \([5]\)).

The goal of the present article is to obtain the optimal exponents for the order of Hölder continuity of the solution \(u\), under the following minimal condition on \(\mu\):

\[
\int_{\mathbb{R}^d} \left( \frac{1}{1 + |\xi|^2} \right)^{\eta} \mu(d\xi) < \infty \quad \text{for some } \eta \in (0, 1).
\]

We note that this condition is the same as for the white noise in time: see Theorem 2.1 of \([8]\) for the case when the initial condition is given by a bounded Hölder continuous function, and Theorem 1.8 of \([9]\) for the case when the initial condition is given by a measure. We emphasize that do not impose any constraints on the temporal covariance function \(\gamma\). More precisely, in Theorem 3.2 below, we show that if the measure \(\mu\) satisfies (5), then \(u\) has a modification which which is \(\theta_1\)-Hölder continuous in time for any \(\theta_1 \in (0, \frac{1-\eta}{2})\), and \(\theta_2\)-Hölder continuous in \(x\) for any \(\theta_2 \in (0, 1 - \eta)\). The proof of this theorem relies on a careful analysis of the \(p\)-th moments of the increments of the solution \(u\), which is related to the problem of continuity of \(u\) in \(L^p(\Omega)\). Therefore, in Theorem 2.2 below, we show that under condition (5), \(u\) is \(L^p(\Omega)\)-continuous on \([0, \infty) \times \mathbb{R}^d\) for any \(p \geq 2\). A special effort is dedicated to the left continuity in time, a delicate issue for the heat equation, which is usually left out in the literature.
Theorem 5.9 of [9] gives the Hölder continuity of the solution to equation (1) under condition (3), with the same exponent \( \theta_2 < 1 - \eta \) in space as in our Theorem 3.2, but with exponent \( \theta_1 < [(1 - \eta) \wedge (1 - \beta)] / 2 \) in time, where \( \beta \) is given by (4).

Our proofs use simplified versions of the arguments contained in [1] for the heat equation with initial condition given by a measure. But the results that we present here do not follow directly from Theorems 1.1.(a) and 1.4 of [1] whose conclusions are valid for time intervals which do not include 0. The novelty of our results stems from the fact that they are valid for time intervals of the form \([0,T]\).

This article is organized as follows. In Section 2, we prove the existence and uniqueness of the solution to equation (1) and its continuity in exponents, as mentioned above.

## 2 Existence of solution and continuity in \(L^p(\Omega)\)

In this section, we show the existence and uniqueness of the solution to equation (1) and its continuity in \(L^p(\Omega)\) on \([0, \infty) \times \mathbb{R}^d\), using the method of [1] for the heat equation with initial condition given by a measure. We note that the existence of solution to equation (1) was established also in Theorem 3.2 of [5], using a different method.

Intuitively, if it exists, the solution to equation (1) has the Wiener chaos expansion:

\[
u(t, x) = 1 + \sum_{n \geq 1} I_n(f_n(\cdot, t, x)), \tag{6}\]

where \(I_n\) is the multiple Wiener integral of order \(n\) with respect to \(W\), and

\[
f_n(t_1, x_1, \ldots, t_n, x_n, t, x) = G(t - t_n, x - x_n) \ldots G(t_2 - t_1, x_2 - x_1)1_{\{0 < t_1 < \ldots < t_n < t\}}.\]

We denote \(J_n(t, x) = I_n(f_n(\cdot, t, x))\) for \(n \geq 1\) and \(J_0(t, x) = 1\).

Note that \(f_n(\cdot, t, x) \in \mathcal{H}_n\), where \(\mathcal{H}_n\) is the Wiener chaos space of order \(n\), with respect to \(W\). The spaces \(\mathcal{H}_n, n \geq 1\) are orthogonal. Moreover, \(\mathbb{E}|I_n(f_n(\cdot, t, x))|^2 = n!\|\tilde{f}_n(\cdot, t, x)\|_{\mathcal{H}^\otimes n}^2\) where \(\tilde{f}_n(\cdot, t, x)\) is the symmetrization of \(f_n(\cdot, t, x)\) given by:

\[
\tilde{f}_n(t_1, x_1, \ldots, t_n, x_n, t, x) = \frac{1}{n!} \sum_{\rho \in S_n} f_n(t_{\rho(1)}, x_{\rho(1)}, \ldots, t_{\rho(n)}, x_{\rho(n)}, t, x),
\]

and \(S_n\) is the set of all permutations on \(\{1, \ldots, n\}\). Let \(\alpha_n(t) = (n!)^2\|\tilde{f}_n(\cdot, t, x)\|_{\mathcal{H}^\otimes n}^2\) for \(n \geq 1\), and \(\alpha_0(t) = 1\).

As in [1], for any \(t > 0\), we let

\[
k(t) = \int_{\mathbb{R}^d} |\mathcal{F}G(t, \cdot)(\xi)|^2 \mu(d\xi),
\]

\(h_0(t) = 1\) and for \(n \geq 1\),

\[
h_n(t) = \int_{0 < t_1 < \ldots < t_n < t} k(t_2 - t_1) \ldots k(t_n - t_{n-1}) k(t - t_n) dt_1 \ldots dt_n.
\]
For any $\gamma > 0$ and $t > 0$, we let
\[ H(t; \gamma) = \sum_{n \geq 0} \gamma^n h_n(t) \quad \text{and} \quad \tilde{H}(t; \gamma) = \sum_{n \geq 0} \sqrt{\gamma^n} h_n(t). \]

By Lemma 3.8 of [1], we know that under Dalang’s condition, $H(t; \gamma) < \infty$ and $\tilde{H}(t; \gamma) < \infty$ for any $t > 0$ and $\gamma > 0$. The following result is a particular case of Lemma 3.4 of [1].

**Lemma 2.1.** For any $t > 0$,
\[
\sup_{\eta \in \mathbb{R}^d} \int_{\mathbb{R}^d} |\mathcal{F}G(t, \cdot)(\xi + \eta)|^2 \mu(d\xi) = k(t).
\]

We denote by $\| \cdot \|_p$ the norm in $L^p(\Omega)$. We will use frequently the fact that the $\| \cdot \|_p$-norms are equivalent on a fixed Wiener chaos space $\mathcal{H}_n$. More precisely,
\[
\| F \|_p \leq (p - 1)^{n/2} \| F \|_2 \quad \text{for all } F \in \mathcal{H}_n
\]
(see the last line of page 62 of [7]).

**Theorem 2.2.** Under condition (3), the series on the right-hand side of (6) converges in $L^2(\Omega)$ and the process $u$ given by (6) is the unique solution to equation (1). Moreover, for any $p \geq 2$, $u$ is $L^p(\Omega)$-continuous on $[0, \infty) \times \mathbb{R}^d$, and
\[
\sup_{(t,x) \in [0,T] \times \mathbb{R}^d} \| u(t, x) \|_p < \infty, \quad \text{for all } T > 0.
\]

**Proof.** Step 1. (Summability of the series) We first show that the series on the right-hand side of (6) converges in $L^2(\Omega)$, which is equivalent to:
\[
\sum_{n \geq 0} \frac{1}{n!} \alpha_n(t) < \infty.
\]

By relation (4.15) in [2],
\[
\alpha_n(t) \leq \Gamma_t^n \int_{[0,t]^n} \psi_n(t, t) dt,
\]
where $t = (t_1, \ldots, t_n)$, $\Gamma_t = 2 \int_0^t \gamma(s) ds$,
\[
\psi_n(t, t) = \int_{\mathbb{R}^d} |\mathcal{F}G(u_1, \cdot)(\xi_1)|^2 \cdots |\mathcal{F}G(u_{n-1}, \cdot)(\xi_1 + \ldots + \xi_{n-1})|^2 \times |\mathcal{F}G(u_n, \cdot)(\xi_1 + \ldots + \xi_n)|^2 \mu(d\xi_1) \cdots \mu(d\xi_n),
\]

$u_j = t_{\rho(j+1)} - t_{\rho(j)}$ for $j = 1, \ldots, n$, $t_{\rho(n+1)} = t$, and $\rho$ is the permutation of $\{1, \ldots, n\}$ such that $t_{\rho(1)} < \ldots < t_{\rho(n)}$. Note that
\[
\psi_n(t, t) \leq \prod_{j=1}^n \left( \sup_{\eta \in \mathbb{R}^d} \int_{\mathbb{R}^d} |\mathcal{F}G(u_j, \cdot)(\xi_j + \eta)|^2 \mu(d\xi_j) \right) = \prod_{j=1}^n k(u_j),
\]

(7)
where the last equality follows by Lemma 2.1. Hence,

$$\alpha_n(t) \leq \Gamma_t^n \sum_{\rho \in S_n} \int_{0 < t_{\rho(1)} < \ldots < t_{\rho(n)} < t} \prod_{j=1}^n k(t_{\rho(j+1)} - t_{\rho(j)}) \, dt$$

$$= \Gamma_t^n n! \int_{0 < t_1 < \ldots < t_n < t} \prod_{j=1}^n k(t_{j+1} - t_j) \, dt = \Gamma_t^n n! h_n(t),$$

and

$$\sum_{n \geq 0} \frac{1}{n!} \alpha_n(t) \leq \sum_{n \geq 0} \Gamma_t^n h_n(t) = H(t; \Gamma_t) < \infty.$$

**Step 2. (Existence of solution)** The fact that the process \( u \) given by (6) is a solution to equation (1) follows exactly as in the proof of Theorem 5.2 of [2]. This argument uses the fact that \( u \) is \( L^2(\Omega) \)-continuous, which will be proved in **Step 5** below.

**Step 3. (Uniqueness of solution)** This follows as in the proof of Theorem 6.1 of [2].

**Step 4. (Uniform boundedness of \( p \)-th moments)** By Minkovski’s inequality and (7),

$$\|u(t, x)\|_p \leq \sum_{n \geq 0} (p - 1)^{n/2} \|J_n(t, x)\|_2 = \sum_{n \geq 1} (p - 1)^{n/2} \left( \frac{1}{n!} \alpha_n(t) \right)^{1/2}$$

$$\leq \sum_{n \geq 0} (p - 1)^{n/2} \Gamma_t^{n/2} \sqrt{h_n(t)} = \tilde{H}(t; (p - 1) \Gamma_t).$$

Since the function \( \Gamma_t \) is non-decreasing in \( t \) and \( \tilde{H}(t; \gamma) \) is non-decreasing in \( t \) and \( \gamma \), we infer that \( \|u(t, x)\|_p \leq \tilde{H}(T; (p - 1) \Gamma_T) < \infty \) for any \( (t, x) \in [0, T] \times \mathbb{R}^d \).

**Step 5. (Continuity in \( L^p(\Omega) \))** This follows as in the proof of Theorem 7.1 of [2], provided we show that \( J_n \) is \( L^p(\Omega) \)-continuous, for any \( n \geq 1 \).

We start with the right-continuity in time of \( J_n \). We will prove that for any \( t \geq 0 \),

$$\lim_{h \downarrow 0} \|J_n(t + h, x) - J_n(t, x)\|_p = 0 \quad \text{uniformly in } x \in \mathbb{R}^d.$$

By (7), for any \( t \geq 0, x \in \mathbb{R}^d \) and \( h > 0 \)

$$\|J_n(t + h, x) - J_n(t, x)\|_p \leq (p - 1)^{n/2} \|J_n(t + h, x) - J_n(t, x)\|_2$$

$$\leq (p - 1)^{n/2} \left( \frac{2}{n!} \left( A_n(t, h) + B_n(t, h) \right) \right)^{1/2}, \quad (9)$$

where

$$A_n(t, h) = (n!)^2 \|	ilde{f}_n(\cdot, t + h, x)1_{[0,t] \cap x} - \tilde{f}_n(\cdot, t, x)\|^2_{\mathcal{H} \otimes \mathcal{N}}$$

$$B_n(t, h) = (n!)^2 \|	ilde{f}_n(\cdot, t + h, x)1_{[0,t+h] \cap x} - \tilde{f}_n(\cdot, t, x)\|^2_{\mathcal{H} \otimes \mathcal{N}}.$$

Note that \( A_n(t, h) \) and \( B_n(t, h) \) do not depend on \( x \).

We first treat \( A_n(t, h) \). Using relations (7.6) and (7.7) of [2], we see that

$$A_n(t, h) \leq \Gamma_t^n \int_{[0,t] \cap x} \psi_{\tau, h}^{(n)}(t, t) \, dt, \quad (10)$$
where \( t = (t_1, \ldots, t_n) \),

\[
\psi_{t,h}^{(n)}(t, t) = \int_{\mathbb{R}^n} |\mathcal{F}G(u_1, \cdot)(\xi_1)|^2 \cdots |\mathcal{F}G(u_{n-1}, \cdot)(\xi_1 + \ldots + \xi_{n-1})|^2
\]

\[
\times |\mathcal{F}[G(u_n + h, \cdot) - G(u_n, \cdot)](\xi_1 + \ldots + \xi_n)|^2 \mu(d\xi_1) \cdots \mu(d\xi_n),
\]  

(11)

and \( u_1, \ldots, u_n \) are the same as in Step 1 above. We use the fact that

\[
|\mathcal{F}[G(u_n + h, \cdot) - G(u_n, \cdot)](\xi_1 + \ldots + \xi_n)|^2 = \left( e^{-(u_n+h)|\xi_1+\ldots+\xi_n|^2/2} - e^{-u_n|\xi_1+\ldots+\xi_n|^2/2} \right)^2
\]

converges to 0 when \( h \to 0 \), and is bounded by \( |\mathcal{F}G(u_n, \cdot)(\xi_1 + \ldots + \xi_n)|^2 \) (since \( h > 0 \)).

Note that

\[
\int_{\mathbb{R}^n} |\mathcal{F}G(u_1, \cdot)(\xi_1)|^2 \cdots |\mathcal{F}G(u_n, \cdot)(\xi_1 + \ldots + \xi_n)|^2 \mu(d\xi_1) \cdots \mu(d\xi_n) \leq \prod_{j=1}^n k(u_j).
\]

By the dominated convergence theorem, \( \psi_{t,h}^{(n)}(t, t) \to 0 \) as \( h \to 0 \). Moreover, \( \psi_{t,h}^{(n)}(t, t) \) is bounded by the function \( \prod_{j=1}^n k(u_j) \), which is integrable on \([0, t]^n\), its integral being equal to \( n!h_n(t) \). By the dominated convergence theorem, \( A_n(t, h) \to 0 \) as \( h \to 0 \).

Next, we treat \( B_n(t, h) \). Let \( D_{t,h} = [0, t + h]^n \setminus [0, t]^n \). Using relation (7.10) of [2], we see that

\[
B_n(t, h) \leq \Gamma^n_{t+h} \int_{[0,t+h]^n} \gamma_{t,h}^{(n)}(t, t) 1_{D_{t,h}}(t) dt,
\]

(12)

where

\[
\gamma_{t,h}^{(n)}(t, t) = \int_{\mathbb{R}^n} |\mathcal{F}G(u_1, \cdot)(\xi_1)|^2 \cdots |\mathcal{F}G(u_{n-1}, \cdot)(\xi_1 + \ldots + \xi_{n-1})|^2
\]

\[
|\mathcal{F}G(u_n + h)(\xi_1 + \ldots + \xi_n)|^2 \mu(d\xi_1) \cdots \mu(d\xi_n).
\]

(13)

We use the fact that

\[
|\mathcal{F}G(u_n + h, \cdot)(\xi_1 + \ldots + \xi_n)|^2 = |\mathcal{F}G(u_n, \cdot)(\xi_1 + \ldots + \xi_n)|^2 e^{-h|\xi_1+\ldots+\xi_n|^2}
\]

converges to \( |\mathcal{F}G(u_n, \cdot)(\xi_1 + \ldots + \xi_n)|^2 \) as \( h \to 0 \), and is bounded by \( |\mathcal{F}G(u_n, \cdot)(\xi_1 + \ldots + \xi_n)|^2 \) (since \( h > 0 \)). By the dominated convergence theorem,

\[
\lim_{h \to 0} \gamma_{t,h}^{(n)}(t, t) = \int_{\mathbb{R}^n} |\mathcal{F}G(u_1, \cdot)(\xi_1)|^2 \cdots |\mathcal{F}G(u_{n-1}, \cdot)(\xi_1 + \ldots + \xi_{n-1})|^2
\]

\[
\times |\mathcal{F}G(u_n, \cdot)(\xi_1 + \ldots + \xi_n)|^2 \mu(d\xi_1) \cdots \mu(d\xi_n).
\]

But \( 1_{D_{t,h}} \to 0 \) as \( h \to 0 \) and \( \gamma_{t,h}^{(n)}(t, t) 1_{D_{t,h}} \) is bounded by the function \( \prod_{j=1}^n k(u_j) \), which is integrable on \([0, t]^n\). By the dominated convergence theorem, \( B_n(t, h) \to 0 \) as \( h \to 0 \).

We consider now the left-continuity in time of \( J_n \). We will prove that for any \( t > 0 \),

\[
\lim_{h \downarrow 0} \|J_n(t - h, x) - J_n(t, x)\|_p = 0 \quad \text{uniformly in } x \in \mathbb{R}^d.
\]
We argue as in Step 2 of the proof of Lemma B.3 of \cite{1}. By (7), for any \( t > 0, x \in \mathbb{R}^d \) and \( h \in (0, t) \)

\[
\| J_n(t - h, x) - J_n(t, x) \|_p \leq (p - 1)^{n/2} \| J_n(t - h, x) - J_n(t, x) \|_2 \\
\leq (p - 1)^{n/2} \left[ \frac{2}{n!} (A_n'(t, h) + B_n'(t, h)) \right]^{1/2},
\]

(14)

where

\[
A_n'(t, h) = (n!)^2 \| \tilde{f}_n(\cdot, t - h, x) - \tilde{f}_n(\cdot, t, x) 1_{[0, t-h]^n} \|_{\mathcal{H}^{\otimes n}}^2 \\
B_n'(t, h) = (n!)^2 \| \tilde{f}_n(\cdot, t, x) 1_{[0, t]^n \setminus [0, t-h]^n} \|_{\mathcal{H}^{\otimes n}}^2.
\]

Note that \( A_n'(t, h) \) and \( B_n'(t, h) \) do not depend on \( x \).

We first treat \( A_n'(t, h) \). Note that

\[
A_n'(t, h) = \int_{[0, t-h]^{2n}} \prod_{j=1}^n \gamma(t_j - s_j) \psi^{(n)'}_{t,h}(t, s) dt ds \leq \Gamma_{t-h}^n \int_{[0, t-h]^n} \psi^{(n)'}_{t,h}(t, t) dt,
\]

where

\[
\psi^{(n)'}_{t,h}(t, s) = \int_{\mathbb{R}^{nd}} \mathcal{F} [g^{(n)}_t(\cdot, t, x) - g^{(n)}_t(\cdot, t-h, x)](\xi_1, \ldots, \xi_n) \\
\times \mathcal{F} [g^{(n)}_s(\cdot, t, x) - g^{(n)}_s(\cdot, t-h, x)](\xi_1, \ldots, \xi_n) \mu(d\xi_1) \ldots \mu(d\xi_n)
\]

and \( g^{(n)}_t(\cdot, t, x) = n! \tilde{f}_n(t_1, \ldots, t_n, \cdot, t, x) \). Let \( (t_1, \ldots, t_n) \in [0, t-h]^n \) and \( \rho \) be the permutation of \( 1, \ldots, n \) such that \( t_{\rho(1)} < \ldots < t_{\rho(n)} \). Let \( u_j = t_{\rho(j+1)} - t_{\rho(j)} \) for any \( j = 1, \ldots, n - 1 \). Note that

\[
\mathcal{F} g^{(n)}_t(\cdot, t-h, x)(\xi_1, \ldots, \xi_n)
= e^{-i(\xi_1 + \ldots + \xi_n)x} \mathcal{F} G(u_1, \cdot)(\xi_{\rho(1)}) \ldots \mathcal{F} G(u_{n-1}, \cdot)(\xi_{\rho(1)} + \ldots + \xi_{\rho(n-1)}) \\
\times \mathcal{F} G(t-h - t_{\rho(n)}, \cdot)(\xi_{\rho(1)} + \ldots + \xi_{\rho(n)})
\]

and

\[
\mathcal{F} g^{(n)}_t(\cdot, t, x)(\xi_1, \ldots, \xi_n)
= e^{-i(\xi_1 + \ldots + \xi_n)x} \mathcal{F} G(u_1, \cdot)(\xi_{\rho(1)}) \ldots \mathcal{F} G(u_{n-1}, \cdot)(\xi_{\rho(1)} + \ldots + \xi_{\rho(n-1)}) \\
\times \mathcal{F} G(t - t_{\rho(n)}, \cdot)(\xi_{\rho(1)} + \ldots + \xi_{\rho(n)}).
\]
Let $u_n = t - t_{ρ(n)}$. Note that $u_n - h > 0$ since $t_{ρ(n)} < t - h$. It follows that

$$ψ^{(n)}_{t,h}(t,t) = \int_{\mathbb{R}^d} |\mathcal{F}G(u_1,\cdot)(ξ_1)|^2 \ldots |\mathcal{F}G(u_{n-1},\cdot)(ξ_1 + \ldots + ξ_{n-1})|^2$$

$$\times |\mathcal{F}[G(u_n - h,\cdot) - G(u_n,\cdot)](ξ_1 + \ldots + ξ_n)|^2 \mu(dξ_1) \ldots \mu(dξ_n)$$

$$\leq \prod_{j=1}^{n-1} \left( \sup_{η ∈ \mathbb{R}^d} \int_{\mathbb{R}^d} |\mathcal{F}G(u_j,\cdot)(ξ_j + η)|^2 \mu(dξ_j) \right)$$

$$\times \sup_{η ∈ \mathbb{R}^d} \int_{\mathbb{R}^d} |\mathcal{F}[G(u_n - h,\cdot) - G(u_n,\cdot)](ξ_n + η)|^2 \mu(dξ_n)$$

$$= \prod_{j=1}^{n-1} k(u_j) \sup_{η ∈ \mathbb{R}^d} \int_{\mathbb{R}^d} |\mathcal{F}[G(u_n - h,\cdot) - G(u_n,\cdot)](ξ_n + η)|^2 \mu(dξ_n).$$

Using the inequality $(1 - e^{-x})^2 ≤ 1 - e^{-x} ≤ \min(x, 1)$, we obtain:

$$|\mathcal{F}G(u_n - h,\cdot)(ξ) - \mathcal{F}G(u_n,\cdot)(ξ)|^2 = e^{-(u_n-h)|ξ|^2}(1 - e^{-h|ξ|^2/2})^2$$

$$≤ e^{-(u_n-h)|ξ|^2} \min \left( \frac{h|ξ|^2}{2}, 1 \right)$$

$$= \min \left( e^{-(u_n-h)|ξ|^2} \frac{h|ξ|^2}{2}, e^{-(u_n-h)|ξ|^2} \right).$$

We bound separately the two terms appearing in the minimum above. For the first term, we use inequality (B.27) of [1] which we recall below: for any $A > 0$ and $x ≥ 0$,

$$\exp (-Ax^2) x^2 ≤ \frac{2}{e} A^{-1} \exp \left( -\frac{A}{2} x^2 \right).$$

We obtain:

$$\frac{h}{2} e^{-(u_n-h)|ξ|^2/2} ≤ \frac{1}{e} \cdot \frac{h}{u_n - h} e^{-(u_n-h)|ξ|^2/2}.$$

For the second term, we use the fact that $e^{-(u_n-h)|ξ|^2} ≤ e^{-(u_n-h)|ξ|^2/2}$. Hence,

$$|\mathcal{F}G(u_n - h,\cdot)(ξ) - \mathcal{F}G(u_n,\cdot)(ξ)|^2 ≤ \min \left( \frac{1}{e} \cdot \frac{h}{u_n - h}, 1 \right) e^{-(u_n-h)|ξ|^2/2}$$

and

$$\sup_{η ∈ \mathbb{R}^d} \int_{\mathbb{R}^d} |\mathcal{F}[G(u_n - h,\cdot) - G(u_n,\cdot)](ξ + η)|^2$$

$$≤ \min \left( \frac{1}{e} \cdot \frac{h}{u_n - h}, 1 \right) \sup_{η ∈ \mathbb{R}^d} \int_{\mathbb{R}^d} e^{-(u_n-h)|ξ+η|^2/2} \mu(dξ)$$

$$= \min \left( \frac{1}{e} \cdot \frac{h}{u_n - h}, 1 \right) k \left( \frac{u_n - h}{2} \right),$$
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using Lemma 2.1 for the last equality. It follows that

\[ A'_n(t, h) \leq \Gamma^n_{t-h} n! \int_{0 < t_1 < \ldots < t_n < t-h} \prod_{j=1}^{n-1} k(t_{j+1} - t_j) \min \left( \frac{1}{e} \cdot \frac{h}{t - t_n - h}, 1 \right) k \left( \frac{t - t_n - h}{2} \right) \, dt \]

\[ = \Gamma^n_{t-h} n! \int_0^{t-h} h_{n-1}(t_n) \min \left( \frac{1}{e} \cdot \frac{h}{t - t_n - h}, 1 \right) k \left( \frac{t - t_n - h}{2} \right) \, dt_n \]

\[ = \Gamma^n_{t-h} n! \int_0^{t-h} h_{n-1}(t-h - s) \min \left( \frac{h}{es}, 1 \right) k \left( \frac{s}{2} \right) \, ds \]

\[ \leq \Gamma^n n! h_{n-1}(t) \int_0^t \min \left( \frac{h}{es}, 1 \right) k \left( \frac{s}{2} \right) \, ds. \]

By the dominated convergence theorem, the last integral above converges to 0 as \( h \to 0 \) since the integrand converges to 0 when \( h \to 0 \) and is bounded by \( k(s/2) \), and by \[ \text{(3)} \]

\[ \int_0^t k \left( \frac{s}{2} \right) \, ds = 2 \int_0^{t/2} k(s) \, ds = 2 \int_0^{t/2} \int_{\mathbb{R}^d} |\mathcal{F}G(s, \cdot)(\xi)|^2 \mu(d\xi) \, ds < \infty. \]

Next, we treat \( B'_n(t, h) \). Let \( D'_{t,h} = [0, t] \setminus [0, t-h] \). Then

\[ B'_n(t, h) = \int_{[0, t-h]^n} \prod_{j=1}^n \gamma(t_j - s_j) \psi_n(t, s) 1_{D'_{t,h}}(t) 1_{D'_{t,h}}(s) \, dt \, ds \]

\[ \leq \Gamma^n_{t-h} \int_{[0, t-h]^n} \psi_n(t, t) 1_{D'_{t,h}}(t) \, dt, \]

where \( \psi_n(t, t) \) is given by \[ \text{(8)} \]. The last integral converges to 0 when \( h \to 0 \) by the dominated convergence theorem, since \( D'_{t,h} \to \emptyset \) when \( h \to 0 \).

Finally, we examine the continuity in space of \( J_n \). By \[ \text{(7)} \], for any \( x \in \mathbb{R}^d \) and \( z \in \mathbb{R}^d \),

\[ \| J_n(t, x+z) - J_n(t, x) \|_p \leq (p-1)^{n/2} \| J_n(t, x+z) - J_n(t, x) \|_2 \leq (p-1)^{n/2} \left( \frac{1}{n!} C_n(t, z) \right)^{1/2}, \]

where

\[ C_n(t, z) = (n!)^2 \| \tilde{f}_n(\cdot, t, x + z) - \tilde{f}_n(\cdot, t, x) \|_H^2. \]

By relation (7.14) of \[ \text{(2)} \],

\[ C_n(t, z) \leq \Gamma^n t \int_{[0,t]^n} \psi'^{(n)}_{t,z}(t, t) \, dt, \]

where

\[ \psi'^{(n)}_{t,z}(t, t) = \int_{\mathbb{R}^{2d}} |\mathcal{F}G(u_1, \cdot)(\xi_1)|^2 \ldots |\mathcal{F}G(u_{n-1}, \cdot)(\xi_{n-1})|^2 \]

\[ \times |\mathcal{F}G(u_n, \cdot)(\xi_1 + \ldots + \xi_n)|^2 |1 - e^{-i(\xi_1 + \ldots + \xi_n)z}|^2 \mu(d\xi_1) \ldots \mu(d\xi_n) \] \[ \text{(17)} \]

Note that \( |1 - e^{-i(\xi_1 + \ldots + \xi_n)z}|^2 \) converges to 0 when \( |z| \to 0 \) and is bounded by 2. By the dominated convergence theorem, \( C_n(t, z) \to 0 \) when \( |z| \to 0 \).
3 Hölder continuity

In this section, we prove that under condition (5), the solution $u$ is Hölder continuous. The proof of this theorem is based on a preliminary result regarding the Fourier transform of the fundamental solution of the heat equation, which is similar to Proposition 7.4 of [3] that deals with the fundamental solution of the wave equation.

**Proposition 3.1.** If $\mu$ satisfies (5), then for any $t > 0$, $h > 0$ and $z \in \mathbb{R}^d$, 

$$
\sup_{\eta \in \mathbb{R}^d} \int_{\mathbb{R}^d} |\mathcal{F}G(t+h, \cdot)(\xi + \eta) - \mathcal{F}G(t, \cdot)(\xi + \eta)|^2 \mu(d\xi) \leq C h^\theta t^{-\theta} k \left( \frac{t}{2} \right),
$$

(18)

$$
\sup_{\eta \in \mathbb{R}^d} \int_{\mathbb{R}^d} |e^{-i(\xi+\eta) \cdot z} - 1|^2 |\mathcal{F}G(t, \cdot)(\xi + \eta)|^2 \mu(d\xi) \leq C |z|^{2\theta} t^{-\theta} k \left( \frac{t}{2} \right),
$$

(19)

where $\theta = 1 - \eta$, $C > 0$ is a constant depending only on $\theta$, and we recall that $k(t) = \int_{\mathbb{R}^d} |\mathcal{F}G(t, \cdot)(\xi)|^2 \mu(d\xi)$.

**Proof.** We use the same estimates as in the proof of Theorem 1.4 of [1]. More precisely, we will use inequality (5.2) of [1] which we recall below: for any $A > 0$,

$$
\exp(-Ax^2)x^{2\theta} \leq C_\theta A^{-\theta} \exp \left( -\frac{A}{2} x^2 \right)
$$

for all $x \geq 0$, (20)

where $C_\theta > 0$ is a constant depending on $\theta$. Using the fact that $(1 - e^{-x})^2 \leq (1 - e^{-x})^\theta \leq x^\theta$ for any $x \geq 0$, it follows that $\left(1 - e^{-h|\xi|^2/2}\right)^2 \leq 2^{-\theta} h^\theta |\xi|^{2\theta}$. Hence, for any $\xi \in \mathbb{R}^d$,

$$
|\mathcal{F}G(t+h, \cdot)(\xi) - \mathcal{F}G(t, \cdot)(\xi)|^2 = e^{-t|\xi|^2} \left(1 - e^{-h|\xi|^2/2}\right)^2 \leq 2^{-\theta} h^\theta e^{-t|\xi|^2/2} |\xi|^{2\theta} 
$$

$$
\leq 2^{-\theta} C_\theta h^\theta t^{-\theta} e^{-t|\xi|^2/2} = 2^{-\theta} C_\theta h^\theta t^{-\theta} |\mathcal{F}G(t/2, \cdot)(\xi)|^2
$$

It follows that

$$
\sup_{\eta \in \mathbb{R}^d} \int_{\mathbb{R}^d} |\mathcal{F}G(t+h, \cdot)(\xi + \eta) - \mathcal{F}G(t, \cdot)(\xi + \eta)|^2 \mu(d\xi) 
$$

$$
\leq 2^{-\theta} C_\theta h^\theta t^{-\theta} \sup_{\eta \in \mathbb{R}^d} \int_{\mathbb{R}^d} |\mathcal{F}G(t/2, \cdot)(\xi + \eta)|^2 \mu(d\xi) 
$$

$$
= 2^{-\theta} C_\theta h^\theta t^{-\theta} k(t/2),
$$

where the last equality is due to Lemma 2.1. This proves (18).

To prove (19), we use the inequality: for any $x \in \mathbb{R}$,

$$
|1 - e^{ix}|^2 = 2(1 - \cos x)^2 \leq K_\theta |x|^{2\theta},
$$

where $K_\theta > 0$ is a constant depending on $\theta$. Combining this with Cauchy-Schwarz inequality $|\xi \cdot z| \leq |\xi||z|$ and inequality (20), we obtain that for any $\xi \in \mathbb{R}^d$,

$$
|e^{-i\xi \cdot z} - 1|^2 |\mathcal{F}G(t, \cdot)(\xi)|^2 \leq K_\theta |z|^{2\theta} |\xi|^{2\theta} e^{-t|\xi|^2/2} \leq K_\theta C_\theta |z|^{2\theta} t^{-\theta} e^{-t|\xi|^2/2}.
$$
Hence
\[
\sup_{\eta \in \mathbb{R}^d} \int_{\mathbb{R}^d} |e^{-i(\xi + \eta) \cdot z} - 1|^2 |F_G(t, \cdot)(\xi + \eta)|^2 \mu(d\xi) \leq K_\theta C_\theta |z|^{2\theta} \sup_{\eta \in \mathbb{R}^d} \int_{\mathbb{R}^d} e^{-t|\xi + \eta|^2/2} \mu(d\xi)
\]
and relation (19) follows by Lemma 2.1 exactly as above. \qed

From Lemma 5.1 of [1], we know that condition (5) is equivalent to
\[
\int_0^1 \frac{k(s)}{s^{1-\eta}} ds < \infty.
\]  
(21)

**Theorem 3.2.** Under condition (5), for any \(p \geq 2\) and \(T > 0\), there exists a constant \(C > 0\) depending on \(p, T\) and \(\eta\) such that for any \(t, t' \in [0, T]\) and \(x, x' \in \mathbb{R}^d\),
\[
\|u(t, x) - u(t', x')\|_p \leq C(|t - t'|^{1-\eta/2} + |x - x'|^{1-\eta}).
\]

Consequently, for any \(T > 0\) and for any compact set \(K \subset \mathbb{R}^d\), the solution \(\{u(t, x); t \in [0, T], x \in K\}\) to equation (11) has a modification which is \(\theta_1\)-Hölder continuous in time for any \(\theta_1 \in (0, 1-\eta/2)\), and \(\theta_2\)-Hölder continuous in space for any \(\theta_2 \in (0, 1-\eta)\).

**Proof.** We argue as in the proof of Theorem 8.3 of [2]. Let \(\theta = 1 - \eta\).

**Step 1. (increments in time)** Assume that \(t' > t\) and let \(h = t' - t\). By Minkowski’s inequality and (14),
\[
\|u(t + h, x) - u(t, x)\|_p \leq \sum_{n \geq 1} \|J_n(t + h, x) - J_n(t, x)\|_p \\
\leq \sum_{n \geq 1} (p - 1)^{n/2} \left[ \frac{2}{n!} (A_n(t, h) + B_n(t, h)) \right]^{1/2}. \tag{22}
\]

We first treat \(A_n(t, h)\). Recall estimate (10) for \(A_n(t, h)\) that we obtained above. Using definition (11) of \(\psi_{t,h}^{(n)}(t, t)\), followed by Lemma 2.1 and (18), we see that
\[
\psi_{t,h}^{(n)}(t, t) \leq \prod_{j=1}^{n-1} \left( \sup_{\eta \in \mathbb{R}^d} \int_{\mathbb{R}^d} |FG(u_j, \cdot)(\xi_j + \eta)|^2 \mu(d\xi_j) \right)
\times \sup_{\eta \in \mathbb{R}^d} \int_{\mathbb{R}^d} |FG(u_n + h, \cdot)(\xi_n + \eta) - FG(u_n, \cdot)(\xi_n + \eta)|^2 \mu(d\xi_n)
\leq Ch^{\theta} \prod_{j=1}^{n-1} k(u_j)u_n^{-\theta}k(u_n/2).
We let \( \rho_t = \int_0^t s^{-\theta} k(s) ds \). Then

\[
A_n(t, h) \leq C h^{\theta} \Gamma_t^n \sum_{\rho \in S_n} \int_{0 < t_{\rho(1)} < \ldots < t_{\rho(n)} < t} \prod_{j=1}^{n-1} k(t_{\rho(j+1)} - t_{\rho(j)})(t - t_{\rho(n)})^{-\theta} k \left( \frac{t - t_{\rho(n)}}{2} \right) dt
\]

\[
= C h^{\theta} \Gamma_t^n n! \int_{0 < t_1 < \ldots < t_n < t} \prod_{j=1}^{n-1} k(t_{j+1} - t_j)(t - t_n)^{-\theta} k \left( \frac{t - t_n}{2} \right) dt
\]

\[
= C h^{\theta} \Gamma_t^n n! \int_0^t h_{n-1}(t_n)(t - t_n)^{-\theta} k \left( \frac{t - t_n}{2} \right) dt
\]

\[
\leq C h^{\theta} \Gamma_t^n n! h_{n-1}(t) \int_0^t (t - t_n)^{-\theta} k \left( \frac{t - t_n}{2} \right) dt
\]

\[
= C h^{\theta} \Gamma_t^n n! h_{n-1}(t) \rho_{t/2}.
\]

From here, we infer that

\[
\sum_{n \geq 1} (p - 1)^{n/2} \left( \frac{1}{n!} A_n(t, h) \right)^{1/2} \leq C h^{\theta/2} (p - 1)^{\theta/2} \sum_{n \geq 1} (p - 1)^{(n-1)} \Gamma_t^{n-1} h_{n-1}(t)
\]

\[
= C h^{\theta/2} (p - 1)^{\theta/2} \tilde{H}(t; (p - 1) \Gamma_t).
\]

Since \( \Gamma_t \) and \( \rho_t \) are non-decreasing in \( t \), and \( \tilde{H}(t; \gamma) \) is non-decreasing in both \( t \) and \( \gamma \), it follows that for any \( T > 0 \), there exists a constant \( C_T^{(1)} > 0 \) depending on \( T \) such that

\[
\sum_{n \geq 1} (p - 1)^{n/2} \left( \frac{1}{n!} A_n(t, h) \right)^{1/2} \leq C_T^{(1)} \Gamma_t^{\theta/2} h^{\theta/2}.
\]

(23)

Next, we treat \( B_n(t, h) \). Recall estimate (12) for \( B_n(t, h) \) that we obtained above. Using definition (13) of \( \gamma_{t,h}^{(n)}(t, t) \), followed by Lemma 2.1 we see that

\[
\gamma_{t,h}^{(n)}(t, t) \leq \prod_{j=1}^{n-1} \left( \sup_{\eta \in \mathbb{R}^d} \int_{\mathbb{R}^d} |\mathcal{F}G(u_j, \cdot)(\xi_j + \eta)|^2 \mu(d\xi_j) \right)
\]

\[
\times \sup_{\eta \in \mathbb{R}^d} \int_{\mathbb{R}^d} |\mathcal{F}G(u_n + h, \cdot)(\xi_n + \eta)|^2 \mu(d\xi_n) = \prod_{j=1}^{n-1} k(u_j) k(u_n + h),
\]

Note that \( \Gamma_{t+h} \leq \Gamma_T \) since \( t + h = t' \leq T \). We observe that if \( (t_1, \ldots, t_n) \in D_{t,h} \) then there exists at least one index \( i \) with \( t_i > t \). So,

\[
D_{t,h} = \bigcup_{\rho \in S_n} \{(t_1, \ldots, t_n); 0 \leq t_{\rho(1)} \leq \ldots \leq t_{\rho(n)}, t < t_{\rho(n)} \leq t + h\}.
\]
It follows that

\[
B_n(t, h) \leq \Gamma_T^n \sum_{\rho \in S_n} \int_t^{t+h} \int_{0 < t_{\rho(1)} < \ldots < t_{\rho(n-1)} < t_{\rho(n)}} \prod_{j=1}^{n-1} k(t_{\rho(j+1)} - t_{\rho(j)})k(t - t_{\rho(n)} + h) dt
\]

\[
= \Gamma_T^n n! \int_t^{t+h} \int_{0 < t_1 < \ldots < t_n < t} \prod_{j=1}^{n-1} k(t_{j+1} - t_j)k(t - t_{n} + h) dt
\]

\[
= \Gamma_T^n n! \int_t^{t+h} h_{n-1}(t)k(t - t_{n} + h) dt_n
\]

\[
\leq \Gamma_T^n n! h_{n-1}(t + h) \int_0^h k(s) ds \leq \Gamma_T^n n! h_{n-1}(T)h^\theta \rho h \leq \Gamma_T^n n! h_{n-1}(T)h^\theta \rho_T.
\]

Hence,

\[
\sum_{n \geq 1} (p - 1)^{n/2} \left( \frac{1}{n!} B_n(t, h) \right)^{1/2} \leq h^{\theta/2} \rho_T \sqrt{(p - 1)\Gamma_T} \sum_{n \geq 1} \sqrt{(p - 1)^{n-1} \Gamma_T^{n-1} h_{n-1}(T)}
\]

\[
= C_T^{(2)} h^{\theta/2},
\]

where \( C_T^{(2)} > 0 \) is a constant depending on \( T \).

**Step 2. (increments in space)** Let \( z = x' - x \). By Minkowski’s inequality and (15),

\[
\|u(t, x + z) - u(t, x)\|_p \leq \sum_{n \geq 1} \|J_n(t, x + z) - J_n(t, x)\|_p
\]

\[
\leq \sum_{n \geq 1} (p - 1)^{n/2} \left( \frac{1}{n!} C_n(t, z) \right)^{1/2}.
\]

Recall estimate (16) for \( C_n(t, h) \) that we obtained above. Using definition (17) of \( \psi_{t, z}^{(n)}(t, t) \), followed by Lemma 2.1 and Proposition 3.1, we see that

\[
\psi_{t, z}^{(n)}(t, t) \leq \prod_{j=1}^{n-1} \left( \sup_{\eta \in \mathbb{R}^d} \int_{\mathbb{R}^d} |F G(u_j, \cdot)(\xi_j + \eta)|^2 \mu(d\xi_j) \right)
\]

\[
\times \sup_{\eta \in \mathbb{R}^d} \int_{\mathbb{R}^d} |F G(u_n, \cdot)(\xi_n + \eta)|^2 |1 - e^{-i(\xi_n + \eta) \cdot z}|^2 \mu(d\xi_n)
\]

\[
\leq C |z|^{2\theta} \prod_{j=1}^{n-1} k(u_{j-1})u_{n-\theta} k \left( \frac{u_n}{2} \right).
\]

It follows that

\[
C_n(t, z) \leq C |z|^{2\theta} \Gamma_T^n n! \int_{0 < t_1 < \ldots < t_n < t} \prod_{j=1}^{n-1} k(t_{j+1} - t_j)(t - t_n) - \theta k \left( \frac{t - t_n}{2} \right) dt
\]

\[
= C |z|^{2\theta} \Gamma_T^n n! \int_0^t h_{n-1}(t)k(t - t_n)^{-\theta} k \left( \frac{t - t_n}{2} \right) dt_n
\]

\[
\leq C |z|^{2\theta} \Gamma_T^n n! h_{n-1}(t)\rho_{t/2}.
\]
Similarly to (23), we infer that

$$\sum_{n \geq 1} (p - 1)^{n/2} \left( \frac{1}{n!} C_n(t, z) \right)^{1/2} \leq C_T^{(3)} |z|^\theta,$$

where $C_T^{(3)} > 0$ is a constant depending on $T$. □
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