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Abstract

Chimera states are usually observed in oscillator systems with nonlocal couplings. Such a nonlocal coupling arises typically as oscillators are coupled via an external environment which changes so fast that it could be eliminated adiabatically. Here we for the first time report the existence of spiral wave chimera states in large populations of Stuart-Landau oscillators coupled via a slowly changing diffusive environment under which the adiabatic approximation breaks down. The transition from spiral wave chimeras to spiral waves with the smooth core and to unstable spiral wave chimeras as functions of the system parameters are exploited. The phenomenological mechanism for explaining the formation of spiral wave chimeras is also proposed. The existence of spiral wave chimeras and the underlying mechanism are further confirmed in a three-component FitzHugh-Nagumo system with the similar environmental coupling scheme. Our results provide important hints to seek chimera patterns in both laboratory and realistic chemical or biological systems.

* Corresponding author. Email address: bwli@hznu.edu.cn
I. INTRODUCTION

The coexistence of synchronized and desynchronized states in populations of identically coupled oscillators is known as a chimera state \([1, 2]\). Since its first discovery by Kuramoto and Battogtokh in 2002 [1], this counterintuitive and exotic state has inspired massive theoretical [1–14] and experimental activity [15–22]. For detailed reviews on chimera states, see Refs [23–25]. In the theoretical studies, for example, chimera states have been observed in a variety of coupled oscillator systems whose intrinsic dynamics of the element could be described by phase oscillators [1, 2], limit-cycle oscillators [7], excitable oscillators [26, 27] and chaotic maps [6]. In the experimental studies, chimera states have been realized in a spatial light modulator feedback system [15], chemical Belousov-Zhabotinsky (BZ) oscillators [16, 17], mechanically coupled metronomes [18], electrochemical systems [19, 20], electronic oscillators [21], and lasers [22], to name a few. With these studies, the conditions of generating chimera states have been broadened and generalized. Particularly, it is believed for a long time that chimera states occur only in the nonlocal coupled systems [1, 2], but recent works show that the nonlocal coupling is not necessary at all and chimera states can be observed in systems with different coupling topologies [28], including global coupling [29, 30] and local coupling [31–36]. Furthermore, the concept of chimera states has been generalized and extended largely. In addition to classical chimera states, various new types of chimera states are observed such as clustered chimeras [4], chimera death [8], amplitude-mediated chimeras [9] and amplitude chimera [8], alternating chimeras [37], traveling chimeras [38], spiral wave (scroll wave) chimeras in two (three) dimensional systems [39–41]. Besides the theoretical and experimental interests, chimera states may also have biological implications [42–45]. For example, for some birds and many mammal animals such as dolphin, one part of the brain keeps active (synchronized), while the other part of the brain remains inactive (desynchronized) when they sleep [42], which is well known as the unihemispheric slow-wave sleep (USWS). Recently, it has shown that chimera states may also exit in the human brain under some conditions such as epileptic seizures [43].

Chimera states are not only observed in one dimensional systems [1] but also in two or three dimensional systems [40, 41, 46–59]. One of the most remarkable examples in the two dimensional system is the so-called spiral wave chimera which combines the features of spiral waves and chimera states [39, 41, 46–57]. Differing from the classic spiral wave whose core center is a phase singularity (or topological defect) at which the amplitude drops to zero, the core region of
the spiral wave chimera consists of a group of desynchronized oscillators running at full amplitude \cite{39-41}. Since the first discovery of such a state in the nonlocally coupled oscillator system by Kuramoto and Shima \cite{39, 40}, spiral wave chimeras have received growing interests in the last decade. In the theoretical studies, an analytical description of such a spiral wave chimera is provided by using a phase oscillator model with the nonlocal coupling, and by the perturbation method the size of the incoherent core and rotating speed could be predicted \cite{41}. Besides periodic oscillators, spiral wave chimeras have also been reported in a complex and chaotic oscillator system \cite{47}. It is worth mentioning that instead of nonlocally coupled systems, spiral wave chimeras are also found in locally coupled reaction-diffusion (RD) systems \cite{50}. Recently, Totz et al. have verified its existence experimentally in large populations of nonlocally coupled chemical oscillators and exploited the transition from stable spiral wave chimeras to unstable ones \cite{56}.

For the aforementioned systems where chimera states are observed involving either nonlocal, local, or global couplings, the interactions among oscillators are assumed to be direct. In many physical and biological oscillators, however, the individual element does not interact directly but rather by means of a common environment \cite{60-71}. A well-known example is related to some bacteria. For them, the individual communicates with each other through signaling molecules that are released into extracellular environment, and dynamical quorum sensing (QS) occurs once the population density is beyond a critical value \cite{60, 62-64}. Other examples involving environmental couplings include genetic oscillators \cite{61, 62}, BZ chemical oscillators \cite{63, 64}, slime mold *Dictyostelium discoideum* \cite{65, 66}, yeast cells \cite{68}, and neural oscillators \cite{69}. Chimera states and other exotic dynamical states are reported in environmental coupling systems \cite{72, 73}.

It is often assumed that the external environment through which the individuals communicate is well-stirred \cite{60-65}. Nevertheless, there is also a growing evidence that diffusion effects of chemical signaling molecules in the extracellular medium should be considered, which usually leads to a RD model representing a populations of oscillators coupled via a diffusive environment \cite{66-68}. As noticed by Kuramoto and his college \cite{40}, the nonlocal coupling could be resulted from environmental coupling systems as long as the diffusive environment changes so fast that it can be eliminated adiabatically. In realistic systems such as biological systems, however, it is also quite common that the external environment may change at a rate orders of magnitude slower than their intrinsic time scale \cite{69}. For this case, the external environment through which the oscillators coupled changes slowly compared to the oscillation of the oscillators. Under such conditions, adiabatic approximation which leads to the spatially nonlocal coupling breaks down.
As the nonlocal coupling plays a vital role in generating chimera states, an interesting question naturally arise: whether chimera states could be generated in this opposite case?

In this work, we consider a class of systems representing large populations of oscillators coupled via a slowly varying dynamical environment with diffusion. For the case of Stuart-Landau oscillators, we find that spiral wave chimeras can emerge when the time scale of the diffusive environment is much larger than that of the oscillator. Various transitions as a function of the system parameters are investigated systematically. It is found that spiral wave chimeras only occur $K < K_c$ where $K$ denotes the coupling strength and $K_c$ is the critical value. The mechanism underlying the emergence of spiral wave chimeras is analyzed from the point view of synchronization driven by the periodic forcing. The existence of spiral wave chimera states is further confirmed in a population of FitzHugh-Nagumo oscillators coupled through the diffusive environment which varies slowly. Our findings show that the occurrence of spiral chimera states seem robust which in turn reflects that such kind of environmentally coupled systems may be a kind of universal systems to observe them. These findings provide key hints to explore the chimera states in laboratory and realistic chemical and biological systems.

II. SPIRAL WAVE CHIMERAS IN AN ENVIRONMENTALLY COUPLED STUART-LANDAU OSCILLATOR SYSTEM

A. The Stuart-Landau oscillator model with the environmental coupling

A general model that represents a large population of oscillators coupled via a diffusive environment usually reads [66, 67, 78, 79],

$$\frac{\partial Z}{\partial t} = F(Z) + H(Z, z),$$  \hspace{1cm} (1)

$$\tau \frac{\partial z}{\partial t} = G(Z, z) + \ell^2 \nabla^2 z.$$  \hspace{1cm} (2)

The column vectors $Z(r, t)$ and $z(r, t)$ represent the dynamical state of the oscillator located at the position $r$ and the external environment that the oscillator senses, respectively. The intrinsic dynamics of the oscillator is governed by $\partial_t Z = F(Z)$. The functions $H(Z, z)$ and $G(Z, z)$ are the interaction terms, which denote the effects of the environment on the oscillators and the effects of oscillators on the environment, respectively. The parameter $\tau$ represents the relative time scale of $z$ to $Z$. In the present work, we focus on $\tau \gg 1$, which means the slow change of the environment.
The term $\ell^2\nabla^2 z$ in Eq. (2) is added to account for the diffusion of signaling molecules in the external environment.

For the specific model, we take the Stuart-Landau (SL) oscillator as the local dynamics and linear interaction between the oscillator and the environment is assumed. Explicitly, the model we are going to study could be written as

$$\frac{\partial W}{\partial t} = W - (1 + i\alpha)|W|^2W + K(S - W),$$  \hspace{1cm} (3)

$$\tau_s \frac{\partial S}{\partial t} = W - S + \ell^2_s \nabla^2 S.$$ \hspace{1cm} (4)

Here $W(r, t)$ is a space-time dependent complex variable representing the state of the SL oscillator and $S$ is a complex-valued diffusive-field denoting the external environment. Compared to Eqs. (1) and (2), it is easy to find that $F(W) = W - (1 + i\alpha)|W|^2W$ where $\alpha$ is the intrinsic frequency of the oscillator, and the interaction terms $H(W, S) = K(S - W)$ and $G(W, S) = W - S$ with $K$ being the coupling strength between the oscillators and the environment. Clearly, the above system represents a large of SL oscillators coupled via a diffusive environment $S$. This kind of system resembles the physical model proposed to study pattern formation in the Belousov-Zhabotinsky (BZ) reaction dispersed in water droplets of a water-in-oil aerosol OT (AOT) microemulsion system (BZ-AOT system) [74] and to model spot dynamics in gas discharges [77].

Note that if the environment changes extremely fast, i.e., $\tau_s \to 0$, and then Eq. (4) can be solved using the Green function approach. Consequently, Eqs. (3) and (4) are reduced to a nonlocal coupling system which likes [39, 40]

$$\frac{\partial W}{\partial t} = W - (1 + i\alpha)|W|^2W + K \int G(r', r)(W(r', t) - W(r, t))d^2r',$$ \hspace{1cm} (5)

where $G(r', r)$ is the core of the Green function [39, 40]. The above case with the nonlocal coupling has been extensively considered in last decades. However, there is very few work on chimera states in the opposite limit, i.e., $\tau_s \gg 1$, which means the slow evolution of the environment.

B. Numerical methods and measurements

We employ the modified Euler method to solve these coupled equations with a space step $dx = dy = 0.2$ and a time step $dt = dx^2/5 = 0.008$. The system is composed of $N \times N$ grid points with $N = 1024$. To generate a spiral wave chimera, the cross-field initial conditions are used, and no-flux boundary conditions are used for the environment variable $S$. As we consider
the situation of the slowly changing field, we set \( \tau_s = 100 \). The effective diffusion constant 
\( D_{\text{eff}} = \ell_s^2/\tau_s = 1 \) for simplicity. The other parameters such as \( \alpha \) and the coupling strength \( K \) are 
taken as control parameters, and we want to see how spatiotemporal dynamics, in particular how 
spiral wave chimeras emerges and changes as such parameters vary.

To quantify the size of the incoherent core of spiral wave chimeras through our work, we 
introduce an time-averaged order parameter,

\[
\langle R_{j,k} \rangle = \frac{1}{2d+1} \left\langle \sum_{(j,k)} e^{j\phi_{j,k}} \right\rangle 
\]

where \( \phi_{j,k} = \tan^{-1}(\text{Im}W/\text{Re}W) \) denotes the oscillation phase in the complex plane of \( W \) and \( \langle \cdot \rangle \) 
means the average over a certain time interval (e.g., \( \Delta T = 5,000 \) in this work). The notation \( \langle j, k \rangle \) 
means the set of the nearest neighbor oscillators including itself and \( 1/(2d+1) \) is a normalization 
factor with \( d \) is the number of nearest oscillators along the one dimension (\( d = 2 \) here). From the 
deinition of the order parameter, it is straightforward to see that for the coherent region \( \langle R \rangle \approx 1 \), 
while in the incoherent region, \( \langle R \rangle \) should be less than unit. For a spiral wave chimera, we will 
see that there is a circular region with \( \langle R \rangle < 1 \) for the desynchronized core and we then could 
measure its diameter, \( d_{\text{core}} \).

C. Existence and characterization of spiral wave chimeras

Figure 1 shows a typical spiral wave chimera pattern in populations of SL oscillators coupled 
via a slowly changing field for \( K = 0.5 \) and \( \alpha = -0.2 \). The snapshot of \( \text{Re}W \) (real part of the 
complex variable \( W \)) , the phase \( \phi \) and its enlarged view of the core region are shown in Fig. 
1(a)-(c). From these figures, one finds that oscillators in the spiral arm are phase-locked and show 
continuous in space, while in the circular-shaped core region they behave desynchronized in time 
and seem spatially discontinuous. This discontinuous property can be further demonstrated from 
Fig. 1(d) showing the \( \Delta \phi = \phi_{i+1,N/2} - \phi_{i,N/2} \) as a function of space along the center line. As we 
expect, the fluctuations of \( \Delta \phi \) in the core region is quite large but almost vanishes in the region 
away from the core. It is also noted that most of oscillators inside the desynchronized core region 
oscillates much faster than that in the phase-locked arm. For example, we found that the frequency 
of the oscillators in the spiral arm is about 0.0046 which is much smaller than the frequency of the 
most central oscillator being with 0.10. Similar to the findings in three-component RD systems 
[50], the environment variable \( S \) with diffusion shows a normal spiral pattern, i.e., the core region
FIG. 1. (color online). Spiral wave chimeras in populations of SL oscillators coupled via a slowly changing environment. (a) A spiral wave chimera for the real component of $W$, and (b) the corresponding phase, i.e., $\phi$, of spiral wave chimeras, and (c) enlarged view of the core region in (b). (d) The variation of $\Delta \phi = \phi_{i,N/2} - \phi_{i,N/2}$ with respect to $x$ along the horizontal central axis in (c). (e) A spiral wave for the real component of $S$, and (f) the corresponding phase of spiral waves and (c) enlarged view of the core region in (f). (h) The variation of $\Delta \phi$ with respect to $x$ along the horizontal central axis in (g). Parameters are $\alpha = -0.2$ and $K = 0.5$.

is smooth and continuous as shown in Fig. 1(e-f). Different from the component $W$, a well defined phase singularity can be identified which is approximately at the center of the system. It is thus that a big fluctuation only happens in the phase singularity, and except that the distribution of $\phi$ is smooth. This leads to a unique frequency for the environment variable $S$ which is significantly different from $W$. We also note that the frequency entrainment for $W$ and $S$ only occurs in the spiral arm region, i.e., $\omega_{arm,W} = \omega_{arm,S}$.

The spiral wave chimera reported here is also an amplitude-mediated chimera state. That is, in addition to the phase of the oscillator, the amplitude has the chimeric feature as well. To see that clearly, we show in Fig. 2 the snapshot of $|W|$ and $|S|$, i.e., the amplitude of $W$ and $S$. For $|W|$ in Fig. 2 it is found that $|W|$ is continuous and smooth outside the core region but randomized and discontinuous inside the core region. This can be further seen by plotting $\Delta |W| = |W_{i+1,N/2}| - |W_{i,N/2}|$ as a function of space as illustrated in Fig. 2(b). Similar to the
FIG. 2. (color online). The amplitude (modules) of the component of $W$ and $S$ and corresponding phase portraits. (a) $|W|$ near the core and (b) the variation of $\Delta |W| = |W_{i+1,N/2}| - |W_{i,N/2}|$ with respect to $x$ along the center line. (c) The phase portrait in the $ReW - ImW$ plane. (d) $|S|$ near the core and (e) the variation of $\Delta |S| = |S_{i+1,N/2}| - |S_{i,N/2}|$ with respect to $x$ along the center line. (f) The phase portrait in the $ReS - ImS$ plane. All the parameters are the same as in Fig. 1.

The fluctuation is quite big inside the core but almost vanishes, i.e., $\Delta |W| \approx 0$, outside the core region. The amplitude does not drop to the zero at the core center. Instead, it has a quite large value (e.g., $|W|$ is not less than 0.65). What does it mean? It means that if we plot the states of all oscillators for any moment in the $ReW - ImW$ plane, one will see that there is a hole as illustrated in Fig. 2(c). To put it another way, the two oscillator which stays very close in the physical space may be not close at all in the state space. These features imply the discontinuous of the spatiotemporal patterns. Differing from the variable $|W|$, the amplitude of the diffusive environment variable $S$, i.e., $|S|$, shown in Fig. 2(d-e) shows continuous and smooth characters. (The small gap between the left and right branch in Fig. 2(e) is due to the zero value of $|S|$ at the
FIG. 3. (color online). The dynamical state of spiral wave chimeras as function of $K$. (a-c) three spiral wave chimeras for $K = 0.6$, $0.7$ and $0.8$. (d-f) The averaged order parameter $\langle R \rangle$ corresponding to (a-c). (g) Regions for different dynamical states for $K$. The circles in this panel denote the core diameter for the corresponding coupling strength $K$. SWC: spiral wave chimera. SW: spiral wave. The local dynamics parameter of $\alpha = -0.2$.

phase singularity). Significantly different from Fig. 2(d), there is no hole observed in the state space expanded by Re$S$ – Im$S$, which in turn implies that the resulted pattern of Re$S$ or Im$S$ is smooth.
FIG. 4. (color online). Two typical states of unstable spiral wave chimeras observed in the small coupling strength $K$. (a) Spiral wave chimera state with core break and (b) enlarged view of the core region in (a) for $K = 0.4$. (c) The variation of $\Delta \text{Re} W = \text{Re} W_{N/2,j+1} - \text{Re} W_{N/2,j}$ with respect to $y$ along the center line in (b). (d) A turbulent-like state and (e) enlarged view of the center region in (d) for $K = 0.2$. (f) The variation of $\Delta \text{Re} W = \text{Re} W_{N/2,j+1} - \text{Re} W_{N/2,j}$ with respect to $y$ along the center line in (e). Other parameters are the same as in Fig. 3.

D. The effects of coupling strength $K$ and local dynamic parameter $\alpha$

In the preceding section, we have shown the existence of spiral wave chimera states in systems described by Eqs. (3-4). For this system, the parameter $K$ determines the coupling strength between the oscillator and environment, and $\alpha$ represents the oscillatory frequency of the oscillator. To give more insights into the dynamics of spiral wave chimeras in this system, we try to investigate how these parameters affect the behavior of spiral wave chimeras in this section. At first, we try to identify the role played by the coupling strength in the dynamics of spiral wave chimeras. To that, we keep $\alpha = -0.2$ and vary $K$. Our simulations indicates that stable spiral wave chimeras are observed in a wide range of coupling strength. Figure 3 shows spiral wave chimeras and cor-
FIG. 5. (color online). The effects of $\alpha$ on rotation direction of spiral wave chimeras for $K = 0.65$. (a) A spiral wave chimera for $ReW$ and (b) spiral wave for $ReS$ rotating clockwise for $\alpha = +0.35$. (c) The spatial distribution of $D(S/x)$. (d) Spiral wave chimeras for $ReW$ and (e) spiral wave for $ReS$ rotating counterclockwise for $\alpha = -0.35$. (f) The spatial distribution of $D(S/x)$. The arrows with the solid (dashed) line denote the curl (rotation) direction in (a) and (d). The arrows in (b) and (e) denote the direction of wave propagation.

responding time averaged order parameter $\langle R \rangle$ for three different coupling strengths $K = 0.6, 0.7$ and 0.8. A quantitative dependence of $d_{core}$ on $K$ is plotted in Fig. 3(g). A clear fact is that the size of incoherent core, say $d_{core}$, decreases as coupling strength $K$ increases and it is difficult to be distinguished between spiral wave chimeras and normal spiral waves as $K$ tends to be unit.

Further simulations show that other dynamical states could also be observed as $K$ varies. Specifically, for too weak coupling $K < K'_c$ where $K'_c \approx 0.46$, the spiral wave chimera is no longer stable and complex spatiotemporal patterns emerge given $\alpha = -0.2$. Figure 4 display two typical dynamical states observed in this range. In Fig. 4(a), we find the coexistence of coherent waves with several broken waves. Instead of the circular desynchronized core, each broken wave has a very slim line along which the oscillators are desynchronized (see the arrows in Fig. 4(b)
and Fig. 4(c) for example). Further decreasing $K$, as we find, leads to more and more broken waves and the whole patterns seems more disordered as shown in Fig. 4(d-f). It is noted that in nonlocally coupled systems, waves with such desynchronized lines have been observed [39].

The system parameter $\alpha$ which determines the oscillation frequency of the single oscillator would also influence the dynamics of spiral wave chimeras. Two effects are observed in our simulations. First, a transition from stable spiral wave chimera states to complex spatiotemporal patterns is observed. The resulted patterns are quite similar to those shown in Fig. 4 caused by the change of $K$. Second, the resulted spatial patterns are almost unchanged if we only change the sign of $\alpha$, i.e., $\alpha \rightarrow -\alpha$. This is because for the isolated oscillator, changing the sign of $\alpha$ only alters the relative phase of $\text{Re}W$ and $\text{Im}W$. For a stable spiral wave chimera, its rotation direction reverses for the same initial condition as $\alpha$ changes to $-\alpha$. For instance, we show in Fig. 5 two spiral wave chimeras for $\alpha = +0.35$ and $\alpha = -0.35$, respectively. For $\alpha = +0.35$, a spiral wave chimera rotates clockwise (CW) [see the dashed arrow in Fig. 5(a)] and waves propagate outward [see the arrow in Fig. 5(b)]; While for $\alpha = -0.35$, the spiral wave chimera rotates counterclockwise (CCW) [see the dashed arrow in Fig. 5(d)] and waves still propagate outward [see the arrow in Fig. 5(e)].

The reversal of the rotation direction of the spiral wave chimera is closely related to the conservation of topological charges. Specifically, once the initial condition is given, topological charges should be conserved during the evolution if there are no topological defects disappearing through the boundary. As the environment variable $S$ is a spiral wave and its topological charge can be computed as [80]

$$\sigma = \text{sgn}[[D(S/x)]_{PS}].$$

Here $D(S/x)$ is the $z$ component of $\nabla S_1 \times \nabla S_2$ with $S_1 = \text{Re}S$ and $S_2 = \text{Im}S$ being the real and the imaginary part of the complex field $S$. That is,

$$D(S/x) = \frac{\partial S_1}{\partial x} \frac{\partial S_2}{\partial y} - \frac{\partial S_1}{\partial y} \frac{\partial S_2}{\partial x}.$$  

For a spiral wave, $D[S/x]$ takes the maximal or minimal value at the phase singularity. Figure 5(c) and (f) shows $D[S/x]$ for two different cases and they are almost the same as we expect. Moreover, the curl direction $C$ [see the arrow with the solid line in Fig. 5(a) and (d)], rotation direction $R$ and propagation direction $P$ satisfy following relationship as found before [80]

$$C \cdot R = P.$$  
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where $C = +1(-1)$ for CCW (CW), $R = +1(-1)$ for CCW (CW) and $P = +1(-1)$ for outward (inward) propagation.

E. Mechanism analysis

The critical coupling strength $K_c$ below which spiral wave chimeras would arise could be estimated by the following way. As stated previously, the coupled equation represents a system among which oscillators are coupled indirectly through the diffusive environment $S$. The emergence of spiral wave chimeras can be viewed a continuation problem from the spiral wave solution as $K$ changes. For $K > K_c$, the system admits the existence of a smooth core for both $W$ and $S$. It is known that for this system, the value of $W$ at the center (i.e., phase singularity) vanishes, i.e., $W(r_{cent}, t) = 0$. Similarly, the value of $S$ at the spiral center is also vanished. As $K$ decreases to the critical value $K_c$, the oscillator at the spiral core center may lose its stability and become oscillatory, though the valued of $S$ at the phase singularity still vanishes. Therefore, the onset of spiral wave chimera can be regarded as the problem that the central oscillator becomes unstable for $K_c$ due to the interaction between the oscillator and environment. In other words, to estimate $K_c$, we need to check the stability of the central oscillator with the environmental coupling. The equation of the central oscillator reads,

$$
\frac{dW_{cent}}{dt} = W_{cent} - (1 + i\alpha)|W_{cent}|^2 W_{cent} - KW_{cent}.
$$

The above equation has a unique stationary solution $W_{cent}^{ss} = 0$. Let $\delta W = W_{cent} - W_{cent}^{ss}$, we get the evolution of the perturbation $\delta W$ as,

$$
\delta \dot{W} = [(1 - K) - iK\alpha]\delta W
$$

which means the perturbation $\delta W$ behaves like

$$
\delta W \propto e^{(1-K-iK\alpha)t}
$$

It immediately concludes that the stationary solution will become unstable if

$$
K < K_c = 1.
$$

This estimation is in agreement in our numerical results as illustrated in the previous section where we find the critical value of $K_c$ is about 0.9. We note that this estimation is also true for the case of $\tau_s = 0$ as considered in the previous work [39].
FIG. 6. (color online). Mechanism analysis of the spiral wave chimera formation. (a) Frequency profile with respect to $x$ along the center line in Fig. 1(a). The left and right light green regions mean synchronization between $W$ and $S$ while the centered yellow region denotes the desynchronized. (b) $|S|$ with respect to $x$ along the center line. (c) Frequency difference between the forcing and measured frequency, i.e., $|\Delta \omega| = |\omega_m - \omega_f|$ as a function of the forcing amplitude $A_f$ for a local system with $\omega_f = 0.0046$. Other parameters are the same as in Fig. 1.

The formation mechanism of spiral wave chimeras in such a system can be further analyzed as follows. At first, the coupled system (3-4) can be viewed as the following picture. That is, the local oscillators are isolated from each other, but they are subjected to a spatiotemporal forcing from the environment variable $S$ in a self-organized manner. To demonstrate this, we show an example of the central oscillator. This oscillator is absent from the forcing due to the vanished value of $S$ at the center. Consequently, the oscillation frequency can be computed analytically by substituting $W_{cent} = \rho \exp (-i\omega t)$ into Eq. (10) and get $\omega = \alpha(1 - K)$. For the present case of $K = 0.5$ and $\alpha = -0.2$, we get $|\omega| = 0.1$ which is the same as that measured directly from the numerical simulations as illustrated in Fig. 6(a). (Please refer to the frequency of the central oscillator.)

Further rewriting Eq. (3) and denoting $F_p(t) \equiv KS_p(t)$ as the driving force for the oscillator.
located at the position $p$, then its the dynamics is governed by

$$\frac{dW_p}{dt} = (1 - K)W_p - (1 + i\alpha)|W_p|^2W_p + F_p(t).$$  

Please note that the driving force depends not only on time but also space. As $S_p(t)$ shows simple harmonic oscillation (no figure shown) and we then approximately replace $F_p(t)$ by a periodic forcing as $F_p(t) = A_f \exp(i\omega_f t)$ where $A_f$ and $\omega_f$ are the amplitude and frequency of the forcing, respectively. With this approximation, the formation of spiral wave chimeras can be analyzed by a phenomenological approach with the details below. Equation (14) represents a classical situation: an oscillator subjected by a periodic forcing. According to the synchronization theory, an oscillator with the natural/intrinsic frequency $\omega_0$ could be locked to an external periodic driving only when the frequency mismatch between them is small and the amplitude is sufficient large. Or in the other words, for a given frequency mismatch, the synchronization between the oscillator and the external forcing occurs only if the amplitude larger than a critical value, i.e., $A_f \geq A_f^c$. For the case of Fig. 1 where $K = 0.5$ and $\alpha = -0.2$, the natural frequency of the oscillator is $|\omega_0| = 0.10$. Except the phase singularity, the rotation frequency for $S$ is the same everywhere. Therefore, we take the driven frequency $\omega_f$ as the same as the rotation frequency of spiral waves of $S$, i.e., $\omega_f = \omega_s = 0.0046$. With this setting, the frequency difference $\Delta \omega = |\omega_f - \omega_m|$ as a function of $A_f$ is shown in the Fig. 6 (c). Evidently, only $A_f > A_f^c$, $\Delta \omega$ tends to be zero which means synchronization between the oscillator and external forcing occurs. For the current case, we find $A_f^c = 0.066$. This suggests that the critical amplitude of $S$ should be $A_s^c = A_f^c/K = 0.132$. On the other hand, according to the desynchronized region in Fig. 6 and $|S|$ along the center line in Fig. 6(b), we get the critical amplitude of $S$ is about 0.125 (see dot lines), which is close to the predicted value $A_s^c = 0.132$ from the synchronized theory.

III. SPIRAL WAVE CHIMERAS IN A FITZHUGH-NAGUMO OSCILLATOR SYSTEM

A. The three-component FitzHugh-Nagumo model

The existence of spiral wave chimeras in populations of oscillators coupled via a slowly changing environment, as we find, is quite robust and insensitive to the specific model. To show that, we choose another kind of classical oscillator such as FitzHugh-Nagumo (FHN) type oscillator as the local dynamics of the system. Specifically, the intrinsic dynamics variables are chosen as $Z = (u, v)$ and the dynamical functions as $F(Z) = (au - \gamma u^3 - v, u - v)$, and we set the
environmental variable \( z = w \). Then the interaction terms are chosen as \( H(Z, z) = -\eta w \) and \( G(Z, z) = u - w \). Finally, the coupled equations read \[50, 54, 74\]

\[
\frac{\partial u}{\partial t} = au - \gamma u^3 - bv - \eta w, \tag{15}
\]

\[
\frac{\partial v}{\partial t} = u - v, \tag{16}
\]

\[
\tau_w \frac{\partial w}{\partial t} = u - w + l_w^2 \nabla^2 w. \tag{17}
\]

Here \( u \) and \( v \) represent an activator and inhibitor, respectively. They denote the state of the oscillator. The variable \( w \) means the external environment through which oscillators communicate with each other. In one word, the above equation describes large populations of FHN oscillators coupled via a diffusive environment. As \( \tau_w \) is chosen a big value, such a diffusive environment changes slowly. \( a, \gamma \) and \( b \) are the parameters determining the intrinsic dynamics of the oscillator. \( \eta \) is related to the coupling strength and \( l_w^2 \) is the diffusion coefficient of the environment variable.

We employ the explicit Euler-forward method to solve these coupled equations with a space step \( dx = dy = 0.2 \) and a time step \( dt = dx^2 / 5 = 0.008 \). As we consider the situation of the slowly changing field, we set \( \tau_w = 100 \). The effective diffusion constant \( D_{\text{eff}} = l_w^2 / \tau_w = 1 \) for simplicity as previous. The other parameters such as \( a = 4.0, \gamma = 4/3, b = 2.5, \eta = 3.5 \) are fixed.

**B. Spiral wave chimera states in FHN system**

The existence of a spiral wave chimera in populations of FHN oscillators coupled via a slowly varying environment is shown in Fig. 7. Figure 7(a) and (b) display a spiral wave chimera state and its enlarged view of the core center. The rotation frequency of the spiral arm \( \omega_s = 0.8569 \). The difference between the adjacent oscillators \( \Delta u = u_{i+1,N/2} - u_{i,N/2} \) is illustrated in Fig. 7(c) where the desynchronized region is highlighted by the yellow shaded region. Similar to the observation in the SL system, we find that the nondiffusive component \( u \) (or \( v \)) shows the feature of spiral wave chimeras and the diffusive variable \( w \) demonstrates the spiral wave with a smooth core. This facts together with previous findings strongly suggest that spiral wave chimera states in an ensemble of oscillators coupled via a slowly varying of the environment are model independent.

The underlying mechanism of the occurrence of spiral wave chimeras in the FHN coupled system can also be analyzed from the point of synchronization driven by external forcing. That is, the FHN oscillators \( (u, v) \) are subjected to a spatiotemporal forcing from the field of \( w \). Inside the core region, the amplitude of \( W \) dentoed by \( A_w \) is too weak to synchronize the FHN oscillator;
FIG. 7. (color online). Spiral wave chimeras in populations of FHN oscillators coupled via a slowly changing environment. (a) A snapshot of spiral wave chimeras for the \( u \) component and (b) enlarged view of the core region in (a). (c) The variation of \( \Delta u = u_{i+1,N/2} - u_{i,N/2} \) with respect to \( x \) along the center line. (c) Time-averaged amplitude, \( A_w(x) \), along central horizontal axis in (b). Frequency difference between the forcing and measured frequency, i.e., \( |\Delta \omega| = |\omega_m - \omega_f| \) as a function of forcing amplitude \( A_f \) for a local system.

while outside the core, \( A_w \) is strong enough to synchronize the FHN oscillators. To illustrate that, we plot the amplitude \( A_w \) as a function of position along the center line. It is evident that inside the core, the amplitude drops to a smaller value (shading region). According to the core size, we find in this case \( A_w \) should be larger than 0.154. This critical value can be predicted by the synchronization of oscillators driven by an external forcing. Specifically, as the time evolution of
the component $w$ like a harmonic oscillation, we then replace $-\eta w$ by $A_f \sin(\omega_f t)$, i.e.,

\[
\frac{du}{dt} = au - \alpha u^3 - bv + A_f \sin(\omega_f t),
\]

(18)

\[
\frac{dv}{dt} = u - v.
\]

(19)

For a single FHN oscillator, we get the frequency $\omega_0 = 0.812$. The driven frequency $\omega_f$ is chosen as the frequency of $w$ and in the present case $\omega_f = \omega_s = 0.8659$. The frequency difference $\Delta \omega = |\omega_f - \omega_m|$ where $\omega_m$ is the frequency of the oscillator responded to the periodically driven as a function of $A_f$ is illustrated in Fig. 7(e). We find that the FHN oscillator can be synchronized driven by the period forcing only if $A_f \geq A_c^f = 0.055$. This means that, the critical value of amplitude $A_c^w$ for $w$ should be $A_c^w = A_c^f/\eta = 0.0157$, which is well in agreement with the value $0.0154$ as indicated by the dotted line in Fig. 7(d).

IV. DISCUSSION AND CONCLUSION

The environmental coupling is a quite common coupling mechanism for observations of synchrony and pattern formation in a diversity of systems ranging from physical to chemical and biological systems. In the seminal work by Kuramoto et al., a key assumption to observe spiral wave chimeras is that the time scale $\tau$ of the environmental variable is so small (i.e., $\tau \to 0$) that it can be eliminated adiabatically [39, 40]. Consequently, the original system is reduced to a nonlocal coupled oscillator system. Laing showed that nonzero value of $\tau$ but keeping $\tau$ extremely small, chimera states could also be observed [31]. However, the question of whether chimera states could be observed in the opposite limit case, i.e., $\tau \gg 1$, is not trivial. We address this issue in this work by considering an ensemble of oscillators (SL or FHN) coupled through a slowly changing diffusive environment. We find that spiral wave chimeras could also emerge in both systems and the underlying mechanisms are similar. These important results are nontrivial extension to the previous studies of chimera states as they largely extend our knowledge and improve our understanding of the existence of the chimera state in coupled oscillator systems.

For experimentalists, there is a key question that which kinds of coupled systems are feasible to be realized in experiments. The present findings may provide some hints to this issue. Together with previous work [48, 50, 54], it shows that emergence of spiral wave chimera states is quite robust in the system representing a large populations of oscillators coupled via a diffusive field. There is a broad class of the systems with similar environmental coupling schemes such as chem-
ical oscillators BZ particles immersed in catalyst-free solutions [64], social amoeba *Dictyostelium discoideum* [66], genetically engineered bacteria [67], yeast cells [68]. Therefore, we expect that chimera states are highly possible in these biological or chemical systems. On the other hand, the realization of the nonlocal coupling in experiments up to date still strongly relies on a computer algorithm and the used system is often discretized. A main challenge in such experimental settings is to overcome the oscillator number limit. For example, realization of 10,000 chemical oscillators with the nonlocal coupling with the help of computer seems a quite difficult task in the experiment with chemical oscillators [81]. Therefore, it is not easy to extend such a two dimensional system directly to a three dimensional one where the oscillators involves much more. However, for the system presented here, the coupling is mediated by diffusion which occurs in a more natural way, and it may be easily extended to large systems and to investigate the dynamics of scroll wave chimeras in three dimension once it is realized experimentally.

In summary, by coupling a large group of oscillators to a slowly changing diffusive environment, we have shown numerically that spiral wave chimeras do exist in such systems. Given $\alpha$, to observe the spiral wave chimera states, the coupling strength could not be too large or too small. As $K$ is increased, a transition from spiral wave chimera states to spiral waves with smooth cores could occur; while $K$ decreases and is lower than a certain critical value, spiral wave chimeras will be unstable and new kind of chimera structures could emerge. The change of $\alpha$ would also cause the instability and reverse the rotation of spiral wave chimeras. We further confirm that spiral wave chimera states exist in FHN systems with similar coupling schemes, which in turn suggest our findings are robust. As our system is analogy to some biological and chemial systems, the findings in the present work largely improve our understanding of the chimera state, and further provide hints to seeking chimera states in realistic systems.
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