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Abstract—Early detection of retinal diseases is one of the most important means of preventing partial or permanent blindness in patients. In this research, a novel multi-label classification system is proposed for the detection of multiple retinal diseases, using fundus images collected from a variety of sources. First, a new multi-label retinal disease dataset, the MuReD dataset, is constructed, using a number of publicly available datasets for fundus disease classification. Next, a sequence of post-processing steps is applied to ensure the quality of the image data and the range of diseases, present in the dataset. For the first time in fundus multi-label disease classification, a transformer-based model optimized through extensive experimentation is used for image analysis and decision making. Numerous experiments are performed to optimize the configuration of the proposed system. It is shown that the approach performs better than state-of-the-art works on the same task by 7.9% and 8.1% in terms of AUC score for disease detection and disease classification, respectively. The obtained results further support the potential applications of transformer-based architectures in the medical imaging field.
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I. INTRODUCTION

The retina is one of the main components of the eye, which supports the visual function. It is located at the back of the eye and its main job is to transform the light that enters through the eye to electrical signals that are passed on to the brain through the optical nerve. Due to its nature, the retina can both manifest the occurrence of diseases limited to the eyes, as well as broader scope physiological conditions, specifically, circulatory and brain diseases [1].

Diseases, such as age-related macular degeneration (ARMD), diabetic retinopathy (DR), and glaucoma cause blindness to more than 10 million people around the world every year [1]. Indeed, glaucoma is the second most common cause of blindness in the developed world [2], with ARMD being the most common cause of blindness for people above 50 years old [2], and DR is one of the most important causes of vision loss for people in the age group from 25 to 74 years [1].

Regular examination of the retina may support the early diagnosis of diseases before the occurrence of any symptoms. Early diagnosis is crucial since early detection may prevent total vision loss in patients and support delaying and potentially stopping degenerative diseases, e.g., progressive retinal atrophy, through a timely treatment regime.

Automated analysis and diagnosis systems have a significant impact in medicine and biology [3]. Computer-aided analysis (CAD) of retinal images can, for instance, help physicians in disease diagnosis, and early treatment planning, reduce the time taken to process large datasets and minimize variability in image interpretation [1]. Moreover, automatic analysis offers several advantages over manual inspection, being more cost-effective, objective, reliable, and relaxing the requirement for trained specialists to grade images [4]. On the other hand, manual inspection tends to be mundane, time-consuming, and requires proficient skills [5]. Indeed, one of the major stumbling blocks for manual retinal examination in developing countries is the lack of a sufficient number of qualified medical personnel per capita to diagnose diseases [6]. Prior to the development of deep learning methods, CAD systems were applied in various stages of the retinal diagnostic procedure, including image enhancement and restoration. Some CAD approaches attempted to imitate the means that clinicians perform retinal disease diagnosis, for instance, by performing image segmentation, feature extraction, and finally using machine learning [7]. For example, in [8], a total of 32 local binary patterns (LBP) multi-scale texture features per image were used as an input to various classifiers, including instance-based multi-label learning model, Multi-label Support Vector Machine Learning, Multi-label Learning neural network Radial Basis Function and Back-Propagation Multi-label Learning with promising performance. In summary, state-of-the-art attempts at tackling multi-label retinal diagnosis relied on the use of feature engineering, coupled with traditional machine learning algorithms, which, however, have substantial limitations, in regards to the suitability and distinguishability of features in the context of multiple simultaneous retinal diseases.

One of the most successful approaches to the automatic detection of retinal diseases is the use of Deep Learning (DL) techniques, specifically, Convolutional Neural Networks (CNN) and more recently, Transformer architectures. A considerable amount of work has been carried out on detecting the presence
of common retinal diseases, such as ARMD, DR, Glaucoma, etc. For instance, Zago et al. [9] developed a system that uses two CNNs (pre-trained VGG16 and CNN) to diagnose DR according to the probability of lesion patches. Jiang et al. [10] developed a system based on three CNNs, namely, Inception-v3, ResNet152, and Inception-ResNet-v2, to classify fundus images into referable DR or non-referable DR. Burlina et al. [9] applied deep learning in detection and classification of ARMD using two deep convolutional networks, one was trained for the detection of ARMD, while the other used transfer learning.

Despite the promising results obtained in the detection of a single disease, the associated models are not sufficiently flexible to accommodate the simultaneous presence of multiple retinal diseases, which is commonly the case in real-world applications. Instead, clinicians require a diagnostic tool capable of detecting a diversity of conditions, simultaneously affecting a patient to provide the best possible treatment regime. Therefore, contrary to the vast majority of state-of-the-art works, which focus on detecting a single retinal disease, a higher value solution is multi-label disease classification, which would support simultaneous detection of a wide range of conditions present in a patient.

There are various challenges when dealing with multi-label classification in fundus imaging. For example, there is variability in the spatial extent of diseases, where some localize in specific regions of the retina, e.g., glaucoma, whereas others manifest themselves all over the retina (e.g., tessellation (TSLN) [11]). Simultaneous diagnosis of such diseases thus requires powerful architectures, capable of detecting changes in both small and large spatial regions of the retina.

Another issue is the scarcity of data. Most of the existing datasets are affected by different problems that make them unsuitable to satisfactorily train a multi-label model. For instance, they may focus on single diseases, contain a small number of samples, or indeed, a small number of pathologies to predict. Solving this problem requires the combination of existing datasets, to create an appropriate image database that can be used in model development.

Finally, a common problem when working with multi-label datasets is class imbalance. Usually, a small number of disease labels contain most samples, whereas most labels have only a few images. Thus, techniques designed to deal with the class imbalance problem are required, either by suitably modifying the dataset or the means that the model learns from the data.

In this work, a novel pipeline for multi-label disease classification based on fundus images is proposed. A new dataset that combines publicly available fundus datasets for both single and multi-disease detection is generated to address the scarcity of publicly available data and to alleviate the high-class imbalance present in publicly available datasets. Preprocessing is applied to preserve the quality of the data and generate a final retinal image dataset that contains a wide variety of diseases to predict with a sufficient number of samples per disease label.

Finally, a transformer-based model optimized through extensive experimentation is employed for multiple retinal disease classification, using the proposed dataset. The model is trained using a novel scheme, optimized through a series of experiments on its architectural design and hyperparameters, and by using a variety of techniques to partly alleviate the effect of the class imbalance present in the MuReD dataset over the model performance.

The main contributions of this work can be summarized as follows:

1. A new customized multi-label dataset, the MuReD dataset, is generated, which contains 20 disease classes, gathered from state-of-the-art sources and cleaned using an automatic quality score based on the sharpness and brightness of the image.

2. A transformer-based model optimized through extensive experimentation is used for the first time to detect and classify multiple retinal diseases.

The remainder of this article is organized as follows. In Section II, an overview of existing techniques for multi-label classification using fundus imaging is given, together with a review of common methods to alleviate the class imbalance problem and the publicly available fundus datasets for retinal disease classification. In Section III, the steps to generate the proposed MuReD dataset are described in detail. Section IV describes the development of the transformer-based model. Section V presents the experiments carried out for the model training, and the comparison with state-of-the-art techniques. Finally, Section VI summarizes the main contributions of the research and proposes new avenues for future research.

II. RELATED WORK

A. CNN Methods

A variety of works proposed the CNN architecture and its variants for multi-label disease classification on both public and private datasets. Cen et al. [12] developed a deep learning platform (DLP) for the detection of 39 fundus diseases and conditions. For training, they used a combination of private datasets, collected from different regions of China, and the publicly available EyePACS dataset [13], reporting an AUC score of 0.99. Ju et al. [14] used a hybrid distillation approach to train a ResNet-50 [15], extracting knowledge from two teachers, each trained with different sampling strategies. This approach used two private datasets, containing 100 K and 1 million images, respectively, to classify 50 types of diseases. Finally, they reported a mean Average Precision (mAP) score of 64.14% and 64.69% for the 100 K and 1 million image datasets, respectively.

In terms of publicly available datasets, one of the most commonly used in multi-label disease classification is the ODIR dataset [16]. This dataset contains images of both eyes from 5,000 patients, each one classified into 8 different labels (1 for normal condition and 7 diseases). He et al. [17] used a ResNet101 [15] model and a special attention module to find correlations between both images, reporting an AUC of 93%. Li et al. [18] used a ResNet101 with a trainable Spatial Correlation Module (SCM) to find similarities between both images, reporting a similar AUC of 93%.

B. Class Imbalance

Class imbalance is frequently encountered in multi-label datasets, as it is usual that a minority of classes contain the majority of data, whereas the majority of classes have a small
number of samples in comparison. This is known as the long-tail distribution problem.

A literature review on techniques to deal with class imbalance, with a focus on multi-label problems was performed. There are four main approaches [19] to address the class imbalance, with their effectiveness being dependent on the particular application:

**Resampling Methods** [20], [21]: These methods are based on the pre-processing of the multi-label dataset, making it classifier independent. They are usually divided into oversampling techniques, which generate new samples from the minority classes, and undersampling methods, which remove samples from the majority classes. Because of their model-independence property, this group of techniques is one of the most popular.

**Classifier Adaptation** [22], [23]: Requires the model to be designed to deal with the imbalance of the dataset. It is less popular because it requires expertise in both the classifier and the problem domain, and usually creates more complex and specialized training pipelines.

**Ensemble Approaches** [24], [25]: This group of methods uses two or more models, each learning a different set of labels, and finally, the predictions of each model are combined to complete the full set of labels. The main disadvantage of this approach is that it requires substantial time and resources for training.

**Cost Sensitive Methods** [26], [27]: These methods employ custom metrics for the loss function, designed to increase the cost of misclassifying the minority classes, thus compensating for the difference of the samples in the majority classes. One of the most popular approaches is using weighted loss functions.

When considering the aforementioned class imbalance methodologies, the use of ensemble methods was disregarded due to a large number of classes to predict in the multi-label dataset, i.e., 20 classes, (see Section III), since this would require the training of several models, thus increasing the complexity of the overall system. Moreover, classifier adaptation methods were considered impractical due to the complexity of the selected model (see Section IV). Thus, both resampling and cost-sensitive methods were adopted to tackle this problem.

There are various resampling algorithms in the multi-label setting, based on either random or heuristic resampling.

In Chartier et al. [21] two random resampling algorithms, called LP ROS and LP RUS, for oversampling and undersampling, respectively, were proposed. They are based on the concept of Label Powerset transformation [28]. These algorithms take the set of labels and generate a unique class for each unique combination, transforming efficiently a multi-label dataset into a multi-class dataset. After this procedure, the mean amount of positive samples per class is calculated and either the majority classes are lowered by dropping random samples, i.e., undersampling, or the minority classes are expanded by copying random samples, i.e., oversampling, to the mean value.

Along a similar line of research, [20] proposed two random resampling algorithms, called ML ROS and ML RUS, for oversampling and undersampling, respectively. These techniques make use of specific metrics to calculate the imbalance rate of a class and the mean imbalance rate of the entire dataset. For oversampling, if a class has an imbalance rate greater than the mean, random images from that class are copied until the mean is reached. A similar process is followed for the undersampling case.

In the case of cost-sensitive methods, there are popular loss functions proposed for the problem of class imbalance, such as Weighted Binary Cross-Entropy (WBCE), Focal Loss [26] and more recently proposed loss functions for imbalanced datasets, such as Asymmetric Loss [27] and Polynomial Loss [29], which achieved promising results in a variety of multi-label datasets.

### C. Fundus Image Datasets

An extensive literature review to identify publicly available fundus image datasets for use in multi-label retinal disease classification was performed. There exists a variety of datasets in the literature, each one developed for a different task. Table I shows the available datasets.

The DRIVE dataset is one of the outputs of a diabetic retinopathy screening program in the Netherlands, consisting of 400 diabetic subjects between 25–90 years old. The STARE (SStructured Analysis of the RETina) project was conceived and initiated in 1975, at the University of California, San Diego. STARE contains several images demonstrating retinal abnormalities, thus exhibiting more variation. The CHASE-DB dataset was developed during the Child Heart Health Study in England (CHASE), capturing information from 19 pupils from 10 primary schools. The Messidor dataset contains 1200 eye fundus color numerical images acquired by three ophthalmologic departments using the same color video camera. Two diagnoses were provided by medical experts: retinopathy grade (4 grades) and risk of macular edema. The e-ophtha dataset was designed for scientific research in Diabetic Retinopathy. It is composed of two databases, one containing 47 images with exudates and 35 images with no lesion, and the other one containing 148 images with microaneurysms and 233 images with no lesion. The Kaggle-EyePacs dataset contains high-resolution retina images provided by the EyePacs platform. These images were rated by a clinician for the presence of diabetic retinopathy with 5 different grade levels. The ARIA (Automated Retinal Image Analysis) dataset was collected in the United Kingdom between 2004 and 2006 from adult males and females. The images come from three control groups: healthy, age-Related macular degeneration (ARMD), and diabetic patients. The RFMiD (Retinal Fundus
Examples of images with their blur measures. A blur metric threshold of 0.058 was used. Images below the threshold were dropped (bottom of the figure), whereas images above the threshold were used in the dataset (top of the figure).

Multi-disease Image Dataset) consists of 3200 fundus images captured by three different cameras. It contains 46 pathologies that appear in routine clinical settings annotated by consensus from two senior retinal experts.

From the identified datasets, some shared problems were observed, specifically on those designed for multi-label tasks. The first problem is the low number of samples present for the underrepresented diseases, where half of them contain a maximum of 20 images and as few as one image, which significantly reduces the confidence of any model in classifying these diseases. The second problem is the high-class imbalance present in the identified datasets, where all of them show a long-tail distribution problem with substantial differences in samples between the overrepresented and underrepresented disease labels. Finally, the third problem is the lack of guarantee about the image’s quality, since all of the multi-label datasets do not perform any cleaning steps or ensure any degree of quality in the images. An example of these low-quality images can be appreciated in Fig. 1.

III. DATASET

To address the limitations in the publicly available datasets, a new custom dataset was constructed, i.e., the Multilabel Retinal Diseases (MuReD) dataset. The purpose of this new dataset is to have:

1) A sufficiently large number of eye diseases with a sufficient number of samples per disease class.
2) A certain degree of quality in the images contained in the dataset.

For the first point, the ideal dataset contains a wide variety of diseases to classify, with sufficient samples per disease to learn it effectively, and, at the same time, does not present a high degree of class imbalance.

For the second point, ensuring a certain degree of quality in fundus images is crucial since they tend to show significant variations in quality caused by both pathogenic factors, i.e., cataracts, or external factors, i.e., equipment misuse, environmental conditions, poor training, etc. [37]. All these factors degrade the quality of the fundus image by inserting noise, blurriness, and artifacts which increase uncertainty and the risk of misclassification.

The MuReD dataset was constructed using some of the publicly available datasets, to have a wide variety of diseases to predict, from a variety of sources, with varying image quality and at the same time ensuring a minimal degree of quality, to make the model more robust against image variations and a sufficient number of samples per disease class, so that the model can learn them effectively.

The MuReD dataset is composed of the ARIA dataset [35], containing 143 images and three labels to predict, the STARE dataset [31], with 388 images and 21 conditions, and the training set of the RFMiD dataset [36], which consists of 1920 images with 46 different pathologies. It was decided to incorporate only the training set of the RFMiD dataset into the MuReD dataset to avoid too much bias since both ARIA and STARE datasets contain a smaller number of images in comparison to the full RFMiD dataset. Thus, the first version of the new composite dataset consisted of 2451 samples, 52 disease labels, one “NORMAL” class for healthy fundus images, and the “OTHER” class that is used to indicate the presence of a rare disease from which very few samples are available to consider it a class by its own.

A. Dataset Cleaning

Several cleaning procedures were performed on the first version of the composite dataset to eliminate labels with a small number of samples while ensuring that the overall quality of the images was sufficient for model development purposes.

First, it was observed that several labels in the original dataset, contained a low number of samples, and thus, they would not benefit from data augmentation techniques, while model performance would also be affected. Experiments were conducted on the percentage of modified samples and labels to identify the optimal threshold, i.e., the minimum number of images per label, to consider whether a label should be included or not. The “usable” labels would be kept in the dataset, whereas the “not usable” ones would be dropped, and the samples that were part of these labels would be included in the “OTHER” class. Following an extensive number of simulation studies, it was concluded that the best threshold to use was 30 samples, thus, ending up with a total of 20 classes for prediction purposes, including the “OTHER” class, which accounts for 10% of the images, i.e., 261 samples.

Next, it was noticed that there are several instances, where no information could be acquired due to poor lighting conditions, such as high brightness or complete black zones, excessive blurring, etc. To detect low-quality images, an image quality score was calculated, based on the blur metric proposed by Kanjar and Masilamani [38], which measures the sharpness and brightness of an image, using edge detection and neighboring pixel difference information. A higher value in the blur metric translates to the image having higher sharpness, whereas a lower value means the amount of blurring is high.

To measure image quality, the edges present in the image had to be detected first. In the original version of the work, the use of the Sobel operator was suggested, however, through empirical observation and experimentation, it was concluded that the Canny edge detector performs better on the given image...
dataset. Consider an image $I$, the extracted set of edges $E$, and $N_{xy}$ as the set of 8-neighbors of the pixel $I(x,y)$, $I(x,y) \in E$, then the blur metric is given by:

$$BM = \frac{\sum_{I(x,y) \in E} \sqrt{\sum_{I(x',y') \in N_{xy}} \left( I(x,y) - I(x',y') \right)^2}}{\sum_{I(x,y) \in E} I(x,y)}$$  \hspace{1cm} (1)$$

where $|N_{xy}|$ represents the cardinality of the set $N_{xy}$.

To evaluate the suitability of this method and the associated results, 150 images were visually identified and selected which contained the lowest perceived image quality and compared to the 150 images with the worst score, automatically determined by the blur metric. For instance, 90% of the images identified manually were identical to the ones with the lowest blur metric.

Next, the blur metric score was employed to sort the images from the highest to the lowest score, and during this ranking process, a quality threshold was determined, i.e., a score value corresponding to images of acceptable quality. Following the empirical observation, it was decided to drop the bottom 10% of the images, using a blur score threshold of 0.058, since most of the images below this value are excessively blurred or contain artifacts that substantially impact the image quality. Fig. 1 shows examples of images, which were dropped as they were below the threshold, and images included in the dataset.

Following this cleaning phase, the final dataset consisted of 2208 samples with 20 disease labels. The label distribution of the fine-tuned dataset is shown in Fig. 2. Details of the classes and the numbers of samples per label are given in Table II.

#### B. Comparison With Publicly Available Datasets

To illustrate and quantify the improvement on the class imbalance problem that was achieved by the creation of the MuReD dataset, comparisons were performed with the available datasets, i.e., ARIA, STARE, and RFMiD.

To perform this comparison, two metrics proposed by Charte et al. [20] were used, designed specifically to measure the imbalance present in multi-label datasets. The first metric, i.e., the mean Imbalance Rate (meanIR), measures the mean ratio of samples present in any label compared with the label that contains the majority of samples. The second metric, i.e., the Coefficient of Variation of Imbalance Rate per Label (CVIR), indicates if all the labels suffer from a similar level of imbalance or, on the other hand, there are large differences in them. The higher the CVIR, the higher this difference.

Using the proposed evaluation metrics, it is demonstrated that the MuReD dataset can reduce the meanIR by 5.59, i.e., 44% reduction, and the CVIR by 0.21, i.e., 23% reduction, compared with the best values achieved by the available datasets.

### IV. METHODS

#### B. Data Preprocessing

Visual examination of the images in the dataset revealed that most of the retinal information is at the center of the image, surrounded by a black background, which does not contain useful information and can affect the performance and training
time of the model, due to the presence of redundant information and larger image size.

Thus, background removal, also known as field-of-view (FOV) extraction, was performed using the method proposed by Kulldorff et al. [39]. This works by taking advantage of the sudden changes in brightness between the dark background and the region of interest (ROI), i.e., the part of the image that contains the retina.

### B. Multi-Label Classification Model

The C-Tran architecture, proposed by Lanchantin et al. [40], was selected as the classification model. The model was specifically designed for multi-label tasks, demonstrating high-performance rates on popular multi-label datasets, such as MS-COCO [41] in its multi-label version of 80 categories, and Visual Genome [42] using the most common 500 categories.

The C-Tran model consists of a Transformer encoder that feeds from both visual features extracted by a CNN and a set of masked labels. This formulation is possible due to the order invariant characteristics of transformers, which allows any type of dependency between all features and labels to be learned. A general overview of the C-Tran architecture is shown in Fig. 3.

The C-Tran architecture is composed of 3 main parts. In the first part, a set of features, labels, and state embeddings is generated, serving as the inputs to the transformer encoder. For an input image, \( x \), a set of visual features \( Z = (h \times w \times d) \) are extracted with the use of the CNN backbone. Then, a set of patches \( P = (h \times w) \) can be generated from each dimension \( d \) from the original set \( Z \). These patches are used as input to the transformer encoder.

For each image, a set of label embeddings \( L = \{l_1, l_2, \ldots, l_l\} \) is generated, each \( l_i \) of size \( d \), which represent the \( l \) different labels in the ground truth \( y \) via a learned embedding layer of size \( d \times l \).

With the use of these label embeddings, it is straightforward to add knowledge using a state embedding vector \( s_i \) of size \( d \):

\[
\tilde{l}_i = l_i + s_i \tag{2}
\]

Using the state vector \( s_i \), three states can be represented: Unknown (U) with a value of 0, Negative (N) with a value of \(-1\), and Positive (P) with a value of \(+1\). State embeddings add significant value to the model training by using partially labeled data, extra labels, or no prior knowledge.

The second part focuses on modeling the feature and label interactions. A transformer encoder is used as the model because of its ability to capture dependency information between variables. Also, its order invariant characteristics make it suitable to find dependencies between features and labels. Given the set of embeddings \( H = \{z_1, \ldots, z_{h \times w}, \tilde{l}_1, \ldots, \tilde{l}_l\} \), the weight between \( h_i \) and \( h_j \), represented as \( \alpha_{ij} \), is calculated using the self-attention mechanism. First, the normalized scalar attention coefficient \( \alpha_{ij} \) is computed for all embedding pairs \( i \) and \( j \). Then, the coefficient \( \alpha_{ij} \) is used to update \( h_i \) to \( h'_i \) with a weighted sum of all the embeddings. A non-linear ReLU is applied at the end of this process. The formulas for this process are presented as follows:

\[
\alpha_{ij} = \text{softmax}(\langle W^q h_i \rangle^\top (W^k h_j) / \sqrt{d}) \tag{3}
\]

\[
\tilde{h}_i = \sum_{j=1}^{M} \alpha_{ij} W^v h_j \tag{4}
\]

\[
h'_i = \text{ReLU}(\tilde{h}_i W^r + b_1)W^o + b_2 \tag{5}
\]

where \( W^k, W^q, W^v \) are the key, query and value weight matrices, respectively, \( W^r \) and \( W^o \) are the transformation matrices, and \( b_1, b_2 \) are bias vectors. The output vector \( H' = \{z'_1, \ldots, z'_{h \times w}, \tilde{l}_1', \ldots, \tilde{l}_l'\} \) can be used as the input to the next transformer encoder layers, and this update procedure is repeated.

The final label predictions are computed using independent feed-forward networks \( (FFN_i) \) for each label embedding \( l'_i \) using a single linear layer of size \( d \) and the sigmoid function.

The described architecture allows to easily add prior knowledge to the C-Tran using the state embeddings. However, to make it flexible enough to handle any amount of known labels during inference, the authors proposed a novel training scheme, label mask training (LMT), used to help the model both learn label correlations and perform inference with any number of known labels.

LMT masks a random number of labels, i.e., from 25% to 100%, for each sample by adding the unknown state to its label embeddings. The rest are set with the known state, i.e., from 0% to 75%, either positive or negative. The model then predicts the unknown labels, and the loss is calculated to update the model parameters. By masking random amounts of labels, the model can learn many possible known label combinations and handle any inference setting, e.g., regular, partial, or extra labels.
This approach yields better results than other techniques that exploit label relations, such as Graph Convolutional Networks (GCN). In this work, the LMT approach for training and no prior knowledge for inference is used.

In this approach, the LMT scheme is employed for training to allow the model to better learn label correlations by using prior knowledge. However, the focus of this work is to perform regular predictions while inferring, i.e., classification without prior or partial knowledge. During inference, all the label embeddings are masked with the unknown state, effectively hiding all prior or partial information to the model by replacing it with all-zero embeddings.

V. Experimental Setup and Results

A. Metrics

To evaluate the performance of the selected model, the scoring metric proposed in the RIADD challenge [43] was used, as it gives equal importance to the correct detection of the presence of disease and its correct classification. First, the F1, mAP, and AUC scores are calculated for all labels in the dataset. Then, the set $T$ is defined as the set of labels, representing a disease label. Using the scores from set $T$, the average score for each metric of the disease classes (only excluding the “NORMAL” label) is computed and named $ML_{mAP}$, $ML_{F1}$, and $ML_{AUC}$ respectively.

These metrics are given by:

$$AP = \sum_{i=0}^{\mid T \mid-1} [recall_i - recall_{i+1}] \times precision_i$$

$$ML_{mAP} = \frac{1}{\mid T \mid} \sum_{i=1}^{\mid T \mid} AP_i$$

$$ML_{F1} = \frac{1}{\mid T \mid} \sum_{i=1}^{\mid T \mid} F1_i$$

$$ML_{AUC} = \frac{1}{\mid T \mid} \sum_{i=1}^{\mid T \mid} AUC_i$$

$$ML_{Score} = \frac{ML_{mAP} + ML_{AUC}}{2}$$

$$Model_{Score} = \frac{ML_{Score} + Bin_{AUC}}{2}$$

B. Determination of Optimal Model Configuration

Three sets of experiments were performed to determine the optimal configuration of the C-Tran model on the MuReD dataset.

In the first set of experiments, both traditional and state-of-the-art CNN models were tested as backbones, i.e., feature extractors, for the C-Tran architecture to find the most suitable and best-performing for this task. Next, the second set of experiments focused on alleviating the effect of the class imbalance present in the MuReD dataset on the model performance. The approach employed to address this problem was to test different resampling techniques designed for multi-label datasets and to implement different loss functions, including some designed to alleviate class imbalance. Finally, the third set of experiments focuses on finding the most suitable values for certain hyperparameters, i.e., image size and batch size, so as to design the optimal model configuration.

For all experiments, the C-tran used the Adam optimizer [44], with a batch size of 16, BCE loss function, a learning rate (LR) of $10^{-3}$, three transformer encoder layers, image size of $384 \times 384$, and a dropout rate of 0.1. Each time a new best-performing value or method for any hyperparameter is found, it replaces the one proposed in this base configuration.

Finally, to increase the amount and variety of samples presented to the model during training on each batch, different random augmentations were used, based on the configuration proposed by the RIADD challenge winner [45]. The Python’s albumentations library [46] was used to generate the set of augmentations. Table III shows a detailed description of the used augmentations.

1) Backbone Selection: For testing different CNN backbones, first traditional and well-known architectures such as InceptionV3 [47] and VGG16 [48] were tested as a baseline. Next, both EfficientNet [49] and EfficientNetV2 [50] were considered since they have become the go-to architecture for most of the vision tasks due to their excellent performance and small size. After that, the ResNet101 [15] architecture was tested, including one of its most popular variations, Wide ResNet101 [51]. It was decided to include ResNext architectures [52] given that it is one of the top performers in vision tasks. Finally, the DenseNet161 [53] architecture was added to the experiments due to its competitive performance on ImageNet.

For the EfficientNet models, the pre-trained versions using the noisy student training technique [54] were used, since they achieved a better score on ImageNet. For EfficientNetV2, the models pre-trained on ImageNet-21 K were used. For ResNext_32x4d, the model pre-trained with the semi-weakly supervised learning technique proposed by [55] was used, since it achieved better results than using conventional training. For the rest of the architectures, i.e., InceptionV3, VGG16, ResNet101, WideResNet101, DenseNet161 and ResNext_32x8d, the pre-trained version provided by the Torchvision package [56] was used. Table IV shows the results of this experiment.

This comparison shows that DenseNet161 performs best in this task, compared to other traditional and state-of-the-art CNN architectures. Following experimentation makes use of DenseNet161 as the C-Tran backbone.

2) Class Imbalance: To determine a suitable method to reduce the effect of class imbalance on system performance, two experiments were performed, which reflected two popular approaches, i.e., resampling methods and weighted loss functions. In these experiments, the best-performing backbone from the previous experiment was used, i.e., DenseNet161 and the BCE loss (only in the resampling experiment).

The first experiment focused on resampling algorithms, utilizing random oversampling and undersampling to determine which method would be more beneficial to the model. Oversampling was performed using the LP ROS and ML ROS
algorithms, whereas undersampling was performed using the LP RUS and ML RUS techniques. A resampling percentage of 10% was used for all methods to see which one would be the best-performing and to scale this value later for further improvement. Table V shows the results of the different resampling techniques.

As it can be appreciated, the ML ROS algorithm maintained the same performance whereas the LP ROS algorithm achieved a slight increase. Since the performance difference between these two algorithms was tiny, it was decided to conduct further tests on both methods by optimizing their resampling percentage to evaluate whether any major improvement could be achieved. Table VI shows the results of testing different resampling percentages for the ML ROS method. Table VII shows the results of testing different resampling percentages for the LP ROS algorithm.

The outcome of this investigation was that increasing the percentage of oversampling did not yield better results than using the 10% resampling ratio baseline. Thus, using the LP ROS algorithm with a resampling ratio of 10% resulted the best resampling strategy to reduce the effect of class imbalance in the model performance. Following experimentation employs the LP ROS resampling technique with a 10% resampling ratio.

In the second experiment, a variety of popular loss functions designed for imbalanced datasets were tested. For this experiment, the mentioned model configuration integrating the best-performing resampling strategy was used, only changing the loss function to one of weighted binary cross-entropy (WBCE), binary cross-entropy (BCE), focal loss (FocalLoss), polynomial loss (PolyLoss), and asymmetric loss (ASL). Table VIII shows the results obtained using different loss functions.

From the results obtained, it was concluded that the two best-performing loss functions were the conventional BCE and the PolyLoss. Both reached similar performance, but it was decided to continue further experiments using the PolyLoss function since it achieved better results when considering the rest of the calculated metrics.

The bold values represent the best value obtained in that particular metric by any method.
Thus, it was concluded that the best strategy to alleviate the effect of class imbalance in the model’s performance is to use the LP ROS resampling algorithm with a 10% resampling rate altogether with the Polynomial Loss. Following experimentation makes use of this configuration.

3) Hyperparameter Optimization: The final set of configuration-optimizing experiments focused on finding both the best-performing image size and batch size by following an incremental approach. To find the best-performing image size, different dimensions for the input images were selected and observed whether there was any difference in performance. From the results obtained by using different image sizes, it was noticed that increasing the size from 16 to 32 can achieve a slight gain in performance.

Following the aforementioned experiments, the optimal system configuration that maximizes the performance of the C-tran model on the MuReD dataset was determined. In summary, the C-Tran model with the Adam optimizer, a LR of $10^{-5}$, the Polynomial loss function, the DenseNet161 as feature extractor, the LP ROS algorithm with a 10% resampling ratio, and an input image size of $(384 \times 384 \times 3)$ is the best-performing configuration overall. Next, this configuration will be compared with other approaches for the problem of fundus multi-label classification task.

C. Comparison With Alternative Approaches

To compare the performance of the selected approach, previous works were identified, that tackled multi-label classification. Reproducibility was a significant factor since these approaches needed to be tested on the proposed MuReD dataset to have a fair comparison. There were two main challenges when performing the comparison with state-of-the-art methods:

Most of the available research focused on multi-label classification using the ODIR dataset. However, this dataset uses patient-level diagnostics, i.e., images from both eyes are used to produce the final classification, and thus some of the published works developed specialized architectures to exploit this characteristic [17], [18], which in turn, makes them unsuitable for our dataset. Instead, the focus was placed on exploring the performance of techniques that were more flexible and could be used for classification using a single image, i.e., [57], [58]. These techniques employ an ensemble of CNN models, i.e., using VGG16 and EfficientNetB3. Both approaches used the pre-trained weights from ImageNet and fine-tuned them on the ODIR dataset.

Other works were also investigated, however, some of them were trained using large private datasets [12], causing their results to be difficult to reproduce on smaller datasets, or their method was difficult to replicate because of lack of code availability [59], [60].

We also decided to compare with the winner of the RIADD challenge [43], i.e., the competition where the RFMiD dataset was first introduced. The goal was to predict multiple diseases present in a fundus image. The winner of the competition proposed the use of an ensemble of EfficientNetB5 and B6 with different image sizes and a set of augmentations to increase the variability of the dataset.

To reproduce the selected approaches for evaluation on the MuReD dataset, each step and architecture design was followed as accurately as possible to the description presented by the authors. Indeed, there were instances, where some hyperparameters were not sufficiently detailed in the published articles. In those cases, trial and error experimentation was performed to determine the appropriate hyperparameter values to maximize the performance of the approach. Table XI shows the results of this comparison.

From the results, it was observed that the C-Tran approach outperforms previous approaches, based on CNN architectures,
The model achieved a lower AUC score, i.e., the “OTHER” class, which is difficult to predict correctly since it is an “umbrella” class for many diseases that are not included in the original label set, and the “ODP” class since this disease manifests itself with subtle color changes in the optic disc [61], which can be hard to detect correctly.

D. Class Activation Maps

In this section, a visual interpretation is provided of the parts of the retinal image, that the model is focusing on when making predictions. This is achieved using the Class Activation Maps (CAMs) technique proposed by Zhou et al. [62]. CAMs are generated by a weighted sum of the extracted visual patterns by the feature extractor. The weights are defined by the class-wise weights of the fully connected layer. The result of this weighted sum is then upsampled to the original image size as well as passed through a softmax or sigmoid output function.

CAMs were used as a visual explanation method to evaluate whether the model correctly learned the characteristics that distinguish various diseases. The Pytorch GradCam library [63] implementation was used to generate heat maps of different predictions made by the C-Tran model. Fig. 4 shows a sample retinal image and the heat maps generated for each pathology present in the original image.

It is observed from the figure that the model is using completely different zones from the original image to classify each of the diseases, which supports the claim that it learned the different features associated with the occurrence of each disease.

VI. CONCLUSION

In this work, a new dataset for the multi-label classification of retinal diseases on fundus images was created using three publicly available datasets and performing cleaning steps using an automatic metric for quality assessment and a minimum number of samples per class. The final version of this dataset contains 2208 samples for 20 different classes.

A novel pipeline for the multi-label classification of retinal diseases was proposed using for the first time a transformer-based model, performing a set of experiments to ensure the optimality of the configuration used, and comparing our approach by a considerable margin, demonstrating the superiority of the transformer-based method in the MuReD dataset.

To provide a better understanding of the performance of the C-Tran model, different performance metrics were calculated for each of the label classes. Table XII shows the obtained scores per class.

From the results per class table, it was observed that the model had a good performance overall, with most of the AUC scores per class being above 90%. There were only two classes where the model achieved a lower AUC score, i.e., the “OTHER” class, which is difficult to predict correctly since it is an “umbrella” class for many diseases that are not included in the original label set, and the “ODP” class since this disease manifests itself with subtle color changes in the optic disc [61], which can be hard to detect correctly.

TABLE XI

| Model                  | ML F1 | ML mAP | ML AUC | ML Score | Bin AUC | Bin F1 | Model Score |
|------------------------|-------|--------|--------|----------|---------|--------|-------------|
| Gour et al. [20]       | 0.010 | 0.262  | 0.825  | 0.544    | 0.872   | 0.507  | 0.708       |
| Wang et al. [22]       | 0.315 | 0.379  | 0.845  | 0.612    | 0.897   | 0.669  | 0.754       |
| RIADD 1st [53]         | 0.208 | 0.380  | 0.881  | 0.630    | 0.893   | 0.637  | 0.762       |
| Proposed model         | 0.573 | 0.685  | 0.962  | 0.824    | 0.976   | 0.824  | 0.900       |

The bold values represent the best value obtained in that particular metric by any method.

TABLE XII

| Class | Precision | Recall | F1 | AUC |
|-------|-----------|--------|----|-----|
| DR    | 0.859     | 0.859  | 0.859 | 0.962 |
| NORMAL | 0.865 | 0.786  | 0.824 | 0.976 |
| MH    | 0.875     | 0.618  | 0.724 | 0.962 |
| ODC   | 0.661     | 0.750  | 0.703 | 0.966 |
| TSLN  | 0.800     | 0.774  | 0.787 | 0.989 |
| ARMED | 0.800     | 0.500  | 0.615 | 0.965 |
| DN    | 0.708     | 0.531  | 0.607 | 0.938 |
| MYA   | 0.810     | 0.944  | 0.872 | 0.997 |
| BRVO  | 0.929     | 0.813  | 0.867 | 0.994 |
| ODP   | 0.000     | 0.000  | 0.000 | 0.870 |
| CRVO  | 0.600     | 0.545  | 0.571 | 0.981 |
| CNV   | 0.889     | 0.667  | 0.762 | 0.992 |
| RS    | 1.000     | 0.545  | 0.706 | 0.971 |
| ODE   | 0.833     | 0.909  | 0.870 | 0.999 |
| LS    | 0.500     | 0.556  | 0.526 | 0.990 |
| CSR   | 0.444     | 0.571  | 0.500 | 0.981 |
| HTR   | 0.000     | 0.000  | 0.000 | 0.911 |
| ASR   | 0.000     | 0.000  | 0.000 | 0.971 |
| CRS   | 0.400     | 0.333  | 0.364 | 0.988 |
| OTHER | 0.587     | 0.519  | 0.551 | 0.851 |
models are needed. In terms of future research, we will focus on finding more effective ways to deal with the class imbalance problem present in the proposed dataset, so as to improve model performance [14].

Seeing the excellent results obtained in the multi-label fundus disease classification by transformer-based architectures, we envisage that this work motivates more research into integrating such architectures to more tasks in the medical field, not only in classification but a wide variety of tasks where more powerful models are needed.
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