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ABSTRACT
LiDAR sensors are used widely in Autonomous Vehicles for better perceiving the environment which enables safer driving decisions. Recent work has demonstrated serious LiDAR spoofing attacks with alarming consequences. In particular, model-level LiDAR spoofing attacks aim to inject fake depth measurements to elicit ghost objects that are erroneously detected by 3D Object Detectors, resulting in hazardous driving decisions. In this work, we explore the use of motion as a physical invariant of genuine objects for detecting such attacks. Based on this, we propose a general methodology, 3D Temporal Consistency Check (3D-TC2), which leverages spatio-temporal information from motion prediction to verify objects detected by 3D Object Detectors. Our preliminary design and implementation of a 3D-TC2 prototype demonstrates very promising performance, providing more than 98% attack detection rate with a recall of 91% for detecting spoofed Vehicle (Car) objects, and is able to achieve real-time detection at 41Hz.

CCS CONCEPTS
• Security and privacy → Intrusion/anomaly detection and malware mitigation; • Computing methodologies → Computer vision; Scene anomaly detection.
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1 INTRODUCTION
Light Detection and Ranging (LiDAR) units are time-of-flight measurement devices commonly used by Autonomous Vehicles (AVs) as a sensing modality critical in environment perception. LiDARs emit laser pulses near the infrared region of the electromagnetic spectrum (750nm–1.5μm). The time taken for pulses to reflect off objects in the environment are measured, generating a 3D point-cloud of the environment. Object detectors such as PointPillars[8] and SECOND[14] take a 3D point cloud as input and generate bounding boxes for objects in the environment, providing spatial awareness and enabling the AV to make safe navigation and control decisions.

Unfortunately, recent work has demonstrated the feasibility of LiDAR sensor spoofing attacks and their repercussions on the visual understanding of AV’s [2, 4, 6, 9–11]. Alarming, such attacks have been shown to be successful at the model-level by managing to fool 3D object detectors to erroneously output bounding boxes for non-present obstacles (ghost objects) [4, 11]. These were shown to have hazardous consequences on driving decisions of end-to-end LiDAR-based perception pipelines such as the one from Baidu Apollo [4]. Because increasingly more automobile manufacturers equip vehicles with such potentially vulnerable machine learning models, and since any erroneous decisions can result in accidents threatening to the safety of both the vehicle’s passengers but also bystanders and other motorists, this problem becomes particularly important to address immediately.

 Indeed, in the last couple of years, there have been works that study defense strategies to mitigate such attacks on LiDAR-based perception systems. Cao et al. [11] proposed two strategies, the first is CARLO which leverage occlusion patterns to detect spoofed object. The second approach is SVF, a general machine learning architecture which takes into account physical features to obtain an object detector that is robust against such attacks. Hau et al. [5] introduced the notion of 3D shadows for genuine objects as a physical invariant to detect spoofed objects. However, current works only leverage static information in a single frame (3D point cloud) of a target scene.

Cao et al. [2] have demonstrated that it is possible to track a moving AV and perform LiDAR point spoofing – thus, resulting in attackers being able to perform temporal attacks. It remains unclear if the current defenses are able to defend against such temporal attacks which demonstrates a need for complementary approaches. We observe that in practice, AVs process consecutive scenes for driving decisions which carry useful spatio-temporal information. Such information can be leveraged for predicting motion which we propose as an additional physical invariant for detecting LiDAR spoofing attacks. In the AV driving setting, we expect that objects (and their motion trajectory) should be consistent across consecutive 3D LiDAR scenes and this temporal consistency would be disturbed when an adversary introduces a fake object. Based on these observations we propose a general and modular 3-phase
methodology, 3D Object-detection Temporal Consistency Check (3D-TC2) for detecting such abnormalities. Firstly, 3D-TC2 employs a motion prediction model that uses consecutive LiDAR point-clouds to predict the likely trajectory of objects in the scene. Then, it aligns the output of the 3D object detector on a target frame with the respective motion prediction for that scene on a common 2D representation and coordinate space. Finally, 3D-TC2 employs a matching strategy to detect inconsistencies. We developed a prototype implementation of an end-to-end system using the 3D-TC2 approach and study its effectiveness on static attacks (i.e. attack on single scene). We show that this approach is very promising in detecting LiDAR spoofing attacks demonstrating high detection rates at more than 98% on average for spoofed Vehicle (Car) objects.

2 BACKGROUND AND RELATED WORK

LiDAR spoofing attacks. A number of works recently proved the feasibility of LiDAR spoofing attacks [2, 4, 6, 9–11]. Petit et al. [9] first introduced the LiDAR sensor attack by performing relay attacks to spoof objects further than the location of the spoofer. Shin et al. [10] demonstrated an attack that was able to spoof up to 10 points in a 3D point-cloud at a location closer than the spoofer. Cao et al. [4] and Sun et al. [11] subsequently demonstrated attacks that spoofed up to 100 and 200 points in the 3D point-cloud respectively, and additionally devising strategies to use limited spoofed points to inject “ghost” objects that result in the AV making erroneous decisions.

Defences against LiDAR spoofing attacks. LiDAR spoofing attacks have safety-critical consequences that can endanger the lives of the passengers on the vehicle or even other road users such as pedestrians and cyclists. As such, there has been a few works that study defense strategies to mitigate such attacks on LiDAR-based perception systems. Cao et al. [11] proposes two strategies, the first is CARLO which leverage occlusion patterns to detect spoofed object. The second approach is SVF, a general machine learning architecture to take into account physical features to obtain an object detector that is robust against such attacks. Hau et al. [5] introduced the notion of shadows for genuine objects and use this physical invariant to detect spoof objects. Current defences have been shown to be effective on static 3D object detection using only information from the individual target scene (i.e. attack detection on a targeted single scene of a single point-cloud), missing rich spatio-temporal information from previous frames.

Temporal consistency. Leveraging temporal consistency for attack detection has found success in other applications such as wireless sensor networks [7] and object detection for videos [13]. Our work is the first to propose motion as a physical invariant for 3D objects which it leverages to perform temporal consistency checks on 3D point clouds.

3 3D TEMPORAL CONSISTENCY CHECK

We first outline the threat model we consider and then describe the methodology of 3D Object-detection Temporal Consistency Check (3D-TC2) and how it could be applied to detect LiDAR spoofing attacks.

3.1 Threat Model

We consider a LiDAR spoofing adversary that has the ability to spoof return signals of LiDAR demonstrated in [4, 9–11]. We follow closely the threat model in [5] with the static adversary’s ($A_{static}$) capabilities and goals:

- **Number of spoofed points.** We assume $A_{static}$ enjoys state of the art sensor spoofing capabilities and can inject $\leq 200$ points [11] in a 3D scene.
- **Types of spoofed objects.** We consider model-level spoofing attacks able to emulate distant and occluded vehicles, pedestrians and cyclists [4, 5, 11].
- **Knowledge.** We consider a white-box model-level spoofing adversary who has full knowledge of the internals of both the victim model and the detection mechanism.
- **Aims.** The adversary can launch ghost attacks by spoofing front-near objects (5m-8m in front of the ego-vehicle). [4, 11].

3.2 3D-TC2 Methodology

In this work, we leverage motion as a physical invariant to verify the presence of genuine 3D objects. We propose 3D Object-detection Temporal Consistency Check (3D-TC2), a modular methodology which utilizes motion prediction to analyze the temporal consistency of objects across consecutive frames in a driving scene. (See Figure 1). 3D-TC2 consists of the following 3 Phases with a total of 4 modular components:

**Prediction.** The prediction phase consists of 2 modular components: Object Detector and Object-Motion Predictor. The two components work in parallel. The Object Detector takes in the current frame (3D point-cloud) as input and outputs object predictions as a form of bounding boxes coordinates in a 3D point-cloud. The Object-Motion Predictor uses historical spatio-temporal information from a number of previous 3D scenes to predict the expected location of objects in the current frame. This prediction is based on temporal information learnt from previous frames. As such, we hypothesize that any abrupt introduction of objects into a frame, which is a characteristic of LiDAR-based front-near object spoofing attack, can be detected as an anomaly. Our modular design allows for both components to be interchanged, allowing to reap the benefits from any advancements in both object detection and motion prediction.

**Alignment.** Although the output of the 2 components in the Prediction Phase holds information of the current frame, the representation of these results might be different. For example, the Object-Motion Predictor produces object information in a 2D discretized space (i.e. predicts labels for each cell in the space) whereas the object detector produces higher-level object information in 3D space (i.e. bounding box coordinates for each object in the space). Hence, there is a need to align the prediction representations into a common representation before any useful comparison. The alignment component varies with the type of models used in the previous phase as it is dependent on the output of each model.

**Attack Detection.** With the prediction and detection output in a common representation, we can analyze the results for any discrepancies that would indicate a potential LiDAR spoofing attack. This
component is modular as well, allowing the user to interchange the strategy used for detecting discrepancies between the prediction model and object detection model for a particular frame at a specified time.

3.3 Implementation Details

To demonstrate the application of our proposed methodology, we implemented a prototype based on 3D-TC2 for detecting ghost objects in 3D scenes. The components used in our implementation are summarized in Table 1.

Table 1: Components for 3D-TC2 Implementation

| Object Detection Model | Object-Motion Prediction Model | Alignment | Attack Detection |
|------------------------|-------------------------------|-----------|-----------------|
| PointPillars[8]         | SECOND[14]                    | Bounding Box Transformation | Cell-match Counting Strategy |

Object Detection Models. For AV perception of the current frame, we experimented with popular 3D point-cloud based object detection models such as PointPillars[8] and SECOND[14]. The object detection models take in the 3D point-cloud at the current frame and provide 3D bounding boxes of objects relatively to the ego-vehicle. In a benign scenario, the objects detected are all genuine, providing accurate perception of the surrounding objects to the AV. Under a LiDAR spoofing attack, \( A_{static} \) injects points into a scene to spoof objects. As a result, the object detection models would detect the spoofed object and this would cause the AV to make erroneous decisions (i.e. emergency brake due to a front-near object).

Object-Motion Prediction Model. For prediction of the objects in the current frame from previous frames, we use a deep-learning model MotionNet[12]. MotionNet takes a sequence of consecutive scenes (3D point-clouds) as input, \( Time = T_{t-K} \) to \( T_{t-1} \) (where \( K \) is the number of historical frames and \( t \) is the time for the predicted frame), and outputs a bird’s eye view (BEV) map of the predicted frame at \( Time = T_t \). The BEV map is a 2D representation top-down view of the scene, which is then further discretized into grid cells. MotionNet predicts for each cell, the object class label and motion information. MotionNet classifies objects into Vehicles, Bike, Pedestrian, Others and Background. Where “Vehicle” refers to objects such as cars, buses and trucks, “Bike” refers to bicycles and cyclists objects, “Others” refers to unclassified objects not seen in training dataset and “Background” refers to cells with LiDAR measurements due to objects in the environment such as roads and buildings.

Alignment Operation. As the output of the 3D Object Detection Models and Object-Motion Prediction Model are represented differently (3D bounding boxes vs. 2D grid cells), there is a need to align the model outputs into a common representation so that comparison of model output could be performed. In our implementation, we operated on the output of the Object Detection Models, performing transformation of the 3D bounding boxes to match the output representation of MotionNet. The bounding boxes are transformed into the same coordinate system of MotionNet output and the dimension reduced to a 2D planar representation. The 2D planar representation is then super-imposed and mapped onto the MotionNet BEV map, where the bounding boxes are aligned with the grid cells. This results in a 2D BEV map with both information from the Object Detection’s output and MotionNet’s output.

Figure 2 illustrates the alignment operation on a target frame, where the green boxes denote projected bounding boxes from 3D to 2D and purple boxes denotes the ground truth 2D bounding box. After the alignment operation, the projected bounding boxes matches the ground truth boxes.

Attack Detection Module. This module identifies anomalous objects in a frame by comparing the aligned predicted frame with the output of the object detection model on the actual frame. For the comparison we device and experiment with a simple Cell-match Counting Strategy (CMCS).

CMCS is used to determine if a detected object’s bounding box matches the location predicted based on an object’s motion. This is done by counting the object categories of the grid cells occupied by a detected bounding box, the object category that has the most cells in the bounding box region would be considered as the predicted object and if this object category differs from the object detection result, it is marked as a potential LiDAR spoofing attack. Under a benign scenario, the majority of the grid cell categories would correspond to the object category of the bounding box. Under a single frame LiDAR spoofing attack, when an object is successfully injected, it does not have “history” from the previous frames and
Figure 2: Example of alignment operation.

hence there is no equivalent motion prediction of such category for the current frame. As such, the majority cell category in the bounding box of the detected spoofed object would be expected to be “background”. We evaluate the effectiveness of CMCS in detecting single frame object spoofing attacks in Section 4.2.

4 EXPERIMENTS & RESULTS

Models and Dataset. For our evaluation, we use the models detailed in Section 3.3, with PointPillars[8] and SECOND[14] used for 3D Object Detection and MotionNet[12] for the Object-motion Prediction. For AV driving scenes, we use the mini dataset from nuScenes[1], which contains 3D point-clouds of 10 driving scenes. Each driving scene is a recording of approximately 20 sec, with a sampling rate of 2Hz. In total, each driving scene has approximately 400 frames and 40 key frames, and for the whole dataset, there are 3935 frames and 404 key frames.

Evaluation of Prediction Model and Alignment Operation Utility

The alignment operation is evaluated to answer the following design questions for our implementation:

DQ 1. How useful is using MotionNet for the Object-motion Predictor (i.e. does object-motion prediction agrees with object detection under benign scenarios)?

DQ 2. How useful is performing bounding box transformation of Object-Detection Model output (i.e. is there a good match between the output of the models under benign scenarios)?

The bounding boxes from object-detection models are transformed and overlaid onto the 2D BEV map with object categorical grid cells. The match ratio for a given object category is the ratio of number of cells with that object category over the total number of cells occupied by all the bounding boxes of that object category.

We further break down the analysis to objects in front-near region and objects in front-far region. Where front-near refers to objects in front of the ego-vehicle up to a distance of 8m from the LiDAR unit, and front-far refers to objects further than 8m.

Results. The results of our analysis are summarized in Table 2 for objects in front-near and front-far regions respectively. We observed that over 80% of the cells with the “Vehicle” category fall inside the ‘Vehicle’ bounding boxes demonstrating both a good prediction match and alignment. For ‘Pedestrian’ objects, over 50% of the grid cells were found within their bounding box regions. A lower match ratio score obtained for ‘Pedestrian’ objects is due to the size of the bounding boxes which occupy much larger areas than the combined cells with predicted pedestrian categories, resulting with a large proportion of “background” cells. Nevertheless, our CMCS strategy requires a majority of more than 50% match ratio for the benign decision of the object-motion prediction agreeing categories corresponds to the transformed bounding box output of the detection models.

Evaluation of Attack Detection. We evaluate the effectiveness of our implementation of 3D-TC2 with the CMCS strategy in detecting model-level LiDAR spoofing attacks. For the adversarial scenarios, we consider single-frame injection attacks on 362 key frames (time = $T_{key}$) in the dataset. For each key frame, a spoofed object is injected in a location of approximately 5-8m in-front of the ego-vehicle (front-near region), a threat model used in prior works [4, 11] that have demonstrated spoofing objects at such distances can reliably influence driving decisions. We conduct this attack Car, Pedestrian and Cyclist objects that are commonly found in AV driving environment with safety implications on driving decisions. These objects are also representative of objects of various sizes, allowing us to examine the effect of object sizes for our detection.

Object Detection is performed on adversarial frame at time = $T_{key}$ and MotionNet uses $T_{key}$ to $T_{key-1}$ (benign) frames to predict the objects and their location at time = $T_{key}$. The results of object detection of the adversarial frame at time = $T_{key}$ and the predicted frame for time = $T_{key}$ are processed by the alignment and attack detection module to provide final detection results for objects in the adversarial frame.

4.1 Evaluation of Prediction Model and Alignment Operation Utility

The alignment operation is evaluated to answer the following design questions for our implementation:

DQ 1. How useful is using MotionNet for the Object-motion Predictor (i.e. does object-motion prediction agrees with object detection under benign scenarios)?

DQ 2. How useful is performing bounding box transformation of Object-Detection Model output (i.e. is there a good match between the output of the models under benign scenarios)?

The bounding boxes from object-detection models are transformed and overlaid onto the 2D BEV map with object categorical grid cells. The match ratio for a given object category is the ratio of number of cells with that object category over the total number of cells occupied by all the bounding boxes of that object category.

We further break down the analysis to objects in front-near region and objects in front-far region. Where front-near refers to objects in front of the ego-vehicle up to a distance of 8m from the LiDAR unit, and front-far refers to objects further than 8m.

Results. The results of our analysis are summarized in Table 2 for objects in front-near and front-far regions respectively. We observed that over 80% of the cells with the “Vehicle” category fall inside the ‘Vehicle’ bounding boxes demonstrating both a good prediction match and alignment. For ‘Pedestrian’ objects, over 50% of the grid cells were found within their bounding box regions. A lower match ratio score obtained for ‘Pedestrian’ objects is due to the size of the bounding boxes which occupy much larger areas than the combined cells with predicted pedestrian categories, resulting with a large proportion of “background” cells. Nevertheless, our CMCS strategy requires a majority of more than 50% match ratio for the benign decision of the object-motion prediction agreeing

1MotionNet uses K = 20 by default.
with object detection. For “Cyclist” objects, the limited training data resulted in poor detection and prediction performance, consequently resulting in poor match. As for ‘Other’ object categories, we observed higher match in front-near regions compared to the further regions.

**Conclusion.** From our evaluation of the match ratio between MotionNet output and the transformed bounding box output of Object Detection Models, we observe good match between the motion prediction model output and the transformed detection model output, with a match of more than 80% for Vehicles and more than 50% for Pedestrians at front-near and front-far regions. This indicates that the design choices of the use of MotionNet and the bounding box transformation are suitable for use in our implementation.

### 4.2 Attack Detection Effectiveness

With the prediction model and alignment module showing good performance, we are able to obtain high quality results of prediction and detection models on the same representation of a 2D BEV grid map. We now evaluate the Attack Detection Module, which uses the Cell-match Counting Strategy (CMCS) described in Section 3.3. This helps us answer the design question:

DQ 3. How effective is the Cell-match Counting Strategy for performing a temporal consistency check to detect model-level LiDAR spoofing attacks?

For the evaluation, we generate an adversarial dataset by injecting a spoofed object into each of the 362 key frames in the original dataset at a location of approximately 8m in front of the vehicle. We define the **Attack Success Rate (ASR)** to be the ratio of all successfully detected (by the Object Detection Model) spoofed objects over the total number of spoofed objects.

Using CMCS, we are able to identify mismatches in predicted object’s location with the detected object’s location. Mismatched objects identified would be classified as a spoofed object. We define the metric **Detection Success Rate (DSR)** as the ratio of all successfully identified spoofed objects (by CMCS) over the total number of successfully spoofed objects.

We also measure the recall of the attack detection. Recall is a metric that measures how well the detector is able to correctly identify spoofed and genuine objects.

**Results.** Results of the effectiveness of the Attack Detection Module are summarized in Table 3. A total of 362 attack frames were used and out of these attacked frames the Attack Success Rates (ASR) for the various objects (i.e. spoofed objects detected by the victim Object Detector) are recorded and the Detection Success Rates (DSR) are successfully detected spoofed objects using temporal consistency checks.

Our implementation of 3D-TC2 is able to detect spoofed “Vehicle (Car)” objects with an accuracy of more than 98% and detection recall over 91% for both detectors showing it is capable of reliably recognizing anomalous ‘Car’ objects. Detection performance for smaller objects were observed to be poorer with low detection rates for “Pedestrian” and “Bike (Cyclist)” objects. The poor performance could be attributed to MotionNet’s inherent significantly poorer object classification [12] with classification accuracy of ~77% and ~19% for ‘Pedestrian’ and ‘Cyclist’ objects respectively. This highlights an opportunity for us to explore the use of alternative mechanisms for motion prediction in future work.

**Conclusion.** The Cell-match Counting Strategy was able to effectively detect spoofed Vehicle objects in single-frame injection attacks at Detection Success Rate of over 98%, as well as recall of 91%, for attack detection on PointPillars and SECOND. In all, our evaluations demonstrate that our implementation of 3D-TC2, leveraging temporal consistency to check for valid objects in a LiDAR scene, is useful and capable of detecting spoofed object with high success rates. Compared to state-of-the-art defenses against LiDAR spoofing, our approach, with 98% detection rate for spoofed vehicle objects, performs better than CARLO and Shadow-Catcher with detection rate of 94.5% and 94% respectively.

### 4.3 Runtime Analysis

Runtime constraints are important for real-time systems such as autonomous driving sensing and decision making. As such, it is important for us to be able to detect attacks in real-time in order to provide timely alerts. We perform analysis on the runtime of our implementation of 3D-TC2 to answer the following design question:

DQ 4. How fast is the implementation of 3D-TC2 able to provide attack detection information?

We run our implementation of 3D-TC2 on the adversarial dataset 362 frames for 3 objects and measure the execution time on a machine equipped with an Intel Core i7 Six Core Processor i7-7800X (3.5GHz), 62GB RAM and 2GB NVIDIA GEFORCE GTX 1050 GPU.

**Results.** We provide the breakdown of the runtime of the models used and the Alignment and Attack Detection components in Table 4. Our implementation is able to provide attack detection at approximately 41 frames per second (41Hz). From the runtime breakdown, we see that the bottleneck of the performance is in the Detection/Prediction phase, where the inference/prediction time of the models takes up the majority of the total runtime. The additional overhead introduced by our approach is approximately 5ms, which is a good trade-off in providing verification of spoofed objects. The overall runtime of ~41Hz demonstrates that the implementation 3D-TC2 is able to provide real-time detection of spoofed objects.

**Conclusion.** We measured the performance of the individual components in our implementation of 3D-TC2 and provide the breakdown of the results. We show that the bottleneck of the detection system is attributed to the Object Detection / Prediction models, where performance can be enhanced with improvements made to state-of-the-art models. Our detection system is able to provide real-time detection at approximately 41 frames per sec (41Hz).

### 4.4 Discussion

**Object hiding attacks.** 3D-TC2 was designed to detect spoofed objects that are elicited with LiDAR spoofing attacks. Recently, there have been other classes of attacks such as Object Removal Attacks [6] and MSF-ADV [3] that aims to hide objects from detection. We expect 3D-TC2 to be able to detect temporal anomalies of hiding attacks if there is abrupt disruption to the victim object. However, if...
Table 2: Match Ratio of Objects in Front-Near and Front-Far Regions of the Ego-Vehicle

| Object Category | Front-Near | Front-Far | Front-Near | Front-Far |
|-----------------|------------|-----------|------------|-----------|
| Vehicle (Car)   | 9721/11500(84.53%) | 9426/11589(81.34%) | 9672/11192(86.42%) | 9491/11536(82.27%) |
| Pedestrian      | 903/1619(55.78%) | 1018/1938(52.53%) | 826/1430(57.76%) | 946/1669(56.68%) |
| Bike (Cyclist)  | 12/989(1.21%) | 72/1112(6.47%) | 10/396(2.53%) | 78/808(9.65%) |
| Other           | 3516/5169(68.02%) | 3673/7644(48.05%) | 3428/3914(87.58%) | 3095/6097(51.76%) |

Table 3: Metrics for Single Frame Injection Attacks

| Spoofed Object Category | PointPillars | SECOND | PointPillars | SECOND |
|-------------------------|-------------|--------|-------------|--------|
| Vehicle (Car)           | 353/362(97.51%) | 348/353(98.58%) | 91.75% | 349/362(96.41%) | 92.23% |
| Pedestrian              | 325/362(89.78%) | 185/325(56.92%) | 76.93% | 158/362(43.65%) | 77.07% |
| Bike (Cyclist)          | 341/362(94.20%) | 324/341(95.01%) | 97.23% | 343/362(94.75%) | 93.79% |

Table 4: Performance / runtime of 3D-TC2 Components to Process A Single Frame

| Component    | Mean     | std.   |
|--------------|----------|--------|
| PointPillars | 0.016s   | -      |
| SECOND       | 0.050s   | -      |
| MotionNet    | 0.019s   | -      |
| Alignment    | 0.000019s (19 μs) | 0.00019s (0.19ms) |
| Attack Detection | 0.005s (5 ms) | 0.00066s (0.66ms) |
| Total runtime| 0.024s (24ms) | 0.85ms |
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In this paper, we proposed a general methodology, 3D Temporal Consistency Check (3D-TC2) that uses motion as a physical invariant to detect temporal inconsistencies between detected 3D objects and expected 3D objects in LiDAR-based perception systems. We implemented a prototype of 3D-TC2 and showed that it can detect spoofed Vehicle (Car) objects with a detection success rate of 98% and detection recall of 91% at 41Hz.

In future work, we intend to explore alternative approaches for motion prediction such as Kalman and particle filters, the use of alternative sequence models, and a new attack detection strategies suitable for smaller objects. We also intend to consider a stronger adversary that is able to perform injection into continuous frames (temporal attacks) and study the robustness of the 3D-TC2 approach to such attacks.