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Abstract

Artificial Spiking Neural Networks (ASNNs) promise greater information processing efficiency because of discrete event-based (i.e., spike) computation. Several Machine Learning (ML) applications use biologically inspired plasticity mechanisms as unsupervised learning techniques to increase the robustness of ASNNs while preserving efficiency. Spike Time Dependent Plasticity (STDP) and Intrinsic Plasticity (IP) (i.e., dynamic spiking threshold adaptation) are two such mechanisms that have been combined to form an ensemble learning method. However, it is not clear how this ensemble learning should be regulated based on spiking activity. Moreover, previous studies have attempted threshold-based synaptic pruning following STDP, to increase inference efficiency at the cost of performance in ASNNs. However, this type of structural adaptation, that employs individual weight mechanisms, does not consider spiking activity for pruning which is a better representation of input stimuli. In this study, we aimed to investigate spike regulation using ensemble learning in an information theoretic approach, to optimize ASNNs for spatiotemporal data classification. We envisaged that plasticity-based spike-regulation and spike-based pruning will result in ASSNs that perform better in low resource situations. In this paper, a novel ensemble learning method based on entropy and network activation is introduced, which is amalgamated with a spike-rate neuron pruning technique, operated exclusively using spiking activity. Two electroencephalography (EEG) datasets are used as the input for classification experiments with a three-layer feed forward ASNN trained using one-pass learning. During the learning process, we observed neurons assembling into a hierarchy of clusters based on spiking rate. It was discovered that pruning lower spike-rate neuron clusters resulted in increased generalization or a predictable decline in performance. Moreover, the networks demonstrated avalanche-like spiking activity under ensembled learning. The findings of this study draw attention to the ability of ensemble learning to push ASNNs towards criticality and of neuron pruning to allow ASNNs to ‘forget’ unimportant information. The results of this work illustrate how plasticity-based ensemble learning in conjunction with pruning can lead to increased robustness and efficiency of ASNNs in ML applications.
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1. Introduction

The emergence of technologies such as IoT (Internet of Things) have highlighted the need for data processing techniques that are efficient under low resource situations (i.e. limited power consumption and/or memory) [1]. Quite often these techniques must deal with spatiotemporal data (STD) produced from a network of sensors. Therefore, such techniques need to consider preservation and use of vital information stored spatially and temporally during the processing. Artificial spiking neural networks (ASNNs) process data using discrete temporal events called spikes. According to the literature, these ASNNs promise greater information processing power and lower resource consumption than provided by traditional non-spiking artificial neural networks (ANNs) [2]. ASNNs have also been found to be ideal for spatiotemporal data processing since they are equipped with an inherent ability to code inputs using spikes on a temporal axis [1, 3, 4]. In contrast, ANNs require specialized architectures, such as long short-term memory (LSTM) models, to process temporal data [5]. These advantages of ASNNs have
led to recent research efforts in the exploration and development of efficient ASNN algorithms for real-world Machine Learning (ML) applications involving STD [6, 7].

Biologically inspired ASSN learning strategies such as plasticity techniques allow for the local adaptation of synaptic and/or neuron properties using asynchronous spikes. These plasticity rules can be much more efficient than methods that depend on synchronous adaptation and, non-local transmission such as error back-propagation used in ANNs. Spike time dependent plasticity (STDP) [8–10] and intrinsic plasticity (IP) [11–13] are two such biologically plausible rules used in ASNNs for unsupervised learning. A handful of studies have used these plasticity rules ensembled in ML applications for static image data classification and, reported performance at par with ANNs [14, 15]. However, it is unclear how this ensemble learning should be regulated based on spiking activity to achieve robust performance with STD. Spike-based ASNN regulation is important in enabling efficient learning and, can be vital in online and incremental learning applications where spike-regulation based on final inference can be too time consuming.

Neuronal pruning has been identified as a key process that eliminates extra or unnecessary synapses and/or neurons in the biological brain that increase the network efficiency [16]. Inspired by the biological findings, ASNNs have adapted pruning in resource restricted applications [17]. Past studies of neuronal pruning have been following *proliferate then prune* approach for individual synapses [17, 18]. However, comparing individual synaptic weights to a threshold may cause scalability issues. A probable solution to this would be neuron pruning based on spiking characteristics. Although bio-physical experiments have found such neuron pruning (i.e., apotheosis) to be helpful in network efficiency and pattern recognition [19], less is known about the effects of such mechanisms on ML applications with ASNNs.

As a result of exploring the literature on ASNNs (reported in section 2) two gaps in knowledge were identified:

1. The insufficiency of theoretically justified methods for spike regulation in ensemble learning
2. The lack of understanding in terms of neuron pruning to increase efficiency

These gaps led to the formation of two central hypotheses in terms of ensemble learning and network adaptability. For ensemble learning, if all the neurons are activated and entropy was minimized (i.e., measure of uncertainty), then the ASNN would perform better in terms of robustness and efficiency; conjectured based initial work of Lazar [20] and, findings of our previous study [21] that discussed the importance of increasing neuron activation for enhance pattern recognition. Secondly, if neurons of less spiking rate are pruned then, the performance of the ASNN trained with ensemble learning will gradually reduce ; conjectured based on the work of Iglesias and Savin [19, 22] that demonstrated hierarchical formation of neuron clusters based on input features. To test the hypotheses, we employed a feed-forward ASNN architecture, with a hidden layer trained using a single epoch. The performance was tested in a rigorous ML framework to understand training and inferring performance separately. The algorithm is used to classify Electroencephalography (EEG) data, a form of STD. In this study we make the following contributions:

- The introduction of a novel ensemble learning method based on information theory.
- The presentation of a novel neuron pruning method based on spiking rate.
- An exploration of avalanche-like spiking dynamics that may contribute to better pattern separation.

The rest of this article is organized as follows: Section 2 presents related work, Section 3 introduces the methodology and experimental framework, Section 4 elucidates the results, Section 5 discusses the results and relates them to previous work and, Section 6 concludes with limitations & future work. It should be noted that for the rest of the article the terms plasticity and learning are used interchangeably.

2. Related work

2.0.1. Standalone IP

IP was initially investigated in vitro by Stemmler and Koch [23] and, presented an unsupervised IP rule using Hodgkin-Huxley(HH) neuron [24]. This application of IP involved adjusting voltage-dependent conductance via the properties of voltage-gated ion channels. The authors elucidated the impact of IP on output firing probability distribution and its utility in maximizing mutual information. Since exponential distributions yields the highest entropy from all distributions for a non-negative random variable (i.e. given the mean is stationery), Triesch introduced an IP rule to
reduce Kullback-Leibler(KL) divergence between desired exponential and actual firing probability distributions [25]. In a similar approach, Weibull distribution was considered instead of exponential [26]. Both these studies were based on non-spiking neurons and computer generated data. Other researchers have extended the idea of information maximization and studied the effect of IP on SNNs [27–30]. Real-world applications of image recognition and speech classification was presented by Zhang and Li [29] in which IP was used with a Liquid State Machine (LSM). The synaptic weights of the LSM were fixed and, IP was tuned using $R$ resistance and $\tau_m$ membrane time constant of each neuron to achieve a desired exponential firing distribution following the KL divergence method [25]. This method was modified to adjust intrinsic properties of the neurons according to backpropagated error gradient [31]. In these studies, the weights are set randomly and kept constant [29] or changed according to backpropagation [31] where learning rules are only dependent on the spiking rate.

2.0.2. IP and STDP - Ensemble Learning

STDP is an unsupervised learning mechanism used for synaptic weight update based on spike timing. Effects of applying STDP with IP was discussed by Savin, Joshi and Triesch [22]. The authors reported neurons adapting to be responsive to independent components from the input signal (i.e. ICA-like learning) and, presented successful de-mixing of Gaussian signals. Another implementation of IP in a Liquid state machine (LSM) setup used Inter-Spike-Interval(ISI) for neuronal threshold tuning and, reported better performance with ensemble method over standalone STDP [32]. A simplistic model of IP is presented in combination with STDP by Lazar [20], which reported the advantages of such methods in time series prediction and highlights the importance of neurons operating in criticality for better performance. In this study, IP was implemented using the equation,

$$T_i(t + 1) = T_i(t) + \eta_{IP}(x_i(t) - k/N)$$

(1)

This IP algorithm increases threshold if a spike has occurred in the previous time step $T_i$ and decreases if not. This forces every unit in the network to be sensitive to the incoming stimuli. $\eta_{IP}$ is the small IP learning rate. $x_i(t)$ denotes the state (i.e. 1 or 0) at time step $t$. The total number of neurons in the network is $N$ and $k$ is decided based the desired number of neurons should be active at a given time step. In an ML setup, STDP and IP ensemble learning was discussed in [14, 15], where authors reported state of the art accuracy levels. However, these studies have not been implemented to discuss the effects of ensemble learning at a spike level nor to explore the impact of such methods at different stages of training and testing. This led us to the question as to how the ensemble learning should be regulated at a spike level for a better performance in ML.

2.1. Structural adaptation in ASNNs

In this section, we define any form of network architecture change as a structural adaptation technique. This includes adding and/or pruning neurons and/or synapses. Biologically, the brain is believed to go through a pruning after proliferation strategy [33], and this process has been observed in-vivo [34]. Presumably, it is much likely for a brain circuit to get refined for better efficiency and robustness over time. However, most SNN applications in ML can be categorized as methods implemented either to enhance robustness [7, 35–37] or efficiency [17, 18] separately.

One learning algorithm based on neuronal growth was introduced specifically for performing image recognition [35]. During the training period, at each passing of a sample, a new neuron map is evolved at the final layer. Researchers have not implemented a temporal learning method such as STDP. A similar approach involved adding neurons to the hidden layer in a winner-takes-all circuit to make a selected neuron fire first for a given class of sample during training [36]. STDP and anti-STDP rules were used between output and hidden layers of the network. In another study, a two layer SNN with a rank order rule (RO) for weight updating was used to add a new neuron at the output layer for each training sample [7]. Synaptic rewiring under STDP was introduced in separate study where a connection matrix is updated based on dynamic threshold [37]. Synaptic rewiring takes place after each training epoch. These methods have not been implemented to deal in multi-spike environment or with a consideration on biological plausibility. This may affect the scalability and adaptability of the network [16] and, restrict the algorithm from making use of different neuronal dynamics for efficient coding. Therefore we intended to follow a pruning after proliferation strategy which is biologically plausible.

Pruning based techniques of structural adaptation in the literature focuses on elimination of synapses to increase processing and implementation efficiencies. Rathi, Panda and Roy presented threshold based synaptic pruning where weights are updated according to STDP rule [18]. The threshold is a fixed value determined after evaluating the accuracy of the SNN. The
same study presents the effects of weight quantization which adjusts all weights to a fixed range of values after training is completed. A different form of structural adaptation was presented by Shi, where synapses are assigned to their lowest value based on the efficacy decided by a threshold at each epoch [17]. This leaves the possibility for a neuron to get activated at a later epoch, and synaptic elimination takes place only at the end of a training session.

The dynamic spiking activity produced by a neuron represents the input stimuli. This representation is made possible by synaptic (i.e., STDP) and non-synaptic plasticity (i.e., IP) in an ensemble learning setup. Therefore, we propose the spiking activity of a neuron to be a better representation of the input stimuli rather than the magnitude of individual synaptic weight. Hence, in contrast to the methods discussed, we focused on pruning neurons instead of individual synapses which is arguably more efficient in terms of computational cost. This form of programmed neuronal cell death known as apoptosis is observed in biology [19].

3. Methodology and Data

In order to investigate ensemble learning and neuron pruning, we employed a feed-forward SNN architecture (see Figure 1). This network is equipped with threshold adaptable LIF neurons, a combination of STDP and IP for unsupervised learning, and a classifier based on semi-supervised learning. The network is trained under batch mode with one pass learning.

3.1. Leaky Integrate and Fire Neuron

The hidden layer of the SNN consists of LIF neurons, the behavior of which can be mathematically modeled using a resistor-capacitor circuit [38] (see page 95). We selected this model due to its processing efficiency and simplicity over more biologically plausible counter parts such as HH model [39]. The model introduced by Izhikevich [40] is also capable of demonstrating many types of spiking behavior with low computational cost. However, this model consists of four independent parameters and two differential equations. Since our main objective was to investigate ensemble learning and network adaptability, we opted for the more simplistic, computationally efficient solution which is the LIF. Moreover, unlike a regular LIF use, since our implementation involves IP, we expected more dynamism in firing types [39].

![Figure 1: SNN algorithm used for experimentation with a single hidden layer. The input layer consists of LIF neuron pairs capable of propagating both excitatory and inhibitory spikes (Red-excitatory and black-inhibitory). Synapses between input and hidden layer are connected and updated using STDP [9]. The hidden layer neurons undergo a threshold adaptation during the training. Based on the spiking rate during the training cycle, the hidden layer is pruned. The output layer evolves each time a sample is trained or tested. Hidden-to-output synapses are all excitatory where weight initiation is based on RO.](image)

Here, the time constant $\tau_m$ is the multiplication of resistance $R$ and the capacitance $C$. The membrane potential $v_i$ change with the time dependent input current $I_i$, given that the neuron is not within the refractory period. During refractory the voltage resets to $v_{rest}$. Moreover, the spike generation of neuron is given in the form of a dirac delta function.

$$\delta(s_t) = \begin{cases} 1, & \text{if } v_t = v_{\text{thresh}} \\ 0, & \text{otherwise.} \end{cases}$$

A firing $s_t$ in the neuron takes place if the membrane potential $v_i$ reaches threshold voltage $v_{\text{thresh}}$. A firing is represented by 1 and non-firing by 0.

3.2. Spike Time Dependent Plasticity

We used the standard form of STDP [8–10] to update weights between the input and the hidden layer.
This unsupervised method of learning can be used effectively to learn from local spiking patterns [41]. In literature, we find other forms of STDP such as anti-STDP [36], power law weight-dependent STDP [18] and Dopamine modulated-STDP [15]. We decided to proceed with the basic form of STDP which is the foundation of all the other methods, enabling the findings to be more generalizable. One of the key implications of STDP plasticity is it's tendency to produce “runaway synaptic potentiation” where synapses get caught up in potentiation or depreciation loop which destabilizes the network [42]. The spikes produced under such situations are not truly representative of the input stimuli. Previous literature suggests IP to be a remedial action against such destabilization [14].

$$F(\Delta t) = A_+ \exp(-\Delta t/\tau_{pos}) \Delta t > 0$$ \hspace{1cm} (4)  
$$F(\Delta t) = -A_- \exp(-\Delta t/\tau_{neg}) \Delta t < 0$$ \hspace{1cm} (5)  

$$\Delta W_{ij} = \sum_a \sum_p b_{ij} F(t_m^n - t_m^p)$$ \hspace{1cm} (6)

In 4 and 5, the function $F(\Delta t)$ refers to long term potentiation (LTP) and depression (LTD) respectively. LTP takes place if the post-synaptic neuron fires after the pre-synaptic neuron where time gap between the firings, $\Delta t$ becomes positive. It becomes negative if the firing sequence happens vise-versa, leading to LTD. $\tau_{pos}$ and $\tau_{neg}$ denote the positive and negative time windows respectively for the synaptic modification. Factors $A_+$ and $A_-$ are used for positive and negative synaptic modification. The cumulative weight change is denoted by $W_{ij}$ where post-synaptic firing is considered from $a$ to $b$ and pre-synaptic from $p$ to $q$. Firing at a given time $m$ by post-synaptic neuron is given as $t_m^n$ and pre-synaptic neuron firing at time $n$ by $t_j^p$.  

### 3.3. Intrinsic Plasticity

Inspired by the IP implementation introduced by Lazar [20], we took a similar approach to implement a IP learning mechanism to operate with STDP. However, instead of the single learning rate introduced in 1, we used two separate learning rates $\theta_{pos}$ and $\theta_{neg}$. This enabled us to increase or decrease $v_{thrf}(t)$ at different rates based on incoming spiking activity providing more flexibility around threshold adjustment.

$$v_{thrf}(t) = \begin{cases} v_{thrf}(t-1) + N\theta_{pos}v_{init}, & s(t-1) = 1 \\ v_{thrf}(t-1) - N\theta_{neg}v_{init}, & \text{otherwise} \end{cases}$$ \hspace{1cm} (7)

In equation 7, the current voltage threshold $v_{thrf}(t)$ is dependent on the previous time step’s spike event. If the inter-spike-interval (ISI) [38] is 1ms , then threshold is increased by a factor of the initial threshold of the neuron $v_{init}$. The factor is decided by multiplying learning rate $\theta_{pos}$ by number of neurons in the hidden layer $N$. If a spike did not occur, the threshold is reduced by a learning rate of $\theta_{neg}$ increasing the spiking probability of the neuron. Both learning rates are small allowing IP to take place throughout the training period avoiding early saturation.

In order to adjust $\theta_{pos}$ and $\theta_{neg}$ (i.e., the learning rates controlling the threshold), we formulated a guided method with two dependent parameters namely information entropy [43] and active neurons[20]. We hypothesized the classifier to make less errors when the uncertainty is at lowest, given that maximum number of neurons were active(see Figure 4). In information theory, entropy is a measure of uncertainty or average amount of information stored in a random variable [43], whereas high number of active neurons contributes towards better pattern separation[20]. Entropy was calculated based on the spiking probability distribution produced during training. This method is different to SpiKL-IP tuning method introduced by Zhang and Li [29] where output spiking is adjusted using reciprocals of LIF membrane time constant and resistance to produce an exponential firing distribution. Our method is more inline with [20] and [32] using direct threshold adjustments.

$$H(X) = -\sum_{i=1}^{n} P(x_i) \log_b P(x_i)$$ \hspace{1cm} (8)

For the entropy equation 8, we calculated the probability of spiking rates $P(x_i)$, according to spiking rate probability density function (PDF) of the entire network. This PDF was obtained after a training batch is processed. In other words, our method evaluates the
PDF of the entire neuron population to make changes to the excitability of all neurons. This consideration of the global activity is influenced by underlying local modifications of STDP.

### 3.3.1. Neuron Pruning

Neuron pruning is found to be activity dependent in biological systems [16] and, considered as an integral part of neuronal development [44]. Iglasias and Villa investigated apoptosis in a large scale ASNN trained using STDP [19]. This study reported network stabilization and emergence of cell assemblies producing recurrent spiking sequences. The decision for apoptosis was based on neuronal firing rate.

We adopted a similar approach where the decision to prune a neuron was based on spiking rate, calculated after completing the training cycle (i.e., STDP+IP only). With the introduction of IP which is found to be capable of learning independent features from the input [22], we hypothesized the spiking rate of a given neuron (i.e., after training) to be proportional to its contribution towards pattern separation. It is important to note that, computational implementation of this method is a deactivation rather than a complete pruning. The computational cost of this approach is lesser compared to individual synaptic pruning, which requires checking each synaptic weight against a threshold [17, 18]. Moreover, this method does not require the classifier to be trained since the pruning is solely based on spiking activity rather than network performance.

\[
C(x) = \sum_{i=0}^{n}[s_i = x] \text{ if } x = 1
\]

\[
P(x) = \frac{C(x)}{n}
\]

Considering \(x\) to be a neuron in the hidden layer, our algorithm maintains a count of firing during the training period \(C(x)\). In the equation, \(n\) is the final time point of training simulation. If the spiking rate is higher than a threshold decided based on the firing rate distribution, it is preserved while the rest is pruned.

#### 3.4. Classifier learning

The classifier of the network is inspired by [6] and, follows a semi-supervised approach for sample classification. Every training sample is represented by an output neuron which is evolved at each propagation. All the hidden layer neurons are connected to this output layer via excitatory synapses where ranker order [45] rule is used for weight initiation and, spike counting is used to update the weight.

\[
w_{i,j}(\text{initial}) = \alpha \mod \text{order}(i,j)
\]

\[
w_{i,j}(\text{final}) = w_{i,j}(\text{initial}) + \sum_{d} d
\]

When \(i\) pre-synaptic neuron is connected to \(j\) postsynaptic neuron, the weights are initiated according to the exponent of the modulation factor \(\text{mod}\). The learning parameter is denoted by \(\alpha\). For the first spike arrival \(\text{order}(i, j)\) is 0, therefore gets the highest weight and other weights allocated in a decreasing manner. Following the weight initiation, a drifts parameter \(d\) is used to increase or decrease the initial weight according to spike arrival at each time step \(t\). At the inference stage, the similarities between neurons evolved are calculated using euclidean distance to label the testing sample.

#### 3.5. Experimental Framework

##### 3.5.1. Data sets used

To test the methods discussed, we used electroencephalogram (EEG) data in a classification setup. We selected two datasets to cover EEG signals related motor movements and human emotions. For both datasets, samples were stored in comma separated values (csv) files. The format of a file is represented by an \([m, n]\) matrix where \(m\) and \(n\) refer to EEG channels and time points (tec\(s\)) respectively. Each value in data represents the instantaneous voltage \((x_i, v)\) recorded in microvolts. The first data set used was from a study conducted previously to test feasibility of SNNs in recognizing wrist positions [47]. EEG was collected from three healthy participants performing wrist flexion, extension or rest. Each position was held on command for two seconds with the participants’ eyes closed to collect EEG which were sampled at 128Hz latter on. A 14 channel EEG cap was used to collect data from locations defined under international 10-20 locations. No additional artifact removal or filtering process was carried out. The final dataset consisted of 60 samples in a 14 by 128 matrix with 20 samples for each class (i.e., wrist flexion, extension or rest). This data set will be referred to as the Wrist dataset hereon.

The second dataset is widely used for emotion recognition tasks, commonly referred to as the DEAP dataset [48]. The DEAP data set consists of EEG samples collected from 32 participants while watching 40, one minute video clips. A 32 channel EEG cap was used with electrodes placed according to international 10-20 locations. Each participant rated the video on scales of valence, arousal, dominance and liking using a self-assessment manikin. We used the pre-processed data
Figure 3: Flow chart representation of the ensembled learning and pruning process. Analogue EEG signals are converted to spikes using Address Event Representation (AER) [46] encoding method Appendix B. STDP (Equations 4, 5 & 6) and IP (Equations 7) implemented as an ensemble learning method to operate simulatnoeously. If average active neurons η is maximized, entropy of the spiking PDF is evaluated (Equation 8) to adjust IP learning rates, $\theta_{pos}$ and $\theta_{neg}$. Once the classifier is trained (Equations 11 & 12), network pruning is applied (Equations 9 & 10).
set which is free of artifacts caused by eye movement, filtered using 4Hz to 45Hz bandpass filter and down-sampled to 128Hz. We removed six non-EEG data fields and applied an averaging window on the time vector as a data reduction process to expedite data processing during experimentation [49]. The window size was set to 32 which enabled single experiment step of 5-fold cross-validation and 70/30 split testing to complete within 30 minutes (Experiments were conducted in a core i7 machine with 16GB RAM). Final pre-processed dataset consisted of 1086 EEG samples labeled into two classes: Low arousal = arousal ≤ 5 and high arousal = arousal > 5. Each class consisted of 543 samples in a 32 by 252 matrix.

3.5.2. Data encoding

EEG is a time varying analogue signal where instantaneous voltage amplitude is recorded. Since artificial spiking neurons are restricted to spiking or non-spiking states only (i.e., one or zero computational representation), the input voltage amplitudes of EEG signals should be converted to a spiking equivalent. In this study we used Address Event Representation (AER) encoding since it operates based on the rate of voltage change with a high processing efficiency [46]. The rate of voltage change is a strong indication of neuronal events and, user defined threshold in AER allows sensitivity adjustments to such rate changes. This threshold was set to 0.5 according to the findings of our previous study [21].

3.5.3. Performance evaluation criteria

To evaluate the performance of each method, we selected three metrics namely: classification accuracy, F1-score, and Cohen’s Kappa. We evaluated results using these metrics under 70/30 training testing split and five-fold cross-validation (CV). Before training the network, data is split (i.e. 70% for training and 30% testing) and, CV implemented using the training set only to analyze the training data-fit. We selected five-fold cross validation considering the size of the training data set. After CV, the network is reinitialized and, retrained with training data followed by testing with 30% of unseen data. Apart from the standard accuracy measurement, we included F1-score to represent precision and recall of the classifier and, Kappa static to compare performance against random chance. We tested each method for both pattern separation capability (i.e., Robustness) and model performance under changing input and/or output environments (i.e., Adaptability) [16]. The SNN introduced here learns through one pass learning and, we have run each simulation 30 times with randomization incorporated in sample selection, weight initiation and input mapping. This challenges the model at each train-test cycle and, would help assess the adaptability of the algorithm.

3.5.4. Experiment layout

Experiments were conducted under three comparable approaches. Firstly, both datasets were modeled using only STDP. In the second approach, IP was applied with STDP (i.e., ensemble learning). Thirdly, a model trained with ensemble learning was pruned, based on firing rates of the neurons of the hidden layer. The initial networks consisted of 200 and 300 hidden neurons for Wrist and DEAP datasets respectively. We changed the initial network sizes due to the difference in sample sizes of the two datasets. Throughout the experimentation, non of the hyper-parameters (i.e. set before training) were changed, enabling a fair comparison between the approaches experimented. Only the IP learning rates were tuned to regulate spiking and, pruning rate thresholds were changed to explore the effects comparatively. The IP learning rates were restricted between 1 to 1×10−10 after initial experimentation. These smaller values enable the network to produce balanced firing during the entire training period [20]. The pruning thresholds were decided based on activation levels of clusters of neurons observed. All hyper-parameter values of the ASNN can be found in Appendix C.

4. Results

4.1. Wrist dataset

In this section we present the results obtained from different approaches experimented: STDP only, ensemble learning (STDP+IP) and, network trained with ensemble learning pruned. The raster plots and firing distributions presented were obtained after propagating the training data set through trained networks.

4.1.1. STDP and IP combined learning

The key requirement for IP learning is the selection of values for $\theta_{pos}$ and $\theta_{neg}$ (According to the IP equations 7, here we have made reference to both values in terms of magnitude only). In general, if $\theta_{pos}$ increased above 0.001 with $\theta_{neg}$ is set to zero, the spikes vanishes towards the end of the training cycle (i.e. when 70% of data is used for training). If the conditions were reversed, the network became over-activated (See Fig. A.12a).
Figure 4: a) Result of sweeping $\theta_{\text{neg}}$ from $1 \times 10^{-7}$ to $1 \times 10^{-3}$ on $\eta$ (Orange) and Entropy (Blue) while $\theta_{\text{pos}}$ is kept constant at $1 \times 10^{-3}$. b) Result of sweeping $\theta_{\text{pos}}$ from $1 \times 10^{-5}$ to 1 on $\eta$ (Orange) and Entropy (Blue) while $\theta_{\text{neg}}$ is kept constant at $1 \times 10^{-3}$.

As shown in Fig. 4a when $\theta_{\text{pos}}$ & $\theta_{\text{neg}}$ was set to $1 \times 10^{-3}$ and $1 \times 10^{-5}$ respectively, the ASNN produced minimum uncertainty under all neurons being activated at the hidden layer as per our hypothesis. We used the same heuristic method for tuning IP learning rates for both data sets (See Appendix C for learning rates and other hyperparameter values).

When comparing the spike train differences between Fig. 5a and Fig. 5b, sparseness of the latter is evident. This sparseness is observed both temporally (i.e., along the time axis) and spatially (i.e., among neighboring neurons). Interestingly, within the sparsity observed in Fig. 5b, scattered bursts of spiking emerged in each neuron as seen in the zoom enlargement. Standalone STDP only seemed to operate the hidden layer neurons in either firing with high or low frequency regimes, with occasional neurons maintaining firing rates in between as per Fig. 5c. This indicates high number of neurons showing low spiking rates with peripheral spiking rates being scattered fitting in to a decaying exponential. In contrast, Fig. 5d shows a left tailed normal distribution with ensemble learning.

In terms of spiking rates, STDP recorded $0.032(\pm 0.003, \text{range } = 0.01)$, whereas ensemble learning recorded $0.009(\pm 2 \times 10^{-4}, \text{range } = 0.001)$ over 30 cycles of random testing conducted. This translates to better efficiency in terms of information encoding with ensemble learning: which utilizes 3.6 times lesser amount of spikes on average for information encoding compared to standalone STDP ($t$-test, $p < 0.05$).

Before pruning was applied, we tested the methods of STDP only and ensemble learning using the classifier presented in 3.4. We ran 5-fold cross-validation and a 70/30 split testing across the Accuracy, F1-Score and Kappa matrices. The ensemble learning demonstrated better robustness with increased average performance and lesser outliers compared to standalone STDP as per Fig. 6. However, when considering the results of cross-validation and split testing in ensemble learning showed a slight over-fitting.

4.1.2. Network Pruning

Based on the pruning hypothesis in 3.3.1, we selected three pruning rate thresholds from the network firing rate distribution. This selection enabled us to analyze network performance comparatively. The pruning spike-rate thresholds were $0.017$, $0.052$ and $0.087$ which pruned on average $17\%$, $21\%$ and $24\%$ of the network respectively. These three thresholds represent the lowest clusters of contribution according to our pruning hypothesis.

From the three pruning thresholds, the lowest threshold resulted the highest, whereas the others yielded lower performances as shown in Fig. 7a: in terms of robustness and adaptability. This pattern was observed across all performance metrics. In particular, the higher thresholds dropped performance by $5\%$ on average.

Interestingly, the pruned SNN (i.e., under the lowest threshold) demonstrated better performance comparison to standalone STDP and STDP+IP approaches as per Fig. 7b.

Table 1 summarizes the average robustness resulted during different approaches discussed in this section. An over-fit of 1-2% is present in standalone STDP which had grown to an over-fit of 4-8% with STDP+IP.
Figure 5: Spiking raster plots and firing distributions obtained after propagating the training data over the trained network a) Standalone STDP raster b) STDP+IP raster c) Standalone STDP firing distribution d) STDP+IP firing distribution
across all matrices. Pruning results indicate the countering effect that has elevated generalization capability by 2-5%.

4.2. DEAP data set

This section presents the results of performing the same experiments as detailed for the Wrist dataset with the DEAP dataset.

4.2.1. STDP and IP combined learning

With the DEAP dataset, we observed sparseness of spiking with ensemble learning, when compared with standalone STDP. Fig. 8 illustrates sparse spiking after ensemble learning.

The zoom enlargement in Fig. 8 shows the sizes of spike bursts observed. Two observation can be stated when these bursts are compared with that of Wrist data experiment: a) bursts observed are much shorter, b) diversity of burst sizes are minimal. Moreover, observing the entire raster plot, similar size bursts are aligned vertically indicating minimum temporal diversity. In contrary, the network trained with STDP only, showed large group of neurons firing constantly at high rates.

The spiking distributions in STDP produced a bimodal distribution where large number of neurons were concentrated on high or low firing rates as per Fig. 9a. After applying IP, this firing rate diversity was further reduced and, resulted in a normal spike distribution (see Fig. 9b). When these spiking distributions are compared with Wrist data distributions, the lack of diversity in spiking rates are evident.

The spiking rates of STDP recorded $0.066(\pm 0.002, \text{range} = 0.009)$, whereas ensemble learning recorded $0.001(\pm 0.05 \times 10^{-7}, \text{range} = 1.7 \times 10^{-6})$ over 30 cycles of random testing conducted. This translates to better efficiency in terms of information encoding with ensemble learning: which utilizes 65 times lesser amount of spikes on average for information encoding compared to standalone STDP ($\text{twosamplet - test, } p < 0.05$).

In terms of robustness, STDP+IP showed 1-3% improvement in all matrices of measurement, than standalone STDP. Adaptability was also better with IP which is indicated by the lower dispersion of performance (Fig. 10). We did not observe any over-fitting condition with the DEAP data unlike with the Wrist data.
Figure 7: a) Pruned network accuracy performance compared under 70\%/30% train-test split b) Comparison of 70\%/30% train-split performance after STDP only, STDP+IP and STDP+IP Pruned (denoted as Pr) approaches. Split testing is denoted by TAcc for Accuracy, F1 for F1-Score and Kap for Kappa value.

Figure 8: Spiking raster plot obtained after propagating the training data over the trained network using STDP+IP

Figure 9: a) Spiking distribution under standalone STDP b) Spiking distribution under STDP+IP
data, but the overall performance in terms of pattern separation was low.

4.2.2. Network Pruning

We pruned the network trained using ensemble learning under three different pruning spike-rate thresholds of \(8.2 \times 10^{-4}, 8.8 \times 10^{-4}\) and \(9.3 \times 10^{-4}\). These thresholds were assigned based on the three lowest spiking rates observed in the network. The average testing accuracy was recorded at \(0.62 (\pm 0.03), range = 0.11)\), \(0.61 (\pm 0.034), range = 0.12\) and \(0.61 (\pm 0.031), range = 0.16\) for \(8.2 \times 10^{-4}, 8.8 \times 10^{-4}\) and \(9.3 \times 10^{-4}\) pruning thresholds respectively. These thresholds pruned the network on average by 26%, 29% and 36%. The initial pruning threshold, \(8.2 \times 10^{-4}\) yiedled higher robustness, than the standalone STDP, with 26% of the neurons removed. The performance summary under three approaches are given in Table 2.

5. Discussion

The results presented clearly indicates the superiority of the ensemble learning approach over standalone STDP, in terms of robustness, adaptability and, process-

| Metric   | STDP only | STDP+IP | Pruned* |
|----------|-----------|---------|---------|
|          | C.V Test  | C.V Test| C.V Test|
| Accuracy | 0.606 0.601| 0.622 0.624| 0.617     |
| F1-Score | 0.605 0.597| 0.617 0.618| 0.612     |
| Kappa    | 0.212 0.202| 0.243 0.248| 0.234     |

*Testing results after 26% of the original network was pruned following STDP+IP training.
ing efficiency (See Fig.6 and Fig.10). Moreover, the application of neuron pruning after ensemble learning countered over-fitting conditions (i.e., in Wrist data) or gradually decreased inference performance. Interestingly, even if 25% the network was pruned, the average inference performance remained better than standalone STDP for both data sets.

After applying ensemble learning, we observed a cluster of low firing neurons separated from the main firing distribution with Wrist data (see Fig.5d). This was not the case with DEAP data (see Fig.9b) where diversity of spiking rates observed was minimum. The pruning of low firing neurons rectified over-fitting in Wrist data and reduced the performance with DEAP data. In computational biology, Savin and Joshi proposed IP and synaptic scaling to complement STDP to enable single neurons to learn independent components from the input [22]. Accordingly, we propose the low firing neuron cluster to represent minute features causing over-fitting. Furthermore, the similarity of the input spikes may have caused less diversity in spiking distribution that resulted in lower accuracy with DEAP data.

The novel IP tuning method introduced in this paper use two parameters to regulate spiking activity, namely; neuron activation and reduced entropy (refer section 3.3). These parameters are measured using the entire network activity, enabling low but not too low level of spiking [27] and, maintaining a firing homeostasis while preventing runaway synaptic potentiation (see sparser firing in Fig.5a & Fig.8). In ML perspective, runaway synaptic potentiation decreases efficiency due to overpopulation of spikes. These findings keeps inline with previous studies [42, 50], which discussed the ability of IP in countering runaway synaptic potentiation.

Our method of IP adaptation is different compared to SPIKL-IP [29], which uses a singular objective of information maximization without STDP. According to information maximization rule presented by Bell and Sejnowski [51], maximizing output entropy would increase the mutual transfer of information from input to output. They also pointed out, that an exponential output firing distribution would correspond to a maximum entropy. Interestingly, when comparing the performances(See Fig.6 and Fig.10) and firing distributions(See Fig.5d & Fig.9a) of Wrist and DEAP data, we can observe the following: if standalone STDP produces an exponential firing distribution (i.e. maximum information transfer)(See Fig.5), proposed ensemble method would greatly enhance performance( 8-13% see Table 1). However, if standalone STDP does not produce an exponential output firing distribution (See DEAP output firing distribution Fig.9b), the performance enhancement with ensemble learning is less ( 1-3% see Table2). This translates to either STDP learning rates not enabling maximum information transfer or inadequacy of salient information from the input. Nevertheless, in both instances of modeling discussed in this paper, ensemble learning produced normal firing distributions. Therefore, according to our experiments, tuning learning rates to obtain a desired exponential [29] or Weibull [27] firing output distribution may not be essential when IP is applied with STDP in a multi-spike environment for better ML performance.

The method of network adaptability discussed here differs from previous studies [17, 18] due to the use of ensemble plasticity and, spike-rate neuron pruning used instead of synaptic pruning. Since the neuron spiking is more representative of the temporal features, this method can amalgamate a soft-pruning mechanism[17] without removing the neuron completely which can be beneficial if the robustness of the network is lower as per the instance with the DEAP data. Furthermore, since this adaptive mechanism is based on unsupervised learning, it can be used as a Neural Architecture Search (NAS) [52] before complete training or hyperparameter optimization. The combined method of ensemble learning and pruning can also be converted to online learning since IP learning rates and pruning thresholds are adjusted primarily based on spiking activity, rather than final inference result.

An important spiking behavior was observed which appears to push neurons to operate at a critical stage or “edge of chaos”[53] which helps achieve higher performance and computational efficiency[54]. These bursts of spikes that we observed (see Fig.5b) are often referred to as avalanches. High performance at the presence of avalanches is clearly evident when spiking behavior of ensemble learning is compared between Wrist data and DEAP data. This performance enhancement ability of avalanches has been proposed previously in biological modeling [32]. This is an important area that needs further investigations that may open windows for ASNN to perform better since the information representation capability can be further enhanced beyond spike time, rate or rank.

6. Conclusion

In this work we present an unsupervised ensemble learning method (by combining STDP and IP) with a spike regulation strategy, developed based on information theory. This method is then amalgamated with a biologically inspired network pruning mechanism. We
have evaluated these methods on a rigorous ML framework and, attempted to interpret results at the fundamental level of spikes. The spike-based ensemble learning and pruning methods discussed in this paper can enhance robustness and increase efficiency particularly in multi-spike learning tasks. These methods can be adapted for batch-learning, online-learning or architectural searches before extensive training and/or hyper-parameter optimizations.

In terms of limitations, the data sets we have used in this study are balanced, which restrict us from discussing its performance on unbalanced data. Moreover, we used a common spike encoding mechanism to both tasks; this is a crucial point in modeling with obvious implications on ML performance. Apart from addressing the said limitations, we are motivated to: a) explore further on ASNNs operating in “edge of chaos”, guided by ensemble learning and apoptosis b) develop online ASNN algorithms using methods discussed c) implement participant specific ASNN models for neuropsychological hypothesis generation, as apart of our future work.
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Appendix A. Spiking raster plots under different learning parameter settings

Figure A.12: Spiking raster plots under different $\theta_{pos}$ and $\theta_{neg}$ conditions a) $\theta_{pos} < \theta_{neg}$ b) $\theta_{pos} = \theta_{neg}$

Appendix B. AER algorithm

Algorithm 1: AER encoding algorithm for spike conversion

1: function AER ($x(t), f$):
2:     Input : EEG channel data $x(t)$ and factor $f$
3:     Output: Spike train $s(t)$
4:     for $t = 1 : \text{length}(x(t))$ do
5:         $t_{\text{tempdiff}} f(t) = x(t+1) - x(t)$
6:         return $t_{\text{tempdiff}} f(t)$
7:     end
8:     $t_{\text{tempdiff}} f(\text{end}) = t_{\text{tempdiff}} f(\text{end-1})$
9:     $\text{threshold} = \text{mean}(t_{\text{tempdiff}} f(t)) + (f \ast \text{std}(t_{\text{tempdiff}} f(t)))$
10:    for $t = 1 : \text{length}(x(t))$ do
11:        if $t_{\text{tempdiff}} f(t) > \text{threshold}$ then
12:            $s(t) = 1$
13:        else if $t_{\text{tempdiff}} f(t) < \text{threshold}$ then
14:            $s(t) = -1$
15:        end
16:    end
17: return $s(t)$;
Appendix C. Hyper-parameter settings

Table C.3: Hyper-parameter values used for experimentation

| Processing step | Hyper-parameter | Value       |
|-----------------|-----------------|-------------|
|                 | AER Encoder     | factor      | 0.5         |
| LIF             | $v_{init}$      | 0.05        |
|                 | $v_{rest}$      | 0           |
|                 | $t_{refractory}$| 5           |
|                 | $R$             | 1           |
|                 | $C$             | 10          |
|                 | $\eta_{init}^a$| 200         |
|                 | $\eta_{init}^b$| 300         |
| STDP            | $A_+$           | 0.001       |
|                 | $A_-$           | 0.001       |
|                 | $\tau_{pos}$   | 10          |
|                 | $\tau_{neg}$   | 10          |
|                 | $w_{max}$       | +0.1        |
|                 | $w_{min}$       | -0.1        |
| IP              | $\theta_{pos}^a$| $1 \times 10^{-5}$ |
|                 | $\theta_{neg}^a$| $1 \times 10^{-5}$ |
|                 | $\theta_{pos}^b$| $7 \times 10^{-5}$ |
|                 | $\theta_{neg}^b$| $7 \times 10^{-8}$ |
| Classifier      | $\alpha$        | 1           |
|                 | mod             | 0.8         |
|                 | drift           | 0.001       |

a For Wrist Flexion data set modeling
b For DEAP data modeling