Dynamical quantum phase transitions in the quantum Potts chain
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We analyze the dynamics of the return amplitude following a sudden quench in the three-state quantum Potts chain. For quenches crossing the quantum critical point from the paramagnetic to the ferromagnetic phase, the corresponding rate function is non-analytic at critical times and behaves linearly in their vicinity. In particular, we find no indication of a link between the time evolution close to the critical times and the scaling properties of the quantum critical point in the Potts chain.
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I. INTRODUCTION

Over the last decade, there has been a tremendous interest in the dynamics of quantum systems after the sudden change of one of its parameters (quantum quenches)\textsuperscript{1} One object that has been studied intensively is the return amplitude\textsuperscript{2}

$$G(t) = \langle \Psi_0 | e^{-iTt} | \Psi_0 \rangle$$ (1)

which describes the overlap of the time-evolved state $|\Psi(t)\rangle = e^{-iTt} |\Psi_0\rangle$ with the initial one $|\Psi_0\rangle$. In particular, Heyl et al.\textsuperscript{3} investigated the formal similarity between the boundary partition function\textsuperscript{4}

$$Z(z) = \langle \Psi_0 | e^{-zH} | \Psi_0 \rangle$$ (2)

and the return amplitude (1) under the analytic continuation $z = it$. For quenches in the transverse-field Ising chain, they showed that the lines of zeros of Eq. (2) cross the imaginary axis at specific points $z = it^*_n$ provided the quench is between different phases of the system. These crossings imply the existence of critical times $t^*_n$ at which the rate function

$$l(t) = -\frac{1}{L} \ln |G(t)|^2,$$ (3)

with $L$ denoting the length of the system, shows a non-analytic behavior $l(t) \sim |t - t^*_n|$ for $t \to t^*_n$. This observation was coined\textsuperscript{5} dynamical quantum phase transition (DQPT). Various aspects of DQPTs were subsequently investigated in several other systems\textsuperscript{6–26} in particular, it was shown that non-analycities in the rate function\textsuperscript{5} can also show up in the dynamics after quenches that do not cross a quantum phase transition\textsuperscript{26–28}. Significant progress has been made regarding the experimental observation of DQPTs in atomic\textsuperscript{29–31} and ionic\textsuperscript{32} systems in optical lattices.

Recently, Heyl\textsuperscript{3} employed renormalization-group (RG) arguments to propose a relation between DQPTs and unstable fixed points of the RG flow of the underlying model in thermal equilibrium. For example, he argued that the rate function (3) in the prototypical transverse-field Ising chain close to the critical times is given by

$$l(t) \sim |t - t^*_n|^{d/y}$$ (4)

with $d = 1$ the dimension of the system and $y = 1$ the RG eigenvalue at the unstable fixed point. This linear behavior is consistent with earlier results for the transverse-field Ising chain\textsuperscript{24} as well as for the axial next-nearest-neighbour Ising model\textsuperscript{5}.

It is an interesting question whether systems exist that exhibit DQPTs with non-linear scaling behavior close to the critical times. In light of the conjectured relation between DQPTs and the universal properties in equilibrium, a natural candidate is a model featuring a quantum critical point with a non-trivial RG eigenvalue $y$. This motivates us to investigate the dynamics of the three-state quantum Potts chain\textsuperscript{32–34} which possesses a paramagnetic (PM) and a ferromagnetic (FM) phase separated by a quantum critical point with $y = 6/5$. For quenches from the PM to the FM phase, we find that the rate function shows non-analyticities at critical times $t^*$ but behaves linearly in their close vicinity, $l(t) \sim |t - t^*|$. This result is supported both by an exact analytical solution that we obtain for special quench parameters as well as by numerical matrix product state simulations for general situations. In other words, there seems to be \textit{no relation} between the time evolution of the rate function $l(t)$ close to the critical times $t^*$ and the scaling properties of the quantum critical point in the three-state quantum Potts chain. For opposite quenches from the FM to PM phase, the behavior is more complicated. If one starts from a fully-polarized FM state and quenches to a system with infinite transverse field, no non-analyticities appear; if the quench ends at a finite transverse field, a time scale exists after which non-analytic behavior develops.

This article is organized as follows: In Sec. II, we first review the some facts about the three-state quantum Potts chain. In Sec. III, we present our results for quenches from the PM phase to the FM phase, which contain both exact analytical results for a special limit as well as numerical simulations obtained using a standard time-dependent density-matrix renormalization-
group (DMRG) algorithm. In Sec. IV we provide a discussion of our results in light of the previous RG analyses. In Sec. V the opposite quench from the FM to the PM is studied, before we conclude in Sec. VI.

II. THREE-STATE QUANTUM POTTS CHAIN

In this work, we consider the three-state quantum Potts chain defined by the Hamiltonian

$$H = -J \sum_i (\sigma_i^+ \sigma_{i+1}^+ + \sigma_i^- \sigma_{i+1}^-) - f \sum_i (\tau_i^+ + \tau_i^-), \quad (5)$$

where the operators $\sigma_i$ and $\tau_i$ act on the three states of the local Hilbert space at site $i$, which we label by $|A\rangle_i$, $|B\rangle_i$, and $|C\rangle_i$, respectively. Their explicit matrix representation is given by

$$\sigma = \begin{pmatrix} 1 & 0 & 0 \\ 0 & \omega & 0 \\ 0 & 0 & \omega^2 \end{pmatrix}, \quad \tau = \begin{pmatrix} 0 & 0 & 1 \\ 1 & 0 & 0 \\ 0 & 1 & 0 \end{pmatrix}, \quad (6)$$

with $\omega = \exp(2\pi i/3)$. We assume $J, f \geq 0$. For $f < J$, the model possesses a PM phase with a three-fold degenerate ground state that spontaneously breaks the $S_3$ symmetry. For $f > J$, the model is in a PM regime with a unique ground state.

The two phases are separated by a quantum critical point at $f = f_c = J$ which is described by the minimal conformal field theory with central charge $c = 4/5$ and $\nu = 1/y = 5/6$ the critical exponent of the correlation length; i.e., close to the critical point, the correlation length diverges as $\xi \sim |f - f_c|^{-\nu}$.

We now study the time evolution of the return amplitude after sudden quenches between the two phases; we begin with quenches from the PM to the FM side.

III. QUENCH PM TO FM

In this work, we investigate DQPTs after quenches from the PM to the FM phase. The quench protocol is implemented by suddenly switching the transverse field $f$ from its initial value $f = f_0$ to its final value $f = f_1$ while keeping the interaction $J$ constant.

First, we consider a special limit in which the rate function can be obtained analytically: We start from the perfect PM state ($f_0 = \infty$) and quench to the classical PM chain ($f_1 = 0$). The initial state is given by

$$|\Psi_0\rangle = \frac{1}{3^{L/2}} \prod_i (|A\rangle_i + |B\rangle_i + |C\rangle_i). \quad (7)$$

Since the final Hamiltonian is purely classical, the return amplitude takes the simple form

$$G(t) = \text{tr} M^L, \quad M = \frac{1}{3} \begin{pmatrix} e^{2iJt} & e^{-iJt} & e^{-iJt} \\ e^{-iJt} & e^{2iJt} & e^{-iJt} \\ e^{-iJt} & e^{-iJt} & e^{2iJt} \end{pmatrix}, \quad (8)$$

where periodic boundary conditions on a chain with $L$ lattice sites have been imposed. The eigenvalues of the auxiliary matrix $M$ are given by

$$\Lambda_1 = \frac{e^{-iJt}}{3} (e^{3iJt} + 2), \quad \Lambda_2 = \Lambda_3 = \frac{e^{-iJt}}{3} (e^{3iJt} - 1). \quad (9)$$

Thus, we obtain

$$G(t) = \Lambda_1(t)^L + 2\Lambda_2(t)^L, \quad (10)$$

which yields the rate function

$$l(t) = -\frac{1}{L} \ln \left| (9 \cos^3 \hat{t} + \sin^2 \hat{t})^L + 4^{L+1} \sin^{2L} \hat{t} + 2(2i)^L (3 \cos \hat{t} + i \sin \hat{t})^L \sin^L \hat{t} + 2(2i)^L (-3 \cos \hat{t} + i \sin \hat{t})^L \sin^L \hat{t} \right| + 2\ln 3, \quad (11)$$

where $\hat{t} = 3Jt/2$. The rate function is periodic, $l(t) = l(t + 2\pi/(3J))$, satisfies $l(0) = 0$, and shows non-analytic behavior at the critical times $Jt^* = 2\pi/9 + 2\pi n/3$ as well as $Jt^{**} = 4\pi/9 + 2\pi n/3$ with $n \in \mathbb{N}_0$. This is illustrated in Fig. 1. The critical times can be identified as the times at which the eigenvalues of the auxiliary matrix $M$ have equal modulus, $|\Lambda_1(t^*)| = |\Lambda_2(t^*)|$. Close to $t^*$, the rate function behaves linearly

$$l(t) \propto |t - t^*|, \quad (12)$$

which is shown explicitly in Fig. 2.

For general quench parameters, the time evolution of the return amplitude can be computed using a standard DMRG framework. We employ an infinite-system algorithm that is set up directly in the
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thermodynamic limit. The discarded weight is kept con-
stant during the real time evolution, which leads to a
dynamic increase of the bond dimension. We performed
every calculation using three different values of the dis-
carded weight in order to ensure convergence. Further
details of the numerical implementation can be found in
Ref. 6.

Examples for the time evolution of the rate function
for general quench parameters are shown in Fig. 1. We
clearly observe non-analytic behavior at critical times \( t^* \)
for arbitrary \( f_0 \) and \( f_1 \). As shown in Fig. 2 the time
evolution close to these critical times is again linear (small
deviations are not related to the error of the raw DMRG
data but most likely due to the fact that the critical time
is determined numerically with an error equal to the fi-
nite resolution \( \Delta t = 0.0005 \) of the time axis). The rate
function does not show any sign of the non-trivial ex-
ponent \( \nu = 1/y = 5/6 \) governing the quantum critical
point of the three-state Potts model. Thus, there seems
to be no relation between the dynamics of \( l(t) \) close to \( t^* \)
and the properties of the quantum critical point in the
three-state quantum Potts chain.

IV. DISCUSSION

Our analytical and numerical calculations show that the return amplitude for quenches in the Potts model
behaves linearly close to the critical times. In contrast,
Heyl’s interesting conjecture of Eq. 4, which is based on
an RG treatment for the Ising model 5 naively suggests
a power law with a non-trivial exponent of 5/6. We now
shed light on the origin of this putative discrepancy.

We first briefly review the RG analysis of Ref. 3 for
the transverse-field Ising chain governed by \( H_{\text{TFI}} =
- J \sum_i \sigma_i^z \sigma_{i+1}^z - g \sum_i \sigma_i^x \). The starting point is the obser-
vation that for a quench from a trivial PM state \( (g \rightarrow \infty) \)
to the classical FM system \((g = 0)\), the return amplitude
\( G(t) \) is formally identical to the partition function of the
classical model at a complex temperature \( T = 1/K \), i.e.,
\( G(t) = Z(K) \) where \( Z(K) = \text{tr}(e^{-K H_{\text{TFI}}} \) and \( K = \Im J t \).

A standard block decimation is then used to elimi-
nate every second site; the partition function remains un-
changed (up to a multiplicative constant) provided that
the new coupling constant \( \tilde{K} \) is related to the original
one via \( \text{tanh} \tilde{K} = \text{tanh}^2 K \). This RG equation has two
fixed points at \( K = 0 \) and \( K = \infty \) which correspond to
infinite and zero temperatures, respectively. The rela-
tion to DQPTs is now made by the observation that the
critical times \( t^*_n \) map onto the \( K = \infty \) fixed point after two
RG steps. By analyzing the scaling behavior around
\( K = \infty \), Heyl finally obtains the power-law dependence
of Eq. 4.

We stress that the relevant fixed point in Heyl’s line
of argument is the unstable, zero-temperature fixed point
\( K = 1/T = \infty \) of the classical Ising chain with \( g = 0 \), not
the quantum critical point of the quantum Ising chain
(which is located at \( T = 0 \) and \( g = 1 \)). Thus, to the
best of our understanding, the RG analysis for the Ising
chain does not provide a relation between the dynamics
of the rate function and the quantum phase transition.
Furthermore, we note that in thermal equilibrium, the
behavior around the zero-temperature fixed point \( K = \infty \) is exponential in the temperature (and thus in \( K \));
therefore, the extraction of the power-law behavior in Eq. 4
seems mathematically quite subtle.

To sum up, Heyl’s RG treatment (for the Ising chain)
does not involve the quantum critical point, thus there is
in fact no discrepancy between our results for the Potts
chain and his approach.

V. QUENCH FM TO PM

In this section, we study DQPTs after quenches from
the FM to the PM phase. The quench protocol is imple-
mented by suddenly switching the exchange interaction
\( J \) from the initial value \( J = J_0 \) to its final value \( J = J_1 \)
while keeping the transverse field \( f \) constant.

As initial state we use the fully-polarized pure state
\[ |\Psi_0\rangle = \prod_i |A_{1i}\rangle, \tag{13} \]
which is obtained as one of the ground states in the limit
\( J_0 \rightarrow \infty \). We quench to the PM phase of the Potts chain
\((J_1 < f)\). In the case of the trivial quench to \( J_1 = 0 \), the
rate function can again be calculated analytically with the
result
\[ l(t) = 2 \ln 3 - \ln |5 + 4 \cos(3Jt)|. \tag{14} \]

We stress that \( l(t) \) is completely smooth at all times even
though the quench crosses the quantum critical point.
Similar behavior has previously been observed in the XY
and XXZ spin chains. For finite \( J_1 \), we calculate the
rate function via the time-dependent DMRG; the results
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FIG. 3. (Color online) Rate function $l(t)$ for a quench starting from a fully-polarized FM state to the Potts chain with final parameters $J_1$ and $f$ (see text). For the trivial quench to $J_1 = 0$, $l(t)$ is analytic at all times [see also Eq. (14)]. For finite $J_1$, non-analyticities (kinks) develop for large enough times.

are shown in Fig. 3. Interestingly, for sufficiently small $J_1$, the first few maxima in the rate function are still smooth while kinks develop at later times. The relation between the value of $J_1$ and the time $t_c$ after which non-analyticities are observed is approximately given by $t_c \sim 1/J_1$. The behavior close to the critical times again seems to be linear (which we have checked for a limited set of parameters).

VI. CONCLUSION

We have calculated the return amplitude after sudden quenches in the three-state quantum Potts chain. This model possesses a FM and a PM phase separated by a quantum phase transition with non-trivial (i.e., non-integer) critical exponents. For quenches from the PM to the FM regime, the rate function $l(t)$ possesses non-analytic kinks at critical times $t^*$, close to which the behavior is linear, $l(t) \sim |t - t^*|$. In other words, the non-analyticities do not show any signature of the non-trivial exponents of the quantum critical point. For the quench from the FM to the PM regime, there exists a critical time $t_c$ until which the rate function remains smooth, while for later times the kinks reappear.
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