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Abstract: Despite the variety of applications that use avatars (virtual humans), how end-users perceive avatars are not fully understood, and accurately measuring these perceptions remains a challenge. To measure end-user responses more accurately to avatars, this pilot study uses a novel methodology which aims to examine and categorize end-user facial electromyography (f-EMG) responses. These responses ($n = 92$) can be categorized as pleasant, unpleasant, and neutral using control images sourced from the International Affective Picture System (IAPS). This methodology can also account for variability between participant responses to avatars. The novel methodology taken here can assist in the comparisons of avatars, such as gender(sex)-based differences. To examine these gender(sex) differences, participant responses to an avatar can be categorized as either pleasant, unpleasant, neutral or a combination. Although other factors such as age may unconsciously affect the participant responses, age was not directly considered in this work. This method may allow avatar developers to better understand how end-users objectively perceive an avatar. The recommendation of this methodology is to aim for an avatar that returns a pleasant, neutral, or pleasant-neutral response, unless an unpleasant response is the intended. This methodology demonstrates a novel and useful way forward to address some of the known variability issues found in f-EMG responses, and responses to avatar realism and uncanniness that can be used to examine gender(sex) perceptions.
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1. Introduction

The term avatar originates from the Sanskrit word for ‘incarnation’ and is commonly defined as digital models of people that either look or behave like the users they represent [1]. The potential for avatars to be effective communication mediums in human–avatar interaction (HAI) hinges on our ability to accurately measure the effect that they have on end-users. These interactions can occur in a range of serious game applications, such as military training simulations [2], educational exercises [3], and medical training scenarios [4].

Despite the different areas of use, a common key area of interest stems from how the physical appearance of an avatar may affect end-users, and importantly, how we might measure this effect. Khan and Sutcliffe [5] suggest that relatively small variations in the appearance of an avatar could severely reduce the effectiveness of avatars, which highlights the need for measurement approaches to be sufficiently sensitive to capturing this variability.

Additional issues that affect avatars during HAI’s include the visual realism of an avatar’s appearance which occurs when an avatar fails to meet the expectations of end-users [6]. Despite the advances in graphical rendering and image generation capabilities, there are still limitations to how achievable and believable avatar realism can be in given contexts. Additionally, this realism is often related to how effectively an avatar’s behavior can mimic the facial and emotional expressions of humans or communicate behavioral
realism [7]. Again, perception of uncanniness is not uniform and thus measurement of affective responses to avatars are likely to include individual variations.

These limitations may result in avatars that cause a feeling of uncanniness or eeriness in end-users Seymour, Riemer [8], and may be associated with Mori and MacDorman [9] Uncanny valley theory. This theory was originally associated with robotics but has transitioned into HAI, where human-like avatars that have been created using computer graphic capabilities with a focus on boundary-pushing realism [10,11]. These boundary-pushing hyper realism attempts are not always successful, which leads to resources such as time and money being wasted. Thus, uncanniness affecting in end-users is thus a primary concern for developers and animators of avatars, as users may simply reject an avatar because they experience a negative emotional response. However, accurately measuring these negative affective responses remains a challenge.

There are several approaches that can be used to measure affective end-user responses to avatars. These different approaches allow for the collection of both subjective and objective data, each of which provides a mechanism for understanding aspects of perception. Subjective tools can include self-report surveys [12–14], which seek to quantify aspects of an avatar. Each of these measures will give subjective ratings on the perceptions for an avatar regarding specific and important issues for avatar acceptance among end-users. Alternatively, objective measures such as eye tracking [15] or physiological markers [16,17] can be used to record responses to avatars to empirically determine the intensity of affect-based responses. However, this is met with an additional issue as the use of physiological measures can be complicated by individual variability [17], particularly as it relates to individuals of different sexes. (The term ‘sexes’ was taken from the articles reviewed and generally refers to differences between those the study identified as female and male, with no distinction between gender, sex or gender identities which may or may not reflect the gender of the participants in the studies reviewed here) [18].

Additional issues arise when recognizing emotional expressions from a single facial feature such as eyes, lips, or cheeks. Emotion and expressions are somewhat synergistic whereby these features combine to generate and convey emotional expressions. Currently, there is software available that analyses facial expression such as the iMotion FEA [19]. However, investigating how to make convincing emotional expressions which do not come across as eerie is an active area of research in the field of human–avatar interaction. An example of this is seen in the work of Grewe and Liu [20], who proposed using a type of avatar whose expressions were designed by an artistic expert and the second was derived from statistical learning from a 3D facial expression database. Their results suggest that the avatars who had learned facial expressions were rated as more realistic in terms of photographically and behaviorally.

To reiterate, the aim of this research is to contribute a novel methodology that can give a better understanding of end-user perceptions of avatars. The key contribution of this methodology is to design and test avatars that will return either a pleasant or neutral or close pleasant-neutral response as seen in avatars such to avatar stimuli. In practice, ensuring that the avatars produced are largely accepted as pleasant or neutral or pleasant-neutral, this may reduce the impact of unpleasantness experienced by the end-users. Avatars that are pleasant, neutral, or pleasant-neutral may reduce the impact of poor avatar design on end-users.

2. Related Materials

There are several ways to measure affect-based responses, which include both objective and subjective approaches. Subjective approaches are those that study the perceptions of the individual with an emphasis on the importance of personal perspective and interpretations. Primarily, subjective data are collected from observations or interviews, which leads to an interpretivist approach to research that focuses on the viewpoints and interpretations of the end-users involved in a specific situation [21]. Alternatively, objective approaches are focused on collecting data through experiments or large-scale surveys that
seek to establish law-like generalisations that can be applied to the same phenomenon in different contexts. Using a positivist approaches, the data can be statistically analysed to create generalisations [21]. While both approaches can provide valuable insights into the affective responses to stimuli, the focus of this work is the use of objective approaches for measuring and categorising affective responses through a case study examining responses an avatar set.

We begin this investigation but examining the current literature which revealed several objective approaches to the measurement of affective responses. These measures include the use of physiological measurements such as heart rate [22], skin conductance [23], and facial electromyography [17]. These measurements have been used to determine emotional states; however, their application requires some understanding of underlying emotion models and corresponding physiological processes.

While examining the literature, a model for measuring emotions emerged, given the nature of this investigation, this model has proven to be very useful for this research. This emotional model places all emotions in a two-dimensional space as a function of valence and arousal (Figure 1) [22]. In this model, valence represents a person’s emotional reaction to a stimulus as a reflection of how positive (pleasant) or negative (unpleasant) an experience is for a person, whereas arousal indicates the level of activation associated with the experience. Affective processing is often a preferable construct than emotion, as the latter is more prone to confusing and arbitrary definitions [24]. While the use of a simplified model has received some criticism [25], the wide acceptance of this model makes it a useful lens for understanding participant responses to avatars in this case study.

![Graphical representation of the valence-affect model](image)

Figure 1. Graphical representation of the valence-affect model [26].

Using this lens, there are many measures available, for tasks that require cognitive effort or active coping. Heart rate measurement corresponds to emotional arousal, mediated by the sympathetic nervous system [22,27]. In contrast, skin conductance commonly assesses indices of the autonomic nervous system, which may measure the intensity of an emotional state rather than identifying the state itself [27]. Alternatively, facial electromyography (referred to throughout this article as f-EMG), is measured through f-EMG recording of the startle eye-blink reflex, and is influenced by variations in the valence (pleasantness) of affect-based responses [17]. As identified (Figure 1), when measuring valence, responses
can be defined on a scale of positive (pleasant) and negative (unpleasant) responses. Larger
and faster startles may be associated with negative or unpleasant emotional responses [28].
In contrast, slower and smaller startle responses are correlated with positive or pleasant
emotional reactions. As such, f-EMG signals from the startle-eye blink have been identified
as an appropriate, objective measure for this affect based study [17,29], and also specifically
for our avatar-based case studies [16].

The startle-eye blink reflex consists of coordinated movements of several muscle
groups, primarily the contraction of the orbicularis oculi and reciprocal inhibition of the
levator palpebrete [30] (Figure 2). There are three primary means of inducing the startle
reflex; these include using auditory, cutaneous, and visual stimuli [17]. As further described
in the methodology section, the audio inducement of the startle-eye blink reflex stems from
the acoustic blink [31], which typically consists of a burst of orbicularis oculi f-EMG activity
with an average latency of 30–50 ms in human adults [30]. This f-EMG activity is recorded
through the placement of two electrodes directly over the orbicularis oculi to record activity
and one on the mastoid process for grounding (Figure 2).

![Figure 2. Placement of electrodes on the orbicularis oculi (adapted from: Blumenthal et al. [17]).](image)

When recording f-EMG responses, there are several factors to consider, including
electrode placement, skin preparation, and the filtering and smoothing of the signal. To
record the f-EMG signal, recording involves placing the reusable Shielded Biopotential
Electrodes (Ag-AgCl, 4 mm, 3 pk) on the orbicularis oculi muscle, which lays directly
underneath the skin around the eyes. One electrode is placed over the orbital portion of the
orbicularis oculi with the second one placed 1 cm lateral to this position, while the third
grounding electrode is placed on the mastoid process behind the ear, using skin surface
electrodes [17]. Before this application, these areas must be cleaned with a non-alcoholic
wippe to remove surface contaminants that may interfere with signal recording. The signal
must then be filtered to eliminate all electrical potentials or ‘noise’ to retain the unaltered
signal prior to being rectified and integrated. Rectification involves the removal of any
portion of the signal that either falls below 0 or the ongoing baseline; the signal is then
inverted and combined with the positive position of the signal [17,30] prior to integration.
Once complete, the resulting signal is then smoothed or integrated by passing through a
low-pass filter [30]. After this processing, the signal can then be analyzed using various
scoring parameters.

f-EMG scoring parameters include the response window, baseline, response detection,
peak amplitude, and response latency, each of which are defined below. A response window
is considered as the time window in which a response onset will be considered a blink; the peak response window describes the time during which the peak of the blink occurs (Figure 3) [30]. The blue line is the raw f-EMG signal from the participant, the red line indicates when the audio stimulus was introduced which then triggered the startle eye-blink reflex. The vertical green lines are the window in which the participants’ peak f-EMG response was recorded in accordance with the parameters set by the literature for healthy human adults. According to Balaban and Losito [32], the recommended window for scoring onset latency is 21–120 ms for acoustic blinks. To detect and define the size of a response, an initial baseline period is typically defined to capture and calculate non-blink f-EMG activity. Berg and Balaban [30] state that there are three methods for generating the baseline calculations including the level of pre-stimulus activity before the active window, the first 20 ms following the eye-blink stimuli onset, and the first $n$ samples before the detected onset of the response. To detect the responses, scoring algorithms may use threshold parameters either as a change in the slope of the signal or the increment of the amplitude relative to the baseline [30]. The goal of this is to identify true startles amongst the noise of the signal to measure affective responses.

![Figure 3. Example f-EMG response.](image)

A major concern when recording f-EMG responses is the variability in f-EMG signals. This variability can be seen between participants, and within a single participant. Thus, a key aim for our research is to select a suitable objective approach for measuring and categorizing affective responses. While f-EMG emerges as a viable approach that has the potential to identify the key underlying emotional (pleasant/unpleasant) responses of individuals to visual stimuli, it does pose some problems. These f-EMG recorded signals are known to have a wide variation in the magnitude of responses between individuals. To demonstrate this variation, see Figure 4 where four different participants viewed the same unpleasant image leading to wildly different responses. Some of these variations can be explained by factors such as the end-user having an underlying low fear level or being exposed to phobia inducing imagery such as an image of a snake or spider [33]. However, these phobias are not the only cause. Therefore, effectively accounting for individual variability in f-EMG responses when participants view the same stimuli is a key challenge.
From this perceptive, Halaki and Ginn [34] suggest that it is not possible to evaluate the level of activity in muscles between individuals as the amplitude alone only indicates responses relative for an individual participant. One way to account for this is through the use of control measures to determine the scale of each participant’s response [17] as examined in this research. In this way, an individual’s responses to visual stimuli are measured and categorized relative to their responses to known visual stimuli.

As such, this research uses the International Affective Picture System (IAPS) [35], which is a set of known visual stimuli that provides normative pleasant, unpleasant and neutral images appropriate for use as a control set. The International Affective Picture System (IAPS), produced by the NIMH Centre for Emotion and Attention, is a set of emotionally evocative color images designed to prompt an emotional response from the viewer [35]. The images in this set have been assessed on the dimensions of pleasure, arousal, and dominance as part of a nominal rating procedure, to determine the mean response and standard deviation for each image. The availability of these images encourages better control over emotional experiment stimulus and encourage and facilitate comparisons across laboratories [35]. Codispoti and Bradley [36] argue that the use of affective images, such as IAPS, to elicit an emotional response is an effective cue for activating the emotional response. As f-EMG recording of the startle eye-blink reflex measures variations in the valence (pleasantness) of affect-based responses, IAPS presents as a particularly useful control image set for this research.

Our novel method explores a way to account for some of the variabilities in f-EMG responses in a pilot study that examines gender(sex)-based differences in affective responses to facial avatars. In both entertainment and serious games, avatar faces act as communication mediums for both explicit and implicit information. In serious games, where an added learning or educational aspect exists, avatar faces also act to convey knowledge [37], authority [38], or companionship [39]. The gender(sex) of an avatar is a key design choice in all
these scenarios; however, the impact of this choice on end-users, and particularly end-users of different gender(sex), is not well understood in human–avatar interaction [40–44].

There are many factors that can affect the perception of an avatar’s face in human–avatar interactions. These factors can translate from human-to-human interaction, particularly where avatars are used to convey human emotional expressions. There are several aspects that impact facial perceptions that enable everyday communication and interaction. These signals can provide information about a person’s identity, gender, race, and emotional state [45]. Furthermore, the perception of human faces can be influenced by factors such as cultural or societal expectations [46,47]. Each of these factors result in avatars that produce an emotional response in end-users that can be considered along the valence dimension of the emotion model we are using [48]. This means that f-EMG is likely to be useful to account for gender(sex)-based differences in these responses, provided an appropriate method for accounting for known individual variability is developed, which is the key aim of our pilot study.

We expect to see gender(sex) related differences in the perception of uncanniness relating to the uncanny valley based on several factors. Despite the many design choices that are available to designers, the impact of fundamental aspects such as the avatars’ gender(sex) and how this gender(sex) may influence the end user’s perceptions of realism and uncanniness is not well studied. Given that other perceptual responses, for example physical attraction, can be affected by gender(sex) [49], there is a possible link between the perception of gender(sex) and the perception of realism which is investigated in this research.

Lastly, one major factor that can influence the perception of an avatar can be the medium in which it appears. For example, whether the avatar is 2D or 3D, in virtual reality, a virtual environment or is superimposed into the real world using mixed-reality [50–52]. While this is an important factor that can influence the perception of the avatar, it is not directly considered in this work. Our avatars were presented as a close-up of their face and next on a gray/blurred background to try to minimize unintentional effects from the environment.

The details for collecting and analyzing our dataset for this novel method to account for individual variabilities in f-EMG responses are discussed next.

3. Materials and Methods

To collect our dataset, we conducted a series of lab-based experiments that were designed to evaluate gender(sex)-based differences in the perception of avatar faces. Treated as a pilot study, these experiments allow for refinement of an appropriate objective approach to measuring affective states. To refine this approach, our study asked participants to view a set of control images to establish individual affective response benchmarks and a set of videos of avatar facial expressions. In this section, we outline the participant demographics and the methods used for data collection, including the experiment procedure equipment, stimuli, and measures. These experiments were conducted with the approval of the University of Newcastle, Australia Ethics Committee (Ethics approval number: H-2015-0163).

3.1. Participant Demographics

The participants (n = 92) consisted of 44 (47.82%) female and 48 (52.17%) male undergraduate students, sourced from Computer Science and Psychology degree programs who completed the study in return for course credit. Due to this recruitment strategy, 59.8% of participants were aged between 18–25 years old. More than half the participants considered themselves to be computer/video gamers (55.2%) and the most frequently reported time spent with avatars (32.2%) was 0–5 h per week. Despite the relatively large portion of self-reported gamers in the cohort, almost half the sample had no character animation experience (48.8%) or no experience with character animation outside of course work (21.2%).
3.2. Experiment Procedure

At the commencement of the experiments, participants were briefed on the experiment process and to provide their written consent for participation. Participants were then asked to clean and dry electrode placement areas on the skin; reusable Shielded Biopotential Electrodes (Ag-AgCl, 4 mm, 3 pk) were attached to the participant with two electrodes under the left eye onto the orbicularis oculi, and one behind the left ear on the mastoid process.

Once attached, participants were asked to randomly blink to ensure the placed electrodes were capturing clear f-EMG responses; these blinks were deleted before the data capture began. If the signal was not clear, the position of the electrodes was adjusted until the issue was rectified.

Figure 5 shows the procedure for collecting the f-EMG responses, which began with capturing the control image responses for the individual signal categorization. The control images used in this experiment were sourced from the International Affective Picture System (IAPS) [35]. The participant f-EMG responses were collected by displaying each control image for 5 s. A burst of white noise was delivered at a random interval of between 2–5 s during this viewing time, to induce the startle response [53]. Participants were provided with a 5 s rest period between each of the 18 control images. A similar approach was adopted for the avatar videos, whereby 20 individual 5 s videos, consisting of ten (10) avatars who appear twice, were shown to participants with a white noise burst delivered at a random 2–5 s interval to stimulate the startle response.

The experiment stimuli (control images and avatar videos) were displayed on a Samsung Smart TV 75 (1920 × 1080 pixels). Participants were seated approximately 1.5 m away from the screen facing the middle, as per the guidelines set by Blumenthal et al. [17]. A burst of white noise through a set of headphones (Sennheiser K-55 stereo) attached to an Arcam PMJ AVR380 amplifier was delivered at 100–105 dBs. Responses were recorded using Power Lab Bio Amps (ADInstruments Bio Amp (FE123)) feeding into a PowerLab 8/35. The responses were recorded using two 4 mm AG/AGCL electrodes for surface EMG, placed under the left eye on the orbicularis oculi and one grounded behind the left ear.

Figure 5. Data collection procedure.
eye on the mastoid process. These responses were recorded while participants viewed the stimuli discussed in the following section.

3.3. Stimuli

As previously mentioned, for our experiments, there were two types of stimuli; the Control Image Set and the Avatar Video Set. Outlined in the following section are the details of both sets of stimuli.

To compare and categorize participant f-EMG responses, we collected a set of control responses to standardized pictures using images from the International Affective Picture System (IAPS) [35] (see sample images in Table 1). These are a set of emotionally evocative color images that are designed to affect the emotional response of the viewer to measure areas of arousal, dominance, and valence. These images are provided with a normative set of scores which are rated on the dimensions of affective valence (pleasant-unpleasant), arousal (calm-excited) and dominance. In this study, we are focused on affective valence and therefore selected images based on the scores from this dimension.

Table 1. Sample IAPS images used in the baseline portion of the experiments.

| Category       | Valence Mean (SD) | Arousal Mean (SD) |
|----------------|-------------------|-------------------|
| Pleasant       | 8.14 (1.28)       | 4.69 (2.49)       |
| Neutral        | 1.62 (1.11)       | 6.62 (2.26)       |
| Unpleasant     | 4.53 (1.44)       | 3.71 (1.94)       |

Note: IAPS, International Affective Picture System. Numbers in parentheses are standard deviations. The identification numbers (from the IAPS manual; Lang et al., 2001) for the neutral images were 1390, 2272, 7920, 7011, 7031, 9210, 9401, 9150, 7110, and 7595. The pleasant images were 5830, 2540, 5210, 5760, 2070, 1440, 1460, 8190, 1750, and 1710. The unpleasant images were 9940, 3053, 3080, 3015, 3266, 9410, 9183, 6563, 3301, and 9635.1.

Similar to the work of Bartholow and Bushman [54], we used images rated closely to 1 as our unpleasant images (negative valence), while images that are rated close to 9 were our pleasant images (positive valence), and neutral images were rated around 4.5. The valence and arousal means and standard deviations for the pleasant, unpleasant, and neutral categories selected for our experiments can be seen below (Table 2).

Table 2. IAPS image valence means and standard deviations.

| Category  | Valence Mean (SD) | Arousal Mean (SD) |
|-----------|-------------------|-------------------|
| Pleasant  | 8.14 (1.28)       | 4.69 (2.49)       |
| Unpleasant| 1.62 (1.11)       | 6.62 (2.26)       |
| Neutral   | 4.53 (1.44)       | 3.71 (1.94)       |

In total, for each category, we selected 30 images (10 each for the pleasant, unpleasantness and neutral categorizes), and our selection was based on the selection process in the work of Bartholow and Bushman [54]. These were then sorted into five different sets of control images. Prior to an experiment beginning, a set of images was randomly assigned to a participant to measure their responses to the control images. This randomization removes any potential bias in a participants’ control responses that might come from the specific images selected for the experiments. Each of the images shown to a participant were presented randomly to reduce any remaining unintentional bias from the previous image, with no two categories being the same for consecutive slides [55]. This process was
used to ensure that any remaining perceptions from the previous category did not influence the response to the upcoming image.

For our experiment, we used a set of 10 homogenous facial avatars of female and male biological gender(sex) and diverse realism levels (Figure 6). These avatars form a representative sample that would be found in simulation and training platforms.

| Gender(Sex) | Real | High | Mid1 | Mid2-Low |
|-------------|------|------|------|----------|
| Female      | Rose | Emily| Ilana| Liliwen  |
| Male        | Rycroft | Ira | Victor | Macaw |

Figure 6. A sample of the avatars used in the experiments.

The two real human faces are sourced from a database of kinetic facial expressions DaFEx known as Rose and Rycroft [56]. The higher realism avatars (Emily and Ira avatars) have been produced by the University of California and Image Metrics. The Mid1 & Mid2-Low realism avatars are sourced from several Commercial Off the Shelf-Software (COTS) applications. The Ilana and Victor avatars are sourced from Faceware [57], whereas Macaw and Leo are produced from FaceShift. Liliwen was an independently made avatar face sourced from YouTube that is representative of a user developed avatar from a commercial game [58]. Finally, the Bailie avatar was created in the 3D Avatar Store. Participants viewed the facial avatar set as 5 s videos that were seen twice, once while the avatar transitioned from a neutral expression to a happy expression and again when the avatar transitioned from a neutral to a sad expression. In total, participants viewed 20 videos. While the focus here is on gender(sex), there may be some unconscious effect stemming from the age of the avatar. However, this was not investigated directly in this study.

The Realism Levels for the avatar set were determined in a second online study with (n = 2065) participants. These participants were asked to rank each of the above faces from most to least realistic. The approach adopted here is akin to that used by Lange [59], who used a similar rating exercise for their study into realism perceptions of virtual landscapes. In both cases, a ranking rather than rating approach is adopted as these have been shown to have higher reliability [60–63]. Additionally, ranking approaches are considered a useful method of comparison to score items using a standard scale [64]. The avatar ranks were analyzed using Friedman tests to determine if there are significant differences between avatars in the perception of realism. Following a significant Friedman test, post hoc Wilcoxon signed-rank tests using a Bonferroni adjustment for multiple tests (significance level reduced to 0.0001) were conducted to examine where the differences occur in the rankings. Once the ranks were analyzed, we conducted a cluster analysis using the realism scores collected in this research to determine realism level subgroups. In order to find these subgroups, the cluster analysis grouped objects together based on their characteristics similar to the work of Hair [65]—in this instance, the realism scores given to each of the avatars. In this research, a simple k means cluster analysis of the avatar set realism scores was used to divide the avatars into realism level groups.
4. Results

Our results are presented in four sections; first, we present the process for validating the f-EMG responses in Section 4.1. Second, the outcome of the validation process to identify all valid f-EMG responses to both the control images and avatar videos is discussed in Section 4.2.

Third, in Section 4.3, we discuss the results of assigning a classification to each of the participant responses to the avatar set to compare responses, where the control image categories of pleasant, unpleasant, and neutral are used to compare participant responses to the avatar video set.

The fourth and final Section 4.4 presents the results of the pilot study that examines the participants’ perceptions of our avatar set. Using a series of Mann–Whitney tests, we examine the differences between the control image categories assigned after the validation process for each of the avatars and their emotional expressions. Finally, we investigate the impact of participant biological sex on the perception of our avatar by control image category.

4.1. Validating the Responses

Validation of the f-EMG responses involves both automated and manual steps to confirm the correctness of each response. A valid f-EMG signal is considered to be one that a) has a single detectable peak f-EMG response in the interval 20–150 ms after each startle onset, and b) does not contain f-EMG activity, such as that associated with a normal eye-blink, in the baseline period. The automated steps involve signal processing to generate smoothed plots. The manual validation step relies on both raw and smoothed (using a moving -30 ms average) f-EMG response plots (see Figure 4 for a sample) to determine if there is activity in either the baseline or response window which would render the response invalid.

Manual validation of the f-EMG response signals followed a double-blind review process. First, Researcher 1 (the First Author) visually assessed each response from each participant and applied a validation code (0 = Accept, 1 = Reject, 2 = No f-EMG response detected, 3 = Unsure or possible latency issue). Following this, the First Authors’ judgments were hidden, and the validation task was assigned to Researcher 2, the Second Author, and the same validation process was re-applied. On completion, the separate judgments were amalgamated, with any discrepancies discussed and resolved.

4.2. Examining the Pleasant, Unpleasant, and Neutral Classifications

After the validation process was complete, we assessed the valid responses to the control image set for use in the classification of the avatar responses to compare participant responses.

From the total number of responses to the control image set, we can see that, for the pleasant category, there are 318 (77.6%) valid responses, 18 (4.4%) invalid responses and 68 (16.6%) non-responses. For the unpleasant images, 313 (74.9%) are valid, 38 (9.1%) are invalid, and 61 (14.6%) are classified as non-responses. Lastly, for the neutral images, 292 (73.7%) are valid, 25 (6.3%) are invalid, and 73 (18.4%) are non-responses (Table 3).

Table 3. Count and percent of valid, invalid, and non-responses to the control image and avatar set responses.

| Validation Category | Control Image Set | Avatar Set |
|---------------------|-------------------|------------|
| Valid               | 923 (76.5%)       | 1367 (78.6%)|
| Invalid             | 81 (6.7%)         | 93 (5.3%)  |
| Non-response        | 202 (16.7%)       | 279 (16.0%)|
| Total               | 1206              | 1739       |
| Grand total responses|                  | 2945       |
For the control image set, the validation process assessed 1206 participant responses. From these responses, there are a total number of 923 (76.5%), valid responses, 81 (6.7%) invalid responses, and 202 (16.7%) non-responses. Chi-square frequency analysis was used to evaluate the internal validity of the control images and avatar sets. The results of the analysis were statistically significant ($\chi^2 (5) = 5769.71, p \leq 0.000$), indicating that the proportion of valid responses for the avatar set was higher than the control image set. The reasons for this may relate to the higher number of presentations overall in the avatar set ($n = 1739$) compared with the control image set ($n = 1206$), resulting in some conditioning effects. Additionally, during the experiments, the control set was always presented to the participants first, which may have contributed to this conditioning. However, the increased number of valid responses to the avatars is not considered to have any effect on the analysis of subsequent analysis as the actual response values are independent of the determination of their validity.

For the avatar set, each of the f-EMG responses were validated following the same process described above. In total, 1739 responses were recorded for the avatar set, 1367 (78.6%) of these responses are valid, with 93 (5.3%) being invalid and 279 (16.0%) being non-responses.

A search was conducted for other studies to compare the percent of valid, invalid, and non-responses. While many papers noted complexities with collecting and analyzing f-EMG data [60,61], these papers did not discuss in detail the ratio of valid, invalid, and non-response rates. However, a publication by Hookham [62] showed that portions for valid, invalid, and non-response rates are somewhat comparable to our work.

Once the validation process was complete for both datasets, a classification can be assigned to each participant’s response to the avatar set as outlined in the next section.

4.3. Assigning Pleasant, Unpleasant, and Neutral Classifications to the Avatar Responses

The valid responses to the control image set were used to classify classification of the participants’ responses to the avatars. Once the control image classifications were assessed, each participant’s mean pleasant, unpleasant, and neutral responses were calculated to give a score for each classification. These scores were used and then used to classify individual participant responses to the avatar set using a nearest neighbour calculation.

The results of the nearest neighbour calculation show the allocation of all 1367 valid responses into 469 (34.3%) pleasant responses, 456 (33.3%) unpleasant responses, and 442 (32.3%) neutral responses for the avatar responses.

Once the allocation of a classification of all valid responses to each avatar was conducted, the data were used in our study to examine gender(sex)-based differences in the perceptions of facial avatars. Using these classifications, our study investigated whether the pleasant, unpleasant, and neutral classifications can provide insights into the data collected for the avatar set, which is discussed in the next section.

4.4. Case Study Results

Overall, for the control image set, the unpleasant images have the highest mean f-EMG response for all participants ($M = 903.95, SD = 851.66$). However, this result is very similar to the pleasant response. Neutral images have the lowest response ($M = 818.27, SD = 728.92$) and responses to the pleasant images ($M = 852.64, SD = 717.65$). However, an analysis of the overall responses by the Control Image Categories reveals no statistically significant differences. Further analysis of the responses to the Control Image Set by participant biological gender(sex) shows some differences in the categories (Figure 7).
Generally, female participants have a higher mean response to the Control Image Set in each category. The most noticeable difference is seen in the unpleasant category, with female participants (M = 843.69, SD = 1005.01) having a higher mean than their male counterparts (M = 697.79, SD = 619.43). However, responses to the neutral images also have a visible difference, with females having a higher mean response (M = 762.17, SD = 878.53) than the male participants (M = 621.09, SD = 557.01). Finally, there is also a clear difference in the perception of pleasant images between females (M = 748.93, SD = 790.90) and males (M = 621.09, SD = 557.01), although the differences in mean scores are smaller than the other categories. Despite these perceptible differences, there were no statistically significant differences between female and male participants when compared by category.

Though the total sample size is 92 (n = 92) for this study, it is worth noting that the breakdown of valid responses by participant biological sex leads to a smaller subset of samples. For the pleasant responses, there were more valid responses for the male participants for all the control image categories (pleasant (female (n = 26), male (n = 48)), unpleasant (female (n = 26), male (n = 47)) and neutral (female (n = 39), male (n = 46)).

4.4.1. Case Study Results: Classified Responses to the Avatar Set

As previously discussed, using f-EMG to measure affect-based responses gives an objective measure of valence, where large and fast responses are associated with negative affect (unpleasantness) and small and slow responses are correlated with positive affect (pleasantness) [28]. However, as discussed, there is an inherent problem with individual variations in the f-EMG responses which makes comparisons between participants difficult, if not impossible [34]. Therefore, this section seeks to examine whether using standardised images to benchmark an individual participants response to pleasant, unpleasant, and neutral images may assist in accounting for some of the individual variations in f-EMG responses to enable a comparison across individual participants and indeed for this case study, comparisons between gender(sex) based on these individual responses.

Mean responses to each avatar with a happy expression, grouped by the pleasant, unpleasant, and neutral classifications derived from the control image responses for each individual participant, indicate some interesting visual differences (Figure 8).

![Figure 7. Responses to the Control imagery by participants' self-reported bio sex.](image-url)
Figure 8. Mean peak f-EMG classified responses by avatars with a happy expression grouped by realism level.

To determine whether the sex of an avatar affects a pleasant, unpleasant, and neutral perception, a series of Mann–Whitney tests were conducted. First, determining whether there are any statistically significant differences between the categories for each avatar with a happy expression shows some statistically significant differences. There are two statistically significant differences between the comparisons for the real human male with a sad expression. First, there is a difference between the pleasant (mean rank = 26.71) and unpleasant (mean rank = 18.65) responses $U = 153.00, z = -2.079, p = 0.04$. Second, for the real human male with a sad expression, there is also a statistically significant difference between the unpleasant (mean rank = 17.26) and neutral (mean rank = 25.78) responses $U = 121.00, z = -2.259, p = 0.02$. All other comparisons are not statistically significant.

Continuing with the analysis of responses grouped by categorized response, the count of valid responses for the avatars with sad expressions shows some interesting trends (Figure 9).

Figure 9. Mean peak f-EMG classified responses by avatars with a sad expression grouped by realism level.

Using a series of Mann–Whitney tests to determine whether there are any statistically significant differences between the categories for each avatar with a sad expression shows some statistically significant differences. There is one statistically significant difference when...
Using a series of Mann–Whitney tests to determine whether there are any statistically significant differences between the control image categories and avatars with sad expressions shows some differences. There is one statistically significant difference when comparing the pleasant (mean rank = 30.91) and unpleasant (mean rank = 22.28) responses for Macaw, the one of the Mid2-Low realism male avatar $U = 211.00$, $z = -2.054, p = 0.04$. All other comparisons are not statistically significant.

### 4.4.2. Case Study Results: Comparing the Classified f-EMG Responses by Participant Biological Sex

Analysis of the avatars with a happy expression by the control image classifications can be furthered by considering the potential impact of the participants biological sex (Figure 10).

**Figure 10.** Mean valid responses by participant bio sex for avatars with happy expressions grouped by realism level.

A series of Mann–Whitney tests were used to determine whether there are any statistically significant differences between the control image categories for each avatar when comparing the female and male responses to happy facial avatar expressions. However, despite the visual differences, there are no statistically significant differences when comparing the female and male responses to each avatar and their happy expressions when the responses have been grouped by the control image categories.

Finally, when analyzing avatars with a sad expression by the control image classifications and biological sex, some interesting trends emerge (Figure 11).

We again use a series of Mann–Whitney tests to determine whether there are any statistically significant differences between the control image categories for each avatar when comparing the female and male responses to sad expressions. There is one statistically significant difference when comparing the female neutral (mean rank = 7.64) and male neutral (mean rank = 14.70) responses for Bailie, one of the Mid2-Low realism female avatars $U = 18.00$, $z = -2.60, p = 0.01$. All other comparisons are not statistically significant.

Lastly, we present the mean normalized peak f-EMG responses that have been aggregated by the realism levels of the avatars and participant gender(sex) (Figure 12).
We again use a series of Mann–Whitney tests to determine whether there are any statistically significant differences between the control image categories for each avatar when comparing the female and male responses to sad expressions. There is one statistically significant difference when comparing the female neutral (mean rank = 7.64) and male neutral (mean rank = 14.70) responses for Bailie, one of the Mid2-Low realism female avatars. $U = 18.00, z = -2.60, p = 0.01$. All other comparisons are not statistically significant.

Lastly, we present the mean normalized peak f-EMG responses that have been aggregated by the realism levels of the avatars and participant gender (sex) (Figure 12).

The data here are broken down into four categories, female participants viewing female avatars, female participants viewing male avatars, male participants viewing female avatars, and, lastly, the male participants viewing male avatars. As can be seen in Figure 12, female and male avatars with the ‘Real’ level of realism are very close for female participants. This may indicate that the female participants found the real avatars somewhat pleasant regardless of the avatar’s gender. In contrast, male participants had somewhat higher responses to the ‘Real’ avatars, which may indicate a more unpleasant response regardless of the avatar’s gender when compared to female participants. The lowest of all the mean responses for this dataset is for the female avatars when viewed by female participants.
for the high realism avatars. This may indicate that the high realism female avatar was
the most pleasant avatar for the female participants overall. For the Mid1 realism avatars,
all the responses were somewhat high, with each reaching higher than the Real and High
subgroups, except for the male avatar and when viewed by male participants. Lastly, the
male Mid2-Low realism avatars when viewed by male participants appear to be more
unpleasant than others in this subgroup. This may suggest that some perceptual differences
based on the mid-low realism levels of an avatar can be affected by realism perceptions
and both participant/avatar gender(sex).

5. Discussion and Conclusions

Existing research demonstrates that measurement of f-EMG responses to visual stim-
uli produces an objective measure of affect-based responses in humans [19]. However,
complications in the understanding of f-EMG data arise from the differences in the peak
amplitude to the same stimuli. High variability in f-EMG responses is a known issue
and was evident in our experiment results. In line with observations from Blumenthal
and Cuthbert [17], this variability extends across responses to different stimuli by the
same individual, as well as variability in responses across individuals. In our study, we
aimed to classify individual participant f-EMG responses to account for some of the known
varieties found in these responses.

These individual variabilities in the f-EMG responses can stem from variations in both
the person and the stimuli. For example, if a participant is shown six pleasant images, the
responses may not have a consistently low responses, which are associated with pleasant
(positive) stimulus [24]. Such trends were evident in our data, and several participants
recorded a range of responses to each of the categories of pleasant, unpleasant, and neutral
rather than a simple binary response of low/pleasant (positive) and high/unpleasant
(negative) responses.

Furthermore, as seen in the example above (Figure 4), each of the participants were
looking at the same image and their responses have been classified as unpleasant, the actual
peak of their f-EMG response is vastly different, ranging between 150 and 1700 microvolts.
Interestingly, for some participants, we see that the responses to the pleasant and unpleasant
stimuli are the reverse of what was expected from the literature. Thus, it is important
to consider differences between participants and within the valid responses of a single
participant when comparing f-EMG responses. In this study, we have used a set control
images as a method to account for these variabilities.

We seek to better account for this variability by using the images from the International
Affective Picture System (IAPS) [35]. Using the responses to the IAPS images, we explore
each participant’s response to standardized pleasant, unpleasant, and neutral images, and
use these responses to categorize their responses to the facial avatar videos in our case study.
These responses to visual stimuli are induced by triggering the human startle eye-blink
response, which acts as a measure of the subconscious priming of humans and can be used
to determine whether an individual’s response to stimuli is pleasant (positive) or unpleasant
(negative) [24]. Using these responses, we can represent how a participant subconsciously
views visual stimuli, provided these measures account for individual variability.

However, before we can account for the variabilities in the responses, the validation
process must be completed. Although we have many valid responses, in some instances, the
number of valid individual startles were low for some participants which made it difficult
to clearly identify what was a typical f-EMG response for some individual’s responses to
pleasant, unpleasant, and neutral images.

Further complicating the analysis of the responses were the number of non-responses.
These non-responses occurred more frequently than the invalid count for the control image
and avatar sets. For example, for the control image set, we see there were 81 (6.7%) invalid
responses and 202 (16.7%) non-responses, and, for the avatar set, there are 93 (5.3%) and
279 (16.0%) non-responses, which leads to 283 (23.4%) responses from the control image set
and 372 (21.3%) responses to the avatar set reducing the overall amount of available data for analysis.

Furthermore, the count of valid results also impacts the results of our case study. While there are some statistically significant differences between the f-EMG responses to the avatars, the number of valid responses was considerably limited when divided by participant biological sex. Given the modest sample size of our study, a post hoc power analysis revealed the basis of mean, between-groups comparison effect size observed in the present study with an $n$ of approximately 1674 needed to obtain statistical power at the recommended 0.80 level, all of which would need to be valid responses. However, obtaining 1674 valid sets of f-EMG responses would be a time-consuming process, as any invalid and non-responses must be excluded from the analysis.

However, using our novel approach to categorize f-EMG responses to account for variabilities, we were able to see some interesting insights in our dataset used in the pilot study. This approach shows promise as a method to interpret the significant variabilities found in f-EMG responses in terms of classifying responses as pleasant, unpleasant, and neutral.

Our analysis using the valid and categorized responses (pleasant, unpleasant, and neutral) shows several interesting differences between the female and male participant responses to the facial avatars. As previously stated, we expect to see gender(sex) based on other perceptual responses, which can also be affected by gender(sex). For example, physical attraction based on physical attributes can be affected by gender(sex) [49], and there is a possible link between the perception of gender(sex) and the perception of realism which was investigated in this research. First, the female participants found Emily, the higher realism female avatar with a happy expression, largely unpleasant, while the males have a larger pleasant response. Second, the female participants consistently found all the Mid2-low realism avatars with sad expressions to be mostly pleasant while the male participants have more variation in their responses.

Third, there is a statistically significant difference between female and male participants’ neutral responses to Bailie, one of the Mid2-Low realism female avatars with a sad expression, suggesting that, while both the biological sexes (female and male) have a largely neutral response to this avatar, the response is not the same in both genders(sexes). This may suggest that the categorization of responses may provide additional insight to show the differences in perception of facial avatars for female and male participants.

The facial expression of the avatars is another important factor to consider. For example, for the responses to Bailie, one of the female Mid2-Low realism avatars, the highest mean score for the happy expression is neutral, whereas the sad expression is perceived as largely pleasant as reflected in the higher mean score. The only characteristic of the avatar that changed was the expression; all cosmetic attributes and realism levels remain the same.

Therefore, the key recommendation from this pilot study may be to design an avatar who will return either a pleasant or neutral or close pleasant-neutral response such as Bailie, one of the Mid2-low realism female avatars with a sad expression when a user base is predominately male. Avatars that have a clearly dominant pleasant or neutral response or have close pleasant-neutral responses may reduce the impact of unpleasantness for end-users. If an avatar is rated either unpleasant or bordering on unpleasant, it may be worth considering whether that avatar is suitable for use in wider applications as a significant portion of the end-users may find the avatar unpleasant.

However, for avatars that are designed to make participants feel unpleasant, for example, in training scenarios, avatars with a high mean unpleasant score would be ideal. A direction for future work could generate a set of deliberately uncanny facial avatars to investigate how this would impact the participants’ f-EMG responses, and, in particular, f-EMG responses show a high unpleasant score. Using the approach outlined in this research, avatar designers could use this method to somewhat objectively categorize their avatars and aim for the intended pleasant, neutral, or unpleasant response in their end-users.
While our method may have proven to be a viable option for measuring physiological feedback that aligns with similar studies, future work should also include a second physiological measure to account for potential issues such as detecting and identifying anomalies that may affect the results for example electrode lift or improper placement. Further exploration of this method will include a mixed-method approach using a second physiological marker or sensor like eye tracking.

Additionally, future work using this method should consider using control images devoid of human faces, in order to avoid potential overlap. Furthermore, at the time of data collection, to the best of our knowledge, there were no comparable video sets available to be used as Control Stimuli, leading to some questions of image and video comparisons.

The research presented here contributes to the knowledge of the use of standardized imagery and f-EMG recording as an approach that can give a better understanding of end-user perceptions of avatars in terms of the uncanny valley—that is, how pleasant or unpleasant (uncanny/eerie) the end-users find an avatar to be. The key contribution of this technique is to design and test avatars that will return either a pleasant or neutral or close pleasant-neutral response. In practice, ensuring that the avatars produced are largely accepted as pleasant or neutral or pleasant-neutral may reduce the impact of unpleasantness experienced by the end-users. Avatars that are pleasant, neutral, or pleasant-neutral may reduce the impact of poor avatar design on end-users. In conclusion, using the method outlined here to further understand whether an individual’s response is pleasant, unpleasant, and neutral shows promise for exploring a whole range of perceptual responses to visual stimuli. Using the approach outlined in this article helps to further understand how individual variabilities in f-EMG responses can be accounted for using objective measures. Overall, the experiments in this research have highlighted variations found in f-EMG responses, and the approach presented here shows a potentially useful way forward to address some of the variabilities found in f-EMG responses to visual stimuli. Although this study was a pilot, we have gained a sufficient amount of data to suggest that f-EMG is a viable option for measuring physiological feedback that aligns with similar studies, while using our novel methodology.
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