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Abstract
In this paper, we propose a lattice Boltzmann (LB) model for the generalized coupled cross-diffusion-fluid system. Through the direct Taylor expansion method, the proposed LB model can correctly recover the macroscopic equations. The cross diffusion terms in the coupled system are modeled by introducing additional collision operators, which can be used to avoid special treatments for the gradient terms. In addition, the auxiliary source terms are constructed properly such that the numerical diffusion caused by the convection can be eliminated. We adopt the developed LB model to study two important systems, i.e., the coupled chemotaxis-fluid system and the double-diffusive convection system with Soret and Dufour effects. We first test the present LB model through considering a steady-state case of coupled chemotaxis-fluid system, then we analyze the influences of some physical parameters on the formation of sinking plumes. Finally, the double-diffusive natural convection system with Soret and Dufour effects is also studied, and the numerical results agree well with some previous works.
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1. Introduction
Cross-diffusion systems have been widely used to describe multi-species interaction in many fields, for instance, chemotactic cell migration\cite{1, 2}, population dynamic in biological systems\cite{3}, pedestrian dynamics\cite{4}, multicomponent diffusion\cite{5} and so on. Such systems can also induce some interesting and multiple phenomena, which are significant in both science and engineering. However, most of these systems usually couple with the fluid field, and one also needs to consider the effect of fluid flow. In this work, we consider a general cross-diffusion-fluid (CDF) system in \(d\) dimensional space,

\[
\begin{align}
\frac{\partial \phi_{\alpha}}{\partial t} + \nabla \cdot \phi_{\alpha} \mathbf{u} &= \nabla \cdot D_{\alpha\beta} \nabla \phi_{\beta} + S_{\alpha}, \\
\nabla \cdot \mathbf{u} &= 0,
\end{align}
\]

(1a)

(1b)
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\[
\frac{\partial u}{\partial t} + \nabla \cdot uu = -\nabla p + \nabla \cdot \nu \nabla u + F,
\]

where \( \Phi = (\phi_n) \) and \( S = (S_n) \) are \( m \times 1 \) matrices, \( m \) is the number of scalar variables. \( D = (D_{\alpha\beta}) \) is a \( m \times m \) diffusive matrix, and \( D_{\alpha\beta} \nabla \phi_\beta \) means \( \sum_{\beta=1}^m D_{\alpha\beta} \nabla \phi_\beta \) with \( \alpha = 1, 2, \ldots, m. \) \( u \) and \( F \) are the \( d \) dimensional fluid velocity and external force, respectively. \( p \) is the pressure and \( \nu \) is the viscosity. We note that there are two important cases of such a general system, i.e., the coupled chemotaxis-fluid (CF) system \([6-8]\) and the double-diffusive convection (DDC) system with Soret and Dufour effects \([9, 10]\), which can be obtained through taking the specific forms of \( \Phi, D \) and \( F \).

The CDF system is nonlinear and coupled, and usually it is difficult to obtain its analytical solution. For this reason, some numerical methods have been developed for this type of system \([11-15]\). For CF system, Chertock et al. \([16]\) developed a high-resolution vorticity-based hybrid finite-volume finite-difference scheme to understand the interplay of gravity and chemotaxis in the formation of two-dimensional plumes. Sheu and Chiang \([17]\) proposed a combined compact difference scheme of fifth-order spatial accuracy in a three-point grid stencil to investigate the flow convection and diffusion effects on the distributions of the bacteria and oxygen concentrations. To avoid a strong restriction on the time step, Lee and Kim \([18]\) used an operator splitting-type Navier-Stokes solver to study the nonlinear dynamics of a three-dimensional CF system. Recently, an upwind finite element method was developed to investigate the pattern formation and hydrodynamical stability of the CF system, and through a comparison of chemotaxis-diffusion, double diffusive, and Rayleigh-Bénard convection, some similarities among them were obtained in \([19]\). For DDC system with Soret and Dufour effects, Nithyadevi and Yang \([20]\), using SIMPLE algorithm with QUICK scheme, studied the DDC of water with Soret and Dufour factors in a partially heated enclosure around the density maximum. Bég et al. \([21]\) analyzed the steady free convection heat and mass transfer from a spherical body in a micropolar fluid with Soret and Dufour effects by the Keller-box implicit finite difference method. The free convection boundary layer flow over an arbitrarily inclined heated plate in a porous medium with Soret and Dufour effects was studied by transforming the governing equations into a universal form in \([22]\).

Wang et al. \([23, 24]\) studied the oscillation of double-diffusive Bénard convection with Soret and Dufour effects in a horizontal cavity by the SIMPLE algorithm. In this work, we will consider the lattice Boltzmann (LB) method for its advantages in the study of complex physical systems.

The LB method, as a mesoscopic numerical approach, has achieved great success in modeling complex flows \([25, 30]\) and nonlinear systems, such as reaction-diffusion equation \([31, 32]\), convection-diffusion equation \([33, 35]\) and so on. In addition, the LB method can describe the coupling interaction among different physical fields well for its mesoscopic kinetic background \([36, 37]\), and it is also suitable to study coupled problems like the present CDF system. However, there is a very difficult issue in the study of the CDF system in the framework of the LB method, i.e., how to treat the cross-diffusion terms? Hilpert \([38]\) presented a strategy to put the cross-diffusion term into the equilibrium distribution function, but the finite-difference scheme is needed to compute the gradient operator. Yu et al. \([39]\) handled the cross-diffusion terms through redesigning the second-moments of equilibrium distribution functions, thus no gradient operators included. The cross-diffusion term was put into the evolution equation as a source term such that the gradient operator can be computed by a local computational scheme in Refs. \([40, 41]\). Ren and Chan \([42]\) diagonalized the coupling diffusivities matrix, thus the coupled system can be transformed to the uncoupled convection-diffusion equations.

In this work, we will develop a LB model for the CDF system. Inspired by Refs.\([43, 44]\) where the source terms and fluid field have not been included, to avoid the special treatments
for the gradient terms, as mentioned above, the cross-diffusion terms in the coupled system are modeled by some extra collision operators, which are added in the evolution of LB model.

This paper is organized as follows. In Section 2 the coupled LB model for general CDF system is proposed. Through the direct Taylor expansion, the governing equations can be correctly recovered from present LB model. In Section 3 we simulate the coupled CF system and the DDC system with Soret and Dufour effects. For the former system, after testing the LB model, we analyze the influences of some parameters on the formation of plume structures. We also consider the effects of some physical parameters for the latter problem. Finally, some conclusions are summarized in Section 4.

2. The coupled lattice Boltzmann model

In this section we will develop a LB model for the CDF system (1), and write the evolution equations of present LB model as

\[
f_{i,\alpha} (x + c_i \Delta t, t + \Delta t) = f_{i,\alpha}(x, t) - \omega_{\alpha \beta} \left( f_{i,\beta}(x, t) - f_{eq}^{\alpha \beta}(x, t) \right) + \Delta t S_{i,\alpha}(x, t) + \Delta G_{i,\alpha}(x, t)
\]

\[
+ \frac{\Delta t^2}{2} D_{i,\alpha \beta} S_{i,\beta}(x, t),
\]

(2a)

\[
h_i (x + c_i \Delta t, t + \Delta t) = h_i(x, t) - \omega \left( h_i(x, t) - h_i^{eq}(x, t) \right) + \Delta t (1 - \frac{\omega}{2}) F_i(x, t),
\]

(2b)

where \( f_{i,\alpha}(x, t) \) \((i = 0, 1, \cdots, q - 1, q \) represents the number of discrete velocity directions) and \( h_i(x, t) \) are the distribution functions of scalar variable \( \phi_i \) and fluid field at position \( x \) and time \( t \), \( f_{eq}^{\alpha \beta}(x, t) \) and \( h_i^{eq}(x, t) \) are the corresponding equilibrium distribution functions. \( c_i \) is the discrete velocity, \( \Delta t \) is the time step. \( (\omega_{\alpha \beta}) \) is an invertible \( m \times m \) matrix, \( \omega_{\alpha \beta} \) and \( \omega \) are relaxation factors. \( D_{i,\alpha \beta} = \delta_{\alpha \beta} d_i + \gamma_{\alpha \beta} c_i \cdot \nabla \) with \( (\delta_{\alpha \beta}) \) and \( (\gamma_{\alpha \beta}) \) representing \( m \times m \) identity and diagonal matrices, respectively.

To obtain the macroscopic equation (1), the equilibrium distribution functions are defined by

\[
f_{eq}^{\alpha \beta} = W_i \left[ \phi_i + \frac{c_i \cdot \phi_i u}{c_s^2} + \frac{(\lambda_{\alpha \beta} \phi_\beta - \phi_i) c_i^2 I + \theta \phi_i uu : (c_i c_i - c_s^2 I)}{2c_s^4} \right],
\]

(3a)

\[
h_i^{eq} = \sigma_i + W_i \left[ \frac{c_i \cdot u}{c_s^2} + uu : (c_i c_i - c_s^2 I) \right],
\]

(3b)

where \( W_i \) is the weight coefficient, and \( c_s \) is the lattice sound speed in LB method. \( (\lambda_{\alpha \beta}) \) is a \( m \times m \) invertible matrix that can be used to adjust the relaxation matrix \( (\omega_{\alpha \beta}) \). \( \theta \) is an adjustable parameter. \( \sigma_i = (W_0 - 1) p / c_s^2 + \rho_0 \) with \( \rho_0 \) being a constant, \( \sigma_i = W_i p / c_s^2 (i \neq 0) \) [45].

The force term \( F_i(x, t) \) is given by

\[
F_i = W_i \left[ \frac{c_i \cdot F}{c_s^2} + \varphi \frac{(uF + Fu) : (c_i c_i - c_s^2 I)}{2c_s^4} \right],
\]

(4)

where \( \varphi \) is another adjustable parameter. Here the source term \( S_{i,\alpha}(x, t) \) and auxiliary source term \( G_{i,\alpha}(x, t) \) to be determined later.

The macroscopic scalar variable, fluid velocity and pressure can be computed by

\[
\phi_i = \sum_j f_{j,\alpha},
\]

(5a)
where \( \hat{\mathbf{c}} \) is the particle speed, and \( \Delta x/\Delta t \)
is the lattice spacing.

We noted that the present LB model can be used for \( d \) dimensional problems. Here some commonly used lattice velocity models are listed below:

**D1Q3:**
\[
\mathbf{u} = \sum_i \mathbf{c}_i h_i + \frac{\Delta t}{2} \mathbf{F}, \tag{5b}
\]
\[
p = \frac{c_s^2}{1 - W_0} \left[ \sum_{i=0}^d h_i - W_0 \frac{\mathbf{u} \cdot \mathbf{u}}{2c_s^2} + \varphi \Delta t \left( \frac{1}{\omega} - \frac{1}{2} \right) \mathbf{c} \cdot \mathbf{F} \right], \tag{5c}
\]

where the details on the computation of pressure can be found in Appendix A.

**D2Q5:**
\[
\mathbf{c} = \hat{\mathbf{c}} \begin{bmatrix} 0 & 1 & 0 & -1 & 0 \\ 0 & 0 & 1 & 0 & -1 \end{bmatrix}, \tag{6a}
\]
\[
c^2_s = c_s^2/3, \quad W_0 = 2/3, \quad W_{1-2} = 1/6, \tag{6b}
\]

**D2Q9:**
\[
\mathbf{c} = \hat{\mathbf{c}} \begin{bmatrix} 0 & 1 & 0 & -1 & 0 & 1 & -1 & -1 \\ 0 & 0 & 1 & 0 & -1 & 1 & 1 & -1 \end{bmatrix}, \tag{7a}
\]
\[
c^2_s = c_s^2/3, \quad W_0 = 1/3, \quad W_{1-4} = 1/6, \tag{7b}
\]

**D3Q7:**
\[
\mathbf{c} = \hat{\mathbf{c}} \begin{bmatrix} 0 & 1 & 0 & -1 & 0 \\ 0 & 0 & 1 & 0 & -1 \\ 0 & 0 & 0 & 1 & 0 \end{bmatrix}, \tag{8a}
\]
\[
c^2_s = c_s^2/4, \quad W_0 = 1/4, \quad W_{1-6} = 1/8, \tag{8b}
\]

**D3Q15:**
\[
\mathbf{c} = \hat{\mathbf{c}} \begin{bmatrix} 0 & 1 & 0 & 0 & -1 & 0 & 0 & 1 & 1 & 1 & -1 & -1 & -1 & 1 \\ 0 & 0 & 1 & 0 & 0 & -1 & 0 & 1 & 1 & -1 & 1 & -1 & 1 & -1 \\ 0 & 0 & 0 & 1 & 0 & 0 & -1 & -1 & 1 & 1 & -1 & 1 & 1 & 1 \end{bmatrix}, \tag{9a}
\]
\[
c^2_s = c_s^2/3, \quad W_0 = 2/9, \quad W_{1-6} = 1/9, \quad W_{7-15} = 1/72, \tag{9b}
\]

**D3Q19:**
\[
\mathbf{c} = \hat{\mathbf{c}} \begin{bmatrix} 0 & 1 & -1 & 0 & 0 & 0 \\ 0 & 0 & 0 & 1 & -1 & 0 & 0 \\ 0 & 0 & 0 & 0 & 1 & -1 \\ 0 & 0 & 0 & 0 & 1 & -1 & 1 & -1 & 1 & -1 & -1 & 1 & 0 & 0 & 0 & 0 & 0 & 1 & -1 & 1 & 0 & 0 & 0 & 1 & -1 & 1 & -1 & 1 & 0 & 0 & 0 & 1 & -1 & 1 & -1 & 1 \end{bmatrix}, \tag{10a}
\]
\[
c^2_s = c_s^2/3, \quad W_0 = 1/3, \quad W_{1-6} = 1/18, \quad W_{7-18} = 1/36, \tag{10b}
\]

where \( \hat{\mathbf{c}} = \Delta x/\Delta t \) is the particle speed, and \( \Delta x \) is the lattice spacing.
2.1. The direct Taylor expansion of present lattice Boltzmann model

We now perform a direct Taylor expansion analysis of LB model for convection cross-diffusion equation, while the derivation process for incompressible Navier-Stokes equations is shown in Appendix A. In the direct Taylor expansion [46–49], the time step \( \Delta t \) is used as the small expansion parameter.

Applying the Taylor expansion to Eq. (2a) and based on \( f_{i,\alpha} \), we have [49]

\[
\sum_{i=1}^{N} \frac{\Delta t^i}{i!} D^i f_{i,\alpha} + O(\Delta t^{N+1}) = -\omega_{\alpha\beta} f_{i,\beta}^{ne} + \Delta t S_{i,\alpha} + \Delta t G_{i,\alpha} + \frac{\Delta t^2}{2} D_{i,\alpha\beta} S_{i,\beta},
\]

where \( D_{i} = \partial_{i} + \mathbf{c}_{i} \cdot \nabla \). From above equation one can obtain

\[
f_{i,\alpha}^{ne} = O(\Delta t),
\]

(13a)

\[
\sum_{i=1}^{N-1} \frac{\Delta t^i}{i!} D^i (f_{i,\alpha}^{eq} + f_{i,\alpha}^{ne}) + \frac{\Delta t^{N}}{N!} D^N f_{i,\alpha}^{eq} = -\omega_{\alpha\beta} f_{i,\beta}^{ne} + \Delta t S_{i,\alpha} + \Delta t G_{i,\alpha} + \frac{\Delta t^2}{2} D_{i,\alpha\beta} S_{i,\beta} + O(\Delta t^{N+1}).
\]

(13b)

According to Eq. (13), we can derive the equations at different orders of \( \Delta t \),

\[
D_{i}(f_{i,\alpha}^{eq} + f_{i,\alpha}^{ne}) + \frac{\Delta t}{2} D^2 f_{i,\alpha}^{eq} = -\omega_{\alpha\beta} f_{i,\beta}^{ne} + S_{i,\alpha} + G_{i,\alpha} + O(\Delta t^2).
\]

(14b)

From Eq. (14b), we can get

\[
\frac{\Delta t}{2} D^2 f_{i,\alpha}^{eq} = -\frac{1}{2} D_{i}(\Delta t f_{i,\alpha}^{ne} + \frac{\Delta t}{2} D_{i}(S_{i,\alpha} + G_{i,\alpha})) + O(\Delta t^2).
\]

(15)

Substituting Eq. (15) into Eq. (14b) yields

\[
D_{i} f_{i,\alpha}^{eq} + D_{i}(\partial_{i} - \frac{\omega_{\alpha\beta}}{2}) f_{i,\alpha}^{ne} + \frac{\Delta t}{2} D_{i}(S_{i,\alpha} + G_{i,\alpha}) = -\frac{\omega_{\alpha\beta}}{\Delta t} f_{i,\beta}^{ne} + S_{i,\alpha} + G_{i,\alpha} + \frac{\Delta t}{2} D_{i,\alpha\beta} S_{i,\beta} + O(\Delta t^2).
\]

(16)

To recover the macroscopic equation (13), the distribution functions \( f_{i,\alpha}, f_{i,\alpha}^{eq}, S_{i,\alpha} \) and \( G_{i,\alpha} \) should satisfy following conditions,

\[
\sum_{i} f_{i,\alpha} = \sum_{i} f_{i,\alpha}^{eq} = \phi_{\alpha}, \quad \sum_{i} c_{i} f_{i,\alpha} = \phi_{\alpha} \mathbf{u}, \quad \sum_{i} c_{i} f_{i,\alpha}^{eq} = \lambda_{\alpha\beta} \phi_{\beta} c_{i}^{2} \mathbf{I} + \theta \phi_{\alpha} \mathbf{uu},
\]

(17a)

\[
\sum_{i} S_{i,\alpha} = S_{\alpha}, \quad \sum_{i} c_{i} S_{i,\alpha} = \mathbf{M}_{1S,\alpha},
\]

(17b)

\[
\sum_{i} G_{i,\alpha} = 0, \quad \sum_{i} \frac{1}{5} c_{i} G_{i,\alpha} = \mathbf{M}_{1G,\alpha},
\]

(17c)
which can also be used to derive the following equation,

$$\sum_i f_{i,a}^{eq} = \sum_i f_{i,a} - \sum_i f_{i,a}^{eq} = 0. \quad (18)$$

Summing Eqs. (14a) and (16) over $i$ and using above relations, one can obtain

$$\partial_t \phi_a + \nabla \cdot \phi_a \mathbf{u} = S_a + O(\Delta t), \quad (19a)$$

$$\partial_t \phi_a + \nabla \cdot \phi_a \mathbf{u} + \nabla \cdot (\delta_{ab} - \frac{\omega_{ab}}{2}) \sum_i c_i f_{i,b}^{eq} = S_a + \frac{\Delta t}{2} \left\{ (\gamma_{ab} - \delta_{ab}) M_{1S,b} - M_{1G,a} \right\} + O(\Delta t^2), \quad (19b)$$

where the term $\sum_i c_i f_{i,b}^{eq}$ can be derived from Eq. (14a),

$$\sum_i c_i f_{i,b}^{eq} = -\omega_{ab}^{-1} \Delta t \sum_i c_i \left[ D_f f_{i,b}^{eq} - S_{i,b} - G_{i,b} \right] + O(\Delta t^2) \quad (20)$$

$$= -\omega_{ab}^{-1} \Delta t \left[ \partial_t \phi_b \mathbf{u} + \nabla \cdot \partial_t \phi_b \mathbf{u} \mathbf{u} + c^2 \lambda_{ab} C_{i} \nabla \phi_b - M_{1S,b} - M_{1G,b} \right] + O(\Delta t^2),$$

where $(\omega_{ab}^{-1})$ is defined as the inverse matrix of $(\omega_{ab})$, i.e., $\sum_b \omega_{ab} \omega_{ab}^{-1} = \delta_{ab}$.

Substituting Eq. (20) into Eq. (19b), we get

$$\partial_t \phi_a + \nabla \cdot \phi_a \mathbf{u} = \nabla \cdot (\omega_{ab}^{-1} - \frac{\delta_{ab}}{2}) \lambda_{ab} C_{i} \nabla \phi_b + S_a + \frac{\Delta t}{2} \nabla \cdot \mathbf{RH}_a + O(\Delta t^2), \quad (21)$$

where

$$\mathbf{RH}_a = (2\omega_{ab}^{-1} - \delta_{ab}) \left( \partial_t \phi_b \mathbf{u} + \nabla \cdot \partial_t \phi_b \mathbf{u} \mathbf{u} \right) + (\gamma_{ab} - 2\omega_{ab}^{-1}) M_{1S,b} - 2\omega_{ab}^{-1} M_{1G,b}. \quad (22)$$

If $\mathbf{RH}_a = 0$ or $\mathbf{RH}_a = O(\Delta t)$, we can correctly recover the convection cross-diffusion equation (1a) at the order of $\Delta t^2$.

$$\partial_t \phi_a + \nabla \cdot \phi_a \mathbf{u} = \nabla \cdot D_{ab} \nabla \phi_b + S_a + O(\Delta t^2), \quad (23)$$

where

$$D_{ab} = (\omega_{ab}^{-1} - \frac{\delta_{ab}}{2}) \lambda_{ab} C_{i}.$$  

(24)  

When taking $M_{1S,a} = 0$, the term $S_{i,a}$ can be defined by

$$S_{i,a} = W_i S_a, \quad (25)$$

and $(\gamma_{ab})$ can be set as zero matrix for simplicity, thus $D_{iab} = \delta_{iab} \partial_t$, and a first-order explicit finite-difference scheme can be applied, i.e., $\partial_t S_{i,a}(\mathbf{x}, t) = [S_{i,a}(\mathbf{x}, t) - S_{i,a}(\mathbf{x}, t - \Delta t)]/\Delta t$. In this case, the term $\mathbf{RH}_a$ can be written as

$$\mathbf{RH}_a = (2\omega_{ab}^{-1} - \delta_{ab}) \left( \partial_t \phi_b \mathbf{u} + \nabla \cdot \partial_t \phi_b \mathbf{u} \mathbf{u} \right) - 2\omega_{ab}^{-1} M_{1G,b}. \quad (26)$$

In the following, two cases are considered according to whether the flow field is coupled or not.
Case 1: If we only consider the convection cross-diffusion equation (1a) without including the fluid field, one can set $\vartheta = 0$ and $\lambda_{\alpha \beta} = \delta_{\alpha \beta}$, thus the equilibrium distribution function $f_{eq}^i$ is linear, and $DdQ(2d + 1)$ velocity models can be used for simplicity. Under condition of $\underline{R}H_{eq} = 0$, we get

$$M_{1G,\alpha} = (\delta_{\alpha \beta} - \frac{\omega_{\alpha \beta}}{2}) \partial_\alpha \phi_\beta \mathbf{u}.$$  

(27)

In this case the term $G_{i,\alpha}$ can be given by

$$G_{i,\alpha} = (\delta_{\alpha \beta} - \frac{\omega_{\alpha \beta}}{2}) W_i \mathbf{c}_i \cdot \partial_\alpha \phi_\beta \mathbf{u}.$$  

(28)

where the time derivative can be discretized by a first-order explicit finite-difference scheme [50].

Case 2: When the incompressible fluid field is considered, the value of $\vartheta$ can be arbitrary since $\mathbf{u}$ in equilibrium distribution function $f_{eq}^i,\alpha$ is the order of $O(M a^2)$, and can be neglected, thus $f_{eq}^i,\alpha$ can also become linear with a special value $\lambda_{\alpha \beta} = \delta_{\alpha \beta}$. In addition, if we take $\vartheta = 1$, and with the help of Eqs. (19a) and (A.6b), $\underline{R}H_{eq}$ can be written as

$$\underline{R}H_{eq} = (2\omega_{\alpha \beta}^{-1} - \delta_{\alpha \beta}) \left[ \mathbf{u} \partial_\alpha \phi_\beta + \phi_\beta \partial_\alpha \mathbf{u} + \mathbf{u} \nabla \cdot \phi_\beta \mathbf{u} + \phi_\beta \nabla \cdot \mathbf{u} \right] - 2\omega_{\alpha \beta}^{-1} M_{1G,\beta}$$

$$= (2\omega_{\alpha \beta}^{-1} - \delta_{\alpha \beta}) \left[ \mathbf{u} S_\beta + \phi_\beta (\mathbf{F} - \nabla p) \right] - 2\omega_{\alpha \beta}^{-1} M_{1G,\beta} + O(\Delta t).$$  

(29)

It is clear that the term $\underline{R}H_{eq}$ is the order of $\Delta t$, if $M_{1G,\alpha}$ is taken as

$$M_{1G,\alpha} = (\delta_{\alpha \beta} - \frac{\omega_{\alpha \beta}}{2}) \left[ \mathbf{u} S_\beta + \phi_\beta (\mathbf{F} - \nabla p) \right].$$  

(30)

Under the incompressible condition, $\nabla p$ is also the order of $O(M a^2)$. Keep this in mind, the term $G_{i,\alpha}$ can also be given by

$$G_{i,\alpha} = (\delta_{\alpha \beta} - \frac{\omega_{\alpha \beta}}{2}) W_i \mathbf{c}_i \cdot \left( \mathbf{u} S_\beta + \phi_\beta \mathbf{F} \right) / c_i^2.$$  

(31)

From above discussion, one can find that there are no special treatments needed for the cross-diffusion terms in the present LB model, and the discretization of time derivative in auxiliary source term also can be avoided when the fluid field is considered.

3. Numerical experiments

In this section, we will simulate the CF system and DDC system with Soret and Dufour effects in two-dimensional space. We first test proposed LB model, and then discuss the effects of some physical parameters in this two systems. In the simulations below, we set $(\lambda_{\alpha \beta})$ as identity matrix and $\varphi = 0$ for simplicity, and adopt the D2Q5 model for the convection cross-diffusion equations and the D2Q9 model for the Navier-Stokes equations. The relaxation factor $\omega_{\alpha \beta}$ is computed by Eq. (24), the anti-bounce-back scheme [51] is used to treat Dirichlet boundary conditions of convection cross-diffusion equations, and the half-way bounce-back scheme [52, 53] is applied for the other no-flux and velocity boundary conditions.
3.1. Numerical results and discussion on the chemotaxis-fluid system

From system \( \Phi = (n, c)^T \), we can obtain the coupled CF system through taking \( \Phi = (n, c)^T \), \( D = \begin{bmatrix} D_n & -\mu(r(c))n \\ D_c & 0 \end{bmatrix} \), \( S = (0, -\kappa r(c)n)^T \), \( F = gnV_b(\rho_b - \rho_0)/\rho_0 \) and \( p = p/\rho_0 \),

\[
\begin{align*}
    n_t + \nabla \cdot nu &= \nabla \cdot \left[D_n \nabla n - \mu(r(c))n \nabla c\right], \\
    c_t + \nabla \cdot cu &= \nabla \cdot D_c \nabla c - \kappa r(c)n, \\
    \nabla \cdot u &= 0,
\end{align*}
\]

where \( n \) and \( c \) are the concentrations of bacteria and oxygen, respectively. \( \mu \) is the chemotactic sensitivity, \( \kappa \) is the consumption rate of oxygen, \( D_n \) and \( D_c \) are the diffusion coefficients of bacteria and oxygen. \( \rho_0 \) is the pure fluid density, \( g \) is the gravitation acceleration, \( V_b \) and \( \rho_b \) are the volume and density of bacteria, respectively. \( r(c) \) is a dimensionless truncated function, which is relevant to the chemotaxis cut-off value \( c^* \).

Consider this system in two-dimensional rectangular domain \( \Omega = [-1, 1] \times [0, L] \), the boundary conditions are given as follows. The top of the domain \( \partial \Omega_{top} \) is fluid-air surface where the flux of bacteria is zero, the value of oxygen concentration equals to the air oxygen concentration \( c_{air} \) and no fluid flows through the fluid-air surface,

\[
[Da \nabla n - \mu(r(c))n \nabla c] \cdot \mathbf{n} = 0, \quad c = c_{air}, \quad \frac{\partial u}{\partial y} = 0, \quad v = 0, \quad \forall x \in \partial \Omega_{top},
\]

where \( \mathbf{n} \) is the unit outer normal vector, \( c_{air} \) is the air oxygen concentration, \( x = (x, y) \) and \( u = (u, v) \). At the bottom of the domain \( \partial \Omega_{bot} \), the fluxes of bacteria and oxygen, and the fluid velocity are zero,

\[
\nabla n \cdot \mathbf{n} = \nabla c \cdot \mathbf{n} = 0, \quad u = 0, \quad \forall x \in \partial \Omega_{bot}.
\]

Periodic boundary condition is used for the left and right sides of the domain.

Before performing any simulations, we first rewrite the system \[32\] in a dimensionless form through introducing the following variables \[8, 16\]:

\[
\begin{align*}
    x' &= \frac{x}{L}, & t' &= \frac{D_n t}{L^2}, & c' &= \frac{c}{c_{air}}, & n' &= \frac{n}{n_c}, & u' &= \frac{L}{D_n} u, & p' &= \frac{L^2}{\nu \rho_0 D_n} p,
\end{align*}
\]

where \( L \) and \( n_c \) are characteristic length and characteristic bacteria density, respectively. After dropping the prime notation in the rescaled variables, we can obtain the following dimensionless system:

\[
\begin{align*}
    n_t + \nabla \cdot nu &= \nabla \cdot \left[Da \nabla n - \alpha r(c)n \nabla c\right], \\
    c_t + \nabla \cdot cu &= \nabla \cdot \delta Vc - \beta r(c)n, \\
    \nabla \cdot u &= 0,
\end{align*}
\]

where \( \mathbf{z} \) is the upwards unit vector, \( \alpha, \beta, \delta, \gamma \) and Schmidt number \( S_c \) are dimensionless parameters, which are defined as

\[
\begin{align*}
    \alpha &= \frac{\mu c_{air}}{D_n}, & \beta &= \frac{\kappa n_c L^2}{c_{air} D_n}, & \delta &= \frac{D_c}{D_n}, & \gamma &= \frac{V_b n_c g (\rho_b - \rho_0)}{\nu \rho_0 D_n} L^3, & S_c &= \frac{\nu}{D_n}.
\end{align*}
\]
Similarly, we can also derive the dimensionless boundary conditions,
\[
\left[ \nabla n - \alpha r(c)n \nabla c \right] \cdot \hat{n} = 0, \quad c = 1, \quad u \cdot \hat{n} = 0, \quad \forall x \in \partial \Omega_{op},
\]
(38)
\[
\nabla n \cdot \hat{n} = \nabla c \cdot \hat{n} = 0, \quad u = 0, \quad \forall x \in \partial \Omega_{bot},
\]
(39)
the periodic boundary condition is still used for the left and right boundaries.

Now we can simulate the dimensionless CF system with proposed LB model by setting
\[
\Phi = (n, c)^T, \quad D = \begin{bmatrix} 1 & -\alpha r(c)n \\ \delta & 0 \end{bmatrix}, \quad S = (0, -\beta r(c)n)^T, \quad \nu = Sc, \quad F = -Scz. \]

3.1.1. The validation of present lattice Boltzmann model

Based on the results in Ref. [6], under some suitable parameters, the solutions of Eqs. (36a)-(36d) converge to homogeneous-in-\(x\) steady-state solutions of the following time-independent system:
\[
\nabla \cdot \left[ \nabla n - \alpha r(c)n \nabla c \right] = 0, \quad \nabla \cdot \delta \nabla c - \beta r(c)n = 0.
\]
(40)
The analytical solutions \(n^*(y)\) and \(c^*(y)\) can be explicitly derived if \(c \geq c^*\) (i.e., \(r(c) = 1\) in the entire domain),
\[
n^*(y) = \delta A^2 \alpha \frac{1}{\beta} \frac{1}{2 \cos^2(\frac{\pi}{4}A)}, \quad c^*(y) = 1 - \frac{2}{\alpha} \ln \left( \frac{\cos(\frac{\pi}{4}A)}{\cos(\frac{\pi}{4}A)} \right),
\]
(41)
where \(A\) is a positive constant and satisfies
\[
\beta \int_0^\infty n^*(y)dy = \delta A \tan(\frac{\alpha}{2} A).
\]
(42)
We now numerically study the system (40) in the domain \(\Omega = [-3, 3] \times [0, 1]\) with \(\alpha = 10, \beta = 10, \delta = 5, \gamma = 1000, Sc = 500\) and the following initial conditions,
\[
n_0(x, y) = \frac{\pi}{40}, \quad c_0(x, y) = 1, \quad u_0(x, y) = 0.
\]
(43)
According to Eq. (42), one can determine \(A = \pi/20\). In our simulations, we take \(\Delta x = \Delta y = 0.02\) and \(\Delta t = 2.5 \times 10^{-7}\) such that the relaxation factor is in a proper range. In order to determine
whether the result reaches a stable state, the following criterion is adopted,

\[ \sum_{i,j} \left( n_{i,j}^{N+1000} - n_{i,j}^N \right) < 1 \times 10^{-7}, \quad \sum_{i,j} \left( c_{i,j}^{N+1000} - c_{i,j}^N \right) < 1 \times 10^{-7}, \]

(44)

where \( n_{i,j}^N \) and \( c_{i,j}^N \) denote the bacteria and oxygen concentrations at position \((i\Delta x, j\Delta y)\) and time \(N\Delta t\). From Fig. 1, one can find the numerical results are in good agreement with the analytical solutions, and the relative errors of bacteria and oxygen concentrations are less than \(1 \times 10^{-7}\).

3.1.2. The influences of some physical parameters

In this part, we consider an example with \( \alpha = 5, \beta = 5, \delta = 0.25, \gamma = 418 \) and \( Sc = 7700 \). The time step is adjusted to \( \Delta t = 1 \times 10^{-8} \) due to the larger value of \( Sc \). The cut-off value \( c^* \) is set as \( 0.3 \), while the truncated function \( r(c) \) is regularized as a continuously form,

\[ r(c) = \frac{1}{2} \left[ 1 + \frac{c - c^*}{\sqrt{(c - c^*)^2 + \epsilon^2}} \right], \]

(45)

where \( \epsilon \) is a positive constant close to zero, and is set as \( \Delta x \) below. The initial conditions are given by

\[ n_0(x,y) = \begin{cases} 1 & \text{if } y > 0.501 - 0.01 \sin((x - 0.5)\pi), \\ 0.5 & \text{otherwise,} \end{cases} \quad c_0(x,y) = 1, \quad u_0(x,y) = 0. \]

(46)

This problem is used to validate the present LB model through a comparison with the results reported by Lee and Kim [18]. To this end, we present the quasi-homogeneous-in-x vertical profiles of bacteria and oxygen concentrations at \( t = 0.22 \) in Fig. 2(b). The results in this figure shows that the bacteria increase towards the bottom of domain, this is because the chemotactic convection is cut-off for oxygen levels below \( c^* \). In addition, the convection structure can be captured by the velocity field in Fig. 2(b).

Now we discuss the influence of parameter \( \alpha \) to the system. Increasing \( \alpha \) denotes the increase of bacteria directional swimming relative to their diffusion (\( \beta \) and \( \delta \) are fixed). For this purpose, we fixed the other parameters to be \( \beta = 10 \) and \( \delta = 1 \), and consider different values of \( \alpha \) (\( \alpha = 1, 2, 4, 5.952 \)). From Fig. 3 where the vertical profiles of bacteria, oxygen concentrations at
$t = 0.22$ are shown, one can find that with the increase of $\alpha$, the bacteria concentration increases near the surface of the domain, bacteria leave the lower part of the domain faster, and consume little oxygen.

Then we consider the effect of parameter $\beta$. The increase of $\beta$ indicates the increase of oxygen consumption compared with oxygen diffusion ($\alpha$ and $\delta$ are fixed). As shown in Fig. 4 where $\alpha = 5$, $\delta = 1$, $\beta = 7.2296, 10, 20$ and $40$ at $t = 0.22$, with the increase of $\beta$, the oxygen concentration decreases at the same height, and the up-swimming bacteria increase. We note that the present results of different cases are in agreement with the previous work [18].

Finally, we focus on the influence of parameter $\delta$. Actually, the increase of $\delta$ indicates that oxygen diffusion increases and oxygen adds to entire domain faster ($\alpha$ and $\beta$ are fixed). We take $\alpha = 10$, $\beta = 10$, $\delta = 1, 5, 10, 15$, and present the vertical profiles of bacteria, oxygen concentrations at $t = 0.22$ in Fig. 5 from which we can see that with the increase of $\delta$, oxygen diffuses into the entire domain faster, while most of bacteria stay at the lower part of the domain and the up-swimming bacteria decrease.

3.1.3. The formation of plume structures

In this part, we investigate the formation of plume structures caused by the high bacteria concentration near the surface under some certain parameters. In the following simulations, we take the bacteria-typical parameters as $\alpha = 10$, $\delta = 5$, $Sc = 500$, and time step $\Delta t = 2.5 \times 10^{-7}$. 

![Figure 3: Vertical profiles of the bacteria and oxygen concentrations [(a) $n$ and (b) $c$] at $t = 0.22$ for $\alpha = 1, 2, 4, 5, 952$.](image)

![Figure 4: Vertical profiles of the bacteria and oxygen concentrations [(a) $n$ and (b) $c$] at $t = 0.22$ for $\beta = 7.2296, 10, 20, 40$.](image)
The truncated function is given by

\[ r(c) = \begin{cases} 
1 & \text{if } c \geq 0.3, \\
0 & \text{if } c < 0.3. 
\end{cases} \]  

(47)

We first consider the case with \( \beta = 20 \) and \( \gamma = 2000 \), and the following homogeneous initial data with a random perturbation in the bacteria concentration,

\[ n_0(x, y) = 0.8 + 0.2\xi, \quad c_0(x, y) = 1, \quad u_0(x, y) = 0, \]  

(48)

where \( \xi \) is a random number uniformly distributed in the interval \([0, 1]\). Fig. 6 shows the evolution of bacteria concentration \( n \) and oxygen concentration \( c \) in time. From this figure, we can observe the instability phenomena at \( t = 0.16 \) due to the large amount of bacteria. Then the instability amplifies the random irregularity of initial data, and develops into four plumes at \( t = 0.54 \). The oxygen concentration \( c \) in most of the bottom half of the domain is less than the chemotaxis cut-off \( c^* = 0.3 \) owing to the large amount of bacteria consumption, thus the bacteria become inactive and stop directed swimming in this region, just sink down into the bottom of the domain along with the fluid. Later at \( t = 0.9 \), the left two plumes are close to each other, and merge into a large plume at \( t = 2.44 \). Meanwhile, the two plumes at the right side also approach to each other, and combine together at \( t = 4 \), this structure no longer changes in time.

Then we cut characteristic bacteria density \( n_r \) by half which means \( \beta = 10 \) and \( \gamma = 1000 \), and the deterministic initial data are given with small sinusoidal modulations,

\[ n_0(x, y) = \begin{cases} 
1 & \text{if } y > 0.499 - 0.01\sin((x - 1.5)\pi), \\
0.5 & \text{otherwise}, 
\end{cases} \quad c_0(x, y) = 1, \quad u_0(x, y) = 0. \]  

(49)

We carry out some simulations, and present the results at different times in Fig. 7. From Fig. 7(a), one can observe that the instability occurs at the lower edge of the high concentration layer at \( t = 0.2 \). When the time is increased to \( t = 0.3 \), three plumes are formed due to the modulations in initial conditions (49). It is interesting that those plumes bounce upwards slightly at \( t = 0.5 \) after arriving the bottom of the domain at \( t = 0.4 \), which can be seen from Fig. 7(c). The plumes have some minor changes, and continue dropping to the bottom of the domain slightly from \( t = 0.5 \) to \( t = 1.0 \). In addition, we also plot the oxygen concentration at \( t = 0.5 \) in Fig. 7(b), which confirms that the oxygen level remains above the cut-off value \( c^* = 0.3 \) in the whole domain. We note that these results agree with those in Ref. [16].
Figure 6: Evolution of (a) bacteria concentration $n$ and (b) oxygen concentration $c$ in time.
Figure 7: (a) Evolution of bacteria concentration $n$ in time, (b) oxygen concentration $c$ at $t = 0.5$, (c) level sets of bacteria concentration $n$ at $t = 0.4, 0.5$. 
3.2. Numerical results and discussion on the double-diffusive convection system

Similar to above discussion, we can derive the DDC system with Soret and Dufour effects from CDF system by setting \( \Phi = (T, C)^T \), \( \mathbf{D} = \begin{bmatrix} \alpha & k_{CT} \\ k_{TC} & D \end{bmatrix} \), \( \mathbf{S} = 0 \), \( \mathbf{F} = g[1 - \beta_{Pr}(T - T_0) - \beta_C(C - C_0)] \) and \( p = \rho / \rho_0 \).

\[
\begin{align*}
T_t + \nabla \cdot \mathbf{T} \mathbf{u} &= \nabla \cdot [\alpha \nabla T + k_{CT} \nabla C], \\
C_t + \nabla \cdot \mathbf{C} \mathbf{u} &= \nabla \cdot [k_{TC} \nabla T + D \nabla C],
\end{align*}
\]

\[
\mathbf{u} + \mathbf{u} \cdot \nabla \mathbf{u} = -\nabla p / \rho_0 + \nabla \cdot \nu \nabla \mathbf{u} + g[1 - \beta_{Pr}(T - T_0) - \beta_C(C - C_0)],
\]

where \( T \) is the temperature and \( C \) is the concentration. \( \alpha \) and \( D \) are the thermal diffusivity and mass diffusivity. \( k_{CT} \) and \( k_{TC} \) are the Dufour and Soret coefficients, respectively. In Eq. (50d), the Boussinesq approximation is adopted here to consider the density in the buoyancy term with \( T_0 \) and \( C_0 \) being the reference temperature and concentration, \( \beta_{Pr} \) and \( \beta_C \) being the coefficients of thermal and solute expansion.

The boundary conditions of this system in 2D cavity \([0, L] \times [0, H]\) are given by

\[
\begin{align*}
\nabla T \cdot \mathbf{n} &= 0, \quad \nabla C \cdot \mathbf{n} &= 0, \quad \mathbf{u} = 0, \quad \text{at } y = 0 \text{ or } y = H, \\
T &= T_h, \quad C = C_h, \quad \mathbf{u} = 0, \quad \text{at } x = 0, \\
T &= T_l, \quad C = C_l, \quad \mathbf{u} = 0, \quad \text{at } x = L,
\end{align*}
\]

where \( T_h \) and \( C_h \) are the higher temperature and concentration, while \( T_l \) and \( C_l \) are the lower ones. Additionally, the initial conditions are

\[
T = T_i, \quad C = C_i, \quad \mathbf{u} = 0, \quad \text{at } t = 0.
\]

The governing equations (50a)-(50d) can be expressed as a dimensionless form through introducing the following variables [42, 44]:

\[
\begin{align*}
x' &= \frac{x}{L}, & t' &= \frac{\alpha t}{L^2}, & \mathbf{u}' &= \frac{\mathbf{u}}{\alpha}, & p' &= \frac{L^2}{\alpha^2 \rho_0} p, & T' &= \frac{T - T_0}{T_h - T_l}, & C' &= \frac{C - C_0}{C_h - C_l}.
\end{align*}
\]

After dropping the prime notation in the rescaled variables, one can obtain the following dimensionless system:

\[
\begin{align*}
T_t + \nabla \cdot \mathbf{T} \mathbf{u} &= \nabla \cdot [\nu \nabla T + D \nabla C], \\
C_t + \nabla \cdot \mathbf{C} \mathbf{u} &= \nabla \cdot [\frac{S_{TC}}{Le} \nabla T + \frac{1}{Le} \nabla C],
\end{align*}
\]

\[
\mathbf{u} + \mathbf{u} \cdot \nabla \mathbf{u} = -\nabla p + \nabla \cdot \nu \nabla \mathbf{u} + Pr \nu \nabla(T + NcC) \hat{z},
\]

where Prandtl number \( Pr \), Rayleigh number \( Ra \), buoyancy ratio \( Nc \), Lewis number \( Le \), Dufour factor \( D_{CT} \), Soret factor \( S_{TC} \), and aspect ratio \( A \) are defined as

\[
\begin{align*}
Pr &= \frac{\nu}{\alpha}, & Ra &= \frac{g \beta_T(T_h - T_l)L^3}{\nu \alpha}, & Nc &= \frac{\beta_C(C_h - C_l)}{\beta_T(T_h - T_l)}, & Le &= \frac{\alpha}{D}, \\
D_{CT} &= \frac{k_{CT}(C_h - C_l)}{\alpha(T_h - T_l)}, & S_{TC} &= \frac{k_{TC}(T_h - T_l)}{D(C_h - C_l)}, & A &= \frac{H}{L}.
\end{align*}
\]
Similarly, we can also derive the dimensionless boundary and initial conditions,

$$\nabla T \cdot \hat{n}, \quad \nabla C \cdot \hat{n} = 0, \quad u = 0, \quad \text{at } y = 0 \text{ or } y = A,$$

$$T = 1, \quad C = 1, \quad u = 0, \quad \text{at } x = 0,$$

$$T = 0, \quad C = 0, \quad u = 0, \quad \text{at } x = 1,$$

$$T = 0, \quad C = 0, \quad u = 0, \quad \text{at } t = 0.$$  

(56a - 57)

The present LB model can also simulate above dimensionless system with $\Phi = (T, C)^T$, $D = \begin{bmatrix} 1 & D_{CT} \\ S_{TC}/Le & 1/Le \end{bmatrix}$, $S = 0$, $v = Pr$, and $F = RaPr(T + NcC)\hat{z}$.

To characterize the heat and mass transfer in DDC system, the local Nusselt number $Nu(y)$ and Sherwood number $Sh(y)$, and the average Nusselt number $\overline{Nu}$ and Sherwood number $\overline{Sh}$ on high temperature and concentration wall are defined as

$$Nu(y) = \frac{\partial T(0, y)}{\partial x} + D_{CT} \frac{\partial C(0, y)}{\partial x}, \quad \overline{Nu} = \frac{1}{A} \int_0^A Nu(y) dy,$$

$$Sh(y) = S_{TC} \frac{\partial T(0, y)}{\partial x} + \frac{\partial C(0, y)}{\partial x}, \quad \overline{Sh} = \frac{1}{A} \int_0^A Sh(y) dy,$$

(58a - 58b)

where the space derivative terms in $Nu(y)$ and $Sh(y)$ are calculated with the second-order upwind difference schemes.

3.2.1. A grid-independence study

We first conduct a grid-independence study on DDC system in the cavity $[0, 1] \times [0, A]$ at $Ra = 10^5$, $Pr = 1.0$, $Le = 2.0$, $A = 2.0$, $Nc = -2.0$, $S_{TC} = 0.1$ and $D_{CT} = 0.1$. The results of the average Nusselt number $\overline{Nu}$ and Sherwood number $\overline{Sh}$ at different grid numbers of $250 \times 250A,$
changing the Rayleigh number $Ra$ where the aspect ratio $A$ is fine enough, and is also used in the following simulations.

### Table 3: The average Nusselt and Sherwood numbers of the DDC system at $Ra = 10^5$, $Pr = 1.0$, $Le = 2.0$, $Nc = -2.0$, $S_{TC} = 0.1$ and $D_{CT} = 0.1$.  

| Aspect ratio $A$ | Present $Nu$ | Present $Sh$ | Ref. [42] $Nu$ | Ref. [42] $Sh$ | Deviation (%) |
|------------------|--------------|--------------|----------------|----------------|----------------|
| 1/6              | 1.1108       | 1.1528       | -              | -              | -              |
| 1/4              | 1.2582       | 1.7685       | -              | -              | -              |
| 1/2              | 2.2893       | 4.3113       | -              | -              | -              |
| 1                | 2.8925       | 4.9596       | -              | -              | -              |
| 1.5              | 2.9590       | 4.8620       | -              | -              | -              |
| 2                | 2.9151       | 4.6914       | 2.9153         | 4.6993         | 0.0069 0.1681 |
| 4                | 2.6508       | 4.1383       | 2.6505         | 4.1415         | 0.0113 0.0773 |
| 6                | 2.4620       | 3.7959       | 2.4608         | 3.7960         | 0.0488 0.0026 |

$300 \times 300A$, and $350 \times 350A$ are presented in Table 1. From this table, one can find that the relative deviations of $Nu$ and $Sh$ are less than 0.08%. Based on these results, one can find that the grid size $300 \times 300A$ is fine enough, and is also used in the following simulations.

#### 3.2.2. The effects of some physical parameters

We first consider the effect of Rayleigh number $Ra$. To this end, some other parameters are fixed as $Pr = 1.0$, $Le = 2.0$, $Nc = -2.0$, $A = 2.0$, $S_{TC} = 0.1$ and $D_{CT} = 0.1$. As we can see from Table 3, the average Nusselt and Sherwood numbers increase with the increase of $Ra$. At $Le = 2.0$, the concentration diffusion is weaker than the thermal diffusion, which gives a larger concentration gradient at boundary layer with a high concentration, thus the average Sherwood number is larger than the average Nusselt number. We note that present results are in good agreement with those in the previous works [42, 54], as shown in Table 2 and Fig. 8, where the relative errors are no more than 2%

Then the effect of aspect ratio $A$ is also investigated. We perform some simulations at $Ra = 10^5$, $Pr = 1.0$, $Le = 2.0$, $Nc = -2.0$, $S_{TC} = 0.1$ and $D_{CT} = 0.1$, and show the results in Table 3 where the aspect ratio $A$ is changed from 1/6 to 6. From this table, one can see that the average Nusselt number increases when $A$ is increased up to 1.5, and decreases when the aspect ratio is further increased, this means that there is a critical aspect ratio $A = 1.5$. Moreover, through changing the Rayleigh number $Ra$, we can obtain scaling relations between average Nusselt and Sherwood numbers and Rayleigh number through fitting the data, as shown in Fig. 3. As seen from this figure, when $A < 1.0$, the increases of $Nu$ and $Sh$ are faster than the cases with $A > 1.0$, which indicates the heat and mass transfer rates have the obvious changes in horizontal cavities. Here it should be noted that the values at $A = 2.0$ and $Ra = 10^5$ are time-averaged quantities.

Next the influence of buoyancy ratio $Nc$ is also studied through fixing other parameters as $Ra = 10^5$, $Pr = 1.0$, $Le = 2.0$, $S_{TC} = 0.1$ and $D_{CT} = 0.1$. One can see from Fig. 4 that the $Nu$ and $Sh$ at all aspect ratios are close to their minimum values at $Nc = -1.0$, where the thermal and solutal buoyancy forces are offset, and the results are more accurate for the horizontal cavities. Here it is also worth noting that the values of average Nusselt and Sherwood numbers are time-averaged at $Nc = -1.0$ and $A = 2.0$ due to the periodic flow.

Finally, we focus on the effects of the Soret and Dufour factors at $Ra = 10^5$, $Pr = 1.0$, $Le = 2.0$, $Nc = -2.0$ and $A = 2.0$. When Soret and Dufour factors are equal to each other, $Nu$ and $Sh$ increase with the increase of Soret and Dufour factors, as presented in Table 4 where the
Figure 8: Temperature, concentration and streamlines at $Ra = 10^4$, $Pr = 1.0$, $Le = 2.0$, $Nc = -2.0$, $STC = 0.1$ and $D_{CT} = 0.1$. [(a) present results, (b) results in Ref. [42]].
Figure 9: The average Nusselt number (a) and average Sherwood number (b) at different aspect ratios.

Figure 10: The average Nusselt number (a) and average Sherwood number (b) at different aspect ratios.

Figure 11: The average Nusselt and Sherwood numbers at different Soret and Dufour factors, [(a) Soret factor $S_{TC}$ at $D_{CT} = 0$ and (b) Dufour factor $D_{CT}$ at $S_{TC} = 0$].
relative errors are within 0.2%, compared with [42]. In addition, we take $D_{CT} = 0$, and present the effect of Soret factor in Fig. 11(a). From this figure one can see that the average Sherwood number increases in Soret factor, while the average Nusselt number first decreases when $S_{TC}$ is less than $-0.5$, and then increases in Soret factor when $S_{TC}$ is larger than $-0.5$. However, as shown in Fig. 11(b) when we fix $S_{TC} = 0$ and increase the Dufour factor, the average Sherwood number decreases, while the average Nusselt number increases in a large range of $D_{CT}$ but decreases in a small region near $D_{CT} = 0$.

4. Conclusions

In this paper, a LB model is proposed for the general CDF system in $d$ dimensional space. Through the direct Taylor expansion, the governing equations of the general system can be recovered correctly from the proposed LB model. In the present LB model, the cross-diffusion terms are modeled through introducing some extra collision operators, and the proper auxiliary source terms are also constructed, which can be used to avoid the discretization of some derivative terms. Additionally, the computational scheme of pressure actually contains the external force but can be simplified under the incompressible condition. We validate the present LB model by two important CDF systems, i.e., CF system and DDC system with Soret and Dufour effects, and find the results are in good agreement with the analytical solutions and the previous works. Moreover, in the DDC system, the influence of Rayleigh number at different aspect ratios is considered, and the power-law relations between the average Nusselt and Sherwood numbers and the Rayleigh number are observed, which indicate that the heat and mass transfer rates increase faster with the increase of the Rayleigh number in horizontal cavities. In addition, the average Nusselt and Sherwood numbers are close to their minimum values when buoyancy ratio approaches to $-1$, which is more accurate for the horizontal cavities. Finally, the effects of Soret and Dufour factors are also investigated, and the results show that the average Nusselt number increases in a large interval of Soret and Dufour factors, while the average Sherwood number increases with Soret factor but decreases with the Dufour factor.
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Appendix A. The lattice Boltzmann model for incompressible Navier-Stokes equations

In this appendix, we will adopt the direct Taylor expansion method to recover the incompressible Navier-Stokes equations from the present LB model. We first apply the Taylor expansion to Eq. (2b), similar to Eq. (13), and can obtain the following equations at different orders of $\Delta t$,

$$D_i h_{eq}^i = -\frac{\omega}{\Delta t} h_{ne}^i + (1 - \frac{\omega}{2}) F_i + O(\Delta t), \quad (A.1a)$$

$$D_i (h_{eq}^i + h_{ne}^i) + \frac{\Delta t}{2} D_i^2 h_{eq}^i = -\frac{\omega}{\Delta t} h_{ne}^i + (1 - \frac{\omega}{2}) F_i + O(\Delta t^2), \quad (A.1b)$$

where $h_{ne}^i$ is the non-equilibrium part of $h_i$. According to Eq. (A.1a), we have

$$\frac{\Delta t}{2} D_i^2 h_{eq}^i = -\frac{1}{2} D_i \omega h_{ne}^i + \Delta t^2 F_i + O(\Delta t^2).$$

(A.2)

Then substituting Eq. (A.2) into Eq. (A.1b), one can obtain

$$D_i h_{eq}^i + D_i (1 - \frac{\omega}{2}) h_{ne}^i + \frac{\Delta t}{2} D_i (1 - \frac{\omega}{2}) F_i = -\frac{\omega}{\Delta t} h_{ne}^i + (1 - \frac{\omega}{2}) F_i + O(\Delta t^2).$$

(A.3)

To give the correct Navier-Stokes equations, the distribution functions $h_i$, $h_{eq}^i$ and $F_i$ satisfy the following conditions,

$$\sum_i c_i h_i = \sum_i c_i h_{eq}^i = \rho_0, \quad \sum_i c_i c_i h_{eq}^i = u, \quad \sum_i c_i c_i c_i h_{eq}^i = \Delta \cdot u, \quad (A.4a)$$

$$\sum_i F_i = 0, \quad \sum_i c_i F_i = F, \quad \sum_i c_i c_i F_i = \varphi(uF + Fu),$$

(A.4b)

where $\Delta$ is a fourth-order tensor giving by $\delta_{\alpha\beta} \delta_{\theta\gamma} + \delta_{\beta\theta} \delta_{\alpha\gamma} + \delta_{\alpha\theta} \delta_{\beta\gamma}$. From Eqs. (A.4a) and (5b), we can get

$$\sum_i c_i h_{ne}^i = \sum_i c_i h_i - \sum_i c_i h_{eq}^i = -\frac{\Delta t}{2} F.$$ 

(A.5)

Using above relations, we can derive the zeroth and first order moments of Eqs. (A.1a) and (A.3) at the orders of $O(\Delta t)$ and $O(\Delta t^2)$,

$$\nabla \cdot u = O(\Delta t), \quad (A.6a)$$

$$\partial_t u + \nabla \cdot (p I + uu) = F + O(\Delta t), \quad (A.6b)$$

$$\nabla \cdot u = O(\Delta t^2), \quad (A.7a)$$

$$\partial_t u + \nabla \cdot (p I + uu) + \nabla \cdot \left(1 - \frac{\omega}{2} \right) \left[ \sum_i c_i h_{eq}^i + \frac{\Delta t}{2} \varphi(uF + Fu) \right] = F + O(\Delta t^2).$$

(A.7b)
where the term \( \sum_i c_i c_i^\alpha_{i} \) can be evaluated by Eq. (A.1a).

\[
\sum_i c_i c_i^\alpha_{i} = -\frac{\Delta t}{\omega} \sum_i c_i c_i \left[ D_i h_i^\alpha - \left(1 - \frac{\omega}{2}\right) F_i \right] + O(\Delta t^2)
\]

\[
= -\frac{\Delta t}{\omega} \left[ \partial_t \sum_i c_i c_i^\alpha + \nabla \cdot \sum_i c_i c_i h_i^\alpha - \left(1 - \frac{\omega}{2}\right) \sum_i c_i F_i \right] + O(\Delta t^2)
\]

(A.8)

Based on Eq. (A.6), we get

\[
\frac{\partial}{\partial t} (p \mathbf{u} + \mathbf{u} p\mathbf{u}) = u_a (F_{\beta} - \nabla_{\beta} p - \nabla_{\gamma} u_{\gamma}) + (F_{\alpha} - \nabla_{\alpha} p - \nabla_{\gamma} u_{\gamma} u_{\gamma}) u_{\beta} + O(Ma\Delta t)
\]

\[
= u_a \Delta t \left[ p \mathbf{u} + \mathbf{u} (p \mathbf{u}) \right] + O(Ma\Delta t + Ma^3)
\]

(A.9)

where \( Ma \) is the Mach number. Substituting Eq. (A.9) into Eq. (A.8) and with the help of \( \partial_t p = O(Ma^2) \), one can obtain

\[
\sum_i c_i c_i^\alpha_{i} + \frac{\Delta t}{2} \varphi (\mathbf{u} F + \mathbf{F} u) = \Delta t \left[ \frac{\varphi}{\omega} (\mathbf{u} F + \mathbf{F} u) - \frac{c_i^2 \Delta t}{\omega} (\nabla \mathbf{u} + (\nabla \mathbf{u})^T) \right] + O(Ma^2 \Delta t + \Delta t^2).
\]

(A.10)

According to the value of \( \varphi \), we have the following two cases.

**Case 1**: \( \varphi = 0 \). Due to the fact \( \mathbf{u} F = O(Ma^2) \), the first term on the right hand side of Eq. (A.10) can be absorbed into the truncation term \( O(Ma^2 \Delta t + \Delta t^2) \). Actually, the derivation process of Eq. (A.10) is not necessary since \( \partial_t \mathbf{u} u = O(Ma^2) \). In this case, the force term \( F_i \) can be simplified.

**Case 2**: \( \varphi = 1 \). Under this condition, the first term on the right hand side of Eq. (A.10) is zero.

In both cases, if we substitute Eq. (A.10) into Eq. (A.8) and omit the truncation terms \( O(\Delta t^2) \) in Eq. (A.7a) and \( O(Ma^2 \Delta t + \Delta t^2) \) in Eq. (A.7b), one can get the incompressible Navier-Stokes equations:

\[
\nabla \cdot \mathbf{u} = 0,
\]

(A.11a)

\[
\mathbf{u}, + \nabla \cdot \mathbf{uu} = -\nabla p + \nabla \cdot \nu (\nabla \mathbf{u} + (\nabla \mathbf{u})^T) + \mathbf{F},
\]

(A.11b)

where \( \nu = \frac{1}{2} - \frac{1}{4} c_i^2 \Delta t \).

Now let focus on the computation of pressure. From Eq. (A.10) one can obtain

\[
h_i^{\alpha} = \frac{\Delta t}{\omega} \left[ D_i h_i^\alpha - \left(1 - \frac{\omega}{2}\right) F_i \right] + O(\Delta t^2).
\]

(A.12)

Taking the zeroth-direction of Eqs. (A.11b) and (A.12), we have

\[
h_0^{\alpha} = \left( W_0 - 1 \right) \frac{p}{c_s^2} + \rho_0 - W_0 \frac{\mathbf{u} \cdot \mathbf{u}}{2 c_s^2}.
\]

(A.13)

\[
h_0^{\alpha} = -\frac{\Delta t}{\omega} \left[ \partial_t h_0^\alpha - \left(1 - \frac{\omega}{2}\right) F_0 \right] + O(\Delta t^2).
\]

(A.14)
Owing to the fact that $\partial_t h_0^{eq}$ is order of $O(\Ma^2)$, Eq. (A.13) can be simplified by

$$h_0^{eq} = \frac{\Delta t}{\omega} (1 - \frac{\omega}{2}) F_0 + O(\Ma^2 \Delta t + \Delta t^2). \tag{A.15}$$

According to Eqs. (A.13) and (A.15), and based on $h_i = h_i^{eq} + h_i^{nc}$, we have

$$\frac{(1 - W_0)p}{c_i^2} = \rho_0 - (h_0 - h_0^{eq}) - W_0 \frac{\mathbf{u} \cdot \mathbf{u}}{2c_i^2}$$

$$= \rho_0 - \left[ \sum_i h_i - \sum_i h_i \right] - W_0 \frac{\mathbf{u} \cdot \mathbf{u}}{2c_i^2} + \frac{\Delta t}{\omega} (1 - \frac{\omega}{2}) F_0 + O(\Ma^2 \Delta t + \Delta t^2) \tag{A.16}$$

Ignoring the truncation error terms of $O(\Ma^2 \Delta t + \Delta t^2)$, we can obtain the computational scheme for pressure,

$$p = \frac{c_i^2}{1 - W_0} \left[ \sum_i h_i - W_0 \frac{\mathbf{u} \cdot \mathbf{u}}{2c_i^2} + \frac{\Delta t}{\omega} (1 - \frac{\omega}{2}) F_0 \right]$$

$$= \frac{c_i^2}{1 - W_0} \sum_i \left[ h_i - W_0 \frac{\mathbf{u} \cdot \mathbf{u}}{2c_i^2} - \frac{\varphi \Delta t}{\omega} \frac{1}{2} \frac{\mathbf{u} \cdot \mathbf{F}}{c_i^2} \right]. \tag{A.17}$$
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