Sharpened dynamics alternative and its $C^1$-robustness for strongly monotone discrete dynamical systems

Yi Wang and Jinxiang Yao†

School of Mathematical Sciences
University of Science and Technology of China
Hefei, Anhui, 230026, P. R. China

Abstract

For strongly monotone dynamical systems, the dynamics alternative for smooth discrete-time systems turns out to be a perfect analogy of the celebrated Hirsch’s limit-set dichotomy for continuous-time semiflows. In this paper, we first present a sharpened dynamics alternative for $C^1$-smooth strongly monotone discrete-time dissipative system $\{F^n_0\}_{n \in \mathbb{N}}$ (with an attractor $A$), which concludes that there is a positive integer $m$ such that any orbit is either manifestly unstable; or asymptotic to a linearly stable cycle whose minimal period is bounded by $m$. Furthermore, we show the $C^1$-robustness of the sharpened dynamics alternative, that is, for any $C^1$-perturbed system $\{F^n_\epsilon\}_{n \in \mathbb{N}}$ ($F_\epsilon$ not necessarily monotone), any orbit initiated nearby $A$ will admit the sharpened dynamics alternative with the same $m$. The improved generic convergence to cycles for the $C^1$-system $\{F^n_0\}_{n \in \mathbb{N}}$, as well as for the perturbed system $\{F^n_\epsilon\}_{n \in \mathbb{N}}$, is thus obtained as by-products of the sharpened dynamics alternative and its $C^1$-robustness. The results are applied to nonlocal $C^1$-perturbations of a time-periodic parabolic equations and give typical convergence to periodic solutions whose minimal periods are uniformly bounded.
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1 Introduction

The theory of monotone dynamical systems grew out of the series of groundwork of M. W. Hirsch ( [10,11] and [12–17]) and Matano [22,23]. Over three decades since its development, the
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theory and applications have undergone extensive investigations and continue to expand. Large quantities of mathematical models of ordinary, functional and partial differential equations or difference equations can generate monotone dynamical systems. We refer to [2, 5, 19, 21, 29, 32, 33, 36] (and references therein) for details.

For continuous strongly monotone semiflows, the central and signature result is the so called Hirsch’s generic convergence theorem, concluding that generic precompact orbits approach a set of equilibria. For this purpose, Hirsch introduced a fundamental building block of the theory, the Limit-Set Dichotomy, which asserts that for a strongly monotone semiflow with compact orbit closures,

If \( x < y \), then either \( \omega(x) \ll \omega(y) \) or \( \omega(x) = \omega(y) \subset E \).

Here, \( \omega(x) \) and \( \omega(y) \) are the \( \omega \)-limit set of \( x \) and \( y \), respectively; \( E \) denotes the set of equilibria; and \( \omega(x) \ll \omega(y) \) means that \( u \ll v \) for any \( u \in \omega(x) \) and \( v \in \omega(y) \). As a matter of fact, almost all of the important results (including the generic convergence theorem) in the theory of monotone semiflows follow from this deceptively simple result. Later on, motivated by earlier work of Poláčik [28], Smith and Thieme [35] improved the limit set dichotomy and generic convergence for \( C^1 \)-smooth strongly monotone semiflows (see also in [19]).

However, it is unfortunate that Hirsch’s Limit-Set Dichotomy fails (see [19] or [20, Section 2, p.385-386]) for strongly monotone discrete-time systems. Hence, there is no priori information on the structure of limit sets of typical trajectories. This turns out to be a major significant difference between semiflows and discrete-time systems. Although certain weak Limit-Set Dichotomy was mentioned for strongly monotone discrete systems in the literatures (see e.g., [3, 37]), it is still unknown whether those weak versions can be viewed as an effective substitute for Hirsch’s Limit-Set Dichotomy. As a consequence, for strongly monotone discrete-time systems (mappings), there is no result analogous to Hirsch’s generic convergence theorem up to now unless certain smoothness assumption is imposed.

Poláčik and Tereščák [30] first proved that the generic convergence to cycles occurs provided that the mapping \( F \) is of class \( C^{1,\alpha} \) (i.e., \( F \) is a \( C^1 \)-map with a locally \( \alpha \)-Hölder derivative \( DF \), \( \alpha \in (0,1] \)). Here, a cycle means a periodic orbit of \( F \). In [30], a critical insight for the inherent structure of strongly monotone discrete-time systems is the following statement (we now call it as dynamics alternative), which states (see [30, Theorem 4.1]): For any \( x \) with a relatively compact orbit, either

(a) the \( \omega \)-limit set \( \omega(x) \) is a linearly stable cycle; or,

(b) there exists \( \delta > 0 \) such that for any \( y \in X \) satisfying \( y < x \) or \( y > x \),

\[
\limsup_{n \to +\infty} \|F^n x - F^n y\| \geq \delta. \tag{1.1}
\]

Here, a cycle is called linearly stable if the spectral radius of the derivative \( DF^p \) along the cycle (of minimal period \( p \)) is no more than 1 (see Section 2). Poláčik and Tereščák [30] discovered the alternative by classifying such scenario in terms of the sign of the principal Lyapunov exponent,
as well as the exponential separation along \( \omega(x) \) (see \([24, 26, 31]\)) and the idea of construction of stable manifolds in the so called Pesin’s Theory. So, the additional assumptions that \( F \) is \( C^{1,\alpha} \) and injective on \( \omega(x) \) cannot be dropped in \([30]\).

The dynamics alternative plays a very crucial role in the study of generic behavior for smooth strongly monotone discrete-time systems. It deserves to point out that in discrete-time systems it is actually a perfect analog of Hirsch’s Limit-Set Dichotomy. In our previous work \([39]\), the present authors proved the dynamics alternative for \( C^1 \)-smooth discrete-time systems (i.e., \( F \in C^1 \)) by improving Tereščák’s extended exponential separation Theorem (\([38, \text{Theorem 2.1}]\)). The generic convergence to cycles for \( C^1 \)-smooth systems (see \([39, \text{Corollary 2.2}]\)) is thus obtained as a by-product of the dynamics alternative.

In the present paper, we will focus on the sharpened versions of dynamics alternative for \( C^1 \)-smooth discrete systems (see Theorem A), as well as their robustness for \( C^1 \)-perturbed systems (see Theorem C). To be more precise, we formulate some standing hypotheses:

(H1) \((X, C)\) is a strongly ordered Banach Space.

(H2) \( F_0 : X \to X \) is a compact \( C^1 \)-map, such that for any \( x \in X \), the Fréchet derivative \( DF_0(x) \) is a strongly positive operator, i.e., \( DF_0(x) v \gg 0 \) whenever \( v > 0 \).

We have the following sharpened dynamics alternative for \( C^1 \)-smooth mapping \( F_0 \):

**Theorem A** (Sharpened \( C^1 \)-dynamics alternative). Assume that (H1)-(H2) hold. Assume also \( F_0 \) is pointwise dissipative. Then there is an integer \( m > 0 \) such that, for any \( x \in X \), either

(a) \( \omega(x, F_0) \) is a linearly stable cycle of minimal period at most \( m \); or,

(b) there is a constant \( \delta > 0 \) such that, for any \( y \in X \) satisfying \( y < x \) or \( y > x \),

\[
\limsup_{n \to +\infty} \| F_0^n x - F_0^n y \| \geq \delta.
\]

Theorem A concludes that, there exists an integer \( m > 0 \) such that any orbit is either manifestly unstable; or asymptotic to a linearly stable cycle whose minimal period is bounded by \( m \). An immediate consequence of Theorem A is the following improved generic convergence to cycles for \( C^1 \)-smooth systems.

**Corollary B** (Improved generic convergence for \( C^1 \)-systems). Let all hypotheses in Theorem A hold. Then there is an integer \( m > 0 \) such that the set

\[
Q_0 := \{ x \in X : \omega(x, F_0) \text{ is a linearly stable cycle of minimal period at most } m \}
\]

contains an open and dense subset of \( X \).

Corollary B was first proved by Hess and Poláčik \([9, \text{Corollary 4}]\) under the additional assumptions that \( F_0 \) is \( C^{1,\alpha} \) and injective. Tereščák \([38]\) first tackled the problem of the lower \( C^1 \)-regularity and removed the injectivity of \( F_0 \). By some rather indirect arguments (see \([38, \text{Propositions 1.3 and 3.1}]\)), he obtained the generic convergence to cycles for \( C^1 \)-smooth discrete-time systems. Unfortunately, Tereščák’s Theorem has not yet been published.
Meanwhile, the improved generic convergence for $C^1$-system (Corollary B) was further informally announced in Tereščák [38, p.2]. Since then, Corollary B was quite frequently stated, but without proofs, in many literatures (see, e.g. [20, Section 4, p.387], [19, Section 5, p.97] or [18,25,29,34]). Here, we obtain such improved generic convergence as a direct corollary of our sharpened $C^1$-dynamics alternative (Theorem A).

Motivated by Theorem A, we further consider $C^1$-perturbations of the $C^1$-smooth mapping $F_0$, and obtain the sharpened dynamics alternative for the $C^1$-perturbed systems. More precisely, we present an additional standing hypothesis:

**(H3)** Let $J = [-\epsilon_0, \epsilon_0] \subset \mathbb{R}$, and $F : J \times X \to X; (\epsilon, x) \mapsto F_\epsilon(x)$ is a compact $C^1$-map, i.e., $DF(\epsilon, x)$ continuously depends on $(\epsilon, x) \in J \times X$.

The following theorem reveals that sharpened dynamics alternative of $F_0$ is robust under the $C^1$-perturbation.

**Theorem C** ($C^1$-robustness for sharpened dynamics alternative). Assume that (H1)-(H3) hold. Assume also $F_0$ is pointwise dissipative with an attractor $A$. Let $B_1 \supset A$ be an open ball such that

\[
\sup\{\|F_\epsilon x - F_0 x\| + \|DF_\epsilon(x) - DF_0(x)\| : \epsilon \in J, x \in B_1\}
\]

sufficiently small. Then there exists a solid cone $C_1 \subset \text{Int}C$, an open bounded set $D_1$ (with $B_1 \supset D_1 \supset A$) and an integer $m > 0$ such that, for each $x \in D_1$ and $|\epsilon|$ sufficiently small, either

(a) $\omega(x, F_\epsilon)$ is a linearly stable cycle of minimal period at most $m$; or,
(b) there is a constant $\delta > 0$ such that, for any $y \in D_1$ satisfying $y <_1 x$ or $y >_1 x$,

\[
\limsup_{n \to +\infty} \|F_\epsilon^n x - F_\epsilon^n y\| \geq \delta.
\]

Theorem C, as well as its stronger version (Theorem 3.1) will be proved in Section 3. As a by-product of the $C^1$-robustness for sharpened dynamics alternative of $F_0$, we can obtain the following improved generic convergence for $C^1$-perturbations of the discrete-time systems generated by $F_0$.

**Corollary D** (Improved generic convergence for $C^1$-perturbations). Let all hypotheses in Theorem C hold. Then there exists an open bounded set $D_1 \supset A$ and an integer $m > 0$ such that, for any $|\epsilon|$ sufficiently small, the set

\[
Q_\epsilon := \{x \in D_1 : \omega(x, F_\epsilon) \text{ is a linearly stable cycle of minimal period at most } m\}
\]

contains an open and dense subset of $D_1$.

Under the additional assumptions that $F_0$ is $C^{1,\alpha}$ and injective, Corollary D was first proved by Hess and Poláčik [9, Corollary 5] for monotone perturbations, that is, $F_\epsilon$ is monotone for each $\epsilon \in J$. Tereščák [38] considered the problem of generic convergence for perturbations of
C\(^1\)-smooth mapping \(F_0\). More precisely, without the assumptions on the injectivity of \(F_0\) and the monotonicity of \(F\), he [38, Corollary 5.1] proved that, for any \(|\epsilon|\) sufficiently small, the set 
\[ R_\epsilon := \{ x \in D_1 : \omega(x, F_\epsilon) \text{ is a linearly stable cycle} \} \]
contains a generic (open and dense) subset of \(D_1\). So, Corollary D here improved Tereščák’s results by showing that the set of minimal periods of linearly stable cycles contained in \(D_1\) is bounded by \(m\), which is actually a direct corollary of our Theorem C.

The approach of the present paper is motivated by Hess and Poláčik [9, Section 4] and our recent works [39,40]. However, in our current framework, the lower \(C^1\) (instead of \(C^{1,\alpha}\))-regularity and loss of the one-to-one property of \(F_0\), as well as the non-monotonicity of the perturbations \(F_\epsilon\), make our approach far more delicate and difficult. In order to overcome such a series of difficulties, we combined with the ideas and techniques developed in Tereščák [38] and in our works [39,40]. Among others, the main novelty of our approach is to construct a bundle map \(T\) (induced by certain iteration of the perturbation \(F_\epsilon\)) over the Cartesian square of some bounded neighborhood nearby the attractor \(A\). By appealing to the extended exponential separation (see [39, Proposition 3.2 or Theorem A]) with the alternative cone \(C_1\), as well as certain delicate equivalence estimates in terms of the principal Lyapunov exponents (see Proposition 2.2), we accomplish our approach by establishing the \(C^1\)-Robustness for Sharpened Dynamics Alternative (i.e., Theorem C, and its stronger version Theorem 3.1). This enables us to obtain as by-products all other main results, including the Improved Generic Convergence for \(C^1\)-systems and their \(C^1\)-perturbations (i.e., Corollary B and Corollary D).

This paper is organized as follows. In Section 2, we agree on some notations and provide relevant definitions and preliminary results. Besides, we further present several crucial propositions (see Propositions 2.2-2.4), which turn out to be very important for our proof. In Section 3, we will prove the \(C^1\)-robustness for sharpened dynamics alternative (Theorem C, and its stronger version Theorem 3.1). In Section 4, we will prove the boundedness of stable periods for \(C^1\)-perturbed systems (i.e., Proposition 2.4). Other main results, including Theorem A, Corollary B and Corollary D will be proved in Section 5. Finally, in Section 6, we will present an example of a nonlocal perturbation for time-periodic parabolic equations to illustrate our abstract results.

2 Notations and Preliminary results

Let \((X, \| \cdot \|)\) be a Banach space. A cone \(C \subset X\), i.e., \(C\) is a closed convex subset of \(X\) such that \(\lambda C \subset C\) for all \(\lambda > 0\) and \(C \cap (-C) = \{0\}\). \(C\) is said to be a solid cone, if \(\text{Int}C \neq \emptyset\). We call \((X,C)\) a strongly ordered Banach Space if \(C\) is a solid cone. For \(x, y \in X\), we write \(x \leq y\) if \(y - x \in C\), \(x < y\) if \(y - x \in C \setminus \{0\}\), \(x \ll y\) if \(y - x \in \text{Int}C\). The reversed signs are used in the usual way. Given two subsets \(A\) and \(B\) of \(X\), \(A \leq B\) \((A < B, A \ll B)\) means that \(x \leq y\) \((x < y, x \ll y)\) holds for each choice of \(x \in A\) and \(y \in B\). A subset \(B \subset X\) is unordered if it does not contain points \(x, y\) such that \(x < y\).
Denote by $X^*$ the dual space of $X$. The set $C^*=\{l \in X^*: l(v) \geq 0 \text{ for any } v \in C\}$ is called the dual cone of $C$. If $\text{Int} C \neq \emptyset$, then $C^*$ is indeed a cone in $X^*$ (see [4]). Let $C_1^* = \{l \in C^*: l(v) > 0, \text{ for any } v \in C \setminus \{0\}\}$. Choose $e \in \text{Int} C$ and let $\|x\|_e = \inf\{\rho > 0 : x \in \rho[-e, e]\}$. We call $\|\cdot\|_e$ an order norm on $X$. In general, $\|\cdot\|$ is stronger than $\|\cdot\|_e$, i.e., there is a constant $r > 0$ such that $\|x\|_e \leq r\|x\|$ for any $x \in X$ (see [4]). A mapping $h : X \rightarrow X$ is called monotone (strongly monotone), if $x \leq y \implies hx \leq hy$ ($hx \ll hy$).

In this paper, we sometimes also need to deal with arguments for another solid cone $C_1(\subset C)$. Therefore, for the sake of no confusion, we write $\leq_1, <_1, \ll_1$ as the corresponding order relation induced by the cone $C_1$ throughout the paper.

For a continuous map $h : X \rightarrow X$, the orbit of $x \in X$ is $O(x, h) = \{h^n x : n \geq 0\}$. The $\omega$-limit set of $x \in X$ is $\omega(x, h) = \bigcap_{k \geq 0} \{h^k x : n \geq k\}$. Let $D$ be a subset of $X$, the orbit of $D$ is $O(D, h) = \bigcup_{x \in D} O(x, h)$. A point $x \in X$ is a periodic point of $h$, if $h^p x = x$ for some integer $p \geq 1$. $p$ is then a period of $x$. Moreover, if $h^p x \neq x$ for $l = 1, 2, \cdots, p - 1$, we call $x$ $p$-periodic. $p$ is the minimal period of $x$. In particular, if $p = 1$, we say $x$ is a fixed point of $h$. A set $K$ is called a cycle if $K = O(x, h)$ for some periodic point $x$. For a $C^1$-smooth map $h$, $x \in X$ and $v \in X$, we define
\[
\lambda(x, v, h) = \lim_{n \rightarrow +\infty} \sup_{v \in X} \frac{\log \|D^m(x)v\|}{n} \quad \text{and} \quad \lambda_1(x, h) = \sup_{v \in X} \lambda(x, v, h).
\]

We call $\lambda_1(x, h)$ the principal Lyapunov exponent of $x$ (with respect to $h$). A cycle $K = O(x, h)$ is linearly stable if the spectral radius of the derivative $Dh^k$ along the cycle (of minimal period $p$) is no more than 1 (we also call $x$ as a linearly stable $p$-periodic point of $h$). In particular, if $p = 1$, we say $x$ is a linearly stable fixed point of $h$. Let $B \subset X$. We say that $k$ is a stable period for the restriction $h|_B$ if there is a linearly stable $k$-periodic point $x$ of $h$ such that the orbit $O(x, h) = \{h^k x : n = 0, 1, \cdots, k - 1\}$ is contained in $B$. If $B = X$ we simply say that $k$ is a stable period of $h$. For brevity, we hereafter say $\omega(x, h)$ is a linearly stable cycle (of minimal period $p$), if $\omega(x, h)$ is a linearly stable cycle (of minimal period $p$) of $h$.

A continuous map $h : X \rightarrow X$ is called pointwise dissipative, if there is a bounded subset $B \subset X$ such that $B$ attracts each point of $X$. An invariant set $A$ is said to be an attractor of $h$, if $A$ is the maximal compact invariant set which attracts each bounded subset $B \subset X$. If $h : X \rightarrow X$ is compact and pointwise dissipative, then there is an attractor $A$ of $h$ (see e.g., [7]).

Fix any $M^* > 0$. It is not difficult to see that one of the following alternatives must hold:

(Altb) : for any $z \in \omega(x, F_0)$, there exists $n(z) \geq 1$ such that $\|DF_0^n(z)\| \geq M^*$.

**Proposition 2.1.** (Dynamics alternative). Assume that (H1)-(H2) hold. Let $x \in X$ have a relatively compact orbit. Fix $M^* > 0$ sufficiently large, we have the following
(a) If (Alta) holds, then \( \omega(x, F_0) \) is a linearly stable cycle;
(b) If (Altb) holds, then there is a constant \( \delta > 0 \) such that, for any \( y \in X \) satisfying \( y < x \) or \( y > x \),
\[
\limsup_{n \to +\infty} \| F_0^n x - F_0^n y \| \geq \delta.
\]

Proof. See Wang and Yao [39, Theorem 2.1]. \( \square \)

Remark 2.1. In fact, if (Altb) holds, one may further obtain that there exists \( w \gg 0 \) and a bounded integer-valued function \( \nu(z) \) on \( z \in \omega(x) \) such that
\[
DF_0^n(\nu(z))w \gg 3^kw, \quad \text{for } k \geq 1.
\]
(\text{2.1})

Let \( l = \sup_{z \in \omega(x, F_0)} \nu(z) \). Then
\[
n_k = \nu(z) + \nu(z_{n_1}) + \cdots + \nu(z_{n_{k-1}}) \leq lk,
\]
for any \( k \geq 1 \). Hence
\[
k \geq \frac{n_k}{l}.
\]
Together with (2.1), this leads to
\[
(e^{-\gamma})^{n_k} DF_0^{n_k}(z)w \geq w, \tag{2.2}
\]
where
\[
\gamma := \log(3^{\frac{1}{l}}) > 0.
\]
Recall that $\| \cdot \|$ is stronger than $\| \cdot \|_w$, i.e., there is a constant $r > 0$ such that $\| x \|_w \leq r \| x \|$ for any $x \in X$. Therefore, (2.2) implies that $(e^{-\gamma})^q \| DF_0^{nk}(z)w \| \geq \frac{1}{q}(e^{-\gamma})^nk DF_0^{nk}(z)w \| \geq \frac{1}{q}$. That is to say, $\| DF_0^{nk}(z)w \| \geq \frac{1}{q}e^{\gamma nk}$. As a consequence,

$$
\lambda(z, w, F_0) = \lim_{n \to +\infty} \frac{\log \| DF_0^n(z)w \|}{n} \geq \lim_{k \to +\infty} \frac{\log \| DF_0^{nk}(z)w \|}{nk} \geq \gamma > 0.
$$

Hence, $\lambda_1(z, F_0) \geq \lambda(z, w, F_0) \geq \gamma > 0$, for any $z \in \omega(x, F_0)$. Thus, we have proved that (Altb) implies (Altd), which completes the proof.

**Proposition 2.3.** Assume that (H1)-(H3) hold and $F_0$ is pointwise dissipative with an attractor $A$. Let $B_1$ be an open ball containing $A$. If

$$
sup \{ \| F_\epsilon x - F_0x \| + \| DF_\epsilon(x) - DF_0(x) \| : \epsilon \in J, x \in B_1 \} < \epsilon',
$$

for some $\epsilon' > 0$, then there is a solid cone $C_1 \subset \text{Int} C$, an open bounded set $D$ ($B_1 \supset D \supset A$) and an integer $q > 0$, such that

(i). $F^n_\epsilon(D) \subset D$ for any $\epsilon \in J$ and $n \geq q$; and

(ii). $F^n_\epsilon x \ll_1 F^n_\epsilon y$ whenever $\epsilon \in J$, $x <_1 y$ (with $x, y \in D$) and $n \geq q$.

**Proof.** See Tereščák [38, Theorem 5.1].

**Remark 2.2.** For each $\epsilon \in J$ and $(x, y) \in D \times D$, we define the map

$$
R_{\epsilon,(x,y)} := \int_0^1 DF_\epsilon(sx + (1-s)y)ds,
$$

(2.3)

and the iteration

$$
R_{\epsilon,(x,y)}^{(n)} = R_{\epsilon,(F^n_\epsilon x,F^n_\epsilon y)} \circ \cdots \circ R_{\epsilon,(F_\epsilon x,F_\epsilon y)} \circ R_{\epsilon,(x,y)},
$$

(2.4)

for $(x, y) \in D \times D$ and $n \geq 1$. By letting the integer $q > 0$ in Proposition 2.3 larger, if necessary, it follows from [38, Eq.(5.5) on p.17] that

$$
\{ R_{\epsilon,(x,y)}^{(n)} \in \mathcal{L}(X) : (x, y) \in D \times D, n \geq q \}
$$

(2.5)

is a continuous family of compact linear operators which are strongly positive with respect to the cone $C_1$. In particular, we have

$$
F^n_\epsilon x - F^n_\epsilon y = R_{\epsilon,(x,y)}^{(n)}(x - y)
$$

(2.6)

and

$$
DF^n_\epsilon(x) = R_{\epsilon,(x,x)}^{(n)},
$$

(2.7)

for any $x, y \in D$ and $n \geq q$.  
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Remark 2.3. It deserves to point out that the cone $C_1$ is actually independent of all small $\epsilon'$ (see [38, Definition of $C_1$ on p.16]). In addition, for smaller $\epsilon'$, one may always choose some open bounded subset $D_1$ (satisfying $D \supset D_1 \supset D_1 \supset A$) such that, by letting the integer $q > 0$ larger (if necessary), both $D$ and $D_1$ satisfies items (i)-(ii) in Proposition 2.3 (see [38, Eq.(5.11) on p.19]).

Throughout the paper, we always reserve the solid cone $C_1 \subset \text{Int}C$, the open bounded subset $D, D_1$ (with $D \supset D_1 \supset D_1 \supset A$) and the integer $q > 0$ as in Proposition 2.3 and Remarks 2.2-2.3.

Proposition 2.4. Assume that (H1)-(H3) hold and $F_0$ is pointwise dissipative with an attractor $A$. Let $B_1 \supset A$ be an open ball such that

$$\sup\{\|F_\epsilon x - F_0 x\| + \|DF_\epsilon(x) - DF_0(x)\| : \epsilon \in J, x \in B_1\}$$

(2.8)

sufficiently small. Then there exists an integer $m_1 > 0$ such that, for any $|\epsilon|$ sufficiently small, all the stable periods of $F_\epsilon^j|\mathcal{T}_1$ are bounded above by $m_1$.

Proposition 2.4 will play a crucial role in our approach for the $C^1$-robustness for sharpened dynamics alternative in Section 3 and Section 5. For the sake of clarity, we will postpone to Section 4 the proof of Proposition 2.4.

An immediate consequence of Proposition 2.4 is the following

Corollary 2.5. Let all hypotheses in Proposition 2.4 hold. Then there exists an integer $m > 0$ such that, for any $|\epsilon|$ sufficiently small, all the stable periods of $F_\epsilon|\mathcal{T}_1$ are bounded above by $m$.

Proof. By virtue of Proposition 2.4, we only need to show the following claim: If $z$ is a linearly stable $k$-periodic point of $F_\epsilon^q$, then $z$ is a linearly stable periodic point of $F_\epsilon$ of minimal period at most $kq$. For this purpose, we choose $j \mid kq$ be such that $F_\epsilon^j z = z$ and $F_\epsilon^i z \neq z$, for any $1 \leq i \leq j - 1$. Since $z$ is a linearly stable $k$-periodic point of $F_\epsilon^q$, one has

$$\lim_{n \to +\infty} \|(DF_\epsilon^{kq}(F_\epsilon^{sq} z))^n\| \overset{\text{2.9}}{=} \lim_{n \to +\infty} \|DF_\epsilon^{nkq}(F_\epsilon^{sq} z)\| \leq 1,$$

for any $s = 1, \cdots, k$. Recall that $j \mid kq$. Then, for each $i = 0, 1, \cdots, j - 1$, there exist integers $s \in \{1, \cdots, k\}$ and $l \in \{0, \cdots, q - 1\}$ such that $i = sq - l$. Let $d = kq/j$. Then

$$\lim_n \|(DF_\epsilon^{aq}(F_\epsilon^{aq} z))^n\| \overset{\text{2.9}}{=} \lim_n \|DF_\epsilon^{aq}(F_\epsilon^{aq} z)\| \overset{\text{2.9}}{=} \lim_n \|DF_\epsilon^{aq}(F_\epsilon^{aq} z)\| \leq 1.$$
for any \(i = 0, \cdots, j - 1\). Here, \(M_1 := \max\{\|DF^n_\varepsilon(F_\varepsilon z)\| : 0 \leq n \leq kq, 1 \leq p \leq kq\}\). Therefore, \(z\) is a linearly stable \(j\)-periodic point of \(F_\varepsilon\). Thus, we have proved the claim.

Let \(m = m_1 q\). Together with the claim, Proposition 2.4 directly implies this Corollary.

\[ \square \]

Remark 2.4. Under the additional assumptions of the \(C^{1,\alpha}\)-regularity, the injectivity of \(F_0\) and the monotonicity of the perturbations \(F_\varepsilon\), Hess and Poláčik [9, Theorem 1 and Theorem 2] succeeded in proving the boundedness of stable periods of \(F_\varepsilon|_B\), where \(B \subset X\) is a bounded set. The approach in [9] inherited the ideas and arguments in Poláčik and Tereščák [30], which is based on the exponential separation along \(\omega(x)\) (see, e.g. Mierczyński [24], Poláčik and Tereščák [31]), as well as the idea of construction of stable manifolds in the so called Pesin’s Theory (see [27]). As a consequence, these additional assumptions cannot be dropped in [9]. However, these additional assumptions are removed in our Proposition 2.4 and Corollary 2.5.

3 \(C^1\)-robustness for sharpened dynamics alternative

In this section, we will focus on the \(C^1\)-robustness for sharpened dynamics alternative. As we mentioned in Section 2, we hereafter always reserve the notations of the solid cone \(C_1 \subset \text{Int}C\), the open bounded subset \(D, D_1\) (with \(D \supset \overline{D_1} \supset D_1 \supset A\)) and the integer \(q > 0\) as in Proposition 2.3 and Remarks 2.2-2.3.

Our main result of this section is the following

**Theorem 3.1.** \((C^1\)-robustness for sharpened dynamics alternative). Assume that (H1)-(H3) hold. Assume also \(F_0\) is pointwise dissipative with an attractor \(A\). Let \(B_1 \supset A\) be an open ball such that

\[
\sup\{\|F_\varepsilon x - F_0 x\| + \|DF_\varepsilon(x) - DF_0(x)\| : \varepsilon \in J, x \in B_1\} \quad (3.1)
\]

sufficiently small. Then there exists an integer \(m_1 > 0\) such that, for each \(x \in D_1\) and \(|\varepsilon|\) sufficiently small, either

(a) \(\omega(x, F_\varepsilon)\) is a linearly stable cycle of minimal period at most \(m_1\); or,

(b) there is a constant \(\delta > 0\) such that, for any \(y \in D_1\) satisfying \(y <_1 x\) or \(y >_1 x\),

\[
\limsup_{n \to +\infty} \|F_\varepsilon^{nq}x - F_\varepsilon^{nq}y\| \geq \delta. \quad (3.2)
\]

**Remark 3.1.** Theorem 3.1 is a stronger version of Theorem C. In fact, on one hand, (3.2) clearly implies the item (b) of Theorem C. On the other hand, by the claim in the proof of Corollary 2.5, Theorem 3.1(a) entails that \(\omega(x, F_\varepsilon)\) is a linearly stable cycle of minimal period at most \(m = m_1 q\), which is exactly the item (a) of Theorem C.

**Proof of Theorem 3.1.** For each \(x \in D_1\) and \(|\varepsilon|\) sufficiently small, we will first show that: Either (a’) \(\omega(x, F_\varepsilon)\) is a linearly stable cycle; or (b) holds.
To this purpose, we note that \( \omega(x, F^q) \subset \overline{D}_1 \subset D \), since \( F^q(D_1) \subset D_1 \). For simplicity of notation, we denote \( F^q \) by \( G_\epsilon \). Then \( G_\epsilon \) induces a continuous map on \( D \times D \) as

\[
G_{1\epsilon} : D \times D \to D \times D; (x_1, y_1) \mapsto G_{1\epsilon}(x_1, y_1) := (G_\epsilon x_1, G_\epsilon y_1),
\]

for all \((x_1, y_1) \in D \times D\). We further define the bundle map \( T = \{T_{(x_1, y_1)} : (x_1, y_1) \in D \times D\} \) along \( D \times D \) as

\[
T_{(x_1, y_1)} = R_{\epsilon,(x_1,y_1)}^{(q)}, \quad \text{for} \quad (x_1, y_1) \in D \times D,
\]

where \( R_{\epsilon,(x_1,y_1)}^{(q)} \) is defined in (2.4) from Remark 2.2. It then follows from (2.5) in Remark 2.2 that

\[
\{T_{(x_1, y_1)} \in \mathcal{L}(X) : (x_1, y_1) \in D \times D\}
\]

is a continuous family of compact linear operators that are strongly positive with respect to \( C_1 \). By virtue of (2.7), we have

\[
T_{(x_1, x_1)} = DG_\epsilon(x_1), \quad \text{for any} \quad x_1 \in D;
\]

and moreover,

\[
T_{(x_1, y_1)}^{(n)}(x_1 - y_1) = G^n_\epsilon x_1 - G^n_\epsilon y_1
\]

for any \((x_1, y_1) \in D \times D\) and \( n \geq 1 \). Here, \( T_{(x_1, y_1)}^{(n)} = T_{G_{1\epsilon}^{-1}(x_1, y_1)} \circ \cdots \circ T_{G_{1\epsilon}(x_1, y_1)} \circ T_{(x_1, y_1)} \).

Let

\[
K = \text{Cl}(O(x, G_\epsilon)) \times \text{Cl}(O(x, G_\epsilon)),
\]

where \( \text{Cl}(O(x, G_\epsilon)) \) denotes the closure of \( O(x, G_\epsilon) \). Clearly, \( K \subset \overline{D}_1 \times \overline{D}_1 \subset D \times D \). Moreover, \( K \) is compact, because \( G_\epsilon \) is compact. We consider the bundle map \((G_{1\epsilon}, T)\) restricted on \( K \times X \). Then the extended exponential separation theorem for continuous maps (see Wang and Yao [39, Proposition 3.2 or Theorem A]) implies that, for each \((x_1, y_1) \in K\), one can find a unit vector \( l_{(x_1, y_1)} \in C^*_l \) (continuously depending on \((x_1, y_1)\)) and a subset of unit vectors \( V_{(x_1, y_1)} \subset \text{Int} C_1 \) (with \( \bigcup_{(x_1, y_1) \in K} V_{(x_1, y_1)} \) being a compact subset of \( \text{Int} C_1 \)) such that the bundle map \((G_{1\epsilon}, T)\) on \( K \times X \) satisfies the following exponentially separated property: There exist constants \( M > 0 \) and \( 0 < \gamma < 1 \) such that

\[
\|T_{(x_1, y_1)}^{(n)}w\| \leq M\gamma^n \|T_{(x_1, y_1)}^{(n)}v\|,
\]

for all \((x_1, y_1) \in K, n \geq 1, v \in V_{(x_1, y_1)}\) and \( l_{(x_1, y_1)}(w) = 0 \) with \( \|w\| = 1 \).

Now, fix \( M^* > 0 \) (sufficiently large). We point out that, for the limit set \( \omega(x, G_\epsilon) \), one of the following two cases must occur:

Case (i): there exists \( z \in \omega(x, G_\epsilon) \) such that \( \|DG_\epsilon^n(z)\| < M^* \) for any \( n \geq 1 \); or else,

Case (ii): for any \( z \in \omega(x, G_\epsilon) \) there exists \( n(z) \geq 1 \) such that \( \|DG_\epsilon^{n(z)}(z)\| \geq M^* \).
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Together with the exponentially separated property of \((G_1, T)\) on \(K \times X\), we can repeat the same arguments in Wang and Yao [39] to obtain that: If case (i) occurs, then \(\omega(x, G_x)\) is a linearly stable cycle (see [39, Proposition 4.1]). In other words, case (i) implies (a').

While, if (ii) holds, then there exists \(w \gg 0\) and a bounded integer-valued function \(\nu(z)\) on \(z \in \omega(x, G_x)\) such that

\[
DG^\nu(z)(z)w \gg 3w, \text{ for any } z \in \omega(x, G_x)
\]

(3.8)

(see the claim in [39, Proposition 4.2, on p.9812]). In such circumstance, we will prove (3.2) by contradiction.

Suppose that (3.2) does not hold. Then, for any \(\delta > 0\), there exists \(y \in D_1\) satisfying \(y < x\) or \(y > x\) and \(\|G^n_x y - G^n_x x\| \leq \delta\) for all \(n\) sufficiently large. For simplicity, we denote \(x_k = G^k_x x \) and \(y_k = G^k_y y\), for \(k = 0, 1, \ldots\). Let \(\delta = \sup_{z \in \omega(x, G_x)} \nu(z)\) and \(H = G_x(D_1) \subset \overline{D_1} \subset D\). Clearly, \(H\) is compact. Recall that \(T_{(x', y')}\) continuously depends on \((x', y') \in D \times D\). Then there is a small \(\delta > 0\) such that

\[
(T^{(\nu)}_{(x', y')}) - T^{(\nu)}_{(x_2', y_2')})w \in \{v \in X: -w \ll v \ll w\}
\]

(3.9)

for any \(\nu = 1, 2, \ldots, \bar{m}\) and \((x_1', y_1'), (x_2', y_2') \in H\) with \(\|x_1' - x_2'\| < 2\delta\) and \(\|y_1' - y_2'\| < 2\delta\). So, for such \(\delta\), we suppose without loss of generality that there exist some \(y > x\) and an integer \(N > 0\) such that \(\|y_n - x_n\| < \delta\) for any \(n \geq N\). For each \(n\), define

\[
\xi_n = \sup\{\xi > 0 : x_n + \xi w \leq y_n\}.
\]

(3.10)

Then \(\xi_n = \xi_n \|w\|_w = \|\xi_n w\|_w \leq \|y_n - x_n\|_w \leq r\|y_n - x_n\| \leq r\delta\), for any \(n \geq N\).

Let \(z_n \in \omega(x, G_x)\) be such that \(\|z_n - x_n\| \to 0\) as \(n \to \infty\). Clearly, \(x_n, y_n, z_n \in H\), for any \(n \geq 1\). Moreover, one can find an integer \(N_1 \geq 1\) such that \(\|z_n - x_n\| < \delta\) for any \(n \geq N_1\). Hence, \(\|z_n - y_n\| < 2\delta\), for any \(n \geq N_2 \triangleq \max\{N, N_1\}\). Let \(\xi = \sup_{n \geq N_2} \{\xi_n\} \leq r\delta\). Now, choose \(l \geq N_2\) such that \(\xi_l > \frac{1}{2} \xi\), and we have

\[
y_{l+\nu(z_l)} - x_{l+\nu(z_l)} \equiv T^{(\nu(z_l))}_{(y_l, x_l)}(y_l - x_l)
\]

(3.7)

\[
\geq_1 \xi_l \cdot T^{(\nu(z_l))}_{(y_l, x_l)} w
\]

(3.5)+(3.10)

\[
= \xi_l \cdot (T^{(\nu(z_l))}_{(y_l, x_l)} - T^{(\nu(z_l))}_{(z_l, z_l)})w + \xi_l \cdot T^{(\nu(z_l))}_{(z_l, z_l)} w
\]

(3.6)

\[
\geq_1 \xi_l \cdot (T^{(\nu(z_l))}_{(y_l, x_l)} - T^{(\nu(z_l))}_{(z_l, z_l)})w + \xi_l \cdot DG^{\nu(z_l)}(z_l)w
\]

(3.8)+(3.9)

\[
\geq_1 -\xi_l w + 3\xi_l w = 2\xi_l w > 1 \xi w.
\]

This entails that \(\xi_{l+\nu(z_l)} > \xi\), contradicting the definition of \(\xi\). Thus, we have obtained (3.2). In other words, case (ii) implies (b).

Finally, we will show (a), that is, the upper bound of the stable period of cycles. Actually, this is directly from Proposition 2.4, which entails that there exists an integer \(m_1 > 0\) such that,
all the stable periods of $F_\epsilon^q |_{D_1}$ are bounded above by $m_1$. Thus, we have completed the proof.

\[\square\]

4 Boundedness of stable periods for $C^1$-perturbed Systems

We will focus on the proof of Proposition 2.4 in this section. Throughout this section, we always assume that (H1)-(H3) hold and $F_0$ is pointwise dissipative with an attractor $A$.

As we mentioned in the end of Section 2 (see Remark 2.4), Hess and Poláčik [9, Theorem 2] has actually obtained Proposition 2.4 (see also Corollary 2.5) under the additional assumptions that

(I) $F_0$ is of $C^{1,\alpha}$ ($C^1$ with locally $\alpha$-Hölder continuous derivative), and it is one-to-one;

(II) $F_\epsilon : X \to X$ is a monotone mapping for each $\epsilon \in J$.

Since their proofs in [9] inherited the arguments and techniques from Poláčik and Tereščák [30] (mainly based on the exponential separation and idea of the so called Pesin’s Theory), these two additional assumptions cannot be dropped in [9]. In this section, we will remove the additional assumptions (I)-(II) and prove Proposition 2.4.

Before proceeding our proof, we reserve the solid cone $C_1 (\subset \text{Int}C)$, the open bounded subset $D, D_1$ (with $D \supset D_1 \subset D_1 \supset A$) and the integer $q > 0$ be defined in Proposition 2.3 and Remarks 2.2-2.3.

As in Section 3, we define a family of mappings $G = \{G_\epsilon\}_{\epsilon \in J}$ as

$$G : J \times X \to X; (\epsilon, x) \mapsto G_\epsilon (x) \triangleq F_\epsilon^q x.$$  

Clearly, $G$ also satisfies (H1)-(H3). Moreover, for each $\epsilon \in J$, Proposition 2.3 directly implies that $G_\epsilon : D \to D$ is strongly monotone with respect to $C_1$.

In order to prove Proposition 2.4, motivated by the approaches in Hess and Poláčik [9], we need several technical lemmas, in which we will overcome a series of difficulties due to the lack of the assumptions (I)-(II). We will summarize our ideas in the ending remark of this Section (see Remark 4.1).

Lemma 4.1. Let $\Gamma \subset D$ be a compact set invariant under $G_0$. Suppose that $\lambda_1 (z, G_0) > 0$ for each $z \in \Gamma$. Then there exists a $\delta_0 > 0$ and a neighbourhood $V (\subset D)$ of $\Gamma$ such that, for $\epsilon \in [-\delta_0, \delta_0]$ and $y \in V$ with $O(y, G_\epsilon) \subset V$, we have $\lambda_1 (y, G_\epsilon) > 0$.

Proof. Fix $M^* > 0$ sufficiently large. It follows from Proposition 2.2 that (Altd) is equivalent to (Altb). So, if $\lambda_1 (z, G_0) > 0$ for each $z \in \Gamma$, then (Altb) holds for $G_0$:

For any $z \in \Gamma$, there exists $n(z) \geq 1$ such that $\|DG_0^{n(z)} (z)\| \geq M^*$.  

(4.1)

Let $(G_{10}, T)$ be the bundle map on $(D \times D) \times X$ defined in (3.3)-(3.4) with $\epsilon = 0$. Similarly as our arguments before (3.8), we obtain that $(G_{10}, T)$ admits the extended exponentially separated
property on \((\Gamma \times \Gamma) \times X\) with respect to the cone \(C_1\). Then, together with (4.1), this implies that (3.8) holds for \(G_0\), that is, there exists \(w > 1\) and a bounded integer-valued function \(\nu(z)\) on \(z \in \Gamma\) such that
\[
DG_{\epsilon}^{\nu(z)}(z)w \gg_1 3w, \quad \text{for any } z \in \Gamma.
\]
Recall that \((\epsilon, x) \to G_{\epsilon}(x)\) is \(C^1\). Then there exist a \(\delta_0 > 0\), a neighbourhood \(V (\subset D)\) of \(\Gamma\) and a bounded integer-valued function \(\nu(y)\) on \(y \in V\) such that
\[
DG_{\epsilon}^{\nu(y)}(y)w \gg_1 3w, \quad \text{for any } y \in V \text{ and } \epsilon \in [-\delta_0, \delta_0].
\]
(4.2)

Note also that
\[
DG_{\epsilon}^{\nu(y)}(y) = DG_{\epsilon}^{\nu(y)}(y) \equiv R_{\epsilon,(y,y)}^{(q\nu(y))}.
\]

It then follows from (2.5) in Remark 2.2 that, for any \(y \in V\), \(DG_{\epsilon}^{\nu(y)}(y)\) is strongly positive with respect to \(C_1\). So, together with (4.2), we can repeat the exactly same argument in Hess and Poláčik [9, p.1318] (via replacing the cone \(C\) by the cone \(C_1\)) to obtain the conclusion of this lemma. We omit it here.

Let \(\{z_n\}\) be a sequence of linearly stable periodic points of \(G_{\epsilon_n}[\mathcal{T}_1]\), with \(\epsilon_n \to 0\). To minimize the number of indices, we use the notation \(G_n = G_{\epsilon_n}\). The “limit set” \(\Lambda\) is defined by
\[
\Lambda := \bigcap_{j \geq 1} \bigcup_{n \geq j} O(z_n, G_n).
\]
(4.3)

It is not difficult to see that (see [9, Lemma 4.1]) \(\Lambda\) is a nonempty compact invariant (under \(G_0\)) subset of \(\mathcal{T}_1\), and
\[
\text{dist}(O(z_n, G_n), \Lambda) \to 0,
\]
as \(n \to +\infty\). Here, \(\text{dist}(N, M) := \sup_{a \in N} \inf_{y \in M} ||a - y||\).

**Lemma 4.2.** \(\Lambda\) contains a linearly stable periodic point \(z\) of \(G_0\).

**Proof.** Since \(O(z_n, G_n)\) are linearly stable, it follows from Lemma 4.1 (by taking \(\Gamma = \Lambda\)) that there exists a \(z^* \in \Lambda\) such that \(\lambda_1(z^*, G_0) \leq 0\). For such \(z^* \in \Lambda\), the invariance of \(\Lambda\) implies that \(\omega(z^*, G_0) \subset \Lambda\). Note that \(\lambda_1(G_0^n z^*, G_0) = \lambda_1(z^*, G_0) \leq 0\) for any \(n \geq 0\). Then, again by Lemma 4.1 (taking \(\Gamma = \omega(z^*, G_0)\)), one can find some \(\tilde{z} \in \omega(z^*, G_0)\) such that \(\lambda_1(\tilde{z}, G_0) \leq 0\).

Recall that (H1)-(H2) hold for \(G_0\). Then Proposition 2.2 indicates that for \(M^* > 0\) large, there exists \(z \in \omega(z^*, G_0)\) such that \(\|DG_0^n(z)\| < M^*\) for any \(n \geq 1\). Hence, Proposition 2.1(a) implies that \(\omega(z^*, G_0)\) is a linearly stable cycle. So, \(\omega(z^*, G_0) = O(z, G_0)\) and \(z\) is a linearly stable periodic point of \(G_0\).

The following lemma provides a classification of the the orbits of \(G_{\epsilon}\) nearby a linearly stable periodic point of \(G_0\).
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Lemma 4.3. Let $z \in D$ be a linearly stable periodic point of $G_0$. Then, for any neighbourhood $V$ of $O(z, G_0)$, there exist constants $\rho > 0$ and $\delta_1 > 0$ such that for any $\epsilon \in [-\delta_1, \delta_1]$ and $y \in X$ with $\|y - z\| < \rho$, one of the following alternatives must occur:

(i). $O(y, G_x) \subset V$; or,

(ii). There are positive integers $r, k$ such that $G_{\epsilon}^{r+k}y \gg 1 G_{\epsilon}^r y$ or $G_{\epsilon}^{r+k} y \ll 1 G_{\epsilon}^r y$.

Proof. This lemma has been proved in [9, Lemma 4.2] under the $C^{1, \alpha}$-smooth assumption for $F_0$ (equivalently, for $G_0$). Here, we give our improved proof under the $C^1$-smooth assumption.

Without loss of generality, we assume that $z$ is a linearly stable fixed point of $G_0$. Let $V$ be any neighborhood of $z$, we will find $\rho > 0$ and $\delta_1 > 0$ such that (i)-(ii) hold.

To this purpose, we denote $y_n = G^n_y$ and let $u_n = y_n - z$, for $n \geq 0$. Then, $u_n$ satisfies the following iteration

$$u_{n+1} = A u_n + g(u_n) + H(\epsilon, u_n), \quad n \geq 0,$$

where

$$A = D G_0(z),$$

$$g(u) = \int_0^1 [D G_0(z + su) - D G_0(z)]uds,$$

and $H(\epsilon, u) = G_{\epsilon}(u + z) - G_0(u + z)$.

By (2.5) and (2.7) in Remark 2.2, it is clear that $A = D G_0(z) = R_{0, z}^{\langle q \rangle}$ is a compact linear operator that are strongly positive with respect to $C_1$. Then, $A$ admits an invariant Krein-Rutman decomposition $X = X_1 \oplus X_2$, that is, there exists a unit vector $v \gg 0$ and constants $M \geq 1, \beta \in (0, 1)$ such that $X_1 = \text{span}\{v\}$, $X_2 \cap C_1 = \{0\}$ with

$$\|A_2^n\| \leq M \beta^n, \quad A_2 := A|_{X_2}. \quad (4.5)$$

Let $P : X \to X_1$ be the natural projection onto $X_1$ along $X_2$, and let $Q = I - P$. Write $u^1 = Pu$, $u^2 = Qu$. We have the following property (see Sublemma in [9, p.1322] with proof on [9, p.1324]):

(P1) There are $C_2 > 0$ and $\alpha \in (0, 1)$ such that for any $u \in X$ and $R > 0$, if $\|u^2\| \leq C_2 \|u^1\|$ and $\|u\| \geq R$, then either $u \gg 1 B_{\alpha R}$ or $u \ll 1 B_{\alpha R}$.

Here, $B_{\alpha R}$ denotes the open ball of radius $\alpha R$ centered at 0.

Now, Choose a small number $C_3 > 0$ that

$$(1 + C_2^{-1}) C_3 M \|Q\| \sum_{k=0}^{\infty} \beta^k < \frac{1}{3}. \quad (4.6)$$

Recall that $G_0$ is $C^1$. Then for such $C_3 > 0$, there exists a $R > 0$ so small that

$$\|g(u)\| \leq \int_0^1 \|D G_0(z + su) - D G_0(z)\| \cdot \|u\| ds \leq C_3 \|u\|, \quad (4.7)$$
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for any \( \|u\| < R \). Moreover, by letting \( R > 0 \) smaller (if necessary), we also have
\[
z + B_R \triangleq \{z + u : \|u\| \leq R\} \subset V, \tag{4.8}\]
and there exists \( \tilde{M} > 0 \) such that
\[
\| \frac{\partial G(\epsilon, z + u)}{\partial \epsilon} \| < \tilde{M}, \text{ for any } \epsilon \in [-\epsilon_0, \epsilon_0] \text{ and } \|u\| \leq R.
\]
Then, we have \( h(\epsilon) \triangleq \sup_{\|u\| \leq R} H(\epsilon, u) \leq \epsilon \tilde{M} \to 0, \) as \( \epsilon \to 0 \). Choose \( \delta_1 > 0 \) such that
\[
h(\epsilon)M\|Q\| \sum_{k=0}^{\infty} \beta^k < \frac{R}{3} \tag{4.9}\]
for any \( \epsilon \in [-\delta_1, \delta_1] \), where \( \tilde{R} \triangleq (1 + C_2^{-1})^{-1}R \). Let
\[
0 < \rho < \min\{\alpha R, [3M\|Q\|(1 + C_2^{-1})]^{-1}R\} \triangleq \min\{\alpha R, (3M\|Q\|)^{-1}\tilde{R}\}.
\]
Fix such \( \rho > 0 \) and \( \delta_1 > 0 \), in order to prove (i)-(ii) of this lemma, it suffices to show the following assertion: If \( \epsilon \in [-\delta_1, \delta_1] \) and \( \|u_0\| < \rho \), then either
\[
(i)' \|u_n\| < R \text{ for any } n \geq 0; \text{ or,} \]
\[
(ii)' \text{ There exists an integer } n \geq 1 \text{ such that } \|u_n\| \geq R \text{ and } \|u_n^2\| \leq C_2\|u_n^1\|.
\]
Indeed, if (i)’ holds, then (4.8) clearly yields that \( y_n \in V \) (hence, (i) holds). On the other hand, if (ii)’ holds, then property (P1) implies that \( u_n \gg_1 B_\alpha R \) or \( u_n \ll_1 B_\alpha R \). Noticing that \( \|u_0\| < \rho < \alpha R \), one has \( u_n \gg_1 u_0 \) or \( u_n \ll_1 u_0 \) (hence, (ii) holds).

Therefore, in the following, we will show the assertion. Suppose that (ii)’ dose not hold. Then, one has \( \|u_n\| < R \) or \( \|u_n^1\| < C_2^{-1}\|u_n^2\| \), for all \( n \geq 1 \). In such circumstance, we will prove (i)’. To this purpose, one only needs to show
\[
\|u_n^2\| < \tilde{R}, \text{ for any } n \geq 0. \tag{4.10}\]
In fact, if \( \|u_n^2\| < \tilde{R} \) with \( \|u_n^1\| < C_2^{-1}\|u_n^2\| \), then \( \|u_n\| \leq \|u_n^1\| + \|u_n^2\| < R \). Thus, we have proved (i)’.

So, it remains to prove (4.10). To this end, we will prove it by induction. Clearly, \( \|u_0^2\| \leq \|Q\| \cdot \|u_0\| < \rho\|Q\| < (3M)^{-1}\tilde{R} \ll R \), which means that (4.10) holds for \( n = 0 \). Suppose that (4.10) holds for \( k = 0, 1, \cdots, n - 1 \). Return to the iteration (4.4), we apply the projection \( Q \) to (4.4) and obtain
\[
u_{n+1}^2 = A_2u_n^2 + Q[g(u_n) + H(\epsilon, u_n)].
\]
Then the following “variation-of-constants” formula holds
\[
u_n^2 = A_2^nu_0^2 + \sum_{k=0}^{n-1} A_2^{n-k}Q[g(u_k) + H(\epsilon, u_k)]. \tag{4.11}\]
Since \( \|u_k^2\| < \bar{R} \) for \( k \leq n - 1 \) and (ii)' dose not hold. Then one has \( \|u_k\| < R \), for \( k \leq n - 1 \). Therefore,

\[
\|u_n^2\| \leq M\beta^n \|u_0^2\| + \sum_{k=0}^{n-1} M\beta^{n-k-1} \|Q\| (\|g(u_k)\| + \|H(\epsilon, u_k)\|)
\]

\[
\leq M\|u_0^2\| + M\|Q\|C_3R \sum_{k=0}^{\infty} \beta^k + \frac{\bar{R}}{3}
\]

\[
\leq M\|u_0^2\| + \frac{2\bar{R}}{3}.
\]

Recall that \( \|u_0^2\| < (3M)^{-1}\bar{R} \). Then we have \( \|u_n^2\| < \bar{R} \). Thus, we have proved (4.10), which completes the proof.

By virtue of Lemma 4.3, we have the following lemma.

**Lemma 4.4.** Let \( z \) be as in Lemma 4.2. Then there exists a subsequence \( \{z_{n_j}\} \) such that

\[
\text{dist}(O(z_{n_j}, G_{n_j}), O(z, G_0)) \to 0.
\]

**Proof.** By the definition of \( \Lambda \), there exists a subsequence \( z_{n_j} \) and a sequence \( m_j \) such that \( \|G^m_{m_j}z_{n_j} - z\| \to 0 \). Hence, for any neighbourhood \( V \) of \( O(z, G_0) \), there exists some \( N > 0 \), such that \( \|G^m_{m_j}z_{n_j} - z\| < \rho \) and \( \epsilon_{n_j} \in [-\delta_1, \delta_1] \) for any \( j \geq N \) (\( \rho \) and \( \delta_1 \) are from Lemma 4.3).

Since \( O(z_{n_j}, G_{n_j}) \subset \overline{D}_1 \subset D \) and \( G_{n_j} : D \to D \) is strongly monotone with respect to \( C_1 \), one has \( O(z_{n_j}, G_{n_j}) \) is unordered with respect to \( <1 \) (see e.g., Takáč [37, Proposition 2.2]). This contradicts the statement in Lemma 4.3(ii). Therefore, only Lemma 4.3(i) holds; and hence, \( O(z_{n_j}, F_{n_j}) \subset V \), for any \( j \geq N \). We have completed the proof.

The following lemma on “local bifurcation” asserts that for \( |\epsilon| \) sufficiently small, the stable periods of \( G_\epsilon \) in the neighbourhood of a linearly stable \( k \)-periodic orbit of \( G_0 \), can not exceed \( k \). Such lemma is straightforward adopted from [9, Proposition 4.3].

**Lemma 4.5.** Let \( z \in D \) be a linearly stable \( k \)-periodic point of \( G_0 \). Then there exists a neighborhood \( V \) of \( O(z, G_0) \) and \( \delta_2 > 0 \) such that, for any \( \epsilon \in (-\delta_2, \delta_2) \) all cycles of \( G_\epsilon \) contained in \( V \) have the minimal period \( k \).

**Proof.** See Hess and Poláčik [9, Proposition 4.3].

Now, we are ready to prove Proposition 2.4.

**Proof of Proposition 2.4.** We first show that all the stable periods of \( G_0|_{\overline{B}_1} \) are bounded. Suppose not, there is a sequence \( \{z_n\} \) of linearly stable periodic points of \( G_0|_{\overline{B}_1} \) such that, the minimal period of \( \{z_n\} \) tends to \( +\infty \). Let \( \Lambda \) be defined in (4.3). Lemma 4.2 entails that \( \Lambda \) contains
a linearly stable $k$-periodic point $z$ of $G_0$, for some integer $k \geq 1$. Moreover, it follows from Lemma 4.4 that, there exists a subsequence $\{z_n\}$ such that
\[
\text{dist}(O(z_{n_j}, G_0), O(z, G_0)) \to 0.
\]
Hence, by Lemma 4.5 (with $\epsilon \equiv 0$) there exists an integer $N > 0$ such that, $z_{n_j}$ are all $k$-periodic point of $G_0|_{\mathcal{D}_1}$, for $j \geq N$, which contradicts the choice of $z_n$. So, all the stable periods of $G_0|_{\mathcal{D}_1}$ are bounded.

Next, fix an $m_1 > 0$ to be an upper bound of the stable periods of $G_0|_{\mathcal{D}_1}$. we will show that the stable periods of $G|_{\mathcal{D}_1}$ are bounded above by $m_1$, for any $|\epsilon|$ sufficiently small. Suppose on the contrary that there exists a sequence $\{\hat{z}_n\}$ of linearly stable periodic points of $G_{\epsilon_n}|_{\mathcal{D}_1}$ with $\epsilon_n \to 0$, such that the minimal period of $\hat{z}_n$ is larger than $m_1$ for any $n \geq 1$. By repeating the exactly same arguments as in the paragraph above, we can obtain a subsequence $\{\hat{z}_{n_j}\}$ of $\{\hat{z}_n\}$ and a linearly stable cycle $O(\hat{z}, G_0)$ of $G_0|_{\mathcal{D}_1}$ such that $\text{dist}(O(\hat{z}_{n_j}, G_{\epsilon_{n_j}}), O(\hat{z}, G_0)) \to 0$ as $j \to \infty$. Recall that the minimal period of $O(\hat{z}, G_0)$ is bounded from above by $m_1$. Then, by Lemma 4.5 again, one obtains that the minimal period of $O(\hat{z}_{n_j}, G_{\epsilon_{n_j}})$ is bounded from above by $m_1$ for all $j$ sufficiently large, a contradiction. Thus, we have proved that all the stable periods of $F_{\epsilon}^q|_{\mathcal{D}_1}$ are bounded above by $m_1$, for any $|\epsilon|$ sufficiently small. The proof is completed. $\square$

**Remark 4.1.** Our proof of Proposition 2.4 is motivated by the approach in Hess and Poláčik [9, Section 4]. However, in our framework, the lower $C^1$ (instead of $C^{1,\alpha}$)-regularity and lack of the one-to-one property of $F_0$, as well as the non-monotonicity of the perturbations $F_\epsilon$, make our approach more delicate and difficult. In order to overcome such a series of difficulties, we combined with the ideas and techniques developed in our previous works [39, 40] and in Tereščák [38]. Among others, the main novelty of our approach is to construct a bundle map $T$ over the Cartesian square $\Lambda \times \Lambda$ of the limit-set $\Lambda$ rather than $\Lambda$ itself. By utilizing the extended exponential separation (see [39, Proposition 3.2 or Theorem A]) on $\Lambda \times \Lambda$ with the alternative cone $C_1$, as well as certain delicate estimates (for example, (4.6)-(4.7)), we accomplish our approach by proving the critical Lemmas 4.1-4.3, which enables us to remove the additional assumptions (I)-(II) mentioned at the beginning of this section.

Before ending this section, we specially point out that, motivated by the arguments in the second paragraph of the proof for Proposition 2.4, one may even obtain the following fact: Let $m_{\epsilon, \mathcal{D}_1} \triangleq \sup \{k > 0 : \text{there exists } x \in \mathcal{D}_1 \text{ such that } O(x, F_\epsilon) \text{ is a linearly stable } k\text{-cycle} \}$. Then

- If $m_{0, \mathcal{D}_1} \leq m$ for some integer $m > 0$, then $m_{\epsilon, \mathcal{D}_1} \leq m$ for all $|\epsilon|$ sufficiently small.

As a matter of fact, for such $m$, one may choose large coprime integers $p_1, p_2$ such that $q_i = mp_i > q$, for $i = 1, 2$. Here, $q > 0$ is as in Proposition 2.3 and Remarks 2.2-2.3. Since $m_{0, \mathcal{D}_1} \leq m$, the stable periods of $F_{\epsilon}^{p_1}|_{\mathcal{D}_1}$ and $F_{\epsilon}^{p_2}|_{\mathcal{D}_1}$ are both bounded by 1. Then, by following the same arguments in the second paragraph of the proof for Proposition 2.4 (taking $m_1 = 1$, and $G_\epsilon = F_{\epsilon}^{p_1}$ or $F_{\epsilon}^{p_2}$ there), one obtains that the stable periods of $F_{\epsilon}^{p_1}|_{\mathcal{D}_1}$ and $F_{\epsilon}^{p_2}|_{\mathcal{D}_1}$ are both
bounded by 1, for any $|\epsilon|$ sufficiently small. This implies that $m_{\epsilon, D_1} \leq (q_1, q_2) = m$, where $(q_1, q_2)$ is the greatest common factor of $q_1$ and $q_2$.

5 Proofs of Theorem A, Corollary B and Corollary D

In this section, we will utilize our results obtained in previous sections to prove other main results mentioned in the introduction.

Proof of Theorem A. Let $F_{\epsilon} \equiv F_0$ in Corollary 2.5. Then there exists an integer $m > 0$ such that the stable periods of $F_0|_A$ (since $A \subset D_1$) are bounded above by $m$. Thus, together with Proposition 2.1, we obtain Theorem A immediately. □

Proof of Corollary B. Let the integer $m > 0$ be obtained in Theorem A. Take any integer $i > 0$, and let $B_i$ be the open ball centered at the origin with radius $i$. Define

$$Q_i = \{x \in B_i : \omega(x, F_0) \text{ is a linearly stable cycle with minimal period at most } m\}.$$

Since $F_0$ is compact and pointwise dissipative, the orbit set $O(B_i, F_0)$ is bounded (see [7, Theorem 2.4.7]). Consequently, together with Theorem A, we can repeat the exactly same arguments in Poláčik and Tereščák [30, Section 5] to obtain that $Q_i$ contains an open dense subset of $B_i$. Now let

$$Q_0 = \{x \in X : \omega(x, F_0) \text{ is a linearly stable cycle with minimal period at most } m\}.$$

Note that $X = \bigcup_{i \geq 1} B_i$. Then $Q_0 = \bigcup_{i \geq 1} Q_i$ contains an open dense subset of $X$. We have completed the proof. □

Proof of Corollary D. Let the open bounded subset $D_1$ and the integer $q > 0$ be in Theorem 3.1. For each $|\epsilon|$ sufficiently small, we define

$$\tilde{Q}_\epsilon := \{x \in D_1 : \omega(x, F_{\epsilon}^q) \text{ is a linearly stable cycle with minimal period at most } m_1\},$$

where $m_1$ is from Theorem 3.1(a). By the $C^1$-robustness for sharpened dynamics alternative in Theorem 3.1, we can repeat the exactly same arguments in Poláčik and Tereščák [30, Section 5] (with $F$ replaced by $F_{\epsilon}^q$ there) to obtain that $\tilde{Q}_\epsilon$ contains an open dense subset of $D_1$, for any $|\epsilon|$ sufficiently small.

Now, we define

$$Q_\epsilon := \{x \in D_1 : \omega(x, F_\epsilon) \text{ is a linearly stable cycle with minimal period at most } m\},$$

where $m = m_1 q$. On one hand, it is clear that if $\omega(x, F_\epsilon)$ is a linearly stable cycle, then $\omega(x, F_{\epsilon}^q)$ is a linearly stable cycle. Then, Proposition 2.4 entails that $Q_\epsilon \subset \tilde{Q}_\epsilon$. On the other hand, it follows from the claim in the proof of Corollary 2.5 that $\tilde{Q}_\epsilon \subset Q_\epsilon$. Thus, we have proved $Q_\epsilon = \tilde{Q}_\epsilon$, which completes the proof. □
6 An example

To illustrate our abstract results, we present in this section an example of a nonlocal perturbation of a time-periodic parabolic equation. For such non-locally perturbed system, we will show the global dynamics of the improved generic convergence to cycles whose minimal periods are uniformly bounded.

Consider the following nonlocal perturbations of a time-periodic parabolic equation:

\[
\begin{align*}
\frac{\partial u}{\partial t} &= \Delta u + f(t, x, u, \nabla u) + \epsilon^2 C(t, x) \int_\Omega p(x)u(t, x)dx, \quad x \in \Omega, \ t > 0, \\
\frac{\partial u}{\partial \nu} &= 0, \quad x \in \partial\Omega, \ t > 0, \\
u(0, x) &= u_0(x), \quad x \in \Omega,
\end{align*}
\]  

(6.1)

where \( \Omega \subset \mathbb{R}^N \) \((N \geq 1)\) is a smooth bounded domain, \( \epsilon \in \mathbb{R} \) a parameter and \( \nu \) is the unit outward normal vector field on \( \partial\Omega \). The nonlinearity \( f : \mathbb{R} \times \bar{\Omega} \times \mathbb{R} \times \mathbb{R}^N \to \mathbb{R}; (t, x, u, \xi) \mapsto f(t, x, u, \xi) \) is assumed to be of class \( C^1 \) and \( \tau \)-periodic in \( t \). The functions \( C(t, x), p(x) \) in nonlocal perturbation terms are assumed to be \( C^1 \)-functions, and \( C(t, x) \) is \( \tau \)-periodic in \( t \).

Let \( Y = L^p(\Omega)(N < p < \infty) \). For each \( \alpha \in \left( \frac{1}{2} + \frac{N}{2p}, 1 \right) \), let \( X = Y^\alpha \) be the fractional power space associated with \( L^p \)-realization of \( -\Delta \) and the boundary conditions. Then \( X \hookrightarrow C^{1+\gamma}(\bar{\Omega}) \) with continuous inclusion for \( \gamma \in [0, 2\alpha - \frac{N}{p} - 1] \). So, \((X, X_+)\) is a strongly ordered Banach space with the solid cone \( X_+ \) consisting of all nonnegative functions in \( X \).

For any \( u_0 \in X \), equation (6.1) admits a (locally) unique regular solution \( u(t, \cdot, u_0) \) in \( X \). Under appropriate growth condition (see e.g., Amann [1]), for any \( u_0 \in X \), (6.1) has a unique global solution \( t \mapsto u(t, \cdot, \epsilon, u_0) \) satisfying \( u(0, \cdot, \epsilon, u_0) = u_0(\cdot) \). All the smoothness and compactness required for the period map \( F_\epsilon : u_0 \mapsto u(\tau, \cdot, \epsilon, u_0) \) in (H1)-(H3) are satisfied (see, e.g., [9, 31]). In particular, for \( \epsilon = 0 \), \( F_0 \) is pointwise dissipative with an attractor \( A \) (see, e.g. [7] or [29]).

If the \( C^1 \)-functions \( C(t, x), p(x) \) in the nonlocal term are nonnegative, then system (6.1) can be shown to admit a strong comparison principle (c.f. Hess and Poláčik [9, Example 3], or Poláčik and Tereščák [31, Section 4]); and hence, it belongs the class of \( C^1 \)-smooth strongly monotone dynamical systems. Under such circumstance, Corollary B (by taking \( F_\epsilon \) as \( F_0 \)) entails that, for each \( \epsilon \), the dynamics of (6.1) remains the generic convergence to cycles with stable periods bounded.

If \( C(t, x), p(x) \) are not nonnegative and \( \epsilon \) is not small, then we note that stable complicated dynamics may occur (see, e.g. Fiedler and Poláčik [6] and references therein). On the other hand, for all \( \epsilon \) sufficiently small, equation (6.1) can be viewed as an \( \epsilon \)-perturbed system. So, by virtue of Corollary D (with \( F_\epsilon \) not necessarily monotone), we can obtain the improved generic convergence for the \( \epsilon \)-perturbed system (6.1), that is, there is an open neighbourhood \( D_1 \) of \( A \) and an integer \( m > 0 \) such that, for any \( \epsilon \) sufficiently small, the set of initial condition \( u_0 \in D_1 \) whose solution \( u(t, \cdot, \epsilon, u_0) \) converges to a linearly stable \( k\tau \)-periodic solution \((0 < k \leq m)\), contains an open dense subset of \( D_1 \).
Finally, we would like to mention the case that $f$ is independent of $t$. In such situation, for $\epsilon = 0$, $F_0$ can be chosen as the time-$\tau$ map of the unperturbed $C^1$-strongly monotone semiflow generated by $f$. So, all linearly stable periodic points of $F_0$ are fixed points (see [8, Proposition 9.4]). Due to the fact mentioned at the end of Section 4, one can find an open neighbourhood $D_1$ of $A$ such that, for all $\epsilon$ sufficiently small, the set of initial condition $u_0 \in D_1$ whose solution $u(t, \cdot, \epsilon, u_0)$ converges to a linearly stable $\tau$-periodic solution, contains an open dense subset of $D_1$.
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