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ABSTRACT Facial recognition has been shown to have different accuracy for different demographic groups. When setting a threshold to achieve a specific False Match Rate (FMR) on a mixed demographic impostor distribution, some demographic groups can experience a significantly worse FMR. To mitigate this, some authors have proposed to use demographic-specific thresholds. However, this can be impractical in an operational scenario, as it would either require users to report their demographic group or the system to predict the demographic group of each user. Both of these options can be deemed controversial since the demographic group is a sensitive attribute. Further, this approach requires listing the possible demographic groups, which can become controversial in itself. We show that a similar mitigation effect can be achieved using non-sensitive predicted soft-biometric attributes. These attributes are based on the appearance of the users (such as hairstyle, accessories, and facial geometry) rather than how the users self-identify. Our experiments use a set of 38 binary non-sensitive attributes from the MAAD-Face dataset. We report results on the Balanced Faces in the Wild dataset, which has a balanced number of identities by race and gender. We compare clustering-based and decision-tree-based strategies for selecting thresholds. We show that the proposed strategies can reduce differential outcomes in intersectional groups twice as effectively as using gender-specific thresholds and, in some cases, are also better than using race-specific thresholds.

INDEX TERMS Facial recognition, fairness, differential outcomes, soft-biometric attributes.

I. INTRODUCTION
Recent studies have pointed to potential demographic biases in facial analysis [1]–[4] and facial recognition [1], [5]–[8]. In 2020, the Association for Computing Machinery (ACM) called for a suspension of facial recognition technologies as they produce “(...) results demonstrating clear bias based on ethnic, racial, gender, and other human characteristics recognizable by computer systems” [9]. The central concern is typically that different demographic groups experience different false match rates.

This has also become a concern in Facial Verification (FV), which consists in validating a person’s identity by comparing their captured biometric information with a biometric template stored in the system database [44]. Here, a false match occurs when the similarity between images of two different people is strong enough that the two images are assumed to be of the same person. False matches are of particular concern because they can lead to unnecessary encounters with law enforcement. There are multiple recent incidents of an incorrect lead provided by face recognition not being competently investigated by law enforcement and thereby resulting in a false arrest [10], [11].

To control the number of false matches, typically a threshold is set on the similarity value between two images, so that only pairs of images whose similarity exceeds that threshold are declared a match. The threshold is set based on training data referred to as an impostor distribution, which is the distribution of similarity values between pairs of images of different persons. A typical threshold value is
To compute group-specific thresholds, we compare the strategies of defining groups based on Demographic Attributes (orange), Non-sensitive Soft-biometric Attributes (green), and Facial Embeddings (blue). These groups will be defined based on the metadata (in the case of the demographic attributes), clustering (for facial embeddings and soft-biometric attributes), and using a decision tree (for soft-biometric attributes). During the training phase, a threshold will be computed for each of the corresponding groups, which will be later used to determine a match/non-match. All methods will compute the similarity scores using the same facial embeddings.

one that results in only 1 in 10,000 impostor image pairs being above threshold. This ratio of number of false matches over number of impostor pairings is called the False Match Rate (FMR). Unfortunately, it has been pointed out that setting a FMR on a mixed-demographic dataset does not ensure that all demographics actually experience an equal FMR [5], [7], [12]. The National Institute of Standards and Technology (NIST) showed in a recent Face Recognition Vendor Test (FRVT) [5] that, for many algorithms, the FMR of some demographic groups could be 10 or 100 times higher than for others.

To mitigate the problem of error rate varying across demographics, some authors have suggested using demographic-specific thresholds, i.e., to set a different threshold for each demographic group [12]–[14]. In [14], Cavazos et al., state that “it is clear that a uniform threshold is not adequate or equitable when the underlying sub-population distributions differ”, and therefore suggest that demographic-specific thresholds are more adequate. Unfortunately, this requires the system to explicitly use the demographic information of the user. In [5], Grother et al., pointed out that, if one trusts the self-reporting of the demographic group, then some malicious agent may try to impersonate someone of a low-threshold group to generate a false match. To prevent that from happening, one might be enticed to use a classifier of demographic groups. Still, in many cases, it may not be desirable to try to predict someone’s demographic group [15]. There has been an increased desire for privacy regarding facial analysis, and demographic data is usually considered a sensitive attribute. Facial analysis, such as gender classification, has also been seen to have high error rates in LGBTQ+, and non-binary individuals [16]. Moreover, in [1], Qiu et al., found that false classifications of gender correlate with a false rejection of a true matching.

Another problem with using demographic-specific thresholds is that there is no consensus on how many demographic groups should be considered. Most studies considered gender [6], race [8], and age [17]. However, it can be possible to define combinations of those demographic groups. Unfortunately, there is little literature on whether choosing a threshold for one demographic group (e.g., gender) decreases or increases the differential performance on another (e.g., race). If one wishes to go further, it could be possible to select a threshold for each country or continent of origin, as some studies have found differential performances when considering that variable [5], [18]. All-in-all, there are still some gaps in the possibility of using demographic-specific thresholds.

In our work, we perform an in-depth analysis of the challenge of how to choose thresholds that mitigate differential outcomes in a fair FV context. We compare the current strategies of selecting a global threshold and demographic-specific thresholds with novel approaches that do not explicitly depend on demographic data (Fig. 1). Our proposed approaches consist on selecting a variable threshold based on (i) the clustering of the facial embedding features (ii) the clustering of non-sensitive soft-biometric features (such as hairstyle or accessories), and (iii) comparison-based decision trees to select the most informative soft-demographic attributes.

The main contributions of this paper are three-fold:

- To show the effect in FV of using demographic-thresholds based on a single demographic (i.e., gender or
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FIGURE 2. Scenarios when addressing demographic performance in facial verification. The Within-Demographic Imposters (WDI) Scenario consists on restricting comparisons to the same demographic group (in this work race and gender). The Cross-Demographic Imposters (CDI) Scenario allows imposter images to be from different groups.

race) and intersectional groups (i.e., race+gender) when testing on intersectional groups

• To compare automatic group-based thresholds strategies that do not depend on sensitive information (such as race and gender)

• To show that non-sensitive attributes can be an effective tool to mitigate differential outcomes across intersectional groups in FV

More details and experiments, like the performance analysis using other facial matchers, the effect dimensionality reduction on K-means performance using PCA in CDI scenario and WDI scenario can be found in the Master of Science Thesis [19].

II. RELATED WORK

In this section, we review the state of the art in two fields: studying the effects of soft-biometric attributes on facial verification (FV) and the efforts to achieve fairness in facial recognition.

A. EFFECTS OF SOFT-BIOMETRIC ATTRIBUTES ON FV

In [20], Dantcheva et al., defines soft-biometrics as the “physical, behavioral, or material accessories, which are associated with an individual, and which can be useful for recognizing an individual”. These include, but are not limited to, demographic attributes, hairstyle, face geometry, etc.

Several works have studied how restricting the demographic group of the imposter images affects the imposter distribution, selection of the optimal threshold, and the evaluation of the performance. This works can be summarized in two scenarios (see Fig. 2). On the one hand, the Within-Demographic Imposters (WDI) Scenario\(^1\) restricts comparisons to be between pairs of images of the same demographic group. This is a common approach to measure demographic performances of the methods [6], [8], [13] and to select demographic-specific thresholds [13]. However, this does not reflect any typical operational scenario, as it is not a common practice to restrict comparisons based on demographics. As noted in [5], [7], [14], using WDI leads to overall higher impostor scores because lower-similarity imposter pairs are not included in the distribution. Therefore, a higher threshold is required to ensure demographic groups fall below the desired FMR. This may lead to selecting thresholds that, in practice, produce a FMR much lower than the one reported but at the cost of producing a much higher FNMR. On the other hand, the Cross-Demographic Imposter (CDI) Scenario\(^2\) compares probe images to enrolled images from all different demographic groups. This is the standard approach to compute global thresholds [5], but it has been less explored as a scenario on which to measure the demographic performance of a system [12]. This means that a global threshold may be computed using an ‘easier’ distribution using CDI, but an analysis of bias may be performed using the more ‘difficult’ distribution of WDI [14]. When doing this, it is plausible that all demographic groups will have a FMR that falls above the Policy FMR, since using WDI tends to produce higher similarity scores. This may lead to wrong conclusions on whether or not certain demographics are observing the Policy FMR.

While demographic attributes are the most commonly studied [21], there are also studies on subject-specific attributes (e.g., hair style, expression and accessories) [22]–[25] and environmental context (e.g., illumination and resolution) [26]. In [24], Abate et al. made a comparison of different clustering algorithms on soft-biometric data. Their goal was to show that soft-biometric attributes can be clustered to provide sets of similar-looking subjects, which might help identify suspects in the presence of a challenging environmental context (e.g., occlusion). In [22] Terhörst et al., made a comprehensive study of the effect of 40 non-demographic attributes on differential outcomes. Their results found that many non-demographic attributes strongly affect the recognition performance of facial recognition models. They also show that, for ArcFace, the differential outcomes produced by specific attributes can vary significantly for different decision thresholds. Furthermore, in the context of FV, similarity scores can be influenced by whether both, one, or neither of the images present a soft-biometric attribute [7], [14], [27]. Overall, recent studies show that, even if facial embedding are trained with the goal of being robust to environmental and subject-specific attributes, they are currently still affected by non-demographic factors [25], [28], [29].

Our work proposes that subject-specific soft-biometric attributes can be used directly to select thresholds that mitigate differential performance. We propose clustering-based and decision tree-based strategies that do not depend on demographic information and show that they can reliably mitigate demographic differential performance under WDI and CDI scenarios.

B. FAIRNESS IN FACIAL RECOGNITION

There has been an increase in studies on bias in machine learning, such as hiring, recommendations, and facial

\(^1\) Also known as demographic yoking [14].

\(^2\) Also known as zero-effort imposters [5].
analysis [30]. Facial recognition studies have focused on group fairness, which can be defined as ‘treating similar groups similarly’ [30]. To achieve this, one can make changes before, during, or after the training process of an algorithm. These are classified, respectively, as follows [30]: a) preprocessing (e.g., ensuring balanced datasets [6], [31]–[33]), b) in-processing (e.g., include bias regularization terms in the training process [34]–[36]), or c) post-processing (e.g., varying the thresholds [12] or normalizing the scores [37], [38]).

While most studies focused on mitigating biases in facial recognition focus on preprocessing and in-processing, this approaches may require many additional resources to acquire facial data or computational resources to retrain the networks. Furthermore, even if one dedicated time and resources to ensure balanced datasets, Albiero et al. in [33] showed that balanced training data does not imply that algorithms achieve balanced error rates. Post-processing approaches usually require fewer resources to develop. These methods usually rely on either normalizing the comparison scores, learning new similarity metrics, or varying the thresholds.

Bias in facial verification can be studied by analyzing genuine-imposter curves or analyzing error rates after applying a threshold. It is essential to make the distinction on which metrics are helpful for each case. In [7], Howard et al. introduced the terms differential performance, referring to differences in genuine and imposter distributions, and differential outcome, for differences in error rates given a decision threshold. Many studies have focused on differential performance [13], [35], [39]–[41]. Consequently, the comparison of ROC Curves and AUC-ROC became very popular metrics to use [39]. These studies tend to report demographic ROC curves that only use same-group comparisons; therefore, they fall into the WDI Scenario. As for differential feature, some studies have used differentials of FNMR at a given FMR [37], [38], while others have focused directly on differences in FMR [5], [7], [12], [14], [34].

When using ROC (or AUC) to compare across demographic groups, something to consider is that different demographics typically achieve a particular FMR at different thresholds [13], [14]. This means that a ROC analysis typically does not reflect a comparison that would be achieved in an operational scenario.

This motivates the use of demographic-specific thresholds to mitigate biases [8], [12]–[14]. In [14], Cavazos et al. say that threshold setting and controlling imposters are scenario-modeling factors relating to race bias that are “under control of the user”. They state that in order to achieve equitable error rates on a system it is important to consider using group-specific thresholds. In [13], Vangara et al. show that, even though African-American faces have better ROC curves than Caucasian faces, they also have a worse FMR for any given threshold. They do their analysis using WDI, comparing images with faces of the same demographic group. In [12], one of the few studies that explore differential performance and differential outcomes using CDI, query images from any demographic group are allowed. They show that these issues can be addressed using demographic-specific thresholds for the intersectional groups of race and gender.

Studies exploring the use of demographic-specific thresholds have suggested choosing thresholds based on one demographic group (e.g., gender) and report the results on the same groups. There has been little study on how setting a threshold based on only one demographic (e.g., gender) affects the intersectional subgroups (e.g., gender and race). In [42], Grother et al. showed the impact on different demographic groups of choosing a global threshold such that white males achieved a certain FMR, but they did not show how setting a threshold based on only one demographic group (e.g., male or white) would impact the intersectional groups. They also reported only the results of a global threshold strategy and did not use variable thresholds.

To the best of our knowledge, our work presented here is the first work that explicitly uses non-sensitive soft-biometric attributes to define group-specific thresholds to mitigate differential outcomes. This is presented in contrast to the approach of using demographic-specific thresholds, something that has been done both implicitly by equalizing AUC-ROC [13], [35], [39]–[41], and explicitly [12]–[14]. For this, we compute thresholds based on only one demographic attribute and compute their efficiency on mitigating differential outcomes on intersectional groups. We propose that using non-sensitive attributes can be more efficient than the previous approach of a single demographic-threshold.

III. THRESHOLD STRATEGIES IN FV

We will begin this section by formalizing the Facial Verification (FV) problem. For a given input feature $X_P$ from a probe claiming to be of an enrolled identity $I$ with a template feature of $X_E$, the null and alternative hypotheses of the FV problem are [44]:

- $H_0$: Input $X_P$ does not come from the same person as $X_E$
- $H_1$: Input $X_P$ comes from the same person as $X_E$

With this, the associated decisions are

- $D_0$: person is not who they claim (non-match)
- $D_1$: person is who they claim (match)

Where, given a threshold $\tau$ and similarity score $s$, we choose $D_1$ if $s > \tau$ and $D_0$ otherwise.

This allows to define the error rates as follows

- $FMR = P(D_1|H_0)$
- $FNMR = P(D_0|H_1)$

Then, for a given similarity function $s$ and global threshold $\tau_{global}$, the classical decision problem could be defined as

$$D_{global \ \text{thr.}} := s(X_E, X_P) > \tau_{global} \quad (1)$$

A variable threshold strategy would change this definition and consider the following problem

$$D_{variable \ \text{thr.}} := s(X_E, X_P) > \tau_f(X_E, X_P) \quad (2)$$

where $\tau_f$ is a function that depends on the facial features (or other attributes).
The first strategy, which is the standard approach, uses a fixed threshold for the whole dataset. The second strategy chooses a different threshold for each demographic group, as in [12]–[14]. We compare these strategies with others that also use varying thresholds without using demographic data. We use clustering-based strategies on facial embeddings and on soft-biometric features, and use a decision tree-based strategy, which tries to maximize the information gained on the false matches based on the soft-biometric features. The reader is referred to Fig. 1 as general overview of the five strategies, Fig. 2 to see the differences between the WDI and CDI Scenario, and Fig. 3 as a guide for the features used in each strategy.

**A. FIXED GLOBAL THRESHOLD**

The global threshold will be chosen as the one that ensures a given FMR in the training set. The Policy FMR will be $10^{-3}$ or lower, as recommended by the European Border Guard Agency Frontex [45]. While some authors suggest that this threshold should be set using WDI [5], [14], it is usually computed using CDI [46]. The Fixed Global Threshold strategy is the standard approach in facial verification, so we will use it as a baseline to compare against.

**B. DEMOGRAPHIC THRESHOLDS**

The most direct way to ensure that every demographic group follows the Policy FMR is to compute a different threshold for each demographic group. There is also a need to define which demographic group must be used to set the thresholds. In this work, we will compare the use of group-specific thresholds for a) gender (Male, Female), b) race (Asian, Black, White, Indian), and c) combinations of race and gender.

A problem of this approach is which threshold should be used when comparing imposters from different demographic groups. In this work, we choose the threshold based on the ground-truth demographic group of the enrolled image, without considering the demographic group of the probe image.

**C. EMBEDDING CLUSTERING THRESHOLDS**

It has been shown that facial embeddings encode information about demographic groups, even if they are not explicitly given that information in training [36], [47], [48]. In [49], Terhörst et al. found that it was possible to accurately predict 74 out of 113 soft-biometric attributes using facial embeddings. This suggests that facial embeddings encode more information than just identity. As so, we compare the use of demographics with directly clustering the feature embeddings.

In our work, training features will be clustered using K-Means, and for each cluster, we will choose a threshold such that the cluster achieves the probe FMR. To compute the thresholds for each cluster we will follow an approach similar to that of the CDI Scenario, in the sense that we will allow comparisons of images between clusters. This means that the threshold will be selected by choosing all probe images in that cluster but allowing query images from different clusters.

---

3 Clustering was performed using the MiniBatchKMeans implementation of scikit-learn version 0.24.2 with default parameters.
Later, when testing, we will use the cluster of the probe image to select the threshold.

D. SOFT-BIOMETRIC CLUSTERING THRESHOLDS

Even if facial embeddings carry more information than just identity, it could be a better alternative to cluster soft-biometric attributes directly. It has been shown that many non-demographic soft-biometric attributes strongly affect recognition performance [22], [23]. The MAAD-Face dataset includes 47 binary attributes, out of which 7 correspond to demographic information. Since this work aims to implement thresholds that do not depend on demographics, we will exclude these attributes from the clustering. We also removed the ‘Attractive’ and ‘Chubby’ attributes, as they could perpetuate standards of beauty associated with one culture. This means that each image in the training set will be associated with a feature vector of 38 binary (non-demographic) soft-biometric attributes, such as ‘is bald’, ‘has a mustache’, and ‘is wearing makeup’. We call these 38 attributes the non-sensitive soft-biometric attributes. All there attributes were predicted using a Massive Attribute Classifier (MAC). They have an average reported accuracy of 89.8% [27] and the worst reported attributes have 68% of accuracy (‘bags under eyes’ and ‘brown eyes’).

As with the facial embeddings, these features will be clustered using K-Means. We will use the threshold that achieves the Policy FMR using the facial embeddings for verification for each cluster. Training will be done allowing query images to belong to different clusters and, when testing, we will choose the threshold based on the cluster of the probe image.

E. DECISION TREE-BASED THRESHOLDS

While previous strategies focused on assigning individual images to a specific group, facial verification consists of classifying pairs of images. As such, the similarity score can be influenced by whether both, one, or neither of the images have a soft-biometric attribute or belong to a certain group [7], [14], [27]. To find attributes that might convey a lot of information on false matches, we will use an information-based decision tree model as suggested in [7], [26].

To measure the amount of information on false matches, we will use the Shannon Entropy

\[ E(Y) = - \sum_i p_i \log_2(p_i) \tag{3} \]

where \( Y := D_{global}|H_0 \) is a random variable representing the probability of a false match on a sub-group of comparisons using the global threshold, and \( p_i \) is the probability of a pair of images being either \( i \in \{ \text{false match, true no-match} \} \). To quantify the effect of knowing an attribute in the false matches, we will use the information gain of the error rate given the attribute

\[ IG(Y, X) = E(Y) - E(Y|X) \tag{4} \]

where \( E(Y|X) \) is the entropy of the false matches given that we know the variable \( X \). In our case, this variable is whether both, one, or neither of the images have a certain attribute (e.g., \( X = (\text{both are bald, only one has glasses, neither has black hair}) \)). In the case where one of the images presents the attribute (e.g., only one has glasses) it will be equivalent if the probe or the query image is the one presenting that attribute.

This technique allows us to create a decision tree model, where each branch is based on the attribute that gives the most information gain. At each leaf of the tree, we will compute a threshold such that the pairs of images that fall on that leaf achieve the desired FMR.

IV. EXPERIMENTAL METHODOLOGY

A. DATASETS

Our work is based on the Balanced Faces in the Wild (BFW) [12], [50] and MAAD-Face [27], [51] datasets. Both are datasets based on VGGFace2 [52]. BFW is a dataset balanced across race (i.e., Asian, Black, Indian, and White) and gender (i.e., Female and Male). It has an equal number of identities per subgroup (100 per subgroup) and faces per identity (25 faces), for a total of 20K images of 800 subjects. BFW has five pre-defined, person-disjoint folds for five-fold cross-validation to estimate the accuracy. MAAD-Face is an extension of VGGFace2 with annotations from 47 soft-biometric attributes. From them, we select the 38 non-sensitive soft-biometric attributes as explained in Section III-D. With 123.9M attribute annotations, MAAD-Face is currently the largest face annotation dataset. The selected non-sensitive attributes were predicted using a Massive Attribute Classifier (MAC) with a mean reported accuracy of 89.8% [27].

Accuracy is reported as the average across 5-fold cross-validation. For each image, 475 imposters were selected from the same fold and all genuine pairs were used. We also removed 3 images that contained bugs reported by the authors of BFW (wrong identity and cartoon faces) and another 4 images that were not present in MAAD-Face. In total, we used 239,880 pairs of genuine faces and 9,497,625 imposter pairs separated into 5 folds. In WDI Scenario we will restrict query images to be from the same race and gender of the probe image. In CDI Scenario we will have no such restriction, so imposters can be of any demographic group. In both cases we will sample the same amount of images, so we will have the same amount of imposters.

B. TRAINING PROCESS

The training process consisted of two steps: defining groups (Fig. 3) and computing thresholds for each group.

---

4Even though our research involves human beings (i.e., recognition of human faces), in our paper, we don’t provide a statement to confirm that informed consent was obtained because we use public datasets of faces. Details of how the images were acquired can be obtained in the corresponding references.

5https://github.com/visionjo/facerec-bias-bfw/blob/master/data/README.md#reported-bugs
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For all methods, we computed the facial embeddings using ArcFace (Resnet-101) [43], which provides a 512-dimensional vector for each facial image. The demographic groups are created based on the metadata provided on BFW. We will use all possible combinations of race and gender. In the Embedding Clustering strategy, we will use K-Means to cluster the facial embeddings in the training set given by ArcFace. We will also use K-Means to cluster the non-sensitive soft-biometric attributes provided by MAAD-Face. To compute the thresholds, we will select the 475 imposters for each image in the group and compute a threshold that achieves the policy FMR on the imposter distribution. The Policy FMR is usually set by policymakers who measure the risk of the system. We will use a Policy FMR of $10^{-3}$, as recommended by the European Border Guard Agency Frontex [45].

For the Decision Tree, we set the threshold according to the comparisons between images rather than assigning groups to specific faces. Each threshold is set based on each leaf that the pairs of images fall into. We will adjust the number of leaves by setting a high number for the depth of the tree and then selecting the N most relevant leaves. This will allow us only to select the most informative comparisons.

### C. EVALUATION METRICS

There is currently no consensus on which is the best metric to measure differential outcomes in facial recognition. Nonetheless, most works try to focus on achieving equal error rates across demographics. Given a set of groups $G$ (e.g., race, gender), we will measure the differential outcome of each strategy using the Skewed Error Ratio (SER) [53]:

$$ SER = \frac{\max\{FMR_g : \forall g \in G\}}{\min\{FMR_g : \forall g \in G\}} $$

This is a pessimistic metric, as it focuses on the worst-case scenario. We would also like to measure the dispersion of the error rates. In facial verification, we often think of errors in ratios (e.g., an FMR of 0.01 means falsely accepting in
FIGURE 6. Distribution of FMR for race and gender groups calculated using WDI. Reported FMR is the average performance of the folds using 5-fold cross validation. Red line is the desired FMR for the system.

### V. RESULTS

#### A. IMPORTANCE OF NOT MIXING SCENARIOS

It is important to select the thresholds and report group metrics using the same scenario, and not to use CDI for one and WDI for the other. As seen in Fig. 5, if the thresholds are trained using CDI and reported on WDI, then all demographic groups will be above the Policy FMR. This happens because, as seen by several studies [5], [7], [14], choosing similar subjects increases the similarity of the imposters’ distribution. On the other hand, if one wishes to report metrics using CDI (since this scenario is the most similar to an operational setting) but chooses the demographic thresholds based on WDI (which is the most common approach) then the results for all demographic groups fall almost an order of magnitude below the Policy FMR. This happens because the thresholds were chosen with a distribution that had harder examples than the ones that it is being tested on.

#### B. MITIGATING DIFFERENTIAL OUTCOMES

When training and testing the methods using WDI (Fig. 6) we see that, while the strategy of clustering facial embeddings does not give a significant improvement, clustering soft-demographic attributes reduces the gap between the error rates and gets them closer to the desired FMR. As seen in Table 1, these results are even better than using thresholds based on gender or race by themselves. Using a global threshold, the worst demographic group performs over 11 times worse than the best one. Compared to the global threshold, all methods show an improvement on the mitigation of differential outcomes, with the exception of the decision tree-based threshold. Using the non-sensitive soft-biometric clusters, this disparity is reduced to less than 3 times. Even if a difference exists, the result is better than the $6 \times$ and $4 \times$ disparity produced by the gender and race thresholds respectively. This means that differential outcomes on demographic groups can be mitigated without explicitly using said demographics. Decision Tree-based strategies lower the FMR, but it lowers it so much that it affects the FNMR metrics, making it an undesirable result.
FIGURE 7. Distribution of FMR for race and gender groups calculated using CDI. Reported FMR is the average performance of the folds using 5-fold cross validation. Red line is the desired FMR for the system.

TABLE 1. Evaluation metrics training and reporting using WDI on the BFW dataset.

| WDI Scenario                      | Differential Outcome | Global Performance |
|-----------------------------------|----------------------|--------------------|
|                                   | SER                  | MAPE               | Global FMR | Global FNMR |
| **Baseline**                      |                      |                    |            |             |
| Global Thr.                       | 11.70                | 51.48%             | 0.001003   | 0.188759    |
| **Demographic-groups Thresholds**|                      |                    |            |             |
| Gender Thr.                       | 6.11                 | 46.91%             | 0.001024   | 0.188488    |
| Race Thr.                         | 4.03                 | 40.79%             | 0.001025   | 0.186091    |
| Race+Gender Thr.                  | 1.14                 | 7.88%              | 0.001079   | 0.184953    |
| **Non-sensitive Groups Thresholds**|                     |                    |            |             |
| Embedding Clustering Thr. (K=32)  | 8.46                 | 54.20%             | 0.001105   | 0.187873    |
| Soft-Biometric Clustering Thr. (K=16)  | 2.81               | 32.60%             | 0.001034   | 0.186889    |
| Decision Tree Thr. (Leafs=32)     | 13.07                | 92.53%             | 0.000075   | 0.381199    |

TABLE 2. Evaluation metrics training and reporting using CDI on the BFW dataset.

| CDI Scenario                      | Differential Outcome | Global Performance |
|-----------------------------------|----------------------|--------------------|
|                                   | SER                  | MAPE               | Global FMR | Global FNMR |
| **Baseline**                      |                      |                    |            |             |
| Global Thr.                       | 4.94                 | 36.10%             | 0.001002   | 0.154333    |
| **Demographic-groups Thresholds**|                      |                    |            |             |
| Demographic Thr. (gender)         | 3.44                 | 32.35%             | 0.001008   | 0.154078    |
| Demographic Thr. (race)           | 2.18                 | 24.27%             | 0.001007   | 0.153566    |
| Demographic Thr. (race+gender)    | 1.04                 | 1.31%              | 0.001013   | 0.153307    |
| **Non-sensitive Groups Thresholds**|                     |                    |            |             |
| Embedding Clustering Thr. (K=32)  | 4.06                 | 29.95%             | 0.000967   | 0.156431    |
| Soft-Biometric Clustering Thr. (K=16)  | 2.65               | 21.20%             | 0.000949   | 0.155873    |
| Decision Tree Thr. (Leafs=32)     | 1.48                 | 12.30%             | 0.001016   | 0.164454    |

The CDI scenario is the one most commonly used currently in operational settings. In this scenario, the disparity of the global threshold is lower than when using WDI (5 × vs. 11 ×). In this scenario all methods show at least a slight advantage over the global threshold (Table 2). The soft-biometric clusters reduce the disparity to almost half of the global threshold. This strategy is still better than using a gender threshold, but in this scenario, it is more comparable to a threshold based on race. After the threshold based on race and gender, the best strategy is to use a Decision Tree-based threshold. We see that the disparity is reduced considerably for different hyperparameters (see Fig. 7). Nonetheless, this is done at the expense of having the worst global FNMR.

VI. DISCUSSION

In our work, the global threshold is presented as a baseline in the presented results since it is the standard approach in FV. The demographic thresholds are presented as the current state-of-the-art in bias mitigation using variable thresholds. While there have been a lot of other state-of-the-art works that
attempt to mitigate bias using different strategies (e.g., pre-processing or in-processing), these were not included as not to divert the focus away from the variable-thresholds strategies. Therefore, the performance non-sensitive group thresholds will be analyzed with respect to the global thresholds and demographic thresholds.

We saw that differential outcomes can be mitigated using groups that do not use the demographic groups explicitly, sometimes even surpassing the thresholds based on demographic groups. In both the CDI and WDI scenarios, the non-sensitive approach proves to be twice as effective at reducing differential outcomes in intersectional groups. The decision tree-based approach could mitigate a lot of the bias in the CDI scenario but performed poorly on the WDI scenario. The reason for this could be due to the decision tree overfitting the data. This is supported by the fact that the literature presents WDI as more similar between demographic groups. Another limitation for using the proposed strategies in an operational context is the additional time required to run the soft-biometric attribute classifier. Our work directly uses the outputs proposed in the MAAD-Face dataset. Future work could explore the efficiency and scalability of including these models into a classification pipeline.

The proposed method shows a path to mitigating observed differential outcomes for demographic groups, “bias”, by defining variable thresholds without asking for or explicitly predicting demographic groups. This is a new approach for how to apply variable thresholds. Furthermore, this method can be applied to any black-box facial recognition system, requiring minimal training to achieve results that effectively mitigate bias.
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