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Abstract. We prove a simple general formula for the expectations of a function of a random walk and its running extremum, which is more convenient for applications than general formulas in the first version of the paper. The derivation of explicit formulas in applications significantly simplifies. Under additional conditions, we derive analytical formulas using the inverse \( Z \)-transform, Fourier/Laplace inversion and Wiener-Hopf factorization, and discuss efficient numerical methods for realization of these formulas. As applications, the cumulative probability distribution function of the process and its running maximum and the price of the option to exchange the maximum of a stock price for a power of the price are calculated. The most efficient numerical methods use a new efficient numerical realization of the inverse \( Z \)-transform, sinh-acceleration technique and simplified trapezoid rule. The program in Matlab running on a Mac with moderate characteristics achieves the precision E-10 and better in several dozen of milliseconds, and E-14 - in a fraction of a second.
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1. Introduction

Let \( Y,Y_j,j = 1,2,\ldots \) be i.i.d. \( \mathbb{R} \)-valued random variables on a probability space \((\Omega, \mathcal{B}, \mathbb{Q})\), and \( \mathbb{E} \) the expectation operator under \( \mathbb{Q} \). For \( x \in \mathbb{R} \), \( X_n = x + Y_1 + \cdots + Y_n, n = 0,1,2,\ldots \) is a random walk on \( \mathbb{R} \) starting at \( x \). In applications to finance, typically, \( Y \) is an increment of a Lévy process, and the random walk appears implicitly when either a continuous time Lévy model is approximated or options with discrete monitoring are priced. In the present paper, we derive a general formula and efficient numerical procedure for evaluation of expectations of a random walk and its extremum. The formula and procedure can be applied to lookback, single barrier options and single barrier options with lookback features. The method of the paper can be used as the main basic block to price double-barrier options with lookback features and discrete monitoring, and American options with barrier/lookback features.

Let \( \bar{X}_n = \max_{0 \leq m \leq n} X_m \) and \( \underline{X}_n = \min_{0 \leq m \leq n} X_m \) be the supremum and infimum processes (defined path-wise, a.s.); \( X_0 = \bar{X}_0 = \underline{X}_0 = 0 \). For a measurable function \( f \), consider

\[
V_n(f; x_1, x_2) = \mathbb{E}\left[ f(x_1 + X_n, \max\{x_2, x_1 + \bar{X}_n\}) \right].
\]

At the first step, as in [28], where barrier options with discrete monitoring in the Brownian motion model are priced, we make the discrete Laplace transform \((Z\text{-transform})\) of the series \( \vec{V} : = \{V_n\}_{n=0}^{\infty} = \{V(f; n, x_1, x_2)\}_{n=0}^{\infty} \). For our purposes, it is convenient to use the equivalent transformation

\[
\tilde{V}(z) = \sum_{n=0}^{\infty} z^n V_n.
\]

If \( f \) is uniformly bounded, the series \( \tilde{V} \) is uniformly bounded as well, hence, \( \tilde{V}(z) \) is analytic in the open unit disc, and \( \tilde{V} \) can be recovered using the residue theorem: for any \( R < 1 \),

\[
V_n = \frac{1}{2\pi i} \int_{|z| = R} z^{-n-1} \tilde{V}(z) dz.
\]

The standard and popular approximation to the integral on the RHS is the trapezoid rule. However, if \( n \) is very large, then the trapezoid rule becomes very inefficient as we discuss in Sect. [2] and illustrate with numerical examples in Sect. [5]. The first contribution of the paper is a new efficient method for a numerical evaluation the integral on the RHS of (1.2). The idea is to deform the contour of integration \( \{z = Re^{i\varphi} \mid -\pi < \varphi < \pi\} \) into a contour of the form \( \mathcal{L}_{L;\sigma, \ell, \omega} = \mathcal{L}_{L;\sigma, \ell, \omega}(\mathbb{R}) \), where the conformal map \( \chi_{\mathcal{L};\sigma, \ell, \omega} \) is defined by

\[
\chi_{\mathcal{L};\sigma, \ell, \omega}(y) = \sigma \ell + ib \ell \sinh(i\omega \ell + y),
\]

\( b \ell > 0, \sigma \ell \in \mathbb{R} \) and \( \omega \ell \in (-\pi/2, \pi/2) \). The deformation is possible under natural conditions on the domain of analyticity of \( \tilde{V} \); these conditions are satisfied in applications that we consider. After the deformation and corresponding change of variables, the simplified trapezoid rule is applied. The resulting procedure is faster and more accurate than the trapezoid rule. We hope
that a new efficient numerical method for the evaluation of the inverse $Z$-transform (1.2) is of a general interest.

The second contribution of the paper is a general formula for $\tilde{V}(f; z; x_1, x_2)$ in terms of the expected present value operators (EPV-operators) $\mathcal{E}_q^{\pm}$ under the supremum and infimum processes introduced in [11, 14, 15]. The formula and its proof are essentially identical to the ones in [21] for Lévy processes, only the definitions of the operators $\mathcal{E}_q^{\pm}$ change. In the case of random walks, the action of $\mathcal{E}_q^{\pm}$ is defined as follows. For $q \in (0, 1)$, let $T_q$ be a random variable with the distribution $E[T_q = n] = (1 - q)q^n$, independent of $X$, and let $u$ be a bounded measurable function. Then $\mathcal{E}_q^+ u(x) = E[u(x + \bar{X}_{T_q})]$ and $\mathcal{E}_q^- u(x) = E[u(x + X_{T_q})]$. The formula is in Sect. 3.2. In applications, the payoff function $f$ may increase exponentially at infinity. Hence, in order that the expectation be finite, one or even two tails of the probability distribution of $Y$ must decay exponentially at infinity. We formulate and prove a general theorem for the case of exponentially increasing payoff functions.

In Section 3.3, we use the Fourier transform and the equalities $\mathcal{E}_q^\pm e^{ix\xi} = \phi_q^{\pm}(\xi)e^{ix\xi}$, where $\phi_q^{\pm}(\xi)$ are the Wiener-Hopf factors, to realize the formula derived in Section 3.2 as a sum of 1D-3D integrals; formulas for the Wiener-Hopf factors are in Sect. 3.1. As applications of the general theorems, in Section 3.4, we derive explicit formulas for the cumulative distribution function (cpdf) of random walk and its maximum, and for the option to exchange $e^{\bar{X}_T}$ for a power $e^{\beta X_T}$.

If one of the tails of the pdf of $Y$ exponentially decays at infinity, the characteristic function $\Phi(\xi) = E[e^{i\xi Y}]$ of $Y$ and the Wiener-Hopf factors admit analytic continuation to a strip around or adjacent to the real axis. This property allows one to use the useful property of the infinite trapezoid rule, namely, the exponential decay of the discretization error as a function of $1/\zeta$, where $\zeta$ is the step of the infinite trapezoid rule. However, in many cases of interest such as pricing options with daily monitoring and/or Lévy processes close to the Variance Gamma process, the integrand decays too slowly at infinity, therefore, the number of terms in the simplified trapezoid rule necessary to satisfy even a moderate error tolerance can be huge. Fortunately, in all popular models, $\Phi(\xi)$ admits analytic continuation to a cone around the real axis and exponentially decays as $\xi \to \infty$ in the cone (the only exception is the Variance Gamma model; the rate of decay is a polynomial one). See [22] for the explicit calculation of the coni of analyticity in popular models. Therefore, the sinh-acceleration technique used in [18] to price European options and applied in [20, 19, 23] to price barrier options and evaluate special functions and the coefficients in BPROJ method respectively can be applied to greatly decrease the sizes of grids and the CPU time needed to satisfy the desired error tolerance. The changes of variables must be in a certain agreement as in [16, 42, 21]. Note that the deformation (1.3) and the corresponding change of variables constitute an example of the application of the sinh-acceleration technique. We show that, in some cases, one of the integrals (either outer or inner one) has to be calculated using a less efficient family of sub-polynomial deformations introduced and used in [19]. Numerical examples are in Section 5. We demonstrate that the method based on the sinh-acceleration for the inverse $Z$-transform can achieve the accuracy of the order of E-14 and better using Matlab and Mac with moderate characteristics, in a second or fraction of a second, and the precision of the order of E-10 in 20-30 msec., for options of maturity in the range $T = 0.25 − 15Y$. In all cases, the arrays are of a moderate size. In particular, the number of points used for the $Z$-transform inversion is several dozens in all
cases. If the trapezoid rule is used, the size of arrays and CPU time increase with the maturity, and, for maturity $T = 15$, approximately 3,000 points are needed, and the CPU time is several times larger. We also compare the results in the case of the continuous monitoring using the methods developed in [21] and demonstrate that in the case of daily monitoring, the relative differences are rather small even for $T = 15Y$.

There is a huge body of the literature devoted to pricing options with barrier and/or lookback features, and a number of different methods have been applied. The methods that are conceptually close to the method of the paper are the ones that use the fast inverse Fourier transform, fast convolution or fast Hilbert transform. In Section 6, we review several popular methods and explain why these methods are computationally more expensive than the method of the present paper and cannot achieve the precision demonstrated in Section 5. We also summarize the results of the paper and outline several extensions of the method of the paper. We relegate to Appendix A several technicalities. Figures and tables are in Appendix B.

2. Efficient inverse $Z$-transform

2.1. Trapezoid rule. Let a sequence $\vec{V} = (V_n)_{n=0}^\infty$ and $A > 0$ satisfy

\[(2.1)\]

\[H(\vec{V}, A) := \sum_{n=0}^\infty |V_n| A^n < +\infty.\]

Then, for any $z \in D(0, A) := \{z \in \mathbb{C} \mid |z| \leq A\}$, the series (1.1) converges and defines the function analytic in $D(0, A)$ (meaning: analytic in the open domain \{|z| < 1/A\} and continuous up to the boundary).\(^\text{2}\) Hence, $V_n$ can be recovered using the Cauchy residue theorem. Explicitly, for any $R < A$, (1.2) holds. Changing the variable $z \mapsto zR$, and introducing $h(z)(= h(R, z)) = (zR)^{-n}\tilde{V}(zR)$, we obtain

\[(2.2)\]

\[V_n = \frac{1}{2\pi i} \int_{|z|=1} h(z) \frac{dz}{z}, \quad n = 0, 1, 2, \ldots\]

Usually, one evaluates the RHS of (2.2), denote it $I(h)$, using the trapezoid rule:

\[(2.3)\]

\[T_M(h) = \frac{1}{M} \sum_{k=0}^{M-1} h(\zeta_M^k),\]

where $M > 1$ is an integer, and $\zeta_M = \exp(2\pi i/M)$ is the standard primitive $M$-th root of unity. For $0 < a < b$, denote $D(a,b) := \{z \mid a < |z| < b\}$. Since $R < A$, $h(z)$ is analytic in the annulus $D(1/\rho, \rho)$. The Hardy norm of $h$ is

\[\|h\|_{D(1/\rho, \rho)} = \frac{1}{2\pi i} \int_{|z|=1/\rho} |h(z)| \frac{dz}{z} + \frac{1}{2\pi i} \int_{|z|=\rho} |h(z)| \frac{dz}{z}.\]

The error bound is well-known; for completeness, we give the proof in Sect. A.1.

---

1In applications to pricing options in an exponential Lévy model with the characteristic exponent $\psi$, $A = e^{\Delta \psi(-i\beta)}$, where $\Delta$ is the time step, and $\beta \in \mathbb{R}$ depends on the option’s payoff.

2Recall that the function $\tilde{V}(1/z)$ is called the $Z$-transform of the series $\tilde{V}$. 
Theorem 2.1. Let $h$ be analytic in $\mathcal{D}_{1/(\rho, \rho)}$, where $\rho > 1$. The error of the trapezoid approximation admits the bound

$$|T_M(h) - I(h)| \leq \frac{\rho^{-M}}{1 - \rho^{-M}} \|h\|_{\mathcal{D}_{1/(\rho, \rho)}}. \quad (2.4)$$

If $V_n$ are real, then $\overline{h(z)} = h(\overline{z})$, hence, we can choose an odd $M = 2M_0 + 1$ and obtain

$$T_M(h) = (2/M) \operatorname{Re} \sum_{k=0}^{M-1} h(\zeta_k^M)(1 - \delta k_0/2). \quad (2.5)$$

2.2. **Sinh-acceleration.** Let there exist $\gamma \in (0, \pi)$ such that $\tilde{V}$ admits analytic continuation to a domain of the form $\mathcal{U}(R, \rho, \gamma) = (\mathcal{D}(R/\rho, \rho) \setminus (C_\gamma \cup \{0\})) \setminus \mathcal{D}(0, R/\rho)$, where $C_\gamma = \{z \mid \arg z \in (\gamma, \gamma)\}$, and let there exist $C_{\tilde{V}} > 0$ and $a_{\tilde{V}} < n$ such that

$$|\tilde{V}(z)| \leq C_{\tilde{V}} |z|^{a_{\tilde{V}}}, \quad z \in \mathcal{U}(R, \rho, \gamma). \quad (2.6)$$

Then we can deform the contour of integration $\{z = Re^{i\varphi} \mid -\pi < \varphi < \pi\}$ in (1.2) into a contour of the form $\mathcal{L}_{L; \sigma_\ell, b_\ell, \omega_\ell} = \chi_{L; \sigma_\ell, b_\ell, \omega_\ell}(\mathbb{R})$, where the conformal map $\chi_{L; \sigma_\ell, b_\ell, \omega_\ell}$ is defined by (1.3). After the transformation, we make the corresponding change of variables and reduce to the integral over $\mathbb{R}$:

$$V_n = \int_{\mathbb{R}} \frac{b_\ell}{2\pi} \chi_{L; \sigma_\ell, b_\ell, \omega_\ell}(y)^{-n-1} \cosh(i \omega_\ell + y) \tilde{V}(\chi_{L; \sigma_\ell, b_\ell, \omega_\ell}(y)) dy, \quad (2.7)$$

denote by $f_n(y)$ be the integrand on the RHS of (2.7), and apply the infinite trapezoid rule

$$V_n \approx \zeta_\ell \sum_{j \in \mathbb{Z}} f_n(j \zeta_\ell). \quad (2.8)$$

An error bound is easy to derive because the function $f_n$ is analytic in a strip $S_{(-d, d)} := \{\xi \mid \Im \xi \in (-d, d)\}$, where $d > 0$ depends on the domain of analyticity of $\tilde{V}$ and the choice of the parameters $\sigma_\ell, \omega_\ell, b_\ell$, and (2.6) holds. With an appropriate choice of the parameters $\omega_\ell, \sigma_\ell, b_\ell$ and $d$, $\lim_{R \to \pm\infty} f_{-d}^{d} |f_n(is + R)| ds = 0$, and

$$H(f_n, d) := \|f_n\|_{H^1(S_{(-d, d)})} := \lim_{s \to -d} \int_{\mathbb{R}} |g(is + t)| dt + \lim_{s \to d} \int_{\mathbb{R}} |g(is + t)| dt < \infty. \quad (2.9)$$

We write $f_n \in H^1(S_{(-d, d)})$. The following key lemma is proved in [47] using the heavy machinery of sinc-functions. A simple proof (analogous to the proof of Theorem 2.1) can be found in [41].

**Lemma 2.2 (47), Thm.3.2.1.** For $f_n \in H^1(S_{(-d, d)})$, the error of the infinite trapezoid rule admits an upper bound

$$\text{Err}_{\text{disc}} \leq H(f_n, d) \frac{\exp[-2\pi d/\zeta]}{1 - \exp[-2\pi d/\zeta]} \cdot (2.10)$$

Once an approximate bound $H_{\text{appr}}(f_n, d)$ for $H(f_n, d)$ is derived, it becomes possible to satisfy the desired error tolerance with a good accuracy letting

$$\zeta_\ell = 2\pi d \ln(H_{\text{appr}}(f_n, d)/\epsilon). \quad (2.11)$$
Since $f_n(y)$ decays as $((b/2)e^{y})^{-n-1}$ as $y \to \pm \infty$, it is straightforward to choose the truncation of the infinite sum on the RHS of (2.8):

\begin{equation}
V_n \approx \zeta \ell \sum_{|j| \leq M_0} f_n(j\zeta) \tag{2.12}
\end{equation}

to satisfy the given error tolerance. A good approximation to $\Lambda := M_0 \zeta$ is

\begin{equation}
\Lambda = \frac{1}{n - a_{\tilde{\psi}}} \ln \frac{C_{\tilde{\psi}}}{\epsilon} - \ln \frac{b}{2}, \tag{2.13}
\end{equation}

where $C_{\tilde{\psi}}$ and $a_{\tilde{\psi}}$ are from (2.6). If $V_n$ are real, then $\overline{h(z)} = h(\overline{z})$, and, therefore, we can replace (2.12) with

\begin{equation}
V_n \approx 2\zeta \ell \Re \sum_{j=0}^{M_0} f_n(j\zeta)(1 - \delta_{j0}/2). \tag{2.14}
\end{equation}

The complexity of the numerical scheme is of the order of $(n + 1 - a_{\tilde{\psi}})^{-1} \ln(H(f_n, d)/\epsilon) \ln(1/\epsilon)$. If double precision arithmetic is used, then the deformation must be chosen so that the $f(j\zeta)$ are not very large. Furthermore, the image of the strip $S_{(-d,d)}$ under the map $\chi_{L;\sigma, b_{\ell}, \omega_{\ell}}$ has non-empty intersection with the unit disc, hence, if the parameters of the deformation are fixed, and $n$ increases, then $H(f_n, d)$ increases as $B_n^{-1}$, where $B > 1$ depends on the chosen deformation. Therefore, the problem of an accurate bound for the Hardy norm and choice of $\zeta$ becomes non-trivial. This difficulty can be alleviated if $\gamma > \pi/4$, better, $\gamma > \pi/2$ (we will see that in applications to pricing options with discrete monitoring, $\gamma > \pi/2$) choosing $n$-dependent parameters of the deformation.

**Case I.** $\gamma \in (\pi/4, \pi/2]$ or $\gamma > \pi/2$ but $\gamma - \pi/2$ is very small. We set $\omega_{\ell} = 3\pi/8 - \gamma/2$, and take $d_{\ell} \in (0, (\gamma - \pi/4)/2)$, e.g., $d_{\ell} = 0.95 \cdot (\gamma - \pi/4)/2$. Next,

(i) if $A > 1$ and $A - 1$ is not very small, we find $b_{\ell}$ and $\sigma_{\ell}$ solving the system $1 = \sigma_{\ell} - b_{\ell} \sin(\omega_{\ell} + d_{\ell})$, $A = \sigma_{\ell} - b_{\ell} \sin(\omega_{\ell} - d_{\ell})$. A fairly safe upper bound for $H(f_n, d)$ is $H_{\text{appr}}(f_n, d) = C_{\psi} \max\{1, B\}$, where $B$ is the supremum of $y$ s.t. $\chi_{L;\sigma, b_{\ell}, \omega_{\ell}}(i(\omega_{\ell} + d_{\ell}) + y) \in \mathcal{D}(0,1)$;

(ii) if $A$ is close to 1 (this is the case when the time interval between the monitoring dates is small), we set $R = 1 - 5/n$, and find $b_{\ell}$ and $\sigma_{\ell}$ solving the system $R = \sigma_{\ell} - b_{\ell} \sin(\omega_{\ell} + d_{\ell})$, $1 = \sigma_{\ell} - b_{\ell} \sin(\omega_{\ell} - d_{\ell})$. A fairly safe upper bound for $H(f_n, d)$ is $H_{\text{appr}}(f_n, d) = C_{\psi} R^{-n-1} B$, where $B$ is the supremum of $y$ s.t. $\chi_{L;\sigma, b_{\ell}, \omega_{\ell}}(i(\omega_{\ell} + d_{\ell}) + y) \in \mathcal{D}(0,1)$. If $\gamma$ is close to $\pi/4$, it is necessary to replace $R^{-n-1}$ with $\sup_{0 \leq y \leq B} |\chi_{L;\sigma, b_{\ell}, \omega_{\ell}}(i(\omega_{\ell} + d_{\ell}) + y)|^{-n-1}$.

**Case II.** $\gamma \in (\pi/2, \pi)$, and $\gamma - \pi/2$ is not very small. We choose $\omega_{\ell} = (\pi/2 - \gamma)/2$, and $d_{\ell} \in (0, |\omega_{\ell}|)$, e.g., $d_{\ell} = 0.95 |\omega_{\ell}|$. Next,

(i) if $A > 1$ and $A - 1$ is not very small, we find $b_{\ell}$ and $\sigma_{\ell}$ solving the system $1 = \sigma_{\ell} - b_{\ell} \sin(\omega_{\ell} - d_{\ell})$, $A = \sigma_{\ell} - b_{\ell} \sin(\omega_{\ell} + d_{\ell})$. A fairly safe upper bound for $H(f_n, d)$ is $H_{\text{appr}}(f_n, d) = C_{\psi} \max\{1, B\}$, where $B$ is the supremum of $y$ s.t. $\chi_{L;\sigma, b_{\ell}, \omega_{\ell}}(i(\omega_{\ell} - d_{\ell}) + y) \in \mathcal{D}(0,1)$;

(ii) if $A$ is close to 1, we set $R = 1 - 5/n$, and find $b_{\ell}$ and $\sigma_{\ell}$ solving the system $R = \sigma_{\ell} - b_{\ell} \sin(\omega_{\ell} + d_{\ell})$, $1 = \sigma_{\ell} - b_{\ell} \sin(\omega_{\ell} + d_{\ell})$. A fairly safe upper bound for $H(f_n, d)$ is $H_{\text{appr}}(f_n, d) = C_{\psi} R^{-n-1} B$, where $B$ is the supremum of $y$ s.t. $\chi_{L;\sigma, b_{\ell}, \omega_{\ell}}(i(\omega_{\ell} - d_{\ell}) + y) \in \mathcal{D}(0,1)$. If $\gamma$ is close to $\pi/4$, it is necessary to replace $R^{-n-1}$ with $\sup_{0 \leq y \leq B} |\chi_{L;\sigma, b_{\ell}, \omega_{\ell}}(i(\omega_{\ell} - d_{\ell}) + y)|^{-n-1}$. 


Case III. If $A < 1$ and $1 - A$ is not small, we suggest to make the change of variables $z = Az'$, follow Steps I and II, and choose the step $\zeta_\ell$ and the number of terms $M_0$ using the error tolerance $\epsilon A^{-n-1+a\varphi}$.

See Fig. 1 for illustrations of Cases I(i) and II(ii).

3. Expectations of functions of random walk and its extremum

3.1. The Wiener-Hopf factorization. Let $E_q$ be the EPV-operator under $X$ defined by $u(x) = \mathbb{E}[u(X_{T_q})]$; the EPV operators $E_q^\pm$ are defined in the introduction. We realize the EPV operators $E_q$ and $E_q^\pm$ as pseudo-differential operators (PDO) with the symbols $(1 - q)/(1 - q\Phi(\xi))$ and $\phi_q^\pm(\xi)$, where $\phi_q^+(\xi) = \mathbb{E}[e^{i\xi X_{T_q}}]$ and $\phi_q^-(\xi) = \mathbb{E}[e^{i\xi - X_{T_q}}]$ are the Wiener-Hopf factors.

We use the following key result valid for random walks on $\mathbb{R}$ and Lévy processes $X$ on $\mathbb{R}$; see, e.g., [3, 11, 15]; we include a short proof in Sect. A.2.

Proposition 3.2. Let $\Phi$ admit analytic continuation to a strip $S_{[\mu_-,\mu_+]}$, where $\mu_- < 0 \leq \mu_+$, and $\mu_- < \mu_+$. The formulas for and the properties of the Wiener-Hopf factors are well-known, see, e.g., [3 [11 [15]; we include a short proof in Sect. A.2.

Lemma 3.1. Let $X$ and $T_q$ be as above. Then
(a) the random variables $X_{T_q}$ and $X_{T_q} - \bar{X}_{T_q}$ are independent; and
(b) the random variables $X_{T_q}$ and $X_{T_q} - \bar{X}_{T_q}$ are identical in law.

(By symmetry, the statements (a), (b) are valid with $\bar{X}$ and $X$ interchanged). The two basic forms of the Wiener-Hopf factorization (both immediate from Lemma 3.1) are

\begin{equation}
E_q = E_q^+ E_q^- = E_q^- E_q^+,
\end{equation}

and

\begin{equation}
\frac{1 - q}{1 - q\Phi(\xi)} = \phi_q^+(\xi) \phi_q^-(\xi).
\end{equation}

Explicit analytic formulas for the Wiener-Hopf factors are easy to derive if at least one tail of the pdf of $Y$ decays exponentially, equivalently, $\Phi$ admits analytic continuation to a strip $S_{[\mu_-,\mu_+]}$, where $\mu_- \leq 0 \leq \mu_+$, and $\mu_- < \mu_+$. The formulas for and the properties of the Wiener-Hopf factors are well-known, see, e.g., [3 [11 [15]; we include a short proof in Sect. A.2.

Proposition 3.2. Let $\Phi$ admit analytic continuation to a strip $S_{[\lambda_-\lambda_+]}$, where $\lambda_- \leq 0 \leq \lambda_+$, and $\lambda_- < \lambda_+$. Then, for any $q \in (0,1)$,
(a) there exist $\mu_\geq \lambda_-$ and $\mu_\leq \lambda_+$ s.t. $\mu_- < \mu_+$, and $c > 0$ such that

\begin{equation}
\text{Re}(1 - q\Phi(\xi)) \geq c, \quad \xi \in S_{[\lambda_-\lambda_+]}.
\end{equation}

(b) Furthermore, for any $\xi$ in the half-plane $\{\text{Im} \xi > \mu_-\}$ and any $\omega_- \in [\mu_-, \text{Im} \xi]$,

\begin{equation}
\phi_q^+(\xi) = \exp\left[\frac{1}{2\pi i} \int_{\text{Im} \xi = \omega_-} \frac{\xi \ln((1 - q)/(1 - q\Phi(\eta)))}{\eta(\xi - \eta)} d\eta\right],
\end{equation}

and for any $\xi$ in the half-plane $\{\text{Im} \xi < \mu_+\}$ and any $\omega_+ \in (\text{Im} \xi, \mu_+)$,

\begin{equation}
\phi_q^-(\xi) = \exp\left[\frac{1}{2\pi i} \int_{\text{Im} \xi = \omega_+} \frac{\xi \ln((1 - q)/(1 - q\Phi(\eta)))}{\eta(\xi - \eta)} d\eta\right].
\end{equation}

\begin{footnote}
Recall that a PDO $A = a(D)$ with symbol $a$ acts on a sufficiently regular functions as follows: $Au(x) = \mathcal{F}^{-1}_{T_q} a(\xi) \mathcal{F}_{T_q} u(x)$, where $\mathcal{F}$ and $\mathcal{F}^{-1}$ are the Fourier transform and its inverse.
\end{footnote}
3.2. Main theorems. Let there exist $\delta > 0$ such that $\Phi(\xi) = O(|\xi|^{-\delta})$ as $(S_{\mu_+,\mu_+}) \ni \xi \to \infty$. Then $\phi^\pm_q(\xi) = c^+_q + \phi^\pm_q(\xi)$, where $\phi^\pm_q(\xi) = O(|\xi|^{-\delta+\epsilon})$ as $(S_{\mu_-+\epsilon,\mu_-+\epsilon}) \ni \xi \to \infty$, for any $\epsilon > 0$, and $c^+_q$ are given by

$$c^+_q = \exp \left[ \mp \frac{1}{2\pi i} \int_{\text{Im } \eta = \omega^\mp} \frac{\ln(1-q\Phi(\eta))}{\eta} \right],$$

where $\omega_- \in (\mu_-,0)$ and $\omega_+ \in (0,\mu_+)$. If $\mu_- = 0$, then $c^+_q = (1-q)/c^+_q$, and if $\mu_+ = 0$, then $c^-_q = (1-q)/c^+_q$.

Example 3.3. Let $\Phi(\xi) = e^{-\Delta\psi(\xi)}$, where $\Delta > 0$ is the time interval between the monitoring dates, and $\psi$ the characteristic exponent of a Lévy process. Then, in the Variance Gamma model, $\Phi(\xi) = O(|\xi|^{-\Delta})$, where $\delta > 0$ depends on the parameters of the process, and in all other popular models, $\Phi(\xi) = O(e^{-c_\infty|\xi|^\nu})$, where $c_\infty > 0$ and $\nu \in (0,2]$ (see [22]).

The integrands on the RHS’ of the formulas for the Wiener-Hopf factors above decay slowly at infinity, hence, very long grids are necessary to calculate the Wiener-Hopf factors. If $\Phi$ admits analytic continuation to the union of a strip and cone containing or adjacent to the real line, then the Wiener-Hopf factors can be calculated with almost machine precision using appropriate conformal deformations of the lines of integration on the RHS’ of (3.4)–(3.5). See Sect. [4.2]

3.2. Main theorems. Let $X$, $q$ and $T_q$ be as in the introduction. Let $f$ be measurable and uniformly bounded on $U_+ := \{(x_1, x_2) \mid x_2 \geq 0, x_1 \leq x_2\}$. Consider $V(f; n; x_1, x_2) = \mathbb{E}[f(x_1 + X_n, \max\{x_2, x_1 + X_n\})]$. We write the (modified) $Z$-transform (1.1) in the form

$$ (1-q)\tilde{V}(q) = \mathbb{E}[f(x_1 + X_{T_q}, \max\{x_2, x_1 + X_{T_q}\})]. $$

Notationally, the Wiener-Hopf factorization technique for random walks is identical to the Wiener-Hopf factorization technique for Lévy processes. See, e.g., [11][15]. The following theorem is a counterpart of [21] Thm. 3.1 for Lévy processes; $I$ denotes the identity operator, $f_+$ is the extension of $f$ to $\mathbb{R}^2$ by zero, and $\Delta$ is the diagonal map: $\Delta(x) = (x, x)$.

Theorem 3.4. Let $X$ be a Lévy process on $\mathbb{R}$, $q > 0$, and let $f : U_+ \to \mathbb{R}$ be a measurable and uniformly bounded function s.t. $((\mathcal{E}_q^- \otimes I)f) \circ \Delta : \mathbb{R} \to \mathbb{R}$ is measurable. Then

(i) for any $x_1 \leq x_2$,

$$ (1-q)\tilde{V}(f; q; x_1, x_2) = ((\mathcal{E}_q^- \otimes I)f_+)(x_1, x_2) + ((\mathcal{E}_q^+ w(f; q, \cdot, x_2))(x_1), $$

where

$$w(f; q, y, x_2) = 1_{[x_2, +\infty)}(y)(((\mathcal{E}_q^- \otimes I)f_+)(y, y) - ((\mathcal{E}_q^- \otimes I)f_+)(y, x_2));$$

(ii) as a function of $q$, $\tilde{V}(f; q; x_1, x_2)$ admits analytic continuation to the open unit disc.

Proof. We use Lemma [3.1]. By definition, part (a) amounts to the statement that the probability distribution of the $\mathbb{R}^2$-valued random variable $(\tilde{X}_{T_q}, X_{T_q} - \tilde{X}_{T_q})$ is equal to the product (in the sense of “product measure”) of the distribution of $\tilde{X}_{T_q}$ and the distribution of $X_{T_q} - \tilde{X}_{T_q}$.
Hence, we can apply Fubini’s theorem. For \( x_1 \leq x_2 \), we have
\[
\mathbb{E}[f_+(x_1 + X_{T_q}, \max\{x_2, x_1 + \bar{X}_{T_q}\})] = \mathbb{E}[(\mathcal{E}_q^- \otimes I)f_+(x_1 + \bar{X}_{T_q}, \max\{x_2, x_1 + \bar{X}_{T_q}\})]
\]
\[
= \mathbb{E}[(\mathcal{E}_q^- \otimes I)f_+(x_1 + \bar{X}_{T_q}, \max\{x_2, x_1 + \bar{X}_{T_q}\})]
\]
\[
= \mathbb{E}[(\mathcal{E}_q^- \otimes I)f_+(x_1 + \bar{X}_{T_q}, x_2)]
\]
\[
+ \mathbb{E}[1_{x_1 + \bar{X}_{T_q} \geq x_2}((\mathcal{E}_q^- \otimes I)f_+(x_1 + \bar{X}_{T_q}, x_1 + \bar{X}_{T_q}) - ((\mathcal{E}_q^- \otimes I)f_+(x_1 + \bar{X}_{T_q}, x_2))].
\]
Using (3.1), we write the first term on the rightmost side as \((\mathcal{E}_q \otimes I)f_+(x_1, x_2)\), and finish the proof of (i). As operators acting in the space of bounded measurable functions, \( \mathcal{E}_q \) admit analytic continuation w.r.t. \( q \) to the open unit disc, which proves (ii).

\[\square\]

**Remark 3.1.** The inverse Z-transform of \((1 - q)^{-1}(\mathcal{E}_q \otimes I)f_+(x_1, x_2)\) equals \(\mathbb{E}[f(x_1 + X_T, x_2)]\), and, therefore, can be easily calculated using the Fourier transform technique. Essentially, we have the price of the European option of maturity \( T \), the riskless rate being 0, depending on \( x_2 \) as a parameter. Thus, the new element is the calculation of the second term on the RHS of (3.8). We calculate both terms in the same manner in order to facilitate the explanation of various blocks of our method.

In exponential Lévy models which are typically used in quantitative finance, payoff functions may increase exponentially, and options with discrete monitoring are typical situations where random walks appear implicitly. Hence, we consider the action of the EPV-operators in \( L_\infty(\mathbb{R}; w), L_\infty^r \) spaces with the weights \( w(x) = e^{\gamma x}, \gamma \in [\mu_-, \mu_+] \), and \( w(x) = \min\{e^{\mu_- x}, e^{\mu_+ x}\} \), where \( \mu_- \leq 0 \leq \mu_+, \mu_- < \mu_+ \); the norm is defined by \( \|u\|_{L_\infty(\mathbb{R}; w)} = \|wu\|_{L_\infty(\mathbb{R})} \). The following theorem is the straightforward reformulation of Theorem 3.2 in [21], the condition \( q + \psi(i\gamma) > 0 \) for the Lévy process being replaced with \( 1 - q\Phi(i\gamma) > 0 \). The proof is the same.

**Theorem 3.5.** Let a Lévy process \( X \) on \( \mathbb{R} \), function \( f : U_+ \to \mathbb{R} \) and \( q \in (0, 1) \) satisfy the following conditions
(a) there exist \( \mu_- \leq 0 \leq \mu_+ \) such that \( \forall \gamma \in [\mu_-, \mu_+] \), \( \mathbb{E}[e^{-\gamma Y}] < \infty \) and \( 1 - q\Phi(i\gamma) > 0 \);
(b) \( f \) is a measurable function admitting the bound
\[
|f(x_1, x_2)| \leq C(x_2)e^{-\mu_+ x_1},
\]
where \( C(x_2) \) is independent of \( x_1 \leq x_2 \);
(c) the function \((\mathcal{E}_q^- \otimes I)f \circ \Delta\) is measurable and admits the bound
\[
|((\mathcal{E}_q^- \otimes I)f)(x_1, x_1)| \leq Ce^{-\mu_- x_1},
\]
where \( C \) is independent of \( x_1 \geq 0 \).

Then the statements (i)-(iii) of Theorem 3.4 hold.

**Remark 3.2.** Evaluating the RHS of (3.8), we will apply the Fourier transform and its inverse. If \( f_+(x_1, x_2) \) is a piece-wise smooth function of the first argument so that the Fourier transform (w.r.t. the first argument) decays not slower than \( |\xi|^{-1} \) at infinity, but \( f_+(\cdot, x_2) \) has points of discontinuity, then the composition of the Fourier transform and its inverse cannot recover \( f_+(\cdot, x_2) \) at the points of discontinuity. For instance, in the example of the joint cpdf, \( f_+(x_1, x_2) = 1_{[-\infty, a_1]}(x_1)1_{[-\infty, a_2]}(x_2) \), where \( a_1 \leq a_2 \), is discontinuous at \( x_1 = a_1 \) and \( x_2 = a_2 \).
Hence, we represent \( E_0 \) as follows:

\[
\begin{align*}
  \mathcal{E}_q & = (1 - q)I + (1 - q)q\Phi(D)(1 - q\Phi(D))^{-1},
\end{align*}
\]

and calculate the first term on the RHS of (3.8) as follows:

\[
\begin{align*}
  ((\mathcal{E}_q \otimes I)f_+)(x_1, x_2) &= (1 - q)f_+(x_1, x_2) + \frac{1}{2\pi} \int_{\Im\xi_1 = \omega} \frac{e^{ix_1}\xi_1(1 - q)q\Phi(\xi_1)}{1 - q\Phi(\xi_1)} (\hat{f}_+)(\xi_1, x_2) d\xi_1,
\end{align*}
\]

where \( (\hat{f}_+)(\xi_1, x_2) = F_{x_1 \to \xi_1} f_+(x_1, x_2) \) is the Fourier transform of \( f_+ \) w.r.t. the first argument, and admissible \( \omega \in (\mu_-, \mu_+) \) depend on the rate of increase of \( f(x_1, x_2) \) as \( x_1 \to -\infty \). In particular, if \( f \) is uniformly bounded, then any \( \omega \in (0, \mu_+) \) is admissible. If \( (\hat{f}_+)(\xi_1, x_2) = O(\|\xi_1\|^{-1}) \) and \( \Phi(\xi_1) = O(\|\xi_1\|^{-\delta}) \) as \( \xi \to \infty \) along the line of integration, where \( \delta > 0 \), then the integrand on the RHS of (3.12) is of class \( L_1 \), and the integral defines a function continuous in \( x_1 \).

Let \( V(G; h; n; x) \) be the price of the barrier option with the payoff \( G(X_n) \) at maturity and no rebate if the barrier \( h \) is crossed before or at time \( n \); the riskless rate is 0. Applying Theorem 3.6 and Remark 3.2, we obtain

**Theorem 3.6.** Let a random walk \( X \) on \( \mathbb{R} \) and \( q \in (0, 1) \) satisfy condition (a) of Theorem 3.5, and let \( G \) be a measurable function admitting the bound \( |G(x)| \leq C(e^{-\mu_+x} + e^{-\mu_-x}) \), where \( C \) is independent of \( x \in \mathbb{R} \). Then, for \( x < h \),

\[
\begin{align*}
  V(G; h; q, x) &= G(x) + (q\Phi(D)(1 - q\Phi(D))^{-1}G)(x) - (1 - q)^{-1}(\mathcal{E}_q^+1_{[h, +\infty)}\mathcal{E}_q^-G)(x).
\end{align*}
\]

**Remark 3.3.** The advantage of the representation (3.13) as compared to the equivalent formula

\[
\begin{align*}
  V(G; h; q, x) &= (1 - q)^{-1}(\mathcal{E}_q^+1_{(-\infty, h)}\mathcal{E}_q^-G)(x)
\end{align*}
\]

(see [15] for the references) is that if \( \hat{G}(\xi) = O(\|\xi\|)^{-1} \) and \( \Phi(\xi) = O(\|\xi\|^{-\delta}) \) as \( \xi \to \infty \) in a strip around or adjacent to the real axis, where \( \delta > 0 \), then all the terms on the RHS of (3.13) bar the first one are Hölder continuous on \( (-\infty, h) \), and numerical results are more accurate.

### 3.3. Fourier transform realization, the case \( q \in (0, 1) \)

In this Subsection, \( q \in (0, 1) \) is fixed. The RHS’ of the formulas for the Wiener-Hopf factors and formulas that we derive below admit analytic continuation w.r.t. \( q \) so that the inverse \( \mathcal{Z} \)-transform can be applied. We use \( \mathcal{E}_q^\pm = c_q^\pm I + \mathcal{E}_q^{\pm, \pm} \), where \( \mathcal{E}_q^{\pm, \pm} = \phi_q^{\pm, \pm}(D) \), and the equality

\[
\begin{align*}
  w(f; q, x_1, x_2) &= 1_{[x_2, +\infty)}(x_1)((\mathcal{E}_q^- \otimes I)f_+)(x_1, x_2) - ((\mathcal{E}_q^- \otimes I)f_+)(x_1, x_2) = 0, \quad x_1 \leq x_2,
\end{align*}
\]

to write the second term on the RHS of (3.8) as

\[
\begin{align*}
  (\mathcal{E}_q^+ w(f; q, x_2))(x_1) &= (\mathcal{E}_q^{++} w(f; q, x_2))(x_1),
\end{align*}
\]

and (3.9) as

\[
\begin{align*}
  w(f; q, y, x_2) &= c_q^- w_0(y, x_2) + w^-(f; q, y, x_2),
\end{align*}
\]

where \( w_0(y, x_2) = 1_{[x_2, +\infty)}(y)(f_+(y, y) - f_+(y, x_2)) \), and

\[
\begin{align*}
  w^-(f; q, y, x_2) &= 1_{[x_2, +\infty)}(y)((\mathcal{E}_q^- \otimes I)f_+)(y, y) - ((\mathcal{E}_q^- \otimes I)f_+)(y, x_2)).
\end{align*}
\]

Substituting (3.16) into (3.15), we obtain

\[
\begin{align*}
  (\mathcal{E}_q^+ w(f; q, x_2))(x_1) &= c_q^- ((\mathcal{E}_q^{++} \otimes I)w_0)(x_1, x_2) + ((\mathcal{E}_q^{++} \otimes I)w^-)(f; q, x_1, x_2).
\end{align*}
\]
In order to derive explicit integral representations for the terms on the RHS of (3.18), we impose the following conditions, which can be relaxed:
(a) condition (a) of Theorem 3.5 is satisfied;
(b) there exist $\mu'_-, \mu'_+ \in (\mu_-, \mu_+)$, $\mu'_- < \mu'_+$ such that $f$ admits bounds
\begin{align}
|f(x_1, x_2)| &\leq C(x_2) e^{-\mu'_+ x_1}, \quad x_1 \leq x_2, \\
|((\mathcal{E}_q^\pm \otimes I)f_+)(x_1, x_1)| &\leq Ce^{-\mu'_- x_1}, \quad x_1 \in \mathbb{R},
\end{align}
where $C(x_2)$ and $C$ are independent of $x_1 \leq x_2$, and $x_1 \in \mathbb{R}$, respectively;
(c) for any $x_2$, there exists $C(x_2) > 0$ such that
\begin{align}
|\tilde{f}_+^\pm(\xi_1, x_2)| &\leq C(x_2)(1 + |\xi_1|)^{-1}, \quad \xi_1 \in S_{[\mu'_+, \mu_+]}, \\
|\tilde{(w_0)^\mp}_1(\eta, x_2)| &\leq C(x_2)(1 + |\eta|)^{-1}, \quad \eta \in S_{[\mu-, \mu'_-]},
\end{align}
(d) there exists $C > 0$ such that for $\xi_1 \in S_{[\mu'_+, \mu_+]}$ and $\xi_2 \in S_{[\mu-, \mu'_-]}$,
\begin{align}
|\tilde{f}_+^\pm(\xi_1, \xi_2)| &\leq C(1 + |\xi_1|)^{-1}(1 + |\xi_2|)^{-1};
\end{align}
(e) there exists $\delta > 0$ such that $\Phi(\xi) = O(|\xi|^{-\delta})$ as $(S_{[\mu-, \mu_+]} \ni \xi \rightarrow \infty$.

**Theorem 3.7.** Let conditions (a)-(e) hold. Then, for any $\omega, \omega_1, \omega_2$ and $\omega_-$ satisfying
\begin{align}
\omega, \omega_1 \in (\mu'_+, \mu_+), \quad \omega_2 \in (\mu-, \mu'_-), \quad \omega_- \in (\mu_-, \omega_1 + \omega_2),
\end{align}
and $x_1 \leq x_2$,
\begin{align}
\tilde{V}(f; q, x_1, x_2) &= f(x_1, x_2) + \frac{1}{2\pi} \int_{\text{Im} \xi_1 = \omega} \frac{e^{ix_1 \xi_1} \Phi(\xi_1)}{1 - q \Phi(\xi_1)}(\tilde{f}_+^\pm)(\xi_1, x_2) \\
&\quad + \frac{e_\gamma}{2\pi(1 - q)} \int_{\text{Im} \eta = \omega_-} e^{ix_1 \eta} \phi_q^+(\eta)(\tilde{w}_0^\pm)(\eta, x_2) d\eta \\
&\quad + \frac{1}{2\pi(1 - q)} \int_{\text{Im} \eta = \omega_-} e^{i(x_1 - x_2) \eta} \phi_q^+(\eta) \tilde{w}_0^\mp(f; q, \eta, x_2) d\eta,
\end{align}
where $\tilde{w}_0^\pm(f; q, \eta, x_2)$ is given by
\begin{align}
\tilde{w}_0^\pm(f; q, \eta, x_2) &= \frac{1}{2\pi} \int_{\text{Im} \xi_1 = \omega_1} d\xi_1 \frac{e^{ix_2 \xi_1}}{i(\xi_1 - \eta)} \phi_q^-(\xi_1)(\tilde{f}_+)(\xi_1, x_2) \\
&\quad + \frac{1}{(2\pi)^2} \int_{\text{Im} \xi_1 = \omega_1} \int_{\text{Im} \xi_2 = \omega_2} d\xi_1 d\xi_2 \frac{e^{ix_2(\xi_1 + \xi_2)}}{i(\eta - \xi_1 - \xi_2)^2} \phi_q^-(\xi_1)(\tilde{f}_+)(\xi_1, \xi_2).
\end{align}

**Proof.** Essentially, we repeat the proof of Theorem 4.1 in [21], with small necessary changes. We calculate the terms on the RHS of (3.18). The first two terms on the RHS of (3.25) follow from (3.12). Consider the third term. Since (3.22) holds and $\phi_q^+(\eta) = O(|\eta|^{-\delta_1})$ as $\eta \rightarrow \infty$ in the strip $S_{[\mu_-; \mu_+]}$, where $\delta_1 > 0$, the integral
\begin{align}
(\mathcal{E}_q^\pm w_0^\pm(x, x_2))(x_1) &= \frac{1}{2\pi} \int_{\text{Im} \eta = \omega_-} e^{ix_1 \eta} \phi_q^+(\eta)(\tilde{w}_0^\pm)(\eta, x_2) d\eta
\end{align}
We apply Fubini’s theorem to the first integral. The integral converges absolutely. Since (3.23) holds, converges absolutely since
\[ E \]
\[ \hat{w}^{-1}(f; q, \eta, x_2) = - \int_{x_2}^{+\infty} dy e^{-iy\eta} \frac{1}{2\pi} \int_{\text{Im}\xi_1 = \omega_1} d\xi_1 e^{i\xi_1 y} \phi_q^{-}(\xi_1)(f_+)(\xi_1, x_2) \]
\[ + \int_{x_2}^{+\infty} dy e^{-iy\eta} \frac{1}{(2\pi)^2} \int_{\text{Im}\xi_1 = \omega} \int_{\text{Im}\xi_2 = \omega_2} d\xi_1 d\xi_2 e^{i(\xi_1 + \xi_2) y} \phi_q^{-}(\xi_1)(f_+)(\xi_1, \xi_2). \]

We apply Fubini’s theorem to the first integral. The integral \( \int_{x_2}^{+\infty} dy e^{i(-\eta+\xi_1) y} = \frac{e^{ix_2(\xi_1-\eta)}}{i(\eta-\xi_1)} \) converges absolutely since \(-\omega + \omega_1 > 0\), and the repeated integral converges absolutely because \( \phi_q^{-}(\xi) \) is uniformly bounded on the line of integration and (3.21) holds. Similarly, since \(-\omega + \omega_1 + \omega_2 > 0\), the integral \( \int_{x_2}^{+\infty} dy e^{i(-\eta+\xi_1+\xi_2) y} = e^{ix_2(\xi_1+\xi_2-\eta)/(i(\eta-\xi_1-\xi_2))} \) converges absolutely. Since (3.23) holds, \( \phi_q^{-}(\xi) = O(|\xi_1|^{-\delta_1}) \) as \( \xi_1 \to \infty \) along the line of integration, where \( \delta_1 > 0 \), and
\[ \int_{\mathbb{R}} \int_{\mathbb{R}} d\xi_1 d\xi_2 (1 + |\xi_1 + \xi_2|)^{-1}(1 + |\xi_1|)^{-1-\delta_1}(1 + |\xi_2|)^{-1} < \infty, \]
the Fubini’s theorem is applicable to the second integral as well. Thus,
\[ \hat{w}^{-1}(f; q, \eta, x_2) = e^{-i\eta x_2} \hat{w}_0^{-1}(f; q, \eta, x_2), \]
where \( \hat{w}_0^{-1}(f; q, \eta, x_2) \) is given by (3.26), and we obtain the triple integral
\[ (E_q^{++}w^{-}(.; x_2))(x_1) = \frac{1}{2\pi} \int_{\text{Im}\eta = \omega_-} e^{i(x_1-x_2)\eta} \phi_q^{++}(\eta) \hat{w}_0^{-1}(f; q, \eta, x_2) d\eta. \]
The integrand admits a bound via \( Cg(\eta, \xi_1, \xi_2) \), where
\[ g(\eta, \xi_1, \xi_2) = (1 + |\eta|)^{-\delta_1}(1 + |\eta - \xi_1 - \xi_2|)^{-1}(1 + |\xi_1|)^{-1-\delta_1}(1 + |\xi_2|)^{-1} \]
is of class \( L_1(\mathbb{R}^2) \) (see [21 Eq.(3.24)]). Substituting (3.12), (3.18), (3.27) and (3.30) into (3.8), we obtain (3.25).

\[ \square \]

Remark 3.4. In standard situations such as in the two examples that we consider below, the function \( y \mapsto h(y) = (E_q^{--} \otimes I)f_+(y, y) - (E_q^{--} \otimes I)f_+(y, x_2) \) is a linear combination of exponential functions (with the coefficients depending on \( x_2 \)). Then \( \hat{w}^{-1}(q; \eta, x_2) \) can be calculated directly, the double integral on the RHS of (3.26) can be reduced to 1D integrals, and the condition (3.23) replaced with the condition on \( h \) similar to (3.22). Analogous simplifications are possible in more involved cases when \( h \) is a piece-wise exponential polynomial in \( y \).

3.4. Two examples.

3.4.1. Example I. The joint cpdf of \( X_n \) and \( \tilde{X}_n \). For \( a_1 \leq a_2 \), and \( x_1 \leq x_2 \), set \( f(x_1, x_2) = I_{(-\infty, \min\{a_1, x_2\})}(x_1)I_{(-\infty,a_2]}(x_2) \) and consider
\[ V(f; n, x_1, x_2) = \mathbb{Q}[x_1 + X_n \leq a_1, x_2 + \tilde{X}_n \leq a_2]. \]
If \( x_2 > a_2 \), then \( V(f; n, x_1, x_2) = 0 \). Hence, we assume that \( x_2 \leq a_2 \).

Theorem 3.8. Let \( q \in (0, 1) \), \( a_1 \leq a_2, x_1 \leq x_2 \leq a_2 \), and let the following conditions hold:
(i) there exist \( \mu_- < 0 < \mu_+ \) such that \( \forall \gamma \in [\mu_-, \mu_+], \mathbb{E}[e^{-\gamma Y}] < \infty \), and \( 1 - q\Phi(i\gamma) > 0 \);
(ii) there exists $\delta > 0$ such that $\Phi(\xi) = O(|\xi|^{-\delta})$ as $(S_{[\mu_-\mu_+]}) \ni \xi \to \infty$.

Then, for any $\mu_- < \omega_- < 0 < \omega_1 < \mu_+$, and $\omega \in (0, \mu_+)$,

$$
(3.31) \quad \hat{V}(f; q, x_1, x_2) = 1_{(-\infty, a_1]}(x_1) + \frac{1}{2\pi} \int_{\text{Im } \xi = \omega_-} \frac{e^{i(x_1-a_1)\xi}q\Phi(\xi)}{-i\xi(1-q\Phi(\xi))} d\xi_1 \\
+ \frac{1}{(2\pi)^2(1-q)} \int_{\text{Im } \eta = \omega_-} d\eta e^{i(x_1-a_2)\eta} \phi_q^-(\eta) \int_{\text{Im } \xi = \omega_1} d\xi_1 \frac{e^{i\xi_1(a_2-a_1)}\phi_q^-(\xi_1)}{\xi_1(\xi_1-\eta)}.
$$

Proof. We repeat the proof of Theorem 3.8 in [21] with small necessary modifications. We have

$$
f_+(x_1, x_2) = 1_{(-\infty, a_1]}(x_1)1_{(-\infty, a_2]}(x_2),
$$

therefore, for $x_2 \leq a_2$,

$$
w_0(y, x_2) = 1_{[x_2, +\infty)}(y)1_{(-\infty, a_1]}(y)(1_{(-\infty, a_2]}(y) - 1_{(-\infty, a_2]}(x_2))
= -1_{[x_2, +\infty)}(y)1_{(-\infty, a_1]}(y)1_{(a_2, +\infty)}(y) = 0,
$$

hence, the third term on the RHS of (3.25) is 0. Next,

$$
(\hat{f}^*)_+(\xi_1, x_2) = 1_{(-\infty, a_2]}(x_2) \int_{-\infty}^{a_1} e^{-ix_1\xi_1} d\xi_1 = 1_{(-\infty, a_2]}(x_2) \frac{e^{-ia_1\xi_1}}{-i\xi_1} d\xi_1
$$

is well-defined in the upper half-plane, and satisfies the bound (3.21) in any strip $S_{[\mu_-\mu_+]}$, where $\mu_+ \in (0, \mu_+)$. Thus, the first two terms on the RHS of (3.25) are the first terms on the RHS of (3.31). It remains to evaluate the double integral on the RHS of (3.25). As mentioned in Remark 3.4, in the present case, it is simpler to evaluate $w^-$, and then $w^-$, directly: for any $x_2 \leq a_2$, $\omega_1 \in (0, \mu_+) \text{ and any } \eta \in \{\text{Im } \eta \in (\mu_-, \omega_1)\}$,

$$
(3.32) \quad \hat{w}^-(q, \eta, x_2) = -\frac{1}{2\pi} \int_{\text{Im } \xi_1 = \omega_1} d\xi_1 e^{i(y-a_1)\xi_1} \frac{\phi_q^-(\xi_1)}{-i\xi_1}.
$$

It is easy to see that both integrals are absolutely convergent. Substituting (3.32) into the double integral on the RHS of (3.25), we obtain (3.31).

\[\Box\]

Remark 3.5. If $x_1 < a_1$, then it advantageous to move the line of integration in the first integral on the RHS of (3.31) down, and, on crossing the simple pole, apply the residue theorem. The first two terms on the RHS become $1/(1-q)$ plus the integral over the line $\text{Im } \xi_1 = \omega_-$. 

Remark 3.6. The first step of the proof of Theorem 3.8 implies that we can replace $\phi_q^-$ in the double integral on the RHS of (3.31) with $\bar{\phi}_q^-$. From the computational point of view, if we make the conformal change of variables, both changes do not lead to a significant increase in sizes of arrays necessary for accurate calculations, especially if $a_2 - a_1 > 0$. The advantage is
that it becomes unnecessary to evaluate $c_q^-$. Recall that the same $c_q^-$ appears for all $\xi_1$ in the formula $\phi_q^- (\xi_1) = \phi_q^- (\xi_1) - c_q^-$, hence, it is necessary to evaluate $c_q^-$ with a higher precision than the integrand in the formula for $\phi_q^- (\xi_1)$. At the same time, the integrand in the formula for $c_q^-$ decays slower at infinity than the integrand in the formula for $\phi_q^- (\xi_1)$.

**Remark 3.7.** Denote by $I_2(q;x_1,x_2)$ the double integral on the RHS of (3.31) multiplied by $1 - q$. It follows from (3.15) that we can replace $\phi_q^{\pm}$ in the double integral with $\phi_q^{+}$. If $a_1 < a_2$ and the conformal deformations are used, then this replacement causes no serious computational problems. If $a_1 = a_2$, then the replacement leads to errors typical for the Fourier inversion at points of discontinuity. However, in this case, the RHS of (3.31) can be simplified as follows. We replace $\phi_q^{\pm}$ with $\phi_q^+$, which is admissible, then push the line of integration in the inner integral down, cross two simple poles at $\xi_1 = 0$ and $\xi_1 = \eta$, and apply the residue theorem. The double integral becomes the following 1D integral:

\[
I_2(q;x_1,x_2) = \frac{1}{2\pi} \int_{\Im \eta = -\infty} \int_{\Im \xi_1 = \omega} d\eta e^{i(x_1-a_2)\eta} \phi_q^+(\eta)(1 - \phi_q^-(\eta)) - i\eta.
\]

We push the line of integration to $\{\Im \eta = \omega_1\}$ and use the identity $\phi_q^+(\eta)\phi_q^-(\eta) = (1-q)/(1-q\Phi(\eta))$ to obtain the formula for the perpetual no-touch option:

\[
(3.33) \quad (1-q) \tilde{V}(f,q;x_1,x_2) = \frac{1}{2\pi} \int_{\Im \xi_1 = \omega_1} d\xi_1 e^{i(x_1-a_2)\xi_1} \phi_q^+(\xi_1) - i\xi_1, \quad x_1 \leq x_2 \leq a_2.
\]

Of course, (3.33) can be obtained using the main theorem directly.

**Remark 3.8.** One can push the line of integration in the outer integral on the RHS of (3.31) up and obtain

\[
I_2(q;x_1,x_2) = \frac{1}{4\pi} \int_{\Im \xi_1 = \omega_1} d\xi_1 e^{i(x_1-a_1)\xi_1} \phi_q^+(\xi_1)\phi_q^-(\xi_1) - i\xi_1
\]

\[
+ \frac{1}{(2\pi)^2} \text{v.p.} \int_{\Im \eta = -\omega} d\eta e^{i(x_1-a_2)\eta} \int_{\Im \xi_1 = \omega_1} d\xi_1 e^{i\xi_1(a_2-a_1)} \phi_q^-(\xi_1) / (\xi_1(\xi_1 - \eta)),
\]

where v.p. denotes the Cauchy principal value. After that, one can apply the fast Hilbert transform. However, the integrand decays very slowly at infinity, therefore, accurate calculations are possible only if very long grids are used, hence, the CPU cost is very large even for a moderate error tolerance.

3.4.2. **Example II. Option to exchange the supremum for a power of the underlying.** Let $\beta > 1$. Consider the option to exchange the supremum $\bar{S}_n = e^{X_n}$ for the power $S_n^\beta = e^{\beta X_n}$. The payoff function $f(x_1,x_2) = (e^{\beta x_1} - e^{x_2}) + 1_{(-\infty,x_2)}(x_1)$ satisfies (3.19), (3.20) with arbitrary $\mu'_+ > 0$, $\mu'_- < -\beta$. The extension $f_+$ is defined by the same analytical expression as $f$.

**Proposition 3.9.** Let $\beta > 1$ and let conditions of Theorem 3.7 hold with $\mu_- < -\beta, \mu_+ > 0$. Then, for $x_1 \leq x_2$, and any $0 < \omega_1 < \mu_+, \mu_- < \omega_- < -\beta$,

\[
(3.34) \quad \tilde{V}(f;q,x_1,x_2) = (1-q)^{-1}(e^{\beta x_1} - e^{x_2})_+ + I_2(q,x_1,x_2) + (1-q)^{-1} \sum_{j=3,4} I_j(q,x_1,x_2),
\]

where $I_j(q,x_1,x_2), j = 2,3,4$, are given by (3.35), (3.36) and (3.37) below.
Proof. We apply Theorem 3.7 with \( \mu'_+ \in (0, \mu_+), \mu'_- \in (\mu_-, -\beta) \). For \( x_2 > 0 \) and \( \xi \in \mathbb{C} \),

\[
(f_+)_1(\xi, x_2) = \int_{x_2/\beta}^{x_2} e^{-ix_1\xi_1} (\beta x_1 - e^{x_2}) dx_1
\]

\[
= e^{x_2(\beta - i\xi_1)} - e^{x_2(\beta - i\xi_1)/\beta} - e^{x_2} e^{-ix_2\xi_1} - e^{x_2\xi_1}/\beta
\]

\[
= e^{-ix_2\xi_1} \left( \frac{e^{x_2\beta}}{\beta - i\xi_1} + \beta e^{x_2(1+i\xi_1(1-1/\beta))} - \frac{e^{x_2}}{-i\xi_1} \right),
\]

hence, the second term on the RHS of (3.25) equals (3.35)

\[
I_2(q, x_1, x_2) = \frac{1}{2\pi} \int_{\text{Im} \xi_1 = \omega_-} d\xi_1 e^{ix_1-x_2}\Phi(\xi_1) \left( \frac{e^{x_2\beta}}{\beta - i\xi_1} + \beta e^{x_2(1+i\xi_1(1-1/\beta))} - \frac{e^{x_2}}{-i\xi_1} \right).
\]

Then we calculate

\[
w_0(y, x_2) = \mathbf{1}_{[x_2, +\infty)}(y) ((e^{\beta y} - e^{y}) - (e^{\beta y} - e^{x_2})) = \mathbf{1}_{[x_2, +\infty)}(y) (e^{x_2} - e^{y}),
\]

\[
\hat{w}_0(\eta, x_2) = \int_{x_2}^{+\infty} e^{-i\eta y} (e^{x_2} - e^{y}) dy = \frac{e^{x_2-i\eta \eta}}{i\eta(1-i\eta)},
\]

and the third term on the RHS of (3.25):

(3.36)

\[
I_3(q, x_1, x_2) = e_q e^{x_2} \int_{\text{Im} \eta = \omega_-} d\eta e^{ix_1-x_2} \eta \frac{\phi^+_q(\eta)}{i\eta(1-i\eta)}.
\]

Next, we calculate \( \hat{w}^- (q, \eta, x_2) \):

\[
\hat{w}^- (q, \eta, x_2) = \int_{x_2}^{+\infty} e^{-i\eta y} \frac{1}{2\pi} \int_{\text{Im} \xi_1 = \omega_-} d\xi_1 e^{ix_1 \xi_1} \phi^{-}_q(\xi_1) \left( \frac{e^{(\beta-i\xi_1)y} - e^{(\beta-i\xi_1)x_2}}{\beta - i\xi_1} \right)
\]

\[
+ \frac{e^{(1-i\xi_1/\beta)y} - e^{(1-i\xi_1/\beta)x_2}}{(\beta - i\xi_1)(-i\xi_1)} - \frac{e^{(1-i\xi_1)y} - e^{(1-i\xi_1)x_2}}{-i\xi_1}
\]

\[
= \frac{e^{-ix_2\eta}}{2\pi} \int_{\text{Im} \xi_1 = \omega_-} d\xi_1 \phi^{-}_q(\xi_1) \left[ \frac{e^{(\beta-i\xi_1)x_2}}{\beta - i\xi_1} \left( \frac{1}{i(\eta - \xi_1) - (\beta - i\xi_1)} - \frac{1}{i(\eta - \xi_1)} \right)
\]

\[
+ \frac{e^{(1-i\xi_1/\beta)x_2}}{(\beta - i\xi_1)(-i\xi_1)} \left( \frac{1}{i(\eta - \xi_1) - (1 - i\xi_1/\beta)} - \frac{1}{i(\eta - \xi_1)} \right)
\]

\[
- \frac{e^{(1-i\xi_1)x_2}}{-i\xi_1} \left( \frac{1}{i(\eta - \xi_1) - (1 - i\xi_1/\beta)} - \frac{1}{i(\eta - \xi_1)} \right) \right],
\]

\[
= \frac{e^{-ix_2\eta}}{2\pi} \int_{\text{Im} \xi_1 = \omega_-} d\xi_1 \frac{\phi^{-}_q(\xi_1)}{i(\eta - \xi_1)} \left[ \frac{e^{(\beta-i\xi_1)x_2}}{i(\eta - \beta)} + \frac{\beta e^{(1-i\xi_1/\beta)x_2} (1 - i\xi_1/\beta)}{(\beta - i\xi_1)(-i\xi_1)(i\eta - 1 - i\xi_1(1 - 1/\beta))}
\]

\[
- \frac{e^{(1-i\xi_1)x_2} (1 - i\xi_1)}{(-i\xi_1)(i\eta - 1)} \right].
\]
and, finally, the double integral on the RHS of (3.25):

\[ (3.37) \quad I_4(q, x_1, x_2) = \frac{1}{(2\pi)^2} \int_{\text{Im} \eta = -\omega} e^{i(x_1 - x_2)\eta} \phi_q^{++}(\eta) \int_{\text{Im} \xi_1 = -\omega_1} d\xi_1 e^{-ix_2\xi_1} \frac{\phi_q^{--}(\xi_1)}{i(\eta - \xi_1)} \cdot \left[ \frac{e^{\beta x_2}}{i\eta - \beta} + \frac{\beta e^{(1+i\xi_1(1-1/\beta))x_2}(1 - i\xi_1/\beta)}{(\beta - i\xi_1)(-i\xi_1)(i\eta - 1 - i\xi_1(1 - 1/\beta))} - \frac{e^{\phi_2}(1 - i\xi_1)}{(-i\xi_1)(i\eta - 1)} \right]. \]

\[ \square \]

4. Efficient Fourier transform realizations

4.1. Conformal deformations. The integrals on the RHS of (3.33), and, especially, in the formulas for the Wiener-Hopf factors, decay very slowly at infinity, therefore, very long grids are needed to satisfy even a moderate error tolerance. The sizes of the grids drastically decrease if the conformal deformations of the lines of integration with the subsequent conformal changes of variables and application of the simplified trapezoid rule are used, as in [16, 42, 20], where options with continuous monitoring are considered. Below, we adjust the constructions from [16, 42, 20] to random walks, with an additional twist: in the case of finite variation processes with non-zero drift, in some situations, it may be necessary to use not the sinh-acceleration but another family of apparently inferior deformations considered in [19].

For \( \gamma_- \leq 0 \leq \gamma_+ \), \( \gamma_- < \gamma_+ \), set \( C_{\gamma_-, \gamma_+} = \{ p e^{i\varphi} \mid p > 0, \varphi \in (\pi - \gamma_+, \pi - \gamma_-) \cup (\gamma_-, \gamma_+) \} \). As it is shown in [18, 22], in wide classes of Lévy models, the characteristic functions \( \Phi_\Delta \) of \( X_\Delta \), where \( \Delta > 0 \) is the time interval between monitoring dates, are sinh-regular. This means that there exist \( C, c > 0 \), \( \nu \in (0, 2] \), \( \mu_- \leq 0 \leq \mu_+ \) and \( \gamma_- \leq 0 \leq \gamma_+ \), \( \mu_- < \mu_+ \), \( \gamma_- < \gamma_+ \), independent of \( \Delta \), such that \( \Phi_\Delta \) admits analytic continuation to \( i(\mu_- - \mu_+) + (C_{\gamma_-, \gamma_+} \cup \{0\}) \), and obeys the bound

\[ (4.1) \quad |\Phi_\Delta(\xi)| \leq C \exp(-c\Delta|\xi|^\nu), \quad \xi \in i(\mu_- - \mu_+) + (C_{\gamma_-, \gamma_+} \cup \{0\}). \]

If \( X \) is the Variance Gamma processes, the characteristic function decays slower at infinity:

\[ (4.2) \quad |\Phi_\Delta(\xi)| \leq C(1 + |\xi|)^{-c\Delta}, \quad \xi \in i(\mu_- - \mu_+) + (C_{\gamma_-, \gamma_+} \cup \{0\}). \]

Typically, \( c < 1 \) or even \( < 0.1 \), hence, for the options with daily (or even weekly) monitoring, \( \Phi_\Delta \) decays very slowly at infinity, for Variance Gamma processes and processes close to the Variance Gamma (\( \nu > 0 \) close to 0), especially slowly. This implies that even a moderate precision is impossible to achieve even at a large CPU cost, for options of long maturity especially. The conformal deformation technique allows one to greatly increase the rate of the decay of the integrand at infinity.

If (4.1) or (4.2) hold, then it is possible to find appropriate conformal deformations of the contours of integration in all formulas. In the case of Lévy processes of finite variation, with non-zero drift \( \mu \), the characteristic function \( \Phi_\Delta \) is of the form \( \Phi_\Delta = e^{i\mu \Delta z} \Phi_0^\Delta \), where \( \Phi_0^\Delta \) obeys the bound (4.1) or (4.2) in a cone \( C_{\gamma_-, \gamma_+} \), where \( \gamma_- < 0 < \gamma_+ \), with \( \nu < 1 \).
4.2. Evaluation of the Wiener-Hopf factors. For \( \omega_1 \in \mathbb{R}, b > 0 \) and \( \omega \in (-\pi/2, \pi/2) \), introduce the map \( y \mapsto \chi_{\omega_1,b} \omega(y) = i\omega_1 + b \sinh(\omega y) \). For all \( \xi \) above the angle \( i\mu + (e^{i(\pi-\gamma)} \mathbb{R}^+ \cup e^{i\gamma} \mathbb{R}^+) \), we can find \( \omega^+ \in \mathbb{R}, b^+ > 0 \) and \( \omega^- \in (\gamma, \pi/2) \) such that the contour \( \mathcal{L}_{\omega^+_1,b^-,\omega^-} := \chi_{\omega^+_1,b^-,\omega^-}(\mathbb{R}) \) is below \( \xi \) but above the angle. Hence, we can deform the line of integration in (3.4) into \( \mathcal{L}_{\omega^-_1,b^-,\omega^-} \), make the change of variables \( \eta = \eta^-(y) := \chi_{\omega^-_1,b^-,\omega^-}(y) \) and obtain

\[
(4.3) \quad \phi_q^-(\xi) = \exp \left[ -\frac{b^-}{2\pi i} \int_{\mathbb{R}} \frac{\xi \ln[(1-q)/(1-q\Phi^-)(y)]}{\eta^-(y)(\xi - \eta^-)} \cosh(i\eta^- + y) dy \right].
\]

Similarly, for any \( \xi \) below the angle \( i\mu + (e^{i(\pi-\gamma)} \mathbb{R}^+ \cup e^{i\gamma} \mathbb{R}^+) \), we can find \( \omega^+ \in \mathbb{R}, b^+ > 0 \) and \( \omega^- \in (-\pi/2, \gamma^+) \) such that the contour \( \mathcal{L}_{\omega^+_1,b^+,\omega^+} := \chi_{\omega^+_1,b^+,\omega^+}(\mathbb{R}) \) is above \( \xi \) but below the angle. Hence, we can deform the line of integration in (3.5) into \( \mathcal{L}_{\omega^+_1,b^+,\omega^+} \), make the change of variables \( \eta = \eta^+(y) := \chi_{\omega^+_1,b^+,\omega^+}(y) \) and obtain

\[
(4.4) \quad \phi_q^+(\xi) = \exp \left[ \frac{b^+}{2\pi i} \int_{\mathbb{R}} \frac{\xi \ln[(1-q)/(1-q\Phi^+)(y)]}{\eta^+(y)(\xi - \eta^+)} \cosh(i\eta^+ + y) dy \right].
\]

In order that the deformation be justified, it is necessary that, in the process of the deformation, the fractions under the log-sign in (4.3) and (4.4) do not equal 0 for all \( q \) and \( \eta \) of interest; in order to avoid complications stemming from the analytic continuation to an appropriate Riemann surface, it is advisable to make sure that the fraction does not assume values in \((-\infty, 0]\) in the process of the deformation. See Fig. 2 for an illustration.

**Choice of \( \omega^\pm \).** If \( \gamma^- < 0 < \gamma^+ \), then it is possible to choose \( \omega^- \in (\gamma^- , 0) \) and \( \omega^+ \in (0, \gamma^+) \). If \( \gamma^- = 0 \), then both \( \omega^\pm \in (0, \gamma^+) \), and if \( \gamma^+ = 0 \), then both \( \omega^\pm \in (\gamma^-, 0) \). When the double integral on the RHS of (3.31) is evaluated, we need to calculate the Wiener-Hopf factors on the points on two contours \( \mathcal{L}^\pm := \mathcal{L}_{\omega^+_1,b^+,\omega^\pm} \). In order to increase the width of of the strip of analyticity of each of the integrands on the RHS' of (4.3) and (4.4), one should take \( \omega^- = \gamma^- + (\gamma^- - \gamma^+)/3, \omega^+ = \gamma^+ - (\gamma^- - \gamma^+)/3 \).

In the case of Lévy processes of finite variation, with non-zero drift \( \mu \), the characteristic function \( \Phi_\Delta \) is of the form \( \Phi_\Delta = e^{i\mu \Delta \xi} \Phi_\Delta^0 \), where \( \Phi_\Delta^0 \) obeys the bound (4.1) or (4.2) in a cone \( C_{\gamma^- , \gamma^+} \), where \( \gamma^- < 0 < \gamma^+, \) with \( \nu < 1 \). If \( \mu > 0 \), \( \Phi_\Delta \) obeys the bound (4.1) or (4.2) in the cone \( C_{\gamma^+} \), and if \( \mu < 0 \), then in the cone \( C_{\gamma^-} \). If \( \mu > 0 \), it is advantageous to calculate \( \phi_q^+(\xi) \) using (4.4) with \( \omega^+ > 0 \); and then, if \( \phi_q^-(\xi) \) is needed, use the Wiener-Hopf factorization identity. If \( \mu < 0 \), it is advantageous to calculate \( \phi_q^+(\xi) \) using (4.3) with \( \omega^- < 0 \); and then, if \( \phi_q^-(\xi) \) is needed, use (3.2).

4.3. Evaluation of the integrals on the RHS of (3.31). If \( x_1 - a_1 \geq 0 \), it is advantageous to deform the line of integration upwards into a contour of the form \( \mathcal{L}_{\omega^+_1,b^+,\omega^+} \), where \( \omega^+ > 0 \), and if \( x_1 - a_1 \leq 0 \), then into a a contour of the form \( \mathcal{L}_{\omega^-_1,b^-,\omega^-} \), where \( \omega^- < 0 \). If \( x_1 - a_1 = 0 \), then any \( \omega \in (\gamma^-, \gamma^+) \) is admissible, and \( \omega = (\gamma^- + \gamma^+)/2 \) is (approximately) optimal. However, if \( \Phi_\Delta \) is of the form \( \Phi_\Delta = e^{i\mu \Delta \xi} \Phi_\Delta^0 \), where \( \Phi_\Delta^0 \) obeys the bound (4.1) or (4.2) in a cone \( C_{\gamma^- , \gamma^+} \), where \( \gamma^- < 0 < \gamma^+, \) with \( \nu < 1 \) and \( \mu > 0 \), then the deformation with \( \omega^- < 0 \) is impossible because, for \( |q| = R < 1, 1 - qe^{i\mu \Delta \xi} \Phi_\Delta^0(\xi) \) equals 0 for some \( \xi \) in the process of deformation.
In this case, as in [19], we use a less efficient family of conformal maps of the form 
\begin{equation}
\chi_{S;\omega,m,a}(y) = (y + i\omega)\ln^m(a^2 + (y + i\omega)^2),
\end{equation}
where \(\omega \in \mathbb{R}, a > |\omega|\), and \(m \geq 1\) is an integer. As \(y \to \pm\infty\), 
\begin{equation}
\chi_{S;\omega,m,a}(y) = (2\ln y)^m(y + i\omega(1 + m/\ln|y|) + O(|y|^{-1}),
\end{equation}
therefore, if we take \(\omega < 0\) and change the variable \(\xi = \chi_{S;\omega,a,a}(y)\), then the exponent \(e^{i\Delta \mu \xi(y)}\) increases as \(y \to \infty\) in a strip around \(\mathbb{R}\) slower than the factor \(\Phi^0_\Delta(\xi(y))\) decays at infinity, and the product decays faster than prior to the change of variables. If \(x_1 - a_1 > 0\), we use \(\omega > 0\).

Consider the repeated integral. Since \(x_2 - a_2 < 0\), in the outer integral, we deform the line of integration so that the wings of the deformed contour point downwards. If the bound (4.1) (or (4.2)) holds in a cone \(C\) of integration so that the wings of the deformed contour point downwards. If the bound (4.1) or (4.2) in a cone \(\gamma = 0\), we use the map \(\chi_{S;\omega,b-\omega^-}\) with \(\omega^- < 0\). As in the case of 1D integral, it may be necessary to use the map \(\chi_{S;\omega,a,a}\) with \(\omega < 0\). Since \(a_2 - a_1 \geq 0\), in the inner integral, we deform the line of integration so that the wings of the deformed contour point upwards. If the bound (4.1) (or (4.2)) holds in a cone \(C\) of \(\gamma > 0\), we use the map \(\chi_{S;\omega,b+\omega^+}\). As in the case of 1D integral, it may be necessary to use the map \(\chi_{S;\omega,a,a}\) with \(\omega > 0\). Note that a less efficient family of deformations must be used at most once in the 1D-integral, and at most once in the repeated integral, and, in all cases, the Wiener-Hopf factors can be calculated using the sinh-acceleration.

If (4.1) or (4.2) hold, then it is possible to find appropriate conformal deformations of the contours of integration in all formulas. In the case of Lévy processes of finite variation, with non-zero drift \(\mu\), the characteristic function \(\Phi_\Delta\) is of the form \(\Phi_\Delta = e^{i\mu \Delta \xi} \Phi^0_\Delta\), where \(\Phi^0_\Delta\) obeys the bound (4.1) or (4.2) in a cone \(C\) of \(\gamma < 0 < \gamma^+\), with \(\nu < 1\), then the conformal deformation of the contour of integration in the \(Z\)-inversion formula is impossible, and only trapezoid rule can be applied.

5. Algorithm and numerical examples

We take \(x_1 = x_2 = 0\) and calculate the joint cpdf \(F(T, a_1, a_2) = V(T, a_1, a_2; 0, 0)\) assuming that the cone of analyticity contains the real line: \(\gamma_+ < 0 < \gamma^-\). This allows us to use two contours in \(\xi_1\) and \(\eta_1\) planes for all purposes, one in the lower half-plane, the other in the upper half-plane. If either \(\gamma_+ = 0\) or \(\gamma^- = 0\), then, firstly, in (3.31), one of the lines of integration can be deformed using the sinh-map, but the other line can deformed using a less efficient family of deformations only (see Sect. 4.3), and, secondly, for the calculation of the Wiener-Hopf factors, an additional “sinh-deformed” contour is needed. Hence, the total number of the contours is three, not two, as in the algorithm below.

Step I. Following the recommendation in Sect. 2, choose either the parameters for the trapezoid rule \(M_0\) and \(M = 2 * M_0 + 1\) and construct the grid \(\bar{q} = R * \exp((i * \gamma / M_0) * (0 : 1 : M_0))\) or choose the sinh-deformation and grid for the simplified trapezoid rule: \(\bar{y} = \zeta_1 * (0 : 1 : M_0), \bar{q} = \sigma_\ell + i * b_\ell * \sinh(i * \omega_\ell + \bar{y})\). Calculate the derivative \(d_\ell = i * b_\ell * \cosh(i * \omega_\ell + \bar{y})\). Note that if double precision arithmetic is used, the choice of \(R, \sigma_\ell\) and \(b_\ell\) must depend on \(T\) but can be independent of \(x_1, x_2, a_1, a_2\), at some loss in the efficiency of the algorithm. For large \(n\’s\), this leads to a significant increase of the number of terms in the trapezoid rule. In the case of the
sinh-acceleration, the effect is less pronounced but leads to worse results for very large \( n \), as in the numerical examples for \( T = 15 \) below.

Step II. Choose the sinh-deformations and grids for the simplified trapezoid rule on \( \mathcal{L}^\pm \): 
\[
y^\pm = \zeta^\pm * (-N^\pm : 1 : N^\pm), \quad \xi^\pm = i * \omega^\pm + b^\pm * \sinh(i * \omega^\pm + y^\pm).
\]
Calculate \( \Phi^\pm = \Phi(\xi^\pm) \) and \( \text{der}^\pm = b^\pm * \cosh(i * \omega^\pm + y^\pm) \).

Step III. Calculate the arrays \( D^+ = [1/(\xi^+_k - \xi^-_j)] \) and \( D^- = [1/(\xi^+_k - \xi^-_j)] \) (the sizes are \( (2 * N^+ + 1) \times (2 * N^- + 1) \) and \( (2 * N^- + 1) \times (2 * N^+ + 1) \), respectively).

Step IV. The main block. For given \( x_1, x_2, a_1, a_2 \), in the cycle in \( q \in \tilde{q} \), evaluate
(1) \( \phi^+_q \) at points of the grid \( \mathcal{L}^+ \) and \( \phi^-_q \) at points of the grid \( \mathcal{L}^- \):
\[
\phi^+_q = \exp[(\mp i \zeta^+ / (2 * \pi) ) * \xi^+ * \log((1 - q) / (1 - q \Phi^+))],
\]
(2) calculate \( \phi^+_q \) at points of the grid \( \mathcal{L}^+ \) and \( \phi^-_q \) at points of the grid \( \mathcal{L}^- \):
\[
\phi^+_q = (1 - q) / (1 - q \Phi^+), \phi^-_q = (1 - q \Phi^-) / \phi^+_q;
\]
(3) evaluate the 2D integral on the RHS of (3.31)
\[
\text{Int}2(q) = ((\zeta^- * \zeta^+ / (2 * \pi)^2) * \exp(-i * a_2 * \xi^-) * \phi^+_{q,-} * \text{der}^- \Phi^- D^+)
\]
\[
\quad * \text{conj}(\exp((i * (a_2 - a_1)) * \xi^-), \phi^+_{q,+} / \text{der}^+ \Phi^+).
\]
(4) if \( x_1 - a_1 > 0 \), use arrays \( \xi^-_{q,+}, \text{der}^- \Phi^+ \) to evaluate \( \text{Int}1(q) \), the 1D integral on the RHS of (3.31): if \( x_1 \leq a_1 \), use arrays \( \xi^-_{q,-}, \text{der}^- \Phi^- \) instead and add \( 1 / (1 - q) \);
(5) set \( \text{Int}(q) = \text{Int}(q_1) / (1 - \tilde{q}) + \text{Int}2(q) \).

Step V. Set \( \text{Int}(q_1) = \text{Int}(q_1) / 2 \).

Step VI. If the sinh-acceleration is used for the inverse Z-transform, calculate
\[
V_n = (\zeta / \pi) * \text{real}(\text{sum}(\tilde{q}^{-n-1} * \text{Int}(\tilde{q}). \text{der}^\pm));
\]
if the trapezoid rule is used, calculate
\[
V_n = (2 / M) * \text{real}(\text{sum}(\tilde{q}^{-n} * \text{Int}(\tilde{q})).
\]

Numerical results are produced using Matlab R2017b on MacBook Pro, 2.8 GHz Intel Core i7, memory 16GB 2133 MHz. The CPU times reported below can be significantly improved because we use the same grids for the calculation of the Wiener-Hopf factors \( \phi^\pm_q \) and evaluation of integrals on the RHS of (3.31). However, \( \phi^\pm_q \) need to be evaluated only once and used for all points \( (a_1, a_2) \). But if \( x_1 - a_2 \) and \( a_2 - a_1 \) are not very small in absolute value, then much shorter grids can be used. See, e.g., examples in [17, 11, 18, 20]. Therefore, if the arrays \( (x_1 - a_2, a_2 - a_1) \) are large, then the CPU time can be decreased using shorter arrays for calculation of the integrals on the RHS of (3.31). Furthermore, the main blocks of the program admit the trivial parallelization.

In the two examples that we consider, the characteristic function is \( \Phi(\xi) = e^{-\Delta \psi(\xi)} \), where \( \psi \) is the characteristic exponent \( \psi(\xi) = e^{\Gamma(\nu) (\lambda^\nu - (\lambda^+ + i \xi)^\nu + (\lambda^- - i \xi)^\nu)} \) of a KoBoL process\(^4\) where \( \lambda^+ = 1, \lambda^- = -2 \) and (I) \( \nu = 0.2 \), hence, the process is close to Variance Gamma process; (II) \( \nu = 1.2 \), hence, the process is close to the Normal Inverse Gaussian process (NIG). In both cases, \( c > 0 \) is chosen so that the second instantaneous moment \( m_2 = \psi''(0) = 0.1 \). The time step is \( \Delta = 1 / 252 \) (daily monitoring). For \( X_0 = \tilde{X}_0 = 0 \),

\[^4\text{the class of processes constructed in [8, 9]; a subclass which was used in the numerical examples in [8, 11] was renamed CGMY model later.}\]
we calculate the joint cpdf $F(T, a_1, a_2) := V(T, a_1, a_2; 0, 0)$ for $T = 15$ in Case (II) and for
$T = 0.25, 1, 5, 15$ in Case (I). In both cases, $a_1$ is in the range $[-0.075, 0.1]$ and $a_2$ in the range $[0.025, 0.175]$; the total number of points $(a_1, a_2)$, $a_1 \leq a_2$, is 44. We show the results for
$T = 0.25, 5$ and $T = 15$ because the errors, CPU times and sizes of arrays in the case $T = 1$
can be approximated well by interpolation of the results for $T = 0.25$ and $T = 5$.

The numerical examples demonstrate the clear advantage of the sinh-acceleration applied
to the inverse Z-transform vs the trapezoid rule; the advantage increases proportionally to
the number of steps because the sinh-acceleration requires approximately the same number
of terms of the simplified trapezoid rule whereas the number of terms in the trapezoid rule
increases. Note, however, that if high precision arithmetic is used then the trapezoid rule with
much smaller number of terms can be used.

We also show the errors of the approximation of the continuous time model with the model
with daily monitoring. The probabilities in the continuous time model are calculated using the
method in [21]. As expected, the approximation errors increase with the number of steps but
remain fairly good even at $T = 15$.

6. Conclusion

There exists a large body of literature devoted to calculation of expectations $V(f; T; x_1, x_2)$
of functions of spot value $x_1$ of $X$ and its running maximum or minimum $x_2$ and related optimal
stopping problems, standard examples being barrier and American options, and lookback
options with barrier and/or American features. See, e.g., [32, 10, 11, 12, 13, 40, 1, 2, 37, 36,
28, 15, 6, 14, 7, 39, 38, 16, 26, 25, 5, 24, 33, 29, 34, 35, 44, 27, 43, 20, 23] and the bibliographies
therein. In many papers, in the infinite time horizon case, the Wiener-Hopf factorization tech-
nique in various forms is used, and the finite time horizon problems are reduced to the infinite
time horizon case using the Laplace transform or its discrete version. The present paper be-
longs to this strand of the literature. We consider random walks, equivalently, in the context
of option pricing, barrier and lookback options with discrete monitoring.

At the first step, as in [28], where barrier options with discrete monitoring in the Brown-
ian motion model are priced, we use the Z-transform, which is the discrete time counterpart
of the Laplace transform. The latter was used in the continuous time case in a number of
publications starting with [10, 11]. The first contribution of the present paper is the new nu-
merical method for the inverse Z-transform, which is more efficient than the trapezoid rule. In
both continuous time and discrete time cases, the application of the Laplace and Z-transforms
reduces the problem to pricing the corresponding options in the infinite time horizon. The
second contribution of the present paper is a general formula for the expectation of a function
of a random walk and its supremum process. The formula generalizes the formulas for the barrier
options in the random walk and Lévy models derived in [10, 11, 13, 15, 6], and it is a coun-
terpart of the general formula for the Lévy processes derived in [21]. Both formulas use the
expected present value operators (EPV-operators) technique, which is the operator form of the
Wiener-Hopf factorization. The last contribution of the paper is the set of efficient numerical
realizations of the general formulas, which we explain in detail in the case of the calculation of
the joint probability distribution of the random walk and its supremum. The numerical exam-
ple demonstrate that the method based on the sinh-acceleration for the inverse Z-transform
can achieve the accuracy of the order of E-14 and better using Matlab and Mac with moderate
characteristics, in a second or fraction of a second, and the precision of the order of E-10 in 20-30 msec., for options of maturity in the range $T = 0.25 - 15Y$. In all cases, the sizes of the arrays are moderate. In particular, the number of points used for the Z-transform inversion is of the order of 2-5 dozens or even fewer. If the trapezoid rule is used, the size of arrays and CPU time increase with the maturity, and, for maturity $T = 15$, approximately 3,000 terms are needed. When the trapezoid rule is applied, the CPU time is several times larger in all cases. We also compare the results in the case of continuous monitoring using the methods developed in [21] and demonstrate that in the case of daily monitoring, the relative differences are less than 1% even for $T = 15$ for a process close to the Variance Gamma, and less than 5% for a process close to NIG.

Other methods for pricing barrier and lookback options with discrete monitoring cannot achieve the precision E-10 even at a much larger CPU cost. COS method [26, 25] introduces an additional source of errors, and the errors accumulate very fast. As numerical examples in [24] show, the errors of COS can be of the order of 10% even for options of short maturity, and blow up for maturity $T = 1Y$. BPROJ method [34, 35, 23] also introduces an error, which accumulates but not as fast as the error of COS. Furthermore, the error of the approximation of the transition density in BPROJ method is in the norm of the Sobolev space $H^2(\mathbb{R})$, hence, very large for distributions close to the Variance Gamma - and, for small monitoring intervals, in the case of the Variance Gamma model, the $H^2$-norm is +∞ (see [23] for the detailed analysis of COS, BPROJ and filtering used in the literature to increase the speed of convergence - at the cost of additional errors). The Hilbert transform approach (see, e.g., [27, 29]) requires long grids, and the grids have to be extremely long for small time intervals and processes of finite variation. In addition, it is very difficult to accurately estimate the accumulation of errors. The method of [21], where the calculations are in the state space, allows one to derive sufficiently accurate error bounds and recommendations for the choice of the parameters of the numerical scheme. However, the grids must increase with time to maturity, and, in the result, for options of maturity more than a year, even the precision of the order of E-05 requires much more CPU time than the method of the present paper.
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Appendix A. Technicalities

A.1. Proof of Theorem 2.1. First, let \( h(z) = z^m \) for some integer \( m \). Then \( T_M(h) = 0 \) if \( M \) does not divide \( m \), and \( T_M(h) = 1 \) if \( M \) divides \( m \). This is a standard exercise about sums of roots of unity. Under conditions of the theorem, \( h(z) \) has a Laurent series expansion \( h(z) = \sum_{j \in \mathbb{Z}} b_j z^j \) which converges uniformly on the unit circle. Then \( I(h) = b_0 \) and \( T_n(h) \) is the sum of \( b_j \) for all \( j \) that are divisible by \( M \). Hence, \( |T_M(h) - I(h)| \) is bounded by the sum of \( |b_j| \), where \( j \) ranges over all nonzero integers that are divisible by \( M \). We have

\[
 b_j = \frac{1}{2\pi i} \int_{|z|=1} z^{-j-1} h(z) dz = \frac{1}{2\pi i} \int_{|z|=\rho} z^{-j-1} h(z) dz = \frac{1}{2\pi i} \int_{|z|=1/\rho} z^{-j-1} h(z) dz.
\]

Hence,

\[
 \sum_{j>0} |b_{Mj}| \leq \sum_{j>0} \rho^{-Mj-1} \int_{|z|=\rho} |h(z)| \frac{dz}{2\pi i} = \frac{\rho^{-M}}{1 - \rho^{-M}} \frac{1}{2\pi i} \int_{|z|=\rho} |h(z)| \frac{dz}{z}.
\]
and, similarly,
\[
\sum_{j<0} |b_{Mj}| \leq \frac{\rho^{-M+1}}{1-\rho^{-M}} \frac{1}{2\pi i} \int_{|z|=1/\rho} |h(z)| \frac{dz}{z}.
\]

Adding the two inequalities finishes the proof.

A.2. **Proof of Proposition 3.2**

(a) follows from the following three facts: \(\Phi(0) = 1\); \(\Phi\) is continuous on \(i[\lambda_-,\lambda_+]\); and \(|\Phi(\xi)| \leq \Phi(-\text{Im}\,\xi)\). (b) Take \(\xi \in S_{(\mu_-,\mu_+)}\) and note that the integrands are analytic in \(S_{[\mu_-,\mu_+]},\) with the only simple pole at \(\eta = \xi\) and decay as \(|\eta|^{-2}\) as \((S_{[\mu_-,\mu_+]}, \exists)\eta \to \infty\) (the apparent singularity at \(\eta = 0\) is removable). By the residue theorem,

\[
\ln \frac{1-q}{1-q\Phi(\eta)} = -\frac{1}{2\pi i} \int_{|z|=\omega_-} \frac{\xi \ln \frac{1-q}{1-q\Phi(\eta)}}{\eta(\xi-\eta)} d\eta + \frac{1}{2\pi i} \int_{|z|=\omega_+} \frac{\xi \ln \frac{1-q}{1-q\Phi(\eta)}}{\eta(\xi-\eta)} d\eta,
\]

hence, (3.3) holds for \(\phi_q^{\pm} (\xi)\) given by the RHS’ of (3.4)-(3.5) and all \(\xi \in S_{(\mu_-,\mu_+)}\). Since \(\phi_q^{\pm} (\xi)\) are analytic and uniformly bounded in the upper half-plane, and \(\phi_q^{\pm} (\xi)\) are analytic and uniformly bounded in the lower half-plane, (3.4)-(3.5) follow from the uniqueness of the Wiener-Hopf factorization.

(c) The integrals on the RHS’ of (3.4) and (3.5) do not change if we omit the factor \(1-q\) under the log sign. Using \(\xi/(\eta(\xi-\eta)) = 1/\eta + 1/(\xi-\eta)\), we conclude that it suffices to prove that, for any \(\epsilon > 0\) and \(A > 0\), there exists \(C_{A,\epsilon} > 0\) such that for any \(\xi \in S_{[-A,A]}\),

\[
(A.1) \int_{\mathbb{R}} (1+|\eta|)^{-\delta} d\eta \leq C_{A,\epsilon} (1+|\xi|)^{-\delta+\epsilon}.
\]

We consider the integrals over \(I_1 = \{\eta \mid |\eta| \leq (1+|\xi|)/2\}, I_2 = \{\eta \mid |\eta| \geq 2(1+|\xi|)\}\) and \(I_3 = \{\eta \mid (1+|\xi|)/2 \leq |\eta| \leq 2(1+|\xi|)\}\):

\[
I_1 \leq C (1+|\xi|)^{-1} \int_{0}^{(1+|\xi|)/2} (1+|\eta|)^{-\delta} d\eta = C_1 (1+|\xi|)^{-\delta},
\]

\[
I_2 \leq C (1+|\xi|)^{-1} \int_{2(1+|\xi|)}^{+\infty} |\eta|^{-1-\delta} d\eta = C_1 (1+|\xi|)^{-\delta},
\]

\[
I_3 \leq C (1+|\xi|)^{-\delta} \int_{(1+|\xi|)/2}^{2(1+|\xi|)} |\eta-\xi|^{-1} d\eta \leq C_1 (1+|\xi|)^{-\delta} \ln(1+|\xi|),
\]

where \(C, C_1\) are independent of \(\xi\).

**Appendix B. Figures and tables**
Figure 1. Cases I(i) (left panel) and II(ii) (right panel). Dots: the unit circle. Dots-dashes, circles and solid lines: the curves $\chi_{L,\sigma, b, \omega L}(\mathbf{i \omega L} + \mathbb{R})$, $\chi_{L,\sigma, b, \omega L}(\mathbf{i (\omega L + dL)} + \mathbb{R})$, $\chi_{L,\sigma, b, \omega L}(\mathbf{i (\omega L - dL)} + \mathbb{R})$. 
Figure 2. Plots of curves $\eta \mapsto (1 - q)/(1 - q \Phi(\eta))$, for $q$ in the SINH-Z inversion and $\eta$ on the contours $\mathcal{L}^\pm$ (upper and lower panels) in the numerical example with $\nu = 1.2$, and $T = 15$. 
Table 1. Joint cpdf $F(T, a_1, a_2) := \mathbb{Q}[X_T \leq a_1, \bar{X}_T \leq a_2 | X_0 = \bar{X}_0 = 0]$, and errors (rounded) and CPU time (in msec) of two numerical schemes. Discrete monitoring, the monitoring interval $\Delta = 1/252$, $T = 0.25Y$, the number of time steps 63. KoBoL close to the Variance Gamma model, with an almost symmetric jump density, and no “drift”: $m_2 = 0.1$, $\nu = 0.2$, $\lambda_\pm = -2, \lambda_+ = 1$. Errors are rounded, the CPU time is in milliseconds (average over 1000 runs).

| $a_2/a_1$ | -0.075 | -0.05 | -0.025 | 0 | 0.025 |
|------------|-------|-------|--------|---|------|
| 0.025      | 0.0528735101286366 | 0.065091858642787 | 0.0879288341672031 | 0.506532012121144 | 0.925468308358369 |
| 0.05       | 0.0534084503787456 | 0.066518924464693 | 0.0896848707216264 | 0.50751509089102 | 0.925299214939269 |
| 0.075      | 0.053645683005228 | 0.0659043787260691 | 0.089000447115774 | 0.507896616129521 | 0.92573930891586 |
| 0.1        | 0.0537794257554031 | 0.0660548210166268 | 0.089173010284717 | 0.508097111907463 | 0.926036138000348 |
| 0.175      | 0.0539628421387795 | 0.062578448692915 | 0.089398471347944 | 0.508351292242895 | 0.926330710592922 |

Errors of the benchmark values: better than E-14, at some points, E-15. CPU time per 1 point: 980, per 44 points: 6,672. A: Trapezoid rule, $M_0 = 99$, $N_\pm = 124$. CPU time per 1 point: 30.9; per 44 points: 496. B: SINH applied to the inverse Z-transform, with $M_0 = 16$, $N_\pm = 124$. CPU time per 1 point 10.2, per 44 points: 73.5.

Table 2. Joint cpdf $F(T, a_1, a_2) := \mathbb{Q}[X_T \leq a_1, \bar{X}_T \leq a_2 | X_0 = \bar{X}_0 = 0]$, in the continuous time model, and errors (rounded) of approximation by the discrete time model, with the time step $\Delta = 1/252$. $T = 0.25Y$. KoBoL close to the Variance Gamma model, with an almost symmetric jump density, and no “drift”: $m_2 = 0.1$, $\nu = 0.2$, $\lambda_\pm = -2, \lambda_+ = 1$. Errors are rounded.

| $a_2/a_1$ | -0.075 | -0.05 | -0.025 | 0 | 0.025 |
|------------|-------|-------|--------|---|------|
| 0.025      | 4.03E-12 | 3.63E-12 | 2.61E-12 | 5.46E-12 | 1.88E-11 |
| 0.05       | 4.17E-12 | 3.81E-12 | 4.58E-12 | 5.80E-12 | 2.38E-12 |
| 0.075      | 4.09E-12 | 3.70E-12 | 5.65E-12 | 3.14E-12 | 4.46E-12 |
| 0.1        | 3.89E-12 | 3.48E-12 | 5.87E-14 | 4.88E-12 | 3.91E-12 |
| 0.175      | 4.03E-12 | 3.63E-12 | 2.31E-12 | 6.15E-12 | 1.08E-12 |

Errors of the benchmark values in the continuous time model: better than E-14, at a number of points, better than E-15. A: Errors of approximation of the continuous time model by the discrete time model, $\bar{\Delta} = 1/252$. B: Relative errors of approximation of the continuous time model by the discrete time model, $\bar{\Delta} = 1/252$. Errors of the benchmark values in the continuous time model: better than E-14, at a number of points, better than E-15. A: Errors of approximation of the continuous time model by the discrete time model, $\bar{\Delta} = 1/252$. B: Relative errors of approximation of the continuous time model by the discrete time model, $\bar{\Delta} = 1/252$. Errors of the benchmark values in the continuous time model: better than E-14, at a number of points, better than E-15. A: Errors of approximation of the continuous time model by the discrete time model, $\bar{\Delta} = 1/252$. B: Relative errors of approximation of the continuous time model by the discrete time model, $\bar{\Delta} = 1/252$. Errors of the benchmark values in the continuous time model: better than E-14, at a number of points, better than E-15. A: Errors of approximation of the continuous time model by the discrete time model, $\bar{\Delta} = 1/252$. B: Relative errors of approximation of the continuous time model by the discrete time model, $\bar{\Delta} = 1/252$. Errors of the benchmark values in the continuous time model: better than E-14, at a number of points, better than E-15. A: Errors of approximation of the continuous time model by the discrete time model, $\bar{\Delta} = 1/252$. B: Relative errors of approximation of the continuous time model by the discrete time model, $\bar{\Delta} = 1/252$.
Table 3. Joint cpdf $F(T,a_1,a_2) := \mathbb{Q}[X_T \leq a_1, \bar{X}_T \leq a_2 \mid X_0 = \bar{X}_0 = 0]$, and errors (rounded) and CPU time (in msec) of two numerical schemes. $T = 5Y$. Discrete monitoring, the monitoring interval $\Delta = 1/252$, the number of time steps 1260. KoBoL close to the Variance Gamma model, with an almost symmetric jump density, and no “drift”: $m_2 = 0.1$, $\nu = 0.2$, $\lambda_- = -2, \lambda_+ = 1$. Errors are rounded, the CPU time is in milliseconds (average over 1000 runs).

| $a_2/a_1$ | -0.075 | -0.05 | -0.025 | 0 | 0.025 | 0.05 | 0.075 | 0.1 | 0.175 |
|-----------|--------|--------|--------|---|-------|------|-------|----|------|
| 0.025     | 0.3227105785176063 | 0.3417053126128668 | 0.3628654563514927 | 0.3855006852961360 | 0.4028330739438934 | 0.4208483673638812 | 0.4484213692821224 | 0.4796474342207128 | 0.5091355034438988 |
| 0.05      | 0.3682312996062626 | 0.3907550564367663 | 0.4159225133912924 | 0.4441043843673388 | 0.4697313888928677 | 0.4966257694138651 | 0.5236121047962324 | 0.5504139671693882 | 0.5759674024123999 |
| 0.075     | 0.3962092369728212 | 0.4208483673638812 | 0.4484213692821224 | 0.4796474342207128 | 0.5091355034438988 | 0.5359674024123999 | 0.5628099671693882 | 0.5881576941386512 | 0.6135874024123999 |
| 0.1       | 0.4157528420724348 | 0.44840038793114 | 0.4710591315727055 | 0.5041396716938882 | 0.5359674024123999 | 0.5628099671693882 | 0.5881576941386512 | 0.6135874024123999 | 0.6389176941386512 |
| 0.175     | 0.4592551494795689 | 0.4786238945803605 | 0.5104906761906299 | 0.5465596776813812 | 0.5818576941386512 | 0.6135874024123999 | 0.6389176941386512 | 0.6642476941386512 | 0.6895774024123999 |

Errors of the benchmark values: better than E-14, at a number of points, better than E-15. CPU time per 1 point: 239, per 44 points: 2019.

A: Trapezoid rule, $M_0 = 2844$, $N^z = 144$. CPU time per 1 point: 812.4; per 44 points: 9.211.

B: SINH applied to the inverse $Z$-transform, with $M_0 = 19$, $N^z = 137$. CPU time per 1 point 15.7, per 44 points: 111.8.

Table 4. Joint cpdf $F(T,a_1,a_2) := \mathbb{Q}[X_T \leq a_1, \bar{X}_T \leq a_2 \mid X_0 = \bar{X}_0 = 0]$, in the continuous time model, and errors (rounded) of approximation by the discrete time model, with the time step $\Delta = 1/252$. $T = 5Y$. KoBoL close to the Variance Gamma model, with an almost symmetric jump density, and no “drift”: $m_2 = 0.1$, $\nu = 0.2$, $\lambda_- = -2, \lambda_+ = 1$. Errors are rounded.

| $a_2/a_1$ | -0.075 | -0.05 | -0.025 | 0 | 0.025 | 0.05 | 0.075 | 0.1 | 0.175 |
|-----------|--------|--------|--------|---|-------|------|-------|----|------|
| 0.025     | 0.32255019783594 | 0.3414987710472899 | 0.3624309153834777 | 0.3852708712549550 | 0.4028604540547056 | 0.4208912364666667 | 0.4484213692821224 | 0.4796474342207128 | 0.5091355034438988 |
| 0.05      | 0.36806705216705 | 0.390692933434283 | 0.4157099343262797 | 0.4439282493905804 | 0.4695489015630007 | 0.4966257694138651 | 0.5236121047962324 | 0.5504139671693882 | 0.5759674024123999 |
| 0.075     | 0.39699198340728 | 0.420724954047124 | 0.4483487867262414 | 0.4795089555979815 | 0.509992152430333 | 0.5359674024123999 | 0.5628099671693882 | 0.5881576941386512 | 0.6135874024123999 |
| 0.1       | 0.415660121524435 | 0.4417008617101830 | 0.470595904182814 | 0.50403053836718 | 0.5359674024123999 | 0.5628099671693882 | 0.5881576941386512 | 0.6135874024123999 | 0.6389176941386512 |
| 0.175     | 0.45019937469531 | 0.478566665601315 | 0.5104906761906299 | 0.5465596776813812 | 0.5818576941386512 | 0.6135874024123999 | 0.6389176941386512 | 0.6642476941386512 | 0.6895774024123999 |

Errors of the benchmark values in the continuous time model: better than E-15, with a couple of exceptions.

A: Errors of approximation of the continuous time model by the discrete time model, $\Delta = 1/252$.

B: Relative errors of approximation of the continuous time model by the discrete time model, $\Delta = 1/252$. 
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Table 5. Joint cpdf \( F(T, a_1, a_2) := \mathbb{Q}[X_T \leq a_1, \bar{X}_T \leq a_2 \mid X_0 = \bar{X}_0 = 0] \), and errors (rounded) and CPU time (in msec) of two numerical schemes. \( T = 15Y \). Discrete monitoring, the monitoring interval \( \Delta = 1/252 \), the number of time steps 3780. KoBoL close to the Variance Gamma model, with an almost symmetric jump density, and no “drift”: \( m_2 = 0.1, \nu = 0.2, \lambda_- = -2, \lambda_+ = 1 \). Errors are rounded, the CPU time is in milliseconds (average over 1000 runs).

| \( a_2/a_1 \) | \(-0.075\) | \(-0.05\) | \(-0.025\) | 0 | 0.025 |
|----------------|----------------|----------------|----------------|----------------|----------------|
| 0.025          | 0.27309522646352 | 0.275061741271778 | 0.27868438473128 | 0.278361438493786 | 0.279413583881186 |
| 0.05           | 0.32560166809453 | 0.328403204232296 | 0.330932690547093 | 0.333148630324321 | 0.334898303674591 |
| 0.075          | 0.36446778376584 | 0.367935193185576 | 0.371127846759011 | 0.374081532999999 | 0.376529331567823 |
| 0.1            | 0.396164068347951 | 0.400244732717707 | 0.404054649236343 | 0.407558402431724 | 0.410715394955968 |
| 0.175          | 0.467032161258392 | 0.472690793988444 | 0.47810575626395 | 0.483245070441873 | 0.488075079451549 |

Table 6. Joint cpdf \( F(T, a_1, a_2) := \mathbb{Q}[X_T \leq a_1, \bar{X}_T \leq a_2 \mid X_0 = \bar{X}_0 = 0] \), in the continuous time model, and errors (rounded) of approximation by the discrete time model, with the time step \( \Delta = 1/252 \). \( T = 15Y \). KoBoL close to the Variance Gamma model, with an almost symmetric jump density, and no “drift”: \( m_2 = 0.1, \nu = 0.2, \lambda_- = -2, \lambda_+ = 1 \). Errors are rounded.

| \( a_2/a_1 \) | \(-0.075\) | \(-0.05\) | \(-0.025\) | 0 | 0.025 |
|----------------|----------------|----------------|----------------|----------------|----------------|
| 0.025          | 1.40E-10       | 1.41E-10       | 1.41E-10       | 1.48E-10       | 1.50E-10       |
| 0.05           | 1.56E-10       | 1.56E-10       | 1.56E-10       | 1.56E-10       | 1.56E-10       |
| 0.075          | 1.71E-10       | 1.71E-10       | 1.71E-10       | 1.71E-10       | 1.71E-10       |
| 0.1            | 1.84E-10       | 1.84E-10       | 1.84E-10       | 1.84E-10       | 1.84E-10       |
| 0.175          | 2.19E-10       | 2.19E-10       | 2.19E-10       | 2.19E-10       | 2.19E-10       |

Errors of the benchmark values: better than \( 10^{-13} \), with a couple of exceptions. CPU time per 1 point: 548, per 44 points: 4,162.

A: Trapezoid rule, \( M_0 = 8538 \), \( N_{\pm} = 172 \). CPU time per 1 point: 2,494; per 44 points: 25,613.

B: SINH applied to the inverse \( Z \)-transform, with \( M_0 = 65 \), \( N_{\pm} = 144 \). CPU time per 1 point 27.5, per 44 points: 319.9.

Errors of the benchmark values in the continuous time model: better than \( 10^{-13} \), with a couple of exceptions.

| \( a_2/a_1 \) | \(-0.075\) | \(-0.05\) | \(-0.025\) | 0 | 0.025 |
|----------------|----------------|----------------|----------------|----------------|----------------|
| 0.025          | 0.00020        | 0.00020        | 0.00020        | 0.00021        | 0.00021        |
| 0.05           | 0.00017        | 0.00017        | 0.00017        | 0.00017        | 0.00017        |
| 0.075          | 0.00015        | 0.00015        | 0.00015        | 0.00015        | 0.00015        |
| 0.1            | 0.00013        | 0.00013        | 0.00014        | 0.00014        | 0.00014        |
| 0.175          | 9.92E-05       | 0.00010        | 0.00010        | 0.00011        | 0.00011        |

Errors of the approximation of the continuous time model by the discrete time model, \( \Delta = 1/252 \).
Table 7. Joint cpdf \( F(T, a_1, a_2) := Q[X_T \leq a_1, \bar{X}_T \leq a_2 \mid X_0 = \bar{X}_0 = 0], \) and errors (rounded) and CPU time (in msec) of two numerical schemes. \( T = 15Y. \) Discrete monitoring, the monitoring interval \( \Delta = 1/252, \) the number of time steps 3780. KoBoL close to NIG, with an almost symmetric jump density, and no “drift”: \( m_2 = 0.1, \nu = 1.2, \lambda_- = -2, \lambda_+ = 1. \) Errors are rounded, the CPU time is in milliseconds (average over 1000 runs).

| \( a_2/a_1 \) | \(-0.075\) | \(-0.05\) | \(-0.025\) | \(0\) | \(0.025\) |
|---|---|---|---|---|---|
| 0.025 | 0.087643202113771 | 0.087758903958288 | 0.087823443863092 | 0.087860420379079 | 0.087880420379079 |
| 0.05 | 0.130678796061749 | 0.130884632602125 | 0.134046292415956 | 0.134160441572080 | 0.134160441572080 |
| 0.075 | 0.172074594172416 | 0.172909022548126 | 0.173175531405955 | 0.173384836452991 | 0.173384836452991 |
| 0.1 | 0.206883078975151 | 0.207840301897249 | 0.208227492747064 | 0.208548393051015 | 0.208548393051015 |
| 0.175 | 0.295389619968306 | 0.297519659868285 | 0.298348944042413 | 0.299089406243993 | 0.299089406243993 |

Errors of the benchmark values: better than \( 5 \cdot 10^{-13}. \) CPU time per 1 point: 1.848, per 44 points: 20.263.

A: Trapezoid rule, \( M_0 = 8538, N_\pm = 172. \) CPU time per 1 point: 3,046; per 44 points: 35,481.

NB: the general recommendation for the choice of \( M_0 \) (the error tolerance \( E^{-10} \)) is decreased by 47%.

B: SINH applied to the inverse \( Z \)-transform, with \( M_0 = 28, N_\pm = 183. \) CPU time per 1 point 27.5, per 44 points: 219.9.

Table 8. Joint cpdf \( F(T, a_1, a_2) := Q[X_T \leq a_1, \bar{X}_T \leq a_2 \mid X_0 = \bar{X}_0 = 0], \) in the continuous time model, and errors (rounded) of approximation by the discrete time model, with the time step \( \Delta = 1/252. \) \( T = 15Y. \) KoBoL close to NIG, with an almost symmetric jump density, and no “drift”: \( m_2 = 0.1, \nu = 1.2, \lambda_- = -2, \lambda_+ = 1. \) Errors are rounded.

| \( a_2/a_1 \) | \(-0.075\) | \(-0.05\) | \(-0.025\) | \(0\) | \(0.025\) |
|---|---|---|---|---|---|
| 0.025 | -3.95E-10 | -4.66E-10 | -5.44E-10 | 1.06E-09 | 4.637E-10 |
| 0.05 | -5.48E-10 | -6.63E-10 | -7.95E-10 | 7.44E-10 | 7.73E-10 |
| 0.075 | -6.54E-10 | -8.08E-10 | -9.90E-10 | 6.06E-11 | 6.33E-11 |
| 0.1 | 1.84E-10 | 1.84E-10 | 1.84E-10 | 1.84E-10 | 1.84E-10 |
| 0.175 | -6.65E-10 | -8.32E-10 | -1.03E-09 | 3.21E-11 | 6.42E-11 |

Errors of the benchmark values in the continuous time model: better than \( E^{-13}, \) with a couple of exceptions.

A: Errors of approximation of the continuous time model by the discrete time model, \( \Delta = 1/252. \)

B: Relative errors of approximation of the continuous time model by the discrete time model, \( \Delta = 1/252. \)