Aligning Source Visual and Target Language Domains for Unpaired Video Captioning
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Abstract—Training supervised video captioning model requires coupled video-caption pairs. However, for many targeted languages, sufficient paired data are not available. To this end, we introduce the unpaired video captioning task aiming to train models without coupled video-caption pairs in target language. To solve the task, a natural choice is to employ a two-step pipeline system: first utilizing video-to-pivot captioning model to generate captions in pivot language and then utilizing pivot-to-target translation model to translate the pivot captions to the target language. However, in such a pipeline system, 1) visual information cannot reach the translation model, generating visual irrelevant target captions; 2) the errors in the generated pivot captions will be propagated to the translation model, resulting in dissimilar target captions. To address these problems, we propose the Unpaired Video Captioning with Visual Injection system (UVC-VI). UVC-VI first introduces the Visual Injection Module (VIM), which aligns source visual and target language domains to inject the source visual information into the target language domain. Meanwhile, VIM directly connects the encoder of the video-to-pivot model and the decoder of the pivot-to-target model, allowing end-to-end inference by completely skipping the generation of pivot captions. To enhance the cross-modality injection of the VIM, UVC-VI further introduces a pluggable video encoder, i.e., Multimodal Collaborative Encoder (MCE). The experiments show that UVC-VI outperforms pipeline systems and exceeds several supervised systems. Furthermore, equipping existing supervised systems with our MCE can achieve 4% and 7% relative margins on the CIDER scores to current state-of-the-art models on the benchmark MSVD and MSR-VTT datasets, respectively.

Index Terms—Video captioning, unpaired video captioning, pipeline system, pseudo supervised training, adversarial training

1 INTRODUCTION

VIDEO captioning targets to understand the visual content of given videos and generate corresponding descriptive sentences. Video captioning has a wide range of applications, such as video retrieval [1], human-robot interaction [2] and visually impaired people aiding [3]. Due to its broad usage scenarios, video captioning has received extensive research interests. Among existing approaches, the encoder-decoder based systems [4], [5], [6], [7] have achieved great success in advancing the state-of-the-art.

Currently, training a supervised video captioning model requires large volume of video and caption pairs. However,
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for many targeted languages (i.e., Non-English), sufficient video-caption pairs are not available. For example, to generate video captions in Chinese, it’s a necessity to collect video-Chinese caption pairs which is both costly and time-consuming. To this end, we introduce the problem of unpaired video captioning in which the video-caption pairs in target language are not available, which has practical value for non-English languages.

As shown in the left sub-figure of Fig. 1, to build video captioning model without paired data, which has not been well studied yet, an intuitive approach is to build a pivot language based, two-step pipeline system. In implementation, given an input video, the pipeline system first generates the captions in pivot language by a video-to-pivot video captioning model; then translates the pivot captions to the target language by a pivot-to-target translation model. In this way, the pipeline system can leverage existing resources, e.g., video-pivot paired dataset (denoted as $D_1$), pivot-target paired dataset (denoted as $D_2$), as well as pre-trained video captioning and translation models. Take video Chinese captioning for example, the pipeline system uses English as a pivot language, and trains a video-to-pivot captioning model on video-English pairs [8] and a pivot-to-target translation model on English-Chinese pairs (e.g., WMT En-Zh (http://statmt.org/wmt17/)). Sending the video through the captioning model and subsequently the translation model, a video caption in Chinese can be generated.

The pipeline systems have achieved great success in many tasks, such as machine listening comprehension [9], spoken question answering [10], [11] and unpaired machine translation [12]. However, when applying to video captioning, the training of the captioning model and the translation
model are rather separated compared to the conventional end-to-end systems. As shown in Fig. 1, on one hand, visual information in the video-to-pivot captioning model is unable to reach the pivot-to-target translation model, resulting in the lack of visual details in generated target captions, bringing in visual irrelevancy errors; On the other hand, the errors in the pivot captions generated by the video-to-pivot captioning model cannot be corrected by the pivot-to-target translation model [13], [14], resulting in disfluent target captions. Moreover, the optimization over the pivot-to-target translation model can not be back-propagated to the video-to-pivot captioning model.

To address above problems of the pipeline system, we propose the Unpaired Video Captioning with Visual Injection system (UVC-VI) which includes two major components: Visual Injection Module (VIM) and Multimodal Collaborative Encoder (MCE). As shown in the right sub-figure of Fig. 1, UVC-VI uses VIM and MCE to directly bridge the encoder of the captioning model and the decoder of the translation model. As a result, 1) the source visual information can be injected into the target language domain, which addresses the visual irrelevancy problems; 2) UVC-VI no longer generates captions in pivot language, which addresses the disfluency problems by allowing end-to-end inference. Therefore, our UVC-VI can solve the problems in the pipeline systems, and generate more detailed, accurate and fluent captions in target language.

For clarity, we first introduce the VIM, followed by the MCE. The input of VIM is the visual embedding, which is the output of video encoder and has rich source visual information. Next, VIM uses the proposed pseudo supervised training and adversarial training to project the visual embedding to textual embedding, which injects the source visual information into the target language domain. The textual embedding, i.e., projected visual embedding, is directly fed into the decoder part of the translation model to generate captions in target language. We further propose the MCE to enhance the cross-modality projection of the VIM. In detail, MCE first accepts original visual embedding from the video encoder and incorporates textual concepts\(^1\) [15] into them. The transformed textual-enriched visual embedding helps to shorten the modality gap between source visual and target language domains for VIM, and in turn enhance the cross-modality projection of the VIM.

In the absence of video-caption pairs in the target language domain (denoted as \(D_2\)), we train our approach using existing resources, i.e., video-pivot paired dataset \(D_1\) and pivot-pivot target dataset \(D_2\).\(^2\) To learn the parameters of VIM and MCE, we introduce two training approaches: pseudo supervised training and adversarial training. Take video Chinese captioning for example, given video-English pairs \(D_1\) and English-Chinese pairs \(D_2\), 1) for the pseudo supervised training, we feed video and English caption pairs from \(D_1\) into the encoder of the video-to-English captioning model and the decoder of English-Chinese translation model, to generate visual embedding \(V\) and textual embedding \(T_1\). The \(V-T_1\) pairs are used as pseudo paired data to train the VIM; 2) for the adversarial training, we further use \(D_2\) by feeding the English sentence from \(D_2\) into the encoder of English-to-Chinese translation model to generate textual embedding \(T_2\). Since there are no pairs of \(V\) and \(T_2\), we adopt the adversarial training [16], [17] to exploit \(V\) and \(T_2\) to further train our VIM. In this manner, once the VIM are trained, we can project (i.e., inject) the source visual information to the target language domain directly. Besides, as shown in the right sub-figure of Fig. 1, the encoder of the video-to-English captioning model and the decoder of the English-Chinese translation model can be concatenated by VIM to form an end-to-end video Chinese captioning model. The decoder of the captioning model and the encoder of the translation model are simply dropped away, so the

\(^1\) Motivation: Textual concepts contain a set of words describing object (e.g., cat), attribute (e.g., small) and relationship (e.g., standing) of videos [15]. Therefore, textual concepts provide a more semantic representation of visual information and thus help shorten the gap between visual and the language domains.

\(^2\) The two paired datasets, i.e., \(D_1\) and \(D_2\), can have no overlap.
pivot video captions in English are no longer generated. In this way, our UVC-VI is capable of generating desirable and fluent captions without the training on the pairs of video and target language. The experiments and analyses on two benchmark datasets, i.e., MSVD [18] and MSR-VTT [8], prove our arguments and verify the effectiveness of our proposed approach. Moreover, we extend our UVC-VI to image captioning task, obtaining positive experimental results.

Overall, our main contributions are as follows:

- In this work, we introduce the problem of unpaired video captioning where the video-caption pairs in target language are not available, while all existing studies need sufficient video-caption pairs in target language.
- We make the first attempt to conduct unpaired video captioning. In particular, we propose the Unpaired Video Captioning with Visual Injection system (UVC-VI), which consists of the Visual Injection Module (VIM) and the Multimodal Collaborative Encoder (MCE), to address the visual irrelevancy and disfluency problems in the pipeline systems.
- The experiments show that the UVC-VI outperforms both pipeline systems and several supervised systems over all metrics. In addition to automatic metrics, we also conduct human evaluations on three different target languages, i.e., Chinese, French and German, to verify our arguments and prove the advantage of our proposed UVC-VI from the perspective of user experience.
- It is worth noting that the MCE can be easily integrated into conventional supervised video captioning systems as an individual video encoder module. Equipping MCE helps these systems to achieve new state-of-the-art results on MSVD and MSR-VTT benchmark datasets.

2 RELATED WORK

2.1 Conventional Supervised Video Captioning

In recent years, there is a surge of research interests in video captioning. There are a large number of encoder-decoder based neural models proposed for video captioning [4], [6], [7], [19], [20], [21], [22], [23]. State-of-the-art approaches [7], [20], [21], [24] introduce a video encoder to encode the video and a language decoder, e.g., LSTM [25] and Transformer [6], [26], [27], to generate coherent captions with the attention mechanism [28], [29]. However, all of existing video captioning models are trained on large-scale video-caption pairs, while collecting paired video-caption data for training is expensive and time-consuming. In contrast to the existing models, we utilize the pipeline system to relax the reliance on the paired dataset for video captioning.

2.2 Pipeline Systems

Currently, pipeline systems have been proved to be effective in various applications: 1) Machine Listening Comprehension [9] and Spoken Question Answering [10], [30], [31] which include an automatic speech recognition (ASR) model [32] followed by either a machine comprehension model [33] or an information retrieval model [10]; 2) Medical Image Classification [34] which includes a image segmentation model [35], [36] followed by a classification model; 3) Unpaired Machine Translation [12], [37], [38] which stacks a source-to-pivot translation model followed by a pivot-to-target translation model. Specifically, in image captioning, [39] first adopts a multi-label classification framework to predict the visual attributes, and then employs an RNN model to generate captions. Although these pipeline systems achieve success in multiple tasks, stacking multiple models can cause error accumulation problems. For example, in machine listening comprehension, [40] found that ASR errors severely impair the machine comprehension system. Similarly, we find that the pipeline systems for unpaired video captioning will bring the visual irrelevancy and disfluency errors.

2.3 Unpaired Image Captioning

Although the unpaired video captioning has not been well studied yet, the unpaired image captioning has been explored recently [41], [42], [43], [44], [45], [46], [47]. Specifically, unpaired image captioning, which is also known as unpaired image-to-sentence translation, is essentially similar to the problem of unpaired sentence-to-sentence translation [12], [37] and unpaired image-to-image translation [17]. Typically, the source sentence/image and the target sentence/image are mapped into a common latent space, in which sentences/images with the same semantic/visual meaning are well aligned so that unpaired translation can be performed. Nevertheless, due to the great disparities between the vision and the language domains, unpaired image captioning is considerably more challenging.

To train unpaired image captioning models, existing approaches can be classified into two categories: unsupervised approaches and pipeline approaches. For the unsupervised approaches, [44], [47] and [45], [46] take the scene graph and textual concepts to align the vision and the language domains, respectively, in an adversarial way. Although these works are totally unsupervised, the existing resources like large-scale paired datasets and pre-trained models are not fully utilized. For the pipeline approaches, [43] first adopts a pivot-based model to generate captions in a pivot language (Chinese) and then translate them into the target language (English). In particular, they improve pipeline approaches by adapting 1) the encoder of the translation model to the decoder of the captioning model; 2) the decoder of the translation model to the decoder of a pre-trained auto-encoder. Since only text embedding parameters are optimized and more processing steps are appended, the drawbacks of pipeline approaches, i.e., visual irrelevancy and disfluency errors, are not fully addressed. Besides, [41] and [42] also introduce the translation model in unpaired image captioning, but they did not follow the pipeline approach. Instead they translate the captions in pivot language to the target language, and use the translated captions to train the image to target language captioning model. Since the translation model is fixed in advance, the translation error could constantly affect the captioning performance.

Although unpaired image captioning has been explored, the unpaired video captioning is relatively more challenging, because videos involve scenes that are volatile and likely to change. Besides, there are three source modalities (i.e., image, motion and audio) and the temporal dynamics
information should be captured to understand the video efficiently, while image captioning only use image as input. In our work, we focus on making full use of existing resources, e.g., video-pivot and pivot-target paired datasets and pre-trained models, to perform the unpaired video captioning.

3 Approach

We first formulate the conventional supervised video captioning problems; Then, we describe the pipeline system and the proposed UVC-VI for unpaired video captioning.

3.1 Problem Formulation of Video Captioning

Given a video $X$, the goal is to generate a descriptive target sentence $Y = \{y_1, y_2, \ldots, y_T\}$. The state-of-the-art systems [4], [20], [21], [24] normally include a video encoder and a target sentence decoder, which can be formulated as

$$\text{VideoEncoder} : X \rightarrow V; \quad \text{TargetDecoder} : V \rightarrow Y.$$ (1)

The video encoder aims to extract the visual embedding $V$ of input video. We use the set $V = \{V_T; V_1; V_2; V_3\}$ to denote the visual embedding of video. $V_1 \in \mathbb{R}^{N \times d_v}$ denotes the image features extracted by CNNs [48]; $V_M \in \mathbb{R}^{N \times d_m}$ and $V_A \in \mathbb{R}^{N \times d_a}$ denote the motion and audio features in video which can be extracted by 3D CNN [49] and Bag-of-Audio-Words [50], respectively. In this paper, we further follow [15] to extract a set of textual concepts $V_T \in \mathbb{R}^{N \times d_t}$ from the input video, which describes the object (e.g., table), attribute (e.g., wooden) and relationship (e.g., sitting) of the video. The embedding vectors of these textual concepts are then taken as the $V_T$. More details of how to generate $V_T$ can be found in [15]. In implementation, all extracted features are projected to the same dimension of $d_v$, constituting the visual embedding $V = \{V_T; V_1; V_M; V_A\} \in \mathbb{R}^{N \times d_v}$.

The language decoder, e.g., LSTM [25] and Transformer [26], is used to predict the descriptive target sentence $Y$ from $V$. Given the ground truth sentence for the source video, we can simply train an encoder-decoder system by minimizing supervised training loss, e.g., cross-entropy loss.

Here, we introduce three datasets: 1) the video-pivot paired dataset $D_1$; 2) the pivot-target paired dataset $D_2$; 3) the video-target paired dataset $D_3$. For example, in the context of generating Chinese captions for input videos, $D_1$ refers to pairs of videos and their corresponding captions in English; $D_2$ refers to pairs of English sentences and their translations in Chinese; $D_3$ refers to pairs of videos and their corresponding captions in Chinese.\(^3\) To train the video Chinese captioning model in Eq. (1), all existing methods need the dataset in the form of $D_3$. Although many datasets of video-English caption pairs $(D_1)$ have been released [8], [18], [51], [52], in terms of non-English languages, only a very few datasets ($D_3$) [53] are available. As a result, insufficient paired data poses a great challenge for building video captioning models for non-English languages.

3.2 Pipeline System for Unpaired Video Captioning

A simple yet effective solution is to build a pipeline system, assembling a video-to-pivot captioning model and a pivot-to-target translation model together. The trainings are conducted independently on different datasets, i.e., a video-pivot paired dataset $D_1$ for training the video-to-pivot video captioning model, as well as a pivot-target paired dataset $D_2$ for training the pivot-to-target machine translation model. As a result, there is no need for a video-target paired dataset $D_3$. As shown in the left sub-figure of Fig. 1, the pipeline system can be formulated as

$$\text{VideoEncoder} : X \rightarrow V; \quad \text{PivotDecoder} : V \rightarrow P; \quad \text{PivotEncoder} : P \rightarrow T; \quad \text{TargetDecoder} : T \rightarrow Y,$$ (2)

where $P$ denotes the pivot sentence generated by the video-to-pivot captioning model and $T$ denotes the textual embedding in the target language. As we can see, the visual embedding $V$, which contains the rich visual information, are separated from the translating process by the intermediate pivot caption, leading to possible visual irrelevancy errors. Moreover, compared with Eq. (1), two more steps are added to Eq. (2), which increases the chances of error generation and amplification, especially the generation process [13], [14], leading to possible disfluency errors.

3.3 Unpaired Video Captioning With Visual Injection

To address the issues in the pipeline systems, we propose the UVC-VI system, which introduces the Multimodal Collaborative Encoder (MCE) and Visual Injection Module (VIM) to connect the encoder of the video-to-pivot captioning model and the decoder of the pivot-to-target translation model. As shown in the Fig. 1, our proposed UVC-VI can be formulated as

$$\text{VideoEncoder} + \text{MCE} : X \rightarrow V; \quad \text{VIM} : V \rightarrow T; \quad \text{TargetDecoder} : T \rightarrow Y.$$ (3)

Compared to Eq. (2), in Eq. (3), we make three updates: 1) injecting the source visual information into the target language; 2) replacing two steps, i.e., Pivot Decoder and Pivot Encoder, in Eq. (2) with the proposed MCE and VIM; 3) skip the generation of pivot captions $P$. Specifically, to efficiently inject the source visual information into the target language, i.e., conduct the cross-modality projection, VIM should devote on aligning source visual and target language domains without the training on the pairs of video and target caption. Then, the MCE is proposed to enhance the cross-modality projection of the VIM. As a result, 1) the source visual information can be injected into the target language domain, which addresses the visual irrelevancy errors; 2) UVC-VI no longer generates captions in pivot language, allowing end-to-end inference, which addresses the disfluency errors.

For clarity, we first introduce the VIM in Section 3.3.1, then introduce the MCE in Section 3.3.2. As shown in Eq. (3), VIM first receives visual embedding $V$, and then projects the visual embedding $V$ to textual embedding $T$, i.e., inject the source visual information into the target language domain. Therefore, the input of VIM is $V$, the output of VIM is $T$. Due to the lack of video-target paired dataset $D_3$, i.e., $X$-$Y$ pairs, we can not train our approach by minimizing supervised training loss as like in existing works. Instead, we propose the pseudo supervised training and

\(^3\) The English captions in $D_1$ and the English sentences in $D_2$ are separate sets and can have no overlap.
adversarial training to train the cross-modality projection of VIM. In implementations, as shown in Table 1, we make full use of the video-pivot paired dataset $D_1$ and the pivot-target paired dataset $D_2$. First, we feed the video and caption pairs from $D_1$ into the encoder of the video-to-pivot captioning model and the encoder of pivot-to-target translation model, respectively, to acquire visual embedding $V$ and textual embedding $T$. The $V$-$T_1$ pairs can be used as pseudo paired data in pseudo supervised training to train the VIM. Second, we further feed the pivot sentence from $D_2$ into the encoder of pivot-to-target translation model to acquire the textual embedding $T_2$. Since the two datasets, i.e., $D_1$ and $D_2$, can have no overlap, there are no pairs of $V$ and $T_2$. To exploit the $V$ and $T_2$ to improve the performance, we introduce the adversarial training [16] to further train the proposed VIM.

### 3.3.1 Visual Injection Module (VIM)

As expected, the VIM aims to inject the visual information into the target language domain by aligning the source visual and target language domains. In other words, the VIM devotes on projecting the visual embedding $V$ of video domain to the textual embedding $T$ of target language domain without the need for video-target pairs. To achieve this, we empirically find that a multilayer perceptron (MLP) [54] can efficiently conduct the projection, therefore, we directly apply the MLP to implement the VIM

$$T \approx \text{VIM}(V) = \max(0, W_f V + b_f) W'_f + b'_f,$$

where $W_f \in \mathbb{R}^{d_f \times 2d_h}$ and $W'_f \in \mathbb{R}^{2d_h \times d_h}$ are linear transformation matrices; $b_f$ and $b'_f$ are the bias terms.

**Parameter Optimization.** As mentioned above, in order to estimate the parameters of VIM, we propose two training methods, pseudo supervised training and adversarial training. The pseudo supervised training method relies on the video-pivot pairs from $D_1$ for training and the adversarial training method further relies on the pivot-target pairs from $D_2$ for training. It is worth noting that neither method requires the pairs of video and caption in target language.

- **Pseudo Supervised Training.** In order to effectively make use of $D_1$, we propose the pseudo supervised training. In implementation, we can generate a large number of the pairs between $V$ and $T_1$ by running the encoder part of video-to-pivot captioning model and the encoder part of pivot-to-target translation model on the video-pivot pairs from $D_1$. In detail, we first extract the visual embedding $V$ by inputting the video from $D_1$ into the encoder of the captioning model; Then we extract the textual embedding $T_1$ by inputting the pivot sentence from $D_1$ into the encoder of the translation model. In this way, we can acquire the coupled $V$-$T_1$ pairs. Since UVC-VI aims to project the visual embedding $V$ to the textual embedding $T_1$, we use the L1 norm between $\text{VIM}(V)$ and $T_1$ as the training loss

$$L_{\text{psu}}(V, T_1) = \mathbb{E}_{(V, T_1) \sim D_1} \|\| \text{VIM}(V) - T_1 \|_1 \|.$$

- **Adversarial Training.** In order to effectively make use of the pivot-target paired dataset $D_2$, we further extract the textual embedding $T_2$ by inputting the pivot sentence from $D_2$ into the encoder of the translation model. Based on the visual embedding $V$ from $D_1$ and the textual embedding $T_2$ from $D_2$, since the two datasets, i.e., $D_1$ and $D_2$, can have no overlap, there are no pairs of $V$ and $T_2$, so we introduce the adversarial training [16], [17] to train our approach. In implementation, we introduce a discriminator $D$ to distinguish between the VIM($V$) and the $T_2$. Then we adopt the adversarial loss in Eq. (6)

$$L_{\text{adv}}(V, T_2) = \mathbb{E}_{V \sim D_1} \left( \log (1 - D(\text{VIM}(V))) \right) + \mathbb{E}_{T_2 \sim D_2} \left( \log D(T_2) \right).$$

With the adversarial loss, the VIM devotes on projecting the visual embedding $V$ of video domain to target language domain VIM($V$), while $D$ devotes on distinguishing between projected visual embedding VIM($V$) and textual embedding $T_2$. In other words, through the adversarial training, we could align the latent space of video domain and target language domain without the requirement for video-target pairs.

Inspired by [17], we further introduce a cycle strategy to enhance such alignment. For the cycle strategy, a Textual Injection Module (TIM), which shares the same structure as VIM and is defined as

$$V \approx \text{TIM}(T) = \max(0, T W'_f + b'_f) W'_f + b'_f,$$

and a new discriminator $D'$ are introduced, where the former devotes on injecting textual embedding $T_2$ to the visual domain and the latter devotes on discriminating between TIM($T_2$) and the $V$. Similarly as Eq. (6), there is an adversarial loss $L'_{\text{adv}}(T_2, V)$ to train the TIM and $D'$

$$L'_{\text{adv}}(T_2, V) = \mathbb{E}_{T_2 \sim D_2} \left[ \log (1 - D'(\text{TIM}(T_2))) \right] + \mathbb{E}_{V \sim D_1} \left[ \log D'(V) \right].$$

The cycle consistency loss is further introduced to regularize the adversarial training [17]

$$L_{\text{cyc}}(V, T_2) = \mathbb{E}_{V \sim D_1} \left[ \|\| \text{TIM}(\text{VIM}(V)) - V \|_1 \| \right] + \mathbb{E}_{T_2 \sim D_2} \left[ \|\| \text{VIM}( \text{TIM}(T_2)) - T_2 \|_1 \| \right].$$

With above equations, the proposed UVC-VI is able to maintain the backward cycle consistency, i.e., $V \rightarrow \text{VIM}(V) \rightarrow \text{TIM}(\text{VIM}(V)) \approx V$.

Overall, combining the pseudo supervised training loss and adversarial training loss, the full training objective is defined as
\[
L_{\text{adv}}(V, T_1, T_2) = L_{\text{speech}}(V, T_1) + \alpha L_{\text{adv}}(V, T_2) + \beta L_{\text{con}}(T_2, V), \tag{10}
\]

where \(\alpha = 0.1\) and \(\beta = 10\) are the hyper-parameters that control the regularization.

Through the introduced Eq. (10), we are able to estimate the parameters of the VIM. As a result, the VIM can align the source visual and target language domains, resulting in efficiently projecting the visual embedding of source video domain to the textual embedding of target language domain without the requirement for video-target pairs.

3.3.2 Multimodal Collaborative Encoder (MCE)

In this section, we further introduce the Multimodal Collaborative Encoder (MCE) to enhance the cross-modality projection of the Visual Injection Module (VIM). Since the visual embedding will be projected to the language domain and will be used for textual caption generation, based on the attention mechanism [26], we propose the MCE to transform the original visual embedding into the textual-enriched visual embedding.

In implementation, as stated in Section 3.1, the \(V_T\) denotes the set of textual concepts extracted from the video. According to the attention theorem, if we take textual features \(V_T\) as the query, and take the image/motion/audio features as the key and value, the image/motion/audio features will be associated with the textual features. Thus, through combining the textual features with the associated image/motion/audio features, we can acquire the textual-enriched image/motion/audio embedding, i.e., textual-enriched visual embedding. At last, we further introduce a gate mechanism [57] to calibrate the contributions of each type of features. The MCE is defined as

\[
V' = \text{MCE}(V) = \sum_{i \in \{1, \ldots, N\}} \gamma_i \odot \text{Attention}(V_T, V_i),
\]

where \(V'\) denotes the text-enriched visual embedding and the \(\gamma_i\) and \(\text{Attention}(\cdot, \cdot)\) are defined as follows:

\[
\gamma_i = \sigma([V_T; \text{Attention}(V_T, V_i)]W_i),
\]

\[
\text{Attention}(x, y) = \text{softmax} \left( xW_q(yW_k)^\top \right) yW_v. \tag{12}
\]

In above equations, \(\odot\) stands for the element-wise multiplication; \(\sigma\) represents the sigmoid activation; and \([\cdot; \cdot]\) denotes the concatenation operation. \(W_i \in \mathbb{R}^{2d_h \times d_h}, W_q \in \mathbb{R}^{d_h \times d_h}, W_k \in \mathbb{R}^{d_v \times d_h}\) and \(W_v \in \mathbb{R}^{d_v \times d_h}\) are learnable parameters. The proposed MCE is then followed by dropout [58], shortcut connection [59] and layer normalization [60].

The obtained textual-enriched visual embedding \(V'\) can shorten the modality gap between visual and textual modalities for VIM. In our UVC-VI, during the training of VIM, i.e., Eq. (10), we directly replace the \(V\) with \(V'\). Meanwhile, the MCE can be integrated into other existing supervised video captioning models to improve their performance (see Section 5.2 and Table 6).

4 EXPERIMENTS

In this section, we first describe the implementation details, which consist of model settings and training details. Then we present the evaluation of our proposed approach on the benchmark datasets.

4.1 Implementation Details

4.1.1 Model Settings

For the visual embedding \(V = [V_T; V_1; V_M; V_A] \in \mathbb{R}^{4N \times d_h}\), which includes the textual features \(V_T\), image features \(V_1\), motion features \(V_M\) and audio features \(V_A\), given a video, \(N = 8\) key frames are uniformly sampled to extract image features \(V_1\). Considering both the past and the future contexts, we take each key frame as the center to generate corresponding motion features \(V_M\) and audio features \(V_A\). For the image features \(V_1\), which are good at illustrating the shapes, the colors and the relationships of the items in the image, we adopt the Inception-ResNet-V2 [48] pre-trained on the ImageNet [68] to extract the 1536-D CNN-based image features \(V_1 \in \mathbb{R}^{8 \times 1536}\). The motion features \(V_M \in \mathbb{R}^{8 \times 4096}\) are important for capturing the actions and temporal interactions, and are usually given by the output of fc6 layer in the C3D network [49] pre-trained on Sports-1M dataset [69], where the dimension of extracted features is 4096. For the audio features, which are helpful for distinguishing events, the Bag-of-Audio-Words (BoAW) [50], Fisher Vector [70] and VGGish [71] are introduced to extract the 256-D, 260-D and 128-D audio features, respectively. We use the concatenation of the three extracted audio features as the final audio features \(V_A \in \mathbb{R}^{8 \times 644}\) in our implementation. For the textual features \(V_T\), we extract textual concepts using the concept extractor proposed by [15]. At last, the dimension of the extracted textual, image, motion and audio features, will all be projected to \(d_h = 512\).

4.1.2 Training Details

To train the UVC-VI, we first use a video captioning paired dataset to train the video-to-pivot captioning model as well as the MCE, and then employ a machine translation dataset to train the pivot-to-target translation model; Next, we freeze the parameters of the captioning and translation models, and use the proposed pseudo supervised training and adversarial training (see Eq. (10)) to further train the VIM. At the inference phase, we employ Eq. (3) to generate the target sentence in an end-to-end inference manner. To implement the pivot-to-target machine translation model and the pivot language decoder of the captioning model, we directly employ the Transformer-BASE model [26], which achieves great success in machine translation. Accordingly, the model size \(d_h\) is set to 512. For the MCE, we adopt the multi-head attention [26], where the number of heads is set to 8. According to the performance on the validation set, we set the \(\alpha = 0.1\) and \(\beta = 10\).

For the discriminators, following [72], the embeddings will be first projected into 1-D, making the dimension to be 1. Specifically, in the Adversarial Training stage, we apply the same techniques in [17] to stabilize the adversarial training of VIM and discriminator \(D\), e.g., we train the VIM by minimizing: 

\[
\mathbb{E}_{V \sim P_{data}} \left[ \text{D}(\text{VIM}(V)) - 1 \right]^2
\]

and the \(D\) by minimizing:

\[
\mathbb{E}_{V \sim P_{data}} \left[ \text{D}(V) \right] - \mathbb{E}_{V \sim P_{dist}} \left[ \text{D}(V) \right]
\]

4.2 Evaluation Details

In this section, we present the evaluation results on the MSR-VTT and MSVD datasets. The MSR-VTT dataset consists of 39,870 training videos, 5,000 validation videos and 5,000 testing videos. The MSVD dataset consists of 1,000 training videos, 100 validation videos and 100 testing videos. In the training phase, the proposed UVC-VI is trained on the MSR-VTT and MSVD datasets.

5 RESULTS

In this section, we present the results of the proposed approach on the benchmark datasets. In Table 7, we report the performance of our proposed approach on the MSR-VTT dataset. As shown in Table 7, the proposed UVC-VI outperforms the state-of-the-art methods.

Table 7. Performance Comparison on MSR-VTT Dataset

| Method               | Precision | Recall | h-F1 Score |
|----------------------|-----------|--------|------------|
| UVC-VI (ours)        | 0.78      | 0.70   | 0.74       |
| Supervised Video     | 0.75      | 0.68   | 0.71       |
| MPSE                 | 0.72      | 0.65   | 0.69       |
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Our preliminary experiments show that using Google Translator significantly, we further implement three conventional supervised video captioning models equipped with the Google Translator, resulting in three pipeline systems: “MA-LSTM + Google Translator”, “SAAT + Google Translator” and “SGN + Google Translator”. The performance of the three implemented pipeline systems and our baseline method on the test set of MSVD and MSR-VTT datasets are shown in Table 2. As we can see, both of them are significantly lower than our proposed UVC-VI across most metrics, which demonstrates the effectiveness of our approach. The reason is that our UVC-VI can simplify the entire workflow and enable visual information to directly reach the translation model. As a result, our UVC-VI can address the visual irrelevancy and disfluency errors in the pipeline systems.

5. Our preliminary experiments show that using Google Translator could achieve better performance than the Transformer-BASE from fairseq used in our approach.

6. http://statmt.org/wmt17/
The experimental results show that our approach is able to generate fluent and desirable video captions without the training on the pairs of video and target caption, which could have the potential to promote the application of video captioning for various low-resource language applications.

4.4 Human Evaluation

4.4.1 Datasets

In this section, we further conduct the experiments on three language application scenarios, i.e., French, German and Chinese. In implementation, we take English as the pivot language and train the video-to-pivot captioning model on the MSR-VTT video English captioning dataset [8]. For different language application scenarios, we train the pivot-to-target translation model on WMT translation datasets. Specifically, we adopt the WMT14 English-French dataset for French, WMT14 English-German dataset for German,7 and WMT17 English-Chinese dataset for Chinese.8 Specifically, WMT14 English-German, WMT14 English-French and WMT17 English-Chinese consist of 4.5M, 36M and 24M sentence pairs, respectively.

4.4.2 Metrics

Due to the lack of video-caption pairs in the target language domain, to prove our arguments and evaluate the effectiveness of our approach in mitigating the visual irrelevancy and disfluency problems on the target language, we randomly selected 200 videos from the MSR-VTT dataset, and recruit 10 annotators with sufficient language skills (5 proficient in French, 4 in German and 1 in Chinese), to conduct the human evaluation. Each annotator is required to evaluate the perceptual quality, including the visual relevance and fluency, of the generated captions in the target language and compare the performance of UVC-VI with the baselines. They have no idea which model the captions are produced by. The results are calculated by the picking percentages (%).

4.4.3 Results

To obtain the results of human evaluation, we select the “Base Model” and the “SGN [7] + Google Translator [67]”. The results in Table 3 show that the captions generated by our UVC-VI are more favored by annotators than the two selected baseline approaches on all metrics across all language application scenarios. It verifies our arguments and proves the effectiveness of our approach in mitigating the visual irrelevancy and disfluency problems in pipeline systems. In particular, our approach achieves better improvements in terms of the visual relevance than the fluency, which indicates that the visual relevance problem is the more critical in the pipeline systems. The reason is that, in the pipeline systems, the visual information cannot reach the translation model at all, which further proves the effectiveness of our approach.

From the results of automatic and human evaluations, we can see that our UVC-VI can well-perform the unpaired video captioning, regardless of the downstream language application scenarios. Especially, our approach can outperform several supervised video captioning models. As a result, since our model dose not rely on any video-target

### TABLE 2

| Types          | Methods       | Features | Dataset: MSVD [18] | Dataset: MSR-VTT [8] |
|----------------|---------------|----------|--------------------|----------------------|
| Supervised     | MA-LSTM [19]  | I+M+A    | 39.7               | 25.5                 |
| Systems (Sect. 3.1) | Two-stream [70] | I+M    | 36.5               | 26.5                 |
|                | PickNet [18]  | I+M    | 39.7               | 27.0                 |
|                | RedNet [72]   | I+M    | 39.4               | 27.3                 |
|                | POS-CG [73]   | I+M    | 39.9               | 27.5                 |
|                | STAT [74]     | I+M    | 40.1               | 28.3                 |
|                | GRU-EVE [22]  | I+M    | 40.5               | 28.2                 |
|                | SAAT [5]      | I+M    | 40.8               | 28.3                 |
|                | SGN [7]       | I+M    | 40.8               | 28.3                 |
|                | MGS [25]      | I+M    | 40.8               | 28.3                 |
| Pipeline       | MA-LSTM [19]  | I+M    | 31.5               | 23.9                 |
| Systems (Sect. 3.2) | SGN + Google Translator [67] | I+M    | 35.2               | 25.8                 |
|                | SGN + Google Translator [75]^1 | I+M    | 35.2               | 25.8                 |
|                | Base Model    | I+M    | 40.5               | 28.2                 |
| Proposed       | UVC-VI        | I+M    | 40.5               | 28.2                 |
| (Sect. 3.3)    | UVC-VI        | I+M+A   | 40.5               | 28.2                 |

The I, M and A denote image, motion and audio features, respectively. Higher value denotes better performance in all columns. The Underlined numbers denote the best results of unpaired methods, where coupled video and target captions are not available; The Bold numbers denote the best results across all approaches, both supervised and unpaired.

7 http://statmt.org/wmt14/
8 http://statmt.org/wmt17/
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paired data, our work could improve the practicability of video captioning in real-world applications, such as video retrieval [1] and visually impaired people aiding [3], especially for non-English languages applications.

5 Analysis

In this section, to better understand our methods, we conduct the analysis to investigate the contribution of each component in our proposed model, i.e., Visual Injection Module (VIM) and Multimodal Collaborative Encoder (MCE).

5.1 Effect of Visual Injection Module (VIM)

In this section, we analyze the effect of VIM, including the proposed pseudo supervised training and adversarial training. From Table 4, we can see that the $L_{adv}$ provides a solid basis for VIM to inject the visual information into language domain. Since adversarial training can further make use of the pivot-target paired dataset, the introduction of $L_{adv}$ further improves the performance. By introducing the cycle strategy (i.e., $L_{adv}^{cyc}$), the performance improves as well. The reason may be that the cycle strategy enforces $L_{adv}$ and $L_{adv}^{cyc}$ to collaborate with each other [17].

To better understand our approach, we further report the breakdown of SPICE F-scores [82] in Table 5. As we can see, comparing “w/ VIM” and “Base Model” in SPICE F-score, the former significantly achieves better Attributes and Color scores, this is due to the enriched visual details contained in the visual embedding, which are injected into target language domain by our VIM.

To further verify the VIM indeed aligns the source visual and target language domains, following [44] and [46], we adopt the t-SNE [81] to visualize the features in Fig. 2, which shows that the VIM actually injects the visual information into the latent space of target language domain, resulting in a blended distribution.

5.2 Effect of Multimodal Collaborative Encoder (MCE)

Table 4 shows that the MCE can further promote the performance, which verify our arguments and prove the MCE can smooth the cross-modality projection of VIM. To better understand our MCE, we also report the breakdown of SPICE F-scores [82] in Table 5. It shows that the MCE can significantly improve the Object score. It proves that textual-enriched visual embedding produced by MCE can efficiently

### TABLE 3
Performance of Human Evaluation for Comparing “UVC-VI” With “Base Model” and “SGN [7] + Google Translator [67]”, Under Three Language Application Scenarios, i.e., French, German and Chinese, Where the Video-Caption Pairs in Target Language are Not Available

| Languages | “Base Model” | “UVC-VI” | “SGN [7] + Google Translator [67]” | Tie (%) | “UVC-VI” |
|-----------|-------------|-----------|-----------------------------------|---------|-----------|
|           | wins (%)    | wins (%)  | wins (%)                          | wins (%)| wins (%)  |
| French    | 26.0        | 28.5      | 29.5                              | 36.5    | 34.0      |
| German    | 31.0        | 37.0      | 32.5                              | 33.0    | 34.5      |
| Chinese   | 28.0        | 36.5      | 32.0                              | 29.5    | 38.5      |
| German    | 15.5        | 59.0      | 17.5                              | 37.5    | 45.0      |
| Chinese   | 24.5        | 49.0      | 26.5                              | 27.0    | 46.5      |
| Chinese   | 19.5        | 41.5      | 20.5                              | 26.5    | 53.0      |

### TABLE 4
Quantitative Analysis of Our Approach Which is Performed on the Test Set of MSR-VTT Video Captioning Dataset [8] Under the Unpaired Setting

| Methods | $L_{pseudo}$ | $L_{adv}$ | $L_{adv}^{cyc}$ | BLEU-4 | METEOR | CIDEr |
|---------|--------------|-----------|-----------------|--------|--------|-------|
| Base Model | 34.7     | 25.1     | 36.3             |        |        |       |
| w/ VIM   | 36.8       | 26.6     | 40.7             |        |        |       |
| w/ VIM   | 38.2       | 27.2     | 42.0             |        |        |       |
| w/ VIM   | 38.5       | 27.4     | 42.3             |        |        |       |
| w/ VIM + MCE (UVC-VI) | ✓ ✓ ✓ ✓ | ✓ ✓ ✓ ✓ | ✓ ✓ ✓ ✓ | ✓ ✓ ✓ ✓ | ✓ ✓ ✓ ✓ |

The Bold numbers denote the best results across all methods.
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Fig. 2. Visualization of the (a) the raw visual embedding $\mathbf{v}$ and (b) projected visual embedding $\mathbf{V}(\mathbf{v})$ in 2D space by t-SNE [81] (see Eq. (4)). For comparison, we show the textual embedding $\mathbf{t}$ in the target language domain. We plot the scatter diagrams for 1,000 samples. As we can see, our VIM can align the latent space of $\mathbf{v}$ and $\mathbf{t}$ effectively, i.e., successfully project the visual embedding of source video domain into the target language domain.
As a pluggable video encoder, MCE can be easily integrated into existing video captioning models. Therefore, we further equip our MCE with two representative models, i.e., Attention-based LSTM model (Attention-LSTM) [83] and Transformer model [26]. We perform the analysis on the MSVD and MSR-VTT datasets under the paired setting, i.e., conventional supervised video captioning. Symbol \( z \) is defined similarly. The **Bold** numbers denote the best results across all methods. As we can see, our MCE can successfully boost the baselines, with the most improvement up to relatively 7% and 11% for MSVD and MSR-VTT in terms of CIDEr, which is specifically designed for evaluating captioning systems, respectively. More encouragingly, our Transformer w/ MCE model surpasses the previous state-of-the-art models on the MSVD and MSR-VTT, with relatively 4% and 7% margins and in terms of the CIDEr, respectively.

### 5.3 Examples

In this section, we provide some examples under different language application scenarios, i.e., English, French, German and Chinese, to show the advantages of UVC-VI from the perspective of user experience. As mentioned above, in case of English as the target language, we take Chinese as pivot language; for the other three languages, we take English as pivot language. As shown in Fig. 3, the generated captions by UVC-VI are more fluent than the pipeline system (i.e., Base Model). Moreover, the proposed UVC-VI includes more objects, such as *beach* and *jacket* in the 1st and 2nd examples, respectively, and is good at portraying the attribute, e.g., *black* in the 2nd example, and describing the details, e.g., *boys* and *girls* in the 1st example. The reason is that the introduction of our Visual

---

**Fig. 3.** The examples of video captions generated by the Base Model and UVC-VI for different languages, i.e., French, German, Chinese and English, under the unpaired setting, where the video-caption pairs in target language are not available. As we can see, without the training on the pairs of video and target caption, our approach can generate fluent and desirable video captions for different languages.

---

As a video encoder, MCE can be easily integrated into existing supervised video captioning models. Therefore, we further equip our MCE with two representative models, i.e., Attention-based LSTM model (Attention-LSTM) [83] and Transformer model [26]. We evaluate the performance of these models on the MSVD and MSR-VTT video captioning datasets, under the paired setting, i.e., conventional supervised video captioning. Table 6 shows that MCE can successfully boost the baselines, with the most significant improvement up to relatively 7% and 11% for MSVD and MSR-VTT in terms of CIDEr, respectively. Moreover, our approach surpasses the previous state-of-the-art models on the MSVD and MSR-VTT datasets, with relatively 4% and 7% margins on the CIDEr scores, respectively. The improvements demonstrate the effectiveness and generalization ability of our proposed MCE.

### Table 6

| Methods          | Dataset: MSVD [18] | Dataset: MSR-VTT [8] |
|------------------|--------------------|----------------------|
|                  | Features          | BLEU-4 | METEOR | ROUGE-L | CIDEr | Features | BLEU-4 | METEOR | ROUGE-L | CIDEr |
| Two-stream       | I+M               | 54.3   | 33.5   | -       | 72.8  | I+M      | 39.7   | 27.0   | -       | 42.1  |
| (TPAMI2020)      |                    |        |        |         |       |          |        |        |         |       |
| RecNet           | I                 | 52.3   | 34.1   | 69.8    | 80.3  | I        | 39.1   | 26.6   | 59.3    | 42.7  |
| (TPAMI2020)      |                    |        |        |         |       |          |        |        |         |       |
| STAT             | I+M               | 52.0   | 33.3   | -       | 73.8  | I+M      | 39.3   | 27.1   | -       | 43.8  |
| (TPAMI2020)      |                    |        |        |         |       |          |        |        |         |       |
| GRU-EVE          | I+M               | 47.9   | 35.0   | 71.5    | 78.1  | I+M      | 38.3   | 28.4   | 60.7    | 48.1  |
| (CVPR2019)       |                    |        |        |         |       |          |        |        |         |       |
| SibNet           | I                 | 55.7   | 35.5   | 72.6    | 88.8  | I        | 41.2   | 27.8   | 60.8    | 48.6  |
| (TPAMI2020)      |                    |        |        |         |       |          |        |        |         |       |
| SAAT             | I+M               | 46.5   | 33.5   | 69.4    | 81.0  | I+M      | 39.9   | 27.7   | 61.2    | 51.0  |
| (CVPR2018)       |                    |        |        |         |       |          |        |        |         |       |
| SGN              | I+M               | 52.8   | 35.5   | 72.9    | 94.3  | I+M      | 40.8   | 28.3   | 60.8    | 49.5  |
| (AAAI2021)       |                    |        |        |         |       |          |        |        |         |       |
| MGSA             | I+M               | 53.4   | 35.0   | -       | 86.7  | I+M+A    | 45.4   | 28.6   | -       | 50.1  |
| (AAAI2019)       |                    |        |        |         |       |          |        |        |         |       |
| Attention-LSTM   | I+M               | 51.6   | 35.4   | 71.8    | 88.5  | I+M+A    | 44.4   | 29.7   | 62.1    | 48.9  |
| (TPAMI2020)      |                    |        |        |         |       |          |        |        |         |       |
| w/ MCE           | I+M               | 52.8   | 35.7   | 72.6    | 93.4  | I+M+A    | 44.9   | 30.0   | 63.0    | 52.6  |
| Transformer      | I+M               | 49.8   | 35.1   | 72.2    | 91.2  | I+M+A    | 43.2   | 28.5   | 61.8    | 49.3  |
| [26]             |                    |        |        |         |       |          |        |        |         |       |
| w/ MCE           | I+M               | 55.1   | 36.2   | 73.3    | 97.7  | I+M+A    | 45.9   | 30.7   | 64.3    | 54.6  |

As a pluggable video encoder, MCE can be easily integrated into existing video captioning models. Therefore, we further equip our MCE with two representative models, i.e., Attention-based LSTM model (Attention-LSTM) [83] and Transformer model [26]. We perform the analysis on the MSVD and MSR-VTT datasets under the paired setting, i.e., conventional supervised video captioning. Symbol \( z \) is defined similarly. The **Bold** numbers denote the best results across all methods. As we can see, our MCE can successfully boost the baselines, with the most improvement up to relatively 7% and 11% for MSVD and MSR-VTT in terms of CIDEr, which is specifically designed for evaluating captioning systems, respectively. More encouragingly, our Transformer w/ MCE model surpasses the previous state-of-the-art models on the MSVD and MSR-VTT, with relatively 4% and 7% margins and in terms of the CIDEr, respectively.
TABLE 7
Performance of Our Proposed UVC-VI on the Test Split of MSCOCO Image Captioning Dataset [76] Under the Unpaired Setting, i.e., Unpaired Image Captioning, Where the Image-Caption Pairs in Target Language are Not Available

| Methods                      | Dataset: MSCOCO [76] | BLEU-4 | METEOR | ROUGE-L | CIDEr |
|------------------------------|----------------------|--------|--------|---------|-------|
| Setting: Unpaired Image Captioning |                      |        |        |         |       |
| Language Pivoting\(\text{ECCV2018}\) [43] | 5.4                  | 13.2   | -      | 17.7    |       |
| Adv. + Recon.\(\text{CVPR2019}\) [45] | 18.6                 | 17.9   | 43.1   | 54.9    |       |
| Shared Embeddings\(\text{ECCV2019}\) [46] | 19.3                 | 20.2   | 45.0   | 61.8    |       |
| Graph-Align\(\text{ECCV2019}\) [44] | 21.5                 | 20.9   | 47.2   | 69.5    |       |
| USGAE\(\text{TPAMI2020}\) [47] | 17.1                 | 19.1   | 43.8   | 55.1    |       |
| Base Model                   |                      | 16.7   | 17.8   | 40.8    | 51.7  |
| w/ VIM                       |                      | 20.5   | 19.9   | 45.7    | 64.1  |
| w/ VIM + MCE (UVC-VI)        |                      | 22.0   | 21.4   | 47.6    | 72.3  |

The Bold numbers denote the best results across all approaches. As we can see, our UVC-VI achieves the best performance among the existing approaches for unpaired image captioning across all metrics.

Injection Module (VIM) in UVC-VI can enable visual information to directly reach the target language decoder which lowers the chances of error occurrence and amplification.

5.4 Extension to Unpaired Image Captioning
Considering the fact that the unpaired image captioning has been explored in the literature [43], [44], [45], [46], [47] (see Section 2.3), we further extend our UVC-VI to the unpaired image captioning to verify the effectiveness of our approach. Specifically, following the existing approaches, we also perform the experiments on the MSCOCO image English captioning dataset [76].

5.4.1 Metrics and Datasets
Following common practice [44], [46], [47], we test the performance of image captioning model with evaluation framework [76], which reports the widely-used automatic evaluation metrics CIDEr [77], ROUGE-L [78], METEOR [79] and BLEU [80]. For fair comparisons, we conduct the evaluation on the popular MSCOCO image English captioning dataset [76]. Specifically, we use the publicly-available splits in [85] for evaluation. There are 5,000 images each in validation set and test set. During training, following [43], we take Chinese as the pivot language, learn the image-to-pivot captioning model on ICC image Chinese captioning dataset [86] and train the pivot-to-target translation model on the WMT17 Chinese-English dataset.

5.4.2 Settings
To extend our UVC-VI to the unpaired image captioning task, we keep the inner structure of the UVC-VI untouched and directly remove the motion and audio features which are only available in videos, i.e., we use the set \(V = [V_T; V_I]\) to denote the visual embedding of image. For fair comparisons, for the image features \(V_I\), we use the RCNN-based image features provided by [83]. The dimension of the extracted RCNN-based image features will all be projected to 512, which is equal to the dimension of our captioning model \(d_k = 512\). For the textual features \(V_T\), we extract textual concepts using the textual concept extractor proposed by [87]. The embedding vectors (512-D) of these extracted textual concepts are then taken as the \(V_T\).

5.4.3 Implementation Details
Since the image captioning only accept the image features \(V_T\) and textual concepts \(V_T\), we should modify the Multimodal Collaborative Encoder (MCE), which is original designed for video captioning, to extend to the image captioning, while the rest of model structure and implementation details are the same as the UVC-VI used for unpaired video captioning. In implementations, given the multimodal features \(V = [V_T; V_I]\), the Multimodal Collaborative Encoder (MCE) for image captioning is defined as

\[
V' = \text{MCE}(V) = \gamma \odot \text{Attention}(V_T, V_I),
\]

where \(V'\) denotes the text-enriched visual embedding and the \(\gamma \text{ and } \text{Attention}(\cdot, \cdot)\) are defined as follows:

\[
\gamma = \sigma([V_T; \text{Attention}(V_T, V_I)]W_y),
\]

\[
\text{Attention}(x, y) = \text{softmax}(x W_q(y W_k)^\top) y W_v,
\]

where \(\odot\) and \(\sigma\) denote the element-wise multiplication and the sigmoid activation, respectively; \([\cdot; \cdot]\) denotes concatenation operation. \(W_q \in \mathbb{R}^{d_k \times d_k}, W_k \in \mathbb{R}^{d_k \times d_k}, W_v \in \mathbb{R}^{d_k \times d_h}\) and \(W_y \in \mathbb{R}^{d_h \times d_h}\) are learnable parameters.

5.4.4 Results
For the existing models for unpaired image captioning [43], [47], where the image-caption pairs in target language are not available, we directly report the results from the original papers. The quantitative results are illustrated in the Table 7, showing that both the MCE and VIM can boost the baseline. Furthermore, the UVC-VI achieves the best performance among the existing methods across all metrics. It further proves the effectiveness of our approach for unpaired visual captioning task.

We further show the image captions generated by the method Base Model and the method UVC-VI in Fig. 4 to
intuitively analyze the differences of the methods. As we can see, the proposed UVC-VI includes more objects, such as "black suit" in the 2nd example, and is good at portraying the attribute and color, such as "glass table" and "blue umbrella" 1st and 2nd examples, respectively. Besides, the generated captions by UVC-VI are more fluent, because the introduction of our Visual Injection Module in UVC-VI enables visual information to directly reach the target language decoder and lowers the chances of error generation and amplification. These examples further prove our arguments and the effectiveness of our approach.

6 Conclusion

In this paper, we make the first attempt to conduct unpaired video captioning under various low-resource language application scenarios, e.g., French, German and Chinese, in which the video-caption pairs are not available. To this end, we present the Unpaired Video Captioning with Visual Injection System (UVC-VI). Different from the Pipeline System, which first utilizes video-to-pivot captioning model to generate captions in pivot language and then utilizes pivot-to-target translation model to translate the pivot captions to the target language, 1) UVC-VI can inject the source visual information into the target language domain by aligning the source visual and target language domains; 2) UVC-VI directly connects the encoder of the video-to-pivot captioning model and the decoder of the pivot-to-target translation model, the pivot caption is no longer generated, which allows end-to-end inference. The experiments on two benchmark datasets prove the effectiveness of UVC-VI, which outperforms both pipeline systems and several supervised systems. More encouragingly, the proposed MCE in UVC-VI can be incorporated into existing video captioning models to boost their performances, up to 4% and 7% relative margin in terms of CIDEr scores with current state-of-the-art models on the MSVD and MSR-VTT datasets, respectively. Moreover, we extend our approach to the unpaired image captioning. The experiments show that UVC-VI obtains positive experimental results.

It can be interesting to apply UVC-VI to improve other pipeline systems. The tasks include broad natural language generation tasks such as machine listening comprehension and spoken question answering, as well as those in computer vision such as medical image classification.
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