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ABSTRACT

Aims. It has been shown that the ultra-faint dwarf galaxy Eridanus 2 may host a stellar cluster in its centre. If this cluster is shown to exist, it can be used to set constraints on the mass and abundance of massive astrophysical compact halo objects (MACHOs) as a form of dark matter. Previous research has shown promising expectations in the mass range of 10−100 M⊙, but lacked spectroscopic measurements of the cluster. We aim to provide spectroscopic evidence regarding the nature of the putative star cluster in Eridanus 2 and to place constraints on MACHOs as a constituent of dark matter.

Methods. We present spectroscopic observations of the central square arcminute of Eridanus 2 from MUSE-Faint, a survey of ultra-faint dwarf galaxies with the Multi Unit Spectroscopic Explorer on the Very Large Telescope. We derived line-of-sight velocities for possible member stars of the putative cluster and for stars in the centre of Eridanus 2. We discuss the existence of the cluster and determine new constraints for MACHOs using the Fokker–Planck diffusion approximation.

Results. Out of 182 extracted spectra, we identify 26 member stars of Eridanus 2, seven of which are possible cluster members. We find intrinsic mean line-of-sight velocities of 79.7±13 km s⁻¹ and 76.0±9 km s⁻¹ for the cluster and the bulk of Eridanus 2, respectively, as well as intrinsic velocity dispersions of <7.6 km s⁻¹ (68% upper limit) and 10.3±3 km s⁻¹, respectively. This indicates that the cluster most likely exists as a distinct dynamical population hosted by Eridanus 2 and that it does not have a surplus of dark matter over the background distribution. Among the member stars in the bulk of Eridanus 2, we find possible carbon stars, alluding to the existence of an intermediate-age population. We derived constraints on the fraction of dark matter that can consist of MACHOs with a given mass between 1 and 10² M⊙. For dark matter consisting purely of MACHOs, the mass of the MACHOS must be less than ~7.6 M⊙ and ~44 M⊙ at a 68- and 95%-confidence level, respectively.
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1. Introduction

Ultra-faint dwarf galaxies (UFDs), defined as dwarf galaxies with an absolute V-band magnitude of M_V > −7.7 (Simon 2019), are the faintest galaxies that we can currently observe. First discovered in 2005 (Willman et al. 2005, 2011), astronomers have subsequently found about 30 confirmed and 40 candidate UFDs, primarily through the analysis of wide-field image surveys, such as the Sloan Digital Sky Survey (SDSS; York et al. 2000) and the Dark Energy Survey (DES; Abbott et al. 2005). While more luminous dwarf galaxies can be easily distinguished from globular clusters (GCs) through their location in the magnitude–half-light radius plane, photometric classification becomes ambiguous below M_V ~ −6 (see e.g. Koposov et al. 2015). Spectroscopy can break this degeneracy because, contrary to GCs, the stars in UFDs are embedded in a dark-matter halo (see e.g. Willman & Strader 2012). This is visible in measurements of velocity dispersion and indirectly noticeable through the metallicity distribution.

* Table 2 is only available at the CDS via anonymous ftp to cdsarc.u-strasbg.fr (130.79.128.5) or via http://cdsarc.u-strasbg.fr/viz-bin/cat/J/A+A/635/A107
** Based on observations made with ESO Telescopes at the La Silla Paranal Observatory under programme ID 0100.D-0807.
*** Current address: Kapteyn Astronomical Institute, University of Groningen, PO Box 800, 9700 AV Groningen, The Netherlands.

1 The exact numbers of confirmed and candidate UFDs depend on the exact definition of a UFD and on the exact criteria for confirmation.
The high dark-matter content of UFDs is in fact what makes them interesting in cosmology. The dynamical mass–to–light ratios of UFDs are the highest measured in any galaxy (see e.g. McConnachie 2012). Since this implies relatively pure dark–matter haloes with minimal baryonic content, UFDs are an ideal target for dark-matter studies. One area where UFDs can advance our knowledge of dark matter is the so-called core–cusp problem (see e.g. Bullock & Boylan-Kolchin 2017). While dark matter–only simulations predict the densities of galaxies to follow a Navarro–Frenk–White profile (Navarro et al. 1996, 1997), which has a cusp at the centre, observations of larger dwarf galaxies show the presence of a core with constant density (Brooks & Zolotov 2014; Di Cintio et al. 2014). If one believes these cores are the result of supernova feedback between baryons and dark matter, it is predicted that UFDs will not show a core, as they have not formed enough stars to have significant supernova feedback (Peñarrubia et al. 2012). The latest high-resolution hydrodynamical simulations, which can now resolve the putative UFDs, as well as simulations of cuspy UFD density profiles therefore support this theory of baryonic feedback and indicate that there is no need to revise our theories on dark matter in this respect. On the other hand, cored UFDs would indicate either a lack of understanding of baryonic feedback processes, or a different nature of dark matter than assumed in the simulations. For instance, simulations of somewhat larger dwarf galaxies indicate that self-interacting dark matter with or without baryonic feedback can cause a cored density profile even when cold dark matter with or without baryonic feedback cannot (Fitts et al. 2019).

The UFD Eridanus 2 (Eri 2; also known as Eridanus II and DES J0344.3–4331) has another characteristic that makes it an interesting object to study. It likely contains a stellar cluster, most likely near the centre (Crnojević et al. 2016; Contenta et al. 2018), and possibly globular (Koposov et al. 2015). We summarize the properties relevant for this paper that have been determined in previous studies for both the bulk of Eri 2 and its putative cluster in Table 1. If the observed stellar overdensity is indeed a cluster, it can be used as a cosmological probe, in (at least) three ways.

This putative cluster could offer good constraints on the abundance of massive astrophysical compact halo objects (MACHOs; Griest 1991) as a form of dark matter (Brandt 2016; Li et al. 2017; Zhu et al. 2018). Such objects would transfer kinetic energy to the stars in the cluster through dynamical interactions. This would cause the stars in the cluster to move to wider orbits, eventually dissolving the cluster. The survival of the cluster, therefore, constrains the strength of the interaction between MACHOs and stars, which is a function of MACHO mass and abundance. To set these constraints the existence of the putative cluster must be established, and orbital velocities of stars in the cluster and in the bulk of Eri 2 are required, but so far spectroscopic observations of the putative star cluster have been lacking. Of particular cosmological interest is the work by Brandt (2016), predicting that constraints could be placed on the abundance of MACHOs with masses of 10–100 $M_\odot$ using a diffusion approximation. It has been proposed (Clesse & García-Bellido 2015; Bird et al. 2016) that mergers of black holes with masses $\sim 30 M_\odot$ – such as observed (Abbott et al. 2016 though see also Broadhurst et al. 2018) with the Laser Interferometer Gravitational-Wave Observatory (LIGO) –, which are higher masses than expected for stellar black holes, could be from primordial black holes (Hawking 1971; Carr & Hawking 1974), possibly making up an appreciable fraction of dark matter. Some constraints have already been placed in this mass range (see Carr et al. 2017 and references therein; their Fig. 1 includes the constraints expected for Eri 2 as calculated by Brandt 2016), but every constraint has its weaknesses due to the assumptions taken in its derivation. It therefore remains interesting to place another, independent constraint based on the putative cluster in Eri 2. Even though large parts of the parameter space for MACHOs are already ruled out and other dark-matter candidates are usually preferred by cosmologists, this should not stop us from trying to place further constraints when we can, as advocated by Bertone & Tait (2018).

Furthermore, constraints can be placed on the mass and abundance of ultra-light dark-matter particles using a similar analysis (Marsh & Niemeyer 2019). In this theory of dark matter, density perturbations occur in the centre of a dark-matter halo. These perturbations can be treated in a statistically similar manner to heating due to MACHOs.

Finally, the fact that the putative cluster has survived in the centre of a dark-matter halo can put constraints on the dark-matter density profile in the centre of this halo (Li et al. 2017; Contenta et al. 2018). If the cluster is near the centre of the dark-matter halo, and if this halo’s density profile had too large a cusp, the cluster would have been destroyed.

Eri 2 was independently discovered by Koposov et al. (2015) in public DES data and by Bechtol et al. (2015) in DES internal data release Y1A1. Based on deep imaging with the Megacam on the Magellan Baade Telescope, a candidate MACHO with an absolute magnitude $M_V = − 7.1 ± 0.3$, a projected half-light radius $R_{h,gal} = 277 ± 14$ pc, and a distance of $366 ± 17$ kpc were determined (Crnojević et al. 2016). Using the IMACS spectrograph on the Magellan Baade Telescope, Li et al. (2017) measured a velocity dispersion of $\sigma = 6.9^{+1.2}_{−1.0}$ km s$^{-1}$ and inferred a mass-to-light ratio of $420^{+210}_{−140} M_\odot L_\odot^{-1}$. Confirming Eri 2 is an UFD. The earliest observations indicated the possible presence of bright blue stars and a stellar cluster (Koposov et al. 2015), and an age of $\sim 12$ Gyr for the main population (Bechtol et al. 2015). The Megacam imaging showed the blue stars were likely

| Parameter | Eridanus 2 | Putative cluster |
|-----------|------------|-----------------|
| Right ascension | $03^h44^m20^s1 ± 10\,s$ | $03^h44^m22^s2 ± 1\,s$ |
| Declination | $−43^h32^m01^s7 ± 5\,s3$ | $−43^h31^m59^s2 ± 2\,s2$ |
| $M_V$ (mag) | $−7.1 ± 0.3$ | $−3.5 ± 0.6$ |
| $D$ (kpc) | $366 ± 17$ | − |
| $R_h$ (pc) | $277 ± 14$ | $13 ± 1$ |
| $\mu_{int}$ (km s$^{-1}$) | $75.6 ± 1.3 ± 2.0^{(a)}$ | − |
| $\sigma_{int}$ (km s$^{-1}$) | $6.9^{+1.2}_{−1.0}$ | − |
| $M_h(L_V)$ ($M_\odot/L_\odot$) | $1.2^{+0.3}_{−0.3} × 10^7$ | − |
| $M_h/L_V(L_h/L_\odot)$ | $420^{+210}_{−140}$ | − |
| $\mu_{[Fe/H]}$ (dex) | $−2.38 ± 0.13$ | − |
| $\sigma_{[Fe/H]}$ (dex) | $0.47^{+0.12}_{−0.09}$ | − |

Notes. We list the positions on the sky, absolute V-band magnitudes, heliocentric distance, projected half-light radii, intrinsic line-of-sight systemic velocity and velocity dispersion, half-light mass, mass-to-light ratio, mean metallicity, and metallicity dispersion. The first five parameters are taken from the photometric study by Crnojević et al. (2016). The last six parameters were determined by Li et al. (2017) based on spectroscopy at large radii. $^{(a)}$The two uncertainties given are random respectively systematic.
an intermediate-age population and confirmed the presence of a cluster-like overdensity. The spectroscopy did not prove the existence of an intermediate-age population, but could not rule it out either. No spectroscopic observations were made of the putative cluster, so it remains unconfirmed whether this is a cluster or some other overdensity and whether it belongs to Eri 2 or is only seen near it in projection.

Spectroscopic observations of the stellar overdensity are needed to establish its nature and determine its dynamical properties in order to constrain MACHOs as a significant form of dark matter in the mass range $10^{-6}$–$10^0 M_\odot$. In this paper, we present spectroscopic observations of the central square arcminute of Eri 2 from MUSE-Faint, a survey of UFDs with the Multi Unit Spectroscopic Explorer (MUSE) on the Very Large Telescope (VLT). Using the line-of-sight velocities of carefully selected member stars, we characterize the velocity distributions of stars in the putative star cluster and the bulk of Eri 2. We show that the star cluster likely exists, and use its survival to constrain its mass density profile due to MACHO dark matter using a diffusion approximation, thereby placing constraints on the fraction of MACHOs in dark matter. We also discuss within what limits the diffusion approximation is expected to be valid.

In Sect. 2 we summarize the observations (Sect. 2.1) and describe the data reduction process, first the steps to obtain a data cube (Sect. 2.2) and then the extraction of the spectra (Sect. 2.3). We then continue with the astrophysical results in Sect. 3, showing the determination of line-of-sight velocities from the spectra (Sect. 3.1), fitting distributions to these velocities (Sect. 3.2), and inferring a number of properties of Eri 2 and its putative star cluster (Sect. 3.3). This is followed by the implications for MACHOs in Sect. 4, where we first present a mathematical model for MACHOs that can be applied to our data (Sect. 4.1) and then constrain MACHO mass and fraction of dark matter using this model and the velocity distributions (Sect. 4.2). We close with a discussion (Sect. 5) and conclusions (Sect. 6). In Appendix A we show the derivation of the model presented in Sect. 4.1.

2. Observations and data reduction

2.1. Observations

We observed the central region of Eri 2 with MUSE (Bacon et al. 2010) on Unit Telescope 4 of the VLT. MUSE is an integral-field spectrograph with a spectral sampling of 1.25 Å, a spectral resolution with a full width at half-maximum (FWHM) between 2.4 Å and 3.0 Å (Bacon et al. 2017), and a nominal wavelength coverage of 4800–9300 Å. We used MUSE in the wide-field mode with adaptive optics (AO) and nominal read-out mode, providing a 1 arcmin × 1 arcmin field of view and a 0.2 arcsec × 0.2 arcsec spatial sampling. The relatively large field of view for an integral-field spectrograph makes MUSE an ideal instrument to study UFDs. One can capture medium-resolution spectra of tens or hundreds of stars within the half-light radius of an UFD with only a few pointings and without the need for pre-selection of targets.

The exposures total 4.5 h and were taken during guaranteed time observing (GTO) runs between 16 and 25 October 2017 (3 h) and between 14 and 19 March 2018 (1.5 h) under programme ID 0100.D-0807. The data were taken in 900-s exposures in groups of three or four, where each of the exposures is rotated 90 deg relative to the previous exposure and dithered. The VLT auto-guider indicated a natural seeing of around 0.7 arcsec during the first run, while the slow–guide star system showed an AO-corrected seeing of ~0.5 arcsec. The second run had a natural seeing of ~0.8 arcsec, which was not improved by AO. After reduction we measure a FWHM of 0.528 arcsec at a wavelength of 7000 Å.

2.2. Data cube

We processed the raw MUSE data, in the form of one detector image per integral-field unit per exposure, into a data cube, using calibration files provided by the MUSE GTO consortium. Unless otherwise noted, the data were processed with EsorEx using the MUSE Data Reduction Software (DRS; version 2.4; Weilbacher et al. 2012).

First, we performed basic science processing on each exposure, applying the relevant master bias, master flat, trace table, wavelength calibration table, geometry table, and twilight cube. We also applied an illumination exposure for each science exposure, to account for temperature differences between the science and calibration exposures. Of the two illumination exposures adjacent to the science exposure, we selected the one closest in ambient temperature. Furthermore, we applied the bad-pixel table created by Bacon et al. (2017). After these steps we were left with one object pixel table for each of the 24 integral-field units and for each exposure.

We then continued with science post-processing of the object pixel tables using the standard procedure for AO data. We enabled autocalibration using the deep-field method, an updated version of the method described by Bacon et al. (2017) and included in the DRS. The result was a reduced pixel table, a data cube, and a white-light image, for each exposure. We determined spatial offsets from the white-light images and combined the exposures into a single cube in two steps to reduce memory consumption.

Since the deep-field autocalibration relies on the sky flux, a good sky mask is necessary to achieve the best result. The observations discussed here are over a fairly filled field and the MUSE white-light image is insufficient to make a precise object-free sky mask. To overcome this problem, we first created a source catalogue from 27 360 s of public Hubble Space Telescope (HST) data of Eri 2. An image of these data is shown in the left panel of Fig. 1. We first created a list of extended sources from the HST image using SExtractor (Bertin & Arnouts 1996) and masked them out. Then we ran DAOPHOT II (Stetson 1987) on the masked HST image, to create a catalogue of point sources, extracting down to 5σ using an empirical point-spread function model. We then calibrated the HST image’s world coordinate system (WCS) information to that of the white light–filtered combined MUSE image by visually matching sources in the images. Taking the extended sources from the SExtractor catalogue and the point sources from DAOPHOT II, we created a single source catalogue and transformed it to the MUSE WCS. The catalogue’s photometric zero point was calibrated according to the photometric calibration information in the HST image header. The mask of extended objects underwent the same WCS transformation as the catalogue. We added single pixels at the positions of the detected point sources brighter than 27 mag. This value was chosen because it appeared to be the sweet spot between removing as much excess flux as possible and minimizing the removal of pixels that do not show a flux excess above.
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the sky level in the MUSE white-light image. The mask was then convolved with a 0.8 arcsec top-hat kernel to achieve a resolution similar to MUSE.

The science post-processing and exposure combination were then repeated. In addition to the standard files, we also supplied to the science post-processing the offset list, the new mask as sky mask, and the previously combined data cube as output WCS, to ensure the mask is properly aligned with each exposure. We also set skymodel_fraction to 0.95 because the supplied mask should cover (almost) all of the sources. The resulting pixel tables were combined using the same settings as in the previous exposure combination. To remove residual sky signatures, we ran the Zurich Atmosphere Purge (ZAP; version 2.0; Soto et al. 2016) on the new combined data cube, using the HST-derived sky mask. A composite colour image of the cube, using Johnson B and V and Cousins R filters, is shown in the right panel of Fig. 1.

2.3. Spectra

To make further progress, we needed to extract the spectra of point sources in our data cube which may at times be blended with each other. To do this we used PampelMuse, which is described in detail by Kamann et al. (2013), and the same source catalogue as used for masking. Briefly, it determines an initial point-spread function (PSF) by fitting a Moffat function to a spectrally binned data cube (in our case, a spectral sampling of 62.5 Å), at the locations of PSF stars. A polynomial fit as a function of wavelength to the PSF star positions (to account for optical aberrations and inaccuracies in the differential atmospheric refraction correction) and PSF parameters $\beta$ and the FWHM (to account for the variation of the seeing) then provides an initial guess for a second fit to the original, non-binned data cube. We empirically chose third-order polynomials for the positions and linear fits for the PSF parameters on five PSF stars simultaneously. The values of the fitted parameters at a wavelength of 7000 Å were $\beta = 2.61$ and a FWHM of 2.64 pixels or 0.528 arcsec. Taking into account the recovered PSF, we extracted the spectra of all sources where, before extraction, PampelMuse estimated a signal-to-noise ratio (S/N) per spectral element of at least 1. As a result, we had spectra for 182 sources, excluding three spectra with a negative median value. The magnitude distribution of all extracted spectra is shown in Fig. 2. The width of the bins of this and all other histograms in this paper are calculated using Knuth’s rule (Knuth 2006), which maximizes the posterior probability that the histogram describes the distribution function underlying the data.

3. Astrophysical results

Having extracted the spectra from the reduced data cube, we now continue with their analysis. First we determine line-of-sight velocities for each spectrum and determine which sources are member stars of Eridanus 2 (Sect. 3.1). We then determine the intrinsic velocity distribution of Eridanus 2 and its putative cluster (Sect. 3.2). Next we discuss the existence of the cluster, determine masses for Eridanus 2 and its cluster, and show the metallicity distribution of our sample (Sect. 3.3).

3.1. Line-of-sight velocities

We determine the line-of-sight velocities of our spectra using spexxy$^4$ (Husser 2012). As presented for example by Husser et al. (2016) for the globular cluster NGC 6397, or for the nearby galaxy NGC 300 by Roth et al. (2018), this tool performs

$^4$ Available from https://github.com/thusser/spexxy
a full-spectrum fit to the observed spectrum, using interpolation over a grid of PHOENIX model spectra (the Göttingen Spectral Library) with parameters effective temperature, surface gravity, iron abundance, and alpha-element abundance. We fix the alpha-element abundance ratio to solar for our fits, because the quality of the spectra is not high enough to distinguish between different values of this parameter. Of the 182 spectra, spexxy is able to fit stellar parameters and line-of-sight velocities for 66 of them. For the other 116 spectra the fit failed to converge, typically because of low S/N. Figure 3 shows a few example spectra with their spexxy fits.

Not all sources in our field of view are stars. Because we only compare our spectra to stellar templates, we cannot identify and reject non-stars in an automated way. In order to minimize contamination by galaxies with a passable stellar fit or by blends between stars and galaxies possibly leading to misidentification of spectral lines, we investigate all extracted spectra with MARZ (Hinton et al. 2016). If a spectrum is clearly galactic or clearly contains galactic lines, or if the source clearly looks like a galaxy in the HST image, we exclude the source from our sample. This leaves us with 132 spectra that we consider stellar, out of the 182 extracted spectra. Figure 2 shows the magnitude distribution of sources meeting this criterion, as well as for additional criteria that we define below.

For spectra with low S/N spexxy has been found to give unrealistic uncertainty estimates on velocities (Kamann et al. 2018) and we therefore limit our analysis to spectra with S/N ≥ 5, where the noise in the spectrum is estimated from the standard deviation of the spectrum in a 12.5 Å window after removal of a boxcar-smoothed continuum. Out of the 182 extracted spectra, 49 satisfy this criterion, while 36 of those are also considered stellar. Spexxy was able to determine a velocity for 34 of these spectra.

Two stars in our field of view have a parallax published in Gaia Data Release 2, one of which is larger than zero at 3σ. This parallax places the star at a few kiloparsecs distance from us, so this is clearly not a member of Eri 2 or its putative cluster. Its radial velocity is consistent with this, being very significantly different from the systemic velocity of Eri 2. The other 180 extracted spectra have no parallax measurement at all and can therefore not be excluded on the basis of distance. Taking into account the stellarity, S/N, and velocity criteria as well, we have 33 spectra that satisfy all criteria so far.

Since our observations go deeper than the Gaia data, it is very well possible more foreground stars are present in the remaining selection. To further reduce contamination, we perform an isochrone cut. First, we match isochrones from the MESA Isochrones & Stellar Tracks (MIST) project (Dotter 2016; Choi et al. 2016; Paxton et al. 2011, 2013, 2015) of various ages and with a metallicity of −2.4 dex relative to solar – approximately equal to the best-fit value determined through earlier spectroscopy (Li et al. 2017) – and a V-band attenuation of 0.028 mag (Schlegel et al. 1998; Schlafly & Finkbeiner 2011) to the photometry of the public HST/ACS data, using the F606W and F814W bands. The isochrone ages that give the best match by eye to the data are 7–9 Gyr, shown in
Fig. 3. Illustration of typical spectra at different signal-to-noise levels, with source IDs shown on the left. These spectra have empirical signal-to-noise ratios of 6, 8, 17, 28, and 15, from top to bottom. The extracted spectra are shown in yellow, with the best-fitting spectra found by specxy overplotted in blue. The gap in the observed spectrum just blueward of 6000 Å is masked because it contains the Na D emission of the adaptive optics laser. The last source is a carbon star; as the PHOENIX library used with specxy does not include these type of stars, the best-fitting spectrum matches the absorption lines but can only approximate the carbon features with a polynomial fit.

Fig. 4. This is significantly lower than the 12 Gyr estimated by earlier photometry (Crnojević et al. 2016). Because Li et al. (2017) found a significant spread in metallicity, we use 7-, 8-, and 9 Gyr isochrones with metallicities between −3.8 dex and −1.0 dex, approximately corresponding to three times the dispersion around the mean value, in steps of 0.1 dex. This seems to capture the main-sequence turn-off quite well by eye. To turn this collection of isochrones into a selection region in colour–magnitude space, we construct a broadened isochrone using an α-shape (Edelsbrunner et al. 1983), shown in Fig. 4 as the red shaded area. We then draw 5000 sample photometric measurements from a normal distribution for each star for which we have both a spectrum and two-colour photometry, with mean and standard deviation given by the measured flux and uncertainty on flux. We used a conservative rejection criterion to avoid the exclusion of real cluster member stars, rejecting stars from further analysis if they fall outside of the broadened isochrone at a 3-σ confidence level over the 5000 draws. Of the 113 stars for which we have both a spectrum and two-colour photometry, 79 stars are not rejected based on this criterion (see Fig. 5). Twenty-six of these stars also satisfy the criteria mentioned earlier in this sub-section. When we compare the radial velocities of the stars that do and do not match the isochrones (see Fig. 6), we see a peaked distribution of accepted stars and a mostly flat distribution of rejected stars. This is what we expect for Eri 2 and the Milky Way, respectively, though we do see a flat background in the accepted stars that could be caused by uncaught Milky Way stars.

Additionally, we try to further constrain contamination using the measured velocities, though ultimately this does not reject any extra stars. Based on the Besançon model of the Milky Way (Robin et al. 2003, 2004), we expect remaining foreground Milky-Way stars to have a velocity distribution that can be approximated with a single linear slope between $v_{\text{max}} = 10 \text{ km s}^{-1}$ and $v_{\text{min}} = 120 \text{ km s}^{-1}$, while members of Eri 2 are expected to behave approximately according to a normal distribution. The distribution of Milky Way–star velocities is sufficiently broad that we can approximate members and non-members of Eri 2’s cluster, if it exists, with a single distribution. We use a maximumentropy approach (see e.g. Hargreaves et al. 1994; Martin et al. 2018). Contrary to Martin et al. (2018), we consider a membership probability for each star instead of a global contamination fraction. The likelihood is then

$$L(\mu_{\text{int}}, \sigma_{\text{int}}, m_i | v_i, \varepsilon_i) = \prod_i \left[ \frac{m_i}{\sqrt{2\pi\sigma_{\text{obs},i}}} \exp \left( -\frac{1}{2} \left( \frac{v_i - \mu_{\text{int}}}{\sigma_{\text{obs},i}} \right)^2 \right) \right] + (1 - m_i)(av_i + b),$$

where $\mu_{\text{int}}$ and $\sigma_{\text{int}}$ are the intrinsic mean velocity and intrinsic velocity dispersion of Eri 2, $\sigma_{\text{obs},i} = (\sigma_{\text{obs},i}^2 + \varepsilon_i^2)^{1/2}$ is the observed velocity dispersion for star $i$, $m_i$ is the probability for star $i$ to be a member of Eri 2, $v_i$ and $\varepsilon_i$ are the measured velocity and velocity uncertainty of star $i$, $a$ is the slope of the approximated Milky Way–star distribution, and $b$ is a constant to normalize the likelihood to 1.
that distribution, defined as

$$b \equiv 1 - \frac{\frac{a}{2}(v_{\text{max}}^2 - v_{\text{min}}^2)}{v_{\text{max}}^2 - v_{\text{min}}^2}. \quad (2)$$

Using a maximum-likelihood optimization, we find a slope $a \approx -4.3 \times 10^{-5} \text{ km} \text{s}^{-2}$.

To determine an accurate value of $\sigma_{\text{int}}$, it is crucial to have properly estimated velocity uncertainties $\varepsilon_i$. Kamann et al. (2016) showed that the uncertainties estimated by spexxy are an accurate description of the true uncertainties, even without further calibration, which would require more spectra and more epochs than we have. For the same reason, we cannot correct for or exclude binary stars in our sample with the current data.

We compute the above likelihood function on a 101-by-301-by-301 linearly spaced grid for $m_i = 0 - 1$, $\mu_{\text{int}} = 60 - 90 \text{ km} \text{s}^{-1}$, and $\sigma_{\text{int}} = 0 - 30 \text{ km} \text{s}^{-1}$, using uniform priors. The different $m_i$ can be marginalized separately for each $i$, over $\mu_{\text{int}}$ and $\sigma_{\text{int}}$. The values of $m_i$ depend on the choice of $v_{\text{min}}$ and $v_{\text{max}}$ and are therefore not very meaningful in the absolute sense, but comparing them to each other could reveal outliers. We see no evidence of this; the estimated membership probabilities are all similar. We also performed the same procedure with a uniform instead of a sloped distribution. This gave slightly different membership probabilities, but lead to the same conclusion. Our final selection therefore remains the same, containing 26 stars.

Fig. 4. Colour–magnitude diagram of Eridanus 2 based on photometry of public HST data. Median errors in 2 mag ranges are indicated with the error bars on the left. The red lines are the extremes of the fitting isochrones from the MESA Isochrones & Stellar Tracks project, with ages of 7 and 9 Gyr and a metallicity of $-2.4$ dex. The red shaded area shows the broadened isochrone obtained by varying the metallicity within its 3-σ confidence interval. The pink line is a 12 Gyr isochrone, which is the age estimated by Crnojević et al. (2016). The axis ranges have been chosen to show the majority of the data in greater detail; some data fall outside these ranges and are therefore not visible.

Fig. 5. Selection of Eridanus 2 member stars based on photometric cuts with a broadened isochrone. The broadened isochrone has been constructed from 7 to 9 Gyr isochrones from the MESA Isochrones & Stellar Tracks project with a metallicity spread based on previous observations. Stars are rejected if they are inconsistent with the broadened isochrone at a 3-σ level according to their photometric measurements and uncertainties. Two stars with $F606W - F814W \approx 2.0$ and $F606W \approx 25$ are not shown in order to facilitate a more detailed view of the colour-magnitude space around the broadened isochrone.
We identify by eye a circular region in our white-light image and in the HST/ACS images at MUSE coordinates $3^\circ44^m22^s3, -43^\circ31'.58.8$ and radius 12.5 arcsec that we consider the projected area of the putative cluster. This area is indicated with a green circle in the left panel of Fig. 1. Seven of the finally selected stars are inside this region.

As an independent check, and following the approach for NGC 300 (Roth et al. 2018), we use the ULYSS code and the empirical MIUSCAT library as an alternative to fit the spectra. Of the 182 spectra, ULYSS is able to provide 95 fits for a sub-sample with a S/N cut of 2. The fits measure line-of-sight velocities, and yield values for the effective temperature, gravity, and metallicity of the best fitting template star spectra from the library. From the latter, we are able to constrain the spectral type classification of the objects. By visual inspection, 19 objects are immediately rejected as background galaxies, and two main-sequence star spectra are rejected as foreground stars. The same stars were also rejected in our standard analysis above. On the basis of a Monte-Carlo simulation with Poissonian noise applied to seven selected template star spectra, involving 900 realizations with S/N values between 1 and 30, we discover that the formal line-of-sight velocity errors provided by ULYSS are overestimates below a S/N level of 20. We therefore apply an empirical correction to the velocity uncertainties. The simulation also indicates that the velocities for hot stars may be overestimated. Figure 7 shows that the velocity measurements obtained by SpeX and ULYSS for the sample of 34 sources that have stellar spectra with a S/N above 5 and a SpeX fit are in reasonable agreement between each other, except for a small systematic shift. This shift may be due to the overestimation of radial velocities for blue stars, and the general effect where blending of different empirical templates at low S/N can lead to confusion of different spectral lines. As the synthetic PHOENIX spectra and single-template fitting by SpeX are not affected by these issues, we continue to use the SpeX velocity estimates, though the templates identified by ULYSS still give a good idea of the spectral types.

Visually inspecting the spectra, we find there is one notable exception for the agreement between the fits, namely the spectrum for the star with ID 1022334, listed with a S/N estimate of 15 (see Fig. 3, bottom panel). It shows a zig-zag appearance of the continuum, and a prominent discontinuity at a wavelength near 5165 Å, such that neither SpeX nor ULYSS are able to fit the continuum, except the absorption lines of the calcium triplet and the Balmer lines of Hα and Hβ. Comparison with the X-shooter library spectra and models presented by Gonneau et al. (2016, 2017), we discover that this star clearly shows the C$_2$ and CN molecular bands that are characteristic for a carbon star. On the basis of photometry and the measured line-of-sight velocity of $71 \pm 2$ km s$^{-1}$, we conclude that this star is indeed a carbon star and a member of Eridanus 2. Prompted by this discovery, we amend the MIUSCAT library with 19 spectra from the X-shooter library and repeat the ULYSS fitting procedure. As a result, we find a total of three carbon star candidates, with IDs 1022334 (excellent fit, S/N of 15, see also Fig. 8), 1016071 (likely, S/N of 9), and 11724 (possible, S/N of 4). The

Fig. 6. Radial velocities of stars that pass (left panel) or fail (right panel) the isochrone criterion. The stars in both panels pass our criteria on stellarity, signal-to-noise ratio, presence of radial velocities, and parallax. The mostly flat distribution in the right panel suggests that this criterion succeeds in selecting foreground stars and no large numbers of stars in Eridanus 2.

Fig. 7. Comparison of line-of-sight velocity estimates from the full-spectrum fitting codes SpeX and ULYSS. The estimates from SpeX are obtained by fitting with an interpolation over the PHOENIX library of synthetic spectra, while ULYSS uses a linear combination of empirical spectra from the MIUSCAT library. As the ULYSS uncertainties were overpredicted for higher signal-to-noise sources, an empirical correction has been applied. The two methods show reasonable agreement, save for a small systematic shift towards higher velocities for ULYSS.
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kinematics of all three stars are consistent with membership of Eri 2, but only the star with ID 1022334 meets our strict membership criteria. The other two stars are excluded from our analysis because of a S/N below 5 (ID 11724) or photometry\(^6\) that does not match the Eri 2 isochrones (ID 1016071), but membership of Eri 2 cannot be ruled out. Due to their locations on the sky, the star with ID 1016071 is possibly associated with the Eri 2 cluster, while this cannot be for the other two. As carbon stars are thermally-pulsating asymptotic giant–branch stars, these objects must belong to an intermediate-age stellar population, which would be a spectroscopic confirmation of the younger population in Eridanus 2 suggested by Koposov et al. (2015).

We provide a list of 35 sources that have a S/N of at least 5, a spectrum that we consider stellar, and a measurement of the line-of-sight velocity by spexxy; or spectral features characteristic for a carbon star; in Table 2, available at the CDS, which contains the following information: Column 1 lists the source ID, Cols. 2 and 3 give the right ascension respectively declination calibrated to Gaia Data Release 2, Col. 4 gives the angular separation from the centre of the cluster as we defined it, Col. 5 lists the S/N, Cols. 6 and 7 give the line-of-sight velocity and associated error determined using spexxy, Cols. 8 and 9 give the metallicity and associated error determined using spexxy (presented in Sect. 3.3), Cols. 10 and 11 list the parallax and associated error from Gaia Data Release 2, Cols. 12 and 13 give the apparent magnitude from the F606W respectively F814W public HST data, Col. 14 gives the likelihood of that photometry being consistent with the broadened isochrone, Col. 15 indicates whether the source is considered a member of Eri 2, Col. 16 gives the membership likelihood for possible cluster member stars (presented in Sect. 3.2), Cols. 17 and 18 give the line-of-sight velocity and associated error determined using ULySS, Col. 19 gives the spectral type determined using ULySS, and Col. 20 gives the metallicity determined using The Cannon (presented in Sect. 3.3).

\(^6\) Due to the characteristic spectral features of carbon stars, photometric classification can be misleading, but to avoid possible foreground contamination we do not relax our criteria for membership.

### 3.2. Velocity distributions

After the effort to remove foreground stars and background objects, we assume all remaining stars are part of Eri 2 or its cluster. We assume the line-of-sight velocities are intrinsically normally distributed and that the dwarf galaxy and putative cluster may have different distributions. To determine the parameters, using the same definitions as in Sect. 3.1, we calculate the likelihood

\[
\mathcal{L}(\mu_{\text{int}}, \sigma_{\text{int}} | \epsilon_i) = \prod_i \frac{1}{\sqrt{2\pi} \sigma_{\text{obs},i}} \exp\left(-\frac{1}{2} \left(\frac{\epsilon_i - \mu_{\text{int}}}{\sigma_{\text{obs},i}}\right)^2\right),
\]

separately for the cluster and the bulk of Eri 2.

A complicating factor is that we do not know which stars are members of the putative star cluster. We see seven stars in the projected area of the cluster, but that does not necessarily imply membership. Though it is possible to use a Markov-chain Monte-Carlo approach with membership probabilities for these seven stars, the low dimensionality of this problem makes it possible to perform a deterministic calculation. With seven potential members of the cluster, we can distinguish \(2^7 = 128\) different scenarios. For each scenario, a potential cluster member is either included in the cluster or in the bulk. The length of \(i\) therefore depends on the scenario and ranges from 0 to 7 for the cluster and from 19 to 26 for the bulk of Eri 2.

For each scenario, the likelihood for the cluster and for the bulk can be calculated separately, because they have independent kinematic distributions. We calculated the above likelihoods for each of these scenarios on a 301-by-301 linearly spaced grid for \(\mu_{\text{int}} = 60-90\) km s\(^{-1}\) and \(\sigma_{\text{int}} = 0-30\) km s\(^{-1}\), with uniform priors. As the total likelihood is the product of the likelihoods for cluster and bulk, we multiply the cluster likelihood grid with the marginalized bulk likelihood and vice versa, for each scenario.

Each scenario also has a prior likelihood associated with it, based on the expected number of cluster members. Comparing the density of stars outside the cluster with the projected area of the cluster, we expect \(-1.82\) non-member stars inside this area. The prior membership probability for each star is therefore \(p_{\text{mem, pri}} := 1 - 1.82/7 \approx 0.740\), and the prior probability for the scenario \(s\) with \(n_{\text{mem}}\) member stars follows from

\[
p_{s, \text{pri}} = (p_{\text{mem, pri}})^{n_{\text{mem}}} (1 - p_{\text{mem, pri}})^{7 - n_{\text{mem}}}. \tag{4}
\]
We multiply the calculated grids of likelihoods for each scenario with the respective prior factor and marginalize over the membership scenarios.

Figure 9 shows a corner plot of the final grids for the cluster and the bulk of Eri 2, where we also compare against the distributions found by Li et al. (2017) and a reconstruction of those distributions using their velocities with our calculation. The best-fit values, $\mu_{\text{int}} = 79.7^{+2.1}_{-1.1} \text{ km s}^{-1}$ and $\sigma_{\text{int}} = 2.3^{+2.3}_{-2.2} \text{ km s}^{-1}$ for the cluster and $\mu_{\text{int}} = 76.0^{+2.0}_{-2.3} \text{ km s}^{-1}$ and $\sigma_{\text{int}} = 10.3^{+3.4}_{-3.9} \text{ km s}^{-1}$ for the bulk, are determined by the maximum values of the posterior likelihoods, while the confidence intervals are derived by sequentially adding the point with the highest posterior likelihood outside of the confidence interval, until a $68\%$ confidence level is reached. The velocity dispersion of the cluster is consistent with zero; its $68\%$ and $95\%$ upper limits are 7.6 km s$^{-1}$ and 17.5 km s$^{-1}$, respectively.

Alternatively we can marginalise over the mean velocities and velocity dispersions to get constraints on the membership of each star. For six out of seven, the posterior membership probability is $\sim 80\% - 90\%$, indicating that the velocity data of these stars are better described with a separate distribution rather than the same distribution as the bulk of Eri 2. The remaining star has a slightly lower membership probability of $\sim 60\%$, which indicates the kinematics disfavour its membership, but overall it still provides a significant contribution to the cluster parameters. It is not necessary to exclude it from the analysis, as the combinatorial nature of our calculation takes its lower membership probability (and those of the other potential members) into account. We list the membership probabilities in Table 2, available at the CDS. We plot the velocities relative to the means of the two populations as a function of S/N in Fig. 10, indicating high- and low-probability cluster members with different symbols. We note that there are two low-S/N stars in the projected area of the cluster that have somewhat lower velocities than the others. The measurement uncertainties are large enough, however, to make the measurements consistent with the distribution. In the larger sample of non-member stars we can see a clear trend between measurement uncertainty and S/N. Here, as well, there are no clear outliers. This means that, if there are still contaminants present, they would have little effect on the velocity distributions that we have determined.

3.3. Properties of Eridanus 2 and its cluster

There is a small tension between the velocity dispersions of the bulk of Eri 2 and the putative star cluster. This is a point in favour of the latter being a dynamically different population of stars. The lower value of the velocity dispersion is consistent with a stellar cluster as opposed to a galaxy. Finally, the agreement in mean velocity suggests the two populations are related and that the star cluster is either in or orbiting Eri 2, as opposed to being a foreground or background object. If we select seven random stars as possible cluster members instead of the seven in the projected area of the cluster, we typically retrieve two distributions that are completely consistent with each other, both with a non-zero velocity dispersion. This is also in line with the existence of a cluster.

This spectroscopic evidence enhances the claim based on photometry that there is a star cluster inside Eri 2. For the remainder of this article, we therefore assume the cluster is a real, dynamically distinct stellar structure in Eri 2 and that we can therefore use our measurements to constrain MACHOs as dark matter.

Based on the measured velocity dispersion $\sigma_{\text{cl}}$, we can estimate the dynamical half-light mass of the star cluster using the estimator by Wolf et al. (2010):

$$M_{\text{cl,dyn}} = \frac{4\sigma_{\text{cl}}^2 R_{\text{h,cl}}}{G}. \quad (5)$$

If we perform this calculation on the posterior of $\sigma_{\text{cl}}$, using $R_{\text{h,cl}} = 13$ pc (Crnojević et al. 2016), we obtain $M_{\text{cl,dyn}} = 6.4^{+6.4}_{-3.4} \times 10^7 M_{\odot}$, which due to the uncertainty on the velocity dispersion is consistent with zero, with $68\%$ and $95\%$ upper limits of $7.0 \times 10^7 M_{\odot}$ and $3.70 \times 10^8 M_{\odot}$, respectively.

The dynamical mass estimate includes a, likely dominant, contribution by the background dark-matter distribution of Eri 2. Another option to constrain the cluster’s mass is to use its luminosity and adopt a mass-to-light ratio, which should give an estimate of the baryonic mass. We determine mass-to-light ratios for several initial mass functions (IMFs) using the various MIST isochrones described in Sect. 3.1. To begin with, we consider the well-known Salpeter (1955) and Kroupa (2001) IMFs. The Salpeter IMF is a single power law $dN/dM \propto M^{-\alpha}$ with slope $\alpha = -2.35$, while the Kroupa IMF is a broken power law with $\alpha = 0.3$ for $M < 0.08 M_{\odot}$, 1.3 for $0.08 M_{\odot} \leq M < 0.5 M_{\odot}$, and 2.3 for $M \geq 0.5 M_{\odot}$. Observations, on the other hand, are at slight tension with these IMFs and show slopes of $\sim 1.2$ between roughly $0.5-0.8 M_{\odot}$ (Geha et al. 2013). For completeness, we therefore also consider modified versions of the Salpeter and Kroupa IMFs, where we change the slope of the Salpeter IMF from 2.35 to 1.2 and extend the middle segment of the Kroupa
IMF with slope 1.3 up to 0.8 $M_\odot$ instead of 0.5 $M_\odot$. In the calculation of the mass-to-light ratio, we include the masses of stellar remnants according to Renzini & Ciotti (1993), as these stellar remnants also participate in the dynamical interactions with MACHOs. The standard Salpeter and Kroupa IMFs and the modified Kroupa IMF give comparable results, with typically a $\sim$20% variation over the range of metallicities. The modified Salpeter IMF gives $\sim$10 times higher results, because of the relatively large number of massive stellar remnants due to the shallow single slope. We assume the standard Kroupa IMF at a metallicity of $\sim$2.4 dex as our fiducial IMF and explore the impact of using different IMFs at a later point. The mass-to-light ratio for this IMF is $\sim$1.43 for a 7 Gyr-old population, $\sim$1.56 for 8 Gyr, and $\sim$1.67 for 9 Gyr, giving a total cluster mass of $M_\text{cl} = 3.0 \times 10^5 M_\odot$, $3.3 \times 10^5 M_\odot$, and $3.5 \times 10^5 M_\odot$, respectively, using the cluster’s total absolute V-band magnitude $M_V = -3.5$ calculated by Crnojević et al. (2016). The IMF-based estimates are consistent with being smaller than the dynamical estimate, as expected. When considering the mass of the star cluster itself, without the dark-matter background, we use the IMF-based estimates.

With the current data it is difficult to make any statement on the density profile of Eri 2. Contenta et al. (2018) argue that, if the cluster is located near the centre, Eri 2 needs to have a cored density profile, otherwise the tidal forces would visibly disturb the cluster. On the other hand, the probability of a chance alignment between a cluster far away from a cuspy centre is so low that the first scenario is strongly preferred. Similar to Brandt (2016), we therefore assume the cluster is located inside a central core.

We determine metallicities for our sample in two different ways: with spexxy and with The Cannon (Ness et al. 2015), a transfer-learning algorithm that predicts stellar parameters from spectra. The Cannon is trained on a set of stars from the MUSE Survey of Galactic Globular Clusters (Kamann et al. 2018) to create a model that enables us to predict the metallicity. We use 15 globular clusters from the survey and select literature values from works with large samples of stars with estimates of stellar parameters. We select stars in a temperature range of 3500–7000 K, with defined radial velocities and similar magnitudes as the ones observed with MUSE. These requirements lead us to a training set of 176 stars with 2409 spectra. We normalize the continuum of the spectra and re-bin the data to have the same number of bins for the training and test sets. We also censor the wavelengths where the telluric lines can bias the estimations. The trained model is good enough for our purpose with a root-mean-square of 0.16 and an $r^2$-score of 0.89. We apply this model on Eri 2 stars with a $S/N > 10$. In Fig. 11 we present the metallicity distributions given by these two methods and compare to the results of Li et al. (2017) as well. Spexxy and The Cannon are in reasonable agreement, while the literature sample seems to have a slightly lower metallicity on average. In all cases, the metallicities are well within the range of metallicities used in the isochrone cut. The metallicity measurements for 35 sources with $S/N$ above 5, a spectrum that we consider stellar, and a measurement of line-of-sight velocity using spexxy; or spectral features characteristic for carbon stars; are provided in Table 2, available at the CDS.

### 4. Implications for MACHOs

Now that we have determined the cluster in Eri 2 likely exists, we can use the measured velocity dispersions to put constraints on MACHOs. First we describe a mathematical model for the effect the MACHOs have on the cluster (Sect. 4.1). We then use this to constrain the contribution of MACHOs to dark matter as a function of their mass (Sect. 4.2).

#### 4.1. Mathematical model for the disruption of the Eridanus 2 cluster

To derive constraints on MACHOs from our observations, we mostly follow the same derivation as Brandt (2016) and derive a limiting MACHO fraction as a function of MACHO mass and observed velocity dispersions. We deviate at some points from Brandt (2016), which are detailed in this sub-section. The derivation itself is detailed in Appendix A. It is based on the assumption that the stars in the cluster and the MACHOs are two distinct dynamical populations and that MACHOs that pass through the star cluster transfer energy to the stars through dynamical interactions. The energy transfer is calculated with

![Fig. 10. Line-of-sight velocities and measurement uncertainties for stars in Eridanus 2, relative to the intrinsic mean velocity, as a function of signal-to-noise ratio. The possible cluster members are marked with triangles, pointing upwards for those with a high membership probability (~80–90%) and downwards for those with a lower probability (~60%). The other stars are marked with circles. The black horizontal lines indicate the intrinsic velocity dispersion. The most likely scenario, where all possible cluster member stars are indeed cluster members, is shown. Left: velocities for member stars of the cluster. Right: velocities for stars in the bulk of Eridanus 2.](image-url)
a diffusion approximation and results in a growing cluster half-light radius, leading eventually to dissipation of the cluster. By comparing the dissipation timescale with the cluster’s age, we can constrain the MACHO abundance and mass that enter into the diffusion calculation.

The dark matter is assumed to consist for a fraction \( f_M \) of MACHOs and for the remaining fraction of cold, collisionless particles. Contrary to Brandt (2016), we maintain the diffusion calculation. MACHOs and for the remaining fraction of cold, collisionless dark matter. We also use a different measure for the dissipation timescale, namely \( R_{\text{cl},d}/R_{\text{cl},t} \). This leads us to a limiting MACHO fraction

\[
f_{\text{M,lim}} := \frac{U_{\text{cl,lim}} - 2D[\Delta E_{\text{cl}}]}{2D[\Delta E_{\text{cl}}]} + 2D[\Delta E_{\text{cl}}]_c \end{eqnarray}
\]

\[
U_{\text{cl,lim}} := t_{\text{cl}} \Delta \Sigma_{\text{cl}} = t_{\text{cl}} \Delta \rho M_{\text{cl}} R_{\text{cl},\text{eff}}^2
\]

\[
\Delta \Sigma_{\text{cl}} = \alpha \Delta \rho M_{\text{cl}} R_{\text{cl},\text{eff}}^2
\]

describes the increase in potential energy for the cluster under the assumption that \( R_{\text{cl},d}/R_{\text{cl},t} = t_{\text{d}} \), \( D[\Delta E_{\text{cl}}]_m \) and \( D[\Delta E_{\text{cl}}]_c \) are the diffusion coefficients due to MACHOs and cold, collisionless dark matter, respectively, \( \alpha \) and \( \beta \) are constants depending on the density profile of the cluster, \( \rho \) is the dark-matter density at the location of the cluster, and \( t_{\text{d}} \) is the current age of the cluster. The diffusion coefficients are given in the appendix and depend on a number of variables, most importantly the three-dimensional velocity dispersions \( \sigma \), of the stars and \( \sigma_{\text{DM}} \) of the dark matter. Any combination of parameters that leads to \( f_M > f_{\text{M,lim}} \) can be rejected.

For the star cluster’s age \( t_{\text{cl}} \), we adopt 8 Gyr, the midpoint in the range of fitting isochrones. We also consider the lower extreme, 7 Gyr, as an alternative, as this gives weaker constraints. For each age we use the corresponding IMF-based mass estimate of \( M_{\text{cl}} \). The typical stellar (remnant) mass is assumed to be 1 \( M_\odot \), but the exact value is not important for the most interesting regime where the MACHO mass is much larger than stellar masses. The cluster’s projected half-light radius \( R_{\text{cl},d} \) was determined by Crnojević et al. (2016) to be 13 pc and we adopt \( \alpha = 0.37 \) and \( \beta = 7.2 \), as calculated – though not used – by Brandt (2016) based on the photometry by Crnojević et al. (2016). The cluster’s mass is estimated from the absolute V-band magnitude calculated by Crnojević et al. (2016) and the mass-to-light ratio of 0.15 that we determined in Sect. 3.3. Assuming a constant density of dark matter and stars in the central area of Eri 2, dominated by dark matter, one can derive from Wolf et al. (2010, Eq. (9)) that the mass inside a three-dimensional radius \( r \) is given by

\[
M(r) = \frac{\sigma_{\text{DM}}^2 r}{G}.
\]

This leads to a density of

\[
\rho(r) = \frac{3\pi\sigma_{\text{DM}}^2}{4\pi Gr^2}.
\]

We therefore estimate the dark-matter density in the centre of Eri 2 with the above equation, evaluated at the approximate radius of our field of view, \( r = 50 pc \). The host galaxy Eri 2 is dark-matter dominated, so assuming dynamical equilibrium its stellar kinematics approximately trace the dark-matter distribution. We therefore have \( \sigma_{\star} = \sqrt{3} \sigma_{\text{cl}} \) and \( \sigma_{\text{DM}} = \sqrt{3} \sigma_{\text{gal}} \), taking into account the difference between line-of-sight and three-dimensional velocity dispersions. This gives an enclosed mass of \( 3.7^{+3.3}_{-1.9} \times 10^6 M_\odot \) and a dark-matter density \( \rho = 7.1^{+6.3}_{-1.9} \cdot 10^{-3} M_\odot pc^{-3} \), which is much higher than the value 0.15 \( M_\odot pc^{-3} \) found by Li et al. (2017). This is because we find a similar velocity dispersion for the bulk of Eri 2, but at a much smaller radius. Now we are able to calculate the limiting MACHO fraction for a given MACHO mass and observed velocity dispersions.

4.2. Constraints on massive compact halo objects as dark matter

In reality, we do not know the exact value of the velocity dispersions. We therefore have to integrate over the posterior likelihood distributions for the dispersions. We calculate the limiting MACHO fraction on a three-dimensional grid with the same velocity dispersion grid points as in the determination of the velocity distributions, as well as 251 logarithmically spaced
MACHO masses in the range $1 - 10^3 \, M_\odot$. We then compare the results with a grid of 101 logarithmically spaced MACHO fractions in the range $1 - 10^{-5}$. On the resulting four-dimensional grid of $\sigma_{\text{gal}}, \sigma_{\text{cl}}, m_{\text{M}},$ and $f_M,$ we reject grid points if the MACHO fraction is higher than the calculated limiting MACHO fraction. We can calculate the “rejection level” for a given combination of MACHO fraction and mass by summing over the rejected grid points along the velocity dispersion axes, weighted by the likelihoods of the associated velocity dispersions:

$$\alpha_{\text{reject}}(f_M, m_{\text{M}}) = \frac{\sum_{\sigma_{\text{gal}}, \sigma_{\text{cl}}} \mathcal{L}(\sigma_{\text{gal}}) \cdot \mathcal{L}(\sigma_{\text{cl}})}{\sum_{\sigma_{\text{gal}}, \sigma_{\text{cl}}} \mathcal{L}(\sigma_{\text{gal}}) \cdot \mathcal{L}(\sigma_{\text{cl}})}.$$ (10)

The rejection level as a function of MACHO mass and fraction is shown in Fig. 12. At a MACHO fraction of unity, we can rule out $m_{\text{M}} > 10^{3.38} \, M_\odot \approx 7.6 \, M_\odot$ or $m_{\text{M}} > 10^{5.64} \, M_\odot \approx 44 \, M_\odot$ at the 68- or 95% level, respectively. This means that, under the assumptions that we have made, dark matter cannot purely consist of MACHOs above these masses, at the stated confidence levels. For dark matter that only partly consists of MACHOs, the constraints become considerably weaker. Constraints for several values of $f_M$ are listed in Table 3.

### 5. Discussion

Our 68% contour is comparable to the result derived by Li et al. (2017), even though we find a much larger dark-matter density. This is because $f_{\text{Mlim}}$ mainly depends on $\sigma_{\text{Mlim}},$ which is similar to previous results, rather than on $\rho.$ The 95% constraint is much weaker, but this is to be expected as we allow for 128 different scenarios of cluster membership and have propagated this through the velocity dispersions into the MACHO constraints. Other constraints of various strengths do exist in this mass range, from lack of mass segregation in Segue 1 (Koushiappas & Loeb 2017), the distribution of wide-binary separations (Monroy-Rodríguez & Allen 2014), and lack of an imprint on the cosmic microwave background from accreting primordial black holes (Ali-Haimoud & Kamionkowski 2017). Another constraint (Stegmann et al. 2020), comparing the observed half-light radii of a large sample of UFDs to simulations, also rules out this mass range for dark matter consisting completely of primordial black holes, even when considering extended mass distributions, but the methodology is unable to provide answers for lower abundances. As each of these astrophysical constraints involves assumptions, corroboration from different sources is still valuable, especially considering this mass range is the last window for dark matter purely consisting

![Fig. 12. Constraints on massive astrophysical compact halo objects (MACHOs) as a form of dark matter, based on the velocity distributions in Eridanus 2.](image-url)

Table 3. Rejected MACHO masses $m_{\text{M}}$ for different IMFs and cluster ages at different MACHO fractions $f_M,$ based on the velocity distributions in Eridanus 2.

| $\log_{10}(f_M)$ | $\log_{10}(m_{\text{M}}/M_\odot)$ |
|-----------------|-------------------------------|
| $\alpha_{\text{reject}} > 0.68$ | $\alpha_{\text{reject}} > 0.95$ |
| Stand. Salpeter/standard. Kroupa, fiducial age | Stand. Salpeter/standard. Kroupa, lowest age |
| $0$ | $>0.88$ | $>1.64$ |
| $-1$ | $>1.98$ | $>2.80$ |
| $-2$ | $>3.12$ | $>4.04$ |
| $-3$ | $>4.34$ | $-$ |
| Modif. Salpeter, fiducial age | | |
| $0$ | $>0.90$ | $>1.68$ |
| $-1$ | $>2.00$ | $>2.82$ $^{(a)}$ |
| $-2$ | $>3.14$ | $>4.08$ |
| $-3$ | $>4.36$ | $-$ |
| Modif. Salpeter, lowest age | | |
| $0$ | $>1.00$ | $>1.76$ |
| $-1$ | $>2.10$ | $>2.92$ |
| $-2$ | $>3.24$ | $>4.16$ $^{(a)}$ |
| $-3$ | $>4.48$ | $-$ |

Notes. The standard Salpeter and Kroupa IMFs, as well as a Kroupa IMF modified to match the observed IMF in two other ultra-faint dwarf galaxies, provide the same (fiducial) results. Modifying the Salpeter IMF in the same way leads to slightly weaker constraints. The fiducial cluster age is 8 Gyr; the lowest estimate of the cluster age, 7 Gyr, gives slightly weaker constraints. The constraints are given for two values of $\alpha_{\text{reject}},$ the confidence level for the model to be rejected by the data. $^{(a)}$Value varies slightly over metallicity range of $[\text{Fe/H}] = -3.8$ to $-1.0.$
of MACHOs that is not robustly closed by more fundamental physics.

Several estimates and assumptions enter into the calculation of the MACHO constraints. The cluster’s mass is difficult to establish from the kinematics, which is why we have estimated it from photometry. This, however, depends on the mass-to-light ratio, which depends on the choice of IMF and the choice of isochrone. For the standard Salpeter and Kouba IMFs and the modified Kouba IMF described in Sect. 3.3, for any value of metallicity between \(-3.8\) dex and \(-1.0\) dex we find the same rejection limits at \(f_{\text{M}} = 1\). The modified Salpeter IMF, with a tenfold larger mass-to-light ratio, only slightly increases these limits. Table 3 lists the results for all the different choices of IMF we have tried. Additionally, one could argue about the most appropriate mass estimator for the dark-matter mass in the central region of Eri 2. All common mass estimators differ only in a scalar pre-factor. We have tested the influence of this pre-factor by running our analysis with a dark-matter mass differing by a factor two from the fiducial value. This had an influence of at most 0.02 dex on the limiting MACHO masses, which is the resolution of our parameter grid.

We have assumed the cluster has the same age as determined for the bulk of Eri 2: 8 Gyr. The photometry of cluster stars does seem to be consistent with the isochrones for the bulk, but we cannot be more precise because we have too few cluster stars to fit an isochrone and it is therefore outside the scope of this paper. Our lower limit of the age of Eri 2, 7 Gyr, results in a slightly higher value of \(f_{M, \text{lim}}\) (see Table 3). This results in a more conservative constraint, meaning a smaller part of the parameter space is rejected in this case.

With only 26 stars, the 68% confidence limit is affected by sampling variance. We have observed that, when changing the spexxy velocity measurements for those of ULYSS or older version of spexxy, it can shift by a factor of a few. On the other hand, the 95% MACHO constraints have changed by at most \(\sim 10\%\) and are therefore robust against sampling variance.

The insensitivity of our result to the mass-to-light ratio and dynamical-mass estimator can be understood by examining the behaviour of \(f_{M, \text{lim}}\) with respect to \(M_{\text{cl}}\) and \(\rho\) in leading order:

\[
f_{M, \text{lim}} \sim \frac{U_{\text{cl, lim}}}{\rho M_{\text{cl}}} - \frac{\alpha M_{\text{cl}}}{\rho R_{\text{h, cl}}} + 2\beta R_{\text{cl}},
\]

The ratio of these terms is of the order of the ratio of the cluster’s stellar mass to the dark-matter mass enclosed in the half-light radius of the cluster. The second term clearly dominates, therefore it is understandable that changes to \(M_{\text{cl}}\) through the mass-to-light ratio \(\rho\) or \(\rho\) through the mass estimator do not have a large effect on the MACHO constraints.

Similarly, when studying the behaviour of \(f_{M, \text{lim}}\) with respect to the velocity dispersions, we can see that it scales linearly with these quantities. Therefore, if there are unresolved binary stars in our sample, which would inflate our estimates of the velocity dispersions, we have overestimated the limiting MACHO abundance. Our exclusion of the parameter space is therefore also conservative in this respect.

For the estimation of the dark–matter density from the stellar velocity dispersion, we had to assume Eridanus 2 is in dynamical equilibrium. Considering this dwarf galaxy is at a large distance from the Milky Way and that it is currently near its pericentre (Fritz et al. 2018), the tidal influence from the Milky Way is small. Given its age, we argue the system has had sufficient time to reach dynamical equilibrium.

In deriving the MACHO constraints, we have used a diffusion approximation. This may not be valid for large MACHO masses or very small numbers of MACHOs. A MACHO with a mass comparable to the star cluster might, instead of dynamically heat, tidally strip or deform the cluster, giving a much larger effect than calculated here. On the other hand, if the number of MACHOs is too small, which is also a consequence of large MACHO masses, the cluster might never encounter a MACHO within its lifetime. In this case, our constraints may be too strong. Because these two considerations are opposite in effect, it is difficult to pin down a limit to the diffusion approximation. The majority of interactions are long-distance; as the mass inside 50 pc of the cluster is \(\sim 10^6 M_\odot\), we advise caution when working with MACHO masses \(\gtrsim 10^3 M_\odot\). In that regime other constraints from wide binaries (Monroy-Rodríguez & Allen 2014) and the cosmic microwave background (Ali-Haimoud & Kamionkowski 2017) exist.

Though we only consider a MACHO population with a single mass, it has been shown (Carr et al. 2017) that MACHO constraints can become more stringent if one considers mass distributions. To properly study which mass distributions are allowed, single-mass MACHO constraints are required over the entire possible MACHO mass range. This is beyond the scope of this article, so we leave it to others to use our single-mass constraint in a meta-analysis.

6. Conclusions

We find spectroscopic evidence in favour of the existence of a stellar cluster in the ultra-faint dwarf galaxy Eridanus 2. We determine intrinsic mean line-of-sight velocities \(79.7^{+3.1}_{-2.8}\) \(\text{km s}^{-1}\) and \(76.0^{+3.2}_{-2.5}\) \(\text{km s}^{-1}\) for the putative stellar cluster and the bulk of Eridanus 2, respectively, and intrinsic velocity dispersions \(<7.6\) \(\text{km s}^{-1}\) (68% upper limit) or \(<17.5\) \(\text{km s}^{-1}\) (95% upper limit) for the cluster and \(10.3^{+3.9}_{-3.2}\) \(\text{km s}^{-1}\) for the bulk, based on observations from MUSE-Faint, a survey of ultra-faint dwarf galaxies with the Multi Unit Spectroscopic Explorer on the Very Large Telescope, of 26 member stars in the central square arcminute of Eridanus 2. These velocity distributions are consistent with earlier research and, combined with existing photometry, show that the existence of the cluster is likely. This would make Eridanus 2 the lowest-mass galaxy hosting a stellar cluster. We also find evidence for the presence of carbon stars in Eridanus 2. The existence of such stars would indicate there is, aside from the old population, a second, intermediate-age population.

Assuming the existence of the cluster, we derive constraints on what fraction of dark matter could be massive astrophysical compact halo objects with masses between 1 and \(10^5 M_\odot\). We find that, for dark matter completely made of massive astrophysical compact halo objects, masses larger than \(10^{\text{0.88}} M_\odot \approx 7.6 M_\odot\) and \(10^{\text{6.43}} M_\odot \approx 44 M_\odot\) are rejected at a 68- and 95% level, respectively. These constraints are less strict at lower MACHO abundances. This result is robust against the choice of IMF, various in metallicity, and the choice of dynamical-mass estimator. The diffusion approximation may also influence the constraints at the extremes of the parameter space, particularly above a MACHO mass of \(\sim 10^4 M_\odot\).
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Appendix A: Derivation of the limiting fraction of massive compact halo objects

Binney & Tremaine (2008) give the following equations for the diffusion coefficients in the Fokker–Planck approximation of a subject star with mass $m$ being perturbed by field stars of mass $m_{\text{f}}$:

$$D[\Delta v] = m(\varepsilon D[\Delta v]) + \frac{1}{2} \left[ D[\Delta v] \right] + \frac{1}{2} \left[ D[\Delta v] \right]$$

$$D[\Delta v] = -4\pi G^2 \beta (m + m_{\text{f}}) \ln \Lambda \frac{G(X)}{\sigma^2}$$

$$D[\Delta v] = 4 \sqrt{2} \pi G^2 \rho m \ln \Lambda \frac{G(X)}{\sigma}$$

$$D[\Delta v] = 4 \sqrt{2} \pi G^2 \rho m \ln \Lambda \frac{\text{erf} X - G(X)}{\sigma}$$

where $v$ is the velocity of the subject stars, $\rho$ the background mass density of field stars, and $\sigma$ the velocity dispersion of field stars. The Coulomb logarithm $\ln \Lambda$ is estimated with

$$\Lambda = \frac{b_{\text{max}}^2 \varepsilon \text{ typ}}{G(m + m_{\text{f}})}$$

where $b_{\text{max}}$ is the maximum impact parameter and $\varepsilon \text{ typ}$ the typical relative velocity of the stars. $X$ and $G(X)$ are defined as

$$X := \frac{v}{\sqrt{2} \sigma}$$

$$G(X) := \frac{1}{2 \sqrt{2} \sigma} \left( \text{erf} X - \frac{X}{\sqrt{2}} \frac{\text{exp}(-X^2)}{\sqrt{2}} \right)$$

In our case, the “subject stars” are the stars and stellar remnants in the Eri 2 cluster, and the role of “field stars” is fulfilled by dark matter. We assume the dark matter consists of a mass fraction $f_{\text{DM}}$ of MACHOs with mass $m_{\text{DM}}$ and cold, collisionless particles for the remaining fraction. The MACHOs heat up the star cluster, causing it to dissipate, while the low-mass particles have a cooling effect. Brandt (2016) argues this cooling effect is negligible compared to the heating effect from the MACHOs and discards it, but we keep it since it is not necessary to neglect it.

We approximate the change in the star cluster’s kinetic energy $E_{\text{cl}}$, which is the sum of the kinetic energies of each star, with the relevant diffusion coefficient, which now consists of two terms:

$$E_{\text{cl}} \approx f_{\text{DM}} D[E_{\text{cl}}]_{\text{DM}} + (1 - f_{\text{DM}}) D[E_{\text{cl}}]_{\text{DM}}$$

The $|\text{DM}|$ and $|\text{C}|$ indicate the diffusion coefficient in question has to be evaluated for the case of MACHOs and cold, collisionless particles, respectively. The linear pre-factors arise from the fact that the diffusion coefficient is linear in $\rho$, which has to be modified to account for the mass fractions of the two kinds of dark matter particles.

We can relate the kinetic energy to the gravitational potential energy $U_{\text{cl}}$ using the virial theorem $E_{\text{cl}} = U_{\text{cl}}/2$, and reorder to get

$$f_{\text{DM}} \approx \frac{U_{\text{cl}} - 2D[E_{\text{cl}}]_{\text{DM}}}{2D[E_{\text{cl}}]_{\text{DM}} - 2D[E_{\text{cl}}]_{\text{DM}}}$$

Like Brandt (2016), we assume the star cluster is embedded in a dark-matter core, so the gravitational potential energy is given by

$$U_{\text{cl}} = C - \frac{\alpha GM_{\text{cl}}^2}{R_{h,\text{cl}}} + \beta G\rho M_{\text{cl}} R_{h,\text{cl}}^2$$

where $M_{\text{cl}}$ is the mass of the cluster and $\alpha, \beta$, and $C$ are constants with respect to the projected half-light radius $R_{h,\text{cl}}$. Assuming the dark-matter density and cluster mass are both constant, meaning the effect of the stars on the dark matter is negligible and no stars are kicked out of the cluster, the time derivative of the cluster potential is

$$U_{\text{cl}} = -\frac{\alpha GM_{\text{cl}}^2}{R_{h,\text{cl}}^2} + 2\beta G\rho M_{\text{cl}} R_{h,\text{cl}}$$

In order to constrain the MACHO properties, we demand that the timescale for the dissipation of the cluster may not be shorter than the age of the cluster, otherwise we should expect to observe a much more diluted cluster. A natural choice for the dissipation timescale, considering the radius of the cluster is the only indication of dissipation that we can directly observe, is $R_{h,\text{cl}}/R_{h,\text{cl}}$, so we define a limiting MACHO fraction

$$f_{\text{M},\text{lim}} := \frac{U_{\text{cl},\text{lim}} - 2D[E_{\text{cl}}]_{\text{DM}}}{2D[E_{\text{cl}}]_{\text{DM}} - 2D[E_{\text{cl}}]_{\text{DM}}}$$

where

$$U_{\text{cl},\text{lim}} := \frac{\alpha GM_{\text{cl}}^2}{R_{h,\text{cl}}^2} + 2\beta G\rho M_{\text{cl}} R_{h,\text{cl}}^3$$

Since $f_{\text{M}}$ increases with decreasing dissipation timescale, $f_{\text{M},\text{lim}}$ is an upper limit and we can exclude all combinations of parameters that give $f_{\text{M}} > f_{\text{M},\text{lim}}$. The diffusion coefficients work out to be

$$D[E_{\text{cl}}]_{\text{DM}} = \frac{4\pi G^2 \beta M_{\text{cl}} \ln \Lambda_{\text{DM}}}{\sigma_{\text{DM}}} \times \left( \frac{m_{\text{DM}} \text{erf} X}{\sqrt{2} \sigma_{\text{DM}}} - \frac{m_{\text{DM}} \text{erf} G(X)}{\sigma_{\text{DM}}} \right)$$

$$D[E_{\text{cl}}]_{\text{DM}} \approx \frac{4\pi G^2 \beta M_{\text{cl}} \ln \Lambda_{\text{DM}}}{\sigma_{\text{DM}}} \left( \frac{m_{\text{DM}} \text{erf} X}{\sqrt{2} \sigma_{\text{DM}}} - \frac{m_{\text{DM}} \text{erf} G(X)}{\sigma_{\text{DM}}} \right)$$

where we have neglected the terms proportional to the mass of the cold, collisionless dark matter. $m_{\text{DM}}$ is the mass of a typical star and $\sigma_{\text{DM}}$ and $\sigma_{\text{DM}}$ are the (three-dimensional) velocity dispersion of stars and dark matter particles, respectively. Following Brandt (2016), we calculate the Coulomb logarithms using

$$\Lambda_{\text{DM}} = \frac{R_{h,\text{cl}}^2 \sigma_{\text{DM}}^2}{G(m_{\text{DM}} + m_{\text{M}})}$$

$$\Lambda_{\text{C}} = \frac{R_{h,\text{cl}}^2 \sigma_{\text{DM}}^2}{G m_{\text{DM}}}$$

and we set

$$X = \frac{\sigma_{\text{DM}}}{\sqrt{2} \sigma_{\text{DM}}}$$

With the measurements and assumptions of this paper, we have $\ln \Lambda_{\text{C}} \approx 1$ and $\ln \Lambda_{\text{DM}}$ can reach up to ~12 depending on $m_{\text{M}}$. For $m_{\text{M}} = 100 M_{\odot}$, it is ~8.