Sizing HESS as inertial and primary frequency reserve in low inertia power system
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Abstract
Energy storage systems are recognised as the potential solution to alleviate the impacts of reduced inertia and intermittency in power systems due to the integration of renewable energy sources. Several energy storage technologies are available in the market with diverse power and energy characteristics, operational limitations, and costs. Besides, frequency regulations in power systems have different requirements, for example, inertial response requires high power for a short period while primary frequency regulation requires steady power for a longer time. Thus, it is crucial to find out the optimum sizes and types of storage technologies for these services. In this paper, a methodology for sizing fast responsive energy storage technologies for inertial response, primary frequency regulation, and both inertial response and primary frequency regulation is developed. The sizing of storage systems for inertial response, primary frequency regulation, and both inertial response and primary frequency regulation is done separately. The sizing of storage for inertial response is done in two steps. A region reduction iterative algorithm is proposed to estimate the storage size for inertial response. The sizing of the storage system for primary frequency regulation is done analytically. The sizing methodology incorporates the frequency dynamics of storage, converters, and other associated controls that affect the frequency response. Moreover, an economic analysis is carried out to find the optimum combination of storage technologies for inertial response, primary frequency regulation, and both inertial response and primary frequency regulation services. The accuracy of the proposed sizing method has been compared with the metaheuristic algorithm based technique. The effectiveness of the proposed method is also compared with those in the literature. Simulation results show that the proposed method outperforms the existing methods in the literature. Finally, the non-linear simulations revealed the validity of the optimal solutions.

1 | INTRODUCTION

Large scale integration of renewable energy sources (RES) in power systems reduces inertia [1]. The electric power grids are facing challenges inflicted by low inertia. In Australia, the aggregated capacity of solar photovoltaic (PV) and wind generation (WG) is more than 20% (of the total installed capacity) with a rapid per annum increment. Moreover, the extension of multiple units in existing RES has been proposed with concerns regarding inertia distribution [2]. In the Nordic grid, nuclear power plants are already replaced by RES, and the system operator stated ‘low inertia’ as one of the three main future challenges for the system [3]. Similarly, in EirGrid and SONI, the current installed capacity of WG is about 3,320 MW with an additional 730 MW to be commissioned by 2020. Despite the great potential, sporadic nature of wind limits the capacity credit of wind [4]. In Central Europe, the system operators investigated the impact of decreasing system inertia on frequency behaviour. It has been reported that the system frequency remains within acceptable limits with reduced inertia in the interconnected system. However, for the split operation after disturbance, the low inertia may result in an instability [5]. In the ERCOT, 20% of the total generation capacity from WG covers around 54% of the instantaneous power. Given the plans for further expansion of...
In addition to the type of storage it also is essential to determine the accurate size of the ESS. The under-sized storage may jeopardise the reliable operation of the system, while over-sized storage may require high network investment. Different methodologies have been proposed in the literature to size ESS. In [10] sizing of HESS (BES-SCES) is done to limit the deviations in frequency. The sizing problem is formulated as a cost minimisation problem and solved using metaheuristic optimisation algorithm. In addition, a fuzzy logic based control is also developed to operate the HESS. The control is based on the fact that the fast frequency deviations are supplied by SCES and moderate deviations in the frequency are supplied by BES. In [11], sizing of ESS is done to provide FR. The sizing problem is formulated as cost minimisation problem and solved using the particle swarm optimisation algorithm. In [12], sizing of energy storage is done for IR and PFR. The sizing methodology is based upon the equivalent inertia estimation which can result in over-sizing. Furthermore, derivative control is used to supply the IR which can result in incorrect operation of storage. The output of ESS for PFR is controlled using the droop control. In [13], bat optimisation algorithm is used to size the storage providing primary frequency support. In [14], fuzzy proportional plus differential controller is used to provide the frequency regulation from ESS. The control of ESS is also developed to provide improved frequency regulation [15], [16]. In [17], the capacity estimation of HESS, providing frequency regulation, is formulated as a cost minimisation problem. The cost optimisation problem is solved using a metaheuristic optimisation technique to minimise the initial investment, operation and maintenance costs of storage. The proposed sizing strategy takes into account the complementary characteristics of SCES and BES in order to maximise the profit. In [18], BES-SCES hybrid storage is deployed to provide IR and PFR. The output of SCES is controlled by derivative control and the power output of BES is regulated using droop control.

In addition to ESS, the potential of RES and demand side management to provide frequency regulation have been discussed in [7]. Deloading mode and the inertia emulation are the two main reported techniques for RES to provide frequency regulation [19]. The response from renewable energy sources to provide frequency regulation depends on the availability of the wind speed for wind turbine and time of day and weather for solar PV. There is a chance that the renewable energy sources produce no power at the time of the frequency events. Thus, they are not reliable resources as the response depends on the uncontrollable natural resources. In addition, the frequency events are not very frequent, thus, operating the RES in deloading mode may not be economically appealing. Similarly, the frequency response from demand side management involves sophisticated communication and control mechanisms [7]. The unpredictable customer behaviours could be challenging for the seamless implementation of such methods. Hence, among all the available technologies, ESS is the most reliable and flexible solution, though expensive, to provide frequency ancillary services. To that end, optimal accurate size estimation of ESS is necessary to achieve economical operation.

Battery energy storage (BES) is anticipated as a potential solution to alleviate the impacts of inertia reduction and intermittency associated with the integration of RES. The ideal characteristics of the energy storage system (ESS) for providing grid ancillary services (especially frequency regulation) are high power density, high energy density, lower cost, and larger cycle life [7]. The power density of the battery is much smaller as compared to energy density. In the BES, the power density needs to be sufficiently high to supply the peak demand. Although the high-power density batteries are available in the market, but, their cost is higher as compared to their lower power density counterparts. This problem can be solved by increasing the BES size which would be costly for utilities. Moreover, the high C-rate operation of BES may raise the safety issues due to thermal runaway [8]. Thus, it is beneficial to combine a high-power dense ESS with BES, which can be used as a buffer to handle the high surge currents economically and efficiently [9].

The hybrid energy storage system (HESS) could be a potential solution to the prior stated issues. The BES can be combined with the high-power dense technologies such as supercapacitor energy storage (SCES), superconducting magnetic energy storage (SMES), and flywheel energy storage (FES) [7]. Unlike BES, the SCES, SMES, FES have high power density, lower energy density, the lower capital cost associated with power density, longer lifetime, and higher capital cost associated with the energy density. The normalised power and energy characteristics of BES, SCES, SMES, and FES are given in Figure 1. It can be observed from Figure 1 that the SCES, SMES, and FES have complimentary characteristics compared to BES. Hence, the HESS obtained by combining BES with SCES, SMES, and FES may have the characteristics of an ideal ESS (i.e. high power and energy density, longer cycle life, lower cost associated to energy and power density).

In addition to ESS, the potential of RES and demand side management to provide frequency regulation have been discussed in [7]. Deloading mode and the inertia emulation are the two main reported techniques for RES to provide frequency regulation [19]. The response from renewable energy sources to provide frequency regulation depends on the availability of the wind speed for wind turbine and time of day and weather for solar PV. There is a chance that the renewable energy sources produce no power at the time of the frequency events. Thus, they are not reliable resources as the response depends on the uncontrollable natural resources. In addition, the frequency events are not very frequent, thus, operating the RES in deloading mode may not be economically appealing. Similarly, the frequency response from demand side management involves sophisticated communication and control mechanisms [7]. The unpredictable customer behaviours could be challenging for the seamless implementation of such methods. Hence, among all the available technologies, ESS is the most reliable and flexible solution, though expensive, to provide frequency ancillary services. To that end, optimal accurate size estimation of ESS is necessary to achieve economical operation.
Most of the research related to the application of ESS for frequency regulation are focused on the capacity estimation of ESS to provide dynamic frequency regulation. In these studies, the sizing problem is formulated as a standard cost minimisation problem. Very few studies have done the planning of ESS for dedicated IR and PFR services. In most of these studies the capacity of energy storage is estimated while considering the constraints inflicted by the controllers. In real power systems, however, the output of the reserves dedicated for fast frequency response (IR and PFR) is not controlled by any other controller (PID control, robust control etc). In fact, the inertial reserve (fast frequency response reserve) is deployed when a contingency appears and its output follows predetermined dispatchment/detachment criteria provided by the system operator [20]. In addition, most of the studies have considered single storage technology, whereas in this paper a technology selection approach is proposed to determine the best combination of technologies for IR-PFR. In this paper, a methodology is developed for planning of single ESS to provide IR, PFR, and HESS for IR-PFR. The proposed planning methodology estimates the required power and energy capacities and determines the most suitable types of storage technologies for IR, PFR, and IR-PFR. A region reduction iterative algorithm (RRIA) is developed to size ESS for IR. The sizing of ESS for PFR is done analytically. The proposed methodology is derived from power system frequency characteristics. The proposed technique is easy to implement and require lower computational effort since it does not utilise metaheuristic algorithm. The accuracy of the proposed methodology is assessed by comparing it with the teacher learner based optimisation (TLBO) algorithm and the technique given in [12].

The remainder of the paper is organised as follows. The overview of the power system frequency characteristics and modelling is briefly described in Section 2. The proposed methodology is illustrated in Section 3, followed by results and discussions in Section 4. Section 5 concludes the paper.

2 | OVERVIEW AND MODELLING

2.1 | Power system characteristics

The typical variation in frequency after the occurrence of an outage and the necessary control actions taken to ameliorate its impact is depicted in Figure 2. The first stage is the natural response from synchronous machines (known as IR) in which the synchronous machines oppose the reduction in frequency by releasing the kinetic energy stored in rotating masses. This stage is followed by the primary frequency control stage (usually deploys proportional-integral (PI) controller) to recover the frequency to its nominal value. The time of deployment and magnitude of the first two stages is critical as they influence the frequency nadir and RoCoF [21]. The frequency nadir and RoCoF also depend upon the inertia of power system, which can be calculated as (1).

$$H = \frac{1}{2} \frac{E_{\text{kinetic}}}{S_{\text{rated}}} = \frac{1}{2} \frac{J \dot{\omega}^2}{S_{\text{rated}}}.$$

In (1), $H$ is the inertia constant, $E_{\text{kinetic}}$ is the kinetic energy stored in the rotor of the synchronous machine rotating at the speed of $\omega$, $J$ is the moment of inertia, and $S_{\text{rated}}$ is the power rating. The modern power systems employ large share of RES. The RES can also provide IR if appropriate control is deployed. For example, WG can provide 0.1 pu extra power for 10 sec if the wind speed is more than 6.5 m/s. The WG and PV system can also provide frequency regulation services when operated in de-loaded mode. The power output of RES depend on the intermittent natural resources, that is, wind speed and solar irradiation. Thus, it is possible that at the time of contingency the power output of RES is zero. In addition, operating the PV or WG in de-loaded mode results in loss of power (which is not economical) as the high RoCoF events do not occur very often. Therefore, in this, work it is assumed that IR is only provided by the conventional generation system. Normally, there are several synchronous machines in a power system. Therefore, the combined inertia constant of the system can be calculated using (2) [22].

$$H_{\text{sys}} = \sum_{i=1}^{n} H_i S_i.$$

In (2), $H_i$ is the inertia constant of $i^{th}$ machine with rated power $S_i$, and $S_{\text{sys}}$ is the rating of the overall system. The variation of frequency in small power system is global phenomenon, which can be approximated by using (3) [23].

$$\frac{2H_{\text{sys}} \frac{df}{dt}}{f} = \frac{P_i - P_l}{S_{\text{sys}}} = \frac{\Delta P}{S_{\text{sys}}}.$$

In (3), $\frac{df}{dt}$ is the RoCoF, $P_i$ is the total power generated, $P_l$ is the power demand, $\Delta P$ is the power deficit, and $f$ is the nominal frequency. The RoCoF is inversely related to inertia constant $H$. Therefore, the system with higher value of $H$ would experience the lower RoCoF with compared to system with smaller inertia.
2.2 Modelling of generation system

A generic 12 bus-system is used in this study. The complete data of the system can be found in [24]. The system has four generation plants that employ fossil steam units and hydro units. The block diagram of governor and turbine is shown in Figure 3(a). In the figure, Δf is the deviation in frequency, T_{1-5} are the time constants, ΔP_{i} is the power output, and P_{i}, P are minimum and maximum power capacities. The superscript i depicts parameters of the i-th generator. The total power generated by the conventional power plants is ΔP_{P} = \sum_{i=1}^{n} \Delta P_{i}, where, P_{i} is the power generated by conventional generators, n is the total number of such generators in the system.

Some of the conventional generators in the system are replaced by the RES, for example, WG and PV. The details in this regard are given in Section 4. The power output of WG can be estimated by (4) [15].

\[ P_{w} = \frac{1}{2} r_{w}^3 A_{w} \sigma C_{p}(\gamma', \varphi). \]  

In (4), \( P_{w} \) is power output of wind generation system, \( r_{w} \) is the rated wind speed, \( A_{w} \) is the rotor swept area, \( \sigma \) represents air density, and \( C_{p} \) is the power coefficient of the rotor blades. The \( C_{p} \) can be approximated using (5) [15].

\[ C_{p}(\gamma, \varphi) = C_{1} \times \left( \frac{C_{2}}{\gamma'} - C_{3} \gamma' - C_{4} \varphi^{2} - C_{5} \right) \times e^{-C_{6}/\gamma'} + C_{7} \gamma'. \]  

In (5), \( \varphi \) is the pitch angle, \( \gamma' \), is intermittent tip speed ratio, and \( \gamma_{o} \) is the optimal tip speed ratio which can be determined as \( \gamma_{o} = \frac{\Omega}{r_{s}} \), where \( r_{s} \) is radius of rotor. The intermittent tip speed ratio is calculated as in (6) [15].

\[ \gamma' = \frac{(\varphi^{3} + 1) \times (\gamma' + 0.08\varphi)}{(\varphi^{3} + 1) - 0.035(\gamma' + 0.08\varphi)}. \]  

Furthermore, the PV system harvests energy from solar irradiation. The power output of a PV system mainly depends on the solar irradiation, efficiency of solar panel, size of solar panel, and the atmospheric temperature. The power output of the solar PV system can be determined as in (7).

\[ P_{pv} = \eta_{pv} A_{pv} I (1 - 0.0005(T_{o} - 25)). \]  

In (7), \( P_{pv} \) is the power output of PV generation system, \( \eta_{pv} \) is efficiency, \( A_{pv} \) area of PV panel, \( I \) is the solar irradiation, and \( T_{o} \) is the atmospheric temperature.

Since both PV and WG are connected to the host AC system via inverters, therefore, they cannot provide FR services inherently. However, with adequately deployed auxiliary control in PV and WG, they can participate in the FR services. Both PV and WG are non-dispatchable and harvest power from stochastic natural resources. Hence, it might be possible that at the time of the major event, the power output of PV and WG is zero. Therefore, it is assumed that both PV and WG are connected to the system via inverter without any auxiliary control for FR services (shown in Figure 3(b)). The inverter is represented by a first-order lag model with the time constant \( T_{IN} \). This particular model of the inverter is suitable for frequency response studies, and further details of this model can be found in [22]. The total power generated by RES is the sum of the PV and WG output power, \( P_{e} = P_{PV} + P_{WG} \), where, \( P_{e} \) is the total power generated by RES. Therefore, the total power generated in the system is the sum of the output power of RES and conventional generators, \( P_{e} = P_{c} + P_{r} \).

2.3 Energy storage system model

Typically, the IR and PFR stages are separated in time frame as given in Figure 2. Hence, the energy storage systems deployed for IR and PFR can be controlled independently. Therefore, the subscripts ‘ir’ and ‘pfr’ are used in this study to denote the storage deployed for IR and PFR, respectively. The variation in energy level of ESS is determined by (8).

Charge:

\[ E_{ir/pfr}(t + \Delta t) = E_{ir/pfr}(t) + \Delta t \cdot P_{ir/pfr}(t) \eta_{ir/pfr}^{c} \quad \forall t > 0. \]  

Discharge:

\[ E_{ir/pfr}(t + \Delta t) = E_{ir/pfr}(t) - \Delta t \cdot \frac{P_{ir/pfr}(t)}{\eta_{ir/pfr}^{d}} \quad \forall t > 0. \]  

Subjected to power and energy (SoC) bounds

\[ \Omega_{ir/pfr} \leq E_{ir/pfr}(t) \leq \Omega_{ir/pfr} \quad \forall t > 0, \]  

\[ -P_{ir/pfr} \leq E_{ir/pfr}(t) \leq P_{ir/pfr} \quad \forall t > 0. \]  

In (8)–(11), \( E_{ir/pfr} \) is the stored energy, \( \eta_{ir/pfr}^{c} \) and \( \eta_{ir/pfr}^{d} \) are charging and discharging efficiency, \( \Omega_{ir/pfr} \) and \( \Omega_{ir/pfr} \) are maximum and minimum energy capacity limits, and \( P_{ir/pfr} \) is the
3 | PROPOSED METHODOLOGY

In the subsequent subsections, the methodologies will be developed to estimate the size and type of ESS for IR, PFR, and IR-PFR services.

3.1 | Sizing ESS for IR

The swing equation of power system with conventional generators, RES, and ESS can be approximated using (13).

\[
\frac{df}{dt} = P_e + P_{ir} - P_{pf} - P_{fr}(1_{(P_{fr} > P_{fr}^\text{min})}) - 1_{(P_{fr} < 0)}.
\]  

In (13), \(1_{(\star)}\) is indicator function, which can take a value of 0 or 1. It can be observed from (13) that \(P_{ir}\) tries to balance the generation-demand imbalance. Based on the frequency responses of 10 MW BES at Kilroot Power Station (in Northern Ireland [21]) to a disturbance that caused the frequency reduction, \(P_{fr}\) can be approximated as in (14).

\[
P_{fr} = (1 - e^{-at})(P_{ir}1_{(|\Delta f| > S_{sys}}) + (|\Delta P| 1_{(|\Delta f| < S_{sys}})).
\]  

In (14), \(a\) is the response time which depends on \(T_m\), \(T_{ir}\), and \(T_{fr}\). Furthermore, \(\Delta P = P_e + P_{fr} - P_{fr}\). To study the impact of storage on frequency response of system, \(\Delta P\) can be assumed constant over a small period of time. Also, without loss of generality it can be assumed that \(P_e + P_{fr} < P_e\) and \(|\Delta f| > S_{sys}\). Using these assumptions in (14) and substituting back in (13) gives;

\[
\frac{df}{dt} = K\Delta P - K'\overline{P}_{fr}(1 - e^{-at}).
\]  

In (15), \(K = \frac{f}{2H_{sys}S_{sys}}\). From (15), it is clear that the RoCoF can be limited by the power capability and response time of storage (i.e. an ESS with high power supply capability and lower ramp rate would result in lower RoCoF). The frequency nadir point highly depends on the magnitude of reserve deployed before it is reached. Hence, a storage system with faster ramp up time and high-power rating can result in lower RoCoF and frequency nadir.

The power system planning requires that it must be able to withstand a contingency such as the loss of the largest generator. In such contingency situation, Equation (15) can be approximated by (16).

\[
\frac{df}{dt} = K'\Delta P - K'\overline{P}_{fr}(1 - e^{-at}.
\]  

In (16), \(K' = \frac{f}{2H_{sys}S_{sys}'}\), \(H_{sys}^\prime\) and \(S_{sys}^\prime\) are the modified equivalent inertia of system and MVA rating, respectively. The required MW size of ESS to limit RoCoF to any desired value can be computed using (17).
In (17), \( \mathbf{R}^d \) is the desired value of RoCoF. Equation (17) estimates the required power capacity of storage based on the assumption that the \( \Delta P \) remains constant after the disturbance. This assumption is true to the extent that the power output of conventional generators does not change significantly just after the disturbance due to time delay associated with the droop and turbine-governor. In fact, the power output of steam turbine based generation plants can vary (not very significantly) after the disturbance as the response time is not very large [25]. Hence, to accurately estimate the required power capacity, a region reduction iterative algorithm (RRIA) is developed. The RRIA uses the size estimated in (17) as an initial guess and iteratively estimates the required capacity as given in (18) and (19).

\[
\overline{P}_{ir}(\nu) = (\psi_{min}(\nu) + \psi_{max}(\nu))/2,
\]

(18)

\[
\psi_{min}(\nu + 1) = \psi_{min}(\nu)I[\mathbf{R}(\nu) < \mathbf{R}^d] + \overline{P}_{ir}(\nu)I[\mathbf{R}(\nu) \geq \mathbf{R}^d],
\]

(19)

\[
\psi_{max}(\nu + 1) = \psi_{max}(\nu)I[\mathbf{R}(\nu) > \mathbf{R}^d] + \overline{P}_{ir}(\nu)I[\mathbf{R}(\nu) \geq \mathbf{R}^d],
\]

and

\[
\epsilon(\nu) = \psi_{max}(\nu) - \psi_{min}(\nu).
\]

In (18) and (19), \( \nu \) is the iteration, \( \psi_{min} \) and \( \psi_{max} \) are the lower and upper boundaries of the solution region, and \( \epsilon \) is the gap between the lower and upper boundary. The boundaries are adaptive which are updated during each iteration in the direction to get closer to the solution. The iterative process continues until the boundaries reach at the solution, that is, \( \epsilon(\nu) \leq \epsilon_o \). The solution of RRIA is the required power capacity of ESS.

Flowchart of RRIA is shown in Figure 5. In the first step, the variables are initialised, that is, \( \mathbf{R}^d = 0.5Hz/s, \nu = 1, \epsilon_o = 0.000001pu, \psi_{min}(1) = 0, \) and \( \psi_{max}(1) = \overline{P}_{ir} \) (estimated using (17)). In the second step, \( \overline{P}_{ir}(1) \) and \( \epsilon(1) \) are estimated. The error, \( \epsilon(1) \), (which is defined as the gap between the upper and lower boundary of solution) is then compared with the \( \epsilon_o \). If the error is more than the minimum allowable value the algorithm selects the nominal power of IR reserve as \( \overline{P}_{ir}(1) \) and simulates the system and estimates RoCoF \( \mathbf{R}(1) \). The RoCoF, \( \mathbf{R}(1) \), is then compared with the desired value of RoCoF, \( \mathbf{R}^d \) and the upper and lower boundaries of the solution get updated accordingly. The iterative process continues until the upper and lower boundaries of the solution overlap, that is, \( \epsilon(\nu) \leq \epsilon_o \).

It is worth mentioning that magnitude of RoCoF is considered in this work for the analysis. It has no effect on the obtained results but adds simplicity in analysis.

An ESS is entirely characterised by power capability (MW rating) and energy capacity (MWh rating). The energy capacity of ESS can be calculated using (20).

\[
\overline{E}_{ir} = \frac{\gamma \int_{b_i}^{t_{i+1}} P_{ir}(t) dt \times \eta_{ir}^d}{3600} + \frac{\gamma \int_{b_i}^{t_{i+1}} P_{ir}(t) dt}{3600 \times \eta_{ir}^d}. \tag{20}
\]

In (20), \( b_i \) and \( t_{i+1} \) are the start and end of inertial response stage. Since the unit of time is second, a factor 3600 is used to convert it to MWh, and \( \gamma \) is used to account for SoC limits.

### 3.2 Sizing ESS for PFR

The purpose of the primary frequency reserve is to automatically arrest frequency after an event and bring it back within the permissible limits. The primary frequency reserve must be deployed linearly within 30 s for frequency deviation of \( \pm 200 \) mHz as deployed in the Continental Europe [11]. Moreover, the reserve must be capable of delivering the service for 15 min.

The steady-state frequency after an event can be estimated using (21).

\[
\Delta f_{s} = \frac{-\Delta P + \overline{P}_{ir}(1 - e^{-\alpha t})}{\sum_{i=1}^{n} 1/\mathcal{R}_i}. \tag{21}
\]

In (21), \( \Delta f_{s} \) is the steady state frequency error, and \( \mathcal{R} \) is the droop. The required rated power capacity of ESS to lift the steady state frequency to \( \Delta f_{s}^d \) can be estimated by (22).

\[
\overline{P}_{ir} = \left[ \Delta f_{s}^d \times \sum_{i=1}^{n} 1/\mathcal{R}_i - \Delta P \right]. \tag{22}
\]
Since the response time of ESS is very small (typically less than 1 s), the factor $1 - e^{-\frac{t}{\tau}}$ can be ignored in primary frequency reserve calculations. The energy capacity of primary frequency reserve can be calculated using (23).

$$\frac{E_{Pfr}}{3600} = \frac{\gamma \int_{t_{brfr}}^{t_{etrfr}} P_{Pfr}(t) dt \times \eta_{Pfr}^c}{3600} + \frac{\gamma \int_{t_{brfr}}^{t_{etrfr}} P_{Pfr}(t) dt}{3600 \times \eta_{Pfr}^d}. \quad (23)$$

In (23), $t_{brfr}$ and $t_{etrfr}$ are the start and end time of PFR.

Since there are various fast responsive technologies which are suitable for IR and PFR, so it is vital to make an economical comparison to find out the most suitable storage technology. Two major costs are associated with the ESS, that is, cost related to energy capacity and the cost related to power capacity. The initial investment cost of ESS is estimated using (24).

$$C_{inv}^{ina_{frfr}} = C_{inv}^{ir_{frfr}} C_{frfr}^{pf r} + \frac{C_{frfr}^{pf r} C_{frfr}^{ir}}{N_{frfr}^{ir_{frfr}}} \quad (24)$$

In (24), $C_{inv}^{ina_{frfr}}$ is the initial investment cost in $, $C_{inv}^{ir_{frfr}}$ is the cost associated with power capacity in $/MW, and $C_{frfr}^{pf r}$ is the cost associated with power capacity in $/MWh. The $C_{inv}^{ir_{frfr}}$ is account for the cost of power conversion system (i.e. converter) and other equipment required to integrate and operate ESS in the AC grid. Since various storage technologies have different life cycles, for example, SCES has higher life cycles compared to BES. Therefore, the initial investment cost might not give an accurate comparison. Therefore, the cost per cycle is used for comparison. The cost per cycle can be calculated using (25).

$$C_{inv}^{ina_{frfr}} = C_{inv}^{ina_{frfr}} C_{frfr}^{pf r} \quad (25)$$

In (25), $C_{inv}^{ina_{frfr}}$ is the cost per cycle and $N_{frfr}^{ir_{frfr}}$ is the life cycles.

### 3.3 Sizing ESS for IR-PFR

Sizing of ESS for both IR and PFR is based on the results of the previously mentioned techniques, that is, sizing ESS for IR and sizing ESS for PFR.

$$P_{ir_{frfr}}^{ir_{frfr}} = \left( P_{frfr} - P_{Pfr} \right) 1_{P_{frfr} > P_{Pfr}} + P_{frfr} 1_{P_{frfr} < P_{Pfr}}. \quad (26)$$

$$P_{ir_{frfr}}^{ir_{frfr}} = P_{Pfr} \quad (27)$$

$$E_{ir_{frfr}}^{ir_{frfr}} = \frac{\gamma \int_{t_{brfr}}^{t_{etrfr}} P_{ir_{frfr}}(t) dt \times \eta_{ir_{frfr}}^c}{3600} + \frac{\gamma \int_{t_{brfr}}^{t_{etrfr}} P_{ir_{frfr}}(t) dt}{3600 \times \eta_{ir_{frfr}}^d}. \quad (28)$$

In (26) and (27), $P_{ir_{frfr}}^{ir_{frfr}}$, $P_{ir_{frfr}}^{ir_{frfr}}$, $E_{ir_{frfr}}^{ir_{frfr}}$, and $E_{ir_{frfr}}^{ir_{frfr}}$ are the power and energy capacities of ESS when designed for both IR and PFR services. Equation (26) suggests that if the required nominal power capacity of IR reserve is more than PFR reserve then the power capacity of IR reserve in IR+PFR reserve is $P_{frfr} - P_{Pfr}$. Thus, in this case, sum of $P_{frfr}$ and $P_{Pfr}$ is the total required power capacity of the IR reserve. Both IR and PFR reserves provide inertial response and after providing the inertial response service the output of IR reserve becomes zero while PFR reserve continues to provide the PFR service.

### 4 RESULTS AND DISCUSSIONS

A generic 12-bus system is used to study the effectiveness of the proposed methodology. The system without the RES is termed as conventional power system (CPS) and generator data is given in Table 1. The penetration of RES is increased from 0 to 60%.

| Power Generation | Power Rating | Active Power | Inertia Constant | Number of Units |
|------------------|--------------|--------------|------------------|-----------------|
| Unit             | (MVA)        | (MW)         | (s)              | (–)             |
| G1               | 750, 750     | 600, 600     | 10.0128, 10.0128 | 3/2*, 3/2*      |
| G2               | 640, 0       | 400, 0       | 8.3213, 0        | 4, 0            |
| G3               | 384, 0       | 250, 0       | 6.9544, 0        | 2, 0            |
| G4               | 474, 158     | 300, 100     | 6.672, 6.6722    | 3, 1            |
| RES              | 0, 1340      | 0, 850       | 0, 0             | –, –            |
| Total*           | 2248, 2248   | 1550, 1550   | 3.801, 3.8095*   | –, –            |
| Total*           | 1998, 1998   | –, –         | 8.0868*, 3.033*  | –, –            |

* The equivalent values after the loss of one unit of G1

| TABLE 1 Parameters of CPS, HPS | Power | Power | Active | Inertia | Number |
|-------------------------------|-------|-------|--------|---------|--------|
|                              | Generation | Rating | Power | Constant | of Units |
|                              | Unit     | (MVA)  | (MW)  | (s)      | (–)     |
| G1                            | 750, 750 | 600, 600 | 10.0128, 10.0128 | 3/2*, 3/2* |
| G2                            | 640, 0   | 400, 0  | 8.3213, 0 | 4, 0      |
| G3                            | 384, 0   | 250, 0  | 6.9544, 0 | 2, 0      |
| G4                            | 474, 158 | 300, 100 | 6.672, 6.6722 | 3, 1      |
| RES                           | 0, 1340  | 0, 850  | 0, 0   | –, –     |
| Total*                        | 2248, 2248 | 1550, 1550 | 3.801, 3.8095* | –, –     |
| Total*                        | 1998, 1998 | –, –   | 8.0868*, 3.033* | –, –     |

* The equivalent values after the loss of one unit of G1
The system with 60% penetration level of RES is denoted here as a hybrid power system (HPS). The parameters of HPS are also given in Table 1. It can be seen from Table 1 that the system equivalent inertia decreased with the replacement of conventional generation plants with RES.

The power system should be planned to remain stable under contingencies like the loss of major components. The largest generator is G1 (there are three units of G1 in total). The loss of one unit of G1 is considered as the major disturbance in the system. The major disturbance is created in the simulation in such a way that it causes a power deficit of 200 MW and reduces the system inertia. The variation in system frequency and RoCoF in response to major disturbance are shown in Figure 6. The frequency and RoCoF are constrained within the adequate limits for and up to 20% penetration level of RES. The RoCoF falls outside the acceptable limit for both 40% and 60% penetration of RES. In case of 40% penetration of RES, the RoCoF becomes smaller than 0.01 pu before the activation of RoCoF relay. Thus, the system fulfills the stable operation criteria up to 40% penetration of RES. For 60% penetration of the RES, the RoCoF remains higher than 0.01 pu for more than 500 ms. This may result in generation disconnection and subsequently lead to system blackout. In this study, no RoCoF relay is implemented to limit the RoCoF and steady state deviation in frequency increase with the larger amounts of RES. This is due to the fact that the replacement of conventional generation by RES reduces the system inertia, thus making system weak and vulnerable to higher RoCoF, leading to larger frequency deviations. The steady-state frequency and RoCoF of the system with 60% RES fall outside the nominal operating windows. Therefore, ESS should be deployed to limit the RoCoF and bring the steady-state frequency error within the allowable range. In this study, the ESS is designed for the system with 60% penetration of RES.

4.1 ESS for inertial response

The methodology developed in Section 3.1 is used here to determine the appropriate size of ESS to limit the RoCoF to the desired limits. In the first step, the size is estimated analytically. This estimated size is used as an initial guess for RRIA. The variation in RoCoF and power capacity in each iteration is given in Figure 7(a). It can be observed that the RRIA converged at RoCoF of 0.01 pu.

In order to determine the most suitable storage technology for providing IR, an economical comparison is carried out based on the cost per-cycle. It is important to note that initial investment cost and number of life cycles of different storage technologies are significantly different [7]. Thus a comparison only based on the initial investment cost might be misleading. Therefore the cost per cycle is used instead to compare various storage technologies. The cost per cycle of each storage technology (BES, SCES, SMES, and FES) is calculated based on the power cost, energy cost, and number of life cycles as discussed in Section 3. The results are given in Figure 7(b). It is evident from Figure 7(b) that the SCES is the most economical compared to other rapid responsive storage technologies. The BES is the most expensive due to the lower number of cycles with high cost related to power capacity. The required power and energy capacities of SCES to fulfill the dynamic planning requirement are 35.4 MW and 0.1363 MWh, respectively.

To demonstrate the effectiveness of the proposed methodology, the SCES with estimated power and energy capacities is deployed in the HPS to provide IR support. The major disturbance is applied and the variations in RoCoF and frequency with and without SCES are recorded and depicted in Figure 8(a) and Figure 8(b), respectively. It can be seen clearly that the SCES effectively limits the RoCoF to 0.01 pu (before the triggering of the RoCoF relay). It is important to note that initially the RoCoF is higher with SCES (like the system without SCES). This is because during this time, the SCES is not active due to the time delay associated with the measurement and activation system. The SCES also arrests the frequency before it falls outside the contingency frequency range. It is also noticeable that the fall in frequency is also slowed down by SCES(because of limiting the RoCoF). It is evident from the above results that the methodology developed in Section 3.1 can accurately estimate rated power capacity of SCES.

The variation in power output and SoC of SCES are given in Figure 8(b). The graph’s left y-axis represents the variation in power output of SCES with time and the rated power capacity of SCES. The graph’s right y-axis represents the variation in SoC of SCES with time (on x-axis) and the allowable SoC limits. The SCES ramps up to full capacity after receiving the signal from the measurement and identification system. The SCES power output remains into the full capacity up to 3 s from the occur-
The time for the operation of SCES (i.e. 6 s) is selected based on the Australian electricity market operator (AEMO) fast frequency service. A different dispatch and detachment scheme can also be used as per the transmission system operator requirements. The different dispatch and detachment scheme will not affect the effectiveness of the proposed methodology, rather it would result in different energy capacity of SCES.

To assess the accuracy of the proposed sizing methodology, sizing of SCES is done using the methodology given in [12] (named as base case in the following discussion) and teacher learner based optimisation (TLBO) algorithm. The cost function used by TLBO to determine the size of SCES to limit the RoCoF is given in Appendix A. The variation in the cost function of TLBO is given in Figure A.1(a) (given in Appendix A). The normalised cost per cycle of SCES estimated using the base case methodology, TLBO, and the proposed methodology is shown in Figure 9(a). The expressions; $J_{ES,IR}=\text{const}$ and $J_{ES,IR,=20}$ correspond to the base case methodology are given in Appendix B. The per-cycle cost associated with base case methodology is quite large compared to the proposed methodology and the TLBO. It is evident that the per-cycle cost of SCES estimated using the TLBO is equal to the proposed methodology. The SCES with the sizes estimated by the base case, proposed methodology and TLBO was deployed in the system and major disturbance was created for each case. The variation in RoCoF with the size estimated using the proposed methodology in comparison to the sizes estimated using base case methodology and TLBO is shown in Figure 9(b). It is evident from Figure 9(b) that the proposed methodology and TLBO effectively limit the RoCoF to 0.01 pu as per the designed criteria. While the base case methodology limits the RoCoF to smaller values which is due to a larger size of storage, which will incur more cost (as evident from Figure 9(a)). Therefore, it should be worth noting that the proposed methodology can accurately estimate the appropriate size of storage without using any metaheuristic optimisation algorithm (which requires more computational effort).

To further assess the accuracy of the proposed sizing methodology, a local comparison is also made in which the system is operated for different sizes of SCES. The estimated SCES size is increased and decreased in small steps. The variation in system RoCoF to major disturbance is shown in Figure 9(c). It can be observed from the given results that the proposed method estimates the size of SCES accurately as it
limits the RoCoF to 0.01 pu. The SCES with rating smaller than the estimated size fails to limit the RoCoF before the activation time of the relay (under-sizing). While the SCES rating greater than the estimated size (over-sizing), limits the RoCoF to values smaller than 0.01 pu. It is understood that over-sized SCES is associated with higher cost, though the RoCoF is limited well within the threshold value.

4.2 ESS for primary frequency regulation

The power and energy capacities of four storage technologies have been calculated using the methodology developed in Section 3.2 to provide the PFR. The normalised cost per cycle is also estimated and given in Figure 10(a). It can be observed that the cost is minimum for BES. Hence, BES is economically more feasible for providing PFR. The power and energy capacities of BES are 28.74 MW and 23.7959 MWh, respectively. The BES has the lowest cost associated with the energy capacity, and the required energy capacity for PFR is also high, making it the most economical option among four technologies for PFR service. The cost is highest for FES as both energy cost and power costs are higher for FES. Hence, compared to the storage technologies with a higher power density (SCES, FES, and SMES), the energy-dense storage (e.g. BES) is more economical for the services for the required power and energy capacities are comparable.

To validate the proposed method, the BES with the rated power and energy capacities is deployed in the HPS. The major disturbance is created in the system and the variations in system frequency are recorded and given in Figure 10(b). It can be observed that the BES successfully lifts the frequency to the nominal frequency limit. The variations in the SoC and power output of BES with respect to time are shown in Figure 10(c). The graph’s left y-axis shows the variation in power output of BES. The variation in SoC is depicted on the graph’s right y-axis. BES is assumed to be initially charged at 53% as it is responsible for both upward and downward regulation services. The SoC of BES settles at 20% at the end of the operation as the BES is designed to operate between 20% and 80% SoC. It is evident from end of service SoC that the energy capacity of BES is accurately sized. The reason is that a smaller or larger capacity would have resulted in end of service SoC to be lower or greater than the minimum SoC value. The BES starts the operation after 5 s of the disturbance as typically PFR stage and IR stage are distinct. However, they can be partially or fully overlapped depending on the requirements for the system operator. The power output of the BES is similar to the operation of real BES frequency responses given in [21]. It can be observed from Figure 10(c) that the BES is fully deployed in the system at 9 s. The response time of BES is much faster and it can be dispatched fully less than 0.5 s (considering BES time delay, the delay introduced by the power converters, and measurement and identification system). To prevent the BES from deterioration due to fast discharging, slow dispatch of BES has been considered. Even dispatching of BES at a faster rate would not affect the validity of the proposed methodology. Instead,
would increase the required energy capacity of BES. The battery is detached linearly from the system after the PFR operation. The instantaneous disconnection may create large power deficit which could cause contingency condition in the system.

To assess the accuracy of the proposed sizing methodology of ESS for PFR, sizing of BES is also done using TLBO. The variation in the cost function is given in Figure A.1(b) (given in Appendix A). The variation in frequency with the size estimated of BES using the proposed methodology in comparison to the size estimated using TLBO is shown in Figure 11(a). It is evident that the BES size estimated using the proposed methodology and the TLBO effectively lifts the frequency to the desired level. An over-sized storage would have resulted in steady state deviation in frequency to be more than the desired value, while an under-sized BES would have failed to lift the steady state frequency to the desired value. Thus, the proposed methodology accurately estimates the size of BES to provide PFR without using metaheuristic technique (which are difficult to program and requires more computational effort).

The accuracy of the proposed methodology to size ESS for PFR is also assessed by making a local comparative analysis. The estimated size of BES is increased and decreased in small
steps to get the sample sizes. The variation in system frequency for different sizes of BES is shown in Figure 11(b). It can be observed that the BES ratings smaller than the estimated size fail to lift the frequency to designed limit (i.e. under-sizing). While the BES ratings larger than the estimated size lift the frequency higher than the designed limit (this may be beneficial for the system but at higher expenses).

4.3 ESS for inertial and primary frequency regulation

The sizes of four ESS technologies are estimated for both IR and PFR services. The cost per cycle for the four rapid responsive storage technologies (BES, SCES, FES, and SMES) and possible hybrid energy storage systems (BES-SCES, BES-SMES, BES-FES) are given in Figure 12(a). It can be observed that the hybrid storage combinations are more economical compared to single storage systems. It is evident from Figure 12(a) that the BES-SCES is the most economically feasible for IR-PFR among all storage technologies. This is due to the fact that the BES and SCES have complementary power and energy characteristics. Unlike IR (which requires high power and small energy capacity) and PFR (which requires high energy capacity), IR-PFR requires both high energy and high power thus making HESS most economical. The variation in cost corresponding to different power capacities of BES and SCES is given in Figure 12(b). It is important to note that the cost is calculated based on the power capacity, energy capacity, and number of cycles. It is evident that the minimum cost corresponds to the BES: 28.74 MW, and SCES: 6.66 MW. The power and energy capacities of BES and SCES required for IR, PFR and IR-PFR services are given in Table 2.

The variation in the system frequency with respect to the major disturbance is shown in Figure 13(a). The HESS effectively maintains the frequency within the contingency frequency window. Moreover, the HESS maintains the steady-state frequency within the standard frequency window. The variation in RoCoF is shown in Figure 13(b). The HESS lifts the RoCoF within 0.1 pu before the activation of RoCoF relay. This shows the accuracy of the power capacities of the BES and SCES deployed in HESS storage.

The variation in power output and SoC of BES and SCES (deployed to form HESS) are shown in Figure 13(c) and Figure 13(d), respectively. In Figure 13(c) and Figure 13(d), the graph’s left y-axis represents the variation in power output of BES and SCES, while the graph’s right y-axis represents the variation in SoC. It can be seen that the BES and SCES start supplying the power after a small delay (due to event measuring and identification system). The SCES is disconnected from the system (after 6 s of the fault), and its output is decreased linearly to avoid the sudden power deficit. The BES supplied power for 900 s and removed linearly to avoid the sudden power deficit. It is evident that HESS operated within the rated power capacity as both BES and SCES are operated within the rated power capacities. It can also be seen that the SoC of both SCES and BES remain within the allowable SoC limits. In this study, the BES and SCES are considered to operate between 20% and 80% of SoC. It is important to note that SCES and BES can be operated within any defined SoC limits, and this will not affect the accuracy of the proposed methodology. The SoC of both BES and SCES reach to minimum value of SOC at the end of service which shows the accuracy to estimated energy capacity of HESS.

| Service | Storage Type | Power Capacity (MW) | Energy Capacity (MWh) |
|---------|--------------|---------------------|-----------------------|
| IR      | SCES         | 35.4                | 0.1363                |
| PFR     | BES          | 28.74               | 23.8                  |
| IR+PFR  | BES-SCES     | 28.74, 6.66         | 23.71, 0.0256         |

FIGURE 12 Economic analysis for IR-PFR. (a) Cost per-cycle. (b) Variation in cost with the size of BES and SCES in HESS.
It is evident from the above results and discussions that the proposed methodology can accurately estimate the power and energy capacities of ESS for IR, PFR, and IR-PFR services. Moreover, the proposed operation strategy effectively operates the HESS while fulfilling the constraints inflicted by the power and energy ratings. It is also clear that the SCES and BES are economical for IR and PFR, respectively. The HESS (BES-SCES) is more economical for IR-PFR.

5  |  CONCLUSION

In this paper, a methodology is developed to determine the sizes of energy storage system (ESS) for inertial response (IR) and primary frequency regulation (PFR) in small power system with high penetration of renewable energy sources. The proposed methodology estimated the required power and energy capacities of ESS and determined the most economical storage technologies for IR, PFR, and IR-PFR services. The proposed method is applied to determine the sizes of commonly used rapid responsive energy storage technologies such as battery energy storage (BES), flywheel energy storage (FES), supercapacitor energy storage (SCES), and superconducting magnetic energy storage (SMES). The possible hybrid energy storage systems (HESS) such as BES-SCES, BES-SMES, and BES-FES are also considered in this work. The highlights of this research can be summarised as follows:

- A novel methodology has been developed to size the energy storage to provide inertial response and primary frequency regulation. A region reduction iterative algorithm (RRIA) is developed to size the storage for IR. The sizing of ESS for PFR is done analytically using the power system frequency characteristics.
- From the numerical results it is found that SCES and BES are most economical for IR and PFR, respectively. Besides, BES-SCES hybrid system is the most economical for IR-PFR. It has been shown that ESS with estimated sizes can effectively limit the RoCoF and steady state frequency deviation as per designed criteria while fulfilling the operational constraints.
- The accuracy of the proposed methodology is assessed by making comparative study of the proposed methodology with the teacher learner based optimisation (TLBO) algorithm and sizing methodology given in literature.
- It has been shown that the proposed methodology accurately estimates the sizes of ESS without utilising any metaheuristic algorithm which requires specialised expertise to implement and high computational effort.
- The proposed methodology is neither specific to the studied test system nor to any storage technology, but it can be extended to any power system including any type of storage technology.
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APPENDIX A

The objective function \( J \) for the TLBO is formulated as follows.

\[
\text{obj} : J = \sqrt{(J_1(X) - J_2)^2} \rightarrow \min,
\]

(A.1)

s.t. \[
\begin{align*}
 g_\ell (X) &= 0 \quad \ell = 1, 2, \ldots, m \\
 h_\ell (X) &\leq 0 \quad \ell = 1, 2, \ldots, q
\end{align*}
\]

(A.2)

where

\[
X = [P_{ir} \ P_{pp} \ E_{ir} \ E_{pp}].
\]

(A.3)

The first term in the objective function \( J_1 \) represents the RoCoF and frequency of the system and \( J_2 \) represents the desired value of RoCoF and/or frequency. The equality constraints are represented by \( g \) and in-equality constraints are represented by \( h \). The equality and in-equality constraints are inflicted by the storage, conventional generation system and RES.

APPENDIX B

\[
S_{ESS} = \frac{H_{target} - H_{PS1}}{H_{ESS_{KIR_{1,20}}} - H_{target}}, \quad (B.1)
\]

\[
H_{target} = \frac{\Delta P_b}{S_{PS1}} \times \frac{f_0}{2} \times \left( \frac{df}{dt} \right)^{-1}, \quad (B.2)
\]

\[
H_{ESS_{KIR_{20}}} = 1.736 \times 10^4 \times \Delta P_b^{-1.156}, \quad (B.3)
\]

\[
H_{ESS_{KIR_{1}}} = 19.81 \quad \text{and} \quad H_{ESS_{KIR_{2}}} = 39.41. \quad (B.4)
\]

The definition of each variable used above can be found in [12]. The values of the unknown parameters are calculated using following data to estimate the size of energy storage.

\[
\Delta P_b = 200 \text{ MW}, \quad S_{PS1} = 1998 \text{ MVA}, \quad f_0 = 50 \text{ Hz}, \quad \frac{df}{dt} = 0.5 \text{ Hz/s}, \quad H_{PS1} = 3.03 \text{ s}, \quad \text{and } H_{target} = 5.005 \text{ s}.
\]