Modeling peer and external influence in online social networks
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ABSTRACT
Opinion polls mediated through a social network can give us, in addition to usual demographics data like age, gender and geographic location, a friendship structure between voters and the temporal dynamics of their activity during the voting process. Using a Facebook application we collected friendship relationships, demographics and votes of over ten thousand users on the referendum on the definition of marriage in Croatia held on 1st of December 2013. We also collected data on online news articles mentioning our application. Publication of these articles align closely with large peaks of voting activity, indicating that these external events have a crucial influence in engaging the voters. Also, existence of strongly connected friendship communities where majority of users vote during short time period, and the fact that majority of users in general tend to friend users that voted the same suggest that peer influence also has its role in engaging the voters. As we are not able to track activity of our users at all times, and we do not know their motivations for expressing their votes through our application, the question is whether we can infer peer and external influence using friendship network of users and the times of their voting. We propose a new method for estimation of magnitude of peer and external influence in friendship network and demonstrate its validity on both simulated and actual data.

Categories and Subject Descriptors
H.3.3 [Information Storage and Retrieval]: Information Search and Retrieval—Clustering, Information filtering; J.4 [Computer Applications]: Social and Behavioral Sciences—Sociology

General Terms
Algorithms, Measurement, Experimentation
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temporal networks, social networks, peer and external influence in networks, information spreading in networks

1. INTRODUCTION
Rising popularity of social networks allows us to investigate dynamics of social interactions on a scale that would be unimaginable just a couple of decades ago [1, 2, 3, 4, 5, 6, 7, 8]. For example, if we are conducting a survey in traditional way we are heavily restricted with the number of participants we are able to reach, and the type of data we can collect. On the other hand, using a social network as a mediating platform for a survey allows us to gather (in addition to usual demographics data like age, gender and geographic location) a friendship structure between voters and the temporal dynamics of their activity during the voting process.

Using a Facebook application we collected demographics data and votes of 11538 Facebook users on the referendum on the definition of marriage in Croatia held on 1st of December 2013. The voters were asked the question: “Are you in favor of the constitution of the Republic of Croatia being amended with a provision stating that marriage is a community between a woman and a man?”. Application was active during a week prior to the referendum and it allowed users to express their voting preference for the upcoming referendum, to see global statistics for all users who voted, and to see statistics for their friends who voted. In addition, they could also share the link to the application through Facebook. For all these users we have their friendship relationships and various demographics data like age, gender and geographic location. Due to the politically charged topic, the referendum attracted a lot of media attention, with the opposing sides trying to engage voters through both classical news media and social media [9]. As we expected that the information about our application would gradually spread throughout both channels, we also collected publication times of major online news articles mentioning our application and the number of visitors coming from these web sites.

Figure 1 shows resulting friendship networks colored by various attributes we collected. We observe strong homophily regarding the user’s votes - users tend to have more friends who voted the same than the ones who voted opposite. Some other attributes like age and geographic location also
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show strong homophily, while others, like gender, show none. Community analysis on the friendship network reveals that each community is highly homogeneous regarding the votes and that they usually contain couple of highly connected individuals. We model voting activity dynamics in order to assess whether peer influence or external influence better explains the activation of voters. The word “influence” here refers to the influence that either peers or some external force like news media play in engaging the users to vote on our application. We are not interested in the question of how social influence determines the attitudes of individuals, that is, whether users tend to friend each other based on their preexisting preferences or they just become more similar over time [10, 11]. Regarding the external influence, we observe that large peaks in voting activity align with the publication times of major online news articles, indicating that media plays a crucial role in engaging the voters. On the other hand, some peaks in voting activity are not aligned with any of the publication times of major online news articles. For them we observe that majority of votes came from a particular community of highly connected users, indicating that they are mainly driven by the peer influence. We propose a methodology that enables us to estimate magnitude of peer and external influence in network using activation cascade.

The main contributions of this paper are the following: (i) We collected and described a large temporal Facebook network of social engagement between users. (ii) Our analysis shows strong homophily with respect to votes in the network, both on the local level (users tend to friend other users who voted the same) and the mesoscale level (communities of friendships are mostly homogeneous with respect to the votes of their users). (iii) We propose a method for estimation of magnitude of peer and external influence in network by using the activation cascade.

2. RELATED WORK
There are decades of research originating from social science on the evolution of social networks [12] and social contagions [13, 14]. Information or rumor spreading were historically modeled via epidemic-like stochastic processes on networks with the Daley-Kendall [15] and the Maki-Thompson [16] model, where nodes can be in three states (Ignorant, Spreading, Stifered). The simpler stochastic version with the binary state dynamics (active vs. non-active) is the Independent Cascade Model [17], where the active nodes independently try to activate neighboring nodes with certain constant probability. The Linear Threshold model [13, 18] models the activation as a weighted sum of active neighbors over a node activation threshold. Shen et. al. have made the first attempt of modeling the information propagation [19] in multi-level networks by Linear Threshold Model in Twitter-Foursquare networks and academic collaboration multiple networks.

Main problem is how to distinguish true influence in social networks, or what is usually called social causation, from correlation effects which derives from homophily or external confounding factors. Several things make this ask much easier: (i) if information that is shared is as specific as possible, for example when sharing specific url’s instead of generic tags, and (ii) if information that is shared can not be obtained externally, or ideally can be obtained from just few external sources, as otherwise it is very probable that multiple users will somehow acquire the same information independently, and any potential social influence will be overwhelmed with this confounding effect. In our case we don’t know explicitly who shared an information with whom and when, so we have to resort to causation vs correlation analysis that we perform by using similar randomization strategy as in [20].

Information can propagate not only over a network (peer propagation) but also via other external channels like mass media. In fact, large information cascades in social networks are often driven by exogenous events, including political unrest [1, 21] and natural disasters [22]. Peer and external influence can be defined on the level of users, where we are interested to what extent are users influenced by factors internal or external to the network [23, 24, 25], or on the level of items [26], where we are interested to what extent is the spread of an item due to factors that are internal or external to the network. Anagnostopoulos et. al. use a logistic regression to quantify the extent of peer and external pressure on the observed information cascades [27]. Probability of activation can also be modeled with additional introduction of an exposure curve which quantifies relationship between number of exposures coming from friends and the probability of activation [23, 25, 29]. Contrary to the Anagnostopoulos et. al., we take into consideration the decay of influence in time. Furthermore, we try to decouple the external and peer influence just by using a statistical properties of activation cascades on network without inferring the actual exposure curves. Due to the efficiency constraints of analyzing large information cascades, some approaches try to avoid direct calculation on the actual networks by including the network structure implicitly [8] or rely on some network statistic like degree distribution [29].

3. DATASET
Online social networks provide an opportunity to collect large amounts of data, but due to their nature they provide challenges to experimental design [30]. Usually, a researcher needs to make a tradeoff between conducting an observational study without explicit consent from the users, which raises ethical concerns [2, 31], or conducting a study where explicit consent is mandatory, which restricts the amount of data that can be collected. Even when researchers have a direct access to the whole social network and are in position to present their experiment automatically to the large number of users it is still not straightforward to collect large number of responses. For example, a study from Aral and Walker [32] on a sample of 1.3 million Facebook users managed to collect responses of only 7730 users.

We used a Facebook application as an online poll for the upcoming referendum, for which an explicit consent for participation in the study had to be given by each Facebook user. After they expressed their votes, users could see global statistics for all users who voted, and see statistics for their friends who voted. The full dataset consists of the friendship network of 12695 Facebook users who registered on our application, along with their age, gender and geographic location (locality). Out of these, 11538 Facebook users voted through our application. From these we consider only users
3.1 Homophily in network
Simple exploratory analysis of network of voters immediately reveals large homophily with respect to votes, location and age, as seen on Figure 2. Homophily with respect to votes is the strongest, with majority of users having 80% or more friends who voted the same as they did. This gives us confidence that there is a strong peer-mediated influence that is crucial in spreading the information on our application. Later we will confirm this by analyzing community structures in network and their voting dynamics. Homophily with respect to age is also strong, especially for younger users. This observation is consistent with study performed on much larger Facebook network [33]. In comparison, homophily with respect to gender is not present, with users being equally likely to friend users of both gender.

3.2 Communities of voters – peer influence
Using multilevel algorithm for community finding [34] in the software package igraph [35] we detected 27 communities in our network. As suggested by the strong homophily with respect to the votes, we found that majority of these communities are also very homogeneous with respect to the votes. Also, their voting dynamics are all very similar: they reflect global voting dynamics, and they usually contain few strongly connected users, as seen on Figure 2. Notable exception is a community that has almost equal number of votes for either side and has no strongly connected users, but has a strong peak in activity during one particular hour in the evening of 27th of November. This peak in activity is not present in other communities, and does not follow immediately after publication of any online news articles, which makes it highly likely that it originated because of the peer-driven influence exclusively. This is further reinforced by the fact that majority of users in this community come from a small town in Croatia as well as the major university towns in Croatia, which makes it highly likely that these are indeed users who form a strong real-life community of friends. We will consider this peak in activity as a gold standard for peer-driven influence.

3.3 Mass media – external influence
As a proxy of external influence we use online news articles that reported on our application, and we weight them by the number of visitors that visited our application through referral from these domains through the whole period. We retrieved information on online news articles during one week prior to the referendum by observing referral traffic to our site and the total number of visitors obtained by the Google Analytics. Total number of visitors gives us a rough estimate on the external influence each particular news article had in motivating the users for voting. From Figure 3 it is immediately obvious that majority of online news articles are followed with large peaks in voting activity. This reinforces our hypothesis that media had a large influence in activating the users. We believe that this external influence has a distinct pattern that can be distinguished from the peer influence mediated within the network of friendships. We will use the exact times of news articles as a gold standard when evaluating the external influence.

4. MODELING PEER AND EXTERNAL INFLUENCE
In this manuscript, we are modeling the activation of users in the online social network. In our case the activation of
which activated before time $t$ over all non-activated users at time $t$. Next, we calculate the expected probability of activation $\mu(t)$ with the decay parameter $\lambda$. Each activated node can independently transfer the influence to non-activated nodes. Then for each node $i$ at time $t$, the probability of the activation from its already activated neighbors $N(i)$ is:

$$p_i(t) = 1 - \prod_{k \in N(i), t_k < t} (1 - p_0 e^{-\lambda(t-t_k)}),$$

where $t_k$ denotes the time of activation of neighboring node $k$ which activated before time $t$.

Next, we calculate the expected probability of activation over all non-activated users at time $t$ and denote it with $\mu(t)$.

$$\mu(t) = \frac{1}{N} \sum_{t_i \in (t, +\infty)} p_i(t),$$

where $N$ denotes the number of non-activated users at time $t$. The external influence is estimated in a non-parametric way, as every activation which cannot be explained with the peer activation. Next, we assume that the external influence is distributed more uniformly around the network than the peer influence, simply because the mass media can influence very large number of individuals at the same time. Nodes that activated recently, in time window $[t - \Delta, t]$, we call the newly activated nodes. If there is only a external influence present with uniform influence, the set of newly activated nodes should resemble the unbiased uniform sub-sample of the set of all non-activated nodes. But, if there exists a significant peer influence, the set of newly activated nodes should be a biased sub-sample over the set of all non-activated nodes as the peer influence is network localized. Formally, we estimate this peer bias in time segment $[t - \Delta, t]$ as a sum of all the activation probabilities for all the newly activated users subtracted by the expected probability of activation for the non-activated users.

$$\text{peer}(t) = \sum_{t_i \in [t - \Delta, t]} \mathbb{1}(p_i(t) - \mu(t)),\quad (3)$$

where the $\mathbb{1}(x)$ denotes indicator function which is equal to 1 if the argument is non-negative, otherwise it is zero. If the newly activated node $i$ has probability lower than the $\mu(t)$ we classify it as an external activation node. Figure 6 (obtained by the simulations) shows that users who activated due to the external influence have $p_i(t)$ distributed as an uniform unbiased sub-sample of the set of all non-activated nodes probabilities. As a baseline for external influence we use a method [23] that classifies an activation as external if the user had no previously activated friends. This is a conservative measure that tends to underestimate the true external influence [23] because after majority of users is activated it is extremely unlikely for newly activated users to have no previously activated friends, even if they really are activated by an external influence. In our case the quantity $\mu(t)$ increases as time progresses and thus overcomes this limitation of underestimating the external influence of the baseline solution. Note that when the $\lambda = 0$ we obtain the baseline model for external influence.

5. EXPERIMENTS

We propose a new method that estimates peer and external influence using information on friendship network and activation cascade. We evaluate our method on both simulated dynamics and actual dynamics using before mentioned gold standards.

5.1 Evaluation on simulated dynamics

For simulating voting dynamics we use an actual friendship network and a discrete epidemic model where each node
Figure 3: Friendship communities between people who voted obtained with multilevel algorithm for community finding [34], colored by their votes (red for “against” and blue for “for” votes). Panels on the right show hourly activity throughout the week. Bottom two communities are typical in respect that they are highly homogeneous with respect to their votes, and that they have couple of highly connected users. Community in the top panel is an interesting exception because it has almost equal number of votes for each side, and has no highly connected users. This community also exhibits interesting voting dynamic because majority of its users voted during one particular hour on the evening of 27th of November. Our analysis shows that this peak in activity is characteristic for this community only, which makes it highly likely that it originated because of the peer-driven influence inside this community. We consider this to be a purely peer driven effect and as such we use it as a golden standard in detecting peer influence.

Figure 5: Distribution of probability of being activated by any of your peers ($p_i(t)$ from equation 1) for all non-activated users and newly activated users that activated through either peer or external influence. This distribution is taken from the 15th step of the simulation described in section 5.1. Proportion of externally-activated users is constant regardless of the user’s probability of being activated by peer influence. On the other hand, proportion of peer-activated users rises proportionally with their probability of being activated by peer influence. Vertical dashed line show the average probability of being activated by any of your peers $\mu(t)$ for all non-activated users ($\mu(t)$ from equation 3). Out of all newly activated users whose $p_i(t)$ is lower than the $\mu(t)$, majority of them are activated due to the external influence. In contrast, out of all newly activated users whose $p_i(t)$ is higher than the $\mu(t)$, majority of them are activated due to the peer influence. This justifies our approach for distinguishing peer and external influence described in equation 3.
upon activation starts spreading exponentially decaying influence of the form $p_0 e^{-\lambda_p (t - t')}$ to all its neighbors. This influence translates directly to the probability of activating any yet non-activated friend in the next time step. We initialize simulation with a single activated user. The simulation then progresses in discrete steps with every user having an independent probability to be activated by any of its already activated friends in each step. We also introduce external influence that determines the probability of activation uniformly for all yet non-activated users in the next time step, regardless of how many of their friends are already activated. In simulation mode, we use the functional form for the external influence, which is similar to the peer influence - with spiked exponentially decaying influence $q_0 e^{-\lambda_e (t - t')}$.

Figure 6 shows results on simulated voting dynamics on referendum network with peer influence parameters: $p_0 = 0.03$, $\lambda_p = 0.02$ and external influence parameters: $q_0 = 0.2$, $\lambda_e = 0.3$ that fires at the $5^{th}$ and $15^{th}$ step of the simulation. Using our method outlined in section 4, we are able to estimate the total number of users activated due to the peer or the external influence. In comparison, baseline for external influence tends to underestimate total number of externally activated users, especially after some part of the network is already activated.

5.2 Evaluation on actual activation cascade
We finally use the method we outlined in section 4 to estimate the magnitude of peer and external influence using the actual Facebook friendship network and voting times of users. Figure 8 shows the estimated number of peer and external activations aggregated in two hour sliding window throughout the voting period.

Optimizing parameters of peer influence. In order to choose appropriate parameters of peer influence $\lambda_p$ and $p_0$ we exploit the information on the visitors to our web site we have from Google Analytics. Out of total of 25154 visitors that visited our web site during the first day of voting, 17587 came by referral from Facebook, while the rest came by referrals from various news articles external to Facebook. This gives us a rough estimate of the ratio of peer and external visitors to our web site. We choose parameters $\lambda$ and $p_0$ so that the ratio of peer-activated users during the first day of voting approaches 70%, as shown on Figure 7. There are many possible pairs $(\lambda, p_0)$ that are optimal according to the criterion given above, so we choose $p_0 = 0.6$ and $\lambda_p = 0.001$ as an illustrative example on the Figure 7. But, note that our estimation method of peer and external influence is quite robust to range of $(\lambda, p_0)$ parameters (see Figure 7 bottom panels).

Validating the estimate of peer and external influence. In order to validate estimated magnitudes of peer and external influence we use couple of gold standards. As a gold standard for external influence we use publication times of many possible pairs $(\lambda, p_0)$ that are optimal according to the criterion given above, so we choose $p_0 = 0.6$ and $\lambda_p = 0.001$. Lower values of $\lambda$ and higher values of $p_0$ correspond to the strong and slow decaying peer influence, raising the fraction of peer-activated users. Higher values of $\lambda$ and lower values of $p_0$ correspond to the weak and faster decaying peer influence, lowering the fraction of peer-activated users. We choose the values so that the total fraction of peer-activated users in the first day of voting corresponds to the fraction of users visiting our web application via links from Facebook, which is in our case around 70%. Top left panel shows contour plot of the parameter space, with the percentage of peer-activated users during the first day on the right. All $(\lambda, p_0)$ pairs lying on the curve of 70% are optimal according to the criterion given above. Their corresponding peer influence curves are plotted on the top left panel. Bottom panels show that these parameters all produce similar peer activation curves, as can be seen on the bottom left panel for Monday and on the bottom right panel for Wednesday.
online news articles that mention our application. Number of visitors that visited our website by referrals from these domains gives us an estimate of the relative magnitude of influence of each external event. We observe a noticeable rise in external influence immediately after publication of each online news article, and its decay after time. On the other hand, as a gold standard for peer influence we use: (i) initial dynamics that occurred before the first online news article, (ii) time-localized dynamics that originates from a single well defined community on the night of 27th of November. As shown on the top panel of Figure 8 the magnitude of external influence before the first online news article is negligible, with sharp rise just after the publication of the first online news article. The peer influence remains dominant throughout the first day. In comparison, baseline method correctly estimates the magnitude of the first peak of external activations, but it quickly starts to underestimate it, and it fails to identify external activations completely after the first day. This is due to its overconfident assumption that newly activated users will have no activated friends if they are activated due to the external influence, which is hard to satisfy as soon as the finite size network becomes saturated with activated nodes. Another period where we expect high peer influence is during the night of 27th of November. As we showed in section 3.2 and Figure 3, this period exhibits unusually large voting activity originating from a single well defined community of users. Indeed, there is a sharp rise in peer influence during few hours of the evening, while external influence remains flat.

Configuration model of friendship network. We evaluate our method on configuration model of the network while keeping the actual activation times. Configuration model produces an ensemble of networks by rewiring all friendship connections so that each user preserves its total number of friendships. This preserves the global topological properties of the network like degree distribution, but disrupts mesoscale and local properties like communities and individual friendships that mediate peer influence. In this case we expect the majority of peer influence to be wrongly misinterpreted as external influence, as really is the case on the bottom panel of Figure 8. Rewiring friendship connections in the configuration model decouples the activation cascade from the actual network, and majority of peer influence will spread out across the network and be interpreted as external influence. Two specific cases illustrate this clearly. First, before the publication of the first online news article majority of activations are due to the peer influence, but in configuration model the peer influence is of equal magnitude as the external influence in this period. Similar, on the night of 27th of November we know that majority of activations came from a single well defined community of users, meaning that peer influence should dominate, but in configuration model we again have equal magnitudes of peer and external influence.

6. DISCUSSION

Our analysis show that, under the assumption on exponentially decaying peer influence, it is possible to estimate magnitude of external and peer influence in social networks using information on friendship network and the times of activation. This is possible due to the different mechanics of how external and peer influence propagate through network - external influence is a sort of mean-field effect that targets all users uniformly, while peer influence propagates from recently activated users. By exploiting this property we were able to give a reasonable estimate of the magnitude of peer and external influence in the Facebook network of users who registered on our application and voted on the upcoming referendum question. Of course, there are many uncertainties in the data we collected, especially regarding the motivations of our users and the information diffusion pathway between them. Friendship network is not complete as we have only friendship relationships between users who registered on our application, and we do not have data on many other plausible pathways of peer influence like word-of-mouth, email and other social networks. Our analysis would certainly benefit from a more detailed data on Facebook and web browsing activity of users of our application.
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