Functional Connectivity of Organic Neuromorphic Devices by Global Voltage Oscillations
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Global oscillations in the brain synchronize neural populations and lead to dynamic binding between different regions. This functional connectivity reconfigures as needed for the architecture of the neural network, thereby transcending the limitations of its hardwired structure. Despite the fact that it underlies the versatility of biological computational systems, this concept is not captured in current neuromorphic device architectures. Herein, functional connectivity in an array of organic neuromorphic devices connected through an electrolyte is demonstrated. The output of these devices is shown to be synchronized by a global oscillatory input despite the fact that individual inputs are stochastic and independent. This temporal coupling is induced at a specific phase of the global oscillation in a way that is reminiscent of phase locking of neurons to brain oscillations. This demonstration provides a pathway toward new neuromorphic architectural paradigms, where dynamic binding transcends the limitations of structural connectivity, and could enable architectural concepts of hierarchical information flow.

1. Introduction

Neurons in the brain are connected with each other with an immense number of synapses, and this structural connectivity plays a central role in the brain’s computational power.

Neuroplasticity in the brain spans in a range of timescales and has a plethora of implications, from neuronal development to signal processing. In addition to this anatomical connectivity, higher order phenomena exist that determine the way information is conveyed and processed in the brain. These phenomena contribute to the dynamic linking of different neural ensembles or even distant areas in the brain. This dynamic linking is mainly mediated by extracellular/macroscopic voltage oscillations. Oscillations arise from the collective activity of large neural populations (bottom-up approach), and among various functions, these oscillations synchronize the activity of neural ensembles (top-bottom approach) (Figure 1a shows a simplified schematic of synchronization).

In biological neural networks, synchronization and transient modulation of neuronal gain through global oscillations, permits the top down control of the activity of a neural population or between populations. Synchronization of distant regions in the brain constitutes a form of functional connectivity between neural ensembles that transcends the structural connectivity of the network. At the processing level, global oscillation-mediated synchronization preserves the temporal relationship between parallel inputs of stochastic activities, thus enhancing the salience of neural networks. Therefore, the ability of the sensory system to process inputs selectively in specific time windows is pronounced in cases such as attention during learning. The cross-coupling of various oscillations in the brain is also of significant importance, with fast oscillations to be nested on slower ones. This coupling constitutes a powerful mode of signal multiplexing that allows multiregional binding in the brain for integrating spatially distributed or even heterogeneous signals. At an even higher level, synchronization phenomena and neural oscillations are related to cognitive functions such as working memory, perception, and coordination of motor tasks.

This inherent capability of the brain to cope with the processing of heterogeneous, loosely structured, or even unstructured signals constitutes the most efficient computational paradigm for biomimicry. Emulating the working of the brain at the hardware-based level is not only necessary for overcoming the limitations of conventional complementary metal-oxide semiconductor (CMOS) technology based on the traditional von Neumann architecture, but also essential to understand...
Neuromorphic computing or engineering, a term that was first introduced in the 1990s by C. Mead, constitutes the basis for hardware-based neuroinspired information processing. Among other technologies, organic materials have recently emerged for neuromorphic engineering and are regarded as strong candidates, especially for interacting with the human sensory system and for adaptable biointerfacing. A key aspect of organic materials is their ability to conduct both ionic and electronic carriers (i.e., organic mixed conductors), which enables organic devices to operate in electrolytes, a feature that resembles the biological environment. By leveraging the properties of organic mixed conductors at the device level, a variety of neuromorphic functions for neuroinspired information processing has been recently demonstrated, including short- and long-term potentiation/depression, low-energy analog switching, device integration with biological substances, neuromorphic sensing, perceptron-based artificial neural networks, and spatially correlated functions. Although the field of neuromorphic engineering has rapidly advanced over the past years, the mainstream strategy in neuromorphic devices is mostly concentrated on the emulation of neuroplasticity forms, learning rules such as Hebbian learning and spike-timing-dependent plasticity (STDP), and neuron-like models with a variety of device technologies, either organic or inorganic. Regarding the abovementioned neuromorphic devices, it is worth mentioning that most architectures rely on hardwired devices; unlike in the brain, there also exist mechanisms on top of structural connectivity, such as global oscillation-mediated synchrony, which promote functional connectivity. Recently, the concept of “soft” connectivity through continuous media for neuromorphic architectures has been demonstrated. In the proposed “soft” connectivity concept, neuromorphic behavior was mainly focused on connectivity functions based on the static coupling between devices and/or device terminals. However, functional connectivity in biological...
neural processing allows the precise temporal binding of spatially distributed subunits. At the architectural level, this allows for functional connectivity between subunits in a dynamic and hardware-independent approach. Contrary to the mainstream approach of neuroplasticity or structural connectivity, the utilization of functional or dynamic connectivity is largely unexplored in neuromorphic device architectures, although it has major implications in biological neural processing.

A functional type of connectivity between organic neuromorphic devices is demonstrated in this work. An array of neuromorphic devices is used, with each receiving independent, random input signals. The devices are immersed in a common electrolyte through which a global oscillatory input is applied. This oscillatory input emulates global voltage oscillations in biological networks, and it is forced externally (top-bottom approach). It is shown that device output is synchronized with the global rhythm, with “clustering” at its amplitude extrema. This synchronization becomes more pronounced in devices receiving input more frequently. Although the devices are not hardwire-connected with each other, they exhibit global temporal coupling that is entrained by the global oscillation. These results resemble phase locking of neurons to brain oscillations. The functional connectivity achieved through the common electrolyte can lead to new architectural paradigms of dynamic or transient linking of spatially distributed parts in a circuit without the need for structural connectivity between them.

2. Results

2.1. Global Oscillations as Synchronization Functions

The device configuration is depicted in Figure 1b. It consists of a square grid of $3 \times 3$, two-terminal poly[3,4-ethylenedioxythiophene] doped with poly(styrene sulfonate) (PEDOT:PSS) devices. The fabrication process is described in the experimental section. Briefly, each device is made of a photolithographically defined PEDOT:PSS channel and external Au lines. Each PEDOT:PSS channel has nominal dimensions of $50 \times 50 \mu \text{m}^2$ (width $\times$ length, $W \times L$), and every device is placed at a center-to-center device distance of $5000 \mu \text{m}$. The film thickness of PEDOT:PSS is $\approx 250 \text{ nm}$. External Au lines are insulated, and only the active area of each device (PEDOT:PSS film) is not protected from the insulator (for simplicity, insulation is not shown in Figure 1b). The grid is exposed to a common NaCl electrolyte (100 mM) and global Ag/AgCl electrode is immersed into the electrolyte. At the single device level, one terminal of the device is the local input ($I_{x,y}$) and the other is the output ($O_{x,y}$), where $x$ and $y$ are the indexes of the $3 \times 3$ grid. The Ag/AgCl electrode acts as the global input ($G$) of the grid. During electrical measurements, an input voltage signal is applied at each local input $I_{x,y}$ and the resulting output current is measured at each output $O_{x,y}$ terminal, while being grounded, with a semiconductor analyzer. A global voltage oscillation is also applied at the gate electrode $G$. The global voltage oscillation leads to rhythmic injection/extraction of mobile ions of the NaCl electrolyte, from/to the electrolyte to/from the PEDOT:PSS-based devices and thus leading to a rhythmic doping/dedoping of the PEDOT:PSS channels. This global oscillation leads to a periodic modulation of the resistance of the PEDOT:PSS channels that depends on the temporal form of the oscillation $G$ (see also Figure 1c and Figure S1, Supporting Information for the temporal evolution of the device conductance under the influence of the global oscillation $G$ and Figure S2, Supporting Information, for the device stability during an experiment). Due to the common nature of the electrolyte and the Ag/AgCl electrode, the resistance of the PEDOT:PSS channels of the $3 \times 3$ grid is modulated in a parallel manner, and all devices are addressed in a collective way. With this configuration, when an arbitrary voltage pattern is applied at each local input $I_{x,y}$, the corresponding output $O_{x,y}$ of the devices preserves the temporal content of the global oscillation $G$, and therefore, synchronization of the device grid is possible (an example of two devices is shown in Figure 1c).

2.2. Global/Local Temporal Coupling

Figure 2a shows how a random sequence voltage signals at the local input $I_i$ (index $i$ refers to a single device on the $3 \times 3$ grid) can be synchronized with a global voltage oscillation $G$. At the single device level, the following measurement protocol is used: a random sequence of square voltage pulses is applied at the local input $I_i$ (with amplitude $V_i = 50 \text{ mV}$, width $t_p = 50 \text{ ms}$, and for different pulse numbers $N = 2 - 350$), and the resulting output current is measured at the $O_i$ terminal (a schematic of the derivation process of the random sequence of voltage pulses is shown in Figure S3, Supporting Information). A voltage oscillation is also applied at the global terminal $G$ where the amplitude modulation (AM) of a carrier signal with a modulation signal (AM of a carrier sine wave of frequency of $f_c = 1 \text{ Hz}$ was achieved, with a modulation sine wave of frequency $f_m = 3 \text{ Hz}$, refer also to Supplementary Information). Even though the input signal $I_i$ is random in terms of instantaneous frequency, a tight temporal coupling between the global oscillation $G$ and the resulting output $O_i$ is observed. This coupling is pronounced at the amplitude minimum of the global signal $G$ (whenever there is a significant overlap between the random input $I_i$ and the amplitude minimum of $G$). The results of phase-normalized, spike analysis of the output $O_i$ as a function of the number $N$ of local input pulses $I_i$ ($N = 10, 100, 350$) is presented in Figure 2b. The peak distribution as a function of the phase of the global signal $G$ is shown in Figure 2b. The results of detailed peak analysis and the phase normalized, spike distribution of $O_i$ as a function of $N$ are presented in Figures S5 and S6, Supporting Information, respectively. Indeed, from Figure 2b, it is evident that as the number $N$ of random input pulses increases, distribution of $O_i$ spike is generated with a mean value that is centered at specific phase of $G$ that corresponds to the amplitude minimum of $G$. Phase-dependent synchronization of neuronal ensembles through global oscillations or even phase locking, similar to that shown in Figure 2b, is also observed in biological neural networks. It is noteworthy that in the present case, synchrony occurs at a phase of the global signal of $\approx 1.25 \pi$, which corresponds to the minimum amplitude $G$ (see also Figure 1).
2.3. Single Device Synchrony through Global Oscillations

Figure 3a shows clearly that the temporal window of communication between local input $I_i$ and $O_i$ is preserved through the global oscillation $G$ (for random pulses at the local input with $N = 250$, amplitude $V_i = 50 \text{ mV}$, and width $t_p = 50 \text{ ms}$). Time vs frequency analysis of $O_i$ (short-time Fourier transform [STFT], a common method for studying spectral distribution of neural activity in the field of neuroscience),\(^3\) indicates high power/frequency activity at a window that corresponds to the amplitude minimum of $G$, even though the local input consists of random pulses (time vs frequency analysis of $O_i$ as a function of the number $N$ of input pulses, which is shown in Figure S7, Supporting Information). These high activity areas express discrete epochs during which communication between $I_i$ and $O_i$ is maximum, or more precisely, a time-locking behavior of output $O_i$ through the global oscillation $G$. The communication window is also evident in Figure 3b, which shows the number of $O_i$ spikes as a function of the number $N (= 2–350)$ of the random $I_i$ pulses for 40 global signal cycles ($O_i$ spikes were detected from peak analysis as shown in Figure S5, Supporting Information). For more repetitive random sequences of pulses at the local input (or as $N$ is increased), there is a synchronization event in almost every cycle of the global oscillation $G$, and thus, the number of output $O_i$ spikes approaches the total number of $G$ cycles (inset of Figure 3b shows a synchronization event at the local minimum of $G$ for an intermediate number of random pulses $N$), as also shown in the right y-axis of Figure 3b (expresses the percentage of synchronization events with respect to the total number of global cycles). The non-strict monotonic behavior shown in Figure 3b is attributed to the randomness of the input signal. The analysis of Figure 3b is expanded for the device array, and the corresponding statistics are shown in Figure S8, Supporting Information.

Due to the fact that time locking or synchronization is enhanced for more repetitive random inputs, this is also reflected in the correlation between the global oscillation $G$ and the output $O_i$\(^7\) Statistical correlation coefficient of the global input and output as a function of the number $N$ of random input pulses is shown in Figure 3c. Because the appearance of a synchronization event is more probable for dense input signals at $I_i$ (see also Figure 3b), correlation coefficient also increases with an increase in $N$. Similar to Figure 3b, deviation from strict monotonic behavior is attributed to the randomness of the input signal. Figure 3d shows the calculated correlation function of global input $G$ and output $O_i$ as a function of the number $N (= 2–350)$. This time-dependent correlation of $G$ and $O_i$ reveals how a single device becomes entrained to a specific rhythm that is defined by the global oscillation. Similar to the correlation

Although there is a qualitative similarity in the device behavior and in synchrony of biological neural networks, in the latter case synchrony may also occur in different phases of the global oscillation.

Figure 2. Temporal coupling of a random input with a global voltage oscillation at the single device level. a) A random sequence of square pulses at the local input $I_i$ (amplitude $V_i = 50 \text{ mV}$, width $t_p = 50 \text{ ms}$, and for different pulse numbers $N = 10, 100, \text{ and } 350$) is synchronized with a global voltage oscillation $G$ (AM of a carrier sine wave of frequency $f_c = 1 \text{ Hz}$, with a modulation sine wave of frequency $f_m = 3 \text{ Hz}$). The temporal coupling between $I_i$ and $G$ appears as a time-correlated spike of $O_i$ that coincides with the minimum of the global voltage oscillation. b) Phase-normalized, spike distribution of $O_i$ is preserved through the communication window of random input pulses (see also Figure S6, Supporting Information). These high activity areas express discrete epochs during which communication between $I_i$ and $O_i$ is maximum, or more precisely, a time-locking behavior of output $O_i$ through the global oscillation. Similar to the correlation
coefficient calculated from Figure 3c, correlation function shown in Figure 3d is increased for denser local input signals \( I_i \). Even more interestingly for large \( N \) values (e.g., \( N = 350 \)), time dependence of the correlation function displays a maximum close to the synchronization regime of the global oscillation (i.e., the minimum of the signal). This behavior further supports the tight temporal coupling of a single device output \( O_i \) with the global signal \( G \) at a specific phase of the latter (the correlation function for the device grid is shown in Figure S12, Supporting Information).

The correlation of the global signal \( G \) with a single device output \( O_i \) is also observed at the local minima/maxima of the global signal \( G \). For instance, in Figure 3e, the \( O_i \) vs \( G \) or Lissajous diagram is shown with respect to the phase vs \( G \) curve of the global oscillation for \( N = 350 \) (similar diagrams as a function of the number of input pulses \( N \) are shown in Figure S9, Supporting Information). Weak \( O_i \) spike clustering is evident at the local extrema of the global signal \( G \). In other words, these local extrema can be regarded as amplitude selectors of a stochastic sequence of input pulses at \( I_i \), with different local extrema that tend to create segregation in the amplitude of \( O_i \) spikes. This behavior is attributed to an increased probability of spike accumulation (overlap between \( I_i \) and \( G \)) at the local extrema than in areas with monotonic change of \( G \). This weak spike clustering is observed in every device of the array, although each device receives a unique sequence of random pulses (additional Lissajous diagrams for the device array and for the number of pulses \( N = 350 \) are shown in Figure S10, Supporting Information).

**2.4. Phase-Dependent Synchrony Promotes Functional Connectivity between Devices**

Synchrony of a device population (a grid of \( 3 \times 3 \) devices, with coordinates \( x = 1–3 \) and \( y = 1–3 \)) is shown in Figure 4. The same measurement protocol as shown in Figure 2 is followed in Figure 4 for every device of the grid. Briefly, a sequence of \( N \) random pulses is applied at the local input of every device.
In the device grid, the global voltage oscillation is applied at the G terminal, and the output $O_{x,y}$ of every device is measured as a function of time. It should be noted that for the same number of pulses $N$, a completely random and non-correlated pulse sequence is applied to different devices on the grid. From the peak analysis of every device, a phase-normalized, spike analysis of the output $O_{x,y}$ as a function of the number $N$ is performed (see also Figure S11, Supporting Information). Figure 4a shows the total number of $O_{x,y}$ spikes of the device grid at the phase of the global oscillation in which synchronization is observed for a sequence of random pulses with numbers $N = 50, 150,$ and $350$ (for a given number $N$, inputs $I_{x,y}$ are stochastic and non-correlated from device to device). Figure 4b shows the total number of $O_{x,y}$ spikes of the device grid at the phase of the global oscillation that is outside the synchronization window for $N = 50, 150,$ and $350$. A tight global and temporal alignment is observed between $G$ and $O_{x,y}$ at the synchronization window of the global oscillation $G$.

Figure 4. Output synchrony of a device population. a) Total number of $O_{x,y}$ spikes of the $3 \times 3$ device grid ($x = 1–3$ and $y = 1–3$) at the phase of the global oscillation in which synchronization is observed for a sequence of random pulses with numbers $N = 50, 150,$ and $350$ (for a given number $N$, inputs $I_{x,y}$ are stochastic and non-correlated from device to device). b) Total number of $O_{x,y}$ spikes of the device grid at the phase of the global oscillation that is outside the synchronization window for $N = 50, 150,$ and $350$. A tight global and temporal alignment is observed between $G$ and $O_{x,y}$ at the synchronization window of the global oscillation $G$.

The concept of synchrony of the device population is further supported by mapping the global coherence of the device grid. For this purpose, the correlation function $\xi$ (between the global input $G$ and each output $O_{x,y}$ of the device grid) is mapped, as shown in Figure 5, for two different phases of the global oscillation $G$ and for various numbers of random pulses at the local inputs $I_{x,y}$ ($N = 50, 150,$ and $350$) of each device of the grid. Figure 5a shows the correlation function of mapping at the synchronization phase of $G$, while mapping outside the synchronization window is shown in Figure 5b (detailed correlation function as a function of time for various number $N$ of random pulses for the device grid is shown in Figure S13, Supporting Information). In both phase cases shown in Figure 5a,b, the correlation function increases with an increase in $N$. Nevertheless, devices show higher correlation for the phase mapping corresponding to synchronization than for the phase mapping outside synchronization window (e.g., the upper right graph in comparison to the lower right one of Figure 5). It is worth noting that correlation mappings are fairly homogeneous, meaning that for a specific phase, the correlation between $G$ and $O_{x,y}$ is similar; and consequently, the correlation between different devices that receive independent (non-correlated) inputs $I_{x,y}$ is tightly preserved.

3. Discussion

This work demonstrated how functional connectivity of a grid of two terminal PEDOT:PSS-based devices can be induced with a global voltage oscillation. In biological neural networks,
functional connectivity has tremendous impact on neural processing as it defines how signals between different brain regions are associated with integrating heterogeneous information (e.g., vision and motor control). To summarize, functional connectivity is of great importance in biological neural networks because it allows for spatiotemporal addressing and association of distributed regions in the brain through global oscillations and traveling waves. These phenomena are complementary to structural connectivity and allow for time-resolved, distributed processing in the brain. This behavior is in analogy with macroscopic voltage oscillations in biological neural networks that are produced from the collective synchrony of neural ensembles. At the single device level, the global oscillation provides a temporal window of synchronization at a specific phase of $G$, as shown from time vs frequency analysis of the output signal $O_i$ and the correlation function between the global signal $G$ and the output $O_i$. For higher-order harmonics, global signal $G$ such as the one that is used in the study, weak $O_i$ spike nesting is observed at phases that correspond to the local extrema of $G$. Because the electrolyte is common for the device grid, a tight temporal coupling between the global signal $G$ and each output $O_{x,y}$ of the grid is observed and consequently between the devices. This global addressing is manifested as a $G$ phase-correlated, collective activity of $O_{x,y}$ and a homogenous modulation of the correlation function between $G$ and each output $O_{x,y}$ at the device grid level.

The concept of synchronization or similar neuroinspired functions may add in the future more biologically plausible features in neuromorphic device architectures beyond the well-established neuroplasticity forms. At the device or architecture level, similar global oscillations $G$ could be used in an array of electrochemical memory devices in order to collectively modulate the threshold of memory and thereby change the long-term memory state only in specific phases of $G$ by using additional local inputs $I_{x,y}$. In this way, phase-dependent learning/training features can be introduced in analogy with attention during biological learning processes. In addition, bottom-up synchrony in analogy with synchronized neuronal populations can be achieved, as elementary oscillators based on simple electrochemical devices already exist. Moreover, traveling waves of ionic species in electrolytes could be leveraged for introducing entirely novel neuromorphic concepts in device addressing, in analogy with traveling waves in the brain. These concepts include spatiotemporal device addressing such as propagation of synchrony in space and spatial addressing through wave interference phenomena in a common electrolyte that is shared to a device array. Moreover, electrolyte-gating is “universal,” and therefore, it can be used to gate various devices made of single crystal, ferroelectric, polymer, and 1D or 2D materials. Finally, the concept of synchrony can be adopted for introducing neuromorphic synchronization features in bioelectronics. For instance, the proposed structure could be placed between a recording and a stimulation platform of biological cell cultures in order to propagate synchrony from the former to the latter one.

4. Experimental Section

Device Fabrication: First, the substrates, 25 m x 76 mm optical microscope glass slides, were assiduously cleaned in a soap sonication bath for 15 min
followed by 15 min of sonication in an organic solvent mixture (acetonitrile/isopropanol 1:1 vol/vol). Subsequently, device electrodes and pads were patterned with standard photolithography techniques. A positive photoresist (S 1813) was spun on the substrate, and the created film was first exposed to UV light through a photolithography mask and then developed using MF-26 developer. Gold was then deposited on the substrate with the help of a sputtering coating system. The subsequent lift-off step in acetonitrile/isopropanol resulted in 100 nm gold features patterned on the substrate, while a 10 nm chromium layer used as an adhesion promoter between gold and substrate. Afterward, the devices were encapsulated in a double, 2 μm each, parylene C layer that plays the role of both electrical insulator and electrolyte shield. Between these layers, a 2% soap (Micro-90) solution would serve as a anti-adhesive promoter in a later fabrication stage. A second photolithography step was employed to define the 50 μm × 50 μm channel (width × length, W × L) on each device (the devices form a regular 3 × 3 grid with a spacing of 5000 μm between adjacent devices). A different positive photoresist (AZ 9260) was spun on top of the two parylene C layers, and after UV exposure and development steps, windows were defined in the photoresist film. Through these windows, parylene C was etched away via O₃ plasma reactive ion etching, resulting in the creation of wells across the parylene C layer. The PEDOT:PSS film was then deposited on the patterned substrate through spin-coating (at 3500 rpm for 30 s) from dispersion solution (PEDOT:PSS, Clevis PH 1000, Heraeus Holding GmbH, with 5 wt% ethylene glycol, 0.1 wt% dodecylbenzenesulfonic acid, and 1 wt% of [B–glycidyloxypropyl]trimethoxysilane). The thickness of the PEDOT:PSS film was ≈250 nm. A peel-off step of the upper sacrificial layer of parylene C defined the device active area. Finally, the devices were hard baked for 60 min at 140 °C and immersed overnight in distilled water for the removal of any low-molecular-weight chemical compounds from the PEDOT:PSS films.

**Device Characterization:** All device measurements were performed with a 100 mM NaCl aqueous electrolyte at room temperature. A global Ag/AgCl electrode was placed on top of the PEDOT:PSS device with coordinates (x, y) = (1, 1) and immersed in the electrolyte. The potential of the global Ag/AgCl electrode was kept constant during all measurements. The response of the devices on the grid was independent of the position of the global Ag/AgCl electrode.[44,47] Each device on the grid was initially cycled (repetitive 0.3–0.3 V pulse cycles at the gate for 2 s each) to obtain reproducible behavior using a 2602B SourceMeter Unit (Keithley). Device measurements were performed with a 4200A-SCS Parameter Analyzer (Keithley). A sequence of random pulses was applied at the local input Iᵩₓ,y of a device on the grid, and the output current Oᵩₓ,y was measured, with the output terminal to be connected to the ground of the Parameter Analyzer. The sampling rate of current measurement was 100 kHz. A sequence of random pulses was programmed with Python v. 3.7.0 (with amplitude Vᵩ ≈ 50 mV, width tᵩ ≈ 50 ms, and for different pulse numbers: N = 2–350) using a random number generator for defining the time occurrence of the pulses. The sequence of pulses was then imported into the Parameter Analyzer as a time series of voltage pulses. Impedance spectroscopy measurements of the devices as a function of the position of the gate electrode on the device grid were performed using an AutoLab (µAUTOLABIII potentiostat).

**Analysis:** Oᵩₓ,y peak analysis was performed using OriginPro 2016, with a threshold of 60% of the maximum was set for Oᵩ peak detection, after subtracting the background noise. STFT was performed using OriginPro 2016 equipped with a Hanning-type window, with fast Fourier transform (FFT) length of 256 points and a window length of 12 points. The correlation coefficient between Oᵩₓ,y and G and correlation function between the absolute value of Oᵩₓ,y and G was calculated using OriginPro 2016.
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