An equation-of-state-meter for CBM using PointNet
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A novel method for identifying the nature of QCD transitions in heavy-ion collision experiments is introduced. PointNet based Deep Learning (DL) models are developed to classify the equation of state (EoS) that drives the hydrodynamic evolution of the system created in Au-Au collisions at 10 AGeV. The DL models were trained and evaluated in different hypothetical experimental situations. A decreased performance is observed when more realistic experimental effects (acceptance cuts and decreased resolutions) are taken into account. It is shown that the performance can be improved by combining multiple events to make predictions. The PointNet based models trained on the reconstructed tracks of charged particles from the CBM detector simulation discriminate a crossover transition from a first order phase transition with an accuracy of up to 99.8%. The models were subjected to several tests to evaluate the dependence of its performance on the centrality of the collisions and physical parameters of fluid dynamic simulations. The models are shown to work in a broad range of centralities (b=0-7 fm). However, the performance is found to improve for central collisions (b=0-3 fm). There is a drop in the performance when the model parameters lead to reduced duration of the fluid dynamic evolution or when less fraction of the medium undergoes the transition. These effects are due to the limitations of the underlying physics and the DL models are shown to be superior in its discrimination performance in comparison to conventional mean observables.

I. INTRODUCTION

Relativistic heavy-ion collisions produce small systems of strongly interacting matter of extremely high energy densities in which possibly a new state of deconfined matter, consisting of free quarks and gluons, called the Quark Gluon Plasma (QGP) is created [1]. The created hot and dense system expands rapidly under its own pressure and gradually cools down back to a dilute gas of hadrons which can be detected as final state particles in experiments. In QCD thermodynamics, the transition from a gas of hadrons to a QGP is likely a smooth crossover at high temperatures and very small baryon densities as established by lattice QCD [2][4]. A first order phase transition is conjectured at lower temperatures and moderate baryon densities [5]. Re-constructing the complete QCD phase diagram and identifying the regions of these transitions and thereby identifying the possible critical point, by means of experimental observations, is the major goal for the heavy-ion collision programs at Relativistic Heavy Ion Collider (RHIC), Large Hadron Collider (LHC) and the future Facility for Antiproton and Ion research (FAIR).

The Compressed Baryonic Matter (CBM) experiment at FAIR is a fixed target experiment that will study the phase structure of dense QCD matter with nucleus-nucleus collisions of energies up to 45 AGeV in the lab frame [6,8]. The physics program of the CBM experiment includes the exploration of high density equation of states such as in neutron star cores and the search for phase transitions at finite baryon densities [9][10]. The experiment will run at an unprecedented interaction rate of up to 10 MHz and the CBM detector will measure up to 1000 charged particles per collision. An online event selection algorithm [11] that performs ultra fast event reconstruction will be used to select interesting events for permanent storage from about 1 TBytes/s of collected data. Extracting the physics hidden in the vast amounts of data generated in this ambitious experiment requires the development of new techniques that can perform fast, accurate and real time physics analyses on raw experimental output.

The incoming data stream from the detector is processed by different algorithms to perform event reconstruction [12], particle identification and event selection [13] before different physics analyses can be performed. Events reconstructed and selected by these algorithms are used to calculate observables such as anisotropic flow and particle multiplicity fluctuations which are sensitive to a phase transition [13]. Multi-parameter fits of the model simulations to the experimental data for these observables are currently used in experiments to search for phase transitions and to calculate the bulk properties of QCD medium. Bayesian analysis methods have been proposed as a method to fit the parameters to these observables [14-16]. An alternate approach to identify the appearance of a phase transition in QCD matter is based on Deep Learning [17] techniques. Such DL techniques are considered so-called end-to-end approaches, where the DL model themselves determine the interesting features of the data and perform a classification task on these features. In [18], Convolutional Neural Networks [19] were trained on pion spectra (p, φ) from hydrodynamic simulations to classify the EoS of a possible QCD transition. The study performed on the hydrodynamic output showed an average prediction accuracy greater than 95%.
A follow up study was presented in [20] where a hadronic cascade model was employed after hydrodynamic evolution in the simulations to achieve a realistic freeze-out as well as including the effect of having a finite number of measurable particles in single events. The hadronic cascade "after-burner" introduces uncertainties in the final state spectra due to resonance decays and hadron rescatterings. This results in discrete particle spectra with predominant event-by-event fluctuations unlike the smooth spectra produced by pure hydrodynamic simulations. DL methods are reliable and accurate in identifying QCD transitions in heavy-ion collisions. However, as reported in [20], the performance depends largely on the fluctuations in the final state spectra. Therefore, if such a DL based EoS-meter is to be used on the direct output of a heavy ion experiment, an extensive analysis on the response of the DL model on additional uncertainties introduced by e.g. the detector resolution, acceptance region and efficiency of the reconstruction algorithms is necessary. The model should not only be robust against these constraints but also meet the performance in terms of accuracy and speed as demanded by the experiment.

In this study, the effects of experimental uncertainties and detector effects on the predictions of DL models for classifying QCD transitions at CBM experiment are investigated. The DL models were trained on a data similar to an experimental output by the use of a comprehensive data preparation pipeline that includes detector simulation and reconstruction algorithms. We demonstrate a novel DL model that can identify the EoS of QCD transition from raw experimental output and its performance on different situations of detector resolution and acceptance. We also studied its dependence on collision centrality and the model parameters for hydrodynamic evolution. This simulation study thereby shows for the first time how DL models can be employed in heavy-ion collision experiments to identify phase transitions directly from experimental output.

II. THE CBM DETECTOR

The CBM detector is designed to make fast and precise measurements of the hadrons, muons and electrons produced in nucleus-nucleus collisions. The experiment will exploit modern radiation hard detectors with self triggered read out electronics to achieve the desired performance. Among the key components of the CBM experiment are the Silicon Tracking System (STS) [21] and Micro Vertex Detector (MVD) [22] which are placed inside a superconducting dipole magnet with a magnetic field integral of 1 Tm. The MVD consists of 4 layers of Monolithic Active Pixel Sensors (MAPS) placed 5-20 cm downstream the target. The main purpose of the MVD is to reconstruct open charm decay vertices and has an excellent position resolution of 3.5 - 6 µm and secondary vertex resolution of about 50 µm. The STS comprises of 8 layers of silicon microstrip sensors placed 30 - 100 cm downstream the target. The task of STS is to reconstruct the tracks and momenta of charged particles. The STS has an excellent momentum resolution of about 1%. Other sub detector systems of CBM include Ring Imaging Cherenkov Detector (RICH), a Muon Chamber system (MUCH), Transition Radiation Detector (TRD), Multi Gap Resitive Plate Chambers (MRPC) based Time of Flight (TOF) system, Electromagnetic Calorimeter (ECAL) and Projectile Spectator Detector (PSD). However, in this study we consider the data only from STS and MVD for the analyses.

III. MICROSCOPIC AND MACROSCOPIC DYNAMICAL MODELS USED TO GENERATE THE DATA

To generate the training data for the DL analysis, this study uses the hybrid mode [23] of the Ultra-relativistic Quantum Molecular Dynamics model (UrQMD 3.4) [24, 25] to simulate heavy-ion collision events with and without a phase transition. In this hybrid approach, a combination of microscopic and macroscopic description of collisions is used where the microscopic UrQMD model is used to generate realistic initial states of the collision at high baryon density. The consecutive hydrodynamic evolution models the intermediate hot and dense stage during which the system may undergo a phase transition [26]. The hydrodynamic evolution starts once the Lorentz-contracted nuclei have passed through each other. This time \( t_{\text{start}} \) is given in natural units by

\[
 t_{\text{start}} = 2R \sqrt{\frac{2m}{E_{\text{lab}}}} \tag{1}
\]

where \( R \) is the radius of the nuclei, \( m \) is the mass of the nucleon and \( E_{\text{lab}} \) is the kinetic energy of beam. At this time the particle list of UrQMD is transformed into an initial distribution of the energy-momentum and net baryon number density required for the subsequent hydrodynamic evolution. The required smoothing of the density is achieved by treating each hadron from UrQMD as a three dimensional Gaussian distribution of its energy-momentum as well as baryon number. One should note that this initial state will give reasonable event-by-event fluctuations for the initial eccentricities and is also independent of the equation of state that is employed for the fluid dynamical evolution. Any effect of the EoS will therefore be confined only to the expansion phase. The SHASTA [27, 28] algorithm is then used for the 3+1D ideal fluid dynamic evolution on a Cartesian grid with a spacing of \( \Delta x = 0.2 \) fm and a grid size of \( 200^3 \) cells.

The equation of state of the medium is an essential input that is required to solve the fluid dynamical equations. The EoS combines the microscopic and macroscopic properties of the system created and provides the pressure of the medium for any given energy and net baryon number densities. The EoS incorporates the QCD transition, as the evolution of the medium is driven by pressure gradients. In this study, we use two distinctly different equations of state for training and validation. One based on a Maxwell construction between a gas of pions and nucleons and one based on a contracted nuclei have passed through each other. This time \( t_{\text{start}} \) is given in natural units by

\[
 t_{\text{start}} = 2R \sqrt{\frac{2m}{E_{\text{lab}}}} \tag{1}
\]

where \( R \) is the radius of the nuclei, \( m \) is the mass of the nucleon and \( E_{\text{lab}} \) is the kinetic energy of beam. At this time the particle list of UrQMD is transformed into an initial distribution of the energy-momentum and net baryon number density required for the subsequent hydrodynamic evolution. The required smoothing of the density is achieved by treating each hadron from UrQMD as a three dimensional Gaussian distribution of its energy-momentum as well as baryon number. One should note that this initial state will give reasonable event-by-event fluctuations for the initial eccentricities and is also independent of the equation of state that is employed for the fluid dynamical evolution. Any effect of the EoS will therefore be confined only to the expansion phase. The SHASTA [27, 28] algorithm is then used for the 3+1D ideal fluid dynamic evolution on a Cartesian grid with a spacing of \( \Delta x = 0.2 \) fm and a grid size of \( 200^3 \) cells.

The equation of state of the medium is an essential input that is required to solve the fluid dynamical equations. The EoS combines the microscopic and macroscopic properties of the system created and provides the pressure of the medium for any given energy and net baryon number densities. The EoS incorporates the QCD transition, as the evolution of the medium is driven by pressure gradients. In this study, we use two distinctly different equations of state for training and validation. One based on a Maxwell construction between a bag model quark gluon EoS and a gas of pions and nucleons [27, 28] to simulate the first order phase transitions scenario. The second EoS is dubbed the Chiral Mean Field hadron-quark EoS [29] which describes a smooth crossover transitions as predicted by lattice QCD. To investigate the models
output for an unknown EoS we also employ a hadron resonance gas equation of state which is based on a free gas of hadrons according to the known hadronic resonances from the particle data group [30]. The three equations of state, along trajectories of constant entropy per baryon, as expected for heavy ion collisions at $E_{\text{lab}} = 10 \text{ AGeV}$, are visualised in figure 1. While the crossover EoS is the stiffest and the phase transition the softest equation of state, the HRG lies in between these two extreme cases.

The fluid dynamical evolution proceeds until the energy density in all cells falls below a freezeout energy density ($\epsilon_0$) after which the evolution is stopped. The default value for $\epsilon$ is five times nuclear ground state energy density ($\epsilon_0$) but it can be adjusted freely. More details on the motivations behind the chosen values for $t_{\text{start}}$ and $\epsilon$ are discussed in [23, 26]. Particles are then generated from an iso-energy density hypersurface which has been created throughout the whole time evolution. The density that defines this particlization hypersurface is the above defined value of $n\epsilon_0$. The sampling of particles is done using the well known Cooper-Frye formula

$$E\frac{dN}{dp} = \int_\phi f(x, p)p^d d\sigma_\mu$$

where $f(x, p)$ is the boosted Fermi or Bose distribution and $d\sigma_\mu$ is the freeze out hypersurface element. Here, global conservation of baryon number, charge, strangeness is exactly observed. The particles are then transferred to UrQMD where hadronic cascade calculations happen. Important final state effects such as hadronic rescattering and resonance decays are performed at this stage. The output of the UrQMD-hybrid model is then an event-wise list of particles with their four momenta and positions.

The main objective of the study is to develop a DL model that uses information similar to the experimental output of the CBM experiment, without any significant analysis chain. Furthermore, our study will analyse the effects of experimental constraints on the performance of this model. Therefore, an accurate modelling of the experimental condition is necessary. The CbmRoot [31] package is used to transport the final state particles from UrQMD through the CBM detector simulation. CbmRoot uses GEANT3 [12] to simulate the electromagnetic and weak interactions as well as decays of particles traversing the detector. The hits in the detector are then digitised to mimic the detector resolution and finally these digitised hit positions are used to reconstruct the tracks using a Kalman filter based algorithm [12]. The standard CbmRoot macros are used for the transport simulation, digitisation and track reconstruction. As a result, we obtain realistic event-wise output from the detector simulation which can now be used as input for the DL analysis.

It is also important to note that CbmRoot can perform the full detector simulation according to the experimental specifications. However, the default setup does not include a realistic simulation of different backgrounds which may lead to additional noise and could potentially weaken the discrimination performance. In the actual experimental data taking, quasi real-time processing of free-streaming detector data requires an extra stage of event building, i.e. the identification of clusters of detector hits sufficiently close in time and space. After the step of event building separate events are technically defined and can be processed, also in the approach of this analysis. It is interesting to note that the process of event building might also be improved by DL-based methods, similar to the PointNet recently developed in [33].

IV. POINTE NET FOR CLASSIFYING THE EOS

Deep Learning is a well established Machine Learning method inspired by the way information is processed in biological systems. It employs multiple layered Artificial Neural Networks to learn higher dimensional correlations in the data. Machine learning and Deep Learning methods have been widely used both in theory [44, 48] and in experimental high energy physics [49, 58]. Previous studies [18, 20] on identifying the QCD phase transitions have shown that Convolutional Neural Network (CNN) based models can accurately classify the underlying equation of state from a hydrodynamic evolution using the $p_T, \phi$ spectra of pions (differential transverse and angular distributions in the transverse plane). In [69], CNN was used to detect the formation of QGP in CBM experiment. CNNs are a good choice of algorithm for extracting correlations from image like data, i.e. data which is provided in the form of equally spaced multi dimensional histograms. However, the purpose of this study was to train DL models directly on experimental outputs such as the information of discrete reconstructed tracks of particles in a collision event. The state vector which represents a reconstructed track
in a CBM detector plane comprises of transverse x, y coordinates, tangential directions to the track and the charge to momentum ratio (q/P) of the particle. This data can be fed to a neural network as a 3D voxel array (trajectories in 3D) or as two separate 2D pixel arrays (trajectories in x-z and y-z planes). However, this would render the data to be highly voluminous causing large memory requirements. Moreover, processing the data into these images and combing through it with CNNs would be computationally inefficient and slow. Considering the potential use of a DL based EoS meter for fast online data analysis at CBM, this conversion of the data to images could slow down the whole analysis chain. A solution to these issues is to use a point cloud representation of the data. Point clouds are collections of disordered points in space. A track can be considered as a point in the point cloud in a N-dimensional space where "N" is the number of attributes describing the track. The data therefore becomes an order invariant list of tracks where each entry of the list is the state vector of the track.

DL models can be trained on point cloud data using the PointNet \cite{70} architecture. PointNet based DL models have been shown to learn from heavy ion collision data to reconstruct the impact parameter of collisions in \cite{33, 71}. In this study, we used a similar network architecture but less complex (i.e.; lesser number of trainable parameters) than the one described in the above paper. The PointNet based models accept the point cloud in the form of a 2D array where each row is a point (i.e. a track information in the event) in the point cloud and each column is an attribute of the point/track. This array is then processed with symmetric, order invariant operations to extract global features which finally pass through a fully connected deep neural network to identify the EoS that created the given point cloud.

V. TRAINING AND TESTING POINTNET MODELS

The present study was conducted on a set of Au+Au collisions at a beam energy of 10 AGeV in the lab frame. CBM will also study other heavy ions at similar energies. However, as the underlying physics of the collisions remains the same, the models developed in this study can be easily extended for application to other nuclei. The dataset for this study was generated using the UrQMD-hybrid model and CbmRoot package as described in section \cite{11}. It consists of 30000 training events and 10000 validation events each for the crossover and first order phase transition equation of states with an uniform impact parameter (b) distribution from 0 to 7 fm. To study the effects of experimental uncertainties and constraints on the performance of the DL models, the PointNet model was trained on different outputs:

1. Firstly, the final state output (Dataset 1), i.e. the particle information directly from the UrQMD model without any acceptance cuts. This dataset contains essentially the full event information and has not been transported through the detector simulation.

2. Secondly, the final state output within CBM detector acceptance (Dataset 2). The dataset contains final state particles from UrQMD model within the CBM acceptance region of 2-25° polar angles. This corresponds to a hypothetical, ideal detector output which detects all particles within its acceptance with infinite resolution.

3. Lastly, the CbmRoot simulated data (Dataset 3), i.e. the final state output from UrQMD is passed through CbmRoot. This dataset comprises of the reconstructed tracks from the digitised hits of particles in the simulated CBM detector.

The network structure and other training parameters were fine tuned through trial and error to achieve the best performance on the final state output (Dataset 1). The same network architecture and hyperparameters (however, with different input dimensions depending on the dataset) were then used for training the model with experimental effects (Dataset 2,3). In this way, it was possible to study the response of the same DL network to different experimental constraints.

A. Network architecture

The input point cloud passes through 3 1D-convolution layers to extract 128, 256 and 512 feature maps respectively. Batch normalisation layers are present between every convolution layer. An average pooling layer then extracts one global feature of the point cloud from each of the 512 feature map generated by the final convolution layer. The 512 global features are the input to a 3 layer fully connected Deep Neural Network (DNN) with 256, 128 and 2 neurons respectively. Batch normalisation and dropout layers (with drop out probability 0.5) are present between every DNN layer. All layers except the final layer use the ReLU activation function. A softmax activation is used on the final layer to classify the EoS. The models use the Adam optimiser with a learning rate of 10^{-5} and categorical cross entropy as the loss function. The models were trained until the network started overfitting the data and the best model in terms of validation accuracy and loss was chosen for further analyses.

B. Training results

As discussed above, three different scenarios for the input data were investigated in this study. In the first case (Dataset 1), the input for training was the event-by-event list of four-momenta of all particles from UrQMD. The input data has dimensions N×4 where N is the maximum number of particles present in an event. Events with less number of particles are filled with zeros to maintain the same input dimensions. In this scenario, the trained PointNet model achieved a validation accuracy of 77.2% for the correct event-wise classification between crossover and phase transition EoS. This accuracy can be improved if multiple events are combined to create the input. This was done by randomly selecting K events, i.e. all rows (without replacement) in that event, from the event-by-event lists (along with rows filled with zeros) and concatenat-
ing them to create a longer list with dimensions (K*N)×4. It must be noted that the combined events are randomly chosen from b=0-7 fm. A validation accuracy of 99.7% was achieved by the model when the input was the combined data from 15 events as can be seen in figure 2. The model learns a set of unique observables for classifying the underlying EoS and the boundaries of these observables for either classes are accurately learned with a combined dataset.

In the second case, the input for training was the four momentum of particles from UrQMD which were within the CBM detector acceptance. Particles beyond the CBM acceptance range of a 2-25° polar angles were removed from the events. The validation accuracy in this case was decreased to about 72.2% for the event by event input and the model was able to achieve an accuracy of 99.5% by combining 20 events for the input.

The decrease in accuracy can be understood. Supplying the PointNet with only a shortened or partial list of particles increases the difficulty of learning the observables capable of classifying the EoS. The DL model therefore requires a few more events to achieve a classification accuracy similar to the first case. The models cannot distinguish particles belonging to one event from another. Therefore, it is likely that the unique DL constructed observables are some aggregate quantities, probably within certain region of the phase space. An acceptance cut could remove part of the information which was otherwise available (in first case) and calculating these observables accurately would naturally require more statistics.

In the third dataset, more realistic experimental constraints of acceptance and resolution were introduced. The UrQMD output was passed through the CBM detector simulation and the model was trained on the tracks reconstructed from the hits of the particles in MVD and STS detectors of the detector simulation. In this case, the average classification accuracy for single event inputs was only 62.4%. However, after combining 40 events for an input, the accuracy increased again to 96.6%. For this model to achieve a performance similar to the second dataset, the number of events that were combined to create the input had to be doubled. This model, based on dataset 3, that uses 40 events of reconstructed tracks as input is henceforth referred to as Model-1. The accuracy of PointNet models in the three cases as a function of number of events combined is plotted in figure 2. It is evident from the plot that the performance of DL model is only marginally decreased in the presence of a simple acceptance cut but there is a large drop in the accuracy when a more realistic experimental scenario is considered. This shows that the final state particles have strong features that are characteristic of the macroscopic properties that governed the evolution of QCD medium. However, in an experiment these distinct features become weaker and difficult to identify. Uncertainties in measurements due to the detector resolution and randomness in the detected particle spectra arising from interactions of particles in the detector diminish the relevant signals in the data. Inefficiencies of reconstruction algorithms and selection cuts also introduce errors in the final data. Nevertheless, the DL model is able circumvent these issues by combining more events for decision making. A similar behaviour was also reported in [20]. Increasing the statistics reduces the stochasticity in the data thereby improving the predictive power of DL. For instance, the global feature used by the PointNet models for classifying EoS are the average (given by average pooling layer) values of each feature extracted by the convolution kernels. These averages could be more accurate determined when more sample points are used. In this way, the PointNet models could improve in performance when more events are used.

However, this does not mean that conventional mean observables such as mean transverse momentum (<p_T>), collective flow (<v2>) etc. can be used for classifying the EoS as accurately as PointNet models. The above mentioned DL models do not require any event selection based on centrality while the traditional observables have strong centrality dependence. Without a centrality selection and high statistics, the traditional observables will not have well separated boundaries that can aid an accurate classification. The <p_T> and v2 distributions for 15 events averaged data from UrQMD are plotted in figure 3. It is evident from the plots that the distributions of these observables, after averaging over only 15 events, overlap significantly and cannot be used to classify the two classes of data as accurately as the PointNet model does. We have also checked that simply calculating averages of the different components of the input features in the PointNet will also not lead to easily distinguishable distributions. A more in depth discussion on the interpretability of the network is given in appendix A. There, we describe a method to interpret the decision making process of our PointNet model which.
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**FIG. 2.** (Color online) Validation accuracy of the PointNet models as a function of number of events combined to create the input. The number of training and validation samples were fixed to be 60000 and 20000 respectively for all the models although multiple events were combined to create a sample. While randomly combining events, it was ensured that an event in training sample was never present in a validation sample. The DL models achieved greater than 99% accuracy with the combination of 15 events in an ideal case while 20 events had to be combined in the presence of an acceptance cut. However, the DL model required a combination of 40 events to achieve about 96% accuracy in a more realistic experimental condition.
helps to understand why the model outperforms conventional observables.

In other words, the PointNet model is able to learn unique observables that produce a close to perfect classification accuracy from only combining the input of 15 random events. The PointNet model is able to learn such observables even from an “experiment like data” in which the reconstructed tracks are the input (Model-1).

In order for the CBM experiment to make complete utilisation of the high event rates, accurate online event selection and analysis techniques are necessary. The DL models require a maximum of just 40 events to achieve a classification accuracy greater than 96%. The PointNet based EoS meter can serve this purpose and can be coupled with other DL based algorithms (e.g. centrality meter [33]) for a comprehensive online event analysis.

It is well known that conventional observables are very sensitive on model parameters such as the centrality selection, initial state, freeze-out condition etc. Therefore, we investigate in detail the generalisation ability of the PointNet models on these parameters in the following sections.

C. Centrality dependence

Model-1 which had an accuracy of 96.6% was trained on events with impact parameters 0-7 fm. Although the accuracy is already good enough, the model showed slightly better performance on central events which hints to a centrality dependence. To examine if the accuracy of the model can be increased with a different centrality selection, a model (Model-2) was trained explicitly on events with an impact parameter of 0-3 fm. This model also used the tracks reconstructed from the detector and combined the data from 40 events to form an input. The Model-2 achieved a prediction accuracy of 99.8% on events with impact parameters 0-3 fm: Choosing a smaller centrality bin therefore improved the performance of the model. However, most of the events collected in the experiment will be unusable if we choose only central collisions. To tackle this issue, a model (Model-3) was trained which combined only events with impact parameters 0-3 fm and 3-7 fm separately. The input for this model was a combination of 40 events (reconstructed tracks) either from the impact parameter bin of 0-3 fm or from 3-7 fm. In addition to this selection of events, the network had 1 extra input to feed in the impact parameter bin of the given sample (i.e: 0 if b=0-3 fm and 1 if b=3-7 fm). This input is concatenated with other extracted global features and is fed into the DNN. The Model-3 achieved a validation accuracy of about 99.65% for events with impact parameter 0-3 fm and 81.27% for impact parameter 3-7 fm. The PointNet models can achieve the best performance for central events, assuming they can be accurately identified [33]. However, significant accuracies can also be achieved on peripheral events if they are separated from central events for training.

D. Dependence on model parameters

In the previous section, it was shown how PointNet models can be employed to correctly classify the nature of the QCD transition with large accuracy in a wide range of centralities or in a small centrality range depending on the experimental requirement. However, the physical and model parameters have been kept constant, i.e. they were assumed to be known exactly. In reality this is not the case and thus, to ensure the reliability of DL model in an experiment, the models must be robust against reasonable changes of the physical parameters of the hydrodynamic event generator. Two such parameters are the starting time for hydrodynamic evolution ($t_{\text{start}}$), which essentially determines the time at which one can assume local equilibration to be reached and the particlization energy density ($\epsilon$), which determines at which point the system starts to fall out of local equilibrium. Since at that energy density particles are emitted from the hydro to the non-equilibrium hadronic rescattering phase, matter below this criterion will effectively not be influenced by the EoS. To evaluate the dependency of the DL models on these parameters, the trained PointNet models were tested on events where $t_{\text{start}}$ and $\epsilon$ were varied by ±10% and $\epsilon$ by ±40% from the training value. The performance of the DL models is illustrated and compared in figure 4. The models in general seem to achieve an accuracy similar to the validation accuracy when $t_{\text{start}}$ or $\epsilon$ is decreased. However, the accuracies decrease considerably when the $t_{\text{start}}$ or $\epsilon$ is increased. This effect can be understood if one studies the fraction of the matter which is below the particlization criterion, and therefore does not carry any information on the EoS, for the different initial and freeze out conditions. This fraction varies also as a function of the impact parameter as shown in figure 5. The decrease in performance with decrease in the duration of hydrodynamic evolution and centrality is therefore nicely illustrated with figure 5. It can be seen that a smaller portion of the emitted hadrons experiences the dynamics of the phase transition as the impact parameter
is increased. This explains the higher validation accuracy for Model-2 compared to Model-1 and the decreased validation accuracy for Model-3 on events with impact parameter 3-7 fm.

A delayed starting time of the hydrodynamic evolution or an increased freeze out energy density reduces the contribution of the hydrodynamic evolution of the system to the emitted particles and therefore the EoS will have less influence on the final particle spectra. While an increase of the duration of the hydrodynamic evolution leads to a prolonged influence of the EoS on the evolution of the medium and thus a higher accuracy, the performance drop can be related to a limitation imposed by physics which may not be avoidable.

Similarly, an increase in the freeze out energy density by 40%, for b=0 fm, causes about 50% of the final particles being already emitted before the hydrodynamic evolution even begins. The DL-models have to rely on the artefacts left by the EoS in the remaining 50% of the emitted particles to make a decision. This is why the accuracy decreases considerably with an increase in freeze out energy density. However, the decrease of the portion of the emitted particles that undergo the hydrodynamic evolution from an increase in the freeze out energy density by 40% is larger than when $t_{\text{start}}$ is increased by 10%. This is why the drop in the accuracy is comparatively lower when the $t_{\text{start}}$ is increased by 10%. In short, hadrons from central events with early starting of the hydrodynamic evolution or a decreased freeze out energy density carry more information on the EoS as they are, on average, emitted after a longer hydrodynamic evolution.

E. Testing on an unseen EoS

We have shown that the PointNet models can accurately classify the data into one of the two training EoS. However, the actual EoS of the fluid dynamic evolution can be different from the ones used during the training. To understand how the DL model would perform in such a scenario, we tested Model-1 on an EoS which it was not trained on. On the hadron resonance gas EoS, the Model-1 classified 68% of the samples as crossover and the remaining as a first order phase transition. As evident from figure 1 the hadron gas EoS is similar to a crossover EoS. At low energy densities, the hadron gas EoS traces the crossover equation of state and at high densities, the pressure is in between the phase transition and crossover equation of states. The hadron gas EoS also doesn’t have a plateau like region of constant pressure which is characteristic of the phase transition EoS. This explains why the model prefers to predict the hadron gas EoS as a crossover equation of state. The PointNet based binary classifier of EoS can therefore provide reliable predictions not just on the trained EoS but also on other similar equation of states for crossover and phase transition.

F. Comparison to a single event classifier

We have shown that the performance of the model can be improved by combining multiple events to train the PointNet models. A recent study [?] pointed out, that a single event classifier, when applied on N events could outperform a classifier trained on combinations of N events if these events are statistically independent. This raises the question if an event-by-
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Appendix A: Interpreting the PointNet model

It is generally interesting to reveal how the PointNet model is able to accurately discriminate the QCD transitions even under conditions where the conventional observables failed. However, interpreting the inner workings of a neural network with conventional concepts is not straightforward especially when the inputs are order invariant, as in our case. Nevertheless, in [70], a method to visualise the critical points of a point cloud is discussed. The PointNet architecture comprises of several 1-D convolution layers followed by a symmetric function which converts each feature map produced by the last convolution layer into a single number. These numbers which are considered global features of the point cloud form the input to a fully connected neural network (DNN) which classifies the input point cloud. In [70], a maxpooling layer is used as the symmetric function to extract the global features. In other words, the feature which has the largest numerical value in each feature map given by the last convolution layer becomes the input to the fully connected neural network. Each of these features can be traced back to the original point in the point cloud. Such points are then defined as the critical points of the point cloud as they directly induce the input to the DNN which classifies the data.

We extended this method to analyse the decision process of our EoS classifier. Our model produces 512 global features for each point cloud. These global features are then used by a fully connected network to make the classification. Different to the above described method, the symmetric function used in our study to generate these features, is average pooling. This has severe consequences on the interpretability since the average of the feature map, given by the average pooling layer, cannot be uniquely traced back to a single point in the point cloud. However, we can still attempt to identify those features which seem most important for the classification task and then analyse which properties of the input point cloud affect these features.

To do so, we calculate the values of all 512 global features for 20000 samples of the crossover and phase transition events (10000 each). The global feature with largest difference (in the numerical value) is then selected out for each pair of crossover and phase transition events. This feature can be considered an important feature for the given pair of samples. By repeating this for all 10000 pairs, it is possible to find out which global features are the most important global features for most pair of samples. The distribution of the important features (as defined by their feature number from 0 to 511), within the total 10000 pairs of samples, is shown in the left hand side of figure 6. It can be seen that for about 2400 pairs of input samples, feature number 104 is an important global feature. The feature map from which feature number 104 is calculated is visualised in the right hand plot of figure 6. We can see that the values in the feature map distribution are concentrated mostly in two bins, one around -0.8 and another around 1.25. To make clear again, each particle from the input point cloud contributes to some value in the convolutional layer output. In this case most particles either contribute to a value around zero or a value around 1.25. Then, the average is mainly determined by the relative number of particles in the two prominent bins. So, we traced back the particles in both the two bins and investigated their properties separately. We found that all the particles which contributed to the peak on the right in the histogram (at around 1.25) were the fake/empty particles (with zeros for the features) we added into the input data in order to maintain identical input dimensions for all samples. Most of the actual/real particles formed the peak on the left (around -0.8) and very few particles had a value in between the two peaks. Therefore, the global feature-104 is simply a feature that estimates the total track multiplicity in the sample. In other words track multiplicity is one important feature that is used to classify the EoS. However, only because track multiplicity is an important global feature, as learned by the model, does not mean that the multiplicity by itself is sufficient for classification.

In figure 7, the distribution of the track multiplicity difference (phase transition- crossover) for both the classes are visualised for all pairs of test samples as well as for pairs where feature number 104 (i.e. track multiplicity) is the important feature. It is evident that for the pair of samples whose important feature is feature number 104 (F-104), there is a significant difference in their multiplicities for the two classes. For most of the pairs where that feature is important, phase transition samples contain significantly more particles than a crossover sample with F-104.

On the other hand, for all other events the difference is not well separated which means that using only the difference in multiplicity would not lead to an overall great performance. In other words even though multiplicity can be important, the model does not simply use the track multiplicity to make a decision. The number of tracks is only one of the 512 global features used by the model to classify the data. In other words the high accuracy is only obtained by taking into account a multitude of global event features, and their relations, simul-
FIG. 7. (Color online) Distribution of the track multiplicity difference. The difference in the number of tracks is calculated for 10000 pairs of samples (first-order phase transition - crossover) and plotted in blue colour. The green color depicts the multiplicity difference of all the pairs of samples whose most important Feature is 104 (F-104). Most of the pairs with F-104 contain a significantly large number of tracks for first-order phase transition samples compared to crossover samples.