Abstract: Iodine is considered as a feasible alternative to xenon as a propellant for electric propulsion systems, thanks to its good propulsive performance, high availability, and high storage density. However, as iodine is stored in solid state at ambient temperature, current state-of-the-art propellant management systems are not suitable to be used with it. Moreover, due to its high reactivity, iodine imposes requirements on material-compatibility, hindering the use of mass flow measurement and control systems typically used with other propellants. The architecture of a controlled iodine feeding system for low power (200 W class) ion and Hall effect thrusters is presented and the resulting prototype is described. It consists of a sublimation assembly whose temperature is used to control the tank pressure, a normally-closed ON-OFF valve, and a thermal throttle to perform the fine control of the mass flow rate. A 1D thermal-fluid model concerning the vapor generation in the tank, and its evolution along the different components is detailed. The thermal throttle model has been experimentally verified using air as a working fluid. The model results agree with the measurements of the verification tests in the hypothesis of the presence of an extended region at the entrance of the pipe where the laminar flow velocity and temperature profiles are not fully developed (known as entry flow region). Finally, the system is experimentally characterized and the model of the full system is calibrated using experimental measurements. The calibration shows that the thermal throttle flow presents an entry flow region, that the viscosity is correctly modeled, and that there is a difference between the measured tank temperature and the effective sublimation temperature.
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1. Introduction

Currently, all operational satellite platforms equipped with Hall and ion thrusters run on xenon or krypton as propellant. Xenon has several useful properties for Electric Propulsion (EP) applications [1], such as high atomic mass, low first ionization energy, and a large ionization cross section, which implies a more efficient generation of the plasma with respect to other options. However, given its increasing application in several high technology industries, its availability and price tend to substantially fluctuate, burdening the development of a space project [2]. Krypton features a better availability and a lower cost, together with an ease of adaptation to heritage systems previously developed for xenon use. However, krypton adoption yields a loss in thrust efficiency and lower storage density with respect to xenon [3]. Noble gases present an additional drawback, as their storage conditions at
supercritical state require a high-pressure tank (of about 150–200 bar), a pressure regulation system and a distribution system to supply the gas at low pressure into the thruster discharge chamber [4]. Being stored in a supercritical state requires complex load operations and introduces safety issues for people involved, limiting also the applicability of this thruster technology in smaller spacecraft, where restrictions on pressurized systems can be a major showstopper. As a consequence, alternative propellants have been investigated, such as condensable metals (i.e., Mg, Zn, Bi, Li) and a non-metallic condensable propellant, iodine [1,4–6]. A successful alternative propellant will allow both reducing the utilization cost and increase the envelope of application of EP technologies. Several properties make iodine a good candidate for replacing xenon in EP applications [1]. As seen in Table 1, its atomic mass of 126.9 amu is close to the 131.3 of xenon and it has similar ionization properties on a monoatomic gaseous state. Iodine allows for solid storage at ambient pressure and below 100 °C at a density of 4.9 g/cm³ (three times the density of supercritical xenon at 200 bar), with an impact on operational and performance issues, such as simpler loading and handling procedures, longer shelf-life, higher specific impulse density, among others [4]. Finally, when comparing cost and availability, iodine presents several advantages with respect to xenon, having a cost of one-fifth that of xenon and a virtually unlimited availability in the high purity required by propulsion systems. However, the chemical reactivity of iodine is one of its main disadvantages. Iodine is a halogen and, in spite of showing the lowest reduction potential within this group, it still can have negative effects on numerous materials of interest for space applications. This feature imposes new constraints on the material selection for propulsion systems and poses significant qualification issues for iodine adoption in space operations. Nevertheless, there is little and sparse information available in the literature referring to how materials used in space behave in the presence of iodine. As a consequence, there are several ongoing efforts aimed at increasing the understanding of the interaction of materials with iodine in a space relevant environment [7,8].

The paper presents the development of the Iodine Feeding System for Electric Thrusters, carried out by the University of Pisa (UniPi) within the framework of the I$_2$HET Technology Research Program, funded by the European Space Agency (ESA). Section 2 presents the main components of the architecture of a feeding system for electric propulsion, comparing those typically used in noble gas-based systems to those used with condensible propellants, followed by a description of the developed feeding system. Section 3 introduces a physical model aimed at analysing the behaviour of the iodine feeding system and guiding the design activities. Section 4 describes a preliminary test campaign in which air was used as a working fluid to compare the measurements with the predictions of the thermal throttle model. Section 5 outlines the experimental setup used for characterizing the iodine feeding system operation, and explains the methodology for measuring the iodine mass flow rate. Results and discussion are presented in Sections 6 and 7, respectively. Finally, Section 8 summarizes the main conclusions of the activity.

**Table 1.** Xenon, krypton and iodine properties comparison [1].

| Propellant                              | Xe  | Kr  | I   | I$_2$ |
|-----------------------------------------|-----|-----|-----|------|
| Atomic (molecular) mass (AMU)           | 131.3 | 83.8 | 126.9 | 253.8 |
| Ionization Properties                   |     |     |     |      |
| First, Ionization potential [eV]        | 12.1 | 14  | 10.5 | 9.3  |
| Peak cross section [$10^{-16}$cm$^2$]   | 4.8 | 3.7 | 6.0 | 12.0 |
| Storage and Handling Properties         |     |     |     |      |
| Storage density near room temp. [g/cm$^3$] | 1.6* | 0.5* | -   | 4.9  |
| Melting point [°C]                      | −112 | −157 | -   | 113.7 |
| Boiling point at 10 Pa [°C]             | −181 | −208 | -   | 9    |
| Cost [€/kg]                             | 2000 | 150 | -   | 480  |

* 14 MPa and 50 °C.
2. Iodine Feeding System Architecture

2.1. Electric Propulsion Propellant Feeding Systems

State-of-the-art systems based on noble gases use tanks with supercritical conditions to achieve high storage densities, with a pressure between 150 and 350 bars [9–12]. Figure 1 depicts the basic architecture of a noble gas Propellant Management Assembly. In order to deliver the propellant to the thruster unit (i.e., the thruster and the neutralizer), the pressure and the mass flow rate need to be properly regulated, given the important consequences they have on the discharge stability and propulsive performance of the system. After leaving the tank, the gas pressure is reduced to about 2 bar (200 kPa). Then, mass flow controllers further reduce the pressure to about 10 kPa and control the amount of propellant delivered to the thruster and to the neutralizer. Moreover, the system has to provide the components necessary for safe test and loading operations before flight, and proper isolation of the pressurized stages during launch and in case of malfunctions.

Unlike xenon, iodine is a condensible propellant, which means it can be stored in a solid state in equilibrium with its gaseous phase at room temperature. In this condition, the storage pressure becomes of the order of tenths of Pa. As a result, a high pressure stage is no longer required, and the Iodine feeding system architecture will consist solely of a low pressure phase, formed by a vapor generator and a mass flow controller.

The vapor generator sublimes the solid iodine obtaining vapor at pressure and temperature conditions contained on the solid–gas phase equilibrium line seen in the phase diagram of Figure 2. This means that, instead of requiring a pressure regulation system between the tank and the mass flow control, the pressure at which the propellant leaves the tank can be regulated through the thermal control system of the storage assembly. The result is a much simpler architecture, obtained by merging the two first basic elements into a single pressure regulated storage assembly. This strategy has been applied in the systems developed in the past [5,13–16], in which the temperature of the whole tank is controlled to regulate its internal pressure. These systems provide mass flow control through the use of Proportional Flow Control Valves (PFCV) or Thermal Throttles.

![Figure 1. Propellant feeding system basic architecture.](image1.png)

![Figure 2. Diatomic iodine phase diagram, according to Antoine Law, as extracted from NIST Chemistry WebBook, SRD 69 [17].](image2.png)
Proportional flow control valves are electromechanical systems that actively change the mass flow rate by opening or closing the flow passage under the command of a feedback control system. PFCVs have fast response times and allow controlling the mass flow rate in a precise way. However, iodine resistant space-rated components are not commercially available and, given their complexity, they would require an expensive development program to obtain a reliable system. Instead, thermal throttles come up as a feasible and relatively inexpensive alternative. Thermal throttling consists of a flow restriction which allows a relatively good fine-tuning of the mass flow rate by changing the viscosity and density of the gas through the control of its temperature. When compared to other methodologies, they stand out for their simplicity and reliability, as no moving parts are involved.

2.2. Developed Iodine Feeding System

As stated before, most iodine feeding systems for electric propulsion developed elsewhere sublimate the propellant by heating up the entire tank assembly [5,13–16,18]. On the one hand, this concept has the advantage that iodine is uniformly warmed. However, on the other hand, it implies a large mass is heated, requiring higher powers, complicating the thermal control and increasing the response times. Additionally, microgravity conditions may cause the solid iodine to float freely inside the tank and not have a proper contact with the heating surfaces.

The proposed feeding system architecture, seen in Figure 3a, aims at overcoming these drawbacks, seeking to optimize the use of heating power. It consists of a slender body containing the solid propellant in the form of a cylindrical cartridge. The solid iodine is pushed against the surface of a heated body, called sublimation assembly, which supplies the heat for vaporizing the iodine through one of the bases of the cylinder. The sublimation assembly is a cup-shaped metallic body, whose temperature is measured and controlled by means of electric heaters mounted on the outer surface. Internally, the assembly has a metallic component called filter, which is in close contact with the solid propellant. The filter function is to prevent the propellant grains from entering the sublimation body and to convey the heat directly to the solid-vapor interface. A piston, pushed by a spring, provides the force to keep the iodine in contact with the filter. After evaporation, the iodine flows into the cavity of the sublimation assembly, which acts as a plenum, providing some damping in case of mass flow rate oscillations. The rest of the feeding system consists of an ON-OFF valve and a thermal throttle for the fine mass flow control. The thermal throttle consists of a capillary pipe whose temperature is controlled to finely regulate the mass flow rate. Its dimensions are selected to assure the flow reaches sonic conditions at the exit section, allowing to decouple the flow close to the sublimation surface from any fast downstream oscillation that may occur and that could affect the controllability of the flow.

![Figure 3. (a) Proposed feeding system architecture; (b) Inconel filter.](image-url)
Low power requirements, as only a small surface of the iodine is heated and power loss towards the base of the tank is limited by the low thermal conductivity of iodine;

• absence of significant thermal control issues at a system level, given that only a small part of the system is at high temperature and can be easily insulated;

• short response time, between 20 and 30 min at start up, since the involved thermal inertia are small;

• control requirement only on the temperature of the system, simplifying diagnostics and control;

• good throttleability; and

• scalability.

The filter is a critical component, as it is exposed to the harsh environment of hot dense iodine vapor. It consists of an Inconel X-750 filter with 137 holes with a diameter of 0.26 mm, shown in Figure 3b.

3. Feeding System Physical Model

To gain insight on the physical processes occurring within the feeding system, and to have a useful tool for guiding the sizing of the system, a thermal-fluid model capable of predicting the iodine mass flow rate as a function of the temperature on the sublimation surface and of the thermal throttle wall has been developed. The model considers the feeding system as divided in three consecutive stages and four corresponding stations, as shown in Figure 4a:

Station (1) Sublimation of a finite mass flow rate from a surface at close-to equilibrium condition, defined according to the Clausius–Clapeyron relation between pressure and temperature, corrected by the presence of a finite mass flow rate. The iodine mass flow rate is expressed as a function of heat power input and vapor thermodynamic properties.

Stage (1–2) Isothermal flow through a multi-perforated metallic filter.

Stage (2–3) Isothermal flow along the plenum between the filter and the coupling PTFE (Teflon®) pipe inlet.

Stage (3–4) Compressible viscous flow with heat exchange and fixed wall temperature along the valve coupling pipes \((D_3)\) and the capillary pipe \((D)\). The valve introduces a concentrated pressure loss. Between the points in which the PTFE and the capillary pipe the area changes an isothermal flow with area change is considered, as in Stages 2–3.

Station (4) Sonic condition at the capillary pipe exit, decoupling upstream from downstream flow.

![Figure 4. (a) Model geometry; (b) geometry of the thermal throttle model.](image)

The problem is mathematically defined by a set of algebraic and differential equations that relate the values of pressure \((P_i)\), velocity \((V_i)\) and temperature \((T_i)\) in each stage or station.
3.1. Tank Model

The Stages (1–3) that include the iodine vaporization and flow along the tank plenum are the following:

1. Sublimation at the solid iodine column:

At this station, there is a situation in which solid iodine is close to equilibrium with its gaseous phase, whose pressure is related to the finite mass flow rate by the law used by Polzin et al. in [18]:

\[ P_1 = P_{vap} - \frac{\dot{m}}{\alpha A} \sqrt{\frac{2\pi R T_1}{m}} \]

in which \( P_{vap} \) is the vapor pressure in an equilibrium condition, \( \alpha \) is the sticking coefficient (usually assumed close to 1), \( R \) is the gas constant for molecular iodine (equal to 32.76 J/kg/K), and \( A \) is the exposed surface of the iodine cartridge. The vapor pressure, can be defined by the Clausius–Clapeyron relation:

\[ P_{vap} = P_{ref} - \Delta h_s \frac{1}{R} \left( \frac{1}{T_1} - \frac{1}{T_{ref}} \right), \]

where \( P_{ref} \) and \( T_{ref} \) are arbitrarily chosen reference values along the curve (the reference temperature is 373.15 K, and its corresponding reference pressure is 5993 Pa, as taken from the empirical curve defined by the Antoine relation [17]) and \( \Delta h_s \) is the iodine sublimation heat (assumed constant with a value of 245.86 kJ/kg [17]).

The total power input coming from the hot filter is split into two main contributions: (i) \( Q_I \), the time varying heat power transferred by conduction inside the solid iodine and the wall (not considered in the present problem), and (ii) \( Q_S \), the heat power actually used for sublimation. \( Q_S \) is proportional to the iodine mass flow rate, so that the following relationships among \( Q_S, P_1, V_1 \) and \( T_1 \) hold:

\[ \dot{m} = \frac{Q_S}{\Delta h_s} \Rightarrow V_1 = \frac{\dot{m}}{\rho_1 A_1}, \]

where \( \rho_1 = P_1 / (RT_1) \).

2. Isothermal flow through the filter:

The vapor goes through the metallic filter in a process assumed to be isothermal, at the sublimation temperature.

\[ \left\{
\begin{array}{l}
P_2 = P_1 \left( 1 - \frac{\zeta (A^* / A) V_2^2}{2RT_1} \right), \\
V_2 = V_1 \left( \frac{P_1}{P_2} \right), \\
T_2 = T_1.
\end{array}
\right. \]

\( \zeta \) is a coefficient relating the static pressure loss with the dynamic pressure of the flow. It is a function of the total passage area along the holes and the area of the filter [19]. In this case \( (A^* / A) = 0.043 \), which yields a \( \zeta \approx 1500 \).

3. Isothermal flow along the plenum:

Considering the mass and momentum equation of a compressible flow, and a constant temperature, one obtains the system of equations that allow solving for the section change between the plenum and the thermal throttle entrance:
3.2. Thermal Throttle Model

The flow of gas along thermal throttles consisting of capillary pipes has been considered as a Poiseuille flow in [5]. This model allows for quick sizing of a thermal throttle, but the assumption of constant density hinders its applicability to cases in which the sonic condition is achieved in the exit. As a consequence, a more elaborate model that considers changes in density becomes necessary. The implementation of the model starts from the steady Navier–Stokes equations for a compressible 1D flow. Then, through the use of the Shapiro–Hawthorne influence coefficients method, detailed in [20], a simple set of expressions is obtained, in which effects of friction and heat exchange with the wall are considered. The model assumes that the flow is laminar, the wall temperature is uniform all along the pipe, the gas is calorically perfect ($C_p$ is constant) and that the changes in the stream properties are continuous, i.e., no shocks are present, which is always true as the flow remains subsonic all along the domain. Additionally, the fact of having $M < 1$ allows us to consider, without incurring in large errors that there is no considerable difference between the adiabatic wall temperature and the stagnation temperature, i.e., that the recovery factor is unity [20]. To consider the gas calorically perfect is accepted as large local variations of temperature are not expected.

The hypothesis of laminar flow implies that (Ref. [21]):

- the Nusselt number, i.e., the ratio between convective and conductive heat transfer, is $Nu = 3.66$ (entry flow effects are neglected); and
- the friction factor will be a function of the Reynolds number, as $f = \frac{16}{Re}$.

The result is a set of three differential equations relating the velocity, the static temperature and the stagnation pressure with initial conditions in the pipe entry. The set, expressed in logarithmic differential form, is:

$$
\begin{align*}
\frac{dP_0}{P_0} &= -\frac{\gamma M^2}{2} \left[ \frac{dT_0}{T_0} + F_{fr} \right], \\
\frac{dV}{V} &= \frac{1}{1-M^2} \left[ \frac{dT}{T} + \frac{\gamma M^2}{2} F_{fr} \right], \\
\frac{dT}{T} &= \frac{1}{1-M^2} \left[ (1-\gamma M^2) \frac{dT_0}{T_0} - \frac{\gamma(\gamma-1)M^4}{2} F_{fr} \right],
\end{align*}
$$

with:

$$
P = \rho RT \quad M = \frac{V}{\sqrt{\gamma RT}}
$$

and

$$
P_0 = P \left( 1 + \frac{\gamma - 1}{2} M^2 \right)^{\frac{\gamma}{\gamma - 1}} \quad T_0 = T \left( 1 + \frac{\gamma - 1}{2} M^2 \right).
$$

The factor $F_{fr}$ includes both the friction effect with the walls and concentrated losses, such as the one occurring along the valve, characterized by $\zeta_v$ that represents the ratio of the pressure loss over the dynamic pressure:

$$
F_{fr} = 4f \frac{dx}{D} + \zeta_v.
$$
3.3. Numerical Implementation

The precedent equations include properties that are a function of the local temperature, such as the viscosity and the thermal conductivity, so an analytical solution is not possible. To implement a numerical solution, the equations are discretised using a finite difference forward scheme:

\[ d\phi = \phi_{i+1} - \phi_i. \]  (10)

In this way, the domain of the pipe is divided in \( N \) segments along which the parameters are considered constant, as in Figure 4b.

To calculate the change of total temperature along one segment, we express the change in total temperature as:

\[ mC_p\, dT_0 = \dot{q}_w\, dA_w. \]  (11)

Assuming that the flow is laminar, we can express the heat flux through the wall as (from [21]):

\[ \dot{q}_w = \frac{Nu_w\lambda (T_w - T_0)}{D}, \]  (12)

where \( Nu_w \) is the Nusselt number for the heat transfer through the wall, \( \lambda \) is the thermal conductivity of the fluid, and \( T_w \) is the wall temperature in the thermal throttle. Introducing the definition of the heat flow through the walls in Equation (11) and, as we consider the wall temperature \( T_w \) to be constant, we can express the change of \( T_0 \) as the change in the difference with respect to the wall:

\[ dT_0 = d(T_0 - T_w) = \frac{Nu_w\lambda (T_w - T_0) \pi D}{mC_p D}. \]  (13)

Rearranging the terms and integrating between the extremes of a segment:

\[ \ln \left( \frac{T_0 - T_{w_i+1}}{T_0 - T_{w_i}} \right) = -\frac{Nu_w\lambda \pi (x_{i+1} - x_i)}{mC_p}, \]  (14)

Finally, the change of total temperature along one segment results in:

\[ (\Delta T_0)_i = (T_w - T_{0_i}) \left[ 1 - \exp \left( -\frac{Nu_w\lambda \pi (x_{i+1} - x_i)}{mC_p} \right) \right]. \]  (15)

The friction effects represented in Equation (9) are considered by introducing the Fanning friction factor for a laminar flow in a circular pipe \( (f = 16/Re_D) \), and expressing the Reynolds number as a function of the local flow parameters, the term \( F_{fr_i} \) can be expressed as:

\[ F_{fr_i} = 64\frac{\mu(T_i)}{\rho_i V_i} \frac{x_{i+1} - x_i}{D^2} + \zeta_{v_i}. \]  (16)

In expressions 15 and 16, the dynamic viscosity and the thermal conductivity are a function of the temperature, which is evaluated at the beginning of the segment.

Finally, the resulting set of equations is:

\[
\begin{align*}
\frac{P_{0_{i+1}}}{P_{0_i}} & = \frac{\gamma M_i^2}{2} \frac{P_{0_i}}{\gamma \mu_i} \left[ \frac{(\Delta T_{0_i})}{t_0} + F_{fr_i} \right], \\
\frac{V_{i+1}}{V_i} & = \frac{1}{1 - M_i^2} \left[ \frac{(\Delta T_{0_i})}{t_i} + \frac{\gamma M_i^2}{2} F_{fr_i} \right], \\
\frac{T_{i+1}}{T_i} & = \frac{1}{1 - M_i^2} \left[ (1 - \gamma M_i^2) \frac{(\Delta T_{0_i})}{t_i} - \frac{\gamma (\gamma - 1) M_i^4}{2} F_{fr_i} \right].
\end{align*}
\]  (17)
These equations are defined for a set of nodes along the entire pipe (500 nodes are used to discretize the domain). The model solution assumes $R$ equal to 32.759 J/kg/K and $C_p$ is assumed constant and equal to 146.4 J/kg/K. $\gamma$ is equal to 1.28, as calculated from the values of $C_p$ and $R$. The variation of viscosity with temperature has been modeled in accordance with Chung et al. [22, 23]. This model relies on the Chapman–Enskog gas kinetic treatment which considers the interactions between colliding molecules by way of an intermolecular potential and includes an additional factor to account for molecular shapes and polarities [24]. The underlying assumptions of the theory make the model applicable only to low-pressure, high-temperature gases, as is the case of interest since the feeding system works below the triple point. The relation is:

$$\mu = \frac{40.785 F_c(\omega, \eta_r)(MT)^{1/2}}{V_c^{2/3} \Omega_v} \cdot 10^{-7} \text{ [Pa} \cdot \text{s]}, \quad (18)$$

where $F_c(\omega, \eta_r)$ is a correction factor accounting for molecular shape and polarity through the acentric factor $\omega$ and the reduced dipole moment $\eta_r$, as detailed in [24], while $M$ is the molar mass in g/mol, $T$ is the temperature in K, $V_c$ is the critical volume in cm$^3$/mol, and $\Omega_v$ is the collision integral [25]. The used thermal conductivity model also follows Chung et al. [22, 23] on the basis of what is proposed by Mason et al. in [26] for polyatomic low-pressure gasses. The relation is:

$$\lambda = 3.75 \Psi R \mu \quad \text{[W} \cdot \text{(m} \cdot \text{K)}], \quad (19)$$

where $\Psi$ is a function of $c_v$, reduced temperature $T_r$ and acentric factor $\omega$, as explained in [24], $R$ is the specific gas constant in J/(kg·K), and $\mu$ is the low-pressure gas viscosity in Pa·s.

The model is solved by means of a shooting method for a certain pair of set-point values for the sublimation body temperature $T_1$ and a thermal throttle temperature $T_w$. Having set these temperatures, a value of $Q_S$ is proposed. The equations are solved advancing towards the exit until the last node. The values of $P_4$, $V_4$, and $T_4$ are thus obtained. With these values, the value of $M_{exit}$ is calculated. In case $M_{exit} = 1$ is not verified at the throat, $Q_S$ is corrected and the calculations are restarted with this new value, repeating until convergence to the sonic condition is attained. The output of the solution is a distribution of $P$, $V$ and $T$ along the whole system. An example of the results is shown in Figure 5.

![Figure 5. Normalized properties distribution along the feeding system.](image-url)
4. Thermal Throttle Preliminary Tests with Air

A series of tests were performed aimed at contrasting the thermal throttle model with experimental measurements. The experiment consists in measuring the air mass flow rate passing through a heated capillary pipe at different pipe temperatures. A fused silica gas chromatography tube with an internal diameter of 0.53 mm and a length of 200 mm was mounted inside an Inconel pipe. The external pipe had a coupling for the silica tube on one extreme and was open on the other. The Inconel tube is wrapped with a constantan wire for heating, while a Pt100 thermistor measures its temperature with an accuracy of 1 °C. The pipe was mounted on a stainless steel support, whose temperature was also controlled, so as to have a uniform temperature along the pipe length. The device has been placed in a vacuum chamber, as shown in Figure 6a. The pipe inlet has been connected to the atmosphere by means of a fluidic feedthrough. A mass flow meter (mod. EL-FLOW, by Bronkhorst, Ruurlo, The Netherlands) has been placed between the feedthrough and the atmosphere. A vacuum in the chamber, of the order of 1 Pa, assures choking condition at the pipe exit. The mass flow meter measures the air flow with an accuracy better than 0.05 mg/s. As the air comes from the atmosphere, the total pressure and temperature of the working fluid could be easily known at the pipe inlet from measurements of the laboratory atmospheric conditions.

![Diagram of test setup](image)

**Figure 6.** Test with air: (a) setup scheme; (b) results and model fit.

4.1. Results

During the test, the temperature of the block and the pipe were varied together from 40 to 160 °C with a step of 20 °C. At the lowest temperature set point, the thermal throttle could not be properly controlled as the thermal inertia was too low for the available power input, resulting in a difference of 10 °C between the setpoint and the measured value. The external air temperature was also registered, as it corresponds to the total temperature of the working gas. Table 2 and Figure 6b present the measured mass flow rates as a function of the pipe temperature. From the test results, it is evident that the thermal throttle is capable of accurately modulating the mass flow rate by means of the variation of the pipe temperature.
Table 2. Results of thermal throttle test with air.

| Set Point | Measurement |
|-----------|-------------|
| $P_{in}$ [hPa] | $T_{in}$ [$^\circ$C] | $T_{base}$ [$^\circ$C] | $T_{tt}$ [$^\circ$C] | $\dot{m}$ [mg/sec] | $P_{VC}$ [mbar] |
| 24 | 40 | 40 | 40 | 50 | 16.2 | 7.6 |
| 24 | 60 | 60 | 60 | 60 | 15.25 | 7.5 |
| 24.5 | 80 | 80 | 80 | 80 | 14.1 | 7.45 |
| 1008 ±5 | 24 | 100 | 100 | 99 | 99 | 12.9 | 7.4 |
| 24.5 | 120 | 120 | 120 | 110 | 12.3 | 7.3 |
| 24 | 120 | 120 | 120 | 120 | 11.85 | 7.3 |
| 24.5 | 140 | 140 | 139 | 139 | 11.25 | 7.25 |
| 24 | 160 | 160 | 160 | 159 | 10.44 | 7.2 |

4.2. Discussion

To gain insight in the processes involved in the evolution of the flow, the model and the experimental results were fitted using a Bayesian approach to data analysis (see [27,28] for a description of the Bayesian approach to Data Analysis; the parameter fitting routine implemented is based on the nested sampling method [29,30]). Free calibration factors were added to the model to account for the uncertainty of gas viscosity and of Nusselt number:

$$\mu_{fit} = K_1 \cdot \mu(T_i) \quad Nu_{fit} = K_2 \cdot Nu_w. \quad (20)$$

The data analysis yielded a calibration factor $K_1$ equal to $0.99 \pm 0.015$ for the viscosity, showing that the model used to calculate this parameter was appropriate. Regarding the heat transfer, the analysis showed that $K_2 = 1.65 \pm 0.6$, resulting in an effective Nusselt number equal to 6, possibly due to an entry region flow in the capillary tube were the laminar flow was not completely developed neither kinematically nor thermally. This results in a higher average Nusselt number, as shown in Figure 7 (see Chapter 8.4 of [31] for further details). Model calculations made using the corrected value of Nusselt number showed that the Prandtl number at the inlet of the capillary pipe is 0.7 and the entry length is between 5 and 6 mm, so the flow is not fully developed for at least 10 pipe internal diameters. It is worth remarking that the model considers a constant Nusselt number for the whole length of the pipe. This is not completely accurate, as for positions beyond the entry region its value should be 3.66. However, most of the heat exchange occurs when the gas enters the pipe and the temperature difference between the gas and the wall is the highest, so the global Nusselt number value will be mostly dominated by the value of the entry region.

Figure 7. Average Nusselt number for entry region ($Pr = 0.7$), according to Baehr and Stephan correlation, as extracted from [31].
The comparison of experimental values with those obtained using the calibrated model show that the thermal throttle model manages to adequately catch the phenomena occurring during the evolution of the flow.

5. Feeding System Test

5.1. Feeding System Prototype

The Iodine Feeding System described in Section 2 and modelled in Section 3 was built and the prototype is shown in Figure 8a. Seeking to reduce the stress induced on the valve thread by thermal deformation of the system, additional PTFE pipes with an internal diameter of 0.8 mm and 10 mm long was added between the sublimation body and the valve and 5 mm between the valve and the capillary pipe coupling. The presence of this pipe segment was included in the physical model considering the same approach as the capillary pipe, and assuming an isothermal flow when the diameter of the pipe changes.

The thermal throttle consists of a fused silica capillary pipe 70 mm long and 0.53 mm of internal diameter. Pt100 thermistors were mounted on the sublimation and the thermal throttle assemblies to measure their temperatures and use them as input in a set of Gefran 1350 PID controllers (by Gefran SpA, Provaglio d’Iseo, Italy) that regulated the system temperatures. The temperature of the valve was controlled by means of a T-type thermocouple and a heating resistor, making sure that it remained always higher than the sublimation assembly temperature, so as to avoid the condensation and clogging of the valve. Additionally, type-T thermocouples were mounted on the sublimation assembly and on the thermal throttle to verify and backup the measurements made with the thermistors. These temperature measurements were registered using a Keysight 34970A/34972A Data Acquisition unit (by Keysight Technologies Inc., Colorado Springs, CO, USA), with a multiplexer card and yielded a resolution of 0.1 °C and are those taken as a reference for the test results.

Figure 8. (a) Iodine Feeding System prototype; (b) test setup.

5.2. Vacuum Facility and Iodine Collection Method

The whole system was mounted and operated in a stainless-steel modular vacuum chamber in the Physical Chemistry laboratory, at the Department of Chemistry and Industrial Chemistry (DCCI) of the Università di Pisa. The chamber is equipped with a Vacsound D12 rotary vane pump (by
Galileo Vacuum Tec, Scandicci, Italy). The pressure is measured using a Galileo Vacuum Tec OG120 gauge. The minimum pressure achieved by the system is $3 \times 10^{-2}$ mbar (3 Pa) with the test item mounted inside.

In case of dispersion of iodine inside the chamber, a LN2 cold trap is used to keep it from arriving into the pump, where it can dissolve in the oil and eventually damage the components. This method has proved to be an effective manner to both protect the vacuum pump and to easily detect iodine leaks or malfunctions of the feeding system, thanks to the capacity to quickly put in evidence when iodine condensates on the trap wall.

Chemical traps are used to measure average iodine mass flow rates at different test conditions. A chemical trap consists of a glass phial loaded with active charcoal, connected on one end to the thermal throttle and opened to the vacuum chamber on the other, as shown in Figure 8b. When the temperatures of the different parts of the system reach a steady condition, the valve is opened for a given time, between 1 and 10 min, during which the iodine is absorbed by the charcoal. The mass of iodine gathered by the trap is obtained by measuring the mass of the trap before and after the test. The change in weight of the trap is then measured using a technical balance with a resolution of $10^{-4}$ g. The average mass flow rate is then calculated as the ratio between the trap weight change and the time the valve remained open. In case a trap saturates and iodine goes through without being absorbed, it deposits on the cold trap and the measurement is discarded. This method for measuring the mass flow rate has demonstrated good repeatability and an accuracy of 0.05 mg/s or less, regardless the opening time or the mass of charcoal loaded [32].

For this test campaign, the tank was loaded with 50 g of bi-sublimated iodine grains with a purity larger than 99.8%.

5.3. Test Procedure

The procedure consisted of setting the operative point, i.e., a sublimation body and a thermal throttle temperature (see Table 3), and wait until the temperatures of the different components are settled. The phial is loaded with active charcoal and then is connected to the iodine line and the vacuum chamber is closed. Then, the valve connecting the vacuum line to the chamber is opened and the pressure descends to 3 Pa. Upon pressure stabilization, the system valve is opened to start the iodine flow. After the desired time, the feeding system valve is closed. Afterwards, the chamber is vented and the phial is extracted, sealed to avoid affecting the measurement with the evaporation of iodine or the adsorption of humidity, and weighted. Each point is repeated at least three times.

**Table 3. Tested temperature set-points.**

| T Sublimation Body [°C] | T Thermal Throttle [°C] |
|-------------------------|-------------------------|
|                        | 108                     |
| 104                     | 110                     |
|                         | 112                     |
| 100                     | 110                     |
|                         | 105                     |
|                         | 102                     |
| 98                      | 110                     |
|                         | 105                     |
|                         | 100                     |
| 94                      | 110                     |
|                         | 105                     |
|                         | 100                     |
| 90                      | 110                     |
|                         | 105                     |
|                         | 100                     |
6. Results

Table 4 and Figure 9 present the test results. It can be seen that the system manages to generate and control the iodine mass flow rate, within a margin of 0.057 mg/s for a wide range of operative regimes.

![Figure 9. Mass flow rate measurements vs. sublimation body temperature.](image)

Table 4. Aggregated test results.

| T Sublimation Body [°C] | T Thermal Throttle [°C] | Average \( \dot{m} \) [mg/s] | Std. Dev. \( \dot{m} \) [mg/s] | % |
|-------------------------|-------------------------|-------------------------------|-------------------------------|---|
| 91.6                    | 100.3                   | 0.499                         | 0.014                         | 2.76 |
| 91.9                    | 105.3                   | 0.511                         | 0.023                         | 4.49 |
| 91.9                    | 110.3                   | 0.523                         | 0.021                         | 4.00 |
| 95.9                    | 101.1                   | 0.751                         | 0.047                         | 6.30 |
| 95.7                    | 105.3                   | 0.688                         | 0.034                         | 5.00 |
| 95.8                    | 110.3                   | 0.729                         | 0.038                         | 5.17 |
| 99.9                    | 108.8                   | 0.908                         | 0.073                         | 8.03 |
| 100.0                   | 105.0                   | 0.886                         | 0.031                         | 3.50 |
| 99.8                    | 100.0                   | 0.886                         | 0.057                         | 6.45 |
| 102.1                   | 110.0                   | 1.015                         | 0.031                         | 3.09 |
| 101.9                   | 105.0                   | 1.068                         | 0.029                         | 2.67 |
| 101.8                   | 102.0                   | 1.022                         | 0.056                         | 5.49 |
| 106.0                   | 112.0                   | 1.227                         | 0.021                         | 1.73 |
| 105.8                   | 110.0                   | 1.296                         | 0.071                         | 5.46 |
| 105.7                   | 108.0                   | 1.283                         | 0.023                         | 1.80 |

7. Discussion

The tests showed the system architecture is capable of generating and controlling a flow of iodine within an accuracy of 0.057 mg/s. Similarly to the case of the thermal throttle test performed with air, the experimental results were fitted using the physical model within a Bayesian framework so as to gain further insight on the processes evolving inside the system. Considering that the measured mass flow rates were lower than those originally expected, and together with thermal analysis of the sublimation assembly, it is likely that the vaporization of iodine occurs at temperature lower than those measured externally with the thermocouples, \( T_{\text{sub}, TC} \). Moreover, the analysis showed that the difference between the temperatures grew for larger setpoint temperatures. To take this effect into account, in addition to the parameters \( K_1 \) and \( K_2 \) accounting for the uncertainty in the viscosity and the Nusselt number, the difference between the externally measured temperature and the effective sublimation temperature was taken into account as a linear function of the measured temperature, defined by the values \( \Delta T_{\text{max}} \) and \( \Delta T_{\text{min}} \):

\[
T_{\text{sub}, eff} = T_{\text{sub}, TC} - \frac{\Delta T_{\text{min}} + \Delta T_{\text{max}} - \Delta T_{\text{min}}}{106 - 91.6} (T_{\text{sub}, TC} - 91.6) .
\]

(21)
Using these four parameters, the model was adjusted, as seen in Figure 10, with the resulting calibration parameters shown in Table 5. It can be seen that the $K_1$ coefficient, relevant to the viscosity, is close to 1. A previous version of the fluid model, described in [33], relied on a Sutherland approximation of the viscosity as a function of temperature, as proposed in [34]. However, this approximation systematically underestimated the viscosity value for temperatures below the triple point by almost 40%, so that $K_1$ was always significantly larger than 1. Consequently, we argue that the viscosity model herein introduced can be considered an improvement with respect to the Sutherland approximation.

With respect to the thermal effects in the flow, a global Nusselt number of about 13.4 implies the entry region effect is likely present. If we compare this value to that of the experiments performed with air, it is likely that the entry region represents a larger fraction of the tube length. This occurrence could be expected, as the pipe length is almost one third of that of the pipe used in the tests with air.

Regarding the difference between the temperature measured on the sublimation body outer wall and the effective sublimation temperature, it can be seen that it varies between 5.2 and 11 $^\circ$C. This occurrence is in line with numerical thermal model results [35]. However, a confirmation can be obtained in future experimental activities in which the temperature on the solid iodine surface will be measured.

| T Sublimation Body [$^\circ$C] | T Thermal Throttle [$^\circ$C] |
|-------------------------------|-------------------------------|
| $K_1$                         | 1.012 ± 0.29                 |
| $K_2$                         | 3.67 ± 1.4                   |
| $\Delta T_{\text{min}}$       | 5.2 ± 2.7                    |
| $\Delta T_{\text{max}}$       | 11.0 ± 2.5                   |

Figure 10. Experimental points and calibrated model curves.

The observation of Figure 10 shows that, after calibration, the model and the experimental results correlate acceptably. It also shows that, as the mass flow rate increases, the thermal throttle control capability also grows, i.e., the mass flow rate variation it can produce is larger. As a consequence, higher operative temperatures should be attempted in the future to increase the thermal throttle capacity.
8. Conclusions

Iodine has proved to be an interesting alternative propellant for low power electric propulsion applications. Its condensible nature brings up the necessity of new systems for the storage, generation and delivery of the propellant to the thruster unit. This article introduces a novel feeding system architecture that stores, sublimates and controls the mass flow rate of iodine with reduced heating power use. A thermal throttle is proposed for fine-tuning the mass flow rate and for decoupling the downstream effects from the tank.

A theoretical model, useful both for analytical purposes and for guiding the design process, is presented and discussed. The approach for modeling the thermal throttle was experimentally verified using air as a working fluid. The experiments showed that the proposed thermal throttle setup was capable of controlling the mass flow rate. Moreover, the correlation between the model and the experiments showed that it is likely that an entry flow region is present, as the average Nusselt number proved to be larger than the 3.66 value expected for a fully developed laminar flow.

The prototype of the feeding system underwent an experimental campaign intended to characterize its behavior regarding the iodine flow generation and control. The system demonstrated its capability of generating a mass flow rate between 0.5 and 1.3 mg/s and of controlling this value with accuracy of 0.057 mg/s. The correlation of the experimental data with the model showed that the viscosity model used is appropriate, and that the shorter pipe used in the iodine experiment presents a more extended entry flow region when compared to the air experiment. Finally, the theoretical model indicated that there is a difference between the sublimation assembly temperature measured on the external wall and the temperature at which the sublimation actually takes place on the solid–vapor interface. This occurrence is consistent with what was observed in a numerical thermal model. Nevertheless, it is expected to further investigate this effect in future experimental activities.
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