Abstract—Hardware impairments in physical transceivers are known to have a deleterious effect on communication systems; however, very few contributions have investigated their impact on relaying. This paper quantifies the impact of transceiver impairments in a two-way amplify-and-forward configuration. More specifically, the effective signal-to-noise-and-distortion ratios at both transmitter nodes are obtained. These are used to deduce exact and asymptotic closed-form expressions for the outage probabilities (OPs), as well as tractable formulations for the symbol error rates (SERs). It is explicitly shown that non-zero lower bounds on the OP and SER exist in the high-power regime—this stands in contrast to the special case of ideal hardware, where the OP and SER go asymptotically to zero.
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I. INTRODUCTION

Relays can bring significant performance gains to wireless networks in a cost-efficient manner; for example, coverage extension, spatial diversity gains, and uniform quality-of-service [1]. In the classic half-duplex mode, the transmission between a source and a destination occupies two time slots, thus the effective system throughput (in bits/channel use) is reduced by a factor of two. Two-way relaying, which allows two nodes to communicate in two time slots with the aid of a relay node, can be used to tackle this problem [2]–[4]. In the first time slot, the two nodes transmit information simultaneously to the relay, and the relay broadcasts the information to the designated destinations in the second time slot.

Most research contributions in the area of relaying assume that the transceiver hardware of the relay node is perfect. However, in practice, the transceiver hardware of wireless nodes is always affected by impairments; for example, IQ imbalance, amplifier amplitude-amplitude non-linearities, and phase noise [5]–[7]. Impairments create a fundamental capacity ceiling that cannot be crossed by increasing the transmit power; thus, they have a very significant impact especially in high-rate systems [8]. Since relays are desirable to be low-cost equipment, their transceiver hardware would be of lower quality and, hence, more prone to impairments. Despite the importance of impairments for relaying, there are very few relevant works and these only investigate their impact on one-way relaying. In this context, [9], [10] (and references therein) analyzed how transceiver impairments affect the symbol error rate (SER) and outage probability (OP), respectively, in one-way relaying.

Motivated by the above discussion, we hereafter analytically assess the impact of relay transceiver impairments in a two-way relaying configuration, considering the amplify-and-forward (AF) protocol. More specifically, we obtain expressions for the signal-to-noise-and-distortion ratio (SNDR) at both transmitter nodes, as well as closed-form expressions for the exact and asymptotic OP/SER. This enables an accurate characterization of the impact of transceiver hardware impairments on both metrics. Our asymptotic analysis provides engineering insights on how the maximal communication performance varies with the level of impairments. To the best of our knowledge, this is the first paper analyzing the impact of hardware impairments in a two-way relaying configuration. The analysis utilizes the generalized impairment model of [5].

II. SIGNAL AND SYSTEM MODEL

This paper considers two-way AF relaying systems, where two nodes exchange information through a relay as in Fig. 1.

A. Preliminaries on Distortion Noise from Impairments

Suppose an information symbol \( s \in \mathbb{C} \) is conveyed over a wireless channel \( h \in \mathbb{C} \) with additive noise \( \nu \in \mathbb{C} \). In practice, physical radio-frequency (RF) transceivers suffer from impairments that 1) create a mismatch between the intended symbol \( s \) and what is actually generated and emitted; and 2) distort the received signal during the reception processing.

Detailed models can be created for each source of impairments (e.g., IQ imbalance, amplifier non-linearities, and phase-noise) in a given hardware setup [5]. However, the combined influence is often well-modeled by a generalized channel model, where the received signal is

\[
y = h(s + \eta_\nu) + \eta_s + \nu
\]
while $\eta_y$, $\eta_r$ are distortion noises from impairments in the transmitter and receiver, respectively [5]. Theoretical investigations and measurements (e.g., [6, 7]) have shown that

$$
\eta_y \sim \mathcal{CN}(0, \kappa_y^2 P), \quad \eta_r \sim \mathcal{CN}(0, \kappa_r^2 P|h|^2)
$$

(2)

where $P = \mathbb{E}\{|s|^2\}$ and the circularly-symmetric complex Gaussianity can be explained by the aggregate effect of many impairments[1]. Note that $\mathbb{E}\{\cdot\}$ denotes the expectation operator.

The design parameters $\kappa_y, \kappa_r \geq 0$ characterize the level of impairments in the transmitter and receiver hardware, respectively. These parameters can be interpreted as the error vector magnitudes (EVMs). EVM is a common quality measure of RF transceivers and defined as the ratio of distortion to signal magnitude[2]. Note that (1) reduces to the classical model $y = hs + \nu$, when $\kappa_y = \kappa_r = 0$ (i.e., the case of ideal hardware).

Remark 1: The distortions from transceiver impairments act as an additional noise source of variance $(\kappa_y^2 + \kappa_r^2)P|h|^2$, thus it is sufficient to determine the aggregate level of impairments $\kappa = \sqrt{\kappa_y^2 + \kappa_r^2}$. We consider hardware impairments only at the relay, for the sake of brevity in interpretation. The analysis can be readily generalized by reinterpreting the $\kappa$-parameters in our setup as the aggregate parameters for each link.

B. Two-Way Relaying with Ideal and Non-Ideal Hardware

We consider a two-way AF relaying configuration involving two transmitter nodes ($T_1$ and $T_2$) and a relay node ($R$). Communication takes place in two time slots, where in the first time slot $T_1$ and $T_2$ transmit the information symbols $s_1$ and $s_2$, respectively, to $R$. The relay receives a superimposition of the symbols and broadcasts an amplified version of it to $T_1$ and $T_2$ in the second time slot. A block diagram is given in Fig. 1. For brevity, the intended receiver of $s_i$ will be denoted as $T_r$, where $r_i = \frac{2}{i}$ for $i = 1, 2$. We use the subscripts 1, 2, 3 to refer to terms associated with $T_1$, $T_2$, and $R$, respectively.

The signal received at $R$ in the first time slot is

$$
y_3 = h_1s_1 + h_2s_2 + \eta_3 + \nu_3
$$

(3)

where $s_i \sim \mathcal{CN}(0, P_i)$, for $i = 1, 2$, is an information symbol from a zero-mean circularly-symmetric Gaussian distribution with power $P_i$. In addition, $\nu_i \sim \mathcal{CN}(0, N_i)$ represents the additive complex Gaussian noise at $T_1$, $T_2$, and $R$ for $i = 1, 2, 3$. The channel coefficient for the link $T_i \rightarrow R$ (and for the reciprocal link $R \rightarrow T_i$) is denoted by $h_i$ for $i = 1, 2$. Each of them is modeled as independent Rayleigh fading distributed with average gain $\Omega_i = \mathbb{E}_{h_i}|\{h_i|^2\}$, which means that $h_i \sim \mathcal{CN}(0, \Omega_i)$. As such, the probability density function (PDF) and cumulative density function (CDF) of the channel gains, $\rho_i \triangleq |h_i|^2$, are respectively given by

$$
f_{\rho_i}(x) = \frac{1}{\Omega_i} e^{-\frac{x}{\Omega_i}}, \quad F_{\rho_i}(x) = 1 - e^{-\frac{x}{\Omega_i}}, \quad x \geq 0.
$$

(4)

Based on the model in Section II-A the distortion noise in the receiver hardware of the relay is given by the term $\eta_{3r} \sim \mathcal{CN}(0, \kappa_{3r}^2(\rho_1P_1 + \rho_2P_2))$ in (5). In the second time slot, the transmitted signal, $s_3$, by $R$ is simply an amplified version of its received signal $y_3$, or $s_3 = Gy_3$. We assume that all nodes have perfect instantaneous knowledge of the fading channels $h_1, h_2$. Thus, $R$ can apply variable gain relaying,

$$
G = \sqrt{\frac{P_3}{(\rho_1P_1 + \rho_2P_2)(1 + \kappa_{3r}^2) + N_3}}
$$

(5)

where $P_3$ is the average transmit power of the relay node. Note that the level of impairments $\kappa_{3r}$ in (5) may not be perfectly known. Such a potential mismatch will degrade the system performance and can be easily incorporated in the subsequent analysis. We can express the signals received at $T_1$ and $T_2$ as

$$
y_i = h_i(Gy_3 + \eta_{3r}) + \nu_i
$$

(6)

for $i = 1, 2$, where $\eta_{3r} \sim \mathcal{CN}(0, \kappa_{3r}^2 P_3)$ models distortion noise in the transmitter hardware of the relay. Note that (6) simplifies to $y_i = Gh_i h_2 s_r + Gh_i h_1 s_t + \nu_i$ for $i = 1, 2$ under ideal hardware; this special case was considered in [5] Eqs. (2)–(3).

The node $T_1$ wants to extract $s_t$ from $y_1$. Since it knows its own transmitted symbol $s_t$, it can perfectly eliminate the corresponding self-interference term $Gh_i^2 s_t$. Then, the effective SNDR at $T_1$ for detection of the symbol $s_r$ is

$$
\text{SNDR}_1 = \frac{\rho_1\rho_2P_{r_1}}{\rho_1(N_3 + \kappa_{3r}^2(\rho_1P_1 + \rho_2P_2)) + \rho_1\kappa^2 \rho_{r_1} + N_3}
$$

(7)

By substituting (5) into (7), we obtain

$$
\text{SNDR}_1 = \frac{\rho_1\rho_2}{\rho_i^2P_{r_1} + (\rho_1 + \rho_2 + \kappa^2\rho_{r_1}) + \rho_i\kappa^2 + N_3}
$$

(8)

where $a_i \triangleq \kappa^2(1 + \kappa_{3r}^2)$, $b_i \triangleq \kappa^2(1 + \kappa_{3r}^2)$, and $c \triangleq \kappa_{3r}^2$ for $i = 1, 2$. In the special case of ideal hardware, (8) reduces to the expression in [5] Eqs. (8)–(9).

III. PERFORMANCE ANALYSIS

A. Exact Outage Probability Analysis

The OP at $T_1$ is denoted by $P_{\text{out}, 1}(x)$ and is the probability that channel fading makes SNDR, in (8) fall below a certain threshold, $x$, of acceptable communication quality; that is,

$$
P_{\text{out}, 1}(x) \triangleq \mathbb{P}\{\text{SNDR}_1 \leq x\}.
$$

(9)

Proposition 1: The outage probability at $T_1$ (when acquiring $s_r$) is given by $P_{\text{out}, 1}(x) = 1$ for $x > \frac{1}{\kappa^2}$ and

$$
P_{\text{out}, 1}(x) = 1 - e^{-\left(\frac{|x|^2}{(1-x)^2} \frac{N_3P_{r_1} + x^2 \kappa^2 P_{r_1}}{1 + \frac{c^2}{(1-x^2) P_{r_1}}}ight)}
$$

(10)

$$
\times 2 \sqrt{\frac{(x + x^2)^{N_3P_{r_1} + x^2 \kappa^2 P_{r_1}}}{1 + \frac{c^2}{(1-x^2) P_{r_1}}}}
$$

$$
\times K_1 \left(2 \sqrt{\frac{(x + x^2)^{N_3P_{r_1} + x^2 \kappa^2 P_{r_1}}}{1 + \frac{c^2}{(1-x^2) P_{r_1}}}} - 1 \right)
$$

(10)
for $0 \leq x < \frac{1}{\kappa}$, where $K_1(\cdot)$ denotes the first-order modified Bessel function of the second kind.

**Proof:** Referring to (6), we see that $P_{\text{out},i}(x)$ depends on $\text{SNDR}_i$, which is a function of the two independent random variables $\rho_1$ and $\rho_2$. Using the law of total probability to condition on $\rho_i$, we obtain the expression $P\{\text{SNDR}_i \leq x \} = 1 - \int_{0}^{\infty} P\{\text{SNDR}_i > x | \rho_i \} f_{\rho_i}(\rho_i) d\rho_i$.

To evaluate this integral, note that $P\{\text{SNDR}_i > x | \rho_i \} = \begin{cases} 1 - F_{\rho_i}(x) & \text{if } x < \frac{1}{\kappa}, \\ 0 & \text{if } x \geq \frac{1}{\kappa}, \end{cases}$

after some algebra. Using the PDF and CDF in (4), we obtain (10) by making a change of variables $z = \rho_i - \frac{b_i}{(1-c\kappa)}$ and then evaluating the integral using [12] Eq. (3.324.1). ■

Proposition 1 provides a new and tractable closed-form OP expression under the presence of transceiver hardware impairments at the relay. It is a generalization of [2, Theorem 1], where the special case of ideal hardware was considered.

**B. Asymptotic Outage Probability Analysis**

In order to obtain some engineering insights into the fundamental impact of impairments, we now elaborate on the high-power regime. In this case, we assume, without significant loss of generality, that $P_1 = P_2 = \tau P_3 \to \infty$ and $\tau > 0$, which means that the relaying gain $G$ in (5) converges to

$$G^\infty = \frac{1}{\tau(\rho_1 + \rho_2)(1 + \kappa_3^2)}$$

and remains finite and strictly positive. It is easy to see that the SNDR in (8) becomes asymptotically equal to

$$\text{SNDR}_i^\infty = \frac{\rho_1 \rho_2}{\rho_1^2 c + \rho_1 \rho_2 c} = \frac{\rho_1}{(\rho_1 + \rho_2) c}.$$  

**Corollary 1:** In the high-power regime where $P_1 = P_2 = \tau P_3 \to \infty$ and $\tau > 0$, the outage probability at $T_i$ becomes

$$P_{\text{out},i}^\infty(x) = \begin{cases} \frac{\Omega_c e^{-c x}}{1 + c(1-c\kappa)} & \text{if } x < \frac{1}{\kappa}, \\ 1 & \text{if } x \geq \frac{1}{\kappa}. \end{cases}$$

**Proof:** Similar as for Proposition 1 but using (13). ■

Two important observations can be made from Corollary 1. Firstly, $P_{\text{out},i}(x) = 1$ for $x > \frac{1}{\kappa}$, thus there is a (finite) upper bound on the SNDR, an SNDR ceiling, in the high-power regime. The value of this upper bound is characterized by the level of impairments, because $c \equiv \kappa_3^2 + \kappa_3^2 + \kappa_3^2$. Note that this fundamental phenomenon disappears in the special case of ideal hardware, since $\kappa_3^2 = \kappa_3 = 0$ makes $c = 0$.

Secondly, there is a non-zero lower bound on the OP for $0 \leq x < \frac{1}{\kappa}$. The value of this bound depends on the level of impairments, the average channel gains $\Omega_1, \Omega_2$, and the threshold $x$. This is unique for two-way relaying and is due to an unresolvable ambiguity created by transceiver impairments; more precisely, the presence of impairments creates two distortion noises with different variances at the relay node (one per transmitter). These are amplified by the second hop, such that the randomness does not vanish asymptotically, as seen from the presence of $\rho_1, \rho_2$ in (13). The remaining randomness implies that the OP will not converge to zero.

In contrast, the OP does approach zero in the high-power regime for both two-way relaying with ideal hardware [2] and one-way relaying with transceiver impairments [10], since the asymptotic SNDRs become deterministic in these scenarios.

From the perspective of hardware design, suppose we have a total EVM constraint $\kappa_3^\text{tot} > 0$ on the relay, such that $\kappa_3^\text{tot} + \kappa_3^\text{tot} = \kappa_3^\text{tot}$. Corollary 3 in [10] proves that $c$ is minimized by $\kappa_3^\text{tot} = \kappa_3^\text{tot} = \frac{1}{2c}$; thus, the asymptotic OP is minimized by selecting transmitter/receiver hardware of the same quality.

**Remark 2:** Note that practical systems suffer from other non-hardware related impairments as well, such as channel estimation errors [13]. Such additional impairments will only degrade the performance, thus the results herein serve as an upper bound on what is achievable in practice.

**C. Exact and Asymptotic Symbol Error Rate Analysis**

We now turn our attention to the SER. To this end, we first invoke that for many modulation formats (e.g., BPSK, BFSK with orthogonal signaling, and M-ary PAM), the average SER at $T_i$ can be represented by the generic formula

$$\text{SER}_i = E_{\text{SNDR}_i} \left\{ \alpha Q \left( \sqrt{2/\text{SNDR}_i} \right) \right\}, \quad i = 1, 2$$

where $Q(x) = \frac{1}{\sqrt{2\pi}} \int_x^{\infty} e^{-t^2/2} dt$ is the Gaussian $Q$-function and $\alpha, \beta$ are modulation specific constants. Using integration by parts, (15) can be reformulated into the more convenient form

$$\text{SER}_i = \frac{\alpha e^{-x \beta}}{2\sqrt{\pi}} \int_0^x e^{-\beta t} F_{\text{SNDR}_i}(t) dt$$

where the CDF of $\text{SNDR}_i$ is $F_{\text{SNDR}_i}(x) = P_{\text{out},i}(x)$ by definition. Combining Proposition 1 and (16), it does not appear that the resulting integral can be evaluated in closed-form; however, the SER can be obtained from (16) by numerical integration which is much more efficient than Monte-Carlo simulations.

We henceforth consider the high-power regime (as defined in Section II-B) and obtain the following result.

**Corollary 2:** Consider the high-power regime where $P_1 = P_2 = \tau P_3 \to \infty$. For identical average channel gains $\Omega_1 = \Omega_2$, the SERs at $T_1$ and $T_2$ are identical and equal to

$$\text{SER}_1^\infty = \text{SER}_2^\infty = \frac{\alpha e^{-x \beta}}{2\beta \sqrt{\pi}} \left( \frac{3 \beta}{2 \beta - c} \right)^{1/2} \text{erfc} \left( \frac{\sqrt{1 - c}}{\sqrt{2 \beta}} \right)$$

where $\gamma(p, x) = \int_0^x t^{p-1} e^{-t} dt$ is the lower incomplete gamma function and $\text{erfc}(x) = \frac{2}{\sqrt{\pi}} \int_x^{\infty} e^{-t^2} dt$ denotes the complementary error function.

**Proof:** The asymptotic SER in (17) follows from computing (16) using the OP in (14) for $\Omega_1 = \Omega_2$.

The asymptotic SERs in Corollary 2 are strictly positive, except for the special case of ideal hardware ($c = 0$). Hence, hardware impairments create an irreducible error floor.

Suppose we want to create a practical two-way relaying system that supports a given set of OP and SER requirements. By inverting the asymptotic expressions in Corollaries 1 and 2 with respect to $c$, we can determine fundamental design guidelines on the highest level of impairments (in terms of $c$) that can theoretically meet the stipulated requirements.
the relay. Such a choice asymptotically reduces the SER by a factor 
\[ \alpha = \frac{1}{1 + \kappa} \]
for which 
\[ \kappa = 0, \quad \kappa = 0.1 \]
in fundamental contrast with the case of ideal hardware impairments.

Generally, a relay node with low-quality hardware on one side 
and/or with high level of impairments, the system is always 
in full outage. Moreover, zero OP or SER cannot generally be
achieved, since the SNDR is random even in the high-power regime. Ultimately, our simple asymptotic expressions can
provide engineering guidelines to select hardware that satisfies the OP/SER requirements of a practical relaying topology.
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