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Abstract

Producing agents that can generalize to a wide range of visually different environments is a significant challenge in reinforcement learning. One method for overcoming this issue is visual domain randomization, whereby at the start of each training episode some visual aspects of the environment are randomized so that the agent is exposed to many possible variations. However, domain randomization is highly inefficient and may lead to policies with high variance across domains. Instead, we propose a regularization method whereby the agent is only trained on one variation of the environment, and its learned state representations are regularized during training to be invariant across domains. We conduct experiments that demonstrate that our technique leads to more efficient and robust learning than standard domain randomization, while achieving equal generalization scores.

Overfitting to a training environment is a serious issue in reinforcement learning. Agents trained on one domain often fail to generalize to other domains that differ only in small ways from the original domain (Sutton, 1996; Cobbe et al., 2019; Zhang et al., 2018; Packer et al., 2018; Zhang et al., 2018; Witty et al., 2018; Farebrother et al., 2018). Good generalization is essential for fields such as robotics and autonomous vehicles, where the agent is often trained in a simulator and is then deployed in the real world where novel conditions will certainly be encountered. Transfer from such simulated training environments to the real world is known as crossing the reality gap in robotics, and is well known to be difficult, thus providing an important motivation for studying generalization.

We focus on the problem of generalizing between environments that visually differ from each other, for example in color or texture. Domain randomization, in which the variability between domains is randomized at the start of each episode during training, has been shown to lead to improved generalization and transfer to the real world with little or no real world data (Mordatch et al., 2015; Rajeswaran et al., 2017; Tobin et al., 2017; Sadeghi & Levine, 2017; Antonova et al., 2017; Peng et al., 2018; OpenAI et al., 2020). However, domain randomization has been empirically shown to often lead to suboptimal policies with high variance in performance over different randomizations (Mehta et al., 2019). This issue can cause the learned policy to underperform in any given target domain.

Instead, we propose a regularization method whereby the agent is only trained on one variation of the environment, and its learned state representations are regularized during training to be invariant across domains. We provide theoretical justification for this regularization, and experimentally demonstrate that this method outperforms alternative domain randomization and regularization techniques for transferring the learned policy to domains within the randomization space.

1 Related Work

We distinguish between two types of domain randomization: visual randomization, in which the variability between domains should not affect the agent’s policy, and dynamics randomization, in which the agent should learn to adjust its behavior to achieve its goal. Visual domain randomization, which we focus on in this work, has been successfully used to directly transfer RL agents from simulation to the real world without requiring any real images (Tobin et al., 2017; Sadeghi & Levine, 2017; Kang et al., 2019). However, prior work has noted that domain randomization is inefficient (Mehta et al., 2019). On
the other hand, whereas the notion of learning similar state representations to improve transfer to new domains is not new [Tzeng et al., 2013; Gupta et al., 2017; Daftry et al., 2016], previous work has focused on cases when simulated and target domains are both known, and cannot straightforwardly be applied when the target domain is only known to be within a distribution of domains.

We note that concurrently and independently of our work, Aractingi et al. (2019) and Lee et al. (2019) also propose regularization schemes for learning policies that are invariant to randomized visual changes in the environment without any real world data. In addition to proposing a similar scheme, we theoretically motivate and experimentally investigate the effects of our regularization on the learned features. Moreover, whereas Aractingi et al. (2019) propose regularizing the network outputs, we regularize intermediate layers instead, which we show in the appendix to be beneficial. Also, Lee et al. (2019) propose randomizing convolutional layer weights instead of directly perturbing input observations, as we do.

2 Theory: Variance of a policy across randomized domains

We consider Markov decision processes (MDP) defined by \((S, A, R, T, \gamma)\), where \(S\) is the state space, \(A\) the action space, \(R: S \times A \to \mathbb{R}\) the reward function, \(T: S \times A \to Pr(S)\) the transition dynamics, and \(\gamma\) the discount factor. An agent is defined by a policy \(\pi\) that maps states to distributions over actions, such that \(\pi(a|s)\) is the probability of taking action \(a\) in state \(s\).

The visual domain randomization problem involves considering a set of functions \(\{\phi\}\) that map one set of states to another set of states \(\phi: S \rightarrow S'\), without affecting any other aspects of the MDP. Despite the fact that visual randomizations do not affect the underlying MDP, the agent’s policy can still vary between domains. To compare the ways in which policies can differ between randomized domains, we introduce the notion of Lipschitz continuity of a policy over a set of randomizations.

**Definition 1** We assume the state space is equipped with a distance metric. A policy \(\pi\) is Lipschitz continuous over a set of randomizations \(\{\phi\}\) if

\[
K_\pi = \sup_{\phi_1, \phi_2 \in \{\phi\}} \sup_{s \in S} D_{TV}(\pi(\cdot|\phi_1(s))\|\pi(\cdot|\phi_2(s)))
\]

is finite. Here, \(D_{TV}(P\|Q)\) is the total variation distance between distributions.

The following inequality shows that this Lipschitz constant is crucial in quantifying the robustness of RL agents over a randomization space. Informally, if a policy is Lipschitz continuous over randomized MDPs, then small changes in the background color in an environment will have a small impact on the policy. The smaller the Lipschitz constant, the less a policy is affected by different randomization parameters.

**Proposition 1** We consider a set of randomizations \(\{\phi\}\) of the states of an MDP \(M\). Let \(\pi\) be a K-Lipschitz policy over \(\{\phi\}\). Suppose the rewards are bounded by \(r_{\text{max}}\) such that \(\forall a \in A, s \in S, |r(s, a)| \leq r_{\text{max}}\). Then for all \(\phi_1\) and \(\phi_2\) in \(\{\phi\}\), the following inequalities hold:

\[
|\eta_1 - \eta_2| \leq 2r_{\text{max}} \sum_{t=1}^{\infty} \gamma^t \min(1, (t+1)K_\pi \|\phi_1 - \phi_2\|_\infty) \leq 2r_{\text{max}} K_\pi \frac{1}{(1-\gamma)^2} \|\phi_1 - \phi_2\|_\infty \tag{1}
\]

Where \(\eta_i\) is the expected cumulative return of the policy on the MDP with states randomized by \(\phi_i\), for \(i \in \{1, 2\}\), and \(\|\phi_1 - \phi_2\|_\infty = \sup_{s \in S} |\phi_1(s) - \phi_2(s)|\).

The proof for proposition 1 is presented in the appendix. Proposition 1 shows that reducing the Lipschitz constant reduces the maximum variations of the policy over the randomization space.

3 Proposed Regularization

Motivated by the theory described above, here we present a regularization technique for producing low-variance policies over the randomization space by minimizing the Lipschitz constant of definition 1. We start by choosing one variation of the environment on which to train an agent with a policy \(\pi\) parameterized by \(\theta\), and during training we minimize the loss

\[
\mathcal{L}(\theta) = \mathcal{L}_RL(\theta) + \lambda \mathbb{E}_{s \sim \pi, \phi} \|f_\theta(s) - f_\theta(\phi(s))\|_2^2 \tag{2}
\]
where $\lambda$ is a regularization parameter, $L_{RL}$ is the loss corresponding to the chosen reinforcement learning algorithm, the first expectation is taken over the distribution of states visited by the current policy, and $f_\theta$ is a feature extractor used by the agent’s policy. In our experiments, we choose the output of the last hidden layer of the value or policy network as our feature extractor. The regularization term in the loss causes the agent to learn representations of states that ignore variations caused by the randomization.

In appendix C, we provide evidence on a toy problem that this regularization does indeed control for the Lipschitz constant of the policy and helps in lowering the theoretical bound in proposition 1.

4 Experiments

In the following, we experimentally demonstrate that our regularization leads to improved generalization compared to standard domain randomization with both value-based and policy-based reinforcement learning algorithms. Implementation details can be found in the appendix, and the code is available at https://github.com/IndustAI/visual-domain-randomization.

4.1 Visual Cartpole with DQN

We first consider a version of the OpenAI Gym Cartpole environment (Brockman et al., 2016) in which we randomize the color of the background. For training, we use the DQN algorithm with a CNN architecture similar to that used by Mnih et al. (2015). We compare the performance of three agents. The Normal agent is trained on the reference domain with a white background. The Randomized agent is trained on a specified randomization space $\{\phi\}$. The Regularized agent is trained on a white background using our regularization method with respect to randomization space $\{\phi\}$. The training of all three agents is done using the same hyperparameters, and over the same number of steps.

Figure 1: Training curves over randomization spaces $\{\phi\}_{small}$ (left) and $\{\phi\}_{big}$ (right). Shaded areas indicate the 95% confidence interval of the mean, obtained over 10 training seeds.

Figure 1 shows the training curves of all three agents over two randomization spaces of different sizes: $\{\phi\}_{small}$ contains 1/8th of all colors in the RGB cube, and $\{\phi\}_{big}$ contains half the RGB cube. We find that the normal and regularized agents have similar training curves and the regularized agent is not affected by the size of the randomization space. However, the randomized agent learns more slowly on the small randomization space $\{\phi\}_{small}$ (left), and also achieves worse performance on the bigger randomization space $\{\phi\}_{big}$ (right). This indicates that standard domain randomization scales poorly with the size of the randomization space $\{\phi\}$, whereas our regularization method is more robust to a larger randomization space.

We now compare the returns of the policies learned by the agents in different domains within the randomization space. We select a plane within $\{\phi\}_{big}$ obtained by varying only the R and B channels but keeping G fixed. We plot the scores obtained on this plane in figure 2. We see that despite having only been trained on one domain, the regularized agent achieves consistently high scores on the other domains. On the other hand, the randomized agent’s policy exhibits returns with high variance between domains, which indicates that different policies were learned for different domains. To explain these results, in the appendix we study the representations learned by the agents on different domains and show that the regularized agent learns similar representations for all domains while the randomized agent learns different representations.
Figure 2: Comparison of the average scores of different agents over different domains. The scores are calculated over a plane of the (r,g,b) where \( g = 1 \) is fixed, averaged over 1000 steps. The training domain for both the regularized and normal agents is located at the top right. The regularized agent learns more stable policies than the randomized agent over these domains.

4.2 Car Racing with PPO

| Agent               | Return (original) | Return (all colors) |
|---------------------|-------------------|---------------------|
| Normal              | 554 ± 68          | 60 ± 53             |
| Randomized          | −17 ± 33          | −35 ± 9             |
| Dropout 0.1         | 696 ± 107         | 154 ± 86            |
| Weight decay \(10^{-4}\) | 692 ± 55         | 61 ± 15             |
| EPOpt-PPO           | −14 ± 28          | −7 ± 47             |
| Regularized (\(\lambda = 10\)) | 622 ± 81         | 324 ± 51            |
| Regularized (\(\lambda = 50\)) | 640 ± 40         | 553 ± 80            |

Figure 3: Left: frames from the reference and a randomized CarRacing environment. Right: Average returns on the original environment and its randomizations over all colors, with 95% confidence intervals calculated from 5 training seeds.

To demonstrate the applicability of our regularization method to other domains and algorithms, we also perform experiments with the PPO algorithm (Schulman et al., 2017) on the CarRacing environment (Brockman et al., 2016), in which an agent must drive a car around a racetrack. An example state from this environment and a randomized version in which part of the background changes color are shown in figure 3. Randomization in this experiment occurs over the entire RGB cube, which is larger than for the cartpole experiments. We train several agents: a normal agent on the reference domain, a randomized agent, and two agents with our regularization and different values of \(\lambda\). To compare our method to other regularization techniques, we also train agents with dropout and weight decay on the reference domain with the parameters of Aractingi et al. (2019), and an agent with the EPOpt-PPO algorithm Rajeswaran et al. (2017), where in our implementation the agent only trains on the randomized domains on which its score is worse than average.

Scores on both the reference domain and its randomizations are shown in figure 3. We see that the randomized agent and EPOpt-PPO fail to learn on this large randomization space. Of the other regularization schemes that we tested, we find that although they do improve learning on the reference domain, only dropout leads to a small improvement in generalization. On the other hand, our regularization produces agents that are both successful in training and successfully generalize to a wide range of backgrounds. Moreover, a larger value of \(\lambda\) yields higher generalization scores, which is consistent with our empirical study of our regularization scheme in appendix C.

5 Conclusion

In this paper we studied generalization to visually diverse environments in deep reinforcement learning. We illustrated the inefficiencies of standard domain randomization, and proposed a theoretically grounded regularization method that leads to robust, low-variance policies that generalize well. We conducted experiments in different environments using both on-policy and off-policy algorithms that demonstrate the wide applicability of our method.
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A Proof of Proposition 1

The proof presented in the following applies to MDPs with a discrete action space. However, it can straightforwardly be generalized to continuous action spaces by replacing sums over actions with integrals over actions. The proof uses the following lemma:

**Lemma 1** For two distributions \( p(x, y) = p(x)p(y|x) \) and \( q(x, y) = q(x)q(y|x) \), we can bound the total variation distance of the joint distribution:

\[
D_{TV}(p(\cdot, \cdot)||q(\cdot, \cdot)) \leq D_{TV}(p(\cdot)||q(\cdot)) + \max_x D_{TV}(p(\cdot|x)||q(\cdot|x))
\]

**Proof of the Lemma.**

We have that:

\[
D_{TV}(p(\cdot, \cdot)||q(\cdot, \cdot)) = \frac{1}{2} \sum_{x,y} |p(x, y) - q(x, y)|
\]

\[
= \frac{1}{2} \sum_{x,y} |p(x)p(y|x) - q(x)q(y|x)|
\]

\[
= \frac{1}{2} \sum_{x,y} |p(x)p(y|x) - p(x)q(y|x) + (p(x) - q(x))q(y|x)|
\]

\[
\leq \frac{1}{2} \sum_{x,y} |p(x)p(y|x) - q(y|x)| + |p(x) - q(x)|q(y|x)
\]

\[
\leq \max_x D_{TV}(p(\cdot|x)||q(\cdot|x)) + D_{TV}(p(\cdot)||q(\cdot))
\]

**Proof of the proposition.**

Let \( p^t_{\phi_i}(s, a) \) be the probability of being in state \( \phi_i(s) \) at time \( t \), and executing action \( a \), for \( i = 1, 2 \). Since both MDPs have the same reward function, we have by definition that \( \eta_i = \sum_s \sum_a \gamma^t p^t_{\phi_i}(s, a)r(s, a) \), so we can write:

\[
|\eta_1 - \eta_2| \leq \sum_{s,a} \sum_t \gamma^t |p^t_{\phi_1}(s, a) - p^t_{\phi_2}(s, a)|r(s, a)
\]

\[
\leq \max_t \sum_{s,a} \sum_t \gamma^t |p^t_{\phi_1}(s, a) - p^t_{\phi_2}(s, a)|
\]

\[
= 2\max_t \sum_t \gamma^t D_{TV}(p^t_{\phi_1}(\cdot, \cdot)||p^t_{\phi_2}(\cdot, \cdot))
\]

But \( p^t_{\phi_1}(s, a) = p^t_{\phi_1}(s)\pi^t_{\phi_1}(a|s) \) and \( p^t_{\phi_2}(s, a) = p^t_{\phi_2}(s)\pi^t_{\phi_2}(a|s) \), Thus (Lemma 1):

\[
D_{TV}(p^t_{\phi_1}(\cdot, \cdot)||p^t_{\phi_2}(\cdot, \cdot)) \leq D_{TV}(p^t_{\phi_1}(\cdot)||p^t_{\phi_2}(\cdot))
\]

\[
+ \max_s D_{TV}(\pi^t_{\phi_1}(\cdot|s)||\pi^t_{\phi_2}(\cdot|s))
\]

\[
\leq D_{TV}(p^t_{\phi_1}(\cdot)||p^t_{\phi_2}(\cdot))
\]

\[
+ K\|\phi_1 - \phi_2\|_{\infty}
\]

(4)
We still have to bound $D_{TV}(p_{\phi_1}(\cdot)||p_{\phi_2}(\cdot))$. For $s \in S$ we have that:

$$|p_{\phi_1}^t(s) - p_{\phi_2}^t(s)| \leq \sum_{s'} |p_{\phi_1}(s_t = s|s')p_{\phi_1}^{t-1}(s') - p_{\phi_2}(s_t = s|s')p_{\phi_2}^{t-1}(s')| = \sum_{s'} |p_{\phi_1}(s_t = s|s')p_{\phi_1}^{t-1}(s') - p_{\phi_2}(s_t = s|s')p_{\phi_2}^{t-1}(s')| + p_{\phi_2}(s|s')p_{\phi_1}^{t-1}(s') - p_{\phi_2}^{t-1}(s')|$$

Summing over $s$ we have that:

$$D_{TV}(p_{\phi_1}(\cdot)||p_{\phi_2}(\cdot)) \leq \frac{1}{2} \sum_s \mathbb{E}_{s' \sim p_{\phi_2}^{t-1}}[|p_{\phi_1}(s|s') - p_{\phi_2}(s|s')|] + D_{TV}(p_{\phi_1}^{t-1}(\cdot)||p_{\phi_2}^{t-1}(\cdot))$$

But by marginalizing over actions: $p_{\phi_1}(s|s') = \sum_a \pi_{\phi_1}(a|s)p_{\phi_1}(s|a, s')$, and using the fact that $p_{\phi_1}(s|a, s') = T_{\phi_1}(s|a, s') = p_{\phi_2}(s|a, s') := p(s|a, s')$, we have that:

$$|p_{\phi_1}(s|s') - p_{\phi_2}(s|s')| = \left| \sum_a p(s|a, s') (\pi_{\phi_1}(a|s') - \pi_{\phi_2}(a|s')) \right| \leq \sum_a p(s|a, s') |\pi_{\phi_1}(a|s') - \pi_{\phi_2}(a|s')|$$

And using $\sum_a p(s|a, s') = 1$ we have that:

$$\frac{1}{2} \sum_s \mathbb{E}_{s' \sim p_{\phi_2}^{t-1}}[|p_{\phi_1}(s|s') - p_{\phi_2}(s|s')|] \leq \frac{1}{2} \sum_s \left( \sum_a p(s|a, s') |\pi_{\phi_1}(a|s') - \pi_{\phi_2}(a|s')| \right) \leq \max_{s'} D_{TV}(\pi_{\phi_1}(\cdot|s)||\pi_{\phi_2}(\cdot|s))$$

Thus, by induction, and assuming $D_{TV}(p_{\phi_1}^0(\cdot)||p_{\phi_2}^0(\cdot)) = 0$:

$$D_{TV}(p_{\phi_1}^t(\cdot)||p_{\phi_2}^t(\cdot)) \leq t K_\pi \|\phi_1 - \phi_2\|_\infty$$

Plugging this into inequality[4] we get

$$D_{TV}(p_{\phi_1}^t(\cdot)||p_{\phi_2}^t(\cdot)) \leq (t + 1) K_\pi \|\phi_1 - \phi_2\|_\infty$$

We also note that the total variation distance takes values between 0 and 1, so we have

$$D_{TV}(p_{\phi_1}^t(\cdot)||p_{\phi_2}^t(\cdot)) \leq \min(1, (t + 1) K_\pi \|\phi_1 - \phi_2\|_\infty)$$

Plugging this into inequality[3] leads to our first bound,

$$|\eta_1 - \eta_2| \leq 2r_{max} \sum_t \gamma^t \min(1, (t + 1) K_\pi \|\phi_1 - \phi_2\|_\infty)$$
Our second, looser bound can now be achieved as follows,

\[
|\eta_1 - \eta_2| \leq 2r_{\text{max}} \sum_t \gamma^t (t+1) K_\pi \|\phi_1 - \phi_2\|_\infty
\]

\[
|\eta_1 - \eta_2| \leq \frac{2r_{\text{max}}}{(1-\gamma)^2} K_\pi \|\phi_1 - \phi_2\|_\infty
\]

B COMPARISON OF OUR WORK WITH ARACTINGI ET AL. (2019)

Figure 4: Top: training curves of agents with different regularization strengths when following the scheme of Aractingi et al. (2019). Shaded errors correspond to 95% confidence intervals of the mean, calculated from 10 training seeds. Bottom: scores obtained by trained agents for different regularization strengths on a plane within the RGB cube.

Concurrently and independently of our work, Aractingi et al. (2019) propose a similar regularization scheme on randomized visual domains, which they experimentally demonstrate with the PPO algorithm on the VizDoom environment of Kempka et al. (2016) with randomized textures. As opposed to the regularization scheme proposed in our work in which we regularize the final hidden layer of the network, they propose regularizing the output of the policy network. Regularizing the last hidden layer as in our scheme more clearly separates representation learning and policy learning, since the final layer of the network is only trained by the RL loss.

We hypothesized that regularizing the output of the network directly could lead to the regularization loss and the RL loss competing against each other, such that a tradeoff between policy performance and generalization would be necessary. To test this hypothesis, we performed experiments on the visual cartpole domain with output regularization with different values of regularization parameter \(\lambda\). Our results are shown in figure 4. We find that increasing the regularization strength adversely affects training. However, agents trained with higher values of \(\lambda\) do achieve more consistent results over the randomization space. This shows that there is indeed a tradeoff between generalization and policy performance when regularizing the network output as in Aractingi et al. (2019). In our experiments, however, we have found that changing the value of \(\lambda\) only affects generalization ability and not agent performance on the reference domain.
C Impact of Our Regularization on the Lipschitz Constant

We conduct experiments on a simple gridworld to show that our regularization does indeed in general reduce the Lipschitz constant of the policy over randomized domains, leading to lower variance in the returns.

Figure 5: Left: a simple gridworld, in which the agent must make its way to the goal while avoiding the fire. Center: empirical differences between regularized agents’ policies on two randomizations of the gridworld compared to our theoretical bound in equation 1 (the dashed line). Each point corresponds to one agent, and 20 training seeds per value of \( \lambda \) are shown here. Right: probability that different agents choose the same path for two randomizations of this domain. Our regularization method leads to more consistent behavior.

The environment we use is the \( 3 \times 3 \) gridworld shown in figure 5, in which two optimal policies exist. The agent starts in the bottom left of the grid and must reach the goal while avoiding the fire. The agent can move either up or right, and in addition to the rewards shown in figure 5 receives -1 reward for invalid actions that would case it to leave the grid. We set a time limit of 10 steps and \( \gamma = 1 \). We introduce randomization into this environment by describing the state observed by the agent as a tuple \((x, y, \xi)\), where \((x, y)\) is the agent’s position and \(\xi\) is a randomization parameter with no impact on the underlying MDP. For this toy problem, we consider only two possible values for \(\xi\): +5 and −5. The agents we consider use the REINFORCE algorithm (Sutton et al., 2000) with a baseline (see Algorithm 2), and a multi-layer perceptron as the policy network.

First, we observe that even in a simple environment such as this one, a randomized agent regularly learns different paths for different randomizations (figure 5). An agent trained only on \(\xi = 5\) and regularized with our technique, however, consistently learns the same path regardless of \(\xi\). Although both agents easily solve the problem, the variance of the randomized agent’s policy can be problematic in more complex environments in which identifying similarities between domains and ignoring irrelevant differences is important.

Next, we compare the measured difference between the policies learned by regularized agents on the two domains to the smallest of our theoretical bounds in equation 1, which in this simple environment can be directly calculated. For a given value of \(\lambda\), we train a regularized agent on the reference domain. We then measure the difference in returns obtained by this agent on the reference and on the regularized domain, and this return determines the agents position along the \(y\) axis. We then numerically calculate the Lipschitz constant from the agents action distribution over all states, and use this constant to calculate the bound in proposition 1. This bound determines the agents position along the \(x\) axis. Our results for different random seeds and values of \(\lambda\) are shown in figure 5. We observe that increasing \(\lambda\) does lead to decreases in both the empirical difference in returns and in the theoretical bound.

D Experimental Details

The code used for our experiments is available at https://github.com/IndustAI/visual-domain-randomization.
D.1 STATE PREPROCESSING

For our implementation of the visual cartpole environment, each image consists of $84 \times 84$ pixels with RGB channels. To include momentum information in our state description, we stack $k = 3$ frames, so the shape of the state that is sent to the agent is $84 \times 84 \times 9$.

We note that because of this preprocessing, agents trained until convergence achieve average returns of about 175 instead of the maximum achievable score of 200. Since the raw pixels do not contain momentum information, we stack three frames as input to the network. When the environment is reset, we thus choose to perform two random actions before the agent is allowed to make a decision. For some initializations, this causes the agent to start in a situation it cannot recover from. Moreover, due to the low image resolution the agent may sometimes struggle to correctly identify momentum and thus may make mistakes.

In CarRacing, each state consists of $96 \times 96$ pixels with RGB channels. We introduce frame skipping as is often done for Atari games (Mnih et al. (2015)), with a skip parameter of 5. This restricts the length of an episode to 200 action choices. We then stack 2 frames to include momentum information into the state description. The shape of the state that is sent to the agent is thus $96 \times 96 \times 6$. We note that although this preprocessing makes training agents faster, it also causes trained agents to not attain the maximum achievable score on this environment.

D.2 VISUAL CARTPOLE

D.2.1 REPRESENTATIONS LEARNED BY THE AGENTS

![Graph showing representations learned by agents](Image)

Figure 6: Left: Visualization of the representations learned by the agents for pink and green background colors and for the same set of states. We observe that the randomized agent learns different representations for the two domains. Right: Standard deviation of estimated value functions over randomized domains, averaged over 10 training seeds.

To understand what causes the difference in behavior between the regularized and randomized agents on Cartpole, we study the representations learned by the agents by analyzing the activations of the final hidden layer. We consider the agents trained on $\{\phi\}_{big}$, and a sample of states obtained by performing a greedy rollout on a white background (which is included in $\{\phi\}_{big}$). For each of these states, we calculate the representation corresponding to that state for another background color in $\{\phi\}_{big}$. We then visualize these representations using t-SNE plots, where each color corresponds to a domain. A representative example of such a plot is shown in figure 6. We see that the regularized agent learns a similar representation for both backgrounds, whereas the randomized agent clearly separates them. This result indicates that the regularized agent learns to ignore the background color, whereas the randomized agent is likely to learn a different policy for a different background color. Further experiments comparing the representations of both agents can be found in the appendix.

To quantitatively study the effect of our regularization method on the representations learned by the agents, we compare the variations in the estimated value function for both agents over $\{\phi\}_{big}$. Figure 6 shows the standard deviation of the estimated value function over different background colors, averaged over 10 training seeds and a sample of states obtained by the same procedure as described above. We observe that our regularization technique successfully reduces the variance of the value function over the randomization domain.
Figure 7: Generalization scores, with 95% confidence intervals obtained over 10 training seeds. The normal agent is trained on white \((1, 1, 1)\), corresponding to a distance to train = 0. The rest of the domains correspond to \((x, x, x)\), for \(x = 0.9, 0.8, \ldots, 0\).

D.2.2 Extrapolation

Given that regularized agents are stronger in interpolation over their training domain, it is natural to wonder what the performance of these agents is in extrapolation to colors not within the range of colors sampled within training. For this purpose, we consider randomized and regularized agents trained on \(\{\phi\}_{\text{big}}\), and test them on the set \(\{(x, x, x), 0 \leq x \leq 1\}\). None of these agents was ever exposed to \(x \leq 0.5\) during training.

Our results are shown in figure 7. We find that although the regularized agent consistently outperforms the randomized agent in interpolation, both agents fail to extrapolate well outside the train domain. Since we only regularize with respect to the training space, there is indeed no guarantee that our regularization method can produce an agent that extrapolates well. Since the objective of domain randomization often is to achieve good transfer to an a priori unknown target domain, this result suggests that it is important that the target domain lie within the randomization space, and that the randomization space be made as large as possible during training.

D.2.3 Further Study of the Representations Learned by Different Agents

Figure 8: t-SNE of the representations over \(\{\phi\}_{\text{split}}\) of the Regularized (Left) and Randomized (Right) agents. Each color corresponds to a domain. The randomized agent learns very different representations for \([0, 0.2]^3\) and \([0.8, 1]^3\).

We perform further experiments to demonstrate that the randomized agent learns different representations for different domains, whereas the regularized agent learns similar representations. We consider agents trained on \(\{\phi\}_{\text{split}} = [0, 0.2]^3 \cup [0.8, 1]^3\), the union of darker, and lighter backgrounds. We then rollout each agent on a single episode of the domain with a white background and, for each state in this episode, calculate the representations learned by the agent for other background colors. We visualize these representations using the t-SNE plot shown in figure 8. We observe that the randomized agent
clearly separates the two training domains, whereas the regularized agent learns similar representations for both domains.

Figure 9: t-SNE of the features of the Regularized (Left) and Randomized (Right) agents. Each color corresponds to a domain.

We are interested in how robust our agents are to unseen randomizations $\phi \notin \{\phi\}_\text{split}$. To visualize this, we rollout both agents in domains having different background colors: $\{(x, x, x), 0 \leq x \leq 1\}$, i.e ranging from black to white, and collect their features over an episode. We then plot the t-SNEs of these features for both agents in figure 9 where each color corresponds to a domain.

We observe once again that the regularized agent has much lower variance over unseen domains, whereas the randomized agent learns different features for different domains. This shows that the regularized agent is more robust to domain shifts than the randomized agent.

E ALGORITHMS

**Algorithm 1** Deep Q-learning with our regularization method

- Initialize replay memory $\mathcal{D}$ to capacity $N$
- Initialize action-value function $Q$ with random weights $\theta$
- Initialize the randomization space $\{\phi\}$, and a reference MDP $M_{\phi^{\text{ref}}}$ to train on.
- Initialize a regularization parameter $\lambda$
- Define a feature extractor $f_\theta$

For episode $= 1, M$

- Sample a randomizer function $\phi^{\text{sampled}}$ uniformly from $\{\phi\}$

For $t = 1, T$

- With probability $\epsilon$ select a random action $a_t$
- otherwise select $a_t = \arg \max_a Q(\phi^{\text{ref}}(s_t), a; \theta)$
- Execute action $a_t$ in $M_{\phi^{\text{ref}}}$, observe reward $r_t$, the reference state, and the corresponding randomized state with the chosen visual settings: $\phi^{\text{ref}}(s_{t+1}), \phi^{\text{sampled}}(s_{t+1})$
- Store transition $\langle \phi^{\text{ref}}(s_t), \phi^{\text{sampled}}(s_t), a_t, r_t, \phi^{\text{ref}}(s_{t+1}), \phi^{\text{sampled}}(s_{t+1}) \rangle$ in $\mathcal{D}$

- Sample random minibatch of transitions $\langle \phi^{\text{ref}}(s_t), \phi^{\text{sampled}}(old), a_j, r_j, \phi^{\text{ref}}(s_{t+1}), \phi^{\text{sampled}}(old) \rangle$ from $\mathcal{D}$
- where $\phi^{\text{sampled}}(old)$ is the randomization that had been selected when the transition had been observed.

Set $y_j = \begin{cases} r_j & \text{for terminal } \phi^{\text{ref}}_{j+1} \\ r_j + \gamma \max_{a'} Q(\phi^{\text{ref}}_{j+1}, a'; \theta) & \text{otherwise.} \end{cases}$

Perform a gradient descent step on $(y_j - Q(\phi^{\text{ref}}_j, a_j; \theta))^2 + \lambda \| f_\theta(\phi^{\text{ref}}_j) - f_\theta(\phi^{\text{sampled}}(old)) \|_2^2$
Algorithm 2: Policy Gradient with a baseline using our regularization method

Initialize policy network function $\pi_\theta$ with random weights $\theta$, baseline $b_\theta$
Initialize the randomization space $\{\phi\}$, and a reference MDP $M_{\phi^{ref}}$ to train on.
Initialize a regularization parameter $\lambda$
Define a feature extractor $f_\theta$

for episode = 1, $M$ do
    Collect a set of trajectories $(s_0, a_0, r_1, \ldots, s_{T-1}, a_{T-1}, r_T)$ by executing $\pi_\theta$ on $M_{\phi^{ref}}$.
    For each trajectory, sample a randomizer function $\phi^{sampled}$ uniformly from $\{\phi\}$.
    for $t = 1, T$ in each trajectory do
        Compute the return $R_t = \sum_{t'=t}^{T-1} \gamma^{t'-t} r_{t'}$
        Estimate the advantage $\hat{A}_t = R_t - b_\theta(\phi^{ref}(s_t))$
    end for
    Perform a gradient descent step on
    \[
    \sum_{t=0}^{T} \left[ -\hat{A}_t \log \pi_\theta(a_t|\phi^{ref}(s_t)) + \|R_t - b_\theta(\phi^{ref}(s_t))\|_2^2 + \lambda\|f_\theta(\phi^{ref}(s_t)) - f_\theta(\phi^{sampled}(s_t))\|_2^2 \right]
    \]
end for

Note that algorithm 2 can be straightforwardly adapted to several state of the art policy gradient algorithms such as PPO.